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Resumen 
El presente proyecto trata sobre el diseño e implantación de una red de comunicaciones 
para una empresa de logística con sede central en Barcelona y 6 delegaciones 
distribuidas en distintos puntos de la geografía nacional, abarcando todos los centros 
alrededor de 80 usuarios. 
 
El proyecto incluye la instalación y configuración de nuevos dispositivos de 
comunicaciones de datos y voz, así como el diseño e implantación de la arquitectura de 
seguridad global de toda la red. 
Motivación 
La motivación de este trabajo es satisfacer un interés profesional. A través del análisis, 
diseño e implantación del presente proyecto busco ampliar y alcanzar la consolidación 
de los conocimientos adquiridos durante mis estudios universitarios y en el desarrollo 
diario de mi trabajo en el ámbito de la telemática en la empresa. El objetivo final es 
obtener una visión en conjunto sobre los datos, la seguridad y la voz que me faculten en 
el diseño e implementación de soluciones globales de comunicaciones. 
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1 Introducción 
En el presente proyecto se aborda el diseño e implementación de una red de 
comunicaciones para una empresa privada de logística, que unifique sus redes de datos 
y voz y, en la que además se pueda gestionar la seguridad en las comunicaciones de 
todos los empleados de la compañía.  
 
Se pretende diseñar una red multi-servicios que ofrezca al cliente una solución global 
para sus comunicaciones, lo cual tendrá impacto en los costes en infraestructura y 
mantenimiento de la red, reduciendo éstos. Para implementar la red satisfactoriamente, 
será necesario emplear las tecnologías y herramientas que actualmente se encuentran en 
el mercado de las telecomunicaciones. 
1.1.1 Evolución de redes específicas a redes convergentes 
Hasta hace pocos años en las empresas se disponía de redes específicas para las distintas 
aplicaciones implementadas en la compañía. Habitualmente se dispone de una red de 
datos y otra de telefonía y, en algunos casos, otra red reservada para aplicaciones de 
videoconferencia. En la ilustración 1.1 se muestra una topología básica de estas redes 
específicas.  
 
Ilustración 1.1 Topología con distintas redes 
Como se observa en la ilustración 1.1, se dispone de dos sedes y de 3 tipos de redes 
distintas: 
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- Una red de telefonía PSTN –Public Switched Telephony Network-, que hace uso 
de la red telefónica pública conmutada analógica o digital para conectar los 
teléfonos de ambas sedes. 
- Una red de datos WAN –Wide Area Network-, que realiza la unión de los 
distintos dispositivos de datos de las dos sedes. 
- Una red pública RDSI –Red Digital de Servicio Integrados-, que se emplea para 
realizar videoconferencias entre la sede 1 y la 2. 
En esta topología, las redes de video y de voz son redes de conmutación de circuitos, 
pudiendo hacer uso de tantos canales de comunicación como los contratados con los 
Operadores. En el caso de la red de video se emplean accesos básicos RDSI, los cuales 
están formados por dos canales B de 64 kbps cada uno. Es decir, cuánto mayor se desee 
que sea la calidad de la videoconferencia más accesos básicos son necesarios emplear 
en una comunicación, y por consiguiente, mayor el número de recursos a solicitar al 
proveedor del servicio. En el caso de la red de datos se dispone de un ancho de banda 
conforme a lo contratado con el Operador. Este ancho de banda es utilizado para todo el 
tráfico de datos entre ambas sedes y éste es enviado a los routers sin priorizar ningún 
tipo de datos.  
 
No resulta práctico disponer de varias redes y varios dispositivos específicos agrupados 
por distintos tipos de aplicaciones que se emplean en la empresa, es decir, una red de 
circuitos y dispositivos de datos, otra de videoconferencia y otra de voz.  
 
Como habitualmente estas redes son configuradas y mantenidas por distintas empresas 
de servicios, esto deriva en la duplicación de equipos y contratos de mantenimiento, y 
por lo tanto costes finales a pagar por el cliente. Sin olvidar que resulta mucho más 
difícil unificar servicios e integrar distintas aplicaciones. 
 
Para evitar esta situación, un primer paso es intentar compartir el acceso a la red WAN 
entre los datos, el video y la voz, de esta forma se ahorran los costes de los circuitos 
contratados para las redes RDSI- y PSTN en cada sede. En este escenario todas las 
aplicaciones de datos, video y voz competirían en por el acceso al ancho de banda WAN 
ofrecido por el Operador, sin priorizar ni reservar caudal destinado a determinadas 
aplicaciones. El problema que se origina cuando todas las aplicaciones compiten por un 
mismo ancho de banda es que algunas de ellas no obtendrán una garantía de calidad 
suficiente que satisfaga sus necesidades. Es el caso de las aplicaciones de voz, las cuales 
necesitan un ancho de banda mínimo garantizado y una latencia máxima para que se 
puedan mantener conversaciones correctamente.  
 
A simple vista, la solución podría ser contratar un mayor ancho de banda con el 
Operador, pero nuevamente se estaría incrementando el coste. Por otra parte, en este 
escenario a pesar de compartir el acceso WAN por todas las aplicaciones de cada sede, 
dentro de éstas sigue existiendo una red para los dispositivos de datos, otra para los de 
video y una última para los de voz.  
 
La solución y evolución lógica a estos problemas han sido las redes convergentes. En 
éstas, como su nombre lo indica, convergen las distintas aplicaciones y redes en una 
única red WAN que integra las distintas redes. En la ilustración 1.2 se muestra un 
ejemplo donde se aúnan todas las comunicaciones de datos, video y voz en una única 
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red WAN. Esta unificación reduce notablemente el número de equipos en la red, por lo 
tanto, también el gasto en implementación, mantenimiento con los proveedores de 
equipos y el número de líneas con los Operadores. 
 
Ilustración 1.2 Topología con redes convergentes 
El gran problema que se genera al hacer uso de redes convergentes es que todos los 
equipos y aplicaciones competirán por el acceso al medio y, por lo tanto, se debe de 
disponer de alguna tecnología que organice las comunicaciones. 
 
Es misión de la QoS –Quality of Service- implementada en la red organizar y priorizar 
correctamente el tráfico de datos, video y voz que circula por los enlaces, switches y 
routers. 
1.1.2 Requerimientos y objetivos del proyecto 
El cliente requiere actualizar toda la infraestructura de su red de comunicaciones, 
unificando la red de datos y voz en una sola red multi-servicios integrada. Con esto, se 
pretende reducir costes de mantenimiento de equipos y redes. El diseño de la red 
engloba comunicaciones de datos y voz. En primer lugar se abordará el diseño de los 
equipos y redes de datos para, a continuación, poder ofrecer una solución de voz que 
aprovechará las nuevas infraestructuras de datos instaladas y que reforzará la seguridad 
global de toda la red del cliente. Todos los routers de todas las delegaciones realizarán 
funciones de gateway –pasarela- de datos y voz, por lo que se reducirá el número de 
dispositivos finales a instalar. 
 
La seguridad englobará distintos niveles de protección frente a ataques, ofreciendo un 
análisis de amenazas en tiempo real, los cuales garantizarán la seguridad sin ralentizar 
las comunicaciones de voz. 
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Debido a política de empresa del cliente, éste ha restringido las soluciones de diseño e 
implementación en la redes de datos y voz a equipos del fabricante Cisco Systems. Sin 
embargo, en lo relativo a los equipos de seguridad no ha seleccionado ningún fabricante 
específico. Tras realizar un análisis de los requerimientos de seguridad del cliente, se ha 
escogido al fabricante SonicWall para implementar la seguridad en la red, en base a la 
relación calidad-precio. Luego, la solución final propuesta en este proyecto que 
satisface estos objetivos y requerimientos se resume en los siguientes párrafos. 
 
La solución global de voz será gestionada por un Cisco Call Manager ubicado en la sede 
central de Barcelona, el resto de sedes dispondrán de teléfonos IP administrados 
remotamente desde el propio Call Manager. En el caso de que las dos principales 
delegaciones sufran un corte en sus comunicaciones con el Call Manager, está 
contemplado un modo de funcionamiento redundante, en el cual estas dos delegaciones 
–Barcelona y Valencia- podrán gestionar sus teléfonos en modo autónomo a través de 
sus propios routers. En la sede de Barcelona, se instalará un dispositivo para que los 
usuarios remotos puedan acceder de forma segura a la red de la empresa como si 
estuvieran ubicados en una de las sedes. 
 
Este proyecto ha requerido, además de hacer uso de una red cableada e implementar los 
distintos dispositivos que forman parte de ésta, desarrollar en algunas sedes una red 
inalámbrica que pueda dar servicio a los distintos dispositivos de datos y voz 
inalámbricos. Otro objetivo importante y ambicioso del proyecto ha sido garantizar una 
calidad de servicio en base al tipo de aplicación que circula por la red. De esta forma, se 
garantiza que las comunicaciones de voz siempre tengan prioridad sobre las de datos. 
 
En el análisis e implementación del presente proyecto ha sido necesario adquirir un 
elevado número de conocimientos teóricos y aplicar éstos en los distintos equipos que 
forman parte de la implementación. También ha sido necesario emplear distintas 
tecnologías de calidad de servicio, de datos, de seguridad y de voz.  
 
El resto de la estructura presentada en este proyecto es el siguiente; en el capítulo 2 de 
este proyecto se introducen y resumen algunos de los conceptos y tecnologías utilizadas 
en el presente proyecto. De esta forma, el capítulo 2 proporciona al lector los 
conocimientos principales para entender el diseño de la red, propuesto en este proyecto 
en el capítulo 3. En el capítulo 4 se presenta la implementación de la solución donde, 
para facilitar su lectura, se muestran los pasos más importantes y se guía al lector en los 
detalles de implementación trasladados a los sub-apartados que forman el capítulo 5. 
Finalmente, en el capítulo 6 se proporcionan conclusiones y posibles trabajos futuros 
derivados de este proyecto. 
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2  Tecnologías en una red multi-servicios 
En el presente proyecto se emplean diferentes tecnologías, las cuales, a continuación se 
describen brevemente. Éstas se clasifican en tecnologías de datos, tecnologías de voz, 
seguridad en la red y calidad de servicio. 
2.1 Tecnologías de datos 
2.1.1 LAN inalámbrica 802.11  
En este proyecto se va a hacer uso de la tecnología LAN inalámbrica 802.11, también 
denominada WLAN – Wireless Local Area Network - o WiFi. 
 
En las redes LAN basadas en cables, es decir, cuando se desea emplear un dispositivo 
que hace uso de la red de comunicaciones del cliente, como por ejemplo: un portátil, un 
servidor o un teléfono IP, éste necesita estar físicamente conectado a un cable, el cable a 
una roseta y ésta a su vez a través de una infraestructura de cableado estructurado 
finaliza la conexión, mediante un latiguillo, en algún puerto Ethernet de un switch del 
cliente. De esta forma, estos dispositivos en red están siempre conectados y listos para 
ser usados. Esto resulta útil si los elementos están ubicados de forma permanente en el 
mismo lugar. Sin embargo, cuando se desea disponer de movilidad dentro de la 
empresa, se requiere de otras soluciones y tecnologías. 
 
Existe una amplia gama de dispositivos que requieren hacer uso de la red, pero que a su 
vez son elementos móviles, por ejemplo: un lector de código de barras, un ordenador 
portátil, una PDA –Personal Digital Assistant, asistente personal digital- o un teléfono 
WLAN. A continuación, se estudia la tecnología WLAN, para después describir qué 
elementos adicionales se necesitan emplear en la red del cliente. 
 
Existe un organismo internacional denominado IEEE –International Electrical and 
Electronics Engineering- que es el responsable de desarrollar toda la normativa relativa 
a la comunidad internacional de ingeniería eléctrica y electrónica. Este organismo 
cuenta con un elevado número de grupos que definen normas internacionales. Existe un 
grupo que es denominado IEEE 802.11, responsable de definir cómo se emplean las 
frecuencias de radio para la industria, la ciencia y la medicina. Este grupo definió una 
serie de estándares, cuyos datos más importantes para el desarrollo del presente 
proyecto aparecen en la siguiente tabla. 
 
Estándar 802.11a 802.11b 802.11g 
Banda de frecuencia 5,7 GHz 2,4 GHz 2,4 GHz 
Velocidades de datos Hasta 54 Mbps Hasta 11 Mbps Hasta 11 Mbps / 54 Mbps 
Tipo de modulación OFDM DSSS DSSS / OFDM 
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A continuación, en los siguiente sub-apartados, se explican brevemente los términos que 
aparecen en la fila Tipo de modulación de la tabla anterior. 
2.1.1.1 Tipos de modulación  
2.1.1.1.1 DSSS  
DSSS - Direct-Sequence Spread Spectrum, espectro ensanchado de secuencia directa- 
es una técnica de modulación que puede compararse con una multiplexación en 
frecuencia. Se basa en generar un patrón de bits redundantes por cada uno de los bits 
que componen la señal original. De esta forma, al enviar conjuntos de bits cíclicos, si 
alguno de ellos se ve afectado por algún tipo de interferencia, el destinatario es capaz de 
reconstruir la información empleando los bits no afectados por la misma. Se recomienda 
un tamaño de 11 bits, pero el óptimo es de 100. 
 
La secuencia de bits empleada para modular los bits originales se conoce como 
secuencia de Barker –también recibe los nombres de código de dispersión o pseudo-
ruido-, es una secuencia diseñada para que aparezcan aproximadamente la misma 
cantidad de 0 y 1. Sólo los receptores a los que el emisor haya enviado previamente la 
secuencia podrán reconstruir la señal original.  
 
Las frecuencias que hacen uso de esta modulación están comprendidas entre los 2.412 y 
2.484 GHz. Este espectro, a su vez, está dividido en canales que pueden variar en cada 
país en función de su legislación. En la ilustración 2.1 se muestra el espectro de 
frecuencias en un canal aplicando este tipo de modulación. Se observa que el primer 
lóbulo tiene que ser como mínimo 30 dB inferior al principal. Del segundo en adelante, 
como mínimo, deben ser 50 dB menores. 
 
Ilustración 2.1 Espectro de un canal DSSS 
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2.1.1.1.2 OFDM  
OFDM -Orthogonal Frequency Division Multiplexing, multiplexación por división de 
frecuencia ortogonal- es una modulación que también recibe el nombre de modulación 
por multi-tono discreto. Hace uso de un elevado número de ondas portadoras, cada una 
de las cuales envía información modulada. En este tipo de modulación, el receptor es 
capaz de recuperar la información de cada portadora con distintos retardos y amplitudes. 
De esta forma, se hace un uso eficiente del flujo de datos proveniente de distintos 
canales de información. Por consiguiente, se consiguen elevadas velocidades de 
transmisión. 
 
En la ilustración 2.2 se muestra cómo es dividida una señal de radio en sub-señales para 
poder ser transmitidas simultáneamente en diferentes frecuencias hacia el receptor. Se 
observa cómo se ocupa menor espectro al modular con OFDM y, por lo tanto, se puede 
enviar mayor cantidad de información. Por ejemplo, en el caso de 802.11a y g, hasta 54 
Mbps. 
 
Ilustración 2.2 Modulación OFDM vs FDM 
2.1.1.1.3 Comparativa entre las diferentes técnicas de modulación 
La velocidad de transmisión de datos en cada unos de los estándares 802.11 está 
afectada por la técnica de modulación. Cuando un estándar usa OFDM dispone de 
velocidades de transmisión más elevadas. Por otra parte, DSSS es más sencillo que 
OFDM, por lo que resulta más económico de implementar. 
 
IEEE 802.11a adoptó OFDM como técnica de modulación, empleando la banda de 5 
GHz y llegando hasta una velocidad de transmisión de 54 Mbps. Los dispositivos 
802.11 que operan en esta banda son menos propensos a experimentar interferencias, 
debido a que, por ejemplo, los que funcionan en la banda de 2,4 GHz reciben más, 
incluso de aparatos domésticos como microondas. Por lo tanto, son menos los 
PFC Diseño de una red de comunicaciones 8 
 
dispositivos finales que hacen uso del rango de frecuencias reservado para la banda 
OFDM, y por consiguiente, menor también el número de elementos potenciales que 
puedan afectar a estas comunicaciones. Otra ventaja de operar en frecuencias más altas 
es que se emplean antenas más pequeñas. 
 
La principal desventaja de hacer uso de la banda de 5 GHz es que las ondas de radio de 
frecuencias más altas son más fácilmente absorbibles por los obstáculos, además en 
algunos países la legislación tiene reservada esta banda para otras funciones, 
básicamente aplicaciones militares. 
 
El estándar 802.11b define velocidades de transmisión de 1, 2, 5,5 y 11 Mbps en la 
banda ISM de 2,4 GHz usando DSSS. La banda ISM –Industrial, Scientific, and 
Medical, industrial, científica y médica- se reservó a nivel internacional para hacer uso 
de este espectro de radiofrecuencia para los 3 fines mencionados, además de para las 
comunicaciones. 
 
El estándar 802.11g especifica velocidades más altas en la banda de 2,4 GHz usando 
OFDM. También especifica el uso de DSSS para mantener la compatibilidad con los 
sistemas 802.11b. Por lo tanto, 802.11g emplea DSSS para velocidades de transmisión 
de 1, 2, 5,5 y 11 Mbps y OFDM para velocidades de 6, 9, 12, 18, 24, 48 y 54 Mbps. 
 
Las bandas de radiofrecuencia son asignadas por el organismo ITU-R –International 
Telecommunications Union-Radio communication sector, sector de la comunicación por 
radio-unión de telecomunicaciones internacional-. Este organismo designa las bandas de 
frecuencia de 900 MHz, 2,4 GHz y 5 GHz como no autorizadas para las 
comunicaciones ISM. A pesar de que las bandas ISM son globalmente no autorizadas, 
están sujetas a regulaciones locales. El uso de estas bandas está administrado por la 
FCC1 en los Estados Unidos y por la ETSI2 en Europa. 
 
Dentro del 802.11g se dispone de un total de 11 canales. Cada uno de ellos engloba una 
frecuencia central y un ancho de canal. En la ilustración 2.3 se muestra el espectro 
empleado por los distintos canales del estándar 802.11g: 
 
Como se puede ver, la distancia entre las frecuencias centrales de cada uno de los 
canales es de 5 MHz y su anchura es de 22 MHz, esto se debe a que la energía RF más 
alta siempre está situada en el punto central del canal y se va disipando hacia los 
extremos, provocando un solapamiento entre canales vecinos. La solución a este 
solapamiento, es realizar un buen diseño en la instalación de los puntos de acceso. 
                                                 
1 FCC –Federal Communications Commision, Comisión Federal de Comunicaciones- es una agencia estatal independiente bajo 
responsabilidad directa del Congreso de Estados Unidos. Es la encargada de la regulación de las telecomunicaciones interestatales e 
internacionales de cable, radio,  redes inalámbricas, satélite y televisión. 
2 ETSI – European Telecommunications Standard Institute, Instituto Europeo de Normas de Telecomunicaciones- es una 
organización de estandarización de la industria de las telecomunicaciones, engloba a los fabricantes de equipos y a los Operadores 
de las redes. 
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Ilustración 2.3 Espectro de 802.11g 
2.1.1.2 CSMA/CA 
Una red WLAN emplea CSMA/CA -Carrier Sense Multiple Access with Collision 
Avoidance, acceso múltiple por detección de portadora y prevención de colisiones.- 
Como mecanismo para evitar colisiones en la red. 
 
En una infraestructura de red, los clientes deben asociarse con un AP –Access Point, 
punto de acceso- para obtener los servicios de la red. La asociación es el proceso por el 
cual un cliente se une a una red 802.11 a través de un AP. Un AP es un dispositivo de 
capa 2 que funciona como un hub. El espectro radioeléctrico con el que trabaja el AP es 
el medio compartido y el propio AP “escucha” todo el tráfico de radio de la red. 
 
Como el medio es compartido, los dispositivos que desean hacer uso de él, deben 
competir por el espectro común destinado a sus comunicaciones. El método que se 
emplea en una red WLAN es detectar las colisiones. La red emplea CSMA/CA para que 
los dispositivos puedan percibir los niveles de energía en el medio y espera hasta que 
éste se encuentre libre antes de poder emitir, por lo tanto, este método garantiza no 
enviar un paquete de datos hasta garantizar que el medio está disponible, es decir, se 
evita una colisión potencial entre paquetes provenientes de distintos dispositivos. 
 
Cuando un AP recibe datos procedentes de una estación cliente, le devuelve un acuse de 
recibo de la recepción de dichos datos, denominado ACK –de acknowledge, 
reconocido-, este reconocimiento implica que el cliente asume que no se ha producido 
una colisión e impide nuevamente la retransmisión de los datos por parte del emisor.  
Como todos los dispositivos están obligados a analizar el medio, se dice que la función 
de coordinación de acceso al medio está distribuida. 
 
Conforme la señal se va alejando de su punto de partida, ésta se atenúa, lo cual implica 
una pérdida de potencia de la misma. Esto puede ser un problema en una red WLAN. Si 
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se analiza el escenario mostrado en la ilustración 2.4 se comprenderá la importancia de 
este problema. 
 
Ilustración 2.4 Topología de una red WLAN donde se emplea CSMA/CA 
En este escenario, se dispone de un AP y de 3 dispositivos conectados a él: PC1, PC2 y 
PC3. Por proximidad, los pares PC1 – PC3 y PC2 – PC3 se detectan mutuamente y el 
par PC1 – PC2 no lo hace por encontrarse estos dispositivos demasiado alejados en sí. 
Sin embargo los 3 dispositivos alcanzan el AP y están registrados contra él. 
 
Como PC1 no conoce de la existencia de PC2, podría intentar enviar tráfico hacia el AP 
a la vez que PC2 ya lo está haciendo, lo cual provocaría una colisión. Este problema se 
evita gracias a una característica de CSMA/CA denominada RTS/CTS –Request To 
Send / Clear To Send, solicitud para enviar / permiso para enviar-. RTS/CTS fue 
desarrollado para permitir una negociación entre un cliente y un AP.  
 
Cuando se activa el servicio, los APs asignan el medio a las estaciones cliente que lo 
solicitan el tiempo necesario para completar su transmisión. Una vez finalizada la 
transmisión, otra estación cliente puede solicitar el canal para enviar su tráfico. Por lo 
tanto, se trata de un método para evitar colisiones en una red WLAN.  
2.1.1.3 Dispositivo de interconexión entre redes LAN y WLAN 
Por un lado se dispone de una red cableada con diferentes dispositivos, como 
ordenadores, routers, servidores, switches y teléfonos IP. Por otra parte se dispone de un 
amplio número de dispositivos inalámbricos, como lectores de códigos de barras, 
ordenadores portátiles, PDAs y  teléfonos WLAN. Es obvio que se necesita algún 
elemento que haga de “puente” o “pasarela” entre la red cableada y la inalámbrica. Este 
elemento es el punto de acceso o AP. 
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En esencia lo que hace el AP es realizar una conversión entre un paquete que recibe a 
través del medio aire, encapsulado en una trama 802.11 y un paquete que envía a través 
del medio cable y encapsulado en una trama 802.3 Ethernet. El AP también es el 
responsable de encapsular las tramas Ethernet 802.3 provenientes del cable en tramas 
WLAN 802.11 que serán radiadas a través del aire. En la ilustración 2.5 se muestra 
cómo se convierte una trama Ethernet 802.3 en una trama WLAN 802.11. 
 
Como se puede observar, los 48 bits de las direcciones MAC de origen y destino 
Ethernet son copiados en las direcciones 1 y 3 de la trama 802.11. La dirección 2 
contiene la dirección MAC del AP y la 4 no es utilizada. El campo con los datos es 
directamente enviado de una trama a la otra y se añade una cabecera SNAP –
Subnetwork Access Protocol, protocolo de acceso a la subred-, que es empleado para 
definir el protocolo transportado encima del  LLC y que permite a los fabricantes definir 
sus propios espacios de valores del protocolo. 
 
802.2 es el estándar que define el LLC –Logical Link Control, control de acceso lógico-, 
que es la parte superior de la capa de enlace en las redes LAN. Bajo la subcapa LLC 
está la subcapa MAC –Media Access Control, control de acceso al medio, que depende 
de la configuración de red usada – Ethernet, Token Ring, FDDI, 802.11, etc.-  
 
Ilustración 2.5 Conversión trama Ethernet 802.3 a WLAN 802.11 
En una red se pueden tener tantos APs como sean necesarios. Es importante tener en 
cuenta que se debe evitar un solapamiento excesivo, pero a su vez se debe contemplar 
un pequeño solapamiento entre las coberturas, ya que en caso contrario, no se podrá 
disponer de itinerancia en los dispositivos móviles de la red. En la ilustración 2.6 se 
muestra una imagen del AP que se emplea en el proyecto. 
 
Dentro de cada AP se configuran una serie de parámetros, como el SSID, el tipo de 
cifrado, las claves y la dirección IP. Existen dos modos de funcionamiento de los APs: 
el modo autónomo y el liviano. En el modo autónomo se realiza una configuración de 
cada AP a través de comandos IOS Cisco. Este modo suele ser aconsejable cuando en 
una sede se dispone de pocos APs. 
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Ilustración 2.6 AP 1242AG 
  ver Capítulo 5 Comandos IOS de un AP en modo autónomo 
2.1.1.4 Configuración de un AP en modo liviano 
Otro modo de acceso es el centralizado, en esto modo, los APs están gestionados en 
modo liviano, éstos funcionan con el protocolo LWAP, es decir, existe un elemento 
central que gestiona la configuración de cada AP, siendo innecesario realizar una 
configuración individual de los mismos. Este es el modo de configuración recomendado 
cuando en una sede se dispone de un elevado número de APs o cuando se desea realizar 
la configuración de los mismos de forma centralizada. 
 
El dispositivo que gestiona los APs en modo liviano se denomina Wireless LAN 
Controller. En la ilustración 2.7 se muestra cómo es físicamente, a este dispositivo se 
accede remotamente a través de un navegador. 
:  
Ilustración 2.7 Wirelles LAN Controller Cisco 2106 
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  ver Acceso GUI a un Wireless LAN Controller 
2.1.1.4.1 LWAP 
LWAP –Lightweight AP Protocol, protocolo liviano para AP- es un protocolo de red 
utilizado para la gestión centralizada de varios puntos de acceso en una red WLAN. Las 
principales ventajas de LWAP son: 
 
- Utilizar un AP lo más económico y sencillo posible. 
- Realizar el trabajo de autenticación, cifrado, filtrado y QoS en un sólo 
dispositivo central. 
- Proporcionar un mecanismo de encapsulación y transporte independiente del 
fabricante del AP. 
2.1.2 Protocolos de encaminamiento 
Un router, como su propio nombre indica, es un dispositivo electrónico específicamente 
diseñado para encaminar el tráfico entre redes que trabajan en la capa 3, es decir, 
analiza la información de esta capa que contiene el tráfico que circula a través de él. Por 
lo tanto, un router trabaja encaminando paquetes de datos y decidiendo dónde enviar 
éstos en base a las direcciones IP de capa 3 que contienen las cabeceras de los paquetes 
que recibe. El router dispone de varios interfaces que conectan distintas redes. Es 
importante definir dónde y cómo se pueden encontrar los distintos interfaces dentro del 
propio dispositivo. 
 
- Si un interfaz está integrado en el propio chasis del router, entonces se habla del 
interfaz número 1, número 2, etc. 
- Si el router dispone de una división en módulos, y dentro de cada uno de éstos, 
se dispone de interfaces, la división se realiza por módulos e interfaces, se habla 
entonces del módulo 1, del módulo 2, etc. Para hacer referencia a los interfaces 
de cada uno de los módulos se habla, por ejemplo, del módulo 1, interfaz 3; que 
se convierte en el interfaz 1/3. 
- Si dentro de cada módulo hay distintos sub-módulos y dentro de éstos últimos 
interfaces, por ejemplo, se dispone del módulo 1, sub-módulo 2 e interfaz 3, 
entonces se habla del interfaz 1/2/3. 
A su vez, existen distintos tipos de interfaces, por ejemplo, Ethernet, RDSI, serie y 
WAN ADSL. Si por ejemplo, se tiene una conexión Ethernet en el módulo 2, sub-
módulo 1, interfaz 3, cuando se quiere hacer referencia a este interfaz, se hace 
referencia a él hablando del interfaz Ethernet 2/1/3. Una vez realizada la introducción a 
qué son y cómo se identifican los distintos interfaces, se prosigue con la explicación 
sobre el encaminamiento en un router. 
 
Cuando se recibe un paquete, se analiza la dirección IP del equipo origen y del equipo 
que dicho paquete desea alcanzar –en adelante destino-. El router ignora qué protocolos 
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y aplicaciones hay en las capas superiores, no le importa si es tráfico de correo, video, 
voz, web, etc. Porque no lo tiene en cuenta a la hora de elegir el interfaz por donde 
deberá de salir el paquete entrante. 
 
Una vez extraída la dirección IP destino que debe alcanzar el paquete que ha llegado por 
uno de sus interfaces, a continuación analiza una tabla de rutas para comprobar si existe 
alguna ruta hacia la red destino. La tabla de rutas es una base de datos que contiene 
información que se obtiene por 3 medios distintos. 
 
- A través de los interfaces conectados 
- A través de rutas estáticas 
- A través de protocolos de encaminamiento dinámico 
2.1.2.1 Interfaces conectados 
Como ya se ha comentado, un router posee sus distintos interfaces integrados en el 
propio chasis del dispositivo y en los distintos módulos y sub-módulos integrados en 
éste. Todos los interfaces activos en un router disponen de una dirección IP porque 
trabajan en la capa 3. Por lo tanto, se tienen tantas redes conectadas como interfaces 
operativos y configurados con una dirección IP existan en el router. 
 
Para ver en detalle las distintas rutas existentes en la configuración de un router Cisco, 
se emplea el comando show ip route, el cual muestra el contenido completo de la tabla 
de rutas. Por ejemplo, si se configura la dirección IP 192.168.1.1 con una máscara de 
red de 24 bits en un interfaz Fast Ethernet que está en el puerto 1 del módulo 1. En la 
tabla de rutas se observaría lo siguiente:  
 
192.168.0.0/24 is subnetted, 1 subnets 
C 192.168.1.0 is directly connected, FastEthernet 1/1 
 
Esta información indica la existencia de una ruta hacia la red 192.168.1.0/24, 
físicamente conectada al interfaz Fast Ethernet 1/1. Analizando con más detalle la 
información, se observa la presencia de dos redes: la red 192.168.0.0/24, que es lo que 
se denomina en Cisco una ruta “padre”, que, a su vez, posee lo que en Cisco se 
denomina una ruta “hija”, en este caso la red 192.168.1.0, por poseer ésta última los dos 
primeros bytes en común con la primera. 
 
A la izquierda de la red 192.168.1.0 aparece la letra C, es muy importante conocer el 
significado de la letra que antecede cada ruta. Con el propio comando show ip route se 
obtiene la siguiente información: 
 
Codes:  * - candidate default,  C - connected, S - static, I - IGRP, R - RIP, B - BGP 
        D - EIGRP, EX - EIGRP external, O - OSPF 
 
Se han omitido un elevado número de caracteres y protocolos, dejando sólo los que se 
estudian más adelante en las otras formas de obtener rutas. En este ejemplo, la letra C 
indica que se trata de una ruta conectada. 
PFC Diseño de una red de comunicaciones 15 
 
2.1.2.2 Rutas estáticas 
Hasta ahora el router sólo conoce las rutas locales, es decir, las rutas a redes físicamente 
conectadas a uno de sus interfaces. Es obvio que también se tendrán que enviar paquetes 
a redes no conectadas al propio router. Estas redes se denominan redes remotas, y las 
rutas a éstas, rutas remotas. 
 
El modo más fácil para que un router conozca una ruta remota es a través de la 
configuración realizada por un Administrador. Para ello, se necesita saber a qué red 
remota se desean enviar paquetes y a través de qué interfaz. Es decir, el encaminamiento 
que realizará el router será estático. Para comprender el funcionamiento del 
enrutamiento estático, se analizará el ejemplo de topología mostrado en la ilustración 
2.8. 
 
Ilustración 2.8 Topología para estudiar el encaminamiento estático 
Como se puede ver, el router 1 dispone de dos redes conectadas: 192.168.1.0/24 y 
192.168.100.0/24, lo que significa que para él, cualquier ruta distinta a éstas, es una ruta 
remota. 
 
En dispositivos Cisco, para poder configurar rutas estáticas remotas se emplea el 
comando ip route, existe una sintaxis compleja, pero para comprender su 
funcionamiento, basta saber que tras el comando se debe indicar la red remota que se 
desea alcanzar, su máscara y el dispositivo de siguiente salto. Por ejemplo, para crear 
una ruta en el router 1 hacia la red de PC2, se emplea el comando ip route 192.168.2.0 
255.255.255.0 192.168.100.2. Si se analiza el comando: se indica que para llegar a la 
red 192.168.2.0/24 se deben enviar los paquetes de  información a la dirección IP 
192.168.100.2 que se trata del interfaz Serial0/0 del router 2. Una vez allí, la tabla de 
encaminamiento del router 2 contiene una ruta hacia la red 192.168.2.0 porque 
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físicamente tiene conectado su interfaz Ethernet 1 a esa red. Si se desea configurar una 
ruta desde el router 1 hacia la red de PC3, se emplea el comando ip route 192.168.3.0 
255.255.255.0 192.168.100.2, donde, se observa que la dirección del siguiente salto es 
la misma que para la ruta anterior.  
 
Esto implica que no se dispone de una conexión directa entre los routers 1 y 3 y que el 
tráfico entre estas redes debe pasar primero por el router 2.  Para que el tráfico llegue 
desde el router 2 a la red 192.168.3.0 se debe crear también una ruta estática hacia esa 
red en el propio dispositivo, que se realiza con el comando ip route 192.168.3.0 
255.255.255.0 192.168.200.1 
 
Cuando los paquetes lleguen al router 3, éste, al tener físicamente conectada la red 
192.168.3.0 a través del interfaz Ethernet 1 podrá entregar el contenido a PC3. Si en 
este ejemplo se visualiza la tabla de rutas del router 1, se obtiene lo siguiente: 
 
192.168.0.0/24 is subnetted, 1 subnets 
C 192.168.1.0 is directly connected, Ethernet 1 
S 192.168.2.0 [1/0] via 192.168.100.2 
S 192.168.3.0 [1/0] via 192.168.100.2 
C 192.168.100.0/24 is directly connected, Serial0/0 
 
Resulta evidente que no se van a crear rutas hacia infinitas redes para poder alcanzar 
infinitos destinos. Para tal efecto, se crea una ruta predeterminada, es decir, una ruta por 
donde se enviará todo el tráfico por defecto que no esté definido por alguna ruta 
anterior. Un uso habitual de las rutas predeterminadas es en la navegación Internet, es 
decir, cuando se dispone de un router, por ejemplo, con un interfaz serial en el puerto 
0/0 con un cable conectado, por donde el proveedor de Internet ofrece a un cliente el 
acceso al ancho de banda contratado por éste. Con el siguiente comando ip route 0.0.0.0 
0.0.0.0 serial0/0 se configura que todo el tráfico no definido por una ruta anterior salga 
a través de este interfaz. Donde la dirección de red y la máscara reciben el nombre de 
ruta quad-zero. Cuando se realice un show ip route en el equipo se obtendrá lo 
siguiente: 
 
S*  0.0.0.0/0 is directly connected, Serial0/0 
 
Se debe recordar que la S define una ruta estática y en este caso, el asterisco indica una 
ruta por defecto, es decir, la ruta por defecto estática configurada por el Administrador. 
Otro factor a tener en cuenta es que en el ejemplo de la ilustración 2.8, que PC1 llegue a 
PC3 no implica que PC3 llegue a PC1. Analizando el por qué, se obtienen los 
principales inconvenientes del encaminamiento estático. 
 
El encaminamiento estático necesita que un Administrador configure en cada uno de los 
routers las rutas hacia el resto de redes, indicando en cada equipo cuál será el siguiente 
salto para alcanzar tal o cual red. Esto implica que el Administrador debe conocer la red 
a la perfección y que conforme vaya creciendo la red  –es lo que se conoce como 
escalabilidad- las tablas de rutas serán cada vez más grandes. Además, cada vez que se 
desee realizar un cambio en un router se tendrán que revisar todos los demás y 
posiblemente también reconfigurar sus tablas de encaminamiento. Para resolver estos 
inconvenientes se creó el encaminamiento dinámico. 
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2.1.2.3 Encaminamiento dinámico 
La principal ventaja del encaminamiento dinámico es que cuando se realiza un cambio 
en un router, éste es notificado automáticamente al resto de equipos. 
 
Si, por ejemplo, se dispone de una red formada por 10 routers, todos ellos configurados 
con encaminamiento dinámico, y en un equipo se añade un interfaz que forma parte de 
una nueva red, automáticamente este router envía la información a los otros 9, y ellos 
añaden esta nueva red a su tabla de rutas. Si,  por el contrario, se da de baja un interfaz 
en un router, éste notifica al resto la ausencia de la red que hasta el momento tenía 
conectada en su interfaz, y por lo tanto, el resto de routers re-calculan una posible 
alternativa para acceder a la ruta anterior. 
 
En el caso de que el resto de routers “descubran” que se puede acceder a la ruta a través 
de otro equipo, automáticamente modifican sus tablas de encaminamiento para indicar a 
través de qué nuevo interfaz y router llegar, si no encuentran una alternativa, dan de 
baja la ruta hacia esa red en sus tablas. 
 
Con en encaminamiento dinámico resulta muy fácil escalar una red. Cuando se desee 
incluir un nuevo router en la red se debe configurar con el mismo protocolo de 
encaminamiento dinámico que el resto y automáticamente, este nuevo equipo recibirá 
información del resto para crear su tabla de rutas, y a su vez el resto recibirán 
información de las rutas físicamente conectadas a éste para ellos poder llegar a las redes 
conectadas al nuevo. Otra ventaja, es un menor trabajo de mantenimiento en la red, ya 
que el protocolo notificará automáticamente los cambios y por lo tanto será menos 
propenso a errores de configuración.  
 
Algunos inconvenientes que presenta el encaminamiento dinámico son que cada vez 
que se realice un cambio en un router éste será notificado al resto, además en algunos 
protocolos se envía periódicamente información para verificar que todas las rutas siguen 
funcionando correctamente, lo cual implica un uso de los recursos del router –ancho de 
banda, ciclos de CPU y memoria.- Existen varios protocolos de encaminamiento 
dinámicos a continuación se muestran algunos y una breve descripción de estos: 
 
- RIP: Routing Information Protocol -protocolo de información de 
encaminamiento- forma parte de la familia de protocolos de encaminamiento por 
vector de distancia, emplea como criterio para elegir la ruta más óptima hacia un 
destino el número de routers intermedios . No dispone de un mapa completo de 
la red, simplemente sabe cuál es el siguiente salto. 
 
- OSPF: Open Shortest Path First –primero la ruta libre más corta- es un 
protocolo basado en el estado del enlace. Define el concepto métrica como el 
criterio para escoger qué ruta es la más óptima para alcanzar una red remota. En 
el caso del IOS de Cisco, la métrica que emplea es el ancho de banda de los 
enlaces. Otra gran novedad que aporta este protocolo es que todos los routers 
disponen de un “mapa” completo de la red. 
 
PFC Diseño de una red de comunicaciones 18 
 
- EIGRP: Enhaced Interior Gateway Routing Protocol –protocolo de 
encaminamiento mejorado de gateway interior-  
 
EIGRP es el protocolo de encaminamiento dinámico que se emplea en el proyecto para 
que los distintos routers se comuniquen entre sí los cambios producidos en sus 
respectivos interfaces. Los motivos por los cuales se selecciona este protocolo son 
porque se considera un protocolo avanzado que se basa en las características 
normalmente asociadas con los protocolos de estado del enlace. Algunas de las mejores 
funciones de OSPF, como las actualizaciones parciales y la detección de vecinos, se 
usan de forma similar con EIGRP. EIGRP es más fácil de configurar que OSPF, por 
consiguiente, mejora las propiedades de convergencia y opera con mayor eficiencia que 
el resto de protocolos. A continuación se describe el protocolo 
2.1.2.4 Protocolo EIGRP 
Se trata de un protocolo de encaminamiento por vector de distancia desarrollado por 
Cisco. Es la evolución de otro protocolo también propietario de Cisco denominado 
IGRP, por lo tanto, conceptualmente y a nivel de sintaxis de comandos son muy 
parecidos. EIGRP puede emplear como métrica para calcular la ruta más óptima hacia 
un destino el ancho de banda, el retraso, la fiabilidad y la carga. Por defecto, se emplean 
sólo los dos primeros valores. Si se desean ver estos valores en un interfaz, por ejemplo 
en el serial 0/0, se emplea el comando show interface serial 0/0 y aparece lo siguiente: 
 
MTU   1500   bytes,   BW   1544   Kbits,   DLY   20000   usec, 
          reliability   255/255,   txload   1/255,   rxload   1/255 
 
Donde BW es el ancho de banda, DLY el retraso –usec son microsegundos-, reliability 
la fiabilidad y txload y rxload la carga de transmisión y recepción respectivamente. La 
métrica total resulta de aplicar una fórmula donde se tienen en cuenta los distintos 
valores de cada interfaz, se considera innecesario explicar esto a fondo para comprender 
el funcionamiento del protocolo. 
 
Algo único en el protocolo EIGRP es el uso de un protocolo de transporte de capa 4 
propio. Su nombre es RTP –Reliable Transport Protocol, protocolo de transporte 
fiable.- EIGRP es un protocolo independiente de la capa de red, ésto, junto a que el 
protocolo RTP es empleado para la entrega y recepción de paquetes EIGRP, provoca 
que EIGRP no pueda utilizar los servicios de UDP y TCP, por consiguiente, como 
ventaja se obtiene que es un protocolo que sirve para redes AppleTalk, IP e IPX. 
2.1.2.4.1 RTP en EIGRP 
RTP – Reliable Transport Protocol, protocolo de transporte fiable- es el protocolo de 
transporte que EIGRP emplea para la entrega y recepción de paquetes EIGRP. EIGRP 
se diseñó como un protocolo de encaminamiento dinámico independiente de la capa de 
red, por lo tanto, no puede hacer uso de los protocolos de transporte UDP y TCP, 
porque protocolos de capa 3 como AppleTalk e IPX no forman parte de la suite de 
protocolo TCP/IP. 
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A pesar de que fiable es parte de su nombre, RTP incluye tanto la entrega fiable como la 
no fiable de paquetes EIGRP, de forma análoga a TCP y UDP, respectivamente. RTP 
fiable requiere que el emisor reciba un acuse de recibo del receptor, mientras que un 
paquete RTP no fiable no requiere acuse de recibo. RTP puede enviar paquetes como 
unicast y como multicast. Los paquetes EIGRP multicast hacen uso de la dirección 
reservada 224.0.0.10. EIGRP emplea DUAL –Diffussing Update Algorithm, algoritmo 
de actualización por difusión- para determinar la mejor ruta hacia un destino y a su vez 
también calcula rutas de respaldo alternativas para que en caso de caída de la ruta 
principal, los paquetes sepan por dónde alcanzar dicho destino. EIGRP no envía 
actualizaciones periódicas, sino actualizaciones parciales y limitadas. Una actualización 
parcial sólo incluye los cambios de una ruta y una actualización limitada sólo se notifica 
a aquellos routers afectados por el cambio. 
 
Para decir a un router que se desea configurar con encaminamiento dinámico EIGRP, se 
emplea el comando router eigrp, a continuación se especifica un número comprendido 
entre 1 y 65535. Éste número deberá de ser el mismo en todos los routers incluidos en 
el mismo área o zona de encaminamiento. A continuación se accede al modo de 
configuración del router haciendo uso del comando router eigrp junto el número que se 
desee, una vez hecho, se ofrecerá la bienvenida al modo de configuración de rutas 
EIGRP.  
 
router(config-router)# 
 
Dentro de este modo se emplea el comando network, después una dirección ip y a partir 
de ese momento, si esta dirección IP coincide con la de cualquier interfaz conectado al 
router y se encuentra activo, éste comenzará a enviar y recibir actualizaciones EIGRP. 
El comando network trabaja con el antiguo encaminamiento por clases, cuando se desee 
especificar con el comando network una máscara de subred se emplea una máscara 
wildcard. La máscara wildcard se puede decir que es lo contrario que una máscara de 
subred, si se desea indicar que la red 192.168.92.0/30 forma parte del encaminamiento 
EIGRP, se debe tener en cuenta lo siguiente: Se sabe que /30 significada que de los 32 
bits que forman la máscara, en binario, los 30 primeros son 1 y los dos últimos son 0, es 
decir: 
 
11111111.11111111.11111111.11111100 en binario → 255.255.255.252 en decimal 
 
Si se convierten los 0 en 1 y los 1 en 0 en el número binario: 
 
00000000.00000000.00000000.00000011 en binario → 0.0.0.3 en decimal 
 
Por lo tanto, la máscara wildcard es 0.0.0.3, con el siguiente comando se indica que la 
red 192.168.92.0 /30 también deberá ser incluida en EIGRP 
 
router(config-router)#network 192.168.93.0 0.0.0.3 
 
Una vez un router está configurado con EIGRP, periódicamente envía y recibe de los 
routers vecinos un paquete de saludo denominado hello, es lo que se denomina 
intervalo de saludo. Transcurrido 3 veces el intervalo de saludo sin recibir ningún 
paquete hello, el router dará por caído a su vecino y el algoritmo DUAL buscará una 
nueva ruta alternativa hacia los destinos que se alcanzaban antes desde el router vecino 
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ahora caído. En caso de no encontrar ninguna ruta en su propia tabla de topología, 
lanzará una consulta al resto de routers de la zona EIGRP, a continuación el resto 
contestarán indicando si disponen o no de rutas hacia el destino solicitado. 
 
Con el siguiente comando se pueden ver los vecinos EIGRP de un router y saber cuánto  
tiempo queda para dar por caído al router adyacente: 
 
router# show ip eigrp neighbors 
Address  Interface  Hold (sec) 
192.168.92.2  Serial0/0  10 
 
Si se desea ver una tabla de encaminamiento EIGRP se emplea el siguiente comando: 
 
router#show ip route 
Codes:  C - connected, D- EIGRP 
C  192.168.92.0/24 is directly connected, Serial 0/0 
D 192.168.100.1/24 via 192.168.92.2, Serial0/0 
 
Los códigos informan de que la letra D implica una ruta EIGRP – a modo de curiosidad 
la letra D viene del algoritmo DUAL-, informan que para llegar a la red 
192.168.100.1/24 se debe salir por el puerto serial 0/0 y alcanzar el router con dirección 
IP 192.168.92.2 como siguiente salto hacia el destino. 
 
La gran ventaja del protocolo EIGRP es que es un protocolo muy potente y eficiente. Es 
potente porque cada router dispone de una tabla con la topología de toda la red, 
incluidas rutas alternativas a los destinos, por lo que, en caso de caída de la ruta 
principal, el propio router puede re-calcular la mejor alternativa. Es eficiente porque 
sólo envía los paquetes necesarios para verificar que los routers vecinos siguen 
funcionando y, en caso de un cambio, sólo son notificados los routers afectados, de esta 
forma se ahorran recursos de memoria y de procesamiento de CPU en los equipos. Todo 
esto deriva en una alta convergencia al realizar cambios de configuración y topología. 
El principal inconveniente que tiene este protocolo es que al ser propietario de Cisco no 
puede interactuar con routers de otros fabricantes. 
2.1.2.5 Distancia administrativa 
En las tablas de encaminamiento de muchos routers se encuentran rutas de interfaces 
conectados físicamente, rutas estáticas y rutas de uno ó más protocolos de 
encaminamiento dinámico. Por lo tanto, podría suceder que un destino remoto se 
pudiera “alcanzar” de varias formas distintas. Para decidir en ese hipotético caso por 
qué ruta acceder al destino, se crearon las distancias administrativas. Éstas no son más 
que un número arbitrario que se asigna a cada forma de encaminamiento, cuánto más 
bajo es este número mayor prioridad tiene la ruta. En la siguiente tabla se muestran las 
distancias administrativas para las formas de encaminamiento que se han estudiado en 
este capítulo: 
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Origen de ruta Distancia administrativa 
Conectada físicamente 0 
Estática 1 
EIGRP interno 90 
OSPF 110 
RIP 120 
EIGRP externo 170 
Si, por ejemplo, se tuviera una ruta estática y otra con protocolo RIP hacia un mismo 
destino, por defecto, se emplearía el siguiente salto indicado por la ruta estática por 
tener ésta una menor distancia administrativa. Pero en caso de que se eliminara la ruta 
estática, automáticamente la ruta calculada por RIP pasaría a ser la prioritaria. 
2.1.3 Listas de acceso 
En inglés y en la nomenclatura empleada por Cisco se denominan Access Lists. Es uno 
de los elementos de seguridad integrados en el propio router, se trata de una listas que 
se configuran para permitir o desautorizar el tráfico de determinados servicios desde o 
hacia una dirección IP. Para comprender cómo funcionan se va a analizar el interfaz que 
une la sede central de Barcelona con el resto de sedes a través de la línea ADSL, en este 
caso del Operador Telefónica:  
 
interface GigabitEthernet0/1 
  description INTERNET TELEFONICA 
  ip address 80.27.198.202 255.255.255.252 
  ip access-group 100 in 
 
Existe la presencia del comando ip access-group 100 in. Este comando hace referencia a 
la existencia de unos conceptos llamados grupos y listas de acceso. En las listas de 
acceso se define un número de identificación, a continuación se especifican y 
configuran qué protocolos y números de puertos de la capa de transporte se autorizan y 
deniegan. 
 
access-list 100 permit tcp host 213.27.166.106 host 80.27.198.202 eq ssh 
access-list 100 permit tcp host 80.35.186.153 host 80.27.198.202 eq ssh 
access-list 100 permit tcp host 80.32.129.110 host 80.27.198.202 eq ssh 
access-list 100 deny   tcp any host 80.27.198.202 eq telnet 
access-list 100 deny   tcp any host 80.27.198.202 eq ssh 
access-list 100 deny   tcp any host 80.27.198.202 eq 1720 log 
access-list 100 deny   tcp any host 80.27.198.202 eq 5060 log 
access-list 100 deny   udp any host 80.27.198.202 eq 5060 log 
access-list 100 deny   udp any host 80.27.198.202 eq 1720 log 
 
Las direcciones IP públicas que se autorizan para acceder remotamente a la ADSL del 
cliente son las del Departamento Técnico de los mantenedores de la red y las 
particulares de los Administradores de Sistemas del cliente, especificando además que 
simplemente se podrá acceder a través de SSH. Se omiten un elevado número de 
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puertos que se inhabilitan por cuestiones de seguridad, para finalizar con el comando 
access-list 100 permit ip any any 
  
Mediante este comando, una vez restringidos todos los accesos vulnerables de poder ser 
amenazas potenciales, se autoriza el resto del tráfico ip en la lista de acceso 100. Esto se 
realiza con la intención de que el cliente pueda emplear el mayor número de 
aplicaciones que hagan uso de puertos lógicos sin la necesidad de que el router bloquee 
el acceso. 
2.1.4 Tecnología PoE 
Muchos dispositivos IP, como cámaras de video, puntos de acceso y teléfonos pueden 
ser alimentados de dos formas: a través de un alimentador eléctrico que se conecta a una 
toma eléctrica o a través de la tecnología PoE. Las siglas PoE significan Power over 
Ethernet –alimentación a través de Ethernet-. Gracias a esta tecnología se ahorra tener 
que alimentar cada teléfono con su correspondiente alimentador, con todo lo que 
conlleva: cables por el medio, enchufes adicionales, menor autonomía para cambiar de 
puesto de trabajo, etc. Por otra parte, se consigue poder alimentar un dispositivo 
accesible a través de un cable Ethernet, por ejemplo, un AP en un techo o una cámara 
de video-vigilancia IP en un pasillo. Actualmente los equipos Cisco disponen de dos 
tipos de alimentación PoE. 
2.1.4.1 Cisco pre-estándar 
Cisco fue el primer fabricante en desarrollar la tecnología PoE, por consiguiente, tuvo 
que implementar un pre-estándar, el cual tiene las siguientes características: 
 
- Alimentación a través de los pines 1, 2, 3 y 6 con una tensión de -48 V DC hasta 
una potencia de 7,7 W. 
- Soportada por la mayor parte de los dispositivos Cisco 
- Utiliza un método propietario para detectar si el dispositivo IP conectado a un 
puerto necesita alimentación eléctrica. 
2.1.4.2 802.3af 
IEEE junto a un amplio número de fabricantes decidió crear un estándar de 
alimentación PoE. Definiendo las siguientes características: 
 
- Alimentación a través de los pines 1, 2, 3 y 6 ó de los pines libres 4, 5, 7 y 8 con 
una tensión de -48 V DC hasta una potencia de 15,4 W. 
- Es un estándar, por lo tanto, un switch de un fabricante puede alimentar un 
dispositivo IP de otro. 
- Se estandariza el método para detectar si el dispositivo conectado a un puerto 
necesita alimentación eléctrica o no. 
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Se puede observar que en el estándar se ha ampliado la potencia que es capaz de 
suministrar cada puerto. Además, también se crea un sistema de clasificación para que 
el dispositivo alimentado pueda indicar al alimentador cuánta potencia requiere, para tal 
efecto se han definido 5 clases: 
 
- 0 (por defecto): 15,4 W 
- 1: 4 W 
- 2: 7 W 
- 3: 15,4 W 
- 4: reservado para el futuro 
Los dispositivos Cisco emplean el protocolo CDP –Cisco Discovery Protocol, protocolo 
de descubrimiento de Cisco- para indicar al switch Cisco cuánta potencia necesitan. El 
protocolo CDP se estudiará más adelante en otro capítulo. 
  ver concepto Protocolo CDP 
Cuando se desea disponer de un switch con tecnología PoE, en primer lugar se calcula 
el número de dispositivos que deberán ser alimentados por éste. Una vez hecho, se 
sobredimensiona por si en el futuro se instalasen más equipos y se analizan las hojas de 
características del fabricante para saber qué switch cumple con los requisitos de 
alimentación deseados. 
 
Una vez se dispone del equipo Cisco, para activar la tecnología PoE simplemente se 
emplea el comando power inline auto. A partir de ese momento todo dispositivo que se 
conecte y que requiera alimentación será alimentado por el switch. Si se dispone de un 
switch que está alimentando a tres teléfonos IP y se desea conocer qué potencia está 
ofreciendo a cada uno, con el comando show power inline se obtiene la siguiente 
información: 
 
Interface  Admin  Oper Power (mWatt)  Device 
-----------  --------  ------ --------------------  --------- 
FastEthernet1  auto  on 6300   Cisco 7911 IP Phone  
FastEthernet2  auto  on 6300   Cisco 7911 IP Phone 
FastEthernet3  auto  on 6300   Cisco 7910 IP Phone 
 
En caso de contar con un switch accesible a través de GUI, también se puede saber qué 
dispositivos están siendo alimentados por el mismo. En la ilustración 2.9 se muestra un 
switch Catalyst 3560 alimentando a 4 puntos de acceso. 
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Ilustración 2.9 Acceso por navegador web a un Catalyst 3560 para ver puertos PoE 
2.1.4.3 Power Injector 
Se trata de una forma adicional de alimentar un dispositivo IP a través del cableado 
estructurado, se realiza través de los pines libres 4, 5, 7 y 8. Este dispositivo, por un 
lado recibe la información contenida en los paquetes de datos a través de los pines 1, 2, 
3 y 6 y por otro envía la información haciendo uso de estos mismos pines más la 
alimentación a través de los pines 4, 5, 7 y 8. Por lo tanto, el power injector debe estar 
conectado a la corriente eléctrica a través de su correspondiente alimentador, para de 
esta forma, ser capaz de ofrecer la alimentación al equipo remoto IP. En la ilustración 
2.10 se muestra un power injector de Cisco. 
 
Ilustración 2.10 Power injector de Cisco 
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2.1.5 Protocolo CDP 
Cisco Discovery Protocol - protocolo de descubrimiento de Cisco- es un protocolo 
propietario de capa 2 empleado para conocer qué vecinos Cisco existen físicamente 
conectados a un equipo también Cisco. 
 
Es importante definir el concepto vecino en la capa 2: vecino CDP es un dispositivo 
Cisco que están físicamente conectado y comparten el mismo enlace de datos con otro 
dispositivo que también es Cisco. Como el protocolo es de capa 2, sirve para cualquier 
protocolo de capa 3, en el proyecto se va a trabajar siempre con el protocolo IP. A modo 
de ejemplo, se estudiará la topología mostrada en la ilustración 2.11. 
Internet
Router 1
PC 1
Switch 1
Switch 2
PC 2
PC 3
PC 4
PC 5
Teléfono IP 1
Teléfono IP 2
Teléfono IP 3
Teléfono IP 4
Teléfono IP 5
Teléfono IP 6
Teléfono IP 7Teléfono IP 8
Teléfono IP 9
AP 2
AP 3
AP 1
Impresora 1
FE 1FE 2
FE 3
FE 4
FE 5
FE 6
FE 7
FE 8
FE 1
FE 2
FE 3
FE 4
FE 5
FE 6
FE 7
FE 8
FE 9FE 10
GE 1
GE 2
GE 1
GE 1
 
Ilustración 2.11 Topología para estudiar el protocolo CDP 
Se supone que el router, los dos switches, los 3 APs y los 9 teléfonos IP son Cisco y que 
la impresora y los 5 PCs son de otros fabricantes. En el router y en los dos switches se 
habilita el protocolo CDP con el comando cdp run. A partir de este momento, todos los 
equipos Cisco vecinos se enviarán entre ellos mensajes periódicamente. Estos mensajes 
son conocidos como notificaciones CDP. Algunos vecinos CDP serán: 
 
- router 1 y switch 1 –físicamente unidos por los interfaces GE1 de router 1 y de 
switch 1. 
- teléfono IP 1 y switch 1 –físicamente conectados por el micro-switch integrado 
del teléfono 1 y el FE 1 de switch 1-   
- AP1 y switch 1 –físicamente conectados por el único interfaz Fast Ethernet del 
AP con el FE 2 de switch 1- 
- switch 1 y switch 2 –físicamente conectados por GE 2 de switch 1 y GE1 de 
switch 2- 
PFC Diseño de una red de comunicaciones 26 
 
  ver concepto Micro-switch integrado en los teléfonos Cisco y etiquetado       
802.1Q 
Si se accede a un equipo Cisco y se desea saber qué vecinos CDP existen, se emplea el 
comando show cdp neighbors, a continuación se muestra el uso de este comando en el 
switch 1: 
 
switch1# show cdp neighbors 
 
Capability Codes:     R  –  Router,     T  –  Trans Bridge, B  - Source Route Bridge 
          S -  switch,       H  -  Host,     I  -  IGMP,   r  - Repeater,      P  - 
Phone  
 
Device ID Local Intrfce Holdtme Capability Platform Port ID 
router1 GE1  132  R  1801  GE1   
switch2 GE2  120  S  WS-C3560 GE1 
telefono1 FE1  137  H   P  7960  FE1  
AP1  FE2  117  T...I  AIR-AP124 FE2 
 
Como se puede observar, con este comando se visualiza la siguiente información de 
todo vecino CDP: 
 
- El nombre que tiene el vecino 
- El interfaz local por donde se sale hacia el vecino y el remoto por donde se 
accede al mismo 
- El tiempo de espera en milisegundos que lleva esperando el dispositivo un 
paquete CDP de un vecino 
- Código y plataforma hardware del vecino 
Si se desea obtener más información de cada uno de los vecinos se debe emplear el 
comando show cdp neighbors detail, con este comando se obtienen muchos datos 
adicionales, los más importantes son la dirección IP y la versión IOS del vecino.  
 
El protocolo CDP se puede capturar con una herramienta de monitorización de red 
porque no viaja cifrado, por lo tanto, es un punto vulnerable cuando se realiza un 
ataque. En el presente proyecto, todos los dispositivos Cisco emplean el protocolo CDP 
porque los Administradores de Sistemas así lo piden. Si fuera necesario desactivar el 
protocolo, se realiza con el comando no cdp run. 
2.1.5.1 LLDP como protocolo estándar de “descubrimiento” de vecinos 
LLDP – Link Layer Discovery Protocol, protocolo de descubrimiento de capa de 
enlace- es un protocolo de capa 2 estándar empleado por los dispositivos de red de 
distintos fabricante para informar entre vecinos de una red de datos de algunas de sus 
características, entre las cuales destacan: 
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- Nombre del dispositivo y descripción. 
- Puerto físico por donde están conectados y su descripción. 
- Nombre de la VLAN. 
- Dirección IP de administración. 
- Capacidades específicas del sistema –encaminamiento, conmutación, etc.- 
- Dirección MAC. 
Haciendo uso de este protocolo, se pueden “descubrir” vecinos de una red que no sean 
equipos Cisco. También se puede conectar un teléfono VoIP-Voice over IP- de otro 
fabricante y hacer uso de su micro-switch integrado para etiquetar correctamente los 
paquetes de la VLAN de voz. Los dispositivos Cisco son totalmente compatibles con el 
protocolo LLDP, por consiguiente, se pueden “detectar” vecinos de otros fabricantes. 
2.1.6 Aproximación a las tecnologías GRE e IPSec 
2.1.6.1 Túneles GRE 
GRE – Generic Routing Encapsulation, encapsulación genérica de encaminamiento- es 
un protocolo desarrollado por Cisco para crear túneles y poder transportar más de 20 
protocolos de red distintos –se conoce como encapsulación-, creando enlaces punto a 
punto virtuales hacia otros routers Cisco en una red IP. 
 
Los túneles GRE han sido diseñados por defecto para no tener en cuenta el estado del 
otro extremo. Existe la posibilidad de conocer el estado del otro extremo haciendo uso 
de keepalives. Esto significa, que en caso de no emplear keepalives, el extremo local del 
túnel no tiene ninguna información del extremo remoto. Como consecuencia de esto, el 
extremo local del túnel no tiene la capacidad de marcar como caído su propio interfaz - 
donde está configurado el extremo local- si y el extremo remoto es inalcanzable. 
 
Es importante que un router pueda tener la capacidad de marcar como fuera de servicio 
un interfaz propio, en caso contrario, si la tabla de encaminamiento ofrece como ruta 
preferente hacia un destino remoto la de un interfaz local de un túnel GRE, los paquetes 
intentarán salir por dicho interfaz sin obtener éxito por la caída del túnel. Un interfaz de 
un túnel GRE está operativo tan pronto como éste se configura en el router, sin tener en 
cuenta si el otro extremo es alcanzable o no, de ahí precisamente la necesidad de 
configurar algún procedimiento de keepalive para poder conocer el estado del extremo 
remoto del túnel. El principal inconveniente de un túnel GRE, es que, por defecto, no 
sabe el estado del otro extremo del túnel, además, tampoco ofrece ningún tipo de 
cifrado, lo que deriva en unas comunicaciones no seguras. 
2.1.6.2 Túneles IPSec 
IPSec -IP Secured, IP seguro- es un conjunto de protocolos para la seguridad de las 
comunicaciones IP. Proporcionan autenticación, cifrado e integridad de las 
comunicaciones en una red VPN entre extremos. 
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Dispone de un encabezado de autenticación que se emplea cuando no se requiere o 
permite la confidencialidad de las comunicaciones. En este caso sólo se verifica la 
autenticación e integridad de los datos contenidos en los paquetes enviados entre dos 
routers, verificando que ambos extremos sean quienes dicen ser y que el contenido 
enviado no ha sido modificado en el camino, sin proporcionar confidencialidad porque 
no cifra los paquetes. Si se desea proporcionar confidencialidad, se emplea contenido de 
seguridad cifrado, el cual, además de autenticación e integridad de las comunicaciones, 
también ofrece cifrado de los paquetes IP. IPSec emplea una serie de algoritmos para 
cifrar la información, son los siguientes: 
- DES: cifra y descifra 
- 3DES: añade al anterior una mayor robustez de cifrado 
- AES: proporciona un rendimiento más rápido y una cifrado mayor 
- MD5: autentica los datos con una clave secreta compartido de 128 bits 
- SHA-1: autentica los datos con una clave secreta compartida de 160 bits 
IPsec fue desarrollado para proporcionar seguridad en dos modos: modo transporte y 
modo túnel. IPsec se emplea para establecer VPNs en ambos modos, las implicaciones 
de seguridad son diferentes para cada modo. 
En modo transporte, sólo la carga útil, es decir, los datos que se transfieren del paquete 
IP- son cifrados y/o autenticados. El encaminamiento permanece intacto, ya que no se 
modifica ni se cifra la cabecera IP; sin embargo, cuando se utiliza la cabecera de 
autenticación AH, las direcciones IP no pueden ser modificadas, ya que eso invalidaría 
el hash. Las capas de transporte y aplicación están siempre aseguradas por un hash, de 
forma que no pueden ser modificadas de ninguna manera, por ejemplo, a través de los 
números de puerto TCP y UDP. Por lo tanto, el modo transporte se emplea para 
comunicaciones de extremo a extremo. 
En el modo túnel, todo el paquete IP, es decir, los datos junto a las cabeceras del 
mensaje, son cifrados y/o autenticados. Lo que provoca, que deba ser entonces 
encapsulado en un nuevo paquete IP para que pueda funcionar correctamente el 
encaminamiento del paquete. El modo túnel se emplea para comunicaciones de red a 
red, es decir, túneles seguros entre routers, por ejemplo, para VPNs o comunicaciones 
ordenador a red u ordenador a ordenador sobre Internet. 
2.1.7 Tecnología ADSL 
2.1.7.1 ADSL 
ADSL -Asymmetric Digital Subscriber Line, Línea de Suscripción Digital Asimétrica- 
es un tipo de línea DSL que emplea como soporte el par simétrico de cobre que lleva la 
línea telefónica convencional analógica o línea de abonado hasta su destino, siempre y 
cuando, éste no se encuentre ubicado a una distinta mayor a 5,5 km de la central 
telefónica pública. Tampoco deben existir otros servicios sobre el mismo cable que 
puedan interferir en la señal. En la ilustración 2.12 se muestra como emplea el espectro 
una línea ADSL. 
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Ilustración 
El color rojo corresponde a
el canal upstream o subida de datos y el azul es
bajada de datos. 
ADSL es una tecnología 
elevada tasa de transferencia de datos. Esto se consigue mediante una modula
señales de datos en una banda de frecuencias más altas que las utilizadas en las 
conversaciones telefónicas analógicas, cuyo espectro está comprendido entre los 300 y 
3800 Hz. Para evitar distorsiones en las señales transmitidas, es necesaria la instalación 
de un filtro en casa del cliente, llamado 
objetivo separar la señal telefónica analógica de las señales moduladas de los canales de 
bajada y subida. Esta tecnología se denomina 
de banda para la bajada y la subida de los datos, entendiéndose por bajada la capacidad 
de descargada de datos, desde la red hasta el usuario
carga de datos en sentido opuesto. Habitualmente, el ancho de banda de bajada suele ser 
bastante mayor al de subida. En España, los distintos 
obligados por ley a ofrecer un 10% del ancho de banda contratado.
Actualmente se están desplegando nuevas redes que disponen de tecnología ADSL2 y 
ADSL2+, las cuales ofrecen mayores anchos de banda y posibilidades de suministro de 
televisión y video de alta calid
Estas nuevas tecnologías requieren distancias menores de separación entre la central 
pública y el abonado al servicio. 
2.1.7.2 ATM 
ATM - Asynchronous Transfer Mode
de transferencia capaz de provee
de una longitud fija de 53
tanto, esta tecnología permite disponer de distintos tipos de servicio
independientemente del ancho de banda o de si la información es enviad
continua o a ráfagas, donde l
 
2.12 Uso del espectro en una línea ADSL 
l área usado por la voz en la telefonía analógica
tá reservado para el canal
de acceso a Internet de banda ancha, lo que implica una 
splitter o discriminador, el cual tiene como 
asimétrica porque emplea distintos anchos 
, y por subida, la capacidad de 
Operadores públicos sólo están 
 
ad y bajo demanda por el par telefónico convencional. 
 
, Modo de Transferencia Asíncrono
r todo tipo de servicios, capaz de transportar en celdas 
 bytes, tanto tráfico de voz, como de datos o vídeo. 
s en la misma red, 
a intensidad de tráfico de celdas perteneciente a un circuito 
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determinado, depende de la necesidad instantánea de ancho de banda. En la ilustración 
2.13 se muestra cómo se envían las distintas celdas en una red ATM. El espacio no 
utilizado en la sucesión de celdas, se rellena con celdas vacías, llamadas celdas idle o 
vacías. 
.  
Ilustración 2.13 Multiplexación en red ATM 
2.1.7.2.1 Diseño de la celda ATM 
La piedra angular de ATM es la celda. El flujo de información, con tasas binarias 
diferentes y variables, es organizado de forma uniforme en celdas que constan de una 
cabecera de 5 bytes y un contenido destinado para la información a transmitir de 48 
bytes, lo cual suma un total de 53 bytes para cada celda ATM. En la ilustración 2.14 se 
muestra una celda ATM. 
 
Ilustración 2.14 Celda ATM con detalle del contenido de la cabecera 
La celda ATM es un compromiso entre una red de conmutación de circuitos y una de 
conmutación de paquetes, gracias a que todas las celdas tienen una longitud fija, el 
retraso en la red puede ser reducido al mínimo. La cabecera se divide en diferentes 
campos. El más importante es el campo dirección, que consta de un número de canal 
lógico VPI y VCI, el cual identifica el circuito y proporciona una dirección de enlace 
única entre dos nodos. 
2.1.7.2.2 Enlaces ATM 
Como se ha comentado, en ATM, se divide el campo de dirección en un campo VCI – 
Virtual Circuit Identifier, identificador de circuito virtual- y un campo VPI –Virtual 
Path Identifier, identificador de camino virtual-, lo que permite dividir los flujos de 
celdas en dos niveles: los niveles de VC y VP. Los grupos de canales con el mismo 
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valor de VPI, pero diferentes valores de VCI, son encaminados a través de los mismos 
nodos de la red. Esto permite al usuario crear una red privada virtual VPN –Virtual 
Private Network-. Cada conexión se representa con un VP, que a su vez contiene varios 
VCs, que el propio usuario puede utilizar. En la ilustración 2.15 se muestra lo 
explicado. 
 
Ilustración 2.15 VPs y VCs en un enlace ATM 
2.1.7.3 ATM sobre ADSL 
Las principales ventajas de ADSL son: un gran ancho de banda en el acceso, que éste se 
encuentra activo de forma permanente y que aprovecha la infraestructura ya desplegada 
para la red telefónica analógica. 
 
Para obtener el máximo rendimiento que esta tecnología proporciona, las redes de 
comunicaciones de banda ancha utilizan celdas ATM. Desde su nacimiento, debido a 
que ADSL se concibió para el envío de información a gran velocidad, se pensó en el 
envío de dicha información a través de celdas ATM sobre los enlaces ADSL. Esto se 
debe a que si se emplea sobre un circuito ADSL la tecnología ATM como protocolo de 
enlace, se pueden definir varios canales virtuales permanentes PVC –Permanent Virtual 
Circuit-, cada uno dedicado a un servicio diferente. Esto aumenta la potencia de esta 
tecnología, pues añade al gran ancho de banda disponible flexibilidad para múltiples 
servicios. Otra ventaja es que en ATM se contemplan diferentes velocidades de 
transferencia con distintos parámetros para la calidad del servicio, así se puede dar un 
tratamiento diferente a cada una de las conexiones, lo que a su vez permite dedicar el 
circuito más adecuado por sus parámetros de calidad de servicio a cada tipo de 
aplicación, ya sea esta de datos, video o voz. A continuación, se muestra un ejemplo de 
configuración de un acceso ADSL con tecnología ATM en un interfaz Cisco. 
interface ATM0/3/0.1 point-to-point 
ip address 80.35.186.153 255.255.255.0 
  ip access-group 101 in 
  pvc 8/32  
  encapsulation aal5snap 
En este ejemplo se han omitido un elevado número de comandos para dejar los más 
importantes para comprender la teoría explicada en este capítulo. El interfaz ATM hace 
referencia al acceso ADSL, el 0/3/1 hace referencia a dónde se encuentra ubicado éste, 
en el ejemplo: módulo 0, sub-módulo 3, puerto 0. El .1 hace referencia a un sub-interfaz 
dentro del propio interfaz, la palabra point-to-point significa que se trata de una línea 
punto a punto. A continuación se muestra la dirección IP pública y máscara de red 
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facilitadas por el Operador. También la lista de acceso que se debe aplicar en el tráfico 
entrante al interfaz, en este caso la 101, para finalizar con el PVC y el tipo de 
encapsulación también facilitados por el Operador.  
2.2 Tecnologías de voz 
2.2.1 Aproximación a la tecnología de voz Cisco 
Cada fabricante emplea su propio diseño jerárquico de dispositivos de voz, en el caso 
del Call Manager de Cisco, existen infinitas topologías de red de voz distintas, pero 
todas se pueden agrupar en dos grandes grupos: las centralizadas y las distribuidas. 
2.2.1.1 Topología distribuida 
Esta topología implica el uso de varios Call Managers configurados de forma 
distribuida. Es la topología típica de la gran corporación o empresa. En la ilustración 
2.16 se muestra esta topología. 
 
Ilustración 2.16 Topología de Call Manager distribuida 
Como se puede observar, en cada una de las sedes se dispone de un Call Manager que 
gestiona a sus propios teléfonos. Habitualmente cada sede también dispone de sus 
propios enlaces de acceso a la red PSTN conectados en cada uno de sus gateways. En 
esta topología, existe la presencia opcional de un elemento denominado gatekeeper, éste 
se puede encontrar ubicado en cualquier punto de la red. El gatekeeper es un dispositivo 
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H.323 que provee de control de acceso, admisión y resolución de nombres, 
encaminando entre direcciones IP de teléfonos y números de extensión de las distintas 
sedes. Sin su presencia, cada gateway requiere una configuración específica para saber 
dónde se encuentran ubicadas el resto de extensiones de la red y a través de qué otros 
gateways poder acceder a ellas. Otra ventaja del gatekeeper es que su proceso de 
aprendizaje es dinámico. 
2.2.1.2 Topología de voz centralizada 
En esta topología, se dispone de un sólo Call Manager ubicado habitualmente en la 
oficina central o en un CPD –Centro de Procesado de Datos- externo. En cada sede se 
dispone de un gateway, cuya función es hacer de pasarela entre los teléfonos IP y el 
resto de la red WAN. Esta topología se muestra en la ilustración 2.17. 
Call Manager central
Gateway 
central
Gateway 
remoto 1
Gateway 
remoto 2
Sede 
central
Sede 
remota 2
PSTN
IP WAN
Sede 
remota 1
 
Ilustración 2.17 Topología de Call Manager centralizada 
Como se puede observar, todos los teléfonos están registrados y gestionados por el Call 
Manager central, donde los recursos para acceder a la red PSTN suelen estar conectados 
sólo al gateway central. Esta topología es la habitual de la pequeña y mediana empresa, 
que en base al número de teléfonos a gestionar, no justifica la presencia de más de un 
Call Manager. Es esta la topología que se va a implantar en el presente proyecto. 
2.2.2 Introducción al Cisco Call Manager 
Cuando se emplea el término Call Manager, se refiere a un software que gestiona 
comunicaciones de datos, video y voz. Call Manager es un software desarrollado por el 
fabricante Cisco Systems que formalmente se denomina Cisco Unified Communications 
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Manager. Como su propio nombre indica, se trata de una solución que administra 
Comunicaciones Unificadas. 
 
Cuando se emplea el término Comunicaciones Unificadas, se están aglutinando 
comunicaciones de datos, vídeo y voz sobre una infraestructura de red común que 
emplean el protocolo TCP/IP. Las Comunicaciones Unificadas de Cisco disponen de un 
amplio espectro de servicios y tecnologías: cuentan con herramientas de centros de 
atención al cliente –conocidos como Customer Contact Center-, herramientas avanzadas 
de conferencias –denominadas Cisco Conference Connection y Cisco Unified Meeting 
Place- y un elevado número de aplicaciones desarrolladas por terceros fabricantes y 
compatibles con el Call Manager. En el presente proyecto, en el Call Manager sólo se 
van a configurar prestaciones de voz. 
 
El software Cisco Unified Communications Manager  -en adelante sólo se empleará el 
término Call Manager- administra las Comunicaciones Unificadas, empleando recursos 
de hardware y software del equipo sobre el cual está instalado y operativo. Por lo tanto, 
el software Call Manager estará instalado en un hardware, éste podrá ser un router 
Cisco o un servidor de los fabricantes Hewlett Packard o IBM. En estos servidores, 
actualmente existen distintas versiones del software Call Manager, los cuales emplean 
los sistemas operativos Linux y Windows. 
2.2.2.1 Versiones de Call Manager sobre servidores HP e IBM 
Estos servidores son adaptados por ambos fabricantes para que sus respectivos sistemas 
operativos sólo dispongan de las cuentas y servicios necesarios para que el software 
Call Manager funcione correctamente. Los servidores vienen integrados con elementos 
adicionales de seguridad como el software propietario Cisco Security Agent, que como 
su propio nombre indica ofrece protección contra intrusiones. En la ilustración 2.18 se 
muestra la herramienta Cisco Security Agent, siendo necesario introducir el usuario y 
contraseña del sistema para poder acceder a éste.. 
 
Ilustración 2.18 Herramienta de seguridad Cisco Security Agent 
Cisco recomienda encarecidamente que en los servidores que contengan el software 
Call Manager sólo se instale software soportado por Cisco, por lo que siguiendo las 
recomendaciones del fabricante, en este proyecto el servidor está reservado 
exclusivamente para el Call Manager y para sus distintas herramientas. 
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La base de datos principal en los equipos con sistema operativo Windows es SQL y en 
los equipos con Red Hat Linux es Informix. 
2.2.2.2 Versiones de Call Manager sobre routers Cisco 
Cuando el software Call Manager está instalado sobre un router Cisco, el sistema 
operativo es el propio IOS del router. Estas versiones no se van a estudiar porque no se 
implementan en este proyecto. Como se mostrará más adelante, sólo se explicarán los 
comandos IOS de voz relativos al protocolo SRST de supervivencia, ampliado también 
en su correspondiente capítulo. 
2.2.2.3 Elección de la versión de Call Manager 
Dentro de la familia de servidores Hewlett Packard e IBM existen actualmente 7 
versiones de Call Manager. Las versiones emplean la nomenclatura Call Manager desde 
1.x hasta 7.x. El primer número –del 1 al 7- distingue la versión en sí, el segundo 
número -donde aparece la x- está reservado para los números 0, 1, 2 y 3. Estos últimos 
números indican nuevas mejoras y prestaciones dentro de la propia versión, las 
versiones más actualizadas también suelen resolver problemas de software y fallos que 
aparecen en la seguridad. Cuanto más elevados sean ambos números, ésto indica una 
versión más actualizada del Call Manager. 
 
En de este del proyecto, se emplea un servidor Hewlett Packard, en concreto el modelo 
Cisco MCS 7816−H3 Unified Communications Manager Appliance, por lo tanto, sólo 
se van a analizar las versiones que pueden funcionar sobre este servidor. A modo de 
curiosidad, las siglas MCS significan Media Convergence Server – servidor de 
convergencia de medios-. De la versión 1.0 a la 4.3 emplean como sistema operativo 
Microsoft Windows. A partir de la versión 5.0 en adelante emplean Red Hat Linux. 
 
La elección de este servidor es debido a requerimientos del cliente. Por una parte, a 
través de sus Administradores de Sistemas han solicitado que preferiblemente el equipo 
debe ser del fabricante Hewlett Packard, y por política de empresa es requisito 
imprescindible disponer del sistema operativo Windows. El motivo por el cual se ha 
elegido este modelo concreto, ha sido el resultado de dimensionar la instalación, 
calcular qué ofrecía cada modelo y verificar que éste satisfacía las prestaciones 
requeridas. Este servidor Hewlett Packard viene integrado con Microsoft Windows 
Server 2003 Standard Edition y con un DVD de instalación de todo el software Call 
Manager. Todo el software Call Manager, significa un conjunto de herramientas de 
software, como gestor de copias de seguridad, herramientas de conexión con la 
mensajería vocal externa integrada en un router, herramienta de gestión TAPI para 
Operadora, herramientas de tarificación, etc.  
  ver Capítulo 5 Acceso a herramientas del software Call Manager 
En capítulos posteriores serán descritas las herramientas adicionales que se emplean en 
el proyecto. 
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2.2.2.4 Señalización e intercambio de información en una llamada de voz 
A continuación, en el escenario de la ilustración 2.19 se analiza cómo dos teléfonos 
registrados en un Call Manager intercambian información al realizar una llamada. 
 
Ilustración 2.19 Escenario de comunicaciones de voz en tiempo real en un Call Manager 
Se observa que existen dos protocolos de señalización disponibles para comunicarse con 
el Call Manager, estos dos protocolos son: 
 
- SIP -Session Initiation Protocol, protocolo de inicio de sesión-, se trata de un 
estándar definido por la IETF –Internet Engineering Task Force- . Este 
protocolo puede basarse en una relación cliente-servidor o de igual a igual. Para 
realizar la comunicación entre ambos extremos este protocolo emplea una serie 
de preguntas y respuestas para establecer, mantener y finalizar las llamadas entre 
los distintos dispositivos. 
 
- SCCP -Skinny Client Control Protocol, protocolo de control de cliente 
superficial-, es un protocolo propietario de Cisco que además de señalizar entre 
el Call Manager y el dispositivo IP, ofrece funciones adicionales para los 
teléfonos Cisco, como, por ejemplo, encender un led del teléfono cuando exista 
un mensaje en el buzón de voz personal, etc. 
 
En el presente proyecto se va a emplear siempre SCCP como protocolo de señalización 
entre el Call Manager y los teléfonos. El motivo por el cual se hace uso de este 
protocolo es que porque al disponer las distintas delegaciones sólo de teléfonos Cisco, 
mediante SCCP se puede implementar mayor número de prestaciones y 
personalizaciones en cada uno de los teléfonos. También gracias a este protocolo, los 
distintos usuarios pueden acceder a la configuración de sus propios teléfonos a través de 
cualquier navegador haciendo uso del protocolo https. 
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Cuando se registra un nuevo teléfono, éste recibe su número de extensión y toda su 
configuración adicional empleando una serie de mensajes propios del protocolo SCCP. 
Una vez registrado, el teléfono ya está operativo para realizar o recibir llamadas, a partir 
de ese momento, el protocolo SCCP se emplea siempre que se establezca una 
comunicación o cuando un Administrador realiza un cambio en la configuración del 
mismo. 
 
Si se sigue con el ejemplo; el usuario del teléfono 1 desea hablar con el usuario del 
teléfono 2, por lo tanto, lo primero que hace es descolgar su teléfono y marcar el 
número de extensión al cual desea llamar. En ese momento, los dígitos marcados son 
enviados por el protocolo SCCP hacia el Call Manager, éste comprueba que la 
extensión del número marcado existe en su base de datos y que su teléfono está 
registrado correctamente y operativo. A continuación, el Call Manager envía al teléfono 
un el tono de llamada para que éste sepa que los números marcados son correctos y que 
la comunicación se ha puesto en marcha. Inmediatamente el Call Manager envía un 
comando de señalización SCCP al teléfono 2 y éste comienza a sonar. Tan pronto como 
el usuario del teléfono 2 descuelga la llamada, se inicia una sesión RTP –Real Time 
Protocol, protocolo en tiempo real- entre ambos teléfonos. Es en ese momento cuando 
se inicia la conversación. 
 
Las comunicaciones VoIP lo hacen sobre el protocolo RTP, éste, a su vez funciona 
sobre el protocolo de transporte UDP – User Datagram Protocol, protocolo de 
datagrama de usuario.- UDP es un protocolo simple, no orientado a la conexión, por lo 
tanto es capaz de enviar datos sin la necesidad de emplear muchos recursos, lo cual 
implica menor tiempo y ancho de banda para enviar sus datagramas, que es el nombre 
que reciben sus paquetes de datos. Es el protocolo de transporte empleado para las 
comunicaciones de voz y video sobre IP en tiempo real. 
 
Como se ha indicado, UDP al contrario que TCP, no está orientado a la conexión, 
entonces, la cuestión es saber qué fiabilidad tienen las comunicaciones de VoIP que 
circulan sobre UDP. La respuesta es que RTP ofrece un servicio de entrega de extremo 
a extremo para datos que requieren comunicaciones en tiempo real, enumerando los 
paquetes y empleando el protocolo RTCP –Real-Time Transport Control Protocol, 
protocolo de control de transporte en tiempo real.- RTCP lo que hace es establecer unas 
comunicaciones periódicas entre los dispositivos, de forma que éstos se comuniquen el 
número de paquetes enviados, recibidos y perdidos.  
 
Todo el tráfico RTP es gestionado directamente entre los dos extremos, pasando estos 
paquetes VoIP a través del switch, sin necesidad de señalización adicional, hasta que 
alguno de los dos usuarios invoca una función del Call Manager, como por ejemplo, una 
transferencia, una conferencia o finalizar la llamada. Hay que recordar que las 
comunicaciones de datos están trabajando en un contexto de conmutación de paquetes, 
por lo tanto, mientras dura la comunicación entre los dos teléfonos, el teléfono 1 puede 
enviar, por ejemplo, 5 paquetes ordenados de menor a mayor al teléfono 2, y éste 
último, no tiene porque recibirlos de forma ordenada, por ejemplo, los recibe con el 
siguiente orden: 1,3,2,5,4. Al emplearse el protocolo RTCP, el teléfono 2 lo primero que 
hace es ordenarlos como 1,2,3,4 y 5, a continuación, los une y reproduce. 
 
Como se ha indicado, cuando un teléfono cuelga, el intercambio de datos RTP finaliza y 
el canal de señalización SCCP entre los teléfonos y el Call Manager sigue estando 
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operativo, tan sólo enviando señalizaciones indicando que siguen conectados y 
correctamente registrados, sin la necesidad de enviar información adicional hasta que un 
nuevo evento tenga lugar. 
2.2.3 Conceptos empleados en un Call Manager 
En este apartado se describen algunos conceptos imprescindibles para comprender el 
funcionamiento de un teléfono dentro de un Call Manager. Estos conceptos específicos 
del Call Manager resultan vitales para comprender cómo funciona la arquitectura de voz 
desarrollada en el proyecto. 
 
En los próximos sub-apartados se van a definir los distintos conceptos empleados en un 
Call Manager. Es importante realizar una división en bloques para poder comprender 
como éstos se relacionan entre sí. En cada bloque se insertará una captura de pantalla 
para mostrar visualmente la configuración de cada concepto. Como se puede ver, 
básicamente, dentro de cada bloque o concepto, se realizarán divisiones por centro de 
trabajo.  
2.2.3.1 Region 
Una region es donde se define el codec de las comunicaciones de voz y el ancho de 
banda para las comunicaciones de video de los dispositivos que forman parte de él. Una 
region suele estar vinculada a una sede, a un departamento o a un grupo de trabajo. En 
el proyecto se define una region por cada una de las sedes. En la ilustración 2.20 se 
muestran las 7 regions que hacen referencia a las 7 sedes. 
 
Ilustración 2.20 Regions del Call Manager 
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Una vez dentro de una region, aparece un menú donde se define el tipo de codec y el 
ancho de banda que se reserva para las comunicaciones desde la region seleccionada 
hacia el resto, esto se muestra en la ilustración 2.21.  
 
Ilustración 2.21 Selección del ancho de banda de video y del codec de audio de las regions 
Como se puede ver, también se definen las características para las comunicaciones 
dentro de la propia region. El ancho de banda de los codecs más habituales y que se 
emplean en el presente proyecto es el siguiente: 
 
Codec G711 → 80 kbps de ancho de banda 
 
Codec G729 → 24 kbps de ancho de banda 
 
  ver más adelante la descripción conceptual de los codecs G711 y G729 
 
Por lo tanto, se emplea el codec G711 para las comunicaciones internas dentro de la 
propia region –por disponer de suficiente ancho de banda- y el codec G729 para las 
comunicaciones entre sedes –por no disponer del suficiente ancho de banda en las líneas 
ADSL contratadas al Operador-. 
2.2.3.2 Location 
Para las comunicaciones de voz, el concepto de location está asociado al de region, la 
diferencia radica en que en la region se define el codec que se emplea y en la location se 
establece el máximo ancho de banda permitido para realizar llamadas entre sus 
miembros. En la ilustración 2.22 se muestra el ancho de banda de las comunicaciones de 
video y voz de las 7 locations. 
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Ilustración 2.22 Locations del Call Manager 
Una vez seleccionada una location, como se muestra en la ilustración 2.23, resulta muy 
fácil configurar cuál debe ser el ancho de banda de las comunicaciones de dicha 
location. 
 
Ilustración 2.23 Configuración del ancho de banda de audio y video de una location 
Gracias a las locations y a las regions, se pueden implementar medidas para restringir el 
número máximo de llamadas posibles, evitando que se degrade el servicio, es lo que se 
denomina con el acrónimo CAC –Control de Acceso y Admisión-. 
 
Teniendo en cuenta el ancho de banda máximo seleccionado en la location y el ancho 
de banda del codec seleccionado en la region, se especifica de una forma indirecta el 
número máximo de llamadas simultáneas de una sede, y por lo tanto, se realiza un 
control de acceso, una vez alcanzado el número máximo de llamadas, no se admiten las 
llamadas que sobrepasen éste número. Con ésto, junto a que se conoce qué ancho de 
banda nos debe garantizar el Operador en cada una de las sedes a través de su enlace de 
datos ADSL, se puede garantizar que un número determinado de comunicaciones de 
voz funcionen correctamente.  
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Existen mecanismos adicionales para garantizar que las comunicaciones de voz tendrán 
preferencia sobre las de datos y video a través de QoS. Más adelante, se dedican dos 
capítulos a la QoS: uno destinado a su descripción conceptual, y un segundo capítulo 
dedicado a su implementación en el proyecto. 
2.2.3.3 Device Pool 
Es una especie de contenedor de parámetros. De esta forma, todos los teléfonos que se 
desea que empleen parámetros similares son asociados a un Device Pool específico –en 
el proyecto se crea un Device Pool individual para cada una de las sedes.- En la 
ilustración 2.24 se muestran los 7 Device Pools. 
 
Ilustración 2.24 Device Pools del Call Manager 
Algunos de los parámetros que se configuran en un Device Pool son la region, la 
location, el Calling Search Space –se estudian más adelante-, el Media Resource Group 
List –es un grupo de recursos donde se definen una serie de herramientas, como 
conferencias, música en espera, etc.-, el Network Locale - es donde se definen 
parámetros de los tonos y cadencias de los teléfonos- y la hora que emplean todos los 
dispositivos que forman parte del Calling Search Space. En la ilustración 2.25 se 
muestra cómo configurar estos parámetros. 
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Ilustración 2.25 Configuración de un Device Pool 
2.2.3.4 Partitions 
Las partitions incluyen asociaciones lógicas de números de extensiones y de Route 
Patterns –los prefijos para las llamadas salientes- los cuales deberán poder alcanzarse 
desde un teléfono que forme parte de la partition. En el proyecto se crea una partition 
por cada una de las sedes, se muestran en la ilustración 2.26. 
 
Ilustración 2.26 Partitions del Call Manager 
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Si se accede a una partition, sólo se debe configurar el nombre y la hora que emplean 
los dispositivos que forman parte de ella, como puede verse en la ilustración 2.27. 
 
Ilustración 2.27 Configuración de una partition 
Se asocian dispositivos y partitions a la hora de crear un número de extensión para un 
teléfono o una Route Pattern para que los usuarios de una sede empleen un prefijo 
telefónico para poder llamar hacia el exterior, las Route Patterns se analizan más 
adelante. 
2.2.3.5 Calling Search Space 
Se trata de un concepto que implica un área de búsqueda de recursos de llamada. 
Cuando se crea una extensión para ser usada por un teléfono, se ha de indicar a qué 
Calling Search Space –CSS en adelante- pertenece, dentro del CSS se definen qué 
partitions forman parte de éste. Por lo tanto, existe una relación entre el número de 
extensión, el CSS y la partition. Al  asignar un CSS a una extensión, ésta sólo podrá 
alcanzar las extensiones de las partitions incluidas en su CSS. A continuación, en la 
ilustración 2.28 se muestran los distintos CSS que se han definido en cada una de las 
sedes. 
 
Ilustración 2.28 Calling Search Spaces en el Call Manager 
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Dentro de un CSS se selecciona qué partitions van a estar disponibles ordenadas por 
prioridad. Esto se puede ver en la ilustración 2.29. 
 
Ilustración 2.29 Configuración de un Calling Search Space 
Se han definido un amplio número de conceptos que en realidad son parámetros 
configurables en un Call Manager, para ver las relaciones que existen entre todos ellos 
se va a estudiar cómo dar de alta un nuevo teléfono. 
  ver Capítulo 5 Pasos a seguir para dar de alta un nuevo teléfono.  
2.2.4  Codecs G711 y G729 
Para una correcta recepción de una señal de voz, se debe tener en cuenta que la voz 
humana es de naturaleza analógica y que el oído humano capta las frecuencias 
comprendidas aproximadamente entre los 20 Hz y los 20KHz.  
 
Actualmente cada vez se emplean más las tecnologías digitales, por ser éstas más fáciles 
de procesar y por existir un amplio número de técnicas para evitar errores en su 
transmisión. Es decir, se necesita convertir nuestro audio humano analógico en una 
secuencia de bits digitales, para poder ser tratados correctamente por todos los equipos 
que participan en el procesamiento de la voz en el proyecto. En el caso del presente 
proyecto, se trabaja con tecnología VoIP, por lo tanto, se necesita de algún medio para 
convertir el lenguaje oral analógico en un flujo de datos digitales para poder ser 
procesado en los distintos dispositivos digitales: el teléfono, el switch, el router y el Call 
Manager, y por los distintos medios por donde circulen los paquetes: la red Ethernet o 
el propio aire, en el caso de comunicaciones inalámbricas en la red WLAN del cliente.  
 
Esta función la realizan los codecs –del inglés coder-decoder, codificador-
decodificador.- Donde el objetivo es convertir una señal analógica en digital y 
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viceversa. Los codecs más comunes y empleados en este proyecto son el G711 y el 
G729. 
2.2.4.1 Codec G711  
G711 es un codec estándar para la compresión de audio usado principalmente en 
telefonía. Está diseñado para representar señales de audio con frecuencias de voz 
humana, mediante muestras comprimidas en una señal de audio digital con una tasa de 
8000 muestras por segundo. Al emplear 8 bits por cada muestra proporciona un flujo de 
datos de 64 Kbps. Permite la compresión de música o tonos DTMF –Dual Tone 
Multifrequency, multi-frecuencia de doble tono-.  
 
Existen dos algoritmos principales: el µ-law –empleado en Norte América y Japón- y el 
A-law -empleado en Europa y el resto del mundo.- Ambos algoritmos son logarítmicos, 
pero el A-law fue específicamente diseñado para ser implementado en un ordenador. 
2.2.4.2 Codec G729 
El codec G729 es un algoritmo de compresión de datos de audio para voz que por 
defecto, comprime en trozos de 10 milisegundos. No permite compresión de música o 
de tonos DTMF. Se emplea principalmente en aplicaciones VoIP por su bajo ancho de 
banda. El estándar G729 opera con un ancho de banda de 8 Kbps, pero existen versiones 
que emplean 6,4 Kbps y 11,8 Kbps, para peor o mejor calidad en la conversación 
respectivamente. Dentro de este codec existen apéndices para la detección automática 
de la voz, conocidos como VAD –Voice Activity Detection- que hacen uso de un 
esquema de compresión del silencio que a su vez ahorra ancho de banda. 
2.2.5  Micro-switch integrado en los teléfonos Cisco y etiquetado 
802.1Q 
Los teléfonos de sobremesa IP Cisco que se instalan en este proyecto disponen de un 
micro-switch integrado. La intención de este apartado es describir su funcionamiento, 
para lo cual se estudia cómo se comporta. En la ilustración 2.30 se muestra un escenario 
a modo de ejemplo para comprender el funcionamiento del micro-switch integrado. 
 
Ilustración 2.30 Ejemplo de conexión de un PC a través del micro-switch integrado en un teléfono 
Cisco 
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Como se puede ver, se dispone de un switch Cisco un teléfono IP Cisco conectado a su 
puerto Fast Ethernet 1 y detrás del teléfono un PC. Es obvio que se deben separar los 
tráficos de datos y de voz por muchos motivos, los principales son la seguridad y las 
diferencias de requerimientos de calidad. Por ejemplo, las comunicaciones de voz 
requieren un tráfico de paquetes en tiempo real, cualquier retraso en el envío o 
recepción de los paquetes de voz degradará la calidad de la comunicación, provocando 
que los usuarios no puedan entenderse. En cambio, los paquetes de datos no tienen la 
necesidad de tener que ser entregados en tiempo real, por lo tanto, en el tráfico de datos, 
la calidad debe ser distinta a la necesaria en el tráfico de voz. Los requisitos del tráfico 
VoIP en un teléfono son los siguientes: 
 
- Ancho de banda asegurado para garantizar la calidad de la voz 
- Etiquetar los paquetes de voz para habilitar una prioridad sobre el tráfico de 
datos 
- Retraso inferior a 150 ms en la comunicación entre extremos 
 
En este apartado se va a estudiar cómo etiquetar los paquetes de voz diciendo que 
corresponden a la VLAN de voz. Existen mecanismos para priorizar las comunicaciones 
de voz, éstos serán estudiados en los capítulos que describen la teoría e implementación 
de la QoS. Como se puede ver en la ilustración 2.30, el teléfono hace de pasarela entre 
las comunicaciones del PC y del switch Cisco. Para comprender cómo, se debe analizar 
la ilustración 2.31. 
 
Ilustración 2.31 Esquema de un micro-switch integrado en un teléfono Cisco 
Se observa la presencia de un micro-switch de 3 puertos integrado en el propio teléfono, 
las funciones de cada puerto son las siguientes: 
- Puerto 1: Conecta el switch Cisco u otro dispositivo IP con el micro-switch 
integrado en el teléfono. 
- Puerto 2: Enlace que transporta el tráfico entre el teléfono IP y el  micro-switch. 
- Puerto 3: Conecta un PC u otro dispositivo externo al micro-switch. 
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La configuración del puerto Fast Ethernet 1 del switch Cisco es: 
interface FastEthernet1 
  switchport mode access 
  switchport access vlan 1 
  switchport voice vlan 2 
Al analizar la configuración, se observa en primer lugar que se indica que el puerto Fast 
Ethernet 1 del switch Cisco es de acceso, y se habilita para que circule tráfico de datos –
VLAN 1- y de voz –con la VLAN auxiliar 2.- Como existe un cable conectado entre el 
puerto 1 del switch Cisco y el puerto P1 del micro-switch, se habilita este enlace para 
que circule tráfico de ambas VLANs. El switch Cisco informa al micro-switch integrado 
en el teléfono a través del protocolo CDP que el número de VLAN con el cual debe 
etiquetar el tráfico proveniente del teléfono es el 2. A partir de este momento, cuando el 
switch Cisco recibe un paquete de datos etiquetado con la VLAN 1 para el destino PC 1, 
envía el paquete por su puerto Fast Ethernet hacia el puerto P1 del micro-switch 
integrado en el teléfono 1, el micro-switch le retira el etiquetado de VLAN y lo reenvía 
por el puerto P3 hacia PC 1. 
 
En sentido opuesto, cuando PC 1 envía un paquete no lo etiqueta con número de VLAN. 
Éste pasa a través del micro-switch integrado del teléfono y, a continuación, llega al 
switch Cisco, que como sabe que se trata de un paquete de datos le asigna una etiqueta 
para indicar que éste pertenece a la VLAN 1. 
 
En todas las delegaciones del proyecto se va crear una VLAN específica para el tráfico 
de datos y otra para el tráfico de voz. A continuación se estudia el mecanismo que se 
emplea para etiquetar los paquetes e indicar a qué VLAN pertenecen éstos. 
2.2.5.1 Etiquetado de paquetes IEEE 802.1Q 
Se trata de un estándar que se emplea para etiquetar paquetes dentro de una red 
Ethernet.  Se analiza el escenario de la ilustración 2.32 para comprender la necesidad de 
etiquetar los paquetes pertenecientes a distintas VLANs. 
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Ilustración 2.32 Topología de ejemplo para comprender el funcionamiento del etiquetado 802.1Q 
En primer lugar se debe separar el tráfico en dos VLANs: la 1 para datos y la 2 para 
voz. Los puertos de los switches donde se tenga conectado un PC, se configuran en 
modo acceso e indicando que pertenecen a la VLAN 1. Los puertos de los switches 
donde haya conectado un teléfono sin PC detrás, se deben configurar en modo acceso e 
indicando que pertenecen a la VLAN 2. 
 
Los puertos de los switches donde exista un teléfono conectado y detrás de éste un PC, 
se deben configurar con los comandos CLI vistos en el sub-apartado anterior, es decir, 
se debe habilitar el tráfico en modo acceso para ambas VLANs. El puerto Fast Ethernet 
3 del switch 2 de la ilustración 2.32 se configura en modo acceso perteneciendo sólo a la 
VLAN 2, ya que se trata de la conexión contra el Call Manager. 
 
Hasta ahora, sólo se ha analizado cómo configurar en los puertos de los switches 1, 2 y 
3, en función del tipo de dispositivo conectado a los mismos, a qué VLAN pertenecen. 
Se observa en la ilustración 2.32 la presencia de unas conexiones que aparecen 
dibujadas en línea discontinua entre los puertos Fast Ethernet 1 de los switches 1 y 2 y 
entre el Fast Ethernet 2 del switch 2 y el Fast Ethernet 1 del switch 3. Estos enlaces se 
denominan trunks, que significa que son enlaces entre switches por donde circula tráfico 
de dos ó más VLANs, estos enlaces se configuran con los siguientes comandos. 
 
interface FastEthernet1 
  switchport mode trunk 
Ahora que se ha estudiado toda la topología del ejemplo, se comprende que el 
etiquetado 802.1Q no es más que una etiqueta que se añade a cada paquete de tráfico –
en este caso sólo de datos o voz- indicando a qué VLAN pertenece éste. En la 
ilustración 2.33 se muestra la estructura de una trama 802.1Q. 
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Ilustración 2.33 Trama 802.1Q 
802.1Q en realidad no encapsula la trama original sino que añade 4 bytes al encabezado 
Ethernet original. Haciendo que el valor del campo EtherType se cambie a 0x8100 para 
señalar el cambio en el formato de la trama. Por lo tanto, con el cambio del encabezado 
también se cambia la trama, provocando que 802.1Q fuerce a un re-cálculo del campo 
FCS o CRC –campo empleado para verificar la integridad de un paquete de datos.- 
Donde cada uno de los campos incluidos en los 4 nuevos bytes son: 
 
El campo TPID: (Tag Protocol ID, dos bytes), para tramas Ethernet, es siempre el valor 
hexadecimal 8100 (0x8100). 
El campo TCI: (Tag Control Information, dos bytes), a su vez dividido en: 
Priority User: (3 bits) se refiere a la prioridad de la trama en función de la QoS. 
Canonical Format Indicador: (CFI, un bit), el cual, cuando está en 0 indica que 
el dispositivo debe leer la información de la trama en forma canónica (de 
derecha a izquierda). La razón de este bit es que 802.1Q puede utilizar tramas 
Token Ring o Ethernet. Un dispositivo Ethernet siempre lee de forma canónica, 
pero los de Token Ring no. Por este motivo so para una trama Ethernet el valor 
siempre es 0. 
VLAN ID: (12 Bits) permite identificar hasta un número de 4096 VLANs. 
2.2.6  Configuración de servicios en un Call Manager 
El Call Manager es el dispositivo central que gestiona toda la red de voz del cliente. Por 
lo tanto, hay que tener siempre presente que el Call Manager actúa como un servidor, 
mientras todos los teléfonos actúan como usuarios. Esto provoca que en el Call 
Manager se configuren todos los servicios que el resto de teléfonos emplean. Estos 
servicios incluyen desde los recursos hardware y software para el establecimiento de 
una comunicación, pasando por la presentación de las pantallas y configuración de las 
distintas teclas de cada uno de los teléfonos, hasta la implementación de servicios de 
agenda colectiva.  
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2.2.6.1 El Call Manager frente a la PBX tradicional 
Un concepto importante a tener en cuenta cuando se emplea un Call Manager es que se 
trata de un servidor de Comunicaciones Unificadas, y por lo tanto, los distintos 
dispositivos conectados a él actúan como clientes – en el caso del proyecto, los 
terminales telefónicos.- La diferencia más importante entre un Call Manager y una PBX 
tradicional –Private Branch Exchange, traducida al castellano como centralita-, es que 
el primero se trata de un servidor de servicios de datos, video y voz y la segunda sólo es 
una central de conmutación privada de voz propietaria del cliente. 
 
Otro dato a tener en cuenta, es que la PBX tradicional, tiene que estar en las 
dependencias del cliente, debido a que por un lado se conectan los enlaces telefónicos 
suministrados por el Operador y por otro los distintos terminales telefónicos del cliente. 
Por consiguiente, la PBX lo que hace es conmutar, entre circuitos y extensiones o entre 
distintas extensiones internas. Por lo tanto, a nivel lógico interno, la PBX trabaja a nivel 
de conmutación de circuitos –se emplea el término a nivel lógico, porque en realidad se 
utilizan recursos de hardware internos para realizar estas funciones-. 
 
Conceptualmente, el Call Manager suministra servicios a una amplia gama de 
dispositivos: teléfonos IP de sobremesa, teléfonos WLAN, webcams, aparatos de 
videoconferencia, servidores FTP y TFTP, servidores de correo, gestores SNMP, 
también realiza funciones de servidor http, https y java, servicios IVR –Interactive 
Voice Response, reconocimiento de voz-, mensajería de voz, operadora automática, etc. 
El Call Manager también interactúa con distintos equipos de red como APs, routers y 
switches. Además, todas estas tareas las puede realizar sin la necesidad de que el Call 
Manager esté ubicado en casa del cliente, para más seguridad puede estar en un CPD y 
ofrecer todos sus servicios de forma remota. 
 
Para hacerse una idea de cómo actúa el Call Manager realizando tareas de servidor de 
servicios, a continuación se explica la implementación de una agenda colectiva que 
comparten todos los usuarios clientes del proyecto. A través de esta agenda, se accede a 
la base de datos telefónicos de clientes, empleados, proveedores y servicios. 
 
  ver Capítulo 5 Implementación de una agenda colectiva 
2.2.7 SRST 
La capacidad de emplear un procesamiento centralizado de llamadas en las sedes 
remotas depende de la disponibilidad del Call Manager en la sede principal. Es 
conveniente disponer de algún procedimiento de respaldo en caso de caída de la gestión 
centralizada. Cisco ofrece la tecnología propietaria SRST –Survivable Remote Site 
Telephony, supervivencia de telefonía en sede remota- como solución a este problema. 
En la ilustración 2.34 se muestran los equipos que intervienen en el escenario SRST. 
PFC Diseño de una red de comunicaciones 51 
 
 
Ilustración 2.34 Escenario SRST y dispositivos que forman parte de él 
Como se puede ver, en la sede central de Barcelona está ubicado el Call Manager que 
ofrece la gestión centralizada de todo el sistema de voz.  En la propia sede se dispone de 
un gateway con servicio SRST para que en caso de caída del Call Manager, éste pueda 
gestionar los teléfonos de la propia sede. En el caso de la sede remota de Valencia, 
también se dispone de un gateway con SRST, en caso de caída de las comunicaciones 
desde éste hacia el Call Manager, el propio gateway asume el control y gestión de los 
teléfonos de la sede remota. Si se analiza el comportamiento, todos los teléfonos IP de 
ambas sedes están registrados, enviando y recibiendo mensajes de señalización con el 
Call Manager. A continuación, en la ilustración 2.35 se muestra la topología cuando se 
produce una caída del enlace WAN. 
 
Ilustración 2.35 Caída del enlace WAN entre las delegaciones de Barcelona y Valencia 
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Como se puede ver, en caso de caída del enlace WAN, los teléfonos de la sede de 
Valencia pierden el contacto con el Call Manager, a continuación, mediante el protocolo 
SRST los teléfonos se registran automáticamente con su gateway. Cuando el gateway 
detecta que se han registrado nuevos teléfonos, pregunta a éstos cuál es su 
configuración, y después se auto-configura a sí mismo. A partir de este momento, el 
gateway de Valencia emplea el protocolo SRST para configurar el procesamiento de 
llamadas de los nuevos teléfonos registrados. Una vez auto-configurado el gateway, si 
un teléfono de Valencia llama a uno de Barcelona, la llamada es enviada por la red 
pública conmutada y recibida en el teléfono llamado. Esto se puede ver en la ilustración 
2.36. 
 
Ilustración 2.36 Llamada entre un teléfono de Barcelona y uno de Valencia con enlace WAN caído 
Mientras el corte en las comunicaciones WAN perdure, el gateway de Valencia gestiona 
a sus propios teléfonos, y en éstos se muestra un mensaje informativo comunicando a 
los usuarios que están funcionando en modo SRST. Este mensaje es configurable y se 
puede modificar a voluntad. Mientras tanto, los teléfonos de la sede de Valencia siguen 
enviando mensajes con destino al Call Manager de Barcelona para intentar restablecer 
las comunicaciones con éste. A continuación, en la ilustración 2.37 se muestra otro 
escenario posible en el cual los gateways de Barcelona y Valencia trabajan en modo 
SRST por una caída del Call Manager. 
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Ilustración 2.37 Gateways de Barcelona y Valencia funcionando en modo SRST 
En este escenario, los teléfonos de las sedes de Barcelona y Valencia se auto-registran 
en su correspondiente gateway, siendo éstos quienes procesan todas las llamadas hasta 
que el Call Manager vuelva a estar operativo. Los teléfonos cuando trabajan en modo 
SRST, periódicamente envían una petición de registro al Call Manager, cuando éstos 
detectan que el Call Manager está disponible, se van registrando contra él para recuperar 
su configuración inicial, en ese preciso instante, el mensaje informativo de 
funcionamiento SRST desaparece de sus pantallas, indicando a los teléfonos que 
vuelven a estar registrados en el Call Manager. 
 ver Capítulo 5 Configuración SRST 
2.3 Seguridad en la red 
2.3.1 Seguridad en una red WLAN 
Toda red WLAN emplea un SSID – Service Set IDentifier, identificador de conjunto de 
servicio- compartido, que se trata de una cadena alfanumérica compuesta por entre dos 
y 32 caracteres de longitud. Este SSID lo comparten los elementos que dan acceso a la 
red –los APs- junto a todos los dispositivos que acceden a ella. 
 
Existen mecanismos de seguridad rudimentarios y poco prácticos como ocultar el SSID 
para que los elementos que dan acceso a la red no difundan la cadena alfanumérica, pero 
cualquier software que monitorice el espectro de una red WLAN, tras analizar los 
paquetes y puede obtener el SSID fácilmente. En la ilustración 2.38, se muestra cómo 
un software de uso común es capaz de leer los SSIDs de todas las redes que están al 
alcance, incluidos los ocultos. 
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Ilustración 2.38 Herramienta para localizar los SSIDs de redes WLAN 
Otro elemento de seguridad adicional es restringir el acceso a una WLAN sólo a 
determinadas direcciones MAC. También es un método de seguridad poco seguro, ya 
que si se monitoriza la red se pueden leer MACs de usuarios autorizados y a través de 
un software específico simular que un intruso es poseedor de un equipo con una MAC 
autorizada por el sistema, para a continuación tener acceso libre a la red. Los elementos 
que se emplean para proteger una red WLAN hacen uso de la criptografía. Actualmente 
existen 3 estándares en el mercado: WEP, WPA y WPA2, a continuación se describen: 
 
WEP: Wired Equivalent Privacy -privacidad equivalente al cable- hace uso de claves 
estáticas, lo cual implica que con un analizador de red se pueden capturar y leer 
paquetes y con unos cuantos paquetes averiguar la clave. Además, como WEP emplea 
una clave estática, cuando se realiza un cambio de ésta, es necesario modificar la 
configuración en cada uno de los dispositivos inalámbricos clientes. 
 
WPA: WiFi Protected Access -acceso protegido a WiFi- ofrece una cifrado mejorada, si 
se desea dispone también de elementos de autenticación. 
 
WPA2: es la evolución de WPA. Actualmente es el método más seguro debido al tipo 
de cifrado que emplea y al uso de claves dinámicas. 
 
Teniendo en cuenta la topología de la red que se implantará y la variedad de 
dispositivos inalámbricos que se emplean, se ha decidido hacer uso de la cifrado WPA 
en la red WLAN del proyecto porque ofrece el suficiente nivel de cifrado y 
compatibilidad con todos los dispositivos clientes empleados. Existen elementos 
adicionales de autenticación a través de servidores y protocolos RADIUS y TACACS  
que no se emplean en este proyecto porque se consideran innecesarios y no están 
contemplados en el presupuesto. 
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2.3.1.1 PSK 
PSK –Pre-Shared Key, clave pre-compartida- es una clave que se emplea en varios 
esquemas de cifrado, en la cual, los extremos opuestos de una conexión deben compartir 
el conocimiento de una clave secreta que se utiliza para cifrar y descifrar los datos.  
 
Es conveniente que ambas partes empleen algún canal seguro para comunicarse la 
clave. Ésta puede ser una cadena de caracteres alfanuméricos elegidos aleatoriamente, 
lo cual provoca que sea mucho más difícil de hallar. Las claves PSK son empleadas en 
redes WLAN con encriptaciones WEP y WPA, donde los APs y todos los dispositivos 
cliente comparten la misma clave. 
2.3.2 Introducción a la seguridad en dispositivos SonicWall 
A continuación se define el tipo de tecnología que se implantará para poder realizar 
conexiones remotas seguras y una serie de amenazas potenciales que se pretenden evitar 
haciendo uso de la tecnología de seguridad ofrecida por los dispositivos SonicWall. 
2.3.2.1 SSL VPN 
Secure Sockets Layer Virtual Private Network es un tipo de VPN -red privada virtual- 
que emplea la tecnología SSL y que es accesible desde cualquier navegador web a 
través del protocolo https. Es una evolución de la tecnología IPSec, ésta estaba 
orientada al dispositivo y requería una instalación de un software que ocupaba varios 
Megabytes, lo cual complicaba la instalación en dispositivos con pocos recursos como 
PDAs. También empleaba certificados públicos que no hacían fácil su uso en los 
clientes, además  existían problemas con determinados tipos de firewalls en su 
implementación. IPSec funciona en la capa de red, la tecnología SSL funciona entre las 
capas de transporte y de aplicación, lo cual provoca que se trate de una tecnología más 
flexible. 
 
  ver concepto Aproximación a las tecnologías GRE e IPSec 
 
SSL VPN permite a un usuario remoto establecer una conexión de acceso segura desde 
un navegador hacia la intranet de una empresa. Gracias a esta tecnología, los usuarios 
corporativos pueden acceder desde el exterior a los recursos internos de la empresa, así 
pueden compartir contenidos desde su propio equipo de forma segura. Virtualmente es 
como si estuvieran físicamente dentro de la propia LAN de la empresa. 
 
El principal beneficio de esta tecnología es que está basada en el usuario y no en el 
dispositivo –como lo está IPSec-, por lo tanto, desde un navegador de cualquier equipo 
se puede acceder remotamente a una página web corporativa, identificarse con un 
usuario y una contraseña, descargar un cliente liviano que se instala en el propio 
dispositivo y a partir de ese momento, el usuario remoto pasa a formar parte de la propia 
intranet de la empresa cifrando las comunicaciones hacia ésta. En la ilustración 2.39 se 
muestra una topología donde un usuario remoto desea acceder a la red corporativa de la 
empresa desde el exterior. 
PFC Diseño de una red de comunicaciones 56 
 
 
Ilustración 2.39 Acceso remoto SSL VPN a la red corporativa de la empresa 
Como se puede comprobar, el usuario remoto accede mediante el protocolo https a la 
página web destinada a establecer las conexiones remotas seguras. Una vez establecida 
la conexión inicial, es el propio dispositivo SonicWall encargado de establecer los 
túneles IPSec quien envía al cliente remoto el software necesario para que éste se pueda 
autenticar, acreditando y demostrando que es un usuario autorizado y que forma parte 
de la empresa. 
2.3.3 Malware 
Término que viene del inglés malicious software, también denominado badware, virus 
informático y software malicioso o malintencionado. Algunos de los términos que 
forman parte de éste son los siguientes: 
 
Adware: Software que provoca que cuando se hace uso de un programa en el ordenador 
aparezca publicidad, por ejemplo: una barra de herramientas en el navegador después de 
descargar una aplicación de la red o un software shareware donde se muestran anuncios 
publicitarios sin nuestro consentimiento. 
 
Backdoor –puerta trasera-: Al instalar un software o ejecutar un código se abre un 
puerto lógico en el sistema operativo que permite a un atacante acceder por él, evitando 
los procedimientos normales de autenticación. 
 
Spam: Correo electrónico no deseado, habitualmente con propaganda publicitaria. 
También se denomina correo basura. 
 
Spyware: Software instalado en un ordenador que recopila información y 
posteriormente la envía por Internet al creador del mismo o a un posible atacante. A 
menudo es el propio usuario el responsable de su instalación, al descargar programas 
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gratuitos de terceros que tras confusas autorizaciones acaba instalando, por lo que el 
usuario rara vez es consciente de ello. 
 
Troyano: Software que bajo una apariencia inofensiva se ejecuta de manera oculta en el 
sistema y permite el acceso remoto de un usuario no autorizado. Habitualmente no 
propaga la infección a otros sistemas por sí mismo y suele necesitar recibir 
instrucciones de un atacante para realizar su propósito. 
 
Ventana emergente: También conocida como pop-up, son ventanas que se abren al 
navegar y muestran publicidad o información molesta y en ocasiones difícil de eliminar. 
Suelen estar generadas por JavaScripts, pero también se pueden realizar por otros 
medios. 
 
Worm –gusano-: Éste puede modificar el sistema operativo con el objetivo de auto-
ejecutarse como proceso de inicialización del sistema. Suele explotar vulnerabilidades 
del sistema operativo o emplea técnicas de ingeniería social para su transmisión.  
2.3.4  Soluciones ofrecidas por SonicWall para evitar el malware 
En el proyecto se emplean dos dispositivos SonicWall para evitar todo ataque malware. 
En la sede de Barcelona se emplea el modelo NS 2400 y en el resto de sedes el TZ 170. 
La descripción que en adelante se realiza, es relativa a ambos modelos. 
2.3.4.1 Introducción 
Las soluciones SonicWall Anti-Virus y Anti-Spyware entregan tan pronto como están 
disponibles y de forma automática e inmediata soluciones de seguridad actualizadas al 
dispositivo final –el equipo del usuario cliente-, por lo que protegen de las amenazas en 
continua evolución. Se dispone de dos herramientas integradas en los dispositivos 
SonicWall para cumplir con este objetivo: 
2.3.4.2 SonicWall Enforced Client Anti-Virus & Anti-Spyware 
Esta herramienta activa automáticamente las directivas de antivirus y antispyware en 
cada dispositivo final de usuario, por lo tanto, reduce la carga de trabajo de los 
Administradores de Sistemas al ser necesario configurar las directivas sólo en el 
dispositivo SonicWall y, a continuación, replica éste automática e inmediatamente las 
directivas de seguridad en el resto de equipos de la red. 
2.3.4.3 SonicWall Client/Server Anti-Virus Suite 
Esta herramienta combina la anterior con el software antivirus desarrollado por McAfee 
para la protección de servidores Windows VirusScan Enterprise y GroupShield para 
servidores Exchange. También proporciona protección para los servidores de archivos e 
impresoras. 
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Ilustración 2.40 Software de McAfee instalado en los dispositivos SonicWall 
Se deben proteger los servidores porque si uno de ellos se infecta puede llegar a infectar 
a multitud de usuarios finales. Los equipos SonicWall trabajan a dos niveles: a nivel 
perimetral y a nivel de punto final. 
2.3.4.4 Nivel perimetral 
En los firewalls y en las reglas de navegación se define adónde se puede navegar y qué 
tráfico de entrada y salida está permitido en la red. Se pueden crear potentes reglas para 
que determinadas direcciones IP tengan ciertos privilegios y otras no. También se 
dispone de listas blancas y negras donde se especifica a qué webs se puede navegar 
filtrando por la propia dirección o por el contenido de ésta. Todo esto se define en los 
propios dispositivos SonicWall. Respecto al malware, todo el tráfico entrante es 
analizado en tiempo real gracias a los potentes procesadores y softwares específicos 
implementados en los equipos. 
2.3.4.5 Nivel de punto final 
Los Administradores de Sistemas pueden esforzarse en tener todos los equipos de 
usuarios con las últimas actualizaciones de seguridad, pero en redes grandes y donde 
periódicamente acceden usuarios externos –clientes, colaboradores, desarrolladores, 
etc.- resulta prácticamente imposible garantizar la seguridad en toda la red. Para estos 
casos, SonicWall dispone de la herramienta denominada Endpoint Security, gracias a 
ella, el dispositivo de seguridad SonicWall verifica automáticamente que todos los 
cliente ejecutan un software antivirus de SonicWall con la actualización más reciente de 
firmas de virus y spyware. 
 
En el caso que algún cliente no cumpla este requisito, se bloquea su acceso a Internet y 
se re-direcciona el dispositivo del cliente hacia el SonicWall para que automáticamente 
pueda descargar la última actualización de seguridad, una vez hecho y vuelto a verificar 
que cumple las directivas antivirus, autoriza al equipo cliente para navegar. Como se 
puede ver en la ilustración 2.41, cuando un equipo no cumple con la directiva de 
seguridad, es bloqueado hasta que desde el dispositivo SonicWall son descargadas las 
actualizaciones que hacen cumplir con la misma. 
PFC Diseño de una red de comunicaciones 59 
 
 
Ilustración 2.41 Comportamiento cuando un equipo final no dispone de la última actualización 
Además de ofrecer una avanzada protección antivirus, el dispositivo SonicWall escanea 
y bloquea la instalación de programas spyware antes de que puedan provocar daños, 
evitando que se puedan transmitir datos confidenciales sin la autorización del usuario y 
proporcionando un único punto de gestión para la implementación del antivirus, el 
antispyware, el cortafuegos del equipo de sobremesa y la protección del explorador. Tan 
pronto como aparece una nueva actualización, el dispositivo SonicWall la descarga 
automáticamente y la aplica a todos los usuarios finales, de esta forma se evitan 
“huecos” en la seguridad y se reduce notablemente el trabajo de los Administradores. 
2.3.4.6 Protección del tráfico saliente 
SonicWall ofrece protección frente a filtraciones salientes bloqueando las transmisiones 
no autorizadas y la comunicación de datos confidenciales. El corta-fuegos centralizado 
de los equipos de sobremesa protege a los dispositivos frente a intrusiones no 
autorizadas y transmisiones hacia o desde puntos finales. En la ilustración 2.42 se 
muestra un esquema con las distintas soluciones de seguridad implementadas por un 
equipo SonicWall, a modo de resumen de las funcionalidades antes descritas. 
 
Ilustración 2.42 Funcionalidades de seguridad ofrecidas por un dispositivo SonicWall 
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Como se puede ver, existen diferentes funcionalidades en base al dispositivo final a 
proteger, pero todas están centralizadas en el dispositivo SonicWall, quien además 
gestiona el corta-fuegos a nivel de tráfico entrante y saliente ofreciendo la seguridad 
perimetral de la red del cliente. 
2.3.4.7 Informes 
Se dispone de una herramienta específica para la elaboración de informes. Éstos ofrecen 
información exhaustiva y fácil de comprender, donde aparecen datos históricos y en 
tiempo real sobre la red, sobre los usuarios finales y también de todo el entorno de 
seguridad. Los informes se pueden programar previamente o consultar en tiempo real en 
el interfaz web del dispositivo SonicWall. A través de los informes se analiza el 
cumplimiento de las directivas internas y las reglamentaciones externas. Como se 
muestra en la ilustración 2.43, en los informes se puede seleccionar un amplio espectro 
de datos a presentar. 
  ver Capítulo 5 Características de los dispositivos SonicWall 
 
Ilustración 2.43 Informe en tiempo real con las últimas amenazas detectadas por el NSA 2400 
2.4 QoS 
Debido a que las aplicaciones de usuario continuamente están creciendo y haciendo un 
uso cada vez más elevado de la red, es necesario aplicar algún mecanismo de control de 
la calidad de las comunicaciones en cada una de las aplicaciones de la red. Existen 
distintos mecanismos de control. En primer lugar, se debe definir algún tipo de criterio 
para especificar cada aplicación qué tipo de tráfico procesa.  
 
Una vez realizado, a continuación, se debe definir un ancho de banda reservado para 
cada tráfico, así como asignar arbitrariamente distintos tipos de prioridad. Esto último 
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garantiza que las aplicaciones en tiempo real –como en el caso del presente proyecto, la 
voz- no sufra latencias que provoquen una mala calidad del servicio. A continuación, se 
realiza una aproximación a las necesidades de ésta tecnología, para más adelante 
realizar un estudio “a fondo” de la misma. 
2.4.1 Definición de QoS 
QoS es la herramienta de la cual se dispone en una red para proveer una calidad de 
servicio mejorada a un determinado grupo de usuarios y aplicaciones, en detrimento de 
otros. La QoS ofrecida por los dispositivos Cisco, permite controlar y predecir una 
amplia variedad de aplicaciones y de tipos de tráfico de red, de esta forma, se puede 
personalizar una red con las necesidades específicas de una empresa o proyecto. El 
objetivo final de QoS es proveer un mejor y más predecible servicio en la red, 
dedicando un ancho de banda y garantizando un jitter y una latencia controlada. 
 
QoS consigue cumplir estos objetivos haciendo uso de un elevado número de 
herramientas para administrar las congestiones en la red, dividir el tráfico, hacer un uso 
más eficiente del ancho de banda contratado con los Operadores y definir una serie de 
políticas por cada tipo de tráfico a lo largo de todos los equipos que participan en la 
comunicación. A continuación se definen algunos términos que han aparecido: 
 
- Ancho de banda: número de bits por segundo que puede gestionar un acceso o 
enlace. 
- Jitter: Diferencia de tiempo empleada en la llegada de dos paquetes de 
información consecutivos provenientes de un mismo origen y entregados en un 
mismo destino. 
- Latencia: Tiempo comprendido entre una comunicación de extremo a extremo. 
Existen 3 pasos básicos previos antes de configurar la QoS en una red, estos pasos son 
parte de la auditoría de la red, son los siguientes: 
 
- Identificar los tipos de tráfico y sus requerimientos específicos. Por ejemplo: 
tráfico de datos y de voz. 
- Agrupar el tráfico en clases con requerimientos QoS similares. Como podría ser: 
al tráfico de voz se le asigna en la clase voz y el tráfico de datos se divide en 3 
distintas clases en función de las aplicaciones, los protocolos y puertos. En este 
último caso; se asigna la clase de aplicaciones críticas, la clase de tráfico 
interactivo y una última para el tráfico Best-Effort. 
- Definir las políticas QoS para cada una de las clases: para voz; máxima prioridad 
y latencia controlada, para aplicaciones de datos críticas; segunda mayor 
prioridad y ancho de banda garantizado, para tráfico interactivo; tercera mayor 
prioridad y latencia controlada, para Best-Effort; se asigna el ancho de banda 
libre no empleado por las clases anteriores. 
Es muy importante definir qué significa una política o tráfico Best-Effort. Éste, como su 
propio nombre indica, hará lo que pueda, esto quiere decir que no tiene ningún tipo de 
prioridad –en realidad sí tiene un tipo: la última-, tampoco tiene ningún ancho de banda 
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reservado y por supuesto, tampoco ninguna latencia controlada. Es un tipo de tráfico 
que se envía cuando se puede, si es que hay ancho de banda disponible, en caso 
contrario, queda almacenado en colas de espera de los interfaces de los distintos 
dispositivos de red o es directamente eliminado para no saturar las colas. 
2.4.2 Requerimientos de la VoIP 
Los requerimientos básicos e imprescindibles para que una comunicación VoIP entre 
dos extremos cumpla con un mínimo de calidad son los siguientes: 
 
- Latencia ≤ 150 ms 
- Jitter ≤ 30 ms 
- Pérdida de paquetes ≤ 1% 
- Entre 17 y 106 Kbps de ancho de banda garantizado y priorizado por 
comunicación –en función del codec- 
- 150 bps –más la cabecera de capa 2- de ancho de banda garantizado para el 
protocolo de control de voz por comunicación. 
 ver Codecs G711 y G729 
 
El tráfico de voz es muy exigente con los requisitos a cumplir. Habitualmente genera 
una demanda continua de ancho de banda y sin picos de tráfico, por lo tanto, tiene un 
mínimo impacto sobre otros tipos de tráfico de datos. Además, los paquetes de voz son 
normalmente pequeños –entre 60 y 120 bytes- y no toleran retrasos o pérdidas. El 
resultado de retrasos y pérdidas es que la calidad de la voz resulta inaceptable.  
 
Las comunicaciones VoIP hacen uso del protocolo de capa 4 UDP porque las 
retransmisiones del protocolo TCP añaden una gran latencia y, por consiguiente, no 
permiten cumplir con los objetivos marcados. Las comunicaciones de voz no pueden 
tolerar más de 150 ms de latencia y han de garantizar como máximo la pérdida del 1% 
de los paquetes. 
 
Una llamada de voz típica requiere entre 17 y 106 Kbps de ancho de banda garantizado, 
además de otro pequeño ancho de banda -150 bps más la cabecera de capa 2- para el 
protocolo de control de la llamada. Multiplicando éste requerimiento de ancho de banda, 
por el máximo número de llamadas simultáneas esperadas en el período de tiempo más 
ocupado, se obtiene como resultado, el ancho de banda máximo requerido para el tráfico 
de voz. A continuación, se muestra cómo calcular el ancho de banda empleado por una 
comunicación que hace uso del codec G711. 
G711 = 160 bytes de tamaño de contenido de voz por muestra 
Tamaño del paquete = contenido de voz + cabeceras IP / UDP / RTP 
   = 160 bytes + 20 bytes + 8 bytes + 12 bytes 
   = 200 bytes 
Velocidad de muestreo= 20 ms por muestra x 50 muestras por segundo 
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Ancho de banda (bytes / segundo) sin cabecera de capa 2 
= 200 bytes / paquete x 50 paquetes / segundo 
= 10000 bytes / segundo 
Ancho de banda (bps) sin cabecera de capa 2 
= 10000 bytes / segundo * 8 bits / byte 
= 80000 bits / segundo (80 Kbps) 
Ancho de banda (bits / segundo) con cabecera de capa 2 
= 80 Kbps + cabecera de capa 2 (bps)  
2.4.3 Identificando modelos para implementar QoS 
Existen 3 modelos para implementar QoS en una red, son los siguientes 
- Best-Effort: no se reserva ancho de banda, no existen prioridades y no se puede 
garantizar, ni la latencia, ni la entrega de los paquetes. Se emplea cuando no 
importa cuándo y cómo deben llegar éstos. Es el modelo actualmente 
predominante en Internet. 
- IntServ –Integrated Services-: Se emplea como suplemento del anterior para 
poder garantizar cierto ancho de banda y latencia para aplicaciones específicas. 
Este modelo espera que sean las aplicaciones quienes indiquen qué necesidades 
tienen. Con su uso, la entrega de paquetes está garantizada, sin embargo, se 
limita mucho la escalabilidad futura de la red. 
- DiffServ –Diferenciated Services-: Este modelo es capaz de reconocer los 
paquetes sin que sea necesario que las aplicaciones los señalicen. Es un modelo 
que permite una gran escalabilidad. 
En este proyecto se va a hacer uso del modelo DiffServ, más adelante se explican los 
distintos bloques que forman este modelo. Las principales características son las 
siguientes. 
- El tráfico de red es identificado por clases 
- Las políticas QoS de la red aseguran el tratamiento diferenciado de las distintas 
clases de tráfico 
- Se elige un nivel de servicio por cada clase de tráfico –ancho de banda y 
prioridad específica- 
2.4.3.1 Modelo DiffServ 
El modelo DiffServ se emplea para implementar QoS en la red. Con él, la red intenta 
ofrecer un servicio personalizado que es señalizado en cada uno de los paquetes. Esta 
especificación de servicio en cada uno de los paquetes, puede ser informada a la red de 
distintas formas, por ejemplo, haciendo uso de los bits DSCP –Differenciated Services 
Code Point- en los paquetes IP o empleando las direcciones de origen o destino del 
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mismo. La red hace uso de la 
clasificar, definir y asignar distintas políticas de tráfico
paquetes sean correctamente tratados.
2.4.3.2 Bytes DiffServ y ToS
A continuación, en la ilustración 
un paquete IP versión 4. 
Ilustración 2
Existen 3 RFCs –Request For Comments
Service- en una cabecera IPv4.
Precedence. En la ilustración 
Ilustración 2.45 Definición de los bits IPv4 
Como se puede ver, existen 3 bits de precedencia, lo que deriva en 8 niveles. 
cuanto mayor es éste número más preferencia se tiene.
emplean para indicar lo siguie
 
- D: Delay (mínimo retardo)
- T: Throughput (máximo rendimiento) 
- R: Reliability (máxima fiabilidad) 
- C: Cost (mínimo costo)
- X: bit reservado  
El RFC 2474 sustituye el byte 
exactamente la misma. A continuación
 
QoS especificada en cada uno de los paquetes para 
, las cuales, garantiza
 
 
2.44 se muestra dónde están ubicados los bits 
.44 Localización del byte ToS en una cabecera IPv4
- que definen los bytes DiffServ
 RFC 791 y 1812 definen lo que se denomina IPv4 
2.45 se muestran estos bits. 
IP Precedence en el byte 
 D, T, R, C, X son bits que se 
nte: 
 
 
 
 
ToS por el DiffServ. La ubicación en la cabecera IPv4 es 
, en la ilustración 2.46 se muestra este byte.
64 
n que los 
ToS en 
 
 
 y ToS –Type of 
IP 
 
ToS 
Donde 
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Ilustración 2.46
Los bits empleados en este byte 
Ilustración 
El uso que se hace de los distintos bits se muestra a continuación.
- DSCP: Differentiated Services Code Point
debe recibir este paquete en los dispositivos de red.
- CU: Currently Unused
control de la congestión (ECN, RFC 3168) 
Por consiguiente, al estar el byte 
cabecera IPv4, se dispone de ciertas compatibilidades, lo cual resulta útil al tener que 
escalar una red.  En la ilustración 
bytes. 
Ilustración 2
 
 Localización del byte DiffServ en una cabecera IPv4
se muestran en la ilustración 2.47. 
 
2.47 Definición de los bits DiffServ 
 
. 6 bits que indican el tratamiento que 
 
 (reservado). Este campo se utiliza actualmente para el 
 
ToS y el DiffServ ubicados en el mismo campo de una 
2.48, se muestran las compatibilidades entre ambos 
.48 Compatibilidad entre los bytes ToS y DiffServ 
65 
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2.4.3.3 DSCP 
Al hacer uso de los 6 bits de DSCP se obtiene un número de 64 combinaciones. Son los 
que se muestran en la ilustración 2.49. 
 
Ilustración 2.49 Valores del campo DSCP 
Como se puede ver, cada valor DSCP define un comportamiento. Se observa la 
presencia de valores reservados, de precedencias y de algunos valores AF y EF. Se ha 
indicado anteriormente, existe una equivalencia entre los 3 bits de precedencia del byte 
ToS y algunos valores DSCP, por este motivo, siempre que en los 3 bits menos 
significativos de los 6 bits DSCP aparezca el valor 000, se tendrá un valor compatible 
con ToS. Es por esto, por lo que se tendrán valores de precedencia comprendidos entre 0 
–Best-Effort, el más bajo- y 7 -reservado para protocolos de control y encaminamiento, 
el más alto-.   
 
La clase EF –Expedited Forwarding- está reservada para asegurar el mínimo tiempo de 
procesamiento de paquetes, y por lo tanto, la latencia más baja posible. También 
asegura el ancho de banda necesario, como se estudiará más adelante, se emplea para 
comunicaciones VoIP. Las distintas clases AF –Assured Forwarding-, se emplean para 
dedicar distintos anchos de banda y definir distintas probabilidades de pérdida de 
paquetes. En la siguiente tabla se resumen las 3 clases. 
Clase Características 
 
Equivalencia 
en ATM 
Expedited 
Forwarding 
 
Es el que da más garantías. Equivale a una línea 
dedicada. Lo garantiza todo: caudal, tasa de pérdidas, 
retardo y jitter  
CBR 
VBR-rt 
 
Assured 
Forwarding 
 
Asegura un trato preferente, pero sin fijar garantías (no 
hay SLA). Se definen cuatro clases y en cada una tres 
niveles de descarte de paquetes 
VBR-nrt 
 
Best-Effort 
 
Ninguna garantía, obtiene sólo lo no usado por los otros 
servicios  
UBR 
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Es muy importante definir qué es un SLA 
de servicio que se asegura a un determinado tipo de aplicación, dispositivo o tráfico.
única forma de ofrecer un SLA es implementar una 
tabla se muestra el significado de las distintas clases DHCP.
Rango 
(decimal) 
Valor 
(binario)
56-63 111XXX
48-55 110XXX
40-47 101XX
32-39 100XX
24-31 011XXX
16-23 010XX
8-15 001XX
0-7 000XX
En la ilustración 2.50 se observa cómo interpretar el valor de las 4 clases 
Forwarding. 
Ilustración 
Al analizar la tabla, se observa que para cada 
probabilidad de descarte, es decir, de eliminación del paquete.
ahora, se hará uso de los 6 bits DSCP de la cabecera IPv4 para marcar cada paquete 
un determinado número que especificará la prioridad del paquete y las posibilidades de 
que éste llegue hasta su destino
 
–Service Leavel Agreement-, éste es un nivel 
QoS correctamente.
 
 
Significado 
 Control de la red 
 Control de la red 
X Expedited Forwarding 
X Assured Forwarding clase 4 
 Assured Forwarding clase 3 
X Assured Forwarding clase 2 
X Assured Forwarding clase 1 
X Best-Effort (por defecto) 
2.50 Análisis de las clases Assured Forwarding 
una de las 4 clases existen 3 tipos de 
 Como se ha visto hasta 
 –a través de la probabilidad de descarte
67 
 La 
 En la siguiente 
Equivalente 
precedencia 
7 
6 
5 
4 
3 
2 
1 
0 
Assured 
 
con 
-. Para 
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comprender cómo marcar correctamente los distintos paquetes y en qué punto, es 
necesario conocer cómo se comporta la QoS en la vida de un paquete. 
2.4.4 Comprensión de la QoS en la vida de un paquete 
Aquí se va a definir el comportamiento de la QoS en la vida de dos paquetes que viajan 
desde su origen hasta su destino. Estos dos paquetes van a tener distintas prioridades: el 
primero va a ser un paquete VoIP con una elevada prioridad y con un ancho de banda y 
latencia garantizado, el segundo, va a ser un paquete FTP con una prioridad muy baja, y 
sin ancho de banda y latencia predefinidos, que se va a tratar con una política Best-
Effort. En la ilustración 2.51 se muestra la topología de red que se va a emplear en este 
ejemplo. 
 
Ilustración 2.51 Topología de extremo a extremo de un paquete VoIP y de un paquete FTP 
En el ejemplo que se va a analizar y mostrado en la ilustración 2.51, se observa un 
paquete VoIP con alta prioridad que va a recibir un tratamiento preferencial mientras se 
mueve por toda la red. El paquete FTP va a recibir un tratamiento sin preferencias de 
ningún tipo, ya que se le va a aplicar una política Best-Effort desde el origen hasta el 
destino. Se asume que la red WAN del Operador respeta los bits DSCP marcados en los 
distintos paquetes. 
 
Es importante resaltar que se trata de un ejemplo para comprender el funcionamiento de 
extremo a extremo de la QoS, en todas las redes WAN los Operadores no tienen porqué 
respetar las marcaciones DSCP hechas por el cliente. 
 
2.4.4.1 Vida del paquete VoIP de extremo a extremo 
En la ilustración 2.52 se muestra el origen del paquete VoIP y cómo éste es marcado. 
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802.1Q IP UDP RTP Contenido de voz 
CoS = 5   DSCP = EF 
 
Ilustración 2.52 Origen del paquete VoIP y marcado de éste 
Como el paquete inicia su vida en el teléfono IP, el paquete VoIP es inmediatamente 
marcado con los siguientes datos: 
 
- Capa 2: 802.1Q CoS = 5 (el nivel de prioridad más alto en una LAN Ethernet) 
- Capa 3: DSCP = EF (la prioridad más alta en una red IP) 
  ver concepto Micro-switch integrado en los teléfonos Cisco y etiquetado 
802.1Q  
 
Con la prioridad asignada al paquete VoIP, éste recibirá un trato preferente cada vez que 
se encuentre con un mecanismo QoS en la red. Es importante señalar que un paquete 
VoIP hace uso del protocolo de capa 4 UDP en vez de TCP. Además también emplea 
los protocolos RTP y RTCP para gestionar y sincronizar la comunicación en tiempo 
real. De ésta forma se consigue una latencia menor y se reduce el jitter. 
  ver apartado Señalización e intercambio de información en una llamada 
de voz en concepto Introducción al Cisco Call Manager. 
 
El siguiente dispositivo que atraviesa el paquete VoIP es el switch, a continuación, en la 
ilustración 2.53 se muestra cómo trata éste el paquete. 
802.1Q IP UDP RTP Contenido de voz 
CoS = 5   DSCP = EF 
Ethernet IP UDP RTP Contenido de voz 
     DSCP = 40 
 
Ilustración 2.53 Procesamiento del paquete VoIP en el switch origen 
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Como el paquete está marcado con una CoS = 5 en la entrada del switch, éste trata el 
paquete VoIP con prioridad sobre el resto de paquetes con una CoS menor, lo realiza 
ubicando el paquete en una cola de procesamiento prioritaria. 
 
Todos los switches disponen de una tabla de equivalencias CoS – DSCP. Esta tabla es 
configurable, pero se va a suponer que se hace uso de la tabla por defecto empleada en 
los dispositivos Cisco. Los valores de esta tabla son los siguientes. 
Valor CoS Valor DSCP 
0 0 
1 8 
2 16 
3 24 
4 32 
5 40 
6 48 
7 56 
Por lo tanto, el switch recibe en su entrada el paquete VoIP marcado como EF y con una 
CoS 5. Al procesarlo, analiza la CoS = 5 a qué valor DSCP corresponde en su tabla de 
equivalencias y marca con un valor DSCP = 40 el paquete VoIP en la salida del switch. 
 
Una vez el paquete abandona el switch, el siguiente destino es el router origen. A 
continuación, en la ilustración 2.54 se muestra el etiquetado del paquete VoIP en la 
entrada y salida de éste. 
Ethernet IP UDP RTP Contenido de voz 
     DSCP = 40 
PPP IP UDP RTP Contenido de voz 
     DSCP = 40 
 
Ilustración 2.54 Procesamiento del paquete VoIP en el router origen 
Cuando el paquete VoIP llega a la entrada del router, éste lee el valor DSCP = 40 y, al 
detectarlo como paquete prioritario, es procesado inmediatamente empleando una cola 
LLQ. Una cola LLQ –Low Latency Queuing- es uno de los procedimientos que tiene un 
router para reducir la latencia y para asignar prioridad máxima a los paquetes de voz 
sobre el resto de paquetes de datos. En la salida del router, éste añade la cabecera PPP –
en este punto no es importante para comprender el funcionamiento si el enlace PPP es 
ATM o Frame Relay-. 
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Una vez el paquete VoIP abandona el router origen, éste accede a la red WAN del 
Operador. Se va a suponer que el Operador procesa correctamente el paquete y respeta 
el etiquetado DSCP porque es capaz de ofrecernos un SLA. Una vez el paquete llega al 
router destino, se recibe el paquete VoIP con el etiquetado que se muestra en la 
ilustración 2.55. 
PPP IP UDP RTP Contenido de voz 
     DSCP = 40 
 
Ilustración 2.55 Procesamiento del paquete VoIP en el router destino 
Como se puede ver, el paquete llega con un etiquetado DSCP = 40 porque la red WAN 
del Operador ha respetado el etiquetado que se hizo en el router origen. El router 
destino detecta el paquete como prioritario y de forma inmediata es enviado a través de 
su interfaz LAN hacia el switch destino, esto puede verse en la ilustración 2.56. 
802.1Q IP UDP RTP Contenido de voz 
CoS=5     DSCP = 40 
Tabla DSCP – CoS por defecto 
Valor DSCP 0 8,10 16,18 24,26 32,34 40,46 48 56 
Valor CoS 0 1 2 3 4 5 6 7 
 
 
Ilustración 2.56 Procesamiento del paquete VoIP en el switch destino 
Cuando el paquete VoIP llega a la entrada del switch, éste analiza el valor DSCP = 40 a 
qué CoS corresponde. Si no se realiza ninguna configuración específica y se hace uso de 
la tabla por defecto, se asigna en la salida del switch un valor CoS = 5 al paquete VoIP 
en la capa 2, y, a continuación, como puede verse en la ilustración 2.57, el paquete es 
enviado hacia el teléfono IP destino.  
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802.1Q IP UDP RTP Contenido de voz 
CoS=5     DSCP = 40 
 
Ilustración 2.57 Procesamiento del paquete VoIP en el teléfono IP destino 
El paquete VoIP, finalmente llega al teléfono IP destino. Es imprescindible hacer uso de 
la cabecera RTP para asegurar que el paquete está correctamente sincronizado con el 
resto de paquetes provenientes del mismo flujo de voz, es decir, de la misma 
conversación con el mismo teléfono origen. 
2.4.4.2 Vida del paquete FTP de extremo a extremo 
En la siguiente ilustración 2.58 se muestra el origen del paquete FTP y cómo se marca 
éste. 
802.1Q IP TCP FTP 
CoS=0     DSCP = 0 
 
Ilustración 2.58 Origen del paquete FTP y marcado de éste 
 
Como el paquete inicia su vida en la estación de trabajo y se ha definido como poco 
prioritario el tráfico FTP, éste se marca con una CoS = 0 y con un DSCP también con 
valor 0. Se debe observar que el paquete FTP emplea como protocolo de capa 4 TCP en 
vez de UDP como hacía el paquete VoIP. El siguiente dispositivo que encuentra el 
paquete FTP es el propio teléfono. A continuación, en la ilustración 2.59, se muestra 
cómo se comporta el paquete. 
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802.1Q IP TCP FTP 
CoS=0     DSCP = 0 
 
Ilustración 2.59 Procesamiento del paquete FTP en el teléfono IP origen 
Se debe recordar que los teléfonos IP de Cisco disponen de un micro-switch integrado. 
En éste, en un puerto Fast Ethernet se conecta el ordenador origen de donde se recibe el 
paquete FTP y en el otro puerto Fast Ethernet se conecta el switch Cisco donde se 
enviará este paquete. 
  ver concepto Micro-switch integrado en los teléfonos Cisco y etiquetado 
802.1Q  
 
Por defecto, los teléfonos Cisco tratan a los ordenadores que tienen conectados en sus 
micro-switches como untrusted. Esto, significa que ignoran el marcado CoS de los 
distintos paquetes que reciben, y por lo tanto, cualquiera que sea el valor de éstos, de 
nuevo son marcados con el valor 0. Realizando el remarcado de paquetes, los teléfonos 
IP aseguran que el tráfico de voz siempre recibirá un tratamiento prioritario sobre el 
tráfico generado por la estación de trabajo. 
 
Es importante observar, que el teléfono no puede remarcar el valor DSCP de la estación 
de trabajo porque éste es un valor marcado en la cabecera IP, y por lo tanto de capa 3.  
El teléfono sólo puede remarcar el valor CoS correspondiente a la capa 2. El siguiente 
dispositivo que atraviesa el paquete FTP es el switch, a continuación, en la ilustración 
2.60 se muestra cómo trata éste el paquete. 
802.1Q IP TCP FTP 
CoS=0     DSCP = 0 
Valor CoS Valor DSCP 
0 0 
1 8 
2 16 
3 24 
4 32 
5 40 
6 48 
7 56 
 
Ilustración 2.60 Procesamiento del paquete VoIP en el switch origen 
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Como el paquete está marcado con una CoS = 0 en la entrada del switch, éste trata el 
paquete FTP con una prioridad más baja, es decir, si recibiese a la vez un paquete VoIP, 
éste último tendría prioridad sobre el FTP. 
 
El paquete una vez recibido y procesado, es remarcado con un valor DSCP = 0, porque 
así está indicado en la tabla de equivalencias QoS – DSCP. Una vez el paquete 
abandona el switch, el siguiente destino es el router origen. A continuación, en la 
ilustración 2.61 se muestra el etiquetado del paquete FTP en la entrada y salida de éste. 
802.1Q IP TCP FTP 
CoS=0     DSCP = 0 
PPP IP TCP FTP 
     DSCP = 0 
 
Ilustración 2.61 Procesamiento del paquete FTP en el router origen 
Cuando el paquete FTP llega a la entrada del router, éste lee el valor DSCP = 0 y, al 
detectarlo como paquete con la prioridad más baja, sólo será procesado y dedicado un 
ancho de banda al mismo, cuando no se estén procesando paquetes VoIP.  
 
En la salida del router, éste añade la cabecera PPP –Point to Point Protocol, protocolo 
punto a punto- Una vez el paquete FTP abandona el router origen, éste accede a la red 
WAN del Operador. Se va a suponer que el Operador procesa correctamente el paquete 
y respeta el etiquetado DSCP = 0. Una vez el paquete llega al router destino, se recibe 
el paquete FTP con el etiquetado que se muestra en la ilustración 2.62. 
WAN
Sede 1 - Origen Sede 2 - Destino
PPP IP TCP FTP 
     DSCP = 0 
Ethernet IP TCP FTP 
CoS = 0    DSCP = 0 
 
Ilustración 2.62 Procesamiento del paquete FTP en el router destino 
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Como se puede ver, el paquete llega con un etiquetado DSCP = 0 porque la red WAN 
del Operador ha respetado el etiquetado que se hizo en el router origen. El router 
destino detecta el paquete como poco prioritario y, por lo tanto, se procesará y enviará a 
través de su interfaz LAN hacia el switch destino, sólo si no hay ningún paquete VoIP 
prioritario en las colas de los interfaces de entrada y salida del switch. 
 
El siguiente dispositivo de red por el que circula el paquete FTP es por el switch 
destino, en él, de nuevo se hace uso de la tabla de conversión DSCP – CoS integrada en 
este equipo. En la ilustración 2.63 se muestra el comportamiento a la entrada y salida 
del switch. 
Tabla DSCP – CoS por defecto 
Valor DSCP 0 8,10 16,18 24,26 32,34 40,46 48 56 
Valor CoS 0 1 2 3 4 5 6 7 
 
802.1Q IP TCP FTP 
CoS = 0    DSCP = 0 
 
Ilustración 2.63 Procesamiento del paquete FTP en el switch destino 
Cuando el paquete FTP llega a la entrada del switch, éste analiza el valor DSCP = 0 a 
qué CoS corresponde. Si no se realiza ninguna configuración específica y se hace uso de 
la tabla por defecto, se asigna en la salida del switch un valor CoS = 0 al paquete FTP en 
la capa 2, y, a continuación, es enviado hacia el teléfono IP destino. Esto se muestra en 
la ilustración 2.64. 
802.1Q IP TCP FTP 
CoS = 0    DSCP = 0 
 
Ilustración 2.64 Procesamiento del paquete FTP en el teléfono IP destino 
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Al recibir el teléfono IP un paquete FTP etiquetado con una CoS=0, sabe que debe 
enviarlo directamente hacia el ordenador que tiene conectado en el micro-switch 
integrado, a través del correspondiente puerto Fast Ethernet. El paquete FTP, 
finalmente llega al ordenador destino. En la ilustración 2.65 se muestra el paquete que 
recibe el equipo. 
Ethernet IP TCP FTP 
                 DSCP = 0 
 
Ilustración 2.65 Procesamiento del paquete FTP en el equipo destino 
En este último paso, el paquete FTP llega a su destino y el contenido del mismo es 
entregado a la aplicación pertinente. 
 
Si el paquete hubiera sido perdido o eliminado en cualquier punto de la red porque las 
colas hubieran decidido deshacerse de él para priorizar los paquetes VoIP, el protocolo 
TCP reconocería este hecho y solicitaría la retransmisión del paquete perdido. 
2.4.5 Configuración a través de Cisco MQC 
Cisco ha desarrollado como método de configuración de la QoS lo que denomina MQC 
–Modular QoS CLI –, es decir, un método de configuración por módulos. Los 3 
módulos implicados son los siguientes. 
- Class map 
- Policy map 
- Service policy 
A continuación, se define cada uno de ellos. 
2.4.5.1 Class map 
Una class map define el tipo de tráfico y lo agrupa por clases, dentro de cada clase se 
emplea el comando match para definir qué características debe poseer el tráfico que 
pertenece a la clase. En el siguiente ejemplo, se muestra cómo definir distintas class 
maps en función de distintos criterios de tráfico. 
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class-map clase1_seleccion_por_IP_preference 
  match ip precedence 5 
class-map clase2_seleccion_por_DSCP 
  match ip dscp EF 
class-map clase3_seleccion_por_direccion_MAC_destino 
  match destination 00ff.aa00.ff00 
class-map clase 4_seleccion_por_interfaz_entrante 
  match input-interface FastEthernet0/10 
class-map clase5_seleccion_por_protocolo 
  match protocol https 
Como se puede ver, existen muchos mecanismos para definir exactamente qué tipo de 
tráfico se quiere asignar a cada class map. 
2.4.5.2 Policy map 
Una policy map define qué se debe hacer con el tráfico definido con cada una de las 
class maps anteriores. A continuación, se muestran dos ejemplos. 
 
policy-map 1_asignacion_de_BW 
  class clase2_seleccion_por_DSCP 
    bandwidth 500 
  class   clase5_seleccion_por_protocolo 
    bandwidth 300 
policy-map 2_remarcado_de_prioridades 
  match  clase1_seleccion_por_IP_preference 
  match clase3_seleccion_por_direccion_MAC_destino 
  match clase4_seleccion_por_interfaz_entrante 
    set ip dscp EF 
 
Como se puede observar, en la policy map 1, se asigna un ancho de banda de 500 kbps 
para la class map 2 y de 300 kbps para la 5. En la policy map 2, lo que se hace es 
remarcar las class maps 1, 3 y 4 con un valor DSCP = EF. 
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2.4.5.3 Service policy 
La service policy define en qué interfaces se desean implementar las distintas policy 
maps.  A continuación se muestran dos ejemplos: 
interface FastEthernet1 
  service-policy input 2_remarcado_de_prioridades 
interface serial0/0 
  Service-policy output 1_asignacion_de_BW 
 
En el primer ejemplo, se define que en el interfaz Fast Ethernet 1 se debe aplicar la 
policy map 2_remarcado_de_prioridades para todo el tráfico entrante. En el segundo 
ejemplo, se configura en el interfaz Serial 0/0 que todo el tráfico saliente disponga del 
ancho de banda definido en la policy map 1_asignación_de_BW. 
2.4.6 Cisco AutoQoS 
Cisco ha desarrollado dos herramientas para facilitar y simplificar el despliegue de la 
QoS, así como para reducir la complejidad en la configuración de todos los equipos que 
participan en la misma. Las dos herramientas son AutoQoS VoIP y AutoQoS Enterprise. 
La primera, se emplea cuando se desea priorizar el tráfico VoIP sobre el resto de 
tráficos, y la segunda herramienta, se emplea para distribuir el tráfico en distintos 
conjuntos en función de las aplicaciones que intervengan en la red. 
 
En el caso del presente proyecto, se va a emplear sólo la herramienta AutoQoS VoIP 
para priorizar el tráfico VoIP sobre el resto. De esta forma, se va a asignar una prioridad 
máxima al tráfico VoIP en tiempo real, una segunda prioridad máxima a los protocolos 
de control del tráfico VoIP, para finalizar con una política Best-Effort para el resto de 
aplicaciones de la red. 
 
Para implementar la herramienta, tan sólo hay que emplear el comando auto qos voip en 
todos los interfaces por los cuales pasará el tráfico VoIP, de esta forma, 
automáticamente se crean los módulos class map, policy map y service policy en todos 
los dispositivos de red. En la ilustración 2.66, se marcan con un círculo todos los puntos 
en los cuales hay que hacer uso del comando. 
WAN
Sede 1 - Origen Sede 2 - Destino
auto qos voip  
Ilustración 2.66 Puntos en los cuales hay que hacer uso del comando auto qos voip 
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Como se puede ver, este comando se configura tanto en los switches como en los 
routers. Los teléfonos Cisco, al disponer del protocolo CDP también participan 
automáticamente en el funcionamiento de Auto QoS VoIP. 
  ver concepto Micro-switch integrado en los teléfonos Cisco y etiquetado 
802.1Q  
  ver concepto protocolo CDP  
Como resulta evidente, no todos los dispositivos de red Cisco están habilitados para 
hacer uso de Auto QoS CLI. En este proyecto, se han seleccionado los distintos switches 
y routers compatibles con esta facilidad y en éstos se ha instalado la versión de Cisco 
IOS recomendada por el fabricante. 
 
Una vez configurado el comando auto qos voip en todos los interfaces involucrados, se 
podrán realizar cambios en las distintas class maps, policy maps y service policies para 
ajustar el correcto funcionamiento de la QoS en toda la red.  
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3 Diseño de la red 
Debido a la complejidad del proyecto, es importante abordar por partes el diseño de 
éste, en este capítulo se define una división en bloques: diseño de la red de datos, diseño 
de la red de voz y diseño de la seguridad en la red. 
 
La QoS se aplica sobre todo el conjunto una vez implementada la red, por lo tanto, en 
este capítulo no se dedica un apartado al diseño de la QoS. 
3.1 Diseño de la red de datos 
El proyecto engloba las comunicaciones de datos y voz, así como la seguridad en las 
mismas. En este bloque se diseña la red de datos. 
 
El cliente dispone de una sede central ubicada en Barcelona y 6 sedes remotas ubicadas 
en distintos puntos de la geografía nacional: Aeropuertos de Barcelona y Madrid, 
Montornès del Vallès –Barcelona-, Puerto de Valencia, Zaragoza y Zona Franca de 
Barcelona. A continuación, en la ilustración 3.1, se muestra un mapa de la topología de 
toda la red de datos que se va a implantar en el proyecto. 
internet
internet
internet
internet
internet
internet
internet
internet
sw-bcn1
sw-bcn2
sw-bcn3
sede Zaragoza
sede Montornès del Vallès
sede Zona Franca BCN
sede central Barcelona
ro-bcn1
ro-bcn2
ro-aerobcn1
ro-zrg1
ro-vlc1
sw-vlc1 sw-mtn1
ro-mtn1
ro-zfc1
ro-aeromdr1
sede Aeropuerto BCN
sede Puerto de Valencia
router Cisco
switch Cisco
túnel sobre ADSL
túnel sobre RDSI
tráfico internet
sede Aeropuerto MDR
SRST
SRST
SRST
 
Ilustración 3.1 Mapa de la topología de red de los equipos Cisco 
Como se puede ver, existe un router en cada una de las sedes –excepto en la central de 
Barcelona que hay dos- a través del cual circula todo el tráfico de datos y voz hacia el 
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resto de sedes, así como también el tráfico entrante y saliente Internet –navegación, 
correo, etc.- Estos routers necesitan un medio físico a través del cual poder enviar y 
recibir la información. Este medio físico, en el caso del presente proyecto, es una línea 
ADSL en cada una de las delegaciones.  
 
Como la línea ADSL es un medio público que se alquila a un Operador de 
telecomunicaciones –en el caso del presente proyecto el Operador de todas las líneas 
será Telefónica-, es importante que, como mínimo, el tráfico de datos y voz entre las 
distintas sedes disponga de algún tipo de protección. El mecanismo de protección que se 
habilita es crear un túnel VPN IPsec entre las distintas sedes, a través de la línea ADSL 
pública alquilada a Telefónica, de esta forma, la comunicación a través del túnel será 
cifrada. El funcionamiento que se implementa, por lo tanto, es el siguiente; en primer 
lugar se crean túneles GRE entre las distintas delegaciones, como se ha comentado, 
éstos túneles no ofrecen ningún tipo de seguridad, lo que deriva en que no existan 
mecanismos de autenticación y de cifrado de los datos que circulan a través del túnel 
GRE. Sobre este mismo túnel se establece otro túnel del tipo IPSec, gracias a esto 
último se autentica y cifra la información que circule a través del mismo. Luego, el 
protocolo de encaminamiento EIGRP hará uso de este túnel para publicitar las distintas 
rutas entre los distintos routers. 
 
Se pueden habilitar políticas de seguridad adicionales a través de antivirus, firewalls, 
etc., los encargados de implementar estas políticas son los dispositivos de seguridad 
SonicWall que se describen en el correspondiente capítulo. 
  ver concepto Aproximación a la seguridad en la red 
  ver Capítulo 5 Configuración de los dispositivos SonicWall NSA 2400 y 
SSL VPN 
La seguridad no sólo afecta a saber que el tráfico que circula por la red del cliente se 
encuentra libre de troyanos y virus, que se trata de material autorizado y que no 
proviene de destinos no permitidos. Otro aspecto importante, es definir mecanismos 
redundantes de comunicación entre sedes, en caso de caída de algún dispositivo o enlace 
–es lo que se podría denominar seguridad en caso de caídas de enlaces- 
 
Como se puede ver en el esquema de la topología de red de la ilustración 3.1, todas las 
sedes remotas disponen de una línea RDSI de respaldo que se activa en caso de caída de 
la línea ADSL principal. Si se observa en el mapa de la red cómo están creados los 
túneles, se comprueba que existe una configuración de mallado full-mesh -todos contra 
todos-, esto significa que cada uno de los routers de una de las sedes dispone de una 
configuración de túneles contra el resto de ellas. Es importante observar que estos 
túneles están configurados en los routers, pero que realmente se están creando sobre la 
ADSL de Telefónica y también tener presente, que no se trata de un mallado “todos 
contra todos” físico, sino virtual.  
 
En caso de caída de una línea ADSL de una sede remota, entra en funcionamiento la 
línea de respaldo RDSI. De esta forma la delegación sin ADSL dispone de un túnel 
RDSI contra la sede principal, siendo función de esta última tener las rutas pertinentes 
para que todo el tráfico de datos y voz contra el resto de sedes siga funcionando con 
normalidad. En el momento que la línea ADSL vuelve a estar operativa, el router de 
nuevo comienza a enviar y recibir todo el tráfico a través de ésta, a continuación, 
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inhabilita la línea RDSI hasta que vuelva a ser necesaria. El mecanismo que se emplea 
para automatizar la entrada en funcionamiento del encaminamiento principal a través de 
la línea ADSL o el de respaldo a través de la línea RDSI es muy sencillo. Como se ha 
estudiado en las distancias administrativas, se pueden asignar distintas prioridades en 
base a cómo se deben emplear las distintas rutas, en este caso, las rutas aprendidas por 
EIGRP –que emplean como enlace la línea ADSL- disponen de una distancia 
administrativa menor y por lo tanto mayor prioridad que las rutas de respaldo que 
emplean como enlace una línea RDSI. Precisamente por este motivo, EIGRP no 
publicita rutas a través de las líneas de respaldo RDSI porque éstas sólo se emplean en 
caso de caída de la principal ADSL, que es la línea que emplea EIGRP para informar de 
las actualizaciones en la tabla de rutas desde un router hacia el resto que forman parte 
del mismo grupo de routers EIGRP, configurado en los distintos dispositivos con un 
mismo número. 
 
Debido a que se trata de una línea que sólo debe entrar en funcionamiento cuando deje 
de funcionar la principal, el cliente desestima la posibilidad de contratar una tarifa plana 
RDSI por cada centro debido al elevado coste. 
3.1.1 Direccionamiento IP 
Es una de la cuestiones más importantes definir un direccionamiento IP coherente,  
previamente se ha coordinado con los Administradores de Sistemas qué 
direccionamiento desean emplear en todas las sedes del proyecto. 
 
Lo primero que se debe saber, es que existen dos tipos de direcciones IP: las públicas, 
que vienen definidas por los Operadores de telecomunicaciones, y por lo tanto, no está 
en manos del implantador su diseño y las privadas, que son las que se pueden asignar a 
voluntad en la red de datos. Sobre éstas se definirá un diseño coherente. Las subredes 
que se emplean en cada una de las delegaciones son las siguientes: 
Sede Subred de datos Subred de voz 
Aeropuerto Barcelona 172.26.40.x 172.16.4.x 
Aeropuerto Madrid 172.26.20.x 172.16.2.x 
Montornès del Vallès 172.26.70.x 172.16.7.x 
Puerto de Valencia 172.26.30.x 172.16.3.x 
Sede central Barcelona 172.26.10.x 172.16.1.x 
Zaragoza 172.26.60.x 172.16.6.x 
Zona Franca Barcelona 172.26.50.x 172.16.5.x 
 
Siendo x un número comprendido entre 0 y 255. Cada una de las subredes es en realidad 
una VLAN que se configura en el router de la sede, y cuyas direcciones IP se asignarán 
a los distintos dispositivos de forma automática haciendo uso del protocolo DHCP. 
 
Como se puede ver, se va a utilizar en cada subred de datos y voz una antigua red de 
clase C. A pesar de que en ninguna sede se va a emplear un número tan elevado de 
dispositivos con direccionamiento IP, éste es un requisito que exigen los 
Administradores de Sistemas para tener un cierto orden en la red. También se define el 
direccionamiento IP por defecto de las pasarelas –en inglés y en la nomenclatura 
empleada en los equipos Cisco se denominan gateways- de datos y voz que serán 
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x.x.x.253. Es importante señalar que en el presente proyecto se emplean los términos 
router y gateway indistintamente como sinónimos. Se emplea como ejemplo la sede 
central de Barcelona y la del Puerto de Valencia para a partir de los datos anteriores 
comprender qué direcciones IP deben tener las pasarelas de datos y voz: 
Sede Pasarela de datos Pasarela de voz 
Central de Barcelona 172.26.10.253 172.16.1.253 
Puerto de Valencia 172.26.30.253 172.16.3.253 
 
  ver Capítulo 5 Configuración de VLANs en los gateways de voz de 
Barcelona y Valencia.  
Las direcciones IP, independientemente de ser privadas o públicas, también pueden ser 
dinámicas o estáticas. Un dispositivo con dirección IP dinámica no siempre dispone de 
la misma dirección IP, ésta puede cambiar en función de un amplio número de causas. 
Los dispositivos con dirección IP estática tienen asignada de forma permanente siempre 
la misma dirección IP. Es parte del diseño de la red LAN definir si se trabaja con 
direccionamiento IP dinámico, estático o híbrido. 
 
En el proyecto se trabaja con un direccionamiento IP híbrido en las LANs de las 
distintas sedes, esto significa que algunos dispositivos como impresoras, puntos de 
acceso, servidores, switches y routers cuentan con direcciones estáticas, mientras que el 
resto de dispositivos –incluidos los teléfonos VoIP- disponen de direcciones dinámicas. 
Los propios routers son los encargados de facilitar las direcciones IP dinámicas a los 
dispositivos de cada sede a través del protocolo DHCP. Excepto las direcciones de los 
teléfonos de la sede de Barcelona, que son suministradas por el Call Manager, como se 
verá en el correspondiente capítulo.  
  ver Capítulo 5 Configuración de DHCP en la sede de Zona Franca de 
Barcelona 
Los servidores DHCP, además de facilitar una dirección IP dentro del rango 
especificado –excepto las direcciones que se definen como excluidas-, también asignan 
la máscara de red, la dirección del gateway y algunos datos opcionales como, por 
ejemplo, para los dispositivos de datos: los servidores DNS y para los de voz: la opción 
150 y la dirección del Call Manager de la sede central de Barcelona, en el proyecto, la 
dirección IP 172.16.1.10. La opción 150 permite que los teléfonos puedan bajar su 
firmware del Call Manager a través del protocolo TFTP. En los siguientes apartados se 
describen las topologías y configuraciones en cada una de las sedes. 
3.1.2  Sede central de Barcelona 
Esta sede es la que cuenta con mayor número de dispositivos de datos, seguridad y voz. 
También dispone de los servidores centrales –incluido el Call Manager, que es el 
servidor de voz de los teléfonos de todas las delegaciones-, cuenta con el servidor de 
túneles SSL VPN y con el NSA2400, que es quien define las políticas de seguridad 
globales, por lo tanto, en este centro están ubicados los elementos de comunicaciones 
más complejos de configurar de todo el proyecto.  
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En este capítulo se estudian los dispositivos de datos Cisco, estudiando más adelante la 
implantación de los elementos de seguridad y voz en sus respectivos capítulos. 
 
Como esta sede es la principal, es asunto de vital importancia realizar un buen diseño 
para evitar problemas futuros en la implantación del proyecto. Es importante señalar, 
que resulta imprescindible realizar una configuración de los equipos lo más descriptiva 
posible, para que cuando cualquier técnico analice los comandos configurados, pueda 
saber a qué hace referencia cada elemento y qué es. En el esquema de la ilustración 3.2 
se muestra la topología de esta delegación. 
NSA2400
WAN X1
LAN X0
Internet
ADSL 
navegación 
.251
192.168.1.0
SSLVPN
.200 .201
DMZ X3
.1
ADSL túneles
Gi0/0
Default Gateway: 
172.26.10.34
Vlan2- Voz
172.16.1.0
Vlan1- Datos
172.26.10.0
DMZ
10.0.0.0 /24
172.26.10.34
172.16.1.100
.200
Gi0/1
https: puerto 666, 
http: puerto 555 
callManager 172.16.1.10, 
se accede por la IP 
pública de la  ADSL a 
través del puerto :3389
Servidores correo, ftp y 
web
ro-bcn1
ro-bcn2
sw-bcn1
sw-bcn2
sw-bcn3
 
Ilustración 3.2 Topología sede central de Barcelona 
Se observa la presencia de dos routers: ro-bcn1, que es el que une esta delegación con el 
resto a través de la ADSL de túneles de Telefónica –entre otras tareas- y ro-bcn2, que es 
para la navegación del tráfico Internet –también de Telefónica-. También se muestra el 
detalle de todo el direccionamiento IP en la red LAN de la sede, a grandes rasgos, se 
muestra la división en dos VLANs: la de datos, con el rango 172.26.10.x y la de voz, 
con el rango 172.16.1.x. Ambas redes son de clase C porque así lo han definido los 
Administradores de Sistemas del cliente. En la sede existen 3 switches de 24 puertos 
que reciben los nombres sw-bcn1, sw-bcn2 y sw-bcn3. 
 
Se presentan los elementos de seguridad SonicWall junto a la red DMZ que forman, 
donde estarán ubicados los dispositivos que sólo deban ser accedidos desde el exterior 
de forma segura, es por este motivo que también se define una VLAN DMZ, con el 
direccionamiento público del rango 10.0.0.x, formando otra red de clase C. 
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Si se analiza la topología, se observa la existencia de equipos inalámbricos WLAN, es 
requisito de esta sede ofrecer cobertura en toda la delegación y a su vez, disponer de 
algún procedimiento para asignar dinámicamente el direccionamiento IP. Ésto, se 
realiza a través de un dispositivo denominado Cisco Wireless LAN Controller que 
gestiona 6 APs que ofrecerán cobertura en toda la sede. La asignación de 
direccionamiento IP automático se realiza a través de un servidor DHCP integrado en el 
router ro-bcn1. El detalle de qué funciones realiza cada uno de estos dispositivos se 
amplía en el capítulo Implementación de la configuración en los equipos de datos 
3.1.3 Sede del Puerto de Valencia 
Se trata de la segunda sede con mayor complejidad. Además, en ésta se debe disponer 
de un router que tenga habilitadas las funciones de voz, para que el dispositivo entre en 
funcionamiento cuando los teléfonos pierdan las comunicaciones contra el Call 
Manager de la sede de Barcelona. A continuación, en la ilustración 3.3 se muestra la 
topología con los distintos dispositivos. 
 
Ilustración 3.3 Topología sede Aeropuerto de Valencia 
Si se analiza la topología, en primer lugar aparece la presencia del router ro-vlc1, este 
dispositivo cumple varias funciones: en primer lugar, es el elemento frontera que une 
los equipos internos con la red ADSL de Telefónica, por consiguiente, a través de él los 
distintos usuarios pueden navegar. En segundo lugar, a través de él, los usuarios 
acceden a través de túneles en él creados hacia el resto de sedes del proyecto. En 
tercero, tiene configuradas funciones de voz, por lo tanto, en caso de caída de las 
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comunicaciones con el Call Manager ubicado en la sede de Barcelona, ro-vlc1 es capaz 
de registrar automáticamente, a través del protocolo SRST, los teléfonos de Valencia, y 
ofrecerles una configuración idéntica a la que tenían, así como la posibilidad de poder 
realizar y recibir llamadas –esto se ve en detalle en los capítulos que definen la 
tecnología de voz- 
 
Aquí también se realiza una división en dos VLANs: la de datos y la de voz, cada una 
de ellas de clase C, y se asigna a la de datos, el rango 172.26.30.x y a la de voz, el rango 
172.16.3.x. Como existen bastantes dispositivos IP en la sede, se instala el switch sw-
vlc1 que dispone de 24 puertos Fast Ethernet. El responsable de ofrecer la seguridad 
interna y perimetral es el dispositivo SonicWall modelo TZ170. 
 
En esta sede, también se debe disponer de una red WLAN, pero en este caso no es 
necesario un Wireless LAN Controller, porque simplemente se van a emplear dos APs. 
Éstos se configuran en modo autónomo. Un último requisito que solicita el cliente es 
configurar algún tipo de seguridad para las conexiones WLAN que se asignen 
temporalmente a colaboradores, el diseño que se implementará prevé la existencia de 
una VLAN de invitados. 
3.1.4 Sede de Montornès del Vallès 
Se trata de la tercera sede en importancia. El cliente exige disponer de un switch para 
poder conectar unos dispositivos de datos especiales ubicados en esta sede y que 
emplean tecnología Ethernet. En la ilustración 3.4 se muestra la topología de esta sede. 
 
Ilustración 3.4 Topología sede Montornès del Vallès 
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Si se analiza esta topología, en primer lugar se encuentra la presencia del router ro-
mtn1, este dispositivo cumple varias funciones: en primer lugar, es el elemento frontera 
que une los equipos internos con la red ADSL de Telefónica, y por lo tanto, a través de 
él los distintos usuarios pueden navegar. En segundo lugar, gracias a su presencia, los 
usuarios acceden a través de túneles en él creados hacia el resto de sedes del proyecto. 
En esta sede también se realiza una división en dos VLANs: la de datos y la de voz, 
cada una de ellas de clase C, asignando a la de datos el rango 172.26.70.x y a la de voz, 
el rango 172.16.7.x. 
 
La presencia del switch sw-vlc1 de 24 puertos Fast Ethernet es una exigencia del cliente 
para poder conectar los dispositivos de datos de la sede. En esta sede, también se debe 
disponer de una red WLAN, pero en este caso no es necesario un Wireless LAN 
Controller, porque simplemente se van a emplear dos APs. Éstos se configuran en modo 
autónomo. Al igual que en el resto de sedes, en ésta se implementará una WLAN 
dedicada a invitados. El responsable de ofrecer la seguridad interna y perimetral es el 
dispositivo SonicWall modelo TZ170. 
3.1.5 Resto de sedes 
Las sedes de los Aeropuertos de Barcelona y Madrid, Zaragoza y Zona Franca tienen en 
común que disponen de pocos usuarios y que no disponen de redes WLAN 
implementadas. En la ilustración 3.5 se muestra la topología común de estas sedes. 
 
Ilustración 3.5 Topología del resto de sedes 
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En el sub-apartado 3.1.1 se muestran los rangos de las redes de datos y voz a asignar en 
cada una estas sedes. El diseño de todas ellas implica un router con dos funciones: unir 
la delegación con el resto a través de túneles y permitir la navegación de tráfico Internet 
para los distintos usuarios. Los routers dispondrán de una red ADSL de Telefónica. 
 
Todas estas sedes también dispondrán de un servidor DHCP integrado en sus 
respectivos routers, que asignará dinámicamente direcciones IP de la VLANs de datos y 
de voz, en función del tipo de dispositivo. En todas estas sedes se dispondrá de un 
dispositivo TZ 170 de SonicWall, encargado de la seguridad de todos los equipos de los 
usuarios. 
3.2 Diseño de la red de voz 
En la ilustración 3.6 se muestra la topología global de voz del proyecto. 
 
Ilustración 3.6 Topología global de la solución de voz 
Como se puede observar, el Call Manager de la sede de Barcelona gestiona todas las 
comunicaciones de voz del proyecto y en cada sede se emplea un router como gateway 
de voz, que ofrece la VLAN y el direccionamiento IP a los distintos dispositivos de 
telefonía de cada una de ellas, excepto en la sede de Barcelona, donde el 
direccionamiento IP de los teléfonos es asignado por el servidor DHCP integrado en el 
equipo donde también está el Call Manager. 
 
En las sedes de Barcelona y Valencia los gateways de voz están habilitados con el 
protocolo SRST, que permite, que en caso de caída de las comunicaciones, éstos dos 
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gateways gestionen el funcionamiento de los teléfonos de sus respectivas sedes en modo 
autónomo. 
 
Se define el codec G711 para las llamadas entre los teléfonos de una misma sede y el 
G729 entre los teléfonos de distintas sedes. 
  ver concepto Codecs G711 y G729 
La numeración de las extensiones se define a 3 dígitos por parte del cliente, otro 
requisito que se debe cumplir, es que el primer dígito debe ser distinto en cada una de 
las 7 sedes. La numeración que se sigue en el presente proyecto se muestra en la 
siguiente tabla: 
Delegación Numeración de extensiones 
Barcelona 1xx 
Aeropuerto de Barcelona 2xx 
Zona Franca de Barcelona 3xx 
Puerto de Valencia 4xx 
Zaragoza 5xx 
Aeropuerto de Madrid 6xx 
Montornès del Vallès 7xx 
 
Siendo xx números comprendidos entre 00 y 99. Es importante señalar, que en la sede 
donde hay más teléfonos es la de Barcelona, el número irá variando en función de la 
movilidad de los empleados, pero, en principio no habrán más de 45 extensiones. El 
cliente solicita dos tipos de teléfonos distintos: uno con prestaciones avanzadas y otro 
con funciones básicas de telefonía. A continuación, se amplían sus funcionalidades. 
3.2.1 Teléfonos 
En esta instalación el cliente desea emplear 3 teléfonos VoIP propietarios de Cisco 
distintos, además de un adaptador Cisco ATA para poder conectar cualquier tipo de 
dispositivo analógico. Hay algunos conceptos que son importantes definir antes de 
describir las funcionalidades básicas de los dispositivos: 
 
Botón programable: se trata de  un botón que se puede programar para acceder 
directamente a funciones o servicios ofrecidos por el Call Manager. Se realiza la 
configuración de forma estática, es decir, cada tecla tiene siempre la misma función o 
servicio. Ejemplos de programación son un recurso de línea, un desvío inmediato, un 
acceso a una agenda colectiva, etc. 
  ver Capítulo 5 Implementación de la agenda colectiva 
Softkey: se trata de un botón dinámico que en función de en qué situación o pantalla se 
encuentre el teléfono realizará una función u otra. Un ejemplo de programación es una 
tecla dinámica que cumple la función que cuando el teléfono está en reposo sirva para 
llamar hacia el exterior y que cuando está en comunicación sirva para realizar una 
transferencia. Habitualmente se crean plantillas de softkeys y se aplican a todos los 
teléfonos de una sede o departamento que cuentan con un teléfono de determinado 
modelo para poseer las mismas características de configuración. 
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Es importante resaltar que cuando se hable de los teléfonos, los términos botón y tecla 
se emplearán indistintamente como sinónimos. 
 
El cliente, también solicita la posibilidad de emplear distintos dispositivos telefónicos 
analógicos, como teléfonos, faxes y módems. Se decide emplear dispositivos Cisco 
ATA para convertir los distintos dispositivos analógicos al entorno VoIP que emplea la 
tecnología del Cisco Call Manager. 
  ver Capítulo 5 Configuración de un interfaz Cisco ATA 
3.3 Diseño de la seguridad en la red 
Las distintas sedes van a disponer de dispositivos de seguridad del fabricante 
SonicWall. Éstos van a ser los responsables de evitar todas las amenazas provenientes 
del exterior y también son los encargados de que todos los dispositivos clientes cumplan 
con las reglas globales de seguridad definidas para que la red sea segura. 
  ver capítulo conceptual Implantación de la seguridad en la red 
En la ilustración 3.7 se muestra la topología de la sede de Barcelona. 
 
Ilustración 3.7 Topología de acceso de los dos dispositivos SonicWall en la sede de Barcelona 
Como se puede ver, todo el tráfico externo pasa a través del firewall SonicWall modelo 
NSA 2400 para ser analizado en tiempo real. El dispositivo NSA 2400 también es el 
responsable de tener instaladas las últimas actualizaciones de seguridad, de esta forma, 
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todos los dispositivos cliente de la sede de Barcelona deben disponer de exactamente la 
misma versión de antivirus actualizada, en caso contrario, el NSA 2400 los desconecta 
de la red y los fuerza a descargar la nueva versión. 
  ver capítulo Soluciones ofrecidas por SonicWall para evitar el malware 
También, se muestra la presencia del dispositivo SonicWall SSL VPN 200, éste es el 
responsable de habilitar conexiones remotas seguras desde el exterior. 
 
En el resto de sedes, la seguridad de las mismas estará a cargo de un dispositivo 
SonicWall TZ 170, éste será el responsable de evitar todas las amenazas externas y de 
ofrecer la seguridad a todos los dispositivos internos. 
4 Implementación de la solución 
4.1 Criterios de elección de los fabricantes 
En este proyecto se van a emplear equipos de dos fabricantes distintos: todos los 
equipos de datos y voz serán de Cisco Systems y los de seguridad de SonicWall. El 
cliente es quien ha solicitado que los equipos de datos y voz sean del primer fabricante, 
porque éste cumple con todos los estándares del mercado y actualmente ocupa una 
posición predominante en el mismo, por lo que el cliente solicita su implementación. 
 
En cuanto al fabricante de los equipos de seguridad, el cliente ofrece total libertad, 
siempre y cuando los equipos sean estables y cumplan con todos los estándares de 
seguridad del mercado, el criterio que se ha seguido para elegir el fabricante SonicWall 
ha sido analizar la relación calidad-precio; son los equipos más económicos que se han 
hallado con la suficiente robustez para poder ser instalados en un cliente que requiere 
una alta seguridad.  
4.1.1 Criterios de elección y descripción de los dispositivos de datos 
A continuación se analizan los dispositivos de datos que se instalarán en cada una de las 
distintas sedes. 
4.1.1.1 Sede central de Barcelona 
Cisco 2851 
 
Ilustración 4.1 Cisco 2851 
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Se selecciona un Cisco 2851 por contar con las siguientes características: 
- 2 interfaces Gigabit Ethernet  
- 62 interfaces Serial  
- 10 interfaces RDSI BRI (dos canales B + uno D de señalización cada uno) 
- 2 puertos E1/PRI (30 canales B cada uno)) 
- 1 módulo Virtual Private Network (VPN) 
- 1 Cisco Service Engine (tarjeta para habilitar funciones de mensajería vocal: 
Operadora Automática y buzones de voz) 
Este equipo satisface los requisitos establecidos por el cliente en cuanto a que haciendo 
uso de él y añadiendo tarjetas de expansión adicionales, se pueden conectar las dos 
tarjetas de primarios que solicita -una para llamadas entrantes y otra para salientes a 
números fijos e internacionales- y dos enlaces BRI para llamadas a móviles nacionales.  
 
Por otra parte, también se dispone de una tarjeta Cisco Service Engine, ésta es la 
responsable de toda la configuración de la mensajería vocal que exige implementar el 
cliente. Al disponer el router de de una elevada memoria y disponibilidad de creación 
de túneles, desde este equipo se gestionarán las comunicaciones con el resto de sedes, es 
decir, hará las funciones de concentrador de túneles. 
Cisco 877 
 
Ilustración 4.2 Cisco 877 
Las principales características de este equipo son las siguientes: 
- 4 interfaces Fast Ethernet  
- 1 interfaz ATM para ADSL sobre línea analógica 
Este equipo está destinado para la navegación de la sede central de Barcelona. Es 
necesario debido al elevado número de empleados de esta sede y al tráfico Internet 
entrante y saliente, por lo tanto, se decide dedicar una línea ADSL y este equipo para la  
navegación. De esta forma, se libera el router anterior de tener que procesar un elevado 
número de paquetes y tráfico de datos.  
 
El análisis de las amenazas potenciales del tráfico de datos que circule por este equipo y 
por el resto de routers de las distintas sedes se realiza por los dispositivos de seguridad 
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del fabricante SonicWall. Más adelante, se dedican dos capítulos a éstos: uno para 
analizar las prestaciones y otro para explicar la configuración. 
Cisco WS-C2960-24PC-L 
 
Ilustración 4.3 Cisco WS-C2960-24PC-L 
Se instalaran dos equipos de este modelo por tratarse de switches con 24 puertos PoE 
que funcionan a una velocidad Fast Ethernet -100 Mbps-, adicionalmente el dispositivo 
cuenta con dos puertos Gigabit Ethernet -1Gbps-. Estos dos switches se emplearán para 
conectar los teléfonos VoIP de sobremesa de la sede, además ofrecerán la alimentación 
de los mismos a través del protocolo PoE. Los dos puertos Gigabit Ethernet, están 
destinados a realizar conexiones entre los switches y el Call Manager, es decir, la 
conexión entre dispositivos de red Cisco será a 1 Gbps. 
Cisco Catalyst 2960-24TC-L 
 
Ilustración 4.4 Cisco Catalyst 2960-24TC-L 
Este equipo cuenta con 24 puertos que trabajan a una velocidad de Gigabit Ethernet, 
además dispone de 4 puertos adicionales para poder conectar enlaces a través de fibra 
óptica. En este proyecto no está previsto usar ningún puerto de fibra óptica por dos 
motivos: a) el Operador de telecomunicaciones llega a los equipos con conectores RJ11 
y RJ45, b) el cableado estructurado del cliente y los equipos que éste conectará al switch 
disponen sólo de cables de cobre, con conectores RJ45. 
 
Se ha escogido un switch con puertos Gigabit Ethernet porque los servidores centrales 
del cliente también disponen de puertos a esta velocidad. Algunos de estos puertos 
formarán parte de una zona desmilitarizada, formando la VLAN DMZ. La zona DMZ se 
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configura en un dispositivo SonicWall, siendo competencia de este dispositivo tener 
definida una VLAN específica para la conexión de los equipos que forman parte de la 
zona. 
Wireless LAN Controller Cisco 2106 
Este dispositivo trabaja en conjunción con los APs de Cisco para proveer soluciones 
WLAN. También forma parte de la solución Cisco Unified Wireless Network. Este 
equipo se mostró en la ilustración 2.7. El dispositivo ofrece a los Administradores una 
gestión centralizada de la red inalámbrica, teniendo que configurar la seguridad global 
en un solo punto. Dispone de 8 puerto Fast Ethernet, dos de los cuales pueden ofrecer 
alimentación PoE 802.3af a los APs. Cumple con los siguientes estándares: 
 
Estándares Wireless: 11a, 802.11b, 802.11g, 802.11d, 802.11h y 802.11n 
Wired/Switching/Routing 802.3 10BASE-T, IEEE 802.3u, 100BASE-TX y IEEE 
802.1Q VLAN tagging 
 ver tema Configuración de un AP en modo liviano en concepto 
Aproximación a la tecnología 802.11 y a los equipos que la emplean. 
AP 1242 AG 
En la ilustración 2.6, se mostró el AP modelo 1242 AG. Este AP pertenece a la familia 
Cisco Aironet 1240 AG Series, que a su vez forma parte de la solución Cisco Unified 
Wireless Network. Con este dispositivo se amplía la escalabilidad, fiabilidad y seguridad 
de la red del cliente, convirtiendo una red sólo cableada en una red cableada e 
inalámbrica. El AP se puede configurar en dos modos: autónomo y liviano. 
  ver tema Elementos de acceso a la red WLAN en concepto Aproximación 
a la tecnología 802.11 y a los equipos que la emplean 
En modo autónomo es necesario configurar los comandos Cisco IOS en cada uno de los 
APs, en modo liviano se emplea el protocolo LWAP junto al Cisco Wireless LAN 
Controller, quien gestiona de forma centralizada la configuración de todos los APs de la 
red. Este dispositivo está preparado para trabajar en redes 802.11a, 802.11b y 802.11g. 
Está habilitado para ser alimentado a través de un alimentador eléctrico, con power 
injector, con el pre-estándar Cisco PoE y con el 802.3af. 
  ver concepto Tecnología PoE 
A continuación se muestran todos los estándares, normas y protocolos relativos a la 
seguridad que vienen implementados en el dispositivo. 
- WPA 
- WPA2 (802.11i) 
- Cisco TKIP 
- Cisco message integrity check (MIC) 
- IEEE 802.11 WEP de 40 bits y 128 bits 
- 802.1X tipos EAP: 
- EAP-Autenticación flexible vía Secure Tunneling (EAP-FAST) 
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- EAP protegido-Generic Token Card (PEAP-GTC) 
- PEAP-Microsoft Challenge Authentication Protocol versión 2 (PEAP-
MSCHAP) 
- EAP-Transport Layer Security (EAP-TLS) 
- EAP-Tunneled TLS (EAP-TTLS) 
- EAP-Subscriber Identity Module (EAP-SIM) 
- Cisco LEAP 
En total se emplean 6 APs para ofrecer cobertura a toda la sede de Barcelona. 
4.1.1.2 Sede del Puerto de Valencia 
Esta delegación es la segunda en importancia por número de empleados, por lo tanto se 
instalará un router Cisco 2801 y un switch WS-C2960-24LT-L para poder dar servicio a 
todos los usuarios. 
Cisco 2801 
 
Ilustración 4.5 Cisco 2801 
A continuación se muestran las principales características de este equipo: 
- 2 interfaces Fast Ethernet 
- 5 interfaces RDSI BRI 
- 1 interfaz ATM sobre línea analógica 
- 1 módulo Virtual Private Network (VPN)  
- 2 DSPs –Digital Signal Processor-, 24 recursos de voz 
Se observa que este dispositivo dispone de 5 interfaces RDSI, el motivo es porque en 
este centro entrarán llamadas directas del exterior que no pasarán por el Call Manager 
de la delegación central de Barcelona. El equipo también dispone de DSPs –Digital 
Signal Proccessors, procesadores digitales de señal-, los cuales se emplean para 
distintas tareas como conferencias o lo que se denomina trans-codificación –se trata de 
convertir de un codec o formato de audio a otro.- Sin estos recursos resultaría imposible 
poder adaptar la señal de un canal B de una línea RDSI a una extensión interna sin pasar 
por el Call Manager, debido a que emplean dos protocolos diferentes y usan diferentes 
codecs de voz. Esto se amplía en el capítulo  correspondiente al estudio de los equipos y 
tecnologías de los equipos de voz. 
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Este equipo también dispone de una IOS integrada con funciones de telefonía de voz, de 
esta forma, y gracias al protocolo SRST, se implementa un Call Manager redundante 
para que cuando caigan las comunicaciones con el Call Manager central de Barcelona, 
éste gestione las comunicaciones de todos los teléfonos de esta sede. 
  ver concepto SRST 
WS-C2960-24LT-L  
 
Ilustración 4.6 Cisco WS-C2960-24LT-L 
Como ya se ha comentado, este dispositivo es necesario para poder ofrecer servicio a 
todas las estaciones de trabajo, servidores y teléfonos VoIP de la sede. A continuación 
se describen las características principales: 
- 24 interfaces Fast Ethernet 
- 2 interfaces Gigabit Ethernet  
Los puertos Gigabit Ethernet no se emplean por no disponer el cliente en la delegación 
de estaciones de trabajo que empleen este ancho de banda. 
WLAN 
En esta delegación se emplean dos APs Cisco 1242 AG configurados en modo 
autónomo, ya descritos con anterioridad en la sede central de Barcelona. 
  ver Capítulo 5 Comandos IOS de un AP en modo autónomo 
4.1.1.3 Sede de Montornès del Vallès 
Cisco 877  
Este equipo ha sido descrito en la sede principal de Barcelona. Como en esta sede se 
van a instalar más de 4 teléfonos y un elevado número de estaciones de trabajo, se 
instala en cascada en uno de los 4 puertos del micro-switch integrado en el Cisco 877 un 
switch Cisco WS-C2960-24LT-L. 
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WS-C2960-24LT-L 
Este equipo ha sido descrito en la sede del Puerto de Valencia, por estar allí también 
instalado. El uso que se hará de él será conectar los teléfonos de sobremesa VoIP y el 
resto de dispositivos de red. 
4.1.1.4 Sedes de los Aeropuertos de Barcelona, de Madrid y Zona Franca de 
Barcelona 
Cisco 1801 
 
Ilustración 4.7 Cisco 1801 
En cada una de estas 3 delegaciones se instalará un equipo Cisco 1801. El criterio por el 
cual se ha escogido este equipo es porque se trata de un dispositivo que permite un 
acceso seguro y cuenta con un puerto de ADSL sobre línea analógica, asimismo es un 
equipo ampliable a través de distintos slots –tarjetas-. En cada uno de los equipos se 
instalará una tarjeta RDSI para ofrecer la solución de respaldo en caso de caída de la 
tarjeta principal o fallo de la línea ADSL por parte del Operador. El equipo cuenta con 
un micro-switch de 9 puertos Fast Ethernet integrado. Detrás de estos puertos irán 
conectados los teléfonos de sobremesa VoIP. A continuación se muestran las principales 
características de este dispositivo: 
- 9 interfaces Fast Ethernet 
- 1 puerto RDSI  
- 1 interfaz ATM para ADSL sobre línea analógica 
Al no tratarse de un switch PoE, los teléfonos de estas delegaciones emplearán 
alimentadores eléctricos. 
4.1.1.5 Sede de Zaragoza 
Cisco 877  
Este equipo ha sido descrito en la sede principal de Barcelona. No es necesario instalar 
switches porque esta sede sólo va a disponer de un usuario que empleará un ordenador y 
un teléfono IP. 
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4.1.2 Criterios de elección y descripción de los dispositivos de voz 
En este apartado se describen directamente los equipos de voz implantados en el 
proyecto, en vez de hacer un despliegue por las distintas sedes. 
 
Como se puede ver, a diferencia del elevado número de dispositivos de comunicaciones 
de datos distintos, aquí sólo se cuenta con el Call Manager, con 3 modelos de teléfonos 
distintos y con un adaptador para terminales analógicos –denominado Cisco ATA-. A 
continuación se muestran los modelos de los distintos dispositivos de comunicaciones 
de voz que se implantarán en el proyecto. 
4.1.2.1 Cisco Call Manager 
 
Ilustración 4.8 Cisco Call Manager 
Cuando se evalúan los requisitos que el cliente necesita y se tiene en cuenta que la 
versión más actualizada de Call Manager que funciona sobre el sistema operativo 
Windows es la 4.3, se decide que es ésta la versión que se instalará en el proyecto sobre 
un servidor Hewlett Packard modelo MCS 7816-H3. 
  ver tema Elección de la versión del Call Manager en concepto 
Introducción al Call Manager. 
Las principales características del servidor MCS 7816-H3 son las siguientes: 
- Procesador Intel Celeron D 352 con 3.2-GHz  
- 2 GB de memoria RAM 
- 1 disco duro serial advanced technology attachment (SATA) 
- 2 puertos Gigabit Ethernet integrados en el propio chasis 
Por lo tanto, este es el servidor que se instala en la sede central  de Barcelona y que 
gestiona todas las comunicaciones de voz del proyecto. 
 
A continuación, en la ilustración 4.9 se muestra una captura de pantalla del servidor 
mostrando la información antes descrita. 
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Ilustración 4.9 Captura de pantalla con información del servidor MCS 7816-H3 
Como se puede ver, el equipo dispone de una versión del sistema operativo Microsoft 
Windows Server 2003 Standard Edition que ya viene pre-instalada. 
4.1.2.2 Teléfonos 
Como se ha comentado, en esta instalación se emplean 3 teléfonos VoIP propietarios de 
Cisco distintos, además de un adaptador Cisco ATA para poder conectar cualquier tipo 
de dispositivo analógico. A continuación se describen los distintos dispositivos que se 
van a instalar en las distintas sedes. 
Cisco 7961G 
 
Ilustración 4.10 Teléfono Cisco 7961G 
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Se trata de un teléfono de gama alta destinado a Operadoras y puestos de trabajo de 
mandos intermedios o gerentes. A continuación se describen las principales 
características: 
- Micro-switch integrado con 2 puertos Fast Ethernet  
- Pantalla de alta de alta resolución, gráficos con escala de grises (320x222 pixels) 
- 6 botones estáticos programables 
- 4 botones softkey programables 
- Soporta PoE pre-estándar y 802.3af 
- Soporta aplicaciones XML 
- Manos libres 
Cisco 7911G 
 
Ilustración 4.11 Teléfono Cisco 7911G 
Se trata de un teléfono de gama baja destinado a los empleados que no requieran multi-
lineas ni prestaciones especiales. A continuación se describen las principales 
características: 
- Micro-switch integrado con 2 puertos Fast Ethernet  
- 4 botones softkey programables 
- Pantalla con resolución 192 x 64 pixels 
- Soporta PoE pre-estándar y 803.3af 
Cisco 7921G 
 
Ilustración 4.12 Teléfono Cisco 7921G 
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Se trata de un teléfono inalámbrico que emplea distintos estándares WLAN. A 
continuación se describen las principales características: 
- Soporta los estándares IEEE 802.11a, b y g en las bandas de 2.4 y 5 GHz. 
- Pantalla TFT en color con resolución 176 x 220 pixels 
- Soporta aplicaciones XML 
- Manos libres 
- Batería de larga duración (200 h en reposo y 15.5 h hablando) 
- Incluidos los siguientes protocolos de seguridad: LEAP, PEAP, EAP-FAST, 
EAP-TLS, WPA, WPA2, CCKM, WEP, TKIP/MIC, AES 
Cisco ATA 186/188 
 
Ilustración 4.13 Cisco ATA 186/188 
Las siglas ATA significan Adaptador Telefónico Analógico, esto quiere decir que se 
está ante un dispositivo que actúa como adaptador o conversor entre un interfaz 
analógico y un entorno de comunicaciones IP. Cuando se habla de un interfaz 
analógico, significa que se está ante un datafono, un fax, un módem o un teléfono que 
dispone de tecnología analógica.  
 
Por lo tanto, el interfaz a gestionar será cualquiera de estos elementos. Como el ATA 
debe adaptar las comunicaciones analógicas a un entorno IP, lo que se hace es 
configurar una dirección IP para el propio ATA, para a continuación en el Call Manager 
indicar que tras este dispositivo existe un elemento analógico con un determinado 
número de extensión configurado. Los ATA se pueden configurar de forma estática 
manualmente o a través de DHCP, de esta última forma, un servidor le suministra 
automática los datos relativos a su direccionamiento IP. 
  ver Capítulo 5 Configuración de un interfaz ATA 
4.1.3 Criterios de elección y descripción de los dispositivos de 
seguridad 
Como ya se ha comentado, una vez definidos los requisitos de seguridad establecidos 
por parte del cliente, el criterio de elección del fabricante de los dispositivos de 
seguridad ha sido, tras analizar que el fabricante SonicWall cumple con todos los 
estándares del mercado, el análisis de la relación calidad-precio. En este proyecto se 
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implantarán 3 modelos de equipos del fabricante SonicWall, a continuación se 
describen. 
SonicWall SSL VPN 200 
 
Ilustración 4.14 SonicWall SSL VPN 200 
Como el propio nombre del dispositivo indica, se trata de un equipo de seguridad 
encargado de habilitar conexiones remotas seguras creando túneles a través de la 
tecnología SSL VPN bajo demanda del usuario remoto. 
  ver tema SSL VPN en concepto Aproximación a la seguridad en la red 
Este dispositivo se emplea para que cuando un usuario remoto desee crear una conexión 
segura hacia la red corporativa desde el exterior de la empresa, lo pueda realizar 
accediendo a una página web empleando el protocolo https, para a continuación poder 
identificarse a través de un usuario y contraseña, y una vez autenticado el acceso como 
autorizado, cifrar la información que circule a través del túnel establecido para que el 
usuario tenga pleno acceso a todos los recursos de forma segura, como si estuviera 
dentro de la propia red corporativa de la empresa. Otra ventaja de este dispositivo, es 
que cuando un usuario remoto accede a la página web destinada a conexiones remotas 
seguras desde el exterior de la empresa, una vez autenticado, puede bajar un software 
propietario de SonicWall denominado NetExtender y con éste gestionar las 
comunicaciones de forma segura entre ambos extremos sin la necesidad de previamente 
tener instalado ningún software específico. A continuación se muestran las principales 
características del dispositivo: 
- Número de usuarios ilimitados, recomendando un máximo de 10 simultáneos 
- 5 interfaces Ethernet 10/100 
El software NetExtender que se puede instalar en el equipo del usuario remoto es 
compatible con los sistemas operativos Windows 2000, 2003, XP/Vista (32 bits y 64 
bits) Win Mobile 5 (Pocket PC), Win Mobile 6 (Classic/Professional), MacOS 10.4+ 
(PowerPC e Intel), Linux Fedora Core 3+ / Ubuntu 7+ y OpenSUSE. Para finalizar, en 
la ilustración 4.15 se pueden ver las facilidades ofrecidas con el uso de este dispositivo. 
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Ilustración 4.15 Tipos de acceso remoto a recursos corporativos desde un SSL VPN 200 
En el proyecto se instala un solo dispositivo SSL VPN 200 que se ubica en la sede 
central de Barcelona, éste será el responsable de habilitar todas las conexiones remotas 
seguras desde el exterior hacia la intranet de la empresa. 
SonicWall NSA 2400 
Se trata de un dispositivo para administrar la seguridad de la sede central de Barcelona 
de forma unificada. Dispone de licencias para realizar funciones de antivirus, anti-spam, 
analizador de patrones de intrusión para evitar posibles ataques, herramienta para 
bloquear los intentos de denegación de servicio, firewall, etc. 
  ver concepto Aproximación a la seguridad en la red 
No es objetivo del presente proyecto describir profundamente la tecnología que emplea 
el dispositivo, ésta se puede consultar en las hojas descriptivas del fabricante. Lo que se 
debe saber, como más adelante se describe en el capítulo de implantación de la 
seguridad en la red, es que el equipo tiene conectado un puerto hacia el router de 
navegación, otro puerto hacia la LAN y un último puerto hacia la zona DMZ. Por lo 
tanto, todo el tráfico Internet es analizado en tiempo real por este dispositivo antes de 
acceder a la LAN, él se encarga de filtrar y denegar el acceso al tráfico que implique 
una amenaza para la seguridad de la empresa. 
SonicWall TZ 170 
Este dispositivo se instala en el resto de sedes. Las funciones son las mismas que las del 
equipo descrito anteriormente; gestionar de forma unificada toda la seguridad de la 
delegación. 
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Se trata simplemente de un modelo inferior, realiza las mismas funciones pero se trata 
de un equipo con menor potencia debido a que el resto de sedes no disponen de 
servidores centrales y cuentan con menor número de usuarios y por lo tanto este equipo 
está dimensionado al tráfico que generan y reciben. 
4.2 Implementación de la configuración en los equipos de datos 
En apartados anteriores aparecen descritos todos los dispositivos de comunicaciones de 
datos que se instalan en las distintas sedes. Es objetivo del presente capítulo describir 
cómo se realiza la conexión y configuración de éstos y a través de qué medios. 
4.2.1 Sede central de Barcelona 
Configuración de ro-bcn1 
Se trata del router que sirve para establecer los túneles desde la sede de Barcelona hacia 
el resto, por lo tanto, todas las comunicaciones de datos y voz entre sedes circularán por 
el mismo. En adelante, en la configuración de los dispositivos de voz, denominaremos 
también a este equipo con el término gateway de voz de Barcelona. 
 
También se emplea este router para conectar los dos enlaces primarios para llamadas a 
números de teléfonos fijos y los dos enlaces básicos para llamadas a números de 
teléfonos móviles. Esto se ampliará más adelante cuando se explique la configuración 
de voz. A continuación se emplea el comando sh ip interface brief en ro-bcn1 para 
verificar que todos los puertos están funcionando correctamente, en el ejemplo se han 
omitido los puertos que no corresponden a enlaces de datos. 
Interface            IP-Address   OK? Method           Status             Protocol 
GigabitEthernet0/0 unassigned  YES      NVRAM          up                    up 
GigabitEthernet0/0.1 172.26.10.253  YES      NVRAM          up                    up 
GigabitEthernet0/0.2 172.16.1.253    YES      NVRAM          up             up 
GigabitEthernet0/1 80.27.198.202  YES      NVRAM          up                    up 
BRI1/0   unassigned       YES      NVRAM          up                    up 
BRI1/0:1  unassigned       YES      unset              down                down 
BRI1/0:2  unassigned       YES      unset              down                down 
Se omiten desde BRI 1/1 hasta BRI 1/7 por comportarse igual. 
Tunnel0                    192.168.200.1   YES       NVRAM   up                    up 
Tunnel1                    192.168.201.1   YES       NVRAM   up                    up 
Tunnel2                    192.168.202.1   YES          NVRAM   up                    up 
Tunnel3                    192.168.203.1   YES       NVRAM   up                    up 
Tunnel4                    192.168.204.1   YES       NVRAM   up                    up 
Tunnel6                    192.168.205.1   YES       NVRAM   up                    up 
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Si se analiza el resultado mostrado por el comando, se observa lo siguiente: 
- En el puerto Gigabit Ethernet 0/0 hay dos sub-interfaces; 0/0.1 para datos y 
0/0.2 para voz. De esta forma en un interfaz físico se crean dos sub-interfaces 
lógicos. Esto es extremadamente útil, a través de este único puerto físico se crea 
un encaminamiento inter-VLAN. Es a través de este puerto, como se comunican 
las VLANs de datos y voz de la sede de Barcelona, por consiguiente, este 
interfaz también va conectado contra un puerto del switch sw-bcn1. 
- En el puerto Gigabit Ethernet 0/1 se dispone de la dirección IP pública de la 
ADSL ofrecida por el Operador Telefónica, por lo tanto, a través de este interfaz 
se encamina todo el tráfico exterior por los distintos túneles hacia el resto de 
sedes. 
- Los puertos comprendidos desde BRI 1/0 hasta BRI 1/7 son, como su propio 
nombre indica, –Basic Rate Interface, enlaces digitales RDSI con dos canales B 
de comunicación y uno D de señalización- como se puede observar, la 
señalización está levantada y los dos canales de comunicación están caídos por 
no estar realizando o recibiendo llamada alguna. 
- Desde Tunnel 1 hasta el 6, se trata de los túneles configurados contra el resto de 
sedes. 
Desde el interfaz Gigabit Ethernet0/0 de ro-bcn1 se conecta un latiguillo hacia el puerto 
Gigabit Ethernet0/2 de sw-bcn1. En el switch, este puerto se configura en modo trunk, 
esto significa que ambos extremos pueden trabajar con las VLANs de datos y voz. A 
continuación se muestra la configuración del trunk en el switch sw-bcn1: 
interface GigabitEthernet0/2 
  description Conexión troncal a ro-bcn1 
  switchport mode trunk 
Los puertos comprendidos entre BRI 1/0 y BRI 1/7 son de respaldo, están destinados 
para que cuando cualquiera de las sedes remotas pierda la conectividad por su ADSL 
principal contra Barcelona, el centro remoto pueda establecer una conexión a través de 
su respectiva línea RDSI. Esta llamada emplea un acceso BRI en la sede remota y otro 
en la sede de Barcelona, de esta forma se puede reencaminar el tráfico de datos y voz en 
caso de avería en la ADSL. A continuación se muestra la configuración a realizar en 
estos 8 puertos omitiendo algunos comandos que se considera innecesario explicar para 
comprender el funcionamiento de estos accesos: 
interface BRI1/0 
  description acceso de líneas de respaldo RDSI de sedes remotas 
  encapsulation ppp 
  dialer pool-member 1 max-link 2 
  isdn switch-type basic-net3 
  isdn point-to-point-setup 
  ppp multilink 
Como se puede observar, en primer lugar se emplea un comando para realizar una 
descripción del interfaz, después se determina el tipo de encapsulación, en este caso 
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ppp, después se emplea el comando dialer pool-member 1 max-link 2 para indicar que 
se podrán emplear como máximo los dos canales B de datos de un acceso básico RDSI, 
para terminar con el protocolo de funcionamiento RDSI necesario para que el acceso del 
Operador funcione correctamente. También es necesario aplicar la configuración que se 
muestra a continuación, en la cual también se han omitido los comandos que se 
consideran innecesarios para comprender cómo funciona el interfaz.  
 
interface Dialer1 
  description Respaldo_RDSI_Zona_Franca_de_Barcelona 
  ip address 192.168.203.2 255.255.255.252 
  encapsulation ppp 
  dialer remote-name ro-zfc1 
  dialer string 9326257xx 
  dialer caller 9326257xx 
  dialer-group 1 
  ppp multilink 
En este interfaz Dialer 1, en primer lugar se emplea un campo descriptivo para indicar la 
función del mismo. A continuación se emplea una dirección IP privada que se ha 
definido previamente en la tabla de direcciones a emplear en los distintos túneles entre 
sedes. Después se definen los protocolos y encapsulaciones para que la línea funcione 
correctamente, haciendo hincapié en cuál será el número de teléfono RDSI que se 
marcará para que el acceso RDSI puede alcanzar su otro extremo, en este caso la línea 
RDSI ubicada en la sede de la Zona Franca de Barcelona. 
Túneles IPSec 
Como ya sea indicado, en este proyecto se emplean túneles IPSec sobre GRE, de esta 
forma las comunicaciones que emplean estos túneles disponen de seguridad que 
garantiza la autenticación y cifrado de los paquetes de datos y de voz. La configuración 
relativa de los túneles de Barcelona hacia el resto de sedes es la siguiente, como ejemplo 
se empleará el túnel entre la sede de Barcelona y la del Aeropuerto de Madrid. 
 
interface Tunnel0 
  description Tunel sede central de Barcelona-Aeropuerto de Madrid 
  ip address 192.168.200.1 255.255.255.252 
  tunnel source 80.27.198.202 
  tunnel destination 80.61.12.128 
  crypto map myvpn 
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El comando crypto map my vpn invoca a hacer uso de un cifrado IPSec entre los 
extremos del túnel, concretamente en este caso se emplea la siguiente configuración: 
crypto map myvpn 2 ipsec-isakmp  
  set peer 80.61.12.128 
  set transform-set tunel  
  match address 103 
En la cual, se muestra que se especifica cuál es el otro extremo del túnel, a través de la 
dirección IP pública que debe alcanzar éste –la 80.61.12.128, es decir, la del Aeropuerto 
de Madrid- y a su vez se especifica que dentro de éste bloque de comandos se debe de 
emplear la lista de acceso 103, que cuenta con la siguiente configuración: 
access-list 103 permit gre host 80.27.198.202 host 80.61.12.128 
En esta lista de acceso, se observa como se emplea un túnel GRE entre la sede central 
de Barcelona y la del Aeropuerto de Madrid. Por lo tanto aquí se cierra el círculo y se 
demuestra cómo se configura el túnel IPSec sobre el túnel GRE. 
  ver concepto Listas de acceso 
La dirección IP pública la facilita el Operador Telefónica junto a su línea ADSL. Es 
requisito imprescindible que la dirección IP pública suministrada por el Operador sea 
estática, en caso contrario, además de perder el acceso remoto a los equipos para poder 
realizar tareas de mantenimiento y cambios de configuración, los túneles contra el resto 
de sedes no podrán funcionar. La dirección privada es la que se puede configurar a 
voluntad. Se emplea el rango 192.168.x.x para éstas, a continuación se muestran las 
direcciones y máscaras de red empleadas para los túneles de todas las sedes. 
Túnel IP privada sede Barcelona IP privada sede remota 
Barcelona-Aero Madrid 192.168.200.1/30 192.168.200.2/30 
Barcelona-Puerto Valencia 192.168.201.1/30 192.168.201.2/30 
Barcelona-Aero Barcelona 192.168.202.1/30 192.168.202.2/30 
Barcelona-ZF Barcelona 192.168.203.1/30 192.168.203.2/30 
Barcelona-Zaragoza 192.168.204.1/30 192.168.204.2/30 
Barcelona-Montornès 192.168.205.1/30 192.168.205.2/30 
Como ya se ha comentado, el direccionamiento IP público lo facilita Telefónica a través 
de direcciones IP públicas estáticas. Es decir, que no cambian periódicamente en cada 
una de las ADSLs. Las direcciones IP públicas de las distintas líneas ADSL son las 
siguientes: 
Sede Dirección IP pública 
Aeropuerto Barcelona 80.37.119.188 
Aeropuerto Madrid 80.61.12.128 
Montornès del Vallès 80.153.143.208 
Puerto de Valencia 80.35.186.153 
Sede central Barcelona 80.27.198.202 
Zaragoza 80.54.32.214 
Zona Franca Barcelona 80.32.129.110 
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Como se puede comprobar analizando las direcciones IP públicas, todas las ADSLs son 
del Operador Telefónica. Cuando se emplea un túnel IPSec sobre túnel GRE, no sólo se 
dispone de una conexión lógica establecida entre dos extremos. La gran ventaja de este 
tipo de conexión es que se crea un túnel seguro que cifra la información que circula a 
través de él, evitando que alguien no autorizado pueda leer información confidencial 
para el cliente. Para poder crear el túnel, además de los comandos antes descritos, a 
continuación se muestran otros que también resultan necesarios: 
crypto isakmp policy 10 
  encr 3des 
  hash md5  
  authentication pre-share 
  group 2 
Con estos comandos se define una política de seguridad, además de especificar varios 
parámetros para el tipo de cifrado empleada. Con los comandos mostrados a 
continuación, se establece una clave –es la palabra que se muestra después del comando 
key- que debe ser la misma en ambos extremos del túnel. 
crypto isakmp key puerto_valencia address 80.35.186.153 no-xauth 
crypto isakmp key aeropuerto_madrid address 80.61.12.128 no-xauth 
crypto isakmp key zona_franca_barcelonal address 80.32.129.110 no-xauth 
crypto isakmp key aeropuerto_barcelona address 80.37.119.188 no-xauth 
Aunque el comando no-xauth pueda dar a entender que no se emplea autenticación, 
como se ha comentado en varias ocasiones, los túneles IPSec sobre túneles GRE 
emplean autenticación y cifrado, siendo el comando no-xauth un requisito necesario 
para que éstos funcionen correctamente. 
Configuración de ro-bcn2 
El motivo que justifica la presencia de ro-bcn2 con una ADSL dedicada para 
navegación es que en esta sede existen alrededor de 40 usuarios y éstos deben disponer 
del suficiente ancho de banda para subir y bajar tráfico Internet –web, correo y el resto 
de aplicaciones- y a la vez no saturar los túneles que enlazan con el resto de sedes que 
se encuentran configurados en ro-bcn1 sobre la ADSL de túneles. Saturar la ADSL de 
túneles con tráfico Internet, implica que las comunicaciones de voz sufran un colapso, y 
por consiguiente, un retardo en la entrega de los paquetes, lo cual, significa no se podrán 
tener comunicaciones de voz en tiempo real. 
 
Cabe recordar, que toda latencia superior a 150 ms en una comunicación de voz, es 
interpretada por nuestros sentidos –y cerebro- como si no fuera en tiempo real, y por 
consiguiente, apreciando una muy mala calidad en la misma. Este router también está 
protegido por listas de acceso. Los elementos de configuración a tener en cuenta - una 
vez omitidos los comandos que no son importantes para comprender el funcionamiento- 
son los siguientes: 
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interface ATM0.1 point-to-point 
  pvc 8/32  
    pppoe-client dial-pool-number 1 
interface Dialer0 
  encapsulation ppp 
  dialer pool 1 
  dialer-group 1 
  ppp authentication chap pap callin 
  ppp chap hostname adslppp@telefonicanetpa 
  ppp chap password 7 0820485D05091507 
  ppp pap sent-username adslppp@telefonicanetpa password 7 094D4A1A15150702 
Con estos comandos se configura un interfaz ATM por donde el tráfico Internet 
circulará a través de la ADSL ofrecida por el Operador, en este caso de Telefónica, que 
se configura con los datos facilitados por el propio Operador.  
  ver Concepto Tecnología ADSL 
En este interfaz se incluye el comando dial-pool-number 1, que conceptualmente se 
trata de un elemento para poder llamar hacia el exterior. Este elemento llamante a su vez 
dispone de más configuración facilitada por el Operador y necesaria para poder 
encaminar tráfico por su red. La configuración de la tabla de rutas que importa es la 
siguiente: 
 
ip route 0.0.0.0 0.0.0.0 Dialer0 
 
En esta ruta se configura que todo el tráfico de datos se envíe a través del Dialer0 y por 
consiguiente, también por el interfaz ATM0.1 - con la configuración pertinente 
facilitada por el Operador y previamente configurada en el router- para navegar por la 
red del Operador de la ADSL, como se ha dicho; Telefónica. 
Configuración de sw-bcn1, sw-bcn2 y sw-bcn3 
Se han configurado en ro-bcn1 dos VLANs; una para datos y otra para voz. Los 
dispositivos de ambas redes están físicamente conectados en estos 3 switches. Los 
switches sw-bcn1 y 2 disponen de tecnología PoE, por lo tanto pueden alimentar 
eléctricamente los teléfonos VoIP. Estos dos switches disponen de puertos Fast 
Ethernet. 
 
El switch sw-bcn3 cuenta con puertos Gigabit Ethernet y no dispone de tecnología PoE. 
Este dispositivo es necesario para poder conectar todo tipo de equipos y servidores que 
necesiten un mayor ancho de banda. 
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Los puertos de los 3 switches que se emplean para teléfonos y/o dispositivos de datos, 
disponen de puertos configurados con la siguiente configuración: 
 
interface FastEthernet0/1 
  description Telefonia+PC 
  switchport voice vlan 2 
  spanning-tree portfast 
La VLAN 1 además de ser la de datos, es la nativa, esto quiere decir que por defecto 
está configurada en todos los puertos y por consiguiente, no se debe especificar su 
configuración en los mismos. Por el contrario la VLAN 2 de voz será necesaria de 
incluir en la configuración de los puertos que hagan uso de un teléfono IP. 
 
También se puede ver la presencia del comando spanning-tree portfast , el algoritmo 
spanning-tree es de una herramienta diseñada para evitar bucles redundantes y 
tormentas de broadcast a la hora de enviar un paquete.  
 
En algunos puertos de estos switches se configura la VLAN 3, dedicada a lo que se 
denomina una zona desmilitarizada –DMZ-.  
 
Esta zona DMZ está dedicada a los distintos servidores públicos a los cuales se debe 
tener acceso desde el exterior de forma segura, por ejemplo; servidor de correo, servidor 
FTP, servidor de páginas web, etc. Estos puertos se configuran con los siguientes 
comandos: 
 
interface FastEthernet0/15 
  description ---------zona DMZ---------- 
  switchport access vlan 3 
  switchport mode access 
  spanning-tree portfast 
En la ilustración 3.7 mostró la presencia de los dos elementos de seguridad del 
fabricante SonicWall en ambos extremos de la zona DMZ con una subred del rango 
10.0.0.X. En el capítulo de implantación de la seguridad en la red se describe la 
configuración de estos dispositivos.  
  ver Capítulo 5 Configuración de los dispositivos SonicWall NSA 2400 y 
SSL VPN 
Es necesario configurar una dirección IP en cada uno de los switches, en caso contrario 
sólo se podrá acceder a su configuración a través del puerto de consola, lo cual no 
resulta práctico cuando se desea acceder a los dispositivos desde el exterior. 
  ver Capítulo 5 Acceso a los dispositivos Cisco 
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Las direcciones IP de cada switch se muestran en la siguiente tabla: 
Equipo Dirección IP y máscara de red 
sw-bcn1 172.26.10.250 
sw-bcn1 172.26.10.251 
sw-bcn1 172.26.10.252 
 
Los comandos que se emplean para configurar las direcciones IP en un switch son los 
siguientes: 
interface Vlan1 
  ip address 172.26.10.253 255.255.255.0 
Se observa, que en primer lugar se emplea el comando interface Vlan1, esto se debe a 
que se está indicando que la VLAN 1 además de ser la nativa es también la de gestión 
de los equipos. Se ha desestimado crear una VLAN específica para tareas de gestión 
porque así nos lo han indicado los Administradores de Sistemas. Para finalizar, se 
emplean los siguientes dos comandos: 
ip default-gateway 172.26.10.253 
ip http server 
El primero de ellos es para indicar al switch cuál es el gateway por defecto de la sede de 
Barcelona. La necesidad de configurar un gateway se debe a que el switch es un 
elemento de capa 2, y por lo tanto trabaja con direcciones MAC, pero debido a la 
configuración implementada en el proyecto, se tiene que configurar también una ruta 
por defecto para una dirección IP de capa 3. El comando ip http server sirve para 
implementar el acceso a los switches a través de cualquier navegador gracias al 
protocolo http. Una vez autenticados los Administradores, éstos pueden acceder a las 
páginas de configuración de los switches. 
  ver Capítulo 5 Configuración desde un navegador de los switches de la 
sede de Barcelona. 
Configuración de WLAN 
Esta sede también dispone de tecnología WLAN. Se instala y configura un Wireless 
LAN Controller que gestiona 6 APs en modo liviano. Éstos APs están configurados para 
poder emplear 802.11 b y g, por lo tanto, hasta 11 y 54 Mbps respectivamente. 
 
Se crea una WLAN de datos –para ordenadores portátiles y PDAs-, otra de voz –para 
los teléfonos Cisco 7921G- y una última sólo para invitados –para trabajadores 
externos-. En cada SSID se hace referencia al nombre de la WLAN y se configura la 
clave indicada por los Administradores de Sistemas. 
  ver Capítulo 5 Acceso GUI a un Wireless LAN Controller 
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4.2.2  Sede del Puerto de Valencia 
Se trata de la segunda sede con mayor complejidad. Además, en ésta se debe disponer 
de un router que tenga habilitadas las funciones de voz, para que entren en 
funcionamiento cuando los teléfonos pierdan las comunicaciones contra el Call 
Manager de la sede de Barcelona. En esta sede se emplea un Cisco 2801 como router y 
un switch Cisco 2960-24LT en cascada para poder dar servicio a más dispositivos IP. 
 
Aquí también está previsto que los puertos del switch estén configurados con las 
VLANs de datos y voz, por lo tanto, la topología que se implementará será conectar 
directamente los teléfonos en los puertos de los switches, y en cascada, a través de los 
micro-switches integrados en los teléfonos, las estaciones de trabajo. En este caso dos 
APs son suficientes para ofrecer cobertura WLAN a toda la delegación, por lo tanto se 
configuran directamente con comandos Cisco IOS. A continuación se describe 
brevemente la configuración que se debe implementar en los dispositivos. 
ro-vlc: 
Este router se emplea para suministrar el tráfico internet a todos los usuarios de la sede 
y sirve también para establece túneles contra el resto de sedes que forman parte del 
proyecto. Dispone de un servidor DHCP integrado que ofrece automáticamente 
direcciones IP para los rangos destinados a dispositivos de datos y para los destinados a 
teléfonos VoIP. Se aplican unas directivas básicas de seguridad porque actúa como 
elemento frontera entre la red WAN suministrada a través de la línea ADSL de 
Telefónica y los distintos usuarios LAN de la sede. El responsable de analizar todas las 
amenazas potencias es el dispositivo SonicWall de la sede. Se define unas listas de 
acceso que sólo habilita conexiones desde el exterior para los Administradores de 
Sistemas del cliente y para los mantenedores de la red. 
sw-vlc1: 
Este switch de 24 puertos se configura con una dirección IP para poder ser alcanzado 
desde el exterior. En él se configuran las VLANs de datos y voz. En cada puerto Fast 
Ethernet donde haya conectado un teléfono VoIP y detrás de él una estación de trabajo, 
se configura el interfaz en modo acceso, habilitando el tráfico de ambas redes. En este 
switch también se conectan los APs de la sede que ofrecerán la cobertura inalámbrica a 
los distintos dispositivos WLAN. Los APs serán configurados en modo autónomo, y por 
lo tanto serán alcanzados gracias a la dirección IP que en ellos también será 
configurada. 
  ver Capítulo 5 Comandos IOS de un AP en modo autónomo 
Los APs empleados, al igual que en la delegación de Barcelona son Cisco 1242 AG. 
Éstos se configuran para poder ser usados en 802.11 b y g. 
 
En esta delegación también se crean 3 WLANs: una para datos, otra para voz y una 
última para invitados. 
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4.2.3  Resto de sedes 
Las sedes de los Aeropuertos de Barcelona y Madrid, Montornès del Vallès, Zaragoza y 
Zona Franca tienen en común que disponen de pocos usuarios y que no disponen de 
redes WLAN implementadas. El diseño de todas ellas implica un router con dos 
funciones: unir la delegación con el resto a través de túneles y permitir la navegación de 
tráfico Internet para los distintos usuarios. En estas sedes el router dispondrá de unas 
directivas básicas de seguridad autorizando sólo el acceso de los Administradores de 
Sistemas del cliente y de los mantenedores de la red. También se podrá acceder a todos 
los equipos desde los túneles creados desde la sede central de Barcelona hacia ellos, es 
decir, haciendo uso del mismo canal que emplean las comunicaciones de datos y voz 
cifradas entre sedes. El equipo responsable de garantizar la seguridad en estas sedes es 
un dispositivo SonicWall TZ170.  
 
En el capítulo anterior, donde se presente el material desplegado por las distintas sedes 
se puede ver qué dispositivos se instalan y configuran en cada una de ellas. 
Independientemente de que éstas empleen un switch adicional en cascada con el router, 
porque tengan más o menos dispositivos, todas estas delegaciones tienen en común que 
sus routers disponen de dos VLANs: la de datos y la de voz y que a la vez, cada VLAN 
tiene configurado el servicio DHCP para que automáticamente el router pueda 
suministrar direcciones IP a los distintos dispositivos y la configuración relativa al 
gateway que deben emplear.  
  ver Capítulo 5 Configuración de VLANs en los gateways de voz de 
Barcelona y Valencia. 
Como se puede observar el sub-apartado, en todos los routers de las distintas sedes se 
dispone del servicio DHCP activado –excepto en el caso de la red de voz de la sede de 
Barcelona como se estudiará más adelante-. 
4.3  Implantación de la tecnología de voz 
En este capítulo se describirá la implantación de los dispositivos y tecnologías que 
forman parte de la solución de voz. 
4.3.1  Sede central de Barcelona 
En esta sede está ubicado el Call Manager, por lo tanto es aquí donde se debe configurar 
la parte de voz más importante de todo el proyecto. En la ilustración 4.16 se observa un 
mapa de la red de voz del proyecto. 
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Ilustración 4.16 Red de voz de la sede central de Barcelona 
Como se puede observar, en la sede de Barcelona existe un gateway de voz y 3 switches 
de datos que comparten funciones de datos y voz para todo el proyecto. Los distintos 
teléfonos VoIP están físicamente conectados en puertos de los 3 switches. Los interfaces 
Fast Ethernet de estos 3 switches están habilitados para las VLANs de datos y voz. 
También se observa la presencia del dispositivo Wireless LAN Controller y cómo este 
mismo dispositivo alimenta los APs de esta sede a través del protocolo PoE. A su vez, 
el Wireless LAN Controller también ofrece la configuración a los APs en modo liviano, 
unificando en un solo punto de la red la configuración WLAN de la esta sede. 
Una vez dispuestos y configurados los elementos comunes de la red de la sede de 
Barcelona, es decir, el gateway de voz –por actuar éste como concentrador de túneles-, 
los 3 switches, el Wireless LAN Controller y los APs, hay que realizar la configuración 
del Call Manager para poder ofrecer servicio a todos los teléfonos de todas las sedes. Se 
observa que los teléfonos WLAN se registran en los distintos APS porque son éstos 
quienes ofrecen la cobertura y el servicio de itinerancia para que cuando se desplacen 
sus propietarios por la sede siempre tengan cobertura para sus comunicaciones de voz. 
   ver Capítulo 5 Configuración de parámetros en un Call Manager 
Como se puede ver en el sub-apartado, es el Call Manager quien gestiona todos los 
dispositivos de voz del proyecto, por lo tanto, también en él se deben configurar los 
parámetros globales de todo el proyecto de voz. 
  ver Conceptos empleados en un Call Manager 
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Por lo tanto, se deben configurar todos los conceptos que hacen referencia a CSS, 
Device Pool, Location, Partition y Region de cada una de las distintas sedes con los 
datos necesarios para que los distintos dispositivos de voz funcionen. Cuando se emplea 
el término “dispositivo de voz” se hace referencia a teléfonos IP con cable, teléfonos 
WLAN y adaptadores ATA. 
  ver Capítulo 5 Pasos a seguir para dar de alta un nuevo teléfono 
Todos los dispositivos se configuran a través de su dirección MAC, por lo tanto, en esta 
sede también se configuran interfaces ATA. 
  ver Capítulo 5 Configuración de un interfaz ATA 
Una vez registrados los dispositivos, se deben de conectar en el gateway ro-bcn1 los dos 
enlaces de primarios y los distintos accesos BRI. A continuación, hay que configurar los 
recursos para poder realizar llamadas salientes. 
  ver Capítulo 5 Pasos a seguir para crear una Route Pattern 
Como se puede comprobar, en el Call Manager se crean Route Patterns para todas las 
sedes, de esta forma, todos los dispositivos –independientemente de en qué sede se 
encuentren- podrán realizar llamadas hacia el exterior. 
 
Otra funcionalidad importante en un Call Manager es que se pueden configurar 
servicios para ser soportados por los dispositivos de voz. En el caso del presente 
proyecto, se define un servicio de agenda colectiva. Esta agenda colectiva podrá ser 
usada por cualquier teléfono VoIP independientemente de la sede en la que éste se 
encuentre ubicado. 
 ver Capítulo 5 Implementación de la agenda colectiva 
El cliente solicita un buzón de voz para que las llamadas entrantes realizadas fuera del 
horario de oficina puedan ser enviadas a éste, donde, a través de una locución el 
llamante será informado de que está llamando fuera del horario laboral, para a 
continuación, si lo desea, pueda dejar un mensaje que después será escuchado por la 
Operadora. 
  ver Capítulo 5 Configuración de la tarjeta de mensajería vocal AIM-CUE 
Para finalizar, se debe configurar el protocolo SRST para ofrecer redundancia al 
gateway de esta sede y al de Valencia. 
  ver Capítulo 5 Configuración SRST 
Como se puede observar, en este punto se configura el servicio SRST en el propio Call 
Manager y en el gateway ro-bcn1. 
4.3.2  Sede del Puerto de Valencia 
Esta sede es la segunda en importancia, por lo tanto, también se configura su gateway 
ro-vlc1 con el servicio SRST redundante. En la ilustración 4.17 se muestra la topología 
de voz en esta sede y cómo se realiza la unión con el resto de delegaciones. La línea 
discontinua entre la sede central de Barcelona y el gateway de voz de Valencia hace 
referencia a los protocolos de control involucrados en las comunicaciones de voz, es 
decir, el SCCP propietario de Cisco, el RTP y el RTCP. 
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Ilustración 4.17 Red de voz de la sede de Valencia 
  ver concepto SRST 
  ver Capítulo 5 Configuración SRST 
Lo más importante es observar cómo los distintos dispositivos de voz finalizan su 
conexión con el switch sw-vlc1; los teléfonos VoIP directamente a través de sus 
correspondientes puertos Fast Ethernet y los teléfonos WLAN mediante los APs. Se 
observa que en esta delegación los APs están configurados en modo autónomo, es decir, 
se configuran directamente mediante comandos Cisco IOS. 
 
Como se puede ver en los sub-apartados, las comunicaciones son administradas desde el 
Call Manager de la sede de Barcelona, pero en caso de caída de las comunicaciones del 
gateway con el Call Manager de Barcelona –porque el Call Manager ha dejado de 
funcionar o porque se produce un corte en las comunicaciones WAN entre ambas sedes- 
el propio gateway puede auto-registrar sus teléfonos y ofrecer a éstos de forma 
automática e independiente  la misma configuración que tenían cuando estaban 
registrados con el Call Manager. 
 
Esta sede también dispone de dos accesos básicos RDSI, uno para las llamadas a fijos y 
otro para las llamadas a móviles. Estos enlaces sólo son empleados cuando el gateway 
funciona en modo SRST, sin ellos no se podrían realizar llamadas salientes hacia el 
exterior. Se aprovecha el uso de estos dos enlaces para configurar DDIs que 
directamente son enrutados hacia el teléfono de Operadora de esta sede cuando un 
llamante externo realiza una llamada entrante. El comando empleado para configurar un 
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DDI entrante es num-exp. A modo de ejemplo, se muestran algunos DDIs que se 
configuran en Valencia indicando a la derecha del número la extensión destinataria de la 
llamada. 
 
num-exp 963302000 400 
num-exp 963302001 401 
num-exp 963302002 402 
 
En este ejemplo, se puede comprobar cómo los 3 distintos DDIs están dirigidos 
respectivamente a 3 distintas extensiones correlativas. 
4.3.3 Resto de sedes 
Las sedes de los Aeropuertos de Barcelona y Madrid, Montornès del Vallès, Zaragoza y 
Zona Franca tienen en común que en sus respectivos gateways de voz no tienen 
conectadas líneas para poder realizar o recibir llamantes externas. Por lo tanto, cuando 
los teléfonos de esta sedes realizan o reciben llamadas externas, la señalización es 
gestionada desde el Call Manager mediante el protocolo SCCP y las llamadas realmente 
alcanzan el exterior desde los dos accesos primarios para las llamadas a fijos o los dos 
accesos básicos para las llamadas a móviles ubicados en el Call Manager de la sede 
central de Barcelona. 
  ver concepto Introducción al Cisco Call Manager 
La señalización SCCP de los teléfonos de las distintas sedes pasa a través de los túneles 
configurados en los distintos gateways y es gestionada desde el Call Manager de la sede  
de Barcelona. Las distintas Route Patterns para que los usuarios puedan realizar 
llamadas salientes en las distintas sedes también están configuradas en el Call Manager, 
así como el resto de la configuración de cada una de las sedes. 
  ver Capítulo 5 Pasos a seguir para crear una Route Pattern 
4.4  Implantación de la seguridad en la red 
No es objetivo del presente sub-apartado realizar una descripción exhaustiva de cómo se 
implanta la seguridad en la red. El motivo por el cual se han seleccionado los 
dispositivos de seguridad del fabricante SonicWall, además de ser porque éstos 
disponían de elevados y robustos sistemas de seguridad que cumplían con todos los 
estándares del mercado y satisfacían plenamente la relación calidad-precio demandada 
por el cliente, también ha sido porque disponen de un acceso web y unos menús que 
resultan intuitivos una vez se define la seguridad a implantar y se tienen claros los 
conceptos teóricos que engloban la seguridad en una red.  
 
Por consiguiente, se emplaza al lector a estudiar los conceptos teóricos que describen la 
seguridad en la red y se aborda la configuración de éstos en los sub-apartados finales. 
  ver Capítulo 5 Configuración de los dispositivos SonicWall NSA2400 y 
SSL VPN 
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4.5 Implantación de la QoS 
Como se ha comentado en el capítulo teórico de la tecnología QoS, se hará uso del 
comando auto qos voip en todos los interfaces que procesan tráfico VoIP. De esta 
forma, se conseguirá priorizar este tráfico sobre el resto. 
 
No se establece una política de distintas prioridades en base a las distintas aplicaciones 
que circulan por la red. Se prioriza la voz y sus protocolos de control, asegurando que 
todos sus paquetes son marcados correctamente, para más tarde, ser procesados 
prioritariamente en todos los dispositivos de electrónica de red. También, se asegura un 
ancho de banda mínimo para todas estas comunicaciones, y se controla la latencia de 
extremo a extremo, para que el protocolo de capa de transporte RTP gestione 
correctamente las comunicaciones VoIP. Para el resto del tráfico de datos, se habilita 
una política Best-Effort. 
 
Después de emplear el comando auto qos voip, se realizan algunas modificaciones para 
el tráfico entrante proveniente de las ADSLs de cada sede, porque al tratarse de líneas 
sin un SLA garantizado, es necesario volver a marcar como prioritario el tráfico VoIP 
para que en sentido entrante, también pueda ser correctamente tratado por los distintos 
dispositivos de red, hasta ser entregados los paquetes de comunicaciones en los 
teléfonos o estaciones de trabajo destino. 
 
Para explicar correctamente cómo se implanta la QoS, en los próximos sub-apartados se 
realiza una división por sedes, y dentro de éstas, por dispositivos de red. Como se 
comprenderá, previamente todos los dispositivos involucrados en la QoS, y las 
versiones IOS de éstos, han sido seleccionados teniendo presente que se haría uso del 
comando auto qos voip. 
 
4.5.1 Sede central de Barcelona 
En la ilustración 4.18 se muestra la topología QoS que se implantará en esta sede. En 
todos los puntos marcados con círculos rojos en la topología de todas las sedes se hará 
uso del comando auto qos voip. A continuación, se describe la configuración que se 
implantará en cada uno de los dispositivos de red que participan en la QoS de esta sede. 
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Ilustración 4.18 Topología QoS de la sede central de Barcelona 
sw-bcn1 
Del interfaz Fast Ethernet 0/1 al 0/12 y del 0/16 al 0/23 (corresponde en la ilustración 
4.18 a los puntos 1 y 3). En estos puertos Fast Ethernet se emplea el comando auto qos 
voip, que se complementa con la palabra cisco-phone. Por lo tanto, en ellos se hace uso 
de la VLAN nativa para tráfico de datos y de la VLAN dos para voz, después, el switch 
comprueba mediante el protocolo CDP si en el otro extremo existe un teléfono Cisco, y 
en caso afirmativo, marca con la máxima prioridad los paquetes VoIP provenientes del 
propio teléfono y con la mínima, los paquetes provenientes de la estación de trabajo 
conectada al micro-switch integrado en el teléfono. 
  ver concepto Micro-switch integrado en los teléfonos Cisco y etiquetado 
802.1Q 
  ver concepto protocolo CDP 
Sólo por ésto, el comando auto qos voip habilita automáticamente en el switch la 
siguiente configuración. 
 
class-map match-all AutoQoS-VoIP-RTP-Trust 
  match ip dscp ef  
class-map match-all AutoQoS-VoIP-Control-Trust 
   match ip dscp cs3  af31  
policy-map AutoQoS-Police-CiscoPhone 
  class AutoQoS-VoIP-RTP-Trust 
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    set dscp ef 
    police 1000000 8000 exceed-action policed-dscp-transmit 
  class AutoQoS-VoIP-Control-Trust 
    set dscp cs3 
    police 1000000 8000 exceed-action policed-dscp-transmit 
Como se puede analizar, estos comandos, básicamente lo que hacen es priorizar el 
tráfico VoIP y de control de estas comunicaciones, mediante un marcado DSCP y CoS 
elevado, además de asegurar un ancho de banda suficiente para las mismas. 
Después, en cada uno de los interfaces Fast Ethernet que participan en esta 
configuración, tras hacer uso del comando auto qos voip, en ellos, aparecen 
automáticamente todos los siguientes comandos en cada uno de los puertos. 
interface FastEthernet0/1 
  description Telefonia+PC 
  switchport voice vlan 2 
  srr-queue bandwidth share 10 10 60 20 
  priority-queue out  
  mls qos trust device cisco-phone 
  mls qos trust cos 
  auto qos voip cisco-phone  
  spanning-tree portfast 
  service-policy input AutoQoS-Police-CiscoPhone 
! 
Como se puede comprobar, en todos los interfaces Fast Ethernet, se habilita la service-
policy AutoQos-Police-CiscoPhone para todo el tráfico entrante proveniente de los 
teléfonos IP y de las estaciones de trabajo conectadas en sus micro-switches integrados. 
Esta service policy, por lo tanto, lo que hace es priorizar el tráfico VoIP sobre el resto en 
sentido entrante. 
El interfaz Gigabit Ethernet 0/1 está conectado con el Call Manager, se introduce el 
comando auto qos voip trust para certificar que el marcado DSCP realizado en los 
paquetes provenientes del mismo es correcto, la configuración de este interfaz, es la 
siguiente. (corresponde en la ilustración 4.18 al punto 2) 
interface GigabitEthernet0/1 
  description CONEXION A CALL MANAGER 
  switchport access vlan 2 
  srr-queue bandwidth share 10 10 60 20 
  queue-set 2 
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  priority-queue out  
  mls qos trust cos 
  auto qos voip trust  
! 
Por lo tanto, una vez validado en el puerto Gigabit Ethernet 0/1 del switch, que el 
tráfico entrante, proveniente del Call Manager, está correctamente marcado, el siguiente 
paso es marcar los paquetes dentro del propio Call Manager, ésto se realiza en las 
pantallas de configuración que se muestran a continuación. (corresponde en la 
ilustración 4.18 al punto 5) 
 
Ilustración 4.19 Configuración del etiquetado DSCP en un Call Manager –parte 1 
 
Ilustración 4.20 Configuración del etiquetado DSCP en un Call Manager –parte 1 
 
Ilustración 4.21 Configuración del etiquetado DSCP en un Call Manager –parte 3 
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Ilustración 4.22 Configuración del etiquetado DSCP en un Call Manager –parte 4 
Básicamente, en las pantallas anteriores lo que se hace es marcar los paquetes 
proveniente del Call Manager con una prioridad lo más alta posible para las 
comunicaciones de voz y para el control del tráfico. 
 
El interfaz Fast Ethernet 0/24 está destinado para la conexión del gateway ro-bcn1, en 
él se emplea el comando auto qos voip trust para validar como correctamente marcado 
todo el tráfico proveniente del gateway. (corresponde en la ilustración 4.18 al punto 3)  
interface FastEthernet0/24 
  description CONEXION A RO-BCN1 
  switchport mode trunk 
  srr-queue bandwidth share 10 10 60 20 
  queue-set 2 
  priority-queue out  
  mls qos trust cos 
  auto qos voip trust  
El interfaz Gigabit Ethernet 0/2 está conectado al switch sw-bcn2, por lo tanto, en este 
interfaz también se emplea el comando auto qos voip trust para validar todo el tráfico 
proveniente de sw-bcn2 como correctamente marcado. La configuración que se habilita 
en el interfaz es la siguiente. (corresponde en la ilustración 4.18 al punto 4) 
interface GigabitEthernet0/2 
  description CONEXION A SW-BCN2 
  switchport mode trunk 
  srr-queue bandwidth share 10 10 60 20 
  queue-set 2 
  priority-queue out  
  mls qos trust cos 
  auto qos voip trust  
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sw-bcn2 
En todos los interfaces donde hay teléfonos conectados con estaciones de trabajo en 
cascada en sus micro-switches integrados, en la ilustración 4.18 corresponde al punto 6, 
la configuración es idéntica a la explicada en el punto 1, y por lo tanto, ya descrita en el 
sub-apartado sw-bcn1. La configuración del punto 7 de la ilustración 4.18 es idéntica a 
la descrita para el punto 4, explicada en el sub-apartado de sw-bcn1. 
ro-bcn1 
En el punto 8 de la figura, existe un interfaz Fast Ethernet que une el gateway con el 
switch sw-bcn1. Aquí se acepta como correctamente etiquetado todo el tráfico que 
proviene de este switch. Por lo tanto, la configuración de este interfaz es idéntica a la del 
punto 3 de sw-bcn1. El punto 9 de la ilustración 4.18 corresponde a la conexión ADSL 
suministrada por el Operador Telefónica. En este punto se crea una service policy 
específicamente diseñada para detectar el tráfico VoIP entrante en el interfaz ATM del 
gateway, a continuación se muestra su configuración. 
ip access-list extended Trafico_RTP_VoIP 
  permit udp any any range 16384 32767 
En esta access list, se detecta el tráfico en tiempo real VoIP de entrada, detectando los 
distintos puertos de los cuales hace uso el tráfico VoIP RTP y su protocolo de control 
RTCP. En la siguiente access list, se detecta el tráfico de control VoIP, también a través 
de los puertos. 
ip access-list extended Trafico_Control_VoIP 
  permit tcp any any eq 1720 
  permit tcp any any range 11000 11999 
  permit udp any any eq 2427 
  permit tcp any any eq 2428 
  permit tcp any any range 2000 2002   
  permit udp any any eq 1719 
  permit udp any any eq 5060 
En la siguiente class map se incluye todo el tráfico entrante en tiempo real VoIP 
class-map match-any Trafico_RTP_VoIP_entrante 
  match protocol rtp audio 
  match Access-group name Trafico_Control_VoIP 
En la siguiente class map se incluye todo el tráfico entrante de control en tiempo real 
VoIP 
class-map match-any Trafico_Control_VoIP_entrante 
  match Access-group name Trafico_control_VoIP 
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En la siguiente class map se detecta todo el tráfico entrante en el interfaz ATM marcado 
con prioridades elevadas DSCP y CoS por el Operador. 
class-map match-any Remarcado_de_trafico_entrante 
  match ip dscp ef 
  match ip dscp cs3 
  match ip dscp af31 
Se define una policy map que asigna a cada una de las class maps anteriores distintas 
prioridades, porcentajes del ancho de banda disponible y políticas de tratamiento en las 
colas. 
policy-map Marcado_de_trafico_entrante 
  class Trafico_RTP_VoIP_entrante 
    priority percent 70 
    set dscp ef 
  class Trafico_Control_VoIP_entrante 
    bandwitch percent 5 
    set dscp af31 
  class Remarcado_de_trafico_entrante 
    set dscp default 
  class class-default 
    fair-queue 
Como se puede ver, en esta policy map se re-etiqueta todo el tráfico entrante para que 
cumpla con las directivas marcadas con la QoS. Por otra parte, el comando auto qos 
voip, crea de forma automática la policy map que se aplicará a todo el tráfico saliente. 
Se muestra a continuación. 
policy-map AutoQoS-Policy-Trust 
  class AutoQoS-VoIP-RTP-Trust 
  priority percent 70 
  class AutoQoS-VoIP-Control-Trust 
  bandwidth percent 5 
  class class-default 
  fair-queue 
Las class maps integradas en la policy map también se crean de forma automática, son 
las siguientes. 
class-map match-any AutoQoS-VoIP-RTP-Trust 
  match ip dscp ef  
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class-map match-any AutoQoS-VoIP-Control-Trust 
  match ip dscp cs3  
  match ip dscp af31  
Una vez definidas qué características tienen las policy maps, el último paso es definir en 
el interfaz ATM correspondiente a la ADSL de esta sede cómo se debe tratar el tráfico. 
Se muestra a continuación. 
interface ATM0 
  no ip address 
  no ip unreachables 
  no atm ilmi-keepalive 
  dsl operating-mode auto 
  bandwidth 6000  
interface ATM0.1 point-to-point 
  no ip unreachables 
  ip accounting output-packets 
  no ip mroute-cache 
  pvc 8/32  
    vbr-rt 320 32 100 
    service-policy output AutoQoS-Policy-Trust  
    service-policy input Marcado_de_trafico_entrante 
En el interfaz ATM 0, se define el ancho de banda máximo del canal de bajada con el 
comando bandwidth 6000, es decir, 6 Mbps. En el interfaz ATM 0.1, se define el 
circuito permanente virtual suministrado por el Operador a través del comando pvc 
8/32, una vez dentro de este circuito virtual, se emplea el comando vbr-rt para definir 
qué características debe tener el tráfico en tiempo real que se empleará en el canal de 
subida, es decir, el tráfico VoIP proveniente de los teléfonos de la sede. 
Con el comando vbr-rt 320 32 100 se define el máximo ancho de banda del canal de 
subida -320 kbps-, el garantizado –en España sólo el 10%, es decir 32 kbps- y el valor 
100, que define el número máximo de paquetes que se podrán enviar de forma 
simultánea a la red del Operador. Una vez realizados todos estos pasos, la implantación 
de la QoS en esta sede se da por finalizada. 
  ver Concepto Tecnología ADSL 
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4.5.2 Sede del Puerto de Valencia 
En la ilustración 4.23 se muestra la topología QoS que se implantará en esta sede. 
 
Ilustración 4.23 Topología QoS de la sede del Puerto de Valencia 
En todos los puntos marcados en la ilustración 4.23 de topología de esta sede se hace 
uso del comando auto qos voip para automatizar el proceso de implantación de la QoS. 
A continuación, se describe la configuración que se implantará en cada uno de los 
dispositivos de red que participan en la QoS del Puerto de Valencia. 
sw-vlc1 
La configuración del punto 1 de la ilustración 4.23 es idéntica a la configuración del 
punto 1 de la ilustración 4.18 de la sede central de Barcelona, descrita en el sub-
apartado sw-bcn1. La configuración del punto 2 de la ilustración 4.23 es idéntica a la 
configuración del punto 3 de la ilustración 4.18 de la sede central de Barcelona, descrita 
en el sub-apartado sw-bcn1. 
ro-vlc1 
La configuración del punto 3 de la ilustración 4.23 es idéntica a la configuración del 
punto 8 de la ilustración 4.18 de la sede central de Barcelona, descrita en el sub-
apartado ro-bcn1. La configuración del punto 4 de la ilustración 4.23 es idéntica a la 
configuración del punto 9 de la ilustración 4.18 de la sede central de Barcelona, descrita 
en el sub-apartado sw-bcn1. Por lo tanto también habrá que detectar el tráfico entrante 
VoIP en el interfaz ATM, marcarlo y aplicar en el pvc 8/32 del ATM 0.1 los siguientes 
comandos.  
vbr-rt 320 32 100 
  service-policy output AutoQoS-Policy-Trust  
  service-policy input Marcado_de_trafico_entrante 
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4.5.3 Sede de Montornès del Vallès 
La topología de esta sede es idéntica a la del Puerto de Valencia, salvo que en vez de un 
router modelo Cisco 2801, se emplea un router Cisco 1801. Excepto en este detalle, el 
resto es igual, por lo tanto, los comandos a configurar en cada uno de los puntos 
también son los mismos. Por supuesto, todos los equipos disponen de versiones de IOS 
compatibles con la funcionalidad auto qos voip. 
4.5.4 Sede de Zaragoza 
En esta sede sólo hay un teléfono IP y en cascada una estación de trabajo. Ésto justifica 
el uso de un router Cisco 877 que no dispone de la herramienta auto qos voip. Como el 
ancho de banda contratado en la línea ADSL del Operador es más que suficiente para un 
solo usuario -6 Mbps de bajada y 320 de subida-, se decide no emplear QoS en esta 
sede. 
4.5.5 Resto de sedes del proyecto 
En la ilustración 4.20 se muestra la topología QoS de las sedes de los Aeropuertos de 
Barcelona y de Madrid, y de las sedes de Montornès del Vallès y de Zona Franca de 
Barcelona. 
WAN
Resto de sedes
Punto 1
ro-vlc1
Punto 4
Punto 2
Punto 3
 
Ilustración 4.24 Topología QoS común en las sedes 
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En todos los puntos marcados también se hace uso del comando auto qos voip. A 
continuación, se muestran las configuraciones de cada uno estos interfaces. 
 
En los puntos 1, 2 y 3 de la ilustración 4.20 –hasta un máximo de 8 puertos Fast 
Ethernet de los gateways de voz-, la configuración es idéntica a la configuración del 
punto 1 de la ilustración 4.18 de la sede central de Barcelona, descrita en el sub-
apartado sw-bcn1. La configuración del punto 4 de la ilustración 4.20 es idéntica a la 
configuración del punto 9 de la ilustración 4.18 de la sede central de Barcelona, descrita 
en el sub-apartado sw-bcn1. Por lo tanto, también hay que detectar y remarcar el tráfico 
VoIP entrante en el interfaz ATM. 
4.5.6 Epílogo QoS 
En la implantación de la QoS se ha empleado la herramienta auto qos voip porque es 
una recomendación encarecida del fabricante cuando se desea priorizar la voz sobre el 
resto de aplicaciones y optimizar los recursos de los distintos dispositivos de red Cisco. 
 
Ha sido necesario detectar y remarcar el tráfico VoIP entrante en los interfaces ATM de 
cada una de las sedes, se ha realizado haciendo uso de una policy map creada 
específicamente, denominada Marcado_de_trafico_entrante. Esta configuración, además 
de ser recomendada por el fabricante, se ha realizado teniendo presente la escalabilidad 
futura de la instalación. En caso de que el Operador en el futuro amplíe los canales de 
bajada y subida de las distintas ADSLs, tan sólo habría que modificar un comando en 
cada uno de los interfaces. 
 
Hubiera sido deseable contratar el ancho de banda a un Operador que ofreciera un SLA 
a través de una red MPLS –Multi Protocol Label Switching-, pero el cliente lo ha 
desestimado por presupuesto. No se descarta tener que realizar algunos pequeños 
“ajustes” en el futuro si se detectara algún problema de pérdida de paquetes VoIP en 
alguna de las sedes, ya que es bastante habitual tener que modificar algún parámetro 
QoS transcurrido algún tiempo de su implantación, por lo tanto, no se desestima que en 
el futuro haya que modificar algún parámetro de calidad de servicio. 
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5 Detalles de configuración 
5.1 Acceso a los dispositivos Cisco 
Resulta obvio disponer de algún método de acceso a todos los dispositivos de 
comunicaciones. Cisco emplea dos entornos de gestión de los equipos: CLI y GUI.  
 
Las siglas CLI significan Command Line Interface –Interfaz de línea de comando-. Esto 
implica que se emplea un emulador de terminal, como por ejemplo, las aplicaciones 
cmd.exe e hyperteminal integradas en el propio Windows o cualquier otro software 
desarrollado como emulador de terminal para acceder a la configuración de los equipos.  
A continuación, en las ilustraciones 5.1, 5.2 y 5.3 se muestran las dos aplicaciones 
integradas en Windows para acceder a los equipos y cómo acceder a éstas. 
 
Ilustración 5.1 Aplicación CMD.EXE de Windows 
Una vez escritas las letras cmd y pulsado el botón Aceptar, como se muestra en la 
captura de pantalla, aparece una pantalla de línea de comandos MS DOS, a 
continuación, se debe escribir telnet y tras el comando, la dirección IP del dispositivo 
que se desea alcanzar. A continuación, el dispositivo solicita el usuario y la contraseña, 
una vez introducidos éstos, y tras escribir el comando show run para visualizar la 
configuración, aparece la siguiente pantalla con los comandos configurados en el 
dispositivo. Esto se muestra en la ilustración 5.2. 
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Ilustración 5.2 Acceso CLI a un router 
Otra herramienta integrada en el propio sistema operativo Windows para poder acceder 
local o remotamente a los dispositivos Cisco es hyperterminal, a continuación, en la 
ilustración 5.3 se muestra la pantalla de bienvenida de la misma. 
 
Ilustración 5.3 Aplicación hyperterminal de Windows 
El otro modo de acceso se denomina GUI -Graphical User Interface – Interfaz de 
comandos gráficos.- Este es un entorno gráfico, como ventaja se obtiene una forma fácil 
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de acceder a los equipos sin la necesidad de un amplio conocimiento de los comandos 
CLI, obviamente esta aplicación resulta menos potente, pero en muchos casos 
recomendada para cambios que deba realizar un usuario final que no disponga de los 
conocimientos exigidos a un Administrador. 
 
Existen distintos entornos gráficos para acceder a los equipos Cisco, en algunas 
ocasiones se emplea un navegador para, a través de la dirección IP del dispositivo a 
administrar, emplear un entorno gráfico para configurar el equipo, en otros casos se 
emplean herramientas propietarias desarrolladas por Cisco, como por ejemplo Cisco 
Network Assistant o Cisco View. Esta herramientas se pueden ver en la ilustración 5.4. 
 
Ilustración 5.4  Herramientas de acceso GUI propietarias de Cisco 
También existe la posibilidad de gestionar equipos usando el protocolo SNMP a través 
de software desarrollado por terceros, como por ejemplo HP OpenView. El protocolo 
SNMP –Simple Network Management Protocol, protocolo simple de administración de 
redes-  es un protocolo que trabaja en la capa de aplicación y que facilita el intercambio 
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de información entre dispositivos. El funcionamiento del mismo requiere 3 
componentes; el dispositivo administrado,  el agente y el sistema administrador. 
 
El dispositivo administrado –en este caso podría ser un router o switch- es el equipo 
sobre el cual se desea realizar un seguimiento de todas las incidencias y tareas de 
gestión.  
 
Dentro de él se emplea el agente, que es un software que realiza el servicio SNMP 
dentro del dispositivo administrado y es el responsable de enviar toda la información al 
sistema administrador. El administrador es el responsable de almacenar toda la 
información recibida e incluso administrar remotamente el equipo. A continuación, en 
la ilustración 5.5 se muestra una captura de pantalla del software HP OpenView: 
 
Ilustración 5.5 Software HP OpenView basado en el protocolo SNMP 
En adelante, todas las configuraciones que se expliquen se realizarán sobre un entorno 
CLI. Además de los diferentes entornos, existen dos formas de acceder a los equipos: 
local y remotamente. Localmente, significa a través de un puerto de consola y de un 
cable especial facilitado por el fabricante. En la ilustraciones 5.6 y 5.7 se muestra un 
cable de consola Cisco y el citado puerto. 
 
Ilustración 5.6 Puerto de acceso de consola 
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Como se puede ver en el proyecto, hay un elevado número de dispositivos Cisco, en 
primer lugar, se debe asignar un nombre y una dirección IP privada a cada uno de los 
equipos. El nombre se asigna co
asignar de distintas formas en función del equipo. Es necesario asignar una dirección IP 
para poder realizar una administración remota del equipo.
 
Existen dos formas de acceder remotamente al equipo en un en
Telnet y de SSH. Telnet es un protocolo muy empleado que se utiliza para acceder 
remotamente a un dispositivo y emular un terminal en el mismo. Es ampliamente 
utilizado porque se lleva empleando como estándar desde hace muchos años y
mayoría de sistemas operativos llevan integrado un cliente 
Cisco vienen por defecto con un servicio que actúa como servidor 
inconveniente de Telnet es que es inseguro porque la información entre ambo
–cliente y servidor- se envía de forma descifrada y si se emplea un 
monitorización de red, cualquier atacante puede leer la información que se envía entre el 
cliente Telnet y el servicio 
captura de pantalla mostrada en la ilustración 
capturar un paquete de datos 
 
 
Ilustración 5.7 Cable de consola Cisco 
n el comando hostname. La dirección IP se puede 
 
torno CLI: a través de 
Telnet. Los dispositivos 
Telnet
Telnet que está funcionando en el router 
5.8 se comprueba cómo de fácil es 
Telnet. 
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Ilustración 5.8 Monitorización de captura de paquetes Telnet con Wireshark 
Como alternativa más segura, en todos los equipos se emplea SSH. Las siglas SSH 
significan Secure Shell –Shell seguro-. Esto quiere decir que se trata de un sistema de 
información criptográfico y por lo tanto, las comunicaciones entre el equipo que emplea 
el administrador para introducir los comandos de configuración y el dispositivo Cisco 
administrado son cifradas y lo que los convierte en mucho más seguras que a través de 
Telnet. Actualmente se dispone de SSH versión 1 y 2. 
 
SSH emplea dos algoritmos para cifrar la información, DES y 3DES. Las siglas DES 
significan Data Encryption Standard –estándar de cifrado de datos- y 3DES significa 
Triple DES, éste último además utiliza la autenticación de usuario basada en una 
contraseña. DES ofrece cifrado de 56 bits y 3DES de 168 bits. Para implementar SSH se 
deben generar claves RSA. 
 
En criptografía RSA – Rivest, Shamir y Adleman, los nombres de quienes crearon el 
algoritmo-, se emplea para la criptografía con llave pública. Fue el primer algoritmo 
específicamente diseñado para firmar y cifrar la información, lo cual supuso un gran 
avance en la criptografía pública. Es ampliamente utilizado en el comercio electrónico y 
muy robusto si se emplean contraseñas que dispongan de los suficientes caracteres y 
cada cierto tiempo se van modificando.  
  
Esto implica hacer uso de una llave pública, que se guarda en un servidor RSA público 
y otra privada, que sólo conocerán el emisor y el receptor. Los mensajes serán cifrados 
con la llave pública y descifrados con la llave privada. A continuación se muestran los 
comandos que se emplean en los distintos dispositivos para configurar el acceso SSH, 
se omiten los comandos que no resultan necesarios para comprender el funcionamiento: 
Mi_equipo_Cisco(config)# crypto key generate rsa 
Mi_equipo_Cisco(config)# ip ssh version 2 
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Mi_equipo_Cisco(config)# line vty 0 15 
Mi_equipo_Cisco(config-line)# no transport input 
Mi_equipo_Cisco(config-line)#  transport input ssh 
Mi_equipo_Cisco(config-line)#  login 
Se observa la presencia del comando line vty 0 15, éstas 16 líneas –de la 0 a la 15- son 
destinadas para el acceso remoto virtual simultáneo de hasta 16 usuarios, como por 
ejemplo Telnet o SSH, como se ha comentado, se empleará sólo el acceso a través de 
SSH, en concreto a través de la versión 2. La presencia del comando login exige la 
necesidad de solicitar siempre el usuario y contraseña para el acceso remoto. 
 
Existen métodos de seguridad adicionales, como exigir la autenticación en cada una de 
las líneas a través de un nombre de usuario y contraseña empleando servidores de 
seguridad TACACS -Terminal Access Controller Access Control System, sistema de 
control de acceso mediante control del acceso desde terminales- o RADIUS.-Remote 
Authentication Dial-In User Server, servidor de autenticación remota para usuario de 
marcación entrante-. Que se trata de un protocolo de autenticación y autorización para 
aplicaciones de acceso a la red o movilidad IP. Emplea el puerto 1813 UDP para 
establecer sus conexiones. 
Cuando se realiza una conexión con un ISP –Internet Service Provider- proveedor de 
servicios Internet- mediante módem, DSL, cablemódem, Ethernet o WLAN, se envía 
una información que generalmente es un nombre de usuario y una contraseña. Esta 
información se transfiere a un dispositivo NAS - Network Access Server, servidor de 
acceso a la red- sobre el protocolo PPP, quien redirige la petición a un servidor 
RADIUS, a su vez también sobre el protocolo RADIUS. El servidor RADIUS 
comprueba que la información es correcta utilizando métodos de autenticación como 
PAP, CHAP o EAP. Si se acepta la petición de acceso, el servidor autoriza al usuario 
del ISP y le asigna recursos de red como una dirección IP, y otros parámetros como 
L2TP, etc. Una de las características más importantes del protocolo RADIUS es su 
capacidad de manejar sesiones, notificando cuando comienza y termina una conexión, 
para de esta forma, poder determinar cuál es su consumo y poder facturar en 
consecuencia. 
TACACS es un protocolo de autenticación remota que se emplea para comunicar con 
un servidor de autenticación comúnmente empleado en redes Unix. TACACS permite a 
un servidor de acceso remoto comunicarse con un servidor de autenticación para 
determinar si el usuario tiene acceso a la red. Se considera innecesario tal nivel de 
seguridad porque incrementaría el presupuesto al requerir servidores, software y un 
mantenimiento adicional. 
 
El último mecanismo de seguridad que se empleará es hacer uso de contraseñas 
cifradas. Si se emplean contraseñas cifradas con pocos bits, a través de un simple 
software, como por ejemplo GetPass! se pueden averiguar las contraseñas tan sólo 
disponiendo de una copia de seguridad de la configuración de un equipo. A 
continuación se muestra un ejemplo, en el cual se dispone de una copia de seguridad de 
la configuración de un equipo Cisco, al analizar ésta, se encuentran los siguientes 
comandos: 
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line vty 0 4 
  password micontrasena 
  no login 
line vty 5 15 
  password micontrasena 
  no login 
En este caso, la contraseña no contiene ningún elemento de protección y por lo tanto ya 
se tendrá acceso libre remotamente a los puertos vty haciendo uso de ella. El primer 
método de cifrado es hacer uso del comando service password-encryption. Una vez 
hecho, si se obtuviera una copia de seguridad, se dispondría del siguiente contenido: 
line vty 0 4 
  password 7 082C454D061711051318090A2B 
  no login 
line vty 5 15 
  password 7 082C454D061711051318090A2B 
  no login 
Aparentemente esta información está cifrada, y en efecto así es, pero emplea pocos bits 
para tal cometido y por lo tanto, con una herramienta gratuita de uso habitual se puede 
descifrar la contraseña. Esto se muestra en la ilustración 5.9. 
 
Ilustración 5.9 Software GetPass! descifrando una contraseña con pocos bits 
Se ha de emplear algún método de protección más complejo. A continuación se estudian 
elementos de seguridad adicionales.  
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Una vez dentro del dispositivo, se dispone de dos tipos de sesiones EXEC –de 
executable, ejecutable-. El modo EXEC de usuario permite acceder a una serie limitada 
de comandos de monitorización básicos. Este es el modo que aparece por defecto 
cuando se accede a un dispositivo Cisco, se sabe que se está en este modo porque 
aparece el carácter identificativo >. 
 
El segundo modo de acceso es EXEC privilegiado. Éste dispone de los privilegios del 
anterior más el acceso a todos los modos y comandos de configuración. El modo EXEC 
privilegiado puede estar protegido con contraseña, como es obvio, los dispositivos 
empleados en el proyecto, siempre estarán protegidos. En este punto, se añade un 
elemento de seguridad adicional, se establece una contraseña para acceder al modo 
EXEC privilegiado y se cifra con el comando enable secret password, si se dispusiera 
de una copia de seguridad, en ésta se encontraría lo siguiente: 
enable secret 5 $1$mERr$wHJ9hCrL86oJW2ZaE691N1 
Esta contraseña está cifrada con mayor número de bits y por lo tanto resulta mucho más 
difícil de descifrar. Dentro de este modo, se comprueba que el software Cisco IOS 
trabaja con una jerarquía de comandos, es decir, se puede acceder a distintos niveles de 
configuración, por ejemplo, primero al modo de configuración global, después al modo 
de configuración de interfaz, etc. 
 
Dentro de cada nivel de configuración existe un amplio número de comandos. Éstos se 
pueden consultar a través del carácter ?, a continuación se muestra un ejemplo. 
 clear        Reset functions 
 clock        Manage the system clock 
 configure    Enter configuration mode 
 connect      Open a terminal connection 
 copy         Copy from one file to another 
 debug        Debugging functions (see also 'undebug') 
 delete       Delete a file 
 dir          List files on a filesystem 
 disable      Turn off privileged commands 
 disconnect   Disconnect an existing network connection 
 enable       Turn on privileged commands 
 erase        Erase a filesystem 
 exit         Exit from the EXEC 
 logout       Exit from the EXEC 
Como se puede ver, junto al nombre del comando aparece una pequeña descripción de 
sus funciones. Si se accede a un comando cualquiera y a continuación se escribe el 
carácter ? también se muestran las distintas opciones del mismo. 
Mi_equipo_Cisco#show ip ? 
access-lists   List access lists 
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arp            IP ARP table 
dhcp           Show items in the DHCP database 
eigrp          IP-EIGRP show commands 
interface      IP interface status and configuration 
nat            IP NAT information 
ospf           OSPF information 
protocols      IP routing protocol process parameters and statistics 
rip            IP RIP show commands 
route          IP routing table 
SSH            Information on SSH 
De nuevo aparecen las posibles opciones junto a una pequeña descripción. Es 
importante siempre que se realicen cambios significativos en cualquiera de las 
configuraciones salvar éstas. Se guardan a través de los comandos write memory o copy  
running-config startup-config. También es conveniente realizar copias de seguridad de 
las configuraciones en directorios que se encuentren en dispositivos distintos a los 
propios switches y routers. Resulta recomendable guardar los ficheros con nombre 
intuitivos, en este proyecto se recomienda al cliente crear una carpeta en un servidor 
corporativo y cada vez que se realicen cambios en la configuración y una vez al mes, 
crear un directorio con el formato AAAAMMDD, siendo las letras A la cifra del año, 
las M del mes y las D del día y dentro de este directorio se guardarán las copias de 
seguridad de todos los equipos empleando para cada una de ellas el mismo nombre 
hostname del dispositivo. 
5.2 Comandos IOS de un AP en modo autónomo 
A continuación se muestran algunos comandos IOS en la configuración de un AP en 
modo autónomo: 
interface Dot11Radio0 
  no ip address 
  no ip route-cache 
 encryption mode ciphers tkip 
   encryption vlan 1 mode ciphers tkip 
   encryption vlan 2 mode ciphers tkip 
   encryption vlan 2 mode ciphers tkip 
ssid wlandatos 
   vlan 1 
   authentication open 
   authentication key-management wpa 
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   wpa-psk ascii 7 0836404F071D04031D18 
 ssid wlanvoz 
  vlan 2 
   authentication open 
   authentication key-management wpa 
   infrastructure-ssid 
   wpa-psk ascii 7 0836404F070F0A0D 
ssid wlaninvitados 
  vlan 3 
  authentication open 
  authentication key-management wpa 
  infrastructure-ssid 
  wpa-psk ascii 7 0836404F07100B011B1F0D002538 
Es conveniente por seguridad, emplear la funcionalidad service password-encryption 
para cifrar la contraseña empleada en el AP. La configuración que se muestra es la 
empleada en los APs en modo autónomo configurados en la sede del Puerto de 
Valencia. 
5.3 Acceso GUI a un Wireless LAN Controller 
A este dispositivo se accede remotamente a través de un navegador, en la ilustración 
5.10 se muestra una captura de pantalla del interfaz GUI que se empleará. 
 
Ilustración 5.10 Acceso https a través de navegador al Wirelless LAN Controller 
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En la ilustración 5.11 se muestran las 3 WLANs –datos, invitados y voz-, junto a los 
SSIDs y el tipo de cifrado –en este caso WPA-. 
 
Ilustración 5.11 Monitorización de las 3 WLANs en el Wirelless LAN Controller 
A continuación, en la ilustración 5.12 se muestran los distintos dispositivos clientes que 
hacen uso de la red WLAN del cliente. 
 
Ilustración 5.12 Listado con todos los dispositivos WLAN en el Wireless LAN Controller 
Otra ventaja del Wireless LAN Controller es poder visualizar en una sola pantalla el 
estado de todos los APs gestionados por él en la sede. Se muestra la gestión y 
visualización de los 6 APs en la ilustración 5.13. 
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Ilustración 5.13 Listado con todos los APs gestionados por el Wirelless LAN Controller 
Como se puede observar, se emplea el Wireless LAN Controller para gestionar todas las 
comunicaciones WLAN, desde este equipo se pueden analizar todos los dispositivos 
inalámbricos que se encuentran en la red, poner en servicio o fuera de servicio un AP, 
desautorizar a un dispositivo cliente, etc. También se dispone de un registro de sucesos 
donde se pueden leer todos los eventos acaecidos en la red. Esto resultará muy útil 
cuando se detecte un problema y se necesite saber qué está sucediendo. Otra ventaja de 
los APs configurados en modo liviano es que  se pueden actualizar sus versiones de 
software o incluir nuevos APs en la red de forma muy rápida gracias al uso del Wireless 
LAN Controller. En la ilustración 5.14 se muestra la herramienta desarrollada por Cisco 
para actualizar y dar de alta los APs, denominada Cisco Upgrade Tool. 
 
Ilustración 5.14 Herramienta Cisco Upgrade Tool para instalar y actualizar los APs 
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Como se puede ver, gracias a la herramienta Cisco Upgrade Tool, se pueden actualizar 
fácilmente o dar de alta nuevos APs simplemente indicando la dirección IP, nombre del 
nuevo firmware y dónde se encuentra éste ubicado. 
5.4 Configuración de VLANs en los gateways de voz de Barcelona y 
Valencia 
En este sub-apartado se definen los comandos necesarios para poder configurar distintas 
VLANs en los gateways o routers. A modo de ejemplo, se define la configuración de 
las VLANs de datos y voz de las sedes de Barcelona y Valencia.  
 
Sede de Barcelona:  
 
interface GigabitEthernet0/0.1 
  description VLAN DATOS 
  encapsulation dot1Q 1 native 
  ip address 172.26.10.253 255.255.255.0 
   
 
 interface GigabitEthernet0/0.2 
   description VLAN VOZ 
   encapsulation dot1Q 2 
   ip address 172.16.1.253 255.255.255.0 
   h323-gateway voip bind srcaddr  
172.16.1.100 
Con el uso de estos comandos se observa la necesidad de dividir el interfaz Gigabit 
Ethernet 0/0 en los subinterfaces GigabitEthernet 0/0.1 y 0/0.2. El primero asignado a 
la VLAN 1 de datos y el segundo a la VLAN 2 de voz. Se observa también como se 
encapsula a través del protocol 802.1Q, especifando que la VLAN 1 es la nativa. Para 
finalizar, en la VLAN de voz también se especifica quién sera el gateway de voz, en 
este caso el propio router. 
  ver Micro-switch integrado en los teléfonos Cisco y etiquetado 802.1Q 
Sede de Valencia: 
 
interface FastEthernet0/0.1 
  description VLAN DATOS 
  encapsulation dot1Q 1 native 
  ip address 172.26.30.253 255.255.255.0 
   
 
interface FastEthernet0/0.2 
  description VLAN VOZ 
  encapsulation dot1Q 2 
  ip address 172.16.3.253 255.255.255.0 
  h323-gateway voip bind srcaddr 
172.16.3.253 
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5.5 Configuración de DHCP en la sede de Zona Franca de Barcelona  
Es en los propios gateways o routers donde se debe configurar el servidor DHCP. 
Gracias a éste, se asignarán de forma automática las direcciones IP a los dispositivos de 
datos y voz que empleen también el protocolo DHCP para obtener dinámicamente su 
direccionamiento. En todas las sedes serán los gateways o routers los responsables de 
facilitar el direccionamiento salvo en la sede de Barcelona, donde será el propio Call 
Manager quien gestione las direcciones IP de sus dispositivos de voz. 
 
A continuación, a modo de ejemplo, se muestra la configuración empleada en la sede de 
la Zona Franca de Barcelona. 
 
Con el comando ip dhcp excluded-address 172.26.50.20 se excluye una dirección IP 
estática que pertenece a un servidor. El resto de direcciones IP se asignan de forma 
dinámica a través de los siguientes comandos: 
ip dhcp pool Datos 
  network 172.26.50.0 255.255.255.0 
  default-router 172.26.50.253 
  dns-server 80.58.0.33 80.58.61.250 
ip dhcp pool TelefoniaIP 
  network 172.16.5.0 255.255.255.0 
  option 150 ip 172.16.1.10  
  default-router 172.16.5.253 
Si se observa la configuración, además de configurar distintas opciones como la 
dirección IP del Call Manager para poder descargar el firmware en los teléfonos 
mediante el protocolo TFTP –se hace empleando el comando option 150- y la pasarela 
que emplearan todos los dispositivos –como resulta obvio, una para los dispositivos de 
datos y otra para los de voz-. También se define un servidor DNS primario y otro 
secundario para que los dispositivos de datos puedan navegar. Resumiendo, con los 
comandos presentados en este ejemplo, se define la red 172.26.50.0/24  –con la 
salvedad de la dirección IP 172.26.50.20 reservada estáticamente para un servidor- 
como VLAN de datos y la red 172.16.5.0/24 como la VLAN de voz. 
5.6 Configuración desde un navegador de los switches de la sede 
de Barcelona  
En las siguientes capturas de pantalla de este sub-apartado se muestra el acceso y 
configuración de un entorno GUI desde un navegador para poder realizar tareas de 
gestión de los switches de la sede de Barcelona. 
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Ilustración 5.15 Acceso web a sw-bcn1 
La posibilidad de acceder a la configuración a través de un navegador y poder modificar 
la configuración de los distintos puertos ha sido un requisito exigido por los 
Administradores de Sistemas, en las siguientes ilustraciones se muestra lo fácil e 
intuitivo que resulta configurar los parámetros en cada uno de los puertos. 
 
Ilustración 5.16 Visualización del estado de los puertos 
 
Ilustración 5.17 Visualización del modo de operativa dúplex 
 
Ilustración 5.18 Visualización de la velocidad de los puertos 
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Ilustración 5.19 Visualización de los dispositivos que están alimentando equipos PoE 
 
Ilustración 5.20 Configuración del perfil de puerto 
Aunque en esta última ilustración 5.21 se muestran unas opciones que parecen resultar 
obvias, si a uno de los puertos se conecta un switch o teléfono IP de otro fabricante 
distinto, hay que leer detenidamente la ayuda facilitada por Cisco para evitar conflictos 
en la red. Por lo tanto, se recomienda al cliente que no instale por su cuenta ningún 
dispositivo. 
 
Ilustración 5.21 Configuración de los parámetros de puerto 
En esta última pantalla de la ilustración 5.21 se configura un nombre lo más descriptivo 
posible para cada uno de los puertos del switch. 
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5.7 Acceso a herramientas del software Call Manager 
En la ilustración 5.22 se muestra cómo acceder a todo el software que viene integrado 
en el Call Manager del presente proyecto. 
 
Ilustración 5.22 Acceso a herramientas del software Call Manager 
En las siguiente capturas de pantalla se muestran las distintas herramientas de software 
disponibles, todas ellas están listas para ser descargadas en el escritorio del Call 
Manager y a continuación ser instaladas en el propio Call Manager o en cualquier otro 
ordenador para interactuar con el Call Manager. 
 
Ilustración 5.23 Herramientas del software Call Manager 1 
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Ilustración 5.24 Herramientas del software Call Manager 2 
 
Ilustración 5.25 Herramientas del software Call Manager 3 
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Para poder hacer uso de todas estas herramientas software se requiere una configuración 
específica en el Call Manager, por consiguiente, se recomienda al cliente que no intente 
instalar por su propia cuenta ningún software, en caso de que lo intente, será bajo su 
propia responsabilidad. 
5.8 Pasos a seguir para dar de alta un nuevo teléfono 
A continuación se analizan y explican qué pasos seguir cuando se desea dar de alta un 
nuevo teléfono, en este ejemplo, se analiza la instalación y configuración de un modelo 
Cisco 7960. En primer lugar se ha de elegir el modelo 
 
Ilustración 5.26 Elección del modelo de dispositivo en el Call Manager 
El siguiente paso es indicar la dirección MAC, el nombre que se desea dar al teléfono, el 
Device Pool, el CSS, la Media Resource Group List y la location. 
 
Ilustración 5.27 Elección de parámetros al dar de alta un nuevo teléfono 
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Una vez hecho, el teléfono en sí ya está creado, pero se necesita configura como 
mínimo un número de extensión –también denominado línea- para poder realizar y 
recibir llamadas, el Call Manager nos lo notifica con el siguiente mensaje. 
 
Ilustración 5.28 Mensaje informativo para configura la primera línea en un nuevo teléfono 
Se debe seleccionar OK, a continuación se ha de indicar el número de extensión, la 
partition y el CSS. 
 
Ilustración 5.29 Configuración de una línea de extensión en un teléfono 
Se pueden seleccionar tantas extensiones como teclas de llamada existan en el teléfono. 
En el proyecto se va a configurar un solo número de extensión por teléfono. 
5.9 Configuración de un interfaz Cisco ATA 
A continuación se muestra cómo localizar y configurar un interfaz ATA que se ha 
instalado en la sede de Montornès del Vallès. 
PFC Diseño de una red de comunicaciones 150 
 
 
Ilustración 5.30 Localización de un interfaz ATA 
Se observa que este interfaz dispone de una dirección IP del rango de voz de Montornès 
del Vallès, que es 172.16.7.x. En la ilustración 5.31 se muestra cómo se configura el 
dispositivo. 
 
Ilustración 5.31 Configuración de un interfaz ATA 
Se observa la necesidad de indicar la dirección MAC, el Device Pool, el CSS, el MRGL 
y la Location como si de cualquier otro dispositivo de voz se tratase. En la parte 
izquierda de la pantalla es donde se asigna un número de línea. En la ilustración 5.32 se 
muestra cómo configurar el número de extensión 708. 
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Ilustración 5.32 Configuración de una línea en un interfaz ATA 
Anteriormente se ha mostrado la dirección IP del interfaz, si desde un navegador se 
accede a esta dirección IP, aparece la siguiente pantalla con los datos de configuración. 
 
Ilustración 5.33 Parámetros de red en un interfaz ATA 
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Esta pantalla es sólo informativa, se muestra cuál es la dirección del servidor DHCP –se 
trata del gateway de voz de Montornès del Vallès- y el resto de parámetros IP asignados 
al interfaz. En la siguiente pantalla se muestran más datos del dispositivo. 
 
Ilustración 5.34 Información de dispositivo en un interfaz ATA 
Se observan las versiones de hardware, software y de los ficheros que están 
configurados en el ATA. En la siguiente pantalla se muestran todos los datos relativos al 
protocolo SCCP empleado para gestionar el interfaz desde el Call Manager. 
 
Ilustración 5.35 Estadísticas Ethernet de un interfaz ATA 
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Las pantallas anteriores eran sólo informativas, si se desea modificar la configuración 
de los parámetros de red se puede hacer a través de la siguiente pantalla. 
 
Ilustración 5.36 Configuración de parámetros de red en un interfaz ATA 
En la pantalla Tone Parameters, se pueden modificar los tonos y cadencias empleados 
por el interfaz. Es importante no modificarlos sin previamente haber leído la 
documentación. 
 
Ilustración 5.37 Configuración de parámetros de tono en un interfaz ATA 
Los tonos son definidos por organismos internacionales para cada país, no siendo 
recomendable su modificación. En la siguiente pantalla, se muestra la versión de 
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firmware y la VLAN que emplea el interfaz – se observa en el campo VLAN ID que la 
VLAN 2 es la VLAN de voz en todo el proyecto- 
 
Ilustración 5.38 Parámetros de estado del teléfono en un interfaz ATA 
5.10   Pasos a seguir para crear una Route Pattern 
Como se ha indicado, se trata de un recurso que se emplea para realizar llamadas desde 
una extensión de un teléfono hacia el exterior. En éste, se define un prefijo –los 
primeros dígitos que se marcan al realizar una llamada saliente- para, a continuación, 
indicar por dónde se va a salir. 
 
En el siguiente ejemplo, se analiza cómo crear una Route Pattern para las extensiones 
de la sede de Montornès del Vallès, para que éstas puedan llamar a números 
internacionales. 
 
En el plan de numeración público de España, las llamadas al extranjero son precedidas 
por el prefijo 00, por lo tanto, cuando cualquier Operador público recibe una petición de 
llamada a un número público que comienza por 00, el propio Operador es el responsable 
de encaminar esa llamada fuera de nuestro territorio nacional. Es responsabilidad del 
Call Manager que cuando un usuario sito en Montornès del Vallès, marque el prefijo 00, 
definir por dónde se enviará la llamada internacional marcada desde la extensión. 
 
Para tal tarea se crea una Route Pattern, indicando que cuando un usuario marque un 
primer 0, la llamada será saliente, que cuando después marque 00 la llamada será 
internacional y que los demás números que sean marcados a continuación deberán ser 
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enviados a un gateway –en este caso el que se encuentra ubicado en la sede central de 
Barcelona, que es el que tiene los enlaces para llamar al exterior- y se alcanzará éste a 
través de su dirección IP. Ésto se realiza configurando 0.00!, que significa: 
0. →  prefijo de llamada hacia el exterior 
00  →  prefijo para llamadas internacionales 
!     → el resto de números se marquen 
La Route Pattern sabe que se ha marcado el último número porque existe una 
temporización que indica que después de x segundos sin recibir más números se debe 
enviar el bloque de números al Operador público. El valor de x es configurable, por 
defecto son 15 segundos por tratarse del valor recomendado por el fabricante. En la 
ilustración 5.39 se muestra la configuración de la Route Pattern para llamadas 
internacionales de la sede de Montornès del Vallès. 
 
Ilustración 5.39 Configuración de una Route Pattern para llamadas internacionales 
Una vez configurado que las llamadas internacionales hechas desde extensiones de 
Montornès se envíen al gateway de la sede de Barcelona, se va a analizar cómo este 
gateway –llamado ro-bcn1- selecciona la línea por donde saldrán las llamadas hacia el 
Operador. 
1.- Se configura un dial-peer de voz, se trata de una entidad lógica que se emplea como 
recurso de llamadas salientes. 
dial-peer voice 1 pots 
  description LLAMADAS_INTERNACIONALES 
  destination-pattern 0T 
  direct-inward-dial 
  port 0/2/0:15 
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A través de estos comando, primero se indica que es un dial-peer de voz, a continuación 
que el número de dial-peer  –en este caso el 1- se define como tipo POTS –Plain Old 
Telephony Service- es decir, una red de telefonía de conmutación de circuitos, como 
pueden ser las redes analógicas o las RDSI –independientemente de utilizar accesos 
básicos o accesos primarios.- A continuación se define un nombre descriptivo, en este 
ejemplo LLAMADAS_INTERNACIONALES, después se crea una destination-pattern 
-que es el prefijo que define el uso o no de este dial-peer- aquí se especifica que todo lo 
que empieza por 0 más cualquier número de dígitos haga uso de este dial-peer. Para 
finalizar, se indica que las llamadas salgan por el puerto 0/2/0 –que es un primario- el 
:15 hace referencia al canal D de señalización del primario y el comando direct-inward-
dial se configura si se desea que el enlace también pueda recibir llamadas entrantes 
desde el exterior. 
 
2.- Como se ha configurado hacer uso del voice-port 0/2/0, es necesario configurar su 
canal de señalización, especificando que utilizará los tonos nacionales, que empleará el 
acceso para voz y en última instancia, describir un nombre para el acceso y la 
funcionalidad que cumplirá el mismo. 
voice-port 0/2/0:15 
  cptone ES 
  description ENLACE E1- PRIMARIO TELEFONICA 
  bearer-cap Speech 
3.- Después, se configuran los parámetros específicos del canal de señalización relativos 
al tipo de encapsulación y conmutación –estos datos son facilitados por el Operador-, 
también se emplea el comando isdn incoming-voice voice para indicar que el primario 
también recibirá llamadas entrantes del exterior. Se deshabilita el protocolo CDP como 
medida de seguridad 
interface serial0/2/0:15 
  no ip address 
  encapsulation hdlc 
  isdn switch-type primary-net5 
  isdn incoming-voice voice 
  no cdp enable 
4.- Para finalizar, se configura el controlador del primario, especificando que es un 
acceso E1 –es el tipo de primario que se emplea en Europa-, y especificando que se 
emplearán los 30 canales de voz -31 menos el canal 15 de señalización-. 
controller E1 0/2/0 
  pri-group timeslots 1-31 
  description PRIMARIO ALPI 
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5.11   Configuración de la tarjeta de mensajería vocal AIM-CUE 
Las funciones de mensajería vocal incluyen los buzones de voz de las extensiones y la 
operadora automática. En el proyecto se va a emplear un recurso hardware Cisco 
denominado AIM-CUE, que está ubicado en el gateway de voz de la sede de Barcelona. 
 
Esta tarjeta AIM-CUE puede albergar los buzones de voz de las extensiones de todas las 
delegaciones. En el proyecto sólo se van a configurar buzones de voz para las 
extensiones de la sede de Barcelona porque así lo ha solicitado el cliente. En la 
ilustración 1.40 se muestra la tarjeta AIM-CUE 
 
Ilustración 5.40 Tarjeta Cisco AIM-CUE 
Las siglas AIM-CUE significan Advanced Integration Module – Cisco Unity Express, 
éste es el tipo de recurso de mensajería que debe integrarse en el router Cisco 2851 que 
se emplea como gateway de voz en la sede de Barcelona, cuyo nombre es ro-bcn1. Las 
principales características de la tarjeta AIM-CUE son que dispone de 6 puertos CTI para 
las comunicaciones con el Call Manager –esto significa que puede dar servicio a 6 
usuarios de forma simultánea-, que cuenta con un máximo de 50 buzones de voz y hasta 
14 horas de grabación de mensajes. Todo esto se gestiona gracias a una memoria flash 
integrada de 1GB. 
 
Una vez instalada la tarjeta AIM-CUE dentro de ro-bcn1, se procede a su configuración 
con los siguientes comandos Cisco: 
interface Service-Engine0/0 
  description AIM-CUE 
  ip unnumbered GigabitEthernet0/0.2 
  ip nat inside 
  ip virtual-reassembly 
  service-module ip address 172.16.1.101 255.255.255.0 
  service-module ip default-gateway 172.16.1.253 
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Se configura que se trata de un interfaz denominado Service-Engine, que está ubicado 
en la posición 0/0 –la posición se obtiene en el manual facilitado por el fabricante- se 
describe la tarjeta, indicando qué sub-interfaz se va a emplear para comunicar con el 
resto de dispositivos IP – GigabitEthernet0/0.2 es el interfaz de la VLAN de datos- y 
para finalizar se asigna una dirección IP a la tarjeta y se indica cuál será su gateway –el 
propio ro-bcn1-. El comando ip nat inside es necesario para que desde la propia red 
interna privada del cliente se pueda acceder al dispositivo. 
 
Después, se configura una ruta estática asignando la IP de la tarjeta AIM-CUE hacia el 
interfaz Service Engine0/0 con el comando ip route 172.16.1.101 255.255.255.255 
Service-Engine0/0 
 
Hasta ahora sólo se han configurado los parámetros de la tarjeta, con el comando 
service-module service-engine0/0 session entra en funcionamiento la misma. 
 
Al cabo de unos segundos arranca, una vez verificado el correcto funcionamiento de la 
misma, ya se puede acceder a través de un navegador a la tarjeta mediante su dirección 
IP, que en este caso es la 172.16.1.101. 
 
La primera vez que se accede a la tarjeta AIM-CUE, ésta muestra un asistente de 
configuración para facilitar la introducción y configuración de los parámetros. En la 
ilustración 5.41 se muestra la pantalla de bienvenida junto a las opciones de hacer uso 
del asistente o acceder directamente a la configuración. 
 
Ilustración 5.41 Asistente de configuración de la tarjeta AIM-CUE 
Para comprender el funcionamiento del dispositivo, se ha decidido no hacer uso del 
asistente de configuración y acceder directamente a la configuración avanzada, se 
considera que de esta forma se comprenderá mejor el funcionamiento de la tarjeta AIM-
CUE ubicada en ro-bcn1. Los pasos a seguir se muestran en el siguiente diagrama de 
flujo: 
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Crear 1 CTI Route Point
Crear 6 accesos CTI
Crear 1 usuario JTAPI
Crear 1 Voice Mail pilot
Configurar en la tarjeta AIM-CUE los recursos 
anteriores
Importar extensión del Call Manager en la 
tarjeta AIM-CUE
Configurar en la extensión del Call Manager 
el buzón creado en la tarjeta AIM-CUE
Guardar Configuración
 
Ilustración 5.42 Diagrama de flujo para configurar la mensajería vocal en la tarjeta AIM-CUE 
A continuación se analizan los pasos a seguir descritos en el anterior diagrama. 
1.- Crear un CTI Route Point – las siglas CTI significan Computer Telephony 
Integration, Route Point hace referencia a un puntero para encaminar-. Se trata de un 
recurso virtual que es capaz de gestionar varias comunicaciones de forma simultánea. 
En la siguiente ilustración se muestra como crear un CTI Route Point. 
 
Ilustración 5.43 Configuración de un CTI Route Point en el Call Manager 
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2.- Se observa que se ha dado el nombre RP_8110 al CTI Route Point, por lo tanto, 
8110 es también el número que se emplea para acceder al recurso. Esto se hace yendo a 
la línea 1 y asignando el número. 
 
Ilustración 5.44 Configuración de una línea para un CTI Route Point en el Call Manager 
3.- Como la tarjeta AIM-CUE permite hasta un máximo de 6 sesiones simultáneas, se 
crean los accesos CTI, cada uno de ellos gestiona una de las 6 sesiones. En este caso se 
van a configurar para estos accesos los números comprendidos entre el 8111 y el 8116. 
 
Ilustración 5.45 Configuración de un puerto CTI en el Call Manager 
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4.- Una vez creado, se asigna el número en cada uno de los accesos yendo a la 
correspondiente línea. 
 
Ilustración 5.46 Configuración de una línea para un puerto CTI en el Call Manager 
Se deben repetir estos pasos para los accesos CTI 8112, 8113, 8114, 8115 y 8116. 
5.- Se crea un usuario JTAPI -Java Telephony Application Programming Interface- 
dentro del Call Manager. Este usuario establece el medio de comunicación entre la 
tarjeta AIM-CUE y el Call Manager. 
 
Ilustración 5.47 Configuración de un usuario JTAPI en el Call Manager 
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6.- Una vez creado, se accede a Device Association y se asocia el CTI Route Point y los 
6 accesos CTI. 
 
Ilustración 5.48 Asignación del CTI Route Point  y de los 6 puertos CTI en el usuario JTAPI 
7.- El siguiente paso es crear un piloto, que se trata de un número que se emplea para 
poder desviar una extensión hacia su buzón. 
 
Ilustración 5.49 Configuración del piloto Voice Mail y asignación del número 8000 a éste 
8.- Se ha configurado el número 8000, esto significa, que cuando la extensión de 
Operadora desee desviar su teléfono hacia su buzón debe hacerlo a este número. 
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Ilustración 5.50 Configuración del nombre del buzón y asignación del número del piloto Voice Mail 
Como se puede ver en la ilustración 5.50, ahora se asigna un nombre al buzón de voz 
que más tarde se empleará dentro de la configuración del número de extensión de la 
Operadora. 
9.- De nuevo se vuelve al navegador para configurar la tarjeta AIM-CUE con todos los 
parámetros que ya se han configurado en el Call Manager. 
 
Ilustración 5.51 Configuración de los datos de acceso al Call Manager en la tarjeta AIM-CUE 
Aquí se configura la dirección IP, el usuario y la contraseña del Call Manager, a 
continuación, el nombre y la contraseña del usuario JTAPI. 
10.- Después se configura el CTI Route Point 
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Ilustración 5.52 Configuración del CTI Route Point en la tarjeta AIM-CUE 
Se accede al CTI Route Point y se indica que se emplean 6 puertos CTI 
 
Ilustración 5.53 Configuración del prefijo 8110 como CTI Route Point en la tarjeta AIM-CUE 
11.- También se configura que el CTI Route Point 8110 es quien gestionará las 
comunicaciones establecidas a través de los 6 puertos CTI. 
 
Ilustración 5.54 Configuración adicional del CTI Route Point en la tarjeta AIM-CUE 
12.- A continuación, se seleccionan los 6 puertos CTI –como se ha creado un usuario 
JTAPI, a través de él, la tarjeta AIM-CUE lee la información relativa a estos puertos 
directamente del Call Manager-, por lo tanto, aquí se deben seleccionar los 6 puertos. 
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Ilustración 5.55 Selección de los 6 puertos CTI en la tarjeta AIM-CUE 
Al terminar estos pasos, se guarda la configuración y se reinicia la tarjeta AIM-CUE 
para que ésta tenga en cuenta los cambios realizados, arranque y se puedan importar las 
extensiones del Call Manager. Se puede reiniciar la tarjeta AIM-CUE desde el 
navegador o a través del comando CLI service-module service-engine0/0 reload. 
13.- Una vez la tarjeta vuelve a estar operativa, se pueden importar todas las extensiones 
del Call Manager a la tarjeta AIM-CUE y a continuación se selecciona en qué teléfonos 
se desea crear un buzón. Ahora se realiza una búsqueda, en este caso se busca la 
extensión 100 que pertenece a la Operadora de la sede de Barcelona, para, en ésta poder 
crear su buzón de voz. 
 
Ilustración 5.56 Búsqueda y localización de un usuario del Call Manager en la tarjeta AIM-CUE 
Se selecciona la extensión y se añade, para, a continuación, crear un buzón para la 
extensión. 
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Ilustración 5.57 Importación de un usuario del Call Manager en la tarjeta AIM-CUE 
Si se ha importado el usuario y se ha creado su buzón correctamente, aparecerá el 
siguiente mensaje. 
 
Ilustración 5.58 Confirmación de la correcta importación del usuario de su buzón de voz 
14.- Una vez verificado, se procede a buscar el usuario  
 
Ilustración 5.59 Búsqueda de usuario en la tarjeta AIM-CUE 
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Se selecciona y configura su buzón con las características que se desean. 
 
Ilustración 5.60 Parámetros de configuración y estadísticas de un buzón de voz 
Las principales características son el tamaño del buzón, del mensaje y el tiempo de 
caducidad de los mismos, transcurrido éste se eliminarán los mensajes. En la pantalla 
anterior también se muestran las estadísticas relativas a cada uno de los buzones. 
15.- Para que la Operadora puede acceder a su buzón, leer y borrar los mensajes de éste, 
se debe configurar en su número de extensión el nombre que anteriormente se le ha 
asignado. 
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Ilustración 5.61 Asignación del buzón a la extensión de Operadora 
Al finalizar todos los paso de la configuración, se guardará ésta, es recomendable que 
antes y después de realizar cambios importantes se realicen copias de seguridad, existen 
dos métodos para realizarlas. Se accede a la tarjeta AIM-CUE y se emplea el comando 
write memory o desde el propio navegador se accede a la siguiente pantalla: 
 
Ilustración 5.62 Pantalla de copia y restauración de configuraciones 
Es conveniente realizar las copias en un equipo distinto al gateway, la dirección IP del 
dispositivo donde se almacenan las copias de seguridad y el número máximo de copias 
distintas que se pueden guardar simultáneamente en el directorio deseado se configura 
en la siguiente pantalla. 
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Ilustración 5.63 Directorio donde se albergan las copias de seguridad 
5.12 Implementación de la agenda colectiva 
Una agenda colectiva es un recurso que comparten un grupo de usuarios para poder 
localizar números de teléfono de clientes, empleados, proveedores y servicios de 
emergencias. En el caso del presente proyecto, esta agenda será compartida por los 
usuarios de todos los teléfonos, pudiendo acceder a ésta a través de una de las teclas de 
sus respectivos teléfonos. Los pasos a seguir se muestran en el siguiente diagrama de 
flujo: 
 
Ilustración 5.64 Diagrama de flujo para la implementación de una agenda colectiva 
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A continuación se analizan los pasos a seguir. 
1.- Se crea un servicio y se le asigna el nombre Agenda 
 
Ilustración 5.65 Creación de un servicio de agenda colectiva 
Como se mostrará más adelante, cuando se acceda al servicio para configurar los 
contactos, será necesario identificarse a través de un usuario y una contraseña. 
2.- Se crea un usuario en el directorio global –esto ya se vio como se realiza en el sub-
apartado de configuración de la tarjeta de mensajería vocal AIM-CUE- y será necesario 
asignar un número de extensión para la gestión del servicio Agenda, en este caso, se le 
asigna el número 111. 
  ver apartado 5 del sub-apartado Configuración de la tarjeta de 
mensajería vocal AIM-CUE 
 
Ilustración 5.66 Configuración de un usuario de agenda en el directorio global 
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3.- En la pantalla siguiente, se muestra como se le asigna el dispositivo que dispone del 
número de extensión 111, cuyo nombre es Usuario 1, yendo a “Asociación de 
dispositivos” 
 
Ilustración 5.67 Asignación de un teléfono al servicio Agenda 
4.- Se crea una plantilla telefónica, incluyendo en una de sus teclas el servicio de la 
agenda colectiva que se ha creado en los apartados anteriores. 
 
Ilustración 5.68 Configuración de una plantilla telefónica para un Cisco 7961 
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Se le pone a la plantilla el nombre “Standard 7961 SCCP con agenda” y en su sexta 
tecla se le asigna un servicio URL, se debe acceder al servicio a través de una dirección 
–ésta viene del paso 1- que es http://172.16.1.10/ccmpd/xmlAddressBookInput_A2.asp. 
5.- Se guarda la configuración, y se comprueba que la plantilla es correcta. 
 
Ilustración 5.69 Comprobación de la plantilla telefónica creada 
6.- Ahora, se accede al teléfono que antes se ha configurado en el propio servicio –el 
111- y se le cambia su anterior plantilla por la recién creada. 
 
Ilustración 5.70 Asignación de una plantilla telefónica en un teléfono 
7.- Cuando se carga la nueva plantilla, ya se puede configurar el servicio de la agenda. 
Se observa que en la parte superior del menú de configuración de todos los teléfonos 
aparece lo siguiente. 
 
Ilustración 5.71 Opciones de configuración de botones y servicios en un teléfono Cisco 
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7.1 - Primero se debe ir a Subscribe/Unsubscribe Services y configurar los siguientes 
parámetros del servicio. 
 
Ilustración 5.72 Configuración de un servicio en un teléfono Cisco 
7.2 - A continuación se añade el nombre del servicio http a un botón –en este caso el 
nombre Agenda-, yendo a Add/Update Service URL buttons. 
 
Ilustración 5.73 Configuración de una tecla para un servicio en un teléfono Cisco 
A partir de este momento, todos los teléfonos que tengan cargada la nueva plantilla y 
que configuren estos dos últimos pasos podrán hacer uso de la agenda colectiva recién 
creada.  
8.- Se accede al servicio Agenda a través de un navegador para incluir todos los 
contactos que se deseen. 
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Ésto se realiza yendo a la dirección https://172.16.1.10/ccmuser y accediendo con el 
usuario y contraseña que se han configurado en el paso 2. 
 
Ilustración 5.74 Acceso a la configuración de un teléfono Cisco a través de un navegador 
Una vez dentro, aparece la siguiente pantalla. 
 
Ilustración 5.75 Menú de opciones de configuración disponibles en un teléfono Cisco 
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9.- Si se accede a Configurar la libreta de direcciones personal de Cisco, aparece lo 
siguiente: 
 
Ilustración 5.76 Configuración de la libreta de direcciones a través del navegador 
Es aquí donde se incluyen y modifican los contactos telefónicos. También desde el 
acceso mediante el navegador a la configuración de un teléfono, se puede añadir o dar 
de baja el servicio Agenda. 
 
Ilustración 5.77 Configuración de los servicios de un teléfono Cisco a través del navegador 
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Ilustración 5.78 Configuración de los botones de un teléfono Cisco a través del navegador 
Como se sabe, además de teléfonos de sobremesa Cisco 7961 también se dispone de 
teléfonos Cisco 7911, por lo tanto, también será necesario crear una plantilla para este 
modelo y en todos estos teléfonos asignar la correspondiente plantilla. Se omite cómo se 
debe hacer porque es prácticamente idéntico a como se ha explicado para el modelo 
Cisco 7961. 
 
Como a todos los usuarios de este proyecto se les facilitará su usuario junto a su 
correspondiente contraseña para acceder a través del navegador a la configuración de su 
teléfono, se considera interesante explicar dos facilidades adicionales. La primera es la 
posibilidad de activar el desvío de su teléfono a través de la siguiente pantalla: 
 
Ilustración 5.79 Configuración del desvío de llamadas de un teléfono Cisco a través del navegador 
En este caso, sólo es posible desviar una extensión a su buzón de voz si previamente se 
ha creado el buzón, tal como se ha indicado en el sub-apartado de configuración de la 
mensajería vocal en la tarjeta AIM-CUE. 
 
La segunda, posibilidad es que el usuario final pueda descargar un manual en formato 
PDF de su propio teléfono. 
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Ilustración 5.80 Descarga de un manual en formato PDF con las instrucciones del teléfono 
5.13   Configuración SRST 
A continuación se describe cómo configurar el protocolo SRST en el Call Manager y en 
los gateways de Barcelona y Valencia para que en caso de caída del Call Manager o de 
la WAN se pueda ofrecer redundancia a los teléfonos SCCP de ambas sedes 
El objetivo de SRST es proveer a los teléfonos la información necesaria para que en 
caso de caída del Call Manager, los teléfonos de Barcelona y Valencia puedan localizar 
a sus gateways y que éstos se puedan registrar contra ellos. 
5.13.1 Configuración del Call Manager 
En el Call Manager se deben definir dos referencias SRST, éstas deben contener la 
dirección IP de los gateways de Barcelona y Valencia y los puertos que emplearán 
ambos extremos para que el protocolo SCCP permita que exista señalización en los 
teléfonos. En el siguiente menú desplegable se observa dónde está ubicada la pantalla de 
configuración SRST. 
 
Ilustración 5.81 Acceso a la configuración SRST en un Call Manager 
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Como se puede ver, se definen las zonas SRST de Barcelona y Valencia. 
 
Ilustración 5.82 Configuración de las zonas SRST en un Call Manager 
Al acceder a la configuración de las referencias –que es el nombre que reciben en un 
Call Manager los gateways con funciones de voz SRST integradas- aparece la siguiente 
información.  
 
Ilustración 5.83 Configuración de la referencia SRST de Barcelona 
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Ilustración 5.84 Configuración de la referencia SRST de Valencia 
Las referencias determinan qué gateways deben poder alcanzar los teléfonos IP de las 
sedes de Barcelona y Valencia cuando el Call Manager no está disponible e intentan 
registrarse de una forma redundante. Por lo tanto, se deben configurar varios 
parámetros, son los siguientes: 
- Un nombre para la referencia SRST 
- La dirección IP del gateway de voz con funciones SRST integradas 
- Un puerto, habitualmente se emplea el puerto TCP número 2000 
- Un puerto para certificar el gateway SRST remoto, habitualmente el 2445 
Cuando se han creado las referencias SRST, el siguiente paso es indicar a los teléfonos 
de un determinado device pool qué referencia deben emplear, a continuación se muestra 
la pantalla donde se configura que todos los teléfonos de Barcelona deben hacer uso de 
la referencia denominada SRST_Barcelona. 
 
Ilustración 5.85 Configuración de la referencia SRST Barcelona en el device pool de Barcelona 
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Como se puede ver, la selección de la referencia SRST se realiza a través de un menú 
desplegable. En el device pool de Valencia se hace exactamente lo mismo pero 
seleccionando los parámetros de dicha sede. 
 
Una vez finalizada la configuración, es necesario reiniciar todos los teléfonos que 
forman parte del device pool, si se observa la parte superior izquierda de la ilustración 
5.85, aparece junto al nombre del device pool cuántos teléfonos están registrados y 
debajo un botón para poder reiniciarlos, como se puede ver, en este caso existen 50 
teléfonos registrados que será necesario reiniciar. 
5.13.2 Configuración del gateway 
En el gateway se debe disponer de una IOS que permita el servicio SRST. Las sedes de 
Barcelona y Valencia disponen de una IOS con estas prestaciones. La configuración que 
se implementa en ambas sedes es la siguiente. 
call-manager-fallback 
  ip source-address 172.16.1.10 port 2000 
  max-ephones 30 
  max-dn 192 dual-line 
  keepalive 10 
A continuación se describen los comandos: 
call-manager-fallback  Habilita el acceso y configuración en el 
gateway del modo SRST. 
ip source-address 172.16.1.10 port 2000 Define la dirección IP del Call Manager y el 
puerto SRST. 
max-ephones 30  Define el número máximo de teléfonos que 
podrán registrarse con el gateway en modo 
SRST. 
max-dn 192 dual-line  Define el número máximo de directorios o 
de puertos de voz que puede soportar el 
gateway. 
keepalive 10  Define el tiempo - en segundos- entre 
mensajes enviados por los teléfonos al 
gateway de voz indicando que siguen en 
funcionamiento y operativos. 
El comando dual-line permite que los teléfonos en modo SRST tengan un puerto de voz 
virtual con dos canales, es decir, se habilitan los teléfonos como multi-línea. Un 
teléfono multi-línea puede poner llamadas en espera, realizar transferencias y 
conferencias entre dos llamadas de forma simultánea en una sola línea física, por ese 
motivo se habla de un puerto de voz virtual con dos canales. 
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Al finalizar los pasos indicados, los servicios SRST quedan activados. Por lo tanto, 
cuando se produzca un corte en la comunicación entre el Call Manager y los teléfonos 
de alguna de las dos sedes, los teléfonos se registrarán con sus respectivos gateways 
SRST, reteniendo la misma configuración que empleaban cuando estaban registrados 
contra el Call Manager. 
5.13.3 Configuración de los accesos y prefijos en los gateways 
para poder realizar llamadas salientes 
El objetivo principal de un gateway funcionando en modo SRST es que sus teléfonos 
obtengan el mayor grado de analogía entre el uso habitual cuando están registrados con 
el Call Manager y el modo SRST cuando son administradas por los propios gateways de 
voz de sus respectivas sedes en modo redundante. Para cumplir el objetivo, es necesario 
configurar accesos y prefijos para que las llamadas salientes realizadas por los teléfonos 
de las dos sedes puedan establecer comunicaciones con el exterior a través de las líneas 
del Operador conectadas en los propios gateways SRST. Los comandos a configurar son 
los siguientes. 
dial-peer voice 1 pots 
  description Llamadas a fijos 
  destination-pattern 09[1-8]....... 
  port 0/0/1 
  forward-digits 9 
dial-peer voice 2 pots 
  description Llamadas a moviles 
  destination-pattern 06........ 
  port 0/1/1 
  prefix 6 
dial-peer voice 3 pots 
  description Llamadas internacionales 
  destination-pattern 000T 
  port 0/0/1 
  prefix 00 
dial-peer voice 4 pots 
  description Llamadas a 900, 901, 902 
  destination-pattern 090[0-2]...... 
  port 0/0/1 
  forward-digits 9 
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dial-peer voice 5 pots 
  description Llamadas a 1002, 1003, 1004, ... 
  destination-pattern 010.. 
  port 0/0/1 
  forward-digits 4 
dial-peer voice 6 pots 
  description Llamadas a 060, 061, ... 
  destination-pattern 006. 
  port 0/0/1 
  forward-digits 3 
dial-peer voice 7 pots 
  description Llamadas al 112 
  destination-pattern 0112 
  port 0/0/1 
  forward-digits 3 
A continuación se muestra la descripción de estos comandos. 
dial-peer voice n pots  Especifica un número de dial-peer de voz y de tipo POTS. 
description   Define un campo descriptivo. 
destination-pattern n  Define el prefijo que implica hacer uso de este dial-peer 
port n/n/n   Define el puerto por donde saldrán las llamadas. 
forward-digits n Define el número de dígitos que se van a enviar al 
Operador. 
prefix n Sustituye los números definidos en el destination-pattern 
por los aquí definidos al enviar los números hacia el 
Operador. 
Es importante configurar un mensaje descriptivo para que los usuarios puedan saber 
cuándo el gateway y sus respectivos teléfonos están funcionando en modo SRST. Se 
emplea el comando system message FUNCIONAMIENTO EN MODO SRST para 
presentar en los teléfono un mensaje informando a los usuarios de cualquiera de las dos 
sedes que el sistema está funcionando en modo SRST. 
5.14   Configuración de parámetros en un Call Manager 
A continuación se muestra cómo configurar la fecha y hora que van a mostrar todos los 
teléfonos del proyecto. Se debe de acceder a la siguiente opción. 
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Ilustración 5.86 Selección de la zona horaria del Call Manager 
A continuación se debe especificar la zona horaria y el tipo de formato de la fecha y 
hora, se muestra en la ilustración 1.87. 
 
Ilustración 5.87 Selección de la franja horaria y del formato de la fecha y de la hora 
El día y la hora se deben configurar en el propio sistema operativo Windows que 
contiene el software Call Manager. El Call Manager es el responsable de suministrar 
automáticamente a través del servidor  DHCP integrado en el sistema operativo 
Windows las direcciones IP a todos los teléfonos de la sede de Barcelona. 
 
En el resto de sedes, las direcciones IP de los teléfonos serán suministradas 
automáticamente por sus respectivos gateways. 
  ver sub-apartado Configuración de DHCP en la sede de Zona Franca de 
Barcelona. 
En la siguiente pantalla se muestra el servidor DHCP del Call Manager. 
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Ilustración 5.88 Servidor DHCP integrado en el servidor que alberga el software Call Manager 
Si se abre el menú desplegable de la izquierda, aparecen las distintas opciones. A 
continuación se indica cómo configurar que el rango de direcciones IP a suministrar en 
los teléfonos de la sede de Barcelona esté comprendido entre la dirección 172.16.1.200 
y 172.16.1.245, es decir, se pueden registrar automáticamente un número máximo de 46 
teléfonos. 
 
Ilustración 5.89 Rango de direcciones IP a suministrar en el servidor DHCP 
PFC Diseño de una red de comunicaciones 185 
 
Dentro de la carpeta Scope Options, se seleccionan las funciones opcionales que debe 
suministra el servidor DHCP. 
 
Ilustración 5.90 Opciones a configurar en el servidor DHCP 
La opción 150 se emplea para que los teléfonos IP puedan localizar el servidor TFTP y 
desde allí puedan descargar las versiones de firmware de los teléfonos. La versión 003 
es para indicar a los teléfonos cuál es la dirección IP del gateway. 
 
El motivo por el cual se han restringido tanto el número de direcciones IP a suministrar 
a los teléfonos de la sede de Barcelona y no se ha empleado una red de clase C completa 
como en el resto de sedes, es porque así lo han solicitado los Administradores de 
Sistemas del cliente. A continuación, se muestra la pantalla donde aparecen todos los 
teléfonos registrados. Aquí se puede ver qué dirección MAC tiene cada uno de los 
teléfonos y qué dirección IP ha sido asignada temporalmente también a cada uno de 
ellos. 
 
Ilustración 5.91 Direcciones IP y MAC asignadas por el DHCP 
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El tiempo máximo que cada uno de los teléfonos dispone de la misma dirección IP está 
configurado para que no afecte al servicio y también es configurable en el propio 
servidor DHCP. Se puede comprobar que las direcciones IP de los teléfonos registrados 
también aparecen dentro de la configuración del Call Manager, a continuación se 
muestra cómo verificar que las direcciones IP suministradas por el servidor DHCP y 
mostradas en el Call Manager coinciden.  
 
Ilustración 5.92 Acceso a listado de teléfonos registrados en el Call Manager 
Una vez dentro, se pueden visualizar todos los teléfonos registrados. En este caso se va 
a realizar la búsqueda por los números del rango 1xx, que son los teléfonos 
pertenecientes a la sede de Barcelona. 
 
Ilustración 5.93 Listado de teléfonos registrados en la sede de Barcelona 
Se accede a la dirección IP del primer teléfono que aparece en la lista de la ilustración 
5.93 pulsando sobre la dirección IP que se muestra ampliada en la ilustración 5.94. 
 
Ilustración 5.94 Dirección IP asignada a un teléfono de Barcelona 
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Una vez se accede a la dirección IP, a continuación, se muestra la pantalla con la 
información de un teléfono Cisco 7911 en la ilustración 5.95. 
 
Ilustración 5.95 Información de un teléfono IP Cisco 
En esta primera pantalla se pueden ver datos relativos al teléfono físico y a la versión de 
firmware que tiene cargada y operativa. En la siguiente pantalla se muestran los 
parámetros IP del teléfono. 
 
Ilustración 5.96 Parámetros IP de un teléfono IP Cisco 
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Si se desea, se puede acceder a las estadísticas de recepción y transmisión de paquetes. 
 
Ilustración 5.97 Información de flujo Ethernet de un teléfono IP Cisco 
En la siguiente pantalla se muestran los distintos directorios que contienen registros de 
eventos. 
 
Ilustración 5.98 Directorios donde se almacenan los registros de eventos de un teléfono IP Cisco 
En las siguientes pantallas se muestra el contenido de los ficheros de eventos ubicados 
en los anteriores directorios. 
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Ilustración 5.99 Fichero de eventos acaecidos en un teléfono IP Cisco 
 
Ilustración 5.100 Pantalla de depuración para analizar sucesos en un teléfono IP Cisco 
En esta última pantalla, se muestran una serie de eventos que pueden resultar útiles en 
caso de avería o incidencia en un teléfono. Para finalizar, se muestra dónde se 
configuran los servicios del Call Manager para poder ser reiniciados cuando alguna 
aplicación o funcionalidad falle. 
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Ilustración 5.101 Acceso a la aplicación Cisco Unified CallManager Serviceability 
La herramienta denominada Cisco Unified CallManager Serviceability tiene distintas 
opciones, a continuación se muestra la pantalla de bienvenida. 
 
Ilustración 5.102 Pantalla de la aplicación Cisco Unified CallManager Serviceability 
Una vez dentro, se muestran los distintos servicios. Es imprescindible saber qué 
herramientas gestiona cada uno de ellos antes de decidir parar o activar un servicio, al 
parar un servicio se podría volver inestable todo el sistema, siendo necesario reiniciar el 
Call Manager para solucionar el problema. Por consiguiente, se ruega encarecidamente 
al cliente que no pare y arranque servicios a su voluntad, en caso de hacerlo, será él el 
responsable de los daños producidos. 
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Ilustración 5.103 Servicios del Call Manager 
5.15 Características de los dispositivos SonicWall 
A continuación, se muestra el acceso y la configuración básica de los dispositivos 
perimetrales de seguridad del fabricante SonicWall, es decir, el NSA 2400 para la sede 
de Barcelona y el TZ 170 para el resto de sedes. 
 
La intención es analizar su comportamiento, las capturas de pantalla que se muestran 
pertenecen al NSA 2400, la configuración del TZ 170 es prácticamente idéntica, por lo 
que se estima innecesario mostrar sus pantallas de configuración en los sub-apartados de 
configuración de los dispositivos SonicWall. 
 
El acceso remoto a los equipos se realiza a través de un navegador y se accede a ellos 
por la dirección IP pública o privada del dispositivo, cuando se accede, aparece la 
siguiente pantalla de bienvenida. 
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Ilustración 5.104 Pantalla de bienvenida de un NSA 2400 
En esta primera pantalla, se deben introducir el usuario y la contraseña, para a 
continuación, seleccionar el lenguaje de los menús de configuración del dispositivo. 
 
Ilustración 5.105 Información de sistema de un NSA 2400 
La pantalla de la ilustración 5.105 está dividida en dos partes: en la izquierda se ofrecen 
las características hardware y software del dispositivo, y en la izquierda las licencias 
contratadas. Como se puede comprobar, el equipo dispone de todas las licencias de los 
servicios de seguridad implementadas porque así lo ha solicitado el cliente. En la 
siguiente pantalla de la ilustración 5.106, se muestran las últimas alertas detectadas por 
el dispositivo y los 6 puertos Fast Ethernet con su correspondiente configuración. 
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Ilustración 5.106 Visualización de las últimas alertas y de los 6 interfaces Fast Ethernet 
Respecto a la visualización de las alarmas, se puede acceder a una pantalla específica 
donde aparecen los datos de todas las alarmas producidas durante los últimos meses. 
 
De los 6 puertos Fast Ethernet se puede comprobar que dos están reservados para 
tráfico WAN –porque hay un router para el tráfico de datos y voz hacia el resto de sedes 
y otro reservado para navegación, un puerto LAN para la conexión con un switch y 
desde éste hacia el resto de dispositivos internos y un último puerto para la red DMZ- 
Para finalizar, indicar que este equipo es el responsable de analizar todas las amenazas 
potenciales en tiempo real. En el siguiente sub-apartado se describe más a fondo este 
dispositivo. 
5.16  Configuración de los dispositivos SonicWall NSA2400 y SSL 
VPN 
En la ilustración 107 se muestran en detalle todas las licencias instaladas y las fechas de 
caducidad de éstas en las que no son indefinidas. 
 
Ilustración 5.107 Licencias de herramientas de seguridad instaladas en un NSA 2400 
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Como se observa, al tratarse de un entorno GUI, la configuración resulta intuitiva y por 
lo tanto relativamente fácil de realizar si previamente se conocen los conceptos de 
seguridad que se desean implementar. En la siguiente pantalla se muestra cómo se 
configura el nombre, la contraseña y varios parámetros más de acceso. 
 
Ilustración 5.108 Configuración de parámetros de acceso en un NSA 2400 
Al equipo se puede acceder por los puertos http y https, en la siguiente pantalla se 
muestra cómo se configuran los números de puerto que se emplean para acceder a 
ambos servicios. 
 
Ilustración 5.109 Configuración de parámetros web en un NSA 2400 
Esta pantalla de configuración se emplea para configurar los parámetros de acceso 
desde el exterior e interior, en este caso, suponiendo que la dirección IP pública sea 
80.80.80.80, se accede del siguiente modo. En la ilustración 5.110 se muestra cómo 
acceder remotamente por http. 
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Ilustración 5.110 Acceso http a un NSA 2400 
En la ilustración 5.111 se muestra cómo acceder remotamente por https. 
 
Ilustración 5.111 Acceso https a un NSA 2400 
A continuación, se muestran los datos relativos al firmware que tiene instalado y 
operativo el NSA 2400. 
 
Ilustración 5.112 Versiones de firmware instaladas en un NSA 2400 
Se observa la presencia de un firmware de backup, en el caso del presente proyecto, es 
el mismo que el firmware operativo porque se ha evaluado en el laboratorio y hasta la 
fecha no se ha detectado ningún “hueco” de seguridad. En la siguiente pantalla se 
muestran en detalle la configuración de los 6 puertos Fast Ethernet, así como los datos 
estadísticos de paquetes entrantes y salientes. 
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Ilustración 5.113 Configuración y detalles de los 6 puertos Fast Ethernet de un NSA 2400 
En la parte de cortafuegos, el equipo viene configurado con un elevado número de 
servicios de red, además de mostrar el número de puerto lógico también aparecen 
algunos nombres de servicios para una localización más fácil y rápida. 
 
Ilustración 5.114 Configuración de servicios en un NSA 2400 
También se pueden añadir nuevos servicios y editar los existentes. En las siguientes 
capturas de pantalla se muestran las políticas de encaminamiento, en éstas se define de 
dónde a dónde se pueden encaminar paquetes. 
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Ilustración 5.115 Configuración de políticas de encaminamiento en un NSA 2400 
 
Ilustración 5.116 Ampliación de configuración de políticas de encaminamiento en un NSA 2400 
Como se puede ver, se define el origen, el destino, el servicio y el puerto Fast Ethernet 
por donde el tráfico puede entrar y salir. 
 
Otro concepto importante en la seguridad es la creación de listas de acceso, como cada 
puerto Fast Ethernet se ha declarado perteneciente a la zona DMZ, LAN o WAN, se 
pueden crear unas reglas comunes de acceso para permitir el tráfico desde una zona 
hacia otra. En la pantalla de la ilustración 5.117 se muestra dónde y cómo se configura. 
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Ilustración 5.117 Matriz de reglas de acceso en un NSA 2400 
Como se puede ver, a la izquierda aparecen las filas con el origen del tráfico y arriba las 
columnas con el destino de éste, por lo tanto esta pantalla se comporta como una matriz.  
Si se pulsa sobre cualquier botón de la matriz, se abren las reglas para el origen y el 
destino deseado. A continuación se muestran las reglas más importantes. 
 
Ilustración 5.118 Reglas de acceso de LAN hacia LAN en un NSA 2400 
 
Ilustración 5.119 Reglas de acceso de WAN hacia LAN en un NSA 2400 
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Ilustración 5.120 Reglas de acceso de WAN hacia DMZ en un NSA 2400 
 
Ilustración 5.121 Reglas de acceso de LAN hacia WAN en un NSA 2400 
 
Ilustración 5.122 Reglas de acceso de WAN hacia WAN en un NSA 2400 
Para visualizar el registro de incidencias y de qué amenazas ha protegido el equipo, se 
dispone de la siguiente pantalla con información detallada. 
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Ilustración 5.123 Registro de incidencias en un NSA 2400 
Si se desea saber quién está conectado en el equipo y cuánto tiempo lleva establecida la 
conexión, se dispone de la siguiente pantalla. 
 
Ilustración 5.124 Estado de las conexiones remotas en un NSA 2400 
Para finalizar, en la siguiente pantalla se muestran las principales características que 
aparecen cuando se accede a un SonicWall TZ 170, como se puede comprobar, éstos 
disponen de todas las licencias de seguridad habilitadas. 
 
Ilustración 5.125 Menú de acceso web a un TZ 170 
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El resto de menús que aparecen en la parte izquierda de la pantalla se comportan de 
forma prácticamente idéntica a cómo lo hacen en el NSA 2400. 
SSL VPN 
El acceso al equipo se realiza a través de un navegador por su dirección IP, al acceder 
aparece la siguiente pantalla de bienvenida. 
 
Ilustración 5.126 Pantalla de bienvenida a un SSL VPN 
Si se accede a la pantalla de las características, se puede ver la versión de firmware y el 
harware del dispositivo. 
 
Ilustración 5.127 Información de sistema en un SSL VPN 
En la siguiente pantalla se ven los últimos eventos y los dos puertos Fast Ethernet. 
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Ilustración 5.128 Información de los eventos y de los dos puertos Fast Ethernet en un SSL VPN 
En los eventos se observa la presencia de dos accesos de Administradores y 3 de 
clientes remotos SSL VPN y cuándo se han producido. Si se desean obtener todos los 
eventos tan sólo hay que pulsar en la parte superior derecha de la pantalla. Respecto a 
los dos puertos Fast Ethernet, el primero se emplea para la zona DMZ y el segundo para 
el acceso al resto de la red. En las siguientes pantallas se puede ver el rango de 
direcciones IP,  los servidores DNS y el gateway que se suministran a los usuarios 
remotos una vez establecidos los túneles. 
 
Ilustración 5.129 Rango de direcciones IP reservadas para conexiones remotas de clientes 
 
Ilustración 5.130 Configuración de DNS facilitado a las conexiones de clientes en un SSL VPN 
 
Ilustración 5.131 Configuración del gateway facilitado a las conexiones de clientes en un SSL VPN 
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En la siguiente pantalla se configura el encaminamiento, al cual deben poder acceder los 
usuarios remotos además de a la zona DMZ, en este caso se muestran las rutas para los 
rangos de las VLANs  de datos y voz de la sede de Barcelona. 
 
Ilustración 5.132 Configuración de rutas en una SSL VPN 
Para finalizar, se muestra la pantalla donde se puede comprobar qué usuarios tienen 
actualmente túneles establecidos contra el dispositivo. 
 
Ilustración 5.133 Información de los túneles remotos establecidos en un SSL VPN 
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6 Conclusiones y trabajos futuros 
Los objetivos marcados al inicio del presente proyecto se han alcanzado 
satisfactoriamente. Una vez se ha realizado una auditoría para saber qué servicios 
deseaba implementar el cliente en su nueva red, se ha abordado el diseño de una red 
global de comunicaciones para 7 sedes y se han aprovechado los nuevos dispositivos de 
datos para que éstos actúen también como gateways de voz. Gracias a este 
planteamiento, se han reducido los costes por dos motivos; el primero porque se han 
empleado dispositivos Cisco comunes para el tráficos de datos y voz, y el segundo 
porque estas comunicaciones aprovechan los mismos accesos de red WAN del 
Operador. Además, esto garantiza reducir los costes de mantenimiento en el futuro 
porque se ha pasado de dos redes independientes, una de datos y otra de voz, a una 
única red convergente lo cual hará mucho más fácil unificar futuras aplicaciones y 
servicios. 
 
En el caso de la red de voz, se ha instalado un Cisco Call Manager responsable de 
gestionar todos los dispositivos de voz del proyecto. De esta forma existe un único 
gestor central, siendo innecesario disponer de una centralita de voz convencional en 
cada una de las sedes. También se ha implementado una solución de voz redundante que 
ofrece servicio en caso de caída del Call Manager central a las dos principales sedes: 
Barcelona y el Puerto de Valencia. 
 
Ha sido necesario desarrollar un método que proporcione a las comunicaciones de voz 
una calidad de servicio garantizada en cada una de las sedes. Esto se ha realizado 
empleando una herramienta ofrecida por el fabricante Cisco y re-etiquetando todo el 
tráfico entrante en cada una de las líneas ADSL contratadas al Operador. De esta forma 
se ha podido implementar un servicio de valor añadido sin la necesidad de duplicar el 
número de accesos WAN en cada una de las delegaciones. 
 
A la hora de implementar la seguridad en la red, en la elección de los distintos 
dispositivos se ha analizado la relación calidad-precio, seleccionando los equipos más 
competitivos para satisfacer los requerimientos de seguridad demandados por el cliente. 
Los dispositivos de seguridad se han implementado con un elevado número de 
prestaciones. Existen distintos perímetros de seguridad, donde se analizan todas las 
amenazas potenciales en cada una de las sedes en tiempo real. Además, se han 
habilitado unas directivas de seguridad en los equipos encargados de ésta y ellos 
mismos automáticamente las replican en las estaciones de trabajo de los usuarios.  
 
Se ha implementado un dispositivo responsable de ofrecer servicio a los usuarios 
remotos para que, una vez conectados con este dispositivo y autenticados, puedan 
trabajar desde cualquier ubicación con acceso a Internet como si se encontraran dentro 
de cualquiera de las sedes. 
 
Este proyecto plantea posibles trabajados futuros que no han sido abordados en la 
presente implementación porque excedían los objetivos de este proyecto final de carrera 
y no eran contemplados en el presupuesto del cliente. Uno de los trabajos futuros puede 
ser desarrollar la implementación de un gestor de Comunicaciones Unificadas que 
integre la red de voz y sus distintos dispositivos con algún gestor de correo como 
Microsoft Outlook o Lotus Notes. También sería de interés implementar alguna 
solución de videoconferencia haciendo uso de webcams y de las propias pantallas de los 
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teléfonos Cisco. Otra posible solución a ofrecer al cliente en el futuro sería integrar a los 
teléfonos móviles de los usuarios en el Call Manager. Esto es, una vez que un teléfono 
móvil se encuentre dentro de la cobertura de una de las distintas delegaciones con 
infraestructura WLAN implementada, la propia red sea capaz de identificar a este 
dispositivo móvil y lo registre como si de un teléfono WLAN se tratase, donde, de 
forma automática, le facilitase su propio número de extensión que debería coincidir con 
el de su teléfono VoIP de sobremesa. 
 
En el ámbito de la calidad de servicio, podría resultar de interés asignar prioridades a 
cierto tipo de tráfico aplicando políticas de calidad de servicio que no sólo garanticen 
las comunicaciones VoIP. Por ejemplo, priorizar el tráfico de datos proveniente de las 
aplicaciones más importantes para el cliente y asignar la más baja de las prioridades 
para el tráfico no afectado por retardos y altas latencias. Si se abordase este reto, 
resultaría provechoso profundizar sobre los distintos métodos de marcado de paquetes y 
así rediseñar el marcado de los diferentes paquetes de datos sin hacer uso de la 
herramienta auto qos voip. Además este interés crece si se aplica este nuevo marcado de 
paquetes sobre una red MPLS que sustituya a los accesos ADSL, de esta forma se 
podría garantizar una calidad de servicio de extremo a extremo, y comprobar si la 
implementación de las nuevas políticas de calidad de servicio ofrecen mejoras 
significativas sobre las desarrolladas en este proyecto. 
 
Por último, otro reto ambicioso para mejorar el presente proyecto, es emplear la 
tecnología Dynamic Multipoint VPN. Esta tecnología simplificaría notablemente la 
implementación de los distintos túneles entre las distintas delegaciones, y resultaría 
mucho más fácil de escalar en el futuro si fuese necesario incluir nuevas delegaciones.  
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Glosario de acrónimos 
A continuación se muestran y definen todos los acrónimos empleados en la redacción 
del presente proyecto. 
ADSL   Asymmetric Digital Subscriber Line 
AF   Assured Forwarding 
AIM-CUE  Advanced Integration Module – Cisco Unity Express  
AP   Access Point  
AS   Autonomous System  
ATA   Analog Telephone Adaptor  
ATM   Asynchronous Transfer Mode 
BGP4   Border Gateway Protocol versión 4  
BRI   Basic Rate Interface  
CDP   Cisco Discovery Protocol  
CHAP  Challenge Handshake Authentication Protocol 
CLI   Command Line Interface  
Codec   COders DECoders  
CoS   Class of Service 
CPD   Centro de Procesado de Datos  
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance 
DSCP  Differenciated Services Code Point 
DSP   Digital Signal Proccesor 
DSSS   Direct-Sequence Spread Spectrum 
CTI   Computer Telephony Application 
DDI   Direct Dial In 
DHCP  Dynamic Host Control Protocol  
DMZ   DeMilitarized Zone 
DNS   Domain Name Service 
DSP   Digital Signal Proccesor 
DTMF  Dual Tone Multifrequency 
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DUAL  Diffusing Update Algorithm  
EAP   Extensible Authentication Protocol 
EF   Expedited Forwarding 
EIGRP  Enhaced Interior Gateway Routing Protocol  
ETSI   European Telecommunications Standards Institute 
FCC   Federal Communications Commision 
FDDI   Fiber Distributed Data Interface 
FTP   File Transfer Protocol  
GRE   Generic Routing Encapsulation 
HTTP   HyperText Transfer Protocol  
HTTPS  HyperText Transfer Protocol Secured  
IEEE   Institute of Electrical and Electronics Engineers  
IETF   Internet Engineering Task Force  
IOS   Internetworking Operating System  
IP   Internet Protocol  
IPSec   Internet Protocol security  
IPX   Internetwork Packet eXchange  
ISM   Industrial, Scientific and Medical 
ISP  Internet Service Provider 
ITU-R  International Telecommunications Union-Radio communication sector 
IVR   Interactive Voice Response  
JTAPI   Java Telephony API JTAPI  
LLC   Logical Link Control 
LLDP   Link Layer Discovery Protocol 
LLQ   Low Latency Queuing 
LWAPP  Lightweight Access Point Protocol 
MAC   Medium Access Control 
MCS   Media Convergence Server  
MPLS  Multi Protocol Label Switching 
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MQC   Modular QoS CLI 
MRGL  Media Resource Group List.  
NAT  Network Address Translation 
OFDM  Orthogonal Frequency Division Multiplexing 
OSPF   Open Shortest Path First 
PAP   Password Authentication Protocol 
PBX   Private Branch eXchange  
PDA  Personal Digital Assistant 
PoE   Power over Ethernet.  
POTS   Plain Old Telephone Service  
PPP  Point to Point Protocol 
PRI   Primary Rate Interface  
PSK   Pre-Shared Key 
PSTN  Public Switched Telephony Network 
PVC  Permanent Virtual Circuit 
QoS   Quality of Service 
RADIUS  Remote Authentication Dial-In User Server  
RDSI   Red Digital de Servicio Integrados  
RFC   Request For Comments 
RIP   Routing Information Protocol  
RSA   Rivest, Shamir, Adleman 
RTS/CTS  Request To Send / Clear To Send 
RTP tiene dos acepciones:  Reliable Transport Protocol y Real Time Protocol  
RTCP   Real Time Control Protocol  
SCCP   Skinny Client Control Protocol  
SIP   Session Initiation Protocol 
SLA   Service Leavel Agreement 
SNAP   SubNetwork Access Protocol 
SNMP  Simple Network Management Protocol 
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SQL   Structured Query Language 
SRST   Survivable Remote Site Telephony 
SSL-VPN  Secure Socket Layer – Virtual Private Network  
SSH   Secure Shell  
SSID   Service Set IDentifier  
TACACS  Terminal Access Controller Access Control System 
TAPI   Telephony Application Programming Interface 
TCP   Transport Control Protocol  
Telnet   TELecommunication NETwork  
TFTP   Trivial file transfer Protocol 
ToS   Type of Service 
UDP   User Datagram Protocol  
VAD   Voice Activity Detection 
VCI  Virutal Circuit Identifier 
VoIP  Voice over Internet Protocol 
VPI  Virtual Path Identifier 
VPN  Virtual Private Network 
WEP   Wired Equivalent Privacy 
WLAN Wireless Local Area Network 
WPA   Wifi Protected Access  
WPA2  Wifi Protected Access 2 
XML   Extensible Markup Language 
 
PFC Diseño de una red de comunicaciones 210 
 
Bibliografía 
Datos 
[1] LAN inalámbrica y conmutada. Guía de estudio de CCNA Exploration. Cisco 
Press. 
[2] Conceptos y protocolos de enrutamiento. Guía de estudio de CCNA Exploration. 
Cisco Press. 
[3] Internetworking Technologies Handbook. Cisco Press. 
 
Qos 
[4] IP Quality of Service. Cisco Press. 
[5] Implementing Cisco Quality of Service Course Books. Cisco Learning Academy 
 
Seguridad 
[6] Network Security Essentials – Administrator Training Guide SonicWall. 
 
Voz 
[7] Cisco IOS ISDN Voice Configuration Guide. Release 12.4. 
[8] Cisco Unified Communications Manager Administration Guide Release 7.0(1). 
[9] Cisco Unified Communications Manager vc_12_4_book. 
[10] Implementing Cisco Unified Communications IP Telephony Part 1 & 2. 
[11] Cisco Unity Express Voice-Mail and Auto-Attendant CLI Administrator  Guide 
for 3.0 and Later Versions. 
[12] Cisco Unified CallManager System Guide Release 4.2(3). 
 
