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Abstract
We realize a family of generalized cluster algebras as Caldero-Chapoton algebras of quivers with relations. Each
member of this family arises from an unpunctured polygon with one orbifold point of order 3, and is realized as
a Caldero-Chapoton algebra of a quiver with relations naturally associated to any triangulation of the alluded
polygon. The realization is done by defining for every arc j on the polygon with orbifold point a representation
Mpjq of the referred quiver with relations, and by proving that for every triangulation τ and every arc j P τ ,
the product of the Caldero-Chapoton functions of Mpjq and Mpj1q, where j1 is the arc that replaces j when
we flip j in τ , equals the corresponding exchange polynomial of Chekhov-Shapiro in the generalized cluster
algebra. Furthermore, we show that there is a bijection between the set of generalized cluster variables and the
isomorphism classes of E-rigid indecomposable decorated representations of Λ.
1. Introduction
The cluster algebras of Sergey Fomin and Andrei Zelevinsky have pervaded several areas of Mathematics
and even Physics in the past 15 years. They are defined through a recursive process by iterating an algebraic-
combinatorial operation called cluster mutation. Each cluster mutation produces a rational function by means
of an exchange binomial dictated by a skew-symmetrizable matrix. Cluster algebras satisfy the remarkable
Laurent phenomenon: all of the rational functions obtained during the process can be expressed as Laurent
polynomials, cf [20, 21].
In [14], Leonid Chekhov and Michael Shapiro have defined the notion of generalized cluster algebra. The
cluster mutation rule inside a generalized cluster algebra allows exchange polynomials to not be binomials, in
contrast to cluster algebras, where all exchange polynomials are required to be binomials. Generalized cluster
algebras, possess the remarkable Laurent phenomenon. Chekhov-Shapiro have shown that the “Lambda
length coordinate ring” of a surface with marked points and arbitrary-order orbifold points carries a natural
structure of generalized cluster algebra, thus generalizing previous works of Penner, Fomin-Shapiro-Thurston
and Felikson-Shapiro-Tumarkin. Thomas Lam and Pavlo Pylyavskyy have shown that the generalized cluster
algebras of Chekhov-Shapiro fit into a more general framework of Laurent phenomenon algebras (LP-algebras
for short).
Works of Caldero-Chapoton, Caldero-Chapoton-Schiffler, Derksen-Weyman-Zelevinsky, Palu, Plamondon
and Schiffler, among others, have established a very fruitful representation-theoretic approach to cluster
algebras through representations of quivers. By now, it is very well known that every cluster monomial in a
skew-symmetric cluster algebra can be expressed as the Caldero-Chapoton function of a representation of a
suitable quiver, and that, for a non-degenerate quiver with potential pQ,Sq, the Caldero-Chapoton algebra
of the Jacobian algebra of pQ,Sq sits between the cluster algebra and the upper cluster algebra of Q, see [11,
Proposicin 7.1]. In this paper we prove that the generalized cluster algebra associated by Chekhov-Shapiro
to a polygon with one orbifold point of order 3 is equal to the Caldero-Chapoton algebra of a quiver with
relations naturally arising from the referred polygon.
Let us give a more specific context for the paper. Let Q be a quiver of type ADE, and let Λ “ CxQy be the
path algebra of Q over C. In [9], Caldero-Chapoton defined a Laurent polynomial CΛpMq (Caldero-Chapoton
function for us) for every representation M of Λ and show that there is a bijection, given by CΛp´q, between
the cluster variables of the cluster algebra AQ and the indecomposable representations of Λ. Recall that the
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cluster algebras are defined by an inductive procedure called cluster mutation, see [20, 21], but the Caldero-
Chapoton functions are defined without an inductive procedure. The coefficients of CΛpMq are given by the
complex Euler charateristics of Grassmannians of submodules of quiver representations. The class of cluster
algebras which cluster variables have been described with this idea has been extended, for example see [18,
22, 30, 32].
In [11], the authors define the Caldero-Chapoton algebra associated to a basic algebra Λ and take account
the strongly reduced irreducible components decIrrs.rpΛq of decorated representations of Λ. With this data
they define a generic cluster structure on decIrrs.rpΛq, namely they define the component clusters and CC-
clusters of Λ, as generalizations of clusters and cluster variables in cluster algebras, respectively. The strongly
reduced components were introduced in [22]. In [33] the strongly reduced components are parametrized in
terms of the g-vector of irreducible components for finite-dimensional algebras. In [11] the results of [33] are
generalized for basic algebras. A comment deserve to be done about basic algebras. The definition given in
[11] is not the usual one, we kindly ask to the reader to see Definition 1 and be cautious.
These algebras with cluster structures have been related with surfaces in different contexts. Recently
Charles Paquette and Ralf Schiffler introduced some notion of generalized cluster algebra that is different
from the one mentioned above. In [19], cluster algebras are related with surfaces with marked points and
orbifold points of order two. In [35], non-orientable surfaces are related with LP-algebras. In [14], some
surfaces with arbitrary many orbifold points of arbitrary order are related with cluster generalized algebras.
The interaction between the cluster algebraic structures and cluster combinatorial structures have been
extensively studied, for instance [27, 34]. In this paper we show one more of those interactions.
In order to write our main result, see Theorem 11.4, let us introduce some notation. Let Σn be a pn` 1q-
polygon with one orbifold point of order three. For any triangulation τ of Σn we define an algebra Λpτq. This
algebra is given by a quiver associated to τ and relations given by the internal triangles of the triangulation.
Our main result is:
Theorem 1.1. For any triangulation τ of Σn the Caldero-Chapoton algebra of Λpτq is a generalized
cluster algebra naturally associated to Σn.
The paper is organized as follows. In the first five sections we recall some facts about Caldero-Chapoton
algebras, Galois G-covering functors, string algebras, cluster generalized algebras and surfaces with marked
points and orbifold points of order 3 that we need for stating and proving our results. In Section 2 we
recall the non-standard definition of basic algebra introduced in [11] and its representations. We also recall
some facts about Galois G-coverings that will be crucial to deal with the E-invariant and g-vectors of arc
representations with respect to an arbitrary triangulation of Σn. Section 3 is dedicated to recall the definition
of Caldero-Chapoton algebra, see Example 1. In Section 5 we recall some results of [8] about string algebras,
the concept of string is useful for us because the algebra Λpτq associated to a triangulation τ of Σn is a
string algebra.
In Section 6 we recall the definition of generalized cluster algebras introduced in [14], the reader can find
interesting relations of these algebras with cluster algebras in [28, 29]. In Section 7 we recall some definitions
and facts about surfaces with marked points and orbifold points. Also we define a natural Jacobian algebra
for any triangulation denoted by Λpτq.
The goal of Section 8 is to present the Λpτq as an orbit Jacobian algebra, see [31] and, give the definition
of the arc representations of Λpτq, which are (decorated) Λpτq-modules that one can associate to arbitrary
arcs on Σn. In Section 9 we study the arc representations of Λpτ0q for a specific choice of triangulation τ0;
we show that on these representations the action of the Auslander-Reiten translation of Λpτ0q is given by
rotation,: compute their g-vectors, show that they are E-rigid, and prove that their orbits are dense in their
respective irreducible components.
In Section 10 we show that the results of Section 9 hold for any triangulation τ of Σn and not only for
the specific triangulation τ0. Here, Galois coverings, both of quivers and surfaces, come into play.
In Section 11 we state and prove our main result for any triangulation τ . We close the paper with Section
12, which contains an example with explicit computations illustrating our main result; the example can be
thought of as a complement to [11, Example 9.4.2].
:In sync with previous results of Bru¨stle-Qiu [7] and Caldero-Chapoton-Schiffler [10].
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Sections 9 and 10 deserve a few words: all the results in Section 9, about the E-invariant, are particular
cases of results from Section 10. We have decided to not omit 9, and rather present a particular instance
followed by the general treatment, because the Galois covering techniques used in Section 10 are not needed
when establishing the same results for the specific triangulation τ0 chosen in 9.
2. Background
In this section we fix notation and we recall some basic definitions and facts about algebras and quiver
representations that we will use throughout the work. The reader can find more details in [11].
A quiver Q “ pQ0, Q1, t, hq consists of a finite set of vertices Q0, a finite set of arrows Q1 and two maps
t, h : Q1 Ñ Q0 (tail and head). For each a P Q1 we write a : tpaq Ñ hpaq. If Q0 “ t1, . . . , nu, we define the
skew-symmetric matrix CQ “ pci,jq P MatnˆnpZq from Q as follows
ci,j “ |ta P Q1 : hpaq “ i, tpaq “ ju| ´ |ta P Q1 : hpaq “ j, tpaq “ iu| .
We say that a sequence of arrows α “ alal´1 ¨ ¨ ¨ a2a1, is a path of Q if tpak`1q “ hpakq, for k “ 1, . . . l ´ 1,
in this case, we define the length of α as l. We say that α is a cycle if hpalq “ tpa1q. In this work we deal
with quivers with loops, that is, quivers where there is an arrow a P Q1 such that hpaq “ tpaq.
For m P N let Cm be the set of paths of length m and let CCm be the vector space with basis Cm. The
path algebra of a quiver Q is denoted by CxQy and it is defined as C-vector space as
CxQy “ à
mě0
CCm,
where the product is given by the concatenation of paths. The completed path algebra of a quiver Q is
defined as vector space as
CxxQyy “
ź
mě0
CCm,
where the elements are written as infinite sums
ř
mě0 xm with xm P CCm and the product in CxxQyy is
defined as
p
ÿ
lě0
blqp
ÿ
mě0
amq “
ÿ
kě0
ÿ
l`m“k
blam.
Let M “śmě1CCm be the two-sided ideal of CxxQyy generated by arrows of Q. Then CxxQyy can be
viewed as a topological C-algebra with the powers of M as a basic system of openneighborhoods of 0. This
topology is known as M-adic topology. Let I be a subset of CxxQyy, we can calculate the closure of I as
I “ Şlě0 pI `Mlq.
Definition 1. A two-sided ideal I of CxxQyy is semi-admissible if I ĎM2 and it is admissible if some
power of M is a subset of I. Following [11] we call an algebra Λ basic if Λ “ CxxQyy{I for some quiver Q
and some semi-admissible ideal I.
A finite-dimensional representation of Q over C is a pair ppMiqiPQ0 , pMaqaPQ1q where Mi is a finite-
dimensional C-vector space for each i P Q0 and Ma : Mtpaq ÑMhpaq is a C-linear map. Here the word
representation means finite-dimensional representation.
The dimension vector of a representation M of Q is given by dimpMq “ pdimpM1q, . . . ,dimpMnqq. We
define dimpMq “ řni“1 dimpMiq as the dimension of M . We say M is a nilpotent representation if there
is an n ą 0 such that for every path anan´1a . . . a1 of length n in Q we have ManMan´1 . . .Ma1 “ 0. A
subrepresentation of M is an n-tuple of C-vector spaces N “ pNiqiPQ0 such that Ni ďMi for each i P Q0
and MapNtpaqq Ď Nhpaq for every a P Q0.
We denote by nilCpQq the category of nilpotent representations of Q, and by CxxQyy-mod the category
of finite-dimensional left CxxQyy-modules. It is known that the category of representations of Q and the
category of CxQy-modules are equivalent. In [18, Section 10] it was observed that nilCpQq and CxxQyy-mod
are equivalent.
Given a basic algebra Λ “ CxxQyy{I we define a representation of Λ as a nilpotent representation of Q
which is annihilated by I. We consider the category modpΛq of finite-dimensional left modules as the category
reppΛq of representations of Λ.
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Let Λ “ CxxQyy{I be a basic algebra. We say M “ pM,V q is a decorated representation of Λ if M is
a representation of Λ and V “ pV1, . . . , Vnq is an n-tuple of finite-dimensional C-vector spaces. We can
think of V as a representation of a quiver with n-vertices and no arrows. That is a representation of
the semisimple ring CQ0 . Let decreppΛq be the category of decorated representations of Λ. The objects
of decreppΛq are the decorated representations of Λ and its morphisms are given as follows. Let pM,V q
and pN,W q be two decorated representations of Λ. We define the space of morhisms in decreppΛq by
HomdecreppΛqppM,V q, pN,W qq “ HomreppΛqpM,Nq ˆHomreppCQ0 qpV,W q.
Let M “ pM,V q be a decorated representation of Λ. If V “ 0, we write M instead M. For i P t1, . . . , nu
we define the negative simple representation of Λ as S´i “ p0, Siq where pSiqj is C if j “ i and pSiqj “ 0 in
other wise.
For a representation M “ ppMiqiPQ0 , pMaqaPQ1q of Λ and a vector e P Nn let GrepMq be the quiver
Grassmannian of subrepresentations N of M such that dimpNq “ e. We denote the Euler characteristic
of GrepMq by χpGrepMqq. About Euler characteristic we are going to need the following result, see [5],
Lemma 2.1 (Bia´lynicki-Birula). Let T be an algebraic torus acting on an algebraic variety X. If we
denote by XT the set of fixed points of the action, then χpXT q “ χpXq.
The following definition plays a crucial role in some computations that will be involved later. It was
introduced in [11, Section 2.4].
Definition 2. Given a basic algebra Λ “ CxxQyy{I and p ě 2 we define the p-truncation of Λ by Λp “
CxxQyy{pI `Mpq.
We are going to need some basic definitions about quivers with potential, for all details the reader can
see [17]. Let Q be a quiver, we say that S P CxxQyy is a potential for Q if S is a, possibly infinite, C-linear
combination of cycles in Q . Given two potentials S and W we say that they are cyclically equivalent and
write S „cyc W , if S ´W is in the closure of the sub-vector space of CxxQyy generated by all elements of
the form a1a2 ¨ ¨ ¨ an´1an ´ a2 ¨ ¨ ¨ an´1ana1, with a1a2 ¨ ¨ ¨ an´1an a cycle on Q.
Definition 3. We say pQ,Sq is a quiver with potential (QP) if S is a potential for Q and if any two
different cycles appearing with non-zero coefficient in S are not cyclically equivalent.
Given an arrow a P Q1 and a cycle anan´1 ¨ ¨ ¨ a1 in Q, define the cyclic derivative of anan´1 ¨ ¨ ¨ a1 with
respect to a as follows:
Bapanan´1 ¨ ¨ ¨ a1q “
nÿ
k“1
δa,akak´1ak´2 ¨ ¨ ¨ a1anan´1 ¨ ¨ ¨ ak`2ak`1,
we extend this definition by C-linearity and continuity to all potentials for Q.
Definition 4. Let pQ,Sq be a quiver with potential. We define the Jacobian ideal J pQ,Sq as the closure
of the ideal on CxxQyy generated by all cyclic derivatives BapSq with a P Q1. The quotient CxxQyy{JpQ,Sq
is called the Jacobian algebra of pQ,Sq and is denoted as PpQ,Sq.
2.1. Varieties of representations
Let Λ “ CxxQyy{I and d “ pd1, . . . , dnq P Nn be a basic algebra and a vector of non-negative integers. The
representations M of Q with dimpMq “ d can be seen as points of the affine space
repdpQq “
ź
aPQ1
HomCpCdtpaq ,Cdhpaqq.
Now, let repdpΛq be the Zariski closed subset of repdpQq given by the representations N of Λ with dimpNq “
d.
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In repdpΛq we have the action of Gd “
śn
i“1GLpCdiq by conjugation. If g “ pg1, . . . , gnq P Gd and M “ppMiqiPQ0 , pMaqaPQ1q P repdpΛq, then
g ¨M “ ppMiqiPQ0 , pghpaqMagtpaq´1qaPQ1q.
From definitions follows that the isomorphism classes of representations of Λ with dimension vector d are
in bijection with the Gd-orbits in repdpΛq. If M P repdpΛq, its Gd-orbit is denoted by OpMq. For pd,vq P
Nn ˆ Nn let decrepd,vpΛq be the decorated representations variety of Λ. If v “ pv1, . . . , vnq, then
decrepd,vpΛq “ repdpΛq ˆ tpCv1 , . . . ,Cvnqu.
We have an action of Gd on decrepd,vpΛq given by g ¨M “ pg ¨M,V q where M “ pM,V q P decrepd,vpΛq
and g P Gd.
2.2. Galois G-covering
In this section we are going to make a reminder of Galois G-covering. For a nice review of this theory the
reader can see the introductions of [1, 4]. For our convenience we are going to present some results from [4].
In this section G will denote a finite group (in the general theory this assumption is not required). A
category A is called C-linear or C-category if its sets of morphisms are C-modules and the composition
of morphisms is C-linear. We assume that we have a morphism ρ : GÑ AutpAq from G to the group of
automorphisms of A, not the group of auto-equivalences. That means we have an action of G on A. We will
abuse of notation and we will write g instead ρpgq : AÑ A for every g P G. The action of G on A is called
free provided g ¨X is not isomorphic to X for every non-trivial element g P G and for any indecomposable
object X of A. The next definitions are due to Asashiba, see [1, Definition 1.1, Definition 1.7].
Definition 5. Let A and B be C-categories with G acting on A. A C-linear functor F : AÑ B is called
G-stable if there exist functorial isomorphisms δg : Fg Ñ F such that δh,Xδg,h¨X “ δgh,X for any g, h P G
and any object X in A. In this case δ “ pδgqgPG is called a G-stabilizer. If δg “ idF for every g P G, we say
that F is G-invariant, see the next diagram.
Fgh
δgh ""
δg // Fh
δh

F
Definition 6. Let A,B be C-categories with a group G acting on A. Let F : AÑ B be a G-stable
functor with stabilizer δ.
(a) We say that F is a G-precovering if the following maps are isomorphisms for any X,Y objects in A:
FX,Y :
à
gPG
ApX, g ¨ Y q Ñ BpFpXq,FpY qq; pugqgPG ÞÑ
ÿ
gPG
δg,Y Fpugq,
FX,Y : à
gPG
Apg ¨X,Y q Ñ BpFpXq,FpY qq; pvgqgPG ÞÑ
ÿ
gPG
Fpvgqδ´1g,X .
(b) A G-precovering F is called a Galois G-covering if F has the following three conditions:
(i) The functor F is almost dense. It means that any indecomposable object Y of B is isomorphic to
FpXq for some object X in A.
(ii) If X is indecomposable in A, then FpXq is indecomposable in B.
(iii) For any indecomposable objects X,Y in A such that FpXq – FpY q, there exist g P G such that
g ¨X – Y .
Remark 1.
(i) In [1, Proposition 1.6] is proved that FX,Y is an isomorphism if and only if FX,Y is an isomorphism.
Note that a G-precovering is a faithful functor, see [4, Lemma 2.6].
(ii) In Krull-Schmidt categories a functor is almost dense if and only if it is dense.
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The following lemma allows us to find examples of a Galois G-covering from a G-precovering between
module categories, see [4, Lemma 2.9]
Lemma 2.2. LetA,B be Krull-Schmidt C-categories with a group G acting freely onA and let F : AÑ B
be a G-precovering. Assume X is an object in A such that EndApXq is local and has nilpotent radical. Then
EndBpFpXqq is local with nilpotent radical and if Y is an object in A such that FpXq – F pY q, then there
exist g P G such that g ¨X – Y .
The next theorem shows an interesting application of Galois G-covering in Auslander-Reiten theory, see
[4, Theorem 3.7].
Theorem 2.3 (Bautista-Liu, 2014). Let A,B be Krull-Schmidt C-categories with a group G acting freely
on A and let F : AÑ B be a Galois G-covering. Then
(i) A short exact sequence η in A is almost split if and only if Fpηq is almost split.
(ii) An object X in A is the starting or ending term of a almost split sequence if and only if FpXq is the
starting or ending term of a almost split sequence, respectively.
Given a C-algebra Λ we consider it as a C-category in the usual way, in other words, the set of objects of Λ
is a complete family of ortogonal and primitive idempotents and the set of morphisms is given by Λpei, ejq “
ejΛei. In this context, the category of left Λ-modules Λ -mod is equivalent to the category of functors from
Λ to C -mod. An action of a group G on Λ induces an action of G on Λ -mod in the following way. Given an
Λ-module M : Λ Ñ C -mod we define g ¨M :“Mg´1, remember that g is thought as an automorphism of
Λ; for a morphism u : M Ñ N of Λ -mod, we define g ¨ upxq “ upg´1xq for x an object of Λ. So, if we have a
G-precovering pi : Λ Ñ A, Bongarzt and Gabriel defined the push-down functor pi˚ : Λ -mod Ñ A -mod, see
[6, Section 3.2]. In Remark 8 we define the push-down fuctor in our particular case.
We have a nice property for pi˚, see [4, Lemma 6.3].
Lemma 2.4. Let Λ and A be finite dimensional C-algebras with a group G acting on Λ. Assume the action
of G is free. If pi : Λ Ñ A is a Galois G-precovering, then the push-down functor pi˚ admits a G-stabilizer δ.
With the following lemma we can construct a G-precovering from a Galois G-covering, see [4, Theorem
6.5].
Lemma 2.5. Let Λ and A be finite dimensional C-algebras with a group G acting on Λ. Assume the
action of G is free. If pi : Λ Ñ A is a Galois G-covering, then the push-down functor pi˚ : Λ -mod Ñ A -mod
is a G-precovering.
3. E-invariant and Caldero-Chapoton functions
In this section we recall some definitions that we work with. This definitions were introduced in [11,
Section 3.4]. They were motivated by the theory of mutation of quivers with potential developed in [18] and
the Caldero-Chapoton functions introduced in [9]. In this section let Λ “ CxxQyy{I a basic algebra.
3.1. g-vectors
For a decorated representation M “ pM,V q of Λ the g-vector of M is given by gΛpMq “ pg1, . . . , gnq
where
gi :“ gipMq “ ´dim HomΛpSi,Mq ` dim Ext1ΛpSi,Mq ` dimpViq.
It is clear that gΛpMq P Zn. We denote by Ii the injective envelope of the simple representation Si in Λ -mod.
We recall an interesting result to compute the g-vector of M, see [11, Lemma 3.4] for a general version.
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Lemma 3.1. Let M “ pM,V q be a decorated representation of a finite dimensional algebra Λ and let
gΛpMq “ pg1, . . . , gnq be its g-vector. Assume we have a minimal injective presentation of M
0 ÑM Ñ I0pMq Ñ I1pMq,
where I0pMq “Àni“1 Iaii and I1pMq “Àni“1 Ibii . Then
gi “ ´ai ` bi ` dimpViq.
3.2. The E-invariant
For decorated representations M “ pM,V q and N “ pN,W q of Λ let
EΛpM,N q “ dim HomΛpM,Nq `
nÿ
i“1
dimpMiqgipN q.
The E-invariant of M is defined as EΛpMq “ EΛpM,Mq.
In [11] it was shown that the E-invariant has a homological interpretation in terms of the Auslander-Reiten
translation of truncations of Λ, see Definition 2.
Proposition 3.2 [11, Proposition 3.5]. Let M “ pM,V q and N “ pN,W q be decorated representations
of Λ. If p ą dimpMq,dimpNq, then
EΛpM,N q “ EΛppM,N q “ dim HomΛppτ´ΛppNq,Mq `
nÿ
i“1
dimpMiqdimpWiq.
This proposition is quite useful for us because the basic algebras we are considering satisfy Λp “ Λ for a
sufficiently large p.
3.3. Caldero-Chapoton functions and algebras
Let M “ pM,V q be a decorated representation of Λ. For f “ pf1, . . . , fnq P Zn by xf we mean śni“1 xfii .
The Caldero-Chapoton function (CC function for short) associated to M of Λ is the Laurent polynomial in
n-variables x1, . . . , xn defined by
CΛpMq “ xgΛpMq
ÿ
ePN
χpGrepMqqxCQe,
where CQ is defined as in the second paragraph of Section 2. From definitions we have CΛpMq P Zrx˘1 , . . . , xn˘ s,
Note CΛpS´i q “ xi. The set of Caldero-Chapoton functions associated to Λ is
CΛ “ tCΛpMq : M P decreppΛqu.
The next lemma was shown in [11]. It is convenient for computations of g-vectors and Caldero-Chapoton
functions.
Lemma 3.3 [11, Lemma 4.1]. If M “ pM,V q and N “ pN,W q are decorated representations of Λ, then
the following hold:
(i) gΛpM‘N q “ gΛpMq ` gΛpN q.
(ii) CΛpMq “ CΛpM, 0qCΛp0, V q.
(iii) CΛpM‘N q “ CΛpMqCΛpN q.
Definition 7. The Caldero-Chapoton algebra AΛ associated to Λ is the C-subalgebra of Crx˘1 , . . . , xn˘ s
generated by CΛ.
From Lemma 3.3(iii) follows that CΛ generates AΛ as C-vector space, see [11, Lemma 4.2].
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Example 1. Let Q be the quiver
1
a1 // 2
a2 // ¨ ¨ ¨ an´2 // n´ 1 an´1 // n
and let Λ “ CxQy. For each sub-interval e “ ri, js of r1, ns with i ď j we define an indecomposable
representation Me of Λ the following way. Let pMeqk “ C if k P e and pMeqk “ 0 if k R e, for k P r1, ns.
For an arrow al with l P r1, n´ 1s define pMeqal as idC if tpalq, hpalq P e and zero in other wise. Note that
the dimension vector of Me can be identified with the sub-interval e. If 1 ă i, then we have
gΛpMeqk “
$&% ´1 if k “ j,1 if k “ i´ 1,
0 in other wise.
If i “ 1, then gΛpMeqj “ ´1 and gΛpMeqk “ 0 for k ‰ j. We have EΛpMeq “ 0 for each sub-interval e of
r1, ns. From [9, Theorem 3.4] we have AΛ can be identified with the cluster algebra associated to Q.
4. Strongly reduced components
In this section we recall some facts about strongly reduced irreducible components which were introduced
in [22, Section 1.5]. For our convenience we follow the exposition of [11], the reader can see [11, Sections 5
and 6] for a complete treatment about strongly reduced components in Caldero-Chapoton algebras.
Let Λ be a basic algebra and consider dimension vectors pd,vq P Nn ˆ Nn. We denote by IrrdpΛq and
decIrrd,vpΛq the set of irreducible components of repdpΛq and decrepd,vpΛq respectively. For Z P decIrrd,vpΛq
we write dimpZq “ pd,vq. We define
IrrpΛq “
ď
d
IrrdpΛq and decIrrpΛq “
ď
pd,vq
decIrrd,vpΛq
the corresponding sets of irreducible components. From Section 2.1 we have that
decrepd,vpΛq “ repdpΛq ˆ tpCv1 , . . . ,Cvnqu.
It is clear that T : decrepd,vpΛq Ñ repdpΛq with pM,Cvq ÞÑM is an isomorphism of affin varieties. In this
way results on the variety of representations can be transported to the variety of decorated ones. We introduce
further notation in order to define strongly reduced components.
Let Z,Z1, Z2 P decIrrpΛq be irreducible components, define
cΛpZq “ mintdimpZq ´ dimOpMq : M P Zu,
eΛpZq “ mintdim Ext1ΛpM,Mq : M “ pM,V q P Zu,
ext1ΛpZ1, Z2q “ mintdim Ext1ΛpM1,M2q : Mi “ pM1, Viq P Z1, for i “ 1, 2u.
From the semi-continuity of the functions dim HomΛp´, ?q and dim Ext1Λp´, ?q, see [15, Lemma 4.3], there
exist an open set U of Z such that EΛpMq “ EΛpN q for all M,N P U . Then we define EΛpZq “ EΛpMq
for M P U . In a similar way we define EΛpZ1, Z2q.
The following lemma is proved in [11, Lemma 5.2].
Lemma 4.1. Let Z,Z1, Z2 P decIrrpΛq be irreducible components. The following inequalities hold
cΛpZq ď eΛpZq ď EΛpZq and ext1ΛpZ1, Z2q ď EΛpZ1, Z2q.
The following definition comes from [22].
Definition 8. Let Z P decIrrpΛq be an irreducible component. We say that Z is strongly reduced if
cΛpZq “ EΛpZq.
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We say that an irreducible component Z P IrrpΛq (resp. Z P decIrrpΛq) is indecomposable if there exist
a dense open U Ď Z which contains only indecomposable representations (resp. indecomposable decorated
representations).
Crawley-Boevey and Schro¨er gave a canonical decomposition at the level of irreducible components. This
seems something as the Krull-Schmidt property at that level, see [15, Theorems 1.1 and 1.2].
Theorem 4.2 (Crawley-Boevey-Schro¨er). Let Z1, . . . , Zt be irreducible components in IrrpΛq. The
following two statements are equivalent:
– Z1 ‘ ¨ ¨ ¨ ‘ Zt is an irreducible component.
– ext1ΛpZi, Zjq “ 0, for i ‰ j with i, j P t1, . . . , tu.
Moreover, the following hold
– If W P IrrpΛq is an irreducible component, then there exist indecomposable irreducible components
W1, . . . ,Wt in IrrpΛq such thatW “W1 ‘ ¨ ¨ ¨ ‘Wt and this decomposition is unique up to a permutation
on t1, . . . , tu.
We wrote down the Crawley-Boevey-Schro¨er theorem in its original version for reppΛq, but it is true for
decreppΛq as is stated in [11, Theorem 5.3].
Now, we get something similar for strongly reduced components, see [11, Theorem 5.11].
Theorem 4.3 (CI-LF-S). Let Z1, . . . Zt be irreducible components in decIrrpΛq. The following two
statements are equivalent:
– Z1 ‘ ¨ ¨ ¨ ‘ Zt is a strongly reduced irreducible component.
– For any Zi we have that it is strongly reduced and EΛpZi, Zjq “ 0 for all i ‰ j with i, j P t1, . . . , tu.
We want generic Caldero-Chapoton functions. For each pd,vq P Nn ˆ Nn we consider the function
Cd, v : decrepd, vpΛq Ñ Zrx˘1 , . . . , xn˘ s,
defined by M ÞÑ CΛpMq. Since this function is constructible, then its image is finite. It turns out that for
any irreducible component Z P decIrrd, vpΛq there exist a dense open subset U Ď Z where Cd, v is constant
in U . We define CΛpZq “ CΛpMq, for any M P U .
The set of irreducible components is denoted by decIrrs.rpΛq. We define the graph ΓpdecIrrs.rpΛqq of
strongly reduced irreducible components as follows: it has a vertex for any indecomposable strongly reduced
component and there is an edge between vertices Y and Z if EΛpY,Zq “ 0 “ EΛpZ, Y q . Note that Y can
be equal Z. The graph of irreducible components ΓpIrrpΛqq was defined in [15, Section 12.3]
Let Γ be a graph. We consider graphs with single edges and loops. We denote by Γ0 the set of vertices of
Γ. By ΓU we denote the full subgraph of Γ, whose set of vertices is U .
We call ΓU complete if for any vertices i ‰ j in U there is an edge between them. A complete ΓU subgraph
is called maximal if for any other complete subgraph ΓU 1 with U Ď U 1 we have U “ U 1.
We define a component cluster of Λ as the set of vertices of a maximal complete subgraph of ΓpdecIrrs.rpΛqq.
A component cluster U is E-rigid whenever EΛpZq “ 0 for all Z P U .
The following notions were introduced in [11, Section 6.5].
Definition 9. Let U “ tZ1, Z2, . . . , Ztu be a component cluster. We define the CC-cluster of Λ
associated to U by CU “ tCΛpZ1q, CΛpZ2q, . . . , CΛpZtqu.
The notation CC comes from sets of Caldero-Chapoton functions. Cerulli Irelli, Labarini-Fragoso and
Schro¨er introduced the notion of laurent phenomenon for Caldero-Chapoton algebras, see [11, Section 6.5].
Definition 10. The Caldero-Chapoton algebra AΛ has the Laurent phenomenon property provided for
any E-rigid component cluster tZ1, . . . , Ztu of Λ, we have
AΛ Ď CrCΛpZ1q˘, . . . CΛpZtq˘s.
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5. String algebras
In this section we recall some definitions and results about string algebras exposed in [8]. Let Q be a
quiver.
Let P be a subset of paths in CxQy and denote by xP y the ideal generated by P . The algebra Λ “ CxQy{xP y
is called a string algebra if the following conditions hold:
(1) Any vertex i P Q0 is the tail or head point of at most two arrows of Q, that is, |ta P Q : tpaq “ iu| ď 2
and |ta P Q : hpaq “ iu| ď 2.
(2) For any arrow a P Q1 we have |tb P Q1 : tpaq “ hpbq and ab R P u| ď 1 and |tc P Q1 : tpcq “
hpaq and ca R P u| ď 1.
(3) The ideal xP y is admissible on CxQy.
To describe the finite-dimensional indecomposable Λ-modules we need the concept of string. We introduce
an alphabet consisting of direct letters given by each arrow a P Q1 and inverse letters given by a´1 for each
arrow a P Q. The head and tail functions extend to this alphabet in the obvious way, that is, hpa´1q “ tpaq
and tpa´1q “ hpaq for every arrow a P Q1. For a letter l in this alphabet we denote its inverse letter with l´1
and we write l instead pl´1q´1. A word in this alphabet of length r ě 1 is a sequence of letters lr ¨ ¨ ¨ l1 such that
tpli`1q “ hpliq for i “ 1, . . . , r ´ 1. For a word W “ lr ¨ ¨ ¨ l1 we denote its inverse word by W´1 “ l´11 ¨ ¨ ¨ l´1r .
It is clear we can extend the head and tail functions to words. A string of length r ě 1 is a word W “ lr ¨ ¨ ¨ l1
such that W and W´1 do not contain sub-words of the form ll´1 for a letter l and no sub-words of W belongs
to P .
We introduce strings of length 0 in the following way. For each vertex i P Q0 we have two strings of length
0 denoted by 1pi,uq with u P t1,´1u. In this case hp1pi,uqq “ i “ tp1pi,uqq. By definition 1´1pi,uq “ 1pi,´uq.
We recall the definition of two functions to deal with strings. In [8] it is shown we can choose two functions
σ,  : Q1 Ñ t1,´1u such that the following conditions are satisfied
(1) If a1 ‰ a2 are arrows with tpa1q “ tpa2q, then σpa1q “ ´σpa2q.
(2) If b1 ‰ b2 are arrows with hpb1q “ hpb2q, then pb1q “ ´pb2q.
(3) If a, b P Q are arrows with tpbq “ hpaq and ba R P , then σpbq “ ´paq.
For an arrow a P Q1 we have σpa´1q “ paq and pa´1q “ σpaq. For a string W “ lr ¨ ¨ ¨ l1 we define σpW q “
σpl1q and pW q “ plrq. Besides we have σp1pi,uqq “ ´u and p1pi,uqq “ u. Note that if W1 and W2 are strings
such that W2W1 is a string, then σpW2q “ ´pW1q. For pi, uq P Q0 ˆ t1,´1u let Wpi,uq be the set of all
strings W with hpW q “ i and pW q “ u. Let W be the set of all strings and define on W an equivalence
relation given by W1 „W2 if and only if W2 P tW1,W´11 u. Let W be a complete set of representatives of
the corresponding equivalence classes.
Remark 2. In this article we are not going to use this functions  and σ, but it is useful to remember
that for string algebras the strings can be thought of as sequence of signs.
In [8], it was also defined the set B of bands. A string W PW belongs to B if length of W is positive,
Wn PW for all n P N and W is not the power of some string of smaller length.
5.1. Indecomposable string modules
For a string W , in [8], it was defined a Λ-module NpW q, for convenience we repeat this definition. For the
string 1pi,uq we define Np1pi,uqq as the simple representation Si at the vertex i P Q0. If W “ lr ¨ ¨ ¨ l1, then
NpW q is a representation of C-dimension r ` 1. For describe the structure of Λ-module let p0 “ tpl1q and
pk “ hplkq for k “ 1, . . . , r vertices of Q. By definition dimpNpW qiq is |tk P r1, r ` 1s : pk “ iu|. If tz0, ¨ ¨ ¨ , zru
is a basis of NpW q with zk P NpW qpk for k “ 0, . . . , r, then the action of the arrows is given by the following
way
z0
 l1 // z1
 l2 // ¨ ¨ ¨  ln´1 // zn´1  ln // zn.
If lk is a direct letter, then NpW qlkpzk´1q “ zk; if lk is a inverse letter, then NpW qlkpzk´1q “ zk with
k “ 1, . . . , n; if a P Q1 and NpW qapzkq is not defined yet, then NpW qapzkq “ 0.
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In [8], it was observed that NpW q is isomorphic to NpW´1q. The modules NpW q are called string modules.
The next result is a special case of the more general result of Butler and Ringel proved in [8, Section 3].
Theorem 5.1 (Butler-Ringel). Let Λ be a string algebra. If B “ H, then the Λ-modules NpW q with
W PW form a complete list of indecomposable, pairwise non-isomorphic Λ-modules.
5.2. Sub-strings
For a string of positive length W “ lr ¨ ¨ ¨ l1 we define its support as SupppW q “ ttpl1qu Y thplkq : k “
1, ¨ ¨ ¨ , ru. If W “ 1pi,uq, then SupppW q “ tiu. Given a string of positive length W “ lr ¨ ¨ ¨ l1, we say that a
string V is a sub-string of W if V “ lt`j ¨ ¨ ¨ lt is a subword of W and there are no arrows a, b P Q1 such that
aV and V b´1 are subwords of W . For technical reasons we introduce the zero string 0 which is sub-string of
any string. Now, given a string W we denote by CampW q the set of all sub-strings of W .
Remark 3. We use Cam from the word in spanish caminata for walk. On one hand the elements of
CampW q can be thought as walks in the quiver. On the other hand, there are a lot of W’s in our notation.
6. Generalized cluster algebras
For convenience we recall the definition of generalized cluster algebras introduced by Chekhov and Shapiro
in [14].
We say a matrix B P MatnˆnpZq is skew-symmetrizable if there exist positive integers d1, . . . , dn such
that DB is skew-symmetric with D “ diagpd1, . . . , dnq a diagonal matrix. In this case we call D a skew-
symmetrizer of B.
Given a skew-simmetrizable matrix B and an integer k P t1, . . . , nu, the mutation of B with respect to k
is the matrix µkpBq with entries b1ij defined as follows
b1ij “
" ´bij if k “ i or k “ j,
bij ` |bik|bkj`bik|bk,j |2 if i ‰ k ‰ j.
For us it is enough work without coefficients. For a study of generalized cluster algebras with principal
coefficients, in parallel with the one for cluster algebras, the reader can see [28].
Let F be the field of the rational functions in n algebraic independent variables with coefficients in Q.
Definition 11. A seed in F is a pair pB,xq where B is a skew-symmetrizable matrix and x “
px1, . . . , xnq is an n-tuple of algebraic independent elements of F which generate it.
Now we assume that B is skew-symmetric with skew-symmetrizer D and bik{dk is an integer for all
i P t1, . . . , nu.
For k P t1, . . . , nu we define the polynomials
v`k “
ź
bl,ką0
x
bl,k{dk
l , v
´
k “
ź
bl,kă0
x
´bl,k{dk
l and θkpu, vq “
dkÿ
l“0
ulvdk´l.
Definition 12 (Generalized cluster mutation). For a seed pB,xq and k P t1, . . . , nu, the mutation of
pB,xq with respect to k is the pair µkpB,xq “ pµkpBq, µkpxq where µkpxq “ px11, . . . , x1nq is the n-tuple of
elements of F given by
x1i “
#
xi, if k ‰ i,
θkpv`k ,v´k q
xi
, if k “ i.
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In this article the polynomials θkpv`k , v´k q are often called polynomials of Chekhov-Shapiro. For a seedpB,xq, let
X “ tx P µkr ¨ ¨ ¨µk1pxq : kr P t1, . . . , nu and r ě 0u.
Definition 13. The generalized cluster algebra associated to pB,xq, denoted by ApBq “ ApB,xq, is the
subring of F generated by X .
Note that exchange polynomials do not have to be binomials. In [14, Theorem 2.5], it was shown a desired
property.
Theorem 6.1 (The Laurent phenomenon). Any generalized cluster variable can be expressed as a
Laurent polynomial in the initial variables xi.
Remark 4. The reader should be cautious by comparing the definitions of [14] with this ones because
there they take skew-symmetrizer by the right and here we did by the left.
Remark 5. In [14, Lemma 3.1] the authors obtain exchange relations of the form a2 ` 2 cosppip qab` b2
in the case of orbifold points of order p, with p greater than one. We are going to obtain exchange relations
of the form a2 ` ab` b2. Of course it is more natural to consider orbifold points of order three than order
two as we made in the first version of this article.
7. Polygons with one orbifold point
We will work with polygons with one orbifold point of order three but for convenience we recall some
definitions of surfaces with orbifold points. For more details about surfaces with orbifold points of order two
or three and relations with generalized cluster algebras the reader can see [14] and references therein, for
example [12, 13]. For an interesting and beautiful application of surfaces with orbifold points and group
actions in some cluster structures the reader is kindly asked to look at [31].
7.1. Basic definitions
Here we review some combinatorial aspects about orbifolds, however orbifolds, in general, are spaces
generalizing manifolds. Orbifolds are locally modeled by an Euclidean space modulo a finite group. The
order of an orbifold point is the order of the non-trivial stabilizer at that point. In our setting is not
necessary to recall more geometric aspects about orbifolds. In the next section, we will concentrate in our
specific surface. In particular, we shall see that the orbifold point of order three we are talking about is the
fixed point under a suitable action of Z3 on a polygon.
Let Σ be a compact connected oriented 2-dimensional real surface with possible empty boundary. The
pair pΣ,Mq where M is a finite subset of Σ with at least one point from each connected component of the
boundary of Σ is called a bordered surface or just a surface. The points of M are called marked points
and the points of M that lie in the interior of M are called punctures. A triple pΣ,M,Oq where pΣ,Mq is a
bordered surface and O is a finite subset of ΣzpMY BΣq is called a marked surface with orbifold points. The
points of O are called orbifold points and they will be denoted by a cross ˆ in the surface.
7.2. Triangulations and flips
Let pΣ,M,Oq be a marked surface with orbifold points of order three, without punctures, with boundary
and we assume O is not empty. An arc i on pΣ,M,Oq is a curve i : r0, 1s Ñ Σ satisfying the following
conditions
– the endpoints of i are both contained in M.
– i does not intersect itself, except that its endpoints may coincide.
– i does no intersect to O and i does not intersect M except in its endpoints.
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– if i cuts out an monogon, then such monogon contains just one orbifold point. In this case i is called a
pending arc or the loop of a orbifold point.
Two arcs i and j are isotopic relative to MYO if there exist a continuous function H : r0, 1s ˆ Σ Ñ Σ
such that
– Hp0, xq “ x, for all x P Σ;
– Hp1, iq “ j;
– Hpt, pq “ p for all p PMYO;
– For every t P r0, 1s the function Ht : Σ Ñ Σ with x ÞÑ Hpt, xq is a homeomorphism.
We will consider arcs up to isotopy relative to MYO, parametrization and orientation.
Given an arc i, we denote by i˜ its isotopy class. Let i and j be two arcs. We say i and j are compatible if
either i˜ “ j˜ or i˜ ‰ j˜ and there are arcs i1 P i˜ and j1 P j˜, such that i1 a j1 do not intersect in ΣzM.
Definition 14. A triangulation of pΣ,M,Oq is a maximal collection of pairwise compatible arcs.
Given a triangulation τ of the surface we define a triangle of τ as the closure of a connected component of
pΣzτq Y t the pending arcs of τu. An orbifold triangle is a triangle containing an orbifold point. A triangle
without an orbifold point in its interior is called an ordinary triangle. If a triangle intersects to the boundary
of the surface at most in a three points it is called an internal triangle.
Let τ be a triangulation of pΣ,M,Oq. If i is an arc of τ , the flip of i with respect to τ is the unique arc
i1 such that σ “ pτztiuq Y ti1u is a triangulation of pΣ,M,Oq. In this case we denote i1 “ flipτ piq and we say
that σ is obtained from τ by a flip of i P τ . In our case, flips act transitively on triangulations of pΣ,M,Oq,
see [19, Theorem 4.2].
7.3. Our surfaces
Let Σn be the surface, with n ě 2, given by a disk with boundary, n` 1 marked points in its boundary,
without punctures and one orbifold point of order three. In this work we often refer to Σn as the pn` 1q-
polygon with one orbifold point, the marked points are called vertices and they are denoted by tv0, v1, . . . , vnu.
We orient the vertices in counterclockwise order. In pictures the orbifold point is drawn with the symbol ˆ.
Let τ be a triangulation of Σn. We have that |τ | “ n, see [31, Lemma 4.1]. In this case we have two types
of admissible triangles for τ , see Figure 1
ˆ
Figure 1. An ordinary triangle (left) and an orbifold triangle, i.e. a triangle containing the orbifold point
(right) .
We associate a quiver Qpτq to a triangulation τ of the orbifold Σn in the following way: the set of vertices
is given by the arcs of τ and the set of arrows is described as follows. For each triangle ∆ of τ and arcs i
and j in ∆ we draw an arrow from j to i if i succeeds j in the clockwise orientation, with the understanding
that no arrow incident to a boundary segment is drawn. Finally we draw a loop at the pending arc of τ .
Remark 6. In the classical context of marked Riemann surfaces without orbifold points this loop is not
drawn. For instance the quiver of a triangulation T of a polygon P without punctures and without orbifold
points will be denoted by QpT q and it is constructed as above but, as we said, it does not have loops.
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Corollary 14.1. If Λ is the algebra associated to Σn and AΛ is its Caldero-Chapoton algebra. Then AΛ is
a generalized cluster algebra of Chekhov-Shapiro.
Proof. The corollary is a consequence of Proposition 9 and Theorem 10.4. 
15. An example of a change of initial triangulation
ˆ
τ0
i2
v0
ˆ
τ
v0
Figure 15.
In this section we take another initial triangulation τ for Σ3, see Figure 15. The reader can compare this
section with [9, Example 9.4.2] and with [34, Example 2.3]. Note that τ and τ0 are related by a flip at i2,
see Figure 15. Let Q be the quiver
3
c

ε

1
b
??
2
a
oo
and let Λ :“ Λp3, τq “ CxQy{I, where I is the ideal generated by ba, cb, ac and ε2. From Theorem 5.2 we
have that the indecomposable Λ-modules are parametrized by the strings
11, 12,
ε, a,
εb, cε,
cb, b´1εb, cεc´1.
13,
b, c,
b´1ε, εc´1,
b´1εc´1.
We have 12 indecomposable E-rigid decorated representations of Λ of which 9 are given by the strings
on the left in the above list and the remaining three are the negative simple representations of Λ. We say
that a string W is E-rigid if its string module NpW q is E-rigid. By definition CΛpS´i q “ xi for i “ 1, 2, 3.
In Figure 16 we write the string module corresponding to every arc of Σ3. The Caldero-Chapoton functions
associated to the 9 E-rigid strings of Λ are
ˆ
S1
v0
ˆ
S2
v0
ˆ
Npcεbq
v0
ˆ
Npεq
v0
ˆ
Npaq
v0
ˆ
Npcεc´1q
v0
ˆ
Npεbq
v0
ˆ
Npcεq
v0
ˆ
Npb´1εbq
v0
Figure 16.
Figure 2. One triangulation τ of Σ3 and its quiver Qpτq.
Denote by Hpτq the collection of all internal triangles ∆ of a given triangulation τ . Any element ∆ of
Hpτq defines a 3-cycle c∆b∆a∆ on Qpτq up to cyclical equivalence. If we denote by ε the loop of τ , then the
potential associated to τ is Spτq “ ř∆PHpτq c∆b∆a∆ ` ε3.
Definition 15. For any triangulation τ of Σn we define the basic algebra Λpτq associated to τ as the
Jacobian algebra Λpτq “ PpQpτq, Spτqq.
Example 2. Consid r the triangulation τ of Figure 2. We see that the algebra Λpτq is CxQpτqy{I, wh re
I is the ideal generated by ba, cb, ac and ε2 (compare to [31, Example 2.3]).
Definition 16. A weighted quiver is a pair pQ,dq where Q is a quiver without loops and d “ pdiqiPQ0
is an n-tuple of positive integers.
Let Qpτq˚ be the quiver obtained from Qpτq by deleting the loop. Now we denote by pQpτq˚,dτ q the
weighted quiver associated to τ where pdτ qj “ 2 if j is the pending arc and pdτ qj “ 1 in other wise.
Fix an n-tuple d “ pd1 . . . , dnq, in [26, Lemma 2.3] it was proved that there is a bijection between the
set of 2-aclycic weighted quivers pQ,dq and the collection of skew-symmetrizable matrices B with skew-
symmetrizer given by D “ diagpd1, . . . , dnq. Indeed, given a quiver Q, if cij is as in Section 3, then bij “
djcij{gcdpdi, djq define a matrix BQ skew-symmetrized by D.
Following [26, Lemma 2.3], we denoted by Bpτq the skew-symmetrizable matrix associated to pQpτq,dτ q
and we call it the adjacency matrix associated to τ .
8. Λpτq as an orbit algebra
In this section we shall note that Λpτq can be seen as an orbit Jacobian algebra. With this observation
we are going to obtain some results about Galois coverings. For details and missing definitions about orbit
Jacobian algebras the reader can see [31]. At the end of the section we will define the arcs representations
of Λpτq.
Let rΣn be the regular p3n` 3q-gon with u1, u2, . . . , u3n`3 vertices in counterclockwise orientation and let
θ be the rotation by 120˝ on rΣn which sends a vertex vi to vi`pn`1q modulo p3n` 3q. In the terminology of
[31], Σn is the Z3-orbit space of rΣn. We consider θ as a generator of G “ Z3. We can see that G acts freely
on tu1, u2, . . . , u3n`3u, that is, if g P Gzteu, then g ¨ ui ‰ ui for i P r1, 3n` 3s.
We say that an arc rj of rΣn is G-admissible or just admissible if rj belongs to some G-invariant triangulation
T of rΣn.
Let T be a triangulation of rΣn and suppose that T is G- invariant. Consider QpT q the quiver associated to
T , see Remark 6. We can define a potential for QpT q as SpT q “ ř∆PHpT q γ∆β∆α∆. Note that G acts freely
on QpT q0 and for any α∆β∆γ∆ we have that g ¨ pα∆β∆γ∆q is again a summand of SpT q for all g P G. We
can define, [31, Section 2.1], the orbit quiver QpT qG of QpT q in the obvious way. We define the potential
SpT qG for QpT qG as the image of SpT q under the canonical morphism pi : CxQpT qy Ñ CxQpT qGy induces
by pipiq “ G ¨ i for i P QpT q0 and pipaq “ G ¨ a for a P QpT q1, note that pi is a Galois G-covering. We define
the orbit Jacobian algebra of the orbit quiver with potential as PpQpT q, SpT qqG “ PpQpT qG, SpT qGq. We
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make the following convention ΛpT q “ PpQpT q, SpT qq and ΛpT qG “ PpQpT q, SpT qqG, see Example 3. The
following result shows that we get a Galois covering, see [31, Proposition 3.1].
Lemma 8.1 (Paquette-Schiffler). The Galois G-covering pi : CxQpT qy Ñ CxQpT qGy induces a Galois G-
covering pi : ΛpT q Ñ ΛpT qG.
Remark 7. Let τ be a triangulation of Σn and let T be the triangulation of rΣn such that G ¨ T “ τ .
In T there exist an unique triangle ∆T such that it is G-invariant and the other triangles in HpT q have a
trivial stabilizer. The triangle ∆T corresponds to the pending arc of τ and the G-orbit of any triangle ∆
different to ∆T corresponds with a triangle of Hpτq. We conclude that Qpτq “ QpT qG and with the above
observation we get that Λpτq “ ΛpT qG.
Example 3. Let τ be the triangulation of Σ3 depicted on the right of Figure 3. Let T be the corresponding
triangulation on rΣ3 depicted on the left of Figure 3. The quiver QpT q is drawn below
i3
β3

j3
α3

k3
ε3

i1
β1
// j1 α1
// k1
ε1
??
k2ε2
oo j2α2
oo i2
β2
oo
Consider SpT q “ ε1ε2ε3 the potential associated to T . Let G “ă θ ą be the cyclic group of order 3 with
generator θ. Then G acts freely on pQ,Sq by increasing by one, module 3, the indices of the symbols. Passing
to the orbit space of this action we get
QpT qG : i β // j α // k εee and the potential SpT qG “ ε3,
where i “ G ¨ i1, j “ G ¨ j1, k “ G ¨ k1, α “ G ¨ α1, β “ G ¨ β1 and ε “ G ¨ ε1. The orbit Jacobian algebra
PpQpT qG, SpT qGq is not but Λpτq “ CxQpτqy{xε2y.
Proposition 8.2. Let τ be a triangulation of Σn. Then Λpτq is finite dimensional.
Proof. From Lemma 8.1 we have that pi : ΛpT q Ñ ΛpT qG is a Galois G-covering. In particular we have
isomorphism pii,j :
À
gPG ΛpT qpei, g ¨ ejq Ñ Λpτqppipeiq, pipejqq for any idempotent ei and ej of ΛpT q. We know
ΛpT q is finite-dimensional (the reader can see the finite dimension of the Jacobian algebra associated to a
triangulation in a more general context of surfaces with non-empty boundary in [25, Theorem 36]), so Λpτq
is finite dimensional. The proof of the lemma is completed.
A string algebra B “ CxQy{xP y is a gentle algebra if the following conditions are satisfied
(Gt1) P is generated by paths of length 2.
(Gt2) For any arrow a P Q1 we have |tb P Q1 : tpaq “ hpbq and ab P P u| ď 1 and |tc P Q1 : tpcq “ hpaq and ca P
P u| ď 1.
Proposition 8.3. For any triangulation τ of Σn we have that Λpτq is a gentle algebra.
Proof. Let T be the triangulation of rΣn such that G ¨ T “ τ . The proof is an adaptation of proof [2,
Lemma 2.5], from that lemma we have that ΛpT q is gentle. By definition Λpτq “ CxQGy{JpQG, SGq and it
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is clear that JpQG, SGq is generated by paths of length two. Since we have Proposition 8.2, only remains to
prove (Gt2), (S1) and(S2).
(S1). First, let j be the pending arc of τ . We consider j˜ an element in pi´1pjq. We have that j˜ is contained
in two triangles of T . One of those triangles has the other preimages of j as sides, say ∆pjq, in other words,
∆pjq is invariant under G. By the definition of SpT qG we can conclude that there is a loop based at j and
there is at most one arrow starting at j and one arrow ending at j. Now, one connected component of Σ˜nztj˜u,
precisely which no contain the other preimages of j, it is a fundamental region for the action of G on T . If
k is not a pending arc of τ , we can consider a preimage of k in the fundamental region above, recall ΛpT q is
gentle, this implies (S1) for k. For this reason we just have to prove (S2) and (Gt2) in the orbifold triangle.
(S2) and (Gt2). This two properties follow from the fact that there is a loop based at the pending arc j
and at most one arrow with starting at j and at most one arrow with ending at j. This conclude the proof.
By Lemma 2.5 and Lemma 8.1 we know the following.
Lemma 8.4. Let τ be a triangulation of Σn. Then the push-down functor pi˚ : ΛpT q -mod Ñ Λpτq -mod
is a G-precovering.
u0
u1
u2
u3
u4
u5
u6
u7
u8
u9
u10
u11
ˆ
v0v1
v2 v3
Figure 3. We obtain a triangulation of a square with one orbifold point of order 3 as the G-orbit space of
a triangulation of a 12-gon.
We are going to define a string Wjpτq of Λpτq for every arc j R τ of Σn. We denote by pi : rΣn Ñ Σn
the canonical projection. We know that pi´1pjq “ trj,rjθ,rjθ2u. Recall that G “ xθy “ Z3. Let T be the
triangulation in rΣn corresponding to τ , see Figure 4.
Let j be an arc of Σn such that j R τ . Choice α P pi´1pjq, by definition α is an arc of rΣn and α joints two
vertices ul and ul`r of rΣn. Every time α crosses two adjacent initial arcs γ : ris1 Ñ ris2 of rτ , we write the
letter G ¨ γ (a letter on Qpτq) if α crosses ris1 first from ul to ul`r or we write the letter pG ¨ γq´1 in other
wise, see Example 3 . This construction does not depend of the choice of α up to string equivalency, see
Section 5. Denote by Wjpτq the string of Λpτq obtained in this way. In Figure 4 we show an example of this
construction.
Definition 17. Let τ be a triangulation of Σn. For any arc j R τ we define the arc representation
Mpj, τq of j with respect to τ as the string module associated to Wjpτq, i.e Mpj, τq “ NpWjpτqq, see Section
5.1. Since a string and its inverse generate isomorphic string modules we have that Mpj, τq is well defined
up to isomorphism. Now, for any arc j P τ we define Mpj, τq :“ S´j as the corresponding negative simple
representation of Λpτq.
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u0
u1
u2
u3
u4
u5
u6
u7
u8
u9
u10
u11
a1 a2
ε
a´12
a´11
a´12
ε´1
a2
a´11
a´12
ε´1
a2
Wj “ a´12 εa2a1 „ a´11 a´12 ε´1a2
ˆ
v0v1
v2 v3
a1
a2
ε
a
´1
2
Wj “ a´12 εa2a1
Figure 4. Let j be the blue arc (right). We define Wj from the left. In this case α can be the blue, red or
green arc. Note that Wj can be read directly from the right.
As long as there is no confusion we ease the notation and write Wj :“Wjpτq and Mpjq :“Mpj, τq. We
finish this section with some remark about the push-down fuctor.
Remark 8. For convenience we are going to define explicitly the push-down functor in our situation. Let
T be atriangulation of rΣn. Set Λ “ ΛpT q and consider pi : Λ Ñ ΛG the canonical projection of the action,
where ΛG “ ΛpT qG. We define the push-down functor pi˚ : Λ -mod Ñ ΛG -mod as follows.
For objects: let M P Λ -mod be a Λ-representation. For i P Q0 we define pi˚pMqG¨i “ÀgPGMg¨i. Let
α : iÑ j be an arrow of Q. We are going to define pi˚pMqG¨α : ÀgPGMg¨i ÑÀhPGMh¨j . Now, by definition,
for any h P G we have an isomorphism pij,h¨i : ÀgPG Λpg ¨ i, h ¨ jq Ñ ΛGpG ¨ i, G ¨ jq. So, G ¨ α “ řgPG pipαh,gq
for any h P G and we define pi˚pMqG¨α “ pαh,gqg,hPG.
For morphims: let f : M Ñ N be a morphism in Λ -mod. For any i P Q0 we need to define pi˚pfqG¨i :À
gPGMg¨i Ñ
À
hPGNh¨i. We set pi˚pfqG¨i “ diagpfg¨i : g P Gq as a diagonal map.
9. The Caldero-Chapoton algebra for a specific triangulation
In this section we will study the Caldero-Chapoton algebra of a specific triangulation τ0 of Σn. We will
see that the arc representations of Λpτ0q play a central role. Fix the vertices of Σn in counter clockwise order
tv0 . . . , vnu. Let in be the pending arc at v0. We denote the pending at vk as i1k for k “ 0, . . . , n. With this
notation we see that i10 “ in. Let ik be the arc from v0 to vk`1 going in counterclockwise for k “ 1, . . . , n´ 1.
We define the special triangulation τ0 of Σn as the collection of arcs ti1, . . . , inu, see on the right hand of
Figure 3.
For τ0 we have a nice description of the concepts introduced in Section 7, for instance, the weighted quiver
associated to τ0 looks like
Qpτ0q˚ : 1 a1 // 2 a2 // ¨ ¨ ¨ an´2 // n´ 1 an´1 // n, and dτ0 “ p1, 1, . . . , 1, 2q.
The matrix Bpτ0q is going to be our input to obtain the polynomials of Chekhov-Shapiro and we are going
to describe a basic algebra associated to τ0.
Let Λ :“ Λpτ0q be the basic algebra associated to τ0, it is clear that Λ is given by CxQpτ0qy{I where Qpτ0q
is the quiver
1
a1 // 2
a2 // ¨ ¨ ¨ an´2 // n´ 1 an´1 // n εee (9.1)
and I is the ideal generated by ε2.
For every arc j of Σn we defined a decorated indecomposable representation Mpjq of Λ with respect to
τ0, see Definition 17.
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Remark 9. For any arc j R τ0 Definition 17 can be rewritten up to isomorphism by counting intersection
numbers directly in Σn. We give this approach for convenience,
dimpMpjqql “ |il X j| in the interior of Σn.
Given an arrow al with l “ 1, . . . , n´ 1, we define Mpjqal as follows:
– if 0 ă dimpMpjqtpalqq ă dimpMpjqhpalqq, then Mpjqal “ p 01 q;
– if 0 ă dimpMpjqtpalqq “ dimpMpjqhpalqq, then Mpjqal acts as the corresponding identity;
– Mpjqal “ 0 in otherwise.
If dimpMpjqnq ‰ 0, then Mpjqε “ p 0 10 0 q.
Remark 10. From Definition 17 and Theorem 5.1 we know Mpjq is indecomposable in decreppΛq for
every arc j. Remark 9 allow us to compute Mpjq without rΣn.
For any arc j R τ0 we define the support of Mpjq as SuppMpjq “ tl : Mpjql ‰ 0u. The same argument of
[10, Lemma 2.2] can be applied here to conclude that SuppMpjq is connected as a subset of r1, ns. So, we
are going to think that SuppMpjq is an interval.
Example 4. For n “ 5, we compute Mpjlq with l “ 1, 2 and 3, see Figure 5.
ˆ
j1
v0
ˆ j2
v0
ˆ
j3
v0
Figure 5. Some arcs for n “ 5.
We have
Mpj1q : 0 // C id // C // 0 // 0 0dd ,
Mpj2q : 0 // C id // C
p 01 q // C2 id // C2 p
0 1
0 0 q
ff ,
Mpj3q : 0 // C2 id // C2 id // C2 id // C2 p
0 1
0 0 q
ff .
As illustration we have the Caldero-Chapoton function CΛpMpj2qq
x1x2x23x
2
4 ` x1x2x23x4 ` x1x2x3x4x5 ` x1x2x23 ` 2x1x2x3x5 ` x1x2x25 ` x1x4x25 ` x3x4x25 ` x1x3x4x5 ` x23x4x5
x2x3x24x5
.
9.1. AR translations, E-invariant and g-vectors of arc representations
Let j be an arc of Σn. We introduce some notation. Given two vertices vr and vl of Σn with r ` 1 ă l
and r P t1, . . . , n´ 2u we have two arcs from vr to vl denoted by rvr, vls` and rvr, vls´. Indeed,if 0 ă r, then
rvr, vls` does not intersect to in in the interior of Σn while rvr, vls´ does. For example, in the Figure 5 we
have j1 “ rv2, v5s` and j2 “ rv2, v4s´. For r “ 0 we say that ik “ rv0, vk`1s´ and rv0, vk`1s` is the another
arc from v0 to vk`1 with k “ 1, . . . , n´ 1. In the case l “ r ` 1, we have rvr, vr`1s´ is not a boundary
segment.
Remark 11. If n ě 4, with the above notation we can describe Wj explicitly for any j R τ0.
– Wrv1,vns` “ an´3 ¨ ¨ ¨ a1 and Wrv1,vns´ “ ε ¨ ¨ ¨ a1;
– Wrvi,vls` “ al´3 ¨ ¨ ¨ ai and Wrvi,vls´ “ a´1l ¨ ¨ ¨ a´1n´1ε ¨ ¨ ¨ ai for 0 ă i and i` 2 ă l ă n;
– Wrvi,vls` “ 1pi,`q and Wrvi,vls´ “ a´1l ¨ ¨ ¨ a´1n´1ε ¨ ¨ ¨ ai for l “ i` 2 and i ď n´ 2;
– Wrvi,vls´ “ a´1l ¨ ¨ ¨ a´1n´1ε ¨ ¨ ¨ ai for l “ i` 1 and 0 ă i ă n´ 2;
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– Wrvn´1,vns´ “ εan´1;
– Wrv0,vls` “ an´2 ¨ ¨ ¨ al for 1 ď l ă n´ 1;
– Wi1k “ a´1k ¨ ¨ ¨ a´1n´1ε ¨ ¨ ¨ ak for 1 ď k ď n´ 1;
– Wi1n “ ε.
The reader can compare the following lemma with the An case, [10, Theorem 2.13]. Given an arc j we
denote by r`pjq ( in [10] it would be r´) the arc of Σn that we obtain by rotating j in counterclockwise for
an angle of 2pi{pn` 1q. By r´pjq ( in [10] it would be r`) we denote the arc obtained from j by rotating j
in clockwise for an angle of 2pi{pn` 1q.
Lemma 9.1. Assume j is not an initial arc of Σn.
(a) If Mpjq is not projective, then τpMpjqq “Mpr`pjqq, where τ denotes the Auslander-Reiten translation.
(b) If Mpjq is not injective, then τ´pMpjqq “Mpr´pjqq.
Proof. The lemma can be proved by cases using Remark 11 and the classification of the Auslander-Reiten
sequences containing string modules from [8, p.p 170-172]. However, we proved this result in Corollary 10.3.
Lemma 9.2. Assume that j is an arc of Σn. Then EΛpMpjqq “ 0.
Proof. We postpone this proof up to Corollary 10.5. It is worth mention that this lemma can be proved
with the alluded results of [8].
Lemma 9.3. Assume j is an arc of Σn such that j R τ0. Then pdMpjq ď 1 and idMpjq ď 1. Here pdMpjq
(resp. idMpjq) denotes the projective dimension of Mpjq (resp. the injective dimension of M(j)).
Proof. The lemma follows from [23, Proposition 3.5] and the definition of Mpjq. Indeed, in the language
of [23], if we take
C “
¨˚
˚˚˚˚
˚˝˚
2 ´1 0 . . . 0 0
´1 2 ´1 . . . 0 0
0 ´1 2 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 2 ´2
0 0 0 . . . ´1 2
‹˛‹‹‹‹‹‹‚
, D “
¨˚
˚˚˚˚
˝
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 2
‹˛‹‹‹‹‚,
and Ω “ tpi` 1, iq : 1 ď i ď n´ 1u, then we get Λ “ HpC,D,Ωq. By definition Mpjq is locally free Λ-module
for every arc j R τ0 (see [23, Section 1.5]).
Remark 12. In [24], Geiß-Leclerc-Schro¨er have proved that, in particular, for this algebra Λ “
HpC,D,Ωq of the previous lemma, we can recover a classic cluster algebra by means of Caldero-Chapoton
functions. However, they consider the quasiprojective variety Grl.f.pr,Mq of locally free submodules N of
M with rank vector r instead GrepMq as we made her, see Example [24, Section 13.1].
Remark 13. Lemma 9.3 ensures that idMpjq ď 1, now it can be seen that we have the following minimal
injective presentation of Mpjq for each arc j R τ0, this is a consequence of [8].
(i) j crosses to in : in this case Wj “ a´1nj ¨ ¨ ¨ ε ¨ ¨ ¨ amj with mj ď nj . Then the following exact sequence
is a minimal injective presentation of Mpjq,
0 ÑMpjq Ñ Npa´11 ¨ ¨ ¨ ε ¨ ¨ ¨ a1q Ñ Npanj´2 ¨ ¨ ¨ a1q ‘Npamj´2 ¨ ¨ ¨ a1q.
Here we define Npar´2 ¨ ¨ ¨ a1q as zero if r “ 1 and it is the simple representation at 1 if r “ 2.
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(ii) j does not cross to in : in this case Wj “ anj ¨ ¨ ¨ amj with n´ 2 ě nj ě mj . Then the following exact
sequence is a minimal injective presentation of Mpjq,
0 ÑMpjq Ñ Npanj ¨ ¨ ¨ a1q Ñ Npamj´2 ¨ ¨ ¨ a1q.
Proposition 9.4. If j1 and j2 are not arcs of τ0, then the following hold:
– There exists a C-linear isomorphism
Ext1ΛpMpj1q,Mpj2qq – HomΛpτ´pMpj2qq,Mpj1qq.
– There exists a C-linear isomorphism
HomΛpMpj1q, τpMpj2qqq – HomΛpτ´pMpj1qq,Mpj2qq.
Proof. The proposition follows from Lemma 9.3, [3, Corollary (IV) 2.14(b)] and [3, Corollary (IV) 2.15(a)]
respectively.
Albeit the previous proposition is true for any modules with projective and injective dimension at most 1
we stated it in that fashion for convenience.
Lemma 9.5. Let τ be a triangulation of Σn. If j1 and j2 are arcs of τ , then EΛpMpj1q,Mpj2qq “ 0.
Proof. If j2 P τ0 or Mpj2q is injective, then EΛpMpj1q,Mpj2qq “ 0 for all arc j1 P τ by definitions and
Proposition 3.2. So we can suppose j2 is not in τ0 and Mpj2q is not injective.
Case 1. j1 “ ik for some 1 ď k ď n : in this case Mpj1q is the negative simple representation of Λ at k. It is
clear that EΛpMpj2q,Mpikqq “ dimMpj2qk by Proposition 3.2, but ik, j2 P τ , then dimMpj2qk “ 0.
Case 2. j1 R τ0 and Mpj1q is injective: then EΛpMpj2q,Mpj1qq “ 0 for all j2 P τ . We have to prove
EΛpMpj1q,Mpj2qq “ 0. By Proposition 3.2 we get EΛpMpj1q,Mpj2qq “ dim HomΛpτ´pMpj2q,Mpj1qq.
If Mpj1q is injective, then j1 “ rv1, vls` with 2 ă l ď n, j1 “ i11 or j “ rv0, v1s`. Since j1, j2 P τ and
Mpj2q is not injective, SupppMpj1qq X Supppτ´Mpj2qq “ H and HomΛpτ´pMpj2qq,Mpj1qq “ 0.
Case 3. j1 R τ0 and Mpj1q is not injective : we have to prove EΛpMpj1q,Mpj2qq “ 0 and EΛpMpj2q,Mpj1qq “ 0.
For l “ 1, 2, let ml be the minimum positive integer such that Mppr´qmlpjlqq is injective.
If m1 ď m2 , then by [3, Corollary (IV) 2.15 (c)] and Proposition 3.2 we have
EΛpMpj1q,Mpj2qq “ dim HomΛppτ´qm1`1pMpj2q, pτ´qm1Mpj1qq.
[3, Corollary (IV) 2.14 (b)] implies dim Ext1ppτ´qm1Mpj1q, pτ´qm1pMpj2qqq “ EΛpMpj1q,Mpj2qq. Since
pτ´qm1pMpj1qq is injective, we get EΛpMpj1q,Mpj2qq “ 0. Now,
EΛpMpj2q,Mpj1qq “ dim HomΛpτ´pMpj1q,Mpj2qq.
Sincem1 ď m2, we apply [3, Corollary (IV) 2.15 (c)] to obtain EΛpMpj2q,Mpj1qq “ 0. The casem2 ă m1
is similar.
This proves the lemma.
Lemma 9.6. Given an arc j R τ0 we have Ext1pMpjq,Mpjqq “ 0.
Proof. By Proposition 3.2 we have EΛpMpjqq “ dim HomΛpτ´pMpjqq,Mpjqq. Proposition 9.4 implies
EΛpMpjqq “ dim Ext1pMpjq,Mpjqq. The lemma follows from Lemma 9.2.
The following result is a consequence of Voigt’s Lemma, see [16, Sections 1.6 and 1.8].
Lemma 9.7. Assume j R τ0. Then the Gd-orbit OpMpjqq is open in repdpΛq.
Proof. By Lemma 9.6 we have Ext1pMpjq,Mpjqq “ 0, this implies that OpMq is open, for example see
[16, 1.7 Corollary 3].
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By Lemma 9.2 we have examples of E-rigid indecomposable Λ- modules i.e.EΛpMpjqq “ 0. The next result
shows that we already know all E-rigid Λ-modules, this result can be seen as a consequence of Lemma 10.5,
but we have been mentioned that for τ0 the proof of some result may be made with explicit computations,
here we give an example.
Proposition 9.8. If N is a indecomposable Λ-module and N is not of the form Mpjq for some arc j of
Σn, then EΛpNq ą 0.
Proof. Let W be the string associated to N and assume that N is not E-rigid. Given a non-initial arc j
of Σn we have the string Wj is one of the following
1pi,`q, with i P r1, n´ 1s,
ε ¨ ¨ ¨ amj with mj P r1, n´ 1s,
a´1nj ¨ ¨ ¨ ε ¨ ¨ ¨ amj with mj ď nj and mj P r1, n´ 1s,
anj ¨ ¨ ¨ amj with n´ 2 ě nj ě mj .
Therefore W is different to Wj for any arc j of Σn, here we use Remark 11. If W “ an´1 ¨ ¨ ¨ al with l ą 1 we
have NpW q looks like
0 Ñ ¨ ¨ ¨ 0 Ñ CÑ ¨ ¨ ¨ Ñ C.
By [8] we get τ´1pNpW qq “ Npε´1an´1 ¨ ¨ ¨ al´1q. Since
Npε´1an´1 ¨ ¨ ¨ al´1q : 0 // ¨ ¨ ¨ // 0 // C id // ¨ ¨ ¨ id // C
p 10 q // C2 p
0 1
0 0 q
ff
we have HomΛpτ´1pNpW qq, NpW qq ‰ 0. Proposition 3.2 implies EΛpNpW qq ą 0. The case when l “ 1 is
similar and follows from [8].
If W “ a´1nW ¨ ¨ ¨ ε´1 ¨ ¨ ¨ amW with 1 ă mW ă nW , then
NpW q : 0 // ¨ ¨ ¨ // 0 // C id // ¨ ¨ ¨ id // C p
1
0 q // C2 id // ¨ ¨ ¨ id // C2 p
0 1
0 0 q
ff
and by [8] we get τ´1pNpW qq “ NpanW´1WamW´1q. From definitions we get HomΛpτ´1pNpW qq, NpW qq ‰
0, so EΛpNpW qq ą 0. The case when mW “ 1 is similar and follows from [8]. Since the indecomposable
Λ-modules are parametrized by strings, the proposition follows from Theorem 5.1.
Now we interpret the g-vector of a representation Mpjq in terms of intersection numbers. The three lemmas
below follow from Remark 13 and Lemma 3.1. For instance
Lemma 9.9. For a pending arc i1k with k P t1, 2, . . . , nu we have
gΛpMpi1kqql “
$&% 2 if l “ k ´ 1,´1 if l “ n,
0 in otherwise.
Proof. We start with the pending arc i1k, from Remark 13 we obtain In “ Npa´11 ¨ ¨ ¨ ε ¨ ¨ ¨ a1q and
Npanj´2 ¨ ¨ ¨ a1q “ Npamj´2 ¨ ¨ ¨ a1q because nj “ k “ mj , remember that the string associated to i1k is
a´1k ¨ ¨ ¨ ε ¨ ¨ ¨ ak. By the other hand Ik´1 “ Npak´2 ¨ ¨ ¨ a1q. The result follow from Lemma 3.1.
Lemma 9.10. Let j be an arc. If j is not a initial arc, it is not a pending arc and it intersects to in in
the interior of Σn, then we have
gΛpMpjqql “
$’’&’’%
1 if l ` 1 is the minimum of k such that dimpMpjqqk “ 1,
1 if l ` 1 is the minimum of k such that dimpMpjqqk “ 2,
´1 if l “ n,
0 in otherwise.
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Lemma 9.11. Let j be an arc. If j is not an initial arc, it is not a pending arc and it does not intersect
to in, then we have
gΛpMpjqql “
$&% 1 if l ` 1 is the minimum of k such that dimpMpjqqk “ 1,´1 if l is the maximum of k such that dimpMpjqqk ‰ 0,
0 in otherwise.
Proposition 9.12. The set
tCΛpMpjqq : j is an arc of Σnu
is linearly independent over C.
Proof. From the three lemmas above we have that the g-vectors gΛpMpjqq are pairwise different. For n
even the result follows directly from [11, Proposition 4.3] since kerpCQq “ 0. For n arbitrary we can adapt
the argument in proof of [11, Proposition 4.3] as follows. Define
Qně0 “ tpx1, x2, . . . , xnq P Qn : xi ě 0 for all iu,
Qnsucc “ tpx1, x2, . . . , xnq P Qně0 : xi ‰ 0 implies xi`1 ‰ 0 u,
Qn0 “ tpx1, x2, . . . , xnq P Qně0 : xn “ 0u.
We can define two partial orders in Zn. Let a,b P Zn be vectors. We say a ď b if there exist some e P Qnsucc
such that a “ b` CQe and a ĺ b if there exist some f P Qn0 such that a “ b` CQf. These two orders induce
two partial orders on the set of Laurent monomials in n variables x1, x2, . . . , xn. We say x
a ď xb if a ď b
and xa ĺ xb if a ĺ b. We define the degree of xa as degpxaq “ a.
If socpMpjqq “ Sn (the socle of Mpjq) , then CΛpMpjqq has an unique monomial of maximal degree with
respect to ď, namely gΛpMpjqq. If socpMpjqq “ Si with i ‰ n, then CΛpMpjqq has an unique monomial of
maximal degree with respect to ĺ given by gΛpMpjqq. Since the g-vectors are pairwise different we have that
the Caldero-Chapoton functions are pairwise different. Now assume λ1CΛpMpj1qq ` ¨ ¨ ¨ ` λtCΛpMpjtqq “ 0
for some λl P C. We can assume that λl ‰ 0 for all l.
It can be seen that if socpMpjqq “ Sn, then xgΛpMpjqq does not occur as a summand of any CΛpMpkqq
with socpMpkqq “ Si and i ă n. If there exist an index s0 such that Mpjs0q has socle Sn, then there exist an
index s such that xgΛpMpjsqq is ď-maximal in the set of txgΛpMpjlqq : socpMpjlqq “ Snu. Since the g-vectors
are pairwise different we can conclude that λs “ 0. Indeed, xgΛpMpjsqq does not occur as a summand of any
CΛpMpjlqq with l ‰ s, which is a contradiction.
If socpMpjlqq ‰ Sn for all l, then there exist an index r such that xgΛpMpjrqq is ĺ-maximal in the
set of txgΛpMpjlqq : 1 ď l ď tu. Since the g-vectors are pairwise different we have that xgΛpMpjrqq does
not occur as a summand of any of the CΛpMpjlqq with l ‰ r. Thus λr “ 0, a contradiction. Therefore
CΛpMpj1qq, . . . , CΛpMpjtqq are linearly independent.
9.2. Generic version
In this section we obtain generic version of the results of the last section. Given a triangulation τ of Σn
we construct an strongly reduced irreducible component of decreppΛq, see Section 4.
Denote by Zj the irreducible component of decreppΛq that contains OpMpjqq. We know OpMpjqq is open,
so it is dense in Zj . Then EΛpZjq “ EΛpMpjqq “ 0. In the notation of Section 4 this means, in particular, that
Zj is a strongly reduced irreducible component of decreppΛq. We can think that some generic homological
data of Zj is encoded in the homological data of Mpjq.
Proposition 9.13. Given a triangulation τ of Σn and two arcs j1, j2 P τ we have EΛpZj1 , Zj2q “ 0.
Proof. By Lemma 9.5 we know EΛpMpj1q,Mpj2qq “ 0. It can be seen that the set OpMpj1qq ˆOpMpj2qq
is open in Zj1 ˆ Zj2 . Indeed, from Lemma 9.7 we know that OpMpjlqq is open in Zjl for l “ 1, 2. The claim
follows from the equality of sets
AˆBzpC ˆDq “ rpAzCq ˆBs Y rAˆ pBzDqs,
because Zj1 ˆ Zj2zrOpMpj1qq ˆOpMpj2qqs would be the union of two closed sets.
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If pM,Nq P OpMpj1qq ˆOpMpj2qq, then EΛpM,Nq “ 0. Since Zj1 and Zj2 are irreducible, we have
OpMpj1qq ˆOpMpj2qq is dense in Zj1 ˆ Zj2 . Then EΛpZj1 , Zj2q “ 0.
The next result is a consequence of Theorem 4.3 and Proposition 9.13.
Proposition 9.14. Given a triangulation τ “ tj1, . . . , jnu of Σn, the closed set
Zτ “ Zj1 ‘ ¨ ¨ ¨ ‘ Zjn
is a strongly reduced irreducible component of decreppΛq.
We introduce some notation that, albeit non-standard, shall be useful to us. Given a vector v “
pv1, . . . , , vnqt P Zn we write v “ v1r1s ` ¨ ¨ ¨ ` vnrns. Moreover, we write rn1, n2s Ď r1, ns to simplify 1rn1s `
¨ ¨ ¨ ` 1rn2s. For example, with this notation, 2rn1, n2s means 2rn1s ` ¨ ¨ ¨ ` 2rn2s.
The next proposition generalizes [11, Proposition 9.4].
Proposition 9.15. The set
tCΛpZq : Z P decIrrs.rpΛq, EΛpZq “ 0u
generates the Caldero-Chapoton algebra AΛ as C-algebra, where decIrrs.rpΛq denotes the strongly reduced
irreducible components of decreppΛq.
Proof. Only remains to prove that the Caldero-Chapoton functions of the non-E-rigid representations
can be expressed in terms of the Caldero-Chapoton functions of the E-rigid representations. Let L1 “
a´1n1 ¨ ¨ ¨ ε ¨ ¨ ¨ am1 with m1 ă n1 be a string and let m2 ď n be an integer. A direct calculation yields the
following equations
CΛpNpL11qq “ CΛpNpL1qq ` CΛpNpWrm1,n1´2sqq
CΛpNpWrm2,nsqq “ CΛpNpWrm2,n´1sqq ` CΛpS´m2´1q
Here we set WH “ 0 and S´0 :“ 0. The proposition follows from Proposition 9.8. Indeed, let us verify the
first equality: set N1 “ NpL1q, N 11 “ NpL11q and M “ NpWrm1,n1´2sq. With that convention we obtain that
gΛpN1q “ rn1 ´ 1s ` rm1 ´ 1s ´ rns “ gΛpN 11q and gΛpMq “ ´rn1 ´ 2s ` rm1 ´ 1s.
For M : the dimension vector of sub-representations are given by h0 “ 0 and hi “ rn1 ´ i´ 1, n1 ´ 2s,
where i P r1, n1 ´m1 ´ 1s. From this we get the vectors CQh0 “ h0 and CQhi “ rn1 ´ 1, n1 ´ 2s ´ rn1 ´
2´ i, n1 ´ 1´ is, where i P t1, . . . , n1 ´m1 ´ 1u. Therefore,
CΛpMq “ x´rn1´2s`rm1´1s
n1´m1´1ÿ
i“0
x´rn1´i´2,n1´i´1s`rn1´1s`rn1´2s.
Note that all the dimension vectors of N1 are dimension vector of N
1
1 and the only vectors that are
dimension vectors of N 11 but not of N1 are ej “ rn´ j ` 1, ns, where j P rn´ n1 ` 2, n´m1 ` 1s. Besides,
if we consider a as dimension vector of N1, then χpGrapN1qq “ χpGrapN 11qq and χpGreipN 11qq “ 1, for all
i P t1, . . . , n1 ´m1 ´ 1u.
In the following sum, a runs over all the dimension vectors of N1:
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CΛpN 11q “ xrn1´1s`rm1´1s´rnsp
ÿ
a
χpGrapN 11qqxCQa `
n´m1`1ÿ
j“n´n1`2
xCQej q
“ xrn1´1s`rm1´1s´rns
ÿ
a
χpGrapN1qqxCQa ` xrn1´1s`rm1´1s´rns
n´m1`1ÿ
j“n´n1`2
xCQej
“ CΛpN1q ` xrn1´1s`rm1´1s´rns
n´m1`1ÿ
j“n´n1`2
x´rn´i,n´i`1s`rns
“ CΛpN1q ` xrn1´1s`rm1´1s´rns
n1´m1´1ÿ
i“0
x´rn1´i´2,n1´i´1s`rns
“ CΛpN1q ` xrn1´1s`rm1´1s
n1´m1´1ÿ
i“0
x´rn1´i´2,n1´i´1s
“ CΛpN1q ` x´rn1´2s`rm1´1s
n1´m1´1ÿ
i“0
x´rn1´i´2,n1´i´1s`rn1´1s`rn1´2s
“ CΛpN1q ` CΛpMq.
The first equality is completed. Now we verify the second equality, recall the notation before this
proposition. Set N2 “ NpWrm2,n´1sq and N 12 “ NpWrm2,nsq. From definitions we get that gΛpN2q “ rm2 ´
1s ´ rn´ 1s and gΛpN 12q “ rm2 ´ 1s.
For N2: the dimension vector are given by f0 “ 0 and fj “ rn´ j, n´ 1s, where j P t1, 2, . . . , n´
m2u. Therefore CQf0 “ f0 and CQfj “ ´rn´ j ´ 1, n´ js ` rn´ 1s ` rns. In this case we know that
χpGrfj pN2qq “ 1 for all j P r0, n´m2s. Then
CΛpN2q “ xrm2´1s´rn´1s
n´m2ÿ
j“0
x´rn´j´1,n´js`rn´1,ns
For N 12: the dimension vector are given by e0 “ 0 and ei “ rn´ pi´ 1q, ns, for i P t1, 2, . . . , n´m2 ` 1u.
From this, we get that CQe0 “ e0 and CQei “ ´rn´ i, n´ i` 1s ` rns where i P t1, 2, . . . , n´m2 ` 1u.
Then
CΛpN 12q “ xrm2´1s
n´m2`1ÿ
i“0
x´rn´i,n´i`1s`rns
“ xrm2´1sp1`
n´m2`1ÿ
i“1
x´rn´i,n´i`1s`rnsq
“ xrm2´1sp1`
n´m2ÿ
j“0
x´rn´j´1,n´js`rnsq
“ xrm2´1s ` xrm2´1s
n´m2ÿ
j“0
x´rn´j´1,n´js`rns
“ xrm2´1s ` xrm2´1s´rn´1s
n´m2ÿ
j“0
x´rn´j´1,n´js`rn´1s`rns
“ xrm2´1s ` CΛpN2q
“ CΛpS´m2´1q ` CΛpN2q
The second equality is completed.
10. The Caldero-Chapoton algebra for an arbitrary triangulation
In this section we will extend the main results of the previous section. Let τ be any triangulation of Σn
and let Λpτq be the algebra associated to τ . We can find a triangulation T of rΣn such that G ¨ T “ τ . By
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Lemma 8.4 we have that the push-down functor pi˚ : ΛpT q -mod Ñ Λpτq -mod is a G-precovering. Recall that
G “ Z3 acts on rΣn by an appropriate rotation. In this section we are going to prove that pi˚ is a G-covering.
We are going to use this to characterize the EΛpτq-rigid representations.
We are following the notation of [31, Section 5]. For τ “ tt1, t2, . . . , tnu we write, unless we say
something else, the triangulation T according to its orbits, namely T “ tt1,1, t1,2, t1,3, . . . , tn,1, tn,2, tn,3u.
If we denote by xi,j the initial cluster variable associated with the arc ti,j , then the initial cluster will be
x0 “ px1,1, x1,2, x1,3, . . . , xn,1, xn,2, xn,3q. If we associated the variable zi to the arc ti, then we obtain a
morphism of algebras pi : Crx˘i,js Ñ Crz˘i s, given by pipxi,jq “ zi for i “ 1, . . . , n and j “ 1, 2, 3. The action
of Z3 on T allow us to define the following function
pi : N3n Ñ Nn, pippa1,1, a1,2, a1,3, . . . , an,1, an,2, an,3qtqi “ ai,1 ` ai,2 ` ai,3.
We hope that the reader is not confused with our unfortunately choice of pi for different maps. For us the
arc tn P τ will denote the pending of the triangulation and tn,1, tn,2, tn,3 are the three sides of the triangle
invariant under the action of Z3 on rΣn. Therefore the matrix CQpT q has a decomposition in blocks of size
3ˆ 3. Recall that by definition CQpT q is skew-symmetric, moreover CQpT q is skew-symmetric by blocks and
every block is a multiple of the identity of size 3, except for the block n, n that corresponds to the adjacency
of the 3-cycle of QpT q with vertices tn,1, tn,2, tn,3.
Lemma 10.1. The push down functor pi˚ : ΛpT q -mod Ñ Λpτq -mod is a Galois G-covering.
Proof. By Lemma 2.2 we only need to prove that pi˚ is dense. Well, by Proposition 8.2 and Proposition
8.3 we know that Λpτq is a finite-dimensional gentle algebra. From Theorem 5.1 we have that the strings
parametrize the indecomposable modules of Λpτq. Since we work in Krull-Schmidt categories we need to
prove that the Galois G-covering pi : ΛpT q Ñ Λpτq induces a surjective function between the set of all string
of those algebras and that pi˚pNpW˜ qq – NpW q where W˜ is a string of ΛpT q such that G ¨ W˜ “W , recall
that NpW q denotes the string module associated to W . The last fact follows from definitions.
Suppose the pending arc of τ is based at vi. Assume W “W2εkpW qW1 is a string for Λpτq with Wi a string
without the letter ε for i “ 1, 2 and kpW q P t´1, 0,`1u. Recall that ε is the loop based at the pending arc of
τ . It is clear that if W1 does not contain the letter ε, then W1 can be lifted to a string with letters contained
in one of the three fundamental region divided by the dashed blue lines, see Figure 6, say that is contained
in the region that contains to rui, ui`n`1s. Note that the final letter of W1 must be a1 or b´11 , see Figure 6.
Now, if kpW q “ 0, then W itself can be lifted to a word in that region. If kpW q “ 1, we choose ε3,1 and W2
can be lifted to a string in the third fundamental region containing rui, ui`2pn`1qs. If kpW q “ ´1, we put
the letter ε2,1 and it is clear that W2 can be lifted to a string of ΛpT q with letter of the second fundamental
region containing rui`n`1, ui`2pn`1qs. Therefore the string W can be lifted to one string W˜ of ΛpT q. Note
that W˜ depends on where we lifted the tail point of W1. The proof of the lemma is completed.
Lemma 10.2. The push down functor pi˚ : ΛpT q -mod Ñ Λpτq -mod induces a Galois G-covering pi˚ :
decreppΛpT qq Ñ decreppΛpτqq.
Proof. Let R “ CQpT q0 be the vertex span of ΛpT q. We can see that RG “ CQpτq0 is the vertex
span of Λpτq. With this notation it is clear that a decorated representation pM,V q is a pair where
M P ΛpT q -mod and V P R -mod. For V P R -mod we can define pi˚pV q P RG -mod as in Remark 8. We put
pi˚pM,V q “ ppi˚pMq, pi˚pV qq and the lemma follows from the fact that HomdecreppΛpT qqppM,V q, pN,W qq “
HomΛpT qpM,NqÀHomRpV,W q.
Now, we can extend Lemma 9.1 to other triangulations. Recall that we denote by r`pjq (resp. r´pjq) the
arc of Σn that we obtain by rotating j in counterclockwise (resp. clockwise) for an angle of 2pi{pn` 1q.
Corollary 10.3. Let σ be a triangulation of Σn and let j be an arc of Σn not in σ.
(a) Assume Mpj, σq is not projective, then τpMpj, σqq “Mpr`pjq, σq.
(b) Assume Mpj, σq is not injective, then τ´pMpj, σqq “Mpr´pjq, σq.
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ui`n`1
ui`2pn`1q
ε3,1
ε2,3
ε1,2
a1
b1
Figure 6. Fundamental regions in rΣn. The sub-index in the red arrows indicates which fundamental
regions they connect.
Proof. This is a consequence of the An case from [10, Theorem 2.13] and Theorem 2.3. Let rj be a lifting
of j in rΣn and let rσ be the lifting of σ.
(a). From [10, Theorem 2.13] we see that τpMprj, rσqq “Mpr`pj˜q, rσq and by applying pi˚, from [4, Theorem
4.7 (1)], we get what we want, τpMpj, σqq “Mpr`pjq, σq. The proof of (b) is similar.
The reader can compare the next proposition and Proposition [31, Proposition 7.15].
Proposition 10.4. Let τ be a triangulation of Σn and let Λpτq be the algebra associated to τ . Suppose
T is the triangulation of rΣn such that G ¨ T “ τ . If M is an indecomposable representation of Λ -mod, then
pi˚pMq is EΛpτq-rigid if and only if EΛpT qpM, g ¨Mq “ 0 for any g P G.
Proof. The proposition follows from Proposition 3.2 and the following equalities
dim HomΛpτqpτ´ppi˚pMqq, pi˚pMqq “ dim HomΛpτqppi˚pτ´pMqq, pi˚pMqq
“ dim à
gPG
HomΛpT qpg ¨ τ´pMq,Mq
“
ÿ
gPG
dim HomΛpT qpτ´pg ¨Mq,Mq.
Since pi˚ is a Galois G-covering, Lemma 10.1, the first equality follows from Theorem 2.3, see [4, Theorem
4.7 (1)]. The second line follows from definition of G-precovering and the third line is a consequence that
g ¨ ´ is an isomorphism of categories. This conclude the proof.
Lemma 10.5. Let N be an indecomposable representation of Λpτq. Then N is EΛ-rigid if and only if
N “Mpj, τq for some arc j of Σn.
Proof. Let M be a representation of Λpτq such that pi˚pMq “ N , recall that pi˚ is dense. From [10,
Corollary 2.12] we know that there is a bijection between the indecomposable representations of ΛpT q and
the diagonals of rΣn not in T . Then M “Mprj, T q for some arc rj of rΣn. By Proposition 10.4 we know
that N is EΛpT q-rigid if and only if EΛpT qpM, g ¨Mq “ 0. We need to analyze dim HomΛpT qpτ´1pg ¨Mq,Mq.
Suppose rj “ rul, ul`ks for some l P r0, 3n` 1s , then g ¨M “Mprul´pn`1q, ul`k´pn`1qs, T q and τ´1pg ¨Mq “
Mprul´n´2, ul`k´n´2s, T q. This means, in particular, that g ¨M is an arc representation. By [10, Lemma
2.5], the Auslander-Reiten formulas and [10, Remark 2.15] if EΛpT qpM, g ¨Mq “ 0 for any g P Z3, then we can
conclude that rj has to be an admissible arc of rΣn, therefore G ¨ rj “ j is an arc of Σn and N “ pi˚pMprj, T qq “
Mpj, τq. The proof of the lemma is completed.
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Remark 14. Let F : AÑ B be a Galois G-precovering. Then F is faithful, see [4, Lemma 2.6 (2)].
Lemma 10.6. Let Il be the indecomposable injective at l P QpT q. Then pi˚pIlq – IG¨l, where IG¨l is the
indecomposable injective at G ¨ l.
Proof. Let D “ HomCp´,Cq be the standar C-dual functor. Remember that Ilpkq “ DHompek, elq and
pi˚pIlqpG ¨ kq “ÀgPZ3 DHompg ¨ ek, elq. By definition there exist an isomorphism pik,l˚ : ÀgPZ3 Hompg ¨ ek, elq Ñ
HompG ¨ ek, G ¨ elq. In other words, for any k P QpT q0 we get an isomorphism pik,l˚ : IG¨lpG ¨ kq Ñ
pi˚pIlqpG ¨ kq. Let α : k1 Ñ k2 P QpT q be an arrow. It can be shown that pik2,l˚ ˝ pIG¨lqG¨α “ pi˚pIlqG¨α ˝ pik1,l˚ .
Lemma 10.7. If f : M Ñ N is injective in ΛpT q -mod, then pi˚pfq : pi˚pMq Ñ pi˚pNq is injective in
Λpτq -mod.
Proof. Remember that f “ pfiqiPQpT q0 is a 3n-tuple of linear transformations and by hypothesis
we have that dim rank fi “ dimMi. The lemma follows from Remark 8 and that dim rankpi˚pfqG¨i “ř
gPZ3 dim rank fg¨i.
Lemma 10.8. Let rj be an arc of rΣn. For M :“Mprjq P ΛpT q -mod, let
0 ÑM Ñ I0 Ñ I1
be a minimal injective presentation of M . Then
0 Ñ pi˚pMq Ñ pi˚pI0q Ñ pi˚pI1q
is a minimal injective presentation of pi˚pMpαqq.
Proof. The lemma follows from the fact that pi is dense, Lemma 10.7 and Lemma 10.6.
We shall discuss about the Caldero-Chapoton algebra associated to different triangulation. Let T1 and T2
be triangulations of rΣn. Denote by Ai :“ AΛpTiq the Caldero-Chapoton algebra corresponding for i “ 1, 2.
Let Di the C-subalgebra of Ai generated by CΛpTiqpMprj, Tiqq for any admissible arc rj of rΣn for i “ 1, 2.
Lemma 10.9. With the above notation D1 and D2 are isomorphic as C-algebras.
Proof. Let ϕ : A1 Ñ A2 be the corresponding isomorphism of cluster algebras. This isomorphism sends
a cluster variable to the corresponding Laurent Polynomial in the initial seed associated to T2, i.e xri ÞÑ
CΛpT2qpM p˜i, T2qq for an arc ri in T1. Suppose that we can get T2 from T1 by the flip sequence psl, sl´1, . . . , s1q.
By [18] we conclude that CΛpT1qpMprj, T1qq “ CΛpT2qpµs1µs2 ¨ ¨ ¨µslpMprj, T2qqq, then
ϕpCΛpT1qpMprj, T1qqq “ CΛpT2qpMprj, T2qq.
That means that ϕ can be restricted to D1 and we obtain the isomorphism desired. The lemma is completed.
Remark 15. Let W be a string of Σn. Consider a lifting ĂW of W on rΣn. If f is a dimension vector of
some sub-representation of NpĂW q, then pipyCQpT q¨fq “ zCQpτq¨pipfq. Indeed, we need to prove that
pipyCQpT qi,1 ¨fi,1 y
CQpT qi,2 ¨f
i,2 y
CQpT qi,3 ¨f
i,3 q “ zCQpτqi ¨pipfqi (10.1)
for any i P r1, ns, here CQpT qi,j denote the pi, jq-th row of the matrix CQpT q. For i ă n the calculation is
straightforward and we will concentrate in the case when i “ n. Assume i “ n, we orient the arcs tn,1, tn,2, tn,3
in counter clockwise on rΣn. This orientation determines the pn, nq block of CQpT q. In order to obtain (10.1)
Page 28 of 33 DANIEL LABARDINI-FRAGOSO AND DIEGO VELASCO
we need that
pfn,2 ´ fn,1q ´ pfn,3 ´ fn,1q ` pfn,3 ´ fn,2q “ 0. (10.2)
The observation is that (10.2) is true in case f is the dimension vector of an indecomposable representation
of ΛpT q.
Lemma 10.10. Let τ be a triangulation of Σn and let Λpτq be the algebra associated to τ . Let W be a
string on Qpτq and let ĂW be a lifting of W in QpT q, where T is the triangulation of rΣn such that G ¨ T “ τ .
Then for any dimension vector e of NpW q we getÿ
f : pipfq“e
χpGrfpNpĂW qqq “ χpGrepNpW qqq.
Proof. First, we are going to introduce some notation. We write j :“ jpW q for the arc determined by W ,
note that this arc can have self intersections. We will denote Mpjq :“ NpW q. Suppose j connects vk and vl
with k ď l. So, we orient j from vk to vl. Let xp1 be the first intersection point between j and the pending
arc ppτq of τ . Let xp2 be the second intersection point between j and ppτq. We divide the arc j in three parts;
– The top part j1,0 “ rvk, xp1s.
– The center part j1,1 “ rxp1 , xp2s.
– The buttom part j0,1 “ rxp2 , vls.
Let upj “ txi : xi “ j1,0 X i with i P τu be the upper points of j. Let bpj “ tyi : yi “ j0,1 X i with i P τu be
the below points of j. For convention if j does not cross ppτq, then xp1 “ vl, xp2 “ vk and bpj “ upj , see
Figure 7.
Let L P GrepMpjqq be a sub-representation of Mpjq with dimension vector e. We are going to define an
action of C˚ on GrepMpjqq. For t P C˚ we define t ¨ L as follows:
pt ¨ Lqk “
" p tab q ¨ C if Lk “ p ab q ¨ C and dimMpjqk “ 2,
Lk in other wise.
Indeed, this define an action of C˚ on GrepMpjqq. By Lemma 2.1 we know that χpGrepMpjqqC˚q “
χpGrepMpjqqq. In this case GrepMpjqqC˚ is a finite set, then the Euler characteristic is its cardinality.
Denote by Qpjq the full sub-quiver of Qpτq defined by j. We consider the lifting rj of j on rΣn. On rΣn we can
also define the corresponding top, center and bottom part of rj.
Note that if the arc j does not cross ppτq, then rj is completely contained in one fundamental region of the
action and pi acts as a bijection between dimension vectors of sub-representations of Mprjq and dimension
vector of sub-representations of Mpjq. In other words, there exist an unique f such that pipfq “ e. Therefore
χpGrfpNpĂW qqq “ χpGrepNpW qqq.
Let L P GrepMpjqqC˚ be a sub-representation of Mpjq. It is clear that L define a walk in Qpjq and also
an unique subset F pLq of bpj Yupj . Indeed, the action we have defined allows to identify every subspace
Li with points of F pLq Ă bpj Y upj in the following way. If Li is generated by p1, 0qt, then we take the
corresponding upper point of j. If Li is generated by p0, 1qt, then we take the corresponding below point
of j. In case Li is 2 dimensional, then we take both, the upper and below point of j. It is clear that F pLq
determines an unique vector fL of Mprjq such that pipfLq “ e. This implies thatÿ
f : pipfq“e
χpGrfpNpĂW qqq ě χpGrepNpW qqq.
For any vector f of some sub-representation of NpĂW q with pipfq “ e we can find a subset Df of bpj Yupj
corresponding to a sub-representation of NpW q, namely we obtain the image under pi˚ of the representation
given by f. We make this by cuting the arc rj on rΣn along the boundary of the fundamental regions that it
crosses and gluing that parts on Σn according to the orientation we fixed on rj. This subset corresponds to
a sub-representation Lf of NpW q. By the definition of the action we can conclude that Lf P GrepMpjqqC˚ .
This shows the another inequality. Hence the lemma is completed.
The next proposition follows from Lemma 10.8, Remark 15 and Lemma 10.10. The reader can compare
this result with the discussion of [31, Remark 7.9].
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p(τ)
j
vk
vl
xp1
xp2
xikxik+1
yil yil+1
Figure 7. An arc j on Σn with respect to a triangulation τ .
Proposition 10.11. Let τ be a triangulation of Σn and let Λpτq be the algebra associated to τ . Assume
T is the triangulation of rΣn such that G ¨ T “ τ . Then for any string W of Λpτq the following equation is
true
pipCΛpT qpNpĂW qqq “ CΛpτqpNpW qq.
Proof. By expanding CΛpT qpNpĂW qq and rearranging its monomials as in Lemma 10.10 we are able to apply
Lemma 10.8 and Remark 15 to any monomial. Note that from Lemma 10.8 we have that pipgΛpT qpNpĂW qqq “
gΛpτqpNpW qq. The proposition is completed.
11. The Caldero-Chapoton algebra is a generalized cluster algebra
In this section we will state and prove our main result. Before that, we need some previous propositions.
Proposition 11.1. Let τ be a triangulation of Σn and let Λpτq be the algebra associated to τ . Assume
T is the triangulation of rΣn such that G ¨ T “ τ and j R τ . Then the Gd-orbit OpMpjqq is open in repdpΛq.
Proof. By [16, 1.7 Corollary 3] we need to prove that for any arc j of Σn we have
that ExtΛpτqpMpjq,Mpjqq “ 0. This is clear by the Auslander-Reiten formulas since EpMpjqq “ 0 “
dim Hompτ´pMpjqq,Mpjqq.
If we denote by Zpjq the irreducible component containing Mpjq, then OpMpjqq is dense in Zpjq. Therefore
Mpjq is generic and all its homological data is generic in Zpjq. We can take generic versions of the results of
the above section as in Section 9.
Repeating the arguments of Proposition 10.4 and applying what we know for the An case, for instance see
[10, Remark 2.15], we have
Proposition 11.2. Given a triangulation σ of Σn and two arcs j1, j2 P σ we have EΛpτqpZj1 , Zj2q “ 0.
The next proposition shows that the E-rigid representations generate the corresponding Caldero-Chapoton
algebra.
Proposition 11.3. The set
tCΛpτqpZq : Z P decIrrs.rpΛq, EΛpτqpZq “ 0u
generates the Caldero-Chapoton algebra AΛpτq as C-algebra.
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Proof. As in Proposition 9.15 we are going to prove that the Caldero-Chapoton functions of E-rigid
representations generate the remaining Caldero-Chapoton functions. Let rj be an arc of rΣn such that it does
not belong to any triangulation invariant under the action of Z3. By Proposition 10.4 from these arcs come
all the non-E-rigid representations of Λpτq, so what we need to do is to prove the result in this case. In
other words, we are going to prove that the Caldero-Chapoton function of pi˚pMprjqq can be expressed in
terms of the Caldero-Chapoton functions of E-rigid representations. For rj we construct a quadrilateral in
the following way; first, we choose an ending point of rj, say ui. Then we draw the triangle invariant under
the Z3-action incident to ui with sides given by rj1, rj1 and rj4. Finally, we complete the quadrilateral with the
other ending point of rj such that rj and rj1 are the respective diagonals. We label the remaining sides with rj2
and rj3. This construction is depicted in Figure 8. From [9, 10] we have that
CΛpT qpMprjqqCΛpT qpMprj1qq “ CΛpT qpMprj1qqCΛpT qpMprj3qq ` CΛpT qpMprj2qqCΛpT qpMprj4qq.
Note that rj1, rj1 and rj4 are in the same orbit. By applying the algebras homomorphism pi to the above
equation, from Proposition 10.11, we obtain
CΛpτqppi˚pMprjqqqCΛpτqppi˚pMprj1qqq “ CΛpτqppi˚pMprj1qqqCΛpτqppi˚pMprj3qqq ` CΛpτqppi˚pMprj2qqqCΛpτqppi˚pMprj1qqq.
Since we are in an integral domain, we have the desired relation
CΛpτqppi˚pMprjqqq “ CΛpτqppi˚pMprj3qqq ` CΛpτqppi˚pMprj2qqq.
The proposition is completed.
¨
ui
ui`n`1
ui`2pn`1q
rj1
rj1 rj4rj
rj2
rj3
Figure 8. The quadrilateral with rj as diagonal and with two adjacent sides of one invariant triangle of rΣn.
From the above proposition we obtain our main result.
Theorem 11.4. For any triangulation τ of Σn we have that the Caldero-Chapoton algebra AΛpτq is
isomorphic to the generalized cluster algebra ApBpτ0qq.
Proof. Let T1 and T2 be triangulations of rΣn. Denote by Ai :“ AΛpTiq the Caldero-Chapoton algebra
corresponding for i “ 1, 2. Let Di the C-subalgebra of Ai generated by CΛpTiqpMprj, Tiqq for any admissible
arc rj of rΣn for i “ 1, 2. By Lemma 10.9 we have that D1 and D2 are isomorphic. The previous Proposition
and Proposition 10.11 show that the Caldero-Chapoton algebra associated to τi “ G ¨ Ti is pipDiq for i “ 1, 2.
We conclude that the Caldero-Chapoton algebras A1 and A2 are isomorphic. Now, from [31] we know that
the image of Λpτ0q under pi is a Chekhov-Shapiro generalized cluster algebra with initial seed pBpτ0q,dτ0q.
Indeed, from [31, Lemma 5.6] and [31, Lemma 5.7] we know that the exchange polynomial are those of
Chekhov-Shapiro. The theorem is completed.
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12. Example
The example in this section is meant to illustrate our main result. It can also be considered a complement
to [11, Example 9.4.2]. Let τ0 be the special triangulation of Σ3 and let τ be the triangulation of Example
2, see Figure 9.
ˆ
v0v1
v2 v3
ˆ
v0v1
v2 v3
Figure 9. On the left side we can see the special triangulation τ0 and on the right side we have the
triangulation τ of Σ3.
It is clear that τ and τ0 are related by a flip at one arc. To ease the notation we set Λ “ Λpτq, see Example
2. From Theorem 5.1 we know that the indecomposable Λ-modules are parametrized by the strings of Λ. We
say that a string W is E-rigid if its string module NpW q is E-rigid. There are 12 indecomposable E-rigid
decorated representations of Λ of which 9 are given by the E-rigid strings 11, 12, ε, a, εb, cε, cb, b
´1εb and
cεc´1; and the remaining three are the negative simple representations of Λ. The non-E-rigid strings are 13,
b, c, b´1ε, εc´1 and b´1εc´1.
By definition CΛpS´i q “ yi for i “ 1, 2, 3. In Figure 10 we write the string module corresponding to every
arc of Σ3. The Caldero-Chapoton functions associated to the 9 E-rigid strings of Λ are
ˆ
S1
v0
ˆ
S2
v0
ˆ
Npcεbq
v0
ˆ
Npεq
v0
ˆ
Npaq
v0
ˆ
Npcεc´1q
v0
ˆ
Npεbq
v0
ˆ
Npcεq
v0
ˆ
Npb´1εbq
v0
Figure 10. The nine E-rigid representations of Λ with respect to the triangulation τ on Σ3.
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CΛpNpεbqq “ y
2
1 ` y1y2 ` y22 ` y2y3
y1y3
, CΛpS1q “ y2 ` y3
y1
,
CΛpNpcεqq “ y1y3 ` y
2
1 ` y1y2 ` y22
y2y3
, CΛpS2q “ y1 ` y3
y2
,
CΛpNpcεbqq “ y1y3 ` y
2
1 ` y1y2 ` y22 ` y2y3
y1y2y3
, CΛpNpaqq “ y2 ` y3 ` y1
y1y2
,
CΛpNpcεc´1qq “ y
2
3 ` 2y1y3 ` y21 ` y2y3 ` y1y2 ` y22
y22y3
, CΛpNpεqq “ y
2
1 ` y1y2 ` y22
y3
,
CΛpNpb´1εbqq “ y
2
1 ` y1y2 ` y22 ` 2y2y3 ` y23 ` y1y3
y21y3
.
The Caldero-Chapoton functions associated to the non-E-rigid strings of Λ are
CΛpNpbqq “ y1 ` y2 ` y3
y1
, CΛpS3q “ y1 ` y2, CΛpNpcqq “ y3 ` y1 ` y2
y2
,
CΛpNpb´1εqq “ y
2
1 ` y1y2 ` y1y3 ` y22 ` y2y3
y1y3
,
CΛpNpεc´1qq “ y1y3 ` y
2
1 ` y1y2 ` y2y3 ` y22
y2y3
,
CΛpNpb´1εc´1qq “ y1y3 ` y
2
1 ` y1y2 ` y22 ` y2y3 ` y23 ` y1y3 ` y2y3
y1y2y3
.
Remark 16. According to Proposition 11.3 we have that the Caldero-Chapoton functions of indecom-
posable E-rigid representations generate the remaining Caldero-Chapoton functions. In this case we get the
following relations
CΛpS3q “ CΛpS´1 q ` CΛpS´2 q,
CΛpNpbqq “ CΛpS1q ` 1,
CΛpNpcqq “ CΛpS2q ` 1,
CΛpNpb´1εqq “ CΛpNpεbqq ` 1,
CΛpNpεc´1qq “ CΛpNpcεqq ` 1,
CΛpNpb´1εc´1qq “ CΛpNpcεbqq ` CΛpNpaqq.
These relations correspond to the procedure of the proof of Proposition 11.3. With the notation of [11,
Example 9.4.2] we can define the following isomorphism of the corresponding Caldero-Chapoton algebras
ϕ : AΛpτq Ñ AΛpτ0q. We set y1 ÞÑ x1, y2 ÞÑ CΛpτ0qp2q “ x1`x3x2 and y3 ÞÑ x3. This morphism sends the Caldero-
Chapoton function of the arc representation associated to one arc of τ to the Caldero-Chapoton function
with respect to Λpτ0q of the same arc.
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