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NOTES ON A SOCIAL TRANSMISSION MODEL WITH A
CONTINUUM OF AGENTS
BENJAMIN GOLUB
1. Introduction
This note presents a simple overlapping-generations (OLG) model of the transmission
of a trait, such as a culture. Initially, some fraction of agents carry the trait. In each
time period, young agents are “born” and are influenced by some older agents. Agents
adopt the trait only if at least a certain number of their influencers have the trait. This
influence may occur due to rational choice (e.g., because the young agents are playing a
coordination game with old agents who are already committed to a strategy), or for some
other reason. In any case, our interest is in how the process of social influence unfolds
over time, and whether a trait will persist or die out.
Agents differ both in how many people they are influenced by (their in-degrees), as
well as how likely they are to be observed by others (their out-degrees). Our model puts
the focus on the heterogeneity in these “sociability” attributes, and asks how they affect
the long-run fate of the trait in question. Even with a simple model of the network that
focuses only on amounts of interaction, the answers are subtle. For example, suppose we
perform a mean-preserving spread of influence, making some high-influence agents more
influential while low-influence agents become less influential, while the total number of
interactions remains fixed. What effect does this have on a trait’s likelihood of persisting?
We can answer questions like this by deriving simple laws of motion that characterize
the prevalence of the trait over time, and the steady state. Indeed, if we choose a
convenient measure xt of prevalence, we can describe its evolution in a simple way, writing
xt = f(xt−1)
for a nice, simple f . This allows for a description of the dynamics of prevalence that is
both analytically simple and easy to visualize. The key is to find the right measure of
prevalence (xt), and the right f , to make this true. This note explains how this is done.
The tractability lets us shed some light on what network properties matter for contagion.
Indeed, the model is tractable enough to permit the study of several different kinds
of transmission. One kind is a simple contagion, where being influenced by one person
suffices to transmit the trait. Another kind is complex contagion, where an agent can
only be activated by encountering multiple carriers of the trait. While both can be nested
within the same analytical framework, these two types of processes are extremely different
in their behavior. Simple contagions can persist starting from a very small population
of initial carriers, while complex contagions have a tipping point: they require a critical
mass before they are viable. Complex contagions are also more sensitive to the details
of interaction: their viability can collapse discontinuously as we increase immunity very
slightly. Simple contagions are not susceptible to this sort of “fragility.”
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2 BENJAMIN GOLUB
The model may also be pedagogically useful, for two reasons. First, standard models
of diffusion, e.g. as taught in Jackson (2008, Section 7.2) use approximate calculations
in large finite networks. The core idea is that branching process ideas help in thinking
about large random graphs. But one must do a fair amount of work to check that the
approximations involved are legitimate.1 In the present model, which has a continuum
of agents, no approximations are needed, and we can make the analogy between large
random graphs and branching processes very tight. Second, standard expositions often
start with the case of undirected networks, where all contacts are bi-directional. In such
models, an agent’s opportunities to be influenced are identical to her opportunities to
influence others. That approach requires a certain subtlety to be dealt with from the very
beginning: agents who are exposed to more influence are necessarily disproportionately
influential. This “friendship paradox” effect is important but creates an additional hurdle
for the student. In our exposition, we can start with a simple model where there is no
necessary coupling between influencing and being influenced. After introducing that
simpler case and getting comfortable with the mechanics of the model, we can then move
on to the subtleties of the friendship paradox. We can also easily study some alternative
assumptions which may be realistic, e.g. that agents who had very many opportunities
to be infected may in fact be avoided by others and so less likely to influence them.
2. Homogeneous influence
There a sequence of cohorts, N0, N1, N2, . . .. For each t, the cohort Nt is a copy of the
continuum [0, 1]; its members, called agents, are labeled it, where i ∈ [0, 1]. The time-t
cohort Nt lives for two periods: at time t, its agents are young; they are influenced by
elders (members of Nt−1), and their own state is determined. Then, at time t + 1, they
are old, and their state is observed by the young of the next cohort.
The state in this simple model is binary: some agents are active (interpreted as infected,
actively manifesting a culture, aware of information, etc.) and others are not. Formally,
there is a random variable A(it) ∈ {0, 1} associated with each agent it, reflecting whether
that agent is active or not. As an initial condition, a fraction q0 of the initial cohort is
active.2
We begin with a homogeneous version of the model, in which the young sample uni-
formly from the old. In other words, old agents do not differ systematically from each
other in their propensity to be observed by younger agents.
For each t ≥ 1, the timing is as follows:
(1) For each it ∈ Nt, a set of edges is created.
(a) First we randomly draw an in-degree din(it) for the agent it, which is dis-
tributed according to a probability distribution function P with support on
the nonnegative integers.3
(b) We sample din(it) agents from the t−1 cohort Nt−1, uniformly at random.
For each such agent jt−1 sampled, we create a directed influence edge (jt−1, it).
The agents thus sampled are called it’s influencers.
1To our knowledge this has been carried out only for simple contagion in some standard random graph
models, but most of the physics literature relies on numerical simulations to validate a mean-field ap-
proach.
2We don’t care too much which ones. For concreteness, we can say that all i0 with i ∈ [0, q0] are active.
3P (d) is the probability of having in-degree d.
3The random draws just discussed—the in-degree draws and each agent’s sampling
of influencers—are independent of each other.4
(2) If A(jt−1) = 1 for at least τ distinct influencers of it, then A(it−1) = 1.
The evolution of the fraction of actives is the key endogenous variable. Let qt denote
the fraction of agents active at time t, or equivalently the probability that an agent
sampled uniformly at random is active at time t.
The remaining subsections analyze this model.
2.1. A simple case: Binomial influence. It is useful to start by considering the case
where P is the binomial distribution with k trials and success probability p. Here k is a
positive integer and p ∈ [0, 1]. This case can be interpreted as follows. For each t ≥ 1,
each agent it samples k potential influencers (uniformly at random from the population,
and independently of all others’ sampling), and each potential influencer becomes an
influencer of it with probability p, independently.
The special case we have described is called the (k, p) binomial influence process. It
is useful because it gives a simple one-parameter way to vary P (by varying p). We will
analyze the evolution of qt for any given q0 and see how this evolution, and especially
the long-run outcome, depends on p. Throughout the section, we fix k and treat p as the
main parameter.
Example 1. We begin with the case τ = 1. For t ≥ 1,
qt = 1− (1− pqt−1)k. (1)
The reason is as follows. The agent it is active if this agent has at least one potential
influencer who becomes an actual influencer and who is active. This combination of
events happens for a given potential influencer with probability pqt−1. (The first factor is
the probability of the potential influencer becoming an actual influencer, and the second
is the probability that this member of Nt−1, sampled uniformly at random, is active.)
The quantity (1−pqt−1)k is the probability that the combination fails to happen for each
of the k potential influencers.
Remark 1 (No aggregate uncertainty). Note that the evolution of qt is determinis-
tic. Though individual agents have random outcomes—in terms of whom they observe,
whether they become active, etc.—a continuum population ensures that laws of large
numbers apply exactly and so the realized fraction of active agents is nonrandom.
By generalizing the logic of Example 1 we deduce:
Proposition 1. Define the function fp : [0, 1]→ [0, 1] by
fp(q) =
k∑
k′=τ
(
k
k′
)
(pq)k
′
(1− pq)k−k′ . (2)
Under the (k, p) binomial influence process, for t ≥ 1, the fraction qt of active agents
satisfies:
qt = fp(qt−1). (3)
4The independence holds both across different it and within a given agent’s sampling. There are some
technical subtleties having to do with a continuum of random variables, but none that cause any problems
for what follows.
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p = 2/3
p = 1/3
1
1
fp(q)
q0
q1
q2
q
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q* (2/3)
Figure 1. The function fp(q) in the τ = 1, k = 3 case for p = 2/3 (in
green) and p = 1/3 (in orange). The “staircase” illustrates how we can
visualize the sequence defined by qt = fp(qt−1) from (3), starting from
a given q0. Note that the analogous process on the orange curve would
converge to 0.
Figure 1 depicts two examples of the function fp, and also one example of using such
a plot to visualize the iteration qt = fp(qt−1) starting from a given q0.
Here are two exercises to help with understanding this basic proposition.
Exercise 1. Show that the dynamic given by equation 1 is a special case of the result
in Proposition 1.
Exercise 2. Prove Proposition 1 (at the same level of rigor as our discussion of Example
1).
Now we turn to analyzing the dynamics of the share of actives.
Definition 1. Let the process start with a fraction q0 ∈ [0, 1] initially infected. Define
q∞(q0; p) = lim
t→∞
qt
when the limit exists.
By Proposition 1, when the limit defining q∞(q0; p) exists, it can be written as
q∞(q0; p) = lim
t→∞
f tp(q0),
where f tp stands for the function fp applied t times.
2.1.1. Dynamics of simple contagion: τ = 1. We now study the case where the threshold
is τ = 1, so that a single active influencer suffices to activate an agent.
The following proposition gives a characterization of the function q∞(q0; p) in the τ = 1
case.
50.2 0.4 0.6 0.8 1.0
p
0.0
0.2
0.4
0.6
0.8
1.0 q*(p)
Figure 2. The function q∗(p) in the τ = 1 case for k = 3.
Proposition 2. Let τ = 1. The quantity q∞(q0; p) is well-defined for all p ∈ [0, 1] and
all q0 ∈ [0, 1] and has the following properties:
(1) For all p ∈ [0, 1], we have q∞(0; p) = 0.
(2) For all p ∈ [0, 1], there is a q∗(p) such that q∞(q0; p) = q∗(p) for all q0 ∈ (0, 1].
This q∗(p) is the maximum fixed point of fp.5
In brief, q = 0 is always a fixed point of the dynamics (though it may be unstable for
some values of p). If we start from any initial fraction q0 other than 0, the dynamics
converge to q∗(p), the largest fixed point of fp, which may be 0 but, as we will see, is
sometimes positive.
Exercise 3. Prove Proposition 2.
The next proposition analyzes in more detail this outcome q∗(p). Figure 2 depicts the
features that the proposition establishes.
Proposition 3. Suppose τ = 1. Recall that q∗(p) is the maximum fixed point of fp.
Define p = 1
k
. The function q∗ has the following properties:
(1) q∗ is a continuous function.
(2) For p ∈ [0, p] we have q∗(p) = 0.
(3) On the interval [p, 1] the function is strictly increasing, concave, and differentiable.
(4) d
dp
q∗(p)→ k−12k2 as p ↓ p.
The fact that fp is a concave function for any p ensures that its largest fixed point goes
to 0 continuously as we vary p.
5I.e., the largest q so that fp(q) = q.
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fp(q)
1.0
0.8
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0.4
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p = 0.77
p = 0.6
q* (.77)qTP (.77)
Figure 3. The function q∗(p) when k = 4 and τ = 2.
Exercise 4. Prove Proposition 3. It may help to use the following idea: note that when
fp(q) = 1− (1− pq)k
has a strictly positive fixed point q∗ > 0, we can write
q∗ = 1− (1− pq∗)k
and solve for p as a function of q∗.
As a corollary of Propositions 1, 2 and 3 we can give a complete description of the
dynamics of the qt.
Corollary 1. The dynamics defined by (3) have the following properties:
(1) Suppose p ∈ [0, p]. If q0 > 0, then qt converges to 0 monotonically. Thus 0 is the
unique, globally stable fixed point of the dynamics.
(2) Suppose p ∈ (p, 1]. If q0 > 0, then qt converges to q∗(p) > 0 monotonically. Thus,
there is a unique stable fixed point of the dynamics, while 0 is an unstable fixed
point.
2.1.2. Dynamics of complex contagion: τ > 1. We now take a brief look at the case
where the threshold is τ > 1, so that an agent must have multiple active influencers to
become activated.
Because fp is now S-shaped, as depicted in Figure 3, the dynamics are now more
complicated. First, we document how the fixed points of fp depend on p, which is the
analogue of Proposition 3.
Proposition 4. Suppose τ > 1. There is a threshold6 p(k, τ) > 0 such that
(1) For p ∈ [0, p] the only fixed point of the function fp is 0.
(2) For p ∈ (p, 1], there are three distinct fixed points of fp: 0 < q1(p) < q2(p).
6We drop the arguments on it in the statements below.
7(3) For p = p, there are two distinct fixed points of fp, 0 and one that we label both
q1(p) = q2(p).
(4) On the interval [p, 1] the function q2(p) is strictly increasing and differentiable.
(5) On the interval [p, 1] the function q2(p) is strictly decreasing and differentiable.
(6) q2(p) > 0 and
d
dp
q2(p)→∞ as p ↓ p.
Exercise 5. Prove Proposition 4. A suggestion: take for granted that
f ′′p (q) =
τΓ(k + 1)(pq)τ (1− pq)k−τ−1
q2Γ(τ + 1)Γ(k − τ + 1) [τ + 1− (k − 1)pq] ,
where Γ is the Gamma function and deduce from this that fp has at most one inflection
point.
With this result in hand, by thinking about the dynamics of the representative cases
in Figure 3, we can deduce the following.
Proposition 5. Suppose τ > 1.
(1) Suppose p ∈ [0, p]. The only fixed point of the function fp is 0 and this fixed
point is globally stable.
(2) Suppose p ∈ [p, 1]. If q0 > q1(p) then the dynamics converge monotonically to
q2(p) and if q0 < q1(p) the dynamics converge monotonically to 0. Thus the basin
of attraction of the fixed point 0 is [0, q1(p)).
(a) If p > p, the basin of attraction of the fixed point q2(p) is (q1(p), 1]. The
fixed point q1(p) is unstable.
(b) If p = p, then because q1(p) = q2(p), the basin of attraction of the fixed point
q2(p) is [q1(p), 1]. The fixed point q1(p) = q2(p) is half-stable.
2.2. Analysis for a general in-degree distribution. We will now examine the case
of a general P .
Proposition 6. Define the function fP : [0, 1]→ [0, 1] by
fP (q) =
∞∑
d=τ
P (d)
d∑
k′=τ
(
d
k′
)
qk
′
(1− q)d−k′ . (4)
Under the homogeneous sampling model, the fraction qt of active agents satisfies:
qt = fP (qt−1). (5)
The proposition characterizes the dynamics of qt for arbitrary in-degree distributions
P . We now explain this characterization. Let us focus on an agent with in-degree d and
compute qt,d, the probability that this individual is activated. This agent’s influencers
are drawn uniformly at random from Nt−1, and thus are active with probability qt−1. It
follows that
qt,d =
d∑
k′=τ
(
d
k′
)
qk
′
t−1(1− qt−1)d−k
′
.
On the right-hand side we have simply written out the probability that a Bernoulli
random variable with success probability qt−1 and d total trials has at least τ successful
trials; here “success” corresponds to an influencer being active. To compute qt, which is
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the probability that a randomly-selected individual is activated, we simply average these
according to the degree distribution:
qt =
∞∑
d=τ
P (d)qt,d.
Example 2. In the special case τ = 1, we may write
fP (q) =
∞∑
d=0
P (d)[1− (1− q)d] = 1−
∞∑
d=0
P (d)(1− q)d.
Recalling that the generating function of the distribution P is the polynomial GP (x) =∑∞
d=0 P (d)x
d, we have
fP (q) = 1−GP (1− q). (6)
2.2.1. Analogy with a branching process. Note that for τ = 1, the dynamic (5) is closely
related to the classic Galton-Watson branching process, and the active fractions qt have
a simple interpretation in terms of this process. A node it has influencers (analogous
to children in the Galton-Watson process) whose number is distributed according to P .
These influencers, jt−1, are in the same situation, and so on. Let T (it) be the tree of
all paths into it in the (random) influence graph. The agent it is active if and only if
at least one node in this tree is an active agent in N0. If q0 = 1, then qt is simply the
probability of the tree of indirect influence not dying out before it goes back t generations.
It can be seen that this is simply the probability of a Galton-Watson process where each
node draws a number of children from P surviving for t generations. If q0 < 1, then
there is a more stringent requirement, that one of the indirect influencers “hit” by the
Galton-Watson tree at the “last” (i.e., oldest, farthest-back) layer is active.
2.2.2. Immunity as a parameter. In the (k, p) binomial model, we had a straightforward
way of varying the contagiousness of the state: varying p. Now there is no direct analogue
of p. However, we can change the model by stipulating that a fraction pi of the nodes in
each cohort are immune. Then it can be checked that equation (4) becomes
fP (q) = (1− pi)
∞∑
d=τ
P (d)
d∑
k′=τ
(
d
k′
)
qk
′
(1− q)d−k′ .
The immune nodes effectively become degree-0 nodes, and the rest of P is correspondingly
scaled down.
Now we can treat pi as a parameter to vary, and carry out exercises similar to those
we did above when we varied p.
Exercise 6. Recall Example, 2, which deals with the τ = 1 case. With immunity as a
parameter, we may write, instead of (6), the following equation:
fP (q) = (1− pi) [1−GP (1− q)]
Rather than varying p as a parameter, we will now vary pi. Imitating Proposition 3,
describe q∗(pi) as a function of pi.
93. Heterogeneous influence
The basic setup is the same in terms of the structure of the overlapping generations
model. Now, however, young agents do not sample their elders uniformly. Instead,
agents in the cohort Nt−1 who have different in-degrees din may be sampled with different
probabilities.
The timing is as follows, for each t ≥ 1:
(1) For each it ∈ Nt, a set of edges is created.
(a) First we randomly draw in-degree din(it) for the agent it, which is distributed
according to a probability distribution function P with support on the non-
negative integers.
(b) We sample din(it) agents from the t − 1 cohort Nt−1. For each such agent
jt−1 sampled, we create a directed influence edge (jt−1, it). These are called
it’s influencers. The probability of jt being sampled depends on jt’s degree.
Let P̂ (d′) be the probability of an agent jt−1 with in-degree din(jt−1) = d′
being sampled by any it. We call P̂ the influencer degree distribution.
The random draws just discussed—the in-degree draws and each agent’s sampling
of influencers—are independent of each other.7
(2) If A(jt−1) = 1 for at least τ distinct influencers of it, then A(it−1) = 1.
What is key to this model is that though not everyone is sampled uniformly, every
agent in Nt samples elders, independently, in the same way, though some agents in Nt
may sample more (i.e., may have a higher in-degree) than others.
Example 3 (Influence proportional to in-degree). There is a special but important kind
of P̂ to consider, because it comes up a lot in random graph theory. Suppose an agent’s
expected out-degree is equal to her in-degree. In this case, the probability of jt−1 with
in-degree d′ being sampled is proportional to P (d′), the fraction of agents who have this
degree, and also proportional to d′. The latter proportionality holds because if we double
d′, we double the out-degree, and thus this degree-type’s opportunities for influence; it
must then be twice as likely to be drawn as an influencer. The distribution P˜ is defined
by P˜ (d) ∝ dP (d), or if we do the normalization explicitly,
P˜ (d) =
dP (d)∑
d dP (d)
.
3.1. Analysis. Recall that the function fP : [0, 1]→ [0, 1] is defined by
fP (q) =
∞∑
d=τ
P (d)
d∑
k′=τ
(
d
k′
)
qk
′
(1− q)d−k′ .
Let qt,d be the fraction of agents in Nt with in-degree d who are active. Define
q̂t =
∑
d′
P̂ (d′)qt,d′ (7)
to be the expected activity of an individual sampled from the influencer distribution,
which we call the influence-weighted activity.
7The independence holds both across different it and within a given agent’s sampling.
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Proposition 7. Under the non-homogenous sampling model, we have
q̂t = fP̂ (q̂t−1). (8)
Moreover,
qt,d =
d∑
k′=τ
(
d
k′
)
q̂k
′
t−1(1− q̂t−1)d−k
′
. (9)
Therefore, the sequence (q̂t)
∞
t=0 whose evolution we have characterized in (8) allows us to
compute any qt,d.
Note that the proposition focuses on q̂t rather than qt. But we can easily compute qt
once we know the qt,d, using the formula qt =
∑
d P (d)qt,d.
We now explain why the proposition is true. Consider an agent at time t with in-
degree d. This agent’s influencers are drawn from Nt−1 and those who themselves had
in-degree d′ are sampled with probability P̂ (d′). It follows that the probability of a
random influencer being active is
q̂t−1 =
∑
d′
P̂ (d′)qt−1,d′ .
From this we deduce that
qt,d =
d∑
k′=τ
(
d
k′
)
q̂k
′
t−1(1− q̂t−1)d−k
′
.
On the right-hand side we have simply written out the probability that a Bernoulli
random variable with success probability q̂t−1 and d total trials has at least τ successful
trials; here “success” corresponds to an influencer being active.
Now, in order to “solve” for the dynamics, we will take a weighted sum of equations
(9) so that we get a q̂t on the left-hand side. Multiplying the qt,d equation by P̂ (d) and
adding up all these equations, we get∑
d
P̂ (d)qt,d =
∑
d
P̂ (d)
d∑
k′=τ
(
d
k′
)
q̂k
′
t−1(1− q̂t−1)d−k
′
. (10)
In other words:
q̂t =
∑
d
P̂ (d)
d∑
k′=τ
(
d
k′
)
q̂k
′
t−1(1− q̂t−1)d−k
′
. (11)
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