Hebbian plasticity, a mechanism believed to be the substrate of learning and memory, detects and further enhances correlated neural activity. Because this constitutes an unstable positive feedback loop, it requires additional homeostatic control. Computational work suggests that in recurrent networks, the homeostatic mechanisms observed in experiments are too slow to compensate instabilities arising from Hebbian plasticity and need to be complemented by rapid compensatory processes. We suggest presynaptic inhibition as a candidate that rapidly provides stability by compensating recurrent excitation induced by Hebbian changes. Presynaptic inhibition is mediated by presynaptic GABA receptors that effectively and reversibly attenuate transmitter release. Activation of these receptors can be triggered by excess network activity, hence providing a stabilising negative feedback loop that weakens recurrent interactions on sub-second timescales. We study the stabilising effect of presynaptic inhibition in a recurrent networks, in which presynaptic inhibition is implemented as a multiplicative reduction of recurrent synaptic weights in response to increasing inhibitory activity. We show that networks with presynaptic inhibition display a gradual increase of firing rates with growing excitatory weights, in contrast to traditional excitatory-inhibitory networks. This alleviates the positive feedback loop between Hebbian plasticity and network activity and thereby allows homeostasis to act on timescales similar to those observed in experiments. Our results generalise to spiking networks with a biophysically more detailed implementation of the presynaptic inhibition mechanism. In conclusion, presynaptic inhibition provides a powerful compensatory mechanism that rapidly reduces effective recurrent interactions and thereby stabilises Hebbian learning.
excitatory recurrent weights on network activity. We start by systematically increasing 48 recurrent excitation to illustrate the stabilising properties of presynaptic inhibition. modulation of a global release factor. This global factor then multiplicatively scales all 70 excitatory recurrent weights in the network. Note that the presented results remain 71 unchanged for model variants, in which presynaptic inhibition acts more locally, because 72 we exclusively study random networks without spatial structure. 73 Presynaptic inhibition compensates for recurrent excitation 74 Hebbian plasticity adjusts recurrent synaptic weights according to correlations in neural 75 activity. At the same time, changing recurrent weights affects the activity of 76 interconnected neurons, forming a potentially destabilising positive feedback loop. Thus, 77 how the overall firing rate increases with changes in recurrent excitatory weights is an 78 indicator of stability in the presence of Hebbian plasticity. We therefore first study the 79 effect of ad-hoc homogeneous increases in excitatory recurrence. 80 In a network without presynaptic inhibition, minor changes in overall excitatory 81 recurrence cause major increases in the mean population firing rate (Fig. 1D ). Above a 82 critical value, the recurrent excitation drives the network to pathologically high activity 83 states. Increasing the strength of postsynaptic inhibition does not eliminate the 84 supralinear dependence, but merely shifts it to higher values of the excitatory 85 recurrence. With presynaptic inhibition in place, firing rates have a qualitatively 86 different dependence on recurrence. Network activity gradually increases with 87 excitatory weights for arbitrarily strong recurrent excitation (Fig. 1E ). We confirm these 88 results in mathematical analyses and show that the mean population rate saturates at a 89 finite value as recurrent weights increase (SI Appendix, Methods and Models). How 90 much the rate increases with recurrence and where it saturates depends on the strength 91 of presynaptic inhibition (Fig. 1E ), which is determined by the transfer function's slope 92 (Fig. 1C) . 93 In summary, while conventional networks of excitatory and inhibitory populations 94 are prone to instabilities triggered by increases in excitatory recurrence, adding 95 presynaptic inhibition allows for gradual increases of neural activity with growing 96 excitation. This makes presynaptic inhibition a candidate mechanism to break the 97 positive feedback loop generated by Hebbian plasticity and recurrent excitation. 98 Presynaptic inhibition prevents runaway excitation in the face 99 of Hebbian plasticity 100 Does presynaptic inhibition also stabilise Hebbian plasticity at recurrent excitatory 101 synapses? Recent work by Zenke et al. [60] has revealed that stability in spiking 102 networks with Hebbian plasticity on excitatory synapses requires the timescale of 103 homeostasis to be substantially shorter than that of plasticity. To show that presynaptic 104 inhibition increases the range of stability, we first qualitatively reproduce these results 105 in a recurrent rate network with plastic excitatory synapses. To this end, we use the Figure 1 . Presynaptic inhibition in a recurrent network. A. Presynaptic inhibition mechanism: (1) Network activity drives inhibitory interneurons. (2) GABA released by interneurons can spill over to nearby excitatory synapses, where it binds to presynaptic GABA B receptors that (3) in turn inhibit voltage-sensitive Calcium (Ca 2+ ) channels. (4) Reduced Ca 2+ influx decreases the release of neurotransmitter Glutamate and (5) therefore the amplitude of EPSPs. B. Simplified rate-based model consisting of excitatory (red) and inhibitory population (blue) and a presynaptic inhibition mechanism (green). C. Release factor as a linear function of inhibitory neuron activity for different slopes β = 0.01, 0.03, ..., 0.09. D. Population rate as a function of excitatory recurrence (w EE ) without presynaptic inhibition for increasing strength of postsynaptic inhibition (weight w EI = 1, 1.5, ..., 3). E. Same as D but for fixed postsynaptic inhibition and increasing strength of presynaptic inhibition (slope of transfer function β, see C). Markers are simulation results and solid lines analytically determined steady-state rates (see SI Appendix, Methods and Models).
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BCM rule [6] , which has a correspondence to the triplet rule used in the work of Zenke 107 et al. [19, 38] . Homeostasis is implemented by a sliding threshold in the BCM rule that 108 aims at keeping a running average of single neuron firing rates at a given target rate [6] 109 ( Fig. 2A, left) . The time constant of this running average determines the timescale of 110 homeostasis and is therefore referred to as the homeostatic time constant in the 111 following [60] . 112 In accordance with previous work, we find that as long as homeostasis is fast enough 113 (on the order of a few seconds), the BCM rule keeps network and single neuron activity 114 at the target rate (Fig. 2B, top) . However, above a critical homeostatic time constant, 115 the sliding threshold is not able to control the positive feedback loop of recurrent 116 excitation and Hebbian plasticity.
117
Including presynaptic inhibition in the network ( Fig. 2A , bottom) alleviates this 118 instability. We observe two effects: First, the critical homeostatic time constant, below 119 which all neurons remain at the target rate is increased more than tenfold ( Fig. 2B , 120 bottom). Second, presynaptic inhibition prevents a pathological runaway of activity 121 even beyond this critical homeostatic timescale ( Fig. 2C ).
122
Above the respective critical time constant, the network behaviour is remarkably 123 different between networks with and without presynaptic inhibition. Without it the 124 firing rate jumps from target to the maximum rate even for small homeostatic time Appendix, Fig. S2 A, B) . The low mean firing rate on the population level is the 129 consequence of presynaptic inhibition, which limits the population rate by suppressing 130 recurrent interactions. The broad distribution of firing rates is a result of the BCM rule: 131 neurons firing above the target rate will further increase their activity due to the 132 Hebbian nature of the BCM rule, and the converse applies to neurons firing below the 133 target rate. The slow sliding threshold provides a delayed negative feedback loop to this 134 diversification, leading to a perpetual turnover of those neurons firing at high rates 135 ( Fig. 2E ) that depends on the homeostatic time constant (SI Appendix, Fig. S2 ).
136
To understand what determines the increase in the critical time constant with presynaptic inhibition, we used a similar approach as in previous work [60] (SI Appendix, Methods and Models) to mathematically derive the critical homeostatic time constant with presynaptic inhibition in place (cf. Eq (38) ):
This equation shows that the range of stability increases with 137
• lower release factor at the target rate,
138
• stronger excitatory recurrence,
139
• a steeper decrease in release factor in response to overall GABA spillover,
140
• a stronger dependence of GABA spillover on excitatory firing rate and 141
• the amount of background input to the network in relation to the target rate.
142
The mathematical analysis accurately predicts the critical homeostatic timescale 143 above which firing rates in the network deviate from the target, as long as presynaptic 144 inhibition is not too strong ( Fig. 2F ). As the mechanism is neuron-unspecific, stronger 145 presynaptic inhibition introduces more competition between neurons in addition to the 146 BCM rule, which can further amplify existing heterogeneities in the network. These from the theoretical prediction. If we remove the noise on initial excitatory weights -a 150 prominent source of heterogeneity in these networks -the simulation results match the 151 theory regardless of presynaptic inhibition strength (SI Appendix, Fig. S3 ). Here we 152 focus on the parameter regime in which the theoretical predictions for the critical 153 homeostatic timescale hold despite heterogeneities in the network.
154
Note that homeostatic timescales need to be considered relative to timescales of 155 plasticity. To limit simulation time, the timescale of plasticity was about one minute in 156 the simulations -shorter than to be expected in biology. Zenke et al. [60] estimated the 157 time scale of plasticity based on slice experiments and obtained an estimate of about 50 158 minutes. In slice experiments, it is commonly observed that after the induction protocol, 159 synaptic potentials only gradually increase within tens of minutes [43] . With these In the model, the BCM rule raises or lowers excitatory recurrent weights to achieve a 167 given target rate. As the background input also contributes to single neuron firing rates, 168 its strength affects the magnitude of recurrent weights necessary to reach the target 169 rate. Because the recurrent weights are critical for the stability of the network, we 170 conjecture that the critical homeostatic timescale is strongly affected by the level of 171 background input. Because presynaptic inhibition provides a negative feedback on the 172 recurrent weights, we expect it to reduce the influence of the background input on 173 network stability.
174
Indeed, we find that without presynaptic inhibition the range of stability of the 175 network increases strongly with the external input ( Fig. 3A, top) . For the relatively low 176 background input we used so far, homeostasis needs to be at least ten times faster than 177 the effective timescale of plasticity (5 compared to 60 seconds)( Fig. 3A , top left).
178
Increasing the background input substantially extends the range of stability in networks 179 without presynaptic inhibition ( Fig. 3A , top middle and right). If the input is similar to 180 the target rate, homeostasis on the order of the plasticity timescale alone is sufficient to 181 maintain stable firing at the target (see also Fig. 3D ).
182
The (in)stability of networks without presynaptic inhibition can be understood by 183 revisiting the dependence of output firing rate on recurrent excitatory weights (cf. Presynaptic inhibition removes the sudden point of instability, and introduces a 191 gradual increase of population activity with increasing recurrent excitation (cf. Fig. 1C ). 192 In consequence, the range of stability in networks with presynaptic inhibition is less increase is less prominent than in networks without presynaptic inhibition ( Fig. 3C ).
196
This observation is in line with the analytically determined critical homeostatic 197 7/32 timescale: The stronger presynaptic inhibition, the smaller is the difference in critical 198 timescales when varying the strength of background input (Fig. 3D ). In addition, when 199 homeostasis is slower than the critical timescale, the mean population rate decreases 200 with higher inputs (Fig. 3C ). As higher inputs require weaker recurrence ( Fig. 3B Moreover, we incorporated GABA spillover indirectly through the inhibitory firing rate. 213 In the following we validate our results in a more complex, spiking network model. To 214 this end, we simulate networks of randomly connected leaky integrate-and-fire neurons 215 with current-based synapses. We include GABA spillover more explicitly: spikes from a 216 given inhibitory neuron cause a local increase in GABA concentration around those 217 excitatory neurons it targets. The accumulated GABA then inhibits afferent excitatory 218 transmission, modelled again as a multiplicative factor onto recurrent synaptic weights 219 (Fig. 4A ). Thus higher GABA concentrations leads to a decrease in amplitude of 220 excitatory postsynaptic potentials (EPSP) ( Fig. 4B ). To simplify a comparison with the 221 rate-based analysis, we rescale the GABA concentration to values comparable to 222 inhibitory or excitatory firing rates in the system (see SI Appendix, Methods and 223 Models) and use the same linear transfer function linking GABA concentration to 224 release factor as before ( Fig. 4C ).
225
First we investigate how the mean firing rate depends on the overall excitatory 226 recurrence. As in the rate model, networks without presynaptic inhibition exhibit a high 227 sensitivity to the strength of recurrent excitatory weights ( Fig. 4D , top) [5, 11] . For 228 weak recurrent excitation the network fires at low rates, whereas for stronger excitation 229 it destabilises and fires at a pathologically high firing rate that is only limited by the 230 refractory period. Stronger postsynaptic inhibition merely shifts the point of 231 destabilisation to higher values of excitatory recurrence. In contrast, networks with 232 presynaptic inhibition allow a gradual increase of the mean population firing rate with 233 growing excitatory recurrence (Fig. 4D , bottom). The dependence of the population 234 firing rate on excitatory recurrent weight scales multiplicatively with the strength of 235 presynaptic inhibition (Fig. 4C ). The qualitatively different behaviour in response to 236 changes in excitatory recurrence for networks with and without presynaptic inhibition is 237 in good agreement with the results obtained in the rate network (cf. Fig. 1 ).
238
To verify whether presynaptic inhibition also stabilises spiking networks subject to 239 Hebbian plasticity, we incorporate the triplet rule with homeostatically controlled, 240 activity-dependent long-term depression [38] (see Methods and Models). The timescale 241 of homeostasis is related to the time constant of the neuron-specific rate detector that 242 scales the amount of long-term depression [60] . As previous work by Zenke et al. [60] Figure 3. Sensitivity of networks with and without presynaptic mechanism to levels of external input. A. Temporal evolution of the average firing rate for different homeostatic time constants τ c for networks without (top) or with presynaptic inhibition (bottom) and different levels of background input strength (low -0.5 Hz, medium -1 Hz and high -2.5 Hz). Strength of presynaptic inhibition is β = 0.05. B. Target firing rate in Hz as a function of external input strength compared to mean recurrent excitatory weight in a network without plasticity and presynaptic inhibition. C. Mean population rate as a function of homeostatic time constant in networks with (blue-green) and without (grey) presynaptic inhibition for different strengths of background input. Markers and their colours correspond to A indicating the parametrisation (low, medium or high, respectively). D. Critical homeostatic timescale derived analytically as a function of presynaptic inhibition strength for increasing strengths of background input (I = 0.5, 1, 2, 3, 5) 9/32 that the network exhibits runaway activity ( Fig. 4E and F, top). Note that we observe 248 higher critical homeostatic time constant than Zenke at al. [60] . This is a consequence 249 of a higher background input in our spiking network (cf. Fig. 3 ) and may also depend 250 on other differences in model choice, such as current-based rather than 251 conductance-based synapses. Including presynaptic inhibition in the spiking network 252 produces qualitatively similar results as in the rate model: Presynaptic inhibition 253 increases the critical homeostatic time constant below which network activity is 254 homogeneous and at the target rate (Fig. 4E, bottom) . It also maintains low population 255 firing rates beyond this critical timescale ( Fig. 4G ), although the network shows a 256 broader distribution of single neuron firing rates ( Fig. 4F ). For slow homeostatic 257 feedback control, we observe a similar turnover as in the rate network: the set of 258 neurons that are most active changes over the duration of the simulation (Fig. 4H) . 259 We conclude that the results we obtained for rate models can be qualitatively 260 reproduced in networks of spiking neurons that include presynaptic inhibition based on 261 local GABA spillover. In consequence, the features of presynaptic inhibition that 262 prevent runaway excitation in the presence of Hebbian plasticity generalise across 263 network models on different levels of abstraction.
264

Discussion
265
In the present work we have demonstrated that presynaptic inhibition can robustly 266 alleviate destabilisation of network activity caused by changes in recurrent excitation.
267
In our model of presynaptic inhibition, synaptic transmission at excitatory synapses is 268 inhibited presynaptically by GABA spillover from inhibitory synapses. Increases in 269 recurrent excitation inevitably elevate inhibitory population activity and thus GABA 270 release, forming a negative feedback loop on effective recurrent excitatory weights. This 271 negative feedback loop serves as a rapid compensatory process that attenuates synaptic 272 transmission if network activity is too high. Therefore, presynaptic inhibition prevents 273 runaway excitation arising from Hebbian plasticity when homeostatic control 274 mechanisms alone are not fast enough. By limiting the overall population activity, 275 presynaptic inhibition allows for homeostasis on biologically realistic timescales without 276 compromising network stability.
277
Multiplicative gain control 278 We model presynaptic inhibition of synaptic transmission as a multiplicative factor onto 279 excitatory recurrent synapses, which decreases with (inhibitory) network activity. Thus, 280 presynaptic inhibition can serve as a form of multiplicative inhibition, i.e., a gain 281 control. This was previously acknowledged by Fink et al. [18] , who demonstrated in a 282 simple feedback model that presynaptic inhibition at the neuro-muscular junction can 283 control sensory gain. Yet, multiplicative inhibition of neural responses has typically 284 been attributed to different processes such as shunting inhibition [31] or short-term 285 depression [3] . 286 Whether shunting inhibition -an increase in membrane conductance that 287 short-circuits excitatory currents -can provide multiplicative inhibition [7] has been 288 debated: Experimental and theoretical studies have shown that the overall effect of 289 shunting inhibition on neural responses in fact is not multiplicative but 290 subtractive [1, 12, 21] , unless specific assumptions such as dendritic saturation or certain 291 noise levels are met [12, 39] . Similar to the presynaptic inhibition mechanism studied 292 here, short-term plasticity alters synaptic transmission by affecting transmitter 293 release [28, 50] . Indeed is has been shown, that short-term depression can provide 294 dynamic gain control [3, 40] . A defining difference between presynaptic inhibition and short-term plasticity is that presynaptic inhibition depends on surrounding network 296 activity, whereas short-term plasticity is driven by presynaptic activity in the synapse in 297 question. Hence, while presynaptic inhibition scales recurrent interactions globally and 298 preserves the overall network structure, short-term depression reduces the impact of 299 highly active neurons on the network. 300 We conclude that although shunting inhibition as well as short-term depression have 301 been linked to multiplicative gain control, their effects are fundamentally different from 302 presynaptic inhibition.
303
Role of presynaptic inhibition in learning 304 Here, we have focused on the potential of presynaptic inhibition to stabilise Hebbian 305 plasticity at recurrent excitatory synapses. It conserves the underlying network 306 connectivity and might therefore set the stage for stable learning. GABA B receptors are 307 highly expressed in several regions traditionally linked to learning and memory [8, 41] 308 and presynaptic inhibition is prominent in the hippocampus (see for example 309 [25, 44, 48, 58] ). It is therefore conceivable that presynaptic inhibition plays other roles in 310 learning and memory beyond the stabilisation of ongoing plasticity demonstrated here. 311 For example, experiments in hippocampus suggest that local, rapid and 312 activity-dependent regulation of release probability serves to maintain synapses in an 313 operational range, ensuring that synapses are optimally placed to undergo changes 314 induced by learning mechanisms [10] . In addition, many models of learning rely on a 315 coincidence of pre-and postsynaptic activity (i.e., Hebbian plasticity). By regulating 316 information flow, presynaptic inhibition could thus act as a gating mechanism for the 317 induction of plasticity [34, 53] . Indeed, defects in GABA B receptor expression have been 318 shown to compromise long-term plasticity, leading to impairments in 319 hippocampus-dependent memory [54] . 320 Gating of long-term plasticity by presynaptic inhibition was also observed in the 321 amygdala, where loss of presynaptic GABA B receptors led to a generalisation of 322 conditioned fear to non-conditioned stimuli [42] . In this context it was suggested that 323 presynaptic inhibition sets the balance between associative and non-associative 324 long-term potentiation. In cerebellum, stimulation with physiological activity patterns 325 leads to changes in presynaptic GABA B receptor expression, which was suggested to 326 complement other forms of plasticity: A reduction in presynaptic inhibition increases 327 synaptic transmission and could thus enhance long-term plasticity [36] .
328
In summary, a range of experiments indicate that beyond providing stability during 329 ongoing plasticity, presynaptic inhibition could serve as an activity-dependent gating 330 mechanism for long-term plasticity.
331
Phenomenology and limitations 332 Because our goal was to investigate consequences of presynaptic inhibition on the 333 network level, we adopted a phenomenological description of the mechanism. Although 334 we motivated the model by a specific pathway that suppresses presynaptic calcium 335 channels, activation of presynaptic GABA B receptors can impair the release machinery 336 in other ways, e.g. by activation of potassium channels [58] . Furthermore, presynaptic 337 terminals also express GABA A receptors that have been implicated in presynaptic 338 inhibitory effects [17, 57] . Such alternative pathways also operate on timescales in a 339 sub-second range, and should therefore not influence the validity of the mechanisms we 340 suggest. Furthermore we show that the compensation of recurrent excitation does not 341 require presynaptic inhibition to exclusively target recurrent excitatory connections (SI 342 Appendix, Fig. S1 ), supporting the generalisability of the mechanism. 343 
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Urban-Ciecko et al. have attributed presynaptic inhibition to somatostatin-positive 344 (SOMs) but not parvalbumin-positive interneurons (PVs) [53] . Modelling circuits with 345 different interneuron types, in which presynaptic inhibition is mediated by SOMs is 346 beyond the scope of this work, however.
347
For analytical tractability we mostly used linear functions for presynaptic inhibition, 348 but show that the stabilising effect is robust to the specific choice of transfer function 349 (SI Appendix, Fig. S4 ). Another simplifying assumption in our work is that we consider 350 synaptic transmission to be deterministic, such that presynaptic inhibition merely 351 affects a synaptic release factor. A natural extension would be to include a probabilistic 352 release mechanism and a dynamic model of short-term plasticity. However, we expect 353 that our results will still hold qualitatively, because on the slow timescales of synaptic 354 plasticity, short-term plasticity will act mainly through changes in steady state [49] , 355 rather than through a short-term redistribution of synaptic release [29] . 356 Spatial specificity of presynaptic inhibition 357 It is unclear how specific is the mechanism of presynaptic inhibition. A critical 358 determinant of this specificity is the source of GABA at excitatory synapses. One 359 possibility is the presence of axo-axonal synapses that release GABA in very close 360 proximity to excitatory synapses and thereby mediate a potentially highly specific form 361 of presynaptic inhibition [27] . For example, presynaptic inhibition at the 362 neuro-muscular junction ensures smooth and stable movement patterns through 363 axo-axonal synapses [18] . However, in most brain areas axo-axonal synapses are not 364 numerous enough to account for the full range of presynaptic inhibition effects [53] . 365 Presynaptic inhibition also occurs in the absence of axo-axonal synapses, potentially 366 through GABA that diffuses from nearby inhibitory synapses [16, 33] . In fact, a specific 367 class of interneurons -neurogliaform cells -has been found to release GABA in a 368 target-independent way, generating non-specific forms of inhibitory control [37] . 369 Regardless of the exact source of GABA spillover, the spatial specificity of presynaptic 370 inhibition depends on diffusion coefficient of GABA as well as the input specificity of 371 the respective cells. 372 We were interested in the interactions of presynaptic inhibition with plasticity in 373 recurrent connections. We therefore considered a small network in which synaptic 374 connections can essentially be considered random. Assuming that GABA release and 375 spillover provide a spatially unspecific signal on this scale, we modelled presynaptic 376 inhibition as a global effect. More specifically, activity of all inhibitory neurons 377 modulates a single release factor that acts at every recurrent excitatory synapse. This 378 leads to the control of mean population activity by presynaptic inhibition, whereas 379 single neurons can exhibit heterogeneous firing rates. However, we do not expect that in 380 the brain, presynaptic inhibition can act sufficiently locally to allow highly specific 381 control, e.g., on a single neuron level. The reason is that the mechanism does not 382 provide direct feedback but acts through a population of inhibitory neurons, thus losing 383 spatial specificity.
384
Considering morphologically more complex neurons might give insights into the 385 computational properties of presynaptic inhibition at the level of single compartments 386 or even dendritic branches. Experiments have revealed that release probabilities within 387 a dendritic branch are similar and change depending on recent dendritic activity [10] . 388 However, an extension to networks of multi-compartment neurons is also beyond the 389 scope of this project.
390
In conclusion, the spatial specificity of presynaptic inhibition is not yet resolved.
391
Both local, specific mechanisms via axo-axonal synapses and broader mechanisms 392 mediated by GABA spillover from other synapses have been demonstrated [4] . It is also 393 conceivable that the degree of specificity of presynaptic inhibition varies between brain 394
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areas depending on the computational demands.
395
Outlook 396
In the present work, we focused on the role of presynaptic inhibition to stabilise 397 recurrent excitation in the presence of plasticity. Besides the extensions mentioned in 398 previous paragraphs, it would also be interesting to study the effects of presynaptic 399 inhibition on sensory information processing, e.g., by providing a gating mechanism for 400 sensory information at an early stage [4] . Presynaptic inhibition has been repeatedly 401 observed in early sensory systems including the retina [47] , lateral geniculate 402 nucleus [13] , somatosensory cortex [53] and the olfactory system of drosophila [35] , and 403 theoretical work has implicated presynaptic inhibition in extending the dynamic range 404 in sensory processing [61] . Further theoretical work will be required to pinpoint the full 405 functional repertoire of presynaptic inhibition.
406
Methods and Models
407
To investigate the effect of presynaptic inhibition on network stability, we simulate 408 rate-based and spiking recurrent networks and mathematically analyse mean population 409 dynamics.
410
Recurrent rate network model 411 The recurrent rate network consists of 1024 excitatory and 256 inhibitory neurons, which are randomly connected and described by their firing rates. The firing rate dynamics are given by
where r E and r I are vectors of excitatory and inhibitory neuron rates, W xy with Models for parameter values).
416
Presynaptic inhibition is implemented as a global release factor p that multiplicatively scales the total excitatory input and which is modulated by the total inhibitory firing rate r tot I = j w EI r j I according to
The release probability is also rectified. The parameter β determines the decrease in 417 release factor with inhibitory firing rate and thus regulates the strength of presynaptic 418 inhibition. 419 We used the Bienenstock-Cooper-Munro (BCM) [6] rule as a model for synaptic 420 plasticity of the recurrent connections of excitatory neurons, with an effective timescale 421 τ plast = 60s. This Hebbian rule contains a sliding threshold that determines the 422 direction of weight changes based on a delayed running estimate of single neuron firing 423 rates. If the threshold is updated on sufficiently short timescales, it can act as a 424 homeostatic mechanism that brings single neurons to a target rate (here 5 Hz) [60] . The 425 time constant of this threshold is denoted as homeostatic (or control) timescale τ c and 426 critically determines network stability. 427 
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Critical homeostatic timescale 428 In order to understand how presynaptic inhibition impacts the range of homeostatic timescales for which the networks shows stable firing at the target rate, we analyse the stability of a mean population model derived from the full network. Using a separation of timescales, we reduce the system to two dimensions, conduct a linear stability analysis and finally obtain an analytical expression for the critical homeostatic timescale -the maximal timescale of the homeostatic component of the BCM rule for which we expect the network to remain stable: To investigate the effect of presynaptic inhibition on network stability, we simulate large 442 rate-based and spiking recurrent networks and mathematically analyse mean population 443 dynamics.
444
Recurrent rate network 445 The recurrent rate network consists of N E = 1024 excitatory and N I = 256 inhibitory neurons described by their firing rates r i E and r i I . The neurons are randomly connected with connection probability c = 100 × 2 −10 ≈ 0.1 and fixed indegree. Neuron numbers were chosen as powers of two to increase simulation speed, and the connection probability guarantees an exact ratio of 4 : 1 (100 and 25) excitatory and inhibitory ingoing synapses at each neuron. The firing rate dynamics are given by
with synaptic weights w connection probability and network size (see Table 1 ) and fixed with exception of the 451 excitatory recurrent weights w ij EE . Excitatory weights are either a free parameter (Fig 1) 452 or subject to plasticity. Weights are chosen such that the network is balanced [11] and 453 excitatory and inhibitory firing rates are similar. Presynaptic inhibition mechanism The global release factor p in Eq (5) multiplicatively scales the total excitatory recurrent input to each neuron. In the absence of presynaptic inhibition we set p ≡ 1, which leaves a standard recurrent rate model of excitatory and inhibitory neurons. If the presynaptic inhibition mechanism is included, p is modulated by the total inhibitory input rate according to τ p dp dt = −p + g(r tot I ) ,
454
where g is a monotonically decreasing function and τ p = 500 ms. For simplicity, we use 455 a linear rectified function given by g(r) = [1 − βr] + with slope β. The mechanism is 456 global, meaning that a single release factor p is modulated by the total weighted 457 inhibitory activity r tot I = NI j=1 w EI r j I . The slope β as well as inhibitory weight w EI 458 determine the strength of the mechanism. To account for the scaling of w EI , β is also 459 normalised by connection probability c (see Table 2 ).
460
In ?? we test sigmoid and exponential functions as alternatives. The sigmoid transfer function is parametrised as g s (r) = 1 1 + e βs(r−r shift ) with slope parameter β s and shift (or reversal point) r shift . For an exponentially decaying transfer function we use g e (r) = e −βer with slope parameter β e .
461
Plasticity model We used the Bienenstock-Cooper-Munro (BCM) rule [6] as a model for synaptic plasticity. Plasticity only affects connections between excitatory neurons, changing the weights according to
The effective timescale of plasticity is determined by time constant τ w , initial weight w 0 and learning rate η. Thus, the effective time constant of plasticity is given by
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As in the original formulation, this recurrent BCM rule is Hebbian and will attempt to potentiate afferent synapses of neurons above the target rate κ and depress the ones below, which is captured by the nonlinear threshold
in Eq (8) . The neuron-specific threshold depends on the target rate κ as well as a running estimater i E of neuron activity, given by a low-pass filter of that neuron's firing rate:
For constant input, the plasticity rule together with the threshold's dependence on the 462 rate estimate create a homeostatic system that tries to bring the firing rate of every 463 neuron to the target κ = 5 Hz. The network is initialised close to the fixed point as 464 determined by mathematical analyses: r * E = κ, p * = 1 − βκ and w ij EE = w * = 1 p * cNE (cf. 465 Eq (22)). Excitatory recurrent weights are limited to the interval from zero to 10w * .
466
A critical parameter for stability is the time constant τ c of rate estimation [60] , 467 which in this context acts as timescale of homeostasis and is a free parameter of the 468 system. Note that the homeostatic timescale needs to be seen in relation to the the 469 effective timescale of plasticity. To improve simulation speed in the rate network, we 470 rescaled the timescale of plasticity by a factor of 50 (τ plast = 60s instead of 3000s used 471 in previous work [60] ). As all other timescales in the system are at least a factor of 100 472 faster, this does not influence the stability of the network. Thus, a homeostatic 473 timescale of 60 seconds (τ plast ) in our network actually corresponds to homeostasis on 474 the order of almost an hour of biological time. To understand the dynamics of the recurrent rate network in more detail, we derive a 477 mean population rate model from the full network. Assuming homogeneous neuron 478 activity as well as a sufficiently large network, the excitatory and inhibitory populations 479 can be described by their mean population firing rate r E and r I , respectively. Both 480 populations receive recurrent and reciprocal input with a mean weight, such that their 481 dynamics can be simplified to
475
with weightsw XY = cN Y w XY and in particularw EE = w ij EE ij , where w XY are the 483 synaptic weight parameters from the full rate network ( Table 1) . As in the full model, 484 firing rates are rectified and thresholded at 200 Hz and presynaptic inhibition is 485 modelled by a monotonic decrease in release factor p (see Eq (7)) with r tot I =w EI r I . As 486 w EI does not depend on the connectivity or number of neurons, no further 487 normalisation of β is needed. 488 
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In the mean population rate model the BCM rule with homeostatically sliding threshold reduces to
as pre-and postsynaptic firing rates are both described by the mean excitatory 489 population rate. Thus, the mean population rate model with presynaptic inhibition 490 simplifies to a five-dimensional dynamical system.
491
Analytical steady-state firing rates
492
To compare the steady-state behaviour of the mean population rate model in the presence and absence of presynaptic inhibition, we derive the fixed point of Eq (11) and (12) for unsaturated rates and linear presynaptic inhibition transfer function in Eq (7) . In steady-state, the inhibitory rate is
and thus we can write the steady-state excitatory firing rate without presynaptic inhibition as
Note that this fixed point only exists as long asw EE < 1 +w EIwIE 1+wII .
493
In the following we define the total inhibition recruited by the excitatory population through the inhibitory population, and the excitatory weight as 
First, we assume that the mean background input I is weak enough to ensure that r E ≤ 1/(w I β). In this regime the transfer function g is linear such that Eq (11) can be rewritten to
Solving this quadratic equation for r E gives the steady-state firing rate with presynaptic inhibition for linear transfer function:
Note that the solution with a negative contribution of the square root does not give 494 positive firing rates and thus is not relevant for this system.
495
It can be shown that for mean background input I < 1+wI βwI , presynaptic inhibition imposes an upper bound on the steady-state firing rate with respect to the recurrent excitatory weight w. Taking the limit of w to infinity gives lim w→∞ r E = lim
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Therefore, the upper bound of the excitatory firing rate for moderate external inputs 496 depends on the strength of presynaptic inhibition β as well as the total effective 497 inhibitory weight w I (see definition in Eq (15) .
498
For external input strengths I > 1+wI βwI , the excitatory rate r E is larger than 1/(βw I ) leading to p = [1 − βw I r E ] + = 0. In this case the steady-state firing rate reduces to r p=0
and hence is independent of the excitatory recurrent weight w.
499
Derivation of critical homeostatic timescale 500
To derive the critical homeostatic timescales in the presence and absence of presynaptic 501 inhibition, we revisit the five-dimensional dynamical system given by Eq (7) and 502 (11)- (14) , and follow a similar approach as Zenke et al. [60] : first we reduce the system 503 to two dimensions, then perform a linear stability analysis around the fixed point and 504 finally determine how the stability of the fixed point depends on the timescale of 505 homeostasis.
506
Reduction to two-dimensional system As the dynamics of r E , r I and p are much faster than those of w andr E (i.e., τ E , τ I , τ p τ w , τ c ), we can use a separation of timescales approach to reduce the full system to two dimensions. With respect to the slow plasticity and homeostasis dynamics, the fast variables are at their steady-state. For the excitatory firing rate we can therefore write
where we again use the definitions of w and w I from Eq (17) for readability. Taking the derivative with respect to w on both sides gives
where g is the derivative of g with respect to r E . Solving for drE dw leads to
To eliminate w from the partial derivative above we reorder Eq (22) for w, insert the result and after simplifying the expression finally obtain
Using the chain rule drE dt = drE dw dw dt , we can express slow dynamics of the BCM-type plasticity rule in Eq (13) through its effect on the steady-state of r E . Thus the firing rate r E becomes the slow dynamic variable together with its running estimater E and therefore the final two-dimensional system is described by
Linear stability analysis The system described by Eq (26) and (27) is in the stationary state if the rate estimate and excitatory firing rate are at the target (r E = r E = κ). To obtain the Jacobian of the system, we calculate the partial derivates of the right hand side of Eq (26) and Eq (27) with respect to r E andr E and evaluate it at the fixed point (r E ,r E ) = (κ, κ):
where we introduced the auxiliary expression
The characteristic polynomial then is
which determines the eigenvalues of the system linearised around the fixed point:
If the real part of both eigenvalues is negative, the fixed point is stable (see for example [23] ). In the following we use analogous reasoning to previous work [60] to prove that this condition is fulfilled as long as τ c < τw Ψκ 4 . First of all, Ψ is positive for moderate external input (I < κ(1 + w I )), because g is a monotonously decreasing function and all other variables are positive. The stability condition follows immediately if the square root is imaginary. In case the square root is real, we can write the larger eigenvalue as
where γ is the second term of the product in the square root and √ γ has to be real 507 given the previous assumption. If Ψκ 4 τ c > τ w then 508 λ 1 = 1 2τwτc (Ψκ 4 τ c − τ w )(1 + √ γ) > 0 and thus the fixed point is unstable.
509
If, on the other hand, Ψκ 4 τ c < τ w it follows that
such that both eigenvalues are negative and therefore the fixed point is stable.
510
Critical homeostatic timescale Using the stability condition derived above, we can identify the critical homeostatic timescale as
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To obtain a more intuitive expression, we reorder Eq (22) at the fixed point (r E = κ) to give g(w I κ)wκ = κ + w I κ + I and insert this into the Eq (37) to get
In summary, we have shown that stability of the fixed point at the target rate κ is 511 guaranteed as long as the homeostatic time constant τ c is smaller than a critical value 512 τ crit c , which depends on the release factor at the target rate g(w I κ), excitatory 513 recurrence w, the change g (w I κ) of release factor with inhibitory acitvity (i.e. GABA 514 spillover) and the dependence w I of this inibitory activity on excitatory firing rate. Note 515 that the critical homeostatic timescale needs to be seen in relation to the effective time 516 constant of plasticity τ plast = τw ηw0 .
517
Without presynaptic inhibition the two-dimensional system simplifies to
which was previously analysed by Zenke et al. [60] . We can recover their results by inserting g(r) ≡ 1 (implying g (r) ≡ 0) into Eq (37) , which leads to the critical timescale without presynaptic inhibition
?? shows the eigenvalues for increasing homeostatic time constant as well as the phase 518 plane dynamics with fast and slow homeostasis, both with and without presynaptic 519 inhibition.
520
Spiking network model 521
The recurrent spiking network we studied consists of 5000 leaky integrate-and-fire 522 neurons (4000 excitatory and 1000 inhibitory neurons), which are randomly connected 523 with current-based synapses [55] . In addition to the recurrent connections, both probability for recurrent and external connections is sparse (10%).
527
The membrane potential V i of neuron i evolves according to
with reversal potential V R , membrane time constant τ m and synaptic input currents from excitatory (I E ), inhibitory (I I ) and external populations (I ext ). If a voltage trace crosses the threshold V T , the neuron emits a spike and the voltage is reset to V R for an absolute refractory period of τ ref (see Table 3 for an overview of neuron and network parameters). The spike train of a single neuron i is defined as a sum over spikes k given by S i = k δ(t − t k i ) with spike times t k i . Input currents are given by a temporally filtered, linear, weighted sum of the spikes from the respective population to neuron i:
where w ij are synaptic weights from neuron j to neuron i. 528 Presynaptic inhibition by GABA spillover In analogy to the rate network, the effect of presynaptic inhibition on synaptic transmission is modelled as a multiplicative factor ("release factor") onto excitatory synaptic weights. However, in the spiking network we consider a more local version of the mechanism with neuron-specific release factors p i that are modulated by GABA spillover. More specifically, excitatory synaptic inputs follow
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We estimate local GABA levels (can also be interpreted as concentration) by accumulating a fixed amount of GABA -given by A GABA -for every inhibitory spike according to
The local GABA levels are neuron-specific and affected by all inhibitory neurons projecting to the respective neuron. Thus, an inhibitory spike leads to both an inhibitory current and an increase in local GABA level at downstream excitatory neurons. The inhibition of release through GABA spillover is then again modelled by a linear decrease in release factor with increasing GABA levels, that is
We set the time constant of this process to τ p = 300 ms to roughly match the timescale 529 of presynaptic inhibition observed experimentally [53] . As before, the slope β 530 determines the strength of presynaptic inhibition and p ≡ 1 recovers the traditionally 531 used current-based network.
532
Although we consider C GABA to be related to local GABA concentration, it is 533 unitless and can not be mapped to any specific biophysical quantity. Nevertheless, we 534 normalise A GABA by the number of ingoing inhibitory synapses, such that the local 535 GABA level C GABA roughly relates to the inhibitory firing rate. This allows us to use a 536 presynaptic inhibition strength paremeter β on the same order of magnitude as in the 537 rate and mean population model (without further scaling). The triplet plasticity rule We model plasticity of excitatory synapses in the spiking network using the minimal triplet STDP model tuned to visual cortex data [38] and metaplasticity implemented by homoeostatically regulating the amount of long-term depression (LTD) depending on the postsynaptic firing rates [38, 60] . The 
where A + is the amount of long-term potentiation (LTP), τ + , τ slow and τ − timescales of the triplet STDP model (see [60] ) and κ the target rate at which the definition of A − i (t) ensures balance of LTD and LTP. Changes in the LTD amplitude of neuron i are driven by the moving average of its postsynaptic firing rate τ c dr i dt = −r i + S i (t).
The overall timescale of this homoeostatic component of the metaplastic triplet STDP 543 rule is therefore given by τ c and as in the rate network a crucial parameter for network 544 stability [60] .
545
Weight modifications at excitatory recurrent synapses are limited to the interval 546 0 < w ij < w max during ongoing plasticity, whereas structural changes are not allowed 547 (synapses initialised at zero strength remain absent). A summary of parameters related 548 to plasticity is shown in Table 5 . The effective time constant of plasticity can be 549 approximated in a mean field model from the plasticity parameters by considering the 550 expected mean weight update. Given the default parameters of this network, the 551 effective timescale of plasticity amounts to τ w = 2975 s (see [60] for details). The numerical equations of the rate network were integrated using forward Euler with a 554 timestep of 1 ms. Simulations were run in Python with support of Cython for speed 555 improvement.
556
Spiking network were simulated using the Brian2 package [46] for Python. Numerical 557 equations were integrated using Runge-Kutta method of 4th order for the neuron 558 equations and forward Euler for synaptic interactions. The integration timestep was 0.1 559 ms. 560 
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Fig S1. Presynaptic inhibition also compensates for increases in recurrent excitation in alternative circuit motifs. Top: Mean population models in which presynaptic inhibition not only affects excitatory recurrent synapses, but also A. inhibitory synapses onto excitatory cells, B. excitatory synapses onto inhibitory cells C., all recurrent synapses (including recurrent inhibitory connections, not shown) or D. background input. Bottom: Firing rate of excitatory population in respective circuit model as a function of excitatory recurrence for increasing strengths of presynaptic inhibition (β). 
