Abstract-The heterogeneity is one of the key characteristics of the future wireless networks. How to provide terminal users with the best connection anytime and anywhere become more important. In this paper, a vertical handoff decision algorithm for the heterogeneous wireless networks is proposed based on the Markov Decision Process (MDP). First the factors which determine the choices of the wireless networks is discussed in detail. Then the problem is resolved by a Markov decision process with the objective of maximizing the total expected reward per connection. The analytic hierarchy process is used to assign the weight to the reward from every attribute such as the power, mobility, energy etc. The numerical simulations of two different scenes shows that the proposed algorithm can effectively reduce switching times and improve the performance of the handoff in the heterogeneous networks. The comparison among the proposed algorithm and other vertical handoff decision algorithms, such as Simple Additive Weighting (SAW), RSS based algorithm, also shows the better performance of our algorithm.
I. INTRODUCTION
With the rapid development of wireless communication technology, the present situation of heterogeneous wireless networks is gradually changing toward the direction of intercommunication and integration. Next generation wireless systems will integrate multiple radio access technologies, such as 3G, 4G, Bluetooth, WIFI and etc. The multimode terminal (MMT) with multiple wireless interfaces can connect different types of wireless access networks and will be able to support multipath parallel transmission in the future heterogeneous wireless networks. In order to provide seamless mobility and session continuity, MMT changes its connection(s) during transmission, which is named as handoff. Therefore, it is important to design a vertical handoff decision algorithm for choosing the best network access in order to meet the end-users quality of service (QoS) [1] .
The handoff issue in the heterogeneous wireless access networks is a hot research topic and has been studied in many literatures. The classic handoff solution is based on the received signal strength (RSS) for network selection. In [2] , the handoff method focus mainly on the RSS parameter and makes the handoff decision when the RSS is under certain conditions. This algorithm is simple and easy to realize. But it ignores other parameters so that the policy will be not the best. Cost function based method is another common vertical handoff strategy, which study several parameters (e.g. network information, service types and user preferences) to select the best network. In [3] , a cost function based vertical handoff decision method is proposed to choose the network with the least cost function value, where the cost function consists of three aspects including the access network capacity, signaling cost, and the load balancing factor.
In [4] , the vertical handoff decision is formulated as a multiple attribute decision making (MADM) problem. The most popular MADM methods are: Simple Additive Weighting (SAW) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). In SAW [5] , the overall score of a candidate network depends on the weighted sum of all attribute values. In TOPSIS [6] , the best network is the one which is the closest to the ideal solution and the furthest from the worst case solution.
In [7] , the Analytic Hierarchy Process (AHP) based method was proposed to decompose the network selection problem into several sub-problems. Then weight values are assigned for each sub-problem. In [8] , Grey Relational Analysis (GRA) is used to rank the candidate networks and the one with the highest ranking is selected as the best network. In [9] , a vertical handoff algorithm that combines fuzzy logic processing (FLP) with AHP is proposed. The dynamic parameters of RSS and bandwidth are processed by FLP, and the static parameters of cost, battery consumption, are processed by AHP. However, these algorithms mentioned before all assumed that the network parameters are known previously and unchanged. Since the network parameters(such as bandwidth and delay, etc.) are always changing with the time in fact, the algorithm usually can not select the optimal network. Markov Decision Process is another mathematic tool to model the handoff decision. Based on the context information of the available bandwidth and delay in each network, a MDPbased vertical handoff decision is proposed for maximizing the total expected reward per connection in [10] . In [11] , the constrained Markov decision process is used to model the handoff decision for single-mode terminal. In [12] , the MDPbased model is used for the handoff decision on the multimode terminal, where the available bandwidth and delay in each network are the main considered factors. In [13] , an optimized vertical handoff algorithm based on MDP is proposed, which combines with fuzzy logic method. It is able to receive a higher level of load balancing and effectively improves the average blocking rate, packet loss rate. However, it is mainly applied in vehicle heterogeneous network. Optimization method is another tool to solve decision problem, which is often taken into consideration along with resource allocation schemes in [14] .
In this paper, considering the feature of the heterogeneous wireless networks, especially the parallel transmission of the MMT, a vertical handoff decision algorithm is proposed with several factors such as signal strength, quality of service (such as bandwidth, delay, jitter and packet loss rate), network costs, user's velocity and power consumption under considering. By using the AHP mothed, each factor is assigned a corresponding weight on count of the required service. The reward function is associated with the Quality of Services (QoS) for each connection and a cost function is also used to describe the signaling overhead and processing load when vertical handoff is performed. A larger total reward reflects a better QoS and less consumption. With the objective of maximizing the total reward during the transmission, the optimal handoff policy is determined by formulating the problem as a Markov decision process.
This paper is organized as follows. The model formulation is presented in Section II. The vertical handoff decision algorithm is described in Section III. The numerical results are presented in Section IV. Section V is the conclusion.
II. MODEL FORMULATION
In the next generation network, an MMT is often located in the coverage area of several heterogeneous wireless networks. As shown in Fig.1 , the heterogeneous wireless environment considered in this paper consists of serval WiFi networks and wireless cellular networks (e.g. 3G and 4G LTE). In different service area, the MMT can access to different types of candidate networks. Thus, how to select the best suited network for the users in the collocated heterogeneous wireless networks is the key problem in this paper.
Since the available bandwidth and the average delay of each network vary according to the background traffic, a network entity called Media Independent Handover Function (MIHF) is employed to estimate these network parameters in heterogeneous wireless networks, which was proposed by IEEE 802.21 MIH Working Group in [15] . The MMT can receive the necessary information from the MIHF in period and decide whether the current connected networks should be used continuously or another network with better QoS should be accessed. The factors considered in this paper are defined as
where R denotes RSS, B, D, J and L denote the available bandwidth, delay, jitter and packet loss rate of the network, respectively. C denotes the cost of the network in monetary units per bit, and E denotes the power consumption of the network per unit time. V denotes the users' velocity.
How to formulate the vertical handoff decision problem as a MDP model is described in the section. An MDP model consists of five elements: decision epochs, states, actions, transition probabilities and rewards. • Decision epochs: the sequence T = 1, 2, ..., N represents the times of successive decision epochs, as shown in Fig.2 , where the random variable N denotes the time that the connection terminates. And T p denotes the period of decision-making.
• States: S includes the index of current connected network and available bandwidth and delay, etc.
• Actions: At the decision epochs t, the MMT selects a handoff action a t based on the current state s t ,s t ∈ S • Rewards: When a t is selected, the system gets a reward r(s t , a t ) for this period.
• Transition probabilities: The MMT transfers to the next state s ′ with the transition probability
The MMT has to make a decision to decide whether the connection should use the current chosen network, or switch to another network at each decision epoch. The state space and the action set are defined as S and A, respectively. A decision rule (δ t : S → A) denotes the action choice in each state at t. A policy π = (δ 1 , δ 2 , ..., δ N ) is said to be stationary if δ t = δ for all t. For convenience, the policy π is denoted by δ. Given the initial state s and the stationary policy δ, the expected N -periods reward is defined as
where E δ s denotes the expectation with respect to policy δ and initial state s, and E N denotes the expectation with respect to random variable N . It is assumed that random variable N follows a geometrical distribution with mean 1/(1−λ) in [10] . Equation (2) can be written as
where λ can be interpreted as the discount factor of the model.
Our objective is to determine the optimal MDP policy δ * that maximizes the expected total reward v δ (s).
III. VERTICAL HANDOFF DECISION ALGORITHM
In this section, the elements of MDP model, that are states, actions, transition probabilities and rewards, are described in detail firstly. Then AHP model is used to compute the corresponding weight of each attribute. Finally, the value iteration algorithm (VIA) is used to solve the MDP problem and choose the best network.
A. MDP Model
Considering that there are M wireless networks in the coverage of heterogeneous networks and the MMT can have access to several networks simultaneously.
1) State:
In our proposed vertical handoff decision algorithm, the state space S is defined as: 2) Action: In this paper, the MMT is able to connect to several networks simultaneously. Therefore, the action is defined as a M -dimension vector, 
3) Transition Probability: Given the current state
and the chosen action a, the probability function that the next state will be s
is the transition probability of the MMT's velocity,
is the joint transition probability of the bandwidth and delay of network m.
4) Reward:
When an MMT chooses an action a in state s, it receives an immediate reward r (s, a) . The reward function is explained below.
a) RSS Reward Function:
Assume that the distance from the MMT to the BS of network m is d, and the shadow fading is not taken into account. The signal strength that MMT received from the BS m can be described as
where P t denotes the transmit power of network m, L is a constant power loss, n is the path loss exponent, usually, n ∈ [2, 4] .
Define that the signal strength threshold of network m is RSS m,th , then the RSS reward function is
In this way, the RSS reward function of other network can be obtained. Then, the total RSS reward function is
b) Qos Reward Function: When the total available bandwidth for the MMT is β, the bandwidth reward function is defined as
where β = b · a denotes the total available bandwidth, L B and U B denote the minimum and maximum bandwidth requirements of the MMT, respectively.
As the maximum delay of the parallel transmission is τ , the delay reward function is defined as
where τ = max 
d) Call Dropping Penalty Function:
We define the call dropping penalty function as
where V max denotes the maximum velocity thresholds of the network, and V min denotes the minimum velocity thresholds of the MMT. The faster the MMT moves, the larger the probability of the connection dropped during vertical handoff will be.
e) Power Consumption Reward Function:
The power consumption reward function is calculated with the same equation (8) . f E (s, a) = f (β), where β = e · a denotes the total power consumption, L E and U E denote the minimum and maximum power consumption in the M networks, respectively. 
where K g,a is the handoff cost from network g to network a. 
Then, the reward function r(s, a) is computed as
r(s, a) =w R f R (s, a) + w B f B (s, a) + w D f D (s, a) + w J f J (s, a) + w L f L (s, a) + w C f C (s, a) + w V f V (s, a) + w E f E (s, a) − q(s, a) (13) where w R , w B , w D , w J , w L , w C , w V , w E denote
B. AHP Method
AHP method is used to decompose a complicated problem into a hierarchy of simpler and more manageable subproblems. These subproblems are composed of decision factors and weighted according to their relative dominance to the problem. The overall objective is placed at the top node of the hierarchy while the solution is placed at the bottom. In this paper, we are trying to make a selection among M networks. The factors are listed in equation (1) . The hierarchy on vertical handoff decision is established as shown in Fig.3 .
Each factor is compared to all other factors within the same parent. The comparison results within each parent are presented in a square matrix. The comparison rule is listed as , ξ i , i = 1, 2, 3, 4 . Then, corresponding eigenvectors are normalized as
We can compute the corresponding weights of each attribute as follows
C. Optimality Equations and the Value Iteration Algorithm
Given the initial state s, the maximum expected total reward is denoted by v(s). That is,
From [16] , the optimality equations are expressed as
The value iteration algorithm (VIA) is used to determine the stationary optimal policy and the corresponding expected total reward in [10] . Note that the MDP optimal policy δ * (s) indicates which network to connect at the current state s.
IV. NUMERICAL RESULTS AND DISCUSSIONS

A. Simulated in Static Scenarios or Low-speed Scenarios
We consider a scenario that an MMT is located in an area covered with WiFi, 4G-LTE and 3G network. The MMT has two different types of wireless interfaces, which respectively connect to WiFi, cellar network (e.g. 4G-LTE or 3G). The MMT must connect to at least one network during its transmission time. The parameters of three networks are listed as TABLE III, where all the parameters are provided in a multiple of units, reflecting the relative proportion of networks. As different services have different requirements in bandwidth and delay, we set the maximum and minimum requirements of bandwidth and delay for four services, as listed in TABLE IV. U B and L B denote the maximum and minimum requirements of bandwidth, while U D and L D denote the maximum and minimum requirements of delay, respectively. For 4G-LTE and 3G, the available bandwidth and delay are assumed to be guaranteed for the duration of the connection. For WiFi, they are changing with the current traffic. And other parameters are constant as listed in TABLE IV. Here we consider the static scenarios or low-speed scenarios, in which the MMT are always covered by the three networks. In WiFi network, the users arrive and depart from the network with an average Poisson rate of 0.2 users per second. The average time between two successive decision epochs is set to 15 secs. To evaluate our proposed MDP-based handoff decision algorithm, we compare it with some typical handoff decision algorithms, such as SAW, RSSbased algorithm and MDP-based algorithm for single-mode terminal (MDP1). Fig.4 and Fig.5 show the expected total reward and the expected number of vertical handoffs in different discount factor λ, respectively. We assume that the time unit is 15 seconds in the discrete-time MDP model. The average connection duration is equal to 1/(1 − λ) time unit. When λ varies from 0.9 to 0.98, the average connection duration varies correspondingly from 2.5 min to 12.5 min. Fig.4 shows that MDP algorithm gives the highest expected total reward for all values of λ. When the average connection duration increases, the number of decision epochs and the total expected reward also increase. Thus, the expected number of vertical handoffs increases for SAW and MDP1. However the RSS-based and MDP algorithm have relatively stable number of vertical handoffs for their stationary policy.
B. Simulated in Mobile Scenarios
The heterogeneous wireless environment considered is shown in Fig.6 , where a WiFi is located inside the coverage of two wireless cellular network 3G and 4G-LTE. Considering a street-walking scenario, the model of mobile users is formulated as a random walk in 2-dimension space, where users walk just along the horizontal or vertical direction with constant speed. T P is assumed to 15 secs. At each decision epoch, the MMT has to decide whether the connection should use the current chosen network, or be changed to another network. Simulated 1000 times with each type of service 250 times, statistical results are shown as follows. Fig.7 shows the accumulative reward changes in different decision epochs. The policy from MDP for MMT has the highest reward for all algorithms. As the decision epoch increases, the difference between MDP algorithm and other algorithms becomes larger. Fig.8 shows that the expected number of vertical handoffs versus the handoff cost. When the handoff cost increases, the MDP algorithm performs the less vertical handoffs than other algorithms. While the RSS-based algorithm and SAW do not take handoff cost into consideration, the expected number of handoffs remain unchanged. Although the RSS-based scheme has the least number of handoffs, its reward is also the least among other algorithms.
The handoff cost K g,a in the signaling cost function (12) can be set flexibly for network operators. The values of K g,a is able to reflect the signaling load incurred on the network when vertical handoffs are performed. When the network load is light, K g,a can be set small to attract more users. And large values of K g,a can be set temporarily for overloaded networks to deter users from connecting to them.
C. Complexity Analysis
As mentioned in precious subsection, the performance metrics are the expected total reward, the expected number of handoffs and the optimal MDP policy, which are determined by the value iteration algorithm. The VIA has been proved to be a very efficient and stable iteration algorithm. For VIA, the number of iterations depends on the discount factor λ. For example, in Fig.4 , the VIA needs 47 iterations to converge when λ = 0.9, however, it requires 319 iterations when λ = 0.98. In addition, the number of members of state space has an impact on the convergence time of VIA. The VIA requires a bit long time to converge when the number of members is large.
V. CONCLUSION
In this paper, an MDP based vertical handoff algorithm was proposed for heterogeneous wireless network, which combined MDP model with AHP method with the objective of maximizing the expected total reward during the transmission. This algorithm adapts to the feature of MMT in future terminals and considers many decision-making factors (such as RSS, QoS, cost, mobility and power consumption), which can help the MMT choose a suitable policy. Simulation for different services and different scenarios show that the expected total reward of our proposed MDP-based algorithm is higher than that of other three algorithms, MDP for single MT, SAW, RSS-based algorithm. Furthermore, our proposed MDP-based algorithm also effectively reduces the expected number of vertical handoffs.
