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1. INTRODUCTION
Let G = g1     gn be a ﬁnitely generated subgroup of GLm Recall
that the group G is called unipotent if every element of G is unipotent. In
this case G is conjugate to a subgroup of the group of all m ×m upper-
triangular matrices and hence is solvable. What happens if we consider a
smaller class of elements of G? Assume, for example, that all primitive
words in g1     gn are unipotent, can one say that the group generated
by g1     gn is unipotent? Similarly, given that all words in g1     gn of
bounded length are unipotent, can one say that the group generated by
g1     gn is unipotent? We believe that these questions are of independent
interest. However, our work in this direction was inspired by the following
conjecture.
Conjecture 1.1 (Formanek, Zelmanov). Let Fn be a free group of rank
n ≥ 3 and let n ⊂ AutFn denote the group of inner automorphisms of
Fn Then for every representation ρ	 AutFn → GLm the group ρn
is virtually solvable (i.e. contains a solvable subgroup of ﬁnite index).
Remark 1.2. The condition n ≥ 3 is important since there exist ﬁnite
dimensional representations ρ of AutF2 for which ρn is not virtually
solvable (see, for example, [DP]).
Recall that a word w = wt1     tn in free variables t1     tn is called
primitive if it can be included in some basis for the group generated by
t1     tn It is easy to see that n is a free group of rank n and that all
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primitive elements of n are conjugate in AutFn One can show (see The-
orem 3.1 below) that if ρ is a ﬁnite dimensional representation of AutFn
then there exists a constant s ∈ + such that ρxs is unipotent for every
primitive element x ∈ n This makes it apparent that one of the most im-
portant cases in the proof of Conjecture 1.1 is the case when the images of
all primitive elements of n are unipotent. We study this case in the sec-
ond part of the paper. In particular, we show that if the number of Jordan
blocks in ρx—where x is an arbitrary primitive element of n—does not
exceed n then the group ρn is unipotent.
In the ﬁrst part of the paper we look at the combinatorial problems
formulated above. We show that under some natural conditions the group
generated by g1     gn will indeed be unipotent.
We thank E. Zelmanov for various stimulating discussions.
2. LINEAR GROUPS GENERATED BY UNIPOTENT ELEMENTS
We begin with the following simple observation.
Theorem 2.1. Let u1     un ∈ GLm be unipotent matrices whose
Jordan normal form consists blocks of size at most two. Assume that every
element of the form u−1i uj 1 ≤ i j ≤ n is unipotent with Jordan blocks of
size at most two. Then u1     un generate a unipotent group.
Proof. One can easily prove that in this situation u1     un have a com-
mon invariant vector.
Assume ﬁrst that n = 2 Since u−11 u2 is unipotent, we can ﬁnd v ∈ m
such that u1 · v = u2 · v We set
w = u1 − 1 · v = u2 − 1 · v
Since u1 − 12 = u2 − 12 = 0 w is both u1 and u2-invariant. If w is
different from 0 it is the vector we are looking for. Otherwise, u1− 1 · v =
u2 − 1 · v = 0 so v is the required invariant vector.
Now, consider the case of an arbitrary n Let u1     un be as above.
Note that the matrices u−1n u1     u
−1
n un−1 also satisfy the conditions of
the theorem, so by induction we can ﬁnd v ∈ m such that
u−1n u1 · v = · · · = u−1n un−1 · v = v
or equivalently,
u1 · v = · · · = un−1 · v = un · v
Then again either w = u1 − 1 · v = · · · = un−1 − 1 · v = un − 1 · v or
v itself is the required invariant vector.
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Now, one can easily show that u1     un generate a unipotent subgroup
using induction on m Since u1     un have a common eigenvector, we can
ﬁnd an invertible matrix g such that every t from the group generated by
u1     un has the form
t = g
(
1 ∗
0 t ′
)
g−1
Note that the matrices u′1     u
′
n (in obvious notations) satisfy the con-
ditions of the theorem, so we can assume that they generate a unipotent
subgroup of GLm−1 Then clearly u1     un also generate a unipotent
subgroup.
Remark 2.2. It is easy to see that similar results hold in a much more
general situation. In particular, one can show that if u1 u2 are two elements
containing blocks of size at most two such that um1 u
l
2 is unipotent for some
m l = 0 then the group generated by u1 u2 is unipotent.
Theorem 2.3. Let x y ∈ GLm Assume that every primitive element
in x and y is unipotent with Jordan blocks of size at most 3 Then the group
generated by x and y is unipotent.
Lemma 2.4. Consider any norm on k Let u ∈ GLk be a unipotent
matrix. There exists a constant C = Ck (independent of u) such that for
every vector v ∈ k
um · v ≤ Ckmkmax
i≤k
ui · v
for all m ∈ +
Proof. We will prove this in the case when the norm is given by∥∥v1     vk∥∥ = max
i
vi
Since u is unipotent, for every m ∈ + we have
um = 1+ ∑
i=1···k
Cmi u− 1i
It is easy to see that for every i ≤ k∥∥u− 1i · v∥∥ ≤ kk−1 max
j≤k
uj · v
and therefore our assertion is true for Ck = kk
For t ∈ GLm let Vit denote the kernel of t − 1i i = 1 2. We can
assume that
dim V2y = min
t
{
dim V2t
}

where the minimum is taken over all primitive elements t = tx y
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Lemma 2.5. Assume that every primitive element in x and y is unipotent
with blocks of size at most 3 Then the group generated by x and y is not
irreducible.
Proof. We can assume that y has the form
y = diagJ1 J2 J3
where
J1 = Ek1 J2 =
(
Ek2 Ek2
0 Ek2
)
and J3 =


Ek3 Ek3 0
0 Ek3 Ek3
0 0 Ek3

 
Clearly, dim V1y = k1 + k2 + k3 and dim V2y = k1 + 2k2 + 2k3
Let e1     em be the corresponding basis for m Choose an inner
product on m such that e1     em is an orthonormal system. We will
consider the following six subspaces of m: V1 spanned by e1     ek1
V2 spanned by ek1+1     ek1+k2 etc. For v ∈ m let pri v denote the
orthogonal projection of v onto Vi i = 1     6 Finally, we set
m1 = dim V1y m2 = dim V2y n1 = dim V1x
n2 = dim V2x
Choose an inﬁnite subset I ⊂ + such that for every r1 r2 ∈ I
dim V1yr1x−1 = dim V1yr2x−1
and also
dim V2yr1x−1 = dim V2yr2x−1
Consider any r ∈ I and let t = yrx−1 Choose an orthonormal ba-
sis v′1r     v′n1r u′1r     u′n2−n1r for V2t such that v′1r
    v′n1r is a basis for V1t For every i = 1     n1 we set
vir = x−1v′ir
It is easy to see that
yr − x · vir = 0
We can assume that for every i the sequences v′irr∈I and virr∈I
converge. Let
v′i = limr→∞ v
′
ir and vi = limr→∞ vir
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Clearly, v′i = 1 Moreover, since v′ir ⊥ v′jr for all 1 ≤ i = j ≤ n1 and
r ∈ I we have that v′i ⊥ v′j for all 1 ≤ i = j ≤ n1 In particular, v′1     v′n1
(and consequently v1     vn1) is a linearly independent set.
We can ﬁnd cx > 1 such that x ·w ≤ cxw and x−1 ·w ≤ cxw for
every w ∈ m Consider any i ≤ n1 Let
w = vi and wj = prj w j = 1     6
Similarly, for every r ∈ I we set
wr = vir and wjr = prj wr, j = 1     6
It is easy to verify that
yr ·wr =


w1r
w2r + rw3r
w3r
w4r + rw5r + 1/2r2 − rw6r
w5r + rw6r
w6r



Note that wr < cx Since yr ·wr = x ·wr and x ·wr ≤ cxwr
we have that
w6r ≤ 2/rc2x
if r is large enough. This implies that
w6 = lim
r→∞w6r = 0
Since for every r ∈ I pr6yr ·wr = wrr we obtain that
lim
r→∞
∥∥pr6x ·wr∥∥ = 0
or equivalently,
pr6x ·w = 0
Thus, for every i = 1     n1 we have
pr6 vi = 0 and pr6 v′i = 0
Next, for every i = 1     n2 we set uir = x−1u′ir Again, we can
assume that the sequences u′irr∈I and uirr∈I converge. Let
u′i = limr→∞u
′
ir, ui = limr→∞uir
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Assume that for every i ≤ n2
pr6 ui = 0
Arguing as above, one can show that
pr6 u
′
i = pr6 ui = 0
Thus v1     vn1 together with u1     un2 span V2y Using this and the
fact that v′1     v
′
n1
 u′1     u
′
n2
also span V2y we obtain that
x · V2y = V2y
which means that the subgroup generated by x and y is not irreducible.
Assume now that
 pr6 ui > 0
for some i = 1     n2 For r ∈ I let
w′r = yr − x · uir
/∥∥yr − x · uir∥∥
and let
w′ = lim
r→∞w
′r
It is easy to see that
pr1w
′r, pr3w′r, pr6w′r ∼ o
(
r
∥∥yr − x · uir∥∥)
pr2 w
′r, pr5w′r ∼ o
(
r2
∥∥yr − x · uir∥∥)
pr4w
′r ∼ 1/2r2 pr6uir
∥∥yr − x · uir∥∥
In particular,
pr1w
′ = pr2 w′ = pr3w′ = pr5w′ = pr6w′ = 0
We also have
yrx−1 − 1yr − x · ui = yrx−1 − 12 · u′i = 0
implying that
x−1 − y−m ·w′m = 0
Let
w = x−1w′
It is not difﬁcult to see that
pr1w = pr2 w = pr3w = pr5w = pr6w = 0
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Indeed,
wr = y−rw′r = x−1w′r


or2
or2
or2
Cr2
or2
or2



where the C > 0 since x−1wr cannot be inﬁnitely small compared to
wr This means that we can ﬁnd a vector w ∈ V1y such that x · w ∈
V1y
Consider any r ∈  and let t = xyr We have
t ·w = x ·w and t2 ·w = x2 ·w
If x2 ·w ∈ V1y we can choose r ∈  to make ymt2 ·w (and consequently
t3 · w) arbitrarily large. But this is impossible since t has Jordan blocks
of size at most 3 (see Lemma 2.4).
Thus, x2 · w belongs to V1y It is easy to see that either x− 1 · w or
x− 12 ·w is x-invariant (and nonzero). Clearly x− 1 ·w and x− 12 ·w
are y-invariant. Again, the subgroup generated by x and y is not irreducible.
Proof of Theorem 2.3. We can assume by Lemma 2.5 that the subgroup
generated by x and y is not irreducible. Then we can assume that every
element t from x y has the form
t =


t1 ∗ ∗
0
   ∗
0 0 tl

 
where ti ∈ GLki We can assume, furthermore, that for every i = 1
    l the projections xi and yi generate an irreducible subgroup of
GLki
Assume that the Jordan normal form of every primitive element t ∈
x y contains only blocks of size at most 3 Then the Jordan normal form
of ti for every i = 1     l contains blocks of size at most 3 It then follows
that xi and yi generate a unipotent subgroup. This being true for every
i = 1     l implies that x and y generate a unipotent subgroup. The proof
is now complete.
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Remark 2.6. As one can see from the previous examples, in some cases
unipotency of very simple words u1     un implies unipotency of the whole
group generated by u1     un The following theorem shows that this is not
true in general.
Theorem 2.7. For every s ≥ 1 there exist m = ms and two elements
u and v ∈ GLm such that every word in u and v of length at most s is
unipotent but the subgroup generated by u and v is not solvable.
Proof. Let v be the upper triangular Jordan block of size m and let
u = uij be an arbitrary unipotent lower triangular matrix. A word g in
u and v is unipotent if and only if the characteristic polynomial of g is
x − 1m This condition is equivalent to m polynomial equations in uij
(one for each coefﬁcient of the characteristic polynomial).
If we stipulate that all words of length at most s in u and v are unipotent,
we obtain a set of no more than 4sm polynomial equations in mm− 1/2
variables (uij 1 ≤ j < i ≤ n). This deﬁnes a variety V in mm−1/2 Note
that V is not empty since the identity matrix satisﬁes all of our conditions.
Therefore, ifm is sufﬁciently large, the dimension of V is at leastmm− 1/
2− 4sm > 0. This means that we can ﬁnd a lower-triangular matrix u differ-
ent from the identity such that all words in u and v of length at most s are
unipotent. However, it is not difﬁcult to see that u and v cannot generate
a unipotent group.
The required elements u and v can be found explicitly. For m ≥ 4 and
n ≤ m/4 let !mn denote the set of all m×m-matrices with zeroes outside
of the n × n-block in the lower left corner. Let v be the Jordan block of
size m
Theorem 2.8. For every s ∈ + there exists m ≥ 4 and a ∈ !mn such that
all words in v and u = 1+ a of length at most s are unipotent but the group
generated by u and v is not.
Proof. Choose any a ∈ !mn and let u = 1 + a Consider any element
w = wu v It is easy to see w can be written in the form vkw1 + aw
where kw ≤ s and aw is a sum of matrices of the form v−iavi with i ≤ s
Note that aw ∈ !mn+s
Assume that kw = 0 (i.e., the sum of all powers of v appearing in w is
equal to 0). Then W will be unipotent for every a provided that n ≥ s Let
S be the set of all words w in u and v of length at most s such that the
sum of all powers of v in w is different from 0 Assume that for every w ∈ S
we can ﬁnd a matrix bw ∈ !mn such that
vkwaw = bwvkw − vkwbw (1)
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Then for t = 1+ bw we have
t−1wt = 1− bwvkw1+ aw1+ bw
= 1− bwvkw1+ aw + bw = 1− bw1+ bwvkw = vkw
which means that w is conjugate to v and hence is unipotent.
For each w (1) deﬁnes a linear system in 2n2 variables (non-zero coefﬁ-
cients of aw and non-zero coefﬁcients of bw). It is easy to see that vkwaw
vkwbw and bwvkw belong to !mn+s which means that this system contains
at most n + s2 equations. Note that coefﬁcients of aw are linear combi-
nations of the coefﬁcients of a
We thus obtain a homogeneous linear system of #Sn+ s2 equations in
#S + 1n2 variables (n2 variables for each bw plus n2 variables for a) If
n is sufﬁciently large compared to s the number of variables in our system
is larger than the number of equations, which means that the system has a
non-trivial solution. This non-trivial solution gives the required a and bw
w ∈ S
It is easy to see that a obtained this way is different from 0 Indeed, if a =
0 we can ﬁnd non-zero bw for some w ∈ S However, bw does not commute
with vkw implying that aw = v−kwbwvkw − bw = 0 This is impossible if
a = 0
Let G = u v Assume that G is solvable. Assume that the ﬁrst j
columns of a contain only zeroes. Then every matrix w ∈ G has the form
w =
(
w1 w0
0 w2
)

where w1 is of size j × j and w2 is of size m− j × m− j It is easy to
see that v2 is a Jordan block of size m − j and u2 has the form 1 + a2
where a2 has non-zero elements in the ﬁrst column. It is easy to see that G
is solvable if and only if the group generated by u2 and v2 is solvable. We
can assume therefore that A itself has a nonzero ﬁrst column.
SinceG is solvable,G contains triangularizable a subgroup of ﬁnite index.
This implies, in particular, that ul vl for some l ≥ 1 should have a common
eigenvector, which is impossible, Indeed, any eigenvector of vs must be a
multiple of e1 but such vectors are not ﬁxed by u
Remark 2.9. Let u v be as above. One can show that all elements of
the form umv m ∈  are unipotent. Similar constructions work in lower
dimensions as well. For example, let
x =


1 0 0 0
0 1 0 0
1 0 1 0
0 −1 0 1

 and y =


1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1

 
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Again, it is not difﬁcult to verify that all elements of the form xmy m ∈ 
are unipotent but the group generated by x and y is not.
3. AutFn
Let Fn be the free group of rank n Let ρ	 AutFn denote the auto-
morphism group of Fn and let n ⊂ AutFn be the subgroup of inner
automorphisms. Let x1     xn be any basis for Fn (we will identify Fn
with n).
Theorem 3.1. Suppose that n ≥ 3 Then for every representation ρ:
AutFn → GLm there exists s > 0 such that ρx1s     ρxns are
unipotent.
Proof. It is easy to verify that xi and xj are conjugate for all 1 ≤ i j ≤
n So, it is enough to show that ρx1s is unipotent for some s > 0 or
equivalently that all eigenvalues of ρx1 are roots of 1
Assume that ρx1 has an eigenvalue λ that is not a root of 1 Then we
can embed  into a locally compact ﬁeld F endowed with an absolute value
ω such that ωλ = 1We thus obtain a representation AutFn → GLmF
which will still be denoted by ρ Assume that the largest eigenvalue of ρx1
has multiplicity k Then we can ﬁnd an irreducible subrepresentation ρ′ of
the representation induced by ρ on the kth exterior power of Fm such that
ρ′x1 is proximal. (Recall that an element u ∈ GLmF is called proximal
if it has a unique eigenvalue of maximal modulus.)
Denote by µ the largest eigenvalue of ρ′x1 Note that x1 and x−11 are
conjugate, which implies that µ is also the largest eigenvalue of ρ′x1−1
Thus ρ′x1 and ρ′x1−1 are both proximal. Finally, x1 and xi are conju-
gate, ρ′xi and ρ′xi−1 are also proximal for every i = 2     n
Let Ui (resp. Vi) be the µ-eigenspace of ρ′xi (resp. ρ′xi−1). Consider
any i = j It follows from [T, Lemma 3.6] that if Vi is not equal to either
Vj or Uj then the subgroup generated by ρ′xi and ρ′xj contains a free
group. This is impossible since the group generated by ρxi and ρxj is
solvable-by-ﬁnite (see [FP]).
Assume that Vi = Vj Then for every v ∈ Vi we have ρ′xix3j  · v = µ4v
This implies that µ4 is an eigenvalue of ρ′xix3j  Since ρ′xi and ρ′xix3j 
are conjugate, µ4 must also be an eigenvalue of ρ′xi However, this is
impossible since ωµ4 > ωµ The case when Vi = Uj is very similar to
this one.
Let x1     xn be a set of generators for n Theorem 3.1 shows that
the case when the images of x1     xn are unipotent is one of the most
important cases in the proof of Conjecture 1.1.
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For i = 1     n we denote by xi the subgroup of n generated by the
elements xj j = i Let Uxi be the subspace of xi-invariant vectors
and let V xi be the subspace of ρxi-invariant vectors in V
The main result of this part of the paper is the following theorem.
Theorem 3.2. Suppose that dim V xn ≤ n Then ρn is a unipotent
group.
The following proposition is a special case of Theorem 3.2 below. We
give a separate proof of this result since it is relatively short and at the
same time gives a good overview of the method used in the general case.
Proposition 3.3. Suppose that dim V xn ≤ n − 1 Then ρn is a
unipotent group.
Proof. We will ﬁrst show that ρx1     ρxn have a common invariant
vector.
It is known that the group generated by ρx1     ρxn−1 contains a
triangularizable subgroup of ﬁnite index. Let U be such a subgroup. Then
we can ﬁnd g ∈ GLm such that for every u ∈ U g−1ug is an upper-
triangular matrix. In particular, g−1ρx1kg is upper triangular for some
k > 0 Since ρx1 is unipotent, ρx1 can be written in the form ρx1 =
α0 + α1ρx1k − 1 + · · · + αsρx1k − 1s We then have g−1ρx1g =
α0 + α1g−1ρx1k − 1g + · · · + αsg−1ρx1k − 1sg so g−1ρx1g is also
an upper-triangular matrix. Similarly, g−1ρxig is upper triangular for ev-
ery i = 2     n− 1 So, we can assume that U is the subgroup generated
by ρx1     ρxn−1 Since ρx1     ρxn−1 are unipotent, U itself is
unipotent.
Since ρx1 ρx2     ρxn−1 generate a unipotent subgroup, we can
ﬁnd a vector vn such that
ρx1 · vn = ρx2 · vn = · · · = ρxn−1 · vn = vn
Similarly, for every i = 2     n− 1 we can ﬁnd a vector vi such that
ρx1 · vi = · · · = ρxi−1 · vi = ρxi+1 · vi = · · · = vi
Assume that α2v2 + · · · + αnvn = 0 for some α2     αn ∈  We can as-
sume for simplicity that α2 = −1 Then v2 = α3v3 · · · + αnvn and therefore
ρx2 − 1 · v2 = ρx2 − 1 · α3v3 + · · · + αnvn = 0
(because v3     vn are ρx2-invariant). We know already that
ρx1 · v2 = ρx3 · v2 = · · · = ρxn · vi = v2
so v2 is the required invariant vector. Thus, we can assume that v2     vn
are linearly independent and consequently span the subspace of x1-invariant
vectors.
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We can also ﬁnd a vector v such that
ρx1 · v = ρx2 · v = · · · = ρxn−2 · v = ρx−1n−1xnv = v
Since v is x1-invariant it can be written as a linear combination of
v2     vn:
v = α2v2 · · · + αnvn
We then have
0 = (ρxn−1 − ρxn) · v = (ρxn−1 − ρxn) · (α2v2 · · · + αnvn)
= αn−1
(
ρxn−1 − 1
) · vn−1 − αnρxn − 1 · vn (2)
We thus have
αn−1
(
ρxn−1 − 1
) · vn−1 = αn(ρxn − 1) · vn
Assume that αn−1 = αn = 0 i.e., v = α2v2 · · · + αn−2vn−2 Since v2
    vn−2 are ρxn−1 and ρxn-invariant, v is also ρxn−1 and ρxn-
invariant. At the same time, we have
ρx1 · v = ρx2 · v = · · · = ρxn−2 · v = v
so v is the required invariant vector.
Assume now that αn−1 = 0 but αn = 0 Then ρxn − 1 · vn = 0 imply-
ing that vn is ρxn-invariant. We know that ρx1 · vn = ρx2 · vn = · · · =
ρxn−1 · vn = vn so vn is the required invariant vector.
So, we need only to consider that case when ρxn − 1 · vn and
ρxn−1 − 1 · vn−1 are different from 0 and are multiples of each other.
Similarly, we can assume that
λ2ρx2 − 1 · v2 = · · · = λn−1ρxn−1 − 1 · vn−1 = λnρxn − 1 · vn
for some non-zero constants λ2     λn
Let
w = ρx2 − 1 · v2
Since w = 0 we can ﬁnd s ≥ 0 such that ρx1 − 1s · w is non-zero and
is ρx1-invariant. Since v2     vn span the subspace of ρx1-invariant
vectors, ρx1 − 1s ·w can be written in the form(
ρx1 − 1
)s ·w = β2v2 + · · · + βnvn
Choose any i = 2     n Multiplying both parts by ρxi − 1 we obtain
ρxi − 1ρx1 − 1s ·w = βiρxi − 1vi = βi/λ2w
It then follows from Lemma 3.4 below that βi = 0 Thus, β2 = · · · = βn =
0 which is impossible since ρx1 − 1s ·w = 0
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Lemma 3.4. Assume that u1     un ∈ GLm generate a unipotent sub-
group and let r be an element of the -algebra generated by u1 − 1    ,
un − 1 If v ∈ m satisﬁes r · v = v then v = 0
Proof. Let U denote the subgroup generated by u1     un Since U is
unipotent, we can ﬁnd a U-invariant ﬂag 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vm−1 ⊂
Vm = m Let Vs be the smallest subspace containing v and assume that
s > 0 Then ui − 1 · v ∈ Vs−1 for every i = 1     n and therefore r · v ∈
Vs−1 This implies that v ∈ Vs−1 a contradiction.
Finally, one can prove that ρx1     ρxn generate a unipotent sub-
group using induction on m (the dimension of our representation). We
know that ρx1     ρxn have a common eigenvector. Then we can as-
sume that for every g from the group generated by ρx1     ρxn
ρg =
(
1 ∗
0 ρ′g
)

It is easy to see that ρ′x1     ρ′xn have at most n − 1 blocks too, so
by induction hypothesis, they generate a unipotent subgroup. Then clearly
the subgroup generated by ρx1     ρxn is also unipotent. The proof is
now complete.
Proof of Theorem 3.2. We will use the following elements of AutFn
(see [MKS]):
σij	


xi → xj
xj → xi
xk → xk k = i j
εi	
{
xi → x−1i 
xj → xj j = i
and for any g ∈ x1
γg	
{
x1 → gx1
xj → xj j = 1
The following can be easily veriﬁed:
ρεi · V xj = V xj, ρεi ·Uxj = Uxj
ργg · V xn = V xn, ργg ·Ux1 = Uxn
We will ﬁrst show that V contains a ρn-invariant vector.
Lemma 3.5. If dimUx1 ≥ 2 then ρn contains an invariant vector.
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Proof. If dimUx1 ≥ 2 then dimUxi ≥ 2 for every i = 1     n So for
every i = 1     n− 1 we can ﬁnd two linearly independent vectors vi vi ∈
Uxi Since dim V xn ≤ n the vectors v1 v1     vn−1 vn−1 are linearly
dependent. So, we can ﬁnd α1 α1     αn−1 αn−1 such that
α1v1 + α1v1 + · · · + αn−1vn−1 + αn−1vn−1 = 0
Assume that αi or αi is not equal to 0 Multiplying the above equation by
ρxi − 1 we obtain
ρxi − 1 ·
(
αivi + αivi
) = 0
This means that the vector v = αivi + αivi is ρxi-invariant. On the other
hand, v is ρxj-invariant for every j = i (because vi and vi are). Clearly,
v = 0 so v is the required ρn-invariant vector.
Let g be a primitive word in x1 x2 We set
Ug = {v ∈ V  ρg · v = ρx3 · v = · · · = ρxn · v}
Clearly Ug ⊂ V xn for every g In view of Lemma 3.5 we can assume
that dimUg = 1
Lemma 3.6. Let vi ∈ Uxi i = 1     n− 1 and v ∈ Ux−11 x2 be non-
zero vectors. If v v1     vn−1 are linearly dependent then V contains a ρn-
invariant vector.
Proof. Choose α α1     αn−1 such that
αv + α1v1 + · · · + αn−1vn−1 = 0
Multiplying this equation by ρx1 − 1 and ρx2 − 1 respectively, we
obtain
αρx1 − 1 · v + α1ρx1 − 1 · v1 = 0
and
αρx2 − 1 · v + α2ρx2 − 1 · v2 = 0
(note that vi is ρxj-invariant for every j = i). Since ρx1 − 1 · v =
ρx2 − 1 · v
α2ρx2 − 1 · v2 = α1ρx1 − 1 · v1
Multiplying this equation by ρε1 we obtain
α2ρx2 − 1ρε1 · v2 = α1ρx−11  − 1ρε1 · v1
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Since Ux1 and Ux2 are ρε1-invariant, ρε1 · v1 = β1v1 ρε1 · v2 =
β2v2 βi = ±1 We thus have
β2α2ρx2 − 1 · v2 = β1α1ρx1−1 − 1 · v1
It is now easy to see that that ρx1 − 1 · v1 (and hence ρx2 − 1 · v2)
is ρx1-invariant. We thus have
ρx1 − 1ρx2 − 1 · v2 = ρx2 − 1ρx2 − 1 · v2 = 0
Multiplying this equation by ρσ1i i = 3     n and bearing in mind that
ρσ1i · v2 = ∓v2 we obtain that
ρxi − 1ρx2 − 1 · v2 = 0
for every i = 1     n Thus, if ρx2 − 1 · v2 = 0 it is the required ρn-
invariant vector. Otherwise v2 itself is ρn-invariant.
So, it remains to consider the case when v v1     vn−1 are linearly in-
dependent. In particular we can assume that dim V xn = n and v v1
    vn−1 span V xn Choose a non-zero vector w ∈ Ux−22 x1 Since v v1
    vn−1 span V xn we can ﬁnd α α1     αn−1 such that
w = αv + α1v1 + · · · + αn−1vn−1
Then
ρx1 − 1 ·w = αρx1 − 1 · v + α1ρx1 − 1 · v1
and
ρx22 − 1 ·w = αρx22 − 1 · v + α2ρx22 − 1 · v2
Since ρx1 − 1 ·w = ρx22 − 1 ·w we have
α1ρx1 − 1 · v1 = αρx22 − ρx2 · v + α2ρx22 − 1 · v2
Multiplying this equation by ργg g ∈ x1 we obtain that
α1ρg1− ρx1ργg · v1
= α(ρx22 − ρx2)ργg · v + α2(ρx22 − 1)ργg · v2
For 1 ≤ i = j ≤ n− 1 by V xj we will denote the subspace of V spanned
by all elements of the form f ρxjρxj − 1 · u where u ∈ V xn and
f is an arbitrary polynomial.
Note that ργg · Ux1 = Ux1 So, ργg · v1 = εgvg for some εg = 0
(because dimUx1 = 1). Moreover, since ργg · V xn = V xn ργg · v
and ργg · v2 belong to Vxn  This means that ρg1− ρx1 · v1 ∈ V x2
for every g ∈ x1
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Assume that ρx1 − 1 · v1 = 0 The subspace spanned by ρgρx1 −
1 · v1 g ∈ x1 is x1 -invariant and therefore contains v1 (because
dimUx1 = 1). Thus v1 itself belongs to V x2
It is easy to see that V x2 is σij-invariant for all i j = 2 n This implies
that vi ∈ V x2 for every i = 3 We also have v2 ∈ V x1 Finally, using the
fact that V x2 is ργx2-invariant, one can show that v ∈ V x2
Let 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vm = V be a n−1-invariant ﬂag. Let Vj be
the smallest subspace containing V xn j ≥ 1 Then V x1 and V x2 are
contained in Vj−1 In particular, v v1     vn−1 ∈ Vj−1 However, V xn is
spanned by v v1     vn−1 This contradiction shows that ρx1 − 1 · v1 =
0; i.e., v1 is ρn-invariant.
So, we can assume that α1 = 0 In this case we have
α
(
ρx2 − 1
) · v + α2ρx2 − 1 · v2 = ρx2 − 1 ·w
and
αρx2 − 1 · v + α2ρx2−1ρx22 − 1 · v2 = 0
Multiplying this equation by γx−12 we obtain
α
(
ρx2 − 1
) ·w + α2ρx2−1ρx22 − 1 · v = 0
Using the ﬁrst two equations one can show that ρx2−1ρx2 − 1 · v2
belongs to the subspace spanned by ρx2− 1 · v and ρx2− 1 · v2 using
the second and the third equations, one can show that ρx2−1ρx2− 1 · v
belongs to the subspace spanned by ρx2 − 1 · v and ρx2 − 1 · v2
So, the subspace spanned by ρx2 − 1 · v and ρx2 − 1 · v2 is ρx2-
invariant.
Assume that both ρx2 − 1 · v and ρx2 − 1 · v2 are ρx2-invariant.
We then have
αρx2 − 1 · v + 2α2ρx2 − 1 · v2 = 0
which means that the subspace spanned by ρx2 − 1 · v and ρx2 −
1 · v2 is one-dimensional. Otherwise the subspace spanned by ρx2 −
12 · v and ρx2 − 12 · v2 is one-dimensional. We will denote this one-
dimensional subspace by W x2 Note that W x2 = ρx2 − 1 · V xn in
the ﬁrst case and W x2 = ρx2 − 12 · V xn in the second case.
Assume that W x2 = ρx2 − 12 · V xn One can construct an anal-
ogous subspace for every i = 1     n Arguing as above one can show
for every i = j W xi = ρxi − 12 · V xj is a one-dimensional sub-
space of Vxi Choose a non-zero vector wxi ∈ W xi We can assume that
ρxj − 12 · wxi = wxj  Similarly ρxi − 12 · wxj = wxi  This implies
that wxi = ρxi − 12ρxj − 12wwi which is impossible since ρxi and
ρxj generate a unipotent group.
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So, ρxj − 12 · V xi = 0; i.e., W xj = ρxj − 1 · V xi In this
case ρxi − 1 · wxj = wxi  Again one can show that this is only possible
if ρxi − 1 · wxj = 0 Thus wxj = wxi for all i and j This implies that
the subspaces V xi i = 1     n have a non-trivial intersection; i.e., V
contains a ρn-invariant vector.
Finally, one can prove that ρx1     ρxn generate a unipotent sub-
group using induction on m (the dimension of our representation). We
know that ρx1     ρxn have a common eigenvector. Then we can as-
sume that for every g from the group generated by ρx1     ρxn
ρg =
(
1 ∗
0 ρ′g
)

It is easy to see that ρ′x1     ρ′xn have at most n blocks too. By the
induction hypothesis, they generate a unipotent subgroup. Then clearly the
subgroup generated by ρx1     ρxn is also unipotent. The proof is now
complete.
REFERENCES
[DP] D. Dokovic´ and V. P. Platonov, Low-dimensional representations of AutF2
Manuscripta Math. 89 (1996), 475–509.
[FP] E. Formanek and C. Procesi, The automorphism group of a free group is not linear,
J. Algebra 149, No. 2 (1992), 494–499.
[LS] R. Lyndon and P. Schupp, “Combinatorial Group Theory,” Ergebnisse der Mathe-
matik und ihrer Grenzegebiete, Vol. 89, Springer-Verlag, Berlin/New York, 1977.
[MKS] W. Magnus, A. Karras, and D. Solitar, “Combinatorial Group Theory,” Dover, New
York, 1976.
[T] J. Tits, Free subgroups in linear groups, J. Algebra 20 (1972), 250–270.
