Abstract-This letter proposes an estimation algorithm for the characterization of multiple point inputs for linear fractional order systems. First, using polynomial modulating functions method and a suitable change of variables the problem of estimating the locations and the amplitudes of a multi-pointwise input is decoupled into two algebraic systems of equations. The first system is nonlinear and solves for the time locations iteratively, whereas the second system is linear and solves for the input's amplitudes. Second, closed form formulas for both the time location and the amplitude are provided in the particular case of single point input. Finally, numerical examples are given to illustrate the performance of the proposed technique in both noise-free and noisy cases. The joint estimation of pointwise input and fractional differentiation orders is also presented. Furthermore, a discussion on the performance of the proposed algorithm is provided.
I. INTRODUCTION
T HE CONCEPT of fractional calculus stemmed in 1695 from a discussion between L'Hospital and Leibniz about the possibility of generalizing the order of classical derivatives to a non-integer order. Afterwards, in the twentieth century, differential equations involving fractional operators have gained considerable importance in modeling many realworld phenomena in different fields [1] - [3] . These fractional differential equations usually contain unknown differentiation orders, parameters and/or input to be estimated using available data. In particular, point source estimation problem has recently attracted the research community's attention for which interesting applications exist. Examples of applications include (a) the localization of groundwater point contaminant sources in fractional anomalous dispersion models [4] and (b) the characterization of the event-related type of neural activity in a fractional neurovascular model [5] . Several methods have been proposed in the literature for the estimation of parameters, and/or fractional differentiation orders of fractional order systems (FOSs). For example, a fractional version of the extended Kalman filter has been proposed in [6] to estimate the unknown parameters and the fractional differentiation orders of a discrete FOS; a simplified refined instrumental variable method with a Gauss-Newton approach was developed in [7] to identify the unknown parameters and the fractional differentiation orders. Moreover, an algebraic technique based on modulating functions has been proposed by Liu et al. [8] for parameters' identification. These functions have been defined and used for parameter identification of integer-order systems since the fifties [9] . Then, their properties have been studied in several papers [8] , [10] - [12] . Recently, the modulating functions method has been combined with the first order Newton method to estimate both the coefficients and a single differentiation order of a fractional advection-dispersion equation [12] . This approach has been extended to the joint estimation of multiple fractional differentiation orders and parameters for fractional ordinary differential equations where the fractional derivative definition considers the history initialization function [13] . Modulating functions method offers several advantages comparing to state of the art methods, e.g., (i) it transfers the numerical fractional differentiation of the noisy output, avoiding numerical instability, to the analytical differentiation of the modulating functions, (ii) it does not require knowledge of the data at the boundaries which are in several situations unknown, and (iii) it is robust against noise on the output.
Unlike parameters' identification techniques, to the best of the authors' knowledge, input estimation for FOS is not well documented in the literature especially for non-smooth types of input like pointwise input. An example of existing work includes the fractional version of Zak-Walcott sliding mode observer which has been introduced in [14] to estimate the input jointly with the pseudo-state of FOS. Recently, an algorithm based on modulating functions has been proposed in [13] to estimate smooth inputs jointly with the fractional differentiation orders. More recently, a high-order sliding mode observer has been proposed in [15] for the joint estimation of the pseudo-state and the input of commensurate linear FOSs. For non-smooth inputs, a technique has been proposed to reconstruct a source term with sparse structure for fractional diffusion equations [16] . Also, a backward method has been developed in [4] to localize a pointwise source term of fractional advection dispersion equation. These methods are application-specific and not too generic.
This letter proposes an efficient method for the characterization of multiple point sources using polynomial modulating functions method. The contributions of this letter are two-fold: (i) We propose a suitable change of variables which allows to transform the original pointwise input's identification problem into two decoupled systems of equations. The first system is nonlinear and solves for time locations, and the second system is linear and solves for the amplitudes. (ii) We provide closedform formulas for the special case of a single point input based on the derived systems of equations proposed in (i).
The remainder of this letter is organized as follows. Section II recalls definitions and concepts on fractional calculus and modulating functions. In Section III, the estimation problem is stated. In Section IV, the proposed algorithm is developed for multiple point inputs. Moreover, closed-form formulas are derived for the case where the input is a single point. Section V presents different numerical tests that show the performance of the proposed algorithm in both noise-free and noisy cases. Discussions and concluding remarks are given in Sections VI and VII.
II. PRELIMINARY
In this section, background notions on fractional derivative and modulating functions are presented.
A. Fractional Derivative
In the last few years, considerable interest has been given to the issue of initialization of FOS. This concept of initialization allows to define unique solutions [17] , [18] . For this reason, in this letter, we use the following initialized definition of fractional derivative [19] .
Definition 1: The α th Rieman-Liouville (RL) initialized fractional derivative of a function f (t) is defined as in [19] ,
where α = n − p with n ∈ N and p, α ∈ R * + . The terms d α t f (t), and (f 0 , −p, −t 0 , 0, t) are the uninitialized α th order RL derivative and its corresponding initialization function, respectively, (.) is the standard Gamma function and f 0 (t) is the initialization history function defined for t ∈ [−t 0 , 0], t 0 ∈ R * + . This definition assumes that the history-function for t ∈ (−∞, −t 0 ) is zero.
Remark 1: The initialized Caputo derivative is proposed in [20] for general fractional differentiation order. This definition has been shown to be equivalent to the initialized RL derivative for a constant initialization history function, i.e.,
Without loss of generality, we will consider in this letter the definition of the initialized RL fractional derivative for constant history functions.
B. Modulating Functions
Definition 2 [21] : A function φ(t), defined on [0, T], is a modulating function of order n if it satisfies the following properties,
The modulating function φ(t) of order n satisfies the following properties [22] ,
A generalization of an integration by parts-like formula for uninitialized RL fractional derivative has been proposed in [13] for the case of constant initialization function, and is recalled in the following lemma.
Lemma 1: Let's consider a function f (t) and let φ(t) be a modulating function of order n with n ∈ N * . Assuming that the α th initialized RL fractional derivative of f (t) exists, with α ∈ R * + and the constant initialization function f 0 (t) = b, initialized from t = −t 0 , t 0 > 0, then the following holds
(T). (2)
Proof: The proof can be achieved using the Laplace transform, as performed in [8] , and by making use of [19, eqs. (44) and (14)].
III. PROBLEM FORMULATION
Let us consider the following FOS,
where y(t) is the measured output, u(t) is the unknown input supposed pointwise and given by the following equation
δ(t) denotes the Dirac-delta function and
represent the time locations and amplitudes of the input, respectively. It is assumed that the time locations of the input are distinct. The parameters {a i } N i=1 ∈ R and the fractional differentiation orders {α i } N i=1 ∈ R + are assumed to be known. This letter focuses on solving the following estimation problem ⎧ ⎨ ⎩ Given the initialized FOS (3), characterize the unknown pointwise input, i.e., find estimates for
, from the measured output y(t) with t ∈ (0, T).
IV. MAIN RESULTS
Let us define the following polynomial modulating functions,
where m = 1, 2, . . . , M with M is the total number of modulating functions, q is an integer parameter and μ is a normalization factor. Let us also define the following change of variables
and denotē
where (tr) is the transpose operator.
A. Characterization of Multiple Points Input
The following proposition introduces a new transformed nonlinear system of equations which solution provides estimate for the unknown vector θ . 
and {b m } 2L m=1 are defined as follows
Proof: First, we multiply (3) by the set of modulating functions {φ m (T − t)} 2L m=1 defined in (5), and we integrate over the time interval [0, T]. Then, using integration by parts formula (2), we obtain
Let us rewrite (11) in a compact form as follows
whereb m is the left hand side of equation (11) defined in (10) andβ i , θ i are defined in (6) . Second, we consider the set of modulating functions {φ m (t)} L m=1 . Thus, equation (12) can be written as a linear system of equations in the unknown vectorβ as follows
where
∈ R L denotes a column vector with elements b i and the matrix A(θ ) ∈ R L×L given as follows
The matrix A is of Vandermonde-like type of order L. Its inverse exists since the time locations are assumed distinct. This allows solving the linear system of equations and obtainingβ
Third, we consider the set of modulating functions {φ m (t)} 2L m=L+1 . From equation (12) and (15), we get the following nonlinear system of equations with respect to the unknown vector θĀ
where the matrix q(θ ) ∈ R L×L is given as follows
Using the closed form formula for the inverse of standard Vandemonde matrix [23] we can write explicitly the nonlinear system of equations (16) in terms of the unknowns {θ i } L i=1 as given in (8) .
B. Estimation Procedure for the Input's Characteristics
The estimation of the amplitudes and locations of the pointwise input follows from the result of Proposition 1. The nonlinear system of equations defined in Proposition 1 is given by the following equation
First step: The use of global Newton method allows us to write the iterative update law (19) in order to solve the nonlinear system of equations (18) for the variable θ . where λ k is a nonuniform step size and
with J(θ k ) ∈ R L×1 and J (θ k ) ∈ R L×L is the corresponding Jacobian matrix. The parameter λ k can be computed using the backtracking line search method [24] . Second step: Once the Newton method converges, we get from equation (15) the estimate,β, of the variableβ which is given as followsβ
where A(θ) andb are defined in (14) and (10), respectively. (22) , notedt i andβ i , are derived from the change of variables defined in (6) .
Third step: The estimates of the variables {t
The main steps of the proposed algorithm are summarized in Table I .
C. Special Case: Single-Point Input
In this subsection, we provide the following corollary for the special case of a single point input.
Corollary 1: Consider the FOS (3) with a single point input, i.e., L = 1, initialized with the constant history function f 0 (t) = b, t ∈ [−t 0 , 0], and let {φ m (t)} 2 m=1 be the set of polynomial modulating functions defined in (5) . Then, an exact characterization of the location and the amplitude of the pointwise input is given as follow
whereb i defined as in equation (10). Proof: The proof follows the steps given in the previous subsection. In this case, the nonlinear equation (8) of Proposition 1 is
which can be solved analytically. Then, the estimates (23) follow directly from equation (22) . Remark 2: In [13] , a two-stage algorithm is proposed to estimate the parameters jointly with the fractional differentiation orders. In the same spirit, the algorithm proposed in this letter can be combined with any iterative technique to solve the problem of estimating the pointwise input jointly with the fractional differentiation orders in two stages. We do not include the derivations of technical details for the twostage algorithm in this letter. However, the reader can follow the same approach in [13] for such derivations.
V. NUMERICAL RESULTS
All the simulation results presented in this section assume that the initialization function f 0 (t) = 0, ∀ t ∈ (−∞, 0]. The analytical expression of the α th RL fractional derivative of the polynomial modulating functions given in (5) is as follows
We also use the following Grünwald-Letnikov definition to implement numerically the fractional derivatives.
where h > 0 is the time step, . is the floor operator, and c
(α) i
(i = 0, 1, ...) are the binomial coefficients which are recursively computed using the following formula
The Dirac-delta function is approximated numerically by the following Gaussian function
which satisfies the property of unit area under the curve, i.e., +∞ −∞ δ(t) dt = 1, for h small. In all the numerical simulations, the time step is h = 10 −2 .
As an application to the developed algorithm, we propose to localize inputs with very short support for a fractional [5] . This type of input corresponds to a fast event-related neural activity which is approximated mathematically by a Dirac-delta function. The neurovascular model is given as follows 10] , (29) where 1 ≤ α 1 ≤ 2, 0 ≤ α 2 ≤ 1 are the fractional differentiation orders, F(t) is the cerebral blood flow and u(t) is the pointwise neuronal activity. The constants k and γ are the flow signal decay rate and the flow-dependant elimination constant, respectively. Their values are known k = 0.65, γ = 0.41 as given in [25] . The values of the fractional differentiation orders are chosen to be: α 1 = 1.8 and α 2 = 0.6.
In the noisy case, we added a zero-mean white Gaussian noise e with a relative noise level e 2 F noise−free 2 × 100 (%) [26, p. 50] . Moreover, the results given in the following represent a sample from one realization. Monte Carlo simulations have been tested as well and the overall results and conclusions remain the same.
A. Case 1: Characterization of Single Point Input
In this case the input is set as u 1 (t) = β 0 δ(t − t 0 ), with β 0 = 3 and t 0 = 8. Figure 1 shows the input u 1 (t) and its corresponding output F 1 (t). The estimated values for the time location and the amplitude are summarized in Table II.  Table II illustrates the good performance of the proposed methodology to characterize a single point input.
B. Case 2: Characterization of Two Points Input
In this case the input is set as u 2 (t) = β 1 δ(t − t 1 ) + β 2 δ(t − t 2 ), with β 1 = 3, t 1 = 3, β 2 = 0.5 and t 2 = 7. The nonlinear system of equations provided in Proposition 1, is derived and given as follows
and for which the Jacobian matrix can be easily computed. Figure 2 shows the input u 2 (t) and its corresponding output F 2 (t). The estimated values for the time locations and the amplitudes are summarized in Table III . Table III shows that for the selected initial guess θ 0 = 0.5 θ real , where θ real is the true value, λ k = 1 is sufficient to obtain good results. However, for further values of θ 0 the algorithm becomes sensitive to the initial guesses and the adaptation of λ k is necessary. Table IV shows the estimation results for an initial condition θ 0 = 5 θ real and for which a backtracking line search method is used to update the step size. It is clear from those reported results that the global Newton method converges to the true values of the time locations and amplitudes even with a noisy output.
C. Case 3: Characterization of Single Point Input Jointly With the Estimation of the Fractional Differentiation Orders
The input is fixed as u 3 (t) = u 1 (t). In this case, we consider a two-stage algorithm detailed in [13] . The first stage estimates the time location and the amplitude as in Corollary 1, however, the second stage solves a nonlinear system for the fractional differentiation orders using first-order Newton method. The results of the estimated parameters are shown in Table V .
VI. DISCUSSIONS
From the numerical study of the previous three cases, the following observations are worth being emphasized:
• The characterization of a single input is very robust. Even with high noise level, we were able to estimate the input's characteristics efficiently. This can be explained by the exact analytic characterization obtained in this case. • When the number of unknown increases, for instance, the case of two points input, the algorithm is sensitive to the initial guess of the unknowns. However, using a backtracking search method helped us to overcome this problem in the case of a two-point input.
• When the two sources of the concentrated input are relatively close, the algorithm fails to detect them accurately. The algorithm works well for distinct sources. This is due to the ill-conditioning of the Vandermonde-like matrix.
In fact, the inverse of such type of matrices is defined if the time locations are distinct. The case of relatively close time locations leads to an ill-conditioned matrix, and hence its inverse is numerically unstable.
• In the case of unknown input and fractional differentiation orders, the algorithm is more sensitive to the initial guess value. For this case, even with the use of backtracking search method, the algorithm had difficulties in estimating all the unknown parameters accurately.
• The normalization parameter μ helps in alleviating some numerical issues that may happen when inverting the Jacobian matrices of the nonlinear systems defined in Proposition 1 and the one that arises from the second stage of case 3. In our simulations, we chose this parameter to be the inverse of the second or infinity norms of the standard polynomial modulating functions.
VII. CONCLUSION
In this letter, we proposed an algorithm for the joint estimation of the time locations and amplitudes of multiple points input using an appropriate change of variables and polynomial modulating functions. The proposed change of variables allowed to transform the investigated estimation problem into two systems of equations. The first system is nonlinear and solves for the time locations. However, the second system is linear and solves for the input's amplitudes. To test the accuracy of the proposed algorithm, numerical examples have been provided both in noise-free and noisy cases. The obtained results have been discussed and some guidelines in the implementation of the algorithm have been provided.
