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BLOW-UP PHENOMENA FOR POSITIVE SOLUTIONS OF
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2
Abstract. We consider the semilinear diffusion equation ∂tu = Au + |u|αu in
the half-space RN+ := R
N−1 × (0,+∞), where A is a linear diffusion operator,
which may be the classical Laplace operator, or a fractional Laplace operator, or
an appropriate non regularizing nonlocal operator. The equation is supplemented
with an initial data u(0, x) = u0(x) which is nonnegative in the half-space RN+ ,
and the Dirichlet boundary condition u(t, x′, 0) = 0 for x′ ∈ RN−1.
We prove that if the symbol of the operator A is of order a|ξ|β near the origin
ξ = 0, for some β ∈ (0, 2], then any positive solution of the semilinear diffusion
equation blows up in finite time whenever 0 < α ≤ β/(N+1). On the other hand,
we prove existence of positive global solutions of the semilinear diffusion equation
in a half-space when α > β/(N +1). Notice that in the case of the half-space, the
exponent β/(N + 1) is smaller than the so-called Fujita exponent β/N in RN .
As a consequence we can also solve the blow-up issue for solutions of the above
mentioned semilinear diffusion equation in the whole of RN , which are odd in the
xN direction (and thus sign changing).
Key Words: sign changing solutions, half-space, blow-up solutions, global solu-
tions, Fujita exponent, nonlocal diffusion, dispersal tails.
AMS Subject Classifications: 35B40 (Asymptotic behavior of solutions), 35B33
(Critical exponent), 45K05 (Integro partial diff eq), 47G20 (Integro diff oper).
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1. Introduction
Let N ≥ 1 be an integer. A generic point x ∈ RN will be written x = (x′, xN) with
x′ ∈ RN−1 and xN ∈ R. We denote the upper half-space R
N
+ := R
N−1× (0,+∞), its
boundary being ∂RN+ = R
N−1 ×
{
0
}
. For given real numbers α > 0 and T > 0, in
this work we are interested in the blow-up of positive solutions u to the semilinear
equation
(1.1)

∂tu = Au+ |u|
αu in (0, T )× RN+ ,
u(0, x) = u0(x) ≥ 0 for x ∈ R
N−1
+ ,
u(t, x′, 0) = 0 for (t, x′) ∈ [0, T ]× RN−1,
where A is a linear diffusion operator, which may be the classical Laplace operator, or
a fractional Laplace operator, or an appropriate non regularizing nonlocal operator.
If A := ∆, the Laplace operator on RN , since the seminal work of H. Fujita [7]
(later completed by K. Hayakawa [10], K. Kobayashi, T. Sirao, and H. Tanaka [12],
F. B. Weissler [15]), it is known that when u 6≡ 0 is the solution of
(1.2) ∂tu = ∆u+ u
α+1 in (0, T )× RN , u(0, x) = u0(x) ≥ 0 for x ∈ R
N ,
and if 0 < α ≤ 2/N then one must have T < +∞, whereas if α > 2/N one may have
T = +∞ for some “small” nontrivial initial data. For problem (1.2), the exponent
pF := 1 + 2/N is then referred to as the Fujita exponent. In [11] the second author
shows that in the case of the half-space, corresponding to A = ∆ in equation (1.1),
the Fujita exponent is pF := 1 + 2/(N + 1). As a matter of fact, if the half-space
RN+ is replaced with a domain Ω 6= R
N which is a cone with vertex at the origin,
there exists an exponent α∗(Ω) < 2/N , such that any positive solution blows up in
finite time when 0 < α ≤ α∗(Ω). On the other hand one can show that there exist
positive global solutions when α > α∗(Ω), and (N − 2)α < 4 (so that when N ≥ 3
one has α+ 2 < 2∗ := 2N/(N − 2), the critical Sobolev exponent).
When the operator A is given by
(1.3) (Au)(x) :=
∫
RN
J(x− y)u(y)dy − u(x),
where J ∈ L1(RN) is a nonnegative function such that for some constants a > 0 and
β ∈ (0, 2] one has
Ĵ(ξ) = 1− a|ξ|β + o(|ξ|β) as ξ → 0,
then in [1] the first author shows that the Fujita exponent for the problem
(1.4) ∂tu = Au+ u
α+1 in (0, T )× RN , u(0, x) = u0(x) ≥ 0 for x ∈ R
N ,
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is pF = 1 + β/N . For the fractional Laplacian, the corresponding result is proved
by S. Sugitani [14]: when A = −(−∆)β/2 for β ∈ (0, 2), the Fujita exponent is
pF = 1 + β/N .
One can interpret these results as a consequence of the fact that, for such weakly
nonlinear diffusion equations on RN , the zero solution is highly unstable, no matter
the norm one may consider, as long as one is interested in the global existence of
solutions. This is in contrast with the analogous semilinear diffusion equation on a
bounded domain Ω ⊂ RN ,
(1.5)

∂tu = ∆u+ |u|
αu in (0, T )× Ω,
u(0, x) = u0(x) for x ∈ Ω,
u(t, σ) = 0 for (t, σ) ∈ [0, T ]× ∂Ω.
Indeed for such equations, an initial data u0 which is small enough in an appropriate
norm, gives rise to a global solution, no matter the sign of u0 (see for instance Th.
Cazenave & A. Haraux [3, Chapter 5]).
As a matter of fact, on a bounded domain, a situation in which all nonnegative
solutions blow up in finite time is the following equation which a is simple perturba-
tion of (1.5). To see this, let us denote by λ1 > 0 the first eigenvalue of the operator
(L,D(L)) defined by
Lu := −∆u, for u ∈ D(L) :=
{
v ∈ H10 (Ω) ; ∆v ∈ L
2(Ω)
}
.
Then it is easy to see that for any λ ≥ λ1 the solution of
(1.6)

∂tu = ∆u+ λu+ u
α+1 in (0, T )× Ω,
u(0, x) = u0(x) ≥ 0 for x ∈ Ω,
u(t, σ) = 0 for (t, σ) ∈ [0, T ]× ∂Ω,
blows up in finite time when u0 6≡ 0 and α > 0. Indeed, denote by ϕ1 > 0 the
eigenfunction associated to λ1, that is
−∆ϕ1 = λ1ϕ1, ϕ1 ∈ H
1
0 (Ω),
∫
Ω
ϕ1(x)dx = 1,
and multiply the first equation of (1.6) by ϕ1. On sees that if we set
M(t) :=
∫
Ω
u(t, x)ϕ1(x)dx,
then since
∫
Ω
ϕ1∆udx =
∫
Ω
u∆ϕ1dx = −λ1M(t), we have
M ′(t) =
∫
Ω
ϕ1∆udx+ λM(t) +
∫
Ω
uα+1ϕ1dx ≥ (λ− λ1)M(t) +M(t)
α+1.
Where we have used the Jensen inequality∫
Ω
uα+1(t, x)ϕ1(x)dx ≥
(∫
Ω
u(t, x)ϕ1(x)dx
)α+1
.
Finally, when λ ≥ λ1, we see M
′(t) ≥ M(t)1+α, and this implies that the solution
u(t) cannot exist for all times t > 0.
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2. Main results and comments
In this paper we are interested in the case in which the operator A is a rather
general diffusion operator (including the above examples) and the domain on which
the diffusion equation is considered is a half-space. Depending on the linear operator
A, equation (1.1) can be a partial differential equation or an integro-differential
equation.
2.1. Assumptions and main results. The class of initial data considered is those
satisfying the following assumption.
Assumption 2.1 (Initial data). The initial data u0 ∈ L
∞(RN+ ) ∩ L
1(RN+ ) satisfies
(2.1) u0 6≡ 0, ∀x ∈ R
N
+ , u0(x) ≥ 0, m1 = m1(u0) :=
∫
RN+
xNu0(x)dx < +∞.
In order to setup the types of linear operators which can be treated by our ap-
proach, we start by introducing a function J0 as follows.
Assumption 2.2 (Function J0). Let J0 be a function satisfying
(2.2) J0 ∈ C(R
N ;R), J0(ξ) = 1− a|ξ|
β + o(|ξ|β), as ξ → 0,
where
(2.3) a > 0, 0 < β ≤ 2,
and
(2.4) ∀r > 0, sup
|ξ|≥r
J0(ξ) < 1.
Equipped with such a function J0, we now introduce a kernel G as follows.
Assumption 2.3 (The kernel G). We denote by Mb(R
N ) the space of bounded
measures on RN . We shall say that a measure µ ∈ Mb(R
N) is even with respect to
the xN variable, (resp. with respect to x
′ variable), when 〈µ, ϕ〉 = 0 for any function
ϕ ∈ Cb(R
N) such that ϕ(x′,−xN ) = −ϕ(x
′, xN ), (resp. such that ϕ(−x
′, xN ) =
−ϕ(x′, xN)), for all x = (x
′, xN) ∈ R
N . Also, as the definition of the Fourier
transform on RN we shall take
(F (f))(ξ) = f̂(ξ) :=
∫
RN
e−ix·ξf(x)dx,
for f ∈ L1(RN).
We consider a kernel G such that
(2.5) G ∈ C((0,+∞);Mb(R
N)), G(t) ≥ 0, ∀t > 0, G(t)(RN ) = 1,
and for all t > 0,
(2.6) G(t) is even with respect to xN , G(t) is even with respect to x
′.
Moreover we assume that there exists a function J0 satisfying Assumption 2.2,
namely conditions (2.2)–(2.4), such that the Fourier transform of G is written
(2.7) F (G(t))(ξ) = et(J0(ξ)−1).
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Equipped with such a kernel G, we now state our assumption on the linear oper-
ator A.
Assumption 2.4 (The linear diffusion equation). For a kernel G satisfying Assump-
tion 2.3, and for any initial data v0 ∈ Mb(R
N), we assume that the unique solution
of the Cauchy problem
(2.8) ∂tv = Av in (0,+∞)× R
N , v(0, ·) = v0,
is given by the convolution
(2.9) v(t) = G(t) ∗ v0.
Note that condition (2.6) implies in particular that G(t) is even with respect to x,
thus the semigroup is self-adjoint and so is its infinitesimal generator A.
For u0 ∈ L
∞(RN+ ) ∩ L
1(RN+ ), the above assumptions enable us to give a sense to
both the linear (possibly nonlocal) Cauchy problem in the half-space
(2.10)

∂tu = Au in (0,+∞)× R
N
+
u(0, ·) = u0 in R
N
+
u(t, x′, 0) = 0 on ∂RN+ ,
and the semilinear (possibly nonlocal) Cauchy problem (1.1) in the half-space RN+ .
This will be clarified in Section 4. The last required assumption is the following.
Assumption 2.5 (Comparison principle). The Cauchy problems (2.10) and (1.1)
in the half-space enjoy the comparison principle. In particular, for a nonnegative
initial data u0 as in Assumption 2.1, the solution u = u(t, x) to (2.10), or to (1.1),
remains nonnegative as long as it exists.
Notice that the above assumption is automatically satisfied in many situations,
see Remark 2.12.
Under the above set of assumptions, our main result is the identification of the
Fujita exponent pF := 1 + β/(N + 1) for equation (1.1).
Theorem 2.6 (Systematic blow-up). Let Assumptions 2.1, 2.2, 2.3, 2.4 and 2.5
hold. Denoting
pF := 1 +
β
N + 1
assume that 0 < α < β/(N + 1) = pF − 1. Then any nontrivial solution u to the
Cauchy problem (1.1) blows up in finite time.
For the critical case when α = β/(N +1), the proof of systematic blow-up is more
delicate but we can prove the result under some slight restrictions on the linear
operator A.
Theorem 2.7 (Systematic blow-up when α = β/(N+1)). Let Assumptions 2.1, 2.2,
2.3, and 2.4 hold and let α = β/(N + 1). Moreover assume that either A = ∆ the
Laplacian operator, or A = −(−∆)β/2 the fractional Laplacian operator (0 < β < 2),
or Au = J ∗ u− u for a nonnegative J ∈ L1(RN) ∩ L∞(RN) such that
J(x′,−xN ) = J(x
′, xN ), J(−x
′, xN) = J(x
′, xN),
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and moreover
(2.11) for all z′ ∈ RN−1, zN 7→ J(z
′, zN) is nonincreasing on (0,+∞).
Then any nontrivial solution u to the Cauchy problem (1.1) blows up in finite time.
Notice that the above restrictions on A insure in particular that Assumption 2.5
is automatically satisfied , see Remark 2.12, and therefore there is no need to require
Assumption 2.5 in the statement of Theorem 2.7.
For a function f ∈ L1(RN+ ) we define its odd extension f˜ by setting
f˜(x) := f(x) if xN > 0, f˜(x) := −f(x) if xN < 0.
Then we have the following result regarding the existence of global nonnegative
solutions to (1.1) when α > β/(N + 1).
Theorem 2.8 (Possible global existence and extinction). With the assumptions of
Theorem 2.6 let α > pF − 1 = β/(N + 1). Then there exists ε∗ > 0 such that, for
any initial data u0 satisfying
m1(u0) + ‖F (u˜0)‖L1 < ε∗,
the solution to the Cauchy problem (1.1) is global in time and satisfies, for some
C = C(u0) > 0,
(2.12) ∀t ≥ 0, ‖u(t, ·)‖L∞ ≤ C(1 + t)
−(N+1)/β .
2.2. Examples and comments. Here are a few examples of diffusion operators A,
kernels G and functions J0 which satisfy Assumption 2.2 through Assumption 2.4.
Example 2.9 (Regularizing operators). Consider Au := ∆u and
G(t, x) := (4pit)−N/2e−|x|
2/4t,
that is is the classical heat kernel. Then its Fourier transform is given by
F (G(t, ·))(ξ) = et(J0(ξ)−1), with J0(ξ) := 1− |ξ|
2.
If Au := −(−∆)β/2u, for some β ∈ (0, 2) then G(t, x) is the fractional heat kernel
whose Fourier transform is given by
F (G(t, ·))(ξ) = et(J0(ξ)−1), with J0(ξ) := 1− |ξ|
β.
One checks that all the conditions involved in the Assumption 2.2 through Assump-
tion 2.4 are satisfied. 
Example 2.10 (Non regularizing operators). Let J ∈ L1(RN ) ∩ L∞(RN) be a non-
negative function and define the non local diffusion operator
Au := J ∗ u− u.
Assume that J is even in the xN variable, as well as in the x
′ variable, and such
that its Fourier transform Ĵ verifies
(2.13) Ĵ(ξ) = 1− a|ξ|β + o(|ξ|β), as ξ → 0.
This kind of nonlocal operator is very relevant in population dynamics, in order to
take into account long-distance dispersal events, see for instance [13], [5], [9], [2].
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In this case, the kernel G is in fact the measure
(2.14) G(t, ·) := e−tδ0 + e
−t
+∞∑
k=1
tk
k!
J∗(k),
where δ0 denotes the Dirac mass at the origin and J
∗(k) is defined by setting
J∗(1) := J, and J∗(k+1) := J ∗ J∗(k) for k ≥ 1.
Then Assumption 2.4 is satisfied with J0(ξ) := Ĵ(ξ). In order to verify that J0 := Ĵ
satisfies (2.4), for a given r > 0, since Ĵ ∈ C0(R
N) we may fix R > r such that
Ĵ(ξ) ≤ 1/2 for |ξ| ≥ R. Now, since J(x) > 0 a.e on some ball B(x0, ε), we have, for
r ≤ |ξ| ≤ R,
Ĵ(ξ)− 1 =
∫
RN
J(x)(cos(x · ξ)− 1)dx ≤
∫
|x−x0|<ε
J(x)(cos(x · ξ)− 1)dx < 0,
since cos(x · ξ) − 1 ≤ 0 on R, and cos(x · ξ) − 1 6≡ 0 on B(x0, ε). Hence, Ĵ being
continuous, we have
δ0 := max
r≤|ξ|≤R
Ĵ(ξ) < 1,
and thus (2.4) is satisfied with δ := min(1/2, δ0).
As a matter of fact, expansion (2.13) contains some information on the tails of the
convolution kernel J . Indeed, as soon as J has a finite second momentum, namely
m2 :=
∫
RN
|x|2J(x)dx < +∞,
the expansion (2.2) holds true with β = 2, as can be seen in R. Durrett [6, Chapter 2,
subsection 2.3.c, (3.8) Theorem] among others. On the other hand, when m2 = +∞
then more general expansions are possible, with in particular 0 < β < 2, see the
discussion in [1, Section 2].
For a detailed analysis of the diffusion equation associated with such non regular-
izing operators, we refer to [4]. 
We now comment on some of the assumptions in our main results.
Remark 2.11 (On assumption (2.4)). As soon as there is t0 > 0 such that G(t0) ∈
L1(RN), then it follows that Ĝ(t0, ξ)→ 0 as |ξ| → +∞, so that from (2.7) we deduce
J0(ξ)→ −∞ as |ξ| → +∞, while Ĝ(t0, ξ) < 1 for |ξ| ≥ r > 0. Thus condition (2.4)
is superfluous. This happens in particular for the regularizing operators of Example
2.9.
Assumption (2.4) is also superfluous as soon as J0(ξ) is the Fourier transform of an
integrable function, which is the case of the non regularizing operators of Example
2.10.
However, in general condition (2.4) is necessary for the proof of our result, as
it cannot be deduced from our other assumptions on the diffusion operator A: for
instance consider the case N = 1 and the measure
µ :=
1
2
(δ−1 + δ+1) ,
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where δa denotes the Dirac measure at a ∈ R. Then if we define the operator A by
setting Av := µ ∗ v − v for v ∈ Mb(R), noting that µ̂(ξ) = cos(ξ), it is easy to see
that the Fourier transform of the kernel G(t) is given by
F (G(t))(ξ) = et(cos(ξ)−1),
so that J0(ξ) = cos(ξ) does not satisfy (2.4). Therefore we cannot treat such a
diffusion operator with the method developed here. 
Remark 2.12 (On the comparison principle assumption). Assumption 2.5 is au-
tomatically fulfilled in the case of the Laplacian and the fractional Laplacian (see
Example 2.9), and of the convolution operator as stated in Example 2.10 provided
condition (2.11) is satisfied. We refer to Remark 4.1 for details. 
2.3. Organization of the paper. The remainder of the paper is organized as fol-
lows. In Section 3, we prove preliminary important estimates on the linear diffusion
equation (2.8). Linear and semilinear Cauchy problems in the half-space RN+ are
discussed in Section 4. We devote Section 5 to the proof of the systematic blow-up
when 0 < α < pF −1, as stated in Theorem 2.6, whereas the critical case α = pF −1,
as stated in Theorem 2.7, is considered in Section 6. Finally, in Section 7 we prove
Theorem 2.8, that is the existence of global solutions when α > pF − 1.
3. Notations and linear preliminary results
Our conventions on the Fourier transform are the following. If f ∈ S (RN), the
space of L. Schwartz rapidly decaying functions, or f ∈ L1(RN ), we define its Fourier
transform F (f) = f̂ and its inverse Fourier transform F−1(f) by
(F (f))(ξ) = f̂(ξ) :=
∫
RN
e−ix·ξf(x)dx,
and
(F−1(f))(x) := (2pi)−N
∫
RN
eix·ξf(ξ)dξ,
which means that F−1 = (2pi)−NF ∗, where F ∗ is the adjoint of F in L2(RN ), after
extending the definition of the Fourier transform to L2(RN). With this definition,
we have, for f, g ∈ L1(RN),
F (f ∗ g) = f̂ ∗ g = F (f)F (g),
and also the Plancherel formula
(3.1)
∫
RN
f(x)g(x)dx = (2pi)−N
∫
RN
f̂(ξ)ĝ(ξ)dξ,
for f , g ∈ L2(RN), which is equivalent to FF ∗ = F ∗F = (2pi)NI on L2(RN).
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3.1. L∞ and pointwise estimates for the linear diffusion equation. This
subsection is devoted to L∞ and pointwise estimates on solutions v(t, x) of the
linear diffusion equation (2.8) starting from an initial data v0 which is odd in the
xN variable. We start with estimates of the Fourier transform of the initial data for
small frequencies ξ. Recall that we have set
m1(v0) :=
∫
RN+
xNv0(x)dx.
Lemma 3.1 (Fourier transform of the initial data). Let v0 ∈ L
1(RN) be such that
(3.2) v0(x) ≥ 0 for xN > 0, v0(x
′,−xN ) = −v0(x
′, xN), m1(v0) < +∞.
Then, as ξ → 0, we have (recall that ξ = (ξ′, ξN))
Re(v̂0(ξ)) = o(ξN) and Im(v̂0(ξ)) = −ξN (2m1(v0) + o(1)),
and thus |v̂0(ξ)| = |ξN |(2m1(v0) + o(1)) as ξ → 0.
Proof. We have
Re(v̂0(ξ)) =
∫
RN
cos(x · ξ)v0(x) dx = −
∫
RN
sin(x′ · ξ′) sin(xNξN)v0(x) dx
thanks to the fact that v0(x
′,−xN ) = −v0(x
′, xN ) according to (3.2). Since∫
RN
|xNv0(x)|dx = 2m1(v0) < +∞, and | sin(x
′ · ξ′) sin(xNξN)| ≤ |xNξN |,
using the Lebesgue dominated convergence theorem we deduce that, as ξ → 0,
Re(v̂0(ξ)) = o(ξN). Similarly, for the imaginary part of v̂0(ξ) we write
−Im(v̂0(ξ)) =
∫
RN
sin(x · ξ)v0(x) dx =
∫
RN
cos(x′ · ξ′) sin(xNξN)v0(x) dx
=
∫
RN
sin(xNξN)v0(x) dx+
∫
RN
(cos(x′ · ξ′)− 1)) sin(xNξN)v0(x) dx
=
∫
RN
sin(xNξN)v0(x) dx+ o(ξN),
thanks to the fact that |(cos(x′ · ξ′) − 1) sin(xNξN)| ≤ 2|xNξN |, and then applying
the Lebesgue dominated convergence theorem. We pursue with
−Im(v̂0(ξ)) =
∫
RN
xNξNv0(x) dx+
∫
RN
(sin(xNξN)− xNξN)v0(x) dx+ o(ξN)
=
∫
RN
xNξNv0(x) dx+ o(ξN) = ξN(2m1(v0) + o(1)),
where we have used again the dominated convergence theorem. 
Now, we estimate the rate of decay of the L∞ norm of the solution to the linear
Cauchy problem (2.8) under consideration.
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Lemma 3.2 (Uniform estimate from above). There exists a positive constant C
such that, for any initial data v0 satisfying (3.2), the solution of the Cauchy problem
(2.8) satisfies
∀t > 0, ‖v(t, ·)‖L∞ ≤ C
m1(v0) + ‖v̂0‖L1
(1 + t)(N+1)/β
.
Proof. From the convolution formula (2.9), the Plancherel formula and (2.7), we
have
(2pi)Nv(t, x) =
∫
RN
et(J0(ξ)−1)F (v0(x− ·))(ξ) dξ =
∫
RN
et(J0(ξ)−1)eix·ξF (v0)(−ξ) dξ
=
∫
RN
et(J0(ξ)−1)eix·ξv̂0(ξ) dξ.
Thanks to (2.2), we can fix r > 0 small enough such that
|ξ| ≤ r =⇒ J0(ξ)− 1 ≤ −
1
2
a|ξ|β.
On the other hand, using (2.4), we know that there exists δ > 0 such that
|ξ| ≥ r =⇒ J0(ξ)− 1 ≤ −δ.
As a result
(3.3) (2pi)N |v(t, x)| ≤
∫
|ξ|≤r
e−
1
2
at|ξ|β |v̂0(ξ)| dξ + e
−δt‖v̂0‖L1.
Setting
f1(t) :=
∫
|ξ|≤r
e−
1
2
at|ξ|β |v̂0(ξ)| dξ,
we use the change of variable z = ξt
1
β in the integral and thus
t
N
β f1(t) =
∫
|z|≤rt1/β
e−
1
2
a|z|β
∣∣∣v̂0 ( z
t1/β
)∣∣∣ dz.
Upon letting t → +∞ in the above equality, using Lemma 3.1 and the dominated
convergence theorem, we infer that, as t→ +∞,
(3.4) t
N
β f1(t) ∼
∫
RN
e−
1
2
a|z|β |zN |
t1/β
2m1(v0) dz =:
Cm1(v0)
t1/β
,
for some constant C > 0 depending only on a, N . In view of (3.3) and (3.4), the
lemma is proved. 
An estimate from below on v is more tricky to obtain. Indeed since v(t, 0) = 0 for
all times, we need to evaluate v(t, ·) at an appropriate moving point, so that we may
obtain a lower bound on the L∞ norm with the correct order, namely t−(N+1)/β .
Lemma 3.3 (Pointwise estimate from below). There exist two constants γ > 0 and
C = C(γ) > 0 such that the following holds: for any v0 ∈ L
1(RN) satisfying (3.2)
and such that v̂0 ∈ L
1(RN ), there is t0 > 0 such that the solution of the Cauchy
problem (2.8) satisfies (here eN ∈ R
N denotes the unit vector in the xN direction)
v
(
t, γt1/βeN
)
≥
Cm1(v0)
t(N+1)/β
, ∀t ≥ t0.
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Proof. Thanks to the Lebesgue dominated convergence theorem, for γ > 0 we have
(3.5) C1(γ) :=
∫
RN
e−a|z|
β
zN sin(γzN )dz ∼ γ
∫
RN
e−a|z|
β
z2Ndz as γ → 0,
so that there exists γ∗ > 0 small enough such that for 0 < γ ≤ γ∗ we have C1(γ) > 0.
In the remainder of this proof we assume that 0 < γ ≤ γ∗.
For a function b := b(t) > 0 to be chosen appropriately later on, we compute
v(t, b(t)eN ) =
∫
RN
G(t, y) v0 (b(t)eN − y) dy = (2pi)
−N
∫
RN
et(J0(ξ)−1)eib(t)ξN v̂0(ξ) dξ,
where, as above, we have used the Plancherel formula (3.1) and v̂0(−ξ) = v̂0(ξ).
Since J0(ξ) and v(t, b(t)eN ) are real valued, this reduces to
(2pi)Nv(t, b(t)eN)=
∫
RN
et(J0(ξ)−1)
[
cos(b(t)ξN)Re(v̂0(ξ))− sin(b(t)ξN)Im(v̂0(ξ))
]
dξ.
Thanks to the property (2.2) and Lemma 3.1, we can fix r > 0 small enough such
that
(3.6) |ξ| ≤ r =⇒ J0(ξ)− 1 ≤ −
1
2
a|ξ|β,
and
(3.7) |ξ| ≤ r =⇒ |v̂0(ξ)| ≤ 3m1|ξN |.
On the other hand, thanks to (2.4), there is δ > 0 such that
(3.8) |ξ| ≥ r =⇒ J0(ξ)− 1 ≤ −δ.
Now, we write (2pi)Nv(t, b(t)eN) = f1(t) + f2(t) where we wet first
(3.9) f1(t) :=
∫
|ξ|≤r
et(J0(ξ)−1)
[
cos(b(t)ξN)Re(v̂0(ξ))− sin(b(t)ξN )Im(v̂0(ξ))
]
dξ
so that
f2(t) :=
∫
|ξ|>r
et(J0(ξ)−1)
[
cos(b(t)ξN)Re(v̂0(ξ))− sin(b(t)ξN )Im(v̂0(ξ))
]
dξ.
Using (3.8) we infer that
(3.10) |f2(t)| ≤ 2
∫
|ξ|>r
et(J0(ξ)−1)|v̂0(ξ)| dξ ≤ 2e
−δt‖v̂0‖L1 .
Next, we use the change of variable z = t1/βξ in f1(t) and we obtain
tN/βf1(t) =
∫
|z|≤rt1/β
et(J0(t
−1/βz)−1)
[
cos(t−1/βb(t)zN ) Re(v̂0(t
−1/βz))
− sin(t−1/βb(t)zN ) Im(v̂0(t
−1/βz))
]
dz.
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At this point one sees that making the appropriate choice b(t) := γt1/β we have
tN/βf1(t) =
∫
|z|≤rt1/β
et(J0(t
−1/βz)−1)
[
cos (γzN) Re(v̂0(t
−1/βz))(3.11)
− sin (γzN ) Im(v̂0(t
−1/βz))
]
dz.
We now let t→ +∞ in (3.11): since we have (3.6) and (3.7), we can use the Lebesgue
dominated convergence theorem so that we obtain, thanks to (3.5) and Lemma 3.1,
(3.12) tN/βf1(t) ∼
∫
RN
e−a|z|
β
sin(γzN )t
−1/βzN m1(v0) dz = C1(γ)t
−1/βm1(v0),
as t→ +∞. In view of (3.9), (3.10) and (3.12), the lemma is proved. 
3.2. L1 estimates for the linear diffusion equation. For the proof of systematic
blow-up in the critical case α = β/(N+1), namely Theorem 2.7, we will need further
estimates, in particular of the L1-type. It is customary to obtain L1-type estimates
for the solutions of a diffusion equation such as
∂tv = ∆v in (0,+∞)× R
N , v(0, x) = v0(x),
by considering first the case v0 ≥ 0 and by multiplying the equation by a truncation
function ζR(x) := ρ(x/R), where ρ ∈ C
∞
c (R
N ) is such that 1{|x|≤1} ≤ ρ ≤ 1{|x|≤2},
to obtain, after integrating by parts and then over [0, T ],∫
RN
v(T, x)ζR(x)dx =
∫
RN
v0(x)ζR(x)dx+
∫ T
0
∫
RN
v(t, x)∆ζR(x) dxdt.
Then, since |∆ζR(x)| ≤ cR
−2
1{R≤|x|≤2R} for some constant c > 0, one deduces that
the L1 norm of v(t, ·) is bounded (in fact constant, in this case). The same can be
done with the norm of xNv in L
1. This is made possible because the Laplacian ∆
is a local operator and obviously we have
(3.13) ∆(xNζR) ≡ 0 for |x| ≥ 2R,
and
(3.14) ∆(xNζR) ≤ c|xN |R
−2 for |x| ≤ 2R.
However, for a non-local operator, in particular when dealing with an equation in a
half-space, we will have to use the following estimates involving the operator A.
Lemma 3.4 (Estimates to substitute to (3.13) and (3.14) in the general case).
Assume that A satisfies the conditions of Theorem 2.7. Let ρ ∈ C∞c (R) be such that
1[−1,+1] ≤ ρ ≤ 1[−2,+2], ρ(−s) = ρ(s),
and define the truncation function ζR for R > 0 by setting
ζR(x) := ρ
(
|x|
R
)
.
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Then for a constant C > 0 independent of R we have
xN (A (xNζR)) ≥ 0 for |x| ≥ 2R(3.15)
|(A (xNζR))| ≤ C
|xN |
Rβ
for x ∈ RN .(3.16)
Proof. Since the case of the Laplacian (for which β = 2) is clear from (3.13) and
(3.14), we may only consider the case of the operator A being given by Av = J ∗v−v
which, up to working in the principal value sense, also covers the case of the fractional
Laplacian −(−∆)β/2 by selecting J(z) = C
|z|N+β
where C = C(β,N) > 0 is a known
constant.
We begin by noting that thanks to (2.11), and the fact that zN 7→ J(z
′, zN) is
even for any fixed z′ ∈ RN−1, for any x, y ∈ RN with xN ≥ 0, yN ≥ 0 we have
(3.17)
J(x′−y′, xN−yN)−J(x
′−y′, xN+yN)+J(x
′+y′, xN−yN)−J(x
′+y′, xN+yN) ≥ 0.
For clarity of the exposition, let ϕ(x) := xN . Then for |x| ≥ 2R we have
A(ϕζR) = J ∗ (ϕζR)− ϕζR = J ∗ (ϕζR)
and since ϕ(−y)ζR(−y) = −ϕ(y)ζR(y) we have
A(ϕζR)(x) =
∫
RN
J(x− y)ϕ(y)ζR(y)dy = −
∫
RN
J(x+ y)ϕ(y)ζR(y)dy.
Hence, for |x| ≥ 2R, we may write
A(ϕζR)(x) =
1
2
∫
RN
[J(x− y)− J(x+ y)]ϕ(y)ζR(y)dy
=
1
2
∫
|y|<2R
[J(x′ − y′, xN − yN)− J(x
′ + y′, xN + yN)]ϕ(y)ζR(y)dy
=
1
2
∫
[|y|<2R]∩[yN>0]
[J(x′ − y′, xN − yN)− J(x
′ − y′, xN + yN)(3.18)
+J(x′ + y′, xN − yN)− J(x
′ + y′, xN + yN)]ϕ(y)ζR(y)dy.
Now, using (3.17), we see that, when xN ≥ 0, the function under the integral sign
on the right hand side of (3.18) is nonnegative, so that A(ϕζR)(x) ≥ 0 when xN ≥ 0
and |x| ≥ 2R. However, (3.18) shows also that A(ϕζR) is odd with respect to xN on
[|x| ≥ 2R], so that we may infer that ϕ(x)A(ϕζR)(x) ≥ 0 when |x| ≥ 2R, and the
proof of (3.15) is complete.
In order to show (3.16) let us denote
ζ(x) := ρ(|x|), so that ζR(x) = ζ(x/R), ψR(x) := xNζR(x).
We know that
F (ζR)(ξ) = R
N
F (ζ)(Rξ), F (ψR)(ξ) = i
∂
∂ξN
F (ζR)(ξ),
and as a consequence we have
(3.19) ψ̂R(ξ) = iR
N+1
(
∂
∂ξN
ζ̂
)
(Rξ),
14 BLOW UP IN A HALF-SPACE
and we note that ξN 7→ ψ̂R(ξ
′, ξN) is odd.
Now, using the fact that F (A(ψR)) = F (J ∗ψR−ψR) = (Ĵ(ξ)−1)ψ̂R(ξ), as well
as the fact that ψ̂R is odd with respect to ξN and the property (3.19) we have
(2pi)NA(ψR)(x) =
∫
RN
eix·ξ(Ĵ(ξ)− 1)ψ̂R(ξ)dξ
= i
∫
RN
eix
′·ξ′ sin(xN · ξN)(Ĵ(ξ)− 1)ψ̂R(ξ)dξ
= −RN+1
∫
RN
eix
′·ξ′ sin(xN · ξN)(Ĵ(ξ)− 1)
(
∂
∂ξN
ζ̂
)
(Rξ)dξ
= −R
∫
RN
eiR
−1x′·ξ′ sin(R−1xN · ξN)(Ĵ(R
−1ξ)− 1)
(
∂
∂ξN
ζ̂
)
(ξ)dξ.
Since on the one hand R| sin(R−1xN · ξN)| ≤ |xNξN |, and on the other hand, for a
fixed ξ ∈ RN , thanks to (2.2) we have
Ĵ(R−1ξ)− 1 = −aR−β |ξ|+ o(R−β)
as R→ +∞, using the Lebesgue dominated convergence theorem and the fact that
∂
∂ξN
ζ̂ ∈ S (RN), we deduce that
(2pi)N |A(ψR)(x)| ≤ C|xN |R
−β,
as R→ +∞. Thus the proof of (3.16) is complete. 
We conclude these preliminaries with the following.
Lemma 3.5 (Taking advantage of the self-adjointess). Assume that A satisfies the
conditions of Theorem 2.7. Let u ∈ L1(RN) be such that∫
RN
|xNu(x)|dx < +∞,
∫
RN
|xNAu(x)| < +∞.
Then we have ∫
RN
xN(Au)(x)dx = 0.
Proof. Indeed, with the notations used in the proof of the above lemma, since A is
self-adjoint, we have∫
RN
xNζR(x)(Au)(x)dx =
∫
RN
u(x)(AψR)(x)dx.
However using (3.16) we have |(AψR)(x)| ≤ C|xN |R
−β, and thus the right hand side
of the above equality converges to zero as R → +∞. On the other hand it is clear
that we have
0 = lim
R→+∞
∫
RN
xNζR(x)(Au)(x)dx =
∫
RN
xN (Au)(x)dx
since
∫
RN
|xN (Au)(x)|dx < +∞. 
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4. Cauchy problems in the half-space
4.1. The linear diffusion equation in RN+ . The resolution of the linear diffusion
equation in the half-space RN+ , in particular in the case of a non local operator such
as Au := J ∗ u− u, is made possible thanks to Assumption 2.4.
More precisely, for a function w0 ∈ L
1(RN+ ) we define w˜0 ∈ L
1(RN) as being
(4.1) w˜0(x) := 1{xN>0}(x)w0(x
′, xN )− 1{xN<0}(x)w0(x
′,−xN ).
Then, thanks to Assumption 2.4, the function
w˜(t, ·) := G(t) ∗ w˜0
is well-defined, solves the equation
(4.2)
{
∂tw˜ = Aw˜ in (0,+∞)× R
N
w˜(0, ·) = w˜0 in R
N ,
and satisfies
w˜(t, x′,−xN) = −w˜(t, x
′, xN).
Now we may define the solution of the evolution equation
(4.3)

∂tw = Aw in (0,+∞)× R
N
+
w(0, ·) = w0 in R
N
+
w(t, x′, 0) = 0 on ∂RN+ ,
as being
(4.4) ∀xN > 0, w(t, x
′, xN) := w˜(t, x
′, xN).
Thus, when the kernel G(t) is given by a function belonging to L1(RN), including
the case of the fractional Laplacian up to working in the principal value sense and
the case of the convolution operators as in Example 2.10 up to a harmless Dirac
mass (see (2.14)), the solution w of (4.3) can be written as
(4.5) ∀(t, x) ∈ (0,+∞)× RN+ , w(t, x) :=
∫
RN+
K(t, x, y)w0(y)dy,
where the kernel K is defined by
(4.6) K(t, x, y) := G(t, x′ − y′, xN − yN)−G(t, x
′ − y′, xN + yN),
for any x = (x′, xN ) ∈ R
N
+ , y = (y
′, yN) ∈ R
N
+ and t > 0. We point out that, in this
case, in order to ensure the validity of the comparison principle for (4.3), one must
assume also that, for all t > 0 and x′ ∈ RN−1,
(4.7) the function xN 7→ G(t, x
′, xN) is nonincreasing on (0,+∞),
so that for t > 0 and x, y ∈ RN+ one has K(t, x, y) ≥ 0.
Remark 4.1 (On the comparison principle assumption). It is rather clear that con-
dition (4.7) is fulfilled in the case of the Laplacian and the fractional Laplacian.
On the other hand, let us consider a convolution operator as stated in Example
2.10, with the additional assumption (2.11). Since convolution preserves the class
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of radially nonincreasing kernels —see Lemma 4.2— it follows from (2.11) that G,
given by (2.14), satisfies (4.7). 
The following result seems to be more or less “well-known” but, since we did not
find it in the literature, for the sake of completness we give its proof.
Lemma 4.2 (Convolution of radially nonincreasing kernels). Convolution preserves
the class of radially nonincreasing kernels.
Proof. Let K, J ∈ L1(RN) be nonnegative and radially nonincreasing. It is easy to
see thatH := K∗J is radially symmetric. Since for instanceH(x) = H((|x|, 0, ..., 0)),
in order to show that H is radially nonincreasing it is enough to show the result
when N = 1.
Now let K, J ∈ L1(R) be two even functions which are nonincreasing on (0,+∞).
We first consider the case where K ∈ C1(R) and that K ′ ∈ L1(R). Then H ′ = K ′∗J
and, for x > 0,
H ′(x) =
∫ +∞
−∞
K ′(x− y)J(y)dy
=
∫ 0
−∞
K ′(y)J(x− y)dy +
∫ +∞
0
K ′(y)J(x− y)dy
=
∫ +∞
0
K ′(−y)J(x+ y)dy +
∫ +∞
0
K ′(y)J(x− y)dy
=
∫ +∞
0
K ′(y)(J(|x− y|)− J(x+ y))dy,
where we have used the fact that J(x−y) = J(|x−y|). Clearly for x, y > 0 we have
J(|x− y|)− J(x+ y) ≥ 0, since J is nonincreasing on (0,+∞) and |x− y| ≤ x+ y,
while K ′(y) ≤ 0. Therefore H ′(x) ≤ 0 for x > 0.
In the general case, we use a regularization argument. Consider the heat kernel
Gt(x) := (4pit)
−1/2 exp(−x2/4t) for t > 0. Since Gt ∈ S (R), is even and decreas-
ing on (0,+∞), the function Kt := Gt ∗ K is even and nonincreasing on (0,+∞)
according to the above result. As a consequence, Ht := Kt ∗ J = Gt ∗K ∗ J is also
even and nonincreasing on (0,+∞). Since Gt ∗ (K ∗J) converges to K ∗J as t→ 0
+
in L1(R), we know that, for a subsequence (tn)n≥1, Gtn ∗ (K ∗ J) → K ∗ J a.e. on
R. This shows that K ∗ J is also even and noncreasing on (0,+∞). 
4.2. The semilinear equations in RN and RN+ . We first need to say a word on
the notion of solutions to
(4.8)
{
∂tu = Au+ |u|
αu in (0, T )× RN
u(0, ·) = u0 in R
N .
We shall say that, for some T > 0, a function
u ∈ C1((0, T ), L1(RN)) ∩ C
(
[0, T ], L1(RN) ∩ Lα+1(RN)
)
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is a weak solution to (4.8) if for every ϕ ∈ C1([0, T ],S (RN)) we have∫ T
0
∫
RN
[u(t, x) (∂tϕ+ Aϕ) + |u|
αuϕ] dxdt =
∫
RN
[u(T, x)ϕ(T, x)− u0(x)ϕ(0, x)] dx.
For such solutions, the comparison principle is available. Also, for u0 ∈ L
1(RN) ∩
L∞(RN), the associated Cauchy problem (4.8) admits a unique solution defined on
some maximal interval [0, T ). Moreover either T = +∞ and the solution is global,
or T < +∞ and then ‖u(t, ·)‖L∞ tends to +∞ as t→ T , which is called blow-up in
finite time. These facts are rather well-known, and parts of them can be found in
[8] for instance.
As for the semilinear Cauchy problem in the half-space (1.1), the strategy consists,
as above, in constructing the odd (with respect to xN) extension of the initial data
u0 so that we are back to (4.8). Details are omitted.
5. Systematic blow-up when 0 < α < β/(N + 1)
In this section, we prove the blow-up of any solution when 0 < α < pF − 1, as
stated in Theorem 2.6.
If the solution does not blow up in finite time we would have a global solution
u(t, x) ≥ 0 of the Cauchy problem (1.1), with an initial data u0 satisfying Assump-
tion 2.1, and moreover since we assume that u0 ∈ L
∞(RN), for any T > 0 we have
also u ∈ L∞(0, T ;L∞(RN)).
Upon considering u˜0, the odd extension of u0 through the definition (4.1), we can
define, for any t ≥ 0, the function
(5.1) f(t) :=
∫
RN
G(t, x)u˜0
(
x+ γt1/βeN
)
dx = v(t, γt1/βeN),
where v is the solution of the linear equation
(5.2)

∂tv = Av in (0,+∞)× R
N
+
v(0, ·) = u0 in R
N
+
v(t, x′, 0) = 0 on ∂RN+ ,
and where we recall, see (2.6), that the kernel G(t) is even in the variable x. Notice
that in [1] by the first author it was enough to define the above quantity with γ = 0,
but here this would yield f(t) = 0: that is why we need to follow the value of v at
an appropriate moving point, namely at γt1/βeN .
From (2.9) and (2.6), we remark that, thanks to the comparison principle, we
have u ≥ v in RN+ . In particular, it follows from Lemma 3.3 that the parameter γ
being chosen as in Lemma 3.3, for some t0 > 0 and a constant C∗(γ) we have
(5.3) ∀t ≥ t0, f(t) = v
(
t, γt1/βeN
)
≥
C∗(γ)m1(u0)
t(N+1)/β
.
Now, assuming that the solution u of the nonlinear equation is global, using the
nonlinear term, we are going to estimate the quantity f(t) from above.
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Lemma 5.1 (Estimate from above). Assume that the solution u 6≡ 0 of (1.1) is
nonnegative and exists for all times T > 0. Then, for any γ > 0, the function f
being defined by (5.1), there exists a constant C∗(α) > 0, such that for all t > 0 we
have
(5.4) f(t) ≤
C∗(α)
(1 + t)1/α
, for any t > 0.
Proof. Let T > 0 be given. Fix some 0 < t ≤ T , and for 0 < s < t define the
function
g(s) :=
∫
RN
G(t− s, x)u˜(s, x+ γt1/βeN)dx
=
∫
RN+
K(t− s, y, γt1/βeN)u(s, y)dy,
where the kernel K is defined in (4.6). Observe that if v is defined in (5.2), we have
g(0) = v
(
t, γt1/βeN
)
= f(t).
In view of equation (1.1), we know that u˜, the odd extension of u defined through
(4.1), satisfies the equation
∂tu˜ = Au˜+ |u˜|
αu˜ in (0,+∞)× RN ,
and thus for 0 < s < t we have
g′(s) =
∫
RN
[
−AG(t− s, x)u˜(s, x+ γt1/βeN) +G(t− s, x)Au˜(s, x+ γt
1/β
eN)
+ G(t− s, x)|u˜|αu˜(s, x+ γt1/βeN )
]
dx.
Since the operator A is self-adjoint, this reduces to
g′(s) =
∫
RN
G(t− s, x)|u˜|αu˜(s, x+ γt1/βeN )dx
=
∫
RN+
K(t− s, y, γt1/βeN)u
1+α(s, y)dy(5.5)
using the fact that u ≥ 0 on RN+ . We see that, for t > 0,∫
RN+
K(t− s, y, γt1/βeN)dy = 1− 2
∫
zN≥γt1/β
G(t, z)dz ∈ (0, 1),
so that the Jensen inequality yields
g′(s) ≥
(∫
RN+
K(t− s, y, γt1/βeN )dy
)−α
g1+α(s) ≥ g1+α(s).
Integrating from s = 0 to s = t− ε we get
1
fα(t)
=
1
gα(0)
≥
1
gα(0)
−
1
gα(t− ε)
≥ α(t− ε).
Letting ε→ 0 concludes the proof of Lemma 5.1. 
We are now in the position to complete the proof of Theorem 2.6.
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Proof of Theorem 2.6. Recall that we are assuming that a global solution u(t, x) ≥ 0
in (0,+∞) × RN+ exists and that u 6≡ 0, so that Lemma 5.1 holds for any γ > 0.
Upon choosing γ > 0 as in Lemma 3.3, from the estimates (5.3) and (5.4) we deduce
that for t ≥ t0 large enough we have
(5.6) C∗(γ)m1(u0)t
−(N+1)/β ≤ C∗(α)(1 + t)−1/α,
where C∗(γ) and C
∗(α) are two constants independent of u0. Letting t→ +∞, the
above inequality implies that 1/α ≤ (N + 1)/β. Therefore when
0 < α < pF − 1 =
β
N + 1
we cannot have a nonnegative global solution u of (1.1). 
The proof of the systematic blow-up of nonnegative solutions when α = β/(N+1)
is more delicate, and the next section is devoted to its proof.
6. Systematic blow-up when α = β/(N + 1)
We now consider the critical case α = pF − 1 = β/(N + 1), for which, assuming
that the solution u is nonnegative and global, the inequality (5.6) only provides that
the initial data of any nonnegative global solution u must satisfy
(6.1) m1(u0) ≤
C∗(α)
C∗(γ)
=: C(α, γ),
where the constant C(α, γ) > 0 depends only on the dimension N , on α, γ and on
the operator A, but not on the initial data. Thus, by considering u(τ, ·) as an initial
value for the evolution equation, we deduce that u(t+ τ, ·) satisfies the inequalities
(5.3) and (5.4), so that m1(u(τ, ·)) ≤ C(α, γ). Hence, the following holds, where we
recall that u˜(t, ·) denotes the odd extension of u(t, ·).
Lemma 6.1 (A bound for the “first moment”). Assume that α = β/(N + 1) and
that the solution u of (1.1) is nonnegative and exists for all T > 0. Then denoting
by M1(t)
M1(t) :=
∫
RN
xN u˜(t, x)dx,
we have, for all t ≥ 0,
(6.2) 0 ≤M1(t) ≤ 2C(α, γ).
Now, we know that u˜ satisfies
(6.3)
{
∂tu˜ = Au˜+ |u˜|
αu˜ in (0, T )× RN ,
u˜(0, x) = u˜0(x) for x ∈ R
N .
Assuming that A satisfies the conditions of Theorem 2.7, multiplying (6.3) by xN ,
integrating over x ∈ RN , and using Lemma 3.5, we get
d
dt
M1(t) =
∫
RN
xN |u˜|
αu˜(t, x) dx,
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so that ∫ T
0
∫
RN
xN |u˜|
αu˜(t, x) dxdt =M1(T )−M1(0) ≤ 2C(α, γ),
for all T ≥ 0. As a result, we infer that (since xN u˜(t, x) ≥ 0)
(6.4)
∫ ∞
0
∫
RN
xN |u˜|
αu˜(t, x) dxdt < +∞.
Next we show the following estimate.
Proposition 6.2 (Integral estimate). Assume that A satisfies the conditions of
Theorem 2.7. Let α = β/(N + 1) and let u be a nonnegative global solution to the
nonlinear equation (1.1). Then, for any T > 0, there exists a constant C := C(T ) >
0 such that for any given ε > 0 we have
(6.5)
∫ ∞
T
∫
RN+
xNu
1+α(t, x)dxdt ≤ Cε
βα
α+1
(∫ ∞
T
∫
RN+
xNu
1+α(t, x)
)1/(α+1)
.
Proof. For given ε, T > 0, we take a smooth function ρ ∈ C∞c (R) such that
1[−1,+1] ≤ ρ ≤ 1[−2,+2], ρ(−s) = ρ(s),
and then, for R > 0, we define the truncation functions ψR and ζR by
ψR(t) := ρ
(
t− T
Rβ
)
and ζR(x) := ρ
(
ε
|x|
R
)
.
For the sake of clarity, we divide the remainder of our proof into three steps. In the
sequel, we denote by C a positive constant that may change from place to place but
that is always independent on ε > 0 and R > 0.
Step 1. We multiply equation (6.3) by xNζR(x)ψR(t) and integrate on (T,+∞)×
RN , to obtain∫ ∞
T
∫
RN
xN |u˜|
αu˜(t, x)ζR(x)ψR(t)dxdt = −
∫ ∞
T
∫
RN
Au˜(t, x)xNζR(x)ψR(t)dxdt
+
∫ ∞
T
∫
RN
∂tu˜(t, x)xNζR(x)ψR(t)dxdt.(6.6)
Using the fact that A is self-adjoint we obtain,∫ ∞
T
∫
RN
Au˜(t, x)xNζR(x)ψR(t)dxdt =
∫ ∞
T
∫
RN
(A(xNζR))(x)u˜(t, x)ψR(t)dxdt,
and for later use we set
(6.7) I1 = I1(R) :=
∫ ∞
T
∫
RN
(A(xNζR))(x)u˜(t, x)ψR(t)dxdt.
Also, thanks to the fact that ψR has a compact support, upon integrating by parts
in the time variable, and using the fact that xN u˜(T, x) ≥ 0 on R
N , we have∫ ∞
T
∫
RN
∂tu˜(t, x)xNζR(x)ψR(t)dxdt ≤ −I2,
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where for convenience we have set
I2 = I2(R) :=
∫ ∞
T
∫
RN
u˜(t, x)xNζR(x)ψ
′
R(t)dxdt.
Reporting these into (6.6) we obtain
(6.8)
∫ ∞
T
∫
RN
xN |u˜|
αu˜(t, x)ζR(x)ψR(t)dxdt ≤ −I1 − I2.
Our aim is to prove that as R→ +∞ the above inequality yields (6.5).
Step 2. We begin by proving that as R→ +∞ we have I2(R)→ 0. Indeed, observe
that since
|ψ′R(t)| =
∣∣∣∣ 1Rβ ρ′
(
t− T
Rβ
)∣∣∣∣ ≤ CRβ 1(T+Rβ ,T+2Rβ)(t),
using Hölder’s inequality we may write (omitting to write the differential element
dxdt and using the shortcut u˜1+α for |u˜|αu˜)
|I2| ≤
C
Rβ
∫ T+2Rβ
T+Rβ
∫
|x|≤2R/ε
|xN u˜(t, x)|(6.9)
≤
C
Rβ
(∫ T+2Rβ
T+Rβ
∫
|x|≤2R/ε
|xN |
) α
α+1
(∫ T+2Rβ
T+Rβ
∫
|x|≤2R/ε
|xN u˜
1+α(t, x)|
) 1
α+1
≤
C
Rβ
(
Rβ
(
2R
ε
)N+1) αα+1 (∫ T+2Rβ
T+Rβ
∫
|x|≤2R/ε
|xN u˜
1+α(t, x)|
) 1
α+1
≤
C
ε
(N+1)α
α+1
(∫ T+2Rβ
T+Rβ
∫
|x|≤2R/ε
|xN u˜
1+α(t, x)|
) 1
α+1
,
where, in the last step, we have used the fact that β = (N + 1)α. In view of (6.4),
the last integral above tends to zero as R→ +∞, and so does I2.
Step 3. We now deal with the term I1 = I1(R) defined in (6.7). Using (3.15) of
Lemma 3.4, upon replacing R by R/ε, we have
(6.10) xN (A(xNζR))(x) ≥ 0, for all x such that |x| ≥
2R
ε
.
Since u˜(t, x) has the same sign as xN , we also have (A(xNζR))(x)u˜(t, x) ≥ 0 for
|x| ≥ 2R/ε, and therefore
(6.11) I1 ≥ I3 :=
∫ T+2Rβ
T
∫
|x|<2R/ε
(A(xNζR))(x)u˜(t, x)ψR(t)dxdt.
Now using (3.16), and replacing R by R/ε, we have
(6.12) |(A(xNζR))(x)| ≤ C|xN |
εβ
Rβ
, for all x such that |x| ≤
2R
ε
,
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so that we may estimate I3 from below, that is
I1 ≥ I3 ≥ −
∫ T+2Rβ
T
∫
|x|<2R/ε
|(A(xNζR))(x)| · |u˜(t, x)|dxdt
≥ − C
εβ
Rβ
∫ T+2Rβ
T
∫
|x|<2R/ε
|xN u˜(t, x)|dxdt.
In the same spirit as in the proof (6.9), using Hölder inequality and the fact that
β = (N + 1)α, we obtain
(6.13) − I1 ≤ −I3 ≤ Cε
βα
α+1
(∫ T+2Rβ
T
∫
|x|≤2R/ε
|xN u˜
1+α(t, x)|dxdt
) 1
α+1
.
To conclude, plugging (6.13) into (6.8), we get
0 ≤
∫ ∞
T
∫
RN
xN |u˜|
αu˜(t, x)ζR(x)ψR(t)dxdt ≤
|I2|+ Cε
βα
α+1
(∫ T+2Rβ
T
∫
|x|≤2R/ε
|xN u˜
1+α(t, x)|dxdt
) 1
α+1
.
Letting R→ +∞ yields∫ ∞
T
∫
RN
|xN u˜
1+α(t, x)|dxdt ≤ Cε
βα
α+1
(∫ ∞
T
∫
RN
|xN u˜
1+α(t, x)|dxdt
) 1
α+1
,
which is another form of (6.5), since u˜ is the odd extension of u, and the proof of
Proposition 6.2 is complete. 
We are now in the position to complete the proof of Theorem 2.7.
Proof of Theorem 2.7. If u 6≡ 0 were a nonnegative global solution of (1.1), thanks
to (6.5) which is valid for any ε > 0 and T > 0, letting ε→ 0 we would deduce that
u ≡ 0 on (T,+∞)× RN for any T > 0, which is a contradiction. 
7. Possible extinction when α > β/(N + 1)
In this section, we prove that, when α > pF − 1 = β/(N + 1), nonnegative
solutions starting from small enough initial data are global and go extinct, as stated
in Theorem 2.8. The proof, as the one in [8] or [1], relies strongly on the rate of
decay of the L∞ norm of the solution of the linear equation ∂tv = Av, which was
provided in Lemma 3.2.
Proof of Theorem 2.8. We first consider a nonnegative solution u defined on (0, T )×
RN+ satisfying
∂tu = Au+ u
1+α in (0, T )× RN+ ,
together with u(t, x′, 0) = 0 on [0, T ]× RN−1, and u(0, x) = u0(x) on R
N
+ . We then
look after a supersolution to this problem in the form z(t, x) := g(t)v(t, x), where
g(t) > 0 is to be determined appropriately (with g(0) = 1) and v(t, x) is the solution
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of ∂tv = Av with the initial data v(0, ·) = u0. Notice in particular that v ≥ 0 on
(0,+∞)× RN+ . A straightforward computation shows that in order to have
∂tz ≥ Az + z
α+1 in (0,+∞)× RN+ ,
it is enough to have
g′(t)
g1+α(t)
≥ ‖v(t, ·)‖αL∞.
By Lemma 3.2, it is therefore enough to have
g′(t)
g1+α(t)
=
Cα(m1(u0) + ‖ ̂˜u0‖L1)α
(1 + t)α(N+1)/β
, g(0) = 1.
Therefore, if one chooses u0 such that (recall that here α(N +1) > β so that ε∗ > 0
is well defined),
m1(u0) + ‖ ̂˜u0‖L1 < ε∗ := 1
C
(
α(N + 1)− β
αβ
)1/α
then the solution of the above ODE Cauchy problem
g(t) =
(
1−
βαCα(m1(u0) + ‖ ̂˜u0‖L1)α
α(N + 1)− β
(
1− (1 + t)1−
α(N+1)
β
))−1/α
,
exists for all t ≥ 0, is increasing and bounded as t→ +∞. It therefore follows from
the comparison principle that 0 ≤ u(t, x) ≤ z(t, x) = g(t)v(t, x) ≤ ‖g‖∞v(t, x) in the
half-space and thus |u˜(t, x)| ≤ ‖g‖∞|v˜(t, x)| in the whole space. Hence the solution
u(t, x) of (1.1) is global in time and, in view of Lemma 3.2, satisfies estimate (2.12).
This concludes the proof of Theorem 2.8. 
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