Abstract-We symbolically compute a nonblocking, controllable, and minimally restrictive supervisor for timed discrete event systems (TDESs), in the supervisory control theory context. We model TDES based on timed extended finite automata (TEFAs): an augmentation of extended finite automata (EFAs) by incorporating discrete time into the model. EFAs are ordinary automata extended with discrete variables, where conditional expressions and update functions can be attached to the transitions. The controllability is defined based on the corresponding tick models of the TEFAs. A tick can be considered as an event that is generated by a global digital clock. The tick models suffer from a major problem: the state size is very sensitive to the clock frequency. We show how a controllable supervisor, equivalent to the one computed based on the tick models, can be obtained by eliminating the tick events. To tackle large problems, all computations are conducted symbolically using binary decision diagrams (BDDs). We show that, based on the proposed approach, a fixed point is reached earlier in the reachability analysis and that the size of the intermediate BDDs usually becomes smaller. The framework has been applied to a real industrial application and several benchmarks.
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I. INTRODUCTION

D
ISCRETE event systems (DESs) are discrete state, event-driven systems where their state evolution depends entirely on the occurrence of asynchronous events over time. DES have many applications in modeling technological systems such as automated manufacturing and embedded systems. When designing control functions for DES, model-based approaches may be used to conveniently understand the system's behavior. A well-known framework of such a model-based approach is supervisory control theory (SCT) [1] . Having a plant (the system to be controlled) and a specification, SCT automatically synthesizes a control function, called supervisor, that restricts the conduct of the plant to ensure that the system never violates the given specification. The main feature of the supervisor in SCT is that it restricts the plant only when it is necessary, referred to as the minimally restrictive supervisor. Most of the research in this field has focused on analyzing qualitative properties, such as safety or liveness specifications, by investigating the logical sequencing of events. However, the correct behavior of many real-time systems such as air traffic control systems and networked multimedia systems depends on the delays between events. In addition, on DES, one cannot perform quantitative analysis such as time optimization or scheduling. Timed DES (TDES) is a generalization of DES in which the times that the events occur are also considered. We focus on TDES with discrete time, modeled by timed extended finite automata (TEFAs) [2] . A TEFA is an augmentation of a previously proposed modeling formalism, called extended finite automaton (EFA) [3] , where time has been incorporated into the model. EFAs are ordinary automata extended with discrete variables, guard expressions, and action functions. The guards and action functions are attached to the transitions, which admits local design techniques of systems consisting of different parts. The main features of EFAs are that they are suitable for the SCT framework and that they usually yield compact models because of the existence of discrete variables. EFAs have been used in several research works and successfully applied to a range of examples [4] - [6] . In TEFAs, in addition to regular variables in EFAs, a set of local discretevalued clocks is introduced to the models. It is assumed that the clocks evolve by the same rate and are synchronized toward a global clock. The question that remains, is how SCT can be defined for TEFAs.
There exists a lot of work that has analyzed discrete timed models with respect to SCT, such as [7] - [10] . In these works, it is assumed that there exists a global digital clock. In [9] , the timing information is incorporated into the system states in the form of timer variables, which are updated according to some rules related to event occurrences and the passage of time. The more common way to model TDES, described in [7] and [10] , is that lower and upper time bounds are associated with events to restrict their occurrence times. In addition, they use a special event tick, which represents the passage of time, and is generated by the global clock. Brandin and Wonham [11] applied SCT to timed transition models proposed in [7] .
We define SCT on TEFAs, based on the tick-based approach in [11] . We show how the TEFAs can be transformed to their corresponding tick-EFAs, by introducing a new event tick to the model and treating it as in [11] , during the synthesis procedure. However, the tick models suffer from a major problem.
The state size is very sensitive to the clock frequency: a tick event must be associated with the passage of each unit of time. As the clock frequency increases, so must the number of tick events. Therefore, performing reachability analysis based on tick models usually needs many iterations in the fixed point computations. In addition, in a BDD-based approach, the intermediate BDDs representing the reachable states can be very big, causing state space explosion. In [12] , some methods have been proposed to reduce the state space of the tick-based approach. Specifically, they compute a supervisor based on an abstraction of the plant model in which time is measured with a slower clock, i.e., a map that converts the fast tick events of the original model to slow tick events.
In this paper, we propose an approach, where the tick events are eliminated, while the same controllability behavior as for the tick models, is preserved. To tackle the state space explosion problem, we represent and perform all computations symbolically using binary decision diagrams (BDDs) [13] . BDDs are useful data structures for representing Boolean functions. In [2] , we showed how the TEFAs and their composition can be represented and computed based on BDDs. In particular, it was shown how the clocks can correctly be synchronized using BDDs. In this paper, we propose algorithms to symbolically, using BDDs, compute the supervisor based on the tick-eliminated models. Therefore, the contribution of this paper is to how SCT can be applied to the tick-eliminated models and be efficiently implemented by BDDs, rather than introducing a new modeling formalism, i.e., TEFAs.
The proposed approach has been developed and implemented in Supremica [14] , a verification and supervisory control tool, for analysis of DES [15] - [17] . In an industrial case study, we modeled a TDES in Supremica and computed and represented the supervisor based on our approach. This paper is organized as follows. Section II gives some preliminaries about TEFAs and SCT. In Section III, we describe how SCT can be applied to TDES, where the tick event has been eliminated. Section IV discusses how the supervisory synthesis can be performed symbolically using BDDs. In Section V, the proposed approach has been applied to a real industrial application and several benchmarks. Finally, Section VI provides conclusion and suggestions for future work.
II. PRELIMINARIES
In the following, we describe the TEFAs used to model TDES; and the SCT defined for TDES.
A. Timed EFAs
In [3] , a modeling formalism called EFA was introduced, which is an augmentation of ordinary automata with a finite set of discrete-valued variables. The variables appear in the transitions of the automata as either logical conditions, called guards, or updating function, called actions. A transition in an EFA is enabled if and only if its corresponding event occurs and its guard formula is evaluated to true; it may be followed by updates of variables defined by the associated actions.
A TEFA [2] is an EFA augmented with a finite set of digital clocks. Intuitively, a clock in a TEFA is a discrete variable in the sense of EFAs, restricted by some rules, mentioned later. The time automatically elapses only at locations, whereas the transitions occur instantaneously with zero delay.
1) Syntax and Semantics:
In the following, we describe the syntax and semantics of TEFAs.
Definition 1 (TEFA): A TEFA is a 10-tuple
where 1) L is a finite set of locations;
is a nonempty finite set of events; 5) →⊆ L × × G × A × L is the transition relation, where G and A are sets of guards (conditional expressions) and action functions (functions that update the current values of the variables), respectively; 6) Inv : L → g C , is an invariant-assignment function (an invariant constrains the amount of time that may be spent in a location);
n is a set of initial values of the variables; 9) L m ⊆ L is a set of marked locations that are desired to be reached;
is a set of pairs of marked evaluations of the variables and clocks. The clocks can be seen as regular variables that are synchronized with a global digital clock. Hence, the clocks will evolve each time the global clock ticks. In other words, all clocks evolve synchronously at rate one. The value of a clock denotes the amount of time that has been elapsed since its last reset. In addition to D V , we also define D C representing the domain of the p clocks. Considering μlargest C i to be the largest constant in the model (including all guards), which the clock c i is compared with, the domain of the clock c i is
will be finite. The global variable domain denoted by D V ∪ is the set that contains the values of all variables, defined formally as
The global clock domain denoted by D C ∪ is defined similarly. The largest value in D V ∪ and D C ∪ is denoted by μmax V and μmax C , respectively. If a variable exceeds its domain, the result is not defined, and from an implementation point of view, it is upon the developer to decide how to implement such cases. For instance, the program can give the user a warning. In our implementation, values outside the domain will be ignored and will not be included in our computations, i.e., the corresponding transition will not be executed. In contrast to variables, it is assumed that if a clock c i reaches its maximum value, it will keep its value until it is reset. For a clock c i , this behavior is modeled by a saturation function i :
where N is the set of natural numbers. The function : N p → D C is used to saturate the current value of all clocks. In the TEFA framework, an arithmetic expression ϕ is formed according to the grammar 
is defined similarly. A set of evaluations for all variables and clocks is represented by μ V and μ C , respectively. A guard g ∈ G is a propositional expression formed according to the grammar
where g V ∈ G V and g C ∈ G C are guards that are based on regular variables and clocks, respectively
where and ⊥ represent the Boolean logic true and false, respectively, and ω ∈ D C ∪ . This implies that clocks can only be compared with constants. The semantics of a guard g is specified by a satisfaction relation | indicating the pair of variable and clock evaluations (μ V , μ C ) for which guard g is . It is written
An action a ∈ A is a tuple of functions
is a function that updates a variable; and a reset action a C i : D C → 0 is a function that only resets a clock. Hence, for a variable, the action is formed as v i := ϕ and for a clock it is formed as c i := 0. Missing actions in the tuple indicates that the variable or clock is not updated. Function Inv assigns to each location a location invariant that constrains the amount of time that may be spent in the location. Specifically, the location should be left before the invariant becomes invalid. Intuitively, if a location invariant consists of a less than relation, the invariant can be considered as a deadline. 
The state for a location l, variable evaluations μ V , and clock evaluations μ C is represented as l, μ V , and μ C . Based on the states of a TEFA, a state transition system (STS) can be defined.
A notation that will be used frequently in this paper is the structured operational semantics-notation [18] . The notation premise conclusion should be read as follows: if the proposition above the solid line (premise) holds, then the proposition under the fraction bar (conclusion) holds as well.
, is a five-tuple, where:
is a set of events; 3) →⊆ Q × × Q is an explicit state transition relation defined by the following rule:
The STS can be considered as the corresponding finite automaton of the TEFA. We assume that all TEFAs are deterministic. A deterministic TEFA has only a single initial state in its corresponding STS and for any two transitions l,
2) Extended Full Synchronous Composition:
For modeling purposes, it is often easier to have a modular representation, especially for complex systems. Then, to have a monolithic model of the system, we need to synchronize the components. For a model with a number of TEFAs, we assume that the variables V and clocks C are all global, i.e., they are shared between the TEFAs. The global behavior of a modular TEFA model can be expressed by the extended full synchronous composition (EFSC) on TEFAs [2] . The TEFAs are synchronized on the events that are shared between the TEFAs, and the variables. In particular, in the composed TEFA, a transition with an event σ can be executed if in all TEFAs, the guards that appear on the transitions with event σ are satisfied. Furthermore, all of the variables will be updated according to the corresponding actions on the transitions with event σ . Conflicting actions (when a variable is updated to different values), which is typically due to design errors can be treated and implemented in different ways, such as giving a warning to the user, disabling the corresponding transition, or enabling the transition but keeping the old value of the variable. We selected the last alternative to be consistent with the original definition of EFAs in [3] .
If two actions update a variable to different values, it is assumed that the variable will keep its current value. The formal definition of the EFSC operator is described in [2] .
3) Transformation of TEFAs to EFAs: As mentioned earlier, the clocks in TEFAs are discrete-values indicating that we imagine measuring time only with a global digital clock with output ti ckcount :
where R + = {t ∈ R|t ≥ 0} is the set of positive real values. Therefore, the temporal resolution available for modeling purposes is thus just one unit of clock time. For a TEFA, this behavior, can be represented by an EFA by introducing an additional event tick, as in [7] . The event tick occurs exactly at the real-time moments, which can be imagined to be generated by the global digital clock. In [2] , it is shown how a TEFA can be transformed to its corresponding EFA, referred to as the tick-EFA. In the following, we briefly describe the transformation procedure.
Add the event tick to the alphabet of the TEFA. Let c be a clock with maximum value μmax. We first consider the clock as a regular variable with domain {0, . . . , μmax}. For each invariant-free location l in the TEFA, we add the following transitions:
This transition extension is performed for all clocks in the TEFA.
In the existence of an invariant for l, it should not be possible to execute the tick event if the invariant is not satisfied. For instance, if the location l has an invariant c ≤ 3 ∧ c 2 ≥ 4, only a transition (l, ti ck, c < 3 ∧ c 2 ≥ 4, c := c + 1, and l) should be added. Note that in the new tick transition, the term c ≤ 3 has been changed to c < 3; because based on the invariant semantics, c should never reach value 4. In general, a location l with invariant Inv(l) can be described by the following tick transition:
where Inv(l) is obtained by replacing all terms in the form of c < ω, c ≤ ω and c == ω appearing in Inv(l) with c < ω− 1, c ≤ ω − 1, and c == ω − 1, respectively.
In the following section, we describe how the tick event is treated from an SCT point of view.
B. Supervisory Control Theory
SCT [19] is a mathematical framework for formal reasoning about control of systems modeled as DES. In [19] , it was shown that given a set of models representing a DES, plant, and some desired properties, specification, there exists a unique control function, referred to as supervisor, that restricts the plant toward the specification, only when it is necessary, referred to as the minimally restrictive supervisor. This gives the designers several alternatives to implement the controller and perform further analysis such as time or energy optimization.
Traditionally, in SCT, a DES is modeled by deterministic finite automata (DFAs) to represent the languages discussed in [19] . An automaton-plant P can be described by the synchronization of a number of subplants P = P 1 P 2 . . . and similarly for a specification Sp = Sp 1 Sp 2 . . .. Note that a state q A in a synchronzied automaton A = A 1 A 2 is a tuple of states (q A 1 , q A 2 ). It is possible to explicitly specify some states in the plant or the specification as explicitly forbidden states in which the system should not end up in.
In our computations, we assume that a supervisor S always refines the plant, i.e., S = S P. There are different ways of computing a supervisor such as monolithic [1] , modular [20] , and compositional [21] synthesis. In our approach, we apply monolithic synthesis, which is performing fixed point computations on the single composed automaton S 0 = P Sp. Thus, the supervisor is finally represented by an automaton, which can be observed as control function. As future work, other synthesis methods can be used.
In 
1) Controllability of TDES:
We base the theory of controllability for the tick-based models on the framework in [22] , where the event tick is treated in a special manner.
A new category of events that arises naturally in the presence of timing is the forcible events, f ⊆ \{tick}. A forcible event is one that can preempt a tick of the global clock. If at a given state of the plant, a tick and one or more forcible events are enabled, then the SCT permits the effective erasure of tick from the current list of enabled events. Notice that a forcible event may be controllable or uncontrollable; a forcible event that is uncontrollable cannot be directly prevented from occurring by disablement. By the given description of forcible events, the status of tick lies intuitively between controllable and uncontrollable: no technology could prohibit tick in the sense of stopping the clock, although a forcible event, if it is enabled, may preempt it. However, to simplify terminology, in [22] , tick is considered to be controllable.
To define controllability for the tick models, the definition of controllability of untimed DES is extended. The definition is based on the operator A (q), representing all the events in a DFA A that are enabled from state q
Definition 3 (Controllability for TDES):
Thus, K controllable means that an event σ (in the full alphabet including tick) may occur in G K if σ is currently enabled in G and either: 1) σ is uncontrollable or 2) σ = tick and no forcible event is currently enabled in G K . The effect of the definition is to allow the occurrence of tick (when it is enabled in G) to be ruled out of G K only when a forcible event is enabled in G K and could thus (perhaps among other events in \{tick}) be relied on to preempt it. Notice, however, that a forcible event need not preempt the occurrence of competing nontick events that are enabled simultaneously.
In general, the model will leave the choice of tick-preemptive transition nondeterministic. In the sequel, we refer to the states that become uncontrollable due to the elimination of tick, as timed uncontrollable states.
Notice that the introduction of the event tick will not impact the nonblocking definition for untimed DES.
III. SUPERVISORY SYNTHESIS OF TDES
As stated earlier, in our approach, TDES are modeled by TEFAs. To apply the STS-based SCT to TEFAs, we first transform TEFAs to their corresponding tick-EFAs, as described in Section II-A. Having a number of EFAs, in [4] , it is shown how the corresponding STS of their full synchronous composition can be symbolically computed, using BDDs. Based on the BDD, representing S 0 , the nonblocking, controllable, and minimally restrictive supervisor can be computed. In this paper, based on the approach in [4] , we assume that the TEFAs and their EFSC operator have been computed and represented by an STS, and thus base all the following discussions on STS.
Given an STS, modeled by FAs or EFAs, Algorithm 1 shows a simple algorithm for computing the safe states [15] for an untimed DES. The algorithm starts with a set of forbidden states, which is the union of the explicitly forbidden states and the initially uncontrollable states. Then, Q x is iteratively extended by adding all states that can reach the forbidden states or the noncoreachable states in an uncontrollable manner
Algorithm 2 RestrictedBackward
Algorithm 3 UncontrollableBackward
Algorithm 4
RestrictedForward until a fixed point is reached. Finally, based on the extended set of forbidden states, it performs a reachability computation (Algorithm 4) to find all reachable states that are not included in the extended forbidden set. Note that, based on SCT, a supervisor that contains unreachable states can also be considered as a correct supervisor, however, we remove the unreachable states for the purpose of this paper, described later. The set Q is the universal set, that is, the cross product of all automata.
Algorithm 2 computes the set of coreachable states by avoiding some forbidden states given as input. Algorithm 3 computes the set of states that can reach a set of forbidden states, given as input, by only executing uncontrollable events, yielding the uncontrollable states. In particular, if a state is forbidden in S 0 , then all ingoing transitions to this state should be removed. Hence, if one of the ingoing transitions includes an uncontrollable event, it will be removed while the plant can execute it, which is the definition of an uncontrollable state.
Algorithm 5 TickUncontrollableBackward
Given a set of states W ⊆ Q, the set-based operator Image(W, →) computes the set of states that can be reached by executing one transition, formally defined as
The operator PreImage(W, →) computes the set of states that, by one transition, can reach a state in W , formally defined as
The transition relation → S 0 represents the entire transition relation of S 0 , while u → S 0 includes only those transitions that consider the uncontrollable events.
As pointed out earlier, the nonblocking analysis of TDES is exactly the same as for the untimed DES, described in the previous section. We will thus explain how the fixed point computation (Algorithm 3) can be modified to conform with the definition of controllability of TDES. In particular, in addition to the uncontrollable states caused by uncontrollable states, we also need to find the timed uncontrollable states. Among these states, those that do not have an outgoing forcible event are the timed uncontrollable states, Q timedUnc . The forcible transitions, and thereby the outgoing forcible events, will be modified each time new forbidden states are found. Therefore, in each iteration, the forcible transitions must be updated by removing the transitions that lead to a forbidden state by a single event
To compute the states that have outgoing forcible events, the following operator is used:
Notice that the initially uncontrollable states that will be passed to (Algorithm 1) should also include the initially timed uncontrollable states.
2) Tick Elimination:
The tick models suffer from a major problem. The state size is very sensitive to the clock frequency: a tick event must be associated with the passage of each unit of time. As the clock frequency increases, so must the number of tick events. Therefore, performing reachability analysis based on tick models usually needs many iterations in the fixed point computations. In addition, in a BDD-based approach, the intermediate BDDs representing the reachable states can be very big, causing state space explosion. In the following, according to [2] , we explain how the iterations caused by the tick event can be eliminated in the BDD implementation to tackle the aforementioned issues.
Consider a TDES modeled by TEFAs. The idea lies in the fact that time cannot be stopped. In tick-EFAs, this indicates that all the tick transitions will eventually occur, unless there exists a location invariant. For instance, consider two clocks with domains {0, . . . , 3} and {0, . . . , 5} and assume l, 1, 2 is the current state of the system. The following shows the sequence of the states that can be reached by the tick event:
Since all tick transitions will eventually occur, it can be directly computed that when the state l, 1, and 2 is reached, the states { l, 2, 3 , l, 3, 4 , l, 3, 5 } are also reachable. Given a set of states W , we define the set-based operator TimedImage(W ) as
where
Essentially, the TimedImage operator represents the time evolution. Similarly, we define TimedPreImage(W ) as
∀d ∈ {0, . . . , min(μ C )} :
where min(μ C ) returns the minimum clock value among all clocks in the tuple, which ensures that μ C − d never becomes less than 0. wheré
Therefore, using in a fixed point computation, (as the transition relation passed to the Image and PreImage operators), rather than transitions based on tick-EFAs:
1) a number of states can be reached with a single iteration, compared with the tick transitions, where multiple iterations are required (multiple calls of Image and PreImage operators); 2) usually, the corresponding BDD of a set of states becomes smaller than the intermediate BDDs resulted after executing a tick transition. The BDD construction for the reachability transition relation was explained in [2] . It was also shown how a nonblocking supervisor can be synthesized, because the elimination of the tick event did not impact the correctness of the fixed point computations related to the nonblocking property. However, for controllability, since Algorithm 5 is based on the tick event, we need a new way to compute the timed uncontrollable states, which is the focus of this paper.
By observing Fig. 1 , we explain how the timed uncontrollable states can be computed based on the reachability transition relation. The figure shows a sample path of S 0 , starting from state 0, executing some events s and reaching state 1, and by the occurrence of some tick events, it will end up in state 7, which is assumed to be forbidden due to some reason, e.g., uncontrollability. Let us assume that the event σ f is the only forcible event going out among the states 2-7. Based on Algorithm 5, it can be deduced that the timed uncontrollable states for this example are states 5 and 6. Since 7 is forbidden, it should be removed, causing state 6 to be uncontrollable and removing state 6 will cause state 5 to be uncontrollable. Notice that removing state 5 will not make state 4 uncontrollable because it has an outgoing forcible event. In addition, observe that the outgoing transitions from states 2 and 3 will not impact the timed uncontrollability. The general procedure of finding the timed uncontrollable states can be described as follows. For a forbidden state, say q x , find the closest state, say q f , that can reach the forbidden state by executing a number of tick events (in the figure, this state is 4). The timed uncontrollable states are then TimedPreImage ({q x }) \ TimedPreImage ({q f }) \{q x }. For this example, we have {1, . . . , 7}\{1, . . . , 4}\{7} = {5, 6}. Observe that since the timed uncontrollable states should eventually be removed from S 0 , we can include the forbidden state q x in the set of timed uncontrollable states, yielding TimedPreImage({q x })\TimedPreImage({q f }).
Algorithm 6 TimedUncontrollableBackward
Having a set of forbidden states W and a set of forcible transitions f →, the forbidden states can be extended with the timed uncontrollable states as follows:
Note that the timed uncontrollable states are ExtWithTimedUnc(W, f →)\W , however, since the timed uncontrollable states will eventually be merged with W in the fixed point computations, we directly define the above operator. In (9), TimedPreImage(W ) ∩ SourceStates( f →) is the set of states that has outgoing forcible events and that they can reach states in W with only tick events.
Algorithm 6 computes the uncontrollable states of a TDES based on the reachability transition relation, i.e., without considering the tick event.
Theorem 1: Let Q u tick and Q u TEFA be the uncontrollable states, returned by Algorithm 5 and 6 from the same forbidden state set Q x . Then, Q u TEFA = Q u tick .
Proof:
We prove the following two implications: Based on the assumption, it can thus be deduced thatq / ∈ Q u TEFA . Because if q has been found by the first case in Algorithm 5, it would also be found by line 7 in Algorithm 6, which means that q ∈ Q u TEFA which contradicts the assumption that q / ∈ Q u TEFA . If q has been found by the second case in Algorithm 5, based on (9), it would be found by line 6 in Algorithm 6 which again contradicts the assumption.
It is thus concluded that if ∃q ∈ Q u tick and q ∈ Q u TEFA , then ∃q ∈ Q u tick andq ∈ Q u TEFA . By repeatedly finding such states in Algorithm 5, eventually we will end up in a situation, whereq ∈ Q x . At this moment,q ∈ Q u TEFA infers that ∃q = q x ∈ Q x such that q x ∈ Q u tick but q x / ∈ Q u TEFA , which leads to a contradiction because it was assumed that both algorithms have the same Q x as their input.
2) Similar to 1). Notice that we also need to compute the initially timed uncontrollable states that will be passed to SAFESTATESYN-THESIS. Based on the definition of timed uncontrollability, we desire to find all states of S 0 , where no outgoing forcible event is enabled, such that the tick event is enabled in the plant but not in S 0 . We know that being in a state l, μ V , and μ C , the occurrence of the tick event will evolve the system to the state l, μ V , (μ C + 1) . Hence, when the tick event is eliminated in the model, the initially timed uncontrollable states can be computed as follows:
where l = (l P , l Sp ) (l P and l Sp are the tuples of the plant and specification locations, respectively). Therefore, the initially uncontrollable states that will be passed to Algorithm 1 will include both Q initTUnc and the states that are uncontrollable due to uncontrollable events.
IV. SYMBOLIC REPRESENTATION AND COMPUTATION
When performing fixed point computations for systems of industrially interesting sizes, exploring all states in the composed model explicitly can be computationally expensive, in terms of both time and memory, due to the state space explosion problem. We tackle this problem by representing the models and performing the computations symbolically using BDDs [13] , powerful data structures for representing Boolean functions. For large systems where the number of states grows exponentially, BDDs can improve the efficiency of set and Boolean operations performed on the state sets [15] , [16] , [23] .
A. Basics
Given a set of x Boolean variables B, a Boolean function f : B x → B (B is the set of Boolean values, i.e., 0 and 1) can be expressed using Shannon's decomposition. This decomposition can be expressed by a directed acyclic graph, called a BDD, which consists of two types of nodes: decision and terminal nodes. A terminal node can either be 0-or 1-terminal. Each decision node is labeled by a Boolean variable and has two edges to its low-and high-child, corresponding to assigning 0 and 1 to the variable, respectively. The size of a BDD, denoted as |B|, refers to the number of decision nodes.
The power of BDDs lies in their simplicity and efficiency to perform binary operations. The time complexity of a binary operator between two BDDs B 1 and B 2 is O(|B 1 | · |B 2 |).
Two BDD operations that have been used extensively in our implementation are the existential quantification and the substitution operators. Let B be a BDD and B 1 
where ↔ on two binary x-tuples b 1 and b 2 is defined as
where b j i denotes the i th element of b j . Hence, different set-operations can be carried out on χ using basic Boolean operators. In the sequel, the BDDs are represented by their underlying characteristic functions.
B. BDD Representation
Having a number of TEFAs, in [2] , it was shown how the BDD, representing the reachability transition relation of the composed model χ S 0 is computed. The basic idea is to first, treat the clocks as regular variables and, based on the approach in [4] , compute the corresponding BDD of the composed model. To consider the time semantics in the BDD, each target state is replaced by a set of states representing the states that can be reached by the passage of time. The timed transition relation was defined, where a tuple of clock evaluations μ C is expanded to the clock evaluationsμ C that can be reached by the passage of time
Introducing a set of temporary Boolean variablesb, the corresponding BDD of the timed transition relation can be computed as
Based on χ , χ S 0 can be computed
whereb C is the Boolean variables used to represent the target values of the clocks. Essentially, in [2] , it was shown how the saturation function and the synchronization between the clocks, i.e., μ C + d, are implemented symbolically using BDDs.
It was shown that in the BDD-based fixed point computations, less iterations were needed to reach a fixed point and that the size of the intermediate BDDs usually becomes smaller than in the tick-based models.
C. Synthesis
Based on the characteristic function representation of sets and the set-operations, the fixed point computations, described in Section III, can be symbolically computed using BDDs. Recall that the input of Algorithm 1 is the set of initially uncontrollable states and the explicitly forbidden states. The initially uncontrollable states consists of those states that are either uncontrollable due to an uncontrollable or tick event.
Here, we merely describe how the corresponding BDD of the initially timed uncontrollable states can be computed. The BDD computations of the other parts are analogous to the approach described in [2] and [4] .
Recall that a timed uncontrollable state in S 0 is a state with no outgoing forcible events, from which a tick event is enabled in the plant, but not in S 0 . Notice that in TEFAs, a tick event is implicitly disabled due to an invariant. Hence, the initially timed uncontrollable states can be extracted by comparing the BDDs representing the explicit transition relations (timed transition relation is not considered) of the plant and S 0 , where the invariants have been considered denoted as χ , where the tick event has been disabled. For an explicit transition relation → Inv (where the invariants are considered), this can be performed by checking if for each source-state q = l, μ V , μ C in the transition relation, a tick transition l, μ V , μ C , tick, l, μ V , and (μ C + 1) ) exists. If such a tick transition does not exist, then it indicates that tick has been disabled from q. Based on this reasoning, we define the following operator:
which will be used to implicitly represent a tick transition. Algorithm 7 shows, for an explicit transition relation → Inv , the BDD representing the states from which a tick transition Algorithm 7 StatesTickDisabled is disabled. In line 1, χQ represents the target-states. Notice that, in line 2, χ OneStepTick(Q) is computed by several BDD operations, which have been omitted due to simplicity. Based on Algorithm 7, the initially timed uncontrollable states can be computed as follows:
which is clear from Definition 3 for the timed uncontrollable states.
V. CASE STUDY AND EXPERIMENTAL RESULTS
The framework has been implemented and integrated in the DES tool Supremica [14] which uses JavaBDD [25] as the BDD package. The experiments were carried out on a standard PC (Intel Core 2 Quad CPU @ 2.4 GHz and 3-GB RAM) running Windows 7. The maximum heap memory used by JAVA was 1024 MB.
The approach has been evaluated by computing the supervisor of several large-scale examples, modeled by TEFAs, and comparing the results with the results obtained by computing the supervisor based on their corresponding tick-EFAs. This section is divided into two parts. The first part considers a real industrial case study, taken from [26] . 1 In the second part, the approach has been applied to further benchmark cases, with focus on the computational aspects.
A. Robust and Optimal Controller
The goal is to design a robust and optimal controller for a plastic injection molding machine. The system to be controlled is shown in Fig. 2 . It is composed of: 1) a machine which consumes oil; 2) a reservoir containing oil; 3) an accumulator containing oil and a fixed amount of gas to put the oil under pressure; and 4) a pump. When the system is operating, the machine consumes oil under pressure out of the accumulator. The level of the oil, and so the pressure within the accumulator (the amount of gas being constant), can be controlled using the pump to introduce additional oil into the accumulator (increasing the gas pressure).
The controller must operate the pump (switch it ON and OFF) to ensure the following two main requirements: Fig. 2 . Overview of the oil pump system. R 1 : the level of oil v(t) at time t (measured in liters) into the accumulator must always stay within two safety bounds [V min ; V max ], in the sequel V min = 4.9l and V max = 25.1l; R 2 : a large amount of oil in the accumulator implies a high pressure of gas in the accumulator. This requires more energy from the pump to fill in the accumulator and also speeds up the wear of the machine. It is thus desired to keep the level of oil minimal during operation, in the sense that
is minimal for a given operation period T . Requirement R 1 can be observed as a qualitative specification, representing a safety property, while requirement R 2 is a quantitative specification, representing an optimality property.
The oil consumption of the machine is cyclic. Each period of consumption is characterized by a rate of consumption (expressed as a number of liters per second), a date of beginning and a duration. At time 2, the rate of the machine goes to 1.2l/s for 2 s. From 8 to 10 it is 1.2 again and from 10 to 12 it goes up to 2.5 (which is more than the maximal output of the pump). From 14 to 16 it is 1.7 and from 16 to 18 it is 0.5. 2 Even if the consumption is cyclic and known in advance, the rate is subjected to noise: if the mean consumption for a period is cl/s, in reality it always lies within that period in the interval [c − 0.1, c + 0.1]. This property is noted F.
The volume of oil within the accumulator is initially equal to 10 l. The pump is either ON or OFF, and we assume it is initially OFF. The operation of the pump must respect the following latency constraint: there must always be two seconds between any change of state of the pump, i.e., if it is turned ON (respectively, OFF) at time t, it must stay on (respectively, OFF) at least until time t + 2. When it is on, its output is equal to 2.2 l/s. Note that as the power of the pump is not always larger than the demand of the machine during one period of consumption, some extra amount of oil must be present in the accumulator before that period of consumption to ensure that the minimal amount of oil constraint (requirement R 1 ) is not violated.
To summarize, the controller must turn the pump ON and OFF at the appropriate time points, while respecting the latency of the pump to ensure that requirement R 1 is satisfied, even under the fluctuations within the cyclic consumption phase, for an arbitrarily long period of time. Moreover, we should try to minimize the accumulated oil during each cycle (requirement R 2 ).
In [26] , this system has been modeled by timed game automata [27] , and the controller is synthesized using Uppaal-Tiga [28] . The synthesis is setup as a game with two players: the controller and the opponent. To this end, there exist two types of edges: controllable and uncontrollable. The game consists of finding a strategy for a controller, i.e., when to take the controllable transitions that will guarantee that the system, regardless of when and if the opponent chooses to take uncontrollable transitions, will eventually end up in a desired location. This theory is quite similar to the SCT, with the main difference that the minimally restrictiveness property is not guaranteed by the game approach.
We transform the timed game automata in [26] to TEFAs, such that they adapt to the SCT. In contrast to the approach in [26] , where around 10 000 short executions were needed to compute the optimal controller, here we compute the controller in two steps: 1) compute the minimally restrictive supervisor satisfying requirement R 1 and 2) based on this supervisor, compute a new supervisor satisfying requirement R 2 . The TEFAs of the machine, pump, and scheduler are shown in Figs. 3-5 , respectively. We briefly describe the TEFAs and explain how they have been modeled in the context of SCT. Since the TEFAs are quite similar to the models in [26] , for a detailed description of the TEFAs, the reader is referred to [26] .
The machine and the pump TEFAs are considered as plant. A precision of 0.1 l is considered and thus the value of the volume is multiplied by 10 to use integers.
The transitions of the TEFA, except the ingoing transitions to location bad, of the machine follow easily from the given cyclic definition of the consumption of the machine. The guard Noise(s) will be satisfied if the current volume exceeds the boundary of V min and V max , i.e., 4.9 and 25.1, due to fluctuations of the consumption
The guard FinalNoise checks the same but for the volume obtained at the end of cycle and against the interval represented by V 1F and V 2F that are two variables with equal domains {0, . . . , 255}
Notice that Noise and FinalNoise are modeling the property F.
The scheduler is used to get the correct behavior of the model: the variables time, V , and V acc should be updated after each rate change, i.e., after each transition, where V rate gets updated.
The compositional model will correspond to a single cycle. However, as stated earlier, the goal is to have a controller that works properly for any number of cycles. To achieve this, and to optimize requirement R 2 , we follow the same technique as [26] . Find some interval
1) I 1 is Stable: from all initial volume V 0 ∈ I 1 , there exists a strategy for the controller to ensure that whatever the fluctuations on the consumption, the value of the volume is always between 5 l and 25 l and the volume at the end of the cycle is within interval
where V 1F = V 1 + 0.4 and V 2F = V 2 − 0.4, and 0.4 is a margin parameter considered to ensure robustness; 2) I 1 is Optimal Among the Stable Intervals: the worst accumulated volume of the solutions of I 1 is minimal. We perform each step separately.
We start by satisfying property 1). As it can be observed, the objective of this problem is to find some proper values for variables, which is slightly different from the objectives usually defined in the SCT context. To handle this, we use a trick: let the initial values of the variables V , V 1F, and V 2F be the entire corresponding domains. Fortunately, this can be handled easily by BDDs. In particular, by starting with all possible values of V , we compute several supervisors in parallel (this is the main advantage of symbolic computations). However, to keep track of the corresponding initial values of V for the marked states, we construct the following BDD that will represent the initial states:
where V 0 is a new variable with domain {0, . . . , 255}. The value of variable V 0 can be considered as the identity of the states that will be followed during the fixed point computations. Therefore, the synthesized supervisor will only contain those initial values where a marked state can be reached, which represents the interval I 1 . The minimally restrictive supervisor was computed in 2 min and 13 s and consists of 7 846 603 states. Fig. 6 shows the size of intermediate BDDs in each iteration, during the reachability analysis, for the tick-based approach and the TEFA-based approach. It can be observed that, in both cases, due to the special treatment of the variables, the size of the BDDs grows exponentially. Furthermore, we can observe that the TEFA-based approach has reached a fixed point much earlier than the tick-based approach. However, from a BDD size point of view, eliminating the tick event did not gain so much.
Based on the computed supervisor, we perform the optimization, i.e., property 2). The main idea is to select a subset of the reached marked states and perform a further backward reachability. Note that each marked state of the supervisor, now includes the values of the variables V 0 and V acc . Hence, among the marked states, fixing V 0 to a specific value v, we obtain all values of V acc , which can be reached safely by starting with volume v. By a simple BDD operation, we can extract the minimal value of V acc among all the marked states with V 0 = v. By performing this on all values of v ∈ V 0 , we get a BDD, representing the states that include (v, min{V v acc )}. Among these states, we extract an interval Based on the computed supervisor, the information about when to turn the pump on and off to satisfy the requirements can be extracted based on the approach in [29] . In [29] , it was shown how a supervisor can be represented by a number of guards corresponding to each controllable event in the model, indicating under what constraints the events can occur to end up in the states of the supervisor. For an event σ , the guard is generated based on the corresponding BDD of a state set, representing the states from which σ must be allowed, referred to as the allowed state set. The time points for turning the pump ON and OFF can be obtained by checking the time variable in the corresponding guards of events turnON and turnOFF. Due to many different configurations, the system can be in, the guards become very large and not tractable for the designers. They can though be implemented in a controller directly. Basically, the guards have the following format:
Hence, for each event turnON or turnOFF, it can be deduced at what time the pump should be turned on or off, respectively. However, since the guards are large to identify the above statement among hundreds of terms is not easy. Nonetheless, we can still use the BDD representing the allowed state set, to achieve this information. Table I shows the time points at which the pump should be turned on and off for different initial volumes in the interval I 1 . In the table, time These results conform with results obtained in [26] .
B. Benchmarks
The benchmark cases include the following complex industrial models.
fms: Extension of the large-scale flexible manufacturing system described in [30] . The time to perform different actions have been considered. agv: Extension of the automated guided vehicle (AGV) coordination model (Petri net) described in [31] . In this version, a new zone is introduced at the input station, making the system blocking. Furthermore, the amount of time needed for the AGVs to move between work stations is considered.
pcl: A production cell consisting of six interconnected parts, taken from [32] . The time to perform different actions have been considered.
mpp: Extension of a production cell in a metal-processing plant, described in [33] . The time to perform different actions have been considered.
epc: Extension of a production cell, building the ceiling of toy car, taken from [34] . In this model, the system is divided to different operations. The time that takes to perform the operations is considered in the model. 6link: Extension of a cluster tool for wafer processing, studied for synthesis in [35] . The amount of time needed to process the wafers is considered.
Based on the presented approach, the supervisor has been synthesized for each benchmark. The results are shown in Table II . For each model, the table shows the number of automata (Aut), the number of variables (|V|), the number of clocks (|C|), the number of reachable states (size), the number of safe states (|Q safe |), the number of fixed point iterations, the maximum size of the intermediate BDDs during the fixed point computations (BDDmax), and the synthesis time in seconds.
The benchmarks include models from the size of 10 6 -10 17 reachable states. From the table, it can be observed that the required fixed point iterations for the TEFA implementation is always less than the tick-based implementation. On the other side, this fact does not hold for the maximum size of the intermediate BDDs. In models pin and mpp, maxBDD is larger for the TEFA implementation. These models contain time invariants, which forces the system to leave the locations quite early after that they are reached. In other words, few tick events are performed at the locations, which will not be advantageous when using the BDD representing the TTR, which abstracts the tick events. In addition, in these cases, due to the large domain of the clocks, the BDD representing the TTR becomes very large. Therefore, for the mpp model, the TEFA implementation needed more time to compute the supervisor compared with the tick-based implementation. In all other cases, the TEFA implementation computed the supervisor faster than the tick-based implementation. Therefore, for a TDES, the TEFA implementation can, in most of the cases, compute the supervisor faster than the tick-based implementation.
VI. CONCLUSION
In this paper, we presented a method to symbolically, using BDDs, compute a minimally restrictive nonblocking and controllable supervisor for a TDES in the sense of SCT. We model the systems based on TEFAs, ordinary automata extended with variables and clocks. The SCT theory of TEFAs is based on their corresponding tick-EFAs, where a new event tick is introduced to the model that is treated in a special manner. However, since the tick-based approach suffers from the fact that the state space is very sensitive to the clock frequency, we eliminate tick in the BDD-based computations. We showed how controllability can be defined on the tick-eliminated models to obtain the correct behavior of the tick event. In a number of case studies, including a real industrial application and several benchmarks, we applied our approach and showed how the supervisor can be efficiently computed and represented.
As a future work, we desire to automatically perform time optimization on the TEFAs. The interesting point about time optimization on TEFAs is the existence of uncontrollable events that may lead to several optimal solutions. In particular, disregarding the uncontrollable events, there may exist a path from the initial state to a marked state that takes minimal time to reach. However, if there exists an outgoing uncontrollable event from a state in the optimal path, which could not be restricted by the supervisor, the system can end up in a state not belonging to the optimal path anymore. In such a case, we may desire a new minimal path from the new state to a marked state.
