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CESA`RO MEANS OF ORTHOGONAL EXPANSIONS IN
SEVERAL VARIABLES
FENG DAI AND YUAN XU
Abstract. Cesa`ro (C, δ) means are studied for orthogonal expansions with
respect to the weight function
Q
d
i=1
|xi|2κi on the unit sphere, and for the
corresponding weight functions on the unit ball and the Jacobi weight on the
simplex. A sharp pointwise estimate is established for the (C, δ) kernel with
δ > −1 and for the kernel of the projection operator, which allows us to derive
the exact order for the norm of the Cesa`ro means and the projection operator
on these domains.
1. Introduction
It is well known that Cesa`ro (C, δ) means of the Jacobi polynomial expansions
with respect to the weight function (1− t)α(1 + t)β on [−1, 1] converges uniformly
if and only if δ > max{α, β} + 1/2 ([9], [2, p. 78, Corollary 18.11]). Recently,
results as such have been extended to orthogonal expansions in several variables
(see [5, 8, 10] and the references therein). In the present paper we study orthogonal
expansions and their Cesa`ro (C, δ) means with respect to the weight functions
(1.1) hκ(x) :=
d+1∏
i=1
|xi|κi , κi ≥ 0,
on the unit sphere Sd = {x : ‖x‖ = 1} ⊂ Rd+1, where ‖x‖ denotes the Euclidean
norm, as well as similar problems for orthogonal expansions on the unit ball with
respect to the weight function
(1.2) WBκ (x) :=
d∏
i=1
|xi|κi(1 − ‖x‖2)κd+1−1/2, κi ≥ 0,
on the unit ball Bd = {x : ‖x‖ ≤ 1} ⊂ Rd, and for the orthogonal expansion with
respect to the weight function
(1.3) WTκ (x) :=
d∏
i=1
x
κi−1/2
i (1 − |x|)κd+1−1/2, κi ≥ 0,
on the simplex T d = {x : x1 ≥ 0, . . . , xd ≥ 0, 1−|x| ≥ 0}, where |x| := x1+ · · ·+xd.
A homogeneous polynomial orthogonal with respect to h2κ on the unit sphere is
called an h-harmonic. The theory of h-harmonics is developed by Dunkl (see [5]
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and the references therein) for a family of weight functions invariant under a finite
reflection group, of which hκ in (1.1) is the simplest example of the group Z
d+1
2 .
Let Hdn(h2κ) denote the space of spherical h-harmonics of degree n. It is known that
dimHdn(h2κ) =
(
n+d+1
n
)− (n+d−1n−2 ). The usual Hilbert space theory shows that
L2(h2k, S
d) =
∞∑
n=0
Hdn(h2κ), f =
∞∑
n=0
projn(h
2
κ; f),
where projn(h
2
κ) : L
2(h2κ;S
d) 7→ Hdn(h2κ) is the projection operator, which can be
written as an integral operator
(1.4) projn(h
2
κ; f, x) = aκ
∫
Sd
f(y)Pn(h
2
κ;x, y)h
2
κ(y)dω(y), x ∈ Sd,
where dω(y) denotes the usual Lebesgue measure on Sd, and Pn(h
2
κ) is the repro-
ducing kernel of Hdn(h2κ).
A fundamental result for our study is the following compact expression of this
kernel ([4, 11] or [5, [p. 202])
Pn(h
2
κ;x, y) = cκ
n+ λκ
λκ
∫
[−1,1]d+1
Cλκn (u(x, y, t))
d+1∏
i=1
(1 + ti)(1− t2i )κi−1dt,(1.5)
where Cλn is the Gegenbauer polynomial of degree n,
(1.6) λκ = |κ|+ d− 1
2
, |κ| =
d+1∑
j=1
κj, u(x, y, t) = x1y1t1 + . . .+ xd+1yd+1td+1,
and cκ is the normalization constant of the weight function
∏d
i=1(1+ti)(1−t2i )κi−1.
For δ > −1, the Cesa`ro (C, δ) means of the h-harmonic expansion is defined by
Sδn(h
2
κ; f, x) := (A
δ
n)
−1
n∑
k=0
Aδn−k projn(h
2
κ; f, x), A
δ
n−k =
(
n− k + δ
n− k
)
.
The case δ = −1 can be considered as projn(h2κ; f) itself. Evidently the (C, δ)
means can be written as an integral against a kernel, Kδn(h
2
κ;x, y); that is,
Sδn(h
2
κ; f, x) := aκ
∫
Sd
f(y)Kδn(h
2
κ;x, y)h
2
κ(y)dω(y),
where Kδn(h
2
κ) is the (C, δ) mean of the kernel Pn(h
2
κ) and aκ is the normalization
constant aκ = 1/
∫
Sd
h2κdω. Many results on h-harmonic expansions have been
developed by now. In the following we only state those results that are essential for
our study, refer to [5] for the background and refer to [8] for results on (C, δ) means.
Let P
(α,β)
n denote the n-th Jacobi polynomial, which is the orthogonal polynomial
with respect to the weight function
w(α,β)(t) = (1− t)α(1 + t)β , t ∈ [−1, 1]
with the usual normalization ([9]). The Gegenbauer polynomial Cλn corresponds to
α = β = λ − 1/2, although the normalization constant is different [9, p. 80]. Let
Kδn(w
(α,β); s, t) denote the (C, δ) means of the kernel of the Jacobi expansion on
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[−1, 1]. Then it follows from (1.5) that
Kδn(h
2
κ;x, y) = cκ
∫
[−1,1]d+1
Kδn(w
(λκ− 12 ,λκ− 12 ); 1, u(x, y, t))(1.7)
×
d+1∏
i=1
(1 + ti)(1 − t2i )κi−1dt.
If some κi = 0, then the formula holds under the limit relation
(1.8) lim
λ→0
cλ
∫ 1
−1
f(t)(1 − t)λ−1dt = 1
2
[f(1) + f(−1)].
Similar results hold for orthogonal expansions on the unit ball Bd and on the
simplex T d. Let Ωd and W denote either Bd and WBκ or T
d and WTκ , respec-
tively. Let Vdn(W ) denote the space of orthogonal polynomials of degree n and
projn(W ) : L
2(W ) 7→ Vdn(W ) the orthogonal projection. The Cesa`ro (C, δ) means
of the orthogonal expansion with respect to W are defined as the (C, δ) means of
projn(W ; f). These means can also be written as integral operators,
Sδn(W ; f, x) = a
Ω
κ
∫
Ω
f(y)Kδn(W ;x, y)W (y)dy,
where the kernel Kδn(W ) is the (C, δ) mean of the reproducing kernels of Vdn(W )
and aΩk is the normalization constant of W on Ω. There is a close relation between
orthogonal expansions with respect to WBκ on B
d and the h-harmonic expansions
with respect to h2κ on S
d. In particular, it is known that
Kδn(W
B
κ ;x, y) =
1
2
[
Kδn(h
2
κ; (x, xd+1), (y, yd+1))(1.9)
+Kδn(h
2
κ; (x, xd+1), (y,−yd+1))
]
where xd+1 =
√
1− ‖x‖2, yd+1 =
√
1− ‖y‖2. Because of this identity, the point-
wise estimate of the kernel Kδn(W
B
κ ;x, y) can be deduced from that of K
δ
n(h
2
κ;x, y).
There is also a close relation between orthogonal polynomials on Bd and those on
T d, but it is a relation that involves a transform akin to the quadratic transform
between the Jacobi polynomials and the Gegenbauer polynomials (see [9, (4.3.4)
and (4.1.5)]). The kernel for WTκ on T
d is more complicated as it is given by
Kδn(W
T
κ ;x, y) =cκ
∫
[−1,1]d+1
Kδn
(
w(|κ|+
d−2
2
,− 1
2
); 1, 2z(x, y, t)2 − 1
)
(1.10)
×
d+1∏
i=1
(1− t2i )κi−1dt,
where
z(x, y, t) =
√
x1y1 t1 + . . .+
√
xdyd td +
√
1− |x|
√
1− |y| td+1.
In the case of d = 1, the weight function WTκ becomes the Jacobi weight
w(κ1−
1
2
,κ1− 12 )(t), so that our results reduce to the result for Jacboi expansions.
The weight function WBκ when d = 1 becomes the weight function
wκ2,κ1(t) = |t|2κ1(1− t2)κ2−1/2, κi ≥ 0, t ∈ [−1, 1],
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whose corresponding orthogonal polynomials, C
(κ1,κ2)
n , are called generalized Gegen-
bauer polynomials, and they can be expressed in terms of Jacobi polynomials,
C
(λ,µ)
2n (t) =
(λ+ µ)n(
µ+ 12
)
n
P (λ−1/2,µ−1/2)n (2t
2 − 1),
C
(λ,µ)
2n+1(t) =
(λ+ µ)n+1(
µ+ 12
)
n+1
tP (λ−1/2,µ+1/2)n (2t
2 − 1),
(1.11)
where (a)n = a(a+1) · · · (a+n−1). Furthermore, let C˜(λ,µ)n denote the orthonormal
generalized Gegenbauer polynomial; then we have ([11])
C˜(λ,µ)n (x)C˜
(λ,µ)
n (y) =
n+ λ+ µ
λ+ µ
cλcµ
∫ 1
−1
∫ 1
−1
(1.12)
Cλ+µn (txy + s
√
1− x2
√
1− y2)(1 + t)(1− t2)µ−1(1− s2)λ−1dtds,
which plays an essential role in our proof of various lower bounds.
The convergence of the Cesa`ro means with respect to h2κ was first proved in [10]
under the condition δ > |κ| + d−12 . The critical index of the (C, δ) means turns
out to be δ > |κ| + d−12 − min1≤i≤d+1 κi, which was proved in [8] together with
similar results for orthogonal expansions on Bd and on T d. The main ingredient
of the proof is a sharp pointwise estimate for the (C, δ) kernel function that was
established for δ ≥ (d− 1)/2. The derivation of the estimate in [8] is elaborate and
lengthy, and cannot be extended to δ < (d − 1)/2. Moreover, the estimate for the
kernel Kδn(W
T
κ ;x, y) on the simplex was established under an additional restriction
on κ, so that the result on T d was incomplete.
In the present paper we will establish the pointwise estimate of the (C, δ) kernel
for all δ > −1, as well as for the kernel of the orthogonal projection operator itself,
with a much more elegant proof. As a consequence, we are able to determine the
exact order of the norm of the (C, δ) means for all δ ≥ −1, including the projection
operator and the partial sum operator, for the orthogonal expansions on the sphere,
the ball, and the simplex. The deviation of the main estimate on the kernel function
Kδn(h
2
κ;x, y) comes down to estimate a multiple integral of the Jacobi polynomial
that has boundary singularities, which in fact holds for even weaker condition than
what is needed for δ ≥ −1; both the proof and the result could be useful for other
problems. The sharpness of the norm relies on a lower bound for a double integral
of Jacobi polynomials, which was established in [8] in the case of critical index. We
will extend this lower bound to δ ≥ −1 by using asymptotic expansion of integrals,
which gives a proof that is not only more general but also more elegant even in the
case of critical index.
The paper is organized as follows. The main results are stated and proved in the
following section, assuming the estimates of the kernel. The pointwise estimate of
the kernel is established in Section 3. The lower bound estimate is established in
Section 4.
2. Main results
Throughout this paper we denote by c a generic constant that may depend
on fixed parameters such as κ and p, whose value may change from line to line.
Furthermore we write A ∼ B if A ≥ cB and B ≥ cA.
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2.1. Orthogonal expansion on the sphere. The main estimate of the kernel
function is as follows:
Theorem 2.1. Let x = (x1, · · · , xd+1) ∈ Sd and y = (y1, · · · , yd+1) ∈ Sd. Then
for δ > −1,
|Kδn(h2κ;x, y)| ≤ c
[∏d+1
j=1(|xjyj|+ n−1‖x¯− y¯‖+ n−2)−κj
nδ−(d−1)/2(‖x¯− y¯‖+ n−1)δ+(d+1)/2(2.1)
+
∏d+1
j=1(|xjyj |+ ‖x¯− y¯‖2 + n−2)−κj
n(‖x¯− y¯‖+ n−1)d+1
]
,
where z¯ = (|z1|, . . . , |zd+1|) for z = (z1, · · · , zd+1) ∈ Sd. Furthermore, for the
kernel of projection operator,
(2.2) |Pn(h2κ;x, y)| ≤ c
∏d+1
j=1(|xjyj |+ n−1‖x¯− y¯‖+ n−2)−κj
n−(d−1)/2(‖x¯− y¯‖+ n−1)(d−1)/2 .
In the following we take the convention that in the case δ = −1, Sδn(h2κ; f) is
understood to be just projn(h
2
κ; f). This pointwise estimate was proved in [8] for
δ ≥ (d − 1)/2. For 1 ≤ p ≤ ∞ let ‖ · ‖κ,p denote the usual Lp(h2κ;Sd) norm,
where in the case of p = ∞ we consider C(Sd), the space of continuous functions
with uniform norm ‖f‖κ,∞ := ‖f‖∞. Let ‖Sδn(h2κ)‖κ,p denote the operator norm
of Sδn(h
2
κ) as an operator from L
p(h2κ;S
d) to Lp(h2κ;S
d). As a consequence of the
main estimate, we can prove the following:
Theorem 2.2. Let δ > −1 and define
σκ :=
d−1
2 + |κ| − min1≤i≤d+1κi.
Then for p = 1 and p =∞,
‖ projn(h2κ)‖k,p ∼ nσκ and ‖Sδn(h2κ)‖k,p ∼

1, δ > σκ
logn, δ = σκ
n−δ+σκ , −1 < δ < σκ
.
In particular, Sδn(h
2
κ; f) converges in L
p(h2κ;S
d) for all 1 ≤ p ≤ ∞ if and only if
δ > σκ.
The last statement means that σκ is the critical index of the (C, δ) means, which
was proved earlier in [8]. The results for δ < σκ are new. Let us mention the
particular two interesting cases. One is δ = 0 for which Sδn becomes the partial sum
operator
Sn(h
2
κ; f) =
n∑
j=0
projκj f,
which is the best approximation to f in L2(h2κ;S
d). The other case is the projection
operator itself.
Corollary 2.3. For p = 1 or ∞, ‖Sn(h2κ)‖κ,p ∼ ‖ projn(h2κ)‖κ,p ∼ nσκ .
The proof of Theorem 2.1 will be given in Section 3. The estimate of the norm
‖Sδn(h2κ)‖κ,p for p = 1 and p = ∞ in Theorem 2.2 implies that the same estimate
holds for 1 < p < ∞. For δ > σκ, this shows that ‖Sδn(h2κ)‖κ,p is bounded for
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1 ≤ p ≤ ∞. For δ < σκ, however, the estimate is not sharp. For example, we know
that ‖ projn(h2κ; f)‖κ,2 ≤ ‖f‖κ,2.
While the proof of Theorem 2.2 follows along the same line as that of [8, Theorem
2.1], which concerns only with the case of the critical index, it is necessary to
provide proofs for several subtle points, especially for the lower bound. Below we
shall present a self-contained proof. The proof is naturally divided into two parts,
one deals with the upper bound of the norm, the other concerns with the lower
bound of the norm.
Proof of Theorem 2.2 (upper bound). We shall prove the upper bound for the norm
of Sδn(h
2
κ) with δ > −1. The case of projection operator can be treated similarly.
A standard duality argument shows that ‖Sδn(h2κ)‖κ,1 = ‖Sδn(h2κ)‖κ,∞ so that we
only need to consider the case of ‖ · ‖κ,∞ norm, which is given by
(2.3) ‖Sδn(h2κ)‖κ,∞ = sup
x∈Sd
aκ
∫
Sd
|Kδn(h2κ;x, y)|h2κ(y)dω(y).
We claim that
(2.4) |Kδn(h2κ;x, y)|h2κ(y) ≤ cnd(1 + n‖x¯− y¯‖)−β(δ), x, y ∈ Sd,
with β(δ) = min{d+ 1, δ − σκ + d}. Once the claim (2.4) is proven, then we have∫
Sd
|Kδn(h2κ;x, y)|h2κ(y)dω(y) ≤ c nd
∫ π
2
0
(1 + nθ)−β(δ)(sin θ)d−1 dθ
∼

1, δ > σκ
logn, δ = σκ
n−δ+σκ , −1 < δ < σκ
,
which together with (2.3) will give the desired upper bound of ‖Sδn(h2κ)‖κ,p.
For the proof of (2.4), we shall use Theorem 2.1. Without loss of generality we
may assume |x1| = max1≤j≤d+1 |xj |. Set
Ij(x, y) := (|xjyj |+ n−1‖x¯− y¯‖+ n−2)−κj |yj |2κj , 1 ≤ j ≤ d+ 1.
Since |x1| = max1≤j≤d+1 |xj | ≥ 1√d+1 , we have
I1(x, y) ≤ |x1|−κ1 |y1|κ1 ≤ (d+ 1)
κ1
2 .
For j ≥ 2, if |xj | ≥ 2‖x¯− y¯‖ then |yj| ≤ |xj |+ ‖x¯− y¯‖ ≤ 32 |xj |, and hence
Ij(x, y) ≤ |xjyj|−κj |yj |2κj ≤
(
3
2
)κj ≤ ( 32)κj (1 + n‖x¯− y¯‖)κj ,
whereas if |xj | < 2‖x¯− y¯‖ then |yj | ≤ |xj |+ ‖x¯− y¯‖ ≤ 3‖x¯− y¯‖, and hence
Ij(x, y) ≤ (n−1‖x¯− y¯‖+ n−2)−κj (3‖x¯− y¯‖)2κj ≤ 9κj (1 + n‖x¯− y¯‖)κj .
Consequently, it follows that
d+1∏
j=1
Ij(x, y) ≤ c
d+1∏
j=2
Ij(x, y) ≤ c(1 + n‖x¯− y¯‖)|κ|−κ1 ,
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in which κ1 can be replaced by min1≤i≤d+1 κi. Thus, we obtain
I(x, y) := nd(1 + n‖x¯− y¯‖)−δ−d+12
d+1∏
j=1
Ij(x, y)(2.5)
≤ cnd(1 + n‖x¯− y¯‖)−(δ+d−σκ).
Similarly, one can show that for 1 ≤ j ≤ d+ 1,
Jj(x, y) := (|xjyj |+ ‖x¯− y¯‖2 + n−2)−κj |yj |2κj ≤ c,
which implies that
(2.6) J(x, y) :=
∏d+1
j=1 Jj(x, y)
n(n−1 + ‖x¯− y¯‖)d+1 ≤ cn
d(1 + n‖x¯− y¯‖)−d−1.
Since Theorem 2.1 shows that
|Kδn(h2κ;x, y)|h2κ(y) ≤ c(I(x, y) + J(x, y)),
the claim (2.4) follows by (2.5) and (2.6). 
Proof of Theorem 2.2 (lower bound). The lower bound of the norm ‖Sδn(h2κ)‖κ,p
follows from the lower bound in Theorem 2.4 below. Here we only consider the case
of projection operator.
Let e1 = (1, 0, . . . , 0), . . . , ed+1 = (0, . . . , 0, 1) be the standard basis of R
d+1. By
(1.5) and (1.12),
Pn(h
2
κ;x, ej) = C˜
(λk−κj ,κj)
n (1)C˜
(λk−κj ,κj)
n (xj) =
n+ λk
λk
C(λk−κj ,κj)n (xj),
where the second equal sign follows from [5, p. 27]. Consequently, if min1≤i≤d+1 κi =
κj for 1 ≤ j ≤ d+ 1, then
‖ projκn(h2κ)‖κ,1 ≥ aκ
∫
Sd
|Pn(h2κ;x, ej)|h2κ(x)dω(x)
=
n+ λk
λk
aκ
∫
Sd
∣∣∣C(λk−κj ,κj)n (xj)∣∣∣ h2κ(x)dω(x)
≥ n+ λk
λk
c
∫ 1
−1
∣∣∣C(σκ,κj)n (xj)∣∣∣wσκ,κj (xj)dxj .
Next we write the last integral as twice of the integral over [0, 1], as justified by
(1.11), and then change variable 2x2j − 1 7→ t. Using (1.11) we then conclude that
‖ projκ2n(h2κ)‖κ,1 ≥ cnσκ+
1
2
∫ 1
−1
∣∣∣P (σκ− 12 ,κj− 12 )n (t)∣∣∣w(σκ− 12 ,κj− 12 )(t)dt ∼ nσκ ,
where the last step follows from the classical estimate for the integral of Jacobi
polynomials in [9, (7.34.1)]. The case of projκ2n+1(h
2
κ) is handled similarly. 
2.2. Orthogonal expansion on the ball. The pointwise upper bound of the
kernel Kδn(W
B
κ ;x, y) can be derived from Theorem 2.1 using the identity (1.9). In
fact, for our main results on the norm of (C, δ) means, we can use (1.9) directly. For
1 ≤ p ≤ ∞ let ‖·‖WBκ ,p denote the Lp(WBκ ;Bd) norm, where in the case of p =∞ we
consider C(Bd) with uniform norm ‖f‖WBκ ,∞ := ‖f‖∞. Let ‖Sδn(WBκ )‖κ,p denote
the operator norm of Sδn(W
B
κ ) as an operator from L
p(WBκ ;B
d) to Lp(WBκ ;B
d).
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Theorem 2.4. Let δ > −1 and define σκ := d−12 + |κ| −min1≤i≤d+1 κi. Then for
p = 1 or ∞,
‖Sδn(WBκ )‖WB
k
,p ∼

1, δ > σκ
logn, δ = σκ
n−δ+σκ , −1 < δ < σκ
.
In particular, Sδn(W
B
κ ; f) converges in L
p(WBκ ;B
d) for all 1 ≤ p ≤ ∞ if and only
if δ > σκ. Furthermore,
‖ projn(WBκ )‖WBk ,p ∼ n
σκ
unless min1≤i≤d+1 κi = κd+1 and n is odd, in which case the norm has an upper
bound of c nσκ .
Again the fact that σκ is the critical index of the (C, δ) means was proved earlier
in [8]. The results for δ < σκ are new. Let Sn(W
B
κ ; f) denote the partial sum
operator
Sn(W
B
κ ; f) =
n∑
j=0
projn(W
B
κ ; f).
Corollary 2.5. For p = 1 or ∞, ‖Sn(WBκ )‖WBκ ,p ∼ nσκ .
Recall that the weight function WBκ becomes wκ2,κ1 in the case of d = 1, so that
the results of Theorem 2.4 and its corollary hold for the generalized Gegenbauer
expansions. Moreover, let Kδn(wλ,µ; s, t) denote the (C, δ) kernel for the generalized
Gegaubauer expansion with respect to wλ,µ and define
(2.7) T δn(wλ,µ; t) :=
∫ 1
−1
|Kδn(wλ,µ; s, t)|wλ,µ(s)ds;
then the following proposition plays an essential role in establishing the lower bound
in Theorem 2.4.
Proposition 2.6. Assume µ ≥ 0 and δ ≤ λ. If λ ≥ µ then
T δn(wλ,µ; 1), T
δ
n(wµ,λ; 0) ≥ cn−δ+λ
{
logn, if δ = λ,
1, if −1 < δ < λ.
This proposition will be established in Section 4. Below we use the proposition
to prove Theorem 2.4.
Proof of Theorem 2.4. The upper bound of the norm in Theorem 2.4 follows easily
from that of Theorem 2.2 as shown in the proof in [8, p. 286]. For the lower bound
estimate, the case δ > −1 follows essentially the the proof in [8], which is based on
the following inequality (see (2.3)),
‖Sδn(WBκ )‖∞ ≥ aBκ
∫
Bd
|Kδn(WBκ , y, e)|WBκ (y)dy := Λn(e),
where e is a fixed point in Bd. Let e1 = (1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1) be the
standard basis of Rd. Following [8, p. 287], we have
Λn(ej) = cT
δ
n(wλκ−κj,κj ; 1), 1 ≤ j ≤ d, and Λn(0) = cT δn(wκd+1,λκ−κd+1; 0),
from which the lower bound of the norm estimate in Theorem 2.4 follows from
Proposition 2.6.
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Next we consider the norm of the projection operator. If min1≤i≤d+1 κi = κj for
1 ≤ j ≤ d, then by (1.5) and (1.12)
Pn(W
B
κ ;x, ej) = C˜
(λk−κj ,κj)
n (1)C˜
(λk−κj ,κj)
n (xj) =
n+ λk
λk
C(λk−κj ,κj)n (xj),
so that the proof follows exactly as in the case of lower bound of Theorem 2.4.
We are left with the case of min1≤i≤d+1 κi = κd+1. In this case, it follows by the
projection operator version of (1.9) and (1.12) that
(2.8) Pn(W
B
κ ;x, 0) = C˜
(κd+1,σκ)
n (0)C˜
(κd+1,σk)
n (|x|).
Hence, using the structure constants given in [5, p. 27] and (1.11), we obtain that
P2n(W
B
κ ;x, 0) = (−1)n
2n+ λk
λk
(λk)n
(κd+1 +
1
2 )n
P
(κd+1− 12 ,σκ− 12 )
n (2‖x‖2 − 1).
Using the polar coordinates and then changing variable 2r2− 1 7→ t, it follows that∫
Bd
∣∣P2n(WBκ ;x, 0)∣∣WBκ (x)dx
∼ nσκ+ 12
∫ 1
−1
∣∣∣P (κd+1− 12 ,σk− 12 )n (t)∣∣∣w(κd+1− 12 ,σk− 12 )(t)dt ∼ nσκ
again by [9, (7.34.1)]. 
Note that by (2.8) and (1.12), P2n+1(W
B
κ ;x, 0) ≡ 0 so that the above method
fails when κd+1 = min1≤j≤d+1 κj and n is odd.
2.3. Orthogonal expansion on the simplex. As mentioned in the introduction,
the pointwise estimate of Kδn(W
T
κ ;x, y) is more complicated and it does not follow
directly from that of Kδn(h
2
κ;x, y). To state the result, we introduce the following
notation: for x = (x1, · · · , xd), y = (y1, · · · , yd) ∈ T d,
ξ := (
√
x1, . . . ,
√
xd,
√
xd+1), ζ := (
√
y1, . . . ,
√
yd,
√
yd+1)
with xd+1 := 1 − |x| and yd+1 := 1 − |y|. Both of these two are points in Sd as
|x| = x1 + · · ·+ xd by definition.
Theorem 2.7. Let δ > −1. For x, y ∈ T d,
|Kδn(WTκ ;x, y)| ≤ c
[∏d+1
j=1(
√
xjyj + n
−1‖ξ − ζ‖+ n−2)−κj
nδ−(d−1)/2(‖ξ − ζ‖+ n−1)δ+(d+1)/2
+
∏d+1
j=1(
√
xjyj + ‖ξ − ζ‖2 + n−2)−κj
n(‖ξ − ζ‖+ n−1)d+1
]
.
Furthermore, for the kernel of the projection operator,
(2.9) |Pn(WTκ ;x, y)| ≤ c
∏d+1
j=1(
√
xjyj + n
−1‖ξ − ζ‖ + n−2)−κj
n−(d−1)/2(‖ξ − ζ‖+ n−1)(d−1)/2
This estimate was proved in [8] for δ ≥ (d − 2)/2 and an additional restriction
on κ. As in the case of Bd we let ‖ · ‖WTκ ,p denote the Lp(WTκ ;T d) norm and let
‖Sδn(WTκ )‖κ,p denote the operator norm of Sδn(WTκ ) as an operator from Lp(WTκ ;T d)
to Lp(WTκ ;T
d).
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Theorem 2.8. Let δ > −1 and define σκ := d−12 + |κ| −min1≤i≤d+1 κi. Then for
p = 1 or ∞,
‖ projn(WTκ )‖WTk ,p ∼ n
σκ and ‖Sδn(WTκ )‖WTk ,p ∼

1, δ > σκ
logn, δ = σκ
n−δ+σκ , −1 < δ < σκ
.
In particular, Sδn(W
T
κ ; f) converges in L
p(WTκ ;T
d) for all 1 ≤ p ≤ ∞ if and only
if δ > σκ.
The fact that σκ is the critical index of the (C, δ) means was proved in [8] under
an additional condition of
∑d+1
i=1 (2κi − ⌊κi⌋) ≥ 1 + min1≤i≤d=1 κi. This restriction
is now removed. Let Sn(W
T
κ ; f) denote the partial sum operator of the orthogonal
expansion.
Corollary 2.9. For p = 1 or ∞, ‖Sn(WTκ )‖WTκ ,p ∼ ‖ projn(WTκ )‖WTκ ,p ∼ nσκ .
Proof of Theorem 2.8. The proof of the upper bound follows from the proof of
[8, Theorem 2.9], which reduces the estimate to the one in Theorem 2.2 for all δ
and the same reduction holds also for the projection operator. For the lower bound
estimate, we note that ([8, p. 290])
Kδn(W
T
κ ;x, ej) = K
δ
n
(
w(λκ−κj−
1
2
,κj− 12 ); 1, 2xj − 1
)
, 1 ≤ j ≤ d,
Kδn(W
T
κ ;x, 0) = K
δ
n
(
w(λκ−κj−
1
2
,κj− 12 ); 1, 1− 2|x|
)
;
and the similar formulas hold for projection operator, in which the right hand side
holds with Pn(w
(α,β); s, t) := P˜
(α,β)
n (s)P˜
(α,β)
n (t), where P˜
(α,β)
n (s) is the orthonormal
polynomial. Consequently, as in [8], the lower bound estimate reduces to that of
Jacobi expansions at the point x = 1, for which the relevant results can be deduced
easily from [9, Chapt. 9] (see Lemma 3.6 below). 
The results stated above are for the norm of the operators. For the pointwise
convergence, we have the following result.
Theorem 2.10. Let f be continuous on T d. If δ > (d−1)/2, then the (C, δ) means
Sδn(W
T
κ ; f) converge to f at every point in the interior of T
d and, furthermore, the
convergence is uniform over any compact set contained in the interior of T d.
This theorem was proved in [8] under the condition
∑d+1
j=1(κi − ⌊κi⌋) ≥ 1. The
proof uses a local estimate of the kernel derived from the main estimate in Theorem
2.7, hence is valid now for all δ > (d − 1)/2. Similar pointwise convergences also
hold for Sd and Bd, see [8].
3. Pointwise estimates of the kernels
The center piece of the pointwise estimate on the (C, δ) kernel is an estimate
of integrals on Jacobi polynomials. This is presented in the first subsection, from
which the estimate of the kernels will be derived in the subsequent subsections.
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3.1. Main estimate. The following theorem contains the key ingredient for our
pointwise estimate.
Theorem 3.1. Assume κj > 0, aj 6= 0 and ϕj ∈ C∞[−1, 1] for j = 1, 2, · · · ,m.
Let |a| :=∑mj=1 |aj | ≤ 1. If α ≥ β, α ≥ |κ| − 12 :=∑mj=1 κj − 12 and |x| + |a| ≤ 1,
then ∣∣∣∣∣∣
∫
[−1,1]m
P (α,β)n
( m∑
j=1
ajtj + x
) m∏
j=1
ϕj(tj)(1− t2j)κj−1 dt
∣∣∣∣∣∣(3.1)
≤ cnα−2|κ|
∏m
j=1(|aj |+ n−1
√
1− |a| − |x|+ n−2)−κj(
1 + n
√
1− |a| − |x|
)α+ 1
2
−|κ| .
It is well known that the Jacobi polynomials satisfy the following estimate ([9,
(7.32.5) and (4.1.3)]).
Lemma 3.2. For an arbitrary real number α and t ∈ [0, 1],
(3.2) |P (α,β)n (t)| ≤ cn−1/2(1− t+ n−2)−(α+1/2)/2.
The estimate on [−1, 0] follows from the fact that P (α,β)n (t) = (−1)nP (β,α)n (−t).
The Jacobi polynomials also satisfy the following identity
(3.3) P
(a+ 1
2
,b+ 1
2
)
n (y) =
2
n+ a+ b+ 1
d
dy
P
(a− 1
2
,b− 1
2
)
n+1 (y).
Hence, in terms of the power of n, (3.2) is most useful for α < 1. In order to use
the inequality effectively, we give the following definition.
Definition 3.3. Let n, v ∈ N0, µ, r ∈ R with r > 0. Assume |ρ| + r ≤ 1. A
function f : [−r, r]→ R is said to be in class Svn(ρ, r, µ), if there exist functions Fj,
j = 0, 1, · · · , v on [−r, r] such that F (j)j (x) = f(x), x ∈ [−r, r], 0 ≤ j ≤ v, and
(3.4) |Fj(x)| ≤ cn−2j
(
1 + n
√
1− |ρ+ x|
)−µ− 1
2
+j
, x ∈ [−r, r], j = 0, 1, · · · , v.
We note that n−αP (α,β)n ∈ Svn(0, 1, α) for all v ∈ N0 by (3.2) and (3.3).
Lemma 3.4. Assume δ > 0 and 0 < |a| ≤ r. Let f ∈ Svn(ρ, r, µ) with v ≥
|µ|+ 2δ + 32 , and let ξ ∈ C∞[−1, 1] be such that supp ξ ⊂ [− 12 , 1]. Then∣∣∣∣∫ 1−1 f(at+ x)(1 − t)δ−1ξ(t) dt
∣∣∣∣ ≤ cn−2δ|a|−δ(1 + n√1−A)−µ− 12+δ,(3.5)
where A := |ρ+ a+ x| and |x| ≤ r − |a|.
Proof. To simplify the notation, we define
B :=
1 + n
√
1−A
2n2|a| .
First we claim that for t ∈ [1−B, 1],
(3.6) 1 + n
√
1− |at+ x+ ρ| ∼ 1 + n
√
1−A = 2n2|a|B.
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Indeed, if t ∈ [1−B, 1] and n√1−A ≤ 1, then
n2(1 − |ρ+ at+ x|) = n2(1−A) + n2(A− |ρ+ at+ x|)
≤ n2(1−A) + n2|a|B ≤ 1 + 1 + n
√
1−A
2
≤ 2,
so that both sides of (3.6) are bounded up and down by constant; whereas if
t ∈ [1−B, 1] and n√1−A ≥ 1, then∣∣∣n√1− |ρ+ at+ x| − n√1−A∣∣∣ ≤ n|a||1− t|√
1− |at+ x+ ρ|+√1−A
≤ n|a|B√
1−A ≤ n
2|a|B = 1 + n
√
1−A
2
,
from which (3.6) follows by triangle inequality. From (3.6) and (3.4) with j = 0,
we obtain∣∣∣∣∣
∫ 1
max{1−B,−1}
f(at+ x)(1 − t)δ−1ξ(t) dt
∣∣∣∣∣ ≤ c(1 + n√1−A)−µ− 12
∫ 1
1−B
(1− t)δ−1 dt
≤ c n−2δ|a|−δ(1 + n
√
1−A)−µ− 12+δ.
If B ≥ 32 , then the desired inequality (3.5) follows from the above inequality. Hence,
we assume B ≤ 32 from now on.
We now consider the integral over [−1, 1−B]. Set
ℓ =
⌊
|µ|+ 2δ + 1
2
⌋
+ 1.
Then 1 ≤ ℓ ≤ v by our assumption. Since ξ ∈ C∞[−1, 1] with supp ξ ⊂ [− 12 , 1], we
use (3.4), (3.6) and integration by parts ℓ times to obtain∣∣∣∣∣
∫ 1−B
−1
f(at+ x)(1 − t)δ−1ξ(t) dt
∣∣∣∣∣ ≤ c
ℓ∑
j=1
|a|−jn−2j(1 + n
√
1−A)−µ− 12+jBδ−j
+ c|a|−ℓ
∫ 1−B
− 1
2
|Fℓ(at+ x)|(1 − t)δ−ℓ−1 dt
≤ c n−2δ|a|−δ(1 + n
√
1−A)−µ− 12+δ
+ c|a|−ℓn−2ℓ
∫ 1−B
− 1
2
(1 + n
√
1− |ρ+ x+ at|)−µ− 12+ℓ(1− t)δ−ℓ−1 dt.
The first term is the desired upper bound in (3.5). We only need to estimate the
second term, which we denote by L. A change of variable s = |a|(1− t) shows that
L := n−2ℓ|a|−δ
∫ 3
2
|a|
B|a|
(1 + n
√
1− |a+ x+ ρ− s · sgn a|)−µ− 12+ℓsδ−ℓ−1 ds
= n−2ℓ|a|−δ(L1 + L2)
where L1 and L2 are integrals over the intervals I1 =
[|a|B, 32 |a|] ∩ [0, 1−A2 ] and
I2 =
[|a|B, 32 |a|] ∩ [ 1−A2 , ∞), respectively. If s ∈ I1 then
|A− |a+ x+ ρ− s · sgna|| ≤ |s| ≤ (1−A)/2
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so that 1− |a+ x+ ρ− s · sgna| ∼ 1−A by triangle inequality. Consequently,
L1 :=
∫
I1
(1 + n
√
1− |a+ x+ ρ− s · sgn a|)−µ− 12+ℓsδ−ℓ−1 ds
≤ c(1 + n
√
1−A)−µ− 12+ℓ
∫ ∞
B|a|
sδ−ℓ−1 dt
≤ c(1 + n
√
1−A)−µ− 12+ℓ(|a|B)δ−ℓ
≤ cn2ℓ−2δ(1 + n√1−A)−µ− 12+δ.
If s ∈ I2, then s ≥ (1 − A)/2 and 1 − |a + x + ρ − s · sgna| ≤ 1 − A + s ∼ s by
triangle inequality. Consequently, since ℓ ≥ µ+ 12 , it follows that
L2 :=
∫
I2
(1 + n
√
1− |a+ x+ ρ− s · sgn a|)−µ− 12+ℓsδ−ℓ−1 ds
≤ c
∫
I2
(1 + n
√
s)−µ−
1
2
+ℓsδ−ℓ−1 ds
≤ cn−µ− 12+ℓ
∫ ∞
|a|B
s−
µ
2
+δ− ℓ
2
− 5
4 ds,
since n2|a|B ≥ 12 . Using the fact that ℓ > −µ+ 2δ − 12 , we obtain
L2 ≤ cn−µ− 12+ℓ(|a|B)−
µ
2
+δ− ℓ
2
− 1
4 = cn2ℓ−2δ(1 + n
√
1−A)−µ2+δ− 14− ℓ2
≤ cn2ℓ−2δ(1 + n
√
1−A)−µ+δ− 12 ,
using the inequality ℓ ≥ µ + 12 . Putting these estimates together completes the
proof of (3.5). 
Lemma 3.5. Let κj > 0, aj 6= 0, ξj ∈ C∞[−1, 1] with supp ξj ⊂ [− 12 , 1] for
j = 1, 2, · · ·m, and let ∑mj=1 |aj | ≤ 1. Define
(3.7) fm(x) :=
∫
[−1,1]m
P (α,β)n
( m∑
j=1
ajtj + x
) m∏
j=1
ξj(tj)(1− tj)κj−1 dt
for |x| ≤ 1−∑mj=1 |aj |. If α ≥ β, then
(3.8) |fm(x)| ≤ c
m∏
j=1
|aj|−κjnα−2κj
(
1 + n
√
1− |Am + x|
)−α− 1
2
+τm
,
where Am :=
∑m
j=1 aj and τm :=
∑m
j=1 κj.
Proof. Since n−αP (α,β)n (x) ∈ Sv1n (0, 1, α) for v1 := ⌊|α| + 2κ1⌋ + 4, we can apply
Lemma 3.4 to conclude that
n−α|f1(x)| = n−α
∣∣∣∣∫ 1−1 P (α,β)n (a1t1 + x)(1 − t1)κ1−1ξ1(t1) dt1
∣∣∣∣
≤ c|a1|−κ1n−2κ1
(
1 + n
√
1− |a1 + x|
)−α− 1
2
+κ1
,
where |a1|+ |x| ≤ 1. Hence, the conclusion of the lemma holds when m = 1.
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Assume that the conclusion of the lemma has been proved for a positive integer
m, we now consider the case of m + 1. Let vm+1 = ⌊|α − τm| + 2κm+1⌋ + 4. For
i = 0, 1, . . . , vm+1 we define
Fi(x) = Cn,i
∫
[−1,1]m
P
(α−i,β−i)
n+i
( m∑
j=1
ajtj + x
) m∏
j=1
(1− tj)κj−1ξj(tj) dt,
where Cn,0 = 1 and Cn,i = 2
i/
∏i
l=1(n+α+β+1− l) = O(n−i) for i = 1, . . . , vm+1.
Using (3.3), it is easy to verify that F
(i)
i (x) = f(x) for i = 0, 1, · · · , vm+1. Further-
more, the induction hypothesis shows that
|Fi(x)| ≤ c
m∏
j=1
|aj |−κjnα−2κj−2i(1 + n
√
1− |Am + x|)−α− 12+τm+i
for i = 0, 1, · · · , vm+1, where |x| +
∑m
j=1 |aj | ≤ 1. By the definition of Svn(ρ, r, µ),
this shows that
m∏
j=1
|aj |κjn−α+2κjfm(x) ∈ Svm+1n
(
Am, 1−
m∑
j=1
|aj |, α− τm
)
.
Since vm+1 ≥ |α− τm|+ 2κm+1 + 32 , we can then apply Lemma 3.4 to the integral
fm+1(x) =
∫ 1
−1
fm(am+1tm+1 + x)(1 − tm+1)κm+1−1ξm+1(tm+1) dtm+1
to conclude that
m∏
j=1
|aj |κjn−α+2κj |fm+1(x)|
≤ cn−2κm+1|am+1|−κm+1(1 + n
√
1− |Am+1 + x|)−α− 12+τm+1 ,
where |x|+|am+1| ≤ 1−
∑m
j=1 |aj |. This completes the induction and the proof. 
We are now in a position to prove Theorem 3.1
Proof of Theorem 3.1. Let ψ ∈ C∞[−1, 1] satisfy ψ(t) = 1 for 12 ≤ t ≤ 1, and
ψ(t) = 0 for −1 ≤ t ≤ − 12 . We define
ξ1,j(t) = ϕj(t)ψ(t)(1 + t)
κj−1,
ξ−1,j(t) = ϕj(−t)(1− ψ(−t))(1 + t)κj−1,
j = 1, · · · ,m.
Evidently, ξ1,j , ξ−1,j ∈ C∞[−1, 1] and supp ξ1,j , supp ξ−1,j ⊂ [− 12 , 1]. Since∫ 1
−1
g(tj)ϕj(tj)(1 − t2j)κj−1 dtj
=
∫ 1
−1
g(tj)ξ1,j(tj)(1 − tj)κj−1 dtj +
∫ 1
−1
g(−tj)ξ−1,j(tj)(1 − tj)κj−1 dtj ,
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we can write
J : =
∫
[−1,1]m
P (α,β)n
( m∑
j=1
ajtj + x
) m∏
j=1
ϕj(tj)(1 − t2j)κj−1 dt
=
∑
ε∈{1,−1}m
∫
[−1,1]m
P (α,β)n
( m∑
j=1
εjajtj + x
) m∏
j=1
ξεj ,j(tj)(1− tj)κj−1 dt
=:
∑
ε∈{1,−1}m
Iε(x).
Recall |a| = ∑mj=1 |aj |. For ε ∈ {1,−1}m, we write a(ε) := ∑mj=1 ajεj . Applying
Lemma 3.5 to Iε gives
|Iε(x)| ≤ cnα−2|κ|
m∏
j=1
|aj |−κj
(
1 + n
√
1− |x+ a(ε)|
)−α− 1
2
+|κ|
≤ nα−2|κ|
m∏
j=1
|aj |−κj
(
1 + n
√
1− |x| − |a|
)−α− 1
2
+|κ|
for each ε ∈ {1,−1}m, where we have used the assumption α ≥ |κ| − 12 and the
inequality |x+∑mj=1 εjaj | ≤ |x|+∑mj=1 |aj | in the last step. Consequently,
|J | ≤ c 2mnα−2|κ|
m∏
j=1
|aj |−κj
(
1 + n
√
1− |x| − |a|
)−α− 1
2
+|κ|
.(3.9)
Finally, we claim that the desired inequality (3.1) is a consequence of (3.9). In
fact, without loss of generality, we may assume that
(3.10) |aj | ≥ n−1
√
1− |a| − |x|+ n−2, for j = 1, · · · , p
and
(3.11) |aj | < n−1
√
1− |a| − |x|+ n−2, for j = p+ 1, · · · ,m.
We then apply (3.9) with m and x replaced by p and
∑m
j=p+1 ajtj+x, respectively,
to obtain
Mp(x, t
′) :=
∣∣∣∣∣∣
∫
[−1,1]p
P (α,β)n
( m∑
j=1
ajtj + x
) p∏
j=1
ϕj(tj)(1− t2j)κj−1 dt
∣∣∣∣∣∣
≤c 2pnα−2
Pp
j=1 κj
p∏
j=1
|aj |−κj (1 + nA(x))−α−
1
2
+
Pp
j=1 κj ,
where t′ := (tp+1, · · · , tm) ∈ [−1, 1]m−p and A(x) :=
√
1− |a| − |x|, and we have
used the inequality |∑mj=p+1 ajtj + x| ≤∑mj=p+1 |aj |+ |x| as well as the fact that
α ≥∑pj=1 κj − 12 . Using the assumption (3.10), we then obtain
Mp(x, t
′) ≤ c nα−2|κ|
p∏
i=1
|ai|−κi
m∏
j=p+1
(n−1A(x) + n−2)−κj (1 + nA(x))−α−
1
2
+|κ|
≤ cnα−2|κ|
m∏
j=1
(|aj |+ n−1A(x) + n−2)−κj (1 + nA(x))−α− 12+|κ| .
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Consequently, it follows that∣∣∣∣∣∣
∫
[−1,1]m
P (α,β)n
( m∑
j=1
ajtj + x
) m∏
j=1
ϕj(tj)(1 − t2j)κj−1 dt
∣∣∣∣∣∣
≤
∫
[−1,1]m−p
Mp(x, t
′)
m∏
i=p+1
ϕi(ti)(1 − t2i )κi−1 dtp+1 · · · dtm
≤ cnα−2|κ|
m∏
j=1
(|aj |+ n−1A(x) + n−2)−κj (1 + nA(x))−α− 12+|κ| ,
proving the desired inequality (3.1). 
3.2. Proof of the pointwise estimate of the kernel on the sphere. For
estimating the kernel, we will need information on the (C, δ) means of the Jacobi
expansion. We start with a result in [9, p. 261, (9.4.13)] and its extension in [7]
given in the following lemma.
Lemma 3.6. For any α, β > −1 such that α+ β + δ + 3 > 0,
Kδn(w
(α,β), 1, u) =
J∑
j=0
bj(α, β, δ, n)P
(α+δ+j+1,β)
n (u) +G
δ
n(u),
where J is a fixed integer and
Gδn(u) =
∞∑
j=J+1
dj(α, β, δ, n)K
δ+j
n (w
(α,β), 1, u);
moreover, the coefficients satisfy the inequalities,
|bj(α, β, δ, n)| ≤ cnα+1−δ−j and |dj(α, β, δ, n)| ≤ cj−α−β−δ−4.
Since the kernel function Kδ+jn (w
(α,β), 1, u) contained in the Gδn term has larger
index, it could be handled by using the following estimate of the kernel function,
which was used in [1] and [3] (see Theorem 3.9 there).
Lemma 3.7. Let α, β ≥ −1/2. If δ ≥ α+ β + 2, then
|Kδn(w(α,β), 1, u)| ≤ cn−1(1− u+ n−2)−(α+3/2).
Proof of Theorem 2.1. We start from the integral expression (1.7) of Kδn(h
2
κ;x, y).
The first step of the proof is to replace the kernel Kδn(w
(λκ− 12 ,λκ− 12 )) by the expan-
sion in Lemma 3.6. Let α = β = |κ|+(d−2)/2 and let J = ⌊α+β+2⌋ = ⌊2|κ|+d⌋.
The choice of J guarantees that we can apply Lemma 3.7 on Gδn term. Combining
the formula (1.7) and Lemma 3.6, we obtain
Kδn(h
2
κ;x, y) =
J∑
j=0
bj(α, β, δ, n)Ωj(x, y) + Ω∗(x, y),
where
Ωj(x, y) = cκ
∫
[−1,1]d+1
P (α+δ+j+1,β)n (u(x, y, t))
d+1∏
i=1
(1 + ti)(1− t2i )κi−1dt,
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and
Ω∗(x, y) = cκ
∫
[−1,1]d+1
Gδn(u(x, y, t))
d+1∏
i=1
(1 + ti)(1− t2i )κi−1dt,
in which u(x, y, t) = x1y1t1 + . . .+ xd+1yd+1td+1.
Since the index of the Jacobi polynomial in Ω0 are α + δ + 1 = δ + |κ|+ d2 and
|κ|+ d−22 , we can use Theorem 3.1 with m = d+1, x = 0 and aj = xjyj to estimate
Ω0 for all δ > −1. Using the fact that 1 − 〈x¯, y¯〉 = ‖x¯ − y¯‖/2 for x, y ∈ Sd, this
shows that b0(α, β, δ, n)Ω0 is bounded by the first term in the right hand of (3.1).
The same estimate evidently holds for Ωj . The estimate of Ω∗ uses Lemma 3.7,
which can be handled easily as shown in [8].
Finally, we note that Theorem 3.1 can also be applied to the kernel Pn(hκ;x, y)
in (1.5), which gives the pointwise estimate of (2.2). 
3.3. Proof of the pointwise estimate of the kernel on the simplex. Recall
the formula forKδn(W
T
κ ;x, y) in (1.10). Setting α = |κ|+(d−2)/2 and J = ⌊α+3/2⌋,
we again use Lemma 3.6 to break the kernel Kδn(W
T
κ ;x, y) into a sum
Kδn(W
T
κ ;x, y) =
J∑
j=0
bj(α,−1/2, δ, n)Ωj(x, y) + Ω∗(x, y),
where
Ωj(x, y) = cκ
∫
[−1,1]d+1
P
(α+δ+j+1,− 1
2
)
n (2z(x, y, t)
2 − 1)
d+1∏
i=1
(1− t2i )κi−1dt
and
Ω∗(x, y) = cκ
∫
[−1,1]d+1
Gδn(2z(x, y, t)
2 − 1)
d+1∏
i=1
(1− t2i )κi−1dt,
where z(x, y, t) =
∑d+1
j=1
√
xjyjtj , xd+1 =
√
1− |x| and yd+1 =
√
1− |y|. Using the
quadratic transform P
(λ,− 1
2
)
n (2t2 − 1) = anP (λ,λ)2n (t) with an = O(1), we have
Ωj(x, y) = O(1)
∫
[−1,1]d+1
P
(α+δ+j+1,α+δ+j+1)
2n (z(x, y, t))
d+1∏
i=1
(1− t2i )κi−1dt.
Since ξ, ζ ∈ Sd, we have 1− z(x, y, t) ≥ ‖ξ − ζ‖2/2. Hence, we can follow the same
procedure as in the proof of Theorem 2.1 to prove Theorem 2.7.
4. Lower bound estimate
The lower bound estimate comes down to the proof of Proposition 2.6, which
gives a lower bound of T δn(wλ,µ) in (2.7) for δ ≤ µ. The case of δ = µ is already
established in [8], but the proof there is rather involved and may not work for the
case δ < µ. Below we shall follow a different and simpler approach, which works
for δ ≤ µ and gives, in particular, a simpler proof in the case of δ = µ.
Proof of Proposition 2.6. It is known that
T δn(wλ,µ; 1) ≥ T δn(wµ,λ; 0) = cnλ+µ−δ+
1
2
×
∫ 1
0
∣∣∣ ∫ 1
−1
P
(λ+µ+δ+ 1
2
,λ+µ− 1
2
)
n (st)(1− s2)µ−1ds
∣∣∣t2µ(1− t2)λ− 12 dt+O(1).
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This is proved in [8, p. 293], where the equation is stated for T δn(wλ,µ; 0) and we
should mention that in the last two displayed equations in [8, p. 293], wµ,λ should
have been wλ,µ. As a result of this relation, we see that Proposition 2.6 follows
from the lower bound of the double integral of the Jacobi polynomial given in the
next proposition. 
Proposition 4.1. Assume λ, µ ≥ 0 and λ ≥ δ > −1. Let a = λ + µ + δ and
b = λ+ µ− 1. Then∫ 1
0
∣∣∣∣∫ 1−1 P (a+ 12 ,b+ 12 )n (ty)(1− t2)µ−1dt
∣∣∣∣ |y|2µ(1− y2)λ−1/2dy(4.1)
≥ c n−µ−1/2
{
logn, if δ = λ,
1, if −1 < δ < λ,
where, when µ = 0, the inner integral is defined in the sense of (1.8).
Let us denote the left hand side of (4.1) by In. First, we assume that 0 < µ < 1.
Changing variables t = u/y, followed by y = cosφ and u = cos θ, and restricting
the range of the outside integral lead to
In ≥ c
∫ 1
√
2/2
∣∣∣∣∫ y−y P (a+ 12 ,b+ 12 )n (u)y(y2 − u2)µ−1du
∣∣∣∣ (1− y2)λ−1/2dy
≥ c
∫ π/4
n−1
∣∣∣∣∣
∫ π−φ
φ
P
(a+ 1
2
,b+ 1
2
)
n (cos θ)(cos
2 φ− cos2 θ)µ−1 sin θdθ
∣∣∣∣∣ (sin φ)2λdφ.
We need the asymptotics of the Jacobi polynomials as given in [9, p. 198],
P (α,β)n (cos θ) = π
− 1
2n−
1
2 (sin θ2 )
−α− 1
2 (cos θ2 )
−β− 1
2
[
cos(Nθ + τ) +O(1)(n sin θ)−1]
for n−1 ≤ θ ≤ π − n−1, where N = n+ α+β+12 and τ = −π2 (α+ 12 ). Applying this
asymptotic formula with α = a+ 1/2 and β = b+ 1/2 we obtain
(4.2) In ≥ c n−1/2
∫ π/4
n−1
|Mn(φ)|(sin φ)2λdφ−O(1)En,
where Mn(φ) is the integral over the main term of the asymptotics
(4.3) Mn(φ) :=
∫ π−φ
φ
(cos2 φ− cos2 θ)µ−1
(sin θ2 )
a(cos θ2 )
b
cos(Nθ + τ)dθ,
and En comes from the remainder term in the asymptotics
(4.4) En := n
− 3
2
∫ π/4
n−1
∫ π−φ
φ
(cos2 φ− cos2 θ)µ−1
(sin θ2 )
a+1(cos θ2 )
b+1
dθ (sinφ)2λdφ.
Here N = n+ a+b2 + 1 and τ = −π2 (a+ 1).
In order to handle the main part of (4.2), we first derive an asymptotic formula
for Mn(φ). We need the following lemma, which follows directly from [6, p. 49].
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Lemma 4.2. If 0 < µ < 1, g(t) is continuously differentiable on the interval [α, β],
and ξ ∈ R− {0} then∫ β
α
g(t)eiξt(t− α)µ−1(β − t)µ−1dt
= Γ(µ)|ξ|−µ
[
e−
iπµξ
2|ξ| g(β)eiξβ + e
iπµξ
2|ξ| g(α)eiξα
]
+Rξ,
as |ξ| → +∞, where
|Rξ| ≤ |ξ|−1
∫ β
α
|g′(t)|(t− α)µ−1(β − t)µ−1dt.
Lemma 4.3. Assume 0 < µ < 1, λ ≥ 0 and λ ≥ δ ≥ −1. Let Mn(φ) be defined by
(4.3). Then for 0 < φ ≤ π/4,
(4.5) Mn(φ) = Kn(φ) +Gn(φ),
where
Kn(φ) =Γ(µ)N
−µ 2
a(sin(2φ))µ−1
(π − 2φ)µ−1(sinφ)a
×
[
(−1)n(sin φ2 )a−b cos
(
Nφ+ γ + (a−b)π2
)
+ (cos φ2 )
a−b cos(Nφ+ γ)
]
,(4.6)
γ = τ + πµ2 , and the remainder satisfies
(4.7) |Gn(φ)| ≤ cn−1φµ−λ−δ−2.
Proof. Writing cos(Nθ + τ) = (ei(Nθ+τ) + e−i(Nθ+τ))/2, we split Mn(φ) into two
parts, M+n (φ) and M
−
n (φ), respectively, and apply Lemma 4.2 to these integrals.
For M+n (φ) we define a function fφ as
fφ(θ) =
(cos2 φ− cos2 θ)µ−1
(sin θ2 )
a(cos θ2 )
b(θ − φ)µ−1(π − φ− θ)µ−1
for φ < θ < π − φ and define its value at the boundary by limit. Then it is easily
seen that
fφ(θ) =

(
sin(π − φ− θ) sin(θ − φ)
(π − φ− θ)(θ − φ)
)µ−1
1
(sin θ2 )
a(cos θ2 )
b
, if θ ∈ (φ, π − φ),
(
sin(π − 2φ)
π − 2φ
)µ−1
1
(sin θ2 )
a(cos θ2 )
b
, if θ = φ or π − φ,
is continuously differentiable on [φ, π−φ]. Hence, invoking Lemma 4.2 with ξ = N ,
and by a straightforward computation, we obtain
M+n (φ) =
eiτ
2
∫ π−φ
φ
fφ(θ)e
iNθ(θ − φ)µ−1(π − φ− θ)µ−1dθ
= Γ(µ)N−µ
(sin(2φ))µ−1
(π − 2φ)µ−1
2a−1
(sinφ)a
×
[
(sin φ2 )
a−bei[N(π−φ)−
πµ
2
+τ ] + (cos φ2 )
a−bei[Nφ+
πµ
2
+τ ]
]
+R+n (φ),
in which
|R+n (φ)| ≤ N−1
∫ π−φ
φ
|f ′φ(θ)|(θ − φ)µ−1(π − φ− θ)µ−1dθ.
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Since 0 < φ ≤ π4 , using the fact that sinx/x is analytic and that sin(π − θ − φ) =
sin(θ + φ), from the definition of fφ we see easily that for φ < θ < π − φ,
|f ′φ(θ)| ≤ c(θµ−a−2 + (π − θ)µ−b−2).
This implies that for 0 < φ ≤ π4 ,
|R+n (φ)| ≤ cN−1
[∫ π/2
φ
θµ−a−2(θ − φ)µ−1dθ +
∫ π−φ
π/2
(π − θ)µ−b−2(π − θ − φ)µ−1dθ
]
≤ cn−1
∫ π/2
φ
θµ−a−2(θ − φ)µ−1dθ
as a ≥ b and the the first term dominates. A simple computation shows then
|R+n (φ)| ≤ cn−1φµ−a−2
∫ 2φ
φ
(θ − φ)µ−1dθ + cn−1
∫ π/2
2φ
θ2µ−a−3dθ(4.8)
≤ cn−1φ2µ−2−a = cn−1φµ−λ−δ−2
since a = λ+ µ+ δ > 2µ− 2.
Similarly, using Lemma 4.2 with ξ = −N , we derive a similar relation forM−n (φ):
M−n (φ) =
e−iτ
2
∫ π−φ
φ
fφ(θ)e
−iNθ(θ − φ)µ−1(π − φ− θ)µ−1dθ
= Γ(µ)N−µ
(sin(2φ))µ−1
(π − 2φ)µ−1
2a−1
(sinφ)a
×
[
(sin φ2 )
a−be−i[N(π−φ)−
πµ
2
+τ ] + (cos φ2 )
a−be−i[Nφ+
πµ
2
+τ ]
]
+R−n (φ),
where the error term R−n (φ) satisfies the same upper bound as in (4.8). Since
Mn(φ) = M
+
n (φ) +M
−
n (φ) and Nπ + 2τ = nπ +
b−a
2 π, the desired expression for
Mn(φ) follows with Gn(φ) = R
+
n (φ)+R
−
n (φ), which satisfies the stated bound. 
Lemma 4.4. Assume that 0 < µ < 1, λ ≥ 0 and λ ≥ δ > −1. Then∫ π
4
n−1
|Mn(φ)|(sin φ)2λ dφ ≥ cn−µ
{
logn, if λ = δ,
1, if −1 < δ < λ.
Proof. Since a − b = δ + 1 > 0, we can choose an absolute constant ε ∈ (0, π4 )
satisfying (tan ε2 )
a−b ≤ 14 . We then use (4.6), and obtain that for φ ∈ (0, ε),
|Kn(φ)| ≥ cn−µφ−λ−δ−1
(
| cos(Nφ+ γ)| −
(
tan φ2
)a−b)
≥ cn−µφ−λ−δ−1
(
cos2(Nφ+ γ)− 1
4
)
=
c
4
n−µφ−λ−δ−1 +
c
2
n−µφ−λ−δ−1 cos(2Nφ+ 2γ),
CESA`RO MEANS OF ORTHOGONAL EXPANSIONS 21
where we have used the fact that (tan φ2 )
a−b ≤ (tan ε2 )a−b ≤ 14 for 0 < φ ≤ ε in the
second step, and the identity cos2 t = 12 +
1
2 cos 2t in the last step. It follows that∫ ε
n−1
|Kn(φ)|(sin φ)2λ dφ ≥ cn−µ
∫ ε
n−1
φλ−δ−1 dφ
+ cn−µ
∫ ε
n−1
φλ−δ−1 cos(2Nφ+ 2γ) dφ
≥ cn−µ
{
log n, if λ = δ,
1, if −1 < δ < λ.
where we have used an integration by parts in the last step.
To complete the proof, we just need to observe that by (4.5),∫ π
4
n−1
|Mn(φ)|(sin φ)2λ dφ ≥
∫ ε
n−1
|Kn(φ)|(sin φ)2λ dφ−
∫ ε
n−1
|Gn(φ)|(sin φ)2λ dφ,
whereas by (4.7),∫ ε
n−1
|Gn(φ)|(sin φ)2λ dφ ≤ cn−1 logn+ cn−µ+δ−λ
which is small than the bound for the first term in magnitude as 0 < µ < 1. 
Lemma 4.5. Assume 0 < µ < 1, λ ≥ 0 and λ ≥ δ > −1. Let En be defined by
(4.4). Then
En ≤ cn−µ− 12−(λ−δ) + cn− 32 logn.
Proof. By (4.4) and the identity cos2 θ − cos2 φ = sin(θ + φ) sin(θ − φ), we obtain
En = n
− 3
2
∫ π
4
n−1
∫ π−φ
φ
sinµ−1(θ + φ) sinµ−1(θ − φ)
(sina+1 θ2 )(cos
b+1 θ
2 )
dθ sin2λ φdφ
≤ cn− 32
∫ π
4
n−1
∫ π
2
φ
θµ−a−2(θ − φ)µ−1 dθφ2λ dφ.
The inner integral can be estimated by splitting the integral as two parts, over
[φ, 2φ] and over [2φ, π/2], respectively. Upon considering the various cases and
taking into the account that a = λ+ µ+ δ and λ ≥ 0, we conclude that
En ≤ cn− 32
∫ π
4
n−1
(
φ2λ| logφ|+ φλ+µ−δ−2
)
dφ ≤ cn−µ− 12−(λ−δ) + cn− 32 logn.
This completes the proof of Lemma 4.5. 
We now return to the proof of Proposition 4.1.
Proof of Proposition 4.1 (Continue). We consider the following cases:
Case 1. 0 < µ < 1. This case follows directly from (4.2) and Lemmas 4.4 and 4.5.
Case 2. µ = 0 or 1. In the case µ = 0, In in limit form reduces to
In =
∫ 1
0
∣∣∣P (a+ 12 ,b+ 12 )n (y) + P (a+ 12 ,b+ 12 )n (−y)∣∣∣ (1− y2)λ−1/2dy
≥
∫ π/4
n−1
∣∣∣P (a+ 12 ,b+ 12 )n (cosφ) + P (a+ 12 ,b+ 12 )n (cos(π − φ))∣∣∣ (sinφ)2λdφ.
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The asymptotic formula of the Jacobi polynomial gives
P
(a+ 1
2
,b+ 1
2
)
n (cosφ) + P
(a+ 1
2
,b+ 1
2
)
n (cos(π − φ)) = π
−1/2n−1/2
(sin φ2 )
a+1(cos φ2 )
a+1
×
[
(cos φ2 )
a−b cos(Nφ+ τ) + (sin φ2 )
a−b cos(N(π − φ) + τ)
]
+O ((n sinφ)−1) ,
which is essentially the same as the asymptotic formula for Mn(φ) in Lemma 4.3
with µ = 0 and a smaller remainder. Thus, a proof almost identical to that of
Lemma 4.4 will yield Proposition 4.1 for µ = 0. Proposition 4.1 for µ = 1 can be
proved in a similar way.
Case 3. µ > 1. In this case, we denote by r the largest integer smaller than µ.
We then use (3.3) and integrate by parts r times to obtain∫ y
−y
P
(a+ 1
2
,b+ 1
2
)
n (u)(y
2 − u2)µ−1du
=
(−2)r∏r
i=1(n+ a+ b+ 2− i)
∫ y
−y
P
(a+ 1
2
−r,b+ 1
2
−r)
n+r (u)
dr
dur
[
(y2 − u2)µ−1
]
du.
Since [(y2 − u2)µ−1](r) = Aq(y, u)(y2 − u2)µ−r−1, where A is a nonzero constant
and q(y, u) is a polynomial in y and u which satisfies q(y, y) = (−1)rq(y,−y) = 1,
we conclude that∣∣∣∣∫ y−y P (a+ 12 ,b+ 12 )n (u)(y2 − u2)µ−1du
∣∣∣∣
≥ cn−r
∣∣∣∣∫ y−y P (a′+ 12 ,b′+ 12 )n+r (u)q(y, u)(y2 − u2)µ′−1du
∣∣∣∣ ,
where µ′ = µ− r ∈ (0, 1], a′ = λ+ µ′ + δ and b′ = λ+ µ′ + δ. It follows that
In ≥ cn−r
∫ 1
√
2/2
∣∣∣∣∫ y−y P (a′+ 12 ,b′+ 12 )n+r (u)q(y, u)y(y2 − u2)µ′−1du
∣∣∣∣ (1− y2)λ−1/2dy
≥ cn−r
∫ π/4
n−1
∣∣∣∣∣
∫ π−φ
φ
P
(a′+ 1
2
,b′+ 1
2
)
n+r (cos θ)qφ(cos θ)(cos
2 φ− cos2 θ)µ′−1 sin θdθ
∣∣∣∣∣
× (sinφ)2λdφ,
where qφ(cos θ) = q(cosφ, cos θ). Since µ
′ ∈ (0, 1], qφ(cosφ) = (−1)rqφ(− cosφ) = 1
and supφ,θ |q′φ(cos θ)| ≤ c < ∞, the desired lower estimate in this case follow by a
slight modification of the proofs in Cases 1 and 2.
Putting these cases together, we have completed the proof of Proposition 4.1.
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