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Abstract: Humans optimize behavior by deriving context-based expectations. Contextual data that are
important for survival are extracted rapidly, using coarse information, adaptive decision strategies, and
dedicated neural infrastructure. In the field of object perception, the influence of a surrounding context has
been a major research theme, and it has generated a large literature. That visual context, as typically
provided by natural scenes, facilitates object recognition as has been convincingly demonstrated (Bar, M.
(2004) Nat. Rev. Neurosci., 5: 617–629). Just like objects, faces are generally encountered as part of a
natural scene. Thus far, the facial expression literature has neglected such context and treats facial ex-
pressions as if they stand on their own. This constitutes a major gap in our knowledge. Facial expressions
tend to appear in a context of head and body orientations, body movements, posture changes, and other
object-related actions with a similar or at least a closely related meaning. For instance, one would expect a
frightened face when confronted to an external danger to be at least accompanied by withdrawal move-
ments of head and shoulders. Furthermore, some cues provided by the environment or the context in which
a facial expression appears may have a direct relation with the emotion displayed by the face. The brain
may even fill in the natural scene context typically associated with the facial expression. Recognition of the
facial expression may also profit from processing the vocal emotion as well as the emotional body language
that normally accompany it. Here we review the emerging evidence on how the immediate visual and
auditory contexts influence the recognition of facial expressions.
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the issue of face modularity, or the notion that our
ability to process faces reflects a functional and
neurobiological specialization. From the view-
point of face specificity theorists, face processing
may be immune to surrounding context recogni-
tion processes because faces are uniquely salient
and attention-grabbing signals. If so, context
38influence may just be another dimension on which
face and object processing differ considerably, as
face processing may not be sensitive to context.
Emotion researchers have predominantly used
isolated facial expressions, rather than contextual
posture, movement, and voice or scenes. This
may or may not be justified. On the one hand,
facial expressions may be very special indeed. For
highly social species like humans, facial expressions
may be by far the most salient carriers of emotional
information, dwarfing objects or natural scenes
as cues of emotional significance. In that case, the
meaning of facial expressions will be computed
automatically irrespective of other cues present to-
gether with the face like emotional body language,
arousing context or emotional voice expressions.
On the other hand, facial expressions and their be-
havioral consequences may be influenced by the
context in which they appear. This may be because
facial expressions are often ambiguous, and addi-
tional environment may be required to compute
the meaning of a facial expression.
In this chapter we review recent studies of three
contexts in which facial expressions are frequently
encountered: whole bodies, natural scenes and
emotional voices. Recent shifts in the theoretical
perspective of the cognitive and affective neuro-
sciences have converged on important notions like
embodiment, affect programs and multisensory-
based perception integration. This opens a new
perspective by which context plays a crucial role,
even for highly automated processes such as the
recognition of facial expressions. We briefly sketch
this background before presenting recent findings
on the context of face processing that we deem
essential for an ecologically valid theory of facial
expressions.Background
Since its reintroduction in experimental psychol-
ogy, emotion research has focused mainly on visual
processes associated with seeing emotional stimuli,
de facto facial expressions. Recent findings point
to close links between the visual and the sensori-
motor system and to the role of the body in percep-
tion, such as in research on embodied cognition(Barsalou, 1999). The leading perspectives, that is
now approachable due to novel methods, is that
individuals embody the emotional gestures of other
people, including facial expressions, posture and
vocal affect. Imitative behavior produces a corre-
sponding state in the perceiver, leading to the gen-
eral suggestion that embodied knowledge produces
corresponding emotional states.
In the early stages of processing core emotions
(Ekman, 1992), bodily resonance is automatic and
reflex-like, while in the later, more cognitive and
conscious processing stages, it is under strategic
control and influenced by higher order knowledge.
The notion of embodiment in a more general
meaning has also come to the foreground of emo-
tion theories again with the proposals made by
Damasio (1994, 1999).
From a more evolutionary-inspired perspective,
emotions and facial expressions are closely related
to actions, and therefore likely to involve the
whole body (Schmidt and Cohn, 2001). Emotion
provoking stimuli trigger affect programs (Dar-
win, 1872; Tomkins, 1963; Frijda, 1986; Panksepp,
1998; Russell and Feldman Barrett, 1999), which
produce an ongoing stream of neurophysiological
change (or change in a person’s homeostatic state)
and are associated with evolutionary-tuned be-
haviors for dealing with stimuli of significant
value. Along with the orbitofrontal cortex (OFC)
and amygdala, the insula and somatosensory cor-
tex are involved in the modulation of emotional
reactions involving the body via connections to
brain stem structures (Damasio, 1994, 1999;
LeDoux, 1996). This function of the insula and
somatosensory cortex may underlie their impor-
tant role in emotion perception (Adolphs et al.,
2000; Winston et al., 2003; Heberlein and
Adolphs, 2004). Processes engaging somatosenso-
ry cortex and insula may involve simulating
the viewed emotional state via the generation of
a somatosensory image of the associated body
state.Recognition of faces and facial expressions
A great deal of effort has been devoted in trying to
establish that faces constitute a particular category
39of stimuli processed with dedicated behavioral
skills, in specific cortical areas of the brain and
possibly with shorter latencies than other stimuli.
In the modular model proposed by Kanwisher
et al. (1997), a small region in the fusiform gyrus,
the so-called fusiform face area (FFA), is special-
ized in face perception (cf. Gauthier et al., 1998,
1999; Gauthier and Nelson, 2001). This view seems
only to concern the neural basis of personal iden-
tity cues as provided by the face and neither the
facial expression nor the context in which faces
typically appear (body, scene, and voice).
These caveats are accounted for in the distrib-
uted models for face perception (de Gelder and
Rouw, 2000; Haxby et al., 2000, 2002; de Gelder
et al., 2003), which also consider other aspects of
faces besides person identity (Haxby et al., 1994,
1996, 2000; Puce et al., 1996; Adolphs et al., 2000;
de Gelder and Rouw, 2000; Hoffman and Haxby,
2000; Adolphs, 2002; de Gelder et al., 2003). In
distributed models, different areas of the brain
process different attributes of the face separately,
such as identity (FFA and the occipital face area
[OFA]), gaze direction (superior temporal sulcus
[STS]), and expression and/or emotion (OFC,
amygdala, anterior cingulate cortex, premotor cor-
tex, somatosensory cortex). Several of these struc-
tures (e.g., OFC, amygdala, and somatosensory
cortex) have clearly direct and indirect connections
with visceral, autonomic and muscular centers
(Adolphs, 2002), thereby influencing the affective
homeostasis and making the body part of the per-
ceptual process, i.e., embodiment.
Within this multitude of regions, there is a di-
vision of labor. The first route, a subcortical path-
way to the amygdala via the superior colliculus
(SC) and pulvinar, is concerned with fast and more
coarse but subconscious processing (Morris et al.,
1998b, 2001; de Gelder et al., 1999b, 2001; Pegna
et al., 2005) in case of highly salient, especially
threatening stimuli, while the second route, via the
lateral geniculate nucleus (LGN) and striate cortex
to cortical regions like STS, OFA and FFA, is
more concerned with detailed and fine-grained
processing in case stimuli are ambiguous and full
blown awareness of the perceived face is necessary.
These regions of the parallel routes interact
(de Gelder and Rouw, 2000; Adolphs, 2002)and modulate each other with feedforward
and feedback projections in order to establish a
fine-grained percept composed of identity and
emotional aspects of the face, which can be ac-
cessible to consciousness. Especially the amygdala
has strong functional and structural connections
with several cortical regions like FFA, STS and
OFC (functional connectivity: Morris et al.,
1998a; Iidaka et al., 2001; Vuilleumier et al.,
2004; structural connectivity: Carmichael and
Price, 1995); or with striate cortex (structural con-
nectivity: Amaral and Price, 1984; Catani et al.,
2003).
Electrophysiological studies have shed light on
the temporal characteristics of neuronal processing
of faces. Two early components that can be readily
identified in the waveform of visual event-related
potentials (ERP) or magnetic fields (ERF), i.e., the
P1 and N170, show sensitivity to faces, hinting at
that dedicated systems are attuned to the process-
ing of faces. The first component would point to
the involvement in global encoding, i.e., catego-
rizing a face as such (Liu et al., 2002), while the
second deflection would reflect configural percep-
tual processing subserving face identification
(Bentin et al., 1996).
The face-sensitive N170 waveform shows a ro-
bust face-sensitive ‘‘inversion’’ effect indicative of
configural processing, i.e., it is enhanced and de-
layed to faces that are presented upside down, but
not to inverted objects (Watanabe et al., 2003;
Stekelenburg and de Gelder, 2004). Controversy
exists about the underlying neuronal source of the
N170. Some studies point to the STS as generator
(Henson et al., 2003; Itier and Taylor, 2004b),
while others propose the fusiform gyrus, where
the FFA resides, as possible candidate (Halgren
et al., 2000; Pizzagalli et al., 2002; Shibata et al.,
2002). Whether the N170 is generated in the fusi-
form gyrus or STS may depend on the exact nature
of the task and the stimuli being used. The N170
amplitude is affected by biological motion (Jokisch
et al., 2005), eye gaze (Watanabe et al., 2002),
facial motion (Puce et al., 2003), facial expres-
sions (Batty and Taylor, 2003; Stekelenburg and
de Gelder, 2004), expressional change (Miyoshi
et al., 2004) and affective facial features (Pizzagalli
et al., 2002).
40Recent studies challenge the N170 as earliest
marker of selective face processing and draw at-
tention to an earlier component peaking between
100 and 130ms post-stimulus. The P1 ERP com-
ponent (or its magnetoencephalography (MEG)
equivalent) is mainly generated in ‘‘early’’ extra-
striate visual areas (Linkenkaer-Hansen et al., 1998;
Di Russo et al., 2005) and it is commonly thought
to reflect processing of the low-level features of a
stimulus. A few recent studies however suggest that
higher order visual processing can already occur at
this early stage. Successful categorization of stimuli
as faces was found to correlate with an early MEG
component at 100–120ms after onset (Liu et al.,
2002). Both the MEG and the ERP components
show an inversion effect (Linkenkaer-Hansen et al.,
1998; Itier and Taylor, 2002, 2004a), suggesting
that some configurational processing already takes
place at this early stage. In addition, this compo-
nent appears to be sensitive to facial likeability
(Pizzagalli et al., 2002) and emotional facial ex-
pressions in contrast to neutral expression, but not
between emotional expressions (Halgren et al.,
2000; Batty and Taylor, 2003; Eger et al., 2003,
2004).Facial expressions in the context of whole bodies
Perception of bodies is a relatively new field as is
perception of bodily expressions of emotion. Re-
cent research on neutral and instrumental body
postures and movements has set out to raise some
of the familiar questions of face researchers. Are
the perceptual characteristics of faces and bodies
alike? Is one specific brain region dedicated to
body perception (modularity hypothesis), or are
multiple brain regions involved (distributed model
hypothesis)? Or does perception of face and body
expression share an underlying common neural
basis?
Evidence from single-cell recordings suggests a
degree of specialization for either face or neutral
body images (Rizzolatti et al., 1996). This view is
corroborated by studies reporting that neurons of
monkey posterior STS react selectively to body
posture and by the fMRI study of Downing and
co-workers (Downing et al., 2001) in which aregion near the middle occipital gyrus, the so-
called extrastriate body area (EBA), reacted selec-
tively to body form and body parts but showed
little activation to isolated faces.
However, a recent electrophysiological investi-
gation in humans lends support for common con-
figural perceptual processing mechanisms for faces
and bodies. A typical but slightly faster N170
component commonly obtained for faces was also
found for the perception of human bodies
(Stekelenburg and de Gelder, 2004). Most inter-
estingly, the N170 showed an inversion effect for
bodies, comparable to the inversion effect earlier
found for faces (Stekelenburg and de Gelder,
2004).
In the studies of Tamietto and co-workers, the
simultaneous presentation to both visual hemifields
of two emotionally congruent faces (Tamietto
et al., 2006) or two emotionally congruent bodies
(Tamietto et al., 2005b) leads to shorter latencies
for stimulus detection as compared to the unilat-
eral presentation of the same stimuli to either the
left or right hemifield. Additionally, patients with
hemineglect and visual extinction, who typically
fail to report the presence of a contralesional stim-
ulus under conditions of bilateral stimulation,
could more easily detect a contralesional happy
or angry facial expression than a neutral facial ex-
pression (Vuilleumier and Schwartz, 2001). This
finding was replicated with emotional bodily ex-
pressions in the study of Tamietto and colleagues
(Tamietto et al., 2005a), in which fearful bodily
expressions were more easily detected than neutral
bodily expressions for the contralesional field.
These findings indicate similarities in perceptual
properties between faces and bodies, and the abi-
lity of emotional biological stimuli to attract at-
tention in unattended visual space.
There appear to be also large similarities be-
tween emotional bodily and facial expressions at
the neural level. A striking finding (Hadjikhani
and de Gelder, 2003; de Gelder et al., 2004a) is that
observing bodily expressions activates two well-
known face areas, such as FFA and amygdala,
predominantly associated with processing faces
but also linked to biological movement (Bonda
et al., 1996). These activations in face-related areas
may result from mental imagery (O’Craven and
41Kanwisher, 2000) or alternatively – and more
probably – from context-driven high-level percep-
tual mechanisms filling in the face information
missing from the input. However, this is unlikely
to be the only explanation for similarities between
fearful facial expressions and bodily expressions
(cf. Cox et al., 2004). The finding of Hadjikhani
and de Gelder (2003) was supported by the studies
of de Gelder and colleagues (de Gelder et al.,
2004a) for bodily expressions, and by Peelen and
Downing (2005) for neutral body postures.
Since there is as of yet no literature on how rec-
ognition of facial expression is affected by emo-
tional body contexts, we have recently started to
explore this critical issue. We used photographs of
fearful and angry faces and bodies to create real-
istically looking face–body compound images,
with either matched or mismatched emotional ex-
pressions. Fear and anger were selected because
they are both emotions with a negative valence and
each is associated with evolutionary relevant
threat situations. A short stimulus presentation
time was used (200ms), requiring observers to
judge the faces on the basis of a ‘‘first impression’’
and to rely on global processing rather than on
extensive analysis of separate facial features. Par-
ticipants attended to the face and made judgments
about the facial expression. The recognition of the
emotion conveyed by the face was found to be
systematically influenced by the emotion expressed
by the body (Meeren et al., 2005). Observers made
significantly better (81% correct) and faster
(774ms) decisions when faces were accompanied
by a matching bodily expression than when the
bodily expression did not match the facial expres-
sion (67% and 840ms). The fact that a reliable
influence was obtained in an implicit paradigm in
which the bodies were not task relevant nor ex-
plicitly attended to suggests that the influence they
exercise is rapid and automatic. To further test the
automatic processing hypothesis we recorded EEG
while subjects performed the task. An enlargement
of the occipital P1-component as early as 115ms
after presentation onset was found for incongruent
face-body combinations (Meeren et al., 2005). This
points to the existence of an ultrarapid neural
mechanism sensitive to the degree of agreement
between simultaneously presented facial andbodily emotional expressions, even when the lat-
ter are unattended.Facial expressions in the context of scenes
Faces routinely appear as part of natural scenes.
Hierarchical models of perception tend to assim-
ilate scene effects with semantic effects occurring
relatively late at higher cognitive centers (Bar,
2004). However, the processing of objects is influ-
enced by the properties of a scene at an early level.
It has been reported that the rapid extraction of
the gist of a scene appears to be based on low
spatial frequency coding (Oliva and Schyns, 1997)
Brief exposure to a known scene activates a rep-
resentation of its layout that contributes to sub-
sequent processing of spatial relations across the
scene (Sanocki, 2003). Segmentation of object
from background scenes occurs rapidly, during
the first 100ms of processing (Lamme, 1995), and
object detection is faster when presented in an im-
plicitly learned context configuration (Olson et al.,
2001). The results support the role of feedback
modulations in an early level of processing in an-
imal (Lamme and Roelfsema, 2000) and human
studies (Foxe and Simpson, 2002).
The effects of semantic contexts on object
processing occur in a much later stage of process-
ing. Objects that are congruent with their context
are identified better (Davenport and Potter, 2004)
and faster (Ganis and Kutas, 2003), and the inter-
action occurs at about 390ms after stimulus-onset
(i.e., the N400 component), which is assumed to be
a high level of semantic representation of object
and scene (Ganis and Kutas, 2003). In an fMRI
study, it was found that the parahippocampal cor-
tex (PHC) and retrosplenial cortex (RSC) are in-
volved in a system that associates objects with
contexts (Bar and Aminoff, 2003; Bar, 2004).
The effects of emotional contexts may occur
on a much earlier level than semantic effects
and may involve different neural systems (Hariri
et al., 2002). We recently investigated how emo-
tional visual scenes influence face processing. Event-
related potentials were recorded for faces (fearful/
neutral) embedded in scenes (fearful/neutral) while
participants performed an orientation-decision task
42(face upright/inverted). Thus, the task condition
was kept irrelevant to the emotion in context and
face. Increased structural encoding, as indicated by
the N170 response to faces, was found when faces
were perceived in a fearful context as opposed to a
neutral context (Righart and de Gelder, 2005). This
N170 response was even more increased for fearful
faces in a fearful context, possibly as a consequence
of congruency. Preliminary behavioral data sub-
stantiate these congruency effects, as it was found
that facial expressions (e.g., a disgust expression)
were recognized faster when they were accompanied
by a congruent emotional context (e.g., a rubbish
dump). A control condition showed that the in-
creased response on the N170 could not be attrib-
uted to the exclusive presence of the context, as the
amplitudes did not differ between fearful and neu-
tral contexts without a face.
The N170 of faces, particularly fearful faces, in
a threatening context, may be increased in order to
enhance structural encoding. In a potentially dan-
gerous situation, it is important to analyze in-
stantly what is happening. The results may be
consistent with the model proposed by Haxby
et al. (2000). Source analysis studies suggest that
an enlarged N170 may be indicative of increased
activation in fusiform gyrus or STS (Pizzagalli
et al., 2002; Shibata et al., 2002; Henson et al.,
2003; Itier and Taylor, 2004b). Fearful faces and
contexts may activate the amygdala and modulate
activity in the fusiform gyrus (Lang et al., 1998;
Morris et al., 1998a; Surguladze et al., 2003),
and in this way influence face processing by en-
hancing the N170 amplitude. Alternatively, acti-
vity in the STS has been related to the perception
of social cues (Allison et al., 2000). This functional
interpretation accords with the findings that the
N170 amplitude is profoundly affected by bio-
logical motion (Jokisch et al., 2005), eye gaze
(Watanabe et al., 2002), facial motion (Puce et al.,
2003), facial expressions (Batty and Taylor, 2003;
Stekelenburg and de Gelder, 2004), expressional
change (Miyoshi et al., 2004) and affective facial
features (Pizzagalli et al., 2002).
It is not clear yet whether congruent emotions
engage the system that includes the PHC, similar to
semantic associations between object and context
(Bar and Aminoff, 2003). Future studies shoulddetermine whether processing of emotional rela-
tions in contexts should be distinguished from se-
mantic relations in context. Our recent data show
that the time courses differ (Ganis and Kutas, 2003;
Righart and de Gelder, 2005), but no fMRI data
are as yet available as to what neural systems are
involved in processing faces in emotional contexts.
Further, an interesting question is through
which mechanism fearful contexts enhance the
perceptual analysis of faces. According to the
model of Bar (2004), the gist of the scene is ex-
tracted by perception of the low spatial frequencies
(Oliva and Schyns, 1997), which provides a rough
and quick image of the scene information, on
which the high spatial frequencies provide the de-
tailed fill-in of the object. Low spatial frequen-
cies in the face increase amygdala responses for
fearful faces (Vuilleumier et al., 2003). If low spa-
tial frequencies are important for fear process-
ing in general then the model could explain why
N170 amplitudes are increased for faces in fearful
contexts. In such a model, fearful contexts may
provide a first coarse template on which the per-
ceptual analysis of faces is interpreted.
Enhanced N170 amplitudes for faces in fearful
contexts may be related to enhanced encoding of
identity, which may improve recognition memory
for faces. Data of prosopagnosia patients indicate
that impaired structural encoding, as reflected in
the N170, may disrupt facial identification (Eimer,
2000; de Gelder and Stekelenburg, 2005), and that
facial expressions may improve their performance
on face recognition (de Gelder et al., 2003). It has
already been shown that object recognition mem-
ory (e.g., tools, furniture, and clothing) is better
for objects that were presented in a positive-
valenced context background than in a negative-
or neutral-valenced background (Smith et al.,
2004). Similar increases in accuracy were obtai-
ned for words primed by positive background (Erk
et al., 2003). An interesting question is whether
recognition memory is also improved for faces that
are presented in emotional contexts.
Facial expressions in the context of voices
Human cognition and emotion researchers tend to
focus on how organisms process information from
43one sensory system at a time (usually the visual
system), but information processing in everyday
life is typically multisensory. In many higher spe-
cies, communication involves multiple sensory sys-
tems often in combination. Animal researchers are
traditionally more interested in co-occurring be-
havioral signals, and a number of studies have ex-
plored the close link between vocal and visual
communication (Parr, 2004) and discovered syner-
gies between the evolutionary history and the func-
tionality of visual and auditory communication
signals (Cooper and Goller, 2004). Audiovisual
vocalizations are ethologically relevant and thus
may tap into specialized neural mechanisms
(Ghazanfar and Santos, 2004).
As stated above, the traditional emphasis is on
visual processes, foremost facial expressions. In
comparison with the processing of facial expres-
sions, there have been only a few attempts to
identify the specific neural sites for processing
emotions in the voice (George et al., 1996; Ross,
2000; de Gelder et al., 2004b). Available research
shows that listeners can readily recognize a speak-
ers’ emotion from his tone of voice. Rapid recog-
nition of affect in auditory expressions happens
within the first 100–150ms of stimulus presenta-
tion (Bostanov and Kotchoubey, 2004; Goydke
et al., 2004) and is based primarily on voice char-
acteristics.
The ability to decode emotional cues in prosody
and facial expressions may have a common process-
ing and/or representational substrate in the human
brain (Borod et al., 2000; Pourtois et al., 2002; de
Gelder and Bertelson, 2003), facilitating processing
and integration of these distinct but often cali-
brated sources of information. Most of the studies
on multisensory emotion perception have focused
on the integration of facial expression with infor-
mation in the voice (Massaro and Egan, 1996; de
Gelder et al., 1999a; de Gelder and Vroomen, 2000;
Pourtois et al., 2000). Judging the emotional state
of a speaker is possible via facial or vocal cues
(Scherer et al., 1991; Banse and Scherer, 1996)
alone but both judgment accuracy and speed seem
to benefit from combining the modalities, e.g.,
response accuracy increases and response speed
decreases when a face is paired with a voice ex-
pressing the same emotion. This improvement ofperformance occurs even when participants are in-
structed to ignore the voice and rate only the face,
suggesting that extracting affective information
from a voice may be automatic and/or mandatory
(de Gelder and Vroomen, 2000). The fact that
prosodic and facial expressions of emotion fre-
quently correlate suggests that the underlying cog-
nitive mechanisms are highly sensitive to shared
associations activated by cues in each channel (de
Gelder et al., 1999a; Massaro et al., 1996).
To assess how emotional judgments of the face
are biased by prosody, Massaro and Egan (1996)
presented computer-generated faces expressing a
happy, angry or neutral emotion that accompanied
a word spoken in one of the three emotional tones.
De Gelder and Vroomen (2000) presented photo-
graphs taken from the Ekman and Friesen’s (1976)
series with facial expressions rendered emotionally
ambiguous by ‘‘morphing’’ the expressions be-
tween happy and sad as the two endpoints. The
emotional prosody tended to facilitate how accu-
rately and quickly subjects rate an emotionally
congruent as compared to an incongruent face.
These findings indicate that the emotional value of
prosody-face events is registered and somehow in-
tegrated during perceptual tasks, affecting beha-
vioral responses according to the emotion congruity
of the combined events. Moreover, these cross-
modal influences appear to be resistant to in-
creased attentional demands induced by a dual
task, implying that combining the two forms of
input may be mandatory (Vroomen et al., 2001).
The conclusion of mandatory integration is now
considerably strengthened in a study using pa-
tients who could recognize facial expressions with-
out being aware of the visual stimuli presented
(hemianopic patients suffering from loss of pri-
mary visual cortex exhibiting affective blindsight)
(de Gelder et al., 2002, 2005).
Our current knowledge of bimodal integration
of visual and auditory primate vocal signals in the
brain is derived almost exclusively from human
neuroimaging studies of audiovisual speech. STS
and superior temporal gyrus are consistently acti-
vated by bimodal speech signals and often show
enhanced activity over unimodal-induced signals
(Stein and Meredith, 1993; Calvert et al., 2000;
Callan et al., 2003) but audiovisual perception of
44ecologically valid stimuli may not follow the rules
derived from firing patterns of cells with audiovis-
ual receptive fields and superadditivity may not be
the correct criterion (de Gelder and Bertelson,
2003; Ghazanfar and Santos, 2004).
A few studies have explored brain areas involved
in processing faces in the context of emotional
voices. The classical candidate is multisensory con-
vergence in heteromodal cortex (Mesulam, 1998).
Cortical areas like STS (Baylis et al., 1987) and
ventral premotor cortex (Kohler et al., 2002) ap-
pear to play an important role. A recent study in
rhesus monkeys has confirmed such integration in
the STS at the level of single units for biologically
meaningful actions (Barraclough et al., 2005). In a
positron emission tomography (PET) study, we
found enhanced activity for bimodal stimuli com-
pared to unimodal stimuli situated in the left lateral
temporal cortex. Separate analysis for positive
and negative emotions showed supplementary
convergence area’s anteriorly in the left and right
hemisphere, respectively (Pourtois et al., 2005).
Subcortical audiovisual emotion convergence sites
have been found in the amygdala and SC in fMRI
studies (Dolan et al., 2001; de Gelder et al., 2005).
These subcortical nuclei might play a more impor-
tant role than hitherto expected in part also be-
cause of their role in orienting to novel and highly
significant stimuli in the environment.
Information about time course may be more crit-
ical than anything else to clarify processing pro-
perties. All our EEG studies so far (de Gelder et al.,
1999b; Pourtois et al., 2000, 2002; de Gelder, 2005)
point in the direction of early interaction between
the facial expression and the emotion in the voice.Conclusions
Recent data show that different types of context
influence the recognition of facial expression. When
a face is accompanied by a body or voice express-
ing the same emotion, or when it is presented in a
congruent emotional scene, the recognition of fa-
cial expression typically improves, i.e., both the
judgment accuracy and speed increase. Hence, both
the immediate visual and auditory contexts
function to disambiguate the signals of facialexpression. Our behavioral and electrophysiologi-
cal data suggest that this perceptual integration of
information does not require high-level semantic
analysis occurring relatively late at higher cognitive
centers. Instead, the integration appears to be an
automatic and mandatory process, which takes
place very early in the processing stream, before
full structural encoding of the stimulus and con-
scious awareness of the emotional expression is es-
tablished.Abbreviations
EBA extrastriate body area
FFA fusiform face area
LGN lateral geniculate nucleus





STS superior temporal sulcus
P1 an event-related potential com-
ponent with positive deflection
occurring at about 100ms after
stimulus onset
N170 an event-related potential com-
ponent with negative deflection
occurring at about 170ms after
stimulus onset
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