Abstract. In this paper, it is proved that the infinite KAM torus with prescribed frequency exists in a sufficiently small neighborhood of a given I 0 for nearly integrable and analytic Hamiltonian system H(I, θ) = H0(I) + ǫH1(I, θ) of infinite degree of freedom and of short range. That is to say, we will give an extension of the original Kolmogorov theorem to the infinite-dimensional case of short range. The proof is based on the approximation of finite-dimensional Kolmogorov theorem and an improved KAM machinery which works for the normal form depending on initial I 0 .
introduction and main results

1.1.
Motivations. Since Kolmogorov's work [20] in 1954, remarkable results have been obtained in perturbation theory of integrable Hamiltonian systems. Here we share some of the most important extensions based on the original Kolmogorov theorem for a better understanding of this perturbation theory.
We recall the fact that Kolmogorov [20] announced that most invariant tori for the integrable Hamiltonian systems persist under small perturbations. More concretely, consider the nearly integrable Hamiltonian system of n-freedom H(I, θ) = H0(I) + ǫH1(I, θ), (1.1) with the symplectic structure dI ∧ dθ on R n × T n and the action-angle variables (I, θ) belonging to some domain D × T n ⊂ R n × T n . If H0(I) is analytic and satisfies the non-degenerate condition det(∂ 2 H0(I)) = 0, I ∈ D, (1.2) Kolmogorov theorem claims that any invariant tori of the unperturbed H0 with prescribed Diophantine frequency ω = ω(I 0 ) = ∂H 0 (I) ∂I | I=I 0 for some I 0 ∈ D persist under a small analytic perturbation ǫH1(I, θ). Actually, Kolmogorov also gave a precise outline of its proof which is based on a fast convergent Newton scheme. Roughly speaking, one can set up a Newton scheme by replacing Hj with Hj+1 = Hj • Φj after taking symplectic transformation Φj such that the new Hamiltonian Hj+1 is of super-exponential decay. Taking j = 1 as an example, the map Φ1 is close to the identity and can be regarded as the composition of two "elementary" symplectic transformations: Φ1 = Φ 1 : (I ′ , θ ′ ) → (η, ξ) is the symplectic map generated by I ′ · ξ + ǫI ′ · a(ξ), while Φ
1 : (η, ξ) → (I, θ) is the angle-dependent translation generated by η · θ + ǫ(b · θ + s(θ)) with real-analytic functions a(ξ) and s(θ) being of zero average on T n and b ∈ R n . Obviously, Φ where 0 < ǫ ≪ 1, d ≥ 1 and P is of short range. Afterwards, different kinds of systems with short range have been deeply investigated by many authors. See [7, 29, 36, 37] , for example. It is easily observed that such infinite-dimensional Hamiltonian systems are well approximated by finite-dimensional ones and consequently the classical, finite-dimensional KAM technique works in this case. That is, these infinite invariant tori are obtained by successive small perturbations of finite-dimensional tori. Such results were obtained in [9, 29, 31 ] by a somewhat similar method. However, the frequencies of those full-dimensional KAM tori are not prescribed, so they are not in the class of Kolmogorov's. In the present paper, we will construct a Kolmogorov theorem for the following infinite-dimensional Hamiltonian system H(I, θ) = H0(I) + ǫH1(I, θ), (I, θ) ∈ C Z × T Z = C Z × (C/2πZ) Z (1.5)
provided that H0(I), H1(I, θ) are analytic and of short range. Thus, in order to construct a KAM torus of prescribed frequency, the key difficulty is to eliminate the drift of the frequency. We will overcome the difficulty by advantage of the facts that the Hamilton system (1.5) is of short range and the perturbation is high orders of action variables (Ij) j∈Z taking an exponential norm with weight e |j| 1+α for any α > 0. In other words, the strength of the action variable Ij decays so fast that we can regard an infinite-dimensional Hamiltonian as a finite-dimensional one with the help of short range in each step of KAM iteration. For a finite-dimensional Hamiltonian, the Kolmogorov's original idea works well in k-th KAM iteration by replacing the symplectic Φ k with a time-1-map X , whereF k is of the formF k = F k + b k , θ with a Hamiltonian F k to be determined. More exactly, one can choose a length scale (L k ) such that we only need to consider the finite Hamiltonian H(θ, I(k)) in k-th KAM iteration, where I(k) = (Ij) |j|≤L k −1 . The trouble is estimating vector b k whose dimensional number 2L k + 1 tends to ∞ as k to ∞. Indeed, our work is mainly based on the combination of Kolmogorov's original idea [20] and that of Fröhlich, Spencer, Wayne [18] and Pöschel [29] . The main aim of the present paper is to prove that there exist full dimensional KAM tori with the prescribed Diophantine frequency ω = ω(I 0 ) =
∂I for the Hamiltonian (1.5) in the absence of exterior parameters.
1.2.
The main results. To state our results we firstly introduce some notations. In this paper, the positive constant α is fixed. Note
where the norms on C Z are defined by
Fix I 0 ∈ C Z with 0 < I 0 < 1. Given some s > 0 and r > 0, we define domain
where T Z = (C/2πZ) Z , and a phase space
Given a sequence of length scales (L k ). Let us consider a vector I(k) = (Ij) |j|≤L k −1 and a matrix B = (Bij ) |i|,|j|≤L k −1 . We can expand I(k) into
and also expand B intoB
Define I(k) = I . Similarly, define |||B||| = |||B|||, where ||| · ||| is the operator norm reduced by · from C Z to C Z . That is, we can define
For a map G : Ds,r → C, we define |G|s,r := sup
Consider an infinite-dimensional Hamiltonian system H(I, θ) = H0(I) + ǫH1(I, θ), (I, θ) ∈ Ds,r (1.6) with the standard symplectic structure dθ ∧ dI on C Z × T Z . Assume the unperturbed Hamiltonian
satisfies the following conditions:
(A0) For any j ∈ Z, the function h ⌊i,j⌉ :Ds,r → C is real for real arguments, analytic in variables (I, θ); (A1) Given two sequences of positive numbers (
and its inverse operatorΩ
for any k ≥ 1 and 0 < κ1, κ2 < ∞. Also assume the perturbed Hamiltonian
satisfies the following conditions: (B0) For any j ∈ Z, the function f ⌊i,j⌉ :Ds,r → C is real for real arguments, analytic in variables (I, θ); (B1) For any j ∈ Z, we have
where O(x) means higher order infinitesimal of x.
Our main result is as follows 
, |e * − e| ⋖ 2ǫ, (1.9) and the operator Ω * :
From Theorem 1.1, the following corollary can be obtained. 
Corollary 1.2. Consider the Hamiltonian
for α > 0, namely the decay is super-exponential. With this fast decay and the fact that the interaction starts with five orders, one can choose a length scale (L k ) such that we only need to consider the finite Hamiltonian H(θ, I(k)) in k-th KAM iteration. In fact, the methods of Fröhlich-Spencer-Wayne [17] and Pöschel [29] are still valid for the Hamiltonian (1.6). See Section 4 for more details of the superexponential decay.
The rest of the paper consists almost entirely of the proofs of the preceding results, which employs the usual Newton type iteration procedure to handle small divisor problems. In section 2 the corresponding homological equation is considered, and in section 3 one step of iterative scheme is described in details. The iteration itself takes place in section 4, and section 5 provides the estimate of measure. In section 6, we prove the main theorem.
The Homological Equations
2.1. Derivation of homological equations. The proof of main Theorem employs the rapidly converging iteration scheme of Newton type to deal with small divisor problems introduced by Kolmogorov, involving the infinite sequence of coordinate transformations. Recalling the sequence of length scales, L k ր ∞, we construct this transformation inductively, attempting, at the k-th stage of the inductive process, to "kill" only those part of the interaction, f ⌊i,j⌉ , with the point i and j lying inside the box B L k , which consists of all sites j with |j| < L k . In the following, we denote | · | the sup-norm for any matrices or vectors of finite order. If A1 and A2 are k × k and l × l matrices with k < l respectively, we define
In order to provide a formal statement, let us define precisely the analytic function f ⌊i,j⌉ (I, θ).
Since I 0 j = 0 for some j ∈ Z, we can translate it to the zero point by taking a symplectic transformation Φ given by
Hence, (1.6) has the form
where
V ⌊i,j⌉ (ρ) and
Correspondingly, the new domain turns to be
For the perturbationH1(ρ, θ) with new variables (ρ, θ), we easily have
Moreover, the analytic functionH1(ρ, θ) can be expanded into power series
From (2.1), one has
Now consider the Hamiltonian H of the form
and
More precisely, let
with R 3 1 (ρ, θ) being cubic of |ρj| and R 4 1 (ρ, θ) = O(|ρj| l ) for l ≥ 4. We desire to eliminate the terms R low 1 in (2.3) by the coordinate transformation Ψ, which is obtained as the time-1-map X t F |t=1 of a Hamiltonian vector field XF . Write
where vector a is chosen to keep the frequency ω fixed.
Remark 2.1. Since the existing of the term a, θ , the function F is defined on
Using Taylor's formula, we have
Then we obtain the modified homological equation
where N+ is given below and {·, ·} is the Poisson bracket of functions on Ds,r computed by the formula
If the homological equation (2.6) is solved, the new perturbation term R1+ can be written as
Note that we do not need to eliminate the terms in (2.8) at the next step of KAM procedure, so (2.8) is not necessary to be too small. On the other hand, the remaining terms are either quadratic in F or bounded by ǫ 1+β (we will prove this in details below). Therefore, we can obtain a non-degenerate normal form of order 2 with a fixed frequency ω.
Once all the above procedures work well, our new Hamiltonian reads
Note R2 = R21 + R22, where
with a larger number L ++ .
It is clear that one has to eliminate the term R1+ + R21 in the next iterative process and from this term one easily gets that R1+ depends only on ρj, θj for |j| ≤ L + , while R21 depends on ρj, θj for |j| ≥ L + . So in order to know exactly what the new error term depends on and keep the eliminated term unified from 1-th iteration(R1 is of the form like A + B), we will rewrite R1 into several terms directly below. Let
Ωij ρiρj, and denote
For convenience, denote P (ρ, θ) = P low (ρ, θ) + P high (ρ, θ), where
with P 3 (ρ, θ) being cubic of |ρj | and
with Q 3 (ρ, θ) being cubic of |ρj| and Q 4 (ρ, θ) = O(|ρj| l ) for l ≥ 4. Particularly,Ṽ (ρ) has the same formṼ
Hence, the term we desire to eliminate is P low + ǫQ low in (2.6) since (2.11) can be bounded by ǫ 1+β (see below). Furthermore, in order to cure the problem that the measures of ω in (A1) will diverge, we reduce the infinite sum of v to a finite one. In other words, the homological equation of (2.6) turns to be
where ΓP, ΓQ mean the truncation of the M + -th Fourier coefficient of P, Q with M + given later.
From the definition of Poisson bracket (2.7), we have the following equations from distinguishing terms of (2.16) by the order of ρ:
Therefore, the new Hamiltonian H+ has the form
where (2.20)
being respectively the 0-th Fourier coefficients of P j + ǫQ j (j = 0, 1, 2), U , and
where P+ depends only on ρj, θj for |j| ≤ L + .
2.2.
The solvability of the homological equations. In this subsection, we will estimate the solutions of the homological equations. To avoid a flood of constants we will write a ⋖ b, if there exists a constant C ≥ 1 depending only on α, γ such that a ≤ Cb. Moreover, one has the following estimates. Recalling that
where P 0θ j (θ) = P 0θ j (θj−1, θj , θj+1), one has the estimates
Lemma 2.3. For the definition of the operatorΩ(k)
we have
where | · | denotes the sup-norm for any finite matrices.
Proof. For any given k, the matrix Ω(k) is symmetric by the definition of Ω(k). For any j, take I = (0, ..., e −|j| 1+α , 0...) with ||I|| = 0. Then one has
Particularly, for j = 0, we have
That is, one also has
Since Ω j{j−1} = Ω {j−1}j and Ω j{j+1} = Ω {j+1}j , one finally obtains
Therefore, one has
The remaining proof is similar.
Lemma 2.4. Given some positive parameters 0 < β < 1 10 , ǫ > 0 and 0 <σ < s, 0 < σ < r, one has |{F, G}|s−σ,r−σ ≤ 2ǫ
where F and G are functions which are of the form
Recall that
Considering the term F θ , Gρ , we have r, the solutions of the homological equations which are given by (2.17) , satisfy
Moreover, one has
Proof. First of all, we consider the first equation of (2.18). From (2.17), we can solve the equation
That is, the solution of the homological equation is given by
From the Diophantine condition (A1), one has
(r−σ)|v|
which finishes the proof of (2.24). Moreover, combining with Cauchy estimate
where |∂ θ F 0 (θ)|r = max
Next we consider the second equation of (2.18). Since F 1 0 = 0, we can choose a vector a such that Ωa
with the estimate
where the last equality is based on (2.29). Similarly to (2.28), we can solve the equation
and easily obtain the estimate
which finishes the proof of (2.25). Furthermore, we have
where |∂ θ F 1 (θ)|r = maxi
Now we turn to the third equation of (2.18). LetF 1 = −Ω∂ θ F 1 . On Ds−σ,r−4σ, we have
we easily estimate that
From (2.33) and (2.34), one has
Similarly to (2.28), the solution of the third equation of (2.18) is given by 
2.3.
The derivatives of F . On Ds,r−5σ, from Lemma 2.5, we obtain the estimate |F |s,r−5σ
vector a has to belong to C Z . That is, we have the estimate
Hence, on Ds,r−6σ, one has Recalling the estimates Fρ, F θ , we thus have 
The new hamiltonian
In views of (2.12) and (2.19), we obtain the new Hamiltonian 
Ωij ρiρj + |i|,|j|≤L + −1Ω ij ρiρj,
Consequently, since Ω + = Ω(+) +Ω, the matrix Ω + satisfies
and its inverse (Ω + ) −1 satisfy Correspondingly, let
and the related operator ( 
Similarly, we also obtain |(3.3)|s−3σ,r−8σ (3.9)
(in view of (3.7)) 
. From the above estimate (3.7),(3.9),(3.8) and (3.10) contributing to P low + , one easily gets that
and 0 < β < 1 10 . Similarly, by estimates (3.7),(3.9),(3.8) and (3.10), we obtain
Thus, if we choose ǫ1 = ǫ 1+β , (3.11) will be bounded by ǫ1.
iteration and convergence
Let 0 < β < be constants. In the following, we display the various inductive constants in the list:
k : ǫ k bounds the size of the interaction after k iterations; 1, 2 , ...: s k measures the size of the analyticity domain in the action variables after k iterations, and 3σ k is the amount by which the domain shrinks in the k-th step; 1, 2 , ...: r k measures the size of the analyticity domain in the angular variables after k iterations, and 8σ k is the amount by which the domain shrinks in the k-th step;
determines the size of the region we must consider at the k-th iterative step;
determines the number of Fourier coefficients we must consider at the k-th step of the iterations; (6) R k : at each stage of iterative process we are forced to exclude a small set of the resonant frequency ω, R k is a set of the resonant frequencies remaining after k iterations ( 
with
, and
and Then for ω = ω(k + 1) ∈ (A1), the k-th homological equation
and |F k |s k+1 ,r k+1 ⋖ ǫ 11 20 k . (4.6)
Moreover,
Ωij ρiρj,
in which V k+1 (ρ) = ⌊i,j⌉| |j|≥L k+1 V ⌊i,j⌉ (ρ), with the following estimates hold:
s , (4.9) and its inverse matrix ( Proof. First of all, distinguishing terms of (4.4) by the order of ρ, we have (4.13)
s . Now we will prove the Lemma by the following steps.
Step 1. Proof of (4.6). We consider the first equation of (4.13). Since ω satisfies the Diophantine condition A(1), we can solve the first equation of (4.13) (4.14) then the solution of the homological equation is given by
From Diophantine condition (A1), we have
From Cauchy estimate, one has
which together with (4.16) implies
We next consider the second equation of (4.13). Since
, with the estimate
Similarly, we can solve the second equation (4.13)
From (4.17), we then obtain the estimate
Now we consider the third equation of (4.13). LetF
we easily have
One then obtains
Therefore, we can solve the third equation of (4.13)
and we also obtain
Consequently, one obtains
Step 2. Proof of (4.8). From the equation of motioṅ
Thus, one has
By some simple calculations, one gets
Therefore, we obtain
On Ds k −σ k ,r k −5σ k , we obtain the estimate
Recalling the estimates for F k,ρ , F k,θ , we thus have
k IΛ), the above estimates are equivalent to
Considering the Hamiltonian vector-field XF k = Ψ k associated with F k , the time-1-map can be written as
for which the estimate Step 3. Proofs of (4.9) and (4.10). On Ds k −σ k ,r k −2σ k , it follows from (4.21) that Step 4. Proofs of (4.11) and (4.12). From (4.6), (4.8) and accordingly to the same process of (3.11), (3.12), we can obtain while we omit the details.
the measure estimate
We construct a measure with support at the origin. Let As in the finite-dimensional case, (5.1) yields
where ||v||e denotes the Euclidean length.
Since the number of v in (5.2) is bounded by (2M k )
2L
k , we obtain
for some 0 < κ < γ.
Thus, we have
(ǫj ) κ , (5.3) for some 0 < κ < γ.
Proof of theorem 1.1
In this section, we prove the Theorem 1.1 by applying Iterative lemma to the Hamiltonian system defined in (1.6). (ǫj ) κ , (6.4) for some 0 < κ < γ.
