Abstract. For each graph inverse semigroup G(E) we describe subsemigroups D ∪ {0} and J ∪ {0} of G(E) where D and J are arbitrary D-class and J -class of G(E), respectively. We show that each graph inverse semigroup is a 0-union of a semilattice X of semigroups {S e } e∈X where each S e is a Brandt λ 0 e -extension of a graph inverse semigroup over a strongly connected graph. If a graph E is acyclic then the graph inverse semigroup G(E) is a 0-union of a semilattice X of semigroups of matrix units.
Preliminaries
We shall follow the terminology of [10] and [18] . By N we denote the set of positive integers. The cardinality of a set X is denoted by |X|. Let E be a semilattice, {S e } e∈E be a family of semigroups and S be a semigroup with zero 0 such that the following conditions hold:
(1) S = ∪ e∈E S e ; (2) S e ∩ S f ⊆ {0}, if e = f ; (3) S e · S f ⊆ S ef .
Then the semigroup S is called a 0-union of the semilattice E of semigroups S e (e ∈ E). A semigroup S is called an inverse semigroup if for each element a ∈ S there exists a unique element a −1 ∈ S such that aa −1 a = a and a −1 aa −1 = a −1 . By R, L, J , D and H we denote the Green's relations on a semigroup S which are defined as follows: Let S be a semigroup with zero 0 S and X be a non-empty set. By B X (S) we denote the set X×S×X ∪ {0} endowed with the following semigroup operation: The semigroup B X (S) is called the Brandt X-extension of the semigroup S. Obviously, the set J = {(a, 0 S , b) | a, b ∈ X} ∪ {0} is a two-sided ideal of the semigroup B X (S). The Rees factor semigroup B X (S)/J is called the Brandt X 0 -extension of the semigroup S and is denoted by B 0 X (S). If S is the semilattice ({0, 1}, min) then we denote the semigroup B 0 -extension of a group play an important role in the structure of primitive inverse semigroups (see [18, Chapter 3.3] ). Algebraic and topological properties of a Brandt X 0 -extension of semigroups were investigated in [13] and [14] .
For a cardinal λ polycyclic monoid P λ is the semigroup with identity 1 and zero 0 given by the presentation:
Observe that polycyclic monoid P 0 is isomorphic to the semilattice ({0, 1}, min). Polycyclic monoids are a generalization of the well-known bicyclic monoid (see [18, Chapter 3.4] ). More precisely, the bicyclic monoid with adjoined zero is isomorphic to the polycyclic monoid P 1 . Polycyclic monoid P k over a finite non-zero cardinal k was introduced in [23] . Algebraic and topological properties of polycyclic monoids were investigated in [4, 8, 9, 12, 19, 20] .
A directed graph E = (E 0 , E 1 , r, s) consists of sets E 0 , E 1 of vertices and edges, respectively, together with functions s, r : E 1 → E 0 which are called source and range, respectively. In this paper we refer to directed graph simply as "graph". We consider each vertex being a path of length zero. A path of a non-zero length x = e 1 . . . e n in a graph E is a finite sequence of edges e 1 , . . . , e n such that r(e i ) = s(e i+1 ) for each positive integer i < n. We extend functions s and r on the set Path(E) of all pathes in graph E as follows: for each vertex e ∈ E 0 put s(e) = r(e) = e and for each path of a non-zero length x = e 1 . . . e n ∈ Path(E) put s(x) = s(e 1 ) and r(x) = r(e n ). By |x| we denote the length of a path x. Let a = e 1 . . . e n and b = f 1 . . . f m be two pathes such that r(a) = s(b). Then by ab we denote the path e 1 . . . e n f 1 . . . f m . A path x is called a prefix of a path y if there exists a path z such that y = xz. An edge e is called a loop if s(e) = r(e). A path x is called a cycle if s(x) = r(x) and |x| > 0. Vertices a and b of a graph E are called strongly connected if there exist pathes u, v ∈ Path(E) such that a = s(u) = r(v) and b = s(v) = r(u). Define a relation R on the set E 0 as follows: (a, b) ∈ R iff vertices a and b are strongly connected. Simple verifications show that R is an equivalence relation. Equivalence classes of the relation R are called strongly connected components of a graph E. A graph E is called acyclic if it contains no cycles.
For a given directed graph E = (E 0 , E 1 , r, s) a graph inverse semigroup (or simply GIS) G(E) over the graph E is the semigroup with zero generated by the sets E 0 , E 1 together with the set E −1 = {e −1 | e ∈ E 1 } satisfying the following relations for all a, b ∈ E 0 and e, f ∈ E 1 :
(2) s(e) · e = e · r(e) = e;
Graph inverse semigroups are a generalization of the polycyclic monoids. In particular, for each cardinal λ polycyclic monoid P λ is isomorphic to the graph inverse semigroup over the graph E which consists of one vertex and λ distinct loops. However, by [5, Theorem 1] , each graph inverse semigroup G(E) is isomorphic to a subsemigroup of the polycyclic monoid P |G(E)| .
According to [15, Chapter 3.1] , each non-zero element of a graph inverse semigroup G(E) is of the form uv −1 where u, v ∈ Path(E) and r(u) = r(v). A semigroup operation in G(E) is defined by the following way:
otherwise, and uv
Simple verifications show that G(E) is an inverse semigroup and (uv −1 ) −1 = vu −1 . Graph inverse semigroups play an important role in the study of rings and C * -algebras (see [1, 3, 11, 17, 24] ). Algebraic theory of graph inverse semigroups is well developed (see [2, 5, 15, 16, 19, 21] ). Topological properties of graph inverse semigroups were investigated in [4, 6, 7, 8, 22] . This paper is inspired by the paper of Mesyan and Mitchell [21] and could be regarded as an alternative look at the structure of graph inverse semigroups. 
In the first case c = bw which yields that r(w) = r(d) = f . Hence ab
In the second case b = cw which implies that r(w) = r(b) = e. Hence ab
Observe that if uv −1 ∈ D e then (uv
∈ D e which provides the following:
e is an inverse subsemigroup of G(E). Further we need the following denotations. For an arbitrary vertex e of a graph E put:
Q e = {u ∈ I e | r(v) = e, for each non-trivial prefix v of u};
e , resp.) we denote the inverse subsemigroup of G(E) which is generated by the set C e ∪{0} (C 1 e ∪ {0}, resp.). Observe that e ∈ C 1 e and e is the identity of the semigroup C e . The following lemma describes the structure of the semigroup C e .
Theorem 3. For each vertex e ∈ E
0 of an arbitrary graph E the semigroup C e is isomorphic to the polycyclic monoid P |C 1 e \{e}| . Proof. Fix an arbitrary vertex e ∈ E 0 . Suppose that |C 1 e \ {e}| = λ. Put C 1 e \ {e} = {u α } α∈λ . For convenience we denote e = u −1 . Observe that for each element v ∈ C e there exist elements
α } α∈λ be the set of generators of the polycyclic monoid P λ . We define the map f : C 1 e → P λ in the following way: f (u −1 ) = 1 and f (u α ) = p α , for each α ∈ λ. We extend the map f on the set C e as follows:
Obviously, f is a bijection. Let us show that f is a homomorphism. Fix arbitrary elements ab −1 , cd −1 ∈ C e , where
There are three cases to consider:
Suppose that case (1) holds, i.e., u γ 1 , . . .
On the other hand,
Case
Hence f is an isomorphism between semigroups C e and P
where f is an isomorphism between semigroups C e and P |C 1 e \{e}| defined in Theorem 3. We remark that f (e) = (e, 1, e). Suppose that u = v for some pathes u, v ∈ I e . Then u 1 = v 1 or u 2 = v 2 which implies that the map h is injective. Since for each non-zero element (a, uv
Qe (P |C 1 e \{e}| ) there exists element af
the map h is bijective. Now it remains to show that h is a homomorphism. Fix arbitrary elements ab
Following the main idea of the proof we can represent elements a, b, c, d ∈ I e as follows:
(1) ab
Observe that s(w) = r(b) = r(c) = r(w) which implies that c 1 = b 1 and c 2 = b 2 w. Hence
Consider case (2). Observe that s(w) = r(c) = r(b) = r(w) which implies that c 1 = b 1 and b 2 = c 2 w. Similar calculations as in case (1) show that h(ab Proof. Recall that by B 0 X we denote the semigroup B 0 X (P 0 ). Since graph E is acyclic at vertex e we obtain that I e = Q e and C e = {e}. By Theorem 4, the semigroup D 0 e is isomorphic to the semigroup B 0 Ie (P 0 ). By [21, Corollary 2] , two non-zero elements ab −1 and cd −1 of GIS G(E) are J -equivalent iff there exist elements u, v ∈ Path(E) such that s(u) = r(a) = r(v) and r(u) = r(c) = s(v). There exists a one to one correspondence between the set of strongly connected components of a graph E and non-zero J -classes of a GIS G(E). More precisely, J ∩ E 0 is a strongly connected component of a graph E for each non-zero J -class J of G(E). Therefore, by J A we denote a J -class which contains a strongly connected component A ⊂ E 0 . Observe that for each strongly connected component A of a graph E, J A = ∪ e∈A D e . Hence Lemma 1 provides the following:
Consider subcase (3.2). Then
Let E be a graph and X be an arbitrary non-empty subset of E 0 . By E X we denote the induced (by the set X) subgraph of the graph E, i.e., E 0 X = X, E 1 X = {x ∈ E 1 | s(x) ∈ X and r(x) ∈ X} and source (resp., range) function s X (resp., r X ) of the graph E X is the restriction of the source function s (resp., range function r) of the graph E on the set E 1 X . Let A be a strongly connected component of a graph E. Put
Lemma 7. Let A be a strongly connected component of a graph E and w be a path such that s(w) ∈ A and r(w) ∈ A. Then w ∈ G(E A ) where E A is an induced (by the subset A) subgraph of E.
Proof. The proof is obvious if w = e ∈ A. Let w = a 1 . . . a n be a path of a non-zero length such that s(w) = s(a 1 ) = e 1 ∈ A and r(w) = r(a n ) = f ∈ A. Put s(a i ) = e i , for each i ≤ n. Since vertices e 1 and f belong to A there exists a path u such that s(u) = f and r(u) = e 1 . We claim that for each i ≤ n vertices e i belong to A. Indeed, put x = a 1 . . . a i−1 and y = a i . . . a n u. Then s(x) = e 1 , r(x) = e i and s(y) = e i , r(y) = e 1 which provides that {e i } i≤n ⊆ A. Hence a i ∈ E 1 A for every i ≤ n and, as a consequence, w ∈ G(E A ).
The following theorem describes the structure of a subsemigroup J 0 A of G(E) where A is an arbitrary strongly connected component of a graph E. Proof. The idea of the proof of this theorem is based on the following fact which follows from Lemma 7. Each element u ∈ I A can be uniquely represented as follows: u = u 1 u 2 where u 1 ∈ Q A and u 2 ∈ G(E A ). Observe that u 1 and u 2 could be equal to some vertex e ∈ A. Define the map f : J (1) ab
Consider case (1). Observe that s(w) = r(b) ∈ A and r(w) = r(c) ∈ A. By Lemma 7, w ∈ G(E A ) which implies that c 1 = b 1 and c 2 = b 2 w. Hence
Consider case (2). Observe that s(w) = r(c) ∈ A and r(w) = r(b) ∈ A. By Lemma 7, w ∈ G(E A ) which implies that c 1 = b 1 and b 2 = c 2 w. Similar calculations as in case (1) show that f (ab
). Consider case (3) . Observe that neither b = cw nor c = bw. Then one of the following two subcases holds: ( 
X , because r(w) = r(b) ∈ X. Consider condition (5) . If neither X ≤ Y nor Y ≤ X then we claim that every two pathes u, v such that r(u) ∈ X and r(v) ∈ Y are prefix incomparable, in the sense that u = vw and v = uw for each path w. Indeed, in the other case either s(w) ∈ Y and r(w) ∈ X or s(w) ∈ X and r(w) ∈ Y which contradicts that strongly connected components X and Y are incomparable. Hence for every elements ab 1) relations J and D coincide on G(E); 2) graph E is acyclic.
Now we apply our results to graph inverse semigroups over acyclic graphs. Observe that each strongly connected component of an acyclic graph E coincides with some vertex e ∈ E 0 . Hence each acyclic graph E admits a natural partial order ≤ on the set V = E 0 ∪ {0}. For each e, f ∈ E 0 , e ≤ f iff e = 0 or there exists a path u such that s(u) = f and r(u) = e. Put D (1) and (3) are obvious. Statement (2) follows from Corollary 5. Statement (4) (resp., (5)) follows from Lemma 10 and statement 4 (resp., (5)) of Theorem 9.
