This note is an addendum to the results of A.C. Lazer and P.O. 
Introduction
We are interested in the existence of 2π periodic solutions to the problem (x = x(t)) x ′′ + f (x)x ′ + n 2 x = e(t) .
Here e(t) ∈ C(R) satisfies e(t + 2π) = e(t) for all t, f (u) ∈ C(R), n ≥ 1 is an integer. The linear part, x ′′ + n 2 x = e(t), is at resonance, with the null space spanned by cos nt and sin nt. Define F (x) = x 0 f (t) dt. We assume that the finite limits F (∞) and F (−∞) exist, and F (−∞) < F (x) < F (∞) for all x . The following theorem was proved in case n = 1 by A.C. Lazer [4] , based on P.O. Frederickson and A.C. Lazer [1] . The paper [1] was the precursor to the classical works of E.M. Landesman and A.C. Lazer [3] , and A.C. Lazer and D.E. Leach [3] .
Theorem 1.1 The condition
is necessary and sufficient for the existence of 2π periodic solution of (1.1).
We provide a proof for all n, by modifying the argument in [4] .
Remarkably, things are different for the corresponding Dirichlet boundary value problem, for which we derive a necessary condition for the existence of solutions, but show by a numerical computation that this condition is not sufficient. Observe that the condition (1.3) depends on n, unlike the condition in A.C. Lazer and D.E. Leach [3] .
The proof
The following elementary lemmas are easy to prove. Lemma 2.1 Consider a function cos(nt−ϕ), with an integer n and any real ϕ. Denote P = {t ∈ (0, 2π) | cos(nt−ϕ) > 0} and N = {t ∈ (0, 2π) | cos(nt− ϕ) < 0}. Then
Lemma 2.2 Consider a function sin(nt − ϕ), with an integer n and any real ϕ.
Proof of the Theorem 1.1: 1. Necessity. Given arbitrary numbers a and b, we can find a δ ∈ [0, 2π), so that
We multiply (1.1) by a cos nt, then by b sin nt, integrate and add the results
Using that x(t) is a 2π periodic solution, and Lemma 2.2, we have
and so
On the right in (2.1) we have the scalar product of the vector (A n , B n ) and an arbitrary unit vector. The condition (1.3) follows.
2. Sufficiency. We write our equation (x ′ + F (x)) ′ + n 2 x = e(t) in the system form
We see that if r(t) is large, r ′ (t) is bounded. It follows that there exists r 0 > 0, so that if |r(0)| > r 0 , then r(t) > 0 for all t ∈ [0, 2π], thus avoiding a singularity in (2.4) . Switching to the polar coordinates X(t) = r(t) cos θ(t) and Y (t) = r(t) sin θ(t), (2.4) becomes r ′ (t) = −nF 1 n r(t) cos θ(t) cos θ(t) + e(t) sin θ(t) . (2.5)
We have θ(t) = tan −1 Y (t) X(t) , and
In polar coordinates
We denote by r(t, c, ϕ) and θ(t, c, ϕ) the solution of the system (2.5), (2.6) satisfying the initial conditions r(0, c, ϕ) = c and θ(0, c, ϕ) = ϕ. −nF 1 n r(t) cos θ(t) cos θ(t) + e(t) sin θ(t) dt .
We have cos θ(t) = cos(nt − ϕ) + o(1), and sin θ(t) = sin(−nt + ϕ) + o(1), as c → ∞. Then, in view of (2.7) and Lemma 2.1, the integral on the right gets arbitrarily close to
for c sufficiently large. Since 2π, c, ϕ), θ(2π, c, ϕ) ) is a continuous map of the ball c ≤ c 3 into itself. By Brouwer's fixed point theorem it has a fixed point, giving us a 2π periodic solution. ♦
A boundary value problem
Consider the Dirichlet problem
Assume that F (x) satisfies (1.2), e(t) ∈ C[0, π]. The linear part has a kernel spanned by sin t. Denote A = π 0 e(t) sin t dt. Then from (3.1)
We conclude that
is a necessary condition for the existence of solutions.
It is natural to ask if the condition (3.2) is sufficient for the existence of solutions. The following numerical computations indicate that the answer is No.
Example We have solved the problem
. Here F (±∞) = ±1, and so the necessary condition for the existence of solutions is |A| < 2. Writing the solution as x(t) = ξ sin t + X(t), with π 0 X(t) sin t dt = 0, for each value of ξ we compute the value of A for which the problem (3.3) has a solution with the first harmonic equal to ξ, and that solution x(t), see P. Korman [2] for more details. (I.e., we compute the solution curve (A, x(t))(ξ).) In Figure 1 we 
