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Abstract
We present exact analytical solutions of the Dirac equation in (1 + 1)-dimensions
for the generalized Kratzer potential by taking the pseudoscalar interaction term as an
attractive Coulomb potential. We study the problem for a particular (spin) symmetry
of the Dirac Hamiltonian. After a qualitative analyse, we study the results for some
special cases such as Dirac-Coulomb problem in the existence of the pseudoscalar
interaction, and the ”pure” Coulomb problem by discussing some points about pseu-
dospin and spin symmetries in one dimension. We also plot some figures representing
the dependence of the energy on quantum number, and potential parameters.
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1 Introduction
The quantum systems are investigated by solving the Schro¨dinger equation for lower ve-
locities than the speed of light, and by solving the Klein-Gordon or the Dirac equation if
one takes into account the relativistic effects. In particular, the Dirac equation has to be
solved for including the spin effects. This equation is a milestone in the formulation of the
relativistic quantum mechanics, and used in a wide range of physical sciences from high
energy physics to quantum information [1], cavity quantum electrodynamics [2, 3], and
quantum fluctuations [4].
The form of Dirac equation and its bounded solutions including the pseudoscalar term
has received a special attention in literature. One reason is that the Dirac equation hav-
ing also pseudoscalar potential can be handled as a Sturm-Liouville problem [5, 6]. The
main symmetries of the Dirac equation written in terms of vector, scalar and pseudoscalar
potentials are parity, chirality and charge conjugation [7-9]. Under the discrete chiral trans-
formation which is related with γ5 and this matrix is placed as a factor in pseudoscalar term
in the Dirac equation, the sign of mass, scalar and pseudoscalar potentials are changed [7,
8].
In Ref. [10], the bound state solutions of the Dirac equation with pseudoscalar potential
have been studied for a linear potential. In Ref. [6], the solutions with corresponding
eigenfunctions have been presented with some unexpected results for a screened Coulomb
potential. The investigation of the Dirac equation with a pseudoscalar term have been made
for the Cornell potential in Refs. [9, 11]. The connection between spin and pseudospin
symmetries has been presented also with the Dirac equation having scalar, vector and
pseudoscalar terms for the case of the Coulomb potential [7]. In Ref. [8], the transmission
coefficient and resonant state energies of the Dirac equation having also pseudoscalar term
for the square potential have been studied and found that the bound states can exist
for a critical value of pseudoscalar potential. Arda and co-workers have investigated the
bound-state solutions with corresponding eigenfunctions of the Dirac equation for a mixed
vector-scalar-pseudoscalar Hulthe´n potential within the position-dependent mass formalism
[12] where the results for some specific q-values and for some PT -symmetric forms of the
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potential have been also presented.
We tend to obtain the results for the bound-state solutions of the Dirac equation in
(1+1)-dimensions for the generalized Kratzer potential by taking the pseudoscalar term as
an attractive Coulomb potential. One may obtain two uncoupled, Schro¨dinger-like equa-
tions from the Dirac equation in (3+1)D in the existence of a pseudoscalar potential having
a quantum number in the term proportional to 1/r2 which is related with the pseudospin
(spin) symmetry [13, 14]. It means that studying the bounded solutions for the Kratzer
potential could be interesting. This potential corresponds to the ”effective potential” ap-
pearing in the above uncoupled equations obtained only for the Coulomb potential. This is
the reason to add a Coulomb term as a pseudoscalar one. In the meantime, the Schro¨dinger
equation for the Kratzer potential is equivalent to that of a radial Coulomb problem with
an effective value of rotational angular momentum [15]. The bound-state solutions of the
Dirac equation for the pseudoscalar-Coulomb potential needs a critical analysis because the
spinor is not an eigenfunction of the parity operator [16]. The Hamiltonian for a spin-1
2
particle including the terms of inverse-squared and inversely linear fields with an anomalous
gyromagnetic ratio represents a dyon-system, and the same Hamiltonian similar to that of
the MIC-Zwanziger system describing a spin-0 particle in the same fields [17].
The spin and pseudospin symmetries are important subjects within the nuclear theory.
The relativistic Dirac Hamiltonian has some hidden symmetries. Within pseudospin sym-
metry, the total single-particle angular momentum splits into pseudo orbital and pseudo
spin angular momentum, i.e., ~J = ~˜L + ~˜S, so single-particle states with quantum num-
bers (n, ℓ, j = ℓ + 1/2) and (n − 1, ℓ + 2, j = ℓ + 3/2) are relabelled as pseudospin
doublets : (n˜ = n − 1, ℓ˜ = ℓ + 1, j˜ = ℓ˜ ± 1/2). Within the relativistic mean field,
the term, which is 1
E+2M∗−V
κ
r
d(2M∗−V )
dr
, in the uncoupled, Schro¨dinger-like equations for
spherical case is taken in connection with the spin-orbital potential, and in the absence of
the pseudo spin-orbital term, which is 1
E−V
κ
r
dV
dr
, occurs the pseudospin symmetry (here,
E = ǫ − M,V = VV + VS,M∗ = M + VS, and κ = −ℓ − 1 for j = ℓ + 1/2, κ = ℓ for
j = ℓ − 1/2 with the vector (VV ) and scalar (VS) potentials). The pseudospin approxi-
mation is observed if dV/dr = 0, but this condition is not satisfied in the nuclei and the
pseudospin symmetry is an approximation. This approximation will be good under the
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condition that
∣∣ 1
E−V
κ
r
dV
dr
∣∣ ≪ ∣∣∣κ(1−κ)r2 ∣∣∣. So the pseudospin symmetry is related with the
competition between the centrifugal barrier and the pseudo spin-orbital potential [18]. The
spin and pseudospin symmetries could be studied in (1 + 1)-dimensional Dirac equation
since the Dirac equation in (3 + 1)D with a mixing of spherically symmetric scalar, vector
and tensor interactions could be turned into the one in (1 + 1)D with a mixing of scalar,
vector and pseudoscalar interactions when the spin-half particle is forced to move in one
direction while the tensor interaction becomes a pseudoscalar one [19]. There is a contin-
uous effort about these subjects in different systems such as stable, deformed, exotic and
spherical nuclei, and about extending to include different perspectives such as perturbative
study or SUSY approach to them [14].
In the present paper, we obtain the results for the bounded solutions of the Dirac equa-
tion in (1 + 1)-dimension for the generalized Kratzer potential by adding a pseudoscalar-
Coulomb term for a particular symmetry. We plot some figures to support our analytical
results. We present the results for the ”pure” Coulomb problem in the existence of the
pseudoscalar interaction. We give the solutions for the case where vector part of the po-
tential is zero. We also study the analytical results for the non-relativistic limit where
the dependence of the energies on the pseudoscalar term changes slightly. We give our
conclusions in last Section.
2 Dirac Equation in 1 + 1 Dimensions
Time-independent Dirac equation describing a spin-1/2 particle, including scalar (VS(x)),
vector (VV (x)) and pseudoscalar (VP (x)) potentials can be written in terms of Σ = VV (x)+
VS(x), and ∆ = VV (x)− VS(x) as (~ = c = 1) [5-10, 20-24]{
σ1p+ σ3[M +
1
2
(Σ−∆)] + 1
2
(Σ + ∆) + σ2VP − E
}
Ψ(x) = 0 , (2.1)
where σ1, σ2 and σ3 are the Pauli spin matrices.
The one-dimensional Dirac equation is covariant under x→ −x if pseudoscalar potential
changes sign while vector and scalar part of potential remain unchanged. The sign of
the energy, of the pseudoscalar and of the vector potentials change under the symmetry
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operation of charge-conjugation. So, the Hamiltonian is not invariant under this symmetry
when it contains vector and pseudoscalar potentials. The other important operation for the
Dirac Hamiltonian is the discrete chiral transformation under which the sign of the mass,
of the scalar and of the pseudoscalar potentials are changed [7].
By taking the Dirac spinor as Ψ = (φ1, φ2)
t where t indicates the transpose, we obtain
the following first order coupled equations for upper and lower components(
d
dx
− VP
)
φ1(x) = i[E +M −∆]φ2(x) , (2.2)(
d
dx
+ VP
)
φ2(x) = −i[−E +M + Σ]φ1(x) . (2.3)
Writing φ2(x) in terms of φ1(x) with the help of Eq. (2.2), and inserting it into Eq.
(2.3) gives us
−d
2φ1(x)
dx2
+
[
(E +M)Σ + V 2P +
dVP
dx
]
φ1(x) = (E
2 −M2)φ1(x) , (2.4)
and by following similar steps, we obtain the second order equation for lower component as
−d
2φ2(x)
dx2
+
[
(E +M)Σ + V 2P −
dVP
dx
]
φ2(x) = (E
2 −M2)φ2(x) . (2.5)
where we write last two equations for the case where ∆ = 0 meaning that the Dirac equation
has the spin symmetry [18, 19] for E 6= M . The coupled equations in (2.2) and (2.3) have
been well studied in [9] for E = M where the authors obtained an extra solution for a
particular potential not studied in [11].
In the next Section, we solve the above equations by identifying the sum of the scalar,
and vector potentials as the generalized Kratzer potential and pseudoscalar potential by
taking as an attractive Coulomb potential.
3 Bound-State Solutions
The potentials in Eq. (2.4) can be written as
Σ = −2D
(
a
|x| −
1
2
qa2
x2
)
;VP = − b|x| , (3.1)
where D is the dissociation energy, a is related with the equilibrium internuclear distance, b
is a positive parameter, and the parameter q identifies generalization of the Kratzer potential
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such that for q = 1 the potential gives ’standard’ Kratzer potential while q = 0 corresponds
to Coulomb potential [25]. This form of the Kratzer potential gives the opportunity in
which we are able to study the results for the Dirac-Coulomb problem in the existence of
the pseudoscalar potential. This form of the ”effective” potential tells us that there are two
separated contributions coming from the Coulomb-like parts related with the parameters
a and b. The term proportional to 1/x2 which is more singular than −1/x could be seen
as a perturbative term to the Coulomb potential which has exact solutions for the Dirac
equation.
We take the problem on the half line because of the covariance of the Dirac equation
under the symmetry operation x → −x (should be imposed boundary conditions on Ψ(x)
at the origin and at infinity, if necessary) [9]. The components of the Dirac spinor on
the whole line with well-defined parities can be obtained with the help of Ψ(x) defined on
the half line [9]. So, inserting a new variable y = 2
√
M2 −E2 |x|, and writing the upper
component as φ1(x) ∼ e−y/2ypf(y) because of the normalizable asymptotic forms of the
solution, one obtains
y
d2f(y)
dy2
+ (2p− y) df(y)
dy
−
(
p−Da
√
M + E
M − E
)
f(y) = 0 . (3.2)
In order to solve this equation, we use an algebraic equation
p(p− 1)− ξ+ = 0 , (3.3)
with ξ+ = D(E +M)qa2 + b(b+ 1) and
p =
1
2
[
1±
√
1 + 4ξ+
]
, (3.4)
which helps us to clarify the required conditions for binding fermions in the Dirac equation:
ξ+, and hence the radicand in (3.4) can not be less than zero because of the bounding
condition −M < E < M . The value of ξ+ = −1/4 is not valid because the potential
parameters q and b are positive. So, there is just one possible value for p as p = 1
2
+√
1/4 + ξ+ .
Eq. (3.2) has a form of the Kummer’s equation (which is also known as confluent
hypergeometric equation) [21]
z
d2h(z)
dz2
+ (c2 − z) dh(z)
dz
− c1h(z) = 0 . (3.5)
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Its solution is
h(z) = AM(c1, c2, z) +Bz
1−c2U(c1, c2, z) . (3.6)
Here A and B are arbitrary constants and M(c1, c2, z) can also denoted as 1F1(c1, c2, z)
[26]. M(c1, c2, z) and U(c1, c2, z) are the confluent hypergeometric functions of first and
second kind, respectively. We must set the arbitrary constant B to zero in order to satisfy
boundary condition on the wavefunction for z → 0. The behaviour of confluent series for
|z| → ∞ is
1F1(c1, c2, z)→ Γ(c2)
Γ(c1)
ezzc1−c2 , (3.7)
which gives exponentially divergent wavefunction meaning that it could not be square
integrable. In order to avoid this divergence, the confluent hypergeometric function must
be cut off as confluent hypergeometric series which has finite terms meaning that c1 = −n
[26]. So, the solutions of (3.2) are given as
f(y) = A 1F1(p−Da
√
M + E
M −E , 2p, y) . (3.8)
The above requirement implies that the solutions in Eq. (3.8) can be written in terms of
the associated Laguerre polynomials L2p−1n (y) [26], and also an energy eigenvalue equation
M + En
M − En =
1
D2a2
[
n+
1
2
+
√
1
4
+ ξ+
]2
, (3.9)
with eigenfunctions including a normalization constant N
φ1(y) = Ne
−y/2y
1
2
[1+
√
1+4ξ+ ]L
√
(2b+1)2+4D(En+M)qa2
n (y) . (3.10)
We follow the same steps to get the lower component of the Dirac spinor. For this case,
we have the following algebraic equation for p
p(p− 1)− ξ− = 0 , (3.11)
with ξ− = D(E +M)qa2 + b(b− 1) and
p =
1
2
[
1±
√
1 + 4ξ−
]
. (3.12)
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Minimum value of ξ− is obtained for E → −M which gives us two values for b as b < 1/2
or b > 1/2 in order to get a real value of the squared root. We have two regions for
the parameter b as 0 < b < 1/2 or b > 1/2 because b should be positive. Under these
restrictions, the possible value of p is p = 1
2
+
√
1/4 + ξ− . The polynomial condition gives
the following eigenvalue equation
M + En
M − En =
1
D2a2
[
n+
1
2
+
√
1
4
+ ξ−
]2
, (3.13)
with eigenfunctions including a normalization constant N
φ2(y) = Ne
−y/2y
1
2
[1+
√
1+4ξ− ]L
√
(2b−1)2+4D(En+M)qa2
n (y) . (3.14)
The eigenenergies given in (3.9) and (3.13) are finite when n→ +∞, and it is clear that
the solutions for upper and lower components are symmetric under b→ b+1. The parameter
b in these equations, which controls the contribution of the pseudoscalar interaction to
the energy, is placed under square root, so the contribution to the energy coming from
the Coulomb-part of the potential is larger than the ones coming from the pseudoscalar
interaction. Figs. (1) and (2) show the variation of energies given in Eqs. (3.9) and (3.13)
for first three levels depending one some parameters. Fig. (3) represents the behavior of
the upper and lower components of the Dirac spinor, |φ1|2 and |φ2|2, and the probability
density, |φ1|2+ |φ2|2. The plot shows that the quantum number n determines the number of
nodes of φ1 and φ2. Note from the figure that, for the ground state, the probability density
increases towards to the ”center” (means that x→ 0) while it decreases for higher x-values,
whereas this situation is exactly opposite for two excited states. It is observed that |φ1|
is smaller than |φ2| for ground state while |φ2| is comparable to |φ1| for excited levels. de
Castro has discussed these results with the above restrictions for an ”effective” Kratzer
potential in details in the absence of the pseudoscalar term [27]. The author has analyzed
also some further restrictions and achieved a common eigenvalue equation. In Figs. (1)
and (2), wee see some intersection points which are nodes appearing in this one-dimensional
system in an effective potential having the form of the Kratzer potential. The effect of the
Coulomb part of the potential becomes more dominant while the value of b increases in the
region where the ground-state energy is grater than the others.
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Now we tend to analyze the case of the Dirac-Coulomb problem in the existence of the
pseudoscalar interaction term. For this aim, we set the parameter q to zero in Eq. (3.1).
For the upper component, we have p = 1 + b, and consequently the eigenvalue equation as
En =M
(n + 1 + b)2 −D2a2
(n + 1 + b)2 +D2a2
, (3.15)
with eigenfunctions
φ1(y) = Ne
−y/2y1+bL2b+1n (y) . (3.16)
For the lower component, we have p = b, and the eigenvalue equation as
En = M
(n+ b)2 −D2a2
(n+ b)2 +D2a2
, (3.17)
with eigenfunctions
φ2(y) = Ne
−y/2ybL2b−1n (y) . (3.18)
where N is normalization constant in Eqs. (3.16) and (3.18).
It is seen that we can obtain the results for the lower component by setting the parameter
b as b − 1 in (3.15) and (3.16). In order to get a non-negative value for the upper indices
of the associated Laguerre polynomials in Eq. (3.18) the region for b-values b > 1/2 has
to be taken into account. It is observed that the Coulomb-part of the Kratzer potential
has an increasing contribution to the energy while the one coming from the pseudoscalar
interaction decreases with increasing b.
We are ready to present briefly the results for the case where we take the vector potential
as VV (x) = 0. For this situation we have to set Σ = VS, and ∆ = −Vs in Eqs. (2.4) and
(2.5). In order to get the upper component of the Dirac spinor one solves the following
equation (
d2
dx2
− dVP
dx
− V 2P − 2MVS + E2 −M2
)
φ1(x) = 0 , (3.19)
and the lower component can be obtained from the equation
φ2(x) =
1
i(E +M + Vs)
(
d
dx
− VP
)
φ1(x) . (3.20)
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We restrict ourselves for a special value of the parameter q as q = 0 to present here our
results. Using the transformation y = 2
√
M2 −E2 |x|, and writing the new wavefunction
as φ1(x) ∼ e−y/2ypf(y), one obtains
y
d2f(y)
dy2
+ (2p− y) df(y)
dy
−
(
p− 2DMa√
M2 − E2
)
f(y) = 0 , (3.21)
where we set p(p − 1)− b(b + 1) = 0. Eq. (3.21) has a form of the Kummer’s differential
equation as in the case of Eq. (3.2). Due to similar analysis on the boundary conditions
should be satisfied by the wave function we write the solution as
f(y) = A 1F1(p− 2DMa√
M2 −E2 , 2p, y) . (3.22)
This solution is finite if we write p− 2DMa√
M2−E2 = −n which gives the energy spectrum as
En = ±M
√
1− 4D
2a2
(n+ 1 + b)2
, (3.23)
and the corresponding wave functions with a normalization constant N
φ1(y) = Ne
−y/2y1+bL2b+1n (y) , (3.24)
where we have to chose p = 1 + b from the algebraic equation because of the asymptotic
behaviour of the wave function. The energy eigenvalues are finite when n→ +∞, and these
results are in consistent with the ones given by de Castro who analyzes the restrictions of
the problem beyond the formal results [27].
We solve the following Schro¨dinger-like equation for investigating the contribution com-
ing from the pseudoscalar interaction for the non-relativistic case [6]
−d
2φ1(x)
dx2
+
[
2M(VV + VS) + V
2
P +
dVP
dx
]
φ1(x) = 2M(E −M)φ1(x) , (3.25)
in which vector and scalar parts of the potential are coupled to the mass while the pseu-
doscalar term does not a connection with them as expected. So, we could predict that the
dependence of the bound-state energies on the parameter b is different from the ones ob-
tained for the relativistic case. Here, the other component is given as φ(x)2 = (p/2M)φ1(x).
Defining a new variable y = 2
√
2M(M − E) |x| in (3.25), writing the upper component
of the Dirac spinor as φ1(x) ∼ e−y/2ypf(y) gives
y
d2f(y)
dy2
+ (2p− y) df(y)
dy
−
(
p−
√
2M Da√
M − E
)
f(y) = 0 , (3.26)
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which has the eigenvalues
En = M

1− 2
(
2Da
2n+ 1 +
√
(2b+ 1)2 + 8MDqa2
)2 , (3.27)
which are finite when n goes to infinity. The corresponding eigenfunctions are given
φ2(y) = Ne
−y/2y
1
2
[1+
√
(1+2b)2+8MDqa2 ]L
√
(1+2b)2+8MDqa2
n (y) . (3.28)
where N is a normalization constant.
The eigenfunctions are obtained again in terms of the Laguerre polynomials while the
bound state energies have no longer a linearly dependence on the parameter b, this is so
because the vector part of the potential is not coupled to the energy of the whole system
in the non-relativistic case. It is worth to say that the result given in Eq. (3.27) is similar
to the one obtained in Ref. [17], since our Hamiltonian and the Hamiltonians used in
Ref. [17] have the same structures. So, the problem in 3D stated in Ref. [17] could be
seen as the one of a spin-1
2
particle moving in an effective one-dimensional Kratzer-type
potential because of the pseudoscalar term in Dirac equation. In this reference, the authors
explore an algebraic pattern constructed on these Hamiltonians, and call it a ’new, subtle’
SUSY. The studying of the dynamical quantities within this ’new’ supersymmetry could
be generalized to the case where the Hamiltonian has an additional pseudoscalar term.
4 Conclusions
We have studied the analytical solutions of the Dirac equation in (1 + 1)-dimensions by
taking the vector and scalar part of the potential as a generalized Kratzer potential and by
taking the pseudoscalar term as an attractive Coulomb potential. The effect of a Coulomb-
like potential taking as a pseudoscalar interaction on the Dirac eigenenergies are remarkable.
We have presented the results for the Dirac-Coulomb problem, and also studied the results
for the non-relativistic case. We have also visualized variation of energy values in a few
plots which make our analytical results more clear.
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Figure 1: The variation of energy of upper component versus a, b and q, respectively
(M = 1).
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Figure 2: The variation of energy of lower component versus a, b and q, respectively (M =
1).
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Figure 3: The dependency of |φ1|2, |φ2|2, and |φ1|2 + |φ2|2 on x where (a) for n = 0, (b) for
n = 1, and (c) for n = 2.
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