In this paper, some erroneous results for a dependent setup arising from independent sequence of Bernoulli trials are corrected. Next, a Stein operator for discrete Gibbs measure is derived using PGF approach. Also, an operator for dependent setup is derived and shown as perturbation of the Stein operator for discrete Gibbs measure. Finally, using perturbation technique and explicit form of distributions from discrete Gibbs measure, new error bounds between the dependent setup and Poisson, pseudo-binomial and negative binomial distributions are obtained by matching up to first two moments.
Introduction
Runs and patterns is an important topic in the areas related to probability and statistics such as, reliability theory, meteorology and agriculture, statistical testing and quality control among many others (see Balakrishnan and Koutras [5] , Kumar and Upadhye [21] and Dafnis et al. [14] ). The research in this topic initiated with the runs related to success/failure (see Philippou et al. [24] and Philippou and Makri [25] ). A series of articles later followed in this area, see Aki [1] , Aki et al. [2] , Antzoulakos et al. [3] , Antzoulakos and Chadjiconstantinidis [4] , Balakrishnan and Koutras [5] and Makri et al. [22] and references therein. Furthermore, Haung and Tsai [17] extended the pattern by considering runs of failures and successes together which is known as (k 1 , k 2 )-runs or modified distribution of order k. Recently, Dafnis et al. [14] studied three different types of (k 1 , k 2 )-runs, as described below. Let η 1 , η 2 , . . . , η n be a finite sequence of independent Bernoulli trials with success probability P(η i = 1) = p and failure probability P(η i = 0) = q = 1 − p. Then, three types of dependent setups can be observed for any pair of positive integers (k 1 , k 2 ), excluding (0, 0), as follows:
(T1) at least k 1 consecutive failures followed by at least k 2 consecutive successes.
(T2) exactly k 1 consecutive failures followed by exactly k 2 consecutive successes.
(T3) at most (at least one) k 1 consecutive failures followed by at most (at least one) k 2 consecutive successes.
Let B n k1,k2 , M n k1,k2 and N n k1,k2 be the number of occurrences of the events of first, second and third kind out of n trials respectively. However, the distribution of the event of first type (B n k1,k2 ) is studied by Huang and Tsai [17] in 1991 where probability generating function (PGF), recursive relations for probability mass function (PMF), Poisson convergence and an extension of this distribution is given. Recently, approximation problem related B n k1,k2 is studied widely, for example, Poisson approximation to B n k1,k2 is given by Vellaisamy [29] , binomial convoluted Poisson approximation to B n 1,1 is studied by Upadhye et al. [28] , negative binomial approximation to waiting time for B n k1,k2 and pseudo-binomial approximation to B n k1,k2 are given by Kumar and Upadhye [20, 21] .
In this paper, we focus on the distribution of M n k1,k2 . First, we rederive recursive relations in PGFs, PMFs and moments and obtain explicit forms of PGF and PMF. We also rederive PGF, recursive relations in PMFs and moments of waiting for M n k1,k2 which correct some erroneous results of Dafnis et al. [14] (see Remark 3.2). Next, we derive a Stein operator for M n k1,k2 as perturbation of discrete Gibbs measure (DGM). Further, we obtain new bounds for approximation of M n k1,k2 to Poisson, pseudo-binomial and negative binomial distributions by matching the parameters.
Next, Stein's method (Stein [27] ) is used to derive bounds between M n k1,k2 and Poisson, pseudo-binomial and negative binomial distributions. Stein's method can be described in three steps. First, we obtain an operator (known as Stein operator denoted by A X for a random variable X) which is acting on a large class of functions
There are several approaches to obtain Stein operators. However, we use PGF approach given by Upadhye et al. [28] . In the second step, we obtain the solution of Stein equation where J = {1(S)| S measurable} and 1(S) is the indicator function of the set S. For more details and applications, see Barbour [6] , Barbour and Chen [8] , Barbour et al. [7, 9, 10] , Čekanavičius [11] , Chen et al.
[13], Eichelsbacher and Reinert [15] , Norudin and Peccati [23] , Ley et al. [19] , Reinert [26] and references therein. This paper is organized as follows. In Section 2, we first explain Markov chain embedding technique which is useful to derive double generating function of finite integer valued random variables. Next, we discuss some known results for Poisson, pseudo-binomial and negative binomial approximations. In Section 3, we rederive recursive relations in PGFs, PMFs, and moments for M n k1,k2 and obtain PGF and PMF. Next, we rederive PGF, recursive relations in PMFs and moments of waiting time for M n k1,k2 . In Section 4, we obtain recursive relations in PGFs and its derivative which are useful in deriving Stein operator for M n k1,k2 via PGF approach. In Section 5, we derive a Stein operator for M n k1,k2 as perturbation of DGM. Finally, in Section 6, we obtain new error bounds in total variation distance between M n k1,k2 and Poisson, pseudo-binomial and negative binomial distributions by matching first and second moments.
Known Results
In this section, we first describe Markov chain embedding technique which is useful to obtain the double generating function for the distributions of runs and waiting time distributions of runs.
Let Z n be a non-negative finite integer valued random variable which is obtained by observing a specific pattern from a sequence of Bernoulli trials. Then, a Markov embedding technique (see Fu and Koutras [16] , Koutras [18] , Balakrishnan and Koutras [5] and Dafnis et al. [14] ) is used to obtain the exact distribution for Z n and the technique is as follows: Definition 2.1. The random variable Z n is called Markov chain embeddable variable of binomial type (MVB) if there exists a Markov chain {Y t : t ≥ 0} defined on discrete space Ω such that (i) Ω can be partitioned as
(ii) P(Y t ∈ C y |Y t−1 ∈ C x ) = 0 for all y = x, x + 1 and t ≥ 1.
Note that, only two transitions from C x to C x and C x+1 are possible which yield the following m × m matrices:
Let ℓ n = sup{x : P(Z n = x) > 0},1 = (1, 1, . . . , 1) 1×m and the initial distribution of Markov chain is denoted by
Then, from the convention the P(Z 0 = 0) = 1, we have π 01 ′ = 1 and π x1 ′ = 0 for 1 ≤ x ≤ ℓ 0 . Next, let φ n (t) and Φ(t, z) denote the single and double generating function of Z n , i.e.,
Also, let M r (t) and M (t, z) be the single and double generating for ρ r which is the waiting time of r-th occurrence of Z n . i.e.,
Now, we have the following result for the double generating for Z n and ρ r .
Theorem 2.1. Let I be m × m identity matrix, A = A t (x) and B = B t (x) for all t ≥ 1 and x ≥ 0, then
For more details, we refer the reader to Antzoulakos et al. [3] , Balakrishnan and Koutras [5] , Dafnis et al. [14] , Fu and Koutras [16] , Koutras [18] and references therein. Next, we discuss some relevant results on Stein's method. Let X 1 , X 2 and X 3 follow Poisson (with parameter λ), pseudo-binomial (with parameterα andp) and negative binomial (with parameterα andp) distribution respectively with PMFs
whereα,α > 0 and 0 <p,p < 1 withq = 1 −p,q = 1 −p, ⌊α⌋ is the greatest integer function ofα and
. Now, throughout this paper, let G be the set of all bounded functions and G X = {g : g ∈ G such that g(0) = 0 and g(x) = 0, for x / ∈ Supp(X)} be associated with Stein operator A X , where Supp(X) denotes the support of a random variable X. From (4), (5) and (6) of Upadhye et al. [28] , Stein operators for X 1 , X 2 and X 3 are given by
and m = 0, 1, 2, . . . ,
and m = 0, 1, 2, . . . and the bounds for the solution of the Stein equation for Poisson, pseudo-binomial and negative binomial distributions respectively is given by
For more details, we refer the reader to Čekanavičius and Roos [12] , Upadhye et al. [28] and Vellaisamy et al. [30] and references therein.
-runs and Related Distributions
In this section, we first formulate the distribution of M n k1,k2 mathematically. Next, we derive the recursive relations for PGFs, PMFs and moments and obtain the PGF and PMF by solving the recursive relations. Finally, we derive the PGF for waiting time distribution and obtain the recursive relations in PMFs and moments of waiting time distribution.
Recall that M n k1,k2 is the distribution of observing the event exactly k 1 consecutive failures followed by exactly k 2 consecutive successes. Mathematically, it can be formulated as
Next, we derive the distribution of M n k1,k2 and waiting time for M n k1,k2 .
Distribution of
We use Markov chain embedding technique, as described in Section 2, to obtain the distribution of M n k1,k2 (see Dafnis et al. [14] ). Using (2), we can write M n k1,k2 in MVB as follows:
,k2 occurred x times in the first t outcomes and
• j = 0, if η t = 1 and there is no pattern with exactly k 1 failures before η t . If there is pattern with exactly k 1 failures then there is no pattern of k 2 − 1 successes followed by exactly k 1 failures before η t .
• j = i, 1 ≤ i ≤ k 1 , if η t = η t−1 = · · · = η t−i+1 = 0 and the (t − i)-th outcome is a success (if exists).
• j = k + 1 , if there is pattern of more than k 1 failures. i.e., there exists a positive integers l ≥ k 1 + 1 such that η t = η t−1 = · · · = η t−l+1 = 0.
Also, we say the pattern is complete if the failure occurs after exactly k 1 consecutive failures followed by exactly k 2 consecutive successes. Now, M n k1,k2 becomes MVB with this setup and π 0 = (1, 0, . . . , 0) 1×(k1+k2+2) ,
where A is (k 1 + k 2 + 2) × (k 1 + k 2 + 2) matrix and B is the matrix of entries zero except (k 1 + k 2 + 2, 2) which is equal to q. Therefore, from Theorem 2.1, the double generating function of M n k1,k2 is given by
.
Now, using Φ(t, z), the following recursive relations follow:
,k2 satisfy the following recursive relation 
j ] be the j-th moment of M n k1,k2 . Then, for j ≥ 1, µ n,j satisfy the following recursive relation
The proofs of Theorems 3.1, 3.2 and 3.3 follow using steps similar to the proofs of Theorems 3.1, 3.2 and 3.3 of Dafnis et al. [14] . Next, we solve the recursive relations and derive the PGF and PMF of M n k1,k2 . Theorem 3.4. The PGF of M n k1,k2 is given by
where
Using similar steps for l and r, we have
Now, from (3), we get
Comparing the coefficients of z n , we get the required result.
Proof. Multiplying by z n 1 z m 2 and taking summation over n and m in recursive relation of Theorem 3.2, we have
For
Next, following steps similar to the proof of Theorem 3.4, we get
Substituting in (4) and comparing the coefficients of z n 1 z m 2 , we get the required result.
Remark 3.1. Dafnis et al. [14] also observed the distribution of exactly k 1 consecutive failures followed by exactly k 2 consecutive successes out of n trials, where the concept of failure after this pattern is not considered which is essential to clarify that the pattern is exact or not. The PGF and PMF of Dafnis et al. [14] , which is ψ n (t) andp m,n respectively, seem to satisfy the condition of PGF and PMF. But the distribution of waiting time is not satisfying the necessary condition of PGF which is shown in Remark 3.2.
Waiting Time for
Let W r be the waiting time for M n k1,k2 . Then, using Theorem 2.1, the double generating function of W r can be easily calculated. Also, using double generating function, we derive the PGF, recursive relations in PMFs and moments as follows: Theorem 3.6. The PGF of W r , for r ≥ 1, is given by
Theorem 3.7. Let f r (m) = P(W r = m) be the PMF of W r , then f r (m) satisfies the following recursive relation
for r ≥ 2 and m ≥ rk + 1 with initial condition f 0 (m) = δ m,0 , f r (m) = 0 for m ≤ rk and
and
where δ m,0 is the Kronecker delta function.
be the j-th moment of W r . Thenμ r,j satisfy the following recursive relatioñ
with initial conditionμ 0,j = δ j,0 and
The proofs of Theorems 3.6, 3.7 and 3.8 follow from the Theorems 4.4, 4.5 and 4.6 of Dafnis et al. [14] .
Remark 3.2. In Theorem 4.4 of Dafnis et al. [14] , the PGF for r-th waiting time is given by
The necessary condition of PGF is H r (1) = 1 but here, we have H r (1) = 1/q = 1. So, H r (z) is not the PGF for r-th waiting time distribution and also the recursive relations in Theorems 4.5 and 4.6 are not correct. Also, in similar spirit, we can say that Theorem 3.4, 3.5 and 3.6 may not be correct, as both the results derived by using same matrices A and B. Hence, we have corrected some results of Dafnis et al. [14] , Theorems 4.4, 4.5 and 4.6.
Recursive Relations
In this section, we derive the recursive relations between PGF and its derivative for M n k1,k2 which are used in Section 5. Define
Lemma 4.1. The PGF of M n k1,k2 satisfies the following recursive relations
Proof. (i) From (3), the double PGF of M n k1,k2 is given by
Differentiating (5) w.r.t. t and z, we have (7) and subtracting, we get
Now, adding (6) and (8) yields to
(ii) Multiplying by (k + 1) in (6) and adding with (9), we have
Following steps similar to the proof of Theorem 3.4, it can be easily seen that
Substituting in (10) and comparing the coefficients of z n , we get
This proves (ii).
Discrete Gibbs Measures and Stein Operator
In this section, using PGF approach, we derive Stein operator for DGM and a Stein operator for M n k1,k2 as perturbation of DGM. DGM contains family of discrete distributions and its PMF is given by
where w > 0 is fixed, N ∈ N 0 ∪{∞}, U : N 0 → R be a function and β = 
The PGF of DGM is given by
Therefore, Stein operator for DGM can be calculated using PGF approach as follows Also, this expression can be directly computed by (11) . Let g ∈ G γ , then 
This implies
Hence, Stein operator of DGM is given by
This Stein operator is same as (1.9) of Eichelsbacher and Reinert [15] . For more details, we refer the reader to Eichelsbacher and Reinert [15] . Next, we derive Stein operator for M n k1,k2 as perturbation of DGM.
Theorem 5.1. Assume that e U(m+1)−U(m) = a + bm, then a Stein operator of M n k1,k2 is given by
Proof. From Lemma 4.1, we have
We know that
and it can be easily seen that
Substituting (13) and (14) in (12), we have
Multiplying by (1 − wbt) and collecting the coefficients of t m , we get
This implies
Interchanging m and l for second and third terms, we get
Hence, Stein operator of M n k1,k2 is given by
This proves the result.
Approximation Results
In this section, we derive error bounds in total variation distance between M n k1,k2 and Poisson, pseudo-binomial and negative binomial by matching first moment. Also, we derive bounds by matching first two moments for pseudo-binomial and negative binomial distributions.
From Theorem 3.4 or (2), it can be easily seen that
n(k 2 + 3k + 20) − (17k 3 + 63k 2 + 72k + 24) + 2(n + 3k + 6)
(k+2) n−k−1 , i = 6.
One-parameter Approximation
For one-parameter approximations, we derive error bounds between M n k1,k2 and Poisson, pseudo-binomial and negative binomial distributions, using Stein operator obtained in Section 5, by matching first moment. Recall that a Stein operator for M n k1,k2 is given by
where A γ is a Stein operator for DGM and U is a perturbed operator. Taking expectation of U w.r.t. M n k1,k2 , we have
Observe that n−k−s−i+1 k ≤ ⌊n/k⌋ for all s and i, we replace
by ⌊n/k⌋ because p m,n−k−s−i+1 become zero outside of its range. Hence,
Poisson Approximation
Let us take U (m) = −λ, w = λ, and β = 1 in (11). Then, γ = X 1 follows Poisson distribution with parameter λ. Now, matching mean of X 1 and M n k1,k2 as
we have the following result.
Theorem 6.1. Let n ≥ 3k with (17), then
n,k .
Proof. Note that e U(m+1)−U(m) = 1, i.e, a = 1 and b = 0. Therefore, from (16), we have
It is known that
Substituting (19) in (18), we have
Using (15), this expression leads to
Using (17), it can be verified that
The expression (20) now becomes
Therefore,
Observe that
Hence, for
, we get
Using (1), we get required result.
Pseudo-binomial Approximation
Let β = R, w =p/q and U (m) = log(α(α − 1) · · · (α − m + 1)) +α logq, then γ = X 2 follows pseudo-binomial distribution with parameterα andp. Now, for one-parameter approximation, we match the first moment of X 2 and M n k1,k2 as follows:
Here, matching can be done into two ways, either fixα and findp or fixp and findα.
Theorem 6.2. Let n ≥ 3k with (22), then
n,k a(p) .
Proof.
Observe that e U(m+1)−U(m) =α − m, i.e., a =α and b = −1. Also, we know that if
is also a Stein operator. Therefore, multiplying byq, we get Stein operator of our interest. Hence, from (16), we have
Putting (19) in (23) and using (15), we have
Using (22), it can be easily seen that
Hence, for g ∈ G X2 ∩ G M n k 1 ,k 2 and using (21), we get
From (1), we get the required result.
Negative binomial Approximation
Suppose β = 1, w =q and U (m) = log(α(α + 1) · · · (α + m − 1)) +α logp, then γ = X 3 follows negative binomial distribution with parameterα andq. To obtain error bound for one-parameter approximation, match the first moment of X 3 and M n k1,k2 as follows:αq
Here, we have flexibility to choose any oneα orp and match other one.
Theorem 6.3. Let n ≥ 3k with (25), then
n,k pa(p) .
Proof.
We have e U(m+1)−U(m) =α + m, i.e., a =α and b = 1. Therefore, from (16), we have
Substituting (19) in (26) and using (15) , the expression leads to
Using (25), it can be easily seen that
Hence, for g ∈ G X3 ∩ G M n k 1 ,k 2 and using (21), we get
From (1), we get the required result. (ii) We can derive approximation results for any DGM with e U(m+1)−U(m) = a + bm by following steps similar to the proof of Theorem 6.1.
(iii) Bounds obtained in Theorems 6.1, 6.2 and 6.3 are always valid for all p, q and k ≥ 8. For k ≤ 8, either p or q should be sufficiently small.
Two-parameter Approximation
We first discuss the total variation distance between M n k1,k2 and M n k1,k2 + 1 which is useful to obtain error bounds for two-parameter approximation. We know that
Therefore, it can be easily seen that
where, for i = 1, 2
Next, we derive error bounds for pseudo-binomial and negative binomial distributions by matching first two moments.
Pseudo-binomial Approximation
For two-parameter approximation, match the first two moments as follows:
This givesα
Next, using Theorem 5.1 with (29), we have the following result for two-parameter approximation.
Theorem 6.4. Let n ≥ 5k and s n,k > 0 with (29) , then
n,k + c
n,k a(p)
, M n−3k−3 k1,k2
+ 1 ,
+ 1 is as defined in (28).
Proof. We know that
Substituting (19) and (30) in (24), we get
Using (15), we have
From (29) , it can be easily verified that
and using (21), we get
+ 1
Negative binomial Approximation
For negative binomial two-parameter approximation, match the first two moments as follows:
Theorem 6.5. Let n ≥ 5k and s n,k < 0 with (31), then
n,k + qpc
Proof. Substituting (19) and (30) in (27) , we get
Using (15), the expression leads to Hence, for g ∈ G X3 ∩ G M n k 1 ,k 2 and using (21), we get
≤ 2 ∆g (2 + qp)a(p)
n,k pa(p)
n,k + qpc (6) n,k q d T V M n−3k−2 k1,k2
, M n−3k−2 k1,k2
Remarks 6.2. (i)
Note that there is no condition on s n,k for one-parameter approximation. But, for twoparameter approximation, s n,k > 0 for pseudo-binomial as mean should be larger than variance and s n,k < 0 for negative binomial as mean should be smaller than variance.
(ii) We can derive approximation results for any DGM with e U(m+1)−U(m) = a + bm and necessary condition for s n,k by following steps similar to the proof of Theorem 6.4.
(iii) Next, we compare one and two-parameter approximation results for particular values of n, k 1 , k 2 and q, and demonstrate the admissibility of parameters as follows: Note that two-parameter approximation is better than one-parameter approximation, as expected.
