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Summary
If fuel cell technology – with its inherent benefits of high efficiency and
low emissions – is to be used in decentralised power sources, in mobile or
transportation applications, the systems have to be able to adapt to fast
load changes and varying operating conditions.
In order to achieve such performance, the balance of plant systems –
typically governed by an on-board system controller – need to dynamically
supply the fuel cell stack with reactant gases at the right flow rates,
pressures and humidities while keeping the fuel cell at its correct operating
temperature. Since best overall system performance is achieved by using
model-based controllers, an appropriate model is required to implement
such controllers.
This thesis provides a control-oriented state space model for a PEM fuel
cell system. The model describes the effects of a user interaction with any
of the balance of plant actuators on overall system performance.
The system model is elaborated in a two-step process. In a first step, an
analytical, steady state, cell-averaged, isothermal fuel cell stack model is
developed. The model predicts the fuel cell voltage and membrane water
content as a function of the stack’s operating conditions – i.e. reactant
flow rates, pressures and humidities as well as cell temperature. It provides
an analytical expression to the overall water transport within the fuel cell
stack.
In the second step, dynamic state space models are developed for the
balance of plant systems. They link the effects of the auxiliary systems’
actuators to the evolution of the operating conditions for the fuel cell stack.
In the context of this thesis, state space models for a non-pressurised
air supply subsystem, for a recirculating, pressurised hydrogen supply
subsystem and for a liquid cooled thermal management subsystem are
elaborated.
A dedicated fuel cell test bench has been developed that was used to
experimentally validate the proposed models.
iii

Résumé
Les pile à combustible sont aujourd’hui pressenties pour la production
d’énergie décentralisée, pour des applications mobiles ou encore dans le
secteur des transports. Elles possèdent en effet les avantages inhérents
de rendements élevés et de faibles émissions. Cependant, pour de telles
applications, elles doivent être capable de suivre des changements de charge
rapides et de s’adapter à des conditions de fonctionnement variables.
Pour arriver à des telles performances, les systèmes auxiliaires – typi-
quement contrôlés par des régulateurs intégrés – doivent dynamiquement
alimenter la pile avec les réactants aux bons débits, pressions et humidités,
tout en maintenant une température idéale. Comme les meilleures perfor-
mances sont obtenues en utilisant des régulateurs à base de modèles, il
faut disposer d’un modèle approprié du système pour implémenter de tels
régulateurs.
Cette thèse développe un modèle pour un système pile à combustible
PEM. Le modèle décrit les effets d’une interaction de l’utilisateur avec les
systèmes auxiliaires sur les performances de la pile à combustible.
Le modèle est établi en deux parties. Dans une première partie, un
modèle analytique, isotherme, moyenné sur la cellule et en régime établi
est développé. Le modèle prédit la tension de cellule et le contenu en eau
de la membrane en fonction des conditions des réactants d’une part, et de
la température d’autre part.
Dans une deuxième partie, des modèles d’état dynamiques sont dévelop-
pés pour les systèmes auxiliaires. Ils font le lien entre les actuateurs des
systèmes auxiliaires et l’évolution des conditions de fonctionnement de la
pile. Dans le contexte de cette thèse, des modèles d’état sont établis pour
un système d’approvisionnement en air non pressurisé, pour un système
d’approvisionnement en hydrogène pressurisé à re-circulation et pour un
système de contrôle de température.
Un banc de test dédié a été développé lors de cette thèse. Les modèles
établis y ont été vérifiés expérimentalement.
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Zusammenfassung
Damit Brennstoffzellen, mit ihren inhärenten Vorteilen von gutem Wir-
kungsgrad und geringen Emissionen, als dezentrale Kraftwerke, in mobilen
Anwendungen oder im Transportsektor zum Einsatz kommen können, müs-
sen sie sich schnell ändernden Last- und Betriebsbedingungen anpassen
können.
Um solche Eigenschaften zu erreichen müssen die Hilfsaggregate, typi-
scherweise durch integrierte Regler gesteuert, die Brennstoffzelle dynamisch
mit der richtigen Menge an korrekt konditionierten Reaktionsgasen ver-
sorgen und das System bei der optimalen Temperatur halten. Da beste
Resultate durch modell-basierte Regler erreicht werden, muss ein geeignetes
Modell zur Verfügung stehen um solche Regler zu implementieren.
Diese Arbeit stellt ein regelungsorientiertes Zustandsmodell eines PEM
Brennstoffzellensystems bereit. Das Modell beschreibt die Auswirkungen
einer Interaktion mit den Hilfsaggregaten auf die Systemleistung.
Das Modell wird in zwei Stufen entwickelt. In einer ersten Stufe wird
ein analytisches, eingeschwungenes, zellengemitteltes, isothermes Brenn-
stoffzellenmodell entwickelt. Das Modell berechnet die Zellspannung und
den Wassergehalt der Membran als Funktion der Betriebsbedingungen, das
heisst Zelltemperatur und Massenstrom, Druck und Feuchte der Reakti-
onsgase. Eine analytische Beschreibung des Wassertransports in der Zelle
wird erarbeitet.
In der zweiten Stufe werden dynamische Zustandsmodelle für die Hilfs-
aggregate entwickelt. Diese Modelle formen das Bindeglied zwischen den
Stellorganen der Hilfsaggregate und den daraus resultierenden Betriebs-
bedingungen des Stapels. In dieser Arbeit werden Zustandsmodelle für
eine nicht mit Druck beaufschlagte Luftspeisung, eine mit Druck beauf-
schlagte, rezirkulierende Wasserstoffspeisung sowie für eine wassergekühlte
Temperaturregelung erarbeitet.
Ein Brennstoffzellenteststand wurde entwickelt und die erarbeiteten
Modelle darauf experimentell verifiziert.
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1
Introduction
1
1.1. THE GLOBAL PICTURE
1.1. The Global Picture
Transforming today’s non-sustainable energy usage into a glob-
ally sustainable energy economy is one of mankind’s key chal-
lenges for the current century.
This transformation process encompasses a multitude of different aspects
– technological, social, and economical.
It involves abandoning or changing energetically aberrant habits. Why
is a mass of 1.5 tonnes displaced to transport one person for a couple
of kilometres? Why is food transported around the globe when similar
products are available locally? It involves energy prices reflecting a true
and sustainable cost instead of excavation, transport and tax.
It involves technological advances to increase the efficiency of energy
transformation and storage processes. It involves technological advances to
develop more energy efficient transportation systems and housing.
While social and economical changes present a huge – and sadly so far
untapped – potential in the reduction of current energy consumption, it is
not enough. Technological advances are required to be able to successfully
use renewables as a primary energy source. The reason lies in the stochastic
nature of many renewable energy sources (i.e wind or solar power) as well
as their limited availability.
Technological advances therefore need to provide solutions to the follow-
ing two problems:
1. Efficient Energy Conversion
2. Energy Storage
1.2. Fuel Cells and The Hydrogen Economy
Fuel Cell (FC) technology with its inherent benefits of high efficiency –
almost twice that of a traditional internal combustion engine – and low
emissions addresses efficient energy conversion. Additionally, its fuel of
choice, hydrogen, provides a solution to the storage problem, allowing
energy from renewable, fluctuating sources to be stored and transported
until it is being used.
While hydrogen can be used as a means of storing energy [1], this only
makes sense for renewable energy that could otherwise not be used. As a
matter of fact, the hydrogen production-storage-usage cycle efficiency is
rather low [2, 3].
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1.3. Introduction to Fuel Cells
Fuel Cells are electrochemical energy converters. They can be regarded
as black-boxes (see Figure 1.1) converting chemical energy contained in
a fuel directly into electrical energy while generating heat and water as
by-products.
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Figure 1.1: Schematic representation of different energy (battery, fuel cell
and internal combustion engine) converters in the form of black-boxes.
The basic mechanism underlying this conversion is the same as the one
for batteries. The primary difference being that the battery contains the
reactants (i.e. fuel and oxidant) that generate electricity whereas those
reactants need to be supplied externally to the fuel cell. In other words,
a battery needs to be thrown away or recharged once those reactants are
depleted while the fuel cell can be refuelled more easily and quickly by
either refilling the tank with fuel (hydrogen) or replacing the fuel reservoir.
In this respect they are comparable to internal combustion engines (ICE)
which, when provided with fuel and air, generate mechanical power with
heat and exhaust gases as byproducts.
The main advantages of fuel cells with respect to traditional energy
converters are:
• A high conversion efficiency. Moreover, that efficiency increases with
diminishing load, a very interesting characteristic for the transport-
ation sector where part load operation is the rule and ICEs run at
reduced efficiency in low load conditions (see Figure 1.2).
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Figure 1.2: Typical Internal Combustion Engine and Fuel Cell efficiencies
as a function of engine load. The bar-graph depicts the percentage at which
the corresponding engine load occurs in the European ECE-15 driving
cycle. Data from [4].
• Very low emissions. The actual emission level depends on the fuel
– for cells fed by pure hydrogen, true zero-emission performance is
achieved since the only reaction product is water. Even if natural
gas or petrol is used as a fuel through a reforming process, CO2
emissions will be lower than a comparable ICE due to the fuel cell’s
higher efficiency. Additionally, no toxic nitrogen oxides (NOx) are
generated.
• Low noise levels. Since the electrochemical reaction is a conversion
process that requires no moving parts, operation of the fuel cell is
completely silent. A fuel cell system, with all the necessary systems
for cooling, power conversion and air and fuel supply will emit some
noise, mainly due to the air compressor.
• System scalability. Due to their construction, fuel cell systems are
modular power generators. Efficient systems can be built for power
levels from several Watts to several Mega Watts.
The discovery of the fuel cell is generally attributed to Sir William R.
Grove who depicted the first useful fuel cell in his article On the Gas
Voltaic Battery - Voltaic Action of Phosphorus, Sulphur and Hydrocarbons
[5] published in 1845. With the ongoing development of the already
successful steam engine and the later discovery of the internal combustion
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engine and its adaptation for the transport sector, fuel cells did not see
any industrial development until well into the 20th century.
Since then, different types of fuel cells have been developed. They are
typically classified by either their operating temperature or the type of
electrolyte. Table 1.1 gives an overview of the main classes of fuel cells
with their associated fuels, operating temperatures and electrolyte types.
Fuel Cell Electrolyte Charge Temperature Fuel
Type Carrier
PEMFC solid H+ 50–90 ◦C H2
DMFC solid H+ 50–90 ◦C CH3OH
AFC liquid OH− 60–250 ◦C H2
PAFC liquid H+ 160–250 ◦C H2
MCFC liquid CO2−3 ≈ 650 ◦C H2, CO, CH4
SOFC solid O2− 750–1000 ◦C H2, CO, CH4
Table 1.1: Comparison of different fuel cells and their operating character-
istics. Data from [6].
Proton Exchange Membrane Fuel Cells (PEMFC) or Polymer Electrolyte
Fuel Cells (PEFC) are based on a solid polymer electrolyte. Fast start-
up times, low temperature operation and high power densities make
them an easy to use technology especially for portable or transport
applications. CO poisons the catalyst and the hydrogen fuel has to
be very pure. Because the polymer membrane has to be kept well
humidified for good proton conduction, water management is one of
the critical aspects of successfully running a PEMFC.
Direct Methanol Fuel Cells (DMFC) are similar in construction to PEM
fuel cells. Since liquid methanol can be used as a fuel, no external
fuel processing is required and high energy storage densities can be
achieved. Unfortunately, the polymer membrane is not impermeable
to liquid methanol and the resulting fuel crossover reduces overall
system efficiency.
Alkaline Fuel Cells (AFC) are based on a liquid, concentrated KOH elec-
trolyte. AFCs can operate with non-precious metal catalysts (typ-
ically nickel) and therefore have a cost advantage over other types
5
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of fuel cells. The use of a liquid electrolyte requires an additional
electrolyte re-circulation system. Unfortunately, CO2 is a poison
for the liquid electrolyte and needs to be scrubbed from process air.
Typically, the use of AFCs has been limited to niche applications
such as military and space applications.
Phosphoric Acid Fuel Cells (PAFC) are based on a liquid acid electrolyte.
Due to their higher operating temperature, they are less sensitive
to CO impurities in the fuel and water management is less of an
issue. Additionally, they exhibit excellent long term stability. Their
relatively long start-up times and low power densities limit their
application to stationary power or co-generation plants.
Molten Carbonate Fuel Cells (MCFC) are based on a liquid molten carbon-
ate electrolyte and generally exhibit very high conversion efficiencies.
A high operating temperature allows direct use of non noble catalysts
along with direct internal processing of fuels such as natural gas.
Relatively long start-up times and low power densities again limit
their application to stationary power or co-generation plants.
Solid Oxide Fuel Cells (SOFC) are based on a solid oxide electrolyte con-
ducting oxygen O2− ions. As with the MCFC, the high operating
temperature translates into non-noble catalysts, direct internal hy-
drocarbon fuel processing and high quality waste heat that can be
utilised in combined-cycle power plants. Additionally, high power
densities along with high efficiencies can be attained. Slow start-up
times dictate their primary use as stationary power or co-generation
plants.
1.4. The Operating Principle of Fuel Cells
As outlined in chapter 1.3, fuel cells directly convert chemical energy
contained in a fuel into electricity. Depending on the type of fuel cell and
the fuel being used, the actual reaction mechanism may differ from this
description which is applicable to proton exchange membrane fuel cells,
but the underlying concept remains the same.
Within the PEFC, hydrogen and oxygen are converted into water while
generating electricity. A schematic diagram of the processes occurring in
6
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a PEFC is shown in Figure 1.3. The electrochemical reaction of those
processes can be noted as
H2 +
1
2
O2 → H2O (1.1)
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Figure 1.3: Schematic representation of a PEM fuel cell. The drawing is
not to scale, but typical dimensions have been indicated on the drawing.
This overall reaction takes place in two, spatially separated, half reactions,
shown on the left and right hand side of Fig. 1.3 respectively and given by:
1
2
O2 + 2 e
− + 2 H+
catalyst−−−−−→ H2O (1.2)
H2
catalyst−−−−−→ 2 H+ + 2 e− (1.3)
(1.3) is typically termed the Hydrogen Oxidation Reaction (HOR) . (1.2)
is composed of two reactions: the Oxygen Reduction Reaction (ORR) (1.4)
and the reaction recombining the ionized species into product water (1.5):
1
2
O2 + 2 e
− catalyst−−−−−→ O2− (1.4)
O2− + 2 H+ → H2O (1.5)
The ORR and HOR give rise to a voltage difference across the whole
cell that describes the transformation of chemical energy into electrical
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energy. If no net current is drawn from the cell, this voltage difference can
be determined from thermodynamic properties for a given reaction and
conditions (pressure, temperature) - see chapter 2.2 for more details.
In order to technically exploit such a reaction, a fuel cell is composed of
an anode compartment containing the fuel (typically gaseous hydrogen)
and a cathode compartment filled with the oxidant gas (typically oxygen
contained in ambient air). The two chambers are separated through an
electrically insulating (i.e. no electron conduction) and gas impermeable
membrane – the electrolyte – that is capable of conducting protons. The
area in contact with the membrane is covered with a platinum catalyst both
on the anode and cathode side and is therefore referred to as a catalyst
layer.
Adjacent to the catalyst layer on both sides of the membrane is a porous,
electrically conducting gas diffusion layer (GDL). It allows reaction gases
(i.e. hydrogen and oxygen) to flow to the reaction sites on the catalyst
layer and product water to flow back out.
The gas diffusion layers are held in place by gas impermeable, electrically
conducting plates. Gas channels are machined into these so called bipolar
plates in order to distribute hydrogen and oxygen evenly over the membrane
surface.
From the anode inlet, hydrogen is distributed over the whole cell surface
from where it diffuses across the gas diffusion layer to the catalyst layer.
Upon contact with the catalyst in the anode compartment, the hydrogen
atoms are split into a proton (H+) and an electron (e−). The electron
cannot cross the membrane and leaves the fuel cell as electric current
through the gas diffusion layer and the bipolar plate. The proton on the
other hand is transported across the membrane to the cathode side.
On the cathode side, oxygen enters the fuel cell, is distributed over
the cell surface by the gas channels, diffuses to the catalyst layer and –
again through the presence of the platinum catalyst – the oxygen atom
recombines with the proton and the electron to form water. The product
water then diffuses back through the gas diffusion layer and leaves the fuel
cell through the gas channels.
The heat generated during the electrochemical reaction is transferred to
the bipolar plates through conduction. From there, it is either transmitted
to the ambient air through specially designed cooling fins or it is evacuated
from the system through a cooling liquid (CL) circulating within the bipolar
plates.
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Depending on the current density (i.e. the current per unit of cell surface
area), electrical voltages between 1 V and 0.5 V 1are typically achieved. The
fuel cell’s characteristics and operating conditions determine the maximum
current density and power that can be achieved per cell.
In order to increase the power and voltage of a fuel cell, a number (nFC)
of single cells are stacked to form the so-called fuel cell stack. Such a
configuration corresponds to an electrical series connection of the single
elements. The reaction gases and cooling liquid are supplied to the cells
through a parallel network of supply channels.
1.5. Motivation of the Present Work
If fuel cell technology is to be used in decentralised power sources or in
mobile or transportation applications, the systems have to be able to adapt
to fast load changes and varying operating parameters.
In order to achieve such performance, the system’s behaviour along with
its interactions with the different subsystems, typically between the FC,
the FC auxiliaries (i.e. reactant supply and conditioning systems), and
the electrical system it is being connected to, have to be understood and
appropriately modelled. In the words of Pasaogullari et al [7], this can be
summarised as:
It is also found that minimisation of performance limitations
such as membrane dry-out and electrode flooding depends not
only on material characteristics but also on the optimisation of
these operating parameters. i.e. the humidification level and
flow rate of reactant streams.
Once they are well understood and described in an appropriate model,
this can be used to derive a control strategy for the whole FC system
that maximises or optimises performance, efficiency and lifetime. Other
benefits reside in the potential observability of variables that cannot be
measured directly but represent an important parameter for improving
system performance (e.g. membrane water content).
The Laboratoire d’Electronique Industrielle (LEI) has a strong interest
in electrical power conversion and storage technologies, particularly in the
context of future distributed power generation systems based on renewables.
1The voltage decreases as the current drawn from the fuel cell increases.
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Amongst others, Rivas [8] has recently developed a new DC-AC power
conversion strategy for use with fuel cell systems. In order to successfully
implement such a converter, the dynamic behaviour of the fuel cell system
it is connected to has to be better understood.
While full featured 3D [9], 2D [10] or 1+1D [11] finite element models
can describe the complicated phenomena occurring in the FC much more
accurately, their numerical nature makes them unsuitable for use in an
real-time system controller.
In fuel cell systems, the auxiliaries, also called Balance of Plant (BOP)
play a significant role in the total performance of the system. Not much
work has been reported in the literature related to the total system model
and control by taking the auxiliaries into account.
The goal of the present work is therefore to elaborate a computationally
non-intensive (ideally fully analytical) fuel cell system model. The model
should retain parameters that have a physical significance so that it can
be adapted to a given system. It should correctly describe the interaction
between the different subsystems (i.e. the fuel cell stack, the reactant
supply system, the thermal management system and the electrical power
converter) from a controls point of view. Because of these requirements,
only the dominant time constants of the system will be considered (mainly
related to the auxiliaries) while a steady state, space averaged 1D model is
elaborated for the FC stack.
1.6. Literature Survey
Ever since the early nineties, fuel cell modelling has become an important
subject of research resulting in many different modelling approaches and
models. This section aims to give an overview of the major fuel cell models
for PEMFCs followed by a more detailed description of models dealing
with interaction between a fuel cell stack and its auxiliaries.
The fuel cell models published by Springer et al. [12] and Bernardi et
al. [13] were the first to provide complete, isothermal, one-dimensional,
steady state models of a complete fuel cell. Their work was based on
previous studies focusing on individual fuel cell components (membrane,
diffusion electrodes, etc.). Nguyen et al. [14] and Fuller et al. [15]
proposed additional models focusing on water and heat management within
a PEMFC. Li et al. [16, 17] proposed a series of engineering fuel cell models
to investigate the effect of various design and operating parameters.
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These models all focused on the description of the fuel cell stack and
formed the basis for many 2D [18, 10] and 3D [19, 9, 20, 21] finite element
models that allow to predict local reactant concentration, temperature and
current density. In order to reduce the required computing power while
still retaining detailed, locally resolved results, Freunberger et al. [11] have
recently proposed a 1+1D fuel cell model. Their approach combines an
along-the-channel description with a cross-membrane model giving them
computationally non-intensive access to spatially resolved temperature, gas
concentration and current density data.
Amphlett et al. [22, 23] developed a parametric fuel cell model that was
then fitted to data from a Ballard Mk. IV fuel cell. Kim et al. [24], Lee et
al. [25], and Mann et al. [26] proposed generic models that can be adjusted
to a given fuel cell by adjusting a certain number of fitting parameters.
All of the above models provide valuable insight into the governing
processes within a fuel cell stack. Since they focus on the fuel cell stack
only, they cannot be directly used for developing control strategies for a
fuel cell system. Additionally, the spatially resolved models are too complex
and computationally intensive to be used for real-time applications. The
simpler, parametric models do not resolve the system’s dependence on
operating conditions and therefore cannot provide any information relevant
to system control.
Rodatz [27] developed a one dimensional, steady state fuel cell model.
Based on stack temperature, current, anode and cathode humidities and
pressures, it describes the cell voltage.
The overall cell voltage is determined as an open circuit voltage from
which the activation losses (described in a Tafel equation) and ohmic mem-
brane losses (determined from the membrane water content) are subtracted.
The model does not take into account the modification of the average gas
composition by the water transfer across the cell, and cannot be solved
analytically.
This thesis provides an approach to overcome these deficiencies by pro-
posing a model that does take into account the modification of the average
gas composition by the water transfer across the cell, and can be solved
analytically [28].
Furthermore, Rodatz developed a dynamic model of the air supply
system. It describes the dynamics of the air mass flow rates into and out of
the stack along with the pressure evolution in the inlet and outlet manifolds.
The compressor is modeled based on a compressor map and provides the
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mass flow into the inlet manifold. A proportional valve regulates the airflow
out of the exhaust manifold. The resulting dynamic air supply system
model was then used to develop a model based controller that showed
excellent performance with respect to response time.
Pukrushpan et al. [29] have proposed a fuel cell system model to be used
for determining control laws and strategies. The air supply system model
is very similar to the one described by Rodatz. It consists of a compressor
characterised by its map and the pressure dynamics are the result of a
mass balance on the inlet and outlet manifold. The flow rates into and out
of the stack are given through the nozzle equation.
Based on the operating parameters described in the air supply model,
a steady state stack model determines the fuel cell voltage. The stack
model describes the overall voltage as an equilibrium voltage from which
activation, concentration and ohmic (ionic) losses are deducted. The equi-
librium voltage is based on the Nernst potential, activation overpotential
is determined by a Tafel equation, ohmic overpotential based on water
content dependent membrane resistance and concentration overpotential is
expressed as a function of a limiting current density.
Gas transport across the gas diffusion layer is not explicitly modelled but
is contained in the limiting current density notation. The average gas and
water concentration in the gas channels is based on the inlet and outlet
flow rates that are each given by the nozzle equation. This model is then
used to determine multivariable controllers for the cathode oxygen supply.
For redundancy in case of sensor failure, real time observers are calculated
to estimate stack variables.
Because of the description of the diffusion overpotential in terms of
a limiting current density, the model cannot reproduce a change in gas
transport properties that is due to different operating conditions.
In collaboration with Pukrushpan et al., Miotti et al. [30] have recently
proposed a control oriented model for a PEM fuel cell system where the
same compressor map, filling-emptying approach is kept for the description
of the air supply subsystem. The fuel cell is modelled (including water
transport across the cell) through a map obtained from a numerical 1+1D
model.
Hernandez et al. [31] are currently developing a non-linear, state space
model of a PEMFC. It describes stack performance based on the description
of the gas pressure evolution in the gas channels along with a probabilistic
description of water condensation within the system. The model provides
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an approach to describe water condensation within the fuel cell but re-
quires computationally intensive, iterative solution procedures that make
it unsuitable for real-time applications.
1.7. Contributions
In order to successfully control and run a fuel cell system, the user (or
a controller) can act on various actuators (i.e. air compressor, pressure
reduction valve, heat exchanger, etc.).
Ideally, each of those actuators would be used to adjust its associated
controllable variable that would then affect only one desired state within the
FC system. Unfortunately, by modifying an actuator variable, more than
just one state of the system is affected. In order to keep the system in its
optimum state, a controller should be capable of adjusting all subsystems
such that no such cross coupling phenomena occur.
This thesis provides an analytical, space-averaged PEM fuel cell system
model that can be used to devise such a controller.
This is achieved by providing an analytical, steady state model for
the processes occurring in the fuel cell. The model resolves the fuel cell
performance based on the operating conditions (i.e. reactant pressure,
flow rate and humidity along with fuel cell current and temperature).
An algebraic solution to the water transport equations across the system
addresses the shortcomings of comparable models in literature that require
iterative solution procedures.
The fuel cell model’s inputs are then linked to the user inputs by describ-
ing each of the auxiliary systems in a dynamic, state-space approach. On
the air supply system’s side, the resulting state space model directly links
the voltage applied to a volumetric air compressor to the resulting air flow
rate and pressure. This eliminates the need for a compressor map that is
typically used to describe the air supply system in literature models.
On the hydrogen supply system’s side, the evolution of the hydrogen mass
flow is described as a function of the voltage supplied to the recirculation
pump. This is an auxiliary system that has so far not been modelled by
any control oriented fuel cell system model in literature.
The thermal management system is described by an analytical, dynamic
set of equations that describe the temperature evolution in the system as a
function of the fuel cell’s operating point along with the user’s interaction
with the cooling circuit. This provides an additional element in a control
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oriented fuel cell system model that has not been addressed in literature
so far.
The resulting system model can then be used as a basis for developing
advanced fuel cell system controllers or to implement real-time maximum
efficiency point tracking algorithms [32].
1.8. Structure of this Document
Chapter 1 has introduced the reader to the context of fuel cell technology
and then summarised the motivation of the present work along with a
literature survey and a presentation of the contributions of this thesis.
Chapter 2 describes how the fuel cell stack is modelled in the context
of this thesis. The first section introduces the electrochemical reactions
occurring in the cell. Afterwards, the fuel cell performance is described in
terms of an equilibrium voltage from which the different losses are deducted.
The losses are explained and analytical descriptions are derived for each of
them.
In order to link the derived performance equations to the fuel cell’s
operating conditions, species transport within the fuel cell needs to be
described. A mass balance based approach to determine average gas
concentrations along the gas channel will be developed. This is then used
as a basis for describing reaction gas and water transport in the direction
perpendicular to the cell.
While similar approaches have been used to numerically calculate species
transport across the cell in iterative schemes, a novel technique for analyt-
ically describing species transport in steady state conditions is presented.
The resulting averaged, 1D, steady state fuel cell model that describes
cell performance as a function of the operating conditions is summarised
in chapter 2.7.
Chapter 3 focuses on the system’s auxiliaries responsible for providing
reaction gas flow and conditioning along with temperature control. Based
on the physical processes in each subsystem, dynamic (state space inspired)
descriptions linking the user (or ultimately controller) input to the resulting
operating conditions for the fuel cell stack are derived.
Chapter 4 focuses on the design of the test bench used for the experi-
mental verification of the developed models. It describes first the balance of
plant components installed to maintain the fuel cell in any desired operating
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condition. A second part outlines the data acquisition and control system
that was designed to monitor and control the fuel cell system.
Chapter 5 presents experimental results from the PEMFC test bench
installed at LEI. For each model presented in chapters 2 and 3, the model
parameters are identified. Subsequent experimental results are then used
to validate the models.
In Chapter 6, the general conclusions of the thesis are presented and re-
commendations are made for future research work on the topic of modelling
and control of fuel cells.
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2.1. Introduction
This chapter presents an analytical PEM fuel cell stack model that describes
its performance (i.e. the overall voltage) based on physical system inputs.
These inputs – shown in Table 2.1 – can be due to the environment or other
constant operating conditions (i.e. ambient pressure), to an interaction
with the user (i.e. fuel cell current) or can be provided by the auxiliary
systems (i.e. air mass flow).
Variable Name Operating Parameter Unit
Iel Fuel cell current [A]
pair Air inlet pressure [Pa]
pH2 Hydrogen inlet pressure [Pa]
pamb Ambient pressure [Pa]
m˙air Air inlet mass flow rate [kg/s]
m˙H2 Hydrogen inlet mass flow rate [kg/s]
ψair Air inlet humidity [-]
ψH2 Hydrogen inlet humidity [-]
Tstack Stack temperature [K]
Table 2.1: FC model inputs and FC operating parameters.
In order to arrive at such a performance description, a first section recalls
the performance equations that describe the overall fuel cell voltage as
certain equilibrium voltage – termed the Nernst voltage and given by (2.4)
– from which losses are deducted1.
VFC = E0 − ηact − ηconc − ηohm − ηion (2.1)
These losses typically depend on the O2 and H2 concentration at the
reaction sites along with the water content of the membrane2which need
to be determined.
In order to model the reactant concentration at the catalyst layer, a
second part outlines species transport within the fuel cell which ties the
1The equilibrium voltage and losses are calculated for one cell. The results are then
simply multiplied by the number of cells to obtain the overall fuel cell voltage.
2The ionic resistance of the membrane decreases with increasing water content, see
chapter 2.3.4 for more details.
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performance equations to the operating conditions and system inputs.
Water transport – detailed in section 2.5 – characterises the evolution of
the membrane humidification state while oxygen and hydrogen transport –
outlined in section 2.4 – determines the respective gas concentrations at
the reaction sites.
The basic performance equations along with the underlying description
of gas and water transport have been adopted from literature. Where
different formulations for the same phenomenology exist, they are compared
qualitatively and quantitatively to justify their inclusion in a control system
oriented model. Thereon, a novel approach to determine average gas and
water concentrations in the gas channel forms the basis for an analytical
description of water and gas transport within the system.
2.2. Fuel Cell Equilibrium Voltage
Thermodynamics state that the maximum obtainable energy from a chem-
ical reaction corresponds to the Gibbs free enthalpy of reaction ∆G .
∆G ≡ ∆H − T∆S (2.2)
End product ∆G0 ∆H0 ∆S0 E00
[kJ/mol] [kJ/mol] [J/(mol K)] [V]
H2Oliquid -237.2 -285.9 -163.2 1.23
H2Ogaseous -228.6 -241.8 -44.38 1.19
Table 2.2: Molar reaction enthalpies and equilibrium voltage E00 for the
fuel cell reaction H2 + 12O2 → H2O for standard reaction conditions (i.e.
T0 = 25
◦C and p0 = 101′325Pa). Data from [33].
Conservation of energy directly relates the molar Gibbs free enthalpy of
reaction to the maximum obtainable fuel cell voltage E0:
∆G = −nFE0 (2.3)
Since ∆G is dependent on reactant pressure and temperature, the obtain-
able voltage for a given set of reaction parameters is given as a standard
equilibrium voltage E00 corrected by the deviation from those standard
19
2.2. FUEL CELL EQUILIBRIUM VOLTAGE
conditions3. This results in the Nernst equation (2.4) that gives the
equilibrium voltage E0 for a given reaction as a function of temperature
and reactant pressures if no current is drawn from the fuel cell. As soon as
a net current is produced by the fuel cell, equilibrium conditions no longer
apply and voltage losses occur in the cell.
E0 = E00 +
∆S0
nF
(T − T0) + RT
nF
ln
0BB@
Q
i
„
pi
p0
«γi
Q
j
„
pj
p0
«γj
1CCA (2.4)
where: E00 = equilibrium potential at stand-
ard conditions (i.e. pi = p0 =
101′325Pa and T = 298K)
[V ]
pi = partial pressure of educt i [Pa]
pj = partial pressure of product j4 [Pa]
2.2.1. Mixed Potential
As shown above, the equilibrium voltage at standard conditions E00 for
the H2 + 12O2 → H2O reaction is roughly 1.23 V . Unfortunately, in the
case of PEFCs, water formation from hydrogen and oxygen is not the only
reaction occurring in the cell.
Amongst others, hydrogenperoxide is formed at the cathode according
to:
H2 + O2 → H2O2 (2.5)
This undesirable side reaction is characterised by an equilibrium potential
E00 = 0.682 V . This along with other (less significant side reactions) leads
to an observable overall equilibrium voltage of
E0,net ≈ 1 V (2.6)
3The derivation of the Nernst equation can be found in Appendix A.1.
4For clarity and in order to free the reader from having to remember the sign change
of γi for educts and products, products are directly listed in the denominator of
the logarithm.
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Furthermore, a thin NAFION membrane (N112 : 50µm) allows a certain
amount of H2 crossover further reducing the open circuit potential. Typical
values for the BRESA5stack are in the order of 950− 970mV .
2.3. Fuel Cell Losses
As mentioned above, the Nernst equation (2.4) gives the equilibrium voltage
E0 for a given reaction as a function of temperature and reactant pressures
if no current is drawn from the fuel cell. As soon as a net current is
produced by the fuel cell, equilibrium conditions no longer apply and
voltage losses occur in the cell. Those losses are associated with different
physical phenomena and it is typically distinguished between:
Activation losses (ηact) that describe the resistance to charge transfer at
each of the half cells. They are the principal source of losses at low
current densities and are described more in detail in chapter 2.3.1.
Concentration losses (ηconc) that describe the losses due to gas transport
losses in the cell. Since gas transport in the cell is mainly by diffusion,
these losses are also termed diffusion losses (or overpotentials). They
are responsible for the steep drop-off of cell voltage at high current
densities and are explained in chapter 2.3.2.
Electronic conduction losses (ηohm) that describe the losses due to electron
conduction in the catalyst layer, the gas diffusion layer and the bipolar
plates. They are directly proportional to current density and partly
characterise the linear region in the I-V curve. More details can be
found in chapter 2.3.3.
Ionic losses (ηion) that describe the losses due to proton transport through
the polymer membrane. Like the electronic conduction losses, they
can be described as an ohmic overpotential. However, in the case of
the ionic overpotential, the membrane resistance to proton transport
is strongly dependent on the membrane water content. Chapter 2.3.4
shows these characteristics in more detail.
5BRESA is the PSI and ETHZ internal denomination for the fuel cell stack considered
here [34].
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Note that in the context of this thesis, the above losses have been
considered independent of each other. This is correct for the gas diffusion
layer and the membrane region but represents an approximation within
the catalyst layer where those processes are highly interlinked.
2.3.1. Activation Overpotential
An activation overpotential is associated with activation energy required
to initiate a charge transfer. The losses (overpotential) will be larger the
higher the rate of charge transfer (i.e. the higher the current drawn from
the fuel cell).
This applies to any charge transfer occurring in a Redox reaction. In
the case of fuel cells, this corresponds to the oxygen reduction reaction at
the cathode (1.4) and the hydrogen oxidation reaction (1.3).
The activation energy required for a charge transfer in an electric field
can be expressed for the forward and backward reaction occurring at
either electrode. This results in the Butler-Volmer6(BV) equation for a
redox overpotential, relating net current density in a redox reaction to
the corresponding overpotential at a given electrode as a function of the
exchange current density I ′′0 .
I ′′ = I ′′0
»
exp
„
−βnFηactRT
«
− exp
„
+
(1− β)nFηact
RT
«–
(2.7)
For large overpotential values, one of the exponential terms in 2.7 tends
to zero. Neglecting the term approaching zero yields the Tafel equation for
the cathode and anode respectively.
I ′′c = I
′′
0,c exp
„
−βnFηact,cRT
«
(2.8)
I ′′a = −I ′′0,a exp
„
+
(1− β)nFηact,a
RT
«
(2.9)
The Tafel equation is a simplified description of the current density vs
activation overpotential characteristics. It is a very good approximation of
the real behaviour at higher current densities. At lower current densities,
6More details on the derivation of the Butler-Volmer equation can be found in
Appendix A.2.
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the activation overpotential is described less precisely. It can be shown that
while the current density is above roughly 3 times the exchange current
density, the error in overpotential is below 10%. For system characteristics
typically encountered in fuel cell applications, this means that above
roughly 5% stack load the Tafel equation correctly describes the activation
overpotential.
Note that the underlying assumption of describing the activation overpo-
tential through the Butler-Volmer or Tafel equation consists in considering
the redox-reaction as an interface reaction. This neglects the space depend-
ence and interlinkage of the reaction with ion, electron and gas transport
in a physical three phase boundary (catalyst) layer. For a well designed,
well humidified catalyst layer, this assumption is usually verified.
For typical PEFC applications, it can be shown that the anode exchange
current density is considerably larger than the cathode one7(see Tab. 2.3).
This means that the activation losses (overpotential) at the anode are very
small compared to the ones on the cathode and can generally be neglected
[13].
Anode Cathode
I ′′0 [A/cm2] 1 - 2 0.01
Table 2.3: Typical exchange current densities for PEFCs (Data from [35]).
The overall activation overpotential can therefore be expressed as:
ηact,c =
RT
βnF
ˆ
ln(I ′′0,c)− ln(I ′′c )
˜
(2.10)
The reaction symmetry coefficient β is generally assumed to be 0.58.
The exchange current density I ′′0,c is a function of the oxygen concentration
at the reaction interface along with the temperature. This dependence has
7The activation energy required to initiate a charge transfer for the ORR is substan-
tially larger than the one required for the HOR.
8Other sources [36] have suggested a temperature dependence of β for the ORR but for
reasons of simplicity a constant β = 0.5 is assumed for the following developments.
23
2.3. FUEL CELL LOSSES
been explained by Amphlett et al. [23]. Its expression can be substituted
into (2.10) to yield9:
ηact =
RT
βnF
»
−∆GactRT + ζ + (1− β) ln(cO2,S)− ln(I
′′
c )
–
(2.11)
ζ is a function of different parameters characterising the reaction sites10–
it is used as a curve fitting parameter in the context of this model.
2.3.2. Diffusion Overpotential
The Nernst equation (2.4) expresses the equilibrium voltage for a set of
operating conditions (temperature, reactant pressures). If no current is
drawn, the reactant concentrations correspond to those in the gas channel.
As soon as a certain net current is drawn from the fuel cell, reactants have
to diffuse to the catalyst layer at a rate corresponding to the electric current
(see chapter 2.4.1). This diffusion reduces the reactant concentration at
the reaction surface.
In order to express the overpotential associated with gas transport, a
Nernst potential for partial reactant pressures in the gas channel E0,GC
and a Nernst potential corresponding to the partial reactant pressures at
the reaction surface E0,S is considered.
The diffusion overpotential ηconc will be defined as the difference between
the two and can be written as:
ηconc = E0,GC − E0,S = −RT
nF
ln
 Q
i p
γi
i,GCQ
j p
γj
j,GC
Q
j p
γj
j,SQ
i p
γi
i,S
!
(2.12)
This approach presents the benefit of giving an expression for the diffusion
overpotential. However, since the goal is to determine the overall cell voltage
for a given set of operating parameters Ecell = E0,GC − ηd − ηothers, it is
easier to directly calculate the cell voltage for the partial reactant pressures
at the reaction surface:
E0,S = E0,GC − ηconc = E00 + ∆S
nF
(T − T0)− RT
nF
ln
 Q
i p
γi
i,SQ
j p
γj
j,S
!
(2.13)
9Since the cathode activation overpotential is the only activation loss considered, it
is directly noted with the suffix “act” instead of “act,c”.
10See [23] for more details.
24
2.3. FUEL CELL LOSSES
Some literature models describe the diffusion overpotential as a function
of the cell’s limiting current density11. However, since the limiting current
density is not a constant for a given cell, but depends on the reactant
concentration in the gas channel, such a description is only accurate for a
given set of operating parameters and is therefore less useful for modelling
a cell under varying operating conditions.
2.3.3. Electronic Ohmic Overpotential
The ohmic overpotential within a fuel cell is due to electron conduction in
the gas diffusion layer, the catalyst layer, the bipolar plates and the current
collector plates. Typically, the ohmic resistance of the current collector
plates and the losses in the catalyst layer can be neglected with respect to
the other contributions12.
Assuming that the electrical resistance in the bipolar plates and the
diffusion layer can be determined, the overall ohmic overpotential is given
as:
ηohm = (Rdif + Rbip) Iel = ReqIel (2.14)
A first estimation of the respective ohmic resistances can be obtained
from extrapolation starting from the bulk conductivities. Effective cross-
sectional areas and conduction lengths have to be defined. Marr et al. [16]
have proposed a methodology to obtain the overall electronic bipolar plate
resistance using the gas channel geometry along with the bulk material
conductivity.
A similar approach has been proposed for the gas diffusion layer. How-
ever, unclear contact resistance, unknown void fractions (especially when
compressed within the cell) make this approach difficult to exploit. For
a given stack it is easier to measure the overall equivalent resistance Req
directly.
11See Appendix A.3 for more information on that approach.
12Certain references [37], [16] have proposed a one dimensional description of the
catalyst layer taking into account overpotential variation due to electronic resistance.
Results show however, that the contribution due to the electron transport resistance
is negligible with respect to the activation overpotential.
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2.3.4. Ionic Overpotential
The ionic overpotential is due to the resistance in proton transport within
the polymer electrolyte membrane. As will be seen later on (see chapters
2.4 and 2.5), the membrane region not only acts as a transport media to
protons but also to water molecules. Both transport phenomena are closely
coupled.
This chapter will give a brief introduction to polymer electrolyte mem-
branes. Since the transport properties of the membrane phase – for both
water and proton transport – depend strongly on the membrane water
content, a means of describing the actual membrane water content is in-
troduced. Different approaches to determine the membrane water content
and conductivity are shown and compared.
Membrane Description
The polymer membranes separating the anode and cathode compartments
while conducting protons, exist in a number of different configurations and
are available from different vendors. Their working principle is very similar
and therefore, only the most widely used material, Nafion by DuPont, will
be described here.
Nafion is a modified polyetrafluorethylene (PTFE) or Teflon where
certain fluorine molecules in the main chain have been substituted with
side chains (see Figure 2.1). These sidechains carry SO−3 ions at their tips.
These sulfonic acid SO−3 groups – as opposed to the main PTFE molecule –
are strongly hydrophilic. When hydrated, the protons that naturally attach
to the sulfonic acid side chains become mobile and can travel throughout
the electrolyte – the higher the water content, the more mobile the protons
and therefore the higher the protonic conductivity of the material.
Such polymer membranes are typically characterise by their equivalent
weight. It indicates the dry polymer weight per mol of SO−3 group. Typical
values for Nafion are around 1′100 g/mol. Additionally, the membranes can
be obtained in various thicknesses – 50 µm is considered a good compromise
between low ionic resistance, mechanical strength and hydrogen crossover.
Membrane Water Content
Water content within the membrane ξ varies depending on the actual
operating conditions. ξ (also denoted λ in literature) denotes the number
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Figure 2.1: Chemical structure of Nafion. The long main chain is the
base PTFE material upon which the carrying SO−3 side chains have been
grafted.
of water molecules in the membrane with respect to the number of charge
carrying SO−3 sites [12].
ξ =
nH2O
n
SO−3
(2.15)
For Nafion, the water content ξ varies between 0 and 14 depending on
the humidity of the surroundings. Interestingly, when the membrane is
in contact with liquid water, the water content ξ can go up to 22. This
discontinuity is generally known as Schroeder’s paradox [38].
Water content of a substance in contact with a humid atmosphere is
typically a function of the water activity a at the interface. For equilibrium
conditions, such a dependence has been curve fitted13for Nafion 117 by
Springer et al. [12] for dry gases (i.e. pH2O < p
sat
H2O):
ξ303 = 0.043 + 17.81a− 39.85a2 + 36.0a3, for 0 < a ≤ 1 (2.16)
13The subscript 303 refers to the temperature in K at which the experimental data
was recorded.
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For humid gas mixtures up to χH2O = 3χ
sat
H2O the following linear ap-
proximation has been used:
ξ303 = 14 + 1.4 (a− 1) , for 1 < a ≤ 3 (2.17)
Measurements were carried out at 30 ◦C but the authors estimate that
they are also representative of other temperatures.
Hinatsu et al. [39] have measured the water uptake isotherm at 80 ◦C
and fitted it to the following equation:
ξ = 0.3 + 10.8a− 16.0a2 + 14.1a3 (2.18)
(2.16), (2.17) and (2.18) have been plotted in Fig. 2.2. They represent
membrane water content for a membrane that is in equilibrium (static)
with water vapour at a given activity a. During operation, such steady
state equilibrium conditions are rarely achieved and the membrane water
content depends on water transport to, from and within the membrane.
0 0.5 1 1.5 2 2.5 3
0
5
10
15
Water Vapour Activity a = pw/pw,sat [–]
ξ
=
H
2
O
/ S
O
− 3
[ –
]
Springer et al.
Hinatsu et al.
Figure 2.2: Membrane water content as a function of water activity for
Nafion 117.
Membrane Conductivity
It has been widely shown in literature that the membrane conductivity σm
is strongly water content dependent [40], [41], [23] and [42]. Theoretical
derivations of the overall membrane conductivity (see Appendix A.4) do not
exhibit this characteristic since no such dependencies have been reported
in literature for the ionic membrane conductivity or the electrokinetic
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permeability – parameters that theoretically characterize ionic membrane
resistance.
Therefore, experimental data from literature was adopted to describe
the variation of overall membrane resistivity with water content.
Springer et al. [12] have approximated experimental data to fit the
following relationship14:
σ0m = 0.5139 · ξ − 0.326, for ξ > 1 (2.19)
The resulting water-content-dependent membrane conductivity σ0m at
30 ◦C can then be adjusted for temperature dependence according to:
σm = σ
0
m exp
»
1268
„
1
303
− 1
T
«–
(2.20)
Mann et al. [26] have used data from Büchi and Scherer [40] to establish
a correlation for the overall Nafion membrane resistivity rm. It is expressed
as (note that in (2.21), current density is expressed in units of A/cm2):
rm =
1.816
"
1 + 0.03I ′′ + 0.062
„
T
303
«2
I ′′2.5
#
(ξ − 0.634− 3I ′′) exp
»
4.18
„
T − 303
T
«– (2.21)
The exponential factor in (2.21) is the correction factor if the cell is
not at 30◦C. The pre-exponential term is a fit of resistance data from [40]
corrected for water content ξ, current density I ′′ and temperature T 15.
(2.20) and (2.21) have been plotted against membrane water content
and are shown in Figure 2.3. Note the almost linear relation between water
content and membrane conductivity. Both equations yield qualitatively
the same behaviour. An increase in temperature increases membrane con-
ductivity whereas an increase in current density (for (2.21)) has relatively
few influence.
For comparison reasons (A.33) has been evaluated for typical literature
values (see Table A.1). The resulting conductivities are also shown on
14Their data was established for Nafion 117. Since Nafion 112 differs from Nafion
117 in thickness only, their data is assumed to correctly describe the water uptake
mechanisms in Nafion 112.
15Note that the equations have been established for Nafion 117. Even though Nafion
112 has the same structure as Nafion 117, [40] indicate that the increase of
membrane resistivity with current density is less pronounced for thinner membranes.
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Figure 2.3: Membrane conductivity dependence on membrane water content
based on Springer et al. (2.20), on Mann et al. (2.21) and on a theoretical
Schlögl/Nernst approach (A.33) (parameter values for (A.33) are taken
from Bernardi et al. (see Table A.1)).
Figure 2.3. Since membrane water content was not indicated for values in
Table A.1, the values have been plotted as horizontal lines.
Accounting for the small differences between (2.20) and (2.21), the
description of the membrane conductivity as in (2.19) and (2.20) has been
retained for describing the ionic overpotential. In the context of the model,
the base membrane conductivity is expressed as
σ0m = kσ · ξ − 0.326, for ξ > 1 (2.22)
while the temperature dependence of the actual membrane conductivity
– expressed in (2.20) – remains unchanged. By fitting the parameter kσ to
the considered fuel cell, the model can be adjusted for membranes that
exhibit different properties than the ones identified in [12].
The ionic overpotential is then given by:
ηion =
δmI
′′
σm
(2.23)
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2.4. Gas Transport
In the expression of the overall cell voltage (2.1), both the activation
overpotential ηact and the concentration overpotential ηconc depend on the
reactant concentration at the catalyst layer. Therefore, that concentration
needs to be described as a function of the cell’s operating condition.
A detailed, space-resolved description of the highly interlinked multiphase
species transport (i.e. water and reaction gases) within the fuel cell is
typically achieved with different (3D, 2D+1D, 2D or 1D+1D) finite element
analysis models at the expense of simulation time.
In order to obtain a computationally non-intensive, ideally analytical
model, while retaining physical significance, a space averaged, 1D descrip-
tion of the occurring processes has been developed in the context of this
thesis.
In a first step, section 2.4.2 shows how mass balance considerations on
the two gas channels – addressing water and gas transport at the same
time – can be employed to yield average species concentrations therein.
Based on these averaged species concentrations, section 2.4.3 then de-
scribes gas transport across the GDL based on a simple 1D diffusion process
where the diffusion coefficients take the average species composition into
account.
Similarly, water transport (section 2.5) across the GDL-membrane-GDL
sandwich can then also be analysed in a 1D reference, based on the average
concentrations in the gas channel.
Note that this approach is subject to a “chicken and egg” problem since
the water flux across the GDL-membrane-GDL sandwich has to be known
to determine the average species concentration in the gas channel, which –
in turn – needs to be established to calculate the water flux perpendicular
to the membrane.
This has traditionally been solved through numerical, iterative models.
An approach for analytically determining the water transfer within the cell
based on the operating conditions will be presented in section 2.5.6.
Figure 2.4 gives a good overview of the occurring gas and water transport
processes for the anode and cathode compartments. Reaction gas transport
(i.e. oxygen on the cathode side and hydrogen on the anode side) can be
attributed to two distinct regions in the fuel cell (gas channel, gas diffusion
layer (GDL)), occurring in two spacial directions with different associated
transport mechanisms.
31
2.4. GAS TRANSPORT
H2O
O2
H2
H2,out
H2,in
O2,in
O2,out
O2
H2H2Oout
MEM
AGC
CGC
ADL
CDL{{ {{
{
x
y
z
Figure 2.4: Schematic representation of species transport within a PEM
fuel cell repeat element. Nitrogen flow is not represented on the cathode
side since it does not participate in the electrochemical reactions.
Convective gas transport within the gas channel in the x-y-plane is
driven by a pressure gradient imposed by the fuel cell auxiliaries (i.e. air
compressor or hydrogen pump). However, for the electrochemical reaction
to take place in the catalyst layer, a gas flux perpendicular (z-direction) to
the main gas flow in the gas channel has to be established. This gas flux is
typically due to concentration difference-driven diffusion mechanisms. The
molar flow rate of the oxygen flow in the z-direction is directly related to
the electrical fuel cell current as given in (2.24). Since diffusional transport
is concentration related, there is a strong dependency on water transport
which directly influences the remaining species concentration.
For the developments in this chapter, only a single cell is considered. The
co-ordinate system’s z-axis originates at the interface between the anode
diffusion layer and the membrane and is defined positive in the direction
towards the cathode compartment.
2.4.1. Description of Reactant Supply
This section outlines an expression for the rate of reactant consumption
for a given fuel cell current and introduces a non-dimensional factor λ that
relates the actual reactant supply to the fuel cell current.
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Faraday’s Law
The basic fuel cell reactions (1.2) and (1.3) can be related to the resulting
fuel cell current through Faraday’s Law :
N˙i =
Iel
niF
(2.24)
where ni represents the number of moles of exchanged electrons per mol
of reactant i. Examining (1.2) and (1.3) yields:
nO2 = 4 (2.25)
nH2 = 2 (2.26)
nH2O = 2 (2.27)
(2.24) represents the minimum rate of reactant supply that is required
to produce the corresponding electrical current.
Stoichiometric Flow Rates
In order to easily express the actual rate of reactant supply, a non-dimen-
sional factor λ, termed the stoichiometric flow rate, is introduced. It is
defined for the anode and cathode compartments respectively and relates
the reactant supply to the current delivered by the fuel cell.
λ =
actual reactant supply
required reactant supply
(2.28)
Accounting for (2.24), this can be written as:
λi =
N˙i,actualniF
Iel
=
m˙iniF
MiIel (2.29)
By taking the air composition into account, λO2 can be converted into a
stoichiometric air flow rate λair.
2.4.2. Gas Channel Concentration Averaging
The different species flow rates into and out of the anode and cathode gas
channels are shown in Figure 2.5 and 2.6.
33
2.4. GAS TRANSPORT
anode gas channel
N˙H2,ADLN˙H2O,ADL
N˙H2O,outN˙H2O,in
N˙H2,in N˙H2,out
Figure 2.5: Molar inlet and outlet flow rates for the anode gas channel.
cathode gas channel
N˙O2,out
N˙H2O,out
N˙N2,outN˙N2,in
N˙H2O,in
N˙O2,in
N˙H2O,CDL N˙O2,CDL
Figure 2.6: Molar inlet and outlet flow rates for the cathode gas channel.
The water flow rates across the anode and cathode GDL are considered
to be known for establishing the mass balance (section 2.4.2) and species
transport (sections 2.4.3 and 2.5) equations. Once the respective equations
are elaborated, they can then be linked to find the overall water flow rates.
Inlet Gas Composition
As stated in Appendix B.1, dry air is assumed to be composed of 80%
Nitrogen and 20% Oxygen. For a measured dew point at the fuel cell
inlet, the corresponding partial water vapour pressure pinv can then be
determined. For a given overall pressure pL, this yields for the inlet cathode
gas composition:
χinH2O,c =
pinv
pL
(2.30)
χinO2,c = 0.2
“
1− χinH2O,c
”
(2.31)
χinN2,c = 0.8
“
1− χinH2O,c
”
(2.32)
For the anode compartment a similar approach gives:
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χinH2O,a =
pinv
pG
(2.33)
χinH2,a = 1− χinH2O,a (2.34)
The molar water fraction for a gas mixture has been plotted as a function
of relative humidity, overall gas pressure and temperature in Figure 2.7.
Note that at low temperatures and relative humidities, it represents a
small portion of the overall gas. However, at high relative humidities or
temperatures, it cannot be neglected anymore.
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Figure 2.7: Molar water fraction in a gas mixture as a function of relative
humidity ψ, gas pressure and temperature. See comments on page 35 for
the motivation behind running fuel cells at higher gas pressures.
Figure 2.7 also gives an explanation as to why running a fuel cell at
higher gas pressures is beneficial for performance. Partial reactant pressure
(oxygen or hydrogen) pi = χipG not only increases due to the increased
overall gas pressure but also because the water molar fraction decreases
(at constant gas dew point or relative humidity).
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The molar flow rates corresponding to the above molar fractions can
then be determined using (2.35).
χi =
N˙iP
i N˙i
=
N˙i
N˙G
= N˙i
MG
m˙G
= N˙i
P
i χiMi
m˙G
(2.35)
The reactant fluxes in the GDL (N˙O2,CDL and N˙H2,ADL in Figure 2.5
and 2.6) are expressed as a function of the current density according to
(2.24). The inlet flow rates for oxygen, nitrogen and hydrogen can therefore
be expressed as a function of the stoichiometric flow rate λ. This yields for
the anode and cathode compartments:
N˙ inO2,c = λO2A
I ′′
4F
(2.36)
N˙ inN2,c = 4λO2A
I ′′
4F
(2.37)
N˙ inH2,a = λH2A
I ′′
2F
(2.38)
(2.30) to (2.38) can then be rearranged to result in an expression for the
cathode and anode inlet water flow rate.
N˙ inH2O,c =
χinH2O,c
1− χinH2O,c
5λO2A
I ′′
4F
(2.39)
N˙ inH2O,a =
χinH2O,a
1− χinH2O,a
λH2A
I ′′
2F
(2.40)
Outlet Gas Composition
Assuming no gas storage in the gas channel, mass conservation dictates
that inlet and outlet mass flow be equal.
m˙in = m˙out (2.41)
Air being a mixture of oxygen, nitrogen and water vapour, the above
equation can be rewritten in terms of molar flow rates for each component
(conservation of species) as shown in Figure 2.6. N˙H2O,CDL denotes the
part of the reaction water that diffuses back into the gas channel.
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N˙ inO2,c − N˙O2,CDL = N˙outO2,c (2.42)
N˙ inN2,c = N˙
out
N2,c (2.43)
N˙ inH2O,c + N˙H2O,CDL = N˙
out
H2O,c (2.44)
For the anode compartment, the same approach yields:
N˙ inH2,a − N˙H2,ADL = N˙outH2,a (2.45)
N˙ inH2O,a − N˙H2O,ADL = N˙outH2O,a (2.46)
Average Gas Channel Gas Composition
The above equations can then be used to determine the average molar
flow rates (or average molar fractions) for the different species. Taking the
arithmetic mean value of the inlet and outlet values, yields for the cathode
compartment:
¯˙NO2 = 0.5
“
2N˙ inO2 − N˙O2,CDL
”
(2.47)
¯˙NH2O,c = 0.5
“
2N˙ inH2O,c + N˙H2O,CDL
”
(2.48)
¯˙NN2 = N˙
in
N2 (2.49)
For the anode a similar development results in:
¯˙NH2 = 0.5
“
2N˙ inH2 − N˙H2,ADL
”
(2.50)
¯˙NH2O,a = 0.5
“
2N˙ inH2O,a − N˙H2O,ADL
”
(2.51)
Using the stoichiometric oxygen and hydrogen flow rates along with
the water fluxes N˙H2O,CDL and N˙H2O,ADL expressed as a function of α
16,
(2.47) to (2.51) can be rearranged to yield for the cathode:
¯˙NO2 = (λO2 − 0.5)A
I ′′
4F
(2.52)
16See chapter 2.5.1 for more details on that notation.
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¯˙NN2 = 4λO2A
I ′′
4F
(2.53)
¯˙NH2O,c =
 
5χinH2O,c`
1− χinH2O,c
´λO2 + 1 + α
!
A
I ′′
4F
(2.54)
And for the anode, a similar development yields:
¯˙NH2 = (λH2 − 0.5)A
I ′′
2F
(2.55)
¯˙NH2O,a =
 
χinH2O,a`
1− χinH2O,a
´λH2 − 12α
!
A
I ′′
2F
(2.56)
These average molar flow rates in the anode and cathode compartments
can then be used to determine the average molar gas fractions. Substituting
(2.35) into (2.52) to (2.56) then yields for the molar gas fractions in the
cathode:
χ¯H2O,CGC =
χinH2O,c
1− χinH2O,c
5λO2 + α+ 1 
1 +
χinH2O,c
1− χinH2O,c
!
5λO2 + α+ 0.5
(2.57)
χ¯O2,CGC =
λO2 − 0.5 
1 +
χinH2O,c
1− χinH2O,c
!
5λO2 + α+ 0.5
(2.58)
χ¯N2,CGC =
4λO2 
1 +
χinH2O,c
1− χinH2O,c
!
5λO2 + α+ 0.5
(2.59)
For the anode, a similar development yields:
χ¯H2O,AGC =
χinH2O,c
1− χinH2O,a
λH2 − 12α 
1 +
χinH2O,a
1− χinH2O,a
!
λH2 − 12α− 0.5
(2.60)
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χ¯H2,AGC =
λH2 − 0.5 
1 +
χinH2O,a
1− χinH2O,a
!
λH2 − 12α− 0.5
(2.61)
where χinH2O is a function of temperature, gas pressure and relative inlet
humidity and is given by:
χinH2O =
ψpsat(T )
pG
(2.62)
2.4.3. Gas Transport in the Gas Diffusion Layer
From the average oxygen and hydrogen molar fractions determined in
section 2.4.2, gas transport across the GDL can now be described. Assuming
steady state behaviour, the overall oxygen and hydrogen flow rate is directly
proportional to the current drawn from the fuel cell according to Faraday’s
Law (2.24).
The transfer of reaction gases from the gas channel to the reaction site
involves three distinct transport mechanisms also shown on Figure 2.8
1. The gas migrates from the gas channel (convection driven) into the
gas diffusion layer (diffusion driven). Such a process is typically
described by a Sherwood17analogy.
2. The gas diffuses from the GDL region adjacent to the gas channel
towards the catalyst layer. This is described as a simple 1D diffusion
process.
3. The gas dissolves into the membrane phase-water mixture covering
the reaction site. This is described by a Henry18dissolution law.
The governing equations for the different transport mechanisms will
be outlined more in detail below. They are given for the case of oxygen
17The Sherwood number (Sh) is a dimensionless number used to describe mass-transfer.
It represents the ratio of length scale to the diffusive boundary layer thickness and
can be regarded as the mass transfer analogue of the Nusselt Number (Nu).
18The Henry constant describes the ratio of a specie’s partial gas pressure to its
corresponding concentration when dissolved in a liquid. See Appendix B.2 for more
details.
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transport in the cathode compartment. However, the same mechanisms
apply to hydrogen transport on the anode side.
Note that while multicomponent diffusion is typically described by the
Maxwell Equation (B.11), this can be modified to result in a Fick type diffu-
sion with an adapted overall diffusion coefficient based on the composition
of the gas mixture (see Appendix B.4.2).
GC GDL MEM
z
1 2 3
N˙ ′′O2,GDL N˙
′′
O2,GDL
N˙ ′′O2,GDL
N˙ ′′O2,react
χO2,GC χO2,GC−GDL χO2,GC−S χO2,S
Figure 2.8: Schematic representation of the reaction gas transport in the
z-direction perpendicular to the membrane, shown here for the case of
oxygen. The same mass transport mechanisms are responsible for hydrogen
transport in the anode compartment.
The Sherwood analogy allows to determine the mass transfer from a gas
channel into the adjacent GDL by means of a gas concentration at the
GDL-GC interface. This concentration can be determined according to:
cO2,GC−GDL = cO2,GC −
N˙ ′′O2 dh AGDL
Sh DO2L,GC AGC
(2.63)
Note the area correction factor that takes into account the reduced
surface area for diffusion into the GC (only the GC surface is available
as opposed to the active membrane surface in the GDL). Also, since the
Sherwood number concerns the diffusive boundary layer thickness and
because the molar flux rate is expressed as an area specific term, the
hydraulic diameter dh represents the hydraulic diameter of one of n parallel
gas channels.
For a given oxygen concentration at the GDL-GC interface cO2,GC−GDL,
the oxygen concentration at the GDL-catalyst layer interface cO2,GDL−S
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is determined for unidirectional (z-direction) diffusional gas transport
according to:
cO2,GDL−S = cO2,GC−GDL −
δGDL N˙
′′
O2
DO2L,GDL φ
1.5
(2.64)
where φ1.5 is a Bruggemann correction factor accounting for the porous
nature of the GDL.
Finally assuming liquid water within the catalyst layer, the concentration
of dissolved oxygen therein can be written according to Henry’s law (see
Appendix B.2 for more details).
cO2,S =
pO2,GDL−S
HO2−H2O,eq
=
cO2,GDL−S R T
HO2−H2O,eq
(2.65)
In order to account for the amount of liquid water present in the catalyst
layer, the equivalent Henry constant HO2−H2O,eq is expressed as a function
of the average saturation ratio ϕ in the gas channel. It is thus given by:
HO2−H2O,eq = RT + ϕ ·HO2−H2O (2.66)
If no water is present in the gas channel, HO2−H2O,eq = RT and no Henry
losses occur. Combining (2.65) with (2.63) and (2.64) yields a description
of the dissolved oxygen concentration at the reaction site.
cO2,S =
R T
HO2−H2O,eq
“
cO2,GC −
N˙ ′′O2 dh AGDL
Sh DO2L,GC AGC
− δGDL N˙
′′
O2
DO2L,GDL φ
1.5
” (2.67)
Equivalent Diffusion Coefficient
Alternatively, (2.67) can be written as a function of an equivalent overall
GDL diffusivity Deq,GDL which yields:
cO2,S =
R T
HO2−H2O
„
cO2,GC −
δGDL
Deq,GDL
N˙ ′′O2
«
(2.68)
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Where the equivalent overall GDL diffusivity is given by:
Deq,GDL =
„
dh AGDL
Sh δGDL DO2L,GC AGC
+
1
DO2L,GDL φ
1.5
«−1
(2.69)
Note that the diffusivities DGCO2L and D
GDL
O2L are functions of temperature
and gas compositions. In order to correctly describe the transport phenom-
ena, the diffusivities would have to be determined for each node in a finite
element code.
Since such an approach is not feasible within the framework of an
analytical model, the diffusivities are based on the average gas composition
in the gas channel (see section 2.4.2) at the given cell temperature. Thus
DO2L,GDL = DO2L,GC and therefore the overall equivalent cathode diffusion
layer (CDL) diffusivity can be expressed as:
Deq,CDL =
DO2L,CGC
dh ACDL
Sh δCDL ACGC
+
1
φ1.5
(2.70)
For the anode diffusion layer (ADL), a similar approach yields:
Deq,ADL =
DH2L,AGC
dh AADL
Sh δADL AAGC
+
1
φ1.5
(2.71)
Note that in both cases only the nominator is dependent on the actual
operating point of the fuel cell – the denominator is characteristic of the
system’s dimensions and materials.
The dependence of DO2L,CGC and DH2L,AGC on gas composition, tem-
perature and pressure is shown in (B.15) in Appendix B.4.2. In order to
keep this dependence on operating parameters, while permitting parameter
identification for the diffusive mass transport, kO2−H2O is considered to
be a modelling parameter. kO2−N2 is calculated based on the theoretical
quotient kO2−H2OkO2−N2 .
(2.68) is useful in determining the limiting current density of the fuel
cell for a set of operating conditions. A limiting current density is said to
occur when the reactant concentration (i.e. oxygen) at the catalyst layer
becomes zero. For this to happen, the following relation has to hold:
cO2,GC =
δGDL
Deq,GDL
N˙ ′′O2,lim (2.72)
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Incorporating (2.24), this can be solved to yield the limiting current
density as shown in (A.20).
I ′′lim = 4F cO2,GC
Deq,GDL
δGDL
(2.73)
2.5. Water Transport
Water management is one of the critical aspects of successful FC operation.
As shown in section 2.3.4, the membrane resistance to ion transfer is
strongly dependent on water content. For best conductivity, the membrane
should be kept fully humidified which implies high water content in the
anode and cathode gas streams.
However, high water contents in the gas streams will lower the cell
potential since the oxygen and hydrogen concentrations decrease and –
more importantly – will increase the danger of water condensation in the
GDL or gas channels. When condensation occurs, reaction gas transport
pathways become partially or fully blocked and cell potential decreases
substantially. If such a blockage is sustained over longer periods of time,
inverse cell potentials with resulting permanent membrane damage will
follow.
It is therefore important to be able to correctly describe the membrane
water content and the mechanisms governing water transport to and from
the membrane. The difficulty lies in the fact that water is the only species
within an FC that can move throughout the system, i.e. from anode to
cathode and back, and is susceptible to condensation.
This chapter proposes a simplified, analytical expression for overall
water transport within the fuel cell. First, a brief reminder of the mass
balance based average gas channel water concentration is given. To ease
the description of the different water fluxes, a water transfer coefficient α
is introduced.
Simplified descriptions are then derived from literature to form the
governing equations that quantitatively describe the water transport across
the GDL and the membrane. Finally, the mass balance approach and the
transport phenomena are coupled to yield a description of the overall water
transport.
The traditional description of overall water transport necessitating nu-
merical iteration procedures to find a solution will be outlined. In a final
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section, a new approach to obtaining an analytical description for the
overall water transfer within the fuel cell will be presented.
2.5.1. Water Transfer Coefficient α
In order to simplify the description of the water fluxes within the cell, a
membrane water transfer coefficient α [43] is introduced measuring the
water crossing from the anode to the cathode compartment as a function
of the water production at the cathode.
α =
N˙ ′′H2O,MEM
N˙ ′′H2O,react
=
N˙ ′′H2O,MEM
I ′′
2F
(2.74)
Through a mass balance on the (AM) and (CM) nodes, the different
contributions to water transport shown in Figure 2.9 can be expressed as:
AGC ADL MEM CDL CGC
z
(AM) (CM)
χH2O,GC χH2O,GC
N˙ ′′H2O,ADL N˙
′′
H2O,CDL
N˙ ′′H2O,MEM
N˙ ′′H2O,react
ξa ξc
Figure 2.9: Water transport across the GDL-membrane-GDL sandwich
within a fuel cell.
N˙ ′′H2O,ADL = N˙
′′
H2O,MEM (2.75)
N˙ ′′H2O,react + N˙
′′
H2O,MEM = N˙
′′
H2O,CDL (2.76)
Using (2.74), the node equations (2.75) and (2.76) can be expressed as
a function of α. Rearranging the result then yields the water fluxes in the
anode and cathode gas diffusion layers.
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N˙ ′′H2O,CDL = (1 + α)
I ′′
2F
(2.77)
N˙ ′′H2O,ADL = α
I ′′
2F
= N˙ ′′H2O,MEM (2.78)
2.5.2. Average Gas Channel Water Concentration
In section 2.4.2, expressions for the average species concentration (or
molar fractions) were obtained from mass balance considerations on both
gas channels. The resulting equations ((2.60) and (2.57)) are given as a
function of the inlet water molar fractions (i.e. inlet gas humidity), the
stoichiometric flow rates λ and the water transfer coefficient α. For ease of
reference, they have been repeated below.
χ¯H2O,CGC =
χinH2O,c
1− χinH2O,c
5λO2 + α+ 1 
1 +
χinH2O,c
1− χinH2O,c
!
5λO2 + α+ 0.5
(2.79)
χ¯H2O,AGC =
χinH2O,c
1− χinH2O,a
λH2 − 12α 
1 +
χinH2O,a
1− χinH2O,a
!
λH2 − 12α− 0.5
(2.80)
The results have been plotted for a given set of temperatures, pressures
and relative inlet humidities and are shown in Figure 2.10 and Figure 2.11.
The blueish, upper horizontal surface represents the saturation level while
the grayish, lower horizontal surface shows the minimum average water
content.
(2.79) can be modified to express α as a function of the average molar
water fraction in the cathode gas channel. Substituting kc =
χinH2O,c
1−χinH2O,c
yields:
α =
5λO2kc − 5χ¯H2O,CGCλc(1 + kc)− 0.5χ¯H2O,CGC + 1
χ¯H2O,CGC − 1
(2.81)
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Figure 2.10: Average molar water fraction in the cathode gas channel
for varying operating parameters. The blueish, upper horizontal surface
represents the saturation level while the grayish, lower horizontal surface
shows the minimum average water content.
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Figure 2.11: Average molar water fraction in the anode gas channel for
varying operating parameters. The blueish, upper horizontal surface repres-
ents the saturation level while the grayish, lower horizontal surface shows
the minimum average water content.
47
2.5. WATER TRANSPORT
This can then be inserted into (2.80) to directly relate the average water
molar fraction in the anode gas channel to the one in the cathode gas
channel.
The minimum average molar water fraction in either channel occurs
(mutually exclusively) when all water entering the gas channel is transported
across the membrane. The resulting average molar water fraction in that
channel then corresponds to half the inlet molar water fraction and is
shown as a grayish, horizontal surface on Figure 2.10 and Figure 2.11.
This can be expressed as a corresponding minimum and maximum water
transfer coefficient α = f(χinH2O,λ) for the cathode and anode respectively
and is shown in Figure 2.12.
α ≥ − χ
in
H2O,c
1− χinH2O,c
5
2
λO2 − 1 (2.82)
α ≤ χ
in
H2O,a
1− χinH2O,a
λH2 (2.83)
Note that the minimum water transfer coefficient occurs when all water
entering the cathode gas channel crosses the membrane into the anode
compartment along with all water produced by the electrochemical reaction.
The maximum water transfer coefficient corresponds to all water entering
the anode gas channel crossing to the cathode side.
1
2
3
0
0.5
1
−20
−10
0
λair [-]
Cathode: αmin = f(λair ,χ
in
H2O,CGC
)
χinH2O,CGC [-]
α
[ - ]
1
2
3
0
0.5
1
0
5
10
λH2 [-]
Anode: αmax = f(λH2 ,χ
in
H2O,AGC
)
χinH2O,AGC [-]
α
[ - ]
Figure 2.12: Maximum and minimum water transfer coefficients depending
on the inlet molar water fraction and the stoichiometric flow rate in the
cathode and anode GC respectively.
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2.5.3. Water Transport within the GDL
Water transport in the GDL is closely interwoven with gas transport
in that same region. In order to correctly describe what is happening,
multicomponent diffusion with phase changes and liquid water convection
would have to be accounted for [44]. The resulting equations can only be
solved by finite element software and will therefore be unsuitable for our
purposes.
Berg et al. [45] have shown an interesting approach that allows to regroup
most unknowns in one parameter that has to be fitted to experimental
data thus providing an analytical expression of water transport within the
GDL. Their approach has been adapted and is outlined in the following
paragraphs. It consists of using the similarity in governing equations
between liquid water transport described by Darcy’s law and gaseous
species transport described by Fick’s law. Appropriate modifications of
both governing equations show that both represent the species flux as a
resistance term times a difference in potential.
The resistance term of both equations has been regrouped in an overall
water transfer resistance coefficient γ that describes mass transport limita-
tions due to the GDL and the water uptake of the membrane through the
GDL-MEM interface.
As shown in chapter 2.3.4, for equilibrium conditions, membrane water
content can be expressed as a function of water activity in the adjacent
gas phase. This is then used to define equivalent water content values
ξ∗a and ξ∗c (2.16) based on the water activities in the GC. The difference
between actual membrane water content and the equivalent membrane
water content based on the gas composition in the GC is then used as a
driving force for water transport which can be expressed as follows:
N˙ ′′H2O,ADL = −γ
ρ
EW
(ξa − ξ∗a) (2.84)
N˙ ′′H2O,CDL = γ
ρ
EW
(ξc − ξ∗c ) (2.85)
Substituting the water fluxes with their respective expression in α then
yields:
α
I ′′
2F
= −γ ρ
EW
(ξa − ξ∗a) (2.86)
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(1 + α)
I ′′
2F
= γ
ρ
EW
(ξc − ξ∗c ) (2.87)
Saturation is said to occur if the membrane water content becomes
ξ = 14. In such a case, ξa and ξc are capped at 14.
For finite element analysis calculations, (2.85) and (2.84) are perfectly
adapted since based on boundary conditions at the channel inlet (ξ∗c,in and
ξ∗a,in), the resulting fluxes and water concentrations can be calculated.
Unfortunately, for an overall balance notation, the average water activity
in the gas channel χ¯H2O,GC depends on the water flux across the GDL.
Therefore, ξ¯∗c and ξ¯∗a need to be expressed as a function of water fluxes in
the anode and cathode GDLs (see chapter 2.4.2).
2.5.4. Water Transport within the Membrane
Water transport in the membrane can be related to three distinct transport
phenomena:
Water transport by electroosmotic drag is related to a frictional interaction
between protons and water molecules – as protons migrate across the
membrane water molecules get dragged along.
Water transport by diffusion (backdiffusion) is due to a water concentra-
tion difference on either side of the membrane. Typically, water
concentration at the cathode is higher than at the anode due to the
water production by the electrochemical reaction. Since the resulting
water transport is in the opposite direction of the proton movement,
this phenomena is also called backdiffusion.
Water transport by convection is due to a pressure difference across the
membrane. This is typically given by the FC system design.
The mechanisms associated with these three ways of water transport
will be shown in the following paragraphs.
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Water Transport by Electroosmotic Drag
Referring to Springer et al. [12], the electroosmotic drag coefficient ndrag is
adopted. It is assumed to be proportional to the membrane water content
and approximated by:
ndrag = 2.5
ξ
22
(2.88)
Including (2.88) in (2.24), the net water flux rate due to electroosmotic
drag can be written as:
N˙ ′′H2O,drag = ndrag
I ′′
F
(2.89)
Water Transport by Diffusion
Diffusional species transport is governed by Fick’s Law (B.9) which can
be adapted to be expressed as a function of a membrane water content
differential:
N˙ ′′H2O,dif = −
ρdry
EWm
DMEMH2O
dξ
dz
(2.90)
The difficulty then resides in determining the equivalent diffusion coeffi-
cient for water.
Motupally et al. [46] have done a review on water diffusion coefficients
in literature and reported data from Zawodzinski et al. [47], Fuller [15]
and Nguyen et al. [14]. The corresponding equations are shown in (2.91),
(2.92), (2.93) and (2.94).
DMEMH2O = 3.1 · 10−7 ξ
“
−1 + e0.28ξ
”
exp
»
−2436
T
–
, for 0 < a ≤ 3 (2.91)
DMEMH2O = 4.17·10−8 ξ
“
1 + 161e−ξ
”
exp
»
−2436
T
–
, for 3 ≤ a < 17 (2.92)
DMEMH2O = 2.1 · 10−7 ξ exp
„
−2436
T
«
(2.93)
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DMEMH2O =
`
1.76 · 10−9 + 1.94 · 10−8 ξ´ exp„−2436
T
«
(2.94)
Additionally, Springer et al. [12] have fitted their experimental data (for
values of ξ ≥ 4) to the following relation which was subsequently adopted
by Olsommer et al. [48]:
DMEMH2O =
`
2.563− 0.33ξ + 0.0264ξ2 − 0.000671ξ3´ 10−10
exp
»
2416
„
1
303
− 1
T
«– (2.95)
Apart from Zawodzinski et al.’s discontinous equations (2.91) and (2.92),
all of the above expressions for the water diffusion coefficient can be
expressed as a function in the form of
DMEMH2O =
`
d1 + d2ξ + d3ξ
2 + d4ξ
3´ exp„−d5
T
«
(2.96)
where the coefficients depend on the chosen curve fit. Table 2.4 lists the
different parameters for curve fits from Fuller et al. [15], (2.93), Nguyen et
al. [14], (2.94) and Springer et al. [12], (2.95).
Curve fit parameters Fuller et al. Nguyen et al. Springer et al.
d1 0 1.7 · 10−9 7.44 · 10−7
d2 2.1 · 10−7 1.94 · 10−8 −9.58 · 10−8
d3 0 0 7.66 · 10−9
d4 0 0 −1.95 · 10−10
d5 2436 2436 2416
Table 2.4: Coefficients for the general expression of the water diffusion
coefficient in the membrane phase according to different experimental data
and curve fits.
The experimental values19 found by [12] along with the values given by
(2.91) to (2.95) are shown in Figure 2.13. Since the temperature correction
19Note the pronounced peak in experimental data at water contents ξ ≈ 3. In
fact, the experimentally determined diffusivity was an intradiffusion coefficient
D′ relating water diffusion to the gradient of the logarithm of activity (i.e.
52
2.5. WATER TRANSPORT
factors are virtually independent between the different formulations, only
values at 30 ◦C have been plotted.
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Figure 2.13: Water diffusivity in the membrane region at 30 ◦C as a function
of membrane water content (Experimental values as determined by [12]
and interpolated values according to (2.91) to (2.95)).
Because of the limited membrane conductivity at low humidification
conditions, fuel cells need to be operated with high values of ξ. Therefore,
the peak observed in Figure 2.13 is rarely encountered in practice and is
generally neglected by adopting a linear increase of the diffusivity with
membrane water content.
Accounting for the large discrepancy of the different formulations, a
constant20value for water diffusivity between membrane water contents of
5 < ξ ≤ 14 can be regarded as appropriate.
Water Transport by Convection
Convective water transport is due to a pressure differential across the
membrane. Rowe et al. [17] have expressed the resulting water flux in
N˙ ′′H2O,dif = D
′cH2O
d(ln a)
dξ
dξ
dz ). (2.16) was then used to transform the experi-
mentally determined intradiffusion coefficient D′ into the effective water diffusion
coefficient DMEMH2O . Therefore, the steep gradient of (2.16) around ξ = 3 makes
DMEMH2O very sensitive to the exact form of (2.16) (i.e. its coefficients that have
been curve-fitted).
20Such a value would still need to be corrected for temperature dependence. The
temperature dependence as stated in (2.91) to (2.95) can simply be carried over.
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terms of the hydraulic membrane permeability and water concentration.
Their expression can be extended to be a function of membrane water
content:
N˙ ′′H2O,conv = −
ξρm,dry
EWm (1 + sξ)
kp
µH2O
∆p
δm
(2.97)
Where s = 0.0126 is a non-dimensional swelling factor experimentally
determined by Springer et al. [12]. Note that in (2.97), membrane swelling
was assumed to occur in the thickness dimension only. If expansion in
the x− y plane is to be included, the cube of the correction term (1 + sξ)
needs to be applied.
Typical literature values for the hydraulic membrane permeability are
shown in Table 2.5.
kp T Source
[m2/s] [ ◦C]
1.8 · 10−18 80 Bernardi et al. [13]
1.8 · 10−18 90 Bernardi et al. [13]
1.58 · 10−18 80 Fales et al. [49]
Table 2.5: Typical literature values for the hydraulic membrane permeabil-
ity kp.
Overall Water Transport within the Membrane
(2.89), (2.90) and (2.97) can be combined to give the overall water transport
through the membrane. Notations are further simplified by introducing
e = 2.5 I
′′
22F and f =
ρdry
EWm
kp
µH2O
∆p
δm
.
N˙ ′′H2O,MEM = N˙
′′
H2O,drag + N˙
′′
H2O,dif + N˙
′′
H2O,conv
= 2.5
ξ
22
I ′′
F
− ρm
EWm
DMEMH2O
dξ
dz
− ξρm
EWm (1 + sξ)
kp
µH2O
∆p
δm
= −DMEMH2O
dξ
dz
+
„
e− f
(1 + sξ)
«
ξ
(2.98)
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Figure 2.14 gives an idea of the order of magnitude of the water flux
rates due to drag-, diffusive- or convective driving forces. The values shown
have been established with standard literature values and apply to a Nafion
112 membrane.
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Figure 2.14: Overview of the different contributions (drag, diffusive and
convective) to water transport across the membrane. The water flux rates
[ mol
s·m2 ] have been calculated for standard literature values for the parameters
and are shown as a function of the driving force(s). For the case of diffusive
transport, the flux rate is also shown as a function of the water diffusivity in
the membrane since there are large differences between the values proposed
in literature.
(2.98) can then be integrated over the membrane thickness to get the
water transfer rate as a function of the water concentration at the membrane
interfaces. Unfortunately, there is no direct solution to the differential
equation as it is.
2.5.5. Iterative Approaches to Overall Water Transport within
the Fuel Cell
The overall water transport in the FC can be solved by solving the system
of equations formed by the governing equation of all regions – i.e. the
gas channel, the ADL and CDL layers along with the membrane region.
Unfortunately, there is no direct solution to the equations as they have
been shown in sections 2.5.2 to 2.5.4. Appropriate simplifications have
to be introduced. This section gives a brief overview of the approaches
generally adopted in literature. Some of the expressions presented will
form the basis for a non-iterative description of the overall water transport
within the fuel cell.
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The Berg et al. Approach
The Berg et al. [45] approach for the membrane region consists in neglecting
water transport due to pressure differences and considering electroosmotic
drag independent of membrane water content. Additionally, the water
diffusivity in the membrane is considered a linear function of water content.
Substituting N˙ ′′H2O,MEM = α
I′′
2F , this results in (2.98) being reduced to:
α
I ′′
2F
= −d2 exp
„
−d5
T
«
ξ
dξ
dz
+
I ′′
F
(2.99)
(2.99) can be solved to yield an expression for the water transfer coef-
ficient α as a function of the equivalent water sorption values in the gas
channel (ξ∗a and ξ∗c ):
α =
−h
2 + 2hξ∗c + ξ
∗2
c − ξ∗2a
2δm
+
I ′′
F
d2 exp
„
−d5
T
«
2h (ξ∗c + ξ
∗
a)
2δm
+
I ′′
2Fd2 exp
„
−d5
T
« (2.100)
where h = I
′′EW
2Fγρ . (2.99) can then be solved to yield an analytical
expression of membrane water content as a function of the position in the
membrane. This can then be integrated to result in an average membrane
water content that can be used to determine the membrane conductivity.
More details can be found in [45].
While (2.100) provides an analytical expression for α for a known gas
composition in the anode and cathode gas channels (i.e. known ξ∗c and ξ∗a),
no overall analytical expression can be found to express α as a function of
the cell’s operating conditions. Numerical methods have to be used to find
an overall solution.
The Linear Concentration Profile Approach
The Linear Concentration Profile Approach consists in assuming a linear
water content variation (i.e. a constant gradient) within the membrane
and expressing all concentration dependent variables as a function of the
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average water content. In the CDL, this linear water profile assumption is
introduced to replace ξc with 2ξ¯ − ξa. This yields:
(1 + α)
I ′′
2F
= γ
ρ
EW
`
2ξ¯ − ξa − ξ∗c
´
(2.101)
For the ADL region, (2.86) can be solved for ξa, which can then be
substituted into (2.101). This results in an expression for the average
membrane water content.
ξ¯ =
1
2
I ′′
2F
EW
γρ
+
1
2
(ξ∗c + ξ
∗
a) (2.102)
For the membrane region, the governing equation (2.98) can be rewritten
with the linear water profile assumption to yield:
α
I ′′
2F
= −D 2ξ¯ − ξa
δm
+
 
e− f`
1 + sξ¯
´! ξ¯ (2.103)
Substituting ξa with (2.86) then allows to simplify (2.103) to result in
an expression for α as a function of ξ¯.
α =
 
e +
f`
1 + sξ¯
´ − 2D
δm
!
ξ¯ +
D
δm
ξ∗a
I ′′
2F
„
1 +
D
δm
EW
γρ
« (2.104)
The overall water transfer coefficient α can then simply be calculated as
a function of the equivalent water sorption values in the gas channel (ξ∗a
and ξ∗c ) by substituting (2.102) into (2.104). Since D is also a function of
ξ¯, this results in a rather complex expression and is therefore not shown
here.
As with the approach outlined in section 2.5.5, (2.104) cannot be solved
analytically to yield an expression for α as a function of the cell’s operating
conditions. It is therefore only useful in iterative procedures trying to
converge towards a water transfer coefficient based on mass transfer and
mass balance considerations.
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2.5.6. Analytical Expression for the Overall Water Transport
In order to obtain an analytical solution to the overall water balance, addi-
tional simplifications have to be introduced into the governing equations.
• The membrane water sorption characteristic (see chapter 2.3.4) is
considered linear. This can be expressed as:
ξ∗ = a + bχ¯ (2.105)
• The water diffusivity in the membrane phase is considered constant.
This is justified by the large discrepancies (see section 2.5.4) between
experimental data and the fact that fuel cells operate in a high
membrane water content regime where experimental data suggests an
almost constant diffusivity. It leads to a water diffusivity formulation
of the form:
DH2O,MEM = d1 · exp
„
d5
T
«
= d6 (2.106)
• The swelling factor s in the term related to convective water transfer
(2.97) is considered zero.
• As in section 2.5.5, the water content profile within the membrane is
assumed linear. The average membrane water content is then given
by:
ξ¯ =
1
2
I ′′
2F
EW
γρ
+
1
2
(ξ∗c + ξ
∗
a) = k +
1
2
(ξ∗c + ξ
∗
a) (2.107)
Accounting for the above simplification results in a governing equation
for water transport in the membrane, one for water transport in the gas
diffusion layer and the mass balance equations for the anode and cathode
gas channels. In order to simplify subsequent calculations, a number
of substitutions has been undertaken to express the different governing
equations. The substitutions along with the solution procedure can be
found in Appendix C.1.
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The approach finally results in an equation for the overall water transfer
coefficient α.
α =
t
s
„
k + a + 0.5
b (n− 0.5α)
n + q − 0.5α− 0.5 + 0.5
b (m + α+ 1)
m + p + α+ 0.5
«
+
u
s
„
a +
b (n− 0.5α)
n + q − 0.5α− 0.5
« (2.108)
This can then be expanded into a cubic equation for the water trans-
fer coefficient α as a function of the system parameters and operating
conditions.
0 = a0 + a1α+ a2α
2 + a3α
3 (2.109)
The coefficients in (2.109) are given in Appendix C.1. Since the equation
for α is cubic, there can be 1, 2 or 3 real solutions. The mass balance
equations – for which no simplifying assumptions have been made – are
used to delimit the solution interval and determine the correct solution. If
several – from a mass balance point of view valid – solutions are found, the
trend in previous time steps is used to determine the correct solution.
(2.109) represents a fully analytical solution to the overall water transfer
problem in a fuel cell.
2.6. Overall Fuel Cell Stack Model
Sections 2.2 to 2.5 have introduced the building blocks for a steady state,
cell-averaged, analytical PEM fuel cell stack model that predicts the fuel
cell voltage and membrane water content based on the operating conditions
(see Table 2.1). This section outlines how those building blocks fit together
to form the overall stack model as shown in Figure 2.15.
In a first step, based on the operating conditions, the water transfer
coefficient α is calculated by solving (2.109). With the given water transfer
coefficient, the average species concentrations χ¯i in the gas channel are
determined according to (2.57) to (2.61)
With α and χ¯i, the average membrane water content ξ¯ and the partial
reactant pressures at the reaction sites can be determined according to
(2.107) and (2.68) respectively.
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Figure 2.15: Flowchart outlining the fuel cell stack model elaborated in
chapter 2.
In a final step, the performance equations (2.1), (2.4), (2.11), (2.12),
(2.14) and (2.23) are evaluated based on the average membrane water
content ξ¯ and the partial reactant pressures at the reaction sites pi,S to
yield the overall cell voltage.
The dependence of the different variables on the operating conditions is
shown in Table 2.6. A variable that depends directly on a given operating
condition is denoted with “•”. A variable that is calculated based on
another one which itself – directly or indirectly – depends on the considered
operating condition is noted “◦”.
2.7. Summary and Outlook
In the first part of this chapter, the equations describing fuel cell perform-
ance have been introduced. They were mainly adapted from descriptions
available in literature. In a second part, an approach for averaging the spe-
cies concentration over the length of the gas channel was introduced. These
averaged species concentrations then formed the basis for a 1 dimensional
description of reaction gas and water transport.
A novel approach for analytically determining the overall water transport
within the fuel cell based on operating conditions was introduced. This
eliminates the traditional iterative procedure to determine water transport
across the cell.
60
2.7. SUMMARY AND OUTLOOK
V
ar
ia
bl
e
f(
?)
I F
C
p a
ir
m˙
a
ir
ψ
a
ir
p H
2
m˙
H
2
ψ
H
2
T
F
C
p a
m
b
α
•
•
•
•
•
•
•
•
•
χ¯
i
α
•
◦
•
•
◦
•
•
◦
◦
ξ¯
α
,χ¯
i
•
•
◦
◦
•
◦
◦
•
•
p O
2
,S
α
,χ¯
i
•
•
•
•
◦
◦
◦
•
•
p H
2
,S
α
,χ¯
i
•
◦
◦
◦
•
•
•
•
•
E
0
•
•
•
η c
o
n
c
p H
2
,S
,p
O
2
,S
◦
◦
◦
◦
◦
◦
◦
•
◦
η a
c
t
p H
2
,S
,p
O
2
,S
•
◦
◦
◦
◦
◦
◦
•
◦
η o
h
m
•
η i
o
n
ξ¯
•
◦
◦
◦
◦
◦
◦
•
◦
V
to
t
◦
◦
◦
◦
◦
◦
◦
◦
◦
T
ab
le
2.
6:
O
pe
ra
ti
on
co
nd
it
io
n
de
pe
nd
en
cy
m
at
ri
x
fo
r
th
e
fu
el
ce
ll
st
ac
k
m
od
el
.
•
de
no
te
s
a
di
re
ct
de
pe
nd
en
ce
of
th
e
va
ri
ab
le
on
th
e
co
ns
id
er
ed
op
er
at
in
g
co
nd
it
io
n.
◦
de
no
te
s
an
in
di
re
ct
de
pe
nd
en
ce
w
he
re
th
e
va
ri
ab
le
de
pe
nd
s
on
an
ot
he
r,
pr
ev
io
us
ly
ca
lc
ul
at
ed
va
ri
ab
le
th
at
is
it
se
lf
de
pe
nd
en
t
on
th
e
co
ns
id
er
ed
op
er
at
in
g
co
nd
it
io
n.
61
2.7. SUMMARY AND OUTLOOK
Finally, the modelling equations presented within this chapter are as-
sembled to form an analytical, cell-averaged, steady state fuel cell stack
model that predicts the stack voltage along with the membrane water
content based on the operating conditions of the fuel cell.
The model can be adjusted for different PEM fuel stacks by fitting certain
parameters of the model (see chapter 5 for more details).
The resulting model now forms the basis of the desired fuel cell system
model. In chapter 3, dynamic, state-space models are introduced for the
different auxiliary systems. Those models then provide the linkage that
connect the user’s interaction with the system (e.g. applying a certain
voltage to the air compressor) to an operating condition for the fuel cell
stack (e.g. air mass flow rate).
Once they are assembled, the effect of a user’s interaction with the
system will be directly described as a resulting modification in fuel cell
voltage and membrane water content.
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3.1. Introduction
This section focuses on modelling the auxiliary systems that supply the fuel
cell with reactant gases at appropriate flow rates, pressures and humidities
and control the temperature of the cell. They are the link between the
user (or ultimately a system controller) and the operating conditions of
the fuel cell stack. Understanding and modelling their static and dynamic
behaviour therefore provides a description of how user actions affect overall
system performance.
In order to easily integrate the subsystems into an overall fuel cell system
model, the focus is to derive a linear (or linearised) state space subsystem
model in matrix notation.
A first section focuses on describing the air supply subsystem resulting
in a dynamic description of the mechanical, electrical and hydraulic phe-
nomena therein. Additional elements that could – in a different fuel cell
system – be part of the air supply system are explained and their modelling
approach outlined.
The hydrogen supply subsystem is then described and modelled. Even
though the hydrogen pressure cannot be adjusted dynamically by the user,
a description of the mechanical pressure regulator is given to provide an
understanding of the involved mechanisms.
A lumped capacitance model of the thermal management subsystem is
developed to describe the temperature dynamics of the system based on
user and system inputs. The resulting model is non-linear and needs to be
linearised around a given operating point.
3.2. System Description
The FC system considered here is shown in Figure 3.1. It is composed of an
air and hydrogen supply and conditioning system, a thermal management
subsystem along with the fuel cell stack.
In order to facilitate the understanding of the modelling approach, a
brief overview of the functions assumed by the different subsystems will be
given.
A volumetric air compressor feeds air into the cathode manifold where
it passes through a humidification system and enters the FC stack at a
given temperature and relative humidity. From the cathode, where part of
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Figure 3.1: Polymer Electrolyte Fuel Cell System.
the oxygen is consumed by the electrochemical reaction, it exits the FC
through a water separator into ambient air.
On the hydrogen side, the fuel is introduced into the anode manifold
and from there into the FC through a pressure regulator. Upon exiting
the FC stack, the leftover hydrogen is re-injected into the anode manifold
by a volumetric hydrogen pump. The generated electricity is either fed
into a given load or injected into the grid through an adapted power
converter. Heat is rejected through a water cooling circuit connected to a
liquid/liquid heat exchanger. Cooling water flow is provided by a small,
speed controllable water pump.
In a given fuel cell system, not all of these elements are necessarily going
to be part of the system. Costs and complexity will limit the number
of auxiliary system to a strict minimum necessary to get good system
performance.
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3.3. Air Supply Subsystem Model
The air supply subsystem consisting of an air compressor, a humidification
system, the fuel cell cathode compartment along with the water separator
at the exit is shown in Figure 3.1. From a controls point of view, the user
input to the air supply subsystem is the voltage applied to the compressor
motor. The resulting outputs are an air flow rate and pressure in the FC
cathode compartment.
For the air supply dynamics, the humidifier only contributes to the
inlet volume and the influence of the water separator at the exit can be
neglected. The volume of the FC cathode gas distribution channels is very
small compared to the inlet chamber volume (pipes and humidifier) and
can therefore be modelled as a simple airflow resistance. The schematic
resulting from these assumptions is shown in Figure 3.2.
pamb
Vind
LCO RCO VCO
padm
Vadm
m˙air,in m˙air,out
JCO
CO FC
Figure 3.2: Model schematic for the air supply subsystem.
Within such a representation, three different time constants in the system
can be distinguished – an electrical time constant related to the current in
the compressor, a mechanical time constant related to the inertia of the
compressor and a hydraulic time constant related to the volume in the air
supply system.
Because of the experimental nature of the implemented humidification
system, the humidifier is not included in the model. Inlet air humidity is
accounted for through the measurement of the air dew point in the inlet
manifold.
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3.3.1. Air Compressor
The compressor part is shown more in detail in Figure 3.3. A loop equation
on the electrical circuit then yields an expression for the current dynamics.
VCO = LCO
diCO
dt
+ RCO · iCO + kt,CO · ωCO (3.1)
pamb
VindLCO RCOVCO
padm
JCO
Mmot Mload, Mfric
Figure 3.3: Schematic of the air compressor.
For the mechanical side, the speed dynamics are described by a torque
balance on the compressor shaft.
JCO · ω˙CO = Mmot −Mfric −Mload (3.2)
The load torque being proportional to the difference between the inlet
and outlet pressure (pamb and pair) respectively, (3.2) can be rewritten as
JCO · ω˙CO = kt,CO · iCO − kf,CO · ωCO − kp,CO (pair − pamb) (3.3)
where the first term on the right represents the motor torque Mmot, the
second term the friction torque Mfric and the third term the load torque
Mload.
Measurements on the air compressor have shown a well-approximated
linear relationship between compressor speed (ωCO) and the resulting air
flow rate (m˙air). Assuming a proportionality factor km,CO, (3.1) and (3.3)
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can be written in matrix state space notation (i.e. x˙ = A · x + B · u and
y = C · x + D · u).
264 diCOdtdωCO
dt
375 =
264−RCOLCO −kt,COLCOkt,CO
JCO
−kf,CO
JCO
375» iCOωCO
–
+
264 1LCO 0 0
0 −kp,CO
JCO
kp,CO
JCO
375
24VCOpadm
pamb
35
(3.4)
ˆ
m˙air,in
˜
=
ˆ
0 km,CO
˜ » iCO
ωCO
–
(3.5)
3.3.2. Pressure Dynamics
Assuming constant temperature and ideal gas law behaviour, the term
describing the pressure dynamics is expressed by (3.6).
dpadm
dt
=
RT
VadmMair (m˙air,in − m˙air,out)
=
RT
VadmMair
»
m˙air,in − padm − pamb
kh
– (3.6)
The outlet air flow rate m˙air,out can be described as a function of the
pressure drop across the fuel cell stack. For a laminar flow regime typical
of fuel cell applications, it can be shown that the pressure drop is linear
with the air flow rate (i.e. m˙air,out = 1kh (padm − pamb)). Additionally, for
a volumetric compressor, the resulting flow rate is proportional to the
compressor speed. (i.e. m˙air,in = km · ωCO).
Note that (3.6) can be used to determine the time constant of the pressure
evolution within the inlet manifold. With the above assumptions, it can
be shown that the time constant is given by:
τpadm =
VadmMkh
RT ∝ Vadmkh (3.7)
In order to have a fast air supply system, both the inlet manifold volume
Vadm and the hydraulic flow resistance kh of the fuel cell need to be
minimised.
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3.3.3. Overall Air Supply Subsystem Model
Equations (3.1), (3.3) and (3.6) can then be combined in matrix notation
to give a state space description of the air supply subsystem.
266664
diCO
dt
dωCO
dt
dpadm
dt
377775 =
266664
−RCO
LCO
−kt,CO
LCO
0
kt,CO
JCO
−kf,CO
JCO
−kp,CO
JCO
0
RTkm,CO
VadmMair −
RT
VadmMairkh
377775
24 iCOωCO
padm
35
+
266664
1
LCO
0
0
kp,CO
JCO
0
RT
VadmMairkh
377775
»
VCO
pamb
–
(3.8)
24 m˙air,inm˙air,out
padm
35 =
2640 km 00 0 1
kh
0 0 1
375
24 iCOωCO
padm
35+
2640 00 − 1
kh
0 0
375»VCOpamb
–
(3.9)
In the context of the fuel cell stack model presented in chapter 2, the air
flow rate out of the inlet manifold corresponds to the air flow rate through
the fuel cell stack (denoted m˙air in chapter 2) and the inlet manifold
pressure padm represents the air inlet pressure of the FC stack (denoted
pair in chapter 2). Additionally, the air flow rate into the inlet manifold
does not influence the fuel cell stack directly. Accounting for these notation
changes, the output equation relevant to the fuel cell stack model can be
rewritten as:
»
m˙air
pair
–
=
"
0 0
1
kh
0 0 1
#24 iCOωCO
padm
35+ "0 − 1kh
0 0
#»
VCO
pamb
–
(3.10)
3.3.4. Humidifier
As shown in Figure 3.1, a humidifier controls the air humidity before the
cathode inlet. The humidification system installed in the current test bench
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is a lab setup that achieves air humidification through a bubbler system1.
Due to its energy consumption, such a system would never be part of a
stand-alone FC setup where less energy intensive techniques such as water
injection into the compressor [50] or stack internal humidification [51] are
typically used. Therefore, the humidification system has not been modelled
here – humidity is accounted for through direct measurements.
More details on the installed humidification and humidity measurement
systems can be found in chapter 4.3.1.
3.3.5. Backpressure Regulator
In many fuel cell applications, the fuel cell stack is designed to run at above
ambient pressures to increase its performance and efficiency2. In such a
case, a backpressure regulating valve is fitted at the fuel cell outlet.
Control system oriented modelling of such configurations have been
shown by [27] and [29]. This section aims to give further details about
the modelling of a backpressure regulator – it includes some experimental
results and shows why further work is needed to correctly describe the
effect of a user applied valve voltage or current on the resulting air pressure.
The backpressure regulator is basically a variable cross section valve.
The cross section can be adjusted by applying a certain coil current that
induces a magnetic force acting against a mechanical spring. Increasing
coil current increases the magnetic force and results in an increasing cross
section of the valve. For a given flow rate that is imposed by the air
compressor, the variable valve cross section Ac determines the resulting
backpressure.
Assimilating the valve to the equivalent circuit shown in Figure 3.4
and assuming limited plunger travel so that the maximum resulting cross
section is smaller than the nozzle cross section, the cross section can be
expressed as:
Ac,BR = pi · dBR · xBR (3.11)
The manufacturer’s specification indicates a proportional relationship3
between the applied valve voltage and the resulting opening of the valve.
1A heated water bath through which air is “bubbled” to acquire a dew point corres-
ponding to the bath’s temperature.
2This refers only to the FC stack efficiency – since more compressing power is needed,
the overall efficiency can actually decrease.
3This can also be obtained by a force balance applied to the valve plunger.
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Figure 3.4: Schematic of the backpressure regulator.
The electromechanical time constants for such a valve are typically in the
order of 30–40 ms.
The nozzle equation [52] then relates the flow rate for a given cross
section to the resulting pressure difference across the valve. Up to a certain
critical pressure ratio, the pressure difference will increase exponentially
with the air flow rate for steady state conditions.
Experiments have shown (see Figure 3.5) that this description is only
representative of large valve openings. When the valve opening is small
(i.e. large pressure differences), the valve characteristic seems inverted and
assumes a logarithmic behaviour. It is believed that at such small openings,
aerodynamic forces acting on the plunger modify its axial position and
therefore the valve opening and air pressure.
In order to model the effect of a current or voltage change on the
resulting air pressure, a detailed analysis of the backpressure regulator will
be required. It needs to formally represent the observed inversion of the
valve characteristics at small valve openings.
3.3.6. Summary
This section has introduced a linear, state-space model for the dynamics of
a non-pressurised air supply system fed by a volumetric compressor. The
model describes the evolution of the air flow rate into and out of the inlet
4Through the manufacturer’s electronic control unit, an applied voltage is inversely
proportional to the applied valve current iFC .
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Figure 3.5: Experimental backpressure regulation valve characteristics.
The lines for a valve voltage4of 1, 2 and (partially) 3 V (large valve
openings) correspond to the model – at smaller valve openings, the valve
characteristics are inverted.
manifold along with the pressure in the inlet manifold. The user supplied
compressor voltage along with the ambient pressure are regarded as model
inputs.
Problems with the current modelling approaches of a backpressure regu-
lator are outlined and suggestions for future modelling activities in that
domain are given.
3.4. Hydrogen Supply Subsystem Model
The hydrogen supply subsystem is composed of a pressure regulator con-
necting it to the hydrogen source, a hydrogen recirculation pump and the
FC anode compartment (see Figure 3.1). From a controls point of view,
the user input to the hydrogen supply subsystem is the voltage applied to
the pump – the resulting output is a hydrogen flow rate through the FC
anode compartment.
A hydrogen supply subsystem model can therefore be built based on the
schematic shown in Figure 3.6.
The hydrogen pressure within the supply manifold is directly controlled
by the pressure regulator. Therefore, the dynamics of the pressure variation
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Figure 3.6: Model schematic for the hydrogen supply subsystem.
in the hydrogen compartment then depend on the characteristics of the
pressure regulator.
The amount of water within the closed hydrogen supply subsystem can
be easily obtained from the water transfer coefficient determined in the fuel
cell stack model. However, the molar water fraction at the fuel cell inlet
depends on the amount of water that condensates in the system. This has
proven very hard to model and hydrogen humidity is therefore accounted
for through direct measurement.
3.4.1. Hydrogen Recirculation Pump
Equations (3.1) and (3.3) can be adapted to the hydrogen recirculation
pump resulting in the state space model shown in (3.12) and (3.13). Note
that, because of the assumption of laminar flow conditions, the pressure
drop term depends linearly on the flow rate and thus the pump speed. Its
contribution has therefore been integrated into an overall friction coefficient
kf,HP .
264 diHPdtdωHP
dt
375 =
264−RHPLHP −kt,HPLHPkt,HP
JHP
−kf,HP
JHP
375» iHPωHP
–
+
" 1
LHP
0
# ˆ
VHP
˜ (3.12)
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ˆ
m˙H2
˜
=
ˆ
0 km,HP
˜ » iHP
ωHP
–
(3.13)
For the test stand installed at LEI, the motor amplifier running the
hydrogen recirculation pump already has a fast current controller built in.
In this case, the motor current set-value becomes the user input and (3.12)
reduces to
»
dωHP
dt
–
=
»
−kf,HP
JHP
– ˆ
ωHP
˜
+
»
kt,HP
JHP
– ˆ
iHP
˜
(3.14)
ˆ
m˙H2
˜
=
ˆ
km,HP
˜ ˆ
ωHP
˜
(3.15)
3.4.2. Hydrogen Pressure Regulator
The pressure in the hydrogen compartment is controlled by a mechanical
pressure regulator (see Figure 3.6). The pressure regulator interfaces a
high pressure (typically between 50 to 250 bar) hydrogen storage volume
to the low pressure hydrogen supply manifold. By pre-loading a spring,
the user sets a desired operating pressure. During operation, a control
valve within the pressure regulator adjusts the flow rate into the hydrogen
compartment to control the pressure to the desired level.
Through a number of interconnected sensing volumes, a hydro-mechanical
feedback loop is created to regulate the pressure to the level pre-set through
the pre-loaded spring. The dynamics of the closed loop regulation depend
on the exact geometry of the different sensing volumes and interconnections
along with the friction and stiction characteristics.
A first steady state pressure regulator model was proposed by Iberall et
al. [53]. Tsai et al. [54] later developed a dynamic model of a spring loaded
pressure regulator. Since their models do not take any stiction into account,
they are not able to predict the experimentally observed behaviour of the
pressure regulator installed on the test bench (see Figure 3.8).
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Figure 3.7: Schematic drawing of a spring loaded pressure regulator with
one sensing volume.
3.4.3. Hydrogen Pressure Dynamics
Since the hydrogen supply (HS) manifold represents a closed circuit, the
pressure dynamics can be expressed through a mass balance on the manifold
volume. This can be written as:
dpHS
dt
=
RT
VHSMH2
(m˙H2,in − m˙H2,out)
=
RT
VHSMH2
»
m˙H2,PR −
Iel
2F
MH2
– (3.16)
where m˙H2,PR = f(pHS) is a function of the hydrogen pressure. Since
this relationship is difficult to model5, the pressure dynamics are not
described through a model in the context of this thesis.
The hydrogen pressure dynamics have been verified experimentally by
suddenly opening a discharge valve with a certain flow resistance on the
hydrogen supply manifold, pressurised at 500 mbar(a). The resulting
pressure evolution is plotted for the case with and without pressure regulator
on Figure 3.8.
5See chapter 3.4.2.
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Figure 3.8: Pressure evolution in the hydrogen supply manifold following
a sudden opening of a discharge valve. The results are shown with and
without pressure regulator.
If a discharge flow rate m˙H2,out = kDV (pHS − pamb) is assumed, the
pressure variation can be shown to follow an exponential law with a time
constant
τHS =
VHS
kDVRT (3.17)
With the discharge coefficient kDV and the volume of the hydrogen
supply manifold, this results in a time constant of τHS ≈ 4s which is
verified experimentally when no pressure regulator is present. With the
pressure regulator, a difference of around 80 mbar between the setpoint
and the actual pressure is required before the regulator starts injecting
hydrogen. During this time, the pressure evolution is governed by the time
constant established in (3.17). Under steady state conditions with the
discharge valve open, a permanent error of around 80 mbar subsists.
3.4.4. Summary
This section has introduced a linear, state-space model for the dynamics
of the hydrogen flow rate in the fuel cell. The model considers a closed
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loop hydrogen supply where the flow rate is imposed through a volumetric
pump.
The hydrogen pressure in the manifold is imposed by a mechanical
pressure regulator. The problems with current pressure regulator models
are introduced and a comparison between theoretical and actual hydrogen
pressure dynamics is shown.
3.5. Thermal Management Subsystem Model
The thermal management subsystem is shown in detail below (Figure 3.9).
It is composed of the cooling channels integrated into the fuel cell’s bipolar
plates, a variable speed cooling liquid (CL) pump (CP) and a liquid-liquid
heat exchanger (HX) to reject any surplus heat to a chill water circuit (CW)
(see Figure 3.1). The experimental setup also integrates a cooling water
reservoir (RV) with an electrical heating element, allowing the system
to be brought to operating temperature prior to switch-on along with
maintaining operating temperature in low-load conditions.
Vind
LCP RCP
VCP
JCP
CP FCHX
RV
CW
CV
T1
T2
T3 m˙CL
Figure 3.9: Model schematic for the thermal management subsystem.
This chapter will establish a state-space dynamic model describing the
temperature evolution of the fuel cell and cooling liquid reservoir as a
function of the user inputs and ambient conditions. The losses in the
fuel cell Q˙loss, the heating power in the cooling liquid reservoir Q˙heat,
the voltage applied to the cooling liquid pump VCP and the duty cycle
applied to the chill water valve d are considered as user inputs. Ambient
conditions are represented by the ambient temperature Tamb and the chill
water temperature TCW .
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In order to describe the main dynamics of the system, the heat transfer
processes occurring in the components of the thermal management subsys-
tem are described for each component in chapters 3.5.1 to 3.5.5. In this
context, the FC and the water reservoir are considered as lumped masses
with associated dynamics while the heat exchanger is considered as a heat
transfer element only. The cooling liquid temperature is assumed constant
within the connecting hoses.
Sections 3.5.6 to 3.5.8 then assemble the presented governing equations
for each component and derive a non-linear state space model that is
then linearised around a given operating point to be presented in matrix
notation.
3.5.1. Cooling Pump
The cooling pump’s (CP) role in the thermal management subsystem is
to provide a cooling liquid flow at a desired flow rate. The user adjusts
the pump speed by applying a voltage VHP to the pump motor. The
resulting cooling liquid flow rate can then be considered an input to the
other elements in the cooling circuit – the higher the flow rate, the more
heat can be transferred from one element to the next.
In order to describe the dynamics of the cooling pump, it can be treated
like the air compressor shown in chapter 3.3.1. The primary difference
resides in the fact that the CP inertia and friction coefficient not only
comprises the mechanical inertia and friction, but also the inertia of the
cooling liquid (CL) and its friction on the tube walls6. This can be expressed
as:
264 diCPdtdωCP
dt
375 =
264−RCPLCP −kt,CPLCPkt,CP
JCP
−kf,CP
JCP
375» iCPωCP
–
+
" 1
LCP
0
# ˆ
VCP
˜
(3.18)
ˆ
m˙CL
˜
=
ˆ
0 km,CP
˜ » iCP
ωCP
–
(3.19)
6Assuming laminar flow in the cooling circuit and neglecting minor losses, it can
be shown that the pressure drop in the circuit is proportional to the flow rate
and therefore to the compressor speed. As shown in chapter 3.3.1, a pressure
difference across a volumetric compressor is proportional to the compressor load
torque. Therefore, those hydrodynamic friction terms can be directly included in a
global viscous friction term for the cooling pump.
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It can be shown that the electrical time constant (τel ≈ 0.005s) and the
mechanical time constant (τmec ≈ 0.5s) of the cooling pump are significantly
smaller than the dominant thermal time constants of the cooling circuit.
Therefore, the state space model of the cooling pump can be reduced to
its steady state input-output description. Setting all time derivatives in
(3.18) and (3.19) to zero and solving for the CL mass flow rate yields:
m˙CL =
kt,CP
VCP
RCP
km,CP
„
kf,CP +
kt,CP
2
RCP
« = kCPVCP (3.20)
Since all terms in (3.20) apart from the pump voltage VCP are char-
acteristic for the pump in question, they can be replaced with a single,
experimentally identifiable constant kCP as shown.
The steady state pump speed and current are given by7:
iCP =
VCP
RCP +
k2t,CP
kf,CP
(3.21)
ωCP =
VCP
RCPkf,CP
kt,CP
− kt,CP
(3.22)
The power consumption of the cooling pump can then be easily determ-
ined by multiplying (3.21) by the pump voltage. This yields:
PCP =
V 2CP
RCP +
k2t,CP
kf,CP
(3.23)
3.5.2. Thermal Fuel Cell Model
In the fuel cell, the losses described in chapter 2.3 lead to a heat production.
The heat is dissipated in the regions where the respective losses occur and
is then evacuated from the cell through conduction to the bipolar plates
and from there through convection to the ambient air and cooling liquid.
7This is obtained by setting all time derivatives in (3.18) to zero.
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This leads to temperature gradients in the direction perpendicular to
the cell. However, they are generally negligible with respect to non-
uniform in-plane temperature distribution (hot spots) as has been shown
by Freunberger et al. [55]. Therefore, the fuel cell will be considered
isothermal in the context of this thesis.
Furthermore, hydrogen and air are assumed to be supplied to the fuel cell
at cell temperature and thus do not contribute to the temperature evolution
of the system. Any liquid that condenses or evaporates within the system
will contribute to the temperature evolution. However, since the fuel cell
stack model presented in chapter 2 does not describe the condensation
or evaporation of water, this contribution cannot be accounted for in the
thermal model.
It can be shown that for the considered stack [56] and cooling pump, the
Biot number in the cooling channels is inferior to Bi ≤ 0.2. This signifies
that the the conduction phenomena within the plate presents much less
heat transfer resistance than the convective term. Therefore, the stack can
be treated as a lumped capacitance model [57] and a constant bipolar plate
temperature can be assumed.
Applying a basic energy balance for the bipolar plate allows to express
the evolution of the fuel cell temperature as
dTFC
dt
=
1
mFCcp,FC
h
Q˙loss + m˙CL · cp,CL (T1 − T2)
− kFC (TFC − Tamb)
i (3.24)
where the following phenomena have been taken into account:
Natural convection with the ambient air can be shown to closely follow a
law of the form
Q˙conv = −kFC(TFC − Tamb) (3.25)
as shown on Figure 3.10. The logarithm of the Raleigh number (RaL)
being inferior to 9 indicates a laminar flow regime [57]. If the fuel
cell is considered as a flat plate, an average value for the natural
convection coefficient of kFC ≈ 0.7 W/K results.
Forced internal convection in the cooling channels is described through an
energy balance between inlet and outlet temperatures.
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Figure 3.10: Heat transfer through free convection along the fuel cell that
is considered as a vertical flat plate.
Fuel Cell Losses are included as a heat source term. According to the
definition of the fuel cell losses in chapter 2.3, the dissipated heat per
cell can be written as:
Q˙loss =
`
E0 − E¯
´
Iel (3.26)
Since the air and hydrogen supplied to the fuel cell enter the cell at a
temperature close to the one of the fuel cell, convective cooling through
process gases has not been accounted for. Also, because the fuel cell model
does not distinguish between gaseous and liquid water, the effects of water
vaporisation and condensation on the cell temperature have been neglected.
Note that since T1 is a measure of the CL temperature at the reservoir
exit, T1 = TRV can be assumed. The FC exit temperature T2 is determined
by the heat transferred to the CL along the cooling channels. Describing
the heat transfer through forced internal convection, this can be expressed
as:
T2 = TFC − (TFC − TRV ) exp
„
− As · hFC
m˙CL · cp,CL
«
(3.27)
The equivalent average convection coefficient hFC can be determined
through experimental Nusselt number correlations [58].
3.5.3. Cooling Liquid Reservoir
The cooling liquid reservoir serves as a storage volume for the cooling liquid
and permits evacuation of any air in the cooling circuit. In order to bring
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the fuel cell up to operating temperature prior to start-up, an electrical
heating cartridge has been integrated into the reservoir. The heat supplied
by the heater can be adjusted by the user and is denoted as Q˙heat.
Because the reservoir and the cooling liquid it contains represent a large
thermal inertia, a time dependent formulation for the temperature evolution
has to be found. In analogy with (3.24), the cooling liquid temperature in
the reservoir is expressed as:
dTRV
dt
=
1
mRV cp,RV
h
Q˙heat + m˙CL · cp,CL (T3 − TRV )
− kRV (TRV − Tamb)
i (3.28)
In this context, the natural convection heat transfer coefficient kRV
comprises the natural convection within the reservoir, within the heat
exchanger and the cooling liquid tubing.
3.5.4. Liquid-Liquid Heat Exchanger
The liquid-liquid type heat exchanger is used to reject waste heat from the
fuel cell. The cooling liquid heated in the fuel cell transfers heat to a chill
water circuit as it passes through the heat exchanger. In order to obtain
the CL temperature at the HX outlet, the heat transfer within the HX
needs to be described as a function of the chill water and cooling liquid
flow rates.
This is achieved by using an NTU analogy [57]. The number of transfer
units (NTU) is characteristic for a given heat exchanger and is defined as:
NTU =
U A
Cmin
(3.29)
where: A = Heat exchange surface area [m2]
U = Overall heat transfer coefficient [ W
m2K
]
Cmin = min[cp,h · m˙h, cp,c · m˙c] [ kJK ]
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Based on a known NTU value8, a heat exchanger efficiency % can be
calculated according to the following equations:
% = 1− e
1
CR
NTU0.22
"
e(−CRNTU
0.78)−1
#
(3.30)
% =
1− e−NTU(1−CR)
1− CRe−NTU(1−CR) for CR < 1 (3.31)
% =
NTU
1 + NTU
for CR = 1 (3.32)
where: CR = CminCmax [−]
Cmax = max[cp,h · m˙h, cp,c · m˙c] [ kJK ]
(3.30) is applicable for a cross flow type heat exchanger and (3.31) and
(3.32) are applicable for counter flow type heat exchangers.
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Figure 3.11: Heat exchanger efficiency % for various hot and cold water
flow rate conditions.
8The NTU value of a heat exchanger can be either calculated based on experimental
data or obtained from the manufacturer.
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As shown in Figure 3.11, for as long as CCL < CCW , (3.30) and (3.31)
result in a linear relationship for % of the form
% = %0 − kxm˙CL (3.33)
where kx is the heat exchanger efficiency-flow rate coefficient for a given
HX. %0 is a constant independent of the HX type and is given by (3.31) as
CR approaches zero.
%0 = 1− e−NTU ≈ 0.273 (3.34)
For the configuration of the LEI test stand (see chapter 4), the chill water
flow rate m˙CW = 8.5 lpm is at least four times the cooling liquid flow rate.
Therefore, the HX efficiency can be expressed using the linear formulation
(3.33). Additionally, it can be shown that the relative difference between
the efficiency of a cross-flow and a counter-flow type HX is below 2%.
The heat transfer in the HX can then be described for two distinct cases:
1. When the chill water flow through the HX is turned off, i.e. CCW = 0,
no heat transfer occurs and the inlet and outlet temperatures are the
same.
T3 = T2 (3.35)
2. When the chill water flow through the HX is turned on, i.e. CCW (= 0,
and while CCL < CCW , T3 can be expressed as:
T3 = % (TCW − T2) + T2 (3.36)
where % is the heat exchanger efficiency that depends linearly on the
cooling liquid flow.
The overall heat transfer can be expressed as a function of the chill water
and cooling liquid inlet temperatures.
Q˙ = %Cmin (TCW − T2) (3.37)
If the ranges of the CW and CL flow rates cross, a discontinuity of
the heat transfer will occur along the line where m˙CL = m˙CW . If the
hardware configuration is such that this is the case, care needs to be taken
to implement the change in heat transfer as the CW flow rate is reduced
below the CL flow.
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3.5.5. Liquid-Air Heat Exchanger
Alternatively, the surplus heat from the fuel cell could be rejected through
an air-liquid heat exchanger. Such a system would be typically assisted by
a cooling fan forcing ambient air through the radiator.
For such heat exchangers, the heat transfer can be shown to be pro-
portional to the temperature difference between the ambient air and the
cooling liquid at the inlet T2. The proportionality factor is denoted kHX
and depends on the air flow through the HX.
T3 =
(Tamb − T2) kHX
m˙CL · cp,CL + T2 (3.38)
If the cooling fan speed can be adjusted continuously, the specific heat
exchanger power kHX can be expressed as a function of the fan speed and
therefore as a function of the user input applied to the HX.
If the fan can only be switched on or off, the heat transfer is described
for each case through the corresponding specific heat exchanger power
konHX and koffHX . These descriptions can then be combined into an overall
description as described in chapter 3.5.8.
3.5.6. Overall Cooling Circuit
(3.24), (3.27), (3.28) along with either (3.36) and (3.35) or (3.38) can then
be regrouped to yield an expression for the time derivative of the bipolar
plate and cooling liquid reservoir temperatures. Since the system installed
at LEI is composed of a liquid-liquid heat exchanger, only that configuration
will be shown here.
The fuel cell temperature can be expressed as:
dTFC
dt
=
1
mFCcp,BP
"
Q˙loss − kFC (TFC − Tamb) + m˙CLcp,CL
»
T1 − TFC + (TFC − TRV ) exp
„
− AshFC
m˙CLcp,CL
«–# (3.39)
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And the cooling water reservoir temperature is given by (for the HX
turned on and off respectively):
dTRV ,on
dt
=
1
mRV cp,CL
"
Q˙heat − kRV (TRV − Tamb) + m˙CLcp,CL»
%0 − kxm˙CLTCW + (1− %0 + kxm˙CL)„
TFC − (TFC − TRV ) exp
„
− AshFC
m˙CLcp,CL
««
− TRV
–# (3.40)
dTRV ,off
dt
=
1
mRV cp,CL
"
Q˙heat − kRV (TRV − Tamb) + m˙CLcp,CL
»
TFC − (TFC − TRV ) exp
„
− AshFC
m˙CLcp,CL
«
− TRV
– # (3.41)
3.5.7. State Space Representation of the Overall Cooling Circuit
(3.39) to (3.41) can be viewed as a state space expression of the system with
states TFC and TRV and inputs Q˙loss Q˙heat m˙CL and TCW . Additionally,
(3.20) describes the cooling liquid flow rate m˙CL as a function of the user
input VCP and can therefore be substituted into (3.39) to (3.41).
Since these governing equations are not linear, they cannot be expressed
in matrix notation. However, linearising the system around a given operat-
ing point (state space variables and system inputs), allows to express the
system’s dynamics in a state space matrix form. Denoting the operating
point with x¯ and the deviation from that operating point as x˜, yields for
the HX turned on and off respectively9:
264dT˜FCdt
dT˜RV
dt
375 = ˆACC˜ »T˜FC
T˜RV
–
+
ˆ
BCC
˜
2666664
˜˙Qloss
˜˙Qheat
V˜CP
T˜CW
T˜amb
3777775 (3.42)
9See Appendix D for more details on the state space notation of a linearised system.
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ˆ
TFC
˜
=
ˆ
1 0
˜ »T¯FC + T˜FC
T¯RV + T˜RV
–
(3.43)
where ACC and BCC are the Jacobian matrices of (3.39) to (3.41) with
respect to the states and system inputs. They are given for the HX turned
on as:
ACC,on =
"
−F (1− E) + kFC
G
F (1− E)
G
ACC,on(2, 1) ACC,on(2, 2)
#
(3.44)
Where ACC,on(2, 1) and ACC,on(2, 2) are given by:
ACC,on(2, 1)) =
F (1− E) `1− %0 + kx ¯˙mCL´
H
(3.45)
ACC,on(2, 2) =
F
`
E
`
1− %0 + kx ¯˙mCL
´− 1´− kRV
H
(3.46)
BCC,on =
264 1G 0 BCC,on(1, 3) 0 kFCG
0
1
H
BCC,on(2, 3)
F
H
`
%0 − kx ¯˙mCL
´ kRV
H
375 (3.47)
Where BCC,on(1, 3) and BCC,on(2, 3) are given by:
BCC,on(1, 3) =
cp,CL
`
T¯RV (1− E)− T¯FC (1− E)
´
G
+
E
`
T¯FC − T¯RV
´
As · hFC
¯˙mCL
G
(3.48)
87
3.5. THERMAL MANAGEMENT SUBSYSTEM MODEL
BCC,on(2, 3) =
cp,CL
H
" `
%0 − kx ¯˙mCL
´
T¯CW − T¯RV
+
`
T¯FC (1− E) + T¯RV E
´ `
1− %0 + kx ¯˙mCL
´ #
+
F
H
"
− kxT¯CW + kx
“
T¯FC − E
`
T¯FC − T¯RV
´ ”
− E
`
T¯FC − T¯RV
´
As · hFC
`
1− %0 + kx ¯˙mCL
´
¯˙mCLF
#
(3.49)
where: E = exp
„
− AshFC¯˙mCLcp,CL
«
[−]
F = ¯˙mCL · cp,CL = kCP V¯CP [W/K]
G = mFC · cp,BP [W/K]
H = mRV · cp,CL [W/K]
¯˙mCL = kCP V¯CP [kg/s]
When the HX is turned off, ACC and BCC become:
ACC,off =
264−F (1− E) + kFCG F (1− E)GF (1− E)
H
−F (1− E) + kRV
H
375 (3.50)
BCC,off =
264 1G 0 BCC,off (1, 3) 0 kFCG
0
1
H
BCC,off (2, 3) 0
kRV
H
375 (3.51)
Where BCC,off (1, 3) and BCC,off (2, 3) are given by:
BCC,off (1, 3) =
cp,CL
`
T¯RV (1− E)− T¯FC (1− E)
´
G
+
E
`
T¯FC − T¯RV
´
As · hFC
¯˙mCL
G
(3.52)
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BCC,off (2, 3) =
cp,CL
`
T¯FC (1− E)− T¯RV (1− E)
´
H
−
E
`
T¯FC − T¯RV
´
As · hFC
¯˙mCL
H
(3.53)
Since A and B are linearised descriptions around an operating point, sev-
eral A, B matrices have to be calculated depending on the actual operating
point. The matrices depend on the following operating parameters:
• T¯CW
• T¯RV
• T¯FC
• V¯CP
The cooling system of the FC stack was designed with a temperature
difference between stack temperature and cooling liquid inlet temperature
of roughly 5 ◦C. It is therefore assumed that
T¯RV = T¯FC = T¯CC =
1
2
(TRV + TFC) (3.54)
This approach leaves ACC,on and ACC,off unchanged and yields for
BCC,on and BCC,off respectively:
BCC,on =
264 1G 0 0 0 kFCG
0
1
H
BCC,on(2, 3)
F
H
`
%0 − kx ¯˙mCL
´ kRV
H
375 (3.55)
BCC,off =
264 1G 0 0 0 kFCG
0
1
H
0 0
kRV
H
375 (3.56)
Where BCC,on(2, 3) is given by:
BCC,on(2, 3) =
cp,CL
`
%0 − 2kx ¯˙mCL
´ `
T¯CW − T¯CC
´
H
(3.57)
Note that while the heat exchanger is on, a modification of the CL
flow rate only affects the reservoir temperature. Through the system’s
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cross coupling (i.e. off diagonal terms in (3.44)) this translates into a
temperature change of the bipolar plate. Since those off-diagonal terms
in ACC,on also depend on the CL flow rate a change in ¯˙mCL will affect all
temperatures in the system.
The same is true with the HX turned off where BCC,off indicates no direct
influence of the CL flow rate on the reservoir and fuel cell temperatures.
However, the cross coupling inherent to the system as shown in (3.50)
depends on the CL flow rate.
3.5.8. State Space Averaged Overall Cooling Circuit
The system description outlined in chapter 3.5.7 results in two distinct
models depending on whether the chill water valve is open or closed10.This
section outlines the technique to convert those two distinct state space
models into a single model where the user action on the chill water valve
appears as a system input.
Because of the large thermal time constants in the cooling system, the
chill water valve can be switched at a fixed frequency with the duty cycle
adapted to control the system’s temperature. In such a configuration, state
space averaging theory (see Appendix D) allows an overall system equation
to be found. The input vector is extended by the duty cycle and the system
matrix is a weighted sum of the system matrices with the HX turned on
and off respectively ((3.44) and (3.50)).
264dT˜FCdt
dT˜RV
dt
375 = ˆACC˜ »T˜FC
T˜RV
–
+
ˆ
BCC
˜
266666664
˜˙Qloss
˜˙Qheat
V˜CP
T˜CW
T˜amb
d˜
377777775 (3.58)
ˆ
TFC
˜
=
ˆ
1 0
˜ »T¯FC + T˜FC
T¯RV + T˜RV
–
(3.59)
10In a configuration where the chill water flow rate can be adjusted continuously
through the chill water valve, the system needs to be described by two distinct
models because of the discontinuity in heat transfer as the CW flow rate becomes
smaller than the CL flow rate. Two models are also required if a liquid-air type
heat exchanger is used in combination with a fan that can only be switched on or
off.
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In the case of an air-liquid HX, no state space averaging is required since
the fan speed directly acts as a variable control input.
3.5.9. Summary
This section has introduced a state-space model to describe the temperature
evolution of the fuel cell and the cooling liquid reservoir as a function of
ambient conditions and as a function of the user’s interaction with the
system.
Because the resulting state space equations were non-linear, they have
been linearised around a given operating point.
3.6. Electronic Power Converters
This section will give a brief overview of the function of electronic power
converters. Its scope is not to model such a device but to situate their
context. More details on power converters specifically targeted for fuel cell
applications can be found in Carlos Rivas’ Ph.D. thesis [8].
Fuel cell stacks provide electric power in the form of a certain DC current
and voltage. In order for this electrical energy to be useful for driving
electric loads (e.g. motors), electric power converters provide a highly
dynamic, accurate and flexible way to adapt the voltage, current and
frequency levels to the load.
From a controls point of view, electronic power converters act as an input
to the fuel cell system by extracting a certain electrical current from the
fuel cell. Inherently, electronic power converters are capable of following
highly dynamic load conditions. In order not to damage the fuel cell system
in the process, feedback from the fuel cell system is required when trying
to track a given load profile.
The fuel cell system model elaborated in the context of this thesis provides
a means of implementing such a feedback (through model predictive control)
without requiring the installation of additional sensors.
Electronic power converters operate by switching at high frequencies
(typically from 4–20’000 kHz) between different current paths. This allows
to modulate the power transfer as desired while generating very few losses.
Unfortunately, this produces a high frequency current ripple in the load
current withdrawn from the fuel cell. The magnitude of the ripple depends
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on the configuration of the power converter along with the operating
conditions.
The description of the high frequency dynamic phenomena that are
triggered within the cell by that current ripple is hardly reported in literat-
ure and is beyond the scope of this thesis.
A preliminary, model based analysis of the effects of current ripple on
the fuel cell operating conditions has been reported by Gemmen et al. [59].
They estimate that to ensure a negligible impact of inverter ripple, the
inverter frequencies11need to be above 120 Hz and have ripple factors of
less than 4 %.
3.7. Overall Balance of Plant Model
The state space models for the different auxiliary systems (i.e (3.8) and
(3.10) for the air supply subsystem, (3.14)) and (3.15) for the hydrogen
supply subsystem and (3.58) and (3.59) for the thermal management
subsystem) can then be easily assembled into a global state space model
for the overall balance of plant system.
Adopting the notations outlined in Appendix D, this can be written as:
24x˙COx˙HP
x˙CC
35 =
24ACO 0 00 AHP 0
0 0 ACC
3524xCOxHP
xCC
35
+
24BCO 0 00 BHP 0
0 0 BCC
3524uCOuHP
uCC
35 (3.60)
24yCOyHP
yCC
35 =
24CCO 0 00 CHP 0
0 0 CCC
3524xCOxHP
xCC
35
+
24DCO 0 00 DHP 0
0 0 DCC
3524uCOuHP
uCC
35 (3.61)
11Typical inverter switching frequencies are several thousand Hertz.
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The overall output vector is given by:
y =
24yCOyHP
yCC
35 =
2664
m˙air
pair
m˙H2
TFC
3775 (3.62)
which represent the operating conditions described by the balance of
plant model. As mentioned before, the hydrogen pressure is adjusted by
the user and then controlled by hydro-mechanical pressure regulator.
The dynamics of the hydrogen pressure, along with the fuel cell inlet
humidities in the air and hydrogen supply subsystems have not been mod-
elled in the context of this thesis. From a fuel cell’s point of view, they are
considered as ambient conditions – along with the ambient pressure – and
are accounted for in the fuel cell stack model through direct measurements.
3.8. Summary
In the first part of this chapter, a typical PEM fuel cell system with its
associated balance of plant systems was shown. Dynamic state-space models
were developed for each of the auxiliary systems, i.e. air supply subsystem,
hydrogen supply subsystem and thermal management subsystem. Each
of those models provides a dynamic description of the effect of a user’s
interaction with the considered auxiliary component.
Since the auxiliary systems impose the operating conditions for the fuel
cell stack, this yields a dynamic description of the FC operating conditions
as a function of the user’s input.
Experimental results with respect to the models presented in chapters 2
and 3 will be presented in chapter 5. The test bench used to obtain those
experimental results will be described in more detail in chapter 4.
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4.1. Introduction
In order to be able to experimentally verify the developed models and
gain hands-on experience with fuel cell system control, a dedicated FC test
bench was developed and built at LEI.
A fuel cell stack jointly developed at the Paul Scherrer Institute (PSI) and
the Swiss Federal Institute of Technology in Zürich (ETHZ) was acquired
and assembled in-house. Appropriate balance of plant components were
selected and installed to provide the FC stack with reactant gases and
adjust its operating temperature.
A dedicated hardware and software data acquisition and system control
solution was developed and successfully implemented on the test stand.
This chapter aims to give an overview of the experimental setup and
provide information about the design choices and implemented solution.
Sections 4.2 – 4.4 first give a brief overview of the fuel cell stack, the test
bench, the data acquisition and control system and then provide more
detailed insight into the components’ functions and design criteria.
4.2. Description of the FC stack
The BRESA FC stack that was acquired from PSI was designed to be used
in a fuel cell vehicle [60, 50] where oxygen would be provided from ambient
air through a compressor and hydrogen would be supplied in compressed
gaseous form.
The stack is liquid cooled, provides about 65 W from each of its 200 cm2
repeat elements. It is designed to operate at 2 bar(a) pressure, a temperat-
ure of 70 ◦C and air and hydrogen stoichiometry of 2.
Each carbon bipolar plate is made from two parts that are then glued
together. This provides cooling liquid channels within the bipolar plates
and assures effective heat removal. The reactant gases enter the stack
in a manifold and are then distributed over the cells’ surface through
meandering gas channels on the anode and cathode side.
E-tek ELAT electrodes and gas diffusion media are used for gas transport
to and from the reaction sites and provide a catalyst layer (0.5 mg Pt/cm2)
where the electrochemical reaction takes place. NAFION 112 membranes
separate the anode and cathode gas channels and provide a proton con-
duction medium. More details on the stack and its design can be found in
Martin Ruge’s Ph.D. thesis [34].
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To comply with already existing elements of the test bench (particularly
the flow meters), 7 repeat elements were acquired from PSI and assembled
at LEI to provide a stack delivering about 400 W under design operating
conditions.
The aluminium compression plates as well as the half-bipolar plates at
the stack extremities were not available anymore. They were machined
according to PSI ’s drawings at LEI ’s workshops and Steinemann Carbon
AG respectively. The stack was then assembled at LEI.
Figure 4.1: Picture of the BRESA FC stack installed at LEI.
The current-voltage characteristics of the stack’s first test-run are shown
in Figure 4.2. Note that the data was recorded at ambient pressure prior
to running the stack in.
4.3. Description of the Test Bench
A schematic of the experimental system is shown in Figure 4.3. All sensors
are shown by a circle indicating the type of measurement. Inputs that can
be controlled by the user are represented by arrows along with a label for
the input variable.
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Figure 4.2: IV curve of the stack’s first test run with the operating con-
ditions Tstack = 60 ◦C, Tair = 70 ◦C, air dew-point TDP = 60 ◦C and
non-controlled stoichiometries.
The thermal management subsystem is composed of a cooling liquid
recirculation pump, a cooling liquid reservoir with a heating element that
allows to either heat the fuel cell to its operating temperature or maintain a
cell temperature under low load conditions. A liquid-liquid heat exchanger
rejects any waste heat from the cooling liquid circuit to a secondary cooling
circuit. The amount of heat rejected through the heat exchanger can be
adjusted through the electro-valve R3.
The secondary cooling circuit is maintained at around 17 ◦C through a
liquid-liquid heat exchanger connected to the building’s air conditioning
circuit. Its cooling liquid is pumped by an independent, mains powered
cooling pump and also feeds the water condenser in the hydrogen circuit
along with the humidification system.
The air supply subsystem is composed of an air compressor feeding air
through a mass flow meter into an air humidification device. Humidity
and air temperature can be adjusted independently before the process air
enters the fuel cell stack where inlet pressure, temperature and humidity
are measured.
The hydrogen supply subsystem is fed with compressed hydrogen be-
tween 1 and 2 bar(a) through a manually adjustable pressure reducing
valve. Before entering the fuel cell stack the hydrogen’s flow rate, pressure,
humidity and temperature are measured. At the FC exit, the electro-valve
R1 either feeds the surplus hydrogen through a condenser or directly to a
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liquid water separator. If passed through the condenser, the hydrogen is
cooled to condense water vapour that has accumulated in the gas. From the
water separator, the hydrogen is pumped to the fuel cell inlet by a hydrogen
recirculation pump. The electro-valve R2 allows automated purging of the
hydrogen circuit.
Figure 4.4: Picture of the fuel cell test stand installed at LEI.
The test bench is designed for any water cooled PEM fuel cell stack with
an electrical gross power up to 480 W 1at a average cell voltage of 0.5 V
and stoichiometric flow rates of λ = 3.
4.3.1. Air Supply Subsystem
The air supply subsystem is designed to supply the fuel cell stack with
humidified air at stoichiometric flow rates of λair = 3 at absolute pressures
of up to 2 bar(a).
1The original design goal specified 500 W of electrical power. This would have
required the purchase of new hydrogen and air flow meters. Therefore, the design
point of the test bench was derated to 480 W .
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Air Compressor
The design point corresponds to a compression ratio of 2 and a flow rate of
50 slpm (480 W @ 0.5 V/cell). Since PEM fuel cell stacks are very sensitive
to impurities contained in the reaction gases, an oil-less compressor with
wetted components made from non-corroding materials is required.
An ASF Thomas 2907CDC22 double head membrane compressor was
chosen. It is powered by a 12 V DC motor and supplies a maximum air
flow rate of 63 slpm at a relative pressure of 1 bar(g) (see Figure 4.5).
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Figure 4.5: Characteristics of the installed ASF Thomas 2907CDC22
double head membrane compressor (manufacturer data).
Because it is an off-the-shelf industrial component, power consumption is
rather high. The manufacturer specifies an electrical power consumption of
240 W at a compression ratio of 2 and a flow rate of 63 slpm corresponding
to an overall isentropic efficiency of ηKs ≈ 1 %. It is thus unsuitable for
stand-alone fuel cell systems where the auxiliaries are powered by the fuel
cell but proved adequate for a test bench environment.
Air Humidification System
In order to run the fuel cell system at any desired humidity, an Arbin DPH
humidifier is installed downstream from the air compressor.
The schematic of the humidifier system is shown in Figure 4.6. A
humidifier core (DPH ) is filled with deionised water from a reservoir and
electrically heated to the desired dew point temperature. The process air
is fed through the humidifier core where it takes up water. If this is not
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desired, a bypass valve allows air to be directly fed to the exit heater that
adjusts the air temperature to the chosen exit temperature.
Chill water is required for the core to operate correctly. Additionally, it
serves as a heat transfer medium in the exit heater. Its flow can be adjusted
through a manual flow regulator (denoted as “Black Flow Regulator”) –
large flow rates allow fast reductions of the humidifier core and exit heater
but decrease the speed with temperature can be increased. This is shown
in Figure 4.7 where the chill water flow rate is increased to 50 cl/min for
negative changes in set-point temperature.
A second manual flow regulator (denoted “Transparent Flow Regulator”)
feeds chill water through a concentric tube heat exchanger that cools the
chill water from the exit heater outlet.
Both electrical heating elements are powered by electronic temperature
controllers whose set-points are manually adjusted by the user. An addi-
tional temperature sensor has been integrated into the system to monitor
the dew point temperature TDP from the data acquisition system.
Figure 4.7 shows the dynamic response of the humidifier system to
a change in set-point temperature. The time constants for increasing
temperatures are given by available heating power compared to the thermal
inertia. For the DPH core, time constants of τDPH,up ≈ 12 min are
observed. For the exit heater, they are around τEH,up ≈ 4 min. When
reducing the desired temperature, the chill water flow determines the
resulting temperature. On the measurements in Figure 4.7, the flow rate was
increased to 50 cl/min resulting in time constants around τdecrease ≈ 2 min.
4.3.2. Hydrogen Supply Subsystem
The hydrogen supply subsystem is designed to supply the fuel cell stack
with hydrogen at stoichiometric flow rates of λH2 = 3 at absolute pressures
up to 2 bar(a). No external hydrogen humidification is required – the
hydrogen gets humidified in the fuel cell. Since the hydrogen supply circuit
is closed, the acquired humidity accumulates within the system. In order to
regulate the hydrogen humidity, a switchable water condenser is installed
in the system.
Pressure Regulator
The pressure regulator supplies hydrogen at the desired pressure to the
hydrogen manifold. It interfaces a high pressure (20−250 bar(g)) hydrogen
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Figure 4.6: Schematic representation of the Arbin DHP humidification
system.
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container to the fuel cell and automatically adjusts the hydrogen flow rate
so as to keep the desired pressure within the hydrogen manifold.
An Air Liquide HBS 315/1 pressure regulator is installed on the test
bench. It is capable of maintaining a user adjusted pressure level between
0 and 1 bar(g) for flow rates below 20 slpm. If the flow rates increase
any further, the pressure level cannot be maintained any more and drops
(see Figure 4.8). Because the pressure regulator only needs to supply the
effectively consumed hydrogen (i.e. λH2 = 1) – corresponding to 6 slpm of
hydrogen at the test bench design point of 480 W @ 0.5 V – the desired
operating pressure can be effectively maintained.
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Figure 4.8: Characteristics of the Air Liquide HBS 315/1 spring loaded
pressure regulator (manufacturer supplied data).
The dynamics of the pressure regulator are difficult to model. They
have been outlined in chapter 3.4.3 where experimental data shows the
dynamic response of the pressure regulator to a sudden change in pressure
in Figure 3.8 on page 76.
Water Condenser and Separator
Water can migrate through the fuel cell from the cathode (where it is
produced by the electrochemical reaction) to the anode compartment and
back. In order to regulate the hydrogen humidity in the hydrogen supply
circuit, a water condenser and separator system has been designed.
The water condenser is a concentric tube heat exchanger where the
outside compartment is fed with chill water maintained around 17 ◦C. It is
designed to cool 100 % humid hydrogen at 60 ◦C to 30 ◦C while transferring
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enough heat to condense the water vapour to an exit dew point of 30 ◦C. It
is manufactured from stainless steel to avoid any corrosion in the system.
A custom made water separator eliminates any liquid water from the fuel
stream before the hydrogen is re-circulated by the hydrogen re-circulation
pump. A transparent water level indicator allows to easily determine the
amount of condensed water in the system.
Condenser Bypass Valve
The hydrogen humidity can be adjusted by either feeding the surplus
hydrogen from the fuel cell outlet through the water condenser or bypassing
it. The Bürkert Type 124 condenser bypass 2/3 way valve is made from
poly-propylene with a minimum orifice opening diameter of 4 mm. The
solenoid actuator is powered by 220 V AC and can be automatically
switched from the data acquisition and control system. Under no power
conditions, hydrogen is directed through the water condenser.
Hydrogen Recirculation Pump
The hydrogen recirculation pump needs to establish a hydrogen flow rate of
20 slpm at the design point. Since the hydrogen supply circuit is pressurised
by the pressure regulator, the pump only needs to overcome the pressure
drop from the fuel cell, the water condenser and the condenser bypass valve.
The overall pressure drop has been evaluated at δpH2 ≤ 0.3 bar.
As with the air compressor, purity considerations require an oil-less
pump with wetted components made from non-corroding materials.
A KNF N 828 KNDC single head membrane pump is installed on the
test bench. It is powered by a 24 V DC motor and supplies a maximum
hydrogen flow rate of 5 slpm against a relative pressure difference of
1 bar(g). At the design point of 0.3 bar(g), the flow rate is approximately
20 slpm (see Figure 4.9).
The hydrogen pump has been conceived as a low-cost, laboratory pump.
Therefore, its power consumption is high (40 W at maximum pressure and
flow rate) and makes the pump unsuitable for stand-alone fuel cell systems
where the auxiliaries are powered by the fuel cell but proves adequate for
a test bench environment.
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Figure 4.9: Characteristics of the installed KNF N 828 KNDC single head
membrane pump (manufacturer data).
Hydrogen Purge Valve
In order to easily purge the hydrogen supply circuit, a dedicated purge valve
is installed on the test bench. It is a Bürkert Type 6011 2/2 solenoid valve
made from stainless steel, capable of withstanding a pressure difference up
to 6 bar(g). It is powered by 220 V AC and can be automatically switched
from the data acquisition and control system. Under no power conditions,
the valve is closed by a pre-tensioned spring.
4.3.3. Thermal Management Subsystem
The thermal management is designed to maintain the fuel cell at any
temperature between 45 and 80 ◦C regardless of the fuel cell’s operating
point. This means that the system must be able to maintain the FC at
80 ◦C under no load conditions and be capable of rejecting its waste heat
of 700 W 2at 45 ◦C.
Because the cooling liquid is in direct contact with all cells of the stack,
it cannot be electrically conductive. Therefore, deionised water is chosen as
a cooling liquid and all elements within the cooling circuit must be made
of non-corroding materials to maintain the water in its deionised state.
2This corresponds to the waste heat produced at the design point of 480 W at 0.5 V .
106
4.3. DESCRIPTION OF THE TEST BENCH
Cooling Liquid Reservoir and Heating Element
A cooling liquid reservoir was designed to provide a cooling liquid reserve
to compensate for any evaporation, to function as an air purging device
and to operate as a cooling liquid heater. It is made from stainless steel,
provides an optical fill level indicator and contains about 0.6 l of deionised
cooling liquid.
An integrated Watlow 660 W electrical heating cartridge is powered by
220 V AC through a dedicated temperature controller. The temperature
controller’s set-point temperature is adjusted manually. The heating cart-
ridge can also be directly connected to one of the data acquisition and
control system’s 220 V solid state relays. The cooling liquid temperature
can then be computer controlled from the test stand’s control interface.
Cooling Liquid Recirculation Pump
The cooling liquid recirculation pump needs to establish a cooling liquid flow
through the fuel cell and heat exchanger so that the operating temperature
can be maintained. The fuel cell’s design [34] requires a minimum flow rate
of 3.2 g/s per cooling channel – for the 7-cell stack (8 cooling channels)
installed at LEI, this translates into a minimum overall cooling liquid flow
rate of 1.5 lpm. This flow has also been adapted as the design point for
the heat exchanger.
The maximum pressure drop in the cooling circuit is estimated at around
80 mbar for the cooling channels in the fuel cell and around 8 mbar in the
heat exchanger.
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Figure 4.10: Characteristics of the installed KNF N 300 KPDC single
head membrane pump (manufacturer data).
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A KNF N 300 KPDC single head membrane pump is installed on the
test bench. It is powered by a 24 V DC motor and supplies a maximum
cooling liquid flow rate of 2.2 lpm against a pressure drop of 80 mbar(see
Figure 4.10). Power consumption at the design point is around 35 W .
Primary Circuit Heat Exchanger
The primary circuit heat exchanger has been dimensioned to reject the
maximum waste heat with a cooling liquid inlet temperature of 45 ◦C and
a chill water inlet temperature of 17 ◦C. A Funke TPL 00-K-4-22-1.1 plate
heat exchanger made from stainless steel is installed on the test bench. It
is capable of rejecting 750 W of heat at the design point. As the fuel cell
temperature increases, the heat transfer capacity increases linearly to a
maximum of 1730 W at TFC = 80 ◦C.
Secondary Circuit Chill Water Pump
The secondary circuit chill water pump needs to supply chill water to the
heat exchanger, to the water condenser in the hydrogen supply subsystem
and to the air humidifier. All circuits are connected in parallel to a chill
water distribution manifold – the flow in each circuit is determined by its
flow resistance.
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Figure 4.11: Characteristics of the Gardena 4000/4i water pump (manu-
facturer data).
A Gardena 4000/4i water pump has been installed on the test bench. It
is capable of supplying chill water up to 60 lpm under no pressure drop
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conditions. For the equipment installed on the LEI test bench, the overall
flow rate is around 20 lpm. The pump is powered by 220 V AC and can
be automatically switched on and off from the data acquisition and control
system.
Chill Water Valve
To control the chill water flow through the primary heat exchanger, a
solenoid shut-off valve has been installed upstream from the primary circuit
heat exchanger. The valve is a Bürkert Type 0211B 2/2 solenoid valve
made from brass. It provides little flow resistance through its opening
diameter of 3 mm while withstanding a pressure difference up to 6 bar(g).
It is powered by 220 V AC and can be automatically switched from the
data acquisition and control system. Under no power conditions, the valve
is opened by a pre-tensioned spring to make sure the system can still be
cooled in case of a power or solenoid failure.
Secondary Circuit Heat Exchanger
A secondary circuit heat exchanger is connected to EPFL’s air conditioning
system to reject all waste heat from the FC test bench. Chill water flow is
provided by the chill water pump at flow rates around 20 lpm. The Isolux
WP3-50 stainless steel plate heat exchanger has a rated power of 10 kW
allowing isothermal chill water conditions around 17 ◦C regardless of the
system’s operating conditions.
4.4. Description of the Data Acquisition and Control
System
To control and supervise the test bench, a data acquisition and control
system has been designed. Particular emphasis was placed on being able
to record system transients. It is centred around a PC equipped with two
data acquisition cards that are controlled by a specially designed LabView
data acquisition and control program.
All the sensors are connected to and powered by a data acquisition
interface rack where the signals are adapted to the DAQ cards’ requirements.
The sensor data is acquired in real time and streamed to text files to be
used for model identification and verification. Dedicated digital to analog
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conversion channels along with digital signal outputs are used to control
the test bench and fuel cell system.
This chapter will focus on the sensors and actuator design and selection
in a first part before describing the data acquisition and control software
in more detail.
4.4.1. Data Acquisition and Control Hardware
Data Acquisition Boards
A National Instruments NI 6014 and NI PCI 16 MIO DAQ card is installed
in the test bench PC. They acquire sensor data through 16 16-bit and
12-bit AD channels respectively and output set-point signals through a
total of four DA channels.
8 digital I/O lines are available per device. They are used to control the
solid state relays for switching 220 V powered equipment and for powering
three additional low resolution D/A outputs through a set of multiplexers
located on the interface cards.
Each card is equipped with 7 24-bit and 3 16-bit counters that are used
for frequency measurements of pulse signals and allow synchronisation of
several DAQ cards.
The NI PCI 16 MIO card is capable of sampling each of the 16 input
channels at 16 kS/s while the NI 6014 provides a sampling rate of 12 kS/s.
Both cards are piloted through a custom designed LabView interface.
Additionally, a National Instruments AT-GPIB/TNT GPIB interface
card allows the data acquisition and control software to communicate with
devices on the GPIB bus. Currently, this is the case for the electronic load.
A Smart GmbH PCC-PCI interface card provides data exchange between
the LabView data acquisition and control program and external devices on
the CAN bus (i.e. the cell voltage monitoring system).
Temperature Measurements
Temperature measurements are acquired through PT 100 resistance tem-
perature detectors (RTD). To guarantee fast response times, the sensing
elements have been custom fit to Swagelok fittings. Smaller, and therefore
faster sensors were chosen for gas temperature measurements while lar-
ger, more robust elements have been implemented for liquid temperature
measurements.
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Typical response time constants is around τPT100,gas = 120 ms for the
gas temperature sensors and around τPT100,liquid = 400 ms for the liquid
temperature sensors. The sensors are connected to interface cards where
their signal is transformed into a standard 4–20 mA output signal through
a Burr Brown XTR 105 integrated circuit.
Pressure Measurements
Three Keller PR-33 piezoresistive pressure sensors have been installed on
the test bench. They monitor the air and hydrogen inlet pressure along
with the ambient pressure. The air and hydrogen sensors are calibrated
for relative pressures from 0–1 bar(g) while the ambient pressure sensor
monitors absolute pressures from 0.8–1.2 bar(a) – both with accuracies of
±0.5 % of full scale.
The sensors operate in a temperature range between -10–80 ◦C. The 0–
10 V output signal is generated by an internal DA converter at a frequency
of 100 Hz. A manufacturer-supplied software allows to monitor and re-
program the sensors through a RS 485 connection.
The sensors are connected to interface cards providing power and direct-
ing their signals to the data acquisition cards.
Flow Measurements
The test stand comprises three flow metering devices, monitoring the air
and hydrogen flow rates along with the cooling liquid flow. The air and
hydrogen flow meters allow to get data fast enough to resolve transient
operating conditions. The cooling liquid flow meter is only suitable for
steady state measurements.
Two Alicat Scientific M series mass flow meters monitor the air and
hydrogen flow rates respectively. The mass flow rate is calculated from
pressure drop readings across a laminar flow element within the flow meter
along with gas temperature measurements. Because this measurement
technique does not involve the thermal inertia inherent to thermal mass
flow meters, response time is very fast at around 10 ms.
The mass flow rates and temperatures are output through 0–10 V analog
connectors with an accuracy of ±1 % of full scale. The air flow meter is
calibrated for flow rates from 0–50 slpm while the hydrogen flow meter’s
range is from 0–20 slpm – temperature sensor range is from 0–80 ◦C. The
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flow meters feature an RS 232 connector allowing data collection by any
PC.
A Gems Sensors FT-110 Series turbine flow rate sensor provides a
cooling liquid flow rate measurement. The sensor has an operating range
from 0.5–5 lpm with an accuracy of ±3 % of full scale. The measurement
is output as frequency modulated pulse signal that is connected to the
DAQ cards through the interface rack.
Humidity Measurements
Honeywell HIH-3602-C and HIH-3610-002 humidity sensors are used
to monitor hydrogen and air humidities. They provide an analog output
voltage proportional to the relative humidity with an accuracy of ±2 % RH.
Additionally (for the HIH-3602-C type), an integrated PT 1000 RTD
provides the local temperature.
Voltage Measurements
Compressor, pump and fuel cell voltages are acquired through a custom
made interface card featuring a differential instrumentation operational
amplifier (Burr Brown INA 117 ) per channel. The amplifiers’ output
signals are fed to the DAQ cards.
Single Cell Voltage Measurements
Individual FC cell voltages are acquired through a dedicated Smart GmbH
CVM system. Up to 80 cells with individual voltages up to ±3 V can
be monitored simultaneously. The cell voltages are transmitted through
a CAN bus that is connected to the host computer through a PC-CAN
interface card.
Since signal transmission and voltage measurements cannot be synchron-
ised with the real time data acquisition system, a fuel cell current mirror
signal is read simultaneously with the cell voltages. This allows the CVM
data to be time correlated with the other measurements from the test
bench.
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Current Measurements
Compressor, pump and fuel cell voltages are acquired through a set of
galvanically isolated LEM current transducers. Their measurement circuit
load resistance is integrated into the respective interface card from where
the output signal is connected to the DAQ cards.
220 V AC Switching Interface
A set of six Cosmo KSD203AC2 solid state relays can be switched through
the digital I/O channels provided by the DAQ cards. They switch altern-
ative current, single phase loads up to 750 W . Turn-on and off times are
typically around 8 ms.
Pump Motor Controllers
The cooling liquid and hydrogen pumps are each powered by a Portescap
ELD-3503-V4 motor controller capable of supplying up to 2.5 A continuous
current. They are used in transconductance mode where a motor current is
generated based on the set-point input signal from the DAQ cards. Power
supply to the motor controllers is through a 24 V DC laboratory power
supply.
In order to handle the current levels of the air compressor motor, a
custom designed H-bridge motor controller has been developed at LEI. It
is powered from a 12 V laboratory power supply and adjusts the motor
voltage to the level specified by a set-point input signal.
Electronic Load
The fuel cell load is simulated by an TDI Dynaload RBL-488 electronic
load. It is controlled from the LabView interface through a GPIB bus.
The load can be operated in constant current, constant resistance, constant
voltage or constant power mode.
For each load mode, the set-point value is transmitted through the
IEEE-488 bus. If a particular load profile is desired, an analog, external
reference input can be provided or – for pulse loading – an integrated pulse
load mode can be activated.
The load is capable of sinking a maximum electrical power of 2000 W
with currents up to 300 A and voltages up to 100 V .
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Temperature Controllers
A Watlow Series 935A temperature controller is used to set and regulate
the cooling liquid temperature through the heating cartridge in the cooling
liquid reservoir. The controller features an external set-point input so
that it can be connected to the data acquisition and control system. This
allows automatic adjustment of the set-point temperature depending on
the operating conditions.
The Arbin air humidification system features two RKC CB 100 temper-
ature controllers to set and control the air dew point and exit temperatures.
The controllers do not provide a set-point input channel – the desired dew
point and exit temperatures therefore have to be adjusted manually.
Manual Control Interface
For manual control of the fuel cell or to carry out emergency shut down
procedures, a manual control interface has been designed.
A master switch changes from manual to automatic system control. In
manual mode, the set-point and control signals are manually adjusted on the
front panel, in automatic mode, the set-point and control signals generated
by the LabView data acquisition and control software are transmitted to
the test bench.
In manual mode, the air compressor, cooling liquid and hydrogen pump
speeds are manually controlled through potentiometers. Individual toggle
switches directly change the state of the 6 solid state relays. Additional
switches turn the electronic load on or off and tare the mass flow meters.
4.4.2. Data Acquisition and Control Software
A dedicated data acquisition and control software was developed in LabView.
It allows automatic control of the test bench and fuel cell while streaming
all sensor data to disk for later analysis.
The system can be run in two different modes depending on what type
of phenomena needs to be observed:
Closed loop mode provides data acquisition and system control at the same
time. The available system bandwidth limits the sampling frequency
to about 100 Hz.
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The air flow rate, the cooling liquid and hydrogen flow rates are
adjusted through software implemented, closed loop, PID controllers.
The test bench sensor data is read individually at each sampling
period. This permits synchronisation between data acquired by the
sensors and data acquired through other means (i.e. CAN bus, coun-
ters, etc.). Therefore, all the data acquired (see chapter Appendix E.2)
is recorded to disk.
Open loop mode provides data acquisition without system control (i.e.
open loop control of the auxiliary systems). In this mode, faster
phenomena (up to 1 kHz) can be captured.
The variables indicated as user controllable in Figure 4.3 are adjusted
by the user (either through manual controls or by fixing their values
on the LabView interface) but cannot be controlled in a closed loop
because of limited system resources.
The test bench sensor data is buffered in the DAQ cards and uploaded
to the software in batches. As a result, no synchronisation between
data acquired by the sensors and data acquired through other means
is possible. Therefore, the state of the digital I/O channels, the state
of the DA output channels, the cell voltages and the cooling liquid
flow rate are not recorded to disk. They are, however, still displayed
on the user interface.
Open loop mode is only to be used for short periods of time to
monitor specific fast transient phenomena.
After start-up, the system runs through an initialisation routine during
which, feedback is provided to the user as to which steps have been suc-
cessfully completed. First the PC-CAN interface driver is loaded. Upon
completion, communication with external instruments is established on the
CAN and GPIB buses. Additionally, the “blackbox” file to which sensor
data is written periodically is loaded into memory and a new header row
with the current data and time is written to the file.
Once the start-up procedure is completed, the system is in run mode
where the test bench is run and monitored by the system. The functionality
that is available to the user in run mode is described more in detail in the
section entitled “Functionality” on page 116.
Upon a shut-down command issued by the user, the system closes the
“blackbox” file and saves it back to disk and terminates communication
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on the CAN and GPIB buses. During the whole procedure, the user is
informed about the state of the shut-down routine.
Functionality
This section explains more about the functionality provided by the data
acquisition and control software. It focuses on what is available in closed
loop mode since that is the intended use of the test bench.
Data acquisition Appendix E.2 lists the variables measured by the data
acquisition and control system. They are displayed on screen and can
be streamed to disk for later usage. The first 32 measurements are
acquired through the AD converters of the DAQ cards. The cooling
liquid flow rate mCL is determined through an DAQ card internal
counter – its value is only updated at a rate of 2 Hz. The individual
cell voltages are acquired through the CAN bus connected to the
host PC.
Normally, the variables are not directly written to disk (apart from
the black box mode mentioned on page 117). However, the user can
initiate a data acquisition mode. While in this mode, all data gets
streamed to disk at the user specified data acquisition frequency. For
each time data acquisition mode is started, a new measurement file
is created.
Data display Under normal test bench operation, the variables are filtered
with a user adjustable time constant (typically set to τdisplay = 0.5 s
and then displayed as numerical values in the user interface on
screen. Additionally, characteristic operating parameters (i.e. power,
stoichiometric flow rates) are derived from the measurements and
displayed on screen.
The data is displayed on a schematic representation of the fuel cell
system in order to facilitate data recognition. An additional bar
graph diagram provides real-time feedback of all cell voltages in the
system.
IV curve creation An IV curve creation mode automatically runs the fuel
cell from no load conditions to a predefined maximum current and
back. The current steps, maximum current and time step between
each measurement point is user adjustable.
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The operating conditions (i.e. stoichiometric flow rates, temperature,
etc) are maintained at the values set before starting the IV curve.
Black box functionality While the test bench data acquisition and control
software is running, all variables are written to a dedicated black box
file every 10 seconds. This provides automated long term monitoring
of the test bench and allows identification of abnormalities during
operation.
Load programming The electronic load (see section 4.4.1) is programmed
and supervised through a GPIB bus. The user can adjust the load
mode (i.e constant current, voltage, power or resistance), the duty
cycle load parameters along with the desired load. Additional inter-
face elements connect and disconnect the electronic load from the
fuel cell and initiate pulse mode.
System Control Through the interface, the user can directly switch the
solenoid valves installed on the test bench. The chill water valve is
switched automatically by a temperature control loop that monitors
the cooling liquid temperature at the fuel cell outlet. If the temperat-
ure exceeds the maximum value specified by the user, the chill water
valve is opened to cool the fuel cell.
The air and hydrogen flow rates are specified by the user as a certain
minimum flow rate to be maintained along with a desired stoichiomet-
ric flow rate. The cooling liquid flow rate is directly specified by the
user. Independent, software based PID controllers then maintain the
flow rates at the specified values.
The following variables are controllable manually (i.e. not through
the LabView interface), but their states are measured and recorded.
1. Air dew point temperature (TDP,set)
2. Air inlet temperature (Tair,set)
3. Hydrogen pressure at the FC inlet (pH2)
User Interface A user interface has been established (see Figure 4.12) that
allows to observe all system variables along with modifying any
operating conditions. The interface is divided into two panes – the
left one is for user interaction while the right one displays the state
of the test bench.
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Figure 4.12: User interface for the data acquisition and control system.
The data display region shows all the acquired system variables as
described on page 116. Additionally, the state of the test bench is
indicated – it can be either initialising, running or stopping. For each
stage, green lights signal what is currently being executed while red
lights signal a problem.
The user interaction region allows to set the operating conditions
for the test bench, to pilot the solenoid valves and to initiate data
acquisition, pulse load or IV curve mode.
4.5. Summary
This chapter has presented the experimental test facilities installed at LEI.
In the first part, the installed fuel cell stack (a joint development between
PSI and ETHZ ) was presented.
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The characteristics of the balance of plant components of the test bench
were described along with the design criteria that led to their choice. In a
later part, the sensors that form the basis of the data acquisition system
were introduced. Finally, the functions assumed by the data acquisition
and control software were outlined.
The experimental results obtained on the test bench will be presented in
chapter 5 along with a comparison with data obtained from the models
developed in chapters 2 and 3.
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Experimental Results
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5.1. Introduction
This chapter relates the fuel cell stack and balance of plant models to
experimental results obtained on the fuel cell test bench installed at LEI.
In a first section, modelling parameters are identified for the fuel cell
stack model presented in chapter 2 – both based on literature data and on
local measurements. FC stack performance is then compared to the data
predicted by the stack model.
Focus is then shifted to the balance of plant models presented in chapter 3,
where for each balance of plant subsystem – i.e. the air supply, the hydrogen
supply and the thermal management subsystem – the model parameters
are identified based on experimental data. The model performance is then
evaluated and analysed.
5.2. Fuel Cell Stack
The analytical, cell averaged FC stack model presented in chapter 2 de-
scribes the mean cell voltage as a function of the fuel cell’s operating
conditions. The model is adjusted to a given fuel cell stack through a
number of parameters as shown in Figure 5.1.
Fuel Cell Stack Model
parameters
VFC
IFC
pair
pH2
pamb
m˙air
m˙H2
ψair
ψH2
TFC
Figure 5.1: Schematic representation of the fuel cell stack model.
This chapter aims to fit the characteristic fuel cell stack parameters for
the stack installed at LEI. Unfortunately, a significant degradation of the
fuel cell stack was observed over time as can be seen in Figure 5.2. The
stack was initially assembled in Spring 2003 from elements manufactured
for the VW fuel cell car developed at PSI and ETHZ.
As can be seen from the relative current-voltage curves, the degradation
seems to affect different reaction mechanisms.
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Figure 5.2: Performance evolution of the BRESA fuel cell stack installed
at LEI. For reference purposes, the current-voltage characteristic [56] of a
new stack running under design operating conditions is also shown. Note
that the reference system is operated at a pressure of 2 bar(a) whereas the
LEI system runs at ambient pressure.
• A degradation of the catalyst layer performance [61] is seen in the
drastically lowered open circuit and low current density voltage.
This can be combined with a locally thinned or pinholed membrane
that allows some hydrogen crossover which decreases the equilibrium
voltage.
The degradation of the catalyst layer performance is typically attrib-
uted to a chemical degradation of the catalyst particles, a decrease
in active catalyst surface at the three-phase boundary due to a mi-
gration and sintering of platinum particles and a decrease of ionically
conductive material at the three-phase boundary.
• A degradation of the membrane is seen in the increase of the overall
resistivity. Since ohmic resistance is unlikely to vary in time, this can
be attributed to a degradation of the ion transport properties of the
membrane [62] [63].
• A degradation of the transport properties of the gas diffusion layer is
seen through the steep drop of the IV curve at high current densities.
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This is generally attributed to a modification of the gas diffusion
layer hydrophobicity [64] along with a mechanical degradation.
Additionally, as observed with many fuel cell stacks, substantial dif-
ferences exist between different cells in the stack installed at LEI. This
concerns both overall cell performance as well as a sensitivity to different
operating conditions. Particularly, cell number 7 has very low performance
along with an inability to run at high hydrogen stoichiometric flow rates
and/or low air stoichiometric flow rates. Cell number 1 is unable to deliver
adequate performance at higher current densities. The remaining cells (i.e.
2-6) are quite uniform in their behaviour.
This non-uniformity makes it very difficult to run the stack over wide
ranges of operating conditions because any of the differing elements becomes
a limiting factor.
The developed model assumes an averaged cell to describe the overall
stack performance. While it provides a good approximation for a healthy
fuel cell stack, an old, degrading stack’s performance is less likely to be
appropriately modelled. Therefore, in the context of this work, the average
voltage from cells 2-6 was used as a basis for comparison with modelled
data.
Because of the strong degradation observed on the experimental setup,
the model has also been verified against literature data. This is outlined
in chapter 5.2.1. Chapter 5.2.2 and 5.2.3 then focuses on parameter
identification and model validation based on experimental data obtained
from the test bench.
5.2.1. Model Validation on Literature Data
Literature data from Büchi et al. [56] was used to validate the fuel cell stack
model developed in chapter 2. The data consists in two current-voltage
curves recorded at a cell temperature of TFC = 70 ◦C and stoichiometric
flow rates of λair = λH2 = 2 with reaction gas dew point temperatures of
TDP = 50
◦C and TDP = 65 ◦C respectively.
The data set with a reaction gas dew point temperature of TDP = 50 ◦C
was used to identify the model parameters.
Figure 5.3 shows modelled fuel cell performance against experimental
data. The corresponding water transfer coefficient α and partial reactant
pressures within the system are represented on Figure 5.4.
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Figure 5.3: Comparison between experimental and modelled fuel cell voltage.
The experimental data [56] was recorded at an average cell temperature of
TFC = 70
◦C, stoichiometric flow rates of λair = λH2 = 2 and dew point
temperatures of TDP = 50 ◦C and TDP = 65 ◦C respectively.
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Figure 5.4: Modelled water transfer coefficient α and partial reactant
pressures for the performance data shown in Figure 5.3.
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The respective model parameters can be found in Table 5.2. Parameters
that were considered constant (i.e. a function of a particular FC stack’s
design) are listed in Appendix E.3.
Since no experimental data was available to do a fitting of the parameters
relating to water transport – namely γ, d1 and kp – literature values were
used for those parameters. Note that changing the value of kp does not
affect the model output because the anode and cathode pressures were
equal during the experiment.
The gas diffusion layer permeability γ mainly affects the membrane
water content for a given set of operating conditions. During the fitting
procedure, γ was adjusted slightly from its literature value to yield the
membrane water contents shown in Figure 5.3(b).
The resulting water transfer coefficient α shown in Figure 5.4(a) is
positive for most of the IV curve indicating a net water flow from the anode
to the cathode compartment. For current values larger than roughly 30 A,
the modelled water transfer coefficient corresponds to the maximum value
admissible from mass balance considerations. It suggests a dominance of
electro-osmotic drag as a transport mechanism within the membrane and
is a strong indication that the literature values for the water transport
parameters need to be further adapted to correctly describe the overall
water transport. Further details on this procedure will be given in chapter
5.2.2 where appropriate experimental data was collected.
The average partial oxygen pressure in the gas channel depicted in
Figure 5.4(b) decreases with increasing current since the partial water
pressure increases due to water production. Beyond a current of roughly
60 A, the saturation limit is reached. The partial oxygen fraction remains
constant and additional water condenses. The same graph shows the oxygen
partial pressure after diffusion through the GDL (denoted as CAT-GDL
Interface) along with its value at the reaction site after dissolution in the
Nafion-Water mixture composing the three phase boundary.
The partial pressure evolution for hydrogen is shown in Figure 5.4(c).
The partial hydrogen pressure in the gas channel increases up to a current
of roughly 30 A. Beyond that value, it remains constant since all water
entering the anode is transported across the membrane. This is a direct
consequence of the water transfer coefficient α tending to its maximum
value (See Figure 5.4(a)).
The modelled fuel cell voltage shown in Figure 5.3(a) was then fitted
to the experimental data by adjusting the oxygen and hydrogen diffusivit-
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ies1through kO2,w and kH2,w, the exchange current density
2through ζ, the
equivalent ohmic resistance Req and the ionic conductivity3through kσ.
With the thus fitted parameters, the model is able to predict the change
in cell performance due to a change in inlet gas humidity. The prediction
error remains inferior to 2% over the entire operating range.
5.2.2. Fuel Cell Parameter Identification
Experimental data collected on the LEI test bench was used to determine
the model parameters for the installed FC stack. This was carried out in
two distinct stages.
In a first stage, water collected during steady state operation of the fuel
cell was used to determine any water transport relevant parameters. In a
second stage, pseudo steady state data (i.e. IV curves) are exploited to fit
the remaining performance related modelling parameters.
The same dependence matrix as shown in chapter 2.6 for the operating
conditions has been established for the different modelling parameters that
may be adjusted to fit the model to a given fuel cell stack. It is shown in
Table 5.1.
Water Transport Relevant Parameter Identification
In order to identify the water transport relevant parameters (i.e. γ, d1
and kp), the fuel cell was run for extended periods of time at a given
operating point. During that time, liquid water was collected from the
water separators in the anode and cathode compartments (see Figure 4.3).
This allows to determine the average water transfer coefficient for those
operating conditions with a degree of redundancy.
It was found that large discrepancies exist between the amounts collected
on the anode and cathode side. This could be traced to a faulty dew point
temperature read-out from the humidification system. It remains yet to be
shown whether this is due to a malfunctioning sensor or actuator. Through
the amounts of liquid water collected, the air dew point temperature error
could be evaluated at −12.3 ◦C with a standard deviation of 2 ◦C. The
1See Appendix B.4.1 for more details on how kO2,w and kH2,w affect the respective
diffusivities.
2See chapter 2.3.1 for more details on how ζ affects the exchange current density.
3See chapter 2.3.4 for more details on how kσ affects the ionic conductivity.
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Variable f(?) kO2,w kH2,w γ ζ Req d1 kp kσ
α • • •
χ¯i α ◦ ◦ ◦
ξ¯ α, χ¯i • • •
pO2,S α, χ¯i • ◦ ◦ ◦
pH2,S α, χ¯i • ◦ ◦ ◦
ηconc pi,S ◦ ◦ ◦ ◦ ◦
ηact pi,S ◦ ◦ ◦ • ◦ ◦
ηohm •
ηion ξ¯ ◦ ◦ ◦ •
Vtot ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
Table 5.1: Parameter dependency matrix for the fuel cell stack model.
• denotes a direct dependence of the variable on the considered parameter.
◦ denotes an indirect dependence where the variable depends on another,
previously calculated variable that is itself dependent on the considered
parameter.
experimental dew point temperatures in this chapter have therefore been
corrected by that value.
Unfortunately, the pronounced, non-uniform degradation of the stack
made it very difficult to carry out those experiments over wide ranges
of operating conditions. Non-realistic (i.e. for stand-alone applications)
stoichiometric flow rates were required on the cathode side to get any
appreciable current densities from the stack. On the hydrogen side, dry-out
was encountered for stoichiometric flow rates above 4 and flow rates below
3 were not doable because of the reduced stack current compared to the
design point of the test bench.
Figure 5.5(a) shows the experimental and modelled water transfer coef-
ficient α while Figure 5.5(b) and (c) show the corresponding operating
conditions.
Note that while the abscissa represents the time in minutes, the data
has been concatenated from different measurements. Transients between
the different operating conditions have been omitted.
Up to around 330 min, hydrogen exiting from the fuel cell stack was
re-circulated through the condenser thus maintaining a stack inlet dew
point around 28 ◦C. For the remaining data, the condenser was bypassed
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Figure 5.5: Experimental and modelled water transfer coefficients α used
for identification of the water transport relevant model parameters.
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to get more humid hydrogen to the anode compartment. The resulting
high humidity led to condensation in the gas stream which caused frequent
malfunctioning of the humidity and flow meter with its integrated temper-
ature sensor. This can be observed on the erratic measurements for λH2 in
Figure 5.5(c).
The values identified for γ, d1 and kp are shown in Table 5.2. For γ and
kp, reasonable agreement with literature data is found. The identified value
for d1 is – depending on the data source – between two and three orders of
magnitude larger than the values found in literature. This is believed to
be due to two reasons:
• An overestimation of the effective water transfer through electro-
osmotic drag by the current model formulation.
• The assumption of a linear water sorption characteristic of the mem-
brane phase. This is one of the major assumptions that allow an
analytical description of overall water transport. At the same time, it
is a strong simplification of experimental data (see Figure 2.2) where
a steep gradient is observed in the vicinity of a water activity a = 1.
The modelled water transfer coefficient α shows very good agreement
with experimental data in the part where the stack was run on dry hy-
drogen. When running on humid hydrogen, the prediction error is larger.
It cannot be ascertained at this point whether this is due to badly iden-
tified parameters, modelling problems or simply to faulty humidity and
temperature readouts.
Cell Voltage Relevant Parameter Identification
The remaining modelling parameters describing reactant gas transport (i.e
kO2,w, kH2,w and H0), activation overpotential (i.e. ζ), ohmic overpotential
(i.e. Req) and ionic overpotential (i.e. kσ) were curve fitted based on data
shown in Figure 5.6(a) to Figure 5.6(b). Their respective values can be
found in Table 5.2.
The reduced values of kO2,w and kH2,w with respect to the ones identified
from official PSI data (see chapter 5.2.1) are consistent with the observed
decrease in maximum current density of the fuel cell stack.
A modification in the gas diffusion layer properties can also be seen
from the increase in pressure drop across the cathode compartment (see
Figure 5.10) with respect to design data.
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Parameter Units Literature Value PSI Stack LEI Stack
H0 Pa·m
3
mol 4000 4000 4000
kO2,w − 3.5 · 10−7 9 · 10−8 1.7 · 10−8
kH2,w − 2.1 · 10−6 2.3 · 10−8 6.1 · 10−9
γ ms 5.6 · 10−6 7 · 10−6 2 · 10−5
ζ − % [33.9 38.4] 36.20 35.15
Req Ω % [2.25 5.4] · 10−4 4.4 · 10−4 6 · 10−4
d1 m
2
s 4.96 · 10−7 5 · 10−7 2.2 · 10−4
kp m
2
s 1.8 · 10−18 1.8 · 10−18 3 · 10−19
kσ Sm 0.51 0.24 0.06
Table 5.2: Literature fuel cell stack model parameters compared to values
identified for experimental data from Büchi et al. [56] and experimental
data from the LEI test bench.
The increase in activation overpotential is reflected by a decrease of
ζ. The equivalent electronic resistance Req is mainly composed of the
resistance of the GDL media which depends strongly on the clamping
pressure applied to stack. Accounting for a reduced clamping force of
the LEI stack with respect to the ones assembled at PSI, the equivalent
resistance Req was increased slightly. This is merely an educated guess since
– with the limited data available – an increase in Req can be compensated
by increasing the ionic conductivity kσ to obtain a very similar IV curve.
Finally, the dramatic reduction in ionic conductivity with respect to
literature data (see chapter 5.2) is represented in the decrease of kσ.
5.2.3. Fuel Cell Stack Model Validation
The model was then run with the identified parameters on the experimental
data shown in Figure 5.6(c) to (h). All IV curves were recorded at different
temperatures, humidities and stoichiometric flow rates. To illustrate the
disproportional degradation of cell 7, its voltage is shown as a dotted line
on the respective IV curves.
Note that for all data, the model does not correctly describe the be-
haviour at low current densities. This is the region where the activation
overpotential dominates. It is believed that the degradation of the fuel cell
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stack (see chapter 5.2) has modified the structure of the membrane-catalyst
layer interface in such a way that the initial modelling assumption (i.e.
considering the catalyst layer an interface where the space dependent and
interlinked description of gas transport, ionic and ohmic overpotential can
be neglected4) for the catalyst layer does not hold any more. This is most
likely combined with a thinned or pin-holed membrane that leads to a
lowered open circuit potential.
Good agreement between modelled and experimental data is observed
for the data used for parameter identification (i.e. Figure 5.6(a) to (c))
where the fuel cell temperature and air humidity were varied.
The data shown in Figure 5.6(d) and (e) was recorded with increased
fuel cell temperatures of 65 and 70 ◦C. At an air dew point of 53 ◦C and a
stoichiometric air flow rate between 7 and 8, fuel cell dry-out occurs. The
dry-out is so severe, that the modelling assumption of a well functioning
three-phase boundary catalyst layer no longer holds and the model is unable
to describe the experimentally observed performance.
Figures Figure 5.6(f) to (h) were recorded with various degrees of hydro-
gen humidification. Unfortunately (see chapter 5.2.2), this led to problems
with the hydrogen mass flow, humidity and temperature. This is evident on
Figure 5.6(f) where faulty hydrogen mass flow readout causes the modelled
voltage to peak just below 20 A.
Despite this, good agreement between experimental and modelled data
is shown in Figure 5.6(f) and (g). The condensation related malfunctioning
of the hydrogen mass flow and humidity sensors are most likely at the
origin of the discrepancy between modelled and experimental data shown
in Figure 5.6(h).
5.2.4. Summary
Excellent agreement was shown between modelled and experimental data
from literature. This gives an idea of the model’s performance, but cannot
be generalised since not enough experimental data was available to validate
the model over wide ranges of operating conditions.
As noted in chapter 5.1, the pronounced degradation of the fuel cell stack
made it impossible to get data over a wide range of operating conditions.
The degradation of the stack prevented the model from correctly predicting
the open circuit voltage.
4See chapter 2.3.1 for more details.
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Steady state measurements with water collection were carried out and
allowed identification of the water transport relevant modelling paramet-
ers and detection of problems with the humidification system. Further
modelling parameters were identified on a set of pseudo-steady state IV
curves.
Model validation showed good agreement between experimental and
modelled data while operating the stack under healthy conditions. Under
dry-out conditions, initial modelling assumptions no longer hold and the
model is unable to predict stack performance.
5.3. Air Supply Subsystem
The air supply system model described in chapter 3.3 describes the evolution
of the compressor current, the compressor speed and the air pressure in
the inlet manifold as a function of the applied compressor voltage and the
ambient pressure.
Chapter 5.3.1 outlines how the parameters characterising the model were
identified for the given experimental set-up. The obtained model is then
compared to further experimental results in chapter 5.3.2.
5.3.1. Parameter Identification
This section outlines the techniques and data used for parameter identi-
fication of the air supply subsystem model. Since there are a substantial
number of parameters to be identified, certain parameters have been iden-
tified from dedicated measurements.
Identification of RCO and LCO
The electrical resistance and inductance of the air compressor were directly
obtained from the manufacturer. Their respective values can be found in
Table 5.3.
Identification of kt,CO
For the torque constant kt of the air compressor’s electric motor, steady
state measurements under different compressor loads have been carried
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out. The resulting current, voltage and rotational speed measurements
then allow to determine the motor’s torque constant5.
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Figure 5.7: Identification of the air compressor motor’s torque constant kt.
The measurements are represented graphically in Figure 5.7. They
correspond to a compressor load of roughly 30 % (i.e. a compressor outlet
pressure of 1.3 bar(a)) along with a second measurement series recorded at
a compressor load of about 80 %. An overall linear interpolation is used to
determine the torque constant. The resulting value of kt,CO = 5.2·10−2 N·mA
is roughly 20 % larger than the manufacturer specification.
Identification of km,CO
The speed-flow rate coefficient km can be identified from the same steady
state measurements as the torque constant in the previous section – Fig-
ure 5.8 represents that data graphically.
Note that the data suggests a dependence of km,CO on the compressor
load. Neglecting this dependence and doing an overall linear interpolation
yields km,CO = 0.38 slpm·srad . This value is about 30 % higher than the one
obtained through a batch identification of several air supply subsystem
parameters through a non-linear least squares algorithm (see Table 5.3).
5Motor voltage and current were recorded by the test bench while speed measurements
were undertaken manually with a handheld device
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Figure 5.8: Identification of the air compressor’s speed-mass flow coefficient
km.
Identification of JCO, kp,CO and kf,CO
The parameters relating to the air compressor were identified on the
reduced model outlined in chapter 3.3.1 where the actual air inlet pressure
is considered a system input.
The experimental data used in this chapter was obtained on a set-up
with an equivalent hydraulic circuit, where the fuel cell was replaced by a
flow resistance consisting of an adjustable valve. This allowed verification
of most parameters while minimising the risk of damaging the membrane
through pressure transients without counter balancing on the anode side.
This risk was heightened by the degradation of the fuel cell stack that led
to a important increase in pressure drop across the cathode gas channel.
Additionally, by varying the actual flow resistance of the valve during
the experiments, more modes of the system could be excited which is
particularly useful in determining the pressure coefficient kp,CO of the air
compressor.
Identification was carried out by a least squares algorithm for the pre-
diction error on the air mass flow. The measurements and corresponding
modelled data are shown on Figure 5.9, the resulting parameters are
presented in Table 5.3.
Identification of kh and Vadm
The actual hydraulic flow resistance of the cathode compartment was
identified from steady state experimental data on the running fuel cell.
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(a) Modelled and measured air mass flow at air compressor outlet
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(b) Measured air pressure in the inlet manifold
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Figure 5.9: Experimental data used for parameter identification of the air
supply subsystem. The fuel cell was simulated in the experimental set-up
through a valve with a similar flow resistance which was varied during the
experiment. The model corresponds to the one outlined in 3.3.1 where the
air inlet pressure is considered a system input.
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The data is represented in Figure 5.10 along with the stack’s designed
pressure drop characteristic [34]. The corresponding value for kh is shown
in Table 5.3.
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Figure 5.10: Pressure drop across the fuel cell cathode gas channel. For
reference purposes, the design characteristic [34] of the stack is also shown.
Despite the observed two to two and a half-fold increase in pressure drop
compared to the design point, the pressure drop remains largely linear with
flow rate – indicating a laminar flow regime.
The equivalent hydraulic flow resistance of the restriction valve used in
lieu of the fuel cell stack and the inlet chamber volume were obtained from
measurements on the full air supply subsystem. A least squares prediction
error algorithm was run on modelled and experimental pressure evolution
data. The resulting value for the inlet chamber volume is presented in
Table 5.3 along with the other air supply subsystem parameters.
5.3.2. Model Validation
The data used for model validation is shown in Figure 5.11 along with the
modelled variables.
Note that, as shown in chapter 3.3.2 the product of hydraulic fuel cell
resistance and inlet chamber volume determines the pressure variation
time constant of the air supply manifold. This in turn represents the time
constant with which pressure and mass flow changes are reflected to the
fuel cell stack.
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(a) Modelled and measured air mass flow at the inlet manifold inlet
and modelled mass flow at the inlet manifold outlet
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(b) Modelled and measured air pressure in the inlet manifold
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(c) Air compressor voltage and modelled and measured air compressor
current
Figure 5.11: Experimental results compared to modelled data for the air
supply subsystem. The fuel cell was simulated in the experimental set-up
through a valve with a similar flow resistance.
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Description Parameter Value Units
Motor resistance RCO 0.0818 Ω
Motor inductance LCO 0.0283 H
Motor torque constant kt,CO 0.053 NmA
Equivalent inertia JCO 2.90 · 10−4 kg ·m2
Friction coefficient kf,CO 4.4 · 10−3 Nm srad
Pressure coefficient kp,CO 4.5 · 10−6 m3
Speed-flow rate coefficient km,CO 0.284 slpm·srad
Hydraulic FC resistance kh 1370 Paslpm
Inlet chamber volume Vadm 0.0014 m3
Table 5.3: Experimentally identified air supply subsystem parameters.
The effect of this is not negligible, as can be seen on Figure 5.11(a) where
the modelled outlet flow rate (corresponds to the air flow rate through the
fuel cell stack) exhibits a time constant of around 0.3 s. This is the main
factor limiting fuel cell dynamics under changing load conditions.
The prediction error on the inlet flow rate is around 10 % for flow rates
above 15 slpm. For lower flow rates, the prediction error increases and is
found to be around 20 % for a flow rate of 10 slpm. Note the fluctuation
of the measured flow rate which is a direct consequence of the use of a
membrane compressor. The frequency of fluctuation is proportional to the
compressor speed.
The same fluctuations are also found on the compressor current measure-
ments where they are related to a variation in required motor torque over
one cycle. The maximum average prediction errors for the motor current
are in the vicinity of 20 %. Note the large current spikes on positive step
changes in supply voltage that are not reproduced by the model.
The modelled pressure evolution correctly reproduces the time constants
of the system. The actual pressure predictions however, do not follow the
experimentally observed values. Upon closer inspection, this can be traced
to the usage of an “equivalent” flow resistance element in lieu of the fuel
cell.
While the air supply subsystem model supposes the linear flow rate-
pressure drop characteristics typical for laminar flow conditions, the actual
flow resistance is a discharge valve. The pressure drop across such a valve
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is typically described by the nozzle equation6which leads to a quadratic
pressure drop-flow rate characteristic. This difference is exhibited by the
data shown in Figure 5.11(b) where the model under-predicts the actual
pressure drop at high flow rates and over-estimates the actual pressure
drop at low flow rates.
The state space model corresponding to the data shown in Figure 5.11 is
characterised by electro-mechanical time constants of roughly 60 ms and
a hydraulic time constant of around 0.26 s. The state space matrices are
given by:
266664
diCO
dt
dωCO
dt
dpair
dt
377775 =
24−2.89 −1.53 0150 −15.2 −0.0155
0 −8.94 · 106 5.25 · 104
3524 iCOωCO
pair
35
+
2435.3 00 −0.0155
0 5.25 · 104
35»VCO
pamb
– (5.1)
»
m˙air
padm
–
=
»
0 0.284 0
0 0 1
–24 iCOωCO
pair
35 (5.2)
5.3.3. Summary
The air supply subsystem parameters have been identified based on a mul-
titude of steady state and dynamic measurements. Because of an increased
pressure drop across the fuel cell with ageing, dynamic measurements and
model validation were carried out using a restriction valve in place of the
fuel cell cathode compartment.
The model shows excellent performance with respect to air flow rate,
particularly at higher flow rates. At flow rates below 10 slpm, prediction
errors above 20 % result.
The dynamic behaviour of the air supply subsystem is correctly modelled
for both the air flow rate through the fuel cell and the pressure evolution
in the supply manifold. Typical hydraulic time constants of around 0.3 s
were found.
6See chapter 3.3.5 for more details.
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5.4. Hydrogen Supply Subsystem
The hydrogen supply subsystem model described in chapter 3.4 describes
the evolution of the hydrogen flow rate as a function of the applied pump
current.
This chapter presents the experimental results used for parameter iden-
tification followed by a validation of the obtained model on additional
experimental data.
5.4.1. Parameter Identification
Because of the built-in current controller, the order of the hydrogen pump
model is reduced with respect to the air compressor model. This also
reduces the number of parameters to be identified. This allowed direct
identification of the system parameters through a non-linear least squares
algorithm on experimental data.
Prior to that, the assumption of a linear pressure drop evolution with an
increase in flow rate was examined based on the data shown in Figure 5.12.
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Figure 5.12: Pressure drop across the anode compartment of the fuel cell
stack.
While data interpolation actually suggests a quadratic pressure drop
characteristic, it can be shown from current measurements under no-load
conditions that the difference between a linear and quadratic curve fit is
negligible with respect to the overall friction coefficient kf,HP .
Figure 5.13 shows the measurements used for parameter identification of
the hydrogen supply subsystem. Note that as with the air compressor, the
membrane pump causes a strongly oscillating flow rate. As a consequence,
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the flow rate measurements depicted in Figure 5.13 correspond to filtered
experimental data.
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(a) Modelled and measured hydrogen mass flow through the fuel cell
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Figure 5.13: Experimental results used for identification of the hydrogen
supply subsystem model.
A non-linear least squares algorithm was employed to determine the
characteristic hydrogen supply subsystem parameters. Their respective
values are represented in Table 5.4.
5.4.2. Model Validation
The data used for model validation is shown in Figure 5.14 along with the
modelled variables.
Excellent agreement between modelled and experimental hydrogen flow
rates is observed. The average prediction error is below 5 %. Note that
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(a) Modelled and measured hydrogen mass flow through the fuel cell
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(b) Prediction error for the hydrogen mass flow
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Figure 5.14: Experimental results used for the verification of the hydrogen
supply subsystem model.
145
5.4. HYDROGEN SUPPLY SUBSYSTEM
Description Parameter Value Units
Motor torque constant kt,HP 6 · 10−2 NmA
Equivalent inertia JHP 1.26 · 10−4 kg ·m2
Friction coefficient kf,HP 5.25 · 10−4 Nm srad
Speed-flow rate coefficient km,HP 0.132 slpm·srad
Table 5.4: Experimentally identified hydrogen supply subsystem paramet-
ers.
because of a limitation in open loop performance of the current controller,
the dynamic model could only be validated for hydrogen flow rates above
10 slpm.
The observed mechanical time constant of around 0.3 s is confirmed by
the model corresponding to the data shown in Figure 5.14. The state space
matrices are given by:
»
dωHP
dt
–
=
ˆ−1.99˜ ˆωHP ˜+ ˆ227˜ ˆiHP ˜ (5.3)
ˆ
m˙H2
˜
=
ˆ
0.132
˜ ˆ
ωHP
˜
(5.4)
5.4.3. Pressure Dynamics in the Hydrogen Supply Manifold
The hydrogen pressure dynamics in the supply manifold have been outlined
and simulated in chapter 3.4.3. This was experimentally verified on the
running fuel cell through a step change in fuel cell current as shown in
Figure 5.15.
In order not to mask the pressure readouts in the pressure fluctuations
caused by the hydrogen recirculation pump, the fuel cell was run in dead-
end mode during this experiment – i.e. no hydrogen recirculation took
place.
Note that the slope of the pressure reduction after the current step change
corresponds to the ratio of the fuel cell current to the total hydrogen supply
manifold volume. A similar steady state pressure error to the one found in
chapter 3.4.3 is observed.
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Figure 5.15: Experimental demonstration of the dynamics of the pressure
regulation system in the hydrogen supply manifold.
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5.4.4. Summary
The hydrogen supply subsystem parameters have been identified based on
dynamic experimental measurements.
The model has been found to accurately predict the hydrogen mass flow
evolution as a function of the applied pump current. The prediction error
in the upper half of the flow rate range has been shown to be inferior to
5 %. Mechanical time constants around 0.3 s were correctly predicted by
the model.
Additional experimental data confirmed the dynamics of the hydrogen
pressure within the supply manifold when subjected to varying fuel cell cur-
rents. The mechanical pressure regulation valve cannot maintain constant
hydrogen pressure under such operating conditions.
5.5. Thermal Management Subsystem
The model for the thermal management subsystem established in chapter
3.5 describes the evolution of the cooling liquid reservoir and fuel cell stack
temperature as a function of the fuel cell losses, the heating power supplied
to the heating cartridge, the voltage applied to the CL pump, the chill
water and ambient temperatures and the chill water valve duty cycle ratio.
The equations describing the system are strongly non-linear and have
been linearised around a given operating point to allow representation of
the system in matrix form.
This chapter presents the experimental results used for parameter iden-
tification followed by a section on model validation based on additional
experimental data.
5.5.1. Parameter Identification
This section outlines the techniques and data used for parameter identific-
ation of the thermal management subsystem. Where possible, dedicated
measurements were used to identify a given parameter as opposed to using
data to batch-identify a set of parameters.
Cooling Liquid Pump Parameter Identification
The turbine flow meter used to measure the cooling liquid flow rate cannot
reliably measure flow rate dynamics. Therefore, steady state flow rate,
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current and voltage measurements combined with manual pump speed data
collection was used to identify most of the cooling liquid pump parameters.
The resulting measurements are represented graphically in Figure 5.16.
The torque constant kt,CP of the cooling liquid pump’s electric motor is the
fitting parameter for the left hand side graph, showing excellent agreement
between modelled and experimental data. The corresponding value for
kt,CP is indicated in Table 5.5.
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Figure 5.16: Identification of the cooling liquid pump motor’s torque
constant kt,CP and speed-mass flow coefficient km,CP .
The right hand side of Figure 5.16 shows the CL flow rate against the
applied pump voltage. Note that there is a pronounced non-linearity
in the flow regime. However, since the linear part from 0 − 160 rad/s
(corresponding to an applied pump voltage between 0 and 12 V ) already
reaches the maximum flow rate, there is no point in running the pump
beyond that regime where the power consumed by the pump will increase
further.
Additional experimental data was used in conjunction with the data
represented in Figure 5.16 to determine the speed-flow rate coefficient
km,CP , the voltage-flow rate coefficient kCP and the friction coefficient
kf,CP . Their respective values are indicated in Table 5.5.
Thermal Fuel Cell Parameter Identification
The cooling channel surface can be directly calculated from the fuel cell
geometry. 14 cooling channels – each 281 mm long with 2.6 mm cross-
sectional circumference – in every of the 8 bipolar plates result in an overall
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Description Parameter Value Units
Motor resistance RCP 0.6 Ω
Motor torque constant kt,CP 0.067 NmA
Friction coefficient kf,CP 2.2 · 10−4 Nm srad
Speed-flow rate coefficient km,CP 0.014 lpm·srad
Voltage-flow rate coefficient kCP 0.206 lpmV
Table 5.5: Experimentally identified cooling liquid pump parameters.
cooling surface of 0.082 m2. The internal convection coefficient is given
by the channel geometry and flow conditions. It can be shown that for
the cooling liquid flow rates considered, laminar flow conditions exist in
the cooling channels. This translates into constant Nusselt numbers [57]
for the given channel geometry and thus constant7convection coefficients
around hFC = 4000 WK·m2 .
The equivalent specific heat and the fuel cell mass is determined through
the mass and specific heat of the bipolar plates for an optimised stack. The
stack used on the LEI test stand was assembled with solid aluminium end
plates8since stack weight is not an issue in a laboratory environment. With
only seven cells, this results in an end plate mass substantially larger than
the contribution of the bipolar plates. Averaging the contributions, a total
fuel cell mass of mFC = 9 kg and overall heat capacity of cp,FC = 920 Jkg·K
are found.
In the fuel cell configuration with solid end plates, the bulk of the
heat transfer through natural convection occurs through the end plates.
Because the heat transfer into the end plates takes place through the
adjacent bipolar plate, this leads to non-uniform temperature distributions
across the stack. This fact is not accounted for in the model. The end
plates themselves with a Biot number of around 0.001 can be considered
isothermal [57].
If the system can be approximated by a lumped capacitance description,
the thermal time constant with respect to convective heat transfer can be
7The convection coefficient depends also on the thermal cooling liquid conductivity.
However, the variation over the considered temperature range is below 3 % and
has been neglected.
8They can be produced substantially cheaper than the weight optimised end plates
designed at ETHZ [34].
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expressed as9:
τconv =
m · cp
h ·As (5.5)
If the end plate mass is assumed to be negligible with respect to the overall
stack mass, a time constant (with respect to forced internal convection)
of τconv ≈ 5 s result. If the end plate mass is included, the time constant
becomes τconv ≈ 25 s. Considering only external convection, a time
constant of τconv ≈ 3 h is found for the stack configuration installed at
LEI – i.e. with the heavy aluminium end plates.
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Figure 5.17: Experimental temperature evolution within the cooling circuit
when subjected to a constant heating power of 200 W . The cooling liquid
flow rate is m˙CL = 1.1 lpm. The corresponding heat transferred from the
CL is shown in Figure 5.19.
Figure 5.17 depicts the temperature evolution in the system when sub-
jected to a constant heating power of 200 W . The natural convection
coefficients kFC and kRV can be identified through an energy balance from
the steady state response.
The overall natural convection coefficient kRV – regrouping the contri-
butions of the tubing, heat exchanger and reservoir – is around 5.8 W/K.
This is obtained from the observed temperature drop of roughly 2.5 ◦C
at a CL flow rate of m˙CL = 1.1 lpm corresponding to a convective heat
transfer of 180 W .
9See section 3.5.2 for more details.
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The temperature sensor precision is not sufficient to determine the natural
convection heat transfer coefficient kFC for the fuel cell. However, the
power difference between the electrical heating power and the one dissipated
to the environment by the other components confirms the theoretically
determined heat transfer coefficient (see chapter 3.5.2) of kFC = 0.7 W/K.
Table 5.6 contains the characteristic thermal fuel cell parameters along
with their values obtained through parameter identification or direct calcu-
lation.
Description Parameter Value Units
Natural convection coefficient kFC 0.7 WK
Overall fuel cell mass mFC 8.8 kg
Equivalent specific heat cp,FC 920 Jkg·K
Internal convection coefficient hFC 3990 Wm2·K
Cooling channel surface As,FC 0.082 m2
Table 5.6: Experimentally identified bipolar plate parameters.
Cooling Liquid Reservoir Parameter Identification
Direct calculation allows to determine the cooling liquid reservoir mass (steel
part) mRV = 1.41 kg along with the total cooling liquid mass mCL = 0.5 kg.
However, since the CL reservoir parameters regroup the contributions from
the tubing and heat exchanger10, experimental identification is required to
obtain the overall parameters.
The natural convection coefficient for the CL reservoir only is obtained
by heating the system to a certain temperature and then letting it cool
down with no cooling liquid flow. The results are shown in Figure 5.18 and
yield a value of kRV ,only = 0.52 W/K.
However, the model assumes that the natural convection coefficient
kRV regroups the natural convection contributions of the tubing, the heat
exchanger and the CL reservoir. It was shown from measurements repres-
ented in Figure 5.17 that the overall convective heat transfer coefficient
is roughly ten times larger than the one identified for the CL reservoir
alone. Further measurements (see Figure 5.20) were used with a non-linear
10This applies only to natural convection and thermal inertia terms.
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Figure 5.18: Temperature evolution of the CL reservoir when cooling from
an initial temperature with no cooling liquid flow.
least squares algorithm to determine the equivalent overall convective heat
transfer coefficient kRV .
The same data as used in Figure 5.17 can be rearranged to show the
heat withdrawn from the cooling liquid from reservoir exit to re-entry as a
function of the temperature difference between ambient and CL reservoir
temperature.
Note the initial heat transfer of around 50 W . It corresponds to the
heat extracted from the CL to heat the components mass. On approaching
steady state conditions, heat is transferred through natural convection to
the environment. The corresponding characteristic CL reservoir parameters
are shown in Table 5.7.
Description Parameter Value Units
Cooling liquid mass mCL 0.475 kg
Cooling liquid reservoir mass mRV 1.41 kg
Cooling liquid specific heat cp,CL 4180 Jkg·K
Cooling liquid reservoir specific heat cp,RV 450 Jkg·K
Natural convection coefficient kRV 4.8 WK
Table 5.7: Experimentally identified cooling liquid reservoir parameters.
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Figure 5.19: Heat transfer from the cooling liquid when subjected to a con-
stant heating power of 200 W . The cooling liquid flow rate is m˙CL = 1.1 lpm.
The corresponding temperature evolution is shown in Figure 5.17.
Heat Exchanger Parameter Identification
The liquid-liquid heat exchanger rejects heat from the cooling liquid to a
secondary chill water circuit which is fed through a controllable electromag-
netic valve (CWV). The valve can be switched on and off with a variable
duty cycle at a user adjustable frequency.
Experimental data shown in Figure 5.20 were used to determine the
equivalent natural convection coefficient kRV and the heat exchanger effi-
ciency-flow rate coefficient kx through a non-linear least squares algorithm.
During the identification procedure, an averaged state space system was
recalculated every 50 seconds to take changing average temperatures, chill
water valve duty cycles and CL flow rates. The resulting heat exchanger
efficiency-flow rate coefficient kx is shown in Table 5.8.
Description Parameter Value Units
Efficiency-flow rate coefficient kx 0.04 s/kg
Table 5.8: Experimentally identified cooling liquid reservoir parameters.
It was found that for the considered operating conditions, the model is
quite insensitive to the actual heat exchanger efficiency. Both changing the
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(b) Measured inputs to the cooling circuit model
Figure 5.20: Experimental results used for the identification of the heat
exchanger parameters.
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base efficiency %0 and the efficiency flow-rate coefficient kx only produced
minor changes in the predicted temperatures.
5.5.2. Model Validation
The experimental data used for validation of the cooling liquid pump is
shown in Figure 5.21. The time delay observed between measured and
experimental flow rate in Figure 5.21(a) is due to the readout procedure
from the mass flow sensor.
Discounting for that time delay, excellent model performance with predic-
tion errors inferior to 10 % is typically encountered. Prediction of the power
consumption of the cooling liquid pump also shows very good agreement
with experimental data.
Figure 5.22 shows the experimental data used for validation of the overall
cooling circuit model presented in chapter 3.5.8. Good agreement between
experimental and modelled data is observed. Typical prediction errors are
10 % when expressed in degrees Celsius.
Because the overall system model is a linearised description of a non-
linear system, the state space equations need to be adjusted to the actual
average operating conditions. It was found that model accuracy depends
strongly on the average duty cycle ratio being close to the actual value
– the dependency on average temperatures and CL flow rate is far less
pronounced.
This is also represented in the state space equations for a given operating
point. If the chill water valve is closed, the cross coupling between the
fuel cell and RV temperature is less pronounced. Additionally, the time
constants are dominated by convective heat transfer. This translates into
time constants of around τ1 ≈ 3′000 s and τ2 ≈ 13 s. For an average
temperature of T¯FC = T¯RV = 60 ◦C and a CV duty cycle ratio of d = 0,
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Figure 5.21: Experimental results used for the validation of the cooling
liquid pump model.
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(c) Measured inputs to the cooling circuit model
Figure 5.22: Experimental results used for the validation of the heat
exchanger parameters.
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the corresponding state space equations are given by:
264dT˜FCdt
dT˜RV
dt
375 = »−0.04 0.040.04 −0.04
– »
T˜FC
T˜RV
–
+
»
0.0001 0 0 0 0.00007 0
0 0.0001 0 0 0.0006 0
–
266666664
˜˙Qloss
˜˙Qheat
V˜CP
T˜CW
T˜amb
d˜
377777775
(5.6)
If the chill water valve duty cycle is non-zero, forced internal convection
dominates and the resulting time constants become τ1 ≈ 30 s and τ2 ≈ 4 s.
Additionally, a strong coupling between the fuel cell and RV temperature
exists as seen in the increased value of A(2,2). The state space equations
corresponding to an average temperature of T¯FC = T¯RV = 50 ◦C and a CV
duty cycle ratio of d = 0.5 are given by:
264dT˜FCdt
dT˜RV
dt
375 = »−0.04 0.040.03 −0.25
– »
T˜FC
T˜RV
–
+
»
0.0001 0 0 0 0.00007 0
0 0.0001 −3 0.2 0.0006 13
–
266666664
˜˙Qloss
˜˙Qheat
V˜CP
T˜CW
T˜amb
d˜
377777775
(5.7)
Note the dominance of the heat exchanger on the temperature evolution
as seen in the value of B(2,6) which reflects a change in duty cycle ratio to
the observed RV temperature.
5.5.3. Summary
The thermal management subsystem’s parameters have been identified
based on different steady state and dynamic measurements.
The cooling liquid flow rate prediction of the cooling pump was found
to be in very good agreement with experimental data. Prediction errors
below 10 % were typically observed.
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The overall thermal management subsystem model accurately predicts
the evolution of the RV and FC temperatures. The linearised state space
model was found to be sensitive to accurate average operating conditions,
particularly for the chill water valve duty cycle ratio.
Experimentally observed time constants of around 50 min when heating
and of around 30 s when cooling with elevated duty cycle ratios were
correctly reproduced by the model.
With a readjustment of the average operating conditions every 50 sec-
onds, prediction errors of less than 10 % were observed. Shortening the
prediction horizon further by evaluating the average operating conditions
more frequently is likely to further reduce the prediction errors.
5.6. Conclusion
This chapter has presented experimental results to validate the fuel cell
stack and balance of plant models developed in chapters 2 and 3.
The first section focused on the fuel cell stack model. Because of a
pronounced degradation of the fuel cell stack installed at LEI, the model was
first validated on experimental data from literature. Very good agreement
between experimental and modelled data was found. However, the small
sample size did not allow the validation of the model for varying operating
conditions.
Steady-state data obtained from the LEI test bench was used to determ-
ine water transport relevant parameters. Pseudo steady state IV curve data
was used to determine the remaining performance parameters. Model val-
idation showed reasonable agreement between modelled and experimental
data while operating under healthy conditions. Due to the stack’s degrada-
tion, open circuit potential conditions were not predicted correctly. Dry-out
conditions where the model is not valid were experimentally identified.
The remaining sections focused on parameter identification and model
validation for the balance of plant systems.
The air supply subsystem model was found to correctly describe the
pressure and air flow rate dynamics in the inlet manifold. Typical hydraulic
time constants of around 0.3 s were correctly predicted by the model. Flow
rate prediction showed prediction errors below 10 % for flow rates above
15 slpm.
The hydrogen subsystem model correctly predicts the hydrogen mass flow
as a function of the applied pump current with prediction errors inferior to
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5 %. The associated mechanical time constant of around 0.3 s is reproduced
by the model. Additional experimental data confirmed11the behaviour of
the pressure regulation valve when subjected to sudden variations in cell
current.
Finally, the thermal management subsystem describes the temperature
dynamics in the fuel cell system with prediction errors below 10 %. Because
the state space model has been obtained from linearisation of the governing
equations, shortening the prediction horizon of the model increases its
accuracy. The performance of the installed heat exchanger is such that the
model becomes sensitive to variations in the average chill water valve duty
cycle ratio.
11See chapter 3.4.3 for more details.
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6.1. Summary
The goal of this thesis is to establish a control-oriented PEM fuel cell
system model that describes the dynamic effects of a user interaction with
any of the balance of plant actuators on overall system performance.
The first chapter introduces the subject of fuel cells. The motivation
behind the present work, a detailed literature overview and a summary of
the contributions of this work are presented.
In chapter 2, a control-oriented, analytical, cell-averaged, steady state
fuel cell stack model is developed. The model predicts the cell voltage
along with the average membrane water content as a function of the fuel
cell’s operating conditions.
In order to obtain a cell-averaged description of the occurring processes,
an approach for determining the mean species’ concentrations in the sys-
tem is developed. The novelty of the calculations consists in taking the
water transfer across the system into account. This forms the basis for a
one-dimensional description of water and gas transport in the direction
perpendicular to the membrane.
A novel approach for analytically determining the overall water transport
within the fuel cell based on the operating conditions is introduced. This
eliminates the traditionally required iterative procedures and constitutes
an important step in enabling the model to be used in real-time control
applications.
Chapter 3, focuses on modelling the auxiliary systems that supply the fuel
cell with reactant gases at appropriate flow rates, pressures and humidities
and control the temperature of the fuel cell. Their formal description forms
the missing link between a user’s action on the system and the resulting
change in fuel cell performance.
Dynamic, state-space models are developed for each of the auxiliary
systems – i.e. the air supply subsystem, the hydrogen supply subsystem and
the thermal management subsystem. Because the corresponding governing
equations are non-linear in the case of the thermal management subsystem,
a linearised description around a given operating point is developed.
Chapter 4 gives an overview of the fuel cell stack used in the experimental
setup. The fuel cell test bench developed at LEI is described in detail. The
functions and performance of the different balance of plant components
are explained and the functions of the data acquisition and control soft-
and hardware are discussed.
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The developed fuel cell stack and balance of plant models are then
compared to experimental data in chapter 5. A general conclusion and an
outlook over future work are given in sections 6.2 and 6.3.
6.2. Discussion
The analytical, control-oriented state space model for a PEM fuel cell system
developed in this thesis describes the evolution of system performance as a
function of the user’s interaction with the actuators.
In order to provide such an overall description, the model was elaborated
in two distinct parts:
• Dynamic, balance of plant models describe the effect of a user inter-
action with the balance of plant systems on the resulting fuel cell
operating conditions.
• A steady state, cell averaged fuel cell stack model describes the effects
of the operating conditions on stack performance.
Balance of Plant Models
The balance of plant models have been developed based on the configuration
installed on the LEI test bench. For the air supply subsystem, this involves
the description of a non-pressurised cathode compartment that is fed with
ambient air from a volumetric air compressor.
The hydrogen supply subsystem is composed of a pressurised – through
a mechanical pressure regulator – supply manifold where hydrogen is re-
circulated by a volumetric pump. For the thermal management subsystem,
the model is based on a liquid cooled stack configuration where the external
interface is constituted by either a liquid-liquid or liquid-air heat exchanger.
* * *
The proposed models have shown excellent agreement with experimental
data. Experimental and modelled data have clearly exposed how the
dynamic limitations of the balance of plant systems are reflected to the
fuel cell stack.
* * *
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The dynamics of the mechanical pressure regulators used to impose the
anode compartment pressure level have not been modelled in the context
of this thesis. However, its performance limitations have been outlined
and experimentally confirmed. It was shown that the pressure level is
maintained with a steady state error under load conditions. The dynamics
of the pressure variation are given by the ratio of the fuel cell current over
the anode manifold volume.
Many fuel cell systems work with a pressurised cathode compartment.
This is achieved by installing a backpressure regulating valve at the fuel
cell exit. While such a system configuration has not been modelled in this
thesis, problems with the description of the backpressure regulators have
been investigated, outlined and experimentally verified.
Fuel Cell Stack Model
The gas transport and electrochemical reaction dynamics within the fuel
cell can be shown to be noticeably faster than those of the associated
balance of plant systems. Therefore, the fuel cell stack model, that relates
the operating conditions to the resulting cell voltage, represents steady
state behaviour.
While this steady state description is fine for relatively fast gas trans-
port phenomena – where the balance of plant system are actually the
dynamically limiting factor – it is not correct for water transport where the
polymer membrane acts like a storage element and introduces slow dynamic
behaviour. The time constants are typically in the order of several minutes.
One of the consequences is the typically observed difference between current
voltage curves recorded with positive current steps and those recorded with
negative current steps . As has been shown by Opekar et al. [65], the
water uptake by Nafion is much faster than its release from the membrane,
adding further complexity to a dynamic description of the water transfer
mechanism.
The description of the not well-understood water uptake dynamics is
one of the key elements to describe the dynamics of a fuel cell stack due to
a change in operating conditions. Note however, that the experimentally
observed variations in cell voltage due to those dynamics, are generally
small (< 5%). The steady state model thus gives a reasonable appreciation
of the system performance.
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In order to obtain an analytical expression of the occurring species
transport processes within the fuel cell stack, the across-the-cell transport
was described in terms of average species concentrations. These were
obtained by assuming a uniform current density and therefore taking the
arithmetic average along the gas channel between the cell inlet and outlet.
While the assumption of an average condition, upon which the transport
equations are based, is most certainly not correct in reality, a cell designer
will try to achieve as uniform a current density distribution as possible to
obtain the best achievable performance. In this light, for a well-built fuel
cell stack, the assumption of a uniform current density is justified.
One of the key contributions of this thesis was the development of an
analytical expression describing water transport within the fuel cell stack.
The main assumption in its development concerns the consideration of a
linear membrane water sorption characteristic while literature data presents
important variations in slope. However, the linear description correctly
depicts the qualitative evolution of the membrane water content over the
whole operating range. This is an essential property if the representation
is to be used for model-predictive control applications.
The model has been fitted to experimental literature data. A very good
fit was found, but the sample size was too small to confirm a model validity
over wide operating ranges.
Due to a severe degradation of the fuel cell stack installed at LEI, only
few experimental data could be collected to validate the fuel cell stack
model. The range of covered operating conditions was limited and not
representative of the conditions a healthy stack would operate under.
The degradation of the stack was such that the modelling assumptions
for the three phase boundary do not seem realistic. Therefore, the model
was unable to correctly predict the cell voltage at very low current densities.
For the remaining current densities, the model has shown good agreement
with a set of limited experimental data. Under severe dry-out conditions –
due to high fuel cell temperatures combined with high stoichiometric air
flow rates and reduced dew point temperatures – the model was found
to be unable to predict experimental data. This is believed to be due to
excessive dry-out of not only the membrane but also the catalyst layer,
resulting in reduction in three phase boundary reaction sites.
* * *
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While encouraging model performance was identified, further experi-
mental model validation on a healthy fuel cell stack is necessary to ascertain
the model’s capability to predict changes in cell voltage due to a change in
operating conditions and to identify the boundaries of model validity.
The model can be adapted to different PEM fuel cell systems by applying
the outlined modelling methodology for any balance of plant systems that
differ from the ones detailed herein. The fuel cell stack model is adjusted
to the new cell configuration by fitting the model parameters.
6.3. Future Work
An analytical, control-oriented state space PEM fuel cell model has been
elaborated in this thesis. The model provides dynamic descriptions of the
auxiliary systems to determine the effects of a user’s interaction with the
balance of plant systems on the fuel cell stack’s operating conditions.
An analytic, computationally non-intensive model was developed to
resolve the dependency of the fuel cell stack performance on the operating
conditions.
This work forms the basis for developing advanced model-based control
strategies for PEM fuel cell systems. It is considered as a starting point
for work in this area. A need for future contributions has been identified
in four areas:
• Addition of dynamic descriptions of auxiliary systems not considered
here. This concerns primarily the electro-mechanical pressure regulat-
ors used in fuel cell systems with pressurised cathode compartments.
While current literature models describe the pressure evolution as a
function of the opening area in the pressure reducer, no description
for linking the opening area to a user interaction exists. Problems
with such a description have been outlined in this thesis.
Furthermore, the description of any humidification system’s perform-
ance will constitute an important part in linking all fuel cell operating
conditions to a balance of plant actuator.
• Extensive fuel cell stack model validation. The fuel cell stack model
presented in this thesis relies on a certain number of simplifying
assumptions. While the model has shown good agreement with
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limited experimental data, further validation with a healthy fuel cell
stack over wide ranges of operating conditions is required.
This would best be combined with model comparison with more
detailed, numerical modelling approaches.
• Extension of the stack model to cover dynamics. The dynamic
evolution of the water content of both the membrane and catalyst
layer are clearly observed on experimental cell voltage data. Therefore,
it is important that these interactions can be described by a model.
The complexity of the underlying mechanisms presents important
challenges to the establishing of a simple model.
• Use of the developed model for the control of fuel cell systems. The
developed fuel cell system models can be used for either model-based
control of a given PEM fuel cell system or for implementing real time
maximum efficiency point tracking algorithms.
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A.1. DERIVATION OF THE NERNST EQUATION
A.1. Derivation of the Nernst equation
Thermodynamics state that the maximum obtainable energy from a chem-
ical reaction corresponds to the Gibbs free enthalpy of reaction ∆G .
Conservation of energy directly relates the molar Gibbs free enthalpy of
reaction to the maximum obtainable fuel cell voltage E0:
∆G = −nFE0 (A.1)
Since ∆G is dependent on reactant pressure and temperature, the obtain-
able voltage for a given set of reaction parameters is given as a standard
equilibrium voltage E00 corrected by the deviation from those standard
conditions where the deviation from standard conditions can be written as:
dE0 =
„
∂E0
∂T
«
p
dT +
„
∂E0
∂p
«
T
dp (A.2)
Temperature Dependence of the Equilibrium Voltage
The temperature dependence of the equilibrium voltage can be derived
from (2.2) and (A.1) and yields:„
∂E0
∂T
«
p
= − 1
nF
„
∂∆G
∂T
«
p
=
∆S
nF
(A.3)
Pressure Dependence of the Equilibrium Voltage
Employing basic thermodynamic properties, (A.1) can be rewritten as:„
∂E0
∂p
«
T
= − 1
nF
„
∂∆G
∂p
«
T
= −∆V
nF
(A.4)
Assuming ideal gas behaviour, the change in volume for a reaction can
be written as:
∆V =
X
i
γi
RT
pi
(A.5)
γi is the stoichiometric factor for reactant i (i.e. γH2H2 + γO2O2 →
γH2OH2O). It is important to note, that in this context, γi is defined
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positively for educts and negatively for products in order to account for
the way they influence the volume change during the reaction.
Including (A.5) in (A.4) yields:„
∂E0
∂p
«
T
= −RT
nF
X
i
γi
pi
(A.6)
Nernst Equation
(A.3) and (A.6) can now be integrated from the standard temperature and
pressure to the operating temperature and pressure respectively to yield:
E0 = E00 +
∆S0
nF
(T − T0) + RT
nF
ln
0BB@
Q
i
„
pi
p0
«γi
Q
j
„
pj
p0
«γj
1CCA (A.7)
where: E00 = equilibrium potential at stand-
ard conditions (i.e. pi = p0 =
101′325Pa and T = 298K)
[V ]
pi = partial pressure of educt i [Pa]
pj = partial pressure of product j1 [Pa]
(2.4) is known as the Nernst equation and gives the equilibrium voltage
E0 for a given reaction as a function of temperature and reactant pressures
if no current is drawn from the fuel cell. As soon as a net current is
produced by the fuel cell, equilibrium conditions no longer apply and
voltage losses occur in the cell.
A.2. Derivation of the Butler-Volmer Equation
An activation overpotential is associated with activation energy required
to initiate a charge transfer . The losses (overpotential) will be larger the
higher the rate of charge transfer (i.e. the higher the current drawn from
1For clarity and in order to free the reader from having to remember the sign change
of γi for educts and products, products are directly listed in the denominator of
the logarithm.
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the fuel cell). This concept can be illustrated by writing a general redox
reaction:
Red
kf
!
kb
Ox + ne− (A.8)
For the case of the oxygen reduction reaction at the cathode, this
corresponds to (A.9) and at the anode, the hydrogen oxidation reaction
can be expressed as in (A.10).
O2−
kf
!
kb
1
2
O2 + 2e
− (A.9)
H2
kf
!
kb
2H+ + 2e− (A.10)
kf and kb [m/s] are the forward and backward reaction rates respectively.
From activation energy considerations, it can be shown that
kf , kb ∝ exp
„−∆Gact,f,b
RT
«
(A.11)
Because the reaction occurs in an electric field, the activation energy
required for a charge transfer (i.e. a charged species moving in an electric
field), will be higher or lower than the chemical activation energy depending
on which direction the charge transfer takes place in:
∆Gact,f = ∆Gchem − (1− β)nF∆Φ (A.12)
∆Gact,b = ∆Gchem + βnF∆Φ (A.13)
Where ∆Φ denotes the potential difference between the two states of the
reaction. When no net charge transfer is occurring (i.e. at equilibrium where
the forward and backward reactions balance), that potential difference is
denoted ∆Φ0. Defining an overpotential η as the difference between the
actual potential and the potential at equilibrium yields:
η = ∆Φ−∆Φ0 (A.14)
Multiplying the reaction rates (see (A.11)) by the reactant concentrations
yields the molar charge flux across the interface which can be transformed
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into a current density by applying Faraday’s law (2.24). This then yields the
forward and backward current densities where ∆Gact,f,b can be expressed
by substituting (A.14) into (A.12) and (A.13):
I ′′f = nF cRed constf exp
„
−∆GchemRT
«
exp
„
+
(1− β)nF (∆Φ0 + η)
RT
«
(A.15)
I ′′b = nF cOx constb exp
„
−∆GchemRT
«
exp
„
−βnF (∆Φ0 + η)RT
«
(A.16)
For equilibrium conditions (i.e. η = 0), no net current I ′′ = I ′′f − I ′′b is
flowing – the forward and backwards current densities have to be equal.
Equalling (A.15) and (A.16) in those conditions defines an exchange current
density I ′′0 , characteristic of the given cell:
I ′′0 ≡ I ′′0,f = I ′′0,b (A.17)
While a net current is drawn from the fuel cell, the forward and backward
contributions no longer cancel out. In such conditions, the net current
density I ′′ is given by the difference between the forward and the backward
current density (I ′′f and I ′′b respectively). Subtracting (A.15) from (A.16)
therefore yields the net current density I ′′. The resulting equation (2.7) is
generally termed the Butler-Volmer (BV) equation for a redox overpotential,
relating net current density in a redox reaction to the corresponding
overpotential at a given electrode.
I ′′ = I ′′f − I ′′b = I ′′0
»
exp
„
−βnFηRT
«
− exp
„
+
(1− β)nFη
RT
«–
(A.18)
If the overpotential of the considered electrode is positive (i.e. the actual
potential is higher than the reversible potential), the forward reaction
(oxidation) becomes large. The net current density is negative (electrons
leave the electrode (like on the fuel cell anode). At the fuel cell cathode
(oxygen reduction), the left hand (backward, reduction) term dominates.
For large overpotential values (i.e. |ηact| ) RTβnF or |ηact| ) RT(1−β)nF ),
one of the exponential terms in 2.7 tends to zero. Neglecting the term
approaching zero yields the Tafel equation for the cathode and anode
respectively.
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Anode Activation Overpotential
For the anode reaction (1.3), the equilibrium potential Φ0 has been stand-
ardised at 0V . The effective electrode potential is above that value indicat-
ing that the anode overpotential ηa is positive. The net current density is
negative (i.e. electrons leaving the electrode).
Cathode Activation Overpotential
For the cathode reaction (1.4), the equilibrium potential is given by the
Nernst equation (2.4) and is roughly equal to 1.23V at 25 ◦C. The effective
electrode potential is below that value indicating that the cathode overpo-
tential ηc is negative. Since oxygen is reduced to O2− at the cathode, the
backward current density dominates and the net current density is positive
(i.e. electrons entering the electrode).
A.3. Limiting Current Density
The rate of gas diffusion can be related to the current density through
Faraday’s law (2.24). The resulting equation can then be inserted into
Fick’s law (B.9) to yield:
I ′′ = nFDeq
„
∂c
∂z
«
z=0
≈ nFDeq cGC − cS
δGDL
(A.19)
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Figure A.1: Schematic representation of the limiting current density on a
graph showing the reactant concentration ci as a function of the distance
across the gas diffusion layer.
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The limiting current density I ′′lim is defined as the current density for
which the reactant concentration at the reaction surface drops to zero (see
Fig. A.1). (A.19) can therefore be rewritten as:
I ′′limit = nFDeq
cGC
δGDL
(A.20)
Dividing (A.19) by (A.20) and substituting partial pressures for the gas
concentrations yields:
I ′′
I ′′limit
= 1− pi,S
pi,GC
(A.21)
Since the only reaction product is liquid water whose partial pressure
remains unchanged, (A.21) can be substituted into (2.12).
ηd = −RT
nF
ln
„
1− I
′′
I ′′limit
«
(A.22)
This represents a simple expression for the diffusion overpotential as a
function of the limiting current density of the considered cell. However,
since the limiting current density is not a constant for a given cell, but
depends on the reactant concentration in the gas channel, such a description
is only accurate for a given set of operating parameters and is therefore
less useful for modelling a cell under varying operating conditions.
A.4. Derivation of the Theoretical Ionic Membrane
Conductivity
Ion transport along with water transport in the membrane can be described
from basic transport equations. However, certain assumptions and simpli-
fications have to be made for those equations to be applicable. These are:
(a) pseudo two-phase flow of protons and water (b) hydrated membrane
(c) no chemical or electrochemical reactions (d) phase interaction limited
to friction forces (e) constant pressure gradient for water (f) protons and
water in solution in the membrane (assumes no interaction between the
two phases which is not correct - has been corrected by [12] by adding a
drag term) (g) uniform temperature distribution (h) homogeneous SO−3
distribution
The overall flux of charged species can then be described by a form of
the Nernst-Planck equation. As shown in [37], they state that protons can
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move by migration, diffusion and convection. Adapting their equation to
one-dimensional proton transport in the z-direction yields:
N˙ ′′i = −zi FRT Dici
∂Φ
∂z
−Di ∂ci
∂z
+ civ (A.23)
where current density is related to proton migration by Faraday’s Law
(2.24) as stated below:
I ′′i = F
X
i
ziN˙
′′
i (A.24)
Denoting the membrane species with the subscript letter m and assuming
no adsorption of pore-fluid ions on the membrane structure, electroneutral-
ity can be expressed as:
zmcm +
X
i
zici = 0 (A.25)
In the case of a PEM membrane, the only mobile ions are hydrogen ions
(charge number zH+ = -1) and (A.25) can be written as:
cH+ =
X
i
zici = zmcm (A.26)
Proton concentration in the membrane can thus be considered constant
and equal to the fixed charge site (SO−3 ) concentration (i.e. no ion transfer
by diffusion), the second term of (A.23) vanishes and, including (A.24), it
can be rewritten to yield:
I ′′ion = −DH+cH+ F
2
RT
∂Φ
∂z
+ cH+Fv (A.27)
To simplify notations, the notation of [37] is adopted and a membrane
conductivity κm is defined as:
κm ≡ F
2
RT
DH+cH+ (A.28)
Including (A.28), (A.27) can be solved for the potential gradient.
∂Φ
∂z
= −I
′′
ion
κm
+
F
κm
cH+v (A.29)
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The average speed of motion (i.e. convection term in (A.23)) of the
charged pore fluid is governed by electric potential and pressure gradients
and can be described by a form of Schlögl’s equation [37]:
v =
kΦ
µ
zmcmF
∂Φ
∂z
− kp
µ
»
∂p
∂z
− ρH+g
–
(A.30)
As shown by [48], proton speed due to pressure forces and buoyancy
(second term of (A.30)) can typically be neglected with respect to the
electrical force. Substituting (A.25), (A.30) can be rewritten to yield2:
v =
kΦ
µ
cH+F
∂Φ
∂z
(A.31)
Substituting (A.31) into (A.29) then yields for the membrane phase
potential variation:
∂Φ
∂z
= − I
′′
ion
κm
 
1− F
2c2
H+kΦ
µκm
! (A.32)
The ionic membrane overpotential is the potential difference between
the membrane-anode and membrane-cathode interface. For reasons of
simplicity, a linear potential variation ( dΦdz =
ηm
δm
)in the membrane shall be
assumed where the parameters in (A.32) are considered as effective average
membrane properties3. This can then simply be written as:
ηm = − I
′′
ionδm
κm
 
1− F
2c2
H+kΦ
µκm
! = −I ′′ionδm
σm
(A.33)
Where σm is defined as the overall membrane conductivity. Apart from
physical constants or membrane specific parameters (c2
H+), it depends on
the following two variables:
2Also neglected here is the influence of the water molecules’ motion on proton flux.
In the case of water flux, this influence will be accounted for by a drag term [12].
3The evaluation of those effective average membrane parameters constitutes an
important and difficult part in order for this simplification to be representative of
real behaviour.
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Ionic Membrane Conductivity As can be seen in (A.28), the ionic mem-
brane conductivity κm is directly proportional to the proton diffusion
coefficient DH+
4. Values typically proposed for the ionic membrane
conductivity are shown in Table A.1.
Electrokinetic Permeability The electrokinetic permeability is the governing
parameter for electroosmotic processes and is used in (A.30) to
describe the proton speed due to electrical forces. Typical values for
kΦ are reported in Table A.1.
DH+ κm kΦ T Source
[m2/s] [S/m] [m2] [◦C]
4.5 · 10−9 17 7.18 · 10−20 80 Bernardi et al. [13]
5.6 · 10−9 21 7.18 · 10−20 95 Bernardi et al. [13]
4.5 · 10−9 17 1.13 · 10−19 80 Bernardi et al. [37]
4.5 · 10−9 75 1.13 · 10−19 80 Bernardi et al. [37]
1.4 · 10−9 - 1.20 · 10−19 22 Verbrugge et al. [66]
1.4 · 10−9 - 1.13 · 10−19 22 Verbrugge et al. [67]
3.5 · 10−10 - - - Verbrugge et al. [68]
Table A.1: Values reported in literature for ionic membrane conductivity,
proton diffusion coefficient and electrokinetic permeability.
4F , R and c
H+ are assumed constant.5Used to fit experimental data.
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B.1. Air Composition
Air is a mixture of several gases, the main components being Oxygen and
Nitrogen. The contents of each for a standard atmosphere (i.e. T0 = 25 ◦C
and p0 = 101′325Pa) are given in Tab. B.1 [69]:
Substance pi χi
[mbar] [mol i/mol L]
N2 766.5 0.7565
O2 205.6 0.2030
Ar 0.91 0.009
H2O 3.16 0.0312
CO2 0.03 0.0003
Table B.1: Partial pressures and molar content of air at standard conditions
(i.e. T0 = 25 ◦C and p0 = 101′325Pa).
In the context of this work a dry air composition of 80% Nitrogen and
20% Oxygen shall be assumed, thus neglecting any other constituents.
Water content will be accounted for depending on the actual humidity
conditions.
B.2. Gas Solubility in Water
Gas solubility in water is typically described by Henry’s law [37] where
the concentration of the dissolved gas is given as a function of partial gas
pressure above the water surface.
cdis =
pA
HA
(B.1)
For oxygen, values tabulated in [70] lead to the graph shown in Fig. B.1.
Unfortunately, those values do not match with other references. Values
from [71] show better coherence and have been curve-fitted (Fig. B.1 to
yield:
ln(HO2−H2O) = −4.329 · T 2 + 3847 · T − 6.821 · 105 (B.2)
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For the membrane phase, Henry’s constant [atm · cm3/mol] can be
expressed as a function of temperature [37]:
ln(HO2−MEM) = −
666
T
+ 14.1 (B.3)
Plotting the results of (B.3) over a temperature range between 0 and
100◦C results in the Graph shown in Fig. B.1
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Figure B.1: Henry’s constant as a function of temperature.
B.3. Sherwood Type Mass Transfer
In analogy to the Nusselt number in heat transfer (i.e ratio of total heat
transfer to conductive heat transfer), the Sherwood number [72] (mass
diffusivity/molar diffusivity) can be defined as:
Sh ≡ vdifL
DAG
(B.4)
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where: DAG = binary diffusion coefficient or dif-
fusivity of component A with re-
spect to gas mixture G
[m2/s]
L = characteristic length [m]
vdif = diffusion rate [m/s]
where vdif [m/s] is defined as a mass transfer coefficient. Multiplying vdif
by the corresponding surface area and the equivalent molar concentration
difference of component A ∆ceq [mol/m3] yields the effective molar mass
transfer rate which can be written as:
N˙A = Sh
DAG
L
Ac∆ceq (B.5)
The equivalent molar concentration difference (or equivalent temperature
difference for heat transfer problems) can be expressed as an arithmetic
mean (B.6) for a constant molar flux N˙ ′′A(x, y) = const and for a constant
exchange surface concentration cex(x, y) = const as a logarithmic mean
(B.7).
∆car =
∆cout −∆cin
2
(B.6)
∆clm =
∆cout −∆cin
ln
∆cout
∆cin
(B.7)
where ∆c is defined as the difference between the mean stream concen-
tration and the concentration at the exchange surface.
B.4. Diffusion
Diffusion processes are concentration gradient driven phenomena. By their
nature, they occur in multicomponent mixtures and do not contribute
to an averaged overall movement of the fluid. If the individual species
velocity due to diffusion is denoted by vdifi and its overall concentration
(with respect to the total volume) by ρi, then it can be shown that:X
i
vdifi ρi = 0 (B.8)
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(B.8) can be shown do result directly from the ideal gas law for a stagnant
fluid. In fact, for a stagnant fluid, Darcy’s Law (Schlögl’s equation (A.30)
for uncharged species) states that the pressure distribution is uniform.
Therfore, overall gas concentration is invariable and the flow rates due to
diffusion need to balance out.
Diffusional processes in one dimensional form, can be shown to obey a
law of the form:
N˙ ′′A = cGDAB
∂χA
∂z
= Deq
∂cA
∂z
|for cG=const (B.9)
that is generally known as Fick’s law. Note that expression B.9 is only
valid in a reference frame moving with the average fluid velocity. For a
stationary reference frame, appropriate corrections can be applied [57] to
yield:
N˙ ′′A = −cDAB ∂χA∂z + χA
“
N˙ ′′A + N˙
′′
B
”
(B.10)
For a stationary diffusion media (i.e. no bulk gas flow in the diffusion
direction), (B.10) reduces to (B.9).
For multicomponent diffusion (n components), (B.9) can be expressed
in the form of the Stefan Maxwell equation:
∇χi =
nX
j=1
RT
pDi,j
“
χiN˙
′′
j − χjN˙ ′′i
”
(B.11)
B.4.1. Binary Diffusion Coefficients
The binary diffusion coefficients DO2−N2 and DO2−H2O are determined from
the Slattery-Bird equation (for binary diffusion coefficients of components
A and B) as outlined in [37]:
p DAB = a
„
T√
TcA TcB
«b
(pcA pcB)
1/3
(TcA TcB)
5/12
„
1
MA +
1
MB
«1/2 (B.12)
185
B.4. DIFFUSION
where: DAB = binary diffusion coefficient com-
ponent A with respect to compon-
ent B
[cm2/s]
p = pressure [atm]
a, b = a=0.0002745, b=1.832 for
N2, O2, H2
[−]
a, b = a=0.000364, b=2.334 for water va-
pour
[−]
TcA, TcB = critical temperatures of compon-
ents A and B
[K]
pcA, pcB = critical pressures of components
A and B
[atm]
Ma,Mb = molecular weight of components
A and B
[g/mol]
This can be rewritten much simpler by regrouping all constants to yield:
DAB = kAB
T bAB
p
(B.13)
B.4.2. Mixture Diffusion Coefficients
Based on the molar fractions of the constituents, an overall Diffusion
coefficient of a species A within the gas mixture G of species A, B and C
can be derived according to:
DAG =
1− χA
χB
DAB
+
χC
DAC
(B.14)
Introducing (B.13) yields:
DAG =
1
p
1− χA
χB
kABT bAB
+
χC
kACT bAC
(B.15)
The oxygen diffusivity - pressure product p ·DO2L has been plotted in
Figure B.2 for humid air. It is shown as a function of the inlet water molar
fraction χinH2O,c, the water transfer coefficient α and the stoichiometric air
flow rate λO2 .
Note the almost constant pressure - diffusivity product apart from when
α tends to large negative values and χinH2O,c tends to zero, when a drop in
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Figure B.2: Oxygen Diffusivity - Pressure product p · DO2L for oxygen
diffusion in humid air as a function of inlet water molar fraction, water
transfer coefficient and stoichiometric air ratio at a temperature of 70 ◦C.
the pressure - diffusivity product is observed. This drop is more pronounced
the lower the stoichiometric air flow rate λO2 and the higher the operating
temperature.
B.4.3. Diffusion in Porous Media
The effective diffusion coefficient needs to be adjusted with a Bruggemann
correction factor to account for the porous nature of the diffusion media
REG(typically oxygen or water vapour diffusion in the porous GDL):
DREGAG = φ
3/2 DAG (B.16)
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where: φ = porous media void fraction [−]
DREGAG = effective diffusion coefficient of
component A
[m2/s]
DAG = diffusion coefficient of component
A within gas mixture G
[m2/s]
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C.1. Analytical Solution for Water Transport in a Fuel Cell
The governing equations for water transport in a fuel cell (see section 2.5)
can be simplified by introducing the following substitutions.
a = 0 (C.1)
b = 14 (C.2)
d1 =
DH2O,MEM
˛˛˛
T=303K
exp
„
d5
303
« (C.3)
d5 = 2436 (C.4)
d6 = d1 · exp
„
d5
T
«
(C.5)
e =
2.5
22
I ′′
F
(C.6)
f =
ρMEM
EWMEM
kp
µH2O
∆p
δMEM
(C.7)
k =
1
2
I ′′
2F
EW
γρ
(C.8)
m =
χinH2O,c
1− χinH2O,c
5λO2 (C.9)
n =
χinH2O,a
1− χinH2O,a
λH2 (C.10)
p = 5λO2 (C.11)
q = λH2 (C.12)
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The average molar water fraction in the cathode 2.79 and anode 2.80
gas channel then become:
χ¯H2O,CGC =
m + α+ 1
m + p + α+ 0.5
(C.13)
χ¯H2O,AGC =
n− 0.5α
n + q − 0.5α− 0.5 (C.14)
The governing equation for the overall water transport in the membrane
(2.103) can be rewritten to yield:
α
I ′′
2F
„
1 +
d6
δm
EWm
γρm
«
=
„
e + f − 2d6
δm
«
ξ¯ +
DH2O,MEM
δm
ξ∗a (C.15)
In another round of substitutions, the following are introduced:
s =
I ′′
2F
„
1 +
d6
δm
EWm
γρm
«
(C.16)
t =
„
e + f − 2d6
δm
«
(C.17)
u =
DH2O,MEM
δm
(C.18)
All the above substitutions and simplifications then yield a system of
three equations for the unknowns ξ∗a, ξ¯ and α:
ξ∗a = a + b
n− 0.5α
q + n− 0.5α− 0.5 (C.19)
ξ¯ = k + a +
1
2
»
m + α+ 1
m + p + α+ 0.5
+
n− 0.5α
n + q − 0.5α− 0.5
–
(C.20)
α =
1
s
`
tξ¯ + uξ∗a
´
(C.21)
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Substituting (C.19) and (C.20) into (C.21) yields:
α =
t
s
„
k + a + 0.5
b (n− 0.5α)
n + q − 0.5α− 0.5 + 0.5
b (m + α+ 1)
m + p + α+ 0.5
«
+
u
s
„
a +
b (n− 0.5α)
n + q − 0.5α− 0.5
« (C.22)
This can then be expanded to a cubic equation for the water trans-
fer coefficient α as a function of the system parameters and operating
conditions.
0 = a0 + a1α+ a2α
2 + a3α
3 (C.23)
The coefficients in (2.109) are then given by the expressions below:
a0 = −1
2
tap +
1
2
tkn +
1
2
ubn− 1
4
tbm− 1
4
tk − 1
4
ta− 1
4
ua
− 1
2
tam− 1
2
tkp− 1
2
tkm +
1
2
tkq +
1
2
taq +
1
2
tbq
+
1
2
tan− 1
2
uap− 1
2
uam +
1
2
uaq +
1
2
uan− 1
4
tb
+
3
4
tbn + tknm +
1
2
tbqm +
1
2
tbnp + tbnm + taqp
+ taqm + tanp + tanm + tkqp + tkqm + tknp + uanm
+ uanp + uaqm + uaqp + ubnm + ubnp
(C.24)
a1 = −1
4
tbp− 1
2
ubm− 1
2
ubp− 1
2
sq +
1
2
sm− snm− sqm
+
1
4
s− 1
2
tap + tkn + ubn− 1
2
tbm +
1
2
sp− snp− 1
2
sn
− sqp− 1
4
ub− 3
4
tk − 3
4
ta− 3
4
ua− 1
2
tam− 1
2
tkp
− 1
2
tkm + tkq + taq +
1
2
tbq + tan− 1
2
uap− 1
2
uam
+ uaq + uan− 5
8
tb + tbn
(C.25)
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a2 =
3
4
s− sq − sn− 1
2
ta− 1
2
tk − 1
2
ub− 1
2
ua +
1
2
sm
+
1
2
sp− 1
2
tb
(C.26)
a3 =
1
2
s (C.27)
C.2. Cubic Formula
This section outlines the analytical solution for the equation governing
the water transport across the cell (C.23). The material presented is a
résumé of the corresponding article in [73]. It outlines some of the general
solutions to the standard cubic equation. Demonstrations and proofs have
been neglected and only the solutions are presented – refer to [73] for more
details1.
C.2.1. General Solution
A general cubic equation can be expressed as:
z3 + a2z
2 + a1z + a0 = 0 (C.28)
This can be transformed into
x3 + 3Qx− 2R = 0 (C.29)
by substituting
x ≡ z + 1
3
a2 (C.30)
Q ≡ 3a1 − a
2
2
9
(C.31)
R ≡ 9a2a1 − 27a0 − 2a
3
2
54
(C.32)
1There seems to be a problem with the way T is defined in [73] - the formula does
not produce correct results. The definition of T presented in this section corrects
the problem.
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Also defining
D ≡ Q3 + R2 (C.33)
S ≡ 3
q
R +
√
D (C.34)
T ≡ −Q
3
p
R +
√
D
(C.35)
allows to express a general solution to (C.28) known as Cardano’s for-
mula:
z1 = −1
3
a2 + (S + T ) (C.36)
z2 = −1
3
a2 − 1
2
(S + T ) +
1
2
i
√
3 (S − T ) (C.37)
z3 = −1
3
a2 − 1
2
(S + T )− 1
2
i
√
3 (S − T ) (C.38)
The number of complex roots is determined by the value of the polynomial
discriminant D. If D > 0, one root is real and two are complex conjugates,
if D = 0, all roots are real and at least two are equal and if D < 0, all
roots are real and unequal.
C.2.2. Solution for Real Roots
Alternative approaches are possible if the goal is to just determine the real
roots of the equation.
Real Roots for D < 0
If the polynomial discriminant D < 0, the solutions are given by:
z1 = 2
p−Q cos„Θ
3
«
− 1
3
a2 (C.39)
z2 = 2
p−Q cos„Θ+ 2pi
3
«
− 1
3
a2 (C.40)
z3 = 2
p−Q cos„Θ+ 4pi
3
«
− 1
3
a2 (C.41)
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where Θ is defined as
Θ ≡ cos−1
 
Rp−Q3
!
f (C.42)
Real Roots for any value of D
In this approach, the cubic equation (C.28) is transformed in to the standard
form of Vieta (similar to (C.29))
x3 + px = q (C.43)
where p = 3Q and q = 2R. The solutions are then given by:
zi = xi − 1
3
a2 (C.44)
where xi and yi are given by
xi = 2
r
|p|
3
yi − 1
3
a2 (C.45)
y =
8<: cosh
`
1
3 cosh
−1 C
´
for C ≥ 1
− cosh ` 13 cosh−1 |C|´ for C ≤ −1
cos
`
1
3 cos
−1 C
´
[three solutions] for |C| < 1
(C.46)
and C is defined as
C ≡ 1
2
q
„
3
|p|
« 3
2
(C.47)
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D.1. Introduction
This chapter will give a brief introduction to state space notation. Addi-
tionally, the notational conventions are explained and illustrated.
D.2. Representation
Most physical systems can be described as a combination of differential
and algebraic equations that can be expressed as [74]:
x˙(t) =
26664
f1 [x(t),u(t), t]
f2 [x(t),u(t), t]
...
fn [x(t),u(t), t]
37775 (D.1)
y(t) =
26664
g1 [x(t),u(t), t]
g2 [x(t),u(t), t]
...
gp [x(t),u(t), t]
37775 (D.2)
where x(t), x˙(t), u(t) and y(t) are the state vector, the state vector’s
time derivative, the input vector and the output vector respectively. They
can also be written as:
x(t) =
26664
x1(t)
x2(t)
...
xn(t)
37775 ; x˙(t) =
26664
x˙1(t)
x˙2(t)
...
x˙n(t)
37775 (D.3)
u(t) =
26664
u1(t)
u2(t)
...
ur(t)
37775 ; y(t) =
26664
y1(t)
y2(t)
...
yp(t)
37775 (D.4)
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If the system is linear, the above equations can be represented in matrix
form which yields a simple and convenient expression. For an analog
system, this is typically written as1:
x˙(t) =
"
A
#
n×n
x(t) +
"
B
#
n×r
u(t) (D.5)
y(t) =
"
C
#
p×n
x(t) +
"
D
#
p×r
u(t) (D.6)
For the case of a discrete time system, this is usually expressed as:
x(k + 1) =
"
Φ
#
n×n
x(k) +
"
Γ
#
n×r
u(k) (D.7)
y(k) =
"
C
#
p×n
x(k) +
"
D
#
p×r
u(k) (D.8)
D.3. Discretisation
In order to transform an analog system into discrete notation (typically to
design a microcontroller or DSP based control system), Φ and Γ are given
as a function of the analog state space matrices A and B with h as the
sampling period:
Φ = eAh (D.9)
Γ =
Z h
0
eAηdηB (D.10)
1Shown here is a time invariant system where the matrices A, B, C and D do not
depend on time.
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Since (D.9) and (D.10) are difficult to evaluate directly through the
above equations, they can be approximated through the following set of
equations:
Φ = I + AhΨ
Γ = ΨhB = A−1 (Φ− I)B
Ψ =
infX
i=0
Aihi
(i + 1)!
(D.11)
D.4. Linearisation
A system that is described through a set of nonlinear state space equations
(D.1) and (D.2) can be linearised for small variations around an operating
point. In such a case, the actual value of the state-, input- or output vector
is described as x, u and y. The nominal operating point is noted as x¯,
u¯ and y¯ and deviations from that operating point are indicated by the
˜ character such that:
x˜ = x− x¯
u˜ = u− u¯
y˜ = y − y¯
(D.12)
Deriving (D.12) yields:
x˙(t) = ˙¯x(t) + ˙˜x(t) (D.13)
The linearised state space equation for the system can then be written
as:
˙˜x(t) = A(t)x˜(t) + B(t)u˜(t)
y˜(t) = C(t)x˜(t) + D(t)u˜(t)
(D.14)
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where A, B, C and D are the Jacobian matrices of the system with
respect to the states and system inputs. They are given by:
A(t) =
2666666664
∂f1
∂x1
∂f1
∂x2
. . .
∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
. . .
∂f2
∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
. . .
∂fn
∂xn
3777777775
˛˛˛˛
˛˛˛˛
˛˛˛˛
˛˛
x¯(t),u¯(t)
(D.15)
B(t) =
2666666664
∂f1
∂u1
∂f1
∂u2
. . .
∂f1
∂ur
∂f2
∂u1
∂f2
∂u2
. . .
∂f2
∂ur
...
...
. . .
...
∂fn
∂u1
∂fn
∂u2
. . .
∂fn
∂ur
3777777775
˛˛˛˛
˛˛˛˛
˛˛˛˛
˛˛
x¯(t),u¯(t)
(D.16)
C(t) =
2666666664
∂g1
∂x1
∂g1
∂x2
. . .
∂g1
∂xn
∂g2
∂x1
∂g2
∂x2
. . .
∂g2
∂xn
...
...
. . .
...
∂gp
∂x1
∂gp
∂x2
. . .
∂gp
∂xn
3777777775
˛˛˛˛
˛˛˛˛
˛˛˛˛
˛˛
x¯(t),u¯(t)
(D.17)
D(t) =
2666666664
∂g1
∂u1
∂g1
∂u2
. . .
∂g1
∂ur
∂g2
∂u1
∂g2
∂u2
. . .
∂g2
∂ur
...
...
. . .
...
∂gp
∂u1
∂gp
∂u2
. . .
∂gp
∂ur
3777777775
˛˛˛˛
˛˛˛˛
˛˛˛˛
˛˛
x¯(t),u¯(t)
(D.18)
The same procedure holds of course for a system in discrete representation
where A and B will simply be replaced by Φ and Γ.
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D.5. Controllability and Observability
A state space system is said to be controllable iff2the controllability matrix
G has full rank n, i.e.
rank (G) = rank
ˆ
B AB · · · An−1B˜
n×nr = n (D.19)
A state space system is said to be observable iff2the observabiltiy matrix
Q has full rank n, i.e.
rank (Q) = rank
26664
C
CA
...
CAn−1
37775
np×n
= n (D.20)
D.6. State Space Averaging
State space averaging is a technique developed for modelling power elec-
tronic converters. Typically, in such converters power is transferred by
periodically (at a duty cycle d) switching a set of power electronic switches
from position 1 to position 2. While the switches are in position 1, the
system is described through a state space model (A1,B1,C1,D1) and
while they are in position 2, the characteristic equations are given by
(A2,B2,C2,D2).
The state space averaging approach can be extended to any system that
is characterised by a first state space model during d · Ts and by a second
state space model during (1− d) ·Ts (where Ts = 1f is the switching period),
provided that:
1. The natural frequencies of the subsystems A1 and A2 are much
smaller than the switching frequency f.
If such is the case, the state space equations can be written as:
˙˜x(t) = Ax˜(t) + Bu˜(t) +
ˆ
(A1 −A2) x¯(t) + (B1 −B2) u¯(t)
˜
d˜(t) (D.21)
2Short form for “if and only if”.
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y˜(t) = Cx˜(t) + Du˜(t) +
ˆ
(C1 −C2) x¯(t) + (D1 −D2) u¯(t)
˜
d˜(t) (D.22)
where the averaged state space matrices are given by:
A = dA1 + (1− d)A2
B = dB1 + (1− d)B2
C = dC1 + (1− d)C2
D = dD1 + (1− d)D2
(D.23)
This can be rewritten in the form of a standard state space equation
with the variation from the nominal duty cycle d˜ being added to the input
vector u˜.
˙˜x(t) = Ax˜(t) +
26664
B11 B12 . . . B1r B1(r+1)
B21 B22 . . . B2r B2(r+1)
...
...
. . .
...
...
Bn1 Bn2 . . . Bnr Bn(r+1)
37775
2666664
u˜1
u˜2
...
u˜r
d˜(t)
3777775 (D.24)
y˜(t) = Cx˜(t) +
26664
D11 D12 . . . D1r D1(r+1)
D21 D22 . . . D2r D2(r+1)
...
...
. . .
...
...
Dn1 Dp2 . . . Dpr Dp(r+1)
37775
2666664
u˜1
u˜2
...
u˜r
d˜(t)
3777775 (D.25)
The last columns of the extended B and D matrices are given by:26664
B1(r+1)
B2(r+1)
...
Bn(r+1)
37775 = ˆ(A1 −A2) x¯(t) + (B1 −B2) u¯(t)˜ (D.26)
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26664
D1(r+1)
D2(r+1)
...
Dp(r+1)
37775 = ˆ(C1 −C2) x¯(t) + (D1 −D2) u¯(t)˜ (D.27)
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E.1. INTRODUCTION
E.1. Introduction
The data structure in Appendix E.2 shows the variables that are available
in Matlab after analysing the data from the fuel cell test bench.
Appendix E.3 lists the fuel cell specific parameters and universal constants
that can be called by the modelling routines in Matlab.
For each variable, its values, units and labels can be called by the
appropriate Matlab functions value, units and label respectively (see help
on those functions for more details).
In order to update the tables in this document, run the m-files (in the
listings directory of this document) data_structure.m and help_fc.m that
have to be in the Listings directory for the main document (the LaTeX
source for this document is in the chapters folder).
data_structure.m will generate two text files containing all the variables
and constants used. Those text files are polled in order to generate the
tables in chapter E.2 and E.3 when compiling this document.
E.2. Data Structure
Variable Label Units
year Year −
month Month −
day Day d
hour Hour h
minute Minute min
second Second s
frequency DAQ Frequency Hz
filter_time_const Filter Time Constant s
timestep IV Timestep s
points Number of Samples −
time Time s
mes_hour Hourmes h
mes_min Minutemes min
mes_sec Secondmes s
v_fc FC Voltage V
v_air Air Compressor Voltage V
continued on next page. . .
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continued from previous page. . .
Variable Label Units
v_cl CL Pump Voltage V
v_h2 H2 Pump Voltage V
i_fc FC Current A
i_air Air Compressor Current A
i_cl CL Pump Current A
i_h2 H2 Pump Current A
m_air Air Massflow slpm
h_air_amb Ambient Air Humidity %RH
m_h2 H2 Massflow slpm
p_air Air Pressure mbar(g)
p_h2 H2 Pressure mbar(g)
p_amb Ambient Pressure mbar(a)
h_air_out Air Humidityout %RH
h_h2_in H2 Humidityin %RH
a_2_00 Undefined V
t_air_cond Air Tcond ◦C
t_air_in Air Tin ◦C
t_air_out Air Tout ◦C
t_air_dp Air Tdp ◦C
t_h2_out H2 Tout ◦C
t_h2_cond H2 Tcond ◦C
t_cl_in CL Tin ◦C
t_cl_out CL Tout ◦C
t_cl_hx CL THX ◦C
t_cw_in CW Tin ◦C
t_h2_in H2 Tin ◦C
t_air_comp Air Tcomp ◦C
t_air_amb Air Tamb ◦C
t_14 Undefined T14 ◦C
t_15 Undefined T15 ◦C
m_cl CL Massflow slpm
m_air_control Setpoint Air Massflow slpm
m_h2_control Setpoint H2 Massflow slpm
m_cl_control Setpoint CL Massflow slpm
continued on next page. . .
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continued from previous page. . .
Variable Label Units
da4 Undefined DA4 V
r_h2_cbp H2 Condenser Bypass 1on, 0off
r_h2_purge H2 Purge 1on, 0off
r_cw_valve CW Valve 1closed, 0open
r_cw_pump CW Pump 1on, 0off
r5 R5 1on, 0off
r6 R6 1on, 0off
v_cell_1 Cell Voltage 1 mV
v_cell_2 Cell Voltage 2 mV
v_cell_3 Cell Voltage 3 mV
v_cell_4 Cell Voltage 4 mV
v_cell_5 Cell Voltage 5 mV
v_cell_6 Cell Voltage 6 mV
v_cell_7 Cell Voltage 7 mV
power_fc FC Power W
power_air Air Compressor Power W
power_cl CL Pump Power W
power_h2 H2 Pump Power W
lambda_air λAir −
lambda_h2 λH2 −
eta_gross_hhv ηHHV (gross) %
eta_gross_lhv ηLHV (gross) %
eta_net_hhv ηHHV (net) %
eta_net_lhv ηLHV (net) %
spec_power_fc Specific FC Power W/m2
spec_i_fc Specific FC Current A/m2
v_cell_avg Average Cell Voltage V
t_air_avg Average Air Temperature ◦C
t_h2_avg Average Hydrogen Temperature ◦C
t_air_adm_avg Average Inlet Chamber Air
Temperature
◦C
t_fc_est Estimated Fuel Cell Temperat-
ure
◦C
t_cell_avg Estimated Average Fuel Cell
Temperature
◦C
continued on next page. . .
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continued from previous page. . .
Variable Label Units
p_air_avg Average Cathode Pressure Pa(a)
p_h2_avg Average Anode Pressure Pa(a)
t_h2_dp Anode Inlet Dew Point Temper-
ature
◦C
mol_frac_h2o_a_in Anode Inlet Molar Water Frac-
tion
−
mol_frac_h2o_c_in Cathode Inlet Molar Water
Fraction
−
dc_cv Chill Water Valve Duty Cycle −
E.3. Constants
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