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Supplementary Results

Batch effect in FA dataset
While we did not identify batch effects in the STARNET dataset, we did find clear evidence that there were batches in the FA dataset. We tried to alleviate batch effects in CNV calling at the initial data processing step with Genome Studio (Figure 1 ). In the FA dataset, we identified 5 batches by two types of signals. First, before any CNV analysis was performed, we extracted LRR values at 100,000 randomly drawn probes across all samples and applied PCA to the LRR matrix. This visualization revealed 3 major clusters along with a few outliers ( Figure S2A ).
Second, while generating CNV calls, PennCNV, QuantiSNP and iPattern also provided summary statistics of CNV results at the sample-level, such as standard deviations (SD) of LRR, SD of BAF, wave factor in LRR, BAF drift, and the number of CNVs detected per sample, which are highly correlated among themselves and between methods ( Figure S1 ). We also used PCA to visualize this information ( Figure S2C -E). The 3 major clusters from PCA of LRR were confirmed as three batches and one of the batches further consisted of three sub-batches.
Therefore, we identified 5 batches, 3 of which were enriched for sample plates used for grouping and preparation of DNA samples ( Figure S2C -E). Except for the largest batch, we re-processed the other four smaller batches with Genome Studio (see Methods; Figure 1 ) and re-did the CNV calling using the three methods. After these processing steps, the clusters in the original PCA plots of LRR and summary statistics were eliminated ( Figure S2B and F). Importantly, the variability in sample-wise QC statistics stratified by the 5 batches was dramatically reduced ( Figure S3 ).
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Remarks on fitting likelihood model for CNV re-genotyping
Before we fitted the local likelihood model for each CNVR, we selected CNVRs with common frequency (e.g. 10%~30%) and adequate sample size (e.g. ≥ 20) for each CN status based on the results from steps (a) and (c) of ensembleCNV. We used LRR and BAF signals of initial CNV calls in these selected CNVRs to estimate CNVR-specific parameters and take their average weighted by associated sample sizes to obtain a global estimate of the parameters.
To fit the GMM of LRR data, when the number of samples for each CN status was adequate (e.g.,
≥1%
) relative to the total sample size, we used the mean (with respect to location of the normal CN mode) and standard deviation of the LRR values from these samples for each CN status as the initial values of the EM algorithm; otherwise, we drew adequate random LRR values with the estimated global parameters (see above) as auxiliary samples for the CN statuses lack of adequate samples to estimate parameter values. In practice, the augmented data with random samples was able to improve the stability of the GMM fitting for CNVRs with rare variant alleles.
For some common copy number polymorphisms (CNPs), the normal CN component (CN = 2) in GMM may not be dominant and the initial CNV calls from the three selected methods may misclassify the actual CN status. As shown in Figure S6 , the large proportion of homozygous deletions (CN = 0) implies that a large component of heterozygous deletions, which is misclassified as normal component, is expected. In such cases, we re-assigned CNs to the components identified by the GMM such that the proportions of different CN statuses are compatible. For unrelated samples from the same genetic population, the CNV genotype should approximately follow Hardy-Weinberg equilibrium (HWE). Subsets of 500, 1000, 1500 and 2000 samples from the full dateset (n = 2765) were generated by keeping the duplicated pairs and randomly drawing complete trios. As the GQ score threshold increases, shown is the trend of change in (A) the concordance rate between duplicated pairs, (B)
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the Mendelian error in trios, (C) the transmission rate in trios; (D) the sample-wise call rate, (E) the CNVR-wise call rate, and (F) the total number of CNVRs. The y-axis in (B) is on log10 scale. 
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