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A short proof of the result concerning the regularity of events 
defined by m-adie probabilistic automata is given. Various exten- 
sions are investigated. 
A 2-state automaton was used by Rabin (1963) to establish the 
definability of nonregular events in probabilistie automata. A class of 
related automata, called m-adie by Paz (1966), possesses the property 
of defining a regular event if and only if the cut-point is rational. A 
proof of this result, based on Nerode's theorem, is given by (Even, 
1964) and (Paz, 1966). In Section 1 (Theorem 1), we shall give a simple 
proof, based on the representation theory of finite automata. The argu- 
ment used in the proof can be extended to concern more general results, 
as seen in Section 2 (Theorem 4). Furthermore, we shall consider the 
definability of events determined by a reeursive condition which is ob- 
tained as a generalization Of the theory of m-adic automata. 
1. Let E(v),  0 ~ ~ < 1, be an event over the alphabet IM -- 
10, 1, . . .  , m -- 1}, m ->_ 2, defined as follows. A word P -- xl . - .  x~ 
belongs to E(n) if and only if .xl . . -  x~ > 7, the left side being an 
m-adie expansion. I t  is agreed that the empty word k does not belong 
to E(~). 
For an event F, we denote by R(F)  the event obtained from F by 
writing all words backwards. Consider the 2-state probabilistie automa- 
ton AM (over the alphabet IM) where the transition matrices are 
(~n - :~)/m z /m 
a(x) = (m- -x  -- 1) /m (x -k  1) /m (x = O, . . . ,m- -  1) 
and where the noninitial state is designated. Following Paz (1966), we 
say that the automaton AM is m-adic. I t  is easy to see (cf. Rabin (1963) 
and Paz (1966) that Am defines the event R(E(v )  ) with cut-point 7. 
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TREOnE~ 1. The event E(~) is regular if  and only if ~ is rational. The 
m-adic automaton defines a regular event if  and only if the cut-point is 
rational. 
Proof. If an event F is regular then a regular expression for R(F)  
is obtained by reversing the order of factors in all products appearing 
in the regular expression which denotes F. Because R(R(F ) )  = F, 
we conclude that F is regular if and only if R (F) is regular. Consequently, 
the second part of the theorem follows from the first. 
To prove the first part, we show that E(v) is defined by a finite 
(deterministic) automaton if and only if v is rational. This is done by 
using a construction similar to (Even, 1964). Assume that v is rational. 
Then there are natural numbers u and v such that the m-adic expansion 
of ~ is of the form 
= .a l  ' ' '  auau+l ' ' '  au+vau+l  . . .  au+v ' ' . .  
We choose such an expansion of u which does not end with an infinite 
sequence of (m - 1)'s. The event E(v) is defined by the automaton 
with u + v + 2 states 
I ff  
80,  81~ " " " ~ 8u+v- -1  , 8 ~ 8 , 
where So is the initial state and s" the only designated state, and with 
the following transition function f:  
f(  si , ai+l) = s~+l 
f (s~+v-1, a~-~) = s.  ; 
Is' 
f (s i  , x) = t 
Is" 
f(s ' ,  x) = s', 
f(s", x) = s", 
(i = O, . - . ,u~-v - -2 ) ,  
if x < a~+l 
( i=0 , - . . ,u+v-  1); 
if x > a~+l 
for all x in [m,  
for all x in I~.  
Let ~ = .bl • -- b~ • • • be irrational. We claim that E(~) is not repre- 
sentable in a finite automaton. Assume the contrary: E(v)  is defined by 
a finite automaton where so is the initial state, M the set of designated 
states and f the transition function. There are natural numbers k and 
l, k < l,  such that 
, f (so ,  51 . . .  bk) =/(So ,  bl . . .  bkb~-i . ."  bz) (1) 
because, :otherwise, the number of the states would be infinite. Let h 
be the smallest natural number such that bk+h ~ b~+h. Since the ex- 
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pansion of ~ is not almost periodic, such a number h exists. Thus, by 
(1), 
f (so,  b~ ""  b~bk+l "'" bk+h-~b) = f(so,  bl "'" bzb~+~ "'" b~+~lb), (2) 
for all letters b. If bk+~ < b~h, then we choose b = b~.  This implies 
that the left side of (2) is a state belonging to M whereas the right side 
of (2) does not belong to M, which is a contradiction. If bk+~ > b~h, 
then we choose b = b~+h •This implies that the right side of (2) belongs 
to M whereas the left side does not belong to M, which is also a con- 
tradiction. Thus, theorem 1 follows. 
We shall now construct ~ 3-state probabilistie automaton B~ defin- 
ing the event E(v) .  The transition matrices are 
1/m 
~(z)  = o 
0 
(m - z - 1 ) /m z /m 
1 0 
0 1 
(x = 0, . - . ,m-  1). 
and 
~2 a;~ = (x + 1) /m (~ = k, . . .  ,n ;x  = 0, . . -  ,m- -  1) 
determines an automaton defining the event R(E(v ) )  with cut-point 7- 
2. We shall now extend the results concerning the definability of the 
events E(v) and R(E(v) ) .  Let •(P) be a real-valued function defined 
The designated state is the one corresponding to the third row. I t  is 
easy to see that the (1,1)-entry in a product fl(xl) . . .  ~(xi) equals 
1/m ~, whereas the (1,3)-entry equals .Xl . . .  x~. This implies the 
following 
T~oR~ 2. The automaton B~ defines the event E(  v) with cut-point v. 
I t  can be shown that there is no 2-state probabilistic automaton 
defining the event E(v) .  On the other hand, Am and B~ can be replaced 
by more general automata with more states. Thus, any set of n-dimen- 
sional stochastic matrices (n > 2) 
a'(x) = [[ a;, [ll_<#,,=_<n (Z  = 0 , ' ' "  , )n - -  ] )  
where, for some k (1 < k -<_ n), 
a,~ =x/m (~=l , . . . , k -1 ;x=O,  . ,m- l )  
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for words P over the alphabet I~ such that ~b(/t) = 0 and, for all words 
P and letters x E Ira, 
~b(xP) = a(x)~p(P) -? b(x) (3) 
where a(x) and b(x) are normegative and a(x) --~ b(x) <= 1. The event 
E(v, ~) = {P]~(P)  > ~/}, 
where 0 < n < 1, is called an m-adic event. Note that the event E(V) is 
obtained as a special case by choosing a(x) = 1/m and b(x) = x/m. 
Similarly, let ~(P)  be a real-valued function such that ¢~R(X) = 0 
and, for all P and x, 
~.(Px) = a(x)~.(P) + b(x) 
where a(x) and b(z) satisfy ¢he same conditions as above. The event 
E(n, ~R) = {P [¢R(P) > ,}, 
where 0 =< y < 1, is called a reverse m-adic event. The event R(E(v))  
is obtained as a special case by choosing a(x) = 1/m and b(x) = x/m. 
Remark. I f  the alphabet I~ consists of one letter oMy, then the cor- 
responding events E(y, ~b) and E(v, ~,) are all definite. In this paper 
we assume that m -> 2. 
TtI~OI~Ea{ 3. Any m-adic event is defined by a 3-state probabilistic 
automaton. Any reverse m-adic event is defined by a 2-state probabilistic 
automaton. 
Proof. The automata re constructed by replacing in the matrices 
a(x) and fl(x) the value x/m by b(x) and the value 1/m by a(x). 
Because of the assumptions concerning a(x) and b(x) the matrices 
thus obtained are stochastic. 
We shall now construct a family of m-adic events as follows. Let 
¢(x) be a function mapping the set I~ into the set Ira* consisting of 
all words over Ira. By defining 
~(x l  . . .  x , )  = ~(x l )  " "  ~(x , )  
we obtain a function mapping I~* into Ira*. (We define ¢(X) = X.) 
We denote 
E~(,/, ~) = {P I .¢ (P)  > ,t}, 
where .~(P) is an m-adic expansion. The events Ea(,7, ~o) are m-adic, 
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as seen by choosing in (3) a(x) = 1/m ~(~) and b(x) = .¢(x), where 
l(x) is the length of ~(x). ( I t  is agreed that .~(k) = 0.) 
For instance, if ~(x) = xx then 
El(v, ~) -- (P = xi - . .  x i  I .XlXi " ' "  x lx i  > 7} (4) 
and if #(x) = xQ, where Q is a fixed word, then 
El ( , ,  q~) = {P = xl . . .  x{l.xlQ . "  xiQ > ,}. (5) 
Clearly, E(~) = El(v, ~ ) where % is the identity. 
The proof of our last theorem is analogous to the proof of Theorem 
1. We omit the details. 
THEOREM 4. Assume that ~(x) is a function mapping the set I ,  into 
some set I,~ 1° where k >_= 1 (i.e., the function values q~( x) are words of equal 
length). Then the event EI(V,~) is nonregular if  and only if v is an irra- 
tional number of the form 
= .~(x~)  . . .  ~(z~)  . . . .  
The regularity of the events (4) and (5) can be decided using Theorem 
4. The problem of the regularity of E~(n,~), where ¢ does not satisfy 
the additional condition mentioned in Theorem 4, is open. 
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