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Introduction
Cette the`se a pour domaine l’analyse d’algorithmes et la ge´ne´ration ale´atoire.
Pour analyser la performance des algorithmes on conside`re souvent la complexite´
dans le pire des cas, ce qui permet de garantir des bornes sur le temps d’exe´cution
ou sur l’espace me´moire consomme´.
Il existe cependant de nombreuses situations ou` un algorithme se comporte bien
mieux  en pratique  que son pire des cas ne l’indique : il suffit pour cela que les
cas  les pires  soient suffisamment  rares . Pour quantifier mathe´matiquement
ce type de proprie´te´s, on analyse les performance d’un algorithme en moyenne ou
ge´ne´riquement.
L’exemple le plus ce´le`bre de ce genre de comportements est probablement l’al-
gorithme du tri rapide — QuickSort [Hoa62] —, dont la complexite´ dans le pire des
cas est quadratique, alors que sa complexite´ en moyenne est en O(n log n). De fait,
cet algorithme ou ses variantes sont utilise´es dans les bibliothe`ques standards de
nombreux langages de programmation.
Pour faire de l’analyse en moyenne d’algorithme il faut commencer par de´finir
ce qu’est une entre´e ale´atoire, c’est-a`-dire de´finir des distributions de probabilite´s
sur les entre´es disponibles. La fac¸on la plus imme´diate de le faire, et c’est celle qui
sera majoritairement adopte´e dans cette the`se, consiste a` conside´rer la distribution
uniforme ou` tous les objets de meˆme  taille  ont une meˆme probabilite´ d’eˆtre
engendre´s.
Utiliser la distribution uniforme sur les entre´es de taille n reporte le proble`me
sur comment compter le nombre total de ces entre´es, puisque la probabilite´ d’un
objet de taille n est l’inverse du nombre d’objets de cette taille. Nous aurons donc
deux fac¸ons d’aborder les questions qui se posent : les probabilite´s discre`tes et la
combinatoire. Nous utiliserons les deux dans tout le manuscrit.
Notons que nous serons plus particulie`rement inte´resse´s par des re´sultats asymp-
totiques, comme montrer que la probabilite´ qu’une certaine proprie´te´ soit satisfaite
tend vers 0 ou 1, et qu’on s’appuiera donc d’avantage sur les techniques de combi-
natoire analytique [FS09], qui fournissent les re´sultats pour faire de l’asymptotique,
que sur d’autres champs de la combinatoire.
La the´orie des automates et des langages rationnels existent depuis le tout de´but
de l’informatique the´orique. C’est un des domaines fondamentaux qui fait partie du
socle commun de tous les informaticiens. Un mot est une suite de symboles et un
langage est un ensemble de mots. Les suites de symboles interviennent naturel-
lement en informatique — tout est code´ par une suite de 0 et de 1 —, et donc
les langages e´galement : si on conside`re l’ensemble des repre´sentations binaires des
nombres premiers on obtient un langage, sur lequel on peut se poser des questions
de nature informatique, comme par exemple d’e´crire un programme pour de´cider si
une se´quence de 0 et de 1 donne´e est dans ce langage de taille infini.
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L’ensemble des langages rationnels forme une sous-famille de l’ensemble de tous
les langages, qui posse`de de nombreuses bonnes proprie´te´s mathe´matiques et algo-
rithmiques. On peut notamment les repre´senter par des automates finis, qui sont
des machines abstraites qui servent a` de´cider facilement si un mot est dans le lan-
gage ou non. De nombreux algorithmes sur ces automates se sont de´veloppe´s depuis
la fin des anne´es 50, et ce sont ces objets et ces algorithmes qui vont eˆtre au centre
de notre e´tude.
Cependant, il y a relativement peu de re´sultats sur le comportement en moyenne
des automates finis et des langages rationnels. Il y a d’assez anciens re´sultats de
de´nombrement [Kor78], mais le vrai de´but d’une analyse d’algorithmes date des
anne´es 2000, avec des travaux sur la ge´ne´ration ale´atoire [CP05, BN07], l’e´tude des
automates unaires [Nic99], l’analyse de l’algorithme de Moore [BDN09, BDN12,
Dav12, Dav10], le de´nombrement des automates minimaux [BDS12] ou l’e´tude de
la taille de la partie accessible avec application a` la ge´ne´ration ale´atoire [CN12].
Dans cette the`se, nous contribuons aux avance´es de ce domaine en analysant
l’algorithme de minimisation de Brzozowski et en nous inte´ressant a` la ge´ne´ration
ale´atoire d’automates acycliques.
Cette the`se s’articule en trois chapitres originaux, un de´die´ a` l’analyse de l’al-
gorithme de Brzozowski et les deux autres a` la ge´ne´ration ale´atoire d’automates
acycliques.
L’algorithme de minimisation de Brzozowski [Brz62] est un algorithme
e´le´gant qui permet de minimiser un automate, c’est-a`-dire de trouver un automate
— de´terministe — le plus petit possible qui reconnaisse un langage donne´. Cet
algorithme a une mauvaise complexite´ dans le pire des cas, mais est re´pute´ pour
bien se comporter en pratique — cette re´putation s’e´tend jusque sur la page qui
lui est de´die´e sur wikipedia —. Nous montrons que la complexite´ de l’algorithme
est super-polynomiale pour la majeure partie des automates de´terministes : pour
la distribution uniforme, l’algorithme n’est donc pas compe´titif avec les autres so-
lutions polynomiales comme l’algorithme de Hopcroft [Hop71]. Ce re´sultat a fait
l’objet d’une publication avec Cyril Nicaud [FN13a] et une extension est en cours
de soumission.
Les automates acycliques sont des automates qui reconnaissent les ensembles
finis de mots. Pour cette raison, ils apparaissent naturellement dans divers do-
maines d’application comme le traitement automatique des langues. Nous nous
sommes inte´resse´s a` la ge´ne´ration ale´atoire de ces objets, en respectant la distri-
bution uniforme pour un nombre d’e´tats fixe´. Avoir un ge´ne´rateur ale´atoire est un
outil pratique a` la fois pour tester empiriquement des algorithmes et pour guider le
chercheur dans son e´tude des grands objets ale´atoires. Nous proposons dans cette
the`se deux solutions radicalement diffe´rentes pour mener a` bien la ge´ne´ration :
l’utilisation d’une chaˆıne de Markov et l’application optimise´e de la me´thode
re´cursive. C’est surtout cette dernie`re me´thode qui s’ave`re eˆtre efficace, quoique
moins souple, et qui nous a permis d’observer par exemple qu’une proportion non
ne´gligeable d’automates acycliques sont minimaux. Ces me´thodes ont fait l’objet
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de publications avec Vincent Carnino pour les chaˆınes de Markov [CF11, CF12] et
avec Cyril Nicaud pour la me´thode re´cursive [FN13b].

Chapitre 1
Notations et de´finitions
1.1 De´finitions et notations ge´ne´rales
Ce chapitre liste les notations ge´ne´rales et les termes qui seront utilise´s tout
au long de ce manuscrit. Des notations plus spe´cifiques apparaissent e´galement au
cours des chapitres qui suivent.
Dans tout le manuscrit, chaque nouveau terme qui ressort de son contexte de
cette fac¸on ou alors qui ressort de cette fac¸on de son contexte est re´fe´rence´ dans un
index a` la fin de l’ouvrage.
1.1.1 Notations
On note N l’ensemble des entiers naturels. On dit qu’un ensemble est de´nom-
brable s’il est en bijection avec un sous-ensemble de N. Pour un entier naturel n
non nul, on note [n] l’ensemble des entiers i tel que 1 ≤ i ≤ n. On note n! la n-ie`me
valeur de la suite factorielle. Par convention on pose 0! = 1.
Pour deux re´els a et b, a ≤ b on note [a, b] l’intervalle des nombres re´els compris
entre a et b, a, b inclus.
Pour un ensemble E on note P(E) l’ensemble de ses parties. C’est a` dire a ∈
P(E) si a ⊂ E. Si E est fini on note |E| son cardinal.
L’ensemble vide est note´ ∅.
Pour un re´el positif non nul x, log(x) repre´sente la valeur logarithmique en base
e de x et exp(x) sa valeur exponentielle.
Pour deux entiers a et b on note a|b pour dire que l’entier a divise l’entier b.
1.1.2 Applications
Soit f une application allant d’un ensemble E vers un ensemble F . Pour un
sous-ensemble H de E on note f(H) l’ensemble des e´le´ments de F qui posse`dent
un ante´ce´dent dans H. Pour un sous-ensemble G de F on note f−1(G) l’ensemble
des e´le´ments de E qui ont pour image un e´le´ment de G.
Les notations suivantes sont utilise´es lorsque F = N. Soit b un entier naturel,
alors on note :
— {f = b} l’ensemble des e´le´ments e de E qui ve´rifient f(e) = b.
— {f ≤ b} l’ensemble des e´le´ments e de E qui ve´rifient f(e) ≤ b.
Si f est injective, pour un e´le´ment i appartenant a` F on note f−1(i) l’unique
ante´ce´dent de f .
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Si E = F , la taille de l’application f est de´finie comme le cardinal de E.
Pour tout e´le´ment e de E on note f i(e)i∈N la suite de´finie par la re´currence
suivante f0(e) = e et pour tout entier naturel i non nul f i(e) = f i−1(e). L’ensemble
de toutes les valeurs prises par la suite f i(e) est appele´ l’orbite de e par l’application
f ou l’orbite de e s’il n’y a pas d’ambigu¨ite´. La taille ou la longueur d’une orbite est
son cardinal. Lorsque tout e´le´ment de l’orbite posse`de un ante´ce´dent dans l’orbite
on appelle cette orbite un cycle.
Pour tout entier naturel n non nul on note Fn l’ensemble des applications de [n]
dans [n], il y en a nn.
1.1.3 Permutations
Pour tout entier naturel n non nul, on note Gn l’ensemble des applications
bijectives de [n] dans [n], autrement dit, Gn est l’ensemble des permutations de
taille n. On a |Gn| = n!.
On appelle cycle, une permutation qui posse`de une et une seule orbite de lon-
gueur plus grande que 1. Toute permutation peut eˆtre vue comme une composition
de un ou plusieurs cycles. De plus, les termes d’une telle composition commutent
et la composition est unique a` l’ordre pre`s.
1.1.4 Asymptotique
Soient an et bn deux suites de re´els qui ne s’annulent plus au bout d’un certain
rang. On dit que an et bn sont e´quivalentes si la suite
an
bn
tend vers 1. C’est une
relation d’e´quivalence sur les suites. On exprime cette relation par la notation an ∼
bn. De plus pour toute suite cn, si an ∼ bn alors cnan ∼ cnbn. On dit que bn domine
an si il existe un entier M tel que |an| ≤ M |bn| a` partir d’un certain rang et on
note an = O(bn) ou bn = Ω(an). La relation de domination est une relation d’ordre
large. Si an domine et est e´galement domine´e par bn alors on note an = Θ(bn).
On peut remarquer que si an et bn sont deux suites e´quivalentes alors an est
domine´e par bn — et bn est domine´e par an —.
On dit qu’une suite en n, est super-polynomiale si elle domine n’importe quel
polynoˆme en n.
1.1.5 Probabilite´s
La partie qui suit rappelle plusieurs notions de probabilite´s e´le´mentaires qui vont
eˆtre utilise´es. Pour plus de pre´cisions dans ce domaine, le lecteur peut se re´fe´rer a`
[Fel68].
Soit Ω un ensemble fini ou de´nombrable. Une distribution p sur l’ensemble Ω
est une application de´finie sur P(Ω) et a` valeur dans [0, 1] qui ve´rifie les proprie´te´s
suivantes.
— Pour tout couple A,B de sous-ensemble de Ω tels que A ∩ B = ∅ alors
p(A ∪B) = p(A) + p(B).
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— Pour toute famille de´nombrable (Ai)i∈N de sous-ensemble de Ω alors
p
(⋃
n∈N
An
)
≤ lim
n→∞
∑
i≤n
p(Ai).
— p(Ω) = 1.
Dans ce contexte, les e´le´ments de P(Ω) sont appele´s des e´ve`nements, les va-
leurs prises par p sont appele´es probabilite´s. Lorsqu’il n’y a pas d’ambigu¨ite´ sur la
distribution conside´re´e on note P(A) la probabilite´ associe´e a` l’e´ve`nement A.
Si Ω est fini de cardinal n, alors on de´finit la distribution uniforme sur E comme
la distribution qui associe a` tout sous-ensemble A de E la probabilite´ P(A) = |A|n .
Par exemple, la distribution uniforme sur Gn associe le nombre P({σ}) = 1n!
a` chaque permutation σ de Gn. La distribution uniforme sur Fn associe a` chaque
application f de Fn le nombre P({f}) = 1nn .
On a la proprie´te´ suivante, si (An)n∈N est une famille de´nombrable d’e´ve`nement
tous deux a` deux disjoints alors on a l’e´galite´ P(∪i∈NAi) =
∑
i∈N P(Ai).
Soit Ω un ensemble, PΩ une distribution sur Ω et A un e´ve`nement tel que
P(A) 6= 0. L’application f de P(A) dans [0, 1], qui a` chaque e´ve`nement C, C ⊂ A,
associe le nombre P(C)P(A) est une distribution sur l’ensemble A. On la note P(· | A) et
on appelle la valeur P(C | A) la probabilite´ de l’e´ve`nement C sachant A.
Soient A et B deux e´ve`nements. On dit que A et B sont deux e´ve`nements
inde´pendants si P(A ∩B) = P(A)P(B).
Soit Ω un ensemble et soit un couple (X, f) ou` X est une application d’un
ensemble Ω dans un ensemble F et f une distribution sur Ω.
Le couple (X, f) est appele´ une variable ale´atoire. Souvent, on ne nomme que
X en pre´cisant la distribution a` laquelle elle est associe´e. Dans ce contexte, pour
tout e´le´ment e de F , on note P(X = e) la probabilite´ f({X = e}).
Pour illustrer cette de´finition, on peut parler de la variable ale´atoire X qui
compte le nombre de cycles d’une permutation avec la distribution uniforme sur les
permutations de taille 4. Ici N joue le roˆle de F , G4 joue le roˆle de Ω et pour toute
permutation σ de taille 4, f({σ}) = 124 . On a P(X = 1) = 624 , P(X = 2) = 3+824 ,
P(X = 3) = 624 , P(X = 4) =
1
24 , et pour toutes autres valeurs i, i /∈ {1, 2, 3, 4}, on
a P(X = i) = 0.
Dans tous les cas, l’application X de´finit une partition de l’ensemble Ω ce qui
signifie que l’on a
∑
e∈F P(X = e) = 1.
Soit (X, f) une variable ale´atoire sur Ω, avec X allant de Ω dans F et soit Y
une application allant de F dans G, alors la composition de l’application X suivit
de l’application Y est une variable ale´atoire qui prend ses valeurs dans G.
Soit (X, f) une variable ale´atoire ou` X prend ses valeurs dans l’ensemble des
entiers naturels N. On appelle l’espe´rance de la variable X et on note E(X) la
valeur
∑
i∈N iP(X = i). Nous faisons remarquer que l’espe´rance peut eˆtre infinie.
Lorsque E(X) est finie, la valeur E((X − E(X))2) est appele´e la variance de X.
L’e´cart type d’une variable ale´atoire est la racine carre´e de sa variance.
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Si (X, f) est une variable ale´atoire d’espe´rance finie µ et d’e´cart type σ alors on
a la relation bien connue de Bienayme´-Tchebychev
P(α ≤ |X − µ|) ≤ σ
2
α2
.
1.1.6 Classes combinatoires
Une classe combinatoire est un couple (C, f) ou` C est un ensemble et f une
application allant de C vers N qui ve´rifie que pour tout entier naturel n l’ensemble
{f = n} est fini.
Pour un e´le´ment c de C on appelle f(c) sa taille , on la note |c| et on note Cn
l’ensemble des e´le´ments de taille n.
Soit C une classe combinatoire et soit une distribution sur C. On dit qu’un sous-
ensemble E de C est un ensemble ge´ne´rique si la suite P(E | Cn) tend vers 1 lorsque
n tend vers l’infini. Souvent on prend sur C une distribution qui est uniforme sur les
Cn. Une proprie´te´ sur les e´le´ments de C est dite ge´ne´rique si l’ensemble des e´le´ments
qui la ve´rifie est ge´ne´rique. Le comple´mentaire d’un ensemble ge´ne´rique sur C est
appele´ un ensemble ne´gligeable.
Il en de´coule la caracte´risation suivante : un ensemble F est ne´gligeable si et
seulement si P(F | Cn) tend vers 0 lorsque n tend vers l’infini.
On en de´duit que l’union de deux ensembles ne´gligeables est ne´gligeable et
donc que l’intersection d’un nombre fini d’ensembles ge´ne´riques est un ensemble
ge´ne´rique.
Si le lecteur souhaite en savoir plus sur les classes combinatoires et connaˆıtre
des techniques de calcul avec ces classes il peut consulter [FS09].
1.1.7 Complexite´
Un algorithme est un assemblage de petites ope´rations que l’on pourrait appeler
ope´rations e´le´mentaires. Par exemple l’addition de deux entiers, la comparaison de
deux re´els sont des ope´rations e´le´mentaires. Pour chaque entre´e de l’algorithme, le
proble`me est re´solu apre`s l’exe´cution d’un certain nombre d’ope´rations e´le´mentaires,
par analogie on appelle ce nombre le temps d’exe´cution de l’algorithme associe´ a`
l’entre´e en question.
On appelle la complexite´ dans le pire des cas d’un algorithme la fonction mathe´-
matique qui a` un nombre entier n associe le maximum des temps d’exe´cutions pour
toutes les entre´es de taille n. C’est une application a` valeurs entie`res, et qui, dans
la grande majorite´ des cas, croˆıt avec n, la taille des entre´es.
La  taille  d’une entre´e est de´licate a` de´finir. Elle peut eˆtre vue comme le
nombre de lettres ne´cessaires pour de´crire le proble`me. Cette de´finition est ambigu¨e
car la taille d’une donne´e de´pend de plusieurs choses dont la taille de l’alphabet
et de la fac¸on de de´crire le proble`me. De meˆme, le temps d’exe´cution de´pend de
l’ensemble des ope´rations e´le´mentaires que l’on utilise. En partie pour ces deux
raisons, le calcul pre´cis de la fonction de complexite´ d’un algorithme est fastidieux
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et inutile. On pre´fe`re plutoˆt calculer un e´quivalent asymptotique de cette fonction
ou en donner une majoration par une application connue et  simple . Par exemple
le tri d’un tableau de n d’objets comparables par l’algorithme de tri par se´lection
posse`de dans le pire des cas une complexite´ en O(n2).
Dans ce manuscrit nous de´crivons nos algorithmes par des ope´rations e´le´men-
taires dites arithme´tiques. Ce qui signifie que l’on conside`re que chaque ope´ration
 basique  sur les entiers, comme l’addition ou la division, est une ope´ration qui
utilise un nombre constant d’ope´rations e´le´mentaires, donc inde´pendamment de la
taille des entiers sur laquelle l’ope´ration agit.
Ce mode`le ne correspond pas exactement a` ce qui se passe en pratique car le
 ve´ritable  temps d’exe´cution de´pend aussi de la taille des entiers.
En plus de la complexite´ dans le pire des cas, il existe d’autres conside´rations
sur le temps d’exe´cution. Dans ce manuscrit, nous parlerons aussi de complexite´ en
moyenne et de complexite´ ge´ne´rique.
La complexite´ en moyenne est associe´e a` une distribution sur l’ensemble des
entre´es de taille n. La valeur de la complexite´ en moyenne d’un algorithme est une
application qui associe, une taille de donne´ n a` l’espe´rance du temps d’exe´cution de
l’algorithme selon la distribution de l’ensemble des entre´es de taille n.
Une complexite´ ge´ne´rique est e´galement associe´e a` une distribution sur l’en-
semble des entre´es de l’algorithme et correspond a` la complexite´ d’un ensemble
ge´ne´rique de ces entre´es.
Formellement, si on repre´sente l’ensemble des entre´es de l’algorithme par une
classe combinatoire C, que l’on pose Pn la distribution sur Cn et f l’application
allant de C vers N qui repre´sente le temps d’exe´cution, alors h la complexite´ dans
le pire des cas est de´finie par
h(n) = max
ω∈Cn
f(ω),
et g la complexite´ en moyenne est de´finie par
g(n) =
∑
ω∈Cn
f(w) · Pn({ω}).
Souvent la distribution utilise´e est une distribution qui est uniforme sur des
entre´es de meˆme taille.
Les diffe´rents types de complexite´ e´voque´s ici ne conside`rent que le temps
d’exe´cution.
On peut aussi s’inte´resser a` la complexite´ en espace ou a` d’autres mesures de
performance.
Si le lecteur souhaite approfondir ses connaissances sur l’analyse d’algorithme
en ge´ne´ral, il peut consulter [Knu73a],[Knu81] et [Knu73b] qui en sont les ouvrages
fondateurs.
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1.1.8 Ge´ne´rateur Ale´atoire
Un algorithme de ge´ne´ration ale´atoire — ou ge´ne´rateur ale´atoire — produit des
objets selon une certaine distribution en fonction d’un ou de plusieurs parame`tres.
Lorsqu’on de´crit un ge´ne´rateur, on ne se pose pas le proble`me de la production
d’informations ale´atoires. On suppose que l’on posse`de des ge´ne´rateurs ale´atoires
e´le´mentaires  parfaits  qui produisent des structures simples selon des distri-
butions connues, et on utilise ces ge´ne´rateurs pour engendrer des structures plus
complexes. Un exemple de ge´ne´rateur ale´atoire e´le´mentaire est l’algorithme qui tire
un nombre entier ale´atoirement entre 1 et un parame`tre n selon une distribution
 uniforme .
Dans ce manuscrit on suppose que l’exe´cution d’un ge´ne´rateur e´le´mentaire prend
un nombre constant d’ope´rations e´le´mentaires, bien qu’en pratique ce temps de´pend
souvent du parame`tre.
Les objets produits par un ge´ne´rateur sont des e´le´ments d’une classe combina-
toire et posse`de une taille. Dans ce manuscrit on parle uniquement de ge´ne´rateurs
ale´atoires ou` la distribution est uniforme sur des objets de meˆme taille.
Conventionnellement, la mesure de la complexite´ d’un algorithme de ge´ne´ration
ne suit pas la re`gle ge´ne´rale. Elle n’est pas donne´e en fonction de la taille des entre´es
mais en fonction de la taille des objets a` produire en sortie. Dans le manuscrit, la
taille est toujours un parame`tre des algorithmes de´crits et elle est appele´e n.
A` titre d’exemple, on peut ge´ne´rer uniforme´ment des permutations de taille n
en temps linaire avec l’algorithme de Fischer-Yats aussi appele´ me´lange de Knuth-
Shuﬄe — voir [Knu81] — ou encore des arbres binaires uniformes a` n nœuds avec
l’algorithme de Re´my — voir [Re´85] —. Des techniques plus ge´ne´rales permettent
de traiter de nombreuses classes d’objets combinatoires, par exemple la me´thode
re´cursive — voir [NW75],[FZC94] —.
Plus re´cemment sont apparus les ge´ne´rateurs de Boltzmann [DFLS04]. Qui sont
des proce´de´s astucieux et tre`s efficaces pour faire de la ge´ne´ration ale´atoire.
1.2 Automates
Cette section termine le chapitre des notations et de´finitions, elle introduit des
notions sur les automates. Pour plus de de´tails sur les automates et les langages le
lecteur peut consulter le livre [HU79].
1.2.1 Langage
SoitA un ensemble fini. On de´finit un mot surA comme une suite finie d’e´le´ments
de A.
Par exemple si A = {a, b} alors a, ab, aaa, bbb sont des mots sur A. L’ensemble
des mots de A est note´e A∗. Dans ce contexte, les e´le´ments de A sont appele´s les
lettres et A est l’alphabet . Dans la suite de tout ce document, sauf mention contraire,
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l’alphabet posse`de au moins 2 lettres a et b et son cardinal est note´ k.
La longueur d’un mot est le nombre de lettres qui le compose. Par exemple a est
de longueur 1, bbb et aaa sont de longueur 3. Il existe un mot et un seul de longueur
0, on le nomme le mot vide et on le note ε. La longueur d’un mot w ∈ A∗ est note´
|w|. Pour un mot w de longueur non nulle et pour un entier i, 1 ≤ i < |w|, on note
wi le i-e`me terme de la suite w. Par exemple si w = abbaabbab, w1 = a, w2 = b et
w8 = a.
Un langage sur un alphabet A est une partie de A∗. Par exemple {aa}, {a, b},
{ε}, ∅, {ε, a, aa, aaa, . . . } sont des langages.
On peut classer les langages en plusieurs types, l’un d’eux est appele´ l’ensemble
des langages rationnels. Les langages rationnels sont  reconnaissables  par un
type d’objet the´orique que l’on appelle automate. La suite expose diffe´rents aspects
des automates.
Un mot w est une puissance d’un mot u s’il peut s’e´crire comme une concate´-
nation de plusieurs fois le meˆme mot u. On note u · u · u . . . u︸ ︷︷ ︸
` fois
= u` ou` ` est l’entier
comptant le nombre de u.
Un mot est dit primitif s’il ne peut pas eˆtre e´crit comme une puissance d’un
mot strictement plus petit. Par exemple les mots abab, aaaa, ababbababb ne sont
pas primitifs car ils peuvent s’e´crire ab · ab, a · a · a · a, ababb · ababb. Les mots aba,
bbaa, sont des mots primitifs.
Pour un mot w on appelle le facteur primitif de w, le plus petit mot u tel que
w = u`. Le facteur primitif d’un mot non-vide est de longueur au moins 1. Le facteur
primitif d’un mot primitif est le mot lui-meˆme.
1.2.2 Automate
Un automate A est un n-uplet A = (Q,A, T, I, F ) ou` Q est un ensemble fini, A
est un alphabet, T une partie de l’ensemble Q×A×Q, I et F sont deux parties de
Q. Les e´le´ments de Q sont appele´s les e´tats de l’automate A, A est appele´ l’alphabet
de A, T est l’ensemble des transitions de l’automate A, I sont les e´tats initiaux de
A et F les e´tats terminaux de A. La taille d’un automate A que l’on note |A| est
son nombre d’e´tats, c’est a` dire |Q|. L’ensemble T est aussi appele´ la structure de
transition de l’automate.
On peut repre´senter un automate comme un graphe oriente´ ou` les e´tats de
l’automate sont les sommets du graphe et les transitions de l’automate sont les arcs
du graphe. Un arc allant d’un sommet q a` un sommet p, e´tiquete´ par une lettre c,
correspond a` une transition (q, c, p) — voir figure 1.1 —.
On appelle ce graphe le graphe associe´ a` l’automate A. Une transition (q, c, p)
est note´e q
c−→ p.
On le verra dans la suite, la  nature  des e´tats de l’automate n’est pas impor-
tante, ce sont les transitions d’un automate et la manie`re dont elle sont re´parties les
unes par rapport aux autres qui importe. A` partir de maintenant, et sauf mention
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A = (Q,A, T, I, F ), Q = [7], A = {a, b},
T = { (1, b, 7), (2, a, 4), (2, b, 7), (4, a, 3), (5, a, 7), (5, b, 6), (6, a, 2),
(7, a, 6), (7, b, 4) }, I = {1, 5}, F = {2, 6, 7}.
Figure 1.1 – Une repre´sentation de l’automate A sous la forme d’un graphe.
contraire, l’ensemble des e´tats d’un automate de taille n est l’ensemble [n], c’est a`
dire les entiers naturels compris entre 1 et n. Il arrive que l’on parle de l’e´tiquette
d’un e´tat au lieu de le de´signer directement, par exemple on parle l’e´tat d’e´tiquette
3 pour parler de l’e´tat 3.
Un e´tat qui ne posse`de aucune transition entrante est appele´ un e´tat source ou
une source de l’automate.
1.2.3 Langage reconnu
Soit A = (Q,A, T, I, F ) un automate. Un chemin dans l’automate A correspond
a` un chemin dans le graphe associe´. Un chemin est une suite finie q0, t1, q1, t2,-
q2, . . . , qd, ou` les qi sont des e´tats de l’automate et les ti sont des transitions telles
que pour chaque entier naturel i, 1 ≤ i ≤ d on ait ti = qi−1 ci−→ qi, ci e´tant n’importe
quelle lettre de A. La longueur du chemin est le nombre de transitions pre´sentes
dans le chemin. En l’occurrence c’est d.
On de´finit le mot associe´ a` un chemin C = q0, t1, q1, t2, q2, . . . , qd comme la
suite des lettres des transitions t2, t3, . . . , td e´crites dans le meˆme ordre que leur
ordre dans le chemin. Le mot associe´ a` C est c1c2 . . . cq ou` ti = qi−1
ci−→ qi.
Un mot dans A∗ est reconnu par un automate A, A = (Q,A, T, I, F ), s’il existe
un chemin, dans l’automate, auquel le mot est associe´ et qui part d’un e´tat initial
et aboutit a` un e´tat terminal.
Il faut remarquer que pour un mot reconnaissable par un automate il peut
exister plusieurs chemins qui lui sont associe´s dans cet automate. Pour un automate
A donne´ on appelle le langage reconnu par l’automate l’ensemble des mots que
reconnaˆıt l’automate A. On le note L(A).
Un cycle d’un automate — ou chemin cyclique — est un chemin de longueur au
moins 1 qui ne passe pas deux fois par le meˆme e´tat et qui posse`de le meˆme e´tat
au de´part et a` l’arrive´e.
On remarque que un e´tat d’un cycle est accessible si et seulement si tous ses e´tats
sont accessibles. Un cycle est dit accessible si le cycle contient un e´tat accessible.
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Figure 1.2 – Deux automates, l’un est acyclique l’autre ne l’est pas. Le mot babaa est
reconnu par l’automate de gauche mais n’est par reconnu par celui de droite.
Pour une lettre a, on de´finit un a-cycle par une lettre comme un cycle qui
emprunte uniquement des transitions e´tiquete´es par la lettre a.
Soit un cycle — ou chemin cyclique —, on peut associer a` ce cycle un mot a`
deux lettres de la fac¸on suivante : on ne conserve que l’ordre des e´tats parcourus
et on remplace chaque e´tat non terminal par une lettre et chaque e´tat terminal par
l’autre lettre. Le facteur primitif du mot trouve´ est appele´ la pe´riode du cycle. Si
le mot trouve´ est primitif alors cette pe´riode est e´gale a` la longueur du cycle et on
dit que le cycle est un cycle primitif — voir exemple figure 2.4 page 36 —.
On peut remarquer que dans un chemin cyclique, quelque soit l’e´tat que l’on
choisisse comme point de de´part, la pe´riode du cycle reste la meˆme, de meˆme que
ses proprie´te´s d’eˆtre primitif et d’eˆtre accessible ne changent pas.
Un automate A est dit acyclique s’il ne posse`de pas de cycle — voir figure 1.2 —.
C’est a` dire que pour tout chemin q0, t1, q1, . . . , q` de A, les e´tats qi, i ≤ ` sont tous
diffe´rents deux a` deux. Dans un automate acyclique, tout chemin est de longueur
borne´e par le nombre d’e´tats de l’automate. Donc la longueur des mots reconnus
par l’automate est e´galement borne´e et on en de´duit la meˆme chose pour le nombre
de mots reconnus par l’automate.
Soit un mot u sur un alphabet A. On appelle miroir du mot u le mot obtenu en
renversant l’ordre de ses lettres. Si v est le miroir du mot u alors |u| = |v| et pour
tout entier naturel i, 1 ≤ i ≤ |v| on a vi = u|u|−i+1. Le miroir du miroir du mot w
est w lui-meˆme. Le miroir du mot vide est le mot vide.
Soit un langage L, le langage miroir de L est l’ensemble de ses mots miroirs.
Un mot w appartient au miroir de L si le miroir de w appartient a` L. Le miroir du
miroir d’un langage L est L lui-meˆme.
Le miroir d’un automate est l’automate construit a` partir de A en inversant
le sens de chaque transition et en permutant l’ensemble des e´tats terminaux avec
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l’ensemble des e´tats initiaux. Si A = (Q,A, T, I, F ) est un automate, alors A′ =
(Q,A, T ′, F, I) est son automate miroir ou` T ′ est de´fini ainsi : T ′ = {q c−→ p ∈
Q×A×Q | (p, c, q) ∈ T}.
Si un automate A reconnaˆıt le langage L alors le miroir de A reconnaˆıt exacte-
ment le miroir de L. Le miroir du miroir d’un automate A est A.
Soit un automate A. Un e´tat p de A est dit accessible s’il existe un chemin
allant d’un e´tat initial de A et aboutissant a` l’e´tat p. Un automate dont tous les
e´tats sont accessibles est appele´ un automate accessible. Un e´tat q de A est dit
co-accessible s’il existe un chemin allant de l’e´tat q a` un e´tat terminal de A. Un
e´tat co-accessible d’un automate A est accessible dans le miroir de A. La partie
accessible d’un automate est l’ensemble des e´tats accessibles.
Un automate est dit e´monde´ si tout ses e´tats sont accessibles et co-accessibles.
Autrement dit, un automate est e´monde´ si pour tout e´tat r de l’automate il existe
un chemin qui part d’un e´tat initial, qui passe par r et qui arrive a` un e´tat terminal.
On parle aussi de l’action d’e´monder un automate lorsqu’on supprime de cet
automate les e´tats qui ne sont ni accessibles ni co-accessibles et les transitions
relie´es a` ces e´tats. E´monder un automate ne modifie pas le langage reconnu par cet
automate.
1.2.4 De´terminisme
Un automate A = (Q,A, T, I, F ) est dit de´terministe s’il ne posse`de qu’un seul
e´tat initial — c’est a` dire |I| = 1 — et si pour tout e´tat q et toute lettre c il existe
au plus qu’une seule transition t de l’automate qui part de q et qui a pour e´tiquette
la lettre c. Pour un e´tat q de Q on pose Aq l’ensemble des lettres des transitions
sortant de q.
Dans le cas ou` de plus |T | = |Q| · |A|, c’est a` dire si pour tout e´tat e et pour
toute lettre c il existe une et une seule transition t telle que t = q
c−→ · alors on dit
de A que c’est un automate de´terministe complet .
Si A = (Q,A, T, I, F ) est de´terministe complet on peut de´finir l’application δ
allant de l’ensemble des couples Q×A dans Q de la fac¸on suivante : pour tout couple
(q, c) dans Q × A on associe le seul e´tat p tel que q c−→ p ∈ T , donc δ(q, c) = p.
L’application δ est appele´e la fonction de transitions d’un automate.
On peut comple´ter un automate de´terministe qui n’est pas complet en ajoutant
toutes les transitions qui ne sont pas de´finies et en les dirigeant vers un nouvel e´tat
appele´ e´tat puits. On comple`te l’automate en pre´cisant que toutes les transitions
sortant de l’e´tat puits sont dirige´es vers ce meˆme e´tat puits et que l’e´tat puits n’est
pas terminal. L’automate ainsi construit est complet, de´terministe, et reconnaˆıt le
meˆme langage que l’automate d’origine.
Un automate complet posse`de au moins un cycle ; en conse´quence un automate
acyclique ne peut eˆtre complet.
Il est quelquefois plus simple de conside´rer le comple´te´ d’un automate lors des
preuves ou lors de la de´finition des algorithmes notamment lorsqu’il est question
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d’automates acycliques. On de´signe par ⊥ l’e´tat puits du comple´te´ d’un automate
acyclique. On convient tout de suite que l’e´tat puits ne participe pas a` la taille de
l’automate acyclique — le comple´te´ d’un automate acyclique de taille n posse`de
 re´ellement  n+ 1 e´tats —.
Si un automate est de´terministe et sauf mention contraire, son e´tat initial
est e´tiquete´ par 1. Si A est un automate de´terministe complet on le note A =
(Q,A, δ, F ) plutoˆt que (Q,A, T, {1}, F ). Si on veut pre´ciser son e´tat initial, on e´crit
A = (Q,A, δ, i, F ) ou` i est l’e´tat initial.
Lorsque l’automate est complet on peut e´tendre l’application de δ aux mots de
A∗. Pour un mot w et une lettre ` on pose :
δ(q, ε) = q
δ(q, ` · w) = δ(δ(q, `), w).
Dans un automate non-de´terministe, l’ensemble des chemins, partant d’un meˆme
e´tat et associe´ a` un meˆme mot w, peut eˆtre de cardinal 0, 1 ou plus. Dans un
automate de´terministe cet ensemble ne peut eˆtre que 0 ou 1.
Savoir si un mot est reconnu par un automate de´terministe peut s’effectuer en
O(`) ope´rations ou` ` est la longueur du mot. Si l’automate n’est pas de´terministe
le nombre d’ope´rations peut eˆtre beaucoup plus grand.
1.2.5 Isomorphisme
Soient A et B deux automates A = (QA, A, TA, IA, FA), B = (QB, A, TB, IB, FB).
Nous dirons que A est un sous-automate de B si il existe une application injective
i allant de QA dans QB et telle que
— pour tout e´tat p, p ∈ IA, i(p) ∈ IB,
— pour tout e´tat p, p ∈ FA, i(p) ∈ FB,
— pour toute transition p
c−→, q de TA alors i(p) c−→ i(q) appartient a` TB.
Intuitivement un sous-automate A est obtenu en supprimant des e´tats et des
transitions de B.
Si A est un sous-automate de B, par une injection i, cette injection n’est pas
force´ment unique. Lorsque l’injection i est explicitement donne´e ou lorsque qu’elle
est unique alors l’image de i est appele´e l’ensemble des e´tats correspondant aux
e´tats de A, ce sont des e´tats de B.
Si l’injection est explicitement donne´e on dit que A est un sous-automate nor-
malise´ de B et si l’ordre des e´tiquettes des e´tats de A est le meˆme que leurs e´tats
correspondant dans l’automate B. Ce qui veut dire que pour tout couple d’e´tats p,
q, p < q de l’automate A on a i(p) < i(q).
On remarque que si il existe dans A un chemin allant d’un e´tat p a` un e´tat q
e´tiquete´ par un mot w alors il existe dans B un chemin allant de l’e´tat i(p) vers
l’e´tat i(q) et e´tiquete´ par w.
De cette remarque on tire les trois proprie´te´s suivantes. Si A est un sous-
automate de B alors :
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Figure 1.3 – Deux automates diffe´rents mais isomorphes.
— Si B est de´terministe alors A est aussi de´terministe.
— Si B est acyclique alors A est aussi acyclique.
— Si A est accessible et B est de meˆme taille que A alors B est accessible.
— L(A) ⊂ L(B).
La relation  eˆtre un sous automate de  est une relation d’ordre large.
On dit qu’un automate A est isomorphe a` un automate B si A est un sous-
automate de B et B est un sous-automate de A.
SiA et B sont isomorphes il existe un plongement i deA dans B qui en plus d’eˆtre
injectif, est surjectif et engendre une bijection sur l’ensemble des e´tat initiaux, sur
l’ensemble des e´tat terminaux et sur l’ensemble des transitions des deux automates.
Si A et B sont isomorphes alors :
— Ils ont la meˆme taille.
— L(A) = L(B).
— A est acyclique si et seulement si B est acyclique.
— A est accessible si et seulement si B est accessible.
On pose En l’ensemble des automates de taille n. Parmi les automates En on peut
conside´rer les classes d’e´quivalences d’automates isomorphes ou classes d’isomor-
phismes. On distingue les automates de En d’une part et les classes d’isomorphisme
de En d’autre part. Les premiers forment l’ensemble des automates e´tiquete´s et
les secondes forment l’ensemble des automates non e´tiquete´s. Dans la suite, si la
cate´gorie d’un automate n’est pas mentionne´e, on convient que c’est un automate
e´tiquete´.
Tous les automates d’une meˆme classe d’e´quivalence reconnaissent un meˆme
langage, ainsi, on de´finit le langage reconnu par un automate non e´tiquete´, comme
e´tant le langage qui est reconnu par l’un de ses repre´sentants e´tiquete´s.
Soit A = (Q,T, I, F ), un automate e´tiquete´ de taille n. Pour connaˆıtre tous
les automates e´tiquete´s pre´sents dans la classe d’isomorphisme de A il suffit de
regarder les images des ensembles T, I, F par les permutations de Gn. Pour certains
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automates, plusieurs permutations laissent invariants les ensembles T, I, F — par
exemple si T = I = F = ∅ — autrement dit ces permutations laissent l’automate
invariant. Dans d’autres cas, chaque paire de permutations diffe´rentes meˆne a` une
paire d’automates diffe´rents. Pour cette raison, les classes d’isomorphisme de En
n’ont pas toutes le meˆme cardinal.
Lemme 1 Soit A, un automate de´terministe acccessible de taille n. Alors le nombre
d’automates e´tiquete´s de la classe d’isomorphisme de A ne de´pend que de n. Il est
e´gal a` (n− 1)! si on impose que 1 est toujours l’e´tat initial.
Preuve :
Soit B = (QB, TB, IB, FB) un automate isomorphe a` A = (QA, TA, IA, FA) et
soit σ un isomorphisme allant de QA = [n] vers QB = [n]. L’isomorphisme est une
permutation de [n] dans [n].
Montrons que si A = B alors ne´cessairement σ est l’identite´.
On suppose que A = B, on appelle i l’e´tat initial. Soit p un e´tat de A. On pose
C le chemin qui va de i a` p et w le mot qui lui est associe´. Un tel chemin existe
car A est accessible. On pose C ′ l’image de ce chemin par σ. Le chemin C ′ va de
σ(i) a` σ(p). Le chemin C ′ est donc e´galement associe´ au mot w puisque σ est un
isomorphisme, or comme A est de´terministe w e´tiquette un unique chemin donc
C = C ′, et donc σ(p) = p. 
Ce lemme nous permettra de simplifier grandement l’analyse et la ge´ne´ration
ale´atoire d’automates de´terministes accessibles non e´tiquete´s. Souvent le travail que
l’on fait sur les structures combinatoires e´tiquete´es est beaucoup plus facile que sur
leur homologues non e´tiquete´s. Dans le cas des automates de´terministes accessibles
d’une meˆme taille — ou d’un sous ensemble de celui-ci — l’effort est le meˆme
puisque le rapport de leurs cardinaux est une valeur constante.
Par exemple pour tirer uniforme´ment un automate accessible de´terministe non
e´tiquete´, il suffit de tirer un automate e´tiquete´ et d’oublier ses e´tiquettes, la dis-
tribution reste uniforme puisque toutes les classes d’e´quivalences ont une meˆme
taille.
1.2.6 De´terminisation
La de´terminisation d’un automate est un proce´de´ qui permet, a` partir d’un
automate non de´terministe, de construire un automate de´terministe qui reconnaˆıt
le meˆme langage que l’automate original.
Soit un automate A = (Q,A, T, I, F ). On pose D = (P(Q), A, δ, I,F) un nouvel
automate construit a` partir de A et qui est de´terministe complet. Les e´tats de D
sont les sous-ensembles des e´tats de Q. L’application δ deP(Q)×A dansP(Q) est
de´finie de la fac¸on suivante. Pour tout sous-ensemble d’e´tat P (i.e. P ⊂ Q) et toute
lettre c on pose δ(P, c) = {q ∈ Q | ∃p ∈ P, p c−→ q ∈ T}. L’e´tat initial de D est I,
l’ensemble des e´tats initiaux de A. L’ensemble F des e´tats terminaux de D sont les
sous-ensemble de Q qui contiennent au moins un e´tat terminal de A, autrement dit
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F = {E ∈P(Q) | E ∩ F 6= ∅}. L’automate D ainsi de´fini est de´terministe complet
et il reconnaˆıt exactement le meˆme langage que l’automate A.
La taille de l’automate D est 2n. A` priori, cet automate n’est pas e´monde´ et
posse`de beaucoup d’e´tats  inutiles . En pratique, pour n’avoir a` traiter que les
e´tats  utiles  et ainsi fortement diminuer la taille de l’automate produit, on
utilise l’algorithme de de´terminisation qui produit le de´terminise´ de l’automate.
Pour re´sumer brie`vement cet algorithme, on peut dire qu’il produit uniquement la
partie accessible de l’automate de´terministe de´crit ci-dessus.
Voici maintenant une description de l’algorithme. Il commence par construire
l’ensemble des e´tats atteints par les transitions sortant des e´tats initiaux I et
e´tiquete´es par la lettre a. On appelle P cet ensemble d’e´tat.
L’automate en construction est maintenant compose´ de deux e´tats : l’ensemble
des e´tats initiaux et l’ensemble des e´tats P avec une transition e´tiquete´e par a
allant de I vers le nouvel ensemble P . Remarquons que rien n’empeˆche que P = I.
On fait de meˆme avec les autres lettres en partant des ensembles de´ja` construits
— dont P et I —. On recommence ainsi le proce´de´ jusqu’a` ce que chaque ensemble
trouve´ posse`de k transitions sortantes, chacune e´tiquete´e par une des k lettres de
A — e´ventuellement aboutissant vers l’ensemble vide. Le nombre d’ensemble e´tant
majore´ par 2n le processus de construction des e´tats se termine.
Dans l’automate finalement obtenu I est l’e´tat initial, les e´tats terminaux sont
les ensembles d’e´tats de Q qui posse`dent au moins un e´tat de F .
On peut remarquer que, en plus d’eˆtre de´terministe et complet, l’automate ainsi
construit est accessible.
Ge´ne´ralement on e´monde l’automate avant d’appliquer l’algorithme afin de limi-
ter les ope´rations inutiles lors de son exe´cution. De plus, en e´mondant l’automate,
on s’assure que l’automate construit est e´galement e´monde´.
L’algorithme de de´terminisation posse`de une complexite´ exponentielle dans le
pire des cas. On pre´sente, dans la partie 2.1, page 26, l’exemple d’une de´termination
d’un automate de taille n qui produit un automate de´terministe de taille 2n−1.
1.2.7 Minimisation
Soit A un automate, de´terministe ou non, A = (Q,A, T, I, F ), et soit p un e´tat
de Q. On appelle le langage reconnu par l’e´tat p comme e´tant le langage reconnu
par l’automate (Q,A, T, {p}, F ). Autrement dit, c’est l’ensemble des mots associe´s
aux chemins partant de l’e´tat {p} et aboutissant aux e´tats terminaux F .
Deux e´tats d’un meˆme automate, qui reconnaissent un meˆme langage, sont ap-
pele´s deux e´tats e´quivalents.
Un automate, de´terministe complet, qui ne posse`de aucune paire d’e´tat e´quiva-
lents est appele´ un automate minimal .
On a le re´sultat remarquable suivant :
The´ore`me 1 Si deux automates de´terministes complets sont tous les deux mini-
maux et reconnaissent un meˆme langage alors ils sont isomorphes.
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C’est une proprie´te´ remarquable qui permet de de´finir l’ensemble des auto-
mates de´terministes minimaux non e´tiquete´s comme un ensemble de repre´sentants
canoniques des langages rationnels. Pour un langage LL, on parle volontiers de
l ’automate minimal qui reconnaˆıt LL.
Contrairement a` ce que son nom e´voque, l’automate minimal n’est pas toujours
le plus petit automate qui reconnaˆıt un langage cependant on peut montrer c’est le
plus petit, en taille, parmi les automates de´terministes.
Soient p, q deux e´tats e´quivalents d’un automate A. Si p 6= q on peut fusionner
ces deux e´tats en un unique nouvel e´tat pour produire un nouvel automate qui
reconnaˆıt le meˆme langage que A. La fusion de deux e´tats consiste simplement a`
supprimer l’un de ces deux e´tats, puis a` rediriger les transitions arrivant ou sortant
de cet e´tat vers l’autre e´tat sans changer le sens de ces transitions.
Il faut remarquer que la fusion de deux e´tats peut transformer un automate
de´terministe en un automate non de´terministe.
Un algorithme de minimisation d’automate est un algorithme qui transforme un
automate en l’automate minimal e´quivalent.
Pour calculer l’automate minimal de´terministe complet d’un automate on peut
utiliser des algorithmes de minimisation d’automate de´terministes. Parmi ceux-ci,
les plus connus sont les algorithmes de Moore [Moo56], de Hopcroft [Hop71] et de
Brzozowski [Brz62]. L’algorithme de Brzozowski est de´crit dans la partie 2.2 page
28. Les algorithmes de Moore et de Hopcroft ne s’appliquent qu’aux automates
de´terministes alors que l’algorithme de Brzozowski peut servir a` produire l’automate
de´terministe complet minimal d’un automate non-de´terministe.

Chapitre 2
Analyse de l’algorithme de
Brzozowski
Dans ce chapitre nous e´tudions la complexite´ de l’algorithme de Brzozowski.
C’est un algorithme de minimisation d’automate qui s’applique aussi aux automates
de´terministes qu’aux automates non-de´terministes. Ici, nous nous inte´ressons a` son
utilisation sur les automates de´terministes : a` priori, il ne semble pas inte´ressant
d’utiliser cet algorithme pour minimiser des automates de´terministes car il posse`de
dans le pire des cas une complexite´ exponentielle alors qu’il existe d’autre algo-
rithmes de complexite´ polynomiale. Ne´anmoins il posse`de la re´putation d’eˆtre  sou-
vent  efficace en pratique [BBCF10]. Nous allons montrer que ce n’est pas vrai sur
les automates de´terministes pour la distribution uniforme puisque ge´ne´riquement
il posse`de une complexite´ super-polynomiale. Ce travail a e´te´ fait en collaboration
avec Cyril Nicaud et a e´te´ publie´ dans les actes de la confe´rence internationale DLT
en 2013 [FN13a].
2.1 Motivations
Un algorithme de minimisation d’automate transforme un automate en l’au-
tomate minimal de´terministe qui reconnaˆıt le meˆme langage. L’automate minimal
d’un langage est l’automate qui posse`de le plus petit nombre d’e´tats parmi les auto-
mates de´terministes qui reconnaissent le langage. Dans un automate minimal, deux
e´tats diffe´rents ne peuvent eˆtre e´quivalents car ils seraient redondants.
On pre´fe`re manipuler des automates ayant le plus petit nombre d’e´tats pos-
sible afin de re´duire les couˆts de stockage et les complexite´s des algorithmes qui
ope`rent sur ces automates. L’ensemble des automates minimaux est une classe de
repre´sentants canoniques des langages reconnaissables par automates. Deux auto-
mates minimaux reconnaissant un meˆme langage sont isomorphes : ils ne diffe`rent
que par les e´tiquettes de leurs e´tats. On peut savoir si deux langages sont e´gaux
en comparant leurs automates minimaux. En combinatoire, on peut utiliser cette
proprie´te´ pour de´finir la taille d’un langage rationnel comme e´tant le nombre d’e´tats
de son automate minimal : compter le nombre de langages rationnels d’une certaine
taille c’est compter le nombre d’automates minimaux de cette taille.
Pour toutes ces raisons, depuis le de´but de la the´orie des automates, beau-
coup de travaux ont e´te´ effectue´s sur les algorithmes de minimisation. Parmi ces
algorithmes, les plus connus sont l’algorithme de Moore [Moo56], l’algorithme de
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Hopcroft [Hop71] et l’algorithme de Brzozowski [Brz62]. Les deux premiers algo-
rithmes, Moore et Hopcroft, ne s’appliquent qu’aux automates de´terministes alors
que l’algorithme de Brzozowski est plus ge´ne´ral et s’applique aussi aux automates
non de´terministes. L’algorithme de Brzozowski a de plus l’avantage de pouvoir
eˆtre facilement implante´ en machine car il n’utilise que des ope´rations classiques
et re´pandues de la the´orie des automates comme par exemple l’algorithme qui
consiste a` e´monder un automate et l’algorithme de de´terminisation. Sa simplicite´
et sa ge´ne´ralite´ en font un algorithme de choix, nous verrons dans la suite qu’il
pre´sente quelques lacunes.
L’algorithme de Moore posse`de une complexite´ quadratique dans le pire des cas
et l’algorithme de Hopcroft, qui est une variante de l’algorithme de Moore, posse`de,
dans le pire des cas, une complexite´ en O(n log n). L’algorithme de minimisation de
Brzozowski lui, posse`de dans le pire des cas une complexite´ exponentielle, et ceci
meˆme s’il est applique´ a` un automate de´terministe. Par exemple l’algorithme de Br-
zozowski applique´ a` un automate de´terministe bien choisi me`ne a` la de´terminisation
de l’automate repre´sente´ sur la figure 2.1, et lors de sa de´terminisation, le nombre
d’e´tats de cet automate passe de n a` 2n−1.
1 2 3 4 n−1 n
a, b
a a, b a, b a, b a, b a, b
Figure 2.1 – Automate dont le miroir est de´terministe et dont le de´terminise´ posse`de
2n−1 e´tats. Dans cet automate, un mot w me`ne a` un sous-ensemble d’e´tat qui de´pend des
rangs des lettres a dans w. En fait, si on nume´rote les lettres du mot w en partant de la
fin, une lettre a de rang i nous dit que l’e´tat i+ 1 est pre´sent dans le sous-ensemble atteint
avec w. Par exemple : les mots a, ba,bba, bb...bba me`nent tous au sous-ensemble {1, 2} ; le
mot aaa me`ne a` {1, 2, 3, 4} ; le mot ...abababa me`ne a` {1, 2, 4, 6, 8, ..., i, i + 2, ...}. Il existe
2n−1 mots de longueur n− 1 ce qui engendre 2n−1 e´tats diffe´rents dans le de´terminise´.
La grande complexite´ de cet algorithme dans le pire des cas semble en faire un
mauvais candidat pour minimiser un automate de´terministe, cependant on peut se
poser les questions  Quelle est sa complexite´ en pratique ? ,  Est-ce qu’une
telle explosion d’e´tats n’est pas un cas extreˆmement rare ?  et  Quelle est sa
complexite´ en moyenne ? .
On peut illustrer cette question en citant l’algorithme de Quicksort [Hoa62] qui
posse`de une complexite´ quadratique dans le pire des cas et qui pourtant est tre`s
efficace en pratique puisqu’il posse`de une complexite´ en moyenne de O(n log n).
L’article  DFA Minimisation  de l’encyclope´die libre wikipedia le 27 novembre
2013 parle de l’algorithme de Brzozowski — figure 2.1 — et semble sugge´rer que,
expe´rimentalement, l’algorithme est plus efficace que dans le pire des cas.
On peut consulter l’article complet a` l’adresse :
http://en.wikipedia.org/wiki/DFA minimization
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Il nous a donc semble´ inte´ressant de faire une e´tude rigoureuse de la complexite´
en moyenne de l’algorithme de Brzozowski afin de pouvoir le comparer a` d’autres
algorithmes de minimisation. Les complexite´s en moyennes des algorithmes de mi-
nimisation de Moore et de Hopcroft ont de´ja` e´te´ e´tudie´es.
Un travail de Fre´de´rique Bassino, Julien David et Cyril Nicaud [BDN09, BDN12]
montre que l’algorithme de Moore posse`de une complexite´ en moyenne enO(n log(n))
lorsque chaque e´tat est terminal ou non terminal selon une distribution de Bernoulli
et inde´pendemment des autres e´tats. Cette e´tude ne fait aucune hypothe`se sur la
distribution de la structure de transitions des automates. C’est a` dire que, ici, la
forme ge´ne´rale de l’automate n’importe pas ; pourvu que le nombre d’e´tats termi-
naux soit proportionnel a` la taille de l’automate, alors le re´sultat s’applique. En
revanche si les automates posse`dent peu d’e´tats terminaux ou en nombre constant
alors on ne peut rien dire.
Si on fait l’hypothe`se supple´mentaire que la distribution de la structure de
transition est uniforme, Julien David [Dav12, Dav10] a montre´ que la complexite´ en
moyenne de l’algorithme de Moore est en O(n log(log(n))). Julien David a montre´
e´galement qu’avec cette meˆme distribution, l’algorithme de Hopcroft posse`de une
complexite´ au moins aussi bonne que celle de Moore lorsque l’ordre de traitement
des taˆches est sciemment choisi [Dav12].
Nous avons e´tudie´ la complexite´ de l’algorithme de Brzozowski lorsque ses
entre´es sont des automates de´terministes uniforme´ment distribue´s et plus ge´ne´rale-
ment lorsque la distribution des structures de transitions des automates en entre´e
est uniforme. La conclusion de cette e´tude est que pour la distribution uniforme,
l’algorithme de Brzozowski n’est pas efficace meˆme en moyenne, et que lorsque cela
est possible il vaut mieux utiliser les algorithmes de Moore ou de Hopcroft.
Pire Distribution Uniforme
Moore O(n2) O(n log(log n) en moyenne
Hopcroft O(n log n) O(n log(log n)) en moyenne (pour un certain ordre de traitement).
Brzozowski O(2n) ge´ne´riquement super-polynomial
Figure 2.2 – Re´sume´ des complexite´s des algorithmes de minimisation d’automates
de´terministes. n est le nombre d’e´tats de l’automate. Les complexite´s en moyenne sont
donne´es lorsque la distribution de la stucture de transition est uniforme.
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2.2 Algorithme de Brzozowski
L’algorithme de Brzozowski minimise un automate quelconque, qu’il soit au
de´part de´terministe ou non. Pour cela il utilise le the´ore`me suivant qui est duˆ a`
Brzozowski [Brz62].
The´ore`me 2 Brzozowski Soit un automate dont le miroir est de´terministe et ac-
cessible. Alors si lui on applique l’algorithme de de´terminisation — voir 1.2.4 —
on obtient un automate complet de´terministe minimal.
Preuve du The´ore`me 2 : AppelonsA l’automate de de´part et B le de´terminise´ de
A. Montrons que deux e´tats e´quivalents de B sont e´gaux. Le miroir A est accessible
et de´terministe, appelons 1 son unique e´tat initial et δ sa fonction de transition.
L’e´tat 1 est le seul e´tat terminal de A.
Soient P et Q deux e´tats e´quivalents de B qui sont donc des ensembles d’e´tats de
A. Deux cas peuvent se pre´senter : ou bien P = ∅, ou bien P 6= ∅. Pour commencer
supposons que P 6= ∅.
Soit p un e´tat de P , on va montrer que dans ce cas p est aussi un e´tat de Q. Il
existe un chemin allant de p vers 1 l’e´tat terminal de A. Ce chemin est associe´ a`
un mot w. Donc w est reconnu par l’e´tat P et ainsi w est reconnu par l’e´tat Q. Il
existe donc, dans A, un chemin e´tiquete´ par le meˆme mot w allant d’un e´tat q de
Q vers l’e´tat terminal 1.
Donc dans le miroir de A il existe un chemin allant de 1 vers q et un autre allant
de 1 vers p tout deux e´tiquete´s par w′ le miroir de w. Or A est de´terministe donc
δ(1, w′) = q = p.
Ainsi tout e´tat p de P est un e´tat de Q, et comme P et Q jouent des roˆles
syme´triques on montre que Q = P .
Supposons maintenant que P = ∅, alors dans ce cas P et Q ne reconnaissent
aucun mot dans B. Par l’absurde supposons que Q ne soit pas vide et qu’il contienne
un e´tat q. Comme A est co-accessible, il existe un chemin allant de q a` l’e´tat
terminal 1. Donc l’e´tat q reconnaˆıt un mot, donc Q reconnaˆıt un mot, c’est une
contradiction. 
De ce lemme on peut de´duire l’algorithme de minimisation suivant appele´ l’al-
gorithme de Brzozowski. Voici l’algorithme applique´ a` un automate A :
1 On e´monde l’automate A.
2 On permute les e´tats initiaux et terminaux et on inverse le sens des transi-
tions.
3 On applique l’algorithme de de´terminisation — voir 1.2.6 —.
4 On inverse l’automate a` nouveau.
5 On lui applique de nouveau l’algorithme de de´terminisation.
The´ore`me 3 L’automate produit par l’algorithme est de´terministe minimal et re-
connaˆıt le meˆme langage que l’automate de de´part A.
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Figure 2.3 – Exemple de minimisation d’un automate de´terministe avec l’algorithme de
Brzozowski. Les automates a` droite reconnaissent le langage miroir de l’automate de de´part.
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Preuve du The´ore`me 3 : Lors de l’e´tape 3 on de´terminise l’automate par l’algo-
rithme de de´terminisation. Donc l’automate obtenu est de´terministe et accessible.
L’automate obtenu apre`s l’e´tape 4 est le miroir du pre´ce´dent, il ve´rifie donc les
conditions du The´ore`me 2. Ainsi l’automate obtenu juste apre`s la dernie`re e´tape,
est de´terministe.
Montrons maintenant que le langage L(A), reconnu par A, est le meˆme que
le langage reconnu par l’automate produit par l’algorithme. Juste apre`s l’e´tape
1, le langage demeure inchange´. Lors de l’e´tape 2 l’automate est inverse´ et re-
connaˆıt donc le langage miroir de L(A). Le langage reconnu reste inchange´ apre`s
la de´terminisation de l’e´tape 3 puis a` l’e´tape 4 l’automate est inverse´ de nouveau,
le langage reconnu est a` nouveau L(A). Le langage reconnu reste L(A) apre`s la
dernie`re de´terminisation. 
On peut penser que l’e´tape 1 de l’algorithme, qui consiste a` e´monder l’automate
avant toute de´terminisation, n’est pas ne´cessaire. En effet la preuve pre´ce´dente
est applicable meˆme si l’automate n’est pas e´monde´ et l’automate produit reste
bien minimal et reconnaˆıt le meˆme langage. L’algorithme e´monde l’automate pour
re´duire la complexite´ de la premie`re de´terminisation. En fait lorsque l’algorithme
e´monde l’automate, ce qui importe c’est de retirer les e´tats inaccessibles a` partir
d’un e´tat source. La pre´sence de ces e´tats peut augmenter le couˆt en calcul et en
me´moire du processus de de´terminisation alors que ces e´tats ne contribuent pas au
langage reconnu. E´monder l’automate est une ope´ration peu couˆteuse : elle a une
complexite´ en O(n). C’est pour cette raison que souvent on e´monde un automate
avant de le de´terminiser.
Lors de la premie`re e´tape de de´terminisation — l’e´tape 3 — le nombre d’e´tats
du de´terminise´ peut exploser — voir figure 2.1 —. Ensuite le calcul du miroir —
e´tape 4 — de l’automate se fait en un nombre d’ope´rations de meˆme ordre que celui
de la premie`re de´terminisation. Le processus qui consiste a` e´monder — e´tape 1 —
et qui calcul le premier miroir se fait en un nombre d’ope´rations qui n’exce`de pas le
nombre de transitions c’est a` dire kn. La complexite´ de la seconde de´terminisation
— e´tape 5 — de´pend du nombre d’e´tats de l’automate produit et de l’automate
de de´part, or si le nombre d’e´tats de l’automate de de´part peut eˆtre tre`s grand,
l’automate produit posse`de au plus n e´tats car il est minimal donc plus petit en
taille que l’automate du de´part. La complexite´ en temps — et en me´moire — totale
de l’algorithme est donc le maximum entre, n, le nombre d’e´tat au de´part, et la taille
de l’automate apre´s l’e´tape 3 de l’algorithme. Comme nous l’avons fait remarquer
pre´ce´demment, cette taille peut eˆtre exponentiellement grande dans le pire des cas.
La suite de ce chapitre e´tudie la distribution de la taille de l’automate obtenu
apre`s l’e´tape 3. Nous montrerons que, ge´ne´riquement, cette taille de´passe tout po-
lynoˆme en n pour une certaine classe de distributions des entre´es de l’algorithme.
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fb(1) = 4 fb(2) = 11 fb(3) = 8
fb(4) = 2 fb(5) = 5 fb(6) = 2
fb(7) = 1 fb(8) = 5 fb(9) = 5
fb(10) = 6 fb(11) = 6
Figure 2.4 – A` gauche un automate de´terministe complet avec toutes ses transitions. A`
droite le graphe de l’application associe´e a` la lettre b.
2.3 E´nonce´ du the´ore`me
Dans cette section on e´nonce pre´cise´ment le re´sultat que nous avons obtenu puis,
on pre´sente les ide´es principales de sa preuve. La preuve comple`te est de´taille´e dans
la section suivante.
On s’inte´resse a` la complexite´ ge´ne´rique de l’algorithme de Brzozowski sur les
automates de´terministes distribue´s uniforme´ment.
Avant de de´crire cette distribution nous faisons remarquer que pour tout auto-
mate de´terministe complet A de taille n et pour toute lettre c de A on peut associer
une application fc de [n] dans [n]. L’application est ainsi de´finie : pour tout entier
naturel i, i ∈ [n], on pose fc(i) l’e´tiquette de l’e´tat qui est relie´ a` l’e´tat d’e´tiquette
i par une transition sortant de ce dernier et e´tiquete´e par la lettre c. Comme l’au-
tomate est de´terministe une telle transition existe et est unique et donc il n’y a
pas d’ambigu¨ite´ sur l’e´tat vers laquelle cette transition est dirige´e. On peut voir
c¸a comme une application de l’ensemble des automates de taille n sur un alphabet
de taille k vers l’ensemble des k-uplets de fonctions de [n] dans [n]. L’image d’un
automate par cette application est appele´e la structure de transition de l’automate.
Cette image ne suffit pas a` de´crire comple`tement un automate de´terministe complet
car elle ne de´crit pas l’ensemble des e´tat terminaux.
Sur la figure 2.4 page 31 on peut voir un automate de´terministe et l’application
associe´e a` la lettre b sous forme de graphe.
La distribution sur laquelle on travaille est la suivante, pour tirer un automate
de´terministe de taille n, on tire k applications de [n] dans [n]. Chacune de ces
k applications est tire´e uniforme´ment parmi les nn applications de n dans n, et
inde´pendamment les une des autres. Ces applications vont de´terminer les nk tran-
sitions de la fac¸on que l’on a de´crite pre´ce´demment. L’ensemble des e´tats terminaux
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est choisi de la fac¸on suivante, chaque e´tat a une probabilite´ β d’eˆtre terminal et ce
tirage est inde´pendant des autre e´tats. On aura toujours 0 < β < 1, et β ne de´pend
pas de la taille de l’automate n. L’e´tat initial est toujours l’e´tat e´tiquete´ par 1. Le
cas ou` β = 12 correspond a` la distribution uniforme sur les automates de´terministes
de taille n.
De´finition 1 Dans la suite nous appellerons cette distribution la distribution β-
uniforme.
Le re´sultat que nous allons pre´senter est le suivant :
The´ore`me 4 Ge´ne´riquement, pour la distribution β-uniforme, la complexite´ de
l’algorithme de minimisation de Brzozowski de´passe tout polynoˆme en n.
Comme nous l’avons fait remarquer en de´but de section, la complexite´ de l’algo-
rithme de´pend tre`s fortement de l’automate produit apre`s la premie`re de´terminisation.
Nous allons montrer que cette taille de´passe ge´ne´riquement tout polynoˆme en n. La
preuve comple`te de cette proposition est donne´e dans la section suivante. La suite
de cette section donne seulement les ide´es principales de cette preuve.
2.3.1 Ide´e de la preuve
Les e´tats initiaux du miroir sont les e´tats terminaux de l’automate de de´part
qui n’ont pas e´te´ supprime´s lors du processus qui consiste a` monder l’automate — a`
l’e´tape 1 —. C’est a` dire que les e´tats initiaux du miroir sont les e´tats terminaux
et accessibles de l’automate de de´part.
Dans le de´terminise´ du miroir, l’e´tat initial correspond a` l’ensemble des e´tats qui
sont, dans l’automate de de´part, terminaux et accessibles. Partant de cet ensemble,
on va s’inte´resser a` la suite des ensembles obtenus en lisant syste´matiquement
la lettre a. Les sous-ensembles obtenus ainsi correspondent tous a` des e´tats du
de´terminise´ et leur nombre est donc une borne infe´rieure au nombre d’e´tats. La
preuve montre que ce nombre est ge´ne´riquement suffisamment grand pour de´passer
tout polynoˆme en n avec une probabilite´ qui tend vers 1 lorsque n grandit.
Prenons maintenant l’ensemble de tous les a-cycles et regardons l’intersection
des e´tats de ces cycles avec les images successives de l’ensemble des e´tats initiaux
— terminaux dans l’automate du de´part —. Ces l’ensemble de ces intersections est
appele´e la trace des images des e´tats initiaux sur les a-cycles par la lettre a. La taille
total de cette trace est une borne infe´rieure au nombre d’images des e´tats initiaux
et donc au nombre d’e´tats du de´terminise´. Nous allons donner une borne infe´rieure
a` la taille de cette trace.
Chaque a-cycle e´tant issu du miroir de la structure de transition associe´e a` la
lettre a dans l’automate de de´part, il n’existe aucune transition e´tiquete´ par la lettre
a arrivant dans un a-cycle excepte´es celles provenant d’un autre e´tat de ce meˆme
cycle. En conse´quence, la trace des e´tats initiaux sur un a-cycle est exactement la
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suite des images, par la lettre a, des e´tats initiaux pre´sents — initialement — dans
ce cycle.
Maintenant inte´ressons nous a` l’image d’un e´tat initial dans un a-cycle et suivons
ses images successives par la lettre a. Cet e´tat revient au point de de´part lorsqu’on
a fait le tour du cycle. C’est a` dire au bout d’un nombre d’ite´rations qui est e´gal a`
la longueur du cycle.
Comme chaque e´tat revient a` son point de de´part au bout d’un nombre d’ite´ra-
tions e´gal a` la longueur du cycle alors la suite des images dans la trace est cyclique
avec une pe´riode qui divise la longueur du cycle.
Cette pe´riode de´pend de la configuration des e´tats initiaux dans le cycle. Par
exemple si un a-cycle contient uniquement des e´tat initiaux (ou aucun e´tat initiaux),
la suite des images est constante et e´gale a` l’ensemble de tous les e´tats du cycle (ou
l’ensemble vide). Dans ce cas la pe´riode est de 1. Lorsque la pe´riode est e´gale a` la
longueur du a-cycle alors le cycle est primitif et re´ciproquement.
A` partir de la`, on montre facilement que le nombre de valeurs diffe´rentes que
prend la suite des images des e´tats initiaux par la lettre a est au moins e´gal au
ppcm des pe´riodes de tous les a-cycles accessibles de l’automate. On peut voir sur
la figure 2.5 un exemple d’une telle de´terminisation. S’il existe suffisamment de a-
cycles primitifs accessibles on peut montrer que le ppcm des longueurs de ces cycles
de´passe ge´ne´riquement tout polynoˆme en n, et donc on montre le the´ore`me 4.
L’ide´e de la preuve est de regarder les a-cycles de longueur plus grande que log n
et de montrer se´pare´ment que :
— ge´ne´riquement ces cycles sont tous accessibles,
— ge´ne´riquement ces cycles sont tous primitifs,
— ge´ne´riquement le ppcm de leur longueurs de´passe tout polynoˆme en n.
On appelle ces cycles de longueur plus grande que log n les grands cycles de
l’automate.
Les grands cycles sont accessibles
Si on tire uniforme´ment deux applications, et que l’on s’inte´resse a` l’orbite d’un
point quelconque par ces deux applications. On s’aperc¸oit que, avec une probabilite´
ge´ne´rique, cette orbite posse`de une taille line´aire en la taille de des deux appli-
cations. On peut montrer que cette orbite est de taille supe´rieure a` αn pour une
constante α bien choisie qui ne de´pend pas de n. La probabilite´ qu’il existe un cycle
de longueur log n en dehors de l’orbite est environ infe´rieure a` (1− α)logn. Donc un
cycle de longueur plus grande que log n est ge´ne´riquement accessible.
Les grands cycles sont tous primitifs
On peut voir la succession des e´tats terminaux et non terminaux d’un cycle
comme un mot sur deux lettres. Lorsqu’un cycle n’est pas primitif alors ce mot
est une puissance d’un mot au moins deux fois plus petit — voir de´finition de mot
primitif —. Cet e´ve`nement arrive avec une probabilite´ exponentiellement faible en la
longueur du cycle pour la distribution β-uniforme. En sachant que, ge´ne´riquement,
le nombre de cycles est borne´ par K log n ou` K est une constante, on montre que
tous les cycles plus grands que log n sont primitifs avec une probabilite´ qui tend
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vers 1.
Le ppcm de leur longueurs de´passe tout polynoˆme en n ge´ne´riquement
Les e´tats constituant les cycles des transitions a sont appele´s les points cy-
cliques de l’application associe´e a` ces transitions. Dans notre mode`le de distribu-
tion β-uniforme, la distribution de cette application est uniforme. C’est une dis-
tribution bien connue ; selon cette distribution le nombre de points cycliques est
ge´ne´riquement supe´rieur a` tout polynoˆme de la forme nγ ou` 0 < γ < 12 .
Si on regarde les points contenus dans les cycles d’une application, on remarque
qu’ils forment une permutation ; le ppcm de la longueur de ces cycles est exactement
l’ordre — ordre dans le contexte des groupes — de la permutation forme´e. Pour la
loi β-uniforme, la distribution de la permutation forme´e par les cycles est uniforme
lorsque le nombre de points cycliques est fixe´.
Un travail d’Erdo˝s et Tura´n [ET67], sur la distribution uniforme des permuta-
tions, permet de montrer que l’ordre d’une permutation de taille n est ge´ne´riquement
supe´rieur a` n
1
3
logn. Graˆce au re´sultat d’Edmund Landau, sur l’ordre maximum de
permutations, on peut montrer que meˆme en ne conside´rant que les grands cycles,
le ppcm est environ nα logn.
Ce re´sultat et le re´sultat sur la distribution du nombre de points cycliques nous
permet de montrer que le ppcm des longueurs des grands cycles est ge´ne´riquement
super-polynomial.
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Figure 2.5 – A` gauche un automate de´terministe complet a` une seule lettre. A` droite la
de´terminisation de son miroir — sans processus d’e´mondation pre´alable —. On remarque
que a` gauche l’automate posse`de un a-cycle (6, 9, 10) primitif de longueur 3 et un autre
(3, 8) de longueur 2. A` droite l’automate posse`de un cycle de longueur 6 qui est le ppcm
de 3 et 2. Le cycle (8, 3) ne peut eˆtre rendu accessible que si on ajoute a` l’automate une
seconde lettre.
Sur la figure 2.6 on pre´sente des observations expe´rimentales sur les ppcm des
longueurs des grands a-cycles accessibles.
2.4 Preuves
Dans la section pre´ce´dente nous avons pre´sente´ les grandes ide´es de la preuve
du the´ore`me 4. Nous allons maintenant donner les de´tails de cette preuve. Nous
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Figure 2.6 – Moyenne des ppcm des pe´riodes des a-cycles accessibles et primitifs d’auto-
mates a` deux lettres tire´s uniforme´ment. Les moyennes ont e´te´ calcule´es sur des e´chantillons
de 100 automates. Les tailles des automates ge´ne´re´s sont repre´sente´es en abscisse, les
moyennes des ppcm obtenus sont repre´sente´es en ordonne´e.
rappelons qu’elle utilise les cycles e´tiquete´s par la lettre a.
On rappelle qu’un cycle est appele´ un a-cycle si les transitions qu’il emprunte
sont uniquement e´tiquete´es par la lettre a — voir de´finition a-cycle page ?? —
On rappelle aussi que ce cycle est appele´ un cycle primitif si le mot a` deux lettres
de´finit a` partir de la succession des e´tat terminaux et non-terminaux n’est pas une
puissance d’un mot strictement plus petit.
De´finition 2 Soit un automate A, c une lettre de A, soit E un sous-ensemble
d’e´tats de A et I l’ensemble des e´tats initiaux de A.
Pour un ensemble d’e´tat S on pose φ(S) les e´tats atteignables par des transitions
partant de S et e´tiquete´es par la lettre c. On de´finit alors φ0(I) = I et φn(I) =
φ(φn−1(I)).
On appelle trace des e´tats initiaux par la lettre c sur E, la suite (φn(I) ∩ E)n∈N
Cette de´finition ne sert qu’a` e´noncer le lemme suivant.
Lemme 2 Soit A un automate — pas force´ment de´terministe —, et soit C un a-
cycle primitif de A de longueur `. Si aucun e´tat du cycle ne posse`de une transition
entrante e´tiquete´ par a et provenant d’un e´tat exte´rieur au cycle, alors la trace des
e´tat initiaux par la lettre a sur le cycle C est pe´riodique de pe´riode `.
Lemme 3 Soit un automate A de´terministe qui contient m a-cycles primitifs et
accessibles de longueurs `1, `2,. . . , `m. On e´monde A, on de´terminise son miroir.
Alors la taille de l’automate obtenu est au moins e´gale a` ppcm(`1, `2, . . . , `m).
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Figure 2.7 – Exemple d’un a-cycle de longueur 9 et de pe´riode 3. On remarque que
la taille de la trace des e´tats initiaux par la lettre a sur les e´tats du cycle est 3 :
{1, 4, 7} a→{2, 5, 8} a→{3, 6, 9} a→{1, 4, 7} a→{2, 5, 8} a→ . . . .
On prouve ce lemme en observant, lors de la de´terminisation, la suite des e´tats
obtenue en lisant uniquement la lettre a et en regardant a` quel moment on retombe
sur un e´tat de´ja` vu. Regarder la trace de cette suite sur les e´tats des a-cycles suffit
pour conclure.
Preuve : Pour i < m on appelle Ci le cycle de longueur `i. Dans la suite on
utilisera indiffe´remment Ci pour de´signer le cycle ou l’ensemble des e´tats par lequel
ce cycle passe. On poseA′ que l’on obtient apre`s avoir e´monde´ et renverse´ l’automate
A. On veut montrer que le de´terminise´ de A′ posse`de au moins ppcm(`1, `2, ..., `m)
e´tats. Soit I l’ensemble des e´tats initiaux de A′. Comme tous les cycles Ci sont
accessibles et primitifs dans A alors les e´tats de ces cycles ne sont pas supprime´s
lorsqu’on e´monde A et donc ces cycles sont pre´sents dans A′.
Pour un ensemble E d’e´tats de A′ on pose φ(E) l’ensemble des e´tats atteints par
des transitions e´tiquete´es par a et partant de E. On de´finit la suite (φj(I))j∈N par la
re´currence suivante : φ0(I) = I et φj(I) = φ(φj−1(I)) si j > 0. Dans le de´terminise´
de A′ cela correspond a` la suite des e´tats parcourus en empruntant uniquement des
transitions e´tiquete´es par a et en partant de l’e´tat initial.
On peut faire la remarque suivante : supposons deux entiers s et t qui ve´rifient
φs(I)∩Ci = φt(I)∩Ci, alors comme les transitions des a-cycles Ci sont issus d’une
fonction leurs e´tat ne posse`de pas de transitions entrante e´tiquete´e par a provenant
de l’exte´rieur du cycle et donc chaque Ci ve´rifie les hypothe`ses du lemme 2 page 35.
On on de´duit que s− t est divisible par la longueur `i du cycle Ci.
Soient deux entiers s et t tels que t < s et φs(I) = φt(I) alors pour tout cycle
Ci on a φ
s(I) ∩ Ci = φt(I) ∩ Ci donc pour tout entier i, s − t est divisible par `i.
Donc s − t est divisible par le plus petit multiple commun aux entiers `1, ..., `m.
Ainsi ppcm(`1, ..., `m) ≤ s− t. La proposition contrapose´e est que pour tout couple
d’entiers s, t tel que t < s si s − t < ppcm(`1, ..., `m) alors φs(I) 6= φt(I). Ce qui
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implique que la suite (φj(I))j∈N prends au moins ppcm(`1, ..., `m) valeurs diffe´rentes.
Or les φj(I) sont des e´tats du de´terminise´, donc le de´terminise´ de A′ posse`de au
moins ppcm(`1, ..., `m) e´tats diffe´rents. 
La suite de la preuve consiste a` montrer qu’il y a ge´ne´riquement suffisamment
de a-cycles accessibles et de longueurs suffisamment grandes et varie´es pour que le
ppcm de leur longueurs de´passe n’importe quel polynoˆme en n. Les deux lemmes
qui suivent montrent que si un cycle est suffisamment grand alors la probabilite´
qu’il ne soit pas accessible est faible.
On commence par e´noncer ce premier lemme qui est duˆ a` Arnaud Carayol et
Cyril Nicaud [CN12].
Lemme 4 Il existe un re´el α strictement positif qui de´pend de la taille de l’alphabet
tel que la proportion des e´tats accessibles selon la distribution β-uniforme soit ge´-
ne´riquement plus grande que α.
Comme la partie accessible d’un automate de´pend uniquement de sa struc-
ture de transitions et de l’e´tat initial, ce lemme s’applique dans tous les cas ou` la
structure de transition est distribue´e uniforme´ment et que l’e´tat initial est choisi
inde´pendamment de cette structure. La distribution des e´tats terminaux n’inter-
vient pas ici.
Preuve : Soit un automate de´terministe complet A de taille n. Le sous-automate
de A uniquement compose´ des e´tats accessibles est un automate de´terministe com-
plet accessible.
Sachant cela, pour choisir un automate qui posse`de une partie accessible de
cardinal i il faut, choisir la structure de transitions du sous-automate accessible
complet de taille i, choisir les e´tiquettes des e´tats de ce dernier, et choisir les transi-
tions restantes de fac¸on arbitraire. On rappelle que l’e´tat initial est toujours l’e´tat
1.
On pose Ti le nombre d’automates de´terministes complets accessibles de taille i,
e´tiquete´s de 1 a` i, ayant 1 comme e´tat initial. SoitXn la variable ale´atoire qui compte
le nombre d’e´tats dans la partie accessible d’un automate de´terministe complet de
taille n. On a
P(Xn = i) =
Ti ·
(
n−1
i−1
) · nkn−ki
nkn
.
Dans [Kor78] Korshunov montre que
Ti ∼
i
Ek · i!
{
ki
i
}
,
ou` Ek de´pend de k mais ne varie pas avec i et ou`
{
ki
i
}
est un nombre de Stirling
de deuxie`me espe`ce.
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Dans [Goo61] Good donne une approximation asymptotique de
{
ki
i
}
:
{
ki
i
}
∼
i
(ki)! · (eρk − 1)i
i! · (ρk)ki ·
√
2piki(1− ke−ρk) ,
ou` ρk est l’unique solution positive de l’e´quation en x suivante : x = k − ke−x.
En combinant ensemble ces deux formules asymptotiques on obtient
Ti ∼
i
G
(ki)! · ζi√
i
,
ou` G et ζ ne de´pendent pas de i.
On remplace le terme (ik)! par l’e´quivalent asymptotique, calcule´ par Stirling,
de la suite factorielle, on obtient
Ti ∼
i
Kγi · iki,
ou` K et γ ne de´pendent pas de i.
On remplace le terme Ti dans l’expression de P(Xn = i). On obtient
P(Xn = i) ∼
i
(
n− 1
i− 1
)
Kγi
(
i
n
)ki
,
∼
i
(
n
i
)(
i
n
)
Kγi
(
i
n
)ki
.
Soit un re´el α, 0 < α < 12 .
On utilise la majoration suivante : pour tout entier i, i < n2 on a(
n
i
)
≤
(en
i
)i
.
Donc
P(Xn ≤ αn) ≤
αn∑
i=1
(en
i
)i
Kγi
(
i
n
)ki+1(
1 + oi(1)
)
,
≤
αn∑
i=1
eiKγi
(
i
n
)(
i
n
)(k−1)i(
1 + oi(1)
)
.
Comme dans la somme i ≤ αn, on a in < α, donc
P(Xn ≤ αn) ≤
αn∑
i=1
eiKγi
(
i
n
)
α(k−1)i
(
1 + oi(1)
)
,
≤ 1
n
αn∑
i=1
i · (1 + oi(1))(eγαk−1)iK.
Si on choisit α, 0 < α < 12 de telle fac¸on que eγα
k−1 soit infe´rieur a` 1 alors
P(Xn ≤ αn) tend vers 0 lorsque n tend vers l’infini. 
Le lemme qui suit est duˆ a` une ide´e d’Andrea Sportiello.
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Lemme 5 Pour la distribution uniforme des structures de transitions, les a-cycles
ayant une longueur supe´rieure a` log(n) sont ge´ne´riquement tous accessibles.
Preuve : Pour un entier naturel n, on pose Clog(n)≤,n l’ensemble des automates
de taille n ayant un cycle non-accessible plus grand que log(n).
Soit Xn la variable ale´atoire qui compte le nombre d’e´tats accessibles.
Soit α, α < 1 tel que P(Xn ≤ αn) tende vers 0. Un tel α existe voir Lemme 4.
Comme on a
P
(
Clog(n)≤,n
) ≤ P(Xn ≤ αn)+ P(αn < Xn, Clog(n)≤,n).
Il suffit de montrer que P(αn < Xn, Clog(n)≤,n) tend vers 0.
Soit C`,n l’ensemble des automates de´terministes de taille n posse´dant un a-cycle
de longueur ` dans leur partie qui n’est pas accessible.
On veut majorer P(Xn = i, C`,n).
Pour compter le nombre d’automates qui posse`dent une partie accessible de
cardinal i et qui posse`dent un a-cycle non accessible de longueur ` il faut choisir les i
e´tats accessibles de l’automate, un automate accessible de taille i, les ` e´tats du cycle
parmi les e´tats non accessibles, les ordonner dans ce cycle et choisir arbitrairement
les transitions qui ne sont pas dans le a-cycle.
On remarque que le choix arbitraire des autres transitions peut aboutir a` la
cre´ation d’un autre cycle non accessible de longueur `. Cette fac¸on de compter
donne donc une majoration de P(Xn = i, C`,n). De plus on suppose que 1 est
toujours un e´tat accessible.
Donc
P
(
Xn = i, C`,n
) ≤ (n−1i−1) · Ti(n−i` ) · (`− 1)! · nkn−ki−`
nkn
,
ou` Ti est le nombre d’automates de´terministes complet accessibles de taille i. De
cette formule on de´duit la majoration
P
(
Xn = i, C`,n
) ≤ (n− i
`
)
· (`− 1)! · n−` · P(Xn = i).
On a (
n− i
`
)
· (`− 1)! · n−` = (n− i)!
(n− i− `)! · ` · n
−` ≤ (n− i)` · n−`.
Donc
P(Xn = i, C`,n) ≤ (n− i)` · n−` · P(Xn = i).
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P(αn < Xn, Clog(n)≤,n) =
∑
log(n)≤`
αn≤i
P(Xn = i, C`,n),
≤
∑
log(n)≤`
(n− αn)`n−`
∑
αn≤i
P(Xn = i),
≤ P(αn ≤ Xn)
∑
log(n)≤`
(1− α)`,
≤
∑
log(n)≤`
(1− α)`.
Cette dernie`re majoration est le reste d’une se´rie convergente, on a donc que la
quantite´ P(αn < Xn, Clog(n)≤,n) tend vers 0 lorsque n tend vers l’infini. 
L’accessibilite´ des cycles ne de´pend que de la structure de transition d’un auto-
mate, c’est pourquoi la preuve ne traite pas la distribution des e´tats terminaux.
Lemme 6 Pour tout re´el α, 0 ≤ α < 12 , le nombre de points cycliques d’une
fonction uniforme de n dans n est ge´ne´riquement plus grand que nα.
Les fonctions ale´atoires de [n] dans [n] sont des structures classiques de com-
binatoire analytique et de probabilite´s discre`tes. Ce re´sultat peut-eˆtre obtenu par
des me´thodes de combinatoire analytique. Pour plus d’information sur ce genre de
me´thode on peut consulter [FS09] ou [FO89]. La preuve utilise´e ici contient uni-
quement des calculs de probabilite´s discre`tes. On regarde la suite des images d’un
entier 1 et on montre que la partie cyclique de son orbite est ge´ne´riquement plus
grande que nα.
Preuve : Soit f une application de [n] dans [n] tire´e de fac¸on uniforme. On de´finit
la suite
(
f `(1)
)
`∈N par la re´currence suivante f
0(1) = 1 et f `(1) = f(f `−1(1)) pour
` > 0. La suite prend ses valeurs dans un ensemble fini. Il existe donc deux entiers
naturels i et j, i < j tels que f i(1) = f j(1). On prend un tel j et un tel i les
plus petits possibles. Les points cycliques de la suite sont les points f `(1) tels que
i ≤ ` < j. Soient Yn la variable ale´atoire de la valeur de j et Xn la variable ale´atoire
de la valeur de i. On veut montrer que la suite P(Yn−Xn ≤ nα) tend vers 0 lorsque
n tend vers l’infini. Soit un entier naturel m, m ≤ n. Pour que la valeur Yn soit
supe´rieure ou e´gale a` m il faut et il suffit que pour tout entier naturel t, t < m on
ait f t(1) /∈ {f0(1), f1(1), . . . , f t−1(1)}. Donc
P(m ≤ Yn) =
(
1− 1
n
)(
1− 2
n
)
. . .
(
1− m− 1
n
)
.
On a e´videmment P(Xn = k | Yn = m) = 1m+1 pour 0 ≤ k ≤ m.
Montrons que pour tout re´el β qui ve´rifie α < β < 12 on a ge´ne´riquement
nβ ≤ Yn.
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La fonction exp(−2x) est convexe et son image en x = 12 — resp en 0 — est
infe´rieure a` l’image de 1−x en 12 — resp. en 0 —. Donc pour tout re´el x, 0 ≤ x ≤ 12
on a exp(−2x) ≤ 1− x.
Si m < n2 , en utilisant cette ine´galite´ on a
P(m ≤ Yn) ≥ exp
(
−2 · 1
n
)
· exp
(
−2 · 2
n
)
. . . exp
(
−2 · (m− 1)
n
)
,
≥ exp
(
− 2
n
m−1∑
t=1
t
)
,
≥ exp
(
−m(m− 1)
n
)
.
Puisque nα < n2 a` partir d’un certain rang de n, on suppose que l’on de´passe ce
rang et on remplace m par nα dans la formule.
On obtient alors n
2α−nα
n qui tend vers 0 car α <
1
2 .
Donc P(nα ≤ Yn) tend vers 1 et P(Yn < nα) tend vers 0.
Soit un entier naturel k, k ≤ nβ alors
P(Xn = k | nβ ≤ Yn) =
n∑
t=nβ
P(Xn = k | Yn = t)P(Yn = t)
P(nβ ≤ Yn) ,
P(Xn = k | nβ ≤ Yn) ≤ 1
nβ
n∑
t=nβ
P(Yn = t)
P(nβ ≤ Yn) .
Ainsi P(Xn = k | nβ ≤ Yn) ≤ 1nβ pour tout k ≤ nβ. Donc
P(Yn −Xn ≤ nα | nβ ≤ Yn) ≤ n
α
nβ
.
Or comme α < β alors P(Yn −Xn ≤ nα | nβ ≤ Yn) tend vers 0.
Comme nous avons
P(Yn −Xn ≤ nα) ≤ P(Yn −Xn ≤ nα | nβ ≤ Yn) · P(nβ ≤ Yn) + P(Yn < nβ),
alors P(Yn −Xn ≤ nα) tend vers 0. 
Lemme 7 Soit n un entier naturel non nul et soient σ et τ deux permutations de
meˆme taille. On tire une fonction de n dans n uniforme´ment. Alors :
— Les points cycliques de la fonction de n dans n apre`s avoir e´te´ normalise´s
forment une permutation.
— La probabilite´ que cette permutation soit e´gale a` σ est la meˆme que celle
d’eˆtre e´gale a` τ .
Preuve : Une fonction de n dans n peut eˆtre vue comme une permutation d’arbres
de Cayley telle que la somme des tailles des arbres soit e´gale a` n. Cette permutation
est aussi la permutation des points cycliques de la fonction.
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On peut de´finir une application qui a` une fonction de n dans n associe un
ensemble d’arbres de Cayley et une permutation ayant pour taille le cardinal de cet
ensemble — voir figure 2.8 page 42 —.
Cette application est bijective, c’est a` dire que n’importe quel couple forme´
d’une permutation de taille i et d’un ensemble d’arbres de Cayley de cardinal i est
l’image d’une une unique fonction f par cette application. La taille de f est la taille
de l’ensemble d’arbre au sens combinatoire c’est a` dire la somme des noeuds de tous
les arbres de l’ensemble.
Donc a` permutation fixe´e de taille i, si l’on souhaite compter le nombre de
fonctions de [n] dans [n] dont les points cycliques forment cette permutation, il
suffit de compter le nombre d’ensembles d’arbres de Cayley de cardinal i et de taille
n.
Ainsi, pour la distribution uniforme sur les fonctions de [n] dans [n], deux per-
mutations de meˆme taille ont une meˆme probabilite´ d’eˆtre tire´e. 
4
16
14
5
11
6
1
8
17
13
15
12
3
9
107 2
4
16 14
511
6
1 817
7
2 10
12
3 9
13
15
1
2
6
54 3
Figure 2.8 – A` gauche le graphe d’une fonction. A` droite sa de´composition en un ensemble
ordonne´ d’arbres de Cayley et en une permutation.
Lemme 8 Ge´ne´riquement, une permutation de taille N posse`de moins de 2 log(N)
cycles pour la distribution uniforme sur les permutations de taille N .
Preuve : Soit XN la variable ale´atoire du nombre de cycles d’une permutation
uniforme. L’espe´rance E(XN ) du nombre de cycles d’une permutation est e´quivalent
a` log(N) — voir [FS09, p. 644] —. L’e´cart type σ(XN ) du nombre de cycles est e´gal
a`
√
log(N).
P(XN ≥ 2 log(N)) =P(XN − log(N) ≥ log(N)),
≤P(|XN − E(XN )| ≥ log(N)).
En utilisant l’ine´galite´ de Bienayme´-Tchebychev on peut e´crire
P(|XN − E(XN )| ≥ log(N)) ≤ σ
2(XN )
log2(N)
.
Donc P(XN < 2 log(N)) tend vers 1. 
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Lemme 9 Pour la distribution β-uniforme, 0 < β < 1, tous les cycles de longueur
plus grande que log(n) sont primitifs avec une probabilite´ qui tend vers 1.
Preuve : Soit un cycle de longueur `. On part de l’e´tat du cycle qui posse`de
l’e´tiquette la plus petite et on lit, dans l’ordre des a-transitions, tous les e´tats du
cycle. Chacun de ces e´tats peut eˆtre terminal ou non terminal. En associant les
e´tats terminaux a` une lettre x et les e´tats non terminaux a` une autre lettre y, la
succession de ces e´tats est associe´e a` un mot w. Ce mot, de longueur `, ne contient
donc que des lettres x ou y.
Posons X` la variable ale´atoire associe´e au mot w lu sur un cycle.
La probabilite´ P(X` = w) de´pend uniquement de son nombre d’e´tat terminaux
et non terminaux. Si son nombre d’e´tat terminaux est k alors cette probabilite´ est
e´gale a`
P(X` = w) = βk(1− β)`−k.
Le cycle n’est pas primitif si le mot peut s’e´crire comme une puissance d’un mot
plus petit u. C’est a` dire s’il existe un entier naturel d, d 6= 1 tel que ud = w. S’il
existe un tel d alors e´videmment d divise `.
Soit E` l’e´ve`nement : le cycle de longueur ` n’est pas primitif.
On a
P(E`) ≤
∑
d|`
d6=1
∑
u∈A `d
P(X` = ud).
En partitionnant l’ensemble des mots de taille `d selon i : leur nombre de lettre
x on obtient
P(E`) ≤
∑
d|`
d 6=1
∑
0≤i≤ `
d
( `
d
i
)
βid(1− β)( `d−i)d,
P(E`) ≤
∑
d|`
d 6=1
((
βd + (1− β)d
) 1
d
)`
.
On pose ||β||q = (βq + (1− β)q)
1
q .
On utilise l’ine´galite´ suivante : si 1 < p ≤ q alors ||β||q ≤ ||β||p.
Comme pour tout diviseur d on a 2 ≤ d ≤ `, en remplac¸ant dans la formule on
a
P(E`) ≤
∑
d|`
1 6=d
||β||`d ≤ `||β||`2.
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Or pour tout re´el β, 0 < β < 1 on a ||β||2 < 1. On pose λ = ||β||2. La probabilite´
qu’un cycle de longueur plus grande que log(n) soit primitif est donc supe´rieure a`
1− log(n)λlog(n).
En supposant qu’il n’y ait pas plus de 2 log(n) a-cycles, le tirage des e´tats
terminaux e´tant inde´pendant du tirage de la structure de transition, la probabilite´
que tous les cycles plus grand que log(n) soient primitifs est supe´rieure a`(
1− log(n)λlog(n)
)2 log(n)
.
Cette fonction tend vers 1 lorsque n tend vers l’infini.
D’apre`s le lemme 8 il y a ge´ne´riquement pas plus de 2 log(n) a-cycles. Donc la
probabilite´ qu’il n’y ait pas plus de 2 log(n) a-cycles et que les cycles de longueur
supe´rieure a` log(n) soient primitif tend vers 1 lorsque n tend vers l’infini. A` fortiori
la probabilite´ que tous les a-cycles de longueur supe´rieure a` log(n) soient primitifs
tend vers 1. 
Le lemme suivant est duˆ a` Pa´l Erdo˝s et a` Pa´l Tura´n.
Lemme 10 Erdo˝s et Tura´n. Pour la distribution uniforme, l’ordre d’une permuta-
tion de taille n est ge´ne´riquement plus grande que n
1
3
logn.
Preuve : L’article d’Erdo˝s et de Tura´n [ET67] donne des re´sultats bien plus
pre´cis. Ici utilise que la distribution du logarithme de l’ordre d’une permutation de
taille n a pour moyenne 12 log
2 n et pour variance 13 log
3 n et que cette distribution
centre´e re´duite converge en loi vers la loi normale. 
On appelle un grand cycle d’une permutation uniforme, un cycle dont la longueur
de´passe 3 log(`), ou` ` est la taille de la permutation.
Lemme 11 Dans une permutation ale´atoire uniforme de taille ` le ppcm des lon-
gueurs des grands cycles de cette permutation de´passe ge´ne´riquement exp(14 log
2(`)).
Preuve : Soit une permutation σ de taille `. On se´pare les cycles de cette permu-
tation en deux ensembles. On pose P l’ensemble des cycles de longeur plus petite
que 3 log(`) et on pose G l’ensemble des cycles restants. Pour un ensemble de cycle
E on appelle L(E) le ppcm des longueur de ses cycles. Le ppcm des cycles σ est
e´gal a` L(P ∪G). Or on a L(P ∪G) ≤ L(P ) · L(G) donc L(P∪G)L(P ) ≤ L(G).
On note γ` la borne supe´rieure du ppcm des longueurs des cycles des permuta-
tions de taille `. Un re´sultat de Landau montre que le logarithme de γ` est asymp-
totiquement e´quivalent a` la suite
√
` log `. On en de´duit que le ce ppcm est borne´
supe´rieurement par la fonction exp
(
2
√
` log `
)
a` partir d’un certain rang `.
L’ensemble des cycles de P forment une permutation. D’apre`s le lemme 8 le
nombre de cycles d’une permutation de taille ` est ge´ne´riquement infe´rieur a` 2 log `
donc la permutation forme´e par les cycles de P est de taille infe´rieure a` 6 log2 `.
En appliquant le re´sultat de Landau on en de´duit que ge´ne´riquement le ppcm des
longueurs de ces cycles est borne´ supe´rieurement par exp
(
2
√
6 log2 ` log(log2 `)
)
.
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Le lemme 11 nous dit que ge´ne´riquement exp(13 log
2 `) ≤ L(P ∪G).
Donc on a L(G) ≥ L(P∪G)L(P ) ≥
exp( 1
3
log2 `)
exp
(
2
√
6 log2 ` log(6 log2 `)
) L(G) ≥ exp(14 log2 `) 
Lemme 12 Dans une fonction ale´atoire uniforme de taille n, le ppcm des cycles
de longueur plus grande que log(n) est ge´ne´riquement plus grand que tout polynoˆme
en n.
Preuve : Soit Fn la variable ale´atoire qui prend ses valeurs dans Fn — l’ensemble
des fonctions de taille n — et qui suit la distribution uniforme sur Fn. C’est a` dire
que pour n’importe quelle fonction f ∈ Fn, P(f = Fn) = 1|Fn| . Soit Gn la variable
ale´atoire qui prend ses valeurs dans Gn — l’ensemble des permutations de taille
n — et qui est uniforme sur Gn. C’est a` dire que pour n’importe quel permutation
σ, σ ∈ Gn, P(σ = Gn) = 1|Gn| . Pour une permutation σ on pose Lr(σ) le ppcm des
longueurs des cycles plus longs que r et |σ| la taille de la permutation. Soit f la
fonction qui a` un entier naturel n associe le re´el exp(14 log
2(n)). Pour une fonction
g de [n] dans [n] on associe Cy(g) la permutation normalise´e associe´e aux points
cycliques de g.
On veut montrer que, pour tout entier naturel p, P(Llog(n)(Cy(Fn)) > np) tend
vers 1 lorsque n tend vers l’infini.
D’apre`s le lemme 7 pour toute permutation σ de taille `, ` ≤ n on a
P
(
Cy(Fn) = σ | |Cy(Fn)| = `
)
= P(G` = σ).
Donc on en de´duit que pour tout couple d’entiers naturels non nuls n et ` on a
P
(
f(`) ≤ L3 log(`)
(
Cy(Fn)
) | |Cy(Fn)| = `) = P(f(`) ≤ L3 log(`)(G`)).
On de´finit la suite (m`)`∈N de la manie`re suivante :
m` = Inf
`≤i
P
(
f(i) ≤ L3 log(i)(Gi)
)
.
D’apre`s le lemme 11 nous savons que P(f(i) ≤ L3 log(i)(Gi)) tend vers 1 lorsque `
tend vers l’infini, donc m` tend vers 1 e´galement. De plus m` est croissante.
On suppose que n
1
3 ≤ ` ; on a que log(n) ≤ 3 log(`) et donc que
m
n
1
3
≤ P
(
f(n
1
3 ) < Llog(n)(G`)
)
.
Calculons la limite de P
(
Llog(n)(Cy(Fn)) > f(n
1
3 )
)
lorsque n tend vers l’infini.
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P
(
Llog(n)(Cy(Fn)) > f(n
1
3 )
)
≥
∑
n
1
3<`
P
(
Llog(n)(Cy(Fn)) > f(n
1
3 ), |Cy(Fn)| = `
)
≥
∑
n
1
3<`
P
(
Llog(n)(Cy(Fn)) > f(n
1
3 ) | |Cy(Fn)| = `
)
· P(|Cy(Fn)| = `)
≥
∑
n
1
3<`
m`P(|Cy(Fn)| = `)
≥m
n
1
3
∑
`>n
1
3
P(|Cy(Fn)| = `)
≥m
n
1
3
P(n
1
3 ≤ |Cy(Fn)|).
Or on sait que m
n
1
3
tend vers 1 et comme 13 ≤ 12 le nombre de points cycliques
est ge´ne´riquement plus grand que n
1
3 — voir lemme 6 — donc P
(
n
1
3 ≤ |Cy(Fn)|
)
tend vers 1 e´galement. De plus f
(
n
1
3
)
= exp
(
1
36 log
2(n)
)
= n
1
36
log(n) et de´passe
donc tout polynoˆme en n. Donc ge´ne´riquement le ppcm des cycles de longueur plus
grande que log(n) de´passe tout polynoˆme en n. 
Preuve du The´ore`me 4 : On s’interesse aux a-cycles de longueur supe´rieure a`
log(n) selon la distribution β-uniforme. Le lemme 5 montre que ge´ne´riquement ces
cycles sont tous accessibles. Le lemme 9 montre que ge´ne´riquement ces cycles sont
tous primitifs. Le lemme 12 montre que ge´ne´riquement le ppcm des longueurs de
ces cycles de´passe tout polynoˆme lorsque n tend vers l’infini. Alors selon le lemme
3, le determinise´ du miroir d’un automate de taille n tire´ selon la distribution β-
uniforme posse`de un nombre d’e´tat qui de´passe ge´ne´riquement tout polynoˆme en n.
Donc la complexite´ cette de´terminisation, qui est l’e´tape 4 de l’algorithme, de´passe
tout polynoˆme en n. 
2.5 Perspectives sur l’algorithme de Brzozowski
La distribution e´tudie´ engendre un grand nombre d’e´tat terminaux, ge´ne´riquement
en quantite´ line´aire. On peut se poser la question que se passe t-il si la probabilite´
pour un e´tat d’eˆtre terminal varie avec la taille de l’automate ? Par exemple 1logn
ou bien si le nombre d’e´tat terminaux est constant.
Cette question, qui se pose aussi pour les autres algorithmes de minimisation
— [Dav12], [Dav10], [BDN09], [BDN12] — est pour l’instant ouverte. En ce qui
concerne l’e´tude de l’algorithme de Brzozowski pre´sente´ dans ce chapitre on peut
adapter une partie des preuves a` condition d’ajouter une lettre a` l’alphabet et
montrer qu’en moyenne la complexite´ de l’algorithme reste super-polynomiale meˆme
s’il n’y a qu’un seul e´tat terminal. C’est un travail en cours de finalisation ce qui
explique qu’il n’apparaˆıt pas dans ce manuscrit. Les principales e´tapes de la preuve
pour un alphabet de cardinal 3 sont :
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— Il existe souvent un arbre pour la lettre b de taille au moins 2n/3.
— Cet arbre est souvent co-accessible car ge´ne´riquement dans l’automate il y a
une unique composante fortement connexe stable, qui en plus contient plus
de la moitie´ des e´tats.
— On en de´duit qu’il existe souvent un mot u tel que si on lit u depuis l’e´tat
initial de l’automate miroir l’ensemble d’e´tat obtenus contient la racine du
grand b-arbre.
— En utilisant les proprie´te´s typiques des arbres et des fonctions ale´atoires on
en de´duit qu’il existe un entier i tel que si on lit ubi depuis l’e´tat initial du
miroir on atteint un ensemble posse´dant
√
n e´le´ments.
— Cet ensemble joue le meˆme roˆle que des e´tats terminaux rendant les a-cycles
primitifs : on peut trouver d a-cycles de longueur a` peu pre´s
√
n qui sont
primitifs.
— Pour conclure la preuve on montre que le ppcm de ces a-cycles est suffisam-
ment souvent supe´rieur a` C · √nd.
Une autre question naturelle est de ne conside´rer que les automates accessibles.
D’un point de vu combinatoire ce sont des e´tudes plus complique´es ; il y a ne´anmoins
une technique de´crite dans l’article [CN12] qui permet d’e´tablir des re´sultats sur les
automates accessibles a` partir de re´sultats sur les automates ge´ne´raux. Il semblerait
que cela fonctionne encore une fois de`s que l’on a un alphabet de cardinal supe´rieur
ou e´gal a` 3. C’est e´galement un travail en cours.
Si ces travaux aboutissent on pourra directement en de´duire que la complexite´ en
moyenne en e´tat de l’ope´ration miroir est super-polynomiale. Cela signifie que si on
choisi un langage rationnel dont l’automate minimal est de taille n uniforme´ment au
hasard, le nombre d’e´tats de l’automate minimal de son miroir est super-polynomial
en n.
Dans un autre ordre d’ide´e, puisque l’algorithme de Brzozowski fonctionne sur
des entre´es non de´terministes, il serait pertinent d’e´tudier son comportement sur
des automates non de´terministes ale´atoires. Cela pre´sente un proble`me majeur car
il n’y a pas de  bon  mode`le connue. Une e´tude expe´rimentale a e´te´ faite par Ta-
bakov et Vardi [TV05] : ils ont e´tudie´s une distribution de type Erdo˝s-Re´nyi [ER59]
sur les automates non de´terministes, en comparant l’efficacite´ de l’algorithme de
Brzozowski a` l’algorithme consistant a` d’abord de´terminiser puis a` appliquer l’al-
gorithme de minimisation d’Hopcroft.
D’apre`s leurs re´sultats expe´rimentaux il semblerait que les deux algorithmes
sont compe´titifs, et qu’il vaut mieux utiliser l’algorithme de Brzozowski de`s qu’il y
a plus de 1, 5 · n transitions et l’autre algorithme sinon.
Il serait tre`s inte´ressant mais probablement difficile de donner une explication
rigoureuse de ces observations.

Automates acycliques
Dans les deux chapitres suivants nous proposons deux me´thodes de ge´ne´ration
ale´atoire d’automates acycliques. Un automate acyclique est un automate dont le
graphe sous-jacent ne posse`de aucun cycle. L’ensemble des automates acycliques est
exactement l’ensemble des automates e´monde´s qui reconnaissent un nombre fini de
mots.
Ils sont donc notamment utilise´s en traitement automatique des langues : ils
permettent de repre´senter de fac¸on compacte un dictionnaire tout en permettant
un test d’appartenance line´aire en la longueur des mots cherche´s.
Notamment il peut eˆtre pertinent, dans ce contexte, de de´finir la taille d’un
ensemble de mot comme la taille de l’automate minimal acyclique qui reconnaˆıt cet
ensemble.
Ces applications naturelles ont suscite´es de nombreux travaux sur cette cate´gorie
d’automates [CCM09],[CCM10]. Le re´sultat le plus ce´le`bre est suˆrement l’algorithme
de minimisation de Dominique Revuz qui miniminise un automate acyclique en un
nombre line´aire d’ope´rations [Rev92].
D’un point de vue plus combinatoire, plusieurs travaux se sont inte´resse´s a`
l’e´nume´ration et a` la ge´ne´ration de ces automates.
Liskovets donne une formule d’inclusion-exclusion [Sta00] qui compte le nombre
d’automates acycliques [Lis06], malheureusement la somme alterne´e rend l’estima-
tion asymptotique difficile. Voici la formule ; α(n) compte le nombre d’automates
acycliques de taille n.
α(n) =
n−1∑
t=0
(
n
t
)
(−1)n−t−r(t+ 1)k(n−t)α(t). (2.1)
Une preuve de ce type de formule est donne´e page 89.
Michael Domaratzki a donc tente´ une autre approche pour encadrer ce nombre
— [Dom02],[DKS01] —.
Cependant, les formules qu’il propose e´galement mal adapte´es pour faire de
l’asymptotique, et ne sont meˆme pas tre`s pre´cises puisque les bornes supe´rieure et
infe´rieure diffe´rent d’un facteur exponentiel.
Concernant la ge´ne´ration, le seul re´sultat disponible a` notre connaissance est
duˆ a` Almeida, Moreira et Reis qui ont publie´s une manie`re de ge´ne´rer de manie`re
exhaustive tous les automates acycliques d’une taille donne´e — [AMR08] —.
Malheureusement le nombre d’automates croissant tre`s vite avec la taille n, on
peut difficilement de´passer n = 11 ou n = 12.
Nous avons donc cherche´ a` construire des ge´ne´rateurs ale´atoires d’automates
acycliques et d’automates acycliques minimaux. Il peuvent eˆtre utilise´s pour tester
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n s = 1, 2, 3, . . . s = 1 s = 2 s = 3 s = 4
0 1 0 0 0 0
1 1 1 0 0 0
2 7 6 1 0 0
3 142 96 45 1 0
4 5 941 3 048 2 640 252 1
5 428 856 163 560 218 100 45 920 1 275
6 47 885 899 13 412 160 24 870 960 8 938 440 658 200
7 7 685 040 448 1 568 700 000 3 792 703 320 2 032 357 320 282 742 950
Figure 2.9 – Le tableau de gauche e´nume`re le nombre total d’automates acycliques
en fonction du nombre d’e´tats. Les tableaux de droite donnent le nombre d’automates
acycliques en fonction du nombre d’e´tats et du nombre de sources. Le cardinal de l’alphabet
est 2.
empiriquement des performances d’algorithmes sur ces automates, mais e´galement
pour observer la forme typique d’un automate acyclique de grande taille et assister
de futures analyses the´oriques.
Proprie´te´s sur les automates acycliques
Un automate acyclique est de´fini comme un automate de´terministe — non com-
plet — dont le graphe sous-jacent est acyclique.
Lemme 13 Soit A un automate acyclique de taille n. Soit un chemin ..., e−1, t−1,
e0, t1, e1, ... de A. Alors la longueur de ce chemin est finie et passe au plus par n
e´tats et tous ces e´tats sont deux a` deux diffe´rents.
Cela implique que tout chemin d’un automate acyclique emprunte au plus n−1
transitions et ces transitions sont toutes diffe´rentes deux a` deux.
Preuve : Soient deux e´tats ei et ej du chemin, i, j ∈ N, i < j. Par l’absurde,
si ei = ej alors le chemin ei, ti+1, ..., tj , ej forme un cycle ce qui est impossible car
l’automate est acyclique. Donc tous les e´tats du chemin sont diffe´rents. Comme
l’automate posse`de n e´tats, le chemin posse`de au plus n e´tats, donc il emprunte
n− 1 transitions. 
Chapitre 3
Ge´ne´rateur ale´atoire par chaˆıne
de Markov
Dans ce chapitre nous pre´sentons un algorithme de ge´ne´ration ale´atoire d’au-
tomates acycliques accessibles et de´terministes avec une distribution uniforme de
la structure de transition. Cet algorithme utilise des re´sultats sur les chaˆınes de
Markov — appele´es aussi processus Markoviens — et sur leurs distributions limite.
Guy Melanc¸on, Isabelle Dutour, et Mireille Bousquet-Me´lou ont utilise´ ce type
de me´thode, pour tirer uniforme´ment des graphes acycliques [MDBM01], et Guy
Melanc¸on et Fabrice Philippe [MDBM01] l’ont utilise´ pour tirer des graphes acy-
cliques connexes. La diffe´rence avec notre travail est essentiellement que nous tirons
des graphes avec un nombre d’arcs sortants majore´s par le cardinal de l’alphabet.
On commence par pre´senter une premie`re variante de l’algorithme ou` les e´tats
terminaux ne sont pas pris en compte et puis une seconde version ou` les automates
ge´ne´re´s sont minimaux. Ces travaux ont e´te´ faits avec la collaboration de Vincent
Carnino et ont e´te´ publie´s dans les actes de la confe´rence CIAA de 2011 [CF11]
et dans le jounal TCS — Theoretical Computer Science — pour les automates
acycliques minimaux [CF12].
3.1 Algorithme
Dans tout ce chapitre nous conside´rons uniquement les automates de´terministes
acycliques et accessibles. Afin de faire court nous les de´signerons par le terme rac-
courci d’ automate acyclique .
Notre algorithme consiste a` effectuer une suite de de´formations ale´atoires sur
un automate de ce type en pre´servant ces trois proprie´te´s.
A` la suite de chaque de´formation l’automate se transforme ale´atoirement en un
autre automate  proche . Ce processus se mode`lise par une chaˆıne de Markov.
L’algorithme de ge´ne´ration ale´atoire prend deux parame`tres qui sont : n le
nombres d’e´tats de l’automate a` produire et T le nombre de de modifications
ale´atoires a` effectuer sur l’automate.
Voici une description sommaire de l’algorithme :
1. On part d’un certain automate a` n e´tats qui est de´terministe accessible et
acyclique. Toujours le meˆme.
2. On effectue une suite de T modifications des transitions de l’automate. Ces
modifications sont choisies ale´atoirement et peuvent eˆtre :
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— la suppression d’une transition,
— l’ajout d’une transition,
— la redirection d’une transition,
— on ne change rien.
Apre`s chacune de ces modifications, l’automate reste accessible, de´terministe
et acyclique.
3. On renvoie l’automate apre`s avoir effectue´ ces T modifications ale´atoires.
La distribution des automates renvoye´s par l’algorithme suit un mode`le de chaˆıne
de Markov — ou processus de Markov —. Une description plus pre´cise de l’algo-
rithme est propose´e a` la fin de cette section. Ce qui suit de´crit ce qu’est un mode`le
de chaˆıne de Markov et rappelle quelques re´sultats utiles sur ces mode`les.
Pour plus de pre´cisions sur les chaˆınes de Markov le lecteur pourra se re´fe´rer
a` [LPW06] ou a` [Fel68].
3.1.1 Chaˆıne de Markov
Une chaˆıne de Markov — ou processus de Markov — est un mode`le probabiliste
associe´ a` un espace discret et a` un temps discret. Dans ce mode`le, a` chaque instant,
la distribution de probabilite´ sur l’espace de´pend uniquement de la distribution a`
l’instant pre´ce´dent.
En ve´rite´ la de´finition d’une chaˆıne de Markov est plus ge´ne´rale, mais nous ne
verrons ici que ce type de chaˆıne que l’on appelle chaˆıne de Markov homoge`ne.
De´finition 3 Une chaˆıne de Markov dans un espace Ω est un 3-uplet (Ω, p, I) ou`
Ω est un ensemble fini, p une fonction de Ω × Ω −→ [0, 1] et I une fonction de Ω
dans [0, 1]. De plus les fonctions I et p ve´rifient les deux proprie´te´s suivantes.
(i) ∀i ∈ Ω, ∑j∈Ω p(i, j) = 1,
(ii)
∑
a∈Ω I(a) = 1.
Les e´le´ments de Ω sont ge´ne´ralement appele´s les e´tats de la chaˆıne de Markov,
mais afin de ne pas confondre les e´tats de la chaˆıne et les e´tats d’un automate, nous
disons que Ω est l’ensemble des places de la chaˆıne de Markov.
La fonction I est appele´e la distribution initiale. Les valeurs p(i, j) sont les
probabilite´s de transitions, dans la suite nous noterons pi,j plutoˆt que p(i, j). Nous
avons pre´cise´ que l’ensemble espace Ω est fini, ce qui n’est pas toujours le cas des
chaˆınes de Markov. Cependant nous n’e´tudions ici que des cas finis.
Une chaˆıne de Markov peut eˆtre vue comme un graphe oriente´ e´tiquete´, dont les
sommets sont les places et ou` les e´tiquettes des arcs sont les valeurs des probabilite´s
des transitions. L’e´tiquette allant de la place i a` la place j est donne´e par la valeur
de pi,j . Lorsque cette valeur est nulle, l’arc associe´ n’est pas dessine´.
Intuitivement, l’e´tiquette sur un arc allant d’une place j a` une place i repre´sente
la probabilite´ pour qu’e´tant sur la place j a` un instant donne´ u, on ait  saute´  sur
la place i entre l’instant u et l’instant u+1. Remarquons que rien n’interdit a` priori
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Figure 3.1 – Une chaˆıne de Markov a` cinq places et sa repre´sentation sous la forme d’un
graphe oriente´.
que i = j. Et comme l’ensemble des places possibles est Ω tout entier, la somme des
e´tiquettes des arcs qui sortent d’une place est toujours e´gale a` 1, ce qui est pre´cise´
par la proprie´te´ (i) de la de´finition d’une chaˆıne de Markov.
L’e´tude d’une chaˆıne de Markov consiste principalement a` connaˆıtre la proba-
bilite´ d’eˆtre a` tel ou tel place de la chaˆıne a` un instant donne´ ou lorsque le temps
tend vers l’infini. Comme le temps est discret et infini nous l’associons aux entiers
naturels. L’instant initial est l’instant 0, les instants suivants sont les instants 1,
puis 2 etc ...
La probabilite´ d’eˆtre a` la place i d’une chaˆıne de Markov a` l’instant 0 est donne´e
par la valeur I(i). Comme Ω repre´sente l’espace tout entier alors la somme des
valeurs que prend I(i) lorsque i parcours Ω est e´gale a` 1, ce que pre´cise la proprie´te´
(ii) de la de´finition.
Soit (Xu)u∈N la suite des distributions successives de la chaˆıne aux instants
t ∈ N. Chaque distribution Xu est une fonction de Ω dans [0, 1] et Xu(i) exprime
la probabilite´ d’eˆtre a` la place i a` l’instant u.
On a e´videmment X0 = I et, a` tout instant u, la somme des Xu(i) lorsque i
parcourt Ω est e´gale a` 1. Pour connaˆıtre la probabilite´ d’eˆtre a` la place j a` l’instant
u + 1 il suffit de connaˆıtre la distribution Xu et la probabilite´ de  sauter  sur
la place j lorsqu’on est sur la place i pour tout i. Cette probabilite´ est donne´e par
pi,j .
La relation entre Xu et Xu+1 est donc
∀i ∈ Ω, Xu+1(j) =
∑
i∈Ω
Xu(i)pi,j .
On remarque que la fonction Xu+1 de´pend entie`rement de Xu et des valeurs de
pi,j lorsque i et j parcourent Ω.
L’espace Ω est fini, soit ω son cardinal. On associe Ω a` l’ensemble [ω] des entiers
naturels, et on fait correspondre les distributions Xu a` des vecteurs de taille ω. On
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donne a` une chaˆıne de Markov l’interpre´tation alge´brique suivante. Une chaˆıne de
Markov est une suite de vecteurs colonnes (Xu)u∈N dont les termes sont relie´s par la
relation de re´currence Xu+1 =
tPXu ou`
tP est la transpose´e de la matrice P et ou`
P est une matrice de taille ω et dont les coefficients sont les pi,j , le premier indice
donnant la ligne et le second la colonne. Le terme initial de cette suite est I = X0.
Ainsi, certaines proprie´te´s alge´briques de la matrice P et du vecteur I se traduise
par des proprie´te´s sur la chaˆıne de Markov.
On remarque que pour toute paire d’entiers `, u on a (tP )`Xu = Xu+` et que
P ` ve´rifie la proprie´te´ d’une matrice d’une chaˆıne de Markov et correspond a` une
transformation de la distribution au bout de ` instants.
Nous allons maintenant spe´cifier quelles sont les conditions suffisantes pour que
la suite de distributions d’une chaˆıne de Markov — Xu dans l’exemple — tende
vers la distribution uniforme. Voici pour commencer quelques de´finitions :
De´finition 4 On dit qu’une chaˆıne de Markov est irre´ductible si pour tout couple
de places i,j il existe un entier ` tel que le coefficient i, j de la matrice P ` soit non
nul.
Cela signifie que e´tant sur n’importe quelle place i de la chaˆıne on peut atteindre
n’importe quel autre place j de la chaˆıne au bout d’un temps arbitrairement grand.
Sur le graphe de la chaˆıne, cela se traduit par le fait que le graphe est fortement
connexe. Cette proprie´te´ ne concerne que la fonction p — ou la matrice P — et ne
de´pend pas de I.
De´finition 5 Le diame`tre d’une chaˆıne de Markov irre´ductible est le diame`tre du
graphe sous-jacent.
Le diame`tre de la chaˆıne est le maximum du plus petit nombre d’arcs qu’il faut
emprunter pour aller de n’importe quelle place a` n’importe quelle autre place.
Aller d’une place a` une autre dans la chaˆıne peut eˆtre re´alise´ en un nombre
d’e´tapes infe´rieur ou e´gal au diame`tre.
De´finition 6 On dit qu’une place i d’une chaˆıne de Markov est ape´riodique si sur
le graphe le pgcd des longueurs des cycles passant par i est 1.
Dit d’une autre fac¸on, i est ape´riodique si a` partir d’un certain temps t0 la
probabilite´ de retomber sur i en partant initialement de i est non nulle pour tout
instant plus grand que t0.
Comme, sur la matrice P `, un coefficient pi,j non nul correspond a` un chemin
de longueur ` allant de i vers j, alors cela signifie que le pgcd des e´le´ments de
l’ensemble Ei est 1. Ou` l’ensemble Ei est de´fini par
Ei = {` ∈ N/le i-e`me terme de la diagonale de P ` est non nul}.
On remarque que si une chaˆıne est irre´ductible et posse`de une place ape´riodique
alors toutes les places sont ape´riodiques.
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De´finition 7 On dit qu’une chaˆıne de Markov est une chaˆıne ape´riodique. Si toutes
ses places sont ape´riodiques.
De´finition 8 On dit qu’une chaˆıne de Markov est ergodique si elle est ape´riodique
et irreductible.
De´finition 9 Soient deux distributions X1 et X2 alors on de´finit leur distance l’une
a` l’autre par la formule ||X1 −X2|| = 12
∑
a∈Ω |X1(a)−X2(a)|.
La de´finition de cette distance est issue d’une norme d’espace vectoriel re´el.
De´finition 10 Soit S une distribution de Ω et soit I la distribution initiale de la
chaˆıne. Si ||(tP )`I −S|| tend vers 0 lorsque ` tend vers l’infini on dit que la chaˆıne
tend vers la distribution S. Dans ce cas, il existe deux re´els C et α, α < 1 tels que
||(tP )`I − S|| ≤ Cα`.
On dit que la convergence est exponentielle.
De´finition 11 Une distribution X d’une chaˆıne de Markov est dite stationnaire si
tPX = X.
The´ore`me 5 Une chaˆıne de Markov ergodique posse`de une et une seule distribu-
tion stationnaire. De plus pour n’importe quelle distribution initiale I, la chaˆıne
tend vers cette distribution stationnaire.
De´finition 12 Si une chaˆıne de Markov est ergodique et si I est sa distribution
initiale et S sa distribution stationnaire, on de´finit le temps de me´lange d’une
chaˆıne de Markov comme la plus petite valeur d0 telle que ||(tP )d0I − S|| ≤ 14 .
Le temps de me´lange est une mesure de la vitesse de convergence. En particulier
on a ||(tP )`d0I − S|| ≤ 2−`. Le temps de me´lange est en re`gle ge´ne´ral difficile a`
calculer.
Il existe de nombreuse me´thodes permettant d’approcher le temps de me´lange
d’une chaˆıne de Markov. Certaines sont tre`s ge´ne´rales et d’autres sont plus spe´cifiques.
Le lecteur peut trouver dans [LPW06] une pre´sentation de ces me´thodes.
The´ore`me 6 Si la matrice P est syme´trique. C’est a` dire si pour tout couple de
places i, j on a pi,j = pj,i alors la distribution uniforme est une distribution station-
naire.
Lorsque la matrice P est syme´trique on dit aussi que la chaˆıne de Markov est
syme´trique.
Preuve : Soit U le vecteur de taille ω repre´sentant la distribution uniforme sur
Ω. Les coefficients de U sont tous e´gaux a` 1ω . Soient i une place de la chaˆıne et ri
son coefficient associe´ sur le vecteur tPU . Calculons ri
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Figure 3.2 – Un dessin de R5
ri =
∑
j∈Ω
1
ωpj,i,
= 1ω
∑
j∈Ω pi,j car la matrice est syme´trique.
Or par de´finition de la matrice P d’une chaˆıne de Markov,
∑
j∈Ω pi,j = 1. Pour
toute place i, ri =
1
ω , donc PU = U , donc U , la distribution uniforme, est une
distribution stationnaire. 
3.1.2 Algorithme
Nous allons maintenant de´crire l’algorithme plus en de´tail.
Une modification sur l’automate est effectue´e en fonction d’un triplet (p, x, q)
tire´ uniforme´ment dans l’ensemble Q × A × Q. Ce triplet repre´sente la transition
allant de l’e´tat p vers l’e´tat q et e´tiquete´e par la lettre x. On note cette transition
p
x−→ q. Si la transition existe alors on la supprime de l’automate. Si l’e´tat p posse`de
une transition e´tiquete´e par x mais qui n’est pas dirige´e vers q alors on la redirige
vers q. Si l’e´tat p ne posse`de pas de transition e´tiquete´e par x alors on ajoute a`
l’automate la transition p
x−→ q.
On remarque tout de suite que ces ope´rations pre´servent la proprie´te´ de de´ter-
minisme de l’automate.
Apre`s une modification si l’automate reste un automate acyclique — et ac-
cessible — on le conserve sinon on annule la modification et on ne change pas
l’automate lors de cette e´tape.
Au de´but, l’algorithme part toujours d’un meˆme automate que l’on note Rn.
C’est un automate acyclique de taille n, dont chaque e´tat de 1 a` n− 1 posse`de une
et une seule transition sortante. Toutes ses transitions ne sont e´tiquete´es que par
la lettre a. Son e´tat initial est e´tiquete´ par la lettre 1. Son chemin le plus long en
partant de 1 est de longueur n− 1 — exemple figure 3.2 —.
Pour deux e´tats p, q et une lettre x, on note A 	 p x−→ q l’automate A auquel
on a enleve´ la transition p
x−→ q et A ⊕ q x−→ p l’automate A auquel on a ajoute´ la
transition q
x−→ p.
La fonction EstUnAutomateAcyclique ve´rifie si un automate est un automate
acyclique, selon la de´finition que nous avons donne´e, c’est a` dire si il est de´terministe,
accessible, et acyclique.
La ligne 10 correspond a` l’ajout d’une transition, la ligne 12 a` la suppression
d’une transition et la ligne 15 a` la redirection d’une transition.
L’automate ale´atoire renvoye´ au bout de T e´tapes est un automate de taille n
acyclique de´terministe accessible.
A` chaque ite´ration de l’algorithme, l’automate courant ne diffe`re du pre´ce´dent
que d’au plus une transition. On peut utiliser cette particularite´ pour rendre l’al-
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Figure 3.3 – Voici une partie de la chaˆıne de Markov pour n = 3. Les places de la
chaˆıne sont des automates a` trois e´tats. Ici sont repre´sente´es quatre places, et les transitions
associe´es aux triplets tire´s.
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input(n : la taille de l’automate a` produire ; T : le nombre de tours de boucle
dans l’algorithme)
output(A : un automate de taille n)
local(Rn : l’automate ligne ; p, q : des e´tats ; a : une lettre)
A ←− Rn
for i allant de 1 a` T do
p←− TirerUniformement(Q)
a←− TirerUniformement(A)
q ←− TirerUniformement(Q)
if δ(p, a) n’est pas de´fini then
if EstUnAutomateAcyclique(A⊕ p a−→ q) then A ←− A⊕ p a−→ q
else if δ(p, a) = q then
if EstUnAutomateAcyclique(A	 p a−→ q) then A ←− A	 p a−→ q
else
r ←− δ(p, a)
if EstUnAutomateAcyclique(A	 p a−→ r)⊕ p a−→ q) then
A ←− (A	 p a−→ r)⊕ p a−→ q
gorithme plus efficace en complexite´.
Tout d’abord l’ajout, le retrait ou` la redirection des transitions est faite de fac¸on
a` conserver la proprie´te´ de´terministe de l’automate. Il n’est donc jamais ne´cessaire
de ve´rifier que l’automate A reste de´terministe.
Lorsqu’une transition est retire´e nous obtenons un sous-automate du pre´ce´dent,
nous sommes donc certain que l’automate demeure acyclique puisqu’il l’e´tait de´ja`
avant. Lorsqu’on lui ajoute une transition, l’automate reste e´videmment accessible.
De plus, nous avons la proprie´te´ suivante.
Lemme 14 Si un automate de´terministe est acyclique, alors il est accessible si et
seulement si tous les e´tats, excepte´ l’e´tat initial, posse`de au moins une transition
entrante.
Preuve : Supposons que l’automate soit accessible, alors pour tout e´tat p il
existe un chemin allant de l’e´tat initial, appelons-le 1, a` p. La dernie`re transition
qu’emprunte ce chemin est une transition qui aboutie sur l’e´tat p. L’e´tat p posse`de
donc au moins une transition entrante. Supposons maintenant que tout e´tat autre
que 1 posse`de une transition entrante et montrons que l’automate est accessible.
Conside´rons un chemin, le plus long possible, aboutissant sur p. Parce que l’auto-
mate est acyclique ce plus long chemin est de longueur finie et les e´tats qu’il traverse
sont tous diffe´rents. Le point de de´part du chemin est un e´tat qui n’a aucune tran-
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sition entrante, par l’absurde, s’il en avait une alors le chemin ne serait pas le plus
long. Cet e´tat, point de de´part du chemin, est ne´cessairement 1 qui est le seul e´tat
sans transition entrante. 
En prenant en compte ces proprie´te´s nous pouvons produire un algorithme sem-
blable au pre´ce´dent mais qui est plus efficace en complexite´.
Algorithm 1: Algorithme optimise´
input(n : la taille de l’automate a` produire ; T : le nombre de tours de boucle
dans l’algorithme)
output(A : un automate de taille n)
local(Rn : l’automate ligne de taille n ; U : un tableau de n nombres entiers ;
p, q : des e´tats ; a : une lettre)
A ←− Rn
for i allant de 2 a` n do Ui = 1
U1 ←− 0
for i allant de 1 a` T do
p←− Uniforme(Q) ; a←− Uniforme(A) ; q ←− Uniforme(Q)
if δ(p, a) n’est pas de´fini then
if EstAcyclique(A⊕ p a−→ q) then
A ←− A⊕ p a−→ q
Uq ←− Uq + 1
else if δ(p, a) = q and Uq > 1 then
A ←− A	 p a−→ q
Uq ←− Uq − 1
else
r ←− δ(p, a)
if Ur > 1 then
A ←− A	 p a−→ r
if EstAcyclique(A⊕ p a−→ q) then
A ←− A⊕ p a−→ q
Uq ←− Uq + 1
Ur ←− Ur − 1
else
A ←− A⊕ p a−→ r
return A
La proce´dure EstAcyclique ve´rifie si le graphe sous-jacent de l’automate est
acyclique. Elle peut, par exemple, utiliser l’algorithme classique de parcours de
graphe en profondeur qui posse`de une complexite´ en O(n).
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The´ore`me 7 L’algorithme produit un automate acyclique et posse`de une com-
plexite´ de O(nT ) ope´rations e´le´mentaires. La chaˆıne de Markov associe´e a` l’algo-
rithme tend vers la distribution uniforme lorsque le parame`tre T tend vers l’infini.
La chaˆıne de Markov posse`de un diame`tre en O(n).
On rappelle que dans notre de´finition d’automates de´terministes l’e´tat initial
est toujours 1.
Bien que l’algorithme ne semble travailler que sur les automates e´tiquete´s,
comme il s’agit d’automates accessibles de´terministes, il est aussi uniforme sur les
automates non e´tiquete´s en vertu du lemme 1 et de la remarque qui le suit.
3.2 Preuves
Cette section montre que la chaˆıne de Markov associe´e a` l’algorithme tend vers la
distribution uniforme. Pour cela on montre que la chaˆıne est irre´ductible, ergodique
et syme´trique.
Preuve (de la complexite´) : En utilisant une structure de donne´es adapte´e
pour repre´senter l’automate on peut ajouter, rediriger ou supprimer une transition
en O(1) ope´rations. Il existe des algorithmes qui permettent de tester l’acyclicite´
d’un automate en O(n) ope´rations et qui sont adaptables a` la structure de donne´es
utilise´e. Chaque acce`s aux cases du tableau U se fait en O(1) ope´rations. Tirer uni-
forme´ment une transition p
a−→ q prend O(1) ope´rations. Donc chaque modification
locale peut prendre au plus O(n+1+1+1) = O(n) ope´rations et comme le nombre
de modifications est T alors la complexite´ totale de l’algorithme est O(Tn). 
Lemme 15 La chaˆıne de Markov associe´e a` l’algorithme est syme´trique.
Pour cela nous allons montrer que pour tout couple d’automates A, B, s’il existe
un arc allant de A vers B alors il existe un arc retour allant de B vers A ayant une
meˆme probabilite´.
Preuve : Regardons un arc de la chaˆıne de Markov allant d’un automate A a` un
automate diffe´rent B. Il y a trois cas possibles, soit on enle`ve a` A une transition
p
a−→ q pour obtenir B c’est a` dire que B = A 	 p a−→ q soit on ajoute a` A une
transition p
a−→ q, c’est a` dire B = A⊕ p a−→ q, soit on redirige une transition p a−→ r
vers un e´tat q, B = (A 	 p a−→ r) ⊕ p a−→ q. Dans le premier cas si B = A 	 p a−→ q
alors A = B ⊕ p a−→ q ce qui veut dire qu’il existe un arc de la chaˆıne de B vers A.
Le second cas est le syme´trique du premier. Le troisie`me cas, qui correspond a` une
redirection, ve´rifie B 	 p a−→ q = A	 p a−→ r, et donc (B 	 p a−→ q)⊕ p a−→ r = A et a`
partir de l’automate B on obtient l’automate A en redirigeant la transition p a−→ q
vers l’e´tat r. Nous avons montre´ que pour tout arc allant d’un automate A a` un
automate B— e´tiquete´ par une probabilite´ non nulle donc — il existe un arc oppose´
qui va de l’automate B vers l’automate A. Il faut maintenant montrer que ces deux
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arcs ont une meˆme probabilite´. Chaque paire d’arcs partant d’un meˆme automate
me`ne a` deux automates diffe´rents. Le choix de la modification — qui est lie´ au choix
du triplet (p, a, q) — suit une distribution uniforme, en conse´quence les arcs de la
chaˆıne de Markov reliant deux automates diffe´rents ont tous une probabilite´ e´gale
a` 1
kn2
donc, en particulier, deux arcs oppose´s ont une meˆme probabilite´. La chaˆıne
de Markov est donc syme´trique. 
Lemme 16 La chaˆıne de Markov est ape´riodique.
Preuve : Soit A un automate acyclique quelconque de taille n. La probabilite´ de
tirer la transition 1
a−→ 1 est non nulle et e´gale a` 1
kn2
. Or comme le fait de tirer une
telle transition conduit l’algorithme a` ne pas modifier l’automate, la probabilite´ de
rester sur place est non nulle. Il existe donc, dans la chaˆıne de Markov, un cycle de
longueur 1 qui passe par l’automate A. Ainsi, pour tout automate A, le pgcd de tous
les cycles passant par A est e´gal a` 1. Donc la chaˆıne de Markov est ape´riodique. 
Lemme 17 La chaˆıne de Markov associe´e a` l’algorithme est irre´ductible
Preuve : Pour montrer que la chaˆıne de Markov est irre´ductible il faut montrer
que pour tout couple d’automates, il y a une probabilite´ non nulle d’atteindre l’un
en partant de l’autre au bout d’un certain temps, c’est a` dire qu’il existe un chemin
allant de l’un a` l’autre et qui emprunte des arcs tous e´tiquete´s par une probabilite´
non nulle. Pour cela nous allons montrer que pour tout automate A de taille n il
existe un chemin dans la chaˆıne allant de A a` l’automate ligne Rn. Comme la chaˆıne
de Markov est syme´trique — voir lemme 15 — cela implique qu’il existe e´galement
un chemin allant de Rn vers A. Ainsi pour tout couple d’automates acycliques A,
B il existe un chemin allant de A vers Rn et il existe un chemin allant de Rn vers
B, donc il existe un chemin allant de A vers B.
Dans notre cas, pour montrer qu’il existe un chemin allant d’un automate A a`
l’automate ligne, il faut montrer que l’on peut appliquer a` A une suite de trans-
formations pour aboutir a` l’automate Rn. Ces transformations doivent eˆtre celles
de l’algorithme, c’est a` dire soit l’ajout, soit le retrait, soit la redirection d’une
transition. Il faut aussi que, apre`s chaque transformation, l’automate demeure un
automate acyclique.
Donc soit A un automate acyclique, on conside`re le plus long chemin partant
de l’e´tat initial et uniquement compose´ de transitions e´tiquete´es par la lettre b. On
appelle ce chemin C. Ensuite on supprime toutes les transitions aboutissant sur les
e´tats du chemin C excepte´es celles que C emprunte. L’ordre de ces suppressions n’a
pas d’importance. Les automates obtenus par cette suite de transformations sont
tous des sous-automates de A, ils sont donc tous acycliques et de´terministes.
Appelons B l’automate obtenu a` la fin de cette premie`re suite de transforma-
tions. Si nous montrons que B est accessible, comme B est un sous-automate de
chacun des automates obtenus pour aller de A a` B, alors cela prouvera que tous ces
automates sont aussi des automates accessibles.
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Soit p un e´tat quelconque de l’automate B, comme il est accessible dans l’auto-
mate de de´part A, il y existe un chemin allant de l’e´tat initial vers p. Si ce chemin
n’emprunte aucune des transitions retire´es alors il est conserve´ dans B et l’e´tat p est
accessible dans B. Si ce chemin emprunte des transitions retire´es il passe force´ment
par un des e´tats de C. Soit r le dernier e´tat de C par lequel il passe. La partie du
chemin allant de r a` p existe dans B puisque qu’elle ne traverse aucun e´tat de C,
de plus r est accessible puisque c’est un e´tat du chemin C et que C part de l’e´tat
initial. Donc il existe un chemin allant de l’e´tat initial a` r et il existe un chemin
allant de r a` p. Donc l’e´tat p est accessible.
Maintenant il existe deux cas, dans le premier, le nombre d’e´tats du chemin C
dans l’automate B est n, dans le second ce nombre est infe´rieur a` n. Si nous sommes
dans le second cas, nous allons  faire grandir  C jusqu’a` eˆtre dans le premier cas.
Soit q le dernier e´tat du chemin C et soit s un e´tat quelconque qui ne soit
pas dans C, ajoutons a` B une transition qui part de q, qui aboutit a` s et qui est
e´tiquete´e par la lettre b. Nous obtenons un nouvel automate B′, B′ est e´videment
accessible montrons qu’il est de´terministe et acyclique. C a e´te´ choisi comme le
plus long chemin empruntant uniquement des transitions e´tiquete´es par la lettre b.
Ainsi q ne posse`de donc aucune transition sortante e´tiquete´e par b dans l’automate
A. Dans le cas contraire q ne serait pas le dernier e´tat de C. L’automate B est
un sous-automate de A donc q ne posse`de aucune transition e´tiquete´e par b dans
l’automate B. Donc en ajoutant une transition a` q on ne rompt pas la proprie´te´
de´terministe et donc B′ est de´terministe.
Montrons que B′ est acyclique par l’absurde. Si il existe un cycle dans B′, puisque
B ne posse`de aucun cycle, un cycle de B′ passe ne´cessairement par la transition
rajoute´e q
b−→ s. Il existe donc dans l’automate B un chemin allant de l’e´tat s a`
l’e´tat q. Comme q est un e´tat de C et que s n’est pas dans C il existe une transition
qui part d’un e´tat n’appartenant pas a` C pour aboutir a` un e´tat de C cette transition
n’appartient donc pas a` C si on se re´fe`re a` la fac¸on dont le chemin C est construit.
C’est impossible puisque dans l’automate B toutes les transitions qui aboutissent a`
un e´tat du chemin C appartiennent au chemin C. Donc l’hypothe`se d’un cycle dans
B′ ne tient pas, B′ est acyclique.
Dans l’automate B′, on a augmente´ la longueur du chemin C, le chemin par-
tant de l’e´tat initial et qui emprunte uniquement des transitions e´tiquete´es par
la lettre b est strictement plus grand que celui de l’automate A qui est un auto-
mate quelconque. De plus l’e´tiquette du dernier e´tat s de cette chaˆıne a e´te´ choisie
arbitrairement parmi les e´tats qui n’appartiennent pas a` C. Nous avons atteint
l’automate B′ en partant de A et en lui faisant subir des modifications locales, qui
correspondent a` des transitions de la chaˆıne de Markov. On recommence le proces-
sus pour atteindre un automate uniquement compose´ de transitions e´tiquete´es par
la lettre b.
Ensuite on recommence le proce´de´ mais cette fois ci en ajoutant uniquement
des transitions e´tiquete´es par la lettre a et en choisissant les sommets sur lesquelles
aboutissent ces transitions dans l’ordre de leurs e´tiquettes. L’automate obtenu apre`s
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Figure 3.4 – Exemple d’une suite d’automates par lesquels passe l’algorithme pour trans-
former un automate en l’automate R5
ces nouvelles modifications est l’automate ligne Rn. 
Cette preuve est une preuve constructive qui de´crit la suite des e´tats par lesquels
on peut passer pour relier n’importe quel automate a` l’automate Rn. En comptant
le double du nombre d’automates de cette suite, on obtient une borne supe´rieure
du diame`tre de la chaˆıne.
Lemme 18 Le diame`tre de la chaˆıne de Markov est en O(n).
Preuve : La premie`re e´tape de la preuve qui consiste a` produire le plus grand che-
min e´tiquete´ par la lettre b se fait en un nombre d’ope´rations borne´ supe´rieurement
par n(k + 1), car il faut retirer a` chaque e´tat au plus k transitions puis lui ajou-
ter une transition b. Ensuite la reconstruction en l’automate Rn ne´cessite 2(n− 1)
ope´rations puisque on retire n− 1 transitions b et on ajoute n− 1 transitions a. 
Preuve (du the´ore`me 7) : On a montre´ que la chaˆıne de Markov associe´e a`
l’algorithme est ape´riodique, syme´trique, et irre´ductible. Elle tend donc vers une
probabilite´ uniforme. 
3.3 Algorithme sur automates acycliques minimaux
L’algorithme pre´ce´dent ne prend pas en compte les e´tats terminaux des auto-
mates ge´ne´re´s. La suite de ce chapitre pre´sente une autre version de l’algorithme
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Figure 3.5 – Un dessin de D5
qui ge´ne`re ale´atoirement et uniforme´ment un automate acyclique minimal.
De´finition 13 On appelle automate acyclique minimal un automate qui est acy-
clique, de´terministe, accessible et minimal.
Le fonctionnement de l’algorithme est semblable a celui du pre´ce´dent, on effectue
T modifications locales, choisies ale´atoirement, sur un automate et qui conservent
un automate acyclique minimal.
L’automate de de´part est l’automate Dn qui est semblable a` l’automate Rn.
C’est un automate acyclique minimal en forme de ligne qui posse`de un seul e´tat
initial 1 et un seul e´tat terminal : l’e´tat n — voir figure 3.5 —.
1. On part d’un automate toujours le meˆme Dn.
2. On lui fait subir une suite de T modifications ale´atoires locales qui conservent
sa proprie´te´ d’automate acyclique minimal. Ces modifications peuvent eˆtre :
— la transformation d’un e´tat terminal en e´tat non terminal ou alors la
transformation inverse — transformer un e´tat non terminal en e´tat ter-
minale —,
— la redirection d’une transition qui existe de´ja`,
— la suppression d’une transition qui existe de´ja`,
— l’ajout d’une transition qui n’existait pas,
— on ne fait rien.
3. On renvoie l’automate obtenu au bout des T modifications.
On pre´sente en page 65 une description de´taille´e de l’algorithme. On utilise les
notations introduites lors de la description du premier algorithme dans la section
pre´ce´dente. On ajoute la notation A⊕ p¯, p ∈ [n], qui repre´sente l’automate A ou` on
a transforme´ l’e´tat p en e´tat terminal (respectivement non terminal) s’il e´tait non
terminal (respectivement terminal).
L’algorithme tire a` pile ou face s’il va modifier, soit la structure de transition
de l’automate, soit l’ensemble des e´tats terminaux. Ce dernier cas est simplement
effectue´ en ajoutant ou en retirant a` l’ensemble des e´tats terminaux un e´tat tire´
ale´atoirement. La modification de la structure de transition est effectue´e de fac¸on
similaire a` l’algorithme pre´ce´dent. On ajoute des proce´dures de ve´rification dans
les cas ou` l’automate est suceptible de n’eˆtre plus minimal, ni acyclique. Dans cette
situation-la` on annule la dernie`re modification jusqu’au prochain tour de boucle.
Le tableau V permet de compter le nombre de transitions sortant d’un e´tat. On
verra plus tard que pour qu’un automate acyclique soit minimal il ne doit posse´der
qu’un seul e´tat sans transition sortante et que cet e´tat doit eˆtre un e´tat terminal.
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Algorithm 2: Markov minimal
input(n : la taille de l’automate a` produire ; T : le nombre de tours de boucle
dans l’algorithme)
output(A : un automate de taille n)
local(U, V : deux tableaux n de nombres entiers ; Dn : l’ automate ligne)
A ←− Dn
for p allant de 2 a` n do Up = 1
for p allant de 1 a` n− 1 do Vp = 1
U1 ←− 0 ; Vn ←− 0
for i allant de 1 a` T do
b←− Uniforme({0, 1})
if b = 1 then
p←− Uniforme(Q) ; a←− Uniforme(A) ; q ←− Uniforme(Q)
if δ(p, a) n’est pas de´fini then
if EstAcyclique(A⊕ p a−→ q) and EstMinimal(A⊕ p a−→ q) then
A ←− A⊕ p a−→ q
Uq ←− Uq + 1
Vp ←− Vp + 1
else if δ(p, a) = q and Uq > 1 and Vp > 1 and
EstMinimal(A	 p a−→ q) then
A ←− A	 p a−→ q
Uq ←− Uq − 1
Vp ←− Vp − 1
else
r ←− δ(p, a)
if Ur > 1 then
A ←− A	 p a−→ r
if EstAcyclique(A⊕ p a−→ q) and EstMinimal(A⊕ p a−→ q)
then
A ←− A⊕ p a−→ q
Uq ←− Uq + 1
Ur ←− Ur − 1
else
A ←− A⊕ p a−→ r
else
p←− Uniforme([n])
if EstMinimal(A⊕ p¯) then
A ←− A⊕ p¯
return A
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Pour ve´rifier qu’un automate est minimal — fonction EstMinimal — on peut
utiliser l’algorithme de Dominique Revuz [Rev92] qui s’applique aux automates
acycliques et qui posse`de une complexite´ line´aire.
The´ore`me 8 La complexite´ de cet algorithme est O(nT ). La chaˆıne de Markov
associe´e a l’algorithme tend vers la distribution uniforme. Le diame`tre de la chaˆıne
de Markov est en O(n).
3.4 Preuves
Avant montrer le the´ore`me nous allons pre´senter et de´montrer quelques pro-
prie´te´s utiles sur les automates acycliques minimaux.
On introduit une classe d’automates de´terministes acycliques : les automates en
hamac.
De´finition 14 Soit A un automate. On dira que A est un automate en hamac si
— Il est de´terministe et acyclique.
— Pour tout e´tat i de A, il existe un chemin allant de 1 a` n passant par i.
Lemme 19 Soit A un automate acyclique — selon notre de´finition c’est a` dire
acyclique de´terministe et accessible —. Alors A est un automate en hamac si et
seulement si pour chaque e´tat i, i 6= n, i posse`de au moins une transition sortante.
Preuve : Soit un e´tat i, comme A est accessible il existe un chemin allant de 1
a` i. Soit C un des plus long chemin passant par i. Ce chemin est de longueur finie.
Soit t l’e´tat d’arrive´ du chemin. Montrons que t = n par l’absurde, si t 6= n alors il
existe au moins une transition sortant de t. Soit q l’e´tat vers lequel est dirige´e cette
transition. Si on ajoute l’e´tat q a` la fin du chemin C on obtient un chemin plus
long. Impossible par hypothe`se sur C, donc l’hypothe`se t 6= n ne tient pas. Donc il
existe un chemin allant de i a` n. L’autre sens est facile. 
De´finition 15 Soit A un automate sans cycle. Soit un e´tat p et soit C un des plus
long chemin partant de p. La longueur de C est appele´e le rang de i dans A.
Dans un automate en hamac le rang d’un e´tat p est la longueur de l’un des plus
long chemin partant de p et atteignant n. Un automate acyclique est en hamac si
et seulement si n est le seul e´tat de rang 0. Si l’automate est e´monde´ alors le rang
d’un e´tat est le maximum des longueurs des mots reconnaissables par cet e´tat. On
note rang(i) le rang d’un e´tat i. On peut voir, sur la figure 3.6, un exemple des
rangs des e´tats d’un automate.
De´finition 16 Soient A = (Q,A, δ, F ) un automate de´terministe, et deux e´tats p et
q. On dit que p et q sont directement e´quivalents si ils ve´rifient les deux proprie´te´s
suivantes :
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Figure 3.6 – Dessin d’un automate acyclique ou` les e´tats posse´dant un meˆme rang sont
relie´s par un trait en pointille´s.
— p est un e´tat terminal si et seulement si q est un e´tat terminal,
— Aq = Ap et pour toute lettre x, x ∈ Aq on a δ(p, x) = δ(q, x).
Dans n’importe quel automate, deux e´tats directement e´quivalents sont e´quiva-
lents. Nous allons voir que la re´ciproque est vrai lorsque l’automate est en hamac.
De´finition 17 Soient p et q deux e´tats d’un automate acyclique. S’il existe un
chemin allant de p a` q on dit que p est un anceˆtre de q.
Le lemme suivant e´nume`re quelques proprie´te´s que l’on utilisera dans la suite.
Ces proprie´te´s, assez e´videntes, ne sont pas de´montre´es dans ce manuscrit.
Lemme 20 Soit A un automate acyclique — et de´terministe et accessible — et p
et q deux e´tats de A, on a les proprie´te´s suivantes.
i) Si p est un anceˆtre de q et p 6= q alors rang(q) < rang(p).
ii) Si p est un e´tat de rang k alors pour tous k entre 0 et k il existe un e´tat de
rang i dans A.
iii) Si A est e´monde´ et si p et q sont e´quivalents alors rang(p) = rang(q).
iv) Si le seul e´tat de rang 0 — sans transition — est n alors l’automate A est
un automate en hamac.
Lemme 21 Soit un automate A tel que l’e´tat n ne posse`de pas de transition sor-
tante, les deux propositions suivantes sont e´quivalentes :
— A est un automate acyclique minimal,
— A est un automate en hamac, il ne posse`de pas deux e´tats directement e´qui-
valents et l’e´tat n est un e´tat terminal.
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Preuve : ⇒ Supposons que A soit un automate acyclique minimal. Soit q un
e´tat sans transition sortante. Montrons par l’absurde que q est force´ment terminal.
Supposons q non terminal, l’ensemble des mots reconnaissables par l’e´tat q est vide.
L’automate A prive´ de l’e´tat q reconnaˆıt le meˆme langage que A, donc A n’est pas
minimal.
Donc q est terminal et comme n ne posse`de aucune transition sortante alors n
est aussi terminal. Le seul mot que reconnaˆıt q est le mot vide, de meˆme le seul mot
que reconnaˆıt n est le mot vide donc n et q sont e´quivalents et donc comme A est
minimal q = n. Donc le seul e´tat sans transition est n et il est terminal.
Comme A est accessible et que tout e´tat, excepte´ n, posse`de une transition
sortante alors A est un automate en hamac d’apre`s le lemme 19. Puisque A est
minimal il ne posse`de pas deux e´tats directement e´quivalents.
⇐ Supposons maintenant que A soit un automate en hamac, qu’il ne posse`de
pas deux e´tats directement e´quivalents et que son e´tat n soit terminal. D’apre`s la
de´finition d’un automate en hamac, A est de´terministe, il ne posse`de aucun cycle et
tous ses e´tats sont accessibles depuis l’e´tat initial. De plus pour tout e´tat i il existe
un chemin allant de i a` n qui est un e´tat terminal. L’automate A est donc e´monde´.
Montrons qu’il ne posse`de pas deux e´tats diffe´rents e´quivalents. Par l’absurde,
soient r, s deux e´tats diffe´rents et e´quivalents tel que le rang de r soit le plus petit
possible. Comme A est e´monde´ et que r et s sont e´quivalents alors rang(r) =
rang(s). De plus r est terminal si et seulement si s est terminal, Ar = As et
pour toute lettre x de Ar, δ(r, x) est e´quivalent a` δ(s, x). Mais comme ∀x, x ∈ Ap,
rang(δ(r, x)) = rang(δ(s, x)) < rang(r) et que par hypothe`se sur r il n’existe pas
d’e´tat de rang infe´rieur qui soit e´quivalent a` un autre e´tat alors on a ∀x, x ∈ Ap,
δ(r, x) = δ(s, x) c’est a` dire que s et r sont directement e´quivalents. Impossible sur
A donc r = s. 
Dore´navant nous conviendrons que le seul e´tat sans transition sortante d’un
automate acyclique minimal est n.
Preuve (Complexite´) : La modification d’une transition de l’automate ou la
modification qui consiste a` changer un e´tat terminal en e´tat non terminal ou le
contraire, se fait en un nombre d’ope´rations constant. Il existe des algorithmes
pour ve´rifier l’acyclicite´ d’un automate en O(n) ope´rations que l’on peut utiliser
pour la fonction EstAcyclique. L’automate e´tant acyclique, on peut ve´rifier que
l’automate est minimal en un nombre d’ope´rations line´aire en n graˆce a` l’algorithme
de Revuz [Rev92]. Donc chaque modification locale peut prendre au plus O(n)
ope´rations et comme le nombre de modifications est T alors la complexite´ totale de
l’algorithme est O(Tn). 
Lemme 22 La chaˆıne de Markov associe´e a` l’algorithme est ergodique.
Preuve : Il y a une probabilite´ non nulle pour qu’un automate acyclique minimal
ne soit pas modifie´ lors d’un tour de l’algorithme, par exemple, lorsque le tirage au
sort me`ne a` la construction d’un cycle dans l’automate. Cela signifie que dans la
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chaˆıne de Markov il existe un cycle de longueur 1 sur cet automate et donc que la
chaˆıne est ape´riodique.
Les modifications locales de l’algorithme, qui peuvent eˆtre la modification d’une
transition pre´cise ou la modification de l’ensemble des e´tats terminaux me`nent
chacune a` des automates diffe´rents. Chacune de ces modifications peut eˆtre annule´e
par une modification re´ciproque qui a la meˆme probabilite´ d’eˆtre exe´cute´e. La chaˆıne
de Markov est donc syme´trique.
La chaˆıne e´tant ape´riodique et acyclique, elle est ergodique. 
Lemme 23 La chaˆıne de Markov associe´e a` l’algorithme est irre´ductible.
La preuve proce`de en deux temps. D’abord on montre que a` partir de n’importe
quel automateA on peut atteindre un automate isomorphe a` l’automateDn. Ensuite
que l’on peut permuter des e´tats de l’automate tout en conservant la proprie´te´
d’automate acyclique minimal afin d’atteindre Dn. La syme´trie de la chaˆıne permet
de conclure.
Preuve : Nous allons montrer que a` partir de tout automate acyclique minimal
A nous pouvons atteindre l’automate Dn en utilisant uniquement des modifications
de´crites dans l’algorithme. Comme la chaˆıne de Markov est syme´trique cela veut
dire que de Dn nous pouvons atteindre n’importe quel autre automate acyclique
minimal. Donc que le graphe associe´ a` la chaˆıne de Markov est fortement connexe
et donc que la chaˆıne de Markov est irre´ductible.
Soit un automate acyclique minimal A. Posons t le rang de l’e´tat 1 qui est l’e´tat
initial. Il y a deux cas, dans le premier : t = n − 1, dans le second : t < n − 1. Si
t < n − 1 on utilise le lemme 24 pour atteindre un automate qui posse`de un e´tat
initial de rang e´gal a` n− 1.
Sans changer de notation supposons donc que l’e´tat initial de A posse`de un
rang e´gal a` n− 1. Comme l’automate est accessible alors chaque e´tat de l’automate
posse`de un rang compris entre 0 et n− 1. De plus comme il existe un e´tat de rang
n− 1 alors pour chaque rang compris entre 0 et n− 1 il existe un e´tat qui posse`de
ce rang. Donc tous les e´tats de A posse`dent des rangs diffe´rents.
Nous appelons e0, e1, ..., en−2, en−1 les e´tats de l’automate tel que rang(ei) = i.
Par exemple si A = Dn, on a ei = n− i.
Pour chaque e´tat ei, i > 0, il existe au moins une transition allant de l’e´tat ei
a` l’e´tat ei−1. Pour chaque valeur de rang possible i, i > 0, on redirige toutes les
transitions partant de l’e´tat ei vers l’e´tat ei−1 et on ajoute a` l’e´tat ei les transitions
non de´finies que l’on dirige vers l’e´tat ei−1.
On remarque que chaque transition ajoute´e ou redirige´e a e´te´ dirige´e vers un
e´tat de rang infe´rieur, en conse´quence l’automate reste acyclique, ainsi les rangs des
e´tats ne changent pas et sont tous diffe´rents donc l’automate reste minimal.
Comme les rangs des e´tats ne changent pas, le seul e´tat avec un rang e´gal a` 0
reste n. Comme pour tout e´tat ei, i < n − 1, ei posse`de au moins une transition
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entrante issue de l’e´tat ei+1 alors l’automate reste un automate accessible donc en
hamac.
Ensuite en partant de l’automate obtenu, on supprime toutes les transitions
non e´tiquete´es par la lettre a. Apre`s chacune de ces suppressions l’automate reste
e´videmment acyclique et de´terministe. Comme, apre`s chaque suppression, pour
chaque i > 0 il existe au moins une transition allant de l’e´tat ei vers l’e´tat ei−1
alors les rangs des e´tats sont conserve´s et tout e´tat, excepte´ en−1, posse`de une
transition entrante donc l’automate reste en hamac et minimal. Ensuite on modifie
l’automate de fac¸on a` rendre tous les e´tats non terminal, excepte´ l’e´tat n. C¸a ne
change pas les rangs des e´tats, l’automate reste un automate acyclique minimal.
L’automate obtenu, que l’on appelle de´sormais B, est un automate isomorphe a`
Dn. Nous allons maintenant  permuter  les rangs des e´tats de cet automate en
fonction leurs e´tiquettes de fac¸on a` atteindre l’automate Dn.
Pour cela nous allons montrer que pour tout couple d’entier i, k ,0 < i < i+k <
n − 1 il existe une suite de modifications sur l’automate qui produit un automate
isomorphe a` B mais qui modifie les rangs des e´tats selon la permutation cyclique
(i + k, i + k − 1, i + k − 2, .., i) tout en conservant a` chaque e´tape la proprie´te´
d’automate acyclique minimal. Un exemple de ces transformations est donne´ dans
la figure 3.7 qui inse`re l’e´tat 3 entre l’e´tat 2 et 5. Ces permutations cycliques en-
gendrent l’ensemble de toutes les permutations ayant pour support {1, . . . , n − 2}
ce qui permet d’ordonner les e´tats de fac¸on a` obtenir l’automate Dn. La suite de la
preuve de´crit cette suite d’ope´rations et montre que chacune pre´serve la proprie´te´
d’automate acyclique minimal.
On ajoute a` ei+k+1 une transition b dirige´e vers l’e´tat de rang infe´rieur ei+k.
L’automate reste acyclique, les rangs des e´tats sont conserve´s. On redirige la tran-
sition ei+k+1
a−→ ei+k vers ei. L’e´tat ei+k reste accessible par la transition ajoute´e
juste avant, les rangs des e´tats ne changent pas. On rend ei terminal. Les rangs
des e´tats ne changent pas. On redirige la transition ei+1
a−→ ei vers ei−1. L’e´tat ej
reste accessible par la transition redirige´e juste avant, l’automate reste acyclique,
de´terministe et en hamac. Les e´tats ei et ei+1 sont de meˆme rang et donc suscep-
tibles d’eˆtre directement e´quivalents ils ne le sont pas car ei est terminal et pas
ei+1. On redirige la transition ei
a−→ ei−1 vers ei+k. L’automate reste acyclique car
la seule transition arrivant sur l’e´tat ei provient de l’e´tat ei+k+1 qui posse`de un rang
plus grand que celui de ei+k. On rend l’e´tat ei non terminal. Les e´tats posse`dent
tous des rangs diffe´rents. On supprime la transition ei+k+1
b−→ ei+k. L’automate est
maintenant de nouveau isomorphe a` l’automate Dn, et on a permute´ les rangs des
e´tats selon la permutation cyclique (i+ k, i+ k − 1, i+ k − 2, .., i). 
Si on compte le nombre d’ope´rations que de´crit la preuve on peut alors majorer
le diame`tre de la chaˆıne. Pour obtenir un automate ou` l’e´tat 1 est de rang n − 1
il faut effectuer au plus n − 1 ajouts de transitions. Ensuite on retire certaines
transitions pour obtenir un automate isomorphe a` Dn. Pour cela on effectue au plus
k(n − 1) ope´rations. L’ope´ration de permutation cyclique des rangs des e´tats qui
est de´crite a` la fin de la preuve se fait en un nombre constant d’ope´rations. Pour
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Figure 3.7 – Insertion de l’e´tat 3 apre`s l’e´tat 2. Ici la permutation est (5,3). A` chaque
e´tape on conserve un automate acyclique minimal.
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ordonner correctement les e´tats de l’automate il faut au plus effectuer n− 3 de ces
permutations si on les choisit bien. On peut en de´duire le lemme suivant.
Corollaire 1 La chaˆıne de Markov posse`de un diame`tre en O(n).
Le lemme suivant est utilise´ dans la preuve pre´ce´dente.
Lemme 24 Pour tout automate acyclique minimal A de taille n, il existe un che-
min dans la chaˆıne de Markov de l’algorithme qui permet a` partir de A d’atteindre
un automate ou` l’e´tat initial posse`de un rang e´gal a` n− 1.
Preuve : Supposons que l’e´tat initial soit de rang k, avec k infe´rieur strictement
a` n−1. Nous allons montrer que, en redirigeant une transition bien choisie, on peut
augmenter strictement le rang de l’e´tat initial et conserver un automate acyclique
minimal. Ainsi en redirigeant au plus n − 1 − k transitions on peut atteindre un
automate acyclique minimal qui posse`de un e´tat initial de rang e´gal a` n− 1.
Il y a n e´tats dans A, tous de rangs compris entre 0 et n−1, donc il existe deux
e´tats ayant le meˆme rang. Choisissons p et q deux e´tat diffe´rents de meˆme rang, le
plus petit possible. Puisque A est en hamac le seul e´tat de rang 0 est n et donc
rang(p) = rang(q) > 0. Soit un e´tat t et une lettre x tel que la transition p
x−→ t existe
et que rang(t) + 1 = rang(q). Alors comme q et p ont le meˆme rang il existe un e´tat
t′ et une lettre x′ tel que la transition p x
′−→ t′ existe et que rang(t′) + 1 = rang(q).
On en de´duit que rang(t′) = rang(t) or comme rang(t) < rang(p) et que p et q ont
le meˆme rang, le plus petit possible alors t = t′. Soit un e´tat r qui posse`de le plus
grand rang parmi les e´tats qui ne sont pas des anceˆtres de p. Un tel r existe car
l’ensemble des e´tats qui ne sont pas anceˆtres de p n’est pas vide, q en fait partie.
On a rang(p) = rang(q) ≤ rang(r). On redirige la transition p x−→ t vers l’e´tat r. On
obtient un nouvel automate, appelons-le l’automate B.
La suite montre que l’automate B est un automate acyclique minimal dont le
rang de l’e´tat initial est strictement supe´rieur a` k.
L’automate B est acyclique car r n’est pas un anceˆtre de p dans A. Puisque
l’automate B est acyclique on peut de´finir le rang d’un e´tat dans B, nous noterons
rangA(i) et rangB(i) le rang d’un e´tat i dans l’automate A et dans l’automate B
respectivement. Remarquons qu’un e´tat est un anceˆtre de p dans l’automate A si
et seulement si c’est anceˆtre de p dans l’automate B et que si un e´tat i n’est pas un
anceˆtre de p alors rangB(i) = rangA(i). Puisque rangA(p) ≤ rangA(r) et qu’il existe
une transition p −→ r dans l’automate B alors rangB(p) > rangB(r) = rangA(r).
L’e´tat t reste accessible par la transition q
x′−→ t et comme le nombre de tran-
sitions sortant de chaque e´tat dans B est le meˆme que dans A alors selon la pro-
prie´te´ iv) du lemme 20 l’automate B est en hamac. L’automate B est e´videmment
de´terministe.
Montrons que B est minimal. Par l’absurde, si l’automate B n’est pas mini-
mal alors selon le lemme 21 il existe deux e´tats directement e´quivalents. Comme
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l’automate A est minimal et que la seule diffe´rence entre l’automate A et l’au-
tomate B est la direction de la transition p x−→ ·, alors il existe un e´tat p′ direc-
tement e´quivalent a` p. Puisque p et p′ sont directement e´quivalents alors p′ n’est
pas un anceˆtre de p dans B, donc p′ n’est pas un anceˆtre de p dans A et donc
rangA(p′) = rangB(p′). Comme p et p′ sont e´quivalents dans B ils ont le meˆme
rang et donc rangA(r) = rangB(r) < rangB(p) = rangB(p′) = rangA(p′). Or r a e´te´
choisi parmi les e´tats qui ne sont pas des anceˆtres de p dans A et ayant le rang le
plus grand possible et justement p′ n’est pas un anceˆtre, c’est en contradiction avec
rangA(r) < rangA(p′). L’hypothe`se B n’est pas minimal ne tient pas, donc B est un
automate acyclique minimal.
Montrons que, apre`s cette redirection, le nouveau rang de l’e´tat initial est stric-
tement supe´rieur a` k. Par l’absurde supposons que rangB(1) ≤ rangA(1). Alors
l’ensemble des anceˆtres i de p tels que rangB(i) ≤ rangA(i) n’est pas vide. Soit u
un e´le´ment de cet ensemble tel que son rang dans A soit le plus petit possible. On
a u 6= p car rangA(p) < rangB(p). Soit un e´tat v et une lettre y tel que u y−→ v et
que rangA(v) + 1 = rangA(u). Deux cas se pre´sentent, dans un cas v est un anceˆtre
de p, dans l’autre il ne l’est pas.
• Si v est un anceˆtre de p alors rangA(v) + 1 ≤ rangB(v) puisque rangA(v) <
rangA(u). Donc rangA(u) ≤ rangB(v) or comme u est un anceˆtre de v dans B alors
rangA(u) ≤ rangB(v) < rangB(u). C’est impossible par hypothe`se sur u.
On regarde donc le second cas.
• Si v n’est pas un anceˆtre de p alors rangB(v) = rangA(v) ≤ rangA(r) =
rangB(r). Donc rangB(v) ≤ rangB(r) < rangB(r) + 1 = rangB(p) < rangB(u) car
u 6= p, ainsi rangB(v) + 2 ≤ rangB(u). On de´duit de cette dernie`re ine´quation que
rangA(v) + 2 ≤ rangB(u), mais on a aussi que rangA(v) + 1 = rangA(u), donc
rangA(u) + 1 ≤ rangB(u), ainsi rangA(u) < rangB(u) impossible par hypothe`se sur
u.
Les deux cas que nous avons regarde´s me`nent tous les deux a` une absurdite´.
L’hypothe`se rangB(1) ≤ rangA(1) ne tient pas, donc rangA(1) < rangB(1). 
3.5 Conclusion
Les algorithmes de ge´ne´rations ale´atoires base´s sur les chaˆınes de Markov sont
souvent faciles a` implanter et garantissent qu’a` la limite on atteint la distribution
souhaite´e. Ils sont e´galement souples au sens ou` l’on peut facilement ajouter des
contraintes tant que l’on s’assure que la chaˆıne reste irre´ductible.
En revanche, quantifier le temps de me´lange peut s’ave´rer extreˆmement difficile.
Dans ce chapitre nous en avons vu l’illustration : nos algorithmes sont aise´s a`
concevoir mais on ne sait pas vraiment quand les arreˆter.
La me´thode de couplage par le passe´, lorsqu’elle s’applique, permet de s’affran-
chir du temps de me´lange puisqu’elle garantie que les productions de l’algorithme
suivent la distribution stationnaire. [PW96]
L’incertitude sur le parame`tre de me´lange de l’algorithme se traduit par l’incer-
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titude du temps d’exe´cution. Malheureusement nous n’avons pas re´ussi a` appliquer
cette technique pour les automates acycliques.
Une piste pour ame´liorer l’algorithme serait d’acce´le´rer le test d’acyclicite´. En
effet il est couˆteux de reproduire un test complet alors que nous savons que seule
une transition a e´te´ modifie´e, nous n’avons cependant pas trouve´ d’optimisation qui
soit significative compare´e au test na¨ıf. La meˆme question se pose au sujet du test
de minimalite´.
Nous nous sommes donc inte´resse´ a` une autre me´thode qui utilise la de´composition
re´cursive. Elle est pre´sente´e dans le chapitre suivant.
Chapitre 4
Ge´ne´rateur ale´atoire par la
me´thode re´cursive
Dans ce chapitre, nous de´crivons un algorithme de ge´ne´ration ale´atoire uni-
forme d’automates acycliques. Cet algorithme utilise une me´thode de type re´cursif
et posse`de une complexite´ en O(n3). Nous verrons en fin de chapitre que cette
complexite´ est meˆme meilleur en pratique.
L’algorithme prend en entre´e un nombre entier n et produit un automate, de
taille n, tire´ uniforme´ment parmi tous les automates acycliques de taille n.
La me´thode re´cursive est une technique classique de ge´ne´ration ale´atoire —
voir [NW75],[FZC94] —. Elle utilise une de´composition combinatoire de l’objet en
objets ayant des tailles plus petites. Si on peut calculer le nombre d’objets d’une
taille donne´e — par exemple graˆce a` la de´composition elle-meˆme — on peut, par
un proce´de´ naturel, en de´duire un algorithme de ge´ne´ration ale´atoire selon une
distribution uniforme.
La premie`re partie pre´sente des re´sultats de de´compositions d’automates acy-
cliques suivis par une premie`re version du ge´ne´rateur qui repose naturellement sur
cette de´composition. La seconde partie pre´sente un algorithme plus efficace et affine´
graˆce a` des re´sultats typiques sur les automates acycliques. L’algorithme de cette
seconde partie est plus de´taille´.
Ce travail, fait en collaboration avec Cyril Nicaud a fait l’objet d’une publication
dans la confe´rence CSR [FN13b].
4.1 Algorithme ge´ne´ral
4.1.1 De´composition d’automates acycliques
Nous rappelons qu’on appelle  automate acyclique  un automate de´terministe
qui posse`de un graphe sous-jacent ne comportant aucun cycle. Contrairement au
chapitre pre´ce´dent les automates que nous traitons ici ne sont pas force´ment acces-
sibles et peuvent donc posse´der plusieurs e´tats sources, par contre ils seront toujours
de´terministes. Les automates sont e´tiquete´s et les e´tats terminaux et initiaux ne sont
pas conside´re´s.
Pour faciliter les preuves et les descriptions d’automates nous travaillons souvent
sur les comple´te´s des automates. Dans ce contexte l’e´tat puits est note´ {⊥}, l’e´tat
puits ne compte pas dans la taille de l’automate, δ est une ve´ritable application
de´finie pour tout couple (q, a) ou` q parcours l’ensemble des e´tats et a l’ensemble
76 Chapitre 4. Ge´ne´rateur ale´atoire par la me´thode re´cursive
des lettres de A. Les transitions partant de l’e´tat puits sont toutes dirige´es vers
l’e´tat puits.
Lorsqu’on repre´sente un automate acyclique par une figure on omet e´videmment
les transitions dirige´es vers l’e´tat puits. De plus elles ne sont pas prises en compte
pour de´finir la proprie´te´ d’acyclicite´.
L’automate de taille 0 ou automate vide est l’automate dont le comple´te´ posse`de
un unique e´tat puits.
De´finition 18 Soit un triplet A = ([n], A, δ) ou` A est un alphabet et δ une ap-
plication de [n] × A dans [n] ∪ {⊥}. Si le graphe sous-jacent de l’application δ est
acyclique alors A est appele´ un automate acyclique. On note A l’ensemble de ces
automates. Pour un entier n on note An l’ensemble des automates acycliques de
taille n.
Un automate acyclique non vide posse`de au moins un e´tat sans transition en-
trante que l’on appelle une source ou un e´tat source de l’automate. Pour s’en
convaincre il suffit de partir d’un e´tat quelconque et d’emprunter a` l’envers une
des transitions qui atteignent cet e´tat puis de recommencer ce proce´de´ tant que
c’est possible. Parce que l’automate est sans cycle, il n’est pas possible, lors de ce
cheminement, de rencontrer un e´tat de´ja` atteint auparavant. Le nombre d’e´tats de
l’automate e´tant fini, le proce´de´ s’arreˆte ne´cessairement et le dernier e´tat atteint
est une source.
Nous aurons souvent besoin de parler du nombre de sources d’un automate,
pour cela on de´finit la fonction src.
De´finition 19 Pour un automate A on note src(A) son nombre de sources.
De´finition 20 On pose η l’application qui enle`ve les sources d’un automate et nor-
malise les e´tiquettes des e´tats restants.
D’un autre point de vue l’application η est une proce´dure qui choisi un sous-
automate normalise´ d’un automate A de fac¸on de´terministe.
L’application η est a` priori de´finie sur n’importe quel type d’automates e´tiquete´s,
pas force´ment un automate acyclique.
L’image d’un automate par η peut e´ventuellement eˆtre l’automate vide.
Lemme 25 On a les proprie´te´s suivantes :
— L’image d’un automate par η est un sous-automate normalise´ de son ante´ce´dent.
— L’application η envoie un automate de´terministe acyclique non vide sur un
autre automate de´terministe acyclique de taille strictement plus petite.
Preuve : Un sous-automate d’un automate acyclique est e´galement acyclique. Les
transitions enleve´es sont celles qui ont pour origine les e´tats enleve´s donc l’automate
reste e´galement de´terministe complet. Si un automate est acyclique et non vide alors
il posse`de au moins une source, ainsi son image par η est un automate plus petit. 
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Figure 4.1 – Deux automates acycliques. Celui de droite est l’image de celui de gauche
par l’application η. Les sources secondaires de chaque automate sont carre´es.
Pour un automate A, on appelle l’ensemble des sources secondaires de A les
e´tats correspondant aux sources de l’image de A par η.
Nous avons mis en e´vidence une de´composition re´cursive d’automates acycliques.
Cette de´composition va nous permettre de compter le nombre d’automates acy-
cliques et de concevoir un algorithme de ge´ne´ration ale´atoire uniforme.
La transformation qui consiste a` supprimer les sources et a` renommer l’automate
est bien une application, on montre facilement que c’est une surjection. Cependant
ce n’est pas une injection. L’image re´ciproque d’un automate par cette application
est un ensemble infini.
De´finition 21 Pour un automate R on note Mn(R) l’ensemble des automates
acycliques A de taille n qui ve´rifient η(A) = R.
Une autre fac¸on de de´finir Mn(R) : Mn(R) = η−1(R) ∩ An.
Le lemme qui suit parle d’une caracte´risation des automates de Mn(R) et va
nous permettre de calculer son cardinal.
Lemme 26 Soient R et A deux automates acycliques — et de´terministes —. On
conside`re leurs comple´te´s. On pose S l’ensemble des sources de A et on pose R le
comple´mentaire de S, e´tat puits inclus. A appartient a` Mn(R) si et seulement si
les proprie´te´s suivantes sont toutes ve´rifie´es :
(i) La taille de A est n.
(ii) R est un sous-automate normalise´ de A — e´tat puits inclus — et ses e´tats
correspondant aux e´tats de R sont les e´tats de l’ensemble R.
Preuve : Si A appartient a` Mn(R) alors il est par de´finition de taille n. On
rappelle que l’e´tat puits n’est pas compte´ dans la taille. Si η(A) = R alors par
de´finition de l’application η, R est un sous-automate normalise´ de A. Les e´tats de
S sont supprime´s par l’application η, les e´tats de R sont donc les e´tats correspondant
aux e´tats de R.
La re´ciproque est e´galement quasi-imme´diate. 
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Figure 4.2 – Deux automates acycliques de taille 10 qui ont la meˆme image par l’appli-
cation η. Les sources secondaires des deux automates sont repre´sente´es par des carre´s.
Lemme 27 Soit un automate de´terministe complet pas force´ment acyclique A, A =
(n,A, δ). Soit S un sous-ensemble d’e´tats [n] de A. On appelle R le comple´mentaire
de S.
Alors S est l’ensemble des sources de A si et seulement si on a les trois proprie´te´s
suivantes :
(a) Toutes les transitions sortant des e´tats de S sont dirige´es vers des e´tats de
R — i.e. δ(S,A) ⊂ R —.
(b) Toutes les transitions sortant des e´tats de R sont dirige´es vers les e´tats de
R — i.e. δ(R,A) ⊂ R —.
(c) Tout e´tat de R posse`de au moins une transition entrante — i.e. R ⊂
δ([n], A) —.
Preuve : Un e´tat est une source si et seulement si il ne posse`de aucune transition
entrante. Si l’ensemble S est exactement l’ensemble des sources alors tout autre
e´tat est atteint par une source, on a donc δ([n], A) = [n] \ S = R. Donc on a
(c) directement et comme S ⊂ [n] et R ⊂ [n] alors on a (a) et (b). Supposons
maintenant que l’on ait (a), (b) et (c). On en de´duit tout de suite δ([n], A) = R. 
Lemme 28 Soit R un automate de taille r. Le cardinal de Mn(R) de´pend unique-
ment de n, r et de u le nombre de sources de R.
On a |Mn(R)| =
(
n
r
)
β(n, u, r), ou` β(n, u, r) est un entier.
Intuitivement, la valeur β(n, u, r) est le nombre de fac¸ons de relier n−r nouveaux
e´tats aux r e´tats de R de manie`re a` ce que chaque source de R ait au moins une
transition entrante. C’est cette contrainte qui nous permet de garantir que tous les
e´tats correspondant aux e´tats de R ne sont pas supprime´s lors de l’application η.
On donne une formule explicite des valeurs β(n, u, r) plus loin dans le lemme 29.
Preuve : Calculons le cardinal de |Mn(R)|. Nous nous appuyons pour cela sur le
lemme 26 et ses notations : on travaille sur les comple´te´s des automates acycliques
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conside´re´s ; pour un automate de Mn(R) on pose S l’ensemble de ses sources et R
les e´tats restants.
On partitionne Mn(R) selon les e´tiquettes correspondant aux e´tats de R. La
condition (ii) du lemme 26 indique que R est ne´cessairement de cardinal r. Comme
les automates deMn(R) posse`dent n e´tats il y a
(
n
r
)
parties dans cette partition. On
travaille maintenant dans l’une de ces parties, on suppose donc que les ensembles S
et R sont fixe´s. On va calculer le cardinal de l’une de ces parties. En s’appuyant sur
la de´finition 18 d’un automate acyclique, compter les e´le´ments d’une partie consiste
a` de´nombrer le nombre de fonctions de transition δ qui ve´rifient les deux proprie´te´s
du lemme 26. Selon le lemme 26, l’automate R — e´tat puits inclus — est un sous-
automate normalise´ de A, ainsi, les destinations des transitions sortant des e´tats
R sont fixe´es. En conse´quence, la fonction de transition δ restreinte aux e´tats de
R est la meˆme pour deux automates pris dans une meˆme partie de la partition.
Les seules diffe´rences possibles entre deux automates d’une meˆme partie sont donc
les valeurs prises par δ sur l’ensemble S ×A. On pose U l’ensemble des e´tats de R
correspondant aux sources de R. On va montrer que la proposition (ii) du lemme 26
est ve´rifie´e si et seulement si
U ⊂ δ(S,A) ⊂ R. (4.1)
Pour cela on va utiliser le lemme 27 qui permet de caracte´riser l’ensemble des
sources d’un automate par les proprie´te´s (a),(b) et (c). Avant de commencer la
de´monstration, nous remarquons que — U e´tant l’ensemble des sources de R —
δ(R,A) = R \ U .
Partons de la formule 4.1. On a directement δ(S,A) ⊂ R donc la proprie´te´
(a) est ve´rifie´e. Les e´tats R correspondent au sous-automate R complet donc la
proposition (b) est ve´rifie´e.
On a e´galement
δ([n], A) = δ(S ∪R,A),
δ([n], A) = δ(S,A) ∪ δ(R,A),
δ([n], A) = δ(S,A) ∪R \ U.
Or U ⊂ δ(S,A) donc R ⊂ δ(S,A) ∪R \ U = δ([n], A), (c) est donc ve´rifie´e.
Maintenant partons des proprie´te´s (a), (b) et (c) et montrons la formule 4.1. La
proprie´te´ (a) implique directement δ(S,A) ⊂ R. On a
δ(S,A) = δ([n] \R,A),
δ(S,A) ⊃ δ([n], A) \ δ(R,A).
Or on sait que δ(R,A) = R \ U et selon (c) on a δ([n], A) ⊃ R donc
δ(S,A) ⊃ R \ (R \ U),
δ(S,A) ⊃ U.
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Donc le cardinal d’une partie est donne´e par le nombre de fonctions δ ve´rifiant
4.1 sur S × A. On note ce cardinal β(n, r, u), il de´pend uniquement des cardinaux
des ensembles S, R, U et du cardinal de l’alphabet A. Le cardinal |S| de´pend de r
et n — car |S| = n − r —. Pour ces raisons, toutes les parties de la partition ont
un meˆme cardinal qui est β(n, r, u).
Comme nous avons montre´ qu’il y a
(
n
r
)
parties, la somme des cardinaux de
toutes les parties est
(
n
r
)
β(n, u, r) = |Mn(R)|. 
Dans le lemme pre´ce´dent, nous avons introduit les valeurs β(n, u, r), dans le
lemme qui suit, nous donnons une formule explicite de ces valeurs.
Lemme 29 Soient les valeurs entie`res n, u, r, u ≤ r, r ≤ n et les ensembles S,
R et U tels que U ⊂ R. On suppose que les ensembles S, R et U sont de cardinal
respectifs n− r, r + 1 et u. Alors β(n, u, r) compte le nombre de fonctions δ allant
de S ×A vers R, telles que U ⊂ δ(S,A).
On a
β(n, u, r) =
∑
i∈[k(n−r)]
(
k(n− r)
i
)
Surj(i, u) · (r − u+ 1)k(n−r)−i,
ou` Surj(i, u) compte le nombre total de surjections diffe´rentes qui partent d’un en-
semble de cardinal i vers un ensemble de cardinal u. Les coefficients Surj ve´rifient
Surj(i, u) =u · Surj(i− 1, u− 1) + u · Surj(i− 1, u) si 1 ≤ u ≤ i,
Surj(i, 1) =1 si 1 ≤ i,
Surj(i, u) =0 si i < u.
Preuve : On partitionne l’ensemble recherche´ en fonction du nombre d’e´le´ments
de S × A qui ont leurs images dans U par l’application δ. On pose i ce nombre.
Pour un i donne´, on choisit les i transitions qui aboutissent sur les e´tats de U ce
qui fait
(
k(n−r)
i
)
ensembles possibles. Ensuite la restriction de l’application δ a` l’un
de ces ensembles est une surjection qui prend ses valeurs dans U . Les images des
autres e´le´ments de S × A sont incluses dans R \ U sans aucune contrainte. On a
donc β(n, u, r) =
∑
i∈[k(n−r)]
(
k(n−r)
i
)
Surj(i, u) · (r − u+ 1)k(n−r)−i. 
De´finition 22 On pose α(n) le nombre d’automates de taille n. On pose α(n, s) le
nombre d’automates de taille n posse´dant s sources.
Lemme 30 Pour tout couple d’entiers naturels n, s, s ≤ n, on a les deux e´galite´s
suivantes :
i) α(n) =
∑n
s=1 α(n, s).
ii) α(n, s) =
∑n
u=1
(
n
s
)
β(n, u, n− s)α(n− s, u).
Preuve : i) On partitionne l’ensemble des automates acycliques de taille n en
fonction du nombre de sources.
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ii) On rappelle que src(A) compte le nombre de source d’un automate A.
On partitionne les automates acycliques en fonction de leurs images par η.
Puisque les automates conside´re´s posse`dent s sources alors par η ils sont tous
force´ment de taille n− s.
Pour un entier s on a
An
⋂
src−1({s}) =
⊔
R∈An−s
Mn(R).
On partitionne a` nouveau en fonction du nombre de sources secondaires de R. On
a
An
⋂
src−1({s}) =
n⊔
u=1
⊔
R∈An−s
src(R)=u
Mn(R),
α(n, s) =
n∑
u=1
∑
R∈An−s
src(R)=u
|Mn(R)|.
Puisque l’on sait que le cardinal deMn(R) ne de´pend que de la taille et du nombre
de sources de R— cf. lemme 28 — et que src(R) = u , on peut remplacer |Mn(R)|
dans la formule. On obtient
α(n, s) =
n∑
u=1
∑
R∈An−s
src(R)=u
(
n
n− s
)
β(n, u, n− s),
=
n∑
u=1
(
n
n− s
)
β(n, u, n− s)
∑
R∈An−s
src(R)=u
1,
=
n∑
u=1
(
n
s
)
β(n, u, n− s)α(n− s, u).

Lemme 31 Pour n, s, u entiers, s < n et u ≤ n − s, le nombre d’automates acy-
cliques a` n e´tats, s sources et u sources secondaires est donne´ par
(
n
s
)
β(n, u, n− s)α(n− s, u).
Preuve : Soit Bn,s,u l’ensemble qui nous interresse. On le partitionne selon les
images obtenus par l’application η.
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On a
Bn,s,u =
⊔
R∈An−s
src(R)=u
{η(A) = R|A ∈ An},
=
∑
R∈An−s
src(R)=u
|{η(A) = R|A ∈ An}|.
Selon le lemme 28, le cardinal de l’image re´ciproque d’un automate acyclique
par η de´pend uniquement de sa taille et de son nombre de sources, donc
|Bn,s,u| =
(
n
s
)
β(n, u, n− s)
∑
R∈An−s
src(R)=u
1,
=
(
n
s
)
β(n, u, n− s) · |An−s ∩ src−1({u})|,
=
(
n
s
)
β(n, u, n− s) · α(n− s, u).

Nous avons maintenant assez de re´sultats pour de´finir l’algorithme re´cursif de
ge´ne´ration ale´atoire uniforme. On pre´sente d’abord un algorithme simple ; le nombre
d’e´tats et le nombre de sources sont des parame`tres. A` la fin de la section suivante,
nous de´crivons par un pseudo-code un autre algorithme qui produit les meˆmes objets
mais qui est plus efficace en complexite´.
4.1.2 Algorithme
Voici un algorithme qui permet de tirer uniforme´ment un automate acyclique
comple´te´ de taille n posse´dant s e´tats sources.
1- On tire u, le nombre de sources secondaires de cet automate.
2- On tire un automate acyclique R de taille n− s ayant u sources en utilisant
re´cursivement l’algorithme.
3- On tire S, S ⊂ [n], l’ensemble des e´tiquettes des s e´tats sources puis on
re´-e´tiquette les e´tats de R par les e´tats de [n] \ S en conservant l’ordre.
4- On tire les transitions allant des e´tats S vers l’automate R de fac¸on que ses
u sources soient atteintes.
Chacune des e´tapes de l’algorithme choisit ale´atoirement une structure. Il faut
garantir que les distributions associe´es a` ces 4 choix conservent l’uniformite´ de la
distribution des automates produits par l’algorithme.
On peut voir le de´roulement de l’algorithme sur un exemple dessine´ sur la fi-
gure 4.3.
Les paragraphes qui suivent donnent les de´tails de chacunes de ces 4 e´tapes.
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E´tape 0 : on pose les 3
sources.
E´tape 1 : on tire le
nombre de sources se-
condaires (ici 2).
E´tape 2 : on tire un
automate acyclique de
taille 10 − 3 = 7 ayant
2 sources.
1
2
3
4
5
6
7
b
a
b
a
a b
a
a
b
E´tape 3 : on tire les
e´tiquettes des trois
sources (ici {3,5,8})
et on renume´rote les
autres e´tats.
1
2
3
45
6
78
9
10
b
a
b
a
a b
a
a
b
E´tape 4 : on tire
les transitions prove-
nant des sources.
1
2
3
45
6
78
9
10
b
a
a
a
b b
a
b
a
a b
a
a
b
Figure 4.3 – Le de´roulement des 4 e´tapes de l’algorithme sur un exemple de taille 10
(n = 10) et ayant 3 sources (s = 3). On montre l’automate avant et apre`s chaque e´tape.
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1) Le lemme 31 nous permet de calculer la probabilite´ qu’un automate de taille
n ayant s sources, posse`de u sources secondaires. Cette probabilite´ est donne´e
par
(ns)β(n,s,n−u)α(n−s,u)
α(n,s) . Pour tirer le nombre de sources secondaires d’un
automate uniforme´ment il suffit de partitionner l’intervalle entier [α(n, s)]
en n − s intervalles Iu chacun de cardinal
(
n
s
)
β(n, s, n − u)α(n − s, u), ou`
1 ≤ u ≤ n − s puis de tirer uniforme´ment un entier dans [α(n, s)] et de
retourner l’indice de l’intervalle dans lequel se trouve l’entier tire´.
2) Il s’agit d’appliquer l’algorithme avec des parame`tres diffe´rents. Lorsque le
parame`tre n prend une valeur nulle alors l’algorithme doit renvoyer l’auto-
mate vide — l’automate de taille 0 —.
3) L’ensemble des parties de cardinal s parmi l’ensemble [n] me`ne a` la de´com-
position bien connu suivante : le plus grand e´le´ment parmi les s entiers est
soit n soit un des n− 1 autres entiers. Le cardinal du premier ensemble est(
n−1
s−1
)
le cardinal du second ensemble est
(
n−1
s
)
. Le nombre d’e´le´ments est
au total
(
n
s
)
=
(
n−1
s
)
+
(
n−1
s−1
)
. La probabilite´ que n appartienne a` l’ensemble
est donc
(n−1s )
(ns)
. La probabilite´ que n n’appartienne pas a` l’ensemble est donc
1− (
n−1
s )
(ns)
. On utilise cette de´composition pour chaque e´le´ment de [n] afin de
tirer s e´le´ments parmi n.
4) Tous les e´tats sources de l’automate R doivent eˆtre atteints par des transi-
tions provenant de S. On peut de´composer cette re´partition en fonction de
i qui est le nombre de transitions dirige´es vers les e´tats sources de R.
Les e´tats sources sont diffe´rentie´s car e´tiquete´s et chaque transition posse`de
une e´tiquette dans l’alphabet A. Les transitions provenant des e´tats de S sont
donc toutes diffe´rentie´es. Le choix de l’ensemble des i transitions atteignant
les e´tats sources de R parmi les ks transitions partant de S s’apparente au
choix classique d’un ensemble de i e´le´ments parmi ks. Pour ce choix on peut
adapter l’algorithme de l’e´tape 3). Le nombre de choix est
(
ks
i
)
.
La re´partition de ces transitions peut eˆtre vue comme le nombre de sur-
jections d’un ensemble i vers u le nombre de sources de R. On utilise la
de´composition classique d’une surjection : l’image du plus grand e´le´ment e
posse`de soit un, soit plusieurs ante´ce´dents. Le nombre de surjections corres-
pondant au premier cas est u · Surj(i− 1, u− 1). Le nombre de surjection du
second cas est u · Surj(i− 1, u). On a donc
Surj(i, u) = u · (Surj(i− 1, u− 1) + Surj (i− 1, u)).
Les cas triviaux limites sont Surj(0, u) = 0 et Surj(i, 1) = 1. La probabilite´
que l’image de e ait un unique ante´ce´dent est
u·Surj(i−1,u−1)
Surj(i,u) . La probabilite´
que l’image de e ait plus d’un ante´ce´dent est
u·Surj(i−1,u)
Surj(i,u) . L’image de e est
choisie selon une distribution uniforme sur [u].
Les transitions qui ne sont pas dirige´es vers les sources de R sont dis-
tribue´es vers les n − s − u + 1 autres e´tats et inde´pendamment les une
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des autres. Ainsi la probabilite´ que l’une de ces transitions atteigne un de
ces e´tats est 1n−s−u+1 . Le nombre de ces transitions est ks − i, il y a donc
(n− s− u+ 1)ks−i re´partitions diffe´rentes.
Il nous reste a` calculer la distribution du nombre de transitions atteignant
les u sources secondaires de R. Le nombre total des diffe´rentes re´partitions
des transitions partant de S est donne´ par β(n, u, n−s) — voir lemme 29 —.
Comptons le nombre de combinaisons ou` le nombre de transition dirige´es
vers les sources de R est i, on obtient : (ksi )Surj(i, u)(n− s− u+ 1)ks−i.
Donc, partant d’un automate de taille n, ayant s sources et u sources se-
condaires, la probabilite´ pour qu’il ait i transitions atteignant ces u sources
secondaires est (
ks
i
)
Surj(i, u)(n− s− u+ 1)ks−i
β(n, u, n− s) .
The´ore`me 9 La complexite´ de l’algorithme est en O(n4) ope´rations arithme´tiques
e´le´mentaires.
L’algorithme ne´cessite un pre´calcule des coefficients α(n, s) et β(n, u, r). Une
fois ces calculs effectue´s, tirer un automate ne´cessite d’exe´cuter un nombre line´aire
d’ope´rations.
Preuve : L’e´tape 1) ne´cessite de connaˆıtre la valeur de β(n, u, n − s) pour tout
u, s < n. Pour connaˆıtre cette valeur on peut utiliser la formule donne´ dans le
lemme 29 qui est
β(n, u, n− s) =
k(n−s)∑
i=0
(
n
i
)
Surj(i, u)(n− u− r + 1)k(n−s)−i.
Le calcul de chaque coefficient demande O(n) ope´rations et il y a O(n3) coeffi-
cients a` calculer. La complexite´ du calcul des coefficients β est en O(n4).
Le calcul des coefficients α(n, s) et les valeurs ns pour s ≤ n ne´cessite un nombre
d’ope´rations e´le´mentaires de O(n3). Et le calcul des coefficients binomiales demande
un nombre quadratique d’ope´rations. 
Cette preuve n’est pas de´taille´e et n’explique pas pourquoi seuls les coefficients
binomiaux, et les coefficients β et α sont ne´cessaires a` l’algorithme. Nous n’avons
pas voulu trop de´tailler cette preuve car une autre preuve similaire est pre´sente´e a`
la fin de ce chapitre.
Cette complexite´ est un peu excessive pour un ge´ne´rateur ale´atoire uniforme.
Les meilleures complexite´s sont line´aires et les  bonnes  complexite´s sont qua-
dratiques.
La partie suivante, plus de´taille´e, pre´sente une autre version du ge´ne´rateur qui
posse`de une complexite´ the´orique en O(n3). On montre qu’en pratique cette com-
plexite´ est encore plus faible.
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4.2 Algorithme optimise´
Dans cette partie, nous montrons comment re´duire la complexite´ de l’algorithme.
Nous commenc¸ons par donner une formule permettant de calculer les coefficients
β(·, ·, ·) en O(n3) ope´rations. Ensuite on discute de la complexite´ en pratique de
l’algorithme qui nous semble infe´rieure a`O(n3). Enfin nous de´crivons en l’algorithme
optimise´ en pseudo-code.
4.2.1 Calcul de β
Le calcul des valeurs des coefficients β(·, ·, ·) est couˆteux. Ce qui suit permet de
re´duire le couˆt en calcul des valeurs de β.
Les transitions originaires des sources de l’automate sont toute diffe´rentie´es et
leur nombre est ks si s est le nombre de source de l’automate. La re´partition de
ces ks transitions vers les e´tats du sous-automate obtenu par l’application η est en
bijection avec les applications partant d’un ensemble fini vers un autre ensemble
fini et qui ve´rifient certaines proprie´te´s surjectives.
De´finition 23 Soient trois ensembles finis T , G et U avec U ⊂ G. Les cardinaux
des ensembles T , G et U sont respectivement t, g et u avec 0 ≤ u ≤ g. On pose
γ(t, u, g) le nombre d’applications de T vers G qui atteignent tous les e´le´ments de
U .
Avec les notations de la de´finition ci-dessus, γ(t, u, g) est le nombre d’applica-
tions f allant de T vers G qui ve´rifient U ⊂ f(T ).
La remarque pre´ce´dente sur les transitions partant des sources nous permet de
montrer la relation qui suit.
Lemme 32 Pour des entiers naturels n, u et r on a
β(n, u, r) = γ
(
(n− r)k, u, r + 1). (4.2)
Ou` pour t, u, g, entiers naturels
γ(0, 0, g) = 1,
γ(t, 0, g) = g · γ(t− 1, 0, g),
γ(t, u, g) = u · γ(t− 1, u− 1, g) + (g − u) · γ(t− 1, u, g) si 1 ≤ u ≤ g, t
γ(t, u, g) = 0, sinon.
Avant de faire la preuve de ce lemme on peut remarquer que le calcul des coeffi-
cients γ(t, u, g) avec t, u, g ≤ kn peut s’effectuer en O(n3) ope´rations arithme´tiques
et que graˆce a` la relation 4.2 il en est de meˆme pour les coefficients β.
Preuve : Nous avons de´fini, dans la premie`re section du chapitre, β(n, u, r) comme
le nombre de re´partitions des transitions partant des n−r e´tats sources vers les r+1
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autres e´tats et qui atteignent toutes les u sources de R. En remarquant qu’il y a
k(n− r) transitions et qu’elles sont toutes diffe´rentiables, on obtient la relation 4.2.
Appelons Γ l’ensemble des applications conside´re´es. On utilise les notations de
la de´finition 23.
Si T est vide alors l’ensemble des applications de T dans G ne contient que
l’application vide. Cette application appartient a` Γ que si et seulement si U = ∅
donc γ(0, 0, g) = 1 et γ(0, u, g) = 0 si 0 < u.
Supposons T non vide.
Si U est vide alors toute fonction de T vers G appartient a` Γ et donc γ(t, 0, g) =
gt ce que l’on peut re´sumer par γ(t, 0, g) = g · γ(t− 1, 0, g).
Si t < u alors il est impossible que tous les e´le´ments de U soient atteints par
une application partant de T donc |Γ| = 0. Le cas g < u est impossible car U ⊂ G.
On suppose 1 ≤ u ≤ g, t. Soit e un e´le´ment de T . On partitionne Γ en fonction
de l’image de e par une fonction de Γ — ce qui fait en tout g parties —. Soit s un
e´le´ment de G et Γs l’ensemble des fonctions f de Γ telles que f(e) = s.
Supposons que s appartienne a` U . Nous allons calculer le cardinal de Γs, il faut
choisir les images des autres e´le´ments de T . Comme s est un e´le´ment de U qui est
atteint alors il s’agit de choisir les images des e´le´ments de T \{e} parmi les e´le´ments
de G de telle fac¸on que tous les e´le´ments de U \ {s} aient au moins un ante´ce´dent.
Donc dans le cas ou` s ∈ U on a |Γs| = γ(t− 1, u− 1, g).
Supposons que s n’appartienne pas a` U . Alors dans ce cas il s’agit de choisir
les images des e´le´ments de T \ {e} parmi l’ensemble G de telle fac¸on que tous
les e´le´ments de U aient un ante´ce´dent. Donc dans le cas ou` s /∈ U on a |Γs| =
γ(t− 1, u, g).
Il y a u parties Γs qui ve´rifient s ∈ U , toutes ont γ(t−1, u−1, g) comme cardinal.
Il y a g − u parties Γs qui ve´rifient s /∈ U toutes de cardinal γ(t− 1, u, g).
Donc |Γ| = u · γ(n− 1, u− 1, g) + (g − u) · γ(n− 1, u, g). 
4.2.2 Strate´gie paresseuse
En expe´rimentant l’algorithme, on se rend compte que les automates acycliques
uniformes sont en moyenne plus  longs  que  larges . On va essayer d’en tirer
parti en de´finissant la largeur d’un automate acyclique.
De´finition 24 La largeur d’un automate acyclique est de´finie re´cursivement par
larg(A) = 0 si A est l’automate vide,
larg(A) = max (src(A), larg(η(A))) sinon.
On note larg(A) la largeur d’un automate A.
Une autre fac¸on de de´finir la largeur est de rassembler les e´tats d’un automate
par niveaux et de dire que la largeur est le cardinal du niveau qui contient le plus
d’e´tats. Deux e´tats sont dans un meˆme niveau si leurs plus longs chemins qui les
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relient a` une source sont de meˆme longueur. On voit figure 4.4 l’exemple d’un
automate acyclique dont les e´tats ont e´te´ rassemble´s par niveau. Dans l’algorithme,
la largeur de l’automate produit est le maximum des sources tire´es a` l’e´tape 2 lors
des appels re´cursifs a` l’algorithme.
Figure 4.4 – Sche´ma d’un automate acyclique de taille 100 tire´ avec l’algorithme. Les
cercles repre´sentent les e´tats qui ont e´te´ rassemble´s par niveau. La largeur de l’automate
est 6.
L’expe´rience montre que la largeur d’un automate est tre`s faible compare´ a` sa
taille n — voir figures 4.5 et 4.4 —.
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Figure 4.5 – Largeur maximal de 1000 automates selon leurs tailles. Les automates ont
e´te´ tire´s uniforme´ment.
On peut tirer profit de cette caracte´ristique en ne calculant que les coefficients
dont on a besoin pour un automate ; le but est de pouvoir montrer le the´ore`me qui
suit.
The´ore`me 10 La complexite´ de l’algorithme optimise´ est en O(ω · n2) ope´rations
arithme´tiques e´le´mentaires, ou` ω est la largeur de l’automate tire´ et n sa taille.
L’algorithme optimise´ est une version ame´liore´e de l’algorithme pre´sente´ pre´-
ce´demment. Il est de´crit en de´tail a` la fin de ce chapitre. Maintenant, nous allons
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seulement parler des grandes ide´es de la preuve. La preuve comple`te est e´crite plus
loin, juste apre`s la description de l’algorithme.
La complexite´ de l’algorithme est lie´e aux calculs des coefficients binomiaux et
des coefficients α et γ. Une fois ces calculs effectue´s et ces coefficients stocke´s, tirer
un automate de taille n demande un nombre d’ope´rations en O(n).
L’ide´e de la  strate´gie paresseuse  est de ne calculer une valeur du coefficient
γ que lorsqu’on en a besoin au cours de l’exe´cution. Ainsi si un automate de largeur
ω est tire´, comme pour tout u et s on a u, s ≤ ω, on montre que l’on aura eu
finalement besoin de calculer uniquement O(ω2 · n) coefficient γ.
Cependant exe´cuter l’algorithme ne´cessite aussi de connaˆıtre les valeurs α(u, s) ;
or si on utilise la formule du lemme 30 pour calculer les valeurs α(u, s) on remarque
que l’expression de α de´pend des coefficients β — donc γ — pour des valeurs de u
et s allant jusqu’a` n ce qui ne´cessite de calculer les O(n3) coefficients γ.
Pour cette raison on utilise une autre expression de α qui est donne´e par le
lemme suivant.
On rappelle que α(n, s) compte le nombre d’automates acycliques de taille n
posse´dant s sources et α(n) compte le nombre d’automates acycliques de taille n.
Lemme 33 On a la relation
α(n, s) =
(
n
s
) n−s∑
t=0
(−1)t
(
n− s
t
)
α(n− s− t) · (n− s− t+ 1)k(s+t).
La preuve de cette relation est une adaptation d’une preuve de Liskovets dans
l’article [Lis06] qui montre que
The´ore`me 11 Liskovets
α(n) =
n−1∑
t=0
(−1)n−t−1
(
n
t
)
(t+ 1)k(n−t)α(t).
Preuve du the´ore`me 11 : Voir [Lis06] formule (3) ou` le nombre de puits r est
e´gal a` 1. 
Preuve du lemme 33 :
On travaille avec les comple´te´s d’automates acycliques. Soit un sous-ensemble
d’e´tat T , T ⊂ [n] de cardinal t. On s’inte´resse aux automates de taille n ou` tous les
e´le´ments de T sont des e´tats sources, on note cet ensemble ∆T . On pre´cise juste que
tous les e´tats de T sont des sources mais il peut exister des sources en qui ne sont
pas des e´tats de T . Si on retire les e´tats de T et que l’on normalise les e´tats restant,
on conserve un automate acyclique normalise´. L’ope´ration inverse consiste a` choisir
les directions des transitions partant des e´tats de T qui sont dirige´es vers les e´tats
restant de l’automate — comple´te´ —. On a donc |∆T | = (n− t+ 1)ktα(n− t).
Soit un ensemble d’e´tat S, S ⊂ [n] de cardinal s. On pose ΦS l’ensemble des
automates qui ont exactement S comme ensemble d’e´tats sources.
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On a |ΦS | = |∆S | − |
⋃
S(T ∆T |.
Nous allons calculer le cardinal de ce dernier ensemble. On peut e´crire∣∣∣∣∣∣
⋃
S(T
∆T
∣∣∣∣∣∣ =
∣∣∣∣∣∣
⋃
k∈Q\S
∆S∪{k}
∣∣∣∣∣∣ .
En utilisant le principe d’inclusion-exclusion on obtient∣∣∣∣∣∣
⋃
S(T
∆T
∣∣∣∣∣∣ =
n−s∑
t=1
(−1)t−1
∑
|P |=t
P⊂Q\S
∣∣∣∣∣∣
⋂
q∈P
∆S∪{q}
∣∣∣∣∣∣ . (4.3)
On remarque que pour tout couple P,Q de sous-ensembles d’e´tats on a ∆P ∩
∆Q = ∆P∪Q. En remplac¸ant correctement cette expression dans la formule 4.3 on
obtient ∣∣∣∣∣∣
⋃
S(T
∆T
∣∣∣∣∣∣ =
n−s∑
t=1
(−1)t−1
∑
|P |=t
P⊂Q\S
|∆S∪P | ,
∣∣∣∣∣∣
⋃
S(T
∆T
∣∣∣∣∣∣ =
n−s∑
t=1
(−1)t−1
∑
|P |=t
P⊂Q\S
α(n− t− s)(n− t− s+ 1)k(s+t),
∣∣∣∣∣∣
⋃
S(T
∆T
∣∣∣∣∣∣ =
n−s∑
t=1
(−1)t−1
(
n− s
t
)
α(n− t− s)(n− t− s+ 1)k(s+t).
Donc
|ΦS | =
n−s∑
t=0
(−1)t
(
n− s
t
)
α(n− t− s)(n− t− s+ 1)k(s+t).
On remarque — a` nouveau — que le cardinal de ΦS ne de´pend que de s et
n. Donc en partitionnant les automates acycliques posse´dant s sources selon les
e´tiquettes de ces sources on obtient α(n, s) =
(
n
s
)|ΦS |. 
Lemme 34 On peut calculer toutes les valeurs de α(u, s) pour u < n et s < ω en
O(n2 · ω) ope´rations arithme´tiques.
Preuve : Selon la formule du lemme 33 le calcul des coefficients α(n, s) ne´cessite
de connaˆıtre toutes les valeurs
(
i
j
)
et α(i) pour i, j ≤ n. Les coefficients binomiaux
peuvent eˆtre tous calcule´s a` l’avance enO(n2) ope´rations avec la relation bien connue(
i
j
)
=
(
i−1
j
)
+
(
i−1
j−1
)
. Les coefficients du type us, u, s < kn peuvent eˆtre calcule´s
aussi en O(n2) ope´rations arithme´tiques. Chaque valeur de α(i), i < n peut eˆtre
calcule´e en O(n) ope´rations graˆce a` la relation donne´e dans le the´ore`me 11, donc le
calcul complet ne´cessite O(n2) ope´rations arithme´tiques. Chaque coefficient α(i, s)
est calcule´ en un nombre line´aire d’ope´rations graˆce a` la relation donne´e dans le
lemme 33. Donc en tout, les coefficients α(i, s) sont calcule´s en O(n2ω) ope´rations
pour i < n et s < ω. 
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4.3 Algorithme final
Voici l’algorithme en pseudo-code.
L’algorithme ge´ne´ral est GenerateurAcycliqueSommet(n,s), les proce´dures
— Recursif,
— TirerTransitions,
— TirerNombreSourceSecondaires,
utilise´es comme sous-algorithmes, sont de´crites a` la suite de GenerateurAcycliqueSommet(n,s).
La proce´dure e´le´mentaire TirerUniformement prend en parame`tre un ensemble
et renvoie un e´le´ment choisi ale´atoirement de fac¸on uniforme. On rappelle que nous
supposons que cette proce´dure utilise un nombre constant d’ope´rations lors de son
exe´cution.
La proce´dure Ajouter(E,d) — respectivement Enlever(E,d) — renvoie l’en-
semble E auquel on a ajoute´ — respectivement enleve´ — l’e´le´ment d.
Les automates sont repre´sente´s par un ensemble de transitions p
`−→ q ou` p et
q sont les e´tiquettes des e´tats et ` une lettre de l’alphabet A. Pour un automate
A et une transition p `−→ q on note A ⊕ p l−→ q l’automate A auquel on a ajoute´ la
transition p
`−→ q. L’automate vide est repre´sente´ par l’ensemble vide.
Pour tout autres types d’ensemble E on note |E| son cardinal.
Algorithm 3: GenerateurAcycliqueSommet(n,s)
input(n : la taille de l’automate a` produire. s : le nombre de sources de
l’automate.)
output(A : un automate acyclique de taille n.)
local(Q : un ensemble d’e´tats. S : un ensemble d’e´tats renvoye´ par la
proce´dure re´cursive, inutile ici.)
Q←− [n]
A, S ←− Recursif(n, s,Q)
return A
On de´crit la proce´dure Recursif qui est la proce´dure principale. La ligne 6
correspond a` l’e´tape 1 du premier algorithme. C’est l’e´tape ou` :  On tire le nombre
de sources secondaires . Les lignes 9 a` 14 correspondent a` l’e´tape 3 :  On e´tiquette
les sources . La ligne 15 correspond a` l’e´tape 2 :  On tire re´cursivement un
automate acyclique . La ligne 16 correspond a` l’e´tape 4 :  On tire les transitions
partant des sources .
Compare´ a` l’algorithme de la premie`re version, l’ordre des e´tapes 2 et 3 est
interverti. Cela permet de faciliter la description : on choisit d’abord les e´tiquettes
des sommets sources et ainsi on connaˆıt les e´tiquettes restantes, on peut donc di-
rectement tirer un sous-automate posse´dant les bonnes e´tiquettes. On e´vite comme
cela de de´crire l’e´tape qui consiste a` re-e´tiqueter le sous-automate. En contrepartie,
on doit pre´ciser en parame`tre l’ensemble des e´tiquettes disponibles.
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Algorithm 4: Recursif(n, s,Q)
input(n : la taille de l’automate a` produire. s : le nombre de sources de
l’automate. Q : un ensemble d’e´tats.)
output(A : un automate acyclique de taille n a` s sources. S : l’ensemble des
e´tats sources de l’automate.)
local( T : un ensemble de transitions. U : l’ensemble des sources secondaires
de A.)
if n = 0 then
return ∅,∅
u←− TirerNombreSourceSecondaires(n, s)
T ←− ∅
S ←− ∅
for i allant de 1 a` s do
s←− TirerUniformement(Q)
Q←− Enlever(Q, s)
S ←− Ajouter(S, s)
for ` dans A do
T ←− Ajouter(T, s `−→)
A, U ←− Recursif(n− s, u,Q)
A ←− TirerTransitions(A, T, U,Q)
return A, S
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La proce´dure TirerTransitions prend en parame`tre le sous-automate tire´ et la
liste des transitions a` ajouter — sans leurs destinations —, puis renvoie l’automate
augmente´ de ces transitions que l’on a comple´te´es ale´atoirement.
Algorithm 5: TirerTransitions(A, T, U,Q)
input(A : un automate acyclique de taille |Q|. T : un ensemble de transitions
non fixe´es. U : les e´tats sources de l’automate A. Q : les e´tats de l’automate
A.)
output(A : un automate acyclique.)
local(p : un entier. s, p : des e´tats de A. ` : une lettre.)
if T = ∅ then
return A
s
`−→ ←− Choisir(T )
p←− TirerUniformement
([
γ
(|T |, |U |, |Q|+ 1)])
if p ≤ |U | · γ(|T | − 1, |U | − 1, |Q|+ 1) then
q ←− TirerUniformement(U)
A ←−
(
A⊕ s `−→ q
)
A ←− TirerTransitions
(
A, T \ {s l−→}, U \ {q}, Q
)
else
q ←− TirerUniformement((Q \ U) ∪ {⊥})
A ←−
(
A⊕ s `−→ q
)
A ←− TirerTransitions
(
A, T \ {s l−→}, U,Q
)
return A
La proce´dure re´cursive TirerTransitions utilise la de´composition re´cursive
que nous avons mise en e´vidence dans la preuve du lemme 32. La proce´dure rec¸oit
en entre´e l’ensemble des transitions a` diriger, l’ensemble des e´tats de l’automate et
l’ensemble des sources secondaires a` couvrir. A` chaque appel, la proce´dure fixe la
direction d’une transition, la direction de cette transition est tire´e ale´atoirement,
puis on appelle a` nouveau cette proce´dure sur les transitions restantes. Le choix de
la destination de la transition s’effectue soit parmi les sources secondaires, soit parmi
les autres e´tats, l’e´tat puits compris. Ces deux cas correspondent a` la de´composition
e´voque´e dans la preuve du lemme 32 et dont nous avons calcule´s les tailles que nous
avons rassemble´es sous la notation γ. On utilise donc les valeurs des coefficients γ
pour ponde´rer le tirage dans l’un ou l’autre de ces deux cas. Une fois le cas choisi
on tire uniforme´ment l’e´tat parmi l’ensemble des e´tats qui correspond au cas choisi
— c’est a` dire l’ensemble des sources secondaires ou l’ensemble des autres e´tats —.
Voici un re´capitulatifs des expressions utiles pour calculer les coefficients ne´cessaires.
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Algorithm 6: TirerNombreSourceSecondaire(s, n)
input(s : le nombre de sources d’un automate. n : le nombre d’e´tats d’un
automate.)
output(u : un nombre ale´atoire de sources secondaires d’un automate a` n
e´tats et a` s sources selon la distribution uniforme des automates acycliques.)
local(t : un nombre entier.)
t←− ChoisirUniformement([α(n, s)])
u←− 0
while t > 0 do
t←− t− (ns) · γ(ks, u, n− s+ 1) · α(n− s, u)
u←− u+ 1
return u
Pour les entiers naturels n, s, u et r on a
γ(0, 0, r) = 1,
γ(s, 0, r) = r · γ(s− 1, 0, r) si s > 0,
γ(s, u, r) = u · γ(s− 1, u− 1, r) + (r − u) · γ(s− 1, u, r) si 1 ≤ u ≤ r, s,
γ(s, u, r) = 0 sinon,
α(n, s) =
(
n
s
) n−s∑
t=0
(−1)t
(
n− s
t
)
α(n− s− t) · (n− s− t+ 1)k(s+t),
α(n) =
n−1∑
t=0
(−1)n−t−1
(
n
t
)
(t+ 1)k(n−t)α(t),(
n
s
)
=
(
n− 1
s− 1
)
+
(
n− 1
s
)
si 1 ≤ s < n,(
n
0
)
= 1,(
n
n
)
= 1 si s = n,(
n
s
)
= 0 sinon ,
ns = γ(s, 0, n).
Maintenant que l’algorithme est de´crit on calcule sa complexite´.
Preuve du the´ore`me 10 : Les coefficients utilise´s dans l’algorithme sont γ et
α. Nous avons montre´ que le nombre de calculs ne´cessaires pour obtenir les valeurs
α(n, s), avec s ≤ ω, est en O(ω·n2). — voir lemme 34 page 90 —. Le calcul de chaque
coefficient γ(t, u, g) avec t, u ≤ kω ne´cessite un nombre constant d’ope´rations donc
les valeurs γ peuvent eˆtre calcule´es avec en tout O(n · ω2) ope´rations.
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Une fois que les valeurs des coefficients α et γ sont connues, l’algorithme tire le
nombre de sources secondaires avec la proce´dure TirerNombreSourceSecondaire.
La boucle de cette proce´dure prend moins de ω ope´rations et en faisant la somme
des passages dans cette boucle au cours des diffe´rents appels re´cursifs, on retrouve
le nombre d’e´tats n. Ensuite l’algorithme tire uniforme´ment les e´tiquettes des s
sources, dans s ite´rations de boucle, donc n fois au cours des diffe´rents appels
re´cursifs. L’algorithme fait ensuite appel a` la proce´dure TirerTransitions, qui est
appele´e re´cursivement autant de fois que le cardinal de l’ensemble T son parame`tre.
|T | est le nombre de transitions partant des sources de l’automate. Au cours de tous
les appels re´cursifs la proce´dure est utilise´e autant de fois qu’il y a de transitions
dans l’automate c’est a` dire kn fois. A` chaque appel re´cursif de l’algorithme, le
parame`tre n — la taille — est de´cre´mente´ au moins de 1, le nombre d’appels est
donc infe´rieur ou e´gal a` n. L’exe´cution propre de l’algorithme, sans compter les
calculs des coefficients, ne´cessite O(n) ope´rations. Donc la complexite´ totale de
l’algorithme est en O(n+ ω2n+ ωn2) = O(ωn2) ope´rations. 
L’algorithme que nous venons de de´crire produit un automate acyclique de´ter-
ministe tire´ uniforme´ment sans d’autre contrainte que sa taille. On peut, cependant,
sans trop modifier l’algorithme, ajouter des contraintes comme l’accessibilite´ ou en
modifiant le nombre de puits — qui est fixe´ a` 1 dans l’algorithme —.
Pour rendre l’automate accessible, il suffit, de fixer a` 1 le nombre de sources de
l’automate en utilisant directement la proce´dure Recursif avec les parame`tres n,
1 et [n].
Cette modification, graˆce a` la remarque faite au lemme 1, permet de produire
un ge´ne´rateur d’automates de´terministes acycliques accessibles non e´tiquete´s.

Conclusion et perspectives sur
les automates acycliques
Dans les chapitres 4 et 3 nous avons vus deux proce´de´s pour
ge´ne´rer des automates acycliques sur un alphabet fixe´ — a` gauche
un exemple d’automate de taille 30 ge´ne´re´ avec l’algorithme —.
Meˆme si elle est plus e´le´gante et plus souple, le ge´ne´rateur par
chaˆıne de Markov s’ave`re moins utilisable en pratique a` cause de
ce proble`me du temps de me´lange.
Nous avons e´galement vu que la version paresseuse de l’algo-
rithme re´cursif fonctionnait particulie`rement bien si les auto-
mates ge´ne´re´s ont une faible largeur. Meˆme si nous n’avons pas
encore pu le prouver, il semble que ce soit le cas. Voici un exemple
de la re´partition des diffe´rents niveaux d’un automate acyclique
ale´atoire dans la figure ci-dessous : l’e´tat initial est a` gauche et on
a repre´sente´ sur une meˆme colonne les e´tats qui sont a` la meˆme
distance de l’e´tat le plus a` gauche.
On voit que l’automate posse`de une faible largeur ce qui signifie
qu’on ne calcul les coefficients β que pour des valeurs faibles de s
et qu’on est significativement en dessous de la complexite´ cubique.
Cela est e´galement visible sur l’expe´rimentation ci dessous ou`
nous avons calcule´ la largeur maximum sur un e´chantillon de 1000
automates pour diffe´rentes tailles. On observe une croissance plus
logarithmique que line´aire.
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Nous avons utilise´ le ge´ne´rateur ale´atoire pour tester la proportion d’automates
minimaux parmi les acycliques. On peut voir les re´sultats sur la figure 4.3.
Elle semble montrer que parmi les automates acycliques la proportion de mini-
maux est constante. Cette proprie´te´ si elle est ve´rifie´e nous sugge`re un algorithme
de ge´ne´ration ale´atoire d’automates minimaux par rejet. Le principe est de tirer des
automates acycliques jusqu’a` en obtenir un qui soit minimal.
Nous avons e´galement regarde´ combien, en moyenne, il y avait de mots reconnus
par un automate acyclique ale´atoire
Les deux algorithmes ont e´te´ implante´ en Python ( 150 lignes de code).
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Figure 4.6 – Proportion d’automates minimaux parmi les automates ge´ne´re´s en fonction
de la taille sur un e´chantillon de 1000 automates re´partis selon des tailles allant de 10 a`
100.
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Figure 4.7 – Logarithme naturel du nombre de mots reconnus par des automates ge´ne´re´s
uniforme´ment. L’alphabet est de cardinal 2 et le nombre de mots est fonction de la taille
de l’automate. Le nombre d’automates ge´ne´re´s est 1000.
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Automates code´terministes et automates acycliques : analyse
d’algorithme et ge´ne´ration ale´atoire
Re´sume´ :
Le cadre ge´ne´rale de cette the`se est l’analyse quantitative des objets issus de la
the´orie des langages rationnels. On adapte des techniques d’analyse d’algorithmes
— complexite´ en moyenne, complexite´ ge´ne´rique, ge´ne´ration ale´atoire,. . . — a` des
objets et a` des algorithmes qui font intervenir des classes particulie`res d’automates.
Dans une premie`re partie nous e´tudions la complexite´ de l’algorithme de mini-
misation de Brzozowski. Bien qu’ayant une mauvaise complexite´ dans le pire des
cas, cet algorithme a la re´putation d’eˆtre efficace en pratique. En utilisant les pro-
prie´te´s typiques des applications et des permutations ale´atoires, nous montrons
que la complexite´ ge´ne´rique de l’algorithme de Brzozowski applique´ a` un automate
de´terministe croˆıt plus vite que tout polynoˆme en n, ou` n est le nombre d’e´tats de
l’automate.
Dans une seconde partie nous nous inte´ressons a` la ge´ne´ration ale´atoire d’au-
tomates acycliques. Ces automates sont ceux qui reconnaissent les ensembles finis
de mots et sont de ce fait utilise´s dans de nombreuses applications, notamment en
traitement automatique des langues. Nous proposons deux ge´ne´rateurs ale´atoires.
Le premier utilise le mode`le des chaˆınes de Markov, et le second utilise la  me´thode
re´cursive , qui tire partie des de´compositions combinatoires des objets pour faire
de la ge´ne´ration. La premie`re me´thode est souple mais difficile a` calibrer, la seconde
s’ave`re relativement efficace. Une fois implante´e, cette dernie`re nous a notamment
permis d’observer les proprie´te´s typiques des grands automates acycliques ale´atoires.
Mots cle´s : Algorithme de Brzozowski, Automates acycliques, Structures com-
binatoire, Probabilite´s discre`tes, Ge´ne´ration ale´atoire.
Codeterministic automata and acyclic automata : analysis of
algorithm and random generation
Abstract :
The general context of this thesis is the quantitative analysis of objects coming
from rational language theory. We adapt techniques from the field of analysis of
algorithms (average-case complexity, generic complexity, random generation...) to
objects and algorithms that involve particular classes of automata.
In a first part we study the complexity of Brzozowski’s minimisation algorithm.
Although the worst-case complexity of this algorithm is bad, it is known to be
efficient in practice. Using typical properties of random mappings and random per-
mutations, we show that the generic complexity of Brzozowski’s algorithm grows
faster than any polynomial in n, where n is the number of states of the automaton.
In a second part, we study the random generation of acyclic automata. These
automata recognize the finite sets of words, and for this reason they are widely use
in applications, especially in natural language processing. We present two random
generators, one using a model of Markov chain, the other a “recursive method”, ba-
sed on a cominatorics decomposition of structures. The first method can be applied
in many situations but is very difficult to calibrate, the second method is more ef-
ficient. Once implemented, this second method allows to observe typical properties
of acyclic automata of large size.
Keywords : Brzozowski’s algorithm, Acyclic automata, Combinatorial struc-
tures, Discretes probability, Random generation
