Abstract-Distributed dynamic channel allocation (DDCA) is a fundamental resource management problem in mobile cellular networks. It has a flavor of distributed mutual exclusion but is not exactly a mutual exclusion problem (because a channel may be reused in different cells). In this paper, we establish the exact relationship between the two problems. Specifically, we introduce the problem of relaxed mutual exclusion to model one important aspect of the DDCA problem. We develop a general algorithm that guarantees relaxed mutual exclusion for a single resource and prove necessary and sufficient conditions for the information structure. Considering distributed dynamic channel allocation as a special case of relaxed mutual exclusion, we apply and extend the algorithm to further address the issues that arise in distributed channel allocation such as deadlock resolution, dealing with multiple channels, design of efficient information structures, and channel selection strategies. Based on these results, we propose an example distributed channel allocation scheme using one of the information structures proposed. Analysis and simulation results are provided and show that the results of this research can be used to design more efficient distributed channel allocation algorithms.
I. INTRODUCTION
Channel allocation is a key problem in mobile cellular networks. In such a network, the geographical area is divided into hexagonal cells [7] , [13] . The mobile telephones in each cell are serviced by a base station (BS) located at the center of the cell; the BSs are interconnected via a wired network. The available wireless bandwidth is divided into channels, where each channel is capable of supporting a communication session. A given channel can be used simultaneously in different cells without unacceptable interference provided the distance between each pair of cells is greater than or equal to the minimum reuse distance [15] . The problem of channel allocation is to allocate channels to the various cells so that the available bandwidth is most effectively used by the various cells to meet the traffic demand in each cell without interfering with calls in neighboring cells.
A number of different approaches have been used to address this problem. One possibility is to allocate the channels in a static manner, i.e., each cell is permanently allocated a fixed set of channels that it uses to handle all calls within that cell. One approach of this kind [16] , [25] , [27] , [22] is to map the channel allocation problem to the graph multicoloring problem with the nodes of the graph representing the cells and the edges representing the constraints on which pairs of cells may (simultaneously) use which channels. The resulting channel allocation schemes are appropriate, even close to optimal, if the traffic pattern in the mobile network is static.
Our interest in this paper is to consider the problem of dynamic channel allocation. Whereas in static channel allocation, a set of channels is assigned permanently for use by a given cell, we want to be able, as traffic patterns change, to move channels from cells with less demand to those with heavier demand. The traffic pattern in a cellular network may change for a variety of reasons, from heavy demand in business districts during working hours, to increased demands in outlying suburban areas during evening hours, to heavy demands around a sport arena on game days. Whatever the reasons for the changes, being able to move channels among cells to meet current demands clearly makes it possible to use the bandwidth more effectively than is possible with a static allocation. The tradeoff is the additional computation that needs to be done in keeping track of the changing traffic patterns, and in deciding which channels are to be moved from which cells to which other cells.
Centralized dynamic channel allocation has a long history [11] . Here, a single central pool of all available channels is maintained from which a central computer allocates channels to various cells on demand, and the cells return the channels to the central pool as the traffic in the respective cells go down. Various strategies that the central computer can adopt in choosing the particular channel to be allocated dynamically to particular cells, have been proposed; given these strategies, centralized allocation schemes can be quite effective in maximizing channel usage. But such schemes have a high centralization overhead, as well as a single point of failure at the central computer; both of these are serious concerns when the number of cells is large. Thus in this paper, we will consider distributed schemes for dynamic channel allocation.
Some work has been done on the problem of distributed dynamic channel allocation, which we will henceforth ab-breviate as DDCA. The focus of early work on DDCA [8] , [9] , [6] was on maximizing channel reuse in various cells at the possible expense of interference among cells caused by more than one cell (within the minimum reuse distance of each other) deciding to use the same channel. Thus, for example, I and Chao [8] propose a scheme in which each cell maintains in the augmented channel occupancy matrix, information about which channels are currently in use by the cell in question, as well as by neighboring cells. When a new call needs to be serviced by the current cell, it identifies a free channel by consulting the occupancy matrix and assigns it to that call. The problem is that a neighboring cell might also, at about the same time, have decided, by consulting its occupancy matrix, to allocate the same channel to service one of its calls. The cells in this scheme do, of course, exchange messages with each other providing information about which channels they are currently using so that each cell can update its matrix to reflect not only its own channel usage but also that of neighboring cells; but the issues, well known in the distributed computing literature, that can arise as a result of such messages being sent simultaneously by the two processes to each other, or the fact that information that any cell may have about the other cells is necessarily slightly out-ofdate, etc., are not addressed. In other words, the focus of the work, as we noted, is on maximizing channel use; the complementary problem of ensuring that neighboring cells do not make conflicting decisions that can lead to interference between the calls is given little attention.
Recently, researchers [2] , [4] , [20] have recognized the importance of preventing interference among cells. The problem of ensuring that neighboring cells do not simultaneously use the same channel can be viewed as a problem of resource sharing. In effect, the channel in question is a resource and we want to ensure that the neighboring cells access the resource in a mutually exclusive manner. But there are some important differences between the DDCA problem and the classical mutual exclusion problem. First, and perhaps most important, is that while in standard mutual exclusion two processes are not allowed under any circumstances to use the resource at the same time, in our case the same channel can in fact be used simultaneously by several cells; what is not allowed is two (or more) cells within the minimum reuse distance of each other doing so. A second difference is that in DDCA we are dealing not with a single resource but a collection of them, each channel being a resource. Despite these differences, we believe that the lessons learned from distributed mutual exclusion algorithms can help us design efficient distributed channel allocation algorithm.
One class of algorithms for solving the mutual exclusion problem is the token-based algorithms [3] , [19] , [28] . Here, there is a single token in the system; the process that currently holds the token is the one that is allowed to use the resource. A process that wants to have access to the resource has to wait until it is in possession of the token. Since there is only one token in the system, mutual exclusion is guaranteed. This type of approach seems unsuitable to our situation because we do not, in fact, want to forbid two cells from using a given channel at the same time as long as these two cells are sufficiently far apart.
The other class of algorithms for the standard mutual exclusion problem is non-token-based algorithms [3] , [17] , [18] , [23] . While there are important differences between these algorithms, a common idea is that the various processes exchange information with each other about which process is currently using the resource, which processes are waiting to access the resource, etc. When a process wishes to access the resource, it sends appropriate messages to a subset of the processes and waits for appropriate responses from some processes in order to gain access; similarly, when a process is done with using a resource, it sends appropriate messages to a subset of processes, 'releasing' the resource. Sanders [24] introduced the idea of an information structure which consists of a number of sets (for each process in the system) in which appropriate information about the current state of the system, such as which process currently holds the resource, which others are waiting to access it, etc., is stored; [24] introduced a generalized mutual exclusion algorithm such that the other non-token-based algorithms can be considered as special cases, with the differences between them being represented in terms of the differences in the corresponding information structures. Sanders also established a necessary and sufficient condition that the information structure needs to satisfy in order for the generalized algorithm to implement mutual exclusion correctly.
In this paper, we first introduce the notion of relaxed mutual exclusion (RME) which represents precisely the kind of mutual exclusion that we want to achieve, i.e., that certain pairs of cells may not simultaneously use the same channel but certain other pairs may. Next we introduce a suitable notion of information structure that allows us to store information appropriate for the DDCA problem, and a relaxed-mutual-exclusion-algorithm that uses this information. We also establish a necessary and sufficient condition that the information structure must satisfy in order to implement RME correctly.
There is another aspect to the problem. In the standard mutual exclusion case, we not only want mutual exclusion but also deadlock freedom. In our case, we have to go one step further; deadlock freedom simply means if we wait long enough, we will get the resource; in our case this is not sufficient since it not satisfactory, when a call comes in, to to wait indefinitely for a channel. It would be preferable in such a situation to reject the call. In our work, we show how such a feature can be added to our RME algorithm.
Next we turn to the question of dealing with multiple channels. We show how the information structure can be enriched to include suitable information about multiple channels, and how our algorithm can be extended to use the information to allocate channels to various cells to meet the needs of the traffic in each cell. In effect, our approach decomposes the DDCA problem into five subproblems, each raising an interesting design issue. The subproblems are:
(1) How to implement RME for a single resource? (2) How to resolve deadlocks? (3) How to deal with multiple channels? (4) How to design efficient information structures? (5) How to implement efficient channel selection strategies? The first four subproblems deal with ensuring that neighboring cells do not simultaneously use the same channel, whereas the last subproblem is concerned with maximizing channel reuse.
The rest of the paper is organized as follows. Section 2 clarifies the problems addressed in this paper and their relationships to each other. Section 3 proposes a general relaxed mutual exclusion algorithm for a single resource (channel), which includes an information structure and an algorithm; the necessary and sufficient conditions for a correct information structure is given and its correctness is proved. Section 4 presents a simple strategy for resolving/avoiding deadlocks. Section 5 extends the proposed general relaxed mutual exclusion algorithm to deal with allocating multiple channels. Section 6 explores possible information structures that can be used by the proposed algorithms. Section 7 takes a closer look at channel selection strategies in distributed channel allocation. Section 8 proposes an example distributed channel allocation scheme, which is then analyzed and compared with other distributed channel allocation schemes by simulation study. Section 9 concludes the paper.
II. PROBLEMS AND THEIR RELATIONSHIPS
In this section, we will briefly consider the problem of mutual exclusion, the problem of relaxed mutual exclusion, and the problem of channel allocation. Our main purpose in this section is to discuss the relations between these problems, thereby laying the groundwork for developing related solutions which we do in the rest of the paper.
A. Mutual Exclusion
A distributed system consists of processes which communicate asynchronously via message passing [14] , [26] . The processes have a simple structure in which they alternate between computations inside a critical section and computations outside the critical section. The problem of distributed mutual exclusion (ME) is to design a protocol to coordinate entries into the critical section so that at any instant at most one process is in the critical section.
B. Channel Allocation
A cellular network is regarded as a regular grid of hexagonal cells [7] , [13] , [15] . An 
A finite set of channels is available for the network. Each channel can be used to support a communication session
, the minimum reuse distance is also specified. A channel can be used simultaneously by a number of different cells only if the distance between each pair of cells using the channel is greater than or equal to the minimum reuse distance. Thus, each cell ) is associated with an interference neighborhood INe which is the set of cells whose distance to When a call arrives at a cell, the cell attempts to acquire a channel to serve the call. If there is no channel available to the cell, the call is blocked. Similarly, when the mobile user of an on-going call moves to another cell, the new cell attempts to acquire a channel to serve the handed off call. If no channel is available, the on-going call will be dropped (disconnected).
The distributed dynamic channel allocation (DDCA) problem is to design a protocol for the cells to exchange information so as to acquire channels without violating the interference constraint. The goals are to avoid interference, minimize the call blocking/dropping rate, and maximize bandwidth utilization.
C. Relaxed Mutual Exclusion
A system consists of a set of sites, concurrent, independent processes, each of which repeatedly alternates between computations that need a critical resource and computations that do not need a critical resource. Among the sites there is a binary relation, , which is reflexive and symmetric,
In some systems, a channel can be used to support more than one communication session using time division multiplexing (TDM). In this case, a channel is called a carrier, and the channel allocation problem is referred to as the carrier allocation problem. All our results apply to such a system, with 'channel' being replaced by 'carrier'.
but not necessarily transitive. Two sites and ¡ are said to be conflicting or interfering with each other if and only if ¢ ¡
. Critical resources may be shared according to the following rules of relaxed mutual exclusion: 1) a given critical resource may be used simultaneously at different sites as long as no two of them are mutually interfering; and 2) at any single site, a given critical resource may not be shared by two or more processes. The problem of distributed relaxed mutual exclusion (RME) is to design a protocol to dynamically assign critical resources to different sites so as to comply with the above rules.
D. Relationship among the Three Problems
It is easy to see that ME is a special case of RME, where there is only one critical resource, each site has only one process, and £ ¡ for every pair of sites and ¡ . ME can also be viewed as a special case of CA, in which there is only one channel in the cellular system and the minimum reuse distance is infinity.
We can also draw a relation between CA and RME. Let 
¡
is less than the minimum reuse distance. Then the problem of allowing the same channels to be used simultaneously by different cells becomes a special case of RME. But we should note that there are also some important differences. In particular, in the CA problem, a cell requesting a channel does not really care which particular channel is allocated so long as it is able to use it without interference from other cells. By contrast, in the RME problem, when a particular site requests a critical resource, it is interested in acquiring a specific resource. Thus in the CA problem we have to concern ourselves with the question of choosing among numerous channels that may be available, when deciding which channel to allocate to a requesting cell. Indeed, as we noted in the Introduction, much of the work in the cellular literature has focussed on this question and a number of channel selection schemes have been proposed. In Section VII we will consider the question of channel selection and see how some of these schemes can be integrated into our overall approach.
In the rest of the paper, we will use the terms relaxed mutual exclusion and distributed channel allocation, critical resources and channels, sites and cells interchangeably.
III. GENERAL ALGORITHM FOR SINGLE RESOURCE
As laid out in the introduction, our first step in attacking the RME problem is to develop a general algorithm that guarantees RME for a single resource. The algorithm we propose is a generalization of Sanders Algorithm [24] for mutual exclusion. We start by presenting the information structure we use; next we develop our algorithm; finally, we consider the necessary and sufficient condition that the information structure must satisfy in order to to ensure the correctness of the algorithm.
A. Information Structure and Variables
The concept of information structure forms the basis of Sanders Algorithm as well as our algorithm. Our information structure consists of two sets: a request set b a nd an inform set w hen it releases the resource. We will also use the following three sets, which, however, are not part of the information structure:
Sites communicate with each other by message passing. The communications between any two sites are assumed to be First-In-First-Out (FIFO) and communication delay is arbitrary but finite. We use Lamport's logical clock scheme [12] to assign timestamps to events so that events at different sites can be totally ordered. Each message is assigned a timestamp. To break ties among requests, timestamp-based priorities are used. A request has a higher priority if and only if it has a smaller timestamp. Three types of messages are used: Request, Grant, and Release. The algorithm is described as a set of rules. The computations involved in each rule is considered as an atomic action.
The algorithm is a generalization of the Sanders algorithm. The generalization lies in Rule E, which specifies under what condition a site can grant a request. The algorithm described in this section is only concerned with RME. Deadlocks and other issues will be considered later. The following algorithm is called general relaxed mutual exclusion for a single resource (GRME).
D. On receipt of a Request message.
On 
C. Necessary and Sufficient Conditions
Arbitrary choices of request and information sets may not result in a correct GRME algorithm. The following theorem establishes a necessary and sufficient condition for an information structure to be correct in the sense that the resulting GRME algorithm will ensure relaxed mutual exclusion.
Theorem 1: Assume
. A necessary and sufficient condition for Algorithm GRME to guarantee relaxed mutual exclusion is that for any two conflicting sites © and their information structures satisfy In both of the above cases, © and will not use the resource at the same time. This establishes the sufficiency.
Necessity. Assume that the condition stated in the theorem is false. It suffices to construct a scenario in which relaxed mutual exclusion is violated. Since the condition is false, there exist at least two conflicting sites
. Without loss of generality, assume
each have a request of priority(© ) and priority( ), respectively. We first show that if the requests arrive at a site in a certain order, they will both be granted. We then create a scenario in which ; it may grant its own request and then grant ' s request (either immediately or after acquiring the resource, depending on whether
is less than or greater than
is greater than or less than 
D. Application to Mutual Exclusion
Sanders' algorithm is a special case of the General Relaxed Mutual Exclusion (GRME) algorithm. When every two sites are mutually conflicting (as in the case of mutual exclusion), the variable b may contain at most one element. In this situation, item E of the GRME algorithm can be rewritten as:
E. Granting a request. . With rule E written as above, this becomes essentially equivalent to the algorithm of [24] . The main difference is that [24] uses a priority queue, whereas our b n eed not be a priority queue. Priority queues help avoid deadlocks but they are not necessary for achieving mutual exclusion.
IV. RESOLVING/AVOIDING DEADLOCKS A deadlock occurs if there exists a cycle of sites
One effective way to avoid deadlocks is by use of Reject messages. After a site receives a request, it either grants or rejects the request within a limited amount of time. Thus, the algorithm is modified as follows:
ALGORITHM GRME with Grant/Reject A-F. Same as in GRME.
G. Rejecting a request. . Correctness. Since any site requesting the resource will receive a response (either a grant or a reject) from every site in its request set, no deadlock may occur. Also, with Rule J, no grant to a site's request will be mistaken as a grant to the site's another request. Theorem 1 still holds for the modified GRME algorithm. The "sufficiency" part of the proof needs only minor modification. The "necessity" part needs no change at all.
Performance. The advantage of the Grant/Reject scheme is the short response time -the requesting site knows quickly whether it can or cannot use the critical resource. This property is particularly useful in real-time application such as distributed channel allocation. If response time is not a critical concern, there are many deadlock detection/resolution algorithms in the literature that can be incorporated into or executed in conjunction with the GRME algorithm to resolve possible deadlocks.
The disadvantage of this scheme is that it does not guarantee progress property: it is possible that no site can obtain the resource even though it is free. For example, if a set of sites submitted requests for a resource simultaneously and forms a deadlock, the use of the Grant/Reject scheme resolves the deadlock, but as a side-effect, all the requests are rejected and no site acquires the resource even if it is available. In the worst case, all the rejected sites send requests again and the same situation repeats. One simple solution, borrowed from slotted-ALOHA protocol, is to let each rejected site back off a random length of time and then attempt another request.
An interesting problem for future work is to design a deadlock avoidance/resolution scheme with progress property.
V. DEALING WITH MULTIPLE CHANNELS
Next we discuss how to deal with multiple channels, which is necessary for a distributed channel allocation. Let
be the set of channels in a cellular system. In the following, we describe three approaches to dealing with multiple channels.
A. Sequential Search
Let Algorithm( ) be any algorithm for the singlechannel distributed channel allocation problem, with being the channel. The sequential search strategy works as follows:
1) When a cell wishes to acquire a channel, it selects a channel § y , may be used. For distributed channel allocation, this may improve the system performance.
Design Issues. One major issue is how to select a channel in step 1. Clearly, we should choose a channel that is likely to be available. We will discuss in Section VIII possible schemes for collecting information about which channels are available or likely to be available. Now, suppose a number of channels are found to be potentially available, which of them should be selected? We will address this question in Section VII.
B. Parallel Search
The basic idea behind parallel search is that when a cell wants to acquire one or more channels, it executes Algorithm() ) simultaneously for all ) § ¥ y to determine whether it can acquire ) . Conceptually, ¡ copies of the Algorithm() are executed in parallel, where ¡ is the number of channels. But blindly executing ¡ independent copies of the algorithms is inefficient. One design issue here is how to cut the message overhead and how to execute ¡ copies of the algorithm collectively, rather than independently. The following describes one possible design using GRME with Grant/Reject as the underlying algorithm. In essence, the idea is as follows: When a cell ' s it has received, and sends a message to each site in ¥ informing them of the set of channels it has decided to acquire. Thus, rather than trying one channel after another as in Sequential Search, here we are considering all possible channels in parallel; but note that the information structure we use here is the same for all channels whereas, as we noted above, this need not be the case in Sequential Search.
In Algorithm GRME, each site 
K. After aborting a request
If site © aborts a request, it cannot generate another request until after it has received a response (grant or reject) from every site in b
.
Correctness of parallel search:
As mentioned in the beginning of this subsection, the parallel search algorithm is a "group" execution of ¡ copies of Algorithm GRME with Grant/Reject. The algorithm will work correctly if it works correctly for each individual channel. Focusing on a particular channel and examining how the algorithm works for , we see that as far as is concerned, the Parallel GRME with Grant/Reject is essentially the same as GRME with Grant/Reject. For instance, con- . Theorem 1 still holds for Parallel GRME with Grant/Reject.
C. Hybrid Search
Distributed channel allocation may impose stringent requirements on channel acquisition delay. For example, a call in handoff needs a new channel in the new cell within a very short period. If the new channel is not acquired in time, the call is dropped. A cell may also request two or more channels at a time. For example, in future third generation multimedia mobile network, a call may need multiple channels. As described in the preceding section, parallel search allows a cell to acquire more than one channel at a time and would suit such multimedia applications. A disadvantage of parallel search is that when a cell receives a request, it may grant too many channels (the entire set ¡ b i n step E of Parallel GRME). Hybrid search is a combination of sequential and parallel search. when a cell wishes to acquire is chosen appropriately, both the acquisition delay and the message complexity can be kept low. Exchanging resource usage information between cells is an option that can be incorporated into the algorithm to further improve the performance of the algorithm. Due to space limit, the details of hybrid search are not presented here.
VI. INFORMATION STRUCTURE
For distributed channel allocation, the design of information structure is very important; it may significantly affect the system's performance in terms of message complexity, channel acquisition delay, as well as bandwidth usage. In this section, we describe some commonly used information structures and propose some new ones.
As noted earlier, a cellular network is a regular grid of hexagonal cells, with the cell at row , and they must satisfy the condition of Theorem 1. The following are some possible information structures, of which the Mercedes-logo structure and the Ring structure do not seem to have appeared previously in the literature.
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Centralized structure:
) is a particular site responsible for all channel allocation in the system. (In practice, site ) is typically the mobile switching center to which all base stations in a region are connected [7] .) This structure satisfies the condition of Theorem 1 as ; and for
. For example, in Figure 3 , suppose we let of Theorem 1 and are thus "correct." Now consider efficiency. One measure of efficiency is the size of the information structure. A smaller information structure would reduce message complexity and deadlock probability since a smaller information structure implies that fewer processes are involved in making decisions about which channel will be allocated to which cells. At the same time, it may reduce fault tolerance since failure of some of these processes would affect many cells. Among the above mentioned structures, the centralized structure is smallest, and the trivial structure the largest. Size is not the only concern. Maekawa [17] argues that two two symmetry properties are required or desirable: 1) all request sets b ' s have the same size and 2) every cell be in the same number of b ' s. The Mercedes-logo, ring, and trivial structures have these properties; the centralized and partially centralized structures do not.
When INb is the set of all sites in the system (which is the case for classical mutual exclusion), Maekawa [17] shows that the minimum possible size of the information structure with these properties is approximately , where is the number of sites in the system. It is not clear whether this result will hold when " I Nb H "
1
. Nevertheless, we feel that Maekawa's result is still a useful benchmark.
For cellular networks,
, where
Maekawa's formula still applies, the minimum possible size of information structure (with symmetry properties) would be B
. The Mercedes-logo and the ring structure have a size close to this value.
VII. SELECTION STRATEGIES
Channel selection strategy is an important issue in both centralized and distributed channel allocation. The question is, given a set of available channels, which channel should be acquired? Previous studies [11] indicate that efficient channel selection strategies can result in nearoptimal reuse of channels among cells. Most previously proposed channel selection strategies were studied for the centralized system [11] . They assume complete and updated knowledge of the channel usage information in a cell's neighborhood. Most commonly, the selection strategy is priority-based, i.e. each channel is associated with an acquisition priority in each cell. When a channel is needed, the potentially available channel with the highest acquisition priority is selected. The problem of channel selection then becomes one of assigning priorities to channels to maximize channel reuse.
As an example, consider the two-step dynamic-priority (TSDP) channel selection strategy [5] . For any given cell ' s nearest co-channel cells. The primary channels are those that are used by at least nearest co-channel cells, where (& 0 ¦ ) is a constant. Primary channels have higher acquisition priority than secondary channels. The acquisition priority of a primary channel is higher if it is used by more co-channel cells. The acquisition priority of a secondary channel is higher if its cost is lower, i.e. the use of the channel by
In the next section, we will use the TSDP selection scheme in conjunction with some of the earlier information structures that we discussed in Section VI.
VIII. DESIGNING DISTRIBUTED CHANNEL ALLOCATION SCHEMES
In this section we will see how to integrate channel selection schemes (including channel usage information collection) with channel acquisition algorithms, consider how the information structure can affect the performance of a scheme, and discuss ways to use different search algorithms to tackle different requirements of calls (such as handoff calls). We will also compare the performance of the proposed schemes with other well-known schemes by simulation studies.
A. Algorithms 1) TSDP with Mercedes-logo Information Structure: Basis of the algorithm:
We use GRME with Grant/Reject as the basis of the algorithm.
Information structure: We will use the Mercedes-logo information structure. For ease of presentation, let us assume . The Mercedes-logo information structure thus consists of 7 cells as shown in Figure 6 .
Sequential/Parallel search: For this demonstration, we choose the sequential search. As pointed out in Section V-A, we need a scheme to decide which channels are likely to be available; and if there is more than one such channel, we need a policy for selecting one of them. The former requires a scheme to collect channel usage information; the latter, a channel selection strategy. contains no more than three elements. Channel selection strategy: We will adopt the TSDP strategy as described in Section VII. The information needed for TSDP -namely, the channel usage information at the nearest co-channel cells -is available, since the channel information coverage (the gray area in Figure 6 includes the nearest co-channels).
If the request for a channel fails, the cell has to search for another channel. For handoff calls, it is most desirable to do one request and succeed. One solution is to use hybrid search, i.e. to let a cell request/search for several channels at one time. The number of channels to search is a design parameter.
2) TSDP with Trivial Information Structure: The Basic Update Scheme described in [4] is an instance of GRME with Grant/Reject using the sequential search and trivial information structure. It can work with any selection strategy. For performance studies in the next section, we will use the TSDP strategy.
3) Distributed Borrowing Scheme: In the distributed channel borrowing scheme [2] , [11] , each cell w ishes to acquire a secondary channel, it first queries all cells in INb to find out which channels can be borrowed, select a channel, and send a borrowing-request to those cells (typically 3 or 4 such cells) which own the selected channel. This, algorithm can be regarded as an instance of GRME with Grant/Reject, where the sequential search and the partially centralized information structure are used, and where a cell sends a query to every cell in INb to collect channel usage information.
B. Analysis and Simulation Results
There are many criteria to evaluate the performance of a channel allocation scheme: call blocking/dropping rate, bandwidth utilization, message complexity, and channel acquisition delay. Call blocking rate and call dropping rate together constitute the call failure rate. Bandwidth utilization is defined as the percentage of system bandwidth capacity used for transmitting communication good-put (or useful user packets). Message complexity refers to the number of messages exchanged for each channel acquisition/release while channel acquisition delay is to measure the average time for a cell to acquire a channel. In this section, we will provide performance evaluation of the three schemes described in preceding sections. Let B be as defined in Section VI. Recall that
, and that the Mercedes-logo information structure consists of B
(plus 1 or minus 2) cells. Assume the message transmission delay between any two cells to be . The message complexity and channel acquisition delay can be analyzed as follows.
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Distributed Borrowing Scheme -Assume that in most cases it takes only one search to acquire a channel; this assumption is not unrealistic because the cell in search for a channel attempts to collect the most-recent channel usage information before launching a search. The message complexity and acquisition delay for acquiring a primary channel are both zero. is most likely to be between 0 and 1. This is because after an unsuccessful search, a cell would have collected the most-recent channel usage information that a second search would succeed with a high probability. In order to simulate a realistic cellular network, we assume non-uniformly distributed traffic in our model. This is implemented by randomly designating variable number of cells as hot cells (or sink cells), which attract both new calls and handoff calls with a randomly generated degree (the probability of a MT being absorbed to a hot cell). These hot cells keep the hot status for an exponentiallydistributed period of time and then return to the normal status. Whether there are any hot cells or not is also modeled as an on-off process, with each on/off period exponentially distributed.
Figures 7 through 10 compare the performances of the proposed scheme, TSDP-Mercedes, with the other two schemes, TSDP-trivial and Borrowing. The TSDP-trivial scheme has the lowest call failure rate and the highest bandwidth utilization, but the highest message complexity. Especially in the presence of congested communication links between cells in the simulations and high call-arrival rate, this could severely invalidate any of the other advantages enjoyed by TSDP-trivial. The channel borrowing scheme, is shown to have the least overhead; however, it has the highest call failure rate and the lowest bandwidth utilization.
TSDP-Mercedes has a low call failure rate and high bandwidth utilization close to that of TSDP-trivial. It also has a relatively low message complexity. Although the channel acquisition delay is higher due to possible failed searches, it is not a concern for new arrived calls. Both TSDP-Mercedes and TSDP-trivial use the same channel selection strategy, TSDP. But in TSDP-Mercedes, as illus- Figure 6 , a cell does not have the channel usage information of all cells in its OIN. This simulation result shows that this is not critical for channel selection. Overall, the scheme we have proposed, TSDP-Mercedes, is more efficient than the other two providing high bandwidth efficiency and low overhead.
Longer acquisition delay is not a big concern for new calls, which are more tolerable to connection delays. However, it is critical to handoff calls. We simulated hybrid search for handoff calls with two channels being searched for each hybrid search. Figure 11 shows the percentage rate of failed hybrid searches. Compared with the failure rate of sequential searches, the rate is significantly reduced and the average channel acquisition delay is reduced to a bit longer than . IX. CONCLUSION Distributed dynamic channel allocation is a difficult problem. We showed that one aspect of the problem is a generalization of the traditional mutual exclusion problem, and decomposed the problem into several subproblems. We developed a general algorithm that guarantees relaxed mutual exclusion for a single channel, proved a necessary and sufficient condition for the information structure, and addressed the issues that arise in distributed channel allocation, including deadlock resolution, dealing with multiple channels, design of efficient information structure, and channel selection strategy. Based on these results, we proposed an example distributed channel allocation scheme. We then compared our scheme with other schemes by simulation study, and showed that it improved the overall performance significantly.
We conclude with a pointer to future work. Throughout this paper, our focus has been on channel allocation. Another important problem is that of locating a mobile phone. When a call comes in to a particular telephone number, the system has to locate the corresponding phone and forward the call to the corresponding base station. This problem too presents challenges somewhat similar to those presented by distributed dynamic channel allocation. In particular, individual sites will not, in general, have up-to-date information about the set of mobile phones currently located in the cells serviced by the various base stations. One approach that has been suggested [21] for dealing with this problem is the 'quorum-based' approach; the idea is that several sites will have information about the location of any given mobile phone, so by depending on information from a 'majority' (quorum) of sites, we can reliably locate the phone. Of course, as the mobile phones move about, information about their locations maintained in the various sites would have to be updated in a reasonably timely manner, else even with majority consensus, we will not be able to accurately locate the phones. In any case, it would be interesting to investigate the possibility of combining this type of information with information about channel usage in various cells that we currently maintain. Further, as messages are exchanged between the cells requesting channels, granting channels, or rejecting requests, we could also piggyback information about the changing locations of the mobile phones that the particular site is aware of.
