We aim to find a solution x ∈ R n /C n to a system of quadratic equations of the form bi = | ai, x | 2 , i = 1, 2, . . . , m, e.g., the well-known phase retrieval problem, which is generally NP-hard. It has been proved that the number m = 2n − 1 of generic random measurement vectors ai ∈ R n is sufficient and necessary for uniquely determining the n-length real vector x up to a global sign. The uniqueness theory, however, does not provide a construction or characterization of this unique solution. As opposed to the recent nonconvex state-of-the-art solvers, we revert to the convex relaxation semidefinite programming (SDP) approach and propose to indirectly minimize the convex objective by successive and incremental nonconvex optimization, termed as IncrePR, to overcome the excessive computation cost of typical SDP solvers. IncrePR avoids sensitive dependence of initialization of nonconvex approaches and achieves global convergence, which makes it also promising for more general models and measurements. For real Gaussian model, IncrePR achieves perfect recovery from m = 2n−1 noiseless measurement and the recovery is stable from noisy measurement. When applying IncrePR for structured (non-Gaussian) measurements, such as transmission matrix and oversampling Fourier measurement, it can also locate a reconstruction close to true reconstruction with few measurements. Extensive numerical tests show that IncrePR outperforms other state-of-the-art methods in the sharpest phase transition of perfect recovery for Gaussian model and the best reconstruction quality for other non-Gaussian models, in particular Fourier phase retrieval. *
Introduction

The problem
Consider we are given a set of m quadratic equations for x ∈ R n /C n of the following form
where the measurements b = [b 1 , . . . , b m ] T and the design/sampling vectors {a i } m i=1 ∈ R n /C n are known. Having information about | a i , x | means that the signs or phases of linear products a i , x are missing. For the real case, i.e., {a i } ∈ R n and x ∈ R n , problem (1) constitutes an instance of nonconvex quadratic programming and generally it is NP-hard [13] . As an example, the problem of solving (1) subsumes as special combinatorial optimization tasks involving Boolean variables, such as the stone problem, which is to solve the following quadratic equations x 2 i = 1, i = 1, . . . , n, (w 1 x 1 + · · · + w n x n ) 2 = 0, where the weights w 1 , . . . , w n > 0 [4] . For complex case, once the missing phases of the measurements {b i } m i=1 are recovered, the signal x can be reconstructed by solving a system of linear equations. This is referred to the well-known phase retrieval problem provided that a i 's are Fourier row vectors. The phase retrieval problem is of paramount importance in many fields of physical sciences and engineering, e.g., X-ray crystallography [29] , electron microscopy [30] , X-ray diffraction imaging [34] , optics [26] and astronomy [19] etc. In these applications, one often can only record the intensity of Fourier transform of a complex signal, while the phase information is missing due to physical limitations of detectors, such as charge-coupled device (CCD) cameras.
Regardless of its simple form and practical relevance across various fields, solving problem (1) is challenging. Even checking the feasibility is an NP-hard problem. Much effort has recently been devoted to determining the number of such equations necessary and/or sufficient for the uniqueness of the solution, whereas the uniqueness is up to a global phase constant. It has been shown that a number m = 2n − 1 of generic measurement vectors a i , i.e., random Gaussian vectors, are sufficient and necessary for the uniqueness for the real case [2, 3] . For the complex case, the necessary condition for uniqueness requires the measurement number m ≥ 4n − 4. Assuming that the system (1) admits an unique solution x up to a phase constant, one needs an efficient and robust numerical algorithm to compute it. However, current state-of-the-art methods are either not well scaled with respect to n in terms of computation complexity or only local convergence guaranteed requiring a good enough initial guess. Our objective is to develop a conceptually simple while numerically efficient and stable algorithm to find the solution x.
Prior art
To develop provable algorithms and facilitate the analysis for phase retrieval, the recent works assume random measurements (e.g. {a i } are Gaussian vectors), see a large body of literature [9, 10, 13, 32, 36] . The randomness assumption is the key ingredient for the success of proposed algorithms from large enough measurements. The only trivial ambiguity of solution to (1) under Gaussian measurement is the global phase shift. For classical oversampling Fourier phase retrieval, the uniqueness of solution becomes worse, there are three kinds of ambiguities, including phase shift, translation shift and mirror image [21] . To mitigate this kind of uniqueness, redundant measurements are introduced, such as measurements with masks [7, 18] , shorttime Fourier transform [24, 33] and ptychography [33] . The problem (1) admits unique solution up to a phase constant with multiple measurements in practice as long as the number of measurement is large enough. There exists other type measurement, such as transmission matrix [11] , whose measurement is neither Gaussian nor Fourier with masks. The theory built on Gaussian measurement does not hold for Fourier and non-Gaussian measurement. There is still a gap between the Gaussian measurement in theory and the structured measurement in practice.
Much effort has recently been devoted to devise provable phase retrieval solvers under the Gaussian random assumptions. The provable numerical algorithms fall into two realms: convex and nonconvex ones. Convex approaches rely on the so-called lifting technique to turn the quadratic nonlinear constraints of x into linear constraints for the matrix X = xx * . Based upon least-squares or other maximum likelihood criterion, the trace regularized SDP model after dropping the rank constraint, termed as PhaseLift [10] , can be designed, whereas the trace regularization (convex relaxation) is to promote low rank solution. The perfect signal recovery and optimal statistical accuracy have been established with a number of measurement m on the order O(n). Although convex relaxation models are more stable than nonconvex ones in general, typical convex approaches involve storing and solving for an n × n SDP problem and suffer from prohibitive computation cost for large scale problems. Its worst-case computation complexity scales as n 4.5 log 1/ǫ [20] , where ǫ is the error tolerance. Other variants, such as PhaseCut [20] based on a different convex relaxation, has the same scaling problem. Another recent convex relaxation model [15, 16] reformulated the problem of phase retrieval as a linear programming in the natural parameter vector domain. However, its performance depends on a good anchor vector, which is similar to the requirement of a good initial guess for nonconvex models.
Instead of convex relaxation approaches, the nonconvex approaches directly deal with the vector variable in the natural parameter space R n or C n . Based upon different formulations, recent proposed nonconvex methods include the alternating projection, such as AltMinPhase [32] and Karzmarz variants [38] , and optimization-based solvers, such as Wirtinger Flow (WF) and its Truncated version (TWF) [9, 13] , Truncated Amplitude Flow (TAF), trust-region methods [35] , and the prox-linear procedure via composite optimization [17] . These nonconvex approaches lead to significant computational advantages over the lifting based convex counterparts. However, due to the existence of possibly many stationary points, the nonconvex approaches in general are computationally intractable to find the global true solution x from an arbitrary initial guess, as opposed to the convex approaches. How to obtain a good enough initialization for these nonconvex methods is a key ingredient for a provable algorithm with global convergence. In a nutshell, for all nonconvex approaches, there are two stages involved to obtain a global minimizer:
1. The initial stage: For nonconvex approaches, convergence to a global minimum depends critically on the initial guess. For random Gaussian model, the initial guess can be obtained, such as the spectral method [9, 32] , truncated spectral method [13] and its variants, as well as orthogonality-promoting [36] (a.k.a. null method [12] ) and (reweighed) maximal correlation method [37] . The returned initial guess is good enough, provided the measurement number m is on the order of the dimension of the signal n, i.e., m = O(n).
2. The refinement stage: If the initial guess is close enough to a global minimizer, a refinement scheme, generally a gradient descent algorithm, can be used to push the initial guess toward to the global minimizer.
There are two limitations for the initial stage procedure. One is that whether the initial guess is good enough depends on the number m of measurements, the larger m is, the better the initial guess is. Actually, when there are enough Gaussian measurements (on the order of O(n log 3 n)), the intensity-based least-squares objective admits a benign geometric structure, which can lead to the global convergence [28, 35] from a random initial. In other words, all local minimizers are global and there always exists a negative directional curvature at every saddle point. However, nonconvex optimization can stagnate at local minimizers and fails to locate a global minimizer for medium to minimal Gaussian measurements or other type of measurements. So the initial stage is needed in general. The performance of the initial stage is worse for low and medium dimensional signals than for high dimensional ones, in particular when the number of measurements is close to the minimal limit m = 2n−1. In the minimal limit case, the performance of all the provable algorithms degrades markedly. This is due to the significant bias of the expectation approach in the minimal measurement limit. Another limitation is that all provable initial stage methods depend on special measurement design, such as random Gaussian vectors a i or coded diffraction pattern [8] . However, these specially designed measurements may not be practical in real applications, such as in cases like transmission matrix measurements [11] and the classical oversampling Fourier measurements. All the initial stage methods listed above fail to find a better initial guess than an arbitrary random point. As a matter of fact, the quality of the initial guess largely determines whether a recovery will succeed or not.
Contribution
Here we propose a simple, well-scaled and stable method by combining the respective advantages of convex and nonconvex approaches. The method, termed as IncrePR, is based upon the trace regularization solution approach for original PhaseLift trace minimization convex relaxation framework. While we indirectly solves the trace regularization convex problem by a sequence of nonconvex optimizations with incremental dimensions. Our method is comparable to nonconvex approach in terms of computation and storage cost while has the stability and flexibility of convex approach without the requirement of a good initial guess. We use extensive numerical tests to show the advantages of our proposed method in the challenging case of minimal Gaussian measurement for both perfect recovery, when there is no noise in the measurement, and robustness, when there is noise in the measurement.
Although our method depends on the tightness of the lifting PhaseLift SDP, we show it can work well, better than other state-of-the-art methods, for more general type of measurements. Numerical tests show that our method outperforms RAF (Reweighted Amplitude Flow) for transmission measurement matrix (available in a public phase package [11] ) when the number of measurements is small. For the difficult structured oversampling Fourier phase retrieval, our method is comparable to the HIO (Hybrid input-output) projection-based method, while all the state-of-the-art methods based on Gaussian measurement assumption fail. It is the first time to reconstruct an image by optimization-based approach. Compared to HIO, our optimization-based approach can flexibility integrate into TV minimization term.
Other relevant literature
Note that our strategy of formulating a convex matrix optimization problem by matrix factorization into a nonconvex formulation is not new. It is widely used in matrix recovery problems. Our incremental nonconvex approach to solve the semidefinite programming is also not new. The incremental nonconvex strategy has been applied to solving linear cost function [6] and nonlinear cost function [25] with affine constraints on the cone of semidefinite matrix. It is also extended to general (asymmetrical) low rank matrix minimization [14, 31] . The first attempt to apply this technique to solve the convex relaxation formulation PhaseLift [7] for phase retrieval was proposed in [22, 23] . [22] applied the fixed dimensional factorization X = Y Y * with Y ∈ C n×p to develop a scalable approach to optimize the trace regularization convex problem and did not discuss the incremental strategy. We employ the incremental strategy and propose a post-verifiable condition for the convergence and the termination test for IncrePR by establishing the connection between the stationary solutions to the nonconvex and convex problems respectively. Compared to the fixed dimensional strategy used in [22, 23] , IncrePR performs better without the dynamic rank decreasing procedure and empirically terminates quickly with very few incremental steps.
To develop a scalable nonconvex algorithm, authors in [39] considered applying the conditional gradient method for a convex problem with trace norm cone constraint to phase retrieval. To avoid updating of the full matrix X, they derived a new method driven by the measurement vectors and recovered the rank one solution by the randomized low rank approximation, termed as SketchyCGM. The algorithm outperforms PhaseLift when the measurement number is large enough, and performs inferiorly when measurement number is close to minimal [11] .
Compared to other state-of-the-art nonconvex phase retrieval methods, our proposed algorithm, IncrePR, has a comparable computation and storage cost without the requirement of a good initial guess. It can also handle minimal number of measurements and more general (derandomized) measurements better.
Notation and organization
We use H n to denote the set of complex n × n Hermitian matrices and use S n to denote the set of real n × n symmetric matrices. U, V = Re(Tr(U * V )) denotes the standard inner product in H n . We use bold font to denote vectors and bold capital font for matrices. a • b and a/b denote the entrywise multiplication and division between vectors a and b, respectively. The organization of the paper is as follows. We first review the PhaseLift framework and cite the known consequences of this convex framework for phase retrieval. Then we describe our incremental nonconvex approach for solving the PhaseLift problem. Various numerical tests and comparisons are presented to demonstrate the performance of our proposed method. Conclusion is presented at the end.
PhaseLift: a review
Note that our proposed method IncrePR works for both real and complex models, i.e., the unknown x and the sensing vectors a i are real-valued or complex-valued. For Fourier phase retrieval, the unknown x may be real-valued while a i 's are complex-valued. For generality, we formulate the problem and algorithm for the complex case.
Our method is based on the convex relaxation framework for phase retrieval. We first review the lifting approach for quadratic constraints. The problem (1) is to find a vector x ∈ C n subject to the system of m quadratic equations | a i , x | 2 = b i , i = 1, 2, . . . , m. The problem can be viewed as an instance of the quadratic constraint quadratic programming (QCQP). Following the classical Schor's relaxation, we lift the vector variable x into a matrix X = xx * . Then the nonlinear quadratic constraints can be cast as linear constraints with respect to the the matrix variable X, i.e.,
Thus the original problem can be formulated as the following matrix problem
The problem is also NP-hard due to the nonconvexity of rank one constraint. We can equivalently transform the rank one constraint optimization into a rank minimization problem:
Rank minimization with respect to a semidefinite matrix cone is usually replaced by the trace minimization instead, a convex relaxation procedure. The PhaseLift framework is to solve the following SDP min Tr(X)
Due to possible noise in measurements, Candes et. al. [7] proposed a first-order scheme to solve the regularized SDP problem:
where the parameter λ trades off between the data fidelity term S and the low rank promoting trace term. The linear operator in (3) is defined as A :
And its adjoint operator is denoted as
The data fidelity term S depends on the noise model. The least squares and Poisson likelihood estimation are considered in [7] for the presence of Gaussian noise and Poisson noise respectively.
The measurement setup is said to be real Gaussian model, if the sampling vector a i ∼ N (0, I), whereas is said as complex Gaussian model, if the sampling vector a i ∼ CN (0, I) = N (0, I/2) + iN (0, I/2). Actually, Candes [10] showed that the solution to problem (2) is exactly the solution to the original system of quadratic equations (1) with high probability for standard Gaussian random model, provided the measurement number m is on the same order of the dimension of the signal, i.e., m = O(n). Furthermore, the recovery is also stable, no matter which distribution the noise is drawn from.
The trace minimization in (2) is unnecessary in some case. The most obvious case is that the intensity measurements determine the trace of X, such as the Fourier phase retrieval and the case that the identity matrix is in the span of {A i }. The strict theoretical proof for the unnecessity of the trace minimization when m is on the order O(n log n) for standard Gaussian random model can be found in [15] . In this case, one can just solve the data fidelity minimization problem for noiseless or noisy measurements,
Note that there exists a gap for m between O(n) and O(n log n), which are the critical points for the tightness of trace minimization problem (2) and the data fidelity minimization problem over semidefinite Hermitian matrix cone (4) respectively. In the case of minimal measurement for Gaussian model, the trace minimization is critical for perfect recovery. Thus we still need to solve the trace minimization (4) from theoretical minimal Gaussian measurement [2, 3] . To utilize the indirect incremental nonconvex solver for unconstrained optimization on the cone of Hermitian matrices introduced in next section, We do not solve (2) directly for saving computational cost. We solve (2) by solving a successive unconstrained optimization on the cone of Hermitian matrices
with λ approaching 0. This continuity of λ is also applied to low rank matrix sensing problem [31] . In principle, we shall solve a series of problem (5) with variable λ approaching 0 to solve problem (2) . In numerical test, we only solve three problems (5) to solve (2) with good performance. Note that the regularization parameter λ can be set to 0 when the number of measurements m is large for Gaussian measurement.
3 Nonconvex solver for (5)
By following the continuity procedure for problem (2), we solve a series of unconstrained convex problem on the cone of Hermitian matrices (5) . For an instance of (5), Candes utilizes first-order optimization based on matrix variable X [7] . The computational cost and storage of the solver scale bad for large-scale application. The difficulty results from the semidefinite cone feasibility set. We aim to use an efficient solver with low storage to solve (5) . The problem to solve is a smooth convex optimization problem on the cone of semidefinite Hermitian matrices
where f 0 (X) is a smooth function, e.g., data fidelity based on least-squares or Poisson likelihood estimation. The matrix variable X ∈ H n , namely X * = X, where {·} * is the conjugated transpose.
Although the convex problem (6) can achieve global convergence without the need of a good initial guess, which makes it more stable and flexible for phase retrieval in practice, solving (6) directly by existing SDP solvers results in expensive computation cost scaled badly with the dimension of signal x due to the lifting. Here we propose an incremental nonconvex approach to solve it, which can significantly reduce the computation and storage cost and hence can deal with large scale phase retrieval problem.
Instead of sticking to the factorization X = xx * to enforce rank one condition as in a typical nonconvex approach, we relax the rank condition incrementally by the following nonconvex factorization formulation to approach the solution to the convex problem (6) min
The computation and storage cost in solving (7) is significantly less than solving (6) when p ≪ n. However, if we fix p = 1, then minimizingf λ 1 (x) only locates a stationary point (by first-order algorithms) or a local minimum in general. So we successively increase the p, until we have reached the global minimizer of (6) . In other words, our incremental strategy indirectly solve the original convex problem (6) by solving a sequence of nonconvex optimization (7) . It avoids the requirement of a good initial while reducing the computation and storage cost. There remains a natural question: when should one stop the iteration and what is the indicator? This indicator can be obtained from the analysis of the optimal conditions of the two associated problems.
Connection between convex and incremental nonconvex approaches
The possibility of indirectly solving problem (6) by solving (7) with incremental p is motivated by analyzing the connection between their first and second order optimality conditions. For notation simplicity, we omit the script λ in f λ (X) and p when λ and p are fixed. Given a function f : H n → R : X → f (X), we define the functionf :
For a differentiable function f , the notation ∇ X f (X 0 ) refers to the gradient of f at X 0 with respect to the variable X in the Wirtinger sense, since here we deal with the real-valued function of complex variables, i.e.,
The directional derivative of f at X 0 in a direction Z ∈ H n is defined as
Remark. We directly establish the optimality for real-valued function with complex-valued variables. Note that the elements of matrix X are complex, so the gradient definition should be in the Wirtinger sense for real-valued function of complex-valued variables. If we deal with solving real case problem, the computation and theory is also applicable, whereas the definition of gradient degenerates to the common sense.
We state the first-order KKT condition for problem (6) and (7) in the following lemmas. (6) is a Hermitian matrix X ∈ H n such that the first-order optimality conditions hold:
The optimality conditions are necessary and sufficient for our convex optimization (6) .
If Y is a stationary point of problem (7), then it holds that
Comparing Lemma 3.1 and 3.2, we have the following relation between the stationary solutions of problem (6) and (7), which will serve as our post-verifiable condition to terminate IncrePR.
is positive semidefinite.
The stationary point Y of problem (7) may be a saddle point, where there exists a negative curvature direction to furthermore decrease the objective function value. We also state the second-order optimality conditions of problem (7) . Since problem (7) is an unconstrained optimization, the second-order optimality condition is as follows.
Lemma 3.4. For a local minimizer Y ∈ C n×p of (7), it holds that
Lemma 3.5. For any matrix Z ∈ C n×p such that Y Z * = 0, the following equality holds:
Proof. According to the definition of directional derivative, we have
where we use the equality Tr(AB) = Tr(BA).
There is a natural question about how large the maximal p to set. Empirically, for PhaseLift, the maximal p ≪ n, since the unique solution of PhaseLift with Gaussian measurements is of rank one. For the global convergence of our incremental nonconvex optimization, there exists the worst characterization of the maximal p. We first give a sufficient condition. This theorem can be seen in [25] , where the cone of real symmetrical semidefinite matrices is considered. Here we extend the result to Hermitian matrices.
For the case of p = n, any local minimizer Y ∈ R n×p of problem (7) provides a global minimizer X = Y Y * of problem (6) . If Y is rank deficient, then the local minimizer provides a global minimizer of problem (6) . Otherwise, Y is full rank, then the matrix S Y becomes zero since the equality S Y Y = 0 from Lemma 3.2. For p = n, we know that all local minimizers are global from O(n log n) measurement.
Remark. Based on Theorem 3.3, we test whether the matrix S Y is positive semidefinite or not as an indicator of global convergence for our incremental algorithm. Since all eigenvalues of Hermitian matrix are realvalued, we just have to compute the smallest eigenvalue of S Y . To find a local minimizer for the nonconvex optimization (7), we use the second-order information to extract a negative curve direction at a saddle point. If we only use the first-order method to find a stationary point for the nonconvex optimization (7) instead, it may not be a global minimum of the original convex problem (6) when the worst case scenario p = n occurs.
An incremental approach
When we solve the nonconvex problem (7) and reach a stationary point, it may be a local minimizer or a saddle point. If the condition (9) is not satisfied, i.e., the matrix S Y = ∇ X f 0 (Y Y * ) + λI is not positive semidefinite, it means that we have not found a global minimum of the original convex problem (6) yet. Our incremental algorithm is designed to be monotonically decreasing in the objective function. Assume that we arrive at a stationary point Y of problem (7) , which corresponds to a point Y Y * of (6), the key idea is how to escape the stationary point along a descent direction toward a new point of (6) with a smaller objective value. As opposed to utilizing factorization X = Y Y * with Y ∈ C n×p for a fixed p in [22] , we propose an incremental solver with incremental p to solve (6) . Assume that the solution to (6) with a fixed λ is of low rank. Our incremental way is to solve the nonconvex problem (7) starting from p = p 0 . After arriving at a stationary point Y ∈ C n×p for current p, we check if Y Y * is a solution to problem (6) based on Theorem 3.3. If S Y = ∇ X f 0 (Y Y * ) + λI is positive semidefinite, then Y Y * is a solution to (6) and one can terminate. Otherwise we increase p to p + 1 and minimize problem (7) by constructing an initial point Y 0 ∈ C n×(p+1) which is a saddle point. This allows us to escape the stationary point along a descent direction in a higher dimensional space toward a new point of (6) with a smaller objective value. Y 0 is constructed by adding a zero column to Y ,
is also a stationary point of problem (7) in C n×(p+1) . Actually it can be shown that Y 0 is a saddle point. Since S Y must have at least one negative eigenvalue, from Theorem 3.3 and Lemma 3.5, the matrix Z = [0 n×p |v] ∈ C n×(p+1) , where v is the eigenvector responding to the smallest eigenvalue of S Y , satisfies
We summarize all the above elements in Algorithm 1. The parameter ǫ fixes a threshold on the eigenvalues of S Y to decide about the nonnegativity of this matrix. ǫ is chosen depending the problem and desired accuracy.
Algorithm 1 Incremental algorithm for solving problem (6) Input: Initial rank p 0 , initial iterate Y 0 ∈ C n and tolerance parameter ǫ.
Output: the solution X of problem (6). 1: Initialize p = p 0 , Y p = Y 0 2: repeat 3:
Apply an optimization method to find a local minimizer Y * p of problem (7) from initial Y 0 .
4:
Find the smallest eigenvalue λ min of S Y defined in (9).
5:
if λ min ≥ −ǫ then Find the corresponding eigenvector v of the matrix S Y . 9:
Apply one descent step along descent direction Z p = [0|v] (such as backtracking line-search), arrive at point Y 0
11:
end if 12: until convergence Remark. Our incremental nonconvex optimization for convex minimization is not new, our method is motivated by the literature [25] . However, it is the first time to apply the scheme to solve the phase retrieval problem with the extension to Hermitian matrix and the help of Wirtinger derivative. The original convex problem (6) is indirectly solved by incremental approach in lower dimension space C n×p . In addition to the significantly reduced storage and improved efficiency, another important advantage of this incremental approach is the nonconvex formulation (7) is an unconstrained optimization, while the convex one (6) is constrained to the Hermitian matrix cone.
In general, we can have two explicit criteria to terminate our incremental algorithm with consideration of the computational cost. The smaller the absolute value of the smallest negative eigenvalue of matrix S Y (ǫ in Algorithm 1), the closer the solution is to a global minimizer of (6) . Hence absolute value of the smallest eigenvalue of matrix S Y can be used as an indicator of the progress of the incremental algorithm and can be used to monitor the convergence. The upper limit of p for Y can be used to explicitly limit the computation and storage cost of the nonconvex problem (7) , which also leads to the control of the rank of the computed solution to (6) especially when the convex relaxation problem does not necessarily have the true low rank solution as its (unique) solution. For phase retrieval from O(n log n) Gaussian noiseless measurement, once a solution is found from Algorithm 1 with λ being 0, the best rank one factor from the decomposition of X is exactly the solution to (1) .
For the more challenging and subtle case of minimal number of Gaussian measurements, we shall solve a series of convex problem (6) with λ approaching 0. To save computational cost, instead, we only solve three convex problems with different λ to solve (2) . All the convex problems are solved by incremental nonconvex algorithm 1. It is more efficient than direct optimization of (2) . Numerical experiments in Section 6 show that our method has the sharpest transition of perfect recovery rate compared to other the state-of-the-art noncovex methods. When there are large enough measurement (on the order of O(n log n)), the solution to (6) with λ being 0 is of rank one. Thus the solution has been found.
In our incremental algorithm, we need to solve a sequence of unconstrained nonconvex problem (7) . Theorem 3.6 provides a sufficient condition to judge if a local minimizer of (7) is a global minimizer for (6) , which requires the search of a local minimizer for each nonconvex minimization. However, since we apply the post-verifiable condition Theorem 3.3 to terminate our algorithm, we can use a first-order method to find a stationary point for each nonconvex problem (7) . Of course, this may lead to a termination p larger than that of second-order method. However, for the phase retrieval applications, numerical experiments show that using both first-order and second-order methods for (7) work well and terminate for small p. In the next section, we give the explicit gradient and Hessian for two data fidelity functions and briefly review the first-order and second-order methods for completeness.
Remark. For a nonlinear convex cost function of problem (6) , since its solution can be of any rank, the theoretical guarantee for maximal p may be not further decreased. Empirically, our incremental nonconvex solver terminates when p is small. When measurement number is large enough, p is rough 2. Note that for Gaussian measurement, when measurement number m = O(n log 3 n), the algorithm terminates when p = 1.
Unconstrained optimization
In this section, we derive the components of the optimization scheme of solving the each nonconvex unconstrained problem: min
For the trace regularized minimization (7) (λ = 0), the gradient and Hessian have an additional trace term. For simplicity we skip the trace term in the following derivation.
We consider two data fidelities: intensity-based least-squares and likelihood estimation of Poisson noise. For least-squares loss, the objective function in matrix form is
For Poisson likelihood estimation, the objective function is
Tr(A i X) − b i log(Tr(A i X)).
Both functions are convex in X. Below are the gradient and Hessian for these two functions respectively.
Our incremental approach for phase retrieval is stated for 1-d signal case with unstructured measurement. When dealing with structured measurement, such as the fast Fourier transform in Fourier phase retrieval and the associated coded diffraction pattern [8] , the data structure in implementation can be more efficient.
Before stating the optimization scheme, we should note that the functionf (Y ) is invariant under an orthonormal transformation, i.e.,f (Y Q) =f (Y ), ∀Q ∈ O p . Thus the critical points are not isolated, which causes complication for second-order optimization methods [1] .
In order to locate a local minimizer for a nonconvex optimization, a second-order method, such as trust-region method, is needed. Since our nonconvex optimization is invariant up to an orthonormal transformation, we should consider the Riemannian optimization within the quotient space. Transformations from the Euclidean gradient/Hessian to Riemannian gradient/Hessian can be used.
At a point Y , the tangent space of the total space T Y C n×p can be decomposed into the direct sum of two spaces, the horizontal space H Y and vertical space V Y . The vertical space and the horizontal space at Y are:
By the definition of the inner product in C n×p , the orthogonal projection onto the horizontal space is denoted by P h Y . By the decomposition, the projection of Z can be expressed as P h Y (Z) = Z − Y Ω, where the skew symmetric matrix Ω solves the Sylvester equation, i.e.,
The Riemannian gradient and Hessian can be computed by the projection of the corresponding Euclidean gradient and Hessian. We can utilize the Manopt package [5] , which only requires input of the gradient and Hessian in Euclidean space.
However, the invariance under orthonormal transformation does not affect first order methods. To avoid computing projections onto the quotient space at each optimization step, we use first-order line search method to locate a stationary point for each nonconvex optimization (7) , although this may result Algorithm 1 terminating at a slightly larger p. The first-order line search methods construct a sequence,
where d k ∈ C n is some decent direction and α k ∈ R is the step size along the descent direction at kth iteration. The simplest choice, a.k.a gradient descent, is d k = −∇f (Y k ) and the step size α k is chosen to ensure local convergence. Although first order method for (7) with fixed p only converges to a stationary point, it is suffice since our incremental approach can find a better solution for (6) by considering p = p + 1. Other more efficient methods with different choices of descent directions, such as CG and LBFGS methods can be applied. For Fourier phase retrieval [27] , the LBFGS is the best candidate method among the firstorder methods. The LBFGS method for the real-valued function with complex-valued variable is detailed in [27, 28] .
There is no explicit line search solution for α k for the likelihood estimation function (11) . The inexact line search step size should satisfy the well known Wolfe conditions (whereas g denotes ∇f ):
and
where condition 0 < c 1 < c 2 < 1 is satisfied. Equations (13a) and (13b) are known as the sufficient decrease and curvature condition respectively. Fortunately, for intensity-based least-squares function (10) for phase retrieval, one can find the step size α k from exact line search by solving a cubic equation. A similar routine can be found in [28] to solve the nonconvex optimization (7) with p = 1.
Numerical test
In this Section, we assume there is an unique solution to (1) and use extensive numerical tests for different models for phase retrieval problems to demonstrate the following advantages of our incremental nonconvex approach, termed as IncrePR.
• If the convex relaxation (2) is tight so it has the same unique solution as the original nonconvex problem (1), e.g., for Gaussian model with O(n) measurements [10] , IncrePR can solve the convex problem much more efficiently than other direct SDP methods. It also outperforms other state-of-the-art nonconvex methods in the minimal measurement case.
• If the convex relaxation (2) is not tight so its solution may not be unique or close to the solution to (1), e.g., for non-Gaussian measurements, IncrePR can be used to find a better low rank approximation (due to the incremental approach) to the solution to (1) than direct SDP method, whereas nonconvex methods may totally fail due to the lack of a good initial guess.
Gaussian model
For Gaussian model, if there are enough measurements (O(n)), the convex relaxation model (2) is tight. However, instead of solving the trace minimization problem (2) directly, we use incremental nonconvex approach to solve a sequence of trace regularized convex problem (6) with different λ. We first solve (6) with λ being 0 and obtain a minimizer Y 1 . If Y 1 is (approximately) of rank one, its rank one factor is (approximately) the unique solution to (1) . However, we may fail to find the rank one solution but instead a solution with higher rank in general, since the solution to the convex problem (6) with λ being 0 may not be unique from O(n) measurements. Starting with Y 1 , we then solve (6) with a fixed λ and obtain the solution Y 2 , which can provide a good approximation to the rank one solution xx * of (2). Finally, starting with the best rank one approximation y 2 y * 2 of Y 2 , we solve (6) again with λ being 0. Due to the tightness of (2), the solution to the third convex problem shall be of rank one and the rank one factorization gives the solution x of (1). When provided with O(n log n) noiseless Gaussian measurement, we only need solve one convex problem (6) with λ being 0, since its solution is exactly xx * [15] . We apply incremental nonconvex approach to solve each convex problem, thus we call our algorithm as IncrePR. The three-stage algorithm for synthetic Gaussian measurement is listed in Algorithm 2.
Algorithm 2 IncrePR: Incremental algorithm for Gaussian measurement data
Input: Initial p 0 = 1, penalty parameter λ 0 and initialization y 0 ∈ C n . Output: An approximate solution x to problem (1).
1: Initialize p = p 0 and λ = 0, apply incremental nonconvex approach to solve (6) and obtain solution Y 1 = y 1 y * 1 . Set p 0 to the column number of y 1 , initialize dimension p = p 0 , penalty λ = λ 0 and initialization y 0 = y 1 .
7:
Apply incremental nonconvex approach to solve (6) and obtain solution Y 2 .
8:
Extract the best rank one approximation factor y 2 of Y 2 .
9:
Set p 0 = 1 again, initialize p = p 0 , λ = 0, and initialization y 0 = y 2 .
10:
Apply incremental nonconvex approach to solve (6) and obtain solution Y 3 .
11:
Extract the rank one factor x of Y 3 12: end if
We denote the solution to problem (1) as x ♮ , and the solution computed by IncrePR as x. For Gaussian measurement data, the relative error is defined as
where c is to get rid of the effect of the constant phase shift of phase problem.
First, we would like illustrate the empirical phase transition of recovery rate of IncrePR for the general standard Gaussian random model. We generate the 1-dimension real/complex signal of length n = 400 at random, and produce the sampling vectors a r drawn from real/complex Gaussian distribution and obtain the measurement intensity data. To specify the practical phase transition, for a fixed signal with size n, we set an array measurement number m = {1n, 1.1n, · · · , 5n} to generate the problems. We consider a signal to be perfectly recovered if the relative error (14) is below 10 −5 . We use IncrePR which involves solving stage  CG  TR  CG  TR  CG  TR   I 2.6 (2 3) 2.0 (2 2) 1.6 (1 2) 1.8 (1 2) 1.5 (1 2) 1.4 (1 2) II 2.7 (2 4) 2.0 (2 2) 1.6 (1 2) 1.8 (1 2) 1.5 (1 2) 1.4 (1 2) III 1.4 (1 2) 1.2 (1 2) 1.0 (1 1) 1.0 (1 1) 1.0 (1 1) 1.0 (1 1) three convex problems by incremental nonconvex approach. The least-squares data fidelity (10) is used for its global geometric landscape for O(n log 3 n) measurement data [35] . For real and complex cases, the λ 0 in Algorithm 2 is set to 1e + 2. The maximum iteration for each nonconvex problem is set to 1000 and 3000 for real and complex model respectively. For real case, the termination ǫ for incremental nonconvex approach is set to 100, 500 and 1 for the three convex problem respectively. For complex case, the termination ǫ is set to 800, 1000 and 1 respectively.
Termination column number For each nonconvex problem (7), we first compare the performance of first-order and second-order optimization. We run 10 Monte Carlo trials and compare the performance of first-order conjugate gradient (CG) method with that of second-order trust-region (TR) method. In Table 1 , we list the termination column number p of the incremental nonconvex approach for the three-stage Algorithm 2. For real case, we test three groups with measurement number m = 2n, 2.5n, 3n respectively. For complex case, measurement number m = 3n, 3.5n, 4n are considered. In the tests, we do not use the rank one condition in step 2 of Algorithm 2 to terminate the algorithm. For all cases, the average firststage termination p are not unity. It shows that the global geometric landscape does not hold for these measurement number. The termination p for CG is larger than that of TR, since the first-order method only locates a stationary point. On the other hand, the second-order trust-region method can find a local minimizer for the nonconvex problem (7) and hence lead to a small termination p. In practice, the first-order conjugate gradient method performs quite well too, since we limit the termination p to 10 which seems suffice to provide a good approximation. Compared to second-order method, the computational cost of first-order method per iteration is much less. There is no need to solve Sylvester equation and Newton equation. Also most of the termination p at third stage, at which λ is set to 0, is very close or equal to unity, which shows the local convergence of least-squares (10) . However, for the more challenging case of minimal measurement limit, m = 2n in real case and m = 3n in complex case, there are tests for which the termination p > 1 at the third stage. It shows that the necessity of incremental nonconvex approach at the refinement stage to solve the convex problem. If nonconvex formulation (7) with fixed p = 1 is used to refine the solution, it may still stagnate at a local minimizer.
Perfect recovery In the following experiments, we test on perfect recovery from noiseless measurements. We still use the least-squares data-fidelity (10) and apply conjugate gradient method to solve each nonconvex optimization. We start IncrePR with a random initialization, and compare its performance with the competing nonconvex methods, including reweighted amplitude flow (RAF) [37] , truncated amplitude flow (TAF) [36] , truncated Wirtinger flow (TWF) [13] as well as Wirtinger flow (WF) [9] with the same random initialization and a good initial provided by the state-of-the-art reweighted maximal correlation method [37] . For fair comparison, we set the parameters involved in each method to their default values as recommended in literature. The maximum iteration of other state-of-the-art nonconvex solvers is set to 3000 and 6000 for real and complex cases respectively. We report the phase transition of perfect recovery for each method by averaging 50 Monte Carlo trials. From Figure 1 , IncrePR shows the sharpest phase transition for both real and complex cases. IncrePR achieves perfect recovery from m ≥ 1.9n and m ≥ 2.7n measurement data for the real and complex cases respectively. It beats the theoretical guarantee of m = 2n−1 [3] and m ≥ 4n−4 [2] for generic real and complex cases respectively. As claimed in [37] , the reweighted amplitude flow (RAF) can achieve perfect recovery for signal with dimension n ≥ 2000 from m = 2n measurement data, whereas it may encounter difficulty for small dimension signal, as shown in figure 1 . It is resulted from the poor initial- ization returned by the reweighted maximal correlation method, which requires high signal dimension (e.g., n ≥ 2000) based on probability theory. The oscillatory pattern of the curves for other methods are also due to the relative low dimension of the test signals.
It is obvious that the performance of nonconvex methods degrades significantly when starting with a random initialization. IncrePR outperforms all the other state-of-the-art solvers markedly with random initialization. This is because IncrePR aims to use incremental nonconvex optimization approach to solve the convex PhaseLift model (2) , which has global convergence and is tight for Gaussian model.
Effect of trace penalty
As noted in introduction, the trace minimization in (2) is not necessary provided the measurement number m is on the order of n log n. In this case, IncrePR terminates at stage 1(step 4) in Algorithm 2, i.e, solution Y 1 is of rank one. To demonstrate the effect of trace penalty in IncrePR when m is inbetween, we extract the rank one approximation factors x 1 and x 3 of the solution Y 1 and Y 3 . If Y 1 is of rank one, we take Y 3 = Y 1 . We trace x 1 after the first stage of IncrePR, we denote it by IncrePR-1. We calculate the relative error between x 1 (x 3 ) and x ♮ to judge whether perfect recovery is obtained or not. Figure 2 depicts the effect of trace regularization. The phase transition of perfect recovery and the average relative error of IncrePR and IncrePR-1 are illustrated in Figure 2a and 2b. The phase transition for IncrePR and IncrePR-1 are m = 1.9n (m = 2.7n) and m = 3n (m = 3.7n) respectively for real (complex) Gaussian model. From Figure 2a , when m = 3n (m = 4n) for real (complex) case, IncrePR-1 shows perfect recovery. While from Table 1 , the termination p for first-stage of IncrePR is not unity. This gap is due to the gap of requirement of measurement m = O(n log 3 n) for global geometric landscape and the requirement of measurement m = O(n log n) for the tightness of (6) with λ = 0.
Noisy measurements
We demonstrate the stability of IncrePR for noisy data. We only consider additive Gaussian noise for the real case. We vary the noise level from 10dB to 50dB with an increment of 5dB. We only compare IncrePR with the RAF method for its good performance among the existing nonconvex solvers. Figure 3 illustrates the stability of IncrePR algorithm. For all tests, IncrePR shows better recovery, compared to RAF. The improved recovery for m = 2n and m = 3n is in particular impressive. The capability of IncrePR in dealing with the noisy data from minimal measurements is very promising and due to the stability of (2). The poor performance for RAF is due to its poor initialization from noisy and limited measurement data.
Real transmission measurements
Now we test on a real example for which the measurement matrix A is a transmission matrix provided by Phasepack [11] . The package is used to benchmark the performance of various phase retrieval algorithms. The transmission matrix dataset provides measurement matrices at three different image resolutions (16 × 16, 40 × 40 and 64 × 64). The rows of the measurement matrices are calculated using a measurement process (also a phase retrieval problem), and some are more accurate than the others. Each measurement matrix comes with a per-row residual to measure the accuracy of that row. For our test, we use the measurement matrix A_prVAMP.mat of image with resolution 16 × 16. We can cut off the measurement matrix to a smaller size by only loading the leading most accurate rows. We obtain the measurement matrix by setting the residual constant to 0.4. The signal to recover is a 1-dimensional signal with length n = 16 × 16 = 256.
Although Algorithm 2 performs well for Gaussian measurement data due to the tightness of the semidefinite relaxation (SDR) model (2), however, SDR model is not tight for this example. We design the following SDR motivated IncrePR (Algorithm 3) to find a good local minimizer to approximate the global minimizer using incremental nonconvex approach. We set the repeat number K = 1 and choose the least-squares data fidelity (10) . For our incremental nonconvex approach, the termination ǫ is set to 1. We run IncrePR 10 times from an arbitrary initialization. As the numerical tests show, the local minimizer found by IncrePR is much better than that found by directly solving the nonconvex problem (7) with p = 1 due to two reasons: 1) less dependent on initialization since it is SDR motivated, (2) bypass and improve a local minimizer for (7) with fixed p by increasing p = p + 1.
Algorithm 3 IncrePR: Incremental algorithm for structured measurement data
Input: Initial p 0 = 1, penalty parameter λ 0 , initialization y 0 ∈ C n , the maximal number of repeat K. Output: Local minimizer x to problem (7) with p = 1.
1: Set repeat number k = 1 2: repeat 3:
Initialize p = p 0 and λ = 0, apply incremental nonconvex approach to solve (6) and obtain solution Y 1 = y 1 y * 1 .
4:
if rank(y 1 ) = 1 then 5:
Extract the rank one factor x of Y 1 6: Set p 0 to the column number of y 1 , initialize dimension p = p 0 , penalty λ = λ 0 and initialization y 0 = y 1 .
9:
10:
11:
end if 12:
Set k = k + 1, p 0 = 1 and y 0 = y 2 . 13: until k = K 14: Refinement stage: locate a local minimizer x of nonconvex problem (7) with p = 1 and λ = 0 starting with y 0 .
We compare IncrePR with RAF for the empirical transmission dataset with measurement number m = 3n, 4n, 5n, 6n. The maximum iteration of every inner nonconvex optimization for IncrePR is set to 3000, while the maximum number of iterations for RAF is three times as much. The average and minimum/maximum relative errors are listed in Table 2 . Relative reconstruction error is calculated by the method defined in the source code accompanying [11] . The initial for RAF is generated by the reweighted maximal correlation method. From Table 2 , superiority of IncrePR and the fact that the more measurement data, the better the recovery are obvious. For m ≥ 4n, the reconstruction by IncrePR is also more stable than RAF. The best reconstructions over ten runs are plotted in Figure 4 . The subcaption below each image is the relative reconstruction error. For m = 3n and m = 4n, the reconstruction of IncrePR is much better. This is because RAF depends critically on the initialization which is sensitive to both measurement model and the number of measurements. Hence, starting with a poor initial from limited non-Gaussian measurements, RAF stagnates at a local minimizer which is worse than the local minimizer returned by IncrePR due to its incremental approach.
Oversampling Fourier phase retrieval
In this section, we consider the more difficult oversampling Fourier phase retrieval problem to reconstruct image from its diffraction data. The uniqueness of solution becomes worse, the data can give three kinds of ambiguities, unlike the Gaussian model [21] . All the state-of-the-art nonconvex solvers fail to find a even mediocre solution. Trace minimization convex problem (2) is no longer tight, and its direct solver also fails, as reported in [7] . To test IncrePR to recover the synthetic Lena and cameraman images from oversampling data, whose size is of 64 × 64 and 128 × 128 respectively. If the image is of size n 1 × n 2 , we pad the image with zeros to form an image with size 2n 1 × 2n 2 and record the FFT intensities of the padded image. The minimization function is the Poisson maximum likelihood estimation (11) , due to the inapplicability of intensity least-squares for oversampling Fourier phase retrieval [27] . For the noiseless Fourier phase retrieval, the measurement data determine the trace of the unknown lifting matrix, i.e, the Frobenius norm of the image. Hence, the trace penalty step is unnecessary in IncrePR method.
We still apply IncrePR (Algorithm 3) to solve the Fourier phase retrieval problem. The maximal repeat number K is set to 10. The termination ǫ for incremental nonconvex approach is set to 0.1. The initial elements of y 0 are randomly chosen integers from 0 to 100. To avoid the large-scale SVD computation in our IncrePR algorithm to return an optimal rank one image at the final stage of each repeat of IncrePR , we just extract the rank-one image with the maximum column norm, which turns out to work as well as SVD approach. We run IncrePR 10 instances from a random initial for each image. The average, minimum and maximum relative error after rotation if necessary over ten runs are listed in Table 3 , where the rank one extractions with our heuristic way and SVD are compared. It shows that quality of reconstruction is improved with repeat. The recovery images from one run are displayed in Figure 5 , where we only show results from the first three repeats of IncrePR. To demonstrate the failure of direct optimization for the nonconvex problem (7) with Poisson maximum likelihood estimation with fixed p = 1, we plot the results in subfigure (a) and (e), while the incremental nonconvex approach, IncrePR, with repeat can find a very good approximation. To the best of our knowledge, it is the first optimization-based method that work well for Fourier phase retrieval problem. The reconstruction quality is as good as the most popular HIO method, which is a projection method. Although IncrePR is more computational costly than HIO, it has the flexibility of adding other regularization terms or prior information in the objective function.
Conclusion
In this work, we propose an incremental nonconvex approach, IncrePR, to solve phase retrieval problem based on the convex relaxation PhaseLift formulation. If the convex relaxation is tight, IncrePR avoids sensitive dependent of initialization of nonconvex approaches and achieves global convergence, especially when the number of measurements is limited or the measurement is non-random. At the same time, our incremental nonconvex approach improves computation and storage efficiency significantly over direct semidefinite programming approaches. Even when the convex relaxation is not tight, such as phase retrieval from transmission matrix and oversampling Fourier measurements, IncrePR can still produce good results. Results from extensive numerical experiments show that IncrePR outperforms other state-of-the-art methods in perfect or noisy recovery for Gaussian models when the number of measurements is small and in phase retrieval from non-random measurements, such as transmission matrix and oversampling Fourier data.
