The hypothesis was tested that learned movement trajectories of different shapes can be stored in, and generated by, largely overlapping neural networks. Indeed, it was possible to train a massively interconnected neural network to generate different shapes of internally stored, dynamically evolving movement trajectories using a general-purpose core part, common to all networks, and a special-purpose part, specific for a particular trajectory. The weights of connections between the core units do not carry any information about trajectories. The core network alone could generate externally instructed trajectories but not internally stored ones, for which both the core and the trajectory-specific part were needed. All information about the movements is stored in the weights of connections between the core part and the specialized units and between the specialized units themselves. Due to these connections the core part reveals specific dynamical behavior for a particular trajectory and, as the result, discriminates different tasks. The percentage of trajectory-specific units needed to generate a certain trajectory was small (2-5%), and the total output of the network is almost entirely provided by the core part, whereas the role of the small specialized parts is to drive the dynamical behavior. These results suggest an efficient and effective mechanism for storing learned motor patterns i, and reproducing them by, overlapping neural networks and are in accord with neurophysiological findings of trajectory-specific cells and with neurological observations ofloss ofspecific motor skills in the presence of otherwise intact motor control.
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Although a wealth of knowledge has accumulated concerning the neural mechanisms of visually guided reaching (1-7) and tracing (8) movements, and the design and performance of artificial neural networks for similar movements (9) (10) (11) (12) (13) (14) , our knowledge is largely unknown concerning the generation and performance from memory of explicitly defined, learned movement trajectories, such as drawing a circle. Certain brain lesions can result in apparently specific loss of particular motor skills ["apraxia" (15, 16) ], such as dressing or buttoning a garment, without affecting other motor skills (e.g., driving a car) or simple movements (e.g., reaching to a target). It is generally assumed that information concerning the performance of the lost motor skill is stored in the lesioned areas (commonly in the posterior parietal cortex) or that these areas are unique in triggering the appropriate motor action, the motor pattern of which is stored elsewhere. Whatever the mechanism, the crucial supposition is that the neural pattern of a motor skill ["motor engram" (17) ] is stored somewhere in toto so that, when activated, it unfolds in time as a skilled motor act. Since movements are the result of interactions among neurons in the brain, it is reasonable to hypothesize that the motor engram could be stored in the set ofconnections and synaptic strengths between interacting neurons within and among various sensorimotor areas (18) . This distributed representation ofthe motor skill could account for the elusiveness of the nature and the site of its motor engram (17) . The neural networks subserving specific motor engrams could be separate and very specific in their composition and connection strengths, so that a particular learned, skilled action could be generated by the exclusive activation of the corresponding network with a fixed set of connection strengths (19) (20) . In this study we entertained an intermediate hypothesis-namely, that learned motor skills are subserved by largely overlapping networks with fixed connection strengths. According to this idea, the performance ofa learned motor skill involves a network with two kinds of units: (i) general-purpose "core" units that are common to, and, therefore, engaged with, all movements and skills and (ii) very specialized units that are dedicated to, and, therefore, engaged with, only the particular set of movement trajectories comprising a motor skill. Visually guided pointing (1-7) or tracing (8) movements could be generated by the core network, whereas learned skilled movements could be generated by the concomitant activation of both the core and the specialized units. This would be a distributed mechanism by which great specificity could be achieved with a minimum of dedicated neural resources.
Model
We tested the hypothesis above by using massively interconnected neural networks modeled according to the results of experimental studies (6, 8, (21) (22) (23) -namely, (i) the units of the network were assigned preferred directions (6) , (ii) the time-varying, dynamically evolving outcome of the network operation was calculated as the sum of the vectorial contribution of these units [i.e., network population vector (21, 22) ], and (iii) such population vectors were added successively tip-to-tail to create a "neural" trajectory (8, 23) . Specifically, if Ci is the unit preferred direction vector for the ith cell, then the neuronal population vector P is defined as the weighted sum of these vectors: P(t) = > Vi(t)Ci, [1] where the weight Vi(t) is the activity (frequency ofdischarge) of the ith unit at time bin t. In accordance with experimental data (6) the preferred directions were randomly and uniformly distributed in space. A neural trajectory was obtained by attaching successive population vectors:
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where the radius-vector R(tk) defines the point at the neuralvector trajectory taken at time bin tk.
To calculate a neural trajectory a standard set of resistancecapacitance equations governing the interactions between units and their dynamic evolution was used (24) . The timedependent output activity of the ith unit Vi(t) was calculated as Vi(t) = tanh[ui(t)], where the variable ui(t) represents the internal state (for instance, soma membrane potential) of the unit. The dynamic evolution of the pattern of activity of N interconnected units was governed by the following system of equations:
[3]
where i = 1, . The architecture of the neural network is illustrated in Fig. 1 . Each of these trajectories was generated by a network that comprised a general-purpose core part (large ovoid) plus a special-purpose set of units specific for the particular trajectory (one ofthe small ovoids). For example, the configuration of the network illustrated in Fig. 1 implies the activation of units specific to a counterclockwise circular trajectory (double-drawn ovoid). The core part is common to, and shared by, all four networks and is, therefore, activated regardless ofthe shape of the trajectory: the particular shape of a trajectory depends on the specific set of units activated, together with the core units, while the remaining trajectory-specific sets are inactive. The connection strengths among the units of the core part arefixed and remain the same for all trajectories. On the other hand, the connection strengths between the core units and the trajectory-specific units, and those among the specific units themselves, are allowed to change during training ("variable" connection strengths) of the network.
Training Procedure
To train the network to generate desired trajectories the variable synaptic weights were adjusted by means of the simulated annealing algorithm (25) . Specifically, the simulated annealing procedure was used to minimize the rootmean-square (rms) error between the desired trajectory shape and that generated by the network:
F= (-[Rd(tk)-Ra(tk)) [4] where the radius-vectors Rd(tk) and Ra(tk) show the corresponding points at the desired trajectory and at actual trajectory generated by the network taken at time tk, and Ra(to) = Rd(to). determine the shape of generated neural-vector trajectory. Singledrawn ovoids indicate that the other three trajectory-specific parts of the network are inhibited and that the connections between the core part and these sets (dashed lines) do not interfere with the dynamics. synaptic weight was accepted not only for changes that lowered the rms error but also for changes that raised it. The probability of the latter event was chosen such that the system eventually obeyed the Boltzmann distribution at a given "temperature," if the rms error is treated as the "energy" of the system. The temperature was decreased according to a cooling schedule Tn + 1 = 8T,,, where Tn was the temperature at the nth step and the value 1 -(3 was varied within the interval from 510-4 to 10-5. Each trial of the training procedure was repeated with different cooling schedules (different values of the parameter 1 -(3) to avoid the local minima problem. Generally, if the cooling is sufficiently slow for equilibrium to be established at each temperature, the global minimum-i.e., F = 0-can be reached in the limit of zero temperature. We checked the robustness of the results with respect to different series of random numbers used during the realization of the simulated annealing procedure. The amount of time required to train the network depended on the number of units in the simulation, on the trajectory used, and on the particular set of connection weights among the core units. For example, the computer time required on a single YMP C-90 processor ranged from 1.5 to 7.3 central processing unit hours for each trial using 100 units and the clockwise circular trajectory.
Results of Simulations and Discussion
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Given the overlapping design of the networks, we sought to determine the minimal number of trajectory-specific units needed to generate a particular trajectory. Consider a core network consisting of NC units. We first assigned and fixed the synaptic weights between the units ofthe core part. These synaptic weights were assigned randomly by the relation wij = yij + 0.1 1 --arccos(CiCj)), [51 where yu was a random number uniformly distributed on the interval [-0.5,0.5]. The second term on the righthand side of Eq. 5 was introduced to provide a negative correlation between synaptic weights and the difference between preferred directions of the connected units. This type of correlation between the synaptic weights and properties of directionally tuned units was observed in experimental (5) and modeling studies (19) . Then a trajectory-specific part with a given number of units (n = 1, 2, 3, . . .) was added and the variable synaptic weights were adjusted (see above) until the network subset (i.e., core plus specific units) generated 2. log4og plot of the dependence of the rms error (Eq. 4) between the desired and generated trajectories on the number of steps in the training procedure. Neural subsets were trained to generate clockwise (A) and counterclockwise (B) circular neuralvector trajectories. In all cases the number of units N, in the core part of the network was equal to 100. Different curves correspond to different numbers of units in the trajectory-specific parts, as indicated near the curves. The trajectories that correspond to the minimal values of the rms errors achieved in each trial are shown to the right ofeach curve. The training procedure was stopped ifthe rms error was equal to, or less than, unity. The number of specialized units n, sufficient for this to be achieved in the trials illustrated was two and five for the clockwise (A) and counterclockwise (B) circle, respectively. The maximal number of steps in the simulated annealing was equal to 3-105. the desired trajectory, or until training failure was evident. We considered the training procedure successful if the resulting network was able to generate trajectory that provided the value of the rms error (Eq. 4) equal to or less than unity (see also Fig. 2 ). If this was not achieved after 3 105 steps of the simulated annealing procedure, the training was considered unsuccessful. We did not suppose any specificity of the values of variable synaptic weights in comparison with the weights ofconnections between the core units. During the simulated annealing procedure a new probe value for variable synaptic weight was randomly selected in accordance with Eq. 4. This means that the probe values for variable synaptic weights obeyed the same distribution function as the fixed synaptic weights for connections among the core units.
The value of n just sufficient for successful training was considered to be the minimal sufficient number of trajectoryspecific units, nU, for this trial; this number varied somewhat from trial to trial. Fig. 2 illustrates two examples of the procedure for determining the value ofnA. For agiven number ofunits NC in the core part, the procedure above was repeated 10 times using different but fixed synaptic weights for connections among the core units. This was carried out for each type of trajectory and for NC values ranging from 25 to 205.
The results obtained for all simulations are shown in Fig.  3 . The number of trajectory-specific units sufficient to generate a particular trajectory was small: for 100 core units, two to five trajectory-specific units were sufficient. It is noteworthy that this finding is independent of the particular shape of a trajectory (Fig. 3) . Moreover, the ratio oftrajectory-specific units over the number of core units (n3/N,) decreased as the number of core units increased. Although these results cannot be directly extrapolated to very large networks, larger simulations could yield either no improvement in accuracy Neurobiology: Lukashin et al. (saturation) or further decreases in trajectory error. In the latter case the fraction of the trajectory-specific units, relative to the number of core units, could be even less than our estimate of 2-5%.
Thus, in the framework of our model the larger core part of the network does not carry any information about possible movements in the static state because the weights of connections between the core units are the same for all trajectories. All information about the movements is stored in the weights of connections between the core part and the specialized units and between specialized units themselves. However, once the dynamics gets started by activation ofone ofthe specialized set, the core part reveals specific dynamical behavior for a particular trajectory, due to the driven forces from the specialized units. Therefore, during the dynamics the core part does discriminate different tasks. Note that the core part also actively influences the dynamics through the feedback connections to the specialized units. The roles played by the core part and by specialized parts are the following. Since the number of specialized units is negligibly small in comparison with the size of the core part, the total output of the whole network is almost entirely provided by the dynamical behavior ofthe core network that can translate the information to the lower levels of the central nervous system. The role of the small specialized parts is to receive information about the beginning of the movement and to drive the dynamical behavior of the whole network.
Recent neurophysiological studies (26) (27) (28) have shown that a small percent (1-10%6) of cells recorded during performance of learned movements from memory are very specific to a particular trajectory, whereas a relatively large number of cells are engaged both during simple pointing movements and during performance of the specialized movements. These observations are in close quantitative agreement with the results of the present study; indeed, the experimental results can be regarded as reflecting the limit of the theoretical results obtained in this study. In the brain, specialized networks could be activated by various cortical and subcortical structures including the cerebellum and basal ganglia. Finally, the architecture of overlapping, massively interconnected networks with a minimum of specialized units could be useful to other applications requiring the production of very specific outcomes: this architecture is efficient and effective, for it maximizes the specificity that can be obtained while minimizing the number of specific units and allowing for a common core to be shared by different applications.
