For each natural number d we consider a finite structure M d whose universe is the set of all 0, 1-sequence of length n = 2 d , each representing a natural number in the set {0, 1, ..., 2 n −1} in binary form. The operations included in the structure are the four constants 0, 1, 2 n − 1, n, multiplication and addition modulo 2 n , the unary function min{2 x , 2 n − 1}, the binary functions x/y (with x/0 = 0), max(x, y), min(x, y), and the boolean vector operations ∧, ∨, ¬ defined on 0, 1 sequences of length n, by performing the operations on all components simultaneously. These are essentially the arithmetic operations that can be performed on a RAM, with wordlength n, by a single instruction. We show that there exists an ε > 0 and a term (that is, an algebraic expression) F (x, y) built up from the mentioned operations, with the only free variables x, y, such that if
n −1} in binary form. The operations included in the structure are the four constants 0, 1, 2 n − 1, n, multiplication and addition modulo 2 n , the unary function min{2 x , 2 n − 1}, the binary functions x/y (with x/0 = 0), max(x, y), min(x, y), and the boolean vector operations ∧, ∨, ¬ defined on 0, 1 sequences of length n, by performing the operations on all components simultaneously. These are essentially the arithmetic operations that can be performed on a RAM, with wordlength n, by a single instruction. We show that there exists an ε > 0 and a term (that is, an algebraic expression) F (x, y) built up from the mentioned operations, with the only free variables x, y, such that if The following is a consequence. We are considering RAMs Nn, with wordlength n = 2 d , whose arithmetic instructions are the arithmetic operations listed above, and also have the usual other RAM instructions. The size of the memory is restricted only by the address space, that is, it is 2 n words. The RAMs has a finite instruction set, each instruction is encoded by a fixed natural number independently of n. Therefore a program P can run on each machine Nn, if n = 2 d is sufficiently large. We show that there exists an ε > 0 and a program P , such that it satisfies the following two conditions. (i) For all sufficiently large n = 2 d , if P running on Nn gets an input consisting of two words a and b, then, in constant time, it gives a 0, 1 output Pn(a, b).
(ii) Suppose that Q is a program such that for each sufficiently large n = 2 d , if Q, running on Nn, gets a word a of length n as an input, then it decides whether there exists a word b of length n such that Pn(a, b) = 0. Then, for infinitely many positive integers d, there exists a word a of length n = 2 d , such that the running time of Q on Nn at input a is at least ε(log d) −ε = (log log n)
1. INTRODUCTION
Motivation, historical background
One of the central questions of complexity theory is the comparison of the computational resources needed for deterministic and nondeterministic computation. Namely, assume that we want to find a 0, 1-sequence satisfying a test T . Is it true, under some natural assumptions on the test and on the algorithm searching for x, that to find x requires essentially more computation, than checking that a given x really satisfies T ? In the case when both the test and the searching algorithm must be performed in polynomial time (in the length of x) by a Turing machine, this leads to the P = N P ? question.
In an earlier paper [2] the author has shown that if both the test and the computation consist of an evaluation of an algebraic expression made from the operations described in the abstract, and the length of the algebraic expressions are constant then deterministic and nondeterministic computations can be separated. An equivalent formulation in terms of RAMs is that there exists a constant time test P in the sense described in the abstract, such that there exists no constant time program Q, which decides for all n and for all words a of lengths n, while running on Nn, whether there exists a word b of length n with Pn(a, b) = 0. The main motivation of the present paper is to improve the time lower bound on Q. The methods in [2] show only that a Q with the given properties cannot work in constant time but do not give any specific unbounded function f (n) as a lower bound.
First we compare our results to other theorems, where nonlinear lower bounds were given, or deterministic and non-deterministic computation were separated in general computational models. Some of these proofs were based on a diagonalization argument introduced by Hopcroft, Paul, and Valiant in [12] in 1977. In fact the high level structure of the present proof and the proof in [2] is very similar to the structures of the proofs given in [15] or [13] . The technical details however are completely different.
For multi-tape Turing machines linear time nondeterministic and deterministic computations were separated in [15] by Paul, Pippenger, Szemerédi, and Trotter in 1984. Their theorem and the present result are not comparable in the sense, that none of them follows from the other, since in the Turing model longer bitwise computations can be done than in our RAM model with the given time limit, but the RAM model allows arithmetic operations e.g., multiplication, and division of n bit numbers, and it is not known whether these operations can be computed on a multitape Turing machine in linear time. For uniform computational models where the working memory is smaller than the input, Fortnow gave nonlinear lower bounds in [13] . In a similar sense as in the case of [15] our results and the results of [13] are not comparable. The highlevel structures of the proofs in both [15] and [13] however are very close to the highlevel structure of the present proof. In fact we will use the outline of the proofs in [15] as a model while giving the sketch of the present proof. There are also nonlinear lower bounds for nonuniform models of computations see [3] , [8] , [9] , but the results are also incomparable to the present ones and even the structures of the proofs are completely different.
We can say that the difference between these already existing lower bounds and the ones in the present paper and in [2] is that they are based on different properties of the computational models. Both in the case of the Turing machine model, and in the models with small working memory, a lower bound proof is possible because of the organization of the memory, which in the second case includes the input. In both cases there is some restriction on the structure/use of the memory that is the crucial property used in the proof. In contrast, our present proofs, or the proofs in [2] , are not based on properties of the memory structure or the memory access, but on properties of the set of arithmetic instructions. Therefore our results say something about the set of arithmetic operations multiplication, addition etc., which is used in the usual random access machines.
As an additional motivation we can say that solving several search problems, each within the framework of our theorem, frequently occurs as part of computational problems to be solved on a RAM. Of course our lower bound does not imply a lower bound for the solution for all of the search problems together, still it may show that we cannot hope for a fast solution by solving each of these search problems separately.
The formulation of the results
First we formulate our result about RAMs. For each positive integer n we define a von Neumann type machine Nn with word length n. (See also [5] .) These machines have a common finite instruction set. Each instruction has a name, which is a natural number. We consider only the machines Nn for, say, n > 10, where such a name fits into a memory cell. The set of these names will be denoted by I. A program P is a sequence from the elements of I. When we say that the machine Nn executes the program P of length k, we mean that the machine starts to work from the state where the first k memory cells contains the elements of P in their natural order and the contents of the other memory cells are 0. The total number of memory cells is restricted only by the address space, say, it is 2 n . The instruction set contains (i) arithmetic instructions: addition and multiplication modulo 2 n , the constants 0, 1, n, 2 n−1 , the unary function min{2
x , 2 n − 1}, the binary functions x/y with x/0 = 0, max(x, y), min(x, y), and the boolean vector operations ∧, ∨, ¬ defined on 0, 1 sequences of length n. (ii) read, write instructions, (iii) control transfer instructions, (iv) input/output instructions, (v) halt instruction.
Assume that c, k are positive integers. A program P will be called a c-size k-ary test, if length(P ) ≤ c, k ≤ c and for all positive integers n > 10, and for all integers x1, ..., x k ∈ [0, 2 n − 1], the program P on machine Nn, at input x1, ..., x k uses only the first c memory cells, and produces an output Pn(x1, ..., x k ) ∈ {0, 1}. The time requirement of P on Nn is the smallest integer t such that for all x1, ..., x k , the program P at input x1, ..., x k provides an output in time at most t. Theorem 1. There exist an ε > 0, a positive integer c and a c-size binary test P , with time requirement at most c on each machine Nn, such that for all c > 0, and for all csize unary tests Q the following holds. Suppose that for all sufficiently large positive integers n and for all a ∈ [0, 2 n −1], the following two statements are equivalent:
Then for infinitely many positive integers n, the time requirement of Q on Nn, is at least ε(log log n) 1 2 (log log log n)
In other words, there exists a constant time test P (x, a), depending on a parameter a, such that the question whether it has a solution in x or not, cannot be decided by a constant size program Q which gets a as an input, even if the time used by Q on Nn can be as large as ε(log d)
The theorem remains true even in the following stronger nonuniform version. Suppose that the sequence Qn, n = 1, 2, ... is a sequence of programs, and f, g are functions defined on the the set of natural numbers with real values. We say that the sequence Qn is a family of unary tests with size bound f and time limit g, if for each sufficiently large n, Qn is a program, that is, a sequence from the elements of I, of length at most f (n), and for each a ∈ [0, 2 n − 1], Qn, while running on the machine Nn, at input a gives a 0, 1 output Qn(a) in time at most g(n). Theorem 2. There exist an ε > 0, a positive integer c and a c-time binary test P , with time requirement at most c, such that for all families of unary tets Qn, n = 1, 2, ..., with both size bound and time limit ε(log log n) 1 2 (log log log n) −1 the following holds. For infinitely many positive integers n there exists an a ∈ [0, 2 n − 1], such that the following two statements are not equivalent:
The proof of these theorems will be based on a theorem about the structures M d described in the abstract. Our next goal is to formulate that result.
Definition. 1. The set of all natural numbers will be denoted by ω, that is, ω = {0, 1, 2, . . .}. Each natural number n is considered as the set of all natural numbers less than n, that is, n = {0, 1, . . . , n − 1} and 0 = ∅, 1 = {∅}, 2 = {∅, {∅}}, etc.
2. Assume that a, b ∈ ω, b ≥ 2. The natural number a can be written in a unique way in the form of ∞ i=0 αib i , where αi ∈ {0, 1, . . . , b − 1} for i ∈ ω. The integer αi will be denoted by coeffi(a, b). In other words coeffi(a, b) is the ith "digit" of a in the numeral system with base b. We extend the definition of coeffi(a, b) for negative integers i as well, by coeffi(a, b) = 0 for all i = −1, −2, . . ..
3. M will denote a first-order language with equality, which does not contain any other relation symbols, and contains the following function and constant symbols. (We consider constant symbols as 0-ary function symbols as well.)
Constant symbols: 0, 1, −1, n. Unary function symbol: N , p, ( N stands for negation, p stands for "power").
Binary function symbols: +, ×, ÷, max, min, ∩. 4. Since M is a language with equality, in the interpretations defined below, we do not define the interpretation of the relation "=", it is already given as "equality". Assume that d ∈ ω = {0, 1, 2, . . .} and n = 2 d . M d will denote the following interpretation of the language
We will call the interpretations
5. Motivated by the definition of the standard interpretations we will use the following notation as well when we use the functions symbols of M : +(x, y) = x + y, ×(x, y) = x × y, p(x) = 2
x . Generally we will use this notation only if it is clear from the context the we mean the function symbol interpreted in a structure M d , otherwise x + y, xy, 2
x retain their usual meaning as operations among real numbers. Although the relation ≤ is not included in the language M sometimes we will write
6. When we use the function symbols of M we will write x − y for x + (−1)y and −y for (−1)y.
7. Assume that F (x, y) is a term of M and
∈ ω is a sequence of terms of M. We will say that the sequence G decides whether there exists a solution for F , if for all sufficiently large d ∈ ω, we have
8. The length of a term τ of a first-order language L is the total number of symbols (counted with multiplicity) in it. This number will be denoted by length(τ ). The depth of the term τ , that will be denoted by depth(τ ), is the maximal number of nestings of the function symbols in it.
Theorem 3. There exists an ε > 0 and a term F (x, y) of M such that the following holds. Assume that G = G d (y) | d ∈ ω is a sequence of terms of M such that G decides whether there exists a solution for F . Then for infinitely many d ∈ ω, the depth of G d is at least ε(log d)
The depth of a propositional formula is the maximal number of nestings of function symbols and boolean operations together. It is easy to show that there exists a c ∈ ω such that for each propositional formula P (x1, ..., x k ) of M, there exists a term F (x1, ..., x k ) of M, such that depth(F ) ≤ cdepth(P ), and for all 
Weaker versions of Theorems 3 and Theorem 4 were proved in [2] . E.g., the weaker version of Theorem 3 is equivalent to the statement that if G = G d | d ∈ ω is a sequence of terms of M such that G decides whether there exists a solution for F then there exists a sequence d0, d1, ... of natural numbers such that limi→∞ depth(G d i ) = ∞. The motivation for the formulation of Theorem 3, apart from the fact that it is used in the proofs about RAMs, is that it is a natural continuation of a long chain of results in mathematics which say that certain search problems, e.g., equations, cannot be solved by the same operations as were used in their formulation. For example Galois' theorem about the unsolvability of equations of degree five by algebraic operations belong to this category. (Sevaral other examples of this nature are described [2] ). In the present case we give such a Theorem in a quantitative form by giving a lower bound on the depth of the algebraic expression which could compute a solution.
There are many important first-order structures where quantifier elimination is possible (e.g., the field of real numbers, field of complex numbers) and also where it is not possible (e.g., Peano Arithmetic). Theorem 4 gives us an example where quantifier elimination is not possible, moreover the statement is true in a quantitative form. The particular choice of the structures involved in the theorem is motivated by the connection with random access machines.
The first-order properties of structures similar to the structures M d were studied for a long time in the theory of Fragments of Peano Arithmetic. In that case however the set of operations defined by function symbols is usually more restricted (although sometimes exponentiation in some restricted form is allowed). In that theory the basic structure is usually not a finite set as in the case of M d , but rather an infinite initial segment of a nonstandard model of Peano Arithmetic, which is closed under addition, multiplication and sometimes under the operation x log y . The advantage of this is that instead of speaking about an infinite sequence of structures the results can be formulated in a single structure. A similar solution may be possible in our case too, but then the connections with RAMs would be much more complicated than with the present formulation of the result. Namely, it would be difficult to maintain a fixed upper bound on the sizes of memory cells since each multiplication would double the number of words in a bit.
The following theorem shows that the lower bounds that we proved in the four theorems described above are probably very far from the truth.
Definition. Assume that F (x, y) is a term of M. We describe a problem in N P , which will be called "the solution of the equation
If the size of he problem is n, where we assume that n = 2 d , then the input of the problem is an integer a ∈ 2 n . An
Theorem 5. There exists a term F (x, y) of M, such that the solution of the equation F (x, a) = 0 in x is an N Pcomplete problem.
PROOFS

Sketch of the proof of Theorem 3.
As we have mentioned already, a weaker version of Theorem 3 was proved in [2] , namely it has been shown that
is a sequence of terms of M such that G decides whether there exists a solution for F then there exists a sequence d0, d1, ... of natural numbers such that limi→∞ depth(G d i ) = ∞. We will refer to this theorem as Theorem A. The proof of Theorem A did not provide any unbounded function f (x) such that we could conclude that for infinitely many d, the depth of G d is at least f (d). It seems that the lack of such a function f is a consequence of the nature of the indirect proof given in [2] . The paper [2] also described a generalized version of Theorem A, which essentially abstracted those properties of the structures M d which were needed in the proof. For the proof of the present results these properties are not sufficient. We have to go back to the original definition of the structures M d in terms of its arithmetic operations, and formulate a new additional property, called "Vector Property" which will be used in the proof of Theorem 3.
We start sketching the proof of Theorem 3 by comparing it to the proof of Paul, Pippenger, Szemerédi, and Trotter about the separation of deterministic and non-deterministic linear time computation on multitape Turing machines (see [15] ), we will refer to this theorem as the PPST Theorem. We will point out which are those steps in the proof of the PPST Theorem which has an analogue in the present paper.
The outline of the proof of the PPST Theorem is, roughly speaking, the following. The proof has three parts that we will call Collapsing, Simulation, and Diagonalization. The roles of these parts can be summarized this way.
Collapsing. This is an indirect argument. Assuming that the PPST theorem is not true it is shown that the alternating hierarchy of linear time computation on multitape Turing machines is collapsing, that is, for each k there exists a c such that each computation with k alternation and time n can be also performed by a machine with no alternations and in time cn.
Simulation. It is shown, without the indirect assumption, that any computation performed by a multitape Turing machine (without alternations) in time n, also can be performed on an alternating machine with four alternations in time εnn where limn→∞ εn → 0.
Diagonalization. Assume that the PPST theorem is not true. The Collapsing and Simulation results described above lead to a contradiction through a diagonalization argument.
First we describe what is the concept of "computation" in our case. We do not define a machine which performs the computation we only describe functions that we want to compute. We may think that the process of evaluating a term or a first-order formula is the computation. (The RAM model, described earlier, is not equivalent to this model of computation if the depth of the formulas can be larger than constant.) The analogue of non-alternating Turing machine is the following. A term τ ∈ M is given and an n ∈ ω, n = 2 d is fixed. We want to compute the function which assigns to each a ∈ M d the truth value of M d |= τ (a) = 0.
The analogue of a Turing machine with k alternation is the following. A Σ k or Π k first-order formula ϕ of M is given and an n ∈ ω, n = 2 d is fixed. We want to compute the function which assigns to each a ∈ M d the truth value of M d |= ϕ(a).
The term τ and the formula ϕ in the "computations" described above will be taken from sets depending on n. Namely, let Tn be the set of all terms τ of M which can be computed by an algebraic circuit (whose gates perform
. F n will be a set containing only Σm formulas, where m = c(d + log d) 1 2 for a constant c. (We will say more about it later.) Fn will be a similar but somewhat larger set of firstorder formulas of M with the property that if we perform a constant number of boolean operations or variable changes on the elements of F n then we get an element of Fn. With these definitions we can give a short description of the three parts of the present proof, which are analogues of the three parts in the proof of the PPST theorem.
Collapsing. Assuming that the theorem is not true we show that for each fixed n = 2 d there exists a term τ (x, y) ∈ Tn and there exists a function g (an analogue of the Gödel numbering) which assigns to each element of ϕ ∈ Fn an integer g(ϕ)
Simulation. We show that for each τ ∈ Tn, there exists a λτ ∈ F n such that for all a,
Diagonalization. Using the Collapsing and Simulation statements we show that there exists a formula µ(x, y) of Fn such that for all ϕ ∈ Fn, and for all
, that is, the truth, at least for the formulas in Fn, are definable in M d . This leads to a contradiction.
We give now a more detailed description of the various parts of the proof. We start with the diagonalization since it has the simplest proof.
Diagonalization. This is similar to the argument in Gödel's incompleteness theorem or, more closely, to Tarski's proof about the non-definability of truth functions.
Starting with an arbitrary formula ϕ(x) ∈ Fn and the statement formulated in "Collapsing" we get a τ ∈ Tn with
It is important that τ does not depend on ϕ. Next by the "Simulation" result we get, that there exists a formula λτ (x, y) ∈ F n for this particular τ . Clearly if µ(x, y) ≡ λτ (x, y) then for all ϕ ∈ Fn and for all
Now we apply this for ϕ(x) ≡ ¬µ(x, x). Since µ is in F n , our assumptions about Fn imply that ϕ ∈ Fn. With the choice a:
Collapsing. First we give the definitions of the sets F n and Fn. Assume that ϕ is prenex first-order formula of M. We form blocks from the quantifiers of ϕ, such that (a) each block is an interval of consecutive quantifiers of identical types, that is, existential or universal and (b) two consecutive quantifiers of identical type is always in the same block. Suppose that ϕ has k blocks and the number of quantifiers in the blocks are ι1, ..., ι k . We will say that the sequence ι1, ..., ι k is the quantifier pattern of ϕ. (We do not identify which are the universal and existential quantifiers.)
We describe now the sets Fn, F n . Assume that M, j1, ..., jm are positive integers. The set of all prenex firstorder formulas ϕ of M satisfying the following two conditions will be denoted by L(M, j1, ..., jm):
(i) if the quantifier pattern of ϕ is ι1, ..., ι k then k ≤ m and ιi ≤ ji for all i=0,...,k-1.
(ii) if ϕ ≡ Qrxr, ..., Q1x1P (xr, ..., x1), where Qr, ..., Q1 are quantifiers and P is a propositional formula of M then length(P (x1, ..., xr)) ≤ M , where length(P ) is the number of symbols in P .
The exact definitions of F n , and Fn are too technical to describe them in this sketch, but we may think that they are essentially of the following form
, where c > 2 and c1 > 2 are constants, and c is sufficiently large with respect to c1. The essential feature of these formulas are that there are upper bounds on the number of quantifier blocks, the lengths of the formulas, and the sizes of the quantifier blocks starting from c or c1 can grow only exponentially.
Naturally the starting point of the collapsing argument is that, by the indirect assumption, if a first-order formula ϕ contains a subformula ∃x, F (x, y) = 0 then it can be replaced by the formula G d (y) = 0, and by this replacement we have decreased the number of quantifiers in ϕ. Unfortunately it may happen that such a subformula does not exist. Indeed, if the prenex form of ϕ is Q1y1, ..., Q k y k , ∃x, F (x, y1, ..., y k ) = 0, where Q0, ..., Q k−1 are quantifiers, then for k > 1 the indirect assumption is not applicable since F depends on too many parameters. In this case however we may consider the formula not in M d but in M d+r for r = log 2 k , where the sequence y1, ..., y k from the elements of M d can be encoded by a single element of M d+r . This is done in the proof of Theorem A, and can be done in the present case as well.
There is however another difficulty. The term F (x, y) in the indirect assumption is of constant size and n = 2 d can be arbitrarily large. Therefore the indirect assumption is not applicable if the size of F (x, y) is not constant. Actually the definition of the set F n allows formulas whose sizes grow with n. This cannot be avoided since the terms G d may have sizes growing with n = 2 d so after a single application of the indirect assumption, when we replace ∃x, F (x, y) by G d (y), we may get a formula containing a term of size ε(log d) 1/2 . This problem did not arise in the proof of Theorem A since there the terms G d were of constant sizes. (Another similar problem however arose since after we reduced M d |= ϕ(a)
still did depend on ϕ. The solution of that problem given in [2] is not applicable to the present case.)
The solution of the problem, caused by the non-constant size of a term F , is the most difficult part of the present proof. For the solution we will use a lemma which says that the evaluation of algebraic circuits with M-operations can be described by an existential formula in Mv for a not too large integer v. Here we give only a intuitive description of this result, to formulate the precise statement would be too long and technical.
Circuit Simulation
Assume now that the first-order formula ϕ contains a propositional formula H(x1, ..., x k−1 ) = 0 whose size depends on d. The Circuit Simulation Lemma with F := H makes it possible to replace the formula H(x1, ..., x k−1 ) = 0 in ϕ by an existential or universal formula ψ of constant size. Since the new quantifier can be included in the previous quantifier block, the number of blocks is not growing. (During this step we have to take care of a few minor problems, e.g., how to put the encodings a =
, κH into the formula ϕ, but these can be solved easily.) After these changes in ϕ we will get a formula ϕ which is equivalent to ϕ (at least in a larger structure Mv). The formula ϕ contains a subformula of the form ∃x, F (x, y). By the indirect assumption this can be replaced by a formula G(y) = 0 and this way we decreased the number of quantifier changes in ϕ. (The formula ϕ is not in prenex form, because of the encoding problems, but after the replacement we take it to prenex form again.)
By repeated use of the circuit simulation Lemma we are getting a sequence of formulas ϕ = ϕ0, ϕ1, ..., ϕ k and a sequence of integers d = v0, v1, ..., v k such that the number of quantifier blocks in the formulas ϕi is strictly decreasing with i, and for all i = 0, 1, ..., k we have the following: for all (ϕ) ). The integer gi(ϕ) encodes the numbers κF i which arose at the applications of the circuit simulation lemma till that stage of the proof. Meanwhile we are maintaining reasonable bounds on vi and length(ϕi). Let k be the smallest integer such that ϕ k has a single block of quantifiers, that is, ϕ k is either universal or existential. We may assume that ϕ k is existential otherwise we may work with its negation. We also may assume, based on the techniques mentioned earlier, that ϕ k has a single existential quantifier. The formula ϕ was chosen from the set Fn, where n = 2 d . Using the upper bounds in the definition of Fn, on the number of quantifier blocks, their sizes and the length of ϕ, and using the upper bounds in the circuit simulation lemma, we get that that v k ≤ d + log d. It is easy to see that we may assume that v k = d + log d . Since ϕ k is of the form ϕ k (y) ≡ ∃F0(x, y) = 0 we may apply again the indirect assumption and get a term τ of M such that depth(τ ) ≤ ε(log d) 1 2 , and for all a ∈ M d the following three statements are equivalent:
, where g(ϕ) = g k (ϕ) which completes the sketch of the collapsing argument. (Later we will sketch the proof of the Circuit Simulation lemma).
Simulation. Our goal is to show that for each τ ∈ Tn, there exists a λτ ∈ F n such that for all a, b ∈ M d , M d |= λτ (a, b) is equivalent to Mq |= τ (a, b) = 0, where q = d + log d . Here the arguments of τ are elements of M d and not Mq. During the evaluation of the term τ however, we may get partial results which are not in M d therefore, for the sake of an inductive proof on the depth of τ , it would be better to formulate the original statement for the case when a, b ∈ Mq. Then the problem is that in this case the formula λτ (a, b) cannot be evaluated in M d . The solution is that we represent the elements of Mq as binary relations over M d . Each element a ∈ Mq will be represented by the binary relation η (a) (x, y), where η (a) (u, v) holds iff the uth
-ary digit of a is v. (It would be possible to use unary relations.) We will show that we may perform all of the arithmetic operations of M as defined in Mq, by evaluating first-order formulas in Mq. For example for all a, b ∈ Mq the binary relation η (ab) can be defined in a first-order way from the relations η (a) and η (b) . A more rigorous definition is provided below. If we think that the structures M d , d = 0, 1, 2, ... are constructed in this order, then the described property means that when we have M d , we are already able to predict the results of the operations in Mq by evaluating first-order formulas in Mq provided that q ≤ d + log d. This is the reason why we will say that the sequence of structures M is "predictive".
Definition. 1. Assume that a, b ∈ ω, b ≥ 2. The natural number a can be written in a unique way in the form of ∞ i=0 αib i , where αi ∈ {0, 1, . . . , b − 1} for i ∈ ω. The integer αi will be denoted by coeffi(a, b). In other words coeffi(a, b) is the ith "digit" of a in the numeral system with base b, where the ith digit is defined for all i ∈ ω.
2. The set of functions symbols of M (including the constant symbols) will be denoted by fsymb(M) 3. Let J be a function. We will say that M is J -predictive if the following conditions are satisfied.
(1). The function J is a monotone increasing function defined on ω and with values in ω. (ii) Suppose that f (x0, . . . , x k−1 ) is a k-ary function symbol of M, for some k = 0, 1, 2 (including the constant symbols for k = 0),f = (f ) M d+r , and a0, . . . ,
(2). For all sufficiently large
The proof of the simulation statement is based on the following lemma. Lemma 1. Assume that c > 0 is a real, and J (x) = x + c log x . Then M is J predictive.
In [2] a weaker result of similar nature is proved which implies that there exists a function g(x) with limx→∞ g(x) = ∞, such that if J0 = x+g(x) then M is J0-predictive. Some of the partial results of the proof given there were stronger than what was needed for the theorem formulated in [2] . We get Lemma 1 by using the full strength of these partial results in particular about the first-order definability of the bits of the results of multiplication and division between large numbers. Here we give only the outline of the proof together with those details that has to be changed for the present purposes. We define the function J by J (x) = x + c log x . Assume that d ∈ ω is sufficiently large, χ ∈ ω, and d + χ ≤ J (d). First we define the map η d,χ whose existence is required by the definition of predictivity. Assume that
d,χ (u, v) holds iff u ∈ ν, v ∈ n and coeffnu+v(a, 2) = 1". This definition implies that the relation η It is easy to see that the choices Φ0 ≡↓, Φ1 ≡ x = 0 ∧ y = 0, Φ−1 ≡ x < 2 z , y < n meet our requirements. The formula Φn has to say that x = 0 and 2 y is (n) M d+z , but the symbol n used in this formula is interpreted (n) M d . Therefore Φn ≡ x = 0 ∧ ∃w, 2 w = n ∧ w + z = y. Since a ∩ b and N (a) are defined by bitwise operations on the binary forms of a and b , the first-order formulas Φ∩ and ΦN can be defined in the following way: Φ∩(x, y, z, Y0, Y1) ≡ Y0(x, y)∧Y1(x, y), Φ¬(x, y, z, Y0) ≡ x < z∧y < n∧¬Y0(x, y). For the operation p(a) (with the meaning p(a) = min{2 a , 2 n − 1}) Φp also can be easily defined, so what remains are the binary operations, min, max, +, ×, and ÷.
For binary operations condition (ii) of the definition of predictivity can be written as follows: (4) . Suppose that f is one of the function symbols, +, ×, p, ÷, max, min of M. Then there exists a formula Φ f (x, y, z, Y0, Y1) ∈ SForm(M), where x, y, z are first-order variables and Y0, Y1 are variables for binary relations such that for all sufficiently large d ∈ ω, and for all χ ∈ [0, c log d], a, b ∈ M d+χ , and for all u,
The definition of η d,χ implies that we get each relation η (a) d,χ by extending a binary relation on n to binary relation on 2 n = universe(M d ), in the natural way. Therefore the elements of M d+χ are encoded by binary relations on n.
In the proof Lemma 1 we will encode sequences from the elements of M d+χ by k-ary relations on n where k may be greater than 2. The following definitions are needed for this encoding.
Definition.
For each positive integer k and u
Assume that R is a k-ary relation on the set n = {0, 1, . . . , n − 1}, where
is a one-to-one map from the set of all k-ary relation on n to the set of all natural numbers less then 2
is a natural number then the unique k-ary relation R on n with integer k (R) = a will be denoted by integer −1 k (a). Definition. 1. Suppose that R is a k-ary relation on M d . We will say that the relation R is n-restricted if for all u = u0, . . . , u k−1 ∈ M k d , R(u0, . . . , u k−1 ) implies that for all i = 0, 1, . . . , k − 1 with ui ∈ n.
Using the function integer
we can represent natural numbers from the interval [0, 2
Our next goal is to represent sequences of natural numbers by relation on n, (where we have a bound both on the length of the sequence and the sizes of its elements).
Definition. 1. The set of all sequences of length i, whose elements are from the set A will be denoted by, seq(i, A). For example the set of all sequences of length n l whose elements are integers in the interval [0, 2
). We will represent this sequence by a k + l-ary relation R (a) on n defined in the following way. For all i ≤ j − 1, and for all u0, . . . , u k−1 , v0, . . . , v l−1 ∈ n, R (a) (u0, . . . , u k−1 , v0, . . . , v l−1 )
iff (integer
i=0 vin i . Since in this representation the length of the sequence cannot be arbitrarily chosen it must be n l , for some l ∈ ω, we will call this representation a representation of the sequence without its length.
3. The definition above provides representation only for sequences with exactly n l elements for some natural number l. A sequence a = a0, . . . , aj−1 where j < n l , ai ∈ [0, 2 n k − 1] will be represented in the following way. We attach the number j as the first element to the sequence a and attach a sequence of 0s to its end, so that the total length of the sequence a = j, a0, . . . , aj−1, 0, . . . , 0 obtained this way is n l . The representation of the sequence a together with its length will be the same as the representation of the sequence a without its length, as defined earlier. In the following the representation of a sequence will always mean a representation of the sequence together with its length unless we explicitly state otherwise.
4. Assume that d is a positive integer and n = 2 d . We will say that the set X is M d -representable if there exists natural numbers k, l such that either X = {0, 1, . . . , 2
. If X is an M d representable set and X = {0, 1, . . . , 2 n k − 1} then we define its weight by
) then we define its weight by weight(X) = k + l. If a ∈ X, where X is an M d representable set, then relationa,n will denote the k-ary or k + l-ary relation on n representing the element a.
We will consider now families of functions
-representable sets with weight less than w for a constant w. We are interested in the case when such a family of functions can be defined by a first-order formula in M d without using any parameters. The world "strongly" that we will use in the definition below refers to the mentioned lack of parameters.
Definition
). We will say that the family of functions f (d) is a strongly first-order definable family function or a s.f.d.-family in M if there exists a first-order formula Γ(x0, . . . , xw 1 −1, Z), where xi, i = 0, 1, . .
We prove now that condition (4) is satisfied by each function symbol min, max, +, ×, ÷. We show now that the corresponding families of functions are are strongly first-order definable in M. For f = min and f = max the statement is trivial since a ≤ b iff integer
2 (b) according to the lexicographic ordering which clearly can be defined in M d in a first-order way.
The function symbol f = " + ". If two integers are given in binary form each with m bits then the bits of their sum can be defined by a simple well-known constant depth circuit whose size is linear in m. This circuit is defined in a uniform way which makes it possible to translate it into a first-order formula interpreted in M d . For later use we also consider now the case where we have to add a sequence of integers. This question has been also studied for circuits, and it is known that if we have at most (log m) c 0 integers with m c 1 binary bits then their sum can be computed by an unlimited fan-in boolean circuit with size m c 2 and depth c3, where c2, c3 depend only on c0 and c1, see [1] . (We may use these results with m = 2 n , since we are quantifying on a set of size 2 n .) The construction of the circuit is uniform, in this case too, and can be translated into a first-order formulas, that we need for our present purposes, over a structure containing the arithmetic operations. (We may use these results with m = 2 n , since we are quantifying on a set of size 2 n .)
Definition. If b is a finite sequence of integers then Sb will denote the sum of its elements. The following Lemma is proved in [2] Lemma 2. Assume that c0, c1 ∈ ω. Then there exists a strongly first-order definable family of functions
a is sequence of length j, from elements of the set 2
We prove condition (4) for f = × in a more general form then needed, namely we will consider products with more than two factors. This will be useful in the proof of (4) for f = ÷.
Definition.
Assume that a = a0, a1, . . . , aj−1 is a sequence of integers. Then Pa will denote the number
Definition. Assume that α(x), β(x) are functions defined on ω with real values. We will say that the pair α(x), β(x) is acceptable if there exists a strongly first-order definable family of functions f (d) , d ∈ ω, such that for all sufficiently large integers d ∈ ω, for all nonnegative integers j ≤ α(d), and for all a ∈ seq(j, 2 β(d) ), we have Pa = f (d) (a). The following two lemmas are proved in [2] . The second lemma is a special case of the first one. Lemma 4. For all ε > 0 there exists a family of functions
Using Lemma 4 we can show that condition (4) (4). This completes the proof of (4) for f = ×. Now we prove condition (
and we want to define a/b in M d in a first-order way. We follow the same steps that have been used in [2] , and earlier in [7] for different purposes.
First we describe, using general mathematical language, a way to compute a/b and then we show that this can be translated into the formula Φ f required in (4). We will use the notation 2 d = n and 2 χ = ν. (i) First we note that it is sufficient to find integers t, l such that
The reason for this is that in the possession of the integers t, l we can compute α = at2
so we get a/b by rounding.
(ii) Let k be an integer so that 1 > 2 −k b > 1/2. If there exists no integer with this property then the problem is trivial, since we can get the binary bits of a/b form the bits of a simply by shift and the erasure of a block of consecutive bits.
, we have 1 < (iii) We have zb = 1 + Rz = 1 + r, where |r| < 2 −n+1 . We consider the series + R1, where |R1| < 2 −3νn . Consequently
. Now we show that all of the quantities in this computation can be defined in a first-order way in M d .
Stage (i). The definition of t and l will be described later. However if we have t and l Lemma 4 implies that we may define the product at2 l in a first-order way in M d . The rounding also can be done in a first-order way.
Stage (ii). The integer v has only n+2 bits. In M d we can quantify n bits with a single existential quantifier, therefore v with the given property is first-order definable in M d .
Stage (iii). Lemma 4 implies that the product zb can be defined in M d , and so the number r can be defined as well. Each needed terms of the geometric series can be defined in M d , we define the ith term as a product with i factors. Since ν = 2 χ ≤ 2 c log log n ≤ (log n) c , Lemma 3 implies that the bits of such a product can be defined in M d and by Lemma 2 the bits of the sum of the first 4ν terms can be defined as well. Therefore we defined w and by Lemma 4 we can also define zw. This completes the proof of the fact that condition (4) is satisfied by f = ÷, and also the proof of J -predictivity of M. Q.E.D.(Lemma 1)
The Lemma 1 proves the "Simulation" statement in the special case when the term τ is of depth 1, that is, it is a single function symbol of M, e.g., x + y, x × y, x/y etc. In this case the Predictivity Lemma implies that the formula λτ (x, y) can be chosen independently of d, and so it is a first-order formula of constant size.
In the general case when the size of τ may depend on d we construct the formula λτ (x, y) by recursion on w, where w is the depth of the term τ . By the definition of the set Tn we have an upper bound on the size of τ and this provides an upper bound on its depth as well. It is very important that during this recursive construction we need to maintain an upper bound on the quantifier pattern on the formula λτ (x, y) in order to ensure that at the λτ ∈ Fn. Assume for example that τ (x, y) = f (τ0(x, y), τ1(x, y)) where f is a binary operation of M and τ0, τ1 are terms of M of depth less than w. By the inductive assumption we know that there are first-order formulas λ f , λτ 0 , λτ 1 with the required properties. Using these formulas we may construct a formula λτ meeting our requirements. It is easy to see that this recursive construction implies that if the depth of τ is at most δ, then λτ can be written in a form such that its quantifier pattern is j0, ..., jm , where m ≤ c0δ and ji ≤ c i 1 for suitably chosen constants c0, c1 > 1. This upper bound on the elements in the quantifier pattern sequence motivates the definitions that we have provided for Fn and F n . The upper bound also implies that λτ ∈ F n as required by the simulation statement.
Sketch of the Proof of the Circuit Simulation
Lemma.
We will use the following notation. If t ∈ ω then the ith 2 Let f be a k-ary function symbol of M for some k ∈ {0, 1, 2}. For all d, t ∈ ω with d ≥ t, we define a k-ary function f d,t on the universe M d in the following way. Assume that d, t ∈ ω is fixed with d ≥ t and a0, ..., a k−1 . Then f d,t (a0, ..., a k−1 ) is the unique element b ∈ M d with the property that for all i ∈ 2
. In other words we consider each element of a ∈ M d as a vector a[0, t], ..., a[2 d−t − 1, t] and perform the operation f component-wise in Mt. We will need that each operation f of M has the following property that will be called "Vector Property".
Vector Property. We say that a k-ary operation f (x0, ..., x k−1 ) of M has the vector property if the following holds. There exists a c > 0 and an existential first-order formula ξ f (x0, ..., x k−1 , y) of M such that for all d, t ∈ ω with d ≥ t, and for all a0, ..., a k−1 , b ∈ M d , the following two conditions are equivalent:
The following lemma is they key step in the proof of the Circuit Simulation Lemma.
Vector Property Lemma. All of the operations of M have the vector property.
The statement is trivial for the constant 0 and for the boolean operations, which, by definition, are vector operations. The cases of the nonzero constants, addition, and the operations max, min are getting a little bit more difficult in this order. Finally the main problem is to show that the operation multiplication has the vector property. Once we have this we can use it to show the operations ÷(x, y), p(x) = 2
x has this property as well. The basic idea of the proof of the vector property for the multiplication is the following. Let × be the binary function symbol for multiplication. To get To complete the proof of the vector property of multiplication we have to show that the definitions of bi+1 from bi, i = 0, 1, 2, 3, where b0 = b, can be done by existential formulas of M in M d+c(v−t) , where c is a sufficiently large constant. These definitions are somewhat similar to the existential definition of the history of a Turing machine, that we will sketch in the section about the N P -completeness result. However this similarity involves only the overall strategy of the definition, the technical details are different.
We return now to the proof of the Circuit Simulation Lemma. We want to define the existential formula ψ of the circuit simulation lemma in a way that it can simultaneously check all of the algebraic operations that must be performed at the gates of the circuit. The results of this operations can be guessed by the existentially quantified values in ψ and checking that they are compatible with the circuit will be done by vector operations. Since there are only a constant number of M-operation a constant number of vector operations will be enough. There are however difficulties if we want to prove the Circuit Simulation Lemma this way. Namely assume that we evaluate the circuit recursively. At the ith step only the values on those nodes are evaluated whose depth is at most i, where the depth of the input nodes are 0 and the depth of each other node b is the maximal integer j such that there exists a directed path leading from an input node to j.
To solve this problem we need also lemmas showing that by an existential definition the components of vectors can be moved. These are essentially the same lemmas that we used at the end of the proof of the fact, that multiplication has the vector property. The fact that the circuit evaluation is a recursive process does not cause any problems since by the existential quantification of ψ we can guess all of the recursive steps simultaneously.
Sketch of the proofs of the theorems about RAMs
Theorems 1 and 2 are simple consequences of Theorem 3. For the sake of simplicity we consider here only Theorem 1, but Theorem 2 can be handled in a similar way. It is sufficient to show that if Theorem 1 is not true and Q is a unary test with the properties described in the theorem, then for each n = 2 d there exists a term G d (y) with depth at most ε(log d) 1 2 , such that for all a ∈ M d , Qn(a) = 0 iff
. That is we have to simulate a program which runs in time t with an algebraic circuit whose depth is about t log t. In [2] simulation of this type, but with a constant t, was described. We consider here only the problems of read and write; the other instructions can be handled in the same way as in [2] . First we note that although the RAM may have 2 n memory cells we may simulate the program Q by a program Q which has the same output but uses only the first O(t) memory cells. A write instruction, which is performed at time j by program Q and puts integer b into cell i, is simulated by program Q in a way that it puts i in cell 2s and b into cell 2j + 1. The read instruction, where Q is reading the content of cell i, is simulated by Q in a way that it reads the contents of all of the odd numbered cells until it finds i, say in cell 2j + 1 and then the content of cell 2j is read. Now we simulate the program Q by an algebraic circuit C which performs the M operations in M d . The simplest simulation produces a circuit C whose depth is O(t 2 ) since a read instruction of Q, requires time t from Q . With a circuit however, which performs the M-operations we can simulate the t operations that Q uses for reading, in depth O(log t). This gives an O(t log t) upper bound on the depth of τ simulating Q which means that the assumptions of Theorem 3 hold.
Sketch of the proof, NP-completeness
We show that Turing machines with one tape can be simulated by existential formulas of M in the following sense. We are considering Turing machines where the contents of the cells are 0, 1 bits. Suppose that a finite automaton A is fixed which will be the head of the machine. We assume that the possible states of the the automaton A are elements of the set H = {0, 1, ..., H − 1}. We will denote the number of cells of the Turing machine by m. We also assume that m, is a power of 2, and it is given before the machine starts working and cannot be changed while the machine is running. At the start the tape contains the input which can be an arbitrary 0, 1-sequence of length m. We will describe the state of the Turing machine at a given time t by a triplet of integers h, p, a , where h is the state of the automaton A at time t, p = 2 j , where at time t the head is at cell j, and a = m−1 i=0 αi2 i , where αi is the content of cell i at time t. If the state of the Turing machine a time t is h, p, a , then T( h, p, a ) is defined as the triplet which describes the machine at time t + 1. Although at a given time t the state of the head is determined by the single integer h, for our purposes it is more convenient to describe the sate of the head by the sequence of integers g = g (0) , ..., g (H−1) , where g (i) = 2 m−1 if h = i and g (i) = 0 otherwise. The sequence g will be called the head-sequence belonging to the state h of A.
The advantage of using the head sequence g, instead of the state h is that if we consider the elements of the sequence g in their the binary form with m bits, then for each i ∈ H, either all of the first m bits of g (i) are 0s, or all of the first m bits of g (i) are 1s. Therefore if we use boolean vector operations on a set of m bit integers including all integers g (i) , i ∈ H, then information which determines the state of the head is available at each component. The proof proceeds through the following two lemmas.
Lemma 5. There exists an existential formula P of M with 2H + 4 free variables, such that for all q ∈ ω if m = 2 q , h0, h1 ∈ H, p0 = 2 j 0 , p1 = 2 j 1 , and j0, j1 ∈ m, a0, a1 ∈ 2 m , then the following two statements are equivalent:
(i) T( h0, p0, a0 ) = h1, p1, a1 , (ii) Mq |= P ( g0, g1, p0, p1, a0, a1), where g δ is the head sequence belonging to the state h δ for δ ∈ {0, 1}.
Lemma 6. There exists a c ∈ ω and a propositional formula ψ of M with a single existential quantifier such that for all q ∈ ω if m = 2 q , a0 ∈ 2 m , and d = 3q + c, then the following two statements are equivalent:
(i) The Turing machine with tape length m starting at time 0 from the state 0, 1, a0 will reach at time r = m 2 − 1 the state 0, 1, 0 .
(ii) M d |= ψ(a0)
Using Lemma 6 we can complete the proof of the theorem about N P -completeness. We write a0 which describes the contents of the cells at time 0 in the form of a0 = v2 s + u, where s = m/2, and u, v ∈ 2 s , u, v ∈ ω. The following problem is N P -complete with a suitable choice of the finite automaton A. The size of the problem is m = 2s. For a given u ∈ 2 s , decide whether there exists a v ∈ 2 s such that the Turing machine with tape length m, starting at time 0 from the state 0, 1, v2 s + u , will reach at time m 2 − 1 the state 0, 1, 0 . According to Lemma 6 this problem, in an equivalent form, is the N P -complete problem whose existence is claimed in Theorem 5.
