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Abstract
The goal of this work is to address di$erentiability of solutions of a nonlinear dynamic system with multi-point boundary
conditions described by
x/ =f(t; x);
k∑
m=1
Mmx(tm)= r;
where r ∈Rn and, for each 16m6 k; Mm is an n× n constant matrix and tm ∈T. The solution of this system is de3ned
on a measure chain, T; and x/ denotes a generalized derivative known as the delta derivative. c© 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Recent studies of di$erentiability of solutions of a dynamic system, similar to the system described
in the abstract above, have addressed one of two particular types of systems: a continuous-time sys-
tem or a discrete-time system. For example, in [4], Henderson and Lawrence established su=cient
conditions for di$erentiability of solutions of a nonlinear di$erence equation with multi-point bound-
ary conditions with respect to the entries of the boundary matrices. Datta and Lawrence [2], proved
a similar result for the continuous-time case. For continuous-time systems, the rich theory of dif-
ferential equations is the framework within which results can be obtained. A younger but equally
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rich mathematical framework has been subsequently developed for the discrete-time system. In this
case, results are established utilizing the theory of di$erence equations. Note that each case requires
a speci3c domain set for the solution.
In the late 1980s and early 1990s, Aulbach and Hilger [1,5], introduced a new perspective for the
study of dynamic systems. Instead of limiting studies to continuous or discrete time systems, they
suggested a more general setting, within which the solution of a generalized system is de3ned on
any closed subset of the reals, be considered. Such a closed set is called a time scale. This opens
a larger window through which a broader less restrictive view of dynamic systems, in general, can
be observed. In this setting, the continuous-time system and the discrete-time system are two of an
uncountable number of particular cases.
The goal of this work is to establish di$erentiability results for the dynamic system
x/ =f(t; x); (1.1)
k∑
m=1
Mmx(tm)= r: (1.2)
Here we make the assumptions that, for 16m6 k; k ∈Z+; Mm are n× n constant matrices and
tm ∈T and r ∈Rn: These results will expand previously established results to a very general case
when a solution of the above system is any closed subset of the reals.
2. Structural development
A solution of system (1.1), (1.2) is de3ned on a chain, T; any closed subset of the reals, denoted
in this work by T= [; s]: Note that T= [; s] will be used in this work to represent the intersection
of the chain with the closed interval [; s]: Combining T with an ordering and a measure yields a
measure chain, denoted by (T;6 ; ). The probable lack of connectedness of the set T (the truly
interesting situations) necessitates the use of the usual jump operators. For the convenience of the
reader, we de3ne them below.
Denition 2.1 (Jump operators). For a chain T; operators  and  de3ned
;  :T→ T;
(t)= inf{s∈T | s¿ t};
(t)= sup{s∈T | s¡ t}
are called jump operators.
Using  and , elements of the chain can be characterized. That is, for t ∈T; if
(t)= t; t is a right dense point;
(t)¿t; t is a right scattered point;
(t)= t; t is a left dense point;
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(t)¡t; t is a left scattered point:
In this general framework, one approach to proving a mathematical statement is to verify the
statement for each type of point in the chain. If a more general statement can be made that incorpo-
rates the di$erent types of points, only one proof is required and proving the statement may prove
a more rewarding experience to the proof writer.
Our structure requires a more generalized derivative known as the delta derivative.
Denition 2.2 (Delta derivative). For a function f :T→ T where X is a Banach space, we say that
f has a derivative at t ∈T, denoted f/t ; if for every ¿ 0 there exists a neighborhood, U; such that
for all s∈U;
|f((t))− f(s)− f/t ((t); s)|6 |((t); s)|:
A function, f; is said to be di$erentiable at t if it has exactly one derivative at t: Note that
the mapping  de3nes a metric on T; d(r; s)= |(r; s)|; r; s∈T: In some instances we will need to
evaluate  at particular values t and (t): The function ∗ :Tk → R+0 is our shorthand notation for
that particular case, that is, ∗(t)= ((t); t). The set Tk is essentially the set T less an isolated
maximum point and is formally de3ned Tk ≡ {t ∈T | t is nonmaximal or left dense}.
Also, we will require right dense continuity of the function on the right-hand side of our dynamic
equation (1.1). This characteristic is presented in the de3nition that follows.
Denition 2.3 (Right dense continuity). A function f :T→ T is said to be right dense continuous
if (a) it is continuous in each right dense or maximal point t ∈T; and (b) the left sided limit
f(t−)= lims→t−f(s) exists for each left dense point.
Note: The notation and de3nitions found in this section, as well as other structural developmental
results for the theory of functions on measure chains, can be found in Lakshmikantham et al. [6].
3. Preliminary results
The particular path we will take to establish di$erentiability of solutions of our system requires
that we 3rst verify continuous dependence of solutions of our system. For this purpose, we 3rst
consider the dynamic system (1.1), with initial data,
x()= : (3.1)
For our foundational result, we will use a nice continuous dependence result of the combined work of
Lakshmikantham, Shahzad, and Sivasundaram [6]. This theorem establishes su=cient conditions for
continuous dependence of solutions of (1.1) and (3.1) on initial data (; ): From this foundational
theorem we will expand the concept of continuous dependence to other components of the multi-point
problem (1.1), (1.2).
Theorem 3.1 (Continuous dependence on initial data). Let T= [; s] be a compact measurable chain
and L a non-negative constant with L(s; t)¡ 1 for s; t ∈T. Also; let f in (1:1) be such that
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f;fx ∈Crd[Tk × Rn;Rn] and fx be such that |fx(t; x)|6L: Then solutions of (1:1) and (3:1) are
unique and continuous with respect to the initial data; (; ).
The proof of this theorem employs an induction principle utilized by Dieudonne [3], to prove
basic results in di$erential and integral calculus and adapted for calculus on a measure chain. The
authors of the proof verify the necessary statements for each type of point in the time scale.
We will also need a uniqueness condition for solutions of our system with multi-point boundary
conditions.
Denition 3.1 (Property (M1; M2; : : : ; Mk)). We say that a solution of (1.1) satis3es Property
(M1; M2; : : : ; Mk) if whenever x1(t) and x2(t) are solutions of (1.1) with
k∑
m=1
Mmx1(tm)=
k∑
m=1
Mmx2(tm)
for some t1¿t2¿ · · ·¿tk−1¿tk in T; it follows that x1(t) = x2(t) on T:
4. Dierentiability results
First, we consider di$erentiability of a solution of our system with respect to the entries of
the boundary matrices (Mm)i; j ; 16 i; j6 n; 16m6 k: Utilizing Theorem 3.1, our foundational
theorem for continuous dependence, we establish continuous dependence of solutions of our system
on the entries of the boundary matrices.
Theorem 4.1 (Continuous dependence of solutions on the boundary matrices). Let y(t)=y(t; M1;
: : : ; Mk ; t1; : : : ; tk ; r) be a solution of (1:1) and (1:2) and assume that all hypotheses of Theorem
3:1; as well as; Property (M1; : : : ; Mk) are satis8ed. For every ¿ 0 there exists ¿ 0 such that if
‖Mm −Mm‖¡; 16m6 k and |ri − ri|¡; 16 i6 n;
then
‖y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r)− y(t; M1; : : : ; Mk ; t1; : : : ; tk ; Lr)‖¡:
Proof. Let t1¿t2¿ · · ·¿tk−1¿tk ∈T be as de3ned in (1.2). De3ne a mapping # :R2n → R2n,
#(c1; : : : ; cn; r1; : : : ; rn)=
((
k∑
m=1
Mmv(tm)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm)
)
n
; r1; : : : ; rn
)
;
where v(t)= v(t; t1; c) is the solution of the initial value problem
x/ =f(t; x);
x(t1)= c
B.A. Lawrence / Journal of Computational and Applied Mathematics 141 (2002) 237–248 241
and
c=(c1; : : : ; cn)T:
We make the claim that # is one-to-one. To verify this assume the equality
#(c1; : : : ; cn; r1; : : : ; rn)=#(c′1; : : : ; c
′
n; r
′
1; : : : ; r
′
n)
holds. Utilizing the de3nitions of # we obtain((
k∑
m=1
Mmv(tm; t1; c)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm; t1; c)
)
n
; r1; : : : ; rn
)
=
((
k∑
m=1
Mmv(tm; t1; c′)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm; t1; c′)
)
n
; r′1; : : : ; r
′
n
)
:
Therefore, the n-vectors
∑k
m=1 Mmv(tm; t1; c) and
∑k
m=1 Mmv(tm; t1; c
′) are equal and from the unique-
ness assumption, Property (M1; : : : ; Mk), we obtain the desired result,
v(t; t1; c)= v(t; t1; c′):
Also note that # is a continuous function. In fact, if the sequence {(cl1; : : : ; cln; rl1; : : : ; rln)} converges
to (c1; : : : ; cn; r1; : : : ; rn) as l→∞, the continuous dependence of solutions on the initial values implies
that v(t; t1; cl) converges to v(t; t1; c) as l→∞; where cl=(cl1; : : : ; cln) and c=(c1; : : : ; cn):
An application of the Brouwer Theorem on Invariance of Domain yields the following important
points:
(1) # is a homeomorphism of R2n onto itself, and
(2) #(R2n) is an open subset of R2n:
Therefore, #−1 is continuous on #(R2n): These facts together with the continuous dependence of
solutions of (1.1) on the initial data and the fact that((
k∑
m=1
Mmvm(tm; t1; c)
)
1
; : : : ;
(
k∑
m=1
Mmvm(tm; t1; c)
)
n
; r1; : : : ; rn
)
∈#(R2n)
o$er us the following scenario. For a given ¿ 0 there exists a ¿ 0 such that if
‖Mm −Mm‖¡; 16m6 k; and |ri − ri|¡; 16 i6 n;
then ((
k∑
m=1
Mmv(tm; t1; c)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm; t1; c)
)
n
; r1; : : : ; rn
)
∈#(R2n):
Also, there exists a unique solution
y(t)=y(t; M1; : : : ; Mk ; t1; : : : ; tk ; Lr)
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of initial value problem (1.1) and (3.1) satisfying multi-point boundary conditions
k∑
m=1
Mmy(tm)= Lr:
From Theorem 3.1 we know that, given ¿ 0; there exists ¿ 0 such that
‖y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r)− y(t; M1; : : : ; Mk ; t1; : : : ; tk ; Lr)‖¡
whenever
|y(t1; M1; : : : ; Mk ; t1; : : : ; tk ; r)− y(t1; M1; : : : ; Mk ; t1; : : : ; tk ; Lr)|¡:
Therefore, as → 0;
y(t; M1; : : : ; Mk ; t1; : : : ; tk ; Lr)→ y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r)
and our desired result is veri3ed.
Now we are ready for our 3rst di$erentiability result. The following theorem states conditions
su=cient for di$erentiability of solutions of (1.1) and (1.2) with respect to entries of the boundary
matrices Mm; 16m6 k; (ai; j)m; 16 i; j6 n: That is, the existence of
vlij(t) = y/lij(t)
= lim
h→0
y(t; Ml; r)− y(t; Ml + hEij; r)
h
;
where y(t; Ml; r) ≡ y(t; M1; : : : ; Ml; : : : ; Mk ; t1; : : : ; tk ; r). And, in addition, we will verify that vlij is a
solution of the dynamic variational equation
u/ =fx(t; y)u; (4.1)
where fx denotes the Jacobian matrix [
@fi
@xi
]16i; j6n.
Theorem 4.2 (Di$erentiability of solutions with respect to the boundary matrices). Let T= [; s] be
a compact measure chain. Assume that f de8ned in (1:1) has the added property that f;fx ∈Crd[Tk×
Rn;Rn]: In addition; let L be a nonnegative constant with L(s; t)¡ 1 for s; t ∈T and |fx(t; x)|6L:
If a solution of (1:1) and (1:2) is denoted by
y(t; Ml; r) ≡ y(t; M1; : : : ; Ml; : : : ; Mk ; t1; : : : ; tk ; r)
and (1:1) as well as (4:1) satisfy Property (M1; : : : ; Mk); then for each 16 l6 k and 16 i; j6 n;
vlij(t)=y/lij(t)= limh→0
y(t; Ml; r)− y(t; Ml + hEij; r)
h
exists and satis8es the dynamic system
u/ =fx(t; y)u
B.A. Lawrence / Journal of Computational and Applied Mathematics 141 (2002) 237–248 243
with multi-point boundary conditions
k∑
m=1
Mmvlij(tm)=− Eijy(tl; M1; : : : ; Mk ; t1; : : : ; tk ; r):
Proof. For any small ¿ 0 of your choosing, the assumptions on f; and subsequently the conclusions
of Theorem 4.1, insure the existence of h¿ 0 such that
‖y(t; Ml; r)− y(t; Ml + hEij; r)‖¡:
Now consider the divided di$erence
y(t; Ml + hEij; r)− y(t; Ml; r)
h
;
where
y(t; Ml; r) ≡ y(t; M1; : : : ; Ml; : : : ; Mk ; t1; : : : ; tk ; r)
and
y(t; Ml + hEij; r) ≡ y(t; M1; : : : ; Ml + hEij; : : : ; Mk ; t1; : : : ; tk ; r):
Applying the delta derivative to this expression yields[
y(t; Ml + hEij)− y(t; Ml)
h
]/
t
=
1
h
(f(t; y(t; Ml + hEij; r))− f(t; y(t; Ml; r)))
=
∫ 1
0
fx(t; py(t; Ml + hEij; r) + (1− p)fx(t; y(t; Ml; r)))/p
×1
h
(y(t; Ml + hEij; r)− y(t; Ml; r)): (4.2)
Note that this is a system of the form
u/ =H (t; h)u; (4.3)
where H (t; h) is the integral de3ned in the last line of (4.2) and
vlijh(t)=
y(t; Ml + hEij; r)− y(t; Ml; r)
h
is a solution of (4.3).
With the aid of our continuous dependence theorem, Theorem 4.1, we can conclude that
H (t; h)→ fx(t; y(t; Ml))
as h → 0 on compact subsets of Tk × Rn, and that (4.3) satis3es Property (M1; : : : ; Mk) for small
values of h: Therefore, vlijh is the unique solution of (4.3). Substituting our expression for vlij(t)
into the left-hand side of our boundary condition expression yields boundary conditions for (4.3),
k∑
m=1
Mmvlijh(tm)=− Eijy(tl; Ml + hEij; r):
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Borrowing from a nice result due to Vidossich [7], the existence of the limit of solutions of (4.3)
as h heads for zero is established. That is, the
lim
h→0
vlijh(t) ≡ vlij(t):
In addition, Vidossich proved that, in the context of our problem, this limit is the solution of the
dynamic multi-point problem
u/ =fx(t; y)u; (4.4)
k∑
m=1
Mmvlij(tm)=− Eijy(tl; Ml; r): (4.5)
Now for each 16 i; j6 n the solution of (4.4), (4.5) is, by design, the partial derivative of the
solution of (1.1), (1.2) with respect to the i; j entry of the boundary matrix Ml. Our desired result
is veri3ed. Life is good!
Now let us delve into something a bit more intriguing. Consider a particular set of points in the
time scale, namely the boundary times, ti; 16 i6 k, de3ned in (1.2). We now establish su=cient
conditions for di$erentiability of solutions with respect to the boundary times. Again, we will use
continuous dependence in our argument.
Theorem 4.3 (Continuous dependence on the boundary matrices). Let y(t) ≡ y(t; M1; : : : ; Mk ; t1; : : : ;
tk ; r) be a solution of (1:1); (1:2) and let all assumptions of Theorem 3:1; as well as Property
(M1; : : : ; Mk) be satis8ed. For every ¿ 0 there exists ¿ 0 such that if |tm − sm|¡; sm ∈T;
16m6 k; and |ri − ri|¡; 16 i6 n; then
‖y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r)− y(t; M1; : : : ; Mk ; s1; : : : ; sk ; Lr)‖¡:
Proof. Let M1; : : : ; Mk be constant matrices de3ned in (1.2). De3ne a mapping # :R2n×T→ R2n×T
by
#(c1; : : : ; cn; r1; : : : ; rn; t1; : : : ; tk)
=
((
k∑
m=1
Mmv(tm)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm)
)
n
; r1; : : : ; rn; t1; : : : ; tk
)
; (4.6)
where v(t)= v(t; t1; c) is a solution of initial value problem (1.1), (3.1). Note that if
#(c1; : : : ; cn; r1; : : : ; rn; t1; : : : ; tk)=#(c′1; : : : ; c
′
n; r
′
1; : : : ; r
′
n; t
′
1; : : : ; t
′
k);
utilizing the de3nition of # (4.6), we can verify that n-vectors
k∑
m=1
Mmv(tm; t1; c) and
k∑
m=1
Mmv(tm; t1; c′)
are equal. This together with the uniqueness assumption on v gives us the equality
v(t; t1; c)= v(t; t1; c′):
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Therefore, we know that c= c′ and, subsequently, # is one-to-one. Also, using an argument similar
to that of Theorem 4.1, we can verify that # is a continuous function.
Again, making good use of the Brouwer Theorem on invariance of domain, we can conclude that
#−1 is continuous on #(R2n ×T). Since solutions of (1.1), (3.1) depend continuously on the initial
data and((
k∑
m=1
Mmv(tm; t1; c)
)
1
; : : : ;
(
k∑
m=1
Mmv(tm; t1; c)
)
n
; r1; : : : ; rn; t1; : : : ; tk
)
is in #(R2n × T), we have the following scenario.
For ¿ 0, there exists ¿ 0 such that if
|tm − sm|¡; sm ∈T; 16m6 k
and
|ri − ri|¡ and |ci − ci|¡; 16 i6 n;
then ((
k∑
m=1
Mmy(sm; t1; Lc)
)
1
; : : : ;
(
k∑
m=1
Mmy(sm; t1; Lc)
)
n
; r1; : : : ; rn; s1; : : : ; sk
)
is in #(R2n × T), where
y(t) ≡ y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r)
is the unique solution of the initial value problem satisfying multi-point boundary conditions
k∑
m=1
Mmy(sm)= Lr
and satis3es inequality
|y(t1; M1; : : : ; Mk ; t1; : : : ; tk ; r)− y(t1; M1; : : : ; Mk ; s1; : : : ; sk ; Lr)|¡:
An application of our foundational continuous dependence theorem, Theorem 3.1, o$ers the desired
result. That is, since solutions of the initial value problem depend continuously on the initial data,
as  shrinks to zero,
y(t; M1; : : : ; Mk ; s1; : : : ; sk ; Lr) converges to y(t; M1; : : : ; Mk ; t1; : : : ; tk ; r):
Now that we have established conditions that allow continuous dependence of solutions of (1.1),
(1.2) on the initial times, we turn to di$erentiability with respect to the initial times. Our goal is
to verify the existence of delta derivatives y/tl (t) ≡ vl(t) and show that they are solutions of the
dynamic system
u/(t)=H (t; (tl); s)u(t; s); (4.7)
where H (t; (tl); s) is de3ned by
H (t; (tl); s) ≡ 1((tl); s)
∫ 1
0
fx(py(t; (tl)) + (1− p)y(t; s))/p;
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satisfying boundary conditions
k∑
m=1
Mmvl(tm; s)=
1
((tl); s)
Ml[y(s; s)− y(tl; s) + y(tl; (tl))− y((tl); (tl))]: (4.8)
Note that the times, ti; 16 i6m; are elements of the time scale. This should prove interesting.
Theorem 4.4 (Di$erentiability of solutions with respect to the boundary times). Let T= [; s] be a
compact measure chain. Assume the function f; de8ned in (1:1) has the added characteristics
f;fx ∈Crd[Tk × Rn;Rn]: Let L be a nonnegative constant with L(s; )¡ 1 and |fx(t; x)|6L on
Tk × Rn: If
y(t; tl) ≡ y(t; M1; : : : ; Mk ; t1; : : : ; tl; : : : ; tk ; r)
denotes a solution of (1:1); (1:2) and both (1:1) and (4:7) satisfy Property (M1; : : : ; Mk); then for
each 16m6 k; the delta derivative of y; y/tl (t) ≡ vl(t); exists and is a solution of the dynamic
equation (4:7) satisfying boundary conditions (4:8).
Proof. For a 3xed l; 16 l6m; consider, without loss of generality, boundary time, tl: Let U be
a neighborhood of tl and s be an element of the neighborhood. De3ne a function vl: [T× T;R] to
be the divided di$erence
vl(t; s) ≡ y(t; (tl))− y(t; s)((tl); s) : (4.9)
Applying the delta derivative to vl we obtain
[vl(t; s)]/t
=
[
y(t; (tl))− y(t; s)
((tl); s)
]/
t
=
1
((tl); s)
[f(t; y(t; (tl)))− f(t; y(t; s))]
=
1
((tl); s)
∫ 1
0
fx(t; py(t; (tl)) + (1− p)y(t; s))/p(y(t; (tl))− y(t; s)): (4.10)
Therefore, for each s∈U; vl(t; s) satis3es the dynamic system
u/(t; s)=H (t; (tl); s)u(t; s):
Also note from its de3nition, vl(t; s) satis3es boundary conditions
k∑
m=1
Mmvl(tm; s)
=
1
((tl); s)
[
k∑
m=1
Mm[y(tm; (tl))− y(tm; s)]
]
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=
1
((tl); s)

 k∑
m=1;m =l
(Mmy(tm; (tl))) +Mly(tl; (tl))
−
k∑
m=1;m =l
(Mmy(tm; s))−Mly(tl; s) +Mly(s; s)−Mly(s; s)
+Mly((tl); (tl))−Mly((tl); (tl))


=
1
((tl); s)
[r − r +Ml(y(tl; (tl))− y(tl; s) + y(s; s)− y((tl); (tl)))]
=
1
((tl); s)
Ml(y(tl; (tl))− y(tl; s) + y(s; s)− y((tl); (tl))): (4.11)
Since tl is an element of the measure chain, we consider two cases:
(1) tl is a right dense point. In this case (tl)= tl: Taking the limit as s→ tl in (4.10) and putting
the Vidossich result mentioned previously as well as Theorem 3.1 to good use we obtain,
[vl(t)]/t =fx(t; y(t; tl))v(t);
where
vl(t)= lim
s→tl
y(t; tl)− y(t; s)
(tl; s)
: (4.12)
One can easily verify that vl satis3es boundary conditions (4.11) which in this case reduces to
k∑
m=1
Mmvl(tm)=−Mlf(tl; y(tl; tl)):
(2) tl is a right scattered point. In this case, the delta derivative of the solution with respect to
tl; y/tl is de3ned
vl(t)=y/tl (t)=
y(t; (tl))− y(t; tl)
∗(t)
:
Note that the continuous dependence of our solutions on the boundary times insures the existence
of vl. Also note that vl is a solution of
u/(t)=H (t; (tl); tl)u(t);
where
H (t; (tl); tl) ≡
∫ 1
0
fx(py(t; (tl)) + (1− p)y(t; s))/p;
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and satis3es boundary conditions
k∑
m=1
Mmvl(tm) =
1
((tl); tl)
Ml
∫ (tl)
tl
fx(); y(); (tl)))/)
=−Mlf(tl; y(tl; (tl))):
Therefore, in either of these two very interesting cases, when tl is right dense or when tl is right
scattered, y/tl exists and satis3es (4.7), (4.8), and life again is good!
References
[1] B. Aulbach, S. Hilger, A uni3ed approach to continuous and discrete dynamics, in: Qualitative Theory of Di$erential
Equations, vol. 53. Szeged, Hungary, 1988.
[2] A. Datta, B. Lawrence, Smooth dependence on boundary matrices for 3rst order di$erential equations, PanAmer.
Math. J. 8 (1998) 59–66.
[3] J. Dieudonne, Foundations of modern analysis, Prentice-Hall, Englewood Cli$s, NJ, 1966.
[4] J. Henderson, B. Lawrence, Smooth dependence on boundary matrices, J. Di$er. Equations Appl. 2 (1996) 161–166.
[5] S. Hilger, Analysis on measure chains—a uni3ed approach to continuous and discrete calculus, Results Math. 18
(1990) 19–56.
[6] B. KaymakQcalan, V. Lakshmikantham, S. Sivasundaram, Dynamic Systems on Measure Chains, Kluwer Academic
Publishers, Boston, 1996.
[7] G. Vidossich, On the continuous dependence of solutions of boundary value problems for ordinary di$erential
equations, J. di$erential equations 82 (1989) 1–14.
