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ON INFINITE MATRICES, SCHUR PRODUCTS, AND OPERATOR
MEASURES
J. KIUKAS, P. LAHTI, AND J.-P. PELLONPÄÄ
Abstrat. Measures with values in the set of sesquilinear forms on a subspae of a Hilbert
spae are of interest in quantum mehanis, sine they an be interpreted as observables with
only a restrited set of possible measurement preparations. In this paper, we onsider the
question under whih onditions suh a measure extends to an operator valued measure, in the
onrete setting where the measure is dened on the Borel sets of the interval [0, 2pi) and is
ovariant with respet to shifts. In this ase, the measure is haraterized with a single innite
matrix, and it turns out that a basi suient ondition for the extensibility is that the matrix
be a Shur multiplier. Aordingly, we also study the onnetion between the extensibility
problem and the theory of Shur multipliers. In partiular, we dene some new norms for
Shur multipliers.
Keywords: Shur produt, Shur multiplier, generalized operator measure, extensible operator
measure, ovariant operator measure, quantum observable, generalized vetor, norm of a Shur
multiplier.
1. Introdution
The Shur produt of innite matries is an essential struture of ertain quantum observables
[9℄. Indeed, let X ∈ B([0, 2pi)) be a Borel subset of the interval [0, 2pi) and let
(1) i(X)nm =
1
2pi
∫
X
ei(n−m)θ dθ
for eah n,m ∈ Z, so that the numbers i(X)nm onstitute an innite matrix i(X). Let C =
(cnm)n,m∈Z be another innite omplex matrix. Then, by denition, the Shur produt of C and
i(X) is the matrix with entries cnmi(X)nm. Let H be a Hilbert spae and x an orthonormal
basis (ϕn)n∈Z of it. Let |ϕn〉〈ϕm| denote the operator ϕ 7→ 〈ϕm|ϕ〉ϕn, where 〈·|·〉 stands for the
inner produt of H (onjugate linear in the rst argument). It is well-known that the formal
expression
(2) EC(X) =
∑
n,m∈Z
cnmi(X)nm |ϕn〉〈ϕm|
onstitutes, in the weak sense, a positive normalized operator measure X 7→ EC(X) whenever
the matrix C is positive semidenite with diagonal elements equal to one, see e.g. [8, 3℄. These
operator measures desribe the translation ovariant loalization observables of a quantum
objet onned to move in the interval [0, 2pi). If, instead of the set of integers Z one uses
the set of natural numbers N as the index set, the operator measures represent the phase shift
ovariant phase observables. For further details of these physial interpretations, see e.g. [3℄
and the referenes therein.
Although some of the properties of the studied operator measures depend ruially on the
index set, the questions investigated here do not. Namely, in the ase where the index set is
1
J ⊂ Z, we an onsider matries (cnm)n,m∈Z with null entries outside J . This is possible beause
we do not, at any point, require that any matrix element is non-zero. Hene, we take Z as the
index set in this paper.
The notion of a generalized operator measure was introdued in [12℄ in order to desribe
measurement situations where only a restrited set of state preparations is available. We shall
see that the form (2) denes always, that is, for any matrix C, a generalized operator measure,
and the question then arises under whih onditions it atually denes, or rather extends to,
an operator measure. This question forms the subjet of this paper.
2. Basi definitions
2.1. Preliminaries. Let V be a omplex vetor spae with a ountable algebrai (Hamel) basis
(ϕn)n∈Z. We keep the basis xed throughout the artile. Let SL(V) denote the set of omplex
sesquilinear forms on V × V (onjugate linear with respet to the rst argument). Using the
xed basis, we identify SL(V) with the vetor spae of innite omplex matries indexed by Z,
i.e., for any C ∈ SL(V) we dene a matrix (cnm)n,m∈Z by cnm = C(ϕn, ϕm). We denote briey
C ≡ (cnm). Let V
×
be the algebrai antidual of V onsisting of the onjugate linear mappings
V → C. Again, we indentify a v ∈ V× with the sequene (vn)n∈Z of omplex numbers given by
vn = v(ϕn) and write formally (w|v) = v(w), (v|w) = v(w), and
∑
n∈Z(ϕn|v)ϕn = v whih we
understand as (w|v) = v(w) =
∑
n∈Zwnv(ϕn) for all w =
∑
n∈Zwnϕn ∈ V.
Let Hp be a ompletion of V with respet to the norm ‖ · ‖p dened as
V ∋
∑
n∈Z
vnϕn 7→
(∑
n∈Z
|vn|
p
)1/p
∈ [0,∞)
when p ≥ 1 and ‖
∑
vnϕn‖∞ = supn∈Z |vn| when p =∞. We note that
V ⊂ Hp ⊂ H2 ⊂ Hq ⊂ H∞ ⊂ V×
for all p ∈ [1, 2) and q ∈ (2,∞). For p = 2 we write H and ‖ · ‖ for H2 and ‖ · ‖2, respetively.
Then H is a Hilbert spae, the inner produt of whih we will denote by 〈 · | · 〉, and we observe
that (ϕn)n∈Z is an orthonormal basis of H.
Let L(Hp,Hq) denote the Banah spae of (bounded) operators Hp →Hq equipped with the
(p, q)-operator norm
(3) ‖C‖p,q = sup
{(∑
n
∣∣∣∑
m
cnmvm
∣∣∣q)1/q ∣∣∣ v ∈ Hp , ‖v‖p ≤ 1
}
.
The (p, q)-norm is inreasing in p and dereasing in q, and ‖(cnm)‖p,q ≤ ‖(|cnm|)‖p,q (see, e.g.
[1℄). For p = q = 2 we write L(H) = L(H2,H2) and ‖ · ‖ = ‖ · ‖2,2.
If a matrix C is suh that the norm ‖C‖p,q is nite, we say that the matrix C is (p, q)-
bounded. In that ase the orresponding sesquilinear form C ∈ SL(V) extends to Hq∗ × Hp,
with q∗ = q/(q − 1), and has the representation
(4) C(u, v) =
∑
n∈Z
∑
m∈Z
uncnmvm, u ∈ Hq∗ , v ∈ Hp,
where the double sum onverges in either order (to the same number). Note that for any
q ∈ [1,∞), the topologial antidual of Hq is isomorphi to Hq∗ .
2
2.2. Shur produt and Shur multiplier. The Shur produt of any two matries C =
(cnm)n,m∈Z and A = (anm)n,m∈Z is the entrywise produt C ∗ A = (cnmanm)n,m∈Z. Any matrix
C therefore denes a (Shur produt) map A 7→ C ∗ A. In the ase 1 ≤ p ≤ q ≤ ∞, the
(p, q)-norm of the matrix C ∗ A satises the following inequality [1, Proposition 2.1℄:
(5) ‖C ∗ A‖p,q ≤ ‖C‖p,∞ ‖A‖1,q.
A matrix C is alled a Shur multiplier if C ∗ A is a (2, 2)-bounded matrix whenever A is a
(2, 2)-bounded matrix. Therefore, Shur multipliers dene linear maps in L(H). Eah Shur
multiplier map L(H) ∋ A 7→ C ∗ A ∈ L(H) is bounded [10, Theorem 1.1.1℄.
From (5) it follows, in partiular, that any (2, 2)-bounded matrix is a Shur multiplier. An
important (albeit trivial) example of a Shur multiplier is the matrix 1 with all entries equal
to 1. The orresponding Shur multiplier map is the identity map A 7→ A in L(H). Clearly, 1
is not a (2, 2)-bounded matrix, so a Shur multiplier map need not arise from a (2, 2)-bounded
matrix.
Several haraterizations of Shur multipliers are known. For our purposes it sues to
quote the following: A matrix C is a Shur multiplier if and only if there are (norm) bounded
sequenes of vetors (ψn) and (ηn) suh that cnm = 〈ψn|ηm〉 for all n,m ∈ Z [11, Corollary 8.8℄.
3. Operator measures and generalized operator measures
In this setion, we dene operator measures and generalized operator measures, and inves-
tigate briey the relationship between them, in a general level. It should be mentioned that
although we have dened various spaes Hp for the use in the subsequent hapters, the onept
of (generalized) operator measure is essentially related to the Hilbert spae ontext. Aord-
ingly, in this subsetion, we need only to onsider V as a dense subspae of the Hilbert spae
H. Also, the boundedness of a form in SL(V) is to be understood with respet to the Hilbert
spae norm.
Denition 1. Let Ω be a (nonempty) set and A a σ-algebra of subsets of Ω.
(a) A mapping E : A → L(H) is an operator measure, if the set funtion
A ∋ X 7→ 〈ϕ|E(X)ψ〉 =: Eϕ,ψ(X) ∈ C
is a omplex measure for all ϕ, ψ ∈ H. The operator measure E is positive if the
operators E(X) are positive for all X ∈ A, and normalized if E(Ω) = I.
(b) A mapping G : A → SL(V) is a generalized operator measure if the set funtion
A ∋ X 7→ G(X)(ϕ, ψ) =: Gϕ,ψ(X) ∈ C
is a omplex measure for all ϕ, ψ ∈ V. The generalized operator measure G is positive
if all the measures Gϕ,ϕ, ϕ ∈ V, are positive, and normalized if Gϕ,ψ(Ω) = 〈ϕ|ψ〉 for
eah ϕ, ψ ∈ V.
() Let G : A → SL(V) be a generalized operator measure. If there is an operator measure
E : A → L(H), suh that 〈ϕ|E(X)ψ〉 = G(X)(ϕ, ψ) for all X ∈ A and ϕ, ψ ∈ V, we
say that G is extensible. Sine V is dense, the extension of G, when exists, is unique.
We denote it by G.
The set of generalized operator measures G : A → SL(V) forms a linear spae (with respet
to the pointwise operations) and the extensible ones onstitute a subspae of this vetor spae.
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Let V1 = {ϕ ∈ V | ‖ϕ‖ ≤ 1}. For eah generalized operator measure G : A → SL(V), we
denote
‖G‖ = sup{|Gϕ,ψ(X)| | ϕ, ψ ∈ V1, X ∈ A}.
By using the following proposition it is easy to see that the map G 7→ ‖G‖ is atually a Banah
spae norm when restrited to the subspae of extensible generalized operator measures. We
will onsider this norm in Setion 6, in the onrete ase relevant to this paper.
The following proposition gives a general haraterization for the extensibility of a generalized
operator measure G in terms of the boundedness of the forms G(X).
Proposition 1. Let G : A → SL(V) be a generalized operator measure.
(a) The following onditions are equivalent.
(i) G is extensible;
(ii) ‖G‖ <∞;
(iii) G(X) is bounded for eah X ∈ A.
(b) If F ⊂ A is an algebra whih generates the σ-algebra A, then the ondition
(ii') sup{|Gϕ,ψ(X)| | ϕ, ψ ∈ V1, X ∈ F} <∞.
is equivalent to eah of the onditions of (a).
Proof. Let F be as in part (b) of the proposition. (It sues to prove (b), for then (a) follows
by putting F = A.) First we note that (i) implies (ii), beause the range of any operator
measure is norm bounded (as a onsequene of the uniform boundedness theorem and the fat
that the range of eah omplex measure is bounded). Now (ii) implies (ii') trivially.
To prove that (ii') implies (iii), let M be the supremum in (ii'), so the assumption is that
M <∞. Denote
B = {X ∈ A | |Gϕ,ψ(X)| ≤ M for all ϕ, ψ ∈ V1}.
Then, by assumption, F ⊂ B. We prove that B is a monotone lass. First, let (Xn) be an
inreasing sequene of sets in B, and let ϕ, ψ ∈ V1. Then we have
Gϕ,ψ
( ∞⋃
n=1
Xn
)
= lim
n→∞
Gϕ,ψ(Xn),
beause X 7→ Gϕ,ψ(X) is a omplex measure. Sine |Gϕ,ψ(Xn)| ≤ M for all n ∈ N, also
|Gϕ,ψ(
⋃∞
n=1Xn)| ≤M , so
⋃∞
n=1Xn ∈ B. Similarly, for a dereasing sequene (Xn) in B, we get⋂∞
n=1Xn ∈ B. Hene, B is a monotone lass. It now follows from the monotone lass theorem,
that the monotone lass generated by F is A. But F ⊂ B, so A = B, whih means that G(X)
is bounded for all X ∈ A. Hene, (iii) holds.
It remains to prove that (iii) implies (i). Sine V is dense, (iii) implies that for eah X ∈ A,
there is an E(X) ∈ L(H), suh that G(X)(ϕ, ψ) = 〈ϕ|E(X)ψ〉 for all ϕ, ψ ∈ V. Let ϕ, ψ ∈ H,
and hoose the sequenes (ϕk)k∈N, (ψk)k∈N of vetors of V onverging to ϕ and ψ, respetively.
By denition, eah set funtionX 7→ 〈ϕk|E(X)ψk〉 = G(X)(ϕk, ψk) is a omplex measure. Sine
limk→∞〈ϕk|E(X)ψk〉 = 〈ϕ|E(X)ψ〉 for eah X ∈ A, it follows from the Nikodým onvergene
theorem (see e.g. [6, p. 160℄) that also X 7→ 〈ϕ|E(X)ψ〉 is a omplex measure. Hene
X 7→ E(X) is an operator measure. The proof is omplete. 
Remark 1. It should be emphasized that although the algebras F and A are in similar roles
in (ii) and (ii'), the σ-algebra A annot, in general, be replaed by the algebra F in (iii). This
is basially a onsequene of the fat that the Nikodým boundedness theorem fails in the ase
of nitely additive measures dened on set algebras, exept in ertain speial ases [15℄. In the
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relevant onrete ase where A is the Borel σ-algebra of the interval [0, 2pi) and F the algebra
of nite unions of subintervals, we will give an expliit ounterexample whih shows that A
annot be replaed by F in (iii) (see Proposition 7 of Setion 4).
If G is a generalized operator measure and f : Ω → C a bounded measurable funtion, suh
that f is Gϕ,ψ-integrable for all ϕ, ψ ∈ V, then the map
V × V ∋ (ϕ, ψ) 7→
∫
Ω
f dGϕ,ψ ∈ C
is a sesquilinear form, whih we denote by
∫
fdG. If G is extensible then there is a unique
bounded linear operator L(f,G) suh that 〈ϕ|L(f,G)ψ〉 =
∫
Ω
f dGϕ,ψ, for all ϕ, ψ ∈ H, see, e.g.
[2, Theorem 9℄. Clearly, in this ase one also has 〈ϕ|L(f,G)ψ〉 =
∫
Ω
f dGϕ,ψ, for all ϕ, ψ ∈ V.
4. Z-ovariant operator measures on B([0, 2pi))
4.1. Denitions. Take any innite omplex matrix C = (cnm)n,m∈Z, and dene, for eah
X ∈ B([0, 2pi)), as a speiation of (2),
(6) GC(X)(ϕ, ψ) =
∑
n,m∈Z
cnmi(X)nm〈ϕ|ϕn〉〈ϕm|ψ〉, ψ, ϕ ∈ V.
Clearly, GC(X)(ϕk, ϕl) = ckli(X)kl for all k, l ∈ Z, so that the matrix of G
C(X) is the Shur
produt of C and i(X). Eah GC(X) is a sesquilinear form on V ×V and the map X 7→ GC(X)
is a generalized operator measure, whih is ovariant with respet to the representation θ 7→
eiθZ :=
∑
n e
iθn|ϕn〉〈ϕn|. Conversely, any suh ovariant generalized operator measure G is of
this form for a unique C = (cnm) [12℄. The matrix C is alled the struture matrix of G.
For eah k ∈ Z, let V Ck : V → H be a linear operator dened by V
C
k (ϕn) = cn−k,nϕn−k for all
n ∈ Z. The form (ϕ, ψ) 7→ 〈ϕ|V Ck ψ〉 is easily seen to be the kth yli moment of G
C
, i.e.
〈ϕ|V Ck ψ〉 =
∫ 2π
0
eikθGCϕ,ψ(dθ). ψ, ϕ ∈ V.
For eah s ∈ N, let ΘCs denote the sth moment of G
C
,
ΘCs (ϕ, ψ) =
∫ 2π
0
θsGCϕ,ψ(dθ). ψ, ϕ ∈ V.
Then, in partiular,
(7) ΘC1 (ϕn, ϕm) =
{
1
i(n−m)cnm, n 6= m,
picnn, n = m.
Sine the funtions θ 7→ θs and θ 7→ eikθ are bounded, the following result is immediate.
Proposition 2. If GC is extensible, then the forms ΘCs are bounded, and eah operator V
C
k is
bounded.
We proeed to study some boundedness onditions related to the extensibility of the gener-
alized operator measure GC . The rst thing to note is that for eah (2, 2)-bounded matrix C,
the form GC is extensible by Proposition 1 (a). This is beause ‖
∫
X
eiθZCe−iθZdθ‖ ≤ 2pi‖C‖.
Obviously, the extensibility of a GC does not require C to be a (2, 2)-bounded matrix. This
is demontrated e.g. by the important example of G1. The assoiated operator measure G1 is
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known to be unitarily equivalent to the anonial spetral measure of L2([0, 2pi)) via the unitary
transformation between the basis {ϕn | n ∈ Z} and the Fourier basis of L
2([0, 2pi)), see, e.g. [3℄.
In partiular, eah i(X) is a (2, 2)-bounded matrix desribing a projetion operator.
It seems to be diult to give a general haraterization of the matries C for whih GC
is extensible. Indeed, it is usually assumed that GC is positive or, equivalently, C is positive
semidenite, in whih ase it is extensible if and only if supn∈Z cnn <∞. This happens exatly
when there is a bounded sequene of vetors (ψn)n∈Z, suh that cnm = 〈ψn|ψm〉 for all n,m ∈ Z
[3℄. In this ase, the positive operator measure GC is normalized if and only if cnn = ‖ψn‖
2 = 1
for all n ∈ Z. More generally, if C is a Shur multiplier, then GC is extensible (Setion 5).
4.2. Boundedness of the matrix elements. Here we onsider some boundedness riteria
involving the matrix elements of the struture matrix C. We denote SC = supn,m |cnm|. The
rst result is easy to prove using the yli moments.
Proposition 3. Assume that GC is extensible. Then SC <∞.
Proof. Let GC denote the operator measure determined by GC . For eah k ∈ Z, let fk :
[0, 2pi) → C be the funtion with fk(θ) = e
ikθ
. Now eah yli moment form is bounded,
so eah V Ck is a bounded operator, with L(fk, G
C) = V Ck . It follows from Proposition 1 (a)
(ondition (ii)) that ‖GC‖ <∞. Now
|〈ψ|V Ck ϕ〉| = |〈ψ|L(fk, G
C)ϕ〉| ≤
∫
|fk|d|G
C
ψ,ϕ| =
∫
d|GCψ,ϕ|
= |GCψ,ϕ|([0, 2pi)) ≤ 4 sup
X∈B([0,2π))
|GCψ,ϕ(X)| ≤ 4‖G
C‖
for all unit vetors ψ, ϕ ∈ V. Hene, ‖V Ck ‖ ≤ 4‖G
C‖ for all k ∈ Z. But ‖V Ck ‖ = sup{|cn,n+k| |
n ∈ Z} for all k ∈ Z, so supn,m∈Z|cnm| <∞. 
Remark 2. The onverse of the preeding proposition does not hold. Indeed, let cnm = 1 for
n > m, cnm = −1 for n < m, and cnn = 0 for all n. Then the nondiagonal matrix elements of
the rst moment form ΘC1 are Θ
C
1 (ϕn, ϕm) = −i|n−m|
−1
, so ΘC1 is not a (2, 2)-bounded matrix
(see e.g. [4, p. 258℄), and hene GC annot be extensible by Proposition 2.
In the following proposition, we ompare the onditions ‖C‖1,∞ < ∞ and ‖C‖2,∞ < ∞, in
view of the extensibility of GC . We reall that ‖C‖1,∞ = SC and ‖C‖2,∞ = supn
√∑
m |cnm|
2
.
Proposition 4. Let C be a matrix.
(a) Assume that ‖C‖1,∞ <∞. Then, for eah bounded measurable funtion f : [0, 2pi)→ C,
the matrix
∫
fdGC is an element of L(H1,H), with∥∥∥∥
∫
fdGC
∥∥∥∥
1,2
≤ SC sup
θ∈[0,2π)
|f(θ)|.
In partiular, GC(X) ∈ L(H1,H) for all X ∈ B([0, 2pi)), with
sup
X∈B([0,2π))
‖GC(X)‖1,2 ≤ S
C .
(b) Assume that ‖C‖2,∞ <∞. Then GC is extensible.
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Proof. Assume that C is suh that SC < ∞. To prove (a), let M = supx∈[0,2π) |f(x)|. Sine f
is bounded,
∫
fdGC exists. Clearly,
∫
fdGC = C ∗
∫
fdG1. Sine G1 is a spetral measure, the
operator integral L(f,G1) oinides with the usual spetral integral, so we have ‖L(f,G1)‖ ≤
M . The inequality (5) now gives∥∥∥∥
∫
fdGC
∥∥∥∥
1,2
≤ ‖C‖1,∞
∥∥∥∥
∫
fdG1
∥∥∥∥
1,2
≤ ‖C‖1,∞
∥∥∥∥
∫
fdG1
∥∥∥∥
2,2
≤ SCM.
Sine eah harateristi funtion χX , X ∈ B([0, 2pi)), is bounded and measurable, (a) is proved.
To prove (b), we use a stronger estimate from (5):
‖C ∗ i(X)‖ ≤ ‖C‖2,∞‖i(X)‖1,2 ≤ ‖C‖2,∞‖i(X)‖
for all X ∈ B([0, 2pi)). Hene, if ‖C‖2,∞ < ∞, then GC is extensible by Proposition 1 (a) and
by the fat that eah i(X) is a projetion operator. 
Remark 3. As the example in Remark 2 showed, the ondition SC <∞ is not enough for the
extensibility of GC . However, part (a) of the preeding proposition shows that the form GC is
still extensible in a weaker sense. The ondition ‖C‖2,∞ <∞ ensures the extensibility, but it
is too strong, sine it rules out e.g. the important matrix 1. Note, however, that this ondition
is weaker than the ondition ‖C‖ <∞.
Next we disuss some impliations of boundedness of the diagonals of the matrix C. Denote
Ck = sup{|cn,n+k| | n ∈ Z}.
Proposition 5. If Ck <∞ for all k ∈ Z and the sequene
(∑N
k=−N i(X)0,kV
C
k
)
N≥0
onverges
weakly in L(H) for all X ∈ B([0, 2pi)), then GC is extensible.
Proof. Sine Ck < ∞, the yli moment V
C
k is bounded with ‖V
C
k ‖ = Ck. For eah X ∈
B([0, 2pi)), let E(X) ∈ L(H) be the limit of the sequene. Sine
〈ϕn|E(X)ϕm〉 =
∑
k∈Z
i(X)0,kcm−k,m〈ϕn|ϕm−k〉 = i(X)0,m−ncnm = GC(X)(ϕn, ϕm),
GC is extensible by Proposition 1 (a). 
To prove the next proposition we need the following lemma.
Lemma 1. Let A ∈ L(H) and denote Ak =
∑
n∈Z〈ϕn|Aϕn+k〉|ϕn〉〈ϕn+k|, k ∈ Z. Then
Ak ∈ L(H) for eah k ∈ Z and A = limM→∞ 1M
∑M−1
N=0
∑N
k=−N Ak in the weak sense.
Proof. Let A ∈ L(H) and dene a ovariant operator measure GA. Then, for any k ∈ Z, we
have Ak =
∫ 2π
0
eikθGA(dθ). Now, eah Ak is bounded. For any M = 1, 2, ...,∥∥∥∥∥ 1M
M−1∑
N=0
N∑
k=−N
Ak
∥∥∥∥∥ =
∥∥∥∥
∫ 2π
0
KM(θ)GA(dθ)
∥∥∥∥ ≤ 12pi
∫ 2π
0
KM(θ)‖e
iθZAe−iθZ‖dθ ≤ ‖A‖,
where
KM(θ) =
1
M
M−1∑
N=0
N∑
k=−N
eikθ =
1
M
[
sin(Mθ/2)
sin(θ/2)
]2
7
is the Fejér kernel [7, p.17℄. Therefore, the sequene M 7→ M−1
∑M−1
N=0
∑N
k=−N Ak is norm
bounded. Sine
lim
M→∞
〈
ϕn
∣∣∣∣ 1M
M−1∑
N=0
N∑
k=−N
Akϕm
〉
= 〈ϕn|Aϕm〉 lim
M→∞
(
1−
|n−m|
M
)
= 〈ϕn|Aϕm〉
for all n,m ∈ Z, it follows that
lim
M→∞
1
M
M−1∑
N=0
N∑
k=−N
Ak = A
weakly on H. 
Proposition 6. GC is extensible if and only if Ck <∞ for all k ∈ Z and
M 7→
1
M
M−1∑
N=0
N∑
k=−N
i(X)0,kV
C
k
onverges weakly in L(H) for all X ∈ B([0, 2pi)). In this ase, for any ϕ, ψ ∈ H,
lim
M→∞
1
M
M−1∑
N=0
N∑
k=−N
e−ikθ〈ϕ|V Ck ψ〉 = g
C
ϕ,ψ(θ)
with respet to the L1-norm, where gCϕ,ψ is the density of the omplex measure G
C
ϕ,ψ.
Proof. Let GC be extensible and x X ∈ B([0, 2pi)). Applying the preeding lemma to the
operator A = GC(X), and noting that then Ak = i(X)0,kV
C
k , we get
lim
M→∞
1
M
M−1∑
N=0
N∑
k=−N
i(X)0,kV
C
k = G
C(X)
weakly for anyX ∈ B([0, 2pi)). To prove the onverse, suppose rst that eah Ck is nite, so that
eah V Ck is bounded. Then assume also that the sequene M 7→
1
M
∑M−1
N=0
∑N
k=−N i(X)0,kV
C
k
onverges weakly to some bounded operator, say, EC(X). Sine
〈ϕn|E
C(X)ϕm〉 = lim
M→∞
〈
ϕn
∣∣∣∣ 1M
M−1∑
N=0
N∑
k=−N
i(X)0,kV
C
k ϕm
〉
= GC(X)(ϕn, ϕm)
it follows from Proposition 1 (a) that GC is extensible and GC = EC .
Let ϕ, ψ ∈ H. Suppose then that gCϕ,ψ ∈ L
1([0, 2pi)) is the density of the omplex measure
GCϕ,ψ. Now its Fourier oeients are of the form
1
2pi
∫ 2π
0
eikθgCϕ,ψ(θ)dθ = 〈ϕ|V
C
k ψ〉
and the sequene
M 7→
1
M
M−1∑
N=0
N∑
k=−N
e−ikθ〈ϕ|V Ck ψ〉
of the Cearo means onverges to gCϕ,ψ with respet to the L
1
-norm [7, p. 17℄. 
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To onlude this subsetion, we note that the ondition SC < ∞ allows us to dene the
relevant omplex measure GCϕ,ψ also for the ase where ϕ ∈ H and ψ ∈ H1. We reall that in
the ase where GC is extensible, the measure an be dened for all ϕ, ψ ∈ H.
First of all, it follows from part (a) of Proposition 4 that eah ‖GC(X)‖1,2 is nite. Hene,
for eah ψ ∈ H1, ϕ ∈ H2, and X ∈ B[0, 2pi), the double sum∑
n∈Z
∑
m∈Z
i(X)nmcnm〈ϕ|ϕn〉〈ϕm|ψ〉
onverges to some number, whih does not depend on the order of summation (see (4)). We
all that number GCϕ,ψ(X), beause it oinides with G
C
ϕ,ψ(X) if ϕ, ψ ∈ V.
It follows by the Nikodým onvergene theorem [6, p. 160℄ that the map X 7→ GCϕ,ψ(X) is a
omplex measure. In addition, it has a density funtion. This follows from the Radon-Nikodým
theorem, beause i(X) is the null matrix if the set X has zero Lebesgue measure.
The density ofGCϕ,ψ an be expliitly alulated, and it turns out that it belongs to L
2([0, 2pi)).
This is seen as follows. For all ϕ ∈ H and ψ ∈ H1, the expression
gCϕ,ψ(θ) =
∑
m∈Z
(∑
n∈Z
ei(n−m)θcnm〈ϕ|ϕn〉〈ϕm|ψ〉
)
denes an element gCϕ,ψ of L
2([0, 2pi)) by the following alulation. Dene for all m ∈ Z the
L2-funtion Φm by
Φm(θ) = e
−imθ〈ϕm|ψ〉
∑
n∈Z
cnm〈ϕ|ϕn〉e
inθ.
Clearly, ‖Φm‖L2 ≤ S
C |〈ϕm|ψ〉|‖ϕ‖, so the sequene
N ∋ N 7→
N∑
m=−N
Φm ∈ L
2([0, 2pi))
is Cauhy, thereby onverging to an L2-funtion. In addition, the limit is integrable. This is
beause L2([0, 2pi)) ⊂ L1([0, 2pi)) by the Cauhy-Shwarz inequality. Similarly, L2-onvergene
implies L1-onvergene. Now we get
GCϕ,ψ(X) =
∑
m∈Z
e−imθ〈ϕm|ψ〉
(∑
n∈Z
∫
X
cnm〈ϕ|ϕn〉e
inθ
)
=
∑
m∈Z
∫
X
Φm(θ)dθ =
∫
X
∑
m∈Z
Φm(θ)dθ =
∫
X
gCϕ,ψ(θ)dθ,
where the seond equality follows beause eah series N 7→
∑N
n=−N cnm〈ϕ|ϕn〉e
inθ
onverges in
L2 and hene in L1, and the third equality for a similar reason.
Thus, the Radon-Nikodým derivative of GCϕ,ψ is indeed the funtion g
C
ϕ,ψ.
4.3. Boundedness of the rst moment. Sine the rst moment form ompletely determines
the generalized operator measure GC (see (7)), it is natural to ask if the boundedness of ΘC1
already implies the extensibility of GC . The following result shows that the answer is negative,
but that GC(X) is atually bounded for eah X ∈ F , where F is the algebra of nite unions
of subintervals of [0, 2pi).
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Proposition 7. (a) Assume that ΘC1 is bounded. Then G
C([a, b)) is bounded for all a, b ∈
[0, 2pi], a ≤ b.
(b) Boundedness of ΘC1 does not imply the extensibility of G
C
.
Proof. To prove (a), let ΘC1 denote also the bounded operator assoiated with the form Θ
C
1 . It
follows that also the diagonal elements ΘC1 (ϕn, ϕn) alone onstitute a (2, 2)-bounded matrix,
whih we denote by dg(ΘC1 ). Now, if n ∈ Z, we have
GC([a, b))(ϕn, ϕn) =
1
2pi2
(b− a)〈ϕn|dg(Θ
C
1 )ϕn〉,
and, for n 6= m, we get
GC([a, b))(ϕn, ϕm) =
1
2pi
〈ϕn|(e
ibZΘC1 e
−ibZ − eiaZΘC1 e
−iaZ)ϕm〉.
Hene, the matrix elements of GC([a, b)) are those of the bounded operator
1
2pi
(
1
pi
(b− a)dg(ΘC1 ) + e
ibZΘC1 e
−ibZ − eiaZΘC1 e
−iaZ
)
,
and so GC([a, b)) is bounded. This proves (a).
To prove (b), let B be any bounded operator on H with the matrix elements bnm. Then, by
dening a matrix CB with the elements cBnm = i(n−m)bnm + pi
−1bnnδnm, we get a generalized
operator measure GC
B
for whih the rst moment form ΘC
B
1 is a restrition of B and, thus,
bounded. Let γ =
∑∞
n=1(n
−1 lnn)ϕn ∈ H. Choose B = |γ〉〈ϕ0|. Then cBn0 = i lnn for all n ≥ 1
and supn,m∈Z |c
B
nm| =∞. By Proposition 3, G
CB
is not extensible.

Remark 4. It follows from part (b) of Proposition 1, that although the boundedness of the
rst moment implies that ‖GC(X)‖ <∞ for eah X ∈ F (Proposition 7 (a)), it does not imply
that supX∈F ‖G
C(X)‖ <∞.
Proposition 8. Assume that ΘC1 is bounded. Then V
C
k is bounded for all k ∈ Z. The onverse
does not hold.
Proof. By assumption, the operator
∑
n 6=m
cnm
n−m |ϕn〉〈ϕm| is bounded with the norm N , say, so
it follows that ‖V Ck ‖ = supn∈Z |cn,n+k| ≤ N |k| for all k ∈ Z \ {0}. The ase k = 0 follows from
the boundedness of the diagonal operator of the rst moment. The fat that the onverse result
does not hold an be seen by hoosing the matrix C used in Remark 2. 
Proposition 9. Assume that ΘC1 is bounded. Then Θ
C
s is bounded for all s ∈ N and the
operator sequene (ΘCs )s∈N is exponentially bounded in the sense that ‖Θ
C
s ‖ ≤ Rpi
ss! for all
s ∈ N where R > 0.
Proof. Dene, for all l = 1, 2, 3, ...,
Al =
∑
n 6=m∈Z
cnm
(n−m)l
|ϕn〉〈ϕm|,
and A0 =
∑
n∈Z cnn|ϕn〉〈ϕn|. Sine, by assumption, Θ
C
1 is bounded, also A0 = −Θ
C
0 and A1
are bounded. Dene Bl =
∑
n 6=m∈Z
1
(n−m)l |ϕn〉〈ϕm|. Now B1 is bounded with ‖B1‖ = pi. (This
follows from the fat that −iB1 + piI an be interpreted as the rst moment of the anonial
spetral measure on L2([0, 2pi)).) Sine Bl+1 = B1 ∗ Bl, it follows by indution and using (5),
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that Bl is bounded for all l = 1, 2, .... Then it follows that Al+1 = A1 ∗ Bl is bounded for all
l = 1, 2, .... From
1
2pi
∫ 2π
0
θseikθdθ =
{
−s!
∑s
l=1
il(2π)s−l
(s−l+1)! ·
1
kl
, s ≥ 1, k 6= 0,
(2π)s
s+1
, s ≥ 1, k = 0.
it follows that
ΘCs = −s!
s∑
l=0
il(2pi)s−l
(s− l + 1)!
Al
is bounded for all s ∈ N. Moreover, sine also ‖Al‖ ≤ ‖B1‖
l−1‖A1‖ = pil−1‖A1‖ for all
l = 1, 2, ...,
‖ΘCs ‖ ≤ s!(2pi)
s
s∑
l=0
(2pi)−l‖Al‖
(s− l + 1)!
≤ s!(2pi)s
[
‖A0‖
(s+ 1)!
+
‖A1‖
pi
s∑
l=1
1
2l(s− l + 1)!
]
.
Sine
∑s
l=1
1
2l(s−l+1)! ≤ 2
−s−1∑∞
j=1
2j
j!
= 2−s−1(e2 − 1), one an hoose any
R ≥ ‖A0‖+ (2pi)
−1(e2 − 1)‖A1‖.

Remark 5. We want to point out an interesting impliation of the above proposition. Namely,
the result allows us to dene the ontinuous exponential mapping
D ∋ z 7→ FC(z) =
∫ 2π
0
ezθdGC(θ) ∈ L(H),
where D is the open disk in the omplex plane entered at the origin and having radius pi−1.
Restriting z to be real or pure imaginary, one gets the (bounded) Laplae or Fourier transforms
of GC (dened on (−pi−1, pi−1)). In the ase of a (real) positive operator measure, one an
reonstrut the measure from its Laplae or Fourier transform, but in the ase of a (generalized)
operator measure it is not lear when this is possible.
5. Shur multipliers and generalized vetors
For eah Shur multiplier C, the generalized operator measure GC is extensible. Indeed, if
C is a Shur multiplier, then eah GC(X) = C ∗ i(X) is bounded, and so GC is extensible by
Proposition 1 (a). We formulate this basi observation as a proposition:
Proposition 10. A Z-ovariant generalized operator measure is extensible whenever its stru-
ture matrix is a Shur multiplier.
Next we want to onsider generalized operator measures in terms of generalized vetors, i.e.
the elements of V×. For any v ∈ V×, dene a linear operator V → V by
Vv =
∑
n∈Z
(v|ϕn)|ϕn〉〈ϕn|.
Now Vv an be onsidered as a possibly unbounded operator on H with the domain V. The
operator Vv is bounded if and only if supn∈Z |(v|ϕn)| < ∞, that is, v ∈ H∞, in whih ase we
onsider it dened on the whole H.
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For eah pair v, u of generalized vetors we an onstrut a matrix C with cnm = (ϕn|v)(u|ϕm)
for all n,m ∈ Z. The assoiated generalized operator measure GC , whih we denote by Gv,u,
an then be written in the form
Gv,u(X) =
1
2pi
∫
X
eiθZ |v)(u|e−iθZdθ,
in the sense that
Gv,uϕ,ψ(X) =
1
2pi
∫
X
(e−iθZϕ|v)(u|e−iθZψ)dθ, ϕ, ψ ∈ V.
We say that suh a Gv,u is a simple generalized operator measure. Clearly, Gv,u has the form
Gv,u = V ∗v G
1Vu,
meaning that Gv,u(X)(ϕ, ψ) = 〈Vvϕ|G1(X)Vuψ〉 for all X .
It is easy to haraterize those simple generalized operator measures whih determine an
operator measure:
Proposition 11. Let v, u ∈ V×, and suppose that Gv,u 6= 0. Let C denote the struture matrix
of Gv,u. The following onditions are equivalent.
(i) C is a Shur multiplier;
(ii) Gv,u is extensible;
(iii) v, u ∈ H∞ \ {0}.
Proof. That (i) implies (ii) is lear.
Suppose now that (ii) holds. Clearly v 6= 0 and u 6= 0. If e.g. supn∈Z |(ϕn|v)| =∞ and m ∈ Z
suh that (ϕm|u) 6= 0, we get supn∈Z |cnm| = ∞, whih ontradits the assumption aording
to Proposition 3. This proves (iii).
If (iii) holds, then C is a Shur multiplier, sine cnm = (ϕn|v)(u|ϕm) (e.g. ϕn = (v|ϕn)ϕ0 and
ψn = (u|ϕn)ϕ0 dene bounded sequenes of vetors). 
The following result is immediate:
Proposition 12. Any generalized operator measure an be written in terms of simple general-
ized operator measures in the form
GC =
∑
k∈Z
Gv
k ,uk ,
where vk, uk ∈ V× for all k ∈ Z. Moreover, if supn,m∈Z |cnm| <∞, then the generalized vetors
vk and uk an be hosen so that eah Gv
k ,uk
is extensible.
Proof. Choose, for example, vk = ϕk and u
k =
∑
m∈Z ck,mϕm, or v
k =
∑
n∈Z cn,kϕn and u
k = ϕk.
If supn,m∈Z |cnm| < ∞ then v
k, uk ∈ H∞ for all k, so eah Gv
k ,uk
is extensible by Proposition
11. 
Proposition 13. Let C be a matrix. Then C is a Shur multiplier if and only if there exists
a deomposition
GC =
∑
k∈Z
Gv
k,uk
suh that supn∈Z{
∑
k∈Z |(ϕn|v
k)|2} and supn∈Z{
∑
k∈Z |(ϕn|u
k)|2} are nite.
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Proof. Let C be a Shur multiplier and let (ψn), (ηn) be bounded sequenes in the Hilbert
spae H suh that cnm = 〈ψn|ηm〉 for all n,m ∈ Z. For eah k ∈ Z, dene the generalized
vetors vk and uk by (vk|ϕn) = 〈ϕk|ψn〉, and (u
k|ϕn) = 〈ϕk|ηn〉 for all k ∈ Z. Now cnm =∑
k∈Z(ϕn|v
k)(uk|ϕm), and hene G
C =
∑
k∈ZG
vk ,uk
. The statement supn∈Z{
∑
k∈Z |(ϕn|v
k)|2} <
∞ and supn∈Z{
∑
k∈Z |(ϕn|u
k)|2} <∞ are equivalent to the boundedness of the sequenes (ψn)
and (ηn).
On the other hand, if we assume that there exists suh a deomposition, then the above
formulas dene ψn and ηn in terms of the generalized vetors v
k
and uk. 
Finally, we onsider briey the possibility of reduing the extensibility problem to the positive
ase.
Let GC =
∑
k∈ZG
vk ,uk
be a generalized operator measure. Using the polarization identity
we an write GC as a sum of four positive generalized operator measures as follows:
GC =
1
4
3∑
s=0
isGCs
where GCs =
∑
k∈ZG
vk+isuk,vk+isuk
. Sine GCs is positive, it is extensible if and only if its
struture matrix is a Shur multiplier, i.e., supn∈Z
∑
k∈Z |(ϕn|v
k + isuk)|2 <∞. If this happens
for all s = 0, 1, 2, 3, then C itself is a Shur multiplier, and GC is extensible.
6. On norms of Shur multipliers
In this Setion we onsider four norms of Shur multipliers whih arise naturally in the
ontext of ovariant operator measures.
As mentioned before, the set S of Shur multiplier matries onstitutes a subset of the set
C = {C = (cnm) | G
C
extensible}
The set C is in a bijetive orrespondene with the set Ecov = {E ∈ E | E ovariant}, where
E is the set of all operator measures B([0, 2pi)) → L(H). Clearly, all the sets S, C, Ecov and E
are linear spaes, and the bijetion C ∋ C 7→ GC ∈ Ecov is linear. Hene, we an endow the
set C with a natural norm of the set E , whih was dened in Setion 3. In other words, we
have a norm ‖ · ‖o on C dened by ‖C‖o = ‖G
C‖, and the spaes C and Ecov are isometrially
isomorphi. As a subspae of C, also the spae of Shur multipliers now beomes a normed
spae.
Proposition 14. The spae (C, ‖ · ‖o) is Banah.
Proof. The spae E is a subspae of the set B of all bounded funtions f : B([0, 2pi)) → L(H),
whih is a Banah spae with respet to the uniform norm (beause L(H) is Banah). Clearly,
the norm on Ecov is preisely the uniform norm, so it sues to show that Ecov is a losed
subspae of B. To that end, let (En) be a sequene of ovariant operator measures onverging
to a bounded map f : B([0, 2pi)) → L(H) uniformly in B([0, 2pi)). It is lear that f is then
additive. Sine the onvergene is uniform, it follows by a standard
ǫ
2
-argument that for eah
xed ϕ, ψ ∈ H, the map X 7→ 〈ϕ|f(X)ψ〉 is omplex measure. Hene, f ∈ E . Moreover,
beause
eiθZEn(X)e
−iθZ = En(X + θ (mod2pi)), X ∈ B([0, 2pi)), θ ∈ [0, 2pi),
and (En(X)) onverges in norm to f(X) for all X , it follows that also f is ovariant, i.e.
f ∈ Ecov. Hene, Ecov is losed. The proof is omplete. 
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The most natural norm of a Shur multiplier S is of ourse the one arising diretly from its
denition, namely the norm ‖ · ‖m of the Shur produt map L(H) ∋ A 7→ S ∗ A ∈ L(H) (see
e.g. [11, p. 108℄). We note that ‖S‖o ≤ ‖S‖m for eah Shur multiplier S. Indeed
‖S‖o = sup
X∈B([0,2π))
‖GS(X)‖ = sup
X∈B([0,2π))
‖S ∗ i(X)‖ ≤ sup
A∈L(H),‖A‖≤1
‖S ∗ A‖ = ‖S‖m.
However, these norms are not the same. Indeed, let S = (snm) be a matrix with s01 = 1 and all
the other entries zero. For a matrix A = (anm), the norm of the matrix S ∗ A is learly |a01|.
Hene, for ‖A‖ ≤ 1, we have ‖S ∗ A‖ = |a01| ≤ 1 (beause |a01|
2 ≤
∑
k |ak1|
2 ≤ ‖A‖2 ≤ 1). In
addition, ‖S ∗ S‖ = 1, so ‖S‖m = 1. But ‖S ∗ i(X)‖ = |i01(X)| ≤
√
2
π
for all X ∈ B([0, 2pi)).
(This is beause(
1
2pi
)−2
|i01(X)|
2 =
∣∣∣∣
∫
X
e−iθ dθ
∣∣∣∣
2
=
∣∣∣∣
∫
X
cos θ dθ
∣∣∣∣
2
+
∣∣∣∣
∫
X
sin θ dθ
∣∣∣∣
2
≤ 4 + 4 = 8,
where the last inequality is obtained by using the estimate∣∣∣∣
∫
X
sin θ dθ
∣∣∣∣ ≤ max
{∫
X∩[0,π)
sin θ dθ,
∫
X∩[π,2π)
− sin θ dθ
}
≤
∫ π
0
sin θ dθ = 2,
and the orresponding one involving cos θ.) Hene, ‖S‖o ≤
√
2
π
< 1 = ‖S‖m, so the norms are
dierent. Of ourse, it ould still be that for some onstantM > 0, we had ‖·‖m = M‖·‖o. This
possibility is ruled out by the example where S ′ = (s′nm), with s00 = 1, and the other entries
zero. Namely, then we have ‖S‖m = 1, as before, but now also ‖S‖o = 1, sine i00([0, 2pi)) = 1.
Hene, the norms are not onstant multipliers of eah other.
The question remains of whether these norms are equivalent or not (i.e. do they determine
the same topology).
For any element C ∈ C it is neessary that
(1) ‖C‖1,∞ = SC <∞,
(2) the rst moment form ΘC1 is bounded.
Therefore, we an dene two natural norms, namely, C 7→ ‖C‖1,∞ and C 7→ ‖C‖f = ‖ΘC1 ‖ . It
is easy to see that the rst mapping is atually a norm and, by the proof of Proposition 3, we
have ‖C‖1,∞ ≤ 4‖C‖o for eah C ∈ C. Sine C 7→ ΘC1 is linear and ‖Θ
C
1 ‖ = 0 implies that C is
a zero matrix, the mapping C 7→ ‖C‖f is a norm also.
An important subset of C is the set C1+ of matries whih determine ovariant observables.
Following [13℄ it an be shown that C1+ onsists of positive semidenite matries with unit
diagonals. Hene, C1+ is also a subset of the set S of Shur multipliers. Moreover, C
1
+ is losed
under the Shur multipliation. The following observation shows that C1+ is ontained in the
surfae of the losed unit ball, with respet to the rst three norms onsidered above.
Proposition 15. ‖C‖1,∞ = ‖C‖m = ‖C‖o = 1 for all C ∈ C1+.
Proof. Let C ∈ C1+. Sine C is positive semidenite with the unit diagonal, we have |cnm| ≤ 1
and |cnn| = 1, and so it follows that ‖C‖1,∞ = 1. Moreover, there exists a sequene (ψm) of
unit vetors suh that cnm = 〈ψn|ψm〉 for all n,m, so one gets ‖C‖m ≤ 1 by [11, Corollary
8.8℄. In addition, ‖C ∗ I‖ = ‖I‖ = 1, so that ‖C‖m = 1. Finally, sine for all X ∈ B([0, 2pi)),
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O ≤ GC(X) ≤ GC([0, 2pi)) = I and, thus, ‖GC(X)‖ ≤ ‖GC([0, 2pi))‖ = 1, it follows that
‖C‖o = 1. 
Dening a unitary transform Uυ =
∑
n∈Z e
iυn |n〉〈n|, (υn) ⊂ [0, 2pi) (whih ommutes with
Z), for any C ∈ C1+, one gets a family of (physially) equivalent ovariant observables{
UυGCU
∗
υ
∣∣ (υn) ⊂ [0, 2pi)}.
The struture matrix of UυGCU
∗
υ is C ∗ Yυ where Yυ = (e
i(υn−υm))n,m∈Z ∈ C1+. Thus, it is
reasonable to dene an equivalene relation on C (and thus on C1+) by delaring any two matries
C and D equivalent if D = C ∗ Yυ for some Yv. The set C
1
+ of equivalene lasses of C
1
+ an
then be equipped with the partial ordering [C] 4 [D] if C = D ∗ E for some E ∈ C1+ [13℄.
Sine C = 1 ∗ C, we have [C] 4 [1] for all C1+, so [1] is the upper bound in C
1
+; similarly, sine
I = C ∗ I, we get [I] 4 [C] and hene [I] is the lower bound in C1+.
Dene then a mapping
α : C1+ → [0,∞), [C] 7→ ‖C‖f ,
whih is well-dened sine ‖C ∗ Yυ‖f = ‖UυΘ
C
1 U
∗
υ‖ = ‖C‖f .
Proposition 16. The mapping α from (C1+,4) to ([pi, 2pi],≤) is order preserving, i.e.
pi = α([I]) ≤ α([C]) ≤ α([D]) ≤ α([1]) = 2pi
for all [C], [D] ∈ C1+ suh that [C] 4 [D].
Proof. Let then C, D ∈ C1+ be suh that [C] 4 [D], i.e., C = D ∗ E for some E ∈ C
1
+.
It follows that ΘC1 = E ∗ Θ
D
1 and, sine E is, as a Shur multiplier, ontinuous, ‖Θ
C
1 ‖ ≤
‖E‖m‖Θ
D
1 ‖ = ‖Θ
D
1 ‖. Moreover, ‖I‖f = ‖piI‖ = pi and, as a multipliation operator on
L2([0, 2pi)), ‖1‖f = ‖Θ
1
1‖ = 2pi. 
To onlude, the norms ‖ · ‖1,∞, ‖ · ‖m, and ‖ · ‖o annot distinguish the elements of C1+,
but ‖ · ‖f denes an order preserving mapping α, whih gives an (intuitively) orret ordering
to the set of ovariant observables.
7. Summary
The main results of this paper are summarized as follows.
Boundedness onditions:
(a) If C is a matrix suh that the generalized operator measure GC is extensible, then the
following boundedness onditions hold.
(1) SC <∞;
(2) The rst moment of GC is bounded.
(b) Neither (1) nor (2) implies the extensibility of GC .
Impliations of the boundedness onditions: Assume that the boundedness onditions
(1) and (2) hold. Then
(i) All yli moment forms are bounded (with the same onstant).
(ii) All moment forms are (exponentially) bounded.
(iii) GC([a, b)) ∈ L(H) for all 0 ≤ a ≤ b ≤ 2pi.
(iv)
∫
fdGC ∈ L(H1,H) for all bounded f : [0, 2pi) → C; espeially, G
C(X) ∈ L(H1,H) for
all X ∈ B([0, 2pi)).
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(v) For any ϕ ∈ H, ψ ∈ H1, there exists a omplex measure, whih oinides with G
C
ϕ,ψ
whenever ϕ, ψ ∈ V. This measure has an L2-density.
Shur multipliers:
(a) If C is a Shur multiplier, then GC is extensible.
(b) If C is positive semidenite, then it is a Shur multiplier if and only if GC is extensible.
() If GC is a simple generalized operator measure, then it is a Shur multiplier if and only
if GC is extensible.
(d) Eah GC an be written as a (weak) sum of simple generalized operator measures.
Finally, we observed that, in addition to the well-known norms ‖ · ‖m and ‖ · ‖1,∞ of Shur
multipliers, we have two other norms ‖ · ‖o and ‖ · ‖f for them, arising from the onnetion to
operator measures. The set of ovariant observables is ontained in the surfae of unit ball with
respet to the norm ‖ · ‖o, while the norm ‖ · ‖f turns out to be ompatible with the (partial)
ordering of ovariant observables.
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