We consider a resource allocation problem over an undirected network of agents, where edges of the network define communication links. The goal is to minimize the sum of agent-specific convex objective functions, while the agents' decisions are coupled via a convex conic constraint. We propose two methods based on the alternating direction method of multipliers (ADMM) in which agents exchange information only with their neighbors. Each agent requires only its own data for updating its decision and no global information on the network structure. Moreover, both methods are fully parallelizable and decentralized. Numerical results demonstrate the effectiveness of the proposed methods.
Introduction
Solving optimization problems in a distributed fashion has attracted increased attention in many research areas. This is mainly motivated by the rapid growth in size and complexity of modern datasets, which makes them hard (or even impossible) to process on a single computational unit [BPC + 11] . On the other hand, optimization problems arising in multi-agent systems usually have a separable structure making distributed optimization methods a natural choice for solving them [BMG18] . Even if such problems were solvable in a centralized fashion, the agents would need to share their local data and objective functions with the central coordinator, which would then raise information privacy issues [DMP16] .
Distributed optimization methods are based on an iterative procedure in which the agents perform local computations and share information with other agents through a communication protocol which is often defined on a connected graph (network) [XB06] . While in some methods the agents require global information about the graph, such as the overall number of nodes or the graph Laplacian [XB04] , we will focus on those in which the agents do not require a central coordinator or any global information about the graph.
Problem description
Let G = (N , E) denote a graph of N ∈ N agents, where N := {1, . . . , N } is the set of nodes, and E ⊆ N ×N is the set of edges. Suppose that node i ∈ N can send information to node j ∈ N only if (i, j) ∈ E.
Consider the following resource allocation problem:
where x i ∈ R n i , x ∈ R n is obtained by vertically concatenating vectors x i for all i ∈ N , and n = i∈N n i . Problems of this form arise in numerous research areas including network flow control [Ber98] , communication networks [SCW + 12], signal processing [CDS98] , and economics [Hea69] .
We are interested in solving P in a parallel and decentralized fashion so that only neighbor-to-neighbor communications are allowed. Each node i ∈ N has access only to its local objective function f i : R n i →R, as well as A i ∈ R m×n i , b i ∈ R m , and K ⊆ R m . We make the following assumptions throughout the paper: Assumption 1.
(i) f i is convex, closed, and proper for all i ∈ N .
(ii) K is a nonempty, closed, and convex cone.
(iii) A primal-dual solution exists and the duality gap is zero.
(iv) G is a connected undirected graph.
We make no additional assumptions on the problem such as differentiability of the objective functions, or full rank of the constraint matrices. Note that we allow each agent to have individual convex constraints of the type x i ∈ X i , where X i ⊆ R n i is a nonempty, closed, and convex set, which can be incorporated in the objective by adding the indicator function I X i to f i . Also, observe that P allows for multiple constraints with possibly different cones, which can be cast as a single constraint using the Cartesian product of the cones. Since the graph is undirected, (i, j) ∈ E implies (j, i) ∈ E.
Related work
The alternating direction method of multipliers (ADMM) was shown to be very effective for solving large-scale optimization problems in a distributed fashion [BPC + 11], and many variations of the algorithm have been proposed [BT97, WO12, WO13, Cha16] . The authors in [DLPY17] use a Jacobi-like ADMM for solving a variant of P in which the computations are decomposed into N smaller subproblems. The algorithm is centralized because each node in the graph shares its decision vector with a central coordinator which then broadcasts updated information back to the nodes. However, the existence of such a central coordinator may be undesirable in some applications.
The authors in [CHW15] use the dual consensus ADMM for solving a subclass of P in which K = {0}. The algorithm is fully decentralized and each node updates its decision vector based only on its own data and neighbor communications, but can handle only coupling constraints described by linear equalities, which limits applicability of the method. The authors in [AH16b] propose the distributed primal-dual algorithm (DPDA), which is based on an algorithm studied in [CP16] . The algorithm consists of simple iterations and converges under certain choices of algorithm parameters, which can be computed based on local information from each agent.
In this paper we propose two methods based on ADMM which can be seen as extensions of [CHW15, Alg. 3] for solving P with K being a general nonempty, closed, and convex cone. We demonstrate on a numerical example that both methods outperform DPDA.
Notation
Let N denote the set of natural numbers, R the set of real numbers,R := R ∪ {+∞} the extended real line, and R n the n-dimensional real space equipped with an inner product ·, · and induced norm · . We denote by R m×n the set of real m-by-n matrices. The adjoint to a linear operator A : R n → R m is defined as the unique operator A * : R m → R n that satisfies Ax, y = x, A * y . We denote by (x i ) i∈N the vector obtained by vertical concatenation of vectors x i , and by [A i ] i∈N the matrix obtained by horizontal concatenation of matrices A i for all i ∈ N .
The conjugate of a convex, closed, and proper function f : R n →R is given by f * (y) := sup x { y, x − f (x)}, the subdifferential of f by ∂f (x) := {u ∈ R n | (∀y ∈ R n ) y − x, u + f (x) ≤ f (y)}, and the proximal operator of f by prox For a nonempty, closed, and convex set C ⊆ R n we denote its indicator function by I C (which takes value 0 if its argument x ∈ R n belongs to C and +∞ otherwise), the distance of x ∈ R n to C by dist C (x) := min y∈C x − y , the projection of x ∈ R n onto C by Π C (x) := argmin y∈C x − y , and the normal cone of C at x ∈ C by N C (x) := {u ∈ R n | sup u∈C u, y − x ≤ 0}. Note that Π C and N C are the proximal operator and the subdifferential of I C , respectively. For a convex cone K ⊆ R n , we denote its polar cone by K
• := {y ∈ R n | sup x∈K x, y ≤ 0}.
For a graph G = (N , E), let N i := {j ∈ N | (i, j) ∈ E} denote the set of neighboring nodes of node i ∈ N , and d i := |N i | its degree.
Dual consensus ADMM
ADMM is an operator splitting method that can be used to solve structured optimization problems [BPC + 11]. Due to its relatively low per-iteration computational cost and ability to decompose an optimization problem into a sequence of smaller problems, the method is suitable for distributed and large-scale optimization [BPC
The authors in [MBG10] propose two variants of ADMM that can be used to solve the following problem over a connected undirected graph:
where ψ i is a convex, closed, and proper function for all i ∈ N . In order to update its decision, each node i ∈ N shares its own decision vector with its neighbors and uses only its own objective function. Both methods are referred to as consensus ADMM and are outlined in Alg. A.1 and Alg. A.2 in Appendix A.
The structure of our problem P is not suitable for applying the consensus ADMM directly since it cannot be cast in the form of problem (1). However, as we will show in the sequel, the dual of P has the same structure as (1). A similar approach was used in [CHW15] for solving a subclass of P in which K = {0}.
To this end, we rewrite P as
and derive the dual function,
The dual problem is then to maximize the dual function, i.e.
where we used the fact that I K • = |N | I K • . Due to Assumption 1, the optimal values of P and D are finite and equal, and thus the function (f *
is proper for all i ∈ N . This property of the objective functions will be used in the derivation of the algorithms.
We can now apply the consensus ADMM for solving the dual problem. We present in the sequel two variants based on Alg. A.1 and Alg. A.2.
Aggregate variant
The first method for solving P is obtained by applying Alg. A.1 to D where
In step 6 of Alg. A.1 each agent needs to solve the following subproblem:
where r
).
Due to Lemma B.1 (in Appendix B), the solution to the optimization problem above can be characterized as y
where
Notice that, if the projection onto K can be evaluated efficiently, then the same holds for its polar cone. Indeed, due to the Moreau decomposition [BC17, Thm. 6.30], we have
The proposed method is summarized in Alg. 1 and can be seen as an extension of [CHW15, Alg. 3] since the two algorithms coincide when K = {0}. Note that in this case steps 7 and 8 of Alg. 1 reduce to
Even though the algorithm solves the dual of P, it also generates a primal solution to the problem, as stated in the following proposition which we prove in Appendix C. Proposition 1. For all i ∈ N the sequence {y k i } k∈N generated by Alg. 1 converges to y which is a maximizer of D. Moreover, any limit point of the sequence {(x k i ) i∈N } k∈N is a minimizer of P.
Decomposed variant
In some cases the conic constraint in step 7 of Alg. 1 makes the subproblem hard to solve. We therefore propose another method for solving P which is obtained by applying Alg. A.2 to D with
Algorithm 1 Aggregate dual consensus ADMM for P. 
k ← k + 1 10: until termination condition is satisfied Algorithm 2 Decomposed dual consensus ADMM for P. 
k ← k + 1 12: until termination condition is satisfied In step 7 of Alg. A.2 each agent solves the following subproblem:
Due to Lemma B.1, the solution to the problem above can be characterized as
The proposed algorithm is summarized in Alg. 2. The following proposition, proven in Appendix D, states the convergence result.
Proposition 2. For all i ∈ N the sequences {y k i } k∈N and {z k i } k∈N generated by Alg. 2 converge to the same vector y which is a maximizer of D. Moreover, any limit point of the sequence {(x k i ) i∈N } k∈N is a minimizer of P. In both proposed methods each agent communicates only with its neighbors and requires no global information about the graph. Also, the agents can update their decision vectors in parallel since they only use their neighbors' information from the previous iteration. Finally, the methods converge for any positive values of their parameters, making them robust against noisy and unreliable problem data.
Alg. 2 has simpler iterations than Alg. 1, but is expected to converge slower due to additional regularization terms in the augmented Lagrangian associated with the method; see Appendix A for more details. 
Numerical example
Consider the basis pursuit denoising problem:
with decision variable u ∈ R q and problem data R ∈ R p×q , r ∈ R p , and ε ≥ 0. The problem arises in compressed sensing where the goal is to recover a sparse vector u from noisy measurements r ≈ Ru [Don06] .
The dimensions of (3) can be very large, making it challenging to solve on a single computational unit. To solve the problem in a distributed fashion, we partition u into |N | blocks so that u = (u i ) i∈N . We then interpret each of these blocks as nodes and connect them through a communication graph G = (N , E). The resulting problem is minimize u i∈N
, and r i = r/|N | for all i ∈ N . Note that the problem above can be reformulated in the form of P, i.e. minimize (u,v) i∈N where v := (v i ) i∈N , v i ∈ R, and S := {(z, t) ∈ R p × R | z 2 ≤ t} is the second-order cone whose projection can be evaluated in a closed form [PB13, §6.3.2].
We generate the problem data as described in [AH16a] , i.e. we set p = 20, q = 120, each element of R is i.i.d. drawn from the standard normal distribution, r = Ru + η where u is generated by choosing κ = 20 of its elements, uniformly at random, drawn from the standard normal distribution, and the rest of the elements are set to zero, while η is a noise vector whose elements are i.i.d. drawn from N (0, κ 10 −4 ), and ε > 0 is chosen so that the probability that η 2 ≤ ε is equal to 0.95. Finally, we generate G as a random small-world network with |N | = 10 nodes and |E| = 15 edges so that |N | edges create a random cycle over nodes, and the remaining |E| − |N | edges are selected uniformly at random. We partition u into |N | blocks of the same dimensions, so that
We compare our methods to DPDA [AH16b] which is a decentralized and parallelizable algorithm that has recently been proposed for solving P. Figure 1 shows numerical performance of Alg. 1, Alg. 2 and DPDA for solving (3). As performance metrics, we consider the mean values of relative suboptimality, infeasibility, distance to a solution, and consensus violation over 10 different problem instances. For each of these instances we randomly generate both the network and the problem data. The parameters of DPDA are chosen depending on the problem data as suggested in [AH16a] , while the parameters appearing in Alg. 1 and Alg. 2 are set to σ = ρ = 1.
It can be seen that Alg. 1 and Alg. 2 require a smaller number of iterations than DPDA for attaining the same accuracy. However, the computational complexity for solving each iteration of DPDA is lower. More specifically, DPDA only evaluates the proximal operator of the 1 -norm, which has a closed-form solution [PB13, §6.5.2]. In contrast, in each iteration Alg. 1 and Alg. 2 solve a second-order cone program and a quadratic program, respectively. This means that Alg. 1 and Alg. 2 are preferred over DPDA when the cost of agent-to-agent communication outweighs the cost of computations performed by the agents.
Since the convergence rates of Alg. 1 and Alg. 2 with respect to the number of iterations are very similar, the latter method is more efficient due to simpler optimization problems solved by the agents.
Conclusion
We propose two methods based on ADMM for solving resource allocation problems over a network of computational agents. Both methods are fully parallelizable and decentralized in the sense that each agent exchanges information only with its neighbors in the network and requires only its own data for updating its decision. We prove that both methods converge to an optimal solution for any positive values of the algorithm parameters. Our methods are compared numerically against a competing method, and were shown to require a smaller number of iterations to attain the same accuracy.
A Consensus ADMM
The authors in [MBG10] propose two decentralized methods for solving (1) over a connected undirected graph. The first method assumes that the proximal operator of ψ i can be evaluated efficiently, and is outlined in Alg. A.1.
The second method assumes that ψ i is the sum of two functions, i.e.
where both ϕ i and ϑ i are convex, closed, and proper. It is often the case that the proximal operator of ψ i is much harder to evaluate than the proximal operators of ϕ i and ϑ i . This is the reason for introducing another method that evaluates the proximal operators of ϕ i and ϑ i instead. The method is outlined in Alg. A.2.
Derivations of both algorithms can be found in [MBG10] , but we also include them here for the sake of completeness. 
k ← k + 1 10: until termination condition is satisfied A.1 Derivation of Alg. A.1
Since (N , E) is a connected undirected graph, (1) can be reformulated as
The augmented Lagrangian associated with the problem above has the form
ADMM then consists of the following iterations [BPC + 11]:
The minimization problem in (5) has the following closed-form solution:
Summing (6) and (7), and plugging t k+1 ij from the equality above, we obtain
which then implies t
and u k+1 ij
Note from (9) that if t 
we have p
Finally, iterations (4)-(7) reduce to
Alg. A.1 is obtained by starting the iteration from the p i -update. Note that summing (11) over i ∈ N , we obtain
where the second equality follows from p 0 i = 0 and the symmetry in the double sum.
A.2 Derivation of Alg. A.2
Problem (1) in which ψ i = ϕ i + ϑ i can be reformulated as
ADMM then consists of the following iterations:
We can eliminate t ij and introduce a variable p i in a similar fashion as in Section A.1. Iterations above then reduce to
Alg. A.2 is obtained by replacing the order of s i -and p i -updates, and starting the iteration from the p i -update.
B Supporting results
Lemma B.1. Let g : R n →R be a convex, closed, and proper function, C a nonempty, closed, and convex cone, and E ∈ R m×n . Consider the following function:
and suppose it is proper. Then the proximal operator of d can be computed as
where (x , t ) is a minimizer of the following problem:
Ex + γz − t 2 , which has at least one solution.
Proof. From the definition of d, prox γ d (z) can be computed as the minimizer of the following problem: minimize
Due to [BC17, Prop. 19 .5], a solution to the problem above can be characterized as
where we used the Moreau decomposition [BC17, Thm. 6 .30] in the second equality. Introducing the variable x = γp, we can write
Note that, since the minimization in (13) involves a strongly convex function, y is unique, even when x is not.
Finally, the minimization over x can be written as
This concludes the proof.
Lemma B.2. The first-order optimality conditions for P are given by
Proof. P can be relaxed using the following Lagrangian subproblem:
where L is given by (2), and the optimality conditions can then be written as [BC17, Thm. 16 .3]
where the third condition is equivalent to y ∈ N K (w).
Lemma B.3. Let C be a nonempty, closed, and convex cone, and suppose that y ∈ N C (t i )
Proof. We show below that the result holds for m = 2. The general result then holds by induction.
Inclusions y ∈ N C (t 1 ) and y ∈ N C (t 2 ) are equivalent to 0 ≥ sup t 1 ∈C y, t 1 − t 1 and 0 ≥ sup
Summing the inequalities above, we obtain 0 ≥ sup
Since C is a convex cone, we have C + C = C, and the inequality reduces to
or equivalently, y ∈ N C (t 1 + t 2 ). ) is a minimizer of the optimization problem in step 7 of Alg. 1, it satisfies the following optimality conditions:
and thus we can write the inclusion above as
, where the first equality follows from the Moreau decomposition [BC17, Thm. 6.30], and the second from step 8 of Alg. 1. From the definition of w k , we have
which means that (14a) and (14b) are satisfied in each iteration k by construction.
Using the Moreau decomposition again, we have Using the Moreau decomposition in step 10 of Alg. 2, we get
