In the present scenario of domestic flights in USA, there have been numerous instances of flight delays and cancellations. In the United States, the American Airlines, Inc. have been one of the most entrusted and the worlds largest airline in terms of number of destinations served. But when it comes to domestic flights, AA has not lived up to the expectations in terms of punctuality or on-time performance. Flight Delays also result in airline companies operating commercial flights to incur huge losses. So, they are trying their best to prevent or avoid Flight Delays and Cancellations by taking certain measures. This study aims at analyzing flight information of US domestic flights operated by American Airlines, covering top 5 busiest airports of US and predicting possible arrival delay of the flight using Data Mining and Machine Learning Approaches. The Gradient Boosting Classifier Model is deployed by training and hyperparameter tuning it, achieving a maximum accuracy of 85.73%. Such an Intelligent System is very essential in foretelling flights on-time performance.
I. INTRODUCTION
A flight delay is said to occur when an airline lands or takes off later than its scheduled arrival or departure time respectively. Conventionally if a flights departure time or arrival time is greater than 15 minutes than its scheduled departure and arrival times respectively, then it is considered that there is a departure or arrival delay with respect to corresponding airports. Notable reasons for commercially scheduled flights to delay are adverse weather conditions, air traffic congestion, late reaching aircraft to be used for the flight from previous flight, maintenance and security issues [1] . American Airlines, Inc. (AA) is an American Airline that is based on Forth Worth, Texas. It is arguably worlds largest airline on grounds of revenue, fleet size and scheduled passenger kilometres flown [2] . Hence, it is quite obvious for passengers to prefer American Airlines for domestic flights too. But flight delay concerned with American Airlines often seem sudden and unprecedented. Therefore, these delays make passengers lose their trust on such famous and internationally recognized airline. An Intelligent and Automated Prediction System is a must in this case that can predict possible airline delay. This model takes the flight details regarding American Airlines covering top 5 busiest airports of US, Hartsfield-Jackson Atlanta International Airport, Los Angeles International Airport, OHare International Airport, Dallas/Fort Worth International Airport and John F. Kennedy International Airport, as input, analyses it and gives the arrival prediction i.e., whether it will arrive at the concerned airport on-time (within 15 minutes after the scheduled arrival time) or not. 2) Data Collection and Analytics: The following steps are followed to achieve the desired dataset: 2) Label Encoding: All the categorical features mentioned in Table 1 are label encoded, where alphabetically each category is assigned numbers beginning with 0.
3) One-Hot Encoding: This involves splitting of different categorical features into its own categories (distinct values assumed by them are the categories) where each and every category is assigned a binary value i.e., 0 if it does not belong to that category and 1 if it belongs to that category. This is done for the categorical features assuming lower number of distinct values or categories to avoid the curse of dimensionality. Here One-Hot Encoding is done for features, F7, F8, F9 and F10. 6) Learning Algorithm: The Machine Learning Algorithm used to construct the Binary Prediction Model is an Ensemble Tree Boosting Algorithm known as Gradient Boosting Classifier. The intuitive idea regarding the working mechanism of the classifier is that, it forms a series of Decision Trees in which every next tree corrects the error caused by the tree preceding it. The Algorithm of the Gradient Boosting Classifier is given below as Algorithm 1:
• Input: training set Z={(x 1 , y 1 ), ., (x n , y n )} • M: number of iterations • v: learning rate
Algorithm 1: Gradient Boosting Classifier
The Data Pre-Processing is done in 2 ways: 
VI. RESULTS
The metrics on which model performance is evaluated are as follows: Table 2 .
Table 2. Results and Findings
The Confusion Metrics for Strategy 1 and Strategy 2 are given in Fig 7 and Fig 8 respectively . Now, comparing the performances of Strategy 1 and Strategy 2, it is evident that Over-sampling any Imbalanced Dataset and hence, reducing its degree of imbalance, helps improving and boosting model performance to a much greater extent. A direct comparison is shown in Table 3 between 3 models as they are developed using the same dataset: Table 3 . Grand Comparison Chart between 3 models
VII. CONCLUSION
This paper proposed a hyper-parameter tuned approach by the application of Grid Search on Gradient Boosting Classifier Model on flight data. Also here, Over-Sampling technique, Randomized SMOTE is applied for Data Balancing, in which the resulting performance boosting has also been shown. Finally, the Validation Accuracy, obtained is 85.73% which is, by the best of our knowledge, has been the best ever numeric accuracy clocked by any Flight Delay Prediction Model on this dataset. Future Scope of this work involves application of more advanced and novel pre-processing techniques, sampling algorithms and Machine Learning-Deep Learning Hybrid Models tuned with Grid Search for achieving better model performance.
