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SOMMAIRE 
La reconstruction 3D d'une scène réelle à partir d'une ou plusieurs images permet de 
comprendre la relation tridimensionnelle qui existe entre les différents objets. À cet effet, 
il existe plusieurs indices de profondeur (coins, flou, disparité, mouvement, etc.) permet-
tant la perception 3D. Pour notre part, nous avons étudié, développé et implanté quatre 
approches dont une pour la détection des jonctions de lignes, une pour la segmentation 
basée sur le mouvement, une pour l'estimation du flou et enfin une pour l'estimation 
simultanée du flou et de la disparité. La détection des jonctions et des terminaisons de 
lignes est basée sur une mesure de courbure locale. Étant donné que ces caractéristiques 
de l'image sont robustes, elles constituent un intérêt particulier pour la mise en corres-
pondance et la reconstruction 3D. La segmentation en couches des images d'une séquence 
vidéo consiste à déterminer l'ordre de profondeur relatif des objets (régions) les uns par 
rapport aux autres à partir d'un critère d'homogénéité du flot optique. L'estimation de 
la différence de flou entre deux images d'une même scène est fondée sur la transformée 
<l'Hermite. Afin de valider l'estimation résultante, la profondeur des objets de la scène 
est ensuite calculée à partir de la différence de flou. Finalement, le modèle unifié permet 
de calculer de manière simultanée et coopérative le flou et la disparité. Il constitue en 
fait une généralisation de notre approche d'estimation du flou. Les indices ainsi calculés 
peuvent ensuite servir à la reconstruction 3D de scènes complexes. 
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La reconstruction tridimensionnelle d'une scène réelle constitue une tâche fondamentale 
pour de nombreux domaines d'application. Elle permet de comprendre les relations 3D 
qui existent entre les différents objets de l'espace. Elle rend notamment possible les chi-
rurgies assistées par ordinateur, le développement de systèmes de guidage automatique, 
la création d'effets spéciaux de haute qualité et le développement de simulateurs réa-
listes. Elle est donc largement utilisée dans les applications de la vision par ordinateur et 
du traitement d'images en médecine, en robotique, au cinéma ainsi qu'en aérospatiale. 
La reconstruction 3D implique généralement l'extraction de caractéristiques pertinentes 
contenues dans les images et associées à la perception 3D. Ces caractéristiques sont com-
munément appelées des indices de profondeur. Parmi les plus connues, nous retrouvons 
les jonctions, le mouvement, le flou et la disparité. En ce sens, nous avons étudié, déve-
loppé et implanté quatre approches pour l'extraction directe ou indirecte des indices de 
profondeur suivants : jonctions de lignes, mouvement, flou et disparité. 
La première approche concerne la détection des jonctions. Ces dernières représentent des 
informations robustes de l'image. Elles constituent donc un intérêt particulier pour la 
mise en correspondance et la reconstruction 3D. Cependant, à ce jour, aucun détecteur 
de coins ne semble avoir été développé pour les intersections et extrémités de lignes. 
Afin d'extraire ce type de jonctions, nous proposons une approche qui se divise en deux 
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étapes. La première consiste à calculer la courbure locale des lignes. A cet effet, nous 
avons développé, testé et comparé deux mesures différentes : le taux de changement de 
direction des vecteurs d'orientation le long de la ligne et la moyenne des produits scalaires 
des vecteurs d'orientation à l'intérieur d'un voisinage donné. La seconde étape consiste à 
localiser les jonctions et terminaisons à partir de la courbure calculée. 
La seconde approche est destinée à l'estimation du mouvement apparent présent dans 
une séquence vidéo en vue de déterminer l'ordre de profondeur relatif des objets les uns 
par rapport aux autres. A titre d'exemple, lorsque l'on se déplace en voiture, les objets 
éloignés semblent se déplacer moins rapidement que ceux rapprochés. A cet effet, nous 
proposons un algorithme qui, dans un premier temps, calcule le flot optique (mouvement 
apparent). Par la suite, une segmentation est appliquée aux images à partir d'un critère 
d'homogénéité du flot optique. Les résultats obtenus consistent en des couches (régions) 
classées selon leur ordre de profondeur relatif. 
La troisième approche concerne l'estimation dense et précise de la différence de flou 
à partir de deux images de la même scène obtenues en faisant varier les paramètres 
intrinsèques de la caméra (distance focale, ouverture, etc.). Pour ce faire, nous démontrons 
que l'image la plus floue peut être exprimée en fonction de la différence de fi.ou et des 
dérivées partielles de la seconde image. Ainsi, la différence de flou peut être calculée en 
résolvant un système d'équations, ce qui mène à une précision, une densité et une efficacité 
plus élevées que celles fournies par des algorithmes existants. En guise de validation, 
l'estimation résultante est ensuite utilisée pour construire une carte de profondeurs dense 
et précise des scènes réelles. 
Finalement, la dernière approche permet de calculer de manière simultanée et coopérative 
deux indices de profondeur: la disparité et le flou. Il s'agit d'une généralisation de notre 
approche d'estimation de la profondeur à partir du flou. En ce sens, nous démontrons 
qu'une image provenant d'une paire stéréoscopique ou d'une séquence d'images peut être 
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exprimée en fonction des dérivées partielles d'une seconde image, d'une variation de flou 
et d'un facteur de décalage. Cela suppose donc que ces derniers peuvent être estimés 
en résolvant un système d'équations. Les indices de profondeur ainsi calculés peuvent 
ensuite servir à la reconstruction précise de scènes réelles. 
Le mémoire est divisé en quatre chapitres. Le premier concerne la détection des jonctions 
et des extrémités de lignes. Le deuxième chapitre détaille l'estimation du mouvement 
dans un contexte de segmentation en couches des images. Le chapitre 3 décrit l'approche 
d'estimation des variations de flou en vue d'estimer la profondeur des points de la scène. 
Finalement, le dernier chapitre présente le modèle unifié d'estimation du flou et de la 
disparité pour des images unidimensionnelles. 
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CHAPITRE 1 
DÉTECTION DES JONCTIONS ET 
DES EXTRÉMITÉS DE LIGNES 
1.1 Introduction 
Les contours constituent l'une des caractéristiques de l'image la plus utilisée dans le do-
maine de la vision par ordinateur. Ils correspondent à des discontinuités ou variations 
locales des niveaux de gris. Ces dernières sont généralement produites par la projection 
sur le plan image des contours physiques des objets de la scène ou bien par des chan-
gements d'illumination ou de réflectance. Communément, le terme contour englobe tous 
les types de contours, dont les plus connus sont les marches, les vallées et les crêtes. Les 
marches correspondent habituellement aux frontières entre des régions ayant des niveaux 
de gris respectifs quasiment constants, mais différents. Pour leur part, les vallées et les 
crêtes proviennent généralement d'objets fins placés devant un fond, de routes et de ri-
vières dans les images aériennes ou satellitaires, ou de l'illumination mutuelle entre des 
objets de la scène qui sont en contact. Les contours comportent certains points représen-
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tant des informations particulièrement robustes. Parmi ceux-ci, nous retrouvons les jonc-
tions, c'est-à-dire les intersections de plusieurs contours, communément appelées coins. 
Nous retrouvons également les extrémités, ou terminaisons, lesquelles correspondent aux 
points terminaux d'un contour. Les coins se sont avérés utiles dans l'accomplissement de 
nombreuses tâches de la vision par ordinateur et du traitement d'images, telles que l'es-
timation du flot optique [36], la mise en correspondance stéréoscopique [8] et la détection 
des intersections de routes dans les images satellitaires [16]. Pour leur part, les terminai-
sons sont employées pour la détection des extrémités de routes dans les images aériennes 
à faible résolution [16] et dans les algorithmes de fermeture de contours [27, 33]. La 
détection des jonctions et des extrémités de contours constitue donc une tâche majeure. 
Les détecteurs de coins traditionnels concernent principalement les jonctions de marches [6, 
9, 22, 27, 53]. Ces détecteurs utilisent généralement une recherche implicite ou explicite 
des variations locales des niveaux de gris associées à ce type de contours. Cependant, ces 
variations diffèrent de celles produisant les crêtes et les vallées [64]. Par conséquent, les 
résultats fournis par les détecteurs de coins de marches ne sont pas adéquats en présence 
de jonctions de crêtes ou de vallées. En fait, tel qu'illustré par les figures 1.1 et 1.2, dans 
une telle situation, leur réponse n'est pas unique et elle est imprécise. Les contours de 
a. Synthétiques b. Lignes réelles c. Routes 
Figure 1.1 - Résultats fournis par le détecteur de jonctions de marches de Tabbone 
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a. Synthétiques b. Lignes réelles c. Routes 
Figure 1.2 - Résultats fournis par le détecteur de jonctions de marches CSS 
type vallée ou crête sont communément appelés des lignes. Ceux-ci sont utilisés dans de 
nombreuses applications incluant la mise à jour automatique de bases de données car-
tographiques [16] et l'extraction de caractéristiques de l'anatomie humaine en imagerie 
médicale [7]. Nous nous intéressons plus particulièrement à l'extraction des jonctions et 
des extrémités de lignes. 
Ce chapitre décrit une méthode de détection des jonctions L, X, Y, et T ainsi que des 
terminaisons de lignes dans une image à niveaux de gris. Selon la littérature, ce problème 
ne semble pas avoir été réellement abordé à ce jour. L'approche présentée se divise en 
deux étapes principales. D'abord, à partir des informations de lignes extraites de l'image 
originale (position, plausibilité et orientation), la courbure locale est calculée. À cette fin, 
deux mesures différentes ont été développées, testées et comparées. La première consiste 
en la projection du taux de changement de direction des vecteurs d'orientation le long de 
la ligne. La seconde mesure est la moyenne des produits scalaires des vecteurs d'orien-
tation à l'intérieur d'un voisinage donné. Par la suite, les jonctions et terminaisons de 
lignes sont localisées à partir de la courbure locale. 
La section suivante présente un survol des algorithmes de détection de coins de type 
marche existants. Les sections 1.3 et 1.4 sont dédiées à une description détaillée de l'es-
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timation de la courbure et de la localisation des jonctions, respectivement les première 
et deuxième étapes de la méthode proposée. La section 1.5 concerne la détection des 
extrémités de lignes. L'algorithme est résumé à la section 1.6. Les résultats expérimen-
taux ainsi qu'une description de l'influence des différents paramètres sont présentés à la 
section 1. 7. 
1.2 Travaux connexes 
À notre connaissance, nous proposons le premier détecteur de coins et de terminaisons 
développé pour les lignes [10}. Puisque ce dernier est inspiré des approches suggérées 
pour les contours de type marche, cette section constitue un survol rapide des principales 
techniques proposées pour ce type de contour. Au niveau des détecteurs de jonctions, 
Beaudet [4] propose un opérateur invariant par rotation, appelé DET, qui correspond au 
déterminant de la matrice hessienne. Il suggère que la détection des coins peut être effec-
tuée directement en seuillant les valeurs absolues des extremums de cet opérateur. Pour 
leur part, Kitchen et Rosenfeld [22] présentent quatre opérateurs basés respectivement 
sur le module du gradient de la direction du gradient, la différence entre les directions du 
gradient le long du contour à l'intérieur d'un voisinage, l'angle entre les voisins les plus 
similaires et finalement la courbure d'une surface polynomiale du second ordre appro-
chant des voisinages carrés. Le comportement dans l'espace échelle de ces détecteurs fut 
étudié par Deriche et Giraudon [9] à l'aide de modèles idéals de jonctions Let T. Ils ont 
démontré que ces détecteurs ne localisent pas les coins avec précision. Étant donné que 
l'emplacement exact d'un coin correspond à un passage par zéro du Laplacien et qu'il 
est insensible à l'échelle, ils suggèrent de combiner le Laplacien et l'opérateur DET afin 
d'améliorer la précision des résultats. Cependant, il a été démontré que pour plusieurs 
modèles de coins (e.g. ceux formés par des courbes non linéaires), il n'y a pas de passage 
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par zéro du Laplacien. L'utilisation des algorithmes qui localisent les coins à l'aide de ce 
type de passages par zéro est donc limité [54]. Tabbone [53] propose un algorithme qui 
utilise l'extremum elliptique (maximum ou minimum local) du Laplacien de la gaussienne 
(LOG)- Il a démontré que l'emplacement de cet extremum elliptique est toujours à l'inté-
rieur du coin et que, dans l'espace échelle, l'extremum se déplace sur la bissectrice de ce 
coin. Deux détecteurs additionnels furent suggérés par Cooper et al. [6]. Le premier utilise 
la dissimilitude entre les régions de l'image dans la direction du contour afin de détecter 
les coins. Le second estime la courbure à partir de la deuxième dérivée de l'image dans 
la direction du contour. Pour leur part, Lacroix et Acheroy [23] emploient le produit vec-
toriel des vecteurs gradients pour détecter les changements locaux d'orientation dans la 
direction du contour. Finalement, Mokhatarian et Suomela [27] présentent une approche 
basée sur l'évolution de la courbure dans l'espace échelle. À partir des contours extraits 
à l'aide du détecteur de Canny, ils calculent la courbure à haute échelle et localisent les 
coins potentiels au maxima de la courbure. Au fur et à mesure que l'échelle décroît, ils 
effectuent un suivi des coins afin d'améliorer la précision. 
Au niveau des terminaisons, Nitzberg et al. [33] définissent une terminaison en tant que 
jonction T faible. Cela signifie qu'une terminaison correspond en fait à une jonction T 
formée par l'intersection de deux contours dont l'un est très court. Ils suggèrent ainsi 
que les extrémités des contours peuvent être directement détectées par les détecteurs de 
coins existants. Par conséquent, ils ne proposent aucune méthode d'extraction explicite. 
Toutes ces approches concernent la détection des coins de marches, mais aucune d'entre 
elles ne solutionne les problèmes reliés à l'extraction des jonctions et des extrémités 
de lignes. Les intersections des contours de type marche sont généralement localisées à 
partir d'un opérateur Laplacien (passages par zéro ou extremums) ou par une mesure de 
courbure basée sur la direction du gradient. Cependant, le gradient d'une ligne est faible, 
voire même nul. De plus, une jonction de lignes ne correspond pas à un passage par zéro du 
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Laplacien. Par conséquent, les réponses des détecteurs de jonctions de marches existants 
sont imprécises en présence d'une jonction ou d'une terminaison de lignes, c'est-à-dire 
que plusieurs points sont détectés (figures 1.1 et 1.2). 
1.3 Estimation de la courbure locale d'une ligne 
Le taux de changement de la direction d'une ligne est communément appelée courbure. 
Selon cette définition, une jonction idéale correspond à un maximum local de la courbure 
de la ligne, tel qu'illustré par la figure 1.3. En supposant que les lignes (plausibilité, 
a. Jonction L b. Jonction T c. Jonction X 
Figure 1.3 - Exemples de courbures théoriques des jonctions 
orientation et position) ont été préalablement extraites de l'image originale à l'aide d'un 
détecteur de lignes, la courbure locale peut alors être estimée. À cette fin, nous avons 
développé, testé et comparé deux mesures différentes. La première est inspirée d'une 
mesure proposée par Kitchen et Rosenfeld [22] pour les coins de marches. La version 
originale est définie comme étant le taux de changement de la direction du gradient le 
long du contour multiplié par l'amplitude du gradient. Étant donné que l'amplitude du 
gradient correspond à la plausibilité des contours de type marche, la valeur de la courbure 
résultante est élevée pour tout point (x,y) appartenant à un contour de fort contraste qui 
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tourne rapidement. Comme le gradient d'une ligne est faible, voire même nul [66], cette 
mesure n'est pas adaptée aux lignes. Elle doit donc être modifiée. Pour ce faire, calculons 
le taux de changement de direction à partir de d(x,y) = (u,v), le vecteur d'orientation 
non normalisé perpendiculaire à un point (x,y) de la ligne. La direction(} de d est donnée 
par: 
B(x,y) = { arcta_11"
2
n (~) si u # 0 
sinon. 
Les dérivées partielles de (} sont respectivement : 
(} _ VxU - UxV 
x - u2 +v2 et 
VyU-UyV 
u2 + v2 ' 
(1.1) 
(1.2) 
où Ux et Vx représentent les dérivées partielles de u et v. Ainsi, la projection du vecteur 
(Bx,By) le long de la ligne, multipliée par l'amplitude de d, fournit une mesure de courbure 
donnée par: 
C(x,y) - (((} (} ) . (-v,u) ) .Ju2 + v2 X7 y . f 2 2 
yU +v 
UxV2 + Vyu2 - uv(uy + Vx) 
u2 +v2 (1.3) 
où · représente le produit scalaire. Cette quantité est grande pour tout point qui appar-
tient à une région avoisinant une jonction (figures l.5d et l.6d). Ceci est dû au changement 
significatif de direction de (} à l'intérieur d'une telle région. 
La seconde mesure repose sur la dissimilitude entre les vecteurs d'orientation des pixels 
de la ligne à l'intérieur d'un voisinage donné. Lacroix et Acheroy [23] ont proposé une 
mesure de dissimilitude pour les coins de marches basée sur le produit vectoriel des 
vecteurs gradients. Pour des raisons de commodité, remplaçons le produit vectoriel par 
un produit scalaire. Ainsi, en adaptant le tout aux lignes, la mesure de dissimilitude entre 
n'importe quelle paire de vecteurs d'orientation (dcx1 ,y1 ),d(x2,y2)) est fournie par: 
(d( ) d( )) 1 d(xi,yi) · d(x2,Y2) 
s Xi,Yi ' x 2,y2 = - lld(x1,Y1) Il lldcx2,Y2) Il ' (1.4) 
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où· représente le produit scalaire. s(d(xi,y1),d(x2 ,y2 )) vaut 1 pour des vecteurs perpendi-
culaires et 0 pour des vecteurs parallèles. La deuxième mesure de courbure peut donc être 
estimée en calculant la moyenne des s(d(x,y),d(x + !:l.x,y + !:l.y)) au sein d'un voisinage 
local (2M + 1) x (2M + 1). Elle est donnée par: 
l M M 





e-C~x2+~Y2 ) si un chemin formé de pixels ayant une 
fl(!:l.x !:l. ) = plausibilité non nulle existe entre 
' y (x,y) et (x + !:l.x,y + !:l.y) 
0 sinon 
et N représente le nombre de points (x + ,6.x,y + !:l.y) tels que /3 =/= O. /3 garantit que 
l'influence des voisins éloignés de (x,y) sur C est moindre que celle des voisins rappro-
chés. Cette fonction assure également que seuls les points appartenant à une ligne sont 
considérés, ce qui signifie qu'il n'est pas nécessaire d'utiliser explicitement la plausibilité 
de la ligne dans l'équation (1.5). Ainsi, la valeur de C(x,y) est grande pour tout point de 
la ligne appartenant au voisinage d'une jonction (figures L5e et l.6e). 
1.4 Localisation des jonctions de lignes 
On s'attend à ce que les maxima locaux de la courbure correspondent aux jonctions 
de lignes. Cependant, les valeurs de courbure obtenues à l'aide des mesures présentées 
à la section précédente indiquent que cette propriété est parfois fausse pour certains 
types de jonctions, comme le montre la figure 1.4. De plus, le lissage et l'utilisation de 
dérivées numériques affectent l'estimation de la courbure dans le voisinage d'une jonction. 
Ils influencent également l'emplacement et l'orientation des lignes. Par conséquent, rien 
ne garantit que les maxima locaux de courbure coïncident avec les emplacements des 
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1 ! 
t... .. l.. ................................................ . 
a. Orientations b. Maximum (noir) 
Figure 1.4 - Maximum local de la courbure d'une jonction T discrète 
jonctions, tel qu'illustré par les figures 1.5 et 1.6. L'algorithme proposé implique donc un 
traitement additionnel dont l'objectif est la correction de la courbure mesurée. 
Par définition, une jonction de lignes est formée par l'intersection de plusieurs lignes dont 
les orientations respectives sont différentes, ce qui signifie que l'orientation d'un point de 
jonction n'est pas unique. Toutefois, tel que montré par la figure 1.4a, un détecteur de 
lignes ne fournit qu'un seul vecteur d'orientation par pixel, et ce, même aux points de 
jonctions. Cela constitue une source d'imprécision au niveau du calcul de la courbure. Afin 
de contourner ce problème, extrapolons les vecteurs d'orientation des jonctions à partir 
de ceux appartenant à leur entourage. Puisque le lissage modifie les vecteurs d'orien-
tation dans les régions de forte courbure (figure 1.5c), il importe de ne pas considérer 
l'orientation des voisins immédiats des jonctions. À cette fin, deux classes de points de 
lignes sont créées: ceux ayant une courbure faible (en deçà d'un seuil te) et ceux ayant 
une courbure élevée (supérieure à te)· Définissons les frontières de faible courbure comme 
étant les points de lignes ayant une faible courbure et appartenant au voisinage immé-
diat d'un point de forte courbure (voir la figure 1.7). En se basant sur cette définition, 
nous déterminons les frontières de faible courbure en vue de prédire l'emplacement des 
jonctions. Pour une ligne donnée, puisque sa largeur est supposée être égale à un pixel, 
seulement un point de frontières est considéré à l'intérieur d'un voisinage local. Tous ceux 
qui ne correspondent pas à des maxima de continuité p(x,y) sont éliminés, où p(x,y) est 
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a. Jonction lissée b. Lignes extraites 
Ir;::: ~"""' 
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d. Courbure éq. (1.3) e. Courbure éq. (1.5) 
Figure 1.5 - Exemple d'influence du lissage sur l'estimation de la courbure 
donnée par: 
p(x,y) = [1 - C(x,y)] x L(x,y), (1.6) 
C(x,y) représente la courbure calculée et L(x,y) la plausibilité de la ligne. p(x,y) est 
maximale pour les points de frontières dont la courbure est la plus faible et la plausibilité 
la plus élevée. Mentionnons que la plausibilité a déjà été considérée explicitement dans 
le cas de l'équation (1.3), mais le fait de la considérer une seconde fois n'influence pas le 
résultat final. 
À l'aide des frontières de faible courbure, les vecteurs d'orientation de chacune des jonc-
tions sont ensuite déduits, puis utilisés afin de mettre à jour la courbure. À cette fin, à 
partir de chacune des frontières, tous les voisins de forte courbure dans la direction de 
la ligne sont visités à tour de rôle. Un pixel (x,y) de forte courbure est ainsi visité zéro, 
une ou plusieurs fois. À chaque visite, il reçoit le vecteur d'orientation du pixel frontière 
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a. Jonction X b. Lignes extraites c. Orientations 
d. Courbure éq. (1.3) e. Courbure éq. (1.5) 
Figure 1.6 - Exemple d'influence des dérivées numériques 
courant (ch(x,y)), tel que montré aux figures 1.8b et 1.8c. À la fin des visites, la courbure 
C(x,y) des pixels de forte courbure est mise à jour selon la règle: 
n 
C(x,y) = C0 (x,y) + :E s(d~(x,y),d~(x,y)) + k, (1.7) 
i=l 
où n représente le nombre de vecteurs d'orientation d~(x,y) associés au pixel (x,y), C0 (x,y) 
l'estimation originale de la courbure et s(d~(x,y),d~(x,y)) est défini par l'équation (1.4). 
La constante k ~ 1 a pour unique effet de distinguer les points n'ayant jamais été visités 
de ceux l'ayant été au moins une fois. Étant donné que les vecteurs d'orientation des 
frontières de faible courbure sont généralement similaires à ceux de leurs voisins, ils sont 
peu influencés par le lissage. Une telle mise à jour garantit donc que les valeurs maxi-
males de la courbure correspondent aux jonctions de lignes. La figure 1.9 présente un 
exemple des courbures résultantes obtenues à partir des figures 1.5 et 1.6. Conséquem-
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d li 1er vecteur 
c. Propagation 
du 2e vecteur 
Figure 1.8 - Propagation des vecteurs d'orientation à partir des frontières 
ment, la localisation des jonctions peut être directement effectuée par l'extraction des 
points correspondant aux maxima de la courbure. 
1.5 Méthode de détection des extrémités de lignes 
Rappelons qu'une terminaison, telle que définie par Nitzberg et al. [33], correspond à une 
jonction T formée par l'intersection de deux contours dont l'un est très court. Comme le 
montre la figure 1.10, la réponse d'un détecteur de lignes en présence d'une terminaison 
confirme cette définition. Dans cette figure, la terminaison est celle de droite. Notons que 
la plausibilité de la ligne est légèrement plus faible, mais également plus large, à l'empla-
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a. Pour figure 1. 5 b. Pour figure 1.6 
Figure 1. 9 - Courbure résultante 
lllllllllllllR~ 
a. Extrémité (droite) b. Ligne extraite c. Orientations estimées 
Figure 1.10 - Réponse d'un détecteur de lignes en présence d'une terminaison 
cernent de l'extrémité (figure l.lüb). Ceci est dû au lissage utilisé lors de la détection des 
lignes. Toutefois, un changement d'orientation est détecté (figure l.lüc). En se basant sur 
ces propriétés, les terminaisons de lignes peuvent être localisées par la méthode décrite 
aux sections 1.3 et 1.4. Premièrement, le changement de direction des vecteurs d'orien-
tation à l'intérieur du voisinage local de l'extrémité garantit que la courbure est grande 
en ce point (équations (1.3) et (1.5)). La figure 1.lla en donne d'ailleurs un exemple. 
Deuxièmement, à une terminaison donnée est associée une seule frontière de faible cour-
bure. Ainsi, les vecteurs d'orientation sont propagés dans une direction unique qui est 
celle de la ligne. Cela garantit que l'extrémité en question sera visitée et que sa courbure 
sera mise à jour. En fait, la présence de la constante d'augmentation minimale k dans 
l'équation (1.7) assure que tout pixel (x,y) ayant été visité au moins une fois se voit 
attribuer une valeur de courbure supérieure. Par conséquent, suite à l'étape de mise à 
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jour, la courbure est maximale au niveau des points de terminaisons (figure l.llb). 
c c 
a. Estimation initiale b. Après mise à jour 
Figure 1.11 - Exemple de courbure d'une terminaison de ligne 
1.6 Algorithme résultant 
L'algorithme découlant de l'approche proposée se divise en deux étapes principales: 
1. Estimation de la courbure locale des lignes à l'aide de l'équation (1.3) ou (1.5). 
Nous supposons que la plausibilité, l'orientation et la position des lignes ont été 
préalablement extraites par un détecteur de lignes. 
2. Localisation des jonctions et des terminaisons de lignes: à partir de l'estimation de 
la courbure (C) générée à l'étape 1, un certain nombre de traitements additionnels 
sont nécessaires afin de localiser les jonctions et terminaisons: 
- Extraction des frontières de faible courbure : les points de lignes ayant une 
faible courbure et appartenant au voisinage d'un point de forte courbure sont 
extraits (section 1.4). 
- Mise à jour de la courbure à l'aide de l'équation (1.7). 
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- Extraction des maxima locaux: suite à la mise à jour, les maxima locaux de 
la courbure coïncident avec les jonctions et terminaisons de lignes. Les points 
ayant la valeur maximale de courbure à l'intérieur d'un voisinage donné sont 
donc extraits. 
1. 7 Évaluation des performances 
1. 7.1 Résultats expérimentaux 
La méthode de détection des jonctions et des terminaisons de lignes décrite dans ce 
chapitre a été testée sur plusieurs images synthétiques et réelles. Pour ce faire, les lignes 
ont d'abord été extraites des images originales à l'aide d'un algorithme développé par 
Steger [49). Au cours des différents tests, il a été prouvé que cet algorithme s'adapte aux 
lignes de différentes largeurs et qu'il détermine avec une précision subpixel l'emplacement 
de ces dernières. Cependant, notons qu'il ne constitue pas le coeur de notre approche et 
qu'il peut être remplacé par tout autre détecteur de lignes fournissant les informations 
de position, de plausibilité et d'orientation [64). 
Les résultats suivants ont été obtenus avec quatre images à niveau..x de gris. Première-
ment, une image synthétique comprenant des jonctions L, T, Y, X et des terminaisons 
fut utilisée. De manière à la rendre plus réaliste, elle fut d'abord lissée à l'aide d'un filtre 
gaussien (écart-type= LO), puis on lui ajouta un bruit blanc gaussien (écart-type= 6.0). 
La figure 1.12 présente les résultats obtenus en incluant les étapes intermédiaires. Les pa-
ramètres du détecteur de lignes sont l'échelle cr = 1.25 et le seuil de plausibilité t = 30.0. 
Les valeurs de ces derniers sont sélectionnées de manière à réduire le bruit et éliminer 
les lignes de faible plausibilité avant de calculer la courbure. Les courbures estimées sont 
présentées dans les figures Ll2c (équation (1.3)) et Ll2d (équation (1.5)). Seulement les 
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d. Forte courbure éq. (1.5) e. Frontières de faible 
(zones noires) cour bure 
c. Forte courbure éq. (1.3) 
(zones noires) 
f. Jonctions et extrémités 
( éq. (1.3) ou éq. (1.5)) 
Figure 1.12 - Image synthétique comprenant des jonctions L} T} Y et X 
régions de fortes courbure (seuil te = 0.5 pour l'équation (1.3) et seuil te = 0.9 pour 
l'équation (1.5)) sont présentées (régions noires). La seconde courbure (équation (1.5)) 
a été estimée sur un voisinage 3 x 3 (M = 1). Tel qu'illustré par la figure 1.12f, toutes 
les jonctions et terminaisons de lignes ont été localisées avec précision, que ce soit avec 
l'équation (1.3) ou (1.5). Pour sa part, la figure 1.13 présente les résultats découlant d'une 
image réelle contenant des objets polyédriques placés devant une grille. Les paramètres 
du détecteur de lignes sont respectivement (} = 2.0 et t = 30.0, tandis que ceux 
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a. Image originale b. Jonctions (éq. (1.3)) c. Jonctions ( éq. (1.5)) 
Figure 1.13 - Image réelle contenant des lignes 
du détecteur de jonctions sont te = 0.31, (équation (1.3)), et M = 2, te = 0.8 
(équation (1.5)). Nous constatons que toutes les jonctions à l'intérieur de la grille ont 
été détectées. Cependant, notons que pour une jonction donnée, l'équation (1.3) mène 
parfois à une réponse qui n'est pas unique. Les résultats obtenus à partir d'une image 
satellitaire contenant des culs-de-sac et des intersections de routes sont présentés dans 
la figure 1.14 (détecteur de lignes: a = 2.2, t = 30.0; équation (1.3) : te = 0.2; 
équation (1.5): M = 2, te = 0.8). Mentionnons que l'image originale l.14a provient 
de CTI Ottawa, Géomatique Canada. La figure 1.15 présente les résultats provenant 
a. Image originale b. Jonctions ( éq. (1.3)) c. Jonctions ( éq. (1.5)) 
Figure 1.14 - Image réelle comprenant des intersections de routes et des culs-de-sac 
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a. Image originale b. Jonctions ( éq. (1.3)) c. Jonctions ( éq. (1.5)) 
Figure 1.15 - Seconde image de routes 
d'une photo aérienne de routes (détecteur de lignes: a = 2.5, t = 55.0; équation (1.3): 
te = 0.2; équation (1.5): M = 2 et te = 0.4). Comme le montrent ces deux figures, 
toutes les extrémités et intersections de routes évidentes ont été localisées. Notons une 
fois de plus que la précision des résultats fournis par l'équation (1.5) semble être supé-
rieure à celle fournie par l'équation (1.3). En effet, en présence d'une jonction donnée, la 
réponse de l'équation (1.5) est unique et la localisation est plus précise. Cette différence 
est principalement due à l'imprécision des dérivées numériques qui sont utilisées dans 
l'équation (1.3). De plus, /3(~x,~y) garantit que seulement les points de lignes contigus 
sont considérés dans l'équation (1.5). Ces résultats confirment que la méthode de détec-
tion proposée permet de localiser avec précision les jonctions et terminaisons de lignes. 
Ils montrent également la supériorité de l'équation (1.5) par rapport à l'équation (1.3). 
Par ailleurs, mentionnons que cette méthode a aussi été validée dans une application de 
mise à jour automatique de bases de données cartographiques [16]. 
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1. 7.2 Influence des paramètres 
Examinons maintenant l'effet des différents paramètres sur la qualité des résultats ob-
tenus. Tel que mentionné précédemment, cr et t représentent respectivement l'échelle et 
le seuil de plausibilité des lignes. Comme le montre la figure 1.16, l'augmentation de 
cr réduit le bruit. Cependant, les expérimentations ont montré que cela fait également 
j~' ... 
,. :;. 
a. Image bruitée b. cr = 2.0 c. cr = 4.0 
Figure 1.16 - Extraction de lignes à partir d'une image bruitée 
disparaître certaines lignes réelles, ce qui peut signifier une diminution de la plausibilité 
des lignes. Ainsi, lorsque cr augmente, la valeur de t doit diminuer, et inversement. Le 
lissage influence également les vecteurs d'orientation. Lorsque de grandes valeurs de cr 
sont employées, les variations au niveau de la direction de ces vecteurs sont atténuées. La 
valeur de la courbure locale décroît donc au fur et à mesure que cr augmente. Cette valeur 
est également influencée par la taille du voisinage (M). La figure 1.17 montre la courbure 
moyenne C en fonction de M calculée pour l'image de synthèse de la figure 1.12. Les 
lignes pointillées représentent un intervalle de confiance correspondant à C± un écart-
type. Comme le montre ce graphique, C tend à diminuer aux points de jonctions lorsque 
M augmente. Par conséquent, le seuil de courbure te doit être ajusté selon les valeurs 
de cr et de M. Ainsi, lorsque cr et/ou M augmentent, le seuil de courbure te doit être 






Figure 1.17 - Influence de M sur le calcul de courbure C (équation (1.5)) 
Concernant le choix des paramètres a et M, il n'existe aucune règle précise. Une pe-
tite valeur de M, respectivement a, peut rendre le détecteur sensible au bruit. Cela 
signifie qu'en présence d'une jonction unique, de faibles variations d'orientation peuvent 
occasionner des réponses multiples. L'utilisation d'un grand Met/ou d'un grand a peut 
permettre de contourner ce problème. La figure 1.18 présente un exemple d'une telle situa-
tion. Cependant, des expérimentations ont montré que cela peut également occasionner 
a. Jonction L lissée b. Lignes extraites 
d. M = 1 e. M = 2 
····················· ··· ················· 
c. Orientations 
f. M = 3 
Figure 1.18 - Influence de M (équation ( 1. 5)) sur la localisation des jonctions 
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la fusion de certaines jonctions contiguës. C'est-à-dire qu'en présence de deux jonctions 
rapprochées, la détection de l'une peut-être influencée par la présence de l'autre. Dans 
un tel cas, rien ne garantit que le maximum local de courbure d'une ligne correspond 
à l'emplacement d'une jonction. Cela occasionne donc un problème de délocalisation. 
En conclusion, les valeurs de cr et M doivent assurer un compromis entre les réponses 
multiples et la fusion des jonctions voisines. 
1.8 Conclusion 
Les jonctions et terminaisons de lignes diffèrent de celles des contours de type marche. 
La réponse des détecteurs de coins de marches en présence d'une jonction de lignes n'est 
pas unique, comme le montrent les figures Ll et 1.2. La détection de ce type d'éléments 
est un problème qui ne semble pas avoir été réellement abordé à ce jour. Nous avons 
donc proposé une approche pour la détection des jonctions L, X, Y, et T ainsi que des 
terminaisons de lignes dans une image à niveaux de gris. Celle-ci se divise en deux étapes 
principales. D'abord, à partir des lignes extraites de l'image originale, la courbure locale 
est calculée. À cet effet, nous avons développé, testé et comparé deux mesures : le taux de 
changement de direction des vecteurs d'orientation le long de la ligne (équation (1.3)) et 
la moyenne des produits scalaires des vecteurs d'orientation à l'intérieur d'un voisinage 
donné (équation (1.5)). Ensuite, un traitement additionnel, basé sur la courbure estimée 
et les informations du voisinage, est effectué en vue de localiser avec précision les jonctions 
et extrémités. 
Une évaluation subjective de l'algorithme a été effectuée pour chacune des deux mesures 
de courbure proposées. En ce sens, nous avons constaté que la seconde mesure permet 
d'obtenir une réponse unique à une jonction de lignes. De plus, les jonctions et terminai-
sons évidentes sont localisées. Mentionnons également que ce détecteur a été évalué dans 
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une application réelle. En fait, il a été intégré puis validé dans un système traitant les 
ÏD;lages satellitaires de réseaux routiers [16]. Cependant, des améliorations restent à faire, 
notamment l'obtention d'une précision subpixel et l'utilisation du multi-échelles. 
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CHAPITRE 2 
ESTIMATION DU MOUVEMENT 
DANS UN CONTEXTE DE 
SEGMENTATION D'IMAGES 
2.1 Introduction 
La segmentation en couches se définit comme étant la partition (division) d'une ou plu-
sieurs images en régions de profondeurs différentes. Une couche correspond à un ensemble 
de pixels connexes répondant à un critère d'homogénéité de profondeur. Par définition, 
une partition sous-entend que chaque pixel de l'image doit appartenir à une et une seule 
couche. C'est-à-dire que l'intersection de deux couches quelconques est vide et que l'union 
de toutes les couches redonne l'image originale. Puisqu'il peut exister plusieurs solutions, 
la partition qui maximise une mesure de qualité est généralement retenue. La figure 2.1 
illustre ce concept. Ce type de segmentation peut être utilisé dans plusieurs applica-
tions comme la compression de séquences d'images, le suivi d'objets en mouvement et la 
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a. Image originale b. Image segmentée 
Figure 2.1 - Segmentation d'une image en couches 
création d'effets spéciaux au cinéma grâce à l'insertion ou le retrait de couches. 
Supposons que le mo~ent présent dans une séquence d'images (mouvement 2D) pro-
vient d'une caméra subissant une translation perpendiculaire à l'axe optique au sein 
d'une scène statique. Notons qu'une telle supposition se justifie par l'application déve-
loppée. Il a été démontré que la segmentation en couches des images basée sur un critère 
d'homogénéité de ce type de mouvement permet de déterminer l'ordre de profondeur des 
différentes couches [58]. En d'autres termes, les régions formées de pixels se déplaçant 
dans la même direction et ayant une vitesse similaire correspondent généralement à une 
ou plusieurs surfaces (objets) se trouvant à une même distance de l'observateur. À titre 
d'exemple, lorsque nous nous déplaçons en voiture, nous remarquons que les objets éloi-
gnés se déplacent moins rapidement que ceux rapprochés. Il est évident que la précision 
des résultats de la segmentation est directement reliée à la précision de l'estimation du 
mouvement 2D. La méthode d'estimation de ce dernier a donc une importance primor-
diale. 
Le présent chapitre concerne l'estimation du mouvement présent dans une séquence 
d'images en vue d'effectuer une segmentation en couches. Plus précisément, nous effec-
tuerons dans un premier temps une évaluation comparative des principaux algorithmes 
d'estimation du mouvement 2D basés sur le flot optique, c'est-à-dire le mouvement ap-
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parent de l'intensité lumineuse. Contrairement aux travaux d'évaluation existants [3], les 
différents algorithmes ne seront pas comparés dans un cadre général, mais plutôt selon 
des critères découlant du contexte de la segmentation d'images. Dans un deuxième temps, 
nous détaillerons un algorithme de segmentation en couches simple et rapide basé sur un 
critère d'homogénéité du flot optique. 
La section suivante donne un aperçu des approches de segmentation en couches existantes. 
La section 2.3 décrit de manière détaillée le flot optique et les problèmes afférents. Un 
examen rapide des principaux algorithmes d'estimation du mouvement est présenté à 
la section 2.4. La comparaison de ces algorithmes dans un contexte de segmentation 
d'images est ensuite établie à la section 2.5. La section 2.6 détaille l'approche de segmen-
tation suggérée. Les résultats expérimentaux ainsi qu'une description de l'influence des 
différents paramètres sont présentés à la section 2. 7. 
2.2 Travaux connexes 
Diverses méthodes de segmentation en couches ont été suggérées au cours des dernières 
années. Pour leur part, Murray et Buxton [28] proposent une approche Bayesienne qui 
effectue une estimation et une segmentation du flot optique simultanément. Celle-ci se 
base sur une recherche de la probabilité maximale a posteriori d'une interprétation (ou 
segmentation) des données de flot optique. Elle implique la spécification a priori des 
attentes au niveau du mouvement apparent, notamment le nombre de régions devant 
être extraites, ainsi que l'établissement d'une mesure de qualité de la prédiction du flot 
optique. La qualité des résultats dépend directement de ces deux éléments. De plus, selon 
Murray et Buxton, la complexité algorithmique de cette approche est très élevée. Afin de 
contourner ces problèmes, Wang et Adelson [58] suggèrent une méthode de segmentation 
basée sur la fusion des pixels dont les propriétés affines du mouvement sont semblables. À 
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cette fin, une estimation dense du mouvement apparent est d'abord calculée. Cette esti-
mation est ensuite divisée en blocs rectangulaires tels que leur intersection est vide. Pour 
chacun d'eux, les propriétés affines du mouvement sont estimées. Ces propriétés servent 
ensuite à effectuer le regroupement des blocs en un nombre donné, généralement petit, de 
classes à l'aide de l'algorithme des k-moyennes. Finalement, chacun des vecteurs du flot 
optique est affecté à l'une des classes résultantes, représentées par leur centre, à l'aide 
d'un classificateur basé sur l'erreur résiduelle minimale. Selon les auteurs, de manière 
générale, cet algorithme fournit des résultats adéquats. Cependant, certains chercheurs, 
tels que Borshukov et al. [5], ont montré à l'aide d'expérimentations que l'utilisation de 
l'algorithme des k-moyennes est à la source de certaines imprécisions. D'une part, ils 
suggèrent d'éviter l'utilisation de cet algorithme de sorte que chaque couche ne soit plus 
créée à partir d'une simple moyenne des propriétés affines du modèle du mouvement. 
Ils proposent plutôt l'application d'une stratégie de segmentation par étapes basée sur 
un algorithme de fusion de classes. Cela consiste en l'utilisation d'un processus itératif 
de fusion et d'affectation des vecteurs de mouvement. En ce sens, l'estimation du flot 
optique est d'abord divisée en blocs rectangulaires, auxquels sont respectivement affectés 
les modèles de mouvement dont les propriétés affines minimisent l'erreur résiduelle. Par la 
suite, à chaque itération, les blocs connexes se ressemblant, c'est-à-dire ceux dont la me-
sure de distance entre leur modèle de mouvement respectif est en deçà d'un certain seuil 
Ts, sont fusionnés afin de former des classes. Ces dernières héritent respectivement des 
propriétés affines du modèle de mouvement de l'un des blocs qui les composent selon un 
critère de minimisation de l'erreur résiduelle. Simultanément, les vecteurs de mouvement 
qui satisfont un critère de similitude sont affectés à la classe appropriée. Ce processus 
se termine lorsque tous les vecteurs ont été affectés ou bien lorsqu'un seuil Ts maxi-
mal préalablement fixé est atteint. Une telle stratégie permet de déterminer de manière 
automatique le nombre de classes devant être créées. Elle permet également de contrer 
certains problèmes de segmentation excessive ou insuffisante. 
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En supposant que la caméra se déplace perpendiculairement à l'axe optique, nous mon-
trerons qu'une estimation précise du mouvement 2D peut être directement segmentée, 
ce qui permet d'éviter d'estimer les propriétés affines du mouvement. Un tel algorithme 
présente donc deux avantages majeurs. Premièrement, il est simple et rapide. Deuxième-
ment, les différentes couches sont caractérisées par les vecteurs qu'elles contiennent et non 
par les propriétés affines du modèle de mouvement. Comme nous l'avons mentionné à la 
section 2.1, plus un objet est loin, plus son déplacement apparent sera faible, et inverse-
ment. Par conséquent, la longueur des vecteurs au sein d'une couche donnée pourra être 
directement utilisée pour déterminer la profondeur relative de cette couche par rapport 
aux autres. Préalablement à la mise en oeuvre d'un tel algorithme, il importe toutefois 
de bien comprendre la notion de flot optique et de connaître les forces et faiblesses des 
algorithmes associés. 
2.3 Définition du flot optique 
Le flot optique fut originellement défini comme étant le mouvement apparent de l'inten-
sité lumineuse de l'image [20). Dans la plupart des cas, un changement d'intensité peut 
être associé à un mouvement 3D d'un objet de la scène et/ou de la caméra. Cependant, 
cette relation entre le mouvement et les changements d'intensité est parfois fausse. Par 
exemple, une sphère parfaitement lisse qui pivote autour d'un axe passant par son centre 
ne provoque aucun changement d'intensité lumineuse même s'il existe effectivement un 
mouvement. De plus, une modification de l'éclairage d'une scène statique constitue un 
exemple dans lequel on retrouve un changement dans l'intensité, mais aucun mouvement. 
Afin de généraliser l'interprétation du flot optique, une définition constituant une repré-
sentation complète des variations géométriques et radiométriques des séquences d'images 
a récemment été proposée [32]. Selon cette définition, le flot optique décrit la transfor-
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mation apparente, et non le mouvement apparent, de l'intensité lumineuse. Cela inclut 
simultanément les variations géométriques ( e.g. mouvement apparent) et radiométriques 
(e.g. modifications des conditions d'illumination). 
Le flot optique peut donc permettre d'estimer le mouvement 2D (direction et vitesse) de 
la majorité des pixels de l'image. Ce dernier correspond à la projection sur le plan image 
du mouvement 3D relatif des objets d'une scène par rapport au capteur (caméra). Il est 
possible d'estimer ce mouvement sous forme de vitesse instantanée ou de déplacement 
discret. Une telle estimation peut être utilisée dans différents domaines d'application du 
traitement et de l'analyse d'images. À titre d'exemples, elle peut servir à l'estimation du 
mouvement 3D de la caméra [2], à la reconstruction 3D de scènes réelles [19, 56], à la 
compression de séquences vidéo [29, 58], à la mesure de disparité stéréo [42] ou encore à 
la segmentation d'images [60, 58]. 
2.3.1 Principes de base 
D'une part, selon la définition originale du flot optique, en considérant les variations 
radiométriques en tant qu'exceptions, l'estimation du mouvement 2D est équivalente à 
l'estimation du mouvement apparent de l'intensité lumineuse. Soit un pixel P, de coor-
données (x,y), ayant une intensité E(x,y,t) au temps t, cela équivaut donc à déterminer 
quel pixel P' au temps t + ôt a une intensité semblable à celle de P. En se basant sur la 
translation, nous pouvons poser P' = (x+ôx,y+ôy) et déduire la relation à l'origine des 
algorithmes d'estimation du flot optique: 
E(x + ôx,y + ôy,t + ôt) = E(x,y,t). (2.1) 
Cette équation met en évidence l'objectif visé, c'est-à-dire le calcul des déplacements ôx 
et ôy et/ou des vitesses respectives u = ~~ et v = Wf-. 
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D'autre part, selon la définition récemment proposée par Negahdaripour [32], la généra-
lisation du modèle du flot optique est donnée par: 
E(x + ôx,y + ôy,t + ôt) = E(x,y,t) + ôE(x,y,t), (2.2) 
où la transformation radiométrique ôE(x,y,t) est explicitement définie en fonction d'un 
facteur multiplicatif ôm(x,y,t) et d'un décalage ôc(x,y,t): 
ôE(x,y,t) = ôm(x,y,t)E(x,y,t) + ôc(x,y,t). 
Cette définition suggère qu'un modèle général permet de calculer les composantes géo-
métriques (ôx,ôy) et radiométriques (ôm et ôc) du flot optique. Notons également qu'elle 
englobe la définition originale du flot optique (ôE = 0). Étant donné que celle-ci a été 
proposée après que nous ayions effectué ce travail, nous ne la considérerons pas dans la 
suite de ce chapitre. Nous supposerons donc que les variations radiométriques sont faibles 
et qu'elles n'influencent et n'inhibent pas le mouvement apparent de l'intensité lumineuse 
associé au mouvement 3D. Cette hypothèse est d'ailleurs à la base des algorithmes tra-
ditionnels d'estimation du flot optique (Section 2.4). 
2.3.2 Problèmes afférents 
Le calcul du mouvement apparent, tel que présenté, manque de fiabilité dans certaines 
situations. De plus, nous pouvons le qualifier de problème mal posé, puisqu'il ne garan-
tit pas l'obtention d'une solution unique. En fait, il implique trois problèmes majeurs. 
Premièrement, plusieurs points du voisinage d'un point P ont habituellement une inten-
sité semblable à celle de P. Il peut ainsi y avoir plus d'un pixel pouvant satisfaire la 
relation (2.1). Par exemple, considérons une séquence d'images contenant une surface en 
mouvement dont l'intensité est parfaitement uniforme. Un point quelconque de cette sur-
face peut alors être associé à n'importe quel autre point de la surface lors de l'application 
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de l'équation (2.1). Par conséquent, le flot optique calculé peut prendre plusieurs valeurs 
et fournir des résultats incohérents. Pour éviter une telle situation, nous supposons gé-
néralement que la valeur initiale du mouvement est nulle. Ainsi, lors de l'estimation du 
mouvement, les pixels qui subissent réellement un déplacement et qui n'appartiennent 
pas à une région uniforme se verront attribuer une valeur de flot optique différente de 
zéro. Il sembie donc évident que le flot optique ne puisse pas toujours être déterminé de 
manière unique à partir de l'information locale. 
Deuxièmement, la présence d'occlusions occasionne des erreurs au niveau de la mise en 
correspondance des points P et P'. Comme le montre la figure 2.2a, le terme occlusion 
représente les parties de surface couvertes/découvertes suite au mouvement d'un objet 
qui occupe une partie du champ de vision (55]. Supposons un point P 1 . S'il apparaît lors 
/\i (T\ VJ \U 
a. Exemples d'occlusions 
t- ât t +ô. t 
b. Mise en correspondance 
Figure 2.2 - Problème d'occlusions 
du passage de l'image t-!lt à l'image t (figure 2.2b), il est alors inadéquat de tenter une 
mise en correspondance de ce point avec un point de l'image t-!lt. De même, si un point 
P2 disparaît lors du passage de l'image t à l'image t + !lt, la mise en correspondance de 
ce point avec un point de l'image t + !lt n'a aucun sens. Il est donc évident que la mise 
en correspondance des points sans considération des occlusions entraîne des erreurs dans 
le calcul du flot optique. Or, puisque les occlusions proviennent de la présence de mouve-
ment, leur détection peut être considérée comme étant directement reliée à l'estimation 
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du mouvement. Par conséquent, nous nous retrouvons en présence du problème de l'oeuf 
et de la poule. 




a. Exemples d'ouverture b. Droite de contrainte 
Figure 2.3 - Problème d'ouverture 
exemple, le coin d'un objet se déplace dans la direction de l'axe des y. Si nous estimons 
le mouvement à partir d'une fenêtre locale (Ouverture 1 de l'image 2.3a), il est alors 
impossible de déterminer si l'objet se déplace vers le haut ou perpendiculairement à 
son contour. En d'autres termes, l'analyse de la relation (2.1) montre clairement que 
nous sommes en présence d'un système d'équations comportant une équation à deux 
inconnues (u et v ou encore ôx et ôy). Cela signifie donc qu'il existe une infinité de 
solutions et que toutes ces solutions appartiennent à une même droite, comme le montre 
la figure 2.3b. Étant donné que l'angle(} entre le vecteur vitesse (u,v) et le vecteur gradient 
(Ex,Ey) est inconnu, il est impossible de déterminer la composante le long du vecteur 
perpendiculaire à (Ex,Ey)· Le problème d'ouverture met donc en évidence le fait que 
l'estimation du flot optique à partir de l'information locale ne mène pas à une solution 
unique. Ce manque d'unicité dans l'estimation du mouvement implique donc l'ajout de 
contraintes supplémentaires permettant de restreindre les valeurs possibles de ( u, v). Afin 
de solutionner ce problème, plusieurs approches ont été élaborées. 
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2.4 Principaux algorithmes du flot optique 
Il existe plusieurs algorithmes d'estimation du mouvement apparent. La plupart se basent 
sur la relation (2.1). Toutefois, leur spécificité réside au niveau des contraintes utilisées 
pour restreindre le problème relié à l'absence d'une solution unique. Ces algorithmes 
appartiennent généralement à l'une des trois principales catégories suivantes : 
1. Algorithmes basés sur la différentiation 
2. Algorithmes basés sur la mise en correspondance 
3. Algorithmes basés sur le spectre 
Il est à noter qu'il existe une quatrième catégorie. Celle.-ci contient les algorithmes basés 
sur l'utilisation des images de contours. Ces algorithmes utilisent également la différen-
tiation, la mise en correspondance ou le spectre. Leur principale différence se situe au 
niveau de l'utilisation d'images de contours au lieu d'images d'intensité. Par conséquent, 
nous ne tiendrons pas compte explicitement de cette catégorie dans ce qui suit. 
2.4.1 Algorithmes basés sur la différentiation 
Le calcul du vecteur vitesse (u,v) à partir des dérivées spatio-temporelles de l'image 
d'intensité constitue le principe à la base de cette catégorie d'algorithmes. Les premières 
instances de cette technique utilisaient les dérivées du premier ordre et se basaient sur la 
relation (2.1). En supposant que l'intensité ne varie pas dans le temps selon la direction du 
mouvement, la dérivée de l'intensité par rapport au temps dans cette direction respecte 
la relation : 
ôEdx ôEdy ôE -O 
ôx dt + ôy dt + ôt - ' 
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d'où l'équation de contrainte du gradient (ou équation de contrainte du flot optique) 
proposée par Horn et Schunck [20] : 
(2.3) 
où u = : et v = !fit. Dans l'espace (u,v), cette équation représente la droite située à une 
distance d = Et/ .JE~+ Ei de l'origine et orientée selon un angle a = arctan(Ey/Ex) 
(voir figure 2.3b). 
Grâce à cette équation, il est possible de calculer la valeur de la composante du vecteur 
( u, v) le long du vecteur gradient. Cependant, cela ne règle pas le problème du manque 
d'unicité de la solution énoncé à la section 2.3.2. Pour résoudre le système d'équations, 
les algorithmes présentés utilisent donc des contraintes supplémentaires sur u et v. 
Algorithme de Horn et Schunck 
Une première technique utilisée pour contraindre u et v consiste à considérer les estima-
tions des composantes de vitesse d'un voisinage local à travers le temps et l'espace. Dans 
cette optique, l'algorithme de Horn et Schunk [20] utilise une contrainte de lissage global. 
C'est-à-dire qu'il suppose que le flot optique varie habituellement de manière lisse pour 
une région donnée. Il suffit donc de pénaliser les sauts brusques dans les fonctions u(x,y) 
et v(x,y) en minimisant l'intégrale du module au carré du gradient du flot optique: 
es= f f ((u; + u;) + (v! + v;))dxdy. 
Cependant, dans la pratique, la minimisation de es conjointement avec l'application di-
recte de la contrainte du flot optique (équation (2.3)) ne suffisent pas. En effet, plusieurs 
causes, dont l'imprécision numérique du calcul des dérivées, empêchent le respect de la 
relation (2.3). Pour cette raison, il est préférable de rechercher une solution minimisant 
aussi l'erreur suivante: 
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Selon cette approche, le problème du flot optique revient donc à minimiser ec avec es 
comme contrainte, c'est-à-dire e5 + Àec : 
(~.4) 
où À est un paramètre qui pondère l'erreur par rapport au lissage. La recherche du 
minimum relève du calcul variationnel et ne sera pas explicitée dans ce document. P•our 
plus de détails, se référer à [20] ou [19]. 
Au niveau numérique, la résolution de ce système d'équations peut être effectuée grâce 
aux équations itératives : 
E k-1 + E k-1 + E k _ k-1 E xUav yVav t 




E k-1 + E k-1 + E k _ k-1 _ E xUav yVav t 
V - Vav y À2 + E2 + E2 
X y 
(~.6) 
où u~v et v!v représentent respectivement les valeurs moyennes de uk et vk dans un 
voisinage donné et k = 1 - · -K le nombre d'itérations. Il est à noter que les valeurs 
initiales u 0 et v0 sont toutes deux égales à 0 (se référer à la section 2.3.2). 
Algorithme de Lucas et Kanade 
Une seconde technique utilisée pour contraindre u et v se base sur l'hypothèse que le vec-
teur v = (u,v)T est constant dans un voisinage spatial donné (n). L'algorithme de Lmcas 
et Kanade applique cette contrainte en minimisant la somme pondérée des moinc!lres 
carrés suivante: 
L W 2 (x,y)(Exu + Eyv + Et) 2 , 
(x,y)En 
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où W(x,y) représente une fonction fenêtre qui définit le voisinage. La solution de l'équa-
tion (2. 7) est donnée par [3] : 
où pour n points Pi= (xùYi) E 0 au temps t: 
A= [VE(p1), - .. ,VE(pn)]T 
W = diag[W(p1),. - - ,W(pn)] 
b = -[Et(pï), - . - ,Et(pn)f, 
(2.8) 
avec VE= (E:c,Ey)- Ainsi, l'estimation du mouvement nous est directement fournie par 
v = [ATW2 A]-1ATW2b lorsque ATW2A est inversible. 
Algorithme de Nagel 
Certaines techniques emploient les dérivées du second ordre. Plus précisément, elles uti-
lisent le hessien de l'image pour contraindre u et v: 
[ ~: ~: ] [ ~ ] + [ ~= ] -[ ~ ] . (2.9) 
Cette équation peut être obtenue à partir de (2.1) ou bien en supposant que le gradient 
d'un point donné (VE) ne change pas dans le temps selon la trajectoire du mouvement 
(dVE/dt = 0). Cependant, une telle supposition implique l'absence des déformations 
d'intensité telles que la rotation ou la dilatation. Notons qu'une telle restriction est évi-
demment plus stricte que celle présentée par l'équation (2.3). En se basant sur l'hypo-
thèse que dV E /dt = 0, le calcul de la vitesse peut être effectué en utilisant conjointement 
les équations (2.3) et (2.9). Cependant, les dérivées numériques sont sensibles au bruit. 
Ainsi, les composantes de vitesse estimées par les techniques utilisant les dérivées du 
second ordre sont habituellement moins précises que celles n'utilisant que les dérivées du 
premier ordre. 
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L'une des premières techniques basées sur les dérivées du second ordre fut proposée 
par Nagel [31]. Comme alternative à l'utilisation de la contrainte proposée par Horn 
et Schunck C2.4), Nagel suggère plutôt l'application d'un lissage global orienté dans la 
direction perpendiculaire au gradient. Le but principal de cette approche consiste en une 
meilleure gestion des occlusions. Selon Nagel, il est possible d'atténuer les variations du 
flot optique dans la direction perpendiculaire au gradient en minimisant : 
J jCExu +Eyv +Et)2 + E~ +~; + 2/3 
x[CuxEy - uyEx)2 + CvxEy - vyEx) 2 + ôCu! + u; + v; + v;)Jdxdy, c2.10) 
où v = (u,v), VE= CEx,Ey), f3 et a sont des paramètres de l'algorithme et ôCx) repré-
sente la distribution de Dirac. 
La résolution de ce système d'équations peut être effectuée grâce aux équations itératives: 
k l =cc k) _ ExCExÇCuk) + EyÇCvk) +Et) 
u + ..,u E2 E2 2 x+ y+a c2.11) 
et 
k 1 = cc k) _ EyCExÇC uk) + EyÇC vk) +Et) V+ ..,v E2 E2 2 . x+ y+a (2.12) 
Dans ces équations, k = 1 · · · K représente le nombre d'itérations et ÇCuk) et ÇCvk) sont 
données par : 
où 
ÇCuk) = u~v - 2ExEyuxy - qT(Vuk) 
ÇCvk) = v!v - 2ExEyVxy - qTCVvk) 
- 1 VET ([ Eyy 
q - E~ + E; + 2/3 -Exy -Exy l + 2 [ Exx Exy l w) . Exx Exy Eyy 
u~v et v!v représentent respectivement les valeurs moyennes de uk et vk dans un voisinage 
donné et W est une matrice de pondération: 
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L'algorithme proposé consiste donc en une implantation des équations (2.11) et (2.12). 
L'analyse plus approfondie de la démarche utilisée par Nagel ne fait pas partie du cadre 
de ce document. Il est toutefois possible de trouver de plus amples informations en se 
référant à [31]. 
Algorithme de Uras, Girosi, Verri et Torre 
Le quatrième algorithme basé sur la différentiation est celui proposé par Uras et al. [57]. 
Tout comme pour l'algorithme de Nagel, la dérivée du second ordre est utilisée pour 
contraindre u et v. Sachant qu'il existe une solution v = (u,v) dans tous les cas où 
le hessien (H) de E(x,y,t) est inversible, cette approche se base sur la recherche d'une 
solution locale de l'équation (2.9). En pratique, pour assurer plus de robustesse, l'image 
est divisée en régions de 8 x 8 pixels. Pour chaque région, les 8 estimations qui satisfont 
le mieux la contrainte : 
(2.13) 
sont retenues. Parmi celles-ci, l'estimation ayant le plus petit nombre de conditionnement 
(K.(H)) détermine la vitesse pour la région 8x8. Le nombre de conditionnement d'une 
matrice A est donné par K-(A) = ~::: où les .À correspondent aux valeurs propres de la 
matrice. À partir de ce nombre, il est possible de déterminer si la matrice donnée est bien 
ou mal conditionnée. Mentionnons que, selon Barron et al. [3], l'utilisation de det(H) au 
lieu de K.( H), comme mesure de confiance des estimations, augmente la fiabilité. Cette 
affirmation semble toutefois provenir de résultats expérimentaux et aucune démonstration 
n'est présentée. 
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2.4.2 Algorithmes basés sur la mise en correspondance 
Les approches basées sur la mise en correspondance (corrélation) définissent le mouve-
ment en tant que déplacement d = (ôx,ôy). Le principe consiste à rechercher le déplace-
ment d fournissant la meilleure mise en correspondance entre des fenêtres de l'image à 
différents moments. Une telle recherche équivaut donc à maximiser une mesure de simi-
larité, telle que la corrélation, ou à minimiser une mesure de distance, telle que la somme 
des carrés de différences (SSD) [3]: 
n n 
SSDt,t+i(x,y;d) = L.: L.: W(i,j) x [E(x+i,y+j,t)-E(x+ôx+i,y+ôy+j,t+1)]2 , 
j=-ni=-n 
(2.14) 
où West une fenêtre 2D définissant le voisinage de (x,y) et ôx,ôy sont des valeurs entières. 
En analysant de plus près l'équation (2.14), nous remarquons qu'il existe une similitude 
entre cette technique et celle de Lucas et Kanade. En effet, la soustraction présente 
dans cette équation peut être vue comme une approximation de dérivées temporelles de 
E(x,y,t). 
Afin de mieux illustrer le principe d'utilisation de la mise en correspondance pour l'esti-
mation du mouvement, la sous-section suivante présente l'algorithme d'Anandan. 
Algorithme d' Anandan 
L'approche proposée par Anandan [1] est basée sur l'utilisation de pyramides Lapla-
ciennes et sur une stratégie de mise en correspondance multi-résolutions. Selon l'auteur, 
l'utilisation de la représentation hiérarchique (multi-résolutions) des images, sous forme 
de pyramides Laplaciennes (figure 2.4a), fournit de meilleurs résultats. Le principe de 
base consiste à utiliser l'équation (2.14) pour estimer successivement le mouvement à 
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Figure 2.4 - Principe proposé par Anandan 
basse. Les estimations des niveaux de faible résolution servent d'estimations initiales 
pour les niveaux de haute résolution. Comme le montre la figure 2.4b, cela est équivalent 
à l'utilisation de fenêtres W de plus en plus petites lors de l'étape de mise en corres-
pondance. C'est-à-dire que plus le niveau traité possède une haute résolution, plus la 
fenêtre utilisée est relativement petite, puisque l'estimation initiale est de plus en plus 
précise. Notons que l'utilisation de l'équation (2.14) ne fournit pas une solution v = (u,v) 
unique. Anandan propose donc l'emploi d'une contrainte de lissage qui se traduit par la 
minimisation de : 
! J (u; + u; + v; + v;) + Cmax(V · emax - Vo · emax)2 + Cmin(V · emin - Vo · emin) 2dxdy, 
(2.15) 
où · est un produit scalaire et 
Cmax -
Cmin = 
k1 + k2Smin + k3Cmax 
Cmin 
k1 + k2Smin + k3Cmin 
Cmin et Cmax représentent des mesures de confiance obtenues à partir des courbures prin-
cipales (Cmin et Cmax) du minimum Smin de la surface SSD. emin et emax représentent 
les directions respectives de Cmin et Cmax· v0 est la valeur initiale du déplacement, tandis 
que k1 , k2 , k3 sont des constantes de normalisation. 
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Au niveau numérique, la résolution de ce système d'équations peut être effectuée grâce 
à l'équation itérative: 
k+l k Cmax [( k ) ] Cmin [( k ) ] V = Vav + 1 Vo -Vav . entax emax + 1 Vo - Vav . emin emin 
Cmax + Cmin + 
(2.16) 
où k = 1 · · · K est le nombre d'itérations et v!v représente la valeur moyenne des vk 
calculée dans un voisinage avec le masque : 
- 1 0 1 . 
1 [o 1 o] 
4 0 1 0 
Il est à noter que l'utilisation d'images multi-résolutions n'est pas limitée à cette approche. 
Elle peut également être combinée à certains autres algorithmes appartenant à l'une des 
quatre catégories présentées. 
2.4.3 Algorithmes basés sur le spectre 
La dernière catégorie d'algorithmes se base sur le spectre (amplitude ou phase) des images 
dans le domaine de Fourier. Au niveau de l'utilisation du spectre d'amplitude, la trans-
formée de Fourier d'une image subissant une translation 2D peut s'écrire comme: 
Ê(k,w) = Ê0 (k)ô(w + vTk), (2.17) 
où Ê0 (k) est la transformée de Fourier de E(x,O), cS(k) la distribution de Dirac, w la 
fréquence temporelle et k = (kx,ky) la fréquence spatiale. D'après cette relation, lorsque 
Ê(k,w) est non nulle, elle se retrouve dans le plan w + ukx + vky =O. Cela correspond à 
l'équation d'un plan passant par l'origine dans le domaine des fréquences [3]. En d'autres 
termes, les solutions possibles de ce système appartiennent à une même droite, comme 
celle présentée donc la figure 2.3. 
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Selon Barron et al. [3), il a été démontré que la plupart des algorithmes basés sur le 
spectre d'amplitude sont équivalents à ceux basés sur la mise en correspondance ou à celui 
proposé par Lucas et Kanade. Pour cette raison, nous n'approfondirons pas davantage 
cette approche. La référence [3) contient de plus amples informations. 
Au niveau de l'utilisation du spectre de phase, certains algorithmes définissent la vitesse 
à partir de la phase obtenue suite à l'utilisation de filtres passe-bandes. À titre d'exemple, 
voici l'algorithme de Fleet et Jepson. 
Algorithme de Fleet et J epson 
Fleet et Jepson [15) définissent les composantes de vitesse en fonction du mouvement 
instantané normal aux courbes de niveau de la phase. Les filtres passe-bandes sont utilisés 
pour décomposer le signal selon l'échelle, la vitesse et l'orientation. Plus précisément, cet 
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Figure 2.5 - Exemple de filtre de Gabor 
convolution avec un tel filtre est complexe et peut être écrite sous la forme: 
R(x,y,t) = p(x,y,t) exp[ùp(x,y,t)J, (2.18) 
où p(x,y,t) et <P(x,y,t) représentent respectivement l'amplitude et la phase de R(x,y,t). 
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Les composantes de vitesse dans la direction normale aux courbes de niveau de la phase 
sont données par Vn = sn, où la vitesse normale et la direction proviennent de : 
-<Pt(x,y,t) 
S=----;:;=::::;::===:=;:====:===:::::::;:~ 
./(<Px(x,y,t)2 + </Jy(x,y,t)2 ) (2.19) 
et 
\7 <P(x,y,t) 
n= ' J(<Px(x,y,t) 2 + </Jy(x,y,t) 2 ) (2.20) 
où \7 <P(x,y,t) = ( <Px(x,y,t),</Jy(x,y,t) )T. D'après cette équation, il est clair que nous sommes 
en présence d'une technique différentielle appliquée à l'image de phase. L'utilisation de la 
phase plutôt que l'amplitude ou l'intensité se justifie par sa robustesse. Cette information 
est moins sensible aux variations de contraste, d'échelle, d'orientation et de vitesse. Ce-
pendant, Fleet et Jepson ont montré que cette information peut également être instable 
dans les régions voisines des singularités de phase. Il est toutefois possible de les détecter 
grâce à l'utilisation de contraintes sur la fréquence instantanée et les variations d'ampli-
tude dans l'espace temps. Une contrainte supplémentaire sur l'amplitude est également 
utilisée par assurer un rapport signal/bruit raisonnable. 
Pour le calcul des dérivées partielles de la phase, Fleet et Jepson suggèrent l'utilisation 
de la formule suivante: 
'7,,/,.( ) = Im[R*(x,y,t) · \7 R(x,y,t)] 
V <p X,y,t 2 ( ) , p x,y,t 
(2.21) 
où · est un produit scalaire et R* le conjugué complexe de R. Cette relation permet de 
contourner les problèmes reliés aux discontinuités de phase. 
À partir des composantes de vitesse estimées grâce aux différents filtres, un modèle li-
néaire de vitesse est associé à chaque région locale. Les estimations qui satisfont les 
contraintes de stabilité et du rapport signal/bruit sont groupées par voisinage de 5x5. 
Pour chaque groupe ainsi créé, le meilleur modèle de vitesse linéaire est déterminé en 
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appliquant une minimisation des moindres carrés. Une analyse plus approfondie de la 
démarche utilisée par Fleet et Jepson est disponible dans [15]. 
2.5 Évaluation comparative des algorithmes 
Dans un contexte de segmentation d'images en couches, les résultats fournis par la mé-
thode d'estimation du flot optique sont primordiaux. Ils ont une influence directe sur 
la qualité de la segmentation résultante. Il est donc nécessaire d'évaluer les algorithmes 
existants et de choisir celui conduisant à une segmentation adéquate. Barron et al. [3] ont 
effectuée une évaluation quantitative de la densité et de l'erreur d'orientation moyenne 
du flot optique estimé par différents algorithmes. Notons que celle-ci a été réalisée sans 
aucune référence à une application donnée. Nous proposons donc une évaluation sub-
jective des 6 algorithmes présentés à la section 2.4 dans un contexte de segmentation 
d'images en couches. Plus précisément, nous évaluerons les résultats de ces algorithmes 
selon trois critères. Le premier concerne le degré de lissage de la solution au sein d'une 
région de mouvement homogène. Le second est la netteté des frontières entre des régions 
hétérogènes. Le dernier critère est l'amplitude relative des déplacements. Afin de pou-
voir comparer les résultats obtenus, les choix des paramètres de chaque algorithme sont 
effectués de manière à obtenir les meilleurs résultats. Mentionnons que pour effectuer 
ces tests comparatifs, nous avons récupéré le code source utilisé par Barron et al. La sé-
quence d'images utilisée (figure 2.6) illustre le mouvement relatif des objets par rapport 
à la caméra lorsque cette dernière subit une translation vers la droite. 
Les estimations résultantes du flot optique sont représentées par des diagrammes d'ai-
guilles. L'orientation et le module des vecteurs correspondent respectivement à la di-
rection et à l'amplitude des déplacements. D'abord, les figures 2.7a et 2.7b illustrent le 
flot optique calculé par l'algorithme de Horn et Schunck (équations (2.5) et (2.6)). Les 
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a. Image au temps t = 0 b. Image au temps t = 9 c. Image au temps t = 20 
Figure 2.6 - Exemple d'images de la séquence vidéo employée 
paramètres de l'algorithme sont la pondération À= 2 et le nombre maximal d'itérations 
K = 100. La version originale de cet algorithme a fourni une estimation non lisse du flot 
optique. Nous remarquons également la présence de nombreuses valeurs aberrantes et une 
amplitude trop faible au niveau de l'arbre. En revanche, la version modifiée, c'est-à-dire 
celle dont le prétraitement consistait en un lissage spatio-temporel gaussien des images, a 
permis l'obtention d'une solution plus lisse. L'échelle utilisée est (]' = 1.5. L'homogénéité 
des régions est donc accrue et certaines frontières apparaissent. Cette solution manque 
toutefois légèrement de précision, principalement au niveau de l'amplitude du mouve-
ment des fleurs se trouvant entre l'arbre et la maison qui est trop faible. Cela occasionne 
un mauvais découpage des frontières de ces régions. 
a. Version originale b. Avec prétraitement 
Figure 2.7 - Estimation du mouvement avec l'algorithme de Horn et Schunck 
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Pour sa part, l'algorithme de Lucas et Kanade semble fournir des résultats plus ou moins 
fiables (figure 2.8). Ceux-ci ont été obtenus avec une fenêtre 5 x 5 (équation (2.7)). 
Nous distinguons la présence des frontières des régions de mouvement associées respec-
tivement à l'arbre, aux fleurs, à la maison et au ciel. Cette segmentation implicite est 
principalement reliée au principe de constance dans chaque voisinage qui est à la base 
de cet algorithme. Cependant, nous constatons un manque d'homogénéité au niveau de 
certaines régions telles que l'arbre et la maison en arrière-plan. De plus, les amplitudes 
Figure 2.8 - Estimation du mouvement avec l'algorithme de Lucas et Kanade 
relatives des fleurs et de la maison sont incorrectes et ne pourraient donc pas permettre 
d'ordonner correctement ces deux couches. 
Les résultats de l'utilisation de l'algorithme de Nagel sont présentés à la figure 2.9. Les 
paramètres utilisés sont /3 = 1, a = 0.5 et un nombre maximal d'itérations K = 100 
(équations (2.11) et (2.12)). Ces résultats ne sont pas conformes aux attentes. En effet, 
l'estimation du flot optique proposée par Nagel suppose une meilleure gestion des occlu-
sions et par conséquent des frontières. Cependant, l'estimation résultante est inadéquate 
aux occlusions. De plus, les régions de mouvement associées aux fleurs, à la maison et 
au ciel semblent avoir été confondues. Elles ont des amplitudes similaires. Étant donné 
que cet algorithme utilise des dérivées du premier et du second ordre, l'une des hypo-
thèses pouvant justifier de tels résultats est l'imprécision des dérivées numériques d'ordre 
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supérieur. 
Figure 2.9 - Estimation du mouvement avec l'algorithme de Nagel 
Le diagramme d'aiguilles du flot optique calculé par l'algorithme de Uras et al. (fi-
gure 2.10) illustre clairement un problème d'imprécision (équation (2.13)). Cette impré-
cision se remarque à deux niveaux. D'une part, les mouvements respectifs des fleurs, de la 
maison et du ciel semblent être confondus. Ils ont quasiment la même amplitude. D'autre 
part, le mouvement estimé est formé de petites régions carrées qui rendent le découpage 
des frontières imprécis. Ce regroupement en régions provient du fait que l'algorithme 
détermine un flot constant pour des régions 8x8 (section 2.4.1). 
Figure 2.10 - Estimation du mouvement avec l'algorithme de Uras et al. 
Le cinquième algorithme testé est celui proposé par Anandan. Les paramètres utilisés 
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sont une fenêtre 3 x 3 et un nombre maximal d'itérations K = 10 (équation (2.16)). Bien 
que l'amplitude du flot optique résultant (figure 2.11) semble inversement proportionnelle 
à l'amplitude du flot optique réel, les résultats semblent adéquats dans un contexte de 
segmentation d'images. En effet, en regardant attentivement le diagramme d'aiguilles, 
nous distinguons les différences relatives de mouvement (régions homogènes et frontières) 
entre l'arbre, les fleurs, la maison et le ciel. 
Figure 2.11 - Estimation du mouvement avec l'algorithme d'Anandan 
Le dernier algorithme testé est celui proposé par Fleet et Jepson. Le diagramme d'aiguilles 
du flot optique calculé par cet algorithme (figure 2.12) montre un manque de précision au 
niveau de l'amplitude et de la régularité du mouvement au sein de certaines régions. Cela 
occasionne une diminution de l'homogénéité et un découpage inadéquat des frontières. De 
plus, le flot optique n'est pas défini pour tous les points. L'une des causes de ce problème 
est reliée aux contraintes de cet algorithme relativement aux singularités de phase et au 
rapport signal/bruit (cf. section 2.4.3). 
De manière générale, il semble que l'algorithme de Horn et Schunck avec prétraitement 
et celui d'Anandan fournissent les meilleurs résultats dans un contexte de segmentation 
d'images en couches. Mentionnons toutefois que tous ces algorithmes produisent des 
estimations erronées en présence d'occlusions. 
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Figure 2.12 - Estimation du mouvement avec l'algorithme de Fleet et Jepson 
2.6 Algorithme de segmentation en couches 
Notre méthode de détermination de l'ordre de profondeur des objets est basée sur une 
segmentation en couches des images. Pour ce faire, le flot optique est d'abord calculé. 
Ensuite, les images sont segmentées à partir d'un critère d'homogénéité du flot optique. 
Voici donc la démarche proposée pour chacune de ces étapes. 
Au niveau de l'estimation du flot optique, nous avons choisi d'implanter l'algorithme 
proposé par Horn et Schunck (section 2.4.1). Cela se traduit par l'application directe des 
équations itératives (2.5) et (2.6). Après avoir pris connaissance des différentes approches 
et des résultats des tests comparatifs, nous avons constaté que cet algorithme est le 
meilleur compromis compte tenu des critères énoncés à la section précédente. La version 
originale de cet algorithme propose une estimation des dérivées de l'image à partir de 
quatre différences finies. Par exemple, le calcul de la dérivée partielle en x est donné par: 
Ex ~ t(E(x + 1,y,t) + E(x + 1,y,t + 1) + E(x + 1,y + 1,t) + E(x + 1,y + 1,t + 1)) 
-i(E(x,y,t) + E(x,y,t + 1) + E(x,y + 1,t) + E(x,y + 1,t + 1)). 
(2.22) 
Puisqu'une telle approximation est généralement imprécise, nous croyons que l'emploi 
d'une approche de différentiation basée sur les propriétés de la convolution et de la 
distribution gaussienne améliorerait la précision des résultats. Ainsi, la relation (2.22) 
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peut être remplacée par: 
Ex= E * 9x (2.23) 
où g représente la gaussienne et * l'opérateur de convolution. Les figures 2.13 et 2.14 
montrent des exemples de résultats obtenus avec notre version modifiée de l'algorithme 
de Horn et Schunck. La première figure illustre le mouvement d'un carré noir se déplaçant 
vers le coin supérieur gauche de l'image. Les images employées comportent des régions 
uniformes et non bruitées. Les paramètres utilisés sont À = 2 et K = 32 (équations (2.5) 
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a. Image originale b. Mouvement estimé 
Figure 2.13 - Effets des problèmes reliés au flot optique 
et (2.6)). L'estimation calculée illustre clairement les problèmes d'ouverture et de régions 
uniformes (section 2.3.2). D'une part, les composantes de vitesse perpendiculaires au 
gradient sont généralement nulles aux points de contours. D'autre part, le flot optique 
estimé au centre du carré ne correspond pas au mouvement réel. Ces résultats ne re-
mettent toutefois pas en doute la fiabilité de cet algorithme, puisqu'une région uniforme 
ne contient pas d'information sur le mouvement. Les tests effectués par Barron et al. [3] 
avec la même séquence d'images fournissent d'ailleurs des résultats similaires. La seconde 
figure illustre les résultats obtenus à partir de la séquence d'images utilisée lors des tests 




a. Image originale 
Figure 2.14 - Résultats de l'algorithme de Horn et Schunck modifié 
la figure 2. 7b confirme l'hypothèse selon laquelle l'utilisation d'une technique de différen-
tiation plus précise assure de meilleurs résultats. En effet, en regardant attentivement le 
diagramme d'aiguilles de l'estimation du flot optique (figure 2.14a), on distingue la pré-
sence de régions de mouvement homogène associées respectivement à l'arbre, aux fleurs, à 
la maison et au ciel. Ce diagramme dénote toutefois un problème majeur. Il contient cer-
taines valeurs aberrantes. L'application d'un lissage médian sur cette estimation permet 
toutefois d'atténuer ce problème (figure 2.14b). A priori, les résultats obtenus semblent 
donc satisfaisants. En les analysant davantage, nous constatons toutefois la présence 
d'erreurs principalement au niveau des occlusions. De plus, le lissage effectué lors de la 
différentiation occasionne certaines erreurs de localisation. Par exemple, on remarque que 
les régions représentant l'arbre et sa branche supérieure gauche sont trop larges. 
Au niveau de la segmentation, un critère d'homogénéité basé uniquement sur la longueur 
des vecteurs (module) est appliqué à l'estimation du flot optique. Puisque nous supposons 
que la séquence d'images provient d'une caméra en mouvement dans un environnement 
statique, l'orientation des vecteurs de déplacement est quasiment constante. Un tel critère 
s'avère donc suffisant. Plus précisément, l'algorithme de segmentation consiste à calculer 
l'histogramme du module du flot optique, puis à en extraire les frontières des couches, 
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c'est-à-dire les minima locaux de l'histogramme lissé. Une technique de segmentation plus 
robuste pourrait également être utilisée [11], mais cela ne fait pas l'objet de ce travail. La 
figure 2.15 présente un exemple d'image de modules et l'histogramme associé. Cet exemple 
a été créé à l'aide de la séquence vidéo présentée à la section 2.5. Cette technique est 
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a. Image du module b. Histogramme 
Figure 2.15 - Exemple d'image du module du flot optique et de l'histogramme associé 
simple et rapide. Elle nous permet d'obtenir simultanément une segmentation en couches 
et un ordre de profondeur des couches les unes par rapport aux autres. En effet, plus le 
module du mouvement est élevé, plus le déplacement est grand et plus la couche se situe 
près de la caméra, et inversement. 
En résumé, soient le paramètre de pondération À et le nombre maximal d'itérations K, 
l'algorithme est composé de deux étapes: 
1. Estimation du flot optique: application de l'algorithme de Horn et Schunck ( équa-
tions (2.5) et (2.6)). Les dérivées des images sont calculées en convoluant ces der-
nières avec les dérivées appropriées de la gaussienne. Les valeurs aberrantes sont 
éliminées à l'aide d'un filtrage médian. 
2. Segmentation des images: extraction ordonnée des minima locaux de l'histogramme 
du module du flot optique. 
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2. 7 Évaluation des performances 
2. 7.1 Résultats expérimentaux 
Nous avons implanté et testé l'approche proposée. La séquence d'images utilisée illustre 
le mouvement relatif des objets par rapport à la caméra lorsque cette dernière subit 
une translation vers la droite (figure 2.6). Cette séquence vidéo contient au moins quatre 
couches distinctes de mouvement: l'arbre, les fleurs, la maison et une partie du ciel (là où 
il n'y a pas d'arbre). La figure 2.16 présente les images au temps t = 9 de la segmentation 
en couches résultante. Tel qu'illustré, les quatre principales couches de mouvement ont 
a. Couche 1 : arbre b. Couche 2: fleurs 
c. Couche 3 : maison d. Couche 4: ciel 
Figure 2.16 - Résultats expérimentaux au temps t = 9 
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été extraites et correctement ordonnées. Cependant, nous remarquons la présence de 
certaines imprécisions principalement au niveau des frontières ( e.g. le long des arbres en 
avant-plan et en arrière-plan). Tel que mentionné à la section précédente, ces erreurs sont 
prévisibles et sont principalement dues à la présence d'occlusions et au lissage impliqué 
dans l'estimation du flot optique. Par conséquent, ces résultats sont satisfaisants. 
2. 7.2 Influence des paramètres 
Certaines questions persistent en ce qui a trait aux valeurs des paramètres À et K devant 
être utilisées lors de l'estimation du flot optique. Pour sa part, À pondère l'erreur reliée à la 
contrainte du flot optique (équation (2.3)) par rapport au lissage. Plus À est grand, moins 
la solution finale risque de comporter des valeurs aberrantes. Cependant, un lissage fort 
atténue les variations brusques. Il occasionne donc des erreurs principalement au niveau 
de la localisation des frontières entre les différentes couches (se référer à la section 2.6). 
Le paramètre K détermine le nombre maximal d'itérations. Conformément au principe 
des algorithmes de raffinement successif, le calcul du flot optique tend à se stabiliser 
lorsque K est grand. Au-delà d'un certain seuil, la différence entre deux estimations suc-
cessives (itérations k et k + 1) n'est plus significative. Toutefois, l'utilisation d'une grande 
valeur accroît la complexité algorithmique. Le choix de K assure donc un compromis entre 
la rapidité d'exécution et la précision du flot optique estimé. 
2.8 Conclusion 
L'ordre de profondeur relatif des objets peut être estimé à partir du mouvement apparent 
présent dans une séquence vidéo. À cet effet, nous avons proposé une approche simple 
et rapide qui se divise en deux étapes. Dans un premier temps, le flot optique est estimé 
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à partir d'une version légèrement modifiée de l'algorithme de Horn et Schunk. Par la 
suite, les images sont segmentées à partir d'un critère d'homogénéité appliqué au module 
des vecteurs de mouvement. Le principe de cette approche repose sur une estimation 
robuste du mouvement. Or, cela représente un problème complexe. À ce jour, plusieurs 
algorithmes ont été suggérés pour tenter de le solutionner. Toutefois, aucun de ceux 
que nous avons testés n'a réussi à résoudre entièrement les problèmes d'ouvertures, de 
solutions multiples et d'occlusions s'y rattachant. L'étude et les tests comparatifs que nous 
avons effectués dans un contexte de segmentation en couches des images l'ont d'ailleurs 
confirmé. Notons que notre comparaison est qualitative. Une évaluation quantitative dans 
un même contexte reste à faire. Bien que les estimations de mouvement fournies ne soient 
pas parfaites, les résultats de l'algorithme de segmentation ont tout de même montré 
qu'elles peuvent être utilisées dans un processus de segmentation en couches des images. 
Pour arriver à de meilleurs résultats, il faudra cependant employer des outils et des 
techniques additionnels permettant la détection des occlusions. De tels outils permettront 
de marquer les zones d'occlusions et d'éviter de calculer le flot optique en ces endroits. 
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CHAPITRE 3 
ESTIMATION DU RELIEF À 
PARTIR DU FLOU 
3.1 Introduction 
Dans le domaine de la vision artificielle, l'information de profondeur nous permet de com-
prendre la relation tridimensionnelle qui existe entre les différents objets de l'espace. Elle 
est utilisée dans de nombreux champs d'application, tels que la robotique, la médecine, 
la télédétection et le contrôle de qualité. Les approches pour estimer la profondeur dif-
fèrent de par le nombre d'images utilisées (une ou plusieurs prises de différents points de 
vue et/ou à différents moments), le système de formation de l'image (actif ou passif) et 
les caractéristiques de l'image (niveaux de gris, contours, régions, textures, mouvement, 
perspective, flou, etc.). Les diverses approches reposent sur des hypothèses variées et 
fournissent des résultats adéquats dans des contextes différents. Plus précisément, nous 
nous intéressons au calcul de la profondeur à partir des variations de flou. En d'autres 
termes, il s'agit de calculer la distance entre une surface visible d'un objet et la lentille 
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mince de la caméra optique à partir de la quantité de flou. À cet effet, nous considérons 
une caméra positionnée à un endroit donné de l'espace 3D et qui génère une ou plusieurs 
images à niveaux de gris d'une scène 3D statique. Sous l'hypothèse d'une projection 
perspective, l'intensité de l'image d'un pixel donné (x,y) dépend de la distancez entre 
la lentille de la caméra et le point correspondant de la scène (figure 3.1). Dans le cas 
F 
Figure 3.1 - Système de formation de l'image pour une lentille mince 
d'une lentille mince, l'image est formée par la convolution de l'image idéalement pro-
jetée et g(x,y,<J(x,y)), la fonction d'étalement d'un point (point spread Junction (PSF)) 
de la caméra. <J(x,y) représente le paramètre de flou du pixel (x,y). Dans la suite de ce 
chapitre, nous supposerons que <J(x,y) est constant à l'intérieur d'une fenêtre donnée, 
c'est-à-dire <J(x,y) = <J. Cette hypothèse n'est généralement pas réaliste puisque le flou <J 
d'un pixel donné est en fonction de l'emplacement du point correspondant dans la scène. 
En fait, lorsque les points d'un objet ne sont pas tous à la même distance de la lentille, 
le flou dans l'image n'est pas constant. Cependant, sans cette hypothèse, nous sommes 
confrontés à un système qui n'est pas invariant par translation, et par conséquent difficile 
à résoudre. Cela justifie d'ailleurs la présence de cette hypothèse dans la majorité des 
travaux précédents. Il existe de nombreuses fonctions d'approximation de la PSF d'une 
caméra. De plus amples informations sont disponibles dans [59]. Pour notre part, nous 
nous intéressons au cas le plus commun, c'est-à-dire lorsque que l'approximation de la 
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PSF consiste en une fonction gaussienne : 
1 _:z:2-i;v2 
9cr(x,y) = - 2 e a- • 1f(j (3.1) 
La relation entre la distance z (figure 3.1) et le flou u est donnée par [39]: 
{ 
v-::!_kfcr if Z > U 
Z = Fv if 
v-F+kf cr Z < u, 
(3.2) 
où u est la distance entre la lentille et la position du focus parfait, v la distance entre la 
lentille et le plan image, F la distance focale, f l'ouverture (f-number) et k le coefficient 
de proportionnalité entre le rayon du cercle de flou et u. Cette équation montre que le 
calcul de la profondeur requiert une estimation préalable de f, F, v, k et u. D'une part, 
les paramètres intrinsèques de la caméra (!, F, v et k) sont indépendants de la position 
du pixel (x,y). Ils peuvent ainsi être calculés par un processus de calibration [40, 61, 18]. 
D'autre part, le flou u d'un pixel (x,y) est mesuré en calculant la fonction PSF de ce 
dernier. 
Ce chapitre présente un algorithme permettant de calculer la profondeur à partir de la 
différence de flou entre deux images acquises à partir d'une même caméra dont les pa-
ramètres intrinsèques ont été modifiés. Pour ce faire, nous supposons que le système de 
formation d'image est passif. L'algorithme proposé implique l'approximation des images 
par une base du polynôme <l'Hermite. Nous démontrerons que tout coefficient du poly-
nôme <l'Hermite, calculé à partir de l'image la plus floue, peut être exprimé en fonction 
des dérivées partielles de la seconde image et de la différence de flou. Il est ainsi possible 
d'estimer directement cette dernière en résolvant un système d'équations. Tous ces cal-
culs sont locaux et sont effectués dans le domaine spatial. De plus, ils ne reposent pas 
sur un ou plusieurs modèles donnés d'images. Ils fournissent donc une estimation dense 
du flou, et par conséquent de la profondeur. 
La section suivante donne un aperçu des approches existantes. Afin de faciliter la com-
préhension de cet algorithme, la section 3.3 décrit d'abord les règles d'estimation du flou 
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pour les images lD. Par la suite, le modèle mathématique lD est étendu aux images 2D. 
L'algorithme résultant est décrit à la section 3.5. La section 3.6 détaille le c::omportement 
de cet algorithme, présente les résultats expérimentaux et décrit l'influence du choix des 
différents paramètres. 
3.2 Travaux connexes 
Les premières recherches effectuées dans le but de valider l'utilisation des informations 
de flou en tant qu'indice de profondeur furent menées par Pentland (37} . Il démontra 
que deu.x images obtenues à partir d'ouvertures différentes fournissent des; informations 
de profondeur. Depuis, plusieurs autres méthodes d'estimation du flou furent proposées. 
Celles-ci diffèrent principalement au niveau de quatre aspects. Premièrement, le nombre 
d'images que requiert l'algorithme (une, deux ou même plus). Lorsque la structure de 
l'image est connue, une image s'avère suffisante. Dans le cas contraire, uru.e seule image 
d'une scène inconnue ne contient pas suffisamment d'information pour -déterminer la 
fonction PSF de chaque pixel. Dans un tel cas, au moins deux images de La. même scène 
obtenues en changeant un ou plusieurs paramètres de la caméra doivent être utilisées. 
Deuxièmement, les algorithmes proposés opèrent soit dans le domaine fré.quentiel ou le 
domaine spatial. Troisièmement, ils produisent une estimation dense de la profondeur ou 
bien ils ne l'estiment que pour le voisinage des contours. Finalement, les approches les 
plus communes reposent sur le filtrage inverse, l'estimation de la profondeur à partir des 
contours ou la transformée en S. Voici un aperçu de chacune d'elles. 
Le filtrage inverse fut d'abord utilisé par Pentland [37, 39} dans le domaine fréquentiel. 
En supposant que la fonction PSF est une gaussienne, considérons deux images telles que 
Ic(x,y) = (I * g0J(x,y) et Ib(x,y) = (I * 9ub) (x,y), où Œb > <Je. L'estimation de la diffé-
rence de flou s'effectue en deux étapes. D'abord, il divise la transformée de Fourier des 
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deux images, c'est-à-dire Ib(u,v)/Ic(u,v) = exp(-(u2 + v2 )(al - a~)/4), où I(u,v) est la 
transformée de Fourier de I(x,y ). Ensuite, il effectue une régression linéaire sur u2 +v2 de 
l'équation log(Ib(u,v)/Ic(u,v)) = -(u2+v2)(al-0"~)/4. Comme alternative à l'utilisation 
du domaine de Fourier et de la régression linéaire, Pentland et al. [38] proposent l'emploi 
du théorème de Parseval afin d'estimer la quantité log(Ib(u,v)/Ic(u,v)). Dans un même 
ordre d'idées, Horii [18] suggère l'utilisation du Laplacien de la gaussienne à deux échelles 
différentes pour estimer u2 +v2 dans le but d'éviter l'emploi de la régression linéaire. Pour 
leur part, Xiong et Shafer [61] proposent une technique itérative permettant de détermi-
ner la différence al-a~. À la ne itération, b..k =al -a~ est évaluée à l'aide de la formule 
log(Ib(u,v)/Ic(u,v)). L'image Ic(x,y) est ensuite convoluée avec la différence de flou cu-
mulative CEk b..k), puis comparée avec l'image Ib(x,y). Ce processus se termine lorsque 
la ressemblance entre les deux images est maximale. Toutes ces techniques souffrent tou-
tefois des limites de précision reliées à l'utilisation du filtrage inverse, tel que démontré 
par Ens et Lawrence [12]. Pour contourner ce problème, ils introduisent une contrainte 
de régularisation. Plus précisément, le problème de l'estimation de la différence de flou 
équivaut à la minimisation de la différence quadratique entre les deux images Ic(x,y) 
et Ib(x,y) en présence d'une contrainte de lissage. Finalement, Rajagopalan et Chaud-
huri [45] proposent deux approches. Dans la première, l'image est d'abord divisée en 
sous-images. Pour une sous-image donnée, le flou est considéré constant. Par la suite, la 
différence de flou de chaque sous-image est estimée par la minimisation d'une différence 
quadratique pondérée entre les amplitudes de la transformée de Fourier de Ic(x,y) et de 
Ib(x,y). La seconde approche est basée sur la distribution de Wigner qui offre un filtrage 
adaptatif. Dans la majorité des cas, les algorithmes proposés reposent sur l'utilisation 
de la transformée de Fourier ou le théorème de Parseval. Or, la transformée de Fourier 
fournit une information globale, c'est-à-dire qu'une seule valeur de flou peut être calculée 
pour l'image entière. Afin d'obtenir une estimation plus dense, certaines techniques em-
ploient des méthodes de calculs locales basées notamment sur la transformée de Fourier 
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court terme [61], les filtres de Gabor [17] et les filtres moments [62]. 
La profondeur peut également être déduite à partir des contours. Rappelons que si la 
structure de l'image est connue, une seule image contient suffisamment d'information 
pour estimer le flou, et par conséquent la profondeur. En ce sens, Pentland [39} considère 
l'estimation du flou au niveau des contours de type marche verticaux en supposant que la 
fonction PSF est une gaussienne. Sachant que la réponse du Laplacien de la gaussienne 
d'une marche est égale à -xexp(-x2 /2a-2 )/.../2ia3 , Pentland calcule le flou a à partir 
du logarithme de cette dernière et d'une régression linéaire. Comme alternative à la 
régression linéaire, Lai et al. [24] approximent les contours linéaires de type marche à 
l'aide des moindres carrés. L'algorithme résultant est itératif et moins sensible au bruit 
présent dans l'image. Pour leur part, Subbarao et Gurumoorty [50] utilisent le concept de 
la fonction d'étalement de la ligne O(x) = 0 1 (x)/ J~; o(x)dx, où o(x) est la convolution 
de la PSF et d'une marche verticale, et 0 1 (x) la première dérivée de o(x). Le flou est 
défini comme étant la racine carrée du second moment central de O(x). 
La transformée en S, proposée par Subbaroa et Surya [51}, permet l'estimation d'une carte 
de profondeurs dense à partir de deux images Ic(x,y) et Ib(x,y). Les auteurs approchent 
l'image à l'aide d'un polynôme cubique p(x,y) = E:=o E!:~ °'n,mxmyn. Ils démontrent 
que Ic(x,y) = Ib(x,y) -/32"\l Ib(x,y)/4, où"\! est l'opérateur Laplacien et /3 la différence de 
flou; /3 = Ja-~ - a-~. L'estimation de /3, et par conséquent de la profondeur, est directe 
et tous les calculs requis sont effectués dans le domaine spatial. Cependant, certaines 
restrictions s'appliquent à cet algorithme. En fait, l'approximation de Ic(x,y) est effectuée 
à l'aide d'un polynôme cubique p(x,y). Étant donné que g(x,y) est symétrique en x 
et en y, tous les termes du polynôme résultant sont nuls, sauf ceux de degrés (0,0), 
(0,2) et (2,0). Sachant que les termes (0,2) et (2,0) définissent le Laplacien, lorsque 
ce dernier est nul ou faible, par exemple aux points de contours ou de jonctions, la 
formule proposée par Subbarao et Surya ne permet pas d'estimer le flou. Or, celui-ci 
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peut très bien avoir un sens en ces pixels de l'image. Par exemple, pour les contours 
ou jonctions de marches résultant d'un changement d'illumination ou de réflectance sans 
variation de profondeur (exemple à la figure 3.2), le flou est bel et bien défini. Notre travail 
Figure 3.2 - Image formée de posters placés contre un mur 
constitue une généralisation de cette méthode. En fait, tel que démontré par Ziou (63), 
l'utilisation des polynômes <l'Hermite nous permet d'éliminer les restrictions énoncées 
précédemment. Il en découle un système composé de deux équations au niveau lD et 
de quatre équations dans le cas des images 2D. L'algorithme qu'il suggère permet donc 
d'obtenir une estimation du flou plus lisse, plus dense et plus précise que celle fournie 
par l'algorithme de Subbarao et Surya. À partir de cette estimation, il est donc possible 
d'estimer de manière dense et précise la profondeur [65]. Un tel algorithme ne nécessite 
donc pas de processus itératif, notamment employé par Xiong et Shafer, Ens et Lawrence, 
Lu et al., ainsi que Rajagopalan et Chaudhuri. Mentionnons également que contrairement 
aux algorithmes utilisant le filtrage inverse dans le domaine de Fourier (l'article de Ens 
et Lawrence révèle quelques problèmes sous-jacents), tous les calculs sont effectués dans 
le domaine spatial. 
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3.3 Estimation du flou pour un signal ID 
Cette section présente le développement mathématique sur lequel repose l'approche d'es-
timation du flou dans le cas d'un signal lD. La généralisation de cette approche sera 
effectuée à la section suivante. Considérons Ic(x) et Ib(x), deux images d'une même scène 
obtenues en modifiant les paramètres intrinsèques d'une ou plusieurs caméras (se référer 
à la figure 3.1). Supposons que Ib(x) est plus floue que Ic(x). Notons qu'une telle sup-
position n'a aucune conséquence, puisqu'il est possible de déterminer quelle image est 
la plus floue. Par exemple, ceci peut être fait en identifiant l'image ayant la plus faible 
variance de niveaux de gris. Lorsque la fonction PSF est une gaussienne, les images sont 
formées selon les formules suivantes: 
et (3.3) 
où g(j(x) est une gaussienne de variance a-2 , I(x) l'image en focus et *la convolution. La 
fonction gaussienne satisfait 9.J(j~+fJ2 (x) = (9uc *9tJ)(x). Par conséquent, nous pouvons 
déduire la relation suivante entre Ib(x) et Ic(x): 
(3.4) 
Le paramètre f3 = y' al - a~ correspond à la différence de flou entre les deux images. La 
relation entre f3 et z peut donc être déduite. À titre d'exemple, considérons une image 
Ic(x) obtenue à partir d'une caméra dont les valeurs des paramètres sont v, F, f, et a. 
L'image Ib(x) provient de la même caméra dont la valeur du paramètre v a subit une 
modification ôv (équation (3.2)), ce qui entraîne un changement d'amplitude /32 du flou 




-2t-, +-ô-v (l + 1 J2(2v + ôv) k2f32) + F 2ôv . (3.5) 
Cette équation démontre que la profondeur peut être calculée à partir des paramètres in-
trinsèques de la caméra et de la différence de flou f3 entre les deux images. Rappelons que 
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les paramètres intrinsèques peuvent être obtenus par calibration. Il ne reste donc qu'à dé-
terminer (3. A cette fin, nous avons développé une technique de décomposition de l'image 
appelée la transformée en polynômes <l'Hermite. Celle-ci consiste à faire une approxi-
mation locale de l'image, à l'intérieur d'une fenêtre gaussienne 9u(x), par une base des 
polynômes <l'Hermite. Plus précisément, nous considérons la fenêtre unidimensionnelle 
gaussienne : 
(3.6) 
Le ne polynôme <l'Hermite Hn(x) est défini par: 
rr ( ) - (-l)n x2 dn -x2 nn X - e d e . xn (3.7) 
Afin de simplifier le processus, plutôt que d'utiliser la base polynomiale Hn(x), nous 
considérerons la séquence de polynômes suivante : 
(3.8) 
Cette séquence est orthogonale pour une fonction gtT(x) définie sur l'intervalle ]-oo,+oo[ 
(voir Annexe A). Le choix des polynômes <l'Hermite est relié au fait que ceux-ci sont asso-
ciés à la fonction gaussienne. Ainsi, ils possèdent des propriétés intéressantes et leur usage 
dans le domaine du traitement d'images est sans cesse grandissant [13, 26, 25, 21, 47}. A 
titre d'exemple, ils sont orthogonaux au sein d'une fenêtre gaussienne (voir Annexe A). 
Mentionnons que l'utilisation de ce type de fenêtre se justifie de plusieurs manières. 
D'abord, la fonction gaussienne est largement utilisée en traitement d'images. Ses pro-
priétés mathématiques sont clairement définies et bien connues. Elle est, entre autres, sé-
parable et permet ainsi la décomposition d'un problème multidimensionnel en problème 
unidimensionnel. Cela permettra d'ailleurs d'étendre facilement notre algorithme lD afin 
qu'il fonctionne pour des dimensions multiples. Ensuite, de nombreuses méthodes ont été 
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proposées pour une implantation efficace de la gaussienne et de ses dérivées [48]. Finale-
ment, nous démontrerons dans la suite de ce chapitre que la calcul du ne coefficient du 
polynôme <l'Hermite correspond à la convolution de l'image et de la ne dérivée de la fonc-
tion gaussienne (à un facteur constant (-Iran près). Selon ce modèle mathématique, la 
description complète d'une image implique que le processus d'approximation soit répété 
pour un nombre suffisant de pixel à l'intérieur de la fenêtre. En considérant le cas où 
l'espacement de l'échantillonnage Test équidistant, l'approximation de l'image Ib(x) par 
la base polynomiale {Pn(x)} à l'intérieure de la fenêtre gcr(x) est donnée par: 
OO 
Ib(x) = LCn(m)Pn(x - m), (3.9) 
n=O 
où en(m) est défini par: 
(3.10) 
Cette équation signifie que les coefficients en(m) proviennent de la convolution de l'image 
Ib(x) par le filtre: 
(3.11) 
Comme alternative à l'utilisation du modèle de reconstruction de Ib(x) de l'équation (3.9), 
qui est une fonction de m, nous proposons une description plus générale du modèle de 
l'image. Ce dernier nécessite que le processus d'approximation soit répété pour 2K + 1 
pixels appartenant à la fenêtre. De plus, au lieu d'employer la fenêtre g(x), nous proposons 
d'utiliser w(x) = E{;=-K ..j 9a-(x - kT). En considérant que l'espacement de l'échantillon-
nage Test équidistant, l'approximation de l'image Ib(x) par la base polynomiale {Pn(x)} 
à l'intérieur de cette fenêtre centrée en x est: 
K 
Ib(x)w(x) = L Ib(x)..jgcr(x - kT). (3.12) 
k=-K 
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En substituant Ib(x) de la partie de droite par l'équation (3.9), nous obtenons: 
Ib(x) = f: t Cn(kT) Pn(x - kT) y/ 9u(x - kT). 
n=O k=-K w(x) 
(3.13) 
De même, en introduisant l'équation (3.4) dans l'équation (3.10), les coefficients de 
l'image lb(x) deviennent: 
Cn(kT) = (Ic * 9{3 * hn)(kT) =(Je*" fn)(kT), (3.14) 
où 
(3.15) 
et <11.2 = <72 + [32 • En d'autres termes, l'équation (3.14) peut s'écrire: 
1
+00 
Cn(kT) = -oo Ic(kT - x)fn(:;x)dx. (3.16) 
Les équations (3.10) et (3.16) illustrent la relation qui Existe entre les images lb et le. 
Étant donné que seule la fonction fn(x) dépend de [3, c:es deux équations peuvent être 
utilisées pour estimer le flou. Cependant, cela revient à r~soudre un système d'équations 
non linéaires. Il est donc nécessaire de simplifier cette relation afin d'en extraire une 
règle explicite de calcul du flou {3. Considérons le dévelo·ppement en séries de Taylor de 
lc(kT - x) au point kT: 
(3.17) 
où lY')(x) représente lape dérivée de Ic(x). En combinamt les équations (3.17) et (3.16), 
nous obtenons: 
+oo 




-100 (-x)Pfn(x)d Sn,p - 1 X. 
-oo p. 
(3.19) 
Les équations (3.10) et (3.18) expriment la relation qui prévaut entre les images I6 et le. 
Le coefficient sn,p de cette dernière est proportionnel au pe moment de f n ( x) et est une 
fonction du flou {3. Cela signifie qu'il est possible d'estimer /3 à partir de Ic(x), I6(x) et 
fn(x). Toutefois, le coût associé au calcul direct des moments est très élevé. Pour contour-
ner ce problème et permettre l'utilisation de techniques basées sur les moments dans les 
applications temps réel de la vision par ordinateur et du traitement d'images, diverses 
méthodes d'implantation ainsi que des architectures spécifiques furent proposées [44]. 
Dans ce qui suit, nous développons une procédure de calcul rapide pour sn,p· À cette fin, 
nous distinguons les quatre situations suivantes ; 
- Lorsque n = p = 0, l'évaluation de l'équation (3.19) donne s0,0 = 1. 
- Lorsque p = 0 et n > 0, Sn,O = r::: fn(x)dx =o. 
- Lorsque n = 0 et p = 2r + 1, la fonction x2r+l f 0 (x) est impaire, alors 
so,2r+1 = J~;: x2r+l fo(x)dx = O. Lorsque n = 0 et p = 2r, so,2r est calculé à l'aide 
de la formule suivante (Annexe B): 
(2r - 1)(2r - 3) · · · 3a2r 
So,2r = (2r) !2r (3.20) 
- Lorsque n > 0 et p > 0, à l'aide de la règle d'intégration par parties, l'équa-
tion (3.19) peut s'écrire: 
(-l)P-1 loo 
Sn,p = -u (p _ l)! -oo Xp-l fn-1(x)dx, (3.21) 
ce qui est équivalent à : 
Sn,p = -O"Sn-1,p-l· (3.22) 
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Cette équation fournit une méthode récursive de calcul de sn,p pouvant être sim-
plifiée: 
s - p, { 
(-l)PaPsn- o sin> p 
n,p - (-l)nanso,p-n sinon. (3.23) 
Selon les résultats précédents, Sn-p,o = 0 et so,p-n = 0 si p-n est impair, c'est-à-dire 
· t · · s· (p-n-l)(p-n-3)···3aP-n 
Sl n OU p es Impair. lnOn, So,p-n = (p-n)!2(p-nJ/2 
Ces quatre cas peuvent être résumés par: 
(-l)nun (p ) (p ) 3 -n (p-n)!2(p-n)/2 - n - 1 - n - 3 · · · a.P 
(-1ran 
0 




Cette équation constitue une règle de calcul simple et efficace pour sn,p· Elle permet 
ainsi la simplification des calculs de en(kT) et l'approximation de lb(x). En utilisant les 
équations (3.10), (3.18) et (3.24), la relation entre les deux images lb(x) et lc(x) est 
désormais donnée par : 
{ 
C2r ( kT) = E;~ S2r,2plà2P) ( kT) = (lb * h2r) ( kT) 
C2r+i (kT) = E;; s~+l,2p+1là2p+l) (kT) = (lb* h2r+i)(kT). (3.25) 
L'équation de reconstruction de l'image lb(x) (éq. (3.13)) devient donc: 
+oo +oo K 
lb(x) = L L L (s2n,2pl~2P>(kT)P2n(X - kT) + S2n+i,2p+il~2p+l)(kT)P2n+i(X - kT)) 
n=O p?:n k=-K 
Jgu(x - kT) 
w(x) 
(3.26) 
Il est maintenant possible de calculer la différence de flou. À titre d'exemple, considé-
rons l'utilisation des coefficients c0 et c1 dans l'équation (3.25). Dans le cas de c0 , nous 
supposons que Lp>l so,2plà2P>(kT) = 0, tandis que pour ci, E;~ s1,2p+1Ià2p+I)(kT) =O. 
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Selon l'équation (3.24), 80,0 = 1, 8 1,1 = -o-, so,2 = °;,.2 , et 8 1,3 = -0-°;,_2 • L'équation (3.25) 
devient donc : 
{ 
eo(kT) = lc(kT) + °;,.2 ( (kT) =(lb* ho)(kT) 
c1(kT) = -o-4,(kT) - 0-°;,.2 (' (kT) =(lb* h1 )(kT). 
(3.27) 
où ho ( kT) et h 1 ( kT) correspondent respectivement à un filtre gaussien de variance o-2 /2 
et à sa première dérivée multipliée par un facteur constant (-o-) (équation (3.11)). En 
résolvant ces deux équations, nous obtenons: 
fJ= (3.28) 
ou 
fJ= (lb* hi)(kT) + o-l~(kT) 2 4 -o-l~' (kT) - o- (3.29) 
3.4 Estimation du flou pour une image 2D 
L'extension de l'approche unidimensionnelle aux images multidimensionnelles est di-
recte. En 2D, un polynôme <l'Hermite peut être créé à partir du produit tensoriel entre 
deux ensembles de polynômes <l'Hermite unidimensionnels, c'est-à-dire {P0 (x)P0 (y), · · · , 
Pn(x)Pm(y), ···},où n est le degré de x et m celui de y. Étant donné qu'une fenêtre gaus-
sienne 9cr(x,y) est séparable, on peut aisément démontrer que {Pn,m(x,y)} est orthogonal 
à l'intérieur de 9cr(x,y). Supposons que Tx et Ty représentent respectivement l'espacement 
de l'échantillonnage selon l'axe des x et des y au sein de la fenêtre. La décomposition 
locale de l'image lb(x,y) en polynômes devient: 
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où (2K + 1) x (2L + 1) correspond à la dimension de la matrice d'échantillonnage et 
Cn,m(kTx,lTy) est défini par: 
(3.31) 
où hn,m(x,y) = Pn,m(x,y)gcr(x,y). Puisque Pn,m(x,y) et 9u(x,y) sont toutes deux sépa-
rables, une transformation directe, telle que celle présentée dans le cas ID, donne: 
(3.32) 
où fn,m(x,y) est séparable: 
f, ( ) _ ( )n+m d,11- 1 -~ d"" 1 -~ n,m :x,y - -1 d(~)n V1fa e d(;)= V7fa e . (3.33) 
En développant Ic(kTx -x,lTy-y) en séries de Taylor au point (kTx,lTy), nous obtenons: 
où I?)(q) (x,y) 
résulte: 
Ic(kTx - x,lTy -y)= f f (-x)P(-y)qlr~(q)(kTx,lTy)' (3.34) 
p=O q=O p.q. 
811+qzc(x,y) En substituant cette dernière équation dans (3.32), il en 
8xP8~ • 
+oo +oo 
C-n,m(kTx,lTy) = L L Sn,p,m,ql~p)(q)(kTx,lTy), (3.35) 
p=O q=O 
où Sn,p,m,q est défini par : 
l +oo 100 (-x)P(-y)q fn,m(x,y) Sn,p,m,q = 1 1 dxdy. -OO -OO p.q. (3.36) 
Étant donné que fn,m(x,y) est séparable, Sn,p,m,q = Sn,pSm,q, c'est-à-dire: -100 (-x)P fn(x) d 100 (-y)q f m(Y) d Sn,p,m,q - 1 X 1 y. 
-OO p. -OO q. 
(3.37) 
Un calcul rapide de sn,p,m,q est possible à partir de l'équation (3.24). Les coefficients 
Cn,m(kTx,lTy) de l'équation (3.35) deviennent donc: 
+oo +oo 




et peuvent être simplifiés: 
C2r,2t(kTx,lTy) = E;~ E;~ S2r,2pS2t,2qIJ2p)(2q)(kTx,lTy) 
(kT lT. ) ~+oo ~+oo - 1(2p)(2q+l) (kT lT. ) C2r,2t+l x' y = L..Jp>r L..Jq>t S2r,2pS2t+l,2q+l c x' y 
(kT lT. ) ~+"Oc ~+"Oc 1 c2p+1)(2q) (kT lT. ) C2r+l,2t x, y = L..Jp>r L..Jq>t S2r+l,2p+1S2t,2q c x' y 
(kT lT. ) ~+oo ~+oo - l(2p+l)(2q+l) (kT lT. ) C2r+l,2t+l x' y = L..Jp"?_r L..Jq"?_t S2r+l,2p+1S2t+l,2q+l c xi y · 
(3.39) 
Par conséquent, l'équation de reconstruction de l'image Ib(x,y) (3.30) devient: 
+oo +oo +oo +oo K L 
Ib(x,y) = L L L L L L (s2n,2pS2m,2qI~2P>C2q)(kTx,lTy) (3.40) 
nO m=O p"?_n q~m k=-K l=-L 
P2n(x - kTx)P2m(Y - lTy) + 
S2n,2pS2m+l,2q+ll~2p)(2q+l)(kTx,lTy)P2n(X - kTx)P2m+1(Y - lTy) + 
S2n+l,2p+1S2m,2ql~2p+l)(2q)(kTx,lTy)P2n+i(X - kTx)P2m(Y - lTy) + 
S2n+l,2p+lS2m+l,2q+lf~2p+l)(2q+l) (kTx,lTy)P2n+1(X - kTx)P2m+1(Y - lTy)) 
V 9u(x - kTx,Y - lTy) 
w(x,y) 
Il est maintenant possible de calculer la différence de flou entre deux images 2D. À titre 
d'exemple, considérons l'utilisation des coefficients eo,0 , Co,i, et c1,0 dans l'équation (3.41). 
Dans le cas de Co,o, nous supposons que E;; E;; so,2pso,2qià2P)(2q)(kTx,lTy) = 0, pour 
~+oo ~+oo 1(2P)(2q) (kT lT. ) 0 d. Co,i, L..Jp~2 L..Jq"?_l so,2ps1,2q c xi y = , tan is que pour c1,o, 
E;; E;; s1,2pso,2qià2P>C2q)(kTx,lTy) = O. Selon les équations (3.24) et (3.31), les trois 
premières équations de (3.39) peuvent s'écrire: 
où '\! est l'opérateur Laplacien. Mentionnons que la première équation dans (3.41) cor-
respond à celle ayant été implantée par M. Subbarao et G. Surya [51) et dans laquelle 
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l'approximation de l'image est effectuée à l'aide de polynômes de degré inférieur ou égale 
à trois, c'est-à-dire Ià2)(2) (x,y) =O. Il est donc clair que leur modèle d'estimation du flou 
constitue un cas particulier de celui que nous proposons (équation (3.39)). 
3.5 Algorithme pour l'estimation du flou 
Les développements mathématiques impliqués dans l'estimation de la différence de flou f3 
(équation (3.4)) ayant été présentés dans les sections précédentes, nous devons maintenant 
spécifier l'algorithme qui en découle directement. Considérons une somme finie pour les 
équations (3.31) et (3.39) pour un n et m donnés (c'est-à-dire que nous négligeons les 
termes d'ordre supérieur): 
C2r,2t(kTx,lTy) = L:>r L~>t S2r,2pS2t,2qfà2p)(2q) (kTx 1ZTy) 
C2r,2t+l (kTx 1lTy) = L:~r E~~t ~2r,2pS2t+l,2q+1Ià2p)(2q+l) (kTx 1lTy) 
C2r+i,2t(kTx,lTy) = L:~r L~;:::.t S2r+l,2p+1S2t,2qlà2p+l)(2q) (kTx 1lTy) 
C2r+l,2t+1(kTx,lTy) = L:~r L~~t S2r+l,2p+lS2t+l,2q+lfà2p+l)(2q+l) (kTx 1lTy), 
(3.42) 
(3.43) 
où r = 0,1, · · · ,N et t = 0,1, · · · ,M. L'équation (3.42) et n'importe quelle équation 
de (3.43) forment un système de deux équations à deux inconnues: Cn,m et sn,p,m,q· sn,p,m,q 
est une fonction du flou (3, lequel peut ainsi être estimé en résolvant ce système. Cepen-
dant, il y a quatre équations différentes dans (3.43). Nous estimons donc f3 à l'aide 
de l'équation (3.42) et de chacune des relations présentent dans l'équation (3.43). Pour 
chaque pixel (x,y), nous obtenons donc quatre valeurs de (3, à partir desquelles nous 




Notons que les dérivées lY')(q) (x,y), p = 0,1, · · · , q = 0,1, · · · peuvent être estimées à l'aide 
de diverses techniques de différentiation numérique, telles que les masques de Sobel, les 
masques de Prewitt, les masques gaussiens, les ondelettes, l'approximation polynomiale, 
etc. 
En résumé, soient cr, Tx, Ty, N, M, P, et Q, l'algorithme est composé de trois étapes: 
1. Estimation des Cn,m (équation (3.42)). 
2. Estimation des quatres valeurs de f3 (équation (3.43)). 
3. Sélection du meilleur f3 selon l'erreur quadratique obtenue (équation (3.44) ). 
Mentionnons que des définitions différentes de l'erreur quadratique peuvent également 
être utilisées. 
3.6 Évaluation des performances 
3.6.1 Comportement de l'algorithme 
Jusqu'à maintenant, aucune supposition n'a été formulée concernant les images pour 
lesquelles notre algorithme fournit de bons résultats. Examinons donc son comportement 
en présence d'images constantes, de contours de type marche, de lignes et de jonctions 
de marches. 
- Images constantes: les dérivées de l'image sont nulles et le système d'équations (3.42 
et 3.43) est réduit à Cn,m(kTx,lTy) = Sn,O,m,olc(kTx,lTy) = (lb* hn,m)(kTx,lTy)- Selon 
l'équation (3.24), sn,o,m,o vaut 1 si n = m = 0 et 0 dans le cas contraire. Ainsi, 
Co,o(kTx,lTy) = lc(kTx,lTy) = (lb* ho,o)(kTx,lTy)· Cette équation ne permet donc 
pas le calcul du flou. En d'autres termes, les basses fréquences ne sont pas utilisées 
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par cet algorithme pour estimer le fi.ou. 
- Contours de type marche: considérons le modèle de contour I(x,y) = cp((x -
kTx)cos(O) +(y - lTy)sin(O)), où cp(x) = f~00 exp(-t2 )dt et 0 représente l'orienta-
tion du contour. JCP)(q) ( kTx,lTy) = 0, si p ou q est pair. Par conséquent, dans un tel 
cas, seulement la dernière équation de (3.43) peut servir à l'estimation du fi.ou. 
- Lignes: considérons le modèle de ligne I(x,y) = e-C(x-kT,,)*co5 (8)+(y-lT11)*5 in(B)) 2 , où 
0 correspond à l'orientation de la ligne. JCP)(q)(kTx,lTy) = 0, si p ou q est impair. 
Dans cette situation, seule la première équation de (3.43) peut donc être utilisée 
pour le calcul du fi.ou. 
- Jonctions de marche: prenons le modèle de jonction L suivant: I(x,y) = cp(x -
kTx)efJ(y-kTy)- JCP)(q)(kTx,lTy) = 0, si pou q est pair. Cela signifie que l'estimation 
du fi.ou ne peut être effectuée qu'à partir de la dernière équation de (3.43). Un 
comportement similaire peut également être obtenu en présence de jonctions T: 
I(x,y) = cp(x - kTx)(<P(y - kTy) + 1). 
Examinons de plus près le comportement de la première équation de (3.41), qui est 
d'ailleurs implantée par Subbarao et Surya, pour laquelle l'approximation de l'image est 
effectuée à l'aide d'une base polynomiale de degré inférieur ou égale à trois. Au niveau 
des contours de type marche, elle ne permet pas de calculer le fi.ou. Aux points de lignes, 
le Laplacien est non nul. Le fi.ou peut donc être estimé. En ce qui concerne les modèles 
de jonctions linéaires de marches (l'intersection den régions d'intensité constante comme 
les L, T, Y et X), le Laplacien de la gaussienne est nul au point d'intersection [54]. Il 
est ainsi impossible d'évaluer le fi.ou en ce point. En conclusion, l'algorithme proposé par 
Subbarao et Surya ne peut servir à l'estimation du fi.ou au niveau des contours et des 
jonctions de marches. 
Des questions persistent en ce qui a trait à la signification du fi.ou dans les images 
constantes, les lignes ainsi que les contours et coins de marches. Il faut d'abord savoir que 
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la convolution d'une image constante avec une distribution gaussienne normalisée (PSF) 
redonne l'image elle-même. Ainsi, pour les régions constantes de l'image, une estimation 
locale ne peut s'avérer suffisante pour le calcul du flou. Dans le cas des lignes, celles-ci 
proviennent généralement d'objets étroits placés devant un fond ou d'une illumination 
mutuelle entre des objets de la scène qui sont en contact. L'estimation de la profondeur 
d'objets minces a un sens et peut être utile. Cependant, dans une scène tridimensionnelle, 
la profondeur n'est pas définie au niveau d'un point d'occlusion. Il en découle que le flou 
ne l'est guère davantage. Lorsqu'un contour ou une jonction de marches résultent d'un 
tout autre phénomène (réflectance, illumination, etc.) n'impliquant aucun changement 
brusque de profondeur, le flou est toutefois bel et bien défini. La figure 3.2 illustre une 
telle situation. 
3.6.2 Résultats expérimentaux 
A) Estimation du Hou 
L'algorithme proposé a été testé à l'aide d'images lD et 2D. Dans le cas lD, nous avons 
implanté les équations (3.28) et (3.29). Pour ce test, les dérivées du signal sont calculées 
à partir de la convolution de ce dernier avec les dérivées appropriées de la fonction 
gaussienne. Les valeurs de l'échelle Œ et de l'espacement T sont toutes deux égales à 1. 
La figure 3.3 présente un exemple d'estimation du flou dans le cas d'un signal lD perturbé 
par un bruit blanc additif de moyenne zéro. Le signal de la figure 3.3b est plus flou que 
celui de la figure 3.3a. L'erreur quadratique moyenne (RMS) de l'estimation du flou 
en fonction de la variance du bruit est présentée dans la figure 3.3c. Plus précisément, 
les trois courbes correspondent à l'erreur découlant respectivement de l'utilisation des 
formules Co (éq. (3.28)) (points), c1 (éq. 3.29) (tirets) et du modèle unifié (éq. 3.44) (gras). 
L'erreur quadratique résultant de l'utilisation séparée de Co ou c1 est élevée. Cependant, 
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celle provenant du modèle unifié est plus faible et plus lisse. À titre d'exemple, lorsque la 
variance du bruit vaut 400, l'erreur RMS de Co est 2.29, celle de c1 est 2.19, tandis que celle 
du modèle unifié est 1.38. Notons également que dans l'ensemble, l'erreur quadratique 
est élevée lorsque la variance du bruit tend vers zéro. Cependant, lorsque cette dernière 
est grande, son influence sur l'erreur RMS est faible. Ainsi, notre algorithme s'avère tout 
à fait approprié pour les images dont la variance des niveaux de gris est élevée, telles que 
les images texturées ou bruitées. Dans le cas d'images dont la variance est faible ( e.g. 
régions constantes d'une image), il est recommandé d'utiliser des techniques globales. 
Finalement, les figures 3.3d, 3.3e et 3.3f présentent l'erreur quadratique moyenne (RMS) 
de l'estimation du flou en fonction de la variance du bruit et de la différence de flou entre 
les deux images. Elles sont respectivement associées aux équations c0 , c1 et au modèle 
unifié. Tel qu'illustré, pour toutes les règles de calculs, l'erreur RMS est élevée lorsque 
la variance du bruit avoisine zéro. Cette erreur est également sensible à la différence de 
flou. Elle décroît en fonction de l'augmentation de cette dernière. En conclusion, ce test 
montre clairement que le modèle unifié est plus précis et moins sensible au bruit et à la 
différence de flou. 
Dans le cas 2D, nous avons testé les équations de (3.41) avec deux images réelles (fi-
gures 3.4a et 3.4b) d'une maison jouet acquises par une caméra optique en modifiant 
l'ouverture et la durée d'exposition. Ces images sont de dimensions égales à 384 x 320 
pixels et elles comportent 256 niveaux de gris. Elles nous ont été fournies par Y. Xiong du 
Robotics Institute de Carnegie Mellon University. La maison est à une distance d'environ 
deux mètres de la caméra. Elle a une hauteur de 4,5 pouces, une largeur de 2,5 pouces et 
une longueur de 3 pouces. Pour ce test, les dérivées de l'image sont calculées à partir de 
la convolution de cette dernière avec les dérivées appropriées de la fonction gaussienne. 
Les valeurs de l'échelle a et des espacements Tx et Ty sont toutes trois égales à 1. Les 
figures 3.4c, 3.4d, et 3.4e présentent les estimations respectives du fi.ou à partir de c0,0 , 
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eo,1 , et c1,0 (éq. (3.41)). Les régions noires contenues dans la figure 3.4c correspondent à 
des endroits où le flou ne peut être calculé. Tel que montré dans les figures 3.4d et 3.4e, 
les utilisations de eo,1 et de c1,o sont recommandées en présence d'éléments verticaux et 
horizontaux, respectivement. Le modèle unifié des trois estimations de flou (figures 3.4c, 
3.4d, et 3.4e) est présenté à la figure 3.4f. Nous constatons que le nombre de régions noires 
présentes dans cette image est faible, ce qui signifie que l'estimation est plus dense. 
B) Estimation de la profondeur 
Notre algorithme d'estimation du flou a ensuite été validé dans un contexte d'estimation 
de la profondeur. En ce sens, les performances de la méthode d'estimation de la profon-
deur ont été testées sur de nombreuses images réelles. Ces images nous proviennent de 
A.N. Rajagopalan et S. Chaudhuri du Department of Electrical Engineering du Indian 
Institute of Technology-Bombay. Elles ont été acquises à l'aide d'une caméra optique dont 
la distance focale et l'ouverture (f-number) sont respectivement F = 2.5 cm et f = 4. 
Les figures 3.5a et 3.5b constituent la première paire d'images utilisée. Elles représentent 
une scène formée de deux plans verticaux positionnés obliquement par rapport à l'axe 
de la caméra et qui se croisent selon une droite verticale. Leur acquisition respective a 
été effectuée en ajustant la distance séparant la lentille du plan image à v = 2.5532 cm 
(figure 3.5a), puis à v = 2.5714 cm (figure 3.5b). L'intersection des deux plans se situe 
à 120 cm de la caméra, tandis que le point le plus près est à une distante de 105 cm. 
Dans un premier temps, le flou est calculé avec une échelle <J = 1 et des espacements 
Tx = Ty = 1. L'estimation résultante et l'équation (3.5) sont ensuite utilisées pour éva-
luer la profondeur des régions texturées, comme le montre la figure 3.5c. Nous observons 
sur ce graphique une distribution triangulaire de la profondeur, laquelle semble être adé-
quate. Effectivement, selon cette dernière, la distance du point le plus près est d'environ 
107 cm et les plans se croisent à environ 119 cm. 
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La seconde paire d'images représente une scène contenant des variations rapides de pro-
fondeur (figures 3.6a et 3.6b). La distance séparant la caméra du point le plus loin est de 
95 cm, tandis que celle entre la caméra et le point le plus proche est de 70 cm. Ces images 
ont été prises en utilisant v = 2.5714 cm (figure 3.6a) et v = 2.5532 cm (figure 3.6b). 
Le graphique de la profondeur des régions texturées en fonction de x et y est tracé dans 
la figure 3.6c. Nous constatons que les discontinuités de profondeur de type marche sont 
bel et bien apparentes. De plus, la distance séparant les points les plus loin de ceux qui 
sont les plus près est d'environ 24 cm. Ce qui est raisonnablement précis. 
Les figures 3.7a et 3.7b correspondent à une scène contenant un objet plan texturé. Ces 
images ont été respectivement acquises pour v = 2,5556 cm et v = 2,5714 cm. Le point le 
plus loin de l'objet plan se situe à 125 cm de la caméra, tandis que le point le plus proche 
est à 115 cm. La profondeur estimée pour chacun des pixels appartenant à cet objet 
est montrée dans la figure 3.7c. En observant ce graphique, nous remarquons la nature 
plane de l'objet. Nous constatons également que la distance du point le plus loin et 
celle du plus près sont adéquates. En effet, l'erreur quadratique moyenne (RMS) de cette 
estimation est de 2,66 cm (2,21%), alors que sa densité est de 97,4%. À titre comparatif, 
nous avons également évalué la profondeur de cette scène en utilisant uniquement Co,o de 
l'équation (3.41)) (figure 3.8). Rappelons que Co,o correspond à la règle d'estimation du 
flou implantée par Subbarao et Surya [51]. L'erreur RMS et la densité associées à cette 
estimation sont respectivement 5,13 cm ( 4,22%) et 85,3%. Par conséquent, en comparant 
ces deux résultats, nous pouvons établir que le modèle unifié permet d'accroître la densité 
et la précision de la carte de profondeurs résultante. 
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3.6.3 Influence des paramètres 
Certaines questions demeurent concernant les valeurs de Tx, Ty, N, M, Pet Q devant 
être utilisées. Dans ce qui suit, nous discuterons du choix de ces paramètres selon l'ordre 
suivant: Tx et Ty, Net M, Pet Q. 
Le flou f3 est considéré comme étant localement constant. Supposons qu'il est calculé à 
l'intérieur d'une fenêtre W de dimensions Tx x Ty. Ainsi, puisque W doit être petite, Tx 
et Ty doivent l'être également. 
Selon l'équation (3.24), les paramètres Net M interviennent dans le calcul de sn,p,m,q· 
Ils contrôlent le degré de flou {3. Conformément à l'équation (3.41), la reconstruction de 
l'image est plus précise lorsque Net M sont grands. Or, cette précision n'affecte aucu-
nement l'estimation du flou. Par conséquent, de petites valeurs pour N et M suffisent. 
Les paramètres Pet Q contrôlent à la fois le degré de flou f3 et l'ordre maximal des déri-
vées partielles de Ic(x,y). Il n'existe aucune règle précise concernant les choix de ces deux 
paramètres. En fait, c'est un compromis entre quatre facteurs différents: la convergence 
des séries de l'équation (3.39), les hautes fréquences, les exigences de l'implantation et le 
problème de la différentiation numérique. La convergence des séries a été démontrée an-
térieurement (se référer à [64]). Concernant l'influence des hautes fréquences, considérons 
la dérivée d'ordre pet q d'une image I lissée à l'aide d'un filtre gaussien (équation (3.1)). 
Conformément au théorème de la convolution, (JCP)(q) * gcr)(x,y) = (I * gf/')(q))(x,y). La 
transformée de Fourier de gY1)(q) est G(u,v) = (ju)P(jv)qe-"2
2
Cv.2+v2>. En posant les dé-
rivées partielles d'ordre un de G(u,v) égalent à zéro et en résolvant les deux équations 
résultantes, nous obtenons u = =F~ et v = =F~. Les extrema de G(u,v) correspondent aux 
positions (=F~, =Ff'1). Cela signifie que, pour un Œ donné, lorsque p et/ou q augmentent, 
les extrema s'éloignent de leur origine, et par conséquent, seules les hautes fréquences 
sont considérées. Ceci est également vrai lorsque Œ décroît. Dans une image, les hautes 
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fréquences correspondent à des variations rapides du niveau de gris (bruit, contours, tex-
tures, etc.). Étant donné que notre algorithme utilise ce type d'information, il est donc 
important d'utiliser de grandes valeurs pour Pet Q. 
Pour leur part, les exigences reliées à l'implantation découlent du fait que les extrema des 
dérivées de la gaussienne s'éloignent de l'origine dans le domaine fréquentiel en fonction 
de l'ordre des dérivées (Pet Q). En fait, la valeur des fréquences devant être considérées 
est une fonction de P et de Q. Cela signifie que l'augmentation de l'ordre de la déri-
vée de la gaussienne occasionne un accroissement de sa largeur dans le domaine spatial 
(les intervalles dans lesquels cette fonction est non nulle). Par conséquent, lorsque des 
masques de convolution sont employés pour l'implantation des dérivées de la gaussienne 
(une méthode courante), leurs dimensions augmentent avec l'ordre de ces dernières. Cela 
accroît la complexité algorithmique de la convolution et par le fait même de l'estimation 
du flou. De plus, les bords de l'image (régions qui ne sont pas traitées par la convolution) 
deviennent de plus en plus larges. En conclusion, les ordres des dérivées P et Q doivent 
être petits. 
Finalement, concernant la différentiation numérique, il est bien connu que le calcul des 
dérivées d'images discrètes bruitées représente un problème mal posé. En effet, ces déri-
vées sont sensibles au bruit. Afin d'illustrer ceci, considérons le cas simple d'une image 
s(x) modifiée par un bruit sinusoïdal additif d'amplitude a et de fréquence w, souvent 
appelé bruit cohérent (i(x) = s(x) +a* sin(w * x)). La perturbation de i(x) est faible 
pour de petites valeurs de a. Cependant, lape dérivée de i(x) peut être fort différente de 
sCP>(x) si w >> 1. Par conséquent, la perturbation des dérivées de l'image par un bruit 
sinusoïdal est élevée et tend à augmenter en fonction de leur ordre. Il est donc important 
d'utiliser de petites valeurs pour Pet Q. 
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3. 7 Conclusion 
Il a récemment été démontré que l'estimation de la profondeur peut être effectuée à 
partir des variations de fi.ou contenues dans une ou plusieurs images d'une même scène. 
À cet effet, nous avons proposé une approche permettant d'estimer le relief à partir 
de la différence de fi.ou entre deux images acquises à partir d'une même caméra dont 
les paramètres intrinsèques ont été modifiés. Celle-ci se divise en trois étapes. Dans un 
premier temps, les images sont approchées par une base du polynôme <l'Hermite. Nous 
avons démontré que tout coefficient d'un tel polynôme, calculé à partir de l'image la plus 
floue, peut être exprimé en fonction des dérivées partielles de la seconde image et de la 
différence de fi.ou {J. Dans un deuxième temps, l'unification et la résolution des systèmes 
d'équations ainsi créés (un pour chaque coefficient) permet d'obtenir différentes valeurs 
de {J pour chaque pixel (x,y). Finalement, parmi toutes ces valeurs, celle minimisant 
l'erreur quadratique est retenue et utilisée dans le but de calculer la profondeur. 
Les tests effectués ont clairement montré que la combinaison des différentes valeurs de fi.ou 
à l'aide du modèle unifié (équation (3.41)) mène à l'obtention d'une estimation dense et 
précise du flou et de la profondeur. L'algorithme proposé est rapide et peut être implanté 
parallèlement. Les espacements d'échantillonnage Tx et Ty au sein de la fenêtre favorisent 
d'ailleurs une implantation efficace en réduisant les temps de calcul. De plus, tous les 
calculs impliqués sont locaux et sont effectués dans le domaine spatial. 
À ce jour, seul un cas particulier de notre algorithme a été implanté, c'est-à-dire l'utilisa-
tion de Co,o, co,1 et c1,o de l'équation (3.41). Des implantations additionnelles concernant 
les règles présentées à l'équation (3.39) seront ultérieurement effectuées pour des valeurs 
différentes der et t dans le but d'analyser leur influence sur la précision de la profondeur 
estimée. 
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a. Signal lissé (a = 1) 
. ' 
c. RMS en fonction du 
bruit 
Rms u s ing c 
e. RMS pour c1 en fonction du 
bruit et du flou 
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b. Signal lissé (a = 3) 
d. RMS pour c0 en fonction du 
bruit et du flou 
f. RMS modèle unifié en 
fonction du bruit et du flou 
Figure 3.3 - Estimation du flou à partir d'un signal 1D bruité 
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a. Image la moins floue b. Image la plus floue 
c. Flou avec co o 
' 
d. Flou avec co 1 
' 
e. Flou avec c1 o 
' f. Flou avec modèle unifié 
Figure 3.4 - Estimation du flou à partir d'images réelles 
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a. Image originale la moins floue b. Image originale la plus floue 
140 
c. Profondeur estimée 
Figure 3.5 - Profondeur d'une scène formée de deux plans obliques 
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a. Image originale la moins floue b. Image originale la plus floue 
120,,.------------------, 
D 
c. Profondeur estimée 
Figure 3.6 - Profondeur d'une scène comprenant des discontinuités de flou 
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c. Profondeur estimée 
Figure 3. 7 - Profondeur d'une scène contenant un objet plan 
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Figure 3.8 - Profondeur estimée uniquement à l'aide de Co,o 
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CHAPITRE 4 
MODÈLE UNIFIÉ POUR 
L'ESTIMATION DES INDICES 
DE PROFONDEUR 
4.1 Introduction 
L'un des objectifs de l'extraction des caractéristiques d'images dédiées à la perception 3D 
est la construction d'une représentation riche et compacte de la scène. Considérons une 
séquence d'images d'une scène réelle acquise par une caméra évoluant dans un espace 3D 
et dont les valeurs des paramètres extrinsèques (position et orientation) et intrinsèques 
(ouverture, distance focale, lentille, etc.) en fonction du temps sont connues. À partir 
de cette séquence d'images, il est possible d'extraire certains indices de profondeur, tels 
que la disparité, le flou et le mouvement 2D. La disparité est définie comme étant la 
distance entre deux points correspondants d'une paire d'images stéréoscopiques lorsque 
celles-ci sont superposées (figure 4.1). Les définitions du mouvement 2D et du flou ont 
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P (point de la scène) 






Figure 4.1 - Disparité entre deux points correspondants 
été respectivement présentées aux chapitres 2 et 3. 
Les techniques généralement proposées se contentent de calculer ces différents indices de 
profondeur indépendamment (se référer à [14, 34, 41], ainsi qu'aux sections 2.4 et 3.2). 
La complémentarité de ces informations n'est pas considérée, ce qui peut occasionner une 
perte de précision et de densité. Il serait intéressant d'estimer de manière simultanée et 
coopérative la disparité, le flou et le mouvement 2D. Aucune approche ne semble avoir 
été proposée en ce sens. En fait, il existe des méthodes permettant de calculer de manière 
synchrone le flot optique et le flou [30], ainsi que le flot optique et la disparité [52], mais 
aucune d'entre elles n'estime la disparité et le flou ou bien les trois indices simultanément. 
Ce chapitre présente un algorithme permettant de calculer simultanément la différence 
de flou et la disparité entre une paire d'images (stéréoscopiques ou séquence) unidimen-
sionnelles. Pour ce faire, nous généraliserons l'approche d'estimation du flou présentée 
dans le chapitre précédent. Sous les mêmes hypothèses (projection perspective, système 
de formation d'image passif, PSF gaussienne et CT(x,y) localement constant), nous démon-
trerons que tout coefficient du polynôme <l'Hermite, calculé à partir de l'image la plus 
floue, peut-être exprimé en fonction des dérivées partielles de la seconde image, d'une 
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différence de fi.ou et d'un facteur de décalage. Il est ainsi possible d'estimer ces derniers 
en résolvant un système d'équations. Les estimations résultantes sont ensuite régularisées 
afin de raffiner la solution finale et d'améliorer ainsi la précision. 
La section suivante détaille les règles d'estimation simultanée du flou et de la disparité 
pour les images lD. L'algorithme résultant est décrit à la section 4.3. Les résultats expé-
rimentaux et l'influence des différents paramètres sont ensuite présentés à la section 4.4. 
4.2 Estimation simultanée du flou et de la disparité 
4.2.1 Approche basée sur la transformée d'Hermite 
Cette section présente le développement mathématique sur lequel repose l'approche d'es-
timation simultanée du flou et de la disparité dans le cas d'un signal lD. Ce dévelop-
pement est en fait une généralisation de la méthode d'estimation du flou présentée au 
chapitre 3. Considérons Ir(xr) et IL(xL), respectivement les images droite et gauche d'une 
même scène, obtenues en modifiant un ou plusieurs paramètres intrinsèques des camé-
ras (figure 3.1) d'un système d'acquisition stéréoscopique. Supposons que Ir(xr) est plus 
floue que IL(xL)· Tel que mentionné au chapitre précédent, une telle supposition n'a au-
cune conséquence, puisqu'il est possible de déterminer quelle image est la plus floue. 
Lorsque la fonction PSF est une gaussienne, Ir(xr) = (I * 9uJ(xr) et IL(xL) = (I * 9cr,)(xL), 
où 9cr(x) est une gaussienne de variance o-2, I(x) est l'image en focus, *la convolution et 
O"r > o-l. Ainsi, la relation qui existe entre Ir(Xr) et It(Xt) est donnée par: 
(4.1) 
où XL= xr+s représente la relation entre les deux systèmes de coordonnées, s la disparité 
et /3 = J o-; - o-'f la différence de flou entre les deux images. 
92 
L'estimation du Hou et de la disparité consiste donc à calculer /3 et s. À cette fin, utilisons 
la transformée <l'Hermite présentée au chapitre précédent. L'approximation de l'image 
Ir(Xr) par la base polynomiale {Pn(xr)} à l'intérieur d'une fenêtre 9cr(xr) est donnée par: 
+oo 
Ir(Xr) = L rn(m)Pn(Xr - m), (4.2) 
n=O 




En remplaçant la fenêtre g(xr) par w(xr) = Ef=-K Jgu(Xr - kT) et en considérant un 
espacement d'échantillonnage T équidistant, l'approximation de l'image Ir(xr) à l'inté-
rieur de cette fenêtre centrée en Xr devient : 
K 
Ir(Xr)w(xr) = L lr(Xr) V gcr(Xr - kT). (4.5) 
k=-K 
En substituant Ir(xr) de la partie de droite par l'équation (4.2), nous obtenons: 
(4.6) 
En considérant que rn(xr) représente les coefficients de l'image droite et ln(xt) cernc de 
l'image gauche, selon l'équation (4.3), la relation rn(xr) = ln(Xt) doit être satisfaite. 
En introduisant l'équation (4.1) dans l'équation (4.3), les coefficients de l'image Ir(xr) 





et et.2 = a 2 + /32 • En d'autres termes, l'équation ( 4. 7) peut s'écrire: 
l +oo rn(Xr) = -oo lc(Xr + s - x)fn(x)dx. (4.9) 
Les équations (4.3) et (4.9) illustrent la relation qui existe entre les images Ir et It. 
Cependant, nous nous retrouvons avec une équation non linéaire à deux inconnues (/3 et 
s). Nous devons donc simplifier cette relation afin d'en extraire une règle pour le calcul 
simultané du flou /3 et de la disparités. Considérons le développement en séries de Taylor 
de Ic(Xr - x + s) au point Xr: 
1 ( ) 
_ ~ (s - x)PJl(p)(xr) 
l Xr + S - X - ~ 1 ' 
p=O p. 
(4.10) 
où Ic(p)(x) représente lape dérivée de Ic(x). En combinant les équations (4.9) et (4.10), 
nous obtenons: 
+oo 
rn(Xr) = LSn,pI[(p)(xr), (4.11) 
p=O 
où 
l +oo (s - x)P Sn,p = 1 fn(x)dx. -OO p. ( 4.12) 
Les équations ( 4.3) et ( 4.11) expriment la relation qui prévaut entre les images Ir et Iz. 
Le coefficient sn,p de cette dernière est proportionnel au pe moment de fn(x) centré surs 
et est une fonction du flou /3 et de la disparités. Cela signifie qu'il est possible d'estimer 
la relation entre /3 et s à partir de Ir(x), Ic(x) et fn(x). Afin de réduire les coûts reliés au 
calcul des moments, développons une procédure de calcul rapide pour sn,p· Sachant que: 
l +oo (s - x)P P · 1+00 (-x)P-i 1 P . Sn,p = 1 fn(x)dx = L Cf s' 1 fn(x)dx = 1 L Cf s'an,p-ii -oo p. i=O -oo p. p. i=O 
(4.13) 
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nous distinguons les cinq situations suivantes : 
- Si n = p = 0, alors l'équation ( 4.12) donne s0 ,0 = 1. 
- Si p = 0 et n > 0, alors Sn,o = J~;: fn(x)dx =O. 
- Sin= 0 et p = 2r + 1, alors ao,2r+1 = J~; x 2r+l fo(x)dx =O. D'où: 
r 
1 ~ c2r+l 2i+l 
So,2r+l = (2r + l)! ~ 2i+l s ao,2r-2i· ( 4.15) 
- Sin= 0 et P = 2r, alors ao,2r = J~; x 2r fo(x)dx = <2r-1><2;-;:--3>· .. 3°'2 r (voir Annexe B) 
et: 
r 
_ 1 ~c2r2i 
So,2r - ( 2r)! ~ 2i s ao,2r-2i· z=O 
(4.16) 
- Sin > 0 et p > 0, à l'aide de la règle d'intégration par parties, l'équation (4.14) 
peut s'écrire: 
an,p-i = -cr(p-i)(-l)p-i-l 1-:00 xp-i-lfn-1(x)dx = -cr(p- i)an-1,p-i-l· (4.17) 
Cette équation fournit une méthode récursive de calcul de an,p-i pouvant être sim-
plifiée comme suit : 
<ln,p-i = { 
Ainsi: 
(
- l)nan (p-i)! (p-i-n-l)(p-i-n-3) .. ·3ap-i-n 
(p-i-n)! 2{p-i-n)/2 sin< p - i et 
0 
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p - i - n est pair 
sinon. 
sin> p 
si p- n = 2r 
si p - n = 2r + 1. 
(4.18) 
(4.19) 
En conclusion, le calcul sn,p est directement donné par : 
( l)n n 1 ~r (p-2i)! rlP 2i - (]" p! L.,,i=O (2r-2i)! l../iiS ao,2r-2i si p > n et p - n = 2r 
( l)n n 1 ~r (p-(2i+l))! rlP 2i+l - (]" p! L.,,i=O (2r-2i)! vii+l S ao,2r-2i 
(-l)ncrn Sn,p = 




Cette équation constitue une règle simple et efficace pour déterminer la valeur de sn,p· 
Elle permet ainsi la simplification des calculs de rn(xr) et l'approximation de Ir(xr). En 
utilisant les équations (4.3), (4.11) et (4.20), la relation entre les deux images Ir(x) et 
Il ( x) est désormais donnée par : 
+oo 
rn(Xr) = L Sn,pll(p)(xr) =(Ir* hn)(xr). 
p~n 
L'équation de reconstruction de l'image Ir(x) (éq. (4.6)) devient donc: 
+oc +oo K J ( kT) 
Ir(x) = LL L Sn,pll(p)(x)Pn(X - kT) guw~zj 
n=O p~n k=-K 
(4.21) 
(4.22) 
Il est maintenant possible de calculer la différence de flou et la disparité. À titre d'exemple, 
considérons l'utilisation des coefficients r0 et r 1 dans l'équation (4.21). Dans le cas de 
ro, nous supposons que Lp>3 s0,pll(p) (xr) = 0, tandis que pour r1, E;~ s1,pll(p) (xr) = O. 
Selon l'équation (4.20), So,o = 1, So,1 = s, So,2 = ~2 + ~, So,3 = s(~2 + 562 ), S1,1 = -(]", 
s 1,2 = -sO" et s 1,3 = -0"(~2 + s; ). En se basant sur l'équation ( 4.21), nous obtenons: 
{ 
ro(xr) = Il(Xr) + sfi (xr) + (~2 + 52
2 )fi' (xr) + s(~2 + 5:)1;" (xr) = Cir * ho)(xr) 
r1(Xr) = -O"fi (xr) - sO"I;1 (xr) - 0"(~2 + s;)I;" (xr) =(Ir* h1)(xr), 
(4.23) 
où ho (xr) et h1 (xr) correspondent respectivement à un filtre gaussien de variance Œ2 /2 et 
à sa première dérivée multipliée par un facteur constant (-Œ) (équation (4.4)). Sachant 
que a 2 = {32 + o-2, nous nous retrouvons donc avec deux équations à deux inconnues (/3 
et s). 
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La résolution d'un tel système d'équations ne mène toutefois pas à une solution unique et 
précise pour de nombreux points de l'image. En fait, plusieurs causes, dont l'imprécision 
reliée à l'approximation des images et l'imprécision du calcul des dérivées au niveau 
numérique, empêchent le respect de la relation ( 4.21). Pour cette raison, il est préférable 
de rechercher une solution qui minimise à la fois les erreurs suivantes: 
eo(Xr) = (It(Xr) + s.fc (xr) + (~2 + s; )fi' (xr) + s(~2 + s; )I;" (xr) - (Ir * ho)(xr))2 
ei(xr) = (-u.fc (xr) - su.fc' (xr) - o-(~2 + 8;).fi" (xr) - (Ir* h1)(xr)) 2 
(4.24) 
Cela peut être effectué en minimisant : 
M n 
ec(Xr) = L L~(Xr +m), (4.25) 
m=-M i=O 
où M > 0 est un paramètre qui détermine la taille du voisinage. Pour chaque point Xr, il 
suffit donc de rechercher les couples (/3,s) qui correspondent à des minima locaux de ec, 
c'est-à-dire tels que: 
bec= O 
ôs l (4.26) 
Parmi les couples ainsi obtenus pour le point Xr, celui qui minimise la valeur de ec est 
retenu. Cette démarche permet donc de déterminer simultanément la variation de flou f3 
et la disparité s. 
4.2.2 Régularisation de la solution 
Les expérimentations ont montré que les équations ( 4.25) et ( 4.26) ne garantissent pas 
l'obtention d'une solution lisse. Cela contredit l'hypothèse selon laquelle le flou et la 
disparité sont localement constants (section 4.1). Il importe donc de raffiner la solution 
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initiale en pénalisant les variations brusques dans les fonctions f3(x) et s(x). Notons 
que nous utiliserons uniquement f3 et s dans ce qui suit afin de simplifier la notation. 
Ainsi, cette pénalisation (contrainte de lissage) peut se traduire par la minimisation de 
l'intégrale suivante: 
es = f ( (/3')2 + (s1 ) 2 ) dx. (4.27) 
Par ailleurs, les f3 et s estimés doivent également minimiser l'erreur suivante: 
(4.28) 
Il s'agit donc de minimiser ee avec es comme contrainte, c'est-à-dire ee + Àes: 
f (Ir(x - s) - (It * g.a)(x)) 2 +À ( (/31 )2 + (s') 2 ) dx, (4.29) 
où * est l'opérateur de convolution et À un paramètre qui pondère l'erreur par rapport 
au lissage. La valeur de ce dernier est généralement élevée pour les régions homogènes de 
f3 et s et faible dans le cas contraire. 
Pour un point x quelconque, les équations itératives permettant de résoudre ce type de 
système d'équations sont données par [43}: 
et /3k _ /3k-1 Ôet - -7}fj-ô/3 
(4.30) 
où et(x) = (Ir(x - s) - (It * g.a)(x)) 2 + >.((/31 ) 2 + (s') 2 ), 7Js et 7}fi pondèrent la variation par 
rapport à la valeur précédente et k est le nombre d'itérations. Déterminons maintenant 
les valeurs de~ et W-· Pour ce faire, posons Ir(x- s) ::::= Ir(x) - s'1.(x), puis approchons 
/31 et s' par /3-f3av et s-Sav, respectivement. f3av et Sav représentent les valeurs moyennes 
de /3 et s dans un voisinage donné. Ainsi, et devient : 
et(x) = (Ir(x) - sl~(x) - (It * gp)(x)) 2 + À((/3 - f3av) 2 + (s - Sav) 2 ). (4.31) 
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où k = l · · · K, TJs > 0 et T/tJ > O. Notons que les 'Valeurs de T/fJ et TJs ne sont pas 
nécessairement constantes pour tous les points de l'ima.ge. 
4.3 Algorithme résultant 
L'algorithme pour l'estimation simultanée de la différence de flou /3 et de la disparité s 
peut être spécifié directement à partir du développemcent mathématique présenté dans 
les sections précédentes. Considérons une somme finie p'°ur l'équation (4.21) (c'est-à-dire 





Tn(Xr) = L Sn,pll(p)(xr), 
p~n 
(4.37) 
où n = 0,1, · · · ,N. Pour un n donné, les équations ( 4.36) et ( 4.37) forment un système 
de deux équations à deux inconnues : r n et sn,p· sn,p est une fonction du flou /3 et de 
la disparité s, lesquels peuvent ainsi être estimés en résolvant un système d'équations 
formé par l'utilisation d'au moins deux valeurs den. Cependant, tel que mentionné à la 
section 4.2.1, les imprécisions dues à l'approximation des images et au calcul des dérivées 
numériques empêchent le respect des relations (4.36) et (4.37). Nous estimons donc f3 et 
s en minimisant l'équation (4.25). Pour chaque pixel (x,y), nous obtenons zéro, un ou 
plusieurs couples (/3,s) correspondant aux minima locaux de ec. À partir de ces couples, 
nous retenons celui qui produit la plus petite erreur. Ce dernier constitue l'estimation 
initiale (/3°,s0 ). Lorsque {3° et s0 ont été estimés pour tous les points, nous régularisons 
de manière itérative la solution afin de la rendre lisse (équations (4.34) et (4.35)). 
En résumé, soient a-, T, N, P, At!, À, K, T/{3 et 'f/5 , l'algorithme est composé de trois étapes: 
1. Estimation des r n (équation ( 4.36)). 
2. Estimation des valeurs initiales (/3°,s0 ) en résolvant le système d'équations (4.26). 
3. Régularisation de la solution (équations ( 4.34) et ( 4.35)). 
4.4 Évaluation des performances 
4.4.1 Comportement de l'algorithme 
L'algorithme proposé provient d'une généralisation de l'approche d'estimation du flou 
présentée au chapitre précédent. Pour cette raison, nous nous attendons à ce qu'il se 
100 
comporte de manière similaire (section 3.6.1). À cette fin, examinons le comportement 
du système d'équations ( 4.36) et ( 4.37) en présence d'images constantes, de contours de 
type marche et de lignes. 
- Images constantes= les dérivées de l'image sont nulles et le système d'équations est 
réduit à rn(Xr) = Sn,oic(xr) = (Ir* hn)(xr)- Selon l'équation (4.20), Sn,o vaut 1 
si n = 0 et 0 dans le cas contraire. Ainsi, r0 (xr) = Ic(xr) = (Ir* h0 )(xr). Cette 
équation ne permet donc pas de calculer le flou et la disparité. 
- Contours de type marche: pour une marche, IcCP>(xr) = 0, si p est pair. Dans un tel 
cas, le système d'équations devient r n(Xr) = Sn,oic(Xr )+ E;;,+l~n Sn,2p+1Ic(2p+l) (xr) = 
(Ir* hn)(xr)· L'estimation simultanée du flou et de la disparité est donc possible. 
- Lignes: pour une ligne, 1?> (xr) = 0, si p est impair. Dans cette situation, le système 
d'équations devient Tn(Xr) = E;;,>n Sn,2pic(2P>(xr) =(Ir* hn)(xr)- Le calcul du flou 
et de la disparité est donc possible. 
En conclusion, tout comme dans le cas du flou, une estimation locale au sein des régions 
constantes de l'image n'est pas suffisante pour le calcul de la disparité. Ceci est dû au 
fait que la convolution d'une image constante avec une distribution gaussienne normalisée 
(PSF) redonne l'image elle-même. 
4.4.2 Résultats expérimentaux 
L'algorithme proposé a été testé à l'aide d'images unidimensionnelles. Pour ces tests, 
les dérivées des signaux sont calculées à l'aide de la convolution de ces derniers avec les 
dérivées appropriées de la fonction gaussienne. Les valeurs de l'échelle O" et de l'espacement 
T sont toutes deux égales à 1. La figure 4.2 présente un exemple d'estimation simultanée 
du flou et de la disparité dans le cas d'un signal ID synthétique perturbé par un bruit 
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blanc additif de moyenne zéro. Le signal de la figure 4.2b est plus flou ( Œ = v'5) que 
celui de la figure 4.2a (Œ = 1). De plus, il a été décalé d'un pixel vers la droite (s = -1). 
Les figures 4.2c et 4.2d présentent respectivement les estimations initiales du fi.ou (/3°) 
et de la disparité (s0 ) découlant de l'équation (4.25) avec comme paramètres N = 1, 
P = 3 et M = 2. Elles illustrent clairement l'aspect irrégulier de la solution initiale. 
Comme le montrent les figures 4.2e à 4.2h, les estimations ont été régularisées à l'aide 
des équations (4.34) et (4.35). Les paramètres employés sont À= 4, T/{3 = 0.04, 1Js = 0.04 
et K variant de 10 à 200. Remarquons que la solution tend vers les valeurs réelles de 
fi.ou et de disparité (/3 = 2 et s = -1). Notons également que l'absence de valeur au 
niveau des bords est due à l'utilisation des masques de convolution lors du calcul des 
dérivées. La figure 4.3 montre les résultats d'un second test effectué à l'aide du signal de 
la figure 4.2a. Dans ce cas-ci, le deuxième signal de la paire est décalé de 1 pixel vers la 
droite (s = -1) et il comporte une discontinuité de flou de type marche (/3 = 1 et /3 = 2). 
Les estimations résultantes sont présentées dans les figures 4.3a à 4.3h. Les paramètres 
utilisés sont respectivement N = 1, P = 3, M = 2, À= 4, K E {10,50,200}, 1Jf3 = 0.04 
et T/s = 0.04. D'après ces graphiques, nous constatons que la discontinuité de profondeur 
de type marche au niveau du fi.ou devient évidente suite au processus de régularisation. 
Nous remarquons également que la solution finale est précise. En d'autres termes, elle 
s'approche des valeurs réelles de flou et de disparité. 
Les performances de cet algorithme ont aussi été évaluées à l'aide d'images lD créées 
à partir d'un signal réel. Les figures 4.4a et 4.4b présentent respectivement un signal 
réel et une version décalée ( s = -1), puis lissée (/3 = 1) de ce dernier. Les graphiques 
représentant les estimations initiales du fi.ou (/3°) et de la disparité (s0 ) sont illustrés dans 
les figures 4.4c et 4.4d. Les paramètres de l'équation (4.25) que nous avons utilisés sont 
N = 1, P = 3 et M = 2. Encore une fois, notons l'aspect irrégulier de cette solution. 
Pour leur part, les figures 4.4e à 4.4h montrent les résultats du processus de régularisation 
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(À = 4, K E {10,200}, T/f:J = 0.01 et T/s = 0.01). De manière générale, il semble que les 
valeurs de /3 et s tendent respectivement vers 1 et -1 au fur et à mesure que le nombre 
d'itérations augmente. Cela est conforme aux attentes puisque ce sont les valeurs réelles 
de flou et de disparité. Nous remarquons toutefois la présence de valeurs aberrantes pour 
ces deux indices principalement dans le voisinage du point x = 70. En analysant l'image 
originale (figure 4.4a), nous constatons que ce point correspond à une variation brusque 
et grande du niveau de gris. Étant donné que le processus de régularisation repose sur 
l'emploi de dérivées numériques, l'imprécision de ces dernières peut être l'une des causes 
de ce problème. En ce sens, une étude plus approfondie reste à effectuer. Finalement, la 
figure 4.5 montre les résultats fournis par notre algorithme lorsque l'image de la figure 4.4a 
est modifiée de sorte que s = -2 et /3 = 2. Les paramètres utilisés sont N = 1, P = 3, 
M = 2, À= 4, K E {100,200,500}, T/f:J = 0.01 et T/s = 0.01. La profondeur et le flou estimés 
pour chacun des pixels x sont tracés dans les figures 4.5a à 4.5h. Globalement, f3k et sk 
tendent respectivement vers 2 et -2, ce qui signifie qu'ils se rapprochent graduellement des 
valeurs réelles de flou et de disparité. Cependant, nous constatons également la présence 
de valeurs aberrantes. 
Examinons maintenant l'influence de la valeur des indices de profondeur sur leur erreur 
d'estimation respective. À cet effet, le tableau 4.1 présente, pour différentes valeurs de 
fi.ou, les proportions de pixels dont l'erreur d'estimation de f3 se situe en deçà d'un 
certain seuil. Ces résultats ont été obtenus à partir du signal de la figure 4.2a en utilisant 
différentes valeurs f3 et s. Puisque seuls les points appartenant aux bords de l'image 
n'ont pas été considérés, les proportions affichées indiquent également la densité de la 
solution. Dans tous les cas, les paramètres utilisés sont N = 1, P = 3, M = 2, À = 4, 
K = 500, T/f:J = 0.04 et T/s = 0.04. En analysant ces résultats, nous constatons que 
l'erreur d'estimation du flou demeure faible lorsque la disparité est de 1 pixel. Cependant, 
l'accroissement de cette dernière occasionne une hausse drastique du taux d'erreur, tel 
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<1% <2% <5% < 10% <50% 
f3 = 1,s = -1 100% 100% 100% 100% 100% 
f3 = 2,s = -1 100% 100% 100% 100% 100% 
f3 = 5,s = -1 99% 100% 100% 100% 100% 
f3 = 10,s = -1 96% 100% 100% 100% 100% 
f3=1,s = -2 0% 0% 0% 0% 38% 
f3 = 1,s = -3 0% 0% 0% 0% 0% 
Tableau 4.1 - Proportions des pixels dont l'erreur pour f3 est inférieure à un seuil donné 
qu'en témoigne le passage de s = -1 à s = -2. Pour sa part, le tableau 4.2 présente, 
pour différentes valeurs de disparité, les proportions de pixels dont l'erreur d'estimation 
de s (en pixels) est inférieure à un seuil donné. Notons que le signal et les paramètres sont 
0 pixel < 1 pixel < 2 pixels < 3 pixels 
{3=1,s=-1 100% 100% 100% 100% 
f3 = 2,s = -1 100% 100% 100% 100% 
{3=5,s=-l 100% 100% 100% 100% 
f3 = 10,s = -1 100% 100% 100% 100% 
f3 = 1,s = -2 100% 100% 100% 100% 
f3 = 1,s = -3 0% 43,8% 95% 100% 
Tableau 4.2 - Proportions des pixels dont l'erreur pour s est inférieure à un seuil donné 
les mêmes que ceux utilisés pour les résultats du tableau précédent. Nous remarquons 
que la valeur de f3 ne semble pas avoir d'influence directe sur l'erreur d'estimation de 
s. En contrepartie, cette erreur augmente rapidement lorsque la disparité dépasse -2. 
En combinant les résultats des tableaux 4.1 et 4.2, nous pouvons donc conclure que 
l'algorithme estime de manière précise le flou et la disparité à condition que cette dernière 
soit inférieure ou égale à un pixel. Mentionnons toutefois qu'une telle limitation peut 
généralement être contournée grâce à l'utilisation du multi-résolution [l}. 
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4.4.3 Influence des paramètres 
Les choix des paramètres T, N, P, M, K, À, T/{3 et T/s influencent la qualité des résultats. 
Étant donné que T, N et P découlent de l'approche développée pour l'estimation du 
flou, les valeurs devant être utilisées ont été discutées dans la section 3.6.3. Pour leur 
part, À et K contrôlent le processus de raffinement itératif. Puisqu'un tel processus est 
également utilisé par de nombreux algorithmes d'estimation du flot optique, la description 
de leur influence respective est présentée dans la section 2.7.2. Dans ce qui suit, nous nous 
concentrerons donc sur les paramètres M, T//3 et T/s· 
Le paramètre M détermine la taille du voisinage considéré lors de la minimisation de 
l'équation (4.25). Quand M est grand, les indices estimés pour un point donné sont 
proches de ceux de ses voisins. Cependant, puisque les indices de profondeur sont consi-
dérés comme étant localement constants, le voisinage utilisé doit être petit. Le choix de 
M constitue donc un compromis entre le degré de lissage et la précision des valeurs f3 et 
s estimées. 
Selon les équations ( 4.34) et ( 4.35), les paramètres T/f3 et T/s pondèrent respectivement les 
variations de f3 et des. Plus les valeurs de ces paramètres sont grandes, plus les variations 
sont amplifiées. Sachant que de petites variations peuvent occasionner une convergence 
très lente de la solution, il peut sembler important d'utiliser de grands T/fJ et T/s· Toutefois, 
cela peut faire osciller les estimations de f3 et de s autour du minimum recherché sans 
jamais converger. Par conséquent, le choix de T/fJ et T/s doit assurer un compromis entre la 
rapidité de convergence et la précision des valeurs f3 et s associées au minimum. Il existe 
certaines règles de calcul de T/{3 et de T/s afin d'assurer ce compromis [43). 
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4.5 Conclusion 
Les indices de profondeur contenus dans une on plusieurs images sont fréquemment utili-
sés pour estimer la structure tridimensionnelle d'une scène réelle. A cet effet, nous avons 
proposé un modèle unifié permettant de calcul-er de manière simultanée et coopérative le 
fi.ou et la disparité à partir d'images stéréoscopiques unidimensionnelles. En considérant 
une paire d'images d'une même scène proven.ant d'un système d'acquisition stéréosco-
pique dont les paramètres intrinsèques des carr:J.éras sont différents, nous avons généralisé 
l'approche d'estimation du flou présentée au c:Jiapitre précédent. En ce sens, nous avons 
démontré que tout coefficient du polynôme <l'Hermite, calculé à partir de l'image la plus 
floue de la paire stéréoscopique, peut-être exprimé en fonction des dérivées partielles de 
la seconde image, d'une variation de flou et d'um facteur de décalage. Un système d'équa-
tions peut ainsi être utilisé afin d'estimer ces derniers. L'approche résultante se divise 
en trois étapes. Dans un premier temps, des approximations des images sont créées à 
l'aide d'une base du polynôme <l'Hermite. Dans un deuxième temps, la résolution du sys-
tème d'équations, ou plutôt la minimisation die son erreur, permet d'obtenir des valeurs 
initiales (3° et s0 pour chaque pixel (x,y). Finalement, cette solution est régularisée. 
Les résultats fournis par notre algorithme confirment qu'il est possible d'estimer simulta-
nément différents indices de profondeur : le flou et la disparité dans ce cas-ci. Ces indices 
peuvent servir, entre autres, à reconstruire de :r:nanière précise une scène 3D. Des travaux 
ultérieurs consisteront à étendre l'algorithme en 2D, à le valider, à gérer les grandes dis-
parités, à inclure le mouvement, puis à fusionn-er les indices en vue de produire une carte 
de profondeurs unique. 
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a. Signal lissé ( CY = 1) 
c. Flou initial (/3°) 
- - - ":"' ·-
e. /310 (lüe itération) 
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b. Signal modifié ( CY = v'5 et s = -1) 
d. Disparité initiale ( s0) 
f. s10 (1oe itération) 
_: \_...___ __ )
h. s200 (2ooe itération) 
Figure 4.2 - Estimation du flou et de la disparité à partir d 1un signal 1D bruité 
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a. Flou initial (/3°) b. Disparité initiale (8°) 
- - - - ~ ·- -· 
c. /310 (1oe itération) d. 8 10 (1oe itération) 
\ _________ ~--J 
- - - - ~ ·-




- - - - ~ ·-
g. 13200 (2ooe itération) h. 3 200 (2ooe itération) 
Figure 4.3 - Flou et disparité d'un signal 1D contenant une discontinuité de flou 
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b. Image modifiée (/3 = 1 et s = -1) 
d. Disparité initiale (s0 ) 
f. s 10 (1oe itération) 
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h. s 200 (2ooe itération) 
Figure 4.4 - Flou et disparité à partir d'une image réelle 1 D modifiée 
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a. Flou initial (/3°) b. Disparité initiale (s0 ) 
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Figure 4.5 - Flou et disparité pour une image réelle 1D modifiée (test II) 
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CONCLUSION 
Dans le domaine de la reconstruction tridimensionnelle, différents indices associés à la 
perception 3D peuvent être extraits à partir d'une ou plusieurs images. À cet effet, nous 
avons proposé quatre approches différentes. 
La première est une approche de détection des jonctions L, X, Y et T ainsi que des 
terminaisons de lignes. L'approche résultante est divisée en deux étapes. D'abord, à partir 
des informations de lignes extraites de l'image, la courbure locale est calculée. Par la suite, 
un traitement basé sur la courbure estimée et les informations du voisinage est effectué 
en vue de localiser avec précision les jonctions et extrémités de lignes. Les tests effectués 
ont montré que cet algorithme est efficace et qu'il permet de détecter les jonctions et 
terminaisons de lignes évidentes. Ils ont également montré que la localisation peut être 
accrue avec l'utilisation d'une mesure de courbure basée sur le taux de changement de 
direction des vecteurs d'orientation le long de la ligne. Cet algorithme a été validé dans 
une application de mise à jour automatique des bases de données cartographiques. 
La seconde approche que nous avons présentée permet Pestimation du mouvement ap-
parent en vue de déterminer l'ordre de profondeur relatif des objets de la scène. Deux 
étapes sont nécessaires : estimation du flot optique et segmentation des images selon un 
critère d'homogénéité appliqué au module des vecteurs de mouvement. Une estimation 
robuste du flot optique est donc primordiale. En ce sens, une évaluation qualitative des 
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algorithmes d'estimation du mouvement dans un contexte de segmentation d'images a 
préalablement été effectuée. Celle-ci a révélé qu'aucun des algorithmes testés ne réussit 
à résoudre entièrement les problèmes d'ouverture et d'occlusions. Cette évaluation nous 
a toutefois permis de choisir le meilleur algorithme (au sens de la simplicité, de la ra-
pidité et de la qualité des résultats) et de l'améliorer. Les résultats fournis par notre 
approche ont confirmé que le flot optique peut être directement utilisé dans un processus 
de segmentation en couches des images. 
La troisième approche que nous avons présentée permet de calculer le flou contenu dans 
une ou plusieurs images d'une même scène en vue d'estimer la profondeur des objets. 
Plus précisément, celle-ci calcule la différence de flou entre deu..x: images acquises à partir 
d'une même caméra dont les paramètres intrinsèques ont été modifiés. Pour ce faire, les 
images sont approchées à l'aide d'une base du polynôme d'Hermite. Nous avons démontré 
que tout coefficient d'un tel polynôme, calculé à partir de l'image la plus floue, peut être 
exprimé en fonction des dérivées partielles de la seconde image et de la différence de flou. 
La résolution des systèmes d'équations permet donc d'obtenir différentes valeurs de flou, 
parmi lesquelles celle minimisant l'erreur quadratique est retenue. Les tests effectués 
ont clairement montré qu'une telle combinaison de différentes valeurs de flou mène à 
l'obtention d'une estimation dense et précise de ce dernier. Cela a d'ailleurs été validé 
par l'implantation d'une méthode d'estimation de la profondeur des points de la scène à 
partir du flou. 
La dernière approche que nous avons présentée permet de calculer de manière simultanée 
et coopérative la disparité et le flou à partir de deux images unidimensionnelles (sté-
réoscopiques ou séquence). Elle constitue en fait une généralisation de notre approche 
d'estimation du flou. En ce sens, nous avons démontré qu'une image donnée de la paire 
peut être exprimée en fonction des dérivées partielles de la seconde image, d'une varia-
tion de flou et d'un facteur de décalage. Un système d'équations peut ainsi être utilisé 
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afin d'estimer ces derniers. La solution obtenue est ensuite régularisée afin de la rendre 
plus lisse et plus précise. Les résultats fournis par notre algorithme ont confirmé la pos-
sibilité d'estimer simultanément plusieurs indices de profondeur de manière précise. Par 
conséquent, la fusion de ces informations peut ensuite servir à assurer l'obtention d'une 
estimation précise de la profondeur de la scène. 
En conclusion, toutes ces approches permettent d'obtenir directement ou indirectement 
des informations sur la structure tridimensionnelle d'une scène réelle. Elles pourront donc 
être insérées dans diverses applications appartenant à des domaines variés, tels que la 
médecine, le cinéma et la robotique. Des travaux ultérieurs concerneront l'unification des 
quatre indices de profondeur présentés dans ce document afin d'enrichir et de compléter 
le modèle de perception 3D. 
113 
ANNEXE A 
Nous désirons montrer que la séquence {Pn(x) = Hn(;)} est orthogonale pour 9u(x) 
(éq. (3.6)) définie sur l'intervalle] - oo, + oo[. Nous savons que la séquence {Hn(x)} est 
orthogonale pour la fonction e-x2 définie sur] - oo,oo[ [46]: 
(4.38) 
où Ôm,n est le delta de Kronecker. Considérons l'intégrale: 
,,2 
l +oo e-~ X X r,;; Hn(-)Hm(-)dx. -oo v 7rcr cr cr (4.39) 




Nous désirons calculer le moment d'ordre n de la gaussienne gu(x) (éq. (3.6)): 
( 4.41) 
Sachant que x 2r+lga-(x) est impair, nous pouvons déduire que les moments impairs sont 
nuls. Lorsque n = 2r, en utilisant l'intégration par parties u = gu(x) et dv = x2r, nous 
obtenons: 
j +oo 2 j+oo x2r gu(x)dx = 2 x 2r+2 gu(x)dx 
-OO (2r + l)Œ -OO ( 4.42) 
(2r + l)a-2 
µ2r+2 = 2 µ2r ( 4.43) 
(2r - 1) (2r - 3) · · · 3a-2r 
µ2r = 2r . (4.44) 
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ANNEXE C 
Nous désirons déduire une règle de calcul de la profondeur à partir d'une différence de flou 
(32 entre les deux images Ic(x,y) et Ib(x,y). Considérons l'image Ic(x,y) acquise à l'aide 
d'une caméra optique dont les valeurs des paramètres sont v, F, f, et a-. Conformément 
à la géométrie d'une caméra (figure 3.1), la relation entre la profondeur z et le flou a- est 
donnée par: 
1 1 1 
ka-= dv(- - - - -), 
F z V ( 4.45) 
où d représente le rayon de la lentille. Supposons que l'image I6 (x,y) fut acquise en 
incrémentant v de ôv, où ôv > O. Cela occasionne un changement de valeur pour a-, 
c'est-à-dire a-+ ôa-, où: 
1 1 
kôa- = dôv(F - ~). 
Selon l'équation (3.4), la relation entre (3 et O" est donnée par: 





où x = ~ - ~- En résolvant cette équation du second ordre selon x, nous obtenons deux 




-2v_+_ô_v (l + 
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1 J2(2v + ôv) k2(32) + F 28v . ( 4.49) 
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