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1. Introduction
In this paper, we will study the W 1,p estimates for the following divergence form elliptic problem
{−div(A(x)∇u)= div f, in Ω,
u = 0, on ∂Ω, (1.1)
where Ω ⊆ Rn is bounded and (δ,σ , R) quasiconvex, which is essentially those domains that can be
approximated by convex domains in all scales (see Deﬁnition 3.2). Here f = ( f1, f2, . . . , fn) is a given
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As usual, the solution of (1.1) is taken in the weak sense.
Deﬁnition 1.1. Let 1 < p,q < ∞, 1/p + 1/q = 1. If u ∈ W 1,p0 (Ω) satisﬁes
∫
Ω
A∇u∇ηdx = −
∫
Ω
f · ∇ηdx, ∀η ∈ W 1,q0 (Ω), (1.2)
we say u is a weak solution of (1.1).
As to the above mentioned problem, Byun and Wang [3] showed that for each p > 1, there exists
a small δ, such that the W 1,p holds for (1.1) when Ω is (δ, R) Reifenberg ﬂat (see Deﬁnition 3.1) and
the coeﬃcient matrix A is (δ, R) vanishing (see Section 2 for the deﬁnition of (δ, R) vanishing). Byun
[2] also proved the Lp regularity of the corresponding parabolic problem on the Lipschitz domains
with small Lipschitz constant. The basic tools in the proof of these two papers are a modiﬁed Vitali
covering lemma, the Hardy–Littlewood maximal function and compactness method. Their approach
is deeply inﬂuenced by [15], in which the W 2,p estimates for Poisson and heat equations were in-
vestigated via a geometric approach. The key step in [2,3,15] is the so-called “good-λ” inequality, the
underline ideas are the energy estimates, the maximal function technique and the approximation by
the corresponding homogeneous problem. Very recently, E. Acerbi and G. Mingione [1] employed a
“Large-M” technique to drive the local Calderón–Zygmund type estimates for the parabolic p-Laplace
problem. By avoiding the use of the maximal function operator, they proceed with the estimates di-
rectly on the intrinsic cylinders through delicate scaling. Their method also can be applied to elliptic
problems similar to (1.1), see [11,17].
As for the regularity of problem (1.1) in nonsmooth domains, Grisvard [6] treated it in convex do-
mains and polygons. But his results are mainly in the L2 context. Following the estimates of the Green
function, Fromm [5] showed that in bounded convex domains, the W 1,p estimates held for solutions
to Poisson equation. Using harmonic analysis technique, Jerison and Kenig [9] gave a nearly complete
answer of the W 1,p regularity of Dirichlet problem for Poisson equation on Lipschitz domains. Par-
ticularly, they showed that for problem (1.1) with A = In , there exists an exponent p1 with p1 > 4
when n = 2 and p1 > 3 when n 3, such that the W 1,p estimates held for p′1 < p < p1( 1p′1 +
1
p1
= 1)
on the Lipschitz domains (see Theorem 0.5 in [9]). In [16], Wood applied the semigroup theory to
derive the maximal Lp regularity for the Laplacian operator on Lipschitz domains, some counterex-
amples were constructed to support his results. As an application of a special variational argument
based on Nirenberg difference quotient technique, Savaré [13] got the regularity of problem (1.1) in
the Sobolev–Besov space with Ω and coeﬃcient matrix A are both Lipschitz.
The aim of this paper is to investigate the W 1,p estimates for problem (1.1) when Ω is a (δ,σ , R)
quasiconvex domain (see Deﬁnition 3.2). The main result of this paper is as follows:
Theorem 1.1. For any 1 < p < ∞, there exists a small δ = δ(n, p), such that for all A with A uniformly elliptic
and (δ, R) vanishing, for all Ω with Ω (δ,σ , R) quasiconvex, and for all f with f ∈ Lp(Ω;Rn), the Dirichlet
problem (1.1) has a unique weak solution u ∈ W 1,p0 (Ω). Moreover,
∫
Ω
|∇u|p dx C
∫
Ω
|f|p dx. (1.3)
This result generalizes the result in [3], because the (δ, R) Reifenberg ﬂat domain is a special case
of (δ,σ , R) quasiconvex domain. It also extends the regularity theory from convex domains to more
general nonsmooth domains including some special fractal sets, since the (δ,σ , R) quasiconvex do-
main looks like a convex domain locally (see Theorem 3.1). A new modiﬁed Vitali covering lemma
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tion technique are also used to derive the global estimates.
The plan of this paper is as follows: in Section 2, we list some notations and known analysis
results; in Section 3, we introduce the quasiconvex domain and consider the related modiﬁed Vitali
covering lemma on it. Section 4 is the main part of this paper, we will prove some approximation
lemmas and iteration results. Finally we show the W 1,p estimates.
In this paper, C denotes a general constant which may change in a single string of estimates, it
may depend on the geometric property of Ω , n, p and so on, but doesn’t depend on f and u.
2. Preliminaries
In this section, we recall some notations and results in analysis, for a complete treatment of the
relative theory, we refer to [14]. Firstly, we introduce some notations:
(1) Br(x) = {y ∈ Rn: |y − x| < r} is an open ball centered at x with radius r. Br = Br(0), B+r =
Br ∩ {xn > 0}.
(2) Ωr = Ω ∩ Br , Ωr(x) = Ω ∩ Br(x).
(3) ∂Ωr is the boundary of Ωr . ∂wΩr = ∂Ω ∩ Br(x) is the wiggled part of ∂Ωr , ∂cΩr = ∂Ωr \ ∂wΩr is
the curved part of ∂Ωr .
(4) χΩ(x) is the characteristic function of Ω . χΩ(x) = 1 if x ∈ Ω and χΩ(x) = 0 outside Ω .
(5) For a locally integrable function f ,
f Br(x) =
1
|Br |
∫
Br(x)
f (y)dy
is the average of f over Br(x).
(6) For a measurable function f , deﬁne its distribution function
μ f (λ) =
∣∣{x ∈ Ω: | f | > λ}∣∣.
(7) A matrix A = (aij)n×n is uniformly elliptic if there exists a positive constant λ with 0 < λ  1,
such that
λ|ξ |2  A(x)ξ · ξ  1
λ
|ξ |2 a.e. x ∈Rn, ∀ξ ∈Rn.
(8) |A| =
√∑n
i, j=1 a2i j , ‖A‖∞ = supy∈Rn |A(y)|.
(9) (Small BMO seminorm assumption) If
sup
0<rR
sup
x∈Rn
√√√√ 1|Br |
∫
Br(x)
∣∣A(y) − ABr(x)∣∣2 dy  δ, (2.1)
we say that A is (δ, R)-vanishing.
Usually, we say f ∈ Lp means that ∫
Ω
| f |p dx < ∞. The following theorem shows another view of
the Lp function.
Theorem 2.1. (See [4].) Let f be a measurable function in Ω , η > 0 and N1 > 1 be constants. Then for any
0 < p < ∞,
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∞∑
k=1
Nkp1
∣∣{x ∈ Ω: | f | > ηNk1}∣∣=: S < ∞, (2.2)
and
C−1S 
∫
Ω
| f |p dx C(|Ω| + S). (2.3)
This theorem shows that f ∈ Lp iff the decay rate of |{x ∈ Ω: | f | > ηNk1}| is suitably small. Un-
fortunately, the measure |{x ∈ Ω: |u| > λ}| is not stable in the iteration process (see [15]). But this
problem can be solved by introducing the maximal function.
Deﬁnition 2.1. For a locally integrable function u deﬁned on Rn , we deﬁne its maximal function
(Mu)(x) as
(Mu)(x) = sup
r>0
1
|Br |
∫
Br(x)
∣∣u(y)∣∣dy. (2.4)
We also use
(MΩu)(x) =
(M(uχΩ))(x), (2.5)
and we will drop the subscript Ω if Ω is clear in the context.
The maximal operatorM is bounded in Lp for 1 < p < ∞. More precisely,
Theorem 2.2.
∣∣{x ∈ Ω: (M f )(x) > α}∣∣ C
α
∫
Ω
∣∣ f (x)∣∣dx, ∀α > 0, (2.6)
∥∥(M f )∥∥Lp  C‖ f ‖Lp , 1 < p ∞. (2.7)
To get the Lp estimates, the Vitali covering lemma is widely used. The original version of Vitali
covering lemma is as follows:
Lemma 2.1. Let E be a measurable set in Rn which is covered by the union of a family of balls {Bα: α ∈ I},
of bounded diameter. Then from this family we can select at most a countable disjoint subsequence,
B1, B2, . . . , Bk, . . . , so that
E ⊂
⋃
5Bi,
where 5Bi is the ball having the same center as Bi , but whose diameter is ﬁve times as large. Consequently, we
have
|E| 5n
∑
i
|Bi |.
Applying the Vitali covering lemma, we can prove a modiﬁed Vitali covering lemma (Theorem 3.2),
which will be used in this paper.
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In this section, we will introduce the deﬁnition of quasiconvex domain, and show some properties
of these domains. In 1960, Reifenberg [12] deﬁned the Reifenberg ﬂat domain, and proved that it is
locally a topological disk.
Deﬁnition 3.1. A bounded domain Ω ⊂ Rn is called a (δ, R) Reifenberg ﬂat domain, if ∀x ∈ ∂Ω ,
r ∈ (0, R], there exists an (n− 1)-dimensional plane L(x, r), such that
1
r
D
[
∂Ωr(x), L(x, r) ∩ Br(x)
]
 δ,
where D denotes the Hausdorff distance, namely,
D[A, B] = sup{dist(a, B): a ∈ A}+ sup{dist(b, A): b ∈ B}.
Note that the deﬁnition above is only signiﬁcant when δ > 0 is small enough. The typical (δ, R)
Reifenberg ﬂat domain is the Von Koch curve, with the initial triangle is very ﬂat, for example, the
apex angle is π − 2δ. In such case, the boundary of a Reifenberg ﬂat domain can be fractal and it
can be locally approximated by a hyperplane, then Ω ∩ Br(x) can be approximated by B+r (x). But it
fails for some nonsmooth convex domains like {(x, y) ∈ R2: 1  y > |x|}. However, W 1,p estimates
for (1.1) holds on {(x, y) ∈R2: 1 y > |x|}. Motivated by this, we consider the so-called quasiconvex
domain.
Deﬁnition 3.2. A bounded domain Ω ⊂ Rn is called a (δ,σ , R) quasiconvex domain, if ∀x ∈ ∂Ω ,
r ∈ (0, R],
(a) there is a ball Bσ r(x0) ⊂ Ωr(x), where x0 is relative to x, σ ∈ (0,1) is a uniform constant;
(b) there exist an (n − 1)-dimensional plane L(x, r) containing x, a choice of unit normal vector to
L(x, r), nx,r , and the half space
H(x, r) = {y + tnx,r: y ∈ L(x, r), t −δr},
such that
Ωr(x) ⊂ H(x, r) ∩ Br(x).
Actually, condition (a) is a non-degeneracy condition, it is also called the corkscrew condition [8].
It makes sure that Ω can’t be too “thin” near the boundary ∂Ω , then {(x, y) ∈ R2: √|x| y  1} is
excluded. These domains are W 1,p (1 < p < +∞) extension domains (see [7]), then the extension
theorem and Sobolev imbedding theorems are available on (δ,σ , R) quasiconvex domains. Condi-
tion (b) implies that the quasiconvex domain locally looks like a convex domain. As a matter of fact,
a (0, σ , R) quasiconvex domain is a non-degenerate convex domain. In the general case (δ > 0), we
have
Theorem 3.1. Suppose that Ω is a (δ,σ , R) quasiconvex domain. Then for any x ∈ ∂Ω , r ∈ (0, R/2], there
exists a convex domain F (x, r), such that
Ωr(x) ⊂ F (x, r) ∩ Br(x)
and
D
(
F (x, r) ∩ Br(x),Ωr(x)
)
 Cδr.
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F (x, r) =
⋂
y∈∂wΩr(x)
H(y,2r),
where H(y,2r) is deﬁned in Deﬁnition 3.2.
It is clear that F (x, r) is convex, and
Ωr(x) ⊂ F (x, r) ∩ Br(x). (3.1)
Now ﬁx z ∈ ∂ F (x, r) ∩ Br(x). From the deﬁnition of Ω , there exists a ball Bσ r(x0) ⊂ Ωr(x). Let
L˜(z, x0) be the ray from x0 to z, and y ∈ ∂Ω ∩ L˜(x0, z) be the closest point to z. Then L(y,2r), which
is the boundary of the corresponding half space ∂H(y,2r), lies below ∂ F (x, r). Take θ as the angle of
L˜(z, x0) and L(y,2r), z1 = L˜(z, x0) ∩ L(y,2r). Then
dist
(
z, ∂wΩr(x)
)
 dist(y, z1) = 2rδ
sin θ
.
Clearly, sin θ  σ4 , then
dist
(
z, ∂wΩr(x)
)
 8δr
σ
.
This means that
D
(
F (x, r) ∩ Br(x),Ω ∩ Br(x)
)
 Cδr.
Usually, C = 8σ . 
To go on with the analysis on the (δ,σ , R) quasiconvex domain, we need the following Vitali
covering lemma, which is based on the standard Vitali covering Lemma 2.1.
Theorem 3.2. Assume that G and D are measurable sets, Ω is a (δ,σ ,1) quasiconvex domain, G ⊂ D ⊂ Ω .
Assume that 0 < ε < 1, |G| < εσ n|B1|, and for a.e. x ∈ G,
∣∣G ∩ Br(x)∣∣ ε∣∣Ωr(x)∣∣ ⇒ Ωr(x) ⊂ D, (3.2)
then
|G| 5nε|D|.
Proof. Ω is (δ,σ ,1) quasiconvex, it makes sure that for any r ∈ (0,1], |Ωr(x)| σ n|Br(x)|, then
|G ∩ B1(x)|
|Ω1(x)|  ε.
Since |G| < εσ n|B1|, for a.e. x ∈ G , there exists rx ∈ (0,1], such that
∣∣G ∩ Brx(x)∣∣= ε|Ωrx | and ∣∣G ∩ Br(x)∣∣< ε∣∣Ωr(x)∣∣, ∀r > rx.
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a disjoint subsequence, {Bri (xi): xi ∈ G}, so that G ⊂
⋃
B5ri (xi) and hence
|G| 5n
∑
i
∣∣G ∩ Bri (xi)∣∣= 5nε∑
i
∣∣Ωri (xi)∣∣= 5nε
∣∣∣∣⋃
i
Ωri (xi)
∣∣∣∣ 5nε|D|. 
From the above deﬁnition of F (x, r), we can construct a corresponding convex domain F ∗(x, r)
which will be used in the approximation lemmas in Section 4. Using the fact that there exists a ball
Bσ r(x0) ⊂ Ωr(x), we can set the n-dimensional spherical coordinate system with center at x0. Let
F ∗(x, r) =
{
(ρ, θ1, . . . , θn−1)
∣∣∣ ρ  ρ ′(1− 16δ
σ 3
)
,
(
ρ ′, θ1, . . . , θn−1
) ∈ ∂ F (x, r)},
Fr(x) = F (x, r) ∩ Br(x), F ∗r (x) = F ∗(x, r) ∩ Br(x), then
F ∗r (x) ⊂ Ωr(x) and D
(
F ∗r (x),Ωr(x)
)
 32δr
σ 3
.
Actually, let Bσ r(x0) be the ball inside Ωr(x), then for any y ∈ F ∗r (x), line x0 with y, denote it as
L(x0, y), and L(x0, y) intersects with ∂w F (x, r) at y0. There exists a tangent cone of Bσ r(x0) inside
Fr(x) with its axis at L(x0, y0) and apex at y0. Suppose L(y0, z0) touches Bσ r(x0) at z0, z ∈ L(y0, z0)
and L(y, z) be vertical to L(y0, z0). Then
|yz|
|x0z0| =
|y0 y||y0x0| 
8δ
σ 2
. Since |x0z0| = σ r, dist(y, ∂w Fr(x)) |yz|,
we have
dist
(
y, ∂w Fr(x)
)
 8δ
σ
r.
This means F ∗r (x) ⊂ Ωr(x). At the same time,
dist
(
y, ∂wΩr(x)
)
 16δ
σ 3
ρ ′  32δr
σ 3
.
4. Proof of Theorem 1.1
In this section, we will establish the global regularity of problem (1.1) on the (δ,σ , R) quasiconvex
domain. The interior estimate was already proved in Section 3 of [3], then we only need to consider
the boundary regularity. Similar to the case of Reifenberg ﬂat domain, the approximation approach
and compactness method are the main techniques. But notice that here we need to approximate Ωr
by a convex domain and the regularity result on the convex domain is involved.
The interior estimate is listed as follows:
Theorem 4.1. (See [3].) Suppose 1 < p < ∞, there is a small δ = δ(n, λ, p), so that for all A with A uniformly
and (δ, R) vanishing and for all f ∈ Lp(B6,Rn), if u is a weak solution of
−div(A∇u) = div f
in B6 , namely,
∫
B
A∇u · ∇φ dx= −
∫
B
f · ∇φ dx, ∀φ ∈ C∞0 (B6),
6 6
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‖∇u‖Lp(B1)  C
(‖u‖Lp(B6) + ‖f‖Lp(B6)).
And the key step which leads to the above local estimate is as follows, which is similar to
Lemma 4.3 for the boundary estimates.
Theorem 4.2. (See [3].) Suppose B be a ball in Rn. There is a constant N1 > 0 such that the following result
holds: for any ε > 0, there exists a small δ = δ(ε), so that for all A with A uniformly and (δ, R) vanishing and
for all f ∈ Lp(Ω,Rn), if u ∈ H1(Ω) is a weak solution of
−div(A∇u) = div f
in Ω ⊃ 6B, and if
∣∣{x ∈ Ω: M(|∇u|2)(x) > N21}∩ B∣∣ ε|B|,
then
B ⊂ {x ∈ Ω: M(|∇u|2)(x) > 1}∪ {x ∈ Ω: M(|f|2)(x) > δ2}.
For any x ∈ ∂Ω , r ∈ (0, R2 ], Theorem 3.1 says that there exists a convex domain F (x, r) with Ωr(x) ⊂
Fr(x) and
D
(
Ωr(x), Fr(x)
)
 8δr
σ
.
Here we consider the weak solution of
{−div(A∇u) = div f, in Ωr(x),
u = 0, on ∂wΩr(x), (4.1)
and a corresponding weak solution to
{−div( A˜∇v) = 0, in Fr(x),
v = 0, on ∂w F (x, r),
(4.2)
with ‖AΩr(x) − A˜‖∞ small.
For problem (4.1) and (4.2), we shall adopt the following distribution like notion of solutions.
Deﬁnition 4.1. 1) u ∈ H1(Ωr) is a weak solution of (4.1) in Ωr(x) if
∫
Ωr(x)
A∇u∇ηdx = −
∫
Ωr(x)
f · ∇ηdx, ∀η ∈ H10
(
Br(x)
)
,
where u ∈ H1(Ωr(x)) means that u’s 0-extension is in H1(Br(x));
2) v ∈ H1(Fr(x)) is a weak solution of (4.2) in Fr(x) if
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A˜∇v∇ηdx= 0, ∀η ∈ H10
(
Br(x)
)
and v ’s 0-extension is in H1(Br(x)).
Since the boundary of Ω is scaling invariant, we always restrict ourselves to the case r = 1 and
x= 0. We also set F ∗r = F ∗r (0), Fr = Fr(0). The following lemma is the so-called compactness method.
Lemma 4.1. Let σ > 0, R > 0. For any ε > 0, there exists a small δ = δ(ε), such that the following fact holds:
for any weak solution of (4.1) in Ω4 with
F ∗4 ⊂ Ω4 ⊂ F4
and
1
|B4|
∫
Ω4
|∇u|2 dx 1, 1|B4|
∫
Ω4
[|f|2 + |A − AΩ4 |2]dx δ2, (4.3)
there exist a constant matrix A˜ with ‖ A˜− AΩ4‖L∞  ε, and a corresponding weak solution of (4.2) in a convex
set F˜ with D( F˜ , F ∗4 ) δ2 , such that ∫
F ∗4
|u − V |2 dx ε2, (4.4)
where V is the 0-extension of v from F˜ to B4 .
Proof. We shall prove it by contradiction. If not, there exist ε0 > 0, {Ak}∞k=1, {uk}∞k=1, {fk}∞k=1, {Ωk4}∞k=1,
{Fk4}∞k=1 and {(Fk4)∗}∞k=1 such that uk is the weak solution of{
−div(Ak∇uk) = div fk, x ∈ Ωk4,
uk = 0, x ∈ ∂wΩk4,
(4.5)
(
Fk4
)∗ ⊆ Ωk4 ⊆ Fk4,
1
|B4|
∫
Ωk4
|∇uk|2 dx 1, 1|B4|
∫
Ωk4
[|fk|2 + |Ak − AkΩk4 |2]dx 1k2 , (4.6)
but ∫
(Fk4)
∗
|uk − V |2 dx > ε20 (4.7)
for any constant matrix A˜ with ‖AkΩk4 − A˜‖L∞  ε0 and all weak solutions v satisfying (4.2) on any
convex domain F˜ with D( F˜ , (Fk4)
∗) 1
k2
.
Since Fk4 and (F
k
4)
∗ are convex, D(Fk4, (Fk4)∗)
C
k2
, and there exists a uniform ball inside, {Fk4}∞k=1
and {(Fk4)∗}∞k=1 are compact in Hausdorff convergence. Then there exist subsequences, also denoted as
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to F ∗ , D(F ∗, Fk4) → 0 when k goes to inﬁnity.
Consider
u˜k(x) =
{
uk(x), x ∈ Ωk4,
0, x ∈ B4 − Ωk4,
then u˜k ∈ H1(B4), u˜k = 0 on ∂B4 − ∂cΩk4 . By (4.6) and the Poincaré inequality, there exist a sub-
sequence, also denoted as {u˜k}∞k=1, and u˜0 ∈ H1(B4), such that u˜k → u˜0 strongly in L2(B4) and
∇u˜k → ∇u˜0 weakly in L2(B4). Moreover, u0 = 0 on B4 − F ∗ . Take u0 = u˜0|F ∗ , then u0 = 0 on ∂w F ∗ ,
∫
Ωk4
|uk|2 dx→
∫
F ∗
|u0|2 dx,
and
∫
Ωk4
∇uk · ∇φ0 dx→
∫
F ∗
∇u0 · ∇φ0 dx
for any φ ∈ C10(B4).
{AkΩk4 } is bounded in L
∞ , then there exist a subsequence, denoted as Ak , and a constant matrix A0,
such that
‖Ak − A0‖L∞ → 0 as k → ∞.
Considering (4.6),
∫
Ωk4
|Ak − A0|2 dx→ 0.
Thus
∫
Ωk4
Ak∇uk∇φ0 dx→
∫
F ∗
A0∇u0∇φ0 dx. (4.8)
Since
∫
Ωk4
∇Ak∇uk∇φ0 dx= −
∫
Ωk4
fk∇φ0 dx, (4.9)
let k → ∞, combining (4.6) with (4.8), we have
∫
∗
A0∇u0∇φ0 dx= 0.F
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v = 0, x ∈ ∂w F ∗, (4.10)
which is a contradiction with (4.7) by taking A˜ = A0, v = u0 and F˜ = F ∗ . This ends the proof of the
lemma. 
Corollary 4.1. Under the same conditions as in Lemma 4.1, for any ε > 0, there exists a small δ = δ(ε) > 0,
such that ∫
Ω2
∣∣∇(u − V )∣∣2 dx ε2, (4.11)
where V is the 0-extension of v from F˜ to B4 .
Proof. Applying Lemma 4.1, we get for any μ > 0, there exist a small τ = τ (μ), a constant matrix A˜
with ‖ A˜ − AΩ4‖L∞  τ , and a corresponding weak solution v of (4.2) in F˜ with D( F˜ , F ∗4 )  τ , such
that ∫
F ∗4
|u − V |2 dxμ2, (4.12)
where V is the 0-extension of v from F˜ to B4. Indeed, we can take τ small enough, so that F˜ ⊂ Ω4.
By subtracting the equations satisﬁed by u and v , we derive that u − V is the weak solution of
−div(A∇(u − V ))= div[f+ (A − A˜)∇v − h(x′, φ(x′))χ∗]
in Ω4 with the boundary condition u − V |∂wΩ4 = 0, where χ∗ is the characteristic function of ∂w F˜ ,
φ expresses the graph of ∂w F˜ , h(x′, φ(x′)) = A∇v ·ν a.e. on ∂w F˜ , where ν is the outward unit normal
vector. Applying Theorem 4.1, we get
∥∥∇(u − V )∥∥2L2(Ω2)  C(∥∥f+ (A − A˜)∇V ∥∥2L2(Ω4)
+ ‖u − V ‖2L2(Ω4) +
∥∥h(x′, φ(x′))χ∗∥∥L2(Ω4)). (4.13)
u − V ∈ H1(Ω4) with u − V |∂wΩ4 = 0 implies that∫
Ω4
|u − V | 2nn−2 dx
is bounded. Furthermore,
∫
Ω4\F ∗4
|u − V |2 dx Cδ2/n
by applying Hölder inequality. Then we get
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(
δ
2
n + μ2).
Since ‖h(x′, φ(x′))χ∗‖L2( F˜ )  1, and
∥∥f+ (A − A˜)∇V ∥∥2L2(Ω4)  Cτ 2
from (4.3), we get that
∫
Ω2
∣∣∇(u − V )∣∣2 dx C(δ 2n + μ2 + τ 2) ε2
by taking suitable δ and μ. 
The following lemma is the key lemma for W 1,p regularity, which is also called the good-λ condi-
tion. It shows how the level sets of ∇u decay.
Lemma 4.2. There is a constant N1 > 1, such that for any ε > 0, there exists a small δ = δ(ε) > 0, such that
the following result holds: if u is a weak solution of (1.1) in (δ,σ ,1) quasiconvex domain Ω with
F ∗6 ⊂ Ω6 ⊂ F6, (4.14)
and
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2}∩ B1 = ∅, (4.15)
then
∣∣{x ∈ Ω: M(|∇u|2)(x) > N21}∩ B1∣∣< ε|Ω1|. (4.16)
Proof. From (4.15), there exists x0 ∈ Ω1, such that for all r > 0,
1
|Br |
∫
Ωr(x0)
|∇u|2 dx 1, 1|Br |
∫
Ωr(x0)
|f|2 dx δ2.
Since Ω4 ⊂ Ω5(x0), we get
1
|B4|
∫
Ω4
∣∣∣∣
(
4
5
)n
∇u
∣∣∣∣
2
dx 1, 1|B4|
∫
Ω4
∣∣∣∣
(
4
5
)n
f
∣∣∣∣
2
dx δ2. (4.17)
Applying Corollary 4.1 to ( 45 )
nu and ( 45 )
nf, we have that ∀η > 0, there exist a small δ(η), and a
corresponding weak solution v of (4.2) in F˜ , such that
∫
Ω2
∣∣∇(u − V )∣∣2 < η2.
The local W 1,∞ estimate holds for v (see [10]), that is, there is a constant N0 > 0 such that
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Take N21 =max{4N20,2n}, x1 ∈ {x ∈ Ω1: MΩ2 (|∇(u − V )|2)(x) N20}. Then for r  2, we have
1
|Br |
∫
Ωr(x1)
|∇u|2 dx 2|Br |
∫
Ωr(x1)
(∣∣∇(u − V )∣∣2 + |∇V |2)dx 4N20;
for r > 2, since x0 ∈ Ωr(x1) ⊂ Ω2r(x0), we get
1
|Br |
∫
Ωr(x1)
|∇u|2 dx 1|Br |
∫
Ω2r(x0)
|∇u|2 dx 2
n
|B2r |
∫
Ω2r(x0)
|∇u|2 dx 2n.
The last inequality holds from (4.15). The two inequalities above show thatM(|∇u|2)(x1) N21 . This
means
{
x ∈ Ω1: M
(|∇u|2)(x) > N21}⊂ {x ∈ Ω1: MΩ2(∣∣∇(u − V )∣∣2)(x) > N20}.
Consequently,
∣∣{x ∈ Ω1: M(|∇u|2)(x) > N21}∣∣ ∣∣{x ∈ Ω1: MΩ2(∣∣∇(u − V )∣∣2)(x) > N20}∣∣
 C
N20
∫
Ω2
∣∣∇(u − V )∣∣2 dx C
N20
η2  ε|Ω1|
by taking suitable η (η < σ n) and δ. This ends the proof. 
The result in Lemma 4.2 is scaling invariant, then it holds in Ωr for any 0 < r  R2 . Following the
above lemma and scaling process, we get
Corollary 4.2. There is a constant N1 > 0, such that ∀ε > 0, 0 < r  R/6, there exists a small δ = δ(ε) > 0,
with A uniformly elliptic and (δ,6r)-vanishing, and if u ∈ H10(Ω) is a weak solution of (1.1) with
F ∗6r ⊆ Ω6r ⊆ F6r,
and
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2}∩ Br = ∅,
then
∣∣{x ∈ Ω: M(|∇u|2)(x) > N21}∩ Br∣∣< ε|Ωr |.
The following lemma is the ﬁrst iteration for the up to boundary estimates, it provides the condi-
tion needed in Theorem 3.2.
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with A uniformly elliptic and (δ,48)-vanishing, if u ∈ H10(Ω) is a weak solution of (1.1) with Ω (δ,σ ,48)
quasiconvex, and
∣∣{x ∈ Ω: M(|∇u|2)(x) > N21}∩ Br∣∣ ε|Ωr |, (4.18)
then
Ωr ⊂
{
x ∈ Ω: M(|∇u|2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}. (4.19)
Proof. If B6r ∩ ∂Ω = ∅, it is an interior estimate (see Theorem 4.2). Then we can suppose B6r ∩
∂Ω = ∅. We still prove it by contradiction. If (4.19) is not true, then there exists an x0 ∈ Ωr , such that
for any r > 0,
1
|Br |
∫
Ωr(x0)
|∇u|2 dx 1, 1|Br |
∫
Ωr(x0)
|f|2 dx δ2.
Since B6r ⊂ B8r(x0), and Ω is (δ,σ ,48) quasiconvex, in the appropriate coordinate system, we have
F ∗48r ⊂ Ω48r ⊂ F48r . (4.20)
Considering Corollary 4.2 to the ball B8r with ε replaced by ε/8n , we obtain
∣∣{x ∈ Ω: M(|∇u|2)> N21}∩ Br∣∣ ∣∣{x ∈ Ω: M(|∇u|2)> N21}∩ B8r∣∣
<
ε
8n
|Ω8r | ε|Ωr |,
which is contradicted to (4.18). 
In view of Lemma 4.3 and Theorem 3.2, we derive
Lemma 4.4. Assume that u ∈ H10(Ω) satisﬁes (1.1), where Ω is (δ,σ , R) quasiconvex, A is uniformly elliptic
and (δ, R)-vanishing. At the same time, there exists N1 > 1 such that
∣∣{x ∈ Ω: M(|∇u|2)> N21}∣∣< εσ n|B1|. (4.21)
Let k be a positive integer, ε1 = 5nε. Then we have
∣∣{x ∈ Ω: M(|∇u|2)> N2k1 }∣∣
k∑
i=1
εi1
∣∣{x ∈ Ω: M(|f|2)> δ2N2(k−i)1 }∣∣
+ εk1
∣∣{x ∈ Ω: M(|∇u|2)(x) > 1}∣∣. (4.22)
Proof. In view of (4.21) and Lemma 4.3, we can take
G = {x ∈ Ω: M(|∇u|2)(x) > N21}
and
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in Theorem 3.2, then (4.22) is valid for k = 1. For k  2, set u1 = u/Nk−11 , f1 = f/Nk−11 , then u1 is a
weak solution of (1.1) with the right-hand side term f1. Applying the result of k = 1, we get that
∣∣{x ∈ Ω: M(|∇u|2)> N2k1 }∣∣ ε1∣∣{x ∈ Ω: M(|f|2)> δ2N2(k−1)1 }∣∣
+ ε1
∣∣{x ∈ Ω: M(|∇u|2)> N2(k−1)1 }∣∣.
Then apply the results when k = 1 to u/Nk−21 and f/Nk−21 and so on. By induction and simple calcu-
lation, (4.22) holds for all k. 
Now we return to the proof of Theorem 1.1. From the duality argument, we only need to consider
the case p > 2. Without loss of generality, we assume p > 2 in the sequel.
From the linearity of Eq. (1.1), we can normalize the equation by multiplying an arbitrary small
constant in both sides. Then we can assume that
∣∣{x ∈ Ω: M(|∇u|2)(x) > N21}∣∣< εσ n|B1|
and ‖f‖Lp(Ω,Rn) is small enough. Considering the result in Lemma 4.4 and the inequality (see (4.42)
in [3] for its proof)
∞∑
k=1
Nkp1
∣∣{x ∈ Ω: M(|f|2)(x) > δ2N2k1 }∣∣< 1,
the following computation is straightforward by taking Np1ε1 < 1:
∫
Ω
|∇u|p dx
+∞∑
k=0
Nkp1
∣∣{x ∈ Ω: M(|∇u|2)(x) > N2k1 }∣∣

+∞∑
k=0
Nkp1
(
k∑
i=1
εi1
∣∣{x ∈ Ω: M(|f|2)(x) > δ2N2(k−i)1 }∣∣
+ εk1
∣∣{x ∈ Ω: M(|∇u|2)(x) > 1}∣∣
)
=
∞∑
i=1
(
Np1ε1
)i ∞∑
k=1
Nkp1
∣∣{x ∈ Ω: M(|f|2)(x) > δ2N2k1 }∣∣
+
∞∑
i=1
(
Np1ε1
)i∣∣{x ∈ Ω: M(|∇u|2)(x) > 1}∣∣
 C
∞∑
i=1
(
Np1ε1
)i
< +∞.
This ends the proof of Theorem 1.1.
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