Bridge pier scouring is a significant problem for the safety of bridges.
Introduction
The presence of a bridge pier in a channel may cause an abrupt change in the approach flow velocity, which may result in local scour at piers. The failure of Black Mount bridge in New Zealand was a result of undermining of its piers in a riverbed (Melville and Coleman, 2000) . The mechanism of flow around a pier structure is so complicated that it is difficult to establish a general empirical model to predict the scour depth, d s . A reliable estimation of d s is of paramount importance in safe, economic and technically sound bridge pier design. Most prediction formulae for d s available in the literature have been developed using conventional regression methods. Johnson (1995) reported that the Melville and Sutherland formula tends to over-predict d s to greater extent than any other formulae. Recently, Mohammed et al. (2005) showed that the Laursen and Toch (1956) and the Colorado State University (CSU) formulae (Mohammed et al., 2005) give reasonable estimates, whilst the Melville and Sutherland (1988) and Jain and Fisher (1980) formulae over-predict pier scour based on the comparison of some bridge pier scour formulae using field and laboratory data.
Alternative fitting approaches such as artificial neural networks (ANNs) (Lee et al., 2007) and adaptive neuro-fuzzy inference system (ANFIS) (Bateni et al., 2007) have been recently shown to yield effective estimates of d s . ANNs have been reported to provide reasonably good solutions for hydraulic engineering problems, in cases of highly nonlinear and complex relationship among the input-output pairs in corresponding data (Azamathulla et al., 2005 (Azamathulla et al., , 2008 . 
Local scour problem around a pier
The equilibrium scour depth, d s, around a circular pier in a steady flow over a bed of uniform, spherical and noncohesive sediment depends on numerous groups of variables characterizing flow, sediment characteristics, and pier geometry. Extensive field data sets
were obtained for the model developments in this study from Landers and Mueller (1999) (384 sets of data) and Mohammed et al. (2005) (14 sets of data). Table 1 
Neural Network Model
Artificial neural networks provide a random mapping between an input and an output vector, typically consisting of three layers of neurons namely, input, hidden and output, with each neuron acting as an independent computational element. Neural networks derive their strengths from the high degree of freedom associated with their architecture.
Prior to application, the network is trained to observed data sets. This feeds the network with input and output pairs and determines the values of connection weights, bias or centers. The training may require many epochs (presentation of complete data sets once to the network), being carried out until the training sum of squares error reaches a . A neural network toolbox contained within the MATLAB package was used in this study. The usual feed-forward type of network was trained using radial basis functions (RBF). Out of the total of 398 input-output pairs, about 75% (300 sets), selected randomly, and were used for training, whereas the remaining 25% (98 sets) were employed for testing. As dictated by the use of Gaussian function, all patterns were normalized within the range of (0.0, 1.0) before their use. The RBF network (5 inputs, 36 hidden neurons and 1 output) was trained by using various values of spread (α) between 0 and 1. The value of 0.01 was selected as it yielded the best performance for the training data.
Genetic Programming
Genetic programming (GP), a branch of the genetic algorithm (GA) (Holland, 1975) , is a method for learning the most "fit" computer programs by means of artificial evolution (Johari et al., 2006) . GP initializes a population consisting of the random members known as chromosomes (individual), and the fitness of each chromosome is evaluated with respect to a target value. The present GP utilizes a two-point string crossover. A segment of random position and random length is selected in both parents and exchanged between them. If one of the resulting children would exceed the maximum length, crossover is abandoned and restarted by exchanging equalized segments (Bramier and Banzhaf, 2001 ). An operand or
an operator of an instruction is changed by mutation into another symbol over the same set.
The fitness of a GP individual may be computed by using the equation:
where X j is the value returned by a chromosome for the fitness case j, and Y j is the expected value for the fitness case j.
In GP, the maximum size of the program is usually restricted to avoid over-growing programs without bounds (Brameier and Banzhaf, 2001) . This configuration has been tested for the proposed GP model and has been found sufficient. The best individual (program) of a trained GP can be converted into a functional representation by successive replacements of variables starting with the last effective instruction (Oltean and Groşan, 2003) .
To date, the application of GP in hydraulic engineering has been limited. Davidson et al.(1999) and Babovic and Keijzer (2000) 
GP Modeling of Pier Scour
The equilibrium local scour depth (d s ) around bridge piers is influenced by the variables characterizing the flow, bed sediment, and pier geometry. The following relationship describes the equilibrium scour depth as a function of its independent parameters:
where g is the acceleration due to gravity.
From previous experience (Azamathulla et al., 2005; Guven and Gunal, 2008b) , 
During model developments in this study, the normalized scour depth (d s /y) is selected as output and the five dimensionless parameters in Eqn. (3) as inputs.
In this study, four basic arithmetic operators (+, -, *, /) and some basic mathematical functions (√, x 2 , power) were utilized. A large number of generations (5000) were tested. First, the maximum size of each program was specified as 256, 
Training and testing results of GP modeling
The performance of GP in training and testing sets is validated in terms of the common statistical measures R 2 (coefficient of determination), RMSE (root mean square error), AE (average error), and average absolute deviation, : First, an attempt was made to assess the significance or influence of each input parameter on d s /y. Table 3 compares the GP models, with one of the independent parameters removed in each case, and deleting any independent parameter from the input set yielded larger RMSE and lower R 2 values. These five independent parameters have non-nebligible influence on d s /y and so the functional relationship given in Eqn. (3) is used for GP modeling in this study.
The GP approach resulted in highly nonlinear relationship between d s /y and the input parameters with high accuracy and relatively low error. The testing performance of the proposed GP model revealed a high generalization capacity with R 2 =0.824 and RMSE=0.046, AE=-13.54%.
Regression Model Results
A new non-linear regression equation was derived by using the same data sets used earlier for training the neural network and GP modeling. The least squares fit to those observations gave the following expression: 
which is intended to yield conservative estimates. Eqn. (10) was derived from laboratory data by researchers at Colorado State University (Mohammad et al., 2005) . with Johnson (1995) , it was observed that HEC-18 over-predicted d s /y to a greater extent than other models, but it should be noted that HEC-18 was deliberately constructed as a design equation to over predict (Mohammed et al., 2005) . In general, the performance of GP was superior to other methods, while the performance of Eqn. (9), derived by the authors, was comparable to that of ANN-RBF. HEC-18 can be said to fail to capture the relationship among the scour parameters.
Analysis and Results
The superior performance of GP, compared to other methods, is attributed of the powerful artificial intelligence techniques for computer learning inspired by natural evolution to find the appropriate mathematical model (expression) to fit a set of points.
GP employs a population of functional expressions and also numerical constants, based on how closely they fit to corresponding data (Koza, 1992) . Although ANNs have the capability to model complex, non-linear processes without having to assume the form of the relationship between input and output variables, the methodology is governed by various learning algorithms, which need to be identified a priori (Haykin, 1999) .
Because previous studies for scour predictions (Azamathulla et al., 2005, Guven and Gunal, 2008a,b) have already reported superior performance of the ANN and GP models compared to the traditional statistical regression schemes, adoption of these soft computing tools can be advocated for regular use, although conventional regression may be easier to apply. With the advancements in computer hardware and software, the application of soft tools should not pose problems in even routine applications. The pier scour software could be made available by an e-mail request to the first author.
Conclusions
The preceding sections described an application of the relatively new soft computing approach of genetic programming to predict the local bridge pier scour depth. A GP and an ANN-RBF model were developed to predict the values of relative scour depth from the field measurements.
The developed GP model predicted scour that is fairly accurate and comparable with the earlier works based on artificial neural networks, and superior to HEC-18 equation (11) and regression equation (10) developed by the authors. If the expected average error is selected as a criterion, the results of the GP method appeared more attractive to employ.
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