Abstract. In recent years, there has been a number of works on finding the optimal selling time of a stock so that the expected ratio of its selling price to a certain benchmark (e.g., its ultimate highest price) over a finite time horizon is maximized. Although formulated in different settings, they all result in a "bang-bang"-type optimal solution, as was originally discovered by Shiryaev, Xu, and Zhou [Quant. Finance, 8 (2008), pp. 765-776], which can literally be interpreted as "buy-and-hold" or "sell-at-once" depending on the quality of the stock. In this paper, we first provide three algebraic conditions on a class of benchmarks and call any benchmark satisfying the three conditions an Rinvariant performance benchmark. We show that if F is an R-invariant performance benchmark, then the corresponding optimal stopping problem has a "bang-bang"-type optimal solution. Our work here provides a unified proof of all similar problems for Brownian motion considered in the existing literature and also implies new results; in particular, we solve the remaining part (which has not been covered in the literature) of a problem originally formulated by Shiryaev [Mathematical
PDE point of view, Dai et al. [4] also solved problem (1.1) and considered a similar problem that uses the ultimate minimum of the drifted Brownian motion as the benchmark:
where m λ T = min 0 t T ω λ t . In [4] , problem (1.3) is interpreted as an optimal stock selling problem in which the investor attempts to sell his stock at a price "as far as possible" to its lowest price over a finite time horizon. Using a similar approach, Dai and Zhong [5] also studied the problem i.e., in (1.4) the benchmark is taken to be the ultimate average (both arithmetic and geometric) of the drifted Brownian motion. While all benchmarks in problems (1.1)-(1.4) are different, a striking result is that they share a common optimal stopping rule which is of "bang-bang" type: if λ 0, then τ * = T is an optimal stopping time; while if λ 0, then τ * = 0 is an optimal stopping time. Motivated by these results, in our present work, we establish a general form of the benchmark (which we shall call an R-invariant performance benchmark) with respect to which the optimal stopping rule is still of "bang-bang" type; indeed, our present work solves all four problems mentioned above in a unified way and also implies new results which have not yet appeared in the literature. 
is of "bang-bang" type. That is to say, (i) if f is nonincreasing and convex, then an optimal stopping time is τ * = T for λ 0 and τ * = 0 for λ 0; while (ii) if f is nondecreasing and convex, then an optimal stopping time is τ * = 0 for λ 0 and τ * = T for λ 0.
Optimal stopping with respect to R-invariant performance benchmarks.
In this section, we shall specify conditions on the Wiener functional F so that the solution to problem (1.5) is still of "bang-bang" type. 
And for each n ∈ N and (y1, . . . , yn) ∈ Hn, we define
li . 
The following lemma provides a convenient criterion to check whether a Wiener functional is R-invariant or not.
, and y1y2 is as defined in (2.3).
Upon noting that the time reversal process of y1y
and hence
To prove F is R-invariant, it suffices to show that for any integer n and (y1, . . . , yn) ∈ Hn, we have
We have already proved (2.7) and (2.8) for the case n = 2. For general n, by applying our result for the case n = 2, we obtain
so the equality (2.7) is proved. To prove (2.8), first note that if i = 1, then by applying (2.5),
Further, using (2.7) twice, we see that
2 ). Finally
So (2.8) is proved when
so the equality (2.8) is also proved. In his work on problem (1.2), Allaart [2] remarked that the following identity is the key to establishing his result:
where d = means that distributions of two sides coincide under the Wiener measure P. The following lemma extends identity (2.9) from a maximal functional to any R-invariant func-
where
Proof.
Observe that (2.12) where in the second equality the R-invariance of F and Lemma 2.1 have been applied. Combining (2.11) and (2.12), we obtain (2.10). Lemma 2.2 is proved. 
It is called an R-invariant performance benchmark if in addition to (C1) and (C2), it also satisfies that (C3) F is R-invariant. Throughout the rest of this paper, we shall assume that the functional F in problem (1.5) is an R-invariant performance benchmark.
where ω λ = (λs + ωs) 0 s T −t . The following lemma is the key result for establishing the main theorem. 
Proof. Under both conditions, using condition (C2),
and hence by Lemma 2.
. We now prove the main result of this paper. 1. If f is nonincreasing, then an optimal stopping time is τ * = T for the case λ 0, and is τ * = 0 for the case λ 0. 2. If f is nondecreasing, then the optimal stopping time is τ * = 0 for the case λ 0, and is τ * = T for the case λ 0. Proof. The idea of the proof below is essentially due to Du Toit and Peskir [8] . Consider the case when f is nonincreasing and convex. First let λ 0. It suffices to establish the following inequality:
for any stopping time τ adapted to (Ft) t 0 with P(τ T ) = 1. For this, it suffices to prove
which, upon using condition (C1), is equivalent to
Using the strong Markov property of Brownian motion, (2.16) becomes
which is equivalent to
with t = τ (ω) and y = (ω 
for any stopping time τ adapted to (Ft) t 0 with P(τ T ) = 1. Using Lemma 2.2, we see that the above inequality is equivalent to
To prove (2.19), it suffices to prove
Fτ , which, upon using condition (C1) and the strong Markov property of Brownian motion, is equivalent to
with t = τ (ω). Using condition (C2) and the fact that f is nonincreasing, we see that if
, and therefore,
Combining case 1 of Lemma 2.3 and (2.21), we prove inequality (2.20) and hence inequality (2.18).
Consider the case when f is nondecreasing and convex. First let λ 0; we shall show that
for any stopping time τ adapted to (Ft) t 0 with P(τ T ) = 1. Using arguments similar to those as above, it is enough to prove
with t = τ (ω) and y = (ω λ s ) 0 s τ − ω λ τ . Since inequality (2.23) follows from case 2 in Corollary 2.1 with −λ replaced by λ, inequality (2.22) is proved. Further, let λ 0; we need to prove that
for any stopping time τ adapted to (Ft) t 0 with P(τ T ) = 1. Using arguments similar to those in the first case, it suffices to prove
Using condition (C2) and the fact that f is nondecreasing, we see
Combining case 2 of Lemma 2.3 and (2.26), we can prove inequality (2.25) and hence inequality (2.24).
3.2.
New results in the literature. In addition to these four problems as quoted in section 1, our theorem also ensures some new results which are still absent in the literature. 1. Let F (y) = max 0 t T yt for y ∈ D[0, T ], and f (x) = −x p for 0 < p < 1; then problem (1.5) becomes
Since we have seen that the maximum functional satisfies conditions (C1)-(C3), and that x → −x p is nonincreasing and convex, Theorem 2.1 suggests that the solution to problem (3.1) is given by τ * = T for the case λ 0 and τ * = 0 for the case λ 0. Problem (3.1) for all p > 0 was first formulated by Shiryaev (see [11] ). For the two cases (i) p 1 and λ = 0 and (ii) p = 2 and λ ∈ R, problem (3.1) has already been solved in the literature (see [9] , [10] , [7] ), with optimal stopping times given by the first hitting times of the process M λ · − ω λ · to some nontrivial time-dependent boundaries. Also note that (see [10, Remark 2.3] ) for the case when 0 < p < 1 and λ = 0, τ * = 0 is the optimal stopping rule for problem (3.1). Thus our Theorem 2.1 supplements existing results by solving for the case when 0 < p < 1 and λ ∈ R.
2. For 0 
2 ), and therefore F α also satisfies condition (C3). If we take f (x) = e −x , Theorem 2.1 suggests that the solution to the problem
is given by τ * = T for the case λ 0 and τ * = 0 for the case λ 0; i.e., if an investor attempts to sell his stock with reference to the α-quantile, then the optimal selling strategy is still buy-and-hold for superior stock and sell-at-once for inferior stock.
We note that if we replace the Brownian motion in problem (1.5) by Bernoulli random walks, then results similar to those in Theorem 2.1 can also be obtained by similar arguments. See [13] and [2] on the "bang-bang" principle for the Bernoulli random walk. Allaart [3] also extended the "bang-bang" principle to a general class of random walks and Lévy processes.
where the first equality is a consequence of Lemma 2.2 and the second equality is a consequence of the Girsanov transform. On the other hand
(T − t) dP(ω).
Combining these results, we obtain that 
