Consider a simple structural break model where y t = h 1 + i 1 f(x t ) +u t for t 5k 0 and y t =h 2 +i 2 f(x t )+u t for t\k 0 . The timing of break and the structural parameters are unknown. Suppose the true functional form of the regressor f(·) is misspecified as g(·). We do not place too many restrictions on the functional forms of f(·) and g (·). A frequently encountered example in economics is that the true model is measured in level, but we estimate a log-linear model, i.e. when f(x t )=x t and g(x t ) =log(x t ) For any f(·) and g(·), we derive a nonstandard limiting null distribution of the sup-Wald test statistic under some very general regularity conditions. Monte Carlo simulations support our findings.
Introduction
The first generation studies of structural-break models derive tests for the existence of break under the assumption that the timing of break is known a priori (Chow, 1960) . The exogeneity of the break point has long been criticized, but the Chow test dominated for decades, as other tests endogenizing of the timing of break did not provide a useful distributional theory for hypothesis testing purposes (Quandt, 1960; Brown et al., 1975) . The asymptotic distributions of the sup-Wald, sup LM and sup LR test statistics for structural break at unknown timing were recently puzzled out by Andrews (1993) . These distributions are constructed based on correct model specification. In many instances, however, we may not know what variables should be included and in what functional form they appear in the model. Misspecification of structural-break models has been considered by Chong (1995a,b) . He shows that the break point can still be consistently estimated even if the number of breaks is underspecified. This paper considers the asymptotic null distribution of the Wald type test for parameter instability when some or all of the variables in a structural break model are misspecified. The results given here cover most types of specification errors in the independent variables. The paper is organized as follows: Section 2 presents the model and states the necessary assumptions. Section 3 derives a nonstandard asymptotic null distribution of the sup-Wald test statistic for parameter instability under specification errors. Simulations are performed in Section 4 to support our theory, and a conclusion is drawn in Section 5. All proofs are collected in an Appendix.
Before proceeding to the next section, we present some frequently used mathematical notations. Let w = tr(w%w) Billingsley, 1968 and Pollard, 1984) . All limits are as the sample size T unless otherwise stated.
The model and assumptions
We consider a general multivariate structural-break model with a single break and i.i.d. innovations. Suppose the true model is:
However, we misspecify the functional form of the regressors and estimate the following model: 
Let B fu (~) and B gu (~) be P by 1 vectors of Brownian motions, and B gg (~) and B fg (~) P by P matrices of Brownian motions. We assume that:
For all 1 5 h 5j BT, 15 p 5P, × some real numbers r\ 2, C p \ 0 and
Assumptions 1 -3 imply the regressors are stationary and ergodic, trending regressors are not allowed under these assumptions. Assumptions 4-7 are for statistical inference purposes, they also bound the variation of the stochastic insignificant terms and help to construct the uniform convergence result. Assumptions 6 and 7 allow the explanatory variables in G and F to be stochastic. If all the explanatory variables in G and F are non-stochastic, then we have B fg (~)= B gg (~)= 0. Non-stochastic F and G will not affect our result. In fact, it simplifies our analysis. Assumptions 9 and 10 ensure the invertibility of the matrices defined there, so that the structural estimators are properly defined asymptotically as well as in the finite sample. Assumption 11 requires the true break point to be in a compact set in (0,1), this assumption is necessary because the structural estimates i . 1 [~T] and i . 2 [~T] are not defined at the boundary of time domain.
For any given values of~, the least-squares estimators of the pre-and post-shift parameters of (2.2) are, respectively:
We define the break-point estimator as the timing where the residual sum of squares is minimized, namely:
where
is the residual sum of squares in the least squares estimation. For ease of exposition, we consider here the case of a single regressor, i.e. P = 1. Suppose the true model is:
(2.5)
For any given~, our estimated model is:
Assumptions A1 -A7 imply the following:
where B fu ,(~), B fu (~), B gg (~) and B fg (~) are Brownian motions with zero mean and
and lim
, respectively.
The residual sum of squares is defined as:
The sup-Wald test
In this section, we will investigate the validity of the sup-Wald type test statistics under specification errors. In general, the pre-and post-shift estimators will be inconsistent when misspecification occurs. However, if there is no structural break, the probability limits of the pre-and post-shift estimators are the same. While in the presence of break, their probability limits are different. Therefore in the presence of specification errors, the Wald type test that based on the magnitude of the estimated break (Hawkins, 1987) will still be a consistent test. However. because the model is misspecified, the limiting distribution of the test statistic will be affected.
Suppose (2.1) is the true model, but (2.2) is estimated, the Wald statistic for the hypothesis H 0 :i 1 =i 2 is defined as: 
If all the explanatory variables in G and F are non-stochastic, then C= | 2 | g 2 and
. Thus, the asymptotic null distribution of the sup-Wald statistic is the supremum of the square of a standardized tie-down Bessel process of order one multiplied by a scaling factor. Note that the scaling factor depends on the absolute values of the structural parameters as well as on the moments of the true and misspecified functions. If there is no misspecification, we have f( 
Experimental evidence
This experiment is to verify Corollary 2.
Using the definition of W T (~) in (3.1), Table 1 (A-C) shows the critical value c such that:
Table 1 (A) shows the critical values in the absence of specification errors, the values are very close to those obtained in Andrews (1993) ; (B) and (C) display the critical values under specification errors are independent of each other.
Conclusion
For decades, specification error has been an important topic in econometric modellings. This paper examines how the hypothesis testing of structural-break models is affected under specification errors. We show that under the null of no structural break and under almost any kinds of data transformations on the independent variables, the sup-Wald statistic converges in distribution to the supremum of the square of a standardized tie-down Bessel process multiplied by a scaling factor. The theoretical limiting distribution of the sup-Wald statistic is confirmed by computer simulations.
