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Abstract
Let X be an infinite dimensional complex Banach space and denote B(X) the algebra of all
bounded linear operators acting on X. We show that an additive surjective map on B(X) pre-
serves asymptotic similarity in both directions if and only if there exist a nonzero scalar c, an
invertible bounded linear or conjugate linear operator A and an asymptotic similarity invariant
additive functional φ on B(X) such that either Φ(T ) = cATA−1 + φ(T )I for all T or Φ(T ) =
cAT ∗A−1 +φ(T )I for all T . In the case that X has infinite multiplicity, especially if X is an infinite
dimensional Hilbert space, above asymptotic similarity invariant additive functional φ is always zero.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
The preserver problems on operator algebras is to characterize the maps between oper-
ator algebras which preserve some properties, functions, relations, subsets, etc. invariant.
Many results obtained on this topic in recent decades reveal both algebraic and geometric
structures of the operator algebras from some new aspects. When the maps are linear, the
preserver problems are so-called linear preserver problems which represent one of the most
active and fertile research topics in the matrix theory during the past one hundred years.
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an algebra as a ring, and to assume the maps being additive only. Moreover, it has been
found from some recent results that additive maps play a more basic role in the study of
general preserver problems. For example, to characterize the adjacency preservers, the dis-
tance preservers and the numerical radius distance preservers on some operator algebras,
a key step is to reduce the questions to ones of characterizing the corresponding additive
preservers (see [2–5,16]).
Similarity and asymptotic similarity are two important relations between operators.
Let X be a complex Banach space and B(X) the operator algebra of all bounded linear
operators on X. Let T ,S ∈ B(X). Recall that T and S are similar (denoted by T ∼ S)
means that there is an invertible operator W ∈ B(X) such that T = W−1SW ; T and S
are asymptotically similar if there exist sequences {Wn} and {Vn} of invertible operators
such that S = limn→∞ W−1n TWn and T = limn→∞ V −1n SVn (see [8, p. 12]). Let S(T )
denote the similarity orbit of T , i.e., S(T ) = {W−1AW | W ∈ B(X) is invertible}, and
S(T ) denote the norm closure of S(T ). It is clear that T and S are similar if and only
if S(T ) = S(S); T and S are asymptotically similar if and only if S(T ) = S(S). When
X is finite dimensional, T and S are asymptotically similar if and only if they are simi-
lar by [8, Theorem 2.1]. However when X is infinite dimensional, these two notions are
quite different (see [8]). A map Φ is said to be similarity preserving if T ∼ S implies that
Φ(T ) ∼ Φ(S); Φ is said to be similarity preserving in both directions if T ∼ S if and only
if Φ(T ) ∼ Φ(S). Asymptotic similarity preserving maps are defined in the same way.
The problem of characterizing the linear maps which preserve similarity in both direc-
tions has been discussed by several authors (see [9,15] for case dimH < ∞; [12,14] for
case dimH = ∞ and bounded linear maps, where H is a separable complex Hilbert space).
For additive preserver case, a characterization of continuous surjective additive maps on
B(H) (with H separable Hilbert space) which preserve similarity in both directions was
obtained in [6]. More generally, Hou and Zhang proved in [11] by a different approach that
every additive surjective map on B(X), where X is a Banach space, preserves similarity in
both directions if and only if there exist a nonzero scalar c, a bounded invertible linear or
conjugate linear operator A and a similarity invariant additive functional ϕ on B(X) such
that either Φ(T ) = cATA−1 + ϕ(T )I for all T , or Φ(T ) = cAT ∗A−1 + ϕ(T )I for all T .
In the case that X has infinite multiplicity, especially if X is a infinite dimensional Hilbert
space, above similarity invariant additive functional ϕ is always zero. Recall that a map G
on a complex vector space is said to be conjugate linear if G is additive and G(λx) = λ¯x
for all complex numbers λ and all vectors x .
The linear maps which preserve asymptotic similarity was firstly studied by Ji in [13].
Under the assumptions that H is a separable complex infinite dimensional Hilbert space
and the linear maps are bounded, Ji gave a characterization of linear bounded surjec-
tive maps on B(H) which are asymptotic similarity-preserving. Motivated by [11,13], it
is natural and interesting to discuss further the additive maps which preserve asymptotic
similarity of Banach space operators. The purpose of this paper is to get a complete clas-
sification of additive surjections which preserve the asymptotic similarity of operators in
both directions on B(X) with X a complex infinite dimensional Banach space.
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no separability of spaces are assumed. Recall that a functional φ on B(X) is asymptotic
similarity invariant if φ(S) = φ(T ) whenever S(S) = S(T ).
Theorem 1.1. Let X be a complex infinite dimensional Banach space and let Φ :B(X)→
B(X) be an additive surjective map. Then Φ preserves asymptotic similarity in both direc-
tions if and only if either
(1) there exist a nonzero scalar c, an invertible bounded linear or conjugate linear oper-
ator A :X → X and an asymptotic similarity invariant additive functional on B(X)
such that Φ(T ) = cATA−1 + φ(T )I for all T ∈ B(X); or
(2) there exists a nonzero scalar c, an invertible bounded linear or conjugate linear oper-
ator A :X∗ → X and an asymptotic similarity invariant additive functional such that
Φ(T ) = cAT ∗A−1 + φ(T )I for all T ∈ B(X). In this case, X must be reflexive.
We remark that nonzero asymptotic similarity invariant additive functional does exists
on B(X) for some Banach spaces X. In fact, there exists an infinite dimensional Banach
space X such that B(X) has a nontrivial multiplicative linear functional (see [17,18]),
which is certainly continuous and asymptotic similarity invariant. However, by Theo-
rem 1.2, it is not the case when X has infinite multiplicity. Recall that X is a Banach
space of infinite multiplicity if X is isomorphic to X +˙X and to X +˙X +˙ · · · an infinite
direct sum X∞ of copies of X in such a way that arbitrary permutations of coordinates
and transformations of the form A(∞) (with A ∈ B(X)) are bounded operators, and such
that, for bounded operators A,B on X, A(∞) +˙B(∞) acting on X∞ +˙X(∞) is similar
to (A +˙B)(∞) acting on (X +˙X)(∞). Infinite dimensional c0-space, infinite dimensional
lp-space, LP [0,1], 1  p ∞, and infinite dimensional Hilbert space are examples of
Banach spaces of infinite multiplicity (see [7]).
Theorem 1.2. Let X be a complex Banach space of infinite multiplicity and let Φ :B(X)→
B(X) be an additive surjective map. Then Φ preserves asymptotic similarity in both direc-
tions if and only if either
(1) there exist a nonzero scalar c, an invertible bounded linear or conjugate linear oper-
ator A :X → X such that Φ(T ) = cATA−1 for all T ∈ B(X); or
(2) there exist a nonzero scalar c, an invertible bounded linear or conjugate linear oper-
ator A :X∗ → X such that Φ(T ) = cAT ∗A−1 for all T ∈ B(X). In this case X must
be reflexive.
The following result is not obvious, but now is an immediate consequence of Theo-
rem 1.2 and [11, Theorem 2].
Corollary 1.3. Let X be a complex Banach space of infinite multiplicity and let
Φ :B(X)→ B(X) be an additive surjective map. Then the following statements are equiv-
alent:
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(2) Φ preserves asymptotic similarity in both directions.
For Hilbert space case, Theorem 1.2 is restated as follows.
Corollary 1.4. Let H be a complex infinite dimensional Hilbert space and let Φ :B(H)→
B(H) be an additive surjective map. Then Φ preserves asymptotic similarity in both di-
rections if and only if there exist a nonzero scalar c and an invertible bounded linear or
conjugate linear operator A :H → H such that either
(1) Φ(T ) = cATA−1 for all T ∈ B(H); or
(2) Φ(T ) = cAT tA−1 for all T ∈ B(H), where T t denotes the transpose of T with respect
to a fixed but arbitrary orthonormal basis of H .
2. Proofs of the main results
In this section, X will be a infinite dimensional complex Banach space and B(X) denote
the algebra of all bounded linear operators on X. For an operator T ∈ B(X), ker(T ), σ(T )
and Rng(T ) will stand for the kernel, the spectrum and the range of T , respectively. As
usual a rank one operator defined by u → 〈u,f 〉x = f (u)x is denoted by x ⊗ f , where
x ∈ X and f ∈ X∗. It is obvious that x ⊗ f is an idempotent operator if and only if 〈x,f 〉
= 1; is a nilpotent operator if and only if 〈x,f 〉 = 0.
Our first lemma gives a characterization of rank-one nilpotent operators by asymptotic
similarity, which is very important for proving Theorem 1.1.
Lemma 2.1. Let R ∈ B(X). The following statements are equivalent:
(1) R is rank-one nilpotent.
(2) S(R) = S(2R) and, for every T ∈ S(R), S(T + R) = S(R) implies that S(T + λR) =
S(R) for every λ ∈C whenever λR + T 
= 0.
(3) S(R) = S(2R) and, for every T ∈ S(R) with T 
= R, S(T + R) = S(R) implies that
S(T − R) = S(R).
(4) S(R) = S(2R) and, for every T ∈ S(R) with T 
= R, S(T + R) = S(R) implies that
S(T − R) = S(R).
Proof. Note that all rank-one nilpotent operators in B(X) are similar to each other. Thus
if R is a rank-one nilpotent operator, then S(R) consists of exactly all rank-one nilpotents
and zero. It is obvious that (1) ⇒ (2)⇒ (3) ⇒ (4).
(4) ⇒ (1) Since S(R) = S(2R), by the semicontinuity of the spectrum, we know that
R is quasinilpotent. Assume on the contrary that R is not a rank-one nilpotent, we will find
T ∈ S(R) with T 
= R, such that S(T + R) = S(R) but S(T − R) 
= S(R).
Assume that R2 = 0. Then Rng(R) ⊆ kerR. Since rank(R)  2, we can take lin-
early independent vectors x2, x4 ∈ Rng(R). Thus, there exists a closed linear sub-
space X2 such that Rng(R) = span{x2, x4} +˙X2. Take functionals f2, f4 ∈ X∗ such
24 S. Du, J. Hou / J. Math. Anal. Appl. 291 (2004) 20–30that 〈xi, fj 〉 = δij and fj (X2) = {0}, i, j = 2,4. Let X1 = kerf2 ∩ kerf4. Then X =
span{x2, x4} +˙X1 and Rng(R) = R(X1). Note that, if x ∈ kerR, then there are y1 ∈
span{x2, x4} and y2 ∈ X1 such that x = y1 + y2, which forces that y2 ∈ kerR. Thus
kerR = span{x2, x4} +˙X1 ∩ kerR. Let X5 = R−1(X2) ∩ X1. Since X2 ⊂ R−1(X2) and
X2 ⊂ X1, we have X2 ⊂ X5, and R(X5) ⊆ X2 ⊂ X5. It is clear that span{x2, x4}∩X5 = {0}
and span{x2, x4} +˙X5 ⊂ X contains kerR and is closed with co-dimension 2. Choose lin-
early independent vectors x1, x3 ∈ X1 \ X5 such that Rx1 = x2 and Rx3 = x4. Obviously,
span{x1, x3} +˙ span{x2, x4} +˙X5 = X and there exist functionals f1, f3 ∈ X∗ such that
〈xi, fj 〉 = δij and fj (span{x2, x4} +˙X5) = {0}, i, j = 1,3. Now, according to the space
decomposition
X = span{x1} +˙ span{x2} +˙ span{x3} +˙ span{x4} +˙X5,
it is easy to see that R can be written as
R =


0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 R2

 .
Similarly as in the proof of [11, Lemma 2.2], we take
T =


0 0 0 0 0
2 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 R2

 ,
W =


2 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 I

 and S =


3
2 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 I

 .
A simple computation shows that
T = W−1RW, T +R = S−12RS ∼ 2R,
thus S(T + R) = S(2R) = S(R). But T − R is of rank one, so S(T −R) 
= S(R).
Now consider the case that R2 
= 0. Then there exists a nonzero vector y such that
y,Ry,R2y are linearly independent. Take f0, f1, f2 ∈ X∗ such that 〈Riy,fj 〉 = δij ,
i, j = 0,1,2. Let X1 = span{y,Ry,R2y} and X2 =⋂2i=0 kerfi . Then X = X1 +˙X2 and,
according to this space decomposition, R can be represented as
R =
(
R11 R12
)
.
R21 R22
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= f ∈ X∗ such that f (X1) = f (Rng(R21)) = 0 (this is possible since
dim(X1 +˙ Rng(R21))  6) and let T = (I + 2y ⊗ f )−1R(I + 2y ⊗ f ). It is easy to see
that T 
= R and
T =
(
R11 2R11y ⊗ f + R12 − 2y ⊗ fR22
R21 R22
)
.
By computing, we get
(I + y ⊗ f )−1R(I + y ⊗ f ) =
(
R11 R11y ⊗ f + R12 − y ⊗ fR22
R21 R22
)
and T + R = 2(I − y ⊗ f )−1R(I + y ⊗ f ). Thus we have T + R ∼ 2R and S(T + R) =
S(2R) = S(R). It is clear that (T − R)2 = 0 since T − R = ( 0 ∗0 0
)
. But R2 
= 0, and
S(T − R) 
= S(R). 
The following lemma was proved in [11], but we give its proof here for completeness.
Lemma 2.2. Let X be a complex Banach space and let A ∈ B(X). Then A is a multiple
of identity if and only if there is no nonzero square-zero operator of finite rank N ∈ B(X)
such that A + N ∼ A.
Proof. Assume that A 
= λI for any scalar λ. Then there exists some x such that x and Ax
are linearly independent.
Suppose first that dimX > 4. Let X1 = span{x,Ax}, and let X2 be a complemented
subspace of X1. According to the decomposition X = X1 · X2, A has the form
A =
(
A11 A12
A21 A22
)
.
Note that A21x = 0. Pick g ∈ X⊥1 such that 〈A21u,g〉 = 0 for all u ∈ X2 and 〈v,g〉 
= 0 for
some v ∈ X2. Such g exists since the dimension of X is greater than 4. Let M = x ⊗ g,
which can also be regarded as an operator from X2 into X1. Then W = I +M is invertible
and
W−1AW =
(
A11 − MA21 A12 + A11M −MA21M − MA22
A21 A22 + A21M
)
= A +
(0 A11M − MA22
0 0
)
as MA21 = 0 and A21M = 0. Let N =
( 0 A11M−MA22
0 0
)
. Thus A + N ∼ A. It is clear that
N2 = 0 and the linear independence of x and Ax ensures that N is a nonzero operator of
rank at most 2.
Now since the case of dimX = 1 is trivial, we suppose that 2  dimX  4. We can
represent A as a matrix of the form
A =
(
A1 0
0 A
)
,2
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(
a 0
0 b
)
with a 
= b, or A1 is a k × k Jordan block with 2  k  dimX. Take
N the matrix having 1 in (1,2)-entry and 0 elsewhere. It is obvious that N is a rank-one
nilpotent and A + N ∼ A. 
Next lemma gives a similar characterization of multiple of identity by virtue of asymp-
totic similarity.
Lemma 2.3. Let T ∈ B(X). Then T is a multiple of identity if and only if there is no
nonzero square-zero operator of finite rank N ∈ B(X) such that S(T + N) = S(T ).
Proof. The necessity is obvious, we only need to check the sufficiency. If S(T + N) 
=
S(T ) for all square-zero operator of finite rank N ∈ B(X), then T +N is not similar to N .
By Lemma 2.2, T is a multiple of identity. 
Lemma 2.4. Let P,B ∈ B(X) with P a nontrivial idempotent and let λ be a nonzero scalar.
If, for every finite rank nilpotent operator N ,
S(λP + N) = S(λP ) ⇔ S(B + N) = S(B),
then there exist scalars a and b with a 
= 0 such that B = aP + bI .
Proof. According to the space decomposition X = Rng(P ) +˙ ker(P ), represent λP and
B as matrices of the form
P =
(
λI 0
0 0
)
and B =
(
B11 B12
B21 B22
)
.
Let x ∈ Rng(P ) and f ∈ Rng(P )⊥ ⊂ X∗; then x ⊗ f is rank-one nilpotent. For any
µ ∈ C, define Mµ = µx ⊗ f , which is also regarded as an operator from ker(P ) into
Rng(P ). It is easily seen that λP +Mµ ∼ λP , so S(λP + Mµ) = S(λP ). By the assump-
tion, we have S(B + Mµ) = S(B). Using the semicontinuity of the spectrum, one gets
σ(B) = σ(B+Mµ). Take α ∈C so that |α| > ‖B‖ and assume that 〈(αI −B)−1x,f 〉 
= 0.
Then there is a nonzero scalar µ such that 〈µ(αI − B)−1x,f 〉 = 1. This implies that
I −µ(αI −B)−1x⊗f is not invertible and hence α lies in the spectrum of B+Mµ, which
contradicts to the fact σ(B) = σ(B +Mµ). Hence for every x ∈ Rng(P ) and f ∈ P(H)⊥,
we have 〈(αI − B)−1x,f 〉 = 0. It follows that (αI − B)−1(Rng(P )) ⊆ Rng(P ) for all
α with |α| > ‖B‖, and consequently, Rng(P ) is an invariant subspace of B . A simi-
lar argument shows that ker(P ) is also invariant under B . Hence we have PB = BP
and B = (B11 00 B22
)
. To complete the proof, we have to show that B11 and B22 are mul-
tiples of identity. Assume that B11 is not a multiple of identity, then by Lemma 2.2,
there exists a nonzero finite rank square zero nilpotent operator N ∈ B(Rng(P )) such
that B11 + N ∼ B11. Now B + (N ⊕ 0) ∼ B implies that S(B + (N ⊕ 0)) = S(B). By
the assumption we have S(λP + (N ⊕ 0)) = S(λP ), which implies that S((λI + N) ⊕ 0)
consists of multiples of idempotents. This is impossible. So B11 = βI on Rng(P ). Simi-
larly we can get B22 = ξI on ker(P ). Therefore B has the form B = aP +bI . It is obvious
that a 
= 0 since P 
= 0, I . 
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totic similarity of operators in both directions. Then Φ is injective and preserves rank-one
nilpotency in both directions. Moreover, Φ(λI) is a multiple of identity for every scalar λ.
Proof. If Φ(T ) = 0, then S(Φ(T )) = S(0) implies that S(T ) = S(0). Hence T = 0 and Φ
is injective. Let N be a nilpotent of rank one. We assert that Φ(N) is also a nilpotent of rank
one. Since N ∼ 2N , we have S(Φ(N)) = S(2Φ(N)). For T ∈ S(Φ(N)) with T 
= Φ(N),
there exists B ∈ S(N) with B 
= N such that Φ(B) = T . If S(T + Φ(N)) = S(Φ(N)),
then S(B + N) = S(N). By (1) ⇒ (3) of Lemma 2.1, we get S(B − N) = S(N), which
implies that S(Φ(B) − Φ(N)) = S(Φ(N)). Thus, Φ(N) satisfies the condition (4) of
Lemma 2.1 and must be a nilpotent rank-one operator.
Since Φ−1 has the same property as Φ , we see that Φ preserves rank-one nilpotency in
both directions. The last assertion is an immediate consequence of Lemma 2.3. 
Now we are in a position to prove Theorem 1.1. The ideal is similar to that in [11,
Theorem 1] and some parts of the arguments are repeated. For the sake of completeness
and for the convenience of the reader, we give all details here.
Proof of Theorem 1.1. The sufficiency is evident, so we need only to check the necessity.
Assume that Φ preserves asymptotic similarity in both directions. By Lemma 2.5, Φ pre-
serves rank-one nilpotency in both directions. Since X is infinite dimensional, it follows
from [1] (see also [10, Theorem 2.5.1]) that there exists a nonzero complex number c such
that either
(i) there is a bounded bijective linear or conjugate linear operator A :X → X such that
Φ(x ⊗ f ) = cA(x ⊗ f )A−1 for every x ∈ X, f ∈ X∗ with f (x) = 0; or
(ii) there is a bounded bijective linear or conjugate linear operator A :X∗ → X such that
Φ(x ⊗ f ) = cA(x ⊗ f )∗A−1 for every x ∈ X, f ∈ X∗ with f (x) = 0. In this case,
X is reflexive.
Define Ψ :B(X) → B(X) by Ψ (T ) = c−1A−1Φ(T )A if Φ takes the form (i); Ψ (T ) =
(c−1A−1Φ(T )A)∗ if Φ takes the form (ii). Obviously the additive bijection Ψ still pre-
serves the asymptotic similarity in both directions and furthermore, Ψ (R) = R for every
rank-one nilpotent operator R. Since every finite rank nilpotent operator is a sum of finite
rank-one nilpotents, we see that Ψ (N) = N for all nilpotents N of finite rank. It is clear
from Lemma 2.5 that Ψ (λI) is a multiple of identity, we may write Ψ (λI) = λI + δλI I .
To complete the proof of Theorem 1.1, it is sufficient to show that Ψ (T ) = T +ψ(T )I for
all T ∈ B(X), where ψ is an asymptotic similarity invariant additive functional on B(X).
We do this by checking three claims.
Claim 1. Ψ (R) = R+ψ(R)I for all R ∈F(X), where F(X) denotes the ideal of all finite
rank operators in B(X) and ψ :F(X) → C is an asymptotic similarity invariant additive
functional with ψ(N) = 0 for every finite rank nilpotent operator N .
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nilpotent N , we have
S(λP + N) = S(λP ) ⇔ S(Ψ (λP) + N)= S(Ψ (λP))
since Φ preserves asymptotic similarity in both directions. Thus, by Lemma 2.4, Ψ (λP) =
aP + bI for some scalars a 
= 0 and b. If P is a finite rank idempotent, then Lemma 2.2
ensures the existence of a finite rank square zero operator N 
= 0 such that P + N ∼ P .
Therefore, there exist scalars a, b, c and d so that Ψ (λP) = aP + bI and Ψ (λ(P +N)) =
c(P + N) + dI . It follows that
λN = Ψ (λN) = Ψ (λ(P + N))− Ψ (λP) = cN + (c − a)P + (d − b)I
and
(λ − c)N = (c − a)P + (d − b)I,
which forces that a = c = λ and d = b. This shows that Ψ (λP) = λP + bλP I for every
finite rank idempotent operator P and every complex λ. Now the claim is obvious.
Claim 2. For every T ∈ B(X) and every nonzero vector x ∈ X such that the kernel of T is
the span of x and x /∈ Rng(T ) we have Ψ (T )x ∈ span{x}.
Assume to the contrary that Ψ (T )x /∈ span{x}. Because ker(T ) is the linear span
of x , we have T Ψ (T )x 
= 0. Furthermore x and TΨ (T )x are linearly independent.
Thus, we can choose a bounded linear functional g on X such that 〈x,g〉 = 0 and
〈T Ψ (T )x, g〉 
= 0. Therefore, there exists a complex number λ0 > ‖Ψ (T )‖ such that
〈T (λ0 − Ψ (T ))−1x,g〉 
= 0. Without loss of generality, we may assume that〈
T
(
λ0 − Ψ (T )
)−1
x,g
〉= 1.
Now, since x ⊗ g is a rank one nilpotent, the operator I + x ⊗ g is invertible with the
inverse I − x ⊗ g. Hence, T is similar to (I + x ⊗ g)T (I − x ⊗ g) = T + x ⊗ T ∗g, and
consequently, S(Ψ (T )) = S(Ψ (T ) + x ⊗ T ∗g) because 〈x,T ∗g〉 = 〈T x,g〉 = 0. Using
the semicontinuity of spectrum, we can get σ(Ψ (T )) = σ(Ψ (T ) + x ⊗ T ∗g). Therefore
σ(λ0I − Ψ (T )) = σ(λ0I − Ψ (T )− x ⊗ T ∗g). Note that
λ0I − Ψ (T )− x ⊗ T ∗g =
(
λ0I − Ψ (T )
)(
I − (λ0I − Ψ (T ))−1x ⊗ T ∗g)
and (λ0I −Ψ (T ))−1x ⊗T ∗g is a rank-one idempotent. Thus, the right-hand side of above
equality is noninvertible contradicting the fact that left-hand side is an invertible operator.
Claim 3. Ψ (T ) = T + ψ(T )I for every operator T ∈ B(X), where ψ is an asymptotic
similarity invariant additive functional on B(X).
We first choose and fix an invertible T ∈ B(X) and a nonzero vector x ∈ X. Then
T −1x 
= 0 and hence we can find f ∈ X∗ with 〈x,f 〉 = 1 and 〈T −1x,f 〉 
= 0. Denote
S = T − T x ⊗ f and let us check that ker(S) = span{x} and x /∈ Rng(S). Clearly, Sx = 0,
and the first conclusion follows from the fact that the kernel of a rank one perturbation of
an invertible operator is at most one dimension. To prove the second conclusion assume
that there is u ∈ X such that Su = x. This is equivalent to T u − 〈u,f 〉T x = x . Thus we
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diction.
So, for every x ∈ X, we can use Claim 2 to conclude that Ψ (S)x belong to the linear
span of x , or equivalently, Ψ (T )x−Ψ (T x⊗f )x ∈ span{x}. Applying the fact Ψ (T x⊗f )
= T x ⊗ f + γ I for some complex number γ by Claim 1, we get that (Ψ (T ) − T )x
belongs to the linear span of x for every x ∈ X. Thus Ψ (T ) − T = δI for some complex
number δ. Therefore we have proved that for every invertible T ∈ B(X) there exists δT
with Ψ (T ) = T + δT I .
Recall that Ψ maps the set of scalar operators onto itself. Hence, if T is any operator
from B(X), then, for a positive integer n large enough, both operators T − nI and nI are
invertible, and consequently,
Ψ (T ) = Ψ (T − nI) +Ψ (nI) = T − nI + δT−nI I + nI + δnI I.
Thus, there exists an additive functional ψ on B(X) such that Ψ (T ) = T +ψ(T )I for every
T ∈ B(X). It remains to prove that ψ is asymptotic similarity invariant. If S(S) = S(T ), by
the assumption, we have S(Ψ (S)) = S(Ψ (T )). Hence S(T ) + ψ(T )I = S(T ) + ψ(S)I .
It follows that σ(T + ψ(T )I) = σ(T + ψ(S)I). Thus we have σ(T ) = σ(T ) + (ψ(T ) −
ψ(S)) and this certainly forces that ψ(T ) = ψ(S). So Claim 3 is true and the proof of
Theorem 1.1 is completed. 
We say a square-zero operator N ∈ B(X) is representable if there is an idempotent
operator P ∈ B(X) such that PN = N and NP = 0. It is clear that a square-zero operator
is representable if and only if there exists a space decomposition X = X1 +˙X2 such that
N = ( 0 M0 0
)
. [11, Lemma 2.8] states that every bounded linear operator on a Banach space
of infinite multiplicity can be represented as a sum of at most eight representable square-
zero operators. So, the same argument as that in the proof of [11, Theorem 2] assures that
Theorem 1.2 is true. We also give the details here.
Proof of Theorem 1.2. By Theorem 1.1, we only need to check that φ = 0. For every
representable square-zero operator N one has 2N ∼ N . Since Φ preserves the asymptotic
similarity in both directions, it follows from Theorem 1.1 that 2φ(N) = φ(N) and hence
φ(N) = 0. However, every element in B(X) is a sum of finite many representable square-
zero operators, thus we must have φ = 0, and the proof is completed. 
Before concluding this paper, we pose a question. Let Φ be an additive surjection
on B(X), are the following statements equivalent?
(1) Φ preserves similarity of operators in both directions.
(2) Φ preserves asymptotic similarity of operators in both directions.
Corollary 3 suggests that this question has an affirmative answer, but we are not able to
solve this question here.
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