The Wang-Landau (WL) Monte Carlo method has been applied to simulate the self-assembly of a lipid bilayer on a 3D lattice. The WL method differs from conventional Monte Carlo methods in that a complete density of states is obtained directly for the system, from which properties, such as the free energy, can be derived. Furthermore, from a single WL simulation, continuous curves of the average energy and heat capacity can be determined, which provide a complete picture of the phase behavior. The lipid model studied consists of 3 or 5 coarse-grained segments on lattices of varying sizes, with the empty lattice sites representing water. A bilayer structure is found to form at low temperatures, with phase transitions to clusters as temperature increases. For 3-segment chains, varying lattice sizes were studied, with the observation that the ratio of chain number to lattice area (i.e., area per lipid) affects the phase transition temperature. At small ratios, only one phase transition occurs between the bilayer and cluster phases, while at high lipid ratios the phase transition occurs in a two-step process with a stable intermediate phase. This second phase transition was not observed in conventional Metropolis Monte Carlo simulations on the same model, demonstrating the advantage of being able to perform a complete scan of the whole temperature range with the WL method. For longer 5-segment chains similar phase transitions are also observed with changes in temperature. In the WL method, due to the extensive nature of the energy, the number of energy bins required to represent the density of states increases as the system size increases and so limits its practical application to larger systems. To improve this, an extension of the WL algorithm, the statistical-temperature Monte Carlo method that allows simulations with larger energy bin sizes, has recently been proposed and is implemented in this work for the 3-segment lattice model. The results obtained are in good agreement with the original WL method and appear to be independent of the energy bin size used.
I. INTRODUCTION
Amphiphilic molecules consisting of a hydrophilic head group and hydrophobic tail groups can display different fluid phases such as bilayers, micelles, and vesicles through selfassembly when mixed with a suitable solvent.
1, 2 Among them, lipid bilayers are important structures in both natural and artificial biological interfaces, 3 such as the membranes that form the basis of almost all life forms. 4 As a result lipid self-assembly has been the focus of both extensive computational and experimental research. 5, 6 While, it is generally accepted that lipid self-assembly can be qualitatively explained by the hydrophobic effect, 7 complex details such as the necessary forces that direct lipids to assemble into predictable arrangements, or transient intermediate phase behavior during the aggregation process, are still the subject of much debate. [8] [9] [10] Furthermore, since self-assembly is driven by non-covalent interactions, it is necessary to explore the macroscopic environmental factors that can strongly influence self-assembly, such as lipid concentration, the presence of other amphiphilic species, and state condition. 4, 6 a) Author to whom correspondence should be addressed. Electronic mail:
c.mccabe@vanderbilt.edu.
During the self-assembly process, conformational changes correspond to changes in the system free energy. Free energy in general corresponds to the total amount of energy that can be converted to do work and is minimized when a system reaches equilibrium. Hence, to fully understand the self-assembly process and study equilibrium configurations, it is necessary to examine the underlying free energy behavior. 11 The free energy, F, can be calculated from the partition function Q,
which in turn can be defined from an enumeration of the states that a system can occupy or in terms of the contribution from energy levels,
where k B denotes Boltzmann's constant, T is the temperature, s is the system state with energy E s , and g(E) is the density of states, which is defined as the number of states that have the same energy level. Therefore, F can be determined either by evaluating the energy of all microscopic states, s, with a complete or at least importance sampling of the configuration space required, or by evaluating g(E) for each possible energy level. The challenge in calculating Q is that traditional molecular dynamics and Monte Carlo (MC) simulation methods sample only the lower energy regions, while rarely visiting the higher energy regions, and thus can lock the simulation into a particular region of phase space, i.e., energy minima. Additionally, very low energy states may not be visited if an energy barrier exists. The time needed to ensure convergence of such simulations is prohibitively long and so various methods based on equilibrium or quasi-static simulations have been developed to overcome these sampling issues by focusing on the differences in free energy between states, such as free energy perturbation, 14, 15 thermodynamic integration, 11, 16 and Jarzynski's nonequilibrium fast growth method. 17 These methods rely on tailoring a chain of configurational energies that can connect the target and the reference states whenever their energy regions have poor overlap, which could result in perceived inefficiency (many "uninteresting" states are required to be sampled). 14, 18 Thus, these methods can be impractical even for somewhat trivial systems, not to mention complex biological systems which are frequently characterized by inhomogeneity, molecular flexibility, and strong long-range interactions.
To calculate F directly, the free energy can also be calculated based on the density of states g(E) (Eq. (2)), which is not dependent on temperature in the canonical distribution.
Thus if g(E)
is known with high accuracy for all energies, the canonical distribution at any given temperature can be constructed and all thermodynamic quantities of interest, including the free energy, determined. 19 Unfortunately, this central quantity of interest is not known a priori and conventional MC in the Metropolis form does not allow for the direct calculation of g (E) . A recent breakthrough in this aspect is the Wang-Landau (WL) method, 19, 20 which does allow the direct calculation of g(E). The basic idea of the WL algorithm [19] [20] [21] is to achieve a flat energy distribution with a non-Boltzmann sampling weight, 1/g(E), which forces the system to visit otherwise rarely sampled energy regions through a random walk in energy space. Since g(E) is not known, it must initially be estimated and subsequently determined by an iterative process. Every time an energy E is visited, g(E) is modified by a modification factor f (>1.0). This dynamic update of g(E) on the fly can provide quick exploration of phase space and a direct estimate of the true g(E) is obtained when f approaches 1.0 after several rounds of iteration. In addition, the idea of sampling a flat energy distribution makes the WL method suitable for systems with a rugged potential energy surface, for which otherwise long relaxation times are needed.
Here, we apply both the original WL and an extended WL algorithm to calculate the free energy and thermodynamic properties of self-assembling lipid bilayers using a simple lattice model. In particular, we study a chain of coarsegrained amphiphilic beads on a cubic lattice. Although there are several lattice models available in the literature that describe self-assembly, most are limited to micellar systems in dilute solutions, see, for example, Larson [22] [23] [24] and Bernardes et al. 4, 25, 26 Of the few models that focus on the formation of a bilayer structure, they all adopt the conventional Metropolis MC method to study the self-assembly behavior.
3, 27, 28 For example, Care and Brindle 3, 27 observed that at low temperatures, amphiphiles self-assemble into a castellated bilayer structure on a simple cubic lattice (32 × 32 × 32); however, they did not provide a systematic study of the temperature dependence on the phase behavior. More recently, Drefahl et al. 28 studied the molecular interactions necessary for the self-assembly of amphiphiles on a cubic lattice. They performed a series of simulations using flexible 3-segment amphiphilic molecules with purely repulsive interactions and found that bilayer structures formed at low temperatures, with a phase transition to clusters observed at high temperatures.
Here, we report a series of simulations utilizing the basic model proposed by Drefahl et al. 28 to study self-assembly using both the original WL and an extended WL algorithm in order to demonstrate the applicability of these methods in understanding the self-assembly process.
II. MODEL AND SIMULATION DETAILS

A. Original Wang-Landau algorithm
The WL algorithm performs a random walk in energy space. The sampling weight of a specific energy level is proportional to the reciprocal of the density of states, 1/g(E), and a flat histogram is generated for the energy distribution. 19 A proposed move from energy state E 1 to energy state E 2 is accepted or rejected with the probability p given by
Initially all g(E) are set equal to unity and after an energy level E is visited, the g(E) is updated by a modification factor f (>1.0) as
At the same time, an energy histogram H(E) is also accumulated and when the histogram is "flat," as defined by a pre-set tolerance, g(E) is assumed to converge to the true value with an accuracy proportional to the current f. The modification factor is then reduced to a smaller value (ln f = 0.5 × ln f ), the histograms reset to zero, and the next random walk started. In this new round, g(E) is modified with the new modification factor f , and the random walk is terminated when f approaches 1.0 with g(E) converged to the true value. In this work, the natural logarithm of the modification factor f ranges from 1.0 to 1 × 10 −8 , as suggested by Landau et al.
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The histogram is considered flat when H(E) for all possible E is not less than 85% of the average histogram value, H(E) . To speed up the simulations, rather than simulating a single energy window, multiple energy windows 19, 29 are frequently used in WL simulations and have been adopted in this work. In this approach, the total energy range is divided into overlapping energy windows and g(E) is estimated for each window using independent random walks. The g(E) for the whole energy range is then obtained via a matching procedure in which the overlapping energy regions are stitched together. To ensure a random walk across the energy space, the size of the energy windows were carefully chosen. In general, although the simulations converge faster with smaller energy windows they cannot be so small that they only cover a narrow energy range and potentially lock the system into a particular region of phase space. There should also be a suitably large overlap between adjacent windows that are to be stitched together. 19 Additionally, since with this approach the random walk is restricted to certain energy ranges, in order to avoid errors in g(E) at the edges of the sampled energy interval whenever a proposed move is rejected because the energy is beyond the border of a given window the g(E) for the current energy value is still updated, following the work of Schulz et al. 29 To determine the optimal energy windows and their overlap simulations were performed with three different values for the number of energy bins per window (100, 150, 200) and with both 25% and 50% of overlap between adjacent windows for a lattice size of 20. From the calculated g(E) and heat capacities negligible differences were found between the different sets of simulations; boundary effects were also shown to be negligible for the current system with this approach. Furthermore, the results obtained were found to be reproducible from different initial configurations and agree with the Metropolis MC results (as discussed below). Thus, based on our extensive tests and the additional consideration of simulation efficiency, the results provided herein use moderately small windows (100 energy bins per window), with 25% overlap between adjacent windows, and are the average of three independent simulations from different initial conditions (the reported error bars represent the standard deviation of the 3 sets of simulation data). For the Metropolis MC simulations a typical run length was 2 × 10 7 MC cycles of equilibration followed by 2 × 10 7 MC cycles of production, while for the WL simulations the number of cycles ranged from 1 × 10 6 to 3 × 10 7 , with the very low energy range requiring 10 8 cycles.
B. Extended Wang-Landau algorithm
The WL MC algorithm has attracted considerable interest due to its ability to generate a flat energy distribution with the dynamic update of g(E); however, the large increase in the number of energy levels as the system size increases limits its application to small systems. Recently, to improve this, Kim et al. 30, 31 derived the statisticaltemperature Monte Carlo (STMC) algorithm, which extends the WL method to enable simulations with larger energy intervals. STMC seeks a flat energy distribution by the systematic refinement of the statistical temperature T(E) (instead of g(E)); thermodynamics then allows the statistical temperature to be related to the density of states, via
By using the finite difference approximation with Eq. (5) and combining it with the g(E) update scheme from Eq. (4) (converted to entropy S, S j = S j + ln f ), a dynamic update of the statistical temperature can be realized by
where
is the energy bin size and estimates temperature only at the discrete values of E j ± 1 . For a detailed derivation of the above formulations, the reader is referred to the original references. 30, 31 The updates for temperature are applied to a range T l < T j < T h and at the boundary or beyond set to T j = T l or T h as appropriate, where T l and T h are the lower and upper temperature bounds respectively. Due to this limited sampling range of T(E), the initial ln f is usually set to a value very close to zero (with the actual value depending upon the temperature range being sampled), in contrast to the WL method in which ln f is initially set to 1.0 in order to cover a large range of energy states.
To implement STMC, all T j are set to a constant value at the start of the simulation (usually T h ). A proposed move is accepted or rejected with the same acceptance rule as in the original WL method (Eq. (3)). After an energy bin E j is visited, the existing T j ± 1 are updated by Eq. (6) . With this knowledge of the temperature, Eq. (5) can be integrated to determine the g(E). Since the sharp change of the integrand at low temperatures makes it difficult to apply direct integration, a linear interpolation scheme 30 is used to connect successive bins. For a value of the potential energy E between energy bins E j and E j+1 ,
where λ j = (T j + 1 − T j )/ E is the slope of the linear segment connecting the two neighboring bins. With the smoothed T(E), the continuum g(E) estimate is then calculated by analytical integration at every MC step,
, and i* = i for E i ≤ E ≤Ē i . By updating the intensive variables T j located at discrete points, a continuum description of the density of states can be obtained independent of the energy bin size. Therefore, larger and fewer bins can be used to accelerate the simulation convergence.
C. Models
Drefahl and co-workers 28 studied on-lattice selfassembly using a lipid model that is described by a chain of 3 beads, with the first bead representing a hydrophilic head group (h) and the remaining beads hydrophobic tail (t) groups. The molecular interactions are purely repulsive between the non-bonded head and tail beads and between the tail beads and water and are equal in magnitude (E ht = E tw = +20 arbitrary units). 28 We note that the lipid model studied here is similar in spirit to the well-studied HP protein lattice model that is composed of a sequence of hydrophobic (H) and polar (P) monomers; 32 however, most HP model simulations are focused on the conformation of a single HP chain, 33, 34 and thus do not include semi-explicit solvent nor employ periodic boundary conditions, as in the current work. The lipids are embedded in a simple cubic lattice of volume V and dimensions L × L × L with each bead occupying one site (i.e., no two beads can occupy the same site) and the remaining lattice sites assumed to be water (w). Two beads are considered nearest-neighbors if they are on adjacent sites in the lattice, so each site has six nearest-neighbors in a 3D lattice. With these definitions, the volume fraction of lipids is given by
where N a is the number of molecules and n is the number of beads in a chain. For the 3-segment chain system studied, three basic move types 2, 23 were used to generate successive configurations; reptation, interchange of tail and head groups and end-bond rotation, as illustrated in Fig. 1 , in a 70:20:10 percentage ratio, respectively. Reptation and interchange of tail and head groups provide more flexible changes to the molecular conformation and so a larger percentage of these moves are employed for efficient sampling.
In this work, we have extended the original lipid model to longer 5-segment chains with one head group and four tail groups. The free energy surface of longer molecules is expected to be more complicated and thus more elaborate trial moves are required for their simulation. A simple configurational bias Monte Carlo (CBMC) move for the WL algorithm, 35 which biases the selection of random sites to avoid the overlap of segments, was implemented in place of end-bond rotation in the simulations of the 5-segment system. The simple CBMC move involves cutting any bond between two beads randomly and then re-growing the chain by considering all possible trial orientations and choosing one position from the available trial positions with uniform probability. 36 After obtaining g(E), the partition function Q can be calculated at any given temperature and other thermodynamic properties determined. For example, the average energy E and heat capacity C v can be calculated as
where N is the number of molecules, E is the system potential energy, and E 2 − E 2 is the fluctuation in the energy.
III. RESULTS AND DISCUSSION
A. Three-segment lipid model with the WL algorithm
In the present work, extensive simulations to study the process of spontaneous bilayer formation on a simple 3D lattice model have been performed. To test the performance of the WL method and determine the appropriate values of the WL parameters, a lattice size of L = 20 with 266 3-segment molecules (corresponding to a concentration of 10 vol. %) was first studied and the results compared to those obtained from conventional Metropolis MC simulations. As can be seen from Fig. 2 , the results from the WL and conventional Monte Carlo methods are in good agreement. The results from the WL simulations ( Fig. 2(a) ) show that the temperature dependence of the energy is smooth both in the high-and lowtemperature regions. In Fig. 2(b) , a peak is obtained in the heat capacity plot from the WL simulation at T = 19.62, indicating a phase transition, which is consistent with the range 19.5-19.75 observed for the same phase transition from the Metropolis MC simulations. Here, the transition we are studying is that from micelles to an ordered bilayer. As noted by Landau et al., 19 in the WL algorithm the accuracy of the g(E) is largely controlled by the modification factor, which also determines the simulation efficiency (i.e., the necessary number of MC steps). The ideal final ln f should be very close to 0.0 and in practice the random walk is usually stopped when ln f < 10 −6 ∼ 10 −8 . 19, 37 We note that it has been shown that the convergence of g(E) to the true value can stagnate for small ln f (referred to as saturation) and variants of the original WL method have been proposed, with mixed success, to overcome this problem. [38] [39] [40] In the current work, results obtained using ln f = 10 −6 and ln f = 10 −8 were compared, as shown in Fig. 2(b) , with the large difference in results indicating that the saturation point has not been reached thus far. Based on the Metropolis MC results, more accurate results are obtained with ln f = 10 −8 , which also indicates that the iterative refinement process from 10 −6 to 10 −8 is important. Hence, we use the parameter ln f = 10 −8 in all of the simulations reported unless otherwise stated.
With our implementation of the WL method tested and optimized, the phase transition behavior for a larger lattice of L = 48 with 3686 3-segment molecules was then studied and the results compared to those presented by Drefahl et al. 28 using Metropolis MC simulations. With the WL method, the C v values with a temperature interval of 0.01 have been calculated and a continuous curve with two apparent peaks obtained; one at T = 19.68 and a second peak at T = 20.40, indicating that a two-step phase transition process occurs (Fig. 3) . In the inset of Fig. 3 , C v obtained from the WL simulations is compared to that obtained by Drefahl et al. at discrete temperature points. 28 From the figure, we can see that while both methods yield similar behavior, only one phase transition is observed between T = 19.75 and T = 19.85 in the work of Drefahl et al. 28 Clearly, a scan of the whole temperature range with the WL method is advantageous, disclosing more specific information (i.e., the intermediate phase behavior) about the system.
To demonstrate the phase transition visually, simulation snapshots are shown in Figs. 4 and 5 over typical energy ranges (i.e., corresponding to different temperatures). For L = 48, at low temperatures one bilayer spanning the whole simulation box is observed and a second smaller bilayer is also found (Fig. 4(a) ). As the temperature is increased, the second bilayer melts into disordered clusters (Fig. 4(b) ) until at higher temperatures still, the bilayer spanning the whole simulation box also disappears and only clusters are observed (Fig. 4(c) ). For the L = 20 system, at low temperatures only one bilayer is formed throughout the simulation box ( Fig.  5(a) ), which as temperature is increased transforms to clusters directly without an intermediate phase (see Figs. 5(b) and 5(c)). From the comparison of the behavior observed for the L = 20 and 48 lattices, we can draw the preliminary conclusion that the ratio of the number of chains to the number of lattice sites in a plane i.e., the area per lipid, affects the phase transition temperature. At small ratios, when the number of chains is not sufficient to span the entire lattice plane, only one phase transition from a bilayer to clusters occurs. At higher ratios, when the number of chains is sufficient to form an additional bilayer, the phase transition occurs in two steps; first the small bilayer breaks into smaller clusters and then the larger bilayer breaks down into micellar clusters. This larger bilayer melting into clusters results in larger energy fluctuations in the system, explaining the large value of C v for the second-step phase transition. Based on the observations described above, a system size search was performed to determine the critical ratio at which the two-step phase transition starts. Several different lattice sizes in the range of L = 20-48 were studied with the same molecular concentration of 10 vol. %. The heat capacity curves obtained are presented in Fig. 6 , from which we can see that the phase transition temperature shifts as the system size increases and two peaks begin to appear for lattice sizes of L = 42 with 2470 lipids (Fig. 6(b) ) and above, for which the ratio equals ∼1.4.
B. Five-segment lipid model with the WL algorithm
We have extended the lipid model to simulate longer 5-segment chains using a lattice size of L = 20. For the efficient sampling of the longer chains, a simple CBMC move type was implemented as described in Sec. II C. To verify the CBMC algorithm, simulations for the 3-segment model and L = 20 were first performed. As shown in Fig. 7 , comparisons between the WL and Metropolis MC simulations with and without CBMC results indicate good agreement.
Preliminary tests showed that for 5-segment lipids, using the same concentration of 10 vol. % as in the simulations of the 3-segment model, or keeping the same number of lipid chains (N = 266, which is 17 vol. %), always results in the formation of closed vesicles, even at low temperature, rather than the bilayer sheet of interest. Based on this, and our observations of the effect of the area per lipid, a higher concentration of 31.25 vol. % (500 chains) was chosen for study and a onestep phase transition observed as temperature is reduced, as shown in Fig. 8 we have successfully applied the WL algorithm to longer amphiphilic chains; however, as the length of the lipid chain and the system size increases, the number of energy bins required increases due to the extensive nature of the energy and discrete representation of the density of states. In this work, this resulted in a factor of 5 increase in simulation time for the 5-segment lipid system over the analogous 3-segment system.
C. Three-segment lipid model with the STMC algorithm
The STMC algorithm has been applied to the 3-segment lipid system on the L = 20 cubic lattice for direct comparison to the WL method. To implement the STMC simulations efficiently, the strategy of multiple energy windows is again employed, with four different energy bin sizes considered ( E = WL , 2 WL , 4 WL , 8 WL , where WL is the interval between neighboring energy levels in the original WL method), and an initial value of ln f = 5 × 10 −6 used. The simulations are considered to be converged when the final modification factor is smaller than 10 −8 . Similar phase transition phenomenon (shown in Fig. 9 ) and system structures (not shown) are obtained as that from the WL simulations. From Fig. 9(a) , we can see that the T(E) values appear to be largely independent of the bin sizes E and all four sets of values have the same shape as those calculated from the WL simulation. With the continuous density of states integrated from the convergent T(E), we can again calculate any thermodynamic properties of interest and present results for the heat capacity in Fig. 9(b) . While there are small differences between the WL and STMC results at high energies, the simulation results are all within the error bars. While the STMC method helps avoid the increase in the number of energy bins (proportional to the number of sites) as the system size increases seen with the original Wang-Landau method, in practice, the time needed for a STMC step is ∼3 times as long as that for a WL step on the same system (which can be seen from the algorithm, as more calculations are done in the STMC method at each step). Since the STMC method is capable of utilizing simulations with larger energy bin sizes (i.e., fewer energy bins are required for histogram flatness), the simulations can be converged with fewer MC steps than the WL method and so can compensate for the slower speed of an individual step. For this system, the overall efficiencies are similar for the WL and STMC methods for E = 4 WL , while the STMC method for E = 8 WL is faster than WL; however, as the system size increases, the simulation time required increases significantly. For example preliminary results indicate that while the STMC algorithm achieves ∼34 000 MC cycles/min for L = 20 this decreases to only ∼20 000 MC cycles/h for L = 48, making the study of the larger lattice via STMC impractical. For comparison, the WL method is still robust for L = 48 and achieves ∼520 000 MC cycles /h.
IV. CONCLUSIONS
The recently developed Wang-Landau algorithm has been applied for the first time to study the process of selfassembly using a 3D lattice-based lipid model. The lipid model studied consists of 3 or 5 coarse-grained segments with the empty lattice sites representing water. The molecular interactions between hydrophobic and hydrophilic segments and between hydrophobic segments and water are purely repulsive. A bilayer structure is found to form at low temperatures, with phase transitions to clusters as temperature increases. With the complete density of states obtained, continuous curves of the average energy and heat capacity could be calculated and thus a complete view of the phase behavior provided.
For 3-segment chains, varying lattice sizes were studied, with the observation that as the system sizes increase, the phase transition temperature shifts. Specifically, the ratio of chain number to lattice area (i.e., area per lipid) affects the phase transition temperature. At small ratios, only one phase transition occurs between the bilayer and cluster phases, while at high ratio when the number of chains is enough to form an additional bilayer, the phase transition occurs in two steps with a stable intermediate state. An additional simple CBMC move was implemented and applied to simulate longer 5-segment chains on a lattice of size L = 20 and similar phase transition behavior was observed as a function of temperature; however, due to the increase in the required number of energy bins as the system size increases, application of the WL method to much larger system would be somewhat impractical.
The STMC method, an extension of the WL algorithm that allows simulations with larger energy bin sizes, was also implemented to study the self-assembly process. The results obtained are found to be in good agreement with the original WL method and largely independent of the energy bin size used. The possibility of running simulations with larger bin sizes by STMC with fewer MC steps is potentially an improvement over the original WL method; however, the longer time taken to perform an individual STMC step soon outweighs any additional benefits.
