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Abstract Recently, in the area of big data, some popular applications such as
web search engines and recommendation systems, face the problem to diversify
results during query processing. In this sense, it is both significant and essential
to propose methods to deal with big data in order to increase the diversity of
the result set. In this paper, we firstly define a set’s diversity and an element’s
ability to improve the set’s overall diversity. Based on these definitions, we
propose a diversification framework which has good performance in terms of
effectiveness and efficiency. Also, this framework has theoretical guarantee on
probability of success. Secondly, we design implementation algorithms based
on this framework for both numerical and string data. Thirdly, for numerical
and string data respectively, we carry out extensive experiments on real data to
verify the performance of our proposed framework, and also perform scalability
experiments on synthetic data.
1 Introduction
Nowadays, as the amount of information dramatically increases in several pop-
ular applications, such as recommendation systems and web search engines,
people are not only satisfied with relevant search results but also require that
more relevant yet diverse topics are covered by a limited number of search
results. Therefore, researchers pay considerable attention to the diversity of
the search results. Many diversification methods specific to normal-scale data
are proposed and applied in practice in order to improve the users’ experience
by avoiding the retrieval of too homogeneous results [1].
In big data era, the diversification of query results on big data is extremely
important and meaningful for the following two reasons.
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The first reason is that when dealing with big data, users can only access
a small share of query results due to the huge amount. Thus, we have to
return results of high quality. One of the proper indicators of results’ quality
is the diversity of the final result set. By providing users with query results
diverse enough, we can help them obtain various and sufficient information in
reasonable time and therefore, can improve users’ satisfaction. For example,
if a user wants to choose some detective stories, and he also wants to get
the whole picture of this kind of books at the same time, then, he submits a
search query of detective books to a book recommendation application. The
expected result is a list of books written by different authors with different
nationalities and published in a wide range of time rather than a list of books
containing different editions of the same book. The diversity of the former list
is obviously higher than that of the latter one. As the user wants to obtain a
thorough knowledge of detective stories the book list with high diversity meets
the demand of the user, which leads to a higher degree of user’s satisfaction.
The second reason is that diversification methods on big data face several
technical challenges and thus, is hard to be implemented. The memory is
limited, but as a result of big data’s essential characteristic-huge amount, we
have difficulty in dealing with so much data in relatively small memory. This
challenge prevents us from fully analysing big data and extracting diverse
results from the big data to generate the final result set. Additionally, due to
big data’s huge amount, super-linear algorithms are not acceptable because
big data can be scanned and processed only once or even less.
These two reasons above also make the diversification problem in big data
hard to solve. In this sense, for big data, we should design linear or sub-linear
space algorithms in order to retrieve diverse results in limited memory and
also, we should design on-line algorithms for the restriction of scan times.
While in query processing, many diversification methods have been pro-
posed and implemented specific for normal-scale data [2,3]. However, they are
not applicable for big data. This is because existing algorithms fail to take
into consideration big data’s huge amount and most of them have to scan the
input data many times. Let us take the classical algorithm-Maximal Marginal
Relevance (MMR) [3] as an example. MMR incrementally selects an element
from the candidate set and inserts it into the final result set. As for each incre-
mental iteration, we have to scan the candidates once. Therefore, the MMR
algorithm has to scan the input data for many times and is not suitable for
big data.
The query result diversification specialized in big data
search has not been systematically studied so far, even though query result
diversification over big data is meaningful and helpful in query processing. In
the era of big data, for some popular applications, such as search engines and
recommendation systems, we have to deal with a huge amount of on-line data,
which can only be scanned no more than once. Therefore, it is both significant
and essential to improve the diversity of results from big data within one scan.
This paper attempts to solve this problem. In this paper, we propose a
stream-model-based diversification framework. As we know, this is the first one
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to diversify the results for big data within one scan. This framework is both
effective and efficient in improving the diversity of the result set with low time
complexity, low space cost and low computational overhead. Additionally, this
framework processes the input data in on-line style and can be implemented
for various data types concretely with its advantages.
In this paper, we make the following contributions:
– We propose a framework for diversification of query processing on big data.
This framework allows us to improve the diversity of the final result set
within one scan with guaranteed performance. In order to describe this
framework thoroughly, we firstly present definitions of diversity, possible di-
versity gain (to describe an element’s ability to improve overall diversity).
Secondly, based on these definitions, the framework to solve the diversifica-
tion problem on big data is proposed, formulated and evaluated. We prove
that by assigning proper parameters in this framework, the probability of
success in a single run can be guaranteed. As we know, this is the first paper
to study the diversification method for big data within one scan.
– On the basis of the proposed diversification framework, we design implemen-
tation algorithms for two common data types, numerical data and string
data, to diversify the final returned results. We prove that the proposed
framework can be implemented specific to different data types effectively
and efficiently without degrading the framework’s performance.
– To verify the performance of proposed algorithms, we perform extensive
experiments. From experimental results, our algorithms are verified to be
effective and efficient, and we also study the factors that influence the perfor-
mance of our methods and their influence to the performance. Then, in order
to test the scalability of our proposed framework, we conduct experiments on
synthetic data with a tremendous amount and study the framework’s per-
formance. Experimental results also demonstrate that the scalability and
efficiency of our approach outperform existing approaches significantly.
The rest of this paper is structured as follows. A brief review of related
work about existing diversification methods is presented in Section 2. Also,
Section 2 demonstrates the intrinsic distinction between our proposed method
and existing methods. Then in Section 3, we present a diversification frame-
work which allows us to improve the diversity of the final result set within
one scan with a guarantee of performance and effectiveness. In Section 4, as
for numerical data and string data, we present the basic definitions and the
corresponding detailed implementation algorithms. Next, Section 5 illustrates
the experimental results of our proposed methods on both real data and syn-
thetic data, and then show thorough evaluations of them. Finally, Section 6
concludes this paper and discusses some challenging yet interesting directions
for further research.
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2 Related Work
Diversification in query processing has aroused many researchers’ attention
and interest these years. It can help enhance users’ satisfaction in three as-
pects. Based on these aspects, diversification can be divided into three cate-
gories. The first category is content-based diversification, or similarity-based
diversification [4]. It aims to return objects which are dissimilar enough to each
other. The second category is intent-based diversification, or coverage-based
diversification, which cover different aspects of a query, by returning objects
from different categories or satisfying various possible users’ intentions [5], [6],
[7]. The third category is novelty-based diversification, a method to return
objects containing new information previously not seen before [8], [9].
Drosou et al. [1] categorize diversification methods into three parts, namely,
content-based, intent-based and novelty-based diversification. Then they sur-
vey, compare and study the corresponding definitions, implementation algo-
rithms of these three categories thoroughly and deeply.
Vieira et al. [3] evaluate six existing content-based diversification methods
thoroughly, and then propose two new approaches, namely, the Greedy with
Marginal Contribution and the Greedy with Neighbourhood Expansion. Angel
et al. [2] focus on the problem of diversity-aware search which ranks results
according to both relevance and dissimilarity to others. Then they propose a
diversification method named DIVGEN which is qualified in terms of efficiency
and effectiveness.
As for intent-based diversification, researchers propose
various methods in order to cover as many user intentions and topics as possi-
ble. In [10], Ziegler et al. first propose a new metric, intra-list similarity, to rep-
resent the topical diversity of recommendation lists, and then a new method
named topic diversification is proposed to decrease the intra-list similarity
of lists. In [11], Radlinski et al. discuss three result diversification methods,
namely, the Most Frequent method, the Maximum Result Variety method and
the Most Satisfied method so as to improve personalized web search. Addi-
tionally, Capannini et al. [12] present an original method, OptSelect, in order
to effectively and efficiently accomplish the diversification task.
With regard to novelty-based diversification, not so many algorithms or im-
plementation techniques have been put forward. Clarke et al. make a thorough
distinction between novelty-the need to avoid redundancy-and diversity-the
need to resolve ambiguity in [8].
Greedy algorithms are widely adopted to diversify the query results [10],
[13], [14], they find the N elements first, and then test whether replacing an
element in the origin set with a further element increases the diversity or not.
Mostly, multiple passes of input data are needed in most of the methods.
The essential difference between our proposed method and existing ones
is that in our method, the input data only need to be scanned once or less,
and during the scanning procedure, we select the element which will diversify
the result set and put it into memory. On the contrary, existing diversification
methods mostly have to scan and process input data several times and also,
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cannot make effective use of available memory. In this sense, our presented
method can solve the technical challenges which diversification tasks are faced
with in big data, while existing methods fail to do so.
3 General Framework of Diversification
In this section, we present a general framework of diversification for big data.
Such framework is suitable for various data types and can effectively improve
the overall diversity of the final result set. Firstly, we introduce some basic
definitions to better establish the framework. Next we describe the proposed
framework and explain how it works. Then, we perform evaluation of this
framework. After this, we study the probability of success in improving the
overall result set’s diversity through this framework. Finally, we discuss the
number samples to select during the implementation of this framework.
As far as we are concerned, our proposed framework is the first one which
offers users a diversification method for big data within one scan. It also has
the advantage of low time complexity as well as low computational overhead.
This proposed framework can also be implemented concretely for various data
types without degrading its performance. In implementation, we often carry
out randomly sampling to make it suitable for big data.
As in our proposed method, we intend to scan the input big data no more
than once and the data is scanned in order, we can logically consider the input
big data as streaming data and therefore, can employ the data stream model,
in which, the elements a1, a2, · · · , an have to be processed one after another.
These elements in the stream model are not available for random access from
disk or memory and can only be scanned once.
3.1 Basic Definitions
3.1.1 Definition of Diversity
We assume that the final result set with regard to a user query is limited and
stored in memory. We denote the size of available memory as m, the number
of elements in the whole data set as n. Our task is to increase the diversity of
the elements in memory. The definition of diversity is formalized as follows.
As for several elements x1, x2, · · · , xk, which make up a vector denoted as
X , the diversity of X is computed as Div(X) = Div(x1, x2, · · · , xk). Thus,
the diversity of m different elements A = {a1, a2, · · · , am} in memory is com-
puted as Div(A) = Div(a1, a2, · · · , am). As for different data types, we choose
various indicators for Div(A).
With regard to numerical data, we use variance to describe the diversity
while as for string data, we express diversity as the sum of edit distances. Our
definition of diversity is compatible with existing diversity definitions. In [1],
Drosou et al. mention a definition of diversity which interprets diversity as
6 Meifan Zhang et al.
an instance of the p-dispersion problem. The p-dispersion problem is to pick
out p points from given n points, so that the minimum distance between any
two points is maximized [15]. In this case, the definition of diversity is the
minimum distance between any two points, while another existing definition
is described as the average distance of any two points.
Since the variance of a numerical data set can describe the distances be-
tween numerical elements in the set and similarly, the edit distance can repre-
sent the distance between each two strings, the proposed definitions of diversity
are reasonable and also compatible with existing ones. The concrete definitions
will be discussed in detail in Section 4.
3.1.2 Definition of Possible Diversity Gain
As the number of elements in available memory is fixed as a constant m, they
are denoted as A = {a1, a2, · · · , am}, where A represents the original result
set. As for an input element ϕ, we consider its contribution to the diversity of
the result set. Although ϕ’s contribution to the overall diversity of the final
result set could be defined in various ways, we decide to choose the change in
diversity value caused when replacing ϕ with another element in memory. This
is because the difference of the “new” diversity when putting ϕ in memory to
take place of another element and the original diversity can both intuitively
and clearly describes ϕ’s ability to diversify current result set. The detailed
definition is formalized below.
Given an element ϕ in the input data, its possible diversity gain to the
diversity of the available memory is defined as PDG(ϕ), which is computed
as follows:
PDG(ϕ) = max
aj∈A
{Div(A \ {aj} ∪ {ϕ})−Div(A)}
From this formula, the possible diversity gain of a certain element ϕ is the
maximal difference of the diversity value, where the element replaces the jth
element aj in the memory, and the memory’s original diversity value.
Also, it is obvious that PDG(ϕ) is only related to the elements A =
{a1, a2, · · · , am} in main memory, and has nothing to do with other input ele-
ments. If we consider the available memory as fixed, PDG(ϕ) can be thought
as an “attribute” of ϕ. Such attribute of ϕ is helpful in our further discussion.
3.2 Framework
As discussed before, we set the size of available memory as m, and set the
number of elements in the whole data as n. In this part, we will describe our
proposed diversification framework thoroughly and then explain how it works.
Our proposed framework is an on-line algorithm, which scans the input
data no more than once with a time complexity O(n). Besides, the required
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space is far smaller than the input size. In this sense, the algorithm is a sub-
linear-space algorithm. Also, this algorithm aims to select one element from
input to replace it into available memory and therefore, can increase the di-
versity of the final result set stored in memory.
The pseudo-code illustrated in Algorithm 1 explains the procedure of our
proposed framework. This framework increases the diversity of the results in
main memory.
Firstly, when the scanning begins,m different values are selected and stored
into the available memory. We use the algorithm of counting distinct elements
in streaming data [16] to implement the procedure efficiently. Additionally,
suppose the original maximal PDG value is −∞, and this can be seen in Line
3 of Algorithm 1.
Secondly, we apply the strategy of selecting a positive integer k < n, scan-
ning the first k elements of the input, then calculating their corresponding
PDG values and storing the maximal PDG value PDGmax among them. Line
4 to Line 9 in Algorithm 1 clearly demonstrate this procedure. Then the scan-
ning of data continues. Line 10 to Line 16 in Algorithm 1 describe the fol-
lowing condition when the algorithm is executed. If an element u with PDG
value larger than PDGmax among the following elements is met, the element
argmax
u′∈A
Div(A \ {u′} ∪ {u}) in the memory will then be replaced by u to
maximize the difference of the diversity value.
Thirdly, however, if no following elements have a larger PDG value than
PDGmax, the last element in the data set, i.e., the nth element un is used to
take place of the element argmax
u′∈A
Div(A \ {u′} ∪ {un}) in the memory. This
condition is demonstrated in Line 17 and Line 18 of Algorithm 1.
Through the procedure of this diversification framework, we can make sure
which element from input data will be replaced into memory and used to
increase the diversity of the final result set in memory.
Complexity Analysis: Here we analyse the time complexity of the pro-
posed diversification algorithm. Set the size of input as n and suppose that
the time complexity of the procedure Calculate-Element-PDG(ui), which is
invoked in Line 5 and Line 11 of Algorithm 1, is h(m). This is a function of
m, since the PDG value can be considered as an attribute of an input element
and thus, is only related to the elements in memory.
Firstly, during the scanning of first k elements, we calculate each element’s
PDG value in order to initialize the PDGmax value. Therefore, it costs k ·h(m)
time. Then in the following scanning procedure, in Line 10 to Line 16 of
Algorithm 1, the number of elements to be considered is no more than n− k.
Therefore, the time complexity of this part is O((n− k) · h(m)). In a nutshell,
the time complexity of this proposed diversification framework is O(n ·h(m)).
As the input size is n, and the size of available memory m is a constant far
smaller than n and can be considered irrelevant to the time complexity, our
proposed framework’s time complexity is O(n).
Even though this algorithm is in linear time, it indicates the worst case.
Mostly we do not need to scan every element in n to increase the diversity.
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Algorithm 1 Diversify-Final-Result-Set(k,n)
1: Input: A0 = {a1, a2, · · · , am}, u1, u2, · · · , un
2: Output: final PDG value
3: PDGmax ← −∞
4: for i = 1→ k do
5: PDG(ui) = Calculate-Element-PDG(ui)
6: if PDG(ui) > PDGmax then
7: PDGmax ← PDG(ui)
8: end if
9: end for
10: for i = k + 1→ n do
11: PDG(ui) = Calculate-Element-PDG(ui)
12: if PDG(ui) > PDGmax then
13: replace argmax
ui′∈A0
Div(A0 \ {ui
′} ∪ {ui}) with ui
14: return PDG(ui)
15: end if
16: end for
17: replace argmax
ui′∈A0
Div(A0 \ {ui
′} ∪ {un}) with un
18: return PDG(un)
First, the elements in the memory will be scanned for k times to get the
PDG max. After that, we only need to find an element in the following el-
ements which can increase the diversity with a replacement, and the rest of
the following elements would not be scanned after the replacement. Mostly,
the elements in the memory will be scanned for only a few times much smaller
than n. The procedure of checking whether a certain element will be replaced
into memory is performed online. Also, if the value of k is chosen properly,
we can guarantee the probability to successfully select the element with the
maximal PDG value. This will be discussed more clearly in Section 3.3.
Additionally, this is a sub-linear space algorithm since the space spent is the
input size’s low-order function, and this algorithm can improve the diversity
of elements stored in limited available memory. In this way, users can obtain
more information in a fixed time period and thus, users’ information needs can
be satisfied more efficiently. As a result, the users’ satisfaction is improved.
3.3 The Probability of Success
In this section, we provide mathematical foundation of our proposed diversifi-
cation framework. From the analysis, our framework is established to increase
the overall diversity of the final result set by replacing an element with a
relatively large PDG value from input into memory. In this sense, with the
restriction that we only choose one element, if the element with the maximal
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PDG value is selected, we can increase the diversity to the utmost. Next, we
will study the probability of this event’s success.
As stated in Section 3.1, the proposed PDG value of a given element can
be considered as an attribute of this element and thus, has nothing to do with
the other input elements. In this sense, the PDG value here can be analogical
to the score described in the on-line hiring problem [17].
Therefore, our mathematical foundation here uses the similar idea of the
proof in [17]. During the scanning of input data described in the proposed
diversification framework, we hope to select the element with the maximal
PDG value and replace it into memory. We denote this event as U , and the
probability of this event’s success as Pr(U). Our task is to calculate Pr(U) or
obtain the range of Pr(U).
In the process of our derivation to obtain the mathematical foundation for
computing Pr(U), we first define several events which play an important role
in this problem. Next, through derivation, we try to change the computational
formula of Pr(U) step by step. Then by simplifying the formula and solving
some definite integrations, we finally get the range of Pr(U).
Firstly, we denote Ui as the event that when the element with maximal
PDG value is the ith element, we successfully select it and put in into memory.
Then we obtain Theorem 1 shown below.
Theorem 1 Pr(U) =
n∑
i=k+1
Pr(Ui)
Proof: For various values of i, Ui is non-intersect. Thus we can get Pr(U) =∑n
i=1 Pr(Ui). According to the description of our algorithms, we will fail to
select the best element, i.e., the element with the maximal PDG value, if this
element appears in the first k positions from input. Thus, Pr(Ui) = 0, where
i = 1, 2, · · · , k. In this way, we get Theorem 1.
Now we aim to calculate Pr(Ui). Assume the input data is denoted as
u1, u2, · · · , un. Set M(uj) = max
1≤i≤j
{PDG(ui)} as the highest PDG value of
the element which is among u1, u2, · · · , uj. If the event Ui is to take place, two
other events have to happen simultaneously. One is that the element with the
highest PDG value must be in the position of the element ui, and we define
this event as Ri. The other is that all the PDG values of elements among
uk+1, uk+2, · · · , ui−1 must be smaller than M(uk). This event is denoted as
Ti. Then we can obtain Theorem 2 demonstrated below.
Theorem 2 Pr(Ui) = Pr(Ri ∩ Ti) = Pr(Ri) · Pr(Ti)
Proof: The reason why the event Ri has to happen to make sure that Ui is
to take place is obvious. Then, only if Ti happens, the proposed algorithm will
not select the element from the (k + 1)th element to the (i − 1)th element.
Ri and Ti are two independent events, so we obtain the expression of Pr(Ui)
according to the statistics property of independent events.
Then the range of the probability of success Pr(U) can be obtained and
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Theorem 3
k
n
(lnn− ln k) ≤ Pr(U) ≤
k
n
(ln(n− 1)− ln(k − 1))
Proof: We can easily figure out that Pr(Ri) = 1/n as the maximal PDG
value is equally likely to appear in n positions of input. Then Pr(Ti) =
k/(i− 1), because if Ti happens, it means that the highest PDG value among
u1, u2, · · · , ui−1 must appear in the first k positions of input and also, this value
is equally likely to appear in the k positions. Therefore, Pr(Ui) = k/(n(i−1)).
Then we can finally get the computational formula of Pr(U):
Pr(U) =
n∑
i=k+1
Pr(Ui) =
n∑
i=k+1
k
n(i− 1)
After simplification, the formula above is expressed as:
Pr(U) =
k
n
n∑
i=k+1
1
i− 1
=
k
n
n−1∑
i=k
1
i
Then we can use integration to make constraints on the upper bound and
lower bound of
∑n−1
i=k (1/i) as follows:
∫ n
k
1
x
dx ≤
n−1∑
i=k
1
i
≤
∫ n−1
k−1
1
x
dx
After solving the definite integrations above, we get the final upper bound and
lower bound of Pr(U) demonstrated in Theorem 3.
In summary, the probability of successfully choosing the element with max-
imal PDG value in one experiment Pr(U) will be no less than (k/n)·(lnn−ln k)
and no more than (k/n) · (ln(n− 1)− ln(k− 1)). Both upper bound and lower
bound are related to the value of k and n. In a certain experiment, the value
of n is set. Then if k is chosen properly, we can guarantee the probability of
success in one single experiment is satisfactory.
3.4 Discussion
As described before, we know how the proposed framework works and why this
framework has a guarantee on probability of success. In the implementation of
this diversification framework, due to the large amount of big data, we have to
pick out representative samples from the input data instead of accessing the
whole data set. In this section, we will discuss how to select a proper number
of samples.
As the total amount of input data can be large, sampling is essential in
experiments. Hence, we divide the input into a certain number of segments
with the same size. These segments can be considered as the samples of the
whole big data set. Concretely, we try to divide the data file into segments with
a fixed size of a, then the whole data file is partitioned into ⌊n/a⌋ segments.
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We select s segments from them and use them as experimental samples. As we
carry out such sampling experiments and obtain corresponding results based
on the samples selected, it is apparent that variables s and a will exert an
influence on the performance.
Now suppose we select n samples to represent the whole data set, and we
set Xi to represent the result of the ith sample. Xi = 1 represents that we
manage to find the element with the maximal PDG value and replace it into
memory in order to increase the diversity. Then, Xi = 0 means that we fail
to do so. It is obvious that X1, X2, · · · , Xn, the n samples, can be treated
as a sequence of independent Poisson tests. X1, X2, · · · , Xn all satisfy that
Pr(Xi = 1) = Pi, where i = 1, 2, · · · , n. Then we suppose that X =
n∑
i=1
Xi
and then µ = E(X), using µ to denote the mathematical expectation of X .
As a result of the properties of the expectation and the summation, we obtain
the following equation.
µ = E(X) = E[
n∑
i=1
Xi] =
n∑
i=1
E[Xi] =
n∑
i=1
Pi
Now we consider how to measure the effectiveness and reliability of our
proposed diversification framework when using samples to represent the whole
input. From [18], we have the following theorem.
Theorem 4 If X1, X2, · · · , Xn are independent Poisson tests and they satisfy
that Pr(Xi) = Pi, set X =
n∑
i=1
Xi, µ = E[X ], then as for ∀0 < δ < 1, the
inequality below holds.
Pr(|X − µ| ≥ δµ) ≤ 2e−µδ
2/3
According to Theorem 4, we know that the effectiveness and reliability
of our sampling method is closely related to a function of µ. Thus we de-
fine f(µ) = 2e−µδ
2/3 to describe it. Then let us provide a more detailed
discussion on f(µ). The 1st derivative of f(µ) can be easily calculated as
f ′(µ) = 2e−µδ
2/3 · (−
δ2
3
). Clearly, f ′(µ) ≤ 0. It means that f(µ) decreases
gradually with µ increasing. Thus, suppose the maximal value of µ is µmax
and the minimal value of µ is µmin. Then as a result of f(µ)’s properties, we
make sure that f(µmax) ≤ f(µ) ≤ f(µmin). From the inequality presented in
Theorem 4, we can get
Pr(|X − µ| ≥ δµ) ≤ f(µ),
so we can get
Pr(|X − µ| ≥ δµ) ≤ f(µmin).
Now our task is to compute f(µmin). As µ =
n∑
i=1
Pi, the minimal value of
µ is presented as µmin = n · min
1≤i≤n
Pi. Back in the inequality in Theorem 3 in
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Section 3.3, we get the following formula.
k
n
(lnn− ln k) ≤ Pr(U) ≤
k
n
(ln(n− 1)− ln(k − 1)).
Here Pr(U) =
k
n
n−1∑
i=k
1
i
represents the probability that one single experiment
is successful. In this sense, Pr(U) is equivalent to Pi. Thus, it is true that
k
n
(lnn− ln k) ≤ Pi ≤
k
n
(ln(n− 1)− ln(k − 1)).
If we try to calculate µmin, we have to compute the minimal value of Pi.
Set h(k) =
k
n
(lnn− lnk), as Pi ≥ h(k), then it is apparent that Pi ≥ h(k)max,
and the minimal value of Pi is h(k)max. After calculation and analysis, when
k =
n
e
, the value of h(k) is the largest and h(k)max =
1
e
.
Therefore, µmin = n ·
1
e
=
n
e
. Then we can get the following theorem.
Theorem 5 Pr(|X − µ| ≥ δµ) ≤ 2e
−
δ2 · n
3e
This inequality measures the degree that the results of samples deviate
from the mathematical expectation of the population. Theorem 5 describes
the probability that the deviation of this sampling result from the expectation
of the population is no less than δ times of µ. We denote its right section as
p0. Therefore, we can get Pr(|X − µ| ≥ δµ) ≤ p0.
As δ is an indicator of the deviation degree of sampling results from the
expectation of the population, different values of δ have various mathematical
meanings. n describes the number of picked out samples. By choosing various
values of δ and n, we can get different p0. That is, diverse probability values.
After testing the change of p0 values with δ and n, two conclusions are
drawn. The first is that with a given n, if δ increases, then the value of p0
correspondingly decreases. The second conclusion is that when the value of δ
stands constant, with n increasing, the value of p0 is on the decrease.
Therefore, it is learned that given a certain δ, which represents the devi-
ation degree, we should correspondingly choose a proper value of n, i.e., the
number of samples, in order to make sure that the value of p0 is small enough.
Only with this method, can we ensure the effectiveness and reliability of our
diversification framework using samples to represent the whole population.
4 Implementation Algorithms
In Section 3, we thoroughly describe the diversification
framework and then explain how it works. In this section, we develop im-
plementation algorithms based on our proposed framework for two kinds of
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data types, numerical data and string data. Note that these two kinds covers
most data types. For instance, both integer and double values can be processed
as numerical data while both text and category attributes can be processed as
string data.
4.1 Algorithms for Numerical Data
4.1.1 Expression of Diversity and PDG
In this section, we assume the input data is in the form of numerical values.
Then our task is to pick out a portion from the query results on a massive
numerical data set and then improve the diversity of this portion.
As discussed in Section 3, we assume that the final result set with regard to
a user query is stored in memory. Then we denote the size of available memory
as m, the number of elements in the whole data set as n, and our task is to
increase the diversity of the elements in memory.
As for several numerical values X = {x1, x2, · · · , xk}, we describe the di-
versity Div(X) of X as the variance, represented as Div(X) = V ar(X) =
E[(X − µ)2], where µ is the average value of X . Thus, the diversity of m dif-
ferent values A = {a1, a2, · · · , am} in memory can be computed as Div(A) =
Div(a1, a2, · · · , am) =
1
m
·
m∑
i=1
(ai−µa)
2, where µa is the average of a1, a2, · · · , am.
Then, given an element ϕ in the input, we describe its possible diversity gain
to the diversity of the available memory as PDG(ϕ). In this case, PDG(ϕ) is
computed as follows.
PDG(ϕ) = max
aj∈A
{V ar(A \ {aj} ∪ {ϕ})− V ar(A)}
Variance measures how far the elements are spread out from the mean
value and from each other. Therefore, if the variance value of several elements
is large, then it means that these elements are pretty different from each other.
It correspondingly means that the diversity of this element set is large. In this
sense, variance is a proper indicator of diversity among numerical elements.
Additionally, with our simple but useful definition of diversity, it can really
decrease the computational overhead of our proposed method.
4.1.2 Implementation Algorithm
As demonstrated in Algorithm 1 in Section 3, the algorithm invokes the func-
tion PDG(ui) = Calculate-Element-PDG(ui) during its execution. This algo-
rithm specific to numerical data is shown in Algorithm 2.
Here we analyse the procedure of Algorithm 2 in detail. The elements in
memory are described as a vector A0 = {a1, a2, · · · , am}. As for an input
element ϕ, our intention is to output PDG(ϕ). As illustrated in Line 3, we
first compute the variance of A0 and assign this value to result. Then in the
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Algorithm 2 Calculate-Numerical-Element-PDG(ϕ)
1: Input: values in main memory A0 = {a1, a2, · · · , am}, double element ϕ
2: Output: PDG value of ϕ
3: calculate the variance of A0 as result
4: for i = 1→ m do
5: calculate the variance of A′ where ϕ takes place of ai as variancei
6: if variancei > result then
7: result← variancei
8: end if
9: end for
10: PDG(ϕ)← result
11: return PDG(ϕ)
loop presented in Line 4 to Line 9, we take into account the “new” variance of
the result set when ϕ takes place of each element stored in memory. Within
the loop, if this “new” variance is larger than result, then we update the value
of result with this variance value. When the loop is terminated, in Line 10,
the value of result is assigned to PDG(ϕ) and thus, this algorithm halts.
Time Complexity Analysis: As in implementation, we simplify the for-
mula of variance
1
m
·
m∑
i=1
(ai−µa)
2 to
1
m
·(
m∑
i=1
a2i −mµ
2
a). Therefore, it takes only
θ(1) time to calculate the new variance if we replace an input element with a
certain one in memory. In Algorithm 2, we execute m times of the calculation
process described above, so the time complexity of Algorithm 2 is θ(m).
We then use an example below to illustrate the algorithm.
Example 1 Consider the following scenario. A user wants to select a house to
purchase from a tremendous
amount of information, but the concrete intention for the spot or the size is
not clear. Then we can really do him a favour by providing him with a certain
number of houses with diverse sizes and layouts, which of course, are in the
form of numerical values. Let us just take this situation as an example.
Suppose there are 25 numerical elements in the input,
which successively are 711.56, 121.65, 7498.12, 2866.83,
794.47, 7638.57, 9561.95, 6819.74, 8324.07, 2753.54, -272.60,
3396.49, 3857.34, 5266.30, 2788.52, 4681.03, 6.34, 5494.43, -8914.71, 7603.40,
1428.25, 591.98, 3332.02, 9255.67,
7133.70. Set the size of available memory as m = 5, then the parameter n
which means the number of input elements described in the framework is cor-
respondingly 20. We assume the number of elements to scan is k = 10. Thus,
for 25 numerical elements, 5 will be stored in memory and the following n = 20
will be used as input data.
From Algorithm 2, firstly, we choose m different elements into memory and
they are 121.65, 711.56, 794.47, 2866.83, 7498.12 in order. Secondly, we try
to scan the n elements in order. We scan the next k elements and find out the
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PDGmax value is from the element 9561.95, which is in the second position
of n elements. Then the scanning continues. When we get to the 14th element
-8914.71, it is found that its PDG value is larger than the PDGmax value and
it needs to replace the second element in memory. Thirdly, we carry out the
replacement and improve the diversity of elements stored in memory.
However, if we change the element -8914.71 in input data to 8914.71 and
then also carry out the procedure of Algorithm 2, we may find the implemen-
tation results are quite different. The PDGmax value stays the same, but when
the scanning continues, no following elements have a larger PDG value than
PDGmax. Thus, we select the last element 7133.70 to replace into memory
and it needs to take place of the 4th element in it.
There are two possible execution results of Algorithm 2. With the imple-
mentation of this algorithm, the consumer access enough measurements and
thus, can have more options. In this sense, our work is quite meaningful.
4.2 Implementation on String Data
4.2.1 Expression of Diversity and PDG
To study how to describe the diversity of a string set, we first lay emphasis
on how to represent the dissimilarity between two strings. Here, we use edit
distance, which is the minimum operations from insertion, deletion or substi-
tution to change one string to another, so as to measure the difference between
two strings. We choose edit distance because it is often used to measure the
difference between strings [19]. Then given two strings x, y, the dissimilarity
between them is denoted as Dis(x, y) = EditDis(x, y).
Thus, we represent the diversity of a string set S = {s1, s2, · · · , sm}, whose
cardinality is m, as follows:
Dis(S) =
m−1∑
i=1
m∑
j=i+1
Dis(si, sj) =
m−1∑
i=1
m∑
j=i+1
EditDis(si, sj)
Note that Dis(S) is equivalent to Div(S) when dealing with string data.
Then, we describe a string element’s PDG quantitatively. Given a certain
string element ϕ in the input data, we define its possible diversity gain as
follows.
PDG(ϕ) = max
sj∈S
{Dis(S \ {sj} ∪ {ϕ})−Dis(S)}
Edit distance can well measure the difference between two strings. In this
sense, we sum up the edit distances between all pairs of strings in a string set
together, and then use the result to describe how various the string elements
in this set are. Therefore, this sum result denoted as Dis(S) can reasonably
represent the diversity of this string set S.
16 Meifan Zhang et al.
4.2.2 Implementation Algorithm
We have proposed the implementation of the algorithm named PDG(ui) =
Calculate-Element-PDG(ui) specific to numerical data in Algorithm 2. Here
we focus on the implementation of our proposed diversification framework
specific to string data. Its pseudo-code is demonstrated in Algorithm 3.
Algorithm 3 Calculate-String-Element-PDG(ϕ)
1: Input: available memory A0 = {a1, a2, · · · , am}, string element ϕ
2: Output: PDG value of ϕ
3: calculate the edit distance sum of A0 as result
4: for i = 1→ m do
5: calculate the edit distance sum of A′ where ϕ takes place of ai as
distancei
6: if distancei > result then
7: result← distancei
8: end if
9: end for
10: PDG(ϕ)← result
11: return PDG(ϕ)
Now we explain the procedure of Algorithm 3 in detail. At first, strings
a1, a2, · · · , am are stored in memory and form a vector denoted as A0. The
input of this algorithm is a string element ϕ and the output is PDG(ϕ). In
Line 3, we firstly calculate the sum of edit distances between each two strings
in A0 and assign this value to result. Secondly, in the loop in Line 4 to Line
9, we consider the conditions where ϕ takes place of each element in memory,
and then compute the sum of edit distances, respectively. With this value, we
then check whether it is larger than current result value. If so, we assign this
edit distance sum value to result. Finally, in Line 10, PDG(ϕ) is set as result
and then the algorithm is terminated.
Time Complexity Analysis: Suppose the length of
strings considered is a. Then it takes θ(a2) time to calculate the edit distance
between two strings. In implementation, we employ a method that only takes
into account the calculation of the edit distances between the strings which
are influenced by the input string ϕ. Then as to one replacement involving
ϕ, we execute
1
2
m(m− 1) operations of calculating the edit distance between
two strings, so the time complexity of dealing with one element is θ(m · a2).
Since we have to process m replacements, the overall time complexity of Al-
gorithm 3 is θ(m2a2). As a is irrelevant to m and is fixed when the input data
file is determined, then the time complexity is θ(m2). We now take a practi-
cal situation as an example and explains the procedure of the implementation
method more thoroughly.
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Example 2 Here we collect the input data from the website http: // www.
amazon.com/ . We choose the category
“Books” and then focus on the book list called “100 Books to Read in a Life-
time: Readers’ Picks”. We randomly choose several books and use their names
as input in this example.
Suppose the input has 15 strings. That is s1: “A Brief History of Time”,
s2: “Alice Munro: Selected Stories”, s3: “Bel Canto”, s4: “Charlie and the
Chocolate Factory”, s5: “Daring Greatly: How the Courage to Be Vulnerable
Transforms the Way We Live, Love, Parent, and Lead”, s6: “Great Expec-
tations”, s7: “Harry Potter and the Sorcerer’s Stone”, s8: “Invisible Man”,
s9: “In Cold Blood”, s10: “Jimmy Corrigan: Smartest Kid on Earth”, s11:
“Kitchen Confidential”, s12: “The Devil in the White City: Murder, Magic,
and Madness at the Fair that Changed America”, s13: “Love in the Time of
Cholera”, s14: “Man’s Search for Meaning”, s15: “The Lion, the Witch and
the Wardrobe”.
Set m = 5, k = 5 and n = 10. Firstly, Algorithm 3 scans the input data
and store m different elements in memory, and the string elements are s1, s2,
s3, s4, and s5 in order. Then we scan the next k string elements and pick out
the PDGmax value which is from s10. Then the scanning continues. When we
reach s12, this element has a larger PDG value than PDGmax and it needs to
take place of the second element, that is, s2 in memory. Then the replacement
is carried out and the overall diversity of available memory is increased.
Nevertheless, if we change s12 in input file to “Life After Life” and still
execute the algorithm, we will find that PDGmax will not vary, but no following
elements have a larger PDG than PDGmax. Then the scanning continues and
the last element, s15, is met. The last element should replace s1 in memory to
obtain its PDG. Therefore, we switch s15 with s1 in memory and manage to
diversify the results.
There are two possible conditions of this method and they are both illus-
trated in the example above. Additionally, in this scenario, to choose a book
from the given book list, our proposed method allows diversifying the returned
book titles and thus, can improve users’ satisfaction and experience.
5 Experimental Evaluation
In this section, we evaluate our proposed methods with extensive experiments.
Test Dataset: We choose various data sets according to the features of
two different data types: as for numerical data, we use double data extracted
from TPCH [20]. The scale of double data is 150,000.
With regard to string data, we carry out our experimental evaluation on
DBLP dataset, which is available in [21] and the scale of string data utilized
is 500,000. The titles of various papers are used as the input of experimental
evaluation of string data.
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5.1 Experimental Methods
Independent variables: In our algorithms, three parameters affect the ef-
fectiveness and efficiency of our methods. The first one is the size of available
memory m. The second parameter is the total number of input elements n
and the third parameter is the number of elements k to be firstly scanned in
the procedure.
As discussed in Section 3.4, the cardinality of selected samples a and the
number of selected samples s both exert an influence on our methods’ perfor-
mance. Hence, these two parameters have to be taken into consideration as
well.
As discussed above, in the global experiments, we consider five parameters,
m, n, k, a and s. We study and analyse these their influence on the efficiency
and effectiveness of proposed methods, respectively. These five parameters may
affect each other to some extent, so we employ the control variate method to
study the impact of each parameter on the proposed methods’ performance.
Dependent variable: In order to better measure the impact of these
variables on returned results’ diversity, we present a measurement to describe
the degree that the diversity is increased. With the definition of possible di-
versity gain (PDG) value proposed in section 3 and section 4, suppose the
original diversity value computed is div0, and the PDG value after diversifica-
tion is denoted as PDG, we define diversity increasing rate, i.e., DIR value as
DIR =
PDG
div0
.
In the next two subsections, we study and analyse the impact of five pa-
rameters, m, n, k, a and s on DIR value and discuss about whether and how
they affect the performance of our diversification methods.
About δ: When we try to study the influence of five control parameters
on the diversity increasing rate, we base our experimental results on a fixed
number of randomly selected samples. Note that we employ the simple random
sampling scheme without replacement. In most of our presented figures (except
for the experimental study on the impact of selected sample number s), three
separate lines are illustrated with the legends named respectively as δ = 0.2,
δ = 0.5, and δ = 0.8, respectively. δ describes the degree that sampling results
deviate from population results.
About p0: Considering the meaning of the formula discussed in Section 3.4,
Pr(|X−µ| ≥ δµ) ≤ p0, these three lines are drawn using various δ and different
s in order to void large p0. As for δ = 0.2, we set s = 500, and then we get
p0 = 1.72151×10
−1, i.e., Pr(|X−µ| ≥ δµ) ≤ 1.72151×10−1. This means that
the probability that, our sampling results deviate from the theoretical results
of all data, to a degree of more than δ times of expectation value, is less that
1.72151× 10−1. As the value of p0 is small enough, we can guarantee that the
results of our sampling experiments are credible.
Similarly, with regard to δ = 0.5 and δ = 0.8, we respectively set the value
of s as 300 and 100, and then the value of p0 is correspondingly 2.02689×10
−4
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Fig. 1 Impact of Memory Size m (Numerical)
and 7.80991× 10−4. As the values of p0 are small enough, we ensure that the
experimental results of these two scenarios are both trustable.
5.2 Experiments on Numerical Data
In this section, we analyse the impact of the five parameters on the DIR value,
when dealing with numerical data and aiming to diversify returned results.
5.2.1 Impact of Memory Size
First, we consider the impact that m, i.e., the size of memory, exerts on the
value of DIR. We present a scatter plot of DIR value vs. m’s value in Fig-
ure 1(a). As illustrated in the figure, it is obvious that with the increasing of
m, DIR value tends to decline. It is all the same for various δ values. Well,
the experimental results are consistent with the analysis. Because a larger
m means that the size of available memory gets larger, then only replacing
one element into memory to increase the overall diversity, i.e., the variance
of returned results stored in memory, will be harder. Therefore, the diversity
increasing rate will decline significantly.
Then as observed from Figure 1(b), which describes m’s influence on the
running time of a single experiment, when m becomes larger, the running
time gets larger correspondingly, and it holds for various δ values. This is
because with the increasing of m, to calculate the original diversity of the
results stored in memory takes more time. Also, as for each input element ϕ,
when considering replacing it into memory, it takes more time to compute the
“new” diversity, i.e., variance, of the “new” result set. Therefore, the running
time will also increase.
5.2.2 Impact of Number of Elements To Be Scanned
In this part, the impact of the number of elements to be scanned, that is, k
is studied. A scatter plot of DIR value vs. k’s value is illustrated in Figure
2(a). As observed in the figure, with k increasing, the DIR value is mainly
decreasing, except for a little rise in some local areas. This is true according
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to three different values of δ, which means this experimental result holds as
for various frequencies in sampling. The reason is that when k gets larger,
more elements are scanned to find the initial maximal PDG value. Then if
the initial maximal PDG value becomes larger, the following elements will
not have a larger PDG value. Thus, the last element which contributes less is
selected and the DIR value gets smaller.
Now we analyse the influence of k on a single experiment’s running time.
From Figure 2(b), we observe that the running time increases accordingly
with the growth of k, regardless of δ values. This is because when k becomes
larger, during the procedure to find the PDGmax value, we have to scan more
elements and thus, process more elements by computing their PDG values.
Therefore, the computational overhead gets larger and then the running time
of a single experiment increases.
5.2.3 Impact of Number of Input Elements
As for three δ values 0.2, 0.5 and 0.8, with the input scale n increasing, the
corresponding DIR values are all going through several rises and falls. The plot
with regard to the relationship between DIR value and n is Figure 3(a). This
is because when the scale of input data gets larger, the elements to be selected
will be different and, meanwhile, the selected element’s ability to increase the
result set’s variance will also be diverse.
Also, the running time of a single experiment varies and fluctuates for var-
ious δ values when n increases. This is illustrated in Figure 3(b). The running
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time is relevant to the number of elements processed in each experiment and
also related to the data distribution in the selected samples. Here only the
total number of input elements gets larger, but we have no idea how the data
distribution is. Hence the running time may go through several rises and falls.
5.2.4 Impact of Cardinality of Selected Samples
As shown in Figure 4(a), no matter what δ is, when the sample size a gets
larger, the DIR becomes larger on the whole. Such experimental results are
understandable in that a larger a indicates a larger size of samples in one
test. Then the larger the sample size is, the more possible that it is to find an
element with a large enough PDG. Hence, DIR gets larger accordingly.
If we consider the running time of a single experiment, we obtain the results
illustrated in Figure 4(b). As for three different δ values, when the value of
a increases, the running time will get larger accordingly. This phenomenon is
understandable in that if a is larger, we have to deal with more data in each
sampling experiment. When the processing time of an element does not change
too much, the running time of an experiment will accordingly become longer.
5.2.5 Impact of Number of selected Samples
When we choose different numbers of samples, denoted as s, the DIR value
varies in a fluctuating way correspondingly. The scatter plot is illustrated in
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Figure 5(a). This result is caused by the different values of s and also, diverse
selected samples.
Additionally, the running time varies when s changes. The scatter plot
of the relationship between n and the running time can be observed in Fig-
ure 5(b). The running time is also related to the data distribution of samples
and which samples we choose.
5.2.6 Discussion
Well, we cannot overlook the important experimental result that in Figure 1 to
Figure 5, the DIR value is all positive and in some cases, the DIR value can be
quite large. This means that the result set is always more diverse after imple-
menting the corresponding procedure of our proposed method and sometimes,
the diversity is increased to a great extent. Therefore, the performance of our
proposed methods to increase the diversity of results is pretty satisfactory and
this proves the effectiveness of our proposed diversification method specific to
numerical data.
5.3 Experiments on String Data
In this section, we study how the five parameters affect the results of the
proposed diversification method with regard to string data experimentally.
5.3.1 Impact of Memory Size
First, when the memory size m becomes larger, the diversity increasing rate,
i.e., DIR value, gets smaller and the velocity of this decline procedure gets
lower. When the values of δ are various, which means that we select and use
different number of samples, the results are consistent. Such results can be
intuitively observed in Figure 6(a). The experimental results are in this way,
since if the size of memory increases, the increase scale in diversity when a
single element is replaced into memory becomes smaller. In detail, we describe
the diversity of a string set as the sum of edit distances between each two
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elements. Then, when m increases, exchanging only one element with another
in memory will not contribute much to the overall diversity.
Well, when m gets larger, the running time of a single experiment tends to
increase. This is the same no matter what the value of δ is. The relationship
between the running time and the value of m is intuitively illustrated in Fig-
ure 6(b). This is because when more elements are stored in memory, it takes
more time to compute the original diversity, i.e., the sum of edit distances here,
of the element set. Also, as for each element ϕ, it takes more time to compute
its PDG value (demonstrated in Algorithm 3). Therefore, the running time
correspondingly increases with a larger m.
5.3.2 Impact of Number of Elements to Be Scanned
In Figure 7(a), we can easily find that when the number of elements to be
scanned k keeps on increasing, the DIR value first rises a little and then falls
down continuously except for some fluctuations. Here whether DIR will in-
crease or decrease is determined by the data distribution in each sample and
the features of string data. If k rises, and then more elements are scanned, we
either can access the elements with larger PDG values in the rear part of input
data or cannot find any elements with a larger PDG value than the original
PDGmax. Thus, accordingly, the DIR value will either go up or fall down.
Also, note that this variation tendency is the same with δ = 0.2, δ = 0.5 and
δ = 0.8.
As to the running time of a single experiment, we find that with k getting
larger, the running time will increase on the whole regardless of δ values, and
this result can be obtained from Figure 7(b). The reason for this phenomenon
is that during the procedure of our proposed diversification framework, we
have to first scan the first k elements to find the PDGmax value. When k
increases, we spend more time calculating each element’s PDG value and pick
out the maximal value among them. This is why the running time tends to
become longer.
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5.3.3 Impact of Input Elements Number
In this section, we study the impact of input data scale n. As shown in Fig-
ure 8(a), similar to the experimental results specific to numerical data, here
as to strings, when n increases, the DIR value has several rises and falls re-
gardless of the values of δ. This is because when n changes, the element that
we finally choose will change accordingly. The ability of various elements to
diversify results is different and hence, DIR values will fluctuate.
Similarly, when the value of n increases, the running time of a single exper-
iment tend to fluctuate. The detailed change of running time is illustrated in
Figure 8(b), with three different δ values. This is because the running time is
determined by the exact number of elements to process and the data distribu-
tion in each selected sample. When n changes, we may select various samples
and thus, process different number of elements. All these factors contribute to
the fluctuation of the running time.
5.3.4 Impact of Cardinality of Selected Samples
Apart from all the factors discussed above, the sample size a also has a sig-
nificant impact on the effectiveness of our method, which is described as DIR
values. Overall, the DIR value increases with the growing of a except for some
local fluctuations, whatever the value of δ is. This experimental result can be
clearly observed in Figure 9(a). The reason is that when the sample size gets
larger, the number of elements that we can deal with in a single test will be-
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Fig. 10 Impact of Sample Number s (String)
come larger. Then the probability of meeting an element with a larger PDG
value and promoting the growth of DIR value is larger. Therefore, when we
carry out a fixed number of sampling experiments, the DIR value becomes
larger.
Then we pay attention to a’s influence on the running time of a single
experiment. The change of running time with a increasing can be intuitively
observed in Figure 9(b). The running time mainly goes through several rises
and falls, but on the whole, it tends to increase. This is because when the
sample size a gets larger, if the processing time of each element stays the
same, an experiment’s running time will get larger. However, when a becomes
larger, it is more likely that a following element has a PDG value larger than
PDGmax and then terminates this exact experiment. If so, the running time
will decrease. This is why the running time goes through fluctuations.
5.3.5 Impact of Number of selected Samples
When we vary the number of sampling experiments executed, i.e., s, the DIR
values will vary. This is because the number of samples and the concrete con-
tent in the samples determines which element to be selected at last and how
much diverse it can increase the result set by. Figure 10(a) intuitively demon-
strates such experimental results.
Then when s tends to increase, the running time of a single experiment will
fluctuate. This is also because the running time is relevant to the data distribu-
tion in the selected samples and which samples we have selected. Figure 10(b)
clearly illustrates the change of the running time with s varying.
5.3.6 Discussion
Note that in all of our sampling experiments, the diversity increasing rate is
greater than zero and large enough. As the DIR value describes the degree
that a set’s diversity is increased, this result shows that our proposed method
with regard to string data have satisfactory performance in diversifying the
final result set.
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Fig. 11 Scalability Experiments
As thoroughly discussed before, using a large number of experiments and
corresponding experimental results, we can learn that the definitions, algo-
rithms and methods presented are meaningful and effective in the diversifica-
tion procedure of both numerical data and string data. Therefore, our meth-
ods contribute much to providing users with more information and improving
users’ satisfaction.
5.4 Scalability Experiments
In this part, we focus on the scalability of our proposed diversification frame-
work and study its ability to deal with big data. We respectively carry out
the scalability tests of both numerical data and string data, and then study
and analyse them thoroughly. We also compare our approach with a MaxMin
algorithm [22], a greedy diversity query processing algorithm, whose time com-
plexity is an approximately linear. We implement the algorithm by ourselves.
5.4.1 Scalability Experiments of Numerical Data
When we try to carry out the scalability test of numerical data, which is
in the form of double values here, we use randomly generated data which is
uniformly distributed in [−1000, 1000]. Additionally, the utilized data amount
varies from 1.0 GB to 5.0 GB in order to test how our method works when
dealing with big numerical data. Note that only n varies here, other factors’
values are set as constant values: m = 10, k = 20, a = 150. The values of s
and δ are set as those in Section 5.2 and Section 5.3.
The running time of a single experiment can well describe our proposed
method’s effectiveness and efficiency. The scatter plot in Figure 11(a) illus-
trates the relationship between the data amount and the running time. In this
figure, various δ values represent different numbers of selected samples.
It is intuitive from the figure that the running time is irrelevant with the
data amount and the running time is less than 0.045 seconds. This means that
we can always obtain the diversification results within a reasonable period of
time and the performance of our proposed framework is quite satisfactory in
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terms of processing time when dealing with big numerical data. Therefore, our
framework has a good ability to diversify big numerical data.
From comparison, our approach outperforms existing algorithm signifi-
cantly. It is because we use effective sampling strategy and reduce the compu-
tation cost.
5.4.2 Scalability Experiments of String Data
In this part, we analyse the scalability of our proposed framework when dealing
with big data in string type. The data set is randomly generated string data
which can be composed of 4 to 8 characters from {a, b, · · · , z}∪{A,B, · · · , Z}
and follows uniform distribution. The amount of the data used ranges from
1.0 GB to 5.0 GB. In this way, we can analyse the scalability of our proposed
method when processing big data in string type. Note that only n changes here,
so other parameters are set as constant values: m = 10, k = 20, and a = 200.
Also, s and δ are set as the same values demonstrated in Section 5.4.1.
We also utilize the running time of a single experiment as an indicator of
the performance of the proposed method and how the running times changes
with the data amount is clearly shown in Figure 11(b).
It can be seen from the figure that a single experiment’s running time has
nothing to do with the data amount and is no more than 0.035 seconds. This
scalability test shows that our proposed method is qualified in effectiveness
and efficiency when processing big data in string type. That is to say, our
proposed diversification framework is capable of increasing the diversity of
resulted string results when faced with big data.
From comparison, our approach is faster than MaxMin thousands of times.
Our approach achieves higher performance due to our sampling strategy and
avoid many costly computation of edit distance between strings.
6 Conclusions
These years, in query processing, many diversification
methods with regard to normal-scale data are proposed to meet users’ in-
formation needs. However, most of the methods are not suitable in the area of
big data due to big data’s huge amount feature. Then how to diversify returned
results when dealing with big data is well worth researching.
In this work, we firstly propose a diversification framework which can solve
the challenges that existing diversification methods are faced with when deal-
ing with big data. This framework processes input data online and the com-
putational overhead as well as space overhead are low. Next, we concretely
implement this framework in the area of two commonly-used data types: nu-
merical data and string data and then design corresponding implementation
algorithms. Finally, we carry out extensive experiments on real data to eval-
uate our proposed framework, examine the influence that m, k, n, a and s
can respectively exert on the methods’ performance as well as effectiveness.
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Additionally, scalability experiments are conducted on synthetic data to eval-
uate the framework’s ability to process big data and demonstrate that the
proposed approach outperforms the existing linear approach due to the ran-
domized strategy.
Our proposed diversification framework can only replace one element into
memory to diversify the final result set. However, if we can use several caches
to store elements which can be considered and replaced into memory together,
we can increase the diversity of the final result set to a larger extent. This is
an interesting yet challenging direction for further research.
From the experimental results, the run time behaves linear to the memory
space indicating that all elements in the memory will be scanned for each
new incoming stream element. For efficiency issues, a interesting future work
is to design a light weight index in the memory to avoid redundant work in
subsequent PDG computations.
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