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a b s t r a c t
In this paper, a weight selection procedure in theW -k-means algorithm is proposed based
on the statistical variation viewpoint. This approach can solve theW -k-means algorithm’s
problem that the clustering quality is greatly affected by the initial value of weight. After
the statistics of data, the weights of data are designed to provide more information for
the character of W -k-means algorithm so as to improve the precision. Furthermore, the
corresponding computational complexity is analyzed as well. We compare the clustering
results of the W -k-means algorithm with the different initialization methods. Results
from color image segmentation illustrate that the proposed procedure produces better
segmentation than the random initialization according to Liu and Yang’s (1994) evaluation
function.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Cluster analysis is a method of clustering a data set into groups displaying similar characteristics. It can provide a
nonparametric, unsupervised approach to the analysis of each kind of images. This clustering method is a data-driven and
pattern-based approach that summarizes the collective role of topography in differentiating the environment [1]. The k-
means algorithm (cf. [2]) is an unsupervised clustering method that can identify natural class in a reproducible way no
matter how many attributes are adopted. The main idea behind the k-means algorithm is the minimization of an objective
function usually taken up as a function of the deviations between all patterns from their respective cluster centers. The
minimization of such an objective function is sought employing an iterative scheme which starts with an arbitrary chosen
initial cluster centers in an iterative manner to obtain a better clustering result. The algorithm alternatives between two
steps until the value of the objective function cannot be reduced any more.
It is noted that the k-means clustering algorithm faces the local minimum problem. To overcome this problem,
the simulated annealing method, the global k-means clustering algorithm [3] and modified global k-means clustering
algorithm [4] are proposed to solve the local minimum problem. However, there is a key challenge for k-means clustering
algorithm: it results in a stable solution that can optimally partition data, but the biophysical meanings of produced
cluster centers need further interpretation. There is no guarantee in this process that the uniform weight assignment will
correspond to the most meaningful partitions, in part because the optimal weight assignment is generally unknown. This
means that the attribute weightsmay need to be tuned and evaluated in an iterative way to produce interpretable partitions
that best fit a particular application or bestmatch a specific biophysical pattern. Thus, the partition of the k-means clustering
algorithm is sensitive to weight adjustments of adopted data attributes.
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Recently, Huang et al. [5] used an artificial data set to demonstrate that the performance of k-means algorithm is affected
by diverse (or noise) variables. To solve this problem, they proposed a new k-means type algorithm calledW -k-means that
can automatically weight variables according to the importance of the variables in clustering. In theW -k-means algorithm,
the small weights reduce the effect of diverse variables. However, its clustering results depend on the initial cluster centers
and the initial weights. The problem referring to the initial cluster centers has been dealt with by Khan and Ahmad [6] and
the present paper deals with the initial weight problem for the W -k-means algorithm. Based on the variation in the data,
we use two approaches (cf. [7,8]), coefficient of variation and entropy, to select the initial weights.
The rest of the paper is organized as follows. We recall theW -k-means algorithm in Section 2. Subsequently in Section 3,
the proposed attribute weight initialization methods are based on the variation are described. Image segmentation is an
important step for many image processing and computer vision algorithms. We therefore apply theW -k-means algorithm
with the proposed initial weights to the color image segmentation. The segmentation results are given in Section 4. Finally,
Section 5 concludes the paper.
2. TheW -k-means algorithm
Let X = {X1, . . . , Xn} be a data set where Xi = (xi1, xi2, . . . , xim), i = 1, . . . , n are feature vectors in m-dimensional
Euclidean space Rm. The k-means algorithm will cluster the data set X into k well partitions with 2 ≤ k ≤ n − 1. Since we
have no prior information about unlabeled data set X , a reasonable criterion or objective function is important. Intuitively,
each cluster should be as compact as possible. Thus a well-known k-means clustering objective function P with unknown
variables U and Z is created as follows:
P(U, Z) =
k−
l=1
n−
i=1
uil
m−
j=1
d(xij, zlj) (1)
subject to
k−
l=1
uil = 1, 1 ≤ i ≤ n,
where U is an n × k partition matrix, uil is a binary variable and uil = 1 demonstrates that the ith data point Xi belongs to
the lth cluster; Z = {Z1, . . . , Zk} is a set of k-vector representing the cluster centers; d(xij, zlj) = (xij − zlj)2 is the distance
between the ith data point and the lth cluster center on the jth variable. The necessary conditions for minimizing P(U, Z)
are
zlj =
n∑
i=1
uilxij
n∑
i=1
uil
, for 1 ≤ l ≤ k and 1 ≤ j ≤ m, (2)
uil = 1, if
m−
j=1
d(xij, zlj) ≤
m−
j=1
d(xij, ztj) for 1 ≤ t ≤ k
uit = 0, for t ≠ l.
(3)
Thus, a k-means algorithm is a Picard fixed point iteration with Eqs. (2) and (3).
From P(U, Z), the k-means algorithm deals with all variables equal important. In practice, there may exist some diverse
variables in the data set and these variables may influence the performance of clustering results (cf. [5]). To solve this
problem, Huang et al. [5] proposed the weight k-means (W -k-means) algorithm as follows. Let W = (w1, . . . , wm) be
the weights form variables and β be a parameter for attribute weightwj. They modified the objective function P(U, Z) as
P(U, Z,W ) =
k−
l=1
n−
i=1
uil
m−
j=1
w
β
j d(xij, zlj) (4)
subject to
k−
l=1
uil = 1, 1 ≤ i ≤ n
uil ∈ {0, 1}, 1 ≤ i ≤ n, 1 ≤ l ≤ k
m−
j=1
wj = 1, 0 ≤ wj ≤ 1.
(5)
Using the method of Lagrange’s multipliers, we get the following necessary conditions for minimizing P(U, Z,W ):
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zlj =
n∑
i=1
uilxij
n∑
i=1
uil
, for 1 ≤ l ≤ k and 1 ≤ j ≤ m, (6)
uil = 1, if
m−
j=1
w
β
j d(xij, zlj) ≤
m−
j=1
w
β
j d(xij, ztj) for 1 ≤ t ≤ k
uit = 0, for t ≠ l
(7)
when β > 1 or β ≤ 0, wj =

0, if Dj = 0
(1/Dj)1/(β−1)
h∑
t=1
(1/Dt)1/(β−1)
, if Dj ≠ 0, (8)
where
Dj =
k−
l=1
n−
i=1
uild(xij, zlj)
and h is the number of variables where Dj ≠ 0. When β = 1, wj′ = 1 and wj = 0, j ≠ j′, where Dj′ ≤ Dj for all j. According
to Huang et al.’s [5] analysis, β < 0 or β > 1 is chosen in the W -k-means algorithm. Thus, the W -k-means algorithm can
be described as follows.
W -k-means algorithm.
Fix β and 2 ≤ k ≤ n− 1 and set r = 0. Give any ϵ > 0 and the initial cluster centers Z (0)l = (z(0)l1 , . . . , z(0)lm ) (1 ≤ l ≤ k) and
attribute weightsW (0) = (w(0)1 , . . . , w(0)m )
∑m
j=1w
(0)
j = 1

.
S1. Find u(r)il by update Eq. (7).
S2. Find z(r)lj by update Eq. (6) with u
(r)
il .
S3. Findw(r+1)j by update Eq. (8) with u
(r)
il and z
(r)
lj . IF maxj ‖w(r+1)j − w(r)j ‖ < ϵ then stop;
ELSE r = r + 1 and return to S1.
Based on Huang et al.’s [5] experiments, the performance of the W -k-means algorithm depends on initial values of
attribute weights. Next, we propose a variation approach to choose the initial values of an attribute weight to improve
the performance of theW -k-means algorithm.
3. Attribute weight initialization methods
Variation plays an important role in statistics. Let us start from scratching and devising a measure of variability that
uses a random sample of size n, {x1, . . . , xn} ⊂ R, where R is the one-dimensional Euclidean space. Then, it would logically
indicate what we construct should be able to measure how the data vary from average. The sample standard deviation, s, is
a usual measure of variability, defined as
s =
 n∑i=1(xi − x¯)2
n− 1 , x¯ =
1
n
n−
i=1
xi.
In practice, Karl Pearson’s coefficient of variation (CV) has been used extensively, defined by
cv = s
x¯
.
On the other hand, if we have a random sample X = {X1, . . . , Xn} ⊂ Rm and Xi = (xi1, . . . , xim), which represents the ith
sample, then the CV of the jth attribute is defined as
cvj =

n∑
i=1
(xij − x¯j)2/(n− 1)
x¯j
, x¯j = 1n
n−
i=1
xij.
From Huang et al.’s [5] experimental results, we know that attributes with small variations provide more reliable
information about clustering analysis than those with large variations. Therefore, the attribute weight is inversely related
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Table 1
The initial weights using the proposed approaches on these
four images.
Images CV (R,G,B) Entropy (R,G,B)
Flower (0.702, 0.125, 0.173) (0.905, 0.030, 0.065)
Butterfly (0.351, 0.392, 0.257) (0.354, 0.442, 0.204)
Clown (0.452, 0.293, 0.255) (0.516, 0.252, 0.232)
Lenna (0.424, 0.218, 0.358) (0.483, 0.131, 0.386)
to its variation. It means that an attribute that has a large variation receives less weight than another attribute that has a
smaller variation. Thus the jth attribute weightwj is proportional to 1/cvj, i.e.
wj = 1/cvjm∑
j=1
1/cvj
, j = 1, . . . ,m. (9)
It iswell known that information theory plays an important role inmodern communication theory. In spirit and concepts,
information theory has its mathematical roots in the concept of entropy in thermodynamics and statistical mechanics.
Generally speaking, whenever we obtain statistical observations, we seek information. Hence, we may ask the question:
How much can we infer from a particular set of observations about the sampled population (cf. [9])? Next, we propose a
technique to measure the information about the observations.
With the same notation as above, let x·j =∑ni=1 xij, and define
Pij = xijx·j , i = 1, . . . , n; j = 1, . . . ,m.
Then
∑n
i=1 Pij = 1. It means that (P1j, . . . , Pnj) may be regarded as a probability distribution. Thus, the Shannon entropy
about the jth attribute is given by
Hj = −
n−
i=1
Pij ln Pij.
Since the maximum entropy of the jth attribute is
−
n−
i=1
1
n
ln

1
n

= ln(n),
we can consider the normalized entropy as follows:
δj = Hjln(n) = −
n−
i=1
Pij ln Pij
ln(n)
, j = 1, . . . ,m
where 0 ≤ δj ≤ 1. Apparently, the value (1− δj) can measure the degree of variation of the jth attribute. If the variation of
the jth attribute is large (small) then the value of (1− δj) is also large (small). Since the attribute weight is inversely related
to its variation, the jth attribute weightwj can be defined as
wj = 1/(1− δj)m∑
t=1
1/(1− δt)
, j = 1, . . . ,m. (10)
4. Color image segmentation
For many image processing and computer vision algorithms, image segmentation is an important step. Thus, in this
section, we compare the proposed attribute weight initializationmethodwith the random generated weight on color image
segmentation. We use four color images shown in Figs. 1–4: flower with the size 96× 75, butterfly with the size 96× 125,
clown with the size 128× 128 from [10] and Lenna with the size 256× 256. The parameters in theW -k-means algorithm
are set as follows: (i) the termination criteria ϵ = 0.0001; (ii) the number of clusters k : k = 5 in flower image, k = 4 in
butterfly image, k = 8 in both clown and Lenna images; (iii) β = 8 (cf. [5]). For simplicity, we choose the raw color data
in the RGB color space. Thus, we run the W -k-means algorithm to the RGB space of these images with 10 sets of random
generated weights and the proposed initialization weight methods with the same initial cluster centers. The initial weights
using the proposed approaches on these four images are shown in Table 1.
The segmentation results of these images are shown in Figs. 1–4. Figs. 1(1), 2(1), 3(1) and 4(1) are segmentation results
on the basis of the CV initialization approach. Figs. 1(2), 2(2), 3(2) and 4(2) are segmentation results based on the entropy
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Fig. 1. The original flower image. Bold represents the smallest value.
initialization approach. Figs. 1(3)–(12), 2(3)–(12), 3(3)–(12) and 4(3)–(12) are the segmentation results according to the
10 sets of random generated weights. To evaluate the results of color image segmentation, it is necessary to make a
quantitative comparison of the segmented images related to different initial attribute weights in theW -k-means algorithm.
The evaluation function F(I) given by Liu and Yang [11] is used for our comparisons
F(I) = √R×
R−
i=1
(ei/256)2√
Ai
,
where I is the segmented image, R, the number of regions in the segmented image, Ai, the area, or the number of pixels of the
ith region, and ei, the color error of region i. ei is defined as the sum of the Euclidean distance of the color vectors between
the original image and the segmented image of each pixel in the region. In this paper, R is equal to k. Note that the smaller
the value of F(I) is, the better the segmentation result should be.
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Fig. 2. The original butterfly image. Bold represents the smallest value.
Figs. 1–4 also shows the values of F(I) corresponding to the segmented images. From Figs. 1–4, we find that (i) for the
flower image, the proposed initialization approaches have the better segmentation results than the randomly generated
weights. Especially, the CV approach produces the smallest F(I) value; (ii) for the butterfly image, the entropy approach
(Fig. 2(2)), Fig. 2(3) and (12) have the smallest F(I) value and the F(I) value of CV approach is close to them; (iii) for the clown
image, the entropy approach produces the smallest F(I) value; (iv) for the Lenna image, the CV and entropy approaches
produce the smallest F(I) value. According to the above results, we can see that the overall performance of the proposed
initialization approaches is better than the randomly generated weights.
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Fig. 3. The original clown image. Bold represents the smallest value.
5. Concluding remarks
In this paper, we have proposed two attribute weight initialization approaches in theW -k-means algorithm inspired by
variation in the data. From experimental results, the proposed approaches actually provide better segmentation results than
the randomly generated weights.
Furthermore, we make the computational complexity analysis. In CV and entropy approaches for setting the initial
weights, we need to compute wj for all n data points in an m-dimensional space. Their computational complexities are
O(nm).
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Fig. 4. The original Lenna image.
In future, we will combine the proposed attribute weight initialization approaches and Cao et al.’s [12] initialization
method for the k-means algorithm to develop a new initializationmethod for handling the initial problem in theW -k-means
algorithm.
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