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ABSTRACT 
OPTIMAL FUEL DEPLETION STRATEGY 
by 
Joao Jachic 
Chairman: John C. Lee 
This thesis describes the development of a fuel 
depletion strategy that maximizes cycle length in boiling 
water reactor (BWR) cores. The cycle length maximization 
problem was formulated in terms of a core reactivity 
maximization scheme which provided solution to a terminal 
state optimization problem as well as to the optimal 
depletion strategy search. 
The nonlinear optimization problem was solved through 
an iterative application of linear programming involving 
linearization of the objective function and constraint 
equations. The nuclear-thermal-hydraulic model repre­
senting BWR cores was solved in a fully coupled, nonlinear 
form outside of the linear programming algorithm. For our 
numerical study, a large BWR core was modeled through a 
finite-difference form of the axial one-dimensional, two-
group neutron diffusion equation with control rods and 
thermal-hydraulic feedback represented. 
The optimal terminal state that results in maximum 
cycle length at the end-of-cycle for a given fuel loading 
is obtained through two phases, involving burnup shape 
optimisation and cycle length extension, respectively. The 
optimal fuel depletion strategy is obtained through opti­
mization of control rod pattern such that the loss in core 
reactivity over each depletion interval is minimized sub­
ject to power distribution constraints. 
The maximum cycle length obtained in our one-
dimensional axial depletion calculation indicates an 
increase of 7.4% over the corresponding Haling result, 
suggesting potential improvement in fuel utilization through 
proper control poison management. We also conclude that 
both the optimal terminal state and the optimal depletion 
strategy strongly depend upon the power distribution con­
straints. The fuel cycle is extended at the expense of 
power peaking margin. The optimal terminal state results 
in a bimodal bottom-peaked burnup shape and a top-peaked 
power distribution with the power peaking factor at the 
design limit. The optimal depletion calculation shows 
that the optimal power distribution is bimodal and time-
dependent with, the peaking factor at the design limit. 
The optimal power distribution is more skewed than the 
traditional Haling shape and bottom-peaked for most of the 
fuel cycle. For a short time interval around a core-
average burnup of 3 GWD/T the power distribution is top-
peaked reflecting the high depletion rate of the distri­
buted burnable poison. 
CHAPTER 1 
INTRODUCTION 
The development of nuclear energy has reached a stage 
at which safety and economic considerations in the design 
and operation of a nuclear power plant play an ever in­
creasing role. Economically it is desirable to optimize 
core design, fuel loading, fuel enrichment, and operating 
procedures in the drive for cheaper power production. Due 
to safety and reliability considerations, however, re­
garding the thermal performance of fuel elements, limita­
tions are imposed on the power distribution and its rate of 
change during normal operation and in postulated accident 
conditions. 
It is generally believed, that a considerable increase 
in fuel utilization and reduction in power generation cost 
can be achieved by an optimized fuel loading scheme and 
control poison management. Because of their fundamental 
role in core design, considerable effort has been devoted 
over the years to fuel design optimization and loading 
pattern selection"^* ~* at the beginning of an operating 
cycle. Nonetheless, equally important for the overall 
plant safety and the thermal performance of the fuel ele­
ments 6 is the control poison management during the oper-
1 
2 
7-15 
ating cycle. Although these two problems, in general, 
are coupled together, it is customary to assume that they 
2 16 17 
can be treated separately. ' ' The overall optimization 
problem is then decomposed into two subproblems: fuel 
management and control rod programming. 
During each period of operation, the fuel composition, 
and hence its reactivity, continuously change which must be 
compensated for during the operating cycle by moving con­
trol rods or depletion of burnable poison or both. At 
the same time, because of the significance of the power dis­
tribution to the thermal performance of fuel elements and 
to the overall reactor behavior, control poison management 
is also optimized to shape the power distribution in space 
and time. Traditionally power distribution has been shaped 
as to maximize the fuel element thermal performance by 
minimizing the power peaking factor.1 S t u d i e s 8 , 1 0 ' 1 8 have 
indicated, however, that power flattening does not lead 
to maximization of the fuel utilization, measured by the 
accumulated burnup. Therefore, because of the competition 
between flat power shape and maximum average discharge 
burnup the choice of control rod program plays a central 
7 9 10 
role in the overall burnup problem. ' 
Extensive work has been done on the flux-power flat­
tening p r o b l e m 8 , 1 3 / 1 4 , 1 5 , 1 9 in boiling water reactor (BWR) 
cores, and a basic solution was given by Haling 1 0 who con­
cluded that the best strategy is to keep the power shape 
3 
constant throughout the cycle. The maximization of fuel 
utilization or burnup has been studied under various equi-
7 9 2 0 21 
valent forms ' ' ' such as maximization of the total 
burnup, minimization of initial fuel loading1, cycle 
8 9 
length extension ' , and minimization of the infinite 
22 
multiplication factor at the beginning of a cycle (BOC). 
The present study has been limited to the problem of cycle 
length maximization given an initial fuel loading and 
enrichment distribution. Further discussion on literature 
dealing with the general burnup maximization problem is 
presented in Chapter 2. 
From the studies on the burnup maximization problem, 
it has been observed^'^' that the worst power distribu­
tion occurs at the end of a cycle (EOC), when control rods 
9 1( 
are completely withdrawn. In addition, it has been noted ' 
that the dual objectives of power flattening and burnup 
maximization can be achieved, given a power peaking con-
23 
stramt. Furthermore, it has been concluded that 
plutonium produced during the cycle can be efficiently 
exploited to extend the fuel cycle when power is shifted 
upward at the EOC. Consequently the optimal solution to 
the maximum burnup problem calls for a bottom-peaked burnup 
at the EOC with a corresponding top-peaked power distri­
bution. 
Unlike the power peaking minimization problem, the 
objective function in the EOC burnup maximization problem 
4 
cannot, in general, be effectively related to the control 
rod poison. This is often the case in terminal cost pro­
blems. For that reason, the EOC burnup maximization pro­
blem is, instead, treated as a control poison optimization 
problem such that a desired power is achieved during the 
operating cycle. Judged from the literature presented in 
Chapter 2, it became evident that the choice of the 
target power that directly reflects the EOC burnup maximi­
zation objective is far from trivial. Traditionally the 
Haling power or a bottom-peaked power distribution similar 
to the Haling shape has been used as target power in the 
1 9 
fuel depletion process. ' 
In the Haling strategy"^, a constant power shape is 
assumed during the depletion cycle so that the EOC burnup 
shape is identical to the power shape. R. K. Haling 
showed that such fuel depletion strategy leads to the 
minimum peaking factor for a given fuel loading arrangement. 
The Haling principle was derived assuming that the. core 
multiplication factor is a monotonically decreasing func­
tion of exposure. Under this assumption, in order to 
achieve a EOC power peaking factor lower than that of the 
Haling shape, one must have a higher burnup peaking, which 
implies that, sometime before the EOC, one must have had a 
higher power peaking than the Haling value. This reasoning 
is the basis for the time-independent Haling shape. The 
Haling state is, nonetheless, not optimal in the sense that 
5 
it does not maximize the EOC average burnup. Furthermore, 
the Haling target cannot be achieved readily for the actual 
bottom-entry control rod distribution in a BWR. Hence/ 
the actual power peaking factor is, at least at some point 
during the fuel depletion, larger than the peaking factor 
of the Haling target power. The thermal design limits 
imposed on the fuel elements are, in general, relaxed so 
that there is- a substantial margin in power peaking factor 
over that of the Haling distribution. Consequently, from 
the observation that the worst power peaking occurs at the 
EOC, a bottom-skewed distribution resembling the Haling 
9 
shape was used as a time-independent target power in an 
attempt to extend cycle length in BWRs. The skewing factor 
in the modified Haling target was evaluated by imposing a 
complete withdrawal of the control rods at the EOC condi­
tion. One major deficiency in most of these depletion 
strategies with a time-independent target power, is the 
inability in closely matching the actual power distribution 
with the target power shape with bottom-entry control rod 
distribution. Furthermore, the target power as chosen 
above does not explicitly reflect the cycle length maximi­
zation objective as such., although in general, it results 
in some improvement in cycle length over that corresponding 
to the Haling distribution. 
The aim of the present work is to develop an alterna­
tive approach to the cycle length maximization problem. 
6 
Our method is based on optimizing the core reactivity, and 
the objective is accomplished in two phases. In the first 
phase of our cycle length, optimization algorithm, either 
burnup shape or control poison is reached such that the core 
reactivity is maximized. In the second phase the average 
control variable is adjusted so that criticality is attained. 
According to the control variable used in the cycle length 
optimization algorithm, two problems are addressed in our 
study. In Problem A, the EOC burnup distribution is opti­
mized in two phases so that the cycle length is maximized 
for the all rod out (ARO) terminal condition subject to 
constraints on power distribution. In Problem B, by in-
24 
voking the principle of optimality , a time-dependent tar­
get power distribution is calculated at each depletion step, 
subject to proper constraints on power distribution, so 
that a minimum loss of reactivity results over the deple­
tion step. However, by noting that the power shaping in 
relation to the burnup optimization can effectively be sub­
stituted by control poison optimization, the search for the 
optimal target power distribution and the corresponding con­
trol distribution to best realize this target power distri­
bution is combined directly into a control rod poison opti­
mization problem. 
Our optimization study is based on a one-dimensional 
axial representation of BWR cores, and addresses the con­
trol management in the axial direction alone. The power 
variation in the radial direction is directly coupled to 
7 
the incore fuel loading and reshuffling schemes 1, and is 
in general not separable from axial variation. It is, 
however, assumed, in our reactor model/ that the axial 
power distribution is dependent only on the control poison 
management, in the axial direction. Our reactor model is 
based on a discretized one-dimensional two-group neutron 
diffusion equation, with thermal-hydraulic feedback effects 
included. Initially uniform fuel loading and burnable 
poison distribution are assumed in our study, and the two-
group cross sections are generated through a unit cell 
25 
description of the LEOPARD code. The bottom-entry control 
rod distribution in a BWR is simulated by the fractional 
axial control rod distribution. 
Both Problems A and B are expressed in our study as 
a control optimization problem where the optimization 
objective function and the corresponding constraints are 
given as a nonlinear function of the states variables. We 
solved the nonlinear optimization problem through.the method 
of approximation programming (MAP) involving successive 
stages of linear programming (LP) a l g o r i t h m . 9 ' 1 3 , 2 1 , 2 6 ' 2 7 ' 2 8 
The solution strategy involves linearization of the objec­
tive function and constraint equations directly with the 
nonlinear BWR simulator. The linearized optimization pro­
blem is then solved by LP, and the solution is iteratively 
refined by updating the linearized formulation with the 
improved estimate for the optimal state. Unlike some 
8 
previous applications ' of the LP algorithm in reactor 
physics problems, we account for the nonlinear system 
equation, describing the inter-relation between control 
rod poison, burnup, power and void distributions, impli­
citly and accurately as part of the iterative MAP process, 
rather than explicitly and often approximately as part of 
the constraint equations. Such procedure greatly reduces 
the size of the LP control optimization problem, and hence, 
the round-off errors associated with the solution are also 
reduced. 
In Chapter 2, a review of the literature related to 
the burnup maximization problem is presented. The objec­
tive functions as well as the mathematical techniques 
used in the optimization algorithms, in particular applica­
tions of LP, are also discussed in Chapter 2. 
In Chapter 3 we present the basic formulation of the 
cycle length optimization problem in terms of a general 
state variable representing a BWR core configuration. In 
Chapter 3 we also show how the nonlinear control optimiza­
tion problem is solved through the method of approximation 
programming. We also present a constraint relaxation tech­
nique to acertain the feasibility of the LP problem. The 
numerical methods for the cycle length optimization pro­
blem are formulated in Chapter 4. The objective function, 
constraint equations and control variables for the optimal 
terminal state, Problem A, and for the optimal depletion 
9 
strategy, Problem B, are explicitly expressed as a function 
of the reactor state configuration. 
This is followed by presentation in Chapter 5 of the 
one-dimensional model of BWR cores including the thermal-
hydraulic feedback and control rod representation. In con­
nection with our simplified BWR simulator we also discuss 
how the two-group cross sections are generated and inter­
polated in terms of the reactor state configuration. In 
Chapter 5 we also discuss how the system equation is 
numerically solved for our simplified BWR simulator. 
In Chapter 6 the numerical results of our cycle length 
optimization study are presented and analyzed followed by 
a summary and discussion in Chapter 7. Limitation of our 
algorithm and recommendations for further work in the 
cycle length optimization problem are also addressed in 
Chapter 7. 
The four appendices complement the theory exposed in 
Chapters 3 through. 5. Appendix A provides a proof of the 
constraint relaxation method derived in Chapter 3 for a 
simple constraint function. The cross section fitting al­
gorithm with burnup and void presented in Chapter 5 is dis­
cussed further in AppendixB while some important parameters 
in the overall cross section fitting strategy are presented 
in Appendix C. In Appendix D we briefly discuss our TAPU 
code developed to simulate a BWR core and implement the 
10 
numerical calculations of the cycle length optimization 
problem. 
CHAPTER 2 
OPTIMIZATION OBJECTIVES AND LITERATURE REVIEW 
Burnup or cycle length maximization depend upon the 
fuel loading as well as upon the depletion strategy. The 
first problem dealing with optimum fuel loading is re­
ferred to as fuel management optimization, while the 
second dealing with optimal depletion strategy is often 
called poison management optimization. The control poison 
management, in general, depends upon the refueling scheme, 
29 
fuel loading, and fuel enrichment distribution. 
,„ . , 29,30,50 , . . . . . -. - ^ 
Motoda ' , working with a simplified two-region cylin­
drical reactor model has observed that the effect of 
refueling scheme on burnup maximization is several times 
greater than that of control poison'optimization. 
By assuming, however, that fuel management and poison 
management can be treated separately 1^, the control 
management optimization can be solved for a given fuel 
loading pattern and fuel geometry. 
In this chapter, some literature dealing with burnup 
or cycle length maximization is briefly reviewed. We will 
focus on the objective function and analytical formulation 
of the optimization problem. We also briefly discuss the 
11 
12 
various mathematical techniques used in connection with 
control optimization, and provide some rationale for the 
choice of linear programming in our cycle length optimiza­
tion study. 
2.1. Objective Function 
The choice of objective function in an optimization 
study in general depends not only upon the desired goals to 
be achieved but also upon the mathematical and physical 
models adopted. The coupling between fuel loading and 
control poison management is strong enough to justify 
an overall optimization attempt which requires choice of 
a meaningful overall objective function. Such an objective 
function, however, is far from trivial and, in general, 
it forces reformulation of the overall problem into several 
16 
subproblems. In this way, only suboptimal solutions 
would be obtained which may be regarded as the best possi­
ble answer in light of the various approximations in the 
physical and mathematical models used. 
If various goals are to be simultaneously achieved, 
multi-objective functions may be constructed. It may be 
mathematically advantageous,however, to rewrite part of a 
multi-objective function as a constraint equation. This 
procedure is particularly useful in solving problems with 
conflicting goals such as power flattening and cycle length 
maximization. On the other hand, state variable con-
13 
straints may be weighted by penalty functions and incor­
porated as part of an augmented multi-objective function. 
Computational advantages of the penalty function procedure 
is that it transforms hard constraints into soft con­
straints which may be easily satisfied. 
Another concern about the choice of objective function 
is its sensitivity to the control variable. It should be 
reasonably sensitive yet well behaved with control varia­
tions belonging to a specific control domain. In its 
worst case, the objective function is either invariant 
with control or does not depend on control, such as control 
7 9 18 
rod distribution in the terminal cost problem. ' ' In 
this case, the objective function depends only upon the 
terminal control, and hence a time-dependent control infor­
mation cannot be obtained, without restructuring the 
problem. 
The mathematical representation of the objective func­
tion can be simplified for computational purposes when 
complemented by constraints on state variables. For ex­
ample, the objective frunction for cycle length maximi-
9 
zation present by Kawai et al. was complemented by the ARO 
condition at the EOC. 
2.2. State and Constraint Equations 
The state and control variables are chosen according 
to the optimization problem and the basic assumptions of 
14 
the reactor model. The dependence of the state variables 
on the control variable often imposes restrictions on the 
possible choices of the control variable. The basic state 
variables are chosen from the reactor parameters most fre­
quently used, e.g., burnup, moderator density, flux, power 
density, control poison, xenon and iodine concentration, 
infinite multiplication factor, core reactivity, fuel 
enrichment and fuel loading pattern. The number of states 
variables must be kept to a minimum possible such that a 
tractable optimization model can be devised. Often, 
simplifying assumptions on the state variables and the 
system equations are made. For example, power and flux 
distribution are sometimes assumed equivalent.1 
Infinite multiplication factor may be assumed 
linearly dependent on burnup. 1' 3 0' 3 1 Linear dependence 
of state components on control variable are also often 
used. 1' 8' 1 5' 1 9' 2 9 
The control variable is often chosen according to the 
mathematical model of the optimization algorithm. For the 
control poison stratety optimization, in general, the con­
trol rod itself is used as control variable. It is repre­
sented either by control poison density13, by control rod 
8 9 12 
depth ' ' , or by the fractional control distribu-
2 32 3 3 
tion. ' ' However, it is sometimes convenient to consi­
der the control poison density or its depth as state com­
ponents and their variation as control variable as shown in 
15 
Chapter 4 for our optimization model For the EOC condi­
tion, where the state variables cannot be effectively 
expressed as a function of control poison, or in the case 
of terminal cost problem, choice of the control variable 
is, in general, non-trivial. For example, core composition 
7 
was used as the control variable in Suzuki's work. In 
31 
Kitamura's paper power distribution is expanded as a 
linear combination of predetermined spatial modes and the 
magnitude of one of these modes is regarded as the control 
variable. In our work, the EOC burnup distribution is used 
as the control variable in Problem A, while the fractional 
control rod variation is chosen as the control variable in 
Problem B. 
The state equations that relate the state variables 
to control variables are a function of the particular 
reactor model adopted. A common practice is to simplify 
or reduce the core model, the number of core regions, the 
degree of freedom in control variables, and the discretiza­
tion of this control poison, so that a manageable system 
equation results. 
The temporal part of the state variable is generally 
modelled by burnup. The depletion of the fuel is calcu­
lated over small discrete time steps under the assumption 
of constant power during each depletion interval. The 
spatial part of the state variable can be modelled by 
multi-group diffusion equation with thermo-hydraulic feed-
16 
back mechanism, although, inmost cases the one-group, one-
1 1 5 29 
dimensional neutron diffusion equation is employed. ' ' 
Elaborate three-dimensional BWR simulators have also been 
9 12 
used ' , however, with reduced number of neutron groups 
g 
and material regions. Snyder and Lewis used one-
dimensional, one-group neutron diffusion equation with 
realistic feedback but with only two control densities. 
18 
In contrast, Fadilah limits his analysis to a one-group, 
one-dimensional, two-region model without feedback in an 
attempt to reduce the number of reachable states. On the 
other hand, Stout and Robinson3 used a two-dimensional, 
two-group diffusion theory in a reshuffling optimization 
8 12 problem and Kawai et al. and Motada et al. have used the 
34 
FLARE code as the one-group, three-dimensional BWR simu­
lator in a cycle length optimization problem. In our 
work, a finite-difference form of the one-dimensional, 
two-group diffusion equation 3 5 with point-wise xenon, 
Doppler, and thermal-hydraulic feedback and discrete con­
trol rod representation is used as a simplified BWR simu­
lator . 
2.3. Mathematical Solution to Optimization Problems 
The mathematical approaches for solving optimization 
problems depend upon the objective function, state equa­
tions and constraints as well as upon the type of solution 
17 
being sought. An excellent review of mathematical methods 
3 6 
employed in control optimization is given by Karpinnen. 
Nonlinear optimization problems with continuous variables 
can be solved by variational calculus. Although this 
method is useful in providing a general cptimality condi­
tions , a serious drawback of this method is the difficulty 
30 
in handling inequality constraints. Motoda has applxed a 
variational method in the burnup optimization of continuous 
scattered refueling patterns. 
37 
The Pontryagin's maximum principle elegantly pro­
vides the necessary conditions for optimality through the 
Hamiltonian function, which depends upon the objective 
function, the state equations and constraint equations. 
The Hamiltonian involves Lagrange multipliers associated 
with state and constraint equations. The optimal control 
variable is obtained by imposing minimization of the 
Hamiltonian function, while the state variables are given 
by the solution of the Euler-Lagrange equations for the 
Hamiltonian, which appear in the form of a two-point 
boundary value problem. Monlinearities introduced by 
the feedback mechanism, inequality constraints, and the two-
point boundary value problem are, in general, very diffi­
cult to handle computationally, and imposes considerable 
limitations on the use of the maximum principle in solving 
realistic optimization problems. Wade and Terney^ used 
the maximum principle to derive the necessary conditions 
18 
for solution of a multi-objective optimization problem, 
while M o t o d a 3 0 , 5 0 and Fadilah et a l . 1 8 applied the method 
to a burnup maximization problem using a very simplified 
reactor model. 
As opposed to the variational methods, the dynamic 
programming approach is suitable for nonlinear problems with 
many inequality constraints and non-analytic objective 
functions. The dynamic programming meth-od is based upon 
24 
the Bellmann's principle of optimality which, can be 
stated as "any portion of an optimal path must be optimal". 
A recursion formula for the optimal control is then inferred 
directly from the optimality principle, which, leads to a 
solution backward in time. The optimal solution is ob­
tained usually through generation of families of optimal 
trajectories. Therefore, the optimal control for any 
state of the system is known. Consequently, the calcu-
lational and storage requirements for even a few states 
variables grows rapidly with the number of reachable states 
and number of stages in the process. For that reason, 
substantial simplification in the reactor model and 
dimensionality reduction are often required in order to keep 
the reachable states to a manageable number. This is, 
in general a serious drawback of the method when solving 
o 
realistic problems. Snyder and Lewis , and Terney and 
19 
Fenech " have used the dynamic programming techniques m 
control rod programming problems with a very simplistic 
19 
reactor model. 
Since a large system of linear equations can effec­
tively be solved numerically, an optimal solution to the 
linearized system can always be found. The optimal solu­
tion to a nonlinear problem can be then generated by 
iteratively refining the linearized system of equations. 
2 S 
One such method was introduced by Griffith and it is 
called the method of approximation programming (MAP). The 
nonlinear optimization problem is iteratively linearized 
and the resulting linear system solved by the standard 
linear programming LLP) algorithm. Nonetheless, unlike 
dynamic programing, state and control constraints increase 
the computational burden in linear programming. Also non-
linearities in the system equation increase the required 
number of iterative steps for convergence of the solution. 
The degree of linearization in the MAP iterations de­
pends generally upon the reactor model. The linearization 
may be introduced in the objective function, state equa­
tions, and constraint equations but not necessarily in all 
of them. Although the necessity of linearization is dis­
advantageous in solving highly nonlinear systems, an opti­
mal solution can, nonetheless, be found in most practical 
2 7 2 8 
cases. ' Furthermore, round-off errors in solving a 
large system of equations by the LP algorithm must be 
carfully considered. The iterative relinearization pro­
cedure in the MAP algorithm, however, eliminates the pro-
20 
pagation of errors, which otherwise would be computa­
tionally unacceptable. 
15 
Wade and Terney used the LP method to improve con­
trol variable by minimizing a Hamiltonian function for 
generalized set of design objectives. Motoda^" has applied 
the LP method in a control rod programming and fuel loading 
13 14 
pattern search. Tzanos ' has used the MAP algorithm m 
minimizing power peaking factor and in minimizing the devi­
ation from a desired power distribution in a fast breeder 
reactor geometry. The work, is based on a nodal multigroup 
diffusion equation linearized around a reference control, 
g 21 
Kawai et al. applied the MAP algorithm in a control rod 
pattern search to optimize cycle length where a time-
independent bottom-skewed Haling target was used. The 
skewing factor was calculated by imposing an ARO criterion 
at the EOC, while the objective function and constraint 
equation were linearized by calculating the sensitivity 
coefficients with respect to control variation. 
From the analysis of the various mathematical tech­
niques, we conclude that the MAP algorithm, based on LP, is 
well suited for solution of both Problems A and B intro­
duced in Chapter 1, with their large problem size and degree 
of nonlinearity. In our work, a nonlinear state equation 
represented by the two-group diffusion equation with xenon, 
Doppler and thermal hydraulic feedback is utilized. Sensi­
tivity coefficients of the objective function and a few 
21 
constraint equations with respect to control variation are 
used to generate a system of linear equations. The linear­
ized equations are solved by the standard LP algorithm, and 
the control is iteratively refined until convergence of 
the nonlinear optimization problem is obtained. Unlike 
previous works13'"1"4 in similar areas, we retain the 
nonlinear form of the complex system equation thereby sig­
nificantly reducing the size of the LP problem to be solved. 
In addition, due to this basic structure in our solution 
technique, we were able, to utilise a fairly realistic thermal-
hydraulic model, which is crucial for representation of 
large BWR cores. 
CHAPTER 3 
THE BASIC FORMULATION OF THE CYCLE LENGTH 
OPTIMIZATION PROBLEM 
Based on the discussions and review presented in 
Chapters 1 and 2, we formulate in this chapter our cycle 
length maximization problem in the framework of the maxi­
mization of core reactivity k at the end-of-cycle (EOC) 
configuration. Our reactor model is based on a discre-
tized one-dimensional axial description of a BWR, with 
thermal hydraulic feedback effects and control rods repre­
sented. The core reactivity maximization objective has 
been investigated in two different approaches in our study. 
The first approach (Problem A) addresses the optimum EOC 
burnup distributions in an all-rods-out (ARO) terminal 
state that results in the maximum core-average burnup or 
the maximum cycle length. The second approach (Problem B) 
deals with our optimal depletion strategy corresponding to 
obtainable control rod patterns for discrete depletion 
steps. 
In this chapter, the cycle length optimization problems 
are formulated in terms of a general state variable repre­
senting a BWR core configuration. Thus the optimization 
objective function and the corresponding constraints are 
22 
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given as a realistic, nonlinear function of the state 
variables. We indicate in this chapter, how the nonlinear 
optimization problem can be solved through the method of 
approximation programming (MAP) involving successive stages 
of the linear programming (LP) algorithms. Detailed numeri­
cal algorithms adopted for our study are presented in 
Chapter 4, while our one-dimensional core model is described 
in Chapter 5. 
3.1. The Objective Function and the Problem Formulation 
In the terminal state optimization of Problem A, we 
would like to search for an optimum core configuration, sub­
ject to a given core-average burnup, so that we can increase 
the cycle length to the fullest extent possible. Thus, the 
objective is to find a state vector X that maximizes the 
core reactivity k (.X)_ while satisfying the required con­
straints. In the depletion strategy optimization of Pro­
blem B the decrease in core reactivity due to fuel deple­
tion is to be minimized over each depletion step, or equi-
valently the core reactivity k(X) at the end of a depletion 
step is to be maximized. Hence both of our optimization 
problems may be represented as that of minimizing a general 
functional -k(X) subject to proper constraint equations. 
The components of the state vector X are in general 
inter-related to one another through the system equations, 
describing the reactor core and fuel depletion. Hence in 
principle any component may be chosen as the control vari-
24 
able, in our optimization study. In practice, however, it 
is advantageous to select as our control variables those 
that play a direct role in determining the core configura­
tion. In our terminal state optimization of Problem A, we 
assume an EOC is reached when criticality cannot further 
be maintained in an ARO condition, although in practice 
some control rods may remain in the core at the EOC due 
to the need for power shaping or maneuvering capability. 
Thus in Problem A, it is convenient to choose the EOC burn-
up distribution as the control variable. In contrast, for 
the depletion strategy optimization of Problem B, control 
rod configuration directly affects the power distribution 
and eventually the EOC burnup distribution. Hence control 
rod distribution is chosen logically as the control vari­
able in Problem B. 
If we denote the control variable as x in each case 
and the remainder of the state vector as y, i.e., X=(x,y), 
we may formally write our optimization problem as 
minimize f(x) = -k(x,y) C3.1.1) 
subject to constraints. g . (x) =gj_ (X/y) £0 , (3.1.2) 
i = 1,..., m 
x e D (3.1.3) 
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The specific form of f(x), g i(x /y) and the control 
domain D will be identified in Chapter 4. The system equa­
tion connecting state variables may in general be repre­
sented as 
F(.X) = F(.x,yJ = 0 or y = y(x) (3.2) 
and could be considered as part of our constraint equation 
(3.1.2). Unlike some previous applications of the LP 
algorithm in reactor physics problems, we have accounted for 
the system equation (.3.2). implicitly as part of the itera­
tive MAP process rather than explicitly as part of the con­
straint equation (3.1.2). 
3.2. Solution to the Optimization Problem 
The strategy for solving the nonlinear opti­
mization problem represented by Eg. (3.1) does heavily de­
pend upon the differentiability and convexity of the func­
tions f and g in the control domain D. The main difficulty, 
however, lies in the inequality constraint Eq. (3.1.2). 
An intuitive approach in eliminating the inequality con­
straint is to define an augmented objectve function, called 
the Lagrangean function, by adding the product of g and a 
Lagrange multiplier ^W>o to the original objective function. 
If the functions f and g are convex, then the Kuhn-
Tucker optimality conditions guarantee that a solution to 
26 
the nonlinear optimization problem (3.1) exists. In this 
particular case, the Kuhn-Tucker conditions are also the 
necessary conditions for the minimization of the Lagrangean 
function. However, the convexity of the function f and g 
cannot, in general, be easily asserted for realistic pro­
blems . Nonetheless, numerical schemes providing iterative 
solutions to the nonlinear optimization problem are ex­
pected to converge for most practical cases. One such 
scheme is the method of approximation programming (MAP) 
which forms the basis for our solution techniques. 
In the MAP algorithm, solution to the nonlinear opti­
mization problem is obtained through successive stages of 
LP solutions. For the ktn- iterative step, let us assume 
that a control domain is properly chosen so that the 
linearized approximation of the nonlinear functions f and 
g_ can be used in a neighborhood of the feasible control 
In­
variable xy obtained from the previous iteration and, hence 
must be reevaluated at each MAP iteration. 
Jc+1 
The improved control x as well as the improved state 
k+1 
X for the next MAP iteration are to be determined from 
an LP solution to a linearized form of Eq. (3.1). The 
linearization process is accomplished in our study through 
the feasible direction algorithm presented next. 
3.2.1. Feasible Direction Algorithm 
This algorithm is a generalization of the optimal 
27 
gradient method for unconstrained optimization. It 
generates a sequence of feasible states which reduces the 
cost function f(x) over each iteration step until the mini­
mum value is attained. This is accomplished by finding a 
k+1 
new solution x so that 
Vf(x k) * Ax k < 0 
. . k k+1 k 
where Ax = x - x . 
In addition, the direction of minimum decrease for f(x) is 
k k k 
obtained by searching for Ax so that Vf fx ) . Ax is. 
also minimized subject to a linearized form of the con­
straint equation. For each iteration step,'the nonlinear 
optimization problem is written as: 
min Vf(x k) • r k 
(.3.4) 
s.t. g^X*) + vgi(X k) • r k < 0, i = l,...,m 
k 
x
 e 
k k 
where r is the feasible direction proportional to Ax . 
The dependence of f on state components y k has impli-
citly been represented by the control variable x . The 
k V 
entire state vector X , including the control x , is to 
be updated at each step k so that the system equation (3.2) 
is satisfied. 
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Let z be an improved state 
z = x k + r k (3.5) 
Then the following LP problem is to be solved, in order to 
find the feasible direction r 
min Vf(x k) - z (3.6.1) 
s.t. Vgi(.Xk) • z < Vg ±(X k) -x k - g ±(X k) ,i=l; . • ,m (3.6.2) 
z >_ 0 
From the solution to problem (3.6) the feasible direction 
r is calculated and consequently the optimized control is 
determined by 
k+l k . k (3.7) 
x = x + pr 
where p is the step length. Although an optimum estimate 
for p may be obtained in terms of the Hessian matrix of f, 
such a scheme is not practical for realistic problems. In 
our study, we have chosen a maximum value of p so that the 
linearization approximation represented in Eq. (3.6) is 
k+l 
valid for the new estimate x 
For our optimization problem, the control perturbation 
Ax is constrained as Ax m> $ A x ^ Ax . Hence, a 
more direct approach in solving problem (3.4) can be 
¿9 
pursued. Let a positive control variable u be defined as 
follows: 
u = Ax - Ax . (3.8) 
— — —nan 
Then while Ax is unrestricted in sign, u is always posi-
tive with limits 0 and ( A x - A x , ). Furthermore, if we 
—max —nan 
choose Ä X j ^ x = ~ ^^min' then the LP problem (3.4) can be 
expressed for the control variable u: 
k. 
min Vf(x ) ' u (3.9.1) 
s.t. Vg i(X k) • u < Vg ±(X k) • A x ^ - g^CX*), (3.9.2) 
i—1,...m 
0 < u < u = 2Ax (3.9.3) 
— -max —max 
Such choice of control limit is physically viable for most 
state components and is useful in simplifying the notation 
in Eq. (3.9) . 
As in the case of the step length p in Eq. (3,7) the 
value of ^^max o n t h e control domain D has to be chosen 
so that the linearization .assumption of Eq. (3.6) or Eq. 
(3,9) is valid. Feasibility, convergence rate, and 
validity of the MAP approximation in solving the nonlinear 
problem are also related to the control domain and are 
addressed in the next section. 
30 
Solution of the LP problem of Eq. (3.9) is readily 
28 k 
obtainable by the Simplex method. Let u be such an 
optimal solution at the k t h MAP iteration. Then the im-
k+1 
proved state component x is given by 
k+1 k , k , n in 
x = x + u - Ax l o . j - u / 
— — — -max 
Jc+1 
The other state components y are then determined 
directly from the system equation (3.2). The sensitivity 
coefficients Vf and Vg^ are reevaluated for the updated 
k+1 
state X , and the optimization problem Eq. (3.9) is then 
reset for the next MAP iteration. This procedure continues 
2 8 
until convergence occurs. It has been shown for convex 
functions f and that the successive application of the 
feasible direction algorithm does eventually converge 
yielding an optimal solution to the original nonlinear 
optimization problem. It can also be shown that for suf­
ficiently small control domain the convexity restrictions 
upon the functions f and g can be dropped with the penalty 
that a local instead of the global minimum is found. 
3.2.2. Feasibility and Constraint Relaxation 
For each MAP iteration k. the solution of problem 
(3.9) depends upon the control limit u, = 2Ax m = . A 
^
 c
 —max —max 
small value of Ax ^ x results in a larqe computational effort 
—max 
for the overall nonlinear optimization problem of Eq. (3.1). 
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Although computational effort is substantially decreased for 
a larqe value of Ax the linearity approximation in 3
 —max 
arriving at Eg. (3.9) may in general be violated for non­
linear functions f and g. The choice of A £ m a x i s t h e n 
a function of the desired convergence rate and the degree 
of nonlinearity of the functions f and g. Since at the 
beginning of the MAP iteration the state variable x is, in 
general, not close to the optimal solution x°, reasonably 
small violation of the linearity approximation can be 
tolerated in favor of a higher convergence rate. However, 
as the state variable approaches the optimal state, the 
linearity approximation must strictly be satisfied regard­
less of the convergence rate. Consequently a reasonably 
large value of Ax is used in our study for the few 
—max J 
initial MAP iteration steps. Subsequently Ax is gra-
—max 
dually decreased to ensure validity of Eg. (.3.9) toward the 
end of the MAP iteration. 
Given a choice for the control domain for each MAP 
iteration, however, the LP problem of Eq. (.3.9) may become 
infeasible. Infeasibility occurs whenever the inequality 
Eq. (3.9.2) cannot be satisfied for the available control 
belonging to the selected control domain at state x . 
In order to handle the infeasibility problem, an algorithm 
was developed in our study which involves constraint 
relaxation. 
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Of the iti constraint equations represented by Eq. 
(3.9.2), let g m represent the equality constraint. For 
simplicity of notation let us write g m = 0 a s : 
h(x k) • u = b (3.11.1) 
In order to obtain a feasible solution, the remaining con­
straint equations are relaxed as 
Vg. ( X k ) • u < Vg. (X*). Ax ^ - g. (X k) + AS. (3.11.2) i — — — i -• —max ~~ J-
i=l,...,m-l 
where As^ ^ s a positive slack variable associated with 
v 
each inequality that cannot be satisfied by u £ D ^ . 
Our objective in the constraint relaxation is to find 
minimum values AS^ at the k iteration so that the 
inequality constraints Eq. (3.11.2), as well as the equality 
constraint Eq. (.3.11.1), are satisfied while the next 
k+1 
iteration will yield a smaller value of g^, i.e., gj_(X )< 
k 
g^(X ) , i=l,...,m-l. One way to achieve the objective is 
to calculate 
A S ± = g i ( X k ) + V g i ( X k ) - ( u * - A x m a X ) (3.12) 
where u* is a feasible control vector defined in the fol­
lowing way. Let a set J ^ be defined as consisting of the 
indices of the ordered V g i starting from the smallest 
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value, i.e., 
J g i ( j ) = ( j | V g i , J - 7 g i , j + l } (3.13) 
Select the feasible control u* for Eq. (3.12) as: 
^"min 
umax 
3 
B . 
i m m
 A 
= 2 A x m a x 
3 
for B . > 0 
3 -
for Bj < 0 
(3.14) 
where 
B . 
3 
b
 " M h i H 
u max h j U j 
C3.15) 
The selection of u* assigns the largest value of (u*- A x n a x 
to where 7g^ is the smallest, thereby providing a minimum 
value of the slack variable AS i in Eq. C.3.11.2) . At the 
same time, through the use of Eq. (.3.15), the equality con­
straint of Eq. (.3.11.1). is automatically satisfied. The 
k+1 k 
requirement that g i (X ) < 9^_(±) can be satisfied pro­
vided that 
V g i(X k) • (u* - A x m a X ) < 0. ( 3 - 1 6 ) 
In Appendix A we show that Eq. (3.16) is satisfied rigor­
ously for a flat distribution of the vector h(x) This is 
the case for the terminal state optimization of Problem A, 
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where h=l corresponds: to a fixed core-average burnup. 
Only a plausibility argument is presented in Appendix A 
for the more general case of Problem B, although the con­
straint relaxation scheme of Eqs. (3.14) and (3.15) has been 
successfully utilized for Problem B. Eqs. (3.16) and (3.12) 
guarantee that 
AS ± < g^X*) (.3.17) 
k+1 
and hence the LP solution for u will satisfy 
Vg i(X k) - ( u k + 1 - A x m a x ) < AS i - g ± (Xk) < 0 (.3.18) 
Eq. (3.18) therefore implies that the next estimate 
g^X* x ) < q±()f\, i=l,...,m-l, i.e., 
g ± ( X k + 1 ) = g i(^)>V g i(.X k)-(.u k + 1-Ax m a x) < g i C X k ) . (.3.19) 
The equality sign in Eq. (3.19) is valid, and, hence the 
constraint relaxation algorithm can yield an improved 
feasible solution, provided the linearization approximation 
for g^ is valid. Consequently, if too large control steps 
are used, a worsening of the situation with regards to 
the infeasible constraints may occur which can be charac­
terized as control overshooting. 
The constraint relaxation procedure just described 
for resolving infeasibility is conceptually equivalent to 
the introduction of artificial variables in the revised 
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simplex method , although we believe our constraint relaxa 
tion scheme is a more efficient algorithm for nonlinear op­
timization problems. In addition, there is the additional 
advantage of immediate physical interpretation in the con­
straint relaxation procedure as will be discussed in 
Chapter 4. 
3.2.3. Convergence Criteria in MAP 
The optimal solution x° to the nonlinear control 
optimization problem is reached whenever there is no 
improvement in the updated state. However, due to the 
bang-bang nature of the solution of a LP problem, two conse­
cutive states obtained through the MAP algorithm will in 
general differ substantially from one another unless the 
size of the control domain is sufficently small. Conse­
quently, there is the necessity of setting appropriate 
convergence criteria as well as control domain strategy. 
The components of the solution of a bounded variable 
LP problem will in general assume either the lower bound 
or the upper bound value, in which case the variables are 
referred to as nonbasic. otherwise they are called basic 
variables. The number of basic variables is, however, 
limited depending on the number of active constraint equa­
tions other than the upper bound constraint Eq. (3.9.3). 
In this sense the solution can be characterized as mostly 
a bang-bang type. This, in general, leads to a sizable 
36 
difference between two consecutive states obtained by the 
MAP algorithm. However, the average of the last few 
states is not very sensitive to the bang-bang LP solution 
nor to the control domain, 
th 
At k MAP iteration, let us define the average of the 
last four states as: 
= | (x* + x^ 1 + x*~ 2 + x£ 3 ) , n=l,...,N (3.20) 
where N is the number of spatial meshes. Then the conver-
k th 
gence criterion for state x at k MAP iterations can be 
expressed as: 
max J" ~~^2 (x^ - x * ) 2 < €(Vl n=l,...,N (3.21) 
j^"-3 n 
where e(u) is a convergence limit. 
If convergence of the optimization problem represented 
by Eq. (3.1). has been reached, then, in the worst case, the 
non-basic solution will oscillate between the lower and 
upper bounds. In which, case the constant e(.U) assumes 
the following value: 
However, in order to compensate for the basic components of 
the solution to Eq. (3.1), the value of £ should be 
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reduced. The optimal reduction factor in e is determined 
2 
in general by trial and error, although a value of u /2 
max 
has been used successfully in our study. From Eq- (3.22) 
the smaller the value of the maximum control is, the tighter 
is the convergence. Consequently, while the upper bound 
umax determines the validity of the linearity approximation 
in setting up the LP problem of Eq. (3.9), the lower bound 
on u affects the convergence rate of the overall opti-
mization problem. The conflicting requirement upon the 
choice of
 u
m a x
 may be resolved by gradually decreasing 
its value with MAP iterations as discussed in the previous 
section. 
CHAPTER 4 
NUMERICAL METHODS FOR CYCLE LENGTH OPTIMIZATION 
The formulation of our cycle length optimization pro­
blem is presented in Chapter 3 in the form of a general 
nonlinear optimization algorithm. For both the terminal 
state optimization of Problem A and the depletion strategy 
optimization of Problem B, the objective function and con­
straints are expressed as a function of the reactor state 
vector X. In this chapter we present a detailed descrip­
tion of the components of X for representation of BWR cores, 
together with an explicit formulation of the objective 
function and constraint equations for both, of our optimiza­
tion problems. The one-dimensional model of BWR cores 
including the thermal-hydraulic feedback and control rod 
representation is presented in Chapter 5. 
4.1. The State Vector and Constraint Equations 
The reactivity of a BWR core at a given point in 
fuel cycle depends on the instantaneous distribution of 
fuel burnup E, control poison U, and thermal-hydraulic 
feedback effects associated with the power density distri­
bution p. In addition, the dependence of fuel depletion 
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and of the resulting material composition on the neutron 
flux spectrum during fuel depletion has to be represented 
for a meaningful fuel cycle study for BWR cores. The flux 
spectrum in BWR cores is most sensitive to control poison 
and void fraction a - For our one-dimensional reactor 
model, the thermal-hydraulic feedback effects are repre­
sented in terms of power density and void fraction. The 
dependence of the material composition and hence the reactor 
state on the flux spectrum history is represented through 
the burnup-averaged values U and a of control poison and 
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void fraction, respectively. To summarize, our state 
vector X is written as: 
X - (E, U, P, a, U, a) (.4.1) 
The burnup averaged parameters U and a are often referred 
to as control rod history and void fraction history/respec­
tively. The one-dimensional reactor model inter-connecting 
the components of the state vector X is represented as the 
system equation („3.2], and is described in detail in 
Chapter 5. 
The thermal-hydraulic design limits for BWR cores are 
usually specified in terms of a heat flux limit and of a 
6 3 3 
limitation on the axial heat flux variation. ' The 
heat flux limit is usually expressed in terms of the 
minimum critical heat flux ratio (MCHFR) or more recently 
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in terms of the minimum critical power ratio (MCPR). In 
our study we assume that these limits on heat flux may be 
approximately represented in terms of constraints on the 
axial power peaking factor S and the maximum gradient of 
the power distribution S . Thus, the thermal-hydraulic 
y 
constants are written as; 
S p(X) 1 s £ a X (4.2.1) 
s
g W 1 ^ a X (4.2.2) 
The maximum value S p m a x allowed for power peaking factor, 
as well as the maximum gradient s m a x allowed for power 
distribution, is determined directly from the thermal de­
sign limits as shown in Chapter 6. From Eq. £4.2.1) the 
constraints can be rewritten as 
= S p(X) - s £ a A < 0 (4.3.1) 
g 7(X) = S ( X ) - S ™ a x < 0 (4.3.2) 
which is in the general constraint form of Eq. (.3.1.2) 
4.2. End of Cycle Burnup Optimization - Problem A 
In the absence of control poison the EOC state vari­
ables may be determined through the system equation, 
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Eq. {3.2), with burnup distribution E chosen as the control 
variable. The objective in the EOC optimization problem is 
to find the ARO burnup distribution at the EOC that maxi­
mizes core reactivity and satisfy the constraints on power 
peaking factor and power density gradient. 
The maximum reactivity and the criticality conditions 
are assumed to be decoupled resulting in a two phase opti­
mization algorithm. In the first phase a burnup shape e (r) 
at position r is sought such that reactivity is maximized 
for an ARO condition, given a core-average burnup E(t) 
corresponding to a cycle length t. In the second phase 
the EOC average burnup is updated as E(t+ At) so that cri­
ticality is maintained for an increased cycle length t+ At, 
The optimal EOC burnup is the product of the optimized 
burnup shape and the final average burnup E(t+ At). 
4.2.1. EOC Burnup Shape Optimization Equation 
In the burnup shape optimization search the control 
variable is the variation of burnup distribution given by 
Ae(r)*E(t). The system response to changes in the control 
variable is measured by sensitivity coefficients. As shown 
in Sect. 3.2.1, only the sensitivity coefficient or gra­
dients corresponding to the constraint equations and to the 
objective function are necessary for our nonlinear optimi­
zation problem. 
Since in a BWR a local control perturbation may also 
cause state perturbations elsewhere, the sensitivity coeffi-
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cients are in general nonlinear with respect to control 
changes. As discussed, however, in connection with the 
feasible direction algorithm in Sect. 3.2.1, the sensiti­
vity coefficients can be assumed constant in the corres­
ponding control domain for each MAP iteration step. In 
terms of the analytical formulation presented in Chapter 3, 
the burnup shape optimization problem can be written as: 
min J = c(X) • u (4.4.1) 
s.t. I *
 u = I • u m a x/2 (4.4-2) 
^(X) ' u < d^X) • u m a V 2 - g±(X),i=l,2 (4.4.3) 
0 < u n < u^ a x, n = 1, . . . , N (.4.4.4) 
where X = (x,y) with, x = E, y = (U, £, a, U, a). , 
u = Ax+ A ^ m a x so that
 U
m a X
 = 2 A ^ a x , 
gj_ and g 2 are defined in Eg. (4.3.1), 
c(X) = - Vk(.X), sensitivity of core reactivity k to 
burnup E, 
d-^  (X_) = Vg-j_(.X). , sensitivity of power peaking factor 
Sp to burnup E, 
d2(X) = Vg2 (.X) , sensitivity of power distribution 
gradient to burnup E, 
I = (1,1, . . . . , 1) , N-dimensional identity vector, 
and N is the dimension of the control vector u, equal 
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to the number of spatial meshes in our reactor model. 
Eq. (4.4.1) is the objective function for maximization of 
the core reactivity, while Eq. (4.4.2) represents the 
normalization of burnup shape. Eqs. (4.4.3) is the 
inequality constraint corresponding to the limitation 
on power peaking factor and maximum gradient of power 
distribution. 
The functions (X) and g 2 (X) may have to be relaxed 
in case of infeasibility as discussed in Sect. 3.2.2. 
The constraint relaxation as given by Eq. (3.11.2) can 
be physically interpreted as follows: The estimate for 
power peaking factor S ? may be substantially above the 
prescribed design limit and cannot be made to return 
to an acceptable level in one step of the constrained 
control unless maximum allowed control is increased or the 
constraint limits are temporarily set to a higher level. 
In practice, for Problem A, the constraint relaxation is 
made through relaxation of the power distribution limits 
-itiax _ , _max ., 
S p and S g during the early stages of the MAP iteration 
study. As discussed in Sect. 3.2.2 and Appendix A, the 
constraint relaxation is made so that the burnup normali­
zation condition of Eq. (4.4.2) is satisfied while 
approach to the feasible domain is gradually accomplished. 
The improved burnup distribution in the. k t h MAP iteration 
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is written directly from Eq. (3.10) as: 
E k + 1 = E k - A E m a X + u k (4.5) 
where u is the solution to the LP problem of Eq. (4-4) 
It has to be stressed that only burnup shape e (r) has 
been optimized in Eq. (4.4), i.e., the updated burnup 
k+1 
distribution E may be written as: 
E k + 1 = E(t)e k + 1 (4.6) 
where e^"*""3" is the optimized burnup shape at the k^ *1 MAP 
iteration. Once the burnup distribution has been updated, 
as in Eq. (4.5), the other state components y are readily 
determined from the system equation F(x,y) = 0. 
4.2.2. EQC Average Burnup Optimization 
Maximum cycle length, criticality and acceptable 
power shape are required if the EOC burnup distribution is 
to be optimal. From the assumption that the core-average 
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burnup maximization of the second phase can be decoupled 
from the burnup shape optimization of the first phase, the 
ARO criticality condition for the EOC state can be achieved 
by a proper choice of the core average burnup alone. 
The reactivity sensitivity coefficients, c{X)=- VkfX), 
generated in the burnup shape optimization problem are 
used in the determination of the maximum average burnup 
E(t+ At) corresponding to a critical core at the extended 
cycle length t+ At. The average burnup updating is based 
on the observation that the integral of the sensitivity 
coefficient c(X) times the burnup shape e over the reactor 
core is equal to the rate of reactivity change with re­
spect to average burnup variation. Hence, the required 
increase A E in the core-average burnup may be obtained 
as: 
AE _ k(t) - k° 
E(t) c • E { A t l ) 
where k(t) is the core reactivity at burnup E(t), and k° 
is the desired reactivity at EOC critical core usually 
equal to 1. The optimized burnup distribution E(_t+ At) 
follows directly from Eq. (.4.7), i.e.. 
+ 
V E f t ) / 
Eft + At) = Eft) | 1  "~ ) (4.8) 
E(t) 
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By successive application of the burnup shape optimization, 
represented by Eqs. (4.4) through (4.6), and the average 
burnup optimization represented by Eqs. (4.7) and (4.8), 
convergence to Problem A will eventually occur resulting 
in the optimal EOC burnup. From the system equation 
F(x,y) = 0, the optimal EOC state X=(x,y_) is then determined 
based on the converged x = E(t+ At). It is the optimal 
EOC state in the sense that it maximizes the cycle length 
while keeping all state components within design limits. 
The achievability of such terminal state is, however, 
dependent upon the design constraint limits, the initial 
state, as well as upon the control strategy. Consequently, 
there is no assurance that the terminal EOC state in an ARO 
configuration can be achieved for any actual reactor oper­
ating condition. Ultimately, it is the depletion strategy 
(Problem B) that has to be optimized in order to guarantee 
a meaningful EOC state. The optimal solution E to Problem 
A may therefore be regarded as providing the maximum possi­
ble cycle length in an idealized terminal state, which can 
serve as an upper bound to Problem B. Futhermore, the EOC 
state vector X cannot be determined uniquely because it 
includes the history-dependent parameter U and a . The 
sensitivity of the Problem A solution to U and a , how­
ever, is rather low, as discussed in Chapter 6, and such 
a solution may offer useful perspective and serve as an 
initial guide to the optimal depletion strategy of Problem B. 
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4.3. Depletion Strategy Optimization - Problem B 
Given an initial state, the EOC state reached is 
determined by the particular depletion strategy used. It 
is, therefore, very important to select a proper depletion 
strategy that will lead to a desired EOC state, such as the 
optimal terminal state solution to Problem A. However, the 
depletion strategy optimization using a target terminal 
state presents some computational difficulties. As dis­
cussed in Chapter 2, computational difficulties are common 
to all terminal cost problems. Consequently, the terminal 
state generated in Problem A is not explicitly included in 
our formulation of the depletion strategy optimization. It 
only serves as a reference target terminal state. 
4.3.1. Multistage Formulation of the. Depletion strategy 
Optimization 
24 
By invoking the optimality principle , the deple­
tion strategy maximization problem can be considered as a 
multistage decision problem dictated by the requirement 
for minimum reactivity decrement at each stage. The-
objective is thus to move from one burnup state to the 
next burnup state with the least possible loss in core 
reactivity, or by maximizing the core reactivity at the 
end of the step. Consequently, the depletion strategy 
optimization problem is transformed to the search of a 
target power distribution that satisfies the above objec-
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tive coupled to the search of the control poison distribu­
tion required to maintain the power distribution as close 
as possible to the target power distribution. 
The choice of the target power distribution is directly 
related to the objective function and desired terminal 
state. In BWR cores the traditional choice in target 
power distribution has been the time - independent Haling 
distribution , in which the EOC burnup shape is identical 
to the power distribution. The fuel depletion strategy , 
following the Haling power distribution as target, assumes 
minimization of the power peaking factor during the entire 
cycle, provided the multiplication factor is a monotoni-
cally decreasing function of fuel burnup. This require­
ment for monotonic behavior, however, is not generally 
met in modern BWR designs with distributed burnable poisons. 
As also discussed in Chapter 2, the power peaking factor 
obtained in a Haling strategy may be substantially less 
than the actual design limit. Hence, in our cycle length 
optimization formulation of Problem B, a search, is made 
for a time-dependent optimal power distribution. In our 
formulation, the optimal target power distribution is not 
explicitly calculated; a method based upon combining the 
target power distribution search with the corresponding 
optimal control search is used. 
Let X T be the EOC state obtained after L depletion 
—Li 
steps starting from the initial state X, Initially at time 
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t^<t L, the burnup distribution E^, control history and 
void history a are known. Then the power distribution, as 
well as the control rod configuration is calculated, so that 
reactivity decrement for the present depletion step is mini­
mized by iteratively solving the control strategy optimiza­
tion problem. The converged control distribution , the 
power distribution p^, and the corresponding moderator 
density or void fraction distribution a^, together with E^, 
and a.£, define the state X^. 
The burnup distribution E ^ + 1 for the next time step 
t^ + 1 is then calculated by depleting the fuel with the 
converged optimal power p^, which is assumed constant 
during the time interval A"t=t^+^-t^. Control rods are 
continuoutly moved during depletion to compensate for the 
variation in reactivity, and the solution for the new 
state 2i^-fi ^ s searched for the new burnup This 
procedure continues until the EOC is reached. From the 
formulation of Problem B, the optimal terminal state X T 
as well as all intermediate optimal states X^ is obtained 
subject to the design limit constraints. Furthermore, a 
realistic control pattern is generated for the entire 
fuel cycle. 
4.3.2. Optimal Control Poison Strategy 
By realizing that the optimal burnup distribution 
is ultimately determined by the control poison strategy, 
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the overall depletion strategy optimization becomes a control 
poison optimization problem. To illustrate this point, we 
present in Figure 4.1, evolution in power distribution with 
variation in control distribution U. Here the primed 
quantities P'(r) and U 1(r) represent an improved state 
corresponding to a given burnup distribution E(r) or E. For 
each estimate of control distribution, the state vector 
including the power distribution has to be updated through 
our system equation. Consequently, the optimal power shape 
at time step I can be iteratively obtained through a con­
trol poison search. The improved power distribution P 1 at 
time step I can be written as a sum of the last estimate 
of the power distribution and the desired change in the 
power distribution: 
p' = p + Ap C4.9) 
Here Ap is the desired optimal power variation which can 
be determined by a proper choice of control poison distri­
bution. Since the corresponding variation AE in burnup 
distribution over the present time step is proportional to 
Ap, the maximum core reactivity objective can be written 
as: 
min J - c(X)„ * Ap (4.10) 
51 
Powe r P 
4 Control U 
Axial Dimension z 
Figure 4.1. Power Evolution with Control Changes. 
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where c(X) = - ^k(X) as in Eq. (4.4.1). The power variation 
Ag_ may be expressed in terms of the control variation AU: 
bp = R(X) &U C4.ll) 
where R(X) = ~ — represents the response in power distri-
= — 0 u 
bution to control poison variation. By combining Eqs. (4.10) 
and (4.11), a combined objective function results, where 
control distribution U plays the role of the control vector 
x. In this formulation, we introduce a new sensitivity 
coefficient vector c* as 
c*(.X) = R (.X) c(.X) 
and impose, in addition to the power distribution con­
straints of Eq. (4.3)., constraints on k for criticality and 
on U for representation of bottom-entry control blades in 
BWR cores. We also introduce the positive control vector 
u 
u = AU - AU™ 1 1 1 = AU + AU™**. 
We may then write our LP algorithm for Problem B as: 
(.4.12.1) 
53 
..sit. b(X) -u = | b(X) • u m a X + k° - k(X) (4.12.2) 
cL(X) • u < i ^ t X ) • u m a X - g ^ X ) , 1=1,2 (4.12.3) 
U n + u n ~ hT" ^ U n + 1 + u n + l " I Un+1' - 1 , . . ,N(4 .12. 4) 
0 < u n < u n a X ' n = 1, N (4.12.5) 
where b(x)=Vk(.X), sensitivity of core reactivity to control U, 
d xtX) = Vg 1(Xj / sensitivity of power peaking S p to 
control U, 
d 2(X) = Vg 2DO, sensitivity of power distribution 
gradient S to control U. 
Equation (4.12.2) represents the constraint on k for criti-
cality while Eq. (.4.12.3) is the inequality constraint cor­
responding to the limitation on power peaking factor and 
maximum gradient of power distribution. Equation (4.12.4) 
is the constraint on the N control components corresponding 
to the bottom-entry control blades. It should be noted 
that the objective function Eq. (4.12.1) depends upon the 
response in power distribution to control poison and the 
core reactivity sensitivity to burnup. Consequently, the. 
generation of the combined sensitivity coefficient c* re­
quires two perturbed state evaluations. The computation of 
the sensitivity vector c *, therefore, is about twice as 
expensive as the computation of the sensitivity vector 
d. or b. 
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4.3.3. Solution to the Optimal Control Strategy Problem 
is obtained by following the solution strategy discussed 
in Chapter 3. The feasibility search of the LP problem 
represented by Eq. (4.12), can be described as follows: 
The feasible control u* is determined according to Eq. (3.14 
such that the power distribution constraints, Eg. (4.12.3), 
are satisfied given the equality condition,Eq. (4.12.2)fand 
the bottom-entry control rod condition^Eq. (4.12.4). If 
Eq. (4.12.3) is not satisfied for any control u belonging 
to the control domain D then the power distribution con­
straint limits are relaxed as presented in Sect. 3.2.2. 
Unlike the burnup shape normalization condition 
Eq. (4.4,2), however, the criticality condition Eq. (4.12.2; 
is not easily satisfied rigorously by the bottom-entry 
control poison distribution. Hence, the feasibility search 
for the LP problem of Eq. (4.12) can be simplified by 
replacing the equality constraint Eq. (4.12.2). with two 
inequality constraints, i.e., 
The solution to Problem B represented by Eq. (4.12) 
b(X) - u < i b(X) * u max + k o - k + e (.4.13.1) 
max + k o - k - (4.13.2) 
where £ is a positive quantity representing the criti­
cality convergence criterion. ToutilizeEq. (.4.13) effi-
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ciently, a preliminary control poison optimization is per­
formed during the system equation evaluation before the full 
LP iteration, in order to minimize the criticality mismatch 
as much as possible. This is necessary to obtain an initial 
state at each MAP iteration as nearly critical as possible. 
Nonetheless, the criticality condition represented by 
Eqs. (4.13.1) and (.4.13.2) may result infeasible for the 
adopted feasible control u* and criticality convergence 
criterion e . Such would be the case if either the 
adopted value for e is too small or the initial state is 
grossly non-critical. In following the constraint relaxa­
tion strategy discussed in Sect. 3.2.2, the criticality 
constraint of Eq. (4.13) is also relaxed if it is infea­
sible for u=u*. The relaxed convergence criterion e* can 
be written as: 
e* =
 E + AS £ (4.14). 
The value AS £ is usually small since the average control 
poison is adjusted for criticality, in the pre-control 
strategy, before generating the LP problem of Eq. (4.12). 
From the solution u of problem (.4.12), the improved 
control at the k ' MAP iteration is given by. 
(4.15) 
56 
Hence, from the control vector x' 
k+1 
the other state components y_ 
k+1 given by Eq. (4.15), 
are readily determined 
from the system equation F(X)=f(x,y)=0. The MAP algorith 
will eventually converge resulting in the optimal state 
X° at the depletion step , 1,,...,L. The convergence 
Sect. 3.2.3. The converged EOC state X^ is the optimal EC 
state in the sense that it maximizes cycle length subject 
to thermal design constraints and results from actual 
fuel depletion calculation -with feasible control poison 
patterns. 
criterion for the control variable x k+1 is given in 
CHAPTER 5 
REACTOR MODEL AND THE SYSTEM EQUATION 
For the purpose of BWR fuel cycle study, an accurate 
representation of the coupling between heat flux and steam 
void distribution is as important as the accuracy in the 
evaluation of the nuclear constants. This is becuase the 
inter-relation between state variables, such as burnup, 
power, control poison and moderator density, has to be 
determined with sufficient accuracy for a realistic BWR 
analysis. This would require in general a three-
dimensional, multigroup treatment of tue neutron diffusion 
equation with a detailed thermal-hydraulic feedback model, 
where the group constants are generated in fine-mesh trans­
port theory calculation for multi-assembly configurations3.2 
Often, however, many simplifying assumptions are made in 
the reactor model so that a manageable form of the system 
34 38 
equation is derived. BWR simulators ' range from very 
simple and computationally efficient models to complex, 
expensive models according to the degree of accuracy 
desired in representing the BWR core characterisitcs. The 
FLARE code 3 4 is an example of three-dimensional BWR simu­
lation. It solves the modified one-group neutron diffu-
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sion equation in a coarse-mesh structure, coupled with 
thermal-hydraulic feedback. The code has been used in 
9/21 
burnup optimization problems , since it is reasonably 
inexpensive. In depletion strategy calculation, however, 
the system equation must be solved much too frequently for 
three-dimensional models to provide efficient numerical 
results. A common practice is, therefore, to simplify the 
system equation describing the reactor core characteristics 
down to a minimum required for the optimization purposes. 
In this chapter we will discuss one such simplified model 
developed in our study. Specific parameters used in our 
reactor model are based on the BWR-6 design and we include 
a brief summary of core design data in Table 5.1. 
5-1. Reactor Model 
In our fuel cycle optimization study, the following 
assumptions and approximations are made to represent the 
characteristics of a large BWR: 
1. Cycle length optimization basically depends upon 
the changes in the axial core configuration. 
Hence, a one-dimensional axial core model is 
adopted, with a uniform enrichment and burnable 
poison distribution at the beginning of cycle. 
2. Neutron flux and power distributions are deter­
mined through, a finite-difference solution of the 
two-group neutron diffusion equation with thermal--
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Table 5.1 
BWR-6 Core Design Data 
39,40 
Number of fuel assemblies 
Number of movable control rods 
Total number of fuel rods 
Total weight of U0 2 
Total weight of U 
Core power density 
Specific power 
Average linear heat generation rate 
Active fuel length 
Control rod poison length. 
Local peaking factor 
Axial peaking factor* 
Minimum critical heat flux ratio (MCHFR) 
Minimum critical power ratio (MCPR) 
Linear heat generation rate (LHGR) 
764 
185 
48,132 
161,239 kg 
142,129 kg 
50.04 kW/Ä 
23.16 kW/kgU 
5.40 kW/ft 
146 in 
14 3 in 
1.13 
1.40 
1.9 
1.23 
13.4 kW/ft 
*This value has recently been revised to 1.43 according to 
Reference 6 
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hydraulic feedback, fuel burnup, and control 
poison effects included. 
3. Two-group constants for the diffusion equation 
are obtained through unit cell calculations with 
control rod and burnable poison simulated by ^°B. 
In view of the above assumptions, the axial flux and 
power distribution are obtained from the two-group neutron 
diffusion equation: 
" JI D l lz 4>1(z) + (2 a l+D 1B^+S r)$ 1(z)=|[v2 f lcl) 1(z)+vZ f 2cJ> 2(z) ] 
(5.1-1) 
~ 'h D 2 ^ * 2 ( z ) + U a 2 + D 2 B r ) c f ) 2 ( z ) = z r * i < z ) ' (5.1.2) 
where D x , D 2 , £ a l , 2 a 2 , Z^, v 2 f l , and vl 
group cross sections including the effects of fuel burnup, 
control, and thermal-hydraulic feedback, and the radial 
leakage is represented by a transverse buckling B*. Solu­
tion of Eq. (5.1) is accomplished through standard finite-
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difference techniques ' for/simultaneous determination of 
the eigenvalue k and the flux distribution. Two-group cross 
sections are updated iteratively, as part of the source 
iteration, to account for the thermal-hydraulic feedback 
effects. In addition if search for criticality or target 
power distribution is desired, the control rod configura­
tion has to be also updated iteratively as an extension 
of the normal source iteration loop. 
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We present in Fig. 5.1 the overall solution strategy 
for our reactor model, which provides the system equation 
conceptually written as F(X)=F(x,y)=0 in Eq. (3.2). Burnup, 
control rod history, and moderator density history are given 
as input which, together with an estimated moderator density 
and control distribution, defines the initial state. In 
addition to the normal nuclear thermal-hydraulic iteration 
performed in a coupled manner, we indicate the steps 
involved in updating the control rod configuration to 
reach a target reactivity and target power distribution. 
Prediction for control distribution is formulated, in a 
32 
manner similar to the strategy used by Crowther , and by 
4 2 
Gregory and Honeck , in terms of the power deviation from 
the target complemented with an overall scaling of control 
magnitude to match the target reactivity. Unlike their 
approach, however, we specify our target power distribution 
only in terms of the axial peaking factor and of whether 
the power distribution is bottom-peaked or top-peaked, 
rather than specifying a pointwise target distribution. As 
observed in Ref. 32 and 42, a proper choice of over-
relaxation factors both for overall scaling and spatial 
re-distribution of control poison was observed to be cru­
cial for convergence of the control poison iterations. 
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Figure 5.1. State Equation Solution Strategy 
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5.2. Control Poison Model 
In our one-dimensional axial representation of B'WR 
cores, approximate models are adopted to represent burnup 
and space-dependent effects of the cruciform control 
blades and distributed burnable poison rods. Both types 
of control poison are represented in our unit cell LEOPARD 
calculations through loaded into the non-lattice region 
so that the reactivity worth of the .poison reported for the 
40 
BWR-6 design is approximately matched. In axial diffu­
sion theory calculations, burnable poisons are then repre­
sented in two-group constants as a function of fuel burnup, 
while control blades are modeled as additional absorption 
cross sections for each axial mesh point. 
In the BWR-6 design, 185 movable control rods 
are distributed among 7 64 fuel assemblies?9'4°The cruciform 
control blades contain boron carbide C.B^ C) canisters and 
each blade is surrounded by four fuel assemblies as shown 
in Figure 5.2. For our axial reactor model, the number of 
control rods inserted and its depth can be represented by 
the control fraction WCz,t). The value of W ranges from 
zero for the uncontrolled to one for the completely con­
trolled case. In a large BWR, approximately 25% of the 
equivalent full-length control rods are typically inserted 
into the core at the beginning of a cycle (BOC). , controlling 
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about 5% of the excess reactivity. In our model, a value 
of .25 for the control fraction w has been used corres­
ponding to a 5% reactivity worth of the control blades. 
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Based on this assumption an effective B concentration 
and the corresponding effective absorption cross sections 
have been generated through LEOPARD calculations for a 
number of selected control fractions W so that the absorp­
tion cross sections for other intermediate control frac­
tions can be obtained by simple table look-up or inter­
polation algorithms. 
In addition to control rods, burnable poison rods are 
also used in BWR cores to reduce the excess reactivity 
requirements. In BWRs, burnable poisons are loaded into 
selected fuel assemblies in the form of gadolinia-urania 
3 3 
fuel rods , where the concentration of Gd in Gd20^ is 
usually less than 4 w/o of U0 2- Due to the progressively 
higher void content up the coolant channel, the power dis­
tribution is skewed to the bottom of an uncontrolled BWR 
core. Therefore, it would be advantageous to load burnable 
poison preferentially at the bottom of the core, in order to 
balance the negative reactivity induced by the steam void in 
the top of the core. In addition, to account for the space-
dependent depletion rates of burnable poison rods, a com­
plicated pattern is often selected for spatial distribution 
of burnable poison rods. In our simple analysis of BWR 
cores, burnable poisons are simulated by 1 0 B uniformly 
distributed initially in the axial direction. Furthermore, 
burnable poisons are assumed to decrease linearly with fuel 
burnup so that the reactivity worth of the burnable poison 
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rods is 10.3% Ak/k at the BOC condition and the poison is 
completely depleted at a burnup of 5 GWD/T. 
5.3. Thermal-Hydraulic Model 
Due to a large void content in the top half of a BWR 
core, the moderator density varies significantly causing 
a gradual hardening of the neutron spectrum in the axial 
direction. The negative reactivity due to voids largely 
determine the power-shape in a BWR, and is by far the 
33 
dominant feedback mechanism. Therefore, it becomes im­
perative for any BWR simulator to represent the power-void 
feedback reasonably well. 
Under the assumption of constant core pressure, the 
coolant flow rate can significantly change the void content 
33 
in the core. Even with a constant coolant flow rate, the 
in-channel steam-void depends not only on the power output 
of the channel but also upon the power distribution in the 
channel. In our one-dimensional BWR model, we assume a 
single coolant channel representing the core-average 
characteristics. The fluid enthalpy and hence the void 
distribution will then be a function of the integrated 
power along the axial channel. The complexity of the 
two-phase fluid problem in calculating the steam void dis­
tribution can be represented by a slip flow model with 
41 
quality-void correlations. Such a procedure, besides 
being computationally very inexpensive, provides fairly 
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reasonable void distribution for large BWRs in steady-state 
conditions. Our thermal-hydraulic model is based on the 
BWR-6 data summarized in Table 5.2. 
The energy balance along the coolant channel can be 
expressed in terms of enthalpy h(z) at height 2: 
where H is the total coolant channel length 
h(o) is the inlet enthalpy 
Ah(H) is the total enthalpy rise along the channel 
p(z) is the normalized axial power. 
The flow quality X(z), i.e., the mass fraction of vapor, 
can then be expressed for the bulk boiling region: 
where h f is the enthalpy of the saturated liquid, and h.f 
is the heat of vaporization. The void fraction a , or the 
volume fraction of vapor, may be expressed in terms of the 
steam quality x t and the density and velocity of the 
liquid and vapor phases. In the void fraction-quality mode 
proposed by J. R. S. Thorn43, we obtain 
(5.2) 
h(z) - h f (.5.3). 
a = 1* 
1+(Y-DX 
(.5.4) 
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Table 5.2 
39,40 
BWR Core Thermal-Hydraulic Data 
Total thermal power 3,292 MW 
Operating pressure 1,035 psxa 
Total core flow rate lOOxlO 6 lb/h 
Main steam flow rate 14.1X10 6 lb/h 
Average outlet enthalpy rise 112.32 BTU/lb 
Inlet enthalpy 526 BTU/lb 
Outlet enthalpy 638.32 BTU/lb 
Enthalpy of saturated liquid 547.65 BTU/lb 
Heat of vaporization of the liquid 643 BTU/lb 
Enthalpy of saturated vapor 1,190.65 BTU/lb 
Exit steam quality 14.1 Q, 
Equivalent core diameter 178.1 in 
Moderator to fuel volume ratio 2.45 
(H 20/U0 2) 
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P f V f 
where Y is the slip factor defined as y - — — . 
g g 
Here P f, v f are the density and speed, respectively, of 
the liquid phase, while p , v^ are the density and speed, 
respectively, of the vapor phase. The slip factor y is 
tabulated as a function of pressure. 
In terms of the void fraction a, the moderator 
density can be simply written as: 
p = (1-a)p f + a p g f 5 ' 5 ) 
A modified form of the saturated boiling model of Eq. (5.3) 
is also used in our model to account for the presence of 
the subcooled nucleate boiling in BWR coolant channels. 
Thus based on the Saha-Zuber's subcooled boiling model 4^' 4^ , 
we use for the subcooled boiling region: 
h(z) - h 
X(z) = - h _ h C5.6) 
where h is the enthalpy of the subcooled liquid given by 
the Saha-zuber model. For the one-phase liquid region, the 
moderator density is expressed as a simple function of the 
47 
enthalpy as follows 
P(h) = h± + b 2 h + b 3 h 2 (5.7) 
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5.4. Nuclear-Thermal-Hydraulic Feedback Model 
It is essential for a realistic determination of the 
flux and power distributions in BWRs that the the control 
poison distribution and thermal hydraulic effects be 
accurately represented. The dominant thermal-hydraulic 
feedback effects in BWR cores are the fuel temperature feed­
back due to Doppler broadening and the void feedback. In 
addition, the point-wise xenon poisoning effects should be 
represented. In this section, we indicate how the control 
poison model of Sect. 5.2 and the thermal-hydraulic model 
of Sect. 5.3 can be used together with the models for the 
Doppler and xenon feedback effects, in the two-group neutron 
diffusion equation presented in Sect. 5.1. 
The feedback model for BWR cores is in general more 
complicated than that of PWR cores, because of the depen­
dence of neutron flux spectrum on the void distribution in 
BWR cores. To illustrate, we compare in Table 5.3 a few 
representative nuclear parameters for the inlet and outlet 
conditions of a typical BWR. In addition the burnup depen­
dence of various feedback coefficients has to be modeled in 
general. For example, the Doppler feedback changes with 
burnup due to the resonance absorption of fission products 
and the accompanying spectral shift. Plutonium buildup 
also has the effect of increasing the magnitude of the 
Doppler coefficient since the resonance capture cross 
section of 2 4 0 P u is larger than that of 2 3 8 U . In a large 
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Table 5.3 
Variation of Nuclear Parameters with 
40,48 
Neutron Spectrum xn a BWR 
Parameter 
description 
Value at 
channel inlet 
Value at 
channel outlet 
H/U atom ratio 3.75 
Mean thermal neutron 
temp (eV) .06 
238 
U absorption/ 
2 3 5 U absorption .48 
Average Dancoff-factor .2 
2 38 
U Fission per cent 6.3 
235 
Epithermal U fission 
per cent 12.5 
135 
Xe thermal absorption 
cross section, 
CL06 barns) 1.8 
1.05 
.1 
.63 
.5 
10.7 
20.6 
1.2 
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BWR, a 15% increase in the Doppler coefficient of reactivity 
33 
is observed over a fuel burnup of 15 GWD/T. 
5.4.1. Cross Section Parametrization 
The reactivity change with variation in state X can 
be represented in general by the corresponding changes in 
cross sections. However, the cross section dependence on 
state is usually nonlinear especially for state components 
such as burnup and moderator density. The cross section 
dependence on state X can be formally expressed by: 
£(X) = Z(X ) [l+c(X ,X) (X-x )] C5.8) 
— —o —o — — —u 
where X^ is the nominal state, and c is the fitting coeffi-
cient. The nonlinear coefficient c O Ç ^ X ) can in some cases 
be linearized around the nominal state X^. Since a cross 
section library is to be generated for all nominal states, 
it is desirable to use a minimum number of nominal states. 
If the reactor response to some state component is highly 
nonlinear, the fitting coefficient c in Eq. (5.8) has to be 
evaluated at many nominal states. Consequently, a larger 
cross section library is then required for that state com-
ponent . 
The void fraction ct in a BWR ranges from zero, at the 
bottom of the core, to about 60%, at the top of the core. 
7 3 
Hence, it is sufficient to generate cross sections at four 
values of nominal moderator density. The moderator density 
values are labelled 1, 2, 3, and 4 corresponding to void 
fraction of 60%, 40%, 20%, and 0%, respectively, similarly, 
the accumulated fuel burnup ranges from zero to about 
30 GWD/T. Since a uniform loading of fresh fuel is as­
sumed in our model, the maximum accumulated burnup is 
below 20 GWD/T. TO represent this range of burnup, 10 
burnup groups were used as part of the nominal state in the 
burnup fitting algorithm. The whole set of nominal states 
is shown in Table 5.4. In our study, the two-group cross 
sections were generated by non-spatial unit-cell calcu-
25 
lations using the LEOPARD code. 
The nonlinear cross section dependence on burnup and 
moderator density is formally represented by Eq. C5.8). 
From the choice of 10 burnup groups and 4 moderator groups 
for the nominal states presented in Table 5.4, the inter­
polation of cross sections as a function of fuel burnup and 
void fraction must be done simultaneously. In the cross 
section updating with burnup, a cubic spline 4 9 was used. 
Although the handling of cubic splines is somewhat more 
involved computationally than second-order 
polynominals, calculation of the spline base represents the 
bulk of the computation cost. Since generation of the 
spline base depends solely upon the nominal states, however, 
it is done only once. On the other hand, the nominal states 
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Table 5.4 
Nominal States for Cross Section Library Generation 
235 
Uniform U loading enrichment= 
Power density = 
Xenon concentration = 
Control poison concentration = 
Burnable poison initial worth = 
Void fraction 
Burnup (GWD/T) 
1.9 % 
50.04 kW/Z 
.0 
.0 
10.3 %( Ak/k) 
= 60% for moderator group 1 
= 40% for moderator group 2 
= 2 0% for moderator group 3 
= 0% for moderator group 4 
= 0, .1, 1, 4, 7, 10, 13, 16, 
19, 21 
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in the cross section fitting with void are a function of 
burnup. Consequently the void functional base must be 
recomputed everytime burnup changes. For that reason 
a quadratic form,given by the Lagrange interpolating func­
tion, was used in the void interpolation. Both the burnup 
and void updating algorithm are further discussed in 
Appendix B. 
5.4.2. Cross Section Updating with Xenon 
The cross section updating with, xenon follows 
Eq. (5.8) with linear coefficient c, and nominal state 
given in Table 5.4. The equilibrium xenon number density 
. , 41 is given by: 
=
 ( YI + YX> (^•1^ Q»2) 
where Yj and Y x are the 1 3 5 I and 1 3 5 X e fission yields, 
X X 
respectively, o and o^ are the fast and thermal ab­
sorption cross sections, respectively, and is the 
135 
Xe decay constant. The equilibrium xenon concentration 
is a function of the moderator density through the spec-
4 R 
trum-dependent absorption cross sections as well as 
through its dependence on \ t z ) an<i ^2^ z^" B ^ assuming 
a linear dependence on moderator density and using data 
from Table 5.3, the thermal absorption cross section for 
1 3 5 X e at water density p is: 
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3 t e P " P 1 fi 
a * e(p) = 1.2+.6 - (10 bb) (5.10) 
a/ p4~" pl 
where and p 4 are the moderator densities at outlet 
and inlet channels, respectively. In contrast, the fast 
absorption cross section of 1 3 5 X e is assumed independent 
of moderator density. 
In our study, the nominal cross sections are generated 
with zero xenon concentration. Hence, the void-dependent 
two-group absorption cross sections I .-, CN V) and Z 0 (N,r) , 
a J . A a z x 
updated to represent the equilibrium xenon concentration, 
can be written as: 
Z à l ( N X > - *al ( 0> + Nx°af (.5.11.1) 
Z a 2 < N X ) = 2 a 2 ( 0 > + N X a a f ( p ) t5.ll.21 
where z a i ^ a n d Za2^°* a r e t h e x e n o n ' f r e e absorption 
cross sections generated by the LEOPARD code. 
5.4.3. Cross Section Updating with Thermal-Hydraulic 
Feedback and Control Poison 
The effects of Doppler feedback, moderator density 
feedback as well as of control rods are represented in 
terms of a simple feedback model developed by Westinghouse 
Electric Corporation.^ The model is based on the introduc-
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tion of a moderation cross section Z m which is relatively 
insensitive to moderator density variations. In our one-
dimensional core model the effect of the space-dependent 
xenon concentration is represented through Eqs. (5.9) 
through (5.11). The control rod worth is dependent upon 
the amount of poison present as well as upon the neutron 
spectrum. Hence, the cross section updating with control 
rod insertion must be expressed as a function of the con­
trol fraction W and the moderator density P . In our 
model, diffusion constants and fission cross sections are 
assumed dependent upon moderator density P and burnup E 
only. Then the effective two-group cross sections for the 
control rod poison are calculated to reproduce, without 
updating the diffusion constants and fission cross sections, 
the same reactivity worth as calculated by the LEOPARD code. 
In a similar manner, the Doppler feedback is represented in 
£a-^ alone as a linear function of power so that the 
Doppler effect on k^ is preserved correctly. Hence the 
absorption and removal cross sections fitted to a state 
X at position z can then be expressed as 
Z a l ( z ) = r a * { l + [ a 1 + a 2 ( p - p 2 ) ] (p-1) (l+a 3E)} 
+ N X ( r a l + ( b l + b 2 W ) ( c i + c 2 w ) w 
(5.12.1) 
(z) = Za* + N x a X + (c 1+c 2W)W (.5.12.2) X^a2 
lriz) = £ a l/<e - 1) (.5.12.3) 
78 
where I -, * and I ~* are the fast and thermal absorption 
al a2 
cross sections and removal cross section, respectively/ 
evaluated at the burnup and moderator density at z and the 
nominal power without xenon and control poison. Here Z m = 
I -,*/log(?r^- + 1) is the moderation cross section, corres-
ai L ^ 
ponding to the nominal cross sections £ a l * and E *. The 
fitting parameters a^, a 2, and a^ represent the density and 
burnup-dependent Doppler feedback effect represented as a 
correction relative to the nominal power level, p=l. The 
constants b-^ , b 2, c^, and c 2/ representing the control poi­
son effect, are linearly dependent on the moderator density 
p. The evaluation of all cross sections with burnup E and 
moderator density p, is done, simultaneously, through a 
cubic spline and second-order Lagrange fitting, respec­
tively, as discussed in Sect. 5.4.1. The numerical values 
of the fitting coefficients are given in Appendix C. 
5.4.4. Cross Section Updating with Void History and 
Control History 
While the instantaneous void content affects the 
neutron energy spectrum, the void history affects the 
isotopic content at each, point. The control history 
effect is similar to the void history effect. However, 
while void history distribution remains reasonably con­
stant during the fuel depletion, the control history does 
change significantly over the cycle. Although the cross 
section dependence on void history is in general nonlinear. 
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32 
where c = (p*-p*)Z(p 2,p*) 
'o 
and
 p* = P*E = / p f E M d E " for exposure E at point z. 
° 
Here p 2 * and p^* are the exposure-weighted moderator den­
sity values corresponding to a = 40% and 0%, respectively, 
in accordance with the nominal state designation given in 
Table 5.4. 
The cross sections in Eq. (.5.13) are determined by 
the following procedure: Deplete the fresh nuclear fuel up 
to burnup E 1 with constant void fraction a The resulting 
cross section is £( P P2*j . Next deplete the fresh 
fuel, however, with constant void fraction up to burnup 
and restart depletion at burnup E-^ with void fraction 
The cross section at the beginning of the restarted 
depletion is 2 (.P2' P4*) • In our model the values of 
a 2, and are 19 GWD/T, 40% and 0%, respectively. 
The reactivity coefficient c in Eq. (.5.13) is a 
function of the nominal moderator density P2- However, as 
an approximation, it is assumed constant for all moderator 
densities. It is also assumed that the cross sections are 
dependent upon the accumulated exposure-weighted moderator 
as indicated by Crowther , we assume in our model that 
the dependence is linear. Namely we represent the 
moderator-density dependent cross section I(p ,p*) as: 
I(p,p*) = E(p,p£) [1 + c(p*-p*)] (5.13 
E(p 2,p*)-E(p 2,p*) 
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density p * used in Eg. (5.13) rather than directly upon 
the exposure-weighted moderator density p. 
The cross section updating with control history 
strictly follows Eq. (5.13) except that p* and i^* are 
replaced by the accumulated exposure weighted control w* 
and 0, respectively. 
5.5 Numerical Results of the Reactor Model 
In this section various reactor configurations are 
simulated with our reactor model in order to test the vali­
dity and limitations of the model described in the pro­
ceeding sections. Emphasis is placed on verifying that the 
various feedback effects are physically represented in a 
correct manner. A comparison is also made between some 
representative results obtained with our reactor model 
and the corresponding results reported for the BWR-6 
design. 
5.5.1. Effect of Nominal States on Reactivity 
The effect of the nominal state on the burnup-
dependent reactivity can be visualized by plotting the 
corresponding infinite multiplication factor kTO vs. fuel 
burnup. In Figures 5.3 through 5.5 are shown plots of 
k vs. fuel burnup, calculated by the LEOPARD code, for 
CO 
the nominal states listed in Table 5.4. Figures 5.3 and 
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Figure 5.3. Infinite Multiplication Factor vs. 
Burnup Without Xenon and Control 
32 
Figure 5.4. Infinite Multiplication Factor vs. 
Burnup with Xenon and no Control. 
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Figure 5.5. Infinite Multiplication Factor vs. 
Burnup with Xenon and 40% Void 
Fraction. 
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5.4 show the effect of different void fraction on Jc with 
CO 
and without equilibrium xenon concentrations, respectively. 
From these two figures, we note: 
* The cross section dependence upon burnup and 
moderator density is nonlinear justifying the need 
for the third-order-spline fitting described in 
Sect. 5.4. 
* The effect of void history becomes significant 
for fuel burnup greater than 10 GWD/T. 
* Our model, although, simple and approximate, 
results in an increase in the net reactivity 
with depletion for the first several GWD/T of 
fuel burnup, showing good qualitative agreement 
39 
with the data reported for the BWR-6 design. 
The effect of the equilibrium xenon concentration on 
reactivity can also be observed by comparing Figures 5.3 
and 5.4, which indicates a xenon reactivity worth of 2.6% 
Ak/k. In our one-dimensional core model, the space-depen­
dent xenon concentration is represented by Eqs. (.5.9) 
through (5.11). 
The effect of control poison on reactivity is shown 
similarly in Figure 5.5. The total control rod worth of 
17% £k/k at the BOC can be observed either from Fig. 5 . 5 or 
from Table 5.5, which corresponds to a rod worth of 5%£k/k for a 
quarter control conditions as discussed in Sect. 5.2. It 
can also be concluded that the control rod worth does 
slowly decrease with burnup, although it was not taken into 
Table 5.5 
Infinite Multiplication Factor vs. Fuel Burnup 
Burnup (GWD/T) Uncontroled k Controled k 
0 1.07312 .90739 
.1 1.04796 .89088 
1 1.05747 .90555 
4 1.Q8434 .93524 
7 1.Q6214 .92460 
10 1.024Q5 .90122 
13 .99156 .88102 
16 .96374 .86340 
19 .93948 .84804 
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account in the cross section updating algorithm discussed 
in Sect. 5.4. 
The characteristics of the infinite multiplication 
factor as a function of state components are helpful in 
making many decisions in optimization strategies. In parti­
cular, the burnable poison loading and its corresponding 
reactivity effect do play an important role in the depletion 
optimization. 
5.5.2. Effect of Feedback on State Configurations 
As a test of our one-dimensional BWH core simulator, 
the effects of the relevant feedback mechanisms are evaluated 
in this section. in all cases discussed here, the nominal 
state corresponds to the Haling burnup and power distribu­
tions, and the corresponding void fraction, void history, 
and control history. The nominal power, however, 
corresponds to zero xenon concentration and the 
nominal spatially-uniform Doppler feedback. The effect of 
the various feedback mechanisms are studied by introducing 
the effects of or introducing perturbations to the indivi­
dual components one by one. Figures 5.6 through 5.10 show, 
in sequence, the effects of the point-wise Doppler feedback, 
xenon feedback, void feedback, void history, and control 
rod history. 
Flattening of the power distribution due to the point-
wise Doppler feedback is seen readily in the parametric 
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Figure 5.6. Doppler Feedback for Haling EOC State 
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O 
XENON FEEDBACK. 
Figure 5.7. Xenon Feedback for Haling EOC State-
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Figure 5.8. Void Feedback for Haling EOC State. 
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Figure 5.9. Void History Feedback for Haling EOC 
State. 
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MESH NUMBER 
Figure 5.10. Control History Feedback for Haling 
EOC State. 
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case of Figure 5.6. The parametric case without the point-
wise Doppler feedback still includes a spatially uniform 
Doppler feedback corresponding to the nominal flat power 
and temperature level. Hence the effect on core reactivity 
k due to inclusion of the point-wise Doppler feedback is 
only on the order of -.2% Ak/k, although the effect on the 
power distribution is substantial. 
The power flattening effect of the point-wise equili­
brium xenon concentration is shown similarly in Figure 5.7. 
While in the nominal case the xenon concentration is zeroed 
out, in the perturbed case the point-wise equilibrium xenon 
concentration is included, yielding a xenon reactivity 
worth of -2.7%Ak/k. Due to the spectrum dependence of 
the thermal absorption cross section of 1 3 ^ X e , the negative 
reactivity effect of equilibrium xenon is dominant at the 
bottom of the core although the xenon concentration itself 
is peaked near the core midplane. 
When void fraction is allowed to change in Figure 5.8 
from the consistent nominal Haling burnup-power-void state, 
the power distributions shifts considerably toward the top 
of the core. The relatively small difference between the 
two void distributions in Figure 5.8 clearly indicates the 
sensitivity of the power distribution to the large negative 
void coefficient of reactivity in BWR cores. 
Similarly, the void history effect is shown in Fig. 5.9, 
where moderator density history is perturbed corresponding to a 
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lower void fraction. The void history effect is a function 
of the product of the moderator density history and burnup 
as discussed in Sec. 5.4.4. The negative reactivity effect 
of the increased moderator density history is evident in 
the flattening of the perturbed power distribution as com­
pared to the nominal power distribution. 
The control rod history effect, shown in Figure 5.10, 
is very similar to the void history effect on reactivity. 
The nominal control history corresponds to control rod 
distribution, which, is required to maintain the Haling 
power distribution at the BOC. With, the assumption that 
control distribution decreases linearly with time, a 
burnup-averaged control distribution is obtained. As in 
the case of void history, the control rod history is 
dominant at the bottom of the core due to a high control 
poison density in that region. Unlike void history, the 
positive reactivity effect of control rod history is illus­
trated in Figure 5.10 by reducing the control rod history 
to almost zero. It shows a considerable power flattening 
for the unrealistically large control rod history reduc­
tion as compared with the nominal power corresponding to 
the nominal control rod history. This essentially shows 
the relatively low importance of control rod history as 
compared with other reactivity feedback effects as is dis­
cussed further below. 
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As a partial verification of the feedback models 
used in our study, we compare in Table 5.6 our calculated 
reactivity coefficients, corresponding to the separate 
feedback mechanisms discussed in this section, with those 
reported for large BWR cores. The comparison indicates 
that our feedback model represents the complex thermal-
hydraulic feedback effects to a level of accuracy satis­
factory for fuel cycle analysis. We also include in 
Table 5.6 our calculated values for the void and control 
history effects, to show the relative importance of the 
two history dependent effects. 
5.5.3. Reactivity Effect of Burnup and Moderator Density 
Among the state components the burnup and moderator 
density distributions are dominant in determining the state 
configuration. As it is shown in Chapter 6, the competing 
effects of burnup and moderator density distributions are 
largely responsible for a time-dependent target power dis­
tribution in the optimal depletion strategy. As another 
test of our reactor simulator model, the separate effects 
of burnup and moderator density distributions are discussed 
in this section. In order to evaluate the effect of one 
state component, parametric variations are made to a 
reference state shown in Fig. 5.11, corresponding to a 
core-average burnup of 5GWD/T. In the result presented in 
Figure 5.12, a 5% perturbation in burnup was made at 
95 
Table 5.6 
Reactivity Coefficients for Various Feedback Mechanisms 
Calculated Typical values for 
Value Large BWR cores 3 9'^ 
Fuel temperature coefficient _ c c 
(Ak/k°F) 1.13x10 1.2x10 
Doppler defect (%Ak/k) -2.36 -1.5 to -2.5 
Xenon defect (%Ak/k) "2.7 -2.6 
Void (pcm/% void) -170 -200 to -100 
Void history [(pcm/% void 
history) / GTO/T] 110 
Control history 
[(pcm/% control history)/ 
GWD/T] 35 
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Figure 5.11. Reference State at Core-Average 
Burnup of 5 GWD/T. 
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Figure 5.12. State Variation with Burnup 
Perturbation at Mesh 18. 
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mesh 18 corresponding to the core midplane. Perturbation 
in the power distribution was firstly calculated without 
allowing changes in void fraction. This case indicates 
decreases in the power distribution near the location of the 
burnup perturbation, which is a direct consequence of the 
negative reactivity introduced by the increment in burnup. 
The reactivity change due to the burnup perturbation at 
mesh 18 was determined to be - .028 (% Ak/k) / (.GWD/T) . The 
void distribution was then relaxed so that a consistent 
power-void distribution was reached. Due to the shifting in 
the void distribution, the power perturbation becomes more 
distributed in this case. The decrement in void represents 
a positive reactivity which amounts to . 008(.% Ak/k) / (GWD/T) . 
The net reactivity change due to the 5% burnup increment 
can be determined as the algebraic sum of the two separate 
effects. In the case presented in Figure 5.11 the linear 
superposition results in a net reactivity change of 
-.020(% Ak/k)/(GWD/T), as compared with the direct calcu­
lation of - 0.019 (.% A k/k) / (GWD/T) . This procedure was 
repeated for a burnup perturbation at mesh 30 as shown 
in Figure 5.13. Unlike the previous case both the burnup 
and void reactivity components are positive given by .Q13 
and .0.44 (% A k/k) / (GWD/T) , respectively. Again the posi­
tive feedback reactivity due to the reduction in void 
fraction lessens the power perturbations. The positive 
reactivity component due to burnup can easily be justified 
by noting that the reference burnup at mesh 30 is 
JL-
—Delta burnup at mesh 30 . 
_Initial perturbation in power 
for fixed void fraction 
—Final perturbation in power 
for consistent void fraction 
—Final perturbation in void 
fraction 
20 
MESH NUMBER 
25 30 35 
Figure 5.13. State Variation with Burnup 
Perturbation at Mesh 30. 
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2,7 32 MWD/T which falls in the positive slope region in 
Figure 5.3. The linear superposition of the two separate 
effects in determining the net reactivity was found to hold 
for all cases tested to a reasonable degree of accuracy as 
shown in Table 5.7. 
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CHAPTER 6 
ANALYSIS OF THE NUMERICAL RESULTS 
The cycle length optimization strategy based on the LP 
algorithm is formulated in Chapters 3 and 4, followed by 
presentation in Chapter 5 of the nuclear and thermal-
hydraulic feedback models applicable to BWR core analysis. 
The numerical results obtained for a typical BWR core 
through application of the cycle length optimization 
algorithm are presented and discussed in this chapter. 
In addition, we also evaluate the approximate methods 
adopted for calculation of the sensitivity coefficients 
in our LP algorithm. 
There are basically three distinct categories in the 
presentation of the numerical results. The first of these 
discusses the optimal terminal target power and burnup 
distributions in the form of the well-known Haling distri­
bution and its dependence on state variables, in particular, 
void history. The Haling target distribution will be used 
as a reference state in the comparison with other terminal 
states. The second category investigates the ARO optimal 
terminal state obtained through applications of the cycle 
length optimization algorithm at the EOC condition without 
102 
103 
specifically considering the control strategy (Problem A ) . 
The optimal feasible EOC state obtained through control 
poison optimization [Problem B) forms the third category, 
and it will be carefully analyzed since it represents a 
realistic optimal control strategy for a large BWR. In all 
cases the effect of state variable constraints imposed by 
design limits are discussed. 
The thermal-hydraulic design limits on linear heat 
generation rate and heat flux are represented in terms of 
constraints on the axial power peaking factor and gradient 
of the power distribution. Based on the thermal design 
limit data in Table 5.1, the values of s"J A X = 1 . 4 3 and 
S g S X ~ • 1 3 / f t f o r t h e maximum axial power peaking factor 
and maximum gradient of power distribution, respectively, 
are used in our model. 
6.1. Method of the Sensitivity Coefficient Calculation 
As already noted in Chapters 3 through 5, the bulk 
of the cost in any nonlinear optimization problem solved by 
the MAP algorithm is associated with the evaluation and 
updating of the sensitivity coefficients. For MAP itera­
tions when the state configuration is still substantially 
far from the optimal state, one might realize savings in 
the computational efforts through approximate evaluation 
of the sensitivity coefficients. This is possible because 
104 
small errors in the sensitivity coefficients will cause 
only small errors in the solutions obtained through the LP 
algorithm. In fact, if the errors in the sensitivity coef­
ficients are small enough then the LP solution is not 
for substantial reduction in computational cost through 
sacrificing the accuracy in evaluating the sensitivity 
coefficients, at least at the beginning of the MAP itera­
tion process. As the optimal state is approached, however, 
the sensitivity coefficients must be determined as 
accurately as possible in order to arrive at the correct 
optimal solution. In this subsection, we present the 
method used in our study for approximating the sensitivity 
coefficients, with a brief discussion on the adequacy of 
the method. 
The sensitivity coefficients with respect to control 
u are numerically calculated by using the difference 
between a perturbed state X* and a reference state X. 
Since both the perturbed state and the reference state are 
a function of the control variable u, the sensitivity 
coefficient Vf of function f with respect to u can, for 
example, be written as 
affected by the errors. 28 Therefore, there is potential 
Vf (X) (6.1) 
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where Au is a small variation in the control variable u and 
X(u+Au) represents the perturbed state X'. 
The accuracy in the determination of f(X) is there­
fore directly dependent upon the corresponding accuracy 
in the determination of the perturbed state X'. If reason­
ably small errors in Vf(X) are tolerated in the LP problem, 
then the perturbed state X' does not have to be calculated 
very accurately. Hence, the convergence criterion in the 
calculation of the perturbed state may be relaxed during 
the initial MAP iteration without affecting the final 
results but the substantial savings in the overall compu­
tational efforts. 
In solving the system equation F(x,y)=0, the conver­
gence criterion most directly related to the computational 
efforts, is that for the point-wise flux convergence in the 
solution of the neutron diffusion equation. A relaxation 
in the flux convergence criterion is translated into a 
smaller number of source iterations in the outer loop of the 
finite difference solution of the diffusion equation. To­
gether with the flux convergence relaxation, an approximate 
choice has to be made for the frequency of the thermal-
hydraulic feedback, calculations per flux iteration. We 
show in Table 6.1 typical values for the number of flux itera­
tions and feedback calculations per state calculation, under 
various convergence relaxation contitions, for determina­
tion of a perturbed state starting from a reference state. 
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Table 6.1 
Number of Flux Iterations and Feedback Calculations per 
State Calculation 
Perturbed state Perutrbed state 
fully converged not fully converged 
Total number of flux 
iterations per state 200 10 5 
calculations 
Number of flux itera­
tions per feedback 10 2 5 
calculation 
Total number of feed­
back calculation per 
state calculation 
20 5 2 
107 
The sensitivity coefficient with respect to control 
rod variation, 7k(X) and VS (X) f evaluated under three 
different flux convergence criteria of Table 6.1, are com­
pared in Figures 6.1 and 6.2. We conclude from these 
comparisons that the perturbed state calculated approxi­
mately with 10 flux iterations per state calculation can 
be used during the initial MAP iterations with minimal 
perturbations in the final converged result. The overall 
computation cost in evaluating a new reactor state depends 
heavily on the number of feedback calculations, and the 
relaxed convergence case, with 10 iterations per state 
calculation, results in an approximately 80% cost reduction 
compared with the fully converged case. 
Further reduction in the conputational effort involved 
with evaluation of the sensitivity coefficients can be 
realized through utilizing an interpolation technique. 
Based on the observation that the sensitivity coefficient 
distributions usually are smoothly varying, the coefficients 
may be evaluated directly through Eq. (6.1) at a limited 
number of discretized spatial mesh points only. Then the 
remaining values of the coefficient distributions are ob­
tained through, simple quadratic interpolations. The sen­
sitivity coefficients with respect to control rod varia­
tion, -Vk(X) and VS^CX). , calculated directly through 
Eq. (6.1) are compared with interpolated distributions 
in Figures 6.3 and 6.4, respectively. In the results 
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Figure 6.1. Eigenvalue Sensitivity Coefficient 
vs. Convergence Criterion. 
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POUER SENS. COEF. UITH CONTROL 
" • f 1 1 ( - ( I ! 1 . 
0 S t O S 3 0 2 S 3 Q 3 S 
tlESH NUtlBER 
Figure 6.2. Power Sensitivity Coefficient vs. 
Convergence Criterion. 
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Figure 6.3. Eigenvalue Sensitivity Coefficient 
Directly Calculated vs. Interpolated. 
Figure 6.4. Power Sensitivity Coefficients 
Directly Calculated vs. Interpolated. 
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reported we have used 30 spatial meshes to represent a BWR 
core. The interpolated distributions are in reasonably 
good agreement with the direct calculations, and provide 
savings of 63% and 80%, respectively, for the cases with 
every third point and every sixth point directly calculated. 
In our actual MAP algorithm, the convergence relaxa­
tion scheme is used together with the interpolation scheme 
in approximately evaluating the sensitivity coefficients. 
An optimal approximation strategy involving different 
combinations of the two approximation schemes is shown 
in Table 6.2. The approximation strategy was chosen for 
three different MAP iteration intervals of increasingly 
tighter convergence criterion. For our study, the 
maximum value A x m a x for control variation was chosen as 
250 MWD/T for burnup chosen as control in Problem A and as 
0.04 for the fractional control rod used as control in 
Problem B. 
As discussed in Chapter 3 and 4, the nonlinear optimi­
zation problem is solved in our study through a successive 
solution of linearized objective and constraint equations. 
As a check on the validity of the linearization approxi­
mation for each stage of the MAP iteration, we evaluated 
perturbations in k „ and S due to perturbations in the c
 eff p 
control poison distribution at a varying number of mesh 
points. A comparison of the results, obtained through 
direct calculation and through linear superposition, is 
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Table 6.2 
Optimal Approximation Strategy for Sensitivity 
Coefficient Calculation 
MAP iteration 
Interval 
Control 
Domain 
Perturbed 
State 
Sensitivity coeffi-
cients interpolation 
1 » max 
Ax 
not fully 
converged 
CIO iterations"! 
5 meshes skipped 
per mesh 
) calculated 
2 Ax m a x/2 not fully 
converged 
CIO iterations) 
5 meshes skipped 
per mesh 
calculated 
3 ûx^ a x/4 fully 
converged 
<250 iterations 
2 meshes skipped 
per mesh 
calculated 
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given in Table 6.3. Fractional control poison perturba­
tion of magnitude A x m a x - 0.04 are used in the cases re­
ported here with 30 spatial meshes. For each case compared 
in Table 6.3, separation of 5 meshes between perturbed 
locations was used. Based on the comparison presented 
here, we conclude that our choice of the maximum control 
magnitude A x m a x in the MAP algorithm is adequate and a 
successive stage of LP problems can yield a meaningful 
solution to our cycle length optimization problem. 
6.2. Haling Power Distribution 
In Problem A discussed in Chapter 3, core reactivity 
maximization is invoked in the search for the ARO optimal 
EOC state that maximizes cycle length.. Since power distri­
bution is constrained, the burnup shape becomes the control 
variable. If, instead of constraining power distribution, 
power peaking is minimized throughout the cycle, then 
a well-known EOC state results. As discussed in Chapters 
1 and 2, R. K. Haling^ has shown that power peaking mini-
mizati achieved if the fuel is depleted with a const-.nt 
power shape. In his derivation, Haling has assumed in­
finite multiplication factor k M decreasing monotonically 
with burnup. Such is not always the case as shown in 
Figure 5.4. 
The search for the ARO Haling EOC state is equivalent 
to finding a burnup shape constrained to be equal to power 
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shape. The EOC core-average burnup is determined by im­
posing the ARO criticality constraints. The Haling 
EOC state and its dependence on void history is shown in 
Figure 6.5. The Haling power distribution represented by 
a dashed curve corresponds to an inconsistent reference 
distribution. The sensitivity of the Haling distribution 
to void history is apparent when the perturbed power di-
tribution is compared with the consistent Haling distribu­
tion represented by the solid curve. As shown in Table 5.6 
of Sect. 5.5.3, the effect of control rod history on power 
distribution is less important than void history, although 
control rod history depends more heavily on actual deple­
tion strategy than void history, due to large control varia­
tion ever a cycle. For fresh uniform fuel loading in a BWR 
core, and with, consistent void history effect, a power 
peaking factor S p of 1.24 results for a Haling distribution 
shown in Figure 6.5. The power distribution is obtained 
with 30 axial meshes used in our reactor model described 
in Chapter 5. Hence, the Haling power peaking is signifi­
cantly lower than the thermal limit of 1.43 currently 
adopted. Due to this rather large margin in peaking 
factor, there is potential for burnup optimization at the 
EOC as discussed in Chapters 1 through 3. 
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HALING DISTRIBUTION 
.U/CONSISTENT VOID-YOID HISTORY 
* U/INPUTTED VOID HIST.+ CONTROL HIST. 
2 CONSISTENT VOID HISTORY 
S INPUTTED VOID HISTORY 
X INPUTTED CONTROL HISTORY 
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rlsH NUMBER 
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35 CD 
Figure 6.5. Haling EOC State and Void 
History Effect. 
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6.3. Optimal Terminal State 
Cycle length optimization was formulated in Chapters 
3 and 4 to fully utilize the power peaking factor margin 
available in a typical Haling distribution. Such an optimum 
terminal state obtained as a solution to Problem A is 
presented in Figure 6.6. The optimal terminal burnup 
state is obtained such that the cycle length is maximized 
for the ARO critical reactor, while an acceptable power 
shape is maintained. According to our reactor model dis­
cussed in Chapter 5, a power shape is regarded as accep­
table if both power peaking and gradient of power distri­
butions are limited to values below the thermal design 
limit S™ a x and S^ a x, respectively. The problemA calculation 
was performed again with. 30 axial meshes. A core-average 
burnup of 10.9 GWD/T is obtained for Problem A, compared 
with a value of 10.0 GWD/T for the Haling distribution. 
In addition, the following features of the optimal terminal 
state can be enumerated: 
1) Burnup distribution is of bimodal shape with 
peak values 1.32 and 1.33, respectively. 
2} Burnup shape is more bottom peaked than the 
Haling distribution shown in Figure 6.5. 
3) Power shape is top peaked with a power 
peaking factor at the design limit of 1.43. 
4) Void fraction distribution lies below the 
corresponding Haling distribution. 
1 1 9 
O 
CD 
OPTIMAL TERMINRL STATE 
o BURNUP ( E=10900.nUD/T ) 
* NORMALIZED PQUER 
A VOID FRRCTIÛN 
CD 0 
— I 1 — 
tS 20 
MESH NUriBER 
—«-
25 
— l -
30 
CD 
J_ CO 
O 
O 
I 1 
+ ce 
o Lu 
Q 
1—1 
O 
CD 
3S o 
Figure 6.6. Optimal Terminal State for 
Problem A. 
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The implication of the bimodal burnup shape, with 
peaking factors lower than the limit s ^ a x = 1.43 is that 
a variable target power has to be used in the optimal de­
pletion strategy. In addition,, the burnup peaking factors 
are higher than the corresponding values of 1.24 for the 
Haling distribution, which implies that the variable 
target power distribution must be, at some point in the 
depletion cycle, more bottom peaked than the Haling distri­
bution. The void fraction profile for problem A stays be­
low the Haling profile because the optimal terminal power 
distribution is top peaked. In view of the large negative 
void coefficient of reactivity shown in Table 5.6, the 
top-peaked terminal power distribution is certainly pre­
ferable to any bottom-peaked power distribution. Further­
more, the bottom-peaked terminal burnup distribution for 
Problem A implies that the void distribution lies above 
the Haling void distribution during the bulk of the fuel 
depletion. Consequently the neutron spectrum is harder 
over this period, resulting in a considerable increase in 
238 239 
the conversion of U into Pu. Then the bred plutonium 
32 
can be exploited to extend life , when power is shifted 
upward at the EOC condition as in our terminal state solu­
tion to Problem A. The difference in void distribution 
and plutonium buildup rate primarily account for the 9% 
increase in cycle length in our optimized cycle compared 
with the Haling strategy. 
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Significant additional information about the optimal 
terminal state can be gathered from the analysis of the 
reactivity and power peaking sensitivity corfficients shown 
in Figure 6.7. Because dS^/ZE is generally negative in 
the top half of the core, power peaking would decrease if 
burnup is increased in that region. Due to the negative 
values of 3k/3E in the top half of the core, however, this 
would result in a decrease in reactivity and consequently 
cycle length. This shift in burnup distribution would be 
desirable if a lower power peaking factor were to be 
adopted as the design limit. On the other hand, cycle 
length could be extended by increasing burnup in the lower 
half of the core. However, this would lead to an even 
higher power peaking factor in the top of the core. Such 
would be the case if a higher peak peaking factor limit 
could be used. This clearly illustrates the conflict be­
tween power flattening and cycle length maximization. 
Furthermore, it shows the trend and dependence of the opti­
mal terminal state on the thermal design limits s m a x and 
P 
S c J a X u s e d ^ n o u r simplified BWR simulator. 
6.4. Optimal Depletion Strategy 
Although the Problem A optimal solution discussed in 
Sect. 6.3 provides useful insights to the general cycle 
length optimization problem, the solution may not be 
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Figure 6.7. Sensitivity Coefficients with 
Burnup for the Optimal Terminal 
State. 
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achievable in actual fuel depletion. The realizable 
cycle length maximization has to be obtained through 
depletion strategy optimization of Problem B, which 
involves search for optimal control rod configuration at 
each fuel depletion step. In this section we present the 
solution to Problem B, together with comparisons with the 
Haling and Problem A solutions. We begin with presenta­
tion of some examples of the initial admissible control 
search and discuss its importance in the context of Problem 
3. 
6.4.1. Admissible Control Search 
As discussed in Chapters 3 and 4, infeasibi-
lity of the LP solution corresponding to the linearized 
optimization problem may occur. The infeasibility problem 
may be overcome through constraint relaxation until a 
solution to the LP problem at the particular MAP iteration 
is obtained. Since the optimal solution at each MAP 
iteration leads to an improved state, there is a good 
chance that the infeasibility occurs mostly during initial 
MAP iterations. Nonetheless, it has to be pointed out that 
the infeasibility may also occur during the later stages 
of the MAP iteration if there is control overshooting. 
However, by a proper choice of the control domain, control 
overshooting may be avoided. We then conclude that the 
main cause for infeasibility in the control optimization 
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problem is an unacceptable estimate for the initial state 
at each depletion step. Since a state updating through 
MAP is computationally very expensive, it is advantageous 
to adjust these initial states, without involving the 
formal MAP iterations, at the beginning of each depletion 
step so that infeasibility is either eliminated or mini­
mized. This is usually possible since only burnup distri­
bution is actually fixed in the initial estimates for the 
reactor states• A trivial choice is to properly adjust 
control rod distribution so that a feasible initial state 
results. This is done directly in the diffusion-theory 
model discussed in Section 5.1. 
Examples of such pre-optimization control search 
are shown in Figures 6.8 and 6.9. In both, examples, the 
main characteristics of the initial states are: eigenvalue 
k = 1.0 325, power peaking factor S =1.73. Control rod 
P 
distribution was then adjusted with the requirement of 
lowering power peaking factor S p to an acceptable value 
in the first example. The optimized state is represented 
by dashed curves in Figures 6.8. The main characteristics 
of the optimized state are: eigenvalue k = 1.0012, power 
peaking factor S - 1.30. If it is known in advance that 
the optimal power shape must be bottom peaked (or top 
peaked) then control rod distribution may be adjusted so 
that criticality, power peaking,as well as power shape are 
optimized. Such a pre-optimization adjustment is shown by 
125 
PRE-OPTiniZflTION OF' POWER PERKING 
.INITIAL POUER 
.INPUTTED CONTROL 
£ OPTiniZED POUER 
Q OPTItllZED CONTROL 
Figure 6.8. Criticality and Power Peaking 
Optimization of the Initial 
State. 
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Figure 6,9. Criticality and Power Shape 
Optimization of the Initial 
State. 
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dashed curves in Figure 6.9, where the characteristics of 
the optimized state are: eigenvalue k = .9990, bottom 
peaked power shape with peaking factor S = 1.40. 
The pre-optimization search for the admissible control 
can, therefore, be readily accomplished by simple al­
gorithms incorporated in our reactor model. By starting 
with an admissible state, substantial computation time is 
saved in the overall control optimization problem involving 
MAP iterations. 
6.4.2. Optimal Control with Depletion 
Starting from a fresh uniform loading of fuel, 
solution to the optimal depletion strategy of Problem B was 
obtained with a 30-mesh axial representation of BWR cores 
discussed in Chapter 5. Fuel depletion was calculated in 
the one-dimensional geometry with four different control 
rod configurations evaluated at core-average burnup of 
0, 3, 5 and 7 GWD/T, respectively. For each depletion step, 
the accumulated burnup distribution and the corresponding 
void and control rod history were used as input. In addi­
tion , an initial estimate for admissible control configuration 
was obtained thxough the pre-optimization search discussed 
in Sect. 6.4.1. 
The optimal state for Problem B obtained at the BOC 
through our MAP algorithm is presented in Figure 6.10. 
Convergence to the optimal state was achieved in this BOC 
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VOID FRACTION 
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Figure 6.10. Optimal BOC State. 
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case in 12 MAP iterations. In order to analyze the optimal 
state, the sensitivity coefficients with respect to control 
are utilized. Sensitivity coefficients allow insight into 
the nature of the converged statef and its dependence on state 
parameters and thermal design constraints, as discussed in 
Sect. 6.3. For Problem B, we deal with three types of 
sensitivity coefficient which are represented by the 
following notation throughout this section: 
DJ/DC = sensitivity of the objective function to 
control rod changes, 3J/3u = c* of Eq. 
(.4.12.1} 
DK/DC = sensitivity of the core reactivity to 
control rod changes, 3k/3u = b of Eg. 
(4.12.2) 
DS/DC = sensitivity of the power peaking factor 
to control rod changes, 3S /3u = d of 
P 1 
Eq. (4.12.3). 
As noted in Chapter 4, the sensitivity coefficient 
3 J 
-j^j of the objective function is the product of the sensi-
3k 
tivity coefficient of core reactivity to burnup changes 
and the power response coefficient ^£ with respect to 
control rod changes. From the sensitivity coefficients 
with respect to control shown in Figure 6.11, the following 
observations are made regarding the optimal state at the 
BOC: 
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Figure 6.11. Sensitivity Coefficients with 
Control at the Optimal BOC 
State. 
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1) The bottom-peaked bimodal power shape is 
due to the negative values of DJ/DC in the 
upper half of the core, which increases 
the control rod density in that region. 
The objective function also decreases if 
control is increased in the mid-core region, 
where DJ/DC becomes negative but DS/DC is 
relatively small. This creates the valley 
in the power shape. 
2) The power peaking factor at the thermal design 
limit is a direct consequence of the positive 
DS/DC in the upper core region. Control is 
increased in the mid-core region in order to 
decrease the objective function, which results, 
however, in an increase in power peaking 
factor. Therefore, the objective 
function can be decreased only until power 
peaking reaches the thermal design limit S™ a x. 
From the above observations, one can predict how the 
optimal state would change if the thermal design limits are 
relaxed. If the power peaking limit S p a x and maximum 
power gradient S ™ a x are increased, then both humps in the 
optimal power shape will increase. On the other hand, if 
the thermal design limits are reduced, then the humps 
will become less pronounced in the power shape. In the 
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limit of low thermal design limits, the optimal power 
should approach the best feasible approximation to the 
Haling target power shape. The optimal state and the 
corresponding sensitivity coefficients at a core-average 
burnup of 3 GWD/T are shown in Figure 6.12 and 6.13, 
respectively. We note a shift in power peak from the 
bottom half at the BOC to top half at 3 GWD/T. In addition, 
we also note for the optimal state at 3 GWD/T: 
1) The top-peaked bimodal power shape is mainly due 
to the large positive DJ/DC in the upper half 
of the core. The DJ/DC distribution has essen­
tially reversed the sign from the corresponding 
values at the BOC state. This is due to the 
positive contribution of the sensitivity 
3k. 
coefficient corresponding to the reactivity 
behavior at low burnup in the upper half of the core, 
i.e., k^ may actually increase due to depletion of 
burnable poison, during the initial phases of 
fuel burnup. The general trend of k O T vs fuel 
burnup is shown in Figure 5.3. Thus some gain 
in reactivity may actually occur when the upper 
half of the core is depleted initially. The double 
hump in the power shape is a consequence of the 
negative portion of DJ/DC distribution in the 
mid-core region. 
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Figure 6.12. Optimal State at a Core-Average 
Burnup of 3 GWD/T. 
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Figure 6.13. Sensitivity Coefficients with 
Control at the 3 GWD/T Optimal 
State. 
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2) The power peaking factor is at the thermal 
design limit. As control rod density is 
increased in the middle of the core, the 
objective function decreases while power 
peaking increases. At the optimal state, power 
peaking reaches the maximum allowed under the 
thermal design constraint. As in the BOC 
state, if thermal design limits are relaxed, 
both humps in the optimal power will increase; 
the smaller hump will become more pronounced. 
However, in the limit of lower thermal design 
limits, the optimal poison will shift from the 
best achievable distribution to the Haling 
power distribution. This is a direct conse­
quence of the competition between the power 
flattening and burnup maximisation objectives. 
This competition is more visible at the 3 GWD/T 
optimal state than in the BOC state, as readily 
seen by comparing the sensitivity coefficients 
of Figures 6.11 and 6.13. 
The optimal states, at core-average burnups of 5 GWD/T 
and 7 GWD/T are in many ways similar to the BOC state. 
Let us then briefly discuss the main features of these 
two stages, illustrated in Figures 6.14 through 6.17. 
1) The bottom-peaked power shape in both 5 and 7 
GWD/T optimal states is again a consequence of 
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Figure 6.16. Optimal State at a Core-Average 
Burnup of 7 GWD/T. 
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Figure 6.17. Sensitivity Coefficients with 
Control at the 7 GWD/T Optimal 
State. 
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the large negative values of DJ/DC in the upper 
half of the core as in the BOC state. The 
double hump present in power distribution at 
5 GWD/T state is mainly due to the relatively-
low DS/DC in a large portion of the mid-core 
region and large DS/DC in a small region in 
the top of the core, which dictates a large 
control rod density in the mid-core region. 
Since in the 7 GWD/T optimal state, the DS/DC 
distribution is relatively low in the entire 
upper core region, the second hump is essentially 
non-existent. 
2) The optimal power at the 7 GWD/T state is more 
bottom-peaked than that corresponding to the 
5 GWD/T state. This is achieved through an 
increased magnitude of the DJ/DC distribution 
at the 7 GWD/T state. This is also highly 
desired in correcting the bimodal burnup dis­
tribution, so that an acceptable, smooth EOC 
power shape results. 
The highly bottom-peaked burnup distribution at the 
EOC state is shown in Figure 6.18. As a consequence of 
the bottom-peaked burnup distribution, an acceptable EOC 
power distribution results, where no control rod insertion 
is required. The EOC burnup peaking factor, although 
larger than the corresponding value for the Haling power 
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Figure 6.18. Optimal EOC State at a Core-
Average Burnup of 10.74 GWD/T. 
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shape, is still lower than the maximum power limit S p 
This is a consequence of the time-dependent power shape 
in our optimal depletion strategy. Consequently, an opti­
mal EOC state was reached with an increase of 7.4% in 
cycle length as compared with the Haling EOC state. The 
comparison of the optimal EOC state with the Haling state 
is given in Table 6.4 and Figure 6.19. The optimal EOC 
solution to Problem B is also compared with the optimal 
terminal state solution of Problem A in Table 6.4 and 
Figure 6.20. The burnup shape in the optimal terminal 
state is bimodal, in contrast to the smooth, unimodal shape 
at the EOC condition in Problem B. The power shape in 
Problem A is top peaked while it is bottom peaked at the 
EOC in Problem B. 
Although the difference in the two EOC burnup distri­
butions presented in Figure 6.2Q does not appear to be 
large, it corresponds to differences on the order of 1% 
Ak/k in k^ distribution over the core, resulting in the 
shift in power distribution noted in Figure 6.20. This 
certainly illustrates the extreme sensitivity of EOC 
power shape to EOC burnup distribution. In our Problem A 
solution presented in Sect. 6.3, the control rod and void 
history distributions, yorrespond to the EOC solution ob­
tained in Problem B. As discussed in connection with 
Figure 6.5, the Problem A solution is not affected signi­
ficantly by small variations in control and void history 
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Table 6.4 
Comparison among Haling, Optimal Terminal 
State and Optimal EOC State 
Haling 
EOC State 
Optimal 
EOC State 
(Problem B) 
Optimal 
Terminal 
State 
(Problem A) 
Cycle 
Power Burnup Length 
Shape Shape Burnup Cycle Extension 
Peaking Peaking Average Length Relative 
Factor Factor (MWD/T) (days) to Haling 
1.25 
1.3Q 
1.43 
1.25 
1.33 
1.33 
10,000 431. 
10,739 463.7 
10,900 470.6 
(%) 
7.4 
9.0 
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Figure 6.19. Comparison be-ween EOC Burnup 
and Haling Distributions. 
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distributions. Hence we believe our Problem A solution 
may be regarded as providing an idealized maximum cycle 
length. T h e c o m p a r i s o n a i v e n in Table 6.4 shows in turn 
1.5 
that 
o p t i ; 
0.5 
FIGURE 61. COMPARISON OF HALING AND ECC A V E R A G E A X I A L EXPOSURE SHAPE 
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distributions. Hence we believe our Problem A solution 
may be regarded as providing an idealized maximum cycle 
length. The comparison given in Table 6.4 shows in turn 
that our Problem B solution is quite close to an ultimate 
optimal state. 
CHAPTER 7 
SUMMARY AND CONCLUSIONS 
The main objective of the present research has been 
to determine an optimal fuel depletion strategy in BWR 
cores so that the fuel cycle length is maximized. We 
formulated the cycle length maximization problem in terms 
of a core reactivity maximization scheme. Optimal fuel 
depletion strategy as well as the terminal state optimi­
zation problem was investigated in our cycle length 
optimization study. Solution to the optimization problems 
was obtained through an iterative application of the 
linear programming algorithm. Large BWR cores were modeled 
through a finite-difference form of the one-dimensional, 
two-group neutron diffusion equation, with, thermal-
hydraulic feedback and control rods represented. 
As part of our basic formulation presented in Chapter 
3, we showed that the optimal depletion problem could 
effectively be transformed into a control poison optimiza­
tion search. We also indicated how the optimal terminal 
state is obtained through core reactivity maximization at 
the EOC condition. In the optimal terminal state search 
of Problem A, the ARO burnup shape distribution is opti-
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mized so that the core reactivity is maximized subject to 
thermal design constraints. The constraints are repre­
sented through limitations on power peaking factor and 
gradient of the power distribution. Once an optimal EOC 
power shape is obtained, the core-average EOC burnup is 
updated to satisfy the criticality condition with all 
control rods withdrawn. 
Similarly, in the optimal depletion strategy of 
Problem B, the control rod pattern is optimized such that 
the loss in core reactivity over each depletion interval 
is minimized subject to the same power distribution con­
straints as for Problem A, The search for the time-
dependent target power distribution and the control rod 
poison to best realize this target power was successfully 
combined into a control rod optimization problem. Solution 
to Problem A represents a maximum possible cycle length in 
a given reactor, and serves as an upper bound to the 
solution to Problem B, although the formulation and solu­
tion of Problem B is independent of the solution to 
Problem A. The optimal EOC state, obtained as a solution 
to Problem B, determines the maximum attainable cycle 
length for a given initial state and control rod domain, 
while the optimal terminal state of Problem A determines 
• 
the maximum cycle length, independent of the initial state 
and control rod domain. 
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It has been concluded that both the optimal terminal 
state and the optimal depletion strategy strongly depend 
upon the thermal design constraints simulated by the power 
peaking factor limit s ™ a x and power gradient limit S™ a x. 
The cycle length increases with higher values of s ™ a x and 
S m a x , i.e., the lifetime is extended at the expense of 
power peaking margin. The optimal terminal state also 
depends upon the depletion strategy through the control 
poison history and void history, although this dependence 
is rather weak. The optimal terminal state resulted in a 
bimodal bottom-peaked burnup shape and a top-peaked power 
distribution with the power peaking factor at the maximum 
, - ,. ., -max design limit S p 
For the optimal depletion strategy of Problem B, fuel 
depletion calculation was performed with the axial one-
dimensional,, reactor model starting from a . uniform 
BOC fuel loading. The main conclusion to be drawn from 
this optimal depletion calculation over five discrete time 
steps is that the optimal power distribution is bimodal 
and time varying with the power peaking factor at the 
simulated thermal design limit of S™ a x. The bimodal 
time-dependent power shape is bottom-peaked for most of 
the time including at the BOC condition. However, with the 
high depletion rate of the distributed burnable poison 
simulated in our reactor model, the optimal power distri-
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bution is shifted toward the top of the core for the core-
average burnup in the interval of 2to4GWD/T. Corresponding 
to the time-dependent bimodal power distribution in the 
optimal depletion strategy, a bimodal bottom-peaked burnup 
distribution resulted. A qualitatively good agreement 
was observed between the optimal states obtained through 
the application of our optimized depletion strategy and 
the burnup and power distributions presented in the 
Standard Safety Analysis Report for the BWR/6 design.40 
Solutions to Problems. A and B yield increases in the cycle 
length of 9.0% and 7.4%, respectively, compared with the 
standard Haling strategy involving a time-independent 
power distribution. 
In our formulation of the cycle length optimization 
problem sensitivity coefficients corresponding to the ob­
jective function and constraints have to be iteratively 
generated. In order to minimize computational cost 
involved with the repetitive computation of these sensi­
tivity coefficients, substantial effort was devoted to ob­
taining approximate but acceptable computational schemes. A 
combination of convergence relaxation in the diffusion 
equation solution and interpolation over spatial meshes 
was used in our study, resulting in a considerable savings 
in the overall computational cost. The sensitivity coeffi­
cients allow insight into the nature of the optimal 
solution as well as its variation with the thermal design 
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limits simulated by and S J g . For example, through the 
use of the sensitivity coefficients, one may readily 
recognize that the cycle length maximization objective is 
in conflict with the power flattening objective. 
In summary a viable method has been developed to opti­
mally extend cycle length in a large BWR. It calls for a 
time-dependent target power distribution during fuel deple­
tion with its peaking factor at the thermal design limit. 
Although our study has been limited to one-dimensional 
geometry, the basic methodology should apply to full three-
dimensional calculations. It appears from our study that 
a substantial cycle length extension should be possible 
over that corresponding to the Haling strategy if the 
thermal design limit is higher than the Haling power 
peaking factor. The maximum cycle length is limited by 
the thermal design limit adopted. In addition, our opti­
mal depletion strategy of Problem B has the potential of 
providing a practical, sub-optimal depletion strategy, 
starting from any point in a fuel cycle. 
The limitations of the optimization algorithm 
developed in this dissertation may be divided into two 
categories: theoretical assumption in the basic deriva­
tion, and reactor and neutronic model. The theoretical 
limitation in the derivation of the cycle length optimiza­
tion problem involves the assumption that the overall 
search for optimum depletion strategy can be decomposed 
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into several subproblems according to the number of deple­
tions steps. The basic concept depends on the assumption 
of monotonivity and separability of the cost function with 
respect to the control decisions, which forms the basis 
for the principle of optimality. Sensitivity analysis of 
the cost function with respect to the fractional control 
used in our reactor model shows that nonotonicity does not 
held for control changes- at th.e bottom of the core. 
Furthermore, since burnup and burnup weighted control and 
void history are used as state components, th.e dynamic sys­
tem cannot be described entirely by a Markovian process 
and hence the separability assumption cannot hold. In 
this sense, our Problem B solution based on a multi-stage 
optimization process represents an approximate solution to 
the control optimization problem. Nonetheless, from the 
numerical results, we believe that our solution to ProblemB 
reasonably approaches the achievable optimal solution to 
the overall control optimization problem. 
The reactor model limitation stems from the simplistic 
one-dimensional geometry used in our simulation of a BWR 
core. In the BWR/6 design, for example, 185 movable con­
trol rods are distributed among 764 fuel assemblies. Each 
control blade is surrounded by four fuel assemblies. In 
addition, the fuel assemblies are reloaded in a checker­
board, scattered loading pattern so that the burnup distri­
bution, even at the HOC condition, is highly space-
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dependent. Hence, the neutronics related to fuel hurnup, 
and the space-dependent effect of control blades and dis­
tributed burnable poison rods can only be properly 
accounted for by a detailed three-dimensional, multigroup 
BWR simulator- Nonetheless, our one-dimensional, two-group 
neutron diffusion model appears- to reproduce the basic 
features of a large BWR as shown in Chapter 5. 
In seeking application of the depletion strategy 
algorithm to the engineering problems of a nuclear power 
reactor and in view of the limitations of the present 
algorithm, we recommend further work in the following 
areas .* 
1) Extension of the algorithm to a three-
dimensional core model. The major task 
in accomplishing this objective is the 
efficient solution of the system equa­
tion governing the space-dependent control, 
burnup, power, and void distributions. 
The basic methodology involving the 
MAP iterations should be easily adopted 
for the three-dimensional geometry. 
2) Development of a simple but efficient 
perturbation algorithm capable of 
estimating, to a reasonable degree of 
accuracy, the reactivity variation as 
well as of the power distribution vari­
ation with control changes. 
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If the sensitivity coefficients can be evaluated with­
out direct solution of the coupled neutronic thermal-
hydraulic model for many- perturbed states, our optimiza­
tion method would prove to be an efficient algorithm for 
many nuclear engineering problems. Also necessary are 
studies to determine the optimal number of sensitivity 
coefficients to be direclty calculated, for use in genera­
ting, through interpolation,the coefficients at other 
spatial meshes. In addition, some quantitative under­
standing is desirable for the accuracy with which the 
sensitivity coefficients should be calculated for use in 
optimization problems-. 
APPENDIX A 
PROOF OF LP CONSTRAINT RELAXATION PROPERTY OF EQ. (3.16) 
In connection with the search for a solution to the 
LP problem represented by Eq. (3.9), it was discussed in 
Section 3.2.2 that a solution may not exist for some 
initial states or for a given control domain. In order 
to handle the infeasibility problem, an algorithm based on 
constraint relaxation was presented in Section 3.2.2. 
The infeasible inequality constraint was then relaxed by 
a positive slack variable AS^, i = l,...,m-l, defined in 
Eq. (3.12) which can be rewritten as: 
AS i = g i(X) + A (A.1.1) 
with 
A = Vg^X) ' (u*-Ax m a x) (A.1.2) 
where u* is the feasible control vector defined by Eq. 
(3.14). We provide a proof that the parameter A < 0, 
i.e., that Eq. (.3.16) holds for a flat distribution of 
constraint vector h(X) of Eq. (3.11.1). This forms a 
basis for the control relaxation scheme in our MAP algorithm. 
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In connection with the definition of the feasible 
control u* and the minimum value AS^ may assume, the 
equality constraint of Eg. (3.11-1) is rewritten as; 
To show that A is negative for constant h(X), we will 
examine the cases for both Problems A and B, the optimal 
terminal state and optimal depletion strategy problem, 
respectively. In Problem A, the control vector is the 
burnup distribution and the equality constraint, repre­
sented by Eq.(A.2), corresponds to the normalization of 
burnup shape. Therefore, the vector h(X) is everywhere 
constant and equal to 1. In Problem B,the control 
vector is the fractional control rod distribution and the 
equality constraint corresponds to the criticality con­
dition at each depletion step. In this case, the vector 
hQÇ) is the sensitivity coefficient with control changes. 
Although h(XJ is not constant for this case, it is well 
behaved and slowly varying with x, the control vector. 
As defined in Section 3.2.2, let j be the index of 
the ordered ?g^vector starting from the minimum value. 
Then,as defined in Section 3.2.2, u* is written as: 
h(x) u = b (A.2) 
2 Ax. 
'max 
for j = 1,..,J (A.3) 
0 for j = J,+l,.• ,N 
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Let us assume that the vector Ax _ v is spatially constant. 
Such an assumption is valid for the control variables used 
in Problems A and B. For u_* given in Eq. (A. 3) the scalar 
product A in Eq. {A.1.2) can be expressed as follows: 
A = A x + A 2 = A x m a x • / V~ Vg,. - > Vg, \ (A.4) 
Then, 
1) control variable expressed by burnup distribution, 
Problem A: From Eq. (4.4.2) the vector h(X) and the con-
stant b are h. = 1, \/ j and b = A x m a x = N A x m a x . 
respectively. Hence, for u=u* given in Eq, (A.3), the 
value of introduced in Eq. (A.4) becomes: 
J l = - T S = ! (A.5) 
Consequently, in accordance with the ordering of Vg^, the 
value of A in Eq. (A.4) for J 1 given by Eq. (A.5) is 
necessarily negative, i.e., Vg_^  -(u*-Ax m a x) < 0 which is 
the intended verification of Eq. (3.16). We show in 
Figure A.l how the total area under the curve proportional 
to A can be constructed as a sum of shaded area A^ and 
unshaded area A 2« Here Vg.^  represents-the gradient of the 
power peaking factor distribution. 
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Figure A.l. Gradient of Constraint 
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2) Control variable expressed by the fractional con­
trol rod, Problem B: From Eq. (4.12.2), the vector h(X) and 
the constnat b are h. = (Vk) and b = \ k V u m a x + k° - k (X) , 
respectively. If the vector h. is assumed constant, then 
for u=u* given in Eq, (A. 3), the value of J-^  becomes 
max 
Then for the k<k°, with h,<G, the lower bound on -b is 
given by: 
- b < - N h . X m a x (A. 7) 
Hence, Using Eq. (.A. 8). the upper bound on is: 
J x < N/2 (A.8) 
which leads to a negative value for A defined in Eq. 
(A. 1.2), verifying the validity of Eq. (.3.16) under the 
assumption of constant h.QO. . 
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We have shown in this appendix the validity of Eq. 
(3.16) for the terminal state optimization Problem A. 
For the depletion strategy optimization of Problem B, 
a limited proof has been provided only for the flat dis­
tribution of Vk(X). In practice, Vk(X) is smoothly varying, 
although not spatially uniform, and our numerical studies 
indicate that Eq. (3.16) is satisfied for cases of prac­
tical interest. 
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APPENDIX B 
BURNUP AND VOID UPDATING ALGORITHM 
The reactivity change with variation in the state 
vector X has been represented, in Section 5.4.1, by the 
corresponding changes in cross sections. It has been 
noted that the cross section dependence on state is, in 
general, nonlinear. Nonetheless, the cross section up­
dating with state components whose dependence is nearly 
linear has been represented by; 
L(X) = E (3^)11 + ctX^X) (X-XJ ] (B.l) 
where XQ is the nominal state vector and c is the fitting 
coefficient that is either independent of or slowly varying 
with state components. However, it has been observed that 
the cross section dependence on burnup and void fraction 
distribution is highly nonlinear. The fitting coefficient 
c would have to be evaluated at many nominal states and 
Eq. (B.l) could only be utilized for states close to the 
nominal state X^. Therefore, a scheme using cubic fitting 
functions was used in the cross section updating with 
burnup and void. 
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We can explicitly write the cross section dependence 
on state vector X given by Eq. (5.8) in Section 5.4.1, in 
terms of the functional and the number ND of nominal 
states used in generating the cross section library. 
E(X ) - f x £ E ( } £ , X^ t B - 2 ) 
In the strategy adopted for updating cross sections as a 
function of burnup and moderator density, three distinct 
steps are required. In the first step the cross section 
library is used to generate four functional bases, one for 
each moderator group. The functional f^, for burnup 
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fitting, is a cubic spline , with continuous first and 
second derivatives. The calculation of the cubic spline 
functional bases involves the solution of a tridiagonal 
matrix of order ND, the number of burnup nominal points, 
for each moderator group, although the calculation has 
to be performed only once for a given cross section 
library. 
In the second step the cross sections for each modera­
tor group at a given burnup state E is calculated by evalu­
ating the spline functional f-^ (E) using the spline func­
tional bases calculated in the first step. Eq. (B.2) then 
takes the following form; 
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f 1(E) = E j(E) = t£? + ( l - t ) r ^ 1 + v^t(l-t) 
[qj_ 1 " aj) (1-t) - (q\ - a1)t] (B.3) 
i = 1,2, ,ND 
j = 1,2,3,4 
for i as the burnup group index, and j as the moderator 
group index, respectively. The spline functional base 
satisfies the linear tridiagonal system equation: 
with v i ~ ~ Ei_i 
i = 1,2,...,ND-1 
(B.4.1) 
a i = 
r i -
V i 
t = 
E
 -
 Ei-1 
V i 
for E £[E i_ 1, E ± ] 
and the following boundary conditions 
2q Q + q x = 3a x (B.4.2) 
qND-l + 2 q ^ n = 3 a ND ND (B.4.3) 
164 
where E is the burnup state component, E^ is the nominal 
burnup value for burnup group i, the s | is the cross 
section for burnup group i and moderator group j. Eq.(B.4) 
needs to be solved only once for a given cross section 
library. The spline functional base is then stored 
as part of the cross section library and used in Eq. (B.3) 
to generate the.burnup dated moderator group cross section. 
In the third step, the cross sections for a given 
moderator density p are calculated by evaluating a function 
i ^ f E ^ / p ) * - where are the cross sections calculated by 
Eq. (B.3) for the given burnup E- Unlike the spline base 
for burnup updating, the base for functional f 2 need be 
recalculated everytime cross sections are updated with a 
new moderator density. Furthermore, as can be seen from 
Fig. (5.1) in Section 5.2, due to the reactivity feedback 
mechanism the cross section updating with moderator density 
must be performed much more often than for cross section 
updating with burnup. Consequently, instead of a cubic 
spline, f 2 was chosen as a simple second-order polynomial 
coupled with Lagrange interpolation. Hence, in the third 
step of the burnup-moderator density fitting algorithm 
Eq. (5.8) becomes: 
j-l j-l J j 3+1 j+1 
E(E,j>) =: E(E) A ( . p ) + £(E) A ( p ) + E <E) A ( . p ) (B.5.1) 
where 
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j-l 
A(p) 
(P j-l" Pj ) ( pj-l" PJ+l 
) 
(B.5.2) 
(p) (B.5.3) 
3+1 
(p-p.
 1 ) (p-p.) 
A- (P) = (B.5.4) 
and pj is the moderator density for moderator group j 
(E) is the burnup-updated cross section for moderator 
The second order polynomial fit given by Eq. (B.5) seems 
to be satisfactory for the well-behaved cross-section 
variation with moderator density. 
A graphic representation of the burnup-moderator 
fitting strategy is given in Fig. B.I-
group j given by Eq. (B.3). 
Figure B.l. Cross Section Fitting Strategy with 
Burnup and Moderator Density. 
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APPENDIX C 
CROSS SECTION PARAMETRIZATION 
A simplified model of the cross section dependence 
on the state components is presented in Section 5.4. This 
dependence is, in general, nonlinear. In Appendix B, we 
presented a scheme under which cross sections are fitted 
with burnup and void fraction. In Section 5.4.3 we have 
presented how the cross sections are updated as a function 
of control poison, equilibrium xenon.and Doppler effect. 
Hence, Eq. (5.12) representing the overall updating can 
be written for absorption cross sections as: 
2a'l = E a I ( 1 + T,D)- + ll + ll (C.l.l) 
S a 2 = 2a2* + Z 2 + Z 2 «=.1.2) 
where £ a * and l^* are the fast and thermal absorption cross 
sections, respectively, updated for burnup, void and 
nominal states in accordance with the scheme presented in 
Appendix B. Here £ D is the Doppler correction due to the 
pointwise power distribution, and Z is the absorption 
. c 
cross section correction due to equilibrium xenon while Z 
is the absorption cross section due to control rod poison. 
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The correction t due to the Doppler effect can be 
rewritten as: 
S D = [a 1 + a 2(p-p 2)](p-1)(1 + a 3E) (C.2) 
where the constants a 2 and a 3 represent the void and burnup 
dependence on the Doppler coefficient, respectively. 
y 
Similarly the xenon contribution I is written as N va . The 
x a 
absorption cross section corresponding to control rod 
poison Z° can be expressed in terms of the fractional 
control rod W and moderator density as follows: 
H = (c + c 2W) W 
+ b 2w) z°2 
(C.3.1) 
(C.3.2) 
where = + s 2p 
c 2 = s 3 + s 4p 
b l = S 5 + S 5 P 
b 2 = s 7 + s 8p 
The coefficients and b 2 corresponds to the 
fast-to-thermal absorption ratio for the control rod 
poison. 
The Doppler coefficient a 1, a 2, and a 3, and the control 
rod poison coefficient used in our reactor model are listed 
below : 
4.73 1(T4/(W } 
-2.51 10~4/(kW/ ) 
1.8 10~5/(MWD/T) 
1.3. IO 2 
-9.95 IO" 4 
-6.94 IO"3 
1.38 IO**3 
1.44 IO 2 
1.50 10~ 4 
2.69 10~ 3 
2.11 IO" 4 
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APPENDIX D 
TAPU COMPUTER CODE DESCRIPTION 
The TAPU code is a digital program developed to 
obtain the solution to the cycle length optimization 
problem, together with representation of nuclear and 
thermal-hydraulic behavior of a large BWR core. The com­
puter code yields numerical solution of the system equa­
tion represented by the axial one-dimensional, two-group 
neutron diffusion equation with thermal-hydraulic feed­
back and control poison included. It also provides 
solution to the control optimization problem by numerically 
calculating the sensitivity coefficients introduced in 
Chapter 3. The sensitivity coefficients are computed by 
evaluating the system response to control perturbations. 
The code also provides a numerical solution to the control 
optimization problem through the repetitive use of LP. 
The basic structure of the system equation used in 
the TAPU code is described in Chapter 5. The thermal-
hydraulic model of the BWR simulator used in our code is 
also presented in Chapter 5. The TAPU code additionally 
has the capability of determining the EOC Haling distri­
bution which is used as a reference state in our comparison 
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of terminal states. The code can also be used to compute 
the criticality and the consistent power-void-control 
distribution at any burnup distribution. 
D.1. Code Structure 
The TAPU code is comprised of a short main program 
and various subroutines written in FORTRAN IV with IBM 360 
format. Common block storage is used for all principal 
variables which describe the state of the BWR simulator and 
generation of the cycle length optimization problem. The 
real variables directly involved in the spline coefficients 
generation and LP problem are assigned double precision 
(8 byte) word length while the remaining real variables and 
integer variables are assigned single-precision (4 byte) 
variables. For the one-dimensional 30-mesh axial geometry, 
the core storage requirement is approximately 50 k bytes. 
An additional storage of about 10 k bytes is required for 
handling reference and perturbed state variables. 
The overall code organization is illustrated in 
Figures D.l through. D.4. Figure D.l shows the main pro­
gram and the two principal subroutines, INPUTD and MANAG, 
which selects the control decisions and executes the deci­
sions, respectively. The subordinate code structure for 
the subroutine MANAG is shown in Figure D.2. Similarly, 
the subordinate code structure for the two major subrou­
tines MAFLUX and COPTIM are shown in Figures D.3 and D.4, 
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INPUTD 
PREP 
MANAG 
TIMOUT 
—(^5) 1_0 
Figure D.I. Global Structure of the TAPU Code 
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MANAG 0 
ROFREE 
SPBASE SETUP 
HALING 
T — 1 MAFLUX 
OUTPUT 
Figure D.2. Global Structure of the Depletion 
Stratety Optimization of the TAPU Code 
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MAFLUX 
CRFIT 
Kil-c x 1 
CHFIT 
POWER 
Figure D.3. State Equations Calculation Structure 
of the TAPU Code. 
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COPTIM 
ORDER 
OPTOUT 
LPSUB 
OPTOUT 
OPCON 
gure D.4. Control Optimization Structure 
the TAPU Code. 
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respectively. 
The main program (MAIN) includes common block de­
clarations for major allocation of storage in the TAPU 
code. The control decisions in the code are obtained by 
subroutine INPUTD, and are read onunitIU5 through the name-
list INPUT and INPUTl. The subroutine INPUTD is used for 
specification of I/O unit numbers, calculation type and 
system configuration type (state components, Haling distri­
bution, control optimization, fuel depletion). The input 
decisions on initial state and nominal cross section library 
are written on unit IU6 in subroutine INPUTD. 
The PREP subroutine sets the initial source guess for 
the solution of the system equation and the corresponding 
boundary conditions. The fuel and reflector region are 
also assigned in the subroutine PREP. 
The subroutine MANAG executes the control decisions 
in the subroutine INPUTD. Selective additional input 
state components, state correlations and cross section 
library are read in the subroutine MANAG according to the 
specific control decisions dictated by the subroutine 
INPUTD. If the void history effect is to be taken into 
account in the state equations then the cross sections for 
zero void history are calculated by the subroutine ROFREE. 
The spline base discussed in Appendix B is then calculated 
in the subroutine SPBASE through the subroutine SETUP 
which solves the tridiagonal matrix represented in 
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Eq. (B.4.1). If the Haling EOC state is to be calculated 
then the subroutine HALING is called in the subroutine 
MANAG. In the calculation o£ the Haling EOC State, 
burnup shape is iteratively changed together with the 
power distribution until both burnup shape and power dis­
tribution are equal. The converged EOC state is written 
on unit IU6 through the subroutines OUTPUT and FEDOUT. 
The writing of complete state output is accomplished 
through the subroutines DOUT, OUTPUT, FEDOUT, and STOUT. 
In the subroutine DOUT, the burnup distribution, the frac­
tional control rod poison distribution and the corresponding 
two-group cross sections are written. The eigenvalue, 
normalized power distribution and the thermal and fast 
flux distributions are written inthe subroutine OUTPUTThe 
thermal-hydraulic parameter such as enthalpy, quality, void 
fraction, moderator density and xenon distribution are 
calculated in the subroutine FDBK and written by .the 
subroutine FEDOUT, while power peaking factor, gradient 
power distribution and sensitivity coefficients used in the 
control optimization problem are written by the subroutine 
STOUT. 
The sensitivity coefficients with burnup changes are 
calculated in the subroutine SECOB which sets and solves 
the perturbed states by using the subroutine MAFLUX, while 
the numerical calculation of the sensitivity coefficients 
is performed in the subroutine DKDSB. The quadratic inter-
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polation of the sensitivity coefficients not directly cal­
culated through state perturbation is performed in the 
subroutine LADDS with calls for the subroutine LAPI for 
Lagrange interpolation. Similarly the sensitivity coeffi­
cients with control rod changes are calculated in the 
subroutine SECOC which uses the subroutine DKDSC for 
numerical evaluation of the sensitivity coefficients. 
An overall display of the state components and cor­
responding sensitivity coefficients is plotted by the sub­
routine GRAPH, which is very helpful in the analysis of the 
convergence of the optimal state. 
The solution of the two-group diffusion equation with 
thermal-hydraulic effect and control poison search for 
criticality and power shape is performed in the subroutine 
MAFLUX. The calculation procedure in MAFLUX follows the 
diagram in Figure 5.1 presented in Chapter 5. The cross-
section fitting with burnup and void fraction is performed 
by the subroutine SPFIT which follows the cross section 
fitting strategy presented in Appendix B. The cross sec­
tion fitting with control, moderator history and control 
history is done by the subroutines CRFIT, PHFIT, and 
CHPIT, respectively. The feedback calculation and addi­
tional cross section updating are performed in the sub­
routine FDBK, while the thermal and fast fluxes are solved 
in the subroutine FLUX. 
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Once the control optimization problem has been 
generated in the subroutine MANAG, its solution by LP 
is obtained in the subroutine COPTIM. First, the active 
constraints of the LP problem are searched for in the sub­
routine COPTIM. Then a feasibility search and constraint 
relaxation are performed according to the scheme discussed 
in Sect. 3.2.2. The subroutine ORDER is used in connection 
with the feasibility search. It simply sorts the con­
straint coefficients in order of increasing value. The 
feasible LP problem, the feasible control variable and the 
required constraint relaxation are displayed by the sub­
routine OPTOUT. The solution of the feasible LP problem 
is performed by the subroutine LPSUB which uses the 
revised simplex method. The optimal solution to the LP 
problem and the Lagrange multipliers associated with the 
equality and inequality constraints are written as output 
on unit IU6 by the subroutine OPTOUT. The improved control 
poison distribution is calculated in the subroutine OPCON. 
The convergence of the MAP algorithm is tested in the 
subroutine CONVER which is part of the subroutine MANAG. 
In the subroutine CONVER the updated state and control 
variables are evaluated and tested according to Eqs. (3.20) 
and (3.21) presented in Sect. 3.2.3. When the optimal 
solution to the nonlinear problem has been reached by the 
MAP algorithm, the optimal control and corresponding 
optimal state are written out by the subroutine CROUT. 
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This converged optimal state is then used to proceed 
with the fuel depletion process. The subroutine MAFLOC 
tests if the EOC has been reached. If so, the EOC state 
is optimized in the subroutine MAFLOC, which searches for 
the EOC control rod distribution and the cycle length 
based on a scheme similar to that used in the subroutine 
MAFLUX. 
D.2. Main Control Parameters 
The INPUTD subroutine includes the namelists INPUT 
and INPUTl used for specification of input-output para­
meters and basic calculational decisions. Some parameters 
of the namelists INPUT and INPUTl are listed below. 
NMAX = maximum number of spatial meshes 
NG = number of neutron energy group 
IBC = flux and current boundary conditions 
NREG = number of material region 
IRMAU - maximum number of flux iteration in the calcu­
lation of the unperturbed state 
IFMAP - maximum number of flux iteration in -the calcu­
lation of the perturbed state 
IFBK = 0/1, no feedback/with feedback 
IFROA = 0/1, full feedback/feedback performed at flux 
iteration multiplier of NRON 
NRON = number of flux iteration per feedback calcu­
lation for full convergence state of NROP 
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NROP = number of flux iteration per feedback calcu­
lation for relaxed convergence state 
IRO = 0/1, void fraction fixed/void fraction computed 
ICO = 0/1, Thorn's void quality correlation/Armand1 s 
void quality correlation 
IXE = 0/1, no xenon feedback/with xenon feedback 
IDOP = 0/1, no Doppler feedback/with Doppler feedback 
IVH = 0/1, no void history feedback/with void history 
feedback 
ICH - 0/1, no control history feedback/with control 
history feedback 
ICON = 0/1, no control rod effect/ with control rod 
effect 
I HAL = Haling state calculation (.0/1 = no/yes) 
IPERTI = convergence relaxation in perturbed state 
(0/1 = no/yes) 
IDEP = depletion calculation (0/1 = no/yes) 
NBUS = number of depletion steps 
IBD = burnup distribution inputted (.0/1 = no/yes) 
IBAD = burnup distribution normalized to average 
burnup BAD (0/1 =no/yes) 
IDKE = calculation of eigenvalue sensitivity coeffi­
cient with, burnup (.0/1 = no/yes) 
IDKES = depletion step at which eigenvalue sensitivity 
coefficient calculation starts 
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IDKC = calculation of eigenvalue sensitivity coeffi­
cient with control rod (0/1 = no/yes) 
IDPC = depletion optimization (0/1 = no/yes) 
IOPCS = depletion step at which control optimization 
starts 
IOPMAX = maximum number of MAP iteration per depletion 
step optimization 
ICRI = pre-control optimization of initial state 
(0/1 = no/yes) 
ICRI = pre-control optimization of power peaking 
in the initial state (0/1 = no/yes) 
ICR2 = pre-control optimization of power shape in 
the initial state (0/1 = no/yes) 
NMEDIN = number of meshes skipped per mesh calculated 
in the calculation of sensitivity coefficient 
with burnup in the initial phase of MAP 
NMEDIF = number of meshes skipped per mesh calculated 
in the calculation of sensitivity coefficient 
with burnup in the final phase of MAP 
NMCDIN = number of meshes skipped per mesh calculated 
in the calculation of sensitivity coefficient 
with control rod in the initial phase of MAP 
NMCDIF = number of meshes skipped per mesh calculated 
in the calculation of sensitivity coefficient 
with control rod in the final phase of MAP 
IYMA = flat A x m a x in the control optimization problem 
(0/1 = no/yes) 
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IGR = plot state and sensitivity coefficient 
(0/1 = no/yes) 
IWRD = write two-group cross sections (0/1 = no/yes) 
IWRS = write sensitivity coefficients (0/1 = no/yes) 
IWRT = write table in the solution of LP by the 
Simplex method 
SPMA = power peaking limit (0/1 = no/yes) 
SGMA = gradient of power distribution limit 
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