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The logarithmic potential of a Radon measure p on C is, by definition, 
the function V, = -( 1/27r) { Log Iz - XI I, defined on the set of all z 
such that the function Log Iz - xl is p-integrable. Conversely, if a potential 
I’,, is given as a locally integrable function in C, it is possible to recover the 
measure p by the formula, in the sense of distributions, A( V,) = -p, where 
A is the ordinary Laplace operator. The inverse problem of logarithmic 
potential consists in finding the measures p such that I’, = V on R, V being 
a given function on the exterior Sz of a bounded domain. This problem is 
neither restricted to two-dimensional space, nor to the Laplace operator, 
and many results of the theory have been extended for suitable elliptic 
operators on R”, n 2 2. A quite general study of what it is possible to state 
about the most general case has been developed in the papers of 
Anger [ 1,2]. 
The study of the inverse potential problem for the Laplace operator (and 
for extensions to more general operators), and the search for specific types 
of solutions, was begun in 1940 by Rapoport [19], Ivanov [8,9], and 
Sretenskii [23], and subsequently developed in an extensive manner by the 
school of Russian mathematicians. A clear idea of the state of their works 
in 1982 is given, for example, in the paper of Strakhov et al. [26], which 
also provides an extensive bibliography. In the three-dimensional case, the 
inverse potential problem occurs, in a rather natural way, as a question of 
interpreting gravitational anomalies. These anomalies can be determined, 
for example, from gravitational measurements at ground level, or from 
deviations of satellites. We must also consider the completely different 
methods of interpreting these anomalies-methods introduced by Parker 
[16], Sabatier [21], and Cuer and Bayer [7]. Thus, the inverse potential 
261 
0022-247X/87 $3.00 
CopyrIght I‘I 1987 by Academx Press, Inc 
All nghls of reproductmn m any form reserved 
262 DIDIER PINCHON 
problem primarily concerns geophysicists in search of shapes of strata, the 
structure of the underground, and the internal structure of planets. 
Methods using seismology, and the corresponding mathematical tools, are 
largely employed. However, the case studied here has no direct relationship 
with any physical concrete situation. 
Let us look at a very particular example that shows the complexity of 
the problem and why it is an example of a very ill-posed problem. Let us 
consider the function V(z) = -(1/2x) Log Iz] defined on the exterior 
domain D, of a regular simple curve i?D whose interior Dj contains z = 0. 
Of course, we have V(z) = V@(z), z E D,, where Ed is the unit mass at the 
origin, but the following three examples exhibit many other solutions, i.e., 
nonsigned-measures p such that V(z) = V,(z), z E D,, and whose support is 
contained in 0,: 
(1) If o,, is the harmonic measure of the point z = 0 on dD, then a 
measure p, whose support in contained in q, is a solution if and only if the 
balayage measure of p on JD is wO. 
(2) For every simple regular curve 7 contained in p whose interior 
contains 0, the harmonic measure og of 0, with respect to the interior of y, 
is an extremal point of the convex compact set of all positive solutions. 
This can be expressed in functional terms by the fact that the space H(n) 
of the functions harmonic in Di and continuous on q is a dense subset of 
the space L’(og). 
(3) There is an infinite set of solutions of the form C,‘!!, ais r,, ai > 0, 
xj E D,, j E N, which are extremal too. 
It is therefore necessary to restrict ourselves to finding solutions in some 
particular classes of measures. Nevertheless, surprising situations may still 
occur. 
EXAMPLE OF CELMINS [S]. The restriction to the unit disk of Lebesgue 
measure generates the same logarithmic potential in the domain 
{z: IZI > 3) as its restriction to the annulus {z: 2 $< 121 < 3). Then, 
let us consider the annuli C, = {z: 2 ,,&! < Iz - 2.51 < 3) and Cz = 
{z:2&++2.5~<3} and the disks A,= {z: (z-2.51 < 1) and A,= 
{z: lz+2.51 < l}. Th e restriction of the Lebesgue measure to C, u C, 
generates the same potential as its restriction to A, u (C, - C,) or to 
A, u (C, - C,) in the domain {z: IzI > 6). These last two sets are disjoint, 
and each of them is the union of three simply connected components. The 
same example is easily adaptable to potentials relative to the Laplace 
operator in spaces R”, n 2 3. 
More recently, Brodskii and Strakhov [3] have pointed out a similar 
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nonunicity behavior for polygonal sets in the plane and constant density 
measures. 
In this paper, we consider the following problem: given a function V on 
a domain Q of C with compact complement K, find a simply connected 
domain Di whose boundary is a regular simple curve, contained in 0, and 
such that the restriction of the Lebesgue measure on Dj generates a 
logarithmic potential equal to I/ outside c. In the first part, we present the 
known Ivanov equation and some consequences of it. In particular, we give 
a new formula that very easily implies the known results concerning some 
kinds of potentials depending on a finite number of complex parameters. 
The second part follows the method initiated by Cherednichenko [S, 61, 
showing that it is possible to work with algebras of analytic functions. This 
gives, at the same time, a basis for an algorithm for finding, by the calculus, 
one possible solution for the inverse potential problem with an exact 
estimation of one approximation. This method is new and builds upon the 
results of Voronin and Cherednichenko [33]. 
I should like to thank very much my friend Victor Cherednichenko, from 
the Institute for Cooperative Trade in Novossibirsk, USSR, for motivating 
discussions during his stay in Paris. I should also like to thank A. 
Boukricha from Tunis, W. Hansen and H. Hueber from Bielefeld, FRG, for 
their interest and their support. This work was first presented at the annual 
meeting of the R.C.P. 264 on Inverse Problems at Montpellier, France, and 
I am very grateful to Professor P. C. Sabatier and Michel Cuer for their 
invitation and their interest. I should also like to express my gratitude to 
the members of the Mathematics Department of Kent State University, 
Kent, Ohio, where I have enjoyed excellent working conditions. It was here 
that I eliminated many syntax errors from the preliminary drafts 
paper. 
of this 
1. THE IVANOV EQUATION AND SOME OF ITS CONSEQUENCES 
In this paper, instead of the function 
we consider the function U,, deduced from V, by the relation 
up= -4aZ’ -=- aZ 2\aZ,7ZJt z=z,-t1zz, z,,z,~R 
U,(z)= -y$J 
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It is this function U,, that we call the potential of p, and we will assume the 
following restriction on p: p is the restriction of the Lebesgue measure 3, to 
a bounded simply connected domain D, whose boundary y is a simple 
curve of type Cl,‘, 0 < CI < 1. Moreover, we will assume that the origin z = 0 
belongs to Di. The open set of is denoted by D,. 
For an open set Q in C, H(Q) is the space of all analytic functions in Q. 
The function U, defined above is a Cauchy-type integral, and general 
results on such integrals (cf. Vekua [32]) allow one to state the following 
theorem. 
THEOREM 1. Let y be a simple curue in C of type C’*‘, with D, its interior 
domain, D, its exterior domain, and with p = l,, A, U,,(z) = 
-(l/n) so, ~(dxY(x-z): 
(a) The restriction of U, to z, denoted Vi, is analytic in D, and 
belongs to C’,‘(z). 
(b) The restriction of U, to F, denoted Vii, belongs to C’,‘(q) and 
satisfies the relation 
u;(z)=z+~,(z), ZED, 
where $, is a function of C’,‘(q), analytic in D,. 
Let 52 a simply connected open set in the Riemann sphere C u {co } 
(denoted C*), whose complement is bounded in C and contains 0, and let 
U be a function in H(Q). The inverse problem that we are studying is to 
find a domain Dj containing 0 whose boundary is a simple curve of type 
C’,’ contained in Q, such that 
U(z)= -;?:, $g$ zEDi. 
The existence of such a solution imposes the two following conditions 
on U: 
(a) U(m)=0 
(b) limzU(z)=cr>O as z+cc. 
Those pairs (U, 52) with U in H(Q) which satisfy these two conditions are 
called external potentials. If p > 0 and if (U, 52) is an external potential, 
then /?U satisfies conditions (a) and (b), and we will say that the problem 
to be solved is the inverse problem for U in Q with density l/j?. 
For a domain Di that contains 0 and whose boundary is a simple curve 
of type Cl*‘, there exists, by the Riemann mapping theorem, a unique 
conformal map t +z(t) from the unit disk A onto D, with z(0) =0 and 
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z’(O)>O. From a theorem of Kellogg (cf. Tsuji [31]), z belongs to the 
space C1,a(J) and satisfies z’#O on 2. This map is called the canonical 
representation of the domain Di. The solution of the inverse problem for 
the external potential (U, 52) amounts to determining a one-to-one analytic 
map z on A such that D,=z(d) would be a solution for the problem. 
In such a case, the continuity of U on the boundary LJD, implies, from 
Theorem 1, the relation 
z+ $;(z) = U(z), z E aDi, 
and by composition with the map z, 
f(f) + Il/;(z(t)) = U(z(t)h ItI = 1. (2) 
Here and later, we will adopt the following convention: a function in 
H(D) n C(D), for a bounded domain D, fixed by the context, will be 
denoted by II/,, so that in (2) $i(z(t)) will be written $;(t). 
THEOREM 2 (Ivanov [S]). Let (U, Q) he an external potential: 
(a) If z is the canonical representation of a domain Di solution for the 
inverse problem, then 
z*(t)= -&j fJ(Z(T)) ~ ItI > 1, 
/TI = I z-t ’ 
where z*(t) = z( l/i) indicates the associated function of z defined for 1 tI > 1. 
(b) Assuming the hypotheses of (a), if U admits an analytic extension 
in an open set 5: ‘, continuous on Dp” with aDp c D;, such that I-= aDF is a 
simple curve of type Cl,‘, then z admits an analytic extension in an open set 
A0 with dcA”. More precisely, A”=Au(z~‘(D,n~~))* (t* := l/i this 
notation being extended to sets). 
ProoJ (a) If z is a solution the relation (2) is satisfied. Therefore, 
1 
s 
i(T) -- 
271i 
-dT-&. - 
JTI = 1 z - t s 
IL;(T) dT 
ITI = I 5 - t 
1 
-s 
U(z(o)) 
27ri 
~ dz, ItI > 1. 
(rl = I r-t 
For JzI = 1 it follows that Z(z) = z*(r), and the function u + z*(u)/(u - t) in 
C* -2, which is continuous at the boundary, has a simple singularity at t 
with residue z*(t). Hence, the first integral has value z*(t). 
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The second integral vanishes because the function u + I+$~(u)/(u - t) is 
analytic in A and continuous on a. Therefore we obtain the relation (3). 
(b) If U has such an extension to z:“, the integral in the second term 
of the relation (3) may also be written - (l/274 s, (U(2(t))/(r - t)) dt, 
where y = z-‘(T). This function of t which is equal to z* on J‘ also has an 
analytical extension to m’Oc. Therefore, there is an extension of z to -< 
AO=Au(z~‘(DinDP ))*. 1 
If the condition of (b) is fulfilled, z is said to have the extension property 
and in this case aD, is a simple analytic curve. The converse of the asser- 
tions (a) and (b) is obtained by the following new theorems. 
THEOREM 3. Let (U, Q) be an external potential, and let z be an analytic 
function in A which is continuous on d that satisfies the following properties: 
0) 
(ii) 
(iii) 
(iv) 
Then 
z(0) = 0, z’(0) > 0 
z’ # 0 on a (local injectivity of z in a) 
y = z(aA) c Q and for every x in Q’, ind,(x) = I 
there exists $, in H(A) n C(J) such that 
z(t) + Ii/z(t) = U(z(t)), /tl = 1. 
U(Z) = -; j $$ J(dx), ZEQ 
where d is the connected component of C* - y containing GO. 
ProoJ: For Z in fi, the Cauchy formula gives 
U(Z)= -k--j s;dz. 
Y 
With the change of variable z = z(t) and the formula (iv), we get 
u(Z)= -~j,t,-~zz’(‘)d’-j$j ,,,=, ~zWdt. 
The second integral vanishes because the function ( ll/i( t)/(z( t) - Z)) z’(t) 
belongs to H(A) n C(a). Applying Green’s formula to the first integral 
gives 
U(Z) = -; jA p; n(dt). 
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Finally, the change of variable z = z(t) in the area integral, applied using a 
partition of A such that z is one-to-one on each of its subsets, gives the 
result. 1 
COROLLARY. Zf z is one-to-one in A and satisfies (i)-(iv) and if 
z *(t)= +-&~d~, I4 > 1, 
then as t tends to 5O with 1~~1 = 1, the Plemelj formulas give 
z*(d = ~(4%)) + rc/i(%J 
where $i(t,,) is the limit of the function 
$,(t)= -&.s,,,=,~d~, ItI < 1, 
when t tends to T,,. Applying the result of Theorem 3 gives a converse to part 
(a) of Theorem 2. 
Remark. Condition (ii) of local injectivity is not a great generalization 
of the injective condition, but it will be useful in the next part of the paper. 
THEOREM 4. Let (U, Q) be an external potential such that U has an 
analytic extension in DC with a finite number of singularities. Let z be an 
analytic function defined on a simply connected open set A, containing a, 
injective on A, and such that z( A L - A) c Q. Let us define the function 4; by 
Then. we have the relation 
O;(t) = Vz(t)) + 4,(t), tEA,-A, (4) 
where q5, is analytic in A, 
Proof Let $ be the inverse function of z defined on z(A,) = D, and 
D, = z(A). Denoting by D,(Z) the function 4,(t), we have 
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The function k(z, Z), defined on D, x D, by 
b+(z)-Icl(Z) if zzz 
> 
k(z, Z) := z-z 
ll/‘(z) if z = Z, 
is analytic and does not vanish. In the same way, the function 
Gw-~(z)+(z-z)$‘(z) if zzz 
(Z-Z)’ 
3 
l(z, Z) : = 
ti”‘(4 
2 
if z = Z, 
is analytic in D, x D, . 
For ZED,-Do and z~i?D,, we have 
Therefore, 
U(z) K(z, Z) dz. 
The first integral is equal to U(Z). Since Z is fixed, the function z + K(z, Z) 
is analytic in D,. Let a,, u2, . . . . a, be the singularities of the extension 0 of 
U and let c(i, c(~, . . . . ~1, be the associate residues. If K(ai, Z) #O, i= 1, . . . . n, 
the residue at a, of U(z) K(z, Z) is cc,K(u,, Z). The value of the second 
integral is -C;= 1 cr,K(u,, Z) which is analytic on D, - {a,, . . . . a,} and may 
be analytically continued to the finite set of all Z such that K(u,, Z) = 0 for 
at least one index in { 1, . . . . H}. Thus, we get 
@AZ) = WZ) + @ 1 (-a ZE D, -&. 
and with Z = z(t), we obtain 
4,(t) = Vz(t)) + 4,(t)> ZGA,--a 
where the function 4, is analytic in A,. 1 
The relation (4) shows that to any analytic extension of U along a path 
L in D, there corresponds an extension for the function 4, along the path 
zP ‘(L) corrected by the value of an analytic function in A,. This relation, 
therefore, allows one to recover the similarity of the expression of an exter- 
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nal potential U and an eventual solution z in many cases, as shown in the 
following corollaries. Indeed, z is a solution for the inverse problem if and 
only if z*(t) = f#~,( 2). 
The following results are corollaries of Theorem 4: 
(1) The converse of part (b) of Theorem 2 easily follows because a 
solution z satisfies z*(t)=U(z(t))+~$,(t), t~d,-J. The extension of U 
inside D = z(d ) provides an extension of z* and thus the described exten- 
sion of z. 
(2) Let us suppose that U has the form U(z) = C,“=, akzek, with 
a,>0 and a,#O. The relation z*(t)= U(z(t))+$,(t), t~d,-J for an 
eventual solution implies that the only singularity of z* is 0. l/z(t) can 
be written l/z(t) = (l/a, t) w(t), where w(t) denotes the function 
(1 +Cy!, (a,/~,) t’))’ if z has the analytic expansion z(t) =C/ai, u,t’ in a 
neighborhood of 0. w is an analytic function in a neighborhood V of 0, and 
also every power of w. For k = 1, . . . . N, wk has the expansion 
Wk(t)= f. /)k,nfn 
?I=0 
where /?k,O = 1 for every k and Bk,n, n 2 1, are polynomials of the a,/a, , 
j= 1, . . . . n + 1. Thus we get 
u(Z(t)) = kt, -$ Wk(t) = kEl 5 f bkn t”, tE v, 
1 I PI=0 
U(z(t)) = k$ -j$ ‘f’ fik,nfn + $tth 
I ?I=0 
tE v, 
where C$ is analytic in V. This implies that z*(t) is a polynomial of degree at 
most N in l/t and thus z(t) a polynomial in t of the same degree, 
z(t) = Cy= 1 a,t’. Relation (4) gives 
ai= ; %pk.k-i, i = 1, . . . . N. (4bis) 
k=, a1 
In particular, a, = aJar, which proves that uN # 0 because aN # 0. The set 
of equations (4bis) provides a set of 2N- 1 real algebraic equations with 
unknowns (a,, Re(a,), Im(ai), i = 2, . . . . N} to be solved to find an eventual 
solution. These equations are equivalent to those given by Rapoport [19], 
and are the same as those given by Ivanov [S]. 
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(3) If U(z) is an rational function of z, i.e., U(z) can be expressed as 
then we can choose D = C - {zk, k = 1, . . . . N} and repeating the same 
argument in the neighborhood of each point tk=zP’(zk), k= 1, . . . . N, 
relation (4) implies that z*(t) has the form 
with a& # 0, k = 1, . . . . N. 
Thus, 
The unknowns are jakJ k= 1, . . . . N, j= 1, . . . . nk) and (jk, k= 1, . . . . N}: if 
c,“= 1 nk = M, that means 2M + 2N real unknowns. The identification of 
the expansions at singularities gives 2M equations and the relations, 
z(tk) = zk, 2N others. There is one extra relation between the unknowns, 
Im z’(0) = 0, but it is balanced by the relation, Im(C,N_, ak,l) = 0, on the 
parameters. Thus, we may consider that we have obtained 2M + 2N- 1 
independent real algebraic equations with 2M + 2N - 1 independent 
parameters. These equations were first introduced by Ivanov [9]. 
(4) If U has the form U(z) = j& R(w) dw, where R(z) is the rational 
function 
R(z) = f 2 CLkJ 
,=I (z-zk)’ ’ ak,nk # Oj k=l 
then to be considered as an external potential it must satisfy 
(i) lim=, 3. U(z) = 0, which implies the condition C,“=, c(k,i = 0, 
and 
(ii) limZ,, zU(z)>O, which implies the condition 
c,“= I (ak,lzk + ak,2) <O. 
The derivation with respect to t of relation (4) gives 
(z*(t))‘= Nz(t)) z’(t) + 41(f), ted,-& (4ter) 
where di is analytic in A,. As z’ # 0 on A,, this last relation implies that 
z*(t) has the form J& S(U) d 2.4, where S(u) = I,“=, (C/n, 1 b,,/(u - tk)j), 
bk,nt # 0, k = 1, . . . . N, and cf= i b,,, = 0. The equations that result from 
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(4ter) and those that express that z(fk) = zk are no longer algebraic 
equations. These equations were first considered by Tsirulski and 
Nikonova [29]. 
(5) The case where z -+ U(z) is the restriction to a neighborhood of 
r~ of an algegraic function, of a rational function on an algebraic Riemann 
surface, or of the integral of such a function, cannot be solved by the result 
of Theorem 4. However, some results about the functionfin an equation of 
the form Z(t) =f(z(f)) of an eventual solution are quoted in the paper of 
Strakhov [25], but finding equations for the function z + z(t) is still an 
open problem to my knowledge. 
The problem of the uniqueness of a solution, in particular classes, to the 
inverse problem is not studied in this paper and there are still not any 
general results. Let us briefly recall the two most famous theorems on this 
matter. 
THEOREM (Novikov [15]). In the class of starlike domains with respect 
to a given point, if there exists a solution to the inverse problem, then it is 
unique. 
We say that a domain is x-connected if its intersection with any line 
parallel to the x-axis is void or is connected interval. In a similar manner 
we can define an L-connected domain where L is a given direction in the 
plane. 
THEOREM (Smith [22]). In the class of L-connected domains with 
respect to a given direction L, if there exists a solution to the inverse 
problem, then it is unique. 
2. AN ANALYTIC VERSION OF THE CHEREDNICHENKO'S METHOD 
The main idea of the method developed by Cherednichenko [6, 71 is 
that the solution of the inverse problem, if it exists, depends continuously 
on the potential U and that it is possible to obtain, using a fixed point 
theorem, an exact solution from an approximate one. All his results are in 
the setting of the spaces Cl.‘, 0 < c1< 1. We will reproduce all his results 
with spaces of analytic functions adding differentiability properties. 
a. Cherednichenko’s Formulas 
Let (U, Q) be an external potential and (U,, Q) another external poten- 
tial, with the same Q, given with a solution z, i.e., an analytic mapping 
from J in C, locally injective on 2 such that the following equation holds: 
5(t) = U,(z(t)) + +i(t)> ItI = 1. 
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For U, we are looking for a solution of the form z + o, where o belongs to 
H(d) n C(J) with the property (z + o)(Bd) c 52, i.e., 
(z + w)(t) = U((z + o)(t)) + di(t), Itl = 1, 
o(0) = 0, o’( 0) E R. 
Subtracting, we get 
w(t)= u((z + u)(t))- UO(z(t)) + di(QT ItI = 1. (5) 
It is easy to show, with relation (2) for the pair (U,, z), that UO(z(t)) = 
( l/t2)(z’(t)/z’(t)) + tji(t), ItI = 1, if Ub denotes the tangential derivative of 
UO(z) with respect to z(8d) at z (it is the derivative of the analytic function 
UO at z if U, has an extension through the contour z(8d)). Relation (5) 
then gives 
f$;(t) = w(t) - U”(Z(f)) u(r) + h(t), ItI = 1, 
with 
Bdt) = u,M~)) - U((z + o)(t)) + vdz(t)) dt), 
o(0) = 0, o’(O) E R, 
or equivalently, 
1 z’(t) 
d;(t) = W(t) +t’z’o 4t) + Wt), ItI = 1. (6) 
If the relation (6) is satisfied and if z + w is locally injective, then z + w is a 
solution for (U, Q). 
Starting with a function oO such that z + wO is locally injective and 
(z + w,)(ad) c Sz, we try to construct by recurrence a sequence of functions 
o, satisfying the relations 
di(r)=GI(t)+~~;j~~ - wn + I(t) + B%(t), I4 = 1, (7.1) 
B%(t) = u&(t)) - U((z + %l)(t)) + ub(z(t)) o,(t), (7.2) 
~n+1(0)=0, d,+,(o)~R. (7.3) 
Multiplying (7.1) by tz’( t), we obtain 
2Re[tz’(t)o,+,(t)]=Gi(t)-tz’(t)Bw,(t), Itl = 1, (8.1) 
B%(t) = U&(t)) - W(z + w,)(t)) + %(z(t)) o,(t), (8.2) 
%+l(o)=o> 4+,(0)~R Gi(0) = 0. (8.3) 
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In (8.1)-(8.3), the unknown functions Qi and o,, + I are required to satisfy 
the conditions (8.3). Then it is possible to determine Qi from the relations 
CD,(t) - Gi( 2) = tz’( t) Bo,( t) - tz’( t) Bw,( t), I4 = 1, (9.1) 
Qi(0) = 0. (9.2) 
The Cauchy kernel allows us to calculate Qi in the unit disk satisfying (9.1) 
by means of 
AER, (tl < 1, 
where 
Condition (9.2) implies, of course, that I,=O, but is satisfied only if 
1 
4 27ci 
f(7) -f(T) d7 = o 
> 
171 = 1 T 
or, equivalently, Re[j,,, =, z’(z) Be,(r) dr] = 0. 
This condition is generally not fulfilled and Cherednichenko has had the 
subtle idea of modifying Bw, in such a way as to force existence and 
uniqueness of Qi by taking B, o,(t) = Be,(t) + c(co,)/tz’(t) with ~(0,) = 
(i/27r) Re[J,,, = r.?(t) Be,(z) dr] and so Re[j,,, =, z’(z) Bra,(~) cis] = 0. 
Once Qi is determined, it remains to solve the equation in w, + 1 : 
2Re[tz’(t)w,+,(t)]=@j(t)-tz’(t)B,o,(t), I4 = 1, 
(10) 
%+1(0)=0, dz+l(O)~R. 
This a Riemann boundary problem in the unit disk that admits a unique 
solution: the solutions of the corresponding homogeneous problem 
2Re[tz’(tjw,+,(t)]=O, w?+*(O)=O, 
are in a one-dimensional space because ind,,, = 1 tz’( t) = 1 (cf. Vekua [32]) 
and an obvious solution is iz’(t). 
A particular solution of the boundary problem is given by a formula of 
Muskhelisvili [ 133, 
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W;+,=t z’(t) 
[ J 2ni 
g(T) & 
iTi= I lz’(2)12(2 - t) 
z’(t) -- 
47ci I 
s(t) & 
1~1~ I 1z’(2)12 t 1 ’ 
I4 -==z 1, 
where 
g(r) = lim [Q;(t)- zz’(z) B,o,(s)], ITI = 1. 
/+r,l/l<l 
It is easy to check subsequently, with the Plemelj’s formula, that oz+ , is 
indeed a solution of the problem (10) which has therefore the unique 
solution wz + 1. 
These methods have been developed by Cherednichenko [6], for the 
more general case of a given variable density, using the work of 
M. Michailov on the generalized RiemannHilbert problem. We have 
described only as much as is needed to understand what follows. 
In summary, the solution w,+ , of the modified problem (Bo, replaced 
by Bru,) is given by the following sequence of formulas, where o, is 
denoted simply by o and o, + , by 6: 
Ew(t) = U,(z(t)) - U((z + o)(t)) + u;(z(t)) u(t), It/ = 1, (11.1) 
B,u(t) = Be(t) + c(o)/tz’(t), 
c(a)=&Re[j Z’(T) &o(z) dr , 
ITI = I I 
f(I) = tz’(t) B,w(t), 
g(t) = lim [@i(t)-f(T)], 
t-r,Irlcl 
z’(t) h(t)=t - L 1 
g(7) dT 
2rci lZ1= I Iz’(z)l*(t - t) 
z’(t) -- 
s 
g(z) dT 
47ci I~/=I Iz’(z)l*T 1 ’ 
b. The Spaces A(A,) and A(C,) 
Let (U, Q) be an external potential. 
(tl = 1, (11.2) 
IfI = 1, (11.3) 
/tl < 1, (11.4) 
\T( = 1, (11.5) 
ItI < 1. (11.6) 
DEFINITION. A function z analytic in the unit disk A and continuous 
INVERSE PLANE POTENTIAL PROBLEM 275 
on J is said to be admissible for (U, Q) if it satisfies the following proper- 
ties: 
(i) z(0) = 0, z’(0) > 0 
(ii) z has an analytic extension to an open set A, containing 2f. 
(iii) z(dA) c Sz 
(iv) z is locally injective, i.e., z’ # 0 on 2. 
If U,, denotes the potential of z, property (ii) and the result of Theorem 4 
imply that the pair (z, U,) has the extension property. In this case, we will 
say that the pair (z, U,) is admissible for the external potential (U, Q) if U0 
has an analytic extension in Q. It is the case, in particular, when z, 
admissible for (U, a), is a polynomial satisfying z’ # 0 on a, because 0 does 
not belong to Q. In numerical applications, we often restrict ourselves to 
this case. 
For a real number R strictly bigger than 1, we set A, = {t, ItI <R} and 
C, = {t, 1 IR < ltl < R}. For an admissible pair (z, 17,) for (U, Q), as 
z(dA) c Q, it is possible to choose two numbers R and R, such that 
(i) l<R<R, 
(ii) z has an analytic extension in an open set that contains A,, and 
ZG?,) = fJ 
(iii) z’#O on JR,. 
In such a situation, we denote by A(A,) the space of all analytic functionsf 
in A,, such that the Taylor series of f at 0, f(t) = C,“=O a, t” satisfies 
C,F= 0 Ia,/ R” < + co, supplied with the norm llfll R = C,“= 0 IanI R”. This 
norm will be denoted only by llfll in the following. 
In a similar manner, A(C,) is the space of all analytic functions f in the 
annulus C, whose Laurent series at 0, f(t) = C,“= ~ m IanI RI”‘, satisfies 
C;= ~;u la,1 RI”’ < + co. This last number is the norm II f IIR off in A(C,), 
denoted by II f I/ too. 
A(A,) and A(C,) are, for the ordinary product of functions, Banach 
algebras, commutative, and unitary. They are respectively isomorphic to 
the convolution algebras Lh(N, A) and Lk(Z, A), where Jti is the measure 
defined on N or Z by A( {i} ) = RI”, iE Z. Their spectra are respectively zR 
and C, and iffEA(C,), the spectrum a(f) off is f(c,). 
We denote now by O(z) the set of all functions o in A(A,) such that 
(z + o)(C,) c Q. By construction the null function 0 belongs to O(z). 
PROPOSITION 5. The O(z) is an open set in A(A,) and the mapping 
4OY’l?7 1-18 
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w + Bo is continuous and differentiable from O(z) to A(C,) and its 
derivative DB,, at w E O(z) is given by 
DBJw~)= [Uh~z- lJ’-)(z+o)] .q,, WIEA(A.)> 
where the symbol 0 denotes composition of functions. 
Proof: We get this result applying general theorems about the 
holomorphic functional calculus in commutative, unitary Banach algebras. 
(cf., for example, Larsen [ 11, Chap. 61). 
Let w E O(z) and y be a spectral contour contained in 5;! for the element 
z+w. We may write 
u++d=&[ R;+,,,(i) U(i)& ,’ 
where the mapping c + R,(i) = ((1 -z))’ is the resolvant mapping defined 
on C - a(z) with values in A(C,), which is continuous and differentiable. 
As a function of z the mapping z -+ R,(c) is also a differentiable function 
on its domain and its derivative at z is the linear mapping from A(d,) to 
A(C,) defined by o0 + R:(i). wO. Thus the derivative at w of the mapping 
w -+ U(z + w) is the linear mapping from A(d,) to A(C,) defined by 
=$-.I R;+,U’([)di.w,= U’~(z+w).w,. 
Y 
This gives the result because the mapping o -+ Ub(z( t)) . w is linear. 1 
We must remark that as z can be extended to an open set that contains 
A z’ can also be so extended and thus z’ E A(d,). We then consider the 
mRa;;pings li, i= 1, . . . . 7 defined by 
I,(h) = h + c(h)/tz’(t), c(h)=kRe[j z’(7) h(7) d7 , 
ITI = 1 I 
hEA( 
W)(t) = tz’(t) h(t), h E A(C,), 
4(h)(t) =A j 
47) - 47) d7 
171 < 1, h E A(C,), 
ITI = 1 7-t ’ 
b(h)(7) = lim Cl,(h)(t) -4711, 171 = 1, h EA(CR), 
Itl<l,r-r 
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h(t) 
l,(h)(t) = ,z,(t),2> ItI = 1, hE A(C,), 
&(h)(f) = rz’( t) h(t), ?EJ,, heA( 
These mappings are linear and their values at a function is a function that 
may be extended to a function of A(C,) or A(d,), in such a manner that 
the composition is possible. 
The mapping I, 0 I, can be expressed in a simpler manner. For h E A(C,), 
12”I,=i,d2, where i,: A(C,) -+A(C,) is defined as follows: if 
l,(h)(t) =C,+i?, a,t’, IzeA(C,), then i, olZ(h)(t)=Ci+,, a,t’+ab, where 
ah = Re(a,). That means that we correct the constant coeffkient by can- 
celling its imaginary part. As a matter of fact 
and the second integral is the constant coefficient of l,(h). 
If h(t)=C,+_“-, a,t’, then l,(h)(t)= -~,--~<~a~t~--~,~a~~t’; I, is a 
continuous linear mapping from A (C,) to A (C,) whose norm equals 2. 
For 1r.1 = 1, Iz’(r)12 = z’(z). (z’)*(z) because z’(7) = (z’)*(r), z* defined 
on (t, ItI > l/R,} has a restriction to C, in A(C,) and ~~(z’)*~~ = llz’il. As z’ 
does not vanish in JR, l/z’ and l/(z’)* are functions of A(CR); I, is the 
product by l/z’ (z’)* and is thus a continuous linear mapping in A(C,) 
whose norm is bounded by 11 l/z’11 2. For a function h of A(C,) with Laurent 
series h(t) =C,?=“_, a,ti, we get lb(h)(t) =a,/2 +C:=y airi, which is a 
function in A(d R). The mapping I, from A(C,) to A(d R) is continuous and 
has a norm equal to 1. 
Finally 1, is the product in A(d,) by the function r + tz’(t), a linear 
mapping with norm /I tz’I/. 
If we denote by L the composition 17~16~15~14~~1 olz, then L is a con- 
tinuous linear mapping from A( C,) to A(d,) whose norm satisfies 
IILII <2 IIM12 IIl/z’l12. 
Denoting K = L 0 B, the set of formulas (10) can be expressed in the form 
cG= Km. 
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COROLLARY 6. The mapping co + 6 is continuous and differentiable from 
O(z) to A(A,) and its derivative in o E O(z) is given by 
Remark. It is important to notice for numerical applications that the 
mappings I,, i = 1, . . . . 7, are easily expressed in terms of the values of 
functions on the unit circle or in terms of the coefficients of the Laurent 
expansion at 0 of the functions. 
PROPOSITION 7. Let (z, U,) be an admissible pair for the external poten- 
tial (U, Q), R and R, chosen as before. Then, there exists a strictly positive 
real number U*(Z) such that, for every element o in the ball of center 0 and 
radius a*(z) in A(A,) 
(i) (z+a)(CR)~Q 
(ii) z + 0 is locally injective on A. 
Moreover if z is injective on A, cc*(z) may be chosen such that z + o is 
injective on A, for every o in the ball. 
Proof The inequality sup{ Iw(t)l: ItI <R} d 11011 implies that it is 
sufficient to choose llwll < dist(z(C,), Q’) for condition (i) be satisfied. 
The differentiation is not defined on A(A,), but from the Cauchy 
theorem, for t E A,, 
so that 
R 
sup{ Iw’(t)l: It/ d 1) 67 
(R- 1) 
sw{kdt)l: I4 =R) 
R 
<(R--l)’ I/w/I. 
Therefore it is sufficient to choose M*(Z) = ((R - 1 )2/R) infj lz’( t)l: 1 tl = 1 } 
to achieve condition (ii). 
If z is injective on 2, then the function Z defined on ax 2 by 
1 
z(t) - z(u) 
if tfu Z(t, u) = t-u z’(t) if t=u 
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is continuous and does not vanish. For CI < ((R - l)‘/R) inf{ IZ(t, u)/ : 
(t, U) E 2 x a} and l/01/ < tl, we have for t # u that (z(t) - z(u))/(t - U) + 
(w(t) - o(u))/(t - U) does not vanish. Indeed, 
R 
‘(R- 1)2 ~ su~{b(t)l: ItI d R} <& 11011 
by the Cauchy theorem. 1 
DEFINITION. A pair (z, U,) admissible for the external potential (U, Q) 
is called an approximate solution for the inverse problem for (U, Q) if there 
exist three strictly positive real numbers, ~1, p, E, satisfying the following 
conditions 
(i) CI d U*(Z) 
(ii) II~~O)ll <E 
(iii) for every o such that ~~o~~ <a, IIDKJ) <p < 1 
(iv) &<a.(1 -p) 
for the norms in A(d,) corresponding to a choice of a convenient R for the 
admissible pair (z, U,). 
THEOREM 8. If there exists an approximate solution (z, U,) with coef- 
ficients a, p, E, then there exists a unique o* with l/o*/1 <a satisfying 
K(w*) =o*, llo*l~ < E/(I -p) and z + O* is a solution of the inverse 
problem for (U, Sz). 
Proof: Assuming the hypotheses of the theorem, the mapping K is a 
contraction of the ball of center 0 and radius a in the Banach space A(d,). 
The fixed point theorem ensures the existence and uniqueness of a fixed 
point o* satisfying IIw*ll <E/( 1 -p). Moreover, as proved by Chered- 
nichenko [6], c(o*) =O. Therefore z+o* is a solution of the inverse 
problem for (U, L2). m 
c. Qualitative Estimations 
Given an external potential U, we determine a neighborhood Q of cc 
such that U is analytic on Q. We then may determine by numerical analysis 
an admissible function z for the pair (U, Q) and we wish to show that the 
pair (z, U,) is an approximate solution for the inverse problem specifying 
the constant E, p, a, with the minimum possible value for E and p. 
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The numerical methods used to obtain a candidate for such a verification 
are diverse. Let us quote three of them. 
1. An eventual solution depends on a finite number of complex 
parameters and these parameters necessarily satisfy a set of algebraic or 
transcendental equations. It is then possible to find a candidate for an 
approximate solution by solving this system of equations by various 
numerical methods, Newton’s method for example. 
2. From a simple admissible function, for example, z + c(z, for x big 
enough, we apply the algorithm deduced from the equations of the Chered- 
nichenko method. If the consecutive iterates converge, it is then possible to 
keep the fixed point as a candidate for the approximate solution. 
3. We can apply the same method, but starting with a weak density, 
that we increase up to density 1, starting at each step with the fixed point. 
It is possible to check at each step that we have obtained an approximate 
solution for the given density in order to get a family of equivalent 
solutions, i.e., that generate the same external potential with different 
densities. 
In this section we give some simple estimations that give us sufficient 
conditions to verify that an admissible pair (z, U,) for the external poten- 
tial (U, Q) is an approximate solution. Given z, we first choose R and R, 
as in Section b and then a spectral contour y for z(e,,) in Q. 
LEMMA. Let f be A function in A(C,), that admits an analytic extension 
in C,, and is continuous in c,,. Then we have 
IIS II ~~w{lf@~l: ItI = R, or /tl = l/R,}. 
I 
Proof. f(t)=z;-“_, ant” where a,, is given by a,, = 
(1/2ni) Jlr, = ,f(r) rPn-’ dz. F or n=O, a,dsup{lf(t)l: 151 = 1). For n>O, 
1 
an=27Ci ,*,=R, i 
f(z) T -n- ’ d7 and IanI G R, ” sup{ If(~ 151 = R, ). 
For n<O, 
1 
an=% ,r,=,,R, s 
f(r) T-+’ dz and /a,/ d R; sup{ lf(r)l: 1~1 = l/R,). 
The result follows because 
suP(lf(r)l: Itl = 1) d sup{ If(z 1~1 = R, or /rl = l/R, }. 
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COROLLARY. Let y be a spectral contour for z(c,,) in Q. For every c on 
y, we have 
IIRAi)ll~~~> R,-Rd where d = dist(y, z( C,,)). 
Proof: The function z + R,([)(t) satisfies the hypotheses of the previous 
lemma because, by construction, z has an analytic extension to A,,, 
continuous on JR,. Therefore we get 
IIRAi)ll G&SUP {I &I: ItI = R, or ItI = l/R, . 
1 
The result follows. We denote by k the constant (R,/(R, - R))( l/d). 
THEOREM 9. Assuming the hypotheses of Section b, we have 
lIK(O)Il dC(z, R, R,,y)sup(lU,- VI(C): IEY}, 
where C(z, R, R, , y) is a constant that depends only on z and on the choice of 
R, R,, andy. 
Proof. We have 
K(0)=(u,,-u)oz=&j (u, - W(i) K(i) 4. 
7 
Therefore, from the last corollary 
lIW)ll ik~sup{lbr UI (i):i~y}, 
where f(y) is the length of the contour y. [ 
THEOREM 10. Let a0 = inf( 1/2k, d} and 0 < a, < aO, then, for every o in 
A(A.) such that llwll <a,, 
Proof. As a consequence of Corollary 6, we get 
sup{ IWfLll: IMI < a1} d IILII sup{ II Uboz - Uo (z + w)ll: 11~11 < a1 1. 
282 DIDIER PINCHON 
(a) We have already seen that llL[l ~2 Iltz’l12 IIl/z’l12. On the other 
hand, for l[wll < cc,, we have 
IIq)oz- ~~(z+u)~~ < 1ju;‘Jz- q)(z+o)ll 
+ ~~u~~(z+u)-~~(z+u)/I. 
(b) y is also a spectral contour for (z + o)(C,,), therefore 
uboz- @(z+d=&~ vb(z)CRz(i)-R;+,(1)3 4. 
i’ 
But if [loI/ < l/lIRZ([)l/, then [l - (z + o) is invertible and 
II~;+,(i) - K(i)ll 6 11~11 II~z(i)l12/(~ - 11~11 llR(i)llL 
from a general theorem that expresses the continuity of the resolvant map- 
ping z + R;(c) on the set {z, z E A(C,), c E C - a(z)} (cf. Larsen [ 111). 
Therefore, as IIRZ(i)ll d k and 1~011 d 1/2k, we have llR,+,,(<) - R,(i)ll d 
2 11011 k*, and consequently 
(c) We have 
u”o(z+~)--‘o(z+0)=(1/2ni) 1 (U-U’)(i)R;+,,(i)di 
and from part (b) of this proof 
ll&+,(i)ll d llK(i)ll + 2 llwll k* <k + 2 llwll k2, 
and therefore 
IIUl~(z+u)- U’o(z+w)II d (k+2 /loll k2)(l(y)/2n) 
x SUPjIUb- u’l CihiEY). 
The result follows. 1 
COROLLARY. Let (U, Q) be an external potential and (z, U,) and 
admissible pair for (U, Q). From Theorems 9 and 10, we obtain an upper 
bound F, for \\K(O)lI and an upper bound p1 for sup{ \IDK,,)l: 11011 <cc,}, 
where E~ is a function of z, R, R, , and y and p, is a function of z, R, R,, y, 
and czl. If we can choose R, R, , y, and ~1, satisfying 
~1, < inf{cr,, a*(z)) 
such that p, < 1 and E~ < a,(1 -pi) then (z, U,) is an approximate solution 
for the inverse problem for (U, Q). 
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In the last theorem, we remark that if the external potential is a 
polynomial of degree N in l/z given in C - {0}, then the iterative method 
of Cherednichenko allows us to work only with functions t + z(t) that are 
polynomial in t of degree N. 
THEOREM 11. Let U be a polynomial of degree N in l/z. If t + z(t) and 
wO are polyn.omials in t with degree less than or equal to N, then the suc- 
cessive iterates Kw,, n > 1, are polynomials in t of degree less or equal to N. 
Proof: In the same way that we prove Theorem 4, it is possible to show 
that there exists an open set A, with dc A, such that 
w,*+ I(f) = ub(z(t)) an+ I(t) - ~o(z(t)) + V(z +%)(t)) 
- ub(z(t)) %(t) - c(~n)ltz’(t) +d,(t), 
where 4, is analytic in A,. But each of the terms of the second expression 
has a singularity at 0 of order at most N. Thus o,*+ 1 is a polynomial in l/t 
of degree at most N, and o,+ , is a polynomial in t of degree at most N. m 
In a forthcoming paper, we will present some numerical algorithms that 
allow us to show, in the cases described in the corollaries of Theorem 4, 
that a polynomial t + z(t) is admissible, that (z, U,) is admissible for an 
external potential (U, Q), and finally that it is an approximate solution for 
the inverse problem. Our numerical results to date, using these numerical 
algorithms, are very promising and they will be detailed later. 
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