Abstract. Moderated greedy search is based on the idea that it is helpful for greedy search algorithms to make non-optimal choices "once in a while." This notion can be made precise by using the majorizationtheoretic approach to greedy algorithms. Majorization is the study of pre-orderings induced by doubly stochastic matrices. A majorization operator when applied to a distribution makes it "less unequal," where inequality is defined with respect to a very wide class of measures known as Schur-convex functions. It is shown that proportional selection, point crossover and point mutations are all majorization operators. It is also shown that with respect to the majorization-theoretic definition, the standard GA is a moderated greedy algorithm. Some consequences of this result are discussed.
Introduction
Gordon Gecko, in his paean to greed in the movie Wall Street, makes several bold claims: "Greed is good. Greed is right. Greed works. Greed clarifies, cuts through and captures the essence of the evolutionary spirit."
The questions as to whether greed is any good (efficiency questions), or whether it is right (sufficiency questions), or whether it works (optimality questions) are important topics in the theory of algorithms. But the focus of this paper is on Gecko's last claim, namely, to show that greed does indeed clarify and capture the essence of the evolutionary process.
The concept of a greedy algorithm can be studied in several different (but equivalent) formalisms: decision theory, greedoids, submodular functions and majorization theory [3, 4, 10] . In the first part of the paper, the majorization approach is briefly reviewed and then used to define the concept of moderated greed. In the second part of the paper, proportional selection, point crossover and point mutation are shown to be majorization operators, and this result used to demonstrate that the simple GA is a moderated greedy algorithm.
Preliminaries
A square matrix is said to be column (row) stochastic if it is non-negative and its column (row) sums are unity. For any x = (x 1 , x 2 , . . . , x n ) ∈ R n let x [1] ≥ x [2] ≥ . . . ≥ x [n] denote the components of x sorted in non-increasing order, and let x ↓ ≡ (x [1] , . . . , x [n] ). The following definition is central to this paper. [5, pp. 7 ] If x, y ∈ R n then, y is said to majorize x, denoted x y (equivalently, y x) if the following conditions are satisfied: If at least one of the above inequalities is strict, then y is said to strictly majorize x, that is, x ≺ y.
Definition 1 (Lorenz Majorization)
A pre-order on a set is a binary relation that is reflexive and transitive. A partial order is a pre-order that is also anti-symmetric (if aRb and bRa then a = b). The ' ' relation is a pre-order on the set of real vectors. Finally, results marked "Proposition" are results cited from the works of other authors.
Greed and Inequality
The behavior of a search algorithm in real-valued, multivariable optimization problems may be visualized as movements in state space. This state space is essentially defined by the domain of F (x), the function to be optimized; the algorithm's behavior is described by the sequence of real vectors x(0), x(1), x(2), . . . it generates in search of the optimal solution.
In greedy search, the state transition is always toward that state which provides the largest, most immediate gain. Specifically, at time t, the algorithm applies a scoring function to a list of candidate states x 1 (t + 1), x 2 (t + 1), . . . and selects ("moves to") that state with the largest score amongst the candidates. Quite commonly, the scoring function is nothing more than the values of F (·) on these candidate states x k (t + 1). A scoring function represents a value judgement on what is considered preferable (desirable); in unmoderated greed, these preferences are typically held as fixed.
It can be shown that the state selection problem in greedy algorithms can be converted into a state construction problem; the new state x(t + 1) is obtained from a specific manipulation of x(t)'s components in what is known as an exchange transformation [10] .
It is here that majorization theory enters the picture; the field originated more than a hundred years ago in the study of exchange transformations [5] . The following is an informal review of the key concepts.
It is useful to interpret the components of a vector x(t) ∈ R n as indicating the amounts "possessed" of some commodity (income, energy, proportion, scores, weights etc.) by n entities at time t. The exchanges that are of interest are those that transfer an amount from entity j to entity i such that three constraints are satisfied:
In short, non-zero amounts have to be transferred, the "richer" entity is the source of the amount, and the transfer cannot be so large that it reverses the original inequality between the two entities. For example, (2, −1,
is such a transformation because it can be interpreted as the transfer of an amount of = 0.5 units from entity 1 to entity 2. Depending on how x j (t + 1) and x i (t + 1) are related to x j (t), x i (t) and , there are (at least) two ways in which the conditions in (1) can be satisfied:
Such exchanges were first studied by the economist Hugh Dalton in connection with income inequality distributions, and have come to be called Dalton exchanges [5, pp. 6] . Alternatively, proportional exchanges may be considered [10] :
We will focus on Dalton exchanges, because their relationship with evolutionary operators is particularly simple to demonstrate. The results obtained herein have analogues in the Parker-Ram exchange system as well. Dalton exchanges are best expressed in terms of matrix transformations. Define the non-negative fraction λ = /(x j − x i ). Then,
Define the n × n matrix
Then the T-transform of a vector x, defined for some 1 ≤ i, j ≤ n and 0 < λ < 1 by y = T λ (i, j)(x). A T -transform represents a single Dalton transfer between a pair of entities in the population. To extend the matrix formalism to multiple exchanges between different pairs of individuals, the expression x = T λ (i, j)x has to be replaced by,
where the matrix M is a doubly stochastic matrix (that is, both columnstochastic and row-stochastic). To see this, it suffices to note that any doubly stochastic matrix can be written as a product of at most (n − 1) T -transforms [5] , and that a T matrix is, by definition, a doubly stochastic matrix.
The following proposition [Hardy-Littlewood-Polya theorem] relates Ttransforms, doubly stochastic matrices and Lorenz majorization (see Definition 1). It can be shown that the matrix M can always be chosen to be non-negative definite.
Lorenz majorization is related to optimization problems through the concept of Schur-convex functions [5] .
Definition 2 (Schur-Convexity) A function F : R n → R is said to be Schurconvex, if x, y ∈ R n and y x implies that F (y) ≤ F (x). If the inequalities listed above are strict then F is said to be strictly Schur-convex. A function F is said to be Schur-concave if −F is Schur-convex.
Schur-convex functions occupy a great deal of mathematical real estate; almost all diversity measures and many statistical functionals belong to this class of functions [5, pp. 115-128,139-168] . Their importance is also based on the fact that an ordering relation ' ' on vectors imposes an ordering on the values that a function takes at these vectors, that is, ' ' is order-preserving. It is for this reason that the study of inequalities was transformed by majorization theory.
Definition 2 in conjunction with Proposition 1 suggests that one way to obtain the maximum of a Schur-convex function is to find a vector x that strictly majorizes the current state vector x, that is, x ≺ x . This implies F (x) < F(x ) and the process can be repeated till a boundary point of the domain is reached. Proposition 2 is the simplest example of the kind of optimality results achievable with the machinery of majorization and Schur functions.
Proposition 2 (Greedy Optimization ) [11, Thm. 5 .1] Let C ⊆ R n , G : C → R be a Schur-convex function on C, and a, b be constant vectors. Then the optimization problem,
is greedy-solvable. In particular, there exists a vector a x o b such that a global optimum of G(x) can be found by a finite number of iterative T -transforms on x o .
Lorenz majorization is the pre-order associated with the semigroup of doubly stochastic matrices (see Proposition 1) . By considering the majorization pre-orders defined by other matrix semigroups (for example, lower triangular stochastic matrices, orthostochastic matrices etc.), it is possible to significantly generalize Proposition 2 [9, 10] .
Defining Moderated Greed
If the objective function is Schur-convex, then optimization is a relatively simple task (at least, in principle). If the objective function is to be maximized, the basic strategy would be to generate a sequence of feasible solutions x(0), x(1), . . . such that x(t − 1) x(t) (or x(t) x(t − 1) if the objective function is to be minimized).
If the function is not Schur-convex, then other majorization pre-orders may prove to be useful. But failing that, it is clear that an alternate approach is needed. One solution to making a greedy algorithm less myopic is to use greed in a more moderate manner. For example, since monotonicity in objective functions values is a hallmark of the greedy strategy, one relaxation could be to allow movements to states that could potentially decrease the value of the objective function.
Unfortunately, there is no universally accepted notion of moderated greed; techniques like simulated annealing and randomized gradient descent are suggestive of what is meant by the concept, but they are not definitive examples. The main difficulty in defining moderated greed lies in restricting the scope of the definition. For example, if moderated greed is defined as an algorithm that is "occasionally" greedy, then any random search algorithm which makes at least one greedy step is eligible as a candidate. At the other extreme, a purely greedy algorithm would also be eligible. There are other problems. Is being "less greedy" to be interpreted as investing in gathering more landscape information, forecasting and better scoring functions? Is there a continuum of greed based on how far ahead an algorithm looks into the consequences of its choices?
Finally, is the concept to be defined probabilistically? If an algorithm undertakes a greedy move based on the toss of a (biased) die, then does that constitute being greedy in a moderate way, or does it merely compound two vices -greed and gambling -into one?
It is helpful to consider the problem from a slightly more general angle. In Rational Choice theory, the choice set C(S) is a subset of a set of alternatives S such that a i ∈ C(S) implies that there is no other alternative a j ∈ S strictly preferred to a i . Here, "preference" is a pre-order on the set of alternatives. Abstract rationality is rooted in the idea that an agent has to choose the most preferred option from a list of options. A greedy algorithm is abstractly rational in that it invariably picks the highest scored alternative from a list of alternatives (scores are assumed to reflect preferences). The problem, however, is that it never varies its preferences.
Optimization is the art of the possible in that it requires the balancing of tradeoffs: quality with running times, storage requirements with CPU cycles, exploration with exploitation et cetera. The trouble with (unmoderated) greedy approaches is that they are myopic; they are heavily biased towards a particular aspect of each one of these tradeoffs. Ideally, moderated greed should be based on the idea that no single handle of a tradeoff dominates the algorithm's behavior. The choices a moderated greedy algorithm makes is always greedy, but not necessarily with respect to the same preference orderings.
This need to balance tradeoffs meshes nicely with the fact that there are two types of majorization processes. Let F be a vector valued operator such that x(t + 1) = F(x(t)). If x(t) x(t + 1), then F is said to be a contractive majorization operator, and the sequence, a contractive sequence. On the other hand, if x(t + 1) x(t), then F is said to be an expansive majorization operator, and the sequence, an expansive sequence. In a contractive (expansive) process Schurconvex (Schur-concave) functions increase over time. The contractive/expansive nature of a majorization process gives it a direction; inequality's arrow, as it were.
It seems reasonable that a moderated greedy algorithm should be defined as one which consists of contractive and expansive phases. The contractive phase optimizes one handle of a given tradeoff, while in the expansive phase, the other handle is worked on. For example, if it desired to balance exploration with exploitation, and Shannon entropy -a Schur-concave function -is used as a criterion measure, then in the contractive phase, entropy will decrease (exploitation), and in the expansive phase, entropy will increase (exploration). Also needed is a schedule (protocol) which specifies when each phase is to start and end.
If these ideas are put together, a moderated greedy algorithm is a triple ({F, G}, S) where,
is a contractive (expansive) majorization operator. 2. S : N → {F, G}, is the schedule , a computable procedure rule that determines which operator is to be applied at time instant t. N is the set of natural numbers.
Then, given a state vector x ∈ R n , the action of the moderated greedy algorithm is given by the sequence x(0), x(1), . . . , where,
x(t + 1) = F(x(t)) if S(t) = F, G(x(t)) if S(t) = G.
Note that the operators are stochastic if they are implemented through random, doubly stochastic matrices. A slightly more sophisticated definition would make F, G into functionals (so as to model adaptive modifications of parameters), and also permit a family of operators (F 1 , F 2 , . . . , F k ), rather than just two operators. Another line of generalization is to define moderated greed in terms of pre-orders defined over more abstract settings. Any serious consideration of these possibilities, however, are outside the scope of this paper. In the next section, it will be shown that with respect to the above definition, the overall effect of the evolutionary operators is to make the simple GA a moderated greedy algorithm.
Abstract Evolutionary Process
Consider a GA sample of size N , consisting of replicators (chromosomes) drawn from a set of n possible types 1 . The i th replicator type is characterized by a non-negative proportion (p i (t)) and a non-negative fitness (f i (t)). Here, p i (t) = n i (t)/N where n i (t) is the number of replicators of type i in the sample. The state of the system is completely characterized by p(t) and f (t), the n-dimensional proportion and fitness vectors.
The sample is subject to the action of three operators: proportional selection, point crossover and point mutation. There are a variety of mathematical models for each of these operators; we use the discrete models derived from the replicator framework [2] . Our results hold for the continuous replicator models as well, but space limitations precludes the consideration of both types of models.
Proportional Selection
The effect of proportional selection is modeled by the replicator selection equation,
Proportional selection attempts to respect the principle that replicators with above average-fitness should gain at the expense of the those with below-average fitness. This suggests that changes in the replicator proportions during proportional selection may be modeled as arising from a series of Dalton exchanges between these two sub-groups of replicators. There is, however, a complication. In a Dalton exchange, if entity i gains at the expense of entity j, then it must have been the case that x i was less than x j (x represents the "incomes" possessed by the entities before the exchange took place). In proportional selection, if replicator i gains in proportion at the expense of replicator j (at time t), then it does not necessarily imply that p i (t − 1) was less than p j (t − 1); this is because the updates to replicator proportions are mediated by relative fitness ratios and not relative proportions. Unlike in a Dalton exchange, the item of exchange (proportion) differs from the item used to measure "income" (fitness).
There are two ways to address this complication. The first approach is stated in Theorem 1, which states that it suffices for fitness vector f (t) to be similarly ordered 2 as the proportion vector p(t) for proportional selection to be a (contractive) majorization operator.
Theorem 1 [7] Let {p(t), t ≥ 0} be a sequence of proportions such that p i (t + 1) = p i (t)f i /f (t), where f i (t) are the fitnesses of the n possible replicator types in the sample at time t. Assume, without loss of generality, that p(t) is strictly positive. If p(t) is similarly ordered as f (t), then p(t) p(t + 1), that is, proportional selection is a contractive majorization operator.
The assumption that p(t) is strictly positive is only made to simplify the statement of the theorem. The proof of Theorem 1 only requires that the vector of sample proportions (by definition, non-zero) be similarly ordered as the vector of corresponding fitnesses. Also, note that the theorem does not require that the fitnesses be constant. This is significant for two reasons. First, some non-proportional selection operators (like ranking selection) can be modeled as proportion selection on non-constant fitnesses. Second, the proportional selection equations are self-similar under aggregation of chromosome types into schemas, provided the schemas define a schema partition. Even if chromosome fitnesses are constant, schema fitnesses are not. Theorem 1 applies to both replicators-aschromosomes as well as replicators-as-schemas (in a schema partition).
For constant fitness functions, the situation is particularly simple. If at a time instant τ , f ∼ p(τ ), then for all t > τ, f ∼ p(t). In other words, once similarity ordering is achieved in the sample, it is preserved under proportional selection. Equivalently, once for some τ > 0, p(τ ) p(τ + 1), then for all t > τ, p(t) p(t + 1). Theorem 2 uses a different approach; it uses a scaling technique to show that proportional selection over constant fitnesses induces a Lorenz-majorization ordering.
Theorem 2 Let {p(t), t ≥ 0} be a sequence of proportions such that
, where f i are the constant fitnesses of the n replicators in the sample. Let w t = (w 1 , . . . , w n ) be a set of weights such that,
Then, for all t ≥ 0, r(t) satisfies the same discrete dynamics as p(t), namely, r i (t + 1) = r i (t)f i /f avg (t). Furthermore, r(t) r(t + 1).
Proof: See Appendix I. The above theorems can be stated in more general contexts (matrix semiorders) but the main point should be clear. Proportional selection, subject to some mild assumptions, induces a Lorenz majorization on sample proportions (or functions of sample proportions). The case of the point crossover operator is considered next.
Point Crossover
The quadratic dynamical system characterizing multiplicative recombination processes was worked out by Moran in 1961 [8] . Perhaps because of its simplicity, the resulting system of equations has been discovered and re-discovered several times [7] .
By considering the change in the proportion of the i th replicator in terms of collision arguments, Moran obtained the following discrete model.
The interaction term π(i, j|k, l) is a non-negative (possibly time-dependent) factor measuring the probability that replicators i and j are produced as offspring in a mating between replicator types k and l. Moran's model was based on the assumption that the interaction coefficients satisfied three conditions:
The first condition (normalization)is necessarily true, and merely says that any mating must have a definite outcome. The second condition (symmetry) is reasonable under the assumption of the random mating of replicators. The third condition (bi-exchangeability) implies that any crossover operation can be "reversed," so that if replicators k and l mate to produce i and j with a certain probability, then replicators i and j mate to produce k and l with the same probability. An argument derived from Feller can be used to show that for unbiased point crossover operators, bi-exchangeability is always satisfied [6] . Theorem 3 shows that these properties imply that dynamics of the quadratic dynamical system is an expansive majorization process in a space of dimensionality n 2 .
Theorem 3 If
, and the transition probabilities satisfy the conditions of Moran's model, then p(t + 1) ⊗ p(t + 1) p(t) ⊗ p(t). Here, p(t) ⊗ p(t) denotes the Kronecker product of p(t) with itself. Thus, point crossover is an expansive majorization operator for the sequence {p(t) ⊗ p(t)|t ≥ 0}.
Proof: See Appendix I.
The Kronecker p(t)⊗p(t) has n 2 components; it consists of terms of the form p i (t)p j (t) for where i and j range from 1 through n.
The connection between his model and double stochasticity was known to Moran (at least, implicitly), but its significance appears to have been neglected. For point crossover with more than two parents, an approach similar to that used for discrete Boltzmann maps in Quantum Mechanics can be used to extend Theorem 3; essentially, majorization shifts to even higher dimensional spaces.
Majorization induced by point crossover differs from that induced by proportional selection in two important ways:
1. The direction is different. In proportion selection, the process is contractive.
That is, p(t) p(t + 1). In point crossover, the process is expansive. 2. The dimension is different. Point crossover is a quadratic transformation; pairs producing pairs. Here, majorization occurs, not in an n-dimensional setting, but in an n 2 -dimensional one.
The above consideration raises the question whether there exists an operator, that like proportional selection, also operates in an n-dimensional space, but like point crossover, is an expansive majorization operator. It turns out that point mutation is just such an operator.
Point Mutation
Point mutation is a unary operator that transforms one replicator to another. In replicator theory, point mutation effects are usually modeled as a set of master equation equations [2, pp. 249-256]. Ruch and Mead have shown that a master equation system (with symmetric mutation rates 3 ), imply a expansive process in the proportions vector [12] . That is, p(t + 1) p(t). The symmetry of the transition matrix is responsible for this; any stochastic matrix that is symmetric is automatically a doubly stochastic matrix. Hence a Markov process defined by symmetric mutation matrices (not necessarily homogeneous) induces a majorization process. Since mutation "expands out" a distribution, it is natural that it be described by a expansive process on p(t).
Genetic Algorithms and Moderated Greed
The results of the last section show that the three basic evolutionary operators of a simple GA are majorization operators; they differ in direction (expansive/contractive) and dimension (n-dimensional, n 2 -dimensional). In the simple GA, the three operators are applied in phases as per a schedule; each phase consists of multiple application of the same operator. In the terminology of Section 4, the simple GA is a moderated greedy algorithm.
This identification is not to be seen as a negative result on the capabilities of genetic algorithms. Moderated greedy algorithms are not minor variants on greedy algorithms; they are capable of optimality results that are far beyond the reach of (unmoderated) greedy algorithms. A case in point would be simulated annealing. It is based on the successive transformations of a state vector by means of time-dependent, symmetric, stochastic matrices, that is, inhomogeneous doubly stochastic matrices. It is not hard to show that simulated annealing is an expansive majorization process. Similarly, the annealed GA (moderated greed with a particular schedule) also has global optimization capabilities [13] .
Perhaps the most significant aspect of the analysis is its emphasis on the concept of inequality rather than diversity. The importance of diversity as both cause and consequence of evolution has been stressed so many times that any further emphasis is to flog a cliché. Yet, diversity has proved to be a very hard concept to pin down [1, pp. 1-7] . One problem is that most diversity measures are really relative abundance measures, and so a habitat consisting of one mosquito and hundred pandas is just as diverse as that consisting of hundred mosquitoes and one panda. There are ways to incorporate preference criteria [14] , but such efforts also serve as demonstrations that diversity is a highly value-laden, observer-dependent concept. In contrast, inequality is at heart a binary relation between the cardinal attributes of entities. Yet it can not only be reified into a property of statistical distributions (inequality measures), but it can also be generalized to order collections (majorization pre-orders). Inequality, to use a classification from elementary logic, is both a collective term as well as a distributive one. The importance of "population thinking" has often been stressed in evolutionary theory. But perhaps "relation thinking" is equally important for understanding evolutionary processes, be they real or artificial.
Conclusion
In the majorization-theoretic interpretation, greedy algorithms apply exchange transformations on vectors to generate optimal solutions. The net result is to either increase the inequality amongst the components (contractive transforms) or reduce it (expansive transforms). A moderated greedy algorithm is one where contractive and expansive operators are alternatively applied as per a schedule. It was shown that proportional selection is a contractive majorization operator, while point crossover and point mutation are expansive operators. On the other hand, both selection and mutation majorize in an n-dimensional space, while point crossover majorizes in an n 2 -dimensional space. The majorization preorder delineates the role of (moderated) greed in genetic algorithms.
"Inequality," Leonardo da Vinci is reputed to have said, "is the cause of all local motion." The Renaissance genius found dozens of practical uses for this idea. Whether the "da Vinci principle" will be likewise useful for the design of genetic algorithms is a subject for future investigations.
