Abstract Incorporating the variance in forecast flow at various lead times was attempted in this study taking into account the uncertainty in models. The probability of exceeding a specific discharge was therefore estimated to provide further information for flood warning. The model for forecasting flow was composed of an autoregressive model for upstream flow forecasting and a Muskingum-type model for channel routing. The uncertainties in both models were represented by the variance of input parameters and previous forecast values. Both Mean Value First-Order Second Moment and Monte Carlo methods were adopted to estimate a reliability index and the probability of exceedence of a specific discharge at various lead times. Both methods yielded similar results. From the stochastic viewpoint, the model for flow forecasting had reasonable forecasting ability around the peak flow based on the verification from five historical storm events.
INTRODUCTION
Floods are one of the most destructive acts of nature. If floods can be forecast in advance then suitable action can be taken to mitigate some of this damage (Chatterton et al., 1979) . Much attention and research are devoted to real-time forecasting of flow for this purpose. A real time-flood forecasting model may include all or some parts of the following three basic elements: (i) a rainfall
Open for discussion until I December 1996 forecasting model; (ii) a rainfall-runoff forecasting model; and/or (iii) a flood routing model (Reed, 1984; O'Connell & Clark, 1981) . The response time of a basin is the criterion for selection of the above elements. For example, a rainfall forecasting model is normally required acting in unison with a rainfallrunoff forecasting model to extend the forecast lead times when the basin has a rapid response (Labadie et al., 1981; Georgakakos, 1986a Georgakakos, , 1986b Bertoni et al., 1992; Lardet & Obled, 1994) .
The accuracy of a model to forecast rainfall may be a significant factor influencing the performance of a model to forecast floods in real time. In fact, substantial error is normally present in rainfall forecasting models (Einfalt & Denoeux, 1989) , and uncertainties from various sources exist in modelling the hydrological system (Melching et al., 1987) . Incorporating uncertainty in real-time flood forecasting models can therefore provide further information for making decisions about flood warning. Melching et al. (1987) presented a general procedure for use of reliability analysis in considering the effects of rainfall-runoff model uncertainty on real time-flood forecasting. Many real-time flow forecasting models have been presented in the past decade, but few papers treat uncertainty in the forecasting model.
Incorporating uncertainty into flow forecasting models, rather than to develop new model structures for flow forecasting, is the objective of this work. Discharge or water level is the common variable in models for forecasting floods. Not only the flow at various lead times but also the probability of exceedence of a specific discharge is forecast in order to take into account the uncertainty in the models.
A rainfall forecast model combined with a rainfall-runoff model is a common structure for forecasting flow at the outlets of upstream subcatchments. However, in this study, an autoregressive model was adopted to forecast flow directly for upstream sub-catchments for the following reasons. Recording raingauges are unavailable in some upstream sub-catchments of Taiwan and therefore the runoff from upstream sub-catchments cannot be obtained with rainfall-runoff models. Even if recording raingauges were to exist in an upstream sub-catchment, current rainfall forecasting models do not normally offer good accuracy (Einfalt & Denoeux, 1989) . For these reasons an autoregressive flow model, rather than a rainfall-runoff model, was incorporated with a Muskingum-type channel routing model.
STUDY AREA
The Pa-Chang Creek in southern Taiwan was chosen for a case study. The Pa-Chang Creek has a catchment area of 475 km 2 of which 60% lies in a mountainous area with steep slopes. There are three flow gauging stations and four recording raingauges (Fig. 1) . A large amount of lateral inflow between upstream and downstream gauging stations occurs. On average, lateral inflow contributes near 48% of flow volume at downstream station for the data set used in this study. This lateral inflow is difficult to forecast using a rainfall-runoff model, because no rainfall stations exist in this sub-catchment. Fig. 1 The channel network of Pa-Chang Creek.
Data sets used are listed in Table 1 . They consist of eleven historical storm events, of which six events were arbitrarily chosen for model calibration. Both small and large storm events were included in the calibration set. The parameters of models calibrated from these storm events may represent the "average" condition of the catchment. The remaining five storm events were used for model verification.
FLOW FORECASTING MODELS
The real-time flow forecasting model developed in this study has two components. Firstly, flows were forecast both at Chan-Huei Bridge and at Chang-Pan Bridge stations using autoregressive models. Secondly, a Muskingum-type channel routing model routed the forecast flow from the upstream to the downstream station. Both models should fit the observed hydrographs at the three gauging stations well before being applied for flow forecasting. Hence, the models were separately developed and calibrated based on the hourly flow data and a one-hour time step.
Flow forecasting at upstream gauging stations
Flows at the upstream gauging stations were simulated using an autoregressive model with first-order differencing (ARI):
in which D t , D tA , ..., D t _ m are the discharges with first-order differencing at times t, t -I, ..., t -m and m is the order of the model; C 0 , C,, ...,C m are parameters of the model; and e t is the random error. Optimal orders and parameters for the forecasting models at the upstream gauging stations were evaluated with an autocorrelation function (ACF), partial autocorrelation function (PACF) and a nonlinear least square method (Box & Jenkins, 1976) .
Muskingum channel routing model
The Muskingum method, developed by McCarthy (1938) , and its variant, the Muskingum-Cunge method, are applied widely for channel flow routing (NERC, 1975; Hall, 1984) . Several authors have discussed these methods (Aldama, 1990; Gill, 1992; O'Donnell et al, 1987; Wu et al., 1985) . The basic Muskingum method assumes zero lateral inflow within the reach, although most natural rivers may experience lateral inflow to a reach between upstream and downstream gauging stations. O'Donnell (1985) suggested a modified Muskingum model in which the lateral inflow is assumed to be proportional to the main channel inflow. Khan (1993) further extended the basic single inflow/single outflow model to incorporate multiple inflows. The modifications by O'Donnell (1985) and Khan (1993) were utilized in this study. The model of channel flow routing is expressed as:
Here Q is the outflow at the downstream station; / is the inflow at the upstream station. The superscript numbers indicate the inflows at various upstream gauging stations; subscripts denote the flow at successive times, and d 0 , d h ..., d 4 are parameters estimated according to the method of least squares (O'Donnell, 1985) .
UNCERTAINTY AND RELIABILITY IN FORECASTING MODEL
The Mean Value First-order Second Moment (MFOSM) approach was adopted to undertake the uncertainty analysis. In this approach the uncertainty is a function of the variances of input parameters and forecast values. Its simplicity and the linear relationship between model output and inputs are the main justifications of this approach, which has been frequently used in other research (Yen et al., 1986; Lee & Mays, 1986; Barbosa, 1992; Yeh & Tung, 1993) . The MFOSM method was also compared with a Monte Carlo method. A brief description of each method follows:
The procedures of the Monte Carlo method used in this study are: 1.
parameters in equation (1) and equation (2) are assumed to follow a normal distribution with mean and standard deviations as listed in Tables 2, 3 and 4;  2. a set of parameters are randomly generated based on the normal distribution assumption; 3. flow forecasting for the two upstream catchments (equation (1)) and channel routing to the downstream gauging station (equation (2)) are carried out based on the parameters generated in step (2); and 
Mean Value First-Order Second Moment method (MFOSM)
If Z is a function of stochastic input parameters, X l , ...,X p , such that:
then the expected value and variance of Z are:
and:
Here o x and a x are the standard deviations of the input parameters X ( -and Xf, p x x is the cross-correlation coefficient between those parameters. In this application the following assumptions were made: 1.
distributions of variables are assumed normal; 2.
cross-correlation of parameters in both the ARI and Muskingum models is neglected; 3.
cross-correlations between the flow and parameters in both the ARI and Muskingum models are not significant; 4.
cross-correlations between the forecast flows at different lead times were estimated at corresponding time lags with historical flow; and 5.
the error of the observed flow is neglected. 
stations were estimated by applying the MFOSM to both the autoregressive models and the Muskingum-type channel routing model, i.e. equations (1) and (2). The probability of exceedence of a specified critical flow Q* was calculated using the mean and variance from the above equations. Firstly a reliability index, /3, is chosen as a measure of reliability of the system, defined as Hasofer & Lind (1974) :
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The probability of exceedence of Q*, P t , was then calculated as:
in which Q* is the flow corresponding to a specific discharge, n Q(f) and a Q{f) are the forecast mean flow and standard deviation at various lead times /, and 4>W) is the probability of /3 in the standardized normal distribution.
RESULTS AND DISCUSSION
A fifth-order autoregressive first-order differencing (ARI(5,1)) model was found to give the best fit for the six calibration storm events in Table 1 at both upstream flow gauging stations. Means and standard deviations of model parameters, listed in Tables 2 and 3 , were estimated by using a non-linear least square method (Wei, 1990 Fig. 2 The fitted results for ARI(5,1) at Chun-Huei Bridge.
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Time (h) Fig. 3 The fitted results for ARI(5,1) at Chang-Pan Bridge.
The six calibration storm events in Table 1 were arbitrarily chosen and stacked together end-to-end to calibrate the Muskingum-type model developed by Khan (1993) . The observed hourly flow data at upstream gauging stations, provided the input data for model calibration. The output data were the observed flow data at the downstream gauging station. The means and standard deviations of the model parameters, estimated using the least-square method are listed in Table 4 . A comparison between the simulated and observed hydrographs is presented in Fig. 4 . Some sudden drops appear to occur in the observed flows at the end of each storm event. This is because the flow record of some storm events ended at a relatively high flow and were stacked against storm events with low initial flow, thus creating the sudden drops. The ARI and Muskingum models produced reasonable simulations of inflows at the upstream gauging stations and of the channel routing between the upstream and the downstream gauging stations.
Both parameter updating and noise prediction were compared in order to include a suitable real-time correction technique in the flow forecasting model. The use of recursive least squares (Plackett, 1950) to update the parameters in models was first studied. The alternative correction technique is error prediction. A first-order autoregressive model for the noise was developed using the series of residuals, viz. the difference between the observed flow and simulated flow for the six calibration storm events at the downstream station.
Four criteria were used to judge the performance of model with and without a real-time correction technique: 
The average criteria of five validation storm events for three cases are shown in Fig. 5 . Case A is for the flow forecasting model without any real-time correction technique. Cases B and C are for the flow forecasting model with parameter updating and error prediction separately. While use of a real-time correction can improve the forecast result, the improvement is small. From the viewpoint of simplicity, equation (2) 
Reliability of flow forecasting
The reliability index (/3) values estimated by using MFOSM and MCM were further compared. Values of 13 for storm event eight at various lead times are presented in Fig. 6 . Both methods result in very similar values of /3. Similar results were obtained for the other storm events.
The probability to exceed a specific discharge at one to six hours ahead was calculated and is shown in Fig. 7 where P t = the actual probability, P t = 1 if the observed water level exceeds the specific discharge, P t = 0 if the observed discharge is less than the specific discharge with the 1-year return period discharge (599 m 3 s" 1 ) chosen as the specific discharge; P t = the estimated probability of exceeding the specific discharge; and n = record length of observed flow over 400 m 3 s" The index D was only estimated for observed flows exceeding 400 m 3 s" 1 , because high flows are of the greatest interest in flood forecasting. A D value approaching unity implies that the model has forecast results corresponding to the actual probability. Index values for five verification storm events at various lead times listed in Table 5 reveal that the model provides satisfactory forecasting probability, except for storm event eleven. The 95% confidence interval for flows forecast between one and six hours in advance are compared with the observed hydrograph as shown in Figs 8 and 9. The region around the peak flow in the observed hydrographs nearly lies within the range of 95% confidence level.
Another approach to examine directly the accuracy of the predicted uncertainty compares the error in predicted flows, and the predicted error Time (hi Time (hj Fig. 9 95 % confidence intervals for forecast hydrographs for event 10 for forecasts between one and six hours ahead.
distribution. Let e = Q p -Q p be the error in the predicted discharge and e' be a stochastic variable drawn from the distribution representing the uncertainty in the model. Given the model assumptions, e' is a normal variate with zero mean and standard deviation a p (estimated using equation (5)). If the model uncertainty is estimated correctly then e should behave as if drawn from the same distribution as e'. Since a n varies over time, a standardized error 
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Time (h) Time (h) Fig. 10 The e s distribution and 95% confidence interval for event 8. 6j = e / a was calculated and compared to a standard normal distribution ( Figs  10 and 11) . During the period of high flow or around the peak flow, e s has a tendency to locate within the 95% confidence limits. However the e s distribution does not fully correspond to a standard normal distribution. This conclusion supports the analysis results found in Figs 8 and 9 . From the viewpoint of stochastic prediction, the model for flow forecasting has reasonable forecasting ability around the peak flow or during the period of relative high flow. That is important for a flood forecasting warning system. Time !h) Time (h) Fig. 11 The e distribution and 95% confidence interval for event 10.
CONCLUSIONS
Rainfall forecasting for a sub-catchment lacking rainfall stations is difficult to use with a rainfall-runoff model for forecasting flow. To overcome this problem, an autoregressive model for flow forecasting at upstream flow stations was combined with a Muskingum-type channel routing model to route the forecast flow to the downstream gauging station. This study incorporated the variance into the forecast discharge at various lead times to provide additional information for decision making of flow warning. The uncertainty analyses were carried out by using Mean Value First Order Second Moment and Monte Carlo methods and took into account uncertainties in model parameters and forecast inflows. The reliability index estimated by both methods had similar results. The probability of exceeding a specific discharge for various lead times was presented based on the uncertainty analysis. The results are reasonable compared with the actual probability of exceedence in historical storm events. From the point of view of stochastic forecasting, the model performed adequately.
