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ICT (Information and Communication Technology) が普及するにつれ, 使用機器の消費電力
が増加している. 特に, 大規模サービスを提供する分散サーバシステムの省電力は大きな課題
となっている. 一般に, サービスに対する要求量は変動する. したがって, 要求量に対して余剰




必要とせず, 導入が容易である. また, ネットワーク的に離れたサーバ群に対して負荷を分散で



































DNS: Domain Name System
2.1 ドメイン名空間
本章ではDNSの構造について説明する. DNSは, ホスト情報のデータベースのことを指す.













ている. プライマリマスタは, ホストのファイルからゾーンのデータを読み込む. セカンダリ
8
第 2 章 DNS: Domain Name System
マスタは, ゾーンの権威を持っている別のマスタサーバと呼ばれるネームサーバからゾーンの
データを取得する. セカンダリマスタは起動時にマスタネームサーバに問い合わせて, 必要に
































データの一貫性が高くなるが, ローカルネームサーバに対する負荷が上昇する. また, ネーム
サーバに不正な名前解決情報をキャッシュさせるDNSキャッシュポイゾニング攻撃 [25]の危険
性が高まる. DNSキャッシュポイゾニング攻撃に対してはDNSSEC (DNS Security Extentsins
Securing the Domain Name System) [26]の導入が有効な対策であるが, 完全に普及している







テムへの負荷が増大している. システムの信頼性を表す指標としてRAS (reliability, availability,









バ負荷分散はその構成によりブリッジ接続型, ルート接続型, 直接サーバ返答型, DNSラウン
ドロビンに分類される. 本節ではそれらについて概観する.
3.2.1 ブリッジ接続型
負荷分散装置を経路上に設置し, 宛先MAC (Media Access Control Address) アドレスを書
き換えることでサービスへの接続要求を振り分ける. OSI参照モデルにおけるレイヤ 2で処
11
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理を行うため, 高速に処理可能で, サーバ障害にも対応できる長所がある. 一方, IP (Internet






を振り分ける. 送信元 IPアドレス単位での振り分け, 送信元 IPアドレスとポート番号の組み
合わせ単位での振り分け, HTTP (Hypertext Transfer Protocol) のセッション単位の振り分け
の手法がある, OSI参照モデルにおけるレイヤ 3～レイヤ 7で処理を行う. サーバへの特別な設


















www.example.com IN A 192.0.2.1
次に, BIND9においてDNSラウンドロビンのエントリの場合の記述を以下に示す.




この場合, www.example.comに対するアドレス解決要求に対して, ネームサーバは 192.0.2.1～
192.0.2.4のアドレスを順番に返答する. このことにより, www.example.comへの接続要求が
192.0.2.1～192.0.2.4の 4つのアドレスに分散される. 接続の様子を図 3.1に示す.
Internet
www.example.comwww.example.com= IP1, IP2, IP3, IP4 IP1 IP2 IP3 IP4



























ある [18]. 電力消費量の増加はコストの増加を生む. また, 電力需要の増加に対して供給が十
分ではない地域では, サーバを稼働させることができないリスクが高まる. 日本では, 総務省
が 2010年 12月に ICTによる地球的課題解決に向けた工程表を発表し, ICT機器の使用電力削
減を掲げている [19]. また, 米国では環境保護庁が 2011年で目標とすべき PUE (Power Usage




vanced Configuration and Power Interface) [21]について説明する.
4.2.1 ACPI: Advanced Configuration and Power Interface
ACPIは, パソコンの電力制御の規格の一つである. 1996年 12月に Intel社, Microsoft社, 東
芝が共同で最初の規格を策定したもので, 現在は 3社に加えHewlettPackard社, Phoenix社が
参加している. OSがBIOS (Basic Input/Output System) と連携してコンピュータ内の各パー
ツの電力制御を細かく管理できる特長を持つ. ACPIを利用するにはOS, BIOS, コンピュータ
内のデバイスのすべてがACPIに対応している必要がある. Microsoft社ではWindows98以降
15
























sleep state Smaller No No Yes
G2/S5 Soft Off No Long Very near 0 Yes No Yes
G3
Mechanical Off No Long
RTC
(Real Time Clock)





Device State Power Consumption Device Context Retained Driver Restoration
D0 Fully On As needed for operation All None
D1 D0>D1>D2>D3hot>D3 >D2 <D2
D2 D0>D1>D2>D3hot>D3 <D1 >D1
D3hot D0>D1>D2>D3hot>D3 Optional











• S1 sleeping state: CPUのキャッシュの電源が切られ, その他は保持される.
• S2 sleeping state: CPUとCPUのキャッシュの電源が切られ, その他は保持される.
• S3 sleeping state: チップセットの電源が切られ, 現在の実行状態がメモリに保存される.
• S4 sleeping state: チップセット及びメモリの電源が切られ, 現在の実行状態がディスク
に保存される.
• S5 sleeping state: 通常の電源オフ状態. すべての実行状態が失われる.









減する手法が既に研究されている [5]. ただし, DNSラウンドロビンは他の分散サーバシステ
ムと比べて経路上に負荷分散装置を設置しないこと, DNSキャッシュが存在することが異なっ
ている. DNSラウンドロビンを用いた分散サーバシステム上で特定のサーバを待機状態にする






本章では, 本論文で用いるOpenFlowの技術について説明する. まず概要を説明した後に, 具
体的な動作及び各モジュールの役割について述べる.
OpenFlow [11]とは, インターネットの再構築を目的とした Clean Slate Program [13]のプロ
ジェクトの一つとしてスタンフォード大学を中心に研究開発されてきたオープンソースの技術










をOpenFlowによるプログラマブルネットワークで構築し, 運用している. また, 日本では独立
行政法人情報通信研究機構 (NICT) が持つ研究開発テストベッドネットワーク JGN2plus [15]
において実証実験が行われ, 日米間を繋ぐ大規模なネットワーク上でOpenFlowの動作が確認
された [4]. 現在では JGN-X [16]においてOpenFlowテストベッドが提供されている.
18



























第 5 章 OpenFlow
• 送信元MACアドレス, 宛先MACアドレス
• VLANのタグ ID
• 送信元 IPアドレス, 宛先 IPアドレス
• 送信元ポート番号, 宛先ポート番号
レイヤ 4情報まで取得していることにより, 同一 IPからの複数の通信もそれぞれを一意に認識






• ヘッダの書き換え (送信元MACアドレス, 宛先MACアドレス, VLANのタグ ID, 送信













も備わっている. 制御は dpctlコマンドによって実現される. 主な機能を以下に示す.
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OpenFlowスイッチは大きく分けてFlow Table部と Secure Channel部で構成される. 図 5.1が
その概念図である. それぞれについて次に述べる.
Flow Table部




ないパケットは, Secure Channel部に渡される. Flow Table部は実際にすべての通信を処理す
る部分であり, 処理の高速性が求められる. このため, Flow Table部はハードウェアで実装され
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Secure Channel部
Secure Channel部は通常フローの最初のパケットを扱うときのみ動作するため, 処理の高
速性は Flow Table部と比べてあまり必要とされない. それに加えてソフトウェアで動作する














が可能である. OpenFlowコントローラの開発環境及び実装環境としては noxrepo.org [14]か
ら提供されているNoxが広く使われ, 前述の JGN2plusの実証環境においてもコントローラと
して使われている. Noxは, OpenFlowプロジェクト自体と同じくオープンソースで開発され





















る. ただし, DNSキャッシュがあるため, DNSキャッシュが更新されるまでの時間は待機する
サーバに通信要求が到着してしまう. このため, 可用性を維持するには, DNSキャッシュがす
べて更新されるまで待機を実行することが出来ない. それに対し, 提案手法ではOpenFlowを
用いて待機するサーバへの接続要求を他のサーバに転送する. サービスの可用性が保たれるの












DNS Name Server www.example.comwww.example.com= IP1, IP2, IP3, IP4 IP1 IP2 IP3 IP4






る. 提案手法の動作をサーバ待機決定前, サーバ待機決定～待機実行まで, サーバ待機実行及び
その後の三つの状態に分ける. それぞれについて詳細を説明する.
25



































DNSラウンドロビンの環境を再現するために必要な構成とする. 本提案手法は, 本来は IP
アドレスの書き換えで動作するものであるが, 本実験では OpenFlowスイッチの性能の制限
により, MACアドレスの書き換えにより動作する. サービスサーバを 2台とし, それぞれに
OpenFlowスイッチを接続する. OpenFlowスイッチは 1台を論理的に 2台に分離するVirtual
Switch Modeで利用する. また, サービスサーバは電力を計測できるスマートコンセントから
給電を行う. クライアントマシンは 1台で, スクリプトにより疑似的にDNSラウンドロビンの
トラヒックを発生する. また, スイッチとクライアント間にソフトウェアルータを配置する. 実
27
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験に用いる各マシンの仕様を表 7.1に, 各スイッチの仕様を表 7.2に示す. また, 実験の論理構
成を図 7.1, 物理構成を図 7.2に示す.
表 7.1: 各マシンの仕様
機器 OS CPU Memory
サービスサーバ CentOS 5.4
Intel(R) Core(TM)2 Duo
CPU E8500: 3.16GHz 3GB
クライアント Debian 6.0.3
Intel(R) Core(TM)2 Duo
CPU E8400: 3.00GHz 4GB
ソフトウェアルータ Debian 6.0.3
Intel(R) Pentium(R) Dual
CPU E2180: 2.00GHz 2GB
OpenFlowコントローラ Debian 6.0.3
Intel(R) Pentium(R) Dual
CPU E2180: 2.00GHz 2GB
表 7.2: 各スイッチの仕様





OpenFlowスイッチ 日本電気株式会社 AX-3640-24TE-L OS-F3L Ver.11.1.C.Ae
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DNS Server(Cache)www.example.com= IP1, IP2
Openflow Controller
10 DNS Cache Server, 100req/s
図 7.1: 実験の論理構成図
29
第 7 章 実証実験
DNS Roundrobin Client
OpenFlow Switch
Software RouterLayer 2 Switch
Server 1OpenFlowController Server 2
図 7.2: 実験の物理構成図
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7.3 実験 1: サーバ待機の優位性実証
7.3.1 実験 1 の概要
目的
実験 1 では, 4章で紹介したACPIで定義されている S1, S3, S4のスリープ状態について比
較し, 省電力効果について S3のスリープ状態, すなわち待機の優位性を示す. S1, S3, S4は本実
験に用いるサービスサーバの BIOS及びOSが対応しているすべてのスリープ状態である. 本
論文の提案手法の効果は, 待機にかかる時間と待機時の消費電力削減効果に依存するため, こ




サービスサーバを S1, S3, S4のそれぞれのスリープ状態にさせ, 消費電力の推移と所要時間に
ついて測定を行う. 具体的には, S1, S3についてはBIOSのACPI設定で S1, S3の選択を行い,
OS上で指定のパラメータを与えることで実行し, 消費電力が安定したときの値と所要時間を




S1のスリープ状態による測定結果を図 7.3に, S3のスリープ状態による測定結果を図 7.4に
示す. また, S4のスリープ状態による測定結果を図 7.5に示す. また, S1, S3, S4のスリープ状
態の消費電力と稼働時からの電力削減率, スリープ実行完了までの所要時間, スリープ状態か
らの復帰時間の結果をまとめたものを表 7.3に示す. これらの結果について S1, S3, S4を比較
すると, スリープ状態の電力削減率では S1が少なく, S3, S4は大きい. また, スリープ実行完
了までの所要時間では S1, S3が短く, S4が長い. スリープ状態からの復帰時間では S1>S3>S4
となっている. S3と比較すると, S1はスリープ状態からの復帰が早いが, 電力削減率が非常に
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S1 55 11 3 3
S3 1 98 3 34
S4 1 98 12 80
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7.4 実験 2: サーバの待機決定から待機実行可能までの時間測定









サービスソフトウェアはApache [30]バージョン 2.2.3とする. クライアントはサービスサーバ
へwgetコマンドによる接続要求を行う. ここで, クライアントはDNSラウンドロビンを疑似
する. つまり, 2つのサーバに順番に接続要求を行う. ここで, DNSラウンドロビンのレコード
を提供するネームサーバに対して 10のDNSキャッシュサーバがあり, 各DNSキャッシュサー
バは秒間平均 10アクセスで利用されると仮定する. また, DNSキャッシュ時間は参考文献 [31]
から, 1, 10, 30, 60, 300, 360, 600, 3600, 10800, 86400と設定する. クライアントはこれを再現
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7.4.2 結果と考察
DNSラウンドロビンのみの場合とDNSラウンドロビンに提案手法を適用した場合の測定結
果を図 7.6および表 7.4に示す. 結果をみると, DNSラウンドロビンのみの場合は待機決定から
待機実行可能となるまでの所要時間がDNSキャッシュ時間に依存して増加していることがわ
かる. 一方, 提案手法ではDNSキャッシュ時間にかかわらず 2～3秒とごく少ない時間で待機が
実行可能となることがわかる. これは, 提案手法により通信が転送されているので, 早期に通信
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7.5 実験 3: 提案手法により待機時に待機対象のサーバで削減
される消費電力量
7.5.1 実験 3 の概要
目的
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7.5.2 結果と考察
代表的な結果として, DNSキャッシュ時間 30秒のときの消費電力推移を図 7.7に, 提案手法





















図 7.7: DNSキャッシュ時間 = 30 [s] における待機時の待機対象サーバの消費電力推移
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DNS Cache Time [Sec]
図 7.8: 提案手法による待機時の待機対象サーバの消費電力削減量
表 7.5: 提案手法による待機時の待機対象サーバの消費電力削減量
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7.6 実験 4: 実トラヒックへの提案手法の適用による消費電力
の削減
7.6.1 実験 4 の概要
目的




まず, ある商用ネットワークにおいて 2011年 12月 6日から 12月 7日にかけての 24時間
のトラヒックをキャプチャする. キャプチャはフィルタリングを行い, HTTP (ポート 80) の
SYN/ACKのみを抽出する. これは, 正常なWebトラヒックをできるだけ簡易に抽出する目
的である. SYNのみを抽出すると SYN flood攻撃を検出してしまう可能性がある. 次に, 抽出
したトラヒックを対象に均等な性能を持つ 5台のサーバによってDNSラウンドロビンによる
Webサービスを提供すると仮定する. また, 各サーバは 5分間で 40000アクセスまでQoSを保
つことが出来るものとする. さらに, 各サーバは稼働時に常に同じ消費電力量を保ち続けるも
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7.6.2 結果と考察
トラヒックの測定結果を図 7.9に, 測定結果に基づく理想的なサーバ稼働数を図 7.10に, 代
表的な結果として, DNSキャッシュ時間 3600秒のときの電力測定推移を図 7.11に示す. また,
提案手法と既存手法を比較した場合の消費電力量を図 7.12, 提案手法の消費電力削減率を表 7.6




















































































































図 7.11: DNSキャッシュ時間 = 3600 [s] における消費電力推移
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め, OpenFlowを用いた待機対象のサーバへの要求転送を提案した. 提案手法は, 待機決定後
の待機対象サーバへの通信要求をOpenFlowスイッチで別のサーバへ転送することで, 早期の








的に実証を行った. しかし, 実際には IPアドレス書き換えが必要である. 従って IPアドレス書
き換えによる提案手法の効果実証が必要である.
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