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Introduction
The notion of group operads was developed in order to present various symme-
tries on operads. The original definition was proposed by Zhang in his paper
[17] though the axioms were already stated in 1.2.0.2 in the paper [15]. Further
theories in a more categorical viewpoint were developed by Corner and Gurski
in the paper [3] with the different name “action operads.” We here explain
the fundamental idea. Recall first that there are classically two conventions for
“operads”; namely, planar ones and symmetric ones. For an operad O, the lat-
ter also cares about a right action of the symmetric group Sn on the set O(n)
which is subject to a certain compatibility condition with the operad structure
of O. The key observation is that the family {Sn}n itself forms an operad S
with S(n) = Sn. For a symmetric operad O, the compatibility condition is
described as below:
γO(x
σ;xσ11 , . . . , x
σn
n ) = γO(x;xσ−1(1), . . . , xσ−1(n))
γS(σ;σ1,...,σn)
for x ∈ O(n), xi ∈ O(ki), σ ∈ Sn, and σi ∈ Ski , where γO and γS are the
composition operations in the operad O and S respectively. A group operad is,
roughly, an operad G with each G(n) equipped with a group structure so that
we can put it in place of the operad S in the above argument. The examples
include the operad of braid groups, of pure braid groups, and of ribbon braid
groups.
On the other hand, there is another approach to symmetries on operads.
Namely, Batanin and Markl [2] focused on the notion of crossed interval groups,
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which are “interval version” of crossed simplicial groups introduced in [5] and
[9]. They showed that the familyS = {Sn}n also admits a structure of a crossed
interval group and that the “free symmetrization” by S does not change the
homotopy type of operads of chain complexes. They used this fact to prove
that the operad of all natural operations on the Hochschild cochain complex of
associative algebras has the same homotopy type of the singular chain of the
little discs operad. As for the general theory of crossed interval groups, the
author investigated them in the paper [16], where a classification result was
obtained. Namely, the terminal object W∇ in the category of crossed interval
groups has exactly six crossed interval subgroups ∗, C2, S, S×C2, H, and W∇.
The goal of this paper is to establish a comparison result of the two notions
above. We will see that group operads are nothing but a special kind of crossed
interval groups. More precisely, we will construct a functor Ψ̂ from the category
GrpOp of group operads to the category CrsGrp∇ of crossed interval groups.
This functor is fully faithful, and there is an explicit description for the essential
image of it. The result is established in the following way.
In Section 1, the basic definition and examples of group operads will be
reviewed. Moreover, we will see that the slice category Op/S of the category
of operads over S admits a monoidal structure ⋊. For a group operad G, the
group structure on each G(n) gives rise to a structure
G ⋊ G → G , ∗ → G
of a monoid object. This defines a fully faithful embedding
GrpOp→Mon(Op/S,⋊)
into the category of monoid objects. The necessary and sufficient condition for
a monoid object to produce a group operad will be given.
On the other hand, as reviewed in Section 2, a crossed interval group is
also a monoid object in the slice category Set
/W∇
∇ over W∇ of the category of
presheaves on the category ∇ of intervals with respect to a monoidal structure
⋊. The essential image of CrsGrp∇ → Mon(Set
/W∇
∇ ,⋊) is described in a
similar way to the case of group operads. Note that the monoidal structure ⋊ is
monoidally closed so that the categoryMon(Set
/W∇
∇ ,⋊) is locally presentable.
Since CrsGrp∇ is a reflective and coreflective subcategory of it, CrsGrp∇ is
also locally presentable.
The two monoidal structures above are denoted by the same symbol because
they are actually the same. Indeed, in Section 3, we will construct a functor
Ψ : (Op/S)∗/ → Set
/S
∇ and show it is strictly monoidal. This implies that it
induces a functor between the categories of monoid objects. The computations
of the essential images of GrpOp and of CrsGrp∇ in the category of monoid
objects shows the functor actually restricts to GrpOp → CrsGrp
/S
∇ , which
is exactly Ψ̂ mentioned above. It will be proved that Ψ̂ is fully faithful. In
addition, a version of Adjoint Functor Theorem implies Ψ̂ admits a left adjoint,
which enables us to regard GrpOp as a reflective subcategory of CrsGrp
/S
∇ .
In Section 4, we will determine the essential image of the embedding Ψ̂. The
two conditions on crossed interval groups over S will be considered. One is the
operadicity which is the commutativity of certain elements. If G is an operadic
crossed interval group, then it gives rise to an operad OG. This implies operadic
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crossed interval group live in between group operads and operads with level-wise
group structures. Another condition is tameness. It will turn out that a group
operad is exactly a tame and operadic crossed interval group over S. Since
there are “operadification” and “taming” of crossed interval group over S, this
will give an explicit description of the left adjoint to the embedding Ψ̂.
We finally mention that, combining the embedding GrpOp →֒ CrsGrp
/S
∇
with the base-change theorem for crossed groups along the functor J : ∆˜ → ∇
discussed in [16], we obtain an augmented crossed simplicial group J♮G for each
group operad G. We will show its total category ∆˜G classifies monoid objects
in monoidal categories. Note that this is an extension of the result of MacLane
[12]. Actually, this observation clarify how the concept of Hochschild homologies
for algebras makes sense in G-symmetric monoidal abelian categories for general
group operad G.
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1 Group operads
In this first section, we recall the formal definition of group operads. Note that,
throughout the paper, we use the convention where every operads are planar,
unenriched (or Set-enriched), and single colored.
Notation. (1) For each natural number n ∈ N, write
〈n〉 := {1, . . . , n} .
We often regard it as the linearly ordered set with the canonical order.
(2) If P and Q are poset, i.e. partially ordered set, then we denote by P ⋆ Q
the join of them. In other words, P ⋆Q is the set P ∐Q together with the
ordering so that for x, y ∈ P ⋆ Q,
x ≤ y ⇐⇒
{
(x, y) ∈ (P × P ) ∐ (Q ×Q) with x ≤ y , or
x ∈ P and y ∈ Q .
Hence, we have a unique isomorphism 〈m〉 ⋆ 〈n〉 ∼= 〈m+ n〉 of posets.
For each natural number n ∈ N, we put S(n) the n-th permutation group,
or the permutation group on the set 〈n〉 = {1, . . . , n}. We begin with the obser-
vation that the family S = {S(n)}n admits a canonical structure of operads.
Namely, if σ ∈ S(n) and σi ∈ S(ki) for 1 ≤ i ≤ n, we write γ(σ;σ1, . . . , σn) the
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permutation on 〈k1 + · · ·+ kn〉 given below:
〈k1 + · · ·+ kn〉 ∼= 〈k1〉 ⋆ · · · ⋆ 〈kn〉
σ1∐···∐σn
−−−−−−−→ 〈k1〉 ⋆ · · · ⋆ 〈kn〉
σ∗
−→ 〈kσ−1(1)〉 ⋆ · · · ⋆ 〈kσ−1(n)〉
∼= 〈k1 + · · ·+ kn〉 .
This defines a map
γ = γS : S(n)×
n∏
i=1
S(k1)→ S(k1 + · · ·+ kn) .
It is tedious but not difficult to see it makes S into an operad.
Group operads are likely “generalizations” of the operad S. For the defini-
tion, we follow [3] for conventions except the terminology.
Definition. A group operad is an operad G together with data
• a group structure on each G(n);
• a map G → S of operads so that each G(n)→ S(n) is a group homomor-
phism, which gives rise to a left G(n)-action on 〈n〉;
which satisfy the identity
γG(xy;x1y1, . . . , xnyn) = γG(x;xy−1(1), . . . , xy−1(n))γG(y; y1, . . . , yn) (1.1)
for every x, y ∈ G(n) and xi, yi ∈ G(ki) for 1 ≤ i ≤ n.
Remark 1.1. Note that, in the paper [3] the terminology “action operads” was
used. This is probably because the name “group operads” may be confusing
with group-enriched operads or group objects in operads. Nevertheless, we stick
to the terminology in a certain reason, which will turn out later.
Example 1.2. The operad S is a group operad with the identity map S
=
−→ S.
Example 1.3. For each n ∈ N, denote by B(n) the braid group of n-strands. In a
similar manner to S, one can endow the family B = {B(n)}n with the structure
of operads. Then, the canonical quotient map B → S exhibits B as a group
operad. The similar argument works for pure braids, ribbon braids, and so on.
The reader can find more interesting examples in [17] and [7]. We here
mention basic properties of group operads.
Proposition 1.4. For a group operad G, the following hold.
(1) The composition map
γ : G(1)× G(1)→ G(1)
in the operad structure on G coincides with the multiplication in the group
structure. In particular, the unit e1 ∈ G(1) in the group structure is exactly
the identity of the operad G. Moreover, G(1) is an abelian group.
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(2) For each n ∈ N, write en ∈ G(n) the unit in the group structure. Then,
for k1, . . . , kn ∈ N, we have
γ(en; ek1 , . . . , ekn) = ek1+···+kn .
In other words, the family {en}n determines a map ∗ → G of operads from
the terminal (or trivial) operad ∗.
(3) For each n ∈ N, the map
G(1)→ G(n) ; x 7→ γ(x; en)
is a group homomorphism.
Proof. Notice that, for x, x′, y, y′ ∈ G(1), the condition (1.1) on group operads
implies
γ(xx′; yy′) = γ(x; y)γ(x′; y′) . (1.2)
Hence, the part (1) follows from the Eckmann-Hilton argument.
To see (2), since G(k1 + · · · + kn) is a group, it suffices to see the element
γ(en; ek1 , . . . , ekn) is idempotent. By the condition on group operads again, we
have
γ(en; ek1 , . . . , ekn)
2 = γ(e2n; e
2
k1 , . . . , e
2
kn) = γ(en; ek1 , . . . , ekn) .
This implies γ(en; ek1 , . . . , ekn) = ek1+···+kn .
The last assertion (3) directly follows from the condition (1.1) and the part
(1).
Definition. Let G and H be group operads. Then, a map of group operads is
a map f : G → H of operads such that
(i) for each n ∈ N, the map f : G(n)→ H(n) is a group homomorphism;
(ii) the triangle below is commutative:
G
f
//
✸
✸✸
✸✸
✸ H
✡✡
✡✡
✡✡
S
,
where the vertical arrows are the structure maps.
Clearly maps of group operads compose so as to form a category, which
we will denote by GrpOp. One of the important results proved in [7] is the
presentability of the category.
Theorem 1.5 (Theorem 3.5 and Theorem 3.8 in [7]). The category GrpOp is
locally finitely presentable. Moreover, the forgetful functor U : GrpOp→ Set
/S
N
into the slice category of N-indexed families of sets over the family {S(n)}n
creates limits and filtered colimits.
We next see the notion of group operads also arise from a monoidal structure.
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Definition. Let X and Y be two operads, and suppose we are given a map
ρ : Y → S of operads. We define an operad X ⋊ Y as follows:
• for each n ∈ N, put (X ⋊ Y)(n) := X (n)× Y(n);
• for (x, y) ∈ (X ⋊ Y)(n) and (xi, yi) ∈ (X ⋊ Y)(ki) for 1 ≤ i ≤ n, the
composition is given by
γX⋊Y((x, y); (x1, y1), . . . , (xn, yn))
:= (γX (x;xρ(y)−1(1), . . . , xρ(y)−1(n)), γY(y; y1, . . . , yn)) ;
It is easily verified that the above data actually define an operad X ⋊ Y
so that the identity is the pair idX⋊Y = (idX , idY). Moreover, the assignment
(X ,Y, ρ) 7→ X ⋊ Y is functorial; indeed, if we have a map f : X → X ′ and a
triangle
Y
g
//
ρ

✸✸
✸✸
✸✸
Y ′
ρ′
✡✡
✡✡
✡✡
S
of operads, the maps
f ⋊ g : (X ⋊ Y)(n)→ (X ′ ⋊ Y ′)(n) ; (x, y) 7→ (f(x), g(y))
form a map X ⋊ Y → X ′ ⋊ Y ′ of operads. In other words, if we denote by Op
the category of operads and by Op/S the slice category over S, then we obtain
a functor
⋊ : Op×Op/S → Op . (1.3)
The following result is a direct consequence of the operad structure of S.
Lemma 1.6. The multiplication maps
mul : S(n)×S(n)→ S(n) ; (σ, τ) 7→ στ
define a map S ⋊S → S of operads, here we take S ⋊ S with respect to the
identity map S
=
−→ S.
Lemma 1.6 offers a lift of the functor (1.3) to a binary operation on Op/S;
indeed, we have the following composition
⋊ : Op/S ×Op/S ∼= (Op×Op/S)/(S,S)
⋊
−→ Op/S⋊S
mul!
−−→ Op/S . (1.4)
Proposition 1.7. The functor (1.4) defines a monoidal structure on the cate-
gory Op/S so that the trivial operad ∗ is the unit object.
Proof. Since the last statement is obvious, we have to give an associativity
isomorphism. It suffices to show that, for operads X , Y, and Z over S, the
identification
((X ⋊ Y)⋊ Z)(n) = X (n)× Y(n)×Z(n) = (X ⋊ (Y ⋊ Z))(n)
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is an isomorphism (X ⋊ Y) ⋊ Z ∼= X ⋊ (Y ⋊ Z). Actually, in either case, the
composition operation is given by
γ((x, y, z); (x1, y1, z1), . . . , (xn, yn, zn))
=
(
γX (x;xπ(z)−1ρ(y)−1(1), . . . , xπ(z)−1ρ(y)−1(n)), γY(y; yπ(z)−1(1), . . . , yπ(z)−1(n)),
γZ(z; z1, . . . , zn)
)
,
where ρ : Y → S and π : Z → S are the structure map.
Definition. A monoid operad is a monoid object in the category Op/S with
respect to the monoidal structure ⋊.
We denote by MonOp the category of monoid operads and monoid ho-
momorphisms in Op/S. Note that a monoid operad X consists of an operad
together with data
• a monoid structure on each X (n), and
• a map X → S of operads so that X (n)→ S is a monoid homomorphism;
which satisfy appropriate conditions. Comparing it with the definition of group
operads, one may notice that a group operad G determines a monoid operad
and that it gives rise to a functor GrpOp →MonOp. The following result is
an easy exercise.
Proposition 1.8. The functor GrpOp→MonOp is fully faithful. Moreover,
a monoid operad X belongs to the essential image if and only if for each n ∈ N,
the monoid X (n) is a group.
One of the important features of monoid operads is their actions on mul-
ticategories. The argument begin with the observation that the functor ⋊ :
Op×Op/S → Op extends to a functor
⋊ :MultCat×Op/S →MultCat, (1.5)
whereMultCat is the category of (small) multicategories and multifunctors; as
for the theory of multicategories, we refer the reader to [8] and [10]. Indeed, for
a multicategoryM and an operad ρ : X → S over S, we define a multicategory
M⋊ X as follows:
• objects are those of M;
• for a1, . . . , an, a ∈ M, we set
M(a1 . . . an; a)
:=
{
(f, x)
∣∣ x ∈ X (n), f ∈ M(aρ(x)−1(1) . . . aρ(x)−1(n); a)} ;
• the composition operation is defined so that
γM⋊X ((f, x); (f1, x1), . . . , (fn, xn))
:=
(
γM(f ; fρ(x)−1(1), . . . , fρ(x)−1(n)), γX (x;x1, . . . , xn)
)
.
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It is easily checked that the composition makes sense and is associative. Note
that we have a canonical identification
(M⋊ X )⋊ Y =M⋊ (X ⋊ Y) .
Hence, the functor (1.5) exhibits the categoryMultCat as a rightOp/S-module
with respect to the monoidal structure ⋊ on Op/S. As a consequence, if X is
a monoid operad, it gives rise to a functor
(–)⋊ X :MultCat→MultCat .
It is actually a 2-functor: it sends a multinatural transformation α : F → G :
M→N to the multinatural transformation consisting of
(αa, e1) ∈ (N ⋊ G)(F (a);G(a)) = N (F (a);G(a)) × G(1) (1.6)
for each a ∈ M. Furthermore, it is easily verified that the monoid operad
structure on X makes the 2-functor (–)⋊X into a 2-monad: we have an obvious
2-natural isomorphism
((–)⋊ X )⋊ X ∼= (–)⋊ (X ⋊ X )
so that we can define two 2-natural transformations
((–)⋊ X )⋊ X ∼= (–)⋊ (X ⋊ X )
Id×mul
−−−−→ (–)⋊ X ,
Id ∼= (–)⋊ ∗
Id×unit
−−−−−→ (–)⋊ X .
Definition. Let X be a monoid operad. Then, an X -symmetric structure on
a multicategory M is nothing but a structure of a strict 2-algebra over the
2-monad (–)⋊ X ; i.e. a multifunctor
sym :M ⋊ X →M
which makes the following diagrams commute:
M⋊ X ⋊ X
Id⋊mul //
sym⋊Id

M⋊ X
sym

M⋊ X
sym
//M
,
M ⋊ ∗
❃❃
❃❃
❃❃
❃
Id×unit //M⋊ X
sym
⑦⑦
⑦⑦
⑦⑦
⑦
M
. (1.7)
We say M is X -symmetric if it is equipped with an X -symmetric structure.
Remark 1.9. In the case X = G is a group operad, the notion of G-symmetric
multicategory defined above is equivalent to that of G-multicategories in Defi-
nition 5.1 in [7].
Example 1.10. If X = ∗ is the trivial group operad, then ∗-symmetric multicat-
egories are just (planer) multicategories.
Example 1.11. In the case X = S is the group operad of symmetric groups, S-
symmetric multicategories are precisely symmetric multicategories in the usual
sense.
We also consider multifunctors respecting symmetries.
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Definition. Let X be a monoid operad, and let M and N be X -symmetric
multicategory. Then, a multifunctor F : M → N is said to be X -symmetric
if it is a morphism of algebras over the 2-monad (–) ⋊ X ; i.e. the following
diagram commutes:
M⋊ X
F⋊Id //
sym

N ⋊ X
sym

M
F // N
.
We denote by MultCatX the 2-category of X -symmetric multicategories,
X -symmetric multifunctors, and transformations of morphisms.
Note that we do not provide any special terminologies for 2-morphisms in
MultCatX of in MonCatX because of the following result.
Lemma 1.12. Let X be a monoid operad. Then, the forgetful 2-functor
MultCatX →MultCat
is locally fully faithful.
Proof. Take two X -symmetric multicategoryM and N . Note that the category
MultCatX (M,N ) is obtained as the equalizer of the parallel functors
MultCat(M,N )
sym∗◦(–)⋊X //
sym
∗
//MultCat(M ⋊ X ,N ) .
Thanks to (1.6) and (1.7), both functors are identities on morphisms, so we get
the result.
Remark 1.13. We are mainly interested in the case X is a group operad. In this
case, it was proved in [3] that MultCatX is biequivalent to the 2-category of
pseudo-algebras over (–)⋊ X .
We finally discuss the case a multicategory comes from a monoidal category.
Recall that if C is a monoidal category, then we have the associated multicate-
gory C⊗ with the same objects as C and
C⊗(X1 . . .Xn;X) := C(X1 ⊗ · · · ⊗Xn;X)
for X,X1, . . . , Xn ∈ C. We define an X -symmetric structure on C to be that on
C⊗ and say C is X -symmetric if C⊗ is so. In this case, for each x ∈ G(n) and
for objects X1, . . . , Xn ∈ C, we set
ΘxX1...Xn : X1 ⊗ · · · ⊗Xn → Xx−1(1) ⊗Xx−1(n) (1.8)
to be the image of the pair (id, x) by the map
(C⊗ ⋊ X )(X1 . . . Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n))
sym
−−→ C⊗(X1 . . . Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n))
= C(X1 ⊗ · · · ⊗Xn;Xx−1(1) ⊗ · · · ⊗Xx−1(n)) .
It is verified that the family Θx := {ΘxX1...Xn}X1,...,Xn forms a natural transfor-
mation such that Θen = id and ΘxΘy = Θxy. In particular, if X = S (resp.
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B), this natural transformation Θx is nothing but the appropriate composi-
tion of the braidings in the symmetric (resp. braided) structure. Hence, (resp.
B-symmetric) monoidal categories are nothing but symmetric (resp. braided)
monoidal categories.
Let us denote by MonCat the 2-category of monoidal categories, monoidal
functors, and monoidal natural transformations. For a monoid operad X , we
define a 2-category MonCatX to be the pullback
MonCatX :=MonCat×MultCat MultCatX
and call its 1-morphisms G-symmetric monoidal functors.
2 Crossed interval groups
We first recall the definition of crossed groups.
Definition. Let A be a small category. Then, a crossed A-group is a presheaf
G over A equipped with data
• a group structure on G(a) for each a ∈ A;
• a left G(a)-action
G(a) ×A(b, a)→ A(b, a) ; (x, ϕ) 7→ ϕx
for each a, b ∈ A;
satisfying the following two conditions:
(i) for morphisms ϕ : b→ a and ψ : c→ b in A, and for x ∈ G(a),
(ϕψ)x = ϕxψϕ
∗(x) ;
(ii) for a morphism ϕ : b→ a and for x, y ∈ G(a),
ϕ∗(xy) = (ϕy)∗(x)ϕ∗(y) .
Definition. Let A be a small category. For two crossed A-groups G and H , a
map of crossed A-groups from G to H , written G→ H , is a map f : G→ H of
presheaves over A such that
(i) the map f : G(a)→ H(a) is a group homomorphism for each a ∈ A;
(ii) for each morphism ϕ : b → a ∈ A, and for each x ∈ G(a), we have
ϕf(x) = ϕx.
Remark 2.1. The notion of crossed groups was first considered in the simplicial
case by Fiedorowicz, Loday [5], and Krasauskas [9]. The original motivation is
to generalize the cyclic homologies of algebras.
Remark 2.2. Some authors define crossed A-groups as extensions of A with
unique factorizations. In fact, if G is a crossed A-group, then we can form a
category AG as follows:
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• objects are the same as A;
• for each a, b ∈ A, we set AG(a, b) := A(a, b)×G(a);
• the composition is given by the formula
(ϕ, x) ◦ (ψ, y) := (ϕψx, ψ∗(x)y) .
The two conditions on crossed A-groups above are almost equivalent to saying
that the composition in AG is associative. We call AG the total category of G.
Crossed A-groups and maps of them form a category CrsGrpA. Several
categorical properties of CrsGrpA are investigated in [16]. One of the most
important results is the following.
Theorem 2.3 (Theorem 2.4 in [16]). For every small category A, the category
CrsGrpA is locally presentable. In particular, it admits a terminal object.
In this paper, we are particularly interested in the case A is the category ∇
of intervals, which is described as follows:
• objects of ∇ are linearly ordered set of the form
〈〈n〉〉 := {−∞, 1, . . . , n,∞}
for n ∈ N;
• morphisms are order-preserving maps ϕ : 〈〈m〉〉 → 〈〈n〉〉 with ϕ(∞) = ∞
and ϕ(−∞) = −∞.
This case was first investigated by Batanin and Markl [2], and they call objects
of CrsGrp∇ crossed interval groups so we follow it.
Notation. As a special treatment in the interval case, for a crossed interval
group G, we will write Gn := G(〈〈n〉〉). Note that it might be confusing in some
conventions; some authors use this notation for crossed simplicial groups. Un-
fortunately, the canonical functors connecting the categories of crossed interval
groups and simplicial ones requires the shift of the canonical degrees (see Ex-
ample 5.5 and 5.6 in [16]). We will warn the reader when there is a danger of
confusion.
To understand the category ∇, it is convenient to introduce the following
notation: for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, and for j ∈ 〈〈n〉〉, we put
k
(ϕ)
j =
{
#ϕ−1{j} − 1 j = ±∞ ,
#ϕ−1{j} 1 ≤ j ≤ n .
(2.1)
Note that the assignment ϕ 7→ ~k(ϕ) = (k
(ϕ)
−∞, k
(ϕ)
1 , . . . , k
(ϕ)
n , kϕ∞) gives rise to a
bijection
∇(〈〈m〉〉, 〈〈n〉〉) ∼=
~k = (k−∞, k1, . . . , kn, k∞)
∣∣∣∣∣∣
∑
j∈〈〈n〉〉
kj = m
 .
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We make use of the notation above to introduce a left action of Sn × Z/2Z on
the set ∇(〈〈m〉〉, 〈〈n〉〉) as follows: for (σ; ε) ∈ Sn × Z/2Z and for ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇, define ϕ(σ;ε) : 〈〈m〉〉 → 〈〈n〉〉 so that
k
(ϕ(σ;ε))
±∞ = k
(ϕ)
±(−1)ε∞ k
(ϕ(σ;ε))
j = k
(ϕ)
σ−1(j)
Notice that, taking m = 1, one gets a canonical identification ∇(〈〈1〉〉, 〈〈n〉〉) =
〈〈n〉〉. In terms of the action above, the permutation (σ; ε) : 〈〈n〉〉 → 〈〈n〉〉 sends
1 ≤ j ≤ n to σ(j) and ±∞ to ±(−1)ε∞.
There is a typical recipe to construct crossed interval groups. We begin with
a commutative triangle of group homomorphisms below.
H0
θ //
❀
❀❀
❀❀
❀❀
H1
ε
✄✄
✄✄
✄✄
✄
Z/2Z
(2.2)
By abuse of notation, we denote the triangle just by the pair (H0, H1). For each
n ∈ N, define a group W (H0, H1)n by
W (H0, H1)n := (Sn ⋉H
×n
1 )×H0 ,
where Sn acts on H
×n
1 from the right as the permutations of indices. Hence,
for elements (σ;x1, . . . , xn;u), (τ ; y1, . . . , yn; v) ∈ W (H0, H1)n, we have
(τ ; y1, . . . , yn; v) · (σ;x1, . . . , xn;u) = (τσ; yσ(1)x1, . . . , yσ(n)xn; vu) .
To introduce an interval set structure, we write βn ∈ Sn the order-reversion
map on 〈n〉; i.e. βn(i) = n − i + 1. Then, for a map ϕ : 〈〈m〉〉 → 〈〈n〉〉, define
ϕ∗ :W (H0, H1)n →W (H0, H1)m by
ϕ∗(σ;x1, . . . , xn;u)
:= (γ(βu3 ;β
u
k
(ϕ)
−∞
, γ(σ;βx1
k
(ϕ)
1
, . . . , βxn
k
(ϕ)
n
), βu
k
(ϕ)
∞
);xϕ(1), . . . , xϕ(m);u) , (2.3)
assuming x−∞ = x∞ = θ(u), where γ is the composition operation in the operad
structure of S, and βuk and β
xi
k are abbreviations of β
εθ(u)
k and β
ε(xi)
k respec-
tively. Fortunately, there is a more conceptual description for the complicated
permutation appearing in (2.3); it is the permutation σ˜ on 〈m〉 so that the
square
〈m〉
σ˜

  // 〈〈m〉〉
ϕ
// 〈〈n〉〉
(σ;u)

〈m〉 

// 〈〈m〉〉
ϕ(σ;u)
// 〈〈n〉〉
is commutative and that the restrictions
ϕ−1{j} → (ϕ(σ;u))−1{j}
ϕ−1{−∞,∞}∩ 〈m〉 → (ϕ(σ;u))−1{−∞,∞}∩ 〈m〉
are order-preserving or order-reversing according to ε(xj) for 1 ≤ j ≤ n and
εθ(u) respectively. This observation helps one prove the functoriality so as to
check W (H0, H1) is a presheaf over ∇.
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Proposition 2.4. For every triangle as in (2.2), the presheaf W (H0, H1) over
∇ forms a crossed interval group together with the degreewise group structure
and the action on ∇(〈〈m〉〉, 〈〈n〉〉) induced by the group homomorphism
W (H0, H1)n ∼= (Sn ⋉H
×n
1 )×H0
proj.×εθ
−−−−−→ Sn × Z/2Z .
Proof. By virtue of the above characterization of the permutation, one can easily
prove the formula
ϕ∗((τ ; ~y; v) · (σ; ~x;u)) = (ϕ(σ;u))∗(τ ; ~y; v) · ϕ∗(σ; ~x;u)
= (ϕ(σ;~x;u))∗(τ ; ~y; v) · ϕ∗(σ; ~x;u) .
On the other hand, it is tedious but not difficult to show
k
((ϕψ)(σ;~x;u))
j =
∑
l∈(ϕ(σ;u))−1{j}
k
(ϕ∗(σ;~x;u))
j = k
(ϕ(σ;~x;u)ψϕ
∗(σ;~x;u))
j
for each j = 1, . . . , n,±∞. These show W (H0, H1) is a crossed interval group.
Example 2.5. Take H0 = H1 = ∗ the trivial group, one has
W (∗, ∗)n ∼= Sn .
Hence, there is a crossed interval group whose group on 〈〈n〉〉 is the permutation
groupSn. We will writeS = W (∗, ∗). Note that the coincidence of the notation
with the operad of symmetric groups will be justified in Section 3.
Example 2.6. The group W (∗,Z/2Z)n is called the n-th hyperoctahedral group,
and we will denote the resulting crossed interval group by H. It was proved in
[5] that the restriction of H to the simplex category ∆ through the functor
∆→ ∇ ; [n] ∼= 〈n+ 1〉 7→ 〈〈n+ 1〉〉
is the terminal object in the category CrsGrp∆ of crossed simplicial groups.
We call H the hyperoctahedral crossed interval group.
In the interval case, we can compute the terminal crossed interval group
explicitly. Thanks to results of the paper [16], this tell us how to compute
limits and colimits in the category CrsGrp∇.
Theorem 2.7. The crossed interval group W∇ := W (Z/2Z,Z/2Z) is a terminal
object in the category CrsGrp∇. Moreover, the following hold.
(1) Colimits in CrsGrp∇ are computed degreewisely in the category Grp of
groups.
(2) The forgetful functor U : CrsGrp∇ → Set
/W∇
∇ admits a left adjoint and
creates arbitrary small limits and filtered colimits.
Proof. The result follows from Example 3.17, Proposition 2.1, Corollary 2.2,
and Proposition 2.3 in [16].
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Remark 2.8. There are inclusions of crossed interval groups
S →֒ H →֒W∇ .
Actually, there are six crossed interval subgroups of W∇, which are all found in
the appendix of [16].
To establish an embedding of group operads into the categoryCrsGrp∇, we
introduce another aspect of crossed interval groups. Recall that group operads
are defined as monoid objects in terms of a monoidal structure on the category
Op/S. On the other hand, Theorem 2.7 implies that we have a forgetful functor
CrsGrp∇ → Set
/W∇
∇ , where the codomain is the slice category of the category
Set∇ of interval sets, i.e. presheaves over ∇. Actually, crossed interval groups
are also monoid objects in Set
/W∇
∇ .
Definition. Let X and Y be two interval sets, and suppose we are given a map
ρ : Y →W∇ of interval sets. Then, we define an interval set X ⋊ Y as follows:
• for each n ∈ N, we set
(X ⋊ Y )n := Xn × Yn ;
• for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, put
ϕ∗ : (X ⋊ Y )n → (X ⋊ Ym) ; (x, y) 7→ ((ϕ
ρ(y))∗(x), ϕ∗(y)) .
One can check that X ⋊ Y is actually an interval set with the data above.
Moreover, as in the case of operads, the assignment (X,Y, ρ) 7→ X ⋊ Y gives
rise to a functor
⋊ : Set∇ × Set
/W∇
∇ → Set∇
with, for f : X → X ′ ∈ Set∇ and g : Y → Y ′ ∈ Set
/W∇
∇ ,
f ⋊ g : X ⋊ Y → X ′ ⋊ Y ′ ; (x, y) 7→ (f(x), g(y)) .
The following results were proved in Section 4 in [16].
Lemma 2.9. The degreewise multiplication gives rise to a map
mul : W∇ ⋊W∇ →W∇
of crossed interval groups.
Proposition 2.10 (Proposition 4.4 in [16]). The composition of functors
Set
/W∇
∇ × Set
/W∇
∇
∼= (Set∇ × Set
/W∇
∇ )
/(W∇,W∇)
⋊
−→ Set
/W∇⋊W∇
∇
mul!
−−→ Set
/W∇
∇
defines a monoidal structure on Set
/W∇
∇ with the unit object ∗ → W∇ corre-
sponding to the unit degreewisely.
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We call a monoid object in Set
/W
∇ with respect to the monoidal structure
⋊ a crossed interval monoid. We denote by CrsMon∇ the category of crossed
interval monoids and homomorphisms. By the definition of the functor ⋊, a
crossed interval monoid consists of an interval set G together with data
• a monoid structure on Gn for each n ∈ N;
• a map G → W∇ of interval sets with Gn → (W∇)n being a monoid
homomorphism, which endows ∇(〈〈m〉〉, 〈〈n〉〉) with a left Gn-action;
satisfying certain conditions. Comparing it with the definition of crossed interval
groups, one obtains the following results.
Lemma 2.11 (Lemma 4.8 in [16]). A crossed interval group G determines
a crossed interval monoid. Moreover, it gives rise to a functor CrsGrp →
CrsMon.
Proposition 2.12 (Proposition 4.13 in [16]). The functor CrsGrp→ CrsMon
is fully faithful. Moreover, a crossed monoid M belongs to the essential image
if and only if the monoid Mn is a group for each n ∈ N.
Remark 2.13. In the paper [16], we considered more general situation; a monoidal
structure ⋊G was introduced on the category Set
/G
∇ for arbitrary crossed in-
terval group G. The monoidal structure ⋊ is recovered with G = W∇. It was
proved that there is an equivalence
CrsMon
/G
∇
∼=Mon(Set
/G
∇ ,⋊G)
of categories, where the right hand side is the category of monoid objects. In
particular, if G is a crossed interval subgroup of W∇, so Set
/G
∇ can be seen
as a subcategory of Set
/W∇
∇ , then the monoidal structure ⋊G agrees with the
restriction of ⋊.
3 The embedding of pointed operads
In the previous sections, we prepared two notions of group operads and of
crossed interval groups. Comparing the definition of group operads with Propo-
sition 2.12, the reader may have a feeling that they can be translated to one
another. The goal of this section is to make it clearer and to establish a fully
faithful embedding GrpOp →֒ CrsGrp∇.
We denote byOp∗/ the category of pointed operads; i.e. the coslice category,
or the under category, on the trivial operad ∗. Since the set ∗(n) is a singleton
for each n ∈ N, giving a map ∗ → X of operads is equivalent to giving a family
{en}n of elements en ∈ X (n) satisfying
γ(en; ek1 , . . . , ekn) = ek1+···+kn . (3.1)
We first define a functor Ψ : Op∗/ → Set∇ as follows: recall that morphisms
〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ correspond in one to one to partitions ~k = (k−∞, k1, . . . , kn, k∞)
of m into (n + 2) non-negative integers through the formula (2.1). To simplify
the notation, for a pointed operad X with base points en ∈ X (n), if ~k(ϕ) is the
partition corresponding to ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, then we write eϕj := ek(ϕ)j
for
each j ∈ 〈〈n〉〉. In this case, we define an interval set Ψ(X ) by
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• for each n ∈ N, Ψ(X )n := X (n);
• for a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set
ϕ∗ : Ψ(X )n → Ψ(X )m ; x 7→ γ(e3; e
ϕ
−∞, γ(x; e
ϕ
1 , . . . , e
ϕ
n), e
ϕ
∞). (3.2)
Note that, by virtue of the equation (3.1), for morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 and
ψ : 〈〈l〉〉 → 〈〈m〉〉 in ∇, if ϕ−1{j} \ {±∞} = {i1 < · · · < ik(ϕ)j
} ⊂ 〈〈m〉〉, we have
eϕψj =

γ(e2; e
ψ
−∞, γ(e
ϕ
−∞; e
ψ
i1
, . . . , eψi
k
(ϕ)
j
)) j = −∞ ,
γ(eϕj ; e
ψ
i1
, . . . , eψi
k
(ϕ)
j
) 1 ≤ j ≤ n ,
γ(e2; γ(e
ϕ
∞; e
ψ
i1
, . . . , eψi
k
(ϕ)
j
), eψ∞) j =∞ .
This and the associativity of the compositions in operads imply ψ∗ϕ∗ = (ϕψ)∗
so that Ψ(X ) is in fact an interval set. On the other hand, if f : X → Y is a
map of pointed operads, so we have f(en) = en, then the maps
Ψ(f) : Ψ(X )n → Ψ(Y)n ; x 7→ f(x)
clearly define a map Ψ(f) : Ψ(X )→ Ψ(Y) of interval sets. The functoriality is
obvious so that we obtain a functor Ψ : Op∗/ → Set∇.
Example 3.1. Note that every group operad is by definition pointed. In particu-
lar, the operad S canonically admits the map ∗ → S corresponding to the unit
of each S(n). The interval set Ψ(S) is isomorphic to the interval set S given
in Example 2.5.
Thinking of S as a pointed object in the category Op, we can take the slice
category (Op∗/)/S on S. Then, one can observe that the monoidal structure
⋊ on Op/S lifts to (Op∗/)/S. Indeed, notice that there is an isomorphism
(Op∗/)/S ∼= (Op/S)∗/ so the monoidal structure ⋊ induces a functor
(Op∗/)/S × (Op∗/)/S ∼= (Op/S)∗/ × (Op/S)∗/
⋊
−→ (Op/S)(∗⋊∗)/ ∼= (Op/S)∗/ ∼= (Op∗/)/S .
It is easily verified this defines a monoidal structure on (Op∗/)S/ so that the
functor (Op∗/)/S → Op/S is strictly monoidal.
Lemma 3.2. The functor
ΨS : (Op∗/)/S → Set
/Ψ(S)
∇ = Set
/S
∇
induced by the functor Ψ defined above is strictly monoidal (see Remark 2.13
for the monoidal structure on Set
/S
∇ ).
Proof. It is obvious that the functor ΨS preserves the unit objects, namely
ΨS(∗) = ∗ with regard to the maps into Ψ(S) = S. We have to show the
equation ΨS(X ⋊ Y) = ΨS(X ) ⋊ ΨS(Y) for every pointed operads X and Y
over S. It clearly holds degreewisely, so it suffices to verify the structures of
interval sets agree with each other. Let ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ be a morphism.
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Say ρ : Y → S is the structure map, then in the interval set ΨS(X ⋊ Y), the
induced map ϕ∗ : ΨS(X ⋊ Y)n → ΨS(X ⋊ Y)m is given by
ϕ∗(x, y) = γX⋊Y(e3; e
ϕ
−∞, γX⋊Y((x, y); e
ϕ
1 , . . . , e
ϕ
n), e
ϕ
∞)
= (γX (e3; e
ϕ
−∞, γX (x; e
ϕ
ρ(y)−1(1), . . . , e
ϕ
ρ(y)−1(n)), e
ϕ
∞),
γY(e3; e
ϕ
−∞, γY(y; e
ϕ
1 , . . . , e
ϕ
n), e
ϕ
∞))
(3.3)
Note that for each σ ∈ Sn, we have
eϕ
σ
±∞ = e
ϕ
±∞ , e
ϕσ
j = e
ϕ
σ−1(j) for 1 ≤ j ≤ n .
Hence, the right hand side of (3.3) can be written as ((ϕρ(y))∗(x), ϕ∗(y)), which
is exactly the image of the pair (x, y) under the map ϕ∗ : (ΨS(X )⋊ΨS(Y))n →
(ΨS(X )⋊ΨS(Y))m. It follows that ΨS(X ⋊Y) is identical to ΨS(X )⋊ΨS(Y)
as interval sets. The structure maps into S obviously coincide, so we obtain the
result.
Theorem 3.3. The functor ΨS induces a fully faithful functor
Ψ̂ :MonOp→ CrsMon
/S
∇ .
Moreover, it restricts to a right adjoint functor GrpOp→ CrsGrp
/S
∇ .
Proof. Since the functor ΨS is strictly monoidal as proved in Lemma 3.2, it
induces a functor Ψ̂ between the categories of monoid objects. More precisely,
it sends a monoid operad X = (X , mul, e) to the interval set ΨS(X ) over S
together with the structure maps
mul : ΨS(X ) ⋊ΨS(X ) = ΨS(X ⋊ X )
Ψ(mul)
−−−−→ ΨS(X )
e : ∗ = ΨS(∗)
Ψ(e)
−−−→ ΨS(X ) .
Hence, the monoid structure on each Ψ̂(X )n coincides with that on X (n).
Clearly Ψ̂ is faithful, so we show it is also full.
Let X and Y be two monoid operads, and suppose f : Ψ̂(X ) → Ψ(Y) be a
map of crossed interval monoids. To see f comes from a map of monoid operads,
it is enough to show that the maps
f : X (n) = ΨS(X )n
f
−→ ΨS(Y)n = Y(n)
form a map of operads. Since it preserves the unit elements, we have f(en) = en;
in particular, f preserves the identities id = e1 of operads. If x ∈ X (n) =
ΨS(X )n and xi ∈ X (ki) for 1 ≤ i ≤ n, the definition of monoid operads implies
γX (x;x1, . . . , xn) = γX (x; ek1 , . . . , ekn)
· γX (e3; e0, x1, ek2+···+kn)
· γX (e3; ek1 , x2, ek3+···+kn)
...
· γX (e3; ek1+···+kn−1 , xn, e0) .
(3.4)
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Taking the unique morphism µ : 〈〈k1 + · · · + kn〉〉 → 〈〈n〉〉 with k
(µ)
±∞ = 0 and
k
(µ)
j = kj for j ∈ 〈n〉 and the morphism ρj : 〈〈k1 + · · ·+ kn〉〉 → 〈〈kj〉〉 defined by
ρj(i) :=

−∞ i ≤ k1 + · · ·+ kj−1 ,
i− (k1 + · · ·+ kj−1) k1 + · · ·+ kj−1 + 1 ≤ i ≤ k1 + · · ·+ kj ,
∞ i ≥ k1 + · · ·+ kj + 1 ,
then, by the definition (3.2) of the functor Ψ, we can rewrite the formula (3.4)
as follows:
γX (x;x1, . . . , xn) = µ
∗(x)ρ∗1(x1)ρ
∗
2(x2) . . . ρ
∗
n(xn) .
The same formula also holds in Y, and, since f is a map of crossed interval
monoids, we obtain
f(γX (x;x1, . . . , xn)) = f(µ
∗(x)ρ∗1(x1) . . . ρ
∗
n(xn))
= f(µ∗(x))f(ρ∗1(x1)) . . . f(ρ
∗
n(xn))
= µ∗(f(x))ρ∗1(f(x1)) . . . ρ
∗
n(f(xn))
= γY(f(x); f(x1), . . . , f(xn)) .
This implies that the maps f : X (n)→ Y(n) form a map of monoid operads.
As for the last statement, it follows from Proposition 1.8, Proposition 2.12,
Theorem 1.5, Theorem 2.3, Theorem 2.7, and General Adjoint Functor Theorem
(e.g. see Theorem 1.66 in [1]).
Note that, by virtue of Remark 2.8, the inclusion S →֒W∇ of crossed inter-
val group induces a fully faithful functor CrsGrp
/S
∇ →֒ CrsGrp∇. Combining
it with Theorem 3.3, one obtains an embedding GrpOp→ CrsGrp∇. Hence,
in the rest of the paper, we identify group operads with their images under
this functor. In particular, under this convention, we have S = Ψ̂(S), which
explains the coincidence of the notations.
4 Operadic interval groups
In this section, we aim to determine the essential image of the embedding
GrpOp →֒ CrsGrp∇. Since it is fully faithful, it will provide an alterna-
tive definition of group operads. Furthermore, we will see that there is a larger
class of crossed interval groups which are associated to operads. This result
suggests an extension of the notion of group operads.
First of all, we need to know about the category ∇.
Definition. Let ϕ : 〈〈m〉〉 → 〈〈n〉〉 be a morphism in ∇.
(1) ϕ is said to be active if we have ϕ : ϕ−1{±∞} → {±∞}.
(2) ϕ is said to be inert if the restriction ϕ : ϕ−1{1, . . . , n} → {1, . . . , n} is
bijective.
Remark 4.1. In the paper [11], Lurie considered the notions above for morphisms
in the category Fin∗ of pointed finite sets. Actually, we have a functor
∇ → Fin∗ ; 〈〈n〉〉 7→ 〈〈n〉〉/{±∞} .
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A morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is active (resp. inert) if and only if so is its
image in Fin∗.
The following results are easy to verify.
Lemma 4.2. (1) Every morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ uniquely factors as
ϕ = µρ with ρ inert and µ active.
(2) Every inert morphism admits a unique section in ∇.
In the following arguments, inert morphisms play distinguished roles. One
reason is the definition of the functor Ψ̂; if G is a group operad, then the group
G(k) admits embeddings into G(n) provided k ≤ n, namely the group homo-
morphisms of the form
G(k)→ G(n) ; x 7→ γ(e3; ep, x, eq)
with n = k + p+ q. In terms of the category ∇, they are realized as the maps
induced by inert morphisms ρ : 〈〈n〉〉 → 〈〈k〉〉. For example if ρ : 〈〈n〉〉 → 〈〈k〉〉 is
an inert morphism with the unique section δ : 〈〈k〉〉 → 〈〈n〉〉, then the map ρ∗ :
S(k)→ S(n) exhibits each permutation σ on 〈k〉 as that on {δ(1), . . . , δ(k)} ⊂
〈n〉. This embeddability is one of the characteristic properties of group operads
among general crossed interval groups.
Lemma 4.3. For a crossed interval group G, the following are equivalent:
(a) the unique map G → W∇ of crossed interval groups factors through the
hyperoctahedral crossed interval group H ⊂W∇.
(b) for every inert morphism ρ : 〈〈n〉〉 → 〈〈k〉〉, and for every x ∈ Gk, we have
ρx = ρ.
In the case the conditions above are satisfied, each inert morphism ρ : 〈〈n〉〉 →
〈〈k〉〉 ∈ ∇ induces an injective group homomorphism ρ∗ : Gk → Gl.
Proof. Note that, for each n ∈ N, the subgroup Hn ⊂ (W∇)n consists of ele-
ments whose actions on inert morphisms are trivial. Since the map G → W∇
respects the action on morphisms, this implies the conditions (a) and (b) are
equivalent.
The last statement is directly follows from the definition of crossed groups
(e.g. see Lemma 1.1 in [16]).
Remark 4.4. The last statement in Lemma 4.3 is not equivalent to the two
conditions. For example, there is a crossed interval group Refl which is the
constant presheaf at Z/2Z and the action on hom-sets “reverses the order.” This
has non-trivial actions on inert morphisms while every morphism ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇ induces a group homomorphism ϕ∗ : Refln → Reflm.
The next property we discuss is the commutativity of elements with “distinct
supports.” Suppose G is a group operad, and consider two embeddings
η : G(k)→ G(k + l) ; x 7→ γ(e2;x, el) ,
η′ : G(l)→ G(k + l) ; y 7→ γ(e2; ek, y) .
Then, for each x ∈ G(k) and y ∈ G(l), we have η(x)η′(y) = η′(y)η(x) in G(k+ l).
In other words, they induces an injective group homomorphism G(k) × G(l)→
G(k+l). To formulate this phenomenon in terms of the category∇, we introduce
the following notion.
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Definition. We say two morphisms ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 in
∇ with the same domain are dissociated if, for each morphism α : 〈〈1〉〉 → 〈〈n〉〉 ∈
∇, either of the compositions ϕ1α or ϕ2α factors through the object 〈〈0〉〉 ∈ ∇.
Note that, in view of the identification ∇(〈〈1〉〉, 〈〈n〉〉) ∼= 〈〈n〉〉, two morphisms
ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 in ∇ are dissociated if and only if, for
each i ∈ 〈〈n〉〉, either ϕ1(i) or ϕ2(i) is ±∞. This observation leads to the result
below.
Lemma 4.5. Let ϕi : 〈〈n〉〉 → 〈〈ki〉〉 (i = 1, 2) be morphisms in ∇.
(1) If ϕ1 = µ1ρ1 and ϕ2 = µ2ρ2 are the unique factorizations into inert
morphisms followed by active morphisms, then ϕ1 and ϕ2 are dissociated
if and only if ρ1 and ρ2 are so.
(2) For a morphism ψ : 〈〈m〉〉 → 〈〈→ 〈〈n〉〉 ∈ ∇, the compositions ϕ1ψ and
ϕ2ψ are dissociated provided so are ϕ1 and ϕ2.
Lemma 4.6. Let G be a crossed interval group satisfying the conditions in
Lemma 4.3, and suppose ϕ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ϕ2 : 〈〈n〉〉 → 〈〈k2〉〉 are dissociated
morphisms of ∇. Then, for each element x ∈ G(k1) and every morphism ψ :
〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we have
ϕ2ψ
ϕ∗1(x) = ϕ2ψ .
Proof. Since the unique map G → W∇ factors through G → H, and since it
respects the actions on the morphisms of∇, it will suffice to verify the statement
only in the caseG = H. Note that, for a morphism ψ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, and for
an element (σ; ~ε) ∈ Hn, the compositions ϕ2ψ(σ;~ε) is, as a map, the composition
〈〈m〉〉
ψ∗(σ)−1
−−−−−→ 〈〈m〉〉
ψ
−→ 〈〈n〉〉
σ
−→ 〈〈n〉〉
ϕ2
−→ 〈〈k2〉〉 .
If (σ; ~ε) belongs to the image of the map ϕ∗1 : Hk1 → Hn, the dissociativity
of ϕ1 and ϕ2 implies the permutation σ is the identity except on exactly one
of ϕ−12 {−∞} or ϕ
−1
2 {∞}. Hence, we have ϕ2 ◦ σ = ϕ2 as maps. In the same
reason, by virtue of Lemma 4.5, we obtain ϕ2 ◦ ψ ◦ ψ∗(σ)−1 = ϕ2 ◦ ψ. This
completes the proof.
Now, we formulate the “operad-like” crossed interval groups as below.
Definition. A crossed interval group G is said to be operadic if it satisfies the
following:
(i) G satisfies the equivalent conditions in Lemma 4.3;
(ii) if ρ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ρ2 : 〈〈n〉〉 → 〈〈k2〉〉 are dissociated inert morphisms
in ∇, then elements of the images ρ∗1(Gk1) commute with those of ρ
∗
2(Gk2);
in other words, the commutator [ρ∗1(Gk1 ), ρ
∗
2(Gk2)] ⊂ Gn is trivial.
Example 4.7. As expected, for every group operad G, the crossed interval group
Ψ̂(G) is operadic. To see this, notice that if ρ1 : 〈〈n〉〉 → 〈〈k1〉〉 and ρ2 : 〈〈n〉〉 →
〈〈k2〉〉 are dissociated inert morphisms, then there are integers k±∞ and l such
that, for each xi ∈ G(ki),
ρ∗i1(xi1 ) = γ(e5; e−∞, xi1 , el, eki2 , e∞) , ρ
∗
i2(xi2 ) = γ(e5; e−∞, ei2 , el, xi2 , e∞)
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for {i1, i2} = {1, 2}. Hence, the condition on group operads implies these el-
ements commute with each other. In view of Lemma 4.5, it follows Ψ̂(G) is
operadic.
Example 4.8. The crossed interval group H is operadic. This follows from the
direct computation and that S is operadic.
Operadic crossed interval groups are actually associated with operads. To
see it, we introduce some notions for simplicity; for a sequence ~k = (k1, . . . , kn)
of non-negative integers, we put
• µ~k : 〈〈k1 + · · ·+ kn〉〉 → 〈〈n〉〉 ∈ ∇ to be the unique active morphism with
#µ−1~k
{j} = kj for each 1 ≤ j ≤ n; and
• ρ
(~k)
j : 〈〈k1 + · · ·+ kn〉〉 → 〈〈kj〉〉 ∈ ∇ to be the inert morphism given by
〈〈k1 + · · ·+ kn〉〉
∼= {−∞, 1, . . . , k1 + · · ·+ kj−1} ⋆ 〈kj〉
⋆ {k1 + · · ·+ kj + 1, . . . , k1 + · · ·+ kn,∞}
const⋆id⋆const
−−−−−−−−−→ {−∞} ⋆ 〈kj〉 ⋆ {∞}
∼= 〈〈kj〉〉 .
For an operadic crossed interval group G, we define an operad OG as follows:
• for each n ∈ N, OG(n) := Gn;
• the composition
γ : OG(n)×OG(k1)× · · · × OG(kn)→ OG(k1 + · · ·+ kn)
is given by
γ(x;x1, . . . , xn) := µ
∗
~k
(x) · (ρ
(~k)
1 )
∗(x1) . . . (ρ
(~k)
n )
∗(xn) ,
where ~k = (k1, . . . , kn).
The associativity is seen as follows: let x ∈ Gn, xi ∈ Gki , and x
(i)
s ∈ Gk(i)s for
1 ≤ i ≤ n and 1 ≤ s ≤ ki, and put ~l = (
∑
s k
(1)
s , . . . ,
∑
s k
(n)
s ). Then, we have
γ
(
x; γ(x1;x
(1)
1 , . . . , x
(1)
k1
), . . . , γ(xn;x
(n)
1 , . . . , x
(1)
kn
)
)
= µ∗~l (x) · (ρ
(~l)
1 )
∗
(
µ∗~k(1)(x1) · (ρ
(~k(1))
1 )
∗(x
(1)
1 ) . . . (ρ
(~k(1))
k1
)∗(x
(1)
k1
)
)
. . . (ρ(
~l)
n )
∗
(
µ∗~k(n)(xn) · (ρ
(~k(n))
1 )
∗(x
(n)
1 ) . . . (ρ
(~k(n))
kn
)∗(x
(n)
kn
)
)
.
(4.1)
Since G is operadic, each (ρ
(~l)
i )
∗ is a group homomorphism. In addition, ρ
(~l)
i
and ρ
(~l)
j are dissociated provided i 6= j, so by virtue of Lemma 4.6, the right
hand side of (4.1) is written as
µ∗~l (x)(µ~k(1)ρ
(~l)
1 )
∗(x1) . . . (µ~k(n)ρ
(~l)
n )
∗(xn)
· (ρ
(~k(1))
1 ρ
(~l)
1 )
∗(x
(1)
1 ) . . . (ρ
(~k(1))
k1
ρ
(~l)
1 )
∗(x
(1)
k1
) . . . (ρ
(~k(n))
kn
ρ(
~l)
n )
∗(x
(n)
kn
) . (4.2)
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Finally, using the formulas
µ~l = µ~kµ~k(1)...~k(n)
µ~k(i)ρ
(~l)
i = ρ
(~k)
i µ~k(1)...~k(n)
ρ(
~k(i))
s ρ
(~l)
i = ρ
(~k(1)...~k(n))
k1+···+ki−1+s
with ~k(1) . . .~k(n) = (k
(1)
1 , . . . , k
(1)
k1
, . . . , k
(n)
kn
), (4.2) is furthermore equal to
µ∗~k(1)...~k(n)
(
µ∗~k(x)(ρ
(~k)
1 )
∗(x1) . . . (ρ
(~k)
n )
∗(xn)
)
· (ρ
(~k(1) ...~k(n))
1 )
∗(x
(1)
1 ) . . . (ρ
(~k(1) ...~k(n))
k1
)∗(x
(1)
k1
) . . . (ρ
(~k(1) ...~k(n))
k1+···+kn
)∗(x
(n)
kn
)
= γ(γ(x;x1, . . . , xn);x
(1)
1 , . . . , x
(1)
k1
, . . . , x
(n)
kn
) .
Clearly, the unit e1 ∈ G1 = OG(1) behaves as the identity, so OG is in fact an
operad.
Example 4.9. If G is a group operad, we have a strict identification
OΨ̂(G) = G .
In particular, OS = S.
We denote by CrsOpGrp ⊂ CrsGrp
/H
∇ the full subcategory spanned by
operadic crossed interval groups. On the other hand, we define a category Opgr
whose objects are operads O equipped with a group structure on each O(n)
and whose morphisms are maps of operads which are group homomorphisms
level-wisely. Then, the assignment G 7→ OG clearly extends to a functor O(–) :
CrsOpGrp → Opgr. By abuse of notation, we write H = OH, so we have the
induced functor
OH(–) : CrsOpGrp→ Op
/H
gr .
Theorem 4.10. The functor OH(–) is a fully faithful functor.
Proof. To obtain the result, it suffices to show that, for operadic crossed interval
groups G and H , a family {f : Gn → Hn}n∈N of group homomorphisms forms
a map of crossed interval group if and only if it forms a map of operads. This
is verified almost identically to the first part of Theorem 3.3.
Theorem 4.11. The subcategory CrsOpGrp ⊂ CrsGrp
/H
∇ is reflective; i.e.
the inclusion functor admits a left adjoint.
Proof. For a crossed interval group G over H, define K(G)n ⊂ Gn to be the
subgroup generated by the commutators
[ρ∗1(x1), ρ
∗
2(x2)] = ρ
∗
1(x1)ρ
∗
2(x2)ρ
∗
1(x1)
−1ρ∗2(x2)
−1
= ρ∗1(x1)ρ
∗
2(x2)ρ
∗
1(x
−1
1 )ρ
∗
2(x
−1
2 )
for dissociated inert morphisms ρi : 〈〈n〉〉 → 〈〈ki〉〉 and xi ∈ Gki for i = 1, 2. We
assert K(G) = {K(G)n}n forms a crossed interval subgroup of G. Indeed, for
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a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, in view of Lemma 4.6, we have
ϕ∗([ρ∗1(x1), ρ
∗
2(x2)])
= (ρ1ϕ
ρ∗2(x2)ρ
∗
1(x
−1
1 )ρ
∗
2(x
−1
2 ))∗(x1)(ρ2ϕ
ρ∗1(x
−1
1 )ρ
∗
2(x
−1
2 ))∗(x2)
· (ρ1ϕ
ρ∗2(x
−1
2 ))∗(x−11 )(ρ2ϕ)
∗(x−12 )
= (ρ1ϕ
ρ∗1(x
−1
1 )ρ
∗
2(x
−1
2 ))∗(x1)(ρ2ϕ
ρ∗2(x
−1
2 ))∗(x2)(ρ1ϕ)
∗(x−11 )(ρ2ϕ)
∗(x−12 )
= ((ρ1ϕ)
x−11 )∗(x1)((ρ2ϕ)
x−12 )∗(x2)(ρ1ϕ)
∗(x−11 )(ρ2ϕ)
∗(x−12 )
= [((ρ1ϕ)
x−11 )∗(x1), ((ρ2ϕ)
x−12 )∗(x2)] .
(4.3)
Using Lemma 4.5, one can see morphisms (ρ1ϕ)
x−11 and (ρ2ϕ)
x−12 are dissociated,
so (4.3) is one of generators of K(G)m. Hence, K(G) is a crossed interval
subgroup of G by virtue of Theorem 2.7.
Now, if H is an operadic crossed interval group, then every map f : G→ H
of crossed interval groups sends the generators of K(G) to the unit. This in
particular implies the mapK(G)→ H factors through the initial crossed interval
group ∗ ⊂ H, and the unique map K(G)→ ∗ of interval sets is actually a map
of crossed interval groups. We define a crossed interval group G˜ by the following
pushout square in CrsGrp
/H
∇ :
K(G) //
 _

∗

G // G˜
.
It is obvious that G˜ is operadic. Moreover, the observation above shows that
every map G → H of crossed interval groups uniquely factors through G → G˜
provided H is operadic. In other words, the assignment G 7→ G˜ gives the
left adjoint of the inclusion CrsOpGrp →֒ CrsGrp
/H
∇ , which is exactly the
required result.
Example 4.12. Recall that we have a functor
j : ∆→ ∇ ; [n] 7→ {−∞} ⋆ [n] ⋆ {∞} ∼= 〈〈n+ 1〉〉
from the simplex category ∆. By Theorem 5.14 in [16], it induces a left adjoint
functor
jH♭ : CrsGrp∆ → CrsGrp
/H
∇ .
According to the computations in [16] (precisely, Example 5.12 and 5.13), for
a crossed simplicial group G, the crossed interval group jH♭ G is described as
follows: for each n ∈ N, the group (jH♭ G)n is the one generated by pairs (x, ρ)
of an inert morphism ρ : 〈〈n〉〉 → 〈〈k〉〉 and an element x ∈ Gk−1, with assuming
G−1 = π0G, which are subject to relation
(xy, ρ) ∼ (x, ρ)(y, ρ) . (4.4)
In particular, (jH♭ G)n is the free product of copies of Gk−1 indexed by inert
morphisms ρ : 〈〈n〉〉 → 〈〈k〉〉 with k varying. To obtain the “operadification” of
jH♭ G, we only have to force the relation
(x1, ρ1)(x2, ρ2) ∼ (x2, ρ2)(x1, ρ1)
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for dissociated inert morphisms ρi : 〈〈n〉〉 → 〈〈ki〉〉 and elements xi ∈ Gki−1 in
addition to (4.4).
As seen in Example 4.7, the embedding Ψ̂ : GrpOp → CrsGrp
/H
∇ factors
through the subcategory CrsOpGrp →֒ CrsGrp
/H
∇ . To conclude the section,
we compute the essential image of Ψ̂. This is essentially achieved by interpreting
the condition (1.1) in terms of crossed interval groups.
Definition. A crossed interval group G is said to be tame if it satisfies the
following condition: for each sequence ~k = (k1, . . . , kn) and for each x ∈ Gn and
xi ∈ Gki for 1 ≤ i ≤ n, one has
µ∗~k(x) · (ρ
(~k)
i )
∗(xi) = (ρ
(x∗(~k))
x(i) )
∗(xi) · µ
∗
~k
(x) ,
where we put x∗(~k) = (kx−1(1), . . . , kx−1(n)).
Theorem 4.13. A crossed interval group G belongs to the essential image of
the functor Ψ̂ : GrpOp→ CrsGrp∇ if and only if it is operadic and tame and
lies over S ⊂W∇.
Proof. If G = Ψ̂(G) for a group operad G, then for ~k = (k1, . . . , kn), x ∈ Gn,
and xi ∈ Gki for 1 ≤ i ≤ n, we have
µ∗~k(x) · (ρ
(~k)
i )
∗(xi) = γ(x; ek1 , . . . ,
i
⌣
xi, . . . , ekn)
= γ(en; ek
x−1(1)
, . . . ,
x(i)
⌣
xi , . . . , ek
x−1(n)
) · γ(x; ek1 , . . . , ekn)
= (ρ
(x∗(~k))
x(i) )
∗(xi) · µ
∗
~k
(x) .
Hence, Ψ̂(G) is tame as well as operadic.
Conversely, suppose G is an operadic and tame crossed interval group over
S. We assert OG is a group operad. Indeed, in view of Example 4.9, the operad
OG admits a canonical map OG → OS = S of operads which is level-wise group
homomorphism. In addition, since G is tame, for x, y ∈ Gn and xi, yi ∈ Gki ,
we have
γ(xy;x1y1, . . . , xnyn) = µ
∗
~k
(xy)(ρ
(~k)
1 )
∗(x1y1) . . . (ρ
(~k)
n )
∗(xnyn)
= µ∗
y∗(~k)
(x)µ∗~k(y)
· (ρ
(~k)
1 )
∗(x1)(ρ
(~k)
1 )
∗(y1) . . . (ρ
(~k)
n )
∗(xn)(ρ
(~k)
n )
∗(yn)
= µ∗
y∗(~k)
(x)(ρ
(y∗(~k))
y(1) )
∗(x1) . . . (ρ
(y∗(~k))
y(n) )
∗(xn)
· µ∗~k(y)(ρ
(~k)
1 )
∗(y1) . . . (ρ
(~k)
n )
∗(yn)
= γ(x;xy−1(1), . . . , xy−1(n))γ(y; y1, . . . , yn) .
This implies OG satisfies the condition (1.1), and it is a group operad. Now, it
is clear that Ψ̂(OG) ∼= G, and this completes the proof.
Similarly to the operadicity, for each crossed interval group G over S, one
can find a crossed interval subgroup L(G) ⊂ G so that
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(i) L(G) is non-crossed; i.e. there is a map L(G) → ∗ of crossed interval
groups;
(ii) G 7→ L(G) is functorial; i.e. every map f : G → H of crossed interval
groups over S restricts to L(G)→ L(H);
(iii) for each n ∈ N, L(G)n ⊂ Gn contains all the elements of the form
µ∗~k(x) · (ρ
(~k)
i )
∗(xi) · µ
∗
~k
(x)−1 · (ρ
(x∗(~k))
x(i) )
∗(xi)
−1
for ~k = (k1, . . . , km) with
∑
ki = n, x ∈ Gm, and xi ∈ Gki ;
(iv) L(G) is trivial provided G is tame.
Then, the “taming” Gt of G is obtained by the following pushout square in
CrsGrp
/S
∇
L(G) //
 _

∗

G // Gt
,
and it gives rise to a left adjoint to the inclusion of the full subcategoryCrsGrptame∇ ⊂
CrsGrp
/S
∇ spanned by tame crossed interval groups. Moreover, since the op-
eradification and the taming commute with each other, the latter is restricted
so as to induce the left adjoint to the functor Ψ̂:
(–)t : CrsOpGrp
))
⊥ CrsOpGrptameii : Ψ̂ ,
where CrsOpGrptame = CrsOpGrp ∩ CrsGrptame∇ . Note that, in view of
Theorem 4.13, the functor Ψ̂ induces an equivalence (actually an isomorphism)
GrpOp ≃ CrsOpGrptame. Hence, we obtain an explicit description of the left
adjoint to Ψ̂, which has been proved to exist in Theorem 3.3.
Remark 4.14. It was proved in Theorem 3.5 in [7] that the category GrpOp is
locally presentable. The observation above gives us an alternative proof of this
fact: in view of Theorem 3.3, we may regardGrpOp as a reflective subcategory
of CrsGrp
/S
∇ . It is verified that operadic crossed interval groups and tame
ones are closed under filtered colimits respectively. Then, GrpOp is locally
presentable thanks to Corollary to Theorem 2.48 in [1].
5 Associative algebras
In this final section, we give an application of the results established in the
previous sections.
We begin with the following observation. Let C be a monoidal category.
Then, the category of monoid objects of C is equivalent to the categoryMultCat(∗, C⊗)
of multifunctors from the terminal operad to the multicategory C⊗ associated
to C. We write
Alg(C) :=MultCat(∗, C⊗) .
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The assignment gives rise to a 2-functor
Alg(–) :MonCat→ Cat .
It was shown in Section VII.5 in [12] that the 2-functor is represented by the
category ∆˜ of finite ordinals and order-preserving maps with the join ⋆ as the
monoidal structure. Indeed, as easily checked, the following data defines a
multifunctor M : ∗ → ∆˜⊗:
• for the unique object ∗ of ∗, we set M(∗) := 〈1〉;
• for the unique operations µn ∈ ∗(n), we set
M(µn) ∈ ∆˜
⊗(〈1〉 . . . 〈1〉; 〈1〉) = ∆˜(〈1〉 ⋆ · · · ⋆ 〈1〉, 〈1〉) = ∆˜(〈n〉, 〈1〉)
to be the unique morphism to the terminal object 〈1〉.
Then, the precomposition with M gives rise to a functor
MonCat(∆˜, C)
(–)⊗
−−−→MultCat(∆˜⊗, C⊗)
M∗
−−→ Alg(C)
for each monoidal category C, which is claimed to be an equivalence.
On the other hand, if G is a group operad, then we can consider the compo-
sition
MonCatG
forget
−−−−→MonCat
Alg(–)
−−−−→ Cat . (5.1)
We discuss the representability of this 2-functor. We first have to construct
a candidate of the representing object. In view of Theorem 3.3, we regard the
categoryCrsGrp as a full subcategory ofCrsGrp
/S
∇ , so we may identify G with
its image ΨS(G) in CrsGrp
/S
∇ . On the other hand, we regard the category ∆˜
as a subcategory of ∇ with all the objects and morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 with
ϕ−1{±∞} = {±∞}, and put J : ∆˜ → ∇ the inclusion. Note that crossed ∆˜-
groups are usually called augmented crossed simplicial groups since the canonical
embedding ∆ → ∆˜ induces a fully faithful functor CrsGrp/∆ → CrsGrp/∆˜
whose essential image consists of G with G0 trivial in the degree in ∆˜ ⊂ ∇ (not
in ∆). Hence, pulling back along J, we obtain an augmented crossed simplicial
group J♮G by virtue of Theorem 5.14 in [16] so as to form the total category
∆˜J♮G (see Remark 2.2).
Lemma 5.1. Let G be a group operad. Then, the monoidal structure on ∆˜
extends to the total category ∆˜J♮G so that it is G-symmetric.
Proof. Since the inclusion ∆˜→ ∆˜J♮G is bijective on objects, we have to extends
the monoidal product on morphisms. Recall that morphisms of ∆˜J♮G are of the
form (ϕ, x) : 〈m〉 → 〈n〉 with ϕ : 〈m〉 → 〈n〉 ∈ ∆˜ and x ∈ G(m). For morphisms
(ϕi, xi) : 〈mi〉 → 〈ni〉 for 1 = 1, 2, we set
(ϕ1, x1) ⋆ (ϕ2, x2) :=
(
ϕ1 ⋆ ϕ2, γ(e2;x1, x2)
)
.
The functoriality is obvious, and the strict associativity follows from those of
the join and the composition operation in the operad G.
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To introduce a G-symmetric structure, note that we have
(∆˜⊗
J♮G
⋊ G)(〈k1〉 . . . 〈kn〉; 〈m〉) = ∆˜J♮G(〈k1 + · · ·+ kn〉, 〈m〉)× G(n).
We then consider the map
(∆˜⊗
J♮G
⋊ G)(〈k1〉 . . . 〈kn〉; 〈m〉) → ∆˜
⊗
J♮G
(〈k1〉 . . . 〈kn〉; 〈m〉)
((ϕ, x), u) 7→
(
ϕ, x · γ(u; ek1 , . . . , ekn
)
.
(5.2)
Using the description of the crossed interval group S in Example 2.5, one can
check the following formula:(
ϕ, x · γ(u; ek1 , . . . , ekn)
)
◦
(
ϕ1 ⋆ · · · ⋆ ϕn, γ(en;x1, . . . , xn)
)
=
(
ϕ ◦ (ϕu−1(1) ⋆ · · · ⋆ ϕu−1(n))
x,
(ϕu−1(1) ⋆ · · · ⋆ ϕu−1(n))
∗(x) · γ(u;x1, . . . , xn)
)
,
which implies (5.2) actually defines an identity-on-object multifunctor ∆˜⊗
J♮G
⋊
G → ∆˜⊗
J♮G
. It is obvious that it exhibits ∆˜J♮G as a G-symmetric monoidal
category.
We assert that the G-symmetric monoidal category ∆˜⊗
J♮G
in fact represents
the 2-functor (5.1). To see this, notice that, since the 2-category MultCatG is
the category of 2-algebras over the 2-monad (–)⋊ G, we have an isomorphism
MultCat(M,N ) ∼=MultCatG(M ⋊ G,N )
of categories for each M ∈ MultCat and N ∈ MultCatG . Hence, for G-
symmetric monoidal category C, we have a canonical isomorphism
Alg(C) =MultCat(∗, C⊗) ∼=MultCatG(G, C
⊗) ,
here we use the isomorphism ∗ ⋊ G ∼= G. We define a multifunctor MG : G →
∆˜J♮G as follows:
• for the unique object ∗ of G, set MG(∗) := 〈1〉;
• for each x ∈ G(n), we put MG(x) := (µn, x) ∈ ∆˜J♮G(〈n〉, 〈1〉), where
µn : 〈n〉 → 〈1〉 ∈ ∆˜ is the unique map into the terminal object in ∆˜.
It is straightforward from the description (5.2) that MG is even G-symmetric.
Proposition 5.2. Let G be a group operad. Then, for every G-symmetric
monoidal category C, the functor
MonCatG(∆˜J♮G , C)
(–)⊗
−−−→MultCatG(∆˜
⊗
J♮G
, C⊗)
M∗G
−−→MultCatG(G, C
⊗) ∼= Alg(C) ,
(5.3)
where the second functor is induced by the precomposition with MG : G → ∆˜
⊗
J♮G
is an equivalence of categories.
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Proof. We actually construct the inverse to the composition, sayM⊗G , of the first
two functors in (5.3). We use the unbiased convention for monoidal categories
described in Chapter 3 in [10].
Notice first that every morphism 〈m〉 → 〈n〉 ∈ ∆˜ can be uniquely written in
the form µk1 ⋆ · · · ⋆ µkn for a sequence ~k = (k1, . . . , kn) with k1 + · · ·+ kn = m
(cf. Eq. (2.1)), where µk : 〈k〉 → 〈1〉 is the unique map into the terminal object
〈1〉 in ∆˜. For a G-symmetric multifunctor F : G → C⊗, we define a functor
F⊗ : ∆˜J♮G → C as follows:
• for each n ∈ N, we set F⊗(〈n〉) := F (∗)
⊗n, where ∗ is the unique object
of the operad G;
• for each morphism (ϕ, x) : 〈m〉 → 〈n〉 ∈ ∆˜J♮G , say ϕ = µk1 ⋆ · · · ⋆ µkn , we
define a morphism F⊗(ϕ, x) : F (∗)⊗m → F (∗)⊗n to be the composition
F (∗)⊗m
Θx
−−→ F (∗)⊗m ∼= F (∗)⊗k1⊗· · ·⊗F (∗)⊗kn
F (ek1 )⊗···⊗F (ek1 )
−−−−−−−−−−−−→ F (∗)⊗n ,
where Θx is the natural transformation defined in (1.8).
The naturality of Θx implies that, if we have a sequence (l1, . . . , lm), the square
below commutes in C:
F (∗)⊗l1 ⊗ · · · ⊗ F (∗)⊗lm
Θx

F (el1 )⊗···⊗F (elm ) // F (∗)⊗m
Θx

F (∗)⊗lx−1(l1) ⊗ · · · ⊗ F (∗)⊗lx−1(m)
F (el
x−1(1)
)⊗···⊗F (el
x−1(m)
)
// F (∗)⊗m
.
Since the left vertical arrow agrees with the morphism Θγ(x;el1 ,...,elm ) under the
isomorphisms
F (∗)⊗l1 ⊗ · · · ⊗ F (∗)⊗lm ∼= F (∗)⊗(l1+···+lm)
∼= F (∗)
⊗l
x−1(l1) ⊗ · · · ⊗ F (∗)⊗lx−1(m) ,
the functoriality of F⊗ follows. In addition, it is straightforward from the defi-
nition that F⊗ is monoidal, with the comparison isomorphism
F (〈k1〉)⊗ · · · ⊗ F (〈kn〉) = F (∗)
⊗k1 ⊗ · · · ⊗ F (∗)⊗kn
∼= F (∗)⊗(k1+···+kn)
= F (〈k1〉 ⋆ · · · ⋆ 〈kn〉) ,
and G-symmetric. On the other hand, note that a multinatural transformation
α : F → G : G → C⊗ consists of a morphism α : F (∗) → G(∗) ∈ C such that,
for each k ∈ N, the square below is commutative:
F (∗)⊗k
F (ek)

α⊗k // G(∗)⊗k
G(ek)

F (∗)
α // G(∗)
.
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It immediately follows that, setting (α⊗)〈k〉 := α
⊗k, we get a natural transfor-
mation α⊗ : F⊗ → G⊗. Hence, the construction above defines a functor
(–)⊗ :MultCatG(G, C
⊗)→MonCatG(∆˜J♮G , C) .
The composition M⊗G ◦ (–)⊗ is clearly identified with the identity functor
on MultCatG(G, C⊗). On the other hand, if F : ∆˜J♮G → C is a G-symmetric
monoidal functor, it is equipped with an isomorphism
λn : (M
⊗
G (F ))⊗(〈n〉) = M
⊗
G (F )(∗)
⊗n = F (〈1〉)⊗n
∼=
−→ F (〈n〉)
for each n ∈ N. We assert λ = {λn}n forms a natural isomorphism M
⊗
G (–)⊗
∼=
Id. Indeed, for each sequence k1, . . . , kn of non-negative integers, the coherence
diagram for λ guarantees the following diagram to commute:
F (〈1〉)⊗k1+···+kn
∼= //
λk1+···+kn

F (〈1〉)⊗k1 ⊗ · · · ⊗ F (〈1〉)⊗kn
λk1⊗···⊗λkn

F (〈k1 + · · ·+ kn〉)
F (µk1⋆···⋆µkn )

F (〈k1〉)⊗ · · · ⊗ F (〈kn〉)
λnoo
F (µk1 )⊗···⊗F (µkn )

F (〈n〉) F (〈1〉)⊗n
λnoo
, (5.4)
where µk : 〈k〉 → 〈1〉 is the unique morphism to the terminal object. Notice
that, according to the description of the multifunctor F⊗ : ∆˜⊗
J♮G
→ C⊗ in the
unbiased convention, the composition of the top arrow and the right vertical
arrows exactly gives the morphism
M⊗G (F )⊗(µk1 ⋆ · · · ⋆ µkn) :M
⊗
G (F )⊗(〈k1 + · · ·+ kn〉)→M
⊗
G (F )⊗(〈n〉) .
Hence, it follows from the commutativity of (5.4) that λ is a natural isomor-
phism. Moreover, the upper half square in (5.4) is precisely the coherence
diagram for λ to be monoidal. In other words, we obtain an isomorphism
λ :M⊗G (F )⊗
∼= F in the categoryMonCatG(∆˜J♮G , C). If α : F → G : ∆˜J♮G → C
is a monoidal natural transformation, then the coherence of α gives us the equa-
tion
λ ◦M⊗G (α)⊗ = α ◦ λ ,
so that λ actually defines a natural isomorphism M⊗G (–)⊗
∼= Id, which exhibits
the functor (–)⊗ as an inverse to M
⊗
G .
To conclude the paper, we mention the relation of the category ∆˜J♮G to the
Hochschild homologies for algebras. For this, we need to recall the paracyclic
category Λ∞, which has the following description due to [6] and [4] (see also
Section 3 of [14]):
• the objects are natural numbers n ∈ N;
• the hom-set Λ∞(m,n) consists of order-preserving maps f : Z→ Z (with
respect to the standard linear order on the integers) such that for each
i ∈ Z, we have
f(i+m+ 1) = f(i) + n+ 1 ;
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• the composition is the obvious one.
As pointed out by Fiedorowicz and Loday, Λ∞ is the total category of a crossed
simplicial group Z . Indeed, there is a canonical faithful and bijective-on-
object functor ∆ → Λ∞, and the unique factorization in Λ∞ exhibits Z =
{AutΛ∞(n)}n as a crossed simplicial group. It is easily verified that Zn ∼= Z
with the simplicial degree. The following result is due to Elmendorf.
Proposition 5.3 (Proposition 1 in [4]). There is an identity-on-object functor
(–) : Λop∞ → Λ∞ such that, for f ∈ λ∞(m,n),
f : Z→ Z ; j 7→ min{i ∈ Z | j ≤ f(i)} .
Example 5.4. Let ϕ : [m] → [n] ∈ ∆ be a map in the simplex category. Under
the identification of it with the image in Λ∞, the composition
ϕ̂ : {0, . . . , n} →֒ Z
ϕ
−→ Z։ Z/(m+ 1)Z ∼= {0, . . . ,m}
is described as follows:
ϕ̂−1{i} =
{
{0, 1, . . . , ϕ(0), ϕ(m) + 1, . . . , n} i = 0 ,
{ϕ(i− 1), ϕ(i− 1) + 1, . . . , ϕ(i)} 1 ≤ i ≤ m .
Hence, seeing ϕ as a morphism in the total category ∆Z , we can write it as a
pair
ϕ =
(
µϕ(0)+n−ϕ(m) ⋆ µϕ(1)−ϕ(0) ⋆ · · · ⋆ µϕ(m)−ϕ(m−1), τ
n−ϕ(m)
n
)
,
where ⋆ is the join of totally ordered sets, µk : [k − 1] → [0] is the unique
morphism to the terminal object in ∆, and τn ∈ Zn is the element corresponding
to 1 ∈ Z under the canonical isomorphism Zn ∼= Z.
Now, suppose C is a G-symmetric monoidal abelian category; i.e. it is abelian
and equipped with a G-symmetric monoidal structure so that the functor
⊗n : C
×n → C
is right exact in each variable for each n ∈ N. We denote by Ch(C) the category
of chain complexes in C. For a monoid object A ∈ C, the Hochschild complex
C•(A) ∈ Ch(C) (with coefficient A) has the following construction, which is
based on the one given in [13]. By virtue of Proposition 5.2, A gives rise to a G-
symmetric monoidal functor A⊗ : ∆˜J♮G → C. On the other hand, the embedding
described in Example 5.5 in [16] enables us to see Z as an augmented crossed
simplicial group, so we can also form the total category ∆˜Z . Note that the
embedding Λ∞ ∼= ∆Z →֒ ∆˜Z identifies Λ∞ with the full subcategory of ∆˜Z
spanned by all but the initial object. Hence, choosing a map Z → J♮G of
augmented crossed simplicial groups, we obtain a paracyclic object in C:
A⊚• : Λ
op
∞
∼= Λ∞ →֒ ∆˜Z → ∆˜J♮G
A⊗
−−→ C ,
where the first isomorphism is the one given in Proposition 5.3. Then, the com-
putations in Example 5.4 shows that the Hochschild complex C•(A) ∈ Ch(C)
is isomorphic to the associated chain complex of the simplicial object A⊚|∆op .
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Remark 5.5. In the above construction, we chose a map Z → J♮G of augmented
crossed simplicial groups. Note that, since Z is connected as a simplicial set, so
the computation in Example 5.12 in [16] shows that for every augmented crossed
simplicial group G, maps Z → G of crossed simplicial groups correspond in one-
to-one to those of augmented ones. It follows that the Hochschild chain C•(A)
is actually indexed by the following isomorphic sets:
CrsGrp∆(Z , J
♮G) ∼= CrsGrp∆˜(Z , J
♮G) ∼= CrsGrp∇(J♭Z ,G) .
Example 5.6. Take G = B the group operad of braid groups. In this case, there
is the following canonical pullback square
Z //

·y
J♮B

C
  // J♮S
in the category CrsGrp∆, where C ⊂ J
♮S is the crossed simplicial subgroup
of cyclic groups. Hence, there is a canonical choice of a Hochschild chain for a
monoid object in a braided monoidal abelian category.
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