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预测状态表示模型的复位算法
刘云龙 吉国力
( 厦门大学自动化系 福建 厦门 361005)
摘 要 预测状态表示( Predictive State Representations，PSRs) 是用于解决局部可观测问题的有效方法． 然而，现实
环境中，通过样本学习得到的 PSR 模型不可能完全准确． 随着计算步数的增多，利用 PSR 模型计算得到的预测向量
有可能越来越偏离其真实值，进而导致 PSR 模型的预测精度越来越低． 文中提出了一种 PSR 模型的复位算法． 通过
使用判别分析方法确定系统所处的 PSR 状态，文中所提算法可对利用计算获取的预测向量复位，从而提高 PSR 模
型的准确性． 实验结果表明，采用复位算法的 PSR 模型在预测精度上明显优于未采用复位算法的 PSR 模型，验证了
所提算法的有效性．
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An Algorithm for Resetting PSR Models
LIU Yun-Long JI Guo-Li
( Department of Automation，Xiamen University，Xiamen，Fujian 361005)
Abstract Predictive State Representations ( PSRs) have been proposed as an alternative to partially ob-
servable Markov decision processes ( POMDPs ) to model dynamical systems． Although POMDPs and
PSRs provide general frameworks for solving partially observable problems，in real world applications，
when the PSR model of a system is learned from samples，it will almost certainly result in an inaccurate
PSR model． Therefore the prediction vector calculated using this model may progressively drift farther and
farther away from reality，which will result in lower prediction accuracy of the PSR model． This paper de-
scribes an algorithm for resetting the learned PSR models． First，for the inaccurate PSR model，the PSR
state is identified using discriminant function analysis，then the calculated prediction vector can be reset
for the purpose of improving the veracity of the PSR model． The algorithms with and without resetting the
PSR model are compared，empirical results show that in case of the obtained PSR model’s prediction
quality，the algorithm with resetting the prediction vector has better prediction accuracy than the algo-
rithm without resetting the prediction vector，which proves the effectiveness of the proposed algorithm．
Keywords Predictive State Representation ( PSR) model; prediction accuracy; reset; discriminant a-


















局部可观测马尔可夫决策过程 ( Partially Ob-
servable Markov Decision Processes，POMDPs) 为解决
这种不 确 定 性 的 规 划 问 题 提 供 了 丰 富 的 数 学 框
架［4］． 但众所周知，POMDP 模型的建立，依赖于局部
可观测的名义状态( nominal state) ，因此学习系统的
POMDP 模型往往很困难，并且需要很多先验知识．
预测 状 态 表 示 法 ( Predictive State Representations，
PSRs) 是近年来提出的一种对受控动态系统建模的
新方 法［5］． 和 基 于 隐 状 态 ( hidden-state-based ) 的
POMDP 模型不同，PSRs 完全根据可观测的量来表
现系统的状态． 因此，通过观测数据，学习动态系统









经历下系统的 PSR 状态不同; 如果对于所有可能发
生的检验，它们在两个经历下发生的概率均相同，则








概率即可［5］． 详细介绍见第 2 节．
针对 PSRs 的主要研究内容是发现和学习系统
的 PSR 模型［6-9］，并根据 PSR 模型选取动作，获取智
能体的最优控制策略［10-11］． 在现实环境中，学习得
到的 PSR 模型不可能完全准确，对同一 PSR 状态，
在不同时刻，通过 PSR 模型计算得到的用于描述该
PSR 状态的预测向量也往往不同，仅凭预测向量无






法，确定每一时刻系统所处的 PSR 状态; 然后，在每
一时间步，以系统所处 PSR 状态的预测向量对当前









前系统的观测值集合为 O = { o1，o2，…，o |O | } ，动作
集合为 A = { a1，a2，…，a | A | } ，则长度为 n 的经历h =
{ a1o1a2o2…anon} 发生的概率是从初始时刻开始，采
取动作序列 a1 a2…an 后，观测值序列 o1 o2…on 出现







n ) ． 同样，长度为 m 的检验
t = { a1o1a2o2…am om } 在经历 h = { a1 o1 a2 o2…an on }
下发生的概率为 p( t | h) = p( ht) / p( h) = prob( on + 1
= o1，on + 2 = o
2，…，on + m = o
m | h，an + 1 = a
1，an + 2 =
a2，…，an + m = a
m ) ，其中 ai 表示在 i 时刻采取的动
作; oi表示在 i 时刻执行动作 ai后在该时刻出现的观
测值． 给定一系列检验的集合: Q = { q1，…，qk } ，如
果由这些检验的预测值所组成的向量 p ( Q | h) =
( p( q1 | h) ，p( q2 | h) ，…，p( qk | h) )
T是所有经历的充
分统计量，即 p( Q | h) 包含了经历 h 下所有和未来
预测相关的信息，也就是存在函数 ft，对于所有经历
h，使 得 任 意 检 验 t 发 生 的 概 率 为 p ( t | h ) =
ft ( p( Q | h) ) ，则认为检验集合 Q 构成一个 PSRs． 其
中 p( qi | h) 是在经历 h 下检验 qi发生的概率． Q 被称
为检验核，p( Q | h) 被称为预测向量，以 p( Q | h) 作为
PSRs 的状态表示． 同时，如果 ft是线性函数，则称该
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PSRs 是线性 PSRs; 如果 ft 是非线性函数，则称该
PSRs 是非线性 PSRs． 本文针对的是线性 PSRs．
在数学上，可用系统动态矩阵 Z 描述受控和非
受控系统，而 PSR 模型可以直接从系统动态矩阵 Z
推导出来［1］． 如图 1 所示，Z 的行对应所有可能的经
历( 过去) ，其中第 1 行对应空经历( null history) 
即初始经历，列对应所有可能的检验( 未来) ，Z 的
元素表示在给定经历情况下，检验发生的概率．
图 1 系统动态矩阵 Z
如果系统的系统动态矩阵的秩为 k，则矩阵中
存在 k 个线性无关的检验列，满足检验核的定义，可
将其作为系统的检验核 Q． 同样，将矩阵 Z 的行向量
中任意一个最大线性无关组所对应的经历的集合称
为经历核( core-histories) ． 如果已获得检验核，则对
每一个检验 t，存在长度为 k 的权向量 mt，使得相应
于检验 t 的矩阵的列 p ( t | h) ，可表示为 p ( t | h) =
p( Q | h) Tmt ． 该 式 表 明，在 得 到 经 历 h 的 预 测 向
量 p( Q | h) 后，如采取任意动作 a∈A，得到任意观测
值 o∈O，则其对应的预测向量，即当前时刻的状态
表示可通过式( 1) 进行计算或更新． 即对qi∈Q
［5］:
p( qi | hao) =
p( aoqi | h)
p( ao | h) =
p( Q | h) Tmaoqi
p( Q | h) Tmao
( 1)
其中 maoqi是检验 aoqi 的权向量，mao 是检验 ao 的权
向量． 所以经历 hao 的预测向量为［5］
p( Q | hao) =
p( Q | h) TMao
p( Q | h) Tm( )ao
T
( 2)
其中 Mao是一个 k × k 矩阵，第 i 列对应的是 maoqi ．
从式( 2) 可知，在得到 PSR 模型参数 Mao、mao 和空







定理 1． 给定一个精确的系统动态矩阵 Z，如
果 Z 中的任意两行不相等，则它们线性无关．
证明． 利用反证法证之． 假定 h1、h2 是 Z 中任
意不相等的两行所对应的经历． 如果 h1 对应的行向
量和 h2对应的行向量线性相关，即存在常数 b≠1，
对于任意检验 t，均有 p( t | h1 ) = b × p( t | h2 ) ． 然而，
根据ka－∈Ak，∑
t∈T ( a－)
p( t | h) = 1 ( 注: T( a－ ) 表示所




p( t | h1 ) =∑
t∈T ( a－)
b × p( t | h2 )
= b ×∑
t∈T ( a－)
p( t | h2 ) = b × 1 = b．
由于∑
t∈T ( a－)
p( t | h1 ) = 1，得 b = 1，与前面 b≠1 相矛盾．
故如果 Z 中的任意两行不相等，则它们线性无关．
证毕．










处的 PSR 状态． 结合状态经历的概念及性质，下面
讨论了如何利用判别分析方法［12］确定系统在任意
时刻的 PSR 状态． 进而，对通过数 据 学 习 得 到 的
PSR 模型，讨论如何复位．
3． 2 PSR 模型的复位
现实环境下，获取系统的 PSR 模型，首先需要
估计系统动态矩阵 Z 的元素 p( t | h) ． 当前大部分发
现和学习系统的 PSR 模型的算法，都利用蒙特卡罗
方法估计 p( t | h) ［6-8］． 当 p( t | h) 是通过蒙特卡罗方
法估计得到的时，可以认为系统动态矩阵 Z 中，对
应同一个 PSR 状态的所有行构成了一个正态总体．
如果当前系统有 k 个实际存在 PSR 状态，则存在 k
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的 PSR 状态; 如果两个向量线性相关，则它们对应同一个
PSR 状态． 因此，一个子矩阵中所有的预测向量对应同一个
PSR 状态． 可以认为该子矩阵中的所有预测向量是其对应总
体的一个样本． 如果有 N 个子矩阵，则得到 N 个取自不同总
体的样本．
3． 通过样本 i 估计得到总体 i 的均值向量 u ( i) 和协方




5． 如果已知一个经历的预测向量，则其对应的 PSR 状
态可通过判别分析方法获得． 采用距离判别法确定系统的
PSR 状态( 当然也可用其它的判别分析方法确定系统的 PSR
状态，在这里不再详述) ． 假定当前经历为 h，在采取动作 a，
得到观测值 o 后，则系统所处的 PSR 状态为
sj← argmin [i p( Q | h)
TMao
p( Q | h) Tm( )ao
T
－ u ( i ])
T
Σ － 1( i [) p( Q | h) TMaop( Q | h) Tm( )ao
T
－ u( i ]) ( 3)
其中，i = 1，…，N．
6． 将状态经历的预测向量作为其对应的 PSR 状态的预
测向量． 在每一时间步下，确定系统所处的 PSR 状态后，以
当前 PSR 状态的预测向量，代替通过 PSR 模型计算得到的
预测向量，即对 PSR 模型复位．
现实环境下，通过数据学习得到的 PSR 模型不

























|O |∑o∈O ( p( o | ht，at ) － p̂( o | ht，at ) )
2 ( 4)
其中，L 表示的是产生的测试数据的长度，在本文中
L = 10000． p( o | ht，at ) 是在经历 ht下采取动作 at 产
生观测值 o 的真实概率，p̂( o | ht，at ) 是通过 PSR 模
型计算得到在经历 ht下采取动作 at产生观测值 o 的
概率，即 p̂( o | ht，at ) = p( Q | ht ) mato ． 其中，针对本文
算法，p( Q | ht ) 是经过复位后的预测向量，即首先根
据学习得到的 PSR 模型计算 ht对应的预测向量，然
后判断经历 ht对应的 PSR 状态 s，最后以 p( Q | s) 作
为经历 ht的预测向量 p( Q | ht ) ．
为了验证本文算法的有效性，将采用复位算




对于两种算法，各做了 10 次试验． 对相同长度的训
练数据，以 10 次实验得到的平均值作为该长度对应
的差值． 试验结果如图 2 所示，其中横坐标表示的是
用于获得 PSR 模型的训练数据的长度，纵坐标表示
的是采用式( 4) 计算得到的差值． 同时，表 1 给出了





Cassandra A． Tony’s pomdp file repository page． http: / /
www． cs． brown． edu / research /ai /pomdp /examples / index． ht-
ml，1999







Cheese Maze 0. 035297 0. 00364228
4 × 3 Maze 0. 03450 0. 0130579
Shuttle 0. 12 0. 0720774
根据实验结果可知，在大多数情况下，采用复位
算法的 PSR 模型相比未采用复位算法的 PSR 模型










随后对系统的 PSR 模型复位，用于提高 PSR 模型的
准确性仍然是非常有效的．
本文针对的是可用有限阶马尔可夫模型表示的
系统，即系统中实际存在的 PSR 状态数量有限． 对
于状态空间较大的系统，如果在每一时间步都对系












实值． 在本文工作中，提出了一种 PSR 模型的复位
算法，通过在每一时间步对 PSR 模 型 复 位，提 高
PSR 模型的准确性． 算法被应用于一些标准的 POM-
DP 问题，实验结果验证了本文所提方法是有效的．
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Background
Modeling dynamical systems is a commonly used technique
to solve partially observable problems in the field of artificial in-
telligence． Predictive State Representations ( PSRs) have been
proposed as an alternative to partially observable Markov decision
processes ( POMDPs ) to model dynamical systems． In recent
years，many work related to PSRs have been published in some
top rank conferences，such as NIPS，ICML，UAI，IJCAI，AA-
MAS，et al．
Although POMDPs and PSRs provide general frameworks for
solving partially observable problems，they rely heavily on a
known and accurate model of the environment． However，in real
world applications it can be extremely difficult to build an accu-
rate model． When the model is learned from samples，it will al-
most certainly result in an inaccurate PSR model． As longer and
longer term prediction is made from such a model，the accuracy
of the model may progressively drift farther and farther away from
the real value． How to improve the accuracy of the model has be-
come an important issue in the PSRs literature．
In this paper，we propose an algorithm to reset the learned
PSR model，where reset means some approach used to prevent
the PSR model from drifting away from reality． The key idea be-
hind our algorithm is to use discriminant function analysis to
track the PSR state． Given an inaccurate PSR model，the PSR
state is identified using discriminant function analysis，and then
the learned PSR model can be reset． The effectiveness of our al-
gorithm has been demonstrated by experimental results． We a-
chieved good performance on three well-known POMDP test prob-
lems．
This work is supported by the Natural Science Foundation of
Fujian Province of China ( No. 2010J05140 ) ，Specialized Re-
search Fund for the Doctoral Program of Higher Education of Chi-
na ( No. 20100121120022 ) ，and the National Natural Science
Foundation of China ( No. 61174161 ) ． The PSR related algo-
rithms studied in these projects provide efficient programs for sol-
ving the widespread partially observable problems．
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