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The time taken to transcribe most metazoan genes is significant because of the substantial length of introns.
Developmentally regulated gene networks, where timing and dynamic patterns of expression are critical, may
beparticularly sensitive to intron delays.We revisit and comment on aperspective last presentedbyThummel
16 years ago: transcriptional delays may contribute to timing mechanisms during development. We discuss
the presence of intron delays in genetic networks. We consider how delays can impact particular moments
during development, which mechanistic attributes of transcription can influence them, how they can be
modeled, and how they can be studied using recent technological advances as well as classical genetics.Presence of Introns
Only 5% of the average, 27-kilobase (kb)
human gene encodes protein; the major-
ity is intronic sequence (Venter et al.,
2001). Thus, transcription represents
a significant commitment of both energy
and time (Figure 1). At one end of the
spectrum, highly expressed genes tend
to have short introns (Castillo-Davis
et al., 2002). This correlation has been
used to suggest selection for transcrip-
tional economy on genes with very high
expression. In the opposite extreme,
such as the 2400 kb human dystrophin
gene that is 99% intronic, transcription
can take more than 16 hr (Tennyson
et al., 1995). Others have discussed roles
for introns as the framework for alternative
splicing, sites of transcriptional regula-
tion, influencers of nuclear export and
translation, and sites of chromatin struc-
tural elements. Because introns comprise
such a large portion of metazoan genes,
we ask how the self-evident time delays
of introns contribute to developmental
gene networks (Thummel, 1992)
Gene Expansion through Introns
In general, cumulative intron lengths are
considerably greater in human andmouse
genes compared with those of Arabidop-
sis thaliana, Ciona intestinalis, Drosophila
melanogaster, Anopheles gambiae, and
Caenorhabditis elegans (Hong et al.,
2006; Yandell et al., 2006). This raises
the questions of how and why gene length
by intron expansion occurs during evolu-
tion. Interestingly, comparative studies
between Drosophila species suggest324 Developmental Cell 14, March 2008 ª2that intron lengths can be indicative of
the time period to a last common ancestor
between orthologous genes (Yandell
et al., 2006). Additionally, introns present
within 50 untranslated regions (UTRs) are
significantly larger than both introns that
interrupt protein coding sequence and
introns within 30 UTRs (Hong et al.,
2006). This finding supports the idea that
50 UTRs are under less evolutionary pres-
sure for conservation of length than cod-
ing sequences are (Hong et al., 2006).
The mechanism by which introns have
expanded during evolution remains un-
clear. The overall increase of intron size
may be attributed to smaller population
sizes that allow introns to expand by
genetic drift, escaping natural selection
for economy in the absence of immediate
adaptive roles (Lynch and Conery, 2003).
Additional explanations include inherent
differences in recombination or transposi-
tion mechanisms (Roy and Gilbert, 2006).
A mechanistic bias for expanding genes
instead of reducing genes could combine
with genetic drift to increase gene sizes.
High-throughput approaches for identify-
ing genomic variation based on large in-
sertions and deletions found that, among
humans, large insertions and deletions
are potentially common sources of ge-
netic diversity (Korbel et al., 2007; Redon
et al., 2006; Tuzun et al., 2005). Between
two humans, 243 large insertions or dele-
tions out of 1297 identified structural
variations were found to map to anno-
tated introns (Korbel et al., 2007). Eighty-
six percent of all identified structural vari-
ations arose by either nonhomologous008 Elsevier Inc.end-joining or retrotransposition (Korbel
et al., 2007). To determine how structural
variety arises and gene size increases
will require more detailed analyses of
genome architecture variation within spe-
cies and between related species.
Heterochronic Changes
Development of an embryo occurs with
the coordinated spatial and temporal pro-
duction of gene products. Heterochrony is
evolutionary changecausedby the altered
timing or kinetics of developmental pro-
cesses (for an excellent review see Smith,
2003). Despite the many successes of de-
velopmental genetics, screens have had
limited success in identifying the genetic
basis of heterochronic changes. Although
mutant alleles altering transcriptional
kinetics have not emerged for specific
genes, or are perhaps under-character-
ized, transcriptional delays have been
shown tocontribute todevelopmental tim-
ing. Thus, the corresponding transcrip-
tional delay may potentially contribute to
heterochronic changes. The extension of
introns within a gene would delay either
complete activation or complete repres-
sion until later in a developmental program
(Figures 2A and 2B). Conversely, removal
of introns, in extreme instances by retro-
transposition, could shift expression or
loss of the gene product to a much earlier
time in development.
Temporal Accuracy of Gene
Expression
The unfolding of genetic networks during
development depends on temporal
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addition of time delays may
have significant effects on how
an egg becomes an animal.
Transcriptional delays were first
invoked in 1970 while dis-
cussing biological timing for
lambda phage and their use of
long, late operons (Watson,
1970). Recognizing correlations
between gene size and develop-
mental timing, David Gubb later
noted that the Drosophila An-
tennapedia (Antp) and Ultrabi-
thorax (Ubx) genes owe their ex-
treme lengths to large introns
and formally introduced the
intron delay hypothesis (Gubb,
1986). With the knowledge that the devel-
opment of the fly’s body plan is sensitive
to the proper expression of these genes
in space and time, Gubb proposed that in-
tron length could function as a time delay
and aid the orchestration of gene expres-
sion patterns.
The intron delay hypothesis encom-
passes two intuitive scenarios. Different
genes could respond in temporal waves
to a single transcription activator or
repressor due to hard-wired, genetic dif-
ferences in transcriptional delays imple-
mented by intron length (Figures 2A and
2B). When embedded in genetic cas-
cades, transcriptional delays would be
expected to accumulate along with the
time involved in other aspects of gene
expression. As the proper context will be
necessary for both studying delays and
understanding their influence, we present
several lines of evidence where roles for
intron delays become more apparent in
biological contexts.
Ubx-Effect and the Slowing Down
of Transcription
While easily overlooked as pleiotropic
effects, the phenotypes associated with
mutations that alter global transcriptional
kinetics may take root in the inappropriate
realization of intron delays. A Drosophila
selection for mutants resistant to a-ama-
nitin, which inhibits transcription elonga-
tion by RNA polymerase II, identified sev-
eral mutant alleles that map to the large
subunit of RNA polymerase II (Greenleaf
et al., 1979; Mortin and Lefevre, 1981). In
addition to a-amanitin resistance, many
of these alleles mimic the Ubx mutant
phenotype where the third thoracic seg-
ment is transformed to the fate of the sec-
ond thoracic segment (Voelker et al.,
1985). Additional biochemical character-
ization revealed that transcription com-
plexes in these mutants transcribe at
approximately half the rate of wild-type
transcription elongation complexes
(Coulter and Greenleaf, 1985). How slow
transcription alters some phenotypes
and not others remains unknown. Addi-
tional questions emerge with regards to
whether network timing scales linearly
with transcription kinetics.
Transcription Elongation Defects
in Vertebrates
If intron delays have critical roles during
developmental programs, then expres-
sion networks that depend on intron de-
lays should be sensitive to perturbation
of transcription elongation rates. Phenom-
ena supporting this logic emerged in the
genetic system of Danio rerio. The foggy
and pandora mutants were identified for
defects in both heart and neural develop-
ment with the additional phenotype of
shorter tails (Guo et al., 1999; Stainier
et al., 1996). The mutants were mapped
to the transcription elongation factors
Spt5 and Spt6 (Cooper et al., 2005; Guo
et al., 2000; Keegan et al., 2002). The na-
ture of these mutants suggests critical
roles for transcription elongation rates in
the development of particular tissues and
cell types. In the pandora (Spt6) back-
ground, researchers found that the tran-
scripts of tbx20 (hrT), which encodes
a protein required for heart development,
are expressed inappropriately late during
development and in the incorrect location
when compared with wild-type (Griffin
et al., 2000). While themolecular
mechanism underlying this cor-
relation might entail transcrip-
tion initiation, elongation, RNA
processing, or some combina-
tion thereof, the line of evidence
suggests that transcriptional ki-
netics have important roles dur-
ing vertebrate development.
Cell-Cycle Constraint
Entrains Intron Delays
in Early Development
An additional context relevant
for the intron delay hypothesis
is the interruption of transcrip-
tion. From early prophase to
late anaphase a cell’s chromatin
condenses and RNA polymerase II disen-
gages, and transcription is thus repressed
(Shermoen and O’Farrell, 1991; Taylor,
1960). Additional evidence exists for
active repression of transcription in the
absence of nucleosomes and chromatin
condensation during mitosis (Spencer
et al., 2000). For most genes whose prod-
ucts are stable or expressed in cells with
long cell cycles, this is an insignificant
perturbation. However, work in Drosoph-
ila suggested a role for intron delays
within the context of rapid, embryonic
cell cycles. Using detailed knowledge of
early cell divisions that are as short as
8min inDrosophila, Shermoen and O’Far-
rell (1991) examined the transcription of
the 77 kb Ubx gene by in situ hybridiza-
tion. They observed initiation of Ubx tran-
scription in the 13th cell cycle, but found
that the nascent transcripts were prema-
turely abortedbymitosis cycles 14 and15.
The reinitiation of transcription during
the early G1 phase of the cell cycle intro-
duces a delay time proportional to
a gene’s length. During this delay, the pro-
tein product remains below steady-state
levels, or even decreases due to degrada-
tion and dilution from cell growth
(Figure 2C). A study of a duplicated pair
of gap genes, kni and knrl, exposed
a broader significance for the cell-cycle
constraint (Rothe et al., 1992). Since
they encoded identical proteins with
ostensibly identical expression patterns
that begin during the 13th cell cycle of fly
development, kni and knrl appeared to
be redundant. However, mutants of the
kni gene were unable to segment their
abdomens, while knrl was not required
for abdominal segmentation. Surprisingly,
Figure 1. Cartoon Depicting Great Length of pre-mRNA in
Relation to Processed mRNA
As currently annotated, the average human gene is 95% intronic, and the
time it takes to transcribe the considerable length of introns contributes
to the time delay during gene expression.
Developmental Cell 14, March 2008 ª2008 Elsevier Inc. 325
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mRNA rescued the abdominal defect
of knimutants. However, the genes dif-
fered in length: kni is 3 kb in size, while
knrl is 23 kb in size because of larger in-
trons. The short length of the fly’s 13th
cell cycle was shown to act as an inter-
ruption preventing the complete tran-
scription of knrl’s gene length. This is
an example of how a change in gene
length might lead to a change in ex-
pression timing, and to potential mor-
phological changes during evolution
consistent with heterochronic change.
The Maternal-Zygotic Transition
and Minimal Delays
During the course of embryonic devel-
opment, transcriptional timing first be-
comes important during the maternal-
zygotic transition when the genome is
initially activated. To investigate genes
activated during the maternal-zygotic
transition, De Renzis et al. (2007) used
chromosomal deletions in Drosophila
to identify the genes that are first tran-
scribedduring this transition. The study
identified59genesactivatedduring the
maternal-zygotic transition—41 of
which are annotated to be intronless
(a significant enrichment given that
only 20% of Drosophila genes are in-
tronless). The implication of this enrich-
ment is that early genes would have
been under pressure to stay short by
being intronless. While certainly a con-
spicuous and understandable enrich-
ment in light of the cell-cycle con-
straint, this finding raises additional
questionswith regards to how initiation
events are coordinated with embryo-
genesis. It is possible that during acti-
vation of the zygotic genome, many
longer genes are also initiated by the
same activation cues that turn on in-
tronless genes. However, because of
the combined impact of transcriptional
delays and disruption from the cell-
cycle constraint, early rounds of tran-
scription are incomplete. Coregulated
genes (particularly longer ones) may
be missed because of the focus on
the levels of poly-adenylated mRNA;
aborted transcription or slow elonga-
tion events are thereby overlooked.
Modular Use of Intron Delays
Functional genomic analyses implicate
introns as important regulated mod-
ules. Of interest is the recent finding
in Drosophila of prevalent distal tran-
scription start sites induced through-
out development to introduce large
intron modules (Manak et al., 2006).
During the first 24 hr of fly develop-
ment, 1118 genes were identified to
have previously unannotated tran-
scription at distal 50 sites. Together,
these putative transcriptional start
sites increased gene space by 16
megabases (a 21% increase) while in-
creasing the average first intron from
1.6 kb to 18.4 kb. With these exten-
sions in gene length come implicit in-
creases in the time delay between
transcription initiation and protein pro-
duction. Mutagenic P elements map to
these distal start sites and emphasize
their importance during development.
If intron delays modulate hetero-
chronic change, then their alteration
could affect some aspects of morpho-
logical evolution. Directing us toward
this potential, recent findings have
identified cis-regulatory elements up-
stream of the fly shavenbaby (svb,
also known as ovo) gene responsible
for different patterns of expression be-
tween D. melanogaster and D. sechel-
lia that underlie morphological differ-
ences in fly hairiness (McGregor
et al., 2007). Svb/ovo is a transcription
factor required cell-autonomously for
trichome development and its expres-
sion begins in stage 13 epidermal
cells. In D. melanogaster the medial
and distal cis-regulatory elements
map 27 and 45 kb upstream of the an-
notated transcriptional start site of svb/
ovo. In D. sechellia, differences in me-
dial and distal cis-regulatory elements
exclude expression of svb/ovo in cells
that later fail to form trichomes in the
hairless regions of the fly. Interestingly,
theD.melanogaster loci are among the
putative distal transcription starts
identified by Manak et al. (2006). It re-
mains to be tested whether these cis-
regulatory sequences function as
switches, modular intron delays, or
both to determine the accurate activa-
tion of the hair-inducing developmen-
tal program.
After embryonic development, distal
transcription start sites and their intron
modules have been observed in hu-
mans. These may have roles in the dy-
namics of tissue-specific expression
Figure 2. Schematic Depictions of the Behavior
Exhibited by Four Genetic Network Motifs
Sensitive to Transcriptional Time Delays
(A) In response to a shared transcriptional activator,
a longer gene with more intron length will take more
time to reach a steady-state expression level than
a shorter gene because of the greater time delay during
the transcription of its length.
(B) In response to a shared transcriptional repressor, the
nascent polymerases along a longer gene will take lon-
ger to clear, and therefore the duration of expression
will be extended. The behavior of this network motif is
very dependent on the stabilities of mRNA and proteins.
(C) During the cell cycle, RNA polymerase II disengages
from chromatin during prophase to late anaphase.
Therefore, longer genes will take more time to resume
steady-state expression levels during the subsequent
cell cycle. (Steady-state expression levels are depicted
as being different for visualization purposes).
(D) Within an autoinhibitory transcriptional network, the
presence of long time periods between transcription initia-
tion and repression by a folded, nuclear repressor destabi-
lizes the system.When theprotein andmRNAsare suitably
unstable and there exists some cooperativity in how the
repressorbinds itsownpromoter, oscillations inexpression
canoccur. Thefrequencyof theoscillationsdependson the
length of the time delay; therefore, intron length can
determine the time interval between expressions.
326 Developmental Cell 14, March 2008 ª2008 Elsevier Inc.
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such as hormone signaling, stress, and
challenges to the immune system (De-
noeud et al., 2007). On the whole, the
prevalence of modular intron lengths
from alternative promoters has gone un-
noticed until recently and it will be exciting
to learn how they are used in different
networks.
Delayed Autoinhibition
and Somitogenesis
Autoinhibition can occurwhen a transcrip-
tion factor represses the transcription ini-
tiation of its own gene. This is a common
genetic network motif that has been
shown in Escherichia coli to stabilize
gene expression levels, to reduce the dis-
tribution of protein levels, and to reduce
the time needed by a strong promoter to
reach a steady state (Becskei and Ser-
rano, 2000; Dublanche et al., 2006; Rose-
nfeld et al., 2002). Autoinhibition is also
a common network motif in eukaryotes,
where its functional roles are less charac-
terized (Lee et al., 2002). When time de-
lays in the transcription of long metazoan
genes are explicitly accounted for, differ-
ent expression dynamics become possi-
ble. Like the time delay imparted by dis-
tances and diffusivity in Turing models,
transcriptional delays may drive multiple
waves of periodic expression, as pro-
posed for the genetic networks underlying
somitogenesis, p53 expression, and
NF-kappaB expression (Giudicelli et al.,
2007; Goodwin, 1965; Lewis, 2003; Ma-
haffy and Pao, 1984; Monk, 2003). In the
context of development, Julian Lewis
has proposed that expression delays in
clock genes determine the period by
which somites are formed in vertebrates
such as zebrafish (qualitative behavior de-
picted in Figure 2D; Lewis, 2003). At the
center of this clock is a single gene for
a transcription factor that inhibits its own
transcription after delays in its expres-
sion. As transcription of introns likely
dominates the temporal delay between
transcription initiation and the presence
of translation-competent mRNA for the
majority of metazoan genes, the intron
delay becomes increasingly important
for determining the period of this net-
work’s oscillations.
Transcription Elongation Rates
The transcription elongation rate of RNA
polymerase II across a gene determinesthe conversion of intron length to delay
time. The first measurements of RNA
polymerase II transcription rates in mam-
malian cells were performed in the
1970s, when the average rate of increase
in length of total, metabolically labeled
pre-mRNAwas found to be 50–100 nucle-
otides per second (Sehgal et al., 1976).
Since then, other studies have measured
transcription speeds, by several tech-
niques and in different conditions, at
18–72 nucleotides per second (Darzacq
et al., 2007; Femino et al., 1998; O’Brien
and Lis, 1993; Tennyson et al., 1995). It
is unclear exactly why this broad range
of velocities has been observed. Future
studies will need to examine what impact
variables such as organism, cell type, de-
velopmental stage, gene structure, and
the conditions under which the measure-
ments are made have on transcription
elongation rates.
RNA polymerase II pauses, and this can
affect when a gene’s expression occurs.
Pausing is considered to be a distinct
configuration for transcription elongation
complexes. While pausing presents an-
other target for regulation during tran-
scription, its prevalence also extends the
time taken to transcribe long genes. Cur-
rent views on the structural basis underly-
ing pausing have been discussed else-
where (Landick, 2006). In brief, pauses
initiate when the active site of the tran-
scription complex rearranges in response
to nucleic acid sequences, additional
elongation factors, or both. This transition
can occur stochastically, but at a greater
frequency along particular sequences
(Adelman et al., 2002; Davenport et al.,
2000; Herbert et al., 2006; Neuman
et al., 2003). Once in the pause state, lon-
ger pausing has been observed to occur
in response to inherent polymerase back-
tracking, cofactor activity, RNA struc-
tures, or mediation by downstream DNA
sequences (Landick, 2006). With regards
to pausing during development, a recent
study revealedmany instances of pausing
duringDrosophila development (Zeitlinger
et al., 2007). How mechanistic aspects of
pausing influence transcriptional timing
during development is unknown.
Recent advances provide the first view
of transcription kinetics in vivo (Darzacq
et al., 2007). Over a 2.3 kb region of a
reporter gene, cumulative pausing resi-
dence times of 204–307 s were observed
by measuring the bleaching and accumu-Developmental Clation of fluorescent labels of mRNA and
RNA polymerase II (Darzacq et al.,
2007). Because of this pausing time, max-
imal transcription rates of 72 nucleotides
per second appear as an average 6.3
nucleotides per second (Darzacq et al.,
2007). It remains unclear what lengths of
time elongation complexes spend in indi-
vidual stabilized pauses.
With respect to theuniquegenomearchi-
tectureofmetazoans, evidence for pausing
exists in promoter proximal locations, in
exons (particularly alternative exons), and
at sites of 30 processing (Andrulis et al.,
2000; Brodsky et al., 2005; Gromak et al.,
2006; Muse et al., 2007; Plant et al., 2005;
Swinburne et al., 2006; Ujvari and Luse,
2004; Zeitlinger et al., 2007). Coincidental
pausing at sites of RNA processing pres-
ents the possibility that, in vivo, these pro-
cesses are coregulated. Alternatively, the
loading of the large masses of processing
machinery may decelerate a transcription
elongation complex that produces a con-
stant force.
Heterogeneity in Elongation Rates
A striking finding of the single-molecule
studies of RNA polymerase II performed
in cell-free systems is that individual
enzymes have characteristic constant ve-
locities. However, within the population of
enzymes, the transcription velocities span
a broad Gaussian distribution with an
average velocity of 12.7 nucleotides per
second and a standard deviation of 4.9
nucleotides per second (Adelman et al.,
2002; Davenport et al., 2000; Neuman
et al., 2003). It is unclear whether this het-
erogeneity is unique to the in vitro assay
and short timescales used, or whether it
has significance in vivo in the presence
of posttranslation regulation, cofactors,
and obstacles unique to chromatin tem-
plates (Neuman et al., 2003). The potential
implications for this heterogeneity will be
discussed as we review the conversion
of mechanistic knowledge into mathe-
matical models.
Introducing Intron Delays into
Network Models
While the ultimate goal of quantitative
modeling of biological networks may be
to predict accurate as well as nonintuitive
behavior in response to change, the ap-
proach can also force one to consider
how to treat particular biochemical events
and how to judge which parameters areell 14, March 2008 ª2008 Elsevier Inc. 327
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out sacrificing understanding. Discussion
of the epistemology of modeling as it re-
lates to biology has already been skillfully
presented elsewhere (Hasty et al., 2001;
Mogilner et al., 2006). With respect to
transcriptional delays and intron lengths,
quantitative experimental data does not
exist for how they impact developmental
networks. Nonetheless, the exercise of
modeling their impact forces one to con-
sider how to translate mechanistic knowl-
edge into mathematical relationships. As
discussed herein, expression delays,
when introduced into models of delayed
autoinhibition, can potentially produce
oscillatory behavior (Goodwin, 1965;
Lewis, 2003; Mahaffy and Pao, 1984;
Monk, 2003). In one model of somitogen-
esis, the time delays of expression are
treated as sharp and fixed periods of
time (Lewis, 2003). This treatment of de-
lays allows one to use available algo-
rithms to solve delay differential equations
and determine their impact on the net-
work of interest. The relevance of this
type of modeling to developmental gene
networks, however, remains unclear be-
cause it is unknown how transcriptional
delays behave in vivo.
Heterogeneity: Distributed Delays
and Traffic Jams
In light of the prevalence of pausing and
the heterogeneity of transcription rates
among a population of polymerases, one
alternative approach is to treat expression
delays as a distribution of times. With
regards to genetic networks containing
delayed autoinhibition, a distributed delay
imparts the same behavior as a sharp
delay—with the period responding to the
mean delay time (Monk, 2003). When
one considers the potential for a distrib-
uted delay, questions are raised with
regards to when a delayed process
becomes just a slow or lagging process.
Compartmentalization of the metazoan
cell prevents translation from initiating be-
fore transcription, splicing, and nuclear
export have occurred. Therefore, there
will be a sharp lower limit to how quickly
a gene can be transcribed and mRNA de-
livered for translation in the cytosol. As
such, the impact of this delay depends
on the relative timescales of theprocesses
involved in a network of interest. Quantita-
tive studies on a variety of network archi-
tectures containing intron delays of vari-328 Developmental Cell 14, March 2008 ª20ous magnitudes will be necessary to
reveal the intron delay’s true impact.
The frequency of transcription initiation
determines both the density of RNA poly-
merase traffic volume and distribution of
polymerases on a gene. Due to the polar-
ity and single dimension of template-
dependent transcription, transcription
may take on characteristics of a single-
lane highway. If a fast enzyme cannot
pass a slow enzyme, the heterogeneity
of polymerase velocities forces one to re-
consider the treatment of transcriptional
delays (theoretical framework for blocking
and boundaries first presented for poly-
merases in MacDonald et al., 1968). The
collective behavior of polymerases along
a gene may become sensitive to the
slow polymerases present within the pop-
ulation’s velocity distribution. This situa-
tion has been modeled to describe traffic
jams and chemical phase transitions (Na-
gatani, 2000a, 2000b). Ultimately, at high
traffic volumes jams would be relieved in
bursts at frequencies determined by
slow leading enzymes amidst faster en-
zymes. It is unknownwhether the concept
of traffic jams is relevant to the behavior of
polymerase enzymes across long genes.
However, a related phenomenon exists
for the penetrance of particular fly mu-
tants. Careful genetic analysis of the
aforementioned RNA polymerase II slow
mutant alleles revealed that only hetero-
zygotes, and not homozygotes, for the
slow alleles display the Ubx phenotype
(Burke et al., 1996; Mortin and Lefevre,
1981). One possible interpretation is that
there is a greater tendency for traffic
jams due to the broader distribution of ve-
locities in the heterozygote. The question
remains whether the collective behavior
of RNA polymerases must be considered
when gene length becomes a time delay.
How to Study Intron Delays
Until recently, the inability to track tran-
scription kinetics in individual live cells
hindered the quantitative study of elonga-
tion kinetics. The approach developed by
Robert Singer’s group allows the quanti-
tative study of the relationship between
promoter strength and elongation rates,
the impact of pause sites, the influence
of putative elongation factors, the effect
of cotranscriptional RNA processing on
elongation velocities, and the time in-
vested in 30 processing of transcripts
(Darzacq et al., 2007). Additional influ-08 Elsevier Inc.ences include nucleosome displacement,
posttranslational modifications of RNA
polymerase II’s C-terminal domain, and
RNA looping (Buratowski, 2003; Jenuwein
and Allis, 2001; Luna et al., 2005). Future
studies that combine quantitative in vivo
measurement tools with perturbations of
transcriptional elongation factors will yield
valuable insights into the nature of intron
delays. Additionally, future single-mole-
cule measurements made in the context
of developmental gene networks should
provide great insights into the mecha-
nisms of timing during embryogenesis
Alternatively, the field of synthetic biol-
ogy allows one to perform reconstruction
of a system by introducing modular intron
lengths, transcription pause sites, and
splice sites into artificial networks. Syn-
thetic biology should allow one to study
the impact of elongation kinetics and re-
veal the potential of introns as contribu-
tors to precise timing or capacitors for
nonlinear dynamics.
How to Study the Roles of Intron
Delays during Development
Drosophila is an ideal organism for study-
ing the intron delays within the context of
development because it allows precise
staging of developmental activities in con-
junction with genetic analysis and com-
parative genomics. First, the distal tran-
scription start sites identified by Manak
et al. represent potential modular time de-
lays. Second, mutant alleles with known
phenotypes exist that map to these distal
starts. Third, developmental programs
are well studied in D. melanogastar and
efforts are underway to annotate the ge-
nomes of and study the development of
other Drosophila species with equivalent
precision (Clark et al., 2007; Luengo Hen-
driks et al., 2006; McGregor et al., 2007;
Stark et al., 2007). Fourth, the cell-division
times during Drosophila embryogenesis
are fast and well characterized, allowing
one to determine the augmenting influ-
ence of the cell-cycle constraint, as in
the example of the kni and knrl genes.
Considering the many tools available for
studies in Drosophila, it should be possi-
ble to contextualize the potential for intron
delays within the networks that coordi-
nate fly embryogenesis.
Introns in Context
Edmund Husserl was a philosopher who
conceived the conceptual approach of
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one judges something divorced from all
context in order to evoke meaning or
achieve better understanding (Husserl,
1931). In the preceding commentary, we
have attempted to apply this type of re-
ductionism to conceptualize temporal as-
pects of development and to focus on the
attribute of gene length. Outside of time
delays, introns have many well-docu-
mented functions that have been exten-
sively studied and commented on else-
where. Additionally, developing embryos
have many different mechanisms by
which they coordinate the appropriate
timing of processes. After reducing tran-
scriptional timing to the attribute of intron
lengths, we commented on the potential
influence of this metric during develop-
ment. As intron lengths are a ubiquitous
feature of metazoan genes, understand-
ing how timing and the dynamics of
developmental networks are organized
requires a better understanding of intron
delays.
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