Previous work in inductive inference dealt mostly with nding one or several machines (IIMs) that successfully learn a collection of functions. Herein we start with a class of functions and consider the learner set of all IIMs that are successful at learning the given class. Applying this perspective to the case of team inference leads to the notion of diversi cation for a class of functions. This enables us to distinguish between several avors of IIMs all of which must be represented in a team learning the given class.
Introduction
All current theoretical approaches to machine learning tend to focus on a particular machine or a collection of machines and then nd the class of concepts which can be learned by these machines under certain constraints de ning a criterion of successful learning AS83, OSW86] . In this paper we investigate the dual problem: Given some set of concepts, which algorithms can learn all those concepts?
From AGS89] we know that in the theory of inductive inference sometimes one concept must be mastered before the learning of another concept can be initiated. This observation is consistent with the common human learning behavior. For example, learning how to walk is something that most people master very early in their life. A smaller number of us learn how to drive a car, while an even fewer number of us learn how to pilot an airplane. Although there may be counterexamples, it seems safe to assert that those who can pilot an aircraft, have also learned how to walk or how to operate an automobile. Based on this example, one would expect that some concepts are learned by more machines than others. Our results indicate that this is indeed the case, but only if instead of a single concept we consider a suitable in nite set of concepts.
Team learning has been a prevalent theme in the study of inductive inference Smi94b]. An early result asserts that the larger the team allowed, the larger the class of learnable sets of functions becomes Smi82]. This suggests that perhaps di erent types of knowledge are needed to solve some problems. Indeed, most of the papers in our eld have at least two coauthors. A precise correspondence between team learning and probabilistic learning Pit89] intensi ed the study of team learning. So far, all of the studies of team learning focus on how team size compares with other parameters relevant to the learning process Sch86, PS88, FSV89, KZ91, DPVW91, DKV92, DKV93]. The goal has always been to see which parameter settings allowed for more powerful teams of learning machines to be constructed.
In contrast, we address the issue of how to compose teams. Starting with the common observation that humans display a broad range of learning proclivities, we hypothesize that by considering the collection of all learning algorithms we should be able to distinguish between \ avors" of learning algorithms. While we still can not name these avors, nor describe them intuitively, it is possible to determine how many of them are necessary to perform some learning tasks. For example, we start with an arbitrary set of functions that is not learnable by a single machine. Then we show how to partition the set of all learning algorithms into two families such that it is impossible to nd a nite team of any size learning the original set if we only choose learning algorithms from one of the families. The partitions of machines into families, as described above, are called diversi cations.
Section 3 provides the background of team learning. Sections 4 and 5 show the dual approach applied to single functions and those classes of functions which are learnable by a single machine. Section 6 concentrates on classes unlearnable by a single IIM.
Preliminaries
The set of all natural numbers is denoted by IN, the set of all single argument recursive functions by F, and the set of partial recursive functions by P Rog67] . Letters h; i; j; k; l; m; n; x; y vary over IN, f and g over F, and '; over P. Classes We use the notation of rst order logic. The quanti er 1 8 is read \for all but nitely many" and 9! is read \there is exactly one". We also use set theoretical notation. Relations 2, , denote \is an element of", \is a subset of", \is a proper subset of" respectively. and \ denote set union and intersection. If f is a mapping from X to Y , A X and B Y , then f(A) and f ?1 (B) denote image and inverse image respectively. Set of all arguments for which ' is de ned is denoted Dom(').
Notation '(x)# means x 2 Dom('), and '(x)" means x 6 2 Dom('). Relation ' means that ' is a subfunction of , i.e. '(x) = y always implies (x) = y. Mappings from IN to other sets are called sequences and denoted either by a list of members: a 1 ; a 2 ; , or simply (a n ) n2IN .
Inductive inference machines (called also learning machines or IIMs) are denoted by M, with or without decorations. They can be partial or total. The functions to be learned by IIMs in appropriate context are called also targets of learning. Arguments for learning machines are strings of ordered pairs hx; f(x)i. During the learning process machine M receives a sequence of strings, each an extension of the previous one: 1 = hhx 1 ; f(x 1 )ii; 2 = hhx 1 ; f(x 1 )i; hx 2 ; f(x 2 )ii;
and outputs sequence of conjectures h 1 = M( 1 ), h 2 = M( 2 ), . If M is partial, some of the conjectures may be unde ned. Each string n de nes some nite function, and we have 1 2
. We require, that the sequence 1 ; 2 ; expands to the target f, written ( n ) % f, meaning that for any x from the domain of f, the pair (x; f(x)) appears in the growing sequence 1 2 starting from some place. Now we are going to de ne several multivalued mappings called identi cation types from IIMs to functions. If L is such a mapping, its meaning can be expressed intuitively as follows: \Machine M identi es (or learns) all functions f 2 L(M) in the sense of type L". In this paper L will denote any one of the types EX, EX n , FIN to be de ned below.
De nition 1 ( Gol67]) Machine M learns recursive function f in the limit, written: f 2 EX(M), if for any sequence of input strings ( n ) % f we have sequence of conjectures M( n ) converging to some correct index h of f, i.e.
(9h)(9n 0 ) M( n 0 ) = h and (' h = f) and (8n > n 0 )(M( n ) = h or M( n )")] :
De 
Let L ?1 (f) denote the set of all machines identifying function f. Then for a set U of recursive functions we de ne
the inverse image, i.e. the set of all machines learning at least one function in U.
This notation is reasonable if we consider L as multivalued mapping from IIMs to functions. In Section 5 we introduce another pair of dual notions, namely learner sets and foci.
In some places we will consider P and F as topological spaces, not just sets. The rest of de nitions in this section refer to partial as well as to total functions. Let X be the notation for either P or F.
De nition 4 For a function ' 2 X and a nite function f the neighborhood of ' determined by is U ' = f 2 Xj g.
We can think of some neighborhood of ' as set of all functions \near" to ' in the sense, that they cannot be distinguished from ' by receiving some nite input, for example, input . We may omit the superscript in U ' .
De nition 5 Set A X is closed if any 6 2 A has a neighborhood U disjoint from A.
As an immediate consequence of De nition 5, the relation \ 6 2 A" can be established after seeing nitely many values of whenever A is a closed set of functions not containing . Recall the classes U and V given in the comment after Theorem 10. Since U is r.e. but not closed, and V is closed but not r.e., we cannot drop either condition for class V in Theorem 12 (see Conclusions). A widely known result follows from Theorem 12 as a particular case: EX-learnability of a class does not change if we add to it any nite number of recursive functions. Theorem 14 ( Rog67]) Let : P ! P be a recursive operator and f and g partial recursive functions. Then has the following properties:
2. Continuity. (x; y) 2 (f) ) (9 : nite function) ( f and (x; y) 2 ( )).
3. Existence of a witness. There is a recursive function , a witness, such that for all x: ' (x) = (' x ). (Clearly, has the extensional property: ' x = ' y )
' (x) = ' (y) .) If a recursive operator happens to be a one-one and onto mapping and its inverse is also a recursive operator, we denote it by ?1 . The following two propositions easily follow from the monotonicity and continuity of and ?1 .
Corollary 15 Let be some recursive operator which has an inverse ?1 . Then for every nite function f, the image (f) is also a nite function whose domain has the same cardinality as domain of f.
Corollary 16 Let be a recursive operator. Then for any sequence of nite functions ( n ) n2IN %f we have also ( ( n )) n2IN % (f). Lemma 17 Let be a recursive operator for which an inverse ?1 exists. Then the respective witnesses and ?1 can be chosen to be recursive permutations, i.e. recursive one to one mappings of IN onto itself. Proof: Let g; h be arbitrary witnesses for and ?1 respectively. They can be easily made one to one by padding Rog67]. Assume that maps 2 P to 2 P. Let A; B be the collections of indices for the functions and respectively. We have g(A) B; h(B) A: Accordingly to the Myhill Isomorphism theorem we can construct a recursive permutation such that (A) = B. Moreover, in this construction depends only upon g and h, and not upon the particular sets A; B. Therefore is a witness for the operator . Corollary 18 Let be a recursive operator for which ?1 exists and let be an operator on the collection T of all learning machines de ned by (M) = ?1 M ; M 2 T :
(1)
Then is one to one mapping of T onto itself. 
otherwise Clearly, (f 1 ) = f 2 and (f 2 ) = f 1 . Moreover, is inverse to itself, i.e. ?1 = . Use Theorem 19 to verify that (EX ?1 (f 1 )) = EX ?1 (f 2 ).
X 5 Sets of Learners and Foci
For each identi cation type L we introduce two mutually dual notions. Given a set U of recursive functions, the learner set of U, written: L L (U), is the collection of all IIMs that can L-learn all the functions in U:
For a set of IIMs T , the focus of T , written: F L (T ), is the set of all recursive functions that are learned by all the IIMs in T :
By de nition, the focus of the empty set of IIMs is the whole set of recursive functions, and the learner set of the empty class | the collection of all partial recursive strategies. We begin with simple set theoretical properties:
Lemma 22 (monotonicity) L denotes some identi cation type. Let T 1 T 2 be two collections of machines and U 1 U 2 two classes of functions. Then
Lemma 23 Let L be some identi cation type. By fT i g i2 and fU i g i2 we denote collections of sets of machines and (partial) recursive functions respectively with some nite or in nite set of indices .
Proof: Use the monotonicity of F L and L L respectively.
X
For identi cation types like EX, EX n , FIN, etc. it is easy to come up with examples, where inclusions for items 2 and 4 in the above lemma are proper. Concerning items 5 and 6 we introduce two new notions.
De nition 24 Set of functions
We proceed with some illustrations. But U V 6 = U V , therefore U ! U is not a closure operator Eng89]. To see that U V 6 = U V , consider U; V 2 EX such that U V 6 2 EX, as in Theorem 10. Then U V = F, but U V = U V 6 = F. Therefore the relation EX 1; 2]EX upsets this rst attempt to introduce useful dual notions. Another approach will be given in the next section.
Diversi cations
Consider the class W = U ffg, where U and f are de ned in the comment after Theorem 11. Clearly, W 6 2 FIN and W 2 1; 2]FIN, i.e. W can be learned by a team of 2 machines M 1 ; M 2 . The obvious choices for M 1 and M 2 result in a pair of radically di erent machines. There is a kind of IIM waiting inde nitely for the value \1" and failing to identify the everywhere zero function f 2 W. Another kind of IIM identi es the zero function, but fails to identify all but nitely many functions from U W. Any team learning W should contain machines from either kind.
At rst it seems, that this phenomenon is caused by the structure of W as the function f is the only accumulation point of the class W. We shall see, however, that for any class W which can only be identi ed by a team starting from some size n > 1, all machines useful for the team identi cation of W in the sense EX can be split into several kinds or avors. Collection of di erent avors of machines, which are all needed to identify W, re ect the inherent and necessary diversity of learning algorithms.
General results
By a b-partition of a set T we mean a collection fT 1 ; ; T b g of subsets of T such that: (2))(1) Assume that each set W S = i2S W i , jSj b, is learned by some machine M S . Let T 0 be the collection of all such machines M S . Assume by way of contradiction (2,2) ) (2,3) ) (2,4) ) (2,5) ) * * * * (3,3) ) (3,4) ) (3,5) ) * * * (4,4) ) (4,5) ) * * 
Diversi cations of EX machines
The comparisons between EX teams given by Theorems 7 and 8 allow a reformulation of the results of the previous subsection in a more convenient form.
Lemma 35 Let Proof: Evidently, (2))(1). Whenever n k we also get (1))(2). For n = k + 1; k + 2; we prove (1))(2) inductively.
W 6 2 EX , (2,2) , (2,3) , (2, 4) , (2, 5) , * W 6 2 1; 2]EX , (3, 3) , (3, 4) , (3, 5) , * W 6 2 1; 3]EX , (4, 4) , (4, 5) , * ] introduced a highly successful research paradigm to the mathematics community. The basic idea is to look at the inverse of a problem and study transformations. In essence, all work to date in inductive inference has taken a machine based approach to ask, \Given an IIM, what functions can it learn?" We propose to follow the Erlagen Program and ask, \Given a function, which IIMs can learn it?" Some dualities with conventional notions were discovered. The dualities however are not complete as made clear by the comment at the end of Section 5.
Finite sets have a well known property | it is possible to add them to any class without a ecting its EX-learnability. Theorem 12 shows that in nite sets that are closed and recursively enumerable have this property as well. This is reminiscent of descriptions of compact sets in real analysis as closed and bounded subsets of Euclidian space. If the description of set V in Theorem 12 as \closed and recursively enumerable" will eventually be replaced by some less restricting property, then results equivalent to Theorem 12, e.g. Lemma 40 and Theorem 41 and may be also Theorem 13 will be modi ed accordingly.
Theorem 8 states, for instance, 2; 3]EX = EX. Actually we can construct an operator such that whenever M = (M 1 ; M 2 ; M 3 ), machine M EX-learns the same class of functions which is 2; 3]EX-learned by the team fM 1 ; M 2 ; M 3 g. Let (T 1 ; T 2 ) be a (2,2)-diversi cation of all IIMs for some class W 2 ( 1; 2]EX ? EX). Suppose that M 1 ; M 2 ; M 3 learn a substantial quantity of functions from W 6 2 EX, i.e. W ? EX(M i ) 2 EX, i = 1; 2; 3. Then M = (M 1 ; M 2 ; M 3 ) also has the property W ? EX(M) 2 EX and belongs to the same side of partitioning (T 1 ; T 2 ) to which majority of M 1 ; M 2 ; M 3 belongs. Therefore, the \voting operator" actually performs voting not only on the level of individual machines, but also on the level of partitions relative to a given W 6 2 EX.
