The embeddings theorem of space-boundary-type DeGiorgi-Ladyzhenskaya parabolic classes into Hölder spaces is presented, which is useful for regularity considerations for parabolic boundary value problems. Additionaly, the application of this theory to Navier-Stokes's swirl is presented.
Introduction
We present an unified treatment of embeddings of boundary-type DeGiorgi-Ladyzhenskaya parabolic classes into Hölder spaces. This result serves the regularity studies certain PDEs. Therefore we restrict ourselves to the case of space boundary and do not consider timeboundary, as in the class of PDEs which can be tackled by this theory, the local-in-time smoothness is standard. Generally we follow ideas of [1] , where the case of boundary regularity is briefly mentioned. Here we provide clear and complete proofs and improve the original result qualitatively by obtaining better Hölder exponents, which is done in spirit of [2] . Finally, the application of this theory to Navier-Stokes's swirl is presented.
Notation and preliminary results
We work with a following geometric objects
• Ω T denoting space-time cylinder Ω × [−T ; 0] with a domain Ω as its base,
• Γ ⊂ ∂Ω × (−T, 0) is the open part of the space boundary of Ω T , in which vicinity we are interested in boundary regularity (in the case of Dirichlet data we need to have certain regularity of boundary data on Γ),
We will use also a following notation:
|f (t)| 2,Ω + |∇f | 2,Ω T (2.1)
where |f | 2,U ≡ U |f | 2 and ∇ means space gradient. Observe that here we assume that |f (t)| 2,Ω < ∞ for every t. Let 
We introduce now classes B N , B D dependent on further specified parameters. The former is useful for showing boundary regularity for Neumann problems, the latter for Dirichlet problems. Let us define formal inequality:
(ii) Inequality (2.7) with w ≡ ±u and
holds for any k ≥ ess sup Qρ,τ w − δ and holds for any k ≥ max(ess sup Qρ,τ w − δ, max Γ∩Qρ,τ w) and ξ ∈ C(Q ρ,τ ), 0
It is important that ξ does not have to vanish on Γ.
Remark 2.2. One can unessentialiy generalize definitions 2.1, 2.2 demanding that (2.7) holds merely for functions ξ, which cutoff certain cylinders Q ρ,τ .
A quotation of a few well-known results ends this section.
Lemma 2.1. For nonnegative h ∈ W 1,1 (B ρ ), vanishing on U of positive Lebesgue measure, holds a following generalized Poincare inequality:
, vanishing on U of positive Lebesgue measure, holds a following generalized Poincare inequality:
where η ≡ η(|x|) ∈ [0, 1] and η |U 0 ≡ 1,K P = .
Suggestion of Proof can be found in [1] , p.92.
Results
The following conditions excluding cusps of Ω are needed for validity of results
the former allows for a much simplification of the result concerning Dirichlet boundary case and is referred to as the anti-outer-cusp condition in what follows. The latter plays a role at the Neumann boundary case and is referred to as the anti-inner-cusp condition.
Theorem 3.1. Assume that the anti-outer-cusp condition (3.10) holds. Take u ∈ B D (Ω T , M, γ, r, δ, κ; Γ, c Γ , β) with r > 2 for n = 2 and r ≥ 2 for n > 2
then u is Hölder continuous in vicinity of Γ. More precisely: take any σ ∈ (1, 2], θ ∈ (0, 1] and a boundary cylinder Q(ρ 0 , θρ
, c Γ (3.13) and s satisfying
, log 2 (2c Γ σ β ) (3.14)
Theorem 3.2. Assume that the anti-outer-cusp condition (3.11) holds. Take u ∈ B N (Ω T , M, γ, r, δ, κ) with r > 2 for n = 2 and r ≥ 2 for n > 2
then u is Hölder continuous in vicinity of Γ.
More precisely: take any σ ∈ (1, 2],
and a boundary cylinder Q(ρ 0 , θρ
and any s satisfying
As a example of an application of the above mentioned theory, we present the proof of the result on the swirl of the axially symmetric Navier-Stokes flow in a cylinder. Before stating the result, let us introduce some quantities. For v r , v φ , v z being the cylindrical components of three-dimensional vector field u introduce quantity u = rv φ called swirl. Let v be a (weak) solution to Navier-Stokes system in a cylinder Ω T with radius R:
where S 1 denotes the curved part of boundary of the cylinder and S 2 -its (two-component) flat part. Consequently u solves a following equation:
As a corollary let us formulate
, rv 0 is bounded and in vicinity of the axis of symmetry u 0 is Hölder continuous with Hölder exponent 3 2 κ, κ ∈ (0,
For the entire section, fix x 0 , t 0 and supercylinder Q (min ρ 0 ,1),1 containing all further cylinders, where ρ 0 comes from the anti-cusp condition. Denote the boundary cylinder Q(σρ, θ(σρ) 2 ) by Q σρ and
Lemma 3.5 (Trichotomy for B D ). Take u ∈ B D . For any fixed η > 0 and σ ∈ (1, 2] exists s = s(η, σ) for which a following trichotomy holds for every time contraction parameter θ ≤ 1:
This lemma asserts quantitatively a following observation: for a function in B D either we (T1) control oscillations on Q σρ or (T2) on a considerable fraction (in terms of Lebesgue measure) of a slightly smaller cylinder Q ρ u is bounded away from its maximum or minimum in the bigger cylinder. Define ⌈x⌉ = inf
Proof. Assume that (T1) fails. Therefore
where the last-but-one inequality is given by definition of s i.e. (3.43) and last one by definition of B D , point (iii). Inequality (3.23) implies that either max
Assume that the former holds. Define
where M, δ are parameters of B D . Observe that (3.25) and assumption that the first possibility in (3.24) holds imply for r 0 ≥ 2
so levels k r are admissible to (2.7). We show that (T2) is valid. For clarity the following main part of the proof is divided into a few steps
By definition h = 0 outside Ω. Using this and Tchebytschev inequality one has from (3.28)
where definition (2.4) is used 1 . In view of anti-cusp condition (3.10), (3.29) yields
Squaring this one has
(ii) To estimate term Qρ∩Ω T |∇u (kr) | 2 in (3.32) we use the definition of B D . Observe that (3.26) concludes that k r with w = +u is admissible to (2.7) in Q σρ . This with
1 na raze wywalamy Γ z T2
It holds
where definition of u (kr) , A kr,σρ (t) ⊂ B σρ and
(see B D definition) are used. In view of the above two inequalities (3.35) implies
because by assumption θ ≤ 1, one can take 
To enable further control of constant, sum (3.40) over r ∈ [r 0 , s − 2]
So the main part of the proof results in
The proof concludes with a proper choice of s satisfying:
The first inequality gives (T2) from (3.42) while the second allows for (3.23). Recall (3.24); its second alternative is considered analogously as the above case, with w = −u instead of +u, and yields (T2').
Performing computation based on conditions (3.43) one has
Remark 3.1. In Lemma 3.5 any
is admissible. One can choose θ small enough to shrink
as needed. Recalling that σ ≤ 2, sufficient condition for s reads
Below we state an analogous result to Lemma 3.6 for B N . Recall that Q σρ ≡ Q(σρ, θ(σρ) 2 ). We define respective quantities without resorting to presently unknown boundary values
Lemma 3.6 (Trichotomy for B N ). Assume that anti-inner-cusp condition (3.11) holds. Take u ∈ B N and a cylinder Q ρσ with the time contraction parameter satisfying
Then for any fixed η > 0 and σ ∈ (1, 2] exists s = s(η, σ), for which a following trichotomy holds:
An attempt to rewrite the proof of Lemma (3.5) fails at obtaining (3.29) from (3.28). Extrapolation of a truncated u by zero outside Ω T , as in (3.27), does not produce Sobolev function h now, because boundary values of u are not known. Thus one may extrapolate u and define h on Q ρ or restrict in definition of h to Q ρ ∩ Ω T . In both cases we loose an easy way to control µ n ({h(t) = 0}). Regaining this control poses the main new point in the proof of Lemma (3.6). In the proof below we focus on this problem and sketch the part which overlaps with the previous proof.
Recall that ⌈x⌉ = inf 
Consider case when (3.50) holds 2 , it implies for r ≥ 1
2 The other one is performed analogously with −u in place of u One can assume that both
holds, as otherwise (T2) holds with η = 0, and (T1) fails:
The following essential part of the proof is divided into few steps.
(i) Define
which implies
As already remarked directly before the proof, we need in (3.57) estimate of a following type
for some nonzero χ. Such majorisation is done in the next step.
(ii) In (2.7) take function η(x) cutting off between Bρ /λ and B ρ with λ > 1
to obtain for k r , admissible in view of (3.49),
Estimate the first summand of right hand-side of (3.61) by (3.52); because left handside satisfies for l > 0
we have
and take l = Hψ. Hence division (3.62) by l 2 and estimate µ n (B ρ ∩ Ω) ≤ µ n (B ρ ) in its last summand yield
this in tandem with definition of H, k r , m; (3.53), s ≥ r 0 gives Hψ = max
The last inequality stems from (3.54). So (3.65) in (3.63) yields
, hence for ψ = 3 /4
This, combined with computation rewritten from point (ii) of Lemma 3.5, implies for r ∈ [r 0 , s], a (3.38) counterpart
As in the B D case, summing (3.76) over r ∈ [r 0 , s − 2] gives
As before, formulate Remark 3.2. In Lemma 3.6 any
is good. Therefore, taking θ such that
we see that any
is admissible.
In the following two lemmas we elaborate the case, when alternative (T2), (T2') of Lemmas 3.5, 3.6 hold. 
Lemma 3.8.
Currently we are ready to present key results, enabling quantitative control of oscillations.
Lemma 3.9 (Oscillation control for B D ). Assume that anti-outer-cusp condition (3.10) holds. Take a cylinder Q ρσ with the time contraction parameter θ ≤ 1 and u ∈ B D . Then for any fixed σ ∈ (1, 2] exists s = s(σ), for which either
, where ρ 0 stems from anti-outer-cusp condition (3.10). To be precise, s = s(η 0 , σ) from Lemma 3.5 with η 0 fixed by Lemma 3.7.
Lemma 3.10 (Oscillation control for B N ). Assume that anti-inner-cusp condition (3.11) holds. Take u ∈ B N and a cylinder Q ρσ with the time contraction parameter satisfying (3.47). Then for any fixed σ ∈ (1, 2] exists s = s(σ), for which either
, where ρ 0 stems from anti-outer-cusp condition (3.11). To be precise, s = s(η 0 , σ) from Lemma 3.6 with η 0 fixed by Lemma 3.8.
Having Lemmas 3.6, 3.8 and 3.5, 3.7 one shows Lemmas 3.10, 3.9 as Lemma 7.4 from [1] , Chapter II.7 (for some more details in case of cylinders scaled by factor σ instead of 2 as in [1] , compare Lemma 5.3 from [2] ). Because the argument is straightforward, we present it below for reader's convenience.
Proof of Lemmas 3.9, 3.10. As we consider both B N and B D case, for convenience we refer to either Lemma 3.5 or 3.6 as trichotomy lemma and to Lemma 3.7 or 3.8 as vanishing measure lemma. Fix σ 0 ∈ (1, 2]. Set the smallness parameter η equal to η 0 from vanishing measure lemmas. Take as s 0 = s(η 0 , σ 0 ) from trichotomy lemmas. Suppose (O1) does not hold. Therefore, in view of trichotomy lemmas, (T2) or (T2') is valid. Focus on the case when (T2) holds 3 :
In view of definition of s 0 , level k s 0 −1 is admissible in (2.7). Observe that for a fixed η 0 one has thesis of vanishing measure lemmas for every level k admissible to (2.7) independently from s, so there is no loop in the above choice of parameters. This allows us via vanishing measure lemmas to state that either The proof of the above Lemma 3.11 con be found in [1] Proof of Theorems 3.3, 3.4. Having theory on boundary DeGiorgi-Ladyzhenskaya classes, we perform these proofs exactly as proofs of Lemma 3.2 and Main Theorem in [3] .
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