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VERTICES OF MATHER’S BETA FUNCTION, II
DANIEL MASSART
Abstract. If the β-function of a time-periodic Lagrangian on a mani-
foldM has a vertex at a k-irrational homology class h, then 2k ≤ dimM .
Furthermore if dimM = 2 h is rational.
1. Introduction
This paper addresses the problem of the differentiability of Mather’s β-
function for time-periodic Lagrangian systems. It started as an attempt to
understand the result of [O05] and reformulate it in the language of [Mt03].
Its aim is to unify under one method the various existing results ([Mr90],
[Ba94], [BIK97], [Mt03], [O05]). It fails in this respect since it does not
contain Corollary 3 of [Mt03], but it does improve a little bit on Theorem 1
of [BIK97] and [O05].
The setting is as in [Mr91] : M is a closed, connected manifold. A time-
periodic Lagrangian on M is a C2 function on TM × T1, T1 being the unit
circle, such that L is convex and superlinear when restricted to the fibers of
TM . An example to keep in mind is the sum of a Riemann metric, viewed
as a quadratic function on TM , and a time-periodic potential (a function on
M ×T1). The Euler-Lagrange equation gives rise to a flow Φt on TM ×T
1.
We make the additional assumption that Φt is complete. See [F], [Be06] for
more background and references.
Define Minv to be the set of Φt-invariant, compactly supported, Borel
probability measures on TM ×T1. Mather showed that the function (called
action of the Lagrangian on measures)
Minv −→ R
µ 7−→
∫
TM×T1
Ldµ
is well defined and has a minimum. A measure achieving the minimum is
called L-minimizing.
When M = T1, by Mather’s Graph Theorem ([Mr91]) an invariant mea-
sure can be given a rotation number just like an invariant measure of a
circle homeomorphism. For other manifolds Mather proposed in [Mr91] the
following generalization. First he observed that if ω is a closed one-form on
M and µ ∈ Minv then the integral
∫
TM×T1
ωdµ is well defined, and only
depends on the cohomology class of ω. By duality this endows µ with a
homology class : [µ] is the unique h ∈ H1(M,R) such that
< h, [ω] >=
∫
TM×T1
ωdµ
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for any closed one-form ω on M . Besides, for any h ∈ H1(M,R), the set
Mh,inv := {µ ∈ Minv : [µ] = h}
is not empty. Again the action of the Lagrangian on this smaller set of
measures has a minimum, which is a function of h, called the β-function of
the system. A measure achieving the minimum is called (L, h)-minimizing.
There is a dual construction : if ω is a closed one-form on M , then L−ω
is a Lagrangian to which Mather’s theory applies, and which has the same
Euler-lagrange flow as L. Then the minimum over Minv of
∫
(L − ω)dµ is
actually a function of the cohomology class of ω, the opposite of which is
called the α-function of the system. An (L− ω)-minimizing measure is also
called (L,ω)-minimizing or (L, c)-minimizing if c is the cohomology of ω. In
formal terms we have defined
β : H1(M,R) −→ R
h 7−→ min
{∫
TM×T1
Ldµ : [µ] = h
}
α : H1(M,R) −→ R
c 7−→ min
{∫
TM×T1
(L− ω)dµ : [ω] = c
}
.
Mather proved that α and β are convex, superlinear, and Fenchel dual
of one another. The main geometric features of a convex function are its
smoothness and strict convexity, or lack thereof. In the present setting they
turn out to have interesting dynamical meanings as well. The prototype of
all theorems in the subject is
Theorem 1 ([Mr90]). If M = T1 then β is differentiable at every irrational
homology class. It is differentiable at a rational homology class if and only
if periodic orbits in this class fill up T1.
Since H1(T
1,R) = R the word rational is self-explanatory. For other
manifolds we need a bit of terminology. The torsion-free part of H1(M,Z)
embeds as a lattice Γ in H1(M,R). A class h ∈ H1(M,R) is called integer if
it lies in Γ, and rational if nh ∈ Γ for some n ∈ Z. A subspace of H1(M,R)
is called integer if it is generated by integer classes.
A convex function has a tangent cone at every point. We say it has a
vertex at x if its tangent cone at x contains no straight line. An enticing
question, suggested by Mather’s theorem, is whether or not vertices of β
only occur at rational homology classes. As yet the best known result is
Theorem 2 ([O05]). If the β-function of a Lagrangian L has a vertex at a
homology class h, then either h is rational, or the support of every (L, h)-
minimizing measure has Hausdorff dimension ≥ 3.
Note that this contains Theorem 1 since by Mather’s Graph Theorem
([Mr91]) the support of a minimizing measure may be viewed as a subset
of M × T1 ; and if M = T1, M × T1 cannot contain a subset of dimension
three.
We need to give a quantitative meaning to the irrationality of a homology
class. The quotient H1(M,R)/Γ is a torus T
b, where b is the first Betti
number of M . For h in H1(M,R), the image of Zh in T
b is a subgroup
of Tb, hence its closure is a finite union of tori of equal dimension. This
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dimension is called the irrationality of h. It is zero if h is rational. We say
a class h is completely irrational if its irrationality is maximal, i.e. equals
b. Similar definitions can be made for vectors in Rn with the integer lattice
Zn. Note that the irrationality of h equals that of Nh for N ∈ Z, N 6= 0.
Our main contribution is
Theorem 3. If the β-function of a Lagrangian L on a manifold M has a
vertex at a homology class h, and p is the irrationality of h, then the support
of every (L, h)-minimizing measure has Hausdorff dimension ≥ 2p + 1. In
particular 2p ≤ dimM . Furthermore if dimM = 2 h is rational.
We say that β is differentiable in k directions at h if the tangent cone
to β at h contains a linear space of dimension k. We are thus led to ask
whether β is always differentiable in k directions at a k-irrational homology
class. Mather conjectures it is true for C∞ Lagrangians. It is true for all
time-periodic Lagrangians on T1 by Theorem 1.
For autonomous Lagrangians the relevant notion of irrationality is slightly
different. Let I(h) be the dimension of the closure of the image in Tb of Rh
instead of Zh. About the relationship between the two notions of irrational-
ity, see Section 2.3. Note that the function I(h) is zero-homogeneous, that
is, I(th) = I(h) for all h ∈ H1(M,R) and t 6= 0.
In this context the problem is to show that β is always differentiable in
I(h) directions at any homology class h. This cannot be true in full gener-
ality by [BIK97], but it is true for Finsler metrics on a compact, orientable
surface, see [Ba94] for M = T2 and [Mt03], Corollary 3 for other genera. In
[AB06] this result is generalized to stable norms in codimension one.
Note that for autonomous Lagrangians, by [C95], β is always differentiable
in the radial direction, that is, for a given h ∈ H1(M,R) \ {0}, the function
]0,+∞[ −→ ]0,+∞[
t 7→ β(th)
is C1. So the β function of an autonomous Lagrangian cannot have vertices
except at the zero class. The closest thing to a vertex is a tangent cone which
contains no plane, that is, β is differentiable in no direction other than radial.
So far the only positive result for manifolds of dimension greater than two
is
Theorem 4 ([BIK97]). The β-function of a Finsler metric on a manifold
M is always differentiable in at least one non-radial direction at a completely
irrational homology class.
Note that this theorem contains the result of [Ba94] because on a two-
torus for any non-zero homology class h we have either I(h) = 1, in which
case β is differentiable in at least one direction, namely the radial one, the
1-irrational, or I(h) = 2, that is, h is completely irrational. We extend
Theorem 4 to
Theorem 5. If the β function of an autonomous Lagrangian on a manifold
M is not differentiable in any direction other than radial at h, and the
energy level that contains the supports of the (L, h)-minimizing measures
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does not meet the zero section of TM , then the support of every (L, h)-
minimizing measure has Hausdorff dimension ≥ 2I(h) − 1. In particular
2I(h) − 1 ≤ dimM .
Note that this theorem contains Theorem 4 because if the Lagrangian is
a Finsler metric the only energy level that meets the zero section is the zero
level, and it contains only fixed points, whose homology class is zero. Also
note that for large enough energy, the corresponding energy level does not
meet the zero section.
Here is a layout of the paper. In section 3.2 we introduce the main tool
of this paper, which is the fibration of M over the circle defined by an
integer one-form. In the remaining two sections we prove Theorems 3 and
5 respectively.
Acknowledgements : for many interesting conversations I thank Ivan
Babenko, Gonzalo Contreras and last but not least Osvaldo Osuna who
kindly let me use the title of [O05]. The comments provided by Patrick
Bernard and Albert Fathi led to vast improvements of this paper.
2. Preliminaries
In this section we briefly recall a few definitions, referring the reader
to the bibliography ([F], and [Be06] for the time-periodic case) for more
information. Let L be a complete time-periodic Lagrangian on a closed
manifold M of dimension d.
2.1. The Minimal Action Functional. Since the α-function of L is con-
vex, at every point its graph has a supporting hyperplane. We call face of
α the intersection of the graph of α with one of its supporting hyperplane.
By Fenchel (a.k.a. convex) duality it is equivalent to study the differen-
tiability of β or to study the faces of α. If c is a cohomology class, we
call Fc the largest face of α containing c in its relative interior (it exists by
[Mt97]), and Vc the underlying vector space of the affine space it generates
in H1(M,R). We call V˜c the vector subspace of H
1(M,R) × R generated
by pairs (c′ − c, α(c′) − α(c)) where c′ ∈ Fc. Replacing, if necessary, L by
L− ω where [ω] = c, we only need consider the case when c = 0. Likewise,
replacing L with L− α(0) we assume throughout the paper that α(0) = 0.
2.2. Weak KAM preliminaries. Define, for all n ∈ N,
hn :
(
M × T1
)
×
(
M × T1
)
−→ R
((x, t), (y, s)) 7−→ min
∫ s+n
t
L(γ, γ˙, t)dt
where the minimum is taken over all absolutely continuous curves
γ : [t, s+ n] −→ M such that γ(t) = x and γ(s + n) = y. Note that we
abuse notation, denoting by the same t an element of T1 = R/Z or the
corresponding point in [0, 1[. The Peierls barrier is then defined as
h :
(
M × T1
)
×
(
M × T1
)
−→ R
((x, t), (y, s)) 7−→ lim infn→∞ hn ((x, t), (y, s)) .
The Aubry set is
A0 :=
{
(x, t) ∈M × T1 : h ((x, t), (x, t)) = 0
}
.
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Definition 6. Let E˜0 be the set of (c, τ) ∈ H
1(M × T1,R) = H1(M,R) ×
H1(T1,R) such that there exists a smooth closed one-form ω on M×T1 with
[ω] = (c, τ) and supp(ω) ∩A0 = ∅. Let E0 be the canonical projection of E˜0
to H1(M,R).
We proved in [Mt06] (see [Mt03], Theorem 1 for the autonomous case)
the
Theorem 7. The following inclusion holds true :
E0 ⊂ V0.
2.3. Irrationality. Recall that Γ is the torsion-free part of H1(M,Z). Let
J : H1(M,R) −→ H1(M,R)/Γ
denote the canonical projection.
Proposition 8. For any h ∈ H1(M,R), the irrationality of h is the smallest
possible dimension of an integer subspace Eh such that Eh + Γ contains h.
Besides,
(1) I(h) is the smallest possible dimension of an integer subspace that
contains h
(2) I(h) is the dimension of the Q-subspace of R generated by the coor-
dinates of h in any integer basis of H1(M,R).
Proof. Let h ∈ H1(M,R) be k-irrational with k ≥ 1. By the definition
of irrationality the closure of J(Zh) in H1(M,R)/Γ is a finite union of k-
dimensional tori Gh. The inverse image of Gh under J is Eh +Γ, where Eh
is a k-dimensional vector subspace of H1(M,R). Now
Gh = (Eh + Γ) /Γ ∼= Eh/ (Eh ∩ Γ) .
is compact, so Eh∩Γ is cocompact in Eh, that is, Eh is integer. This proves
that k ≥ the smallest possible dimension of an integer subspace Eh such
that Eh + Γ contains h.
Conversely, assume h ∈ Eh + Γ, with Eh integer of dimension d. Then
Zh ⊂ Eh + Γ whence
J(Zh) ⊂ J(Eh) = Eh/ (Eh ∩ Γ)
which is a torus of dimension d, whence k ≤ d. This proves that k = the
smallest possible dimension of an integer subspace Eh such that Eh + Γ
contains h.
Let us prove Statement (1) of the Proposition. Take h ∈ H1(M,R). The
closure of J(Rh) in H1(M,R)/Γ is an I(h)-dimensional tori Gh. The inverse
image of Gh under J is Eh + Γ, where Eh is an I(h)-dimensional vector
subspace of H1(M,R). Now
Gh = (Eh + Γ) /Γ ∼= Eh/ (Eh ∩ Γ) .
is compact, so Eh ∩ Γ is cocompact in Eh, that is, Eh is integer. The
connected subset Rh contains zero and is contained in Eh + Γ, so it is
contained in the connected component of zero in Eh +Γ, which is Eh. This
proves that I(h) ≥ the smallest possible dimension of an integer subspace
that contains h.
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Conversely, assume h is contained in an integer subspace Eh of dimension
k. Then Eh contains Rh so J(Rh) is contained in the k-dimensional torus
Eh/ (Eh ∩ Γ) whence I(h) ≤ k. This proves that I(h) is the smallest possible
dimension of an integer subspace that contains h .
Now let us prove Statement (2). Take h ∈ H1(M,R). Let a1, . . . ab be an
integer basis of H1(M,R), that is, a basis of H1(M,R) all of whose elements
are in Γ and set h =
∑b
i=1 λiai. Let
k := dimVectQ {λ1, . . . λb} .
Modulo a permutation of λ1, . . . λb we may assume that
λk+1 =
k∑
j=1
rj,k+1λj
...
...
...
λb =
k∑
j=1
rj,bλj
where all the rj,i are rationals. Let N be their least common multiple. Then
Nh =
b∑
i=1
Nλiai
=
k∑
i=1
Nλiai +
b∑
i=k+1

 k∑
j=1
Nrj,iλj

 ai
=
k∑
i=1
λi
[
Nai +
b∑
l=k+1
Nri,lal
]
that is, h lies in the integer subspace of H1(M,R) generated by the k classes
Nai +
b∑
l=k+1
Nri,lal, i = 1, . . . k
so I(h) ≤ k.
Conversely, let Eh be an integer suspace of H1(M,R) of dimension I(h)
containing h. Let b1, . . . bd be an integer basis of Eh and set h =
∑I(h)
j=1 νjbj.
Since b1, . . . bd are elements of Γ there exist rational numbers ri,j, i = 1, . . . b,
j = 1, . . . I(h) such that
bj =
b∑
i=1
ri,jai, ∀j = 1, . . . I(h).
Then
h =
b∑
i=1

 j=1∑
I(h))
ri,jνj

 ai
so the coordinates of h in the basis a1, . . . ab are linear combinations, with
rational coefficients, of the νj , j = 1, . . . I(h), thus the Q-subspace of R they
generate has dimension at most I(h). 
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3. Integrality of V˜0
We begin by explaining why the integrality of V˜0 matters in the problem
we study.
3.1. Consequence of the integrality of V˜0. Let us assume that V˜0 is an
integer subspace of H1(M ×T1,R). Take cohomology classes c1, . . . ck in F0
and ω1, . . . ωk closed one-forms on M such that
• [ωi] = ci, i = 1 . . . k
• ∀i = 1 . . . k,∃ni ∈ Z, ni(ci, α(ci)) ∈ H
1(M × T1,Z), in particular
niα(ci) ∈ Z
• the classes (ci, α(ci)), i = 1 . . . k form a basis of V˜0.
Complete ni(ci, α(ci)), i = 1 . . . k to an integer basis B of H
1(M × T1,Z).
Let µ be a minimizing measure, for L, then since ci ∈ F0, i = 1 . . . k, µ is
also L+ ωi-minimizing. Thus for i = 1, . . . k we have∫
TM×T1
(L+ ωi) dµ = α(ci)∫
TM×T1
Ldµ = 0
(recall that we work under the assumption that α(0) = 0) whence
(1)
∫
TM×T1
ωidµ = α(ci) ∈ Q
but on the other hand
(2)
∫
TM×T1
ωidµ =< ci, [µ] >
so the first k coordinates of [µ] in the basis h1, . . . hb of H1(M,R) dual to
B are rational. So for some N ∈ Z, Nh belongs to Γ + Vect(hk+1, . . . hb).
Since Vect(hk+1, . . . hb) is integer and of dimension b − k, the irrationality
of [µ] is at most b− k.
By transposition we see that if h ∈ H1(M,R) is k-irrational, and if c ∈
H1(M,R) is a subderivative to β at h, with V˜c integer, then
dimFc ≤ dim V˜c ≤ b− k
whence β is differentiable at h in at least k directions.
3.2. Further consequence of the integrality. Assume V˜0 contains an
integer point. Let c ∈ F0 be such that, for some λ ∈ R
λ (c, α(c)) ∈ H1
(
M × T1,Z
)
.
Let ω be a smooth one-form on M such that [ω] = c. Fix once and for all
an origin (x0, 0) ∈ A0 ∩ {t = 0} and consider the map :
φω : M × T −→ R/
1
λ
Z
(x, t) 7−→
∫ (x,t)
(x0,0)
[ω − α(c)dt]
where the integral is taken along any path in M ×T joining (x0, 0) to (x, t).
To emphasize the dependance on the Lagrangian we write h(L) or h(L−ω)
the corresponding Peierls barriers.
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For brevity we denote
u1(x, t) := h(L− ω) ((x0, 0), (x, t))
u0(x, t) := h(L) ((x0, 0), (x, t)) .
Define
Φω : M × T −→ R/
1
λ
Z
(x, t) 7−→ φω(x, t)− u0(x, t) + u1(x, t).
We have
Proposition 9. The map Φω is constant on the static classes of L.
Proof. First we need a
Lemma 10. The static classes for L− ω are the same as the static classes
for L, and furthermore the curves realizing the liminf are the same.
Remark 11. By [Mt03], Proposition 6 (see [Be02] for the time-periodic
case) the Aubry sets for L and L− ω are the same.
Take (x1, t1) and (x2, t2) in the same static class for L. We have
h(L) ((x1, t1), (x2, t2)) + h(L) ((x2, t2), (x1, t1)) = 0
that is to say, for all n ∈ N there exist two increasing sequence of integers
kn, ln, n ∈ N and curves
γn : [t1, t2 + kn] −→ M
δn : [t2, t1 + ln] −→ M
such that γn(t1) = δn(t1 + ln) = x1, γn(t2 + kn) = δn(t2) = x2 and∫ t2+kn
t1
L(γn, γ˙n, t)dt+
∫ t1+ln
t2
L(δn, δ˙n, t)dt −→ 0
when n → ∞. Since c ∈ F0, and F0 contains 0 in its interior, we can find
θ1 > 0 such that c1 := −θ1c ∈ F0 so, denoting θ := (1 + θ1)
−1, we have
(1− θ)c+ θc1 = 0. Thus, α being affine in F0, we have
0 = α(0) = α((1 − θ)c) + α(θc1) = (1− θ)α(c) + θα(c1).
Now if v, w are weak KAM solutions for L − ω and L − ω1 respectively
(with ω1 := −θ1ω), we have∫ t2+kn
t1
(L− ω + α((c)) (γn, γ˙n, t)dt+
∫ t1+ln
t2
(L− ω + α(c)) (δn, δ˙n, t)dt
≥ v(x2, t2)− v(x1, t1) + v(x1, t1)− v(x2, t2) = 0∫ t2+kn
t1
(L− ω1 + α(c1)) (γn, γ˙n, t)dt+
∫ t1+ln
t2
(L− ω1 + α(c1)) (δn, δ˙n, t)dt
≥ w(x2, t2)−w(x1, t1) + w(x1, t1)− w(x2, t2) = 0.
Summing θ times the first inequality with 1 − θ times the second we get a
sum of two non-negative terms which converges to zero, so each term must
converge to zero. Consequently
h(L− ω) ((x1, t1), (x2, t2)) + h(L− ω) ((x2, t2), (x1, t1)) = 0
which proves that (x1, t1) and (x2, t2) are in the same static class for L−ω.
Lemma 10 follows by swapping L and L− ω.
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
Now let us prove Proposition 9. We have, re-using the notations of Lemma
10,
h(L) ((x1, t1), (x2, t2)) = lim
n→∞
∫ t2+kn
t1
L(γn, γ˙n, t)dt
h(L− ω) ((x1, t1), (x2, t2)) = lim
n→∞
∫ t2+kn
t1
(L− ω + α(c)) (γn, γ˙n, t)dt
whence by substraction
lim
n→∞
∫ t2+kn
t1
[ω(γn, γ˙n, t)− α(c)] dt = h(L) ((x1, t1), (x2, t2))
−h(L− ω) ((x1, t1), (x2, t2)) .
Thus
φω(x2, t2)− φω(x1, t1) =
h(L) ((x1, t1), (x2, t2))− h(L− ω) ((x1, t1), (x2, t2)) mod
1
λ
Z.
On the other hand, since (x1, t1) and (x2, t2) are in the same static class, we
have (cf [Be06], Lemma 4.1)
h(L) ((x0, 0), (x2, t2)) = h(L) ((x0, 0), (x1, t1)) + h(L) ((x1, t1), (x2, t2))
h(L− ω) ((x0, 0), (x2, t2)) = h(L− ω) ((x0, 0), (x1, t1))
+h(L− ω) ((x1, t1), (x2, t2))
that is,
h(L) ((x1, t1), (x2, t2)) = u0(x2, t2)− u0(x1, t1)
h(L− ω) ((x1, t1), (x2, t2)) = u1(x2, t2)− u1(x1, t1)
and finally
φω(x2, t2)− u0(x2, t2) + u1(x2, t2) =
φω(x1, t1)− u0(x1, t1) + u1(x1, t1) mod
1
λ
Z.

Proposition 12. The map Φω satisfies a Ho˝lder condition of order two
along A0.
Proof. Since c ∈ F0, we have A0(L− ω) = A0(L). Besides, the maps
M × T1 −→ R
(x, t) 7−→ h(L− ω) ((x0, 0), (x, t))
(x, t) 7−→ h(L) ((x0, 0), (x, t))
are weak KAM solutions, so at every point (x, t) ofA0 there exists a v ∈ TxM
such that
∂
∂x
h(L− ω) ((x0, 0), (x, t)) =
∂L
∂v
(x, v, t) − ωx
∂
∂x
h(L) ((x0, 0), (x, t)) =
∂L
∂v
(x, v, t).
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Furthermore (see [Mt06])
∂
∂t
h(L) ((x0, 0), (x, t)) −
∂
∂t
h(L− ω) ((x0, 0), (x, t)) = −α(c)dt.
Let (U, f) be a coordinate chart for M × T. We have (see [F], 4.5.5 for the
autonomous case)
Lemma 13. There exists K such that for any weak KAM solution u for L,
for any X in U such that f(X) ∈ A0, for any Y in U , we have∣∣u(f(Y ))− u(f(X))− df(X)u.dXf(Y −X)∣∣ ≤ K ‖Y −X‖2
Proof. Take X,Y in U such that f(X) ∈ A0. Let u− be a backward weak
KAM solution for L, and let u+ be its conjuguate, so u+ is a forward weak
KAM solution for L. By [Be06] there exists a real number K such that all
backward (resp. forward) weak KAM solutions are K-semi-concave (resp.
semi-convex). Since f(X) ∈ A0, u− and u+ are differentiable, and have the
same derivative, at f(X). So by semi-concavity (resp. semi-convexity)
u−(f(Y ))− u−(f(X)) ≤ df(X)u.dXf(Y −X) +K ‖Y −X‖
2
u+(f(Y ))− u+(f(X)) ≥ df(X)u.dXf(Y −X) +K ‖Y −X‖
2 .
On the other hand, u− and u+ being weak KAM conjuguate, u−(f(X)) =
u+(f(X)) because f(X) ∈ A0 and u−(f(Y )) ≥ u+(f((Y )) so
u−(f(Y ))− u−(f(X)) ≥ u+(f(Y ))− u+(f(X))
which combines with the former two inequalities to prove the lemma.

Now let us prove Proposition 12. By our previous lemma we have, for
any X,Y such that f(X), f(Y ) ∈ A0,∣∣u1(f(Y ))− u0(f(Y ))− u1(f(X)) + u0(f(X)) + (ωf(X) − α(c)dt) .dXf(Y −X)∣∣
≤ 2K ‖Y −X‖2 .
On the other hand, since ω is smooth, by Taylor’s formula we have for some
K ′ :∣∣φω(f(Y ))− φω(f(X))− [ωf(X) − α(c)dt] .dXf(Y −X)∣∣ ≤ K ′ ‖Y −X‖2
thus
|Φω(f(Y ))− Φω(f(X))| ≤ (2K +K
′) ‖Y −X‖2
which proves the Proposition. 
3.3. In this paragraph we prove a partial converse to Theorem 7. Consider
the equivalence relation on M × T defined by (x, t) ≈ (y, s) if and only if
h((x, t), (y, s)) + h((y, s), (x, t)) = 0. The quotient (M × T) / ≈ is a metric
space with distance d((x, t), (y, s)) = h((x, t), (y, s)) + h((y, s), (x, t)), where
(x, t) is the equivalence class of (x, t). The image of A0 in (M × T) / ≈ is
the quotient Aubry set A0 of [Mr02].
Proposition 14. If the quotient Aubry set A0 is totally disconnected, and
V˜0 contains an integer point (c, τ), then
(c, τ) ∈ E˜0.
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In particular, if A0 is totally disconnected, and V˜0 is integer, then
E0 = V0.
Remark 15. By [Mn96] for a generic Lagrangian there exists a unique
minimizing measure, and in particular a unique static class, so A0 is a
point. Also, by [Mr02], if dimM = 2, A0 is always totally disconnected.
Proof. Take c in F0, such that some multiple of (c, α(c)) is integer. Take a
one-form ω such that [ω] = c and define Φω as above.
First assume that
Φω(A0) 6= T
1.
SinceA0 is compact, so is Φω (A0). Therefore Φω (A0) misses an open set V1.
Then we can find a map Φ which is C1, homotopic to Φω and misses an open
set V ⊂ V1. Take a closed one form η generating the integral cohomology
of the circle R/λ−1Z, supported in V . The pull-back Φ∗(η) of this form by
Φ defines a closed one-form in M × T, supported away from A0. Since η is
cohomologous to the constant one-form dx on the circle, we have
[Φ∗(η)] = [Φ∗(dx)]
but Φ∗(dx) is cohomologous to Φ∗ω(dx) since Φ is homotopic to Φω. By
the definition of Φω, Φ
∗
ω(dx) is cohomologous to (ω,α(c)dt), which implies
c ∈ E0.
So what remains to do now is assume that Φω restricted to A0 is surjective
and use the hypothesis of total disconnectedness to modify Φω.
Remark 16. By [R06], Lemma 2, if dimM = 2, Φω (A0) has Lebesgue
measure zero, so Φω restricted to A0 is not surjective.
Assume, up to a translation, that Φω(x0, 0) = 0. We are looking for a
map Φ which has the same effect as Φω on cohomology classes and misses a
neighborhood of the point (2λ)−1 in the circle.
By [HY], Theorem 2.15, in a totally disconnected metric space, every
point has a basis of open-closed neighborhoods. Thus, since the canonical
projection from M to (M × T) / ≈ is continuous, for every static class S
contained in Φ−1ω (1/2λ)∩A0 there exists an open (in A0) and closed neigh-
borhood VS of S such that Φω(VS) ⊂ [1/4λ, 3/4λ]. Cover the compact set
Φ−1ω (1/2λ) ∩ A0 with the VS ’s and take a finite subcover V1, . . . Vn. Then
the reunion V1 ∪ . . . ∪ Vn is an open (in A0) and closed neighborhood of
Φ−1ω (1/2λ) ∩ A0. So its complement in A0 is closed. This shows that A0
splits as disjoint union of two compact subsets K1 and K2 such that
• K1 ⊃ Φ
−1
ω (1/2λ) ∩ A0,
• Φω(K1) ⊂ [1/4λ, 3/4λ] and
• 1/2λ /∈ Φω(K2).
Thus there exists a C1 function f on M × T such that f is zero on K2
and one on K1.
Replace ω with ω − (2λ)−1df in the definition of Φω (without changing
u1), and call Φ the resulting map. Then, if x ∈ K2, Φ(x) = Φω(x) 6= 1/2λ,
and if x ∈ K1,
Φ(x) = Φω(x)−
1
2λ
f(x) = Φω(x)−
1
2λ
6=
1
2λ
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which shows that Φ restricted to K is not surjective and brings us back to
the first case. This proves Proposition 14. 
3.3.1. Let us now consider the case when there are so many static classes
that
Φω (A0) = R/Z.
Note that, since Φω is constant on the static classes, a fortiori it is constant
on the orbits of points in A0, so, taking the initial point of each orbit in A0,
Φω (A0 ∩ {t = 0}) = R/Z.
The classical lemma below then shows that A0 ∩ {t = 0} ⊂M × {0} has
Hausdorff dimension ≥ 2.
Lemma 17. Let A be a subset of Rn and let C,α be positive real numbers.
Take f : A −→ R a function such that ∀x, y ∈ A, we have |f(x) − f(y)| ≤
C|x− y|α. Then, denoting by Hs the Hausdorff measure of dimension s, we
have
H
s
α (f(A)) ≤ C
s
αHs(A).
Proof. If (Ai)i is a δ-covering of A, then (f(Ai))i is a Cδ
α-covering of f(A),
and
∞∑
i=1
diameter(f(Ai))
s
α ≤
∞∑
i=1
C
s
αdiameter(Ai)
s.
Taking the infimum over all δ-coverings of A, and letting δ go to zero, we
get the required conclusion. 
4. Proof of Theorem 3
Let us now assume that V0 is integer whithout specification on V˜0. Take
cohomology classes c1, . . . ck in F0 and ω1, . . . ωk smooth closed one-forms on
M such that
• [ωi] = ci, i = 1 . . . k
• ∀i = 1 . . . k,∃ni ∈ Z, nici ∈ H
1(M,Z),
• the classes ci, i = 1 . . . k form a basis of V0.
Define, for each i,
φi : M −→ R/
1
ni
Z
x 7−→
∫ x
x0
ωi
where the integral is taken along any path in M joining x0 to x. For brevity
we denote
u1,i(x) := h(L− ωi) ((x0, 0), (x, 0))
u0(x) := h(L) ((x0, 0), (x, 0)) .
Define
Φi : M −→ R/
1
ni
Z
x 7−→ φi(x)− u0(x) + u1,i(x).
Consider the map
Φ: M −→ Tk =
⊕k
i=1 R/
1
ni
Z
x 7−→ (Φi)i=1,...k
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It can be proved as in Proposition 12 that Φ satisfies a Ho˝lder condition of
order two along A0 ∩ {t = 0}. The difference with the previous section is
that the vector (α(ci))i=1,...k may be irrational so Φ may not be constant on
the static classes. Take γ : R −→ M an extremal such that (γ(t), γ˙(t), t) is
contained in A0 for all t. We have, for all n in Z,∫ n
t=0
(L− ωi + α(ci)) (γ(t), γ˙(t), t)dt = u1,i(γ(n))− u1,i(γ(0))∫ n
t=0
(L) (γ(t), γ˙(t), t) dt = u0(γ(n)) − u0(γ(0))
Substracting the last two equations we get
Φ (γ(n))− Φ (γ(0)) = n
(
α(ci) mod
1
ni
Z
)
i=1,...k
.
Now if the vector (α(ci))i=1,...k is p-irrational the set
{n(α(ci))i=1,...k : n ∈ Z}
is dense in a subtorus of dimension p. Thus by the Ho˝lder property the
closure of γ (Z) in M has dimension ≥ 2p, whence the dimension of M itself
is at least 2p and the support of any minimizing measure, which is a subset
of TM × T1, has dimension ≥ 2p+ 1.
4.1. Vertices. Suppose β has a vertex at some homology class h. Then
there exists a cohomology class c such that c is a subderivative to β at h
and Vc = H
1(M,R). In particular Vc is an integer subspace so this situation
is contained in the case we just considered. Pick an h-minimizing measure
µ and an integer basis c1, . . . cb of H
1(M,R). Let h1, . . . hb be the basis
of H1(M,R) dual to c1, . . . cb. The coordinates of h in the basis h1, . . . hb
are < ci, h >, i = 1, . . . b. Note that since c1, . . . cb is an integer basis, some
mutiple of its dual basis is an integer basis ofH1(M,R), so the irrationality of
h is just that of the vector < ci, h >, i = 1, . . . b. Now, < ci, h > −α(ci) = 0
for all i = 1, . . . b by Equations (1) and (2). So the irrationality p of h is
exactly that of (α(ci))i=1,...k, which is ≤ 1/2 dimM . Besides, the support of
µ has Hausdorff dimension ≥ 2p+ 1. This finishes the proof of Theorem 3,
but for the two-dimensional case.
4.2. The two-dimensional case. We shall prove that if the dimension of
M is two and V0 is integer, then so is V˜0. More specifically we prove that
if c ∈ V0 is integer, then so is some multiple of (c, α(c)) ∈ V˜0. As a bonus,
using Proposition 14, we get the following
Corollary 18. If the dimension ofM is two and V0 is integer, then E0 = V0.
Let c ∈ F0 be such that for some n ∈ Z, nc ∈ H
1(M,Z). Let ω be a
smooth closed one-form on M with cohomology c. Denote
u1(x) := h(L− ω) ((x0, 0), (x, 0))
u0(x) := h(L) ((x0, 0), (x, 0)) .
Define
φω : M −→ R/
1
n
Z
x 7−→
∫ x
x0
ω
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where the integral is taken along any path in M joining x0 to x, and
Φω : M −→ R/
1
n
Z
(x, t) 7−→ φω(x, t)− u0(x) + u1(x).
Then Φω is 2-Ho˝lder along A0, and if α(c) is irrational, then Φω(A0) is
surjective, which contradicts Lemma 2 of [R06]. Therefore α(c) is rational.
In particular if β has a vertex at some h, then < ci, h > is rational for any
integer basis ci, i = 1, . . . , b of H
1(M,R). Thus h is rational. This proves
the two-dimensonal case of Theorem 3. 
5. Proof of Theorem 5
Let h ∈ H1(M,R) be such that the tangent cone to β at h contains no
plane. Let c ∈ H1(M,R) be such that < c, h >= α(c) + β(h), that is, c
defines a supporting hyperplane to β at h. Modifying L by a closed one-
form if c 6= 0, we may assume c = 0. Then V0 has codimension one or
zero.
Lemma 19. If the codimension of V0 is zero, then h = 0.
Proof. Since 0 ∈ H1(M,R) is a subderivative to β at h, and L is autonomous,
by [C95] the support of any h-minimizing measure is contained in the energy
level 0 = α(0). Since any c ∈ F0 is also a subderivative to β at h, the support
of any h-minimizing measure is contained in the energy level α(c) so we have
0 = α(c) ∀c ∈ F0.
In other words, the faces of α are contained in the level sets of α for an
autonomous Lagrangian. Besides, since c and 0 are subderivatives to β at
h, we have
< c, h > = α(c) + β(h) = β(h)
< 0, h > = β(h)
(recall that α(0) = 0) whence
< c, h >=< 0, h >= 0 ∀c ∈ F0.
Therefore, if V0 = H
1(M,R) we have < c, h >= 0 ∀c ∈ H1(M,R) so
h = 0. 
Since I(0) = 0, there is nothing to prove in that case so we may assume
h 6= 0 and V0 has codimension one.
We would like an ergodic h-minimizing measure. Such a measure need
not exist because (h, β(h)) may not be an extremal point of the epigraph of
β, that is, h may lie in the relative interior of a face of β. Such a face must
be radial, i.e. contained in {th : t ∈[ 0,+∞ [}, for β is not differentiable at h
in any direction but the radial one. Then the face has at least one non-zero
extremal point th with t ∈ ]0,+∞[. Since I(th) = I(h), we may, for the
purpose of proving Theorem 5, assume that h itself is an extremal point of
β. Then by [Mn92] there exists an ergodic h-minimizing measure µ.
Let c1, . . . cb−1 be a basis of V0 and let ω1, . . . ωb−1 be smooth closed one-
forms on M sucht that [ωi] = ci, i = 1 . . . k. Consider the functions
u1,i(x) := h(L− ωi) (x0, x)
u0(x) := h(L) (x0, x) .
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for 1, . . . b− 1, and replace each one-form ωi by
ω′i := ωi + du1,i − du0.
This is an almost everywhere defined, integrable one-form. Pick a1, . . . ab an
integer basis of H1(M,R) and a matrix
Λ = (λij) ∈Mb,b−1 (R) such that cj =
b∑
1
λijai ∀j = 1, . . . b− 1
then the rank of Λ is b−1 so there exist representatives η1, . . . ηb of a1, . . . ab
such that (
ω′1, . . . ω
′
b−1
)
= Λ(η1, . . . ηb)
Consider the map
Φ: M −→ Tb
x 7−→
(∫ x
x0
ηi
)
i=1,...b
modZ.
Pick an orbit γ : R −→M contained in the support suppµ of µ. We have
dΦ(γ˙(t)) = (ηi(γ˙(t)))i=1,...b so Λ (dΦ(γ˙(t))) = 0
and Φ(γ(R)) is a connected subset of a straight line in Tb. We claim that
for µ-almost every orbit γ the closure of Φ(γ(R)) in Tb is a subtorus of
dimension I(h). Let M be the Abelian cover of M , that is, the cover whose
group of Deck transformations is isomorphic to Γ. We denote by h the Deck
transformation corresponding to the homology class h. Lift the map Φ to
M :
Φ: M −→ Rb
x 7−→
(∫ x
x0
ηi
)
i=1,...b
We systematically overline objects that live in the Abelian cover. We have
1
t
(
Φ
(
γ(t)
)
− Φ
(
γ(0)
))
=
1
t
∫ t
0
dΦ(γ˙(t))dt
=
1
t
(∫ t
0
ηi(γ˙(t))
)
i=1,...b
−→ (〈ai, h〉)i=1,...b
when t −→ ±∞, for µ-almost every orbit γ, by Birkhoff’s Ergodic Theorem.
In particular the line segment Φ(γ(R)) is unbounded left and right, thus its
projection Φ(γ(R)) to Tb is dense in a subtorus whose dimension is
I
(
(〈ai, h〉)i=1,...b
)
.
The latter is precisely I(h) since a1, . . . ab is an integer basis of H1(M,R).
This proves the claim.
Consequently, Φ (suppµ) is dense in a subspace D of dimension d, foliated
by straight lines with direction h. Next we consider
Ψ: M −→ Rb−1
x 7−→
(∫ x
x0
ω′i
)
i=1,...b−1
.
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Remark 20. The reason to lift to the Abelian cover is that the corresponding
map from M would take values in a non-separated topological space, thus
precluding any discussion of Hausdorff dimension.
Observe that the map Ψ satisfies a Ho˝lder condition of order two along
A0, and that Ψ = Λ ◦ Φ so Ψ(suppµ) is dense in a subspace of dimension
d− 1.
Take a Lipschitz vector field X on M such that for every orbit in A0,
for all t ∈ R, γ˙(t) = X(γ(t)). Such a vector field exists by Mather’s Graph
Theorem. It does not vanish on A0 because we assume that the zero energy
level does not meet the zero section of TM .
Let (Ui, fi), i = 1 . . . s be such that :
• the Ui are open sets of M that cover suppµ
• each fi is a diffeomorphism from Ui to the open unit ball in R
n
• for all x ∈ Ui, dxfi.X(x) = (1, 0 . . . , 0).
In each Ui define
Ni := f
−1
i ({x1 = 0} ∩ fi(Ui))
where x1 denotes the first coordinate in R
n. That is, Ni is a transverse
section to X in Ui. The sets Ui cover suppµ so the Φ(Ui) cover Φ(suppµ),
hence one of the Φ(Ui ∩ suppµ), say Φ(U1 ∩ suppµ), contains an open set
of a d-dimensional torus. Thus Φ(U1 ∩ suppµ) contains an open set of R
d,
whence Ψ(U 1 ∩ suppµ) contains an open set of R
d−1. But Ψ(U1 ∩ suppµ) =
Ψ(N1 ∩ suppµ) because N1 meets every orbit in U1 and Ψ is constant on
the orbits in suppµ.
Therefore the Hausdorff dimension of Ψ
(
N1 ∩ suppµ
)
is at least d − 1,
whence by the Ho˝lder property the Hausdorff dimension of N ∩ suppµ is
≥ 2d− 2. This implies
dimH(suppµ) ≥ 2d− 1,
but recall that suppµ is a countable union of lifts of suppµ so finally
dimH(suppµ) ≥ 2d− 1.

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