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ABSTRACT 
Coordinated movement is critical not only to sports technique and performance but to 
daily living and as such represents a fundamental area of research. Coordination 
requires being able to produce the right actions at the right time and has to incorporate 
perception, cognition, and forceful neuro-muscular interaction with the environment. 
Coordinated movements of the hands and fingers are some of the most complex 
activities undertaken where continuous learning and adaptation take place, but the 
temporal variability of the most basic movement components is still unknown. This 
thesis investigates the extent of temporal variability in the execution of four different 
simple hand and finger coordination tasks, with the purpose to find the various 
intrinsic temporal variability which limit the ability to coordinate the hands in space 
and time. Study one showed that in a synchronized bi-lateral two finger tapping test 
(<<1 cm movement to target) the best participant had a temporaltiming variability of 
4.8 + 6.6 ms whereas the largest time variability could be as high as 24.8 + 30.5 ms. 
No obvious improvement was found after transfer practice, whereas the average time 
variability for asynchronized tapping decreased from 62.1 + 70.8 ms to 30.3 + 28.6 
ms after instructed practice indicating a likely change in task grouping. Study two 
showed that in a unilateral thumb-index finger pinch and release test, the largest mean 
timing variability was 12 + 9.8 ms for pinching irrespective of performing the task in 
a slow alert manner or at a faster speed. However, the mean temporal variability for 
release was only 6.3 + 5.8 ms when the task was performed in a more alert manner 
and indicates that release is more accurately controlled temporally than grip. Study 
three suggested that in a unilateral sagittal plane throwing action of the lower arm and 
hand, that elbow and wrist coordination for dynamic index finger tip location was 
better with a radial-ulnar deviation, darts-type, throwing action than a wrist 
flexor-extensor type action, basketball free throw type action (the mean variability 
was 37.5 + 45.7 ms and 27.2 + 24.5 ms, respectively). Study four compared the 
variability in bi-lateral finger tapping between voluntary tapping and involuntary 
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finger contraction tapping. Electrically stimulated neural contractions had 
significantly lower force onset variability than voluntary or direct magnetic 
stimulation of muscles (6 + 5.3ms, 9.5 + 8.3, and 10.3 + 8.6 for electrically stimulated, 
voluntary and Transcranial Magnetic Stimulation stimulated contraction). This work 
provides a comprehensive analysis of the temporal variability in various fundamental 
digital movement tasks that can aid with the understanding of basic human 
coordination in sporting, daily living and clinical areas.  
 
Key words: Coordination, Temporal Limit, Bilateral Tapping, Voluntary Tapping, 
Involuntary Tapping, Motor Program,
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1.1 Previous research 
Movement was a critical aspect of life. It was essential to our ability to walk, run, and 
play.  Coordinated movements allowed us to seek out and eat food in the way in 
which we wanted and to communicate with others by using diverse tools.  A 
coordinated movement was associated with the activity of Central Nervous System 
(CNS) and a smooth coupling between synergistic muscles and joints (Hasson, 
Caldwell, & van Emmerik, 2008).  Those multiple joints and muscles were activated 
at the appropriate time and with the correct amount of force so that accurate, efficient, 
and optimized movement occurs (Böhm, Cole, Brüggemann, & Ruder, 2006; Hiley, 
Yeadon, & Buxton, 2007; Hiley & Yeadon, 2013).  Thus, the key factors of 
coordination was timing and sequencing of muscle groups activation.  Motor control 
is the study of human movement and the systems that control it under normal and 
pathological conditions.  Patients with Parkinson’s disease demonstrated CNS 
pathology which demonstrates reduced capability of coordination as a consequence of 
impaired multi-joint control (Tresilian, Stelmach, & Adler, 1997).  Therefore we 
could define many coordination index factors with timing, including the time to 
initiate a movement (reaction time), the time to execute a movement (movement time), 
and the time needed to stop a movement. 
 
A short reaction time required a fast connection between decision and movement 
initiation (Srinivasan & Martin, 2012).  Cognitive factors were as important as 
neuromuscular factors such as force development rate (Bojsen-Møller, Magnusson, 
Rasmussen, Kjaer, & Aagaard, 2005), range of motion (Domire & Challis, 2007) and 
postural situation (Degani, Danna-Dos-Santos, & Latash, 2007) in determining the 
reaction time.  They included the ability to recognize a stimuli or signal to move, the 
ability to prepare a distinct response for each possible class of stimulus, and finally 
the ability to initiate a plan to move (Maslovat, Bredin, Chua, & Franks, 2005).  A 
functional cognitive and perceptual system would affect our ability to move 
effectively and efficiently in a certain environment whilst completing a certain task 
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(Swinnen & Wenderoth, 2004).  Perception was the integration of sensory 
impression into meaningful information in various sensory neurons of sub-sensory 
systems.  In comparison, cognition was more related with the processing of CNS 
where our memory, attention and execution of function were governed.  Through the 
perception process, we gained information about properties and elements that were 
critical to accomplish a specific task.  Our behavior was based on the perception of 
what the environment was, not on the surrounding environment itself. This could 
explain how two people can see the same thing but react differently.  
 
The way in which we interpreted the sensory information would decide what kind of 
signal the sensory neuron will send out across the synapse cleft to post-synapse 
neurons (Beek, Dessing, Peper, & Bullock, 2003).  The tiny difference in one initial 
sensory neuron synapse decoding would have a vital effect on the number of motor 
units subsequently recruited (Fuglevand, Winter, & Patla, 1993).  Individual muscles 
were made up of individual muscle fibers and these fibers were further organized into 
motor units grouped within each muscle. Following the ‘size principle’, the number of 
motor units determined which type of muscles will get involved in the selected 
responding movement, in the order of Type I, Type IIA and Type IIB muscle fiber 
(Chalmers, 2008).  It should be noted that having good neural response correlates 
with recruiting lots of fast twitch fibers (both Type IIA & IIB) and fast twitch muscle 
percentage correlates with reaction time (Chalmers, 2008).   
 
When engaging in high intensity or high force activities we got lots of motor unit 
activation and thus a lot of force (Suzuki, Conwit, Stashuk, Santarsiero, & Metter, 
2002).  In order to stop a moving part driven by the agonist muscle of that movement 
it needs the counteraction from its antagonist muscle (Rutherford, Purcell, & Newham, 
2001).  The muscle pair activation and co-activation would expand the range of 
motion as well as having inconstant acceleration and decelerations, which were the 
main source of inaccuracy and instability of that movement (Wicke, Dumas, & 
Costigan, 2009).  However, under some circumstances, agonist and antagonist 
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muscles contract simultaneously to achieve a sudden change in movement direction, 
to carry heavy loads, and to make a joint stiffer and more difficult to destabilize 
(Yeadon, King, Forrester, Caldwell, & Pain, 2010).  Even in fine motor activities of 
the fingers, as well, complex co-contraction was needed (Klein Breteler, Simura, & 
Flanders, 2007).  
 
Although we may not be as consciously aware of it, upper extremity function plays an 
important role in gross motor skills such crawling, walking and the ability to recover 
balance as well as the obvious activities such as reaching, grasping, and manipulation.  
A significant amount of research had supported the existence of organized motor 
programs that store the rules for generating movements so that we can perform the 
task with a variety of effector system (Keele, 1968).  According to motor 
programming theories, there were subsystems that contribute to the control of the 
components (Schmidt & Lee, 2005).  Those subsystems includedintegrated work of 
musculoskeletal factors (e.g., joint range of motion, muscle properties, and segments 
linkage) and neural factors (e.g., sensory process, motor progress, and higher-level 
processing).  The internal coordination of those factors had been examined in speech 
production but not for sport activities.  When the arm was used to point to an object, 
all the segments of the arm were controlled as a unit.  But when the arm was used to 
reach for and grasp an object, the hand appeared to be controlled independently of the 
other arm segments, with the arm carrying out movements related to transport, and the 
hand carrying our movement related to grasping the objects (Woollacott & 
Shumway-Cook, 2002).  These three skills were the key components of various 
upper limb movements; only when they were functionally coordinated with each other 
can an optimal movement be achieved (Mann, Ho, De Souza, Watson, & Taylor, 
2007).  A correct interpretation of this coordination can enable us to identify the key 
constituents of optimal performance and further improve our understanding of the 
physiological mechanisms and mechanics which govern human movement.  Based 
on this, researchers have hypothesized that there were invariant relationships between 
reach component and grasp component.  Invariance related to the coordination of 
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reach and grasp has been studied by examining the effect of a perturbation of one 
component on the second component.  A fixed ratio of maximum grip aperture to 
total movement time and a kinematic coupling correction for the perturbation was 
found as these components appeared to be functionally linked (Savescu, Latash, & 
Zatsiorsky, 2008).  
 
Because in our daily life we often use both arms and hands to obtain an object, 
bi-manualbi-manual coordination has received increased attention over the last three 
decades.  Bi-manualBi-manual aiming or prehension tasks haven been conducted to 
study coordination (Kelso, 1984; Maslovat et al., 2005; Wilson et al. 2009; Bingham 
et al 2009; Sherwood et al 2010;Seay, Haddad, van Emmerik, & Hamill, 2006).  
Several experiments have been used to understand how bi-manual movements were 
executed to make two separate responses to two closely space stimuli (Broadbent and 
Gregory 1967; Navon and Miller 2002).  Typically, a dual-task paradigm will require 
subjects to keep or shift focus from one stimulus from/to another stimulus.  A 
well-coordinated movement, including both contra-lateral and ipsi-lateral limb, was 
often assumed to have a short reaction time (RT) or low total movement time (MT).  
For example, a voluntary response to a somatosensory cue took about 80 to 120 msec. 
Visual reaction times were a bit longer, on the order of 150 to 180 msec (Salmelin et 
al 1995; Schutte & Spencer, 2007).  Reaction times vary according to the amount of 
information to be processed in making the decision to move, as the so called ‘choice 
effect’.  Movement time studies were often used to investigate task-switching 
paradigms which generally included cognitive process for decision making or 
allocation attention (Baca et al 2009; Srinivasan & Martin, 2012).  The shortest 
reaction time or movement time was an optimal control with the nervous system 
taking into account the surrounding environment to achieve the final image so that the 
independent body segments can be functionally linked for the execution of a common 
task (Kelso, 1984).  The final triggered reaction time and movement time should be a 
summation of individual subsystem time lags in the activation sequences after the 
central representation based on different situations and initial positions of the limbs.   
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1.2 Statement of Purpose 
How does the nervous system control complex arm movements with speed and 
elegant precision?   
 
The purpose of this work was to answer three questions that would help in 
determining answers to the question above: 
 
(1) Was there a temporal limit for symmetric bi-lateral movement, even for the 
simplest movement? 
  
(2) Was there a temporal limit for uni-lateral hand and finger movement?  
 
(3) If there was a temporal limit, to what extent will the temporal variability affect the 
execution of hand and finger actions?  
 
This was carried out through a series of studies aimed at addressing different aspects 
of the temporal limitation of coordinating fundamental movements. 
 
This was a complex problem that could be solved by dissection of the entire 
movement sequence into several independent parts including elbow joint coordination, 
wrist joint coordination, and hand joint coordination.  In order to effectively translate 
the investigation of behavioral tasks to everyday activities, evaluation of bi-manual 
hand function was one of the important next steps in a line of research.  In light of 
this issue, a simple bi-manual experiment was developed to better replicate a simple 
manual task performed on a daily basis in its most basic form to allow the 
examination of the fundamental timing issues involved.  The tasks evaluated were 
similar to keyboard typing and target pointing with the aim of simultaneous contact.  
It also took into consideration the handedness factor using different configurations of 
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the contact order.  To evaluate the learning effect during the progression of the study, 
we also compare different groups of subjects with various feedbacks in training.   
 
Research has looked into how we reach forward to grasp an object, the shaping of the 
hand during the transportation component of the reach (Boobis & Brooks, 1993; 
Schettino et al., 2013; Tresilian et al., 1997).  Unbalanced force exerted on the target 
object can introduce large variability to the upcoming movement if it causes the target 
option to move before a stable grip was achieved.  This may be even more 
problematic when trying to place and balance an object since if one finger releases 
first an unbalanced force could cause the target object to move as it was released.  
The second experiment was to determine how well the finger movements were timed 
appropriately so that they could successfully grasp and release an object.   
 
Russian researchers have shown that the elbow and wrist joints were controlled as a 
synergic unit.  When subjects were asked to move the elbow and wrist joint 
congruently, the subjects could perform this task with ease, with joint motion starting 
and stopping as a unit (Kots & Syrovegin, 1966).  The third experiment was to 
determine the congruence of hand and wrist in both wrist flexion-extension task and 
radial-ulnar deviation with the instruction that two targets points, one for the wrist and 
one for the index finger, were struck simultaneously with a combined elbow and wrist 
‘extension’.  
 
As multiple stages of processing and information transfer were involved in voluntary 
actions, from both the CNS and the periphery, each of which can contribute to 
variability in performance direct artificial stimulation of the peripheral systems can 
aid with separating these stages.  Neural stimulation of nerves leading to a muscle 
group allows the more central system to be ignored and the variability from the nerve 
downwards to be examined.  Magnetic stimulation of the muscle directly was 
possible (with the use of specific heads on a Transcranial Magnetic Stimulation, TMS, 
unit) and would involve be one step further downstream than the neural stimulation.  
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The fourth experiment was to determine the effect of magnetic field muscle 
stimulation and electrical neural stimulation on bi-manual involuntary coordination 
and to compare these to the same voluntary bi-manual movement.    
 
Computer simulation has been invaluable in furthering our understanding of the 
mechanics and physiological behavior of human movement.  Movement control 
utilizes neural networks to ‘program’ the actions and neural networks utilize 
excitatory or inhibitory effect on the postsynaptic neurons by opening and terminating 
ion channels of specific neurotransmitters for receptors on the postsynaptic side 
(Lüscher, Ruenzel, & Henneman, 1983).  The use of network models could allow us 
to explore the computational mechanism under such extensive synaptic connections 
(Beek et al., 2003).  Markov chain modelling of bi-manual tapping on results from 
earlier studies was used to see if this could be a suitable descriptor, and hence 
predictor of timing variability. 
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1.3 Chapter Overview 
Chapter 2 
Presenting a review of the relevant literature. The section reviews a range of topics in 
movement studies namely: 
1. Variability and control of movement, which includes theories on motor 
programs 
2. Initiation of movement and associated basic neuro-physiology; 
Review of the literature related to neurophysiology and in particular those about 
motor control theory.  
 
Chapter 3 
Determining the temporal limitation of hand coordination in a bi-manual tapping task, 
including synchronous and asynchronous tapping as well as learning effects, 
presented in paper format.   
 
Chapter 4 
Determining the temporal variability of hand-to-wrist coordination to pinch on a 
target and release from the target, with the consideration of speed effect, including a 
discussion of the results, presented in paper format.  
 
Chapter 5 
Determining the temporal variability of wrist to hand coordination in unilateral 
flexion-extension and radial-ulnar deviation tasks, including a discussion of the result, 
presented in paper format.   
 
Chapter 6 
Determining the temporal variability of bi-lateral limb coordination in both voluntary 
and involuntary tapping including a discussion of the result, presented in paper 
format. 
Chapter 1: Introduction 
10 
 
Chapter 7 
Evaluation of a stochastic matching and optimized model of tapping using Markov 
chains. 
 
Chapter 8 
A discussion of the results. Firstly, a generic motor control theory discussion is 
presented. Secondly, the research questions were addressed. Thirdly, a general 
discussion follows, which elaborates on the study’s finding in relation to motor 
control, and the limitations of the study.  
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2.1 What is Motor Control? 
 
Motor control is defined as the ability to regulate or direct the mechanisms 
essential to movement.  
 
Motor control normally addresses questions such as how does the central nervous 
system (CNS) organize the many individual muscles and joints into coordinated 
functional movement?  
How is sensory information from the environment and the body used to select and 
control movement?  
How do our perceptions of ourselves, the tasks we perform, and the environment in 
which we are moving influence our movement behavior? 
What is the best way to study movement, and how can movement problems be 
quantified in patients with motor control problems? 
 
Within the individual, movement emerges through the cooperative effort of many 
brain structures and processes.  The term ’motor’ control in itself is somewhat 
misleading, since movement arises from the interaction of multiple processes, 
including those that are related to perception, cognition, and action.  
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2.2 The Nature of Movement 
Movement is regulated by three factors: the individual, the task, and the environment.  
Movement is organized around both task and environment demands.  The individual 
generates movement to meet the demands of the task being performed within a 
specific environment.  In this way, we say that the organization of movement is 
constrained by factors within the individual, task, and the environment.  The 
individual’s capacity to meet interacting task and environmental demands determines 
that person’s functional capability.  Motor control research that focuses only on 
processes within the individual without taking into account the environment in which 
that individual moves or the task that he or she is performing will produce an 
incomplete picture.  Thus, our discussion of motor control will focus on the 
interaction of the individual, the task, and the environment.  
 
Perception is the integration of sensory impressions into psychologically meaningful 
information.  Perception includes both peripheral sensory mechanisms and higher 
level processing that adds interpretation and meaning to incoming afferent 
information.  Sensory/perceptual systems provide information about the state of the 
body (for example, the position of the body in space) and features within the 
environment critical to the regulation of movement. Sensory/Perceptual information is 
clearly integral to the ability to act effectively within an environment (Rosenbaum, 
1991).  Thus, understanding movement requires the study of systems controlling 
perception and the role of perception in determining our actions.  
 
Cognition is a group of mental processes that includes attention, memory, producing 
and understanding language, learning, reasoning, problem solving, and decision 
making.  Motor control includes perception and action systems that organized to 
achieve specific goals or intents.   
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More than 2000 years ago, Aristotle identified five sense abilities – touch, taste, smell, 
hearing, and sight – and it is still common to refer to the ‘five senses’ of the body 
(Everson, 1999; Sorabji, 1971), other historical philosophy (Claussen, 1993) included 
speech and sexual interaction as sixth and seventh senses.  But the fact is, the skin 
itself has sensation of fine touch, touch-pressure, heat, cold, and pain.  Other more 
important abilities should be included in a more complete list of senses including 
sense of changes in blood pressure and receptors in the digestive system which are 
involved in the feelings of hunger and thirst, and of course, sense of balance and 
coordination. 
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2.3 Coordination 
 
Coordination is the patterning of body and limb motions relative to the 
patterning of environmental objects and events. (Kelso, 1979) 
 
Coordinated movement is critical not only to sports technique and performance but to 
daily living and as such represents a fundamental area of research.  Skilled motor 
performance involves a person’s organization of the muscles of the body so that the 
goal of the skill being performed can be accomplished (Magill, 2001).  Much of 
human movement involves the coordinative use of both hands (Kelso, 1979).  
Inter-limb coordination is critically important during bipedal locomotion and often 
must be adapted to account for varying environmental circumstances.  It is related to 
the temporal structures of the action being coordinated.  The most important problem 
facing the development of a theory of coordination is how the nervous system works.  
One common view is that the central nervous system sends commands to individual 
muscles.  An alternative view is that muscles are grouped as units according to 
muscle functions, structure and linkage.   
 
One factor in coordination is the duration of the movements being controlled.  The 
question is, at the whole body level under different stressing conditions, what are the 
limits of internal coordination timing?  We propose to test coordination tasks starting 
with simple single phase single joint contra-lateral pressing tasks without fatigue. 
These would involve force measurements of the end effectors only.  A fundamental 
data base of timing is expected to be built up.   
  
Chapter 2: Literature Review 
16 
 
2.4 Motor Control Physiology 
Recent collaborative research between Japanese and German scientists has 
successfully completed an experiment that represents 1 percent of human brain 
activity of one second of neuronal network activity in real time.  In August 2013 it 
took the world’s fourth-ranked supercomputer, which has more than 82,000 
processors, 40 minutes to run the whole simulation which involved 1.73 billion nerve 
cells and 10.4 trillion synapses.   
 
The human nervous system is divided into the central nervous system (CNS) and the 
peripheral nervous system (PNS).  The CNS, in turn, is divided into the brain and the 
spinal cord, which lie in the cranial cavity of the skull and the vertebral canal, 
respectively.  The CNS and the PNS, acting in concert, integrate sensory information 
and control motor and cognitive functions. 
 
The peripheral nervous system includes 31 pairs of spinal nerves, 12 pairs of cranial 
nerves, autonomic nervous system and sensory receptor organs.  The receptor organs 
are scattered in all parts of the body and sense and perceive changes from external and 
internal organs, then transform this information to electrical signals, which are carried 
via an extensive nervous network to the CNS.  Afferent fibers convey sensory 
information from sensory receptors in the skin, mucous membranes, and internal 
organs and from the eye, ear, nose and mouth to the CNS; the efferent fibers convey 
signals from cortical and subcortical centers to the spinal cord and from there to the 
muscle or autonomic ganglia that innervate the visceral organs.  The afferent 
(sensory) fibers enter the spinal cord via the dorsal (posterior) root, and the efferent 
(motor) fibers exit the spinal cord via the ventral (anterior) root.  The spinal nerve is 
formed by the joining of the dorsal and the ventral roots. 
 
Movement arises from the interaction of both perception and action systems, with 
cognition affecting both systems at many different levels.  Within each of these 
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systems are many levels of processing.  The brain has a finite pool of resources to 
use at any given moment to process different types of information or perform different 
tasks.  All these resources are free to dedicate to anything we want to concentrate on 
if we don’t really have much to attend to.  However, if there is a certain task that 
requires a lot of heavy-duty concentration, then we won’t have full attention to do 
something else.  The most obvious example is we could walk and read at the same 
time but cannot read two pages of a book at the same time.  It takes about four times 
longer to complete a task when also doing something else (Cohen, E. L).  
 
Research has suggested that movement control is achieved through the cooperative 
effort of many brain structures that are organized both hierarchically and in parallel.  
This means a signal may be processed in two ways, hierarchically, within ascending 
levels of the central nervous system (CNS).  In addition, the signal may be processed 
simultaneously among many different brain structures, showing parallel distributed 
processing.  Both hierarchical processing and parallel processing occurs in the 
perception, action, and cognitive systems of movement control.  Unconscious 
processing is one example of parallel processing.  The motor system performs many 
procedures in an automatic fashion, without the need for high-order control.  Also 
postural adjustment, like many motor tasks, is performed in a fashion that does not 
require conscious processing.  This unconscious processing allows high-order brain 
areas to concern themselves with other tasks rather than low-level implementations of 
movement.  
 
Hierarchical processing is a system in which higher levels of the brain are concerned 
with issues of abstraction of information.  For example, within the perceptual system, 
hierarchical processing means that higher brain centers integrate input from many 
other senses and interpret incoming sensory information.  On the action side of 
movement control, higher levels of brain function form motor plans and strategies for 
action.  Thus, a higher level might select the specific response to accomplish a 
particular task.  Lower levels of processing would then carry out the detailed 
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monitoring and regulation of the response execution, making it appropriate for the 
context in which it carried out the task.  Cognitive systems overlap with perception 
and action system, and involve higher level processing for both perception and action.  
 
Both these processes underlying the production of human movement involve major 
components of CNS and the structures and function of a neuron, the basic unit of the 
CNS, the basic neural circuits and physiology of the system to produce the control of 
movement.  Brain function underlying motor control is typically divided into 
multiple processing levels, including spinal cord, the brainstem and diencephalon, 
cerebellum, cerebral hemispheres (Amaral, 2000).  
 
Spinal cord 
At the lower level of the perception/action hierarchy is the spinal cord.  The circuitry 
of the spinal cord is involved in the initial reception and processing of somatosensory 
information (from the muscle, joints, and skin) and reflex and voluntary control of 
posture and movement through the motor neurons.  At the level of spinal cord 
processing, we can expect to see a fairly simple relationship between the sensory 
input and motor output.  At the spinal cord level, we see the organization of reflexes, 
the most stereotyped responses to sensory stimuli, and basic flexion and extension 
patterns of the muscles involved.  
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2.5 Neurons and Neuron Network 
 
2.5.1 Action Potential 
Hundreds of billions neurons within the brain and nervous system make our brain the 
most complex device known.  These neurons are capable of communicating with 
each other in a highly structured manner and form neuronal networks.  The lowest 
level in hierarchy is the single neuron in the spinal cord.  Only after we review the 
simple properties of the neuron, including the resting potential, the action potential, 
and synaptic transmission, can we explain how does it function, its structure, and the 
way it communicates between the levels of hierarchy of the nervous system.  Action 
potentials govern our lives.  These are the electrical signals that are transmitted along 
our nerve and muscle fibers.  They are essential for the communication of 
information to, from, and within the brain.   
 
One neuron is connected to both presynaptic neurons and postsynaptic neurons by 
dendrites which are the regional connection from one neuron to another.  In the 
process of synaptic transmission, one neuron communicates with another.  Just a few 
interconnected neurons (a microcircuit) can perform sophisticated tasks such as 
mediate reflexes, process sensory information, generate locomotion and mediate 
learning and memory.  More complex networks (macrocircuits) consist of multiple 
imbedded microcircuits.  Macrocircuits mediate higher brain functions such as 
object recognition and cognition.  Upstream of the information pathway, it has been 
estimated that one neuron can receive contacts from up to 10,000 other cells. 
Consequently, the potential complexity of the networks is vast.  In the way round, 
downstream of the information pathway, one neuron can contact up to 10,000 
postsynaptic cells.  
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Inside the cells, potassium ions are more concentrated, while sodium ions are higher 
in concentration outside of the cell.  Such unequal distribution of salts in the 
intracellular and extracellular fluids is the cause of resting potential.  If the cell 
membrane was permeable to these ions, potassium would diffuse out of the cell, so 
that sodium would move in until an equilibrate concentration was reached.  However, 
the movement of ions across the membrane is restricted to ion channels.  The 
opening and closing of ion channels are tightly controlled by the cell: for example at 
rest, the sodium channels are closed whereas some potassium channels are open.  
Through the open potassium channel, positively charged potassium ions move out of 
the cell until the whole system is roughly in balance when further effusion is resisted 
by negativity inside the cell.  Of course, there is imperfection in the ions exchanging 
system.  Such ions moving in and out of cell under complex equilibrium is the 
so-called resting potential. 
 
Different concentration gradients at both sides of a membrane will lead to diffusion 
across the membrane.  As different ions move at different velocities, a difference of 
potentials, even when the concentrations on both sides are equal, will emerges across 
the membrane.  As a result, an actual resting potential is being created under a new 
equilibrium not by all the ions but only by a tiny fraction that are not balanced. When 
we stimulate a membrane with an increasing current we will have a gradually 
increased deviation of membrane potential from its resting level, and when the 
stimulus reaches a certain value the membrane will respond with a disproportionately 
huge change in potential, this value is termed the stimulation threshold.  Once the 
threshold is reached, the membrane will react with exactly the same action potential. 
This is feature of the action potential is termed the all-or-none law.  When a neuron 
is excited, we see a series of dramatic jumps in voltage across the cell membrane, 
these are the action potential, nerve impulse, or spikes.  Action potentials are about 1 
ms in duration, and the membrane is quickly repolarized.  To communicate with the 
postsynaptic neuron, the presynaptic neuron has to release a neurotransmitter to get 
information across the synaptic cleft.  This electrical potential is caused by an 
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unequal concentration of chemical ions on the inside versus the outside of the cell. An 
electrical pump within the cell membrane keeps the ions in their appropriate 
concentrations.  When a neuron is at rest, K+ channels are open and keep the neuron 
at the negative potential (Kandel, 1976; Patton et al., 1989).   
 
Neurons communicate with the next cell in line through the process of synaptic 
transmission.  One action potential could cause a small depolarization for 3 to 4 
msec, which is too long to activate the next cell (Patton et al., 1989).  However, if 
the initial cell fires enough action potential, in such 3 to 4 msec, the depolarization 
would continue to the next neuron once the threshold voltage was reached as a result 
of depolarization summation.  The format of such summation could be either 
temporal or spatial.  Spatial summation requires several cells synapsing on the same 
postsynaptic neuron.  Temporal summation needs high frequency of synaptic 
potentials.     
 
Figure 2.1. Top left is the neuron body. Top right showed neuron connects to a postsynaptic neuron. Top 
left showed neuron receiving synaptic input. Bottom Right showed the synapse and synaptic cleft 
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The illustrations in the figure above of action potential were original from Byrne, J. 
H.  (ed.), Neuroscience Online: An Electronic Textbook for the Neurosciences).  
Apart from the transmitting mechanism, there are three very important features of 
nerve action potentials.  First, the nerve action potential has a short duration (about 1 
ms).  If the action potential was 1 ms in duration, the frequency of action potential 
could change from 1 Hz to 1000 Hz.  Therefore, short action potentials provide the 
nerve cell with the potential for a large dynamic range of signaling.  Second, nerve 
action potentials are elicited in an all-or-nothing fashion.  Third, nerve cells code the 
intensity of information by the frequency of action potentials.  When the intensity of 
the stimulus is increased, the size of the action potential does not become larger. 
 
An action potential will depolarize the nearby site on the membrane that has been 
stimulated and that depolarization will increase membrane permeability to a certain 
ion, while increased permeability induces membrane current that increases 
depolarization.  Strictly speaking, the action potential does not travel along a 
membrane of a neural fiber but rather emerges and disappears at different spots, 
giving rise to new potentials.  The local currents generated by action potentials 
spread more easily in thick fibers as compared to thin fibers as a reason of different 
densities of sodium channels at different section of membrane.  Thus, they will bring 
the membrane to the threshold at a more distant point in a thick fiber.  We can also 
conclude that thick fibers conduct action potentials at higher velocities.  Another 
factor critical for the propagation of the action potential is inactivation of channels 
just after an action potential.  Na+ is critical for the action potential in nerve cells.  
As shown in Figure 2.2, action potentials are repeatedly initiated as the extracellular 
concentration of Na+ is modified.  As the concentration of sodium in the 
extracellular solution is reduced, the action potentials become smaller.  These 
channels remain inactivated until the membrane hyperpolarized, which leads to the 
absolute refractory period within an area of the membrane, during this interval, a 
second action potential absolutely cannot be initiated, no matter how large a stimulus 
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is applied.  The channels then close, de-inactivate, and regain their ability to open in 
response to stimulus.  
  
Figure 2.2. A refractory period of an action potential (Action Potential. n.d. In Wikipedia Retrieved 23 
May 2012, from http://en.wikipedia.org/wiki/Action_potential)  
 
Without action potential, a nerve could not transmit information over more than a 
very short distance as a voltage change at one point rapidly decays as it spreads away 
from that point.  This is why action potentials are essential for signals to be sent over 
long distances with loss. Each action potential is a transient change in voltage across 
the cell membrane.  In nerve fibers, action potentials are brief (lasting less than 1 
ms).  
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2.5.2 Psychological Refractory Period 
Psychological Refractory Period (PRP) was discovered by Telford (1931).  A general 
interpretation of the PRP effect assumes the presence of a bottleneck when initiating 
responses to stimuli.  If we detect a stimulus, and are processing that information 
whilst a second stimulus comes along we are unable to attend to and process the 
second stimulus until we have finished processing the first one, thus making our 
reaction time longer; this extra reaction time is referred to as the psychological 
refractory period.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3 Pashler’s bottleneck diagram. Response selection and programming for the second stimulus 
must wait until the selection and programming of the first response is complete. 
 
It is virtually impossible to initiate two responses simultaneously, people can, 
however, initiate additional responses after the first one has been initiated.  When the 
stimulus S1 to S2 stimulus onset asynchrony (SOA) is short, the response selection 
for Response 2 is postponed (Figure 2, Pashler, 1994).  The delay on second 
response reflects a fundamental limitation of human information processing (dual-task 
interference).  
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2.6 Sensory System 
 
Current neuroscience research suggests that sensory information plays many different 
roles in control of movement.  Sensory inputs serves as the stimuli for reflexive 
movement organized at the spinal cord level of the nervous system.  In addition, 
sensory information has a vital role in modulating the output of movement that results 
from the activity of pattern generators in the spinal cord.   
 
2.6.1 Stretch reflex 
In response to a hammer tap to the patella tendon, there is a reflex extension of the leg.  
This figure illustrates the neurocircuitry that controls that reflex response.  The 
stretch to the patella tendon stretches the extensor muscle.  More specifically, it 
stretches a group of specific receptors known as muscle spindle receptors or simply 
stretch receptors.  The stretch elicits action potentials in the stretch receptors which 
then propagate over type 1A afferent fibers, the somata of which are located in the 
dorsal root ganglion.  
 
Figure 2.4. Stretch reflex circle of a knee jerk tap. Figure was original from Byrne, J. 
H.  (ed.), Neuroscience Online: An Electronic Textbook for the Neurosciences) 
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Those stretched receptors neurons will make connection with two types of cells in the 
spinal cord, extensor motor neuron and interneurons.  The Ia afferent of the muscle 
spindle bifurcates in the spinal cord.  One branch innervates the alpha motor neuron 
that causes the homonymous muscle to contract, producing the behavioral reflex.  
The activation of extensor motor neuron will ultimately depolarize extensor muscle 
cell, and a subsequent contraction of the muscle.   
 
The other branch innervates the Ia inhibitory interneuron, which in turn innervates the 
alpha motor neuron that synapses onto the opposing muscle.  Because the 
interneuron is inhibitory, it prevent improper movement from the contraction of 
extensor muscle, we need to inhibit flexors muscle from working against the resulting 
contraction of the homonymous muscle.  Interneurons will help to achieve such goal 
by activating inhibitory interneurons. An action potential in the inhibitory neuron 
leads to the release of a chemical transmitter substance that inhibits the flexor motor 
neuron.  This particular reflex is known as the monosynaptic stretch reflex because 
this reflex is mediated by a single excitatory synaptic relay in the central nervous 
system.  Without this reciprocal inhibition, both groups of muscles might contract 
simultaneously and work against each other. 
 
` 
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2.7 Motor System 
In some cases the relationship between the sensory input and the motor output are 
simple and direct, for example, an electrical shot elicits an immediate withdrawal of 
the hand.  However, most of the time, our conscious actions requires not only 
sensory input but a processing of other cognitive process that allow us to choose the 
most appropriate motor output in the given scenario.  In any case, the ultimate output 
is a set of commands to certain muscle groups and joints in the body. 
 
These certain muscle groups would be positioned at variable final position regardless 
this initial position.  They are governed different patterns of muscle activation. The 
motor system has a set of sensory inputs (called proprioceptors) that inform it of the 
length of muscles and the forces being applied to them; it uses this information to 
calculate joint position and other variables necessary to make the appropriate 
movement.    
 
In order to compensate for changes in the body’s center of mass as we move our limbs, 
the motor system must constantly produce postural adjustments. During this arm 
swing process, the motor system is sending necessary coordination of signals to 
muscle groups and joints to produce the final, smooth motion of arm.  By comparing 
desired swing with actual arm swing, sensory feedback allows for corrections in 
movements as they take place, and it also allows modification to motor programs so 
that future movements are performed more accurately.  
 
Even though the motor system is composed of many different types of neurons 
scattered throughout the CNS, the motor neuron is the only way in which the motor 
system can communicate with the muscles.  Thus, all movements ultimately depend 
on the activity of lower motor neurons.  Motor neurons release neurotransmitter at a 
synapse called the neuromuscular junction where the released acetylcholine binds to 
acetylcholine receptor on the muscle fiber, after a very short period of delay an action 
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potential is propagated from motor axon to its site of the muscle fiber initiation.  
Motor neurons innervate a particular muscle are clustered into the same motor neuron 
pool. This is called one-to-one relationship between a muscle and a motor neuron pool.  
Each individual muscle fiber in a muscle is innervated by one, and only one, motor 
neuron.  On the other hand, one motor neuron can innervate many muscle fibers.  
The combination of an individual motor neuron and all of the muscle fibers that it 
innervates is called a motor unit.  The term units outlines the behavior, that all 
muscle fibers of a given motor unit act “as one” within the innervation process. .  
 
  
Chapter 2: Literature Review 
29 
 
2.7.1 Motor Unit 
Through motor neurons, our muscle fibers are innervated to active and deactived.  
There are different muscle fibers, including slow-twitch, fast-twitch, and 
fatigue-resistant fibers.  Each type of muscle fibers would be innervated by certain 
motor neuron.  Slow fiber could generate less amount of force but the duration of 
force could last for a longer time.   Intermediate-sized motor neurons could 
innervate fast-twitch, and fatigure-resistant fibers.   They were needed when we 
must generate a burst of large amount of force.   
 
In order to move a limb toward a particular location, it is imperative to know the 
initial starting position of the limb, as well as any force applied to the limb.  Muscle 
spindles and Golgi tendon organs provide this type of information.  The muscle 
spindle signals muscle length and velocity to the CNS through two types of 
specialized sensory fibers that innervate the intrafusal fibers.  The Golgi tendon 
organ is a specialized receptor that is located between the muscle and the tendon to 
fire action potential to signal the amount of force.  
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2.8 Voluntary Force  
The force output of a muscle during a voluntary contraction is largely dependent on 
the level of neural activation. Neural activation of a muscle commences at the cerebral 
cortex of the brain, where the intent of an activity is defined, and a plan of activation 
developed. Command signals (central command) are then sent to the lower neural 
centres (brainstem and spinal cord).  At the brainstem the central command is 
integrated with sensory information from the vestibular apparatus, receptors in the 
neck region, and the cerebellum, thus modulating the command.  The command is 
then transmitted along the spinal cord to the relevant motoneurons.  Further 
modulation of the command occurs at the spinal cord, whereby sensory feedback, sent 
via afferent neural fibres from mechanoreceptors at relevant muscles and soft tissue, 
inhibits or potentiates the activation of particular motoneurons  
 
A muscle is innervated by a number of motoneurons and each motoneuron innervates 
a specific group of muscle fibres.  Activation of a single motoneuron excites all of 
the muscle fibres it innervates, and thus a single motoneuron and the muscle fibres it 
innervates are considered as a single functional entity termed a motor unit.  Motor 
units can be arranged into groups depending on their contractile properties; type I, 
which are slow contracting; and type II, which are fast contracting.  
 
If a motoneuron is activated, a single electrical impulse (action potential) will be 
transmitted along the axon of the motoneuron to the neuromuscular junctions of the 
muscle fibres.  The electrical impulse will be transferred across the neuromuscular 
junction where it will cause a wave of depolarisation across the sarcolemma.  This 
wave of depolarisation is propagated into the sarcoplasm of the muscle fibres via the 
transverse tubules.  This in turn will initiate the excitation-contraction coupling 
process, which commences when Ca2+ ions are released from the sarcoplasmic 
reticulum, diffuse across the muscle fibre, and attach to troponin molecules on the 
thin (actin) filaments of the contractile element (sarcomere).  This results in a 
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positional change in the troponin, which in turn lifts tropomyosin molecules away 
from the actin filaments to reveal active binding sites.  If a myosin head carrying one 
ATP molecule is within range of an available binding site, it will attach to form a 
cross-bridge.  During the cross-bridge formation the ATP molecule is hydrolysed, 
catalysed by the enzyme myosin ATPase, producing ADP and one phosphate (Pi) 
molecule.  The Pi molecule is then released from the cross-bridge, causing a 
positional change in the myosin head, which generates a forceful conformational 
change between the actin and myosin that results in the two filaments sliding across 
each other.  This is known as the powerstroke.  During this process the ADP 
molecule is released from the cross-bridge.  If there is another ATP molecule 
available in the sarcoplasm, the myosin head will detach from the actin binding site, 
engage with the ATP molecule and the cross-bridge cycle will begin again.  If the 
initial electrical impulse received at the sarcolemma is not followed by another 
electrical impulse, the sarcolemma will begin to repolarise. During this process Ca2+ 
ions detach from the troponin molecules and are pumped back into the sarcoplasmic 
reticulum.  Once a troponin molecule has released a Ca2+ ion it reverts back to its 
initial position, holding tropomyosin in place over the actin binding sites, and 
preventing further cross bridge cycles from occurring.  
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2.9 Muscle activation 
Throwing techniques is commonly controlled by the sequencing activation of upper 
limb muscles.  A muscle is activated or deactivated by signals received from the 
central nervous system.  Once activated the maximum force the muscle can produce 
gradually increases until it reaches the muscle’s maximum possible force (often 
calculated using Hill’s curve) or the muscle is deactivated.  This time between 
activation and when the muscle can exert its maximum force is known as the ramp up 
time.  The timing of deactivation of muscles is also important.  For example, the 
deactivation of a proximal muscle group during a throwing action may allow the 
distal muscle group to act for a longer period of time and therefore increase the total 
work done on the projectile (Chowdhary and Challis, 2001).  Hill’s curve is a 
theoretical relationship between the maximum force a particular muscle can exert and 
the speed at which the muscle’s length is changing (due to joint movement).  The 
sequencing of muscle activation is simply the order in which muscles are activated.  
In maximal distance throwing a proximal-to-distal sequencing is commonly found, for 
example, Chowdhary and Challis (2001) found the elbow flexors to be activated 
before the wrist flexors.   
 
As mentioned above, muscle activation is controlled by the nervous system, this can 
be an open or closed loop control process or possibly a combination of the two 
(Anderson and Pitcairn, 1986).  An open loop control process is controlled by a 
motor program where the motor commands are set up in advance of the movement 
(Keele, 1968).  A closed loop control process on the other hand is where the output 
of the system is fed back to be used as information to control subsequent output. 
Schmidt (1975) proposed the schema theory, a compromise between the two.  
Schema theory can resemble either an open or a closed loop control process 
depending on the time taken to complete the particular action being controlled.  The 
main merit of a schema mechanism is that it is tolerant to variable initial conditions.  
This theory could explain why some accurate throws have less variation in the 
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position of particle at release than at the starting position (Anderson and Pitcairn, 
1986).   
 
Previous research into throwing has focused a lot of attention on the possible use of 
proprioceptive information or internal models.  Proprioception provides feedback to 
the central nervous system about the position of neighbouring body parts in relation to 
each other.  Proprioception is believed to be composed of information from sensory 
neurons located in the inner ear (motion and orientation) and in joints and muscles 
(stance) (Online encyclopaedia, 2005).  An internal model on the other hand is a 
feedback system located entirely within the central nervous system and can be used if 
a movement is too fast for control based on proprioceptive feedback.  An internal 
model monitors motor commands to the muscles and predicts the motion that will 
occur (Hore, Watts and Tweed, 1999).  Future joint motions can then be triggered 
without reference to sensory feedback.   
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2.10 Reaction Time 
The common measure indicating how long it takes a person to prepare and initiate a 
movement is Reaction Time (RT).  For example, reaction time is the time from when 
a player yields a cue that he is shooting a basketball until an opponent begins a leap to 
block the shot.  To evaluate the speed of voluntary movement initiation in physical 
activity and motor behaviour research is of ongoing interest.  
 
Reaction Time (RT) the interval of time between the onset of a signal (stimulus ) and the 
initiation of a response. (Schmidt, 2003)    
 
The ability of the human body to initiate a physical response, or reaction, to a given 
stimulus has been the subject of much interest during the past two centuries.  It has 
been used as a measure to evaluate the speed of voluntary movement initiation in 
physical activity and motor behaviour research (Pain, 2006).  Reaction time studies 
have become increasingly sophisticated, providing greater levels of understanding as 
to the specific mediating processes that exist between stimuli presentation and 
response initiation.  Simple RT, Choice RT and Discrimination RT are three clearly 
defined categorisations that are all concerned with stimulus-response measures.  
Through the use of electromyography (EMG) to measure the muscle activity in an RT 
situation, a researcher can fractionate RT in to two component parts, pre-motor time 
and motor time.  
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2.11 Movement Time 
In any situation in which a person must perform an action in response to a signal or 
stimulus, Movement Time (MT) can be assessed as a measure of performance. MT 
begins when RT ends (Magill, 2001).   
 
Movement Time (MT) the interval of time between the initiation of a movement and the 
completion of the movement. (Schmidt, 2003)   
  
People are assumed to assess a situation, make a decision, select a movement or some 
other action, and then execute that action.  Duration of the decision component can 
be assessed by reaction times, and duration of movement action components can be 
assessed by movement time. Once we know what variables influence reaction and 
movement time, we may be able to intervene in some way to reduce them. RT and 
MT measure different aspects of human performance and can be relatively 
independent measures. (Kelso, 1982).  
 
Movement time varies as a function of amplitude and requirements for precision, 
according to Fitts' law (Kelso, 1979). However, when subjects perform two-handed 
movements to targets of widely disparate difficulty simultaneously the hand moving 
to an "easy" target moves more slowly to accommodate its "difficult" counterpart, yet 
both hands reach peak velocity and acceleration synchronously.  This observation 
suggests that the brain produces simultaneity of action not by controlling each limb 
independently, but by organizing functional groupings of muscles that are constrained 
to act as a single unit which govern the interlimb coordination.  
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2.12 The Theories of Motor Control 
Theories of motor control describe viewpoints regarding how movement is controlled.  
A theory of motor control is a group of abstract ideas about the control of movement.  
A theory is a set of interconnected statement that describes unobservable structures or 
processes and relates them to each other and to observable events.  These theories 
will bring us hypotheses for us to validate.  Motor control theory is more than just an 
approach to explain action.  They stress different aspect of underlying 
neurophysiology.  There is no one theory of motor control that everyone accepts.  
 
2.12.1 History of Motor Control 
Around 1820:  Bessel  
 Process underlying difference among his colleagues in recording the transit 
times of the movement of stars 
1870s: Jackson 
 Investigations of neural control of movement 
1882: Bowditch & Southard 
 Studying hand movements in localizing targets 
1892: Fullerton & Cattell 
 Examined force reproducibility 
1892 - 1895: Blix and Weber 
 Identified characteristics & contractile properties of muscle tissue 
1899: Woodworth 
 Fundamental principles of rapid arm & hand movements 
During middle and late 1800s 
 Memory for movements 
 Speed-Accuracy Trade-offs 
 Phase Transitions in Bi-manual Movements 
1914: Thorndike 
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 Processes underlying learning skills & other behaviors 
 Low of Effect (Responses followed by reward tend to repeat) 
 Differences among individuals over practice 
1935 – 1940: Bayley, McGraw & others 
 Started studying the area now known as Motor Development 
Late 1800s to 1900s: Sherrington 
 Studied & classified major responses to stimuli presented to extremities – 
voluntary movement resulted from these fundamental reflexes 
 Reciprocal innervation: When flexor of a joint are activated, the extensors tend to 
be automatically deactivated, and vice versa. 
 Proprioception: Sense of body position & orientation thought to be signaled by 
various muscle & joint receptor together with receptor located in the inner ear. 
 1943: Hull 
 Theories of learning 
 How fatigue and recovery processes combined to determine learning of motor 
skills 
1948: Craik 
 Brain works as a computer – information is received, processed and then output 
to environment in the form of action of limbs 
 Central Tendency: Humans responds in discrete bursts rather than continuous 
1949: Wiener 
 Information processing theory 
1954: Fitts 
 Fitts’s Law: Model of human movement which predicts the time required to 
rapidly move to a target area, as a function of the distance to the target and the 
size of the target.  
1966: Adams & Dijkstra, Posner & Konick 
 Short-term memory which explained processes underlying memory loss in simple 
movements over short period time 
1967: Neisser 
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 Stimulus-response theory 
1971: Adams 
 Feedback-based theory for motor learning 
1974: Pew 
 Movement schema – abstract hypothetical structure responsible for movement 
control & evaluation 
1975: Schmidt 
 Presented the schema theory of learning simple motor skills 
After 1970s: 
 Merger between neural control & motor behavior 
 Neural mechanisms studies by experiments on animals 
 Development of new techniques – electrophysiological recording, measurement 
of kinematics of movement, methods of examining brain structure in learning 
1995: Kelso 
 Dynamic Pattern perspective suggested that coordinated movement evolves over 
time as a function of interaction between body parts, and between the body parts 
and physical world. 
 
  
Chapter 2: Literature Review 
39 
 
2.12.2 Reflex theory 
Two great scientists contributed much to the area of motor control of movements, 
British Neurophysiologist Sir Charles Sherrington and Russian physiologist Nikolai 
Bernstein.  Sherrington’s contribution to neurophysiology was many and varied.  
Apart from finding the neuron, his research also formed the experimental foundation 
for a classic reflex theory of motor control.  He believed reflexes were the building 
blocks of complex motor behavior so that complex motor behavior should be 
explained through the combined action of individual reflexes that were chained 
together (Sherrington, 1947).  Physical events occurring in the environment served 
as the stimulus for action, triggering chain of individual reflex circuits that were 
responsible for producing a movement response.  The reflex theory requires three 
basic structures: Receptor (sensory receptors in skin, muscles & joints), conducting 
nervous pathway (afferent nervous pathway & efferent nervous pathway) and Effector 
organs (muscles).  As a reflex chain, a stimulus leads to a response, which becomes 
the stimulus for the next response, which becomes the stimulus for the next response.  
 
Limitations 
Firstly, the reflex theory cannot be considered the basic unit of behavior if voluntary 
movements are recognized as acceptable classes of behavior.   
Second, the reflex theory does not explain fast movements and sequences of 
movements that occur too rapidly to allow for sensory feedback from the processing 
movement to trigger the next.   
Third, the reflex theory could not explain the fact that a single stimulus can result in 
varying responses depending on context and feedback.    
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2.12.2 Hierarchical theory 
Hierarchy theory was proposed in the 1920’s and 1930’s by several researchers who 
used the reflex theory to make observations and interpretations regarding the role of 
the higher brain center as a controlling mechanism, they have contributed to the view 
that the nervous system is organized as hierarchy (Jackson, 1930; Magnus, 1925; 
Schalterbrand, 1928).  Hierarchical control in general has been defined as 
organizational control that is top down unidirectional flow.  That is, each 
successively higher level exerts control over the level below it, in a strict vertical 
hierarchy, lines of control do not cross and there is never bottom-up control.  In 
hierarchy theory, voluntary movement was initiated by will from the brain, and 
reflexive movement only take place after cortical centers are damaged.  
 
Current Concept  
The concept of a strict hierarchy has been modified as each level of the nervous 
system can act on other levels depending on the task.  
 
Limitation 
The hierarchy theory doesn’t explain dominance of reflexive behaviors in normal 
adults, like stepping on a pin.  This is an example of reflex within the lowest level of 
the hierarchy dominating motor function.  
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2.12.3 System Theory 
In the early and mid-1900s, Russian scientist Nikolai Bernstein looked at the nervous 
system and body in a whole new way.  He recognized that we cannot understand the 
neural control of movement without an understanding of the system we are moving 
and the external and internal forces acting on the body (Bernstein, 1967).  He had 
asked new questions like: How does the body as a mechanical system influence the 
control process? And how do the initial conditions affect the properties of the 
movement?  Bernstein described the body as a mechanical system with many degree 
of freedom that need to be controlled.  The hierarchical control worked in a way that 
higher levels activate lower levels, the lower level activates synergies, a group of 
muscles that act cooperatively as a unit.  
 
Limitations 
Even system theory, a very broad approach which includes the skeletal system as well 
as the nervous system, still has limitations.  It lacks the interaction between the 
organism of the individual and the environment.   
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2.12.4 Motor Programing Theory 
If we remove the motor response from its stimulus, we are left with the structure of a 
central motor pattern.  The remained motor program is more flexible than a reflex 
because it can either be activated by sensory stimuli or by central process (Bernstein, 
1967; Keele, 1968; Wilson, 1961).  All the experiments led to the motor program 
theory of motor control which incorporate an internal central pattern generator (CPG), 
specific spinal motor programs could generate output without cortical or sensory input. 
Sensory input has a role of modulating function but not essential in driving movement 
(Wilson, 1961; Grillner, 1981) while higher level motor program store    
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2.13 Motor Skill 
People can perform a wide variety of motor skills from extremely fast kicking to 
remarkably accurate grasping.  We are capable of performing well-learned skills 
with a high degree of success in a variety of situations, some of which we have never 
seen before. For example, a skilled basketball player can score with spot-up jumper 
with a range out to the three-point line at any away stadium.  How he performs this 
is one of the most fundamental questions for researchers of motor behaviour.  In 
behavioural science, which includes the study of human motor learning and control, 
theories focus on explaining such human behaviour.  Good theories could provide us 
with explanations about why people perform skills as they do and why this capability 
is possible (Magill, 2001).  Turvey (1990) defined the following terms: 
 
Ability  means a general trait or capacity of an individual that is a determinant of a 
person’s achievement potential for the performance of specific skills. 
Motor Ability  is an ability that is specifically related to the performance of a motor 
skill 
Motor Skill  is a skill that requires voluntary body and/or limb movement to achieve 
its goal. 
 
  
Chapter 2: Literature Review 
44 
 
2.13.1 Schmidt’s Generalized Motor Programs 
For many actions of short duration and produced in stable environments, performers 
usually plan the movement in advance.  They know how to combine their muscle 
activity to produce each action in the most effective way.  Schmidt explained that a 
generalized motor program controls a class of actions, rather than a specific 
movement or sequence.  In his theory, actions in a same class have the same 
invariant features (relative time, relative force and sequence of the components).  A 
specific action consists of these features and movement-specific parameters (overall 
force, overall duration, muscle involved) (Schmidt, 2005).  
 
Generalized Motor Program is a motor program that defines a pattern of movement 
rather than a specific movement; this flexibility allows performers to adapt the 
generalized program to produce variations of the pattern that meet altered 
environmental demands.  
 
A classic example of a generalized motor program is one of our most common 
movement patterns handwriting (Fig 2.5), the phrase contains all the letters of English 
alphabet.  The individual letters are quite similar to each other regardless the length.   
 
Figure 2.5. Writing with dominant hand shows a similar pattern of letters.  
 
People could perform writing on paper with a pen or writing on a blackboard with 
chalk.  A certain ‘style’ is seen in all of them, such as the little curl at the end a letter 
‘j’.  In spite of differing in size and the time to finish, the writing content in both 
situations is nearly the same.  Writing in small letters requires more accuracy in 
direction and strength which slows down the speed of hand movement.  This 
observation is conformable to the formulation inferred by Paul Fitts (Fitts 1954). 
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where: 
• T is the average time taken to complete the movement. (Traditionally, 
researchers have used the symbol MT for this, to mean movement time.)  
• a represents the start/stop time of the device and b stands for the inherent 
speed of the device. These constants can be determined experimentally by 
fitting a straight line to measured data.  
• D is the distance from the starting point to the center of the target. 
(Traditionally, researchers have used the symbol A for this, to mean the 
amplitude of the movement.)  
• W is the width of the target measured along the axis of motion. W can also be 
thought of as the allowed variability tolerance in the final position, since the 
final point of the motion must fall within ±W⁄2 of the target's center.  
From the equation, we see a speed-accuracy trade off associated with pointing, 
whereby targets that are smaller and/or further away require more time to acquire.  
That’s why we can write on a blackboard with chalk as fast as we can write on a piece 
of paper with pen.   
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2.13.2 Information-Processing Model 
Humans have been assumed to act as processors of information whilst functioning in 
the environment.  An external stimulus or internal signal will start the action by 
progressing through the stimulus-identification stage, response-selection stage and 
response-programming stage (Figure 2.6).  The individual senses an occurring or 
occurred stimulus before he decides what response to make, and then, the individual 
prepares the motor apparatus for initiation of the action.  
 
 
Stimulus 
identification 
Response 
Selection 
Response 
programming 
                  Reaction Time 
Information processing model 
Figure 2.6. Information processing model.   
 
A common view of the process is parallel processing, which suggests that separate 
signals can be processed simultaneously without interfering with one another 
(Broadbent, 1958; Norman, 1969).  However, from a certain stage of information 
processing, stimuli were processed sequentially and required the involvement of 
attention.  A simple example is that people could hear several telephone numbers 
simultaneously, but can only remember one of them.  This shows we can sense 
different voices with our hearing organ (perceptual analysis) but can only process one 
of them at a time.   
  
Chapter 2: Literature Review 
47 
 
2.14 Anatomy - Skeleton of upper limb 
Bones give the body its structural framework, and muscles give it its power, but 
moveable joints provide the mechanism that allows the body to move.  A joint, or 
articulation is the place where two adjacent bones or cartilages meet, or where 
adjacent bones and cartilages are joined.  The effectiveness of the articular system 
involves the exquisite coordination of the nervous, muscular, and skeleton system.  
 
2.14.1 The appendicular skeleton is composed of the upper extremities, which 
include the upper limb the scapula (shoulder blade) and clavicle (collarbone) of the 
upper limb or pectoral girdle, in addition to the arms, forearms, and hands, and the 
lower extremities.  
 
2.14.2 Bones of the Arm, Forearm, and Hand 
The bones of the arm, forearm, and hand are the humerus, ulna, radius, carpals, 
metacarpals, and phalanges.  The Humerus is the arm bone located between the 
shoulder and elbow.  It is the longest and largest bone of the upper limb.  Some 
muscles of the forearm and fingers are attached to the lateral and medial epicondyles.  
On the anterior surface are the radial fossa and coronoid fossa, which accommodate 
the head of the radius and the ulna, respectively, when the arm is bent at the elbow.  
On the posterior surface is the olecranon fossa, which accommodates the olecranon 
process of the ulna when the arm is straightened out.  
 
The Ulna is the longer of the two long bones of the forearm, between the elbow and 
the wrist.  It is medially located.  The large proximal end of the ulna consists of the 
olecranon process, which curves upward and forward to form the semilunar.  This 
half-moon-shaped depression articulates with the trochlea of the humerus to form the 
hinged elbow joint.  The radial notch on the lateral surface of the coronoid process 
is the articulation site for the head of radius.  As the elbow reaches full extension, the 
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olecranon process of the ulna is received by the olecranon fossa of the humerus.  
This arrangement provides increased joint stability when the elbow is fully extended.  
The Radius is the long bone that is located to the ulna.  An interosseous membrane 
connects the shafts of the ulna and radius.  The shaft becomes broader towards its 
large distal end, which articulates with two of the lunate carpal bones in the hand.   
 
The Carpus is composed of eight short bones, connected to each other by ligaments 
that restrict their mobility primarily to a gliding movement.  In the proximal row, 
from lateral to medial position, are the scaphoid, lunate, triquetrum, and pisiform. In 
the distal row are the trapezium, trapezoid, capitate, and hamate.  The carpal bones 
as a unit are shaped so that the back of the carpus is convex, and the palmar side is 
concave.  A connective tissue bridge called the flexor retinaculum stretches between 
the hamate and pisiform and the trapezium and scaphoid bones.  This bridge 
converts the palmar concavity into a tunnel – called the carpal tunnel.  Nine long 
tendons and median nerve pass through the carpal tunnel from the forearm to the 
hand.  
 
The 5 metacarpal bones make up the skeleton of the palm of the hand, or metacarpus 
and the 14 phalanges are the finger bones.  The metacarpal bones are miniature 
long bones. They are numbered from the lateral side as metacarpals I to V. The distal 
end of metacarpals bones articulate with the distal row of carpal bones.  Each head 
articulate with the proximal phalanx of a digit.  The metacarpalphalangeal joint 
forms a ’knuckle’.  The thumb (digit I) has two phalanges (proximal and distal), and 
each finger (digits II to V) has three phalanges (proximal, middle, and distal).  
Except for the thumb, which has only one interphalangeal joint (IP joint), the digits 
have a proximal interphalangeal joint (PIP) and a distal interphalangeal joint (DIP).  
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2.14.3 Articulations of Arm, Forearms, and Hand 
One way to classify joints is by their structure.  This classification is based on the 
presence or absence of a joint cavity and the kind of supporting tissue that binds the 
bones together.  Based on structure, three types of joints are recognized: fibrous, 
cartilaginous, and synovial.  Most of the permanent joints in the body are synovial.  
Of all the types of joints, synovial joints allow the greatest range of movement.  
Such free movement is possible because the ends of the bones are covered with a 
smooth hyaline articular cartilage, the joint is lubricated by a thick fluid called 
synovial fluid, and the joint is enclosed by a flexible articular capsule.  A synovial 
joint has a joint cavity.  Synovial cavity is the space between two articulating bones 
but not including the articular cartilage.  An articular cartilage caps the surface of 
the bones facing the synovial cavity.  The cartilage itself is insensitive to feelings 
since it has no nerve supple, but the other portions of the joint are supplied with 
pain-receptor never fibers.  Articular capsule is lax and pliable, permitting 
considerable movement.  
 
Muscles and bones work together to allow different types of movement at different 
joints.  In any movement about a joint, one member of a group of articulating bones 
moves in relation to the other, with one bone maintaining a fixed position.  A joint 
can be uniaxial, biaxial or multiaxial.  Six types of joints synovial joints are 
recognized: hinge, pivot, condyloid, gliding, saddle, and ball-and-socket.  
 
The Glenohumeral joint is a multiaxial, ball-and-socket, synovial joint.  The head of 
the humerus articulates with glenoid fossa of the scapula.  Movement of flexion, 
extension, abduction, adduction, medial rotation, lateral rotation, and circumduction 
occur at the shoulder joint.  
 
The Elbow joint is a uniaxial, hinge, synovial joint.  The Radioulnar joint is a 
biaxial, pivot, synovial joint.  The Radiocarpal joint is a multiaxial, ellipsoidal, 
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synovial joint.  The elbow joint has 3~5o rotational laxity and slightly varus/valgus 
laxity.  The elbow joint has three main functions as following: being a level arm joint 
when using our hand; being a fulcrum point of forearm lever; acting as a 
weight-bearing joint when using a crutch.  The normal flexion/extension range of 
motion is 0~150o but elbow joint will be functional at 30~130o.  The normal 
pronation/supination range of motion is 80~90o but functional at 50o.  The carrying 
angle is 5~15o (found to be greater in females).  Varus/valgus stability of the elbow 
joint is governed by humerus, radius and ulnar bone when forearm is fully extended, 
the articular capsule and ligament will keep the stability when the arm is in 
flexion/extension.  Almost any movement of upper extremity will involve the elbow 
and radioulnar joints.  Quite often, these joints are grouped together because of their 
close anatomical relationship.  
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2.14.4 Nerves 
The muscles of the wrist and hand are all innervated from the radial, median, and 
ulnar nerve of the brachial plexus.  The median nerve, arising from C6, C7, C8 and 
T1, innervates the flexor carpi radialis, palmaris longus, and flexor digitorum 
superficialis.  The median nerve also innervates intrinsic muscles like abductor 
pollicis brevis, flexor pollicis brevis, opponens pollicis.   
 
The flexor carpi radialis, flexor carpi unlaris, and palmaris longus are the most 
powerful of the wrist flexors.  They are brought into play during any activity that 
requires wrist curling or stabilization of the wrist against resistance.  Flexor carpi 
unlaris and extensor carpi ulnaris are the only two muscles involved in wrist 
adduction or ulnar deviation.  
 
The Flexor digitorum superficialis and the flexor digitorum profundus are the only 
muscles involved in flexion of all four fingers.  Both of these muscles are vital in 
any type of gripping activity.  The flexor digitorum profundus is used in any type of 
hand clenching activity. 
 
The extensor digitorum muscle is the only muscle involved in extension of all four 
fingers.  The primary function of the extensor pollicis longus is extension of the 
thumb. The extensor pollicis brevis assists the extensor pollicis longus in extending 
the thumb.  
 
  
Chapter 2: Literature Review 
52 
 
2.14.5 Muscle required for pinch 
Even when humans use a wide of variety of pinch types, the wrist maintains a position 
of extension in most activities.  Wrist extensors, particularly the extensor carpi 
radialis brevis (ECRB) and extensor carpi radialis longus (ECRL) are active during 
pinch to maintain the wrist in the extension position which enables adequate 
contractile length for flexor digitorum profundus (FDP).  The index finger requires 
FDP maintain active to resist the extension moment exerted by the thumb flexion.   
 
 
Figure 2.7. Thumb opposition of right hand. We can clearly see the mobility of the thumb 
metacarpophalangeal (CMC) joint and relatively still index CMC joint. The wrist is in an extension 
position. 
 
In addition to wrist extensor muscles, the thumb muscles essential to normal pinch are 
the flexor pollicis longus (FPL), abductor pollicis longus (APL), abductor pollicis 
brevis (APB), opponens pollicis (OP), and adductor pollicis (AP).  At the index 
finger, the flexor digitorum profundus and first dorsal interosseous are critical to a 
normal pinch as Figure 2.7 demonstrated the index finger and thumb joint mobility 
difference in a thumb opposition movement.  
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2.14.6 Muscle required for release 
The main muscles used to open the hand are combination of three muscles.  The 
Extensor Digitorum (ED) and Extensor Indicis (EI) extend the fingers (Index, Middle, 
Ring, and Pinky).  The Extensor Digiti Minimi (EDM) extends the thumb.  These 
three muscles can be manipulated to raise certain fingers.  The fact that three 
muscles are used to open all five fingers is why it is difficult to lift certain fingers in 
isolation or in strange combinations.  
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2.14.7 Range of Motion of the wrist 
The wrist joint is classified as a condyloid-type joint, allowing flexion, extension, 
abduction (radial deviation), and adduction (ulnar deviation).  Wrist motion occurs 
primarily between the distal radius and the proximal carpal row, consisting of the 
scaphoid, lunate, and triquetrum.  As a result, the wrist is often referred to as the 
radiocarpal joint.  The joint allows 70 to 90 degrees of flexion and 65 to 85 degrees 
of extension.  The wrist can abduct 15 to 25 degree and adduct 25 to 40 degree.  
 
Each finger has three joints.  The metacarpophalangeal (MCP) joint are classified as 
condyloid.  In these joints, 0 to 40 degrees of extension and 85 to 100 degrees of 
flexion are possible.  The proximal interphalangeal (PIP) joint, classified as 
ginglymus, can move from full extension to approximately 90 to 120 degree of 
flexion.  The distal interphalangeal (DIP) joints, also classified as ginglymus, can 
flex 80 to 90 degrees from full extension.  
 
The thumb has only two joints, both of which are classified as ginglymus. The MCP 
joint moves from full extension into 40 to 90 degrees of flexion (Figure 2.8).  The 
interphalangeal (IP) joint can flex 80 to 90 degrees.  The carpometacarpal (CMC) 
joint of the thumb is a unique saddle-type joint have 50 to 70 degrees of abduction.  
It can flex approximately 15 to 45 degrees and extend to 0 to 20 degrees (Figure 2.9).  
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Figure 2.8. ROM of the thumb. A, Abduction. 1, Zero starting position: the extended thumb alongside 
the index finger, which is in line with the radius. Abduction is the angle created between the metacarpal 
bones of the thumb and the index finger. This motion may take place in two planes. 2, Radial abduction 
or extension takes place parallel to the plane of the palm; (Figure original were from Orthopedic physical 
assessment, 5) B, Flexion. 1, Zero starting position: the extended thumb. 2, Flexion of the 
interphalangeal joint: zero to +80 degrees. 3, Flexion of the tetacarpophalangeal joint: zero to +50 
degrees. 4, Flexion of the carpometacarpal joint: zero to 15 degrees; C, Opposition. Zero starting position 
(far left); the thumb in line with the index fingers. Opposition is a composite motion consisting of three 
elements: (1) abduction, (2) rotation, and (3) flexion. Motion is usually considered complete when the tip 
of the thumb touches the tip of the fifth finger. Some consider the arc of opposition complete when the tip 
of the thumb touches the base of the fifth finger. (Figure original were from Orthopedic physical 
assessment, Maggie, David J, 2002) 
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Figure 2.9. ROM of fingers. A, Flexion. 1, Motion can be estimated or measured in degrees. 2, Motion 
can be estimated by a ruler as the distance from the tip of the finger to the distal palmar crease (left) 
(measures flexion of the middle and distal joints) and to the proximal palmar crease (right) (measures the 
distal, middle, and proximal joints of the fingers); B, Extension, abduction, and adduction. 1, Extension 
and hyperextension. 2, Abduction and adduction. Abduction of the middle finger occurs when it moves 
laterally toward the thumb, and adduction occurs when it moves medially toward the little finger. The 
spread of fingers can be measured from the tip of the index finger to the tip of the little finger (right). 
Individual finger spread from tip to tip of indicated fingers (left) (Figure original were from Orthopedic 
physical assessment, Maggie, David J, 2002) 
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2.15 Throwing  
Throwing plays a crucial role in a variety of sports and activities, including basketball, 
baseball, pétanque, javelin, discus, shot-put and darts.  Throwing can be defined as 
the act of propelling an object through the air by the action of the human body 
(Adrian & Cooper, 1995).   
 
Throwing movements can be classified as either over, underarm or side arm, with side 
arm and over arm throws being determined by the direction of the thrower’s trunk 
rotation/flexion (Bartlett, 1992).  A typical throwing action starts with the arm in the 
aiming position, followed initially by a backswing and then the commencement of the 
forward throwing action.  The forwards action increases the speed of the projectile 
and directs it towards its target, up to the moment of release.  Following release, the 
arm completes a follow through and comes to rest.  Where the projectile lands (or 
hits the target) is dependent on its position, speed and direction of motion at release.   
 
The main objective of the throw differs from sport to sport; consequently each sport 
uses a slightly different technique.  Javelin, discus and shot-put involve the 
maximisation of the distance the projectile is thrown.  Basketball, pétanque (this 
actually uses an underarm throwing technique) and darts throwers look to maximise 
accuracy, whereas in baseball and cricket both accuracy and speed are important.  In 
terms of sports in which the accuracy of the throw is the crucial factor, the technique 
used in darts is one of the most simple.  Throwers typically keep their shoulder 
position stationary as they throw; the only body segments they move are those in their 
throwing arm.   
 
There are currently two kinds of thought regarding how humans are able to throw an 
object (or other projectiles) as accurately as they do.  Some people believe we use 
techniques which have a combination of speed, position and direction of motion 
causing the object to hit the same target for release at more than one instant (Muller 
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and Loosch, 1999).  Others believe that the timing of release can be controlled 
accurately and instead it is the variability in the position, speed and direction of 
motion of the dart at release that limits accuracy (Smeets, Frens and Brenner, 2002).   
 
Smeets believes it is actually the timing of release that is the limiting factor in 
throwing.  It is therefore expected that the parameters found which decrease the 
sensitivity of the throw to variability in the timing of release will resemble those 
techniques actually used by throwers.  
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2.16 Parkinson Disease 
Inter-limb coordination is critically important and often must be used in many of our 
daily activities, especially dexterous manipulative actions which utilise the versatility 
of our hands (Aoki, 2003).  The estimated number of people suffering from 
Parkinson’s disease is approximately 4 million worldwide.  These PD patients are 
hypothesized to suffer from difficulties in the coordination and control of various 
muscle systems, including reduced movement amplitudes, prolonged deceleration 
times, and well-known slowness (Teulings, 1997).  Some of work has been done in 
the area of PD-related kinematic analysis of between-limb and within-limb 
coordination tasks (Ketcham, 2002; Swinnen, 2000; Caimmi, 2008), some of the 
PD-related studies were done by comparing between healthy subjects and PD patient.  
Freeman (1993) studied PD-patient and healthy subjects in synchronised finger 
tapping which produced by rhythmic wrist movement, with auditory signals of target 
frequencies.  Despite the amount of research that has been done with PD-patients, 
most of the analysis has been done with data consisting of both involuntary 
movements such as action tremor (a rhythmic and oscillatory involuntary movement 
of the outstretched upper limb) and voluntary movements from the upper limb.  This 
is because some of the voluntary skeletal muscles has been lost from conscious 
control of the brain which supposed to bring about accurate coordinated movements.      
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3.1 Introduction 
Coordinated movement is critical not only to sports technique and performance but to 
daily living and as such represents a fundamental area of research.  Skilled motor 
performance involves a person’s organization of the muscles of the body so that the 
goal of the skill being performed can be accomplished (Magill, 2001).  Interlimb 
coordination is critically important and must often be used in many of our daily 
activities, especially dexterous manipulative actions which utilise the versatility of our 
hands (Aoki, 2003).  Extensive experiments using finger tapping have been studied 
in bi-manual asymmetric finger tapping (Peters, 1981), and in actions with natural 
bi-manual holding tools (Kazennikov, 2009).  Research developments in finger 
coordination have mainly focused on the maximum flexion force for multi-fingers 
(Zatsiorsky, Latash, et al. 1998), tapping rate and intertap variability (Schmidt, 2000; 
Peters, 1980).  Hager-Ross and Schieber (2000) focused on accompanying 
movement of adjacent fingers during slow repetitive flexion-extension, and found that 
there is always some accompanying movement of the non-designated fingers of the 
hand coupled with the designed finger.  In addition intermanual transfer of practices 
has widely been studied (Koeneke, 2009; Carroll et al, 2008) with studies finding 
some degree of transfer of practice in the bilateral limb from the unilateral practices.  
 
However, relatively little research has been carried out on the manner in which the 
most simple skilled movements are executed.  Even something as fundamental as the 
limits with which movements, such as single stroke finger taps, can be coordinated 
has not been determined.  Further to this, the effects of different types of practice and 
task performance orientation have not been described for such simple tasks in the 
literature.  The present study was designed to investigate the differences in dynamic 
motor function of rapid double-index-finger tapping tasks.  Double-index-finger 
tapping provides the opportunity to observe interactions between the index pair, and 
the manner in which tapping sequence may influence the intertap interval.  The 
movement of two index fingers used to produce two sequences of tapping can be 
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influenced by various constraints, such as the response selection bottleneck, that has 
aroused much more research interest (Selst, 1997; Pashler, 1994; Telford, 1931).  
Selst (1997) observed the existence of a stage of processing that cannot be shared 
between two concurrent tasks.  His observation provided additional evidence for the 
effect of differing stimulus onset asynchrony (SOA) which has been supported by 
other investigators (Pashler, 1994; Telford, 1931).  These phenomena were often 
referred to as the psychological refractory period (PRP) effect or dual-task 
interference.  The most influential accounts of the PRP effect have been 
postponement accounts (Selst, 1997). 
 
This study employs a two-handed movement condition in which the target size is 
large and the amplitude is small (termed easy).  It is spatial stimulus-response 
compatible (Small, 1990), as the left index finger presses the left pressure sensors, and 
vice versa for the right.  It does not require any kind of anticipation (spatial or 
temporal) as subjects could start self-paced tapping as long as they were ready.  This 
study aimed to evaluate how accurately people can coordinate two index fingers in 
various simple tapping tasks and how the amount and quality of practice affects the 
measured limits of coordination.  It was hypothesized that Left-Right tapping 
intertap interval would be shorter than that in Right-Left tapping since nearly all 
subject were right-handed and preferred hand taps are quicker than the non-preferred 
hand (Peters, 1980).  It was also hypothesized that: Observed differences would 
reflect the differing strategy of similar movement in the response programming stage.  
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3.2 Methods 
3.2.1 Subjects  
Twenty-four healthy adults (age 28±5 years) with varying athletic abilities were 
recruited from a student population and randomly assigned to groups.  Each subject 
provided informed written consent prior to testing in accordance with the guidelines 
of the Loughborough University Ethical Advisory Committee. Subjects had no 
previous history of neuropathies or trauma to the upper limbs. 
 
3.2.2 Protocol 
Participants visited the lab on two occasions which were separated by more than two 
weeks.  The first visit consisted of familiarisation trials, designated training session 
for certain groups and one main measurement session, whereas the 2nd visit had a 
training session and one main measurement session.  The duration of the first visit 
was 50-60 minutes whereas the second visit lasted 40-50 minutes.  Participants were 
requested to refrain from strenuous exercise and alcohol consumption for 24 hours 
before each visit.  
 
Participants sat in front of a chest level desk, feet flat on the floor, thighs parallel to 
the ground, knees forming a 90 degree angle, and completed a series of voluntary 
flexion and extension movements at the Metacarpophalangeal joint of the index 
fingers (flexion is where the fingers curl to form a fist, extension is the uncurling of 
the fingers) and tapped the transducer with the tip of the fingers.    
 
 
Figure 3.1. Anatomical illustrations of index flexion and extension at Metacarpophalangeal (MCP) joint.  
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Prior to the experiment, the method of tapping was carefully explained to each 
participant by the experimenter with detailed description and index finger movement 
demonstration.  Only the index fingers were to be used with no hand movement and 
all other digits were to rest on the surface of the wooden desk.  The subject’s upper 
arms were parallel with his torso, and the forearm was extended horizontally and 
parallel to the sagittal plane.  The palm was placed on a Belkin WaveRest Keyboard 
Wrist Support positioned dependent on the comfort of the subject.  The experimenter 
demonstrated how to position the index fingers above the force transducer to keep 
both fingers at the same height.  
 
The tests consisted of synchronized and asynchronised tapping with both index 
fingers onto two force transducers from the same start height.  Synchronised tapping 
was voluntarily performed by simultaneously moving both index fingers.  The 
process did not consist of any reaction factors as the finger dropping was initialed by 
subject themselves.  The tapping order for asynchronised finger movement was 
Dominant /Subdominant (D-Sub), or Subdominant /Dominant (Sub-D).  The 
asynchronised tapping has the same movement characteristic (MP joint, finger 
preparation) as synchronised tapping.  The basic difference between these two 
protocols is that in asynchronised tapping, participants initiated the 
dominant/subdominant hand index finger first and initiated subdominant/dominant 
hand index finger immediately afterwards.  The subjects were asked to do their best 
to make the gap between the two contact times as short as possible.  
 
Each participant practised each tapping task until they felt sufficiently comfortable to 
perform the requested tasks.  If participants were judged to have failed to perform 
the tapping as instructed, they were given another trial after the variability trial.  An 
adequate rest period was given between the trials.  Each visit consists of 10 tapping 
trials with 20 taps, four synchronised tapping (S) and six asynchronised tapping (A), 
in an order of SA – SA – SA – SA – AA.  In the last two trials of asynchronised trial, 
the order of movement is randomised and read out by the experimenter to the 
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participants who are given enough time to finish the tap in order to eliminate the 
impact of any reaction factor.  Except for the last two trials, all the other 8 trials were 
accomplished by the participants themselves.  Considering the practiced taps, the 
average number of taps for each participant in two sessions was around 600.         
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3.2.3 Apparatus 
Subjects performed the finger-tapping task onto two flat force transducers (Standard 
402 FSR manufactured by Interlink Electronics) which were connected to high 
impedance differential electrodes (manufactured by Biovision).  The force 
transducers were firmly fixed on the top of a desk.  The transducers for the index 
fingers could measure a maximum pressure of 150 psi with a rise time of 1-2 msec.  
A height-adjustable plastic plate (height = 2 – 3 cm above the desk) was placed above 
the index finger transducer to fit each participant’s finger.  During the experiment, 
the participant placed their index fingernail against the bottom of the plastic plate 
before tapping to ensure the two index fingers performed the downbeat from the same 
height (the distance between the transducer and the underside of the finger was less 
than 5 millimetres).  
 
 
Figure 3.2. Force transducers was place under both index fingers, with maximum pressure of 150 psi and 
a rise time of 1-2 msec. The force transducer can measure force between almost any two surfaces. 
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3.2.4 Groups 
Participants were randomly divided into three groups: Practice Group (P), Instructed 
Practice Group (IP) and Control Group (C), each designed to undergo different 
amounts and quality of practice relevant to the tasks before data collection but after 
their familiarization with the tapping movement.  A normal two-button 
(START/SET) digital stopwatch was given to the participants to practice with, except 
the ones in Control group, during their first time visit.  The timing function of a 
digital stopwatch is controlled by two buttons on the case.  Pressing the START 
button starts the timer running, and pressing the SET button stops it, leaving the 
elapsed time displayed. Our stopwatch provides a resolution of 1/100 second.   
 
 
 
Figure 3.3. Two-button (Start/Set) stopwatch with resolution of 1/100 second.  The timing functions are 
controlled by two buttons on the case.  When the split time button is pressed while the watch is running, 
the display freezes, allowing the elapsed time to that point to be read, but the watch mechanism continues 
running to record total elapsed time.  Pressing the split button a second time allows the watch to resume 
display of total time. 
 
The insufficient accuracy of the display and resolution of a normal stopwatch would 
make one thing happen: if the time eclipsed between two press is short enough, the 
display will be frozen at 0.00.00 and the timer still running at the back to split the lap 
time.  This is easily achievable with dominant hand by pressing START button with 
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our thumb and SET with index finger.  Both in our training, each stopwatch button 
had to be pressed with one index finger as that would simulate the tapping action in a 
similar environment.  The way they hold the stopwatch has been limited to 
surrounding the stopwatch with two index fingers, the bottom of the stopwatch having 
been stabilized by both 3rd finger rays from the back and thumbs from the top (Fig 
2.4).  Hence the only joints used to press the button are the two Metacarpophalangeal 
joints of 2nd ray in both hands.  When the screen of the stopwatch faces the 
participants, the press order is Right index first and Left index move afterwards.  
However, once the stopwatch has been turned around, the press order is Left index 
first and Right second (Fig 2.5).   
 
Figure 3.4. Stopwatch holding position during practice when right hand start the timer. When the screen 
of the stopwatch faces the participants, the press order is Right index first and Left index. Two middle 
fingers supports the stopwatch from the back, two thumb on top to stabilize the position.  
 
 
Figure 3.5. Stopwatch holding position during practice when left hand start the timer. When the 
stopwatch is back to the participants, the press order is Left index first and Right afterwards. Two middle 
fingers supports the stopwatch from the back, two thumb on top to stabilize the position. 
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During the first visit, groups Practice group (P) and Instructed Practice group (IP) 
were allowed to practice with the stopwatch, trying to stop the watch as close to 
0.00.00 as possible.  A TIM sprint LCD stopwatch with resolution of 1/100s was 
used for the study.  The P group was left alone to practice without any instruction; 
they weren’t even told that the stopwatch could freeze at 0.00.00.  They kept 
practising until they couldn’t make any further progress in 10 minutes.  In contrast to 
the P group, the IP group was requested to accomplish the task of displaying 0.00.00 
three times in a row in both pressing orders with instruction and demonstration.  In 
the second visit, all three groups undertook the same practice as the IP group prior to 
testing.  
 
Table 3.1 shows the various required tasks they were given to finish the training.  In 
the table, ‘D-Sub’ stands for the tapping order of dominant hand index finger first 
then sub-dominant hand afterwards, whereas ‘Sub-D’ stands for the other way round.  
 
Table 3.1. Participants were divided into three groups which were given different designated tasks prior 
during the training stage of the study. The training content and requirement for each groups various 
across groups and differs in two visiting sessions.  
 
 1st visit 2nd visit 
Practice Group 
Stopwatch-0.00.00 
No requirement 
Display - 0.00.00  
three time in a row 
D-Sub/Sub-D order 
Instructed Practice 
Group 
Display-0.00.00 
three time in a row 
D-Sub/Sub-D order 
Display - 0.00.00  
three time in a row 
D-Sub/Sub-D order 
Control Group None 
Display - 0.00.00  
three time in a row 
D-Sub/Sub-D order 
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3.2.5 Data processing 
Cables with built-in miniaturised pre-amplifiers provided the link between the force 
transducers and a 16-bit National Instruments DAQ Card (Model 1-16-XE-50)/Laptop 
interface utilising Labview.  Data collected from the force transducer at 5000 Hz 
were used to assess the movement phase of overall response time.  Software was set 
to record for a period of 30-50 seconds depending on the number of taps per trial.  
Force onset was used to calculate intertap intervals.  The collected data were 
low-pass filtered in both forward and reverse directions using a four-pole Butterworth 
filter designed with a cut-off frequency of 50Hz.  The filtered signal was averaged 
by using a smoothing envelope of 5ms.  Force onset was determined when the value 
exceeded 3 standard deviations of the resting level.  The process was performed with 
a MATLAB script to automatically find the time point for each force onset.  The 
black point in Figure 3.6 shows the results.  20 of a total of 480 trials of 24 
participants were randomly picked and double checked by human observation 
determination (with an observation of 400).  A two-tail Paired T-test with a null 
hypothesis stated as ’the average difference is about 2 ms’ was conducted to compare 
the results between manual recognition and MATLAB script for every trial.  Since 
the t statistic (-1.04<1.96) and p value > a (0.297>0.05), we can accept the null 
hypothesis that the means of two groups are within a difference of 2 ms.  With that in 
hand, we can now confidently say that we can use our MATLAB script to 
automatically find the force onsets from our signals.        
 
f
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Figure 3.6. Force onsets for individual channel. The top graph indicates the recorded voltage change 
from the force transducer under left index finger; the bottom graph indicates the recorded voltage change 
from the force transducer under the right index finger. The x-axis is known as the sampled data with 
frequency of 5000Hz. The solid dots indicate the force onsets worked out by algorithm.  
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3.3 Results 
Inter-tapping Interval (ITI) was measured by subtracting subdominant index finger 
contact time from dominant index finger contact time, or vice versa.  A small ITI 
indicated less time had elapsed between two closing downbeats.  ITI was normally 
distributed (Kolmogorov-Smirnoff test, P = 0.88 for simultaneous tapping, P = 0.76 
for D-SubD tapping and P = 0.68 for Sub-D tapping, Fig3.10). 
 
There was, however, considerable inter-subject variability in mean ITI  
 
Figure 3.7.  Characteristics of intertap interval (ITI) of simultaneous tapping of two index fingers. In 
this naive subject, ITI was quite stable from the start compare to the middle and en parts of the trial. The 
familiarization effect was eliminated by previous warm-up. The middle dash line stands for mean value, 
the top and bottom line stands for the maximum and minimum value. 
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Figure 3.8. Characteristics of intertap interval (ITI) of D - SubD tapping of two index fingers. In this 
naive subject, ITI was quite stable from the start compare to the middle and en parts of the trial. The 
familiarization effect was eliminated by previous warm-up. The middle dash line stands for mean value, 
the top and bottom line stands for the maximum and minimum value. 
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Figure 3.9. Characteristics of intertap interval (ITI) of SubD - D tapping of two index fingers. In this 
naive subject, ITI was quite stable from the start compared to the middle and end parts of the trial. The 
familiarization effect was eliminated by previous warm-up. The middle dash line stands for mean value, 
the top and bottom line stands for the maximum and minimum value. 
 
Figure 3.10. Distribution of ITI of simultaneous index finger tapping (gray), Sub-D (cyan) and D-Sub 
(green) of one subject. All three distributions were normal.  
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3.3.1 Simultaneous tapping  
 
Table 3.2.  Mean Intertap interval (ITI) of 1st session Simultaneous result (ms) of three groups  
Subjects Control Practice Instructed 
1 6.7 8.1 12.1 
2 8.1 6 15.5 
3 11.2 8.2 5.2 
4 5.4 8.8 19.4 
5 8.8 9.7 11.9 
6 15.4 10.1 20.3 
7 6 11.6 5.4 
8 14.4 11 6.9 
Mean 9.5 9.2 12.1 
 
Table 3.3.  Mean Intertap interval (ITI) of 2nd session Simultaneous result (ms) of three groups 
Subjects Control Practice Instructed 
1 4.8 24.8 21.8 
2 7.5 6.1 15.9 
3 8.8 10.5 11 
4 5.8 13 13.6 
5 8.7 5.8 9.5 
6 13.1 6.8 18.7 
7 11 11 4.8 
8 12.7 15.5 18.8 
Mean 9.1 11.7 14.3 
 
Table 3.2 and Table 3.3 show average simultaneous tapping results for all participants 
in the three groups.  The shortest ITI in all groups for simultaneous tapping was 4.8 
ms, found in subject 1 in control group, 1st session.  The largest ITI was 24.8 ms, 
found in subject 1 in Practice group, 2nd session.  The mean ITI performance 
improvement for synchronised tapping was 0.4 ms, -2.5 ms and -2.2 ms for Control 
group, Practice group and Instructed Practice group respectively.  
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3.3.2 Sub-D tapping 
Table 3.4  Mean Intertap interval (ITI) of 1st session Sub-D tapping result (ms) of three groups 
Subjects Control Practice Instructed 
1 50.2 55.6 35.5 
2 50.2 39.2 32.2 
3 72.2 68.2 58.5 
4 65.2 53.6 85.8 
5 55 82.6 30.7 
6 58.5 37.6 29.5 
7 37.4 68.7 29.1 
8 80.2 29.4 19.4 
Mean 58.6 54.4 40.1 
 
Table 3.5  Mean Intertap interval (ITI) of 2nd session Sub-D tapping result (ms) of three groups 
Subjects Control Practice Instructed 
1 20 38.4 29.5 
2 13.4 25.3 49.4 
3 23.4 11.1 42.3 
4 44.6 37.1 67.5 
5 44 45.4 29.2 
6 33.1 16.6 14.3 
7 29.4 46.8 28.8 
8 38.7 11.6 18.4 
Mean 30.8 29 34.9 
 
Table 3.4 and Table 3.5 showed average Sub-D tapping results for all participants in 
three groups.  The shortest ITI in all groups for Sub-D tapping in both sessions is 
11.1 ms, found in Subjects 3 in Practice group during the 2nd test.  The largest ITI is 
85.8 ms, found in subject 4, 1st session, in Instructed Practice group.  The mean ITI 
performance improvement for Sub-D tapping is 27.8 ms, 25.3 ms and 5.2 ms for 
Control group, Practice group and Instructed Practice group respectively.  
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3.3.3 D-Sub tapping 
Table 3.6  Mean Intertap interval (ITI) of 1st session D-Sub tapping result (ms) of three groups 
Subjects Control Practice Instructed 
1 41.1 73.5 42 
2 63.3 42 40.5 
3 73.4 69 50.3 
4 58.2 62.9 23 
5 71.7 63.3 42.5 
6 65.7 37.7 59.5 
7 40.2 52.4 46.1 
8 111.7 15.8 6.9 
Mean 65.7 52.1 38.8 
 
 
Table 3.7  Mean Intertap interval (ITI) of 2nd session D-Sub tapping result (ms) of three groups 
Subjects Control Practice Instructed 
1 19.4 86.9 49.9 
2 23.9 21.9 49.7 
3 20.3 19 54.2 
4 49.5 32.9 28.7 
5 35.8 40.5 33.4 
6 42.8 19.6 43 
7 15.8 48.6 36 
8 55.7 19.8 35.2 
Mean 32.9 36.2 41.3 
 
 
Table 3.6 and Table 3.7 showed average D-Sub tapping results for all participants in 
three groups.  The shortest ITI in all groups for D-Sub tapping in both sessions is 6.9 
ms, found in Subject 8 in Practice group during the 1st test.  The largest ITI is 111.7 
ms, found in Subject 8, 1st session, in Instructed Practice group.  The mean ITI 
performance improvement for D-Sub tapping is 32.8 ms, 15.9 ms and -2.4 ms for 
Control group, Practice group and Instructed Practice group respectively.  
 
For normal simultaneous tapping, comparing the performance of best participants 
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across three groups, a comparison of all three groups resulted in 99.8% confidence 
that practice had no effect on either group at simultaneous tapping.  The Practice and 
Instructed Practice group even showed decrease in performance.  The best 
performances in each group across both sessions are quite similar, all around 5 ms 
(4.8 ms, 5.8 ms and 4.8 ms). 
 
Table 3.8 t-Test: Paired Two Sample for Means for Subject 1 in Control group 
   Variable 1 Variable 2 
Mean 58.6125 30.825 
Variance 185.5155 129.785 
Observations 8 8 
Pearson Correlation 0.349747   
Hypothesized Mean 
Difference 0   
df 7   
t Stat 5.465878   
P(T<=t) one-tail 0.00047   
t Critical one-tail 1.894579   
P(T<=t) two-tail 0.00094   
t Critical two-tail 2.364624   
 
 
For asynchronised tapping with both index fingers, in the 1st session, the control 
group spent more time on both Sub-D and D-Sub tasks than the other groups did, 
approximately 60-65 ms, while that only took around 55 ms for the Practice group 
and 40 ms for the Instructed Practice group.  However, when it came to the 2nd 
session, the single most striking observation to emerge from the data comparison was 
Control group improved about 30 ms in both tapping orders.  Paired t-test was 
conducted for all eight Control group subjects in Sub-D order tapping (Table 3.8).  A 
comparison between the 1st session and the 2nd session resulted in 99.9% confidence 
that the differences observed was not down to chance.  So Ho (stated ’no difference 
across sessions ’) is rejected, and H1 is accepted.  We conclude with better than 99.9% 
confidence that the practice of stopwatch training had significant effect on the 
performance in that specific order of tapping movement (t = 2.36, 99.9% confidence), 
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vice versa for D-Sub tapping.  When comparing the two asynchronised tasks, it 
seems slightly more difficult for subjects to perform D-Sub than Sub-D because it 
took more time to finish D-Sub session when all the subjects were given the same 
instructed practice.    
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3.4 Discussion 
 
In studies of transfer of practice effects, researchers use simple or complex 
movements that involve a significant cognitive element (Schmidt, 2000; Koeneke 
2008, Aoki, 2002).  In the study, we studied transfer of practice with a task that can 
be considered simple.  By examining tapping performance for Dominant - 
Subdominant and Subdominant-Dominant order before and after practice with 
stopwatch is possible to evaluate the idea of transfer of practice for movements of this 
type.  The results provide evidence to support existing theory, hopefully as well as 
offering fresh insight into the coordinated movement of the two index fingers. 
 
It has been shown that maximum flexion force is greatest for the index finger 
(Kinoshita et al. 1996) and left and right index fingers only differ slightly in tapping 
velocity, contact force and cadence (Aoki 2002).  Since the distance between the 
force sensor transducer and the fingertip was less than 5 mm potential differences in 
movement time between fingers on each hand can be neglected.  The improved 
performance comes about from changes in the participants’ information-processing 
stages, which include stimulus identification, response selection and response 
programming.  Since the participants were told what will happen in advance and 
what kind of response is needed, and they have enough time to prepare for each tap 
during every trial then the time spent on stimulus identification and response selection 
for the first finger tap should be zero.  Thus the intertap interval comes from 
processing the second tap. 
 
We can make a presumption that the subjects’ response to internal stimuli has been 
changed due to the practice with the stopwatch.  In the first session, subjects in the 
control group might treat the Sub-D tapping as two tasks, that is the subject 
programmed the movement of Subdominant index tapping first and initiated the 
action, and after that the subject started to program the second tapping.  The 
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movement of the Subdominant index downbeat could be viewed as a signal which 
stimulated the subject.  Due to the psychological refractory period the subject cannot 
initiate any response until the accomplishment of Subdominant tapping.  After the 
designated training, the subject treated Subdominant and Dominant asynchronised 
hand tapping as a group action.  The initiation of the two taps was almost 
simultaneous.  This time, the second tap could be conducted just after the first tap.  
This change benefits the subjects’ behaviour by shortening the intertap interval for 
both Sub-D and D-Sub order tapping but this change hasn’t been found in 
simultaneous tapping.   
 
Lee and Chabris from Harvard University had found out that, with a short stimulus 
onset asynchrony (SOA), subject would show a faster reaction time in his test of 
finding information perception and action. One of their main finding is that the 
difference in RT2 between trials with two numerically near stimuli and two numerical 
distant stimuli was 72 + 6.8 ms at the two short SOAs and 34 + 3.3 ms at the two 
longest SOAs (Lee & Chabris, 2013).  Another study proved the existence of 
psychological refractory periods in response control process and successfully using 
psychological stress way to reduce such PRP effect (Beste, Yildiz, Meissner, & Wolf, 
2013).   
 
Most of the research done in psychological refractory period and stimulus onset 
asynchrony has been conducted in front of a computer using index and other finger to 
press down certain keys on a normal key board.  The results were affected by 
including bias like the time of key going down, signal transmission in cables 
connecting keyboards and computer, signal processing time of computer, and display 
delay of computer monitor.   With our method, we could have more precise and 
reliable quantitative results in finding actual movement difference.   
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3.5 Conclusions 
 
In this study, we investigated the coordination of bi-manual tapping with single 
discrete taps; the analysis was centered on the fundamental human temporal 
coordination limits between the two index fingers in various conditions.  The present 
study demonstrated that there is a limit with which people can perform closing 
activities, even if it is spatial-response compatible and without any reaction factor 
involved.  The limit for performing a simultaneous synchronised task seems to be 
around 5 ms for the best performers in the group.  For a staggered task the best 
performances were between 7 and 11 ms. The values may vary between different 
conditions due to asymmetric control of muscle force.  
 
Due to the psychological refractory period, the perception and action of closing 
movement are extremely limited, this is so-called dual-task interference.  Some 
researchers have addressed the group processing theory which showed better 
performance when the stimulus onset asynchrony is less than 50 ms.  However, the 
limit of this ‘better performance’ is still an issue.  Our statistical data are essential to 
build a fundamental base of bi-manual coordination movement. 
 
The improvement in performance came from a change in the subject’s perception of 
the task in terms of the level of information processing required to co-ordinate two 
independent limbs.  Participants went from waiting to receive tactile feedback on the 
first tap before starting the second tap to not waiting and initiating the later one 
immediately after they triggered the first finger.  
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Temporal Variability of unilateral Finger Pinch and Release  
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4.1 Introduction 
 
Human voluntary movements are accomplished under various integrated constraints 
that are mechanical, anatomical, neural, and/or neural related (Li, 2006; Zhu et al., 
2009).  The finger, wrist, and forearm have different optimal movement amplitudes, 
as optimal hand function requires a high level of targeting control which is commonly 
believed to reflect changes in number of motor unit (MU) recruited and firing rate 
(Merletti, Holobar, & Farina, 2008).  Previous research in finger coordination have 
mainly focused on the maximum flexion force for multi-fingers (Savescu et al. 2008; 
(de Freitas, Freitas, Duarte, Latash, & Zatsiorsky, 2009) as this reflects the changes in 
force variability, peak force and digit force coupling relationships.  These have been 
considered as critical factors for developing functional biomechanical models and for 
designing tools.  
 
In sports performance and daily tasks, prehension is a highly significant movement, 
used extensively in catching, throwing, and swinging objects, and in supporting the 
body with the hand.  Prehension is important to practically all activities in which an 
implement is manipulated with the hands.  Prehension is classified generally as 
pinching or grasping.  Pinch is a prehensile pattern that involves the thumb and the 
distal aspects of the index.  Pinch is used primarily for precision and fine 
manipulation.   
 
A lot work in voluntary motor control has focused on functional difference in the 
individual fingers (Riek & Woolley, 2005; Fahrer, 1981), unimanual (left or right hand) 
and bi-manual finger tapping (Inui, 2002), multi-joint movement (Li, 2006), and 
particularly grasping and pinching (Aoki, 2001) as a means to evaluate motor 
planning and execution of motor programming.  Hager-Ross and Schieber (2000) 
focused on accompanying movement of adjacent fingers during slow repetitive 
flexion-extension, and the results showed that there are always some accompanying 
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movements of the non-designated fingers of the hand coupled with the designed finger.  
Aoki (2001) and Hirashima, Yamane, Nakamura, & Ohtsuki (2008) believes relative 
timing can be a powerful constraint in complex, multi-degree of freedom actions in 
discrete and rhythmical movements.   Ohtsuki (1994) found that besides the bilateral 
deficit, the reaction time of simultaneous bi-manual responses is longer than that of 
unimanual responses.  Optimal movement magnitude and direction of force exerted 
by the thumb and index finger tip during pinch movements has previously been 
analysed (Stephen, 1990), however, the temporal coordination limits of the movement 
has not.   
 
Much of human movement involves opening and closing the hand in an extremely 
coordinated manner.  Despite the interest in the problems of voluntary motor control 
and hand and finger function, little is known about the principle regarding time 
constraints governing inter-digit coordination when performing finger pinch and 
release (the coming together of the thumb and index finger).  Activities of daily 
living such as dressing, drinking, eating and writing require high levels of hand 
function and manual dexterity including pinch and release movements to secure and 
manipulate small or irregular shaped objects.  Grip and release timing are crucial for 
dexterous manipulation both in terms of fully releasing the object and with regards to 
potentially unbalanced forces acting on it with asynchronous release of the digits.  
This is why the release timing of grip is also important in throwing activities.  It 
seems that determining the temporal coordination limitations of simple pinch and 
release tasks is an overlooked area that could yield useful practical insights as well as 
shining light on coordination in general. 
 
The palm of the hand is composed of 5 metacarpal bones and 14 phalanges.  
Together with the carpus, they are innervated by three peripheral nerves descending 
from the brachial plexus: radial; median; and ulnar.  These nerves supply innervation 
to both intrinsic and extrinsic muscles which facilitate the wrist and hand for motor 
and sensory functions.  The median nerve is the most critical for fine motor hand 
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function in terms of the motor and sensory supply it provides (Nordin, 2001).  The 
hand as an organ of touch has a myriad of receptors of all kinds in its palmar skin.  It 
is also known that sensation does not have the same weighting across all areas of the 
hand; certain zones or regions have more receptivity to a stimulus than do others.  
The ulnar half of the digital pulp of the thumb, the radial half of the digital pulp of 
both the index and middle fingers, and the ulnar border of the little finger are more 
sensitive. In those anatomical regions, motor prehension is considered to be a more 
specialized quality (Tubiana, 1984). 
 
The present study was designed to investigate the timing constraints in dynamic motor 
function of the dominant hand index finger pinch and release tasks.  A previous 
study (Goodale, 1988) showed that the dominant hand is superior to the non-dominant 
hand in tracking tasks involving visual feedback, so we focused our study on 
dominant hand tasks.  This provides the opportunity to observe interactions of 
multi-joint coordination, and the manner in which requirements of performance speed 
would influence the timing limitation.     
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4.2 Methods 
4.2.1 Subjects 
Twelve healthy adults (age 19-28, 4 female, and 8 male) with varying athletic abilities 
were recruited from a student population.  Each subject provided informed written 
consent prior to testing in accordance with the guidelines of the Loughborough 
University Ethical Advisory Committee. Subjects had no previous history of 
neuropathies or trauma to the upper limbs. 
 
4.2.2 Apparatus 
The experiment required the subjects to produce pinch and release movements on a 
custom-made wooden block (Fig 4.1).  The target device had a vertical wooden 
board in the middle which had force transducers (Standard 402 FSR manufactured by 
Interlink Electronics) mounted to both sides of it to detect the contact of the thumb 
and index finger (Figure 4.1).  The kit was stably mounted onto the table surface at 
the height of xiphoid process.   
 
 
Figure 4.1. A custom made wooden block attached onto the surface of another play wood pad. Force 
transducers were attached to both sides of the vertical surface.  The height of the transducers was at the 
same horizontal level, after adjustments were made for each individual subject based on their hand size 
and individual comfort.  
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The transducers for the thumb and index finger could measure a maximum pressure of 
150 psi with a rise time of 1-2 ms.  Subjects were seated comfortably in a chair with 
the right elbow flexed at 90 degrees and they were asked to put their right hand on a 
wrist rest to locate the wrist at their own natural position in order to isolate the thumb 
and index finger from other digits and to prevent radial-ulnar deviation, dorsiflexion, 
or palmar flexion at the wrist joint.  This is necessary because results have 
previously shown (Terrell, 1976) that the grip strength is greatest when the wrist is in 
the neutral position, but declines significantly in some deviated positions, with palmar 
flexion having the greatest effect and radial deviation the least.  The unnatural 
position may also have a degrading effect on kinematic features of the finger which 
include the spatial position at contact and specific finger paths.    
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4.2.3 Protocol 
 
Prior to the experiment, the method of gripping was carefully explained to each 
participant by the experimenter with detailed description and finger movement 
demonstrations.  Their movement was restricted to hand segments including all the 
joints distal from the metacarpophalangeal joints of all 5 finger rays.  The subjects’ 
upper arms were parallel with their torso, and the forearm was extended horizontally 
and parallel to the frontal plane.  The palm was placed on a Belkin WaveRest 
Keyboard Wrist Support positioned dependent upon the comfort of the subject.  In 
terms of the parts of the phalanges brought to bear on the object being handled, the 
pinch was a pad-to-pad pinch rather than a lateral pinch or tip pinch.  A pad-to-pad 
pinch is a grip between the thumb pad and the index finger pad distal to the distal 
interphalangeal joint (Fig 4.2).  A tip-to-tip pinch is a grasp in which the tip of the 
thumb is pressed against any or each of the tips of the other fingers (Fig 4.3). A lateral 
pinch is a grasp in which the thumb is opposed to the middle phalanx of the index 
finger (Fig 4.4). 
 
 
 
Figure 4.2. Pad-to-Pad pinch is a grasp between the thumb pad and index finger pad 
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Figure 4.3. A tip-to-tip pinch example in which the thumb tip is pressed against the tip of the index finger 
 
 
 
 
Figure 4.4. A lateral pinch is a grasp in which the thumb is opposed to the middle phalanx of the index 
finger  
 
The pinch and release movements were performed under two speed conditions; Fast 
speed and Control speed.  Two different speed conditions were examined such that 
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the subject was constrained to perform the entire pinch and release of the target within 
the prescribed speed condition.  The pinch and release action were limited to using 
carpal joints only, including the metacarpalphalangeal joint of both thumb and index 
finger, the interphalangeal joint of the thumb, the proximal interphalangeal joint and 
the distal interphalangeal joint of the index finger (Fig 4.5).  All other movements 
were prohibited by resting the wrist joint on the supporting pad and forearm on the 
table.  
 
 
 
Figure 4.5. The pinch and release were performed by using only the distal carpal joints of the thumb and 
index finger (digit I and digit II), including the carpometacarpal joint of the thumb, the 
metacarpalphalangeal joint of both the thumb and index finger, the interphalangeal joint of the thumb, the 
proximal interphalangeal joint and the distal interphalangeal joint of the index finger.  
 
In both conditions the subjects were instructed that the movement should be 
performed so that both digit pads contact and then leave contact with the sensors 
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simultaneously, trying to shorten the time lags as much as possible.  In the fast speed 
condition, the subjects were instructed to close and open the two digits as quickly as 
possible.  No specific strategies for moving the digits were provided.  In the 
Control speed condition subjects were instructed to perform the task at a relatively 
slow speed and concentrate on the swing path of both digits.  The subjects were also 
provided with strategies such as the initial placement of the fingertips relative to the 
force transducer, to visually measure the distance of two digits relative to the target 
and to consider the different range of motion of two digits in the pinch movement. 
 
Once the thumb and the index finger were on the target, the subject needed to keep 
contact for 2s and then perform the release.  Following study familiarization, each 
subject performed 50 pinch and releases under each speed condition, which were 
interspersed with rest periods to prevent fatigue (about 60s break).  There were ten 
trials of ten pinches and releases in total, 5 control speed trials and 5 fast speed trials 
with back to back order.  They started with a control speed trial first followed by a 
fast speed trial, and so on.   
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4.2.4 Data processing 
 
Cables with built-in miniaturised pre-amplifiers provided the link between the force 
transducers and a 16-bit National Instruments DAQ Card (Model 1-16-XE-50)/Laptop 
interface utilising Labview.  Data collected from the force transducer at 5000 Hz 
were used to assess the times of contact.  Software was set to record for a period of 
150 seconds per trial.  Force onset and offset were used to calculate the time 
difference between the finger and thumb during pinch and release.  The collected 
data was low-pass filtered in both the forward and reverse directions using a four-pole 
Butterworth filter designed with a cut-off frequency of 50 Hz.  The filtered signal 
was averaged by using a smoothing envelope of 5 ms.  Force onset was determined 
when the value exceeded 3 standard deviations of the resting level.  Force offset at 
release was determined by using the same method but from the reverse direction of 
the signal, that is, from the last of the sample data to the first sample data.  The 
process was performed with a MATLAB script to automatically find the time point for 
each force onset and offset.  The red dots in Fig 4.6 show exemplar results.  Twenty 
out of a total of 120 trials of 12 participants were randomly picked and onset and 
offset were determined by human observation.  A two-tail Paired T-test with a null 
hypothesis stated as ‘the average difference is about 2 ms’ was conducted to compare 
the results between manual recognition and MATLAB script.  Since the t statistic 
was (0.78<1.96) and the p value was > a (0.198>0.05), we can accept the null 
hypothesis that the means of two groups are within a difference of 2 ms.  With that 
we can now confidently say that we can use our MATLAB script to automatically find 
the force onsets from our signals.  The mean temporal variability of finger onset and 
offsets were calculated by subtracting the time point of the first contacted finger digit 
from that of the second one.  The absolute value of mean temporal variability was 
pooled for analysis.  
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Figure 4.6. Force onsets and offset for individual channel (subject 7, trial 15). The top purple graph 
indicates the recorded voltage change from the force transducer under the right thumb onset; the bottom 
cyan graph indicates the temporally reversed recorded voltage change from the force transducer under 
the right thumb offset. The x-axis is known as the sampled data with frequency of 5000Hz. The solid red 
dots indicate the force onsets and offsets worked out by algorithm.  
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4.3 Results  
4.3.1 Results - Pinch 
For pinch performance the mean temporal variability in the onset of force between the 
thumb and the index finger during the Fast speed and Control speed conditions was 12 
ms, but their ranges were slightly different.  Fast pinch had a range of 5.2 ms - 21.8 
ms, while Control pinch had a range of 5.7 ms - 25.0 ms (Table 4.1 and Fig 4.7).  
 
For the fast pinch, the average onset temporal variability of all subjects was 11.9 ms 
with a standard deviation of 9.8 ms.  The temporal variability range was 0 – 75.8 ms 
for the fast pinch.  
For the control pinch, the average onset temporal variability of all subjects was 12.0 
ms with a standard deviation of 10.5 ms.  The temporal variability range was 0 – 
87.8 ms for the control pinch.  
 
Table 4.1 Pinch onset in Fast and Control speed conditions of all 12 subjects 
Subject 
Fast Pinch Control Pinch Fast-Control 
Difference 
Mean Std Mean Std 
1 10.5 7.2 10.8 8.7 0.3 
2 7.7 6.5 8.6 5.8 0.9 
3 11.4 4.1 11.4 3.4 0 
4 17 8.3 6.2 5.5 -10.8 
5 12 11.6 18 15.2 6 
6 21.8 20.9 25 16.4 3.2 
7 14.4 14 7.2 5.2 -7.2 
8 11 5.8 10.4 5.7 -0.6 
9 13.5 9.1 19.2 11.2 5.7 
10 8 5.8 12.5 9.7 4.5 
11 11.1 8.8 8.6 7.7 -2.5 
12 5.2 3.9 5.7 3.8 0.5 
Mean 11.9 9.8 12 10.5 0.1 
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Three out of the twelve (25%) subjects showed an improvement in their performance 
when they slowed down the speed of finger movement (Subject 4, 7, and 11).  Half 
of all the subjects showed no strong evidence of a change in their timing lag.  Two of 
the three subjects whose temporal variability increased, recorded higher values (15.2 
ms & 16.4 ms) than the mean of 12 ms.  
 
 
 
Figure 4.7. The mean of fast speed pinch (red solid squares) and control speed pinch (blue circles), and 
their standard deviation. STD of the fast pinch was plotted above its mean value in red. STD of the 
control pinch was plotted below its mean value in blue.  
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4.3.2 Results - Release 
For the release, the mean temporal variability in the offset of force during the Fast and 
Control speed conditions were 7.9 ms (range 3.7 ms - 12.2 ms) and 6.3 ms (range 3.5 
ms - 9.1 ms), respectively (Table 4.2 and Fig 4.8).  The force onset temporal 
variability during pinch also had a considerably wider range (5.2 ms - 25 ms) than the 
force offset temporal variability during release (3.7 ms - 12.2 ms). The largest offset 
lag (12.2 ms) is just half that of force onset (25 ms).   
 
For the normal release, the average onset temporal variability of all subjects was 7.9 
ms with a standard deviation of 7.5 ms.  The temporal variability range was 0 – 23 
ms for the normal release.  
For the control pinch, the average onset temporal variability of all subjects was 6.3 ms 
with a standard deviation of 5.8 ms.  The temporal variability range was 0 – 20 ms 
for the control pinch. 
 
Table 4.2 Release offset in Normal and Control speed conditions of all 12 subjects 
Subject 
Normal Release Control Release 
Normal-Con
trol 
Difference Mean Std Mean Std 
1 4.1 3.5 4.4 3.5 0.3 
2 3.7 2.9 3.5 2.8 -0.2 
3 8.7 8.2 7.6 4.9 -1.1 
4 6.7 3.7 5.9 4.4 -0.8 
5 9.7 6.6 4.8 4.7 -4.9 
6 5.6 4.8 3.9 3.3 -1.7 
7 12.2 10 8.7 4.5 -3.5 
8 8.3 7.1 9.1 5.8 0.8 
9 12 9 6.7 6.4 -5.3 
10 8.8 6.3 7.3 4.6 -1.5 
11 9.1 7.1 7 6.3 -2.1 
12 6.1 4.2 6.9 4.3 0.8 
Mean 7.9 7.5 6.3 5.8 -1.6 
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Figure 4.8.. The mean of normal speed releases (cyan solid squares) and control speed pinch (black 
circles), and their standard deviation. STD of normal release was plotted above its mean in red. STD of 
control release was plotted below its mean in blue.  
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4.3.3 Results – Analysis of Variance (ANOVA) 
While a t-test tells us if the variation between two groups is ‘significant’, we used 
analysis of variance (ANOVA) to compare the means across four groups of data.  
There is only one sample observation, which is temporal variability, in our study, 
therefore we chose a one-way ANOVA to compare the means of four columns of 
results (Fig 4.9).  This p value is near zero which casts doubt on the null hypothesis 
and suggests that there is at least one sample mean that is significantly different from 
the other sample means.   
 
Figure 4.9. One-way analysis of variance of means between normal speed and control speed condition of 
both pinch and release temporal variability with P = 0.0015 < 0.05.  
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Table 4.3 One-way ANOVA table, sum of squares (SS), degrees of freedom (dF), mean squares (MS), 
the F-statistic and the p value which derived from dF of F 
Source SS Df MS F Prof>F 
Columns 297.63 3 99.21 6.1 0.0015 
Error 715.67 44 16.2652   
Total 1013.3 47       
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4.3.4 Results – Tukey’s post hoc test 
To find out which means are significantly different from which other means, we ran a 
series of Tukey’s post-hoc tests, which are like a series of t-tests.  The post-hoc tests 
are more stringent than the regular t-tests however, due to the fact that the more tests 
we perform the more likely it is that we will find a significant difference just by 
chance.  
 
 
 
Figure 4.10. Tukey’s post-hoc tests rest. Means of the control pinch group (blue) are significantly 
different from that of the control release group (red).  
 
Tukey’s post-hoc test showed no difference between normal speed pinch and control 
speed pinch.  There were significant differences between the control release with 
both speed condition pinch.  
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Figure 4.11. Tukey’s post-hoc tests rest. Means of the normal pinch group (blue) are significantly 
different from that of the control release group (red).  
 
Table 4.4. Tukey’s post hoc results between four subgroups. Results of significant difference were 
marked with a “Y”, whereas no differences between groups were marked with an “N”. Control Release 
showed significant differences compared with Control Pinch and Normal Pinch, but there were no 
differences between other subgroups, for example, Normal vs Control Pinch, or Normal vs Control 
Release.  
  Normal Pinch Cont Pinch Normal Release Cont Release 
Normal Pinch   N N Y 
Cont Pinch    N Y 
Normal Release     N 
Cont Release      
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The mean offset temporal variability was significantly shorter than the mean onset 
temporal variability for all subjects (t test, P < 0.05).  The performances across all 
subjects were quite consistent.  Half of the subjects more or less shortened their 
timing  variability when they slowed down in the control condition, whereas only 
one out of the twelve subjects had a decreased performance after adopting the 
instructed strategy.  
 
The mean temporal variability results indicate that the temporal accuracy of the 
release is greater than the pinch in both normal speed (Tpinch = 12 ms, Trelease = 7.9 
ms) and control speed conditions (Tpinch = 12 ms, Trelease = 6.3 ms).  This can also 
be shown by the extreme values, in both normal and control conditions.  
 
Table 4.5. Shortest and largest temporal variability of pinch in both speed conditions, shortest and largest 
temporal variability of release in both speed conditions, shortest and largest temporal variability in the 
normal speed trial (could be either pinch or release), and shortest and largest temporal variability in the 
control speed trial (could be either pinch or release). 
  Shortest lag  Longest lag  
Pinch 5.2 25 
Release 3.5 12.2 
Normal Speed 3.5 25 
Control Speed 3.7 21.8 
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4.4 Discussion 
 
The best subjects were able to perform voluntary pinch with a synchronisation onset 
for the thumb and index finger of just over 5 ms.  Even when the subjects slowed 
their movements and focused on the swing path of thumb and index finger in the 
Control speed condition, 9 out of the 12 subjects were not able to improve their 
synchronisation onset (Fig 4.7).  More than half of the subjects were unable to 
produce a mean synchronisation onset between the thumb and index finger of less 
than 10 ms, irrespective of the speed condition.  The instruction and so called 
strategy made no difference to making the pinch movement more accurate. 
 
However, when attempting a simultaneous release of the thumb and index finger from 
the force sensors the best subjects were able to achieve a mean offset of 3-4 ms.  
Eight out of the 12 subjects (66%) were able to improve their synchronisation offset 
by performing the movement at a controlled pace and concentrating on the path of 
both digits (Fig 4.8).  Unlike the pinch movement, all subjects were able to achieve a 
synchronisation offset of less than 10 ms during release.  Unlike onset, the average 
offset time lag of the whole population is around 8 ms for normal speed release, but it 
could improve to 6 ms when subjects concentrated and slowed down the angular 
velocity of the finger digits. 
 
Pinch typically uses the radial side of the hand, primarily the thumb and index finger. 
The thumb moves away from the fingers but turns toward them in opposition (Fig 
4.11).  The thumb’s opposition depends largely on the mobility of its 
carpometacarpal (CMC) joint, while the relative immobility of the CMC articulation 
of the index finger provides the necessary stability to resist the forces from the thumb.  
CMC articulation of the index finger is the least mobile joint motion in the hand.   
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4.4.1 Joints required for pinch and release 
There could be many reasons for the different temporal variability of pinch and 
release for this study.  These can include familiarization with pinch and release in 
previous life.  The relative instability of the thumb and index finger can also affect 
pinching onto the target.  A normal grip with thumb and index finger to an object in 
distance would be affected by the outside shape of the object (Hook & Stanley, 1986), 
slippery of the surface against fingers (Savescu et al., 2008), and of course, the way of 
moving that object (Hirashima et al., 2008) .  All reasons above can move the object 
into other undesired directions and cause further delay of movement execution.   
 
In throwing task related sports, the timing of throwing will directly affect the land of 
ball on target.  The direction, speed and spin on the ball (baseball ball, cricket, and 
handball) were determined by how the ball was released from the hand, or more 
specifically, each of the five fingers.  A slightly delay of release of any finger may 
make huge difference of the ball parabola.   
 
And also important one should be the joints required for this pulp-to-pulp pinch and 
release afterwards.  To perform a release from the force transducers, it only requires 
the movement of the CMC joint of the thumb and the proximal metacarpalphalangeal 
(MCP) joint of the index finger.  At the start of the release movement only CMC 
joint abduction and MCP joint extension were required.  In contrast, more joints 
were required to perform the pinch movement.  It requires CMC, MCP and IP joints 
of the thumb. PIP, IP and MCP joints of the index finger and even some of the joints 
motions are not that obvious.  The more joints involved in a movement, the more 
muscles are needed to contract to move and stabilize the finger bone.  
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4.4.2 Joint range of motion 
Beside the difference in the number of joints involved, in pinch and release, the range 
of motion of a finger tips travel is not quite the same.  Of the total distance travelled 
(Fig 4.12) by the thumb and index finger, the average thumb contribution was about 
20%, and the average finger contribution was about 80% (Cole, 1986).  This is 
probably limited by the range of motion of the CMC joint of the thumb which is much 
smaller compare to that of the index MCP joint (+90 degrees, Fig 4.12).   
  
 
 
 
Figure 4.12. Cole’s theory of fingertip path of thumb-index flexion. Thumb flexion contributes 20%, 
finger flexion contributes 80%. (Cole, 1986).  
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Figure 4.13. Range of motion of thumb and index finger. Flexion of thumb CMC: +15 degrees. Flexion 
of the thumb MCP joint: +50 degrees. Flexion of the thumb IP joint: +80 degrees. Flexion of index MCP 
joint: +90 degrees. Flexion of index PIP joint: +110 degrees.  
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4.5 Conclusions 
In the present study the coordination timing limits of simple pinch and release under 
different task requirements were investigated.  The results showed there is a limit to 
which people can perform self-timed activities and that the limit depends on the 
nature of the movement.  The coordination timing limit for performing a 
simultaneous release appears to be around 3-4 ms for best performers in the group, 
whereas the best performances of pinch were between 5-6 ms.  It is possible to 
shorten the timing asynchronisation when we choose to slow down the velocity of 
movement and focus on the task.  Inclusion of these limits in future work on 
modeling of manipulation of objects and throwing will allow for more biofidelic 
control timings and strategies to be investigated. 
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5.1 Introduction 
The skill of throwing is probably the second most elementary sport behind running.  
A wide variety of techniques for throwing are used in sports and activities.  
Underarm and overarm are the ones that arouse most research interests (van den 
Tillaar and Ettema 2009, Chowdhary and Challis 2001).  Underarm throwing is less 
common in sports than overarm but is used for example by pinball bowlers and 
softball pitchers.  Overarm throwing is used in many different formats such as 
bowling in cricket, pitching in baseball, throwing by the quarterback in American 
football, and throwing in javelin or darts.  These activities all consist of launching an 
object into flight where the object is held by only one hand.  As such in this study 
only unilateral throws of overarm type were considered.   
 
Unilateral analysis has been done in various ways, from a kinematic (angular 
displacement, angular velocity, acceleration) point of view and a kinetic point of view 
(torque, force, angular momentum) by kinesiologists and biomechanists (Linthorne 
and Everett 2006; Zhu, Dapena, and Bingham 2009;van den Tillaar & Ettema, 2009; 
Lloyd, Alderson, & Elliott, 2000).  Just as important as the joint range of motion 
(RoM) and muscle-strength in overarm throwing ability (Ferdinands & Kersting, 
2007), is the Proximal-Distal sequencing (van den Tillaar & Ettema, 2009).  A 
standing throw involves proximal to distal sequencing of body segments (pelvis, 
upper trunk, small upper arm, forearm and finally hand with fast and distal action) 
with an increasing velocity of the distal segments (Atwater, 1979).  However, other 
researchers, e.g. Fradet et al.(2004) and van den Tillaar & Ettema (2009) found that 
there is no such proximal-to-distal sequencing for maximal velocity of the joint and 
distal endpoints of segments.  The temporal proximal-to-distal sequence was only 
observed for the initiation of the joint movement.  Hong, Cheung, & Roberts (2001) 
considered a proximal-to-distal sequence as the deceleration of proximal segments in 
combination with an acceleration of the adjacent distal segments.  
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To get a maximum joint angular velocity and movement duration, an athlete will 
move a segment in the opposite direction prior to the movement of interest (counter 
movement) to produce a stretch shortening cycle.  Previous studies (Bartlett, 2000; 
Takarada et al., 1997) have shown that this increases the velocity of the resulting 
movement for various reasons (increased time for force development, stored elastic 
energy, reflexes).  
 
To execute accurate and rapid throws with a high degree of accuracy requires muscle 
activation timings across different joints.  Sequentially accelerating and decelerating 
body segments around the joints used in throwing has an obvious effect on the 
displacement and velocity of the object in the hand prior to release.  The significance 
of the sequence of muscle action in throwing is that it allows energy and momentum 
to be transferred from segment to segment.  The release window is defined by the 
times at which release will cause the projectile to hit the target.  Although different 
optimal release windows have been found (Calvin, 1983; Chowdhary & Challis, 
1999), it has been agreed that the size of the release window is heavily influenced by 
the level of coordination required to produce the hand trajectory.  However, 
experimentally, still no one has tested the limits of the coordination temporal 
variability between the segments within one side of the limbs.   
 
The aims of this study were: to quantify a reliable and accurate measure of 
coordination variability between elbow and wrist joint timings for both a 
Flexion-Extension (FE) overarm throwing component task and a Radial-Ulnar 
Deviation (RUD) overarm throwing component task; to determine the individual 
difference of FE timing variability and RUD timing variability. 
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5.1.1 Flexion-Extension 
Throwing is a task oriented movement.  A baseball pitcher normally throws a ball 
with wrist flexion-extension.  The muscles producing flexion are the Flexor Carpi 
Radialis, Extensor Carpi Ulnaris, Palmaris Longus, Flexor Digtorum Superficialis 
and the Flexor Digitorum Profundus.  All these muscles working together enable the 
pitcher to throw the ball faster with pre-determined direction.  
 
Figure 5.1. Flexion and extension of the wrist joint, sagittal view. 
 
5.1.2 Radial and Ulnar Deviation 
Another way to throw an object is with Radial-Ulnar motion at the wrist, like a darts 
player.  The muscles involved in this are the Extensor Carpi Ulnaris and Flexor 
Carpi Ulnaris.  Fewer muscles may mean less synergists to stabilise the segments to 
keep the movement more even.  As we know, synergist muscles can form part of a 
joint fixator group which allows people to isolate movements to a specific joint or 
area of the body, with the muscle group holding nearby joints in place.  
 
 
Figure 5. 2. Radial and ulnar deviation of the wrist joint, lateral view. 
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5.2 Methods 
5.2.1 Subjects  
Fourteen healthy adults (age 26±3 years) with varying athletic abilities were recruited 
from a student population and randomly assigned to groups.  Each participant 
provided informed written consent prior to testing in accordance with the guidelines 
of the Loughborough University Ethical Advisory Committee.  Participants had no 
previous history of neuropathies or trauma to the upper limbs. 
 
5.2.2 Apparatus 
Participants were seated upright in a chair with the right elbow flexed at 90 degrees in 
the sagittal plane by using a table to support their elbow joint.  They were instructed 
to make as little abduction of the upper arm as possible.  The arm was tracked 
through the sagittal plane of the body to improve the lateral accuracy of the throwing 
tasks, especially in competitive sports requiring a straight trajectory of an object, like 
a basketball, American football, or cricket ball.  
 
Custom-made Wooden Base 
A custom-made wooden stand, which consisted of a wooden base and a 
position-adjustable top layer with two pieces of cut and planed foam fixed on top of 
one end of the wooden base and an adjustable layer was constructed.  Two identical 
force transducers (Standard 402 FSR manufactured by Interlink Electronics) were 
attached to the top of the foam surfaces.  The transducers for the index fingers and 
wrist could measure a maximum pressure of 150 psi with a rise time of 1-2 ms.  The 
distance of the sensors was adjusted for each participant so it was equal to the length 
between the tip of their index finger to the wrist lunate bone.   
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Figure 5.3. A custom-made wooden stand with a wooden base and an adjustable layer on top. Two 
identical force transducers were firmly mounted on to two pieces of planed cut foam which was designed 
to reduce the impact from the wrist. Wrist-to-tip distance was measured for individual participants so as 
to have the best performance.  
 
Force Transducers 
The foam was design to reduce the impact between the wrist joint and the surface 
which force transducers were placed on.  The transducers for the finger were placed 
on top of the foam so participants could easily touch them during both the 
Flexion-Extension and Radial-Ulna Deviation tasks.  All participants had no textile 
allergies to the material of the foam and experienced no discomfort during contact 
which may have made them hesitate to fast swing the elbow joint.   
 
Participants were seated comfortably in a chair with the right elbow flexed at 90 
degrees and they were asked to put their right hand on a wrist rest to locate the wrist 
at their own natural position in order to isolate the thumb and index finger from other 
digits to prevent radial-ulnar deviation or dorsiflexion or palmar flexion at the wrist 
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joint.  This is necessary because studies (Terrell, 1976) have shown that grip strength 
is greatest when the wrist is in the neutral position, but declines significantly in some 
deviated positions, with palmar flexion having the greatest effect and radial deviation 
the least.  The unnatural position may also have a degrading effect on kinematic 
features of the finger which include the spatial position at contact, and specific finger 
paths.   
 
 
 
 
Figure 5.4. Force transducers were place under both index fingers, with a maximum pressure of 150 psi 
and a rise time of 1-2 ms. The force transducer can measure force between almost any two surfaces. 
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5.2.3 Protocol 
The participants performed wrist flexion-extension (FE) and radial-ulna deviation 
(RUD) at the wrist joint with elbow extension whilst maintaining constant finger 
posture.  For each task, several practice trials were provided with instructions 
regarding the correct swing path and joint motions for each task until the participants 
worked out the best distance which they felt most comfortable with to make the finger 
and wrist contact with the two transducers on top of the foam at the same time.   
 
Flexion-Extension 
During the FE task, the participant performed extension prior to flexion in one cycle 
with the aim of moving segments as fast and as accurately as possible.  The 
movement was instructed to initiate from a position of forearm right to the desk with 
the wrist at 90 degrees of hyperextension (palm facing up, index finger pointing at the 
shoulder). Participants were instructed to hit the two sensors simultaneously.  Each 
participant needed to complete five flexion-extension trials with 15 throws in each 
trial.  
 
Radial-Ulnar Deviation 
The RUD task was similar to the FE task except that the motion was in the 
radial-ulnar direction.  In both tasks, there was not any kind of light and/or sound 
signal stimuli used to trigger a participant’s movement.  It purely depended on the 
participant him/herself so that each trial was well prepared and under complete 
voluntary control. Same as the flexion-extension task, each participant had to 
complete five flexion-extension trials with 15 throws in each trial.  Data collection 
then began with either the FE or RUD task, followed by the other.  Rest was given 
between consecutive trials to reduce fatigue.  
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5.2.4 Data processing 
Cables with built-in miniaturised pre-amplifiers provided the link between force 
transducers and a 16-bit National Instruments DAQ Card (Model 
A1-16-XE-50)/Laptop interface. Data collected from the force transducer were used 
to assess the movement phase of overall response time.  Force was sampled at 5000 
Hz and was collected the 16-bit DAQ card connected to a laptop computer utilising 
Labview.  Software was set to record for a period of 90 seconds.  We used force 
onset to measure inter-joint temporal variability.  The process was performed with a 
MATLAB script to automatically find the time point for each force onset.  The black 
point in the Figure shows the results.  All the trials were double checked using 
human observation for form.  As previously a subset were checked for differences in 
automatic contact identification and manual identification with a difference between 
manual and software selection of less than 1ms. 
 
The collected data was low-pass filtered in both forward and reverse directions using 
a four-pole Butterworth filter designed with a cut-off frequency of 50Hz.  The 
filtered signal was averaged by using a smoothing envelope of 5ms.  Force onset was 
determined when the value exceeded 3 standard deviations of the resting level.  We 
then removed outliers from the filtered results by eliminating numbers with a value 
greater than 150ms (which is visually quite disconnected in the video).  The mean 
and standard deviation of the absolute values of the remaining data were calculated to 
determine outliers (numbers not within the ± STD range of the mean were deleted). 
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Figure 5.5. Force onsets of deviation test for two channel of force signal (participant 3, 2). The top 
purple graph indicates the recorded voltage change from the force transducer under the wrist joint; the 
bottom cyan graph indicates the recorded voltage change from the force transducer under the index 
finger. The x-axis is known as the sampled index with a frequency of 5000Hz. The solid pink dots 
indicate the force onsets which were calculated using an algorithm.  
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5.3 Results 
Force onset delay (FOD) 
Force onset delay (FOD) was calculated by subtracting the wrist joint force transducer 
force onset time from the index finger force transducer force onset time.  A positive 
FOD shows that the wrist joint contacts its own force transducer before the index 
finger pressed its own one, and vice versa for negative FOD.  A small FOD indicates 
a shorter time lapse between the two closing touching.  Using this method we could 
calculate FOD of flexion-extension and radial-ulnar deviation.  
  
In flexion-extension task, the shortest FOD of all subjects was 13.2 + 10.6 ms 
(Subject 9) while the largest was 81.1 + 117.2 ms (Subject 6).  The absolute mean 
temporal variability of all the subjects was 37.5 + 45.7 ms with a range of 13.2 - 81.1 
ms.  
 
Table 5.1. Absolute force onset delay of 14 subjects during the flexion-extension task 
Subject 
Flexion-Extension RUD Deviation FE-RUD  
Difference 
Mean Std Mean Std 
1 38.8 24.2 39.6 29.6 -2.0 
2 32.3 14.8 14.8 9.6 17.5 
3 40.2 37.2 38.2 18.5 -2.0 
4 53.9 105.8 63.7 37.1 -23.3 
5 50.0 20.2 27.4 20.9 22.6 
6 81.1 117.2 20.4 17.3 4.7 
7 42.3 23.9 20.8 13.0 20.0 
8 23.5 26.7 18.1 16.3 2.8 
9 13.2 10.6 12.1 9.5 1.1 
10 25.5 23.1 23.0 16.8 2.4 
11 23.8 16.5 23.5 18.3 0.2 
12 31.7 24.2 17.1 14.5 14.6 
13 40.8 32.3 31.8 29.7 9.0 
14 41.4 27.1 30.6 23.8 10.8 
Mean 37.5 45.7 27.2 24.5 10.3 
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In radial-ulnar deviation task, the shortest FOD of all subjects was 12.1 + 9.5 ms 
(Subject 9) while the largest was 63.7 + 37.1 ms (Subject 6).  The absolute mean 
delay of all the subjects was 27.2 + 24.5 ms with a range of 12.1.0 - 63.7 ms. 
 
Figure 5.6. The mean absolute FOD of flexion-extension (blue squares) and radial-ulnar deviation (red), 
and their standard deviations. STD of FE was plotted on top of its mean in blue. STD of RUD was plotted 
below its mean in blue. 
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5.4 Discussion 
5.4.1 Normality test 
We tested the null hypothesis that the data was derived from a standard normal 
distribution.  Using statistical analysis, there was no reason to reject this null 
hypothesis for both the FE task and RUD task.  It returned a test decision for the null 
hypothesis that the data in the FE and RUD tasks were from a standard normal 
distribution. 
 
Table 5.2. One-sample Kolmogorov-Smirnov normality test results for FE & RUD 
 
Ksstat- test Statistic Critical value P 
FE 0.0385 0.0388 0.0535 
RUD 0.0412 0.0396 0.0621 
 
 
Figure 5.7. Histogram graph of the absolute values for the FE task FOD considering the performance of 
all subjects as a whole unit.  
-4 -3 -2 -1 0 1 2 3 4
0
10
20
30
40
50
60
70
80
Normalized FE FOD
Fr
eq
ue
nc
y 
(T
im
es
)
Chapter 5: Wrist-to-Finger Throw 
122 
 
 
 
Figure 5.8. Histogram graph of the absolute values for the RUD task FOD considering the performance 
of the all subjects as a whole unit. 
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5.4.2 Paired t-test 
A student’s t-test can be used to determine if two sets of data are significantly 
different from one another, and is most commonly applied when the test statistic 
follows a normal distribution.  With proof of normality, we can conduct a t-test with 
the following hypothesis: the mean of absolute force onset delay (FOD) of the FE task 
of 14 subjects has the same mean of FOD in their RUD task.  
 
The flexion–extension task had a similar lowest value for FOD (13.2 ms) as the 
deviation task (12.1 ms). The mean FOD for the flexion-extension task was 
significantly longer than the mean FOD for the deviation task (t test, P < 0.05).  The 
mean difference of the two tasks was 10 ms for our 14 subjects.  We therefore 
rejected the null hypothesis that the FOD of the FE and RUD tasks have the same 
mean. Such flexion-extension timing variability in both FOD and RUD could be 
explained by Hong’s theory that there is a proximal-to-distal sequence in throwing 
tasks (Hong et al., 2001).  The difference between FOD and RUD could lie in the 
deceleration of proximal joint and acceleration in FOD throw but not in RUD throws.  
And our results could support the conclusion of Chowdhary and Challis (Chowdhary 
& Challis, 1999) that is hand trajectory would affect the level of coordination required 
for optimal release window.  
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Figure 5.9. Difference of mean FOD for FE and RUD tasks for each individual subject. 
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Table 5.1 shows that, out of 14 subjects, only one had a significantly larger FOD for 
the RUD task than the FE task (Subject 4).  Half of the subjects showed no similar 
performance in the FE and RUD tasks (Subjects 1, 3, 6, 8, 9, 10, and 11).  And the 
remaining six (Subject 2, 5, 7, 12, 13, and 14) showed a smaller FOD in the RUD task 
(more than 9ms), which means, it was easy for them to synchronize their wrist and 
finger in a wrist deviation task than a flexion task.  Strictly speaking, more than 75% 
of the subjects had a better RUD performance (11 of 14=78%).     
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5.4.3 Contacting order - FE 
Since the temporal variability was calculated by subtracting finger force onset time 
from wrist force onset time, positive values show that the wrist contacted the sensor 
ahead of the fingertip, whereas negative values show that the fingertip made contact 
first.  
 
Table 5.3. Sign of subject FE & RUD force onset delay value and corresponding contacting order. 
 
FE<0 FE>0 RUD<0 RUD>0 
Wrist 2nd 1st 2nd 1st 
Finger 1st 2nd 1st 2nd 
 
 
Table 5.4. FE mean temporal variability and contact order percentage of individual subject 
Subject FE<0 % FE>0 % 
1 81 84.4% 15 15.6% 
2 68 95.8% 3 4.2% 
3 5 8.6% 53 91.4% 
4 15 28.3% 38 71.7% 
5 64 98.5% 1 1.5% 
6 86 81.9% 19 18.1% 
7 55 80.9% 13 19.1% 
8 16 21.1% 60 78.9% 
9 55 64.7% 30 35.3% 
10 72 74.2% 25 25.8% 
11 78 80.4% 19 19.6% 
12 106 86.9% 16 13.1% 
13 92 79.3% 24 20.7% 
14 95 81.9% 21 18.1% 
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Figure 5.9. Scatter plot showing the percentage of times that the wrist made contact first in the FE task 
for each individual subject. The red line is positioned at 65%.  
 
From Table 5.4 and Fig. 5.9 we can see the movement characteristics of the 14 
subjects in mock throwing flexion-extension.  Eleven of them made throws using 
proximal-to-distal sequencing from the wrist to the finger.  Their fingertip will 
continue to swing on the pre-determined parabola after the wrist has stopped moving 
(Hong et al., 2001).  They might have used an open-loop motor control in which 
perceptual information couldn’t be processed to alter their muscle movement, or the 
movement itself was too fast for them to carry out the sensation, perception, and 
response selection stages.   
 
However, the other three did the opposite (Subject 3, 4, and 8).  Their wrist joint 
didn’t stop moving until their fingertip had reached the target. Their mean FE FOD 
wasn’t very long (20-40 ms, Table 5.5).  This was not enough time for them to sense 
and execute the whole processing cycle of closed-loop control (which requires 200 
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ms). So the difference comes from their pre-determined motor program rather than the 
different motor strategy they chose (Hall & Magill, 1995).  
Table 5.5. Absolute FOD of subjects who contacted the fingertip first in the FE task 
Subject 
Flexion-Extension Deviation FE-RUD  
Difference 
Mean Std Mean Std 
3 36.2 21.5 38.2 18.5 -2.0 
4 40.3 28.7 63.7 37.1 -23.3 
8 20.9 15.4 18.1 16.3 2.8 
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5.4.4 Contacting order - RUD 
In the RUD throwing action, half of them showed an equal chance of contacting order 
(between 40-60%), and only two showed obvious behavior characteristics (Subject 3 
& 4).  Compared to FE, the RUD task results didn’t show an obvious difference for 
every subject (Fig 5.10 & Table 5.6).  The decrease in wrist contacting numbers 
indicates the different motor plans subjects used in the two tasks.  
 
Figure 5.10. Scatter plot of wrist contact first percentage of FE (red diamond) vs RUD (blue trangle). 
The red line is positioned at 50%.  
 
A possible explanation for this could be that RUD tasks are not regularly needed 
during daily life except for professional athletes who swing their rackets or golf clubs 
during training or competition.  The novelty of the task might reflect the way people 
choose the corresponding motor program.    
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Table 5.6. RUD mean temporal variability and contact order percentage for each individual subject 
Subject RUD<0 % RUD>0 % 
1 62 57.4% 46 42.6% 
2 52 65.8% 27 34.2% 
3 1 1.5% 65 98.5% 
4 6 10.3% 52 89.7% 
5 28 56.0% 22 44.0% 
6 53 54.6% 44 45.4% 
7 34 47.9% 37 52.1% 
8 37 63.8% 21 36.2% 
9 34 66.7% 17 33.3% 
10 44 44.9% 54 55.1% 
11 41 50.6% 40 49.4% 
12 78 61.4% 49 38.6% 
13 59 63.4% 34 36.6% 
14 40 43.0% 53 57.0% 
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5.5 Conclusions 
Combining the timing variability and contacting order, we concluded that 
Flexion-Extension throwing might result in a greater value of timing variability (with 
a mean of 30 ms, but as low as 13ms) but have a consistent joint programming 
characteristic.  One way to explain this consistence of contacting order that 
participants have practised FE throwing actions previously during activities such as 
badminton, baseball, or even just lifting a mouse from one place on a table to a nearby 
place when the mouse is out of reach.  This daily practice of wrist flexion-extension 
may have helped during the FE test.  In contrast, RUD throwing wasn’t as familiar to 
the entire group only a few of them liked to play darts or were badminton players.  
They may have used tactile feedback from the tip of their index finger as a stop signal 
to slow forearm motion.  The experiment itself is an open loop test which introduces 
no feedback to the CNS. When we looked at the recorded video of participants in the 
test we found that flexion-extension had a wider range of motion (70° - 75°) than 
Radial-Ulnar deviation, which only had a range of 20° - 35°. So the deviation in 
throwing is more like a rigid object rather than two independent segments which 
rotate with different angular velocities.  
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CHAPTER 6 
 
 
 
 
Comparing Temporal Variability of Voluntary and 
Involuntary Synchronous Bi-lateral Finger Tapping  
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6.1 Introduction   
Reaction time refers to the period of time between stimulus presentation and the end 
of the response.  Reaction time is made up of stimulus identification, response 
selection, and then the correct movement.  Reaction time has been a favourite 
subject of experimental psychologists since the middle of the nineteenth century 
(Deary et al, 2011).  For about 120 years, the accepted figures for mean simple 
reaction times for young individuals have been about 190 ms for light stimuli and 
about 160 ms for sound stimuli (Galton, 1899; Fieandt et al., 1956; Welford, 1980; 
Brebner and Welford, 1980).  However, Eckner et al. (2010) reported an average 
reaction times 203 ms when determined with a simple falling meter stick but 268 ms 
when measured with a computer.  Reaction times measured at Clemson are usually 
closer to 268 ms for a simple visual stimulus.  
 
A simple reaction is shorter than recognition reaction time, and choice reaction time is 
the longest of all (Donders, 1868).  Recognition reaction times average about 384 ms 
(Laming 1968).  The above conclusion has been reviewed and re-tested by similar 
studies concluding that a complex stimulus elicits a slower reaction time (Brebner and 
Welford, 1980; Teichner and Krebs, 1974; Luce, 1986).  There are also many factors 
affecting reaction time including age, gender, left vs right hand, direct vs peripheral 
vision, practice and variability, fatigue, fasting, distraction, warning of impending 
stimuli, alcohol, exercise, drugs, learning disorders, brain injury, and illness.  In 
general, movements are subject to a speed/accuracy trade-off, because sensory 
processing is being used to control the movement.  Therefore the faster the 
movement is carried out, the less accurate it will become.  
 
It is a challenging problem to coordinate numerous degrees of freedom in the body 
because of the tremendous complexity of the motor system, and the different systems 
at which this organization can occur (neural and muscular).  With motor programs 
we could simplify the computational difficulty of motor control.  Motor programs 
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are specific, pre-structured motor activation patterns that are generated and executed 
by a central controller for desired movement or action in an open-loop manner.  
Once the program has been executed, it is very unlikely to be altered by additional 
sensory information.  The most persuasive evidence of this is that people have 
extreme difficulty in pausing their arm swing when a ‘STOP’ signal was given after 
the movement had been initiated (Henry & Harrison, 1961).  These components are 
expected to change their action to compensate for the variability and variability in 
other components that could affect the outcome of the motor task.  The muscles of 
the arm controlling the movement of a hammer are linked in such a way that 
variability and variability in one muscle are automatically compensated for by the 
actions of the other muscles (Bernstein). 
 
Several methods have been employed to assess neural activation (and/or the 
excitability of motor neurons) and include electromyography (EMG), the interpolated 
twitch technique (ITT), V-waves, H-waves, trans-cranial magnetic stimulation (TMS), 
and magnetic resonance imaging (MRI).  Our approach that may improve our 
understanding of the association between response selection delay, and the natural 
transmitting delay of the upper limb, is to compare voluntary and involuntary 
synchronized bilateral simple movements which focus on the same single joint 
movement.  This could be achieved by recording the program-response time, and 
comparing the variability in this situation with that measured during electrically 
evoked involuntary contraction.  If the muscle is stimulated with a single electrical 
impulse the muscle will contract and relax; this is known as a twitch contraction 
(Enoka, 2008).   
 
As multiple stages of processing and information transfer are involved in voluntary 
actions, from both the CNS and the periphery, each of which can contribute to 
variability in performance, direct artificial stimulation of the peripheral systems can 
aid with separating these stages.  Neural stimulation of nerves leading to a muscle 
group allows the more central system to be ignored and the variability from the nerve 
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downwards to be examined.  Magnetic Stimulation (MS) of the muscle directly is 
possible (with the use of specific heads on a Transcranial Magnetic Stimulation unit) 
and would involve be one step further downstream than the neural stimulation.  The 
aim of this study was to determine the effect of magnetic field muscle stimulation and 
electrical neural stimulation on bi-manual involuntary coordination and compare these 
to the same voluntary bi-manual movement.    
 
 
  
Chapter 6: Voluntary and Involuntary Tapping 
136 
 
6.2 Methods 
6.2.1 Subjects  
Nine normal subjects were evaluated.  Subjects aged from 20-26 (mean 22±3 years) 
with varying athletic abilities were recruited from a student population and randomly 
assigned to groups.  All the participants were healthy, injury free and provided 
written informed consent prior to their involvement in this study, which was approved 
by the Loughborough University ethical advisory committee  
 
6.2.2 Overview 
Participants visited the lab for 50-60 min on one occasion to complete familiarization 
trials for the involuntary trial, and one main trial in which voluntary contraction, 
electrical stimulation and MS stimulation measurements were recorded.  Participants 
were seated in a comfortable chair in front of a table with both their arm in the sagittal 
plane and forearm flexed horizontally at a 900 angle on top of the lap with palm facing 
up, to complete the whole series of synchronized voluntary and involuntary 
contractions of index finger flexion of both of their hands.  Two force transducers 
were firmly fixed on the bottom side of a desk at a distance equivalent to the shoulder 
width of individual subjects.  The force loading side of force transducers were placed 
facing the ground to match finger flexion with hands in the palmer position.  The 
transducers could measure a maximum pressure of 150 psi with a rise time of 1-2 ms.  
During the experiment, the distance between the transducer and index pad was less 
than 5 mm.  
 
6.2.3 Electrical Stimulation 
In both arms, the median nerve was electrically stimulated with square wave pulses 
(0.1ms duration) to elicit single pulse twitch contraction. The anode (carbon rubber 
electrode, 7 x 10 cm; Electro-Medical Supplies, Greenham, UK) was taped to the skin 
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over the anterior surface of both the left and right forearm flexors.  The cathode, a 
custom adapted stimulation probe (1 cm diameter, Electro Medical Supplies, Wantage, 
UK) protruding 2 cm perpendicular from the centre of a plastic base (4 x 5 cm), was 
taped to the skin over the median nerve between the biceps brachii and bracialis of 
the two arms.  The precise location of the cathode was determined as the position 
that evoked the greatest twitch response for a particular submaximal electrical current. 
 
 
Figure 6.1. Position of anode and cathode of the electrical stimulator on the upper arm and forearm. 
 
The electrical impulses for all involuntary contractions were delivered with a constant 
current, variable voltage stimulator (DS7AH, Digitimer Ltd., UK), and triggered by 
the CED micro 1401. The stimulator output was also recorded by the analogue to 
digital converter and PC software. 
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Figure 6.2. Electrical stimulator with synchronized output of two identical cables (red and black) to 
stimulate both sides of the upper limb.  
 
6.2.4 Single-pulse Pulse Transcranial Magnetic Stimulator for muscle stimulation 
Surface MS was delivered with a Magstim 200 (Magstim Co. Ltd., UK).  A modified 
figure-of-8 coil with two loops (each loop with an outer diameter of 9 cm) was used; 
the handle of the coil was perpendicular to the loop surface.  This device delivers 
monophasic pulses with a maximum magnetic field strength of 2.2 Tesla.  The coil 
was placed over both forearm flexors with the handle pointing up.  This orientation 
provides a medial to lateral current flow perpendicular to the course of the median 
nerve.  The optimal site for eliciting maximal hand motor responses in the bilateral 
flexor digitorum profundus (FDP) was located in each subject.  
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Figure 6.3. Magstim 200 MS with coil on the side.  
 
Movement hotspots were located for each subject by methodically stimulating each 
location over two arms.  The hotspot is defined as the location that, when stimulated, 
produced the largest movement recorded by the PC software.  The resting motor 
threshold was determined for both FDP and defined as the minimum stimulator output 
producing 3 motor-evoked potentials of at least 100 mV in 6 consecutive stimulations.  
During recording trials MS was delivered at 120% of the individual resting motor 
threshold of the respective median nerve.  During the session the coil was fixed and 
the coil position was checked between trials.  
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6.2.5 Protocol 
Measurements were completed in the following order. 
 
100 voluntary contractions 
 
Figure 6.4. Laboratory setup, sitting position of the subject and their arm position during experiments. 
Rubber pads as anodes were placed on both forearms in the voluntary test.   
 
Participants completed 100 double finger flexions with a 2-3 sec rest in between each.  
For each flexion participants were instructed to relax and to attempt to contact both 
force sensor under the table in a ‘synchronised and fast’ movement, with an emphasis 
on ‘synchronised’.  The force transducer was attached to two index finger pads.  
The fingers were placed in a position very close to the bottom of table (about 5 mm). 
Participants were asked to avoid any flexion movement from the elbow joint so that 
they were purely using their fingers.  The plastic base used for electrical stimulation 
was taped on the forearm before the voluntary contraction so that the participant could 
continue the electrical stimulation test in the same arm position following the 
voluntary contraction test.  
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50 Electrical Stimulation 
 
 
Figure 6.5. After the voluntary test, cables were plugged into the rubber pads to initiate electrical 
contraction.  
 
On both sides of the arm, a series of twitch contractions at incremental electrical 
currents were elicited until a simultaneous plateau in M-wave and twitch tension 
response was observed.  Thereafter, the electrical current was increased by 20% and 
three supramaximal pulses were elicited at 10 second intervals a total of 50 times. 
Two stimulations were sent simultaneously through the CED stimulator.  
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50 sMS Stimulations 
Participants were instructed to put their forearm as close as possible while rested on 
their lap.  50 stimulations of 120% the resting threshold voltage were given with a 
resting interval of 10 sec between each.  
 
Figure 6.6. TMS coil was place on top of the flexor groups of the proximal end of the forearm. The gap 
between the coil and forearm was about 2 cm.  
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6.2.6 Data processing 
Accurately quantifying signal onsets and rapid changes during the initial phase of a 
contraction was integral to the aims of this investigation; therefore automated 
identification was employed.  For all involuntary and voluntary contractions 
identification of force onset were made using mathematical algorithms (automated 
methods) typically used in exercise science (≥3 SD of the baseline), as manual 
identification is more sensitive and considered more subjective.  To determine the 
reliability of automated identifying force onsets, 10 contractions (one from each 
participant) were chosen at random and re-analysed two weeks after the original 
analysis.  From this repeat analysis the typical variability of force onsets 
measurement was calculated.  This process was performed with a MATLAB script to 
automatically find the time point for each force onset.  The black point in the Figure 
shows the results.  All the trials were double checked by human observation 
determination.  The difference between manual and software selection was less than 
1 ms.  The collected data was low-pass filtered in both forward and reverse 
directions using a four-pole Butterworth filter designed with a cut-off frequency of 
50Hz.  The filtered signal was averaged by using a smoothing envelope of 5ms.  
Force onset was determined when the value exceeded 3 standard deviations of the 
resting level.  We then removed outliers from the filtered results by eliminating the 
numbers with a value more than 150 ms (which is visually quite disconnected in 
video).  The mean and standard deviation of the absolute values of the remaining 
data were calculated to determine outliers (numbers not within the ± STD range of the 
mean were deleted). 
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Figure 6.7. Force onsets of the left hand force transducer signal (subject 5, trial 2). The blue graph 
indicates the temporally reversed recorded voltage change from the force transducer under the left 
thumb offset. The x-axis is known as the sampled data with frequency of 5000Hz. The solid pink 
dots indicate the force onsets worked out by algorithm. 
 
 
Figure 6.8. Force onsets of the left hand force transducer signal (subject 5, trial 2). Zoom in view. 
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6.3 Results 
Involuntary electrical stimulation-induced contraction force onsets were shortest 
across almost the whole subject group with an average of 6.0 + 5.3 ms.  Seven out of 
the nine subjects had their lowest average force onsets difference when they were 
electrically stimulated (Fig 1).  For individual subjects, the smallest of average force 
onsets difference during electrical stimulation was 2.2 + 2.1 ms from Subject 1; for 
TMS-induced contraction, the smallest difference was 4.8 + 2.3 ms from Subject 2, 
Subject 4 showed the smallest average force onset difference in voluntary contraction 
trials among all subjects, 6.2 + 5.9 ms (Fig 2).  All the individual averages are 
pooled in Table 6.1.  The mean temporal variability of TMS stimulation and 
voluntary contraction was quite similar, 10.3 + 8.6 ms and 9.5 + 8.3 ms respectively.  
     
Figure 6.9.  Average force onset across all subjects in the three tests. 
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Subject Elec-Stim TMS Voluntary EE-Volun 
Difference   Mean STD Mean STD Mean STD 
1 2.2 2.1 10 6.1 8.8 7.8 6.6 
2 12.3 6.8 4.8 2.3 7.2 4.8 -5.1 
3 5.6 4.8 7.3 5.6 7.1 6.3 1.5 
4 7.3 6.2 9.8 5.1 6.7 5.2 -0.6 
5 4.7 3.9 21.5 13.1 15.5 10.9 10.8 
6 2.8 1.8 5.8 3.7 7.4 5.6 4.6 
7 4.9 3.4 18 6.3 6.9 5.3 2 
8 9.5 2.2 9.9 5.7 12.3 9.2 2.8 
9 3.9 2.7 5.1 5.8 13.8 11.2 9.9 
All 6 5.3 10.3 8.6 9.5 8.3 3.5 
 
 
 
Figure 6.10. Bar chart of individual average force onsets of ten subjects in three different types of 
contractions: Electrical stimulation-induced contraction; TMS-induced contraction; and voluntary 
contraction.   
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Figure 6.11.  The mean of Electrical-Stimulation (blue) and Voluntary (red) contractions, and their 
standard deviations. STD of the Voluntary contraction was plotted on top of its mean in red. STD of the 
Electrical-Stimulation contraction was plotted at the bottom of its mean in blue. 
 
Figure 6.12. The mean of Electrical-Stimulation (blue) and TMS (green), and their standard deviations. 
STD of the Voluntary contraction was plotted above its mean in green. STD of the TMS contraction was 
plotted beneath its mean in blue.  
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Figure 6.13. The mean of TMS (green) and Voluntary (red) contractions, and their standard deviations. 
STD of the Voluntary contractions was plotted in red. STD of the TMS contractions was plotted in blue 
 
 
Figure 6.14. One-way analysis of variance of means between fast speed and control speed conditions for 
all three conditions temporal variability with P = 0.06985 > 0.05.  
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The p-value suggests that we accept the null hypothesis. The box plot shows that there 
are no significant differences between the three tests at significance levels of 0.05.  
 
Table 6.2 A One-way ANOVA table of three groups, including the sum of squares (SS), the degrees of 
freedom (dF), the mean squares (MS), the F-statistic and p value which was derived from the cdF of F 
Source SS Df MS F Prof>F 
Columns 119.7 2 59.85 2.98 0.0698 
Error 481.81 24 20.08   
Total 601.5 26       
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6.4 Discussion 
The data presented here define for the first time a map of arm movements that can be 
elicited by MS in the sagittal plane.  The range, however, varies considerably by 
subject, and by stimulation location within each subject.  Some cases were 
stereotyped despite changes in stimulus location.  
 
The magnetic stimulation we used would innervate a center depth of muscles in the 
arm.  The aroused action potential will depolarize the nearby muscle fibers at their 
synaptic.   Such mechanism will trigger the desired flexors fibers but won’t let them 
make contraction at exactly the same time (Jones-Lush, Judkins, & Wittenberg, 2010).  
By contrast, electrical stimulation sends the stimulus directly through peripheral nerve 
in upper limb (median nerve) which would depolarize all the muscle fibers the upper 
limb flexor motor neuron connected (Cè, Paracchino, & Esposito, 2008).  Before 
conducting the test, we had found out all the subjects’ maximum electrical simulation 
contraction on both sides.  The actual electrical current was increased by 20% and a 
supramaximal square wave pulse was sent.  That setup would ensure there is 
minimal effect of muscle activation delay even we couldn’t deny the existence of 
different muscle tendon properties, and rate of force development in muscle groups.  
That would explain why the electrical stimulation demonstrated smaller force onset 
delay than that of the magnetic stimulation.   
 
The magnetic stimulation (MS) timing variability is similar to that of the voluntary 
contraction (VC) and the peripheral nerve electrical stimulation (EC) is slightly less 
than both of them.  That would indicate that, in VC, the signal sent from central 
nerve system reaching the arms is likely to be as well timed as the MS, and both of 
them were affected by the asynchronous activation of flexor muscle fibers (Rutherford 
et al., 2001).  The 4 ms difference between MS and VC to nerve stimulation could be 
all down to synchronous versus asynchronous muscle activation.   
 
Chapter 6: Voluntary and Involuntary Tapping 
151 
 
Normal temporal variability between limbs in terms of stimulus identification, 
reaction selection an central processing would be over 10s of ms (Le Runigo, 
Benguigui, & Bardy, 2010). The average temporal variability of three kinds of test 
(EC, MS, VC) consisted of three factors, the temporal variability between two sides of 
upper limbs, the temporal variability of peripheral never conduction.  And peripheral 
never is consisting of nerve conduction delay and asynchronous muscle activation.  
Our results showed, the temporal variability of two side limb was 1 ms, the temporal 
variability of never conduction was 6 ms, and the muscle activation asynchronous was 
3 ms.  
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6.5 Conclusion 
In this study we designed an experiment which enables us to compare voluntary and 
involuntary contraction of bi-lateral finger muscles.  And also compare different 
ways of muscle stimulation methods.   
 
The reason we choose tapping as our study task is index finger tapping only requires 
one degree of freedom.  Such movement limit could let us find out the intrinsic 
timing variability of upper extremity.  The way we conducted the test minimized the 
interference of environmental distractors such as noise and vision.  
 
As we have presented in the introduction of this chapter, any kind of reaction test took 
way much long that our results regardless the stimulation source.  So the associated 
timing variability were the integration of never conduction and muscle activation 
asynchronous. 
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7.1 Mathematical models 
Reaching for a distant object requires a number of coordinate transformations that 
turn information about where the object is into movement commands of the shoulder, 
arm, or hand joints (Lacquaniti & Soechting, 1982).  Computational modeling is an 
important tool for characterizing what muscles and nerves do, their function, and 
understanding why they operate in particular ways (Chowdhary & Challis, 1999; 
Hiley & Yeadon, 2008; Yeadon, 1990).  Computational models use theoretical 
informational to explore the behavioral and cognitive significance of why those 
systems operate as they do.   
 
Compared to descriptive models (which summarize a large amount of experimental 
data at a low accuracy standard) and mechanistic models (which are based on known 
anatomical and physiological principles to extend descriptive models into specific 
disciplines), mathematical models of sporting movements and techniques can provide 
great insight into why athletes use particular techniques and ways in which techniques 
could be altered to improve performance (Casius, Bobbert, & Soest, 2004; Forrester 
& Pain, 2010; Mills, Pain, & Yeadon, 2006).  In particular, the use of simple models 
or the analysis of relatively simple techniques can often provide an invaluable 
understanding of the mechanics involved in a particular technique ( Hiley & Yeadon, 
2008; Hiley & Yeadon, 2005; Hiley & Yeadon, 2008).  These findings can then be 
used to develop more complex models or to study more complicated techniques 
(Takei, Dunn, & Blucker, 2007).   
 
Neurons are able to rapidly transmit information down nerve fibers by generating 
action potentials of various temporal patterns (Aagaard, Suetta, Caserotti, Magnusson, 
& Kjaer, 2010).  Synapses could have an excitatory or inhibitory effect on the 
postsynaptic neurons by opening and terminating ion channels of specific 
neurotransmitters for receptors on the postsynaptic side (Lüscher et al., 1983).  The 
branching structure of the dendritic tree allows a neuron to receive input from and 
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send output signals to many other neurons through synaptic connection.  The use of 
network models could allow us to explore the computational mechanism under such 
extensive synaptic connections (Beek et al., 2003).  Markov chain modelling of 
bi-manual tapping on results from earlier studies was used to see if this could be a 
suitable descriptor, and hence predictor of timing variability. 
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7.2 Markov Chain 
The Markov Process is widely used in the fields of computing, communication, 
automation, reliability, biology, economics, management, education, Meteorology, 
physics, and chemistry (Qin, 2007).  That is to say, almost all the phenomenon in 
real life can be described and analyzed using the Markov process.  The memoriless 
property of the Markov Chain is widely used in traffic modeling.  That’s because in 
real life the data flow has no exact trend.  The Markov Process is a nice way to 
simulate the information sources, like Markov-Modulated Poisson arrival Process 
(MMPP), Markov-Modulated Bernoulli arrival Process (MMBP).  The simplest 
Markov process is the Continuous-time Markov Chain and the Discrete-time Markov 
Chain.  
 
A Markov chain is a sequence of random variables , , , … with the 
Markov Property, namely that, given the present state, the future and the past state are 
independent .  Formally, for any  
 
Equation 1: Transition probability 
 
The probability above  is called one step transition probability 
We also define the matrix below, 
 
 
 
Equation 2: Transition probability matrix 
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Here,  is called the transition probability matrix of , or 
transition probability for short. 
It is easy to prove that the matrix above has two properties: 
 
 
 
  
1{ }n np P x j X i+= = = P
0    , ,ijp i j S≥ ∀ ∈
1    ,ij
j S
p i S
∈
= ∀ ∈∑
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Example of the Markov process 
Suppose our daily weather could be divided into three different groups, Fine, Cloudy 
and Rain. According to our former experience, the weather variations of a certain city 
has patterns. 
If it is fine today, then tomorrow, the probability for fine, cloudy and rain will be 0.5, 
0.4, and 0.1 separately. 
If it is cloudy today, then the probability of fine, cloudy and rain for tomorrow will be 
0.4, 0.4 and 0.2 separately. 
If it rains today, then the probability of fine, cloudy and rain for tomorrow will be 0.3, 
0.5, and 0.2. 
Question: 
If we know it is cloudy today, what is the probability of fine, cloudy and rain for the 
day after tomorrow? 
Solution:  
 
 
 
Hence, the day after tomorrow, the chance for a fine day is 0.42, the probability for a 
cloudy day is 0.42 as well, but it is only 0.16 for rain. 
 
The process of a throwing task could be viewed as a Markov process.  The present 
trial is independent of the future and past, and only related to the previous trial.  As a 
start, we could simplify the possible temporal variability between the elbow and wrist 
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joints, only give a few optional temporal variability ranges, like 10-20 ms (as a fine 
performance), 20-30 ms (as an unsatisfactory performance) for the elbow joint, and 
for the wrist joint 5-10 ms (fine performance), 10-20 ms (unsatisfactory performance).  
These temporal variability ranges are for short called noise level.  The possibility of 
transits from one noise level to the other one is fixed according to our frequency 
distribution of the previous study.  As there are two joints involved in the model, a 
new discrete-time stochastic model mechanism with two two-noise level 
Markov-modulated Bernoulli processes (MMBP-2) was introduced.   
 
From one throw to the next, the subject could keep the elbow noise level as low as 
10ms or increase the noise from 10 ms to 30 ms.  Keeping the noise level at 10 ms 
has a probability of 𝐚𝟏 noise level at 10 ms to 30 ms has a probability of 𝐚𝟐 
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7.3 Application of the Markov Chain on Study 4 
In this study we compared eight participants’ bilateral simple finger flexion temporal 
variability between voluntary contraction and electrical-stimulation contraction.  
Each participant completed 50 times electrical-stimulations and 100 times voluntary 
bilateral synchronized index finger flexion.  We came to a conclusion that there was 
no significant difference between the means of the two tests conditions (p < 0.05).  
Even in the graph, the range and scattered distribution of the two tests results were not 
quite the same for every participant (Fig 7.1).  Therefore we made the hypothesis 
that with sufficient practice, the distribution force onset delay of voluntary finger 
flexion will be the same of that of electrical-stimulation contraction.   
 
Figure 7.1. The scatter plot of force onset delay of electrical-stimulation contraction (in blue and 
voluntary bilateral synchronized finger flexion in red) for Subject 1.  
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7.3.1 Range of force onset delay of Electrical-stimulation contraction 
We used Subject 1’s data as our example of analysis.  To get a better understanding 
of the results distribution, we divided the range of electrical-stimulation results into 
20 sub-groups (Fig 7.2).  The subgroup with no samples was marked as an empty in 
the bar chart graph (-8 ms ~ -6 ms). To simplify the model and calculation, we chose 
the range -6ms to 2.5ms as the range of comparison.  This range contains over 90% 
of stimulation sample data (49 of 52 contractions). We assumed that after a certain 
amount of practice the voluntary contraction groups would have a similar range.  
 
Figure 7.2. The histogram plot of force onset delay in electrical-stimulation contractions (in blue) and 
voluntary bilateral synchronized finger flexion (in red) for Subject 1. 
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Figure 7.3. The scatter plot of force onset delay of electrical-stimulation contractions (in blue) and 
voluntary bilateral synchronized finger flexion (in red) for Subject 1 with our subjective chosen upper 
and lower boundary to represent the range we pre-defined.  
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7.3.2 Transition probability of voluntary flexion 
Step 1: Category results of voluntary into two groups 
To work out the transition probability of voluntary flexion, we needed to categorise 
those values into two groups.  Group 1 contained values within the range of -6ms to  
2.5ms, whereas Group 0 contained no values within that range.   
Figure 7.4. Category of voluntary values into two groups (Group 1 &Group 0) based on the range of 
-6ms - 2.5ms. Values within the range of -6ms to 2.5ms were marked as Group 1. Those out of that range 
were marked as Group 0.   
 
3 1 1.5 1
7 0 3 1
1 1 0 1
0.5 1 7.5 0
5.5 0 0 1
13 0 28 0
4.5 1 16.5 0
4.5 0 27.5 0
13.5 0 1.5 1
20 0 0.5 1
5 0 15 0
13.5 0 1 1
4 0 12 0
2.5 1 4.5 0
2.5 1 16 0
8.5 0 6.5 0
1.5 1 40.5 0
15.5 0 15.5 0
13.5 0 2 1
15.5 0 1.5 1
4.5 0 2.5 1
15.5 0 4 0
3 1 19.5 0
5 0 5.5 0
2 1 8.5 0
9 0 6.5 0
13 0 25 0
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11 0 13.5 0
3 1 4.5 0
16.5 0 29.5 0
20.5 0 23 0
1 1 4 0
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3 0 2 1
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5.5 0 2 1
8 0 5 1
9 0 1 1
8.5 0 14 0
5.5 1 19.5 0
1.5 1 10.5 0
4 1 10.5 0
8 0 14 0
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Step 2: Determine transition frequency 
The transition probability matrix is composed of four individual transition probability 
values, P1-1, P1-0, P0-0, P0-1.  These four probabilities were worked out by calculating 
the frequency of appearance of the sub-matrix [1,1], [1 0], [0 0], [0 1] in the 
categorised matrix and dividing by the size of the two groups (Group 0 and 1).   
 
The frequency of appearance for these four sub-matrix was 
F[1,1] = 12; F[1,0] = 23; F[0,0] = 22; F[0,1] = 44; 
 
Step 3: Determine transition individual transition probability 
The transition probability of each transition  
 
     P1-1 = F[1,1] / ( F[1,1]+ F[1,0] ) = 0.343,  
P1-0 = F[1,0] / ( F[1,1]+ F[1,0] ) = 0.657 
P0-0 = F[0,0] / ( F[0,0]+ F[0,1] ) = 0.333 
P0-1 = F[0,1] / ( F[0,0]+ F[0,1] ) = 0.667 
 
Step 4: Determine transition probability matrix 
The rectangles in the diagram represent the possible states of the process we are trying 
to model (Group 1 and Group 0), and the arrows represent the transitions between 
states.  The label on each arrow represents the probability of that transition.  At 
each stage of the process, the model may generate an output depending on which state 
it is in and then make a transition to another state. 
 
 
 
 
 
Figure 7.5. A state diagram of a Markov chain for Subject 1 during voluntary finger flexion 
Group 1 Group 0 
P1-0 = 0.657 
P0-1 = 0.667 
P1-1 = 0.343 
P0-0 = 0.333 
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𝑷𝑺𝑺𝑺𝑺𝑺𝑺𝑺−𝟏 =  �𝑃1−1    𝑃1−0
𝑃0−1   𝑃0−1 � 
That is  
𝑷𝑺𝑺𝑺𝑺𝑺𝑺𝑺−𝟏 =  �0.343    0.6570.333   0.667� 
 
With this distribution over states, if at time n the system is in state xn, then one time 
period later, at time n+1, the distribution is 
        xn+1 = xn  
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7.4 Damped Sine Model 
From our observation, the force onset delays were getting closer to a certain level 
from both positive and negative directions.  This decreasing trend is similar to that of 
a damped sine wave whose amplitude approaches zero as time increase.  
 
Figure 7.6. Damping model fitting for subject 1’s data. 
 
General Equation of damped sine wave 
 
Individuals with different aptitudes would ultimately reach their own optimal status in 
time spans.  Time spans are inversely proportional to the individual familiarization to 
the task.    
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Figure 7.7. Damping model fitting for subject 4’s data.  
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A number of mathematical models have been developed to predict human learning 
curves.  Hicklin (1976) proposed simple dynamic equilibrium between information 
gain which is a measure of an individual’s aptitude, and loss which is independent of 
individual aptitude.  Anderson (1983) developed a mathematical model of learning 
and tested the model with empirical data on science learning. 
 
𝒅𝒅
𝒅𝑺
= 𝒑 − 𝒒𝒅 
 
𝒅 = 𝑨[𝟏 − 𝐞𝐞𝐞(−𝒒𝑺)] 
 
where p (aptitude of learning) and q (forgotten information) are constants for a 
particular individual in a given learning situation.   
 
The damping sine wave model has a similar composition to Hicklin’s learning model 
except for the extra sinuous part which represents the decrease from both directions to 
the zero level.  The coefficient of function was subject and task dependent in this 
case.   
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7.5 Discussion  
Based on our assumption and way of grouping data, the results of the Markov chain 
can show some general trend of a subject’s performance but can’t work out a specific 
value without assigning a value for a certain step of the whole process.  The further 
we predicted the trial value, the closer the transition matrix will be to reaching a 
steady state.  Therefore the theory is imperfect and an inappropriate tool for 
predicting human movement.  This is reflected by the fact that there wasn’t a useful 
output from our equations even though the calculations were right.  Humans use 
their previous short and long term experience to make progress on a task but not 
exactly the previous trial unless a major variability was made so a correction behavior 
was needed.  Otherwise, we barely over correct our wider and trusted knowledge 
from earlier life. Either we could treat a period of time as a single trial so the whole 
learning progress would be divided into several key trials, e.g., every each calendar 
month, or every year, which may show a prediction of coming months performance.  
Probably we should expect the model will apply to specific movement while learning 
improving had disappeared.  When we aren’t improving any more then it may hold 
as just trial to trial variability.   
Chapter 8: General Discussion 
170 
 
 
 
 
 
CHAPTER 8 
 
 
 
 
General Discussion 
  
Chapter 8: General Discussion 
171 
 
8.1 Instruction  
The following chapter discusses the results of the four experimental studies in further 
detail, including limitations in the methods employed and any future developments 
which could be made to improve the findings. 
 
8.2 Temporal variability in voluntary synchronized bi-lateral tapping 
One of the most novel findings of the current thesis was quantifying the limit of 
inaccuracy that a symmetrical bi-lateral finger tapping appears to have.  Tapping two 
index fingers simultaneously on targets which was placed <<1cm below their finger 
pads would be the simplest bi-lateral task we could imagine.  The movement only 
requires 2 DOFs from each digit (flexion and extension of both right and left index).  
However, in Chapter 3 we found the best participants still showed an average of 5 ms 
force onset delay (FOD) regardless of which finger reached the target first.  The 
same results were proved in Chapter 6 voluntary finger synchronized tapping.  From 
Chapter 3, The average force onset delay (FOD) of all subjects was 10 ms even 
though stopwatch training was given.  Practising didn’t make any significant 
improvements to decrease the temporal variability. The explanations for the temporal 
variability of such bi-lateral finger tapping appear to be as follows:    
 
Even a movement as simple as finger tapping still requires several muscles to contract 
in their role of agonist, antagonist and synergist muscles.  It took time for the 
antagonist muscle to slow down the activation of the agonist muscle.  The rate of 
force development couldn’t be identical for each muscle fiber, which could cause the 
difference in muscle activation.  
 
Chapters 3 & 6 therefore proved there is a temporal variability in bi-lateral movement.  
A movement with 2 DOF’s will at least cause a temporal variability of 5 to 10 ms in 
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asymmetric movements.  The rate of force development effect will get move obvious 
if the subjects were ask to conduct explosive voluntary finger flexion and extension as 
the time period from force onset to maximum force contraction is typically 50-250 ms 
depending on their muscle fiber type (Luhtanen, 1983) and movement type 
(Kawamori et al., 2006).  Furthermore, whilst a unilateral movement, such as a pinch 
or a throw, has a longer temporal variability (about 10 ms), we have reason to make 
the hypothesis that a movement which has more DOF than index finger tapping will 
introduce a larger temporal  variability.  
 
The natural progression of this work would be to investigate the difference of 
temporal variability of a more complicated symmetrical bi-lateral finger tapping task.  
Nevertheless, the results of this thesis suggest that symmetric movement wasn’t as 
perfect as we may have expected as we were able to quantify such temporal 
variability with sufficient experimental evidence.    
 
  
Chapter 8: General Discussion 
173 
 
8.3 Temporal variability in Involuntary synchronized bi-lateral 
tapping 
An interesting question following the conclusion of Chapter 3, is to what extent the 
neural control programming would affect the synchronization of our behavior.  We’d 
like to find out which part of the human system is more responsible for the temporal 
variability we found in Chapter 3. 
 
Humans make correct and incorrect motor acts.  A correct action is one in which the 
movement and the associated task are performed correctly, such as adjusting the time 
on a watch.  By measuring the onset of electroencephalographic (EEG) or 
magnetoencephalographic (MEG) activation we could assess the timing of cortical 
areas involved in voluntary movement.  Bilateral activation of finger movement was 
associated with additional bilateral activation in the supplementary motor area (SMA) 
(Hari et al, 1995).  By comparing voluntary and involuntary contractions activating 
simple finger flexion, the temporal asymmetry we found that voluntary movements 
have a larger temporal variability for most subjects (6 out of 8).  The mean temporal 
variability for direct electrical stimulation was 3 ms less than that of voluntary 
contraction of all subjects.  That 3 ms should be the temporal variability of 
asynchronous of muscle fibers activation in voluntary contraction and magnetic 
stimulation of action potential synaptic transmission.  
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8.4 Purpose of Study 
In Chapter 1 three questions were posed as to the purposes of these studies.  
 
(1) Was there a temporal limit for symmetric bi-lateral movement, even for the 
simplest movement? 
Yes, there was temporal limit for synchronous movement even as simple as finger 
tapping. The shortest timing variability was around 5 ms for the best performers in the 
group to execute a synchronized two hands finger tapping.  Even for a asynchronized 
movement, the timing variability still within 10 ms.   
 
(2) Was there a temporal limit for uni-lateral hand and finger movement?  
Yes, there were temporal limits in pinch, release and various types of overarm 
throwing action.  However, pinch has a larger range of timing variability than 
release. ; fast action of both pinch and release showed wider timing range and large 
means.  Those hand movements required more joints working together would show a 
huge increase in the timing variability. A Radial-Ulnar deviation throw keeps finger 
phalanges rigid comparing to flexion-extension throw, however, the novelty of RUD 
throws make the performance different.  
 
(3) If there was a temporal limit, to what extent will the temporal variability affect the 
execution of hand and finger actions?  
To execute a hand and finger action, we need to working out the number of joints 
involved in the movement.  The more and larger the joints required, the long the 
temporal limit will be.  
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8.5 Future Directions  
Possible suggestions for the future directions of this work are as follows: 
(1) Provide a comprehensive analysis of bi-lateral finger tapping temporal variability 
of all direction movements, including measurement of surface EMG of muscle 
activation, to establish how all of these rotational movements about different axes 
tend to influence the accuracy of our motion.  
(2) Investigate further the influence of the number of joints involved in the execution 
of the movement (DOF problem). This could be measured together with muscle 
activation to compare temporal variability under variant side-to-side rate of force 
development, and muscle strength  
(3) Investigate the differential effect of training of reaction time practice over a longer 
period of time, and compare the effect in different genders and ages.  This 
research would have important implications for designing a clinical examination 
test for upper limb patients with neural pathway injuries.
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Appendix I 
INFORMATION FOR SUBJECT 
The study in which you have been invited to participate will involve a biomechanical 
analysis of finger tapping with both two index fingers. The study will divided into a 
number of data collection sessions. You will be asked to perform the finger tapping 
using the pressure sensor provided. Each subject will be asked to complete 11 trials 
with the combination of  different protocols. The tapping orders used by the subjects 
will be modified for different conditions, therefore enabling analysis and comparisons 
between two index fingers. These protocols are: 
• Simultaneously 
 – Subject performs finger tapping with both index, from the same height, 
simultaneously.   
• Right/Left  
– Subject performs finger tapping with RIGHT index making the contact first and left 
index finger after it. And also the two fingers should press as fast as possible to 
produce the minimum time interval of tapping. 
• Left/Right  
– Subject performs finger tapping with LEFT index making the contact first and right 
index finger after it. And also the two fingers should press as fast as possible to 
produce the minimum time interval of tapping.  
For each trial, you will be asked to follow sign of the instructor who will start running 
the program about one second before making the order of tapping. This enables the 
computer to calculate the mean and standard deviation of the noise which could 
influence the results of actual tapping time point.  
Reaction is not the purpose of this experiment, what we concern is the time difference 
of contact time between two fingers. Each trial will involve the use of a pair of force 
transducers positioned on the desk. Before the trial started, the subject need to adjust 
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the position of the wrist rests which keep the palm, forearm and shoulder still during 
the test.   
Normally, each trials need the subject to tap the pressure sensor more than 10 times in 
different ways, and the instructor will do the counting for the subjects. Both index 
fingers need to drop from the same height, which can be achieved by touching the 
bottom of a prepared disk by their finger nail. About one second time slot is needed 
for adjacent tapping.  
For each trial, the subjects could perform specific tapping, not immediately, 
corresponding to the instructors command, as long as the subjects feel ready.    
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Appendix II 
Maltlab Script for Data Processing 
The following script is written for processing experiment data from force transducers.  
 
function [t,rest]=onset(y,a,b,c,d); 
% Detection of onset of electromyographic (EMG) activity. 
%     sampleno=onset(y,a,b,c,d) examines a vector of EMG activiity of y 
and  
%     returns the sample number (sampleno) at the onset of contraction. 
%     a and b refer to the beginning and end of the signal at rest. 
%     c and d refer to the beginning and end of the signal to be analysed. 
  
rest=mean(y(a:b))+2*std(abs(y(a:b))); 
% rest=mean(y(a:b))+0.5*std(y(a:b)); 
x=0; 
t=[]; 
for n=c:d 
    if y(n) >= rest 
        x=x+1; 
    else 
        x=0; 
    end 
     
    % new part added on 7th April 2010 
    if size(t,2)==0 & x==15    % ensure the array is not empty 
        t = [t,n-14]; 
         
    else if x==100 &((n-99)-t(end))>600  % ensure that two adjacent were 
not from one single tapping 
            t=[t,n-99]; 
        end 
    end 
  
end 
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The following script was written for wrist throw test data processing 
load fe & rud 20130928.mat 
  
fe(find(fe>150))=nan;         % delete outliers over 150ms 
fe(find(fe<-150))=nan;   
figure;plot(fe) 
  
rud(find(rud>150))=nan;         % delete outliers over 150ms 
rud(find(rud<-150))=nan;        % delete outliers less than -150ms 
figure;plot(rud) 
  
% FE mean & std for each subject  
individual_mean_fe = nanmean(abs(fe))' 
individual_std_fe  = nanstd(abs(fe))' 
  
% RUD mean & std for each subject  
individual_mean_rud = nanmean(abs(rud))' 
individual_std_rud  = nanstd(abs(rud))' 
  
% FE mean & std for all subject      
all_FE  = reshape(fe, [],1);size(all_FE); 
mean_fe = nanmean(abs(all_FE)) 
std_fe  = nanstd(abs(all_FE)) 
     
% RUD mean & std for all subject  
all_RUD  = reshape(rud, [],1); size(all_RUD); 
mean_rud = nanmean(abs(all_RUD)) 
std_rud  = nanstd(abs(all_RUD)) 
  
% normality test 
x1=all_FE; 
x1=x1(~isnan(x1)); 
y1=zscore(x1);   %?¦æ?-ã¤Æ?²z 
[h,p,k,c] = kstest(y1,[],0.05,0) 
% figure;plot(y1) 
hist(y1,50) 
  
x2=all_RUD; 
x2=x2(~isnan(x2)); 
y2=zscore(x2);   %?¦æ?-ã¤Æ?²z 
[h,p,k,c] = kstest(x2,[],0.05,0) 
% figure;plot(y2) 
hist(y2,50) 
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%  plot errorbar of fe & rud 
t = 1:14 
errorbar(t,a); hold on 
errorbar(t,b) 
  
% plot FE & RUD mean difference 
t = 1:14; 
c = (individual_mean_fe - individual_mean_rud); 
scatter(t, c') 
hold on 
plot([1,14], [0,0]) 
  
% plot fe postive value to for contact order percentage 
% finger contact first is positive  
% fe_n stands for fe-positive, need to give value from excel.  
t = 1:14; 
scatter(t,fe_n*100);hold on 
plot([1,14],[65,65],'color',[1,0,0]); 
  
 % plot rud postive value to for contact order percentage 
% finger contact first is positive  
% rud_n stands for fe-positive, need to give value from excel.  
t = 1:14; 
scatter(t,rud_n*100,'MarkerFaceColor',[0 0 1],'Marker','diamond');hold 
on 
plot([1,14],[50,50],'color',[1,0,0]); 
scatter(t,fe_n*100,'MarkerFaceColor',[1 0 1],'Marker','square'); 
  
% compare FE-RUD difference vs contact order percentage vs invidual fe 
mean 
plot(individual_mean_fe);hold on 
plot(fe_n*50) 
plot(individual_mean_fe - individual_mean_rud) 
  
% plot subject 3,4,& 8 FE 
plot(fe(:,3),'color',[1,0,0]); hold on 
plot(fe(:,4),'color',[0,1,0]) 
plot(fe(:,8),'color',[0,0,1]) 
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The following script was written for Markov Transition Matrix calculation 
function [P] = transition_matrix(adam_v) 
  
% this function was made by Michale Gu on 20130926 to calculate transition 
% matrix of input vector, with output matrix P----------------- 
% x = adam_v;     % give input value to adam_v here 
  
% Adams_s as reference  
length =  size(adam_v,1); 
  
volun_inrange = zeros(length,1);  % Make new vector same lenght as target 
voluntary (adam_v) 
  
% Find in adam_s in range [-6 2.5] 
data_inrange = find(adam_v >=-6 & adam_v<=2.5);     % Find in range number 
([-6ms 2.5ms]) in target voluntary  
  
volun_inrange(data_inrange) = 1;    % Make new vector in range ([-6ms 
2.5ms]) equals to 1 
N_1 = size(find(volun_inrange(1:end-1) ==1),1); % Number of 1 in 
Volun_inrange 
N_0 = size(find(volun_inrange(1:end-1) ==0),1);  % Number of 0 in 
Volun_inrange 
  
t1 = 0;     % group 1 to group 1 
t2 = 0;     % group 1 to group 0 
t3 = 0;     % group 0 to group 1 
t4 = 0;     % group 0 to group 0 
  
for i = 1:length-1 
    if volun_inrange(i)==1 & volun_inrange(i+1) ==1     %  find [1 1]   
        t1 = t1+1; 
    else if volun_inrange(i)==1 & volun_inrange(i+1) ==0    % find [1 0] 
            t2 = t2+1; 
        else if volun_inrange(i)==0 & volun_inrange(i+1) ==1    % find [0 
0] 
                t3 = t3+1; 
             else if volun_inrange(i)==0 & volun_inrange(i+1) ==0   % find 
[0 1] 
                    t4 = t4+1; 
                 end 
            end 
        end 
    end 
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end 
  
t1; 
t2; 
t3; 
t4; 
  
%transition probability 
  
T_11 = t1/N_1; 
T_10 = t2/N_1; 
T_00 = t3/N_0; 
T_01 = t4/N_0; 
  
P = [T_11,T_10;T_00 T_01]; 
  
P^100 
P^200 
P^500 
 
 
