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Izvle£ek
V tej doktorski disertaciji raziskujemo kvantni magnetizem v molekularnih kristalih
z elektroni v π orbitalah. V ta namen uporabljamo eksperimentalne spektroskopske
metode, kot so elektronska paramagnetna resonanca (EPR), jedrska magnetna re-
sonanca (JMR) in mionska spinska rotacija/relaksacija (µSR), s katerimi na lokalni
skali merimo stati£ne in dinami£ne lastnosti magnetnega stanja v izbranih spojinah.
Obravnavamo sisteme alkalijskih superoksidov in seskvioksidov (AO2 in A4O6, kjer
je A = Cs, Rb, Na), v katerih kot nosilci osnovnega magnetnega momenta nastopajo
superoksidni ioni O−2 , ter na aromatske kristalne sisteme, kjer nesparjeni elektroni
v njihovih molekularnih π orbitalah tvorijo kvazi enodimenzionalne strukture.
Za sistem CsO2 je bilo predlagano, da orbitalno urejanje vodi do mo£nih inte-
rakcij vzdolº b kristalnih osi. Analiza meritev EPR odziva na tem sistemu znotraj
modelov, ki uporabljajo kvantno teorijo polja in tehniko bozonizacije, pokaºe do-
bro ujemanje z napovedmi za spinske verige in Tomonaga-Luttingerjeve teko£ine.
Dodatno zaznamo tudi prisotnost anizotropije Isingovega tipa.
Za vzorca Rb4O6 in Cs4O6 je zna£ilno, da imamo v povpre£ju 4/3 naboja na O2
molekulo. Obseºne meritve z metodami EPR, JMR in µSR na obeh vzorcih nas
vodijo do odkritja strukturnega prehoda Verwey-evega tipa z nabojnim urejanjem
iz visokotemperaturne kubi£ne v nizkotemperaturno tetragonalno fazo. Poleg tega
v Rb4O6 odkrijemo ²e dodaten strukturni prehod, ki skupaj z orbitalnim urejanjem
pri tej temperaturi omogo£i obstoj nizkotemperaturnega stanja ²ibko sklopljenih
dimerov. Znotraj tega stanja se ne uspe razviti magnetni red dolgega dosega, kar
pripi²emo vplivu geometrijske frustracije na izmenjalne interakcije med najbliºjimi
sosedi. V sistemih Rb4O6 in Cs4O6 se obravnava sklopitve med mreºnimi, nabojnimi,
orbitalnimi in spinskimi prostostnimi stopnjami.
Na koncu pa obravnavamo tudi nizkodimenzionalne organske sisteme trifenilena,
interkaliranega z razli£nimi alkalijskimi kovinami, kot so kalij, rubidij in cezij. Ti
sistemi kaºejo na obstoj nizkodimenzionalnega kvantnega osnovnega stanja z ener-
gijsko reºo v spinskem vzbuditvenem spektru. Dodatne µSR meritve razkrijejo,
da pri nizkih temperaturah pride do upo£asnitve kolektivnih spinskih uktuacij, ki
nasprotujejo magnetnemu urejanju dolgega dosega. To nakazuje na zelo verjeten
obstoj kvantne spinske teko£ine.
Klju£ne besede: kvantni magnetizem, molekularni sistemi, elektroni, izmenjalna
interakcija, anizotropija, spinska veriga, spinski dimer, superoksid, paramagnet,
kvantna spinska teko£ina, orbitalni red, nabojna ureditev, strukturni prehod, fru-
stracija, elektronska paramagnetna resonanca, jedrska magnetna resonanca, mionska
spinska relaksacija/rotacija, alkalne kovine, magnetni red, spinska energijska vrzel
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Abstract
In this Thesis, we study quantum magnetism in molecular systems of π-orbital
electrons. We use spectroscopic methods such as electron paramagnetic resonance
(EPR), nuclear magnetic resonance (NMR) and muon spin rotation/relaxation (µSR)
to probe the static and dynamic properties of the magnetic state in selected com-
pounds at the local scale. The studied systems include alkali superoxides and
sesquioxides (AO2 and A4O6, where A = Cs, Rb, Na), with the O−2 superoxide
ion as the source of the principal magnetic moment, and the aromatic crystal sys-
tems, where the unpaired electrons occupying their π molecular orbitals form quasi
one-dimensional structures.
Orbital ordering leading to strong antiferromagnetic interactions along b crystal
axis was suggested for the CsO2 system. With the use of theoretical models based on
quantum eld theory and bosonization technique, the CsO2 EPR data analysis shows
good agreement with one-dimensional spin chain and the underlying Tomonaga-
Luttinger liquid framework. Additionally, we discuss the presence of Ising-type
anisotropy.
The Cs4O6 and Rb4O6 systems' oxygen units are at room temperature in an av-
erage charge state O−4/32 . Extensive EPR, NMR and µSR measurements on both
samples lead us to the discovery of a Verwey-type structural and charge ordering
transition from high-temperature cubic to low-temperature tetragonal phase. Ad-
ditionally, another subtle structural transition is discovered in Rb4O6 that further
breaks the symmetry, and together with orbital ordering enables the formation of
low-temperature quantum ground state of weakly coupled spin dimers. The coupling
between lattice, charge, orbital and spin degrees of freedom is discussed. Geometric
frustrations of nearest-neighbour exchange interactions are the most probable cause
for the absence of long-range magnetic order in the Rb4O6 system.
Finally, as the representative of low-dimensional organic compounds, we study
the alkali-metal-doped triphenylene family. The three compounds with intercalated
K, Rb or Cs alkali metals exhibit low-dimensional magnetism with a spin gap in the
excitation spectrum. By the use of µSR, slowing down of collective spin uctuations
is observed. These quantum spin uctuations prevent the formation of long-range
magnetic order and are proposed to be a signature of a quantum spin liquid.
Keywords: quantum magnetism, molecular systems, electrons, exchange interac-
tion, anisotropy, spin chain, spin dimer, Tomonaga-Luttinger liquid, superoxide,
paramagnet, quantum spin liquid, orbital order, charge order, structural transition,
frustration, electron paramagnetic resonance, nuclear magnetic resonance, muon
spin relaxation/rotation, triphenylene, alkali metal, magnetic order, spin gap
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A long time ago in ancient Greece, a poor shepherd named Magnes was tending
to his sheep in the region of Magnesia. In search for better pastures, he went to
explore the base of Mount Ida. When walking the pastures, he stepped on a strange
black stone. Doing that, his shoe nails and the metal tip of his sta stuck to it.
He was surprised and intrigued by the experience and decided to dig it out. He
unearthed a large black rock, which the Greeks later named magnetite. This is
"The Legend of Magnes the Shepherd", describing the discovery of magnetism. It is
just a story, but it probably depicts how people in the ancient times, or perhaps even
sooner, discovered magnetic materials, in most of the cases probably magnetite, by
coincidence. And that is pretty much all of the interaction and use of this material
people had for a long time, until the Nordic people, or maybe even the Chinese
before them, started using it to make a compass. This device revolutionised sea
fairing, consequently enabling Christopher Columbus to discover America. Around
100 years later, an Englishman of the name William Gilbert was the rst person to
study magnetism scientically and also discovered that the Earth is a weak magnet.
However, the rst signicant breakthrough in understanding magnetism was done
by James Clerk Maxwell, who formulated the theory of electromagnetism. Even
though the theory was a big step forward in physics, it did not explain the origin
of magnetism. This was nally done in the 20th century with the development
of quantum mechanics. People were nally able to understand magnetism as a
quantum phenomena, emerging from the spin and orbital motion of electrons.
Since the dawn of quantum mechanics, the science of magnetism has thrived, ex-
ploring new phenomena in various interesting materials. Besides the more generally
known ferromagnetism, a long-range order state where parallel-aligned spins create
non-zero net magnetization in the absence of external elds, more and more new
interesting states of matter and unconventional electron phenomena emerged also
in the antiferromagnetic systems. Most of them exhibit low dimensionality and/or
some kind of frustration in the lattice, where the most important features of these
materials arise from the interesting electron-electron correlations. In those systems,
where the local electron-electron Coulomb repulsion energy U has a similar magni-
tude to the electronic bandwidth W , the electron correlations are most pronounced.
The most dramatic manifestation of such electron correlations is the Mott transi-
tion, where in the single orbital Hubbard model at half-lling the system becomes
insulating at a critical interaction Uc, to avoid high energy cost of doubly occupy-
ing the orbital [1]. Electron correlations are also important for understanding the
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magnetic properties. In the Mott-insulating state where the correlations prevail, the
local moments usually interact through the short-range exchange interactions Jij.
Most commonly, such interactions can be treated with the Heisenberg Hamiltonian
Hij = JijSi · Sj. Most of the time, this is only the starting point, because the
actual ground states of such spin systems can be more complex and highly inu-
enced by the geometry of the spins in the crystal lattice. The most important and
interesting properties of such systems arise when there exists at least some degree
of interplay between spin, orbital, charge and lattice degrees of freedom. This can
lead, for example, to low-dimensional magnetism, where quantum spin uctuations
prevent the formation of the normally present long-range antiferromagnetic order-
ing down to the lowest temperatures. Another example are quantum spin liquids,
where in geometrically frustrated lattices the pairwise exchange interactions cannot
be all minimized simultaneously in any microscopic moment conguration. This
leads to a large degeneracy of low-lying quantum states, which again entail strong
quantum uctuations, once again preventing classical long-range magnetic order,
even at T = 0 K [2, 3].
The most studied examples of quantum antiferromagnets are perhaps the one-
dimensional chains of S = 1/2 spins. With advances in various theoretical ap-
proaches [47] quantitative discussion of experimental data has been enabled, with
the Tomonaga-Luttinger liquid (TLL) theory serving as a universal concept of quan-
tum physics in one dimension [4]. Some of the best studies of antiferromagnetic
quantum system, where one-dimensional physics was realized are KCuF3 [811],
Sr2CuO3 [1214], CuSO4·5D2O [15], Cu(C4H4N2)(NO3)2 [1618], copper-pyrimidine-
dinitrate [19] and CuSe2O5 [2022], where the low-dimensional magnetism originates
from spin states of the electrons in transition-metal ions' d-orbitals. The common
feature of these systems is the existence of gapless fractional S = 1/2 excitations.
These unusual excitations are called spinons [23], into which the conventional S = 1
magnon excitations fractionalize. Spinons are also the excitations in the quantum
spin liquid systems. They are well established in one dimension and a bit less in two
dimensions, however they appear to be experimentally more elusive than the previ-
ously mentioned spin chain systems. A good model system for understanding spin
liquid states is a classical spin liquid, realized in compounds Dy2Ti2O7, Ho2Ti2O7
and Ho2Sn2O7 [24], where the spins uctuate ever more slowly as the temperature
is lowered and eventually freezing-out at the lowest temperatures. In the case of
quantum exchange coupled S = 1/2 spins, due to the strong quantum eects the
spins continue to uctuate event at T = 0. The best candidates for spin liquids
are systems that exhibit some kind of geometrical frustration, such as triangular
(2D), Kagome (2D) and Hyperkagome (3D) lattices. Among these systems, the
quantum Kagome antiferromagnet (QKA) with the 2D Kagome symmetry exhibits
the most severe geometrical frustration of corner-sharing triangles, exhibiting rich
low-dimensional physics, a good example being herbertsmithite (ZnCu3(OH)6Cl2)
[25, 26]. Even though for this kind of systems spinons were predicted some time
ago [27], they have only recently been unambiguously experimentally conrmed in
herbertsmithite (ZnCu3(OH)6Cl2) [28].
All of the above mentions of realizations of low-dimensional and spin-liquid sys-
tems are inorganic compounds, where the magnetic moment is associated with the
d-electrons of transition metal ions. Interestingly, similar magnetism can also be
found in organic polyaromatic hydrocarbon systems, when intercalated with an al-
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kali metal such as potassium, rubidium or caesium. The motivation for the mag-
netic study of such systems came from promising reports of the high-temperature
superconductivity in picene [29]. This was unfortunately found to be false, due to
low-quality sample used in the study. However, many more studies of such systems
started to emerge, with some of them even realizing the quantum spin liquid state
[3033]. The assignation of the nature of the ground state of the above mentioned
organic and inorganic low-dimensional systems remains one of the most enduring
problems in condensed matter physics. Even now, after more than 20 years of var-
ious theoretical proposals, these include gapped and gapless spin liquids as well as
valence-bond solids.
There are only a handful realisations of quantum spin chains and quantum spin
liquids known [3]. Moreover, most of these systems belong to the class of inorganic
materials where the d-electron atomic states dene their properties. For the pur-
pose of this Thesis we are investigating a new direction focusing on two families of
molecular systems of so-called π-electrons, developed around the p-electron states.
We therefore hypothesize that in this realm of interesting molecular magnetic sys-
tems, we will nd new states of matter and unconventional electron phenomena that
emerge and are associated with the p-electron degrees of freedom. These unexpected
novel states can be discovered due to the dierent range of energies spanned by the
p−electrons as compared to the more "conventional" d−electrons. In line with that
we have another hypothesis that new states of matter can be found if we explore
molecular instead of atomic orbitals. Therefore we expect to explore low dimen-
sionality or perhaps even quantum spin-liquid states in these π-electron molecular
systems, which will surely experience some dierences to the more conventional
d-electron atomic systems, facilitating the emergence of new physics.
To support the hypotheses, we will study the said systems experimentally. With
the use of complementary magnetic resonance techniques, including electron param-
agnetic resonance (EPR), nuclear magnetic resonance (NMR) and muon spin relax-
ation (µSR), we probe these systems on dierent length-, time- and energy scales,
gathering information on fractional spin excitations, direct evidence of interplay of
spin, orbital, charge and lattice degrees of freedom detect forbidden and allowed
excitations to excited states and more. By combining the results from dierent ex-
perimental techniques, the evidence of said phenomena is strengthened. We also
employ theoretical calculation of density functional theory (DFT) as well as results
from dierent recognized theories [47] that nicely support our results.
This Thesis is composed of three core parts. In Part I we will establish the
theoretical background that is closely related to the experimental studies of various
π-electron molecular systems, from the basics of magnetism and the spin Hamilto-
nian, to the particular results of Oshikawa-Aeck (OA) and Tomonaga-Luttinger
liquid (TLL) theories. The rst part also contains the theoretical background on
the main experimental techniques used during the extensive experimental work on
this Thesis, as well as specic description of experimental equipment used. Part
II consists of the study of magnetic quantum systems based on the π-electrons of
the superoxide ion (O−2 ). The focus of this study is on three specic compounds,
caesium superoxide (CsO2), caesium sesquioxide (Cs4O6) and rubidium sesquiox-
ide (Rb4O6). In CsO2 the low temperature S = 1/2 quantum spin chain state is
explored and supported by theoretical models of OA and TLL theories [34]. In
Cs4O6 and Rb4O6 a thorough study of interplay of spin, orbital, lattice and charge
17
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degrees of freedom is conducted, revealing the Verwey-type charge ordering tran-
sitions [35]. Separately in Rb4O6 it is explained how charge and orbital ordering
transitions drive the formation of the low-temperature spin-dimer ground state in
Rb4O6 [36]. In Part III, low-dimensional magnetism in potassium, rubidium and
caesium intercalated triphenylene is studied [37], revealing low-temperature collec-
tive small-moment uctuations, indicating the spin-liquid quantum ground state.
The three parts are preceded by Prologue containing the introduction and at the









Magnetism is in its core a fundamental quantum phenomena. With the help of
quantum mechanics we are able to understand how macroscopic properties of some
materials, for instance ferromagnetism, can come to exist. The origin of magnetism
is in the magnetic moments of electrons, composed of spin and orbital motion. How
these electrons interact with the applied eld, with their local surroundings and
nally with each other, is what we are interested in. These interactions have endless
possibilities, especially in many-body systems. In this chapter, we shall describe
some fundamental topics in the wide eld of quantum magnetism that are most
closely related to the topic of this Thesis.
2.1 Non-interacting Electrons
In the study of magnetism, the important quantity is the magnetization. By deni-
tion, magnetization is a sum of all magnetic moments divided by the volume they
occupy. In ferromagnetic materials, where the magnetic moments are all pointing in
the same direction, we have non-zero magnetization, even in the absence of exter-
nal magnetic elds. In contrast to the ferromagnets, in paramagnetic materials the
magnetic moments have completely random orientation, meaning the total magneti-
zation of the system is zero. However, when we apply a magnetic eld, the magnetic
moments align with it, giving rise to net magnetization. In the linear response
regime, this is described by the relation
M = χH , (2.1)
where M is magnetization, H is external magnetic eld and χ is magnetic sus-
ceptibility. Many times, as we will see later, we are interested in the magnetic
susceptibility, because it can give us some good insight into the types of interactions
that are relevant for a given system. For instance, a pure paramagnetic system is
comprised of basically non-interacting electrons, i.e. we can say that their Hamilto-
nian is zero. When an external magnetic eld is applied, their energy is described
by the Zeeman Hamiltonian
HZ = −µ ·B = gµBS ·B. (2.2)
Here, µ is the magnetic moment of the electron. It is connected to the spin operator
S via
µ = γ~S, (2.3)
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where γ = −gµB/~ is the electron gyromagnetic ratio. Finally, g is the Landé g-
factor and µB is the Bohr magneton. This Hamiltonian shows that free electrons in
zero magnetic eld have degenerate energy levels that are nally split into 2S + 1
dierent levels when an external eld is applied. Each energy is dened by the spin
projectionmS on the quantization axis of the applied eld by Em = gµBmSB, where
mS can have values from−S to S. Taking all this into account, the spin susceptibility
for a paramagnetic material in a high-temperature limit, where gµBB  kBT , is











Here, N is the number of spin-carrying particles, µ0 is the vacuum permeability,
V is the volume of the sample and kB is the Boltzmann constant. This is a nice
example of how a measurement of the magnetic susceptibility can give insight into
the spin system  if you measure 1/T temperature dependence, you are dealing with
a paramagnetic system. However, interesting changes in susceptibility in dierent
spin systems usually happen at low temperatures. Therefore, one has to be careful
as the Curie law also breaks down at the lowest temperatures, due to the fact that
magnetization saturates. Therefore in reality the susceptibility in paramagnetic
systems does not go to innity at T = 0, but rather saturates at a nite value. It
is thus important to study the system using dierent techniques, to unambiguously
conrm the correct physical properties.
2.2 Angular Momentum and Crystal Field
In magnetic systems, especially in systems of d, p and most importantly f electrons,
it is important to account also for the angular momentum L. The classical view
of moving electrons generating magnetic elds is in quantum mechanics expressed
as the eect of the angular momentum on the total magnetic moment operator,
which is thus written as µ = µB(L + 2S). This has a direct inuence on the g-
factor, as we will see later in section 5.1. This eect is even more pronounced in
electron systems of f orbitals. One reason is that these orbitals have higher angular
momentum L = 3, and the other is due to the fact that these f orbitals usually lie
deep inside the ions, buried within the s and d shells. In contrast, the electrons from
p and d orbitals do not exhibit such shielding and are thus aected by the surround
potential of the other ions in the crystal lattice. Therefore, the 2L+ 1 energy levels
are no longer degenerate, as one can imagine that for example a p-orbital lobe that is
pointing directly towards a positive ion will have lower energy as opposed to the one
that is not. This dierence in energy levels imply an "energy cost" for an electron to
change orbitals and as a consequence the angular momentum is quenched. In other
words, the expectation value for good quantum number Lz is zero.
Let's look at a simple example for p orbitals with L = 1 in a crystal lattice
of orthorhombic symmetry. In such a crystal, the charges on neighbouring ions
generate a potential of the form
eϕ = Ax2 +By2 − (A+B)z2, (2.6)
22
2.3. Magnetic Interactions
where A and B are constants. This expression solves the Laplace equation ∇2ϕ =
0 and is compatible with the crystal symmetry [38]. For the choice of the wave
functions it can be shown that
ψx = xf(r), ψy = yf(r), ψz = zf(r), (2.7)
are p orbitals with L = 1 [38]. They are in fact orthogonal as
〈ψx|ψy〉 = 〈ψx|ψz〉 = 〈ψy|ψz〉 = 0, (2.8)
since the integrand, for example xy|f(r)|2, is odd in x (and y) and therefore the
integral must be zero. Similarly it can be shown that all expectation values of Lz


















and since when evaluating 〈ψx|Lz|ψx〉 we must multiply the above expression again
by xf(r) from the left, we once again get to integrate odd functions of x and y. This
then leads to
〈ψx|Lz|ψx〉 = 〈ψy|Lz|ψy〉 = 〈ψz|Lz|ψz〉 = 0. (2.10)
These are thus the eects of crystal eld  the splitting of the energy levels and
the quenching of angular momentum. Even though this is very common to occur in
d and p orbital systems, it has to be noted that not all crystal structures produce
this eect. For example in highly symmetric cubic structures, the energy levels of
dierent p (or d) orbitals remain degenerate. In those cases, the orbital angular mo-
mentum is thus not quenched and spin-orbit coupling eects are important. When
studying real systems, we have to carefully examine the crystal structure and study
the possible eects of crystal eld splitting. As it turns out, in some cases, even
though the p orbital degeneracy is lifted, the angular momentum is not completely
quenched, leading to a situation where the crystal-eld splitting and spin-orbit cou-
pling eects compete and as we will see later in Part II, inuence the magnetism in
the system.
2.3 Magnetic Interactions
The main focus when studying magnetism are the magnetic interactions in the
system. Understanding the physics of how electrons are coupled with each other and
to the surroundings in the crystal lattice, can reveal the mechanisms of interesting
phenomena such as superconductivity. Seeing electrons as magnetic dipoles, the





µ1 · µ2 −




where µ is magnetic moment as described in Eq. (2.3) and r is the vector connecting
the two magnetic moments. This interaction is for the typical magnetic system of
the order of Udip ∼ µ0µ2B/r3 ≈ 10−4 eV. On this energy scale, the dipole interaction is
relevant only at the lowest temperatures and is as such not a good theoretical model
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for general magnetic interactions. For example, it cannot explain ferromagnetism
at high temperatures.
To account for all the magnetic phenomena, a quantum model is needed. For
the case of identical (indistinguishable) particles, such as electrons for example,
a quantum mechanical eect called the exchange interaction is important. The
wave functions of indistinguishable particles highly depend on exchange symmetry.
Therefore, when two particles are exchanged, the wave function can remain the
same or it changes sign, being symmetric or antisymmetric regarding the exchange
process, with the Pauli exclusion principle being of central importance for electrons.
The exchange interaction is thus governed by the overlap of the wave functions and




Si · J ijSj, (2.12)
where 〈i, j〉 describes the summation over pairs of spins and J ij is the exchange-
coupling tensor, with the positive (negative) values representing antiferromagnetic
(ferromagnetic) interactions. Depending on the nature of this tensor, dierent types
of exchange interactions can occur. In general, the exchange-coupling tensor can be
decomposed into isotropic and anisotropic part, with the latter further decomposing




ij . The third term here
describes the Dzyaloshinskii-Moriya (DM) interaction, favouring non-(anti)parallel




JijSi · Sj +
∑
〈i,j〉
Si · JaijSj +
∑
〈i,j〉
Dij · Si × Sj +HZ , (2.13)
together with the added Zeeman term from Eq. (2.2). The rst isotropic term is also
called the Heisenberg exchange Hamiltonian, the second term describes various types
of anisotropy in the spin space and the third term describes the before-mentioned
Dzyaloshinskii-Moriya interaction with the DM vector Dij. In many real systems,
the Heisenberg term is the dominant part of the exchange, with the anisotropy and
DM interactions playing perhaps small, perturbative roles. Sometimes however,
these cannot be neglected. Therefore, even though the spin Hamiltonian is very
eective with regard to how it simplies everything by taking into account only the
spin degrees of freedom, it can be sometimes dicult to solve analytically.
One possible way of solving the spin Hamiltonian is by applying the mean-eld
approximation. Possible diculties in solving the spin Hamiltonian arise due to the
interactions between two spins. Therefore, this approximation replaces the two-spin
interactions with single spin ones, by replacing them with thermal averages of the
spin operators
Si · Sj ≈ 〈Si〉Sj + Si〈Sj〉 − 〈Si〉〈Sj〉, (2.14)
where 〈S〉 is the thermal average of the spin operator. The third term is just a
constant, representing only a shift in energy and can therefore be discarded. In the















We can easily see, that it is analogous to the basic Zeeman Hamiltonian from equa-
tion (2.2), where the two-spin interactions have been replaced by a magnetic eld
produced by surrounding spins. Together with the external applied eld, they form
an eective magnetic eld






This is basically a reduction of a many-body problem of coupled spins to a non-
interacting case as described before and can be solved in a similar way. In the
case of ferromagnetic interactions it predicts a phase transition to the ferromagnetic
long-range ordered state with the critical temperature Tc = JijzS(S+1)/3kB, where
z is the number of next-nearest neighbours. Similar critical behaviour can also be
derived for the antiferromagnetic case. The same as in the non-interacting case, we
can also derive the spin susceptibility. The resulting expression is almost the same,





obtaining the Curie-Weiss law. The positive values of θ indicate antiferromagnetic
interactions and the negative values ferromagnetic ones.
With the mean-eld approximations we have eectively transformed a quantum
problem of interacting spins into a classical one, where the spins are coupled only
through the eective magnetic eld. It is thus important to remember, that it should
not be expected to give good results in systems, where coupling between the spins
is strong. This means that for example at low temperatures and in low dimensional
systems, the mean-eld approximation is expected to fail. Therefore, in such cases
it is many times necessary to solve the spin Hamiltonian numerically.
2.4 Low-dimensional Magnetism
The systems studied in this Thesis all experience some kind of low-dimensional
magnetism. In this case, the spin-spin interactions become very important, thus
making various approximations of the spin Hamiltonian, such as the mean-eld
approximation, unusable. Some rare cases, such as one-dimensional Heisenberg spin
chain, can be solved analytically, for all the rest a numerical approach is needed to
learn basic physics in those systems.
The main reason why the electron interactions become very important in low
dimensions is the spacial connement. In one dimension for example, if an electron
wishes to move somewhere else, it has to do it in the direction of the chain. Because
of Pauli exclusion principle, the electron is not free to move along the chain, passing
the other electrons in their positions, but has to push on its neighbours. This is a very
simplied example, however it nicely illustrates how an excitation in low dimensions
has to become a collective one [4]. This gives rise to important electron correlations,
driving the particular low-dimensional physics we observe, when studying magnetism
in such systems. Another important property of low-dimensional systems is the
absence of long-range magnetic order. Due to strong electron correlations, there
is no well dened ground state. Instead, many dierent low-lying states with very
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small energy dierences exist, forming a continuum of ground states. Quantum
uctuations between them then prevent the formation of the conventional 3D long-
range magnetic order.
The excitations low-dimensional systems exhibit are also fundamentally dierent,
than those observed in 3D materials. There, a spin-ip excitation can be described
by the magnon quasiparticle, carrying spin S = 1 and with a discrete energy disper-
sion relation. In low dimensions, the important thing that happens is the fraction-
alization of the spin excitations. Here, the conventional S = 1 magnon excitation
fractionalizes into two spinons, travelling in opposite directions, as illustrated in Fig.
2.1. The spinon is a quasiparticle with S = 1/2 spin and exhibits a continuum in
the excitation spectrum above the conventional magnon dispersion relation.
Figure 2.1: Example of fractional excitations in 1D antiferromagnetic spin chain,
with (a) the unperturbed system, (b) conventional magnon S = 1 excitation or spin
ip and (c) the fractionalization to two spinons with S = 1/2, travelling in opposite
directions.
The experiments used in this thesis all probe the system in the low-energy limit,
where it is not possible to distinguish between the energy dispersion relations be-
tween magnons and spinons (inset in Fig. 2.3). This prevents the direct observation
of spinons and we therefore focus on other observables, that also show characteristic
low-dimensional behaviour. The most notorious example is perhaps the magnetic
susceptibility. What all low-dimensional antiferromagnetic systems have in com-
mon, is the maximum in the magnetic susceptibility temperature dependence, as
shown in Fig. 2.3. For the case of isotropic exchange interactions in spin chains,
i.e. the one-dimensional Heisenberg Hamiltonian, the maximum in susceptibility is
found at Tmax = 0.641J/kB [39]. This indicates that the susceptibility starts to de-
crease, when the exchange interactions become comparable to thermal energy (and
magnetic eld). Here, the electron correlations become very important and with the
exchange energy being dominant, the magnetic response is thus suppressed.
When approaching T = 0, the susceptibility can attain a non-zero value or it
decreases down to zero at T = 0. This divides the low-dimensional magnetic systems
to those that don't have an energy gap in the spin excitation spectrum and those
who do. As we can see in Fig. 2.3, the pure Heisenberg spin chain exhibits no spin
gap in the spectrum of spinon excitations. However, as soon as some anisotropy
is introduced to the system, the gap suddenly opens [39]. Another example of a
gapped low-dimensional system is the alternating spin chain. Here, the isotropic
exchange constants J and J ′ < J alternate from one pair of spins to the next along
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Figure 2.2: Illustrations of the alternating spin chain (a) and two-leg spin ladder
systems (b).
Figure 2.3: Examples of temperature dependence of magnetic susceptibility for one-
dimensional Heisenberg spin chain (red), alternating spin chain with alternation
parameter α = 0.5 (purple) and isolated spin dimers (blue). The inset shows the
schematic representation of spinon (shaded red/blue area) and magnon (red line)
energy dispersion relations. Notice the continuum of excitations in the spinon case
compared to the discrete dispersion relations for the magnons.




(S2i−1 · S2i + αS2i · S2i+1) , (2.18)
with the alternation parameter α = J ′/J . In this light, we can view the uniform
Heisenberg 1D spin chain as a special case of alternating spin chain with α = 1. A
similar case is the spin system of two-leg ladders, which exhibits qualitatively similar
χ(T ) dependence as the alternating spin chain does, together with a spin energy gap
(Fig 2.3). Here, the exchange couplings between spins dier for those along the rails
and the ones forming the rungs of the ladder [Fig. 2.2(b)]. The Hamiltonian for this




[Jrail (S1,i · S1,i+1 + S2,i · S2,i+1) + JrungS1,i · S2,i] , (2.19)
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where Jrail is the exchange coupling along rail 1 and 2 and Jrung is the exchange
coupling between spins forming the rungs of the ladder.
For a special case when in the two-leg ladder Jrail = 0, or the parameter α = 0
from the alternating spin chain, we have a case of isolated dimers. The magnetic mo-







kBT (3 + exp(J/kBT ))
, (2.20)
with J as the intra-dimer exchange coupling constant. This expression was rst
derived by B. Bleaney and K. D. Bowers [41], and they discovered that Cu2+ formed
spin dimers in copper acetate compound. The result can be obtained by solving the
relatively simple Heisenberg Hamiltonian for an isolated dimer in a magnetic eld
H = JS1 · S2 + gµBB · (S1 + S2) . (2.21)
The two spins can couple to states with total spin S = 0 or S = 1. If we choose





(|↑↓〉 − |↓↑〉) , (2.22)




(|↑↓〉+ |↓↑〉) , (2.24)
ψt+ = |↑↑〉 , (2.25)
where ψs is the singlet S = 0 ground state and ψt are the triplet S = 1 states.
Alternatively, these eigenfunctions can be written in a more compact way in terms of
the total spin quantum number S and its projection mS: ψs = |0, 0〉, ψt− = |1,−1〉,
ψt0 = |1, 0〉 an ψt+ = |1, 1〉. The energies of the singlet and ψt0 triplet states are
eld independent and the remaining two depend linearly on the external magnetic
















J + gµBB. (2.29)
The energy gap in the spin excitation spectrum in this system can be easily deter-
mined as the energy dierence between the ground state and the rst excited state,
∆s = Et− − Es = J − gµBB. In zero eld, the spin gap is equal to the exchange
coupling constant J and then it linearly decreases with increasing magnetic eld,
until it nally closes at the critical eld Bc = J/gµB.
Interesting consequences appear, when we break the symmetry of the spin dimer
Hamiltonian from Eq. (2.21). One way to do this is by adding a DM interaction
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Figure 2.4: Schematic diagram of the energy levels of a spin dimer system with
included DM interaction (D/J = 0.1) with the DM vector pointing in the z direction.
Notice the small vertical shift of the ψ′t0 state energy level.
term, D · S1 × S2. If for simplicity we set D = (0, 0, Dz), we derive a new set of
energies (Fig. 2.4)










J − gµBB, (2.31)











J + gµBB. (2.33)
We can see that in this case, the triplet energies E ′t− and E
′
t+ remain unchanged
and if we would set Dz = 0, we would also get back the same energies for the singlet
and the mS = 0 triplet states. The corresponding eigenfunctions are
ψ′s = α |0, 0〉+ |1, 0〉 , (2.34)
ψ′t− = |1,−1〉 , (2.35)
ψ′t0 = β |0, 0〉+ |1, 0〉 , (2.36)
ψ′t+ = |1, 1〉 , (2.37)
with the same eigenfunctions for the triplet states E ′t− and E
′
t+ again. We notice,













In real systems, DM interaction is usually small (less than 10 %), compared to
the exchange interaction and therefore has minimal implications to the change in
energy levels. On the other hand however, even a tiny amount of DM anisotropy still
causes some mixing of the quantum states, which, as we will see later on, enables
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Figure 2.5: Schematic diagram of the energy levels of a spin dimer system with
included DM interaction with the DM vector pointing in an arbitrary direction.
Notice the level anticrossing between the S = 0 and Sz = −1 states.
otherwise forbidden singlet to triplet transitions in electron paramagnetic resonance
spectroscopy.
The above calculated energy levels and eigenfunctions for the DM interaction
with D = (0, 0, Dz) are relatively easy to calculate and serve as a good example
for the mixing of the dierent pure quantum states. However, in real systems, the
DM vector can also have other components, depending on the lattice site symmetry
and the symmetry rules for antisymmetric spin-spin interactions [42]. This still
causes similar mixing of the quantum states, though the result cannot be written
in such a clear form. The main dierence is in the so-called avoided level crossing,
that becomes apparent between the S = 0 energy level and the Sz = −1 branch
of the triplet state. As we can see from Fig. 2.5, the two energy levels do not
cross as they did before, but they avoid the crossing by eectively exchanging their
respective levels  the S = 0 level continues in the direction the Sz = −1 branch had
before the anti crossing and vice-versa. As we will see later in our high-eld EPR
study of Rb4O6, detecting such anticrossing transition enables us to learn about the
magnitude of the DM interaction in the studied system.
2.4.1 Quantum Spin Liquids
In two dimensional antiferromagnetic systems, there is also a possibility for the mag-
netic system to experience no long-range magnetic order. The same as in the systems
mentioned before, this is realised by quantum uctuations between large number of
possible ground states. However, the origin of these uctuations is dierent. Here,
the key role is played by frustration, with the competing exchange interactions lead-
ing to large degeneracy of the quantum ground state. These uid-like exotic states
of matter are called quantum spin liquids (QSL), where even though the spins are
highly correlated, they still uctuate strongly, even as T → 0 [3].
A good example of frustration-inducing geometry is a triangular lattice. Three
spins located on the corners of the triangle cannot simultaneously satisfy individ-
ual antiferromagnetic interactions (Fig. 2.6). This produces six equivalent spin-
orientation possibilities, between which the system can uctuate. A classical ap-
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proach to the magnetic frustration problem in three dimensions is the so called
spin-ice system, where the spins are arranged on a pyrochlore lattice. This can be
realized, when the spins are large (15/2, 8,...), and thus behave like classical magnetic
dipoles. Even though the spins uctuate between dierent possible orientations, the
theory states that a spin-ice system nevertheless exhibits magnetic ordering some-
where between 0.1 and 0.2 K. The reason for this is in large energy barriers between
dierent spin-ice congurations. Classically, the spin uctuation requires at least
6 spin-ips. Due to large classical spins, their cooperative tunnelling amplitude is
very small, therefore the magnetic order eventually sets in.
Figure 2.6: Example of a frustrated spin system. The three spins, marked with
spheres with arrows, arranged at each corner of the triangle, cannot simultaneously
satisfy neighbouring antiferromagnetic interactions. No matter how we combine
them, there will always be one ferromagnetic interaction (marked with red line).
This yields six equivalent states with the same energy. Reproduced from Ref. [3].
For the case of quantum spins (S = 1/2), these barriers do not exist and a
full quantum spin liquid state is indeed possible. This state is in its essence non-
magnetic, even though it is built from well-dened magnetic moments. The most
simple non magnetic basic building block is a pair of S = 1/2 spins forming a
spin-dimer. The ground state of such a dimer is a singlet with total spin S = 0,
as described before. This formation is also called a valence bond and if in a real
system an ensemble of them is well localized, we call this a valence bond solid (VBS)
state [Fig. 2.7(a)], rst proposed by P. W. Anderson [2]. However, this is not yet a
quantum spin liquid. In order to become one, the spins must must uctuate or more
precisely, dierent variations of valence-bond formations with equal energies must
exist, promoting long-range entanglement. This state is called a resonating valence
bond (RVB) and is a basic characteristic of quantum spin liquids ground states [Fig.
2.7(b)]. Depending on whether the valence bonds are formed only between nearest
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neighbours or also between next-nearest or next-next-nearest (or next-next-next...)
neighbouring spins, this resonating valence bond ground state can be gapped or
gapless with respect to the spin excitation spectrum [4345].
Figure 2.7: Spin dimers in a singlet state (marked with blue ovals) covering the
triangular lattice forming valence bond solid state (a), resonating valence bond (b)
and long-range resonating valence bond state. Reproduced from Ref. [3].
The quantum spin liquid state in real systems turns out to be quite elusive to
prove. The main diculty lies in the fact that currently, the QSL state is mainly
characterised by attributes that it inherently does not possess, such as long range
magnetic order. Therefore it usually takes many dierent techniques with an as-
sortment of evidence to prove one, with many studies mostly focusing on detecting
and measuring spinon excitations. Nevertheless, the presence of frustration-inducing
geometry and the absence of long range magnetic ordering is usually a good indi-
cation for the possibility of studying a QSL. From there, there exist many dierent
innovative ways to measure, and prove the quantum spin liquid, one of which we




In this chapter, we will discuss experimental techniques, relevant to the work pre-
sented in this thesis: electron paramagnetic resonance (EPR), nuclear magnetic
resonance (NMR) and muon spin rotation/relaxation (µSR). We will present their
basic principles and relevance to our problems and also list the particular experi-
mental details regarding the study of our magnetic molecular systems.
3.1 Magnetic Resonance
Before we begin to focus on each experimental technique, we will rst describe their
commonalities. To all of the above-listed techniques, the basic principles of magnetic
resonance apply. In all cases, the physics behind the techniques include a magnetic
moment in an external magnetic eld. As we already know from classical physics,
the magnetic eld B0 (usually dened as pointing in the z direction) exerts torque
upon the magnetic moment µ and as a consequence, the moment starts to precess
with a frequency ω0 = |γB0|. If we understand magnetization M as a sum of




= γ(M ×B0). (3.1)
The main principle of magnetic resonance is that such a system can absorb energy at
frequency ω0. This enables us to study resonance energy absorption phenomena from
external eld sources, such as radio and microwave frequency elds. In real magnetic
resonance experiments, the applied eld is most typically oriented perpendicular to
the static magnetic eld B0 and linearly polarized in the same direction. This
inuences the systems in such a way that an additional transverse component of the






where M ′x and M
′
y are components of the transverse magnetization in the rotating
frame and omega is the frequency of the oscillating external radio or microwave
frequency eld. Since the magnetization in the rotating frame is proportional to the
amplitude of this eld Bx, we can then write Eq. (3.2) as
Mx(t) = Bx(χ
′ cos(ωt) + χ′′ sin(ωt)), (3.3)
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where χ′ and χ′′ are the real and imaginary parts of the susceptibility χ = χ′+ iχ′′.
In magnetic resonance experiments, we usually follow the absorbed power in the







where V is the irradiated sample volume. Therefore, the imaginary part of the
susceptibility is the quantity we are much interested in. In the case of a high-
temperature limit, where the energy of the thermal uctuations is much larger than







where 〈...〉 denotes the thermal average.
According to the theory devised by Kubo and Tomita [47], the system of mag-
netic moments responds linearly to the external perturbations. It is based on the
assumption, that we can split the system Hamiltonian into two parts,
H = H0 +H′, (3.6)
whereH0 is the isotropic part containing the Heisenberg exchange interaction Hamil-
tonianHex and the Zeeman termHz, and the anisotropic part where various anisotropy
eects, such as the DM interaction, are treated perturbatively. The Hamiltonians
from the H0 term commute with each other, when on the other hand, they do
not commute with the ones from the anisotropic part H′. This means that the
magnetization operator can be written in the form of interaction representation
as M̃ = e−iH0t/~M(t)eiH0t/~, and taking also into account the operator relations











where ω0 = gµBB0/~ is the angular Larmor frequency, dened by the static magnetic
eld B0. This is an important result and it indicates, that the resonance occurs at
the frequency ω = ±ω0. In a purely isotropic case, when H′ = 0 the spectrum would
be dened by two δ-functions. Therefore, the time-dependent correlation functions
〈M̃±(t)M̃∓(0)〉 due to anisotropy, are the main reason for the nite linewidths and
shifts of the absorption spectra. In most real systems, the linewidth is small when
compared to the Larmor frequency and we can thus neglect the contribution at neg-
ative frequency. Due to their connection to spectral parameters such as linewidths
and lineshifts on one hand and the susceptibility or absorbed power on the other, the
spin correlation functions are many times very important in the study of magnetism
using magnetic resonance techniques.
3.2 Electron Paramagnetic Resonance
The main principles of magnetic resonance technique apply also to the case of EPR.
For the EPR experiment to be successful, we rst need to have some unpaired
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electron spins in the sample. These will serve as our magnetic moments, our probes,
that will give us information on magnetism in the studied systems, based on their
local environment. In order to explain the core principles of the technique, let's
focus on the case of non-interacting electron spins with S = 1/2. This is essentially
a paramagnet, hence the name "paramagnetic". In many cases, the name electron
spin resonance (ESR) is being used. However slightly dierent, the technique both
names apply to is the same.
Figure 3.1: Schematic diagram of the energy levels for a spin S = 1/2 in a magnetic
eld. When the resonance condition ~ω = gµBB0 is met, there is an absorption of
microwave radiation in an EPR experiment.
When we apply the magnetic eld B0, where B0 = (0, 0, B0), the electron spin
is under the inuence of the Zeeman Hamiltonian,
Hz = gµBS ·B0 = gµBSzB0. (3.8)
In our case, this means that the energies of the system depend on the spin direction
Sz, yielding a two level energy system with E1 = −gµBB0/2 and E2 = gµBB0/2
(Fig. 3.1). The main idea here is that we hope to learn about this system by
inuencing or causing the transitions between dierent energy levels, by some form
of spectral absorption. All that we need for this to be successful, is to nd an
interaction that will cause the transition from one energy level to another. In EPR,
this interaction is the oscillating magnetic eld perpendicular to the external eld,
i.e. Bx = (Bx cos(ωt), 0, 0). The source of this eld is the microwave radiation and
can be expressed in operator form as
Hx = gµBBxSx cos(ωt). (3.9)
The operator Sx can be expressed with the raising and lowering operators S+ and
S−, which have non-zero matrix elements, i.e. 〈S ′z|S±|Sz〉 only between states with
adjacent energy levels where ∆Sz = S ′z − Sz = ±1. This means, that for the case of
non-interacting S = 1/2 electrons, the required energy for a successful transition is
∆E = E2 − E1 = gµBB0 = ~ω. (3.10)
The selection rule of ∆Sz = ±1 is quite trivial in the case we presented here.
However, in other spin systems it becomes more signicant. For example, when we
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described the spin dimer system in section 2.4, there were four dierent energy levels.
Here, this selection rules allows for the transitions between the states |1,−1〉 and
|1, 0〉 and also between |1, 0〉 and |1, 1〉. On the other hand, the transition from the
state |0, 0〉 to any of the other states is forbidden, since the operator from Eq. (3.9)
does not aect the total spin quantum number S and only aects Sz. Therefore
it cannot raise (or lower) the Sz component any further, since within the S = 0
state, there are no other Sz components possible. This can change however, if in the
presence of some anisotropy like the DM interaction, some mixing of states happen.
As we can see from Eq. (2.34), the S = 0 state includes, besides the basic |0, 0〉
also the |1, 0〉 state. This means, that the transition to the Sz = −1 branch of the
triplet states is now possible. Therefore this otherwise forbidden transition from the
singlet to triplet excited state is now allowed and can be detected with EPR.
In typical EPR continuous-wave experiments, the sample is placed in a resonator
inside the static magnetic eld and is then irradiated with microwave radiation. The
frequency of microwaves are typically around 10 GHz (X-band) and are carefully
tuned to the resonator's resonant frequency. This is crucial for a successful signal
detection, because we measure the reected power returning from the resonator.
When we are tuned to the resonator's frequency, it absorbs the microwave radiation
and very little to no microwave power is reected back. However, when the resonant
conditions are met by sweeping the static magnetic eld, the sample absorbs mi-
crowaves and disrupts the perfect tuning of the resonator, which causes the increase
of the reected microwave power and the detection of the EPR signal [48]. What
we usually detect in an EPR experiment is not directly the absorption curve, but its
derivative, since the static magnetic eld is constantly being modulated by a small
oscillating eld (Fig. 3.2). This increases the sensitivity and also lters out some
noise and higher harmonics by the use of the lock-in amplier.
In order to extract useful information about the magnetic systems with EPR,
we have to follow characteristics of the EPR spectra, such as linewidth, intensity
and resonance position. From the resonance position we can extract the sample's
g-factor by the relation g = hν/µBB0. The g-factor can be an indicator of the
presence of internal elds and can also serve as a ngerprint for various paramagnetic
centres. The EPR intensity is directly proportional to the number of spins that are
responsible for the observed signal, as well as to the probability of the observed
transition. Finally, the EPR linewidth is connected to the spin correlation times.
This can be further investigated by the Kubo-Tomita theory [47], where the
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Figure 3.2: Illustration of microwave absorption in an EPR experiment (top). The
small applied oscillating modulation eld Bmod produces a oscillating signal output
with the same frequency. The amplitude of the output signal is proportional to
the derivative of the absorption curve, which then produces the nal EPR signal
(bottom).
The spin correlation function uctuates on a time scale of similar magnitude than
that of the electron correlation time τc ≈ ~/J . This is supported by the fact that the
anisotropic Hamiltonian is being modulated by the Heisenberg exchange interaction,
when viewed in the interaction picture. This expression can be further approximated
by a Gaussian function
ψ(τ) = ψ(0)e−τ
2/2τ2c . (3.15)
From this we can get our rst impression about the EPR linewidth, since it is
apparent from Eq. (3.15) that it is quite strongly inuenced by the spin correlation
time.
In order to shed some more light on this problem and to extract some interesting
details, it is useful to examine two limiting cases of slow and fast decay of the spin
correlation function. The parameter t from Eq. (3.13) describes the relaxation or
the decay of the spin correlation function. In a case of a slow decay, when t  τc,
the second moment of the absorption spectrum can be used instead of the spin
correlation function
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This then in turn yields a Gaussian relaxation function and nally also provides
the absorption spectrum to have the same shape. In this case, the peak-to-peak






In real magnetic systems, the spins most often than not uctuate very fast, because
of relatively large exchange coupling constants when compared to the measured EPR
linewidths. In this limit, the integral from Eq. (3.13) can be approximated by∫ t
0
















This means, that the relaxation function is an exponentially decaying one. There-













This phenomena is called the exchange narrowing, where in the case of strong spin
correlations, the spectral lines of coupled spins can merge into one. If we should
compare Eqs. (3.17) and (3.19), we can easily see that the Lorentzian linewidth
diers compared to the Gaussian one, by the factor of approximately
√
M2/J . With
the isotropic exchange J being much larger than the second moment, this factor is
usually small.
3.3 Nuclear Magnetic resonance
In NMR experiments, the probes we use to obtain information about electron spin
susceptibilities and spin correlations are magnetic moments of nuclear spins, I. The
quantity that we measure is the magnetization, which is time-dependent. Similar
to EPR, the nuclear spins need to be polarized rst, with external eld B0, which
denes the Larmor (precession) frequency of a free nuclear spin ωL = γnB0, where
γn is the nuclear gyromagnetic ratio. This eld interacts with the nuclear spins via
Zeeman interaction, splitting the energy levels according to the Iz component of
the nuclear spin I. Nuclear spin values are in many cases greater that 1/2, thus
producing multiple energy levels. As we described before in the case of EPR, we
also wish to induce transition between those states with electromagnetic radiation,
which in the case of NMR is in the radiofrequency (RF) range, from ∼ 10 MHz up to
a few hundred MHz. The direction of the irradiating oscillating magnetic eld Bx is
again perpendicular to the external static eld, which enables to observe transitions
with adjacent energies obeying the selection rule where ∆Iz = ±1.
Contrary to EPR, where we use continuous wave electromagnetic source, we
irradiate the sample in pulses. This way, the orientation of the average magnetization
is determined by the eld magnitude Bx and the duration of the pulse, t. The main
dierence in the pulsed technique is that during the duration t, the transitions
between levels, when viewed from a spin population transfer context, is allowed to
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proceed only up to a certain degree. This process is oscillatory in nature and for






called the Rabi oscillation frequency. In this oscillatory process, the population
transfer is maximal, when Ωt = π. The corresponding pulse is thus called a π pulse
and in the case of spin 1/2 it causes a spin ip, where spin a reoriented by the angle
π = 180◦. If we would wish to rotate the spins by 90◦, we would need to use a π/2
pulse.
Figure 3.3: Illustration of spin time evolution under the inuence of dierent pulses.
(a) Directly following the π/2 pulse, the spins all point in the same direction. (b)
As time progresses, the spins loose the initial coherence. (c) After π pulse, the spins
are ipped and their phases inverted. (d) The spins eectively evolve backwards in
time, reaching the initial coherent state.
The NMR spectra is measured by the following concept. When we rotate the
spins by 90◦ they start to precess around the static magnetic eld with the Larmor
frequency. Directly after the pulse, all of the spins point in the same direction with
the same phase [Fig. 3.3(a)]. However, not all spins exhibit exactly the same eld,
due to possible dierent local surroundings in the lattice or various interactions.
Since after the pulse, the spins are left in an unstable position, they will start to
evolve in time and since not everyone experiences the same eld and due to the
fact that the pulse irradiates only a nite part of the spectrum of the width ∼ 1/t,
they will lose their initial coherence as they will start to accumulate some phase
dierence [Fig. 3.3(b)]. The average magnetization thus decays in time. The initial
pulse is produced by a coil with the sample placed inside of it. Therefore, the same
coil is used to receive the signal of the nuclear magnetization via induction. The
magnetization is actually measured with the spin-echo method, which is done by
following up with the second pulse after a time τ has passed since the initial π/2
pulse. Instead of another π/2 pulse however, we use a π pulse, which inverts all
the spins. This spin inversion also transforms their phase from φ to −φ. But since
the conditions that made them evolve decoherently are still the same, they evolve
in the same manner, eectively reversing their time evolution [Fig. 3.3(c)]. After
another period of time τ , all of the spins will once again have the phase φ = 0 and
they should be coherent again [Fig. 3.3(d)]. This produces the spin echo at a time
2τ after the initial π/2 pulse. The described spin-echo method is very eective and
is used to prevent the loss of information about the initial magnetization response,
that could be lost in the so-called dead time  a time window directly after the
39
Chapter 3. Experimental Methods
rst pulse when due to over saturation of the electrical circuit, we are not able to
measure anything.
The measured time evolution of the average magnetization is determined by the
interactions of nuclear spins with their local surroundings and can be described by
the Hamiltonian
H = Hz +Hn−n +Hn−e +HQ +Hcs, (3.21)
where Hz is the Zeeman interaction, Hn−n describes the dipolar coupling between
nuclear spins, Hn−e is the hyperne interaction between the nuclear and electron
spins and HQ is the quadrupole term, which describes the interaction between the
nuclear electric-quadrupole moment Q and the electric eld gradient (EFG), that is
generated by the charge distribution around the nucleus (Fig. 3.4). The nal term
Hcs describes the chemical shift, which is temperature independent and accounts for
weak additional elds due to electrons occupying lower-lying orbitals. In the absence
of all other interactions, the Zeeman term would yield δ-function NMR spectrum
centred at the Larmor frequency. With the addition of the second and third term
of Eq. (3.21) the spectra experience broadening and shift. Finally, the quadrupole
interaction additionally splits the spectra into separate peaks.
Figure 3.4: Schematic illustration of the nuclear spin I = 3/2 energy levels under the
inuence of Zeeman, nuclear dipole, electron hyperne and quadrupole interactions.
Adapted and slightly modied from Ref. [49].
We are mostly interested in the hyperne interaction with electron spins, which





where Aik is the hyperne coupling tensor, which couples the nuclear and electron
spins I and S. From the above equation we can deduce, that the additional hyperne





In the case where the electrons can develop relatively large magnetic moments, this
interaction can cause additional broadening of the NMR spectra. Also, even if this is
40
3.3. Nuclear Magnetic resonance
not the case and the electron magnetic moments are small, the hyperne interaction
causes a shift in the eective resonance frequency of the observed nuclei. This can be
easily explained, since the additional eld from Eq. (3.23) can act as an additional
Zeeman contribution to the local magnetic elds that the nuclei experience. In a
static case of non-zero average polarizations, the spins can be replaced by the average
value 〈S〉. Taking this into consideration the local eld changes to




with the new observed precession frequency




Therefore the resonance frequency shift can be expressed as
ω = ωL(1 +K), (3.26)
where K is the Knight shift of the spectrum, in general a tensor and for the case






In general, this shift could include contribution called the chemical shift, which is
dened by the shape of the electron orbitals around the nucleus. In chemistry, this
can be used to identify dierent molecules.
The pulsed NMR experiment also enables us to measure the spin relaxation
times, such as the spin-lattice relaxation time T1. When the average magnetiza-
tion is rotated to some position by the irradiating pulse, it then relaxes back to its
equilibrium position. For instance, if we irradiate the nuclei with an initial pulse
π, this completely inverts the spins. This position would in an ideal case be sta-
tionary, however due to their coupling with the surroundings, especially with the
electrons, they loose energy and relax back to equilibrium. This initial π pulse is
called inversion-recovery pulse. After the pulse we measure the magnetization after
dierent time delays t, by the same method described before for measuring the NMR
spectrum. Another way to measure the relaxation time is by using an initial π/2
pulse instead of π. This type of measurement is called saturation-recovery experi-
ment. The nuclear magnetization relaxes towards equilibrium with the relaxation
rate 1/T1 and can be expressed as
M(t) = M0
(
1− (1 + s)e−(t/T1)β
)
. (3.28)
Here, β is the stretching exponent, which is used to account for a distribution of
dierent spin-lattice relaxation rates, M0 is the equilibrium magnetization and the
parameter s = 1 for an inversion-recovery experiment and s = 0 for the saturation-
recovery experiment. This is true for an ideal case and in real situations, this
parameter deviates slightly from these values.
Finally, the spin lattice relaxation rate can be expressed in terms of the imaginary
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Here, A(q) is the component of the Fourier transform of the hyperne coupling
tensor at the moment of excitation q and χ′′⊥ is the perpendicular component of
the dynamical susceptibility χ′′, with respect to the external magnetic eld. It is
necessary to perform the sum over the momentum space, in order to obtain the local
response at the nucleus' position.
3.4 Muon Spin Rotation/Relaxation Spectroscopy
µSR is a very powerful spectroscopic technique, with wide range of possible ap-
plications in physics as well as in many multidisciplinarian sciences. What makes
this experimental technique so widely useful, is also it's relative simplicity and user-
friendly performance. In it's core principles, µSR is in many ways similar to NMR
or EPR - we study the eects of magnetic elds on a magnetic moment. However,
there are some distinct dierences.
Firstly, besides also being a local probe, the magnetic moments we use as probes
are not intrinsic to the studied sample, since in µSR our probes are muons, that we
implant into the sample from an outside source. This source is generally a proton
accelerator. To generate muons, the protons are accelerated and are then lead down
the beam line to impact a graphite target [49], which then produces pions. The
pions are very short-lived and they decay into muons with a life-time of ∼ 26 ns.
This process occurs via maximally parity-violating weak interaction, which is the
reason why the produced positive muons µ+ have almost 100 % polarized S = 1/2
spins, which are oriented in the direction opposite to their momentum.
Next, by the carefully calibrated beam optics, muons are guided to the sample.
Once inside the sample, they are slowed down and eventually stop at some electro-
statically favourable site. This happens because they are sensitive to electrostatic
environment in the sample, due to their positive charge. Another dierence, when
compared to NMR or EPR, is that the µSR technique does not require the pres-
ence of an external magnetic eld. Contrary to NMR and EPR, where by applying
the magnetic eld the properties of the system are then investigated by following
the magnetization dynamics, in µSR we follow the precession of muon magnetic
moments directly, since they are almost 100 % spin polarized. This makes µSR
an excellent experimental technique to study magnetism in various systems under
zero-eld conditions.
The muon is an unstable particle and it decays with a half-life of 2.2 µs. This
produces a positron, which is emitted preferentially in the direction of the muon
spin. Therefore, in µSR we use two sets of positron detectors, mounted forward and
backward of the sample, in regards to the initial direction of the muon spin, i.e.,
the direction of the initial muon beam path. When the muon is stopped inside the
sample, it starts to precess in the presence of a local magnetic eld Bloc with the
frequency ω = γµBloc, where γµ = 2π ·135.5 MHz/T is the muon gyromagnetic ratio.
What we measure with these detectors in the asymmetry between the forward and
backward detectors, which is dened as [50, 51]
a(t) =
NB(t)− αNF (t)
NB(t) + αNF (t)
, (3.30)
where NB and NF are the number of positron counts in the backward and forward
detectors. The parameter α accounts for any possible asymmetry in the positions
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or sensitivities of the detectors. The quantity that we actually study in µSR is the
time-dependent muon polarization, which is dened as the projection of the muon
spin to the axis connecting the two positron detectors. From the asymmetry, it can





where the parameter C is a constant background, which originates from muons stop-
ping in the sample holder or anywhere else outside the sample. By following the
polarization, we can study the muon precession and learn about the local magnetic
elds (or long range magnetic order) of a studied system. But besides the zero-eld
(ZF) experiments, we can also apply magnetic elds in the longitudinal or transverse
directions, with respect of the initial muon polarization. In longitudinal-eld (LF)
experiments, similarly to ZF, the eld itself does not induce muon precession, but
rather decouples the muons from any local elds. When we apply an external mag-
netic eld in the longitudinal direction, all of the internal elds are shifted by the
same amount in this direction. Should there be no internal elds, the muon would
not precess at all, since all of the magnetic moments would point in the direction of
the applied eld. The suppression of precession can also be obtained with eectively
the same result, if the applied longitudinal eld is large enough in comparison to
the internal elds. This can be used as a measure to estimate the magnitude of
the local magnetic elds, present in the sample. On the other hand, by conducting
the transverse-eld (TF) experiments, the muon starts to precess around the applied
eld with the Larmor frequency, analogous to NMR. This experiment is mostly used
to determine the parameter α.
Figure 3.5: Schematic diagram of a muon spin precession in a static magnetic eld
B.
The muon is good at distinguishing between static and dynamic local magnetic
elds. With no external eld present, the muon's precession will be guided solely
by local magnetic elds in the studied sample. The terms static and dynamic relate
to the muon life-time scale, from a few to around ten µs. If in this time window the
elds remain the same, then they are static and if they change (uctuate), we say
they are dynamic (on the muon time-scale). In the static case of a local magnetic
eld, such as arising from long-range magnetic order, the muon spin polarization
can be expressed as [52]
P (t) = cos2(θ) + sin2(θ) cos(γµBloct). (3.32)
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Here, the angle between the initial spin polarization and the local magnetic eld
Bloc is denoted by θ (Fig. 3.5). In the case of random direction of magnetic elds









This result also agrees with our intuition, where in a random distribution of magnetic
eld orientations, on average one third of them would point in the direction of the
initial spin polarization (and thus suppressing oscillations) and two thirds would
point to the remaining two perpendicular directions, inducing oscillations.
In reality, when there are static local elds present with no long range magnetic
order, it is almost impossible to expect them to be of equal magnitude. If the
magnitude of the local elds has a Gaussian distribution with a width ∆ (expressed
in the frequency scale), then the polarization takes the form of the so-called Kubo-








The polarization in this case rst experiences a major dip with a minimum at t =√
3/∆ and then recovers and settles at the value of 1/3 (Fig. 3.6). This kind of eld
distributions mostly originate from the nuclear spins of surrounding nuclei.
Figure 3.6: Static Kubo-Toyabe (KT) muon spin polarization function (blue). The
eect of relaxation on the KT is plotted with the red line. Notice the suppression
of the 1/3 tail.
The persistent 1/3 tail is thus a good sign of the presence of random static local
elds. However, in many real magnetic systems, the local elds can uctuate, due
to various degrees of electron spin dynamics, which has an eect on the muon spin
polarization. Modelling the dynamics is generally much more dicult and obtaining
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a polarization function is usually achieved only by numerical methods. One possible
way to obtain such a solution is the so-called strong collision approximation. This
helps us obtain a dynamic relaxation function from a static one. First we need to
assume that a local eld at the muon site is suddenly changed by a collision, after
which the eld is randomly distributed with no correlation to the eld before. This




Here, the rate of the collision ν is the inverse of the spin autocorrelation time. By
summing up all possible collision, we can get the dynamic polarization function with









where P0(t) is the static polarization function. Therefore, to calculate Pν(t), which
is the dynamic form of the static polarization function P0(t), we need to solve the
above equation numerically by means of iteration. If we should apply this to the
static Kubo-Toyabe function, we see from Fig. 3.6 that the dynamics suppress the
1/3 tail. Should we experience this suppression in a real material, it is a good sign of
dynamic nature of electron spins in the system. By following these dynamics, many
interesting physical systems can be studied, like the quantum spin liquid state, where
the spin dynamics should persist to the lowest temperatures. Due to the diculty of
calculating analytical expressions for the dynamic relaxation functions, this process
in usually described phenomenologically by stretched exponential functions, e−(λt)
β
,
where λ is the relaxation rate and β is the stretched exponent. The stretched
exponential can generally t everything pretty well, but can carry little physical
signicance, so we must be careful when interpreting such results.
3.5 Experimental Details
Continuous wave X-band EPR measurements on all samples studied in this thesis
were done using a home-built spectrometer equipped with a Varian E-101 microwave
bridge operating at 9.37 GHz, a Varian TEM104 dual cavity resonator, an Oxford
Instruments ESR900 cryostat and an Oxford Instruments ITC503 temperature con-
troller with temperature stability better than ±0.05 K at all temperatures. For the
purpose of the measurements, the samples were sealed in a Suprasil quartz tube
(Wilmad-LabGlass, 4 mm medium wall tube) under dynamic vacuum.
High-Field EPR measurements on Rb4O6 sample were done at the Dresden High
Magnetic Field Laboratory (HLD) in the Helmholtz Zentrum Dresden Rossendorf.
The experiments were performed using a multifrequency transmission-type EPR
spectrometer equipped with a 16 T superconducting magnet in a Faraday cong-
uration, similar to that described in Ref. [53]. In our experiments, a set of VDI
microwave sources were used, allowing us to probe magnetic excitations in this mate-
rial in the quasi-continuously covered frequency range from approximately 50 to 500
GHz. The thermal protocol included slow cooling to base temperature T = 1.6 K.
The sample was the same as in X-band EPR experiments.
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NMR measurements of the 87Rb (I = 3/2) frequency-swept spectra were done
in a 4.7 T superconducting magnet. We used a standard solid-echo pulse sequence
(π/2) − τ − (π/2) − τ and appropriate phase cycling. The radio-frequency pulse
length was optimized to tπ/2 = 3.2 µs and the interpulse-delay was set to τ = 50
µs. Typical repetition time was 20 ms. The complete wide-line polycrystalline NMR
spectrum was obtained by summing the real part of individual spectra measured step
by step at resonance frequencies separated by ∆ν = 50 kHz. The spin-lattice and
spin-spin relaxation rates were measured using a 9.39 T magnet with the inversion-
recovery technique. All NMR measurements were performed in the temperature
range between 5 and 380 K using a slow cooling protocol.
17O (nuclear spin I = 5/2) NMR spectra were measured for the 17O enriched
sample of Cs4O6 between 4 K and 325 K at a magnetic eld of 9.39 T. As a reference,
the 17O NMR signal from H2O was used with the corresponding reference frequency
νref(17O) = 54.227 MHz. In the 17O NMR experiments, a two-pulse solid-echo se-
quence (β)− τ − (β)− τ was used with a pulse length, τw(β) = 7 ms, optimized to
the 17O NMR signal, and an interpulse delay τ = 50 ms. To convert the cubic into
the tetragonal phase, the sample was cooled from 325 K to 50 K in 20 hours at a
cooling rate of 0.23 K/min.
Zero-eld (ZF) muon spin relaxation (µ+SR) experiments on Rb4O6 were per-
formed in an Oxford Instruments Variox cryostat on the MUSR instrument (ISIS,
Rutherford Appleton Laboratory, United Kingdom) after slow cooling of the Rb4O6
sample to low temperatures. The sample was protected against the exposure to air
in a home-made sample container.
Zero-eld (ZF) and longitudinal eld (LF) µ+SR measurements were made on
polycrystalline samples using the MUSR spectrometer at the STFC ISIS facility.
For the measurements, polycrystalline samples were packed into silver foil packets
(12.5 µm thick Ag foil) in an argon glove box, and sealed inside air-tight sample
holders. For the K- and Cs-containing samples, the packets were mounted on small
silver plates and sealed in copper sample holders masked with a silver plate. The
Rb-containing sample was sealed in a titanium sample cell. The cells were loaded
into a standard He4 cryostat.
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A Brief Overview of the Quantum
Field Theory Approach to 1D Spin
Chains
4.1 The Concept of Luttinger Liquids
This section follows selected topics from Ref. [4], to describe physics of interacting
particles in one dimension in general terms. We will examine basic concepts of
bosonization theory in the connes of one dimension, which will enable us to write
the general form of the LuttingerLiquid Hamiltonian. Finally, we will use the gained
knowledge in the specic case of 1D spin chains and calculate the spin correlation
functions. These will later enable us to calculate NMR relaxation rates and EPR
spectra in the following chapters.
The Hamiltonian
The concept of Luttinger Liquids (LL) encompasses most of the physics of simple
one-dimensional systems. As we will see later, it serves us as a great theoretical
cornerstone, on which we can build our understanding of the 1D spin chains in the
CsO2 system. The foundations of the theory lie in the bosonization approach to
describe the low-energy properties of one-dimensional physics.
In the process of bosonization, the rst step towards the general form of the
Luttinger-Liquid Hamiltonian is to write down the density operator in terms of
elds. However, it is not a straight-forward operation. To start with, we can rst






where xi marks the position of a particle. In a crystal lattice with lattice spacing d,
we can dene an average density of particles as
ρ0 = 1/d (4.2)
and also the equilibrium position of the i-th particle as R0i = di. Since the density
operator written in the form of Eq. (4.1) is not very benecial, we here take the
rst step of bosonization  we rewrite the density operator using a labelling eld
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φl(x), which can be evaluated as φl(xi) = 2πi. The labelling eld is a continuous
function of position and can always be taken as an increasing function of xi. This
eld is thus well dened, since it serves as a way to number the particles, which can
be always done in a unique way in one dimension.
With this labelling eld, together with the Poisson summation formula and by








Here, p is an integer. For the purpose of further derivations, is it very useful to dene
a new eld φ, which obeys the relation φl(x) = 2πρ0x − 2φ(x), which is relative to











In the case of taking the average of the density operator over a large distance,
compared to distance between particles d, all of the oscillations average-out to zero
and only the term with p = 0 is left, yielding the expression for the so-called smeared
density
ρq∼0(x) ' ρ0 −∇φ(x)/π. (4.5)
The next step is to examine the single-particle creation operator ψ†(x), which




Here, θ(x) is, for now, some undened eld (operator). To learn more about this
eld, we would have to examine the commutation relations between the creation
and annihilation operators, which would yield additional relations between this new
eld and the density operator. We will omit the rather lengthy calculation and just
note that from the boson condition[
ψ(x), ψ†(x′)
]
= δ(x− x′), (4.7)
by replacing the exact density with the smeared one (since the elds φ and θ are





= −iδ(x− x′). (4.8)
This condition reveals that the elds φ and θ are canonically conjugate. This is
derived from totally general considerations, with no preference for any microscopic
model. If we integrate Eq. (4.8) by part, we can write
πΠ(x) = ∇θ(x), (4.9)
where Π(x) is the canonically conjugate momentum to φ(x).
If we take the density operator from Eq. (4.4) and insert the expression into Eq.
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With the index B we wish to explicitly note, that this is the bosonic creation op-
erator. The question is, how to write the above expression for the fermionic case?
It turns out that in order to obtain the fermionic single-particle creation operator
in terms of elds φ and θ, we need to multiply the bosonic operator by eiφl(x)/2.
This factor provides the necessary alternating factor of ±1 at consecutive particle
sites, which enables the operator to full the fermionic anti-commutation relations.










The nal question is how to obtain the Hamiltonian of such systems? We wish
to write it in the form of the elds φ and θ. How are they represented? For the eld
φ it is relatively easy to recognise, that it should appear in the form of (∇φ(x))2,
since it would come from evaluating the interaction
∫
ρ(x)2dx. On the other hand,








· (∇ψ(x)) dx. (4.12)
By using ψ†(x) =
√
ρ0e
−iθ(x), which is the most relevant part of the single-particle






From this we can say that most relevant terms in the Hamiltonian, which govern
the low-energy properties, are represented by (∇φ(x))2 and (∇θ(x))2. The general













This Hamiltonian of a massless one-dimensional system is totally characterized by
the parameters u and K (connected to the kinetic hopping integral and Fermi ve-
locity, as we will see later on). In some cases, especially in the absence of a good
perturbation theory, it is dicult do calculate them. However, once we are able to
successfully evaluate them, all properties of the system are determined.
Spin Correlation Functions in 1D Spin Chains
This section serves as a roadmap for the evaluation of the spin correlation functions
in 1D spin 1/2 chains. With only the main steps and ideas described, no detailed
calculations will be given here (those can be found in Ref. [4]). The determination
of the spin correlation functions is fundamental in trying to derive other magnetic
properties of the studied system, such as spin-lattice relaxation rate and spin sus-
ceptibility.
The 1D spin 1/2 chain is the simplest possible one-dimensional system. We will
focus on the so-called XXZ Hamiltonian, which is symmetric in the xy plane and
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In the case where Jxy = Jz, this would be the completely isotropic Heisenberg
Hamiltonian. The spin components on the same sites obey the relation
[Sα, Sβ] = iεαβγS
γ, (4.16)
while the spins on dierent sites commute. Here, εαβγSγ is the Levi-Civita symbol.
In general, the spin operators can sometime be dicult to calculate with, due to
those commutation relations. Therefore, we can map the spins by replacing the
raising and lowering operators by bosonic creation and annihilation operators, de-
noted as b† and b respectively. In order to satisfy the commutation relations, the Sz
operator represents the density of bosons as
Sz = b
†b− 1/2. (4.17)
This mapping obeys the commutation relations. However, to obey the Pauli prin-
ciple, the hard core constraint must be used, to permit only the space to only two
states, allowed for spin 1/2. This constraint makes further calculations dicult and
it is therefore better, to use spinless fermions instead of boson: S+ → c†, S− → c
and Sz = c†c− 1/2. This means that a presence of a fermion on ith site represents
the state Sz = 1/2 and the absence of one the state Sz = −1/2. Unfortunately,
this mapping of also awed, as the fermions on dierent sites anti-commute, since
the spins should commute. Fortunately, the so-called Jordan-Wigner transformation
solves this problem by attaching a string operator to each fermion. Then we nally











With this transformation, together with additional canonical transformation, that










ici − 1/2), (4.20)
where h.c. stands for hermitian-conjugate terms. Here, t = Jxy/2 and V = Jz. This
shows us that a spin chain is equivalent to a chain of spinless fermions, which can
hop to a neighbouring site with a hopping t and experience the nearest-neighbouring
interaction V . With the use of the bosonian representation of the various fermion
operators, the Hamiltonian can nally be written as

















where α is the cut-o of the lattice spacing, a is the lattice spacing and kF and vF
are Fermi wave vector and velocity of the corresponding spinless fermions.
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In order to compute the spin correlation function, we must rst write the spin
operators in boson language. The Sz is the easiest one, since it corresponds to the








Because of the added string due to the Jordan-Wigner transformation, the S+ op-





[(−1)x + cos(2φ(x))]. (4.25)
Finally, armed with these expression, we can compute the equal-time correlation
functions




















Here, the Ci (i = 1, 2, 3 and 4) are the non-universal amplitudes, which can be
calculated, depending on the model. The rst terms in both expressions correspond
to the q ∼ 0 case and the second to q ∼ π. If we set Jz = 0 to get the pure XY
case, then K equals to 1 and in the case of Sz, both term decay as 1/x2, whereas
in the S+S− case, the q ∼= 0 part decays faster, due to the contribution of the
string. Physically this means, that the XY case has antiferromagnetic order in the
plane. In the case of attraction between the spinless fermions, which corresponds
to K > 1, the ferromagnetic correlations are enhanced and on the other hand, the
antiferromagnetic part of the correlation functions is enhanced for K < 1 (repulsion
of spinless fermions). In the case where Jxy = Jz, both correlation functions should
be identical. This places the parameter K to equal 1/2. And indeed, this way all
the exponents are equal. It is important to emphasize that the correlation functions
decay with a power law, which makes such models inherently critical.
Finally, in the case of the presence of magnetic eld, these correlation functions
change. The presence of the external magnetic elds breaks the SU(2) symmetry
and interacts with spins via the Zeeman Hamiltonian. In the boson language, this









which is actually the chemical potential term, for the case of spinless fermions. The
eect of this fact is in the end that the nite magnetization resulting from the
external eld can be simply absorbed into a shift of the eld φ by φ = φ′ − πmx,
where m is the dimensionless magnetization and 〈∇φ′〉 = 0. With the later in mind,
if we can write




then for the case of massless fermions, where from the Luttinger-Liquid Hamiltonian
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With this shift of the eld φ, we can recalculate the spin correlation functions





















The most important realization of this result is that the low-energy excitations are
not at q ∼ 0 and q ∼ π any more. Contrary to the zero-eld case, now the Sz
spin correlation has low-energy modes at q ∼ 0 and q ∼ π(1 − 2m) and the S+S−
correlations low-energy mode change to q ∼ 2πm and q ∼ π. These results are
plotted in Fig. 4.1 as part of the eld-dependent energy dispersion relation.
Figure 4.1: Schematic diagram of the eld-dependent dispersion relations in a mag-
netic eld, compared to the zero eld case (solid line). The zero eld modes k = 0
and k = π are shifted for the case when a nite magnetic eld is applied. The dotted
line represents the case for the Sz spin correlations, where k = π point is shifted to
k = π(1 + 2m), and the dashed lines stand for the S+S− correlations with the k = 0
point being shifted to k = 2πm. Adapted from Ref. [4].
The obtained correlation functions are very important, if we wish to calculate
dierent physical quantities, such as the NMR spin-lattice relaxation rate or the
EPR spectrum.
4.2 Oshikawa-Aeck Theory of EPR Response in
1D Spin Chains
This section follows Ref. [54] and serves as an overview of what we call the Oshikawa-
Aeck theory (OA). This theory adapts a eld-theory approach to study the EPR
response of the quantum antiferromagnetic S = 1/2 spin chains. We will focus on
the calculated results for the spin anisotropy case, namely the resonance shift and
the EPR linewidth temperature dependences, as they are relevant for our study
of 1D magnetism in CsO2. The theory of EPR is well studied and has been for
a long time, but some diculties and unresolved problems still remain in the case
of strongly interacting electron systems. Some of these problems have had some
suggested solutions in the past, using approximations such as high-temperature
approximation, classical spin approximation and the decoupling of the correlation
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functions. However, these approximations are not valid in the case of many-body
systems, that the one-dimensional spin chain clearly is. Therefore, the OA the-
ory makes use of the eld theory bosonization methods, to study EPR response
of the 1D spin chain. In terms of systematic perturbation theory, the theory is
successful in solving the problem, showing a linear temperature dependence of the
linewidth and a temperature-independent g-factor shift. Throughout this chapter
~ = gµB = kB = 1 is assumed, unless otherwise specied.
The Problem
In the EPR experiment, the response (signal) of the measured system is governed
by the microwave radiation absorption. In the case of linear response regime, which
holds true for most realistic EPR experiments, the signal intensity is proportional to
the imaginary part of the dynamic spin susceptibility at the momentum of excitation




αβ(q, ω) = −ImGRαβ(q, ω), (4.33)
with the retarded Green's function being dened as






Sα(x, t), Sβ(0, 0)
]〉
e−iqx+iwtdt, (4.34)
where 〈...〉 is the statistical average at temperature T and α and β are directions per-
pendicular to the external eld direction z, as is the case in the Faraday conguration
of the EPR experiment, used in our study. In the case of a free electron system, the
Hamiltonian consists of only the Zeeman term EZ = gµBB. The resonance line is
sharp and as we already know, centred at the resonant eld fullling the absorption
condition ~ω = gµBBres. When interactions are present in the system, the physics
are usually not that simple. However, in the case of an interacting Hamiltonian
that is isotropic, it turns out that the resonance is still centred at the same resonant
eld and completely sharp, as if there were no interactions present. This can be
easily demonstrated if we consider the Hamiltonian H = H0 +HZ , where H0 is the




j the Zeeman term. By solving
the Heisenberg equation of motion for S+: dS+/dt = i [H, S+] = −iHS+, where we
accounted for thatH0 is isotropic and therefore commutes with S+, we can then eval-
uate the Green's function from Eq. (4.34) and nally obtain χ+−(0, ω) ∝ δ(ω−B).
This nicely shows a sharp resonance at the Zeeman energy.
The main problem of solving the EPR response in 1D spin chains is evaluat-
ing the Green's function and thus calculating the absorption spectrum for a given
Hamiltonian. In contrast to the free electron case, the calculation is not as simple.
A pure Heisenberg spin chain Hamiltonian can be solved exactly by the so-called
Bethe Ansatz [4]. However, in real cases, there are many dierent possibilities of
anisotropy in the system, such as dipolar interaction, for which the Bethe Ansatz
does not provide a solution. In this case, a symmetry-breaking perturbation H′ has
to be added to the Hamiltonian:
H = H0 +H′ +HZ . (4.35)
In the scope of OA theory it is assumed that the perturbation is small compared to
the other terms. The added perturbation H′ breaks the symmetry that leads to the
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delta function resonance at the Zeeman energy. Instead, this causes changes in the
linewidth and resonance eld.
The Solution
At the beginning, we rst have to choose the isotropic Hamiltonian. In the case
of this study, the one-dimensional antiferromagnetic Heisenberg model is chosen,
therefore H0 = J
∑
j SjSj+1. In the total Hamiltonian we have of course the Zeeman
term and the symmetry breaking anisotropy term. We will add the former later on
so at rst, let's see how the Heisenberg model is described in terms of the eld theory
method of bosonization. It is known that the low-energy physics of 1D spin chains
is well described by this method.














where x0 = vt and x1 = x. Also, an identication is made for the eld φ ∼ φ+ 2πR,
where R = 1/
√
2π is the compactication radius. The spin velocity v is set to 1 for
simplicity. The eld is actually composed of the right and left-mover chiral elds,
φ = ϕR + ϕL and the dual eld φ′ = ϕR − ϕL. Next, the Zeeman term is added in







which can be actually eliminated by redening the boson eld φ(x, t) → φ(x, t) +
B/
√
2πx. The dual eld φ′ remains unchanged, however the chiral elds are shifted
following











for the left and right-mover respectfully. With this it is accomplished, that the
free boson Lagrangian remains unchanged, the change is only reected in the spin
operators. For the EPR case, the relevant operators are the transverse component
and for evaluating the Green's function, we would once more get sharp delta-function
shaped lines at ω = B.
However, it turns out that this approach hides some important renormalization
eects, that are present due to the applied eld. These include some irrelevant
operators, which disappear in the low-energy limit. Nevertheless, they still cause
some renormalization of dierent parameters. In short, as a consequence in the low-
energy limit there is a non-zero momentum shift, which for small elds is a function
of the eld. The theory assumes from here on to evaluate the EPR response at q = B,
for small magnetic elds. The second important consequence is the renormalization
of the compactication radius R. This in turn has an eect on the transverse
spin operators, which are then represented by the the vertex operator of the form
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is clearly dependent on R. With all of these renormalization eects taken into
account, one can derive the respective Green's function as















where B(x, y) is the Euler beta function.
When studying also the eects of anisotropy in the system, it is very convenient
to introduce the non-Abelian bosonization, which, as we will see, actually keep the
symmetry intact. Therefore, the current operators Jα (α = x, y, z) are, for the











with complex coordinates w for the right and left-mover respectfully. With this in
mind, we can then examine the eects of an anisotropy in the direction of the mag-






j+1. In the the case of small, perturbative anisotropy
eect, we can write the Lagrangian in the eective eld theory as
La = −λJzRJzL, (4.43)
where λ ≈ Ja/(π3J) for the case of anisotropy in the Heisenberg spin chain. This
Lagrangian is written for the case of zero magnetic eld. Therefore, when we add
the eld to the equation, we get









The third term is a constant and is therefore neglected. The second term can be











where the factor −2πλB is recognized as an additional eld, i.e. the eld shift of
the EPR resonance spectrum. As we can see it is dependent in the rst order on
the perturbation Ja and on the magnetic eld B.
The rst term in Eq. (4.44) is found to be proportional to the kinetic term in the
free boson Lagrangian, which actually just gives the renormalization of the compact-
ication radius R =
√
(1 + 2πλ)/(2π). This means that since also the transverse
operators J± = exp [±2πiRφ′ ± φ/R] have the same form and the Lagrangian re-
mains unchanged, the symmetry is clearly preserved. As a consequence, the Green's
function is the same as in Eq. (4.40) and gives for q ∼ B the EPR resonance, that
is given by the pole of Γ function, thus reducing to
GRS+S−(ω) ∼
constant
ω −B + i4π∆′T
, (4.46)
a Lorentzian lineshape, which for conformal weight ∆′ ∼ π2λ2 gives the EPR
linewidth of 4π3λ2T in energy units. This shows the EPR linewidth has a lin-
ear temperature dependence and is dependent on the anisotropy Ja in the second
order.
55
Chapter 4. A Brief Overview of the Quantum Field Theory Approach
to 1D Spin Chains
This direct calculation shows, how in the scope of eld theory the EPR spectrum
can be deduced, revealing the linewidth and shift as a function of the anisotropy Ja
parallel to the applied magnetic eld. For the perpendicular case, the calculation
cannot be done directly and a self-energy approach must be used. After a much
more extensive calculation, the result for the shift and linewidth is also obtained,
revealing a dierence by a factor of 2. Therefore, for the perpendicular case, the







Onedimensional Magnetism in CsO2
If one was to ask what is the main underlying driving force of physics in superoxide-
ion compounds, the most informative answer would be the interesting interplay
between various degrees of freedom. The story of CsO2 is the one where the inter-
play between structural, orbital and spin degrees of freedom leads to an interesting
state of 1D spin chain. The electrons residing on the superoxide ions exhibit one-
dimensional quantum antiferromagnetism, by the orbital ordering of π∗ molecular
orbitals of superoxide ions. However, before we dig deeper into the magnetism it-
self, let us examine the main attributes of the superoxide ion and it's role in this
interesting story.
5.1 The Superoxide Ion
Figure 5.1: Image of the CsO2 powder sample sealed in a quartz tube, ready for
X-band EPR experiments.
The CsO2 sample is most commonly prepared by careful oxidation of freshly
distilled Cs metal with O2 gas, resulting in a highly air-sensitive yellow powder
compound 5.1. At room temperature it adopts a tetragonal structure of space group
I 4/mmm (number 139), with a = 4.477 Å and c = 7.350 Å (Fig. 5.2) [55, 56].
In the process of the synthesis, the Cs metal donates it's valence electron to the
O2 molecule, resulting in formation of the superoxide ion, O−2 . The O-O bond is
aligned parallel to the tetragonal c axis, along which the Cs atoms and superoxide
ions alternate. Within a plane perpendicular to the c axis, each superoxide ion has
four nearest-neighbour Cs atoms and four next-nearest-neighbour superoxide ions.
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Figure 5.2: High-temperature tetragonal crystal structure of CsO2 (space group
I 4/mmm). Cs+ ions are shown in green and the superoxide ions in blue.
In the case of a free superoxide ion, the unpaired electron resides in one of the
degenerate π∗ molecular orbitals, Fig. 5.3(a). However, in a crystal, the molecu-
lar orbitals are subjected to the electrostatic potential of surrounding atoms and
molecules. With the exception of structures of high symmetry (such as cubic) [57],
this causes energy splitting of the previously degenerate π∗x and π
∗
y molecular orbitals
[Fig. 5.3(b)]. Such crystal-eld splitting, together with the spin-orbit coupling, af-
fects the electron g-factor. The explicit formulas for the eigenvalues of the g-factor
tensor of the superoxide ion were rst derived by Känzig [58]:




































where ge = 2.0023 is the free electron value, l represents a correction to the angular
momentum, and is usually close to unity, λ is the superoxide ion spin-orbit coupling,
∆ is the energy gap between π∗x and π
∗
y molecular orbitals and E is the energy
separation between the σ and the singly occupied π∗ levels.
Measuring the g-factor of a sample, as we can easily do with EPR, can provide
valuable information about the ion's surroundings and the crystal structure [55, 58
60]. For example, in the case of a free superoxide ion, or a highly symmetric crystal-
lattice site, ∆ = 0 and the eigenvalues for the g-factor tensor are gxx = gyy = 0
and gzz = 4. In our case of superoxide-ion compounds, we are dealing with powder
samples. The eective g-factor that we can measure is therefore the average of the
g-factor tensor eigenvalues, in this limiting case it would yield gavg = 4/3. For
simplicity, we shall use the label g for this average from here on. This number
for the value of g-factor agrees nicely with the result from the quantum theory on
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Figure 5.3: Energy diagram of the superoxide ion molecular orbitals. (a) For a
free superoxide ion, the energy levels of π∗ and π orbitals are degenerate. (b) In
a crystal, the degeneracy of the energy levels of the π∗ and π molecular orbitals is
lifted. The crystal-eld splitting energy gap between π∗x and π
∗
y is marked with ∆
and the energy separation between the σ and the singly occupied π∗ levels with E.
paramagnetism [38]:
g = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
, (5.4)
which also yields g = 4/3, if we take for the orbital angular momentum L = 1,
which is the case for p electrons. Here S = 1/2 is the spin of the electron and
J is the total angular momentum, in the case of the superoxide ion J = |L + S|.
When we introduce the eect of crystal eld, the orbital angular momentum becomes
quenched in most cases, and for L = 0, the equation (5.4) yields g = 2. We therefore
expect that for non-zero values of ∆, the g-factor should approach g = 2. Should
we measure the values of g close to this value, we could assume that the orbital
angular momentum is (at least partly) quenched and the π∗ orbitals are no longer
degenerate.
There is a possibility for ∆ = 0 even in the case when it should not necessarily
be, considering the crystal eld. This has to do with the molecular nature of the
superoxide ion and it's librational degrees of freedom. The superoxide molecule,
which has the shape of a dumbbell, can oscillate around it's center of gravity. By
doing that it can eectively average out the surrounding crystal eld, making it
appear symmetric to the electron and closing the energy gap ∆. It should be noted
here that the measurements of these dynamics are conditioned by the respective time
scale of the experimental technique that is used. Nevertheless, one would expect that
these librations are highly dependent on temperature and should freeze out at low
temperatures, lifting the π∗ orbital degeneracy.
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Figure 5.4: Temperature dependence of CsO2 g-factor (a) with g⊥ (open triangles),
g‖ (full triangles) and gavg (open circles). Examples of X-band EPR spectra (gray
lines) with Lorentzian line shape ts (dashed black lines) are shown in (b) for 60
and 15 K.
In light of this theory, let us examine the g-factor temperature dependence of
CsO2, as measured by EPR, Fig. 5.4(a). The EPR signal appears below 70 K as an
anisotropic Lorentzian line with gxx = gyy = g⊥ and gzz = g‖. Reaching 60 K, the
spectra can be properly resolved with g⊥ = 1.77 and g‖ = 3.56, Fig. 5.4(b). As can
be seen from Fig. 5.4(a), the g-factor changes with decreasing temperature, with
both components approaching the value g ≈ 2. When the temperature reaches 15 K
this trend is sharply reversed due to internal elds, which  by approaching the Néel
temperature TN = 8.3 K  are developed in a state of short-range order [55].
At 70 K CsO2 is known to undergo a structural transition to a low-temperature
structure of orthorhombic symmetry of space group Immm [56]. Here, the b and c
crystal axes are doubled, which is caused mainly by the tilting of superoxide ions
away from c direction by approximately 5◦ in a staggered pattern in ab plane. The
appearance of the X-band EPR signal below this temperature can be explained by
examining the eect of this symmetry breaking on the g-factor. The data shows that
the g‖ value approaches the value 4 with the temperature increasing towards 70 K.
As we have learned before, this value can be realised for ∆ = 0, as equation (5.1)
gives gzz = 4. Therefore this symmetry breaking at 70 K lifts the degeneracy of the
π∗ orbitals, making the X-band EPR spectra slowly appear as a broad anisotropic
Lorentzian line.
The change of the g-factor with decreasing temperature is, following the equa-
tions (5.1) (5.2) (5.3), governed by the increase of the orbital splitting ∆. Since the
crystal structure does not change below 70 K, the only other way for the increase
in ∆ is the librations of the superoxide ion molecules. With decreasing temperature
these oscillations slow down on the EPR timescale of 10−10 s, so that the orbital
splitting increases and the g-factor values begin to approach g ≈ 2. Between 25
and 15 K, the g-factor is fairly constant. If we assume, that the superoxide ion
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librations have managed to freeze out completely by this point, we can deduce the
orbital splitting using the equation (5.1). From the measured value of g‖ = 2.70,
and using l = 1, we get the ratio between the spin-orbit coupling and the orbital
energy gap λ/∆ = 0.37, which is in very good agreement with the value from earlier
studies [55]. The superoxide ion spin-orbit coupling is known to have values between
14 and 28 meV [61], so using for instance an average value of λ = 20 meV, we get
∆ = 54 meV. The contribution from the crystal-eld splitting is thus dominant,
however there is still some non-negligible contribution from the spin-orbit coupling
as well.
In short, we can say that in the superoxide systems, the crystal-eld splitting
is responsible for the splitting of the degenerate π∗ orbitals which brings the value
of the g-factor close to the free electron value. On the other hand, the spin orbit
coupling mainly causes the g-factor to deviate from this value.
5.2 Orbital Order
We mentioned before that a major part of this thesis will focus on the interplay of
various degrees of freedom. In this section, we shall examine how orbitals and lattice
degrees of freedom are connected. It is easy to imagine that lattice and orbitals can
have an eect on one another, since orbitals have spatial orientation inside the crystal
structure after all. This also holds true for the molecular orbitals of the superoxide
ion. An easy way to imagine them is to see them formed from two 2p atomic orbitals
of individual oxygen atoms, Fig. 5.5. The 2p orbitals have two lobes, representing
the electron wave functions (or better to say probability densities) of opposite phases
(marked with dierent colors). They can overlap with another 2p orbital from the
other oxygen atom either end-to-end or side-by-side. The end-to-end combination
gives rise to either σ or σ∗ molecular orbitals, and the side-by-side to π or π∗ for
in-phase (bonding) and out-of-phase (antibonding) overlap respectively. When the
two lobes with the same phases overlap, the electron probability density increases
due to constructive wave interference and the opposite happens, when the lobes
overlap out of phase. This creates nodes of decreased electron probability density.
We are mostly interested in the antibonding π∗ orbitals, since that is where our
unpaired electron resides. Contrary to the bonding π orbitals that have a nodal
plane that contains the internuclear O-O axis, the π∗ orbitals have additional nodal
plane perpendicular to the internuclear axis, due to the out-of-phase overlap (Fig.
5.5, top). This also makes them to stand out, increasing their spatial ability to
overlap with another molecular orbital. There are two π∗ orbitals, one for each
spatial direction. Since in our case the internuclear O-O axis is oriented along c,
we label this two orbitals π∗x and π
∗
y, where one of them is lled and the other is
half-lled, carrying our unpaired electron.
Visualising the molecular orbitals with their spatial orientation and lobes of dif-
ferent phases, one can easily see how the symmetry can aect the orbital overlap. A
crystal lattice of high symmetry, such as the high-temperature tetragonal structure
in CsO2, provides the π∗x and π
∗
y orbitals with the same electrostatic local environ-
ment. As we discovered before, this causes the orbitals to remain degenerate, making
the unpaired electron to have no preference in which π∗ orbital to reside. However,
the symmetry breaking at 70 K causes the energy levels of the orbitals to split with
large-enough ∆ to x the electron in one particular orbitals. This is one way the
63
Chapter 5. Onedimensional Magnetism in CsO2
Figure 5.5: Formation of π molecular orbitals by a side-by-side overlap of atomic p
orbitals, with colours red and blue depicting dierent phases of the wave functions.
The out-of-phase combination (top) results in the formation of the antibonding π∗
molecular orbital and the in-phase overlap (bottom) leads to the bonding π molecular
orbital. The former has two nodes, one is perpendicular and the other parallel to
the internuclear axis and the latter has one node parallel to the internuclear axis.
Adapted from Ref. [62].
orbital order can be established. However, the story can also be read backwards,
with the interaction between specic orbitals driving the structural transition. This
mechanism, rst introduced by Kugel and Khomskii [63, 64], explains how the su-
perexchange interaction promotes orbital ordering even in the absence of a crystal
eld.
Studying how the orbitals can order can give us great insight into the interplay
between lattice and orbital degrees of freedom. However, since both mechanisms
described above predict similar orbital ordering, it is very dicult to determine,
which one drives the whole process. Therefore, the focus of most studies of real
materials is on the orbital spatial orientation and it's consequences for the physics
of the system. Presently, one can measure the orbital ordering directly only by using
the resonant inelastic X-Ray scattering [65], so nding alternative ways to deduce
the orbital ordering is most welcome. One indirect possibility, that can give us some
more insight into orbital ordering, is the use of theoretical calculations such as DFT.
In the case of CsO2, such study was done by Riyadi et al. [56]. The maximum in
the spin susceptibility at around 25 K that they measured, is a general hallmark
of low dimensional antiferromagnetism. They analysed the data with a Heisenberg
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model for two-dimensional antiferromagnetic square lattice [66], and Heisenberg one-
dimensional antiferromagnetic spin chain model [67]. The square lattice model can
be viewed as a formation of parallel spin chains with exchange coupling constant J ,
where each spin in the chain is additionally coupled to two spins, one on the left-
side chain and the other on the right with the "perpendicular" exchange coupling
constant J ′. The tting result of this model converged to the special case with
the aspect ratio α = J ′/J = 0, which is in actuality an isolated spin chain. Both
models produce good results with the antiferromagnetic exchange coupling constant
J/kB = 40 K. Yet, from the original tetragonal structure it is dicult to imagine how
such spin chains would form. Interestingly, their Raman study disclosed a previously
unknown subtle structural transition at 70 K to a new orthorhombic symmetry. To
explain the formation of a 1D spin chain in this lattice, they turned to their DFT
results.
Figure 5.6: (a) Spin-polarized partial density of states for superoxide ions (dimers)
labelled A and B in the z = 0 layer below 70 K. (b) The view of the ab plane in the
orthorhombic structure below 70 K with illustrated ordering of π∗x and π
∗
y orbitals.
Reproduced from Ref. [56].
In order for an exchange interaction between two electrons on neighbouring sites
to exist, their orbitals must overlap. The magnitude of the overlap is dictated by the
hopping integral t, which is related to the exchange coupling constant by J = 4t2/U ,
where U is the Coulomb repulsion. Therefore, to gure out how such a spin chain
is formed, it is important to learn how the orbitals are ordered. As we can see
from Fig. 5.6, there are two inequivalent sites for superoxide ions in the unit cell,
labelled A and B. What Riyadi and others did in their study to get an idea for the
orbital ordering, is to use DFT calculations to calculate the site-projected partial
oxygen density of states (DOS) for each of the ions. In the case of ion A, we can
clearly distinguish the lled orbital in the x′ direction, since all of the DOS for this
direction are located below the Fermi energy, [Fig. 5.6(a)]. On the other hand, the
orbital in the direction y′ is only half-lled, since it has some DOS above the Fermi
energy. It is of course here in this orbital, that our unpaired electron resides. On
dimer B it is quite the opposite situation, with the unpaired spin residing in the π∗x′
orbital. As we can see, this forms a zig-zag pattern and there is little chance for
the direct orbital overlap [Fig. 5.6(b)]. Therefore, the exchange is likely mediated
through the empty Cs s orbitals or even lled pz orbitals, as shown schematically in
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Fig. 5.7. This so-called superexchange completes the 1D zig-zag spin chain in CsO2
[Fig. 5.6(b)].
Figure 5.7: Illustration of the possible antiferromagnetic superexchange pathways
between two superoxide ions (blue) mediated through caesium pz orbitals (green).
The 1D magnetism that was implied by the spin susceptibility, was explained
by theoretical calculations, which provided the answer to the question of how the
1D spin-chain could be formed. Based on careful structural analysis, it did the job
very well. However, this study proved the 1D magnetism rather indirectly, with
the spin susceptibility being the only experimental evidence for low-dimensional
physics. With 3D long-range antiferromagnetic ordering setting in below ∼ 9 K, it
prevents us to have an unperturbed look at low-temperature behaviour of the spin
susceptibility. Perhaps one could nd a dierent low-dimensional model, that would
t the susceptibility data equally well. In further support of 1D spin chain, we set
out to nd additional direct evidence of this interesting spin state in CsO2.
5.3 OneDimensional Magnetism in the Orthorhom-
bic Phase
In our study of magnetism in CsO2, we chose to use electron paramagnetic resonance.
This resonance technique has been broadly used to study low-dimensional quantum
antiferromagnets in the past, since it enables direct measurements of spin correlation
functions, which can be analysed with various theoretic models. A nice example of a
good theory is the study of Oshikawa and Aeck, where they employed sine-Gordon
quantum-eld theory to predict the temperature dependence of the EPR linewidth
for the one-dimensional quantum antiferromagnetic spin chain [5, 6, 54]. Therefore
we can directly compare our EPR results with this Oshikawa-Aeck (OA) theory
and hopefully get a direct evidence for the existence of 1D spin chain in CsO2.
However, the quantum-eld theory employed by OA is just one approach to de-
scribe the 1D spin chain. Another way is to employ the Tomonaga-Luttinger liquid
(TLL) theory, which is basically a universal theoretical concept of quantum physics
in one dimension, beyond the perturbation theory. Both theories employ bosoniza-
tion in the context of quantum-eld theory to derive their results for 1D spin chains,
thus representing two sides of the same coin. However, since a comprehensive 133Cs
nuclear magnetic resonance (NMR) study of CsO2 [68] conrmed 1D physics using
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the TLL theory, we shall also examine our EPR data within the TLL framework.
This approach will enable a more direct comparison between the complementary
EPR and NMR studies and hopefully add some additional insights into the nature
of the CsO2 1D spin chain system. However, before we begin to describe the re-
sults from these local-probe studies, we shall rst examine the bulk magnetization
measurements.
5.3.1 The Magnetic Susceptibility
The magnetic susceptibility data is usually the rst experimental information we
get from a magnetic study of a sample, due to the ease of access and relatively fast
measurement process of the technique. The bulk magnetic response of a system in
study oers a unique insight of the inherent magnetism. Usually, the temperature
dependence of magnetic susceptibility can give us an idea, what should other local
probe techniques most focus on. In the case of low-dimensional antiferromagnetism,
the most signicant temperature dependence feature is a maximum in the magnetic
susceptibility around a particular temperature [40]. Another important information
about the magnetism of a system can be obtained by examining the magnetic sus-
ceptibility at the lowest temperatures. This can tell us whether the system has an
energy gap in the spin excitation spectrum, should the magnetic susceptibility drop
to zero as T → 0. It turns out that most low-dimensional magnetic systems fall into
the gapped category [69].
An example of a gapless low-dimensional magnetic systems is the Heisenberg one-
dimensional spin chain [39, 40]. Here, the temperature dependence of the magnetic
susceptibility exhibits a maximum at Tmax = 0.641J/kB and has a non-zero value at
T ≈ 0. But this remains true only for a pure Heisenberg system. As soon as there
is some anisotropy present, the gap opens and the spin susceptibility falls to zero
at T ≈ 0 [40]. Therefore, this detail can be instrumental in determining the true
magnetic properties of a studied system.
In the case of CsO2, we observe the characteristic maximum in the spin suscepti-
bility temperature dependence at around 25 K (Fig. 5.8), indicating the possibility
of low-dimensional magnetism in the system. At high temperatures, the spin sus-
ceptibility monotonically increases with decreasing temperature in the 1/T fashion.
Past the maximum it starts to decrease when at 8.3 K this trend is suddenly broken
by the onset of 3D antiferromagnetic ordering. With previous studies characterizing
the CsO2 systems as a 1D spin chain, we choose to analyse the data with the 1D
spin chain model already introduced before by Feyerherm et. al [67]. This model
is an approximation of the well known Bonner-Fisher result for 1D spin chains [39].
For T > 0.25J/kB the approximation is identical to the Bonner-Fisher model, while










where C is the Curie constant and the function F (x) is found to be
F (x) =
1 + 0.08516x+ 0.23351x2
1 + 0.73382x+ 0.13696x2 + 0.53568x3
. (5.6)
We are not concerned with analysing the data below 0.25J/kB, since the long
range antiferromagnetic ordering destroys the spin chain state at 8.3 K, making
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this approximation very useful for our case. When tting the spin susceptibility
data to equation (5.5), we nd a good agreement, Fig 5.8. The t results yield
J/kB = 40 ± 0.2 K, an excellent agreement with the exchange coupling constant
value found in the Riyadi study [56]. From the extracted Curie constant we can de-
rive the eective magnetic moment µeff = 2.11µB, which is considerably larger than
the eective magnetic moment of the free electron (1.73µB). This is an indication of
orbital contribution, which, as we learned earlier, is also supported by the g-factor
analysis of the EPR data.
Figure 5.8: The CsO2 spin susceptibility temperature dependence measured by
SQUID (open circles), together with the t from Eq. (5.5) (red line). The black cir-
cles in the inset show χEPR (X-band EPR signal intensity) temperature dependence
data, again tted to the same expression as the SQUID data (red line). Dashed ver-
tical lines in the main gure and inset mark the temperature of the 3D long-range
antiferromagnetic ordering.
A similar temperature dependence as in SQUID data can also be found by
analysing the X-band EPR signal intensity data (inset in Fig. 5.8). The character-
istic maximum at T ≈ 22 K again conrms the low-dimensional quantum magnetic
state. The EPR signal intensity abruptly drops towards zero when approaching the
3D ordering temperature TN = 8.3 K. This drastic decrease of the EPR signal inten-
sity is due to large line broadening, which is manifested by the critical uctuations.
In the same manner as before, we can also t the data to equation (5.5), which yields
J/kB = 35 ± 0.5 K, a slightly lower value than found in the SQUID data. In the
EPR data there are signicant deviations from the t in the data above 50 K. This
is reasonable, since the EPR linewidth is very broad, making the signal spread over
the measuring range of the EPR spectrometer. This makes it harder to get reliable
values for the EPR signal intensity, since parts of the signal are not measurable and
are thus impossible to analyse. The deviations of the t from the data are of course
found also close to the 3D ordering transition, due to the disappearance of the EPR
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signal caused by the large line broadening.
Focusing more on the SQUID data, we notice the t is not perfect. The slight
deviation near the maximum could indicate that the model chosen does not describe
the actual quantum state. As we mentioned before, just slight deviations from
a pure Heisenberg system can make noticeable changes in the spin susceptibility
temperature dependence. To be able to condently determine the existence of spin
anisotropy in the system, we would have to be able to see, whether there is an energy
gap in the spin excitation spectrum. This is unfortunately made impossible by the
onset of 3D ordering. Therefore, from the spin susceptibility alone we are not able
to determine with certainty, if the CsO2 system is a pure Heisenberg 1D spin chain.
The 3D antiferromagnetic ordering also indicates, that the CsO2 system is not
a pure 1D spin chain. Therefore, the spin chains must be weakly coupled with the
interchain exchange coupling constant J ′. With the help of the numerical study of
3D Néel ordering by Yasuda et al., we can estimate the value of J ′ by the empirical
formula [70]




















where c = 2.233 and λ = 2.6 are numerically determined constants. This yields the
value of interchain coupling for the CsO2 system J ′ = 5.1 K. This theoretical model
does not account for possible anisotropies in the exchange interactions. While at this
point we are aware of the presence and relatively weak magnitude of the interchain
coupling and its implications, we chose to treat the CsO2 system as a pure 1D spin
chain.
5.3.2 The CsO2 NMR Study
The previously described magnetisation measurements established good foundation
for further experiments, that can unambiguously conrm the 1D spin state in CsO2.
One such experiment was a comprehensive 133Cs NMR study, that conrmed 1D
physics by using the TLL theory [68]. Being a complementary spectroscopic tech-
nique to EPR, NMR probes the investigated system via nuclear spins. This way
the NMR gives us local information about electron physics as are sensed by the
nucleus. This study was done on the same batch of CsO2 sample, as was used
also in our EPR experiments. In typical NMR experiments one usually measures
frequency-swept spectra and the spin-lattice (T−11 ) or spin-spin (T
−1
2 ) relaxation
rates. The most important ndings of this work came from the T−11 measurements,
since the data showed a power-law temperature dependence behaviour - a specic
characteristic of 1D systems, as described by the TLL theory [4, 71, 72].
In NMR, the spin-lattice relaxation rate is proportional to the low-frequency






χ′′⊥(q, ω, T )/ω, (5.8)
integrated over the Brillouin zone. Within the framework of the TLL theory, dif-
ferent correlation functions for transverse (perpendicular to the magnetic eld) and
longitudinal (parallel to the magnetic eld) spin uctuations are calculated, leading
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to dierent expressions for the dynamic spin susceptibility [4]. Here, the NMR mea-
surements of the spectra can help us to determine, which expression is relevant for
the case of CsO2. The key here is to resolve the hyperne coupling tensor A, since
the longitudinal spin uctuations couple to 133Cs through the anisotropic part of
A, and the transverse uctuation through the isotropic part. They are determined
by the shift and the width of the spectra, respectively. The 133Cs NMR measure-
ments reveal the shift to be by a factor of 20 larger than the width, thus making
the contribution of the anisotropic part of A negligible [68]. The magnitude of the
isotropic hyperne coupling constant A = −1.16 T was obtained by analysing the
Clogston-Jaccarino plot of the spectral frequency shift versus the spin susceptibil-
ity. With the isotropic part of A being dominant, it follows that only the transverse
spin uctuations will have an eect on spin-lattice relaxation rate. In the framework
of the TLL theory, the transverse dynamic spin susceptibility is in the low-energy
limit non-zero only in the vicinity of the special vector Q = π in the Brillouin zone.
Therefore, for the momentum of excitations q ∼ Q, we get























where C4 is a non-universal amplitude [4], B(x, y) is the Euler's beta function and
kB is the Boltzman constant. This result then enables us to write the expected
power-law temperature dependence for the spin-lattice relaxation rate [68, 71, 72]:
T−11 = C(K)T
1/(2K)−1u−1/(2K), (5.10)
where K is the dimensionless TLL exponent and u is the velocity of spin excitations
(in kelvin units).
With this result we can now analyse the NMR spin-lattice relaxation rate data.
As we can see in Fig. 5.9, the data can be roughly divided into two dierent
phases: the high-temperature phase spanning from room temperature down to ap-
proximately 70 K and the low-temperature phase from 70 K to 4 K. At this point
we shall focus on the low-temperature phase, but we will also comment the high-
temperature phase later. When the temperature is lowered, the spin-lattice relax-
ation rate monotonically decreases all the way down to 15 K, where it starts to
increase again due to the onset of critical uctuations. It reaches a local maximum
when the 3D order sets in at 9 K (in the 9.4 T dataset) and then experiences a rapid
decrease. For the purpose of displaying the power law behaviour of the spin-lattice
relaxation rate, the data is plotted in a log-log scale. A nice linear temperature
dependence is observed in the range from 15 to approximately 40 K. With regards
to equation (5.10), the slope is controlled by the TLL exponent K and u can be
extracted from the vertical shift of the data. Therefore, by tting the slope of the
three datasets to 1/(2K)−1, the value of K can be determined with K = 0.3 for the
9.4 T, K = 0.28 for the 4.7 T and K = 0.26 for the 2.35 T dataset. With decreasing
magnetic eld, the TLL parameter K approaches the zero-eld value of K = 0.25.
This places the CsO2 system on the Ising-like exchange-coupling anisotropy side
of the TLL phase diagram [4]. This successful analysis has one weak side though
 the linear temperature dependence of the data spans less than a full decade in
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Figure 5.9: NMR measurements of spin-lattice relaxation rate taken on warming
in three dierent magnetic elds B. Solid green, blue and red lines are ts to Eq.
(5.10). They are valid in the blue shaded region, ranging from 15 K to TTLL. The
solid grey lines in the high-temperature region (red shading) are ts to Eq. (5.12).
The arrows at low temperatures indicate the divergence in the spin-lattice relaxation
rate at the respective Néel temperatures for each magnetic eld values. The dotted
vertical line indicates a jump in T−11 (T ) due to the structural transition. The inset
shows the ratio u/K (blue circles) compared to the value obtained from Eq. (5.11)
(solid blue line) Reproduced and slightly modied from Ref. [68]
.
temperature, which makes this evidence of the TLL physics in CsO2 only quali-
tative. Using also the extracted values of the TLL parameter u, the study makes
a quantitative check by applying the special TLL relation between the ratio u/K











With the extracted value ∂µ/∂B = 0.0142 µB/T , a very good agreement is found
(inset in Fig. 5.9), thus solidifying the CsO2 system as a TLL state.
Above 70 K, in the high-temperature phase, the superoxide-ion spins in CsO2
form a simple paramagnet. For this kind of systems, a temperature and eld-
independent spin-lattice relaxation rate is expected [73, 74], leaving only the exchange-
coupling constant as the single entity that determines T−11 . From the data in Fig.
5.9 it is clear, that this is not the case in CsO2, as T−11 varies signicantly with
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magnetic eld and temperature. The magnetic elds used in the experiments are
comparable to the exchange coupling constant, so the standard derivation of T−11
must be modied by also including the Zeeman term in the spin Hamiltonian [68, 73].









where z is a number of neighbouring superoxide spins to each superoxide spin,
γ/(2π) = 5.585 MHz/T is 133Cs nuclear gyromagnetic ratio and ~ is the reduced
Planck constant. This equation explains the decrease in the spin-lattice relaxation
rate as the magnetic eld increases. Therefore, as all the other parameters are tem-
perature independent, it only leaves the exchange coupling J to be the cause of the
non-monotonic temperature dependence of T−11 . There are essentially two possible
explanations for J(T )  it is either a consequence of thermal lattice expansion or
due to the modulation of orbital overlaps by fast librations of the superoxide ions.
The former can be quickly discarded, as a thermal lattice expansion would cause a
monotonic decrease in T−11 , which is clearly not the case. By using a simple model
treating the superoxide ions as a harmonic oscillator, the NMR study found support
for the temperature dependent J(T ). This model makes it possible to transform
the J(T ) dependence into J(θ), with θ being the average tilt angle, measured from
the c crystal axis. The J(θ) dataset exhibits a maximum at θmax ≈ 5.2◦, which is
in good agreement with the superoxide ion tilt angle in the orbitally ordered low-
temperature phase [56]. This implies that with this angle, the exchange interaction
is maximised, opening the possibility of the orbital ordering being exchange-driven
[64].
The NMR study we described has successfully proven the low-temperature one-
dimensional spin chain state in CsO2 and also establish it as a TLL system. Here,
the crucial part was the observed characteristic power-law temperature dependence
of the spin-lattice relaxation rate. With the extraction of the TLL exponent K, the
spin chains in CsO2 were found to exhibit Ising-like exchange-coupling anisotropy,
shedding some light on possible explanations for slight deviation from the Heisenberg
spin chain model for χ(T ) described in the previous section. An equally interesting
discovery of this study came from the analysis of the high-temperature spin-lattice
relaxation rate temperature dependence. By postulating a temperature dependent
exchange coupling constant, J(T ), it was found that the orbitally ordered one-
dimensional spin chain state of CsO2 could be exchange-driven, as a simple harmonic
oscillator model supports this idea by discovering that the J(T ) exhibits a maximum
at roughly the same value of the average tilt angle of the superoxide ions, as is also
found in the orbitally ordered spin chain state.
5.3.3 EPR Analysis with the OshikawaAeck Theory
As we have already learned when discussing the g-factor of the superoxide ion,
CsO2 gives no detectable X-band EPR signal at room temperature and when slowly
cooling the sample, it stays EPR silent down to around Ts = 70 K, where a very
broad EPR line starts to appear in X-band EPR experiments, Fig. 5.10. As we can
see from Figs. 5.4 and 5.10, the EPR signal is centered at higher elds, which, as we
discussed before is due to superoxide ion librations. Below 60 K the EPR spectra
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become very pronounced and when the temperature is further lowered, it slowly
shifts towards g ≈ 2 eld values. Also, the EPR linewidth of the spectra decreases
with decreasing temperature and can be to a good approximation modelled with
the anisotropic g-factor line convoluted with the Lorentzian line-shape. The g-
factor and EPR linewidth both display characteristics of the uniaxial anisotropy, so
we therefore write gxx = gyy = g⊥, gzz = g‖, ∆Bx = ∆By = ∆B⊥ and ∆Bz = ∆B‖.
As we have shown before in Fig. 5.4(a), the g-factor values converge to g⊥ = 1.8886
and g‖ = 2.6963 at 15 K. We should also note here, that these values agree with
the literature data obtained for single crystals [55]. At this temperature, the EPR
linewidth reaches a minimum with ∆B‖ = 249 mT. The unconstrained t shows that
the two linewidth values for ∆B⊥ and ∆B‖ dier throughout the whole temperature
dependence by a constant factor of 2. Therefore, in the next step we used the
constraint 2∆B⊥ = ∆B‖ ≡ ∆B. The EPR linewidth ∆B is found to show an almost
linear temperature dependence between 60 and 20 K. Below 20 K, the EPR linewidth
deviates from the linear temperature dependence as it approaches a minimum at
15 K and then starts to increase again on further cooling. The low-temperature
EPR signal broadening in the vicinity of the antiferromagnetic Néel ordering is due
to the three-dimensional critical uctuations. The signal then completely disappears
below TN = 8.3 K, and another asymmetric resonance signal is found at signicantly
lower elds. For example, at 7 K this new resonance is centered at 80 mT. Since
this signal is found only below the Néel temperature, we assign it to one of the
antiferromagnetic resonance modes, as it is rapidly shifting and broadening with
decreasing temperature. In addition to this mode we also notice another extremely
weak signal at g ≈ 2.06. We believe this signal could originate from some impurity
superoxide ions or perhaps to some point defects in the antiferromagnetically ordered
magnetic lattice.
Let us now examine the temperature dependence of the EPR linewidth with
the use of the OA theory. This framework of low-temperature EPR response in
S = 1/2 one-dimensional spin chain predicts distinct temperature dependences of
EPR linewidth for the case of anisotropic exchange broadening, where ∆B linearly
increases with increasing temperature. As we can clearly see from gure 5.11, the
temperature dependence of EPR linewidth indeed shows a linear trend between
20 K and Ts, indicating that the main interaction that broadens EPR spectra is
the symmetric anisotropic exchange interaction. The rapid increase in ∆B between
15 K and TN is due to critical uctuations just before the three-dimensional antifer-
romagnetic order sets in. Considering these critical uctuations together with the
contribution from the 1D phase with symmetric anisotropic exchange [54], we t the











where kB is the Boltzmann constant. The constant ε amounts to 2 for magnetic
eld directed along the anisotropy axis and to 1 for the perpendicular case, thus
nicely accounting for the experimental observation ∆B⊥ = ∆B‖/2. Since we have
dened ∆B = ∆B‖, we use ε = 2. An excellent t of the experimental EPR
linewidth enables us to extract the parameter δ = Jz/J = 0.35, amounting to a
signicant magnetic anisotropy of Jz/kB = 12.3 K. The magnitude of the critical
uctuations is found to be ∆Bcf = 0.12 T and the critical exponent for the spin
correlation length ν = 0.6. As we can see from Fig. 5.11(a), the critical behaviour
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Figure 5.10: The temperature dependence of the CsO2 X-band EPR spectra (grey
lines), together with the Lorentzian line shape ts with uniaxial g-factor and
linewidth anisotropy (dashed lines). The solid red lines are ts modelled by the
TLL theory from Eq. (5.17). Below the Néel temperature TN = 8.3 K, the EPR
spectra disappear and are replaced by another signal, that appears at much lower
elds around 80 mT at 7 K (marked by *). We also notice a weak impurity line at
g ≈ 2.06 (marked by o). Reproduced from Ref. [34].
is not tted perfectly. We therefore choose to subtract the linear contribution to
the EPR linewidth and plot the remaining data in a log-log scale in Fig. 5.11(b).
A near-linear trend is observed, indicating a power-law temperature dependence of
the critical uctuations. The critical exponent extracted this way from the linear
t of the data is found to be ν = 0.64. This value corresponds perfectly to a 3D
Ising model of magnetic long-range order [75, 76], nicely supporting the extracted
exchange anisotropy.
In the scope of the OA theory, we can also make an estimate for the change
in g-factor. Contrary to the result for the EPR linewidth the theory predicts a
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for the eld parallel and perpendicular to the anisotropy axis respectively. Here,
g0 = 2.0023 is the free electron value. For our case of CsO2, we get an increase
of roughly 14 % in g‖ and a decrease of around 7 % in g⊥. In absolute values,
this would amount to g‖ = 2.2866 and g⊥ = 1.8601. Comparing these results with
our measured g-factor data from Fig. 5.4(a) at 15 K, where we predict that the
superoxide-ion libration eect is suppressed, we nd g‖ = 2.70 and g⊥ = 1.89. For
the perpendicular case we nd a fair agreement with the theory, however there is
still some dierence in the parallel case. This dierence is most probably due to the
eect of spin-orbit coupling.
Figure 5.11: (a) Temperature dependence of the X-band EPR linewidth, that is
obtained from the Lorentzian line shape ts. The solid red line is a t to both Eq.
(5.13) and (5.19). Dashed blue line shows the rst term in those equations, linear in
T . The dashed vertical line marks the 3D magnetic-ordering Néel temperature TN.
(b) The X-band EPR linewidth with the linear part subtracted. The logarithmic
plot reveals a power-law temperature dependence of critical uctuations. The linear
t (solid red line) is used to extract the critical exponent ν = 0.64. Partially
reproduced from Ref. [34].
This EPR analysis with the OA theory clearly shows that at least in the tem-
perature range between 20 K and Ts, the tilting superoxide ions are in a state of
a one-dimensional spin chain. However, since the NMR study we described before
employed the TLL formalism to conrm the 1D spin chain in CsO2, we shall also
examine our EPR data with the TLL model. If successful, this would be another
direct evidence of 1D physics in CsO2, thus rmly supporting the existence of this
state.
5.3.4 Analysis of the EPR Data with the Tomonaga-Luttinger-
Liquid Theory
When conducting EPR measurements, the attributes such as EPR linewidth and g-
factor can be extracted by modelling the EPR signal, which, for strongly correlated
75
Chapter 5. Onedimensional Magnetism in CsO2
electron systems such as CsO2, is the rst derivative of the Lorentzian lineshape.
With the details of the TLL framework described in Chapter 4 of this thesis, we
now examine how they can be used to model the EPR spectra of CsO2.
The EPR spectrum is given by the imaginary part of the dynamical spin sus-
ceptibility χ′′⊥(q, ω,B), at a microwave frequency ω and magnetic eld B. The
index ⊥ stands for the case where the microwave eld is perpendicular to the static
magnetic eld - the so called Faraday conguration in an EPR experiment. We
probe the system at the momentum of excitation q = 0 and at a xed resonant




ωχ′′⊥(q = 0, ω, B)V [46], where B⊥ is the magnitude of the perpen-
dicular (excitation) microwave eld, µ0 the permeability of the vacuum and V the
volume of the sample. From the Fourier transform of the spin correlation functions
from Eq. (4.31) from Chapter 4 we can calculate the dynamical spin susceptibility.
Therefore, in order to have non-zero contributions to dynamical spin susceptibility,
there have to be some spin correlations present. It turns out that within the TLL
framework, such correlations exist for 4 particular wave vectors Q in the Brillouin
zone, two for each direction of the excitation eld. Taking the Fourier transform for
a wave vector q which is close to those values, so that we may write q = Q+ δq, we
can calculate the dynamical spin susceptibility, where the value of δq is small. The
four particular values that the wave vector Q can have are π and 2πm for the trans-
verse direction of the excitation eld and 0 and π(1− 2m) for the parallel direction,
as can be seen in Fig. 4.1 from Chapter 4. Here, m is the dimensionless eld-induced
magnetization, which is related to the two TLL parameters, i.e., the dimensionless
exponent K and the velocity of spin excitations u, via m = gµBBK/πkBu. Among
these, the EPR spectrum is determined by the transverse mode with non-zero con-
tribution close to q = 0, i.e., by the mode at Q = 2πm. For this mode the dynamical
spin susceptibility takes the form [4]
χ′′⊥(q, ω, T ) =
































Here, C ′3 is the non-universal amplitude [4] and 2η = 2K + 1/(2K)− 2. In order to
satisfy the EPR resonance condition q = 0, we have to set δq = −Q, which nally
leads to
I(ω,B, T ) = − I0ωT 2ηIm[F (2 + η, k1)F (η, k2) +
+ F (2 + η, k2)F (η, k1)]. (5.17)
The signal-intensity pre-factor I0 is proportional to the electronic static spin sus-
ceptibility χ0, to B⊥ and V . The arguments k1,2 = (~ω ∓ 2gµBKB) / (2πkBT ) and
the function F (x, y) = B[(x− iy) /2, 1 − x]. With this result we next model the
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EPR spectra (Fig. 5.10) to dI(ω,B, T )/dB with I0 and K as the only free param-
eters. The global t in the temperature range 15 K ≤ T ≤ 60 K produces excellent
results, yielding K = 0.48. This value places our system on the Ising-anisotropy
part of the TLL diagram [4], which is in good agreement with the result from the
Oshikawa-Aeck theory, which also predicts the symmetric anisotropic exchange.
We also note here that deviations of the parameter K from the extracted value
broaden the spectra signicantly. Very similar results were obtained in a study of
single-wall carbon nanotubes, where the same value of K was predicted for the case
of interacting electrons in one dimension [77].
Even though this is a very good conrmation of 1D magnetism in CsO2, we would
like to go one step further and extract somehow the expression for the EPR linewidth.
Since we have the expression for the EPR spectrum, the idea is to try to nd a way
to approximate it with a Lorentzian and extract the EPR linewidth. This can be
done by rst examining the Beta functions in equation (5.17). The Beta function
can be approximated by the Stirling's approximation: B(x, y) ≈ Γ(y)x−y, where x
is arbitrary and y is xed, which hold true for our case. Using this approximation
and also noting that η  1 and kBT  ~ω, gµBB, we can simplify equation (5.17)
to a sum of two Lorentzian components, one centered at the positive and the other
one at the negative resonance eld:
I(ω,B, T ) ∼ (2πηkBT )
2





(2πηkBT )2 + (~ω − 2gµBBK)2
, (5.18)
with the full-width-half-maximum EPR linewidth 4πηkBT in energy units. Not
surprisingly, the EPR linewidth has a linear temperature dependence, just as in










and using the same parameters for critical uctuations ∆Bcf and ν as before, we
nd K = 0.48 consistent with the value of K obtained from the EPR lineshape ts.
By equating the linear coecients from OA and TLL theories, we nd a relation
between δ and K: δ2 = π4(K + 1/4K − 1). If we use a more precise value of
K = 0.4751, we get δ = 0.35, which is expectedly in very good agreement.
The Oshikawa-Aeck and the TLL theories both bosonize the spin operators
and then use the eld-theory approach to solve the problem of coupled spins in one
dimension. The main dierence is that the TLL theory provides exact solutions
for the dynamic spin susceptibilities, where on the other hand, the older Oshikawa-
Aeck theory used a perturbative approach. Due to the same starting point for both
theories, it is thus not surprising that they describe the one dimensional magnetism
in CsO2 equally well. The extracted K and δ place CsO2 on the Ising-anisotropy
side of the phase diagram, which is in contradiction with the magnetization mea-
surements, that can be tted well by the anisotropic Heisenberg spin chain model.
This discrepancy remains an open problem of this system that should be addressed
in possible future studies. The origin of the symmetric anisotropic exchange thus
also remains unclear at this point in time. Most likely it reects the fact that the
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Cs+ ions form the superexchange bridge between the nearest-neighbouring superox-
ide ions. In short, this study shows a systematic agreement of both theories with the
experimental EPR lineshape, linewidth and signal intensity, establishing the CsO2
system as a p-orbital quantum antiferromagnetic state of S = 1/2 spin chains.
5.4 Magnetism in Other Alkali Superoxides
The thoroughly investigated system of CsO2 is but one particular representative of
the Alkali superoxides family. Sodium, potassium and rubidium superoxides have
also been studied in the past, mostly in terms of their structural properties and phase
transitions [55, 78]. In the scope if this thesis, we also studied NaO2 and RbO2 with
EPR, however we were not as successful in analysing the magnetism, as we were
in the study of CsO2. Therefore, some additional experiments, analysis and result
interpretations are still ongoing in the time of writing and thus unfortunately cannot
be included. Nevertheless, we can still examine some EPR data and make at least
a qualitative comparison to CsO2 and hopefully gain some information on how the
alkali metal inuences various physical properties of the dierent superoxides. As
we will see it has an eect on crystal structure and consequently also on magnetism.
Since the electron transfer mechanism is the same for all alkali metals  i.e., they
all donate one s electron to the O2 molecule  it is probably the dierent ionic
radius that causes the changes between them. On the other hand, they all have the
superoxide ion in common, which is the source of magnetism in these compounds.
However, at the end the dierent crystal structures and phase transitions play a
crucial role on how the magnetism plays out.
5.4.1 RbO2
At room temperature, RbO2 has the same crystal structure as CsO2, with lattice
parameters a = 4.21815 Å and c = 7.00144 Å [78, 79]. A slightly smaller unit cell of
RbO2 is due to a smaller ionic radius of rubidium atom. The two systems also share
the atom and molecule position, with the superoxide ions being oriented along the
c axis Fig. 5.2. When the temperature is lowered, RbO2 undergoes two structural
transitions to orthorhombic symmetry, one at around 170 K (space group Immm)
and the other more sublte one at around 100 K to yet unknown lower symmetry [79].
It is also well established, that this system exhibits 3D long-range antiferromagnetic
ordering at 15 K [55, 79], a slightly higher Néel temperature than that found in
CsO2. Although very similar so far, our measurements and recent studies suggest
that RbO2 does not exhibit 1D antiferromagnetism in it's low-temperature phase
[79].
In the EPR experiment, the spectra rst start to appear as a very broad line
around 50 K. However, they are much too broad for a successful analysis. When
the temperature is lowered to 40 K, the EPR linewidth decreases and some analysis
is possible. Unexpectedly, we notice two additional narrow signals at g1 = 2.04 and
g2 = 1.99, superimposed on top of the main broad line, Fig. 5.12. When trying to
model the main broad spectra in the same manner as in the CsO2 case, that is with
the anisotropic g-factor line convoluted with the Lorentzian line-shape and with
the TLL expression from equation (5.17) , it does not produce satisfying results.
Surprisingly, a good t to the EPR data is produced by modelling the line with
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Figure 5.12: The RbO2 X-band EPR spectra temperature dependence (solid black
line), together with Dysonian line shape ts (solid red line). On top of the main
broad EPR signal, two additional impurity signals are detected and modelled by
pure Lorentzian line shapes.
a Dyson lineshape, which is expected in conducting materials and low-resistivity
superconductors [80]. Since Alkali superoxides are in fact Mott insulators, we used
this line-shape t only as a tool for extracting the EPR parameters' temperature
dependence. The two additional narrow lines were modelled by pure Lorentzian
lineshapes and were found to exhibit little to no temperature dependence of the
g-factor and linewidth. With further decreasing temperature, the EPR spectra nar-
row until reaching a minimum at 17.5 K, where ∆B = 686 mT, Fig. 5.13(a). When
the temperature is lowered even further, the spectra broaden again and, to our sur-
prise, continue to do so even past the known Néel temperature of 15 K. The EPR
linewidth reaches a maximum at 10 K, after which it rapidly decreases with decreas-
ing temperature, as well as the EPR signal intensity. However, no antiferromagnetic
resonance signal is observed, unlike in CsO2. The two narrow signals do not exhibit
the same behaviour, but rather experience a Curie-like temperature dependence of
EPR intensity, therefore they are most probably not part of the intrinsic RbO2 sig-
nal, but are more likely of impurity origin. Nevertheless, they could be the reason
our RbO2 sample does not seem to exhibit a 3D long-range antiferromagnetic or-
dering. Therefore, we cannot reliably analyse the low-temperature phase. However,
in the recent RbO2 study it was discussed, that, unlike CsO2, it does not form 1D
spin chains in this low-temperature state [79]. They argued that in the resolved
orthorhombic structure below 100 K, the most important tilt from the c axis of the
superoxide ions cannot be realised. As we established before, the O−2 tilt is crucial to
the formation of spin chains because it maximizes the exchange interaction, there-
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fore establishing the important zig-zag pattern of the spin chain. If the superoxide
ion stays aligned with the c axis in RbO2, there is no preferential direction for the
exchange interaction, thus preventing the formation of spin chains. Our inability to
t the EPR spectra to equation (5.17) of the TLL theory, somewhat indirectly sup-
ports this idea. Also, the t to either equation (5.13) or (5.19) of the RbO2 linewidth
data fails, mostly due to the absence of the critical behaviour near TN = 15 K. And
even though it perhaps looks like ∆B(T ) shows some linear behaviour, the regarded
temperature range is not wide enough to consider it viable.
Figure 5.13: The RbO2 X-band EPR linewidth (a) and g-factor (b) temperature
dependences of the main broad component.
Finally, by examining the g-factor temperature dependence, we notice a similar
behaviour as in CsO2, Fig. 5.13. When the spectra start to appear below 50 K, the
g-factor starts to increase from g ≈ 1.2 to the value g ≈ 1.5 at 20 K, where it settles,
until it nally increases to g ≈ 2 below 10 K. Although the starting behaviour of
the g-factor is analogous to CsO2 system, in that it indicates the slowing down of
superoxide ion's librations, it surprisingly doesn't continue to rise straight towards
the free electron value, as indicated by equations (5.1)(5.3). This could oer some
support to the previously mentioned argument, that there is no tilt of the superoxide
ion from the c axis  i.e., the librations do not freeze-out, with the average angle
from the c axis being zero. Only below 10 K they seem to nally freeze, shifting the
EPR spectra towards the g ≈ 2 value.
The magnetism in RbO2 is, despite questionable sample purity, clearly dierent
than in CsO2. The main dierence is in the low-temperature phase, where contrary
to CsO2, rubidium superoxide does not exhibit one-dimensional magnetism. They
are however similar in some basic superoxide ion properties, such as low initial
g-factor values, indicative of molecule librations, broad EPR spectra and as was
established in previous studies  low-temperature antiferromagnetic ordering. The
absence of it in our EPR measurements most probably do not show true RbO2
low-temperature magnetic behaviour, as it is most likely altered by the presence of
dierent impurities. The main reason for dierent magnetism in the two compounds
is most probably the dierent ionic radius of the alkali metal. Since rubidium has
shorter ionic radius that caesium, this results in a smaller unit cell, making the
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structure of RbO2 possibly more rigid. The deformation of the crystal structure
after the phase transition from the tetragonal to the orthorhombic phase should
thus be smaller than the one observed in CsO2. No matter how small the changes
are, they can still be crucial in determining the low-temperature magnetic state.
Thus the alkali metal most probably plays the center stage role in governing the
magnetism in alkali superoxides.
5.4.2 NaO2
Among all of the alkali superoxides, NaO2 is probably the most diverse system.
Similar to RbO2 and CsO2, it has a cubic crystal structure at room temperature
of space group Fm3m [78] with lattice parameter a = 5.5 Å. Here is where the
similarities end, as when the sample is cooled, a structural phase transition to a
dierent kind of cubic structure of space group Pa3 with roughly the same unit
cell parameters occurs around 210 K. This so-called Pyrite phase endures only to
around 170 K, when a phase transition to a marcasite phase occurs. This crystal
structure of orthorhombic space group Pnnm with lattice parameters a = 4.26 Å,
b = 5.54 Å, and c = 3.44 Å then persists down to 4 K [78].
Figure 5.14: The NaO2 X-band EPR spectra temperature dependence at high (a)
and low (b) temperatures (solid black lines). The spectra are found to be modelled
nicely by pure Lorentzian lineshapes (solid red line). At the lowest temperatures,
additional anisotropic g-factor broadened signal is detected.
In our EPR experiments, the signal starts to emerge slowly below 170 K, with a
well resolved pure Lorentzian line appearing at 150 K, Fig. 5.14(a). Similar to CsO2
and RbO2, the spectrum is also very broad and shifted slightly towards higher eld
values. With decreasing temperature, the signal becomes more pronounced and also
narrows, as it shifts towards g ≈ 2 eld values. This trend continues when below
40 K, the EPR signal starts to decrease, a trend that is reversed only below 15 K.
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The absence of the EPR signal in the high-temperature cubic phases is expected,
due to the π∗ orbital degeneracy in the highly symmetric crystal structure. This
notion is also supported by a recent theoretical study of NaO2, to which we will
make some more comparisons [81]. In the marcasite phase, the orbital degeneracy is
lifted, thus the EPR spectra appear. The pure Lorentzian lineshape is an indication
of the absence of exchange anisotropy. The recent NaO2 study supports this and
also suggests that in this phase, spin chains are formed along c direction [81]. In
our EPR study however, we see no support for this suggestion, as can be seen from
Fig. 5.15(a), no characteristic maximum in EPR intensity is observed. As we can
also see, the intensity actually decreases with decreasing temperature. There is
perhaps a possibility that we are already past the maximum in the marcasite phase
temperature range, which would imply an exchange coupling constant greater than
200 K. This is also the same conclusion brought about by the NaO2 theoretical
study, where they suggest the maximum in magnetic susceptibility should by their
calculations be around 550 K. We have to consider of course that the marcasite phase
has a nite temperature range, thus this feature would be impossible to observe by
experiment.
Figure 5.15: (a) The NaO2 X-band EPR signal intensity temperature dependence.
There is no visible maximum, that would support the 1D spin chain quantum state
in the marcasite phase. (b) The X-band EPR linewidth (open circles) and g-factor
(open diamonds) temperature dependence. No linear trend is observed in ∆B(T ) like
in 1D spin chain in CsO2. The g-factor temperature dependence shows a transition
from high temperatures, where the superoxide librations slow down on the X-band
EPR time scale, thus bringing the resonance to the g ≈ 2 range.
The formation of spin chains in the marcasite phase of NaO2 is also not evident
from the EPR linewidth temperature dependence data in Fig. 5.15(b). As we
have seen already in the CsO2 case, we would expect to see a linear temperature
dependence of the EPR linewidth, which is not the case. To be more precise, if
we truly have a case of isotropic exchange interaction, i.e. a true one-dimensional
Heisenberg antiferromagnet, then the linear temperature dependence does not hold,
since with no anisotropy the parameter δ = 0 and also the TLL exponent K equals
exactly 0.5 for the Heisenberg case, or η = 0. This however is not a good enough
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evidence to support the spin chains formation in our case. Clearly, some other
currently unknown eect is dominating in EPR lineshape broadening.
The previously mentioned NaO2 theoretical study also explores the possibility of
3D magnetic ordering around 40 K, which has also been previously suggested [78, 82].
Similar as before, we do not see any evidence of magnetic ordering from the EPR
data, only a change in the decrease of EPR intensity with decreasing temperature
is observed below 40 K. However, contrary to the CsO2 case where the EPR signal
disappeared and we also observed the antiferromagnetic resonance signal, we can
still successfully measure the EPR signal, down to 4 K. At the lowest temperatures,
a second signal is detected, however it has a resonance eld around g = 2 value,
so it therefore cannot be attributed to the antiferromagnetic resonance. We also
do not see any internal magnetic eld development from the g-factor data in Fig.
5.15(c), as was the case in CsO2. The NaO2 system shows the expected g-factor
temperature dependence, as we have seen already before, where the O−2 librations
slow down, bringing the spectra to the g ≈ 2 range.
The NaO2 system is established as the most diverse among the alkali superoxides
family. With extra structural phase transitions it creates a unique environment for
the proposed formation of spin chains in the marcasite phase. Our EPR study alone
is not able to conrm or disprove the low-dimensional magnetism in this system.
Therefore, further study is desired to share some more light on this complex problem.
Even though being perhaps the odd man out in the alkali superoxides family, it
still shares similarities in terms of the superoxide ion's physical properties, such as
characteristic librations that govern the eective splitting of the energy levels of π∗
molecular orbitals.
5.5 Conclusion
In this chapter we have presented our study of the CsO2 system. With the superoxide
ion dynamics we successfully analysed the g-factor data and with the rest of the
systematic EPR study conrmed the existence of spin chains with the use of the
OA and TLL theories. The complementary NMR study helped us to establish
CsO2 as a p-orbital system, where the interplay between lattice, orbital and spin
degrees of freedom bring about interesting physics of low-dimensional magnetism.
To learn more about the eect of the alkali metal on these superoxide systems,
we also performed EPR measurements on NaO2 and RbO2 samples. Even though
some interesting information could be extracted, additional experiments on these
systems are desired in order to have a complete picture of the alkali superoxide
family. Nevertheless, this study of electron physics of the superoxide ion denitely
shows that the same phenomena of low-dimensional magnetism as previously found
in more conventional d electron atomic systems, can denitely be found also in
molecular system of p electrons, such as CsO2.
83




Typical examples of mixed-valence systems are traditionally transition-metal com-
pounds with a common feature of the interplay of lattice, charge, orbital and spin
degrees of freedom. This in turn gives rise to interesting phenomena, such as gi-
ant magnetoresistance and superconductivity [8386]. Another notable example of
such phenomena is the Verwey transition in magnetite (Fe3O4), which occurs at
TV = 125 K. Above this temperature, magnetite has a cubic structure (space group
Fd3m), with the mixed valency state of Fe2+ and Fe3+ ions. Certain positions within
the structure are solely occupied by Fe2+ ions, and others are equally occupied by
both Fe2+ and Fe3+ ions, with notable electron hopping between them. This gives
rise to half-metallicity of magnetite above TV. When Fe3O4 is cooled below the tran-
sition temperature TV, the electron hopping freezes, with Fe2+ and Fe3+ ions being
arranged in a regular pattern, forming a charge ordered state. As a consequence,
magnetite also becomes insulating. The Verwey transition is thus characterised by a
signicant drop in conductivity and a concomitant drastic change in the charge (and
magnetic) order. By representing the rst attempts to explain the metal to insulator
transition in the mixed valence compounds, it is thus of great historical importance
[87, 88]. However, in recent years, this model has been challenged [89, 90], and as
it turned out, the charge order pattern is more complex [91].
The alkali sesquioxides are a special family of alkali-oxides mixed-valence com-
pounds and have proven to be good model systems for studying interplay between
lattice, charge, orbital and spin degrees of freedom [35, 36]. In our study we focused
on two representatives, Cs4O6 and Rb4O6, to which we will refer to as A4O6 (A =
Cs, Rb). Both systems are π-electron molecular systems, rich in interesting physics
like the Verwey-type charge ordering structural transitions. We have discovered that
while Cs4O6 does not reveal any additional phenomena at low temperature, Rb4O6
experiences another transition into an orbitally ordered state, that in turn drives
the formation of the low-temperature spin-dimer magnetic ground state [35, 92].
In this chapter, we shall examine those phenomena as they occur with regards to
decreasing temperature.
6.1 Charge Ordering and Verwey Transition
The alkali sesquioxides have a simple cubic structure (space group I 4̄3d) at room
temperature, Fig. 6.1(a). Here, the four alkali metals each donate one electron
to the three oxygen molecules. Because all oxygen sites are crystallographically
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Figure 6.1: (a) The A4O6 high-temperature charge-disordered cubic crystal structure
of space group I 4̄3d, with the alkali metal atoms shown in purple colour and the
oxygen O2 units in red. (b) The A4O6 low-temperature tetragonal crystal structure
of space group I 4̄, with charge-ordered oxygen units O−2 and O
2−
2 shown in blue and
red respectively. Reproduced and slightly modied from Ref. [36].
equivalent, one electron is left delocalized, creating a state of average charge O−4/32 .
At around 260 K, the structural transition to a tetragonal state [Fig. 6.1(b)] lowers
this symmetry, and the fourth electron is localized, forming the mixed-valence state
of superoxide (O−2 ) and peroxide (O
2−
2 ) ions in the ratio 2:1. This is conrmed
for example by the powder neutron diraction (PND) measurements on Cs4O6 [92,
93], performed at Helmholtz-Zentrum Berlin by M. Reehuis and A. Hoser. Here,
the Rietveld renement of the PND pattern at 375 K is consistent with the cubic
structure of space group I 4̄3d and lattice parameter a = 9.9116 Å, Fig. 6.2 top.
The OO bonds of the oxygen units are aligned with the three crystallographic
axes and have identical bond lengths of 1.35 Å. This implies that on average, all
oxygen units are in the same state of O−4/32 , conrming the charge delocalization.
When the Cs4O6 sample is slowly cooled, it undergoes a structural transition at
around 260 K, changing to the low-temperature tetragonal structure of space group
I 4̄ with a = b = 9.1196 Å and c = 10.9251 Å, Figs. 6.1(b) and 6.2 bottom. Here,
dierences of the OO bond lengths are observed. The O2 units that are aligned
with the direction of the c axis have the OO distances of 1.53 Å, characteristic
of the peroxide O2−2 ions. Tilting from the c axis by 17
◦ are the superoxide O−2
ions of OO bond length 1.31 Å. This means that the charge ordering of the fourth
electron leads to a mixed-valence state with localized electrons. Interestingly, when
the temperature is raised slowly back towards high temperatures, the tetragonal
structure persists almost to 320 K, forming a broad hysteresis of around 50 K, Fig.
6.3. The reason for that is the reorientations of O2 molecules are rather large and
are thus energetically costly.
In order to shed some additional light on the charge-ordering phenomena, the
expected hyperne elds were calculated both for the high-temperature cubic phase
and the low-temperature tetragonal phase with the use of density functional the-
ory (DFT) by M. Komelj. In all cases, except for the O2−2 sites in the tetragonal
phase, the hyperne elds were in the range of ∼ 102 MHz (Table 6.1). These
ndings are closely tied to the study of charge ordering phenomena with the use of
NMR spectroscopy. Here, support for the charge ordering can also be found with
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Figure 6.2: Neutron powder diraction patterns for Cs4O6 at 374 K (top) and 2 K
(bottom), rened for cubic I 4̄3d and tetragonal I 4̄ space groups respectively. Black
points are the measured data, red lines the calculated rened pattern and the blue
line is the dierence. Reproduced from Ref. [35].
the help of the 17O (I = 5/2) NMR measurements. In the high-temperature cubic
phase, the 17O enriched Cs4O6 sample shows no NMR signal, Fig. 6.4(a). This is in
good agreement with the DFT calculations, since large hyperne elds, which are
caused by charge delocalization, make any 17O NMR spectra practically unobserv-
able. When the temperature is lowered, the NMR signal starts to appear at around
240 K with a characteristic quadrupole powder line shape of the nuclear central tran-
sition 1/2←→ −1/2. We assign this signal to the peroxide O2−2 units, since the O−2
sites are undetectable, due to large hyperne elds, emerging from the interactions
between the electronic moment an the 17O nucleus. Similarly as was observed in the
PND measurements, on warming, the tetragonal NMR signal can still be measured
even above 240 K, when it nally disappears slightly below 320 K [Figs. 6.4(b) and
6.5]. The hysteresis is comparable to that found in the PND measurements, thus
rearming that the observed signal is exclusively from the peroxide anions of the
tetragonal phase.
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Figure 6.3: The Cs4O6 temperature dependence of the lattice parameters acub of
the cubic phase and atet an ctet of the tetragonal phase, as measured by PND. The
transformation from cubic to tetragonal phase begins at 264 K when slowly cooling
the sample, and completes at 213 K. When the sample is later slowly heated back
to high temperatures, the tetragonal phase transforms back to the cubic phase at
315 K, forming a large hysteresis of around 50 K. Reproduced from Ref. [35].
Table 6.1: The 17O contact hyperne eld A as calculated by DFT for Cs4O6. The
tetragonal phase oxygen sites O1 and O2 correspond to O2−2 and sites O3 and O4
to O−2 . In the cubic phase, all oxygen sites are equivalent.






Complementary to the NMR measurements, in EPR experiments on Cs4O6 only
paramagnetic superoxide ions can be detected. The same as was observed in the
NMRmeasurements, the EPR experiment also shows no signal at room temperature.
This complies nicely with the charge delocalization in the high-temperature cubic
phase, where the charge uctuations broaden the EPR spectrum beyond measure-
ment capabilities. When conducting a slow cooling experiment, a very broad EPR
spectrum starts to appear at ∼ 200 K, Fig. 6.6(a). The origin of the signal are the
localized superoxide ion's electrons in the tetragonal phase. The reason for the EPR
signal appearing at lower temperatures than NMR signal, could be some residual
charge uctuations not yet frozen in, or librations of O−2 molecules that can shorten
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Figure 6.4: Temperature dependence of the Cs4O6 17O central transition 1/2 ↔
−1/2 NMR spectra measured on cooling (a) and on warming (b). On cooling, the
NMR spectra appears at 240 K and on subsequent warming, it disappears slightly
below 320 K. Reproduced from Ref. [35].
the relaxation times and broaden the spectra. With decreasing temperature, the
linewidth of the EPR spectra decreases and reaches approximately ∆B = 0.4 T at
150 K, Fig. 6.6(b). On further cooling, the EPR linewidth remains fairly constant
down to 50 K, where it starts to decrease again, reaching ∆B = 0.31 T at 4 K.
During warming, the EPR parameters retrace the values obtained during cooling.
However, similarly as in the NMR experiment, the EPR spectra can be followed
well above 200 K. Despite signicant broadening, it can be reasonably analysed
up to 250 K and roughly followed above 270 K, after which it soon broadens so
much that it blends with the background. If the large EPR broadening in the high-
temperature cubic phase is caused by the charge uctuations, the same cannot be
said for the broadening in the tetragonal phase, since there NMR already established
charge localization. Moreover, the Curie-like behaviour of the EPR intensity is also
consistent with paramagnetic localized electrons, Fig. 6.6(c). Therefore, the cause
of large broadening above 250 K on heating, can be either due to enhanced O−2
molecule librations or due to orbital uctuations of the split π∗ molecular orbitals
of the superoxide ions, since they have been reported to cause the disappearance of
the EPR signal for Jahn-Teller active transition metal compounds [94]. The same
eect could be the cause for the absence of the EPR signal on cooling below 260 K.
The powder neutron diraction structural investigations, together with the EPR
and NMR spectroscopic techniques, established the structural transition from the
high-temperature cubic phase to the tetragonal phase as a charge-ordering transi-
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Figure 6.5: The 17O and 87Rb NMR intensity for Cs4O6 (open circles) and Rb4O6
(solid circles) respectively. The measurements taken on cooling are shown in blue
and measurements taken on warming after slow cooling in red. The full and dashed
lines are guides to the eye for Cs4O6 and Rb4O6 respectively.
tion, forming a mixed-valence state of peroxide and superoxide ions in Cs4O6. The
observed large hysteresis indicates, that this transition is of the rst order, which is
one of the main characteristics of a Verwey transition in mixed-valence compounds.
However, in order to fully conrm it, we also need to examine the conductivity
temperature dependence. The conductivity was measured at the Justus Liebig Uni-
versity of Giessen, Germany, by impedance spectroscopy of pressed pallets. The
large intermolecular distances causing weak electron wave function overlap between
neighbouring O2 units and the on-site electron correlations, are the cause of the in-
sulating nature of A4O6 [95]. Therefore, the conductivity values of 6.9× 10−8 S/cm
and 4.1 × 10−10 S/cm in cubic and tetragonal phase are several orders of magni-
tude smaller than that for example in Fe3O4 with room temperature conductivity of
around 0.005 S/cm [87]. The obtained Arrhenius plot of conductivity for Cs4O6 in
Fig. 6.7 shows a thermally activated behaviour, when slowly cooling the sample. Be-
tween 260 K and 240 K when the structural transition takes place, a signicant drop
of conductivity by more than two orders of magnitude is observed. After the drop,
the data once again follows the activation behaviour with the same activation energy
of EA ∼ 0.50 eV down to 210 K, after which the measurements are not valid due
to the low conductivity. When the sample is then slowly heated back towards high
temperatures, the same activation behaviour is observed, and a similar hysteresis as
in PND, NMR and EPR experiments is found also in the impedance measurements.
We can thus clearly claim, with the signicant jump in the conductivity, the previ-
ously described charge ordering and together with the large hysteresis, that Cs4O6
indeed experiences a Verwey-type charge ordering structural transition.
With the help of the above spectroscopic methods, we are able to also obtain
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Figure 6.6: (a) Cs4O6 X-band EPR spectra temperature dependence taken on slow
cooling (blue) and slow warming (red). For T = 50 K and T = 100(190) K, the
spectra are for viewing purposes multiplied by factors of 20 and 70 respectively. (b)
Temperature dependence of the EPR linewidth on slow cooling (blue circles) and
slow warming (red circles). The purple region at high temperatures indicates the
range where the superoxide ion's dynamics are fast on the X-band EPR time scale.
(c) The Curie-like behaviour of the EPR intensity with the inset showing the linear
1/χEPR temperature dependence with some subtle anomalies. Reproduced from Ref.
[35].
some information on charge dynamics in Cs4O6. First, we can calculate the electron
mobility ue from the conductivity data by the relation ue = σ/ne0, where σ is the
measured conductivity, e0 is electron charge and n is the charge carrier density. For
the case of Cs4O6 (and actually also Rb4O6), the electron responsible for conductivity
is the fourth electron on the O2−2 ion. Since we nd four of them in the unit cell, that
gives us n = 4/Vcell. The conductivity comes from the fourth electron "jumping"
from one O2 unit to another. Therefore, we could estimate the jump frequency
from the diusion coecient, which is dened as D = 1/6a2ω. Here, a is the jump
distance, taken as the shortest intermolecular distance between the O2 units and ω






Therefore, the electron jump frequencies are ωC/2π ≈ 1 GHz and ωT/2π ≈ 1 kHz
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Figure 6.7: Cs4O6 (open circles) and Rb4O6 (solid circles) Arrhenius plots of con-
ductivity. The activation behaviour and jumps in conductivity are clearly visible
in both data sets. The color red represents the cubic phase and blue the tetrago-
nal phase. Arrows indicate the direction of measurement for cooling and warming.
Reproduced from [36].
for the cubic and tetragonal phases respectively, which correspond to time scales of
τC = 10
−9 s and τT = 10−3 s.
Setting the jump frequencies helps us to understand the disappearance of NMR
and EPR spectra in the cubic phase. NMR experiments probe charge and molecular
dynamics on the time scale of τNMR ∼ 10−6 s. From this we can say that charge
dynamics in Cs4O6 in the cubic phase occur on a shorter time scale, since NMR
experiment "sees" delocalized charges. In the tetragonal phase however, the time
scale of the relevant charge dynamics can be longer, since charge localization is
conrmed on the NMR time scale. In X-band EPR experiments with τEPR ∼ 10−10 s
charge localization is also conrmed in the tetragonal state, thus providing us with
no new information. However, since in EPR the cubic phase is also delocalized, we
therefore have a new upper limit for the charge dynamics time scale. Additional
information can be obtained from the Raman measurements in the cubic phase (see
Fig. A.1 in Appendix A). On the time scale of τR ∼ 10−13 s, we observe nicely dened
separate vibrational peaks corresponding to the oxygen-oxygen stretching modes of
superoxide and peroxide ions, proving charge localization on the Raman time scale.
This serves as an upper limit of the charge dynamics in the cubic phase. The results
of the time-scale analysis are illustrated in Fig. 6.8. Finally we can conclude that
the time window for charge dynamics in the cubic phase ranges between ∼ 10−9 and
∼ 10−13 s, whereas in the low-temperature tetragonal phase it is between ∼ 10−6
and ∼ 10−3 s.
The above realization of the Verwey transition and charge dynamics investiga-
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Figure 6.8: (A) Illustration of charge dynamics time scales in Cs4O6, as detected
by the dierent experimental methods. Orange/blue shading indicate regions where
charge delocalization/localization is observed be respective spectroscopic probes.
(B) Example NMR spectra in the charge delocalized (top) and localized (bottom)
phases. (C) Drastically broadened EPR spectrum in the charge delocalized phase
(top) and a measurable broad EPR signal in the charge localized tetragonal phase
(bottom). (D) Illustration of charge delocalization in the cubic phase (top). The or-
ange shaded area represents the wave function of the fourth electron, spread over the
three O2 molecules in the formula unit. In the charge-ordered tetragonal phase, the
fourth electron is localized and its wave function spreads only around the O2−2 unit
(blue shaded area). This leaves the other two oxygen units to become paramagnetic
O−2 superoxide ions. Reproduced from Ref. [35].
tion in Cs4O6, also holds true for Rb4O6. Rubidium sesquioxide PND studies conrm
that, similar to Cs4O6, it undergoes a structural transition from the cubic (space
group I 4̄3d) to tetragonal (space group I 4̄) crystal structure. From the PND ex-
periments it is evident, that rst fractions of tetragonal phase begin to appear at
290 K on cooling and even at extremely slow cooling procedure, a fraction of around
2 % of cubic phase is still present at 2 K (see Figs. A.2 and A.3(a) in Appendix
A). This slightly incomplete transformation is due to the fact that the transition
involves large reorientations of the O2 units, which can kinetically hinder the pro-
cess. In the tetragonal structure, the O2−2 peroxide ions remain oriented along the
crystallographic c axis and the superoxide ions are tilted away from this direction
by the angle β = 20◦, which is slightly larger that β = 17◦ found in Cs4O6. The
cubic-to-tetragonal transition is again of the rst order, since the large molecular
reorientations cause a large thermal hysteresis of ∼ 100 K, as evident from the PND
experiment mentioned above. These reorientations are most likely also the main
reason for the deviations of magnetic susceptibility from the Curie-Weiss depen-
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dence of previously studied sesquioxides [59]. In a quench-cooling experiment to the
lowest temperatures we are able to freeze-in the high temperature cubic phase, a
fact that conrms that the orientations of O2 units are indeed sluggish, since they
require sucient time to completely rearrange (see Fig. A.3(b) in Appendix A). The
frozen-in cubic phase on warming completely transforms to the more stable tetrago-
nal phase at around 160 K. The low-temperature tetragonal phase transforms back
to the cubic phase at around 370 K, irrespective to sample thermal history.
Very similar to Cs4O6, the PND renements of the high-temperature cubic phase
conrm the charge delocalization with the O2 units occupying the same Wycko
position and the same OO bond length of 1.35 Å. The PND renement of the
tetragonal phase at 100 K reveals charge localization with separate O−2 and O
2−
2
entities with OO bond lengths of 1.31 and 1.52 Å respectively. The OO bond
lengths for the cubic phase and that of the O−2 molecules in the tetragonal phase are
relatively similar. This can be approximately explained by understanding the OO
bond length in the cubic phase as an average, since the fourth electron is delocalized
on the PND time scale. In a localized picture we have at every moment two O−2
molecules to one O2−2 , therefore their average bond length is 1.38 Å, which is close
enough to 1.35 Å.
Figure 6.9: The temperature dependence of 87Rb NMR spectra, measured for Rb4O6
powder. The horizontal baseline for each spectrum indicate the temperature of the
measurement. The spectra measured on slow cooling (left) and slow warming (right)
are color-coded, with red indicating the cubic phase and blue the tetragonal phase.
Reproduced from Ref. [36].
This structural transition accompanied by charge ordering in Rb4O6 can also be
classied as a Verwey-type, the same as in Cs4O6. For example, we can also observe
a jump in conductivity from the impedance measurements, Fig. 6.7 by more than
two orders of magnitude at the point of the structural transition, together with a
large hysteresis of around 100 K, when the sample is warmed back up. And, also
similarly as in Cs4O6, the freezing of charge dynamics can be detected by local probes
NMR and EPR on their respective time scales. Similarly as in the Cs4O6 case, the
87Rb (I = 3/2) NMR measurements showed no signal at room temperature in the
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cubic phase, Fig. 6.9. The absence of the signal is again due to the strong reduction
of relaxation times, that are caused by rapid charge uctuations, which strongly
modulate the quadrupole and hyperne couplings. The 87Rb NMR spectra start
to emerge below 250 K when slowly cooling the sample from room temperature.
Here the relaxation rates are suppressed by the freezing of charge dynamics with
the onset of charge ordering in the tetragonal phase. Similarly as in the PND and
conductivity measurements, a large hysteresis of around 100 K is also observed in
the NMR experiments, as the tetragonal phase persist up to around 370 K (Figs. 6.5
and 6.9), when conducting the experiments on slow warming. Complementary to
the NMR measurements, in the X-band EPR experiments, the EPR signal appears
as a very broad Lorentzian line on slow cooling below 250 K [Fig. 6.10(a) and (b)],
providing additional evidence for the structural and charge ordering transitions in
Rb4O6. In close analogy to Cs4O6, the time scale analysis of the charge localization
dynamics illustrated on Fig. 6.8, also applies to the rubidium sesquioxide case.
Figure 6.10: (a) The temperature dependence of the Rb4O6 X-band EPR signal in
the tetragonal phase. (b) The appearance of the X-band EPR spectra at the tran-
sition from cubic (red) to tetragonal (blue) phase. (c) Temperature dependence of
the EPR linewidth (open blue circles) and g-factor (solid blue diamonds). The blue
shaded area at high temperatures indicates measurement uncertainty. Reproduced
and slightly modied from Ref. [36].
6.2 The Second Structural Transition and Orbital
Ordering in Rb4O6
Down to∼ 100 K, both Cs4O6 and Rb4O6 show analogous behaviour. They adopt the
same high-temperature cubic structure and undergo a Verwey-type charge ordering
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transition to the I 4̄ tetragonal structure. However, when the temperatures are
lowered below ∼ 100 K, their physical properties start to dier. From this point
forward we shall focus solely on Rb4O6, since it shows additional phenomena that
are absent in Cs4O6.
A high resolution PND experiment (performed at Helmholtz-Zentrum Berlin by
M. Reehuis and A. Hoser) reveals the emergence of additional peaks below 92 K,
indicating a second structural phase transition in Rb4O6. This is demonstrated
nicely by comparing the powder patterns collected at 107 K an 3 K in Fig. 6.11(a),
with prominent superstructure reections being present. These appear at Ts = 92 K,
as is evident by the 311 reection in Fig. 6.11(a) and (b). It is interesting to see that
all other peaks remain the same, therefore this transition is indeed very subtle. The
PND pattern can be successfully rened in the P 4̄ space group, conrming minimal,
but important loss of I-centering symmetry. In this case it means the loss of four
two-fold screw axes and four four-fold inversion axes. As a consequence, the oxygen
atoms of the the O−2 units are able to vary independently, eectively producing
two dierent O−2 , with one turning clockwise and the other anticlockwise in the xy
plane. Also, the tilting angles β change from 20◦ to ∼ 28◦ for both units. The
alterations then also cause the change in the shortest intermolecular O−2 distances.
As seen in Fig. 6.11(c), in P 4̄ these further split into two dierent lengths, reecting
nicely the observed symmetry breaking. This means that the structural transition
at Ts should lead to a change in the orbital overlap, which could in turn favour one
particular orbital-ordering pattern, since the active π∗ orbitals, which are pointing
perpendicular to the OO axis, are highly dependent on these distances.
The structural transition from I 4̄ to P 4̄ is further reected in the magnetic
properties probed by NMR and EPR. The 87Rb NMR spectra in the I 4̄ tetragonal
have a characteristic quadrupolar line shape with anking singularities separated
by 300 kHz. The loss of singularities' sharpness and line broadening is observed,
as the temperature is lowered, with a change in the line shape occurring at around
Ts. The singularities become undened and the whole spectrum experiences very
large line broadening (Fig. 6.9). This suggests a change in the hyperne elds while
the loss of singularities suggests a structural distortion that has an eect on the
quadrupole interaction (Eq. (3.21)) via electric eld gradient. More information on
spin dynamics through this transition can be gained by looking into the spin-lattice
and spin-spin relaxation rates of 87Rb NMR. In analogy to all other alkali oxides, the
spin-lattice relaxation rate at rst increases with decreasing temperature, Fig. 6.12.
At the temperature of the structural transition Ts, the spin-lattice relaxation rate is
abruptly suppressed and it then continues to monotonically decrease down to 5 K.
The spin-spin relaxation rate has an identical temperature dependence, diering in
the absolute value only by a factor of 5. Therefore, the same local-eld uctuations
with very short correlation times that are of pure magnetic origin, govern the spin-
spin and spin-lattice relaxation rates that suddenly change at Ts. In contrast, the
spin-lattice relaxation rate in Cs4O6 shows only monotonic increase to the lowest
temperatures until it begins to slow down on the NMR time scale. We stress that
the structural transition at Ts = 92 K is absent in the Cs4O6 case.
The temperature dependence of 1/T1 is initially very similar to that found pre-
viously in CsO2 [Fig. 5.9, also shown in inset to Fig. 6.12(a) and in Ref. [68]].
This leads us to understand, that similar physics govern the 1/T1 response in both
systems. As we have learned before, at high temperatures the superoxide ion libra-
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Figure 6.11: (a) High-resolution PND patterns of Rb4O6 measured on the E6 instru-
ment (λ = 2.426 Å) at 107 (black) and 3 K (blue). There are additional primitive
reections visible at 3 K, following the extinction rule h+k+ l = odd. They are for-
bidden in the Icentered tetragonal structure obeying the rule h+k+l = even. This
clearly indicates the symmetry breaking. (b) The temperature dependence of the
PND patterns , focusing on the superstructure reection 311. This additional peak
emerges below 90 K. (c) The shortest distances in Åbetween superoxide molecules
in the high-temperature I 4̄ (top) and low-temperature P 4̄ tetragonal structure. It
can be seen that the quadrilateral polygons in I 4̄ comprise of symmetry equivalent
oxygen atoms, which results in the same lengths of the edges for both sets of poly-
gons. In the P 4̄ however, due to the symmetry breaking, the degeneracy of the
intermolecular distances is lifted for one of the polygons. Reproduced from Ref.
[36].
tions in CsO2 modify the exchange coupling constant, which is responsible for the
characteristic temperature dependence of 1/T1 in this region. When these librations
nally freeze-out at the onset of the structural transition to the orthorhombic phase,
the O−2 dumbbells tilt. This lifts the degeneracy of molecular orbitals and promotes
the particular orbital ordering, leading to the formation of antiferromagnetic spin
chains. Therefore, it is highly possible that similar librations in Rb4O6 are respon-
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Figure 6.12: The 5/T1 (solid cirlces) and 1/T2 (open circles) temperature depen-
dencies for Rb4O6. The inset shows the spin-lattice relaxation rate temperature de-
pendence of CsO2 for comparison (data taken from Ref. [68]). (c) The spin-lattice
relaxation rate of Rb4O6 plotted versus 1/T in logarithmic scale. The observed lin-
ear trend indicates thermally activated behaviour. The linear t (solid blue line)
below 70 K yield a spin gap ∆s/kB = 9 K. Reproduced from Ref. [36].
sible for the 1/T1 temperature dependence above Ts and also that their freeze-out
at this temperature is also accompanied by the formation of π∗ orbital order.
The temperature dependence of 1/T1 below Ts shows signs of thermally activated
behaviour. Indeed, by plotting 1/T1 in the logarithmic scale versus 1/T it shows a
straight line for T ≤ 70 K [Fig. 6.12(b)]. This is characteristic of the opening of an
energy gap in the low-energy spin excitations spectrum. The size of the spin gap
can be extracted, by tting this data to the expression
1/T1 = A exp [−∆s/kBT ] , (6.2)
yielding ∆s/kB = 8.5± 0.3 K. This gap value corresponds to the data measured in
the magnetic eld of 9.39 T. This is solely the property of Rb4O6 since no spin gap
behaviour could be observed in Cs4O6 and also in CsO2, where the orbital ordering
leads to 1D spin chains with the gapless TLL state. Therefore, the magnetic ground
state in Rb4O6 is fundamentally dierent, with a new kind of low-temperature orbital
ordering, that leads to a state with dominant antiferromagnetic interactions and a
spin gap in the excitation spectrum.
The complementary X-band EPR measurements nicely support the NMR results,
since anomalies in the g-factor and EPR linewidth are also found at Ts, Fig. 6.10(c).
Here, g-factor experiences a drastic increase in a temperature interval of only 15 K
around Ts. The tilting of the superoxide ions at the structural transition thus causes
the increase from the high-temperature tetragonal state value of 1.8714 to 1.9997
in the low-temperature tetragonal phase. This is in agreement with the known fact
that the g-factor tensor depends on the splitting of the π∗ orbitals [58]. On the
other hand, the EPR linewidth meanwhile decreases from ∆B = 600 mT at 95 K
to ∆B = 450 mT at 80 K. Because the EPR linewidth is in the exchange-narrowing
limit that is given by ∆B ≈ M2/J [96] (M2 is the second moment of the magnetic
anisotropic interactions), the observed change is due to the modied value of the
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exchange coupling constant, brought about by the new orbital order in the low-
temperature tetragonal phase. This is thus a good evidence of interplay between
structural and orbital order on one side and the emerging new spin state on the
other.
6.3 Coupling of the Magnetic Properties in Rb4O6
to the Orbital Order Below Ts
The most characteristic feature in Rb4O6 is the observed maximum in the molar mag-
netic susceptibility, χm(T ). It is observed at Tmax = 15 K, well below Ts and deep
within the low-temperature tetragonal phase, Fig. 6.13(a). When the temperature
is further lowered, the susceptibility is rapidly suppressed and at the lowest temper-
atures it exhibits an upturn. We attribute this low-temperature Curie behaviour to
single O−2 paramagnetic defects of the residual charge and orbitally disordered cubic
phase, since in our quench experiments, where the high-temperature cubic phase is
frozen-in, a signicant Curie tail at the lowest temperatures is observed, as is evident
from EPR data in inset to Fig. 6.13(a).
The EPR signal intensity measured in the tetragonal phase, also shows a pro-
nounced maximum at Tmax, with the EPR signal rapidly disappearing at lower tem-
peratures, Fig. 6.13(a). This is due to the opening of a spin gap, as was discussed
previously. At the lowest temperatures, the disappearing main signal is replaced by
a narrower signal with a small axially-symmetric g-factor anisotropy (g⊥ = 1.9757
and g‖ = 2.311), Fig. 6.10(a) and Fig. A.4 in Appendix A. The intensity of this
signal increases as 1/T , therefore the origin of this signal is most probably due to
some structural uctuations with the fourth charge being localized on the "wrong"
O2 unit, forming a paramagnetic defect. As we mentioned before, the transition
from the cubic to tetragonal phase is a sluggish one, due to large energy dierences
between two distinct orientations. Therefore, it would be quite possible that perhaps
a few O2 units fail to make the ip from the original cubic orientation to the tetrago-
nal one, thus realizing the observed paramagnetic defect signal at low temperatures.
This is reminiscent of the so-called trimerons in the canonical Verwey system Fe3O4
[91]. These paramagnetic defects are to be dierentiated from the possible remnants
of the cubic phase at low temperatures, as is evident from the observed Curie tail
in susceptibility measurements. In our control X-band EPR experiment, where we
measured the frozen-in cubic phase by quench cooling the sample from 400 K, it is
evident that the low-temperature cubic signal diers signicantly from the observed
defect in the tetragonal phase. As can be seen in Fig. 6.14, the cubic signal is by a
factor of ∼ 100 broader than the g-factor broadened low-temperature signal in the
tetragonal phase, measured with the slow-cooling protocol.
In the pure superoxides RbO2 and CsO2, the magnetic moments exhibit long-
range 3D antiferromagnetic ordering [Ref. [79] and Figs. 5.9, 5.10 and 5.11]. How-
ever, as the PND measurements imply [Ref. [92] and Figs. 6.2 and A.2], there is no
evidence of long range antiferromagnetic order in Cs4O6 and Rb4O6. In Rb4O6 this
is also conrmed by the absence of any kind of oscillations in the zero-eld (ZF) µSR
asymmetry AZF(t), measured down to 1.6 K. It exhibits a stretched-exponential type
of decay, the origin of which, when taken literally, is a dilute array of dynamically
uctuating superoxide ion spins in the vicinity of the muon stopping site. A possible
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Figure 6.13: (a) The molar spin susceptibility temperature dependence obtained
from bulk magnetization measurements (solid circles). The open circles show the
spin susceptibility, obtained from EPR signal intensity measurements. An isolated
dimermodel (Eq. (6.3)) with small paramagnetic contribution is tted to the mag-
netization data (solid red line). The orange line is an isolateddimermodel t alone
to the EPR data. Similar model with a small DM interaction of 2.5 K is plotted with
black line. The lower-left inset shows the inuence of this model at low-temperatures.
The upper right inset shows comparison between the tetragonal (blue circles) and
cubic phase (green circles) EPR spin susceptibilities. (b) The Rb4O6 powder µSR
asymmetry A(t) measured at 1.6 K in zero eld (solid blue circles) and transverse
eld (open blue circles) experiment. Any static order of the superoxide moments is
ruled out by the absence of any kind of oscillations in zero-eld asymmetry AZF, ex-
hibiting a stretched exponential relaxation. Reproduced and slightly modied from
Ref. [36].
way for this dilute array of spins to be realized, is by the formation of an S = 0
spin ground state, where occasional unpaired spins exist in random locations. This
spins could originate from the possible unsuccessful structural transformations as
mentioned before. The ZF µSR asymmetry can be tted to a relaxation function
of the form AZF = A0 exp[−(λt)β] [Fig. 6.13(b)] with relaxation rate λ = 0.046
µs−1 and the stretching exponent β = 0.54. The initial asymmetry A0 is deter-
mined from the transverse-eld (TF) µSR measurements at 1.6 K. In the magnetic
eld of BTF = 2 mT the µSR signal oscillates with expected full initial asymmetry
A0 = 0.238 and frequency ν = 273.6 MHz [Fig. 6.13(b)]. This also proves that no
long range magnetic order is present, since the oscillating frequency nicely matches
the Larmor frequency of the applied eld transverse eld, i.e. νTF = γµBTF/2π.
Here, γµ = 2π · 135.5 MHz/T is the muon gyromagnetic ratio. The µSR experiment
also reveals, that O−2 spins preserve dynamic nature down to the lowest tempera-
tures. This is evident from the absence of a Kubo-Toyabe-like dip [50] in AZF(t) up
to 15 µs, limiting any disordered static local elds at the muon stopping sites below
∼ 0.1 mT.
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Figure 6.14: The Rb4O6 cubic phase X-band EPR spectra, taken on warming after
quench-cooling the sample from 400 to 3.4 K. A very large spectral linewidth is
observed, which increases with increasing temperature.
Although similar regarding the absence of long-range magnetic order, Cs4O6
and Rb4O6 dier signicantly in their magnetic ground states. This is apparent
from the low-temperature magnetic susceptibility χm(T ), where a broad maximum
is found for Rb4O6 in contrast to Curie-like behaviour in Cs4O6. Here, the second
structural transition at Ts and subsequent orbital order are absent so no opportunity
is provided for the formation of the gapped low-dimensional magnetism, observed in
Rb4O6. The most simple realization of such a system is the case of isolated dimers,
which form a gapped singlet ground state. Therefore, we rst attempt to model the
molar magnetic susceptibility by the Bleaney-Bowers (BB) expression [41]
χm(T ) =
8C1/2
T (3 + exp(J/kBT ))
, (6.3)
where J is the exchange coupling constant between pairs of spins forming the isolated
dimer and C1/2 = NAµ0µ2Bg
2/(4kB) is the Curie constant for S = 1/2. This model,
together with a small Curie contribution ts the χm(T ) data almost perfectly [Fig.
6.13(a)], with an unconstrained t yielding J/kB = 25± 0.3 K. The obtained Curie
constant C = 0.49 matches the expected C for the eective magnetic moment µeff =
1.98µB, which is in very good agreement with µeff = 1.95µB, that is obtained from
the Curie-Weiss analysis of the susceptibility in the range between 50 and 120 K (See
Fig. A.5 in Appendix A). In Fig. 6.13(a) we can see that the EPR signal intensity
data [χEPR(T )] falls towards zero as T → 0, which fully complies with the previously
observed spin gap. The same as for the magnetization measurements data, we can
also t χEPR(T ) to Eq. (6.3), yielding the exchange coupling constant J/kB =
23± 0.3 K. With all this magnetic data we can safely say, that the low-temperature
magnetic state of Rb4O6 is comprised of spin dimers, formed of antiferromagnetically
coupled O−2 spins in the magnetic lattice of the low-temperature orbitally ordered
P 4̄ tetragonal structure.
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6.4 The Low-Temperature Magnetic Ground State
of Rb4O6
In order to get a better insight into the interesting magnetic ground state of Rb4O6,
we resort to multi-frequency high-eld EPR experiments. The resulting high-resolution
high-eld EPR spectra reveal two distinct peaks, notably observable below 145 K
(Fig. 6.15). On further cooling the sample below Ts, the two distinct signals sepa-
rate even more clearly, with one centred at g1 = 2.32 and the other at g2 = 2.05 [Fig.
6.16(a)]. The structural distortion at Ts, as was established by PND experiments,
is thus responsible for the existence of two inequivalent O−2 molecules in the unit
cell, evidenced by the two separate EPR signals. The fact that the EPR spectra
are already slightly split at temperatures above Ts, may indicate the presence of
structural uctuations, similar as described in Fe3O4 [97].
Figure 6.15: High-eld EPR spectra temperature dependence, measured at 186 GHz.
The splitting of the spectra is clearly visible and becomes more pronounced below
Ts. Reproduced from [36].
In the high-eld EPR experiments, another signal (from here on labelled ST)
appears in the low-temperature orbitally-ordered tetragonal phase. In the experi-
ments conducted at 186 GHz, this signal gradually emerges below temperatures of
8 K at the resonance eld of 8.5 T. The ST signal is well separated from the two
g ∼ 2 signals (which are positioned at around 6 T) and contrary to them, the ST
signal intensity actually increases as the temperature is lowered [Fig. 6.16(a)].
The ST signal in the spin-gapped low-temperature tetragonal phase well below
Tmax seems unexpected at rst. To investigate the origin of this signal, additional
frequency-eld dependent high-eld EPR measurements are conducted. The result-
ing multi-frequency EPR spectra nally yield the resonance frequency-eld diagram
102
6.4. The Low-Temperature Magnetic Ground State of Rb4O6
Figure 6.16: (a) Low temperature high-eld EPR spectra measured at 186 GHz
(from top to bottom at T = 7.6, 5.5, 4.6, 3.7, 2.8, 2.3, 1.9 and 1.6 K). The peaks are
color coded to match the modes in the resonance frequency-eld diagram  dark and
light blue are the conventional EPR lines and purple represents the singlet-triplet
(ST) transition mode resonance lines. (b) High-eld EPR spectra at 2 K measured
at dierent frequencies. The color coding is the same as in (a), with the added
grey color representing other observed transitions. (c) The resonance frequency-
eld diagram of Rb4O6 measured at 2 K. The conventional EPR transitions within
the triplet states are shown with dark and light blue circles. The purple circles
show the singlet-triplet transition resonance modes and the grey circles stand for
other observed transitions, possibly of triplet or quintet bound states modes. The
black star is the spin gap value obtained from NMR spin-lattice relaxation rate
measurements. Reproduced from [36] and slightly modied.
[Fig. 6.16(b) and (c)]. Contrary to the paramagnetic EPR signals at g ∼ 2, the ST
signal resonance eld decreases, as the frequency increases. With an almost perfect
linear dependence on the resonance frequency-eld diagram [Fig. 6.16(c)], this raises
an interesting question of the signal's origin. When considering antiferromagnetic
interactions, the excitations responsible for the ST signal could be magnons in an
antiferromagnetically ordered state, or excitations from the singlet ground state to
triplet excited state. The absence of long range magnetic order, that could explain
the ST signal as one of the antiferromagnetic resonance modes (AFMR), is conrmed
by the µSR measurement [Fig. 6.13(b)]. Therefore, we assign the ST signal to the
direct singlet-to-triplet excitation, since it also shows all of the characteristic of said
transition: the temperature-independent shift of the ST resonance eld supports
the temperature-independent spin gap, which is given by the dominant antiferro-
magnetic exchange interaction between two O−2 spins and the ST signal intensity
increase with decreasing temperature is in line with the increasing population of the
103
Chapter 6. Alkali Sesquioxides
low-energy singlet state.
The zero-eld spin gap ∆s(0) is unambiguously conrmed by the high-eld EPR
measurements. The linear resonance frequency-eld dependence extrapolates to
the resonance frequency of 443 GHz at zero eld. This corresponds to the zero-eld
spin gap ∆s(0)/kB = 21 K and the spin gap determined from the NMR experiments,
∆s(9.39)/kB = 9 K, also falls nicely on the resonance frequency-eld diagram [Fig.
6.16(c)]. For magnetic elds larger than 13 T, the resonance frequency-eld depen-
dence of the ST signal starts to deviate from the linear trend and eventually the
resonance frequency even starts to increase with increasing eld, with a minimum at
14.25 T. This is due to an energy level anticrossing, where the triplet energy branch
approaches the singlet energy level, as was shown before in the theoretical section
2.4. This is caused by the presence of some antisymmetric anisotropy, such as the
DM interaction, which also enables mixing of quantum spin states similar to those
in Eq. (2.34), that make the direct singlet-to-triplet transition observable in EPR
experiments.
To learn some additional qualitative information of the magnetic ground state
of Rb4O6, we describe it with the model that, in addition to the dominant antifer-
romagnetic exchange between pairs of O−2 spins, includes also the DM interaction
as the leading anisotropy term, which is allowed by the absence of the center of
inversion at the center of each dimer. Together with the Zeeman interaction, the
minimal spin Hamiltonian then reads
H = JS1 · S2 +D · S1 × S2 + gµB(S1 + S2) ·B. (6.4)
Here, D is the vector of the DM interaction. With this model we can calculate
the resonance frequency-eld diagram and use it to t the experimental high-eld
EPR data. This gives J/kB = 21 K and D = 3.5 K [Fig. 6.16(c)]. The relatively
large ratio D/J = 0.17 is of a similar magnitude as typically found in Cu2+ systems
[26, 98, 99], which is rather surprising for a light-element π-electron system, where
spin-orbit couplings are usually very small.
This model is denitely very successful at describing the magnetic ground state
in the low-temperature tetragonal phase. Besides the just-described high-eld EPR
results it also manages to explain the main features of χm(T ), 87Rb NMR and X-
band EPR data. However, some details are still left unexplained, such as small
deviation of the temperature dependence of spin susceptibility around Tmax for both
magnetization and X-band EPR measurements. Even if we include the DM inter-
action with the results obtained from the high-eld EPR data to the χm(T ) t, we
do not get the required corrections. As is evident from Fig. 6.13(a), the model
shows only small deviations for temperatures below 2 K [100]. And even though
the model describes the main features of the resonance frequency-eld diagram very
well, there are still some additional resonances present, that this model of isolated
dimers does not address (Fig. 6.16). The answers for these discrepancies may be
found if we would include in the model some small terms that would weakly cou-
ple the dimers. It is quite dicult to comprehend how a lattice of isolated dimers
would form by the observed small structural change of otherwise high-temperature
tetragonal phase with 3D pyrochlore exchange network of O−2 spins [92]. In this case
of the weakly coupled dimers the extra EPR resonances observed in the high-eld
experiments may represent triplet bound states, as are also observed in SrCu2(BO3)2
[98]  an archetypal 2D lattice of coupled dimers. Therefore, to fully understand
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the intricate singlet ground state of Rb4O6, some more detailed measurements in
this low-temperature tetragonal phase are needed. Hopefully, in the future they can
help us understand how the spin dimers form and interact in the interesting Rb4O6
ground state.
6.5 Discussion
Our study of Cs4O6 and Rb4O6 has established that both systems exhibit a Verwey-
type charge ordering transition from a high-temperature cubic phase to a low-
temperature tetragonal phase. This interesting interplay of lattice and charge de-
grees of freedom, rarely observed in magnetic π-electron molecular compounds,
places alkali sesquioxides on the map of important model systems, for studying
such phenomena in mixed-valence compounds. Additionally, in the case of Rb4O6
the initial interplay is expanded to include also the orbital and spin degrees of free-
dom. The additional symmetry breaking at the subtle structural transition at Ts is
followed by the coupling between the orbital and spin degrees of freedom.
Additionally to the experimental evidence of orbital ordering in the charge-
ordered state in Rb4O6, we also found theoretical support with the help of DFT
calculations, which were performed in collaboration with M. Komelj. The main
idea is to calculate the Wannier orbitals and from there the related overlap of or-
bitals, or more precisely, the hopping integrals between oxygen atoms on the nearest-
neighbouring O−2 units. For the case of the high-temperature tetragonal structure of
space group I 4̄, the obtained hopping integrals indicate a highly three-dimensional
exchange-coupling network (Table 6.2). Since Cs4O6 preserves the same tetragonal
structure down to the lowest temperatures and shows only Curie-like paramagnetic
behaviour, it most likely experiences similar exchange-coupling network. The re-
sults, summarized in Table 6.2, exclude any possibility for the formation of the
antiferromagnetically coupled O−2 dimers in the Rb4O6. This information indirectly
supports the idea, that the symmetry breaking at Ts plays a crucial role in the
formation of the experimentally observed low-temperature spin-dimer ground state.
Table 6.2: Hopping integrals t2 between nearest neighbouring O−2 molecules as given
by DFT calculations for the crystal structure of Rb4O6 at 100 K (I 4̄).
Molecule pair t2 [eV2] Molecule pair t2 [eV2] Molecule pair t2 [eV2]
10 ↔ 5 0.378 8 ↔ 10 0.191 8 ↔ 12 0.018
7 ↔ 12 0.378 11 ↔ 7 0.191 11 ↔ 5 0.018
9 ↔ 10 0.225 8 ↔ 7 0.191 9 ↔ 5 0.014
6 ↔ 7 0.225 11 ↔ 10 0.191 6 ↔ 12 0.014
10 ↔ 6 0.225 8 ↔ 5 0.018 9 ↔ 12 0.014
9 ↔ 7 0.225 11 ↔ 12 0.018 5 ↔ 6 0.014
In order to disclose the orbital-ordering pattern that emerges below Ts, we cal-
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Figure 6.17: (a-b) The low-temperature tetragonal phase of Rb4O6 (space group
P 4̄). Blue shaded lobes indicate the direction of the half-occupied π∗x,y orbitals
of O−2 molecules, labelled from 5 to 12 (The equivalent atomic labels as used in
Fig. 6.11(c) are given in Table A.1 in Appendix A). The structure is shown in the
tetragonal a  b plane for slices 0 ≥ z ≥ 0.5 (a) and 0.5 ≥ z ≥ 1 (b). Solid black
lines in (a) and (b) show the main inter-site hopping integrals ti,j between nearest
neighbouring O−2 i and j sites. (c-d) Spin dimers, resulting from the orbital ordering
are presented as pink ellipses for 0 ≥ z ≥ 0.5 (c) and 0.5 ≥ z ≥ 1 (d). In all gures
the O−2 molecules are shown as blue spheres and the O
2−
2 as red. Reproduced from
[36] and slightly modied.
culated spin-polarized partial density of states (PDOS) for each O−2 molecule within
the unit cell (once again in collaboration with M. Komelj). Our goal is to use the
same approach as was used by Riyadi et al., when determining the orbital ordering
pattern in CsO2 [56]. The calculated PDOS, for the molecules labelled from 5 to 12
[Figs. 6.17(a) and (b)], reveal a distinct spacial preference for either pure π∗x or π
∗
y
orbitals being half occupied and thus carrying the unpaired electron (Figs.6.18 and
6.19). This is determined from PDOS by identifying which orbital has an unoccu-
pied state above the Fermi level. This alternating systematic pattern of π∗x and π
∗
y
form the orbital ordering illustrated in Figs. 6.17(a) and (b), that in turn enables
the direct hopping between nearest neighbouring O−2 units. The formation of spin
dimers is thus explained as depicted in Figs. 6.17(c) and (d), with the strongest
coupling between O−2 pairs 5  8, 6  12, 7  11 and 9  10. The calculated hop-
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ping integrals for those pairs are, within the precision of our calculations, nearly
the same  t2 = 0.039 eV2. Other direct hopping integrals or pathways that include
hopping via O2−2 or Rb p-orbitals are smaller and may therefore facilitate perhaps
only weak coupling between the spin dimers. The observed orbital ordering pattern
is also in agreement with the structural data, since the pairs described also have
short end-to-end distances Fig. 6.11.
Figure 6.18: Partial density of states for O−2 molecules showing orbital ordering in
the P 4̄ structure. (a) Molecules labelled 8 and 9. (b) Molecules labelled 5 and 10.
EF stands for Fermi energy. Reproduced from [36] and slightly modied.
Finally, we also use the DFT calculations to directly estimate the antiferromag-
netic spin dimer exchange coupling. This is done by calculating the total energies
for dierent magnetic congurations and then comparing the results. In our case, we
use two congurations, one ferromagnetic and another antiferromagnetic, relative to
the spin orientations on spin dimers derived before. The results are summarized in
Table 6.3 and from there we compute the intra-dimer exchange J = 30.7 K, which
is in a reasonably good agreement with the experimental data [Figs. 6.13(a) and
6.16(c)]. We also attempted to include some inter-dimer exchange couplings into
the model. Unfortunately, the results were inconclusive and are thus still a subject
of ongoing study and were therefore not included in the Thesis.
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Figure 6.19: Partial density of states for O−2 molecules showing orbital ordering in
the P 4̄ structure. (a) Molecules labelled 6 and 11. (b) Molecules labelled 7 and 12.
EF stands for Fermi energy. Reproduced from [36] and slightly modied.
In the case of Rb4O6, an unanswered question remains, regarding the origin or
rather the driving force behind the orbital ordering at Ts. In principle, two dierent
physical mechanisms for the observed coupling between the orbital and spin degrees
of freedom are possible. The rst is that the orbital ordering would be driven by the
exchange interactions [63]. This so-called Kugel-Khomskii model was successfully
applied to cuprates with degenerate eg orbitals, for example in the case of KCuF3
and K2CuF4 [101], however it was rarely applied to π electron systems. The other
possibility is that the compressed lattice in Rb4O6, when compared to Cs4O6, could
be responsible for an instability of the high-temperature tetragonal structure I 4̄,
which would result in a symmetry breaking with the structural transition to the low-
temperature tetragonal P 4̄ structure. Therefore, the formation of the spin dimer
ground state would be a consequence of the structural instability. In the case of KO2,
where there are also many dierent structural transition involving tilting of O−2 units,
eects of Kugel-Khomskii-type superexchange, spin-orbit coupling and crystal-eld
splitting on the orbital-ordering patters were studied [102]. It was discovered, that
for small tilting angles with respect to the c axis, the Kugel-Khomskii mechanism
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together with the spin-orbit coupling dominates and on the other hand, the crystal-
eld splitting is vastly more important in the case of large tilting angles. Sadly, in
the case of Rb4O6 (and also Cs4O6), the main driving force behind orbital ordering
cannot be determined by comparison to KO2, since the tilting angles in Rb4O6
fall somewhere in-between both limiting cases, where generally all of the dierent
mechanisms are comparable. Therefore, in order to shed some new light on this
problem, further study is needed.
Table 6.3: Total energies for two dierent spin congurations as given by DFT
calculations for the low-temperature tetragonal structure of Rb4O6 at 2.9 K (P 4̄).
Molecule labels 5 8 9 10 7 11 6 12 Total energy [eV]
FM conguration ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ -65814.477743
AFM conguration ↑ ↓ ↑ ↓ ↑ ↓ ↑ ↓ -65814.483039
6.6 Conclusion
The molecule-based alkali sesquioxides have proven to be a versatile class of com-
pounds for studying strongly correlated electron physics. Similar to many 3d tran-
sition metal compounds, they exhibit strong entanglement between lattice, charge,
orbital and spin degrees of freedom. Both Rb4O6 and Cs4O6 feature a Verwey-type
charge ordering transition, which we conrmed with the help of structural and trans-
port studies, and also EPR and NMR spectroscopies helped us to determine charge
localization on their respective time-scales of 10−10 s and 10−6 s. However, it turns
out that only Rb4O6 exhibits further physical development. The low-temperature
tetragonal phase in this system shows interesting low-dimensional spin-dimer ground
state, followed by the orbital ordering at the second structural transition at Ts. This
is evidenced by a pronounced maximum in magnetic susceptibility, followed by a
dramatic drop towards zero at lowest temperatures. Meanwhile, Cs4O6 exhibits a
Curie-like monotonic increase in spin susceptibility and exhibits no further struc-
tural transitions. This fundamental dierence in the ground state has its roots in
the dierent orbital ordering patterns, where in the case of Rb4O6, this particular
orbital ordering is established experimentally by PND crystal structure data, the
87Rb NMR spectra and spin-lattice relaxation rates as well as a g-factor anomaly
in the EPR data. The peculiar π∗ orbital ordering pattern is also conrmed by
DFT calculations. Finally, the absence of long-range magnetic order, as apparent
from the ZF µSR data in Rb4O6 can serve as a motivation for further study of the
quantum magnetism in this class of compounds.
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Quantum Ground State with
Collective SmallMoment
Fluctuations
In low-dimensional and geometrically frustrated antiferromagnetic systems, the ab-
sence of conventional long-range Néel order is often taken as an indirect evidence of
a quantum spin liquid (QSL) state [3, 103]. Such states have become increasingly
important in recent years as a test-bed for novel theoretical concepts and currently
lie at the forefront of our understanding of quantum states of matter. Both theory
and experiment have revealed a rich variety of putative QSLs, which can be classi-
ed according to the nature of their fractional excitations that can be either gapped
or gapless. Strikingly, physical realizations of gapped QSLs are still rare and thus
experimental evidence for the expected excitation spectrum and the robustness of
the QSL against perturbations remain largely unexplored in real materials.
Traditionally, spin-liquid states have mostly been searched for in inorganic sys-
tems [3, 34, 56, 68]. However, lately the QSL state has been proposed to exist also
in some organic systems [30, 31]. In these class of molecular solids, the presence of
correlation eects governed by the on-site Coulomb repulsion establishes the Mott-
insulating antiferromagnetic state. A good example is κ-(BEDT-TTF)2Cu2(CN)3,
where a triangular spin arrangement of dimers creates a QSL ground state with
magnetic order being suppressed by strong quantum uctuations down to 30 mK
(BEDT-TTS stands for bis(ethylenedithio)tetrathiafulvalene) [32, 33].
Another interesting example of organic compounds are Polycyclic aromatic hy-
drocarbons (PAHs)  organic molecules of fused conjugated aromatic rings. Re-
cent progress in the synthesis of alkali-doped PAHs, e.g. potassium-doped phenan-
threne or triphenylene, has aorded compounds which lack long-range Néel order,
despite remarkably strong antiferromagnetic exchange between nearest neighbour
S=1/2 polyaromatic hydrocarbon radical anions [31, 37]. Within this new family,
triphenylene-based A(C18H12)(DME)0.5 (A-Tri-DME; with A = K, Rb and Cs and
DME = 1,2-dimethoxyethane) stand out. In these materials (C18H12)•− radical an-
ions are arranged on frustrated ∆-chains running along the crystallographic a axis
(Fig. 7.1). EPR measurements show extraordinary large dominant antiferromag-
netic exchange and a spin gap in the excitation spectrum. Despite such strong
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exchange interactions, EPR measurements failed to detect any antiferromagnetic
resonance down to 4 K, implying the absence of Néel order and suggesting that the
material might host a gapped QSL state.
Figure 7.1: (a) The A-Tri-DME crystal structure in the bc plane. The molecule Tri1
is coloured yellow and Tri2 blue. Pink spheres represent alkali metal and red spheres
are oxygen atoms of DME molecules. Solid black lines mark the boundaries of the
unit cell. The image shows a 3D orthogonal arrangement of ∆-chains. (b) With the
same colour code as in (a), the ∆-chain along crystallographic a direction is shown,
with DME molecules omitted for clarity. The red triangle shows one triangular
segment of the chain. Reproduced from [37].
In order to address the low-temperature magnetic ground state of the A-Tri-DME
system, we turn to muon-spin relaxation (µ+SR) investigation of these compounds.
µ+SR has been demonstrated to be a sensitive probe of local magnetism in molecular
spin liquid candidates [104] and has also been used to detect transitions to states
of long-range magnetic order in low-dimensional materials, that have been dicult
to resolve using more conventional thermodynamic techniques [17]. Our data on
A-Tri-DME shows that the gapped QSL-like state gives way to a low-temperature
state below Tf ≈ 0.1J , characterized by a small magnetic moment µ < 0.2µB, which
shows a collective slowing down of spin uctuations, but spin uctuations persists
even when temperature approaches zero. These results thus shed additional light
on the robustness of the gapped QSL state in a realistic π electron material.
7.1 Structural Properties
The powder and single crystal samples were prepared by the reduction of tripheny-
lene with a stoichiometric amount of A metal in DME solution. During this syn-
thesis procedure, the alkali metal, similar to the inorganic superoxide compounds
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described before, donates one electron to the triphenylene molecule. This leads to
the formation of triphenylide (C18H12)•− radical anion, evidenced by lavender-purple
colouration [105]. After layering the solution with n-pentane, the growth of highly
air-sensitive dark needle-like purple/black crystals were grown. With the help of
X-ray structural analysis, it was determined that A-Tri-DME crystallizes in the or-
thorhombic space group P212121, Fig. 7.2. The lattice parameters are summarized
in Table 7.1.
Figure 7.2: Room temperature K-Tri-DME powder X-ray diraction prole (blue
circles). Red line shows space group P212121 renement, with marked peak positions
(black ticks) and dierence (solid green line). Reproduced from [37].
Two crystallographically inequivalent triphenylide anions, labelled Tri1 and Tri2,
one DME molecule and two potassium cations (K1 and K2) occupy the asymmetric
part of the unit cell. The crystal structure, shown in Fig. 7.1, is characterized by
particular packing of the Tri1 and Tri2 building blocks. The characteristic structural
motif of A-Tri-DME is the ∆-chain of Tri1 and Tri2 units, that runs along the
crystallographic a direction [Fig. 7.1(b)]. Because of the two-fold screw axis, the
neighbouring Tri1 units are rotated by 180◦ and also form an angle of ∼ 63◦ between
them.
Another interesting structural feature of A-Tri-DME are the in-plane and out-of-
plane distortions of the triphenylide ion. This change in molecular geometry leads to
the lowering of the anticipated D3h symmetry of triphenylide ions to C1 symmetry.
These deformations were further studied by DFT and revealed that the C1 distortion
expectedly removes the degeneracy of the pair of the lowest unoccupied molecular
orbitals (LUMOs) (Fig. 7.3), that would otherwise be present in the D3h symmetry
[37]. The orbital splitting is calculated to be ∆E = 0.13 eV for both Tri1 and Tri2
ions. The alkali-metal donated electron thus resides in the lower-lying of the two
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Table 7.1: The lattice parameters for A-Tri-DME compounds
Alkali metal a [Å] b [Å] c [Å]
K 10.2589 15.7908 18.7420
Rb 10.4247 15.9363 18.882
Cs 10.5756 16.2493 18.885
split LUMOs. The shape of the singly occupied LUMO orbital is depicted in Fig.
7.3.
Figure 7.3: (Left) Visualisation of the singly occupied molecular orbital of triph-
enylide anion, occupied by the extra electron that is donated by the alkali metal.
(Right) Schematic diagram of the singly occupied molecular orbital and the lower
unoccupied molecular orbitals. This diagram serves as an illustration of the eect
of symmetry reduction, which is caused by the distortion of the molecule. The
small green arrows indicate the unpaired electron and the black arrows are possible
excitations in the visible range. Reproduced from [37].
7.2 µSR Measurements
Initial magnetic characterization of the samples was carried out using EPR spec-
troscopy. The EPR signal for all three iso-structural samples has a pure Lorentzian
shape with a room-temperature linewidth of 0.16, 1.8 and 8.3 mT for K-, Rb- and
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Cs-Tri-DME, respectively. The temperature dependence of the spin susceptibility
shows similar behaviour for all three samples: a broad maximum implying low-
dimensional antiferromagnetism and a rapid suppression at lower temperatures due
to the existence of a spin gap in the excitation spectrum. The t of the EPR
spin susceptibility to the spin gap model (i.e. an alternating spin chain model [40])
[Fig. 7.4], yields values of the principal exchange coupling constants JK = 282±15 K,
JRb = 277 ± 3 K and JCs = 173 ± 10 K. A small ∼ 1% contribution from impuri-
ties, giving a characteristic Curie upturn at the lowest T , was also included in the
tting. To obtain the spin-gap values, the EPR spin susceptibility data was tted
to the activation behaviour, similar as was done before for the Rb4O6 case. The
linear t of the linear regime of ln(χ(T )T 1/2) versus 1/T [inset to Fig. 7.4] yield
∆Ks = 115± 1 K, ∆Rbs = 126± 1 K and ∆Css = 56± 1 K. Above 4 K, none of these
materials shows any EPR signal that could be attributed to an antiferromagnetic
resonance.
Figure 7.4: The temperature dependence of EPR spin susceptibility χEPR for K-
(orange circles), Rb- (blue circles) and Cs- (green circles) containing samples. Solid
lines are ts to spin-chain model. The inset shows a t to the natural logarithm of
EPR spin susceptibility versus inverse temperature.
The ZF µ+SR spectra of K-Tri-DME show damped oscillations with an initial
dip at t ≈ 4 µs, which is seen at all temperatures between T = 100 and 1.7 K
(Fig. 7.5). The initial relaxation above 30 K has a roughly Gaussian shape [Fig.
7.5(b)]. However, for temperatures below ≈ 20 K, the initial decay becomes more
exponential in character [Fig. 7.5(c)]. A similar ZF µ+SR relaxation with a dip at
about the same time t ≈ 4 µs is also observed in the Rb- and Cs-Tri-DME materials,
implying a common relaxation mechanism for the entire A-Tri-DME family.
In order to understand the origin of the observed relaxation, we made LF µ+SR
measurements on K-Tri-DME to separate the electronic and nuclear contributions to
the measured signal. We observe that the initial dip monotonically shifts to earlier
times with increasing applied magnetic eld (Fig. 7.6). We also notice that the relax-
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Figure 7.5: (a) Temperature evolution of the ZF µ+SR spectra for K-Tri-DME.
Solid red curves are ts to the relaxation function in Eq. (7.2). ZF µ+SR spectra
for K-Tri-DME measured at (b) 30 K and (c) 1.7 K, showing a change in the initial
relaxation from a Gaussian to an exponential form. Inset: energy levels calculated
for µ+-1H entangled spin states showing allowed transitions (arrows).
ing asymmetry is rapidly suppressed with eld, becoming almost time-independent
in magnetic elds of ≥ 20 mT, both in measurements performed at 30 K [Fig. 7.6a]
and at 10 K [Fig. 7.6(b)]. Thus, we conclude that the measured oscillations in the
µ+SR signal originate from relatively weak local magnetic elds at the muon stop-
ping site(s), which are approximately sample and temperature independent. Such
small elds are unlikely to arise from local frozen electronic moments accompanying
a conventional Néel ordered state, in agreement with evidence from other magnetic
probes, such as EPR and magnetic susceptibility, which also failed to detected any
static antiferromagnetic order at temperatures as high as T = 100 K [37].
The oscillations are therefore of a nuclear origin in these materials. The posi-
tively charged µ+ particle might reasonably be expected to stop in a proximity of the
π-electron cloud of (C18H12)•−. In the high-temperature phase of many molecular
materials, electronic uctuations are motionally narrowed from the µ+SR spectra,
and the observed behaviour is dominated by the eects of strong dipole-dipole cou-
pling to local nuclei [106108]. In the present case we might then expect dipolar
interactions with one (or several) proton spins. In the case of a muon coupled to a
single spin 1/2, the expected time-evolution of the average muon spin is given by a
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where u1 = 2, u2 = 1, and u3 = 2. The transition frequencies between entangled
states of dipolar-coupled µ+ and nuclear spins [shown in inset in Fig. 7.5(b)] are
given by ωj = jωd/2, with ωd = µ0γµγn/4πr3, where γµ is the muon gyromagnetic
ratio, γn is the gyromagnetic ratio of the coupled nuclear spin (I = 1/2 for 1H) and
r is their separation. We nd that this oscillatory function agrees well with our
measured spectra.
The additional relaxation of the µ+SR signal, due to the residual interaction with
the π-electron spin, is modelled using a stretched exponential relaxation function
Re(t) = exp[−(λt)β], where λ is the relaxation rate and β is the stretching exponent.
We thus model the ZF µ+SR and LF µ+SR data for K-Tri-DME with
A(t) = A0RH(t)Re(t) + Ab, (7.2)
where A0 is the initial relaxing amplitude and Ab accounts for those muons stopping
in the sample holder. A global t of the LF µ+SR data (performed in collaboration
with M. Gomil²ek) leads to a successful description of the data at all elds (Fig. 7.6)
and reveals the predominant relaxation is consistent with coupling to a single proton
at a distance r(µ+-1H) = 1.62 Å from the muon stopping site. Adopting the
same model also for the Rb-Tri-DME and Cs-Tri-DME compounds, we derive near-
identical r(µ+-1H) distances, i.e. 1.63 Å (Rb-Tri-DME) and 1.64 Å (Cs-Tri-DME).
The positively charged µ+ thus stops in a well-dened position in the proximity of
one of the (C18H12)•− hydrogen atoms from where it sensitively probes the π-electron
spin dynamics.
The physics of µ+SR relaxation due to π-electron S = 1/2 spins of (C18H12)•− is
contained in the β and λ parameters. While β = 1 in the LF µ+SR data at T = 30 K
(B = 5 mT), it changes to β = 0.61 at 10 K. Similarly, signicant changes in the eld
dependence of λ(B) [Fig. 7.6(c,d)] take place between 30 K and 10 K. At T = 30 K,
the relaxation rate λ(B) shows a power-law eld dependence, λ ∝ B−p with a power-
law exponent p = 0.5. Such power-law eld dependence has been previously observed
in a number of one-dimensional (1D) spin chain compounds and is indicative of one-
dimensional spin diusion process [109, 110]. This result complements preliminary
magnetic results for the K-Tri-DME compound, where dominant antiferromagnetic
exchange interactions were found to occur between neighbouring (C18H12)•− groups,
stacked into ∆-like chains [Fig. 7.1(b)] that run along the crystallographic a axis
[37]. On the other hand λ(B) at the lower temperature of T = 10 K can be modelled





where ωL = γµB is the muon Larmor frequency in a longitudinal magnetic eld B,√
〈B2⊥〉 is the uctuating component of the transverse local magnetic eld and τc is
the corresponding correlation time for the local-eld uctuations. Fitting λ(B) to
Eq. (7.3) [Fig. 7.6(d)] yields
√
〈B2⊥〉 = 0.5 mT and τc = 480 ns.
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Figure 7.6: (a) LF µ+SR measurements on K-Tri-DME sample (coloured circles) in
LFs ranging between 0.1 and 20 mT at T = 30 K (left panel) and at T = 10 K (right
panel). The solid red line represents a global t to a model of dipolar coupling of
µ+ to protons (Eq. (7.2)) yielding r(µ+-1H) = 1.62 Å. The stretching exponent β
is xed to 1 for the 30 K data. At 10 K, β converges to the value of 0.61. Field
dependence of the µ+ relaxation rate λ at 30 K (b) and at 10 K (c). Solid red line
in (b) is a t to a power-law eld dependence λ ∝ B−0.5, whereas in (c) it is a t to
a Redeld formula (Eq. (7.3)).
Finally, returning to our ZF µ+SR data, we x RH(t) with the known value of
R and, by tting Re(t), extract the temperature dependence of the ZF relaxation
rate λ(T ). This strategy successfully describes our data (Fig. 7.5). For K-Tri-
DME, the extracted λ(T ) shows an abrupt increase below TKf = 25 K and then
saturates at λKs = 0.31 MHz as T → 0 [Fig. 7.7(a)]. Qualitatively similar behaviour
is also observed for the Rb- and Cs-containing systems, but with TRbf = 26 K and
TCsf = 13 K, respectively. It also appears that the T → 0 saturated values of λ
correlate with the variations of Tf found for a system, i.e. for the Rb- and Cs-based
samples we nd λRbs = 0.47 MHz and λ
Cs
s = 0.25 MHz, respectively. We therefore
have a picture of the µ+ relaxation due to π-electron magnetic moments increasing
abruptly below a characteristic transition temperature for each material. Below we





If the µ+ particle is indeed captured by the π cloud of the (C18H12)•− radical anion,
it will likely form a muonium-like bound state, with signicant electron density
localized on the muon site. However, the dominant nuclear relaxation RH(t) is
evidence of an almost diamagnetic environment of the µ+. This may be explained
using a spin-exchange argument [111]: it is often found that the electron spin-ip
rate caused by spin-exchange scattering is much faster than the hyperne frequency
of the radical, therefore our system is in an exchange narrowing-like limit. In this
fast uctuation environment, the ZF µ+SR π-electron relaxation rate is given by
λ(B = 0) = 2γ2µ〈B2⊥〉τc, (7.4)
To check for consistency, we compare the precession frequency and correlation time
by evaluating γµ
√
〈B2⊥〉τc ≈ 0.2  1, placing the low-temperature behaviour in
the fast-uctuation limit as expected. The assumptions underlying this analysis are
(i) that the local elds are correlated in time via an exponential distribution with
a single correlation time 〈B(0)B(τ)〉 ∝ exp(−τ/τc); and, most importantly, (ii)
that the local eld size distribution has a Gaussian distribution. This latter point
implies that the eld distribution is dense, as opposed to a dilute moment case
found in canonical spin glasses. We note further that the value
√
〈B2⊥〉 = 0.5 mT
suggest that the local magnetism arises from small π-electron moments. We stress
that attempts to model the data with a Lorentzian distribution of local magnetic
elds appropriate for a dilute array of static local moments [112] were unsuccessful
for the given local eld magnitude.
Figure 7.7: (a) Temperature dependence of ZF µ+SR relaxation rate for the K-
(orange), Rb- (blue) and Cs- (green) Tri-DME compounds. Solid red lines are ts
to Eq. (7.4) with thermally activated behaviour of spin correlation time, providing
the saturation values of µ+ relaxation rates (λKs = 0.31 MHz, λ
Rb
s = 0.47 MHz,
λCss = 0.25 MHz). (b) The temperature dependence of λ(T ) on a reduced scale T/J
and normalized to λs fall on the same universal line - the global t with thermally
activated behaviour of spin correlation time (thick grey line).
As in any real low-dimensional system, the inuence of inter-chain or interlayer
coupling must be considered. In the presence of such interactions, long-range Néel
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ordering is expected to emerge at a non-zero ordering temperature TN. If 1D spin
models, which for K-Tri-DME give a reasonably good description of gapped spin
susceptibility and the eld dependence of λ(B) at 30 K [Fig. 7.6(c)] indeed apply,
then exchange coupling between chains, given by inter-chain interaction J⊥, can be
linked to TN by an empirical relation derived from quantum Monte Carlo computa-
tions [70]. Although our ZF µ+SR experiments seem to exclude conventional Néel
order in our compounds down to 1.7 K, if we identify TN with Tf , then we obtain an
estimate of J⊥ ≈ 13 K and J⊥/J ≈ 5× 10−2. The corresponding magnitude of the
uctuating magnetic moment is given by [113] m0 ∼ µB
√
J⊥/J ≈ 0.2µB. Assuming
that the distance between µ+ and the nearest π-electron spin of the (C18H12)•− rad-
ical anion is 0.6 nm (which, is the distance between the two nearest neighbouring
triphenylide molecules), then we can calculate the dipolar eld of reduced electron
moment m0 at the µ+ site to be Bdip ≈ 0.9 mT. This estimate agrees reasonably
well with the above estimate of
√
〈B2⊥〉 = 0.5 mT.
If B⊥ in Eq. (7.4) is roughly temperature independent, then the observed vari-
ation of λ(T ) in Fig. 7.7 can only mean that τc suddenly increases below Tf . Such
abrupt increase in the correlation time suggests a freezing of collective, low-temperature
π-electron spin dynamics. It is also notable that the ZF µ+SR relaxation rates λ(T )
for the entire A-Tri-DME family collapse onto a single universal line if they are
plotted on a T/J scale (J is the principal exchange extracted from the temperature
dependence of χ(T ) [Fig. 7.4]) and are normalized by their respective saturation
values λ(T )/λAs [Fig. 7.7(b)]. This universal behaviour of λ(T ) implies that the
slowing down of the local eld uctuations is an inherent property of the underly-
ing gapped spin-liquid state in A-Tri-DME, rather than being due to extrinsic or
sample-dependent impurity eects. (The dense nature of the electronic spins pro-
vides additional evidence against a dilute glassy state.) It also rules out any muon-
induced eects caused by a local change to the electronic structure caused by the
presence of the charged muon, which would not produce such universal behaviour.
From the combined ZF and LF µ+SR data it seems likely that the high-temperature
regime of A-Tri-DME compounds is governed by 1D spin dynamics of the frustrated
∆-spin chains [Fig. 7.6(c)]. In contrast, the low-temperature behaviour, valid at
T < Tf ∼ 0.1J , points to a state with signicantly reduced uctuating local mo-
ments with a collective, and quite dramatic, slowing-down of collective spin dy-
namics. In all three A-Tri-DME materials, this state is found to prevail over a
conventional long-range ordered Néel state or dilute spin glass-like state. It is in-
teresting to note that, slowing-down of spin uctuations followed by the saturation
of λ(T ) at the lowest temperatures can be found in the very diverse spin liquid sys-
tems [114119]. In our case, a possible interpretation for such dependence assumes
two parallel dynamical spin processes that dene τc: a thermally activated one with
τ ac = τ0 exp (Ea/T ) that is dominant at higher T and becomes very slow on the
µ+SR time scale for T < Tf and the temperature independent one (τQ) reecting
temperature-independent quantum spin uctuations persisting to the lowest tem-
peratures. Indeed, using Eq. ((7.4)) to model the π-electron relaxation rate, where
1/τc = 1/τQ+1/τ
a
c , provides reasonably good ts with E
K
a = 62±5 K, ERba = 75±5 K
and ECsa = 29± 2 K. A global t of all the data from Fig. 7.7(b) yields Ea = 0.23J .
Clearly, Ea  ∆s, meaning that τ ac is not dened by the spin-chain dynamics, but
by some other energy scale in the system. Therefore, a plausible candidate for the
decisive energy scale governing a slowing down of the spin dynamics is J⊥. This leads
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to the emergence of interchain interaction-governed behaviour at low-temperature,
when the splitting in the low-energy states caused by J⊥ becomes comparable to the
temperature scale. Despite this, the presence of temperature-independent relaxation
caused by low-temperature uctuations with correlation time τQ, still suggests per-
sistent slow dynamics. These often accompany spin liquid-like states [120], strongly
suggesting that the dominant, gapped QSL state suggested by EPR, for example,
survives to the lowest temperatures, in spite of the freezing of relaxation channels.
7.4 Conclusion
In summary, we have studied the spin dynamics in a A-Tri-DME family of com-
pounds where 1D arrangement and geometrical frustration between (C18H12)•− rad-
ical anions prevent the long range Néel order down to T ≈ 0.006J . Dominant 1D spin
dynamics are found over wide temperature range. However, for T ≤ 0.1J we nd a
dramatic slowing-down of the reduced-moment collective spin dynamics, most prob-
ably originating from the non-negligible inter-chain interactions. Our results thus
suggest the absence of long range Néel order and the remarkable robustness of the
gapped spin-liquid-like state for realistic realizations of ∆-spin chain models, even
in the cases when the perturbations modify the low-energy excitation spectrum.
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In this thesis we studied dierent magnetic systems, with electrons occupying the
molecular π orbitals. These systems were roughly divided by the origin of the π
orbitals, thus distinguishing between the inorganic superoxide systems with CsO2,
Cs4O6 and Rb4O6 as the main protagonists and the organic alkali-metal-doped triph-
enylene systems. All of the studies mainly employed an experimental approach, fo-
cusing on EPR, NMR and µSR spectroscopic methods, to probe the dynamic and
static properties at the local scale. The results were analysed and modelled with
the state-of-the-art quantum theories of magnetism. During this process we learned
many new physical properties of these systems, previously unknown. The main
question at this nal point of the thesis is, do our ndings support or discard the
proposed hypotheses of discovering new states of matter and unconventional elec-
tron phenomena, which are associated with the p electron states and the molecular
π orbitals?
Before we answer this question, let us rst briey summarize the main results
of this thesis. In the beginning, we studied the CsO2 system. Based on previ-
ous discoveries and conrmation of 1D spin chains, we were able to arrive to the
same conclusion using EPR spectroscopy. Additionally, by adapting the Tomonaga-
Luttinger Liquid theory and using the EPR-centred bosonization eld theory pre-
sented by Oshikawa and Aeck, we established that the spin chain in CsO2 is not
a pure Heisenberg one, but exhibits some anisotropy, probably of Ising type. The
study of the CsO2 system also brought to our attention the importance of interplay
of dierent degrees of freedom, since the 1D spin chain is established by the orbital
ordering that sets in after a structural transition below 70 K.
Next came the alkali sesquioxide systems, Cs4O6 and Rb4O6. Here, the before-
mentioned interplay between dierent degrees of freedom really steps forward, since
in these systems, lattice, charge, orbital and spin degrees of freedom all have im-
portant interacting roles in establishing the observed physical properties. The rst
important phenomena is the Verwey-type charge ordering transition, that appears
very similarly in both compounds. When slowly cooling the samples, the crystal
structure transforms from the cubic to the tetragonal phase, forming a mixed va-
lence state of O−2 and O
2−
2 ions. This charge ordering transition is accompanied
by a signicant drop in the samples' conductivities, which is another hallmark of
a Verwey transition. However, this was not the end of an already interesting story
of these two systems, since at lower temperatures deep in the tetragonal phase of
Rb4O6, we observed a second subtle structural transition together with orbital or-
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dering that drives the formation of the low-temperature magnetic quantum ground
state of coupled spin dimers, which avoids long-range magnetic ordering down to
1.6 K.
Finally, the last on our list were the alkali-doped triphenylene compounds. The
three systems with either K, Rb or Cs alkali metals donating their valence elec-
tron to the π molecular orbital of triphenylene, showed characteristic gapped low-
dimensional features in magnetic susceptibilities. These corresponded well to some
form of coupled spin-dimer systems such as an alternating spin chain or spin ladder.
This quantum spin state showed no signs of magnetic ordering down to 1.8 K and
it was with the help of the µSR experiments, that we concluded it could harness a
quantum spin liquid state. The main feature that indicated this, was the observed
slowing down of collective spin dynamics, forming a state that strongly uctuates
even at the lowest temperatures.
And now to answer the rst part of our question, can any of these ndings be re-
garded as novel states of matter? To be honest, the answer is no, since every physical
phenomena that we encountered in these systems were studied before, mostly in con-
ventional magnetic systems of d electrons occupying atomic orbitals. Perhaps this
seems like a bad result, but it is actually a very good one, since this also means, that
the molecular magnetic systems of p electrons can also host such states of matter,
that can be equally complex and interesting to study. This means that the dierent
energy scales of p electrons are in no way a hindrance when it comes to magnetism,
but rather serve to promote dierent ways for electrons to interact with each other
and with their surroundings, with the diverse interplay of dierent degrees of free-
dom. Therefore, with our ndings we can arm to the second part of the original
hypothesis  the presence of unconventional electron phenomena, that emerge from
p electrons in molecular orbitals. The 1D spin chain with Ising-like anisotropy, inter-
play between lattice, charge, orbital and spin degrees of freedom leading to quantum
ground state of coupled spin dimers that do not exhibit long-range magnetic order
and nally the notoriously elusive quantum spin liquid state. These phenomena are
all rather unconventional and very interesting, especially because many of them are
conrmed in the studied systems for the rst time.
As a nal thought I might say, that the extensive work in this thesis produced
excellent results that in many ways help us to further understand dierent spin inter-
actions and quantum ground states, orbital physics and charge dynamics, coupled to
the crystal lattice. Our ndings contributed to opening the doors to the interesting
world of quantum molecular magnetism just a little bit more, helping ourselves and
others to expand the collective knowledge of the quantum world.
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Additional Figures and Tables to
Chapter 6
Figure A.1: Room temperature Cs4O6 powder Raman spectrum with the vibrations
at 767 and 1139 cm−1 corresponding to the stretching vibrations of the peroxide and
superoxide ions respectively. Reproduced from Ref. [35].
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Figure A.2: The Rb4O6 PND patterns collected at 400 K (top), 100 K (middle) and
2.9 K (bottom) at the instrument E9 (λ = 1.7985 Å) . Reproduced from Ref. [36].
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Figure A.3: The Rb4O6 temperature dependencies of the lattice parameters for the
cubic (red) and tetragonal phase (blue), as measured by PND. (a) Slow cooling
experiment data shown with open triangles and subsequent heating with solid cir-
cles. (b) Data in solid circles shows results from slow warming experiment after
quench-cooling the sample (freezing-in the cubic structure). Dashed and solid ar-
rows indicate cooling and heating temperature protocols respectively. Reproduced
from Ref. [36].
Table A.1: The connection between atomic labels from Fig. 6.11(c) and molecule
labels from Figs. 6.17(a)-(d) as used in the DFT calculations for the crystal structure
of Rb4O6 at 2.9 K (P 4̄).
Atomic labels DFT molecule labels
O31 and O41 5, 6, 10 and 11
O32 and O42 7, 8, 9 and 12
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Figure A.4: The X-band EPR tetragonal phase impurity signal, measured at 3.5 K
(gray line). A t to a Lorentzian line shape with g-factor anisotropy yields gx =
gy = 1.9757, gz = 2.3110, ∆Bx = ∆By = 29.2 mT and ∆Bz = 33.3 mT (solid red
line). Reproduced from Ref. [36].
Figure A.5: The Curie-Weiss plot of the molar susceptibility data of Rb4O6 measured
at 0.1 T. The blue line is data collected in the slow-cooling experiment and the red
line on subsequent warming, with the anomalies reecting the transition from the
cubic to tetragonal phase and vice versa. Between 50 and 120 K the Curie-Weiss
analysis yields the eective magnetic moment µeff = 1.95µB and a Curie-Weiss
temperature θ = −7 K. The same analysis in the cubic phase gives us µeff = 2.05µB
and θ = 1 K in the temperature range from 320 to 400 K. Reproduced from Ref.
[36].
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8.1 Uvod
Magnetizem je poznan ºe iz obdobja antike, vendar pa se je bolj resna znanstvena
razlaga za£ela s teorijo elektromagnetizma, ki jo je postavil James Clerk Maxwell.
Kljub temu, da je bila teorija izredno uspe²na, pa ²e vedno ni znala pojasniti izvora
magnetizma. To anti£no skrivnost je kon£no razre²ila kvantna mehanika, ki ma-
gnetizem predstavi kot kvantni pojav, ki se razvije zaradi spina elektronov. Spin je
kvantno ²tevilo, ki nam kvanticira velikost magnetnega momenta osnovnih delcev,
kot je tudi elektron.
Od za£etka kvantne mehanike, se je podro£je magnetizma hitro razvijalo in na-
²lo se je vedno ve£ razlag za nova in zanimiva magnetna stanja snovi. Za nas so
najbolj zanimiva stanja z antiferomagnetnimi interakcijami med spini elektronov, ²e
posebno taka z nizko dimenzionalnostjo ali razli£nimi frustracijami. V takih siste-
mih so korelacije med njimi zelo pomembne in interakcijo med spini lahko velikokrat
pribliºno opi²emo s Heisenbergovim Hamiltonjanom Hij = JijSi · Sj, kjer je Jij ja-
kost izmenjalne interakcije med spinoma Si in Sj. V ve£ini primerov je tak model
samo izhodi²£na to£ka, ker so dejanska osnovna stanja snovi velikokrat bolj kom-
plicirana. Zanimive lastnosti takih sistemov so velikokrat do neke mere odvisne
od prepletanja razli£nih prostostnih stopenj, recimo mreºna, nabojna, orbitalna in
spinska. To lahko tudi vodi do nizke dimenzionalnosti ali pa tudi frustracij, kjer
kvantne uktuacije prepre£ujejo nastanek magnetnega reda dolgega dosega, vse do
najniºnih temperatur. Takim stanjem pravimo tudi kvantne spinske teko£ine [2, 3].
Najbolj raziskani primeri kvantnega antiferomagnetizma so enodimenzionalne
(1D) verige spinov z S = 1/2. S pomo£jo napredka razli£nih teoreti£nih pristopov
[47], so sedaj mogo£e kvantitativne obravnave eksperimentalnih podatkov. Tukaj
verjetno velja najbolj izpostaviti Tomongaga-Luttinger-jeve teko£ine (TLK), ki nam
sluºijo kot univerzalen koncept kvantne zike v eni dimenziji [4]. Najbolj uspe²ne
²tudije antiferomagnetnih kvantnih sistemov, kjer so potrdili 1D ziko, se dotikajo
spojin kot so KCuF3 [811], Sr2CuO3 [1214], CuSO4·5D2O [15], Cu(C4H4N2)(NO3)2
[1618], bakrov pirimidin dinitrat [19] in CuSe2O5 [2022]. V teh sistemih nizko-
dimenzionalni magnetizem izvira iz spinskih stanj elektronov, ki se nahajajo v d
orbitalah ionov prehodnih kovin. Poleg vseh teh anorganskih sistemov pa najdemo
kandidate za nizkodimenzionalno ziko tudi v organskih sistemih policikli£nih oglji-
kovodikov. Pogosto so te spojine interkalirane z alkalijskimi kovinami kot so kalij,
rubidij ali cezij, ki donirajo valen£ni elektron. Ta elektron se naseli v molekulski π
orbitali ogljikovodika in je vir magnetizma v snovi.
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V sklopu te doktorske disertacije, se za razliko od prej omenjenih sistemov, ki
temeljijo na elektronih atomskih d orbital, osredoto£amo na sisteme elektronov, ki
izvirajo iz p orbital in se nahajajo v molekulskih π orbitalah. Na²a hipoteza je, da
bodo ti elektroni vodili do novih stanj snovi in nekonvencinalnih zikalnih pojavov.
V ta namen bomo raziskovali nizkodimenzionalne sisteme, kjer se bo zaradi druga£-
nih energijskih nivojev p elektronov zagotovo na²lo nekaj zanimivih pojavov, ki se
bodo razlikovali od tistih v do zdaj znanih konvencionalnih raziskanih magnetnih
spojinah. Da bomo podprli to hipotezo, bomo raziskovali te sisteme z experimen-
talnim pristopom, predvsem z uporabo komplementarnih spektroskopskih tehnik,
kot so elektronska paramagnetna resonanca (EPR), jedrska magnetna resonanca
(JMR) in mionska spinska rotacija/relaksacija (µSR). Z zdruºenimi rezultati bomo
s podporo znane in uveljavljene teorije [47] posku²ali kar najbolje razumeti opaºene
pojave.
8.2 Enodimenzionalni magnetizem v CsO2
Za namen na²e raziskave magnetizma v CsO2, smo uporabili eksperimentalno tehniko
EPR. Ta resonan£na tehnika je bila v preteklosti ºe zelo uveljavljena pri razikavah
nizkodimenzionalnih sistemov, saj omogo£a direktne meritve spinskih korelacijskih
funkcij. Te pa lahko analiziramo z razli£nimi teoreti£nimi modeli, kot je naprimer
teoreti£na ²tudija (Oshikawa in Aeck), kjer so uporabili kvantno teorijo polja pri
izra£unu temperaturne odvisnosti EPR ²irine za primer 1D spinske verige [5, 6, 54].
Ra£unamo torej na to, da bomo lahko na²e rezultate direktno primerjali s to teorijo
in tako pridobili alternativni dokaz o obstoju 1D spinske verige v CsO2.
Poleg tega pa obstaja ²e pristop s teorijo Tomonaga-Luttinger-jevih teko£in
(TLT), ki pri obravnavi zike v eni dimenziji napravi korak dlje in se ogne perturba-
cijskemu pristopu. S tem univerzalnim pristopom h kvantni ziki v eni dimenziji so
ºe opravili uspe²no JMR ²tudijo CsO2 [68], kjer so potrdili 1D spinske verige. Tako
bomo tudi mi posku²ali napraviti podobno in obravnavati na²e EPR rezultate tudi
s tega zornega kota.
Magnetna susceptibilnost
Preden pa si pogledamo rezulate EPR meritev, je zanimivo videti temperaturno
odvisnost magnetne susceptibilnosti CsO2 (Slika 8.6). Vidi se, da z niºanjem tem-
perature magnetna susceptibilnost na za£etku nara²£a, nakar pa pri temperaturi
okrog 25 K doseºe maksimum. To je ena od glavnih zna£ilnosti nizkodimenzional-
nih sistemov [40] in resno nakazuje na moºnost obstoja takega osnovnega stanja.
Najbolj preprost model je 1D Heisenbergova spinska veriga [39, 40], kjer tempera-
turna odvisnost magnetne susceptibilnosti doseºe maksimum pri Tmax = 0.641J/kB,
kjer je kB Boltzmannova konstanta. Za ta model je tudi zna£ilno, da susceptibilnost
zavzame kon£no vrednost pri temperaturi T ≈ 0. To pomeni, da tak sistem nima
energijske reºe v spinskem vzbuditvnenem spektru. Ampak takoj ko je v sistemu
prisotno samo malo anizotropije, se ta energijska reºa odpre in magnetna suscep-
tibilnost pade na 0 [40]. Tako da je ta detajl lahko zelo pomemben pri dolo£anju
pravih magnetnih lastnosti preiskovanega sistema.
Da bi izvedeli ve£ iz teh podatkov, smo temperaturno odvisnost magnetne suscep-
tibilnosti χ(T ) modelirali z modelom [67], ki je numeri£ni pribliºek modela Bonner-
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Slika 8.6: Temperaturna odvisnost magnetne susceptibilnosti vzorca CsO2 (odprti
krogci) in t na ena£bo (8.1) (rde£a £rta). rni krogci v vstavljenem grafu prikazu-
jejo temperaturno odvisnost intenzitete EPR signala, skupaj s sovpadajo£im tom
na isto ena£bo kot prej (rde£a £rta). rtkane navpi£ne £rte ozna£ujejo temperaturo











kjer je C Curie-jeva konstanta in funkcija F (x) je denirana kot
F (x) =
1 + 0.08516x+ 0.23351x2
1 + 0.73382x+ 0.13696x2 + 0.53568x3
. (8.2)
Ko s to ena£bo modeliramo podatke temperaturne odvisnost magnetne susceptibil-
nosti iz slike 8.6 vidimo, da dobimo zelo dobro ujemanje. Razultat ta nam da
jakost izmenjalne interakcije J/kB = 40± 0.2 K, ki se dobro ujema z rezultati prej-
²njih ²tudij [56]. Podobno lahko naredimo za podatke temperaturne odvisnosti EPR
intenzitete. Tukaj je zna£ilen maksimum rahlo prestavljen na T ≈ 22 K, vendar je
hkrati tudi teºje dolo£jiv, tako da velja ²e vedno dobro ujemanje. Rezultat ponov-
nega ta z ena£bo (8.1) nam da J/kB = 35± 0.5 K, ki je malce niºja kot vrednost,
ki smo jo dobili iz podatkov meritve magnetne susceptibilnosti.
Analiza EPR meritev z OshikawaAeck teorijo
Sistem CsO2 pri sobni temperaturi nima zaznavnega EPR signala. ele ko vzorec
ohladimo pod Ts = 70 K, se pojavi zelo ²iroka EPR £rta. Kot je razvidno iz slike
8.7, je EPR signal pomaknjen k vi²jim poljem. Pod 60 K EPR spekti postanejo bolj
izraziti in ko temperaturo dodatno niºamo, se po£asi premaknejo k poljem s pripa-
dajo£imi g ≈ 2 vrednostmi. Obliko EPR spektrov lahko modeliramo z Lorentzovim
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spektrom, z dodano anizotropijo v g-faktorju in EPR ²irini. Obe sta enoosni in tako
lahko zapi²emo gxx = gyy = g⊥, gzz = g‖, ∆Bx = ∆By = ∆B⊥ in ∆Bz = ∆B‖. Pri
opisu spektrov s tem modelom opazimo, da se obe komponenti EPR ²irine, ∆B⊥
in ∆B‖, skozi celotno obmo£je razlikujeta pribliºno za faktor 2. Tako v nadaljeva-
nju predpostavimo ²e dodatno vez, kjer velja 2∆B⊥ = ∆B‖ ≡ ∆B. Pri temperaturi
15 K zavzameta pravokotni in vzporeni komponenti g faktorja vrednosti g⊥ = 1.8886
in g‖ = 2.6963, ki se dobro ujemata z rezultati za superoksidne ione iz literature
[55]. Pri tej temperaturi temperaturna odvisnost EPR ²irine doseºe minimum, kjer
je ∆B = 249 mT. Med temperaturama 60 K in 20 K je temperaturna odvisnost
EPR ²irine skoraj popolno linearna, pod 20 K pa se pri£nejo odstopanja in nato
doseºe minimum pri 15 K (Slika 8.8(a)). Po tem se vrednost EPR ²irine ponovno
pove£uje, kar lahko pripi²emo kriti£nim uktuacijam, ko se temperatura pribliºuje
TN = 8.3 K, Néel-ovi temperaturi 3D magnetnega urejanja. Pri tej temperaturi
EPR signal tudi popolnoma izgine. Nadomesti pa ga drugi asimetri£ni signal pri
precej niºjih vrednostih magnetnega polja (pri temperaturi 7 K se ta signal nahaja
pri 80 mT), ki ga pripi²emo antiferomagnetni resonanci.
Poglejmo si, kako lahko temperaturno odvisnost EPR ²irine opi²emo s pomo£jo
OshikawaAeck teorije. V njenem okviru je predvidena linearna temperaturna
odvisnost EPR ²irine, za primer EPR odziva v 1D spinskih verigah s spinom S = 1/2.
Kot lahko dobro vidimo iz slike 8.8(a), EPR ²irina ∆B(T ) res linearno nara²£a s
temperaturo v obmo£ju med 20 K in Ts = 70 K. V okviru te teorije to pomeni,
da je glavna interakcija, ki ²iri EPR spekter, simetri£na anizotropna izmenjalna
interakcija [54]. e upo²tevamo prispevek k ²irini iz 1D faze skupaj s prispevkom











kjer je ε = 2 za primer ko je zunanje magnetno polje usmerjeno vzdolº osi ani-
zotropije, vrednost 1 pa zavzame v primeru, ko je polje pravokotno na to os. To
se dobro ujema z na²imi eksperimentalnimi opazovanji, kjer velja ∆B⊥ = ∆B‖/2.
Ker smo mi denirali ∆B = ∆B‖, uporabimo vrednost ε = 2. Odli£en t ekspe-
rimentalnih podatkov nam da vrednost parametra δ = Jz/J = 0.35, kar da kar
precej²njo magnetno anizotropijo Jz/kB = 12.3 K. Magnituda kriti£nih uktuacij
je ∆Bcf = 0.12 T in kriti£ni eksponent, ki opisuje spinsko korelacijsko dolºino je
ν = 0.6. Kriti£ne uktuacije na ta na£in niso opisane ravno najbolj²e, zato od
podatkov za EPR ²irino od²tejemo linearni del in nari²emo preostale podatke v lo-
garitemski skali [Slika 8.8(b)]. Opazimo skoraj povsem linearen trend, kar nakazuje
poten£no odvisnost kriti£nih uktuacij. Ko na ta na£in dolo£imo kriti£ni eksponent,
ta zna²a ν = 0.64, kar se dobro ujema s 3D Isingovim modelom magnetnega reda
dolgega dosega [75, 76].
EPR analiza sistema CsO2 s pomo£jo OshikawaAeck teorije nam pove, da vsaj
med temperaturama 20 K in Ts lahko sistem obravnavamo kot 1D spinsko verigo
spinov S = 1/2.
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Slika 8.7: Temperaturna odvisnost EPR spektrov vzorca CsO2 (sive £rte). Modelira-
nje spektrov z Loretzovo £rto z dodano anizotropijo je prikazano s £rtkanimi £rtami.
Polne rde£e £rte pa prikazujejo modeliranje spektrov s pomo£jo teorije TLT. Pod
Néel-ovo temperaturo TN = 8.3 K, EPR spektre nadomesti antiferomagnetna reso-
nanca pri precej niºjem magnetnem polju 80 mT (pri temperaturi 7 K), ozna£eno
z *. Prav tako opazimo ²ibek signal, ki pripada ne£isto£am v vzorci pri g ≈ 2.06
(ozna£eno z o). Prevzeto iz vira [34].
EPR analiza s pomo£jo teorije TomonagaLuttingerjevih te-
ko£in
Pri analizi EPR meritev se koli£ine, kot sta EPR ²irina in g-faktor, lahko pridobita
s pomo£jo modeliranja EPR spektra. V primeru mo£no koreliranih elektronov, ima
EPR spekter obliko prvega odvoda Lorentzove krivulje. Sedaj bomo s pomo£jo TLT
teorije raziskali, kako jo lahko uporabimo za modeliranje EPR spektrov vzorca CsO2.
EPR spekter v osnovi dolo£a imaginarni del dinami£ne spinske susceptibilnosti,
ki pa jo lahko izra£unamo s fourierjevo transformacijo spinskih korelacijskih funkcij.
Eden od rezultatov TLT teorije so tudi spinske korelacijske funkcije za primer 1D
spinske verige [4]. Tako lahko v kon£ni fazi zapi²emo izraz za absorpcijsko £rto EPR
kot
I(ω,B, T ) = − I0ωT 2ηIm[F (2 + η, k1)F (η, k2) +
+ F (2 + η, k2)F (η, k1)]. (8.4)
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Slika 8.8: (a) Temperaturna odvisnost EPR ²irine, ki smo jo dobili z modeliranjem
EPR £rte z Lorentzovim spektrom. Polna rde£a £rta je t pridobljen z ena£bo (8.3),
kot tudi z (8.6). rtkana modra £rta prikazuje prvi £len teh ena£b, ki nara²£a
linearno s temperaturo. Navpi£na £rtkana £rta ozna£uje 3D magnetno ureditev pri
temperaturi TN. (b) Experimentalni podatki temperaturne odvisnosti EPR ²irine z
od²tetim linearnim delom v logaritemski skali. Fitanje linearne odvisnosti nam da
vrednost kriti£nega eksponenta ν = 0.64. Prevzeto iz vira [34] in delno spremenjeno.
Tu je I0 predfaktor intenzitete signala, ω pa frekvenca mikrovalov. Argumenta
k1,2 lahko zapi²emo kot k1,2 = (~ω ∓ 2gµBKB) / (2πkBT ) in funkcijo F (x, y) =
B[(x− iy) /2, 1−x]. Tukaj je funkcija B(x, y) eulerjeva beta funkcija. Parameter η
je povezan s parametrom K iz TLT teorije kot 2η = 2K+ 1/(2K)−2. Z rezultatom
iz ena£be (8.4) lahko modeliramo experimentalni EPR spekter kot dI(ω,B, T )/dB,
z dvema prostima parametroma I0 in K. Fiti spektrov v temperaturnem obmo£ju
od 15 K do 60 K so predstavljeni na sliki 8.7 z rde£o £rto in kot lahko vidimo, do-
bimo dobro ujemanje teorije z eksperimentom. Kot glavni rezultat dobimo vrednost
parametra K = 0.48, kar pomeni da je CsO2 sistem z anizotropijo Isingovega tipa
[4]. To se dobro ujema z rezultati OshikawaAeck teorije, ko prav tako predvideva
simetri£no anizotropno izmenjalno interakcijo.
Poleg tega rezultata pa lahko stopimo ²e korak dlje in s pomo£jo Stirlingovega
pribliºka, B(x, y) ≈ Γ(y)x−y, ob predpostavkah η  1 in kBT  ~ω, gµBB, poeno-
stavimo ena£bo (8.4) z vsoto dveh lorentzovih komponent, kjer je ena centrirana pri
pozitivni resonan£ni frekvenci, druga pa pri negativni
I(ω,B, T ) ∼ (2πηkBT )
2





(2πηkBT )2 + (~ω − 2gµBBK)2
, (8.5)
kjer nam ²irino EPR £rte pri polovi£ni vi²ini predstavlja izraz 4πηkBT , v enotah
energije. Tukaj opazimo, da ima ²irina linearno temperaturno odvisnost, kar nas
glede na prej²nje izku²nje ne presene£a. Tako lahko ponovno modeliramo EPR
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kjer uporabimo enake vrednosti parametrov za kriti£ne uktuacije ∆Bcf in ν. Tako
pridobljen t na eksperimentalne podatke je enako dober kot z ena£bo (8.3) in nam
poda vrednostK = 0.48, kar se odli£no ujema z rezultati modeliranja spektrov. Tako
TLT kot tudi OshikawaAeck teorija dobro opi²eta kvantno stanje 1D spinskih
verig v CsO2.
8.3 Cs4O6 in Rb4O6
Spojini Cs4O6 in Rb4O6 sta £lana druºine alkanih oksidov z me²ano valenco in sta
se pokazala kot odli£na modelna sistema za raziskovanje prepletanja mreºne, na-
bojne, orbitalne in spinske prostostne stopnje [35, 36]. Oba sistema sta molekularna
sistema π elektronov, obogatena z zanimivo ziko, kot naprimer Verweyev prehod.
Odkrili smo, da medtem ko v Cs4O6 ne pride do dodatnih zikalnih pojavov pri
nizkih temperaturah, se v Rb4O6 zgodi dodaten strukturni prehod s spremljajo£im
orbitalnim urejanjem, ki vodi do osnovnega stanja sklopljenih magnetnih dimerov.
Nabojno urejanje in Verweyev prehod
Cs4O6 in Rb4O6 imata pri sobni temperaturi preprosto kubi£no kristalno strukturo
prostorske grupe I 4̄3d [Slika 8.9(a)]. Od ²tirih alkalnih kovin (cezij oziroma rubidij)
vsaka donira en valen£ni elektron trem kisikovim molekulam. Ker so v tej kubi£ni
strukturi vsa kristalna mesta kisikov ekvivalentna, en elektron ostane delokaliziran,
kar ustvari stanje s povpre£nim nabojem O−4/32 . Pri pribliºno 260 K se zgodi struk-
turni prehod v tetragonalno strukturo prostorske grupe I 4̄ [Slika 8.9(b)] ki zniºa
simetrijo ter omogo£i, da se ta £etrti elektron lokalizira. Tako nastane stanje z
me²ano valenco superoksidnih (O−2 ) in peroksidnih (O
2−
2 ) ionov v razmerju 2:1.
Slika 8.9: (a) Visokotemperaturna kristalna struktura Cs4O6 in Rb4O6 prostorske
grupe I 4̄3d. Cezijevi oziroma rubidijevi atomi so prikazani v vijoli£ni barvi in ki-
sikove molekule v rde£i. (b) Nizkotemperaturna tetragonalna kristalna struktura
Cs4O6 in Rb4O6 prostorske grupe I 4̄. Tu so nabojno urejeni kisikovi ioni O−2 in O
2−
2
prikazani v modri oziroma rde£i barvi. Prevzeto iz vira [36] in dodatno spremenjeno.
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Nabojno urejanje se lahko potrdi s pomo£jo JMR meritev na jedrih 17O (I =
5/2). V visokotemperaturni kubi£ni fazi, Cs4O6 vzorec oboga£en s kisikovim izo-
topom 17O ne producira nobenega JMR signala [Slika 8.10(a)]. Razlog za to je v
velikih vrednostih hiperne interakcije, ki nastane zaradi delokalizacije elektrona in
onemogo£i obstoj merljivega JMR signala. Ko zniºamo temperaturo, se JMR signal
za£ne pojavljati pod pribliºno 240 K. rta ima obliko kvadrupolne raziritve s cen-
tralnim jedrskim prehodom 1/2 ←→ −1/2. Ta signal pripi²emo peroksidnim O2−2
ionom, saj so mesta z O−2 ioni zaradi velikih vrednosti hiperne interakcije nemer-
ljiva. Te mo£ne hiperne interakcije izvirajo iz sklopitev elektronskega momenta in
jedra kisikovega izotopa 17O. Med naknadnim segrevanjem vzorca, ostane nabojno
urejena tetragonalna faza merljiva krepko preko 240 K in kon£no izgine ob prehodu
v kubi£no fazo malo pod 320 K [Slika 6.4(b)]. Tako je razvidna precej²nja histereza
pri tem strukturnem prehodu, ki se razteza na intervalu ²irine 50 K. Razlog za to
je v tem, da so potrebne znatne reorientacije kisikovih molekul, kar zahteva veliko
termi£ne energije. Podobno obna²anje nabojnega urejanja lahko opazimo tudi pri
JMR meritvah vzorcev Rb4O6, s tem da je tam histereza strukturnega prehoda iz
kubi£ne v tetragonalno fazo in nazaj velika pribliºno 100 K.
Slika 8.10: Temperaturna odvisnost JMR 17O spektrov Cs4O6 merjenih ob po£asnem
hlajenju (a) in po£asnem gretju (b). Ob hlajenju se JMR spektri prvi£ pojavijo pri
240 K, ob gretju pa izginejo malo pod 320 K. Prevzeto iz vira [35].
Verweyev prehod najbolj prepoznamo po tem, da ob strukturnem prehodu pride
do nabojnega urejanja, poleg tega pa zaznamo tudi ob£utno spremembno v prevo-
dnosti vzorca. Nabojno urejanje smo ºe potrdili s pomo£jo jedrske magnetne re-
sonance, prevodnosti vzorcev Cs4O6 in Rb4O6 pa se pomeri s pomo£jo impedan£ne
spektroskopije. Velike razdalje med molekulami prispevajo k ²ibkim prekrivanjem
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valovnih funkcij med sosednimi kisikovimi mesti in so tako skupaj z mo£nimi ele-
ktronskimi korelacijami glavni razlog za izolatorsko stanje v obeh vzorcih [95]. Iz
meritev prevodnosti lahko nari²emo tako imenovani Arrheniusov graf za Cs4O6 in
Rb4O6 (Slika 8.11). Iz grafa vidimo, da imamo v obeh primerih termi£no aktivacijsko
obna²anje ob po£asnem hlajenju vzorcev. Pri obeh je naklon premice enak in iz tega
sledi, da imata oba vzorca enako aktivacijsko energijo EA ∼ 0.50 eV. Med tempera-
turama 260 K in 240 K, ko pride do prehoda iz kubi£ne v tetragonalno fazo, opazimo
znaten padec prevodnosti za ve£ kot dva reda velikosti. Potem pa podatki ponovno
kaºejo na aktivacijsko obna²anje pri obeh vzorcih z enako aktivacijsko energijo kot
prej. Meritve so izvedene vse do 210 K, po tej to£ki pa so vrednosti prevodnosti
preprosto premajhne za uspe²no izvedbo meritev impedan£ne spektroskopije. Ko
vzorca potem po£asi segrevamo, opazimo enako aktivacijsko obna²anje in enako hi-
sterezo, kot smo jo opazili tudi pri JMR meritvah. Tako lahko na tem mestu trdimo,
da je skupaj s prej opisanim nabojnim urejanjem, ta strukturni prehod v Cs4O6 in
Rb4O6 Verweyevega tipa.
Slika 8.11: Arrheniusov graf prevodnosti za vzorca Cs4O6 (odprti krogci) in Rb4O6
(polni krogci). Aktivacijsko obna²anje in skok v prevodnosti sta jasno vidna iz
obeh setov podatkov.Rde£a barva predstavlja kubi£no fazo in modra tetragonalno.
Pu²£ice ozna£ujejo smer poteka eksperimenta ob hlajenju oziroma gretju. Prevzeto
iz vira [36].
Osnovno stanje sklopljenih dimerov v Rb4O6
Za razliko od Cs4O6, pri Rb4O6 pride do dodatnega strukturnega prehoda pri Ts =
92 K, ki povzor£i zlom obstoje£e simetrije v tetragonalni strukturi. Nova struktura
je prav tako tetragonalna s prostorsko grupo P 4̄. Ta strukturni prehod pa klju£no
vpliva na razlike v magnetnem stanju med obema spojinama. Medtem ko se Cs4O6
151
Raz²irjeni povzetek v slovenskem jeziku
obna²a kot obi£ajen paramagnet s Curie-Weissovo temperaturno odvisnostjo magne-
tne susceptibilnosti, le-ta pri vzorcu Rb4O6 doseºe maksimum pri Tmax = 15 K [Slika
8.12(a)]. Ko se temperatura dodatno zniºuje, se vrednost magnetne susceptibilnosti
hitro pribliºuje ni£li, nakar doºivi ponovni vzpon, kar pripisujemo paramagnetnim
defektom O−2 skupin. Kot smo ºe omenili pri CsO2, tak izrazit maksimum v tempe-
raturni odvisnosti magnetne susceptibilnosti lahko pripi²emo nizkodimenzionalnemu
spinskemu stanju. Glede na to, da gre pri Rb4O6 za primer ko gre susceptibilnost
proti ni£, imamo opravka tudi z energijsko reºo v spinskem vzbuditvenem spek-
tru. Najbolj preprosta realizacija takega nizkodimenzionalnega kvantnega stanja
je sistem izoliranih dimerov. V tem primeru se magnetno susceptibilnost opi²e z
Bleaney-Bowers (BB) ena£bo [41]
χm(T ) =
8C1/2
T (3 + exp(J/kBT ))
, (8.7)
kjer je J konstanta izmenjalne interakcije med parom spinov, ki tvorijo izolirane
dimere, C1/2 = NAµ0µ2Bg
2/(4kB) pa je Curiejeva konstanta za spin S = 1/2. S
tem modelom, skupaj z dodatkom za navadno Curiejevo odvisnost, lahko zelo dobro
opi²emo na²e eksperimentalne podatke in tako dobimo J/kB = 25±0.3 K. Dobljena
Curiejeva konstanta C = 0.49 se dobro ujema z vrednostjo za primer efektivnega
magnetnega momenta µeff = 1.98µB. Iz slike 8.12(a) lahko tudi vidimo, da intenzi-
teta EPR signala [χEPR(T )] pade proti ni£li ko T → 0, kar povsem sovpada s sliko
stanja z energijsko reºo v spinskem vzbuditvenem spektru. Na te podatke lahko
enako prilagodimo ena£bo (8.7) in dobimo J/kB = 23± 0.3 K. Iz teh magnetnih po-
datkov lahko z dobro gotovostjo trdimo, da je nizkotemperaturno magnetno stanje
vzorca Rb4O6 sestavljeno iz spinskih dimerov, ki jih sestavljajo antiferomagnetno
sklopljeni pari O−2 spinov v magnetni strukturi nizkotemperaturne P 4̄ tetragonalne
faze.
V primeru vzorca CsO2 je pri nizkih temperaturah pri²lo do 3D magnetne ure-
ditve, podobno kot je znano da se zgodi tudi pri RbO2 [79]. Pri Rb4O6 pa vse do
temperature 3.5 K v EPR meritvah ne opazimo pojava antiferomagnetne resonance.
Opravili smo tudi dodatne meritve z mionsko spinsko relaksacijo/rotacijo (µSR), ki
je zelo ob£utljiva na stati£na interna magnetna polja v snovi. Meritve vzorca Rb4O6
pri odsotnosti zunanjega polja so pokazale, da do temperature 1.6 K ni magnetnega
reda dolgega dosega [Slika 8.12(b)]. To je razvidno iz µSR spektrov, kjer opazimo
odsotnost morebitnoh oscilacij, ki bi se ob prisotnosti magnetnega reda pojavile
zaradi precesije mionskega magnetnega momenta v takih poljih.
Za bolj podrobno obravnavo osnovnega stanja smo na vzorcu Rb4O6 izvedli meri-
tve EPR v visokem magnetnem polju. Pri teh eksperimentih se pri nizkih tempera-
turah pojavi dodaten signal (poimenovan ST). Pri meritvah opravljenih na frekvenci
186 GHz, se ta signal pojavi pri temperaturi 8 K pri resonan£nem poju 8.5 T in je
dobro lo£en od dvoj£ka glavnih EPR signalov pri g ∼ 2 (6 T). V nasprotju z njima,
njegova intenziteta z niºanjem temperature raste [Slika 8.13(a)].
Ta ST signal se mogo£e zdi nepri£akovan. Da bi ga bolje preu£ili, smo opravili
meritve pri veliko razli£nih frekvencah. Z njimi smo si ustvarili dobro sliko osnov-
nega stanja, saj so nam omogo£ile vpogled v resonan£ni diagram [Sliki 8.13(b) in
(c)]. S tega diagrama je razvidno, da z razliko glavnih dveh paramagnetnih signalov
pri g ∼ 2, resonan£no polje ST signala pada, ko pove£ujemo frekvenco. Ta odvi-
snost je skoraj popolno linearna [Slika 8.13(c)], kar nam vzbudi zanimivo vpra²anje
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Slika 8.12: (a) Temperaturna odvisnost molarne spinske susceptibilnosti (polni kro-
gci). Odprti krogci prikazujejo spinsko susceptibilnost, ki smo jo pridobili iz meritev
intenzitete EPR signala. Fit na ena£bo izoliranih dimerov (8.7), skupaj z manj²im
paramagnetnim prispevkom je prikazan s polno rde£o £rto. Oranºna £rta je enak
t na EPR podatke brez paramagnetnega prispevka. Numeri£ni model z majhno
Dzyaloshinskii-Moriya interakcijo (2.5 K) je narisan s £rno £rto. Vstavljen graf levo
spodaj prikazuje vpliv tega modela pri nizkih temperaturah. Zgornji desni vstavljeni
graf prikazuje primerjavo EPR intenzitete med tetragonalno (modra) in kubi£no fazo
(zelena). Slednja je bila lahko pomerjena pri nizkih temperaturah s pomo£jo eks-
tremno hitrega hlajenja. (b) Meritve µSR asimetrije na pra²kastem vzorcu Rb4O6
pri temperaturi 1.6 K pri odsotnosti zunanjega polja (polni modri krogci). Odprti
modri krogci pa prikazujejo µSR eksperiment v transverzalnem polju, kjer frekvenca
oscilacij popolnoma ustreza zunanjemu polju. Tako je skupaj z odsotnostjo oscilacij
v mertivah pri odsotnosti zunanjega polja kakr²en koli stati£ni red magnetnih mo-
mentov superoksidnih ionov izklju£en. Prevzeto iz vira [36] in dodatno modicirano.
o njegovem izvoru. Ker v vzorcu ni nobenega reda dolgega dosega, ta signal lahko
pripada edino direktnim vzbuditvam iz osnovnega singletnega stanja v vzbujeno
tripletno stanje. Dodatna potrditev da gre za tak izvor, je tudi temperaturna neod-
visnosti resonan£nega polja, kar potrjuje temperaturno neodvisno energijsko reºo v
spinskem vzbuditvenem spektru, ter pove£evanje intenzitete ST signala s padajo£o
temperaturo, kar je v skladu z vedno ve£jo populacijo osnovnega nizkotemperatur-
nega singletnega stanja. Iz resonan£nega diagrama lahko tudi pridobimo informacijo
o tej energijski reºi, saj se linearna poljsko-frekven£na odvisnost lahko ekstrapolira
k resonan£ni frekvenci 443 GHz pri polju 0. To nam da vrednost energijske reºe
pri odsotnosti polja, ∆s(0)/kB = 21 K. Pri vrednostih magnetih polj, ki so ve£ja od
13 T, se opazi odstopanje od linearne frekven£no-poljske odvisnosti ST signala in
na koncu pri vrednosti polj nad 14.25 celo obrne trend. To je zaradi izogiba kriºa-
nja energijskih nivojev, ki se pojavi ob prisotnosti antisimetri£ne anizotropije, kot
je DzyaloshinskiiMoriya (DM) interakcija. Ta interakcija pa hkrati tudi povzro£i
me²anje kvantnih stanj, ki dejansko omogo£ijo zaznavo prehoda singlet-triplet, ki je
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Slika 8.13: (a) Nizkotemperaturni EPR spektri Rb4O6 merjeni pri visokih magnetnih
poljih s frekvenco 186 GHz (od zgoraj navzdol pri T = 7.6, 5.5, 4.6, 3.7, 2.8, 2.3,
1.9 in 1.6 K). Vrhovi so barvno ozna£eni, tako da se ujemajo z resonancami v
resonan£nem diagramu  temno in svetlo modra sta konvencionalna EPR prehoda
in vijoli£en je signal ST prehoda iz singletnega v tripletno stanje. (b) EPR spektri
pri visokih magnetnih poljih merjeni pri temperaturi 2 K in razli£nih frekvencah.
Barvne oznake so enake kot v (a), z dodanimi sivimi vrhovi, ki ozna£ujejo druge
zaznane resonance. (c) Resonan£ni diagram vzorca Rb4O6 iz meritev pri temperaturi
2 K. Konvencionalna EPR prehoda znotraj tripletnih stanj sta ozna£ena s temno in
svetlo modrimi krogci. Vijoli£ni krogci ozna£ujejo resonance prehodov singlet-triplet
in sivi krogci so druge opaºene resonance, verjetno iz tripletnih in kvintetnih vezanih
stanj. rna zvezda ozna£uje vrednost spinske energijske reºe, pridobljene iz JMR
eksperimentov. Prevzeto iz vira [36] in dodatno spremenjeno.
druga£e prepovedan v EPR eksperimentih.
Za namen pridobitev dodatnih informacij o tem zanimivem magnetnem osnov-
nem stanju vzorca Rb4O6, ga opi²emo z modelom ki, poleg dominantne antifero-
magnetne interakcije med pari O−2 spinov, vklju£uje tudi DM interakcijo kot vodilni
prispevek k anizotropiji. Skupaj z Zeemansko interakcijo je tako celotni Hamiltonjan
zapisan kot
H = JS1 · S2 +D · S1 × S2 + gµB(S1 + S2) ·B. (8.8)
Tu je D vektor DM interakcije. S tem modelom je moºno izra£unati resonan£ni
diagram in ga uporabiti za tanje eksperimentalnih podatkov. Tako iz tega pri-
dobimo J/kB = 21 K in D = 3.5 K [Slika 8.13(c)]. Relativno veliko razmerje
D/J = 0.17 je podobne velikosti, kot jo tipi£no najdemo v sistemih z bakrovimi ioni
Cu2+ [26, 98, 99], kar je malo presenetljivo za sisteme π elektronov lahkih elementov.
Poleg resonan£nih vrhov paramagnetnega dvoj£ka signalov pri g ∼ 2 in ST si-
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gnala, pa EPR eksperimenti pri visokih poljih zaznajo tudi druge resonance, ki pa jih
nismo uspeli natan£no opredeliti. Verjetno izvirajo iz tripletnih oziroma kvintetnih
vezanih stanj.
8.4 Z alkalijskimi kovinami interkaliran trifenilen
Policikli£ni aromatski ogljikovodiki so zanimivi primeri organskih spojin, ki imajo za-
nimiv magnetizem. e posebno taki, ki so interkalirani z alkalijskimi kovinami, kot so
kalij-fenantren ali trifenilen, se kaºejo kot spojine z odsotnostjo magnetnega reda dol-
gega dosega, kljub zelo mo£nim antiferomagnetnim izmenjalnim interakcijam med
najbliºjimi sosedi radikalov poliaromatskih ogljikovodikovih ionov [31, 37]. Znotraj
te druºine izstopajo predvsem spojine na osnovi trifenilena A(C18H12)(DME)0.5 (A-
Tri-DME; kjer je A = K, Rb in Cs ter DME = 1,2-dimetoksietan). V teh sistemih so
radikali (C18H12)•− razporejeni na frustriranih ∆-verigah, ki se vijejo vzdolº krista-
lografske a osi. EPR meritve kaºejo izjemno visoke vrednosti izmenjalne interakcije
in energijsko vrzel v spinskem vzbuditvenem spektru. Kljub tako mo£nim interak-
cijam, EPR meritve niso zaznale nobenih znakov antiferomagnetne resonance do
temperatur 4 K. To napeljuje na odsotnost Néelovega reda in nakazuje na moºnost
obstoja stanja kvantne spinske teko£ine.
µSR meritve
Za£etna magnetna karakterizacija vzorcev A-Tri-DME se je izvedla z EPR meri-
tvami. EPR signal vseh treh vzorcev ima £isto Lorentzovsko obliko s ²irino 0.16, 1.8
in 8.3 mT pri sobni temperaturi, za vzorce K-, Rb- in Cs-Tri-DME. Temperaturna
odvisnost spinske susceptibilnosti kaºe podobno obna²anje za vse tri vzorce: ²irok
maksimum, ki nakazuje na nizkodimenzionalni antiferomagnetizem in hiter padec
pri nizkih temperaturah zaradi spinske energijske vrzeli. Za opis teh temperaturnih
odvisnosti smo izbrali model alternirajo£e spinske verige [40] [Slika 8.14], ki nam
poda vrednosti konstant izmenjalne interakcije JK = 282 ± 15 K, JRb = 277 ± 3 K
in JCs = 173 ± 10 K. Modelu smo dodali majhen, ∼ 1% paramagnetni prispe-
vek ne£isto£, ki povzro£i porast v temperaturni odvisnosti spinske susceptibilnosti
pri najniºjih temperaturah. Za dolo£iev vrednosti spinske energijske vrzeli, smo
nizkotemperaturni del spinske susceptibilnosti opisali z aktivacijskim obna²anjem.
Linearni t linearnega obmo£ja koli£ine ln(χ(T )T 1/2) v odvisnosti od 1/T [vstavljeni
graf na sliki 8.14] nam da ∆Ks = 115 ± 1 K, ∆Rbs = 126 ± 1 K in ∆Css = 56 ± 1 K.
Nad temperaturo 4 K noben od teh sistemov na kaºe EPR signala, ki bi ga lahko
povezali z antiferomagnetno resonanco.
µSR spektri vzorca K-Tri-DME v odsotnosti magnetnega polja kaºejo zadu²ene
oscilacije z za£etnim minimumom pri t ≈ 4 µs, ki so opaºene pri vseh temperatu-
rah med T = 100 in 1.7 K (Slika 8.15). Za£etna relaksacija nad 30 K ima grobo
Gaussovsko obliko [Slika 8.15(b)], ampak pri temperaturah pod ≈ 20 K, zna£aj te
relaksacije postane bolj eksponenten [Slika 8.15(c)]. Podoben potek temperaturne
odvisnosti µSR spektrov opazimo tudi pri vzorcih Rb- in Cs-Tri-DME, kar nakazuje
na skupni relaksacijski mehanizem za celotno druºino teh spojin.
S pomo£jo meritev v longitudinalnem zunanjem polju smo pri²li do ugotovitev,
da te zaznane oscilacije v µSR signalu izvirajo iz ²ibkih magnetnih polj sklopitve
miona s sorazmerno ²ibkimi lokalnimi polji bliºnjih vodikovih atomov na mestu
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Slika 8.14: Temperaturna odvisnost EPR spinske susceptibilnosti χEPR za K- (oran-
ºni krogci), Rb- (modri krogci) in Cs-Tri-DME (zeleni krogci). Polne £rte so ti na
model alternirajo£e spinske verige. Vstavljeni graf prikazuje modeliranje aktivacij-
skega obna²anja naravnega logaritma EPR susceptibilnosti v odvisnosti od inverzne
temperature.
ustavitve miona. Te oscilacije so pribliºno neodvisne od temperature in izbire vzorca.
Zakljul£ili smo tudi, da tako majhna polja zelo verjetno ne izvirajo iz zamrznjenih
elektronskih momentov, ki spremljajo konvencionalno Néelovo urejeno magnetno
stanje. To se lepo ujema z dokazi EPR meritev, ki v tem temperaturnem obmo£ju
niso zaznale nobenega znaka magnetnega reda dolgega dosega [37]. Relaksacija µSR











kjer je u1 = 2, u2 = 1 in u3 = 2. Frekvence prehodov med prepletenimi stanji
dipolarno sklopljenih mionov in jedrskih spinov so podane kot ωj = jωd/2, kjer je
ωd = µ0γµγn/4πr
3. Tukaj je γµ mionsko ºiromagnetno razmerje, γn ºiromagnetno
razmerje jedrskega spina (I = 1/2 za 1H) in r je razdalja med njima.
Zaradi interakcije miona s spinom π elektrona pride do dodatne relaksacije µSR
signala. To relaksacijo modeliramo z eksponentno funkcijo Re(t) = exp[−(λt)β], kjer
je λ hitrost relaksacije in β tako imenovani razpotegnjeni eksponent. Tako lahko
na²e µSR spektre modeliramo z ena£bo
A(t) = A0RH(t)Re(t) + Ab, (8.10)
kjer je A0 za£etna amplituda relaksacije in Ab signal ozadja, ki se nana²a na pri-
spevke tistih mionov, ki se ustavijo izven vzorca (naprimer v ohi²ju drºala vzorca).
Globalni t temperaturne odvisnosti µSR spektrov v odsotnosti polja nam da vre-
dnost razdalje med mionom in vodikovim jedrom r(µ+-1H) = 1.62 Å za K-Tri-
DME. Z uporabo enake metode pridemo do razdalj ²e za preostala vzorca, in sicer
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8.4. Z alkalijskimi kovinami interkaliran trifenilen
Slika 8.15: (a) Temperaturna odvisnost µSR spektra v odsotnosti polja za vzorec
K-Tri-DME. Polne rde£e £rte so t na relaksacijski model sklopitve miona z bliºnjim
vodikovim atomom (ena£ba (8.9)). µSR spektra vzorca K-Tri-DME pomerjena pri
(b) 30 K in (c) 1.7 K v odsotnosti polja, kaºeta na spremembo v za£etni relaksaciji
iz Gaussovske v eksponentno obliko. Vstavljen graf prikazuje energijske nivoje za
prepletena spinska stanja sklopitve µ+1H, z ozna£enimi dovoljenimi prehodi (pu-
²£ice).
1.63 Å (Rb-Tri-DME) in 1.64 Å (Cs-Tri-DME). Mion se tako ustavi na dobro
deniranem mestu v bliºini enega vodikovega atoma radikala (C18H12)•−, od koder
ob£utljivo spremlja dinamiko π elektronov.
Poleg dobljenih razdalj pa je zanimiv tudi rezultat temperaturne odvisnosti hi-
trosti relaksacije λ(T ). Na primeru vzorca K-Tri-DME, λ(T ) nenadoma naraste pod
temperaturo TKf = 25 K in se potem ostali na vrednosti λ
K
s = 0.31 MHz, ko gre
T → 0 [Fig. 8.16(a)]. Kvalitativno podobno oba²anje je prav tako opaºeno za vzorca
Rb- in Cs-Tri-DME, vendar s temperaturama TRbf = 26 K in T
Cs
f = 13 K. Prav tako
se zdi, da so saturirane vrednosti hitrosti relaksacije korelirane z variacijami tempe-
ratur Tf , saj za Rb- in Cs-Tri-DME dobimo λRbs = 0.47 MHz in λ
Cs
s = 0.25 MHz.
Torej imamo situacijo, kjer relaksacija mionov pri dolo£eni tempraturi hitro naraste,
zaradi magnetnih momentov π elektronov. Ugotovili smo, da je razlog za to spre-
membo kolektivna upo£asnitev uktuacij magnetnih momentov elektronov. To pa
lahko pomeni, da je nizkotemperaturno stanje A-Tri-DME vzorcev stanje kvantne
spinske teko£ine.
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Raz²irjeni povzetek v slovenskem jeziku
Slika 8.16: (a) Temperaturna odvisnost hitrosti relaksacije µSR signala v odsotnosti
magnetnega polja za K- (oranºna), Rb- (modra) in Cs-Tri-DME (zelena) sisteme.
Rde£e £rte ponazarjajo modeliranje temperaturne odvisnosti s pomo£jo aktivacij-
skega obna²anja spinskih korelacijskih £asov. To nam da saturacijske vrednosti
λKs = 0.31 MHz, λ
Rb
s = 0.47 MHz in λ
Cs
s = 0.25 MHz. (b) Temperaturne odvisnosti
λ(T ) za vse tri vzorce, na reducirani skali T/J in normalizirano na λs sovpadajo z
skupno univerzalno krivuljo - globalni t na termi£no aktivacijsko obna²anje spin-
skega korelacijskega £asa (debela siva £rta).
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