A general approach to selective inference is considered for hypothesis testing of the null hypothesis represented as an arbitrary shaped region in the parameter space of multivariate normal model. This approach is useful for hierarchical clustering where confidence levels of clusters are calculated only for those appeared in the dendrogram, thus subject to heavy selection bias. Our computation is based on a raw confidence measure, called bootstrap probability, which is easily obtained by counting how many times the same cluster appears in bootstrap replicates of the dendrogram. We adjust the bias of the bootstrap probability by utilizing the scaling-law in terms of geometric quantities of the region in the abstract parameter space, namely, signed distance and mean curvature. Although this idea has been used for non-selective inference of hierarchical clustering, its selective inference version has not been discussed in the literature. Our bias-corrected p-values are asymptotically second-order accurate in the large sample theory of smooth boundary surfaces of regions, and they are also justified for nonsmooth surfaces such as polyhedral cones. The p-values are asymptotically equivalent to those of the iterated bootstrap but with less computation.
Introduction
With recent advances in computer and measurement technologies, big and complicated data have been common in various application fields, and thus the importance of exploratory data analysis has been recognized. From collected data, exploratory data analysis is usually used to discover useful information and to formulate hypotheses for further data analysis. For hypotheses obtained by exploratory data analysis, classical statistical inference is commonly performed. However, in the phase of classical inference, the effects of hypothesis selection based on data are often ignored, and thus classical inference will not provide valid tests of the hypotheses.
Inference handling the effects of hypothesis selection appropriately is called selective inference and have been attracted much attention on inferences after model selection, particularly variable selection in regression settings such as Lasso (Lockhart et al., 2014; Lee et al., 2016; Fithian, Sun and Taylor, 2014; Tibshirani et al., 2016 as well as closely related ideas (Benjamini and Yekutieli, 2005; Benjamini and Bogomolov, 2014) . Taylor and Tibshirani (2015) provides a general introduction of selective inference. Fithian, Sun and Taylor (2014) consider a general setting of selective inference and Tian and Taylor (2017+) propose the use of randomized response, which implies valid and more powerful tests. Tibshirani et al. (2017+) consider a bootstrap resampling for the regression problem of Tibshirani et al. (2016) .
In these existing literatures, we mainly consider the cases that it is easy to access the parameter space or that we know the explicit form of the region on data space which represents the selective event. On the other hand, in real application problems, there are situations in which we cannot directly apply these methods. As a motivating example, let us consider the problem to assess uncertainty in hierarchical clustering using bootstrap probability, which is originally introduced in Felsenstein (1985) to the hierarchical clustering of molecular sequences, known as phylogenetic inference. Bootstrap probability of a cluster is easily computed by counting how many times the same cluster appears in bootstrap replicates. This is implemented in R package pvclust (Suzuki and Shimodaira, 2006) , which is used in many application fields such as cell biology (e.g., Ben-Porath et al., 2008) . There is another approach for accessing uncertainty by estimating the optimal number of clusters via the gap statistic (Tibshirani, Walther and Hastie, 2001) . Unlike the gap statistic, pvclust suffers from heavy selection bias because frequentist confidence measure is computed for each obtained cluster in the dendrogram (Fig. 1) . Unfortunately, in general, it is difficult to know the explicit form of the selective event that the specific cluster is obtained. There are no existing frameworks to address this kind of issues.
Geometry plays important roles in the theory behind pvclust. We consider testing the null hypothesis that the cluster is not "true". Hypotheses are represented as arbitrary shaped regions in a parameter space, and geometric quantities, namely, signed distance and mean curvature, determine the confidence level. This is the problem of regions formulated in Efron, Halloran and Holmes (1996) and Efron and Tibshirani (1998) for computing confidence measures for discrete decision issues such as clustering and model selection. They argued that bootstrap probability is biased as a frequentist confidence measure, and it can be adjusted by knowing the geometric quantities. The multiscale bootstrap (Shimodaira, 2004) implemented in pvclust is an idea to estimate the geometric quantities by changing the sample size of bootstrap replicates. This method has been also used in phylogenetic inference (Shimodaira and Hasegawa, 2001; Shimodaira, 2002) . However, selective inference has not been considered so far in these works. In this paper, we provide a general approach to selective inference for the problem of regions with a practical algorithm based on the multiscale Height   100   100  100  100  100  54  100  100  100  99  100  100  100  98  100  100  7  100  90  100  100  88  59  90  91  42  15  53  57  94  100  97  81  92  68  94  98  12  78  100  62  100  5  22  98  26  73  2  15  27  91  19  9  75  100  42  80  0  31  0  15  97  49  0  0  0  0  25  10  16  26   si   100   100  100  100  100  82  100  100  100  100  100  100  100  99  100  100  66  100  96  100  100  94  91  95  96  84  81  83  86  98  100  99  91  96  86  98  99  58  92  100  88  100  58  84  99  92  89  82  67  94  95  73  69  95  100  75  94  79  80  80  57  99  81  85  95  88  95  85  76  81  86   au   100   100  100  100  100  66  100  100  100  99  100  100  100  99  100  100  41  100  90  100  100  93  48  91  93  47  30  60  57  89  100  96  86  96  77  94  93  52  78  100  58  100  47  31  97  21  75  26  45  17  94  40  36  56  99  62  67  21  44  20  55  96  57  15  3  16  3  27  30  29  26   bp   1   2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  66  67  68  69  70  71 edge # Fig 1: Pvclust analysis of the lung dataset. Numbers at each branch are (1 − p) × 100 for the raw confidence measure (p BP ; right), the bias-corrected p-value for non-selective inference (p AU ; middle), and the bias-corrected p-value for selective inference (p SI ; left). Cluster id (shown below each branch) is numbered as 1, . . . , 71 by the height of branch from bottom to the top. Boxes show the outmost clusters with 1 − p > 0.90 for p SI (solid line) and p AU (dotted line). The large difference between p AU and p SI indicates heavy selection bias. Branches with arrows will be examined later. See Section A.3 (supplementary material) for details.
bootstrap.
In Section 2, we review the problem setting and describe our new method for a general selective inference problem. A limitation of the method is that only a multivariate normal model is considered, whereas an extension to exponential family of distributions is mentioned in Section 6. However, the transformation invariant property of bootstrap probability leads to robustness to deviation from the normality. Section 3 presents numerical results, including a pvclust example, which indicates that our method reasonably works well. Section 4 provides the theoretical justification in the large sample theory by assuming that the boundary surfaces of the hypothesis and selective regions are smooth. More specifically, it is shown that the selective p-value computed by our algorithm induces an unbiased selective test ignoring O(n −1 ) terms. Moreover, in order to provide a theoretical justification for the case that hypothesis and selective regions have possibly nonsmooth boundary surfaces, Section 5 deals with the asymptotic theory of nearly flat surfaces (Shimodaira, 2008) . Note that, in the theoretical part of this paper, we deal with the case that the selection probability does not tend to 0 or 1, which corresponds to the third scenario of Tian and Taylor (2017+) . All the technical details of experiments and proofs are found in Supplementary Material.
Computing p-values via multiscale bootstrap

Problem setting for selective inference
We discuss the theory of the problem of regions by following the simple setting of Efron and Tibshirani (1998) and Shimodaira (2004) . Let y ∈ R m+1 , m ≥ 0, be an observation of random vector Y following multivariate normal model
with unknown parameter µ ∈ R m+1 and covariance identity I m+1 . Given hypothesis regions H i , i = 1, 2, . . . in R m+1 , we would like to know if µ belongs to H i or not. Since y is an unbiased estimate of µ, a large distance between y and H i is an evidence that µ does not belong to H i , leading to rejection of the null hypothesis µ ∈ H i by hypothesis testing. Instead of testing all the hypotheses, we are prone to select a part of hypotheses which may be easily rejected by the observed data. For formulating this selection process, we introduce selective regions S i , i = 1, 2, . . . in R m+1 , and see if y belongs to S i or not. If y belongs to S i (y ∈ S i ), then H i is selected for hypothesis testing. Otherwise H i is simply ignored and no decision will be made on H i .
Our goal is to compute a non-randomized frequentist p-value p(H|S, y) for the selective inference. The index i is omitted here, because only one hypothesis is considered at a time. The p-value should control the selective rejection probability P (Y ∈ R | Y ∈ S, µ), where R = {y | p(H|S, y) < α} ⊂ S is the rejection region at a significance level α ∈ (0, 1). To control the selective type-I error, P (Y ∈ R | Y ∈ S, µ) is not more than α at any µ ∈ H. Unbiased tests further request that it is not less than α at any µ ∈ H, and thus it equals α at any µ ∈ ∂H.
A simple model for publication bias, which is called as the file drawer problem by Rosenthal (1979) , is easily solved for selective inference (Fithian, Sun and Taylor, 2014; Tian and Taylor, 2017+) , where y, µ ∈ R (m = 0), H = {µ | µ ≤ 0} and S = {y | y > c} for some c ∈ R. Noticing ∂H = {0}, an unbiased test is obtained by specifying R = {y | y > d} withΦ(d)/Φ(c) = α, and we have
whereΦ(x) = 1 − Φ(x) is the upper tail probability of the standard normal distribution.
In this paper, we provide approximately unbiased p-values for arbitrary shaped regions (m ≥ 0), which approximately satisfy
up to specified asymptotic accuracy. This will be solved by adjusting deviation from p(H|S, y) =Φ(y m+1 )/Φ(c), where the file drawer problem (2) is considered for y m+1 as H = {µ | µ m+1 ≤ 0} and S = {y | y m+1 > c}. By setting S = R m+1 , our argument reduces to the ordinary (non-selective) inference for computing p(H|y), which approximately satisfies
by adjusting deviation from p(H|y) =Φ(y m+1 ). Although unbiased tests are sometimes criticized for non-existence (Lehmann, 1952) and unfavorable behavior (Perlman et al., 1999) , we avoid these issues by considering only approximate solutions based on (2). Algorithm 1 shown in Section 2.3 computes the p-values from the multiscale bootstrap probabilities of H and S. The bootstrap probability of region H at scale σ 2 > 0 is defined by
where P σ 2 (·|y) is the probability with respect to
All we need for computing the p-value are bootstrap probabilities at several σ 2 values. We consider the parametric bootstrap (5) in the theory, but we perform nonparametric bootstrap in real applications; the connection between the two resampling schemes is explained in Section 2.2. Setting a good S for a given H would be an interesting issue. For increasing the chance of rejecting H, setting S ⊂ H c , i.e., a subset of the complement set R m+1 \ H, is reasonable, because observing y ∈ H would not be an evidence against the null hypothesis. On the other hand, coarser selection would improve the power, according to the monotonicity of selective error in the context of "data curving" (Fithian, Sun and Taylor, 2014) . A compromise would be S = H c , because it is the largest (coarsest) region that does not overlap with H. Taking a smaller (finer) selective region reduces the "leftover information". Throughout this paper, we assume S = H c , thus ∂S = ∂H, in illustrative examples and informal argument.
Bootstrap probability in pvclust
The argument below as well as Section A (supplementary material) explains how the theoretical setting of the previous section is related to the nonparametric bootstrap implemented in pvclust. Let us consider hierarchical clustering of the lung dataset (available in pvclust) of micro-array expression profiles of n = 916 genes for p = 73 tissues (Garber et al., 2001 ). In our setting, genes, instead of tissues, are independent samples (see Section A.1 for a specific model). Then the tree building process is quite similar to phylogenetic inference (Felsenstein, 1985; Efron, Halloran and Holmes, 1996) , where sites of aligned DNA sequences, instead of species, are independent samples. Hierarchical clustering is formally described as follows. The dataset of sample size n is denoted as X n = (x 1 , . . . , x n ) with each x i ∈ R p . Euclidean distance 1 n n t=1 (x ti − x tj ) 2 and sample correlation are commonly used for pairwise distances between tissues. Let d n = dist(X n ) ∈ R p(p−1)/2 be the lower-triangular part of the p×p distance matrix, from which a tree building algorithm computes the dendrogram as shown in Fig. 1 . A cluster G ⊂ {1, . . . , p} is meant a subset of the p tissues, and k select is the number of clusters appeared in the dendrogram, excluding trivial clusters {1}, . . . , {p}, {1, . . . , p}. For p = 73 tissues, only k select = p − 2 = 71 clusters are selected from k all = 2 p − (p + 2) = 9.44 × 10 21 possible clusters. We denote the dendrogram as hclust(
Before discussing hypothesis testing, we have to clarify what "true" clusters mean here. We imagine a situation that infinitely many genes can be collected by taking the limit of n → ∞. Now the dataset X ∞ and the distance matrix
can be interpreted as the population and the "true" distance matrix, respectively. By applying the tree building algorithm to d ∞ , we get "true" dendrogram hclust(d ∞ ) as well as "true" clusters in it. They could be very poor representations of reality, but simply what we would observe when the number of genes is very large.
For quantifying the random variation of hclust(X n ) = hclust(dist(X n )), we generate bootstrap replicates by resampling x i with replacement from X n . Let X in the B instances of bootstrap replicates
Then C(G)/B is an estimate of the bootstrap probability of the cluster G with error O p (B −1/2 ). In Fig. 1 , this value for n = n is shown at each branch as 1 − p BP , which has been used widely as a confidence measure of the cluster in phylogenetic analysis too (Felsenstein, 1985) .
Our proposed method
In this paper, we propose a general multiscale bootstrap algorithm for computing approximately unbiased p-values of selective inference. We assume that there exists a transformation f n so that (1) holds for y = f n (X n ) and (5) holds for y * = f n (X * n ). The nonparametric version of multiscale bootstrap changes the sample size n of X * n and in effect changes the scale σ 2 = n/n of Y * in (5). For example, a realization of f n for pvclust is given in Section A.2 (supplementary material) so that the event G ∈ hclust(X n ) corresponds to the event y ∈ S and the hypothesis region is specified as H = S c . In other words, for the clusters in the obtained dendrogram, we perform selective inference to test the null hypothesis that the cluster is not true. Then the bootstrap probability of S is computed as
from the frequency C(G) in (6), and the bootstrap probability of H = S c is obtained as α σ 2 (H|y) = 1 − α σ 2 (S|y).
More generally, by assuming that we can tell if y * ∈ H and y * ∈ S from X n , the bootstrap probabilities α σ 2 (H|y) and α σ 2 (S|y) at several σ 2 values are computed as frequencies with respect to B instances of X * n at several n values. Since we actually work on X * n for computing bootstrap probabilities, the transformation f n does not need to be identified in practice. We define normalized bootstrap z-value (Shimodaira, 2008 (Shimodaira, , 2014 as
and normalized bootstrap probability as
Given bootstrap probabilities at several σ 2 values, the idea is to estimate the functional forms of ψ σ 2 (H|y) and ψ σ 2 (S|y) with respect to σ 2 using an appropriate parametric model ϕ(σ 2 |β) with parameter β. Examples of model fitting are shown in Fig. 2 . The theory shows that a good model is the linear model
with respect to σ 2 ; denoted as poly.2 in Section 5.2. Using the estimated parameterβ = (β 0 ,β 1 ), we extrapolate (7) and (8) to σ 2 ≤ 0, from which we can calculate an approximately unbiased p-value for selective inference as well as that for non-selective inference. Our method is summarized in Algorithm 1. The procedure (A) is justified for smooth boundary surfaces of the regions in Section 4, and (B) is justified for both smooth and nonsmooth surfaces in Section 5.
Algorithm 1 Computing approximately unbiased p-values
1: Specify several n ∈ N values, and set σ 2 = n/n for each n . Set the number of bootstrap replicates B, say, 1000. 2: For each n , perform bootstrap resampling to generate Y * for B times and compute α σ 2 (H|y) = C H /B and α σ 2 (S|y) = C S /B by counting the frequencies C H = #{Y * ∈ H} and C S = #{Y * ∈ S}. We actually work on X * n instead of Y * . Compute ψ σ 2 (H|y) = σΦ −1 (α σ 2 (H|y)) and ψ σ 2 (S|y) = σΦ −1 (α σ 2 (S|y)). Note that, for the case of S = H c , we only need to count C S , because C H = B − C S , α σ 2 (H|y) = 1 − α σ 2 (S|y) and ψ σ 2 (H|y) = −ψ σ 2 (S|y). 3: Estimate parameters β H (y) and β S (y) by fitting models
respectively. The parameter estimates are denoted asβ H (y) andβ S (y). If we have several candidate models, apply above to each and choose the best model based on AIC value. 4: Approximately unbiased p-values of non-selective inference (p AU ) and of selective inference (p SI ) are computed by one of (A) and (B) below.
(A) Extrapolate ψ σ 2 (H|y) and ψ σ 2 (S|y) to σ 2 = −1 and 0, respectively, by
and then compute p-values by
.
(B) Specify k ∈ N, σ 2 0 , σ 2 −1 > 0 (e.g., k = 3 and σ 2 −1 = σ 2 0 = 1). Extrapolate ψ σ 2 (H|y) and ψ σ 2 (S|y) to σ 2 = −1 and 0, respectively, by
where the Taylor polynomial approximation of ϕ H at τ 2 > 0 with k terms is:
, and ϕ S,k is defined similarly. Then compute p-values by
The proposed method satisfies the following two properties. With these properties, it is not necessary to know the dimension m, the transformation f n , and the shapes of H and S in the parameter space, thus leading to wide applications and robustness to deviation from the multivariate normal model.
There could be several f n (possibly different m) exist, and someone may wonder that p-values depend on it. However, the bootstrap probabilities as well as the p-values computed from them are transformation invariant, and they are in fact computed in the original space of X n without even defining the transformations. This property may be referred to as bootstrap trick by analogy with the kernel trick of the support vector machine.
Preview of the large sample theory
Why does this method work? To explain the reason for the case of S = H c , let us introduce two geometric quantities of Efron (1985) . First note that projection is the point on ∂H closest to y ∈ R m+1 defined as proj(H|y) = arg min µ∈∂H y − µ .
Signed distance from y toμ = proj(H|y), denoted as t = η(H|y), is t = y−μ > 0 for y ∈ H and t = − y −μ ≤ 0 for y ∈ H. Mean curvature of ∂H atμ, denoted asγ = γ(H|y), is half the trace of Hessian matrix of the surface atμ with signγ > 0 when curved towards H (e.g., convex H) andγ ≤ 0 otherwise (e.g., concave H). For proj(H|µ), the signed distance and the mean curvature are η = η(H|µ) and γ = γ(H|µ). Then signed distance T = η(H|Y ) follows the normal distribution
by ignoring the error of O p (n −1 ), where η = O(1) under the local alternatives and γ = O(n −1/2 ). Our large sample theory has second order asymptotic accuracy correct up to O p (n −1/2 ) by ignoring O p (n −1 ) terms, and the equality with this accuracy will be indicated by . = below. For example,γ = γ + O p (n −1 ) will be denoted asγ . = γ. Hypothesis testing is now a slight modification of the file drawer problem. The null hypothesis µ ∈ H is expressed as η ≤ 0 and the selective event y ∈ H c is expressed as t > 0. Since T − γ(H|Y ) ∼ N (η, 1), ignoring O p (n −1 ), is the pivot statistic distributed as N (0, 1) at η = 0, the p-value for the ordinary (non-selective) inference is p(H|y)
Since p(H|H c , y) . = p(H|y)/Φ(−γ), the selective p-value adjusts the non-selective p-value by the selection probabilityΦ(−γ) in the denominator. These p-values are particularly simple when γ ≡ 0, i.e., the boundary surface ∂H is flat. p(H|y)
. =Φ(t) is the p-value for one-tailed z-test of the null hypothesis η = 0, and p(H|H c , y) . =Φ(t)/Φ(0) . = 2p(H|y) is the p-value for two-tailed z-test. The selective inference considers the fact that we do not know which of t > 0 and t < 0 is observed in advance, thus doubling the non-selective p-value. Bootstrap probability is also expressed in terms of the geometric quantities. From the argument of Efron and Tibshirani (1998) and Shimodaira (2004) , signed distance T * = η(H|Y * ) for the bootstrap replicate Y * follows
Therefore, the bootstrap probability is
which will be shown rigorously in (13). In particular for σ 2 = 1, it becomes the ordinary Bootstrap Probability (BP)
=Φ(t +γ).
This provides naive estimation of the p-values as p BP (H|y) = p(H|y) + O p (γ) and 2p BP (H|y) = p(H|H c , y) + O p (γ). The bias caused by γ = O(n −1/2 ) will be adjusted by multiscale bootstrap. Note that the scaling-law of α σ 2 (H|y) is intuitively obvious by rescaling (5) with the factor σ −1 so that t andγ in α 1 (H|y) are replaced with tσ −1 andγσ, respectively. We can compute the p-values from the multiscale bootstrap probabilities. By fitting the linear model (9) to the observed values of
at several σ 2 values, the regression coefficients are estimated asβ 0 . = t and β 1 . =γ, from which we can extrapolate ψ σ 2 (H|y) to σ 2 ≤ 0. In particular for σ 2 = −1, we have the pivot statistic
Therefore, p(H|y) is computed as
for the Approximately Unbiased (AU) test of non-selective inference (Shimodaira, 2002) . The error in (4) for p AU (H|y) is in fact O(n −3/2 ) (Shimodaira, 2004) , which was originally shown for the third-order pivot statistic (Efron, 1985; Efron and Tibshirani, 1998) . Noticing (8), we may state that p AU (H|y) = p −1 (H|y) adjusts the bias of p BP (H|y) = p 1 (H|y) by formally changing σ 2 = 1 (n = n) in p σ 2 (H|y) to σ 2 = −1 (n = −n). The selective p-value p(H|H c , y) is computed similarly. Our idea for approximately unbiased test of Selective Inference (SI) is to calculate ψ 0 (H|y) . = t as well as ψ −1 (H|y) . = t −γ by the multiscale bootstrap, from which we define
This p-value satisfies (3) with error O(n −1 ). For simplifying the notation, we may write p SI (H|y) for p SI (H|H c , y) by omitting H c . It follows from ψ 0 (H|y) = −ψ 0 (H c |y) that p SI (H|y) is p SI (H|S, y) of Algorithm 1 for the case S = H c .
Bias correction by resampling from the null distribution
Multiscale bootstrap generates Y * from y in (5). Replacing y with proj(H|y),
simulates the null distribution of Y generated from µ ∈ ∂H. By letting t = 0 in p BP (H|y), we have p BP (H| proj(H|y)) . =Φ(γ), and therefore
This is the idea of Efron and Tibshirani (1998) to estimateγ for adjusting p BP (H|y) by p ET (H|y) =Φ(ψ 1 (H|y) − 2z proj (H|y)) . = p(H|y). It is easily extended to selective inference by p ET-SI (H|y) = p ET (H|y)/Φ(−z proj (H|y)) . = p(H|H c , y) for the case of S = H c , and an extension to general S is given in Section 4.4. We will show in Theorem 4.5 that the double bootstrap (Hall, 1986; Efron and Tibshirani, 1998 ) also computes the adjusted p-value. An advantage of multiscale bootstrap over these methods is that it does not require expensive computation of the null distribution.
Numerical Results
An illustrative example of pvclust
For each cluster in Fig. 1 , we test the null hypothesis that the cluster is not true. Therefore, clusters with 1 − p > 0.9 are identified as true by rejecting their null hypotheses at significance level α = 0.1. However, the decision depends on the type of p-values. Which p-value should we use for making a decision?
Let us look at the branch of cluster id = 31 consisting of six non-tumor tissues (the left most box in Fig. 1 ). All the other 67 tissues are lung tumors from patient. For this cluster, it is very natural to use the non-selective p-value p AU for controlling (4), because a scientist may hypothesize that the six tissues are different from the others before looking at the data. For most of the other clusters, however, we should use the selective p-value p SI for controlling (3), because they are discovered only after looking at the data. On the other hand, p BP and 2p BP can be interpreted as naive estimates of p AU and p SI , respectively, when |γ| is small, but they are not quite good estimates here.
Differences of p-values with respect to the geometric quantities are illustrated in Fig. 3 . We plotted ψ 0 (H|y) . = t for the x-axis and ψ −1 (H|y) − ψ 0 (H|y) . = −γ for the y-axis. On the x-axis (γ = 0), p AU = p BP =Φ(t), p SI = 2Φ(t), and they are adjusted byγ as seen in the contour lines. The contour line of p AU is left to the other two lines, indicating that p AU is smaller than p BP and p SI , thus rejecting more null hypotheses. Some clusters suggest estimation error, such as t < 0 and −γ < 0, but the problem seems minor overall.
Computation of the p-values is examined in Fig. 2 . Looking at cluster id = 37, 57 and 62, fitting of poly.2, namely the linear model (9) or (31) is very good so that the extrapolation by substituting σ 2 = −1 in the linear model is good enough, and the other sophisticated extrapolation methods may not be necessary. This suggests the validity of the large sample theory of the second order asymptotic accuracy (Section 2.4 and Section 4).
However, the singular model sing.3, namely (32) with k = 3, fits much better for cluster id = 67. Then the extrapolation to σ 2 = −1 by the Taylor polynomial approximation ϕ H,k depends on k, giving 1−p AU = 0.77 with k = 2 (linear) and 1 − p AU = 0.95 with k = 3 (quadratic). The large −γ value for id = 67 indicates that the region H c is small; suggests small radius r . = m/(−2γ) if it were a sphere in R m+1 . The last case is beyond the large sample theory of Section 4, and it requests the need for the other asymptotic theory of Section 5.
Simulation of convex and concave regions
Two dimensional examples
Here, we verify that our method provides approximately unbiased selective inference through numerical simulations. We consider the following hypothesis region in R 2 as
and choose the selective region as S = H c . We consider four settings: the sign of function h determines whether the hypothesis region is convex or concave, and the value of a determines the shape of the boundary surface ∂H as smooth for a = 1 or nonsmooth for a = 0. Here, we show only the results of concave cases and refer the reader to Section B (supplementary material) for the convex cases. As mentioned in Section 2.4, 2p(y) with non-selective p-values can be interpreted as naive selective p-values if ∂H is flat. Thus, we compare our method with naive selective inferences using 2p(y) for fair comparisons. For the naive selective pvalues, the rejection probability will be doubled if we use p(y) instead. We refer to the non-selective test with existing p-values p BP and p AU,k as "BP" and "AU (k)", respectively. We refer to the selective test with 2p BP as "2BP", and that with 2p AU,k as "2AU (k)", where p AU,k (Shimodaira, 2008) is the non-selective version of p SI,k . The selective test with p BP,2 in Section 4.4 and p SI,k in (B) of Algorithm 1 are denoted as "SDBP" and "SI (k)", respectively. The bias of SI (k) is expected to reduce as k increases. By Theorem 4.5, SI (k = 2) and SDBP should exhibit the same behavior at least for smooth cases. All results of the following simulations are computed accurately by numerical integration instead of Monte-Carlo simulation in order to avoid the effects of sampling error. Table 1 shows the selective rejection probabilities at significance level α = 0.1 and the selection probabilities for several µ = (θ, −h(θ)) ∈ ∂H, where we chose θ = 0.0, 0.5, . . . , 3.5. The last column shows the average absolute bias for p(y) computed by
where θ j ranges from 0 to 3.5 as θ j = 0.05 × j, j = 0, . . . , M with M = 70. From the table, we can see that the non-selective p-values induce serious bias in the context of selective inference. Moreover, our method dominates the naive selective inferences in the sense of the unbiasedness in many cases, and k = 3 is better than k = 2 for SI(k). In fact, for almost all points of θ, selective rejection probabilities of our method are closer to significance level α = 10% than the naive inferences. The average absolute bias (11) for our method is smaller than those for the naive selective inferences. In addition, for each case, SI (k = 2) and SDBP provide similar selective rejection probabilities in Table 1 and similar rejection boundaries in Fig. 5 . In accordance with Theorem 4.5, the rejection surfaces of SI (k = 2) and SDBP are almost the same in the smooth case. For the concave hypothesis region with the nonsmooth boundary surface, Table 1 shows that it is difficult to provide unbiased inferences in a neighborhood of the vertex. Nevertheless, by using our method, the bias can be reduced more effectively with distance from the vertex.
Next, we look at contour lines of p-values in Fig. 4 with the horizontal axis θ. We chose α = 0.1 again. The shaded area represents the hypothesis region H, and the rejection regions are just above the contour lines in the subfigures. For p AU,k and p SI,k , we fixed k = 3. In all the settings, the three curves of 2p BP = α, 2p AU,3 = α and p SI,3 = α coincide with each other at large θ values where ∂H is flat. This verifies that the use of 2p(y) of non-selective p-values leads to selective inference there. Looking at P (Y ∈ S|µ) in Table 1 at large θ values, we confirm that the selection probabilities are actually 1/2. However, the selection probability decreases as θ approaches zero in the concave cases. It is 1/3 at the vertex for the nonsmooth concave case. Then the curve of 3p AU,3 = α in Fig. 4 almost touches the curve of p SI,3 = α near the vertex. This shows that our selective inference method automatically adjusts the selection probability to provide a valid selective inference.
Spherical examples
Here, we consider a simple example which is considered in Example 1 of Efron and Tibshirani (1998) . Suppose that H = {µ | µ ≥ θ} and S = H c as a concave hypothesis region. That is, we consider the case that the selective region is a sphere of radius θ in R m+1 . The mean curvature of ∂H defined in Section 4.2 is given by −γ = m/(2θ). For the fixed mean curvature, the number of dimensions m + 1 was varied from 10 to 1000. We chose −γ = 0.5, 1.0, 1.5. In this setting, by Theorem 1 of Shimodaira (2014) , the third order term in the asymptotic expansion of the bootstrap probability goes to 0 as m → ∞. Thus, from Theorem 4.3, we expect that the selective rejection probability of SI (k) goes to α as m → ∞. In addition, from the discussion in Section 4.3, it is expected that the selective rejection probabilities of 2BP and 2AU (k) go to Φ(Φ −1 (α) − 2γ)/Φ(−γ) and α/Φ(−γ), respectively. Fig. 6 illustrates the change of the selective rejection probability for each pvalue as the number of dimensions increases. We can see that 2BP and 2AU (k) have serious bias related to the magnitude of mean curvature. On the other hand, the selective rejection probabilities of SI (k) approach to α = 10%, regardless of the mean curvature, as the number of dimensions increases. Thus, when the number of dimensions is relatively large, our selective inference could be nearly unbiased whereas the naive selective inference using 2BP or 2AU may have serious bias.
Simulation analysis of pvclust
Here, we provide a numerical simulation of pvclust in accordance with Section A.1 (supplementary material). The average linkage hierarchical clustering with the (normalized) Euclidean distance
2 is considered as a tree building algorithm hclust. We denote by {i, j} the cluster consisting of tissues i and j. We consider the simple setting in which there are three tissues and x i (i = 1, . . . , 1000) are independent observations from the normal mixture
where a ∈ R, µ 1 (a) = (a, a, 0), and µ 2 (a) = (a, 0, a). In this setting, the "true" distance matrix d ∞ is given by
Thus, both clusters {1, 2} and {1, 3} are true. It is worth noting that the cluster {2, 3} is also true in the case that a = 0. We generated independently 10 4 datasets of X 1000 at each value of a and applied pvclust for each dataset. We choose values of a such that the selection probabilities of the cluster {1, 2} (or {1, 3}) at a are almost equivalent to ones at θ = 0, 0.5, . . . , 3.5 in the nonsmooth case of Table 1 . Letθ(a) be an estimated such transform from a to θ. Obviously, a = 0 is corresponding to θ = 0.
For the details about the construction ofθ, see Section A.4 (supplementary material). When we obtained the cluster {1, 2} (or {1, 3}), we computed the following p-values for the null hypothesis that the cluster {1, 2} (or {1, 3}) is not true: p BP (H|y), p AU,3 (H|y), 2p BP (H|y), 2p AU,3 (H|y), and p SI,3 (H|S, y) by B = 10 4 bootstrap replicates. Note that S is the selective region in which the cluster {1, 2} (or {1, 3}) is true. For i = 2, 3, let H i be the null hypothesis that the cluster {1, i} is not true. In pvclust, we consider the test for the null hypothesis H i only when the cluster {1, i} appeared. We also refer to tests at the significance level of α = 0.1 with these p-values as the same symbols in Section 3.2. We count how many times, say N i , the cluster {1, i} appears in 10 4 replications. For each test, we also count how many times, say R i , the null hypothesis H i is rejected and the selective rejection probability is estimated by R i /N i . This scenario seems to correspond with the nonsmooth and concave setting in Section 3.2 (see, Section A.4). The subfigure (a) of Fig. 7 shows the selective rejection probabilities of the nonsmooth case of Table 1 related with θ. The subfigures (b,c) of Fig. 7 show the selective rejection probabilities of tests against H 2 and H 3 related withθ(a), respectively. The shaded area around each line in the subfigures (b,c) of Fig. 7 indicates the precision of plus minus two standard deviations. From these results, we can see similar behaviors to the twodimensional example in the simulation results of pvclust. By using our method, the bias can be reduced more effectively in the practical situation of pvclust. The null hypothesis is H 3 . The horizontal axis of (a) is θ described in Section 3.2. The horizontal axes of (b), (c) arê θ(a). In each subfigure, the vertical axis is the selective rejection probability at significance level α = 0.1.
Large sample theory for smooth boundary surfaces
Nearly parallel surfaces
In this section, we consider the ordinary asymptotic theory of large n by assuming that ∂H and ∂S are smooth surfaces. We follow the geometric argument given for the problem of regions with multivariate normal model (Efron, 1985; Efron and Tibshirani, 1998) , and its extension to multiscale bootstrap (Shimodaira, 2004 (Shimodaira, , 2014 . Here we introduce a new assumption for solving the selective inference. For representing y, µ ∈ R m+1 in a neighborhood of ∂H, we employ the coordinate system (u, v) with u ∈ R m , v ∈ R, and consider the hypothesis region H = R(h) for a smooth function h(u) represented as
The selective region is defined similarly as S = R(s) c for a smooth function s(u). Using the summation convention that an index appearing twice in a term implies summation over 1, . . . , m, a smooth function h is expressed as
. ., are the coefficients of the Taylor expansion at u = 0.
In the large sample theory, each axis of y = (u, v) is scaled by √ n as Y = √ nX to keep the variance in (1) fixed. Therefore the k-th derivatives of h should be
, and higher order terms are O(n −1 ). Thus we have
In this paper, we consider a class of nearly parallel surfaces T with the additional property that h 0 = O(1) and h i = O(n −1/2 ) for all h ∈ T so that surfaces defined by
m } are nearly parallel to each other. We then assume that h, s ∈ T for ∂H = B(h) and ∂S = B(s). This setting is less restrictive than the class h ∈ S with h i = O(n −1 ) considered in Shimodaira (2014) for representing non-selective rejection region R = R(r) c with r ∈ S. Our motivation for introducing the class T is as follows. Although we can set h 0 = 0, h i = 0, thus h ∈ T , for any particular h without losing generality by taking a point on surface as the origin, the k-th derivatives are O(n −(k−1)/2 ) for another s in general and thus s 0 = O( √ n) and s i = O(1). The first assumption for s ∈ T , namely s 0 = O(1), comes from the local alternatives setting, where points, before applying the scaling of √ n, are approaching zero at rate O(1/ √ n) so that points in the space of µ are of order O(
The second assumption, namely s i = O(n −1/2 ), is newly introduced in this paper for solving the selective inference. It lets ∂s/∂u . = ∂h/∂u at u = O(1) so that ∂S is nearly parallel to ∂H in the neighborhood of the origin. This assumption clearly holds for the case S = H c , where ∂S = ∂H.
The scaling law of the normalized bootstrap z-value
The asymptotic expansion of the bootstrap probability (Efron and Tibshirani, 1998) and its extension to multiscale bootstrap (Shimodaira, 2004) are obtained as follows. By taking the origin at a point on ∂H, we can write
with h 0 = 0, h i = 0. We first work on the case that the observation is y = (0, t), namely, u = 0 ∈ R m , v = t ∈ R. Then the signed distance from y to ∂H is t. The mean curvature of ∂H at the origin (0, 0) is defined aŝ
which is half the trace of Hessian matrix. The bootstrap probability α σ 2 (H|y) is, by noting V * |y ∼ N (t, σ 2 ),
We use the notation E σ 2 (·|y) for the expectation with respect to (5), and E σ 2 (·|u), in particular, for the expectation with respect to U * ∼ N m (u, σ 2 I m ). We also interpret E σ 2 as a operator to h, and use the notation
For calculating α σ 2 (H|y), consider the Taylor expansion
and put
Therefore, the normalized bootstrap z-value defined in (7) is expressed as
Next, we work on the general case for any h ∈ T and y ∈ R m+1 . The expression for α σ 2 (H|y) is obtained by change of coordinates with proj(H|y) being at the origin. This has been done in Shimodaira (2014) up to O(n −2 ), meaning fourth order accuracy. Here we need only the result with second order accuracy as shown in the following lemma.
Lemma 4.1. Let H = R(h) and y = (θ, −s(θ)) for any h, s ∈ T and θ ∈ R m . Then the bootstrap probability is expressed as
whereη = η(H|y) is the signed distance from y to ∂H andγ = γ(H|y) is the mean curvature of ∂H at proj(H|y). These two geometric quantities are expressed by indicating the dependency on h, s, θ aŝ η(h|s, θ) .
We also denote ψ σ 2 (H|y) = ψ σ 2 (h|s, θ). Then (15) is expressed as
Proof. Since t andγ are geometric quantities which do not depend on the choice of coordinate system, (13) gives (15). We will show (16) and (17) in Section C.2 (supplementary material). Then (18) is an immediate consequence of (15).
Approximately unbiased p-value for selective inference
The rejection region of approximately unbiased test for selective inference is given in the following theorem. Only non-selective inference, i.e., the case of S = R m+1 , has been discussed in the literature of the problem of regions, and we extend it to selective inference. Theorem 4.2. Consider the hypothesis region H = R(h) and the selective region S = R(s)
c for any h, s ∈ T . For any 0 < α < 1, we can specify r ∈ T for the rejection region R = R(r) c so that the selective rejection probability takes the constant value α for µ on ∂H;
The coefficients of r(u) are solved as r 0 .
For sufficiently large n, r(u) ≤ s(u) and R ⊂ S in the neighborhood of u = 0, and thus (19) is the conditional probability P (Y ∈ R | Y ∈ S, µ). We also have an expression of α in terms of geometric quantities as
Proof. First, we proceed by assuming r ∈ T . For any µ ∈ ∂H, we write µ = (θ, −h(θ)), θ ∈ R m . Then it follows from Lemma 4.1 that
Therefore, (19) is expressed asΦ(−ψ 1 (r|h, θ)) . = αΦ(−ψ 1 (s|h, θ)). Substituting (18) into it, we get
We then solve the equation for r. The rest of the proof is given in Section C.3 (supplementary material).
Suppose we observed y = (0, −r 0 ) ∈ ∂R.
Then the p-value should be α for y, and we define p SI (H|S, y) . = α with (20). There are geometric quantities in (20), namely, the signed distance h 0 − r 0 from y to ∂H, the signed distance h 0 − s 0 from proj(H|y) to ∂S and the mean curvature h ii of ∂H at proj(H|y). All these geometric quantities can be estimated from bootstrap probabilities α σ 2 (H|y) and α σ 2 (S|y).
Substituting θ = 0 in (21), we get
Interestingly, the mean curvatures r ii of ∂R and s ii of ∂S in (22) Theorem 4.3. Consider the hypothesis region H = R(h) and the selective region S = R(s) c for any h, s ∈ T . Define p-value as
For computing (23), the values of ψ σ 2 (H|y) and ψ σ 2 (S|y) are extrapolated to σ 2 ≤ 0 by the linear regression on σ 2 for σ 2 > 0. Then, this p-value is second order accurate. For any 0 < α < 1, the rejection region R = {y | p SI (H|S, y) < α} satisfies (19) in Theorem 4.2.
Proof. The theorem is a direct consequence of Lemma 4.1 and Theorem 4.2. Let y = (0, −r 0 ). From (18), we have
By fitting the linear models (24) and (25) to observed bootstrap probabilities for σ 2 > 0, we get h 0 − r 0 , s 0 − r 0 , h ii , s ii as regression coefficients. Then extrapolating the models formally to σ 2 ≤ 0, we have ψ −1 (H|y) .
Substituting them into (23), we get
which coincides with the α in (20). The rest of the proof is given in Section C.4 (supplementary material).
Corollary 4.4. Consider the hypothesis region H = R(h) for any h ∈ T . For any 0 < α < 1, we can specify r ∈ T for the rejection region R = R(r) c so that the non-selective rejection probability is P (Y ∈ R|µ) . = α, ∀µ ∈ ∂H. The coefficients of r(u) are r 0 .
This rejection region is expressed as R = {y | p AU (H|y) < α}, and the approximately unbiased p-value p AU (H|y) =Φ(ψ −1 (H|y)) is second order accurate; in fact third order accurate as shown in Shimodaira (2004) .
Proof. All the second-order results follow by letting S = R m+1 in Theorem 4.2 and Theorem 4.3, where s 0 = −∞, C = 0, ψ 0 (S|y) = −∞.
Let us verify that p AU and p BP are biased heavily for selective inference. For a p-value p(y), consider the rejection region R = {y | p(y) < α} and let us denote the selective rejection probability as α(p) = P (Y ∈ R | Y ∈ S, µ) at µ = (0, −h(0)) ∈ ∂H, which is given by the left hand side of (22). For
is solved for r(u) by looking at the coefficients in (18). Then r(u) is given by r 0 .
Due to the selection probability P (Y ∈ S | µ) in the denominator, α(p σ 2 ) is very much different from α.
Iterated bootstrap and related methods
Iterated bootstrap is a general idea to improve the accuracy by applying bootstrap repeatedly. It has been used for confidence intervals of parameters (Hall, 1986) , and for the problem of regions as well (Efron and Tibshirani, 1998) . The computational cost (time complexity) of kth-iterated bootstrap is O(B k ) when each bootstrap uses B bootstrap replicates, while that of multiscale bootstrap is only O(B), and thus it is often prohibitive even for the double bootstrap, i.e., the iterated bootstrap with k = 2. It also requires the computation of proj(H|y), which can be difficult in applications. Here we show that multiscale bootstrap calculates p-values equivalent to double bootstrap with less computation.
Let p BP,k (H|S, y), k = 1, 2, . . ., be the series of iterated bootstrap p-values. At
Step k + 1, we compute
where the probability is with respect to the null distribution (10). The following theorem shows that the double bootstrap computes p-value equivalent to p SI . The double bootstrap is robust to the computational error in the u-axis of proj(H|y).
Theorem 4.5. Consider the hypothesis region H = R(h) and the selective region S = R(s) c for any h, s ∈ T . Let y = (0, −r 0 ) andμ = (u 0 , −h(u 0 ) + O(n −1 )) for any u 0 = O(n −1/2 ) by allowing the error of O(n −1/2 ) to the u-axis of proj(H|y), which is u i = −(h 0 − r 0 )h i = O(n −1/2 ) according to Lemma C.1 (supplementary material). For k = 1, we adjust (8) by the selection probability to define
for some σ 2 ∈ R, and apply (26) for computing p BP,2 (H|S, y). Then we have
Therefore, p BP,2 (H|S, y) . = p SI (H|S, y), i.e., equivalence in the second order accuracy, and then p BP,2 (H|S, y) is second order accurate. The result does not depend on σ 2 ; the numerator of (27) can beΦ(t) = p 0 (H|y) for σ 2 = 0, say. On the other hand, p BP,1 (H|S, y) = p BP,2 (H|S, y) + O p (n −1/2 ) is only first order accurate, but p BP,1 (H|S, y) becomes second order accurate if S = H c and σ 2 = −1.
Proof. See Section C.5 (supplementary material).
In Section 2.5, we have introduced p ET (Efron and Tibshirani, 1998) as a bias correction method using the null distribution. Here we extend it to selective inference for general S. The p-value is defined as p ET-SI (H|S, y) =Φ (ψ 1 (H|y) − 2z proj (H|y)) Φ(ψ 1 (H|y) − 2z proj (H|y) + ψ 1 (S|y) − z proj (S|y)) .
For the case of S = H c , p ET-SI (H|H c , y) = p ET-SI (H|y) because z proj (H c |y) = −z proj (H|y), ψ 1 (H c |y) = −ψ 1 (H|y). Considering the setup of Theorem 4.5, the four terms in p ET-SI (H|S, y) are expressed as z proj (H|y) = ψ 1 (H| proj(H|y) )
H|S, y). Thus p ET-SI (H|S, y)
. = p SI (H|S, y) again, and they are equivalent in the second order accuracy.
Asymptotic theory for non-smooth boundary surfaces
Nearly flat surfaces
In the previous section, we consider asymptotic behavior as n goes to infinity. The shape of H in the normalized space is magnified by √ n. In this large sample theory, the key point is that the boundary surface ∂H of the hypothesis region approaches a flat surface in a neighborhood of any point on ∂H if the surface is smooth. However, this argument cannot apply to nonsmooth surfaces. For example, if H is a cone-shaped region, it is scale-invariant; the shape remains as cone in the neighborhood of the vertex. In many real world problems such as clustering and variable selection, hypothesis and selective regions are represented as polyhedral convex cones (or their complement sets) at least locally thus have nonsmooth boundaries. Although the chi-bar squared distribution appears in this kind of statistical inference under inequality constraints (Shapiro, 1985; Lin and Lindsay, 1997) , computation of the coefficients seems not very easy for our setting.
To deal with general regions with possibly nonsmooth boundary surfaces, we employ the asymptotic theory of nearly flat surfaces (Shimodaira, 2008) , which is reviewed in Sections 5.1 and 5.2. We provide a theoretical justification for (B) in Algorithm 1. Roughly speaking, we consider the situation that the magnitude of h, say λ, becomes small so that the file drawer problem of (2) appears again as the limiting distribution. The scale in the direction of the tangent space is fixed in this theory so that any boundary surfaces approach flat surfaces. Instead of n → ∞, we introduce the artificial parameter λ and let λ → 0. It is worth noting that this theory is analogous to the classical theory with the relation λ = 1/ √ n. Although this theory does not dependent on n, we implicitly assume that n is sufficiently large to ensure the multivariate normal model (1). Instead of the notation . = used in previous sections, we use for the equality correct up to O(λ) erring only O(λ 2 ) in this section. As with the previous section, for y = (y 1 , . . . , y m+1 ) ∈ R m+1 , let u = (y 1 , . . . , y m ) and v = y m+1 . For a continuous function h : R m → R and v h ∈ R, we define the region by
When we consider v h as −h 0 , R(h, v h ) corresponds to R(h) introduced in Section 4. Let us denote L 1 -norm and L ∞ -norm of h by h 1 = R m |h(u)| du and h ∞ = sup u∈R m |h(u)|, respectively. We say that h is nearly flat if h ∞ = O(λ), and if L 1 -norms of h and its Fourier transformh are bounded; h 1 < ∞ and h 1 < ∞. However, polynomials and cones are unbounded, and they are obviously not nearly flat. As mentioned in Section 5.4 and Appendix A.4 of Shimodaira (2008) , the results can be generalized to continuous functions of slow growth; |g(u)| = O( u k ) as u → ∞ for some k. We can take a nearly flat h approximating g arbitrary well in a sufficiently large window. In practical situations, the magnitude of h is not necessarily too small. From the numerical examples, we may see that our theory works even for a moderate λ.
The hypothesis and selective regions are defined, respectively, by
for nearly flat functions h and s, and v s ∈ R. Note that, for H = R(h, v h ), we can redefine H as R(h, 0) in the coordinate taking the origin at (0, v h ). For 0 < α < 1, let v r be a constant satisfyinḡ
and let R = R(r, v r ) c be a rejection region. Here, v s and v r correspond to h 0 −s 0 and h 0 − r 0 in Section 4, respectively.
We will denote the Fourier transform of a nearly flat function h byh(ω) = Fh(ω) = R m e −iω·u h(u) du, where ω ∈ R m is a spatial angular frequency vector and i = √ −1 is the imaginary unit. Moreover, let h(u) = (F −1h )(u) = (2π) −m R m e iω·uh (ω) dω be the inverse Fourier transform ofh. Using these notations, we can represent the expected value of h(U * ) with respect to U * ∼ N m (u, σ 2 I m ) as follows:
This is an application of the Gaussian low-pass filterf σ 2 (ω) = e −σ 2 ω 2 /2 tõ h. The inverse filter off σ 2 (ω) is defined by
. Applying the inverse Fourier transform to it, we can define the expected value with a negative variance, at least formally, by
Note that E −σ 2 h = E −1 σ 2 h may not be defined unless e σ 2 ω 2 /2h
(ω) 1 < ∞ even though E σ 2 h with σ 2 > 0 is nearly flat. First of all, we provide the fundamental result in the theory of nearly flat surfaces corresponding to Lemma 4.1 in the large sample theory.
Lemma 5.1. For a nearly flat function h and a constant v h ∈ R, let H = R(h, v h ). For y = (u, v) ∈ R m+1 and σ 2 > 0, we have
and the the normalized bootstrap z-value is expressed as
Proof. See Section D.1 (supplementary material).
Models for normalized bootstrap z-value
The key point of our algorithm is that the functional form of ψ σ 2 (H|y) is estimated from the observed bootstrap probabilities computed at several σ 2 = n/n . We need a good parametric model ϕ H (σ 2 |β(y)) with parameter β(y). From the scaling-law (30), it is important to specify an appropriate parametric model for E σ 2 h(u). The following results are shown in Section 5.4 of Shimodaira (2008) .
For smooth h, we have
where
, and
When the boundary surface can be approximated by a polynomial of degree 2k − 1, we may consider the following model, denoted poly.k, by redefining
If h is a polynomial of degree 2k−1, the model poly.k correctly specifies ψ σ 2 (H|y) by ignoring O(λ 2 ) term. It is worth noting that the parameters (β 0 , β 1 , . . . ) are interpreted as geometric quantities; β 0 is the signed distance from y to the surface ∂H, and β 1 is the mean curvature of the surface.
For a nonsmooth h, the above model is not appropriate. In fact, for a coneshaped H with the vertex at the origin, we have
in a neighborhood of the vertex, where β j (u) = O( u j ) as u goes to 0. The following model, denoted sing.k, takes conical singularity into account.
where 0 ≤ β k−1 ≤ 1. In practical situations, we are not sure which parametric model is the reality. Thus, we prepare several candidate models describing the scaling-law of bootstrap probability, and choose the model based on the AIC value.
Approximately unbiased p-values for selective inference in the theory of nearly flat surfaces
Now, we ensure the existence of the rejection region corresponding to an approximately unbiased selective inference. This result corresponds to Theorem 4.2 of the large sample theory.
Lemma 5.2. For nearly flat functions h and s, and a constant v s ∈ R, we set H = R(h, 0) and S = R(s, v s ) c as the hypothesis and the selective regions, respectively. Suppose that E −1 h exists and is nearly flat. Then, for a given 0 < α < 1, there exists a nearly flat function r such that
where R = R(r, v r ) c and v r =Φ −1 (αΦ(v s )). The function r is solved as
where C = φ(v s )/φ(v r ). We also have an expression of α as
Proof. See Section D.2 (supplementary material).
When y = (0, v r − r(u)) is observed, we have y ∈ ∂R and an approximately unbiased p-value for y is set as α. We define a selective p-value p SI (H|S, y) by using α in (35), that is, p SI (H|S, y) α. Although several unknown quantities v r − r(u), v s − s(u) and E −1 h(u) appear in the definition of p SI (H|S, y), we can compute these quantities by using bootstrap probabilities α σ 2 (H|y) and α σ 2 (S|y). The following theorem shows that the p-value computed by (A) of Algorithm 1 is unbiased ignoring O(λ 2 ) terms.
Theorem 5.3. Suppose the assumptions in Lemma 5.2 hold. Also suppose that the functional forms of ψ σ 2 (H|y) and ψ σ 2 (S|y) can be extrapolated to σ 2 = −1 and σ 2 = 0, respectively. We define a selective p-value by
For given significance level α, we set the rejection region by R = {y ∈ R m+1 | p SI (H|S, y) < α}. Then, this R is equivalent to that in Lemma 5.2 erring only O(λ 2 ), and thus R satisfies (33).
Proof. From Lemma 5.1, normalized bootstrap z-values ψ σ 2 (H|y) and ψ σ 2 (S|y) for y = (u, v) can be expressed by
respectively. Then ψ −1 (H|y) v + E −1 h(u) by extrapolating it to σ 2 = −1. By noting E 0 s(u) = s(u) and ψ σ 2 (S c |y) = −ψ σ 2 (S|y), we have ψ 0 (S|y) −v + v s − s(u). By substituting them into (36), we get an expression
Let r and R be those defined in Lemma 5.2. For y ∈ ∂R, v = v r − r(u) and then (38) coincides with (35). Therefore p SI (H|S, y) α on y ∈ ∂R. For y = (u, v) ∈ R m+1 , by looking at the numerator of (38), we get p SI (H|S, y) < α
where O(λ 2 ) terms are ignored.
A class of approximately unbiased tests for selective inference
In Section 5.3, we assumed that the functional forms of ψ σ 2 (H|y) and ψ σ 2 (S|y) can be extrapolated to σ 2 = −1 and σ 2 = 0, respectively. Unfortunately, however, parametric models for cone-shaped regions, e.g., sing.k, can only be defined for σ 2 > 0. This is in parallel with the argument of Lehmann (1952) that an unbiased test does not exist for a cone-shaped hypothesis region; see also Perlman et al. (1999) for counter-intuitive illustrations. On the other hand, Stone-Weierstrass theorem argues that any continuous functions h and s can be approximated arbitrary well by polynomials within a bounded window on u. From this point of view, the selective p-value using poly.k (31) in (A) of Algorithm 1 becomes unbiased as k → ∞ ignoring O(λ 2 ) terms by taking a sufficiently large window, although fitting of high-degree polynomials of σ 2 , namely large k in (31), can become unstable especially outside the range of fitted points for extrapolation.
In the same manner as Shimodaira (2008), the method (B) in Algorithm 1 considers truncated Taylor series expansion of ψ σ 2 (H|y) with k terms at a positive σ 2 −1 > 0 as
, and similarly for ψ σ 2 (S|y) at σ 2 0 > 0. Then we compute the selective p-value by
Although this method can be interpreted as the polynomial fitting, namely (A) in Algorithm 1 with (31), in small neighborhoods of σ 2 −1 and σ 2 0 , it is more stable than the polynomial fitting when a wider range of σ 2 is used for model fitting.
The following theorem provides the theoretical justification for a class of general p-values including (39).
Theorem 5.4. For nearly flat functions h and s, and a constant v s ∈ R, we set H = R(h, 0) and S = R(s, v s ) c as the hypothesis and the selective regions, respectively. For a given 0 < α < 1, let v r =Φ −1 (αΦ(v s )) and
. Let I k (ω) and J k (ω) denote functions satisfying the following three conditions:
exists, where it is defined by
We consider a general p-value p k (H|S, y) which can be represented by
Note that r k (u) in (40) can be replaced by r k (u, v) r k (u) for v = v r + O(λ). Then, we have, for µ = (θ, −h(θ)) ∈ ∂H,
at each θ ∈ R m . In addition to the conditions (i), (ii), (iii), we assume that I k and J k can be expressed by
Then, if h and s are polynomials of degree less than or equal to 2k−1,
Proof. See Section D.3 (supplementary material).
Using this theorem, we can establish theoretical guarantees for our approach using the truncated Taylor series expansion, and also for the iterated bootstrap described in Section 4.4.
Corollary 5.5. For nearly flat functions h and s, define H, S and A(v r ) as in Theorem 5.4. Then, the p-value p SI,k (H|S, y) defined by (39) satisfies (41). We also assume that h is Lipschitz continuous with Lipschitz constant K(λ) = O(λ) for the p-value p BP,k (H|S, y) defined by (26) and (27) for σ 2 > 0. Then, p BP,k (H|S, y) satisfies (41). In addition to above conditions, we further assume that h and s can be represented by polynomials of degree less than or equal to 2k − 1. Then p SI,k (H|S, y) and p BP,k (H|S, y) are unbiased ignoring O(λ 2 ) term.
Proof. The results are immediate consequences of Theorem 5.4 by knowing that p SI,k (H|S, y) and p BP,k (H|S, y) satisfy the conditions (i), (ii), (iii), (iv) as shown below in Lemma 5.6 and Lemma 5.7, respectively.
The following lemma shows the correspondence between p SI,k (H|S, y) and a general p-value p k (H|S, y) in Theorem 5.4.
Lemma 5.6. Assume the same conditions as in Corollary 5.5. Then the p-value p SI,k (H|S, y) can be represented as (40) using the following I k and J k :
and γ(n, z) = (26) and (27) for σ 2 > 0 can be represented as (40) using the following I k and J k :
The above I k and J k satisfy the conditions (i)-(iv) in Theorem 5.4.
Proof. See Section D.5 (supplementary material).
Concluding Remarks
The argument of multiscale bootstrap is generalized to the exponential family of distributions in Efron and Tibshirani (1998) and Shimodaira (2004) , where the acceleration constantâ of the ABC formula in Efron (1987) and DiCiccio and Efron (1992) is considered.â is interpreted as the rate of change of the covariance matrix in the normal direction to ∂H, andâ = 0 in the fixed covariance matrix case. In this paper, we ignoreâ by assuming the model (1) holds for f n (X n ). This assumption corresponds to ∆V = 0 in Section A.2 (supplementary material). The value ofâ is relatively small in examples of Efron and Tibshirani (1998) and Shimodaira (2004) , where several attempts have been made to estimateâ. Computingâ requires further theoretical and computational effort, and this is left as a future work. There are several ways to deal with multiple testing, and the selective inference discussed in this paper is only one of them. We have tested hypotheses separately for controlling the conditional rejection probability of each hypothesis. Therefore, it would be interesting to consider other types of multiple testing, such as false discovery rate and family-wise error rate, together with our selective inference in a similar manner as Benjamini and Bogomolov (2014) .
We have not discussed power of testing for comparing p-values, although the choice of S is mentioned briefly in the last paragraph of Section 2.1. Since our p-values are asymptotically derived by modifying (2) of the file-drawer problem, their power curves should behave similarly at least locally. However, p-values may differ by comparing higher-order terms of power curves. Also, there could be possibilities to improve the power by relaxing the approximate unbiasedness. They are interesting future topics.
Supplementary Material A: Pvclust details
A.1. Gene sampling
An example of generative model for gene sampling is specified as follows. We consider that x i , i = 1, . . . , n, are independent observations of a random vector X in R p . Assume that there are K gene classes, and X is distributed as a mixture model with probability π k , k = 1, . . . , K, say, the normal mixture
. For class k = 1, . . . , K, E(X) = η k represents average gene expressions, and V (X) = Σ k represents observation noise and gene variation.
Let us examine the "true" clusters in this model. As a very simple setting,
. By taking the limit n → ∞, d ∞ is given by E(d ij ) above, which determines the "true" dendrogram and "true" clusters. They can be poor representations of reality when all the contribution of τ 2 k is just observation noise. In this case, the reality is best represented by
This issue is not considered in our testing procedures.
A.2. Construction of f n
To find a connection between X n and y, we would like to consider a specific form of transformation y = f n (X n ) with m + 1 = p(p − 1)/2. Let us assume the asymptotic normality
for sufficiently large n, where Σ(d ∞ ) expresses the dependency of the covariance matrix on the underlying distribution. This holds for the Euclidean distance and the correlation, and more generally smooth functions of the first and second sample moments of x 1 , . . . , x n when the fourth moments of x i exist so that the central limit theorem applies to the sample moments. By defining
we have the normal model (1) approximately holds with µ = 0. For local alter-
In this paper, we ignore ∆V by approximating ∆V (d ∞ ) = 0 in (A.1) for developing the theory based on (1). For bootstrap replicates, the asymptotic normality becomes
. By approximating ∆V = 0 again, the transformed vector
follows model (5) with σ 2 = n/n .
The regions in R m+1 must be considered too. For each cluster G, the event G ∈ hclust(X n ) corresponds to the event y ∈ S n (G) by defining
Thus the bootstrap probability of G is α σ 2 (S n (G)|y) = C(G)/B + O p (B −1/2 ). In this paper, the selective region is S = S n (G) and the hypothesis region is H = S n (G) c . Another interesting choice of selective region would be S = G∈hclust(Xn) S n (G) for the dendrogram hclust(X n ), but the bootstrap probability of the dendrogram may be too small (could be almost zero) so that our algorithm does not work well.
A.3. Pvclust analysis of lung dataset
The lung data set (Garber et al., 2001 ) available in pvclust consists of microarray expression profiles of n = 916 genes for p = 73 lung tissues. The lung tissues include five normal tissues, one fetal tissue and 67 tumors from patient. The original data had 918 genes, but two duplications (the last two genes) were removed. We resample columns of 73 × 916 matrix X n for generating 73 × n matrix X * n . Sample sizes are n = 8244, 5716, 3963, 2748, 1905, 1321, 916, 635, 440, 305, 211, 146, 101 ; they are chosen so that σ 2 = n/n values are placed evenly in log-scale from 1/9 to 9. The number of bootstrap repetition is B = 10 4 . Then Algorithm 1 is performed on each cluster. The best fitting model from 4 candidates (poly.1, poly.2, poly.3 and sing.3 in Section 5.2) is selected by AIC. For example, poly.2 is ϕ(σ 2 |β) = β 0 + β 1 σ 2 , and poly.3 is ϕ(σ 2 |β) = β 0 + β 1 σ 2 + β 2 (σ 2 ) 2 . Then ψ σ 2 (H|y) is extrapolated to σ 2 ≤ 0 using the selected model, and p AU,k and p SI,k (k = 3, σ 0 = σ −1 = 1), as well as p BP , are computed by (B) of Step 4. These p-values are denoted as p AU and p SI by omitting k in Section 3.1. Computation of model fitting and extrapolation is based on the maximum likelihood estimation implemented in the scaleboot package of R.
Model fitting is shown for cluster id = 37, 57, 62, and 67 in Fig. 2 . Selected model is indicated in each panel. For each cluster, observed frequencies are given as follows. C S37 = 10000, 10000, 9997, 9978, 9911, 9704, 9355, 8597, 7443, 6157, 4724, 3583, 2457. C S57 = 9962, 9878, 9657, 9271, 8551, 7773, 6807, 5676, 4622, 3695, 2650 , 1955, 1381. C S62 = 10000, 10000, 9999, 9995, 9963, 9841, 9635, 9181, 8464, 7616, 6742, 5635, 4605. C S67 = 1374, 1095, 871, 674, 553, 471, 338, 280, 223, 136, 89, 71, 29 . ψ σ 2 (H|y) = −ψ σ 2 (S|y) is extrapolated by ϕ H,3 as follows (id = 37, 57, 62, and 67). ψ −1 (H|y) =2.401, 1.583, 2.265, 1.657. The signed distance t ≈ ψ 0 (H|y) =1.934, 1.008, 2.011, −0.322. Therefore, the mean curvature is estimated as −γ ≈ ψ −1 (H|y) − ψ 0 (H|y) = 0.487, 0.575, 0.254, 1.979.
Although t should be positive for the selection event y ∈ S, t is wrongly estimated as negative for cluster id = 67. In this case, the algorithm calculates p SI > 1, and we set p SI = 1. For cluster id = 67, as indicated in the very small C S67 values as well as the large −γ value, the region S is very small, and both the theories of Sections 4 and 5 do not work perfectly well. Nevertheless, the large value of p SI safely avoids rejecting the null hypothesis.
A.4. Pvclust simulation details
Here, we describe the details about the simulation of pvclust in Section 3.3. As described in Section 3.3, we consider the clustering problem of three tissues. There are three clusters {1, 2}, {1, 3}, {2, 3} with the exception of trivial clusters {1}, {2}, {3} and {1, 2, 3}. Let d ij = 1000 s=1 (x is − x js ) 2 /1000. If d 12 < max d 13 , d 23 , we observed the cluster {1, 2}. If a = 0, the distribution of (d 12 , d 13 , d 23 ) is permutation invariant and thus the probability of each cluster is equal to 1/3. If a > 0, (d 12 , d 13 , d 23 ) and (d 13 , d 12 , d 23 ) follow the same distribution and the probability of cluster {1, 2} is equivalent to one of cluster {1, 3}. Let P({i, j}|a) be the probability that cluster {i, j} occurs. Since P({2, 3}|a) decreases as the value of a increases, P({1, 2}|a) (or P({1, 3}|a)) approaches 1/2 as a becomes large. In pvclust, we test the null hypothesis that the cluster {i, j} is not true only when the cluster {i, j} is observed. More formally, with the notation of A.2, the null hypothesis µ ∈ H = S n ({i, j}) c is tested only when y ∈ S = S n ({i, j}). Hence, this pvclust example may correspond to the non-smooth and concave case of two dimensional examples in Section 3.2. Specifically, S n ({1, 2}) c (or S n ({1, 3}) c ) is corresponding to the region H = {(u, v) | v ≤ |u|/3} in the two dimensional example, and S n ({1, 2}) (or S n ({1, 3})) can be interpreted as the selective set S = H c in the two dimensional example. In the two dimensional example, we chose θ = 0.0, 0.5, . . . , 3.5 and, for each parameter µ = (θ, −h(θ)) ∈ ∂H, we computed the selection probability P(Y ∈ S | µ) and the selective rejection probabilities with several p-values as shown in Table 1 . The subfigure (a) in Fig. 7 is a visualization of Table 1 and shows how the selective rejection probability of each method varies with θ.
The value of θ represents the distance from the vertex, and a in this simulation of pvclust is related to θ. The purpose of this simulation is to ensure that, even in more practical setting, the proposed method can reduce bias efficiently with distance from the vertex. Note that the situation in this simulation (or in the two-dimensional example) approaches the flat case, in which the boundary surface ∂H is flat, as a (or θ) becomes large. To make it easier to compare with the result of two-dimensional example, first we need to find the values of a which correspond to the values of θ in the two-dimensional example. In this simulation, we focus on selective inferences for the null hypotheses that cluster {1, 2} (or {1, 3}) is not true. Here, for each θ, we find the value of a such that the selection probability, that is, P({1, 2}|a) (or P ({1, 3}|a) ), is equivalent to P(Y ∈ S | µ) in the two-dimensional example. The subfigure (a) of Fig. A.1 shows the relationship between θ and P(Y ∈ S | µ). Note that all probabilities in Table 1 are computed accurately by numerical integration. In this simulation of pvclust, it is difficult to use numerical integration and thus we employed the Monte-Carlo simulation. For each value of a = 0.00, 0.01, . . . , 1.00, we generate 10 5 datasets, and the probability P({1, 2}|a) is estimated by the ratio of the number of times that cluster {1, 2} occurs to 10 5 , sayp(a). In the subfigure (b) of Fig. A .1, the black dots indicate pairs (a,p(a)), and the red line is the estimated functional relationship between a and the corresponding probability P({1, 2}|a) by the smoothing spline. Based on the estimated relationship, in the sense of the selection probability, the values of a corresponding to θ = 0.0, 0.5, . . . , 3.5 are given by a = 0. 018, 0.337, 0.484, 0.604, 0.717, 0.822, 0.927, 1.031 . In Section 3.3, for each of these values, we compute the selective rejection probabilities for BP, AU, 2BP, 2AU, and SI. The subfigure (c) of Fig. A.1 shows the relationship between a and θ.
Supplementary Material B: Simulation details
In this section, we describe the results of the convex case in Section 3.2. First, we consider the following convex hypothesis regions H: Table 1 . From this results, the bias reduces effectively by using our method with distance from the vertex in the convex case. Fig. B.2 shows the contour lines of p-values at level α = 0.1 As in Fig. 4 , as θ becomes large, the lines of 2BP, 2AU, and SI agree with each other From this, we confirm that the twice of non-selective p-values induce selective inference when ∂H is flat. In fact, P (Y ∈ S|µ) in Tables B.1 show that the selection probabilities are nearly 1/2 at large θ values. The selection probability, increasingly, approaches 2/3 as θ goes to zero in the nonsmooth convex case. The curve of (3/2)p AU,3 = α is very close to the curve of p SI,3 = α near the vertex. Thus, also in the nonsmooth convex case, we can see that our method adjusts automatically the selection probability. In addition, Fig. B.3 shows that SI (k = 2) and SDBP have similar rejection boundaries in both smooth and nonsmooth cases. Actually, we can see that SI (k = 2) and SDBP provide similar selective rejection probabilities in Table B .1 Next, we show the results for the convex case of the spherical example which is originally considered in Example 1 of Efron and Tibshirani (1998) . Suppose that H = {µ | µ ≤ θ} and S = H c as a convex hypothesis region. That is, we consider the case that the hypothesis region is a sphere of radius θ in R m+1 . All the other setting is same as in the spherical example of Section 3.2. Fig. B .4 shows the change of the selective rejection probability as the number of dimensions increases. Whereas 2BP and 2AU (k) have serious bias related to the magnitude of mean curvature, the selective rejection probabilities of SI (k) approach α = 10% as the number of dimensions increases.
Supplementary Material C: Proofs for the large sample theory
We give details of the large sample theory in this section.
C.1. Preliminary
First we give Lemma C.1 and its proof, which provides the formula of change of coordinates for projections. This result is shown in Lemma 3 of Shimodaira (2014) with fourth order accuracy for class S, but the result is very much simplified here with the second order accuracy for class T . We consider the basis of local coordinates at (u, −h(u) 
is the normal vector to B(h) with i-th element ∂h/∂u i , i = 1, . . . , m and (m+1)-th element 1. b i (h, u) is the tangent vector to B(h) with i-th element 1, (m + 1)-th element −∂h/∂u i , and all other elements zero. f (h, u) and b i (h, u) are orthogonal to each other, and the inner product is f (h, u) · b i (h, u) = 0. Lemma C.1. For any h, η ∈ T , we consider a shift of a point (u, −h(u)) ∈ B(h) to the normal direction f (h, u) with signed distance η(u). The new point is (θ, −s(θ)). The function s(θ), θ ∈ R m is defined by
The change of coordinates u ↔ θ is given by θ i (u) .
so s ∈ T . Conversely, for any h, s ∈ T , η(u) with coefficients
satisfies (C.2), and η ∈ T . Therefore, shift of surfaces in T can formally be treated as simple differences s(θ) .
) terms of tilting of the normal vector.
Proof. Since ∂h/∂u i = h i + 2h ij u j = O(n −1/2 ), and (∂h/∂u i ) 2 . = 0, we have
we get (C.3). Conversely, given h, s ∈ T , we substitute η(u) of (C.4) into (C.2) and follow the calculation so far, we verify that η(u) is the solution.
The following trivial lemma will be repeatedly used.
Lemma C.2. x 1 , x 2 ∈ R, and for sufficiently small 1 , 2 ∈ R, we havē
2 ), (C.5)
Proof. By applying the Taylor expansion (12) to the both sides, and arranging the formula, we immediately get the result.
C.2. Proof of Lemma 4.1
The change of coordinates is obtained from Lemma C.1 by letting y = (θ, −s(θ)), proj(H|y) = (u, −h(u)). (16) from (C.4). Next, for showing (17), we consider the local coordinates (∆ũ, ∆ṽ) at (u, −h(u)) with the basis
The same argument is given in Lemma 1 and Lemma 2 of Shimodaira (2014) but symbols ∆u and ∆ũ are exchanged.
For solving the equation
we note that f (h, u) −1 . = 1, and then we get ∆u i .
. . , b m (h, u) form the orthonormal basis of the tangent space with the second order accuracy. Therefore, the mean curvature of ∆ṽ . = h ij ∆ũ i ∆ũ j is h ii , which proves (17).
C.3. Proof of Theorem 4.2
We show the rest of the proof here. Applying the Taylor expansion (12) to the both sides of (21),
By comparing the coefficients of the terms of θ i and θ i θ j , we get
which implies C = C + O(n −1/2 ). Thus we get the formula of r i and r ij in the theorem. For showing R ⊂ S, note that r 0 < s 0 for 0 < α < 1 by ignoring
, and rearranging the constant term, we getΦ(h 0 −r 0 )+φ proving (20) , and also the formula of r 0 as well. We had assumed that r ∈ T in the beginning, and the obtained r is in fact r ∈ T . By substituting this r into (19) and follow the calculation so far, we verify that it is the solution of (19).
C.4. Proof of Theorem 4.3
We show the rest of the proof here. Let us define r by considering the surface B(r) = {y | p SI (H|S, y) = α} for the p-value given in (23). We will verify that this r coincides with the r of R in Theorem 4.2. B(r) is interpreted as the surface obtained by shifting points (u, −h(u)), u ∈ R m on B(h) to the normal direction by a signed distance η(u), which is defined below. From (20), y ∈ ∂R at u = 0, so η(0) .
, is obtained by replacing the geometric quantities in η(0) by those at (u, −h(u)). h 0 − s 0 is the signed distance from B(h) to B(s), so it is replaced by h(u) − s(u) according to Lemma C.1. h ii is the mean curvature, and it is replaced by h ii + O(n −1 ) according to Lemma 4.1. We then have η (u) .
, by comparing the coefficients, we verify that this r(u) coincides with that in Theorem 4.2 with error O(n −1 ).
C.5. Proof of Theorem 4.5
First we give the expression for p BP,1 (H|S, y). From (18), the numerator is Φ(ψ σ 2 (H|y)) .
Thus we get p BP,1 (H|S, y) in (28).
Next we give the expression for p BP,2 (H|S, y). Let y = (θ, −r(θ)) and derive r(θ) so that p BP,1 (H|S, y) takes a constant value. The numerator isΦ(ψ σ 2 (H|y))
. By adding the error of O(n −1/2 ) to the u-axis of proj(H|y), we writeμ .
We then rearrange the expression of p BP,1 (H|S, y) using Lemma C.2 with
which should be a constant value. Thus 3 should take a constant value for any θ ∈ R m . By letting the coefficients of θ i and θ i θ j be zero in 3 , we get r i . = (1 − A)h i + As i and r ij . = (1 − A)h ij + As ij .
Using this r, we compute the numerator of p BP,2 (H|S, y) at y = (0, −r 0 ). Then, P 1 (p BP,1 (H|S, Y * ) < p BP,1 (H|S, y) |μ) . = α 1 (R(r) c |(u 0 , −h 0 )) . =Φ(−ψ 1 (r|h, u 0 )) . = Φ(h 0 − r 0 − r ii )
. =Φ(h 0 − r 0 − (1 − A)h ii − As ii ). The denominator is the same as p BP,1 (H|S, y). Therefore, by applying Lemma C.2, we have p BP,2 (H|S, y)
, proving p BP,2 (H|S, y) in (28). The last statement comes from the fact that p BP,1 (H|S, y) . = p BP,2 (H|S, y) when s ii . = h ii and σ 2 = −1.
Supplementary Material D: Proofs for the theory of nearly flat surfaces
In this section, we provide the remaining proofs of Section 5.
D.1. Proof of Lemma 5.1
The argument is parallel to that of Section 4.2. This is shown in Section 5.3 of Shimodaira (2008) . From the definition and (5),
Let x = (v−v h +E σ 2 h(u))/σ and = (h(U * )−E σ 2 h(u))/σ. We have α σ 2 (H|y) = E σ 2 (Φ(x + )|u). Since E σ 2 ( |u) = 0, considering the Taylor expansion (12), we have α σ 2 (H|y) =Φ((v − v h + E σ 2 h(u))/σ) + O(λ 2 ).
D.2. Proof of Lemma 5.2
For µ = (θ, −h(θ)) ∈ ∂H, by Lemma 5.1, we have P 1 (Y ∈ S c | µ) = α 1 (R(s, v s ) | µ)
Φ (−h(θ) − v s + E 1 s(θ)) Φ(v s ) + φ(v s ){h(θ) − E 1 s(θ)}. We proceed by assuming r is nearly flat. Then, P 1 (Y ∈ R c | µ) Φ (−h(θ) − v r + E 1 r(θ)) Φ(v r )+φ(v r ){h(θ)−E 1 r(θ)}. Thus, from (33), we obtainΦ(v r )+φ(v r ){E 1 r(θ)− h(θ)} α[Φ(v s )+φ(v s ){E 1 s(θ)−h(θ)}]. SubtractingΦ(v r ) = αΦ(v s ) from both sides, we have φ(v r ){E 1 r(θ)−h(θ)} αφ(v s ){E 1 s(θ)−h(θ)}. Using the notation C = φ(v s )/φ(v r ), we have E 1 r(θ) h(θ) + αC{E 1 s(θ) − h(θ)}. Applying the inverse operator E −1 to both sides, we get r(u) E −1 h(u)+αC{s(u)−E −1 h(u)}. Since E −1 h and s are nearly flat, r is also nearly flat. By following the calculation so far, we can verify that this r in fact satisfies (33), and therefore (34) is the solution of (33).
For proving (35), first note that φ(v r ){r(u) − E −1 h(u)} αφ(v s ){s(u) − E −1 h(u)} from (34). Combining this withΦ(v r ) = αΦ(v s ), we obtainΦ(v r ) + φ(v r ){r(u) − E −1 h(u)} α[Φ(v s ) + φ(v s ){s(u) − E −1 h(u)}]. Thus, considering Taylor expansion (12), we concludeΦ(v r − r(u) + E −1 h(u)) αΦ(v s − s(u) + E −1 h(u)).
D.3. Proof of Theorem 5.4
We first prove the existence of r k . Letr k denote the function before applying F −1 . It is sufficient to prove that r k 1 < ∞. From the condition (iii), we have r k (ω) 1 ≤ {1 − A(v r ) − J k (ω)}e Thus, r k exists for each k. Next, for a nearly flat function r, we consider a general p-value p(H|S, (u, v)) which has the following representation: p(H|S, (u, v)) =Φ(v+r(u))/Φ(v s ). From (29), we have P 1 (p(H|S, Y ) < α | θ, −h(θ)) 1−P 1 (V ≤ v r −r(U ) | θ, −h(θ)) Φ (h(θ) + v r − E 1 r(θ)) and P 1 (Y ∈ S | θ, −h(θ)) Φ (h(θ) + v s − E 1 s(θ)). 
Φ(v s ) .
If h(θ) − E 1 r(θ) − A(v r ){h(θ) − E 1 s(θ)} = 0, then the test using p(H|S, y) is unbiased erring only O(λ 2 ). Thus, we will denote it by bias(θ). The function r = r SI satisfying bias(θ) = 0 is given by r SI (u) = E −1 h(u) − A(v r ){E −1 h(u) − s(u)} = (1 − A(v r ))E −1 h(u) + A(v r )s(u).
(D.9)
Note that r SI (u) r(u) of (34) Hence, we conclude that lim k→∞ bias k (θ) = 0 for each θ, which proves (41). Next, we consider the case that h and s can be represented by polynomials of degree less than or equal to 2k − 1. Let the condition (iv) holds. Then, according to the argument in Section A.7 of Shimodaira (2008) We recall that the function r satisfying (D.8) can be represented by r(u) = a − A(v)b. In this case, a = E −1 h k (u) and b = −s k (u) + E −1 h k (u). Thus, the function r k corresponding to p SI,k (H|S, y) is given by
and r k (u) = r k (u, v r ). Letr k (ω) denote the Fourier transform of r k . We havẽ r k (ω) = (1 − A(v r ))e For y = (u, v) ∈ R m+1 , let proj(H|y) (u , v ) . From the Lipschitz continuity of h, it follows that u = u + O(λ), v −h(u). Combining this fact with
