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Abstract—We investigate transmission optimization for intelli-
gent reflecting surface (IRS) assisted multi-antenna systems from
the physical-layer security perspective. The design goal is to
maximize the system secrecy rate subject to the source transmit
power constraint and the unit modulus constraints imposed on
phase shifts at the IRS. To solve this complicated non-convex
problem, we develop an efficient alternating algorithm where
the solutions to the transmit covariance of the source and the
phase shift matrix of the IRS are achieved in closed form and
semi-closed forms, respectively. The convergence of the proposed
algorithm is guaranteed theoretically. Simulations results validate
the performance advantage of the proposed optimized design.
Index Terms—Intelligent reflecting surface (IRS), multi-
antenna communications, physical-layer security, secrecy rate.
I. INTRODUCTION
Intelligent reflecting surface (IRS), which consists of a
large number of low-cost passive reflecting elements with
adjustable phase shifts, has recently been advocated as a cost-
effective solution to significantly enhance the performance of
wireless communications [1], [2]. Owing to the tunable phase
shifts of all the reflecting elements, the functions of signal
enhancement and interference suppression can be achieved by
the IRS without the use of active transmitters. Compared to the
well known massive multiple-input multiple-output (MIMO)
technique, one appealing advantage of applying the IRS is to
reduce the system energy consumption and achieve sustainable
green 5G and beyond wireless networks. IRS can be imple-
mented via conventional reflectarrays [1]–[3], liquid crystal
metasurfaces [4], or software defined metamaterials [5]. We
highlight that the IRS is passive, operates under the full-duplex
mode without self-interference and has no noise amplification,
which is different from the relay system. Moreover, the IRS
uses the passive reflecting elements for signal reflection, and
thus differs from the active large intelligent surface (LIS)
in [6], [7] which uses the entire surface for receiving and
transmitting signals.
Some innovative efforts have been devoted to system design
and optimization for IRS-aided wireless communications
[8]–[14]. Concretely, an overview on the IRS-aided wireless
H. Shen, W. Xu, Z. He, and C. Zhao are with the National Mobile
Communications Research Laboratory, Southeast University, Nanjing 210096,
China (e-mail: {shhseu, wxu, hezhenyao, cmzhao}@seu.edu.cn). S. Gong is
with the School of Electronic Science and Engineering, Nanjing University,
Nanjing, 210093, China, and also with China Mobile Group Jiangsu Co., Ltd,
Nanjing, 210029, China (email: gongshulei@smail.nju.edu.cn).
networks including the applications, hardware architecture,
beamforming design, channel estimation, and network deploy-
ment was provided in [8]. The authors of [9] maximized
the received signal-to-noise ratio (SNR) for a single-user
multiple-input single-output (MISO) system assisted by the
IRS, where active transmit beamforming and passive reflected
beamforming, i.e., the phase shifts of the IRS, were jointly
optimized. In [10], the SNR and signal-to-interference-plus-
noise ratio (SINR) constrained transmit power minimization
problems were investigated for single-user and multiuser IRS-
aided MISO systems, respectively. In particular, an interesting
squared power gain regarding the number of reflecting ele-
ments was observed in [9], [10]. Alternatively, the authors
of [11] and [12] considered maximizing the sum rate and
energy efficiency of a multiuser MISO system, respectively,
by jointly optimizing the transmit powers for all users and
the phase shifts of the IRS. Different from the above works
that focused on continuous phase shifts at the IRS, discrete
phase shifts were further concerned for both single-user [13]
and multiuser [14] MISO systems. To summarize, IRS has
been shown to be beneficial for improving the performance
of multi-antenna systems in terms of, e.g., achievable rate and
energy efficiency. Nevertheless, to the best of our knowledge,
it has rarely been investigated in prior works to optimize the
secrecy performance of IRS assisted multi-antenna systems,
which is a vital issue when the transmitted signal is subject
to interception.
In this letter, following the philosophy of the physical-layer
security [15], [16], we aim to maximize the secrecy rate of
an IRS-aided multi-antenna system by jointly optimizing the
source transmit covariance and IRS’s phase shift matrix. The
problem is quite challenging even when the eavesdropper has a
single antenna, which cannot be straightforwardly solved with
the techniques developed in [9]–[14]. To acquire a tractable
solution, we propose an alternating algorithm that optimizes
one variable with the other fixed. Specifically, we first obtain a
closed-form solution to the source transmit covariance. Then,
concerning the difficult phase shift matrix optimization, we
develop a bisection search based semi-closed form solution via
tight bounding. The convergence of the alternating algorithm is
proved rigorously. We further extend the proposed algorithm to
the general case where the eavesdropper has multiple antennas.
Notations: Vectors and matrices are denoted by boldface
lower-case and boldface upper-case letters, respectively. (·)∗,
(·)T , and (·)H stand for the conjugate, the transpose, and the
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Fig. 1. An IRS-aided wireless communication system subject to interception.
Hermitian operations, respectively. |·| and ‖·‖ denote the abso-
lute value of a scalar and the ℓ2 norm of a vector, respectively.
diag{·} represents the diagonal matrix whose diagonals are the
elements of the input vector. tr(·), det(·), and λmax(·) return
the trace, the determinant, and the maximum eigenvalue of the
input matrix, respectively. E{·} is the expectation operation.
ℜ(·) and arg(·) return the real part and the phase of the input
complex number, respectively. ByA  0, we mean that matrix
A is positive semidefinite.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model Description
Consider an IRS assisted multi-antenna system including
one source (Alice), one IRS, one legitimate receiver (Bob),
and one eavesdropper (Eve), as depicted in Fig. 1. Alice has
N antennas, IRS has L low-cost passive reflecting elements,
and both Bob and Eve are single-antenna nodes. Note that we
assume that the power of the signals reflected by the IRS two
or more times is quite small and thus neglected. Moreover, we
consider maximal reflection without loss at the IRS since each
reflecting element of the IRS should be designed to maximize
the power of the reflected signal.
When Alice transmits a secret message to Bob, Bob receives
the signals from both Alice and the IRS since the IRS reflects
the signals from Alice. Accordingly, the received signal at
Bob is yB = h
H
IBΘHAIx+h
H
ABx+nB where h
H
IB is the
IRS-to-Bob channel,Θ = diag{[ejφ1 , · · · , ejφi , · · · , ejφL ]} is
a diagonal matrix with φi denoting the phase shift incurred
by the i-th reflecting element of the IRS, HAI is the Alice-
to-IRS channel, x is Alice’s transmit signal whose covariance
matrixW,E{xxH} satisfies tr(W)≤P with P denoting the
maximum transmit power, hHAB is the Alice-to-Bob channel,
and nB is the additive white Gaussian noise (AWGN) at Bob
with variance σ2n,B . Similarly, the signal received by Eve is
yE = h
H
IEΘHAIx+h
H
AEx+nE where h
H
IE , h
H
AE , and nE
are the IRS-to-Eve channel, the Alice-to-Eve channel, and the
AWGN at Eve with variance σ2n,E , respectively.
B. Secrecy Rate Maximization Problem
To enhance the security of the above system from the
physical layer perspective, we jointly optimizeW and Θ such
that the system secrecy rate is maximized. Specifically, the
achievable secrecy rate is given by
Rs(W,Θ) =
log2
(
1+
(hHIBΘHAI + h
H
AB)W(H
H
AIΘ
H
hIB + hAB)
σ2n,B
)
−
log2
(
1 +
(hHIEΘHAI+h
H
AE)W(H
H
AIΘ
H
hIE+hAE)
σ2n,E
)
. (1)
Furthermore, we need to impose a power constraint onW and
unit modulus constraints on the diagonals of Θ. Accordingly,
we formulate the problem of interest as
maximize
W0,Θ
Rs(W,Θ)
subject to tr(W) ≤ P, |θi| = 1, i = 1, · · · , L, (2)
where θi is the i-th diagonal of Θ. It is non-trivial to solve
this problem since the optimization variables are coupled in
the objective function and there exist unit modulus constraints
which are usually hard to handle.
III. ALTERNATING ALGORITHM FOR SECRECY RATE
MAXIMIZATION PROBLEM
In this section, we develop an efficient algorithm for prob-
lem (2) which optimizes W and Θ in an alternating manner.
In particular, the optimal solution to W with fixed Θ has a
closed form, while the optimization ofΘ with givenW admits
a semi-closed form solution.
A. Closed-Form Solution to W With Given Θ
By fixing Θ, the optimization with respect to W becomes:
maximize
W0
h
H
BWhB + σ
2
n,B
hHEWhE + σ
2
n,E
subject to tr(W) ≤ P, (3)
where hB = H
H
AIΘ
H
hIB + hAB and hE = H
H
AIΘ
H
hIE +
hAE . According to [15], [16], the optimal solution to W is
W
⋆ = P w˜w˜H , (4)
where w˜ is the normalized dominant generalized eigenvector
of the matrix pencil (PhBh
H
B + σ
2
n,BI, PhEh
H
E + σ
2
n,EI).
B. Optimization of Θ With Given W
Now let us perform optimization over Θ by fixingW. The
corresponding problem is
maximize
Θ
|(hHIBΘHAI + hHAB)w|2 + σ2n,B
|(hHIEΘHAI + hHAE)w|2 + σ2n,E
subject to |θi| = 1, i = 1, · · · , L, (5)
where we define w =
√
P w˜. Different from the optimization
of W, it is quite hard to achieve the optimal solution to this
problem due to the unit modulus constraints.
3To solve problem (5), we first define θ = [θ∗1 , · · · , θ∗L]T .
Then, by invoking the equality aHΘb = θHdiag{aH}b, we
rewrite problem (5) by
maximize
θ
|θHαB + α˜B|2 + σ2n,B
|θHαE + α˜E |2 + σ2n,E
subject to |θi| = 1, i = 1, · · · , L, (6)
where αB = diag{hHIB}HAIw, α˜B = hHABw, αE =
diag{hHIE}HAIw, and α˜E=hHAEw. Rewrite problem (6) by
minimize
θ
|θHαE + α˜E |2 + σ2n,E
|θHαB + α˜B|2 + σ2n,B
subject to |θi| = 1, i = 1, · · · , L. (7)
This problem belongs to fractional programming. Following
[17], we consider the corresponding parametric program:
minimize
θ
|θHαE+α˜E |2+σ2n,E−µ(|θHαB+α˜B|2+σ2n,B)
subject to |θi| = 1, i = 1, · · · , L, (8)
where µ ≥ 0 is an introduced parameter. Denote the optimal
objective value of this problem by ψ⋆(µ). Then, the optimal
objective value of problem (7) is the unique root of ψ⋆(µ) = 0
[17]. Finding the root requires solving problem (8) with given
µ, which is, however, still non-convex and hard to be solved.
To make it more tractable, we minimize an upper bound of its
objective function, which is given by [18, Example 13]
|θHαE + α˜E |2 + σ2n,E − µ(|θHαB + α˜B|2 + σ2n,B)
=θH(αEα
H
E−µαBαHB )θ−2ℜ{θH(µα˜∗BαB−α˜∗EαE)}+|α˜E|2
+σ2n,E−µ|α˜B|2−µσ2n,B≤λmax(Φ)‖θ‖2−2ℜ{θHβ}+c, (9)
where Φ = αEα
H
E − µαBαHB , β = (λmax(Φ)I − Φ)θ˜ +
µα˜∗BαB− α˜∗EαE , c = θ˜
H
(λmax(Φ)I−Φ)θ˜+ |α˜E |2+σ2n,E−
µ|α˜B|2 − µσ2n,B , and θ˜ is the solution to θ obtained in the
previous iteration of the alternating algorithm. The simplified
optimization problem becomes
minimize
θ
λmax(Φ)‖θ‖2 − 2ℜ{θHβ}
subject to |θi| = 1, i = 1, · · · , L. (10)
Clearly, ‖θ‖2 = L since |θi| = 1. Moreover, ℜ{θHβ} is
maximized when the phases of θi and βi are equal, where
βi is the i-th entry of β. Therefore, the optimal solution to
problem (10) with given µ is
θ
⋆(µ) = [ejarg(β1), · · · , ejarg(βL)]T . (11)
Although problem (8) can also be handled by the semidefinite
relaxation (SDR) [19], the above solution has a closed form
which is more convenient for implementation and requires
much lower complexity especially for large L. Substitute
θ⋆(µ) into the objective function of problem (8) and denote
the result by ψ˜⋆(µ). Then, the following lemma holds.
Lemma 1: ψ˜⋆(µ) is a strictly decreasing function.
Proof: See Appendix A.
Based on Lemma 1 and the facts that ψ˜⋆(0) > 0 and
ψ˜⋆(+∞) < 0, we conclude that ψ˜⋆(µ) = 0 has a unique
Algorithm 1 Alternating algorithm for problem (2)
1: Initialization: set initial Θ˜ and convergence accuracy ǫ.
2: repeat
3: Fix Θ = Θ˜ and calculate W⋆ using (4).
4: Fix W =W⋆ and find the root of ψ˜⋆(µ) = 0, i.e., µ
′
,
using bisection search and (11).
5: Set Θ˜ = diag{θ⋆(µ′)}.
6: until convergence.
root (denoted by µ
′
), which can be determined via bisection
search. Then, we obtain the solution to θ by θ⋆(µ
′
).
We summarize the proposed algorithm that solves problem
(2) in Algorithm 1. Note that problem (2) is always feasible
and Algorithm 1 yields a feasible solution. Furthermore, we
can prove that Algorithm 1 must converge based on the
following proposition.
Proposition 1: The objective value of problem (6) in the
current iteration is no smaller than that in the previous itera-
tion, i.e., γ(θ⋆(µ
′
)) ≥ γ(θ˜), where γ(θ) denotes the objective
function of problem (6).
Proof: See Appendix B.
Owing to the above conclusion and the optimality of W⋆,
the objective value of problem (2) is non-decreasing after
each iteration of Algorithm 1. Moreover, the objective value
has a finite upper bound. Therefore, Algorithm 1 always
converges. Note that transforming problem (6) into problem
(7) is necessary since otherwise the alternating algorithm does
not converge as verified via numerical tests.
IV. EXTENSION FOR MULTI-ANTENNA EVE
The proposed algorithm can also be extended to address the
general case where Eve has M antennas (M > 1). For this
scenario, the secrecy rate becomes
Rs(W,Θ)=
log2
(
1+
(hHIBΘHAI+h
H
AB)W(H
H
AIΘ
H
hIB+hAB)
σ2n,B
)
−
log2det
(
I+
(HIEΘHAI+HAE)W(H
H
AIΘ
H
H
H
IE+H
H
AE)
σ2n,E
)
,
(12)
where HIE = [hIE,1, · · · ,hIE,M ]H and HAE =
[hAE,1, · · · ,hAE,M ]H denote the IRS-to-Eve channel and the
Alice-to-Eve channel, respectively.
By fixing Θ, the optimal solution to W is [15], [16]
W
⋆ = P w˜w˜H , (13)
where w˜ is the normalized dominant generalized eigenvector
of the matrix pencil (PhBh
H
B + σ
2
n,BI, PHEH
H
E + σ
2
n,EI)
with HE = H
H
AIΘ
H
H
H
IE +H
H
AE . On the other hand, based
on (13) and det(I +AB) = det(I + BA), the optimization
of Θ with fixed W can be expressed by
maximize
Θ
|(hHIBΘHAI + hHAB)w|2 + σ2n,B∑M
i=1 |(hHIE,iΘHAI + hHAE,i)w|2 + σ2n,E
subject to |θi| = 1, i = 1, · · · , L. (14)
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Fig. 2. Secrecy rate versus the horizontal distance between Alice and Bob.
The method of solving problem (5) can be adopted with
some modifications to address this problem. The differences
are as follows. Firstly, when calculating θ⋆(µ) using (11), β
now becomes (λmax(Φ)I−Φ)θ˜ + µα˜∗BαB −
∑M
i=1 α˜
∗
E,iαE,i
where Φ =
∑M
i=1 αE,iα
H
E,i − µαBαHB , α˜E,i = hHAE,iw,
and αE,i = diag{hHIE,i}HAIw. Secondly, the function
ψ˜⋆(µ) is updated by
∑M
i=1 |(θ⋆(µ))HαE,i + α˜E,i|2 + σ2n,E−
µ(|(θ⋆(µ))HαB + α˜B|2 + σ2n,B), which can also be verified
to be a strictly decreasing function.
V. SIMULATION RESULTS
The performance of the proposed secrecy rate maximized
design is evaluated via simulations for an IRS assisted multi-
antenna system. Moreover, we also consider the case without
IRS as a benchmark, where we optimize the transmit co-
variance of Alice to maximize the secrecy rate [15], [16].
We set N = 4, PA = 15 dBW, and σ
2
n,B = σ
2
n,E =
−75 dBW. The small-scale fading of all the channels follows
the Rayleigh fading model. The path loss model is given by
PL =
(
PL0 − 10ζ log10
(
d
d0
))
dB, where PL0 is the path
loss at the reference distance d0, ζ is the path loss exponent,
and d is the distance between the transmitter and the receiver.
We set PL0 = −30 dB and d0 = 1m. The path loss exponents
of the Alice-to-IRS link, the IRS-to-Bob link, the IRS-to-Eve
link, the Alice-to-Bob link, and the Alice-to-Eve link are set
to ζAI = 2.2, ζIB = 2.5, ζIE = 2.5, ζAB = 3.5, and
ζAE = 3.5, respectively. The distance between Alice and the
IRS is dAI = 50 m. Both Bob and Eve lie in a horizontal line
which is parallel to the one between Alice and the IRS. The
vertical distance between these two lines is dv = 2 m. The
horizontal distance between Alice and Eve is dAE,h = 44 m.
We show the secrecy rate performance by varying dAB,h in
Fig. 2, where L = 32. From this figure, we observe that the
proposed IRS assisted design provides a higher secrecy rate
than the conventional scheme without IRS. In particular, when
there is no IRS, the secrecy rate of the conventional method
gradually decreases with the increase of dAB,h as expected.
While for the proposed method, the secrecy rate becomes
increasing with respect to dAB,h when dAB,h ∈ [40 m, 50 m].
This is due to the fact that the IRS can effectively enhance
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Fig. 3. Secrecy rate versus the number of reflecting elements.
Bob’s achievable rate via reflect beamforming when Bob is
close to the IRS. We also find from Fig. 2 that the secrecy
rate of the proposed method degrades whenM becomes larger.
This is because the achievable rate of Eve becomes higher with
more antennas. The secrecy rate versus L is shown in Fig. 3,
where M = 1. It can be seen that, when Bob is far from the
IRS, the performance of the proposed IRS aided design is not
quite sensitive to the value of L since the signal from the IRS is
weak at Bob even for large L. When Bob is close to the IRS,
the secrecy rate achieved by the proposed method increases
significantly as L gets larger because the signal from the IRS
becomes dominant at Bob. Note that the above conclusions
also hold after replacing the x-axis of Fig. 3 by the area of IRS
when the distance between the adjacent reflecting elements is
fixed. During the simulation, the squared power gain revealed
in [9], [10] is not observed at Bob or Eve since we aim to
maximize the secrecy rate instead of Bob’s rate only. Finally,
when L is relatively small, we also find via simulations that
the proposed method can achieve almost the same secrecy rate
as the grid search based optimal solution.
VI. CONCLUSIONS
We studied the secrecy rate maximization for an IRS as-
sisted multi-antenna system, where Alice’s transmit covariance
and IRS’s phase shift matrix were jointly optimized. We
advocated an efficient algorithm to optimize the two vari-
ables in an alternating manner. Closed-form and semi-closed
form solutions were successfully obtained for the transmit
covariance of Alice and the phase shift matrix of the IRS,
respectively. The superiority of the proposed design has been
confirmed via simulations.
APPENDIX A
PROOF OF Lemma 1
Denote the left-hand side and right-hand side of the inequal-
ity in (9) by f(θ|µ) and g(θ|(µ, θ˜)), respectively. Suppose that
0 < µ1 < µ2. Then, we have ψ˜
⋆(µ2) = f(θ
⋆(µ2)|µ2)
(a)
≤
g((θ⋆(µ2))|(µ2, θ⋆(µ1)))
(b)
≤ g((θ⋆(µ1))|(µ2, θ⋆(µ1))) (c)=
f(θ⋆(µ1)|µ2)
(d)
< f(θ⋆(µ1)|µ1) = ψ˜⋆(µ1), where (a) follows
5from (9) with θ˜ = θ⋆(µ1), (b) holds because θ
⋆(µ2) mini-
mizes g(θ|(µ2, θ˜)), (c) holds due to the equality f(θ|µ) =
g(θ|(µ, θ)), and (d) holds because we assume that µ1 < µ2.
APPENDIX B
PROOF OF Proposition 1
Denote |θHαE+α˜E |2+σ2n,E and |θHαB+α˜B|2+σ2n,B by
fE(θ) and fB(θ), respectively. Then, it follows that fE(θ˜)−
µ
′
fB(θ˜) = f(θ˜|µ′) (a)= g(θ˜|(µ′ , θ˜))
(b)
≥ g(θ⋆(µ′)|(µ′ , θ˜))
(c)
≥
f(θ⋆(µ
′
)|µ′) = fE(θ⋆(µ′)) − µ′fB(θ⋆(µ′)) (d)= 0, where (a)
follows from f(θ|µ) = g(θ|(µ, θ)), (b) holds since θ⋆(µ′)
minimizes g(θ|(µ′ , θ˜)), (c) is due to (9), and (d) holds because
µ
′
is the unique root of ψ˜⋆(µ) = 0. Therefore, we have γ(θ˜) =
fB(θ˜)
fE(θ˜)
≤ 1
µ
′ =
fB(θ
⋆(µ
′
))
fE(θ⋆(µ
′ ))
= γ(θ⋆(µ
′
)).
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