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SIRE: A Social Image Retrieval Engine
Steven C.H. Hoi and Pengcheng Wu
School of Computer Engineering, Nanyang Technological University, Singapore 639798
{chhoi,wupe0003}@ntu.edu.sg
ABSTRACT
With the explosive growth of social media applications on
the internet, billions of social images have been made avail-
able in many social media web sites nowadays. This has pre-
sented an open challenge of web-scale social image search.
Unlike existing commercial web search engines that often
adopt text based retrieval, in this demo, we present a novel
web-based multimodal paradigm for large-scale social image
retrieval, termed “Social Image Retrieval Engine” (SIRE),
which eﬀectively exploits both textual and visual contents
to narrow down the semantic gap between high-level con-
cepts and low-level visual features. A relevance feedback
mechanism is also equipped to learn with user’s feedback to
reﬁne the search results interactively. Our live demo is avail-
able at http://msm.cais.ntu.edu.sg/SIRE, and a video is
available at http://www.youtube.com/user/msmntu.
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Keywords
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1. INTRODUCTION
Nowadays one can easily capture a photo and share it
with friends or public through the internet anywhere and
anytime owing to the advances of low-cost digital camera
devices and powerful smartphones and the popularity of var-
ious user-centric social media applications on the internet.
Today, online social networks and social web sites, such as
Flickr, Facebook, and PicasaWeb, host billions of social im-
ages, which have been shared and tagged among friends, or
published in groups that cover some speciﬁc topic of interest.
This has raised an open and critical challenge of building an
eﬀective social image search engine to retrieve images over
the massive collections of social images on the internet.
Unlike existing web image search engines that adopt text-
based retrieval for image search, in this demo, we propose
a novel multimodal paradigm for large-scale social image
Copyright is held by the author/owner(s).
MM’11, November 28–December 1, 2011, Scottsdale, Arizona, USA.
ACM 978-1-4503-0616-4/11/11.
search, termed“Social Image Retrieval Engine”(SIRE), which
has indexed over 1 million social images from Flickr by ex-
ploiting both textual and visual contents of social images to
narrow down the semantic gap between high-level concepts
and low-level visual features. Figure 1 shows the web user
interface of SIRE. In particular, SIRE allows to search so-
cial images by either a text-based query or an image-based
query or a multimodal search. It is also equipped with a
relevance feedback mechanism to reﬁne the retrieval results
by learning with user’s feedbacks.
For the rest of this paper, we ﬁrst discuss the diﬀerence
between SIRE and existing work, then overview the key in-
novations of SIRE, and ﬁnally show some major functions.
Figure 1: Web-based user interface of SIRE.
2. RELATED SYSTEMS
Image search has been extensively studied in literature,
which in general can be categorized into two major groups:
(i) text-based web image search, and (ii) content-based im-
age retrieval (CBIR) [6]. On one hand, SIRE diﬀers from
most existing text-based commercial search engines on the
web (e.g., Google [2]1, Flickr search2, etc.) in that SIRE
not only allows a user to search by text, but also provides
visual search functions for retrieving social images based on
visual contents. On the other hand, SIRE also diﬀers from
conventional pure CBIR systems (e.g., QBIC [1]) which re-
trieve images purely based on visual contents of images and
have been extensively studied for years [6]. SIRE is alike to
some existing work that combines both text and visual con-
tents for WWW image search [7], but diﬀers in that SIRE
focuses on social images. To the best of our knowledge, there
is no such a real social image retrieval system on the internet
that implemented all the functions of SIRE.
1http://www.google.com
2http://www.ﬂickr.com
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3. SYSTEM OVERVIEW
SIRE is a web-based social image retrieval engine, which
has indexed 1 million social images crawled from Flickr.com.
Figure 1 illustrates the user-friendly web user interface for
SIRE, where a new Drag-and-Drop search (DnDs) approach
has been implemented to facilitate the search. The client of
SIRE has been carefully designed and implemented by web
2.0 techniques. SIRE enables users to perform ﬂexible social
image search by several diﬀerent ways, including (i) text
search by typing keywords, (ii) visual search by uploading
an image example, (iii) visual search by providing a URL
of a web image, and (iv) multimodal search by combining
both text and visual contents. Besides, it is also equipped
with a relevance feedback mechanism using machine learning
techniques to help users reﬁne the retrieval results through
an interactive retrieval process. Figure 2 shows the system
architecture of SIRE. Due to limited space, below we brieﬂy
overview some key innovations and implementations.
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Figure 2: The system architecture of SIRE.
Text-based Search. We apply some existing text-based
retrieval techniques to implement text-based social image
search functions in SIRE. In our implementation, only im-
age titles and user-annotated tags of social images are used
to index the textual contents of social images, although other
textual contents, such as descriptions and comments, might
also be explored to further enhance the performance.
Visual Search. Three issues are critical to implement vi-
sual search (i.e., CBIR) functions. The ﬁrst issue is about
low-level feature extraction. In SIRE, we extract several
kinds of eﬀective and compact low-level features from im-
ages, including Grid Color Moment, Local Binary Pattern,
Gabor, and Edge features [3, 8]. The second issue is about
the indexing of large-scale high-dimensional image features.
In SIRE, we employ some emerging eﬃcient approximate
nearest neighbor search techniques [8] to index high dimen-
sional low-level features of social images. Besides, we also
deploy a parallel and distributed indexing scheme, making
the visual search solution scalable to millions or even billions
of social images. The third issue about distance measure of
images based on low-level features. Instead of using a rigid
Euclidean distance, we have investigated the application of
distance metric learning techniques [9] to optimize the met-
ric for distance measure of visual contents between images.
Multimodal Search. SIRE provides multimodal search to
exploit both textual and visual contents of social images
for the retrieval task. Speciﬁcally, the multimodal search is
conducted by a two-step approach. A user can ﬁrst type
keywords as text-based query to search all social images
with related text. The user can further reﬁne the search
results by selecting some relevant/similar image from the
text search results pool as a query image for visual search,
which can be operated smoothly through the proposed DnDs
function. We have investigated a graph-based multimodal
ranking technique [4] to combine both visual and textual
contents in the multimodal re-ranking task.
Relevance Feedback. Last but not least, SIRE provides
a relevance feedback mechanism to help users reﬁne their
retrieval results in an interactive way. We have applied a
state-of-the-art semisupervised active learning technique [3]
to identify the informative image examples for labeling, and
employed the semi-supervised SVM to re-rank the retrieval
results based on both labeled and unlabeled social image
examples. The user feedback history data are also saved in
server, which could be explored to improve the performance
of SIRE for a long-term learning purpose [5].
Figure 3: interface of relevance feedback in SIRE.
4. DEMONSTRATION
In this demo, we present a novel Social Image Retrieval
Engine (SIRE), as a prototype system for web-scale social
image retrieval. In the demo session, we will demonstrate
several key functions of SIRE, including (i) text search, (ii)
visual search by uploading an image example, (iii) visual
search by a URL of a web image, (iv) multimodal search
by combining both text and visual clues and (v) interac-
tive search by relevance feedback. We hope our demo would
inspire future research and development eﬀorts of next gen-
eration social image search engines.
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