Abstract. We consider the Cauchy problem for the 2D gravity water wave equation. Recently Wu [27, 28] proved the local well-posedness of the equation in a regime which allows interfaces with angled crests as initial data. In this work we study properties of these singular solutions and prove that the singularities of these solutions are "rigid". More precisely we prove that an initial interface with angled crests remains angled crested, the Euler equation holds point-wise even on the boundary, the particle at the tip stays at the tip, the acceleration at the tip is the one due to gravity and the angle of the crest does not change nor does it tilt. We also show that the existence result of Wu [27] applies not only to interfaces with angled crests, but also allows certain types of cusps.
Introduction
We are concerned with the motion of a fluid in dimension two with a free boundary. In this work we will identify 2D vectors with complex numbers. The fluid region Ω(t) ⊂ C is assumed to be a simply connected open set with boundary Σ(t), which is assumed to be a Jordan curve. The bottom is assumed to be at infinite depth and the interface Σ(t) is assumed to tend to the real line at infinity. We do not assume that the interface Σ(t) is a graph. The fluid region Ω(t) and the air is separated by the interface Σ(t), with the fluid being below the air region. The air and the fluid are assumed to have constant densities of 0 and 1 respectively. The fluid is also assumed to be inviscid, incompressible and irrotational. The gravitational field is assumed to be a constant vector −i pointing in the downward direction and surface tension is neglected. The motion of the fluid is then governed by the Euler equation on Ω(t) P = 0 on Σ(t) (1, v) is tangent to the free surface (t, Σ(t)) (1) along with the decay conditions v → 0, ∇P → −i as |(x, y)| → ∞. The last boundary condition i.e. (1, v) is tangent to the free surface (t, Σ(t)), is equivalent to the condition that particles on the boundary stay on the boundary.
The study of special solutions of water waves has a long history. More than a century ago, Stokes [21] formally constructed traveling wave solutions with sharp crests of angle 2π/3. The existence of these singular waves was proven by Toland [22] and Amick, Fraenkel, and Toland [5] proved that these singular solutions do indeed have sharp crests of angle 2π/3. See also the works in [18, 7] . In the case of zero gravity, Wu [26] proved the existence of self-similar solutions which have sharp crests of angle νπ where 0 < ν < The earliest results on local well-posedness in Sobolev spaces for the Cauchy problem are for small data in 2D and were obtained by Nalimov [17] , Yoshihara [29, 30] and Craig [9] . Wu [24, 25] proved the local well-posedness for arbitrary data in Sobolev spaces, in the infinite depth case. Later 1 this result was extended to the case of bottom with finite depth, non-zero surface tension, non-zero vorticity and in lowering the Sobolev regularity in [6, 14, 15, 3, 8, 20, 31, 16, 4, 1, 11, 2, 10] .
Kinsey and Wu [13] proved an a priori estimate for an energy E 1 (t) which allows both smooth interfaces and interfaces with angled crests. Building upon this work, Wu [27] obtained local existence of solutions for initial data with E 1 (0) < ∞. Recently Wu [28] proved the uniqueness of these solutions.
In this work we study the properties of the solutions with singular initial data constructed in [27] . In [13] it is observed that the angle of the angled crests should not change with time, and a heuristic argument is given to support this claim. In this work, we rigorously prove this claim and further study the nature of the solution around the singularities. If the solution constructed in [27] exists in the time interval [0, T ], we show that during this time interval the following is true:
(1) An interface with angled crests at t = 0 remains angled crested for t > 0. (2) The particle at the tip stays at the tip. ( 3) The quantities ∇v(·, t) and ∇P (·, t) extend continuously to Ω(t) and the Euler equation holds on Ω(t).
1
(4) ∇v(·, t) and ∇P (·, t) vanish at the singularities. Hence the acceleration at the tip is −i.
The angle of the crest does not change, nor does it tilt i.e. the left and right unit tangent vectors at the crest do not change with time. See the section on main results §3 for a more precise formulation of the results. We also show in §5 that the existence result in [27] applies not only to interfaces with angled crests, but also allows certain types of cusps. The paper is organized as follows: In §2 we introduce the notation and explain the existence result of Wu [27] . We also give a heuristic explanation for our results. In §3 we state our main results. In §4 we prove our results. In §5 we give some examples of initial data for which our results apply.
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Notation and preliminaries
In this section we first introduce the notation, then briefly recall the existence result in [27] and finally give a heuristic explanation for our results. We will try to be as consistent as possible with the notation used in [27] . The definitions and notation introduced here are for smooth solutions to the Euler equation. For singular solutions, we will clarify which definitions make sense. The Fourier transform is defined asf
The Sobolev spaces H s (R) for s ≥ 0 is the space of functions with f 
From now on compositions of functions will always be in the spatial variables. We write f = f (·, t), g = g(·, t), f • g(·, t) := f (g(·, t), t). We will denote the spacial coordinates in Ω(t) with z = x + iy, whereas z ′ = x ′ + iy ′ will denote the coordinates in the lower half plane P − = (x, y) ∈ R 2 y < 0 . As we will frequently work with holomorphic functions, we will use the holomorphic derivatives
Let the interface Σ(t) : z = z(α, t) ∈ C be given by a Lagrangian parametrization with parameter α satisfying z α (α, t) = 0 for all α ∈ R. Hence z t (α, t) = v(z(α, t), t) is the velocity of the fluid on the interface and z tt (α, t) = (v t + (v.∇)v)(z(α, t), t) is the acceleration.
Let Ψ(., t) : P − → Ω(t) be Riemann maps satisfying lim z→∞ Ψ z (z, t) = 1 and lim z→∞ Ψ t (z, t) = 0. With this, the only ambiguity left in the definition of Ψ is that of the choice of translation of the Riemann map at t = 0, which does not play any role in the analysis. Let Φ(·, t) : Ω(t) → P − be the inverse of the map Ψ(·, t) and define
hence h(·, t) : R → R is a homeomorphism. The map h(·, t) connects the Lagrangian and conformal parameterizations. As we use both Lagrangian and conformal parameterizations, we will denote the Lagrangian parameter by α and the conformal parameter by α ′ . Let h −1 (·, t) be the inverse of h(·, t) i.e.
From now on, we will fix our Lagrangian parametrization at t = 0 by imposing
Hence the Lagrangian parametrization is the same as the conformal parametrization at t = 0. Define the variables
and Z tt (α ′ , t) are the parametrizations of the boundary, the velocity and the acceleration in conformal coordinates and in particular Z(·, t) is the boundary value of the Riemann map Ψ(·, t). Note that as Z(α
In conformal coordinates, the substitute for the time derivative is the material derivative
If we take complex conjugate of the Euler equation (1) we get
Define F : P − → C and P : P − → R as
and observe that F is a holomorphic function on P − . Also note that its boundary value is given by Z t (α ′ , t) = F (α ′ , t) for all α ′ ∈ R. As (v · ∇)v = vv z , we see that (3) can be written as
Hence by chain rule and changing coordinates we can rewrite the Euler equation as
along with the condition that Ψ(·, t) is conformal and the decay conditions
Note from (4) that the material derivative on P − is given by the operator
Hence the condition that the particles on the boundary stay on the boundary is equivalent to saying that the trace of
It should be noted that the process of obtaining (4) from (1) is reversible so long as the interface Σ(t) = {Z(α ′ , t) | α ′ ∈ R} is Jordan curve. Note that the boundary value of left hand side of the first equation (4) is the conjugate of the acceleration in conformal coordinates and hence
The boundary value of the conjugate of the gradient of the pressure is given by the following formula from [27] 
where A 1 (·, t) : R → R is defined as
Hence equation (4) on the boundary is
Existence of solutions with singular initial data
From now on we will use the following convention: If H : P − → C is continuous function which extends continuously to P − , then we say that H is continuous on P − with its boundary value given by the continuous extension. This convention becomes especially important when there are two or more functions involved. For e.g. if L, M : P − → C are two continuous functions on P − such that (LM )(z ′ ) extends continuously to P − , then we say that LM is a continuous function on P − with its boundary values denoted by (LM )(α ′ ). Note that in such a situation, the boundary values of L and M may not be defined and hence it makes no sense apriori to talk about the equality
. We now describe the existence result of Wu namely Theorem 3.4 in [27] which applies to both smooth and singular initial data. This existence result was reproved in [28] with a few minor modifications. The solutions constructed in [27, 28] solve equation (4) in P − in the strong sense, and give rise to a physical solution to the Euler equation (1) if the conformal maps Ψ(·, t) are invertible. These solutions are constructed via an approximation by smooth solutions in the following energy class
Observe that if F and
extend smoothly to the boundary, then this energy is equal to the energy
where all these quantities are defined on the boundary ∂P − . It is important to note that the energy E 1 (t) allows both smooth and singular domains, including domains with angled crests and cusps. See §5 for more details. In [13] an apriori energy estimate is proved for the energy E(t) for smooth enough solutions. The initial data (Ψ, F, P)(0) is chosen so that Ψ(·, 0), F (·, 0) : P − → C are holomorphic with Ψ(·, 0) being conformal, the range of Ψ(·, 0) namely Ω(0) = {Ψ(z ′ , 0) | z ′ ∈ P − } is a domain with the boundary Σ(0) being a Jordan curve, and lim z ′ →∞ Ψ z ′ (z ′ , 0) = 1. P(·, 0) : P − → R is chosen so that it is the unique solution to
For such initial data, Wu proved the following existence result.
Theorem 2.1 ( [27, 28] ). Let the initial data (F, Ψ, P)(0) be described as above with
Then there exists a time T 0 > 0 depending only on E 1 (0) such that on [0, T 0 ] the initial value problem of the gravity water wave equation (4) has a solution (F, Ψ, P)(t) with the following properties:
The solution gives rise to a solution (v,
], the initial value problem of the water wave equation (1) has a solution satisfying E 1 (t) < ∞ and (7), and the interface Z = Z(·, t) is chord arc.
Remark 2.2. The solutions constructed in Theorem 2.1 were shown to be unique in a suitable class of solutions which can be approximated by smooth solutions. See [28] for more details.
Theorem 2.1 is proved by first mollifying the initial data, then solving the initial value problem to the boundary equation (6) and showing that the smooth solution exists in a the time interval [0, T 0 ], where T 0 is independent of the mollification parameter ǫ. The fact that T 0 is independent of ǫ is proved using the apriori estimate proved in [13] and by a blow up criterion. These solutions give rise to solutions of the equation (4) in the interval [0, T 0 ], and a solution for data satisfying E 1 (0) < ∞ is constructed by taking a limit as ǫ → 0. As we will need some elements of the proof, we describe some of the notation and statements proved in the proof of this result.
Let the initial data be (Ψ, F, P)(0) and let 0 < ǫ ≤ 1. Define
Then as part of the existence result of the smooth solution (Z ǫ , Z ǫ t )(t) in [0, T 0 ] of the equation (6), it is shown that (see [13, 27] ) for all 0 < ǫ ≤ 1 and t ∈ [0, T 0 ] we have
and also
Using these it can be easily seen that there exists constants 0 < c 1 , c 2 < ∞ depending only on E 1 (0) such that for all (α, t) ∈ R × [0, T 0 ] and for all 0 < ǫ ≤ 1 we have
n then we will use the notation f n ⇒ f on U to mean uniform convergence on compact subsets of U . In the proof of Theorem 2.1 a subsequence is taken ǫ j → 0 and for convenience it is replaced by ǫ. In the proof of our main results in the next section, we will also use this notation and we will freely take a subsubsequence of the subsequence used in [27] as it does not affect the result. As part of the proof of Theorem 2.1, the following statements are proved as ǫ = ǫ j → 0 (a) There exists a continuous function h :
Moreover there exists constants c 1 , c 2 > 0 depending only on c 0 and E 1 (0) so that
There exists a continuous function z : R × [0, T 0 ] → C such that z is twice continuously differentiable with respect to t, with z t and z tt being continuous and bounded functions on
, then observe that Z, Z t and Z tt are continuous functions on R × [0, T 0 ] with Z t and Z tt being bounded as well. We also have
There exists a continuous function Ψ :
extends continuously to P − . Its boundary value is given by Z(α ′ , t) = Ψ(α ′ , t) and we also have
The proof also shows that Ψt Ψ z ′ extends continuously to P − and we have
(e) There exists a continuous and bounded function
Its boundary value is given by Z t (α ′ , t) = F (α ′ , t) and we also have
Also F is continuously differentiable with respect to t with
The pressure P ǫ for the smooth solutions is given by
with P ǫ = 0 on ∂P − . Define the function P :
Then P extends to a continuous function on P − × [0, T 0 ] with P ∈ C([0, T 0 ], C ∞ (P − )) and P = 0 on ∂P − . We also have
Heuristics
We now explain the heuristics about the evolution of the angle as stated in [13] and also give a heuristic explanation about the nature of ∇P near the singularities. Let ν > 0 and assume that there is angled crest of angle νπ at α ′ = 0 in conformal coordinates. Hence as α ′ → 0, we have
Hence we see that for interfaces with angled crests with 0 < ν < 1 we have
In the next section we will take this as the definition of singularities. From the energy E, we see that
2 and hence we need ν < 1 2 . Now if z(α, t) is the interface in Lagrangian coordinates, then we have
where θ is the angle of the interface with respect to the x-axis in Lagrangian coordinates. Hence
and we have
Now from the energy E we know that Z t,α ′ ∈ L 2 , and for angles 0 < ν < 1 2 it is clear that Z ,α ′ is not in L 2 . Hence from the above equation we see that
By changing coordinates we get ztα zα → 0 at the crest and hence the angle of the crest does not change with time. It is clear that the above argument is only heuristic. To make use of the above argument, we first need to show that the interface has an angled crest for t > 0. We also need to make sense of the above equation in a pointwise sense and show that
is continuous at the singularity, which is implicitly used to show that
To prove rigorous results on the evolution of the angle of the interface, we focus mostly on getting precise evolution results for points on the boundary away from the singularities. To approach the singularity and in particular to deal with the continuity of
at the singularity, first observe that Z t is the boundary value of F and
is the boundary value of 1 Ψ z ′ . Hence formally, the boundary value of
. We show that 1 Ψ z ′ F z ′ extends continuously from P − to P − and that
Let us now understand the behavior of ∇P near the singularity. Note that
and from (5) we see that
, we see that ∇P → 0 near the singularity.
The issue with this argument is that the above equation is not available for singular solutions and we do not know if
(∂ x ′ − i∂ y ′ )P extends continuously from P − to P − and that it vanishes at the singularities.
Main results
In all that follows let T 0 > 0 and let (F, Ψ, P) be a solution to equation (4) 
Note that the definition makes sense as
. We will also identify S(t)
and N S(t) as subsets of P − so that it is meaningful to talk of sets such as P − \S(t). An important observation is that S(t) ⊂ R is a closed set of Lebesgue measure zero. This is because it is the boundary value of a bounded holomorphic function
and hence by the uniqueness theorem of F. and M. Riesz (see Theorem 17.18 in [19] ) its zero set on the boundary is of measure zero. Hence given any α ′ ∈ S(t), there always exists a sequence {α
We have a description of dynamics of this set Lemma 3.1. The singular set at time t ∈ [0, T 0 ] is given by S(t) = {h(α, t) ∈ R | α ∈ S(0)} Note that this also implies that N S(t) = {h(α, t) ∈ R | α ∈ N S(0)}. This lemma says that the singularities propagate via the Lagrangian flow i.e. particles at the singularities stay at the singularities. In particular the singularities are preserved in the sense that the interface doesn't smooth out or any new singularities form during the time in which E 1 (t) < ∞. This important fact is a simple consequence of the nature of the energy E 1 . We now come to our main result on the evolution of the angle of the interface at the singularities. 
(2) If t ∈ [0, T 0 ], then we have the following formula
Moreover if α ∈ S(0), and if {α n } is any sequence such that α n ∈ N S(0) for all n with α n → α, then
Corollary 3.3. Let (F, Ψ, P) be a solution in [0, T 0 ] as given by Theorem 2.1 and assume that there exists N ≥ 1 isolated singularities of initial interface at locations α n ∈ S(0) for 1 ≤ n ≤ N in conformal coordinates. Also assume that there exists unit vectors β n , γ n for 1 ≤ n ≤ N , such that
, there are N isolated singularities of the interface at locations h(α n , t) ∈ S(t) in conformal coordinates. We also have
The proof of the corollary is immediate from the theorem above. Note that in the above corollary, β n is the left unit tangent vector and γ n is the right unit tangent vector of the interface at the singularity. Hence the result says that an interface with angled crests remains angled crested and both the left and right unit tangent vectors do not change with time.
It was left open by [27, 28] whether the solutions constructed in Theorem 2.1 satisfy the Euler equation on the boundary. We give an affirmative answer to this question. (∂ x ′ − i∂ y ′ )P (·, t) extends to continuous function on P − with
Corollary 3.5. Let (F, Ψ, P) be a solution in [0, T 0 ] as given by Theorem 2.1 such that Σ(t) = {Z = Ψ(α ′ , t) | α ′ ∈ R} is a Jordan curve for all t ∈ [0, T 0 ], thereby giving rise to a solution of the Euler equation (1) 
) and ∇P (·, t) extend continuously to Ω(t). Moreover the Euler equation
holds on Ω(t), with ∇v and ∇P vanishing at the singularities {Z(α ′ , t) | α ′ ∈ S(t)} ⊂ Σ(t). Hence the acceleration v t + (v.∇)v is equal to −i at the singularities.
Hence these results in essence say that an initial interface with angled crests stays angled crested, the particle at the tip stays at the tip, the angle doesn't change, the angle doesn't tilt and the acceleration at the tip is the one due to gravity. In particular we can now say that the singularity is "rigid". This also gives a complete description of the dynamics near the singularities as long as the energy E 1 (t) remains finite.
Proofs
Proof of Lemma 3.1. Observe that
Hence we have h
Hence from (8) we see that there exists c 1 , c 2 > 0 depending only on E 1 (0) and T 0 such that
Recall that
, letting ǫ → 0 we see that for all α ∈ R and t ∈ [0, T 0 ] we have
which proves the lemma.
Lemma 4.1. Let g : R → C be a continuous function and let C > 0 be a constant. Let A ⊂ R be a set of full measure and let f : A → C be such that
Then there exists a unique continuous function f :
Proof. Clearly the constant C can be absorbed into the function g and so without loss of generality we assume C = 1. As A is a set of full measure, A is dense in R. Fix x ∈ R and choose a sequence (x n ) with x n ∈ A and x n → x. Now
and hence {f (x n )} is a Cauchy sequence. Define f (x) = lim n→∞ f (x n ). We easily see that f is well defined as if (x ′ n ) is another sequence with x
Hence f is a continuous function and f is unique, as a continuous function is determined by its values on a dense set.
Lemma 4.2. Let f n : R → C be a sequence of smooth functions. Let 1 < p ≤ ∞ and suppose that there exists a constant C > 0 independent of n, such that f n L ∞ + ∂ x f n L p ≤ C. Then there exists a continuous and bounded function f : R → C and a subsequence f nj such that K y ′ * f nj → K y ′ * f uniformly on compact subsets of P − .
Proof. This is an easy consequence of the Arzela-Ascoli theorem and the fact that if f nj → f uniformly on compact subsets of R, then K y ′ * f nj → K y ′ * f uniformly on compact subsets of P − .
Lemma 4.3. Let (F, Ψ, P) be a solution in [0, T 0 ] as given by Theorem 2.1. Then for each t ∈ [0, T 0 ] we have
Proof. We note that for any t ∈ [0, T 0 ] we have sup
Hence for any fixed y ′ < 0 we have
Hence from the energy E 1 (t)
we see that for any fixed y ′ < 0, there exists N > 0 large enough so that
Hence for any fixed y ′ < 0, we see that
Hence we have sup
From the heuristics, we know that the energy E 1 (t) < ∞ allows angles νπ for 0 < ν <
We now give a more general argument of this heuristic which will be required to prove Theorem 3.2.
Lemma 4.4. Let (F, Ψ, P) be a solution in [0, T 0 ] as given by Theorem 2.1. Fix a t ∈ [0, T 0 ] and let α ′ ∈ S(t). Then for all δ > 0 we have
Proof. Without loss of generality we assume α ′ = 0. We have for y
From Lemma 4.3 we set C = sup
From this we see that for y
Proof of Theorem 3.2. In steps 1-3 we fix time t ∈ [0, T 0 ] and we prove that
continuously to P − and that it vanishes on S(t). From this, the result for
In steps 4-6 we prove the evolution formula of the unit tangent vector of the interface.
Step 1: As
is a bounded holomorphic function from Lemma 4.3, by Fatou's theorem there exists f ∈ L ∞ (R) and a set A ⊂ R of full measure such that for y ′ < 0 we have
Also as sup
such that
Hence we see that
Clearly h is a continuous function on R. Now observe that for y ′ < 0 we have
Letting y ′ → 0 we obtain
Hence by Lemma 4.1 there exists a continuous function
Hence via the same argument there exists a continuous function
Step 2: Define the function f :
We claim that f is a continuous function on R and f | A = f . First note that both f 3 and f 2 are continuous. Fix α ′ ∈ R and observe that if f 2 (α ′ ) = 0, then f is continuous at α ′ . Hence we need to prove the continuity of f at α ′ where f 2 (α ′ ) = 0. Define the function f abs : R → R by f abs = |f 2 |. Observe that f abs is a continuous function on R and that
As A is a set of full measure and both |f 3 | and f 3 abs are continuous functions, we have |f 3 |(α
all α ′ ∈ R and this inequality is enough to prove continuity of f at all α ′ where f 2 (α ′ ) = 0. Hence f is continuous on R.
Recall that f 2 | A = f 2 and
′ ∈ A and f (α ′ ) = 0, then we see that f 2 (α ′ ) = 0 and hence f (α ′ ) = 0. Hence f | A = f .
Step 3: As f | A = f and A is a set of full measure we now have
As f is bounded, we see that f is a continuous and bounded function, and hence
continuously to P − . Now let α ′ ∈ S(t) be a singular point. We proceed via contradiction and assume that
Hence there exists c 1 , c 2 , δ > 0 so that
Observe that for y ′ < 0 we have
and hence we obtain
By integrating we get
Letting y ′ → 0 − and using Lemma 4.4 we see that lim
which contradicts the finiteness of the energy, sup
We have proven the result for
F z ′ and we now need to prove the result for
observe that Ψ z ′ extends continuously to P − \S(t) and hence the functions F z ′ and
continuously to P − \S(t). As
F z ′ extends continuously to P − and vanishes on S(t), this forces
F z ′ to extend continuously to P − and
Step 4: Observe that
is the boundary value of the holomorphic function
From (8) and (9) we see that for all 0 < ǫ ≤ 1, we have the estimates
Hence from Lemma 4.2, we see that there exists a sequence ǫ j = ǫ such that as ǫ → 0, the functions
converge on compact subsets of P − to a continuous and bounded function. But from the proof of Theorem 2.1 we already know that as ǫ → 0
(·, t) on P − and by the definition of S(t) we have
Using this we see that as ǫ → 0 we have
Step 5: From (12) we see that
and hence by inverting and by using
We see that
, and from this we obtain
and we have shown that for all t ∈ [0,
Hence letting ǫ → 0, using dominated convergence theorem we see that for any t ∈ [0,
proving the evolution formula.
Step 6: Now if α n ∈ N S(0), using the evolution formula we see that
Now from step 3 we know that
is continuous in z ′ on P − , and hence by dominated convergence theorem we see that
But from step 3 we also know that if α ∈ S(0), then
. Hence the result is proved.
Proof of Theorem 3.4. We prove this theorem in steps.
Step 1: From (11) we know that
Observe that as K y ′ * ( Z t 2 ) is a harmonic function, G is holomorphic. We obtain
hence G ǫ is holomorphic and we have
From the proof of Theorem 2.1 we know that
Step 2: Define the boundary value of
Writing (16) on the boundary and using (5) we get
We obtain the following estimate from (8) and (9)
As g ǫ is the boundary value of the holomorphic function G ǫ , we see that for all 0 < ǫ ≤ 1
, we see that G(·, t) is a bounded holomorphic function on P − .
Step 3: For 0 < ǫ ≤ 1 we have the estimates
As F (·, t) and
(·, t) extends continuously to P − , from equation (4) we easily see that
(·, t) extends continuously to P − and hence v t (·, t) extends continuously to Ω(t). (5) As all the quantities in equation (1) extend continuously to Ω(t), the Euler equation also holds on Ω(t). As ∇P (z, t) = 0 at the singularities, we now see that (v t + (v.∇)v)(z, t) = −i for all z ∈ {Z(α ′ , t) | α ′ ∈ S(t)} ⊂ Σ(t).
Examples: Angled crests and cusps
We now give a few examples of interfaces for which our theorems apply. In this section we assume that the interface approaches the real axis rapidly at infinity and construct domains for which (1) sup
< ∞ and (3) sup
Observe that from these conditions we automatically get sup y ′ <0
To control terms involving F we will assume that sup y ′ <0
F (x ′ + iy ′ , 0) H 3 (R,dx ′ ) < ∞ As an example, F being identically zero satisfies this assumption. It is easy to see that with these assumptions we have E 1 (0) < ∞ and c 0 < ∞ and hence Theorem 2.1 applies.
In this section we will use the following notation: Let A ⊂ C be a non-empty set and let p ∈Ā. Let f, g : A → C be functions such that g(z) = 0 for all z in a punctured neighborhood of p. We say that f (z) ∼ g(z) as z → p in A, if lim z→p f (z) g(z) ∈ C * where C * = C\{0}. In this section we will mostly have A = P − and p = 0. We will also let log(z) denote the principle branch of the logarithm.
Smooth domains
Observe that if the boundary is of class C 1,α with 0 < α ≤ 1, then there exists constants 0 < c 1 , c 2 < ∞ such that c 1 ≤ |Z ,α ′ |(α ′ , 0) ≤ c 2 . Hence if in addition a domain satisfies (Z ,α ′ − 1)(·, 0) ∈ H 2 (R), then we easily see that E 1 (0) < ∞. In particular if the initial domain is smooth then Theorem 2.1 applies. In this case the set of singularities S(t) is empty. Note that in this case our results from §3 still apply but are not novel in any way.
Angled crests
A regular smooth curve in the plane is a smooth mapping γ : I → C such that γ ′ (s) = 0 for all s ∈ I where I is an interval. Consider a simply connected domain Ω ⊂ C with 0 ∈ ∂Ω such that the boundary of Ω at 0 consists of two regular smooth arcs such that the opening angle of Ω at 0 is νπ i.e. there is a corner at 0 ∈ ∂Ω. Assume that 0 < ν < 1. Then we have a local description of Ψ near z = 0.
It is important to note that an interface with a cusp is not chord arc and hence the second part of Theorem 2.1 does not apply. So it seems that it may be possible that an interface with a cusp at t = 0 may self intersect instantaneously. We now show that this does not happen. For simplicity let us assume that there is a single cusp at α ′ = 0 at t = 0 of the form as described above. Hence from (19) and Theorem 5.2 we see that there exists a ǫ > 0 such that
ǫ) The following lemma shows that for such interface interfaces, the interface does not self intersect for a short period of time. For simplicity we only state the lemma for a single cusp but it can be easily be generalized to the case of multiple cusps. Now taking the limit as ǫ → 0 we obtain ||z(α, t) − z(β, t)| − |Z(α, 0) − Z(β, 0)|| ≤ tC(E 1 (0))|α − β| From this we see that z(·, t) is non-self intersecting for all 0 ≤ t ≤ min T 0 , δ 2C(E1(t)) and hence so is Z(·, t).
