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1 Introduction
1.1 Notation and basic facts
 The elements of Rn are column vectors, e.g., x = (1; :::; n)>, y = (1; :::n)>.
For vectors x; y 2 Rn:
 x  0 denotes that all coordinates of x are nonnegative,
 f = maxi2I fi denotes that for all x there holds the equality f(x) = maxffi(x) : i 2 Ig
 x+ = maxfx; 0g = (maxf1; 0g; :::;maxfn; 0g)>,
 ej = (0; :::; 0; 1; 0; :::; 0)> 2 Rm with 1 at the j-th coordinate,
 e = (1; :::; 1)>
 Rm+ = fx 2 Rn : x  0g nonnegative orthant,
 m = fu 2 Rm : e>u = 1; u  0g the standard simplex
 B(x; ) = fy 2 H : ky   xk  g the ball with centre x 2 H and radius   0,
 D closure of D  H,
 FixT = fz 2 H : Tz = zg the subset of xed points of an operator T : D ! D, where
D  H,
 Argminx2D f(x) = fz 2 D : f(z)  f(x) for all x 2 D}, where D  H and f : D ! R a
subset on which the function f attains its minimum on D,
 argminx2D f(x) a minimizer of a function f : D ! R, i.e., an element of Argminx2D f(x),
 a function f : H ! R is said to be coercive if limkxk!1 f(x) = +1,
 a continuous and coercive function f : H ! R attains its minimum,
 ND(x) = fy 2 H : hy; z   xi  0 for all z 2 Dg the normal cone to a convex subset D  H
in the point x 2 D,
 H(a; ) = fx 2 H : ha; xi = g, where a 2 H and  2 R a hyperplane in H,
 H+(a; ) = fx 2 H : ha; xi  g and H (a; ) = fx 2 H : ha; xi  g half-spaces in H,
 S(f; ) = fx 2 H : f(x)  g the sublevel set of a function f : H ! R at a level  2 R.
 d(x;D) = infy2D kx  yk the distance of x 2 H to a subset D  H,
 T 1 = T , Tm = Tm 1  T , m = 2; 3; :::, where T : D ! D for D  H,
 diag v a diagonal matrix, with a vector v 2 R on the main diagonal.
Let x; y 2 H
 The Schwarz inequality
hx; yi2  kxk2kyk2,
The equality holds if and only if the vectors x and y are linear dependent
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 Parallelogram law
kx+ yk2 + kx  yk2 = 2(kxk2 + kyk2).
 Strict convexity
kx+ yk = kxk+ kyk () kxky = kykx
1.2 Convex subsets and convex functions
Let X; Y be linear spaces.
 The intersectionT2C of a family fCg2 of convex subsets of X is a convex subset.
 Any norm k  k in X is a convex function
 If f : X ! R is a convex function and g : R! R is a convex and nondecreasing function, then
g  f is a convex function.
 For any norm k  k in X the function k  k2 is convex
 If fi : X ! R, i = 1; :::;m, are convex functions and F : Rm ! R is a convex function which
is nondecreasing with respect to any coordinate, then f = F (f1; :::; fm) is a convex function.
 If f : Y ! R is a convex function and A : X ! Y is a linear operator, then f  A is a convex
function.
 The sublevel set S(f; ) of a convex function f : X ! R is a convex subset.
Let H be a Hilbert space and let D  H be closed and convex.
 The distance function d(; D) : H ! R, d(x;D) = infz2D k x  z k, is convex.
 The function d2(; D) is convex as a composition of a convex function d(; D) and a convex and
a nondecreasing function g : R+ ! R, g(u) = u2.
 The function 1
2
d2(; D) is di¤erentiable and its derivative has the form
D(
1
2
d2(x;D)) = x  PDx.
1.3 Operators
In methods for the CFP the important role play nonexpansive operators, rmly nonexpansive oper-
ators and the Fejér monotone operators.
Let D  H be closed and convex subset.
Denition 1 We say that an operator T : D ! H is nonexpansive (NE) if for all x; y 2 D
kTx  Tyk  kx  yk:
If the inequality is strict for x 6= y then T is said to be strictly nonexpansive.
Denition 2 We say that an operator T : D ! H is a contraction if for some  2 (0; 1) and for
all x; y 2 D
kTx  Tyk  kx  yk:
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Denition 3 We say that an operator T : D ! H is monotone if for all x; y 2 D
hTx  Ty; x  yi  0
Denition 4 We say that an operator T : D ! H is Fejér monotone (FM) with respect to a subset
M  D if for all x 2 D and for all z 2M
kTx  zk  kx  zk.
If T is Fejér monotone with respect to FixT then T is called quasi-nonexpansive (QNE) If the
inequality is strict for x =2 M then we say that T is strictly Fejér monotone (or strictly quasi-
nonexpansive if M = FixT ) with respect to a subset M  D.
Denition 5 We say that a sequence (xk) is Fejér monotone (FM) with respect to a subset M if
for all k and for all z 2M
kxk+1   zk  kxk   zk.
Denition 6 Let  > 0. We say that an operator T : D ! H is -strongly Fejér monotone 
-SFM with respect to a subset M  D, or strongly Fejér monotone SFM, if
kTx  zk2  kx  zk2   kTx  xk2
for all x 2 D and for all z 2 M . If T is -SFM with respect to FixT then T is called -strongly
quasi-nonexpansive or strongly quasi-nonexpansive SQNE.
Remark 7 A nonexpansive operator T with FixT 6= ? is quasi-nonexpansive.
Denition 8 Let  2 [0; 2]: The operator T = I + (T   I) is called a relaxation of an operator
T : D ! H. The parameter  is called a relaxation parameter. If  2 (0; 2) then T is called a strict
relaxation of T .
Denition 9 We say that an operator T : D ! H is rmly nonexpansive (FNE) if for all x; y 2 D
hTx  Ty; x  yi  kTx  Tyk2:
Denition 10 We say that an operator T : D ! H is relaxed rmly nonexpansive (RFNE) if T is
a relaxation of a rmly nonexpansive operator.
Denition 11 We say that an operator T : D ! H with FixT 6= ? is separating if
hz   Tx; x  Txi  0
for all x 2 D and for all z 2 FixT .
Denition 12 We say that an operator T : D ! H is strongly nonexpansive (SNE) if T is nonex-
pansive and for all sequences (xk); (yk)  D there holds the implication:
If (xk   yk) is bounded and k xk   yk k   k Txk   Tyk k! 0 then (xk   yk)  (Txk   Tyk)! 0.
Denition 13 We say that an operator T : D ! H is averaged (AV) if
T = (1  )I + U
for a nonexpansive operator U : D ! H and for a constant  2 (0; 1).
Denition 14 We say that an operator T : D ! D is idempotent if T 2 = T
Denition 15 We say that an operator T : D ! D is asymptotically regular (AR) if for all x 2 D
lim
k!1
kT k+1x  T kxk = 0:
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1.4 Metric projection
Denition 16 Let D  H be a nonempty subset and let x 2 H. The point y 2 D is called the
metric projection of a point x onto a subset D, if for any z 2 D there holds the inequality
ky   xk  kz   xk:
The metric projection of a point x onto D is denoted by PDx.
In one of the next sections, we show a fact which is more general than the result below.
Theorem 17 Let D  H be a nonempty, convex and closed subset. Then for any x 2 H there exists
the metric projection PDx and is dened uniquely.
1.4.1 Characterization and basic properties of the metric projection
The theorem below is used in many applications.
Theorem 18 Let x 2 H, D  H be a nonempty, convex and closed subset and let y 2 D. The
following conditions are equivalent:
(i) y = PDx,
(ii) hx  y; z   yi  0 for all z 2 D.
Proof. (i))(ii). Let y = PD(x), z 2 D and let z = y + (z   y) for  2 (0; 1). Obviously,
z 2 D; since D is convex. We have by the properties of the scalar product
kx  yk2  kx  zk2 = kx  y   (z   y)k2
= kx  yk2   2hx  y; z   yi+ 2kz   yk2:
Since  > 0, we have
hx  y; z   yi  
2
kz   yk2
If we let ! 0 in the last inequality, we obtain (ii) in the limit.
(ii))(i). By the properties of the scalar product and by (ii) we obtain for any z 2 D
kz   xk2 = kz   y + y   xk2
= kz   yk2 + ky   xk2 + 2hz   y; y   xi
 ky   xk2;
which, by the denition of the metric projection, gives (i).
The following Lemma can be easily proved.
Lemma 19 Let x; y; z 2 H. The following conditions are equivalent:
(i) hx  y; z   yi  0,
(ii) hz   x; y   xi  ky   xk2,
(iii) kz   yk2  kz   xk2   ky   xk2,
(iv) hz   x; z   yi  0.
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Corollary 20 Let D  H be nonempty, convex and closed. Then FixPD = D. Consequently, the
metric projection PD is an idempotent operator.
Proof. If x 2 D, then it follows from the denition of the metric projection that x = PDx. If
x =2 D, then x 6= PDx since PDx 2 D.
Corollary 21 Let D  H be nonempty, convex and closed. Then for all x 2 H and z 2 D there
holds the inequality
kPDx  zk2  kx  zk2   kPDx  xk2,
consequently, the metric projection PD is strongly Fejér monotone with respect to D.
Proof. Let x 2 H and let z 2 D. The inequality follows from the characterization of the metric
projection (Theorem 18) and from the equivalence (i),(iii) in Lemma 19 for y = PDx and z 2 D.
Corollary 22 Let D  H be nonempty, convex and closed, x =2 D and y 2 D. Then
y = PDx() x  y 2 ND(y).
Proof. The right side of the above equivalence can be written by the denition of the normal
cone in the form hx   y; z   yi  0 for all z 2 D. Now we see that the equivalence follows directly
from the characterization of the metric projection (Theorem 18).
1.5 Fixed points theorems
The theorem below, called Banach xed point theorem or Banach theorem on contractions, is widely
applied in various areas of mathematics. The theorem holds for any metric complete space, in
particular for a closed subset of a Hilbert space.
Theorem 23 Let U : X ! X be a contraction. Then U has exactly one xed point x 2 X.
Furthermore, for any x 2 X the sequence of iterations (Ukx) converges to x with a rate of geometric
progression.
Proof. See [GK90, Theorem 2.1], where three various proofs are given.
The Banach xed point theorem is a good tool for iterative approximation of xed points. Nev-
ertheless, its application is restricted to contractions. We will need, however, appropriate tools for
iterative approximation of xed points of nonexpansive operators.
Below, we present few classical xed points theorems.
Theorem 24 (Brouwer, 1912) Let X  Rn be nonempty, compact and convex and let U : X ! X
be continuous. Then U has a xed point.
Proof. See, e.g. [Bro12], [GD03, Chapter II, §5, Theorem 7.2] or [Goe02, Theorem 7.6].
Theorem 25 (Schauder, 1930) Let X be nonempty, compact and convex subset of a Banach space
and let U : X ! X be continuous. Then U has a xed point.
Proof. See, e.g. [Sch30], [GD03, Chapter II, §6, Theorem 3.2] or [Goe02, Theorem 8.1].
Theorem 26 (Browder, 1965) Let X  H be a nonempty closed, convex and bounded subset of a
Hilbert space and let U : X ! X be nonexpansive. Then U has a xed point.
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Proof. See, e.g. [Bro65, Theorem 1], [GD03, chapter I, §4, Theorem 1.3] or [Goe02, Theorem
4.1].
In one of the next sections we present theorems which can be applied in iterative methods for
nding xed points of nonexpansive operators.
Below, we present some properties of the subset of xed points of a nonexpansive operator.
Lemma 27 The subset of xed points of a nonexpansive operator T : X ! H is closed and convex.
Proof. Let xk 2 FixT and let xk ! x. We have x 2 X since X is closed. Since a nonexpansive
operator is continuous, we have
x = lim xk = lim
k
Txk = Tx,
i.e. FixT is a closed subset. Now we show the convexity of FixT . Let x; y 2 FixT and let
z = (1  )x+ y for  2 [0; 1]. By the nonexpansivity of T and by the positive homogeneity of the
norm we have
kx  Tzk = kTx  Tzk  kx  zk = kx  yk
and
kTz   yk = kTz   Tyk  kz   yk = (1  )kx  yk.
Now, the triangle inequality yields
kx  yk  kx  Tzk+ kTz   yk  kx  yk.
Consequently,
kx  yk = kx  Tzk+ kTz   yk
and the strict convexity yields Tz = (1  )x + y. It follows easily from the nonexpansivity of
T that  = , consequently Tz = z. The details are left to the reader.
The closedness and the convexity of the subset of xed points of a nonexpansive operator follows
also from a property which will be presented in Corollary ??.
Let Ui : X ! X, i = 1; :::;m. Denote U = UmUm 1:::U1 and Qi = UiUi 1:::U1Um:::Ui+1,
i = 1; 2; :::;m. We have Qm = U . Let z0 2 X and let zi = Uizi 1, i = 1; 2; :::;m. There exists a
correspondence between xed points of operators Qi expressed by the following Lemma.
Lemma 28 A point z0 2 X is a xed point of the operator U if and only if zi is a xed point of
the operator Qi, i = 1; 2; :::;m   1. Furthermore, FixQ1 = U1(FixU) and FixQi = Ui(FixQi 1),
i = 2; :::;m.
Proof. Suppose that Uz0 = z0. By the equalities zj = Ujzj 1, j = 1; 2; :::;m, we have
Qizi = UiUi 1:::U1Um:::Ui+1zi
= UiUi 1:::U1Um:::Ui+1Ui:::U1z0
= UiUi 1:::U1z0
= zi.
The proof of the converse implication is similar. We leave the proof of the second part of the Lemma
to the reader.
Theorem 29 Let Ui : X ! X and let U = Um:::U1. If Ui are nonexpansive and Uj(X) is bounded
for at least one j 2 I then FixU 6= ?.
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Proof. Since Ui are nonexpansive, i 2 I; the boundedness of Uj(X) yields the boundedness of
U(X). Therefore, Y = convU(X) is closed and convex and bounded (see, e.g. [HUL93, Chapter III,
Theorem 1.4.3]). Since U(X)  X and X is closed and convex, we have Y  X. The operator U jY
maps a closed, convex and bounded subset Y into itself. By the Browder theorem, the operator U jY
has a xed point z 2 Y . Of course, z 2 Y and Uz = U jY (z) = z.
Theorem 30 Let Ui : X ! X, i 2 I, be nonexpansive operators with a common xed point, let
w 2 m, !i > 0 for i 2 I and let U =
P
i2I !iUi. Then
FixU =
\
i2I
FixUi.
Proof. The inclusion
T
i2I FixUi  FixU is obvious. We show that the converse inclusion holds
if Ui are nonexpansive operators, i 2 I. Let z 2 FixU and u 2
T
i2I FixUi. We have by the triangle
inequality
kz   uk = kUz   uk
= k
X
i2I
!iUiz   uk = k
X
i2I
!i(Uiz   u)k

X
i2I
!ikUiz   uk =
X
i2I
!ikUiz   Uiuk

X
i2I
!ikz   uk = kz   uk.
Now we see that
k
X
i2I
!i(Uiz   u)k =
X
i2I
!ikUiz   uk =
X
i2I
!ikz   uk:
Since !i > 0 for i 2 I, the rst of the equalities above yields positive linear dependence of all pair of
vectors Uiz   u and Ujz   u, i; j 2 I, i 6= j, i.e.,
kUiz   uk(Ujz   u) = kUjz   uk(Uiz   u). (1)
The second equality, together with the inequality
kUiz   uk  kz   uk,
i 2 I, and with the assumption !i > 0 yields
kUiz   uk = kz   uk (2)
for all i 2 I. Now, it follows from (1) and (2) that Uiz   u = z   u, i 2 I, i.e. Uiz = z for all i 2 I.
Consequently, z 2
\
i2I
FixUi.
Lemma 31 Let C  H be nonempty, closed and convex, let T : H ! H and let  > 0. Then
Fix(PCT) = Fix(PCT ).
In particular, FixT = FixT .
Proof. We have by Theorem 22
x 2 Fix(PCT)() PC(x+ (Tx  x)) = x
() (Tx  x) 2 NC(x)
() Tx  x 2 NC(x)
() PCTx = x
() x 2 Fix(PCT ).
Note that for  > 0 and for an arbitrary operator T we have FixT = FixT.
9
2 Problems
H a real Hilbert space, h; i a scalar product in H, k  k =ph; i the norm induced by h; i.
D  H closed and convex subset.
T : D ! H a nonexpansive operator with FixT 6= ?
nd x 2 FixT .
2.1 Convex minimization problem
Let f : H ! R be convex and let D  H be closed and convex. The constrained minimization
problem expressed in the form
minimize f(x)
with respect to x 2 D (3)
is to nd an x 2 D such that f(x)  f(x) for all x 2 D; if such a point exists. The point x is
called minimizer of the function f on D or optimal solution of problem (3). The value f  = f(x)
is called the minimum of the function f on the subset D. If f is strongly convex then problem (3)
has unique solution. If F is di¤erentiable then problem (3) is equivalent to nding a xed point of
the operator T : D ! D;
T (x) = PD(x  rf(x)),
where  > 0. One can prove that if rf is L-Lipschitz continuous then T is RFNE for  2 [0; 2
L
] (see,
e.g. [Byr08, Theorem 17.12]).
2.2 Variational inequality
Let D  H be closed and convex and let F : D ! H be a monotone operator. The variational
inequality (VI) problem is to nd x 2 D such that
hF (x); y   xi  0 (4)
for all y 2 D. If F is a strongly monotone and Lipschitz continuous operator then VI has a unique
solution x 2 D. The convex minimization problem (3) is a special case of the variational inequality.
VI (4) is equivalent to nding a xed point of the operator T : D ! D,
T (x) = PD(x  F (x)),
where  > 0.
2.3 Convex feasibility problem
Let Ci  H, i 2 I = f1; :::;mg be nonempty, closed and convex. The convex feasibility problem
(CFP) has the form:
Find x 2 C = Ti2I Ci if such a point exists
CFP can be also formulated as minimization of the convex proximity function f : H ! R
f(x) =
1
2
X
i2I
!id
2(x;Ci)
where w = (!1; :::; !m)> 2 Rm is a vector of weights, i.e., !i  0, i 2 I,
P
i2I !i = 1. By the
necessary and su¢ cient optimality conditions for the unconstrained convex minimization problem
the minimization of f is equivalent to the following problem
Find a xed point (if exists) of the operator T : H ! H
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dened as follows
T (x) =
X
i2I
!iPCi(x).
2.3.1 Linear feasibility problem
Let A be a real matrix of type m n and let b 2 Rm. The linear feasibility problem (LFP) has the
form:
Find x 2 Rn with Ax  b, if such x exists.
Of course, LFP is a special case of CFP.
2.4 Split feasibility problem
Let C  H1 and Q  H2 be closed and convex subsets of Hilbert spaces H1 and H2. The split
feasibility problem (SFP) has the form:
Find x 2 C with Ax 2 Q, if such x exists
where A : H1 ! H2 is a bounded linear operator.
SFP can be also formulated as minimization of the convex proximity function f : C ! R
f(x) =
1
2
kPQ(Ax)  Axk2
By the necessary and su¢ cient optimality conditions for the constrained convex minimization prob-
lem the minimization of f is equivalent to the following problem:
Find a xed point (if exists) of the operator T : C ! C,
dened as follows
T (x) = PC(x+ A
(PQAx  Ax))
for  > 0.
2.4.1 Linear split feasibility problem
Let C  Rn be closed and convex, A be a real matrix of type m  n and bet b 2 Rm. The linear
split feasibility problem (LSFP) has the form:
Find x 2 C with Ax  b,
if such x exists. Of course, LSFP is a special case of SFP.
Let r(x) = (1(x); :::; m(x))
> = Ax   b be the residual vector and let r+(x) = maxf0; r(x)g be
the nonnegative part of r(x). LSFP can be also formulated as minimization of a convex proximity
function f : C ! R dened as follows
f(x) =
1
2
mX
i=1
i(a
>
i x  i)2+ =
1
2
mX
i=1
i(i)+
where v = (1; :::; m)> 2 Rm++, ai = (ai1; :::; ain)> is the i-th row of A i = 1; 2; :::;m, and b =
(1; :::; m)
>. If Rm is equipped with the scalar product h; iV dened by hx; yiV = x>V y, where
V = diag v, then one can prove that PQAx   Ax =  V r+(x). Consequently, the minimization of f
is equivalent to the following problem:
Find a xed point (if exists) of the operator T : C ! C
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dened by
T (x) = PC(x  A>V r+(x))
with  > 0 for all x and V = diag v.
3 Convergence theorems
3.1 Weak convergence in a Hilbert space
Denition 32 We say that a sequence (xk) of elements of a Hilbert space H converges weakly to
x 2 H if for any y 2 H the sequence (hy; xki) converges to hy; xi. We call the point x the weak
limit of the sequence (xk) and we write xk * x. If a point x 2 H is a weak limit of a subsequence
(xk0)  (xk), then say that x is a weak cluster point of the sequence (xk).
3.1.1 Properties of the weak convergence
Following properties of weak convergent sequences can be found in handbooks of functional analysis.
(w1) A weakly convergent sequence (xk)  H has exactly one weak limit.
(w2) A weakly convergent sequence (xk)  H is bounded.
(w3) A bounded sequence (xk)  H includes a weakly convergent subsequence.
(w4) If a sequence (xk)  H is bounded and has exactly one weak cluster point x 2 H, then xk * x.
(w5) If a sequence (xk) converges to x 2 H, then it converges weakly to x 2 H.
(w6) A weakly convergent sequence (xk) of a nite-dimensional Hilbert space H is convergent.
Remark 33 A bounded sequence (xk) of a Hilbert space does not need contain a convergent sub-
sequence.
Example 34 Let H = l2 and let xk = (k1; k2; :::), where
ki = ki =

1 for i = k
0 for i 6= k.
Then kxkk = 1, although (xk) does not contain a convergent subsequence since kxk   xlk =
p
2 for
all k; l, k 6= l. Note that xk * 0.
Lemma 35 If xk * x 2 H, then lim infk kxkk  kxk.
Proof. Let xk * x 2 H. If x = 0 the Lemma is obvious. Suppose now that x 6= 0. We have by
the Schwarz inequality
lim inf
k
kxk  kxkk  lim inf
k
hx; xki = kxk2.
Consequently lim infk kxkk  kxk.
Lemma 36 If xk * x 2 H and kxkk ! kxk, then xk ! x.
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Proof. Let xk * x 2 H and kxkk ! kxk. Then it follows from the parallelogram law
kx  xkk2 = 2(kxk2 + kxkk2)  kx+ xkk2
= 2(kxk2 + kxkk2)  (kxk2 + kxkk2 + 2hx; xki)
= kxk2 + kxkk2   2hx; xki ! 0.
In 1967 Zdzis÷aw Opial has proved the following property of a Hilbert space, known also under
the name Opials property.
Lemma 37 (Opial, 1967) If xk * y 2 H, then for any y0 2 H, y0 6= y there holds the inequality
lim inf
k
kxk   y0k > lim inf
k
kxk   yk (5)
Proof. Let xk * y 2 H, y0 2 H be di¤erent from y and let  = ky   y0k2 > 0. Since a weakly
convergent sequence is bounded both limits in (5) are nite. Further, we have by the properties of
the scalar product
kxk   y0k2 = kxk   y + y   y0k2
= kxk   yk2 + ky   y0k2 + 2hxk   y; y   y0i
= kxk   yk2 +  + 2hxk   y; y   y0i
Since hxk   y; y   y0i ! 0
lim inf
k
kxk   y0k2 = lim inf
k
kxk   yk2 +  > lim inf
k
kxk   yk2,
i.e., lim infk kxk   y0k > lim infk kxk   yk.
Lemma 38 (Opial, 1967) Let T : H ! H be a nonexpansive operator, y be a weak cluster point
of a sequence (xk) and let kTxk   xkk ! 0. Then y 2 FixT .
Proof. Let xnk * y for a subsequence (xnk)  (xk). Suppose that Ty 6= y. Then we have by
Lemma 37
lim inf
k!1
kxnk   yk  lim inf
k!1
kTxnk   Tyk
= lim inf
k!1
kTxnk   xnk + xnk   Tyk
 lim inf
k!1
(kxnk   Tyk   kTxnk   xnkk)
= lim inf
k!1
kxnk   Tyk
> lim inf
k!1
kxnk   yk.
We have obtained a contradiction, what shows that the Lemma is true.
Lemma 38 is also known under the name Opials demi-closedness principle.
Lemma 39 Let C  H be a convex and closed subset and let a sequence (xk) be Fejér monotone
with respect to C. Then there exists the unique element y 2 C such that
lim
k
kxk   yk = inf
y2C
lim
k
kxk   yk (6)
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Proof. Let d(y) = limk kxk   yk for y 2 C,  = inffd(y) : y 2 Cg and let the sequence (ym)  C
be such that d(ym) ! . First we show that the sequence (ym) is a Cauchy sequence. By the
parallelogram law we obtain for all k;m; l 2 N
kym   ylk2 = k(xk   ym)  (xk   yl)k2
= 2kxk   ymk2 + 2kxk   ylk2   k(xk   ym)  (xk   yl)k2
= 2kxk   ymk2 + 2kxk   ylk2   4kxk   ym + yl
2
k2
Obviously ym+yl
2
2 C since C is convex. Hence, we obtain by the Fejér monotonicity of (xk) with
respect to C that
kxk   ym + yl
2
k  lim
k
kxk   ym + yl
2
k = d(ym + yl
2
)  :
Now we see that
kym   ylk2  2kxk   ymk2 + 2kxk   ylk2   42.
If we set k !1 in the above inequality, we obtain in the limit
kym   ylk2  2d(ym)2 + 2d(yl)2   42
Consequently,
lim
l;m!1
kym   ylk2 = 0,
i.e., (ym)  H is a Cauchy sequence. Since the Hilbert space is complete the sequence (ym) converges
to a point y 2 H. Since C is a closed subset y 2 C. It is clear that d(y) =  since by the triangle
inequality we have for all m 2 N
  d(y) = lim
k
kxk   yk  lim
k
(kxk   ymk+ kym   yk) = d(ym) + kym   yk !
m!1
.
Now we show the uniqueness of y 2 C with the property d(y) = . Suppose that d(y0) =  for some
y0 2 C. We have y+y0
2
2 C, since C is a convex subset. Furthermore d(y+y0
2
)   by the denition
of . By the parallelogram law we have
ky   y0k2 = k(xk   y)  (xk   y0)k2
= 2kxk   yk2 + 2kxk   y0k2   k(xk   y) + (xk   y0)k2
= 2kxk   yk2 + 2kxk   y0k2   4kxk   y
 + y0
2
k2
and we obtain in the limit for k ! +1
ky   y0k2 = 2d(y)2 + 2d(y0)2   4d(y
 + y0
2
)2  0
since d(y
+y0
2
)  . Therefore y0 = y, which proves the uniqueness of y.
Remark 40 Observe that the theorem of the existence of the metric projection of a point x 2 H
onto a convex and closed subset C  H follows directly from Lemma 39. To see it, it is enough to
take xk = x, k = 1; 2; ::: .
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3.2 Opials Theorem
Recall that an operator U : H ! H is asymptotically regular if for any x 2 H limk!1 kUk+1x  
Ukxk = 0 (see Denition 15).
Theorem 41 (Opial, 1967) Let U : H ! H be a nonexpansive operator with FixU 6= ?. Fur-
thermore, let U be asymptotically regular. If a sequence (xk) is generated by an iterative procedure
xk = U
kx then xk converges weakly to an element x 2 FixU for any x 2 H.
Zdzis÷aw Opial (1930-1974)
Proof. Let x 2 H, xk = Ukx and let z 2 FixU . Since U is a nonexpansive operator
kxk+1   zk = kUk+1x  zk = kUk+1x  Uzk  kUkx  zk = kxk   zk
i.e., (xk) is Fejér monotone with respect to FixU , consequently, (xk) is bounded. Let y 2 H be a
weak cluster point of (xk). Let (xnk)  (xk) be a subsequence which is weakly convergent to the
point y. Since U is an asymptotically regular operator
kUk+1x  Ukxk = kUxk   xkk ! 0
It follows from Lemma 38 that y 2 FixU . Since U is nonexpansive, FixU is closed and convex (see
Corollary ??). Let y 2 FixU be such that
lim
k
kxk   yk = inf
y2FixU
lim
k
kxk   yk.
The existence and uniqueness of y follows from Lemma 39. We show that xnk * y
. Suppose that
y 6= y. Then we obtain by Lemma 37 that
lim
k
kxk   yk = lim
k
kxnk   yk > lim
k
kxnk   yk  lim
k
kxk   yk
The contradiction shows that y = y. We have shown that y is the unique weak cluster point of any
subsequence of (xk). Consequently, xk * y by the property (w2).
3.3 KrasnoselskiiMann Theorem
In one of the next sections we prove that for  2 (0; 2) a -RFNE operator U is asymptotically
regular. Therefore, Theorem below is an immediate consequence of the Opial Theorem.
Theorem 42 (KrasnoselskiiMann, 1953) Let T : H ! H be a rmly nonexpansive operator
with FixT 6= ? and let x 2 H. If xk = T kx for  2 (0; 2) then xk converges weakly to an element
x 2 FixT .
15
4 Algorithmic operators
In the next Section we present several methods for solving convex optimization problems. We focus
our study of iterative methods (we also call them iterative procedures or algorithms) which are given
in the form of recurrence xk+1 = Txk that is dened on a closed and convex subset X  H,
where T : X ! X. We suppose that the starting point x0 is an element of a starting subset
X0  X. Usually, one supposes that X0 = X. A sequence generated by an iterative method is
called approximating sequence. Any iterative method for solving a convex optimization problem
will be constructed in such a way, that the approximating sequences (xk) generated by this method
converge (at least weakly) to an optimal solution of the optimization problem. As we will see, the
optimal solution is a xed point of the operator T : X ! H. The form of this operator depends on
the considered optimization problem.
In this Chapter we deal with general properties of operators which dene algorithms for solving
convex optimization problem. In one iteration of the algorithm an operator U : X ! X denes an
actualization x+ of the current approximation x of a solution of the convex optimization problem.
Usually, this actualization has the form x+ = Ux. We call this operator algorithmic operator .
One can also consider algorithms, where an actualization has the form x+ 2 Ux for a mapping
(multifunction) U : X  X. In this case the mapping U is called algorithmic mapping.
An operator dening the iteration of an algorithm can depend on some parameters which are
constant or vary during the iteration process. The properties of approximation sequences depend on
the properties of algorithmic operators dening the iterative method.
Let T : D ! H i U = I + (T   I),  2 (0; 2). In the sequel we will prove that there hold the
following correspondences between the dened algorithmic operators
, , U  NE ( U 
contraction
) )+
m  2 [0; 2] * + +
T  FNE ,
U  
2
-AV
m
U -RFNE
) U  SNE FixT 6=?=) )+ +
(FixT 6= ?)
+
*
(T 2= T )
(FixT 6= ?)
 =2 
+
* ) ) U  AR
T -separating
= 2 
, U -SQNE ) ) *
U  NE
FixU 6= ?
+
+ +
U  QNE
Ukx *
x2FixU
4.1 Properties of a rmly nonexpansive operator
4.1.1 Correspondences between FNE and NE and FM operators
Theorem 43 A rmly nonexpansive operator T : H ! H is monotone and nonexpansive.
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Proof. Let T be rmly nonexpansive. We have by the Schwarz inequality
kTx  Tyk  kx  yk  hTx  Ty; x  yi  kTx  Tyk2  0.
The Theorem follows now easily from the above inequalities.
Theorem 44 Let T : X ! H be an operator which has a xed point. If T is rmly nonexpansive,
then T is a separator, i.e.
hz   Tx; x  Txi  0 (7)
for all x 2 X and z 2 FixT . If, furthermore, T is an idempotent operator, then the converse
implication also holds.
Proof. Let x 2 H and let z 2 FixT for a rmly nonexpansive operator T . We have
hx  Tx; z   Txi = hx  z + z   Tx; Tz   Txi
=  hz   x; Tz   Txi+ hTz   Tx; Tz   Txi
  kTz   Txk2 + kTz   Txk2
= 0,
i.e. T is separating.
Now, suppose that T is an idempotent operator and that inequality (7) holds for all x 2 X and
z 2 FixT . Let u; v 2 X. Taking x = u and z = Tv in (7) we get
hTv   Tu; u  Tui  0
and taking x = v and z = Tu in (7) we get
hTu  Tv; v   Tvi  0,
since in both cases z 2 FixT . After adding the inequalities above we get
hTu  Tv; (Tu  Tv)  (u  v)i  0;
i.e.
kTu  Tvk2  hTu  Tv; u  vi
and we see that T is rmly nonexpansive.
Corollary 45 Let D  H be nonempty, convex and closed. Then the metric projection PD is a rmly
nonexpansive operator. Consequently, the metric projection PD is monotone and nonexpansive.
Proof. Since the metric projection is an idempotent operator we obtain, by the characterization
of the metric projection (Theorem 18), that for all x 2 H and for all z 2 D = FixPD
hx  PDx; z   PDxi  0
i.e., there are satised the conditions of the second part of Theorem 44. Consequently, PD is a rmly
nonexpansive operator. The second part of the Corollary follows now from Theorem 43.
Lemma 46 Let T : H ! H and let T = T +(1 )I, where  > 0, be a relaxation of the operator
T . The following conditions are equivalent:
(i) T is a rmly nonexpansive operator,
(ii) T is a nonexpansive operator for any  2 [0; 2],
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(iii) T has the form T = 1
2
(S + I); where S : H ! H is a nonexpansive operator,
(iv) I   T is a rmly nonexpansive operator.
Proof.
(i))(ii) Suppose that T is a rmly nonexpansive operator. Then for any  2 [0; 2] and for the
operator T = T + (1   )I we obtain by the denition of a rmly nonexpansive operator, by the
Schwarz inequality and by the monotonicity of T (see Theorem 43)
kTx  Tyk2 = kTx+ (1  )x  Ty   (1  )yk2
= k(Tx  Ty) + (1  )(x  y)k2
= 2(kTx  Tyk2   hTx  Ty; x  yi)
+(2  2)hTx  Ty; x  yi+ (1  )2kx  yk2
 (2  2)hTx  Ty; x  yi+ (1  )2kx  yk2
 (2  2)kTx  Tykkx  yk+ (1  )2kx  yk2
 (2  2)kx  yk2 + (1  )2kx  yk2
= kx  yk2.
We have obtained that T is a nonexpansive operator.
(ii))(iii) By the assumption, the operator T2 = 2T I is nonexpansive. Since T = 12 [(2T I)+I]
the implication is obvious.
(iii))(iv) Let S be a nonexpansive operator, T = 1
2
(S + I) and let G = I   T . Then we have
G = 1
2
(I   S) and
kGx Gyk2 = hGx Gy; x  yi+ hGx Gy; (Gx Gy)  (x  y)i
= hGx Gy; x  yi
+
1
4
h(Sx  Sy)  (x  y); (Sx  Sy) + (x  y)i
= hGx Gy; x  yi+ 1
4
(kSx  Syk2   kx  yk2)
 hGx Gy; x  yi.
(iv))(i) Let G = I   T be a rmly nonexpansive operator, i.e.,
hGx Gy; x  yi  kGx Gyk2.
The above inequality is equivalent to
hGx Gy; (x Gx)  (y  Gy)i  0
or to
h(x  Tx)  (y   Ty); Tx  Tyi  0
which is equivalent to
hTx  Ty; x  yi  kTx  Tyk2,
i.e., T is a rmly nonexpansive operator.
Remark 47 One can also prove that any condition (i)-(iv) in Lemma 46 is equivalent to any of the
following conditions
(v) for all x; y 2 X
kTx  Tyk2  kx  yk2   k(I   T )x  (I   T )yk2, (8)
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(vi) for all x; y 2 X and for any   0
kTx  Tyk  k(x  y) + (1  )(Tx  Ty)k.
Some authors dene the FNE-operators as operators satisfying (v) or (vi).
Corollary 48 Let S : H ! H. The following conditions are equivalent:
(i) S is a nonexpansive operator,
(ii) S = 2F   I, where F : H ! H is a rmly nonexpansive operator.
Proof.
(ii))(i) Let S = 2F   I for a rmly nonexpansive operator F . It follows from the implication
(i))(ii) in Lemma 46 that S is a nonexpansive operator.
(i))(ii) Let S = 2F   I be a nonexpansive operator. We have F = 1
2
(S + I). By the implication
(iii))(i) in Lemma 46 the operator F rmly nonexpansive.
Corollary 49 An operator U : H ! H is averaged if and only if U is a strict relaxation of a rmly
nonexpansive operator.
Proof. Let U be averaged. Then we have by Corollary 48, for a nonexpansive operator S and
for a constant  2 (0; 1),
U = (1  )I + S = (1  )I + (2F   I) = (1  )I + F
where F is FNE and  = 2 2 (0; 2). Let now U = (1   )I + F for a FNE operator F and for
 2 (0; 2). Then, by the implication (i))(iii) in Lemma 46
U = (1  )I + 1
2
(I + S) = (1  
2
I) +

2
S
for a nonexpansive operator S, i.e. U is averaged.
Corollary 50 A convex combination of nonexpansive operators is nonexpansive. A convex combi-
nation of rmly nonexpansive operators is rmly nonexpansive.
Proof. Let w = (!1; :::; !m)> 2 m be a vector of weights. If Si, i 2 I, are nonexpansive
operators and S =
P
i2I !iSi then, by the convexity of the norm k  k, we have for any x; y 2 H
kSx  Syk = k
X
i2I
!i(Six  Siy)k

X
i2I
!ikSix  Siyk

X
i2I
!ikx  yk = kx  yk,
i.e., S is a nonexpansive operator. Let now Ti, i 2 I, be rmly nonexpansive and let T =
P
i2I !iTi.
By the implication (i))(iii) in Lemma 46 we have Ti = 12(Si + I), for a nonexpansive operator Si,
i 2 I. The Corollary follows now from the equality T = 1
2
(S + I) and from the implication (iii))(i)
in Lemma 46.
Corollary 51 A convex combination of relaxed rmly nonexpansive operators is relaxed rmly non-
expansive.
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Proof. Let Ti = I + i(Ui   I), where the operators Ui are FNE, i 2 [0; 2], i 2 I, and let
w = (!1; :::; !m) 2 m. It is clear that  =
Pm
j=1 !jj 2 [0; 2] and
Pm
i=1
!iiPm
j=1 !jj
= 1. Therefore,
U =
Pm
i=1
!iiPm
j=1 !jj
Ui is FNE as a convex combination of FNE operators Ui (see Corollary 50). Let
T =
Pm
i=1 !iTi. We have
T =
mX
i=1
!i[I + i(Ui   I)] = I +
mX
i=1
!ii(Ui   I)
= I + (
mX
j=1
!jj)(
mX
i=1
!iiPm
j=1 !jj
Ui  
mX
i=1
!iiPm
j=1 !jj
I) = I + (U   I) 
Theorem 52 Let T : H ! H be a rmly nonexpansive operator with FixT 6= ?,  2 (0; 2) and let
T = (1  )I + T be a relaxation of T . Then T is 2  -SQNE, i.e.
kTx  zk2  kx  zk2   2  

kTx  xk2
for all x 2 H and for all z 2 FixT .
Proof. Since a FNE-operator having a xed point is separating (see Theorem 44), by the prop-
erties of the scalar product and by the obvious equality Tx x = 1

(Tx x), we obtain for all x 2 H
and for all z 2 FixT
kTx  zk2 = k(x  z) + (Tx  x)k2
= kx  zk2 + 2kTx  xk2   2hz   x; Tx  xi
= kx  zk2 + 2kTx  xk2   2kTx  xk2 + 2hz   Tx; x  Txi
 kx  zk2   (2  )kTx  xk2
= kx  zk2   2  

kTx  xk2
Theorem 53 A composition of relaxed rmly nonexpansive operators is relaxed rmly nonexpansive.
Proof. Let T; U : H ! H be FNE and let ;  2 (0; 2). It follows from Lemma 46 and from
Corollary 50 that
U  T = (1  2 + 
2
)I +
2 + 
2
 1
2
[
NEz }| {

2 + 
NEz }| {
(2T   I) + 2
2 + 
NEz }| {
NEz }| {
(2U   I)
NE

z}|{
T + I]
i.e., U  T is a -relaxation of the FNE-operator
S =
1
2
[

2 + 
(2T   I) + 2
2 + 
(2U   I)  T + I]
with = 1 + 
2
. Now we see that
U  T = [(1  )I + U ]  T = (1  )T + U  T,
i.e., U  T is RFNE as a convex combination of RFNE operators T and U  T (see Corollary 51).
Furthermore, it follows from the proof of Corollary 51 that U T is -RFNE, where  = +  2 .
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Remark 54 A composition of rmly nonexpansive operators needs not to be rmly nonexpansive.
Example 55 Let A = fx 2 R2 : 2 = 0g and B = fx 2 R2 : 1 = 2g. For x = (2; 2)> and
y = (4; 0)> we have for a composition T = PBPA of FNE operators PA and PB: Tx = (1; 1)> and
Ty = (2; 2)>. Therefore, hTx  Ty; x  yi = 0 < 2 = kTx  Tyk2 and we see that T is not FNE.
Theorem 56 Let T : H ! H be a rmly nonexpansive operator, C  H be convex and closed and
let  2 (0; 2). Then
(i) PCT is nonexpansive.
(ii) If Fix(PCT ) 6= ? then the operator PCT is 2 2+-SQNE, i.e.
kPCTx  zk2  kx  zk2   2  
2 + 
kPCTx  xk2 (9)
Proof.
(i) By Lemma 46 the operator T = (1  )I + T is nonexpansive. The nonexpansivity of PCT
follows now from the nonexpansivity of the metric projection PC (Corollary 45) and from the obvious
fact that the composition of nonexpansive operators is nonexpansive.
(ii) It follows from the proof of Theorem 53 that PCT is -RFNE operator with  = 1+ 2 2 (1; 2).
Theorem 52 yields now
kPCTx  zk2  kx  zk2   2  

kPCTx  xk2
= kx  zk2   2  
2 + 
kPCTx  xk2.
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4.2 Asymptotically regular operators
Denition 57 An operator U : X ! X is called asymptotically regular (AR) if
lim
k!1
kUk+1x  Ukxk = 0.
for all x 2 X.
Remark 58 It is clear, that any idempotent operator is asymptotically regular. In particular, the
metric projection onto a nonempty, closed and convex subset C  H is asymptotically regular.
Since the notion of an asymptotically regular operators plays an important role in iterative meth-
ods for nding xed points of operators, we give below some theorems which are useful in the
construction of asymptotically regular operators.
Theorem 59 Let U : X ! H be an operator with nonempty FixU . If U is strongly quasi-
nonexpansive, then U is asymptotically regular.
Proof. Let U be strongly quasi-nonexpansive, let x 2 X and let z 2 FixU . For xk = Ukx and
for some constant  > 0, we have
kxk+1   zk2 = kUxk   zk2  kxk   zk2   kUxk   xkk2.
Consequently, the sequence (kxk   zk) is monotone and therefore, it converges. By setting k ! 1
in the above inequality, we obtain in the limit
kUk+1x  Ukxk2 = kUxk   xkk ! 0,
i.e. U is asymptotically regular.
Corollary 60 Let C  H be nonempty, closed and convex and let T : X ! H be a rmly nonex-
pansive operator with Fix(PCT ) 6= ?. Then, for any  2 (0; 2), the projected relaxation R = PCT
of the operator T is asymptotically regular.
Proof. Let  2 (0; 2), let x 2 X and let xk = Rkx, k = 1; 2; ::: . By Theorem 56(iii) we have
kxk+1   zk2 = kRxk   zk2  kxk   zk2   2  
2 + 
kRxk   xkk2
for all z 2 Fix(PCT ). Since Fix(PCT ) = FixR (see, Theorem 56(ii)), the inequality above says that
the operator R is strongly quasi-nonexpansive. The asymptotic regularity of R follows now from
Theorem 59.
Corollary 61 Let T : X ! H be a rmly nonexpansive operator with FixT 6= ?. Then, for any
 2 (0; 2), the relaxation T of the operator T is asymptotically regular.
Corollary 62 Let Ti : X ! H, i = 1; :::;m, be relaxed rmly nonexpansive and let the composition
T = T1:::Tm have a xed point. Then T is asymptotically regular.
Proof. It follows from Theorem 53 that T is relaxed rmly nonexpansive. Therefore, the asymp-
totic regularity of T follows from Theorem 59.
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5 Projection methods
5.1 Cyclic projection method (ART) for CFP
Denition 63 Let Ci  H be nonempty, convex and closed subset, i 2 I. The operator
T = PCm  PCm 1  :::  PC1
is said to be the cyclic projection operator.
The cyclic projection method (CPM) has the form xk = T kx for a cyclic projection operator T
and for x 2 H. If Ci are hyperplanes, the cyclic projection method is also known also under the
name the Kaczmarz method or the algebraic reconstruction technique (ART).
 Stefan Kaczmarz (1937)  the cyclic projections method for a nonsingular system of linear
equations
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The Kaczmarz method
24
Stefan Kaczmarz (1895 - 1939)
polish mathematician, associated professor
of the Technical University in Lwów,
where he has collaborated with
Stefan Banach and with Hugo Steinhaus.
The area of his research was algebra,
theory of real functions,
Fourier series, orthogonal series.
Author of 35 books and articles, member
of the Lwów School of Mathematics
Died in a battle in the World War II.
His Kaczmarz Method provided the basis
for many modern imaging technologies,
including the computerized tomography.
Photo from the article:
Stefan Kaczmarz (1895-1939) by L. Maligranda
Mathematicians from Lwów (1930)
(2 S. Banach, 4 K. Kuratowski, 5 S. Kaczmarz, 6 J. Schauder, 10 S. Ulam)
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1937 Stefan Kaczmarz
has published the paper:
Angenährte Auösung
von Systemen linearer Gleichungen
Bull. Intern. Acad. Polonaise
Sci. Lett., Cl. Sci. Math. Nat.
A, 35 (1937) 355-357.
translated into English in1993:
S. Kaczmarz, Approximate solution
of systems of linear equations,
International Journal of Control
57 (1993) 1269-1271
The rst page of the Kaczmarz paper
 Bregman (1965) CPM for CFP ( = 1)
 GurinPolyakRaik (1967) CPM for CFP ( 2 (0; 2))
 GordonBenderHerman (1970) application of the Kaczmarz method in radiology
 Tanabe (1971)  a generalization of the Kaczmarz method for arbitrary (also inconsistent)
system of linear equations
 McCormick (1977) the Kaczmarz method in a Hilbert space
 Censor (1981) almost cyclic control
 BauschkeBorwein (1996) general model for projection methods
 PopaZdunek (2004) extended Kaczmarz method
 HallerSzwarc (2005) the Kaczmarz method in a Hilbert space
 Herman (since 1970) application of the Kaczmarz method in the computerized tomography
and in the intensity-modulated radiation therapy
Theorem 64 Let Ci  H be nonempty, convex and closed subset, i 2 I, and let T = PCmPCm 1 :::PC1 :
Cm ! Cm be the cyclic projection operator. If
T
i2I Ci 6= ?, then
FixT =
\
i2I
Ci:
Proof. The inclusion
T
i2I Ci  FixT is obvious. We show the converse inclusion. Since
FixPCi = Ci we have for z 2
T
i2I Ci
Tz = PCmPCm 1 :::PC1z = z,
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i.e., z 2 FixT . Suppose now that Ti2I Ci 6= ?, x 2 FixT and that x =2 Ti2I Ci. Let j = minfi 2 I :
x =2 Cig. Then we have PCi :::PC1x 2 Ci for i < j and PCj :::PC1x =2 Cj. Since the metric projection
PCi is strictly Fejér monotone with respect to Ci, i 2 I, we have for any z 2
T
i2I Ci
kx  zk = kTx  zk
= kPCmPCm 1 :::PC1x  zk
 :::  kPCjPCj 1 :::PC1x  zk
< kPCj 1 :::PC1x  zk
= kPCj 2 :::PC1x  zk
= ::: = kx  zk
The contradiction shows that FixT =
T
i2I Ci.
Corollary 65 Let Ci  H be nonempty, convex and closed subset, i 2 I. The cyclic projection
operator T = PCmPCm 1 :::PC1 : Cm ! Cm is nonexpansive.
Proof. T is nonexpansive as a composition of nonexpansive operators PCi, i 2 I.
Theorem 66 Let Ci  H be nonempty, convex and closed subset, i 2 I and let T = PCmPCm 1 :::PC1 :
Cm ! Cm be the cyclic projection operator.
(i) T is a relaxation of a rmly nonexpansive operator.
(ii) If at least one of Ci, i 2 I, is bounded, then has a xed point z 2 Cm.
Proof. (i) The property follows from Theorem 53.
(ii) We can suppose for the simplicity that Cm is a bounded subset. We see that T maps a closed,
convex and bounded subset into itself. Furthermore, T is a nonexpansive operator (see Corollary
65). It follows from the Browder xed point theorem that T has a xed point z 2 Cm.
Corollary 67 Let Ci  H be nonempty, convex and closed subset, i 2 I, and let T = PCmPCm 1 :::PC1 :
Cm ! Cm be the cyclic projection operator with FixT 6= ?. Then for any x 2 H the sequence
xk = T
kx converges weakly to an element z 2 FixT
Proof. By Corollary 62 T is asymptotically regular. The Corollary follows now from the Opial
Theorem.
5.2 Simultaneous projection method (SPM) for CFP
The simultaneous projection method (SPM) has the form
xk+1 = xk + k(
X
i2I
!iPCixk   xk), (10)
where k 2 (0; 2) is a relaxation parameter and w = (!1; :::; !m)> 2 m is a vector of weights
 Cimmino, (1938) SPM for a system of linear equations,
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 Auslender, (1976) SPM for CFP ( = 1 and equal weights),
 CensorElfving (1982)
 Pierra (1988) SPM as the alternating projection method in a product Hilbert space
 Iusemde Pierro (1987) SPM for CFP ( 2 (0; 2) and w > 0,
 AharoniCensor (1989),
 ButnariuCensor, (1990)  2 (0; 2) and weights wk depending on iteration, C 6= ?
 FlåmZowe (1990)  2 (0; 2) and weights wk depending on iteration, C 6= ?
 Combettes (1994) k 2 ["; 2  "], " > 0
 BauschkeBorwein (1996) a general model for SPM, C 6= ?
Dene the simultaneous projection operator T : H ! H by equality
T =
X
i2I
!iPCi
and its relaxation T = I + (T   I). The SPM can be written in the form xk+1 = Txk.
 The operator T is rmly nonexpansive as a convex combination of rmly nonexpansive operators
PCi, i 2 I (Corollary 50)
Dene the proximity function f : H ! R by equality
f(x) =
1
2
X
i2I
!ikPCix  xk2.
Lemma 68 There holds the equality
FixT = Argmin
x2H
f(x)
and FixT 6= ? if at least one Ci is bounded and the corresponding weight !i > 0.
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Proof. Since f is convex and di¤erentiable we have
x 2 Argmin
x2H
f(x)() Df(x) = 0
()
X
i2I
!i(x  PCix) = 0
() x =
X
i2I
!iPCix
() x 2 FixT
() x 2 FixT.
Furthermore, if at least one Ci is bounded and the corresponding weight !i > 0 then f is coercive,
consequently Argminx2H f(x) 6= ?.
There holds the inclusion
C  FixT .
Let w > 0. If C =
T
i2I Ci 6= ? then
C = FixT and min
x2H
f(x) = 0
Theorem 69 Let FixT 6= ?. Then for any z 2 FixT there holds the inequality
kxk+1   zk2  kxk   zk2   2  

kTxk   xkk2. (11)
Consequently xk * x 2 FixT
Proof. Since T is rmly nonexpansive inequality (11) follows from Corollary 52. Consequently,
kTxk   xkk ! 0, i.e., (xk) is asymptotically regular. Furthermore, T is nonexpansive by Lemma
46. Therefore, the convergence follows from the Opial theorem.
5.3 Surrogate constraints method (SCM) for LFP
Consider the linear feasibility problem (LFP) in the form
Find x 2 Rn with Ax  b,
where A is a real matrix of type mn with rows ai = (ai1; :::; ain)> and b = (1; :::; m)> 2 Rm, and
suppose thatM = fx 2 Rn : A>x  bg 6= ?. Of course the LFP is a particular case of the CFP with
Ci = Hi = fx 2 Rn : a>i x  ig.
Multiply the particular inequalities by weights !i  0 and add the formed inequalities. We obtain
so called surrogate inequality
(Aw)>x  w>b,
where w = (!1; :::; !m)> 2 m. Of course
M  Hw = fx 2 Rn : (Aw)>x  w>bg.
Let x =2 M be the current approximation of a solution x 2 M . Let r = (1; :::; m)> = A>x   b
be the residual vector (for x). Suppose that r>w > 0 (e.g., the weights for nonviolated constraints
vanish: !i = 0 for i  0, i 2 I). In this case x =2 Hw. One iteration of the surrogate constraints
method (SCM) has the form
xk+1 = xk + k(PHwkxk   xk),
where  2 (0; 2) and the weights for nonviolated constraints vanish.
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Lemma 70 There holds the following inequality
kxk+1   zk2  kxk   zk2   (2  )kPHwkxk   xkk2,
i.e., the SCM is strongly Fejér monotone with respect to M .
Theorem 71 (YangMurty, 1992) If all positive weights are greater than some constant  > 0
then for any starting point x1 the sequence (xk) generated by the SCM converges to a solution x 2M .
One can prove that the SPM can be described as a short stepversion of the SCM (AC, 2005).
Consequently,
 the SCM produces longer steps than the SPM and
 behaves numerically better than the SPM if M 6= ?.
If M = ? then the SPM converges to FixT , for T =
P
i2I !iPHi but the SCM diverges.
5.4 CQ-method for the SFP
Consider the split feasibility problem in the form:
Find x 2 C with Ax 2 Q
if such x exists, where C  Rn and Q  Rm are closed and convex and A is a real matrix of type
m n. Dene an operator T : Rn ! Rn,
T (x) = x+
1
max(A>A)
A>(PQ   I)Ax
and its projected relaxation R = PCT for  2 (0; 2), i.e.
Rx = PC(x+

max(A>A)
A>(PQ   I)Ax), (12)
Furthermore, dene the proximity function f : C ! R,
f(x) =
1
2
kPQ(Ax)  Axk2.
Lemma 72 (Byrne, 2002) There holds the equality
FixR = Argmin
C
f:
Proof. (Compare [Byr02, Proposition 2.1]) Observe that f is di¤erentiable and that
rf(x) = A>(PQ(Ax)  Ax)
There holds the following equivalences
x 2 Argmin
C
f ()  rf(x) 2 NC(x)
()  rf(x) 2 NC(x)
() x = PC(x  rf(x))
() x = PC(x+ (A>(PQ(Ax)  Ax)))
() x = PC(x+ 
max(A>A)
A>(PQ   I)Ax) = Rx
() x 2 FixR
The iterative step in the CQ-method for the SFP has the form
xk+1 = R(xk) (13)
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Lemma 73 Let Q  Rn be convex and closed and let A be an mn matrix. The operator G : Rn !
Rn,
G(x) =
1
max(A>A)
A>(I   PQ)Ax)
is rmly nonexpansive. Consequently, the operator T = I  G is rmly nonexpansive.
Proof. Since PQ is rmly nonexpansive (see Corollary 45) then, by Lemma 46, the operator
I   PQ is also rmly nonexpansive, i.e.,
h(u  PQu)  (v   PQv); u  vi  k(u  PQu)  (v   PQv)k2
for all u; v 2 Rn. If we take u = A>x and v = A>y for x; y 2 Rn in the above inequality and apply
the property kA>zk2  max(A>A)kzk2 then we obtain
hG(x) G(y); x  yi = 1
max(A>A)
hA>(I   PQ)Ax  A>(I   PQ)Ay; x  yi
=
1
max(A>A)
h(I   PQ)Ax  (I   PQ)Ay;Ax  Ayi
 1
max(A>A)
k(I   PQ)Ax  (I   PQ)Ayk2
 1
2max(A
>A)
kA>[(I   PQ)Ax  (I   PQ)Ay]k2
= k 1
max(A>A)
A>(I   PQ)Ax  1
max(A>A)
A>(I   PQ)Ayk2
= kG(x) G(y)k2,
i.e., the operator G is rmly nonexpansive. Again, by Lemma 46, the operator T = I   G is also
rmly nonexpansive.
Theorem 74 (Byrne, 2002) Let the sequence (xk) generated by the CQ-method (13) where the
operator R is given by (12). If FixR 6= ? then for any starting point x0 the sequence (xk) converges
to an element z 2 FixF.
Proof. (Compare [Byr02, Theorem 2.1]) Observe that the CQ-method has the form
xk+1 = PC((1  )xk + T (xk))
where the operator T has the form
T (x) =
1
max(A>A)
A>(PQ   I)Ax  x.
The operator T is rmly nonexpansive by Lemma 73, consequently, for  2 (0; 2) the operator R
is NE and SQNE by Theorem 56 and the sequence (xk) generated by the CQ-method is asymptot-
ically regular by Theorem 59. Now we see that all conditions of the Opial Theorem are satised.
Consequently, the sequence (xk) converges to a point z 2 FixF.
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