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Abstract:
This paper addresses whether or not the United States’ government’s choice to cut defense
spending is going to have a negative impact on economic growth, and therefore slow down the
US recovery. This paper analyzes the findings during the last 70 years regarding defense
spending and its effect on economic growth, through comparing that relationship between studies
under various circumstances. It then goes into detail of the most recent data from the United
States to see if there is a casual relationship between defense spending and economic growth.
This paper will use the Granger Causality Method to test the significance and usefulness of one
time series forecasting another. The paper concludes that there is no Granger-causality between
the economic growth and defense spending. Therefore it is not possible to use one data series to
predict another.
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1.0 INTRODUCTION
As the wars in the Middle East are beginning to wrap up, the Obama Administration is
beginning to look at cutting defense spending to balance the budget. Defense Secretary Leon
Panetta has criticized the cuts, saying they're like "shooting ourselves in the head" on the ability
to confront future threats. As he says it, the post-cut, "hollow military" will have "the
organizational structure but lacks the people, the training and the equipment it needs to actually
get the job done." The figures include the roughly $450 billion in defense spending cuts
associated with this year's budget legislation. There are many views of what kind of affects this
will have on the country and the military, but this paper will be focusing solely on the effect
these cuts will have on economic growth.
The effects of defense spending on economic growth have been a popular topic among
economist. Chowdhury (1991) suggest that the relationship between defense spending and
economic growth cannot be generalized across countries. Faini et al. (1984) indicates a greater
defense burden is associated with slower growth, while Atesoglu (2001) presented that there is a
positive relationship between defense spending and aggregate output.
Although the subject matter has been studied various times, the results are inconclusive.
The majority of the previous studies have used cross sectional data, or looked at a specific point
in time. They have examined time periods of war, right before a war, or the time following a
major war. This study is different from previous studies in a couple of ways. It will not be using
cross sectional data, but rather focusing on the U.S. figures only. It also will be drawing data
from a longer section of time, instead of focusing on a specific time period. This will allow there
to be an unbiased result, as the time period will cover multiple scenarios. Also it will not be
using an OLS model, which has been done many times in the past.
The Granger Causality Method will be put in place to see the usefulness of one time
series, change in defense spending, in predicting another time series, change in economic
growth. This is an attempt to compare the directions of causality between these two factors in the
US, instead of assuming one causes the other. Since there is no assumption of which factor
causes a change in the other, it will maintain an unbiased view, which is different from previous
studies on the subject matter.

The rest of the paper is organized as follows: Section 2 examines the trend and gives a
literature review. Section 3 outlines the empirical methodology. Finally, section 4 presents and
discusses the empirical results. This is followed by a conclusion in section 5.
2.0

TREND AND LITERATURE REVIEW

2.0 Trend

Change in GDP vs. Change in Def. Spend.

Figure 1

100.00%

0.00%
1940

1950

1960

1970

1980

1990

2000

2010

-100.00%

-200.00%

GDP
DEF. SPEND.

-300.00%

-400.00%

-500.00%

From looking at Figure 1, a graph of the change in GDP with change in defense spending,
it is clear that it is difficult to distinguish any trends. GDP has more of a constant pattern that is
not fluctuating nearly as much as the defense spending data. The change in defense spending

fluctuates at extreme levels between wars. You can see the big inclines and decline between
WWII, Korean War, Vietnam War, and the War in the Middle East.
If one looks very closely at this graph specifically at the large declines in defense
spending, you can see that it led to declines in the change in GDP. Specifically looking at the
years between 1945 and 1950 there was a major decline in defense spending which is coupled
with a decline in GDP. As defense spending begins to increase between 1946 and 1950 so does
the GDP. From looking at the major shifts in the data it is possible to see a positive correlation,
but overall there is not much that can be drawn from this data at first glance.
Figure 2

Something else that needs to be taken into consideration is the defense spending as of
percentage of GDP. Figure 2 shows how much defense spending was from 1910-2010 in terms
of GDP. Similar to the previous graph showing the percent change in defense spending, it is clear
to see that there was a huge increase during war times, especially WWI, WWII, and the Vietnam
War. The results are different for the war in the Middle East, as the increase is less dramatic than
one may predict. From this data shown in the graph it is clear that defense spending as a
percentage of GDP is becoming a much more constant figure, with less swings in either direction
as seen in the 1940’s and 1960’s.

Figure 3

This chart (Figure 3) puts the defense spending for the US in perspective of other
countries. The data drawn from this chart shows that compared to other developed countries the
US spends a lot more on its military. The major players in the world are represented in this chart,
and the US represents nearly half of the total spending for defense.
Once all the data and trends are looked at various angles it is apparent that defense
spending is very important to the US. At times it has even represented nearly 40% of GDP. Also
looking at defense spending on a global level shows just how much money is put towards
defense spending efforts.
2.1 Literature Review
Many economists have addressed the issue of defense spending causing or hindering
economic growth. Benoit (1973) became the first to address this through causal analysis. He
stated that there was a causal relationship between defense spending and economic growth and
went as far to claim that defense spending was the cause of economic growth, not the effect of
economic growth. He also exhibits how defense spending stimulates growth by increasing
aggregate demand. With an increase in aggregate demand this leads to a higher utility of the
capital stock, reduced resource costs, and a higher level of employment.

Grobar and Porter (1989) claim the existence of positive effects of military spending on
economic growth, as explained by Benoit, still cannot be ruled out. However recent econometric
evidence points to the conclusion that these positive effects, if they exist, are small relative to the
negative effects. They conclude that military spending has a weak but adverse impact on
economic growth.
Grobar and Porter (1989) were not the only ones to disagree with the initial research on
the causal relationship between defense spending and economic growth. Ward and Davis (1992)
had obtained a similar conclusion when evaluating this relationship. They suggest that military
spending is a significant drain on the economy. These economists found evidence indicating that
defense expenditures displace investment, personal consumption, and state and local government
expenditures. Faini et al. (1984) claim that besides slowing the growth rate, a changing defense
burden has other negative macroeconomic effects. For example an increase in military spending
is associated with lower savings and investment shares in GDP, a greater tax burden, and a shift
in economic activity from agricultural toward the manufacturing sector. The authors estimate
econometrically, the extent to which defense spending replaces investment is consistent in
magnitude with the growth rate reductions.
It is clear that many feel there is a crowding out effect and defense spending has a
negative effect on economic growth, and therefore they disagree with Benoits’ initial findings.
There are many although who came up with similar conclusion as Benoit. Atesoglu (2002)
presented that there is a quantitatively important and positive relationship between defense
spending and aggregate output in the United States. He also went on to state that a rise or fall in
military spending is likely to bring about consequential changes in the long run equilibrium path
of the macro economy as distinct from short run dynamics. Mintz and Stevenson (1995) also
claim that military expenditures have a significant positive effect on growth. They examine short
periods of times during wars and found that the increase in defense spending caused an increase
in GDP in the US.
Finally, Chowdhury (1991) concluded that we cannot generalize the relationship between
defense spending and growth across countries. Looking at the spectrum of results was the
inspiration for this paper. With the Obama Administration cutting defense spending this paper

will be able to evaluate whether it will have positive or negative effects on the economic
recovery.
One factor to take into consideration when evaluating the differences in the results drawn
from past research, is the time frame that the study looked at. Globalization has diversified the
economy drastically and drawing a relationship between just two time series is very difficult.
When Benoit conducted his initial research the economy was simpler. That increase in wartime
jobs would have a larger impact on the economy then it would now.
3.0 EMPIRICAL METHODOLOGY
Granger Causality testing is a technique for determining the causal relationship between
time series data, to see whether one time series can be useful in predicting another. The Granger
Causality method regresses the variable X on lagged values of X (Xt-i). When the appropriate
lag interval for X is significant, regressions for the variable Y are performed. In turn, serial
correlation is eliminated to leave only correlation between the pair of variables. Variable Y
Granger-causes variable X when the coefficients of the lagged values of Y are significant. The
same goes for X Granger-causing Y when the coefficients of the lagged values of X are
significant after one regresses Y on lagged values of Y.
There are four possible results of a Granger Causality test: no causality, X Grangercauses Y, Y Granger-causes X, and X and Y Granger-cause each other. Sims’ (1972, 1980)
played a major role in helping promote and make use of the method. There are some economists
that discredit the Granger Causality test, because it does not imply true causality and problems
with misleading inference. Even though the method has its critics it is still a good method to see
whether the current value of X influences future values of Y when Y’s past is considered.
There are numerous steps that need to be followed in order to conduct the GC test. The
following steps are the order in which they need to be taken and detail descriptions will be given
in each subsequent section that follows:
1. Test for the presence of a unit root. This will be done using the Augmented Dickey-Fuller
Test (ADF).

2. Difference the data in the presence of unit root. Then conduct the ADF test again on the
differenced data.
3. Exclude if one series is non-stationary and the other is stationary.
4. Estimate co-integration using the same order of integrated variables. This will be done
using the Johansen test.
5. Based on the co-integration results, use VAR or VEC to test causality
The first step in the testing procedure is to determine whether the data have unit roots. To
test for the presence of a unit root, the Augmented Dicker Fuller test is used. This is an indicator
that shows if the data is non-stationary. The regression equations below are used to test for a unit
root.

Where Δ is the first difference operator, X is logGDP (or logDS), p is the maximum lag error, є
is the stationary random error, and t is the time. Equation 1 is the test for random walk, however
one would use equation 3 which includes both the drift term (intercept, a0) and linear time trend
(δt). If equation 3 was chosen it is possible to use the other equations when the test fails to reject
the null hypothesis that β=0 (unit root is present). If β is negative and statistically significant,
then the time series has no unit root or is stationary.
In this regression, an optimal number of 4 lags were included on the first level based on
Akaike Information Criteria (AKI). Many economists use the Schwartz Bayesian Criterion
(SBC) to choose the optimal number of lags, which also provides 4 as the optimal number of
lags. Table 1 shows the ADF test results on the level and on first differenced data. When looking
at the results they indicate that they are all non-stationary. The null hypothesis can be rejected at
the 1% level for all variables, implying that all of the variables are stationary after converting the
series through first differencing.

The second step estimates co-integration using the same order of integrated variables. 1
Each of the two variables that is I(1) needs to be tested for co-integration. 2 In order to test for cointegration, the Johansen method was used. The Johansen method uses the following regressions:

where λ is the estimated values of characteristic root or the eigenvalues and T is the number of
usable observations.
For λmax trace statistics, the null hypothesis is that against the general alternative, the
number of co-integration vectors is less than or equal to r. For the λmax statistics, the null
hypothesis is the number of co-integration vectors, r, against the alternative co-integration
vectors, r+1, where if r=0, the alternative is r=1. The distribution of the statistics depends on both
the number of non-stationary components under the null hypothesis and whether a constant or
drift term is included in the co-integrating vector.
The results of the Johansen test are included under Table 2. If the rank of r is 0, the
variables are not co-integrated. The null hypothesis of no co-integration was rejected at a 1%
critical value level. Accordingly, the Granger Causality test was used to test causality. The VEC
model, in this study the lag length of 4 was automatically chosen by Eviews as the optimal lag
length for the annual data. The following criterion was used to determine the lag length of 4:
SBC = T log | Ʃ | + N log(T)
Where |Ʃ | = determination of the variance/covariance matrix of the residuals and N = total
number of parameters estimated in all equations.
The Granger Causality test (Table 3) concluded that neither variable Granger-causes the other.

A series is integrated of order (d) or I(d) if after being differenced d times it becomes stationary. Such is the case
in this test.

1

In the case where Xt and Yt are both I(d) and linear combination exists, Zt = aXt + bYt, and characteristic roots
(c<0), Xt and Yt are co-integrated.
2

3.2 Data and Results

Variable
LogGDP
D(LogGDP)
LogDS
D(LogDS)

Table 1: Results of ADF Test
Ho: Unit Root vs. H1: No Unit Root
ADF
Lag
-4.862729766
3
-7.095309
2
-6.14757932
0
-5.762186
4

Significance
***
***
***
***

*** denotes significant at 1% critical value.
LogGDP and LogDS are series in level.
D(LogGDP) and D(logDS) are first differenced series.
Table 2: Results of the Johansen Method Test
Λtrace
λmax
43.30008184***
36.99439233***

*** denotes significant at 1% critical value.

Table 3: Results of Granger Causality Test
Result
F-Stat
GDP does not Granger Cause DS
7.221362468
DS does not Granger Cause GDP
8.355247924

Significance
***
***

4.0 EMPIRICAL RESULTS
The hypothesis in the introduction of this study tested the direction of causality between
economic growth and defense spending. Many have tried to look at this relationship and used
cross-sectional data or OLS models. Instead of looking at the causation direction between
economic growth and defense spending, the hypothesis focuses instead on the causation direction
between the two. Looking at the results from the Granger Causality Test (Table 3) neither
defense spending nor economic growth Granger-causes each other.

These results disagree with the results from previous studies. Ward and Davis (1992)
found the opposite of the traditional view, that with an increase in defense spending, there was a
negative impact on economic growth. Atesoglu (2002) had the more traditional view that an
increase in defense spending led to an increase in economic growth. People have believed that if
you increase defense spending, you increase economic output, the number of jobs, therefore
increase economic growth. The results from this study agree with Chowdury (1991) in that
results cannot be generalized.
When examining the data more closely there seems to be some structural breaks in the
data. The two major wars represented in the data are WWII and the Vietnam War. You can see
from the graphs shown in the trend section that these wars caused extreme shifts in the percent
change in defense spending. These large shifts could have thrown off the data and produced
incorrect results. Looking at the data one can see that the volatility of the data levels off after the
year 1980. Taking this information I decided to run the test again for the data after 1980. Table 4
shows the results of running the data from the years 1980-2010.
Table 4: Results of Granger Causality Test (1980-2010)
Result
F-Stat
GDP does not Granger Cause DS
0.18194
DS does not Granger Cause GDP
2.19735

Significance
NS
NS

The results from this test are the same as the previous results. Using the percentage
change in defense spending and percentage change of GDP it is not possible for one time series
to predict another. Even looking at data that has little volatility and no outlier years, you still get
the result that they do not Granger-cause one another. This outcome confirms the results and
reaffirms the final conclusion.
5.0 CONCLUSION
As the Obama Administration looks to tighten the budget and cut the nation’s growing
deficit, it looked to cutting defense spending. Many have disagreed with this idea on the notion
that defense spending increases economic growth. Especially since the country is in one of the
worst recessions since the Great Depression this has become a very important and talked about
topic. This study aimed at employing Granger Causality testing to see if there is actually a causal

relationship between defense spending and economic growth as Benoit (1973) claimed in his
early research. Not only was this study looking at the possibility of a positive relationship but
also a negative relationship, as Ward and Davis (1992) stated in their study.
In conclusion, based on the empirical results using Granger Causality testing, there is no
statistically significant evidence to support the claim that defense spending causes economic
growth in the U.S or vice versa. From the results gathered in this study there was no causal
relationship between defense spending and economic growth.
Looking back at the study the results could have been more accurate if there was
quarterly data for the defense spending. This would have increased the data points dramatically
and therefore may have shown a relationship between the two. There are so many factors that
affect economic growth; defense spending alone cannot predict that direction. From the results in
this study citizens and policy makers in the United States do not have to worry about the recent
cuts in defense spending having a negative impact on economic growth.

BIBLIOGRAPHY
Atesoglu, H.S. 2002. Defense spending promotes aggregate output in the United States –
evidence from cointegration analysis, Defence and Peace Economics, vol. 13, no. 1: 5560.
Benoit, E., 1973. Defense and economic growth in developing countries. Boston: D.C. Heath &
Co.
Benoit, E., 1978. Growth and defense in developing countries. Economic Development and
Cultural Change, vol. 26: 271-80.
Chowdhury, A.R. 1991. A causal analysis of defense spending and economic growth, Journal of
Conflict Resolution, vol. 35, no. 1: 80-97.
Faini, R., Annez, P., and Taylor, L., 1984. Defense spending, economic structure and growth:
evidence among countries and over time. Economic Development and Cultural Change
vol. 32: 487-98.
Mintz, A. and Stevenson, R., 1995. Defense expenditures, economic growth, and the “peace
dividend”: a longitudinal analysis of 103 countries. The Journal of Conflict Resolution,
vol. 39, no. 2: 283-305.
Mohan, R., 2006. Causal relationship between savings and economic growth in countries with
different income levels. Economics Bulletin, vol. 5, no. 3: 1-12.
Rothschild, K., 1977. Military expenditure, exports and growth. Kyklos, vol. 26, 804-13.
Sims, C., 1972. Money, income and causality. American Economic Review, vol. 62,540-42.
Ward, D.W. and Davis, D.R. 1992. Sizing up the peace dividend: economic growth and military
spending in the United States, 1948-1996, American Political Science Review, vol. 86,
no. 3: 748-755.

