Physics engines are collections of API-like software designed for video games, movies and scientific simulations. While physics engines often come in many shapes and designs, all engines can benefit from an increase in speed via parallelization.
INTRODUCTION
Physics engines generally come in two forms: highprecision and real-time engines. High-precision engines attempt to arrive at the most physically accurate answer possible. Very few estimations are during the runtime of these engines and as a result they are often quite slow. Real-time engines are on the opposite side of the spectrum. They look to maximize speed even at the cost of physical accuracy. Industries that use these real-time engines have run-time as their utmost concern. ________________________ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.
The most common use of a physics engine is in video games. Physics engines used for video games are nearly always real-time engines. In order to provide a smooth experience for gamers, video games must maintain high frame rates. The frame rate a game is outputting is directly correlated to how quickly the game code, including the physics, can complete its cycles. Games that have processes hogging too much CPU time will become slow and unplayable.
Alternatively, high precision engines will not take the shortcuts that real-time engines do. This leads to much more accurate results, but there is a large cost in terms of time. These high-precision engines also often are simulating more physical phenomena as well. Unlike realtime engines, the main goal of high precision physics engines is to create very accurate results with little concern as to the run-time impacts such precision brings.
In this paper we will be considering a real-time physics engine targeted towards rigid body dynamics on a hardware limited device such as mobile environments.
RELATED WORK
Since parallelism in physics engines is still in its infancy there are not a lot of examples of commercial quality parallel engines. Most attempts at parallelizing physics are academic papers consisting of theory or specialized examples. There is much to learn from these academic approaches that will surely be used more often in coming years, but there are also some pitfalls where theory does not always translate to a practical approach. It is also useful to consider current single-threaded engines because there are techniques that can be utilized in both types of engines. Each engine mentioned below features a unique approach to solve the challenges we faced in implementing our own engine.
pe
Klaus Iglberger and Ulrich Rude of the University of Erlangen-Nuremberg in Germany arguably demonstrate the best academic approach to parallel physics. The paper, entitled Massively Parallel Rigid Multi-Body Dynamics, takes the idea of parallel physics to a massive scale [3] . Iglberger et al, develop their own physics engine (called pe) to be used for massive parallelization of rigid bodies. pe is a framework written in C++ and has been under development since 2006. pe is designed for massive cluster super-computers that utilize MPI (Message Passing Interface) to communicate between CPUs.
The Iglberger-Rude algorithm first will assign each rigid body to a specific processor based on the body's location. Because rigid bodies are not generally point masses it is important to keep the entire rigid body on the same MPI for the entire time to avoid discrepancies; since they partition their processes in space (a rigid body could be on the boundary and scale two processes). To avoid this, the center of mass was used as a pinpoint on the location of the body (this guarantees each body belongs to one and only one process). Each process checks the center of mass and if it resides inside that process's bounds then it will be responsible for carrying out actions on that body. Each process has no knowledge of any other objects that are outside its boundary. If a body is overlapping two processes, both processes must work with that body (via MPI) because there could be forces acting on that body from both processes.
MPI processes send data to each other to stay in-sync. Obviously, for performance and complexity reasons, the number of MPI messages sent and received should be kept to a minimum, which can be problematic for a large scale rigid body simulation. Therefore, for efficient parallelization pe sends a single MPI message to a remote process in every communication step. Since this requires multiple data structures to be sent in each MPI message, they send raw bytes and have each process reconstruct the structures from the byte stream. A process cannot recognize beforehand if an incoming message is expected, even if no data is needed to be sent, so they still need to send an empty message as the process must be waiting every step for this to work properly.
This algorithm was designed for massive cluster computing systems. It was tested on the HLRB-II supercomputer, a computer consisting of 9,728 dual core processors, which could simulate approximately 1.4 billion rigid bodies, something completely unachievable with a single core processor.
DESIGN AND IMPLEMENTATION
In brief we have implemented a parallel rigid-body dynamics physics engine. We wrote the project in Java, from scratch, so that it may be used in android environments. The solution below is intended for devices that are hardware limited, so no GPU acceleration is used as many phones do not have this luxury. Instead we develop the engine to only use four threads so that it is optimized for realistic CPUs seen on phones, which mostly consist of dual and quad-core chips.
Collision Detection
Collision detection has a variety of possible implementations. A very naïve approach can simply check each vertex of a rigid body against every other rigid body, looking for containment. Obviously this would be a quite slow process and the complexity would be O(n 2 ). As our world contains more and more bodies this approach would grow horrendously sluggish. Utilizing a few tricks, we can make our engine run much quicker. Below is the implementation we chose to use but it is certainly not an exhaustive approach to collision detection as outlined by Real-Time Collision Detection [2] .
Discrete Collision Detection
The discrete collision detection approach our engine uses introduces the problem of penetration. As we integrate bodies in time it is highly unlikely that the bodies just touch each other as would happen in the real world. More likely is the scenario where two bodies will become overlapped in one another and some penetration will occur. Since two rigid bodies are not supposed to be penetrating one another we need to resolve this penetration prior to resolving the physics associated with the collision. To resolve the penetration we want to find the Minimum Translational Distance, MTD, which is the minimum distance required to push these two objects apart so that they are just touching at the point of contact, as shown in Figure 1 . Because our bodies should not physically be allowed to penetrate in the first place, it is important we find the minimum distance to reduce as much error as possible by resolving collisions. Again, for all but the fastest rigid bodies, the error introduced by penetrations is extremely small and unnoticeable by humans. As a result, the speed increase we gain from doing discrete collision detection outweighs the small error introduced for our targeted environment.
Broad Phase
Broad collision detection is a phase of collision detection that is often implemented in physics engines. The main goal of broad collision detection is to provide a quick prune of the data to remove objects that are definitely not colliding.
Quad-Tree
A quad-tree is a tree data structure where each node has four children (similar to the more popular binary-tree, but four children per node instead of two). A regional quad-tree is a special type of quad-tree where the partitions are according to geometry. Each section of the world is subdivided into four smaller sections. Each subdivision is represented by a separate node on the quad-tree and each node on the quad-tree has a list of bodies that is associated with that section.
When inserting a rigid body into the tree we first check the body's center and find the leaf that that the body's center belongs to. Next we check if the leaf's boundary can fully contain the rigid body. If it can, we insert it into that node. However, if the leaf's boundary is too small to completely contain the body we move to its parent and perform the same check. This is repeated until a node is found or when we arrive at the root node. This algorithm guarantees that each rigid body will be placed in the smallest region possible.
This tree not only provides a data structure to house our bodies in, it also allows us to utilize this information in the broad phase. The regional quad-tree ensures that an object can only be colliding with bodies on the same node or on any parent node of that node. Because every node fully contains the body, it is impossible for two bodies on nodes that are not hierarchically related to be colliding. In some way this is similar to having a group bounding box of sorts, which can easily check when objects are touching. Objects in different group's bounding boxes cannot be intersecting.
Bounding Box
In addition to our quad-tree, we also make use of bounding boxes to assist our broad phase detection. A bounding box is the smallest possible rectangle that contains every point of our rigid body. Every rigid body in our system is assigned a bounding box. This requires slightly more memory for each rigid body but the reduction in calculation times makes it worth the additional memory cost.
Fine Phase
If our broad phase pruning above still shows that we have a collision then we must look at our bodies in closer (and thus slower) detail. The fine collision steps will need to be looked at on a case-by-case basis depending on the geometries involved as the methods and shortcuts we can use vary depending on the bodies involved in the collision.
Collision Response
At this point in the loop we have enough information to resolve any collisions that were found above. We rely mostly on the law of conservation of momentum to solve the problem.
Penetration Resolution
Prior to resolving the contact with physics, it is important to first resolve the penetration. Our bodies, being infinitely rigid, are not physically allowed to be penetrating one another. We must resolve this symptom of discrete collision detection before we can look at the physical aspect of the collision.
We cannot just move the bodies apart as we must consider the masses of the two objects. Just as it is unrealistic for a small pebble to be able to move a giant rock by bouncing against it, we cannot allow our small rigid bodies to move much heavier objects through penetration. Therefore to resolve a penetration, a ratio of the masses will be used to move each body accordingly.
Contact Resolution
Now that our collision is physically correct we can resolve the contact. We do this through the use of impulses. While forces are applied over some time period, an impulse is the value of a force multiplied by the time exerted. It is an instantaneous look at what the force did over its lifetime.
Integration
While our bodies have had their velocities altered in the above steps, they have not yet physically moved. We need to integrate our engine forward in time. The time-step that we move forward by can be a static time, but in our case we will time the above steps and use that instead.
Parallelism
With the implementation of a rigid body physics engine as described above, we can begin to look at ways to parallelize the engine. Parallelization can usually take two main routes in software, data partitioning or task partitioning. Data partitioning consists of separating the data into small subsections, having every processor perform the required tasks on this smaller subset of data. Task partitioning will keep the data un-partitioned, but each processor will have one specific task that it will perform on the data.
Pitfalls
While data partitioning will decrease run-time through decreasing the number of bodies for each thread, it does introduce some subtle problems that need to be specifically addressed. The most important of these is synchronization. If every thread is operating at different speeds and with a different number of bodies it is very easy for one or two threads to lag behind the rest.
This can be remedied by forcing syncs between threads at some point in the loop (such as after the integration phase). However, this will cause the majority of threads to be in an idle state while they wait for the slowest thread to finish. This may not be a problem if the engine must already wait at this point. Many game engines will run a single physics loop and then perform other necessary actions such as drawing or sound. But if we are seeking maximum CPU utilization by the physics engine, this sync solution is not the best idea.
An alternative approach would be to allow threads to continue their loops regardless of synchronization, but force each loop to calculate their own time steps forward. For instance, if thread A is completing the physics loop extremely quickly, it will use a much smaller Δtime for its computations than thread B, which was lagging behind. While both threads will be running at very different speeds, it will appear fluid on the screen because thread A will be taking much smaller time steps. If the threads have vastly different loads then this may become noticeable to the users, as A's bodies will be quite smooth in movement whereas B will display some erratic behavior exhibiting jerky movements.
Another subtle problem occurs when two bodies from different threads collide. If both rigid bodies belong to the same thread, the contact generation and resolution is exactly the same as the single-threaded case, but when the two bodies are of different threads we need to have some rules to prevent weird things from happening.
Since we will be comparing two bodies on two different threads we need to ensure that the bodies will not be modified in the middle of contact generation. If a thread modified a body while another thread was in the middle of contact generation with that same body we would get inconsistent results. There also needs to be a hierarchy when resolving contacts. Because each contact only needs to be resolved once, it's important that two threads don't resolve the same contact during the same loop, as you would double the normal effects.
Parallel Implementation
We introduce parallelism to our engine using a data partitioning scheme. Data partitioning allows for significant speedup gains by decreasing the number of bodies each world is responsible for.
There are multiple ways to partition the bodies, but like Igleberger et all [3] , we decided to utilize a geometric partition due to its simplicity. In this way, each thread will have a boundary of influence and any rigid bodies whose center lies within this boundary will belong to the thread. Threads will be responsible for detecting collisions on their bodies, resolving these collisions and integrating all rigid bodies that belong to them. A master world will be a mediator between these sub-worlds that will perform actions such as synchronize the threads and take part in inserting bodies to threads.
Parallel Quad-Trees
The data partition solution fits nicely into our already implemented quad-tree data structure. We can have one single data structure for our entire world that is shared between all threads. This not only makes it much easier to implement but it also makes it easier to share and swap data between threads.
To do this, our quad-tree describe above will be implemented in the same way except it will be organized in such a way where each sub-world has its own sub-tree. That is, our root node becomes a shared node between all threads, belonging to the master world, and each child of the root node represents the boundary of each thread, as shown in Figure 2 . Just like our single-threaded quad-tree, when a body does not fit completely into the boundaries, it moves up to the parent node. Therefore when a rigid body overlaps the boundaries of two threads, it will be escalated to the master world's bodies. By organizing our data structure as such we are automatically taking care of the collision check between threads. If there is a very large body overlapping multiple threads it will be checked for possible collisions in the same algorithm we implemented in the single-threaded engine.
There is special consideration we must take into account when swapping bodies between threads. The main world must be in charge of the root node. If a body's center crosses from one thread's bounds to another thread's, we simply remove it from the tree and re-insert it to the root node. Like our single-threaded quad-tree algorithm, when we insert this body into the root node it will walk the tree to find the deepest node that the body will fit into. This removal and reinsertion effectively swaps a body from one thread to another. For best efficiency, we should check each rigid body and ensure it fits within the thread's boundaries during the integration phase after its position has been updated.
Parallel Contact Resolution
As collisions are being checked between threads, there is the possibility that two identical contacts are simultaneously created on two different threads. In the case where a rigid body is overlapping two threads' boundaries and a collision occurs during this time, there will be two contacts generated in our current algorithm, one contact on each thread representing the collision. Not only can this lead to a race condition, it will also result in a contact that is twice resolved.
While techniques such as mutexes would solve this problem, an even easier solution would be to only allow processes to change information on bodies that belong to them. In this way, there will still be two contacts generated. However, when each thread goes to solve this contact, one thread will resolve one body while the other thread will resolve the opposing body. By preventing threads from modifying foreign bodies, we will avoid race conditions and prevent double contact resolution.
RESULTS
Now that we have access to a fully working parallel physics engine we will look into what speed increases we have achieved. To do this we must compare to single-threaded implementations. However, this is not a fair comparison.
Physics engines vary greatly in all that is implemented so that despite the large amount of engines available, there is not an engine that is exactly equivalent to ours.
The closest engine found that is similar to the physics engine described here is JBox2D. This is a java implementation of Erin Catto's Box2D that was described previously (originally written in C++). JBox2D is the best comparison for us for multiple reasons.
Most importantly both engines are 2-dimensional rigid body implementations. Obviously we cannot compare our 2-d engine to the much more complicated and slower 3-d engines. Additionally JBox2D is written in Java as our engine was. Since Java is ran on a virtual machine, there are typically large speed decreases associated with this. While typically unnoticeable, when we are performing stress tests and comparing very small calculations this speed difference would affect our results.
Despite all these similarities it is important to note that comparing these two engines is still an unfair test. The code and features for our engine only amount to about 7,000 lines of code. We will be comparing this to a very large open-source project of many years with nearly 120,000 lines of code. Obviously JBox2D will have many more features implemented and most of these features will cause slower run-times. Unlike our engine, JBox2D was not built from the ground up with speed as the number one concern. And so while we cannot get a fair comparison, we can still compare the two engines under certain stress tests, not to say which is better, but to determine that the parallel approach will show speed increases.
In addition to comparing our physics engine to JBox2D, we will also compare our parallel approach to our singlethreaded approach. Again, this is not a completely fair comparison because our engine was built from the ground up to be a parallel solution. As such, our single-threaded approach is not the most efficient for single-threaded environments. But it will still provide insight on the possible speed increases of parallelism.
Circle Stress
Our first test is a circle stress. Circles are generally handled much different in physics engines so we only look at circle vs. circle collisions. In each engine an environment is created where the listed number of circles are given random velocities so that there will be a constant supply of collisions. 
Polygon Stress
Similar tests as the above for circles, but utilizing polygons with random velocities applied in a closed environment. 
Mobile Application
Since the engine is written in native Java, the above examples were run on a standard laptop in order to have a stable environment for comparisons. We decided to additionally create a small example game to showcase the physics engine and deploy it to a realistic Android environment.
A "shooter" type game was created where the user must dodge or push meteors out of the way to avoid being hit. This example uses the parallel physics engine exactly as outlined above but in a more graphically appealing environment with the physics happening behind the scenes. The screen is split into four subsections by the quad-tree, collision detection will determine if the player is hit or if the player's lasers have hit a meteor and the appropriate collision response is handled by the engine if a collision is detected.
A similar "driving" game was implemented in the same way as above, utilizing the physics engine to perform parallel physics on various aspects of the game. To view the source code for either game please visit https://github.com/jclinford.
CONCLUSIONS
Again, it is important not to draw too many conclusions based on these results. While JBox2D is the closest comparable engine it is unfair to say our approach will always give an x% increase in speed. However it does become clear and we believe it is safe to say that a correctly implemented parallel environment will yield a considerable speedup in physics engines. The comparison is not close enough to guarantee a specific coefficient of speed-up but it is evident that a significant speedup will occur.
Physics engines have largely been dominated by singlethreaded techniques due to their simplicity and cost effectiveness. Yet with increasing demand for better utilization of physics in video games, movies and science, a change must come soon to the standard practice used in video games. The academic community has made large advances in the subject; especially noteworthy was pe, developed by students at the University of ErlangenNuremberg. PhysX is certainly the most advanced of these engines with the ability to scale to hundreds of cores and support multiple platforms and physics environments.
Due to the vast subject encompassed in the scope of physics, our engine is certainly limited in features available. However, with the large push towards parallel environments in all software, parallel physics engines will become the new industry norm. Eventually, with the help of large industries including the gaming and scientific communities, large-scale parallel physics engines that are open to the public will become as common as the singlethreaded counterparts are today.
