The triple-tracer (TT) dilution technique has been proposed to be the gold standard method to measure postprandial glucose appearance. However, validation against an independent standard has been missing. We addressed this issue and also validated the simpler dual-tracer (DT) technique. Sixteen young subjects with type 1 diabetes (age 19.5 Ϯ 3.8 yr, BMI 23.4 Ϯ 1.5 kg/m 2 , HbA1c 8.7 Ϯ 1.7%, diabetes duration 9.0 Ϯ 6.9 yr, total daily insulin 0.9 Ϯ 0.2 U·kg Ϫ1 ·day Ϫ1 , mean Ϯ SD) received a variable intravenous 20% dextrose infusion enriched with [U-
ASSESSMENTS of postprandial glucose turnover facilitate understanding of carbohydrate physiology in health and diseases (7, 22, 30) . In the postprandial state, endogenous glucose production (EGP) and glucose disposal (R d ) vary with time together with the appearance of glucose originating from the meal (R a meal ). Direct measurements of postprandial turnover are generally not possible, and indirect assessments using the tracer dilution methodology are hindered by the nonsteady state of the glucoregulatory system (1) and ill-conditioning (small measurement errors propagate into large estimation errors) of the computational problem (12) .
The dual-tracer (DT) technique is the original method to assess postprandial glucose fluxes (29) and has been adopted in a range of studies (19, 21, 22, 30) . The DT technique uses one glucose tracer infused intravenously to measure EGP while a second glucose tracer mixed with the meal allows oral glucose appearance to be determined (35) . Infusing the intravenous tracer in a manner that mimics the expected EGP pattern minimizes the change over time in the specific activity or the tracer-to-tracee ratio (TTR) and improves accuracy of EGP estimates (3, 18) .
The triple-tracer (TT) technique utilizes a third tracer, which is infused in a manner that mimics the expected glucose appearance from the meal (1) . The TT technique has been proposed to be the gold standard to measure postprandial glucose appearance (1) . The TT technique provides a modelindependent estimate of R a meal if TTR of the meal tracer over the meal-mimicking tracer does not change over time. However, for practical reasons, variations in the TTR are inevitable, and errors of unknown magnitude arise resulting from model misspecification and ill conditioning.
Validation of the TT and DT methods against an independent standard is part of our research to measure gut absorption rates of meals containing complex carbohydrates in subjects with type 1 diabetes (T1D) (6) . In the present study, we assessed the accuracy of the TT and DT techniques by contrasting the administered rate of intravenous dextrose against the reconstructed rate. The delivery pattern of intravenous dextrose mimicked a meal-derived glucose appearance serving as an independent standard. We used an advanced computational approach based on population stochastic modeling to reduce the effect of ill conditioning.
MATERIALS AND METHODS
Subjects and experimental protocol. Sixteen young subjects with T1D (age 19.5 Ϯ 3.8 yr, BMI 23.4 Ϯ 1.5 kg/m 2 , HbA1c 8.7 Ϯ 1.7%, diabetes duration 9.0 Ϯ 6.9 yr, total daily insulin 0.9 Ϯ 0.2 U·kg Ϫ1 ·day Ϫ1 , mean Ϯ SD) participated in the study performed at the Wellcome Trust Clinical Research Facility, Addenbrooke's Hospital, Cambridge, UK. The study was approved by the local Ethics Committee and subjects provided written informed consent. Figure 1 shows the study design. Subjects arrived at the clinical facility after breakfast. Long intermediate-acting insulin was withdrawn 12 h before admission and replaced with short-acting insulin. From 1000 to 1800 during the stabilization period, subjects fasted and received variable intravenous insulin (Actrapid; Novo Nordisk, Bags-vaerd, Denmark) titrated every 15 min to achieve plasma glucose at 6.0 mmol/l.
A From 1800 until 0200, a variable intravenous insulin infusion was given to achieve plasma insulin concentrations comparable to that resulting from a subcutaneous bolus of rapid-acting insulin analog. The total amount of variable insulin corresponded to an insulin bolus associated with a meal containing 120 g of carbohydrates. The calculations utilized individualized insulin-to-carbohydrate ratios. Starting at 1800, a variable intravenous 20% dextrose infusion (the independent standard mimicking appearance of exogenous glucose from a standard meal) enriched with [U- 13 C]glucose (to represent the tracer that would normally be added to the meal; 13 mg/g, Cambridge Isotope Laboratories) was infused over 8 h to replicate post-meal plasma glucose excursions. Postprandial glucose patterns were taken from a previous study in young subjects with T1D who consumed a standard meal containing 120 g of carbohydrates (6) . An adaptive model-predictive controller (gMPC, version 1.0.2; University of Cambridge, Cambridge, UK) was used to adjust the dextrose infusion utilizing information about subject's total daily insulin dose, the predetermined intravenous insulin delivery, and the desirable plasma glucose profile.
Starting at 1800, [U- Assays. Plasma glucose was measured using a YSI2300 STAT Plus Analyser (YSI, Lynchford House, Farnborough, UK). Plasma insulin was measured using an immunochemiluminometric assay (Invitron, Monmouth, UK) with an intra-assay coefficient of variation of 4.7% and an interassay coefficient of variation of 7.2-8.1%. Plasma samples were derivatized to form the methoxime-trimethylsilyl derivative for gas chromatography mass-spectrometry analysis (Agilent 5975C inert XL EI/CI MSD; Agilent Technologies, Wokingham, UK) to Data analysis. TTRs were calculated using a variation of a method described previously (12, 14 (15, 16) . A system of algebraic equations was solved analytically, and the solution was reduced and validated using Mathematica (Wolfram Research, Champaign, IL). The endogenous glucose concentration was calculated using a model-independent method as described previously (1) .
A stochastic modeling approach was used to reconstruct the exogenous dextrose infusions (R a exo) and to calculate EGP and Rd. The DT method utilized the plasma concentration of unlabeled glucose, [ (18, 22) . The method used Bayesian inference with a regularizing prior that assumes smooth glucose fluxes (12) , with individualized smoothness levels drawn from a population distribution (27) . The method has been described previously (9) , and additional details are given in the appendixes.
Statistical analysis. Values are presented as means Ϯ SD or median (interquartile range) as appropriate. The difference between the actual and reconstructed dextrose infusion rates was determined using the root mean square error (RMSE).
where R a exo,i is the actual dextrose infusion rate and Ra exo,i is its estimate at time i. The overall dextrose recovery was calculated. The EGP and R d profiles were summarized using the partial area under the curve (AUC) from time 0 to 60 min and from time 0 to 480 min. A paired t-test was used to contrast differences between the TT and DT methods. P Ͻ 0.05 was considered statistically significant.
RESULTS
Plasma glucose and plasma insulin. Plasma glucose and plasma insulin concentrations are shown in Fig. 2 . The plasma glucose concentration before the start of dextrose infusion averaged 5.7 Ϯ 1.1 mmol/l and peaked at 11.3 Ϯ 3.7 mmol/l after 120 min, and then decreased slowly to around 8.0 mmol/l by the end of the experiment. The concentration of plasma The ratio [6,6-2 H 2 ]glucose over [U- 13 C]glucose is shown in Fig. 3 . The [6,6-2 H 2 ]glucose was infused in a manner that mimicked the expected EGP, and this led to marked changes in this particular ratio, potentially leading to a model-dependent error in the estimation of R a exo by the DT method.
Reconstructing dextrose infusion. Figure 4 shows a sample dextrose infusion profile and its reconstructed profiles by the TT and DT techniques.
The difference between individual actual and individual reconstructed dextrose infusion rates assessed by RMSE is shown in Table 1 . The RMSEs associated with the TT and DT techniques were comparable (P ϭ NS). The DT technique slightly underestimated the overall glucose appearance compared with the TT method (P ϭ 0.02). The TT method provided 100% recovery.
The mean dextrose infusion and its reconstructed patterns are shown in Fig. 5 . The calculations indicate nearly identical mean profiles obtained with the two methods, documenting the ability of the two methods to reliably estimate exogenous glucose appearance. The RMSE associated with the mean dextrose infusion profile is shown in Table 1 .
Estimation errors over time are shown in Fig. 5 . The DT technique tended to underestimate the early portion of the dextrose infusion rate. This could be ameliorated by higher sampling frequency. The estimation error of the DT method tended to be less than zero, in concordance with the observation that the overall dextrose recovery was slightly underestimated.
EGP and glucose disposal. Figure 6 documents a nearly identical EGP and R d obtained with the two methods. The plot of differences shown in Fig. 6 suggests that, on an individual basis, EGP estimates by the two methods were nearly identical as documented by the low variability of the differences at each time point. Differences in individual estimates of R d occurred. The TT technique provided slightly higher estimates of R d at 30 and 180 min. Table 2 shows partial AUCs associated with the EGP and R d profiles. AUCs of EGP were statistically lower with the DT technique, but the difference lacked clinical significance.
Fractional clearance rate. As expected, the fractional clearance rate obtained by the two methods with the use of [6,6-2 H 2 ]glucose were virtually superimposable (Fig. 7) . The two methods are fitting the same [6,6-2 H 2 ]glucose concentration. Minor differences in the fractional glucose clearance resulted from the way the parameter estimation process was set up utilizing simultaneous fit to all glucose species (see Appendix A). We also confirm that the TT and DT methods were equivalent when estimating EGP. The time course of the factional clearance rate calculated with [U-13 C; 1,2,3,4,5,6,6-2 H 7 ]glucose by the TT method was slightly higher during the initial study period. This likely reflects a high relative measurement error associated with low concentrations of [U-13 C; 1,2,3,4,5,6,6-2 H 7 ]glucose at the start of the study. This over- Values are means Ϯ SD; n ϭ 16. RMSE, root mean square error; NS, not significant. *Difference between actual and estimated total dextrose delivery. estimation is linked to a higher [U- 13 C]glucose turnover calculated by the TT method contributing to a slightly higher overall R d (Fig. 6) .
DISCUSSION
The present study suggests that the TT and DT techniques provide accurate estimates of exogenous glucose appearance.
The mean dextrose infusion was accurately reconstructed. The total amount of delivered dextrose was well recovered by the TT technique, whereas the DT technique underestimated the amount by 8%.
We adopted a unique validation method mimicking postprandial conditions and utilizing an independent standard represented by the intravenous dextrose infusion. A concomitant intravenous insulin infusion achieved typical postprandial insulin excursions in subjects with T1D. We focused on T1D because accurate estimation of gut absorption is required for optimum timing and amount of prandial insulin (2, 25) . Optimal prandial insulin dosing is important to minimize postprandial glucose excursions, which are important determinants of overall glucose control in T1D (24) . Examining T1D avoids the need to consider endogenous insulin secretion, facilitating a simpler characterization of the relationship between plasma insulin and glucose excursions. In combination with mathematical modeling, estimates of gut absorption can be used to explore, in silico (34), alternative insulin dosing strategies including closed-loop systems (5, 10, 11, 13, 33) . Given the common underlying computational principles and experimental procedures, it is reasonable to assume applicability of present results to other populations.
On theoretical grounds, the model misspecification error is the only source for differences between the DT and TT techniques. If the Radziuk/Mari model provided an accurate description of glucose kinetics, the two methods would return identical results. In the early portion of the experiment, when dextrose delivery was rapidly increasing, the DT method underestimated the dextrose infusion. The overall amount of dextrose was slightly underestimated by the DT method, in concordance with results obtained by others (1, 32) ; otherwise, results provided by the two techniques were comparable. The present study thus suggests that the two-compartment Radziuk/ Mari model provides a reasonable approximation of glucose kinetics during meal-like experimental scenarios. This is supported by the observation that the fractional turnover rates were comparable apart from the initial part of the study. We argue that the DT technique is the preferred approach, given the reduced cost and reduced experimental and analytic complex- Values are means Ϯ SD; n ϭ 16. AUC area under the curve; EGP, endogenous glucose production. ity, unless highly accurate measurements of the early postprandial period are required.
The DT approach is equally suitable to estimate EGP as is the TT approach. From a physiological viewpoint, the results were comparable between the two techniques despite the statistical significance in partial AUCs. Indirectly, the present study also validates estimates of EGP. Given the comparability of the computational approach to estimate EGP and dextrose infusion, it is reasonable to assume validity for estimates of EGP, given that the dextrose infusion was accurately reconstructed. The main difference is that EGP originated endogenously but the dextrose infusion exogenously, but this should not affect the validity of the calculations.
The infusion pattern of EGP-mimicking tracer was designed to minimize changes over time of the TTR G EM /G E but led to considerable fluctuations in the ratio G EM /G M (Fig. 3) , possibly accentuating model misspecification errors by the DT method. Despite glucose fluxes calculated by the DT and TT methods being similar, they indicate that the model misspecification error may have been mitigated by the use of the novel computational method. Further studies are warranted to determine whether the amount of exogenous glucose would be less underestimated by the DT method if the infusion of the EGP-mimicking tracer was kept constant, as is the case in many (21, 30) , but not all (20) , DT studies. We suggest that the infusion pattern of EGP-mimicking tracer should be designed to match the research question. Studies focusing on measuring EGP may adopt a pattern similar to that adopted in the present study.
The low initial concentrations of the meal-mimicking tracer and the meal tracer at the start of the experiment caused inaccurate estimation of the initial portion of the fractional clearance rate k 01,MM (Fig. 7) . However, unlike the traditional calculation approach using an analytic solution and the fractional clearance rate (1, 18) , our approach avoids the use of fractional clearance rate, shown here for illustrative purposes, and utilizes model fit to measured concentrations. This renders the calculations more robust and less prone to ill conditioning. As the measurement errors associated with the meal tracer and the meal-mimicking tracer at the early portion of the experiment are large compared with actual measurements, the initial part of the dextrose infusion estimate will be less dependent on the measured concentrations and will more reflect the assumption of "smooth glucose fluxes". This is a drawback of the TT study design; the DT approach is not affected by similar considerations.
The novel computational approach may have increased the accuracy of the calculations. The approach assumed that glucose fluxes were smooth to limit the effect of ill conditioning (12, 31) . The extent of smoothing was shared among individuals by assuming a population distribution from which individual smoothing estimates were drawn. This "pulled" individual smoothing factors closer to their mean value (27) and avoided aberrations and oscillations, which can be present when data are processed separately. Additionally, this novel approach used an appropriate model of the measurement error. The traditional method (1), although computationally simpler, transforms data, which leads to transformations of the measurement error. This is of particular concern at the initial part of the study when concentrations of meal tracer are low and the associated relative measurement errors are high. This was addressed previously by excluding the initial portion of the data from calculations (1), but all data can be utilized with the present approach.
The computational approach estimates all glucose fluxes simultaneously by fitting measurements of all glucose species in all subjects within a single parameter estimation run (Appendix A). This facilitates interaction between fits to different glucose species. This also explains why the DT and TT methods provide slightly different estimates of endogenous glucose production and fractional clearance rate k01 EM while fitting identical EGP-mimicking tracer concentrations. The TT method will additionally be fitting the meal-mimicking tracer concentration, and this will propagate slightly into estimates of EGP and the fractional clearance rate.
In conclusion, our results suggest that triple-tracer and dualtracer techniques combined with advanced computational methods can measure accurately and reliably glucose appearance during postprandial-like conditions. The triple-tracer technique tends to outperform slightly the dual-tracer technique, but the latter benefits from reduced experimental and analytic complexity. The computational method utilizes the Bayes theory (4) to calculate the posterior density of unknown fluxes and parameters f͑uԽy,v͒ defined as:
where f͑u͒ is the prior density function, f͑y,vԽu͒is the likelihood function and f͑y,v͒ is the joint probability acting as a normalizing factor.
Prior and Likelihood Functions
The prior and the likelihood functions with the TT method adopting the Radziuk/Mari model are described below. The prior and the likelihood functions for the DT method can be obtained using a similar approach. In what follows, R a exo represents the dextrose infusion, RdE represents the disposal of endogenous glucose, and RdM represents the disposal of glucose originating from the dextrose infusion.
Let n be the number of subjects and m be the number of samples taken in each subject. The prior distribution of the unknown glucose flux f, f ϭ EGP, R a exo, RdE, and RdM, is defined as random walk:
where j ϭ 1, . . . , n, i ϭ 0, . . . , m Ϫ 1, N͑a,b͒ is the normal distribution with mean a and precision (i.e., inverse of the variance) b. The flux f is assumed to be piecewise constant for R a exo, and piecewise linear for EGP, RdE, and RdM. The random walk enforces temporal smoothing (4) with an extent of smoothing determined by the precision of the random walk j i , corrected for nonequidistant sampling schedules and sampled from a log-normal distribution to assure positivity:
where t 1 , i ϭ 0, . . . , m Ϫ 1, are the sampling times and ⌫͑a,b͒ is the gamma distribution with parameters a and b, is the mean precision of the population distribution and is the precision of the population distribution representing inter-patient variability. Gamma distributions are typically used to define noninformative priors for precisions (4) . A log-normal population distribution is used to ensure positivity of the precisions. The values of the fluxes at time 0 are defined, assuming steady-state conditions of glucose appearance and disposal and noting that exogenous glucose infusion commences at time 0, as:
where EGP and 2 are the mean and the precision of the normal population distribution of the EGP at time 0. EGP is drawn from a vague normal distribution characterized by a low precision and thus a large variance (variance is an inverse of precision). The initial conditions of glucose masses are defined, assuming steady-state conditions, as follows:
where
and Q EM2 ͑0͒ are glucose masses of different glucose species, Q E1 and 3 are the mean and the precision of the normal population distribution of the initial mass of endogenous glucose and are drawn from vague prior distributions.
The time courses of glucose masses of different species as calculated by the Radziuk/Mari model are related to the measurements of tracer and total plasma glucose concentrationsĜ EM ͑i͒, Ĝ M ͑i͒, Ĝ MM ͑i͒, and Ĝ T ͑i͒ as follows:
where e EM ͑i͒, e M ͑i͒, e MM ͑i͒, and e T ͑i͒ are the measurement errors and TTR dex is the tracer-to-tracee ratio of the tracer in the dextrose.
The method estimates individual parameters such as vertices of random walks RW͑i͒ for each of the four time-varying profiles EGP, R a exo, RdE, and RdM, one "smoothness" parameter per random walk (all together four smoothness parameters), EGP at time 0 EGP͑0͒ and the mass of glucose in the accessible compartment at time 0 Q E1 ͑0͒, and the population parameters EGP,Q E1 ,,, , 2 , and 3 . In total there are 147 parameters per individual and 6 population parameters. Individual parameters from all subjects and population parameters are estimated simultaneously during a single parameter estimation run (in total, 2,358 parameters) using all available measurements of the total and labeled glucose concentrations.
Implementation Details
We use the Markov chain Monte Carlo (MCMC) method (8) to obtain the posterior distributions of the fluxes. The MCMC was implemented using WinBUGS version 1.4 (17, 28) , extended by the WBDiff package version 1.9.4 (MRC Biostatistics Unit, Cambridge, UK). The latter is used to solve numerically the differential equations defining the Radziuk/Mari model. WinBUGS is a public domain package facilitating Bayesian estimation using MCMC methods. An outline of MCMC principles is provided below.
For the purposes of parameter estimation, measurement errors were assumed to be normally distributed with zero mean. The measurement errors associated with the total glucose and [6,6- 2 H2]glucose were assumed to be multiplicative with coefficients of variation (CV) of 2 and 5%, respectively. The measurement errors associated with [U- 13 C]glucose and [U-13 C; 1,2,3,4,5,6,6-2 H7]glucose were assumed to be multiplicative with 5% CV if tracer concentrations were greater than 0.015 mmol/l and 0.01 mmol/l, respectively, and additive with standard deviations of 0.0075 and 0.005 mmol/l, respectively, otherwise. The additive measurement errors were determined empirically and expressed that, at low tracer concentrations, occurring at the early portion of the experiment after the start of tracer infusions, the measurement instrumentation has precision independent of the measured value and that instrumentation detection limits apply.
APPENDIX B: RADZIUK/MARI MODEL SETUP WITH THE TRIPLE-TRACER METHOD
The kinetics of glucose species S, S ϭ E, EM, M, and MM are described by the following differential equations.
where Q1,S(t) and Q2,S(t) are glucose masses in the accessible and nonaccessible compartments, respectively, G S(t) is the plasma glucose concentration, V is the distribution volume of glucose in the accessible compartment, u S(t) is the glucose appearance rate, and k12 and k21 are fractional turnover rates. The parameters of the Radziuk/Mari model were identical across all subjects, and glucose species and were assigned standard values k12 ϭ 0.07 min
The fractional clearance k01,S(t) is defined as:
where R dM ͑t͒ is the rate of disposal of meal glucose, and R dM ͑t͒ is the rate of disposal of endogenous glucose. The use of two fractional clearance rates instead of a single rate is the main feature of the TT method. Whereas the DT method assumes identical k01 across all species, the TT method assumes one k 01 to describe kinetics of the M-tracer and the MM-tracer and another k 01 to describe kinetics of the EM-tracer and endogenous glucose. The difference between estimates of the two fractional clearance rates by the TT method is an indicator of model misspecification. However, at the early part of the experiment, the fractional clearance rate associated with the M-tracer and the MM-tracer is usually poorly estimated due to low inaccurate tracer concentrations invalidating meaningful comparison of the two fractional rates during this specific period. The total unlabeled glucose disposal R d ͑t͒ is equal to summation of R dM ͑t͒ and R dE ͑t͒. The glucose appearance rate is defined as follows:
where u EM ͑t͒ and u MM ͑t͒ are the known rates of the intravenously infused tracers.
APPENDIX C: BASIC DESCRIPTION OF MONTE CARLO MARKOV CHAIN METHODS
MCMC methods are a class of algorithms that allow sampling from complex intractable posterior Bayesian distributions. The MCMC methods create a Markov chain that, under fairly general conditions, converges to the posterior distribution (8) . The Metropolis-Hasting algorithm is a generally applicable schema to generate the Markov chain, although faster approaches such as Gibbs sampler exist (8) . Basic steps of the Metropolis-Hasting algorithm applied to present computational problem are given below.
Let the vector Y ϭ ͓Y͑0͒, . . . , Y͑m Ϫ 1͔͒, Y͑i͒ ϭ ͓Ĝ T͑ i͒Ĝ EM͑ i͒Ĝ M͑ i͒Ĝ MM͑ i͔͒ represent the measurements of total and labeled glucose concentrations, U represents the vector of individual parameters such as RW ͑i͒, , EGP͑0͒, and Q E1 ͑0͒, and P represents the vector of population parameters EGP,Q E1 ,, , 2 , and 3 . The MCMC is used to obtain the joint posterior distribution of all unobserved stochastic variables U and P conditional on the observed data Y, i.e., p͑U,PԽY͒. The steps are as follows:
1. After a sufficient number of samples, the Markov chain converges to the joint posterior distribution of the stochastic parameters, and all subsequent samples are considered as posterior realizations of the distribution. Medians of posterior distributions are then used to infer point estimates of unknown parameters. In the present study, the Fisherian approach was utilized to calculate population mean (or median as appropriate) of glucose fluxes across the individuals.
