Abstract. Restart strategies are an important factor in the performance of conflict-driven Davis Putnam style SAT solvers. Selecting a good restart strategy for a problem instance can enhance the performance of a solver. Inspired by recent success applying machine learning techniques to predict the runtime of SAT solvers, we present a method which uses machine learning to boost solver performance through a smart selection of the restart strategy. Based on easy to compute features, we train both a satisfiability classifier and runtime models. We use these models to choose between restart strategies. We present experimental results comparing this technique with the most commonly used restart strategies. Our results demonstrate that machine learning is effective in improving solver performance.
Introduction
Restarts have been shown to boost the performance of backtracking SAT solvers (see for example [11] , [24] ). A restart strategy (t 1 ,t 2 ,t 3 ,...) is a sequence of restart lengths that the solver follows in the course of its execution. The solver first performs t 1 steps (in case of SAT solvers a step is usually a conflict). If a solution is not found, the solver abandons its current partial assignment and starts over. The second time it runs for t 2 steps, and so on. Luby, Sinclair and Zuckerman [16] show that for each instance there exists t * , an optimal restart length that leads to the optimal restart strategy (t * ,t * ,t * ,...). In order to calculate t * , one needs to have full knowledge of the runtime distribution (RTD) of the instance, a condition which is rarely met in practical cases.
Since the RTD is not known, solvers commonly use "Universal Restart Strategies". These strategies do not assume prior knowledge of the RTD and they attempt to perform well on any given instance. Huang [11] shows that when applied with Conflict Driven Clause Learning solvers (CDCL), none of the commonly used universal strategies dominates all others on all benchmark families. He also demonstrates the great influence on the runtime of different restart strategies, when all its other parameters are fixed.
In this paper we show that the recent success in applying machine learning techniques to estimate solvers' runtimes can be harnessed to improve solvers' performance. We start by discussing the different universal strategies and recent machine learning success in Sect. 2. In Sect. 3 we present LMPick, a restart strategy portfolio based solver. Experimental results are presented and analyzed in Sect. 4 . We conclude and suggest optional future study in Sect. 5.
Background
Competitive DPLL solvers typically use restarts. Most use "universal" strategies, while some use "dynamic" restart schemes, that induce or delay restarts (such as the ones presented in [1] and [22] ).
Currently, the most commonly used universal strategies fall into one of the following categories:
-Fixed strategy -( [9] ). In this strategy a restart takes place every constant number of conflicts. While some solvers allow for a very short interval between restarts, others allow for longer periods, but generally fixed strategies lead to a frequent restart pattern. Examples of its use can be found in BerkMin [8] (where the fixed restart size is 550 conflicts) and Seige [21] (fixed size is 16000 conflicts). -Geometric strategy -( [23] ). In this strategy the size of restarts grows geometrically. This strategy is defined using an initial restart size and a geometric factor. Wu and van Beek [24] show that the expected runtime of this strategy can be unbounded worse than the optimal fixed strategy in the worst case. They also present several conditions which, if met, guarantee that the geometric strategy would yield a performance improvement. This strategy is used by MiniSat v1.14 [5] with initial restart size of 100 conflicts and a geometric factor of 1.5. -Luby Strategy -( [16] ). In this strategy the length of restart i is u · t i when u is a constant "unit size" and
The first elements of this sequence are 1,1,2,1,1,2,4,1,1,2,1,1,2,4,8,1,1,... Luby, Sinclair and Zuckerman [16] show that the performance of this strategy is within a logarithmic factor of the true optimal strategy, and that any universal strategy that outperforms their strategy will not do it by more than a constant factor. These results apply to pure Las Vegas algorithms, and do not immediately apply to CDCL solvers in which learnt clauses are kept across restarts. The effectiveness of the strategy in CDCL solvers appears mixed ( [11] , [20] ) and there is still no theoretical work that that analyzes its effectiveness in such solvers. However, Luby's restart strategy is used by several competitive solvers including MiniSat2.1 and TiniSat. -Nested Restart strategy -([2]) This strategy and can be seen as a simplified version of the Luby strategy. After every iteration the restart length grows geometrically until it reaches a higher bound, at this point the restart size is reset to the initial value and the higher bound is increased geometrically. This strategy is used by PicoSat [2] and Barcelogic 1 .
Previous work shows that restart strategies perform differently on different data sets. Huang [11] compares the performance of different strategies both for benchmark families and different benchmarks. He shows that there is no one strategy that outperformed all others across all benchmark families which suggests that adapting a strategy to a benchmark family, or even a single benchmark, could lead to performance gain. This suggests that choosing the best strategy from a set of strategies could improve the overall runtime, and for some benchmark families, improves it significantly.
Machine learning was previously shown to be an effective way to predict the runtime of SAT solvers. SatZilla [25] is a portfolio based solver that uses machine learning to predict which of the solvers it uses is optimal for a given instance. SatZilla uses an hierarchical approach [26] and can use different evaluation criteria for solver performance. SatZilla utilizes runtime estimations to pick the best solver from a solver portfolio. The solvers are used as-is, and SatZilla does not have any control over their execution. SatZilla was shown to be very effective in the SAT competition of 2007. Two other Machine Learning based approaches for local search and CDCL are presented in [13] and [3] respectively.
Ruan et al. [19] suggest a way to use dynamic programming to derive dynamic restart strategies that are improved during search using data gathered in the beginning of the search. This idea corresponds with the "Observation Window" that we will discuss in the next section. There are several differences between this work and ours. One important difference is that their technique chooses a different instance from the ensemble at each restart. While our intention is to solve each of the instances in the ensemble, it seems their technique is geared towards a different goal, where the solver is given an ensemble of instances and is required to solve as many of them as possible.
Another approach for runtime estimation was presented in our previous work [10] . In that paper we introduce a Linear Model Predictor (LMP) which demonstrates that runtime estimation can also be achieved using parameters that are gathered in an online manner, while a search is taking place, as opposed to the mostly static features gathered by SatZilla. Another difference between the methods is the way training instances are used. While SatZilla uses a large number of instances that are not tightly related, LMP uses a much smaller set of problems, but these should be more homogeneous.
for a given instance. We present LMPick, a machine learning based technique which enhances CDCL solvers' performance.
Restart Strategies Portfolio
LMPick uses a portfolio of restart strategies from which it chooses the best one for a given instance. Following [11] we recognize several restart strategies that have shown to be effective on one benchmark family or more. We chose 9 restart strategies that represent, to our understanding, a good mapping of commonly used restart strategies.
-luby-32 -A Luby restart strategy with a "unit run" of 32 conflicts. This strategy represents a Luby restart strategy with a relatively small "unit run". This technique was shown to be effective by Huang [11] . -luby-512 -A Luby restart strategy with a "unit run" of 512 conflicts. This strategy represents a Luby restart strategy with a larger "unit run". This is the original restart scheme used by TiniSat, the solver we used in this study. We chose this restart scheme because it balances the short and long fixed schemes, and because it performed very well in our preliminary tests. -Fixed-16384 -A fixed balance scheme with a restart size of 16384 conflicts.
A longer fixed strategy, similar to the one used by Siege [21] (Fixed-16000 ). -Geometric-1.1 -A geometric restart scheme with a first restart size of 32 conflicts and a geometric factor of 1.1. inspired by the one used by Hunag [11] . -Geometric-1.5 -A geometric restart scheme with a first restart size of 100 conflicts and a geometric factor of 1.5. This is the restart scheme used in MiniSat v1.14 [5] . -Nested-1.1 -A nested restart strategy, with an inner value of 100 conflicts, an outer value of 1000 values and a geometric factor of 1.1. This strategy is parameterized as the one used by PicoSAT [2] . -Nested-1.5 -A nested restart strategy, with an inner value of 100 conflicts, an outer value of 1000 values and a geometric factor of 1.5. Inspired by the results presented in [22] .
Supervised Machine Learning
Satsifiable and unsatisfiable instances from the same benchmark family tend to have different runtime distributions [7] . A runtime prediction model that is trained using both SAT and UNSAT instances performs worse than a homogeneous model. It is better to train a layer of two models, one trained with satisfiable instances (M sat ) and the other with unsatisfiable instances (M unsat ). Since in most cases we do not know whether a given instance is satisfiable or not we need to determine which of the models is the correct one to query for a given instance according to its probability to be satisfiable. Previous work ( [26] , [4] ) suggests that machine learning can be successfully used for this task as well. A classifier can be trained to estimate the probability of an instance to be satisfiable. Some classification techniques perform better than others, but it seems that for most benchmark families, a classifier with 80% accuracy or more is achievable. Using supervised machine learning, we train models offline in order to use them for predictions online. For every training example t ∈ T , where T is the training set, we gather the feature vector x = {x 1 , x 2 , . . . , x n } using the features presented in section 3.3. Once the raw data is gathered, we perform a feature selection. We repeatedly remove the feature with the smallest standardised coefficient until no improvement is observed based on the standard AIC (Akaike Information Criterion). We then searched and eliminate co-linear features in the chosen set. The reduced feature vectorx is then used to train a classifier and several runtime prediction models. The classifier predicts the probability of an instance to be satisfiable and the runtime models predict cpu-runtime. LMPick trains one classifier, but two runtime models for each restart strategy s ∈ S (where S is the set of all participating strategies) to the total of 2|S| models. Each training instance is used to train the satisfiability classifier, labeled with its satisfiability class, and |S| runtime models, for each model it is labeled with the appropriate runtime.
As the classifier, we used a Logistic Regression technique. Any classifier that returns probabilities would be suitable. We found Logistic Regression to be a simple yet effective classifier which was also robust enough to deal with different data sets. We have considered both Sparse Multinomial Linear Regression [15] (suggested to be effective for this task in [25] ), and the classifiers suggested by Devlin and O'Sullivan in [4] , but the result of all classifiers were on par when using the presented feature vector on our datasets.
For the runtime prediction models we used Ridge Linear Regression. Using ridge linear regression, we fit our coefficient vector w to create a linear predictor f w (x) = w Tx i . We chose ridge regression, since it is a quick and simple technique for numerical prediction, and it was shown to be effective in the Linear Model Predictor (LMP) [10] . While LMP predicts the log of number of conflicts, in this work we found that predicting cpu-runtime is more effective as a selection criterion for restart strategies. Using the number of conflicts as a selection criterion tends to bias the selection towards frequent restart strategies for large instances. This is because an instance with many variables spends more time going down the first branch to a conflict after a restart. This work is unaccounted for when conflicts are used as the cost criterion. Hence a very frequent restart strategy might be very effective in the number of conflict while much less effective in cpu-time.
Feature Vector
There are 4 different sets of features that we used in this study, all are inspired by the two previously discussed techniques -SatZilla [25] and LMP [10] . The first set include only the number of variables and the number of clauses in the original clause database. These values are the only ones that are not normalized. The second set includes variables that are gathered before the solver starts but after removing clauses that are already satisfiable, shrinking clauses with multiple appearances and propagating unit clauses in the original formula. These features are all normalized appropriately. They are inspired by SatZilla and were first suggested in [18] . The third set include statistics that are gathered during the "Observation Window", this is a period where we analyze the behavior of the solver while solving the instance. The "Observation Window" was first used in [10] . The way the observation window is used in this study will be discussed shortly. The variables in this set are the only ones which are DPLL dependent. The last set includes the same features as the second, but they are calculated at the end of the observation window. A full list of the features is presented in Fig.  1 . For further explanation about these features see [18] and [10] .
Operation of the Solver
Once all runtime models are fitted and the satisfiability classifier is trained, we can use them to improve performance for future instances. The steps that are taken by LMPick are presented in Fig. 3.3 .
Since no prediction can be made before the observation window is terminated, and since we favor an early estimation, it is important that the observation window should terminate early in the search. In our preliminary testings we 1. Gather information for features sets I and II. 2. Run a first restart for 100 conflicts. 3. Run a second restart for 2000 conflicts, this restart hosts the observation window, during which feature set III is gathered. At the end of the observation window, feature set IV is gathered. 4. Predict instance's probability of satisfiability using satisfiability classifier. 5. Predict runtime with each of the Models, weighing according to the probability of satisfiability. 6. Choose the strategy with the minimal weighted runtime. Fig. 2 . Steps in the operation of a restart strategy portfolio based solver. Features sets I through IV are presented in Fig. 1. have noticed that the first restart tends to be very noisy, and that results are better if data is collected in the second restart onwards. We have tried several options for the observation window location and size, eventually we opted for a first restart which is very short (100 conflicts), followed by a second restart (of size 2000) which hosts the observation window. Hence the observation window is closed and all data is gathered after 2100 conflicts.
Once the feature vector x is gathered it is used with the classifier to determine the probability of the instance to be satisfiable, P (sat|x). For each of the strategies, both models are queried and a best strategy s b (x) is picked using
The restart strategy which is predicted to be the first to terminate is picked, and the solver starts following this strategy from the next restart onwards. Although restart strategies are usually followed from the beginning of the search, we do not want to lose the learned clauses from the first 2100 conflicts. Therefore, we continue the current solving process and keep the already learnt clauses. We denote the restart sequence that takes place from the first restart to termination as LM P ick s b . It is important to note that s b = LM P ick s b .
Results

Experiment Settings
In this study we used TiniSat (version 0.22) [12] as the basic solver. TiniSat is a lightweight DPLL style solver that was first presented in the SAT Race of 2006. TiniSat is a modern solver that uses clause learning and a unique decision heuristic that generally favours variables from recent assignments (as in BerkMin [8] ) and uses VSIDS [17] over the literals as a backup. We chose to use TiniSat since (i) it is tuned in a way that would make comparison of restart strategies more meaningful [11] and (ii) it is a compact and straightforward implementation which allows for greater ease of use. TiniSat is not equipped with a pre-processor, and we have not used any in our study. By default, TiniSat uses a Luby restart strategy with a run unit of 512 conflicts. All our experiments were conducted on a cluster of 14 Dual Intel Xeon CPUs with EM64T (64-bit) extensions, running at 3.2GHz with 4GB of RAM under Debian GNU/Linux 4.0. By implementing a runtime cutoff of 90 minutes per instance, we managed to complete all experiments in approximately 290 CPU days. Table 1 . Summary of features of datasets. For each dataset the following details are presented: The dataset's classification (Class), the number of instances (Ins.) and its size in MB (all file are zipped). Also, we present the time (in hours) it took for all 9 restart strategies to solve these datasets. We present the mean time (Mean), the standard deviation (SD) and the minimal and maximal time. Runtime cutoff is 5400 seconds and it is the maximal runtime per instance. 
Benchmarks
In this study we used four different distributions of SAT instances. Instances in each data set are of various difficulty. We have omitted very easy instances that are solved before the "observation window" terminates.
-bmc: An ensemble of software verification problems generated using CBMC 2 verifying the C functions presented in Fig. 3 . These two functions are almost identical, apart for a change in line 8, which causes the sat script to overflow. The different instances use different array sizes and different number of unwindings. This dataset represents an ensemble of problems that are very similar and generated by the same process. We use 234 satisfiable and 237 unsatisfiable problems. -velev: An ensemble of hardware formal verification problems distributed by Miroslav Velev 3 . These are well studied verification hardware benchmarks. This ensemble is not as homogeneous as bmc because it is a union of many small benchmark families. We use 72 satisfiable and 105 unsatisfiable instances.
-crypto: An ensemble of problems that are generated as part of an attack on the Bivium stream cipher, presented by Eibach, Pilz and Völkel [6] . This ensemble presents some interesting characteristics. While it is generated by a non-random process, the instances are significantly smaller than common industrial instances. The satisfiable instances we use were generated with 35 guesses, the unsatisfiable ones were generated with 40 guesses. The reason for this discrepancy is that unsatisfiable instances are harder to solve in this benchmark family, and different number of guesses renders the datasets too easy or too hard. We use 139 sat and 300 unsat instances. Some further data about these data sets is presented in Table 1 . We would like to draw the reader's attention to the "SD" column. This column presents the standard deviation observed when the problem is solved by all 9 restart strategies. A small value indicates that all restart strategies perform on par on this data set, while a large value indicates that runtimes are scattered.
Each data set is split into training and testing sets. Instances in the training set are used to train M sat , M unsat and the classifier while the instances in the testing set are only used to generate the results. We used a 10-fold cross validation technique after randomly shuffling all instances. Table 2 demonstrates the effectiveness of LMPick. We present the performance of each of the 9 restart strategies on each of the data sets. We use two matrices: The number of instances solved within the cutoff time of 90 minutes, and the total time it took to solved the entire data set. Timed out instances are counted as contributing 90 minutes to the total runtime. We then present the average performance achieved by all strategies. This solver (denoted Random-pick ) represents the expected behavior when there is no prior knowledge regarding which of the strategies is most suitable for a given instance. The last row presents the results we get using the LMPick process.
Restart Strategy Portfolio Performance
This table shows that for all of the data sets LMPick performs better than using a randomly picked strategy, both for problems solved and for total runtime. In terms of problem solved, LMPick performs better than any given restart strategy in two of the cases, and performs on par with the optimal strategy in two other cases. The "Total" column shows that for these data sets, LMPick would solve more instances in less time than any single restart strategy. Table 2 . Performance comparison of all strategies over data sets, two metrics (M) are presented: number of solved instances (S) and total runtime (T, in seconds). Average solver behaviour (a randomly picked solver) is presented as Rand.. Runtime cutoff is 5400 second. Unsolved instances are considered to contribute 5400 seconds to the total runtime. For the bmc data set, LMPick performs significantly better than any other restart scheme for satisfiable instances. It solves 4 instances more than the best strategy (Static-4096 ), and the total runtime shows 19.33% improvement over the average Random-pick strategy. For unsatisfiable instances, it performs worse. Although it is second amongst the strategies, it is clearly worse than Luby-512 that solves 6 more instances. Comparing the standard deviation of these two data sets in Table 1 does not explain this descripency in performance. Both show large, almost similar, coefficients (sat's standard deviation is 154.42, and its variation coefficient is 0.171 while unsat's standard deviation is 113.82 and its variation coefficient is 0.1633), this indicates a high potential of improvement for both data sets. We conjecture that the reason for the poorer performance lies in the fact that both the classifier, and the runtime models are more accurate for bmc-sat than for bmc-unsat. Table 3 presents the performance of the satisfiability classifier. The figures in the table represent the percent of instances that were predicted correctly. It is important to note that since we did not apply a "winner takes all" approach, in some of the cases where the classification was correct but not with 100% certainty, the wrong model was also considered. We can see that for bmc, satisfiable instances are classifed correctly every time, while unsatisfiable ones are classified correctly only 83.54% of the times. In order to check the influence of these classifaction errors on the performance of LMPick for this dataset, we ran another experiment, where we used a classification oracle. LMPick 's performance is improved, and it solved 224 instances, which are 3 more than the original results. This shows the effect of a good classification technique over the overall performance. In order for LMPick to enhance the solver's performance, runtime estimation models need to perform well. Nevertheless, it is not crucial that each model's prediction is accurate. The important factor is the relative order of these predic-tions. We would prefer the chosen strategy (s b ) to be amongst the best strategies for that instance. Table 4 demonstrates the quality of the chosen strategy s b . The table presents the percentage of strategies that outperform s b . This table shows that in all cases s b is better than picking a random strategy, and that for the crypto-unsat instances it performs very well.
Strategy
The difference in the performance on the crypto-sat data set is not easily explained by the data presented so far. While both the classifier and runtime prediction models perform better than on the velev-sat, the overall performance is worse. We conjecture that the cause of this difference is the differing likelihood of an instance being solved by multiple strategies. On the right the plot shows the probability of solving a randomly picked instance (within cutoff time) as a function of the quality of the selection decision, when 1 means the strategy selected was the best one and 9 means it was the worst. Figure 4 compares the 3 non-random satisfiable data sets. In Fig. 4(a) bars represent the percent of instances in the data set that were solved within the cutoff time by each number of strategies. There is a clear difference between crypto-sat and the other 2 data sets. While for both industrial verification based data sets, most instances were solved by the majority of strategies, for crypto-sat many of the instances are solved by a small set of strategies. The effect of this difference is demonstrated in Fig. 4(b) . This plot presents the probability of a randomly picked instance being solved within the cutoff time given the quality of selected strategy. From left to right, the picked strategy shift from best to worse. If LMPick picks one of the the two best strategies, the probability of all three data sets is quite similar, but when the chosen strategy is 3rd or 4th, the probability of solving a crypto-sat instance drops significantly compared to the other two. Many instances in the crypto-sat data set are only solved within the cutoff by a small subset of strategies, making this data set harder as a suboptimal selection is likely to lead to a timeout.
Conclusions and Future Work
Restart strategies have an important role in the success of DPLL style SAT solvers. The performance of different strategies varies over different benchmark families. We harness machine learning to enhance the performance of SAT solvers. We have presented LMPick, a technique that uses both satisfiability classification and solver runtime estimation to pick promising restart strategies for instances. We have demonstrated the effectiveness of LMPick and compared its results with the most commonly used restart strategies. We have established that in many cases LMPick outperforms any single restart strategy and that it is never worse than a randomly picked strategy. We have also discussed the influence of different components of LMPick on its performance.
While universal restart strategies are more commonly used than dynamic ones, dynamic strategies are getting more attention lately. An interesting continuation to this work would be to use machine learning to develop a fully dynamic restart strategy. Such a strategy could use unsupervised machine learning algorithm to develop a dynamic restart policy for a benchmark family of problems. Restart strategies are not the only aspect of SAT solving influencing performance on different benchmark families. Machine learning can be also used to tune other parameters that govern the behavior of modern DPLL based solvers, namely, parameters that are commonly set manually as a result of a trial and error process, such as decision heuristic parameters, clause deletion policy, etc.
