I. INTRODUCTION

I
NTERPOLATION and decimation (sampling rate conversions) can be performed efficiently by using polyphase interpolator and decimator structures [1] , [2] . Such structures are obtained from the polyphase representation of the transfer function of the interpolation or decimation filter. In this paper, we are concerned with structures for interpolation and decimation by a factor of two. The polyphase representation is in this case given by (1) where and are referred to as the polyphase components. The corresponding interpolator and decimator structures are shown in Figs. 1 and 2 , respectively. The filtering is performed at the lowest sampling rate which results Manuscript received October 18, 1998 ; revised March 9, 1999 . This paper was recommended by Guest Editors F. Maloberti, P. Diniz, and K. Jenkins.
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Publisher Item Identifier S 1057-7130(99)05645-1. in a low computational complexity (i.e., few multiplications and additions per sample are required). Interpolators and decimators for sampling rate conversion by a factor of two are also useful in cases where the conversion factor is larger than two, since it often is advantageous to do the overall conversion in several steps, where in each step a conversion by a small factor is performed [3] , [4] . A particularly interesting class of interpolators and decimators for sampling rate conversion by a factor of two is obtained if we let the polyphase components and be allpass filters. The overall filter is then referred to as a half-band infinite-impulse response (IIR) filter. If the phase response is ignored, these structures are known to be the most computationally efficient ones among all known structures [2] . Further, can be realized to have an approximately linear phase in the passband by letting one of the all-pass filters be a pure delay. The complexity is in this case higher than in the nonlinear-phase case, but generally lower than for finiteimpulse response (FIR) interpolators and decimators [2] . The 1057-7130/99$10.00 © 1999 IEEE all-pass filters can be realized in many different ways [5] , [6] , which offers a large freedom to choose filter realizations with good numerical properties. In particular, wave digital filters (WDF's) can be used, which makes it possible to maintain stability under finite-arithmetic conditions [7] - [10] . In this case, the half-band IIR filter corresponds to the well-known bireciprocal lattice WDF [10] - [12] . Further, the all-pass filters can be realized as a cascade of first-and second-order sections. This results in regular and modular filter algorithms, which are attractive from the implementation point of view.
However, half-band IIR filters must be realized with recursive (all-pass) filter structures, which have a drawback in that they restrict the sample frequency at which an implementation of the filters can operate. The maximal sample frequency for a recursive algorithm, described by a fully specified signal-flow graph, is given by (2) where is the total latency of the arithmetic operations, and is the number of delay elements in the directed loop [13] - [15] . Recursive filters with high maximal sample frequencies are candidates for high-speed as well as lowpower applications because excess speed can be traded for low power consumption through the use of power supply voltage-scaling techniques [16] . Equation (2) reveals that one way to increase the maximal sample frequency is to increase the number of delay elements in the recursive loops of the filter. In this paper, we introduce new polyphase interpolator and decimator structures that achieve this. They are based on the so-called frequency-response masking approach [17] , [18] , and make use of periodic IIR model and complementary model filters and two linear-phase FIR masking filters. The periodic model filters are obtained by replacing each delay element in a half-band IIR model filter with delay elements in cascade. The maximal sample frequency of the proposed structures is therefore times that of conventional halfband IIR filter structures, whereas the freedom to choose realizations with attractive properties is retained. In the case of nonlinear-phase filters, one price to pay is an increased computational complexity. However, compared with highspeed structures based on algorithm transformation techniques, such as clustered and scattered look-ahead [19] , [20] , the proposed ones are in many cases still in favor, particularly if finite wordlength effects are also taken into consideration. In the case of approximately linear-phase filters, the complexity of the new filters can in fact even be lower than that of conventional half-band IIR filters. The price to pay is in this case a somewhat increased delay.
Following this introduction, we briefly recapitulate the frequency-response masking technique in Section II. In Section III, the new interpolator and decimator structures are derived. Section IV shows how the corresponding overall filters can be designed by separately optimizing the model and masking filters. Sections V and VI consider approximately linear-phase filters and how to further optimize the overall filters, respectively. Finally, some concluding remarks are given in Section VII.
II. FREQUENCY-RESPONSE MASKING APPROACH
In the frequency-response masking approach, the transfer function of the overall filter is expressed as (3) where is some positive integer. The filters and work as a model filter and a complementary model filter, respectively. The filters and work as masking filters which extract one or several passbands of the periodic model filter and periodic complementary model filter . This paper considers low-pass interpolation and decimation filters (the extension to highpass filters is trivial) with included in the transition band. In this case, typical magnitude responses for the model, masking, and overall filters are as shown in Fig. 3 , with being some positive integer. The transition band of can be selected to be equal to one of the transition bands of either or . We refer to these two different cases as Case 1 and Case 2, respectively. Further, we let and denote the passband edge, stopband edge, passband ripple, and stopband ripple, respectively, for the overall filter . For the model and masking filters , and additional superscripts and respectively, are included in the corresponding ripples and edges.
The frequency-response masking approach was introduced in [17] as a means to reduce the computational complexity of FIR filters with narrow transition bands. In [18] , it was extended to high-speed recursive filters where the periodic model filters are IIR filters formed as two all-pass filters in parallel, whereas the masking filters are linear-phase FIR filters. In this case, the model filters can be expressed as and with and being all-pass filters. The overall filter can then be realized as shown in Fig. 4 . The IIR (all-pass) filters are functions of which means that the maximal sample frequency of the overall filter is times higher than that of conventional IIR filters [13] - [15] . In this paper, we modify the technique in [18] to obtain recursive interpolators and decimators with a maximal sample frequency that is times higher than that of conventional half-band IIR interpolators and decimators. It should be noted that similar techniques for half-band FIR and multirate FIR filters were recently considered in [21] and [22] , respectively.
III. PROPOSED FILTER STRUCTURES
In the proposed structures to be derived, the model filters and are half-band (low-pass and high-pass, respectively) IIR filters. The transfer functions of these filters can be written in polyphase forms as (4) where and are stable all-pass filters. We assume and to be normalized such that their magnitude responses always are bounded by one, which obviously is the case if . Then, and always have a magnitude response that equals for . Further, the sum of their passband and stopband edges are, for equiripple approximation, always equal to . We therefore consider cases in which the latter always holds for (and thereby also for ) as well as for the overall filter i.e., we assume that
By using the expressions for the passband and stopband edges, as given in Fig. 3 , we then get for a Case 1 design and for a Case 2 design. Thus, only odd values of are feasible, since is an integer. For (Case 1), the transition band of equals one of the transition bands of . For (Case 2), it equals one of the transition bands of . We also get (6) for both Case 1 and 2 designs. Equation (6) implies that the passband and stopband edges of and are related in such a manner that it is possible to let these filters be formed according to (7) where is the (group and phase) delay in samples of and . A consequence of (7) is that if is a lowpass filter with passband and stopband edges at and respectively, then is a low-pass filter with passband and stopband edges at and respectively. Hence, if (6) holds, then it is possible to let and be related as in (7). This relation can also be exploited to reduce the total computational complexity of these filters. To this end, we first represent and in their polyphase forms as (8) Next, we rewrite the overall transfer function in its polyphase form in order to obtain interpolator and decimator structures in which the filtering is performed at the lowest sampling rate. We distinguish two different cases depending on whether is odd or even.
1)
is Odd: Using (3), (4), (7), and (8), the overall transfer function can be written in the polyphase form according to (1) , with the polyphase components given by (9) where (10) 2)
is Even: Using (3), (4), (7), and (8) the overall transfer function can be written in the polyphase form according to (1) with the polyphase components given by (11) where (12) The corresponding interpolator structures, for odd and even values of are shown in Figs. 5 and 6, respectively. The decimator structures are easily derived from these interpolator structures by using transposition [1] (compare the structures in Figs. 1 and 2 ). The total complexity of the filters and Note that the term z 0K=2 needs not to be realized separately but can be shared with the delay elements in the FIR filter C (z); provided that C (z) is realized using a direct form structure.
[or and ] equals the complexity of only one of the original masking filters, or . However, to be able to utilize (7), the filters must here be slightly overdesigned (see Section IV). In the overall filters, the all-pass filters are functions of which means that the maximal sample frequency of the proposed structures is times that of conventional half-band IIR filter structures. It should be noted that the proposed filters are not strictly half-band IIR filters, except for (and with masking filters equal to one and zero, respectively) since the proposed ones then reduce to the conventional ones.
IV. FILTER DESIGN
In [18] and [23] , the following facts were observed for the general single-rate filters for which the structure in Fig. 4 is used. In the frequency regions where both of and approximate one, or zero, the passband and stopband ripples of and can be selected to equal the passband and stopband ripples of . However, one of and always has its transition band within the passband region of whereas the other always has its transition band within the stopband region of . For a Case 1 design, has its transition band within the passband region of . The passband ripple of is, in this passband region, approximated by the sum of the passband ripples of and . The filter has, in this case, its transition band within the stopband region of . The squared stopband ripple of is, in this stopband region, approximated by the sum of the squared stopband ripples of and . For a Case 2 design, has its transition band within the passband region of . The passband ripple of is, in this passband region, approximated by the sum of the passband ripples of and . The filter has, in this case, its transition band within the stopband region of . The squared stopband ripple of is, in this stopband region, approximated by the sum of the squared stopband ripples of and . Based on these facts, it can be concluded that the overall filter in the general case can easily be designed by separately optimizing and [18] , [23] . However, here we have additional constraints, which makes it necessary to modify the design technique proposed in [18] and [23] .
The model filters are here power complementary half-band IIR filters for which we have (13) With the assumption in Section III that the sum of the passband and stopband edges for and be equal to (13) implies that the passband ripple of is uniquely determined by its stopband ripple according to (14) Hence, the passband ripple of is extremely small if its stopband attenuation is reasonably high since . Further, and have here equal passband and stopband ripples, since . We must also take into account that the masking filters are related as in (7), i.e., which implies that if one of the masking filters, say has passband and stopband ripples of and respectively, then the other masking filter has passband and stopband ripples of and respectively. This means that we have to design one of and in such a manner that both of them simultaneously satisfy their respective requirements. One consequence of this is that the passband and stopband ripples of the these filters must generally be smaller here than in the case where two separate filters are used, which may increase the filter orders somewhat. A reduced passband (stopband) ripple has however a modest effect upon the order of an FIR filter, and therefore, the complexity due to and can be reduced approximately by a factor of two by utilizing (7).
Using the above observations, it can be concluded that one way of designing the filters is as follows. The design of the overall filter is separated into the design of a model filter and one masking filter, which we select to be . Let the specifications of and be
with and and that of be (17) for a Case 1 design, and
for a Case 2 design. It can now be verified that will meet the specification of (15) if (19) and if (20) for a Case 1 design, and (21) for a Case 2 design. Here, is a parameter that enables a tradeoff between the stopband ripple of and the passband (stopband) ripple of for a Case 1 (Case 2) design. For most practical cases, will be much smaller than the overall passband ripple . The first and second requirement in (20) and (21), respectively, can therefore in practice be replaced with . Note that cannot exceed since this would imply that (Case 1) and (Case 2) become negative. This can be avoided by reducing i.e., by overdesigning . The overall filter can thus be designed by separately optimizing a half-band IIR model filter composed of two allpass filter in parallel, and a linear-phase FIR masking filter, using standard approximation techniques. For example, using WDF's for the all-pass filters, resulting in a bireciprocal lattice WD model filter, the filter (adaptor) coefficients can be directly computed using explicit formulas, as given in [12] . The masking filter can be designed using, e.g., the well-known program introduced in [24] for optimally designing in the minimax sense linear-phase FIR filters. This is used in, e.g., the program remez.m in MATLAB's signal-processing toolbox [25] .
A. Computational Complexity
Compared with the overall filter, the IIR model filter has about the same bandwidth, times wider transition band, and a somewhat higher stopband attenuation. If the model filter is designed with the aid of Cauer (elliptic) approximation, its order is less affected by a change in the specification. Therefore, the order of the model filter will be about the same as that of the conventional half-band IIR filter, or at least it will decrease only slightly as increases. For the FIR masking filter, the situation is different, since the order of an FIR filter roughly is inversely proportional to its transition bandwidth [26] . With the constraint it is easy to conclude from the expressions of the passband and stopband edges, as given in Fig. 3 , that the transition band of the masking filter always equals . Hence, the order of this filter increases linearly with . The computational complexity of the overall filter will therefore increase with . There is thus a tradeoff between the increase of the maximal sample frequency and computational complexity.
B. Design Example
Example 1: Consider a low-pass interpolation/decimation filter meeting the following specification: rad (89.1 ), rad (90.9 ), . We study the cases where (conventional half-band IIR), and . We optimize the filters and separately using equiripple approximation. We design first, assuming its stopband ripple to be at most 0.001. The design margin is allocated to the stopband, resulting in smaller stopband ripples (0.000 481 and 0.000 571 for and respectively). The required passband and stopband ripples for are then easily computed through (19)-(21). The passband ripple of the overall filter is, in practice, only dependent upon the passband ripples of and since the squared stopband ripple of is very small. The passband ripple of will therefore be smaller than, or equal to, its stopband ripple [see (19) - (21)]. Thus, the passband ripple will in this example be much smaller than the required one. For the magnitude responses of and are as shown in Fig. 7 . The filter orders, number of multiplications, and normalized maximal sample frequency for each case are compiled in Table I (for the stopband ripple is slightly larger than 0.001, namely 0.001 03). We see that the complexity of the model filter here decreases slightly as increases, whereas that of the masking filter increases. As expected, the increase in speed is paid for by an increased overall computational complexity. However, compared with structures based on algorithm-transformation techniques, the new ones can indeed be competitive. For example, it has been observed that the single-rate structure in Fig. 4 typically can compete with clustered look-ahead structures for lower values of whereas it can be more efficient than scattered look-ahead structures for lower, as well as higher, values of [23] , [27] . The same conclusions can be drawn also for the proposed structures in this paper. In this example, the clustered and scattered look-ahead structures would, for require 20 and 32 multiplications, respectively. For the corresponding figures are 24 and 48, respectively. 1 The new filters require only 18 and 24 multiplications for and respectively. Clustered look-ahead structures may, in other cases, be more computationally efficient than the new structures, but they also have a major drawback in that they must employ direct-form realizations, which suffer from stability problems under finite-arithmetic conditions. 2 For the proposed structures, as well as for scattered look-ahead structures, these problems can always be overcome by using, e.g., WDF's and nonrecursive FIR filters. Further, look-ahead filters are based on pole and zero cancellations. When the filter coefficients are quantized, these cancellations become inexact which may impose problems [28] , [29] . For the new structures, such problems do not exist.
V. APPROXIMATELY LINEAR-PHASE FILTERS
One effect of using the frequency-response masking approach for IIR filters is that the overall delay increases and the linearity of the phase response may become worse than for a conventional IIR filter [23] . Due to the periodicity of [and ] , the group delay also exhibits several peaks in 1 Here, we have applied the clustered and scattered look-ahead techniques to each of the two all-pass filters in a conventional half-band IIR filter. The clustered look-ahead structures may require more than 20 and 24 multiplications if stable filters are to be ensured. For the scattered look-ahead structures, the required number of multiplications may be reduced by using decomposition techniques when M is not a prime number [20] . 2 By stability, here we understand forced-response stability [8] . the passband. The overall phase response can, however, be made approximately linear in the passband by letting one of the all-pass filters of
[and ] be a pure delay [23] . For the structures under consideration in this paper, then belongs to a class of approximately linear-phase half-band IIR filters which has been considered in, e.g., [2] and [30] .
A. Phase Error Bound
One way of measuring the phase linearity is to use the phase error, as given by (22) where is the phase response, is some constant, and denotes the passband region. That is, the phase error is the difference between the phase response and the linear-phase function . In order to derive a bound on the phase error for the proposed approximately linear-phase filters, we first rewrite the overall transfer function as (23) where (24) [Note that and in (24) are not equal to those in (10) .] We further assume that is a pure delay. 3 It is then convenient to rewrite the overall frequency response as (25) where again is the (group and phase) delay in samples of and and (26) Here, and denote the phase responses of the all-pass filters and respectively, whereas and denote the real zero-phase frequency responses of and respectively. The phase response of becomes (27) With being a pure delay, we have where is the order . If we now let in (22) , we end up with (28) That is, the nonlinearity in is only due to . The phase response of this term is (29) It is now helpful to utilize that the squared-magnitude response of as given by (4), can be written as (30) From (30), we get and when approximates one and zero, respectively. We also get whenever approximates one or zero.
In the region of the passband where both and approximate one, we get from (24) and . For a Case 1 design, and approximate one in the remaining region of the passband. For a Case 2 design, approximates zero, whereas approximates one in the remaining region of the passband. We can now conclude that in the overall passband we have and thus (31) In the region where both of and approximate one, we now get, through (20) , (21), (24) , and (31): , where equals and for Case 1 and 2 designs, respectively. The phase error will in the worst case reach this value for those values of where the model filters have their transition bands. In the rest of this passband region it will be much smaller since then is small. In the region where and approximate one (Case 1) we have in the worst case and thus which implies that . In the region where approximates zero and approximates one (Case 2), we have in the worst case , and thus again which implies that .
To summarize, the phase error is bounded by (32) where and for a Case 1 design, and and for a Case 2 design. It should be noted that for conventional approximately linearphase half-band IIR filters, and hence for the model filters alone, the maximum phase error can be approximated by their stopband ripples, i.e., by . Thus, the maximum phase error of the proposed filters will be smaller than, or equal to, that of the conventional filters if they are designed as outlined in Section IV. Clearly, the overall filter can again be designed by separately optimizing the model and masking filters with the aid of existing approximation techniques. The difference from the nonlinear-phase case is that optimization algorithms, such as that in [2] , must be used for designing the IIR model filter.
B. Computational Complexity
When restricting one of the all-pass filters of the IIR model filter to be a pure delay, its order is dependent upon the transition bandwidth in a similar manner to that of FIR filters [31] . Therefore, as increases, the order of decreases significantly (as opposed to the nonlinear-phase case) whereas the order of the FIR masking filter still increases. The overall complexity will therefore reach a minimum for a certain value of that needs not to be which always is the case for the nonlinear-phase filters. This is similar to the case in which only FIR filters are used [17] , [32] , [33] . For approximately linear-phase filters, we can thus simultaneously achieve both a reduced computational complexity and an increased speed.
C. Design Example
Example 2: Consider a low-pass interpolation/decimation filter meeting the following specification: rad (85 ), rad (95 ), and rad (0.057 ). Again, we study the cases where (conventional half-band IIR), and . The filters and are again separately optimized using equiripple approximations. The difference from Example 1 is that we let one all-pass filter of be a pure delay in order to obtain approximately linear phase. We use the algorithm in [2] for designing this filter. The overall magnitude responses, phase errors, and group delay responses are shown in Figs. 8-10 , respectively, whereas the results of the different cases are compiled in Table II . We see that the overall computational complexity is about the same for all three cases, and that it reaches its minimum for . For this value of we thus obtain both an increased speed and a reduced complexity. One price to pay is an increased overall delay, mainly due to the masking filters. The group delay variation and phase error are however smaller for the new filters. We see in Fig. 9 that the phase errors for and achieve their maximum values at different values of for the two different cases. The maximum phase error, and the value of at which the maximum occurs, depend upon the design margins for and and also some other factors to be discussed below.
The stopband ripples of are 0.000 896, 0.000 650, and 0.000 520 for and respectively. Using the lower estimation in (32), the corresponding maximum phase errors in degrees are then 0.051, 0.037, and 0.030, respectively. For and this estimation is valid in the passband region near the passband edge, whereas for (conventional), it is valid in the whole passband. In Fig. 9 , we see that for and the phase errors approach these maximum values as approaches the passband edge. For the phase error achieves the maximum value at several angles (equiripple), which is typical when the filters are designed with the aid of the algorithm in [2] . In the passband region where both of and approximate one, the ripple of is 0.000 737 and 0.000 952 for and respectively. Using the upper estimation in (32), we then get that the corresponding maximum phase errors in degrees are 0.042 and 0.055, Mult, g av; 1g; 8e max; and fmax norm denote the required number of multiplications in total per input sample, average group delay in output samples, maximum group delay variation in output samples, maximum phase error (in magnitude) in degrees, and normalized maximal sample frequency, respectively.
respectively. The actual respective values turn out to be only 0.0026 and 0.032. The estimation for this passband region is thus in many cases pessimistic. It assumes that and simultaneously achieve their respective maximum values, which is not likely to occur in practice. The phase errors of the proposed filters will therefore in practice often be smaller than that of the conventional approximately linear-phase half-band IIR filter, if the filters are designed to meet the same magnitude response requirements.
VI. FURTHER OPTIMIZATION
The overall filters have in Sections IV and V been designed by separately optimizing a half-band IIR model filter and a linear-phase FIR masking filter, with the aid of existing approximation techniques. This offers a simple design procedure, but does not yield an optimal overall filter. It can therefore be beneficial to consider simultaneous optimization of the model and masking filters in order to improve the frequency response or minimize the computational complexity of the overall filter. One way of doing this is to use the filters obtained in Sections IV and V as initial filters in some standard nonlinear optimization routine. Due to the limited space, these issues cannot be discussed in detail in this paper. We will, however, demonstrate the potential improvements by means of two examples.
Example 3: We consider the specifications in Examples 1 and 2, and use the filters obtained for as initial filters. For the optimization, we use the routine minimax.m in MATLAB'S optimization toolbox [34] straightforwardly. The overall filter obtained for in Example 1 is further optimized to minimize the stopband ripple subject to the constraint that the passband ripple be within the specified margins of Example 1. The magnitude response of the optimized filter is shown in Fig. 11 . The stopband attenuation is 65.3 dB. For the initial filter, the attenuation is 60.2 dB (see Fig. 7 ). The passband ripple is also reduced in the optimization. The overall filter obtained for in Example 2 is further optimized to minimize the phase error (with the delay fixed to 62, see Table II and Fig. 10 ) subject to the constraint that the magnitude response meet the requirements of Example 2. The phase error of the optimized filter is shown in Fig. 11 . The maximum phase error becomes 0.019 . For the initial filter, it is 0.032 . One way to reduce the complexity of the overall filter may thus be to relax the requirements somewhat when designing the initial filters, and then use further optimization in order to meet the actual requirements.
VII. CONCLUSION
In this paper, we have introduced filter structures for interpolation and decimation by a factor of two. The structures are based on the frequency-response masking approach, and make use of periodic (with a period of ) half-band IIR filters composed of two all-pass filters in parallel and linear-phase FIR filters. This offers a large freedom to choose filter realizations with good properties. For example, stability under finite-arithmetic conditions can always be ensured by using WD all-pass and nonrecursive FIR filters. One advantage of the new filters over conventional half-band IIR filters is that their maximal sample frequency is times higher. For the nonlinear-phase filters, one price to pay is that the computational complexity is increased. However, compared with high-speed structures based on algorithm transformation techniques, the new ones can indeed be advantageous, especially if one also takes into consideration the numerical properties. One drawback of the new nonlinear-phase filters is however that the phase response may become worse than for conventional and algorithm transformed filters. For the approximately linear-phase filters the situation is different. In this case the complexity of the new filters can in fact even be lower than for the conventional approximately linear-phase half-band IIR filters. The phase linearity can also be improved if the filters are designed to meet the same magnitude response requirements. The price to pay is in this case an increased overall delay (28 and 44% in the examples).
The overall filters can be designed by separately optimizing a half-band IIR model filter and a linear-phase FIR masking filter, using existing approximation techniques. This offers a simple design procedure, but does not result in optimal filters. One way of improving the filters is simply to further optimize them with the aid of standard nonlinear optimization techniques, which was demonstrated by means of two examples. We have not, however, studied the optimization of the filters in detail. More work therefore needs to be done in this area. Future work is also devoted to roundoff noise and sensitivity analysis. It is reasonable to expect that the new filters will have similar sensitivity and roundoff noise properties as the conventional half-band IIR filters, since the bandwidth of the half-band IIR model filter is about the same as that of the conventional half-band IIR filter and the sensitivity and roundoff noise of FIR filters are generally relatively low.
