This paper addresses the observed performance gap between automatic speech recognition (ASR) systems based on Long Short Term Memory (LSTM) neural networks trained with the connectionist temporal classification (CTC) loss function and systems based on hybrid Deep Neural Networks (DNNs) trained with the cross entropy (CE) loss function on domains with limited data. We step through a number of experiments that show incremental improvements on a baseline EESEN toolkit based LSTM-CTC ASR system trained on the Librispeech 100hr (train-clean-100) corpus. Our results show that with effective combination of data augmentation and regularization, a LSTM-CTC based system can exceed the performance of a strong Kaldi based baseline trained on the same data.
Introduction
Long Short Term Memory (LSTM), and in general, recurrent neural network (RNN) based ASR systems [1] [2] [3] [4] [5] trained with connectionist temporal classification (CTC) [6] have recently been shown to work extremely well when there is an abundance of training data, matching and exceeding the performance of hybrid DNN systems [2, 5] . However, these systems lag comparable hybrid DNN systems when trained on smaller training sets (e.g., discussion in [7] ). LSTM-CTC systems are much simpler to train; they can be trained as an end-to-end speech recognition system as opposed to the iterative multi-process approach to hybrid DNN ASR system training. In this paper, we describe methods that eliminate the performance gap between these two approaches and thus provide a path to wider usage of the simpler LSTM-CTC approach in domains with lower amounts of available training data.
The work we present, in the following sections, encompasses model initialization, data augmentation, feature stacking and striding, and regularization via dropout. In particular, we show that a combination of these approaches significantly improves performance. We will first describe the key elements of our baseline EESEN toolkit [8] system, then describe our efforts in the listed areas. Our results show that an LSTM-CTC based speech recognition can exceed the performance of a strong Kaldi toolkit [9] baseline trained on the same data. The vector formulas that describe the LSTM cell are
where x t is the input vector at time t, W are rectangular input weight matrices connecting inputs to the LSTM cell, R are square recurrent weight matrices connecting the previous memory cell state to the LSTM cell, P are diagonal peephole weight matrices and b are bias vectors. Functions σ and φ are the logistic sigmoid ( 1 1+e −x ) and hyperbolic tangent nonlinearities respectively. Operator ⊙ represents the point-wise multiplication of two vectors.
These cells are then arranged into a bidirectional layer where data is processed independently in the forward and backward directions [11] . The outputs from both forward and backward directions are concatenated to form the input to the next recurrent layer as illustrated in Figure 2 .
The final model is then composed of multiple stacked bidirectional LSTM layers, resulting in a deep bidirectional LSTM neural network followed by a softmax layer with K + 1 outputs nodes, where K is the count of output labels with an additional node to represent a blank label φ; the blank label allows the network to output a "none" label when evidence is insufficient to output a specific label. The bidirectional LSTM network is trained with the CTC loss function, which minimizes the negative log summed probability of the correct label sequence given the input, via a forwardbackward algorithm that sums across all possible alignments. Details can be found in [6] . Unless otherwise indicated, the LSTM model in our experiments consists of 4 bidirectional stacked layers of 640 LSTM cells (320 in each direction).
Our system training procedure mirrors the EESEN WSJ recipe; inputs are 40 dimensional mel warped filterbank features with ∆ and ∆∆ features, normalized with per speaker means subtraction and variance normalization, and outputs are the grapheme or phoneme sequence. EESEN uses a weighted finite state grammar (WFST) to incorporate the language model and generate the final word sequence from the network outputs. Details can be found in [8] .
During training, we use the "newbob" learning rate (LR) schedule, where the LR is first set to a fixed value (0.00004) and halved every epoch once the improvement in token accuracy on a withheld cross-validation (CV) set falls below 0.5%. Training is stopped once the improvement in CV token accuracy falls below 0.1%. In later experiments, discussed in this paper, we modified this approach to allow training to continue until the token accuracy had either plateaued over several epochs or was clearly not going to exceed that of other methods, before triggering LR halving.
We choose the Librispeech 100hr (train-clean-100) corpus as our training set. This corpus is publicly available and allows others to easily reproduce our results using our modified EESEN code available at https://github.com/jb1999/eesen. Table 1 presents the results of this system on the Librispeech dev-clean test set when trained on grapheme and phoneme output units. Two variants of the phoneme system were trained, one that used the phoneme set provided with the Librispeech corpus that includes phoneme stress markers, and another where the stress markers were removed creating a reduced phoneme set. For the phoneme based systems, we use the Librispeech provided dictionary, but remove any alternate pronunciations so that each word has only one pronunciation.
In all experiments, the Librispeech supplied 3-gram ARPA LM, pruned with threshold 1e-7, tgmed in the recipe, is used as the language model during decoding. Given that the reduced phoneme model showed the best performance across the trained EESEN systems, we adopted this variant as our canonical model, all subsequent experiments in this paper incrementally add capabilities to this system. Table 1 Table 1 has about half the trainable parameters, 4.5M parameters, as opposed to the corresponding EESEN systems with 9.1M parameters. We did increase the size of the Kaldi baseline model by proportionally adjusting the p-norm layer input and output dimensions to approximately match the EESEN system trainable parameters. However, the larger Kaldi system's performance was worse, with a 9.02% WER, albeit with no specific tuning/optimization on our part. Note also that the Kaldi baseline incorporates context dependency modeling whereas the EESEN models output context independent phonemes/graphemes.
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LSTM Initialization
Typically, LSTM parameters are initialized to small random values in an interval, e.g., in our experiments we initialize weights and biases to random values in the interval [−0.1, 0.1]. However, for the forget gate, this is a suboptimal choice, where small weights effectively close the gate, preventing cell memory and its gradients from flowing in time. One approach to address this issue is to initialize the forget gate bias, b f , to a large value, say 1, that will force the gate to be initialized in an open position and allow memory cell gradients in time to flow more readily. This practical detail has been noted in earlier work [12] [13] [14] . In our work, however, we found that simply increasing the forget gate bias did not provide the anticipated gains, and during training, accuracy in early epochs plateaued very quickly and triggered our stopping criterion, with worse results than if we had left the forget gate bias set to a random small initial value. However, if we disable the stopping criterion and force a minimum number of epochs, in this case 6 epochs, we did observe consistent gains with b f = 1.
The results from our experiments with forget gate bias initialization are summarized in Table 2 .
As a practical matter, there is no reliable way to predetermine the minimum epochs for any particular system. In later experiments, we opted to simply disable the stopping criterion, monitor accuracy on our withheld cross validation set, and manually trigger "newbob" learning rate (LR) schedule, when the token accuracy had plateaued over several epochs.
Data Augmentation
Data augmentation is used in state of the art ASR systems to increase the available training data, improve generalization capability, as well as improve system robustness to the deployment environment. Typically, data is augmented by either adding noise from other sources [3, 4] or by explicit transformation of the data either in the time domain as speed perturbation [15] or frequency domain warping using vocal tract length perturbation (VTLP) [16, 17] . In the first case, we need a suitable noise source and method to add the appropriate noise to the training data. For speed perturbation, we need an external process that modifies the data prior to feature extraction. In VTLP, either the utterance is warped with a random factor [16] , or the existing warp factor for the speaker is jittered [17] . Another variation, Stochastic Feature Mapping [17] , seeks to augment data by converting one speaker's speech to another speaker.
An alternate perspective is to view data augmentation as an exploration method to push the model to explore and find a more beneficial space on the manifold, which in turn, provides a path to a deeper minimum. This is conceptually similar to simulated annealing [18] , in that we consider data augmentation as analogous to changing temperatures to allow for more robust exploration for a global minimum. Since we are looking to encourage model exploration vs generalization, our implementation of data augmentation diverges from a more typical implementation in two ways:
• Data augmentation is applied to introduce data variety without attempting to faithfully retain audio characteristics. In our case, we choose to uniformly warp all the data in the frequency domain using VTLN warp factors 0.8 and 1.2 across all the training data, in addition to retaining the original unwarped features. This clearly is wrong in many cases, where these warp factors result in either excessive compression or expansion of the frequency spectrum. To provide an additional level of variance, we also modified the frame prior result with b f = 1 10.76 9-fold max perturbation 9.78 20-fold max perturbation 9.95 3-fold speed perturbation 10.22 rate to speed up or slow down the features. We use frame rates of 8ms and 11ms in addition to the original 10ms frame rate.
• We train the model with different set of augmented data every epoch and cycle through the different augmented data sets, as opposed to selecting from a different augmented data set for every mini-batch or utterance.
We refer to this collective approach to data augmentation as max perturbation to distinguish from approaches that attempt to more faithfully retain the audio characteristics and seek to introduce small perturbations during training. Further, this approach has the advantage of leveraging existing feature extraction tools and training process, albeit with different parameter settings, without requiring additional tools or processes. Table 3 summarizes the gains from using max perturbation in comparison with the speed perturbation approach, which in earlier work has been shown to provide better performance than frequency based transformation [15] . With 9-fold max perturbation, we observed a 9.1% relative reduction in WER, whereas 3-fold speed perturbation as described in [15] but with per epoch augmented training described above, resulted in a 5.0% relative reduction in WER. For comparison, we note that Ko et. al. in [15] show speech perturbation results across a variety of data sets with relative reduction in WER ranging from 6.7% to 0.32% . Our speed perturbation result of 5.0% relative improvement is consistent with, and in the high end of, these prior results. In other experiments (not shown here), we observed that 75% of the max perturbation gain can be attributed to VTLN warping data augmentation and 25% of the gain to frame rate data augmentation, and that both these gains were orthogonal and largely additive.
In order to explore how max perturbation behaves with more data variants, we also experimented with 20-fold max perturbation with frame rates 8, 10,11 and 12ms, and VTLN warp factors 0.7, 0.8, 1.0, 1.2 and 1.3. We found that 20-fold max perturbation showed an improvement over no data augmentation and 3-fold speed perturbation, but was slightly worse than 9-fold max perturbation with a 7.5% relative reduction in WER over no data augmentation. This result is quite interesting considering that we are well outside of traditional norms in terms of how much we can distort speech data and still retain modeling value.
Given the relative outperformance of max perturbation data augmentation vis-a-vis speed perturbation we used 9-fold max perturbation in all of our subsequent experiments.
Stacking and striding frames
Frame stacking is where consecutive feature frames are concatenated to create a composite feature -this increases the size of the input feature. Frame striding is where feature frames at particular times are skipped and not presented to the network -this is equivalent to downsampling the feature frame sequence. Both approaches have been used independently and concurrently in prior DNN and LSTM-CTC systems [2, 4, 9] to better capture discriminative features as well as to reduce computation and system training time.
We conducted several experiments with stacking and striding, and observed a consistent drop in performance. Illustrative results are shown in Table 4 , with ±1 feature frames, for a composite stacked feature of 3 frames, and a stride of 3, for an effective 30ms frame rate vs. the original 10ms frame rate. We find that 9-fold max perturbation data augmentation provides a slight, but relatively stronger, performance improvement (10.1% vs. 9.1% relative) when compared to the model based on the base features. While these results are not compelling by themselves, as we show in the next section, stacking and striding is a key element in driving performance improvements with dropout in LSTM-CTC systems.
Dropout
In many of our initial experiments, we observed consistent overfitting, as also noted by others [19] .
In order to minimize overfitting we explored various approaches to dropout on feedforward and recurrent connections. While the general approach to apply dropout is well established for feedforward networks [20] , application to recurrent neural networks, however, has seen a number of variants [21] [22] [23] [24] .
Initial implementations of dropout for recurrent neural networks focused on application of dropout on the feedforward connections only [21, 25] . In subsequent work, Moon et. al. [22] introduced RNNDrop, in which dropout is applied to LSTM cell memory at a sequence level, i.e., the dropout mask is kept fixed across each training sequence, or in the case of speech, each utterance. Gal et. al. [24] Variational RNN approach is similar, but dropout is applied to the LSTM cell output recurrent connection as well as the forward non-recurrent connections, also at a sequence level. An interesting variant is recurrent dropout without memory loss [23] , where dropout is applied to the LSTM cell memory update, which prevents the LSTM cell memory from being reset as is the case with RNNDrop. More recently, Cheng et. al. [26] explore dropout in projected LSTM based ASR systems. Given the slightly different architecture of the projected LSTM cell, they investigate different dropout location approaches and further incorporate a schedule driven dropout rate, where the dropout factor changes over time and show relative WER reductions on the order of 3% to 7% on a variety of data sets.
In our experiments, detailed below, we systematically explore the application of dropout to the feedforward and recurrent connections, separately, as well as together. We show that careful application of dropout, when coupled with max perturbation and stacked and strided features, is a significant driver of system performance.
We should note that in our implementation of dropout, we scale the mask during training with no change to the test paradigm. To maintain a common operating point for our experiments, we fix the dropout rate to 0.2 for forward and recurrent connections as applicable. It is likely that a more comprehensive exploration of dropout rates will provide additional performance improvements.
Dropout on feedforward connections
Dropout on feedforward connections in LSTM networks is closely aligned with the original formulation of dropout where the composite LSTM cell is the unit to be dropped. In earlier work, Pham et. al. [25] and Zaremba et. al. [21] , make the argument for applying dropout only on the feedforward connections and not the recurrent connections so as to minimize impact on the sequence modeling capability of a recurrent network. In the implementation described in [21] , dropout is applied every time step to the feedforward connections. However, given the within layer recurrence, application of dropout at every time step would be a noisy implementation of the classical dropout approach, i.e., each sampling of the networks would receive input from another sampling of the network via the recurrent connections. We argue that a more faithful implementation for recurrent networks would be to retain the dropout mask across a complete sequence/utterance for the forward non-recurrent connections to eliminate this cross-sampling noise. In this instance, each sequence is trained on a particular sampling of the network, rather than a multitude of sampled networks driving a noisy The dropout mask can be sampled either every time step or every sequence. In the latter, the dropout mask is fixed for all time steps in any specific sequence. recurrence. We note that this is identical to the Gal et. al. [24] dropout implementation for forward connections. Figure 3 illustrates the forward dropout implementation in our experiments.
In order to validate our thinking, we experimented with both time step and sequence forward dropout variants. Table 5 details our results. We expected a performance improvement with dropout mask sampled every time step and a larger improvement when the dropout mask is sampled every sequence. However, while we see an improvement with dropout mask sampling every time step, when the dropout mask is sampled every sequence, performance is worse than without dropout. Inspection of the training logs showed that this model started to overfit early, driving the lower performance.
Given the slightly better relative WER improvement with 9-fold max perturbation using stacked and strided features, we proceeded to investigate if dropout would also show a similar magnified effect when coupled with stacked and strided features. We applied the same forward dropout variants as in Table 5 with stacked and strided features; Table 6 details these results. Once again, we see a larger improvement when using stacked and strided features; models trained with stacked and strided features are much more responsive to dropout, showing a significant improvement in performance over models trained with the base features. Per time step dropout mask sampling with 9-max perturba- To be conservative, compared to the base feature system with 9-fold max perturbation with 9.78% WER, we still see a relative WER improvement of 6.2% and 11.8% respectively for the time step and sequence variants.
During training we found that networks trained on stacked and strided features were able to train for many more epochs without overfitting when coupled with dropout, resulting in performance that is significantly better than using the base features with/without dropout or the stacked and strided features without dropout. Given the strong outperformance of stacked and strided features with dropout we shifted to using stacked and strided features for all of our subsequent dropout experiments.
Dropout on Recurrent connections
In our exploration of dropout for recurrent connections, we looked at two versions of recurrent connection dropout, RNNDrop [22] and recurrent dropout without memory loss [23] . As described earlier, RNNDrop applies dropout to the memory cell content, in particular, Equation 3 which describes the memory cell, changes as below
where m t represents the dropout mask at time t.
In the case of recurrent dropout without memory loss, dropout is only applied to the incremental memory cell update, Equation 3 changes as below
where again m t represents the dropout mask at time t.
We expect recurrent dropout without memory loss to show better performance vis-à-vis RNNDrop since the cell memory is not being reset continually as is the case with RNNDrop. Figure 4 illustrates the location of these two recurrent dropout approaches. Location 1 corresponds the application of RNNDrop, Location 2 corresponds to the application of recurrent dropout without memory loss.
As we did with forward dropout, we decided to explore both per time step and per sequence implementation variants on both RNNDrop and recurrent dropout without memory loss. However, during our experimentation, we discovered that the direct implementation of RNNDrop as described in [22] with per sequence dropout mask did not train and suffered from an exploding memory cell value problem, an issue predicted in [23] , and was subsequently excluded from our experiments. Table 7 details our results, where we have abbreviated recurrent dropout without memory loss as no memory loss (NML) dropout. From the table it is clear that application of dropout for recurrent connections is indeed beneficial. In line with our expectations, NML dropout worked better than RNNDrop with the per sequence dropout mask variant slightly edging out the per time step dropout mask variant, inline with trends reported in [23] albeit on different tasks. For the NML dropout variants we see relative WER reductions over 20% compared to the corresponding baseline, or ∼13% relative WER reduction compared to the prior best system without dropout WER of 9.78%.
We note that in the case of RNNDrop implemented with a per time step mask, with a dropout rate of 0.2, we effectively reset ∼99% 1 of all LSTM cells within 20 time steps, i.e., each LSTM cell retains at most 600ms of memory with our 30ms frame rate. An interesting corollary of this observation is that we can consider refactoring a bidirectional LSTM with RNNDrop system as an unidirectional LSTM system with suitably delayed output, with similar or near similar performance and lower latency.
Combining feedforward and recurrent dropout
In the previous sections we have shown that both forward and recurrent dropout mechanisms improve system performance to a similar degree. The next logical extension is to combine both forward and recurrent dropout in a single model and explore if these performance gains are complementary.
Naïve dropout combination
The simplest approach to combine dropout is to apply both forward and recurrent dropout concurrently during network training; we refer to this combined dropout approach as naïve dropout combination. Indeed this is the approach that has been traditionally taken while combining dropout [24, 23] .
To be exhaustive we ran experiments with all combinations of the three recurrent dropout variants and the two forward dropout variants, albeit with the same fixed dropout rate of 0.2. Table 8 summarizes these models and their corresponding WERs. The RNNDrop combination variants, while showing better WER performance than the RNNDrop alone system, are worse, or at best similar, in performance to the forward dropout alone models. On the other hand, the NML combination variants all show performance improvements over the NML or forward dropout alone models. We note that with these results, the LSTM-CTC system is at parity with the Kaldi Librispeech 100hr hybrid DNN system in Table 1 . During our experimentation, it was clear that different dropout approaches had very different training profiles in how token accuracy improved on training and cross-validation and the corresponding difference in metrics. One conjecture is that the different dropout approaches explore a different part of the parameter space. If this is the case, we can direct this exploration more intelligently than a naïve dropout combination.
One combination approach is to apply forward or recurrent dropout singly rather than concurrently. The exact approach we implemented is that for each minibatch, we pick from an equiprobable Bernoulli distribution to decide between forward or recurrent dropout, and then apply the appropriate dropout for that minibatch. Note that there is nothing special in our choice of distribution or decision choice, an equally valid implementation could bias towards a particular dropout or introduce an additional decision choice to pick between forward and/or recurrent dropout types. We refer to this general approach of distribution based choice to determine dropout combination as stochastic dropout combination.
Another combination approach is to train the model with one type, combination or parameterization of dropout, and then switch to a different type of dropout, combination or parameterization, at an opportune time. Given that we cascade different dropout combinations during training we refer to this general approach as cascade dropout combination. The dropout schedule approach described in Cheng et. al. [26] is a specific example of cascade dropout combination. We should note that cascade and stochastic dropout combination are orthogonal approaches and can be applied at the same time.
Given our limited compute resources, we were unable to systematically explore the many permutations of dropout combination in a reasonable time frame. Table 9 summarizes our experiments with stochastic dropout combination and compares the results with naïve dropout combination. We find that while not all stochastic dropout combination results show better performance over naïve dropout combination, in the case of sequence based NML/Forward dropout combination we see an additional 6.6% relative reduction in WER over naïve dropout combination. 
Conclusions and future directions
In this paper, we have described our efforts to eliminate the observed performance gap between hybrid DNN CE and LSTM-CTC ASR systems on smaller domains. We show that by combining max perturbation and stacked/strided features with feedforward and dropout we can build an LSTM- CTC system that exceeds the performance of strong hybrid DNN CE system on a domain with 100 hours of training data. In this process, at least for the Librispeech 100hr corpus, we have
• introduced max perturbation, a modified data augmentation paradigm which outperforms prior approaches. • shown that the combination of max perturbation, stacked/strided features, forward and recurrent dropout significantly improve LSTM-CTC ASR system performance.
Furthermore, none of the approaches in this paper explicitly make assumptions on or accommodations for corpus size, and should work in a similar manner when trained with larger datasets.
One criticism of this work is that both data augmentation and dropout would also improve the corresponding Kaldi baseline; this is most certainly the case, but even if we take the best reported results with data augmentation [15] and dropout [26] and assume that they are additive, the LSTM-CTC system would be within 10% relative WER of this Kaldi baseline 2 , a significant leap over our initial starting point where the LSTM-CTC system was around 30-35% worse in WER.
Another criticism of this work is that we have omitted well known approaches to improve system performance such as discriminative training (e.g. [27] ) and recent advances in combining different types of layers such as time delay neural network (TDNN) and convolutional layers (e.g. [28] ) from our Kaldi baseline and thus comparing to an inferior baseline. However, evidence indicates that these approaches benefit LSTM-CTC based systems as well (e.g., [2, 4, 29] ); in [27] sequence discriminative training on a hybrid DNN ASR system resulted in an 8% relative reduction in WER whereas in [4] sequence discriminative training on a LSTM-CTC ASR system resulted in an 10% relative reduction in WER albeit on a different task; in [28] , TDNN layers are shown to result in 6.9% relative WER reduction on the Librispeech corpus, whereas in [29] a CLDNN (for convolution + LSTM + DNN) CE ASR system showed between 4-6% relative WER reduction, though in later work [30] , when trained with CTC, performance was slightly worse. On the other hand, Amodei et. al. [2] use convolutional layers coupled with gated recurrent unit (GRU) layers but do not indicate the relative WER change from using only recurrent layers to the combination of convolutional and recurrent layers.
Another issue is that we have not validated these approaches and results on other datasets to confirm that they are broadly applicable principles rather than a Librispeech corpus specific idiosyncrasy. Unfortunately, given our limited resources, we were restricted to publicly available corpora.
All said, considering the EESEN system trained on the original phoneme set as the starting point, with a 11.81% WER, we report improvements that reduce error rates to 7.37% WER, eliminating and improving on the performance gap with our target strong Kaldi based Hybrid DNN baseline with 7.91% WER. While we have introduced several new approaches to improve LSTM-CTC system performance, given our limited compute pool, we have been unable to fully explore the parameter space of these improvements, i.e., we have not swept the parameters for optimal dropout rate, model size, learning rate or explored the many permutations of dropout combination. It is likely that a more comprehensive exploration will uncover additional performance improvements.
