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Summary
Motivation
During the last glacial period (LGP), the North Atlantic region experienced a
series of abrupt climate changes known as Dansgaard-Oeschger (D/O) events
which comprised rapid temperature excursions from cold to relatively mild cli-
matic conditions and widespread impacts recurring on millennial time scales. The
prevailing paradigm to explain these glacial abrupt climate changes involves re-
organisations of the Atlantic meridional overturning circulation (AMOC). Cold
climatic conditions in the North Atlantic are thought to be associated to a weak
AMOC regime in which the heat transport towards the North Atlantic is strongly
diminished, while relatively warm climatic conditions are thought to result from
a reinvigoration of this northward heat transport. Freshwater fluxes have been
commonly invoked to be responsible for perturbing the AMOC stability, thus
promoting these abrupt climate changes. However, there is still a high degree
of uncertainty regarding the origin and magnitude of these freshwater fluxes, a
factor that challenges the implication of this forcing in glacial abrupt climate
changes. Thus, the exact mechanisms that led to glacial abrupt climate changes
are unknown. In addition, their impacts on the surrounding ice sheets have not
been investigated in depth. The occurrence of abrupt climate events appears to
be related to glacial climatic conditions, with global ice volumes varying at in-
termediate levels. This implies the discharge of meltwater from the ice sheets
surrounding the Nordic Seas on millennial time scales. Investigating their contri-
bution is important to constrain freshwater inputs into the North Atlantic ocean
in order to improve our understanding of the driving mechanisms of glacial abrupt
climate changes.
Aim of this study and main results
The goal of this thesis is double: on one hand, to investigate the origin of glacial
abrupt climate changes; on the other, to assess their impact on the Northern
Hemisphere (NH) ice sheets. The first part of this thesis focuses on the first
question. A new mechanism consistent with proxy records is proposed in order
to explain glacial D/O variability and its global climatic imprint. Paleorecords
indicate that CO2 variations during glacial abrupt climate changes were preceded
by significant increases of Southern Ocean (SO) upwelling caused by an intensifi-
cation and/or shift of surface winds over that region. Climate model simulations
in combination with proxy records reveal that periods of halted or reduced North
Atlantic Deep Water (NADW) formation result in warming of the SO through
the so called bipolar seesaw effect, leading to a southward shift of the Intertrop-
ical convergence zone (ITCZ) together with a reorganisation of SO winds, and
thereby enhanced upwelling and atmospheric CO2 concentration. Here, we inves-
tigate, from a modelling perspective, the role of these changes in order to assess
whether CO2 variations and SO winds could be part of an internal oscillation
which could eventually trigger glacial abrupt climate changes through AMOC
reorganisations. Our results indicate that gradual variations of atmospheric CO2
levels and/or wind-stress in the SO are able to trigger millennial-scale climatic
fluctuations in response to changes in the AMOC strength. The simulated tem-
perature evolution over Greenland and Antarctica satisfactorily reproduce the
phasing and timing of D/O and Antarctic millennial-scale climatic events.
The second part of the thesis focuses on the second question above, i.e., the
importance of NH ice sheets in modulating the phasing and timing of millennial-
scale climate variability. An efficient way to simulate the paleo-evolution of ice
sheets is to force an ice-sheet model oﬄine using an approach in which the tem-
perature and precipitation anomalies relative to the present are calculated by
combining a simulated glacial-interglacial climatic anomaly field, interpolated
through an index derived from the ice-core record, with present-day climatolo-
gies. However, an important drawback of this approach is that it clearly mis-
represents climate variability at millennial timescales because the spatial glacial-
interglacial anomaly field is associated with orbital climatic variations, while it
is scaled following the characteristic time evolution of the index, which includes
both orbital and millennial-scale climate variability. Here, a new oﬄine forcing
method is developed to investigate the paleo-evolution of the NH ice sheets on
millennial time scales. This approach provides a more realistic representation of
orbital and millennial-scale climate variability and improves the transient forcing
of ice sheets during the last glacial period. This method is specifically applied to
investigate the impact of oceanic variations in the evolution of the Eurasian ice
sheet (EIS) throughout the last glacial period. Together with the Greenland Ice
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Sheet (GrIS), this was the ice sheet that most likely suffered the largest impacts
associated with abrupt glacial climate changes. Our results show that the re-
sponse of the EIS comprises enhanced iceberg discharges occurring in phase with
Greenland interstadials. Separating the atmospheric and oceanic effects confirms
the major role of the ocean in controlling the dynamics of the EIS on millen-
nial time scales. Together with previous work, our results provide a consistent
explanation for the timing of the responses of all NH ice sheets to glacial abrupt
climate changes.
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Resumen
Motivacio´n
Durante el u´ltimo periodo glacial, la regio´n del Atla´ntico Norte experimento´ una
serie de cambios clima´ticos abruptos conocidos como eventos Dansgaard-Oeschger
(D/O), ra´pidos incrementos de temperatura con impactos clima´ticos generaliza-
dos que se repitieron en escalas de tiempo milenarias. El paradigma actual con-
templa que estos cambios clima´ticos abruptos se produjeron por la reorganizacio´n
de la circulacio´n meridiana del oce´ano Atla´ntico (AMOC, del ingle´s Atlantic
meridional overturning circulation). Se cree que las condiciones clima´ticas fr´ıas
en el Atla´ntico Norte estuvieron asociadas a un modo de circulacio´n ocea´nica
de´bil incapaz de transportar grandes cantidades de calor hacia el norte, mien-
tras que las condiciones clima´ticas relativamente ca´lidas pudieron estar asociadas
a la revitalizacio´n de este transporte meridiano de calor. Con frecuencia se ha
considerado que los flujos de agua dulce procedentes del deshielo de los mantos
polares pudieron haber sido los responsables de perturbar la estabilidad de la
AMOC, provocando as´ı las transiciones clima´ticas abruptas caracter´ısticas del
u´ltimo per´ıodo glacial. Sin embargo, todav´ıa existe un alto grado de incertidum-
bre sobre el origen y la magnitud de dichos flujos, con lo que la implicacio´n de
este forzamiento en los cambios clima´ticos abruptos del u´ltimo per´ıodo glacial no
esta´ totalmente clara. Por lo tanto, au´n se desconocen con exactitud los procesos
que desencadenaron dichos cambios clima´ticos abruptos. Adema´s, los impactos
que provocaron sobre los mantos de hielo circundantes no se han investigado en
profundidad. La ocurrencia de eventos clima´ticos abruptos parece estar ligada a
las e´pocas en las que los mantos de hielo polares presentaron unas dimensiones
intermedias. En te´rminos de volumen de hielo, la variabilidad milenaria de los
mantos polares conlleva la descarga de agua dulce hacia los mares no´rdicos en
estas escalas de tiempo. Profundizar en estos aspectos es importante para cuan-
tificar los aportes de agua dulce al Oce´ano Atla´ntico Norte con el fin de mejorar
nuestra comprensio´n de los mecanismos impulsores de los cambios clima´ticos
abruptos del u´ltimo periodo glacial.
Objetivos y resultados principales
El objetivo de esta tesis es doble: por un lado, investigar el origen de los cambios
clima´ticos abruptos del u´ltimo periodo glacial; por otro, evaluar su impacto en los
mantos de hielo del hemisferio norte. La primera parte de la tesis se centra en la
primera pregunta. Aqu´ı, se propone un nuevo mecanismo coherente con los reg-
istros paleoclima´ticos a fin de explicar la variabilidad asociada a los eventos D/O
y su huella clima´tica global. Los registros indican que las variaciones de CO2 acon-
tecidas durante los cambios clima´ticos abruptos del u´ltimo periodo glacial fueron
precedidas por episodios de afloramiento intenso en el Oce´ano Austral causados,
a su vez, por la intensificacio´n y/o el desplazamiento de los vientos superficiales
sobre esa regio´n. Las simulaciones llevadas a cabo con modelos nume´ricos en com-
binacio´n con los registros paleoclima´ticos revelan que los periodos de reducida
formacio´n de agua profunda del Atla´ntico Norte provocan el calentamiento del
Oce´ano Austral a trave´s del llamado efecto del balanc´ın bipolar, lo que conducir´ıa
a un desplazamiento hacia el sur de la zona de convergencia intertropical junto
con una reorganizacio´n de los vientos del Oce´ano Austral y, por lo tanto, a un
aumento del afloramiento y de la concentracio´n de CO2 en la atmo´sfera. En este
estudio se ha investigado, a trave´s de la modelizacio´n nume´rica, el papel de estos
cambios para evaluar si las variaciones de CO2 y los vientos del Oce´ano Austral
podr´ıan formar parte de una oscilacio´n interna que eventualmente desencadenar´ıa
la aparicio´n de los cambios clima´ticos abruptos mediante reorganizaciones de la
AMOC. Nuestros resultados indican que las variaciones graduales de los niveles de
CO2 atmosfe´rico y/o la cizalladura del viento en el Oce´ano Austral son capaces
de desencadenar fluctuaciones clima´ticas a escala milenaria en respuesta a los
cambios en la intensidad de la AMOC. La evolucio´n de la temperatura simulada
sobre Groenlandia y la Anta´rtida reproduce satisfactoriamente la sen˜al clima´tica
de los eventos observados en los registros paleoclima´ticos en estas regiones.
La segunda parte de la tesis se centra en la importancia de los mantos de hielo
del hemisferio norte para modular la variabilidad clima´tica del u´ltimo periodo
glacial a escala milenaria. Una forma eficaz de simular la evolucio´n pasada de los
mantos de hielo es forzar un modelo de mantos de hielo por medio de anomal´ıas
de los campos de temperatura y precipitacio´n relativas al presente que se calculan
combinando un campo simulado de anomal´ıas clima´ticas glaciales-interglaciales,
interpoladas a trave´s de un ı´ndice derivado de los registros de testigos de hielo, con
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las climatolog´ıas actuales. Sin embargo, un inconveniente importante de este en-
foque es que, claramente, no representa adecuadamente la variabilidad clima´tica
a escalas de tiempo milenarias porque el campo de anomal´ıas espaciales glaciales-
interglaciales esta´ asociado con variaciones clima´ticas orbitales, pero se incorpora
siguiendo la evolucio´n temporal caracter´ıstica del ı´ndice, que incluye tanto la vari-
abilidad clima´tica orbital como la de escala milenaria. Para solucionar esto se ha
desarrollado un nuevo me´todo de forzamiento para investigar la evolucio´n pasada
de los mantos de hielo del hemisferio norte en escalas de tiempo milenarias. Este
enfoque proporciona una representacio´n ma´s realista de la variabilidad clima´tica
a escala orbital y milenaria y mejora el forzamiento transitorio de los mantos
de hielo durante el u´ltimo periodo glacial. Este me´todo se aplica espec´ıficamente
para investigar el impacto de las variaciones ocea´nicas en la evolucio´n del manto
de hielo euroasia´tico (EIS, del ingle´s, Eurasian ice sheet) a lo largo del u´ltimo pe-
riodo glacial. Junto con Groenlandia, e´ste es el manto de hielo que probablemente
sufrio´ los mayores impactos asociados a los cambios clima´ticos abruptos glaciales.
Nuestros resultados muestran que la respuesta del EIS incluye la mejora de las
descargas de iceberg que se producen en fase con los interestadiales de Groenlan-
dia. La separacio´n de los efectos atmosfe´ricos y ocea´nicos confirma el importante
papel que desempen˜a el oce´ano en el control de la dina´mica del EIS a escala
milenaria. Junto con trabajos previos, nuestros resultados proporcionan una ex-
plicacio´n consistente para el tiempo de las respuestas de todos los mantos de hielo
del hemisferio norte a los cambios clima´ticos abruptos glaciales.
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Los resultados principales de esta tesis han sido publicados en los siguientes
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1Introduction
This chapter introduces the background, motivation and scientific questions that
are at the core of this thesis. The first part of the chapter reviews the history of
glacial abrupt climate changes from their discovery in Greenland ice-core records
to their implication in modulating the climate of the last glacial period. The
imprints of glacial abrupt climate changes on the global climate, the paradigm
to explain glacial abrupt climate changes, and the efforts in numerical modelling
to improve our understanding on their underlying mechanisms are summarised.
The second part of the chapter is structured following the four main scientific
questions that motivate this thesis. Finally, a general overview of the publications
included in this thesis is presented.
1.1 Background
1.1.1 Abrupt climate changes during the last glacial period: evidence
from proxies
The climate of the last glacial period (LGP), ca. 110-10 kyr Before Present (BP),
was characterised by the existence of remarkable abrupt changes that deeply
contrast with the more stable climate observed during the Holocene (ca. 10-0 kyr
BP). The analysis of oxygen isotopes from Greenland ice-core records has played
a key role to reconstruct the signal of past climates. In particular, the Greenland
Ice Core Project (GRIP) and the Greenland Ice Sheet Project 2 (GISP2) have
revealed the existence of about 25 rapid fluctuations in the δ18O record during
the past 120 kyr (Dansgaard et al., 1984; Grootes et al., 1993), referred to as
Dansgaard-Oeschger (D/O) events (Figure 1.1). These are interpreted as abrupt
temperature transitions which result in alternating phases of cold (stadial) and
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relatively warm (interstadial) climatic conditions over Greenland during the LGP
(Dansgaard et al., 1993). Subsequent high-resolution studies have indicated that
the time evolution of a single D/O event is characterised by a rapid warming of up
to 16◦C (Lang et al., 1999; Huber et al., 2006; Kindler et al., 2014) from stadial
to interstadial conditions which takes place within decades (Steffensen et al.,
2008). Stadials and interstadials both vary in duration from centuries to a few
millennia, with surface air temperatures gradually decreasing before an abrupt
return to stadial conditions terminates the interstadial phase. The recurrence
time of D/O events is, with decreasing probabilities, of about 1500, 3000 and 4500
years (Bond et al., 1997; Alley et al., 2001; Schulz, 2002). Similar research projects
have confirmed that the asymmetric signal of D/O events can also be identified
in other Greenland ice-core records (e.g. Johnsen et al., 2001; NGRIP members,
2004). In addition to D/O events, a second kind of glacial abrupt climate event
is identified in marine sediment cores in the North Atlantic (Hemming, 2004).
Six of the temperature minima in Greenland were coeval with unusual amounts
of ice rafted debris (IRD) originating primarily from the areas around Hudson
Bay (Bond et al., 1992), and interpreted as massive iceberg discharges (Bond and
Lotti, 1995), or Heinrich events (HEs).
The climatic imprint of both types of glacial abrupt climate changes is
widespreadly recorded throughout the whole globe during the LGP (Voelker and
Workshop Participants, 2002). In the North Atlantic, a wealth of proxy records,
including abundances in planktonic foraminifera, δ18O or alkenones, indicates
rapid sea surface temperatures (SSTs) fluctuations as well as variations in sea-ice
cover extent (Hoff et al., 2016) that closely resemble those registered in Green-
land ice-core records (Bond et al., 1993; Dickson et al., 2008; Rasmussen et al.,
2016).
Their impact can also be identified further south, at mid-latitudes. Marine
records from the subtropical North Atlantic (Sachs and Lehman, 1999), from the
Iberian margin (Shackleton et al., 2000; Salgueiro et al., 2010), and from the
western sector of the Mediterranean sea (Cacho et al., 1999; Martrat et al., 2004,
2007) among others, feature SSTs fluctuations following the stadial-interstadial
pattern but at lower intensities and rates of change than in the D/O events during
MIS 3. Similar results are found in the North Eastern Pacific (Hendy and Kennett,
2000). Terrestrial records evidence rapid climate changes coinciding with the
characteristic pattern of D/O events in western Europe (Genty et al., 2003).
Furthermore, the evolution of δ18O values of Asian cave stalagmites, interpreted
as a proxy for precipitation, reflects a strong similarity with the Greenland δ18O
ice core record during the last glacial period (Wang et al., 2001). This suggests
that East Asian Monsoon intensity varied in concert with Greenland surface air
temperature (SAT) during this time.
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Fig. 1.1: Temperature reconstructions from Greenland and Antarctic ice cores spanning Marine
Isotope Stage 3. a) North Greenland Ice Core Project (NGRIP) temperature reconstruction based
on δ15N and δ18O records (NGRIP members, 2004; Kindler et al., 2014). b) Antarctic temperature
stack based on stacked δ18O and δD records from six Antarctic ice cores: EPICA Dome C, EPICA
Dronning Maud Land (EDML), Vostok, Talos Dome, and Dome Fuji as published in Parrenin et al.
(2013), to which data from the WAIS Divide Core have been added (Cuffey et al., 2016) (from: Pedro
et al. 2018).
In the Tropics, Northern Hemisphere (NH) climate changes are also found
to be in phase with Greenland temperature shifts, with increasing precipitation
values coinciding with high latitude warming (Peterson et al., 2000; Peterson
and Haug, 2006). On the contrary, Southern Hemisphere (SH) tropical precipi-
tation variability evidences an anti-phase relationship with respect to the signal
registered in Asian cave stalagmites, with relatively dry episodes in southern
Brazil (Wang et al., 2007) and in western Amazonia (Mosblech et al., 2012) coin-
ciding with Greenland interstadials. This interhemispheric asymmetry observed
for tropical precipitation is consistent with a shift in the mean position of the
intertropical convergence zone (ITCZ) toward the warmer hemisphere: during
interstadials the ITCZ migrates northward leading to increased precipitation in
the northern sector of the tropical belt and decreased precipitation in its south-
ern sector; as a result, during interstadials relatively dry episodes prevail in its
southern margin. D/O type climate variability has also been reported in other
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low-latitude remote locations such as in the Arabian Sea (Schulz et al., 1998) and
in the Western Equatorial Pacific (Stott et al., 2002).
In the high latitudes of the SH, δ18O values of Antarctic ice-core records
have revealed the existence of a more gradual and symmetric pattern of climate
change over Antarctica than that registered in Greenland ice cores (Petit et al.,
1999; Watanabe et al., 2003; EPICA-Project, 2004). In terms of temperature, this
pattern consists of gradual variations of up to 3◦C amplitude termed Antarctic
Isotope Maxima (AIM) that recurred during the LGP on millennial time scales
(EPICA-Project, 2006; Stenni et al., 2011; Parrenin et al., 2013; WAIS Divide
Project Members, 2015). Synchronisation of Greenland and Antarctic ice cores us-
ing well-mixed gases as stratigraphic markers, including methane and the isotopic
composition of trapped O2 has confirmed the one to one correspondence that ex-
ists between D/O and AIM events consisting in a systematic relationship in which
Antarctica gradually warms during Greenland stadials and gradually cools during
Greenland interstadials (Barbante et al., 2006; Bender et al., 1994; Blunier and
Brook, 2001; Brook et al., 2005; EPICA-Project, 2006; Pedro et al., 2011; WAIS
Divide Project Members, 2015). High-resolution ice-core records show that, in
general, the onset of the gradual Antarctic warming leads by several centuries
the abrupt transition into the Greenland interstadial phase which, in turn, pre-
cedes the AIM cooling interval by 200 yr (WAIS Divide Project Members, 2015).
A similar time lag is observed during the subsequent rapid transition into sta-
dial conditions over Greenland which precedes the termination of the AIM event.
Paleorecords have further shown that the characteristic signal of the Antarctic
climate may have been globally pervasive during the last glacial period (Altabet
et al., 2002; Lea et al., 2006; Barker and Knorr, 2007; Dubois et al., 2011). In
particular, glacial atmospheric CO2 concentration closely follows temperatures
reconstructed from Antarctic ice-core records (Indermu¨hle et al., 2000; Siegen-
thaler et al., 2005; Ahn and Brook, 2008; Bereiter et al., 2012; Ahn et al., 2012;
Ahn and Brook, 2014) thus suggesting a potential connection between regional
changes around Antarctica and global climate.
1.1.2 The prevailing paradigm to explain glacial abrupt climate
changes
The widespread impact of glacial abrupt climate changes points to a global pro-
cess involving a strong connection between the NH and the SH that can explain
the characteristic timing and phasing of the responses in each hemisphere. Since
the 80s attention has turned to the ocean and, in particular, to the Atlantic
meridional overturning circulation (AMOC), in part because of its strong control
of cross-equatorial heat transport.
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The AMOC consists of warm waters flowing northward at surface of the At-
lantic Ocean, sinking in the North Atlantic through deep water formation pro-
cesses, and deep currents that flow southward, mixing with intermediate-depth
waters before returning to the surface either through wind-driven isopycnal up-
welling in the SO (Toggweiler and Samuels, 1995a; Munk and Wunsch, 1998;
Marshall and Speer, 2012) or through diapycnal diffusion in the Indo-Pacific
basins (Talley, 2013) (Figure 1.2). This circulation system is split into two over-
turning cells: a northern upper cell associated with North Atlantic Deep Water
(NADW) formation and Northern Source Waters (NSW) and a deep southern
cell associated with Antarctic Bottom Water (AABW) formation, hence South-
ern Source Waters (SSW). Its mean transport roughly ranges between 15-20 Sv
around 25◦N (Ganachaud and Wunsch, 2002; Lumpkin and Speer, 2007; Mc-
Carthy et al., 2015a). This warm northward surface flow, together with the deep
southward return flow of the AMOC, result in a net northward heat transport
at all latitudes in the Atlantic basin, with a maximum value at 24◦N of ca.
1.2×1015 W according both to direct observational and indirect estimates based
on atmospheric reanalysis and top-of-atmosphere radiation data (Ganachaud and
Wunsch, 2003; McCarthy et al., 2015a; Trenberth and Caron, 2001; Trenberth and
Fasullo, 2018). The AMOC thus plays a pivotal role in modulating the Earth’s
climate due to the strong control that it exerts in the distribution of water masses
and, in particular, in the transport of heat across the Atlantic Ocean (Kuhlbrodt
et al., 2007; Buckley and Marshall, 2016, and references therein). Northward
cross-equatorial Atlantic heat transport sets the mean position of the ITCZ (Mar-
shall et al., 2014). Although its role for northwestern European climate is a matter
of discussion (Seager et al., 2002; Seager and Battisti, 2006) ocean heat transport
convergence is thought to control the sea-ice extension in the Arctic. At 25◦N, the
AMOC variability explains more than 90% of the estimated Atlantic northward
heat transport variability (Johns et al., 2011). Variations in the AMOC strength
at decadal and longer timescales are thought to imprint on the European cli-
mate (Palter, 2015; Yamamoto et al., 2015). The AMOC is believed to be the
driver of the Atlantic Multidecadal Variability (AMV) by controlling the subpo-
lar gyre heat content. This has been shown in a number of modelling studies (e.g.
Delworth and Mann, 2000) and using indirect observations (Gulev et al., 2013;
McCarthy et al., 2015b), since direct AMOC observations of sufficient length do
not exist to rigorously prove the link (McCarthy et al., 2017).
The idea that reorganisations of the AMOC could be the mechanism under-
lying glacial abrupt climate changes was proposed already in the 80s by Broecker
et al. (1985). The original idea was that glacial abrupt climate changes were un-
derstood as transitions between two states, one with a strong AMOC similar to
that in the present-day, and one with a shut-down AMOC. This idea evolved
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Fig. 1.2: Simplified sketch of the global overturning circulation system. In the Atlantic, warm and
saline waters flow northward all the way from the Southern Ocean into the Labrador and Nordic
Seas. By contrast, there is no deepwater formation in the North Pacific and its surface waters are
fresher. Wind-driven upwelling takes place along the Antarctic Circumpolar Current (ACC) (from:
Kuhlbrodt et al. 2007).
in time thanks to evidence both from proxy data and models (section 1.1.4).
The prevailing paradigm is that stadials are associated with a weak mode of the
AMOC, and therefore with a relatively weak northward transport of heat in the
Atlantic Ocean; interstadials represent an invigoration of this northward heat
transport; HEs in turn are associated with a practical collapse of NADW, or off
model (see the reviews by Alley et al. (1999b); Clark et al. (2002); Alley (2007);
Rahmstorf (2002); Lynch-Stieglitz (2017)). Perturbations of the AMOC and thus
the cross-equatorial heat transport result in opposite temperature effects on both
hemispheres (Crowley, 1992; Stocker, 1998). The slower Antarctic time response
as compared to the fast Greenland temperature changes would be explained by
damping and integration of the temperature anomalies by a large heat reservoir,
commonly assumed to be the Southern Ocean (Stocker and Johnsen, 2003). This
is referred to as the thermal ocean bipolar seesaw hypothesis.
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1.1.3 Evidence for reorganisations of the Atlantic Ocean circulation
associated to glacial abrupt climate changes
Evidence for variability of the glacial AMOC is based on changes in the proper-
ties of subsurface water masses (water-mass proxies) and in the strength (circu-
lation proxies) of the deep flow. The evidence is most clear for HEs and for the
deglaciation and less so, but increasingly gradually emerging, for D/O events (e.g.
Lynch-Stieglitz, 2017). We start by reviewing the available proxies for changes
in the AMOC and then the specific evidence from these proxies throughout the
LGP, focusing mainly on their possible fluctuations in relation with glacial abrupt
climate changes.
Several proxies in marine sediments reflect the origin of past oceanic water
masses. Carbon isotopes of benthic foraminifera preserved in marine sediment
cores have been shown to reflect the origin of past oceanic water masses (e.g.
Ravelo and Hillaire-Marcel, 2007). In particular, the relative deviation of 13C to
12C values (δ13C) from a standard sample ratio can be used to constrain the rela-
tive contribution of NSW and SSW to the water-mass composition of the AMOC
during glacial abrupt climate changes (e.g. Curry and Oppo, 1997; Shackleton
et al., 2000). The presence of NSW in the South Atlantic is evidenced by anoma-
lously high δ13C while SSW values are low as a result of a high sequestration
in organic matter of respired 12C associated with high biological productivity
(Lynch-Stieglitz et al., 2007). Similarly, Cd/Ca ratios can be used to reconstruct
past changes in oceanic water masses (Marchitto and Broecker, 2006), with high
ratios being generally related to SSW and low ratios to NSW (e.g. Lynch-Stieglitz,
2017). Because Cd is taken up by organisms at the ocean surface and released
at depth during respiration, depleted Cd/Ca ratios are interpreted as shoaling of
low-nutrient deep waters. Changes in the origin of water masses can also be traced
using neodymium isotopes (e.g. Goldstein and Hemming, 2003). The dominant
source of Neodymium (Nd) isotopes to the oceans is the continental weathering
being the resulting 143Nd/144Nd ratio (Nd) of the eroded terrigenous mate-
rial eventually recorded in marine sediments and foraminifera shells (Goldstein
and Hemming, 2003). Because the signature of Nd is heterogeneous across the
continents, Nd values are thought to reflect those of the source regions with a
significantly less radiogenic (lower) Nd signature of NSW as compared to that of
SSW. Finally, to the extent that these are not affected by enhanced dilution by
terrigenous sediments, the concentrations of carbonate ions in the deep Atlantic
can also be interpreted as a measure of the relative proportion of NSW and SSW.
Circulation proxies include the terrigenous grain size as a measure of the
energy in near-bottom flows, with large grains associated with energetic flow and
smaller grains reflecting weak near-bottom currents (McCave and Hall, 2006).
Also, because magnetic minerals mainly originate from one common source area,
8 Introduction
the Nordic basaltic region, changes in the magnetic mineral content in sediment
cores are interpreted as changes in the efficiency transport of magnetic particles
by deep currents from the source to deposition site.
Finally, the 231Pa/230Th isotope ratio is generally interpreted as an indicator
of the overall strength of the AMOC (Gherardi et al., 2009). 231Pa and 230Th
are produced at a constant rate ratio of 0.093 from the radioactive decay of dis-
solved uranium in the ocean and scavenged by particles in the water column
before being buried on the seafloor. However, 230Th has a shorter residence time
in the water column than 231Pa, which is thus more prone to be exported by the
AMOC. Therefore, reduced 231Pa export from the North Atlantic translates into
higher sedimentary 231Pa/230Th, a result which can be interpreted as an AMOC
slowdown, with a total cessation coinciding with the 231Pa/230Th constant pro-
duction ratio.
This wide range of proxies has evidenced substantial changes in the AMOC
on millennial timescales during the LGP. Marine sediments from the Bermuda
Rise have revealed benthic foraminiferal δ13C decreases during Greenland sta-
dials relative to interstadial values (Keigwin and Boyle, 1999). In the Iberian
margin, prolonged Greenland stadials are also associated with a shift in benthic
δ13C towards SSW values, thus pointing to reduced ventilation of NADW during
the cold phase of major D/O events (Shackleton et al., 2000; Skinner and El-
derfield, 2007). However, similar excursions in δ13C were initially not identified
during the cold phase of minor D/O events. Subsequent studies have shown a
more clear correspondence between low benthic δ13C ratios and Greenland sta-
dials. In particular, a highly resolved record located in the Bermuda Rise has
featured alternating phases of low and high benthic δ13C coinciding with rela-
tively cold and mild conditions over Greenland, respectively, for all D/O events
(Henry et al., 2016). Similar results have been found in the tropical Atlantic off
Brazil (Burckel et al., 2015). Generally shifts in benthic δ13C can be found dur-
ing the earliest HEs within MIS-3, which can be interpreted as a transition from
relatively strong AMOC background mode with NSWs to an off mode with the
deep Atlantic Ocean filled by SSW (Bo¨hm et al., 2015). However, this was not the
case in the HEs of the late glacial period (stadials 2 and 3), consistent with the
idea that the deep ocean at the time was anyway filled with SSWs. Nd isotopes
at the Bermuda Rise suggest that SSWs persisted during the full glacial, with no
indication of any additional changes in the deepwater source associated with the
glacial-aged Heinrich stadials (stadials 1, 2, and 11) but rapid shifts accompa-
nying D/O events (Bo¨hm et al., 2015). In the South Atlantic, a highly resolved
record also shows relatively low Nd values during major Greenland interstadials,
thus indicating intensified export of NSW during interstadials (Piotrowski et al.,
2008). Recently, Gottschalk et al. (2015b) obtained records from several related
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proxies not affected directly by increased dilution by terrestrial material; good
correspondence was found with many of the D/O events from the Greenland ice
core, lending further support to the paradigm that links the origin of these abrupt
warming events with reorganisations of the AMOC.
The combination of water-mass tracers and circulation proxies provides a
general perspective of the oceanic circulation during the LGP. Concomitant
with stadial to interstadial transitions, rapid shifts from relatively high to low
231Pa/230Th ratios are observed in sediment samples from the Bermuda Rise
(Bo¨hm et al., 2015; Henry et al., 2016), suggesting a reduced AMOC during
Greenland stadials and a strengthening during interstadials. 231Pa/230Th ratios
suggest that this pattern is also consistent with the global perspective of the
AMOC during the deglaciation, with cold intervals being associated to episodes
of reduced AMOC followed by rapid flow accelerations during abrupt temper-
ature transitions over Greenland (McManus et al., 2004). The production ratio
during Heinrich stadial 1 as well, as during MIS-3 Heinrich stadials, are all associ-
ated with a clear excursion to the production ratio, consistent with the conceptual
model of an off circulation. However, a clear signal is not seen for Heinrich stadials
during full glacial conditions (stadials 2 and 3). This does not support the concep-
tual model of an off circulation state during these HEs, although interpretations
in terms of circulation strength could be not so straightforward interpretation
(e.g. Burckel et al., 2015).
Finally, variations in the grain size and the concentration of magnetic mineral
in several marine core-sediments in the North Atlantic have been interpreted as
reflecting Greenland stadials being accompanied by reduced production rates of
NADW and increased flow speed of NADW during interstadials (Kissel, 1999).
To summarise, the available paleoceanographic evidence for variations in the
AMOC strength and in NADW formation is strongest throughout the deglacia-
tion in many of the HEs, and gradually emerging for D/O events as well, although
the lack of direct evidence for circulation changes over the shortest events, so that
for these an alternative driving mechanism cannot be excluded (Lynch-Stieglitz,
2017).
1.1.4 Mechanisms: the insight from numerical models
Numerical modeling has largely contributed to improve our understanding of
glacial abrupt climate changes. Destabilisation of the AMOC as a potential can-
didate to trigger glacial abrupt climate changes was first pointed out by Stommel
(1961); Rooth (1982), whose simple density-driven conceptual models indicated
that small variations in the balance of heat and/or salt could result in tipping
of the oceanic circulation into an alternative stable regime. Following this hy-
pothesis, Broecker et al. (1985) proposed that abrupt transitions in the glacial
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climate could be the result of changes in the production rate of NADW forma-
tion. Proxy evidence together with theoretical studies support the existence of
different modes of operation for the AMOC during the LGP.
A major milestone in paleoclimate modeling is the simulation of the Last
Glacial Maximum (LGM; ca. 21 kyr BP) climate by means of the CLIMBER-2
coupled global model of intermediate complexity (Ganopolski et al., 1998). Previ-
ous attempts to simulate different aspects of the glacial climate involved coupled
atmosphere-ocean General circulation models (GCMs) that included flux correc-
tions to prevent the dramatic climate drift at the time. The use of such models
to simulate a climate radically different from the present climate such as that of
the LGM was hence not justified. CLIMBER-2 overcame this limitation through
the coupling of its atmospheric and oceanic components without the inclusion
of flux adjustments. In order to simulate the climate of the LGM, CLIMBER-2
was forced by insolation corresponding to 21 kyr BP, reduced atmospheric CO2
concentration and prescribed continental ice sheets. In agreement with proxy evi-
dence and theoretical studies, the resulting equilibrium climate was characterised
by a substantial reduction in the oceanic heat transport into the high latitudes of
the NH which leads to global cooling (ca. 6 ◦C) together with a southward shift of
NADW formation and intrusion of AABW into the North Atlantic (Ganopolski
et al., 1998). The stability of the glacial climate was subsequently investigated
with the CLIMBER-2 model by imposing freshwater fluxes in the North Atlantic
ocean and starting from a the LGM climate (Ganopolski and Rahmstorf, 2001).
Results suggest that although the stable mode of the glacial oceanic circula-
tion has reduced NADW formation and cold conditions over the North Atlantic,
an abrupt climatic transition similar to those observed for D/O events can be
triggered as a temporary flip of the conveyor mode with high rates of NADW
formation in the Nordic seas in response to the freshwater forcing. In addition,
the sequence of events in Antarctica shows a simulated gradual warming during
Greenland stadials, a result that is consistent with the so-called thermal bipo-
lar seesaw hypothesis (Stocker and Johnsen, 2003) as well as with paleorecords
(Blunier and Brook, 2001; EPICA-Project, 2006; WAIS Divide Project Mem-
bers, 2015) and other modelling experiments (Knutti et al., 2004; Lee et al.,
2011; Kageyama et al., 2010).
The notion of a freshwater-driven throttling of oceanic convection has also
been investigated using both EMICs and GCMs (e.g. Kageyama et al., 2010). In
particular, Menviel et al. (2014) showed that anomalous North Atlantic freshwa-
ter fluxes lead to substantial changes in the AMOC which, in turn, generate a
global climatic signal that is compatible with the continuum of millennial-scale
climate variability observed in paleorecords. For the last deglaciation, Liu et al.
(2009) showed that the abrupt warming during the Bølling-Allerød around 14.5
1.1 Background 11
kyr BP, often considered as the youngest D/O event, could be simulated as a
response to the shutdown of freshwater following HE1. Conversely, models have
also shown that glacial abrupt climatic transitions can be promoted after im-
posing freshwater fluxes in the South Atlantic ocean (Weaver et al., 2003). In
this experiment, freshwater input in the SO translates into a decline in AABW
density at the expense of NADW which, in turn, undergo a density increase.
This results in an intensification of NADW formation which eventually leads to
a prominent warming in the North Atlantic consistent with that observed in
paleorecords during the deglaciation.
An important limitation of hosing experiments is that the freshwater bal-
ance during the LGP is not sufficiently constrained in terms of its origin and
magnitude, thus conditioning the realism of the forcing. While different studies
point to NH ice-sheets as the main freshwater source to cause AMOC variations
(Ganopolski and Rahmstorf, 2001; Vellinga and Wood, 2002), others claim that
the freshwater imbalance stems from high latitudes of the the SH (Stocker, 2003;
Weaver et al., 2003) or even from induced solar forcing (Braun et al., 2005). How-
ever, it is an open question whether simulating glacial abrupt climate changes of
the LGP is possible using realistic freshwater fluxes (Alvarez-Solas et al., 2018b).
Alternatively, other different mechanisms have been proposed to explain
glacial abrupt climate changes. Keeling and Whorf (2000) proposed that they
were caused by periodic variations in the strength of the global oceanic tides
caused by resonances in the periodic motions of the earth and moon. The role of
sea ice in promoting abrupt transitions in climate has been addressed in atmo-
spheric (Li et al., 2005) and conceptual models (Petersen et al., 2013). According
to these studies, a reduction in the sea ice extent of the North Atlantic could
explain the prominent warming observed during D/O events. The magnitude of
the abrupt transitions could result from the amplification generated through the
ice-albedo feedback and the initial sea-ice retreat could be caused by subtle shifts
in wind stress near the ice edge (Fang and Wallace, 1994), small perturbations in
the AMOC strength (Gildor and Tziperman, 2003; Kaspi et al., 2004) or changes
in the stratification of the Nordic Seas (Dokken et al., 2013; Kleppin et al., 2015).
In addition to sea-ice variations, a comprehensive fully coupled model has shown
that gradual changes in the height of NH ice sheets can lead to rapid climate
transitions that closely resemble those recorded in Greenland ice cores for D/O
events (Zhang et al., 2014). This climatic transition is possible due to the coex-
istence of two glacial ocean circulation states at intermediate heights of NH ice
sheets. Recently, D/O events have been explained as the result of a non-linear
internal salt oscillator in the Atlantic (Peltier and Vettoretti, 2014; Vettoretti
and Peltier, 2016, 2018) following Broecker et al. (1990)’s original idea without
the need to invoke any external forcing.
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Finally, model experiments have shown that slowly varying background cli-
mate conditions in the SO are capable of triggering a strong AMOC resumption
leading to an abrupt warming in the North Atlantic (Knorr and Lohmann, 2003).
The same result was found when applying gradual background climate changes
from glacial to interglacial conditions on a global scale (Knorr and Lohmann,
2007). This led to the suggestion that fluctuations in atmospheric CO2 concen-
tration are not only a response of the SO state, but a potential candidate for
generating gradual climate variations that eventually favor abrupt warming in
the North Atlantic (Barker and Knorr, 2007). A myriad of mechanisms thus has
been proposed to account for the occurrence of glacial abrupt climate changes.
1.1.5 Impact of glacial abrupt climate changes on Northern
Hemisphere ice sheets
Regardless of their ultimate cause, an issue that has received little attention
up to now is a detailed assessment of the impact of abrupt climate changes on
the evolution of glacial ice sheets. Improving our understanding of this issue is
important for a number of reasons (Alvarez-Solas et al., 2018a). Since meltwa-
ter discharge from the ice sheets surrounding the Nordic Seas is often implied
as a cause of ocean instabilities, constraining freshwater inputs into the North
Atlantic Ocean is crucial for a better understanding of the driving mechanisms
of glacial abrupt climate changes (Rasmussen and Thomsen, 2013). Significant
efforts have been invested in understanding the role of the LIS in glacial abrupt
climate changes. However, the dynamics of the Eurasian Ice Sheet (EIS) during
the LGP has received comparatively less attention from a modeling perspective.
Yet, temperature anomalies associated with glacial abrupt climate changes were
likely largest over Eurasia and thus the EIS, and therefore significant impacts
on the EIS should be expected. Precursor events could have originated from the
European and Icelandic ice sheets (Grousset et al., 2000; Scourse et al., 2000).
Meltwater peaks in the Norwegian Sea during MIS-3 have been associated with
HEs and millennial-scale climate variability (Lekens et al., 2006). From a broader
perspective, the EIS, consisting of the Fennoscandian, the British Isles and the
Barents-Kara ice sheets (FIS, BIIS and BKSIS, respectively) contained a large
marine-based sector at its maximum extension (Hughes et al., 2016) that was
exposed to oceanic variations, and the BKSIS is often considered as an analog
for the current West Antarctic ice sheet (WAIS). At the LGM both had a sim-
ilar size, but while the WAIS endured the deglaciation, the BKSIS completely
disappeared (Andreassen and Winsborrow, 2009). Understanding the underly-
ing mechanisms would provide important insights into the nature of the abrupt
triggering processes but also on the future evolution of the WAIS (Gudlaugsson
et al., 2013, 2017).
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Some progress has been achieved in the past decade using ice-sheet models.
Siegert and Dowdeswell (2004) used inverse modelling to simulate the EIS evo-
lution during the second part of the LGP, optimising the fit with the geological
evidence. Forsstrm and Greve (2004) used several versions of an ice-sheet model
to simulate the EIS evolution throughout the LGP. Significant changes in the
EIS ice volume in response to temperature and precipitation variations were sim-
ulated. Clason et al. (2014) additionally included a parameterisation of surface
meltwater enhanced sliding. In both cases too much ice was simulated in the
northeastern EIS. Gudlaugsson et al. (2017) used the same model but introduc-
ing a simple representation of the subglacial hydrological system, focusing on its
role in the time evolution of the EIS. More recently, Patton et al. (2016) used
an ice-sheet model constrained by data to simulate the EIS evolution through-
out part of LGP. By targeting the most probable EIS distribution at different
time slices, the model reproduced substantial ice-volume variations. However, all
these models suffer from important limitations, notably the lack of an explicit
treatment of the oceanic forcing. Marshall and Koutnik (2006) investigated the
iceberg production from all the North American ice sheets with a parameterized
calving model. They found different behaviors on millennial time-scales depend-
ing on the local glaciological and climatic characteristic, with increased iceberg
production both during stadials (e.g. from Iceland) or during interstadials (e.g.
from Barents Sea). Nonetheless, submarine melting at the grounding line has not
been explicitly considered until now and its impacts on millennial-scale variability
has not been investigated up to now from a modelling perspective.
1.2 Motivation
Ice core records have shown that atmospheric CO2 levels and Antarctic tem-
peratures varied in concert during the LGP, with the warming phase of AIM
events coinciding with CO2 rises (Ahn and Brook, 2008; Bereiter et al., 2012)
and episodes of SO upwelling (Anderson et al., 2009; Gottschalk et al., 2015a).
Poleward migration of SH westerlies at the onset of stadials is supported by ice-
core deuterium excess data from the WAIS Divide core (WAIS Divide Project
Members, 2015). Further evidence for the adjustment of the structure and in-
tensity of SH westerly winds during glacial abrupt climatic transitions can be
found in Chilean-margin marine cores (Lamy et al., 2007), New Zealand moun-
tain glacier reconstructions (Putnam et al., 2010) and Patagonian lake records
(Moreno et al., 2012). Precise dating of the sequence of glacial climatic events fur-
thermore indicates that Antarctic gradual warmings precede abrupt temperature
transitions over Greenland by several centuries (WAIS Divide Project Members,
2015). These findings have led to the suggestion that the SO could be the origin
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of glacial abrupt climate changes. Several studies have proposed that the increase
of both SO upwelling and CO2 levels were the consequence of a southward shift
of the Intertropical Convergence Zone (ITCZ) and a strengthening and/or south-
ward shift of SO winds in response to an AMOC slowdown through the bipolar
seesaw effect (Anderson et al., 2009; Lee et al., 2011).
The aim of this thesis is to investigate the origin of glacial abrupt climate
changes and to assess their impact on NH ice sheets. The first goal focuses on
the description of a new mechanism consistent with proxy records which allows
to explain glacial D/O variability and its global climatic imprint. The main mo-
tivation behind this study was to find a mechanism that does not invoke the
use of prescribed freshwater forcing. This entails coupled climate model simula-
tions performed under glacial boundary conditions and a forcing scenario based
on gradual changes in the concentration of atmospheric CO2 and SO winds. To
allow simulations over long timescales an EMIC is used. The second goal was pur-
sued forcing an ice-sheet model oﬄine. A new off-line forcing method is developed
to investigate the paleo-evolution of the NH ice sheets on millennial time scales.
This approach provides a more realistic representation of orbital and millennial-
scale climate variability and improves the transient forcing of ice sheets during
the LGP, and is applied specifically to investigate the impact of oceanic varia-
tions in the evolution of the EIS throughout the LGP. This thesis is structured
around the following scientific questions:
Could gradual changes related to the slowly-varying conditions in the
Southern Ocean promote abrupt climatic transitions during the last
glacial period?
The SO has been proposed as an alternative origin to the North Atlantic glacial
abrupt climate changes. Ice core records have revealed that the evolution of atmo-
spheric CO2 concentration and Antarctic temperatures follow a similar pattern
during the last glacial period, with CO2 rises coinciding with the warming phase
of AIM events and Greenland stadials. Several studies have proposed that the
increase of both SO upwelling and CO2 levels were the consequence of a shift in
atmospheric circulation patterns including a southward shift of the Intertropical
Convergence Zone (ITCZ) and a strengthening and/or southward shift of SO
winds in response to a reduction of the AMOC through the bipolar seesaw effect.
Here, we investigate whether an increase of CO2 and SO winds can promote an
abrupt transition from a state with weak to a state with strong AMOC. To this
end a coupled model of intermediate complexity (including a OGCM) is used
in an experimental setup designed such that the climate system resides close to
a threshold found in previous studies. This question is addressed in Chapter 2
(Banderas et al., 2012).
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What is the origin of Dansgaard-Oeschger variability? Does the SO
play a role in glacial abrupt climate change?
The previous study showed that increasing atmospheric CO2 and SO winds is
able to to trigger abrupt transitions from stadial to interstadial conditions via
AMOC intensification (Banderas et al., 2012). In response, the ITCZ would be
expected to shift northward again leading to a weakening of the SO winds, de-
creased upwelling and reduced atmospheric CO2 levels in response to the AMOC
strengthening, providing a negative feedback. A return of the climate system to
the stadial state would imply that glacial abrupt climate changes are part of
an internal oscillation involving the AMOC, CO2 and SO wind variations. This
hypothesis was investigated by performing a transient simulation of the glacial
climate using a coupled climate model forced by prescribed atmospheric CO2
and SO wind-stress variations in an idealized experimental design inspired by
the characteristic climatic imprint of the SO during the last glacial period. This
question is addressed in Chapter 3 (Banderas et al., 2015).
How can we investigate the response of NH ice sheets on millennial
time scales?
The occurrence of D/O events appears to be related to glacial climatic conditions
with global ice volumes varying at intermediate levels. This indicates that NH ice
sheets could have modulated the phasing and timing of millennial-scale climate
variability during the last glacial period. Investigating the variability of NH ice
sheets during D/O events can contribute to improve our understanding of glacial
abrupt climate change. ESMs including fully coupled ice-sheet components are
the most appropriate tool to simulate the past as well as the present and future
evolution of ice sheets. However, because of their high computational cost, the
long-term simulation with coupled ice sheets is currently unaffordable. Previous
studies have used an alternative and more efficient approach which consist in
forcing ice sheet models off-line by a synthetic time-varying climatology but its
skill to reproduce millennial-scale climate variability needs to be improved. This
question is discussed in Chapter 4 (Banderas et al., 2018).
How did the Eurasian ice sheet respond to millennial scale climate
variability?
While an important effort has been made to investigate the dynamics and evo-
lution of the LIS during the LGP, the EIS has not received much attention, in
particular from a modeling perspective. However, meltwater discharge from this
and other ice sheets surrounding the Nordic Seas is often implied as a potential
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cause of ocean instabilities that lead to glacial abrupt climate changes. Thus, a
better understanding of its variations during the LGP is important to understand
its role in glacial abrupt climate changes. Here we investigate the response of the
EIS to millennial-scale climate variability during the LGP using the methods
developed in the previous chapter. This issue is discussed in Chapter 5 (Alvarez-
Solas et al., 2018a).
1.3 Overview
The former questions have led to four published (or in review) scientific articles.
Each paper provides its specific motivation and background. The implications
of this work and its relevance to paleoclimate modelling has been discussed in
a broader context in a final section following the articles. Here the articles and
authors are listed:
Article 1: Role of CO2 and Southern Ocean winds in glacial abrupt
climate change. Rube´n Banderas, Jorge A´lvarez Solas, Marisa Montoya.
In this study, the role of CO2 and SO winds in glacial abrupt climate change
is investigated using a coupled climate model of intermediate complexity. The
experimental setup includes glacial background climatic conditions and a lin-
ear forcing rate of atmospheric CO2 levels consistent with proxy records. An
abrupt temperature transition over Greenland comparable to that observed in
ice core records is simulated in response to the rise of atmospheric CO2. This
transition is accompanied by an AMOC strengthening and a northward shift
of NADW formation sites. Similar results are obtained when imposing a linear
increase in wind-stress over the SO thus suggesting the importance of the SH
in modulating and potentially triggering glacial abrupt climate changes.
Article 2: An interhemispheric mechanism for glacial abrupt cli-
mate change. Rube´n Banderas, Jorge A´lvarez Solas, Alexander Robinson,
Marisa Montoya.
This study emerges as an extension of the preceding article and focuses on
the potential of the SH to generate D/O variability in a glacial climate. In
a similar experimental setup to that of the previous study, the design of the
forcing follows the style of Antarctic climate variability. The simulated AMOC
exhibits an oscillatory behaviour in response to gradual changes in CO2 and
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SO wind-stress which results from variations in the meridional density gra-
dient of the Atlantic ocean. The evolution of the simulated climatic patterns
matches the amplitude and timing of the largest events that occurred during
the last glacial period and their widespread climatic impacts thus suggesting
that glacial abrupt climate change could be part of an internal oscillation
mediated by changes originated in the SH.
Article 3: A new approach for simulating the paleo-evolution of the
Northern Hemisphere ice sheets. Rube´n Banderas, Jorge A´lvarez Solas,
Alexander Robinson, Marisa Montoya.
In this article we illustrate the problems derived from usual approaches used
to force ice-sheet models oﬄine throughout the LGP and propose a new oﬄine
climate forcing method that attempts to better represent the characteristic
pattern of millennial-scale climate variability by including an additional spa-
tial anomaly field associated with this timescale. Our new method provides,
on one hand, a more realistic representation of orbital and millennial-scale
climate variability and improves the transient forcing of ice sheets during the
LGP. On the other hand, it suggests that weighting the spatial variability over
time through a single index, as often done in previous studies, can lead to an
overestimation of the response of some of the NH ice sheets during abrupt
changes.
Article 4: Oceanic forcing of the Eurasian Ice Sheet on millennial
time scales during the Last Glacial Period. Jorge A´lvarez Solas, Rube´n
Banderas, Alexander Robinson, Marisa Montoya.
In this article we applied the former method to investigate the response of the
EIS to millennial-scale climate variability during the LGP. We use a hybrid,
three-dimensional, thermomechanical ice-sheet model that includes ice shelves
and ice streams. The model is forced oﬄine through a novel perturbative
approach that includes the effect of both atmospheric and oceanic variations
and provides a more realistic treatment of millennial-scale climatic variability
than conventional methods. Our results show that the EIS responds with
enhanced iceberg discharges in phase with interstadial warming in the North
Atlantic. Separating the atmospheric and oceanic effects demonstrates the
major role of the ocean in controlling the dynamics of the EIS on millennial
time scales. Together with previous work, our results provide a consistent
explanation for the timing of the responses of the LIS and the EIS to glacial
abrupt climate changes.

2The role of CO2 and Southern Ocean winds in
glacial abrupt climate change1
2.1 Introduction
The last glacial period (ca. 110-10 kyr BP) was characterised by remarkable
climatic instability on millennial timescales, mainly associated with so-called
Dansgaard-Oeschger (D/O) events (Alley et al., 1999b). These are considered
to be the most abrupt, i.e., large and rapid, climate changes of the past 110 kyr,
repeatedly manifested as warming in Greenland by more than 10 K on decadal
timescales (e.g., Lang et al., 1999) with widespread global climatic effects (Voelker
and Workshop Participants, 2002).
Both modeling and reconstruction efforts have contributed to increase our
understanding of these glacial abrupt climate changes. The current paradigm is
that these were caused by reorganisations of North Atlantic deep water (NADW)
formation (Alley et al., 1999b; Ganopolski and Rahmstorf, 2001). This is sup-
ported by the close agreement between results of climate simulations involving
variations in NADW formation and the Atlantic meridional overturning circula-
tion (AMOC), and the evidence from paleoclimate reconstructions. Models are in
this way able to reproduce the so-called bipolar seesaw behaviour between Green-
land and Antarctica (Blunier and Brook, 2001; EPICA-Project, 2006). The idea
is that an intensification of the AMOC translates into an increase in northward
heat transport at the expense of the southernmost latitudes; conversely, a weak-
ening of the AMOC reduces northward heat transport, thereby warming the
south (Crowley, 1992; Stocker, 1998). The different timescale between northern
and southern latitudes can be explained by the fact that the Southern Ocean acts
1 The main contents of this chapter are published in: Banderas, R., J. Alvarez-Solas,
and M. Montoya, 2012: Role of CO2 and Southern Ocean winds in glacial abrupt
climate change, Clim. Past , 8, 1011–1021,http://doi:10.5194/cp-8-1011-2012.
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as a heat reservoir, that dampens and integrates in time the more rapid North
Atlantic signal (Stocker and Johnsen, 2003).
However, the causes of NADW formation reorganisations remain yet un-
known. Model studies generally employ freshwater forcing in the North Atlantic
to mimic D/O-like fluctuations (e.g., Ganopolski and Rahmstorf, 2001) but the
ultimate source of such a forcing has not been identified. Alternatively, a Southern
Ocean origin of abrupt climate changes has also been proposed. Enhanced surface
freshwater fluxes (Weaver et al., 2003) and slowly varying background climate
conditions in the Southern Ocean (Knorr and Lohmann, 2003) have been shown
to be able to trigger an AMOC intensification leading to an abrupt warming
in the North Atlantic. The same result was found when applying gradual back-
ground climate changes from glacial to interglacial climate conditions on a global
scale, including temperature and wind-stress (Knorr and Lohmann, 2007). As
suggested by the latter study, fluctuations in atmospheric CO2 concentration are
a potential candidate to generate such gradual climate variations. Ice core data
and marine sediment proxies furthermore suggest atmospheric CO2 levels rose
during the last glacial period coinciding with periods of halted NADW forma-
tion and reduced stratification in the Southern Ocean (Ahn and Brook, 2008).
Such CO2 variations are strongly correlated with Antarctic temperature, and
predate abrupt warmings in Greenland associated with the largest D/O events.
Taken together, these results led Knorr and Lohmann (2007) to suggest CO2
increases could have contributed to rapid AMOC intensification after Heinrich
events, corresponding with the largest DO events.
The close correspondence between atmospheric CO2 variations and Antarctic
temperature variability on millennial timescales suggests an important role of
the Southern Ocean in controlling the carbon cycle during the last glacial period.
Recently, biogenic opal reconstructions have suggested that during deglaciation,
as well as throughout the last glacial period, CO2 rises were preceded by an in-
crease in deep upwelling in the Southern Ocean (Anderson et al., 2009). Denton
et al. (2010) and Toggweiler and Lea (2010) have proposed that the increase of
both Southern Ocean upwelling and CO2 levels was the consequence of a shift
in atmospheric circulation patterns in response to a reduction of the AMOC
through the bipolar seesaw effect. Southern Ocean winds indeed appear to have
strengthened and shifted southward at the end of the last glacial period as well
as during extreme cold periods in the Northern Hemisphere (Toggweiler, 2009).
Recent model studies suggest that a southward shift of the intertropical conver-
gence zone (ITCZ) and Southern Ocean winds intensification can also take place
via atmospheric teleconnections, that is, without involving the bipolar seesaw, in
response to a cooling in the North Atlantic, and leading to a rise in atmospheric
CO2 by 20-60 ppmv, consistent with proxy records (Lee et al., 2011).
2.1 Introduction 21
200 600 1000 1400 1800 2200 2600
Time (years)
222
218
214
210
206
202
198
2.4
2.2
2.0
1.8
1.6
12
8
4
0
40
30
20
10
1.2
0.8
0.4
0
-0.4
-0.8
-1.2
C
O
2 (
pp
m
v)
D
ra
ke
 P
as
sa
ge
 W
in
d 
Fa
ct
or
SA
T 
(K
)
A
M
O
C
 S
tre
ng
th
 (S
v)
SA
T 
(K
)
CO2+Wind simulation
CO2 - only simulation
Wind - only simulation
a)
b)
c)
d)
e)
Fig. 2.1: Timeseries of forcings and relevant climatic variables: a) CO2 forcing in ppmv; b)
wind amplification factor over the Drake Passage (no units); c) anomalies of North Atlantic SAT
(67.5◦N 11◦W, in the Nordic Seas) with respect to the stadial state in K; d) AMOC strength in Sv;
e) anomalies of Antarctic SAT (86.2◦S 11◦E) with respect to the stadial state in K. Black, red and
blue lines show the simulation combining CO2 and wind forcings, the CO2-only experiment, and the
wind-only forced run, respectively. Black, red and blue shaded bars indicate the transition stages for
the simulation combining CO2 and wind forcings, the CO2-only experiment and the wind-only forced
run, respectively.
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These results indicate several mechanisms by which a decrease in the AMOC
strength leading to northern cooling would have translated into a southward shift
and/or intensification of Southern Ocean westerlies, which through enhanced
deep upwelling would have contributed to increase the atmospheric CO2 concen-
tration.
Southern Ocean winds are one of the main driving factors of the AMOC
(Kuhlbrodt et al., 2007). Thus, increased Southern Ocean westerlies could have
contributed to an AMOC strengthening through the so-called Drake Passage
effect (Toggweiler and Samuels, 1995a). On the other hand, the concomitant
effect of increasing atmospheric CO2 levels on the glacial AMOC has not yet
been assessed. Here, the evidence from all the former studies is taken together to
investigate the effect of CO2 and Southern Ocean winds variations on the glacial
AMOC.
2.2 Model and experimental design
The model used in this study is CLIMBER-3α (Montoya et al., 2005). Its atmo-
spheric component is a 2.5-dimensional statistical-dynamical model based on the
assumption of a universal vertical structure of temperature and humidity in the
atmosphere with a horizontal resolution of 7.5◦×22.5◦ (Petoukhov et al., 2000).
Its oceanic component contains the state-of-the-art Geophysical Fluid Dynam-
ics Laboratory (GFDL) MOM-3 ocean general circulation model, with a hori-
zontal resolution of 3.75◦ and 24 variably spaced vertical levels, and the ISIS
thermodynamic-dynamic snow and sea-ice model (Fichefet and Maqueda, 1997).
CLIMBER-3α satisfactorily describes the large-scale characteristics of the atmo-
sphere, ocean and sea-ice on seasonal and longer timescales.
The present study builds upon a previous climate simulation of the Last
Glacial Maximum (LGM, ca. 21 kyr BP; Montoya and Levermann, 2008). Bound-
ary conditions followed the specifications of the Paleoclimate Modeling Inter-
comparison Project Phase II (PMIP2), namely: changes in insolation, a reduced
equivalent atmospheric CO2 concentration of 167 ppmv to account for the lowered
CH4, N2O and CO2 concentrations, the ICE-5G ice-sheet reconstruction (Peltier,
2004), and land-sea mask changes plus a global increase of salinity by 1 PSU to
account for the ∼120 m sea-level lowering. Montoya and Levermann (2008) inves-
tigated the sensitivity of the glacial AMOC to wind-stress strength by integrating
the CLIMBER-3α model to equilibrium with the Trenberth et al. (1989) surface
wind-stress climatology multiplied globally by varying factors α ∈ [0.5, 2]. At
α = 1.7 a threshold, associated with a drastic AMOC increase of more than
10 Sv and a northward shift of NADW formation north of the Greenland-Iceland
Scotland (GIS) ridge, was found. We hypothesise herein that the glacial AMOC
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is close to this threshold. However, because D/O events take place within Marine
Isotopic Stage (MIS) 3 (ca. 60-27 kyr BP) rather than at the LGM, an equivalent
atmospheric CO2 level of 200 ppmv resulting from the higher CH4, N2O and at-
mospheric CO2 concentrations registered during the former period (Schilt et al.,
2010) has been imposed to mimic MIS3 climatic conditions. Consequently, the
starting point for the experiments shown herein is the final equilibrium state of
a control climate simulation with α = 1.65 and an equivalent atmospheric CO2
level of 200 ppmv, hereafter our stadial state.
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Fig. 2.2: Climatic patterns describing the interstadial state: a) AMOC stream-function in Sv; b) SAT
anomalies with respect to the stadial state in K; c) interstadial minus stadial maximum convective
depth differences in m. Black and red lines show the locations of the 90% northern summer (June-
August) average sea-ice concentration for the stadial and the interstadial regime, respectively.
Three transient experiments have been performed to test the AMOC sen-
sitivity to CO2 and wind forcings: a simulation combining both factors, a sce-
nario considering CO2 forcing only and, finally, a wind-only forced experiment
(Figs. 2.1a and 2.1b). CO2 forcing consists of a linear increase in CO2 levels by
20 ppmv in 1000 yr, thus at the highest end of the CO2 increase rates suggested
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by Ahn and Brook (2008) and recent climate carbon-cycle simulations (Bouttes
et al., 2011). Wind forcing implies wind-stress over the latitudinal band of Drake
Passage is linearly increased with a wind-amplification rate of 0.4 in 1000 yr.
This increase is roughly consistent with results of a recent atmospheric model
study in which cold conditions in the North Atlantic were shown to lead to an
intensification of Southern Ocean winds by ∼25% (Lee et al., 2011).
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Fig. 2.3: a) Surface density anomalies at the transition stage relative to the stadial regime for the
CO2-only experiment and contribution to the latter by b) temperature and c) salinity in kg m
−3
assuming a linear equation of state. The black box in panel a) indicates the region where the surface
freshwater flux balance was calculated.
Increasing CO2 levels and wind strength lead to a gradual warming in the
Nordic Seas area (Fig. 2.1c, black). After about 700 yrs the system is found to
cross a critical point leading to an abrupt temperature increase in the North
Atlantic sector which is accompanied by a strong AMOC strengthening by more
than 20 Sv (Fig. 2.1d). The simulated interstadial state is thus characterised by
a more vigorous AMOC, deeper convective areas together with reduced sea-ice in
the Nordic Seas, and a temperature increase of up to 10 K in the North Atlantic
relative to the stadial state (Fig. 2.2).
In order to elucidate the mechanism behind this abrupt climate shift, we
assess the precursors of the interstadial state. To this end, we analyse the climate
system 30 years before the jump into the interstadial (450, 750, and 1550 years
after switching on the forcing for the CO2-plus-wind, CO2-only, and wind-only
experiments, respectively), hereafter the transition stage (see Figs. 2.1c and 2.1d).
2.3 Stadial to interstadial transition 25
We furthermore assess separately those simulations in which only CO2 and only
Southern Ocean winds were changed, respectively.
Under CO2-only forcing conditions, an abrupt surface air temperature (SAT)
increase of up to 4 K in less than a decade occurs in the Nordic Seas once CO2
reaches a level of ca. 215 ppmv (Fig. 2.1c). At this point the AMOC remains
almost unchanged (Fig. 2.1d). This first abrupt warming is related to widespread
loss of sea ice in the Nordic Seas and the resumption of NADW formation.
Density variations in the Nordic Seas are thus analysed as a precursor for
triggering the AMOC recovery. Surface density anomalies at the transition stage
reveal significant changes over the North Atlantic with respect to the stadial
state, notably over the Nordic Seas and Fennoscandian coast (Fig. 2.3a). Temper-
ature and salinity contributions to density variations indicate the major density
anomalies are related to changes in salinity (Fig. 2.3). The surface density evolu-
tion, which results in a gradual erosion of vertical stratification previous to the
jump into the interstadial state, indeed strongly correlates with surface salinity
contribution to density changes (Fig. 2.4).
Table 2.1: Surface freshwater fluxes balance in m yr−1 over the Nordic Seas (67.5◦N - 75◦N, 4◦W -
7.5◦E) for the stadial and the transition state, and for the difference between them (transition minus
stadial) during summer months (June-August) for the CO2 only and wind-only experiments (left and
right, respectively). SFF: total vertical freshwater flux, decomposed in precipitation (P), evaporation
(E) and sea-ice melting or formation (SI): SFF = P-E+SI; positive values indicate freshwater flux
into the ocean.
CO2-only Wind-only
Stadial Transition Transition minus stadial Transition Transition minus stadial
SFF 2.35 1.76 -0.59 1.82 -0.53
P 0.22 0.23 0.01 0.23 0.01
E 0.11 0.18 0.07 0.18 0.07
P-E 0.11 0.05 -0.06 0.05 -0.06
SI 2.24 1.71 -0.53 1.77 -0.47
To understand the causes behind these salinity changes, surface freshwater
fluxes over the Nordic Seas region have been analysed. Northern summer fresh-
water flux anomalies closely correlate with surface salinity anomalies at the tran-
sition stage (Figs. 2.5a and 2.5b). The latter persist throughout the year, explain-
ing the less clear relationship in winter and in the annual mean (Figs. 2.5c-2.5f).
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Seas area (67.5◦N - 75◦N, 4◦W - 7.5◦E; black box in Figure 3a) assuming a linear equation of state
for density for the CO2-only experiment; b) density evolution in kg m
−3 over the same region at
the surface (0-87.5 m; black line) and depth (2800 m; red line). The red shaded bar indicates the
transition stage for the CO2-only experiment.
The ultimate causes of the northern summer surface freshwater flux change have
been unravelled through a detailed analysis of its balance (precipitation, evapo-
ration and sea-ice changes) over the Nordic Seas region (Fig. 2.3a, black box) at
the transition and stadial states (Table 2.1). The net northern summer surface
freshwater flux in the area is found to be reduced by 0.59 m yr−1 (25%) rela-
tive to the stadial state. This is partly due to a reduction in precipitation minus
evaporation by 0.06 m yr−1, but mostly due to a reduction in sea ice melting
by 0.53 m yr−1. Although rising temperatures due to increased CO2 levels result
in local widespread freshening, a northward shift of the northern summer polar
front takes place north of the Fennoscandian coast (Fig. 2.5a). As a consequence,
summer sea-ice import into the region, most notably in the northeastern North
Atlantic and north of the Fennoscandian coast, and thus melting there, is strongly
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Fig. 2.5: Anomalies at the transition stage relative to the stadial regime under CO2-only forcing
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same fields during winter (January-February) and for the annual mean, respectively.
reduced (Fig. 2.6). This counteracts the effect of sea-ice melting, and eventually
results in local net negative freshwater flux anomalies.
To summarise, increased CO2 levels translate into a modest radiative forcing
of about 0.35 W m−2 which leads to warming in the Nordic Seas by about 1 K
(Fig. 2.1c) and, thereby, impacts the sea-ice distribution in this region, especially
its southernmost margins, by leading to a northward retreat of the summer po-
lar front. This allows for increased heat loss in this region that contributes to
foster convection (Fig.2.7) and leads to enhanced surface salinity and thereby
denser surface waters in the vicinity of the Fennoscandian coast. This results in
a resumption of NADW formation in open-water areas which were previously
capped by sea-ice during the stadial state. The onset of convection in the Nordic
Seas contributes to increase the density of NADW, while South Atlantic densities
barely change. This translates into a substantial increase in the meridional den-
sity gradient which eventually leads to a strong AMOC strengthening (Fig. 2.8).
Note the SAT evolution over Antarctica exhibits a behaviour which resem-
bles the bipolar seesaw (Fig. 2.1e). The simulated gradual warming over Antarc-
tica precedes the abrupt temperature increase in the North Atlantic. Nordic and
Antarctic SATs reach peak warming roughly at the same time. The system subse-
quently switches into the interstadial state in centennial timescales at the expense
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of a more gradual cooling of the Southern Ocean. Note that the initial warm-
ing in Antarctica here is exclusively caused by the increase in atmospheric CO2
rather than by a previous AMOC weakening. Yet, the final state is characterised
by high AMOC and northern SAT values, and cold southern SATs, as expected
according to the bipolar seesaw. In the latter case the Antarctic cooling is indeed
the response to the redistribution of heat by the reactivation of the AMOC.
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Fig. 2.8: Temporal evolution of the meridional north-south density contrast in kg m−3, estimated
as the density difference between the North Atlantic (35◦N - 80◦N, 60◦W - 10◦E) and the South
Atlantic (40◦S, 60◦W - 10◦E) at 750 m depth (black line) and AMOC strength in Sv (red line), for
the CO2-only experiment. The red shaded bar indicates the CO2-only transition stage.
Within the wind-only forcing scenario, an abrupt SAT increase by 4 K in less
than a decade is also found in the North Atlantic about 1650 years after switching
on the forcing. In this case, however, the increased temperatures at the transi-
tion stage over the area result from a significant AMOC intensification (Figs. 2.1c
and 2.1d). Enhanced winds over the Southern Ocean lead to an increase in deep
upwelling over the latitudinal band of Drake Passage. This results in stronger
outcropping of isopycnals in the Southern Ocean, and thereby a reduction of the
density of Antarctic Intermediate Water (AAIW, not shown) which translates
into an increase of the Atlantic outflow (Schewe and Levermann, 2010) by nearly
2 Sv (Fig. 2.9a). As a result, northward heat transport by the Atlantic Ocean
is intensified at almost all latitudes (Fig. 2.9b). This suggests the AMOC is ini-
tially reactivated from southern latitudes in contrast with the CO2-only run, in
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which virtually no changes in the AMOC and heat transport are found prior
to the onset of the interstadial state (Fig. 2.9). As a result, North Atlantic wa-
ters become warmer in response to a slightly more vigorous AMOC. Increased
North Atlantic SATs related to enhanced northward heat transport driven by the
AMOC result in melting of the Nordic sea-ice cover. The summer sea-ice polar
front retreats to the north, which translates into enhanced heat loss and reduced
freshwater fluxes and thereby increased surface salinity in critical convective areas
in the North Atlantic. Again, sea-ice changes related to surface salinity increase
dominate the freshwater flux balance over this area (Table 2.1). In this case the
reduction in freshwater flux over the Fennoscandian coast is of 0.53 m yr−1, of
which 0.47 m yr−1 (∼90%) are due to the sea-ice reduction and, again, only 0.06
m yr−1 to a reduction in precipitation minus evaporation. The resulting salin-
ity anomalies and the enhanced density gradient between both hemispheres are
considered to be the precursors of NADW formation recovery and the AMOC
reactivation, respectively, leading to the interstadial state. Note in this case, in
the transient stage, the bipolar seesaw effect is less evident than in the CO2-only
forcing scenario. However, the final state clearly evidences the cold Antarctica
state associated with the strong AMOC and high northern temperatures.
4
200 600 1000 1400 1800
3
2
1
0
30
°S
 A
tla
nt
ic
 O
ut
flo
w
 (S
v)
Time (yr)
30°N 60°N 90°N0°30°S
Latitude
1.2
1.0
0.8
0.6
0.4
0.2
0N
or
th
w
ar
d 
H
ea
t T
ra
sp
or
t (
PW
) 
a) b)
Stadial state
CO2+ wind transition state
CO2- only transition state
Wind - only transition state
Fig. 2.9: a) Evolution of AMOC outflow at 30◦S in Sv for the CO2-plus-wind simulation (black),
CO2-only (red) and wind-only (blue) forced experiments; b) northward oceanic heat transport (0
-1000 m depth) in PW for the stadial state (green) and transition stages for the CO2-plus-wind
(black), CO2-only (red) and wind-only (blue) forced experiments. Black, red and blue shaded bars
indicate the transition stage for the simulation combining CO2 and wind forcings, the CO2-only run
and the wind-only experiment, respectively.
2.4 Conclusions and discussion 31
Finally, combining CO2 and wind forcings translates into a prompter climate
response, suggesting both forcings work in the same sense to trigger an abrupt
climate shift (Fig. 2.1).
2.4 Conclusions and discussion
We have investigated the climatic response to increasing atmospheric CO2 levels
and Southern Ocean winds when the glacial climate state is close to a threshold.
Both are found to lead to an initial abrupt SAT increase on decadal timescales
over the Nordic Seas followed by further warming on centennial timescales, re-
sembling the large and rapid warmings associated with D/O events occurred
during the last glacial period. The initial simulated abrupt warming is caused by
reduced seasonal sea-ice cover in the North Atlantic within all forcing scenarios.
Despite the similarities in the Nordic Seas temperature response between
these three scenarios, the mechanism behind the transition to the interstadial in
the CO2-only run is quite different from the experiment considering exclusively
the wind amplification factor. In the CO2-only simulation, the sea-ice retreat
is mainly due to the increased temperatures following the enhanced CO2. In
contrast, in the wind-only run it is caused by higher temperatures due to a
more vigorous heat transport from Southern latitudes in response to enhanced
Southern Ocean winds.
Our results are consistent with previous studies suggesting an important role
of sea-ice in abrupt warming (Gildor and Tziperman, 2003; Li et al., 2005). Yet, in
our simulations sea-ice retreat causes the initial abrupt SAT increase in response
to the onset of convection in the Nordic Seas, but it is the AMOC intensification
which helps to sustain the system in the warm state. Note despite the abruptness
of the initial SAT increase, the AMOC response is more gradual, lasting several
decades until the interstadial state is reached. Thus the fact that an abrupt
response of the AMOC is not found does not preclude the latter playing an
important role in abrupt climate change.
Our results support those of Knorr and Lohmann (2003, 2007), who found
that, starting from glacial conditions, slowly varying background climate condi-
tions in the Southern Ocean, as well as globally, are able to trigger rapid climate
change. Note that in our case global warming was achieved by incorporating in-
creasing atmospheric CO2 levels rather than prescribing gradually warmer condi-
tions as in Knorr and Lohmann (2007). This result might seem contradictory with
future projections, which suggest an increase in atmospheric CO2 levels leads to
North Atlantic warming and freshening, both of which weaken NADW formation.
The question as to how abrupt climate change can be promoted in a context of
global warming was investigated by Knorr and Lohmann (2007), who specifically
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assessed this issue in the context of deglaciation, which involves surface warming
and freshening associated to melting ice sheets. In that case the mechanism re-
sponsible for the transition was found to be the preconditioning by an increase in
ventilation of the warm subsurface water in the northern North Atlantic which
resulted in an increase in the meridional transport of salt to the northern high
latitudes leading to a resumption of convection and a rapid intensification of the
AMOC. In our case an increase in atmospheric heat loss together with a reduc-
tion in freshwater fluxes is found in response to enhanced CO2 mainly through
sea-ice changes at its margins. Because the CO2 change is small, the response
of atmospheric freshwater fluxes is minor. However, the reduction in sea-ice al-
lows for a non-linear response of the system. Thus, in our view, the background
climate, and particularly the North Atlantic sea-ice configuration, plays an im-
portant role in setting the climate sensitivity and its stability properties. This
view is supported by Weaver et al. (2007) who found that the North Atlantic
sea-ice distribution of the initial mean climate determines the amplitude of the
thermal response as well as the sign of the freshwater flux forcing associated with
increasing greenhouse gases. For cold climates, freshwater flux forcing acted to
reduce the transient AMOC decrease whereas for warmer climates it reinforced
the transient AMOC decrease.
The freshwater flux mechanism found herein is different from the salinity
advection mechanism in the North Atlantic leading to a rapid AMOC switch-
on described by Montoya and Levermann (2008). Note that in the latter study
the model was integrated to the equilibrium by changing globally the oceanic
wind-stress in different simulations. Within this context, enhanced surface wind-
stress in the North Atlantic was found to increase the horizontal gyre circulation
both in the subtropics and the subpolar regions, leading to enhanced salinity
transport from the Tropics to the North Atlantic in the upper ocean layers. This
mechanism is initially absent here, where only the Southern Ocean wind-stress
and/or the CO2 concentration are varied. Note that the precursors are analysed
at the transition state, thus prior to the interstadial. By contrast, once a relatively
large change in the AMOC is accomplished (i.e. once the interstadial state is fully
reached), the northward salinity transport does increase considerably as found
by Montoya and Levermann (2008).
Although the abrupt warming simulated in the North Atlantic resembles those
reported for D/O events, the comparison against the paleorecord is not fully sat-
isfactory. The simulated rapid warming in the Nordic Seas in our case takes place
in two steps: a sudden increase by 4 K in less than a decade, followed by more
gradual warming greater than 10 K on centennial timescales, rather than warming
by more than 10 K in only a few years found in proxy records (Steffensen et al.,
2008). The difficulty to simulate climate changes as abrupt as those registered in
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the paleorecord is a common feature to many models, and the possible reasons
are yet unclear. Recent studies point out the necessity to improve the ability of
state-of-the-art models to simulate abrupt climate changes within the context of
threshold values. This highlights the necessity to explore new research lines of
past forcing factors which may help to understand the ensuing climate response
(Valdes, 2011; Stocker and Marchal, 2000). Yet, up to now glacial abrupt climate
change has almost exclusively been investigated from a modelling perspective
using intermediate or simpler complexity models. Interestingly, it would be de-
sirable to reassess our results with more comprehensive models in the future when
this is computationally affordable. In this line, the current model setup has been
chosen so that the system resides close to a threshold associated with drastic
changes in the oceanic circulation. The existence and location of such thresh-
olds are model dependent. In addition, it is conceivable that small perturbations
of a different origin could cause such a transition, assuming such perturbations
are able to significantly affect density in the Nordic Seas area. Here, we have
identified a mechanism which is consistent with proxy records by which abrupt
climate change can be promoted through the idealised experiments exhibited. Up
to now climate simulations focusing on abrupt climate changes have mainly been
based on imposing freshwater fluctuations in the North Atlantic as reviewed by
Kageyama et al. (2010). However, the sources of these freshwater fluxes have not
yet been identified. Here, we propose such freshwater flux variations could be
connected with rearrangements in the Nordic Seas sea-ice extent in response to
CO2 and Southern Ocean wind intensifications.
Our results confirm a recent study by Oka et al. (2012) suggesting that if the
glacial climate were close to a threshold, small perturbations leading to a reduc-
tion in the sea-ice cover could have pushed the system across the latter. Through
the sea-ice cover control of deep water formation, this provides an explanation
for the different stability of the glacial AMOC compared to the present one, and
thereby the different variability of glacial and interglacial periods (Marotzke,
2012).
Reconstructions suggest that during deglaciation, as well as throughout the
last glacial period, CO2 rises were primarily caused by the increase in deep up-
welling in the Southern Ocean (Anderson et al., 2009). Models furthermore indi-
cate that wind and CO2 increases could themselves be the response to a previous
North Atlantic cooling leading to a southward shift of the ITCZ and/or strength-
ening of the westerlies over the Southern Ocean (Chiang and Bitz, 2005; Lee et al.,
2011; Timmermann et al., 2007). The oceanic explanation is that during stadial
conditions, northward oceanic heat transport is strongly diminished in response
to a weak overturning. As a consequence, the Southern Hemisphere warms at
expense of the Northern Hemisphere through the bipolar seesaw effect. The tem-
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perature asymmetry is thereby reduced and the ITCZ and the westerlies shift to
the south and/or possibly strengthen. In this situation Southern Ocean westerlies
are better aligned with the Antarctic Circumpolar Current (ACC). Within these
conditions, atmospheric CO2 levels increase in response to an oceanic upwelling
intensification (Denton et al., 2010; Toggweiler and Lea, 2010). Alternatively, at-
mospheric models also indicate cooling in the North Atlantic (as would follow
from a decrease in NADW formation and AMOC strength) leads to a southward
shift of the ITCZ and Southern Ocean winds intensification, with a marginal
southward shift, via atmospheric teleconnections leading to a rise in atmospheric
CO2 by 20-60 ppmv, consistent with proxy records (Lee et al., 2011). The upper
limit is obtained when taking into account exclusively the physical process of in-
creased outgassing of CO2 due to enhanced upwelling; the lower limit includes as
well the biological response to the increased upwelling. This results in an increase
in surface nutrients which fuels biological productivity, thereby damping the at-
mospheric CO2 rise and accounting for the smaller increase found previously by
Menviel et al. (2008) and Tschumi et al. (2008).
According to our results, higher atmospheric CO2 concentration and enhanced
westerlies act to promote NADW formation over the Nordic Seas region through
vital sea-ice variations which eventually enhance the meridional density gradient.
Thus, the AMOC is intensified and thereby its associated northward oceanic heat
transport. At this point, in the light of the above studies, the ITCZ would shift
northward again and Southern westerlies progressively weaken, decreasing up-
welling and atmospheric CO2. This constitutes a negative feedback that favours
the return into stadial conditions through an AMOC weakening, which would lead
to enhanced westerlies and higher atmospheric CO2 concentration. As a conclu-
sion this suggests that D/O events could be part of an internal oscillation which
involves changes in CO2, surface winds and AMOC on millennial timescales.
3An interhemispheric mechanism for glacial
abrupt climate change2
3.1 Introduction
Ice core records and marine sediments have revealed the existence of two types of
abrupt climate changes operating throughout the last glacial period (ca. 110-10
kyr BP). Dansgaard-Oeschger (D/O) events show up as abrupt transitions from
cold stadial to warm interstadial conditions, with warming in Greenland of up
to 16 K (Lang et al., 1999; Landais et al., 2004; Huber et al., 2006) within a few
decades followed by a gradual cooling phase lasting from several centuries to a
few millennia which ends with a rapid return to stadial conditions (Dansgaard
et al., 1993). Heinrich (H) events are identified as unusually high concentrations
of ice-rafted debris in deep ocean sediment cores interpreted as iceberg discharges
from the Laurentide ice-sheet into the North Atlantic coinciding with prolonged
stadials (H stadials) and preceding the largest D/O events (Bond et al., 1992).
The strong coupling between D/O and Antarctic warm (A) events indicates the
existence of a climatic link operating between both hemispheres (Blunier and
Brook, 2001). Models suggest this link is provided by changes in ocean heat
transport through the bipolar seesaw effect (Stocker, 1998; Crowley, 1992) in
response to reorganizations of the Atlantic meridional overturning circulation
(AMOC) (Alley et al., 1999a). However, the ultimate causes of these oceanic
reorganizations remain unclear.
Previous attempts to simulate D/O events have generally involved freshwater
flux perturbations over the North Atlantic (Ganopolski and Rahmstorf, 2001)
2 The main contents of this chapter are published in: Banderas, R., J. Alvarez-Solas,
A. Robinson, and M. Montoya, 2015: An interhemispheric mechanism for glacial
abrupt climate change. Clim. Dyn., 44, 2897–2908, https://doi:10.1007/s00382-014-
2211-8.
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Fig. 3.1: Proxy records showing a global perspective of MIS 3 climate on the GISP2 time scale: a)
atmospheric CO2 concentration inferred from Byrd ice cores (Ahn and Brook, 2008); b) Opal flux
proxy for upwelling in core TN057-14PC (51◦59.059’ S, 4◦30.976’ E, 3648 m) (Anderson et al., 2009);
c) δ18Oice from the Greenland Ice Core Project 2 as a proxy of Greenland surface temperature
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bars show the approximate timing of Heinrich events (H4-H6) (Rashid et al., 2003).
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but the source of such a forcing has not been identified. Alternatively, episodes of
abrupt warming in the North Atlantic could have been triggered from southern
latitudes (Stocker, 2003). Model studies have shown that slowly varying back-
ground climate conditions in the Southern Ocean (SO) are capable of triggering
a strong AMOC resumption leading to an abrupt warming in the North Atlantic
(Knorr and Lohmann, 2003). The same result was found when applying gradual
background climate changes from glacial to interglacial conditions on a global
scale (Knorr and Lohmann, 2007). This led to the suggestion that fluctuations in
atmospheric CO2 concentration are a potential candidate for generating gradual
climate variations that eventually favor abrupt warming in the North Atlantic
(Barker and Knorr, 2007).
Ice core data indicate a close correspondence between atmospheric CO2 varia-
tions and Antarctic temperature, with increases in both coinciding with H stadials
and predating the largest D/O events (Ahn and Brook, 2008). Reconstructions
show that during the last deglaciation, as well as throughout the last glacial
period, CO2 increases were concurrent with episodes of enhanced ventilation in
the SO as inferred from opal flux records (Fig. 3.1). This has led to the inter-
pretation that intervals of elevated CO2 concentration would have resulted from
increased wind-driven upwelling in the SO (Anderson et al., 2009). A wide vari-
ety of models indicate meridional migrations of the intertropical convergence zone
(ITCZ) and the Southern Hemisphere (SH) mid-latitude jet in response to im-
posed high-latitude temperature changes in the North Atlantic (Chiang and Bitz,
2005; Ceppi et al., 2013), as would follow from variations in the AMOC strength.
Thus, CO2 increases during stadials could be the response to the preceding North
Atlantic cooling. During stadial conditions, northward oceanic heat transport is
expected to strongly decrease in response to a weak overturning. In this case,
the SH warms at the expense of the Northern Hemisphere (NH) via the bipolar
seesaw effect. The interhemispheric temperature asymmetry thereby decreases
and the ITCZ and the SH westerlies shift to the south, improving their align-
ment with the Antarctic Circumpolar Current (ACC) (Toggweiler et al., 2006),
and possibly strengthen. Both responses lead to increased upwelling via enhanced
Ekman divergence (Toggweiler et al., 2006; Toggweiler and Samuels, 1995a) and
thereby to higher atmospheric CO2 levels (Lee et al., 2011; Toggweiler, 2009).
This mechanism has been proposed to be relevant for ice age terminations and
suggested to operate during stadial-interstadial transitions as well (Denton et al.,
2010; Toggweiler and Lea, 2010).
Increasing atmospheric CO2 and SO winds have recently been shown to trigger
abrupt transitions from stadial to interstadial conditions via AMOC intensifica-
tion (Banderas et al., 2012). In light of the above studies, the ITCZ would shift
northward again leading to a weakening of the SO winds, decreased upwelling
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and reduced atmospheric CO2 levels in response to the AMOC strengthening.
The return of the climate system to the stadial state would imply that glacial
abrupt climate changes are part of an internal oscillation involving the AMOC,
CO2 and SO wind variations.
We herein investigate this hypothesis by performing a transient simulation
of the glacial climate using a coupled climate model forced by prescribed atmo-
spheric CO2 and SO wind-stress variations in an idealized experimental design
inspired by the characteristic climatic imprint of the SO during the last glacial
period.
The paper is organized as follows: the model and experimental design are
described in section 3.2. The mechanism by which the AMOC reacts to CO2
and SO wind-stress variations and its climatic implications are presented in sec-
tion 3.3. Two additional sensitivity experiments have been carried out in order to
investigate the isolated effect of CO2 and SO wind-stress variations. A freshwater
flux experiment is also presented and compared to the main simulation. Finally,
discussion and conclusions are given in section 3.4.
3.2 Model and experimental design
The model used in this study is the CLIMBER3-α climate model of interme-
diate complexity (Montoya et al., 2005). Its atmospheric component is a 2.5-
dimensional statistical-dynamical model based on the assumption of a universal
vertical structure of temperature and humidity in the atmosphere with a hori-
zontal resolution of 7.5◦×22.5◦. Its oceanic component contains the Geophysical
Fluid Dynamics Laboratory (GFDL) MOM-3 ocean general circulation model,
with a horizontal resolution of 3.75◦ and 24 variably spaced vertical levels, and
the ISIS thermodynamic-dynamic snow and sea-ice model. CLIMBER-3α satis-
factorily describes the large-scale characteristics of the atmosphere, ocean and
sea-ice on seasonal and longer time scales. Vegetation and other land-surface
characteristics as well as river-runoff routing were unchanged with respect to the
present-day control run (Montoya et al., 2005).
The simulations presented here stem from a previous climate simulation of the
Last Glacial Maximum (Montoya and Levermann, 2008) (LGM, ca. 21 kyr BP),
with boundary conditions following the specifications of the Paleoclimate Mod-
eling Intercomparison Project Phase II (PMIP2), namely: changes in insolation,
a reduced equivalent atmospheric CO2 concentration of 167 ppmv to account for
the lowered CH4, N2O and CO2 concentrations, the ICE-5G ice-sheet reconstruc-
tion (Peltier, 2004), and land-sea mask changes plus a global increase of salinity
by 1 PSU to account for the ∼120 m sea-level lowering. Owing to the coarse reso-
lution of its atmospheric component and to the simplified atmospheric dynamics,
3.3 Results 39
the wind-field simulated by the model is not adequate to force the ocean. Thus,
the surface wind-stress was prescribed to the Trenberth et al. (1989) climatol-
ogy (Montoya et al., 2005). The sensitivity of the glacial AMOC to wind-stress
strength was investigated by integrating the CLIMBER-3α model to equilib-
rium (Montoya and Levermann, 2008) with the surface wind-stress climatology
multiplied globally by varying factors α ∈ [0.5, 2]. At α = 1.7 a threshold, asso-
ciated with a drastic AMOC increase of more than 10 Sv and a northward shift
of NADW formation north of the Greenland-Iceland Scotland (GIS) ridge, was
found. We hypothesize herein that the glacial AMOC is close to this threshold.
However, an equivalent atmospheric CO2 level of 200 ppmv resulting from the
higher CH4, N2O and atmospheric CO2 concentrations registered during MIS
3, when D/O events take place, has been imposed. The starting point for the
experiment shown herein is thus the final equilibrium state of a glacial control
climate simulation with α = 1.65 and an equivalent atmospheric CO2 level of
200 ppmv (Banderas et al., 2012).
The model was then forced by periodic variations of atmospheric CO2 con-
centration and SO wind-stress. CO2 forcing consists of linearly varying atmo-
spheric CO2 levels qualitatively resembling the characteristic saw-tooth shape of
glacial CO2 reconstructions. The SO wind-stress forcing is prescribed following
an identical signal under the hypothesis that atmospheric CO2 variations are
the response to enhanced/reduced SO ventilation as a result of stronger/weaker
winds (Figs. 3.1 and 3.2). To force the model we implicitly assume that a weak
AMOC results in a linear increase both in atmospheric CO2 concentration and
SO wind-stress. The forcing is thus maintained until NADW formation resumes.
The CO2 and SO wind-stress forcing trends are then reversed in order to account
for the hypothesized reduction in SO ventilation and CO2 outgassing as a result
of the AMOC reactivation. As explained below, this pushes the system into a
new stadial state, leading to the onset of a new cycle. The model has been in-
tegrated in this way over 20 kyr. This procedure results in a forcing signal with
the characteristic imprint of the SO climate during MIS 3 (Fig. 3.2).
3.3 Results
3.3.1 AMOC response to CO2 and SO wind-stress variations
The AMOC is found to alternate between weak and strong circulation regimes in
response to the imposed forcing cycle (Fig. 3.2). The meridional density gradient
is known to extert a strong control of the AMOC strength. Therefore, the impact
of CO2 and SO wind-stress variations on the Atlantic densities is investigated in
order to elucidate the causes of glacial abrupt climatic transitions.
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Fig. 3.2: Simulated MIS 3 climate. Time series of forcings and relevant climatic variables: a) CO2
forcing in ppmv; b) Southern Ocean wind amplification factor (no units); c) anomalies of North
Atlantic SAT (67.5◦N 11◦W, in the Nordic Seas) with respect to the initial state in K; d) anomalies
of Antarctic SAT (86.2◦S 11◦E) with respect to the initial state in K; e) AMOC strength in Sv;
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(26◦S 56◦W, close to Caverna Botuvera´, in gold) and in the West Equatorial Pacific (4◦N 124◦E, in
dark blue) in mm day−1.
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Increasing atmospheric CO2 levels cause gradual and moderate warming in
the North Atlantic (i.e. nearly 2 K in two millennia) but also around Antarctica,
where the bipolar seesaw effect during the stadial state contributes to increase
Antarctic temperatures further. Enhancing wind-stress leads to an increase in
deep upwelling in the SO that results in stronger outcropping and deepening of
isopycnals, and thereby a decrease of Antarctic Intermediate Water (AAIW) den-
sity (Schewe and Levermann, 2010). These processes translate into a progressive
decrease of density in the Atlantic basin that is more pronounced in the South
Atlantic (Figs. 3.3 and 3.4). As a result, the meridional density gradient shows a
gradual increase that leads to a slight AMOC intensification. Together with fresh-
water flux readjustments in the North Atlantic related to a northward migration
of the sea ice front (Banderas et al., 2012), this favors an eventual resumption of
NADW formation and facilitates a strong AMOC recovery by more than 25 Sv,
leading the system to interstadial conditions (Figs. 3.3 and 3.4).
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Fig. 3.3: AMOC trajectories and density changes of the Atlantic Ocean. AMOC strength (colors) as a
function of density variations in the North Atlantic (35◦N - 80◦N, 60◦W - 10◦E, 750 - 1500 m depth;
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(2) Abrupt transition from stadial to interstadial conditions essentially due to density increase in
the North Atlantic. AMOC recovery; (3) Stable meridional density gradient. Strong AMOC; (4)
Gradual decrease of the meridional density gradient related to significant density increase in the
South Atlantic. Progressive AMOC slowdown; (5) Drastic reduction of NADW formation and AMOC
strength. Abrupt transition to stadial conditions essentially due to density decrease in the North
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Fig. 3.4: North-south density variations. a) Temporal evolution of the meridional north-south density
contrast (black) in kg m−3, estimated as the density difference between the North Atlantic (35◦N -
80◦N, 60◦W - 10◦E, 750 - 1500 m depth) and the South Atlantic (30◦S, 60◦W - 10◦E, 750 - 1500 m
depth) relative to yr 9000 and AMOC strength (cyan) in Sv; b) anomalies of density (black) relative
to the onset of the third cycle (yr 9000) and contributions to the latter by temperature (red) and
salinity (blue) in the North Atlantic in kg m−3; c) same fields as in b) in the South Atlantic. Gray
curves show the representation of both CO2 and SO wind-stress (τ factor) forcing trends.
A strong AMOC results in loss of heat in the SO and enhanced transport
of salt into the Nordic Seas, that translate into a density increase both in the
North and South Atlantic (Figs. 3.3 and 3.4). At this point, both forcing trends
are reversed under the assumption that the reactivation of the AMOC would
lead to reduced wind-driven upwelling in the SO, thus resulting in decreasing
atmospheric CO2 levels. Lower atmospheric CO2 levels lead to global cooling.
In the North Atlantic, this is partially counteracted by enhanced oceanic heat
transport resulting from a vigorous AMOC. In the South Atlantic, however, the
CO2-induced decrease in temperature adds to the progressive cooling related
to the bipolar seesaw effect. Additionally, decreasing wind-stress over the SO
leads to reduced upwelling there. All in all, these processes result in a gradual
density increase in the Atlantic which is more pronounced in the SH. The resulting
meridional density gradient shows a progressive reduction which translates into a
gradual AMOC slowdown (Figs. 3.3 and 3.4) that favors sea-ice regrowth in the
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Nordic Seas and the southward migration of the polar front, leading to fresher
surface waters in the area. This causes a drastic reduction of NADW formation
and returns the AMOC to its stadial values. The wind and CO2 forcing is then
linearly increased again, leading the climate system to the onset of a new cycle
(Figs. 3.2 and 3.3).
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Fig. 3.5: Hysteresis. Anomalies of effective oceanic wind-stress (magenta) in the North Atlantic (35◦N
- 80◦N, 60◦W - 10◦E) relative to yr 9000 in N m−2 and AMOC strength (cyan) in Sv. Gray curve
shows the representation of both CO2 and SO wind-stress (τ factor) forcing trends. Vertical bars and
numbers refer to different states of the climate system: (1) the state with the same forcing values as
in the initial state (stadial conditions); (2) the same as (1) within interstadial conditions; (3) the
state at which the climate system reaches stadial conditions again.
Note that the climate system does not return to stadial conditions when the
forcings are decreased to their initial stadial values (Fig. 3.2). This reflects the
existence of hysteresis of the AMOC with respect to the forcings as a result of the
positive salinity advection feedback (Rahmstorf, 1996). In addition, the effective
oceanic wind-stress is controlled by the sea-ice cover. Therefore, under interstadial
conditions, both a strong AMOC and enhanced surface wind-driven currents as a
result of the decreased sea-ice cover contribute to a positive feedback favoring the
transport of salt to NADW formation sites (Fig. 3.5). The existence of hysteresis
plays an important role in modulating the amplitude of the oscillation over the
SO, as warming and cooling phases over Antarctica are regulated by the duration
of stadials and interstadials through the bipolar seesaw. In other words, the
existence of hysteresis provides inertia to the system, so that it does not simply
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react to the forcing cycle in a linear way and determines, together with the bipolar
seesaw effect, the antiphase climatic relationship between the North and the
South Atlantic. Therefore, transitions between stadial and interstadial regimes
can be explained as a result of crossing the identified threshold of the AMOC
through changes in the meridional density gradient in response to the forcing
cycle.
3.3.2 Climatic implications
The alternation between stadial and interstadial oceanic circulation regimes re-
sults in an interhemispheric climatic connection that reproduces several major
features of glacial millennial-scale climate variability registered by proxies. The
evolution of the Nordic Seas surface air temperature (SAT) shows four abrupt os-
cillations that are accompanied by gradual temperature variations in Antarctica.
The shape and timing of both patterns closely resemble the four largest D/O and
A events that took place during the last glacial period (Figs. 3.1 and 3.2).
Stadial conditions are characterized by a minimum in NH temperatures, grad-
ual warming in the SH and reduced AMOC (Fig. 3.2). The subsequent AMOC
recovery translates into an abrupt temperature increase in the Nordic Seas by
more than 10 K, while Antarctica initially cools down in response to the bipolar
seesaw (Fig. 3.2). Interstadial conditions consist of relatively mild temperatures
in the NH, gradual cooling in the SH and a vigorous AMOC. The nearly stable
warm phase in the Nordic Seas SAT lasting several centuries can be explained by
the counteracting effects of lower atmospheric CO2 levels leading to global cool-
ing and the enhanced oceanic heat transport resulting from a vigorous AMOC.
The transition into a new stadial phase is characterized by a progressive AMOC
reduction which eventually leads to an abrupt temperature decline back to sta-
dial conditions in the Nordic Seas, while Antarctic SAT shows a gradual warming
in response to the weakening of the AMOC.
The signal of millennial-scale climatic events can also be identified far from
high latitudes (Fig. 3.2). The simulated east Asian precipitation closely follows
the Nordic Seas SAT while precipitation in southern Brazil shows an antiphase
behavior with respect to that simulated in eastern Asia as a result of meridional
shifts of the ITCZ during stadial-interstadial transitions. The time evolution of
the simulated precipitation in the vicinity of the western equatorial Pacific (WEP)
region clearly reflects the Antarctic-style temperature variability. Thus, the global
imprint of the Antarctic climate can also be found in our simulation.
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3.3.3 Sensitivity experiments: the isolated effect of CO2 and SO wind
variations
Two sensitivity experiments have been carried out in order to explore the role
of the isolated contributions of CO2 (CO2-only) and SO wind-stress (wind-only)
variations (Fig. 3.6). Both have been designed following a similar experimental
setup as in the main run (CO2+wind).
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Fig. 3.6: North-south density variations for the isolated contributions of CO2, SO wind-stress and
FWF. a) Temporal evolution of the meridional north-south density contrast (black) in kg m−3,
estimated as the density difference between the North Atlantic (35◦N - 80◦N, 60◦W - 10◦E, 750 -
1500 m depth) and the South Atlantic (30◦S, 60◦W - 10◦E, 750 - 1500 m depth) and AMOC strength
(cyan) in Sv for the CO2-only experiment; b) anomalies of density (black) and contributions to the
latter by temperature (red) and salinity (blue) in the North Atlantic in kg m−3; c) same fields as in
b) in the South Atlantic. d-f) and g-i) Same information for the wind-only and hosing experiments,
respectively. Gray curves show the representation of the forcing trends.
In the CO2-only experiment, increasing atmospheric CO2 levels contributes
to warmer and more saline water both in the North and the South Atlantic. In
the North Atlantic, the increase in salinity dominates over warming. This results
in a density increase which favors convection in the Nordic Seas (Banderas et al.,
2012). Density is found to decrease slightly in the South Atlantic. As a result,
the meridional density gradient gradually increases leading to a slight AMOC
strengthening (Figs. 3.6 and 3.7).
Under the wind-only scenario, enhancing SO wind-stress leads to an increase
in deep upwelling that results in stronger outcropping and deepening of isopycnals
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Fig. 3.7: AMOC trajectories and density changes of the Atlantic Ocean. a) Temporal evolution of
the meridional north-south density contrast (gray) in kg m−3 for the main experiment, estimated as
the density difference between the North Atlantic (35◦N - 80◦N, 60◦W - 10◦E, 750 - 1500 m depth)
and the South Atlantic (30◦S, 60◦W - 10◦E, 750 - 1500 m depth), AMOC strength (black) in Sv and
evolution of density in the North Atlantic (dark blue) and in the South Atlantic (gold) in kg m−3;
b) AMOC strength (colors) as a function of density variations in the North Atlantic (x-axis) and
in the South Atlantic (y-axis). Dark gray dahsed lines show equal values of the meridional density
gradient; c-d), e-f) and g-h) same information for the CO2-only, wind-only and FWF experiment,
respectively.
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(Schewe and Levermann, 2010). This adds to the Antarctic warming caused by
the bipolar seesaw effect during the stadial phase, resulting in a gradual density
decrease in the South Atlantic that causes an increase in the meridional density
gradient and thus an initial slight AMOC strengthening (Figs. 3.6 and 3.7).
In both cases, a drastic increase of the meridional density gradient results in
a strong AMOC recovery once convection is triggered (Figs. 3.6 and 3.7). At
this moment the forcing trends are reversed and the AMOC is found to weaken.
The first phase of the AMOC weakening is associated with a decrease in the
meridional density gradient that mainly results from the density increase in the
South Atlantic related to cooling through the bipolar seesaw effect. In the North
Atlantic, the density increase is attenuated by the opposing effects of temperature
and salinity (Figs. 3.6 and 3.7). In the CO2-only experiment, density in the
South Atlantic further increases due to cooling induced by the reduced CO2 levels
(Fig. 3.6) that is transmitted into the subsurface, leading to a continuous decrease
of the meridional density gradient and thus to a significant AMOC slowdown
(Figs. 3.6 and 3.7). Under the wind-only scenario, reduced wind-stress over the
SO leads to decreased deep upwelling that results in an increase of Antarctic
Intermediate Water (AAIW) density. As a result, the meridional density gradient
gradually decreases leading to a slowdown of the AMOC (Figs. 3.6 and 3.7). In
both experiments North Atlantic cooling translates into a southward migration
of the summer sea-ice polar front which contributes to freshen convective sites in
the Nordic Seas via sea-ice melting. This eventually results in a large reduction
of NADW formation.
The threshold identified in the climate system by which the strength of the
AMOC changes as a result of reorganizations of the meridional density gradient
is also reachable under the two new sensitivity scenarios. Note, however, that in
both cases, the forcing rates and amplitudes at which the transition is found are
higher than in the main experiment. This indicates that both contribute in the
same sense in order to push the climate system into a different regime.
3.3.4 AMOC response to freshwater flux in the Nordic Seas
A freshwater flux (FWF) scenario has also been included to study the classical
bipolar seesaw without accounting for the effects of CO2 and SO wind-stress vari-
ations in the climate system. A periodic FWF anomaly has been imposed in the
Nordic Seas (70◦N - 80◦N, 15◦W - 15◦E) with amplitude of 0.2 Sv and period
of 1500 yr (Fig. 3.6). Negative freshwater flux input into the Nordic Seas causes
salinity to increase in the North Atlantic leading to a rapid start of vigorous
convection. Denser waters related to salinity increase support the formation of
NADW and favors the AMOC to strengthen. South Atlantic density increases as
well in response to cooling associated to the bipolar seesaw effect. The increase
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of salinity in the North Atlantic dominates the interhemispheric density balance
leading to a rapid intensification of the meridional desity gradient which results
in a strong AMOC resumption (Figs. 3.6 and 3.7). Enhanced northward salinity
transport from the tropics and the subtropical South Atlantic as a result of the
AMOC stengthening provides an additional source of salt to the North Atlantic
which keeps the system into interstadial conditions through the positive salt-
advection feedback. The meridional density gradient starts to decrease when the
forcing cycle is reversed causing a progressive AMOC weakening (Figs. 3.6 and
3.7). While North Atlantic density is reduced in response to the positive fresh-
water flux input into the Nordic Seas, density in the South Atlantic decreases as
a result of warming associated to the bipolar seesaw effect. The transition into
stadial conditions takes place when the decrease in North Atlantic density is suf-
ficient to inhibit NADW formation in the Nordic Seas, causing a strong AMOC
reduction.
The pivotal role of the North Atlantic in controlling abrupt transitions in
the FWF scneario can be identified in the trajectory diagram (Fig. 3.7), where
significant changes in the AMOC strength follow nearly-vertical displacements in
the meridional density gradient space. This translates into a narrower width of the
loop in the meridional density gradient space with respect to both experiments
including SO wind-stress variations. This indicates that although the implication
of the SO does not represent a necessary condition for triggering glacial abrupt
climate change, its role contributes to facilitate stadial to interstadial transitions
and vice-versa without the need to invoke freshwater fluxes.
3.4 Conclusions and discussion
We have shown that the characteristic instability of the last glacial climate can be
simulated as a result of AMOC reorganizations originating from changes in the
meridional density gradient in response to prescribed variations in atmospheric
CO2 concentration and SO wind-stress. The scaling relationship between the
meridional density gradient and the AMOC strength was postulated long ago in
conceptual models (Stommel, 1961; Rooth, 1982; Gnanadesikan, 1999) and subse-
quently confirmed in comprehensive ocean general circulation models (OGCMs)
(e.g. Rahmstorf, 1996). Our experiments provide a plausible explanation for the
driver of such changes.
Although our mechanism gathers processes of very different characteristic
times (e.g. atmospheric teleconnections, sea ice migrations and large-scale oceanic
circulation), its time scale is ultimately determined by the time needed by the
meridional density gradient for triggering major AMOC reorganizations. Den-
sity changes in the South Atlantic are more gradual than in the North Atlantic
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where they are found to be more abrupt during transitions. The character of
millennial-scale climate variability registered in proxies worldwide can therefore
be interpreted as the result of an integral signal that accounts for gradual changes
in the SH plus the abrupt imprint provided by changes in the NH.
Several studies suggest that the East Asian Monsoon region was tightly con-
nected to the North Atlantic climate during the last deglaciation and the last
glacial period (Wang et al., 2001). The oxygen isotope record of stalagmites from
the Hulu Cave (32◦30’N 119◦10’E, east Asia), interpreted as a proxy of pre-
cipitation, shows a close resemblance to δ18O values from Greenland ice cores,
indicating that interstadial and stadial intervals in the North Atlantic nearly
coincided with wet and dry episodes in East China, respectively (Wang et al.,
2001). On the contrary, the same record at Caverna Botuvera´ (27◦13’S 49◦09’W,
southern Brazil) evidences an antiphase relationship (Wang et al., 2007). This is
consistent with a more recent study from the Santiago Cave (3◦1’S 78◦9’W, west-
ern Amazonia in Ecuador) showing a tight correspondence between nearly all the
D/O warming events in the North Atlantic and dry episodes in the Amazon basin
(Mosblech et al., 2012). Proxy records from the equatorial Pacific furthermore
show a similar behavior to Antarctic temperature variability on millennial time
scales, suggesting that the Antarctic climate signal was globally pervasive during
the last glacial period (Barker and Knorr, 2007). Our results are consistent with
all of these records. This good agreement arises, in part, from the suitable rep-
resentation of the simulated bipolar seesaw of the AMOC. However, the novelty
of this work is that such a characteristic bipolar seesaw pattern shown in previ-
ous studies can be triggered by CO2 and SO wind-stress changes without using
freshwater forcings (e.g. Liu et al., 2009; Menviel et al., 2014) of doubtful origin.
Although our experimental setup consists of an externally-forced oscillation
involving CO2 and SO wind-stress variations, the underlying idea of this study is
that CO2, SO winds and the AMOC are coupled in such a way that the proposed
interhemispheric oscillation could be an internal solution of the real climate sys-
tem that promotes abrupt climatic transitions. During prolonged stadials, a weak
AMOC translates into warming of the SH at the expense of the NH. The south-
ward shift in the atmospheric circulation patterns favors upwelling and thereby
outgassing of CO2. This results in gradual global warming and, eventually, in
an abrupt transition from stadial to interstadial conditions associated with the
resumption of NADW formation. The AMOC recovery maintains the NH in a
warm phase while the SH gradually cools down following the bipolar seesaw mech-
anism. In this situation the atmospheric circulation patterns migrate northward
reducing atmospheric CO2 levels and SO winds and helping to revert the climate
system back to the stadial state, thus starting the cycle again (Fig. 3.8). The
assessment of the internal nature of the mechanism presented here would require
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the use of a climate model accounting for an interactive carbon cycle module and
a more comprehensive atmospheric component.
Abrupt AMOC recovery AMOC weakening 
NH warms at the 
expense of SH through 
the bipolar seesaw
SH warms at the 
expense of NH through 
the bipolar seesaw
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Reduced/shifted SO 
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Meridional density gradient
Fig. 3.8: Schematic of the glacial oscillatory mechanism.
An important caveat of this study is that our setup is based on the assump-
tion that CO2 variations were caused by enhanced wind-driven upwelling in the
SO (Anderson et al., 2009). Recent findings indicate that disruptions in the
glacial biological pump could also operate in concert with wind-driven upwelling
to produce millennial-scale CO2 oscillations (Mart´ınez-Garc´ıa et al., 2014). As
suggested by Anderson et al. (2009), increased buoyancy forcing (Watson and
Naveira Garabato, 2006) might actually be necessary together with the enhanced
wind-stress in order to account for the upwelling intensification. An increase in
the northward Ekman transport leading to a steepening of the isopycnals would
result in an increase in the baroclinicity of the ACC leading to an intensification
of the southward eddy transport that could partially offset the increased north-
ward Ekman transport (e.g. Hallberg and Gnanadesikan (2006)). Recent studies
with eddy-permitting and eddy-resolving models indicate this eddy compensa-
tion could depend strongly on how surface buoyancy fluxes are affected, with
increased surface buoyancy flux in response to increased wind-stress leading to
a larger sensitivity than previously thought (Abernathey et al., 2011). This is
a fundamental matter currently subject of active research but still unaffordable
for millennial-scale simulations. A shift or increase of the SO winds could also
affect wind-driven mixing there. The deep SO is responsible for a large fraction
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of global diapycnal mixing (Watson and Naveira Garabato, 2006, and references
therein) that is generated almost entirely over restricted regions of rough bottom
topography below the ACC through the interaction of its deep-reaching flow and
its associated eddies with the sea floor (Watson et al., 2013). If the westerly winds
shifted south or strengthened, the mixing of heat and freshwater into the deep
ocean would most probably increase.
Our mechanism does not preclude the existence of others that could help to
trigger glacial abrupt climate changes. These include advection of salinity anoma-
lies from the tropics induced by tropical teleconnections (Krebs and Timmer-
mann, 2007), SO warming (Knorr and Lohmann, 2003), gradual global warming
(Knorr and Lohmann, 2007) and sea-ice reorganizations in the North Atlantic
(Li et al., 2010; Dokken et al., 2013; Petersen et al., 2013). In addition, changes
in the location and strength of the SO westerlies could also contribute indirectly.
For example, Antarctic sea ice has been proposed to act as a physical barrier
to freshwater input to the deep SO at glacial periods by advecting freshwater
northward until it melts north of the polar front, thus in a region disconnected
from the deep ocean (Keeling and Stephens, 2001). In this way brine rejection
during sea-ice formation and sea-ice export would both act to densify the deep
ocean at glacial times. A south-shifted westerly wind belt would shift sea-ice for-
mation and export southward and thereby de-densify the deep SO, which would
contribute to the resumption of the AMOC via an increase in the meridional
density gradient (Liu et al., 2009).
To conclude, we have identified a new mechanism for triggering glacial abrupt
climate changes that brings together the bipolar seesaw effect, its impact on
atmospheric reorganizations and their feedback on the oceanic circulation, which
is consistent with widespread climatic proxies, and provides an explanation of
the enigmatic pervasive Antarctic influence.
Our results represent an attractive challenge for the paleoclimate commu-
nity. The study of proxy records could confirm that interhemispheric changes in
density underlie glacial abrupt climate change. Furthermore, in the light of the
diagrams shown in Fig. 3.7, the existence of high-resolution sea-water density
proxies for both the North and the South Atlantic would allow to discern the
ultimate mechanism for D/O events.

4A new approach for simulating the paleo
evolution of the Northern Hemisphere ice sheets3
4.1 Introduction
The climate history of the late Quaternary is marked by alternating episodes
of growth and decay of Northern Hemisphere (NH) ice sheets on orbital time
scales as evidenced by different proxy data (e.g. Hays et al., 1976; Imbrie et al.,
1992). Geological and geomorphological data show that during the Last Glacial
Period (LGP, ca. 110-10 ka BP) large fractions of North America and Eurasia
were covered by ice sheets that reached their maximum extent and volume at
the Last Glacial Maximum (LGM, ca. 21 ka BP; e.g. Clark and Mix, 2002; Dyke
et al., 2002; Svendsen et al., 2004). Sea level reconstructions derived from coral
dating (Bard et al., 1996) as well as from the isotopic signal recorded in marine
sediments (Bond et al., 1993; Waelbroeck et al., 2002; Rohling et al., 2009; Grant
et al., 2012) show substantial variations as a result of the waxing and waning of
ice sheets, with differences relative to the present roughly ranging between +6 m
at the maximum of the Last Interglacial (ca. 125 ka BP) and -130 m at the LGM
(note the present is meant here and after to indicate preindustrial conditions).
In addition to proxy data, glacial isostatic adjustment (GIA) models have
been used to reconstruct the past temporal evolution of ice sheets (Peltier and
Andrews, 1976). By inverting relative sea-level records and accounting for the
isostatic deformation of the solid Earth in response to ice-mass changes and re-
distributions, these models have facilitated estimation of the global ice volume
at the LGM (Yokoyama et al., 2000; Milne et al., 2002) and reconstruction of
3 The main contents of this chapter are published in: Banderas, R., J. Alvarez-
Solas, A. Robinson, and M. Montoya, 2018: A new approach for simulating
the paleo evolution of the Northern Hemisphere ice sheets. Geosci. Model Dev.,
https://doi.org/10.5194/gmd-2017-158.
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the sea-level equivalent (SLE) ice volume throughout different intervals around
this period (Lambeck et al., 2000; Lambeck and Chappell, 2001; Lambeck et al.,
2002, 2014). Recently they have been refined by applying additional constraints
based on the available global positioning system (GPS) measurements of vertical
motion of the Earth’s crust. This technique has been used to simulate the spa-
tial configuration of ice sheets during the last deglaciation (Peltier et al., 2015).
However, GIA models fail to provide a unique solution for the temporal history
of ice thickness.
Forward ice-sheet modelling can help overcome the intrinsic limitations of the
GIA technique by directly simulating the paleo evolution of ice sheets. Ideally,
Earth System Models (ESMs) including fully coupled ice-sheet components are
the appropriate tools to simulate the past, as well as the present and future
evolution of ice sheets. However, because of their high computational cost, the
long-term simulation of ice sheets generally relies on simpler tools such as inter-
mediate complexity climate models coupled to ice-sheet models (e.g. Deblonde
and Peltier, 1991; Marsiat, 1994; Peltier and Marshall, 1995; Bonelli et al., 2009;
Langebroek et al., 2009; Ganopolski and Calov, 2011; Goelzer et al., 2016).
An alternative and even simpler method is to use ice-sheet models forced
oﬄine by a time-varying climatology. These exercises are carried out on a regular
basis, as they are needed to calibrate ice-sheet models, to assess model sensitivity
to different parameters, and to compare the sensitivities of different models. To
obtain adequate initial conditions for the ice sheet, a relatively long spin-up
is required, involving one or more glacial cycles depending on the ice sheets
involved. Because of the lack of continuous, spatially well distributed proxy data,
a synthetic time-varying climatology is often built based on a combination of
climate-model and proxy data and used to force the ice-sheet model. Often an
index approach is followed in which temperature anomalies relative to present are
calculated by combining a simulated glacial-interglacial climatic anomaly field,
interpolated through an index derived from the Greenland ice-core temperature
reconstruction, with present-day climatologies. A similar procedure is applied to
precipitation but considering ratios rather than anomalies (e.g. Marshall et al.,
2000, 2002; Charbit et al., 2002, 2007; Zweck and Huybrechts, 2005).
Zweck and Huybrechts (2005) suggested that until fully coupled, comprehen-
sive ice-sheet and climate models are available, this index approach is probably
the best method to simulate the long-term evolution of ice sheets. However, an
important drawback of this approach is that it clearly misrepresents climate
variability at millennial timescales. The reason for this is that the spatial glacial-
interglacial anomaly field used is associated with orbital climatic variations, while
it is scaled following the characteristic time evolution of the index, which includes
orbital and millennial-scale climate variability. The spatial patterns of orbital and
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millennial variability are clearly not the same, as indicated by a wealth of models
and data (see Section 4.3). As a result, this method can be expected to lead to a
misrepresentation of climate variability and thus of the past evolution of NH ice
sheets.
Here we illustrate the problems derived from this approach, and propose a new
oﬄine climate forcing method that attempts to better represent the characteris-
tic pattern of millennial-scale climate variability. Ice core records (e.g. Dansgaard
et al., 1993; NGRIP members, 2004) as well as a wide range of coupled climate
models (Ganopolski and Rahmstorf, 2001; Menviel et al., 2014; Peltier and Vet-
toretti, 2014; Banderas et al., 2015; Zhang et al., 2014, 2017) suggest that millen-
nial scale variability during the LGP was associated with the transition between
two different climatic regimes: a stadial and an interstadial state that differ in
the location and/or strength of North Atlantic Deep Water (NADW) formation.
Here we assume the stadial state represents the background glacial climate at the
LGM, with NADW formation south of Iceland, and include the interstadial state
as an additional independent snapshot that represents a millennial-scale excita-
tion away from the background state as a result of a northward shift and inten-
sification of NADW formation. A synthetic time-varying temperature climatol-
ogy is built by combining present-day observations, the simulated LGM anoma-
lies relative to present, scaled by an orbital-timescale index, and the simulated
stadial-interstadial anomalies, scaled by a millennial-timescale index. An impor-
tant, model-dependent issue is the extent to which the orbital and millennial-scale
anomaly fields are well captured, in particular their amplitudes. To account for
this, a refinement of the method is proposed consisting in a scaling of both tem-
perature anomalies, orbital and millennial. We then compare the effect of the
synthetic climatologies built through the three methods on the simulated evolu-
tion of NH ice sheets throughout the last glacial cycle.
The paper is organized as follows: in Section 4.2 the ice-sheet model and
the three climate forcing methods used are described. In Section 4.3 the results
of applying these methods to force the ice-sheet model are shown, and their
capability to simulate the evolution of the NH ice-sheets during the last glacial
cycle is compared. Finally, the main conclusions are summarised in Section 4.4.
4.2 Methodology
4.2.1 The ice-sheet model description
The model used in this study is the GRISLI ice-sheet model, developed by Ritz
et al. (2001). GRISLI has been used in a number of studies in different domains
including Antarctica (Ritz et al., 2001; Philippon et al., 2006; Alvarez-Solas et al.,
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2011a), Greenland (Quiquet et al., 2012, 2013), and glacial NH ice sheets (Peyaud
et al., 2007; Alvarez-Solas et al., 2011b, 2013). For this reason and because the
focus of our study is the climate forcing used to drive the model, only a brief
description is given here; further details about the model can be found in these
previous studies.
GRISLI is a hybrid three-dimensional thermomechanical ice-sheet model com-
bining the Shallow Ice Approximation (SIA, Hutter, 1983) for grounded ice and
the Shallow Shelf Approximation (SSA, MacAyeal, 1989) for ice shelves and ice
streams. In this model configuration, inland ice that is frozen to the bed is treated
using SIA dynamics. When the base of the ice sheet becomes temperate (ie, there
is water at the base), or when the ice is floating, then SSA dynamics apply. The
basal friction (τb) is calculated as a linear function of the basal velocity (ub) that
is proportional to effective pressure (Neff): τb = CNeff ·ub (see Table 5.1 to check
the exact value of basal dragging coefficient C). GRISLI uses finite differences on
a staggered Cartesian grid at a 40 km resolution, corresponding to 224×208 grid
points for the NH domain, with 21 vertical levels. Initial topographic conditions
are provided by present surface and bedrock elevations built from the ETOPO1
dataset (Amante and Eakins, 2009) and ice thickness (Bamber et al., 2001).
Boundary conditions include the surface mass balance (SMB) and basal melt-
ing. The SMB is given by the sum of accumulation and ablation, both of which
are calculated from monthly surface air temperatures (SATs) and monthly total
precipitation. As these variables are strongly influenced by topographic effects,
GRISLI accounts for changes in elevation at each time step considering a linear
atmospheric vertical profile for temperature with different lapse rates in summer
and in the annual mean to account for the smaller summer atmospheric vertical
stability (Table 4.1) (Ohmura and Reeh, 1991), and an exponential dependency
of precipitation on temperature. Accumulation is calculated by assuming that
the fraction of solid precipitation is proportional to the fraction of the year with
mean daily temperature below 2◦C. The daily temperature is computed from
monthly SATs assuming that the annual temperature cycle follows a cosine func-
tion. Ablation is calculated using the positive-degree-day (PDD) method (Reeh,
1989). All PDD parameters are kept constant in all simulations over the entire
domain (see Table 4.1 for the exact parameter values).
Note that as indicated by Bauer and Ganopolski (2017), using fix PDD factors
it is not possible to realistically simulate the glacial evolution of the NH ice sheets
in coupled climate - ice-sheet models. The reason being that the increase of CO2
and insolation after the LGM is not efficient enough to satisfactorily simulate the
deglaciation when using a PDD approach. Here, and for all the index methods, the
deglaciation is explicitly driven by an imposed increase in temperatures, thus the
mentioned problem does not appear. Nevertheless, our goal is not to provide the
4.2 Methodology 57
Table 4.1: Key ice sheet model and climate forcing parameters.
Parameter Value [units]
Basal dragging coefficient C = 20 [10−5 yr m−1]
Calving threshold Hcalv = 200 [m]
Conversion factor PDDs to melt for snow fPDDsnow = 0.003 [mwe/PDD]
Conversion factor PDDs to melt for ice fPDDice = 0.008 [mwe/PDD]
Standard deviation of near-surface temperature σ = 5 [K]
Annual lapse rate Γtann = 0.0080 [K m
−1]
Summer lapse rate Γtsum = 0.0065 [K m
−1]
most realistic simulation, which should include coupling with the climate system,
higher resolution, and a better representation of surface mass balance processes,
but rather to highlight and overcome an important deficiency of current oﬄine
methods. Basal melting inland is determined through a recent reconstruction of
the present-day geothermal heat flux (Shapiro and Ritzwoller, 2004), while in the
ocean it is set to a fixed value of 2 m a−1 in regions where depth is larger than
450 m and fixed to 0 m a−1 in shallower areas to favour the growth of ice sheets
during cold periods. Increasing background basal melting values modulates the
response of NH ice sheets to millennial-scale forcing. A more detailed analysis of
the effect of oceanic changes on NH ice sheets will be addressed in future work.
4.2.2 The forcing methods
Synthetic time-varying climatologies are built using three different methods. All
three use a perturbative approach as explained above (Section 1) by combining
the present-day (PD) climatology obtained from observational data with sim-
ulated climate snapshots of the last glacial cycle and a time dependent index
derived from proxy records. In all cases the indices used were built based on two
recent complementary temperature reconstructions over Greenland (Figure 4.1):
one from the NGRIP ice-core record for the LGP (Kindler et al., 2014), and an-
other one from several ice-core records for the Holocene (Vinther et al., 2009).
Their combination (hereafter, the KV reconstruction) results in a continuous
temperature reconstruction over Greenland for the past 120 kyr (Figure 4.1a).
The present-day climatology (Figure 4.2a-c) is taken from the ERA-INTERIM
reanalysis (Dee et al., 2011). The climatic snapshots (Figure 4.2d-i) are obtained
from climate simulations performed with the CLIMBER-3α model (Montoya and
Levermann, 2008; Banderas et al., 2015, see Sections 4.2.2-4.2.2). Due to the
relatively low resolution of the atmospheric model (7.5◦ × 22.5◦; latitude ×
longitude), we perform a two-step interpolation procedure to obtain the forcing
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Fig. 4.1: Temporal components of the three forcing methods: a) Sea level forcing (m) as estimated
by Grant et al. (2012). The light red shaded area represents the 95% confidence level interval of the
prescribed sea level reconstruction. The black curve shows the evolution of temperature anomalies
(◦C) relative to present over Greenland from which the index is derived (Vinther et al., 2009; Kindler
et al., 2014); b) Index used in M1 (γ; gray) together with the orbital components of the indices used
in M2 (α; gold) and M3 (α?; blue), respectively; c) Millennial components of the index used in M2
(β; gold) and M3 (β?; blue), respectively.
fields at the resolution of the ice-sheet model. First, the fields were interpolated
conservatively to the ice-sheet model grid. Then, to eliminate artefacts related
to model resolution, Gaussian smoothing (also conservative) was applied with
a standard deviation of 250 km. Several smoothing windows were tested, with
the final choice representing the minimum amount of smoothing necessary to
ensure that sharp boundaries between the atmospheric grid cells could not be
distinguished on the ice sheet model grid. The resulting anomalies with respect
to present have been corrected by elevation using the ICE-5G topography (Peltier,
2004). Oceanic temperatures are fixed in all experiments to present-day values to
ensure that any ice sheet changes are exclusively due to the atmospheric forcing.
Finally, sea-level variations are prescribed according to the reconstruction by
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Grant et al. (2012, Figure 4.1a). The specific details of each method are described
below.
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Fig. 4.2: Spatial components of the different methods. The reference climate is based on the ERA-
INTERIM (1981-2010) reanalysis (Dee et al., 2011) and consists of: a) annual SAT (◦C); b) sum-
mer (JJA) SAT (◦C) and c) annual precipitation (mm d−1). The orbital component of the spatial
forcing comprises the anomalies between the LGM and the present-day climates obtained from the
CLIMBER-3α model (Montoya and Levermann, 2008): d) annual SAT (◦C), e) summer (JJA) SAT
(◦C) and f) annual precipitation ratio (δPorb = Plgm/Ppd). Panels g), h) and i) show the same
fields as in d), e) and f) for the millennial component of the spatial forcing generated from the
combination of the Is and the St climatic states simulated by CLIMBER-3α (Banderas et al., 2012,
2015). All variables have been corrected by elevation assuming a linear vertical atmospheric profile
(see Section 4.2.1).
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Method 1
The first method (hereafter M1) follows the usual index approach used in many
previous studies (Marshall et al., 2000, 2002; Charbit et al., 2002, 2007; Zweck
and Huybrechts, 2005). The time-varying temperature and precipitation are given
by
T (t) = T0 + (1− γ(t)) ·∆Torb (4.1)
P (t) = P0 · [γ(t) + (1− γ(t)) · δPorb] (4.2)
where T0 and P0 are the ERA-INTERIM present-day temperature and precipita-
tion climatologies (Figure 4.2a-c), and∆Torb = Tlgm−Tpd and δPorb = Plgm/Ppd
are the orbital temperature anomaly and precipitation ratio relative to the
present day, respectively, obtained from equilibrium simulations for the preindus-
trial and LGM climates performed with the CLIMBER-3α model (Figure 4.2d-f,
Montoya and Levermann, 2008). Bold symbols indicate two-dimensional spatial
fields. γ is the time index, based on the KV reconstruction, normalized between
0 and 1 for the LGM and the present-day, respectively (Figure 4.1a). Thus, the
index dictates the timing of both orbital and millennial-scale variability. Note
that the γ index can be defined as here (Charbit et al., 2007) or instead as a
glacial index (1-γ) that is 0 for the present and 1 for the LGM (e.g. Marshall
et al., 2000, 2002; Zweck and Huybrechts, 2005).
Method 2
The second method (M2) is similar to M1 but the temperature and precipitation
variability are split into two spectral components, corresponding to orbital and
millennial timescales, respectively. The time-varying climatology is now given by
T (t) = T0 + (1− α(t)) ·∆Torb + β(t) ·∆Tmil (4.3)
P (t) = P0 · {α(t) + (1− α(t)) · δPorb · [(1− β(t)) + β(t) · δPmil]} (4.4)
Here ∆Torb and δPorb are as in M1, and ∆Tmil = Tis −Tst and δPmil = Pis/Pst
are the millennial temperature anomaly and precipitation ratio, respectively, for
the interstadial relative to the stadial state. The stadial mode in our study is
represented by the aforementioned LGM climate simulation with CLIMBER-
3α (Montoya and Levermann, 2008), while the interstadial mode (Figure 4.2g-
i) is taken from a transient simulation performed with the same model under
glacial climatic conditions, but with intensified NADW formation (Banderas
et al., 2015). Finally, α and β are two indices that separately modulate the
contribution of the orbital and millennial anomalies (Figure 4.1). α is obtained
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after applying a low-pass frequency filter (fc = 1/18 kyr
−1) based on a spectral
decomposition to the original KV reconstruction and normalising the resulting
signal to be consistent with the forcing equations (Eqs. 4.3 and 4.4); β is obtained
following a similar procedure but retaining the high frequency signal of the KV
reconstruction. Thus γ = α + β. Inspection of equations 4.1 and 4.3 shows that
the difference between M1 and M2 is just
β(t) ·∆Tmil + β(t) ·∆T orb = β(t) · (Tis − Tpd) (4.5)
that is, the difference between the interstadial and the present-day simulated
fields, scaled by the millennial-scale β index.
Method 3
M2 significantly underestimates the amplitudes of millennial-scale fluctuations
at the NGRIP ice-core location, as compared to the KV reconstruction (see Fig-
ure 4.3 and section 4.3.1). This is a consequence of the attenuated magnitude
of the orbital (LGM minus present-day) and, particularly, the millennial (inter-
stadial minus stadial) temperature anomalies simulated by the CLIMBER-3α
model.
To correct for this, method 3 (M3) introduces a refinement with respect to
M2 that consists of an adjustment to the time-varying climatology in such a
way that the resulting synthetic temperature time series at the NGRIP site ex-
actly matches the KV reconstruction (Figure 4.3a). To this end, two additional
amplification factors (forb, fmil) are included in the equation that governs the
temperature forcing (Eq. 4.6). Each factor is given by the ratio of the correspond-
ing temperature anomaly component of the KV reconstruction (either orbital,
∆TKVorb , or millennial ∆T
KV
mil ) to the corresponding temperature anomaly com-
ponent simulated by the climate model at the NGRIP location (∆Torb(NGRIP),
∆Tmil(NGRIP)), respectively. We thus have:
T (t) = T0 + (1− α(t)) ·∆Torb · forb + β(t) ·∆Tmil · fmil (4.6)
where
forb =
∆TKVorb
∆Torb(NGRIP)
(4.7)
and
fmil =
∆TKVmil
∆Tmil(NGRIP)
(4.8)
Here, ∆TKVorb represents the temperature difference between the PD and the
LGM in the orbital component of the KV reconstruction whereas ∆TKVmil is the
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maximum temperature amplitude of the millennial-scale component of the KV
reconstruction.
∆Torb(NGRIP) = Tlgm(NGRIP)− Tpd(NGRIP) (4.9)
∆Tmil(NGRIP) = Tis(NGRIP)− Tst(NGRIP) (4.10)
are, as in M2, the simulated orbital and millennial-scale temperature anomaly
fields of Montoya and Levermann (2008) and Banderas et al. (2015), respec-
tively, evaluated at the NGRIP ice-core location. This tuning to the NGRIP KV
reconstruction (Figure 4.3) also introduces a scaling of the synthetic temperature
amplitudes elsewhere.
Finally, in order to keep the same structure as in the previous methods, the
amplification factors are both included within the so-called optimized indices (α?,
β?). Thus
T (t) = T0 + (1− α?(t)) ·∆Torb + β?(t) ·∆Tmil (4.11)
P (t) = P0 · {α?(t) + (1− α?(t)) · δPorb · [(1− β?(t)) + β?(t) · δPmil]}(4.12)
with
α?(t) = 1− (1− α(t)) · ∆T
KV
orb
∆Torb(NGRIP)
(4.13)
β?(t) = β(t) · ∆T
KV
mil
∆Tmil(NGRIP)
(4.14)
The amplification factors reflect the skill of the climate model to reproduce
the characteristic spectral amplitudes of the KV reconstruction at the NGRIP
site. Since the model tends to underestimate the KV reconstruction, α? and β?
are both found to increase the amplitudes of the orbital and millennial-scale
fluctuations, respectively, relative to the original α and β indices (Figure 4.1b,
c).
4.3 Results
4.3.1 Reconstruction of the NH climate
To evaluate the capability of the different methods to provide a realistic forcing
for the ice-sheet model, the resulting synthetic climatologies should be compared
against reconstructions. However, continuous, high resolution NH temperature
reconstructions spanning the entire last glacial cycle are scarce. We now com-
pare the performance of each method in regions where proxies are available (see
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Fig. 4.3: a) Temporal evolution of SAT anomalies (◦C) at the NGRIP site (75.1◦N, 42.32◦W)
relative to present day obtained in M1 (gray), M2 (gold) and M3 (blue) as compared to the KV
(light green) temperature reconstruction (Vinther et al., 2009; Kindler et al., 2014). b) Temporal
evolution of SAT (◦C) in central Europe from the three methods together with δ18O (h SMOW)
variations inferred from stalagmites of northern European Alps (47.38◦N, 10.15◦E) as a proxy for air
temperature (Moseley et al., 2014). c) Temporal evolution of precipitation (m a−1) in southwestern
North America from the three methods together with δ18O (h VPDB) variations registered in Fort
Stanton Cave (33.3◦N, 105.3◦W) as a proxy for precipitation (Asmerom et al., 2010). Note the
reversed axis in δ18O to facilitate the interpretation of this panel. Vertical colored bars indicate key
periods of the past 120 kyr BP.
64 A new approach for simulating the paleo evolution of the NH ice sheets
locations in Figure 4.4a). Then we discuss the specific features of each method
in continental regions that are relevant for ice-sheet growth even though recon-
structions are not available.
We first compare the synthetic temperature curves generated in the location
of the NGRIP ice-core using each method to the KV reconstruction (Figure 4.3a).
M1 shows an almost perfect agreement with the KV reconstruction. This is due
to the fact that the temperature evolution is dictated by γ alone, which comes
from the NGRIP record, and that the absolute amplitude, given by the LGM mi-
nus present temperature anomaly simulated by the CLIMBER-3α model, at the
NGRIP location turns out to be very similar to the glacial-interglacial tempera-
ture amplitude (∼ 15 K) of the KV reconstruction (Eq. 4.1 and Figures 4.1 and
4.2). In contrast, M2 strongly underestimates the amplitude of the KV reconstruc-
tion, particularly at millennial time scales. The reason for this is that the ampli-
tude of stadial-interstadial temperature changes simulated by the CLIMBER-3α
model at the NGRIP location (∼ 7 K) is smaller than those indicated by the KV
reconstruction (up to 16.5 K). In the model actually the maximum temperature
anomaly is placed over the Nordic seas, as opposed to off the southeast coast
of Greenland, the location where glacial abrupt climate changes are thought to
reach their maximum amplitude in terms of temperature (Voelker and Workshop
Participants, 2002). Meanwhile, the exact agreement in the temperature evolu-
tion between M3 and the KV reconstruction is predetermined by construction
(Section 4.2.2).
We further evaluate the three methods through comparison with available
temperature and precipitation reconstructions derived from speleothems in Cen-
tral Europe (the Alps) and North America. Time series of SAT in central Europe
show an overall qualitative agreement among all three methods (Figure 5.3b),
which reproduce the phasing and timing of millennial-scale climate variability
registered in terrestrial records from the northern European Alps (Moseley et al.,
2014). Nevertheless, there are important quantitative differences among the three
methods, with M3 showing the SAT changes with the largest amplitudes, fol-
lowed by M1, and M2 the smallest ones. Furthermore, the simulated temporal
evolution of precipitation in southwestern North America reveals important dif-
ferences among the methods. In particular, M1 follows the Greenland ice-core
temperature evolution with a relatively small amplitude. However M2, and most
notably M3 with a much larger amplitude, show an antiphase relationship with
respect to simulated precipitation in M1 (and temperature) on millennial time
scales (Figure 5.3c). The reason for this lies in the differences that exist within
the spatial patterns of orbital and millennial scale climate variability in this
particular region. While the millennial-scale pattern shows slightly wetter con-
ditions during the stadial (i.e. colder climate) as compared to the interstadial
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Fig. 4.4: NH ice-sheet configurations at different stages of the last glacial-interglacial period as
simulated under M3: a) present-day ice thickness (km) and b) present-day ice velocities (km a−1).
Panels c)-d) and e)-f) show the same information as a)-b) for the LGM and MIS3 stages, respectively.
Red and green contours in panel c) represent the ICE-5G (Peltier, 2004) and DATED-1 (Hughes et al.,
2016) extent of NH ice sheets at the LGM (Peltier, 2004), respectively. Colored diamonds (proxy-
based information) in panel a) show the approximate locations of the NGRIP site (light green),
Fort Stanton Cave (red) and NALPS stalagmites (light blue), respectively. Colored dots (proxy-
based reconstructions unavailable) show the locations of the two central sites considered at the LIS
(purple) and the FIS (yellow).
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(δPmil < 1) in southwestern North America, the orbital spatial pattern exhibits
slightly drier conditions at the LGM (i.e. colder climate) as compared to PD
conditions (δPorb < 1). Available proxy information indicates that increased pre-
cipitation in this area is associated with NH cooling (Asmerom et al., 2010) as
opposed to the pervasive NH signal inferred to a wealth of records (Wang et al.
2001; NGRIP members, 2004) which evidences that wetter conditions generally
occur during interstadials. Thus, M3 successfully reproduces precipitation vari-
ability as interpreted by proxies in this particular region, a result that cannot be
achieved by means of the usual index approach.
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Fig. 4.5: Temporal evolution of SAT anomalies (◦C) relative to present day reconstructed under M1
(gray), M2 (gold) and M3 (blue) scenarios at two central locations of the LIS and the FIS in: a)
North America and b) Eurasia. Vertical colored bars indicate key periods of the past 120 kyr BP.
The lack of continuous reconstructions in NH continental areas hampers the
evaluation of the temperature signal derived from the three methods. Nonethe-
less, the synthetic temperature timeseries obtained in two sites, in North America
and Fennoscandia, respectively, are assessed (Figure 4.5). These sites correspond
to areas covered by the Laurentide (LIS) and the Fennoscandian (FIS) ice sheets
during the LGP, respectively (see locations in Figure 4.4a). Several aspects stand
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out that can be traced back to the structural differences among the methods.
First, at orbital time scales, the temperature variations obtained by all methods
in both sites show warmer climate conditions at the Eemian (ca. 125 ka BP)
with respect to the Holocene (10 ka BP to present day) and colder temperatures
throughout the LGP. By construction, M1 and M2 are identical at these time
scales, while in M3 the orbital amplitude is larger, resulting in temperatures
2-5 K colder throughout most of the LGP. Second, at millennial time scales,
the amplitudes of the temperature variations obtained with the three methods
are very different in both locations. M1 and M2 show the largest and smallest
amplitudes, respectively, with differences above 10 K in the most prominent tran-
sitions. As previously discussed, M1 and M2 differ only at the millennial scale,
by an amount given by Eq. 4.5. Thus the difference between these two methods
resides in the difference between the orbital and the millennial scale temperature
anomaly fields used in M1 and M2, respectively, scaled by the β index. This boils
down to the difference between the present-day and the interstadial temperature
fields used in M1 and M2, respectively. These generally result in much larger
positive deviations in M1 that, as will be shown below, affect the ice growth.
M3 shows variations with intermediate temperature amplitudes between M1 and
M2, reflecting the fact that, even with the refined scaling, the amplitude of the
millennial temperature anomaly at these sites is much lower than the orbital one
(Figure 4.2d, g).
Finally, in M1 the amplitude of millennial scale fluctuations is very similar in
both sites as a consequence of the nearly-symmetric temperature pattern around
Greenland, with two centers of negative values of similar amplitude coinciding
with the selected sites (Figure 4.2d). In contrast, in M2, and most notably in M3,
the differences between the two sites are larger, with larger amplitudes in the FIS
than in the LIS site. This is a consequence of the more asymmetric millennial
scale temperature anomaly, characterized by a single centre of positive values in
the Nordic seas (Figure 4.2g).
4.3.2 Reconstruction of NH ice-sheets
The temporal evolutions of the simulated NH ice sheets that result from imposing
the different forcings to the GRISLI model all show the characteristic modulation
by orbital climate variability over the last glacial cycle (Figure 4.6). Ice volume
increases from 120 ka BP throughout the LGP until around 20 ka BP, where
it reaches its maximum value, subsequently decreasing throughout the Holocene
until the present day.
Important differences are found among the three methods. For all ice sheets,
M1 and M3 show the smallest and largest volumes throughout the LGP, respec-
tively; M2 shows intermediate values between the two. As a consequence, of all
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three methods only M3 agrees with the available LGM minus present SLE recon-
structions within their ranges of uncertainties, both for the LIS and the FIS. As
mentioned before, by construction, the climates of M1 and M2 are identical at or-
bital timescales, only differ at millennial timescales. The lower ice volume in M1
relative to M2 is due to the larger amplitude of its millennial-scale fluctuations,
resulting from the large amplitude of its orbital spatial component. Indeed, the
orbital anomalies used by stardard index methods to represent millennial changes
are larger than the millennial-scale anomalies. Thus the forcing and the response
are overestimated. Although these sometimes lead to smaller temperatures with
respect to the orbital background curve, in general they result in large positive
anomalies that, through enhanced ablation, induce a disruption of the growth of
large ice sheets in the NH. In contrast, at millennial timescales M2 shows a muted
response of ice-volume variations in all ice sheets as a result of the small amplitude
of its millennial-scale component. Finally, the higher volumes in M3 compared
to M2 are a result of tuning to the lower NGRIP temperature, that results in
colder temperatures throughout most of the LGP in the NH (Figure 4.5), despite
its larger millennial-scale temperature fluctuations. The temperature fluctuations
in M3 incorporate both the larger orbital and the smaller millennial amplitude
fluctuations compared to M1.
Throughout the LGP, differences in global SLE between the most extreme
ice-volume cases, M1 and M3, are generally larger for the LIS, than for the FIS.
Regarding the evolution of the LIS, M2 resembles M1 more than M3, but for
the evolution of the FIS, M2 resembles more M3 than M1. Around 48 ka BP
M1 shows a large ice-volume drop in the FIS that has no counterpart in the
LIS (Figure 4.6c). M2, in contrast, shows a more gradual evolution. Since the
difference between M1 and M2 is exclusively their millennial scale variability,
this would suggest a more important role of their differential millennial scale
variability in the FIS than in the LIS site. However, a simple explanation in terms
of local temperature is not possible: at millennial timescales, the temperature
difference between M1 and M2 (or M3) is actually smaller for the FIS than for
the LIS (Figure 4.5). From 60-40 ka, the FIS ice volume shows a similar evolution
in M1 and M3, with large sub-orbital ice-volume variability and decreasing trend
compared to M2 that can be related to the strong millennial scale variability after
D/O event number 14, around 60 ka. The large drop in the FIS ice volume in M1
at 48 ka BP appears to be linked to D/O event number 12, possibly that with the
highest amplitude in the whole LGP. However this D/O event appears both in M1
and M3, and in the latter case it barely has an impact. Thus, a nonlinear response
must be invoked to explain the larger impact of millennial-scale variability in M1
in the FIS. Since the magnitudes of the warmings at the LIS and the FIS sites in
M1 associated to this D/O are very similar, one possibility is that the lower ice
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Fig. 4.6: Temporal evolution of ice volume (m3) relative to initial conditions simulated in M1 (gray),
M2 (gold) and M3 (blue) for: a) the NH domain; b) the LIS and c) the FIS. Ice volume variations
have also been expressed in sea level equivalent units (m). Estimates of the SLE change at the LGM
relative to present for the LIS (red dot; Tarasov et al. 2012) and for the FIS (light green diamond;
Hughes et al. 2016) are indicated for comparison in panels b) and c), respectively. Vertical error bars
represent the range of SLE estimates at the LGM for the LIS and the FIS (Denton and Hughes, 1981;
Clark and Mix, 2002; Clark and Tarasov, 2014). Horizontal error bars represent the approximate
timing of the LGM (ca. 26.5-19 ka BP; Clark et al. 2009). The temporal evolution of ice volume (m3)
for the Eurasian ice sheet from the most-credible DATED-1 reconstruction (light green solid line;
Hughes et al. 2016) together with its minimum and maximum lines (shaded area) have also been
included in panel c). Vertical colored bars indicate key periods of the past 120 kyr BP.
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volume of the FIS in M1 around 40 ka leads to a larger reduction in response to
the warming of this D/O event through the positive feedbacks between surface
elevation and temperature as well as precipitation.
In terms of the extent of NH ice sheets at the LGM, M3 appears to be the
best of the three methods, showing the most satisfactory agreement with re-
constructions: ICE-5G (Peltier, 2004) for the LIS and DATED-1 (Hughes et al.,
2016) for the FIS (Figure 4c). Major deficiencies are found in the southeastern
margin of the Scandinavian Ice Sheet (SIS), the southwestern border of the LIS
and the northern part of the Cordilleran Ice Sheet (CIS), where the ice extent is
underestimated as compared to reconstructions and northwestern Siberia, where
it is overestimated. In M1 and M2, these discrepancies with reconstructions are
more evident. Furthermore, in the corridor that separates the CIS and the LIS a
significant ice retreat is observed that is absent in M3.
Finally, the deglaciation shows a different behaviour in the three methods.
M1 shows a much more abrupt transition into the Holocene, with ice already
vanishing by the beginning of this period. This is a consequence of the abrupt
temperature evolution in NGRIP that, by construction, in M1 is extrapolated
to the rest of the globe, leading to peak temperatures already reached at the
beginning of the Holocene and subsequently decreasing. In contrast, M2 and M3
show a smoother temperature evolution at the NH ice-sheet sites (Figure 4.5) that
also leads to a smoother deglaciation. In all three methods the deglaciation of
the FIS is more abrupt than than the one suggested by DATED-1 (Figure 5.6c).
In M3, however, the beginning of the deglaciation (ca. 22 ka BP) is satisfactorily
captured. In contrast, the onset of the deglaciation is remarkably lagged in M1,
with SLE starting to increase only around 15 ka BP.
We now focus specifically on M3, which provides the best time-varying clima-
tology. The time slices of ice thickness and velocities simulated under M3 provide
a consistent picture of the spatial structure of NH ice sheets throughout the
LGP (Figure 4.4). In particular, the present-day configuration is satisfactorily
reconstructed, showing a unique ice sheet over Greenland with regions of intense
ice flow predominantly distributed along its southeastern and the northwestern
margins (Figure 4.4b). Full glacial climatic conditions lead to the growth of two
additional vast masses of ice over North America and Eurasia (Figures 4.4c and
d). On the one hand, the simulated North American ice sheet (NAIS) comprises
a merged dome that aggregates the LIS, the Innuitian (IIS) and the Cordilleran
(CIS) ice sheets in the western, northern and eastern parts of the continent, re-
spectively. The spatial extent of the NAIS shows a good agreement with respect
to that estimated in previous studies (e.g. Peltier et al., 2015). The complexity of
the NAIS spatial configuration is also reflected in the map of simulated velocities
that present two active ice streams in the vicinity of the Hudson Bay and in the
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area of the Gulf of St. Lawrence in accordance with recent reconstructions (Mar-
gold et al., 2015). Meanwhile, the FIS covers the entire Scandinavian region as
well as the British isles and a large fraction of the Barents and the Kara seas as
suggested by geological and geomorphological constraints (Hughes et al., 2016;
Svendsen et al., 2004). During MIS3, the extension of the NAIS is reduced as
compared to the LGM, with an ice-free corridor separating the LIS from the CIS
(Figures 4.4e and f). The FIS exhibits a decline in terms of volume and extension,
particularly in the southwestern sector of the FIS where the British isles and its
surroundings alternate between glaciated and ice-free periods on millennial time
scales as a result of glacial abrupt climate variability.
4.4 Discussion and conclusions
In this study, a new method to force ice-sheet models oﬄine is presented and
compared with the more traditional approach. Three different time-varying cli-
matologies are developed for the past 120 kyr following a perturbative approach
and applied to an ice-sheet model to evaluate their consequences for the paleo
evolution of ice sheets. In the first case, following the usual approach, tempera-
ture anomalies relative to present are calculated by combining the present-day
climatologies, a simulated glacial-interglacial climatic anomaly field, and an in-
dex derived from ice-core data that includes orbital as well as millennial scale
variability. In the second case, anomalies relative to present day are decomposed
into an orbital and a millennial-scale component. Depending on the frequency
either the glacial-interglacial climate anomaly field (orbital variability) or the
stadial-interstadial field (millennial) is varied. The third case is a refinement of
the second case in which the amplitudes of both orbital and millennial-scale vari-
ations are tuned to fit the NGRIP ice-core record. We herein focus essentially on
the differences between the traditional and the novel, refined method.
The time series derived from these methods are compared at several locations
with the available proxy data: the Greenland ice-core record and reconstructions
of temperature and precipitation based on δ18O variations from speleothems
located in central Europe and southwestern North America, respectively. By
construction, the new method provides a perfect agreement with the ice-core
record, improving the performance of previous methods. For temperature, the
three methods follow a similar evolution, as dictated by the Greenland ice-core
record, but the new method shows a larger amplitude. For precipitation, the new
method yields a very different time evolution as a result of the spatial millennial-
scale anomaly pattern which successfully reproduces the phasing and timing of
δ18O variability in southwestern North America on millennial time scales, a result
that cannot be achieved by the old method.
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Note that oﬄine index methods assume that the temperature variability re-
constructed over Greenland is representative of the entire NH, but this does not
mean either that the amplitude or the sign is the same in the whole NH. This is,
actually, the case in usual methods but not in our new method, which is one of
the reasons why it represents an improvement. The reason is that the millennial
scale anomaly pattern introduces its own (spatial) scaling. The details of this
spatial pattern will depend on the particular climate model used to produce the
climate anomaly fields, and might well improve with higher complexity and reso-
lution. Most models agree in showing that NH temperature changes coeval with
Greenland in response to northward heat transport changes caused by AMOC
variations, the prevailing paradigm to explain glacial abrupt climate changes
(e.g. Stouffer et al., 2006) and that this is supported by comprehensive review of
spatial coverage (Voelker and Workshop Participants, 2002), but this is not an
assumption of our new index method.
The different climatologies have a large impact on the development of NH
ice sheets. In these areas such as North America and Fennoscandia traditional
methods yield millennial scale fluctuations of very large amplitude, comparable
to those recorded in Greenland. Improving the representation of millennial-scale
variability by including a stadial-interstadial anomaly field leads to a strong re-
duction in the amplitude of millennial scale temperature fluctuations by more
than 10 K in the most prominent transitions. In addition, as a result of the scal-
ing of the orbital temperature anomaly field, the amplitude of orbital variations
is enhanced, leading to colder temperatures by about 5 K in most of the LGP.
Finally, the traditional method leads to a very similar amplitude of millennial
scale fluctuations over the two main NH landmasses as a consequence of the
nearly-symmetric temperature pattern around Greenland. In contrast, the im-
proved millennial-scale temperature field leads to the emergence of differences
between the temperature evolutions in these areas.
The lack of continuous reconstructions in NH continental areas precludes the
evaluation of the temperature time series derived for these regions. However, the
fact that in the traditional method the amplitude of temperature variations at
sites such as the LIS and the FIS is very similar to those of the Greenland ice-core
record strongly suggests that these temperature fluctuations are overestimated. If
the mechanism behind millennial-scale variability are transitions between states
of reduced Atlantic meridional overturning circulation (AMOC), with southward
shifted deep water formation (e.g. Sarnthein et al., 1994; Alley et al., 1999b;
Bo¨hm et al., 2015; Ganopolski and Rahmstorf, 2001; Henry et al., 2016), it is
difficult to conceive of a similar temperature amplitude in the centre of the LIS
or the FIS as in Greenland. Proxy data actually suggest that Greenland is the
location where glacial abrupt climate changes reach their maximum amplitude in
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terms of temperature, decreasing farther south in the NH (Voelker and Workshop
Participants, 2002). In contrast, the temperature fluctuations obtained in the new
approach, with amplitudes of 30-50% of those of the Greenland ice-core record
and larger values over the LIS, down and upstream of the North Atlantic, seem
more realistic.
Our results show that the traditional method leads to the lowest ice volume
values throughout the whole LGP. Indeed, millennial-scale climate variability en-
hances NH ice-volume variability on millennial timescales. This leads to an under-
estimation of ice volume throughout most of the LGP. Including millennial-scale
patterns (in M2) yields an important increase of ice volume in all NH ice sheets,
but especially in the FIS. Additionally improving the orbital and millennial scale
fields through the scaling is found to increase it further. Note although sea-level
records provide essential information to interpret past ice-volume variations, con-
tinuous highly-resolved sea-level reconstructions are scarce and frequently rely on
an insufficient temporal control. In addition, they generally provide inferences of
global sea-level changes. This complicates the evaluation of our simulated NH ice
volume timeseries against the paleorecord. However, the contribution to sea level
of individual ice sheets can be assessed at specific time slices such as the LGM,
for which reconstructions are indeed available. Estimates of the SLE change at
the LGM relative to present (see the reviews by Clark and Mix, 2002; Clark and
Tarasov, 2014) range between 70 m (Tarasov et al., 2012) and 92 m (Denton and
Hughes, 1981) for the LIS and between 14 m (note this case is based on modelling,
see Clark and Mix (2002) and references therein) and 34 m (Denton and Hughes,
1981) for the FIS; a recently published reconstruction by Hughes et al. (2016)
yields around 23 m. Thus the traditional method is well below the uncertainty
range of ice-volume estimations for the LIS and its lower end for the FIS. In con-
trast, our new, refined method is closer to the uncertainty range for the LIS and
well within it for the FIS. To summarize, even though our method is not perfect it
shows a clear improvement with respect to the usual index method. In particular,
the individual (FIS and LIS) and total ice volume and extent of NH ice sheets
at the LGM, as well as the timing of the onset of deglaciation are clearly better
captured by our new method. Interestingly, our new approach underestimates
ice-volume variations on millennial timescales as indicated by sea-level records.
This suggests that either the origin of the latter is not the NH or that processes
not represented in our study need to be invoked to account for an important role
of millennial-scale climate variability on millennial-scale ice-volume fluctuations.
Variation in oceanic conditions, ignored in our study, are a likely candidate.
The climate model used to build the present-day, LGM, and interstadial fields
used in this study is an intermediate complexity model with low spatial (lati-
tude × longitude) resolution (7.5◦×22.5◦) (Montoya et al., 2005). Using a more
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comprehensive and/or higher resolution model should provide both a more ac-
curate representation of millennial-scale glacial climate variability and a more
realistic forcing for the ice-sheet model. Nevertheless, we do not expect this to
change our main conclusions. To the extent that orbital and millennial-scale
anomaly fields are different, our new forcing method should provide a better rep-
resentation of the climate of the LGP. We expect this result to be robust against
the use of different climate models. The precise temperature and ice volume evo-
lution could, nevertheless, be model dependent, and this is worth investigating
with additional climate models, in particular more comprehensive ones. In the
last years a rising number of state-of-the-art climate models have recently shown
two different climatic regimes under glacial conditions (Peltier and Vettoretti,
2014; Zhang et al., 2014, 2017). This study opens a new research pathway for
these models which could take advantage of our new forcing method to investi-
gate their skill to provide a synthetic reconstruction of the climate variability of
the last glacial cycle and apply that to investigate the evolution of NH ice sheets.
One recommendation that emerges from our study is that, in case of unavailabil-
ity of an interstadial simulated snapshot to force the ice-sheet model, the use of
a low-pass filtered index from the ice-core record should provide a better forcing
than the traditional method including the full variability.
In a similar manner, although our ice-sheet model accounts for the surface
elevation change feedback on temperature and precipitation, other important
climate-ice sheet feedbacks such as surface albedo changes are not represented.
Note, however our goal is precisely to improve oﬄine forcing methods, for which
most of these feedbacks are inherently absent. It would nevertheless be interesting
to investigate this issue further by coupling our ice-sheet model to a regional
energy-moisture balance model where feedbacks such as the ice-albedo feedback,
the effect of continentality and the orographic effect on precipitation are better
represented.
Finally, the novelty of this work lies in the consideration of an additional
climatic pattern associated with millennial-scale climate variability to reconstruct
the climate variability of the last glacial-interglacial cycle for the whole NH. Our
results reveal that an incorrect representation of the characteristic pattern of
millennial-scale climate variability within the climate forcing not only affects NH
ice-volume variations at millennial timescales, but has consequences for glacial-
interglacial ice-volume changes too. Thereby our new forcing method contributes
to clarify the still uncertain role of glacial abrupt climate change in past ice
volume variations, thus shedding light on the evolution of the NH ice sheets. As
mentioned above, one aspect that remains to be assessed is the role of the ocean;
this should be in the scope of future work.
5Oceanic forcing of the Eurasian Ice Sheet on
millennial time scales during the Last Glacial
Period4
5.1 Introduction
The last glacial period (LGP; ca. 110-10 ka before present, BP) was marked
by the existence of two types of abrupt climatic changes: Dansgaard-Oeschger
(DO) and Heinrich (H) events (e.g. Alley et al., 1999b). DO-events are identi-
fied in Greenland ice-core records as regional abrupt warmings by up to 16◦C
(Huber et al., 2006; Kindler et al., 2014) from cold (stadial) to relatively warm
(interstadial) conditions within decades (Dansgaard et al., 1993) followed by a
gradual cooling interval lasting from centuries to millennia and an ultimate phase
of rapid cooling back to stadial conditions (Steffensen et al., 2008). Superimposed
on the millennial-scale variability associated with DO-events, an additional lower-
frequency climatic cycle is identified. So-called Bond cycles are flanked by pro-
longed stadials ending with prominent DO-events within about 7-10 kyr (Bond
et al., 1993). Preceding these, and concomitant with the culmination of the pro-
longed stadials, H-events are registered in North Atlantic marine sediments as
layers of remarkably high concentrations of ice-rafted debris (IRD) (Heinrich,
1988) as a result of massive iceberg discharges from the Laurentide ice-sheet
(LIS) (Hemming, 2004).
While significant effort has been invested in understanding the role of the
LIS in glacial abrupt climate changes, the dynamics of the Eurasian Ice Sheet
(EIS) during the LGP has received comparatively less attention from a mod-
eling perspective. However, improving our understanding of its evolution and
4 The main contents of this chapter are published in: Alvarez-Solas, J. R. Banderas,
A. Robinson, and M. Montoya, 2018: Oceanic forcing of the Eurasian Ice Sheet on
millennial time scales during the Last Glacial Period Clim. Past, submitted; online
review: https://doi.org/10.5194/cp-2018-89
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response to past climate changes is important for a number of reasons. First,
constraining freshwater inputs into the North Atlantic Ocean is crucial for a bet-
ter understanding of the driving mechanisms of glacial abrupt climate changes
(Rasmussen and Thomsen, 2013), since meltwater discharge from the ice sheets
surrounding the Nordic Seas is often implied as a cause of ocean instabilities.
Precursor events could possibly have originated from the European and Icelandic
ice sheets (Grousset et al., 2000; Scourse et al., 2000). Meltwater peaks in the
Norwegian Sea as well as in the southern border of the EIS during Marine Iso-
topic Stage 3 (MIS 3) have been associated with H events and millennial-scale
climate variability (Lekens et al., 2006; Toucanne et al., 2015). From a broader
perspective, the EIS, consisting of the Fennoscandian, the British Isles and the
Barents-Kara ice sheets (FIS, BIIS and BKSIS, respectively) contained a large
marine-based sector at its maximum extension (Hughes et al., 2016) that was
exposed to oceanic variations, and the BKSIS is often considered as an analog
for the current West Antarctic ice sheet (WAIS). At the LGM both had a sim-
ilar size, but while the WAIS endured the deglaciation, the BKSIS completely
disappeared (Andreassen and Winsborrow, 2009). Understanding the underlying
mechanisms would provide important insights into the future evolution of the
WAIS (Gudlaugsson et al., 2013, 2017).
Reconstructing the EIS response to past glacial abrupt climate changes prior
to the LGM has been difficult, in part because, in reaching its maximum extent,
the ice sheet eroded and removed nearly all older deposits. Nevertheless, the
available paleodata indicate that during MIS 3 the EIS was highly dynamic, with
its advance and retreat closely linked to stadials and interstadials (Toucanne
et al., 2015). In this line, records from Norway (Mangerud et al., 2003, 2010;
Olsen et al., 2002), Finland (Helmens and Engels, 2010) and Sweden (Wohlfarth,
2010) indicate rapid and rythmic ice-sheet variations in western Scandinavia,
with advances and retreats during stadials and interstadials, respectively. Recent
records also indicate enhanced meltwater discharges during interstadials from
the Svalbard-Barents Sea ice sheet and probably also from the Scandinavian ice
sheet (Rasmussen and Thomsen, 2013). The resolution and quality of geophysical
data across marine sectors has improved considerably in the past decade (Hughes
et al. (2016) and references therein). The results confirm substantial variations
of the EIS volume, with the largest uncertainties in marine sectors of the ice
sheets. Strong variations in the deposition of IRD suggest high co-variability
of the BIIS with changes in ocean sea surface temperature (Hall et al., 2011;
Scourse et al., 2009) and variations in EIS ice streams (Becker et al., 2017).
North Atlantic marine sediment records register widespread variations of IRD
input throughout the LGP indicating variations of iceberg rafting from virtually
all surrounding ice sheets. Sources and timing differ among different sites. A
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dominant periodicity equal to that of DO-events was identified in the Irminger
Sea, with the largest IRD peaks at the end of stadials originating in the Iceland
and Greenland ice sheets (Kreveld et al., 2000). Strong millennial-scale iceberg
rafting variability of the BIIS has been documented as well in the North Sea
(Hall et al., 2011; Peck et al., 2007; Scourse et al., 2009), but enhanced IRD
seems to occur both during interstadials and stadials. For the FIS, IRD records
in the Norwegian Sea show the characteristic DO periodicity, with IRD discharge
occurring just before interstadial transitions (Lekens et al., 2006). More recently,
however, an increase in IRDs from Fennoscandia during interstadials has been
reported (Dokken et al., 2013; Becker et al., 2017). Correlating IRD occurrence
with temperature changes registered in Greenland remains difficult, however,
because it requires an extremely well dated chronology to assess the phasing
between ocean sediments and ice cores.
Progress has been achieved also in the past decade using ice-sheet models.
Siegert and Dowdeswell (2004) used inverse modelling to simulate the EIS evo-
lution during the second part of the LGP, matching the geological evidence pre-
sented by optimizing the fit with data. Forsstro¨m and Greve (2004) used subse-
quent versions of a three-dimensional, polythermal ice-sheet model to simulate
the EIS evolution throughout the LGP. Important variations in the EIS ice vol-
ume in response to temperature and precipitation variations were simulated. Cla-
son et al. (2014) additionally included a parameterisation of surface meltwater
enhanced sliding. In both cases too much ice was simulated in the northeastern
EIS. Gudlaugsson et al. (2017) used the same model but introducing a simple
representation of the subglacial hydrological system, focusing on its role in the
temporal evolution of the EIS. Recently, an ice-sheet model constrained by data
has been used to simulate the EIS evolution throughout part of LGP (Patton
et al., 2016). The model targets the most probable EIS distribution at different
time slices and reproduces substantial ice-volume variations. However, all of these
models suffer from limitations, such as the use of the shallow-ice approximation
(SIA) and its associated lack of an explicit treatment of the oceanic forcing.
Marshall and Koutnik (2006) investigated the production of icebergs from all the
North American ice sheets with a parameterized calving model. They found differ-
ent behaviors on millennial time-scales depending on the local glaciological and
climatic characteristic, with increased iceberg production both during stadials
(e.g. from Iceland) or during interstadials (e.g. from Barents Sea). Nonetheless,
sub-marine melting at the grounding line has not been explicitely considered un-
til now and its impacts on millennial-scale variability have not been investigated
up to now from a modelling perspective.
Here, we investigate the response of the EIS to millennial-scale climate vari-
ability during MIS 3 using a three-dimensional ice-sheet model. To this end, a
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novel oﬄine approach is used that provides a better representation of millennial-
scale climate variability (Banderas et al., 2018). In addition, for the first time,
both the atmospheric and oceanic effects of millennial scale climate variability
associated with glacial abrupt climate changes are considered. This facilitates
the quantification of the relative contribution of surface (ablation) and dynamic
processes related to ice-ocean interactions.
The paper is organized as follows: in Section 5.2 the ice-sheet model, the
forcing method and the experimental setup are described. In Section 5.3 the
response of the EIS to the imposed forcing is shown, the focus being the evolution
of its ice volume, its impact on sea level and the mechanisms behind meltwater
and ice discharge. The results are discussed in Section 5.4. Finally, the main
conclusions are summarised in Section 5.5.
5.2 Model and experimental setup
5.2.1 Model
The model used in this study is the ice-sheet model GRISLI-UCM, an extension
of the original model GRISLI developed by Ritz et al. (2001). GRISLI-UCM is
a hybrid three-dimensional thermomechanical ice-sheet model. Inland ice flows
through deformation under the Shallow Ice Approximation (SIA, Hutter, 1983).
Ice shelves and ice streams are described following the Shallow Shelf Approxima-
tion (SSA, MacAyeal, 1989). Ice streams (areas of fast flow, typically faster than
102 m a−1) are considered as dragging ice shelves, allowing for basal movement of
the ice (Bueler and Brown, 2009). Basal stress under ice streams is proportional
to ice velocity and to the effective pressure of ice. The effects of varying this pro-
portionality factor on the simulated ice streams are discussed in Alvarez-Solas
et al. (2011b). The locations of the ice streams are determined by the presence
of basal water within areas where the sediment layer is saturated.
The criterion to activate SSA inland relies on the presence of water above 1
meter in places of soft sediments (Laske, 1997) and above 400 meters in absence
of such sediments. The grounding line position dynamically evolves following the
flotation criterion after the mass conservation equation is solved. Calving takes
place at the-shelf front following a double criterium. First, its thickness must
first fall below a threshold. (Hcalv = 150 m, in the standard setup). This is a
semiempirical parameter reflecting the fact that this is the typical thickness of ob-
served ice-shelf fronts. Second, the upstream advection must fail to maintain the
ice thickness above this threshold following a semi-Lagrangian approach (Peyaud
et al., 2007) to account for the fact that ice-flux divergence fosters the forma-
tion of crevasses (Levermann et al., 2012). GRISLI-UCM thus explicitly calcu-
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lates grounding line migration, ice-stream and ice-shelf velocities. This allows the
model to properly represent both grounded and floating ice. GRISLI-UCM uses
finite differences on a staggered Cartesian grid at a 40 km resolution, correspond-
ing to 224×208 grid points for the Northern Hemisphere domain, including the
EIS, with 21 vertical levels. By default, initial topographic conditions are provided
by surface and bedrock elevations built from the ETOPO1 dataset (Amante and
Eakins, 2009) and ice thickness (Bamber et al., 2001). The surface mass balance
is given by the sum of accumulation and ablation, both of which are calculated
from monthly surface air temperatures (SATs) and monthly total precipitation.
Accumulation is calculated by assuming that the fraction of solid precipitation
is proportional to the fraction of the year with mean daily temperature below
2◦C. The daily temperature is computed from monthly SATs assuming that the
annual temperature cycle follows a cosine function. Ablation is calculated using
the positive-degree-day (PDD) method (Reeh, 1989). Its main parameters are
the standard deviation of daily temperature, σ, and the conversion factors from
PDDs to melt for snow and ice, fPDDsnow and fPDDice . Here, σ = 5 K, fPDDsnow =
0.003 mwe PDD−1 and fPDDice = 0.008 mwe PDD
−1. Refreezing is considered,
with a value of Csi = 60%. GRISLI-UCM accounts for changes in elevation at
each time step considering a linear atmospheric vertical profile for temperature
with different lapse rates in summer and in the annual mean (0.0065 and 0.0080
K m−1, respectively) to account for the smaller summer atmospheric vertical
stability.
Basal melting inland depends on pressure and water content at the base of
the ice sheet (Ritz et al., 2001) as well as on the geothermal heat flux, which
is prescribed from the reconstruction by Shapiro and Ritzwoller (2004). Basal
melting for floating ice is computed using a linear temperature anomaly with
respect to the freezing point. The details of the implementation of the boundary
conditions (SMB and oceanic basal melting) in this particular study are given
below (Section 5.2.2).
5.2.2 Oﬄine forcing method
SMB and oceanic basal melting are obtained through a time-varying synthetic
climatology built through a novel method that is found to provide a more real-
istic oﬄine forcing for ice-sheet models than classical oﬄine methods (Banderas
et al., 2018). The method follows a perturbative approach in the sense that the
forcing combines the present-day climatology, obtained from observational data,
together with simulated anomalies. But in contrast to usual oﬄine forcing meth-
ods, orbital and millennial scale variabilities are not lumped in a sole anomaly
pattern but differentiated. The method thus combines present-day observations,
simulated Last Glacial Maximum (LGM) anomalies relative to present, scaled by
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an orbital-timescale index, and simulated stadial-interstadial anomalies, scaled
by a millennial-timescale index:
T atm(t) = T atm0 + (1− α?(t)) ∆T atmorb + β?(t)∆T atmmil (5.1)
P (t) = P0 {α?(t) + (1− α?(t)) δPorb [(1− β?(t)) + β?(t)δPmil]} (5.2)
Here, T atm(t) and P (t) are the SAT and precipitation fields at time t. T atm0
and P0 are the ERA-INTERIM present-day SAT and precipitation climatologies
(Dee et al., 2011). ∆T atmorb = T
atm
lgm −T atmpd and δPorb = Plgm/Ppd are the orbital
temperature anomaly and precipitation ratio relative to the present day (not
shown, see Banderas et al. (2018)), respectively, obtained from previous equi-
librium simulations for the preindustrial and LGM climates performed with the
CLIMBER-3α model (Montoya and Levermann, 2008). ∆T atmmil = T
atm
is − T atmst
and δPmil = Pis/Pst are the millennial temperature anomaly and precipitation
ratio, respectively, for the interstadial relative to the stadial state (Section 5.2.2).
The key differences between these climate modes are that in the stadial, North
Atlantic Deep Water (NADW) formation is relatively weak and takes place south
of Iceland. Accordingly the sea-ice front in the North Atlantic reaches 40◦N. In
the interstadial state there is a northward shift and intensification of NADW
formation. Northward oceanic heat transport increases, and the North Atlantic
and surrounding areas warm relative to the stadial state, in particular the Nordic
Seas. The simulated interstadial state is thus characterised by a more vigorous
NADW formation and AMOC together with reduced sea ice in the Nordic Seas,
and a temperature increase of up to 10 K in the North Atlantic relative to the
stadial state, with a maximum anomaly in the Nordic Seas. Note bold symbols
indicate two-dimensional spatial fields. The stadial mode in our study is repre-
sented by a climate simulation of the LGM with CLIMBER-3α (Montoya and
Levermann, 2008). The interstadial mode is taken from a recent glacial transient
simulation performed with the same model under glacial climatic conditions, but
with intensified NADW formation (Banderas et al., 2015). α? and β? are two
indices that separately modulate the contribution of the orbital and millennial
anomalies. Both were built based on two recent complementary temperature re-
constructions over Greenland, one from the NGRIP ice-core record for the LGP
(Kindler et al., 2014), and the other one from several ice-core records for the
Holocene (Vinther et al., 2009). Their combination (hereafter, the KV recon-
struction) results in a continuous temperature reconstruction for Greenland for
the past 120 ka (Banderas et al., 2018). α? is obtained after applying a low-pass
frequency filter (fc = 1/18 ka
−1) to the original KV reconstruction based on a
spectral decomposition; β? is obtained following a similar procedure but retain-
ing the high frequency signal. Both indices are tuned in such a way that the
resulting synthetic temperature time series at the NGRIP site exactly matches
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the KV reconstruction (this distinguishes α? and β? from the raw α and β indices
previous to this tuning; Banderas et al. (2018)).
The net basal melting rate for floating parts B is assumed to follow a linear
relation:
B = κ (T ocn − Tf ) (5.3)
where T ocn is the oceanic temperature close to the grounding line, Tf is the
temperature at the ice base, assumed to be at the freezing point, and κ is the
heat flux exchange coefficient between ocean water and ice at the ice-ocean in-
terface. Several marine-shelf basal melting parameterizations can be found in the
literature. The submarine melt rate is thought to be directly influenced by the
oceanic temperature variations below the ice shelves. Accordingly, most basal
melting parameterizations are built as a function of the difference between the
oceanic temperature at the iceocean boundary layer and the temperature at the
ice-shelf base, generally assumed to be at the freezing point. The dependence
on this temperature difference can be linear (Beckmann and Goosse, 2003) or
quadratic (Holland et al., 2008; Pollard and DeConto, 2012; DeConto and Pol-
lard, 2016; Pattyn, 2017). The linear marine-shelf basal melting parameterization
used in this study is the simplest case that allows testing of the ice-sheet sensi-
tivity to past oceanic temperature changes. Nevertheless, it accounts separately
for sub-ice-shelf areas near the grounding line and for purely floating ice (ice
shelves). The basal melting rate for purely floating ice shelves (Bsh) is given by
the grounding-line basal melt Bgl scaled by a constant factor
Bsh = γBgl(t) (5.4)
In this study, γ is set to 0.1. Thus, we consider that the submarine melting
rate for ice shelves is 10 times lower than that close to the grounding zone,
which is qualitatively in agreement with observations in some Greenland glaciers
(Mu¨nchow et al., 2014; Rignot and Jacobs, 2002; Wilson et al., 2017). The melt
rate in the open ocean, that is considered as being beyond the continental shelf
break, is prescribed to a high value (20 m a−1 ) to avoid unrealistic ice growth
beyond 750 m of ocean depth, following Peyaud et al. (2007).
Following the approach described above, T ocn(t) is assumed to be given by
an expression analogous to Eq. 5.1. Thus Eq. 5.3 can be rewritten as:
B = B0 + κ [(1− α?(t))∆T ocnorb + β?(t)∆T ocnmil ] (5.5)
where B0 = κ(T
ocn
0 − Tf ) represents the present-day oceanic basal melting rate.
Finally, millennial-scale sea-level variations are prescribed according to the
reconstruction by Grant et al. (2012, Section 5.2.3). The specific details of the
experimental setup used are described below.
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5.2.3 Experimental setup
We herein investigate the response of the EIS to millennial-scale climate variabil-
ity during MIS 3. The starting point of our experiments is a control-run ice-sheet
simulation with constant bounday conditions for MIS 3 that provides a repre-
sentative configuration of the EIS for that time period (Figure 5.1). To this end,
α? was set to its value at 40 ka BP, that is, α? = α?40K = −0.1, and β? = 0 to
preclude millennial-scale variations. Note however these values are to a certain
extent arbitrary; they are intended to provide a stable mean background state
similar but not necccessarily identical to background MIS 3 conditions. Thus:
T atm40K = T
atm
0 + (1− α?40K)∆T atmorb (5.6)
P40K = P0 [α
?
40K + (1− α?40K) δPorb] (5.7)
B40K = B0 + κ (1− α?40K)∆T ocnorb (5.8)
Fig. 5.1: Background climatic forcing and resulting ice sheet for the control run (CTRL). MIS 3 (∼40
ka BP) reference annual mean SAT in ◦C (left) and annual mean precipitation in m a−1 (middle).
Present-day countour lines with the land boundary delineated at a depth of -80 m are added for
reference. Simulated MIS 3 ice sheet elevation (contours) with ice thickness contours plotted for
every 500 m, the grounding line position shown by a black line, the 500 m depth contour shown by
the white line, and velocities (shaded colors, in km a−1) after the spinup was completed (right). This
ice sheet represents the initial state previous to the applied perturbations. Bjørnøyrenna basin, as
referenced in the text, is shown by the black rectangle.
Note that although Eq. 5.8 is formally correct and consistent with the scheme
used, in contrast to the present-day SAT or precipitation the present-day rate
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of oceanic basal melting cannot be determined. Thus, in practice we replace
this equation by directly tuning the value of B40K to obtain a reasonable ice-
sheet configuration at 40 ka BP given the atmospheric forcing fields expressed
by equations 5.6-5.7. To this end, a constant basal melting rate of 0.1 m a−1
is assumed. The ice sheet was forced with the resulting climatologies for 100
kyr previous to the starting of the perturbations described below. This allows
the vertical temperature profile within the ice sheet to be equilibrated with the
climate. This procedure was found to facilitate the growth of European ice-sheets
to an extent that satisfactorily agrees with previous reconstructions (Svendsen
et al., 2004; Kleman et al., 2013).
Our forcing method allows to investigate the response of the EIS solely to
millennial-scale climate variability at MIS 3 by keeping constant the orbital com-
ponent of the forcing (α? = α?40K) and letting β
? vary throughout the LGP
(eqs. 5.1, 5.2 and 5.5). In order to assess the relative roles of the atmosphere
and the ocean, three independent experiments have been carried out. First, an
atmospheric-only forced simulation (ATM) in which the time evolution of SAT
and precipitation on millennial time scales is considered, while the oceanic forcing
is kept constant to MIS 3 (i.e., 40 ka BP) background climatic conditions. Thus:
T atm(t) = T atm40K + β
?(t)∆T atmmil (5.9)
P (t) = P40K [(1− β?(t)) + β?(t) δPmil] (5.10)
B(t) = B40K (5.11)
Second, an oceanic-only forced simulation OCN in which the atmospheric forcing
is kept constant while the oceanic basal melting is allowed to vary at millennial
timescales around its background MIS 3 value:
T atm(t) = T atm40K (5.12)
P (t) = P40K (5.13)
B(t) = B40K + κβ
?(t)∆T ocnmil (5.14)
The magnitude and sign of oceanic temperature anomalies ∆T ocn depends
on the depth at which T ocn is considered. In our simulations, a large part of
the NE sector of the EIS is marine based with shallow bedrock depths between
500 m and less than 100 m in several locations further south. It is therefore
unclear whether this marine ice sheet should be more susceptible to changes in
the surface or the subsurface of the ocean. To investigate the effect of this un-
certainty, we decided to perform two different simulations considering different
depths: one corresponding to the surface (OCNsrf) and the other one consid-
ering deeper (subsurface) oceanic waters by averaging temperatures within the
range of 400-600 m depth (OCNsub). Therefore we hereafter distinguish between
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Fig. 5.2: Millennial-scale components of the boundary forcing. a) SAT anomalies (interstadial minus
stadial) in ◦C. b) Precipitation ratio (interstadial to stadial). c) Anomalies of SST and d) subsurface
ocean temperature (at 500 m depth) in ◦C. Present-day countour lines with the land boundary
delineated at a depth of -80 m are added for reference.
∆T ocnmil for surface or subsurface millennial-scale temperature anomalies, respec-
tively (Figure 5.2). The realism and convenience of aplying one or the other is
adressed in section 5.4.
Finally, a simulation ALL combining both the atmospheric and the oceanic
forcings:
T atm(t) = T atm40K + β
?(t)∆T atmmil (5.15)
P (t) = P40K [(1− β?(t) ) + β?(t) δPmil] (5.16)
B(t) = B40K + κβ
?(t)∆T ocnmil (5.17)
In all experiments β?(t) dictates the millennial-scale variability of the forcings
(Figure 5.3). Because our simulated stadial-to-interstadial transition results from
an intensification of the AMOC, positive β? values imply an increase in T atm rel-
ative to its background MIS 3 value (e.g., Eq. 5.15 and Figures 5.2 and 5.3).
As a consequence, the atmosphere warms at interstadials relative to stadial peri-
ods, as reflected by the ∆T atmmil millennial-scale anomaly field (Figure 5.2). Note
that refreezing is not allowed to occur in our model in the current setup. If
κβ?∆T ocnmil < −B40K (which would imply B(t) < 0) we simply impose the value
B(t) = 0.
An ensemble of simulations for different values of κ have been considered
to evaluate the sensitivity of the EIS to the forcing. Finally, varying sea-level
forcing is considered (Figure 5.3b), both alone (SL run) and in combination with
the previous forcings (ALL).
5.3 Results 85
Fig. 5.3: a) Temporal component of the millennial-scale climatic forcing (β? index). b) Millennial-
scale sea-level forcing (Grant et al., 2012). c) EIS sea-level equivalent (m) related to ice volume
variations (m3) with respect to initial conditions for the CTRL run (black) and for the SL (gray),
ATM (gold), OCNsrf (blue), OCNsub (red), ALLsrf (dark blue), and ALLsub (dark red) forcing
experiments.
5.3 Results
Substantial differences are found in the response of the EIS to the forcing sce-
narios. Under constant forcing, the CTRL run shows negligible millennial-scale
sea-level equivalent (SLE) variations, although a lower frequency SLE fluctuation
is found as a result of internal ice-sheet variability (Figure 5.3). When the model
is forced only by changes in sea level (SL run), a slight response is observed on
millennial-scales. These changes appear not be sufficient to cause a substantial
migration of the grounding line, thus not affecting ice velocities (not shown).
In ATM, the atmospheric forcing alone causes a sequence of enhanced ablation
episodes resulting in modest ice volume variations (up to 1.5 m SLE) during the
most prominent stadial-interstadial transitions. In contrast, the oceanic forcing
in OCNsrf induces pronounced changes in the dynamics of the EIS on millennial
time scales (see below), with episodes of large volume reduction occurring dur-
ing interstadials. The combination of sea level, atmospheric and oceanic forcings
(ALLsrf) results in a very similar response of the EIS to that obtained in OCNsrf
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Fig. 5.4: MIS3 Period. a) Temporal component of the millennial-scale climatic forcing (β? index),
and b) EIS changes (mm/yr and Sv) related to ice volume variations (m3) with respect to initial
conditions for the CTRL run (black) and for the SL (gray) ATM (gold), OCNsrf (blue), OCNsub
(red), ALLsrf (dark blue), and ALLsub (dark red) forcing experiments. Thick lines show the variables
after applying a low pass filter of 100 years.
(Figure 5.3) as a consequence of the larger effect of the oceanic forcing in OCN-
srf with respect to ATM. OCNsub shows an anti-phase relationship with respect
to OCNsrf, with the largest reductions in ice volume occurring during prolonged
stadial periods and regrowth during interstadials. This behavior can be explained
by the fact that ocean waters at the subsurface warm (cool) during episodes of
reduced (enhanced) convection at the Nordic Seas as a result of variations in
the AMOC strength (Figure 5.2d). Thus, the out-of-phase relationship found in
the dynamic response of the EIS between these two oceanic experiments results
from the opposed sign of their spatial forcing patterns (Figure 5.2). When con-
sidering the forcing at the subsurface of the ocean together with the atmosphere
(ALLsub), slight reductions of the EIS volume (less than 1 m of s.l.e) during
interstadials are superimposed onto the previous behavior (Figure 5.3).
The magnitude of these changes in terms of sea-level rise rate and discharge,
specifically for the MIS 3 period, is illustrated in Figure 5.4. The simulations
forced with the surface of the ocean (OCNsrf and ALLsrf) show the largest am-
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plitudes, with peaks of sea-level rise above 4 mm yr−1 during DO-events and
sustained contributions well above 1 mm yr−1 during entire interstadial periods.
In ATM, a decline of the EIS during stadial-to-interstadial transitions is still ob-
served but presents a smaller amplitude of 1-2 mm yr−1. The simulations in which
the ice sheet is forced with the subsurface of the ocean (OCNsub and ALLsub)
present a decline of their volume during stadial periods and regrowth during inter-
stadials as a consequence of the inverted spatial pattern of temperature anomalies
with respect to the surface. In OCNsub (and ALLsub) the amplitude of these
changes is smaller than in OCNsrf (and ALLsrf), on the order of 0.5-1 mm yr−1,
reaching more than 1 mm yr−1 during pronounced stadials (as ca. at 44 ka BP).
The ALLsrf and ALLsub simulations show a similar or slightly larger volume loss
during interstadials, as a consequence of the additional atmospheric forcing, that
is superimposed onto the OCNsrf and OCNsub behaviour.
The response of the EIS has been analyzed in terms of its mass balance decom-
position for the all-forcing runs (Figure 5.5). In ALLsrf the surface ocean tem-
perature varies in phase with the atmosphere (Figure 5.2). Thus, during stadial-
to-interstadial transitions the high negative values of dV/dt can be explained by
the conjunction of an initial sharp increase in ablation together with pronounced
increases in basal melting and calving, which allow for a large grounding line
retreat in the Bjørnøyrenna basin (Figure 5.5 mid panel). The rate of ice loss by
basal melting is similar to that resulting from the increase in ablation (as reflected
in the surface mass balance, SMB) during the peak of a stadial-to-interstadial
period. However, basal melting is much more efficient than surface mass balance
in decreasing volume along the whole duration of an interstadial. This is due to
the fact that ablation is restricted to the southern borders of the EIS. Thus, when
the ice sheet has retreated to areas of no ablation, in spite of a slight further loss
provided by the elevation feedback it rapidly equilibrates and a negative surface
mass balance cannot propagate further inland. In contrast, when enhanced basal
melting from higher oceanic temperatures is applied, the associated retreat can
propagate further inland occupying a large proportion of the Bjørnøyrenna basin
and facilitating high rates of volume loss (although similar in amplitude with re-
spect to SMB) during the whole interstadial period. During stadial periods, both
the enhanced positive mass balance and the absence of basal melting (favored by
the negative oceanic anomalies) favor the regrowth of the EIS. Subsurface ocean
temperatures evolve also in phase with the atmosphere in the SW part of the
EIS but in anti-phase in its NE part. In other words, when forcing with the sub-
surface of the ocean, a slight warming (cooling) is observed around the Britain
ice sheet while cooling (warming) of the Bjørnøyrenna basin is simulated during
interstadial (stadial) periods (see Figure 5.2). Therefore, the ALLsub simulation
presents volume declines during stadial-to-interstadial transitions due to an in-
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crease in ablation and basal melting in the SW part. Subsequently, reduced basal
melting in the NE part of the EIS favors regrowth of the Bjørnøyrenna basin dur-
ing interstadial periods. Finally, shifting to pronounced stadial periods (as in ca.
44 ka BP) favors the penetration of warm subsurface waters that increase basal
melting enough to produce an ice-sheet retreat in the NE part in spite of the en-
hanced positive surface mass balance (Figures 5.4 and 5.5). When considering the
atmosphere and the subsurface ocean forcing together in ALLsub, these compet-
ing processes translate into a smaller amplitude of millennial-scale EIS changes as
compared to the case with surface ocean forcing (ALLsrf). Furthermore, declines
of the EIS can be observed both during the beginning of interstadial periods and
during pronounced stadial periods in ALLsub (Figures 5.4 and 5.5).
Fig. 5.5: MIS3 Period. a) Temporal component of the millennial-scale climatic forcing (β? index),
and contribution of the different terms of the EIS mass balance to ice volume variations (m3) in the
simulations considering all forcings, with b) corresponding to the surface oceanic forcing (ALLsrf)
and c) to the subsurface oceanic forcing (ALLsub).
Focusing on the OCN and ATM simulations separately facilitates isolating the
effects of the ocean on this complex pattern. To this end, the simulated ice-sheet
distribution and velocities of OCNsrf, OCNsub and ATM are shown in Figure
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Fig. 5.6: Simulated EIS at the end of a stadial period (upper panels) and at the end of an interstadial
period (lower panels) for the experiments: OCNsrf (left); OCNsub (middle) and ATM (right). Shaded
colors show ice velocities (km a−1). The ice thickness contours are plotted for every 500 m with the
grounding line position shown by a black line. The 500 m depth contour is shown by the white
line. The periods represented here corresponds to the stadial and intrestadial periods previous and
posterior to DO 12 (ca. 47 ka BP), respectively.
5.6 for the period around DO-event 12, at ca. 47 ka BP. As expected, OCNsrf
shows a widespread retreat both in the NE and the SW of the EIS from the
stadial to the interstadial period (Figure 5.6, bottom left). This is accompanied
by an acceleration of the Bjørnøyrenna basin due to its grounding line thinning
and retreat (Figure 5.6, left panels). OCNsub presents a collapsed Bjørnøyrenna
basin during the stadial period previous to DO-event 12 due to enhanced basal
melting from warmer subsurface waters. The transition to the interstadial period
favors a slight regrowth of this NE part of the EIS due to decreased basal melting,
while its SW section slightly retreats (Figure 5.6 upper mid panel). Concerning
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ATM, only in the southwestern (SW) part of the EIS is the atmospheric forcing
capable of generating an important reduction in the EIS volume in response
to the stadial-interstadial transition (Figure 5.6 right bottom panel). This is a
result of the spatial pattern of the forcing, with the largest SAT anomalies located
around the Nordic seas (Figure 5.2). Therefore, the ice volume reduction of the
EIS in ATM during interstadials is due to the positive SAT anomaly, which leads
to enhanced ablation in the SW part of the EIS. In turn, reduced SATs during
stadials allow the regrowth of the ice sheet up to the continental margin of the
Nordic seas. The more active dynamic response of the EIS in the OCN simulations
can be attributed to the increase in oceanic temperatures by 2-4◦C (Figure 5.2)
within the margins of the ice sheet during interstadial (in the case of OCNsrf)
and stadial (OCNsub case) periods, which translates into enhanced basal melting
at the margins of the EIS. The SW sector of the EIS also responds to the warmer
SSTs, actually with a larger reduction of ice volume than in ATM (Figure 5.6).
Fig. 5.7: MIS3 Period. Temporal component of the millennial-scale climatic forcing (β? index), ice
velocities in the Bjørnøyrenn basin (km a−1), calving rate (Sv) and ice-shelf extension (103 km2) in
the OCNsrf simulation.
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The spatial patterns shown in Figure 5.6 are representative of the all other
stadial-to-interstadial transitions. In OCNsrf, the EIS reacts to every abrupt sur-
face warming with a substantial ice-flow acceleration, especially in the Bjørnøy-
renna basin (Figure 5.7). Ice shelves that are present during stadial periods sud-
denly retreat during DO-events and together with enhanced basal melting favor
thinning and retreat of the grounding line that translate in large iceberg dis-
charges up to ca. 0.06 Sv. In OCNsub, ice velocities in the Bjørnøyrenna basin
increase during stadials, when enhanced basal melting erodes the grounding line
and favors its retreat. Peaks in calving are recorded accordingly during pro-
nounced stadial periods. These peaks are however of smaller amplitude than in
OCNsrf. This can be explained by the fact that transitions to stadials are usu-
ally more gradual than transitions to interstadials, thus the incursion of warmer
(subsurface) waters happens in this case in a smoother manner. High velocities
reach their maxima at the end of the stadial and beginning of the interstadials.
The latter are however not accompanied by an increase in calving due to the
fact that ice shelves are expanding and thickening during this period thanks to
reduced basal melting (Figure 5.8). In general, the extension of ice shelves is
greatly reduced during periods of enhanced basal melting (Figures 5.7, 5.8), with
no large unconfined ice shelves surviving during these episodes. Some thinner ice
shelves remain, in spite of the enhanced basal melting, thanks to an increase in
advection from the Bjørnøyrenna ice stream triggered by a grounding line retreat
(Figure 5.6).
Note that changes in the position of the calving front are usually accompanied
by a grounding line displacement (not shown). For some minor ice-shelf breakups
this close relationship can be broken, but with almost no effects upstream in-
land. Thus we consider that the grounding line position is the best indicator for
characterizing the dynamic behavior of the marine part of the EIS. Inspection of
the temporal evolution of the grounding line position in OCN simulations con-
firms that ice dynamics control the majority of ice-volume variations in the EIS
as opposed to the SMB processes involved in ATM (Figure 5.9). The migration
of the grounding line through time has been characterized by means of an in-
dex (µ) that weighs the proportion of non-grounded points in the region of the
Bjørnøyrenna basin:
µ (t) =
(
1− Ng(t)
N
)
· 100 (5.18)
where Ng(t) represents the evolution of the number of points of grounded ice
within a fixed area of N points in the Barents Sea region. An increase (decrease)
in µ thus indicates a retreat (advance) of the grounding line. While in ATM µ
barely changes (Figure 5.9), OCN runs show a large dynamic behavior of the
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Fig. 5.8: MIS3 Period. Temporal component of the millennial-scale climatic forcing (β? index), ice
velocities in the Bjørnøyrenn basin (km a−1), calving rate (Sv) and ice-shelf extension (103 km2) in
the OCNsub simulation.
basin. In OCNsrf, µ reflects a synchronous evolution of the grounding line po-
sition and the oceanic forcing, with major retreats coinciding with interstadial
states (Figure 5.9). Conversely, the Bjørnøyrenna basin is generally much closer
to a full retreat in OCNsub during stadials due to a larger penetration of warm
subsurface waters (Figure 5.2; OCNsub) compared to the surface waters (Figure
5.2;OCNsrf). However, the grounding line is able to advance and reach Svalbard
during episodes of reduced basal melting at the interstadials.
The direct coupling between the oceanic forcing and the response of the
Bjørnøyrenna ice stream is also evident from the relatively high negative cor-
relation (r ' −0.9) found between µ and ice thickness in this area (Figure 5.9).
In essence, in response to the grounding-line retreat (advance), acceleration (de-
celeration) of the flow takes place upstream in the Bjørnøyrenna ice stream, as
reflected by the slightly linear positive correlation (r ' 0.3) found between µ and
velocities in the channel (Figure 5.9).
As a consequence of the destabilization of the ice sheet, important ice-volume
variations are observed in the NE part of the EIS during millennial-scale climatic
transitions, which added to the minor contribution of the SW retreat, result in
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Fig. 5.9: Dynamic behavior of the EIS during millennial-scale climatic transitions for the OCNsrf,
OCNsub and ATM experiments. a) Displacement of the grounding line in the Bjørnøyrenn basin in
response to the climatic β? forcing (gray). The evolution of the grounding line position is shown
for OCNsrf (blue), OCNsub (red) and ATM (gold). The migration of the grounding line has been
characterized as an index µ(t) that represents the evolution of the number of points of grounded ice
Ng(t) over a fixed area of N points in the Barents Sea region. Increasing values of µ indicate grounding
line retreat.b) OCNsrf scatter plot diagram showing the relationship between ice thickness H in the
region of the Bjørnøyrenna basin and µ (light blue diamonds) as well as the relationship between
ice-stream velocities v in the same region and µ (purple circles).
fluctuations of more than 4 m SLE in OCNsrf, up to 2.5 m in OCNsub and ca.
1 m in ATM (Figure 5.3).
In order to investigate the sensitivity of the results to the model parameters,
eight additional OCN simulations, both for the surface and the subsurface, have
been carried out with different κ parameters between 1-10 m a−1 K−1, i.e., brack-
eting our standard case of κ = 5 m a−1 K−1. This choice reflects the inferences
based on measurements made on Antarctic ice shelves that a variation of 1 K in
the effective oceanic temperature changes the melt rate by ca. 10 m a−1 (Rignot
and Jacobs, 2002; Shepherd et al., 2004). A robust response of the EIS is found,
with a more reactive EIS response for increasing κ values (Figures 5.10, 5.11).
The sensitivity of our results to the values of the atmospheric mass balance model
has also been explored. In spite of largely exploring the values of the parame-
ters that determine the sensitivity to surface mass balance, the EIS variability
induced by the ocean is always found to be of greater amplitude than the one
induced by the atmosphere provided that κ > 2 m a−1 K−1 (Figure 5.12).
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Fig. 5.10: Volume time series of the EIS for different values of the ocean heat flux coefficient corre-
sponding to the OCNsrf forcing.
5.4 Discussion
Our results suggest a highly dynamic Eurasian ice sheet at millennial time-scales
largely responding to changes in the ocean temperatures. Some authors present
the marine based Kara-Barents complex as an analogue for present-day West
Antarctic ice sheet for which bedrock topography is a major control for stability.
We have shown, in this sense, that the Bjørnøyrenna basin is highly susceptible
to changes in the oceanic temperatures. The timing of this response with respect
to changes registered in Greenland depends, however, on whether the surface or
the subsurface of the ocean is considered as the relevant forcing of the ice sheet.
Recently, IRD peaks of Fennoscandian origin reported from a high-resolution
marine sediment core from the Norwegian Sea indicate the presence of more fre-
quent IRD deposition and thus calving during interstadials than during stadials
(Dokken et al., 2013). This result has been corroborated in a compilation of new
and previously published data (Becker et al., 2017) clearly showing that within
MIS 3, the IRD deposition increases within interstadials. The coeval deposition
of carbonate-rich, sorted fine sands and near-surface warming suggests the pres-
ence of Atlantic water along the margin, and is interpreted by the authors as
the effects of winnowing due to an intensified AMOC during interstadials. This
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Fig. 5.11: Volume time series of the EIS for different values of the ocean heat flux coefficient corre-
sponding to the OCNsub forcing.
Fig. 5.12: Left: Time series of EIS volume. Gray trajectories represent the 91 realisations of perturing
the PDD parameters. The sensitivity shown by different values of the ocean heat flux coefficient,
κ, is included by means of the OCNsrf time series in colors. Right: Scatter plot of the amplitude
of the millennial oscillations (standard deviation of the volume time series) for the PDD ensemble
(diamonds) together with the OCNsrf (circles)
interpretation results in concordance with our results when considering the sur-
face waters as the oceanic forcing. Thus, this agreement would play in favor of
considering that the EIS was primarily responding to changes in the surface of
the ocean.
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Our results also provide a mechanism to explain the pervasive presence of IRD
in the North Atlantic during MIS 3, both during stadials and interstadials, and
originating both in the LIS and the EIS. During stadials, the simultaneous ap-
pearance of IRD across the wider North Atlantic Ocean can be explained through
the build-up of subsurface heat in the high-latitude North Atlantic leading to in-
creased iceberg calving in the presence of large, thick ice shelves, together with
lower surface temperatures allowing for wider dispersal of icebergs (Barker et al.,
2015). According to our results interstadials could lead to enhanced calving of the
EIS through oceanic surface subglacial melting as a result of the warmer surface
conditions and relatively shallow grounding line of this ice sheet.
The identification of IRD layers with increased calving through ice-sheet in-
stabilities must be taken with caution, since it is based on several untested as-
sumptions (Clark and Pisias, 2000): (i) delivery of IRD to a specific site is caused
solely by iceberg calving, versus transport by sea-ice; (ii) an increase in IRD
represents an increase in the iceberg flux, versus a greater amount of debris in-
corporated at the base of the ice sheet that delivers the icebergs, or a greater
distance of iceberg transport; (iii) the amount of IRD carried by all the icebergs
is similar, assuming therefore a direct relationship between IRD concentration
and iceberg flux. However, the former assumptions have not been confirmed and,
thus, the calving-IRD relationship might not be so direct. In addition, ocean
temperatures affect melting of icebergs and thus their release of IRD. Variations
in ocean temperatures can alter the IRD released by an iceberg at a certain
site, causing variations in IRD deposition even for a constant amount of icebergs
produced at the source.
Our experimental setup is not intended to match the paleorecord, but to
provide insight into the response of the EIS to millennial-scale variability. The
EIS variations simulated here represent the upper-end amplitude of potential
responses during the whole glacial cycle, due to its large size. Extending the study
to cover the whole LGP would require the consideration of orbital variability as
part of the forcing. In this case, the EIS would likely be smaller during the mildest
phase of MIS 3, thus limiting its contact with the ocean and the production of
iceberg discharges.
Also, our results depend somewhat on the particular SAT and oceanic tem-
perature anomaly patterns simulated by our climate model, the magnitudes of
the resulting forcing, and the initial size of the simulated EIS. The use of different
atmospheric realisations is subject to the availability of climate simulations with
different models for the three climate states needed: glacial (stadial), present, and
interstadial. The latter is only available for a reduced number of models. This
makes the assessment of this issue difficult in the present study. Assessing the
sensitivity to these features should be in the scope of future work, and illustrates
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the need for carrying out new simulations of both the interstadial and the stadial
states with more sophisticated climate models. Nonetheless, our results indicate
that the ocean is the major driver of the EIS ice-volume changes during MIS-3.
Note the temporal index used is the same for the atmosphere and the ocean and
the amplitude is given by an OGCM simulation of two different oceanic states
mimicking stadial and interstadial periods. We then translate those fields into
ablation (through PDD, whose uncertainty has been extensively explored) and
into basal melting (through a linear equation). The values of the oceanic sensi-
tivity parameter (κ) we used here are in the range (or even below in most cases)
of those suggested by data in Antarctica (Rignot et al. 2002). Note, in particu-
lar, that even from low-mid values of κ of 2 m a K−1 the response to the ocean
begins to be of greater amplitude than that to the atmosphere, making our main
conclusions robust.
Finally, our study lacks bi-directional coupling between the ice sheet, the
atmosphere and the ocean. Eventually the goal is to investigate this matter with
fully coupled climate-ice sheet models.
Meltwater discharge from the EIS and other ice sheets surrounding the Nordic
Seas is often implied as a cause of ocean instabilities. The same would be the case
for iceberg discharges. This issue is beyond the scope of this study; its assessment
would require investigating the impact of these freshwater perturbations in deep
water formation and the AMOC. Again, proper assessment requires the use of a
coupled climate-ice sheet model.
5.5 Conclusions
We have investigated the response of the EIS to millennial-scale climate vari-
ability associated with DO-events through a series of simulations with a three-
dimensional, hybrid ice-sheet model that represents inland ice flow under the SIA
and floating ice shelves and ice streams through the SSA. The model makes use
of an oﬄine forcing method that separately accounts for orbital and millennial-
scale climate variability during the LGP, improving the representation of the
latter (Banderas et al., 2018). Atmospheric and ocean forcings associated with
millennial-scale variability were considered both separately and together.
Separating the effects of atmospheric and oceanic forcing during the glacial
period has allowed us to quantify the contribution of each to EIS variability. At-
mospheric forcing during stadial-interstadial transitions has a modest effect on
the ice sheet, which is a consequence of the largest SMB changes being confined to
SW sector of the EIS, where the forcing is strongest. In contrast, the oceanic forc-
ing has a larger effect, through changes in the ice dynamics in the Bjørnøyrenna
basin of the EIS. Ocean warming is able to induce a retreat of grounded ice in
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this part of the EIS through dynamic processes. As a consequence, significant
ice-volume variations result during millennial-scale climatic transitions. Added
to the smaller contribution of the SW retreat, this results in sea-level changes
on the order of several meters. Sensitivity experiments for different values of the
oceanic heat coefficient parameter show that this is a robust response of the
model.
Our results thus support the existence of a highly dynamic EIS during the
LGP. They suggest an important role of oceanic melt forcing through changes in
the ocean circulation in controlling the ice-stream activity. Together with previous
work (Alvarez-Solas et al., 2013), they imply that oceanic circulation changes and
the associated ocean-ice sheet interactions are able to explain virtually all ice
rafting events in the North Atlantic within MIS 3, from the H-events of the LIS
during stadials to those of the EIS during interstadials. Additionally, our results
highlight the need for stronger constraints on the local North Atlantic behavior
in order to shed light on the NH ice sheet’s glacial dynamics.
6Discussion
The work carried out, the goals pursued and the tools used in this thesis can
be divided in two. The first goal was to investigate the origin of glacial abrupt
climate changes focusing on a new mechanism consistent with proxy records.
To allow simulations over long timescales an EMIC was used. The second goal
was to investigate the paleo-evolution of the NH ice sheets on millennial time
scales. This was pursued using an ice-sheet model that was forced oﬄine. A new
forcing method was developed and applied specifically to investigate the impact
of oceanic variations in the evolution of the EIS throughout the LGP. A discussion
of each of the main questions addressed is presented below, in the context of the
broader scientific implications.
Could gradual changes related to the slowly-varying
conditions in the Southern Ocean (SO) promote abrupt
climatic transitions during the last glacial period?
Our simulations indicate that gradual increases in atmospheric CO2 levels as
well as intensifications of SO winds have the potential to promote a transition to
a state with intensified NADW formation and a vigorous AMOC. The AMOC
strengthening occurs after a northward retreat of the Arctic sea-ice front which
eventually leads to a northward shift of NADW formation sites into the Nordic
Seas. The role of CO2 in triggering the abrupt climatic transition is ultimately
related to its radiative effect. The CO2 rise leads to a global temperature in-
crease which causes a sea-ice retreat in the Nordic seas thus enhancing heat loss
to the atmosphere and reducing freshwater flux import into this region. This
eventually reactivates convection in the Nordic Seas, thus leading to an AMOC
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strengthening. In contrast, increasing SO wind-stress contributes to enhance the
oceanic heat transport from southern latitudes to the North Atlantic through
increased Ekman transport. This heat supply contributes to melt the southern
margin of the North Atlantic sea-ice front, progressively favouring oceanic heat
loss exchange with the atmosphere and convection in the Nordic Seas.
We have thus identified a mechanism which is consistent with proxy records by
which abrupt climate change can be promoted through the idealised experiments
exhibited. Up to now climate simulations focusing on abrupt climate changes have
mainly been based on imposing freshwater fluctuations in the North Atlantic, as
reviewed by Kageyama et al. (2010). However, the sources of these freshwater
fluxes have not yet been identified. Here, we propose such freshwater flux varia-
tions could be connected with rearrangements in the Nordic Seas sea-ice extent
in response to CO2 and SO wind intensifications.
Our results are consistent with studies suggesting an important role of sea-ice
in abrupt warming (Gildor and Tziperman, 2003; Li et al., 2005). In our case the
sea-ice retreat causes the initial abrupt SAT increase in response to the onset
of convection in the Nordic Seas, but it is the AMOC intensification that helps
to sustain the system in the warm state. They also confirm the study by Oka
et al. (2012) suggesting that if the glacial climate were close to a threshold, small
perturbations leading to a reduction in the sea-ice cover could push the system
across this threshold. The sea-ice cover control of NADW formation provides
an explanation for the different stability of the glacial AMOC compared to the
present one, and thereby the different variability of glacial and interglacial periods
(Marotzke, 2012).
Our results are also in agreement with Knorr and Lohmann (2003, 2007) in
showing that in a in glacial background climate slowly varying climatic conditions
around the SO and/or globally are able to trigger rapid climate change. This re-
sult might seem contradictory with future projections, which suggest an increase
in atmospheric CO2 levels leads to North Atlantic warming and freshening, both
of which weaken NADW formation. Nevertheless, in our view, the background
climate, and particularly the North Atlantic sea-ice configuration, showing large
differences between glacial and present day states, plays an important role in
setting the climate sensitivity and its stability properties.
The comparison against paleorecords, however, is not perfect. Reconstructions
indicate that the abrupt warming phase of D/O events takes place within decades
(Steffensen et al., 2008). However, our simulated climatic transition evidences a
two-step development in which a rapid increase of 4◦C occurs in less than a decade
followed by more gradual warming greater than 10◦C on centennial timescales.
Nevertheless, many models have shown difficulties to simulate abrupt climate
changes and the scientific community has pointed out the necessity to improve
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the skill of state-of-the-art models to simulate abrupt climate changes within the
context of threshold-crossing processes (Valdes, 2011).
What is the origin of Dansgaard-Oeschger variability?
Does the SO play a role in glacial abrupt climate change?
According to our previous results, increased atmospheric CO2 levels and en-
hanced SO westerlies are able to reactivate NADW formation thus causing an
AMOC strengthening. In this situation, the ITCZ would shift to the NH again
leading to a weakening of SH westerlies which would eventually result in de-
creasing upwelling and atmospheric CO2 levels. This negative feedback would
favour the return of the climate system back to stadial conditions through an
AMOC weakening. Our transient simulations confirm that reducing atmospheric
CO2 levels and wind-stress over the SO allows the climate system to return into
a new stadial regime. These AMOC reorganisations originate from changes in
the meridional density gradient in response to the prescribed variations in atmo-
spheric CO2 concentration and SO wind-stress. The scaling relationship between
the meridional density gradient and the AMOC strength was postulated long
ago in conceptual models (Stommel, 1961; Rooth, 1982; Gnanadesikan, 1999)
and subsequently confirmed in comprehensive ocean general circulation models
(OGCMs) (e.g. Rahmstorf, 1996). Our experiments provide a plausible explana-
tion for the driver of such changes.
Although our experimental setup consists of an externally-forced oscillation
involving CO2 and SO wind-stress variations, the underlying idea of this study
is that CO2, SO winds and the AMOC are coupled such that the proposed inter-
hemispheric oscillation could be an internal solution of the real climate system.
During prolonged stadials, a weak AMOC translates into warming of the SH at
the expense of the NH. The southward shift in the atmospheric circulation pat-
terns favors upwelling and thereby outgassing of CO2. This results in gradual
global warming and, eventually, in an abrupt transition from stadial to intersta-
dial conditions associated with the resumption of NADW formation. The AMOC
recovery maintains the NH in a warm phase while the SH gradually cools down
following the bipolar seesaw mechanism. In this situation the atmospheric cir-
culation patterns migrate equatorward reducing atmospheric CO2 levels and SO
winds and helping to revert the climate system back to the stadial state, thus
starting the cycle again. The assessment of the internal nature of the mechanism
presented here would require the use of a climate model accounting for an inter-
active carbon cycle module and a more comprehensive atmospheric component.
Our EMIC satisfactorily reproduces the phasing and timing of D/O and AIM
events showing gradual warmings over Antarctica coinciding with Greenland sta-
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dials as a result of AMOC reorganisations in which periods of reduced NADW
formation lead to the warming of the SH at the expense of the NH. The thermal
ocean bipolar seesaw hypothesis thus provides the physical basis of this inter-
hemispheric coupling assuming that temperature anomalies originated during
D/O and AIM events could simply be explained by changes in the rate of cross-
equatorial ocean heat transport carried by the AMOC (Stocker and Johnsen,
2003). Under this hypothesis, the damped and gradual character of Antarctic
temperature variations can be explained by the slow timescale of heat up re-
quired by a thermal reservoir located in the SO. The time scale is ultimately
determined by the time needed by the meridional density gradient for triggering
major AMOC reorganizations. Density changes in the South Atlantic are more
gradual than in the North Atlantic where they are found to be more abrupt dur-
ing transitions. The character of millennial-scale climate variability registered in
proxies worldwide can therefore be interpreted as the result of an integral signal
accounting for gradual changes in the SH plus the abrupt imprint provided by
changes in the NH.
Our results are consistent with a wealth of records, including speleothems
from East Asian Monsoon region indicating an in-phase relationship, with inter-
stadial and stadial intervals in the North Atlantic nearly coincided with wet and
dry episodes in East China, respectively (Wang et al., 2001), but an antiphase
relationship with speleothem records from Brazil (Wang et al., 2007) or west-
ern Amazonia in Ecuador (Mosblech et al., 2012). Our results also reproduce
proxy records from the equatorial Pacific showing a similar behavior to Antarctic
temperature variability on millennial time scales, suggesting that the Antarc-
tic climate signal was globally pervasive during the last glacial period (Barker
and Knorr, 2007). This good agreement arises, in part, from the suitable repre-
sentation of the simulated bipolar seesaw of the AMOC. However, in our case
the AMOC reorganisations were triggered by CO2 and SO wind-stress changes
without using freshwater forcings (e.g. Liu et al., 2009; Menviel et al., 2014) of
doubtful origin.
Our concept strongly relies on the bipolar seesaw mechanism. In this paradigm
the responsible agent for slowing the propagation of the D/O signal to Antarctica
is the Antarctic Circumpolar Current (ACC) which acts as a dynamic barrier that
inhibits the propagation of temperature anomalies through advection or internal
waves because of the absence of meridional boundaries in these latitudinal band
(e.g. Schmittner et al., 2003). Advective transport across the latitudes of the
ACC is only possible along the topographic ridges which are located below ca.
1500 m depth (Toggweiler and Samuels, 1995b). Therefore, the propagation of
temperature anomalies in the upper 1500 m of the ocean can only be accomplished
through eddy fluxes which are less efficient than wave propagation and advection
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in signal transmission (McDougall and Church, 1986). Recently, however, Pedro
et al. (2018) have challenged the idea that the SO is the ultimate heat reservoir in
the bipolar seesaw by quantifying the change in heat content that occurs among
the major ocean basins after imposing an AMOC collapse in a global coupled
climate model. This study concludes that the SO only accounts for a minor part of
the global increase in heat content and that the latter can be related to two main
factors: first, the southward propagation of a subsurface warm anomaly through
the deep western boundary current that originates from the expansion of sea
ice and shutdown of convection in high-latitudes of the North Atlantic after the
AMOC collapse; second, the reduction in northward advection and thermocline
deepening which allows to increase the heat storage in the South Atlantic. Their
simulations evidence that a large fraction of the global increase in heat content is
confined into the Indian and the Pacific because temperature anomalies propagate
eastward out of the South Atlantic and along continental boundaries into these
basins by Kelvin and Rossby waves and eastward with the ACC flow by advection
much more efficiently than they can propagate south across the ACC (which relies
on eddy fluxes) into the SO (Cox, 1989; Schmittner et al., 2003). In this sense,
the ultimate heat reservoir of Stocker and Johnsen (2003) would be located in the
global interior ocean north of the ACC. An additional argument to consider that
the heat reservoir is located in the global ocean interior is that the centennial-
scale thermal inertia attributed to the SO (Knutti et al., 2004) does not fit with
the millennial time scale observed for D/O and AIM events.
In relation with the discussion above, our setup is based on the assump-
tion that CO2 variations were caused by enhanced wind-driven upwelling in
the SO (Anderson et al., 2009). Recent findings indicate that disruptions in the
glacial biological pump could also operate in concert with wind-driven upwelling
to produce millennial-scale CO2 oscillations (Mart´ınez-Garc´ıa et al., 2014). As
suggested by Anderson et al. (2009), increased buoyancy forcing (Watson and
Naveira Garabato, 2006) might actually be necessary together with the enhanced
wind-stress in order to account for the upwelling intensification. The reason is
that an increase in the northward Ekman transport leading to a steepening of
the isopycnals would result in an increase in the baroclinicity of the ACC, lead-
ing to an intensification of the southward eddy transport that could partially
offset the increased northward Ekman transport (e.g. Hallberg and Gnanade-
sikan, 2006). Our model only includes a parameterisation for mesoscale eddies,
just as most OGCMs. Studies with eddy-permitting and eddy-resolving models
indicate this eddy compensation could depend strongly on how surface buoyancy
fluxes are affected, with increased surface buoyancy flux in response to increased
wind-stress leading to a larger sensitivity than previously thought (Abernathey
et al., 2011). This is a fundamental matter currently subject of active research
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but still unaffordable for millennial-scale simulations. A shift or increase of the
SO winds could also affect wind-driven mixing there. The deep SO is responsible
for a large fraction of global diapycnal mixing (Watson and Naveira Garabato,
2006) that is generated almost entirely over restricted regions of rough bottom
topography below the ACC through the interaction of its deep-reaching flow and
its associated eddies with the seafloor (Watson et al., 2013). If the westerly winds
shifted south or strengthened, the mixing of heat and freshwater into the deep
ocean would most probably increase.
Antarctic ice core records have revealed that the amplitude of atmospheric
CO2 variations is close to 20 ppmv during the most pronounced AIM events
(Ahn and Brook, 2008; Bereiter et al., 2012; Ahn and Brook, 2014) whereas in
our experiments the magnitude of the CO2 increase that is required to push the
system into the interstadial regime is substantially larger (ca. 40 ppmv). This
discrepancy can be attributed to the intrinsic nature of the CLIMBER3-model.
Our results are based on the existence of an internal threshold in the model that
relates to the sensitivity of the glacial AMOC to the surface oceanic wind-stress
(Montoya and Levermann, 2008). The amplitude of the forcing is ultimately de-
termined by the distance from background climatic conditions to the threshold
itself and this can be model dependent. Nevertheless, following Banderas et al.
(2015), a comprehensive fully coupled model has shown that gradual changes in
atmospheric CO2 concentration of comparable magnitude than those recorded
in ice cores can trigger rapid climate shifts under intermediate glacial conditions
(Zhang et al., 2017). These changes are associated with a regime of bistability of
the AMOC which appears at intermediate heights of the glacial ice sheets. Our
transient simulations were run under glacial background climatic conditions fol-
lowing the specifications of the Paleoclimate Modeling Intercomparison Project
Phase II (PMIP2). This mainly includes glacial insolation values, a reduced equiv-
alent atmospheric CO2 concentration to account for the lowered concentration of
greenhouse gases and the ICE-5G glacial ice sheet reconstruction (Peltier, 2004).
Prescribing NH ice sheets of intermediate size in our experiments could possibly
result in decreasing the distance from background climatic conditions to the in-
trinsic threshold which, in turn, could lead to a reduction in the amplitude of
the forcing. Nevertheless, the fact that a more comprehensive model is able to
qualitatively reproduce our results provides strong support for our mechanism,
and furthermore to the use of EMICs to provide hints as to the problems which
comprehensive and costly models should tackle from a more realistic perspective.
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How can we investigate the response of NH ice sheets on
millennial time scales?
D/O events occur under glacial climatic conditions, with global ice volumes vary-
ing at intermediate levels. Thus NH ice sheets could have modulated millennial-
scale climate variability during the last glacial period. Therefore having a better
understanding of how NH ice sheets reacted during D/O events can shed light on
the mechanisms responsible for climate variability on millennial time scales. Pre-
vious studies have forced ice sheet models oﬄine using a synthetic time-varying
climatology but its skill to reproduce millennial-scale climate variability needed
to be improved. These methods often assume that the climate generated from
a glacial-interglacial spatial pattern combined with a temporal index reflecting
temperature variability over Greenland is representative of the entire NH. In
chapter 4 (Banderas et al., 2018), we have shown how the inclusion of a spatial
component representative of D/O events can improve such oﬄine forcing meth-
ods. The reason is that the millennial-scale anomaly pattern introduces its own
spatial scaling, thus contributing to generate a better representation of millennial-
scale climate variability in the time-varying climatology.
The current paradigm to explain glacial abrupt climate changes involves
AMOC reorganisations which eventually trigger temperature transitions of large
amplitude in the Nordic Seas. Therefore, it is difficult to conceive temperature
variations of similar magnitude in distant locations such as the EIS or the LIS,
as would result from usual oﬄine forcing methods. The comparison of the three
different climatologies generated in this study indicates that traditional forcing
methods yield millennial-scale fluctuations of very large amplitude over North
America and Fennoscandia as compared to those recorded in Greenland. This
eventually leads to an underestimation of ice volume throughout most of the
LGP, not only at millennial but also at suborbital time scales. The inclusion of
a stadial-interstadial anomaly field leads to a large reduction in the amplitude
of millennial-scale temperature variations in these areas, thus generating ice vol-
umes that are closer to the uncertainty range estimated for the LIS and well
within it for the EIS.
It is important to highlight that the details of spatial patterns used in this
study can be model dependent and that our method might well improve with the
use of higher complexity and resolution models. This study opens a new research
pathway for these models which could take advantage of our new forcing method
to investigate their skill to provide a synthetic reconstruction of the climate
variability of the last glacial cycle and apply that to investigate the evolution of
NH ice sheets. Note that, although our ice-sheet model accounts for the surface-
elevation change feedback on temperature and precipitation, other important
climate-ice-sheet feedbacks such as surface albedo changes are not represented.
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It would be interesting to reassess this study by coupling our ice-sheet model to
a regional energy-moisture-balance model where feedbacks such as the ice-albedo
feedback, the effect of continentality and the orographic effect on precipitation
are better represented.
How did the Eurasian ice sheet respond to millennial scale
climate variability?
While an important effort has been made to investigate the dynamics and evo-
lution of the LIS during the LGP, the EIS has not received much attention,
in particular from a modeling perspective. However, of all NH glacial ice sheets,
temperature anomalies associated with glacial abrupt climate changes were likely
largest over the EIS together with the Geenland Ice Sheet. Therefore significant
impacts on the EIS should be expected. Meltwater discharge from this and other
ice sheets surrounding the Nordic Seas is often implied as a potential cause of
ocean instabilities that lead to glacial abrupt climate changes. Thus, a better
understanding of its variations during the LGP is important to understand its
role in glacial abrupt climate changes. Here we investigate the response of the
EIS to millennial-scale climate variability during the LGP. This issue is discussed
in Chapter 5 (Alvarez-Solas et al., 2018a).
Our results indicate that the EIS shows a highly dynamic response, in phase
with Greenland interstadials, when considering surface waters of the Nordic Seas
as the oceanic forcing. There is increasing evidence in showing that IRD depo-
sition of Fennoscandian origin is more frequent during interstadials than during
stadials within MIS 3 (Dokken et al., 2013; Becker et al., 2017), with near-surface
warming coinciding with deposition of carbonate-rich and sorted fine sands. This
suggests the presence of Atlantic water along the margin of the EIS, and is inter-
preted by the authors as the effects of winnowing due to an intensified AMOC
during interstadials.
It is important to note that the identification of IRD layers with increased
calving through ice-sheet instabilities must be taken with caution, since it is
based on several untested assumptions (Clark et al., 2002): (i) delivery of IRD to
a specific site is exclusively caused by iceberg calving, versus sea-ice transport;
(ii) an increase in IRD represents an increase in the iceberg flux, versus a greater
amount of debris incorporated at the base of the ice sheet that delivers the
icebergs, or a greater distance of iceberg transport; (iii) the amount of IRD carried
by all the icebergs is similar, assuming therefore a direct relationship between
IRD concentration and iceberg flux. However, these assumptions have not been
corroborated and, thus, the relationship between IRD and calving might not be
so direct. Furthermore, oceanic temperatures variations can alter the deposition
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of IRD from drifting icebergs even if a given constant iceberg production ratio is
considered at the source.
Our study aims to provide insight into the response of the EIS to millennial-
scale variability and not to exactly match the paleorecord. Nevertheless, compar-
ison with SLE estimates indicates that the amplitude of our simulated evolution
of the EIS ice volume lies at the upper-end of potential responses during the
whole glacial cycle. Extending the study to cover the whole LGP would require
the consideration of orbital variability as part of the forcing. In this case, the
EIS would likely be smaller during the mildest phase of MIS-3, thus limiting its
contact with the ocean and the production of iceberg discharges.
Our forcing climate has been generated through the CLIMBER-3α model. It
would be interesting to explore the response of the EIS considering different at-
mospheric realisations. This is obviously subject to the availability of simulations
performed with different models that include the three required climate states:
glacial (stadial), present, and interstadial. Our results indicate that the ocean
is the major driver of the EIS ice-volume changes during MIS-3. Note that the
atmosphere and the ocean vary according to the same temporal index and that
the amplitude is given by an OGCM simulation which accounts for two different
oceanic states that resemble stadial and interstadial conditions. We then translate
those fields into ablation (through PDD, whose uncertainty has been extensively
explored) and into basal melting (through a linear equation). The values of the
oceanic sensitivity parameter (κ) we used here are in the range (or even below in
most cases) of those suggested by data in Antarctica (Rignot and Jacobs, 2002).
Note, in particular, that even from low-mid values of κ of 2 m a K1 the response
to the ocean begins to be of greater amplitude than that to the atmosphere,
making our main conclusions robust.
As a future goal, it would be interesting to investigate the response of the
EIS to millennial-scale oceanic forcing with fully coupled climate-ice sheet mod-
els. This would give insight into the mechanism of glacial abrupt climate changes
which are often thought to be the result of oceanic instabilities involving melt-
water discharges from the EIS and other ice sheets surrounding the Nordic Seas.

7Conclusions and Outlook
In this thesis, the origin of glacial abrupt climate changes and their impacts
on NH ice sheets have been investigated from a modelling perspective. Four
complementary studies (three of them published and one under review) have
been presented with the aim of providing new insight into these issues.
The novelty of the first study lies on the description of a new mechanism con-
sistent with proxy data that allows to explain glacial abrupt climatic transitions
conducted by an AMOC strengthening. Previous studies rely on experimental
designs that invoke prescribed freshwater fluxes to trigger abrupt climatic transi-
tions (e.g. Kageyama et al., 2010). However, the sources of these freshwater fluxes
have not yet been identified. In this study, we describe a new mechanism by which
gradual changes in atmospheric CO2 levels and/or wind-stress intensification in
the SO are able to promote a rapid climatic transition that resembles the abrupt
warming phase of D/O events. In our experiments, increasing CO2 levels and/or
enhancing SO wind-stress lead to a northward migration of the Atlantic sea-ice
front which eventually result in reactivating convective sites of the Nordic Seas
thus promoting an AMOC strengthening and allowing the system to flip from
stadial to interstadial conditions. In this study we propose that freshwater fluxes
used in previous work to simulate stadial to interstadial transitions could be con-
nected to rearrangements in the Nordic seas sea-ice extent in response to CO2
and SO wind intensifications.
The second study emerges as a natural extension of Banderas et al. (2012)
and focuses on simulating the return of the climate system to stadial conditions
in order to investigate the mechanisms that underlie D/O cycles. Our results
indicate that D/O-like transitions can be simulated as a result of AMOC re-
organisations which, in turn, originates from changes in the meridional density
gradient caused by variations in atmospheric CO2 and SO wind-stress. Our model
110 Conclusions and Outlook
satisfactorily reproduces the phasing and timing of D/O and AIM events show-
ing gradual warmings over Antarctica coinciding with Greenland stadials and
gradual Antarctic coolings coinciding with Greenland interstadials. Our results
are also consistent with a wealth of records that contain the imprint of D/O and
Antarctic variability, thus evidencing that the bipolar seesaw of the AMOC is
satisfactorily well captured by our model.
In our third study (Banderas et al., 2018), we develop a new method to force
ice-sheet models oﬄine that provides a more realistic representation of orbital and
millennial-scale climate variability and improves the transient forcing of ice sheets
during the LGP. This new method is based on the consideration of an additional
climatic pattern representative of D/O variability to reconstruct climate history
of the last glacial-interglacial cycle. Our results indicate that traditional oﬄine
forcing methods could lead to misrepresent NH ice volume variations on both
millennial and orbital time scales. These results suggest that weighting the spatial
variability over time through a single index can lead to an overestimation of the
response of some of the NH ice sheets during abrupt changes which can be eluded
with our new method.
Our fourth study (Alvarez-Solas et al., 2018a) takes advantage of the method
developed in Banderas et al. (2018) and focuses on investigating the response of
the EIS, in terms of its dynamics and evolution, to glacial oceanic temperatures on
millennial time scales. Our results show a highly dynamic response of the EIS to
changes in oceanic temperatures on millennial time scales. In particular, we have
found that the Bjørnøyrenna basin, located in the marine based Kara-Barents
ice-sheet complex, is extremely sensitive to oceanic temperature variations and
that the timing of its response relative to climate changes registered in Greenland
depends on whether the surface or the subsurface of the ocean is considered as the
relevant forcing of the ice sheet. Our results furthermore provide a mechanism to
explain the pervasive signal of IRDs registered in marine sediments of the North
Atlantic ocean. During stadials, the presence of IRDs can be explained through
the build-up of subsurface heat in the high-latitude North Atlantic leading to
increased iceberg calving in the presence of large, thick ice shelves, together with
lower surface temperatures allowing for wider dispersal of icebergs (Barker and
Knorr, 2007). However, increasing IRDs during interstadials could result from
enhanced calving of the EIS due to subglacial melting of ice sheets in response
to warmer surface oceanic conditions.
To conclude, we have used an EMIC to propose a new mechanism to explain
glacial abrupt climate changes during the LGP that has obtained support from
a comprehensive ESM. This highlights the usefulness of the use EMICs to open
the pathway for new research lines that can be addressed with complex, more
expensive ESMs. In addition, we have used an ice-sheet model to demonstrate a
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substantial effect of glacial abrupt climate changes on NH ice sheets. The definite
means to assess both issues will undoubtedly involve the use of coupled climate-
ice-sheet models. This should be in the scope of future work.
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