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Random sets can be considered as random variables with values in a Boolean algebra, in partic-
ular in a ﬁeld of sets. Many properties of random sets, in particular those relative to belief functions,
can also be obtained by relaxing the algebraic structure of the domain. In fact, functions monotone
to order 1, like Choquet capacities, can be deﬁned on semilattices. In this paper random variables
with values in some kind of graded semilattices are studied. It is shown that this algebraic structure
models important operations regarding information. It turns out that random variables in this
algebra form themselves an algebra of the same kind. Their probability distribution corresponds
to functions monotone of order 1 or to belief functions in the sense of Dempster–Shafer theory
of evidence. This paper proposes therefore a natural generalization of evidence theory to a general
structure related to probabilistic argumentation systems. Those systems have many interesting
models like probabilistic assumption-based reasoning with diﬀerent kind of logics, systems of linear
equations and inequalities with stochastic disturbances, etc. The theory presented leads thus to an
interesting and novel way of combining logic and probability.
 2007 Elsevier Inc. All rights reserved.1. Introduction
There is a twofold motivation for the theory proposed in this paper.
First, random sets induce functions, monotone of order 1 [27,9], which represent also
belief functions in the sense of the mathematical theory of evidence [8,30]. Formally, such0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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What is needed is essentially a structure with only a meet operation, i.e. a semilattice. This
is implicit in the work of Choquet, which studies functions on commutative semigroups
[4]. Further, semilattices or lattices play in fact an important role in random set theory,
especially for the proof of Choquet’s theorem [25]. Whereas random sets can be seen as
random variables with values in a ﬁeld of sets, this consideration motivates more generally
to study random variables with values in a semilattice.
Second, and alternatively, there is a more application-oriented motivation. In artiﬁcial
intelligence the concept of probabilistic argumentation systems has been proposed. It has
been elaborated to some extend on the base of propositional logic [1,10,24]. Uncertain
information or knowledge is described in such a system by propositional formulae which
contain special propositional symbols, called assumptions. This forms an assumption-
based knowledge base. Hypotheses are evaluated on the base of a given assumption-based
knowledge base by determining the assumptions allowing to deduce the hypothesis. If a
probability measure is further deﬁned on the assumptions, then the reliability of the
deduction of a hypothesis, i.e. its degree of belief or support, can be computed [10]. The
mathematical structure behind such a probabilistic argumentation system is a random
set. In the particular case of propositional logic, it is a random set on the set of valuations
of propositional formulae.
The relation between evidence theory and universal logic has already been noted in [3].
The point is that any monotone, but not necessarily Boolean logic can be used for prob-
abilistic argumentation, propositional logic being only the simplest case. It turns out that
associated with such logic systems is always an algebraic structure consisting of a semilat-
tice [19,22]. The elements of this semilattice represent the piece of ‘‘information’’ expressed
by formulae of the underlying logic system. The meet operation of the semilattice describes
‘‘combination’’ of information. In fact, more generally, the semilattice is the union of dis-
joint semilattices, which are themselves partially ordered in a lattice. This is called a graded
semilattice. These disjoint semilattices represent each ‘‘information’’ relative to a ﬁxed
‘‘question’’ and the lattice of these semilattices represents a partial order between ques-
tions regarding their granularity [36,22].
So, such algebraic structures arise very naturally, when one considers forms or repre-
sentations of information. In an abstract way, pieces of information can be combined,
and information can be focussed to speciﬁed domains or questions. This leads to a certain
two-sorted algebraic structure with two operations representing combination and focus-
sing. In fact, in relation to combination we have an idempotent, commutative semigroup,
i.e. a semilattice. Focussing introduces additionally a projection operation. We call such
graded semilattices information algebras.
Probabilistic argumentation systems based on a logic system as described above corre-
spond then to mappings of assumptions into the corresponding graded semilattice or
information algebra, i.e. to random variables with values in information algebras. This
is then a second motivation for the theory proposed in this paper.
There are plenty of practically important instances or models of these algebras. Infor-
mation algebras are reducts of cylindric algebras [13] and also of polyadic algebras [11],
introduced for the algebraic study of predicate logic. Random variables with values in
such an algebra represent thus a probabilistic argumentation system based on predicate
logic. Related to this is relational algebra as used in relational databases in Computer
Science. Further examples of information algebras are related to propositional logic [23]
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ﬁelds of sets. However, non-Boolean information algebras arise in relation to certain non-
classical logics as shown in [36]. In [22] it is examined, what kinds of logic induce informa-
tion algebras. Further, systems of linear equations give rise to information algebras of lin-
ear manifolds, whereas systems of linear inequalities lead to information algebras of
convex polyhedra, geometrically speaking. The last two examples are also non-Boolean
information structures. Further examples of information algebras include constraint sys-
tems [22] and module algebras in Computer Science [2,7].
We propose thus in this paper to represent uncertain information in a generic way by
random variables with values in information algebras. We do this in a general abstract set-
ting. So, the theory we propose here is thought as an attempt to unify seemingly diﬀerent
approaches of probabilistic reasoning under uncertainty in a general, abstract theory.
It should be mentioned that information algebras were originally motivated by the axi-
omatic system proposed by [33,32] as a basis for generic local computation techniques as
used in Bayesian networks. The axioms are slightly modiﬁed and the important and essen-
tial idempotency property is added, which is missing in the original system of Shenoy and
Shafer. Information algebras are discussed in detail in [19].
We begin in Section 2 with a summary presentation of information algebras. Informa-
tion order plays a central role in this theory. With the concept of an ideal the concept of
information can be enlarged and the information algebra embedded into an algebraic lat-
tice of ideals. This is essential for a the theory of random variables with values in informa-
tion algebras as presented in this paper. We begin then in Section 3 by deﬁning simple
random variables and show that they form themselves an information algebra. As any
information algebra it can be embedded into the algebraic lattice of its ideals. The latter
we call generalized random variables. A crucial point is that a part of these generalized ran-
dom variables are proper random variables which are ‘‘limits’’ of countable sequences of
simple random variables and which are measurable on their whole range.
In Section 4 we study the distribution functions of random variables. We show that they
are like Choquet capacities, functions monotone of order1 and satisfying some continu-
ity property. We call them support functions, because they represent the probabilistic sup-
port allocated to a piece of information by a random variable. This shows that we have
here indeed a generalization of Dempster–Shafer theory of evidence. Combination of ran-
dom variables in their information algebra represents a generalization of Dempster’s rule.
The latter usually is related to a concept of stochastic independence, which can rigorously
be deﬁned in our context. However, we do not discuss independence issues in this paper.
In fact, a main result of the present theory is, that it turns out, that proper random vari-
ables are ‘‘measurable’’ on the whole underlying information algebra, which is not neces-
sarily the case for generalized random variables. Thus, for a random variable the support
function is deﬁned everywhere, but not so for generalized variables. In Section 5 we there-
fore study a possibility of extending the support function to the whole underlying informa-
tion algebra. Following [29,31] we do this by using allocations of probability, a concept
strongly related to belief or support functions. It turns out that there is a natural way
to extend the support function, given that a generalized random variable is the supremum
of the simple random variables it dominates. It is shown that this corresponds to the inner
probability measure of the support set of a piece of information. Although we claim that
this is the natural extension of the support function, we stress that it is not the only possible
extension, see [31] for a discussion of this issue.
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of the theory of hints [20,21]. A variant of the present form has ﬁrst been partially pre-
sented in [19]. Only simple and generalized random variables were discussed there. The
new and essential concept of proper random variables as ‘‘limits’’ of sequences of simple
random variables was missing and is presented here for the ﬁrst time. Also the natural
extension of a support function and its equivalence to the inner probability is new (it is
however well known in classical random set theory or the theory of hints [27,21] and
has also been noted in [31]).
2. Information algebra
Any formal concept of information should cover a number of basic aspects. First, infor-
mation relates to precise questions. Second, pieces of information should be combined or
aggregated. Third, it should be possible to retrieve the part of a piece of information
related to a speciﬁc question. Based on these fundamental observations an algebraic struc-
ture representing pieces of information and the operations upon them can be deﬁned. A
detailed account of these information algebras can be found in [19]. Here we summarize
the relevant elements of this algebraic theory as a base to study uncertain information.
Questions are represented by domains or frames describing the possible answers to a
question. As an example consider a set of variables r ¼ fX 1; . . . ;Xmg. Each variable Xi
can take a value in a given domain Hi. A subset s  r of variables takes values in the carte-
sian product
Hs ¼
Y
X i2s
Hi:
To a set s of variables is associated the question ‘‘which are the values the variables in s
take?’’ The possible answers to this question are given by the domainHs. So these domains
represent questions, respectively the possible answers to them. Therefore we refer to a
question through its domain, or even simpler, through the related set of variables s. These
domains form a lattice, essentially the lattice of subsets of r.
In a more general way, we assume therefore that a lattice of domains D is given, repre-
senting the family of ‘‘questions’’ to be considered. Lattice D is not necessarily distributive,
as the lattice of subsets of a set r is. Lattices of partitions for example are also interesting
candidates for domains in our theory. And partition lattices are not distributive. If
x; y 2 D, then x 6 y means domain (question) y is ﬁner than x (x is coarser than y). The
join x _ y represents the coarsest question ﬁner than both x and y, i.e. the combined
domain of x and y. And the meet x ^ y is the ﬁnest question coarser than both x and y.
Further a set U of elements called information elements or pieces of information is
given. We suppose that the following operations are deﬁned on the signature ðU;DÞ
(besides the lattice operations in D):
(1) Combination:  : U U! U, ð/;wÞ 7! / w,
(2) Focussing: ): U D ! U; ð/; xÞ 7! /)x.
Combination represents aggregation of two pieces of information into the combined,
total information. Focussing refers to extracting from an information the part relevant
to domain x. In the multivariate example above, U is the powerset of Hr, combination
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subset of variables, then
S)s ¼ fx 2 Hr : 9y 2 S such that xi ¼ yi 8i 2 sg:
We impose on these operations the following axioms:
(1) Semigroup: U is associative and commutative under combination and possesses a neu-
tral element e, such that / e ¼ /, and a null element z such that / z ¼ z, for all
/ 2 U.
(2) Transitivity of Focussing: 8/ 2 U, and 8x; y 2 D
ð/)xÞ)y ¼ /)x^y : ð1Þ
(3) Distributivity of Combination over Focussing: 8/;w 2 U, and 8x 2 D,
ð/)x  wÞ)x ¼ /)x  w)x: ð2Þ
(4) Idempotency: 8/ 2 U, and 8x 2 D,
/ /)x ¼ /: ð3ÞThese are reasonable assumptions for operations with information. Note that the neutral
element e represents vacuous information, whereas the null element z represents contradic-
tion. A system satisfying these axioms is called an information algebra. The example above of
subsets of a cartesian product satisﬁes these axioms, as can easily be veriﬁed [19]. There are
numerous other examples. We mention only a few of them: First we refer to diagonalfree
versions of cylindric algebras [13]. Cylindric algebras are generalizations of subset algebras
in cartesian products, as the example discussed above. These examples have been introduced
as algebras representing predicate logic. Algebras of Borel sets in multidimensional real
spaces form an information algebra. Combination is in all these examples intersection
and focussing cylindriﬁcation. All these examples are also Boolean algebras and therefore
called Boolean information algebras. Finite or coﬁnite subsets of a cartesian space, as well
as open and closed subsets of a multidimensional real space are instances of non-Boolean
information algebras, i.e. algebras not closed under complementation and union. Convex
polyhedra and convex subsets of a multidimensional real space are further non-Boolean
information algebras. Another non-Boolean information algebra is provided by linear man-
ifolds in a vector space. Further examples related to logic systems are to be found in [36,22].
In an information algebra ðU;DÞ a natural order between elements can be introduced:
/ 6 w; if ; and only if / w ¼ w: ð4Þ
This means that / contains less information than w, since combining / to w does not
change the latter, does not ‘‘add’’ any information to w. We may also say that w implies
/ if / 6 w, since the information / is ‘‘part’’ of w. It is readily veriﬁed that this induces a
partial order in U. The following lemma collects a few elementary properties of this order,
which are easily proved (see also [19]).
Lemma 1
(1) e 6 / 6 z for all / 2 U.
(2) /;w 6 / w.
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(4) /)x 6 /.
(5) / 6 w implies /)x 6 w)x.
(6) /1 6 /2 and w1 6 w2 imply /1  w1 6 /2  w2.
(7) /)x  w)x 6 ð/ wÞ)x.
(8) x 6 y implies /)x 6 /)y .Point (3) shows that combination yields the supremum of two (or ﬁnitely many) ele-
ments. We write therefore also sometimes / w ¼ / _ w to emphasize the order. The set
U is therefore a semilattice under combination with the additional operation of focussing
related to the associated lattice structure D. We call U therefore also a graded semilattice.
A non-empty set I  U is called an ideal of the semilattice U, if
(1) / 2 I and w 6 / imply w 2 I ,
(2) /;w 2 I imply / _ w 2 I .
An ideal of U as a set represents a consistent piece of information in the sense that it
contains all the elements implied by its elements and also all the combinations of ﬁnite sets
of its elements. For all / 2 U the set Ið/Þ ¼ fw 2 U : w 6 /g is an ideal, the principal ideal
of /. We may deﬁne the following operations among ideals and between ideals and
domains:
(1) Combination:
I1  I2 ¼ fw 2 U : w 6 /1  /2 for some /1 2 I1;/2 2 I2g: ð5Þ
(2) Focussing:
I)x ¼ fw 2 U : w 6 /)x for some / 2 Ig: ð6Þ
Clearly, both I1  I2 and I)x are again ideals. It turns out that the set of ideals IU of an
information algebra forms together with D itself an information algebra. The algebra
ðU;DÞ is embedded into this algebra by the mapping / 7! Ið/Þ. In the following we identify
the image IðUÞ of U under the mapping I with U and we write also for obvious reasons
/ 6 I , if / 2 I . Then, more precisely, the following theorem holds:Theorem 2. If ðU;DÞ is an information algebra, then ðIU;DÞ is an information algebra too,
with combination and focussing defined by (5) and (6) respectively, and ðU;DÞ is embedded
into ðIU;DÞ by the mapping I : U! IU defined by / 7! Ið/Þ. Further the following holds:
(1) Convergence: If X  U is a directed set (i.e. if /;w 2 X , then there is a g 2 X such that
/ _ w 6 g), then the supremum _X over X exists in IU.
(2) Density: For I 2 IU and x 2 D
I)x ¼ _f/)x : / 2 U : / 6 Ig: ð7Þ
(3) Compactness: If X  U is a directed set and / 2 U such that / 6 _X , then there is a
w 2 X such that / 6 w.For a proof of this fundamental theorem we refer to [19]. The algebra ðIU;DÞ is called
the ideal completion of the algebra ðU;DÞ. A structure ðIU;U;DÞ, where ðIU;DÞ and ðU;DÞ
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information algebra [19]. The elements of U are called the ﬁnite or compact elements of
the algebra. It turns out that in such a compact information algebra IU is a complete lat-
tice, i.e. _X and ^X exist for all subsets X  IU [19]. In fact, IU is an algebraic lattice with
ﬁnite elements U [6]. Note that for any I 2 IU we have
I ¼ _f/ 2 U : / 6 Ig:
The family of ﬁnite subsets of a cartesian product forms a complete lattice, hence U ¼ IU
in this case. If U is the system of coﬁnite subsets of a cartesian product, then IU is the
power set of the cartesian product, and the coﬁnite sets are the ﬁnite elements of the com-
pact information algebra. Similarly, the convex polyhedra are the ﬁnite elements of the
compact information algebra of convex subsets of a multidimensional linear space. Linear
manifolds form a complete semilattice, hence in this case U ¼ IU too.
Now a last, new concept is introduced: A subset S  IU is called r-closed, if it is closed
under countable joins, i.e. if fI1; I2; . . .g is a countable subset of S, then _iI i belongs to S.
The intersection of any family of r-closed sets is clearly also r-closed. Further, the whole
family IU of ideals is r-closed. So, for any subset X  IU we may deﬁne the induced
r-closed set SðX Þ as the intersection of all r-closed sets containing X.
We are particularly interested in SðUÞ, the r-closed set induced by the semilattice U.
This set can be characterized as follows:
Theorem 3. If ðU;DÞ is an information algebra, then
SðUÞ ¼ f/ 2 IU : / ¼ _1i¼1wi;wi 2 U; 8i ¼ 1; 2; . . .g: ð8ÞProof. Clearly the set on the right of Eq. (8) is contained in SðUÞ. We claim that this set is
itself r-closed. In fact, consider a countable set of elements /j, j ¼ 1; 2; . . . of this set on the
right of Eq. (8), such that
/j ¼ _1i¼1wj;i
with wj;i 2 U. Deﬁne the set I ¼ fðj; iÞ : j ¼ 1; 2 . . . ; i ¼ 1; 2 . . .g and the sets Ij ¼
fðj; iÞ; i ¼ 1; 2; . . .g for j ¼ 1; 2; . . ., and Ki ¼ fðh; jÞ : h; j 6 ig for i ¼ 1; 2; . . . Then we have
I ¼ [1j¼1Ij ¼ [1i¼1Ki:
By the laws of associativity in the complete lattice IU we obtain then
_1j¼1/j ¼ _1j¼1ð_ðj;iÞ2Ijwj;iÞ
¼ _ðj;iÞ2Iwj;i
¼ _1i¼1ð_ðj;iÞ2Kiwj;iÞ:
But _ðj;iÞ2Kiwj;i 2 U for i ¼ 1; 2; . . . Hence _1j¼1/j belongs itself to the set on the right hand
side of (8). Since this set contains U, it contains also SðUÞ, hence it equals SðUÞ. h
Consider now a monotone sequence /1 6 /2 6    of elements of U. In the following
theorem we show that for such sequences join commutes with focussing:
Theorem 4. For a monotone sequence /1 6 /2 6    of elements of U, and for any x 2 D,
ð_1i¼1/iÞ)x ¼ _1i¼1/)xi : ð9Þ
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ð_1i¼1/iÞ)x ¼ _fw)x : w 2 U;w 6 _1i¼1/ig:
Clearly, by Lemma 1, the left hand side of Eq. (9) is an upper bound of the right hand side.
Consider a w 2 U such that w 6 _1i¼1/i. Note that the monotone sequence /1;/2; . . . is a
directed set in U. Therefore, by the compactness property of Theorem 2, there is a /i in the
sequence such that w 6 /i. This implies (see Lemma 1) that w)x 6 /)xi . From this we con-
clude that
ð_1i¼1/iÞ)x ¼ _fw)x : w 2 U;w 6 _1i¼1/ig 6 _1i¼1/)xi :
This proves the equality in (9). h
Theorem 4 shows in particular that SðUÞ is closed under focussing. In fact, if /i is any
sequence of elements of U, then we may deﬁne wi ¼ _ik¼1/k, such that wk for k ¼ 1; 2; . . . is
a monotone sequence and / ¼ _1i¼1/i ¼ _1i¼1wi. So, for / 2 SðUÞ and any x 2 D by
Theorem 4
/)x ¼ _1i¼1w)xi ð10Þ
and hence /)x 2 SðUÞ by Theorem 3. As a r-closed set SðUÞ is closed under combination.
Therefore ðSðUÞ;DÞ is itself an information algebra. Since it is closed under combination
(i.e. join) of countable sets and satisﬁes condition (9) we call it the r-information algebra
induced by ðU;DÞ. There are cases where SðUÞ ¼ U. For instance, this is the case for count-
able subsets, for convex subsets of a multidimensional linear space, for Borel sets and of
course whenever U ¼ IU.
3. Algebra of random variables
We consider an information algebra ðU;DÞ. Uncertain information can be represented
by random variables taking values in such an information algebra. For example, probabi-
listic, propositional assumption-based systems as studied in artiﬁcial intelligence [1,10,24]
lead to random sets in the information algebra of subsets of Boolean cubes. Linear systems
of equations or inequalities with stochastic disturbances lead to random variables with val-
ues in the information algebra of linear manifolds [26] or convex polyhedra, etc. Usual
random sets can be seen as random variables with values in a ﬁeld of sets, or slightly more
general, in a cylindric algebra, if we add a focussing operation. We propose in this section
a theory of such random variables.
To begin with, let us sketch the technical problem associated with such an enterprise: In
random set theory some measurability conditions are required. The question is how sim-
ilar conditions can be reasonably established in the more general structure of an informa-
tion algebra. Measurability can easily be assured with simple variables which can take only
ﬁnitely many diﬀerent values. This is just as with simple random variables in ordinary
probability theory. Therefore we start deﬁning and studying simple random variables. In
particular, we show that they form themselves an information algebra. However this is
surely not suﬃcient. Often random variables are deﬁned as limits of sequences of simple
random variables. The problem is that in information algebra, in general, we have no
topology with respect to which limits can be deﬁned. This problem is overcome by consid-
ering the ideal completion of the algebra of simple random variables. Within this extended
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ural sense of countable sequences of simple random variables. And, as a main result of the
present theory, it turns out, that these variables are measurable in the natural sense that
can be given to this concept in the framework of information algebras.
Let ðX;A; P Þ be a probability space. It is well known that a mapping from such a space
to any algebraic structure inherits this structure [14]. This will be exploited here.
Let B ¼ fB1; . . . ;Bng be any ﬁnite partition of X such that all Bi belong to A. A map-
ping D : X! U such that
DðxÞ ¼ /i 8x 2 Bi; i ¼ 1; . . . ; n;
is called a simple random variable in ðU;DÞ. Among simple random variables in ðU;DÞ, we
can easily deﬁne the operation of combination and focussing:
(1) Combination: Let D1 and D2 be simple random variables in ðU;DÞ. Then let D1  D2
be deﬁned by
ðD1  D2ÞðxÞ ¼ D1ðxÞ  D2ðxÞ:
(2) Focussing: Let D be a simple random variable in ðU;DÞ and x 2 D, then let D)x be
deﬁned by
ðD)xÞðxÞ ¼ ðDðxÞÞ)x:
Clearly, both D1  D2 and D)x are simple random variables in ðU;DÞ. Let Rs denote the
set of simple random variables in ðU;DÞ. With these operations of combination and focus-
sing, ðRs;DÞ is an information algebra. The axioms are simply inherited from ðU;DÞ and
easily veriﬁed. The neutral element of this algebra is the random variable EðxÞ ¼ e for all
x 2 X, the vacuous random variable. Further, since for any / 2 U, the mapping D/ðxÞ ¼ /
for all x 2 X is a simple random variable, the algebra ðU;DÞ is embedded in the algebra
ðRs;DÞ. We remark that D1 6 D2 in Rs if, and only if, for all x 2 X it holds that
D1ðxÞ 6 D2ðxÞ.
Let R denote the ideal completion of Rs. By Theorem 2 ðR;Rs;DÞ is then a compact
algebra. We call the elements of R generalized random variables. For C 2 R we may write
C ¼ _fD 2 Rs : D 6 Cg.
To any C 2 R we may associate a mapping C : X! IU from the sample space into the
ideal completion of ðU;DÞ by deﬁning
CðxÞ ¼ _fDsðxÞ;Ds 6 C;Ds 2 Rsg:
So C is deﬁned by a kind of pointwise limit in IU. This is justiﬁed by the following lemma:
Lemma 5(1) 8C1;C2 2 R,
ðC1  C2ÞðxÞ ¼ C1ðxÞ  C2ðxÞ:
(2) 8C 2 R and 8x 2 D,
ðC)xÞðxÞ ¼ ðCðxÞÞ)x:
Proof. (1) By deﬁnition we have26 J. Kohlas / Internat. J. Approx. Reason. 46 (2007) 17–34ðC1  C2ÞðxÞ ¼ _fDsðxÞ : Ds 6 C1  C2g:
Assume / 2 ðC1  C2ÞðxÞ, i.e. / ¼ DsðxÞ for some Ds 6 C1  C2. Then, by the deﬁnition
(5) of combination of ideals above, Ds 6 Cs1  Cs2 for some Cs1 2 C1 and some Cs2 2 C2.
This implies / ¼ DsðxÞ 6 ðCs1  Cs2ÞðxÞ ¼ Cs1ðxÞ  Cs2ðxÞ. Thus / 2 C1ðxÞ  C2ðxÞ.
Conversely, again by (5)
C1ðxÞ  C2ðxÞ ¼ f/ 2 U : / 6 w1  w2;w1 6 C1ðxÞ;w2 6 C2ðxÞg:
Consider a / 2 C1ðxÞ  C2ðxÞ and assume / 6 w1  w2. There is (by compactness) a
Cs1 2 C1 such that w1 6 Cs1ðxÞ and similarly a Cs2 2 C2 such that w2 6 Cs2ðxÞ. Hence
/ 6 Cs1ðxÞ  Cs2ðxÞ ¼ ðCs1  Cs2ÞðxÞ and Cs1  Cs2 2 C1  C2 such that ﬁnally
/ 6 ðC1  C2ÞðxÞ, and therefore / 2 ðC1  C2ÞðxÞ.
(2) Assume / 2 ðC)xÞðxÞ. Then, by deﬁnition (6) of focussing of ideals,
/ 6 ðC0)xÞðxÞ ¼ ðC0ðxÞÞ)x for some C0 2 C. This implies C0ðxÞ 2 CðxÞ and hence
/ 2 ðCðxÞÞ)x.
Conversely, let / 2 ðCðxÞÞ)x, i.e. / 6 w)x for some w 2 CðxÞ. By compactness
w 6 CsðxÞ for some Cs 2 C. Hence we conclude that / 6 ðCsðxÞÞ)x ¼ ðC)xs ÞðxÞ. This
shows that / 2 ðC)xÞðxÞ. h
Finally we consider the r-closed set SðRsÞ. According to Theorem 3 it consists of the
generalized random variables
C ¼ _1i¼1Di; where Di 2 Rs; 8i ¼ 1; 2; . . .
According to Section 2 ðSðRsÞ;DÞ is a r-information algebra. We call the elements of
SðRsÞ (proper) random variables. They can, just as generalized and simple random vari-
ables, be represented by mappings C : X! IU, deﬁned by
CðxÞ ¼ _1i¼1DiðxÞ; where Di 2 Rs; 8i ¼ 1; 2; . . .
Clearly CðxÞ 2 SðUÞ. Random variables are thus a kind of pointwise limit of sequences of
simple random variables. According to Lemma 5 combination is deﬁned pointwise in
ðSðRsÞ;DÞ.
Random variables derived from simple random variables in a Borel algebra, are clearly
still random variables which map into Borel sets. More generally random variables derived
from simple random variables mapping into a complete algebra (subsets of a cartesian
product, convex subsets, etc.) are still mappings into the same algebra. In other cases, ran-
dom variables map to the ideal completion of the information algebra.
This section shows that random variables with values in information algebras inherit
the algebraic properties of their range. They form thus themselves information algebras,
i.e. random variables represent information that can be combined and focussed. In appli-
cations the concept of independence (e.g. of sources of information) usually is important.
In this paper this concept will not be discussed. However we stress that this theory lays the
base for a rigorous deﬁnition and discussion of this concept, based on the usual stochastic
independence notion of probability theory.
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This section is devoted to a study of the probability distribution of the random variables.
For a generalized random variable C 2 R with values in the compact information algebra
ðIU;U;DÞ we deﬁne a mapping sC : IU ! 2X by
sCð/Þ ¼ fx 2 X : / 6 CðxÞg:
The set sCð/Þ contains all sample points whose realization would imply, given the random
variable C the information /: If a x 2 sCð/Þ happens to occur in a random experiment
described by the probability space ðX;A; PÞ, then information CðxÞ holds, and
/ 6 CðxÞ is implied by CðxÞ. So, sCð/Þ contains all sample points (or ‘‘arguments’’) sup-
porting /. Therefore, sC is called an allocation of support. This is the essence of probabi-
listic argumentation systems [1,17,10,18,19,23,21,24,26].
Here are the basic properties of an allocation of support:
Theorem 6. Let C be a generalized random variable with values in a compact information
algebra ðIU;U;DÞ. Then the following holds:
(1) sCðeÞ ¼ X.
(2) For any family f/ig; i 2 I of elements of IU
sCð_i2I/iÞ ¼
\
i2I
sCð/iÞ:Proof
(1) Follows since e 6 / for any / 2 IU.
(2) Follows since _i2I/i 6 CðxÞ holds if, and only if, /i 6 CðxÞ for all i 2 I . h
Since the sample points x 2 sCð/Þ represent arguments for / (given the source of infor-
mation C), it will be important to know how probable the set sCð/Þ is. If sCð/Þ is an event,
i.e., if sCð/Þ 2A, then this probability is well deﬁned. We call / measurable relative to C,
if sCð/Þ 2A and deﬁne EC to be the set of C-measurable elements of IU,
EC ¼ f/ 2 IU : sCð/Þ 2Ag:
For simple random variables D we have clearly that ED ¼ IU. This holds also for proper
random variables as the following theorem shows.
Theorem 7. Let C 2 SðRsÞ be a random variable with values in the compact information
algebra ðIU;U;DÞ. Then EC ¼ IU.Proof. Let / 2 IU and C ¼ _1i¼1Ci, where Ci are simple random variables. Note that
C ¼ _1i¼1Di, where Di ¼ _ij¼1Ci. All Di are simple random variables and for all x the
sequence DiðxÞ is monotone. Then
sCð/Þ ¼ fx 2 X : / 6 _1i¼1DiðxÞg:
Fix a x 2 sCð/Þ. The subset fDiðxÞ; i ¼ 1; 2; . . .g of U is directed. Hence, by compactness,
there is a DjðxÞ such that / 6 DjðxÞ, hence x 2 sDjð/Þ. This shows that
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The converse inclusion is evident. Hence sCð/Þ ¼ [1i¼1sDið/Þ. But sDið/Þ 2A for all i, since
Di are simple random variables. Therefore, we conclude that sCð/Þ 2A. h
We note that the set EC is always closed under countable combinations. This follows
from Theorem 6 (2).
On the set EC we may deﬁne the function
spCð/Þ ¼ P ðsCð/ÞÞ:
This is called the support function, since it gives the degree (i.e. the probability) to which a
hypothetical information / is supported by a source of information (i.e. a random variable
C).
This support function is in fact a generalization of a Choquet capacity monotone of
order 1 on EC as the next theorem shows. In this way a support function is a generaliza-
tion of belief functions from the theory of evidence [29–31,16].
Theorem 8. Let C 2 SðRÞ be a generalized random variable with values in the compact
information algebra ðIU;U;DÞ. Then the following holds:
(1) spCðeÞ ¼ 1.
(2) For /;/1; . . . ;/m 2 EC, mP 1 and / 6 /1; . . . ;/m it holds that
spCð/ÞP
X
;6¼If1;...;mg
ð1ÞjI jþ1spCð_i2I/iÞ: ð11Þ
(3) Let /1 6 /2 6    2 EC be a monotone sequence. Then it holds that
spCð_1i¼1/iÞ ¼ limi!1 spCð/iÞ: ð12ÞProof
(1) Follows directly from Theorem 6 (1).
(2) On the right hand side of (11) we have by the inclusion–exclusion formula of prob-
ability theory,X
;6¼If1;...;mg
ð1ÞjIjþ1Pð\i2I sCð/iÞÞ ¼ Pð[mi¼1sCð/iÞÞ:
But / 6 /1; . . . ;/m implies sCð/Þ  sCð/iÞ, hence
sCð/Þ  [mi¼1sCð/iÞ:
This proves (11).
(3) By Theorem 6 (2) we have
sCð_1i¼1/iÞ ¼ \1i¼1sCð/iÞ:
Further we have that sCð/2Þ  sCð/2Þ    . Then, by the continuity of probability, we
have
P ðsCð_1i¼1/iÞÞ ¼ P ð\1i¼1sCð/iÞÞ ¼ limi!1 P ðsCð/iÞÞ:
This proves (13). h
Condition (2) of the above theorem corresponds to the monotonicity of order1 of Cho-
quet capacities, condition (3) expresses the continuity of the support function. For random
variables C 2 SðRsÞ the support function is deﬁned on the whole IU. For simple random
variables D we may deﬁne a mass function on U,
mDðwÞ ¼ P ðfx 2 X : DðxÞ ¼ wgÞ:
Then we obtain the support function as
spDð/Þ ¼
X
w6/
mDðwÞ:
This corresponds to the way belief functions are usually deﬁned in elementary evidence
theory [8,30]. In the general case there is no such mass function.
For generalized random variables, the support function is so far restricted in general to
a proper subset of IU. The question arises in this case, how to extend the support function
from EC to IU. The problem of extension of Choquet capacities has already been addressed
by Choquet [4,5] and, in the context of belief functions, by [31]. There it is shown that is
not unique. As further references concerning extension of belief functions we refer to
[34,35]. In the next section we shall present a natural extension, suggested by our theory
of random variables.
J. Kohlas / Internat. J. Approx. Reason. 46 (2007) 17–34 295. Allocations of probability
In the work of Shafer [31], it has been shown that questions of extension of support
functions are better studied in the context of probability algebras associated with stochastic
spaces than in the context of the latter. If ðX;A; P Þ is a stochastic space, let J be the r-
ideal of null sets in A (i.e. sets S 2A such that P ðSÞ ¼ 0). Deﬁne A1 2A and A2 2A to
be equivalent if their symmetric diﬀerence A1DA2 is a null set. Then the quotient algebra
B ¼A=J is a complete Boolean algebra with a minimal element ? and a maximal ele-
ment >, satisfying the countable chain condition [12,14]. The countable chain condition
says that any family of disjoint elements of B is countable. Let p : A! B be the projec-
tion which maps each element S 2A into its equivalence class ½S	 modulo J in B. Then
lð½S	Þ ¼ PðSÞ is a positive probability on B, i.e. lð½S	Þ ¼ 0 implies ½S	 ¼?. Further the pro-
jection p satisﬁes the following properties:
(1) pðXÞ ¼ >; pð;Þ ¼?,
(2) pð\1i¼1SiÞ ¼ ^1i¼1pðSiÞ for any countable family Si 2A,
(3) pð[1i¼1SiÞ ¼ _1i¼1pðSiÞ for any countable family Si 2A.
These are all well-known results [12,14].
Let now C 2 R be a generalized random variable. Then, on EC \ IU we may deﬁne a
mapping mC by
mC ¼ p 
 sC: ð13Þ
The element mCð/Þ of B can be thought of as the part of the ‘‘total belief’’ in B aﬀected
to information /. From the properties of p presented above and Theorem 6 it follows
that
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(2) for any countable family /i 2 EC
mCð_1i¼1/iÞ ¼ ^1i¼1mCð/iÞ: ð14Þ
A mapping with these properties is called an allocation of probability (a.o.p.) in [31]. If C is
a proper random variable, then mC is deﬁned on the whole of IU (see Theorem 7).
A generalized random variable induces thus an a.o.p. But a.o.p.s could also be consid-
ered as primitive elements describing how pieces of belief are allocated to information.
This is more in the spirit of subjective belief as advocated by Shafer [29,30]. Slightly more
general than above we deﬁne an a.o.p. now to be a mapping q : U! B satisfying the
conditions
(1) qðeÞ ¼ >,
(2) for any /1;/2 2 U
qð/1  /2Þ ¼ qð/1Þ ^ qð/2Þ: ð15Þ
If condition (14) holds, then the a.o.p. is called a r-a.o.p. Random variables induce thus
r-a.o.p.s on U, whereas generalized random variables induce r-a.o.p.s on EC \ IU.
It is possible to deﬁne the operations of combination and focussing between a.o.p.s: Let
q1 and q2 be two a.o.p.s deﬁned on U and consider a / 2 U. Consider further /1;/2 2 U
such that / 6 /1  /2. Then the common belief q1ð/1Þ ^ q2ð/2Þ allocated to /1 and to /2
by the two allocations q1 and q2 respectively, must be part of the belief qð/Þ allocated to /
by the two allocations together, i.e. qð/ÞP q1ð/1Þ ^ q2ð/2Þ. Therefore, it seems reason-
able to deﬁne for the combined a.o.p. q1  q2,
qð/Þ ¼ ðq1  q2Þð/Þ ¼ _fq1ð/1Þ ^ q2ð/2Þ : / 6 /1  /2g:
Similarly, for any x 2 D, if q is an a.o.p. the operation of focussing can be deﬁned as
follows:
ðq)Þð/Þ ¼ _fqðwÞ : / 6 w ¼ w)g:
It has been shown elsewhere [19] that these a.o.p.s form also an information algebra under
the operations of combination and focussing deﬁned above. Further, for simple random
variables D1;D2;D 2 Rs, it can easily be veriﬁed [19] that
qD1D2 ¼ qD1  qD2 ; qD)x ¼ q)xD :
Finally, qE, the a.o.p. associated with the vacuous random variable, is the neutral element
of the algebra of a.o.p.s. The mapping q : D 7! qD is a homomorphism from Rs into the
a.o.p.s deﬁned on ðU;DÞ. The mapping is order-preserving, D1 6 D2 implies qD1 6 qD2 .
The image qðRsÞ of the simple random variables is a subalgebra ðqðRsÞ;DÞ of the algebra
of a.o.p.s. Ideals in Rs are mapped to ideals in qðRsÞ. Thus we may extend the mapping q
from Rs to R by deﬁning for C 2 R
qC ¼ _fqD : D 2 Cg;
or, more precisely, for all / 2 U,
qCð/Þ ¼ _fqDð/Þ : D 2 Cg: ð16Þ
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that it is an extension of the mapping mC ¼ p 
 sC from EC \ U to U. In fact, we are going
to show more.
We deﬁne a mapping q0 : 2
X ! B by
q0ðHÞ ¼ _fpðAÞ : A  H ;A 2Ag:
It has been shown in [19] that this mapping satisﬁes the following conditions:
(1) q0ðXÞ ¼ >,
(2) for any countable family of subsets Hi  X
q0ð\iH iÞ ¼ ^iq0ðHiÞ: ð17Þ
This implies that the mapping q0 
 sC is a r-a.o.p. for any generalized random variable C
on the whole IU. Further, for H 2A we clearly have q0ðHÞ ¼ pðHÞ and thus for proper
random variables C we have qC ¼ mC ¼ q0 
 sC. This holds more generally for generalized
random variables, as the following theorem shows.Theorem 9. For all / 2 U and for any generalized random variable C 2 R it holds thatqCð/Þ ¼ q0ðsCð/ÞÞ:
Further for all / 2 EC \ U it holds that
qCð/Þ ¼ pðsCð/ÞÞ:Proof. Fix a / 2 U and consider a measurable subset A  sCð/Þ. Deﬁne a simple random
variable
DðxÞ ¼ / if x 2 A;
e otherwise:

Then, DðxÞ 6 CðxÞ for all x, hence D 6 C. Further qDð/Þ ¼ pðAÞ. This implies that
_fqDð/Þ : D 6 CgP _fpðAÞ : A  sCð/Þ;A 2Ag ¼ q0ðsCð/ÞÞ:
Conversely, for all D 6 C it holds that sDð/Þ  sCð/Þ and that sDð/Þ 2A. Therefore, we
conclude that
_fqDð/Þ : D 6 Cg 6 _fpðAÞ : A  sCð/Þ;A 2Ag ¼ q0ðsCð/ÞÞ:
This shows that qCð/Þ ¼ q0ðsCð/ÞÞ holds for all / 2 U.
If, ﬁnally, / 2 EC \ U, then q0ðsCð/ÞÞ ¼ pðsCð/ÞÞ and this proves the second part of the
theorem. hThis theorem shows ﬁrst that qC as deﬁned by (16) is an extension of the mapping
deﬁned by (13) on EC from / 2 EC \ U to all of U. It proves something else: It is easy
to see that any a.o.p. q induces a support function by l 
 q [19]. The a.o.p. qC induces thus
a support function on U,
spCð/Þ ¼ lðqCð/ÞÞ ¼ lð_fpðAÞ : A  sCð/Þ;A 2AgÞ:
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pðA0Þ; pðA00Þ in the set, there is another element pðAÞP pðA0Þ _ pðA00Þ in the set). Then,
by well-known results from probability algebras [12,14], it follows that
lð_fpðAÞ : A  sCð/Þ;A 2AgÞ ¼ supflðpðAÞÞ : A  sCð/Þ;A 2Ag
¼ supfP ðAÞ : A  sCð/Þ;A 2Ag:
The latter is the inner probability measure P  of sCð/Þ. Thus the support function of the
generalized random variable C is determined by the inner probability associated with
the probability measure P,
spCð/Þ ¼ P ðsCð/ÞÞ:
The extension proposed here is not the only possible one, we refer to [31] for a discussion
of extensions of support functions. But it is a natural one in the framework of the present
theory.
6. Conclusion
The theory developed here is a satisfactory generalization of the theory of random sets
and belief functions. It covers many models of practical and theoretical interest. It is an
abstraction of probabilistic argumentation theory. In this sense it links logic (seen in a very
general sense as a theory of deduction) with probability theory. It is however but a ﬁrst
step in this direction of generalization and abstraction.
There remain many obvious open questions and problems. First of all we mention the
study of stochastic (conditional) independence issues of random variables. Further, ran-
dom set theory is based on topological properties of the underlying range which add more
structure. It should be possible to introduce topology into information algebra such that
combination and focussing become continuous mappings and examine the impact of this
additional structure to random variables.
It is well known that any support function on a multiplicative family of sets (a family
closed under intersections) is induced by an a.o.p. This is a consequence of Choquet’s inte-
gral representation theorem [31]. It has also been shown that such support functions is
generated by a corresponding random set or hint [15,20]. It is an open question whether
this holds also in the context of semilattices or information algebras. There is some evi-
dence that this might be possible, since there exist proofs of the Choquet theorem based
on lattice theory, which extend the theorem to some more general spaces than locally com-
pact Hausdorﬀ spaces [28,25].
The present approach, starting with simple random variables in information algebras, is
not the only possible approach. Alternatively one might also look at r-information alge-
bras, i.e. algebras, which are closed under countable combinations and consider r-simple
variables, i.e. variables taking a countable set of diﬀerent values. It still to establish, how
this compares with the present approach, and how these diﬀerent approaches are related to
classical random set theory.
Last, but not least, the computational problems of probabilistic argumentation systems
related to concrete models of information algebra, like diﬀerent kinds of logic systems are
only studied so far in the simple cases of propositional logic and special cases of systems of
linear equations with Gaussian disturbances.
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