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Fracture is one of the main mechanisms of structural failure. Corroded surfaces
with chemically-induced damage are, notably, potential sites for crack initiation and
propagation in metals, which can lead to catastrophic failure of structures. Despite some
progress in simulating fracture and damage using classical models, realistic prediction of
complex damage progression and failure has been out of reach for many decades.
Peridynamics (PD), a nonlocal theory introduced in 2000, opened up new avenues in
modeling material degradation and failure. Existing numerical methods used to discretize
PD equations, however, are quite expensive as the PD nonlocal interactions make them
unaffordable for large-scale 3D simulations.
In this work, we first introduce novel PD models for different types of corrosion
damage. We modify and improve the original PD corrosion formulation introduced in
2015, based on the electro-chemo-mechanics of different corrosion regimes. We develop
PD models for pitting, crevice, intergranular, and stress-dependent corrosion damage.
Our 2D and 3D models can quantitatively predict, for the first time, the damage evolution
observed experimentally, in great details. Our results show that the PD formulation for
corrosion damage is a powerful, robust, and versatile tool for simulating its evolution
under a variety of electro-chemo-mechanical conditions.

In the second part, we introduce a fast convolution-based method (FCBM) for efficient
discretization of PD/nonlocal models. We express the PD integrals in convolutional forms
and utilize the FFT and inverse FFT to compute those integrals at a low cost. We introduce
two approaches to apply the desired boundary conditions in this framework. We derive the
FCBM formulation for PD diffusion equation, equations of motion (with damage), and
dissolution-transport equation (with application to corrosion damage). Our examples show
that PD problems that would have required years of computations with existing
discretization methods, can now be solved in a matter of days with FCBM. Memory
allocation is also reduced by several orders of magnitude. Fast computation of fracture and
damage with high accuracy are now possible with the method introduced in this work.
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Chapter 1
1.1

Introduction

Motivation and objectives

Integrity and reliability of engineered structures during service is the ultimate purpose of
engineering design. Fracture is one of the main mechanisms of structural failure that
man-made structures have to be designed against [1]. Corroded metal surfaces and
chemically-induced damage in concrete, for example, are likely sites for crack initiation,
potentially leading to catastrophic failure of structures. Corrosion damage threatens the
structural integrity in almost every industry, annually costing the world’s economy about
US $ 2.5 trillion, $ 451 billion of which alone in the United States’ [2]. Aerospace, naval
and offshore structures, bridges, pipelines, etc. are all affected by corrosion damage and
stress corrosion cracking, a failure mechanism generated by the synergy between
mechanical loadings and a corrosive environment.
In the 20th century, significant progress has been made in understanding damage and
fracture using mechanics-based theories that quantify the progressive deterioration and
crack propagation prior to failure [3]. These theories have greatly improved the design
procedures by offering new scientific insights that describe the mechanics of failure. In
the past several decades, technological advances in computer science and engineering in
increased computational power have opened up new opportunities in simulation-based
engineering design. Computational models use numerical methods to solve problems
based on the laws of physics for specific structural configurations with the complex
features they might have. These models simulate the physical processes that structures
undergo on a virtual platform, and predict their response to environmental conditions.
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Computational damage mechanics is, in particular, used to understand and predict the
performance and durability of the structures under mechanical loading or any other
degrading conditions, e.g., electrochemical attack, erosion, nuclear radiation, etc.
However, due to the complex multiscale and multiphysical nature of damage and
degradation mechanisms, computational models in this area have not yet delivered on
their promise: to predict the transient behavior or damage and failure. In 2000,
peridynamics (PD), a new nonlocal theory was introduced [4, 5] to overcome some of the
limitations present in modeling fracture and failure. PD models have shown that fracture
mechanics and damage mechanics can be unified under the same umbrella [6]. PD
governing equations have integrals instead of spatial derivatives which allows them to
naturally model the emergence and evolution of discontinuities in a continuum that occur
in fracture and material degradation, without having to recourse to ad-hoc complex
algorithms that try to go around the mathematical inconsistencies present in the classical
(local) theories. PD theory is still relatively young and its great potential is yet to be
exploited in various areas of damage mechanics. Computation of nonlocal models is,
however, more expensive compared to that of the classical models, since nonlocal
interactions significantly increase the computational complexity. Consequently, three
dimensional (3D) simulations, especially, are limited in the time and space scales: instead
of centimeter/meter scale samples we may only be able to simulate
micrometer/millimeter-sized sample, and similarly for the time domain.
The objectives of this dissertation, are to: 1) introduce PD damage models for
computational simulations of different types of corrosion damage and stress corrosion
cracking (SCC), to improve our understanding and predictability of such phenomena; and
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2) discover a computational framework for faster and more efficient PD (nonlocal)
computations compared to existing methods.
1.2

Challenges and current limitations in computational modeling of corrosion
damage

Corrosion damage is a complex phenomenon that is influenced by a variety of factors:
electrochemical reactions, transport of chemical species in the electrolyte, thermal and
electromagnetic fields, internal stresses, deformation, surface erosion, etc. As a result, a
predictive model for corrosion damage needs to be flexible and universal to include the
key mechanisms driving corrosion, and be able to be easily coupled with models that
govern different but related physical phenomena. For example, one might need to couple
and solve Maxwell equations, Nernst-Planck equation, Navier-Stokes equation, and/or
equations for the mechanics of deformable bodies, to the main corrosion modeling
framework in order to accurately represent the environmental and loading conditions of
an engineering problem.
Another major challenge in corrosion modeling is the evolving domain as the anodic
dissolution advances and degrades the solid phase. Traditionally, problems with evolving
domains have been handled computationally by a combination of numerical methods and
ad-hoc techniques [7]. For example, some approaches consider the computational domain
to only represent the electrolyte (liquid phase). These use the finite element method to
solve the partial differential equations (PDEs) associated with the model over the given
domain at each time step, and the level set or arbitrary Lagrangian-Eulerian (ALE)
methods are employed to update the domain boundary, leading to a new domain
configuration for the next time step [8]. Another example is using the finite volume
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method for PDEs inside the domain and a Voxel method to solve for the moving interface
problem, in a two-phase solid-liquid domain [9]. Such special discretization techniques
for moving boundaries and interfaces are needed when PDE-based models are forced into
problems with evolving discontinuities, because derivatives are not defined over
discontinuities. Note that special treatments restrict the generality and autonomy of the
models. Moreover, in the case of discretizations for moving boundaries, usually remeshing is required at each time step which can lead to error accumulation and extra
computational cost.
In some recent types of models, the evolution of the corrosion front (caused by anodic
dissolution) emerges naturally from the solution to the main governing equations defined
on a bi-phase domain that includes both the metal (solid) and the electrolyte (liquid). This
feature eliminates the need for explicitly tracking the interface/domain boundaries, which
add extra complexity to the problem. Cellular Automata (CA) [10, 11] is one such
approach. CA models are fundamentally discrete and use transition rules (based on some
electrochemical mechanisms) to change the phase of individual cells. While these
transition rules are convenient tools to model chemical reactions, they are mostly
heuristic. However, given their discrete nature and the heuristic rules for “cell”
transformation, CA models are difficult to calibrate and less applicable for quantitative
predictions. Detailed discussion on different types of corrosion models and their
limitations are given in Chapter 2.
In 2015, Chen and Bobaru [12] introduced a PD model for corrosion damage. PD
corrosion models allow for autonomous propagation of corrosion damage in the solid
subdomain as an intrinsic solution to a nonlocal damage-dependent mass transfer
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equation. Phase-field (PF) corrosion models have been also developed recently [13, 14]
and are shown to be capable tools for simulating corrosion evolution inside the solid. The
PD corrosion formulation offers, however, some major advantages when compared with
PF and CA approaches: it can be easily coupled with the powerful peridynamic fracture
models for investigating the potential stress-corrosion cracking and structural failure
when mechanical loads are present in addition to the environmental attack (see, for
example [15, 16]). As the recent tragedy in Surfside, Florida [17], has shown, corrosion
and corrosion-induced material degradation, coupled with the structural loading, can lead
to catastrophic consequences. The importance of coupling corrosion with mechanical
loadings and being able to simulate corrosion and fracture together, cannot be overstated.
In the first part of this dissertation (Chapters 3 to 7), we introduce predictive PD
computational corrosion damage models for different corrosion mechanisms by
modifying and improving the original PD corrosion framework introduced in [12]. We
develop 2D and 3D peridynamic corrosion damage models for pitting, crevice,
intergranular, and stress-dependent corrosion damage, and validate our models by
quantitative comparisons against experimental observations of corrosion damage
evolution.
1.3

Challenges and current limitations in peridynamics computation

As mentioned earlier, while PD theory is an excellent paradigm for fracture and damage
mechanics, the computations of PD models are quite costly. 3D simulations with high
resolutions (to the microstructure level) and large scales (to the structural scale) may be
only possible via massive parallel computing and memory allocation. Even then, the
running times for solving problems at the relevant scales may be unaffordable. For
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problems like corrosion damage and SCC where having fine resolution down to the
microstructure scales is crucial, 3D PD simulations are simply not feasible on the
structural scale.
The meshfree method with one-point Gaussian quadrature [18] and finite element
methods (FEM) [19-22] have been used to discretize PD models. For a fixed finite range
of nonlocal interactions (the horizon size), these methods scale as 𝑂(𝑁 2 ), where 𝑁 is the
total number of nodes used for discretization. Most implementations of these methods use
a neighbor identification algorithm as an initialization step, and store neighbor
information during the solution process to save on computational time. Storing neighbor
information scales as 𝑂(𝑁 2 ) as well. Note that the running time and memory allocation
in these methods increases exponentially when adding spatial dimensions which is
referred to as the “curse of dimensionality” [23]. For large scale problems in 3D, the cost
is prohibitive, even on massively parallel computers.
Various attempts have been made to reduce the cost of peridynamic simulations.
Coupling the local theory with PD is one approach that uses a local model for parts of the
domain, and uses the PD model only at locations near cracks/damage as necessary [24,
25]. This approach does not work well for problems in which damage is (or becomes)
widely distributed throughout the domain, such as in problems like impact fragmentation.
[26, 27].
In the past decade, several types of efficient numerical methods with a lower complexity
of O(𝑁log 2 𝑁) have been introduced for nonlocal models including some PD equations
and fractional partial differential equations [28-36]. While some of these methods are
more general than others, they are all limited to one or more of the following restrictions:
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periodic boundary conditions, a specific nonlocal operator (e.g. nonlocal Laplacian),
specific domain configuration, a certain horizon configuration, and difficulties in
extending to dimensions higher than one. None of these discretization methods are yet
able to model fracture and damage problems, where PD modeling has important
advantages relative to other models.
In the second part of this dissertation (Chapters 8 to 11), we introduce a new method, Fast
Convolution-Based Method (FCBM) for peridynamics. We express the PD integrals in
convolutional forms and exploit the FFT and inverse FFT (which have an O(𝑁log 2 𝑁)
complexity) to compute those integrals at low cost. We introduce two approaches
(volume penalization and embedded constraint) that one can use to apply any given
nonlocal boundary conditions (volume constraints) with this discretization. We derive the
FCBM formulation for the PD diffusion equation, PD equation of motion for a continuum
(with and without damage), and PD dissolution-transport problems (with application to
corrosion damage). We verify the method and perform convergence studies by comparing
the FCBM solutions to the exact nonlocal solutions, or to the FEM solutions for the
corresponding local models. We solve examples in transient diffusion, elastic
deformations, and dynamic fracture. The performance (speed and memory allocation) of
the new method versus the original meshfree method is studied via 3D simulations.
1.4

Dissertation organization

This dissertation is written in a paper-based format, meaning that the main chapters are
either published articles or under-review manuscripts submitted for publication at the
time that this document is being written. The dissertation consists of two distinct but
related parts: Chapters 2 to 7 (Part I) introduce novel PD corrosion damage models; and
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Chapters 8 to 11 (Part II) introduce a fast computational method for PD models. Note
that, since this work comprises separate articles, mostly published, the literature review
and the introductory parts have some overlapping content between chapters. The notation
and nomenclature may be distinct in each chapter. However, in paper-based dissertations,
each chapter stands alone and does not refer the reader back and forth to other chapters.
One can choose to read one or some chapters, independent of the other parts in this
document.
The content of this dissertation is as follows:
In Chapter 2, a comprehensive review of computational corrosion models, including PD,
is provided and the advantages of PD approach is discussed. In Chapter 3, a twodimensional pitting corrosion damage model is introduced for stainless steel that
autonomously captures detailed damaged structure of the pits and their perforated
surface. The 2D model is validated against experimental observations (by others) of
growing pits on the edge of steel foils. In Chapter 4, the pitting model is extended to 3D,
and validated against various experimental pits (taken from the literature) in 3D
configurations. In Chapter 5, a simple but effective crevice corrosion damage model is
introduced and validated against damage evolution measured (by others) in a crevice
between two bolted washers immersed in sea water. A PD model for intergranular
corrosion (IGC) damage is introduced in Chapter 6, as another well-known type of
localized corrosion. The model is validated against several experiments found in the
literature in terms of damage morphology and penetration depth. In Chapter 7, a coupled
mechanochemical damage model is introduced for stress-dependent corrosion. The model
is calibrated and verified against existing experimental data.
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In Chapter 8, the fast convolution-based method (FCBM) for 1D linear transient diffusion
is introduced under an alternative name: boundary-adapted spectral method (BASM). A
volume penalization (VP) method was used to enforce the desired Dirichlet and Neumann
boundary conditions. Verification and convergence studies is carried out against exact
nonlocal solutions using the method of manufactured solutions. Efficiency gains for 1D
problems is reported. In Chapter 9, the FCBM for transient diffusion is extended to
higher dimensions (2D and 3D) and to nonlinear models. An embedded constraint (EC)
method is introduced to apply boundary conditions which is more general and less
restrictive compared to VP used in Chapter 8. FCBM-EC is verified against exact
nonlocal solutions in 1D and 2D (for a nonlinear example), and against a local FEM
solution in 3D. Performance of FCBM and efficiency gains compared to the original
meshfree method is studied via 3D simulations.
In Chapter 10, FCBM is developed for the PD equation of motion of a continuum, with
and without damage in 3D. The FCBM discretization is employed in several
representative examples: linearized bond-based and state-based elastic materials, a
nonlinear bond-based model, PD correspondence models, and a damage model to be used
for fracture simulations. The damage model introduced here is new, and is constructed
such that the PD integrals can be written in convolutional form. An elastic deformation of
complex 3D specimen under static tension is simulated, as well as a 2D dynamic brittle
fracture with branching cascade. The method is compared with the original meshfree
method in terms of accuracy, speed, and memory allocation.
In Chapter 11, the FCBM discretization for PD dissolution-transport models are derived.
In order for the FCBM to be applicable to such problems, a new general PD formulation

10
of dissolution-transport and dissolution-induced damage is developed to allow a
convolutional structure. In Chapter 11, first the new dissolution formulation is presented
and verified in a demonstrative 3D example of dissolution of medical tablets solved via
the meshfree discretization. Then, the FCBM discretization for PD dissolution models is
carried out. The specific form of the new formulation for corrosion damage is also
discussed.
In Chapter 12, the conclusions of this dissertation are summarized, and the opportunities
and future prospects for PD dissolution/corrosion models and for the FCBM are
discussed.
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Chapter 2
2.1

A review of computational corrosion models

Introduction

Pitting corrosion is a particular type of localized corrosion, in which the corrosion rate is
higher in some areas compared with others [1-4]. Pitting corrosion damage is observed in
many alloys which are protected from general corrosion by a passive film on their
surface. Some widely used alloys, like stainless steel and aluminum alloys, suffer from
pitting corrosion. Corrosion pits with various shapes and forms, some developing
“hidden” by a perforated cover, can grow large and contribute to catastrophic failure in
engineering structures subjected to mechanical loading: for example turbine blades [5],
bridges [6], pipelines [7], and nuclear power plants [8]. Controlled by chemical reactions
and influenced across length-scales by environmental and mechanical loading conditions,
corrosion pits can lead to embrittlement (loss of ductility) and significant reductions in
strength [9-12].
With advances in technology in the recent decades, and the substantial increase in
computer power, computational models are now capable of utilizing mathematical
models to simulate complex multi-physics phenomena with high resolution.
Computational simulations, once calibrated and validated against carefully conducted
experiments, can expand the reach of experimental investigations to more realistic
conditions, and to length and time scales difficult to prong otherwise. Predictive science
and engineering happens more and more using computational modeling and simulations.
Pitting corrosion models have been used to predict pit growth in different materials
exposed to various environments. Some such models are analytical, and given certain
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input parameters, they can estimate pit depth in time [13-15]. Knowing that failure does
not always start from the bottom of a corrosion pit [16, 17], more detailed studies are
warranted for gaining the ability to predict failure, and then design against it.
Computational models of corrosion provide a solution here. These models start from
mathematical formulations for electro-chemo-mechanical phenomena, and use various
numerical methods to solve for the progression of the pitting process in more detail: the
evolution of pits’ shape and morphology, the concentration of different chemical species
inside and outside of the pit, the electric potential distribution over the domain of interest,
etc., can all be found using such models. Reaction kinetics at the corrosion front and the
transport kinetics of the chemical species inside the pits are usually taken as the basis for
these models.
In the past few years, a number of review papers focused on computational modeling
(mostly finite-element based) of corrosion [18-22]. In the present review, we focus
attention on recent approaches to modeling pitting corrosion, like cellular automata
techniques, peridynamic formulations, and phase-field models. We point out and discuss
advantages over the more traditional models. This review is not an exhaustive one, but
we hope, however, that it will offer a useful starting point for researchers and engineers
working on understanding and predicting corrosion damage, and in particular, pitting
corrosion.
The paper is organized as follows: we start with a brief discussion of the fundamentals of
corrosion kinetics. We then introduce a classification of the models based on how pit
propagation is computed in time: classical or “non-autonomous” models (which solve for
the corrosion front as a separate step in the solution process) and the more recent
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“autonomous” models (in which the evolution of the corrosion front is autonomous, e.g.
cellular automata, peridynamics, and phase-field models). These models are reviewed
and compared with one another in terms of their strengths and drawbacks. We conclude
with a discussion on a number of knowledge gaps and open areas in computational
modeling of pitting corrosion, and offer some suggestions for future areas of research.
2.2

Corrosion kinetics basics

Corrosion damage is a complex phenomenon [3, 4, 23]. The study of corrosion problems
requires the multidisciplinary knowledge, including electrochemistry, metallurgy,
thermodynamics, and mechanics. The corrosion damage process generally involves the
following: dissolution of the material due to electrochemical reactions with an electrolyte
at the metal surface, transport of the dissolved metal atoms in the environment, and the
mechanical degradation (loss of ductility, damage) of the material caused by the
corrosion. The most relevant scale for understanding pitting corrosion during initiation
and early-stage propagation, is the μm to mm scale, and all of the simulation models
reviewed in this paper focus on this scale. Simulations in the μm to mm scale allow one
to understand the evolution of pit morphologies, the growth rate, and in some cases, the
corresponding mechanical degradation induced by the corrosion process. Atomistic
models for corrosion processes, like molecular dynamic models that study the details of
chemical reactions, are not reviewed in this paper. For a discussion of that topic please
see [24-26].
Basics for pit growth models include the dissolution kinetics at the corrosion front, and
the transport kinetics of species inside the electrolyte. These are briefly reviewed next.
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2.2.1 Corrosion reaction kinetics
Pit growth in localized corrosion in metals exposed to aqueous solution can be reduced to
the anodic reaction at the pit surface, since it is the reaction responsible for dissolution.
The generic form of the anodic reaction can be expressed as:
M(s) → M(aq)z+ + z𝑒 −

(2.1)

where M(s) denotes a generic metal atom in the solid state, M(aq)z+ is the dissolved
metal ion with the charge number 𝑧 in the aqueous solution, and 𝑒 − refers to an electron.
Figure 2.1 shows the schematic of localized metal dissolution by the anodic reaction in
presence of the electrolyte.

Figure 2.1. Schematic of anodic dissolution of some metal atom (M) and its dissolved
state in the solution with +z charge number: Mz+.
The produced electrons in the anodic reaction travel in the solid metal, reach out the
surface at a point (usually outside of the pit), and participate in the cathodic reactions.
The result of the cathodic reactions are corrosion products (H2 gas, precipitated solid
products like rust in corrosion of iron-based alloys, etc.). Except for a few models like the
one in Section 2.3.2.2, most of the computational models for pitting corrosion only focus
on the anodic reaction rate which determines the metal dissolution and the pit growth
rate. Based on Arrhenius equation for reaction rate which originates from experimental
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observations and thermodynamic analysis, the anodic reaction rate can be expressed by
[27]:

𝑖𝑎 = 𝑖0 exp (

𝛼𝑧𝐹𝜂
)
𝑅𝑇

(2.2)

where 𝑖𝑎 is the anodic current density, 𝜂 is the over potential, 𝐹 is the Faradays constant,
𝑅 is the gas constant, 𝑇 is the absolute temperature, 𝛼 is the transfer coefficient (a scalar
between 0 and 1), and 𝑖0 is the exchange current density associated with zero over
potential. 𝜂 can be expressed as 𝐸app − 𝐸e where 𝐸app �is the applied potential and 𝐸e is
the equilibrium potential.
Note that the anodic current density (𝑖𝑎 ) scales linearly with the molar dissolution flux
(𝑱diss ) at the corrosion front via Faraday’s law [27]:
𝑖 = 𝑧𝐹|𝑱diss |

(2.3)

Note that the bold notation is used here when referring to a vector-valued quantity.
When the corrosion rate only depends on the anodic reaction and follows Eq. (2.2), the
corrosion regime is called activation-controlled. The corrosion rate also can depend on
other factors such as the transport kinetics of ions in the electrolyte (see next section).
In certain cases, material microstructure heterogeneities (such as crystallographic
orientation, grains, grain boundaries, twins, etc.) can have a significant influence on the
pit shape and propagation rate [28, 29]. Models that aim to address microstructural
effects, usually use specific reaction kinetics for each phase of the microstructure in the
solid domain [30-32].
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2.2.2 Transport kinetics in the electrolyte
When the reaction rate is higher than the diffusion rate in the electrolyte, the dissolved
ions M z+ �accumulate near the corroding surface, and once their molar concentration 𝐶,
reaches to the saturation value 𝐶sat , the solution cannot sustain higher amount of M z+ .
The excess of the ions would precipitate as salt molecules and form a salt layer [33].
Such condition is likely to occur at the pit bottom. The salt layer thickness increases until
the potential-drop through the thickness balances the dissolution rate with the diffusion
rate in the electrolyte. In such condition, the corrosion rate is not controlled by the
applied potential, but by the diffusion rate inside the electrolyte [33]. This corrosion
regime is referred to as the diffusion-controlled mode. Figure 2.2 shows a schematic
description of diffusion-controlled corrosion in comparison with the activation controlled
regime. In Figure 2.2(B), 𝑱trans is the transport molar flux near the corrosion front (which
depends on the diffusivity in the electrolyte and the concentration gradient).

A

B

Figure 2.2. Schematic of metal (M) anodic dissolution in pitting corrosion under: A)
activation-controlled, and B) diffusion-controlled corrosion regimes.
Diffusion controlled corrosion is only one example that points out the importance of
transport kinetics inside the solution. Ion transportation in the pit can affect the corrosion
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rate by modifying the electric potential distribution in the solution, cathodic reactions,
formation of corrosion products, etc.
Conservation of mass leads to Eq. (2.4), which is the general equation used to address the
transport of species in the solution [27, 34]:
𝜕𝐶𝑖
= −𝛁. 𝑱𝑖 + 𝐵𝑖
𝜕𝑡

(2.4)

In Eq. (2.4), 𝐶𝑖 is the molar concentration of 𝑖 th specie, 𝑱𝑖 is its molar flux, t is time, and
𝐵𝑖 is the reaction term i.e. a source/sink term for production/depletion of the specie.
Nernst-Plank equation is commonly used to describe the transport flux of chemically
charged species [27]. In this equation, the ionic flux in Eq. (2.4) depends on the gradient
of ion concentration (Fick’s law of diffusion), the electric field (electromigration), and
the flow in the liquid medium (convection). According to this equation, the molar flux
can be expressed as:

𝑱𝑖 = − [𝐷𝑖 𝛁𝐶𝑖 + 𝑧𝑖 𝐹

𝐷𝑖
𝐶 𝛁𝜑 − 𝒗𝐶𝑖 ]
𝑅𝑇 𝑖

(2.5)

where 𝐷𝑖 is a diffusion coefficient of the 𝑖 th specie (assumed to be constant in most
models, but in general they could vary with location), 𝒗 is the velocity, and 𝜑 is the
electric potential. On the right-hand-side of Eq.(2.5), the first term is the diffusion flux,
the second term represents the electromigration flux, and the third term expresses the
advection flux. Eq.(2.5) can be further simplified given the typical physical conditions
relevant in a corrosion pit. For example, the convection term can be ignored. For models
that include the electromigration term, an additional equation is required in order to find
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the electric potential 𝜑. Commonly used for this purpose is the Poisson-type equation for
𝜑 [34, 35], which, in the case of negligible charge density compared with electric
permittivity of the electrolyte, reduces to the electro-neutrality equation [34, 36]:

∑ 𝑧𝑖 𝐶𝑖 = 0
𝑖

(2.6)

Most of the computational models for pitting corrosion are directly based on Eqs. (2.2) to
(2.6), or use alternative formulations to describe the same kinetics (see Section 2.3.2).
2.3

Computational models for pitting corrosion

In this review, we classify the computational models for pitting corrosion in two main
categories, according to how the evolution of the corrosion front is computed: nonautonomous models and autonomous models. Non-autonomous models use numerical
methods like finite element method to solve the transport equation, Eq. (2.4), over the pit
area/volume. They employ techniques to model, separately, the motion of the corrosion
front, and thus, the evolution of the pit domain. Autonomous models in comparison, use
mathematical formulations that describe the dissolution/transport kinetics together with
the process of pit propagation (e.g. peridynamic models, phase-field models), or use
discrete approaches that mimic dissolution, transport, and propagation processes (e.g. the
cellular automata technique).
2.3.1 Non-autonomous models
In this section we review non-autonomous (classical) models which use the finite element
method (FEM) to solve the transport equations and a moving boundary technique for the
evolution of pit growth.
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One of the first attempts at numerical modeling of pitting corrosion, [34] used the FEM to
solve Eq. (2.4) considering diffusion, reaction, and electromigration of chemical species
(Fe2+, H+, OH- ) in Eq. (2.5), inside a rectangular pit, for corrosion in carbon steel [37,
38]. This model ignores the pit propagation process and focuses on the transport inside a
fix domain (fix pit geometry). A similar model [39] is solved using the finite difference
method, instead of the FEM, by [40]. Nonetheless, propagation is an essential part for a
practical pitting corrosion model, and should not be ignored. In the rest of the models
reviewed below, the propagation process is included.
Because the exact distribution of the electric potential inside a corrosion pit is not as
critical as in some other types of corrosion (e.g. galvanic corrosion), it is reasonable to
ignore from Eq. (2.5), the electromigration term, in addition to the neglected convection
term. This is done by most computational models in the published literature.
Consequently, assuming constant coefficients (𝐷𝑖 ), Eqs. (2.4) and (2.5), reduce to the
classical Fick’s law of diffusion:
𝜕𝐶𝑖
= 𝐷𝑖 ∇2 𝐶𝑖
𝜕𝑡

(2.7)

where ∇2 denotes the Laplacian operator. Note that if the electric potential distribution
significantly varies along the pit surface, or the electromigration has notable contribution
to mass transfer, then it is necessary to also account for the contributions from
electromigration and the potential field (which needs to be solved for). In addition, if the
pit is large and has an open mouth, and the bulk solution outside the pit is not stationary,
one needs to include a convective term.
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A notable development in FEM modeling of pitting corrosion is the Laycock and White’s
(LW) model [41]. In this model, the diffusion of the dissolved metal ions is considered in
an axisymmetric domain. Diffusion-controlled corrosion regime is assumed over the
domain. This leads to imposing the saturation value for concentration of metal ions in the
solution (𝐶sat ) as a Dirichlet-type boundary condition on the pit boundary when solving
Eq. (2.7) with the FEM.
For propagation of the pit, the flux at the boundary is evaluated after solving the diffusion
equation, and, from the conservation of mass principle, the propagation velocity vector is
computed at each boundary node:

𝒗b (𝒙) = −

𝑀
𝑱 (𝒙)
𝜌 diss

(2.8)

In Eq. (2.8),�𝒗b is the velocity of point 𝒙 on the pit boundary, 𝑱diss is the dissolution flux
at the boundary, and 𝑀 and 𝜌 are respectively the molar mass and the mass density of
the solid bulk. Using the boundary velocity, [41] calculate the new position for the
boundary nodes for the next time step, and after remeshing the updated domain, the
problem is solved at the new time step. The current density is easily calculated from 𝑱diss
using Eq. (2.3) (Faraday’s law).
The LW model can also simulate the formation of perforated (lacy) covers in pitting
corrosion of stainless steel. The perforations occur due to a sequence of recurring events:
passivation of the pit surface near its mouth, continuation of corrosion underneath the
passivated region (undercutting), and breaking/perforating the passive layer on the
surface by dissolution and osmotic pressure [42, 43]. To model formation of lacy covers,
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[41] used a passivation criterion. They considered a critical concentration of metal ions in
the solution (𝐶crit ), below which the corroding surface would passivate. Figure 2.3 shows
the axisymmetric simulation results with this FEM model.
The LW model has been further extended in a number of studies: [44-46]. Instead of
enforcing the constant concentration on the pit boundary, these studies considered a
concentration-dependent dissolution flux on the corroding boundary as a Neumann-type
boundary condition. With this modification, the diffusion-controlled regime could be
modeled where the salt layer is likely to form, and the activation controlled regime takes
place over the rest of the pit boundary.
This model has been utilized for simulating pit growth under both potentiostatic and
galvanostatic conditions [44, 46]. Potentiostatic condition refers to the case in which the
applied potential is fixed during the pitting process, while the total current increases as
the pit grows in time and the corroding area enlarges. In contrast, galvanostatic condition
refers to the case in which pitting occurs under constant value of total current. In this
condition, the potential decreases as the pit grows because as the corroding area expands,
less current density is required to keep the total current constant, which, in turn, results in
decreasing potential value in time. Note that these conditions can be controlled in
laboratory experimental conditions. In real corrosion problems, the actual conditions may
be closer to one or the other. For example, pit growth in a metal immersed in an
electrolyte happens in conditions closer to the potentiostatic case, with the global
potential being near the pitting potential. Note that the local potential inside the pit may
be significantly different from the associated pitting potential, because of differences in
the local chemistry significantly differs inside the pit. For atmospheric corrosion
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conditions, the case is closer to galvanostatic state, since the cathodic reaction is limited
by the thickness of the thin moisture layer formed on the metal surface, which
consequently limits the anodic dissolution rate to a nearly fixed value.

A

B

Figure 2.3. Simulations of pitting corrosion in stainless steel using Laycock and
White’s model: A) half of the pit cross-section, and top view of the formed lacy covers
in an axisymmetric domain [41]. B) Cross-section of a pit grown under galvanostatic
conditions [46]. The colors represent the metal ion concentration.
These LW-based models, implemented for axisymmetric domains, lead to an evolution of
the pit shape with the experimentally-observed characteristics of pitting in stainless
steels, such as shallow dish-shaped pits with lacy cover on the top, and in certain cases,
secondary pits at the pit bottom [46]. The model has also been verified against
experiments in terms of distribution of the current density on the pit boundary [41, 4446]. However, when compared to actual time evolution of pit shapes and morphologies,
the model is less reliable in matching experimental observations [47]. One reason is that
the particular relationship used in the model to describe the current density in terms of the
concentration of metal ions at the pit surface, is shown to differ from experimentally
measured values [47].
In another study [36], FEM is used to solve Eq. (2.4), considering the diffusion and
electromigration terms expressed in Eq. (2.5), combined with the electro-neutrality
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shown as Eq. (2.6). In this study, the partial differential equation (PDE) is solved with the
COMSOL multiphysics software. The moving boundary model for pit growth is
implemented in a separate MATLAB program. Considering electromigration allows for
simulating pit growth around an inclusion at metal surface as a micro-galvanic corrosion
case. In addition, simulations with this axisymmetric model is used to construct 3D pHpotential diagrams for a representative Al alloy system. However, to the best of our
knowledge, this model has not been validated against any experimental data.
The above-mentioned FEM models of pitting corrosion require remeshing of the domain
(the growing pit) at each time step. FEM models that use remeshing for solving moving
boundary problems introduce extra complexity in computations, making these approaches
highly inefficient in 3D [48]. Some recent studies [49, 50] employ the level set method in
combination with the extended finite element method (XFEM) to update the pit boundary
in a fixed, pre-discretized domain (see Figure 2.4), while the corrosion front moves over
this mesh. These studies provided quantitative validations for 2D pit growth in stainless
steel, under intact or perforated passive films. In contrast with the LW model however,
the lacy cover in [49, 50] is imposed as a pre-determined boundary condition.
Solving transport kinetics with the XFEM combined with a moving boundary techniques
like the level-set method, results in pitting corrosion models that reduce the remeshing
problem; note that the corrosion front itself may require some remeshing. However,
computing the propagating pit boundary as a moving boundary condition introduces extra
computational effort, since now, in addition to solving the PDEs inside the domain, one
need to solve a separate PDE for the evolution of the level set. In the next section we
cover other types of models in which the motion of the metal-electrolyte interface is
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solved directly from the original governing equations, with minimal additional
conditions.

A

B

Figure 2.4. A non-autonomous model that avoids remeshing by using XFEM and levelset method for simulating pit growth over a fixed mesh. A) Pit boundary moves over
the mesh, and possesses an independent discretization, shown as Lagrange multiplier
nodes. B) A 3D plot of concentration of metal ions in a 2D simulation of a pit. From
[49].
2.3.2 Autonomous models
In this section we review some of the more recent models in which the pit growth is
autonomous. Although these models are very different in the way they treat the basic
problem, they share among them the autonomous evolution of the corrosion front (driven
by a phase-change) provided as a direct solution for the main formulation of the
corrosion problem. Four types of such models are listed here: a finite volume approach,
the cellular automata technique, the peridynamic formulations, and phase-field models.
The model based on finite volume approach [51, 52] modifies the discretized diffusion
equation by including a phase-change strategy that leads to autonomy of corrosion front
evolution. Cellular automata models for pitting corrosion [53-58] are discrete models
that provide autonomous pit growth based on certain state-transition rules stemming from
chemical reactions and transport of chemical species. The autonomous evolution of the
corrosion front in peridynamic models of pitting corrosion [30, 32, 59-63] is a result of
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coupling diffusion of metal ions, phase-change due to dissolution at the corrosion front,
and mechanical damage near the corroding surface. The model captures changes in
structural (damage) and mechanical properties (different elastic modulus, porosity) taking
place at the electrolyte-bulk interface and their influence on corrosion evolution and
stress corrosion cracking. This type of nonlocal model leads to a diffuse layer at the pit
boundary which happens to match well the experimentally observed microstructure in
several alloys [9, 64-67]. Phase-field models of pitting corrosion [31, 35, 68-71] also use
a diffuse region instead of a mathematically sharp transition between the electrolyte and
the metal, and the governing equations in this case consist of two coupled PDEs in which
the “thickness” of the diffuse layer introduces a length-scale in the model. All these
models are discussed in detail below.
2.3.2.1 A finite volume approach
Scheiner and Hellmich proposed a model based on the finite volume method (FVM) and
a simple scheme (based on a concentration-dependent phase definition) for advancing
the corrosion front to simulate pitting corrosion [51, 52]. A brief description of the model
is given below.
In this model, the domain consists of two main phases: solid phase and liquid phase,
where the liquid domain includes the propagating pit. After discretization of the domain
with hexagonal volume cells (in 2D with unit thickness), two additional phases are
defined for cells at the pit boundary: 1) the electrode-boundary cells (liquid cells in
contact with at least one solid cell); 2) the dissolving solid cells (solid cells in contact
with at least one electrode-boundary cells). The rest of the solid cells are called inert
solid. Figure 2.5 shows the volume-cells and the four defined phases near the corroding
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surface. The finite volume discretization of the classical diffusion equation (Eq. (2.7)) for
molar concentration of the dissolved metal ions (Mz+) is solved in the liquid subdomain,
but not over the electrolyte boundary cells. At each time step, the concentration in the
“electrolyte-boundary” cells and the “dissolving solid” cells are calculated from
summation of the fluxes at all of the cell edges for each cell, with the flux between the
dissolving solid and the electrolyte boundary being defined according to the jump
condition and mass conservation.

Figure 2.5. The hexagonal volume cells and the four defined phases near the metalelectrolyte interface in the FVM model by [52].
Validation of the [51] model has been performed against a 2D pit grown in stainless
steel, reported in [72]. However, in this simulation the model does not capture the
formation of lacy covers, and uses a pre-determined lacy cover configuration, enforced as
piece-wise no-flux/zero-concentration boundary condition on the pit mouth. Figure 2.6
show the simulation results presented in [51].
Although propagation of the pit in this model is autonomous and does not require the
explicit tracking of the pit boundary, we note that the thickness of the transition layer (the
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dissolving solid cells) between the electrolyte and metal is discretization-dependent.
Coupling to corrosion-induced damage has not been pursued with this model.

A
C
B
Figure 2.6. 2D simulation of a pit grown in stainless steel by the FVM model[51],
given the lacy cover as a prescribed boundary condition, and comparison with an
experimental pit [72]: A) FVM simulated pit shape; B) pit depth evolution; C) pit
width evolution.
A similar study [73] also uses the notion of interaction of nearest-neighbor nodes for
solving mass transfer in the liquid and a phase-change criterion of solid nodes adjacent to
liquid nodes based on mass-conservation. The model uses the Lattice Boltzmann method
for mass transfer, which is popular in fluid dynamics [74-77]. This model simulates
autonomous pit growth, mass transfer of several species in electrolyte, passivation, and
corrosion products. However, the paper does not include any verification/validation
results. In addition, the phase-change in this study requires initialization in the newly
transformed nodes which requires extra computation and increases the complexity of the
model.
2.3.2.2 Cellular automata models
In cellular automata (CA) models, a multi-phase domain consisting of discrete cells with
finite states that evolve according to certain local rules, is used to simulate the evolution
of multi-phase systems. CA techniques have been used for simulating public
transportation systems [78], spread of forest fires [79], cell growth [80], etc. Because CA
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corrosion models are based on simplified heuristics of chemical reactions in the system,
they can capture some effects that the detailed chemistry has on the larger scale (pit-size
scale) evolution of the system. Compared to other pitting corrosion models, the CA
technique does not involve the PDE-based mathematical formulations, and therefore,
leads to relatively simple computational implementations.
Figure 2.7 shows a schematic diagram of the cellular automaton pitting model [55]. The

2D domain in which the metal and solution are located is discretized into uniform square
cells. Each cell is instantiated with a specific state. In this example, the solid phase
includes: metal, passive, and reactive states. The electrolyte phase can have three
different states: alkaline, acidic, and neutral. In addition to the states, each cell also has its
own spatial position information, as well as the direction of motion for their states (metal
and passivation cells have no motion in this example).

Figure 2.7. Schematics of a 2D cellular automata model. Six different states are defined
for cells in the discrete domain [55].
In CA models, some basic physical and chemical processes, such as mass transfer, metal
dissolution, metal passivation, and repassivation, are qualitatively represented by the
interactions and relative state between the cells. For example, chemical reaction kinetics
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is represented by state-change of metal cells with respect to the state of their neighboring
liquid cells, which can be acidic, basic or neutral. The transport of states in the electrolyte
is modeled by the “random walk” process [55]. The CA models for corrosion differ
among them in terms of the materials systems studied, the transition rules enforced, the
methods employed to determine the CA model parameters (e.g. the probability of
transition of each state to other states), and the dimension (2D or 3D). Figure 2.7 shows
one 2D (A), and one 3D example (B) for CA simulations [54, 58].

A

B

Figure 2.8. Examples of pitting corrosion simulations by cellular automata models: A)
qualitative comparison of a 2D CA simulation with an experimental pit [54]; B) a 3D
simulated pit with states and colors being the same as in Figure 2.7 [58].
Reaction-based transition rules of the discrete cell states are a convenient tool to
sometimes obtain realistic-looking and stochastic pit morphologies in CA simulations.
CA simulations of intergranular corrosion in [81] suggest that CA is also capable of
including alloy microstructure in pitting corrosion. However, the major drawback of this
approach is that the time magnitude and spatial sizes (model physical dimensions) are not
physical quantities, and need to be calibrated for particular transition rules and
experimental observation [56, 82]. In addition, the state-transition rules are subjective and
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difficult to determine for a predictive model. As a results, most CA models only perform
parametric studies, without a quantitative comparison with experiments [53-55, 58, 83,
84]. One study that attempts a comparison against experiments [56], solves an inverse
problem to better fit the model parameters to various experimental measurements of the
corrosion process. This raises questions about the predictive capabilities of the model,
since such a procedure is similar to a curve-fit of the experimental data. Another study
determines the transition-rules based on the Pourbaix diagram, and a verification for the
effect of pH on pit shape is provided [57]. Again, physical time was not considered in this
study. While, in general, CA techniques may replicate some features observed in pitting
corrosion and can be useful for qualitative studies of the pitting process, it is still unclear
how they can be used for quantitative predictions of pit growth in real time.
2.3.2.3 Peridynamic models
The basic difference between classical models (which model diffusion in the electrolyte
domain only) and peridynamic models for corrosion is that, in peridynamics, corrosion is
viewed as a type of damage induced in the solid by dissolution, coupled with the
diffusion problem in the electrolyte. Peridynamic can easily include microstructure and
heterogeneities (see [85]) by defining appropriate dissolution properties in each phase of
the solid (e.g. grains and grain boundaries in alloys). The benefit of such an approach can
be far-reaching because this can capture important changes that happen in the solid phase,
near the corrosion front, leading to a better understanding of the factors that control the
loss of ductility observed in corroded samples [9, 86-90]. The peridynamic model for
corrosion damage couples diffusion of metal ions in the electrolyte, phase-change due to
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dissolution at the corrosion front, and mechanical damage in the corroding layer, offering
a more complete description of corrosion damage [30].
The peridynamics (PD) formulation was introduced in 2000 [91] as an extension of
classical continuum mechanics that can easily deal with discontinuities (such as cracks)
developing in the domain [92-96]. The governing equations in PD as a nonlocal theory
are in the form of integro-differential equations (IDEs). In contrast with the PDEs used in
the classical local approach of continuum mechanics, IDEs in PD do not require
continuity of the unknown function. Consequently, PD can easily model behaviors
associated with bodies with evolving discontinuities, discrete particles, all within a
unified framework [92, 95]. While PD models has been primarily used in fracture and
damage mechanics [97-100], the theory has been extended to other areas as well,
including diffusion phenomena like heat/mass transfer [101-104].
Note that PD is a nonlocal theory, meaning that the material behavior at each point
depends on interactions of that point with not only nearest-neighbor points. Nonlocal
approaches provide a convenient way to model the evolution of material damage
according to changes/loss of interactions between points. In general, nonlocal theories are
considered to be better fit for modeling damage-related problems compared to classical
local continuum theories because they can capture physical features of damage which are
difficult to model with local models, such as small-scale heterogeneities, distributed
damage, etc. [94, 105, 106].
Corrosion is a type of damage that progresses in the material by dissolution and it
influences the mechanical behavior in some significant ways [9, 86-90]. Recent
experiments report a small-scale distributed damage in a thin (μm scale) layer near the
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corrosion front referred to as the “diffuse corrosion layer” (DCL), with degraded
mechanical properties and gradual changes in chemical composition [9, 64-67]. The
nonlocality of PD models allows to easily capture the distributed damage in the DCL and
its evolution [30, 61].
The DCL found in the experiments mentioned above (performed on a number of material
systems, like Mg and Al alloys) is one to several micrometers thick. This seems to be
sufficient to allow microcracks to easily grow there, in a brittle fashion. With the DCL
being seamlessly attached to the bulk, these cracks can grow into the bulk and lead to the
significant loss of overall ductility of the material. In [9] it was shown that the DCL’s
influence on loss of ductility is independent from that caused by hydrogen embrittlement
(HE), and it can affect it as strongly as HE, if not more. If the physical properties of the
affected layer are inserted in the PD model together with and other mechanisms, such as
HE, then it may be possible to develop a predictive tool for assessing service-life and
reliability of materials and structures (under mechanical loading) in corrosive
environments.
In PD, each material point 𝒙 interacts with other material points in its neighborhood 𝐻𝒙
shown in Figure 2.9. This neighborhood is called the horizon region, and its radius,
denoted by 𝛿, is called the horizon size. The objects that carry the interactions between
material points are called “bonds”. In its simplest (bond-based) mechanical formulation,
the PD bonds are analogous to elastic springs (linear or nonlinear) that connect material
points. In the PD formulation for diffusion-type problem, these bonds are analogous to
pipes that carry mass/heat, and they are characterized by a certain diffusivity parameter.
The diffusivity for diffusion bonds is called micro-diffusivity and is denoted by 𝑘. In a
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homogeneous material, micro-diffusivities can be calculated from the classical
diffusivity�𝐷, used in the classical diffusion equation (Eq. (2.7)) [102, 104].

Figure 2.9. Schematic of a peridynamic domain (Ω): a generic point 𝒙 interacts with the
̂, in its neighborhood (𝐻𝒙 ) within a certain distance(𝛿).
material points 𝒙
The mechanical damage (𝑑) in PD theory is represented by a scalar-valued quantity
stored at the material points and computed based on the number of broken bonds relative
to the number of total bonds for that point. This quantity ranges from 0 to 1, with 𝑑 = 1
corresponding to a point which has lost all of its mechanical bonds, and 𝑑 = 0
corresponding to the case when all bonds connecting to 𝒙 are intact.
Based on the concept of mechanical damage in PD solid mechanics, [30] introduced PD
corrosion damage model by considering the dissolution and diffusion in both the liquid
and solid phases involved in the corrosion process. The different phases are defined in
this model by their damage value: points in the liquid phase possess damage value of 1,
while points with 𝑑 < 1 are in the solid phase. In the solid phase, 𝑑 = 0 is the inert metal,
while regions where 0 < 𝑑 < 1 constitute the dissolving/corroding/active region of the
solid phase. The PD diffusion model over the bi-material domain with a damagedependent diffusivity simulates the dissolution process and the transport of metal ions
(Mz+). Corrosion progression in this model happens autonomously via the phase-change
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that takes place through the concentration-dependent damage relationship, which couples
the damage value to the metal atoms molar concentration value.
Figure 2.10 shows two examples of peridynamic corrosion simulations [30]. One is a plot

for current density versus overpotential from a 1D PD simulation compared with
experimental data points. The other example is a 2D simulation for a pit growing in a
heterogeneous material. The damage map in the domain shows the subsurface graded
damage distribution near the corrosion front, that corresponds to the experimentally
observed distributed damage in DCL [9, 64-67] mentioned earlier.

A

B

Figure 2.10. Peridynamic simulation results for pitting corrosion [30]: A) comparing
current density versus overpotential from 1D peridynamic simulation results, with the
experimental data on 1D artificial pitting in 304 stainless steel in 1M NaCl solution
[107]; B) a 2D peridynamic simulation of pit growth in a heterogeneous material. The
colors in B map represent the damage values.
The mathematical formulation for the PD corrosion-damage model is given below, in a
slightly modified version compared with the original formulation [32, 62, 63]:
𝜕𝐶
𝐶̂ − 𝐶
= ∫ 𝑘(𝑑, 𝑑̂ )
𝑑𝑉
‖𝒙
̂ − 𝒙‖2 𝑥̂
𝜕𝑡
𝐻𝑥

(2.9)
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𝑘L �������������������������������
, 𝑑 = 1��&��𝑑̂ = 1
̂
𝑘(𝑑, 𝑑) = � {0����������������������������������
, 𝑑 < 1��&��𝑑̂ < 1
̂
𝑘diss ��������������������������� , (𝑑 < 1��&��𝑑 = 1)�or�(𝑑 < 1��&��𝑑̂ = 1)

1
𝑑(𝐶) = �

𝐶solid − 𝐶
𝐶solid − 𝐶sat
{
0

(2.10)

, 𝐶 ≤ � 𝐶sat
�����������������, 𝐶sat < 𝐶 < � 𝐶solid

(2.11)

���, 𝐶 = 𝐶solid

Eq. (2.9) is the PD diffusion equation as the nonlocal alternative to Eq. (2.7), the classical
diffusion equation. For simplicity, in Eq. (2.9), 𝐶 and 𝐶̂ , and 𝑑 and 𝑑̂ are used instead of
̂, 𝑡), and 𝑑(𝒙, 𝑡) and 𝑑(𝒙
̂, 𝑡), respectively. 𝑘(𝑑, 𝑑̂ ) is the micro-diffusivity
𝐶(𝒙, 𝑡) and 𝐶(𝒙
of diffusion bonds, and depends on the damage values of the two points associated with
it. The damage-dependent micro-diffusivity is given in Eq. (2.10). This equation suggests
that if both ends of a bond are liquid points, the value is 𝑘L , which is easily calculated
from 𝐷, the classical diffusion coefficient of the electrolyte [30, 32]. If both ends belong
to the solid phase, then 𝑘 is zero (no mass transport takes place via this bond). If one end
is located in the solid phase and the other end in the liquid, then this “interfacial bond”
carries the dissolution flux, determined by 𝑘diss (see Figure 2.11). This parameter, called
the micro-dissolvability [62, 63], determines the dissolution rate and can be calculated
from corrosion kinetics. For example, in the case of activation-controlled corrosion it can
(

be computed from the Tafel equation: 𝑘diss = 𝑘0 × 10

𝜂
)
𝛽a

, where 𝛽a is the anodic Tafel

slope, and 𝑘0 is calibrated to�𝑖0 . Details of the calibration procedure are found in [30].
By selecting an appropriate relationship for 𝑘diss , PD corrosion model can be easily
modified to simulate any type of corrosion, including pitting corrosion, intergranular
corrosion, etc. More generally, any chemo-physical behavior in the dissolution process
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can be captured by defining 𝑘diss as a function of concentration of species, potential,
current, temperature, material type, etc. For instance, a particular concentrationdependent relationship for 𝑘diss is employed in [59, 61] to address diffusion-controlled
dissolution. Using a relationship based on the passivation criteria introduced in the LW
model (see Section 2.3.1), the PD corrosion damage model is also capable of simulating
the autonomous formation of lacy covers in pitting corrosion of stainless steel [61, 62].
To model intergranular corrosion with a PD formulation, one can use different 𝑘diss
values for grains and grain boundaries, according to the mixed potential theory [32].
The autonomous propagation of the corrosion front is the result of Eq. (2.11) where the
damage value (representing phases) changes with the molar concentration value of the
metal atoms. According to this equation, 𝐶 ≤ � 𝐶sat is considered as the liquid phase,
𝐶 = 𝐶solid as intact solid, and the 𝐶sat < 𝐶 < 𝐶solid as the dissolving solid (see Figure
2.11). In the PD corrosion model, the dissolving solid region with 0 < 𝑑 < 1 is noticed in

the results shown in Figure 2.10B, and it corresponds to the diffuse corrosion layer
mentioned earlier.

Figure 2.11. Schematics of different phases and different diffusion bonds at the
corrosion front, in peridynamic corrosion damage model.
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In the PD corrosion damage model, the concentration-dependent damage evaluated from
Eq. (2.11) is set to be same with the mechanical damage resulting from elimination of
mechanical bonds in PD fracture mechanics. A stochastic procedure is introduced in [30]
to randomly eliminate the corresponding number of bonds for each node according to the
damage value of that node (see Eq. (2.11)). While the model’s equations are
deterministic, this stochastic procedure for creating damage leads to pit shapes that are
not perfectly symmetric, similar to real pits. Nevertheless, the differences between results
obtained with different runs of the model are small, generally limited to the level of the
horizon size, while the overall behavior is the same [61, 63].
Various numerical methods maybe used to solve the PD corrosion-damage equation. The
method that can also easily model the growth of cracks from corrosion pits in a combined
mechano-chemical PD simulation, is the meshfree discretization generated by a one-point
Gaussian integration for the numerical quadrature of the integral in Eq. (2.9). For
temporal integration, the forward-Euler method has been used to approximate the time
derivative of 𝐶 and update its value [30, 32]. Following the original formulation of the
PD corrosion model, trusses-based FEM has also been used to implement the PD
corrosion model in ANSYS software [60].
Figure 2.12 and Figure 2.130 show peridynamic 2D and 3D simulation results next to their

corresponding experiments. Compared with the non-autonomous models or the FVM and
CA models discussed above, the PD model for corrosion damage has some advantages:
1) the propagation of the corrosion front is autonomous and does not depend on the
discretization (in CA the particular discretization “drives” the model); 2) the model can
incorporate any particular type of corrosion by specifying the kinetics via defining an
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appropriate 𝑘diss in Eq. (2.10); 3) the use of two sets of bonds (mechanical, for
monitoring damage, and diffusion bonds) allows natural extension to coupled chemomechanical models that can address stress-dependent corrosion and stress corrosion
cracking [9, 111-114]; and 4) the interface between the electrolyte and the corroding
metal (the diffuse corrosion layer) is naturally represented in this model as a layer in
which mechanical and diffusion properties gradually change, much like how things are
observed to happen in real corrosion of different alloy systems.

B
A
Figure 2.12. Examples of 2D peridynamic simulations of localized corrosion: A)
experimental (left, from [108]) and PD results for pitting corrosion in stainless steel,
with formation of lacy covers ; B) experimental (left, from [109]) and PD simulation
results for intergranular corrosion of AA2024 alloy at high potential from [32]. Colors
in the computed results are the molar concentration of metal ions.

D
A
B
C
Figure 2.13. Comparison between experiments and 3D peridynamic simulation for
pitting corrosion in stainless steel, with the formation of lacy covers [62]: A) the
experimentally observed lacy cover morphology [110]; B) the lacy cover obtained in
the PD simulation; C) the 3D volume carved by the pit; D) molar concentration map
for the dissolved ions in a mid-cross-sectional view.
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One of the drawbacks of the peridynamic model for corrosion is the relatively high cost
of computations, especially in 3D, due to nonlocality, which requires calculation of a
volume integral at each node (see Eq.0 (2.9)). Parallel and or GPU-based computing are
ways to speed-up computations. A parallel implementation of PD models for fracture
exists in Peridigm [115], an open-source code. Another issue in PD formulations is the
treatment of “boundary” conditions, and free surfaces. In a PD model, near the domain
boundaries, the behavior is slightly different than in the bulk, due to the incomplete
region of nonlocality. This is sometimes called “the peridynamic surface effect”, and way
to resolve/minimize it are reviewed in [116]. Application of boundary conditions in the
nonlocal settings is also different compared with the classical, local boundary conditions.
Methods to apply nonlocal boundary conditions in ways equivalent to the local ones are
described in [117].
2.3.2.4 Phase field models
Phase-field modeling (PF), also called “diffuse interface” modeling, has been used many
years to model evolution of interfaces between phases in a variety of problems, including
solidification [118], micro-structural evolution [119], phase-transitions in ferroelectric
[120] and ferromagnetic [121] materials, etc. PF models have been recently adopted for
simulating corrosion by modeling the evolution of the metal-electrolyte interface [31].
Similar to peridynamic model, in PF formulations the motion of the pit boundary is
autonomous and part of the solution to the governing equations.
The phase-field corrosion model introduced by [31] is briefly reviewed here. In a twophase domain, the phase field 𝜑(𝒙, 𝑡) takes value 1 in one phase and 0 in the other phase.
In PF, the interface between phases has a certain thickness (𝑙), which introduces a length-
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scale in the model. Over the interface region, 𝜑 is assigned a value between 0 and 1. A
“free energy functional” for the system is defined: ℱ(𝜑, 𝐶) where 𝐶 is the molar
concentration of dissolved metal ions. The PF model for corrosion is a coupled system of
PDEs for the evolution of the functions 𝜑 and 𝐶, such that ℱ is minimized:
𝜕𝜑
𝛿ℱ
= −𝐿
𝜕𝑡
𝛿𝜑

(2.12)

𝜕𝐶
𝛿ℱ
= 𝛁 ⋅ (𝑀𝛁 )
𝜕𝑡
𝛿𝐶

(2.13)

Eq. (2.12) is referred to as the Allen-Cahn equation and describes the phase-transition. In
𝛿ℱ

this equation, 𝛿𝜑 is the variational differentiation of the energy functional with respect to
the phase-field variable, and 𝐿 is a scalar coefficient. In PF models, the free energy
functional ℱ(𝜑, 𝐶)�can be selected in different forms according to the physical
assumptions of the corrosion problem [31, 35, 69, 71]. In Eq. (2.12) 𝐿 is the parameter
that determines the corrosion rate. Similar to the micro-dissolvability (𝑘diss ) in
peridynamic corrosion models, [31] modify the 𝐿 parameter to simulate various corrosion
problems. For example, in the case of activation-controlled corrosion, 𝐿 is expressed with
the Tafel-type relationship: 𝐿 = 𝐿0 × 10

(

𝜂
)
𝛽a

. Following the procedure in the PD models,

𝐿0 is calibrated to the current density associated with zero overpotential [31].
Eq. (2.13) is a version of Cahn-Hilliard equation which expresses the evolution of the
𝛿ℱ

molar concentration of metal atoms. In this equation, (⋅) is the dot product operator,� 𝛿𝐶 is
the variational differentiation of ℱ with respect to 𝐶, and 𝑀 is a scalar called the
diffusion mobility which its value is calculated from the diffusivity of the electrolyte (𝐷)
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and ℱ. In [31], ℱ�is defined such that Eq. (2.13) in the liquid phase is the same as Eq.
(2.7), the classical diffusion equation.
Other PF corrosion models [35, 68, 69, 71] are similar but may vary in some of the
details from the one presented above. So far, PF corrosion models have been developed
to simulate pitting corrosion [31, 35, 68, 69], galvanic corrosion [70], and stressdependent corrosion [68, 71, 122], mostly in 2D, and recently in 3D [35, 123].
Figure 2.14 shows two examples of PF simulations of pitting corrosion.

A

B

Figure 2.14. Examples for pitting corrosion simulations with phase-field models: A)
2D simulation for a pit growing in a SiC particle-enforced aluminum composite [31].
B) 3D simulation of pitting corrosion in pure iron under a passive film [35]. Colors in
B map the molar concentration for Cl-.
Similar to PD corrosion models, the autonomous moving interface makes the PF
formulation a flexible framework for predictive simulations of various types of corrosion.
In PF models, phase-change and mass transfer processes are represented by two distinct
but coupled PDEs: Eq. (2.12) and Eq. (2.13). Such formulation adds a significant
computational burden and algorithmic complexity in PF simulations [124]. Note that PF
models, while they introduce a length-scale in the model via the thickness of the diffuse
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layer (phase-field transition zone between phases is an input in the problem), they are still
local models with classical boundary conditions imposed on the set of PDEs.
Similar to subsurface partial damage in PD models, the diffuse interface in PF models
leads to a transition region at the corrosion front. However, in a potential future PF-based
model that includes damage, this layer has a pre-imposed structure (determined by the
particular form selected for the free-energy functional), whereas in the PD models
described above it is obtained as part of problem solution and depends on the nearby
conditions around a point. This issue could be responsible for why phase-field models
have failed in capturing the observed oscillatory behavior in thermally-driven cracks that
grow in thin glass plates, while PD models predict such behavior in great detail [96].
Damage evolution in PF models depends strongly on the particular selection for the
energy functional [125-127].
2.4

Summary and discussion

In this section, we compare the reviewed models, and summarize their advantages and
disadvantages.
One class of the reviewed models is the non-autonomous type (Section 2.3.1), where one
solves a version of Nernst-Plank equation for transport of ions inside the pit with a
numerical method (e.g. FEM), and employs an additional technique to address the growth
of the pit, such as updating the domain and remeshing the updated geometry, or using
level set method in a pre-discretized bi-phase domain.
In the other category, referred to as autonomous models, pit growth is directly addressed
by phase evolution in the main formulation, together with the reaction and transport
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kinetics. As a major advantage, such approaches lead to autonomous pit growth without
any additional effort. Computer implementation of these models is simplified because
boundary tracking is no longer needed.
The four methods covered in more detail, and presented in Section 2.3.2, are of the
“autonomous”-type.
The finite volume model (Section 2.3.2.1) uses the FVM to solve the classical diffusion
equation for mass transfer in the liquid, and enforces a jump condition (based on mass
conservation) to address dissolution and phase change in a multiphase domain.
Cellular automata (Section 2.3.2.2) employs state transition rules in a domain with
discrete cells for transport, dissolution and pit growth. The transition rules for dissolution
are inspired by chemical reactions at the molecular level. CA is able to produce diverse
pit morphologies similar to natural ones. However, time and spatial dimensions in CA are
not physical quantities, but rather model parameters. As such, they need to be calibrated
to experimental measurements. Consequently, with this method, it is difficult to provide
quantitative predictions of experimentally observed pit growth.
Peridynamics (Section 2.3.2.3) is a nonlocal model, which addresses the reaction kinetics,
the transport kinetics, and the phase-change for autonomous pit growth, in one integrodifferential equation, using phase-dependent model parameters. This model employs the
concept of mechanical damage to address the corroded region. As a result, it can be easily
coupled with peridynamic fracture models to better understand the dramatic loss of
ductility and failure in materials exposed to corrosive environments and mechanical
loading. This model has been shown to be predictive of a variety of experimental results
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and easily applicable to various types of corrosion via minimal modifications of model
parameters. Nonlocality provides critical advantages in modeling damage in the layer
affected by corrosion, but also leads to relatively more expensive models to compute, and
may need specific treatment at the domain boundaries.
Phase-field models (Section 2.3.2.4) solve a coupled system of PDEs for concentration of
ions and phase evolution in the system, using the FEM or FDM, for example. Similar to
PD, PF models are also flexible and predictive, and can be utilized to simulate various
types of corrosion in different materials. The coupled set of PDEs in the formulation of
PF are, however, expensive to compute.
Table 1 compares the models reviewed in this study in terms of governing equations,
boundary conditions, model strategies for pit growth, and computational cost.
2.5

Prospects

In this section we discuss some of the open areas for future research in corrosion
modeling.
Multi-field universal models:
As mentioned in the introduction, corrosion is a complex and highly interdisciplinary
phenomenon. Evolution of the dissolution-induced damage can depend on a variety of
factors, such as the electric potential field, temperature field, stress field, pH field,
corrosion product formation, etc. Most of the existing models include only one or two of
these factors. Such simplifications make the models applicable only to limited cases. A
more general multi-field model will be able to address all corrosion types: pitting,

47
Table 2.1. Comparison of computational models for pitting corrosion.
Nonautonomous
(Section 2.3.1)

Finite volume
model (Section
2.3.2.1)

Cellular
Automata
(Section
2.3.2.2)

Peridynamic
(Section 2.3.2.3)

Phase field
(Section
2.3.2.4)

Transport Model

classical transport
equation (NernstPlank)

classical
diffusion
equation

transition rules
for states of
cells in a
discrete
domain

peridynamic
nonlocal diffusion
equation

Cahn-Hilliard
equation

Numerical
Method

mostly FEM

FVM

algorithms
based on
transition rules

meshfree
discretization with
one-point Gaussian
quadrature; FEM

FEM; FDM

boundary of a
domain

one layer of
cells at the
interface
between the
solid and the
liquid
subdomains

the interface
between the
solid cells and
the liquid cells

the interface region
between the solid
and the liquid
subdomains

a thick diffuse
interface
between solid
and liquid
phases

Employed
Corrosion Front

(requires
boundary
condition)

Dissolution Flux

found from
applied boundary
condition

imposed jump
condition and
mass
conservation

rate of statechange of solid
cells to liquid
cells

nonlocal diffusion
flux, defined over
the interface

a flux through
the diffuse
interface

Pit Growth

moving boundary
according

autonomous
growth via
phase-change
according to
concentration
values

autonomous
growth via
transition rules
for solid cells

autonomous
growth via phasechange induced by
concentrationdependent damage

phase-change
via AllenCahn
equation

to Stefan-type
condition

Advantages

well-stablished
framework and
commercialized

autonomous pit
growth

autonomous pit
growth;
chemical
details can be
included;
complex
realisticallylooking pit
morphologies

autonomous pit
growth; easy to
modify; captures
mechanical
damage and DCL;
micro-randomness;
predictive pit
morphologies,
lacy-covers.

autonomous
pit growth;
flexible
model

Disadvantages

boundary
tracking and
domain updating
is required
(complex and
costly)

does not capture
mechanical
damage and
DCL;
discretization
dependency

difficult to
calibrate; grid
size and time
not physical
parameters;
discretization
dependency

nonlocal effects at
boundaries;
computational cost

computational
cost; dense
mathematical
framework
(coupled
PDEs)
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galvanic, stress-assisted, stress corrosion cracking, as well as the various mechanochemical environments within a unified framework.
Multi-scale models:
Corrosion-induced failure is a multi-scale phenomenon: depends on chemical reactions at
the molecular level (nano-scale), on the microstructure of the alloy (microscale), and on
the environment and loading conditions applied to the structure (macro-scale). Nanoscale
processes can currently be modeled by molecular dynamics, microscale processes can be
simulated with one of the reviewed models, while macroscale effects can be captured
using continuum and probabilistic models. A multiscale corrosion damage model that
bridges the nano, micro, and macro scales would be very useful.
Utilizing artificial intelligence and big data:
The recent steps in machine learning and processing of big data opens new avenues for
utilizing these tools in extending the reach of corrosion modeling. It would be interesting
to find how one can incorporate artificial intelligence and big data into existing
mechanistic corrosion models, in order to improve predictability, reliability, and
universality of corrosion models. There are also steps taken to create “model-free”
artificial intelligence systems that try to predict physical behavior from measurement data
alone. Whether such approaches can be applied to predicting the complex corrosioninduced damage and fracture remains an open question.
Experiments:
Computational models indeed can benefit from high-resolution 4D characterization of
corrosion damage using advanced material characterization methods. Based on
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experimental observations, one can deepen the understanding of the corrosion mechanism
and update existing corrosion models accordingly.
Numerical Methods:
Any new numerical method that reduces the computational cost for corrosion models can
make a large impact. Such methods, when applied to, for example, the relatively
expensive PD and PF models, can allow simulation of corrosion damage over larger
domains and time spans.
Design:
Once progress in any of the areas mentioned above takes place, one can then develop
optimal material design strategies that account for corrosion damage and fracture in the
life of the structure/system. This will also have an effect on the best practices for
corrosion prevention methods.
2.6

Conclusions

This paper presented a review of computational modeling for pitting corrosion, including
the most recent advances and approaches. Most of the computational pitting corrosion
models use anodic dissolution and transport kinetics in the electrolyte as the basis for
their governing equations. Here, we classified these models in two categories, depending
on how the propagation of the corrosion front is computed: non-autonomous models
(which require updating and tracking of the corrosion front) and autonomous (in which
the evolution of the corrosion front is part of the main formulation).
Non-autonomous models are based on solving the classical transport equation (simplified
versions of Nernst-Planck equation) with a numerical method (e.g. FEM) to compute the
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transport kinetics in the electrolyte. Tracking pit growth is addressed as a separate part,
and adds significant complexity. In contrast, autonomous models, obtain the motion of
the corrosion front directly, as part of the solution of the main formulation. The
autonomous models reviewed here were: a finite volume approach, the cellular automata
techniques, the peridynamic model for corrosion damage, and phase-field models.
We compared the reviewed models with each other and discussed their relative
advantages and disadvantages. Some open research areas for further development in
corrosion modeling were also noted.
2.7
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Chapter 3
3.1

Peridynamic modeling of pitting corrosion damage in 2D

Introduction

Corrosion in stainless steel can localize in the form of growing pits underneath perforated
(lacy) covers [1-6]. These covered pits are dangerous because they are hard to detect and
they maintain stable growth [1]. Passivation of the pit walls near the pit mouth contributes
to the formation of the lacy cover [1, 4, 7]. Chemistry and corrosion kinetics require a
certain amount of dissolved metal ions at the interface to sustain stable pit growth. If the
diffusion becomes faster than the dissolution, metal ions concentration drops below the
critical value (𝐶crit ), below which acidity locally drops, and passivation occurs [1, 7, 8].
After nucleation, a pit grows initially under the passive film. Under a variety of conditions
(stresses, osmotic pressure, etc.), the thin cover can break down [9, 10]. High concentration
gradient adjacent to the pit mouth causes a high diffusion rate which results in passivation
in areas close to the mouth. The pit continues to grow in areas away from the pit mouth,
which eventually leads to undercutting and the formation of perforations [1]. As the pores
form on the top, a direct path is provided for metal ions to diffuse out into the bulk solution.
Again, higher diffusion rate near the pores passivates them. The procedure repeats and
gives rise to the lacy cover [1, 11].
An axisymmetric pitting corrosion model is developed in a study that includes passivation
to capture lacy cover formation [4] This model assumes diffusion-controlled conditions
throughout, and a rough estimate of an average current density, based on pit depth and
radius, is used as the input boundary condition on the pit surface. The finite element method
is then employed to solve Fickian diffusion for mass transfer in the solution. Using
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Faraday’s second law, the velocity of nodes on the pit surface is computed and the new pit
geometry is updated. In order to model pit passivation, a zero value for dissolution current
was considered wherever the metal ion concentration was smaller than 𝐶crit on the pit
boundary [4]. This model, limited to diffusion-controlled regime, leads to formation of a
lacy cover. An improved version of this model employs detailed electrochemistry
equations and computes the dissolution current based on the applied potential, potential
drops (in solution and salt film), and metal ion concentration on the pit surface [12]. In this
model, the. For passivation, a current-based criterion is used. Some parametric studies
investigating the influence of initial conditions on electrochemical behavior of pitting in
stainless steel are provided, and results are also validated against experiments for the
relationship between metal-ion concentration, current density, and voltage on the pit
surface [12]. However, this model seems to be insufficient for obtaining experimentally
measured pit shapes, morphology, and rate of growth, as recently shown [13]. In a study,
the model developed by Laycock and White [12] was used to simulate a specific 2D pit
growth experiment and it was noticed that the pit growth rate and the pit morphology are
different from those seen in the experiments [13]. Non-smooth current density distribution
along the pit surface causes unrealistically rough pit surface. Additionally, It was shown
that a computational inconsistency between the current-based passivation criterion and the
explicit salt precipitation model limits the applicability of the model above a certain
potential [13]. Improvements in the pit shape were obtained later, but only at the cost of
using experimental information from 2D pit radiographs at different times during the
corrosion, which makes the model less predictive. Even in this case, the pit growth rate
was still much faster in the simulations than in the experiment.
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An approach based on bi-material (metal and electrolyte) nonlocal diffusion was recently
introduced [14]. Besides the regular diffusion in the solution, the peridynamic model
considers the dissolution process as being controlled by a small “effective diffusivity” of
the solid, calibrated to the polarization curve over the activation-controlled regime [14].
This allows for treating corrosion as bi-material diffusion, with the diffusion in the solid
being effectively zero except for the corrosion damage layer. In the current paper we will
refer to the “effective diffusivity” as “dissolution affinity” to more clearly express its
function. The coupled corrosion-damage peridynamic (PD) model captures changes in
mechanical properties in the layer immediately below the solid/liquid interface. Recent
experiments show that corrosion leads to the formation of a thin layer in which the metal
concentration changes gradually towards the surface [15, 16]. This layer, referred to as the
Diffuse Corrosion Layer (DCL) [16], is similar to the “altered layer”[17, 18] in terms of
transition in concentration over a certain thickness at the corrosion interface. The DCL,
together with hydrogen embrittlement, may be responsible, for example, for the brittle and
catastrophic failure of metal structures in a corrosion environment without any obvious
damage on their surface [19].
The peridynamic model for corrosion damage uses a simplified Nernst-Plank equation,
Faraday’s second law, a phase-change model, and a two-way coupling between mechanical
damage and corrosion to produce a diffusion-based model in the bi-material solidelectrolyte to simulate evolution of the corrosion process [14]. The Stefan condition [20]
usually applied on the pit surface is implicit in this model. The pit surface in this model is
part of the solution procedure and it does not have to be tracked. It should be noted that
there are other corrosion models that do autonomous phase-change instead of tracking the
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corrosion front: for example, cellular automata or phase-field models [21, 22]. However,
we are not aware of any quantitative predictions from such models, validated against
experiments. The PD corrosion model has been validated in terms of damage evolution and
corrosion rate [23], and in the present work we provide further validation tests.
The PD corrosion-damage model was further enhanced with an implicit description of the
salt layer formation and was used in diffusion-controlled pit growth [23]. In contrast with
the explicit salt layer model, this approach was simple and imposed no limits on the applied
potential value [23].
We also point out that the PD corrosion model can be directly connected to crack growth
models. Fracture and damage are naturally handled in PD, and they represent the primary
reasons for introducing the theory in the first place [24, 25]. Modeling of Stress Corrosion
Cracking (SCC) would be a natural extension of the model presented here, which is another
advantage of the PD approach compared to other methods.
The PD model was applied to investigate the effect of perforated covers on pit propagation
and simulations results were compared with experiments [23]. The lacy cover was assumed
to have certain geometrical characteristics, and the pit shape and aspect ratio were shown
to depend on them [23]. The formation of the lacy structure was implemented as a timedependent boundary condition, which activated periodically when corrosion damage
reached the locations underneath these pre-defined regions. A similar type of prescribed
boundary conditions have been used to represent the lacy cover [26]. A good match with
experimental results in terms of pitting rate and pit morphology has been obtained [11, 23].
While in the recent studies, and in the present contribution, the boundary conditions are
applied as far-field conditions, computational efficiency gains can be achieved by using
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boundary conditions “near” the pit surface (the DCL) on the solid side, at the expense of
increasing the complexity of the algorithms [14, 23]. Such an approach would also
eliminate the minute losses in concentration on the metal side, far from the pit surface.
In the present work, we introduce a passivation criterion into the peridynamic corrosion
model in order to obtain the lacy cover as part of the solution procedure, not as an imposed
boundary condition [14, 23]. A simple mechanism is also applied to improve the salt layer
formation that influences the kinetics in diffusion-controlled pitting corrosion. This
mechanism prevents some unreasonable spread of damage into the bulk that can take place
in the existing PD model of diffusion-controlled corrosion [23]. We test the new model
against available potentiostatic experiments on 304 stainless steel, in terms of pit shape
evolution in time and morphology of the lacy cover using the same time- and length-scales
as in the experiment [7]. We also study the influence of having different effective resistivity
with a variable IR-drop on the lacy cover structure and the formation of secondary pits. We
analyze the response of pit growth and lacy cover morphology to changes in the applied
potential and, separately, the chloride concentration.
The paper is organized as follows: In Section 3.2, the PD corrosion damage model is briefly
reviewed. Section 3.3, includes the proposed PD repassivation model and the modified salt
layer model. In Section 3.4, the salt layer model without repassivation is tested, and then
in Section 3.5, the complete model is validated against a 2D potentiostatic experiment
reported in the literature. Section 3.6 includes examples of the model application with farfield boundary conditions. A study on potential drop in the solution is then presented in
Section 3.7. Parametric studies for different solution resistivity, applied potential, and
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chloride concentration, and their effect on the pit shape, corrosion rate, and the lacy cover
structure, are collected in Section 3.8. Conclusions are presented in Section 3.9.
3.2

A brief review on the peridynamic model for corrosion damage [14]

As mentioned in the introduction, recent experiments suggest the existence of a micrometer thick layer at the corroding solid surface, different from the corrosion product
layer, over which gradual changes in composition and mechanical properties take place
[15, 16]. The name “diffusion corrosion layer” was given to highlight these gradual
changes. The actual physical phenomena leading to the formation of this layer are
complex, not fully understood, but likely caused by the wetting of the solid through
microstructural features in the alloy such as: microcracks, inclusions, precipitates, grain
boundaries, pores, etc. A complex network for partial corrosion of the alloy may form
and dissolved metal ions can then out-diffuse through the electrolyte via this
microstructural network. The microstructural network can produce an effective
diffusivity across this layer that is significantly smaller than the electrolyte diffusivity,
yet much larger than the value of diffusivity through the crystalline solid.
The bi-material diffusion approach in peridynamic (PD) corrosion model was proposed to
model the corrosion process, and in doing so, it models corrosion damage and the DCL
mentioned above [14]. We emphasize that the “diffusion” in the solid part here is
understood as only taking place in the DCL layer, near the surface where the electrolyte
wets the alloy, not through the entire solid bulk, in which diffusivity values are
infinitesimally small compared with electrolyte diffusion. Nevertheless, in the study
where the model was introduced [14], the DCL diffusion was extended to the entire solid
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because the dissolution affinity (effective diffusivity in the “solid”) is small compared
with the diffusivity in the solution, and its effects are only felt close to the corrosion
front, creating the DCL over a thickness in the order of the nonlocal size, for sufficiently
short time spans [14]. This approach allows for “pushing” boundary conditions far away
from the corrosion front into the solid, and thus simplify implementation, without
affecting the results in any meaningful way. Note that in time, the width of the DCL
slowly grows, with the DCL “spreading” beyond what is measured in experiments. We
resolve this issue in Section 3.3.
The bi-material diffusion approach, the dissolution affinity in the solid and diffusion of
metal ions in the solution, together with the phase-change from solid to liquid, allow
autonomous pitting triggered by initial and boundary conditions only. The boundary
conditions can be implemented either as far-field (as done in recent studies [14, 23], and
also here) or near the pit boundary. The latter requires a somewhat more complicated
algorithm, but may be computationally more efficient because calculations will be
performed for the solid only near the corrosion front and in the electrolyte. As mentioned
in the introduction, such moving boundary conditions would also prevent minute drops in
concentration far from the corrosion site, which is realistic.
Figure 2.1 illustrates the bi-material diffusion approach model [14]. Subscripts L and S in
fluxes refer to liquid and solid phases of the material system.
In Eq. Error! Reference source not found. these two fluxes are presented with the
lassical Fick’s law of diffusion:
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𝑓 =�{

−𝐾𝑆 (𝜂)∇𝐶��solid�(DCL)
�����������
−𝐾𝐿 ∇𝐶�����Liquid�(solution)

(3.1)

Figure 3.1. Bi-material diffusion approach in pitting corrosion [14].
where 𝑓 is the flux (mol⋅m-2⋅s-1),�𝐶 is the metal concentration (mol⋅m-3), 𝐾𝐿 �is the metalion diffusivity inside the liquid (m2⋅s-1), and 𝐾𝑆 is the dissolution affinity (earlier called
the “effective diffusivity”) (m2⋅s-1) of the solid depends on the overpotential 𝜂 (V).
Faraday’s second law is used to re-write the Tafel equation in order to derive the relation
for 𝐾𝑆 (𝜂) as follows [14]:

𝐾𝑆 (𝜂) = � 𝐾0 × 10

𝜂
( )
𝛽𝑎

(3.2)

where 𝐾0 is the dissolution affinity corresponding to the dissolution rate at zero
overpotential under activation controlled conditions (to be calibrated from the Tafel plot
for a particular solid-electrolyte system, see Section 3.5), and 𝛽𝑎 is the slope of the
corresponding anodic Tafel plot (V⋅ decade-1) [14].
̂
In the peridynamic theory, each material point 𝒙 interacts with all of the material points 𝒙
in a neighborhood surrounding it, not only with those that are in direct contact with it. This
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neighborhood, a nonlocality interactive zone, is referred to as the “horizon region” of 𝒙.
When taken to be a disk (in 2D) or sphere in 3D, its radius 𝛿 is the “horizon size”, or
simply the “horizon”, and from the context it will be clear when we refer to the region or
its radius [27]. In the coupled peridynamic corrosion-damage model, the interaction
̂ is defined with both diffusion bonds (that transfer the metal-ion
between 𝒙 and 𝒙
concentration) and mechanical bonds (that help define damage in the solid) [14]. Each node
in the liquid-solid system is characterized by its metal ion concentration at moment t:
𝐶(𝑥, 𝑡) and mechanical damage index at moment t, 𝑑(𝒙, 𝑡) (see below). Fick’s law of
diffusion is reformulated for peridynamics [14, 28]:
𝜕𝐶(𝒙,𝑡)
𝜕𝑡

̂, 𝒙, 𝑡) 𝑑𝑉𝒙̂ �,
= ∫𝐻 𝐽(𝒙

(3.3)

𝑥

where 𝐻𝒙 represents the horizon region, 𝑑𝑉𝒙̂ is the volume (m3) corresponding to the
̂, and the kernel 𝐽(𝒙
̂, 𝒙, 𝑡) refers to the micro-flux (mol⋅m-6⋅s-1)
material point 𝒙
corresponding to the diffusion bond between 𝑥 and 𝑥̂ at moment 𝑡. The micro-flux is
expressed as follows:

̂)
𝑘(𝒙, 𝒙
̂, 𝒙, 𝑡) = {
𝐽(𝒙

̂, 𝑡)−𝐶(𝒙, 𝑡)
𝐶(𝒙
‖𝒙
̂−𝒙‖2

0,

̂ − 𝒙‖ ≤ 𝛿
, ‖𝒙

�

(3.4)

‖𝒙
̂ − 𝒙‖ > 𝛿

̂) is the micro-diffusivity (m-1⋅s-1) of the diffusion bonds. 𝑘(𝒙, 𝒙
̂) can be
where 𝑘(𝒙, 𝒙
calculated from the classical diffusion coefficient 𝐾𝐿 (m2⋅s-1) or classical dissolution
affinity 𝐾𝑆 (m2⋅s-1) –discussed in Eq. Error! Reference source not found. - and the
orizon size [14, 28]. For “interfacial bonds” connecting solid nodes to liquid nodes, micro-
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diffusivity is calculated from Eq. (3.5) as a harmonic average of the micro-diffusivities in
each phase [14]:
2𝑘𝐿 𝑘𝑆

̂) = �
𝑘(𝒙, 𝒙
𝑘

(3.5)

𝐿 +𝑘𝑆

For computations, we discretized the PD model with a uniform grid. One-point Gaussian
integration [29] is used to calculate the integral in the right-hand side of Eq. (3.3) at every
discretization node in the grid (see Appendix for more details). Forward Euler method[30]
in time with uniform time-step is employed then to solve Eq. (3.3) and update the
concentration.
Corrosion-induced damage is modeled via relating metal ion concentration and damage
index with a two-way coupling approach: concentration-dependent damage (CDD) and
damage-dependent corrosion (DDC) [14]. Damage index, 𝑑(𝒙, 𝑡), is a dimensionless
parameter at a node 𝒙 and time 𝑡 and is defined as the number of broken mechanical bonds
divided by total number of mechanical bonds for that node and at that time. The CDD
model introduces the connection between this notion and the metal-ion concentration:
1
𝐶solid −𝐶(𝒙,𝑡)

𝑑(𝒙, 𝑡) = � { 𝐶

solid −𝐶sat

0

, 𝐶(𝒙, 𝑡) ≤ � 𝐶sat
�����������������, 𝐶sat < 𝐶(𝒙, 𝑡) < � 𝐶solid �

(3.6)

���, 𝐶(𝒙, 𝑡) = 𝐶solid

where 𝐶solid refers to metal-ion concentration (mol⋅m-3) in the solid phase and is obtained
by dividing the metal density by its molecular weight. 𝐶sat is the saturation value of metalion concentration in the solution (mol⋅m-3), available in handbooks and published
experiments. At each time step, the CDD model computes the damage index after the
diffusion equation is solved. Damage index at a node can increase when its metal-ion
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concentration decreases due to corrosion. Changes in the damage index induced by the
drop in concentration require the breaking of additional mechanical bonds. At every timestep, a stochastic procedure selects the bond to break [14], and we use the same procedure
here. The phase-change takes place by switching the dissolution affinity of solid nodes to
the diffusivity of liquid, when the concentration in these nodes drops bellow 𝐶sat due to
the out-diffusion of metal ions from the solid phase. Note that these nodes also have a
damage index of 1 due to CDD model. In terms of energetics of the process, the phasechange energy is implicitly embedded in the model from the calibration for the dissolution
affinity parameter, to which the rate of phase-change is proportional.
In addition to the coupling between concentration and mechanical damage represented by
the CDD model, the DDC model imposes an additional phase-change from solid to liquid
for each metal node that has lost all of its mechanical bonds (𝑑(𝒙, 𝑡) = 1), even if its
concentration has not yet dropped below the 𝐶sat value. This assumption makes sense when
nodal volumes are small (sufficiently fine discretization) which physically corresponds to
the situation when totally damaged metal is in a pool of electrolyte. Therefore, in this
model, a solid node with damage index equal to one has its dissolution affinity switched to
the diffusivity in the liquid. Without the DDC model, the DCL tends to extend beyond its
experimentally measured thickness in activation-controlled conditions [14].
For diffusion-controlled corrosion, the effect of the salt film is implicitly imposed by
applying a temporary stop on dissolution (“effective diffusion”) from solid nodes to any
liquid node with a concentration higher than 𝐶sat until the mass transport in the solution
drops the concentration at the liquid node bellow 𝐶sat again [14]. 2D simulations with this
model matched the width-to-depth aspect ratio and the corrosion rate of experiments [23].
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However, the DCL tends to spread into the bulk for long corrosion times (under these
diffusion-controlled conditions), which is unrealistic. Recent experiments showed that the
DCL thickness is independent of corrosion time [16]. This issue is addressed and resolved
in the present work by a new PD model for salt layer formation (see Sections 3.3.2, and
3.4).
3.3

New peridynamic models for repassivation and salt layer formation in
corrosion damage.

In this section, we first discuss a new peridynamic model for representing the repassivation
mechanisms in pitting corrosion and then introduce an improved representation of the salt
layer formation that restricts unrealistic spread in time of the corrosion-induced damage
under diffusion-controlled regime in the peridynamic model.
3.3.1 A new mechanism for repassivation in the peridynamic model of corrosion
In order to obtain autonomous formation of the lacy cover in pitting corrosion, we introduce
a model for passivation in peridynamics. As mentioned, a minimum of metal ion
concentration (𝐶crit ) at the pit interface is required to prevent passivation [4, 31]. When the
concentration drops below this critical value, pit walls repassivate. Corrosion continues in
parts of the pit that have not passivated and, eventually, it undermines around the
passivated regions and reaches the surface to create the perforated cover [1, 4]. In this work
𝐶crit in the solution is considered for the repassivation criterion. In classical local models
corrosion stops at the pit boundary where the passivation criterion is satisfied [4, 12]. It
should be noted that metal ion concentration�is related to hydrolysis and, therefore, it is
related to the local pH through local chemistry. Hence, 𝐶crit is an indirect measure for pH
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drop (which controls passivation), and may have certain limitations [1, 7, 8, 32]. For the
pitting corrosion examples we cover in this paper, however, the 𝐶crit criterion appears to
work well, and has been used in modeling before [4, 31].
We introduce a repassivation mechanism in the peridynamic model as follows: if the
concentration drops below the critical value (𝐶(𝑥, 𝑡) < 𝐶crit ) at a node in liquid, which has
bonds with nodes in the solid phase, then all of the solid nodes connected with the liquid
node mentioned, are passivated. Passivating a solid node is accomplished by assigning zero
value to dissolution affinity of that node (zero micro-diffusivity for all of the bonds of that
node) which effectively shuts-off diffusion in such bonds.
In Figure 3.2, node A is a liquid node (with bonds connecting to nodes in the solid phase)
with 𝐶 < 𝐶crit . This causes passivation at nodes B and C, meaning that diffusion stops in
all of the bonds connected to B and C. In Figure 3.2 we show passivated bonds for node B.

Figure 3.2. Non-local passivation mechanism in peridynamic model. Red bonds
have zero micro-diffusivity.
Note that this repassivation mechanism does not require explicit tracking of the interface.
Therefore, the PD model has a fully autonomous evolution of the pit surface. Elimination
of the Stefan condition on pit surface and its autonomous evolution arise from the
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nonlocality of the PD approach. This is an important advantage when one intends to
simulate, for example, complicated interactions between multiple pits or corrosion in
polycrystalline materials. In addition, autonomous evolution eliminates potential
accumulation of errors due to re-meshing the domain in models that require tracking of
the corrosion front.
3.3.2 A model for describing the presence of the salt layer
In diffusion-controlled corrosion, pit propagation is limited by the diffusion rate of metal
ions in the solution. In this case, the corrosion rate does not depend on the applied potential,
and it only depends on the local concentration gradient of metal ions [33]. Knowing that
the solution cannot dissolve more metal ions when saturated, increasing the potential such
that the dissolution rate exceeds the diffusion rate results in precipitation of a salt film at
the pit surface. Salt layer causes a local potential drop and decreases the dissolution rate.
At steady state, the salt layer will reach a thickness such that the rates of dissolution and
diffusion become equal. As the pitting continues, the local concentration gradient (and
therefore the thickness of the salt film) changes such that the potential remains balanced to
maintain diffusion-controlled regime [8, 33]. We note that a salt layer is not necessarily
formed in all pitting corrosion processes. For example, pitting corrosion in aluminum
alloys are sometimes reported to have a rough surface and microstructural dependent
dissolution rates [34]. This implies a dependency of corrosion rate on the alloy properties
and not only on the diffusion in the solution. However, for stainless steel, most
potentiostatic pits that are experimentally observed have a smooth surface at the bottom [2,
11-13]. This implies corrosion under the diffusion controlled regime and existence of a salt
layer.
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As briefly mentioned at the end of Section 3.2, in the original PD corrosion model a simple
scheme was used to model the presence of the salt layer [14]. In this model diffusion in
solid-liquid “interface-bonds” temporarily stopped whenever the concentration of the node
in the liquid phase exceeded the saturation value (𝐶sat ). Diffusion at these interface bonds
could recover when mass transport in the liquid phase reduced the concentration of the
liquid node lower than 𝐶sat . This prevented the concentration at liquid nodes to become
higher than the saturated one and led to corrosion rates similar to those seen in experiments.
However, since nothing was done for bonds connecting interface solid nodes (a solid node
with bonds having one end in the liquid) with other solid nodes inside their horizons,
diffusion in the solid continued and led to unrealistic spread of the DCL. For example, with
this model a “trapped pit” filled with a saturated solution (𝐶sat ) can lead to unbounded
DCL-spread in time, while the pit size remains the same. Several factors contribute to the
local reaction/dissolution: metal and electrolyte composition, solution concentration,
temperature, overpotential, and the salt film presence. The calibrated value for 𝐾𝑆 (see Eq.
(3.2)) embeds all of these factors, influential on anodic reaction kinetics. Instead of looking
at the bonds, in the new salt-layer PD model we focus on the nodes because they are the
carriers of material information, and we will pause the dissolution affinity for nodes that
are in the range of influence of the salt layer.
The proposed implicit model for salt layer presence in the peridynamic model of corrosion
damage is as follows: if a solid node has a liquid node in its horizon with concentration
equal or higher than 𝐶sat , dissolution affinity of this node changes to zero. According to
Eq. (3.5), this stops (pauses) the diffusion in all of the bonds of this node as long as the
condition holds, not only solid-liquid bonds. This is similar to the passivation mechanism
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introduced in the previous section, in which micro-diffusion is stopped for both solid-liquid
and solid-solid bonds. Figure 3.3 illustrates the model for representing the effect of the salt
layer. It should be noted that the dissolution-pauses (assigned zero micro-diffusivities) are
temporary and reversible for the nodes that are affected by the salt layer, while in the case
of passivated nodes diffusion-stops are permanent and irreversible (Figure 3.2). The reason
is that once a surface is passivated, it does not participate in the anodic reaction anymore,
whereas nodes affected by salt do react but with a lower rate (which here is modelled via
temporary “pauses” on dissolution).
In time, this simple approach is equivalent to a decrease in the potential calculated
explicitly from electrical resistance of the salt film without any of the possible challenges
and complexities encountered in a study where Laycock and White model [12] is used [13].
There are other models that use a Dirichlet boundary condition (𝐶 = 𝐶sat ) for diffusioncontrolled corrosion [21, 26]. However, the implicit mechanism proposed here is
embedded within the constitutive model and is not required as an input boundary condition.

Figure 3.3. Strategy for representing the effect of the salt layer. Red bonds are
temporarily paused due to saturation at nodes in the nearby solution.
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3.4

Improved DCL evolution

We first test how the improved model for salt-layer presence differs from the previous
model [14, 23] with an example in which repassivation is not considered. Material
properties and model parameters are chosen the same as the ones used in previous studies
[14]: 𝐶solid = 143000 mol⋅m-3, 𝐶sat = 5100 mol⋅m-3, average charge number in 304 stainless
steel n = 2.19, liquid diffusivity 𝐾𝐿 = 850 μm2⋅s-1 , and the dissolution affinity of the solid
𝐾𝑆 = 2 μm2.s-1. The horizon size is 4.02 μm and the horizon factor m = 4.02 (node interval
= 1 μm). The 2D computational sample is a 300 × 300 μm2 square with initial concentration
equal to 𝐶solid. 20 nodes centered at the top of the sample are set to have a zero
concentration to trigger the pitting corrosion. Similar to a previous study [23], to simulate
the condition for a case with weak passive film with no repassivation, the concentration of
each corroded node on the top boundary is set to zero as if it were connected to the bulk
solution. The time step is 1.15×10-3 s to satisfy the numerical stability condition. Figure 3.4
illustrates the time evolution of the pit, with corresponding zoom-ins near the bottom of
the pit, produced by the two models. The plots on the right-hand side of the figure are
obtained with the improved model. The zoomed-in views from the pit bottom show that
the DCL thickness grows in time for the previous model, whereas with the improved saltlayer model, this thickness is constant in time, which is what experiments have shown to
be the case [16]. It can also be seen that DCL thickness with the new model is around 4-5
μm, which is about the size of the peridynamic horizon. The proposed enhancement on salt
layer mechanism in our model is essential for peridynamic corrosion model because
without maintaining a constant-in-time DCL thickness, eventually the corrosion rate will
start to depart from the expected one.
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From Figure 3.4, we observe the ability of the nonlocal model to simulate the presence of
the DCL, as a natural, intrinsic feature. To do the same but with a local model, one would
be required to introduce, in a possibly inconvenient way, a length-scale into the model to
capture the DCL. This is another advantage of the current nonlocal approach compared
with classical models. In addition, it is difficult to see how the evolution of mechanical
damage in the DCL could be modeled as easily with a local approach. Modeling damage
evolution through the DCL is important in SCC problems, when one couples the corrosion
PD model with fracture models. Evolving fracture, damage, and fragmentation, in all their
complexity are easily handled in peridynamic models [35-39].
Next, we test the full model (including the repassivation mechanism) against experimental
results for pit propagation under potentiostatic conditions.

Figure 3.4. Time-evolution of corrosion damage (see legend) with the earlier saltlayer model[14] (left side of the figure) and the newly proposed model (right-side
of the figure). The circles in zoomed-in plots show the horizon region around a
node. Observe the continuous “spread” in time of the DCL (left) versus the timeindependent thickness of the DCL with the new model (right).
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3.5

Calibration and model validation against experiments

In this section, we first find/calculate the physical parameters required as model inputs,
from experimental data. Then we explain the calibration of dissolution affinity (𝐾𝑆 ) to the
corresponding Tafel plot. Then we compare the peridynamic results with those from a
particular 2D experiment that shows detailed pictures for the time-evolution of a pit under
potentiostatic conditions.
3.5.1 Parameters in the experiments
A well-monitored 2D experiment for potentiostatic corrosion of 304 SS thin foil in 0.005
M NaCl solution under the application of 650 mV (Ag/AgCl) potential is selected for
validation of the presented model [7, 40]. These studies also provide pit evolution images
[7, 40]. The side and top views of the pit presented in these papers clearly show lacy cover
formation: fast developing lobes, perforation and pore size, and the intact passivated cover.
For our PD model, material properties and physical values are taken directly from the
literature or estimated from related reported values in the literature: 304 SS mass density
7.82 g.cm-3, molar mass 57.6 gr⋅mol-1 [7]; from density and molar mass metal concentration
in solid we compute: 𝐶solid ≅ 135700 mol⋅m-3; saturation concentration is 𝐶sat = 5100
mol⋅m-3 [33]. Diffusion coefficient of 304SS ions in sodium chloride solution is measured
to be 824 μm2⋅s-1 at 25 oC [8]. Reported temperature for the experiment is approximately
21 oC [7]. From Stokes-Einstein equation [41], diffusivity is proportional to the absolute
temperature and inverse viscosity: 𝑇/𝜇(𝑇). This proportionality is used here to estimate
diffusivity at 21oC. Water viscosities at 25 and 21 oC are calculated from 𝜇(𝑇) = 2.414 ×
10[247.8⁄(𝑇−140)−5] �[42]. Liquid diffusivity (𝐾𝐿 ) at 21 oC is then calculated 750 μm2⋅s-1. As
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discussed in previous sections, a critical value for metal ion concentration (𝐶crit ) is required
to trigger passivation. The model by Laycock and White defines 𝐶crit as a function of
critical current density which refers to the current density at the fast-developing “lobes”
bellow the passivated area [12]. In another study [40], this model is calibrated by
experimental data available for 304 SS, and a graph is presented for critical current density
versus critical concentration. Knowing that the critical current for 304 SS in the 0.005 M
NaCl solution and the applied potential of 650 mV (Ag/AgCl) is approximately 3 A⋅cm-2
[7], the corresponding 𝐶crit is 2500 mol⋅m-3.
In our approach, current at each time increment is calculated from Eq. (3.7):

𝐼=

�reduction�in�metal�(mol)�×�𝑛�×�𝐹
∆𝑡

�

(3.7)

where I is the total current, n is the average charge number (equal to 2.2) [7], F is Faraday’s
constant (96485.3 C⋅mol-1), and ∆t is the time increment (s). The reduction in metal is
obtained by multiplication between the nodal concentration and the nodal volume
(computed by using the nodal 2D area times the foil thickness).
3.5.2 Calibration of peridynamic model parameters
The dissolution affinity of solid (𝐾𝑆 ) is the key parameter in the bi-material-diffusion
approach introduced in the PD corrosion model. This parameter represents characteristics
of the corresponding anodic reaction. If the overpotential (𝜂) is expanded 𝐾𝑆 can be written
for each material type and solution type as a function of applied potential and physical
properties [12]:
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𝐾𝑆 = � 𝐾0 × 10

𝐸app −𝐸0 −𝐼𝑅
(
)
𝛽𝑎

(3.8)

where 𝐸𝑎𝑝𝑝 is the applied potential, 𝐸0 is the potential of an arbitrary reference point from
corresponding empirically obtained anodic Tafel plot, 𝛽𝑎 is the anodic Tafel slope, 𝐼𝑅 is
the potential drop. 𝐾0 is calibrated (see below) using 𝑖0 , which is the current corresponding
to 𝐸0 from the reference point in Tafel plot [14].
It should be noted that since salt film effect is already modeled via an implicit approach
(see Sections 3.3.2 and 3.4), its corresponding potential term is not included in Eq. (3.8).
An advantage of this approach compared to other studies [12, 13], is that there is no need
to calculate the thickness of the salt layer and then calculate the potential drop. In addition,
the proposed model does not need an explicit boundary conditions on the pit surface,
required in other models [4, 21, 26]. Instead, concentration-dependent stop-and-go
diffusion imposes a similar effect on corrosion.
We could not find the anodic Tafel plot for corrosion of 304SS in 0.005 M NaCl in the
literature. However, a study that presents the influence of NaCl solution concentration on
Tafel plots for 302SS is available [32]. Although experiments indicate some differences in
mechanical properties between 302SS and 304SS, these alloys seem to have very similar
corrosion rates and potentials [43, 44]. We will use the available data at other
concentrations and extrapolate to the 0.005 M NaCl concentration as follows: from the
available Tafel plots for corrosion of 302SS in NaCl solution with concentrations of 1 M,
0.1 M, 0.3 M, and 0.01 M we extract the corresponding Tafel slopes [32]. We construct a
linear curve fit (in terms of log of chloride concentration) through this Tafel slopes data
(see Figure 3.5a). From this extrapolation, we read the Tafel slope for the concentration of
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interest (0.005 M). In a similar fashion, we perform a linear curve fit for potentials, for an
arbitrarily selected current, 𝑖0 = 1000 A⋅m-2, through the values corresponding to 1 M, 0.1
M, 0.3 M, and 0.01 M concentrations (see Figure 3.5b). From this curve-fit, we now read
the potential corresponding to 0.005 M NaCl. The Tafel slope and the potential value, for
the current selected and at the 0.005 M NaCl concentration, give the entire Tafel line, which
allows for calibrating our model.

(a)

(b)

Figure 3.5. Linear curve-fits (in log of chloride concentration) to (a) Tafel slope,
and (b) potential (E0) at 𝑖0 = 1000 A⋅m-2, for 302SS in NaCl solutions [32].
Using this scheme, the anodic Tafel slope is obtained as 𝛽𝑎 =159 mV⋅decade-1, and the
reference point is: (𝐸0 , 𝑖0 ) = (+92 mV (SCE), 1000 A⋅m-2).
In the potential drop term in Eq. (3.8), 𝐼𝑅, 𝐼 refers to the total anodic current and 𝑅 is the
total resistance from electrode to corrosion interface. Excluding the precipitated salt, three
types of resistance are contributed to potential drop: solution inside the pit, solution inside
perforations (as small channels), and the bulk solution outside the pit [9]. Due to the high
concentration of ions inside the pit compared to the bulk solution, solution resistance inside
the pit is relatively insignificant [9]. In addition, according to a model for total resistance
[9], if the cover thickness is sufficiently small, we may neglect the resistance through the
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lacy cover when compared to that of the bulk solution. Here we consider 𝑅 to be the bulk
solution resistance outside the pit.
An IR-drop of 350 mV is reported for 304 SS thin foil in NaCl solution of 0.1 M and
applied potential of 650 mV (Ag/AgCl) [13]. The experimental set up for the test with 0.1
M NaCl is identical to the one with 0.005 M NaCl [13]. The current from the experiment
with 0.1 M NaCl is observed to be higher than the one for 0.005 M NaCl, while the opposite
is true for the resistivity. Since changes in current and resistance are found to be in the
same order of magnitude, the IR product may be not dramatically affected by variations in
electrolyte concentration. Consequently, it is reasonable to use 350 mV in this simulation
as a first guess for the solution potential drop.
Note that IR-drop is not a constant value and varies in time in general. As the corrosion
proceeds, the total current (I) increases, whereas resistance (R) decreases, due to the
expansion of the pit mouth. Nevertheless, here, for simplicity, the IR is considered as a
constant value. In Section 3.7, where the evolution of the IR-drop is investigated, we show
that considering a constant IR during the corrosion is a fair assumption, at least for this
specific electrochemical cell.
As mentioned in Section 3.2, 𝐾0 is the dissolution affinity corresponding to zero IRcorrected overpotential and should be calibrated using the reference point (𝐸0 , 𝑖0 ). To
perform the calibration, we first choose a horizon size. Results shown in Figure 3.4
(obtained with a horizon size 𝛿 = 4.02 μm and horizon factor m = 4), reveal a DCL thickness
of 4 to 5 μm. The DCL thickness in 304 SS was not found in the literature. However, a
thickness of 2 to 8 μm is reported for a magnesium alloy [16]. For DCL in an aluminum
alloy, an average thickness of 5 μm is measured [45]. For the remainder of the present work
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we choose the horizon size to be 𝛿 = 4.02 μm (m = 4.02, such that the grid spacing is 1
μm), corresponding to a thickness of ~5 μm for DCL. The calibration procedure, however,
can be repeated in the same manner for an arbitrary DCL thickness by changing the horizon
size.
After selecting the horizon size, a small value was considered as a trial dissolution affinity
(𝐾trial ) such that the corrosion remains activation-controlled. The resultant current (𝑖trial )
was then measured via a 2D simulation of a rectangular sample (40×200 μm2) corroding
from one end. From Faraday’s second law, the relation between the dissolution affinity (the
“effective solid diffusivity”) and current is obtained:
𝐾0
𝑖0
=
.
𝐾trial 𝑖trial

(3.9)

𝐾0 is calculated from Eq. (3.9) to be 0.022 μm2.s-1. This 𝐾0 is valid as long as the reference
point and the discretization size do not change. Extracted values for 𝐾0 , 𝐸0 , 𝛽𝑎 , and 𝐼𝑅 are
inserted in Eq. (3.8). Dissolution affinity is obtained then as 𝐾𝑆 = 0.28 μm2.s-1 ,
corresponding to the applied potential of 650 mV (Ag/AgCl).
It should be noted that local chemistry at the corrosion front is not the same as in the bulk
solution. Near the front, the electrolyte is highly acidic and high in chloride concentration
[11]. However, the experimental Tafel plots used here to extrapolate and find the data for
calibrating the model are from “artificial 1D pit” tests [32]. They obtained the polarization
curves from exposing one end of thin steel wires (50 µm diameter), covered by epoxy resin
to the solution in order to study pitting behavior in one dimension. High chloride
concentrations indeed happen at the tip of the wire (to mimic the pit bottom) as corrosion
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progresses, but the “input”, nominal concentration of the electrolyte is 0.01 to 1 M [32].
Tafel plots in this reference are labeled with the nominal bulk solution concentration not
local concentration at the corrosion front [32]. In our model, we calibrate to an extrapolated
Tafel plot from Tafel plots labeled with the nominal bulk concentration. Therefore, the
extrapolated values associate with pitting corrosion in exposure to 0.005 M bulk NaCl
solution, regardless of local chemistry which already exists in the data implicitly.
3.5.3 Model setup for validation with experiments
In order to simulate the experiment selected for validation of the model [7], a 300�×�300
μm2 area is considered as the 2D computational sample and is discretized with a uniform
grid as mentioned above. Figure 3.6 describes the initial and boundary conditions applied
in this simulation. For pit initiation, a small circular pit (radius = 10 μm) on the top is
considered filled with saturated solution (𝐶sat ) , resembling a small dissolved inclusion on
the top surface. This initial pit is similar to the initial pit used in another study, which is
based on initiation from dissolution of surface inclusions [10, 12]. The rest of the square
area of the computational sample has the solid concentration (𝐶solid ). According to
provided experimental data [7], the concentration of ions in the solution on top of the
sample can be considered zero. Hence, instead of modeling the bulk solution on the top,
for simplicity, liquid nodes (whenever they appear/are present on that boundary) in the top
row of the sample are always set to have zero concentration. This is similar to the value
used before [14, 23]. The evolution of the lacy cover, however, is part of the solution
procedure here, whereas in the previous studies [14, 23], the locations for the eventual
perforations were pre-defined. The increment used is the same as in Section 3.4.
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Figure 3.6. Initial (a) and boundary (b) conditions for the validation problem.
We emphasize that, in contrast with the modeling approaches found in literature [4, 12, 21,
26], no Stefan-condition on the pit surface is required in our model [14]; instead,
autonomous pit propagation and autonomous lacy cover formation are obtained once the
initial conditions trigger the corrosion process. Current density can then be calculated based
on the pit propagation obtained as the solution proceeds.
3.5.4 Simulation results and discussion
Figure 3.7 and movies 1(a) and 1(b) (see Supplementary materials in [55]), illustrate the

simulation results and the corresponding experiment. Figure 3.7a shows the damage profile
(0 means undamaged metal, 1 means completely dissolved metal). The DCL thickness is
around 5 μm along the pit surface. The metal concentration distribution is shown in Figure
3.7b. At certain locations along the bottom of the pit we notice liquid areas (where damage

index is one) with higher instantaneous concentration than saturation value. This happens
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due to the DDC model [14]. This high concentration in the solution triggers the algorithm
for the salt layer presence to put a pause on dissolution until the ions diffuse out such that
the concentration drops below 𝐶sat again.

(a)

(b)

(c)

Figure 3.7. PD simulation results for the pit shape corrosion of 304 SS thin foil in 0.005 M
NaCl solution and applied potential of 650 mV (Ag/AgCl) at 460 s after initiation of
corrosion (see also movies 1(a) and 1(b) in Supplementary materials in [55]). In (a):
damage map; in (b) metal-ion concentration map; in (c) experimental result at 600 s [7].

Comparing Figure 3.7b and c, we conclude that the model delivers a good prediction of the
pit aspect ratio (ratio of width to depth). Autonomous formation of lacy cover can be
observed on top of the pit in Figure 3.7b. At the beginning of the simulation, zero
concentration assigned to nodes on top boundary that are in the initial hole (see Figure 3.6)
causes the regions of pit walls inside their horizon domains to passivate. Soon after that,
passivated regions may expand depending on the computed concentration distribution in
the system. Corrosion continues below the passivated walls and undercuts the top
boundary. The new perforation triggers the boundary condition that imposes zero
concentration at liquid nodes on the top boundary (see Figure 3.6b). This, in turn, as
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diffusion evolves, results in newly passivated regions near the new perforation. The process
is fully autonomous.
In Figure 3.8 we present three snapshots corresponding to experimental results at some
specific times. The identical times and the same length scale as in experiment are used in
the computations in producing these results. The simulation in movies 2(a) and 2(b) in
Supplementary materials in [55], show a close-up for the timeline of pit growth.
Developing lobes under passivated walls can be clearly observed in both the experimental
and PD simulation results. The effect of the salt layer at the bottom of the pit, modeled as
described in Section 3.3.2, causes a slower corrosion in the diffusion-controlled region near
the bottom of the pit. However, the lobes are mostly salt free and develop faster in response
to the applied potential. The faster corrosion on the sides and slower reaction rate at the
bottom generates the dish-shaped pit. Although lacy cover formation was previously
simulated in other models [4, 12, 13], the remarkable agreement of pit morphology in the
same time and length-scale is one of the main advantages of our approach.
Cross-section of the lacy cover shows a teeth-like structure in the experiment because of
passivation. This structure is well captured in the simulation as well. Although the lacy
cover formation mechanism, pitting rate, and aspect ratio are in good agreement with the
experiment, cover “teeth” (material left-behind) are slightly larger in experiment than in
our simulations. Two factors are believed to contribute to this. In the present work, the
simplified boundary condition used on the pit mouth results in discretization-dependent
perforations. This is discussed in Section 3.6. Another contributing factor is that our model
is 2D while the experiments show a 3D lacy cover.

87

Figure 3.8. Comparison of PD simulation snapshots (first two columns) and
experimental radiographs [13]. (last column). See also movies 2(a) and 2(b) in
Supplementary materials in [55]. Damage map (first column), and metal-ion
concentration map (second column). Colors are same as in Figure 3.7.
The porosity of the lacy structure plays an important role in determining the shape and
morphology of the pit evolution [2, 7, 11, 23]. We now compare the 2D porosity (from the
top view of the lacy cover) in the experiment with the one from our simulation. The
simulation-obtained perforations are nodes on the top row with complete damage (d = 1),
where each pore is 1 to 2 μm long. These perforation segments are then extruded in the
out-of-plane direction to match the foil thickness (25 μm). This procedure generates a 2D
map of computed perforations, as if it is viewed from the top, like in experiments. The
comparison between the top view from the experiments and simulation (the extruded top
nodes) is shown in Figure 3.9. Using binary image analysis of the top view of the
experimental lacy cover, we obtain a pore density of 17.5%. The lacy cover resulting from
the PD simulations, extruded to 2D, gives 16% porosity. Other models have provided
parametric studies and qualitative conclusions in terms of lacy cover structure [4, 13].
However, the close prediction of pore density for a specific experiment is, to the best of
our knowledge, a first. A good agreement in pit shapes between simulation and experiments
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is another way to confirm that the cover has to be similar as well, or else such a match
would not be possible.
Another observation about results in Figure 3.9, is that the PD simulated cover is not
symmetric. This is due to the stochastic elimination of mechanical bonds in the CDD
model, explained in Section 3.2. We note that although elimination of bonds is random, the
overall pit shape, pit aspect ratio will be very close to each other when different runs with
same input data are completed. Differences between such results will only be at the horizon
size scale level. The stochastic elimination of mechanical bonds serves as a good, simple,
mechanism that leads to a computed corrosion evolution able to resemble the presence of
small microstructural variability in a material.

Figure 3.9. Top two figures: lacy cover top view (from experiment [7]) and its
binary image processed with Matlab. Bottom figure: 2D equivalent lacy cover
obtained by extrusion of the perforations from the PD results from Figure 3.7(a).
In terms of corrosion rate, while results in Figure 3.8 demonstrate that the computed
corrosion rate is close to the one in experiments, the results in Figure 3.7 show that, after a
while, the computed corrosion rate is faster than the experimental one. This fact is
confirmed by the total current time-evolution plot given in Figure 3.10. A possible
explanation for the departure seen between the computed corrosion rate and the
experimental one for times past the 200 s mark, measured from the initiation of corrosion,
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is our assumption of a constant IR-drop value. In the Section 3.7 we analyze what happens
if we consider IR-drop variable in time.

Figure 3.10. Total current vs time for PD results and experiment [7] for corrosion
of 304 SS thin foil in 0.005 M NaCl solution and applied potential of 650
mV(Ag/AgCl).
3.6

Model with far-filed boundary conditions

In this section, we show how using far-field boundary condition improves modeling of
pores evolution in the passive film. With the algorithm used in the previous section, the
size of a new perforation is limited to the width of one or two nodes because of the
boundary condition on the top surface that sets concentration equal to zero as soon as a
node on this boundary becomes a liquid node. The zero value of the concentration at these
nodes then triggers immediate passivation around them. Also, the distance between two
new perforations cannot be smaller than the horizon size (𝛿) because of the re-passivation
mechanism discussed in the Section 3.3.1. The first geometrical constraint can be
eliminated by actually modeling a “layer” of electrolyte on top of the metal. The second
one is not critical because the horizon size (which is related to the thickness of the DCL)
is not larger, in the simulations performed here, than the generally observed distance
between perforations [2, 11].
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To remove the first geometrical restriction, we change the initial and the boundary
conditions described in Figure 3.6 to those shown in Figure 3.11. In this figure, C0 denotes
the initial concentration in each part of the domain.

Figure 3.11. Initial and far-field boundary conditions for model with an electrolyte
layer on top of the pit.
With such conditions, the top surface of the solid immediately passivates since it is in
contact with a fresh solution with zero dissolved ions. This is consistent with experimental
observations, except for existence of local inclusions and film break downs. To model
possible film rupture due to undercutting, we use an algorithm to change the passive nodes
to liquid nodes if both sides (top and the bottom) of a film with thickness equal to the
horizon size are in direct contact with the electrolyte. Due to the nonlocality and the
passivation scheme in the PD model introduced in 3.3.1, the thickness of the passive film
equals one horizon size (here this is 4 µm). Since physical passive films are nano-meter
thick, in general, performing computations with a horizon size in the nanometer scale could
be employed to model the realistic scenario. However, such computations will come at an
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increased cost. Instead, in what follows, we continue to use a micrometer-scale horizon
size and we test whether, besides the thickness of the passive layer (and of the lacy cover),
the model still captures essential features of the lacy cover formation.
Once the corrosion process switches nodes that are a distance 𝛿 away from the top metal
surface, we trigger all of the nodes directly above such a node (say node M) to switch to
liquid diffusivity. If we were to continue the computations in this way, the high
concentration over such a thickness will lead to passivation around the newly formed pore
to be delayed. This will result in a pore size strongly dependent on the horizon size. To
avoid this dependency, and to better mimic the rupture of the very thin passive layer, we
chose to assign the nodes in the “pore column” a linearly varying concentration from the
electrolyte’s value at the surface before perforation (call it node N) to node M that triggered
the perforation for the pore.
To allow for pores to grow beyond the one or two nodes width that the algorithm in Section
3.3.1 allows for, we introduce a modification: none of the “pore” nodes between nodes M
and N (defined above) are allowed to induce passivation. Figure 3.12 shows the results from
this model of passive film rupture in pitting corrosion (see also movie 3).
Testing this algorithm with two different potentials leads to the results shown in Figure 3.13.
The height of the starting liquid layer is 60 µm on top of a 300×240 µm2 stainless steel
sample. Material and solution properties are the same as before. The results shown are after
8 minutes of corrosion. The animation corresponding to Figure 3.13(a) is provided in movie
4 in Supplementary materials in [55].
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(a)
(b)
(c)
(d)
Figure 3.12. Passive film perforation model (see also movie 3 in Supplementary
materials in [55]): (a) initial conditions for a zoom-in view of the initial pit from
Figure 3.11; (b) corrosion starts; (c) dissolution continues bellow the passivated
region and reaches the passive film (on the top surface) from bellow; (d) passive
nodes in regions of the film in direct contact on top and bottom with the electrolyte
are switched to liquid nodes and a pore forms. These nodes are imposed a linearly
varying concentration.

(a)
(b)
.
Figure 3.13. Metal ion concentration from the PD simulations with a layer of
electrolyte on top of the metal sample. Observe the influence of potential on pores’
size in the lacy cover: a) 180 mV (vs SCE) IR-corrected potential; b) 200 mV (vs
SCE) IR-corrected potential.
We observe that, with this implementation, pores’ width is no longer limited to one or two
nodes. The PD simulations show, qualitatively, that higher potential increases corrosion
rate, as well as porosity and pore size in the cover. This is consistent with experimental
observations [46]. The effect of applied potential on pitting corrosion is further discussed
in Section 3.8.2.
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These examples show that the only boundary conditions needed in this PD model are (can
be) far-field boundary conditions. In addition, we see that lacy cover forms even when the
boundary conditions are far away from the initial metal surface exposed to the electrolyte.
In the rest of this study, we continue with the boundary conditions without the electrolyte
layer on top of the sample because of the following reasons: 1) our model currently does
not take into account eventual convection taking place in the liquid (e.g., the thin layer
regime); we would need to know how much of the solution outside the pit is not affected
by fluid kinetics (advection, turbulence, etc.) and may be modeled by diffusion-only
processes, and 2) In the experimental study it is argued that the concentration on top of the
pit surface, in their experiment used for validation here, can be approximated to be zero
[7].
3.7

Variable IR-drop

In this section, we study how potential drop in the electrolyte outside and inside the pit
may influence the corrosion rate. In the computations shown in Section 3.5, the IR-drop
was estimated roughly to be a constant value of 350 mV, based on the reported values [13].
In this section, the evolution of solution Ohmic drop for the same experiment is taken into
account and an effective electrical resistivity of the solution is estimated using
computational tests. To include the evolution of IR-drop in the simulations, both the total
current (I) and solution resistance (R) are required at each time step. Total current is in
hand from Eq. (3.7). As mentioned in Section 3.5, resistance inside the pit and through the
cover thickness are neglected here with respect to the bulk solution outside the pit. Solution
resistance is usually modeled as a function of solution resistivity and contributing
geometrical factors such as mouth width, pit radius, and number of holes or perforation

94
density [8, 9, 13, 32, 47]. A finite element analysis is available on potential distribution
inside the particular electrochemical cell they used in their experiments [13]. Using linear
regression, a relation for solution resistance is presented as solution resistivity divided by
a linear function of pit mouth [13]:

𝑅(𝑡) =

1000�𝜌
0.025 + 210𝑤(𝑡)

(3.10)

where 𝜌 is the solution resistivity (Ω.m), and 𝑤 is the pit mouth width (m). In calculations,
𝑤 is considered as the distance between the first perforation on left and the last one on the
right. 𝑤 is updated at each time step with a simple algorithm that searches for liquid nodes
(𝑑=1) on the top boundary. Note that in this variable IR-drop model, both current and
resistance are a function of time (I(t) and R(t)). As a result, since such time dependent IR
product is substituted in Eq. (3.8), dissolution affinity in this model is not constant and
updates in time: 𝐾𝑆 = 𝐾𝑆 (𝑡).
Solution resistivity for different concentration of NaCl in water is found in the literature.
For NaCl solutions with different concentrations from 0.01 M to 1 M, resistivity is reported
to decrease correspondingly from 8.44 to 0.139 (Ω.m) [32]. This implies that for 0.005 M
NaCl solution resistivity is expected to be higher than 8.44 (Ω.m). However, we will not
directly use the measured solution resistivity for 0.005 M NaCl solution in our calculations
because, as is argued in a study, for such highly dilute NaCl solution, dissolved ions outside
the pit significantly increase the effective conductivity of the solution to “an unknown
degree” [32]. In a another model [48], solution conductivity is taken as a function of not
only the solution original composition (here NaCl), but also the concentration of dissolved

95
species (metal ions). This model also implies that diluted NaCl solutions conductivity (or
resistivity) is highly dependent on the concentration of dissolved metal ions.
Due to our simplified boundary conditions, we choose to estimate a value for the effective
resistivity of the 0.005 M NaCl solution in the previously described experiment [7]. To this
aim, Eq. (3.10) is multiplied by the total current obtained from Eq. (3.7) and is substituted
into Eq. (3.8). By scanning the results (in terms of pit width) obtained using effective
resistivities between 0.1 and 1.5 Ω⋅m, we observe that a simulation with an effective
resistivity of 𝜌 = 0.6 Ω.m gives a pit width (at around 600 s) similar to the one seen in the
experiments [7] (see Figure 3.14). Interestingly, the overall shape of the pit matches quite
well the experiments. Moreover, the morphology of the lacy cover cross-section is
improved compared to that of Figure 3.7, where 350 mV for IR-drop was used.

Figure 3.14. Concentration distribution of corrosion of 304 SS in 0.005 M NaCl
solution and applied potential of 650 mV (Ag/AgCl), considering the evolution
of IR-drop with 𝜌 = 0.6 Ω⋅m. The length-scale is identical between the two
pictures.
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In Figure 3.15 we plot the IR-drop and IR-corrected potential (dashed line) versus time for
the 𝜌 = 0.6 Ω⋅m case. Notice that the potential immediately drops as the corrosion starts.
After a short time, the solution potential drop (IR) stabilizes around 385 mV. According to
Eq. (3.10), the total current and pit mouth size (which both increase with time) neutralize
each other’s effect and the result is a relatively stable IR-drop value. Considering the
potential plot in Figure 3.15, it can be concluded that the assumption of a constant IR-drop
in the electrochemical cell in Section 3.5 was a reasonable one.

Figure 3.15. Potential drop vs time for PD Simulation of corrosion of 304 SS
thin foil in 0.005 M NaCl solution and applied potential of 650 mV(Ag/AgCl);
𝜌 = 0.6 Ω⋅m
In Figure 3.16, we plot the total current versus time for the simulation with variable-IR and
𝜌 = 0.6 Ω⋅m and compare it with the experiment. The total current prediction improves
considerably (compare Figure 3.10 and Figure 3.16) when compared with the simulation
using the constant IR-drop of 350 mV. However, past the ~300 s mark, the current
continues to increase linearly in the simulation results, while in the experiments, the current
levels off, likely due to the increasing potential drop inside the pit, with increasing pit size,
that is not considered by the simplified variable-IR model used above.
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Experiments for semi-1D pits have shown that, indeed, the potential drop increases inside
the pit as it grows [49]. Lacy cover and other diffusion barriers like corrosion products
inside the pit can also increase electrical resistance in the pit. These factors are not modeled
in Eq. (3.10) [13]. Coupling the current model with a solver for potential distribution at
every time increment would allow for eliminating these restrictions, at a cost. While for
the case of pitting corrosion we showed that the current, simple model, is sufficient, for the
case of galvanic corrosion, for example, where inhomogeneous potential field plays a
significant role on corrosion rate at each location, the coupled electro-chemo-mechanical
model will be needed in order to obtain realistic corrosion growth results [50, 51].

Figure 3.16. Total current vs time from PD simulation with variable IR-drop
and from experiment [7] for corrosion of 304 SS thin foil in 0.005 M NaCl
solution with an applied potential of 650 mV (Ag/AgCl); 𝜌 = 0.6 Ω⋅m.

3.8

Parametric studies

In Section 3.8, we analyze the influence of changing different parameters in the model: the
solution resistance, applied potential, and chloride concentration. We also show how the
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changes in the simulation results are in agreement with experimental observations, and
discuss theoretical conclusions based on such observations.
3.8.1 Effect of solution resistance on pitting corrosion
Considering the variable IR-drop model valid for small pits [13], we now investigate the
new PD corrosion model for the influence of the solution effective resistivity on corrosion
rate, pit shape and the cover structure of small pits. In Section 3.7, the total current in the
simulation was close to that of the experiment for the first ~300 s when the pit volume was
below 2.75 × 105 μm3. Here we perform simulations for corrosion of 304 SS in the same
NaCl solution of 0.005 M concentration but with three different effective resistivities: 0.5,
1.0, and 1.5 Ω⋅m. We use Eq. (3.10) to calculate the IR-drop, particular to the
electrochemical cell configuration used in the experiment [13]. Knowing that dissolved
metal ions concentration change solution resistivity, here we use different resistivities for
the same NaCl solution and same setup (see Section 3.7 and discussion before Eq. (3.10))
to account for different distributions of metal ions outside the pit due to, for example,
various possible flows above the pit.
Figure 3.17 presents snapshots of concentration distribution and damage profile for three

cases with effective resistivities (𝜌) of 0.5, 0.1, and 1.5 Ω⋅m. Corresponding simulations
of the PD results are provided as movies: 5(a) and (b), 6(a) and (b), and 7(a) and (b) in
Supplementary materials in [55]. Snapshots in Figure 3.17 are selected based on the same
amount of corroded volume, around 2.7 × 105 μm3. Recording the change in total leftbehind material for the entire sample (in moles) from known concentration at each node in
the sample and at each time step, allows us to compute the corroded volume. We see that
higher resistivity gives a lower corrosion rate (note the corrosion times in each figure), and
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an overall pit-shape that changes from dish-shaped towards semi-circular. Also, we notice
the formation of secondary pits under higher resistivity values. Moreover, higher resistance
leads to lower lacy cover porosity. All these behaviors are observed experimentally: see
the experimental studies on 2D corrosion of 304 stainless steel, in which same NaCl
concentration and similar applied potentials were used [2, 7]. Notice that the results
obtained in one study [2], are significantly different the other study [7], with pits
experiencing more passivation, having a more circular shape with less perforation, and
showing slower corrosion in the first one compare to the second study. These differences
are likely due to the different resistance in the electrochemical cell used between the two
experiments.

Figure 3.17. Snapshots from different PD simulations with different solution
effective resistivity (𝜌); a) 0.5 Ω.m; b) 1.0 Ω.m; c) 1.5 Ω⋅m. Left side shows
metal-ion concentrations, right side gives the damage maps. See also movies
5(a) and (b), 6(a) and (b), and 7(a) and (b) in Supplementary materials in [55].
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To further explain the results shown in Figure 3.17, we note that a higher resistivity (𝜌)
value, or overall resistance (R), increases the drop in overpotential. Consequently, we
obtain a lower dissolution affinity of the solid phase in the model, which leads to lower
corrosion rate. Recall that in this variable-IR case, the dissolution affinity is a function of
time: 𝐾𝑆 = 𝐾𝑆 (𝑡). With the same diffusivity in the solution, the concentration of dissolved
ions inside the pit decreases (as shown by the concentration-plots in Figure 3.17(b) and (c),
relative to (a)). Lower concentration passivates the pits wall to a deeper level and we start
seeing the larger “teeth” in the lacy cover (Figure 3.170c). Continued corrosion leads to
secondary pits growing inside the original pit (Figure 3.17c), thus forming a “Russian
doll”[2] structure. Large passivated regions contribute to fewer perforations and cause a
decrease in the cover porosity. Cover porosities for cases in Figure 3.17(a), (b), and (c) are
respectively 16.2%, 8.9% and 7.4%. Note that the pit growth in the horizontal direction is
highly influenced by the resistivity value used (since that changes the 𝐾𝑆 value), while in
the depth direction, because of the diffusion-controlled conditions, the growth between
cases shown in Figure 3.17 is similar. This leads to the different aspect ratios of the pits
under different resistivity scenarios.
Similar to the discussion on Figure 3.9, the asymmetry in pit morphology simulated with
this model is a result of the random elimination (damage) of mechanical bonds that the
DDC approach performs [14]. This randomness contributes to non-uniform distribution of
perforations along the pit mouth (see Figure 3.17c). Hence, pit surface on one side can
experience more repassivation than the other side. The asymmetric secondary pits obtained
with peridynamic corrosion model look realistic (see Figure 3.18). Pits from deterministic
models that simulated large repassivation and secondary pits are symmetric [48]. Figure
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3.18 compares a radiograph from early stages of the pit initiated in 304SS with 650 mV (vs

Ag/AgCl) in 0.005 M [7], with one produced by the PD simulations with 𝜌 = 1.5 Ω⋅m.

Figure 3.18. Secondary-pit formation in PD simulations (left) and experiments [7].
Left figure: metal ion concentration for high resistivity case 𝜌 = 1.5 Ω⋅m; right
figure: early stage of an experimental pit in 304 SS [7].
In the experiment, when the number and size of perforations, relative to the pit size, is
large, passivation can occur over large areas of the pit, resulting in secondary pit formation
[7]. The computed results with the high resistivity also lead to large passivation areas and,
consequently, give rise to secondary pits. For the results in Figure 3.18, the computations
and the experiments are following different kinetics because the IR-corrected potentials are
different. Note that the “shelves” separating the primary and secondary pits in the
experiment (see Figure 3.18-right) is found to be lacy [11], and these can eventually
disappear/collapse because of, for example, mechanical failure due to osmotic pressure. In
our current model, however, this does not happen as passivated areas remain intact. Pitshapes predictions can be improved if collapse of perforated shelves is added to the model.
3.8.2 Effect of applied potential on pitting corrosion
In this section we investigate the new PD corrosion model for the effect of potential on
corrosion rate, pit aspect ratio, and lacy cover structure, under the constant-IR assumption.
We model corrosion of 304 SS thin foil (2D corrosion) in 0.005 M NaCl solution exposed
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to three different IR-corrected potentials: 190, 230, and 270 mV (SCE). Material
properties, model parameters, and discretization in space and time are the same as in
Section 3.5. For changing IR-corrected potential in each case, Eapp-IR in Eq. (3.8) is
substituted with 190, 230, and 270 mV (SCE). Results for metal-ion concentration and
damage distribution are shown in Figure 3.19, for these three cases, and at times that share
the same volume of corroded material.

Figure 3.19. PD results for the effect of IR-corrected potential (vs SCE) on pitting
corrosion of 304 SS thin foil in 0.005 M NaCl solution. a) 270 mV; b) 230 mV; c)
190 mV. Left side: metal-ion concentration; right side: damage distribution.
The time stamps for the equal volume of corroded material seen in Figure 3.19, show that
higher potential increases the corrosion rate, as expected from Tafel’s equation. It is also
noticeable that pit shapes change from semicircular to semielliptical as the potential
increases. Reported experiments confirm this change in width-to-depth aspect ratio with
respect to potential [11]. Higher potential increases metal dissolution at pit sides (lobes)
while the pit bottom is independent of the potential and follows diffusion control regime,
as discussed in the above section. In Figure 3.19, the “teeth” of the lacy cover are observed
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to be larger when lower potential is applied. Lower potential reduces metal dissolution and
decrease metal ion concentration in the solution, resulting in larger area of the pit walls
being passivated. This contributes to larger “teeth” and lower porosity of the cover.
Porosity for the corresponding snapshots in Figure 3.19 are calculated (in the same way as
in Section 3.5) to be 15.8%, 13.4%, and 11.7% corresponding to 270, 230, and 190 mV
(SCE) IR-corrected potential, respectively.
This dependence of lacy cover structure on potential is consistent with theories and
experiments found in literature. It is experimentally shown that lower potential results in
pits with lower stability [9]. It is also found that pits with lower stability need to be more
covered to act as diffusion barrier and prevent passivation to maintain growth [10]. Pits
with lower stability are expected to have more passivation in walls from each perforation.
Comparing damage profiles for the potentials used to obtain the results in Figure 3.19, we
see that the DCL thickness in the current approach is independent of the overpotential (or
the dissolution affinity, 𝐾𝑆 ,�in our model).
3.8.3 Effect of chloride concentration on pit evolution
In this section, the model (with constant IR-drop) is used to simulate pitting corrosion of
stainless steel 304 in dilute NaCl solutions with different concentrations. Anodic reaction
in different chloride concentrations results in different corrosion behavior (different Tafel
plots) [32, 52]. We consider three cases to model: solutions with 0.005 M, 0.002 M, and
0.001 M NaCl concentration.
Same as the case with 0.005 M NaCl (see Section 3.5), the anodic Tafel slope (𝛽a) and
potential of the reference point (𝐸0 ) are estimated with extrapolation from reported values
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[32], for cases with 0.002 and 0.001 M NaCl. In this fashion we obtain 𝐸0 and 𝛽a to be
120.8 (mV vs SCE) and 161.3 (mV.decade-1) for 0.002 M NaCl, and 142.6 (mV vs SCE)
and 163 (mV.decade-1) for 0.001 M NaCl solutions. While the variations on the critical
concentration induced by variations in the chloride concentration are usually negligible for
dilute solutions [53], here we estimate the actual values of 𝐶crit from an existing model
[12].
Measured critical current densities are found in literature for 304 SS in solutions with NaCl
concentrations from 0.005 M to 1 M [7, 13]. Critical current densities for 0.002 and 0.001
M were estimated via logarithmic extrapolation to be: 1.91 and 1.45 A⋅m-2 respectively.
Using these values, critical concentrations were extracted from a model [12] for 0.002 M
and 0.001 M NaCl solutions. 𝐶crit is respectively found to be 2.3 M and 2.2 M.
Using the discretization and initial conditions mentioned in Section 3.5, pitting corrosion
of 304 SS in 0.001 M and 0.002 M were simulated. As in the case with 0.005 M NaCl
solution, IR-corrected potential was taken as 300 mV (vs Ag/AgCl) and used in Eq. (3.8).
Figure 3.20 presents snapshots from PD computations with 0.005, 0.002, and 0.001 M
NaCl solutions, at times that share the same volume of corroded material. Comparing cases
(a), (b), and (c) in Figure 3.20, we conclude that diluting the NaCl solution induces
conditions similar to those produced by reducing the potential (see Figure 3.19).
Reducing chloride ions concentration in this model requires changes in the corresponding
𝛽a and 𝐸0 , which in turn result in lower 𝐾𝑆 . Having higher solution resistance, or lower
applied potential, or lower chloride concentration leads to smaller dissolution affinity in
the PD model.
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Figure 3.20. PD model results for effect of NaCl concentration in potentiostatic 2D
corrosion of 304 SS in diluted NaCl solution at 650 mV (Ag/AgCl). a) 0.005 M; b)
0.002 M; c) 0.001 M NaCl. Left side: metal-ion concentration; right side: damage
distribution.
As mentioned in Sections 3.8.1 and 3.8.2, lower 𝐾𝑆 �induces lower corrosion rate, thus lower
dissolution rate in pit lobes that gives rise to more passivation, and lower pore density and
width to depth aspect ratio. Pore densities for solutions with 0.005, 0.002, and 0.001 M
NaCl were calculated to be respectively 16.3, 16.0, and 15.5 %. These effects are consistent
with observations from X-ray radiographs of 304 SS pits in NaCl solution with different
concentrations [7, 13]. The effect of chloride concentration on pitting corrosion of 304SS
is experimentally investigated [2], and the same changes in pit aspect ratio is observed as
is obtained here, with our computational model in Figure 3.20.
3.9

Conclusions

In this work, we introduced mechanisms for repassivation and salt-layer formation in a
peridynamic (PD) corrosion model. The new model allows autonomous formation of
perforated (lacy) covers in pitting corrosion and development of secondary pits. Using this
approach, the thickness of the subsurface layer where mechanical properties are modified
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by corrosion (the Diffusion-based Corrosion Layer, DCL) becomes independent of time,
which is consistent with recent experiments. The salt-layer mechanism in our PD corrosion
model implicitly imposes the potential drop effect on corrosion rate, and does not require
explicit calculation of the drop through the salt-film thickness. Notably, in the PD corrosion
damage model, explicit conditions on the corrosion interface are not needed, and the
constitutive modeling of the corrosion damage process (based on diffusion + damage +
phase-change) leads to autonomous evolution of pitting corrosion. There is no need to track
the pit surface evolution. Models that track the boundary are likely to have error
accumulation due to re-meshing of updated domains. Furthermore, tracking the interface
would likely be difficult to perform when modeling phenomena such as merging of
multiple pits, corrosion in multiphase materials, etc.
With inputs only material properties, far-field boundary conditions, Tafel curve, and
applied potential, the new PD corrosion model is validated against 2D potentiostatic
experiments. The perforated (lacy) covers in pitting corrosion of stainless steel are obtained
as a part of the solution process. Corrosion rate, pit shape (width-to-depth aspect ratio), and
lacy cover structure and its pore density are in remarkable quantitative agreement with
experiments from the literature.
The model leads to secondary pit formation when conditions are so that large regions of
the pit surface repassivate. We studied the effects induced in the modeling results by
changes in the solution resistance, applied potential, and chloride concentration. We found
that lower solution resistance, higher applied potential, or higher chloride concentration in
the electrolyte bring about higher corrosion rate, decreased repassivation, increased
perforations in the cover, increased width-to-depth aspect ratio (more dish-shaped pits).
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Higher applied potential also led to wider pores. All these results are confirmed by
experimental observations.
The work presented here shows that a peridynamic model of corrosion damage can
simulate detailed pitting corrosion evolution, matching the time and space scales of actual
experiments. Future enhancements of the present model will allow us to predict the
evolution of pores’ size in the lacy cover, the (partial) collapse of the main lacy cover or of
passivated areas that separate primary and secondary pits. Mechanical damage modeled in
DCL and the mesh-free discretization, allow for coupling the present corrosion model with
a PD fracture model to simulate stress corrosion cracking.
Appendix A. Details of Algorithms used in the Peridynamic Simulations
Mesh-free space discretization
Figure 3.21 shows an example of the uniform grid in 2D and a ratio between the horizon

size and the discretization spacing of about 2. In all of results shown in this paper we
used the ratio of 4.02.

Figure 3.21. Example of the uniform grid spacing, one-point Gaussian
integration, and horizon size at a node.
Note that one can use the finite element method to discretize the non-local PD equations.
For example, in order to discretize the PD corrosion model in a commercial FE software,
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a finite element discretization mimicking the mesh-free approach adopts thermal spring
elements in ANSYS as diffusion bonds [54]. The advantage of employing a mesh-free or
a mesh-free-like discretization instead of the regular finite element discretization is in
coupling to fracture models, which is especially useful in simulating stress corrosion
cracking, for example.
Integration of micro-fluxes over the horizon (spatial integration)
The one-point Gaussian integration to calculate the integral in Eq. (3.3), according to Eq.
(3.4) is given by:

̂)
∫𝐻 𝑘(𝒙, 𝒙
𝑥

̂, 𝑡𝑛 )−𝐶(𝒙, 𝑡𝑛 )
𝐶(𝒙
‖𝒙
̂−𝒙‖2

𝑑𝑉𝑥̂ ≅ ∑𝑖 𝑘𝑖

𝐶𝑖,𝑛 −𝐶𝑛
‖𝝃𝑖 ‖2

∆𝑉𝑖 �

(3.11)

where 𝐶𝑛 is the concentration at node 𝑥, 𝐶𝑖,𝑛 is the concentration of node 𝑥̂𝑖 (ith node in
the horizon of node 𝑥) at the nth time increment 𝑡𝑛 ,�𝝃𝑖 is the bond vector connecting node
𝑥 to node 𝑥̂𝑖 , and 𝑘𝑖 is the micro-diffusivity of that bond. ∆𝑉𝑖 is the volume designated to
node 𝑥̂𝑖 . For 2D this nodal volume is equal to (∆𝑥)2 (assuming unit depth in the third
direction). As observed in Figure 3.21, there are nodal areas that are partially included by
the circular horizon. To account for contributions from such nodes, an algorithm is
available [29], (also shown in Table 3.1) which approximates the partial contributions
from nodal areas that are not fully covered by the horizon by using a correction to Eq.
(3.11).
The integration of micro-fluxes is equal to the time derivative of the concentration at
node 𝑥, according to peridynamic equation for diffusion (see Eq. (3.3)).
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Table 3.1. The corrected one-point Gaussian integration accounting for nodes not fully
covered by the horizon [29]
if ‖𝝃𝑖 ‖ < 𝛿 −

∆𝑥
2

then

factor = 1.0
else if ‖𝝃𝑖 ‖ ≤ 𝛿 +

factor =

𝛿+

∆𝑥
2

then

∆𝑥
−‖𝝃𝑖 ‖
2

∆𝑥

else
factor = 0.0
covered area = factor × (∆𝑥)2
Time integration
We use the forward-Euler time integration scheme to update concentration values:
𝐶𝑛+1 = 𝐶𝑛 + 𝐶𝑛̇ ∆𝑡�

(3.12)

𝐶𝑛̇ �is the time derivative of concentration at node 𝑥 and nth time increment, which is equal
to the integration calculated by Eq. (3.11). ∆𝑡 is the time increment, and 𝐶𝑛+1 is the
updated concentration of node 𝑥 at (n+1)th increment.
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Chapter 4
4.1

Peridynamic modeling of pitting corrosion damage in 3D

Introduction

Stainless steel is widely used in various industries due to its excellent mechanical
properties and its general resistance to corrosion [1-4]. Stainless steel surface is protected
from corrosion by a thin passive layer. However, this passive film becomes unstable and
locally break down when, for example, aggressive chloride ions remove the passivity at
random points and initiate corrosion pits [5]. Micro-inclusions and surface defects can
also lead to pitting in corrosion-resistant alloys protected by passive films [6]. In stainless
steel, in particular, localized corrosion is usually observed in the form of pits growing
under perforated or “lacy” covers. The formation of these covers is explained as follows:
partial passivation of the pit walls near the mouth; progression of the corrosion below the
passivated region; local rupture of the passive film on the surface, due to the subsurface
corrosion [7].
Covered pits are hard to detect, and can maintain stable growth [5]. The specific
topology/morphology of the lacy cover for such pits significantly impacts the evolution
of pit growth [8, 9]. Furthermore, the particular pit shape and diffuse corrosion layer [1014] then influence potential crack initiation under mechanical stresses, leading to stress
corrosion cracking (SCC) [15]. Computational models which can predict corrosion
damage, and in particular pit growth, in complex, realistic settings are of great interest,
since they can lead to better understanding of catastrophic failure caused by corrosion
[16-18].
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Analytical and probabilistic models for pitting corrosion use mechanistic information or
large sets of empirical data to estimate the general characteristics of the evolution of
pitting corrosion [19-25]. Although some analytical models focusing on the pit-scale size
may be able to provide good estimates of some particular aspects of pitting corrosion
(e.g., pit depth [21]), they usually ignore important aspects of the mechano-chemical
processes involved. Thus, their ability of modeling evolution of corrosion processes
realistically is relatively limited. At the other end of the scale spectrum, probabilistic
models [19, 20, 22-25] have been used to assess the service life of macro-scale structures
based on empirical estimations for initiation time, pit depth, number of pits, etc. In other
words, these models may not reveal important characteristics of the pitting process, like:
pit shape, presence of a lacy cover, subsurface damage and its connection to potential
crack initiation, loss of ductility in the layer affected by corrosion damage.
Computational approaches for models that incorporate more of the electro-chemical
effects responsible for pitting corrosion may be able to deliver more detailed answers for
pitting corrosion damage processes. Some recent efforts to modeling pitting corrosion
include: cellular automata [26-29], finite element method coupled with moving boundary
techniques [30, 31], peridynamic theory [8, 32-34], and phase-field formulations [35-37].
A number of studies have focused on modeling pit growth in stainless steel under lacy
covers. In some of these studies, the perforations are applied as a given, time-dependent
boundary condition on top of the growing pit. With these assumptions, pit propagation
behavior is investigated in presence of lacy covers in [8, 30, 38, 39]. However, such
investigations miss the important reality that the relationship between pit covers and pit
shapes and growth is a two-way interaction. Covers themselves depend on the pitting
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kinetics [40-42]. Very few studies[31, 32] model the actual “formation” of the lacy
covers as a result of the corrosion process, according to the governing chemo-physical
condition, rather than as a pre-determined feature of the pits. For example, Laycock and
White [43] proposed a model for lacy cover formation using a passivation criterion based
on concentration of metal ions inside the pit. This axisymmetric diffusion-based pitting
model uses the Finite Element Method (FEM) and a moving boundary technique with remeshing, to simulate pitting and its lacy cover. In a revised version of this model [31], the
salt precipitation at the pit bottom and the corresponding potential drop was included in
order to predict the diffusion controlled regime. In [44, 45], this model is further
modified and improved, to simulate pit growth in stainless steel under various conditions.
Although this type of model simulates autonomous formation of lacy covers, it does not
accurately recover the observed real time-evolution of the pit morphology [45].

The concentration-based passivation criterion mentioned above is also employed within a
2D peridynamic (PD) corrosion damage model to simulate autonomous lacy cover
formation in pitting corrosion of stainless steel [32]. This model also introduces a simple
approach to simulate the diffusion-controlled regime and the presence of the salt layer.
The PD model was validated against an experimental pit grown on the edge of a stainless
steel foil [32]. The simulation results in [32] are in agreement with the experiment in
terms of corrosion rate and time-evolution of the pit shape. The porosity of the
experimental lacy cover formed on top of the pit is also matched by the peridynamic
model.
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Given that most real pits are 3D pits and their growth is critically determined by the
evolution of their lacy covers, the need for a predictive 3D pitting corrosion model is
inevitable. In this study, we extend the PD corrosion damage model with passivation
from [32] to 3D, and perform validation tests against published SEM/tomography-based
experimental data on 3D pit growth in various stainless steels, in NaCl solution.
4.2

Peridynamic 3D pitting corrosion model

In this section, we review the peridynamic (PD) theory and its formulation for
mechanical damage and mass transfer (see [46-49]). Based on the PD formulation for
damage and mass transfer, corrosion damage model and models for repassivation,
passive-film rupture, and the diffusion-controlled regime in pitting corrosion are
presented.
4.2.1 Theory of peridynamics
The theory of Peridynamics (PD) is a nonlocal formulation for continuum mechanics
[48]. In classical local theories, the behavior at each point 𝒙 is a function of quantities,
and gradients of those quantities at that point. In the PD theory however, the behavior at
each point 𝒙 is considered to be a result of interactions of that point with other material
points in its neighborhood. The neighborhood of point�𝒙, which is called the horizon
region of 𝒙, (𝐻𝒙 ), is usually a segment in 1D, a circle in 2D, and a sphere in 3D, centered
at 𝒙. The radius of this neighborhood is denoted by 𝛿� and is called the horizon size, and
defines the range of nonlocal interactions in the model. All material points in the
̂ (see
neighborhood of 𝒙, are called the family of 𝒙 and are generically denoted by 𝒙
Figure 2.1(a)).
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(b)
(a)
Figure 4.1. (a) Schematic of a peridynamic body 𝛺�, and the nonlocal interactions
between one material point and points in its neighborhood (𝐻𝒙 ); (b) a crack formed by
a sequence of bond-breaking events in the PD body under some prescribed loads (𝐹)
and displacements (𝑢).
The objects that carry the information of interactions between points in a family, are
called “bonds”. Line segments in Figure 2.1 represent PD bonds. In elasticity, for
instance, bonds are similar to springs exerting forces between points in a family [49]. For
diffusion problems (e.g. heat and mass transfer), bonds are similar to conductors (or
pipes) that carry heat (or mass) from one point to another [50]. In this study, PD bonds
used in the formulation for material deformation or damage are called “mechanical
bonds”, while bonds carrying mass (concentration) information are referred to as
“diffusion bonds”.
Peridynamic theory was originally developed for mechanics [48, 49], and later, it was
extended to other areas such as heat/mass diffusion [46, 47, 51]. Eq. (4.1) is the original
PD equation of motion.
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̂, 𝑡) − 𝒖(𝒙, 𝑡), 𝒙
̂ − 𝒙) d𝑉𝑥̂ + 𝒃(𝒙, 𝑡)
𝜌𝒖̈ (𝒙, 𝑡) = ∫ 𝒇(𝒖(𝒙

(4.1)

𝐻𝑥

In Eq. (4.1), 𝜌 is mass density, 𝒖(𝒙, 𝑡) is displacement at point 𝒙 and time 𝑡, 𝒖̈ is the
̂, 𝒃(𝒙, 𝑡) is the external body force
acceleration, 𝑑𝑉𝑥̂ is the differential volume at point 𝒙
̂, which is a function of
on 𝒙 at time 𝑡, and 𝒇 is the pairwise force between points 𝒙 and 𝒙
relative displacement and relative positions of those points.
The governing equations in such nonlocal approach are in the form of integro-differential
equations instead of the partial differential equations (PDEs) arising in classical local
models. The gradients of quantities at each point in classical PDEs are replaced by
integrals of interactions of that point with its family points. The advantage of replacing
spatial derivatives with integrals is the elimination of smoothness requirements on the
unknown field. This formulation is particularly useful in handling evolving
discontinuities, such as propagating cracks in a solid. Consequently, this theory has been
primarily used in modeling fracture problems [49, 52-57].
4.2.2 Mechanical damage in peridynamics
To model fracture and damage, one popular approach is to eliminate or “break”
mechanical bonds that are stretched over a certain limit (see Figure 2.1(b)). This limit can
be found from equating the peridynamic strain energy required to separate the body into
two parts with the material’s fracture energy. The contribution to the integral of bond
forces in Eq. (4.1) for a broken-bond is zero [58].
̂, 𝑡) to be a history-dependent scalar-valued function:
Take 𝜇(𝒙, 𝒙
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̂, 𝑡) = {
𝜇(𝒙, 𝒙

̂)�bond�is�intact�at�time�𝑡����
�1�������if�(𝒙, 𝒙
�
̂)�bond�is�broken�at�time�𝑡
0�������if�(𝒙, 𝒙

(4.2)

Then, a scalar-field quantity called damage is defined for each point 𝒙 [58], based on the
bond state of all mechanical bonds connected to 𝒙:
𝑑(𝒙, 𝑡) =

̂,𝑡)]𝑑𝑉𝑥̂
∫𝐻 [1−𝜇(𝒙,𝒙

(4.3)

𝑥

∫𝐻 𝑑𝑉𝑥̂
𝑥

According to this equation, 𝑑(𝒙, 𝑡) varies between 0 and 1.
4.2.3 Peridynamic formulation for diffusion-type problems
Peridynamic formulations for diffusion-type problems have been introduced with the
purpose to address, for example, heat and mass transfer in bodies with evolving
discontinuities (e.g. transient thermal-structural analysis with propagating cracks) [47,
50]. The PD equations for mass transfer, without sources or sinks are [47, 50, 59]:
𝜕𝐶(𝒙, 𝑡)
̂, 𝒙, 𝑡) 𝑑𝑉𝑥̂ �
= ∫ 𝐽(𝒙
𝜕𝑡
𝐻𝑥

(4.4)

̂, 𝒙, 𝑡) is the micro-flux
In Eq. (4.4), 𝐶(𝒙, 𝑡) is the concentration at point 𝒙 and time 𝑡. 𝐽(𝒙
̂ to the current point. Note that here, the prefix “micro” refers to
from the family point 𝒙
bond-level quantities not the length-scale. Since bond-level quantities are integrated over
the horizon, their dimensions are per unit volume. Eq. (4.4) reflects that the rate of
change for concentration at each point is equal to the net concentration transferred from
its neighborhood via “diffusion bonds”. Micro-fluxes in Eq. (4.4) are calculated from Eq.
(4.5), for each diffusion bond:

121

̂, 𝒙, 𝑡) = 𝑘(𝒙, 𝒙
̂)
𝐽(𝒙

̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝐶(𝒙
‖𝒙
̂ − 𝒙‖2

(4.5)

̂) is the micro-diffusivity of (𝒙, 𝒙
̂) diffusion bond. Dimension of
In Eq. (4.5),�𝑘(𝒙, 𝒙
̂) from Eq. (4.4) and Eq. (4.5), is found to be [L-1T-1] which is the dimension of
𝑘(𝒙, 𝒙
classical diffusivity per unit volume [58, 59].
As the horizon size goes to zero for a continuous body, the solution to the PD diffusion
equation converges to solution of Fick’s law of diffusion in classical, local theory [59].
Details for the derivation of PD diffusion equation can be found in the literature [47, 50].
Note that the equation used to calculate micro-fluxes is not unique. However, the form
presented in Eq. (4.5), is shown to converge faster to the classical model of Fickian
diffusion as horizon size goes to zero (when using one-point Gaussian integration) [59].
The PD formulations for diffusion for mass transfer and mechanical damage are coupled
to create a model for corrosion damage [34], as described below.
4.2.4 Peridynamic corrosion damage model
Here we briefly review the peridynamic model for corrosion damage originally
introduced in [34] and the slightly modified version presented in [60] . New here, is the
more precise mathematical formulation of the model, that is detailed in this and next
sections.
Corrosion of metals in presence of electrolytes can be represented as reduction of a solid
material (metal) due to dissolution into a liquid medium (electrolyte). In the PD corrosion
damage model, the intact metal and the corroded region are both included in the domain
(Ωtotal) [34]. The intact metal is considered to be a solid phase (Ωsolid) and the electrolyte
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is the liquid phase (Ωliquid ). The reduction of solid phase is considered to be the result of
a mass flux from solid in the corrosion front to liquid, called the dissolution flux. The
dissolved atoms then, diffuse out into the electrolyte. Similar to Fick’s law of diffusion,
the peridynamic diffusion equation models the diffusion of dissolved ions in the liquid
phase. In addition, the nonlocality in PD introduces a length-scale which facilitates
modeling the dissolution flux with an interfacial diffusion-type flux from the solid phase,
with high concentration of metal, to the liquid phase with low concentration of dissolved
metal. The dissolution rate then depends on the magnitude of this interfacial flux which
can be easily calibrated to measurable quantities by assigning the proper micro-diffusivity
of diffusion bonds that cross the solid-liquid interface. Such bonds with one end in the
liquid and one end in the solid phase are referred to as interfacial bonds. Because PD is a
nonlocal formulation, diffusion-type fluxes are defined even at discontinuities in the
concentration field [34, 47]. Therefore, in the PD model, neither the Stefan condition nor
jump conditions are needed to be imposed at an interface, as one would need to do in a
local formulation of the same problem (e.g. see [31, 43]).
We call the micro-diffusivity of interfacial bonds micro-dissolvability, since it is related
to the dissolution rate, as described below. From Eq. (4.5) where micro-flux is defined,
and from the relationship of the PD micro-flux with the conventional flux (see [58, 59]),
it is clear that the dissolution flux is linearly proportional to the micro-dissolvability. In
addition, Faraday’s law of electrolysis [61] implies that the dissolution flux is linearly
proportional to the anodic current density. Since anodic current density for corrosion
under activation-controlled regime is governed by Tafel’s equation [61], the microdissolvability can also be expressed using Tafel’s equation:
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̂) = 𝑘0 × 10
𝑘diss (𝒙, 𝒙

𝜂
( )
𝛽a

(4.6)

In Eq. (4.6), 𝑘diss is the micro-dissolvability of interfacial bonds. In Eq. (4.6), 𝜂 is the
over potential, and 𝛽a is the anodic Tafel slope.�𝑘0 is the micro-dissolvability associated
with zero overpotential, that needs to be calibrated to the current density at zero
overpotential. Calibration is explained in detail in Section 4.2.8.
Modeling dissolution flux with the described interfacial flux keeps the dissolution within
the diffusion framework. This makes the nonlocal diffusion equation sufficient to model
both dissolution of metal at the interface and diffusion of dissolved ions in the electrolyte.
Note that the nonlocality of peridynamics is critical here, since such interfacial
dissolution flux cannot be defined by the local models. The metal atom concentration
field is not smooth at the corrosion front, and the classical diffusion flux does not exist,
since the classical notion of the gradient does not exist. These classical models either
impose jump conditions at the interface [30, 39, 62], or consider a single-phase domain
(the corroded phase) with the interface being a boundary, and the dissolution flux is
imposed as the boundary condition [43, 45].
In order to couple this to a mechanical model that can show crack growth from pitted
structures under mechanical loads, and autonomously track the evolution of solid and
liquid phases in the domain, we employ the mechanical damage (𝑑) notion mentioned in
Section 4.2.2 by using two sets of overlaid bonds: diffusion bonds and mechanical bonds.
Diffusion bonds transport concentration, while mechanical bonds provide the link
coupling mechanical and corrosion damage. The corrosion process is the progression of
material damage/disintegration into the intact material. The dissolved/corroded regions
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are modeled here as liquid phase, thus not capable of carrying mechanical forces. Hence,
points in this region are given the damage value of 1 (all of their mechanical bonds are
broken) and their diffusion bonds have the liquid micro-diffusivity assigned to them.
Material points with a damage value lower than 1 are part of the solid phase: intact (𝑑 =
0, so no broken bonds) or partially damaged (0 < 𝑑 < 1), while the corresponding
diffusion bonds’ micro-diffusivities take either zero values or values determined by the
dissolution process (see below).
The general mathematical formulation for the PD corrosion damage model is the coupled
set of Eqs.0 to Error! Reference source not found.:
̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝜕𝐶(𝒙, 𝑡)
𝐶(𝒙
̂, 𝑡)
= ∫ 𝑘(𝒙, 𝒙
𝑑𝑉𝑥̂
‖𝒙
̂ − 𝒙‖2
𝜕𝑡
𝐻𝑥

(4.7)

̂, 𝑡)
𝑘(𝒙, 𝒙
9𝐾L
����������������
2𝜋𝛿 3
= � 0����������������������������������

̂, 𝑡) = 1
, 𝑑(𝒙, 𝑡) = 1��&��𝑑(𝒙

𝑘L =

{𝑘diss = 𝑘0 ×

𝜂
( )
𝛽
10 a

̂, 𝑡)] < 1��&��[𝑑(𝒙, 𝑡)�𝑜𝑟�𝑑(𝒙
̂, 𝑡)] = 1
, [𝑑(𝒙, 𝑡)�𝑜𝑟�𝑑(𝒙

1
, 𝐶(𝒙, 𝑡) ≤ � 𝐶sat
𝐶solid − 𝐶(𝒙, 𝑡)
𝑑(𝒙, 𝑡) = �
�����������������, 𝐶sat < 𝐶(𝒙, 𝑡) < � 𝐶solid
𝐶solid − 𝐶sat
{
0
���, 𝐶(𝒙, 𝑡) = 𝐶solid

𝑑(𝒙, 𝑡) =

̂, 𝑡)] 𝑑𝑉𝑥̂
∫𝐻 [1 − 𝜇(𝒙, 𝒙
𝑥

∫𝐻𝑥 𝑑𝑉𝑥̂

(4.8)

̂, 𝑡) < 1
, 𝑑(𝒙, 𝑡) < 1��&��𝑑(𝒙

(4.9)

(4.10)
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In this equation, 𝐶solid refers to the concentration of metal atoms in the intact solid phase,
and 𝐶sat is the saturation value for dissolved metal atoms in electrolyte. Given the initial
̂, 𝑡).
and boundary conditions, the coupled system is solved for 𝐶(𝒙, 𝑡) and 𝜇(𝒙, 𝒙
For further discussion on the model the following definitions for solid and liquid domains
are useful:
Ωsolid (𝑡) = {𝒙 ∈ ℝ3 |𝑑(𝒙, 𝑡) < 1}

(4.11)

Ωliquid (𝑡) = {𝒙 ∈ ℝ3 |𝑑(𝒙, 𝑡) = 1}

(4.12)

Eq. (4.7) is the PD diffusion equation with a damage-dependent (phase-dependent)
micro-diffusivity given in Eq. (4.8). If both ends of a diffusion bond are in the liquid
̂ ∈ � Ωliquid (𝑡)), the micro-diffusivity is calculated from the classical liquid
phase (𝒙�&�𝒙
diffusivity (𝐾L ). The relationship is obtained by enforcing equality between diffusion
fluxes in the classical and the nonlocal diffusion formulation, for a linearly varying
concentration field [47, 51].
̂ ∈ � Ωsolid (𝑡) and vice versa), 𝑘 equals 𝑘diss
For interfacial bonds (𝒙 ∈ � Ωliquid (𝑡), 𝒙
which controls the dissolution rate. Note that the interfacial flux is not a real diffusion
flux, but a simple way to incorporate the dissolution kinetics into the nonlocal diffusion
framework.
̂ ∈ � Ωsolid (𝑡)).
Micro-diffusivity is set to zero for bonds with both ends in the solid (𝒙�&�𝒙
This implies that, in practice, the nonlocal diffusion equation is not solved in the whole
domain but only in the liquid phase, and in the solid points which have liquid points
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inside their horizon. This solid region which locates within one horizon distance from the
interface is called the dissolving solid region, and is defined as follows:
Ωdiss (𝑡) = {𝒙� ∈ � Ωsolid (𝑡)│∃𝒙𝐿 � ∈ � 𝐻𝒙 :��𝒙𝐿 ∈ � Ωliquid (𝑡)}

(4.13)

Figure 4.2 shows schematically, different domains and the different types of bonds near
the dissolution front.

Figure 4.2. Schematic of the domains and bonds defined in the PD corrosion model.
The model in this work is slightly different from the one that originally introduced PD
corrosion damage [34]. In that model, two micro-diffusivities are defined, one for solid
phase (𝑘S ) and one for the liquid phase (𝑘𝐿 ). The interfacial bonds, used the harmonic
average of the two micro-diffusivities: 𝑘diss = 2[(𝑘S )−1 + (𝑘𝐿 )−1 ]−1 [34, 63]. Since
generally, 𝑘S ≪ 𝑘𝐿 , we have that 𝑘diss ≈ 2𝑘S . In the original model, 𝑘S was calibrated
with the experimental current density instead of 𝑘diss , and the diffusion equation was
solved throughout the Ωtotal. Note that, in a real corrosion process, such diffusion in the
far-field solid does generally not occur over time-spans of engineering relevance. Since
diffusion kinetics in the solid with 𝑘S is much smaller compared with the kinetics in
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liquid with 𝑘𝐿 , and the kinetics of the moving interface, the computed material loss in
Ωsolid with the model is negligible and the model works well in practice [8, 32, 34, 60].
In this study, the modified formulation with Eq. (4.7), eliminates the far-field soliddiffusion, and simplifies the problem by reducing the computational domain to Ωdiss ∪
Ωliquid . Moreover, the dissolution flux is directly defined for interfacial bonds, while no
diffusion occurs in the solid phase.
The concentration-dependent damage model in Eq. (4.9) is critical in evolving the
corrosion process autonomously. As the dissolution process at time 𝑡, drops the
concentration at some 𝒙 ∈ Ωdiss (𝑡 − ) below 𝐶sat , 𝑑(𝒙, 𝑡) becomes 1, meaning that the
node changes its phase: 𝒙 ∈ Ωliquid (𝑡). This grows the liquid phase and progresses Ωdiss
into the formerly “inert” solid phase, all autonomously, without the need of tracking
surfaces. This approach has some similarities to the enthalpy-porosity method which is
used to address phase-change in solidification/melting problems [64, 65]. Enthalpyporosity method also results in a transition region between solid and liquid which is
referred to as the “mushy zone” [64, 65]. The mushy zone thickness varies with respect to
some physical parameters (temperature, heat capacity, etc.).
Note that damage (induced by corrosion) in the bulk metal is zero. However, for the
dissolving solid region, where nonlocal dissolution takes place, concentration is less
than�𝐶solid , and the damage value increases as we approach the metal surface. In actual
corrosion, a gradual change in chemical composition and degraded mechanical properties
in a surface layer (several micrometers-thick) have been measured in several material
systems [10-14]. The dissolving solid region with gradual changes in concentration and
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mechanical damage in the nonlocal PD corrosion model is similar to this partially
corroded layer observed in experiments. Since the thickness of Ωdiss is exactly 𝛿 in our
model, the measured thickness of this partially corroded layer can be used to select an
appropriate horizon size 𝛿 in PD corrosion simulations.
Given the initial concentration field, and boundary conditions, the coupled system of
̂, 𝑡). The connection between the
equations in Eq. (4.7) is solved for 𝐶(𝒙, 𝑡) and 𝜇(𝒙, 𝒙
corrosion damage value and the state of the mechanical bonds connected at 𝒙 is via Eq.
(4.10). Details of the solution procedure are given in Section 4.2.7.
Classical models, which treat the corrosion interface as a boundary, use balance of mass
and a Stefan-type condition at that boundary to find its velocity and update the new
domain accordingly [31]. The boundary either moves in a pre-discretized domain via a
method like level-set method [30, 62], or the enlarged domain within the new boundary is
re-discretized at each step [31]. Updating the computational domain can undermine the
accuracy of the solution depending on the employed scheme. Moreover, remeshing adds
a significant cost to computations, especially in 2D and 3D. The simplicity of our
approach is especially beneficial for modeling materials with microstructure [60] or in 3D
problems. In Table 4.1, we give a clearer picture of the differences and similarities
between our corrosion damage model and some popular classical models for pitting
corrosion [30, 31, 43-45, 62].
A model based on Stefan-type problem like the one in [30, 31, 43-45, 62], but with an adhoc discretization strategy that allows for the autonomous evolution of the corrosion
front, has been discussed in [38]. It should be noted that one can model corrosion
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evolution with the concentration-dependent diffusivity used in [38], but such an approach
does not include the coupling of corrosion to mechanical damage, which is a fundamental
component of the PD formulation. The importance of coupling corrosion evolution with
damage progression becomes clear when one tries to simulate stress-assisted dissolution
or stress corrosion cracking (SCC) [36, 66, 67].
Table 4.1. Comparison of peridynamic corrosion damage model with the
conventional classical corrosion model

Governing
Equation

Classical Corrosion
Models

Peridynamic Corrosion-damage
Model

Fick’s law of diffusion:
𝐶̇ (𝒙, 𝑡) = 𝐾∆𝐶(𝒙, 𝑡)

PD diffusion equation:
̂,𝑡)−𝐶(𝒙,𝑡)
𝐶(𝒙
̂, 𝑡)
𝐶̇ (𝒙, 𝑡) = ∫𝐻 𝑘(𝒙, 𝒙
𝑑𝑉𝑥̂
2
𝑥

‖𝒙
̂−𝒙‖

Boundary
Conditions

classical Dirichlet and
Neumann BC

nonlocal Dirichlet and Neumann type BC

Corrosion Front

boundary of a domain
(requires boundary condition)

interface region in a two-phase domain (does
not require boundary condition)

Dissolution Flux at
The Corrosion
Front

applied boundary condition

nonlocal interfacial flux governed by the
̂, 𝑡) given in Eq.
constitutive model for 𝑘(𝒙, 𝒙
(4.8)

Pit Growth

moving boundary according to
Stefan-type condition

phase-change via concentration-dependent
damage model: 𝑑(𝐶) given in Eq. (4.9)

4.2.5 Modelling pitting corrosion in stainless steel
The model described in Section 4.2.4 is the general PD corrosion model. Specific
materials and environment requires additional parameters and enhancements of Eq. (4.7).
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In the case of pitting corrosion in stainless steel, for example, one can insert conditions
able to simulate additional important mechanisms like passivation, salt layer formation,
and passive film rupture.
4.2.5.1 Peridynamic Model for Passivation
As mentioned in the introduction, the mechanism that explains the formation of lacy
covers in pitting corrosion in stainless steel is a sequence of partial passivation of pit
walls and undercutting the surface due to corrosion underneath the passive layer [7].
Including passivation in the model is crucial in modeling the formation of lacy covers on
the surface, and lacy covers are crucial in obtaining the correct pit growth [8, 9].
Passivation is triggered when acidity drops below a certain level. Lower metal cation
concentration decreases hydrolysis, and consequently increases the pH value [68]. Based
on this theory, Laycock et al. [43] considered a critical value for concentration of metal
cations (𝐶crit ) inside the electrolyte, below which the corroding surface nearby
passivates. This repassivation mechanism has been implemented in a 2D PD corrosion
model for simulation of 2D pits with lacy covers [32]. The same passivation model is
used here in the 3D model. The model for passivation is expressed as follows:
̂, 𝑡) = 0��, 𝒙�𝑜𝑟�𝒙
̂ ∈ Ωpass (𝑡)
𝑘(𝒙, 𝒙

(4.14)

where Ωpass (𝑡), is defined by:
Ωpass (𝑡) = {𝒙� ∈ � Ωsolid (𝑡)│𝒙� ∈ � 𝐻𝒙𝐿 ∈�Ωliquid(𝑡) � ∧ � ∃𝑡 ∗ ∈ [0, 𝑡]:�𝐶(𝒙𝐿 , 𝑡 ∗ )
(4.15)
< 𝐶crit }
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According to this model, the passive domain is a history-dependent subset of the solid
domain, such that, each passive point 𝒙� ∈ � Ωpass (𝑡) is a family member of a liquid point,
and there exist a time 𝑡 ∗ ∈ [0, 𝑡] where this liquid point has satisfied the passivation
criterion. In other words, if a liquid point has a concentration below 𝐶crit , it induces a
permanent passivation for all dissolving solid points that may be in its family. To
implement this in practice, one stops dissolution at any of these points by setting 𝑘diss to
zero for all interfacial bonds connected to the passivated node.
4.2.5.2 Peridynamic model for salt-layer effect
Besides passivation, another important mechanism that governs pit growth is the
domination of diffusion-controlled regime due to saturation of electrolyte at the pit
bottom. If dissolution flux becomes higher than the diffusion flux inside the electrolyte,
the solution becomes saturated and unable to hold the ions with a concentration higher
than�𝐶sat . In this situation, the excess of oxidized atoms precipitate as salt molecules, and
form a salt layer at the pit bottom [69]. This layer imposes an electrical resistance on the
surface, and slows down the dissolution. The thickness of this layer increases such that,
the dissolution flux and the diffusion flux in the electrolyte are balanced. In brief, the
formation of salt-layer, forces the dissolution flux to follow the diffusion flux. As a result,
the factor that controls corrosion rate is only the diffusion kinetics inside the electrolyte,
and corrosion rate is independent of the potential value [69].
A simple model is introduced in the PD corrosion model for diffusion-controlled
dissolution, which mimics the effect of salt layer presence and balances the dissolution
rate with the diffusion flux in the liquid:
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̂, 𝑡) = 0��, 𝒙�𝑜𝑟�𝒙
̂ ∈ � Ωdiff (𝑡)
𝑘diss (𝒙, 𝒙

(4.16)

where Ωdiff (𝑡), is the domain under diffusion-controlled dissolution regime:
Ωdiff (𝑡) = {𝒙� ∈ � Ωdiss (𝑡)│𝒙 ∈ � 𝐻𝒙𝐿∈�Ωliquid(𝑡) � ∧ �𝐶(𝒙𝐿 , 𝑡) = 𝐶sat }

(4.17)

Ωdiff (𝑡) is a subset of the dissolving solid, and each point in this domain is in the family
of a liquid point that has a concentration equal to the saturation value. In other words, if
concentration at a liquid point reaches�𝐶sat , the dissolution of dissolving solid points
inside the horizon of that liquid point is temporarily stopped, by having 𝑘diss = 0 for all
interfacial bonds connected to those solid points inside the horizon of the liquid point. As
soon as the concentration in the liquid point drops below 𝐶sat , due to out-diffusion of ions
from the pit via its liquid-liquid bonds, the micro-dissolvability of interfacial bonds for
the solid points within its horizon, is restores to its previous value. Mathematically, such
solid nodes are now back in Ωdiss \Ωdiff . Similar to the effect of salt-layer on the
dissolution rate in the diffusion controlled regime, this model also forces the dissolution
rate to be consistent with the mass transfer in the electrolyte.
Figure 4.3 is a sketch of the passivation and diffusion-controlled regime models in the PD
frame work. Point A satisfies the passivation criterion, and passivates points B and C.
Dissolution in points B and C is then stopped by permanently changing 𝑘diss to zero for
their interfacial bonds. Similarly, for diffusion-controlled corrosion, point D is saturated
and pauses the dissolution of E and F. Dissolution pause is removed once the
concentration in D drops below 𝐶sat again, when diffusion via bonds in the liquid phase
caries the metal ions away in the electrolyte.
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Figure 4.3. Schematic of passivation and diffusion-controlled regime models in the PD
formulation.

4.2.5.3 Model for passive-film rupture/perforation
In order to model the formation of lacy covers, a mechanism for passive-film
rupture/perforation is essential to simulate the development of holes in the passive film.
The thickness of the actual passive film in stainless steel is on the order of nanometers
(see [70]). When corrosion dissolves the subsurface bulk alloy, the thin passive film loses
support and is easily ruptured by osmotic pressure or internal stresses [5, 71, 72]. The
passive film at break-down locations opens up or separates and collapses in the pit. A
hole forms and the fluid connects the electrolyte, inside and outside of the pit. Obviously,
the metal concentration in the electrolyte filling the newly emerged perforation is
between the concentration of the adjacent electrolyte “above” and “below” the
perforation.
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Since fluid-solid interactions (other than diffusion) are not included in the current PD
corrosion damage model, a simple model is proposed for passive-film-rupture: if the
passive film is surrounded by the liquid on both sides of any location, we change the
material phase of passive points in that location, from solid to liquid. Concentration
values are assigned to such nodes using a linear interpolation between the two liquid
points above and below the perforation location in the passive film.
Therefore, in our model, the evolution of the perforated domain is captured by the
following set: expressed below:
Ωhole (𝑡) = {𝒙� ∈ � Ωliquid (𝑡)│∃𝑡 ∗ ∈ [0, 𝑡):�𝒙� ∈ � Ωpass (𝑡 ∗ ) � ∧ �� ∃𝒙𝐿1 &𝒙𝐿2

(4.18)

∈ � 𝐻𝒙 :�𝒙𝐿1 &𝒙𝐿2 ∈ Ωliquid (𝑡 ∗ ) � ∧ �𝒙 − 𝒙𝐿1 = 𝛾(𝒙𝐿2 − 𝒙𝐿1 ) ∶ �𝛾
∈ (0,1) � ∧ � ‖𝒙𝐿2 − 𝒙𝐿1 ‖ ≤ 𝛿}
Ωhole (𝑡) is a subset of the liquid domain, such that there exist a time 𝑡 ∗ , when the points
in Ωhole (𝑡)�were a part of the passive region. At time 𝑡 ∗, each of these formerly passive
points were collinear with, and between two liquid points in its family (𝒙𝐿1 and 𝒙𝐿2 ),
with the distance between the liquid points less than or equal to one horizon size (𝛿). The
reasoning behind this selection is that the passive film thickness in the model is 𝛿, due to
the nonlocality, and when such a pair of liquid nodes exists for a passivated point, a
perforation would form.
For the concentration of the new points in�Ωhole , a linear distribution between the
concentration values of the liquid –point pair, 𝒙𝐿1 and 𝒙𝐿2 in Eq. (4.18), is enforced at the
moment of rupture�𝑡 ∗ , as a possible option:
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𝐶(𝒙� ∈ � Ωhole (𝑡), 𝑡 ∗ ) = 𝐶(𝒙𝐿1 , 𝑡 ∗ ) + 𝛾[𝐶(𝒙𝐿2 , 𝑡 ∗ ) − 𝐶(𝒙𝐿1 , 𝑡 ∗ )]

(4.19)

Incorporating the models proposed for passivation, salt-layer effect, and passive film
rupture, into the general PD corrosion damage model, transforms Eq. (4.8) into:
9𝐾L
2𝜋𝛿 3
𝑘diss �����������

̂ ∈ � Ωliquid (𝑡)
, 𝒙�&�𝒙

𝑘L =
̂, 𝑡) = �
𝑘(𝒙, 𝒙

0��������
0
���������
��������
{0

(4.20)

̂ ∈ � Ωliquid (𝑡)�𝑎𝑛𝑑�𝒙�𝑜𝑟�𝒙
̂ ∈ � Ωdiss (𝑡)\[Ωpass (𝑡)&Ωdiff (𝑡)]��
, 𝒙�𝑜𝑟�𝒙
̂
𝒙�𝑜𝑟�𝒙 ∈ � Ωdiff (𝑡)
̂ ∈ � Ωpass (𝑡)
�, 𝒙�𝑜𝑟�𝒙
̂ ∈ � Ωsolid (𝑡)
, 𝒙�&�𝒙

4.2.6 Initial and boundary conditions
The coupled nonlocal diffusion-damage model is a nonlocal initial-boundary value
problem (IBVP) for an integro-differential equation in a domain that changes, in time.
Therefore, it requires (nonlocal) boundary and initial conditions.
Boundary conditions in Peridynamics are different than in classic local models. In
Peridynamics, the boundary conditions have to be described over a δ-thick outer layer of
the domain [73-76]. Figure 4.4 shows a generic model with its different subdomains
(phases) denoted by ΩX and the boundary layers by ΓX .

Figure 4.4. Generic representation for the domains and boundary layers used in the
peridynamic model of corrosion damage.
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Note that in this model, the IBVP is defined on a time-dependent, expanding subdomain
of Ωtotal, called ΩIBVP . Here Ωtotal = Ωsolid ∪ Ωliquid , and ΩIBVP = Ωdiss ∪ Ωliquid. In
Figure 4.4, the boundary layers are displayed for the ΩIBVP domain.
The following boundary conditions will be used in the examples shown in Section 4.3. A
Dirichlet-type boundary condition is assigned to the top boundary layer, imposing zero
concentration at all points in Γtop . This is representative of the following physical
situation: a pit with a diffusion layer under a very dilute bulk electrolyte. Zero flux for the
side boundaries means periodicity, while zero flux on the bottom boundary represents the
case when metal-ion diffusion in the solid is negligible compared with its diffusion in the
electrolyte. The no-flux conditions are implemented by assigning zero diffusivity to all of
the bonds connecting to points in Γside , and Γbottom. Note that there are various methods
to apply nonlocal boundary conditions, and some can be developed to be equivalent to
imposing local boundary conditions [73, 74, 77].
4.2.7 Discretization
Different numerical schemes can be used to solve the PD corrosion damage model. For
example mesh-free method with Gaussian integration [34, 60] and FEM [33]. In this
study, the meshfree discretization is preferred due to certain advantages in handling
fracture problems. This is particularly useful if one aims to model stress corrosion
cracking by coupling the proposed PD corrosion damage model with a PD fracture model
[66].
For the spatial integration of the integral in Eq. (4.7), we use one-point Gaussian
integration (or mid-point quadrature rule). For convenience the domain is discretized with
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a uniform grid. In this study, nodes are taken to be the grid cells centroids. For each node,
we construct its family within the horizon, as a pre-processing step. The total corrosion
time is discretized into equal time-steps. At the nth time-step 𝑡𝑛 , Eq. (4.7) at a generic
node 𝒙𝑖 and time 𝑡𝑛 , becomes :

̂, 𝑡𝑛 )
𝐶𝑖̇ 𝑛 = 𝐶̇ (𝒙𝒊 , 𝑡𝑛 ) = ∫ 𝑘(𝒙𝒊 , 𝒙
𝐻𝑥

≅

𝐶 𝑛 − 𝐶𝑖𝑛
𝑛 𝑗
∑ 𝑘𝑖𝑗
2
‖𝝃𝑖𝑗 ‖
𝑗

̂, 𝑡𝑛 ) − 𝐶(𝒙𝒊 , 𝑡𝑛 )
𝐶(𝒙
𝑑𝑉𝑥̂
‖𝒙
̂ − 𝒙 𝒊 ‖2

(4.21)

∆𝑉𝑖𝑗

𝑛
where 𝑘𝑖𝑗
is the micro diffusivity of (𝒙𝒊 , 𝒙𝒋 ) bond at time 𝑡𝑛 , 𝝃𝑖𝑗 is the relative position of

𝒙𝒊 and 𝒙𝒋 , and ∆𝑉𝑖𝑗 is the partial volume of the grid cell, associated with 𝒙𝒋 covered by the
horizon of 𝒙𝒊 . This discretization is shown in 2D in Figure 4.5. ∆𝑥 is the grid spacing.
𝛿

The ratio of ∆𝑥 is called horizon factor and is denoted by 𝑚.

Figure 4.5. The uniform discretization (shown here in 2D). In this example, the horizon
factor 𝑚 is about 2. For the 3D simulations in this study we use 𝑚 = 4.02.
Note that some nodal volumes are only partially covered by the horizon of a given node
(see Figure 4.5, for the 2D case). Several algorithms have been proposed to approximate
∆𝑉𝑖𝑗 for such 𝒙𝒋 nodes (see [78, 79]). The one used in this work is provided in the
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appendix. The integration with this algorithm is shown to be very close to the exact
integral value, but much cheaper to compute [78].
The time integration for Eq. (4.21) used here is the Forward Euler method. With a ∆𝑡
time step, Eq. (4.21) becomes:
𝐶𝑖𝑛+1 = 𝐶𝑖𝑛 + 𝐶𝑖̇ 𝑛 ∆𝑡

(4.22)

Note that time steps must be short enough to satisfy the stability criterion (see [46, 51]).
In this study, a computational technique which enlarges the maximum allowable time step
is used to increase efficiency of computations [80]. After concentrations are updated, the
damage field is calculated based on Eq. (4.23), the discretized form of Eq. (4.9):

𝑑𝑖𝑛+1

1
𝐶
− 𝐶𝑖𝑛+1
= � solid
𝐶solid − 𝐶sat
0
{

, if�𝐶𝑖𝑛+1 ≤ � 𝐶sat

(4.23)

�����������������, if�𝐶sat < 𝐶𝑖𝑛+1 < � 𝐶solid
���, if�𝐶𝑖𝑛+1 = 𝐶solid

𝑛+1
where 𝑑𝑖𝑛+1 is 𝑑(𝒙𝒊 , 𝑡𝑛+1 ). Denoting 𝜇(𝒙𝒊 , 𝒙𝒋 , 𝑡𝑛+1 ) = 𝜇𝑖𝑗
, the definition of damage in

Eq. (4.10) for the discrete model becomes:

𝑑𝑖𝑛+1

𝑛+1
∑𝑗 𝜇𝑖𝑗
=1−
∑𝑗 1

(4.24)

Eq. (4.24) is, in fact, the ratio of the number of broken mechanical bonds to the total
number bonds for each node. Once the corrosion damage value is computed based on Eq.
(4.23), we need to update the mechanical bonds state, so that Eq. (4.24) holds. Due to the
discrete nature (each node has a finite number of bonds), given a nodal damage value it
may not be possible to also create a precise change in mechanical bond-states to match
the damage. Moreover, even when that is possible, there might not be a unique selection
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for the bonds to be broken. Therefore, a stochastic procedure is introduced to select
which mechanical bonds would need to be broken at this time-step[34]. This approach
𝑛+1
assigns appropriate 𝜇𝑖𝑗
values for bonds (see below), such that the damage values from

Eq. (4.24), are approximately equal to 𝑑𝑖𝑛+1 from Eq. (4.23) . A stochastic procedure is
𝑛+1
employed to break randomly selected (𝒙𝒊 , 𝒙𝒋 ) bonds (set 𝜇𝑖𝑗
= 0) based on the

corrosion damage values at the 𝒙𝒊 , 𝒙𝒋 nodes, as follows [34]:


Loop over all nodes
Compute 𝑞𝑖 =

𝑑𝑖𝑛+1 �–�𝑑𝑖𝑛
1�–�𝑑𝑖𝑛

𝑖
𝑖
× 𝑁fam
, where 𝑁fam
is the total number of bonds in the

family of 𝒙𝒊 , and 𝑞𝑖 is the number of mechanical bond required to be broken at
this time-step.
Loop over all bonds in the family of the current node:
o For each bond, generate a random number 𝑝 from a uniform distribution in
𝑖
𝑛+1
[0,1]. If 𝑝 ≥ (𝑞𝑖 /𝑁fam
), then break the mechanical bond (𝒙𝒊 , 𝒙𝒋 ) (set 𝜇𝑖𝑗
,
𝑛+1
and 𝜇𝑗𝑖
to zero).

o End loop over bonds


End loop over nodes



Loop over all nodes
Update the value of 𝑑𝑖𝑛+1 for all nodes, using Eq. (4.24).



End loop over nodes

Observe that the updating of nodal damage information has to be done in an outside loop
from the one that computes the bonds that need to break in order to avoid inconsistent
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calculations (such as when a bond (𝑖, 𝑗) is selected to break only when we compute node
𝑛+1
𝑗, happening after node 𝑖 was already processed). After these steps, 𝑘𝑖𝑗
is determined

from the updated 𝑑𝑖𝑛+1 , using Eq. (4.8), or Eq. (4.20).
Note that this algorithm, while not leading to an exact match with the damage value
computed based on the concentration drop (see Eq. (4.23)), it does not depart much from
it. The approximation stems from the fact that updated values for 𝑑𝑖𝑛+1 from the newly
𝑛+1
assigned 𝜇𝑖𝑗
, can be slightly higher, compared to the values of 𝑑𝑖𝑛+1 obtained according

to 𝐶𝑖𝑛+1 , at some of the nodes. This happens because, given that 𝜇𝑖𝑗 = 𝜇𝑗𝑖 , once a bond
is eliminated according to the increased damage at node 𝒙𝒊 , the damage value at 𝒙𝒋
automatically increases due to this bond elimination. As a result, 𝑑𝑗𝑛+1 might be slightly
higher than the value calculated from 𝐶𝑗𝑛+1 according to Eq. (4.23). Consequently,
damage at some of the nodes near the interface increases and may reach value 1 (meaning
the nodes are now liquid phase), while their concentration could still be slightly higher
than 𝐶sat . Another case that can lead to having liquid nodes with 𝐶𝑖𝑛+1 > 𝐶sat �may also
appear due to time integration error. Although these types of minor “oversaturation” are a
result of the specific numerical scheme employed here, supersaturation has been observed
experimentally. For example, in [31, 81] , it is reported that the concentration at the pit
bottom may exceed 𝐶sat , by up to 30% sometimes. In diffusion controlled regime,
because micro-diffusivity of liquid bonds is much higher than the micro-dissolvability of
interfacial bonds, oversaturation can happen at a point only for a short period of time,
thus the effect on results is insignificant. Also, for activation controlled conditions, since
we calibrate the micro-dissolvability parameter to the corrosion rate (performed on the
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discretized model, see Section 4.2.8), the corrosion front motion is not affected by the
approximation of mechanical damage.
At the beginning of the new step when boundary conditions are applied, the algorithm for
passive-film perforation is called upon. The implementation of the passive-film
perforation model proposed in Section 4.2.5.3 is as follows:
At time step 𝑡𝑛 , if any solid 𝒙𝑖 node (𝑑𝑖𝑛 < 1) right under the 𝛿-thick metal surface passive
film becomes liquid (𝑑𝑖𝑛+1 = 1), we change the damage value for the passive nodes directly
above 𝒙𝑖 to 1 (these nodes are now liquid), and a perforation is initiated or a pre-existing
pore grows. In the same time step, the concentration at each one of these new liquid nodes
is calculated using Eq. (4.19), by linear interpolation between concentration values at the
corresponding liquid points below and above the 𝛿-thick passive film.
Experimental observations suggest that when the pit wall is largely passivated and
secondary pits growth under the repassivated region [9, 32], perforations may form on the
passive wall, leading to an inner lacy structure [9]. Note that the proposed model in Section
4.2.5.3 is general and captures this observation. However, the simple implementation
described above is restricted to the top passive film. A more general implementation of the
proposed model can simulate inner lacy covers as well.
4.2.8 Calibration of the micro-dissolvability
To conduct the PD simulations, 𝑘diss needs to be calibrated with the measured activationcontrolled current density (𝑖), or corrosion rate. To this aim, a simulation for uniform
corrosion with activation-controlled regime needs to be performed with a trial micro-
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trial
dissolvability (𝑘diss
) [32, 34, 60]. The current density from the trial simulation (𝑖 trial ) can

be calculated from Faraday’s second law, expressed as:

𝑖(𝑡) = 𝑧𝐹

∑𝑛𝑖=1 𝐶(𝒙𝑖 , 𝑡 + ∆𝑡)∆𝑉𝑖 − ∑𝑛𝑖=1 𝐶(𝒙𝑖 , 𝑡 − Δ𝑡)∆𝑉𝑖
𝐴(2Δ𝑡)

(4.25)

In Eq. (4.25), 𝑧 is the charge number, 𝐹 is the Faraday’s constant (96,485.3 C. mol−1 ), 𝐴
is the area of corroding surface, 𝑛 is the total node number, and ∆𝑉𝑖 is the grid cell
volume, associated with node 𝒙𝑖 .
Knowing that micro-dissolvability is linearly proportional to current density, 𝑘diss can be
obtained from:
𝑖
𝑖 trial

=

𝑘diss

(4.26)

trial
𝑘diss

The trial simulation uses initial and boundary conditions similar to those shown in Figure
4.4, but for a geometry without an pit, and excludes the passivation criterion (in order to
maintain uniform dissolution, so that it is easier to estimate the corrosion area). The
discretization in the trial simulation should be the same as the main simulations which
will use the calibrated micro-dissolvability [34].
This particular type of calibration is slightly dependent on the numerical discretization. A
different calibration, performed before the discretization step, can be used to eliminate
this dependency, and that is presented in [80].
4.3

Results and discussion

We now perform model validation tests against an experimentally grown pit under
potentiostatic conditions in a 304L SS wire from reference [82]. We compare quantities
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like the pit growth rate, pit size and aspect ratio, and also the morphology of the lacy
cover. As observed in experiments, the morphology of lacy covers varies depending on
the material, potential, temperature, etc. [41, 42, 83]. In some cases, the pores in the lacy
covers are circular while in others are more elongated, crescent moon-shape. To
investigate if the current model is capable of capturing such fine details of lacy cover
formation, we also simulate pit grown in 904L SS in a more aggressive environment
compared with the case of 304L. We compare the result to the experimental one from the
literature.
4.3.1 3D simulation of pitting corrosion in 304L stainless steel
We consider the experimentally grown pit under potentiostatic regime in 304L stainless
steel wire, in 0.1 M NaCl solution and at room temperature (25 oC) as described in [82].
Figure 4.6(a) shows the wire with the pits on its surface, and also a magnified view for
one of the pits. To produce the magnification, we simply took the published figure and
performed a photo-enhancement (via an online service [84]) to improve the contrast and
resolution. Figure 4.6(b), taken from [82], shows the middle cross-section of this
particular pit. The pit has grown for 83 seconds, under application of 600 mV (vs
Ag/AgCl), for the stage shown in Figure 4.6.
From the current density measurement on the pit surface, the current density at pit
initiation was 110 KA. m−2 ([82]) and may be taken as the activation-controlled current
density. This current decays with time as the pit grows as diffusion-controlled regime
becomes dominant.
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Figure 4.6. Images from the experiment conducted in [82] on pitting corrosion in 304L
stainless steel in 0.1 M NaCl solution: a) SEM image of the corroded wire and a
magnified view of the lacy cover for one of the pits (with photo enhancement); b) 2D
tomogram of the pit cross-section.
In order to simulate evolution of this pit with the PD corrosion model, we need to choose
the inputs parameters, according to the chemo-physical properties of the steel alloy, and
its reaction with the electrolyte. This, and details of the discretization are discussed next.
4.3.1.1 Input parameters and discretization
𝐶solid is obtained from division of the density by the molar mass of the solid metal. From
the material properties of 304L stainless steel wire, 𝐶solid is calculated to be 142,900
mol. m−3[82]. 𝐶sat in NaCl solution at 25 oC is reported to be 4,600 mol. m−3 [85], and a
diffusivity (𝐾L ) of 860 μm2 . s −1 was measured for NaCl solution at 25 oC [85]. According
to literature,�𝐶crit is about 2,500�mol. m−3[86]. The micro-dissolvability (𝑘diss ) needs to
be calibrated with the activation-controlled current density by performing a trial
simulation, discussed in the next section.
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The simulation domain is a cuboid of 120 × 120 × 100�μm3 , where the shorter axis is
the height. In the PD model, the thickness of the partially corroded layer is equal to 𝛿.
Some experiments observed the thickness of this layer to be about 1 to 10 μm [10-13].
Here, the horizon size (𝛿) is taken to be 4�μm.
We discretize the domain using a uniform grid spacing of 1 μm, resulting in nodal
volumes of 1�μm3.
We select the boundary conditions so that they mimic the conditions in the actual
experiment. Since the bulk electrolyte outside the pit is dilute and occupies a much larger
volume, relative to the pit, and the fact that natural convection stirs the bulk liquid, zero
concentration is applied directly on top of the metal surface (as a Dirichlet nonlocal
boundary condition, see Section 4.2.6). This boundary condition is common in simulating
pitting corrosion [39, 87]. In our case with the passivation criterion, implementation of
this boundary condition, induces passivation of the top metal surface, similar to the actual
presence of the passive surface in stainless steel.
As described in Section 4.2.6, the “no-flux” boundary condition which mimics nodissolution/no-diffusion, is imposed on the sides of the domain and also below the
dissolving solid region.
To initiate pitting, an initial defect on the metal surface is required. Experiments suggest
that pits are initiate around inclusions on the surface, where local galvanic coupling
between the bulk alloy and the inclusion causes the dissolution of one or the other [5, 88,
89]. This creates an initial pit with high concentration of metal ions which may continue
to grow as a stable pit.

146
Accordingly, we place a relatively small sphere of radius 10�μm, filled with saturation
concentration (𝐶sat ) at the center of the top surface, just below the top boundary layer.
The size is chosen arbitrarily. As long as the initial pit is relatively small compared to the
grown pit size, and sufficiently large to maintain stable pitting and prevent immediate
passivation, the pit growth kinetics is not sensitive to initial pit size.

Figure 4.7 displays the 3D domain with initial and peridynamics boundary conditions.
The initial pit is shown in the domain cross-section.

Figure 4.7. Schematics of the 3D simulation domain with the initial and boundary
conditions. The white dashed-line separates the dissolving solid region from the rest of
the solid domain. The actual computations are performed only over the region above
the white dashed line, as the line moves down through the domain.
To conduct the PD simulation for the experimental pit shown in Figure 4.6, 𝑘diss needs to
be calibrated with the measured activation-controlled current density (𝑖) according to the
procedure described in Section 4.2.8. The activation-controlled current density
considered here, is the reported initial current density: 110 kA. m−2 . A trial simulation is
trial
conducted under activation-controlled regime with a trial micro-dissolvability 𝑘diss
=

0.022�μm−1 . s −1 . For the trial simulation, the geometry, discretization, and the B.C.
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mentioned above are used, but without the initial pit. The current density in the trial
simulation (𝑖 trial ), is calculated to be 24�kA. m−2 from Eq. (4.25). In this simulation, 𝑧
has the representative value of 2.2 for stainless steel, and 𝐴 is 120 × 120�μm2 .
trial trial
By substituting the values for 𝑘diss
,𝑖
,and 𝑖 in Eq. (4.26), we obtain 𝑘diss = 0.103

μm−1 . s −1.
4.3.1.2 Simulation results for 304L stainless steel
The computer program for the simulations in this study, is an in-house serial code written
in Fortran 90. The simulations are performed on a Dell-Precision T7810 workstation PC,
with twenty logical Intel(R) Xeon(R) CPU E5-2687W v3 @3.10 GHz processors, and 64
GB of installed memory. The 3D simulations presented in this section require between
48hrs to 72hrs. The calibration phase represents a tiny fraction of this computational time.
A parallel implementation using GPU, leads to a speed-up of roughly 6, and it is used for
the example shown in Section 4.3.3.
Using the calibrated 𝑘diss and the model describe in Figure 4.7, the 3D PD simulation is
performed for 83 seconds of actual corrosion. Time step in this simulation is 5
milliseconds.
Figure 4.8 shows the results of this simulation in comparison to those from the
experiment. In these figures we do not show the computational electrolyte layer above
the metal surface, and also “shave-off” the 𝛿-thick passive layer on top of the metal
surface (see Figure 4.7) because the physical one is nanometer thick (while the horizon
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size used here is micrometer scale). The animation of this simulation is provided in Video
1 in Supplementary materials in [90].

Figure 4.8. Experimental (left; from [82]) and PD simulation (right) results for pit
grown in 304L stainless steel and its lacy cover after 83 seconds of corrosion in 0.1 M
NaCl solution, at 600 mV (vs Ag/AgCl).
Not only the pit size and the density of pores in the lacy cover is close to the experiment,
but the lacy morphology obtained by the PD model is also realistic, in particular the
asymmetry and random distribution of pores with various shapes and sizes. This is
induced in the model, by the stochastic procedure of corrosion damage [32, 34] (see
Section 4.2.7).

We do remark that Figure 4.8 shows that the simulated pit is slightly smaller than the real
one. One possible reason for this could be the partial collapse of the lacy cover in the real
pit (see the pit center), which facilitates mass transfer, and thus increases the corrosion
rate in the real case compared to the simulated one. Another minor difference between the
simulation and the experiment is the rather flat region at the bottom of the real pit which
is not as extensive in the simulation results. Micro-structural heterogeneities, not included

149
in the model, could be one reason for this. Another reason may be the complicated local
electrochemistry around the actual salt-layer forming at the bottom of the pit, which our
simplified model does not include.
In Figure 4.9 we show a few snapshots of the pit evolution. The domain is cut in half to
better observe the pit shape and concentration distribution inside the pit. Following the
theory of lacy cover formation [7], low concentration in upper regions inside the pit
passivate the pit walls partially. Corrosion continues underneath, and once it reaches to
the passive film, the layer is ruptured. The new pores continue to grow, until passivation
criterion is satisfied near them, when they repassivate.

Figure 4.9. Metal concentration from PD simulation of pitting corrosion in 304L
stainless steel in 0.1 M NaCl solution, at 600 mV (vs Ag/AgCl). Only half of the
computational domain is displayed.
To more clearly asses the role played by the stochastic elimination of mechanical bonds
in the damage-update procedure (see Section 4.2.7) on the asymmetry and the random
distribution of pores in the lacy cover, we perform three simulations in which only the
seeding of the random number generator using by the stochastic procedure differs. The
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results given in Figure 4.10 show that, while some differences in the details are present,
the main characteristics of the pit and the lacy (pit shape, depth, aspect ratio, density and
size of perforations) are the same. This micro-randomness can be seen as a simple,
effective representation of microstructural variations not included in the model explicitly.
For a peridynamic corrosion model in which material microstructure is represented
explicitly, please see [60].

Figure 4.10. Effect of the micro-level stochasticity in the model on simulation results:
three pits obtained using different seeding of the random number generation in the
bond-breaking (corrosion damage) algorithm. Top row: lacy covers. Bottom row:
middle pit cross-section, showing the metal concentration.
These agreements between the simulation results (from a peridynamic model that only
accounts for diffusion of metal ions, concentration-based criteria for passivation, and salt
layer presence) and the experimental observations suggests that complex pit growth
kinetics may be controlled, to first order, by these mechanisms implemented in our
model. We will test this hypothesis by investigating another case, in which the lacy
morphology is markedly different from the one observed in this section.
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4.3.2 Simulation of 3D pitting corrosion in 904L stainless steel
We now test our model for the case of a steel in a more aggressive environment. From
reference [91], we consider the experiment for a pit grown in 904L stainless steel,
exposed to 1 M NaCl solution at 750 mV (vs SCE), and at the relatively high temperature
of 62oC.
According to the composition of this alloy and the procedure in [39], 𝐶solid is calculated
to be 140,500 mol. m−3. High temperature accelerates corrosion by increasing the
diffusivity in the electrolyte, and solubility of metal ions inside the pit [85, 92]. From
literature, the values for 𝐾L and 𝐶sat at 60oC are found to be 2,800 �μm2 . s−1 , and 5,300
mol. m−3, respectively [85]. Experimental observations suggest that the repassivation
criterion is not influenced by the temperature (see [42]). Therefore, 𝐶crit is again 2,500
mol. m−3 for this simulation (see [86]).
The domain, spatial discretization, initial and boundary conditions are the same as for the
previous simulation of pitting corrosion in 304L SS in Section 4.3.1. The time steps,
however, need to be smaller in this simulation because of the higher 𝐾L value, which
leads to a stronger condition for numerical stability of the Forward Euler scheme used
here ([46, 51]).
According to the anodic polarization of 904L stainless steel in 1 M NaCl solution [92],
the activation controlled current density at 750 mV (vs SCE) is estimated to be 45
kA. m−2 . Using this value, and following the same calibration steps as in the previous
simulation, 𝑘diss is found to be 0.042 μm−1 . s−1.
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In the experimental study [91], the authors provided the top view of pit at its final stage
shown in Figure 4.11 (left), but the time-duration of the pit growth is not given. The PD
simulation result shown in Figure 4.11 (right) is after 42 seconds of corrosion, when the
size of the simulated pit (in top view) reaches to that of the experimental pit. In Figure
4.11 we compare the lacy cover from the experiment in [91] with that from the PD
simulation, using the same length-scale. The time scale for this result was not provided in
[91].

Figure 4.11. Comparison between the lacy cover observed experimentally in [91] (left)
and that obtained with the PD model for a pit grown in 904L stainless steel in 1 M
NaCl solution at 750 mV (vs SCE), at 62 oC.
Longer and more connected perforations, and relatively higher pore density are some of
the specific characteristics of this lacy cover, different from the previous example with
304L SS. These features are successfully reproduced by the PD model.
Note that the distance between the pores in simulated lacy cover in radial direction is, in
general, not smaller than 𝛿. The reason is the passivation model described in Section
4.2.5.1, which induces passivation in the solid points within the 𝛿-distance of the liquid
points that satisfy the criterion. As a result, the distance between perforations are, in
general, not smaller than 4 μm. In cases when two nearby perforations happen nearly
simultaneous, the spacing between them can be smaller than the horizon size (see Section
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4.2.5.1). In order to simulate higher density perforations, one needs to use a smaller 𝛿 and
consequently a finer discretization, at the expense of additional computational cost.
The activation-controlled current density (i.e. activation-controlled corrosion rate) in the
case of 904L is less than half compared to the previous case of 304L. However, by
comparing the time-evolution of pits size in both simulations, it is noticed that the overall pitting rate is significantly higher in the case of 904L SS. The reason is higher
temperature of the environment, which results in higher magnitudes for 𝐶sat and 𝐾L . This
facilitates mass transfer in the diffusion-controlled dissolution, which is the dominant
regime in pits with cover.
Figure 4.12 shows the 3D pit and the concentration distribution inside it. The animation
of this simulation is provided in Video 2 in Supplementary materials in [90]. As observed
in the video 2, accumulation of metal ions is noticed when corrosion is progressing under
the cover. Once new pores are formed, ions are released and the concentration inside the
pit drops.

(a)
(b)
Figure 4.12. PD simulated pitting corrosion of 904L stainless steel in 1 M NaCl
solution, at 750 mV (vs SCE) potential, and 62 o𝐶 temperature for 42 seconds: a) 3D
shape of the pit. b) 3D display of the simulated pit with concentration distribution. The
domain is cut to reveal the pit shape underneath the metal surface.
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Many factors contribute to the morphology of lacy covers in pitting corrosion of stainless
steel: the alloy composition, the electrolyte, the concentration of aggressive anions, the
applied potential, temperature, etc. The reason that a simple peridynamics model for
corrosion damage coupled with a metal concentration-based criterion for passivation can
predict the formation of these covers with a great level of detail, is that the combined
complex chemo-physical phenomena at play in the lacy cover formation over pits are
ultimately, to first order approximation, dominated by the mechanisms that are included
in our model: coupled diffusion/phase-change/damage/repassivation.
4.3.3 Simulation of merging pits
In this section, the proposed PD model is used to simulate cases where pits grow near one
another and eventually merge together. Results are qualitatively compared with merging
pits observed in experiments. For simulations in this section, a wider domain of 180 ×
180 × 70�μm3 is used. The initial and boundary conditions are similar to those illustrated
in Figure 4.7 with one difference: instead of one initial pit shown at the center in Figure
4.7, two initial pits are placed on the diagonal of the top surface. Discretization, model
parameters, and physical properties are selected the same as in the simulation case for the
single pit in 304L stainless steel in Section 4.3.1.
Because the simulations in this section are costlier compared to those with a single pit, a
CUDA C parallel program using Tesla P100 GPU (12 GB Card) is developed. This
program is about 6 times faster compared with the serial Fortran code used in the
previous sections.
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One simulation is performed with the two initial pits placed at 88 μm apart on the top of
the metal surface. The total actual corrosion time is 140 seconds for the two pits to grow
and merge. Figure 4.13 shows the solid phase of the computational domain and the
mechanical damage distribution. Animation for this simulation is provided in Video 3 in
Supplementary materials in [90].

Figure 4.13. Corrosion-damage from a PD simulation for two merging pits with lacy
covers in 304 stainless steel after 140 seconds exposure to 0.1 M NaCl solution at 600
mV (vs Ag/AgCl) applied potential.
The micrometer-thick partially damaged layer at the corrosion front is noticeable in the
cross-section image. The mechanical properties and chemical composition of this diffuse
corrosion layer has been reported in a number of recent experimental studies [10-14]. The
PD model captures this layer very naturally, and its thickness is the same as the size of
the horizon. Figure 4.13 also shows that the pit cover is weak (or partially damaged),
implying its high susceptibility to crack initiation or potential collapse. Experiments show
that cracks can initiate from these lacy covers [82, 93].
Figure 4.14 (b) shows the time-evolution of the simulated pits and the metal ion
concentration distribution in the pits middle cross-section. The simulation results are
compared with an experimental case where two pits grow simultaneously and merge
together [94], in the same type of material and electrolyte conditions, but using a higher
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potential. Also, different from the experimental case, our results are 3D pits while the
experimental pits grow under 2D conditions, on the edge of a thin foil. Compared with
3D pitting cases, 2D pitting results in a higher ratio of pit-mouth area to the corroding
surface area. This facilitates higher corrosion rates in 2D than in 3D pits. Please note that
in reference [32] we showed that a PD model can match the evolution of 2D pits.
The Figure 4.14 (a) are X-ray radiographs of the time evolution for two 2D pits merging
on the edge of a thin 304 stainless steel foil exposed to 0.1 M NaCl solution [94]. The
potential is fixed at 650 mV (vs Ag/AgCl).

(a)
(b)
Figure 4.14. The time-evolution and merger of two pits in 304 stainless steel exposed
to 0.1 M NaCl solution. Experimental radiographs of 2D pits in (a) (from [94]) and
middle cross-section of 3D PD simulation results for metal ion concentration in (b).
As observed the qualitative behavior of the pits matches with the experimental
observations: pits grow with a dish-shaped topology under a lacy cover on top, and then
merge when they meet. Approaching the corrosion front as a part of the domain (not as a
domain boundary) allows the simulated pits to autonomously grow and naturally merge,
according to the constitutive model for phase-change in Eqs.Error! Reference source
ot found. and 0.
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Another PD simulation is performed for evolution of two pits with every condition and
parameter being the same as the simulation above, except for the distance of the initial
pits which is selected 42�μm here. Figure 4.15 (b) shows the lacy cover of the merged pits
from the top view after 100 seconds of the physical corrosion time. This result is
compared with a similar observation of two pits in 316 stainless steel exposed to NaCl
solution [95]. Note that Figure 4.15 (a) is cropped from the larger original picture [95] to
focus on the merged pits. This comparison is qualitative since the exact length scale, the
time evolution, and the exact potential under which the pits are grown are not given in the
experimental paper [95].

(a)
(b)
Figure 4.15. Comparison of lacy cover morphology of two merged pits in stainless
steel from (a) experimental observations in [95], and (b) PD simulations.
Note that all of details of the lacy cover for merging pits captured by the PD simulation
are a direct result of the embedded constitutive law for dissolution and passivation
̂, 𝑡) in Eq. 0. No additional conditions or ad-hoc complex algorithms
imposed on 𝑘(𝒙, 𝒙
are necessary.
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4.4

Conclusions

In this work we introduced a three-dimensional peridynamic (PD) model for pitting
corrosion in stainless steel with autonomous generation of lacy covers. The general model
is formulated based on the PD nonlocal diffusion for mass transfer, coupled with a metal
concentration-dependent damage relationship, and a phase-change approach via damagedependent corrosion. Simple criteria for passivation, passive film puncture, and salt layer
formation are incorporated in the general model to create the specific PD model for
simulation of pitting corrosion in stainless steel.

Quantitative comparisons with experimental observations from the literature on pits
grown in 304L stainless steel in NaCl solution under potentiostatic regime, show that the
model is able to match the size and shape of the pit, as well as the morphology of its lacy
cover. The obtained asymmetric pit and the random distribution of perforations on the
surface are similar to the real pits and are produced in our model by the stochastic
procedure used in coupling dissolution and mechanical damage.
We also tested the model for pitting in 904L stainless steel exposed to a more aggressive
environment, in an effort to see whether the model is capable of capturing some fine
differences in the lacy cover morphology noticed experimentally. Indeed, the PD model
produced longer and more connected perforations in the lacy cover, in line with the
similar behavior found experimentally in more aggressive environments.
Autonomous propagation of the corrosion front in the PD model allowed us to easily
simulate growth and merger of two nearby pits in 3D. The shape-evolution of the
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corroded region and the lacy cover morphology are compared with experimental
observation on merging pits in stainless steels.
We conclude that diffusion of oxidized metal atoms, together with concentration-based
criteria for passivation and salt-layer presence, are sufficient first-order information to
predict pit evolution in stainless steels to some fine details. Other components of the
complex electrochemistry involved in this phenomenon (not taken into account in this
relatively simple model) are, likely, second order effects.
Appendix
The algorithm to approximate ∆𝑉𝑖𝑗 in Eq. (4.21) is given in the table below:

Table 4.2. Algorithm to approximate partial volume of node 𝒙𝑗 , covered by the horizon
of 𝒙𝑗 in 3D [79, 96].
if ‖𝝃𝑖𝑗 ‖ < 𝛿 −

∆𝑥
2

then

factor = 1.0
else if ‖𝝃𝑖𝑗 ‖ ≤ 𝛿 +
factor =

𝛿+

∆𝑥
2

then

∆𝑥
−‖𝝃𝑖𝑗 ‖
2

∆𝑥

else
factor = 0.0
∆𝑉𝑖𝑗 = factor × (∆𝑥)3
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Chapter 5
5.1

Peridynamic modeling of crevice corrosion damage

Introduction

Crevice corrosion is a type of localized corrosion that occurs in locations where the
metallic surface is exposed to a confined, stagnant electrolyte in a “crevice,” while the
rest of the metallic surface is in contact with the bulk electrolyte [1]. Restricted flow in
the crevice slows down the transport of chemical species and leads to local acidification
(pH drop), triggering a self-accelerating anodic dissolution of the metal surface in the
crevice [1]. Crevice corrosion damage is considered a significant problem in many
industries. Joints, fasteners, and most types of contacts in ships, aircrafts, infrastructures,
or any other structures in offshore and marine environments, are highly susceptible to
crevice corrosion attack [2, 3]. For example, in bridges’ tendons, crevice corrosion occurs
between strands and the grout surrounding them and even between twisted wires in a
strand, and may contribute to catastrophic failure of bridges [4].
Computational models for corrosion damage phenomena, if predictive, are of significant
interest since they provide a tool to virtually investigate the potential damage caused by
environmental factors [5]. Computational models output chemical speciation, the
evolution of various electrolyte properties such as pH, conductivity, and, more
importantly, potential and current density profiles, which ultimately can determine the
corrosion rate. Models for crevice corrosion are of two classes: 1) the first class uses a
stationary domain, where the governing equations (usually mass transport and
electrostatics) are solved within a fixed time-invariant domain (of the gap only) [6-18].
The second class of crevice corrosion models considers evolving geometry, where the
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anodic dissolution changes the shape of the crevice in time as the corrosion progresses
[19-23]. The first class of models is computationally more efficient because they do not
deal with an evolving domain. However, they have obvious limitations because, at best,
they can only provide rough estimates of the corrosion profile based on the computed
current densities over the original crevice domain (see for example [24, 25]). Since
geometrical changes of crevices influence the transport phenomenon and the electric
potential distribution on the anodic surface, the second class is more realistic in
simulating the corrosion damage front profile. This profile is important because, under
mechanical loadings, cracks can initiate from the deep trenches carved by crevice
corrosion attack [4].
Traditionally, corrosion problems with evolving domains have been described by Partial
Differential Equations (PDEs)-based models. Some of such models have regarded
corrosion as a moving boundary problem. For example, the Finite Element Method has
been used to solve the PDEs in the domain configuration at each time step and the level
set [21] or Arbitrary Lagrangian-Eulerian (ALE) [20] methods are used to update the
domain boundary, leading to a new domain configuration for the next time step. Models
with moving boundaries face serious challenges in their discretization as they need to
change the domain and meshes at each time step. More discussion on the limitation of
these models are provided in [5, 26]. Some other PDE-based models consider corrosion
propagation as a moving interface problem in a domain consisting of both the liquid
phase (electrolyte) and a solid phase (metal) (see, e.g., [19]). However, because of
continuous changes on the solid-liquid interface, it is hard to predict those changes,
forcing such PDE-based models into enforcing boundary conditions on the moving
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interface that do not always reflect reality. Combinations of numerical methods and
sometimes ad-hoc techniques have been adopted to simulate moving
boundaries/interfaces [5]. For example, in one study, the Finite Volume Method (FVM)
was used for PDEs inside the domain, and a Voxel method was used to solve the moving
interface problem [19].
More recently, a new class of models has emerged that solves the governing equations
defined over a two-phase, electrolyte-solid domain, and predict the evolution of the
corrosion front caused by anodic dissolution more efficiently This approach eliminates
the need to explicitly track the corrosion front, simplifies numerical complexity, and
improves a model’s applicability to more complex situations. One such class of models is
Cellular Automata (CA) [27, 28]. However, given their discrete nature and the heuristic
rules for “cell” transformation they implement, they are difficult to calibrate and less
applicable for quantitative predictions [5]. While CAs may offer results that replicate
certain qualitative aspects of an observed phenomenon, validations against experimental
results are almost non-existent.
Peridynamic (PD) models of corrosion [29-32] are another class of models that does not
require tracking the moving boundary explicitly. PD is a nonlocal approach that replaces
spatial derivatives with integrals in its formulations. This change allows PD models to
naturally capture autonomous emergence and evolution of discontinuities, moving
boundaries, and critical features in modeling corrosion damage. PD models have been
shown to be remarkably accurate in modeling fracture [33, 34], corrosion-induced
fracture [35], and stress corrosion cracking [36, 37].
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Phase-field corrosion models [22, 38] are PDE-based models of corrosion that
approximate the material discontinuity at the corrosion front with a smooth transition
function over a small length scale, so that spatial derivatives can exist. Phase-field
models have shown promise in some corrosion problems, but challenges persists. For
example, unrealistically thick cracks/damages develop when simulating corrosioninduced fracture and damage [39, 40].
To the best of our knowledge, no crevice corrosion model has yet produced results that
have been quantitatively cross-validated with published experimental results in terms of
the damage propagation in time. In this study, we introduce a simple and predictive
peridynamic model for simulating crevice corrosion damage. The model is based on
simplifying the complex phenomenon using a metal ion concentration-dependent
parameter. In addition, in order to be able to efficiently handle problems with high aspect
ratio geometries, a modified version of the peridynamics formulation (with non-circular
horizon regions) is presented, allowing domain discretizations that mimic the given
geometry extreme aspect ratio. Crevices with micrometer-sized gaps and centimeter-sized
lengths in fasteners are examples of such geometries. The model is validated against
published experimental images on the progression of crevice corrosion damage in bolted
washers.
5.2

Peridynamic corrosion models

In this section, we briefly review the basics of peridynamic (PD) theory, the general
formulation of PD corrosion models, and the employed discretization method.
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5.2.1 Peridynamics
Peridynamics theory is a nonlocal extension of continuum mechanics [41, 42]. In this
theory, each material point interacts with other material points that are located within its
finite size neighborhood. For a point with the position vector 𝒙, the finite size
neighborhood (𝐻𝑥 ), which is usually taken to be a sphere in 3D (or a disk in 2D, a line
segment in 1D) centered at 𝒙 with the radius 𝛿 called horizon size. In Section 5.4 we
present a formulation for horizon sizes of arbitrary shapes, including extremely elongated
ones, useful in treating problem with extreme aspect ratios. Other points inside 𝐻𝑥 are
̂. Figure 2.1,
called the “family” of 𝒙 and are denoted by the position vector 𝒙
schematically shows a PD body, a generic point 𝒙, its horizon, and family nodes.

Figure 5.1. Schematic of a peridynamic body 𝛺�, and the nonlocal interactions between
a generic material point and its family (from [32]).
The term PD bond refers to objects that carry the nonlocal interactions between two
family points. There are different types of bonds, depending on the type of interaction.
For example, in a mechanical problem, PD mechanical bonds transmit force densities
between points, while for diffusion problems, PD diffusion bonds carry heat/mass
between family points.
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5.2.2 Peridynamics modeling of corrosion damage
The PD corrosion damage model was originally introduced in [29] and later modified in
[32]. In this part, we briefly layout the PD corrosion damage formulation based on the
modified version in [32].
5.2.2.1 Formulation of peridynamic corrosion damage
PD corrosion model is based on a damage-dependent nonlocal diffusion equation that
governs the mass transport in a two-phase domain consisting of both metal (solid) and
electrolyte (liquid) phases. The governing equations are as follows:
̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝜕𝐶(𝒙, 𝑡)
𝐶(𝒙
̂, 𝑡)
= ∫ 𝑘(𝒙, 𝒙
d𝑉𝑥̂ �
̂ − 𝒙|2
𝜕𝑡
|𝒙
𝐻𝑥
̂) = 1
𝑘diff (𝐷, 𝛿) , if�𝑑(𝒙) = 1�and�𝑑(𝒙
̂) < 1
̂, 𝑡) = � { 0������
𝑘(𝒙, 𝒙
, if�𝑑(𝒙) < 1�and�𝑑(𝒙
̂
𝑘diss (𝑖)���� , if�𝑑(𝒙) = 1�xor�𝑑(𝒙) = 1

𝑑(𝒙, 𝑡) = 1 −

(5.1)

(5.2)

̂ , 𝑡) d𝑉𝑥̂
∫𝐻 𝜇(𝒙, 𝒙
𝑥

∫𝐻 d𝑉𝑥̂
𝑥

̂, 𝑡)
𝜇(𝒙, 𝒙
̂��at�time�𝑡
1 , if�there�is�an�intact�mechanical�bond�between��𝒙�and�𝒙
=�{
̂��at�time�𝑡
0
, if�there�is�no�mechanical�bond�between��𝒙�and�𝒙

1�������������������������, 𝐶(𝒙, 𝑡) ≤ 𝐶sat ��
𝐶
𝑑𝑐 (𝒙, 𝑡) = { solid − 𝐶(𝒙, 𝑡)
������, 𝐶sat < 𝐶(𝒙, 𝑡) ≤ 𝐶solid
𝐶solid − 𝐶sat

(5.3)

(5.4)

(5.5)

In Eq. (4.4) , 𝐶(𝒙, 𝑡) denotes the concentration of the dissolving species (here metal
atoms/ions) at point 𝒙 and time 𝑡. The integrand is the mass flow density which is the
molar amount that a unit volume at point 𝒙 receives from the unit volume at a family
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̂ in one second. 𝑘(𝒙, 𝒙
̂, 𝑡)�is a constant that is determined from Eq. (5.2), based on
point 𝒙
̂ (solid or liquid) at time 𝑡. In this model, phases are
the phases of the points 𝒙 and 𝒙
represented by their damage index: the scalar 𝑑(𝒙, 𝑡) ∈ [0,1]. If 𝑑(𝒙, 𝑡) = 1 at a point 𝒙
and time 𝑡, then 𝒙 is in the liquid phase, and if 0 ≤ 𝑑(𝒙, 𝑡) < 1 , then 𝒙 is the solid phase.

Figure 5.2. Schematics of a PD corrosion domain with focus on the solid-liquid
interface and the three different types of PD bonds: solid-solid, liquid-liquid, and solidliquid (interfacial) bonds [32].
According to Eq. (5.2), for the liquid-liquid bonds (bonds connecting two liquid points)
𝑘 = 𝑘diff . 𝑘diff is called the micro-diffusivity and is a function of the classical diffusivity
of the electrolyte (𝐷) and the horizon size (𝛿):
𝐷
���������� , for�1D
𝛿
4𝐷
𝑘diff (𝐷, 𝛿) = �
���������� , for�2D
𝜋𝛿 2
9𝐷
{ 𝜋𝛿 3 ��������� , for�3D

(5.6)

This parameter allows modelling of diffusion of metal ions in the electrolyte. Note that
we use the italic 𝐷 for diffusivity and the non-italic D to denote the dimensions. Eq. (5.2)
requires solid-solid bonds (bonds connecting two solid points) to have 𝑘 = 0, implying
that no mass transfer in the metal phase is considered. For interfacial bonds that connect
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̂, 𝑡) = 𝑘diss , where 𝑘diss
solid and liquid points and cross the solid-liquid interface (𝒙, 𝒙
denotes the micro-dissolvability, a parameter that controls the dissolution rate and is
calibrated to the current density (𝑖). We use a numerical calibration procedure to find the
correlation between 𝑘diss and 𝑖. This process is described in Section 5.2.2.3.
Different corrosion types can be modeled via defining the appropriate formula for current
density according to the particular anodic dissolution kinetics of the desired corrosion
type. For example, pitting [30, 32, 43], intergranular [31], stress-dependent [36, 37], and
galvanic corrosion [26], are respectively modeled by defining 𝑖 as a function of
concentration, various solid phases, deformation, and electric potential. In Section 5.3,
we discuss how to define 𝑘diss for crevice corrosion.
The damage index that defines phases in Eq. (5.2), is determined from Eq. (5.3). To use
this definition of 𝑑, one needs to consider the mechanical bonds between solid points. Eq.
(5.3) and Eq. (5.4) state that 𝑑 at a point 𝒙 is equal to the number of intact mechanical
bonds, divided by the total number of mechanical bonds connected to 𝒙. In order to
model the corrosion-induced damage in time, as the anodic dissolution takes place by the
mass transfer from solid to liquid, one breaks mechanical bonds accordingly. To this aim,
the concentration-dependent damage (CDD) model in Eq. (5.5) is used, to give an
expected damage index 𝑑𝑐 proportional to the concentration drop at the solid points near
the interface (solid points that are connected to liquid points via interfacial dissolution
bonds) [26]. In Eq. (5.5), 𝐶solid is the molar concentration of pristine metal, equal to the
molar mass divided by mass density. 𝐶sat is the saturation concentration: the maximum
possible concentration of metal ions in the electrolyte. Once 𝑑𝑐 is found by Eq. (5.5), one
then uses a stochastic procedure to break the mechanical bonds accordingly. This is
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̂, 𝑡) = 0 for the bonds of 𝒙, such that 𝑑 in Eq. (5.3)
achieved by randomly assigning 𝜇(𝒙, 𝒙
is approximately equal to 𝑑𝑐 from Eq. (5.5). One then updates the solid to liquid phasechange by updating 𝑑 using Eq. (5.3) and Eq. (5.4). The stochastic bond-breaking
procedure was introduced in [29], and is briefly reviewed in Section 5.2.2.2, where the
discretization method is presented.
It is noteworthy to say that this model results in a corrosion front with a 𝛿-thick graded
damaged layer in the solid phase, because of the bonds that have one leg in the solid and
the other in the electrolyte. This solid layer is referred to as the dissolving solid as
opposed to the intact solid being the rest of the solid phase (see Figure 5.2). The intact
solid domain does not participate in the computations. The dissolving solid region has
also a graded metal concentration between 𝐶solid and 𝐶sat , and is similar to the partially
damaged/dissolved subsurface layer experimentally observed in different corroding
metals [44-48]. This layer is weaker than the bulk metal (intact solid) and is a potential
site for the initiation of cracks under mechanical loading. PD corrosion models naturally
capture this corrosion-induced embrittlement [37, 46].
5.2.2.2 Discretization
For the numerical discretization of the model presented in the previous section, we
employ a quadrature-based meshfree method [49]. We first discretize the domain with a
uniform grid (see Figure 5.3):
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Figure 5.3. Discretization of space using uniform grid spacing (from [36]).
Let 𝑁 be the total number of nodes/grids. The PD integral can be approximated by midpoint (one-point Gaussian) quadrature as follows:
𝐶(𝒙𝑞 , 𝑡) − 𝐶(𝒙𝑝 , 𝑡)
d𝐶
(𝒙𝑝 , 𝑡) = ∑ 𝑘(𝒙𝑝 , 𝒙𝑞 , 𝑡)
Δ𝑉𝑝𝑞 ; ����𝑝 = 1,2, … , 𝑁
2
d𝑡
|𝒙 − 𝒙 |
𝒙𝑗 ∈𝐻𝒙𝑖

𝑞

(5.7)

𝑝

where 𝒙𝑝 denotes the position vector for node 𝑝, and Δ𝑉𝑝𝑞 is the volume (area in 2D) of
the node 𝒙𝑗 that is covered by the horizon of 𝒙𝑝 . While for most family nodes, Δ𝑉𝑝𝑞 =
Δ𝑥 2 (in 2D), there are nodes near the horizon edge whose volumes are not fully covered
by the horizon of 𝒙𝑝 . We use Eq. (5.8) to approximate Δ𝑉𝑝𝑞 in 2D [50]:

Δ𝑥 2 ��������������������������������������������� , if�|𝒙𝑞 − 𝒙𝑝 | ≤ (𝛿 −
Δ𝑥
(𝛿 + 2 ) − |𝒙𝑞 − 𝒙𝑝 |�
Δ𝑉𝑝𝑞 = [
] Δ𝑥 2
Δ𝑥
{

, if� (𝛿 −

0������������������������������������������������ , if� (𝛿 +

Δ𝑥
)�������������������������
2

Δ𝑥
Δ𝑥
) < |𝒙𝑞 − 𝒙𝑝 | ≤ (𝛿 + )
2
2

(5.8)

Δ𝑥
) < |𝒙𝑞 − 𝒙𝑝 |������������������������
2

We use a first-order ODE solver for integrating in time. In previous studies, explicit
Forward Euler has been used for this purpose. However, in explicit schemes, the size of
time steps is restricted by stability conditions. In problems were the diffusion in the
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electrolyte is important, the large diffusion coefficient of the electrolyte restricts the time
step to very small values, and therefore, computations for relatively long corrosion times
would be very costly with explicit time marching. In this study, we use the implicit
backward Euler for time integration which is stable for any time step size [51]:
𝐶𝑝𝑛+1 − 𝐶𝑝𝑛
𝐶𝑞𝑛+1 − 𝐶𝑝𝑛+1
= ∑ 𝑘𝑝𝑞 (𝑑𝑝𝑛 , 𝑑𝑞𝑛 )
2 Δ𝑉𝑝𝑞 ; ����𝑝 = 1,2, … , 𝑁
Δ𝑡
|𝒙 − 𝒙 |
𝑞

𝒙𝑞 ∈𝐻𝒙𝑝

(5.9)

𝑝

The subscripts 𝑝 andq refer to the nodal coordinates 𝑥𝑝 and 𝑥𝑞 and the superscripts 𝑛 and
𝑛 + 1�refer to the current and next time steps (𝑡 𝑛 and 𝑡 𝑛+1 = 𝑡 + Δ𝑡) respectively. In Eq.
(5.9) we use 𝑑 at the time step 𝑡 𝑛 , not 𝑡 𝑛+1 , which means that the phase-change process
is explicit, while the transport is solved implicitly.
At each time step, Eq. (5.9) updates the concentration field, and 𝑑𝑐𝑛+1 is computed for
each node from Eq. (5.5). Then, the following stochastic algorithm is used for breaking
mechanical bonds accordingly[29]:


For each node 𝒙𝑖 compute the probability of bond breaking 𝑃𝑝𝑛+1 =
1
1−𝑑𝑐𝑛+1



𝐶𝑝𝑛 −𝐶𝑝𝑛+1

(𝐶

solid −𝐶sat

);

For each intact mechanical bond connected to 𝒙𝑖 , generate a random number from
a uniform distribution in (0,1);
-

If this random number is smaller than 𝑃𝑝𝑛+1, then break this mechanical bond:
𝑛+1
𝜇𝑝𝑞
= 0;

After bond breaking, 𝑑𝑖𝑛+1 is updated from:
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𝑑𝑝𝑛+1

=1−

𝑛+1
∑𝒙𝑞∈𝐻𝒙𝑝 𝜇𝑝𝑞

∑𝒙𝑞∈𝐻𝒙𝑝 1

(5.10)
; ����𝑝 = 1,2, … , 𝑁

which is the discrete version of Eq. (5.3). 𝑑𝑝𝑛+1 is then used to identify the nodal phase at
the next time step.
5.2.2.3 Numerical calibration of micro-dissolvability
As mentioned in the previous section, micro-dissolvability is numerically calibrated to
the anodic current density. The following relationship is assumed between 𝑘diss and 𝑖
[32]:

𝑘diss = � (

trial
𝑘diss
)𝑖
𝑖 trial

(5.11)

where 𝑖 trial is the current density obtained from a trial PD simulation assuming an
trial
activation-controlled uniform corrosion with 𝑘diss = 𝑘diss
, a trial micro-dissolvability.

Activation controlled condition here is modeled by setting the 𝐶(𝒙, 𝑡) = 0 everywhere in
the electrolyte region [29]. This eliminates the dependency of the dissolution rate on the
trial
transport in the electrolyte and 𝑘diss
becomes the only parameter that controls the

corrosion rate. Note that the choice of horizon size and spatial discretization size in the
trial simulation should be the same as the ones in the main simulation. For more details
on trial simulation please see [29, 30]. The current density from a trial simulation can be
computed using Faraday’s second law:

𝑖 trial = �𝑧𝐹

∑𝑁
𝑗=1[𝐶(𝒙𝑗 , 0) − 𝐶(𝒙𝑗 , 𝑡)] Δ𝑉𝑗
𝐴𝑡�

(5.12)
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where 𝑧 is the charge number, 𝐹 is the Faraday’s constant, 𝐴 is the corroding area, 𝑡 is
the corrosion time, 𝑁 is the total number of nodes in the domain, and Δ𝑉𝑗 is the nodal
volume at 𝒙𝑗 . The numerator in Eq. (5.12) gives the total mass loss due to anodic
dissolution from the initial time until time 𝑡. Division by 𝐴𝑡 gives the dissolution mass
flux which can be translated into current density by multiplying with 𝑧𝐹.
Once Eq. (5.11) is used to define 𝑘diss in Eq. (5.2) in terms of the current density 𝑖, any
type of corrosion can be modeled using the particular formula for the current density
specific to the local anodic dissolution kinetics for that particular corrosion type. This
approach was used in PD corrosion models for predict pitting [30, 32, 43], intergranular
[31], galvanic [26], and stress-dependent [36, 37] corrosion, with the only difference in
these models being the different 𝑘diss (from different current densities) formulas. In the
present study, we will establish a relationship for 𝑘diss for crevice corrosion damage,
based on the underlying electro-chemo-physics.
5.3

Peridynamic crevice corrosion model

In this section, we introduce the new PD model for crevice corrosion damage. To this
aim, based on the underlying electro-chemo-physics of crevice corrosion, we construct a
formula for 𝑘diss that effectively reproduces the kinetics of anodic dissolution inside
crevices.
Crevice corrosion is known to be driven by the local environmental changes inside the
crevice [1]. The steps involved in the dominant mechanism are: 1) restricted flow of
electrolyte in the crevice results in accumulation of dissolved positively charged metal
ions, produced by anodic dissolution (even with rates as low as the passive current
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density), or by micro-galvanic corrosion induced by impurities and inclusions on the
metal surface inside the crevice; 2) electro-neutrality causes migration of chloride (or
other aggressive anions) from the bulk electrolyte into the crevice; 3) as a result,
hydrolysis reaction increases, and pH drops; 4) local acidification in the crevice increases
the anodic dissolution rate which produces more positively charged ions at a faster rate.
These steps are then repeated. Figure 5.4(a) shows these four steps in the crevice corrosion
mechanism. This self-accelerating dissolution process is restricted by saturation of the
electrolyte and salt layer formation that may occur due to the slow mass transfer in the
crevice (diffusion path is long and narrow). In locations along the crevice where the
electrolyte is saturated (usually near the closed end), anodic dissolution is controlled by
the mass transfer and therefore follows a diffusion-controlled regime [1].
The self-accelerating dissolution process and its restriction by saturation of the
electrolyte, can be simplified in the following statement: the local corrosion rate
increases as the concentration of dissolved metal ion increases, up to saturation of
electrolyte. Figure 5.4(c) shows this simplified interpretation. Consequently, one can
describe the local anodic current density 𝑖(𝒙, 𝑡) as a function of the local metal ion
concentration:
𝑓[𝐶(𝒙, 𝑡)] 𝐶(𝒙, 𝑡) < 𝐶sat
𝑖(𝒙, 𝑡) = � {
0
𝐶(𝒙, 𝑡) ≥ 𝐶sat

(5.13)

where 𝑓 is an increasing function of 𝐶.
Using Eqs. (5.11) and (5.13), and knowing that the PD corrosion model provides the
evolution of metal ion concentration in the electrolyte, we define 𝑘diss to be a metal ion
concentration-dependent quantity:
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trial
𝑘diss
) 𝑓[𝐶(𝒙L , 𝑡)]� 𝐶(𝒙L , 𝑡) < 𝐶sat
𝑘diss (𝒙S , 𝒙L , 𝑡) = � { 𝑖 trial
0
𝐶(𝒙L , 𝑡) ≥ 𝐶sat

(

(5.14)

where 𝒙S and 𝒙L are respectively the solid and the liquid ends of an interfacial bond. For
any specific corrosion system, i.e. metal and environment, 𝐶sat and the function 𝑓(𝐶)
need to be determined. 𝐶sat is a quantity that can be found in the literature. 𝑓(𝐶)
however, is a new concept and no standard methods for obtaining it exist. Inspired by
[25], the approach that we use in this work to obtain 𝑓(𝐶) is the following:
1) Find the relationship between anodic current density and pH at a given potential:
𝑖(pH), using polarization curves measured at different pH values.
2) Substitute the pH in the relationship, with mathematical models and/or empirical
equations that calculate the pH in terms of concentration of metal ions: pH(𝐶).
This two-step process is the same as the one plotted in Figure 5.4(b). In the example in
Section 5.5, we show how perform this procedure for a specific case.

Figure 5.4. Self-accelerating anodic dissolution mechanism in crevice corrosion: (a) the
4-step cycle, where [M +𝑧 ] is the concentration of positively charged metal ions, i.e. 𝐶,
and [Cl− ] denotes the concentration of chloride; (b) 3-step equivalent cycle with a
concentration dependent pH, and a pH-dependent current density; (c) a 2-step
simplified version with a concentration-dependent current density.
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5.4

Modified PD formulation for using discretization grids with extreme aspect
ratios

The extreme aspect ratio of the geometry in crevices (long and narrow) present a
significant computational challenge: if the same spacing is used in a uniform domain
discretization, the computational cost may be too large; therefore, a discretization that
matches the geometry aspect ratio (large spacing along the long direction, and small
spacing along the short direction) is desirable. Using such a grid with the standard PD
formulation (with spherical horizon) would not work, since we may leave covering nodes
only in the dense direction, and no nodes in the coarse direction. Note also that to reduce
grid dependency and have an acceptable accuracy in the quadrature used for computing
the PD integral, grid spacing should not be larger than ¼ or, at most, 1/3 of the horizon
size [52]. On the other hand, it is well understood that the horizon size should be smaller
than the smallest geometrical feature of the domain to prevent undesired/unrealistic
nonlocal effects [53]. For crevice corrosion, using the spherical horizon, this means that 𝛿
has to be several times smaller than the gap size.
To resolve this issue, we introduce the PD formulation for non-spherical horizons (or
non-circular in 2D) so that it can work with grids that have extremely different grid
densities in different directions.
Note that, for noncircular horizon, 𝑘(𝒙, 𝒙′ , 𝑡) in Eq. (4.4) cannot be computed from Eq.
(5.2), because that relationship is obtained by a calibration process that assumed a
spherical/circular horizon. We propose the following modification to Eq. (5.2) for
noncircular horizons:
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̂, 𝑡) = 1
𝑘L𝜃 (𝐷, 𝛿𝜃 ) , 𝑑(𝒙, 𝑡) = 1��and��𝑑(𝒙
𝜃 (𝒙, ̂
̂, 𝑡) < 1
𝑘
𝒙, 𝑡) = � {0���������������� , 𝑑(𝒙, 𝑡) < 1��and��𝑑(𝒙
𝜃
̂, 𝑡) = 1
𝑘diss ��������� , 𝑑(𝒙, 𝑡) = 1��xor��𝑑(𝒙

(5.15)

where 𝛿𝜃 is the nonlocality range along the bond direction that makes an angle 𝜃 with the
𝑥-axis (polar angle). In 3D, the direction is given by the spherical coordinates, and in
1D,�𝛿𝜃 has only two values along the positive and the negative coordinate directions.
𝑘L (𝐷, 𝛿𝜃 ) is computed from Eq. (5.16) which is obtained by replacing 𝛿 in Eq. (5.6) with
𝛿𝜃 . This makes the micro-diffusivity a direction dependent quantity, in order to match a
given direction-independent diffusivity constant D:
𝐷
����������
, 1D
𝛿𝜃
4𝐷
���������� , 2D
𝑘L (𝐷, 𝛿𝜃 ) = �
𝜋𝛿𝜃 2
9𝐷
��������� , 3D
{ 𝜋𝛿𝜃 3

(5.16)

We now show that the new formulation is consistent with classical isotropic diffusion for
the 2D case. Similar proofs can be carried out for the 1D and 3D cases as well.
In [54], the calibration of 𝑘 in PD diffusion with spherical horizons is carried out by
finding 𝑘 such that the classical flux (𝒒classic) and the peridynamics flux (𝒒Peri ) are equal
for a linear concentration (constant flux) profile. Below, we follow similar steps to show
that Eq. (5.16) is a valid calibration of 𝑘 for PD diffusion equation with arbitrary (nonspherical) horizon.
For homogeneous isotropic diffusion the classical flux is given by:
𝒒classic = � −𝐷𝛁𝐶 = −𝐷 (

𝜕𝐶
𝜕𝑥

𝒆𝒊 +

𝜕𝐶
𝜕𝑦

𝒆𝒋 )

(5.17)
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where 𝛁 denotes the gradient operator, and 𝒆𝒊 and 𝒆𝒋 are the unit vectors in 𝑥 and 𝑦
Cartesian directions. According to [54], PD flux can be defined by:

𝒒peri = − ∫ 𝑘
ℋ𝑥+

̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝐶(𝒙
𝒆𝒙̂ �d𝑉𝒙̂
|𝒙
̂ − 𝒙|

(5.18)

̂, 𝑡) > 𝐶(𝒙, 𝑡), and 𝒆𝒙̂ is the unit vector
where ℋ𝑥+ is the part of the horizon with 𝐶(𝒙
̂ − 𝒙.
along the bond 𝒙
We consider a linear profile for 𝐶(𝒙, 𝑡), and an arbitrary-shape horizon for the PD
integral (see Figure 5.5).

Figure 5.5. A linear concentration profile (a constant flux) and its projections into 𝑥
and 𝑦 coordinates; an elliptical PD horizon as an example for demonstration of a nonspherical horizon; and the direction-dependent nonlocality range (𝛿𝜃 ).
By projecting the linear concentration gradient into the Cartesian coordinates as shown in
the Figure 5.5, the PD flux can be expressed as:
𝜋
2 𝛿𝜃

𝒒peri = −𝒆𝒊 ∫ ∫ 𝑘
−

𝜋 0
2

̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝐶(𝒙
cos2 𝜃��𝑟d𝑟d𝜃
|𝑥̂ − 𝑥|
(5.19)
𝜋 𝛿𝜃

− 𝒆𝒋 ∫ ∫ 𝑘
0 0

̂, 𝑡) − 𝐶(𝒙, 𝑡) 2
𝐶(𝒙
sin 𝜃��𝑟d𝑟d𝜃
|𝑦̂ − 𝑦|

We substitute 𝑘, with the formula given by Eq. (5.16):
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𝜋
2 𝛿𝜃

𝒒peri = −𝒆𝒊 ∫ ∫
−

𝜋 0
2

̂, 𝑡) − 𝐶(𝒙, 𝑡)
4𝐷 𝐶(𝒙
cos 2 𝜃��𝑟d𝑟d𝜃
2
|𝑥̂ − 𝑥|
𝜋𝛿𝜃
(5.20)
𝜋 𝛿𝜃

− 𝒆𝒋 ∫ ∫
0 0

̂, 𝑡) − 𝐶(𝒙, 𝑡) 2
4𝐷 𝐶(𝒙
sin 𝜃��𝑟d𝑟d𝜃
|𝑦̂ − 𝑦|
𝜋𝛿𝜃2

Given that 𝐶(𝒙, 𝑡) profile is linear, one can write:

𝒒peri = −𝐷

𝜕𝐶
𝜕𝑥

𝜋
2 𝛿𝜃

𝒆𝒊 ∫ ∫
−

𝜋 0
2

4
cos2 𝜃��𝑟d𝑟d𝜃
𝜋𝛿𝜃2
𝜋 𝛿𝜃

(5.21)

4
𝜕𝐶
𝜕𝐶
2
− 𝐷 𝒆𝒋 ∫ ∫
sin
𝜃��𝑟d𝑟d𝜃
=
−𝐷
(
𝒆
+
𝒆𝒋 )
𝒊
𝜕𝑦
𝜕𝑥
𝜕𝑦
𝜋𝛿𝜃2
𝜕𝐶

0 0

= 𝒒classic

As shown above, using the proposed direction dependent micro-diffusivity in Eq. (5.16)
recovers the classical flux for isotropic diffusion in 2D. This formulation works for any
horizon shape. The elliptical horizon in Figure 5.5, is just an example for demonstration.
Note that the non-spherical horizon in this study does not lead to anisotropic behavior as
it may in other studies (e.g., [55]). The reason is that 𝑘L𝜃 here is calibrated for an isotropic
classical model. From a physical point of view, the direction dependent micro-diffusivity
in Eq. (5.16) has a lower value in directions where 𝛿𝜃 is larger, and a higher value in
directions where 𝛿𝜃 is smaller. This leads to a balanced transport in all directions (at the
continuum level), and isotropy is maintained.
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𝜃
Now we derive the direction-dependent micro-dissolvability 𝑘diss
in Eq. (5.15) for a non-

spherical horizon. Assume PD diffusion with a spherical horizon of radius 𝛿ref . Given
𝑛

𝛿

Eqs. (5.6) and (5.16), one can write 𝑘L𝜃 = 𝑘L ( 𝛿ref ) where 𝑛 = 1,2,3 for 1D, 2D ,and
𝜃

3D, respectively. This means that one can use a 𝑘 that is calibrated for the spherical
horizon with 𝛿 = 𝛿ref , in a model with non-spherical horizon, by multiplying the flow
𝛿ref 𝑛

density in Eq. (4.4) by (

𝜃
𝑘diss

𝛿𝜃

) . This implies that we can write:

𝛿ref 𝑛
= � 𝑘diss (
)
𝛿𝜃

(5.22)

where 𝑘diss is a micro-dissolvability calibrated for a spherical horizon with the radius
𝛿ref (see Section 5.2.2.3 for calibration of 𝑘diss ).
Note that Eq. (5.6), and consequently Eq. (5.16) and Eq. (5.22), are derived for the
particular kernel used in the PD integral in Eq. (4.4) . If the PD diffusion equation uses
another kernel (e.g. see [52, 56]), one needs to modify all derivations accordingly.
For the crevice corrosion simulation presented in the next section, we use an elliptical
horizon with the long axis aligned with the crevice length direction, and the short axis
along the crevice gap direction. This will allow us to choose coarse grid spacing in the
crevice length direction and dense grid spacing in the crevice gap direction.
5.5

Model Validation

Here we validate the PD crevice corrosion model described in Section 5.3 against the
experimental results shown in [57].
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5.5.1 Brief description of experimental setup
In an experiment reported in [57], two washers were held together using a nut and bolt
fastener (see Figure 5.6(a)). The washers, bolt, and nut were all made of Nickel alloy 625.
The bolted washers were immersed in ASTM artificial ocean water at room temperature,
and potentiostatic tests were carried out at 200 mV (vs SCE). The experimental study
focused on the crevice corrosion propagation between the washers [57].

Figure 5.6. Schematics of the 3D actual geometry (a); a zoom-in for the crevice crosssection in (b); and the 2D domain used in the simulation in (c).

5.5.2 Model input data and the calibration of concentration-dependent 𝒌𝐝𝐢𝐬𝐬
The input data for our PD model of crevice corrosion are discussed next. Molar
concentration of the pristine metal can be approximated by dividing the alloy’s mass
density over its molar mass: 𝐶solid = 140�M. Saturation concentration of the alloy in the
electrolyte used here is reported to be 𝐶sat = 5.6 M [25]. The diffusion coefficient of
metal ions in the electrolyte used in the experiment is 𝐷 = 720�μm2 /s�[57]. To find the
concentration-dependent 𝑘diss formula for this metal-electrolyte system, one first needs
to determine the anodic current density as a function of metal ions’ concentration. To this
aim, we follow the procedure described in Section 5.3. From published polarization
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curves carried out at different pH levels [25], we read the current density values
associated with different pH values at E=200 mV (SCE). Using Matlab’s curve fitting
toolbox, we fit an exponential function to these data points. Figure 5.7 shows the
experimental data points read from [25] and the fitted function.

Figure 5.7. Anodic current density in logarithmic scale in terms of pH value at 200 mV
(SCE). Data points are collected from polarization curves given in [25].
The fitted function gives 𝑖 (A/cm2 ) as a function of pH:
log(𝑖) = 1.151 exp(−723pH) − 7.647

(5.23)

In the same study [25], pH is provided in terms of metal ions concentration from
electrochemical and phenomenological relationships between species. Fitting a function
to such data points provides pH as a function of 𝐶(M) (see Figure 5.8):
pH = 7.405 exp(−0.08036�𝐶) − 6.498

(5.24)

Where 𝐶 is in mol/m3 .Substituting pH in Eq. (5.23) with the function in Eq. Error!
Reference source not found., we find:
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𝑖(𝐶) = 101.151 exp{−723[7.405 exp(−0.08036�𝐶)−6.498]}−3.647

(5.25)

where 𝑖 is in A/m2 .

Figure 5.8. pH in terms of dissolved metal concentration from [25], and the fitted
function
As discussed in the procedure explain in Section 5.2.2.3, we calibrate 𝑘diss to 𝑖 by using
a trial simulation of a uniform corrosion that assumes a trial micro-dissolvability. The
trial simulation using a spherical horizon with 𝛿 = 4�μm and uniform grid spacing Δ𝑥 =
trial
Δ𝑦 = 1�μm with 𝑘diss
=�0.04 μm−1 results in 𝑖 trial = 2.22 × 104 �A/m2 . Using Eq.

(5.14) gives:
𝑘diss (𝒙S , 𝒙L , 𝑡)
=�{

(5.26)

(1.8 × 10−6 ) × 101.151 exp{−723[7.405 exp(−0.08036�𝐶(𝒙L,𝑡))−6.498]}−3.647 � 𝐶(𝒙L , 𝑡) < 𝐶sat
0
𝐶(𝒙L , 𝑡) ≥ 𝐶sat

Note that in this example we used the pH-dependent polarization curves and the pHconcentration relationships because they were available to us from literature. One can use
(or propose) any other experimental/analytical method that provides a reasonable
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relationship between anodic current density and metal ions concentration to construct the
concentration-dependent current density. For example, if data on corrosion rate in terms
of chloride concentration is available, one can use the principle of electroneutrality to
approximate the corresponding metal ions concentration (at a given chloride
concentration) and find 𝑖(𝐶).
5.5.3 Computational model setup
We use a 2D peridynamic model of transverse cross-section of the washers to simulate
the crevice corrosion in the system described in [57] (see Figure 5.6). The crevice between
the washers is measured to be a wedge-shape of length 1.27 cm and with a gap size of 10
μm at the closed end and 50 μm at the mouth. We use the symmetry of the geometry
(washers are identical) to define the domain as one-half of the system: one washer and a
wedge crevice on the top with the length 1.27 cm and half of the original gap size (5 μm
at the end and 25 μm at mouth). Figure 5.6 shows how the 2D domain is chosen from the
actual 3D geometry, and Figure 5.9 shows the initial and boundary conditions used in the
simulation.

Figure 5.9. Geometry of the 2D computational model, with the initial and boundary
conditions used.
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For the boundary conditions, we set 𝐶 = 0 for a 𝛿-thick layer at the crevice mouth to
represent the connection to the bulk dilute electrolyte. The thickness is required because
of the special way that nonlocal boundary conditions are defined in PD problems. Details
on nonlocal boundary conditions are available in [58, 59]. The rest of the boundaries
(including the symmetry line) are free boundaries and the no-flux conditions is naturally
satisfied.
The initial condition 𝐶 = 𝐶solid is imposed over the washer region and 𝐶 = 0 over the
electrolyte region, except for a small area of length 500 μm at the crevice closed end
where we impose 𝐶 = 0.99𝐶sat . The nearly saturated electrolyte near the end causes a
local spike in current density according to Eq. (5.26) near the closed end. This endcondition acts as corrosion initiation at the tip of the crevice which could occur from
microgalvanic dissolution of or around metallic inclusions on the surface, or due to
passive film breakdown caused by other reasons. The length 500 μm is simply selected
because it was approximately the minimum amount that could kick off the selfacceleration mechanism. The 500 μm was found by trying several different lengths from
100 and 1000 μm. Using lengths smaller than 500 μm, caused the metal-ion
concentration to diffuse out quickly before they could accumulate enough to result in an
anodic current density high enough to sustain the self-accelerating cycle illustrated in
Figure 5.4.

As noticed from the dimensions shown in Figure 5.9, the crevice length is two orders of
magnitude longer than the gap. We use the PD formulation from Section 5.4 with an
elliptical horizon so that grid spacing along the length can be selected to be 25 times
larger than the spacing in the gap direction. We choose the elliptical horizon with 𝛿0 =
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100�μm and 𝛿𝜋/2 = 4�μm (subscripts are the values for the polar angle 𝜃) along the
major and minor axes, respectively, and set grid spacings Δ𝑥 = 25μm and Δ𝑦 = 1�μm to
discretize the domain. A measure of grid density inside the horizon for PD with spherical
horizon and uniform grid spacing is the m-factor defined by 𝛿/Δ𝑥 . Note that this choice
of horizon and grid spacing results in an m-factor of 4 in both directions: 𝛿0 ⁄Δ𝑥 =
𝛿𝜋 ⁄Δ𝑦 = 4. 𝛿ref and Δ𝑥 in the calibration simulation are 4�μm and 1�μm respectively.
2

Note that 𝑘𝑖𝑗 in the Backward Euler scheme (Eq. (5.9)), is obtained from Eq. (5.26) with
𝐶 𝑛+1. This leads to a nonlinear system of equations in terms of 𝐶 𝑛+1. We use a modified
Polak-Ribiere nonlinear Conjugate Gradient method [60] to solve the nonlinear system at
each time step. The total simulated corrosion time is 72 hours, and the time step is Δ𝑡 =
5�s.
For the computer simulation, we coded the model into an in-house Fortran 90 program
with OpenACC enabled GPU parallel computation. The simulation was performed on a
Linux cluster with one Intel Xeon Gold 6248 processor (2.50 GHz, and 27.5 MB Cache)
and one Tesla V100 GPU. The simulation took about 30 hours to finish.
5.5.4 Simulation results and discussion
Figure 5.10 shows the PD simulation results in several snapshots in comparison with the

corresponding experimental observations (at same times and using the same geometrical
scales). The experimental graphs (left column) show the corrosion profiles at different
times obtained by Optical Profilometry, scanning the depth along a radial line on the
washer surface [57].
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Figure 5.10. Comparison of experimental results (left column, from [57]; note that each
panel is from distinct washers coming from distinct experiments) and PD simulation
results for crevice corrosion. The time and length scales for simulation and experiments
are identical. The colors in the metal region (see Figure 5.9) show the evolution of the
nodal damage index, while those in the electrolyte region (see Figure 5.9) indicate the
metal ion concentration in the crevice.
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The PD simulation results (right column) show the evolution of damage and of the metal
ion concentration in the crevice. The PD snapshots use the same length scales as the ones
employed for the experimental results from [52]. The window frame shown on the top
simulation snapshot represents the corresponding window used for the experimental
results shown in the left column.
As observed, the complex evolution of corrosion damage is predicted very well by the
PD model. Damage starts at the closed end and moves towards the mouth as time passes,
affecting only a superficial layer of material. Progression of the active site toward the
mouth stops after about 30 hours. The dissolution then localizes at a critical distance from
the mouth, being controlled, autonomously, by the diffusion conditions near the crevice
mouth, where dilute electrolyte enforces conditions that are well-approximated by the
boundary condition we imposed in the model at that end (see Figure 5.9). This stagnation
of the active site leads to deep carving into the washer near the crevice mouth. This
observation is consistent with other studies on crevice corrosion in Nickel Alloy 625
washers [61-63].
The PD model presented here helps us explain the underlying mechanism in crevice
corrosion. According to the simulation results, the accumulated ions at the closed end
locally increase the current density, which produces more dissolved metal ions; the
closed end quickly saturates locally, due to the slow diffusion rate along the almost onedimensional (narrow and long) path towards the crevice mouth; the current density peak
starts to travel to towards the mouth, along with the location in the electrolyte between
the saturated and the dilute regions, where the concentration is high enough (to cause a
large current) to lead to dissolution but smaller than 𝐶sat ; as the solution saturates, the
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solid does not passivate but saturation induces diffusion controlled corrosion with a
significantly lower diffusion/dissolution rate; corrosion damage slows down in the
vertical direction, into the washer; as the current peak keeps moves towards the mouth, it
reaches a location at a critical distance from the mouth where the diffusion rate is high
enough to prevent further saturation (as the shorter distance to the mouth results in a
higher diffusion flux), and the dissolution rate and diffusion rate become balanced; when
this process reaches semi-steady state transport, the peak current density location with
high 𝐶 < 𝐶sat stops from translating to the left, and stabilizes , causing a deep attack in
that particular region. Note that all this complex behavior is obtained autonomously by
the PD model that only uses a simple concentration-dependent 𝑘diss . The PD crevice
corrosion model introduced here is the first computational model to validate experimental
results on crevice corrosion damage evolution with such details.
As seen from the results in Figure 5.10, the deep trenches carved in the crevice corrosion
process can serve as initiation points for cracks in SCC. Given the easy and accuracy with
which PD can model fracture, a uniquely valuable advantage of PD corrosion models is
that one can now easily simulate SCC by simply coupling the corrosion damage model to
a PD fracture model as done in, for example, [37], where pit-to-crack transition in a
turbine steel was accurately predicted using a 3D PD model.
We note that the model introduced is not only capable of qualitative match with
experiments, but also quantitative. As seen from Figure 5.10, the evolution of the
corrosion damage front and the depth of the local attack found by the PD model are very
similar to those from experiments. Please note that the panels showing the experimental
data are showing the corrosion front for different washers used in distinct tests. Some
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small differences between the simulation results and the experiments are in terms of
surface roughness at the main damage site. This can be attributed to the stricter boundary
condition (fixed location where 𝐶 = 0 is set) imposed in the model at the crevice mouth
than likely exists in reality, and to the presence of microstructural heterogeneities in the
metal that were not considered in the current PD model but could be added by using
explicit representation of grain and grain boundaries (e.g. [31]). To reduce the likely high
computational cost of such a model, an alternative would be to incorporate
microstructural influences using the ideas from the intermediate homogenization (IH) PD
modeling [64, 65]. Another small difference between the simulation and the experiment
is the location of the deep attack (critical distance). Note that the experiments in [57], in
addition to the variability between different washers used in distinct tests, show a
considerable degree of variability for this critical distance along different radial directions
of the same washer in the same experiment (see Figure. 70 in [57]). There are several
reasons for this variability, including imperfection on the shape of the washers, the
pressure between them, slight asymmetries, etc. On the other hand, the model used here
has many simplifications and assumptions, including that a two-dimensional
approximation was used to simulate the actual 3D crevice problem. While a 3D PD
simulation can be attempted, an axisymmetric PD corrosion formulation could offer
similar results at a fraction of the cost. This is planned for the future.
5.6

Conclusions

A new peridynamic (PD) model for crevice corrosion damage was introduced and
validated against experimental results from the published literature. We simplified the
self-accelerating anodic dissolution kinetics in crevice corrosion to a metal-ion
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concentration dependent current density relationship. This relationship defines the local
micro-dissolvability for interfacial PD transport bonds that carry anodic dissolution
micro-fluxes. To be able to compute efficiently problems defined over domains with
extreme aspect ratios, discretizations with similar aspect ratios are desired, but they were
not possible in the standard PD formulation. To solve this problem, we presented a
generalized version of the PD formulation that allows horizons with arbitrary shapes,
which allows discretizations with highly different grid-spacings in different directions.
This plays a crucial role in efficiently simulating crevice corrosion, since crevices are
often long but very narrow (with differences of two-three orders of magnitude between
their length and gap). The model was validated against an experiment from literature on
crevice corrosion between two washers of nickel alloy 625. We found the concentrationdependent current density from experimental polarization curves and analytical/empirical
relationships. A PD model with the simple concentration-dependent dissolution
formulation is able to predict the kinetics of anodic dissolution and damage evolution
inside the crevice in great detail.
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Chapter 6
6.1

Peridynamic modeling of intergranular corrosion damage

Introduction

Intergranular corrosion (IGC) causes significant reduction in mechanical durability in
some of the commonly used metal alloys in aerospace, naval structures, and in
biomedical applications [1-4]. Aluminum alloys such as AA2XXX, AA7XXX, and
AA5XXX, and improper heat treated (sensitized) austenitic stainless steels are among the
alloys susceptible to IGC [1, 3, 5-7]. In IGC, grain boundaries (GBs) are preferentially
corroded due to the local galvanic coupling of GB and grain matrix as a result of
difference in composition [1, 6, 8]. Penetration along the grain boundaries leaves deep
and sharp (micrometer-wide) intergranular defects which can lead to catastrophic failure
under stress [1, 9-11]. Considering the significance of reliability in structural design and
the high costs of maintenance in industries, predictive models of IGC are of great interest.
In recent decades several models are developed to predict IGC penetration. Mizuno et al.
[12] introduced an electrochemical-phenomenological model to predict corrosion depth at
a given potential and sodium chloride concentration after 100 hours of exposure. This
model however, does not provide the evolution of corrosion in time. Zhang et al. [13]
introduced a statistical model. This model uses a “brick-wall” configuration to
approximate the polycrystalline microstructure. The bricks which resemble grains are not
given a certain size, instead the statistical distribution of grain dimension based on
observation are assigned to the bricks’ width, length, and thickness. Their model is
validated by comparing the direction dependency of corrosion rate in a rolled AA2024
plate with anisotropic microstructure [13]. Corrosion penetration with time in this model
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is calculated from a phenomenological equation that defines corrosion evolution in a
straight path in time. Prediction with this model was further improved where decision
making at GB intersections was added [14]. The corrosion front could either branch, or
pick a direction to proceed. Probabilities for these decisions need to be calibrated for each
material to obtain a model that predicts corrosion propagation.
Another statistical IGC model was proposed by Lim et al. [15] for AA5083. Assuming
that corrosion penetration depends on sensitization, time, and the orientation of material
microstructure, a large database was created by performing numerous experiments in
different conditions [15]. Statistical analysis and multi-linear regression were performed
on the database and phenomenological relationships for penetration depth as a function of
time for AA5083 were obtained. The model was extended to 3D where Monte Carlo
simulations are performed [3, 16]. The results were validated by comparing average
penetration depth versus time with the empirical values. Although both mentioned
statistical models are predictive for certain alloys, due to their phenomenological nature,
they require significant amounts of input data, and cannot work with a minimal set of
input parameters. Additionally, these models are limited to dissolution of GBs.
Experiments show that although grain matrix dissolve at a lower rate compared to GB,
the grain dissolution is not negligible when the applied potential is sufficiently high [10,
17, 18].
Cellular Automata (CA) is another method that has been used to model IGC. In a CA
model by Lishchuk et al. [19] the domain is discretized into cells and each cell is given a
certain state that represents grain, GB, passive film or electrolyte. Depending on defined
probabilities for solid states, the state of each cell from solid media may or may not
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change to electrolyte-state over a time step which represent advancing the corrosion
front. Assigning higher probability to GB-cells is the key to model IGC. The time step
and the probabilities for each state were optimized to match the CA results with
experimental corrosion depth and then validated against the corrosion path length [19].
Caprio et al. [20] used a similar approach and modeled IGC with CA but focused on
surface roughness. They managed to model dissolution of the grains as well as GBs by
assigning a comparable but lower dissolution probability to grain-cells. They
qualitatively compared their model’s results with SEM pictures from the rough surface of
corroded samples.
Not all of the above-mentioned IGC studies are quantitatively validated against
experiments. Those that are predictive, are phenomenological in nature and require
significant experimental data for parameter calibration. Furthermore, while
phenomenological models are useful for prediction purposes, they cannot lead to a deeper
understanding of the underlying electro-chemo-physical phenomena.
In this study, a peridynamic (PD) model is proposed for IGC. A previously introduced
PD corrosion model [21, 22] is modified based on the galvanic nature of IGC and its
electrochemistry to model this type of corrosion as heterogeneous corrosion with the
grains playing the role of one phase and the GBs the second phase. The Tafel plots of the
grain matrix and GBs and diffusion coefficient of metal ions in the electrolyte are the
only input data required by this model to simulate IGC in any polycrystalline system. We
validate the model quantitatively against experimental data from the literature for
AA2024, and we show it to be predictive in terms of corrosion depth and morphology
evolution of the corroding microstructure. Since this model is developed based on
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electrochemical dissolution and diffusion in the electrolyte, it helps to obtain a better
understanding of IGC mechanism, and allow us to investigate the effect of various
parameters (e.g. applied potential) on the evolution of corrosion damage. The same
model will be used to simulate the entire spectrum of behavior of polycrystalline
materials under corrosion: from IGC-only to full grain dissolution.
This paper is organized as follows: in the next section, the PD corrosion model is briefly
reviewed; the discretization for numerical procedure is also provided. In Section 6.3, the
IGC theory, the polycrystalline model, and the corresponding modifications implemented
in the PD corrosion model are presented. In Section 6.4, we validate the model against
two-dimensional IGC of AA2024 when exposed to NaCl solution at a low potential; a
famous example of dependency of corrosion rate on direction of exposure to electrolyte
in an anisotropic microstructure is verified quantitatively against reported experimental
data; finally, the effect of higher applied potential on damage evolution in AA2024 is
investigated and compared with experimental observations.
6.2

Review of peridynamic corrosion model

Chen and Bobaru [21] introduced a peridynamic model for corrosion damage for the first
time. Peridynamics (PD) is a nonlocal theory in which each material point�𝒙 interacts not
only with the nearest adjacent points (as in local models), but also with all material points
̂) in surrounding neighborhood [23, 24]. This neighborhood, usually taken as a
(𝒙
segment in 1D, a circular disk in 2D, or a sphere in 3D, centered at the point 𝒙, is called
horizon region (in short, the “horizon”) of 𝒙 (𝐻𝑥 ), and its radius (𝛿), is the “horizon
size”. Figure 2.1 shows a material point and its horizon in a body 𝛺.
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Figure 6.1. Interaction of a material point with other points in its horizon in
peridynamics theory.
This theory was primarily introduced to model damage in solid mechanics [23, 25-27],
and has also been extended to, for example, heat diffusion in bodies with evolving
discontinuities [28]. The nonlocality of the theory allows for autonomous crack
propagation which cannot be easily handled by classical models due to the discontinuities
that cracks introduce in the continuum. Approaching corrosion evolution as a type of
material damage in a solid material, a PD model was introduced [21]. The authors
considered a two-phase medium: solid metal and liquid electrolyte. Inspired by
experimental observations that show gradual changes in the alloy composition and
mechanical properties from the bulk to the surface, in a partially corroded layer at
corrosion front [29-33]. they introduced an effective diffusion in the solid that represents
both the dissolution of metal and the out-diffusion of ions into the electrolyte. Assuming
that regular diffusion in the liquid governs the movement of ions in the electrolyte, they
solved a single diffusion equation over the two-phase material, with different diffusion
coefficients depending on the phase. The diffusion coefficient in the liquid is in fact the
diffusivity of ions in the solution, but in the solid this is a parameter called dissolution

208
affinity (or “effective” diffusivity) which is calibrated based on anodic Tafel plot of the
metal and discretization size [21, 34]. Since this “effective” diffusivity is responsible for
dissolution and is determined from corrosion kinetics, here we will use dissolution
affinity to prevent confusion with regular diffusion coefficients [34]. Figure 6.2 shows the
bi-material diffusion approach that is used in PD corrosion damage model [21].

Figure 6.2. The bi-material diffusion approach used in PD corrosion model.
Eq. (4.1) is the nonlocal diffusion equation in peridynamics, where 𝐶(𝒙, 𝑡) is the metal
concentration at the point with position vector 𝒙 and the time 𝑡. The metal concentration
in the solid medium refers to metal atoms and in the electrolyte refers to metal ions. This
assumption for concentrations in metal and electrolyte is consistent, since ions are the
same metal atoms which are oxidized. In PD diffusion, each material point 𝒙 interacts
̂) in its horizon with a “diffusion bond” that carries microwith all of the points (𝒙
̂, 𝒙, 𝑡) [28].
fluxes�𝐽(𝒙
In peridynamics, objects carrying (defining) the nonlocal interactions between material
points are called “bonds”. There are two types of PD formulation: bond-based PD and
state-based PD [24]. In bond-based formulation each bond behaves independent of other
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bonds connected to the same material point. Bonds in bond-based PD theory of solid
mechanics with motion and deformation, are similar to springs that connect material
points within the nonlocality region (horizon). For diffusion problem, bonds can be
thought as conductors that carry fluxes from a material point to the other points within its
horizon. In this study, the terms “mechanical-bonds” and “diffusion-bonds” are used to
distinguish between PD bonds in mechanical and diffusion problems. It should be noted
that the term “micro” used for “micro-fluxes” or “micro-diffusivity” is not related to
dimensions. The bond-level quantities in peridynamics theory are commonly named with
the pre-fix micro, to be distinguished from the similar quantities in classical local theory.
Integration of micro-fluxes over the horizon of 𝒙 (𝐻𝑥 ) gives the time derivative of
̂.
𝐶(𝒙, 𝑡);�𝑑𝑉𝑥̂ is the partial volume of the point 𝒙
𝜕𝐶(𝒙, 𝑡)
̂, 𝒙, 𝑡) 𝑑𝑉𝑥̂ �
= ∫ 𝐽(𝒙
𝜕𝑡
𝐻𝑥

(6.1)

Eq. (6.2) shows how micro-fluxes are calculated for each diffusion bond. 𝛿 is the horizon
̂) is the micro-diffusivity of the bond connecting 𝒙�and 𝒙
̂.
size (radius) and 𝑘(𝒙, 𝒙

̂)
𝑘(𝒙, 𝒙
̂, 𝒙, 𝑡) = {
𝐽(𝒙

̂, 𝑡) − 𝐶(𝒙, 𝑡)
𝐶(𝒙
̂ − 𝒙‖ ≤ 𝛿
, ‖𝒙
‖𝒙
̂ − 𝒙‖2
‖𝒙
̂ − 𝒙‖ > 𝛿
0,

(6.2)

̂, 𝒙, 𝑡), can be expressed in different forms [35]. We
Note that the kernel in Eq. (4.1), 𝐽(𝒙
selected the form in Eq. (6.2), since this form is shown to have the best convergence to
classical solution compared to other postulate kernels in the limit of horizon size going to
zero [35].
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It should be noted that peridynamic theory belongs to continuum mechanics. Since PD
adopts nonlocal interactions at its basis, and then laws and governing equations are
derived, the PD equations are integro-differential models and are obtained as alternatives
to partial differential equation models of classical local approaches. Balance laws and
physical laws are derived in detail for this non-local theory. Accordingly, PD diffusion
equation (Eq. (4.1) and Eq. (6.2)), is consistent with Fick’s law of diffusion. Derivation
of PD diffusion equation and the related continuum analysis is available in other articles
[24, 28, 36, 37].
Bond quantities are usually defined per unit volume. Therefore, dimensions of quantities
related to PD bonds are slightly different than quantities related to physical springs and
conductors. The relationship between micro-diffusivity of a PD bond and diffusivity in
the classical local model, can be obtained by enforcing that the PD flux matches the
classical flux equal, in a sample with constant concentration gradient [28]. With this
procedure, a classical solution for problems with nonlinear concentrations can be
approximated to any degree of accuracy as long as the horizon size is sufficiently small.
In the 2D case, for the bi-material liquid-solid described by Figure 6.2, the relationship
between micro-diffusivities and classical diffusivities are calculated from:
4𝐾L
�������
𝜋𝛿 2
4𝐾S
𝑘S = 2 �������
̂) = �
𝑘(𝒙, 𝒙
𝜋𝛿
2𝑘L 𝑘S
8𝐾S
≈ 2𝑘S = 2
{𝑘L + 𝑘S
𝜋𝛿
𝑘L =

����, liquid
��, Solid

�

������������, interface�

(6.3)
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̂
Micro-diffusivities are calculated depending on the phases in which the points 𝒙 and 𝒙
are located. If both ends of a bond are in the liquid, the micro-diffusivity (𝑘L ) is
calculated based on the classical diffusivity (𝐾L ) in the electrolyte. If both ends are in the
solid, micro-diffusivity is calculated from the dissolution affinity (𝐾S ). If one end is in the
solid and the other in the liquid (bonds crossing the liquid-solid interface), we use the
harmonic average of the corresponding micro-diffusivities. Note that the units of the
dissolution affinity (𝐾S ), from the equations above, is [L2/ T]. For the 1D or 3D
formulations, the relationships between micro-diffusivity and material parameters
(diffusivity and dissolution affinity) can also be obtained [21, 28].
The concentration of metal atoms in the solid state is usually ~O(105) mol.m-3, and the
maximum concentration of metal ions in typical saturated electrolytes is ~O(103) mol.m3

. In this model the thickness of the solid-liquid interface depends on the size of the

nonlocality, 𝛿, which in our simulations is usually selected �~O(10-6)m. Accordingly, the
concentration gradient at the solid-liquid interface which is the change in the metal
concentration, over the solid-liquid interface, is in the order of 1011 mol.m-4. This is about
105 times higher than the concentration gradient in the electrolyte which is ~O(106)
mol.m-4. From conservation of mass, the equality of the dissolution flux and the mass
flux in the liquid suggest that 𝐾S is approximately 105 times smaller than 𝐾L in magnitude
(𝐾S ≪ 𝐾L). As a result, the harmonic average defined in Eq. (6.3) for micro-diffusivities
of the interface bonds, is approximately equal to�2𝑘S .
Since the dissolution process in corrosion is modeled, as a diffusion flux from solid to
liquid, for a certain concentration field, the dissolution flux is proportional to the
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dissolution affinity�𝐾S . From Faraday’s second law, this flux is also proportional to the
electrical current density, which suggest that the current density is linearly dependent
to�𝐾S . Assuming that Tafel equation defines the relationship for current density and the
electrical overpotential, 𝐾S can be similarly expressed as a function of overpotential (𝜂)
[21]:

𝐾𝑆 (𝜂) = � 𝐾0 × 10

𝜂
( )
𝛽𝑎 ,

(6.4)

where 𝛽𝑎 is the anodic Tafel slope and 𝐾0 is the dissolution affinity that should be
calibrated to the current density at zero overpotential. Theoretically, one point from Tafel
plot (a mathematical straight line) is sufficient to calibrate 𝐾0 [21]. Indeed, from
measurements one obtains data points that are not necessarily collinear and a linear
curve-fit would be necessary. A point from this line would be sufficient to calibrate the
value of�𝐾0 .
To solve the integro-differential Eq. (4.1), we first compute the right-hand side of the
equation with the One-point Gaussian integration method. To this aim, we discretize the
domain with a uniform grid spacing. Figure 6.3 shows an example of the 2D uniform
discretization with the ratio between the horizon size 𝛿 and the grid spacing (the “horizon
factor”) equal to about 2. In the actual computations we used a ratio slightly larger than 4
in order to reduce grid dependency of the results and still maintain efficiency
(calculations scale linearly with this ratio)[28]. In the simulations in this work, horizon
size and grid spacing are given in microns and therefore, horizon factor is dimensionless.
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Figure 6.3. Example of uniform grid spacing with ∆𝑥 node-interval and horizon at a
node generated by the one-point Gaussian quadrature. Each node has an associated
area (square around it, in this case). In this figure, horizon factor is about 2. In the
simulations we use 4.02 instead.
The One-point Gaussian quadrature used to integrate micro-fluxes over the horizon of
each node 𝒙𝒊 at a fixed time 𝑡𝑛 , is given:

̂)
∫𝐻 𝑘(𝒙𝒊 , 𝒙
𝑥

̂, 𝑡𝑛 )−𝐶(𝒙𝒊 , 𝑡𝑛 )
𝐶(𝒙
‖𝒙
̂−𝒙𝒊 ‖2

𝑑𝑉𝑥̂ ≅ ∑𝑗 𝑘𝑖𝑗

𝐶𝑗𝑛 −𝐶𝑖𝑛
‖𝝃𝑖𝑗 ‖

2

∆𝑉𝑖𝑗 �,

(6.5)

where 𝐶𝑖𝑛 is the concentration at the current node, of position vector 𝒙𝒊 , and 𝐶𝑗𝑛 �is the
concentration of a generic node𝒙𝒋 inside the horizon of the current node.�𝝃𝑖𝑗 is the bond
vector that connects node 𝒙𝒊 to node 𝒙𝒋 . According to Gaussian quadrature definition,
̂ as the Gaussian
∆𝑉𝑖𝑗 in Eq. (6.5), is the weight for the kernel function evaluated at node 𝒙
point. ∆𝑉𝑖𝑗 is in fact, the portion of node 𝒙𝒋 �volume, covered by the horizon of the current
node 𝒙𝒊 . For 2D uniform grid spacing, ∆𝑉𝑖𝑗 for nodal volumes fully covered by the
horizon of the current node, is equal to (∆𝑥)2 (with unit depth in the third direction).
Having a circular horizon and uniform square grids, there are grids which are not fully
included inside the horizon of�𝒙𝒊 (see Figure 6.3). One may include or exclude these
partially covered grids totally at the expense of producing numerical errors, or use a
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correctional algorithm to minimize the error as we did here. There exist several
algorithms which suggest “partial volume correction” for this integration. We used one
that is shown to be simple and cheap to compute but highly effective at reducing the error
[38]. While not exact, this algorithm performs almost as good as exact integration but is
much cheaper to use than the exact analytical formulas (see the study by Seleson [38],
where this algorithms is called HHB). The Algorithm is provided in the Appendix A.
According to the PD diffusion equation, the integration of micro-fluxes equals the time
derivative of concentration at node 𝒙 and time 𝑡𝑛 . For the time integration, we use the
Forward-Euler scheme to update concentration values:
𝐶𝑛+1 = 𝐶𝑛 + 𝐶𝑛̇ ∆𝑡,�

(6.6)

where 𝐶𝑛̇ �is the time derivative of concentration at node 𝑥 and 𝑡𝑛 (which is set equal to
Eq. (6.5)); ∆𝑡 is the time increment, and 𝐶𝑛+1 is the updated concentration of node 𝒙 at
time 𝑡𝑛+1 .
Advancing the corrosion front is modeled by coupling mechanical damage evolution,
metal concentration changes, and a phase change from solid to liquid with the nonlocal
diffusion equation in the bi-material system [21]. In peridynamics, “broken” bonds refer
to the mechanical bonds that cannot carry load any more, since they have met a certain
̂, 𝑡) can
failure criterion under loading. A history-dependent scalar-valued function 𝜇(𝒙, 𝒙
be defined such that:

̂, 𝑡) = {
𝜇(𝒙, 𝒙

̂)�bond�is�intact���
1��������if�(𝒙, 𝒙
�
̂)�bond�is�broken
0��������if�(𝒙, 𝒙

(6.7)
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Correspondingly, a damage index scalar field is defined [25]:

𝑑(𝒙, 𝑡) =

̂,𝑡)]𝑑𝑉𝑥̂
∫𝐻 [1−𝜇(𝒙,𝒙
𝑥

∫𝐻 𝑑𝑉𝑥̂
𝑥

(6.8)

Assuming that an intact material point in the metal phase has a certain metal
concentration 𝐶solid and that the electrolyte cannot sustain larger metal ion concentrations
than the saturation value 𝐶sat , a concentration-dependent damage model is introduced.
This considers that when the metal concentration drops below the 𝐶solid value, partial
damage has been initiated, and when the concentration drops below 𝐶sat value, the solid
point is completely damaged and it gets transformed into a liquid point (by switching the
nodal micro diffusivities from 𝑘S to�𝑘L ) [21]. In the PD corrosion model, each material
point initially has both diffusion bonds and mechanical bonds with nodes in its horizon.
At each time step, after calculation of new a concentration distribution from the bimaterial nonlocal diffusion equation, the mechanical damage index is updated according
to Eq. (6.9) as a function of concentration drop.
1
, 𝐶(𝒙, 𝑡) ≤ � 𝐶sat
𝐶solid − 𝐶(𝒙, 𝑡)
𝑑(𝒙, 𝑡) = �
�����������������, 𝐶sat < 𝐶(𝒙, 𝑡) < � 𝐶solid �
𝐶solid − 𝐶sat
{
0
���, 𝐶(𝒙, 𝑡) = 𝐶solid

(6.9)

Since an intact or undamaged metal (𝑑� = �0), has the concentration of 𝐶solid, and the
electrolyte with metal ion concentration less that 𝐶sat is present in the corroded or fully
damaged region (𝑑� = �1), the correspondence of “𝐶� = � 𝐶solid” to “𝑑� = �0”, and the
correspondence of “𝐶� ≤ � 𝐶sat ” to “𝑑� = �1” in Eq. (6.9) is physical. The linear
relationship between damage and concentration of metal atoms in the transition range is
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only one possible functional form connecting these quantities. More precise description
may be obtainable experimentally, for different material systems, but authors are not
aware of such results published in the literature. Therefore, this simple linear form is
used.
For a discretized model, damage index 𝑑(𝒙, 𝑡) at node position 𝒙 and time�𝑡, can be
written as the ratio of broken mechanical bonds to the total number of mechanical bonds
for node�𝒙. After diffusion is solved and the concentration of metal are updated for the
time at nth increment (𝑡𝑛 ), Eq. (6.9) is used to obtain a new damage value for each node
(𝑑𝑖𝑛 = 𝑑(𝑥𝑖 , 𝑡𝑛 )). At nodes where the concentration has dropped, the damage index will
𝑑𝑛 �–�𝑑𝑛−1

𝑖
𝑖
increase. For these nodes 𝑃𝑖 = ( 1�–�𝑑
𝑛−1 ) × 𝑁𝑖 is computed, where 𝑁𝑖 is the total number
𝑖

of mechanical bonds for node 𝑥𝑖 . 𝑃𝑖 gives the number of the intact bonds which needs to
be broken at this time increment to match the updated damage value 𝑑𝑖𝑛 . A stochastic
procedure is used to eliminate these bonds. For each intact bond, a random number is
generated between 0 and 1 from a uniform distribution. If this number is greater than or
equal to 𝑃𝑖 /𝑁𝑖 , then the corresponding mechanical bond is eliminated [21]. It should be
noted that only mechanical bonds are directly affected by this procedure. Diffusion bonds
are never “broken”, but they are affected by phase-changes at one or both of the endnodes.
Also, note that the value of 𝑑 is indeed deterministic. The stochastic procedure is only a
part of the method, used to apply the calculated value for�𝑑 (from the concentration) to
the model. The randomness of elimination of mechanical bonds has a minimal influence
on the system-level quantities we monitored in this study. This is investigated by starting
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simulations with different seeding of the random number generator and finding the same
results.
In addition to concentration-dependent damage, a damage-dependent corrosion model
completes the two-way coupling between corrosion and mechanical damage. Random
elimination of mechanical bonds in concentration-dependent damage model, induces
complete damage in some of the solid nodes which may still have a concentration higher
than 𝐶sat . Damage-dependent corrosion model requires these nodes switch to liquid phase
despite their higher concentration than 𝐶sat [21].
Passivation is also modeled in PD corrosion framework by stopping dissolution of metal
region that satisfies a certain passivation criterion [34]. A critical value for concentration
of metal ions in the electrolyte at the corrosion front is used as the repassivation criterion,
below which the nearby corroding surface would passivate. Dissolution stops via
assigning zero dissolution affinity to the solid region. This approach is shown to be
capable of modeling the formation of pits with lacy (porous) covers and of pits-withinpits during pitting corrosion of stainless steel [34].
In grain boundary dissolution of polycrystalline materials, diffusion-controlled corrosion
regime is likely present [10]. Diffusion-controlled corrosion (in which dissolution rate
does not depend on the potential but is governed by the diffusivity in the electrolyte only)
is modelled in PD as well [22, 34]. When concentration in the electrolyte near the
corrosion front increases due to dissolution, it may locally exceed the saturation value
(𝐶(𝒙, 𝑡) ≥ � 𝐶sat ). Under such conditions, a salt layer is expected to form and balance the
dissolution rate with the diffusion in the electrolyte. To model this phenomenon,
temporary hold is imposed on dissolution of solid nodes that are in the horizon of liquid
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nodes with a concentration�𝐶(𝒙, 𝑡) ≥ � 𝐶sat [34]. The “temporary hold” is in fact assigning
zero dissolution affinity to the solid region until the concentration in the liquid at the
metal/electrolyte interface drops below 𝐶sat again, by diffusing out into the bulk
electrolyte. Successive holds on dissolution balances the corrosion rate with the diffusion
in the electrolyte as needed in a diffusion-controlled regime [34].
The PD corrosion models have been validated against several experiments on pitting
corrosion of stainless steel in terms of corrosion rate, pit aspect ratio and morphology [22,
34]. In the next section, a new PD corrosion model is introduced for IGC according to the
kinetics that govern it.
6.3

Peridynamic model for intergranular corrosion

6.3.1 The mechanism of IGC
In most materials susceptible to IGC, material composition near GBs differs slightly from
grain cores. It is widely accepted that preferential corrosion at GBs in IGC is due to the
local galvanic coupling between the GBs and grain cores. IGC is a complex phenomenon,
and many factors and reactions may be involved for different alloys. However, to the
knowledge of the authors, galvanic theory between different micro-phases is the most
accepted theory for intergranular corrosion [6, 8, 9, 17]. For example, improper heat
treatment of austenitic stainless steel creates a chromium depleted zone near GBs [1, 7].
In AA2024, dissolution of Mg-rich particles in galvanic coupling with the rest of the
matrix, and dissolution of Cu-depleted zones in galvanic coupling with the grain cores,
are reported to be responsible for IGC [6, 9].
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From galvanic theory it is known that when two different materials are electrically
connected, in the presence of an electrolyte, the more active one is preferentially
corroded [39]. Figure 6.4 shows theoretical polarization curve (green curve) for a typical
galvanic couple. This curve is constructed from superposition of anodic and cathodic
Tafel plots of two different materials: one noble (blue) and one active (orange). Figure 6.4
suggests that even at a potential higher than Ecorr,galvanic, the dissolution of the cathode is
negligible compare to that of the anode. To develop a model based on the kinetics of
galvanic coupling we translate the mixed potential theory into the PD corrosion model
parameters.

Figure 6.4. General polarization curve for a galvanic couple (modified from [40])
To develop a model based on the kinetics of galvanic coupling we translate the mixed
potential theory into the PD corrosion model parameters. In this study only two phases
are considered: GBs as the active material and grain matrix as the noble material in
comparison. Other micro-phases, like intermetallic particles and precipitates at GBs, are
not modeled in this first attempt, but can be easily incorporated into our model. Figure 6.4
suggests that at open circuit condition with the potential value of Ecorr,galvanic, oxidized
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GBs are electroplated onto the grain matrix, and we are not aware of a direct evidence to
support this phenomenon. However, we do not simulate the open circuit condition in our
study, and, the potential values used are above the Ecorr,galvanic, for all cases. This leads to
both GB and grain matrix dissolution, but at different rates.
6.3.2 The PD polycrystalline model
In this section we use a Voronoi microstructure and explain how to select the
peridynamic nonlocal region size corresponding to a given microstructure. First it is
required to obtain a computational model that represents the polycrystalline media.
Similar to some other studies [16, 20], Voronoi tessellation is used here to approximate
the microstructure. Based on observation from the real microstructure and grain size,
random coordinates are generated to be centroids for the Voronoi cells (gains). In the
case of anisotropic microstructure (e.g. cold rolled sheets), we first generate a Voronoi
configuration with isotropic seeding. Then, we use linear mapping to scale the
tessellation in the required direction. For example, Figure 6.5 shows an isotropic
tessellation that is contracted in x-direction by a factor of 0.25. For instance this mapping
can account for rolling in y-direction, and the cold-work that changes the microstructure.
The algorithm used in this study is provided in Appendix B. It should be noted that in this
study, anisotropic microstructure only refers to shape-distribution of the grains, not
crystallographic orientation. Studies show that activation controlled dissolution of grains
does depend on the crystallographic orientation [41-43]. However, since in this study we
mostly focus on IGC where dissolution of GBs is dominant, and the effect of crystal
orientations is not of primary significance, crystallographic orientation is not modelled.
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Figure 6.5. Linear scaling of Voronoi tessellation to approximate anisotropic
microstructures.
After generating the desired configuration, we discretize the domain with uniform grid
spacing similar to Figure 6.3. In the simulations of the present work we use 4.02 (to make
the computations less grid dependent but still efficient [28]) for the ratio of horizon size
to node interval. Regions associated with grains and GBs are assigned different material
id number to be recognized in the solver.
In general, in PD modeling, the nonlocal length scale (the horizon) should be smaller than
geometrical length-scales in the problem to prevent unrealistic nonlocal interactions and
also to maintain equivalency to the classical (local) solutions in problems where such
solutions exist. In the IGC problem, GB thickness is a geometrical length scale. To see
how selection of the horizon size (𝛿), relative to GB thickness, influences the accuracy of
the solution, we perform 𝛿-convergence [26] for a diffusion-controlled corrosion problem
in plates with different widths (w) compared to the horizon size. Initial and boundary
conditions are shown in Figure 6.6(a). Figure 6.6(b) is the schematic of autonomous
propagation of corrosion front during PD simulations. We use material properties and
physical parameters associated with corrosion of steel in NaCl solutions [34]: Csolid =
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135.7 M, Csat = 5.1 M, KL= 750 μm2.s-1. A sufficiently high dissolution affinity is used to
saturate the electrolyte at the interface immediately and induce diffusion controlled
regime. The time step (∆t) selected is 0.1 ms to maintain stability.

(a)

(b)

Figure 6.6. (a) Initial and boundary conditions used for the 2D peridynamic simulation
of corrosion; (b) Schematic of boundary conditions and the autonomous interface
during simulation.
Figure 6.7(a) shows results for corrosion depths with different 𝛿/w ratios. Note that the

width of plate here represents the GB thickness in the IGC model. We generally expect
the PD models to converge to the classical solutions when the ratio of 𝛿 to the lengthscale in the problem goes to zero [35]. Here we observe that for smaller 𝛿/w values,
convergence happens to a value slightly higher than the analytical solution. This marginal
difference is introduced in the solution due to the mechanism we use to model diffusioncontrolled corrosion. The successive holds on dissolution (described in Section 6.2)
accumulate errors for larger time steps. Figure 6.7(b) shows that choosing smaller time
steps for a fixed 𝛿/w of 0.05, reduces this difference. Ideally, as 𝛿/w and ∆t both go to
zero we recover the analytical solution of the classical (local) problem. From Figure
6.7(a), we find that selecting 𝛿/w = 0.5 (or choosing a horizon at most ½ of the GB
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thickness) with relatively large time step 0.1 ms, maximizes computational efficiency
with acceptable error for engineering purposes (below 3-4%).

(a)

(b)

Figure 6.7. Effect of spatial and time discretization on diffusion controlled corrosion in
a plate. a) 𝛿-convergence; b) ∆t-convergence.
Figure 6.8 shows a Voronoi configuration with the 𝛿 equal to half-thickness of the GB.

Grain nodes, GB nodes, grain-grain bonds, GB-GB bonds, and grain-GB bonds are also
shown in Figure 6.8.

Figure 6.8. Discretized polycrystalline model for PD modeling of IGC with horizon
size selected to be ½ of GB thickness.
Each of the two regions, grain matrix and GB, are assigned their corresponding
dissolution affinities: 𝐾GB and 𝐾GM . Similar to Eq. (6.3), Eq. (6.10) expresses the
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relationship between dissolution affinities and micro-diffusivities for PD bonds. For the
bonds with one end in the grain and one end in the GB, we use a harmonic average:
4𝐾GB
𝜋𝛿 2
4𝐾GM
̂) = � 𝑘GM =
𝑘(𝒙, 𝒙
𝜋𝛿 2
2𝑘GB 𝑘GM
{ 𝑘GB + 𝑘GM
𝑘GB =

����, grain�boundaries
��, grains

�

(6.10)

������������, interface�

6.3.3 Model calibration
In the PD corrosion model, the parameters that control corrosion rate and damage
evolution are the micro-diffusivities in different phases. According to Eq. (6.3), microdiffusivities are calculated from classical diffusivities of electrolyte, dissolution affinities
in the solid and the horizon size. Diffusivity in the liquid phase, which is in fact, the
diffusivity of ions in the electrolyte, is easily found in literature. Dissolution affinity of
the solid is proportional to the anodic current density in activation-controlled mode, and
is calibrated from anodic Tafel polarization of the material [21, 34]. Here, for IGC, solid
media itself consists of two different zones: GB and grain matrix (or simply grains).
Based on the mixed potential theory [39, 40], for potential values higher than the galvanic
corrosion potential, each material dissolves according to its own anodic Tafel line. In our
model, accordingly, we assign two different dissolution affinities to grains and to GB
nodes. Each dissolution affinity is calibrated with the anodic Tafel polarization of that
particular material. There are a few studies which has used special techniques such as
microcell measurements to obtain corrosion information for phases in GBs and other
intermetallic particles [44], however finding Tafel plots from a bulk material with a
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composition exactly the same as the GB area or exactly the same as the grain matrix area
for various alloys can be challenging.
However, as discussed in the next section, finding proper dissolution affinities can be
handled with reasonable assumptions. For example, in most IGC cases where anodic
dissolution of the grain is exponentially slower than that of the GBs, corrosion of grains
is negligible and their dissolution affinity can be considered zero. In addition, if the time
scale of corrosion prediction is hours-long, then dissolution of GBs is controlled by mass
transfer in the electrolyte (diffusion controlled corrosion). Therefore, the only important
inputs for the model are the saturation concentration (Csat) and the diffusivity of metal
ions in the electrolyte (KL), both easily found in literature.
6.4

Results and discussion

6.4.1 Validation against experiment
Here we validate the PD IGC model against a published experiment on AA2024 thin foil
exposed to 0.1 M NaCl solution for two hours and -600 mV (SCE) applied potential [45].
SEM images of corrosion penetration in time for the foil cross-section are shown in
Figure 6.9(a). Figure 6.9(b) shows the computational sample and an approximate

(“compressed”, see Section 6.3.3) Voronoi tessellation of the micro-structure.
Most experimental observations suggest that such low potentials that are just slightly
higher than open circuit condition (~ -640 to -610 mV SCE [10]) induce major
intergranular penetration, where grain dissolution is negligible (except pits initiated
around intermetallic particles [10, 17, 45]). Therefore, it is reasonable to consider zero
dissolution affinity for grain nodes in the model. In addition, according to some studies
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[10, 46], excluding the initial several minutes of exposure, corrosion rate is not dependent
on potential, and is limited by the mass transfer along the GB defect, i.e. IGC in AA2024
follows diffusion-controlled regime. A Cellular Automata model by Lishchuk et al.[19]
also suggest that prediction improves when one considers diffusion in the solution. The
PD model for diffusion-controlled corrosion is already available from [34]. It is
admissible to assign a sufficiently high dissolution affinity to the GB area to saturate the
solution immediately, at corrosion front. From the moment at which the solution is
saturated at the front, according to the diffusion-control model [34], diffusion in the
electrolyte controls the penetration rate. To estimate the diffusivity of ions in the
electrolyte, diffusivity of Al3+ in water at 25o C is reported to be 553 𝜇𝑚2 . 𝑠 −1 [47]. After
calculation of viscosity of 0.1 M NaCl solution [48], we used Stokes-Einstein equation
and estimated the diffusivity of Al3+ ions in 0.1 M NaCl solution to be 559 𝜇𝑚2 . 𝑠 −1.
Another important parameter for a diffusion controlled corrosion is the saturation
concentration (𝐶sat ). 𝐶sat for Al3+ ions is found to be 3.1 M [49]. From division of
molecular weight of pure Aluminum by its density, concentration of atoms in undamaged
solid phase of AA2024 (𝐶solid ) is approximated to be 100 M. It should be noted that in
addition to Al3+, the corrosion process gives rise to other oxidized metal ions as well.
However, metal ion concentration and the diffusivities in this study refer to aluminum,
since Al3+ is the dominant ion from dissolution of AA2024 in NaCl solutions.
The sample (Figure 6.9(b)) is discretized with 0.25 µm grid spacing and horizon size of 1
µm. This implies that GB thickness in the model is 2 µm. In reality corroded GB will
have a thickness less than 1 µm [6]. Finer discretization can be employed to model the
physical thickness at the cost of extra computational time. However, since GB dissolution
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can be approached as a “locally” 1D phenomena in 2D media (penetration along a line) if
the GB thickness is uniform along the path and is proportional to the corroding area at the
front. Consequently, GB thickness in the model does not affect the results as long as it is
smaller than grain dimensions by orders of magnitude. It should be noted that
confinement effects of diffusion could exist but only in a model with non-uniform GB
thickness with “necks” and barriers along the corroded GBs. Our model would be able to
capture such effects automatically, if such features are included in the modeled
microstructure. In the examples shown, however, we only used microstructures with
uniform GB thickness. The diffusion is only influenced by the concentration at the top of
the sample and the material properties (the GB dissolution flux, defined per unit area),
not the modeled GB thickness.
Figure 6.6(a) presents the initial and boundary conditions used for the simulation. The

sample has full concentration of solid (Csolid) initially. The top boundary has always zero
concentration (Dirichlet B.C.) to represent contact with the bulk electrolyte. Since there is
no corrosion attack from sides and the bottom, zero mass flux condition (Neumann B.C.)
is used for these boundaries. Figure 6.6(b) states that PD corrosion model works with
“far-field” boundary condition i.e. no boundary condition is needed at the corrosion
interface. The corrosion front advances autonomously based on concentration-dependent
damage and damage-dependent corrosion phase change strategy (see Section 6.2).
We used an in-house program for the simulations in this study. Time increment is chosen
to be 0.1 ms for this problem to satisfy the stability criteria for Forward-Euler method
[37]. To improve efficiency in computations, diffusion is not solved inside the grain
matrix since we know they have zero dissolution affinity. Figure 6.9(c) presents four
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(a)
(b)
(c)
Figure 6.9. IGC of AA2024 thin foil in 0.1 M NaCl solution at -0.6 V (SCE). a) SEM
images for corrosion penetration in time [45]; b) modeled microstructure; c) PD
simulation snapshots for corrosion penetration in time.
snapshots from the PD simulation, showing the damage evolution at the same time that
SEM images are provided. We observe the model prediction quantitatively agrees with
experimentally measured data. This agreement also implies that the assumption of
diffusion-controlled corrosion for IGC works quite well. Transport-limited regime slows
down the corrosion rate in time (see Movie (1) in Supplementary materials in [53]).
Comparing the corrosion depth in the simulation results, Figure 6.9(c), with the
experiment, Figure 6.9(a), for the same amount of corrosion time, suggests that
penetration rate is slightly faster in the simulation than what is empirically observed. The
likely reason is that the path length in the experiment is probably longer than the one in
the modeled microstructure. This is due to the fact that grains with non-smooth shapes
are approximated with polygons, consisted of straight line segments. If the nonsmoothness of real grain shapes is considered in the modeled microstructure, the path
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length would increase, and, consequently, the depth predicted in the model would match
the experimental results even better.
6.4.2 Anisotropy of IGC in AA2024 rolled sheets
Anisotropy in mechanical properties of aluminum alloys with anisotropic microstructures
(e.g. cold-rolled plates) is a well-known, and well-studied phenomenon [50]. In addition
to mechanical properties, these materials show anisotropy in IGC rate as well. IGC
penetration rate is shown to be highly dependent on the direction of exposure to the
corrosive environment [3, 10]. The reason is the nature of IGC that advances through
GBs, and the arrangement of GBs is highly anisotropic in such cases. Here, we test our
model against a set of experiments on cold-rolled AA2024-T3 sheet, exposed to 1 M
NaCl at -580 mV (SCE) [10]. Figure 6.10 (left), shows the microstructure of the sheet and
the three directions of material symmetry coordinates: longitudinal (L), long-transverse
(LT), and short-transverse (ST). In each experiment, one of the three directions is
exposed to the solution for about 10 hours, and corrosion depth is recorded in time. To
model the three experiments, and using the relative symmetries in the sample, we
perform three 2D simulations that approximate the behavior. By observation, we roughly
approximate the micro-structure and generate three 2D computational samples with the
modified Voronoi tessellation (see Figure 6.10): one 1.1x1.1 mm2 (L-section), and two
1.1x1.6 mm2 (LT and ST sections).
For discretization, we used 2 µm grid spacing and 8 µm horizon size. This implies GB is
modeled with 16 µm thickness. However, as explained in Section 6.4.1, GB thickness in
the model does not affect the results as long as it is small compared to the grain scale.
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Figure 6.10. AA2024-T3 sheet microstructure (from [10]) and corresponding model
with Voronoi tessellation (with modifications as in Section 6.3.3).
Initial and boundary conditions are the same as described in Figure 6.6. Following a
similar approach to that explained in Section 6.4.1, 𝐶sat and 𝐾𝐿 are found to be 3.1 M and
510 𝜇𝑚2 . 𝑠 −1, respectively. Each sample has one boundary subjected to zero
concentration corresponding to desired direction of exposure: L-section is exposed in ST
direction, LT-section exposed in L direction, and ST-section exposed in LT direction.
Time increments in these simulations are 0.1 ms to satisfy the stability condition [37].
Figure 6.11(a), (b), and (c) show the computed damage evolution after 10 hour of

corrosion for each sample. The results show that L-direction of exposure induces deeper
damage compare to the other two directions. For L-direction case, the corrosion path (GB
network) is more aligned with the exposure direction compared to the other cases where
penetration includes considerable amount of lateral propagation, resulting in lower gains
in corrosion depth.
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(a)

(b)

(c)

Figure 6.11. PD simulation results after 10 hours of corrosion. a) ST-direction of
exposure for L-section; b) L-direction of exposure for LT-section; c) LT-direction of
exposure for ST-section.
Corrosion depths versus time for simulations above are presented in Figure 6.12 and
compared with data points from the corresponding experiments.

Figure 6.12. Corrosion depth vs time for PD simulation of IGC of AA2024-T3 sheets
when exposed to NaCl solution and comparison with data from experiments [10]. L,
LT, and ST in the legend denote the direction of exposure from Figure 6.10.
The agreement between simulation results and the experimental data is remarkable given
the approximations made and the simplicity of the PD IGC model used. Similar to the
example from Section 6.4.1, the comparison confirms that diffusion controlled corrosion
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is dominant in IGC over hour-long time scale. The slight differences between the
experiment and the PD simulations are likely caused by the rough approximation of the
microstructure (including grain sizes and Voronoi tessellation with straight edges and
sharp corners) as well as by the fact that we approximated the actual 3D corrosion with
several 2D models (much cheaper to compute), for each face. It should be noted that, we
used only a single, but representative, microstructure for the results reported in this work.
One can, of course, use more accurate representations of material microstructure (based
on measured grain size distribution from the real microstructure or based on direct image
analysis). However, the focus of our work is on the IGC peridynamic model, and the
approximate microstructures are sufficient for our goals. An uncertainty analysis would
indeed be worthwhile doing in the future, to investigate the influence of grain size
distribution on corrosion depth in time.
6.4.3 Effect of anodic polarization on IGC
For materials susceptible to IGC, at sufficiently high potential, dissolution of grains is no
longer negligible [10]. The likely reason is as follows: at first, at high potential, both
grains and GBs begin to dissolve at higher rates compared to open circuit conditions, but
GB dissolves exponentially faster than grains (See Figure 6.4). Therefore, at the
beginning, dissolution of grains is negligible, as in the cases simulated in Sections 6.4.1
and 6.4.2. After a short time, corrosion regime becomes diffusion controlled and GB
dissolution slows down. After sometime, GB dissolution rate reduces to a level with the
same order of magnitude as grain matrix dissolution rate. Then, dissolution of grains are
no longer negligible. This is expected for any potential value, if it is slightly higher than
the galvanic coupling potential, such that the grain matrix is also involved in anodic
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dissolution. The lower the potential is, the later grain dissolution is noticed. For instance,
in the examples shown in Sections 6.4.1 and 6.4.2, grain dissolution would also happen
given sufficient amount of corrosion time; considerably longer than the time which these
experiments are monitored.
Most of the IGC models reviewed in the introduction are limited to GB dissolution. Our
PD model can easily simulate dissolution of grains together with GBs. Grain dissolution
is noticed in corrosion of AA2024-T3 exposed to 1 M NaCl solution at +500 mV (SCE)
applied potential [10]. Figure 6.13(a) shows LT-section of the sheet exposed to the
solution in L-direction for 3.4 hours. To model this experiment, a 2D sample with
dimensions of 0.97x0.6 mm2 is generated (see Figure 6.13 (b)). The microstructure and
discretization of space and time are similar to what we used in Section 6.4.2. As in the
previous simulations, we assign a sufficiently high KGB to have diffusion controlled
corrosion at GBs from the beginning. To calibrate the dissolution affinity of the grain
matrix we perform multiple simulations with various KGM values, varying from 2×10-5 to
0.2 µm2/s, and by comparing the overall morphology of the corroded microstructure from
the simulations with that from the experiments, we select the value of KGM = 0.002 µm2/s
for this alloy. Figure 6.13 (b) and (c) shows the PD simulation results (morphology and
concentration) with KGM = 0.002 µm2/s.
Deep intergranular penetration, corroding grains near the corrosion front and small
remaining of grains above the front (to fully dissolve) are some of the features of this
corrosion case that are successfully captured by our PD model. Figure 6.14 provides four
snapshots for the evolution of this corrosion process, in time. We observe the GB
dissolution dominance over the first hour. Corrosion of grains is then noticed as the GB
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dissolution slows down due to diffusion controlled regime (see also Movies 2(a) and 2(b)
in Supplementary materials in [53]).

(a)

(b)

(c)

(d)

Figure 6.13. LT-section of AA2024-T3 sheet exposed to 1 M NaCl solution in Ldirection for 3.4 hrs at +500 mV (SCE). a) experimental image [10]; b) modeled
microstructure; c) morphology of the corroded sample from PD simulation and d)
metal ion concentration map from PD simulation computed with KGM = 0.002 µm2/s.
The concentration of aluminum in the legend varies from 0 to 3100 mol.m-3 (𝐶sat ).

(a)

(b)

(c)

(d)

Figure 6.14. Snapshots (at different times during the corrosion process) of the sample
morphology and metal-ion concentration map from PD simulation for corrosion of
AA2024-T3 rolled sheet, exposed to 1 M NaCl solution in L-direction over 4 hours, at
+500 mV (SCE). The concentration of aluminum in the legend varies from 0 to 3100
mol.m-3 (𝐶sat ).
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The penetration in the experiment shown in Figure 6.13 is slightly deeper compared to the
simulation result. Here is a possible explanation: when grains dissolve, an open region is
provided for the fresh electrolyte to fill in. This shortens the diffusion path from the
interface to the bulk electrolyte and increases the corrosion rate correspondingly. This
could be modeled in our PD simulations by allowing the top boundary condition (C = 0)
to move downward as grains disappear.
To study the effect of anodic polarization on IGC of AA2024-T3, we first express Eq.
(6.4) with the calibrated 𝐾GM value at +500 mV (SCE) applied potential. To this aim,
following Tafel kinetics, the overpotential (𝜂) in Eq. (6.4) is replaced with (𝐸𝑎𝑝𝑝 − 500)
where 𝐸app is the applied potential. Then 𝐾0GM 0 can be replaced with the calibrated value
0.002 µm2/s, at the potential of +500 mV (SCE).

𝐾GM (𝐸app ) = 0.002 ×

𝐸app −500
(
)
𝛽𝑎
10

(6.11)

At 𝐸app = 500 mV, Eq. (6.11) returns the calibrated value. Anodic Tafel slope (𝛽𝑎 ) is
another parameter that needs to be determined. AA2024 at potentials higher than -100
mV (SCE), show the same anodic Tafel slope as pure Al [51]. We take 𝛽𝑎 �to be 51.4
mV/decade from corrosion of Al in NaCl solution [49].
It should be noted that in principle, 𝐾GB changes with potential as well. However, as is
mentioned above, since corrosion at the bottom of corroded GBs is mass-transport
limited, the exact 𝐾GB values is not needed, as long as the electrolyte is saturate at the
GBs’ corrosion front.
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Using Eq. (6.11), multiple simulations are carried out with 400, 450, 500, 550, and 600
mV (SCE) applied potential for corrosion of AA2024 sheet exposed to 1M NaCl solution
in L-direction for 4 hours. Results are shown in Figure 6.15. Movies 3(a) and 3(b) are also
provided in Supplementary materials in [53], for 450 and 550 mV (SCE) applied
potential, respectively.

(a)

(b)

(c)

(d)

(e)

Figure 6.15. PD simulations (sample morphology, top row, and metal ion concentration
maps) for corrosion of AA2024-T3 sheet exposed to 1M NaCl solution in L-direction
for 4 hours at different applied potentials: (a) 400; (b) 450; (c) 500; (d) 550; (e) 600
mV (SCE). The concentration of aluminum in the legend varies from 0 to 3100 mol.m-3
(𝐶sat ).
From simulations we observe that at lower potentials, corrosion is intergranular
dominant. Using higher potential, corrosion advances as a combination of GB and grain
matrix dissolution. Such behavior is consistent with experimental observations [10].
Grain dissolution rate increases with applied potential such that at a relatively high
potential, diffusion controlled corrosion dominates the whole process and results in a
uniform type of corrosion.
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It should be noted that increased acidity at the sites with high concentration of oxidized
metal ions due to hydrolysis is indeed an important factor in localized corrosion that
accelerates dissolution. However, this alteration of pH is only of interest during activation
controlled corrosion regime. As soon as the dissolution becomes mass-transport limited,
as in the examples in Sections 6.4.1 and 6.4.2, the only contributing factor that governs
the corrosion rate is diffusion flux in the electrolyte near the corrosion front. The
dissolution pauses used in our PD model are artificial, but with the goal of effectively
representing, at a coarse level, the complex chemo-physical aspects of diffusioncontrolled corrosion. The incremental stop-and-go process in the model (when saturated
concentration is reached at the corrosion front), which performs smoothly at the
simulation time scale, is a scheme that mimics the diffusion controlled corrosion by
making the penetration rate follow the diffusion flux in the electrolyte; as one would
expect. For the examples with grain dissolution in this section, pH alteration may play a
role since the grains are corroding in activation mode. However, simulations shown in
Figure 6.13 to Figure 6.15 are presented here for the purpose of demonstration that the

model has the capability of simulating cases in which grains are also corroded, without
additional effort, and also as a qualitative investigation on the effect of anodic
polarization on corrosion of AA2024-T3 in NaCl solution. For the purpose of accurate
prediction for a specific case where grain dissolution is significant, one benefits from
considering the effect of pH alteration from hydrolysis, IR-drop on overpotential
(potential drop due to resistance in the electrolyte) [34, 52], and using finer discretization
to maintain the physical volume ratio of GBs to grains.
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6.5

Conclusions

We introduced an intergranular corrosion (IGC) model in the peridynamic (PD) corrosion
damage formulation. The microstructure of the corroding metal is approximated with a
modified Voronoi tessellation. The modelled alloy contains two regions: grain boundaries
(GBs) and grain matrix. Each region has a dissolution affinity to be determined from
Tafel kinetics (based on mixed potential theory). Dissolution in PD corrosion model is
driven by the dissolution affinity and the diffusion in the electrolyte.
The model is validated with an experiment of IGC in AA2024-T3 foil exposed to NaCl
solution from the literature. A good agreement is found between the PD simulation
results penetration depth (at various times) under diffusion-controlled regime and
experimental data. The model is also tested for corrosion damage in cold rolled AA2024T3 sheets (anisotropic microstructure). Damage evolution in time follows well the
experimental data available in terms of the dependence of corrosion depth relative to the
particular face exposed.
In contrast with most IGC models, the new PD IGC model is not limited to GB
dissolution. Grain dissolution, happening at high potential, is successfully captured by the
PD model when we make the dissolution affinity for the grains a function of applied
potential. We investigated the effect of anodic polarization on corrosion of AA2024-T3
in NaCl solution. We showed that corrosion at low potential is intergranular dominant,
but with increasing potential, grain dissolution is noticed until uniform corrosion is
reached.
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Another advantage of the PD IGC model introduced here is that it is constructed based on
mixed potential theory and uses actual material properties and physical parameters as
inputs. For many cases where diffusion controlled regime is dominant, many of the
required inputs are eliminated, and the model is significantly simplified as in the
simulations presented for the AA2024 foil and the anisotropic plate. However, this is not
the case for the final example with grain dissolution. In this example, dissolution of
grains is slow and it does not saturate the electrolyte nearby. Therefore grain dissolution
is not dominated by mass-transfer and remains in activation control mode, while the deep
corrosion fronts along the grain boundaries are restricted by mass-transfer. Simulating
this phenomenon is achievable since the model we introduced is capable of considering
mixed potential theory and possible mass-transfer restriction, simultaneously.
This is in contrast with other existing IGC models which are phenomenological and
require numerous experiments for calibration for a specific material and environment
system. The model we introduced showed quantitative predictions of experimental data
together with detailed damage evolution.
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Appendixes
Appendix A. The modified one-point Gaussian integration
The algorithm below calculates a correction factor for the one-point Gaussian integration
method to account for partially covered nodal areas.
Table 6.1. Correcting factor for partially covered nodal areas in one-point Gaussian
integration for 2D uniform grid [27]. (comparison between this simple algorithm and
exact quadrature, that uses more expensive calculations, are found in other studies [38])
if ‖𝝃𝑖𝑗 ‖ < 𝛿 −

∆𝑥
2

then

factor = 1.0
else if ‖𝝃𝑖𝑗 ‖ ≤ 𝛿 +

factor =

𝛿+

∆𝑥
2

then

∆𝑥
−‖𝝃𝑖𝑗 ‖
2

∆𝑥

else
factor = 0.0
∆𝑉𝑖𝑗 = factor × (∆𝑥)2

Appendix B. An algorithm to generate anisotropic microstructures
Assume a 2D sample has a dimension of 𝐿1 × 𝐿2 , and that the grains, has an average size
of 𝑎 × 𝑏, in x and y directions respectively. Accordingly, 𝛾 = 𝑎⁄𝑏 is defined as the
anisotropy factor of the microstructure. Number of grains in such sample can be obtained
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as�𝑁𝑔 =

(𝐿1 𝐿2 )
⁄(𝑎𝑏). The following algorithm is used to generate a linearly-mapped

Voronoi tessellation in order to approximate anisotropic microstructures.
Table 6.2. An algorithm to generate a linearly-mapped Voronoi tessellation
Given 𝐿1 , 𝐿2 , 𝑎, and�𝑏:
1. Calculate 𝛾, and 𝑁𝑔
2. Calculate 𝐿∗1 = 𝐿1 /�𝛾
3. Seed an area of 𝐿∗1 × 𝐿2 , with 𝑁𝑔 random points generated with uniform
distribution
4. Run MATLAB Voronoi, using seeds from step 3.
5. Map back the 𝐿∗1 × 𝐿2 Voronoi structure to the size of the original
configuration (𝐿1 × 𝐿2 ):
𝑥 = �𝛾𝑥; for all points in the�𝐿∗1 × 𝐿2 Voronoi structure generated in step 4.
In this algorithm, step 1 calculates the microstructure anisotropy factor, and the number
of grains in the given 𝐿1 × 𝐿2 sample. Step 2 maps the sample in x-direction (expands if
𝛾 < 1, and contracts if 𝛾 > 1). Using steps 3 and 4, an “isotropic” microstructure is
generated in the mapped sample by random seeding with uniform distribution. This
isotropic microstructure is scaled back to the original size of 𝐿1 × 𝐿2 via a reverse
mapping in x-direction (contraction if 𝛾 < 1, and expansion if 𝛾 > 1), to obtain the
required anisotropy. For an isotropic microstructure, it is assumed that the grain average
size is the same in all directions (𝑎 = 𝑏). The anisotropy factor becomes 1. As a result, no
mapping (expantion or contraction) takes place and the Voronoi generated in step 3 is the
final microstructure.
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The anisotropy factor for the AA2024 foil in Section 6.4.1 is estimated (by roughly
matching the number of grains in various direction) to be 0.1. In the case of the L, LT,
and ST samples for the cold-rolled plate in Section 6.4.2, 𝛾 is estimated to be 5.5, 0.15,
and 0.7 respectively.
6.6
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Chapter 7

Peridynamic modeling of stress dependent corrosion

damage
7.1

Introduction

The influence of stress on corrosion rates and damage evolution in metallic parts of
machines and structures that carry mechanical load is being actively investigated [1-11].
The enormous cost of failure of corrosion-affected systems, as well as providing
maintenance and implementing corrosion prevention methods, require new computational
tools that can predict the time evolution of corrosion-induced damage in the materials.
The effect of stress on corrosion rate is not completely understood. It can differ among
corrosion systems and different loading conditions. Elastic and plastic strains,
compressive or tensile, can affect any of the chemical reactions (anodic, cathodic,
passivation, etc.) present during the corrosion process [2, 3, 5, 6, 9-13]. Nearly all
experimental investigations suggest that tensile elastic stress is likely to increase the
anodic dissolution rate [1, 2, 4, 6-9, 12]. This behavior is usually explained via a
mechano-chemical theory by Gutman [14]. While analytical models based on this theory
or similar approaches are useful for overall estimation of stress-assisted corrosion in the
elastic regime, computational corrosion models that consider stress dependency in their
governing equations have the additional advantage of detailed predictions for corrosion
damage evolution in various types of corrosion such as pitting, crevice, galvanic, etc., in
arbitrary geometries [15-18]. The focus of this study is on modeling mechano-chemical
effect of stress on the anodic dissolution rate. This phenomenon is a part of stress
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corrosion cracking, which involves crack initiation and growth under mechanical loading
in a corrosive environment [19, 20].
Only a few computational models have been developed to date to address stress-assisted
corrosion with non-uniform stress distribution. Based on mechano-chemistry analysis,
Sarkar and Aquino [21] defined the current density being dependent on hydrostatic
pressure and surface curvature. In their model, stress distribution and curvature of the
front are inputs for computing current density and the motion of the dissolution front
[21]. This model is used for a simple geometry with known analytical stress field and
curvature. In real cases with complex morphologies, calculating local curvature at
dissolution front can be a challenge. Wang and Han [16] developed a coupled model that
computes, at each time step, stress distribution via the finite element method (FEM), then
calculates current density distribution based on Gutman’s theory [14], and simulates the
motion of the corrosion front via cellular automata (CA). Wang and Han [16] used their
model to simulate growth and coalescence of two pits under uniaxial tension via a 2D
simulation. A similar coupled FEM-CA model proposed by Fatoba et al. [17] is used for
2D simulation of pitting corrosion under tensile stress. In that study, the CA parameters
are optimized for a particular experiment. While CA models are shown to be useful for
qualitative conclusions and can reproduce some of the realistic features of localized
corrosion, the model parameters and even the corrosion time need to be adjusted by
optimization for each actual corrosion case [15]. The reason is that the CA parameters are
not electro-chemo-physical quantities, but they are usually probabilities that correlate
with heuristic rules [22]. This limit the prediction capability of CA models [23-25].
Another drawback of the FEM-CA coupled models is the moving boundary process,
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which, in an FEM analysis requires remeshing, hence, significantly increases the
computational cost of simulations. Phase-field theory is also used to model stress-assisted
corrosion [18]. In the phase-field model by Lin et al. [18] the corrosion rate depends on
the strain energy on the surface. The model is used for 2D and 3D simulations of
mechano-chemical corrosion in metallic composites. However, the results and the
model’s theoretical basis are not validated against experimental observations.
In this paper, we introduce a computational mechano-chemical coupled model for stressassisted corrosion using the peridynamic (PD) theory. The peridynamic corrosion model
has been recently shown to be a reliable and flexible tool for simulation of corrosion
damage [26-30]. To date, it has been used to simulate the damage evolution in pitting and
intergranular corrosion in various alloys [27-30]. The model considers corrosion as a type
of damage, which facilitates its coupling to mechanical analysis. Another advantage of
the PD corrosion model, is that it can capture the experimentally observed subsurface
damage at the corrosion front, which has a gradual change in composition and
mechanical integrity compared with the intact bulk substrate [31-35]. In addition, the
corrosion evolution occurs with an autonomous phase change process that eliminates the
computationally expensive process for explicit tracking of the corrosion front and domain
re-meshing [26, 28, 36].
We also introduce an experimental procedure for calibration of the model parameter that
specify the dependency of the anodic reaction rate to tensile elastic stress. We calibrate
the model for copper and verify it against several stress levels. We use the model for a
more complex geometry to demonstrate the capability of our stress-dependent corrosion
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computational model in arbitrary domains. Advantages of the new model compared with
existing ones are also discussed.
The novelty of this work consists in coupling the existing peridynamic model for
corrosion damage with the mechanical peridynamic model. The new model is capable of
simulating degradation caused by the combined action of mechano-chemical phenomena,
as the corrosion rate is directly influenced by the stress/strain in the body. Also new is the
validation of the mechano-chemical coupled model for stress-assisted corrosion against
experiments we conducted.
7.2

Model description

We briefly describe the peridynamic (PD) models for elasticity and corrosion damage.
We then introduce the new coupled mechano-chemical model for stress-dependent
corrosion.
7.2.1 The peridynamic theory
Peridynamic is an extension of continuum mechanics that describes the behavior of
continuous bodies, bodies with evolving discontinuities, and discrete bodies, within a
unified nonlocal framework [37, 38]. In this theory, physical phenomena at a generic
material point 𝒙 are described via interactions of that point with other points in its
neighborhood. This neighborhood (which can be a segment in 1D, a disk in 2D and a
sphere in 3D) centered at 𝒙, is called the horizon region of 𝒙, and is denoted by 𝐻𝒙 . Its
radius is called the horizon size (or simply, the horizon) and often denoted by 𝛿. Figure
2.1 shows a schematic PD body and the horizon for a generic point. Objects that transfer
the pair-wise information between points are called bonds.
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Figure 7.1. Schematic of a peridynamic body, with a generic point 𝒙, and its horizon
(domain of nonlocal interactions).
Representing physical phenomena as such, leads to governing equations with integrals
instead of spatial derivatives, which are common in the classical local theories. As a
result, in PD models the domain or the fields are not required to be smooth, not even
continuous. Hence, PD can easily model phenomena in bodies with evolving
discontinuities, like crack propagation in fracture problems and damage propagation in
corrosion problems [37, 38]. Dynamic brittle and ductile fracture [39-42], thermallydriven cracks [43], fatigue cracking [44], failure of composites [45, 46], damage of
porous and granular materials [47-49], pitting corrosion damage [28, 30], intergranular
corrosion damage [29], and stress-corrosion cracking [50, 51] are among the various
applications of PD models.
7.2.2 The peridynamic model for elastic behavior and brittle fracture
According to bond-based PD [52, 53], equilibrium equation is:

̂ − 𝒚, 𝒙
̂ − 𝒙, 𝒙)d𝑉𝒙̂ + 𝒃 = 0
∫ 𝒇(𝒚
𝐻𝑥

(7.1)
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̂ exerts on 𝒙, 𝒚 and 𝒚
̂ are
where 𝒇 is the micro-force density that the neighbor point 𝒙
̂ in deformed configuration, and 𝒃 is
respectively the position vectors of points 𝒙 and 𝒙
the body force on point 𝒙. Figure 7.2 plots schematics of a peridynamic body at reference
and deformed configurations.

Figure 7.2. Schematic of a peridynamic body in the reference and deformed
̂ are respectively, the displacement vectors for points�𝒙 and 𝒙
̂.
configurations. 𝒖 and 𝒖
Eq. (4.1) states that the summation of forces on a generic point 𝒙, is zero in the
equilibrium state. For derivation details see [37, 52]. The micro-force density for a
microelastic solid is expressed as [53]:
̂ − 𝒚, 𝒙
̂ − 𝒙, 𝒙) = 𝜇(𝒙, 𝒙
̂)𝑐(𝐸, 𝛿)𝑠(𝒚
̂ − 𝒚, 𝒙
̂ − 𝒙)𝒏(𝒚
̂ − 𝒚)
𝒇(𝒚

(7.2)

where 𝑠 is the bond strain (or relative deformation):

𝑠=

‖𝒚
̂ − 𝒚‖ − ‖𝒙
̂ − 𝒙‖
‖𝒙
̂ − 𝒙‖

𝒏 is the unit vector of the deformed bond:

(7.3)

252

𝒏=

̂−𝒚
𝒚
‖𝒚
̂ − 𝒚‖

(7.4)

𝑐 is called the micromodulus and is calculated using the Young modulus 𝐸:

𝑐=

9𝐸
𝜋𝛿 3

(7.5)

Eq. (7.5) gives the relationship for 2D plane stress, under the assumption of a
micromodulus that is constant over the horizon region. For other options, these
relationships are shown in several papers [38, 54, 55].
𝜇 in Eq. (7.2) is a history-dependent binary scalar-valued quantity [53]:

̂) = {
𝜇(𝒙, 𝒙

̂�bond�is�intact���
1 if�𝒙𝒙
̂�bond�is�broken
0 if�𝒙𝒙

(7.6)

A bond is “broken" when its strain exceeds a limit which is calculated from the material’s
critical fracture energy [38]. Accordingly, damage is defined for each point as a scalar
field ranging in [0, 1]:

𝑑(𝒙) = 1 −

̂)d𝑉𝒙̂
∫𝐻 𝜇(𝒙, 𝒙
𝑥

∫𝐻𝑥 d𝑉𝒙̂

(7.7)

In the discretized version, nodal damage is the ratio of the broken bonds to the total
number of bonds at a node. A material described by this model behaves as linear elastic
up to failure, and the failure is brittle.
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7.2.3 The peridynamic corrosion damage model
The PD corrosion damage model [26, 30] assumes a damage value of one (𝑑 = 1) for the
liquid or the corroded phase where electrolyte is present, and damage less than one (0 ≤
𝑑 < 1) for the solid phase. The corrosion process is formulated based on a damagedependent nonlocal diffusion equation [30]:
𝜕𝐶
𝐶̂ − 𝐶
= ∫ 𝑘(𝑑, 𝑑̂ )
d𝑉 �,
‖𝒙
̂ − 𝒙‖2 𝑥̂
𝜕𝑡
𝐻𝑥

(7.8)

̂, 𝑡).
where 𝐶 = 𝐶(𝒙, 𝑡) is the concentration of metal at point 𝒙 and time 𝑡, and 𝐶̂ = 𝐶(𝒙
̂, 𝑡).�𝑘 is the
Likewise, 𝑑 = 𝑑(𝒙, 𝑡) is the damage at point 𝒙 and time 𝑡, and 𝑑̂ = 𝑑(𝒙
̂ diffusion bonds. Similar to the PD model for
damage-dependent micro-diffusivity of 𝒙𝒙
elasticity, in which mechanical bonds transmit pairwise forces between neighboring
points and nodes store the displacement information (see Eq. (4.1)), diffusion bonds in
nonlocal mass transfer transmit mass fluxes between points and nodes carry mass
concentration information. 𝑘 is defined for each bond as a function of damage, meaning
that its value depends on the phases at the two ends of the bond [30]:
𝑘L (𝐷)���������
̂
𝑘(𝑑, 𝑑) = � {0������������������
𝑘diss �����������

, 𝑑(𝒙, 𝑡) = 1��&��𝑑(𝒙
̂ , 𝑡) = 1
, 𝑑(𝒙, 𝑡) < 1��&��𝑑(𝒙
̂ , 𝑡) < 1
, [𝑑(𝒙, 𝑡)�𝑜𝑟�𝑑(𝒙
̂ , 𝑡)] < 1��&��[𝑑(𝒙, 𝑡)�𝑜𝑟�𝑑(𝒙̂ , 𝑡)] = 1

(7.9)

According to Eq. (7.9), if both points are in the liquid phase, the 𝑘 = 𝑘L is calculated
based on the diffusivity of the electrolyte, 𝐷 [56, 57]:

𝑘L =

4𝐷
𝜋𝛿 2

(7.10)
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Similar to Eq. (7.5), Eq. (7.10) gives the relationship for 2D and assuming that the
microdiffusivity is constant over the horizon. Relationships for 1D and 3D are shown
elsewhere [26]. Note that different kernels can be used in Eqs. (7.1) and (7.8), which
result in different forms for the micro-modulus and micro-diffusivity values given in
Eqs. (7.5) and (7.10) [58, 59].
Eq. (7.9) states that no diffusion takes place if both points belong to the solid phase.
However, if one point is solid and the other point is liquid, the bond is an interfacial bond
which carries the anodic dissolution micro-flux. For such bonds, 𝑘 = 𝑘diss is called the
micro-dissolvability [30]. Activation controlled anodic current density (denoted by 𝑖)
scales linearly with 𝑘diss . Any corrosion behavior can then be captured in this model by
defining a proper formula for 𝑘diss corresponding to the anodic current density. Figure 7.3
shows schematics of the metal-electrolyte domain in PD corrosion models.

Figure 7.3. Schematic of the metal-electrolyte domain in peridynamic corrosion models
[30].
While Eq. (7.8) models mass transfer via anodic dissolution at the interface and diffusion
in the electrolyte, a concentration-dependent damage model, describes the damage
propagation during the corrosion process [26, 30]:
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1
, 𝐶(𝒙, 𝑡) ≤ � 𝐶sat
𝐶solid − 𝐶(𝒙, 𝑡)
𝑑(𝒙, 𝑡) = �
�����������������, 𝐶sat < 𝐶(𝒙, 𝑡) < � 𝐶solid
𝐶solid − 𝐶sat
{
0
���, 𝐶(𝒙, 𝑡) = 𝐶solid

(7.11)

Eq. (7.11) implies that when concentration in the solid drops below the saturation
concentration of metal ions in the electrolyte (𝐶sat ) by dissolution, the solid phase
changes to liquid (we set 𝑑 = 1). The damage for intact solid (full-concentration of
𝐶solid ) is zero. In this model, the solid region within the 𝛿 distance of the
metal/electrolyte is the dissolving region (see Figure 7.3) and possesses a concentration
value between 𝐶sat and 𝐶solid. Eq. (7.11) provides a relationship that determines the
damage for this region according to the concentration. This partially damaged dissolving
solid region with the gradual change in concentration, is in fact, the diffuse corrosion
layer [31] observed experimentally near the corrosion front, where, over a thickness of
several micrometers, gradual changes in composition and degraded mechanical properties
take place [31-35].
The concentration-dependent damage in Eq. (7.11) translates into mechanical damage by
̂)
removing mechanical bonds in the corroded region. This is done by calculating 𝜇(𝒙, 𝒙
for all mechanical bonds such that damage evaluated from Eq. (7.7) returns the same
̂) values are found via a stochastic
value as that obtained from Eq. (7.11). The 𝜇(𝒙, 𝒙
procedure based on 𝑑 and 𝑑̂ . Details are given elsewhere [26, 30].
Since corrosion is approached as mechanical damage in the model, the PD corrosion
model can be easily coupled with PD mechanical and fracture models in order to simulate
stress-assisted corrosion (presented here) and stress corrosion cracking [50, 51].

256
7.2.4 A coupled mechano-chemical peridynamic damage model
In this section, we introduce the new mechano-chemical peridynamic model for stressassisted corrosion. According to Gutman’s theory [14], under elastic deformation, the
anodic current density is exponentially related to hydrostatic stress:
𝜎𝑚 𝑉𝑚
𝑖𝑠 = 𝑖𝑢 exp (
)
𝑅𝑇

(7.12)

where 𝑖𝑠 and 𝑖𝑢 are respectively the anodic current densities in stressed and unstressed
material. 𝜎𝑚 is the mean stress or the hydrostatic pressure, 𝑉𝑚 is the molar volume, 𝑅 is
the gas constant, and 𝑇 is the absolute temperature. The hydrostatic pressure in PD can be
expressed in terms of nonlocal dilatation 𝜃 and bulk modulus 𝐾 [60]. Then, Eq. (7.12)
can also be written as:
𝑉𝑚 𝐾𝜃
𝑖𝑠 = 𝑖𝑢 exp (
)
𝑅𝑇

(7.13)

While this theoretical relationship gives reasonable approximations for changes in current
density in some experiments [4, 6], there are cases for which the theory significantly
overestimates the stress influence [2]. A possible reason for this could be that the theory,
being a simplified continuum model for homogenous material and smooth surfaces, it
ignores local factors such as microscale heterogeneities, surface roughness, and other
complex small-scale effects, which may play an important role. In order to obtain a
model with a wider applicability, one can replace the theoretical parameters with
empirical constants to be calibrated to experimental data [8].
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Accordingly, we replace the scalar term

𝑉𝑚 𝐾
𝑅𝑇

with an unknown constant 𝛾, found by

calibration to experiments, and determine the stress dependency of anodic dissolution. 𝛾
can be calibrated for each material from experimental tests. We use, therefore, the
following constitutive relationship for 𝑘diss in our stress-assisted corrosion PD model for
the elastic deformation regime:
𝑠
𝑢
(𝒙𝐿 , 𝒙𝑆 ) = 𝑘diss
𝑘diss
exp[𝛾𝜃(𝒙𝑆 )]

(7.14)

where 𝒙𝐿 and 𝒙𝑆 are respectively the liquid end and the solid end of the interfacial bond,
𝑠
𝑢
𝑘diss
is the micro-dissolvality for the stressed material. 𝑘diss
is the micro-dissolvability

for unstressed material and is calibrated to 𝑖𝑢 . This equation expresses that the microdissolvability of an interfacial bond is exponentially related to dilatation of the solid end
of that bond. The nonlocal dilatation for a bond-based material in 3D is [38]:

𝜃(𝒙) = 3

̂ − 𝒚‖ − ‖𝒙
̂ − 𝒙‖ d𝑉𝑥̂
∫𝐻 ‖𝒚
𝑥

̂ − 𝒙‖ d𝑉𝑥̂
∫𝐻𝑥 ‖𝒙

(7.15)

Nonlocal dilatation is three times the average extension of mechanical bonds, and is
analogous to volumetric strain in the local theory (which is three times the mean strain).
In this model, dilatation is calculated for points inside the dissolving solid region. Since
points in this region are located near the solid surface, their horizon does not cover only
solid points (see Figure 7.3). As a result, they suffer from a nonlocal phenomenon called
the peridynamic surface effect [61], which means that points near the surface are slightly
softer that the material in the bulk because of their incomplete horizon. To reduce this
effect one can use the PD surface correction methods [61, 62].
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Note that Eq. (7.15) is for the 3D case. Nonlocal dilatation formula in 2D is similar to Eq.
(7.15), and only differs in terms of the scalar coefficient [63]. In this study however, we
introduce an alternative formula to approximate dilatation for 2D cases, that reduces the
surface effect and is cheaper to compute [63].
𝑠
𝑢
(𝒙𝐿 , 𝒙𝑆 ) = 𝑘diss
𝑘diss
exp{𝛾𝑎[𝑠max (𝒙𝑆 ) + 𝑠min (𝒙𝑆 )]}

(7.16)

𝑠max and 𝑠min are respectively the maximum and the minimum bond-strains among the
1

mechanical bonds connected to the point 𝒙𝑆 . The constant 𝑎 is 1 for plane strain and 2 for
plane stress conditions. Derivation of this formula is provided in Appendix A.
To simulate stress-assisted corrosion numerically for arbitrary geometries and boundary
conditions, we use the algorithm shown in Figure 7.4. The domain geometry,
𝑢
metal/electrolyte subdomains, 𝐷, 𝛿, 𝑘diss
and 𝛾 are given as inputs. The details of the

numerical implementation are provided in Appendix B.

Figure 7.4. Graphical illustration of the coupled stress-assisted corrosion solver.
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If the corrosion time steps are too small, and the computation of equilibrium at each time
step is time consuming, one can solve the equilibrium and update bond stretches every
several steps of corrosion to reduce the computational cost.
To validate our model, we first perform a novel experiment to observe and characterize
the activation-controlled uniform corrosion of copper in NaCl solution under elastic
deformation. We use this experimental results in Section 7.4.1 to obtain stressdependency coefficient in our model for corrosion of copper under loading.
7.3

Stress-assisted corrosion in copper

In this part, we introduce a new experimental design for stress-assisted corrosion. The
novelty in this experiment is to maintain the activation controlled uniform corrosion
regime under application of stress.
7.3.1 Experimental procedure
A commercial Cu plate (ThyssenKrupp Materials NA, Inc.) with a purity of 99.94% was
used in stress-corrosion (SC) tests. The metallographic image via an optical microscope
(Leica DM2700 M) in Figure 7.5(a) indicates an isotropic microstructure with the grain
size no larger than 50 µm on the observed direction. Dynamic polarization curve
(scanning rate: 1.0 mV.s-1; from −2.0 to +1.0 V) of Cu plate in 1M NaCl solution at room
temperature was recorded by an electrochemical analyzer (CHI6062E, CH Instruments)
using platinum foil and saturated calomel electrode (SCE) as the counter and the
reference electrodes, respectively. The curve in Figure 7.5(b) suggests that the Cu sample
passivates in 1 M NaCl when the applied potential is between -0.35 and -0.1 V. To
induce a uniform corrosion and prevent the pitting corrosion of Cu specimens during the
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SC tests, a positive potential of +0.4 V was applied. Therefore, the recorded current
divided by the corroding area can represent the true corrosion rate. If the corrosion is not
uniform, the area includes passive surfaces, and consequently, the calculated current
density will not reveal the actual anodic dissolution rate.

Figure 7.5. a) Microstructure of Cu specimen etched by HCl/FeCl3/H2O/Glycerol
solution; b) the dynamic polarization curve of a Cu specimen in 1 M NaCl solution.
Rectangular samples (80 mm x 10 mm, Figure 7.6(a) were cut from the 0.635 mm thick
Cu plate for the SC tests. Sample surfaces were finely ground to 800 grit with silicon
carbide abrasive papers, followed by rinsing with ethanol to remove the debris and
contaminants. To accurately measure the corrosion rate, only a circular area (with
diameter of 3.2 mm) at the center of the specimen was exposed to corrosive solutions.
The rest of the immersed area was covered by Scotch tape to avoid corrosion. Before
recording the corrosion current, the exposed surface was electrochemically cleaned by
applying a bias of +0.4 V (vs SCE) for 10 seconds.
In order to investigate the effect of tensile stress on the uniform corrosion of Cu, a springloaded stressing frame (Figure 7.6(b)) was used to apply uniaxial tension [64]. Desired
tensile stresses were applied through the compression of the loading spring, and the
displacement of the loading spring was controlled by turning of nut at the right side. The
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spring rate is 130.4 N/mm, which was experimentally calibrated through a material test
system (MTS model 318.10). The applied tensile stresses in SC tests are lower than the
yield strength (258.6 MPa) to avoid the plastic deformation in specimens. Meanwhile,
100 mL 1 M NaCl solution was circulated (60 mL/min) via two pumps to promote the
activation-controlled corrosion mode by avoiding the local accumulation of Cu ions and
domination of transport kinetics [65]. The input tube (inner diameter of 2.4 mm) for the
flowing solution was placed over the corrosion spot to maximally flushing away the
corrosion-produced species. The corrosion of Cu in NaCl solution was driven by
applying a constant bias (+0.4 V, vs SCE) using an electrochemical analyzer (CHI6062E,
CH Instruments), and the corrosion current was simultaneously recorded. Three-electrode
configuration was used, including Pt counter electrode, Cu working electrode and SCE
reference electrode.

Figure 7.6. a) Sketch of the Cu specimen. b) Mechanical drawing and c) Photo of the
setup with a spring-loaded stressing frame used for stress corrosion experiment.
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7.3.2 Experimental results and discussion
First, we verify whether the designed set up omits the transport controlled effect and
reveals the activation controlled process. This is performed by comparing the current
densities of two experiments: one with flowing solution, and one with static solution
(both in absence of stress). As shown in Figure 7.7, the corrosion current density of Cu
specimen in flowing NaCl solution is significantly different with the corrosion in static
solution.

Figure 7.7. Evolution of corrosion current densities in static and flowing solutions,
under the same applied potential (+0.4 V vs SCE).
In the first ~5 seconds, the recorded current includes both capacitive current and the
current for breaking up the initial passivation surface. The corrosion current density for
the Cu specimen immersed in the static solution decreases dramatically (up to ~20 s),
indicating the diffusion-controlled corrosion. However, the current density for the
corrosion in flowing solution maintain a stable status at much higher level, suggesting
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that the corrosion is mainly controlled by activation mode. The motion of solution can
prevent the accumulation of metal ions and consequently minimize the transport-control
effect. This procedure enables us to estimate, quantitatively, the tensile stress effect on
the activation-controlled corrosion. The experiment with flowing flow was repeated
several times the standard deviation of about 4% was observed.
We also needed to verify whether the desired uniform corrosion is achieved with the
choice of +0.4 V potential and flowing 1M NaCl solution. The uniform corrosion of Cu
specimen has been experimentally verified by 3D surface profile analysis. A Keyence
laser scanning microscope (VK-X200k) was used to measure the 3D surface profile of
corrosion spot. Figure 7.8 shows the profile of a corrosion spot (corroded in flowing
solution for 300 s under the bias of +0.4 V vs SCE, in absence of stress). The exposed
circular region is almost uniformly corroded without noticed localization, with an average
depth of 12 μm. 2D cross-sectional profiles (curves in Figure 7.8) show that the central
area is rougher than the edge of the corrosion spot, which may be induced by the
variation in flowing rate from the edge to the center.
In order to quantitatively identify the effect of elastic stress on corrosion current, the
corrosion potential was set to the fixed value of +0.4V (vs SCE). Five different tensile
stresses of 0, 87, 130, 174, 200 MPa were applied to the Cu samples for while recording
corrosion currents. The experimental results are presented in Figure 7.9.

264

Figure 7.8. Uniform corrosion of Cu sample analyzed by the 3D profile measurement.
The exposed circle was corroded for 300 seconds under the potential of +0.4 V vs SCE,
in the circulating NaCl solution. The photo of the corroded sample is shown next to the
3D profile.

Figure 7.9. Effect of tensile elastic stress on activation controlled corrosion rate in
Copper exposed to 1M NaCl flowing solution and under + 0.4V(vs SCE) applied
potential.
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Figure 7.9 shows that elastic tensile stress increases the anodic dissolution rate. This

supports the mechano-chemical theories that suggest elastic stress can produce a shift in
the chemical potential of electrodes, and increase the corrosion rates [14, 21].
Note that during the first 3 seconds, the capacitive current, caused by ions accumulating
in front of the electrodes, is dominant. Afterwards, the Faraday current, generated by the
electrochemical reaction, increases and becomes dominant. Therefore, curves in both
Figure 7.7 and Figure 7.9, exhibit “wave hollow” phenomenon over the first couple of

seconds, as the transition between the capacitive and the Faraday currents takes place.
The measurements presented in Figure 7.9 are used in the next section to calibrate and
validate the introduced PD mechano-chemical model for stress-assisted corrosion
discussed in previous section. In order to have one value that represents the experimental
current density generated from the electrochemical reaction for each stress level, the
measured current densities plotted in Figure 7.9, are averaged for values in the 30 seconds
interval between 10 and 40 seconds of the measurement. The current densities for
different tensile stresses are calculated and shown in Table 7.1.
Table 7.1. Current densities for each tensile stress level (averaged between 10 to 40
sec. in Figure 7.9).
Stress / MPa

Current density / mA mm-2

0
87
130
174
200

1.45
1.53
1.59
1.74
1.82

For more accurate measurements, one can use Scanning electrochemical microscopy
(SECM) [66] to locally measure the surface reactivity under various stresses.

266
7.4

Simulation results and discussion

In this part, we first use two of the measured current densities to calibrate our 2D model
for stress-assisted corrosion in copper. Then, we use the calibrated model to predict the
remaining measured corrosion rates in various stress levels. In the end we use the model
for corrosion of a tapered plate with multiple holes under uniaxial tension, to show the
applicability of the introduced computational model in general geometries and boundary
conditions.
7.4.1 Calibration of model parameters
Two parameters in our model need to be calibrated: micro-dissolvability of unstressed
𝑢
material (𝑘diss
), and the stress-dependency coefficient (𝛾). This is done via two trial

simulations and two measured current densities: one with stress and one for the
unstressed case.
For our simulations in this study we use a 2D 300×100 μm2 domain, discretized with
uniform grid spacing of Δ𝑥 = 0.5�μm. The horizon size is 2�μm which is close to the
typical thickness of the diffuse corrosion layer [31-35]. No-flux boundary conditions on
sides and bottom of the domain is considered for corrosion model. On the top surface a 𝛿thick layer of nodes is the initial electrolyte. Since the flowing electrolyte flashes the
dissolved metal ions, we consider zero concentration in the whole electrolyte phase, and
do not solve the diffusion in it for this activation controlled case. This acts as a boundary
condition on top of the dissolving solid. Details of boundary conditions in PD corrosion
models are found elsewhere [30]. In this study, for the simulations that involve stress, we
apply displacement controlled boundary condition on the sides, such that the desired
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stress is induced in the solid domain. The amount of applied displacement to produce the
desired stress is easily calculated from Hook’s law. Figure 7.10 shows schematics of the
2D domain and initial and boundary conditions for stress-assisted corrosion simulations.

Figure 7.10. The 2D model set up, and the initial and boundary conditions for stress
assisted corrosion. Here, 𝑢 is the axial displacement, 𝐿 is the length of the domain, and
𝜎 is the desired tensile stress.
Concentration of intact solid is calculated from density and molar mass. For the tested
material 𝐶solid = 141 M. From these simulations current density is calculated according to
[30]:

𝑖(𝑡) = 𝑧𝐹

∑𝑛𝑖=1 𝐶(𝑥, 𝑡 + Δ𝑡)Δ𝑉𝑖 − ∑𝑛𝑖=1 𝐶(𝑥, 𝑡 − Δ𝑡)Δ𝑉𝑖
�
𝐴(2Δ𝑡)

(7.17)

where 𝑧 is the charge number for metal ions, 𝐹 is the Faraday’s constant, 𝑛 is the total
number of nodes, Δ𝑉𝑖 is the volume of grid cell 𝑖, Δ𝑡 is the time step, and 𝐴 is the area of
the corroding surface.
𝑢
To find 𝑘diss
we used its linear correlation with the current density. We perform a trial
𝑢,trial
simulation with some 𝑘diss
and calculate its current density 𝑖𝑢trial using Eq. (7.17).

Given the experimentally measured current density for the unstressed material 𝑖𝑢 , we use
𝑢
the following relationship to calculate 𝑘diss
:
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𝑢
𝑘diss
𝑢,trial
𝑘diss

=

𝑖𝑢
�
trial
𝑖𝑢

(7.18)

With this described computational set up, and knowing 𝑖𝑢 =1.45 mAmm-2 from
𝑢
experiment, we calibrated 𝑘diss
to be 1.05×10-2 m-1s-1 for copper.

We also need to calibrate 𝛾. Since 𝑘diss linearly correlates with 𝑖, given Eq. (7.16) one
can write:
𝑖𝑠 = 𝑖𝑢 exp{𝑎𝛾[𝑠max (𝒙) + 𝑠min (𝒙)]}�,

(7.19)

for some dissolving solid point 𝒙 on the surface. For certain applied stress 𝜎 with a
known current density 𝑖𝑠 , we perform a trial simulation with a trial 𝛾trial and 𝑎 = 0.5 in
plane stress, which results in 𝑖𝑠trial current density. Then one can write:
𝑖𝑠
𝑖𝑠trial

=

exp{𝑎𝛾[𝑠max (𝒙) + 𝑠min (𝒙)]}
exp{𝑎𝛾trial [𝑠max (𝒙) + 𝑠min (𝒙)]}

(7.20)

= exp{𝑎(𝛾 − 𝛾trial )[𝑠max (𝒙) + 𝑠min (𝒙)]}�

Combining Eqs. (7.19) and (7.20) gives the relationship for 𝛾:

𝛾 = 𝛾trial [1 −

log(𝑖𝑠trial ⁄𝑖𝑠 )
log(𝑖𝑠trial ⁄𝑖𝑢 )

]

(7.21)

Using a trial simulation with the stress value 174 MPa and knowing the corresponding
measured current density 𝑖𝑢 =1.74 mAmm-2, we calibrated 𝛾 to be 275.28 for copper.
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If the influence of stress is considered to be independent of the nature of the electrolyte
and the potential, the calibrated model can be used to simulate stress assisted corrosion
for copper under any elastic stress level.
7.4.2 Model prediction
In this part, we use the calibrated model to predict the corrosion rate for the stress levels:
87, 130, and 200 MPa. Using the same discretization and boundary conditions explained
in previous section, five simulations were performed using the five tensile stress levels 0,
87, 130, 174, 200 MPa. Time step is Δ𝑡 = 0.1 s and for simulations with non-zero stress,
a static solver updates the bond stretches after each 10 second of corrosion time. Current
densities are then obtained using Eq. (7.17). Figure 7.11 show the current densities from
simulations in comparison to the measured values.
We observe that the model successfully predicts the increase in current density with a
reasonable accuracy. Trivially, the simulation matches the experiments for the stresses 0
and 174 MPa, since the model parameters are calibrated to these two tests.

Figure 7.11. Predicted current densities from simulation results and the measured
values from experiments.
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Figure 7.12 shows evolution of the “uniform” stress-assisted corrosion damage under

uniaxial tension of 𝜎 =130 MPa at 𝑡 =�5, 10 and 15 min.

Figure 7.12. Evolution of uniform corrosion damage in peridynamic simulation of
uniform stress-assisted corrosion.
As observed, the corroding surface in our simulation shows a micro-level roughness,
which makes our simulations closer to real world observations. The under lying
mechanism for this feature of the model is the stochastic procedure employed for
breaking mechanical bonds to update the damage according to the values obtained from
Eq. (7.11). Note that the main characteristic features in simulations like the current
density are not affected by this stochasticity and remain deterministic [30]. The stochastic
procedure, introduces a micro-level randomness in the model that accounts for the
heterogeneities that are too small for the grid resolution to include explicitly. Since after
each (or a few) time steps of corrosion, the equilibrium is solved and bond stretches are
updated for the new geometry, deformation is affected by the surface roughness, which is
the case in actual corrosion. This is one of the unique advantages of our model for stress-
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assisted corrosion. Explicit representation of microstructural heterogeneities is possible
only via micro-mechanical approaches [67] which could be highly expensive to compute,
since they require extra fine grids or coupling with large scale models in multiscale
frameworks [68, 69].
The simulations presented in this part aimed for model verification and used a simple
geometry. This model can be used for any desired geometry with complex stress
distribution.
7.4.3 Example for a non-uniform stress distribution case
In this part, we use the calibrated model to simulate stress-assisted corrosion for a
trapezoidal plate with three inline holes, under uniaxial tension. In this computational test
the edges of the holes are exposed to electrolyte. Figure 7.13 shows the description of the
geometry and boundary conditions in this problem.

Figure 7.13. The 2D domain and the initial and boundary conditions for simulation of
stress-assisted corrosion in a plate with three inline holes. Corrosion happens only
inside the holes.
The left end is fixed in horizontal direction, and at the right end, a tensile loading is
applied. Each hole experiences a different magnitude of a non-uniform stress distribution
because of the tapered shape of the plate. This type of 2D setup is similar to actual cases
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where a metal plate with holes for fasteners undergoes crevice and galvanic corrosion
inside the holes [70-73].
The simulation is performed using the same discretization and model parameters used in
the uniform corrosion of copper in the previous section. Figure 7.14 shows the corrosion
damage progression in time, and the corresponding distribution of dilatation. As
observed, concentration of negative hydrostatic pressure (tensile stress) leads to faster
corrosion rate, while the positive pressure (compressive stress) slows down the
dissolution. As a result, holes corrode faster in vertical direction. We also note that the
severity of corrosion varies among the holes, since the plate is tapered, and consequently,
the stress concentration is higher for the hole near the narrower end.

Figure 7.14. Corrosion damage time evolution (top to bottom) in peridynamic
simulation of stress-assisted corrosion in a tapered plate with holes. Corrosion happens
only inside the holes: dilatation/hydrostatic pressure distribution (left pictures), and
profiles of the corroded sample (right pictures), at different time steps, showing that
highly stressed regions corrode faster.
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Again, we observe the effect of the stochastic process employed in updating mechanical
damage reflected in the slightly rough and non-symmetric corrosion front inside the
holes. This is similar to the actual corrosion damage observed in experiments.
This model can be easily extended to 3D for simulation of more practical conditions. An
advantage of PD corrosion model is that it could easily simulate stress corrosion cracking
when a fracture criterion (a PD mechanical damage model) is used after solving the
equilibrium equation [33, 50].
Note that the stress-assisted corrosion model presented here is limited to elastic
deformations (we assumed that only hydrostatic pressure can influence anodic
dissolution). In order to extend the model to stress-assisted corrosion in the elasto-plastic
regime, one needs to adopt a chemo-mechanical theory that accounts for the influence of
plastic deformation on anodic dissolution. Further improvements can be made via
incorporating the role played by cathodic reactions as well as the presence of corrosion
products and passive films. To simulate circumstances where the mass-transfer effects are
not negligible, PD diffusion or advection-diffusion equations could be solved in the
liquid domain, to find the concentration of chemical species in the electrolyte and
possibly impose their influence on the local corrosion rate (via modifying microdissolvability).
7.5

Conclusions

In this study, we introduced a mechano-chemical peridynamic corrosion damage model
to simulate stress-assisted corrosion. This model considered an exponential dependency
of anodic dissolution rate with nonlocal dilatation. A constant in the exponent determined
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the sensitivity of anodic current density to applied stress needs to be calibrated to the
measured current density in an experimental test under application of some elastic stress.
As an example, we provided a special stress-corrosion test on copper that produced
conditions for activation-controlled uniform corrosion under applied tensile stress. The
model parameters were calibrated using experimental data from these tests. We then used
the calibrated model to predict the corrosion rate at other elastic stress levels. A
simulation of stress-assisted corrosion for a more complex geometry was presented to
show the capability and generality of the model. The new coupled peridynamic stressassisted corrosion model showed the following advantages: propagation of damage was
autonomous and explicit tracking of the corrosion front was not necessary; the diffuse
corrosion layer with degraded mechanical properties was automatically captured as part
of the solution method; micro-level surface roughness was reproduced; dependency of
corrosion rate to elastic deformation was validated against experiments; simulation of
stress corrosion cracking could be readily achieved with a fracture criteria added to the
model.
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Appendix A. Nonlocal dilatation approximation in 2D
For derivation of Eq. (7.16) as the alternative formula for nonlocal dilatation in 2D, we
refer to the classical local notion of dilatation. Note that the PD theory for elasticity and
diffusion problems converges to the local classical theory as the horizon goes to zero [5759, 74]. In this study, similar to most other PD models, the horizon size is very small
compared with the problem geometrical dimensions. As a result, nonlocal dilatation can
be approximated by the classical volumetric strain:
𝜃 ≅ 𝜀1 + 𝜀2 + 𝜀3

(7.22)

where 𝜀1 , 𝜀2 , and 𝜀3 are the classical principal strains. In 2D:
𝜃 ≅ 𝑎(𝜀1 + 𝜀2 )�

(7.23)

where 𝑎 = 1 for plane-strain condition, since 𝜀3 = 0. Under plane-stress conditions,

𝜀3 = −

𝜈
(𝜀 + 𝜀2 ),
1−𝜈 1

(7.24)

1

where 𝜈 is the Poisson’s ratio. In 2D bond-based peridynamics�𝜈 = 3 , for plane-stress
[38]. Consequently, by substituting A.3 in A.1, the constant 𝑎 in A.2 for plane-stress in
1

obtained as 2.
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Since 𝛿 is very small compared with the domain’s length scales, and assuming small
elastic deformations, the disk-shaped horizon for each point undergoes an approximately
homogeneous deformation and changes into an ellipse. Note that, for the points near
discontinuities like cracks or the corrosion front, the horizon region changes from a disksector to an ellipse-sector. Homogeneous deformation of a generic point’s horizon region
is illustrated in Figure 7.15 The principal strains 𝜀1 and 𝜀2 correspond to the directions of
the long and short axes of the ellipse, respectively.

Figure 7.15. Horizon of a genetic point 𝒙 before and after a homogeneous deformation
and its principal axes.
Then one can write:

𝜀1 (𝒙) ≅ �

‖𝒚
̂𝟏 − 𝒚‖ − ‖𝒙
̂𝟏 − 𝒙‖
̂)} = 𝑠max (𝒙)�
= max{𝑠(𝒙, 𝒙
̂
𝒙
‖𝒙
̂𝟏 − 𝒙‖

(7.25)

𝜀2 (𝒙) ≅ �

‖𝒚
̂𝟐 − 𝒚‖ − ‖𝒙
̂𝟐 − 𝒙‖
̂)} = 𝑠min (𝒙)
= min{𝑠(𝒙, 𝒙
̂
𝒙
‖𝒙
̂𝟐 − 𝒙‖

(7.26)

̂𝟏 , and 𝒚
̂𝟐 are the positions of two points in the family of 𝒚 along the principal
where 𝒚
̂𝟏 , and 𝒙
̂𝟐 are the points in the
directions 1 and 2, respectively. Position vectors 𝒙
̂𝟏 and 𝒚
̂𝟐 , respectively.
reference configuration that are mapped by the deformation into 𝒚

277
The scalars 𝑠max and 𝑠min are, respectively, the maximum and the minimum bond strains
of all mechanical bonds at 𝒚. Using Eqs. A.4 and A.5, 2D nonlocal dilatation can be
approximated by:
𝜃 ≅ 𝑎[𝑠max (𝒙𝑆 ) + 𝑠min (𝒙𝑆 )]

(7.27)

By comparing Eq. (7.27) with Eq. (7.15), we observe that the integral of strains over the
horizon is replaced with finding the maximum and the minimum of strains, which is less
sensitive to surface effect and faster to compute.
Note that if strains vary significantly over the horizon region scale (e.g. if horizon size is
large compared with the domain dimensions, or in cases with large, localized
deformations), and the assumption of homogenous deformation is no longer valid,
nonlocal dilatation may be significantly different from the local dilatation. In such cases,
the information provided by the maximum and minimum bond-strains is not sufficient to
obtain the local or nonlocal dilatation values.
Appendix B. Discretization and numerical methods
For spatial discretization, we use uniform grid spacing in both directions of the Cartesian
coordinate system (see Figure 7.16).

Figure 7.16. The uniform grid spacing in 2D. In this study 𝛿 = 4.02 × Δ𝑥.
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To discretize bond-based PD mechanical equilibrium (Eq. (4.1)) we use a meshfree
method with one-point Gaussian quadrature [44, 75]:

∑ 𝜇𝑖𝑗 𝑐

‖𝒚𝒋 − 𝒚𝒊 ‖ − ‖𝒙𝒋 − 𝒙𝒊 ‖ 𝒚𝒋 − 𝒚𝒊
‖𝒙𝒋 − 𝒙𝒊 ‖

𝑗

‖𝒚𝒋 − 𝒚𝒊 ‖

� ∆𝑉𝑖𝑗 + 𝒃𝒊 = 0

(7.28)

The subscripts 𝑖 and 𝑗 are used to associate quantities with the current node 𝒙, and with
̂ respectively, in the discretized domain. ∆𝑉𝑖𝑗 is the partial volume of the
the family node 𝒙
grid cell associated with node 𝒙𝒋 and covered by the horizon of node 𝒙𝒊 . For grid cells
fully covered inside horizon ∆𝑉𝑖𝑗 = ∆𝑥 2 . For grid cells on the horizon edge that are not
fully located inside the circle (see Figure 7.16), ∆𝑉𝑖𝑗 is approximated via an efficient
algorithm explained elsewhere [54, 76].
𝜇𝑖𝑗 in Eq. (7.28) is calculated for 𝒙𝒊 𝒙𝒋 bond from Eq. (7.6). The discrete version of Eq.
(7.7) for damage is:

𝑑𝑖 = 1 −

∑𝑗 𝜇𝑖𝑗
∑𝑗 1

(7.29)

Let 𝒖𝒋 = 𝒚𝒋 − 𝒙𝒋 , and 𝒖𝒊 = 𝒚𝒊 − 𝒙𝒊 be the displacements associated with 𝒙𝒊 and 𝒙𝒋
nodes, respectively (See Figure 7.2). Eq. (7.28), in terms of displacements, is:

∑ 𝜇𝑖𝑗 𝑐
𝑗

‖𝒖𝒋 − 𝒖𝒊 + 𝒙𝒋 − 𝒙𝒊 ‖ − ‖𝒙𝒋 − 𝒙𝒊 ‖ 𝒖𝒋 − 𝒖𝒊 + 𝒙𝒋 − 𝒙𝒊
‖𝒙𝒋 − 𝒙𝒊 ‖

‖𝒖𝒋 − 𝒖𝒊 + 𝒙𝒋 − 𝒙𝒊 ‖

� ∆𝑉𝑖𝑗 + 𝒃𝒊 = 0

(7.30)

We use the nonlinear conjugate gradient method to solve Eq. (7.30) for displacement
vectors (𝒖). Details are available in [44, 77].
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The discretized PD damage-dependent diffusion (Eq. (7.8)), with the meshfree method
with one-point Gaussian quadrature, for a generic point 𝒙𝒊 and at time 𝑡𝑛 , is:

𝑛
𝐶𝑖𝑛̇ = ∑ 𝑘𝑖𝑗
𝑗

𝐶𝑗𝑛 − 𝐶𝑖𝑛
‖𝒙𝒋 − 𝒙𝒊 ‖

2 ∆𝑉𝑖𝑗

(7.31)

𝑛
The superscript 𝑛 associate quantities with 𝑛𝑡ℎ time step. 𝑘𝑖𝑗
for each bond is calculated

from damage at its ends:
𝑘L (𝐷)���������������������
, 𝑑𝑖𝑛 = 1��&��𝑑𝑗𝑛 = 1
𝑛
, 𝑑𝑖𝑛 < 1��&��𝑑𝑗𝑛 < 1
𝑘𝑖𝑗
(𝑑𝑖𝑛 , 𝑑𝑗𝑛 ) = � {0�������������������������������
𝑢
𝑘diss
exp[𝛾𝜃(𝒙𝑆 )] , [𝑑𝑖𝑛 �𝑜𝑟�𝑑𝑗𝑛 ] < 1��&��[𝑑𝑖𝑛 �𝑜𝑟�𝑑𝑗𝑛 ] = 1

(7.32)

𝜃(𝒙𝑆 ) in Eq. (7.32) is calculated using Eq. (7.16), for the solid end of 𝒙𝒊 𝒙𝒋 bond. Damage
is computed from the discretized concentration-dependent damage equation:
1
𝐶solid − 𝐶𝑖𝑛
𝑑𝑖𝑛 = �
𝐶solid − 𝐶sat
0
{

, if�𝐶𝑖𝑛 ≤ � 𝐶sat
�����������������, if�𝐶sat < 𝐶𝑖𝑛 < � 𝐶solid

(7.33)

���, if�𝐶𝑖𝑛 = 𝐶solid

We use the forward Euler method to update the concentration values for time step�𝑛 + 1:
𝐶𝑖𝑛+1 = 𝐶𝑖𝑛 + 𝐶𝑖̇ 𝑛 ∆𝑡

(7.34)

After updating concentrations, damage values are calculated using Eq. (7.33), and 𝜇𝑖𝑗 are
updated using Eq. (7.29) and the stochastic procedure described in [26, 30]. 𝜇𝑖𝑗 values are
passed on to the mechanical solver when static solver is called. More details on the
numerical solution to the PD corrosion model is available in [30].
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Note that nonlocal computations in 3D tend to be expensive. For such problems,
significant efficiencies can be gained via GPU-based or parallel computations (see [30]),
or faster numerical methods such as the boundary-adapted spectral method (see [78]).
7.6
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Chapter 8

The fast convolution-based method (FCBM) with volume

penalization for linear peridynamic diffusion equation in 1D
8.1

Introduction

Nonlocal models have been introduced to address certain phenomena which local models
fail to describe satisfactorily. Delayed reaction-diffusion in biology [1], swarm of
organisms [2], pedestrian traffic [3], flocking of birds [4-6], plane waves in solids [7],
elasticity of nano-beams [8], and material damage [9, 10] are some examples of
problems where nonlocal models are useful. Material damage models in particular are of
significant interest, being used for failure prediction of critical materials and structures.
Physical features in damage (evolving cracks and distributed failure) and small-scale
heterogeneities can be naturally modeled using nonlocal approaches [11, 12], and would
be otherwise difficult to describe or prohibitively expensive to compute with classical
local approaches. Peridynamics, as a nonlocal extension of continuum mechanics [13,
14], has been successful in modeling damage evolution and material failure [13, 15, 16].
Dynamic brittle fracture [17-19], fatigue and thermally-induced cracking [16, 20],
fracture in porous and granular materials [21-23], failure of composites [24, 25], and
corrosion damage [26-30] are among some applications of this formulation in modeling
material damage.
In peridynamics (PD), material behavior at each point 𝒙 depends on the interactions of
̂ in its neighborhood [14]. This neighborhood (usually a
that point with all of the points 𝒙
line segment in 1D, a disk in 2D , and a sphere in 3D) centered at 𝒙 is called the “horizon
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region” of 𝒙 and is denoted by 𝐻𝑥 . 𝐻𝑥 is the subdomain where nonlocal interactions exist
for 𝒙.
Mathematical models of physical behavior using this approach are in the form of integrodifferential equations, as spatial derivatives in the classical PDEs are replaced by
convolution integrals that integrate the pairwise interactions of 𝒙 with the points in 𝐻𝑥 .

̂ (in its horizon
Figure 8.1. Nonlocal interactions of point 𝒙 with its neighboring points 𝒙
region 𝐻𝒙 ) in a schematic of a peridynamic body Ω.
Integration has significantly more relaxed smoothness and continuity requirements
compared with differentiation and hence, it allows for more robust handling of
discontinuities, such as cracks. While nonlocality facilitates describing material
degradation and provides certain advantages for incorporating small-scale features into
large-scale models [31, 32], it also adds a significant computational cost, due to the
convolution integral involved, compared with local models.
Two types of numerical methods have been commonly used for the discretization of PD
models. One popular method that offers much flexibility for arbitrary/unguided
damage/fracture evolution is a meshfree method based on the one-point Gaussian
quadrature of the integral operator [33, 34]. If the total number of nodes in the domain is
𝑁 and the number of nodes inside the horizon of each point is 𝑀, the computational cost
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at each time step in an explicit algorithm will be 𝑂(𝑁𝑀). Note that in one-dimension, =
𝛿
𝐿

𝑁 , where 𝐿 is the length of the domain and 𝛿 is the horizon size (see Figure 2.1).

Therefore, for a fixed horizon size, 𝑀 itself varies as 𝑂(𝑁), and the computational cost is
𝑂(𝑁 2 ).
Finite element methods (FEM) have also been used to discretize PD models: in some of
such models, each pairwise interaction (bond) is represented as a truss element [35, 36],
while others use continuous or Discontinuous Galerkin (DG) discretization methods, for
example [37-39]. In all FEM-based discretizations of PD models, explicit solutions also
cost 𝑂(𝑁 2 ) per time step. We note that regular FEM discretizations are not used for
modeling of problems in which discontinuities appear due to the inherent difficulties of
the method (see [37]). This is the main reason that only truss-based or DG methods have
been used in PD models of failure/fracture, in addition to the most successful, meshfree
discretization.
Coupling local models (discretized, e.g., with FEM) with PD models (discretized, e.g.,
with the meshfree method) has been seen as one way to increase the efficiency of
simulations with PD models [40, 41]. These approaches are only beneficial when the
region where nonlocality is helpful or dominates, covers only a small portion of the
system modeled (e.g. small localized damage or crack growth). The advantage is lost in
problems in which, for example, failure is affecting a large part of the domain [15, 19].
Note that in the methods mentioned above for discretizing nonlocal models, 𝑀 increases
exponentially with the problem’s number of spatial dimensions. Indeed, assume that the
length scale of the domain is 𝐿 and the grid spacing in each direction is Δ𝑥�. If 𝛿 is the

289
radius of the neighborhood (also called the “horizon size”, or simply “the horizon”), then
𝐿

𝑑

𝛿

𝑑

𝑁�= (Δ𝑥) and 𝑀 ∝ (Δ𝑥) where 𝑑 is the dimension of the problem. Computational cost
𝐿

𝑑

𝛿

𝑑

per times step can then be expressed as [(Δ𝑥) ⋅ (Δ𝑥) ].
In Fourier spectral methods, the solution is transformed to Fourier space (if the solution is
assumed periodic), and the governing equations is reformulated based on the transformed
solution. In the case of classical PDEs, spatial derivatives transform to multiplication
operators, and the PDE reduces to a system of ODEs in Fourier space, which is far easier
to solve [42]. For nonlocal models, Fourier transformation disentangles the convolution
integral and reduces it to a multiplication in the spectral space. The only major cost in the
spectral method is the Fourier transform itself, and its inverse. For this, the well-known
Fast Fourier Transform (FFT) algorithms are available, at a cost of 𝑂(𝑁log𝑁) [42-44].
Not only is the cost of the Fourier spectral method significantly lower than the two other
numerical methods used to discretize PD models, but the FFT is also easily parallelized,
further increasing the potential advantages of this approach.
Although the spectral method seems to be a promising candidate for computing solutions
to nonlocal problems, the assumption of periodicity limits its application. Most realworld problems are not periodic. A few recent studies have introduced Fourier spectral
methods for periodic nonlocal models. For example, this method has been used for the
nonlocal Allen-Cahn equation [45], nonlocal damage models [46], and peridynamic
nonlocal operators for diffusion and wave propagation problems [47-50]. In all these
cases, the problems considered were periodic. Spectral methods have also been used for
the fractional-in-space reaction-diffusion equation in rectangular domains, where
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Sine/Cosine transforms were employed to impose homogeneous Dirichlet/Neumann
boundary conditions [51]. Another method, while not spectral, uses the FFT to
diagonalize the stiffness matrixes arising in FE and collocation discretization methods for
nonlocal problems with non-periodic boundary conditions [52, 53]. Although the order of
computation is 𝑁log𝑁, the method is restricted to simple domain shapes like a square in
2D. The method is also dependent to the horizon shape. The authors of [52] state that the
method is not applicable to domains with complex geometry, or to heterogeneous
domains, and is challenging to use in 3D.
While the periodicity of the solution is inherent in Fourier spectral methods, there exist
ways to overcome this limitation and apply them to general problems with complex
domains and arbitrary boundary conditions [54-56]. Volume penalization is one such
method.
Penalization methods have been used with the local Navier-Stokes PDE to introduce solid
obstacles/boundaries in fluid flows, without changing the equations and discretization. A
rigorous, simple volume-penalization method based on Brinkman model for flow in
porous media [57] is developed by Angot et al. [58]. In [58], a large viscous term is
added to the equation in the solid region to impose a Dirichlet (no-slip) boundary
condition for the fluid-solid contact. Kevlahan and Ghidaglia [54], used this method with
the Fourier spectral method in fluid dynamics problems. In these methods, the solution
(velocity) is penalized by a substantially higher viscosity in the solid region to enforce a
zero-velocity boundary condition. The method was applied for modeling flow over
stationary or moving solid obstacles with complex geometries, inside periodic or
confined fluid domains [59-61]. Volume penalization has also been used to enforce no-

291
flux (Neumann-type) boundary conditions in advection-diffusion problems solved with
the spectral method [62]. Another example for this efficient method is the 3D simulation
of bumblebee flight in wind flow [63, 64].
In the present study, we introduce a spectral method to obtain efficient solutions to
nonlocal equations of the peridynamic type for transient diffusion with arbitrary, nonperiodic boundary conditions, using the volume-penalization technique. In Section 8.2,
the PD formulation and boundary conditions implementation in PD problems are briefly
discussed. Spectral methods and volume penalization for PD problems are introduced in
Section 8.3. Stability analysis is provided in 8.4 and two examples with non-periodic BCs
are solved in Section 8.5. Convergence studies are provided in Section 8.6.
8.2

Peridynamic nonlocal formulation

We start our development of spectral methods for peridynamic models with the PD
diffusion equation in 1D. The methods described here are, however, applicable to other
PD models, as well as to any other model with convolution integrals. Eq. (4.1) is the
general form of the PD diffusion equation in 1D [65]:
𝜕𝑢(𝑥, 𝑡)
= 𝜈ℒ𝛿 𝑢(𝑥, 𝑡) + 𝑓(𝑥, 𝑡)
𝜕𝑡

(8.1)

where 𝑥 is the position in the 1D domain Ω, 𝑢(𝑥, 𝑡) is the unknown (the solution field) at
point 𝑥 and time 𝑡, 𝜈 is the diffusivity, ℒ𝛿 is the PD Laplacian operator (see below), and
𝑓 is a source term. For a fixed time 𝑡�, the PD Laplacian can be expressed as:
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ℒ𝛿 𝑢(𝑥) = ∫ 𝜇(𝑥̂ − 𝑥)[𝑢(𝑥̂) − 𝑢(𝑥)]d𝑥̂

(8.2)

𝐻𝑥

where 𝜇(𝑥) is a non-negative even function, called the kernel function that defines the
nonlocal interactions in neighborhood of spatial points [65-67]. In this work, we take 𝜇 to
be an integrable function with compact support. Since 𝜇(𝑥̂ − 𝑥) = 𝜇(𝑥 − 𝑥̂), we have:

ℒ𝛿 𝑢(𝑥) = ∫ 𝜇(𝑥 − 𝑥̂)𝑢(𝑥̂)d𝑥̂ − �𝑢(𝑥) ∫ 𝜇(𝑥 − 𝑥̂)d𝑥̂
𝐻𝑥

(8.3)

𝐻𝑥

Assume�𝜇(𝑥) is defined over (−∞, +∞)�, with 𝜇=0 outside of the horizon of 𝑥=0. With
+∞

𝜇(𝑥) being a given function, let 𝛽 = ∫−∞ 𝜇(𝑥)d𝑥 . The PD Laplacian becomes [66]:
ℒ𝛿 𝑢 = 𝜇 ∗ 𝑢 − 𝛽𝑢

(8.4)

Where (∗) denotes the convolution integral operation.
8.2.1 Peridynamic Boundary Conditions
In problems specified by classical local theories, constraints are in the form of boundary
conditions imposed on the surfaces of the 3D domain. In nonlocal problems, constraints
are in the form of specified values on regions outside of the domain, where they have
nonlocal interactions with parts of the domain [68]. Therefore, in the nonlocal problems
constrained-volume and volume-constraints are used instead of boundaries and boundary
conditions, respectively [68]. Such description of course, depends on the domain
definition. For example, volume constraints may also be considered to be inside the
domain. In this study however, the domain refers to the space where�𝑢(𝒙, 𝑡) is not
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specified and is solved for. Nevertheless, in many practical applications of peridynamics,
imposing local-type boundary conditions is desired, for practical reasons.
Local boundary conditions can be enforced on a peridynamic body (Ω), for example, via
extending the domain by 𝛿 in the normal direction of the surface ∂Ω. Quantities on the
constrained volume, which is the domain extension Γ, are specified such that the local
boundary condition is effectively reproduced on ∂Ω [69-72]. Values on Γ are, in fact,
volume constraints acting to enforce local boundary conditions. Figure 8.2 schematically
shows the peridynamic body Ω, its boundary ∂Ω, and the constrained-volume Γ.

Figure 8.2. Schematic of a peridynamic domain (Ω), its boundary (𝜕Ω), and its
constrained volume (Γ).
One way to impose volume constraints on Γ with minimal or no difference from
imposing local boundary conditions on 𝜕Ω, is the scheme discussed in [69, 70], known as
the “fictitious nodes method”. The terminology of this scheme refers to Γ as a “fictitious”
region since it is not a part of the domain. Note that in 2D and 3D this method will not be
exact except for the simplest geometries [70]. In this scheme, the volume constraints are
implicit and time-dependent, i.e. values on Γ vary in time and are related to the values in
the body Ω at that time. This type of implicit volume constraint can effectively impose a
local BC on Ω . The enforcement of some local BCs using the fictitious region method
for the one-dimensional case follows.
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To enforce the local Dirichlet BC:
𝑢(∙, 𝑡)|𝜕Ω = 𝑢(𝛿, 𝑡) = 𝑢𝑏

(8.5)

with respect to the 1D configuration in Figure 8.3, and a given 𝑢𝑏 , values on Γ should
satisfy:
𝑢(∙, 𝑡)|Γ = 𝑢Γ (𝑥, 𝑡) = 2𝑢𝑏 − 𝑢(2𝛿 − 𝑥, 𝑡).

(8.6)

In order to apply the local Neumann BC:
𝜕𝑢
𝜕𝑥

(∙, 𝑡)|

𝜕𝑢

𝜕Ω

= 𝜕𝑥 (𝛿, 𝑡) = 𝑞𝑏 ,

(8.7)

given 𝑞𝑏 , values in the constrained region are set as:
𝑢(∙, 𝑡)|Γ = 𝑢Γ (𝑥, 𝑡) = −2𝑞𝑏 (𝛿 − 𝑥) + 𝑢(2𝛿 − 𝑥, 𝑡)

(8.8)

Figure 8.3. Schematic for the fictitious domain (constrained volume Γ) and the
peridynamic body Ω in 1D. Time-dependent values on Γ can be set to enforce some
prescribed local boundary condition at 𝑥 = 𝛿.
With this approach, similar to the Dirichlet BC, the Neumann BC is imposed by
assigning value of 𝑢 rather than the values of its derivative. Note that Eq. (8.8) is new and
different from the approach given in [69] where a source term is added in order to
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reproduce the Neumann BC. This specific form of Eq. (8.8) will show advantages when
the spectral method will be used (see Section 8.3.2 below).
8.3

Spectral method for peridynamics with volume penalization

8.3.1 Spectral method
Let 𝑢(𝑥, 𝑡) be a complex-valued function defined over the periodic domain�𝑥 ∈ Τ =
[0, 2𝜋] with 0 identified with 2𝜋, and evolve in time 𝑡 > 0. Then�𝑢(𝑥, 𝑡) can be
expressed with the infinite Fourier series in space:
+∞

𝑢(𝑥, 𝑡) = ∑ 𝑢̆𝑘 (𝑡) 𝑒 𝜁𝑘𝑥 ,���������𝑘 = 0, ±1, ±2, …�

(8.9)

𝑘=−∞

where 𝑘 is integer, 𝜁 = √−1, and:

𝑢̆𝑘 (𝑡) =

1 2π
∫ 𝑢(𝑥, 𝑡)𝑒 −𝜁𝑘𝑥 d𝑥�,���������𝑘 = 0, ±1, ±2, …�
2𝜋 0

(8.10)

are the Fourier coefficients of 𝑢 for different values of 𝑘. Eq. (8.10) is also called the
Fourier transform of 𝑢 while Eq. (8.9) is the inverse Fourier transform relation.
Let the source term 𝑓(𝑥, 𝑡) and the kernel function with the form below, be also complexvalued functions defined over the periodic domain Τ.

𝜇(𝑥) = {

even�function�������|𝑥| ≤ �𝛿
0�������������������������������|𝑥| > �𝛿

Then, the PD diffusion equation over the periodic domain Τ is:

(8.11)
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𝜕𝑢
= 𝜈(𝜇 ∗Τ 𝑢 − 𝛽𝑢) + 𝑓
𝜕𝑡

(8.12)

where (∗Τ ) denotes the “circular convolution” integral (aka “cyclic” or “periodic
convolution”) [73, 74]:

𝜇 ∗Τ 𝑢� = ∫𝜇(𝑥 − 𝑥̂)𝑢(𝑥̂, 𝑡)d𝑥̂

(8.13)

Τ

We approximate 𝑢(𝑥, 𝑡) by the truncated (finite) Fourier series of 𝑢:
+𝑁/2−1

𝑢𝑁 (𝑥, 𝑡) =

∑ 𝑢̆𝑘 (𝑡) 𝑒 𝜁𝑘𝑥

(8.14)

𝑘=−𝑁/2

Based on the finite Fourier series approximation, two similar, but not necessarily
identical numerical schemes can be used for solving Eq. (8.12). One method is the
Fourier-Galerkin method [75] in which the following weak form is solved:
2π

∫
0

[

𝜕𝑢𝑁
− 𝜈(𝜇 𝑁 ∗Τ 𝑢𝑁 ) + 𝜈𝛽𝑢𝑁 − 𝑓 𝑁 ] 𝑒 −𝜁𝑘𝑥 d𝑥 = 0����for�each�𝑘
𝜕𝑡
𝑁
𝑁
= − ,…, − 1
2
2

(8.15)

Here 𝜇 𝑁 and 𝑓 𝑁 are the finite Fourier series approximations for 𝜇 and 𝑓. The integration
on each term in Eq. (8.15) is the Fourier transform of that term. Eq. (8.15) is then
equivalent to:
d𝑢̆𝑘
𝑁
𝑁
− 2𝜋𝜈𝜇̆𝑘 𝑢̆𝑘 + 𝜈𝛽𝑢̆𝑘 − 𝑓̆𝑘 = 0����for�each�𝑘 = − , … , − 1
d𝑡
2
2

(8.16)
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We observe that the circular convolution is transformed into a product operation of
Fourier coefficients. In the Fourier-Galerkin method the ODE in Eq. (8.16) is solved for
the Fourier coefficients of 𝑢𝑁 . The solution can be transformed to the physical space with
the inverse relation given by Eq. (8.14).
Another approach is the Fourier Collocation method [75] which is the one we will use in
the present study. This method focuses on the solution in the physical space. The
approximated solution in Eq. (8.14) is represented by its values at grid points 𝑥𝑖 = 𝑖Δ𝑥,
with Δ𝑥 =

2𝜋
𝑁

and 𝑖 ∈ {0, … , 𝑁 − 1�}. In this method, 𝑢𝑁 (𝑥, 𝑡) satisfies the strong form

below at the collocation points 𝑥𝑖 :
𝜕𝑢𝑖𝑁
− 𝜈(𝜇𝑖𝑁 ∗Τ 𝑢𝑖𝑁 ) + 𝜈𝛽𝑢𝑖𝑁 − 𝑓𝑖𝑁 = 0
𝜕𝑡

(8.17)

Since 𝜇 and 𝑢�are approximated by finite Fourier series, the circular convolution can be
evaluated by the inverse transform of the product of Fourier coefficients according to the
convolution theorem [74]:
𝜇 𝑁 ∗Τ 𝑢𝑁 = ℱ −1 (2𝜋𝜇̆𝑘 𝑢̆𝑘 )

(8.18)

where ℱ −1 refers to the inverse Fourier transform operation.
For practical applications of this method, a discrete-level operation is required to
compute the Fourier transform and its inverse. The obvious choice is the Discrete Fourier
Transform (DFT) [75]:
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𝑁−1

1
𝑢̃𝑘 (𝑡) = ∑ 𝑢𝑁 (𝑥𝑖 , 𝑡) 𝑒 −𝜁𝑘𝑥𝑖
𝑁

(8.19)

𝑖=0

and its inverse relation (iDFT)
𝑁/2−1

𝑢𝑁 (𝑥𝑖 , 𝑡) =

∑ 𝑢̃𝑘 (𝑡) 𝑒 𝜁𝑘𝑥𝑖
𝑘=−𝑁/2

Note that 𝑢̃𝑘 are approximations to the exact Fourier coefficients 𝑢̆𝑘 .
Employing DFT, the Fourier Galerkin method yields to:
d𝑢̃𝑘
− 𝜈(𝜇 𝑁̃
∗Τ 𝑢𝑁 ) + 𝜈𝛽𝑢̃𝑘 − 𝑓̃𝑘 = 0
d𝑡

(8.20)

By the convolution theorem for DFT [73] we obtain:
d𝑢̃𝑘
= 𝜈𝜇̃𝑘 𝑢̃𝑘 Δ𝑥 − 𝜈𝛽𝑢̃𝑘 + 𝑓̃𝑘
d𝑡

(8.21)

Using DFT and iDFT for transformation, the Fourier Collocation method in Eq. (8.17)
becomes:
𝜕𝑢𝑖𝑁
= 𝜈𝓕−𝟏
̃𝑘 𝑢̃𝑘 Δ𝑥) − 𝜈𝛽𝑢𝑖𝑁 + 𝑓𝑖𝑁
𝑫 (𝜇
𝜕𝑡

(8.22)

Where 𝓕−𝟏
𝑫 denotes the inverse DFT. Let 𝑆 denote the arc length of T (in our case 𝑆 =
2𝜋). If the periodic domain of computation is not [0,�𝑆), i.e. it does not start at the origin
𝑆 𝑆

at its left end, for example if it is [− 2 , 2�), then the kernel function may need to be shifted
depending on the DFT solver (see appendix A).
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The dominant computational cost in both methods is computing the DFT and its inverse,
which are 𝑂(𝑁log𝑁) operations via FFT algorithms [43, 44]. This is a significant
improvement over the 𝑂(𝑁 2 ) cost for the meshfree collocation with one-point Gaussian
quadrature or the FE methods used for PD problems. The extension of the spectral
method to higher dimension is straightforward.
The above scheme works only for problems with periodic boundary conditions. We
propose a penalization scheme that will allow us to apply spectral methods to general PD
models with non-periodic boundary conditions in the next section.
8.3.2 Volume penalization
We employ the volume penalization (VP) technique developed for local problems in [54,
58], to impose arbitrary volume constraints in a general PD problem.
In this method, the one-dimensional domain�Ω is extended by 𝛿 at both ends as the
constrained volume (Γ) to apply the nonlocal boundary conditions. The idea in the VP
scheme is to consider periodicity for this extended domain, i.e. Τ = Ω ∪ Γ, and penalize
the solution in the constrained domain to maintain the desired constraint values (See
Figure 8.4).

Figure 8.4. Extension of 1D peridynamic non-periodic domain (Ω ∪ Γ) to the periodic
domain Τ used in spectral method with volume penalization.
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The PD diffusion equation is extended by adding a penalization term, which is zero on Ω,
but takes large values on Γ:
𝜕𝑢𝜀 (𝑥, 𝑡)
𝜒(𝑥, 𝑡)
[𝑢𝜀 (𝑥, 𝑡) − 𝑢Γ (𝑥, 𝑡)]
= 𝜈ℒ𝛿 𝑢𝜀 (𝑥, 𝑡) + 𝑓(𝑥, 𝑡) −
𝜕𝑡
𝜀

(8.23)

In this equation 𝜀 is a small number called here the penalization factor, 𝑢𝜀 is the solution
to the penalized PD diffusion equation, 𝑢Γ (𝑥, 𝑡) is the volume constraint value at point
𝑥 ∈ Γ and time 𝑡, and 𝜒(𝑥, 𝑡) is the following mask function:
1 𝑥∈Γ
𝜒(𝑥, 𝑡) = {
0 𝑥∈Ω

(8.24)

For sufficiently small 𝜀, the penalization term dominates on Γ:
1

𝜈ℒ𝛿 𝑢𝜀 (𝑥, 𝑡) + 𝑓(𝑥, 𝑡) ≪ [𝑢𝜀 (𝑥, 𝑡) − 𝑢Γ (𝑥, 𝑡)],
𝜀

(8.25)

leading to:
𝜕𝑢𝜀 (𝑥,𝑡)
𝜕𝑡

1

≅ − 𝜀 [𝑢𝜀 (𝑥, 𝑡) − 𝑢Γ (𝑥, 𝑡)]������on��𝑥 ∈ Γ.

(8.26)

Accordingly, this penalization term enforces an exponential decay for 𝑢𝜀 to 𝑢Γ over the
constrained domain. This effectively enforces the desired local boundary condition on 𝜕Ω
if 𝑢Γ (𝒙, 𝑡) is assigned via the scheme described in Section 8.2. Discussion on
convergence of 𝑢𝜀 to 𝑢 as 𝜀 goes to zero is provided in Section 8.6.
To apply the spectral method, 𝑢𝜀 is approximated with the finite Fourier series 𝑢𝜀𝑁 on the
periodic domain (Τ). To avoid complexity in notation, let 𝑦 = 𝑢𝜀𝑁 .The spatially
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discretized version of Eq. (8.24) in 1D for using the boundary-adapted spectral (BAS)
method is:
𝜕𝑦𝑖𝑛
𝜒𝑖
𝑛
= 𝜈𝓕−𝟏
̃𝑘 𝑦̃𝑘𝑛 Δ𝑥) − 𝜈𝛽𝑦𝑖𝑛 + 𝑓𝑖𝑛 − (𝑦𝑖𝑛 − 𝑦Γ,𝑖
)
𝑫 (𝜇
𝜕𝑡
𝜀

(8.27)

where the superscript 𝑛 refers to 𝑛𝑡ℎ time step. A convergence study with respect to the
spatial discretization size is provided in Section 8.6.
Any applicable temporal integration scheme may be used to now solve the first order
ODE in Eq. (8.28), and update the solution at each time step. With the Forward Euler
method, for example, we have:

𝑦𝑖𝑛+1 ≈ 𝑦𝑖𝑛 + Δ𝑡

𝑑𝑦𝑖𝑛
𝑑𝑡

(8.28)

where Δ𝑡 is the time step. The stability restriction on the time step size for this explicit
method is derived in the next section.
Note that although in this study the penalized region is taken to be identical to the
constrained volume (Γ), it is possible to consider decoupling of the 𝛿-thick volume
constraint and the penalization domain, where Γ is a subdomain of the penalized
region. Indeed, this would be necessary in the case of non-rectangular domains in higher
dimensions. The decoupling seems also relevant if one wishes to study the behavior of
solutions when 𝛿 approaches zero in the limit, or to study the influence of the size of the
penalized region. However, for the sake of simplicity, we take the horizon size
and penalization thickness to be identical in the present work.
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8.4

Stability analysis

Here we follow the stability analysis in [33] to find the restriction on time steps for the
BASM with VP using the explicit Euler time integration scheme. It can be shown that Eq.
(8.28) in the physical space is algebraically equivalent to:
𝑁−1

𝑑𝑦𝑖𝑛
𝜒𝑖
𝑛
= 𝜈 ∑ 𝜇𝑖−𝑗 𝑦𝑗𝑛 ∆𝑥 − 𝜈𝛽𝑦𝑖𝑛 + 𝑓𝑖𝑛 − (𝑦𝑖𝑛 − 𝑦Γ,𝑖
)
𝑑𝑡
𝜀

(8.29)

𝑗=0

where 𝜇𝑖−𝑗 = 𝜇(𝑥𝑖 − 𝑥𝑗 ). Note that the term in the summation above is zero for all 𝑥𝑗 ∉
[𝑥𝑖 − 𝛿, 𝑥𝑖 + 𝛿]. Although similar, the discretized volume integral in Eq. (8.30) is not
identical to one-point Gaussian quadrature used in the meshfree method. Functions are
approximated with the truncated Fourier series, which is not the case in the conventional
meshfree method.
With Forward Euler (first-order explicit) temporal integration, Eq. (8.30) becomes:
𝑦𝑖𝑛+1 − 𝑦𝑖𝑛
𝜒𝑖
𝑛
= 𝜈 ∑ 𝜇𝑖−𝑗 𝑦𝑗𝑛 ∆𝑥 − 𝜈𝛽𝑦𝑖𝑛 + 𝑓𝑖𝑛 − (𝑦𝑖𝑛 − 𝑦Γ,𝑖
)
Δ𝑡
𝜀

(8.30)

𝑗

Take:
𝑦𝑖𝑛 = 𝜆𝑛 𝑒 𝜁𝑘𝑥𝑖

where 𝜆 is a complex number. Substituting Eq. (8.32) to Eq. (8.31), results in:

(8.31)
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𝜆𝑛+1 − 𝜆𝑛 𝜁𝑘𝑥
𝑒 𝑖
Δ𝑡
= 𝜈 ∑ 𝜇𝑖−𝑗 𝜆𝑛 𝑒 𝜁𝑘𝑥𝑗 ∆𝑥 − 𝜈𝛽𝜆𝑛 𝑒 𝜁𝑘𝑥𝑖 + 𝑓𝑖𝑛

(8.32)

𝑗

−

𝜒𝑖 𝑛 𝜁𝑘𝑥
𝑛
(𝜆 𝑒 𝑖 − 𝑢Γ,𝑖
)
𝜀

𝑛
For simplicity, let 𝑢Γ,𝑖
= 0, 𝑓𝑖𝑛 = 0, and 𝜌 =

𝜆𝑛+1
𝜆𝑛

for every 𝑖 and 𝑛, then:

𝜌−1
𝜒𝑖
= 𝜈 ∑ 𝜇𝑖−𝑗 𝑒 𝜁𝑘(𝑥𝑗−𝑥𝑖 ) ∆𝑥 − 𝜈𝛽 −
Δ𝑡
𝜀

(8.33)

𝑗

Since 𝜇𝑖−𝑗 = 𝜇𝑗−𝑖 , let 𝑝 = 𝑗 − 𝑖, and 𝑥𝑝 = 𝑥𝑗 − 𝑥𝑖 , we obtain:
𝜌−1
𝜒𝑖
= 𝜈 ∑ 𝜇𝑝 𝑒 𝜁𝑘𝑥𝑝 ∆𝑥 − 𝜈𝛽 −
Δ𝑡
𝜀

(8.34)

𝑝

𝛿

If 𝑚 = ∆𝑥 is integer, then, since 𝜇𝑝 = 𝜇−𝑝 and 𝑥−𝑝 = −𝑥𝑝 :
+𝑚

∑ 𝜇𝑝 𝑒

𝑚
𝜁𝑘𝑥𝑝

∆𝑥 = ∑(𝜇𝑝 𝑒 𝜁𝑘𝑥𝑝 ∆𝑥 + 𝜇−𝑝 𝑒 𝜁𝑘𝑥−𝑝 ∆𝑥) + 𝜇0 ∆𝑥

𝑝=−𝑚

𝑝=1

(8.35)
𝑚

𝑚

= 2 ∑ 𝜇𝑝 cos(𝑘𝑥𝑝 ) ∆𝑥 = ∑ 𝜇𝑝 cos(𝑘𝑥𝑝 ) ∆𝑥
𝑝=0

𝑝=−𝑚

Substituting Eq. (8.36) into Eq. (8.35) results in:
𝑚

𝜌−1
𝜒𝑖
= 𝜈 ( ∑ 𝜇𝑝 cos(𝑘𝑥𝑝 ) ∆𝑥 − 𝛽) −
Δ𝑡
𝜀
𝑝=−𝑚

(8.36)
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Define 𝑀:
𝑚

𝑀 = �𝜈 ( ∑ 𝜇𝑝 cos(𝑘𝑥𝑝 ) ∆𝑥 − 𝛽)

(8.37)

𝑝=−𝑚

Then:

𝜌 = (𝑀 −

𝜒𝑖
) Δ𝑡 + 1
𝜀

(8.38)

To maintain stability, we seek Δ𝑡 such that |𝜌| ≤ 1. Therefore:

|(𝑀 −

𝜒𝑖
) Δ𝑡 + 1| ≤ 1
𝜀

(8.39)

or,

−1 ≤ (𝑀 −

𝜒𝑖
) Δ𝑡 + 1 ≤ 1
𝜀

(8.40)

or equivalently:

0≤(

𝜒𝑖
− 𝑀) Δ𝑡 ≤ 2
𝜀

(8.41)

In order to satisfy the left inequality in Eq. (8.42), since 𝜒𝑖 is either 0 or 1, and that 𝜀 and
Δ𝑡 are positive quantities, we need 𝑀 ≤ 0. According to Eq. (8.38), this imposes the
following condition on 𝜇(𝑥):
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𝑚

𝛿

∑ 𝜇𝑝 cos(𝑘𝑥𝑝 ) ∆𝑥 ≤ �𝛽 = ∫ 𝜇(𝑥)d𝑥

(8.42)

−𝛿

𝑝=−𝑚

This condition holds for sufficiently small ∆𝑥, since:
𝛿

𝛿

∫ 𝜇(𝑥) cos(𝑘𝑥) d𝑥 ≤ � ∫ 𝜇(𝑥)d𝑥
−𝛿

(8.43)

−𝛿

Most kernel functions in use satisfy the requirement in Eq. (8.43).
The inequality in Eq. (8.42) also requires:
2
Δ𝑡 ≤ 𝜒
𝑖
𝜀 −𝑀

(8.44)

From Eq. (8.38) and (8.43):
�−𝑀 ≤ 2𝜈𝛽

(8.45)

According to Eq. (8.45) and (8.46), and that 𝜒𝑖 is either 0 or 1, the following restriction
on Δ𝑡 for stable solution is suggested:

Δ𝑡 ≤ 1
𝜀

2
+2𝜈𝛽

.

(8.46)

Even if the restriction above is obtained assuming zero values for 𝑢Γ and 𝑓, we find that
it is also sufficient for obtaining stable results for the examples shown in Section 8.5,
with nonzero 𝑢Γ and 𝑓.
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From Eq. (8.47), we see that penalization puts a stronger restriction on the time step
compared with the condition found with the conventional meshfree method [69].
However, the cost due to the increased number of time steps is likely to be overcome by
the gains in the complexity order (in terms of node number) when computing the
convolution integral with FFT. Note that the increased number time steps does affect the
complexity order, since according to Eq. (8.47), the time step size does not depend on 𝑁.
We also note that, even though our method is purely explicit, we do not have the standard
CFL stability constraint that appears in local problems; namely, Δ𝑡max ∝ (Δ𝑥 2 ⁄𝜈 ).
Indeed, Δ𝑡max depends on the size of the horizon size (implicitly through 𝛽), but does not
depend at all on Δ𝑥 (see also [33]). While this may seem surprising at first, as it allows
for extremely high spatial resolutions to be stable with relatively low temporal resolutions
(in contrary to local problems), in fact it is expected due to the convolution structure of
the nonlocal equation. Namely, at a given spatial location 𝑥, the convolution integral
incorporates all information within a ball of 𝛿, which is then propagated forward in
time. Thus, the expected CFL constraint for nonlocal problems is depends on 𝛿, which is
essentially what we see in Eq. (8.47).
8.5

Example problems and discussion

We now compare the performance of the PD spectral method with the regular integration
(one point Gaussian quadrature) of the convolution integral in the PD Laplacian. Then we
analyze two one-dimensional nonlocal diffusion problems to demonstrate the capability
of the BASM introduced. The first problem has local Dirichlet boundary conditions at
both ends, while the second has local Neumann boundary conditions at both ends.
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For these examples we need to select a kernel function�𝜇(𝑥). According to [76], one
possible choice for the kernel function is of the form:

𝜇(𝒙) =

(4 − 𝛼)(3 − 𝛼)
𝛿 (3−𝛼)

(1 −

|𝑥| 1
)
𝛿 |𝑥|𝛼

(8.47)

where 𝛼 can take values 0, 1, and 2, for example (for details see [76]). For the case 𝛼 =
0, we have:

𝜇(𝑥) =

|𝑥|
12
(1
−
)
𝛿3
𝛿

(8.48)

Chen and Bobaru [76] showed that a constructive approach to a peridynamic kernel leads
to the choice of 𝛼 = 2. Here, however, we choose 𝛼 = 0 for simplicity and to avoid the
singularity when calculating 𝛽 = ∫𝐻 𝜇(𝑥)d𝑥. For the case 𝛼 = 0, this integral is
0

12
𝛿2

. For

the other values of 𝛼, 𝛽 can be calculated using the Cauchy principal value [77].
8.5.1 Efficiency of the peridynamic spectral method
Here we compute ℒ𝛿 𝑢 for 𝑢 = sin(𝜋𝑥) with 𝛿 = 0.2�in 𝑥 ∈ [−1,1] via two methods: the
direct numerical integration using one-point Gaussian quadrature:
𝑖+round(𝛿/Δ𝑥)

(ℒ𝛿 𝑢)𝑖 =

∑

𝜇𝑖−𝑗 𝑢𝑗 ∆𝑥 − 𝛽

(8.49)

𝑗=𝑖−round(𝛿/Δ𝑥)

and the spectral method:
(ℒ𝛿 𝑢)𝑖 = 𝓕−𝟏
̃𝑘 𝑢̃𝑘 Δ𝑥) − 𝛽
𝑫 (𝜇

(8.50)
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The kernel function 𝜇 is the one defined by Eq.(8.49), and therefore 𝛽 = 𝛿2 .
ℒ𝛿 𝑢 is computed using both methods for several discretization sizes, with 𝑁 varying
between 28 to 220. Computation are performed using MATLAB 2018a on a Dell-Precision
T7810 workstation PC, with twenty logical Intel(R) Xeon(R) CPU E5-2687 W v3
@3.10 GHz processors, and 64 GB of installed memory. The computational time for each
method to calculate ℒ𝛿 𝑢 for various discretization sizes are provided in Table 8.1.
As observed, the time for one-point Gaussian quadrature is 𝑂(𝑁 2 ), while the spectral
method performs even more efficient than 𝑂(𝑁log𝑁). The reason for the overperformance of the spectral method may be due to the efficient FFT solver in MATLAB,
which uses optimized algorithms with respect to data size and structure.
Table 8.1. Comparison of run-times between the one-point Gaussian quadrature and the
spectral method in calculating the peridynamic Laplacian
𝑁 (number of nodes)

Gaussian quadrature time (sec)

Spectral method time (sec)

28 = 256
212 = 4,096
216 = 65,536
220 = 1,048,576

1.79e-4
5.03e-2
1.07e+1
3.00e+3 (50 min)

2.11e-5
1.63e-4
5.04e-3
6.73e-2 (67 ms)

8.5.2 Transient diffusion with Dirichlet boundary conditions
We now solve an example of PD transient diffusion problem with local Dirichlet BCs
(inhomogeneous), using the BASM, and compare the numerical solution with the
analytical solution. Consider, for example:
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𝑢(𝑥, 𝑡) =

2𝑥
2𝜋𝑥
+ 𝑒 −𝜈𝑡 sin (
)
𝐿
𝐿

(8.51)

The function in Eq. (8.52) is the exact solution to the following nonlocal diffusion
𝐿 𝐿

problem over the domain Ω = [− 2 , 2]:
𝜕𝑢(𝑥, 𝑡)
= 𝜈ℒ𝛿 𝑢(𝑥, 𝑡) + 𝑓(𝑥, 𝑡),
𝜕𝑡

(8.52)

with
6𝐿2

𝑓(𝑥, 𝑡) = 𝜈 {𝛿4 𝜋2 [cos (

2𝜋𝛿
𝐿

12

2𝜋𝑥

) − 1] + 𝛿2 − 1} 𝑒 −𝜈𝑡 sin (

𝐿

),

(8.53)

the initial condition:

𝑢(𝑥, 0) =

2𝑥
𝐿

2𝜋𝑥

+ sin (

𝐿

),

(8.54)

and the local Dirichlet boundary conditions:
𝐿
𝑢 (− , 𝑡) = −1
2

(8.55)

𝐿
𝑢 ( , 𝑡) = 1
2

(8.56)

The manufactured solution 𝑢(𝑥, 𝑡) in Eq. (8.52) has a special property: with the fictitious
𝐿

𝐿

nodes scheme described in Section 8.2, the values of 𝑢 in [− 2 − 𝛿�, − 2) and
𝐿

(2 �,

𝐿
2

+ 𝛿], satisfy the volume constraint relationship in Eq. (8.6). This property then
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makes is easier to find the 𝑓(𝑥, 𝑡) above. Without this property, one can still find�𝑓(𝑥, 𝑡)
analytically, but as a relatively more complex piecewise function.
To solve this problem with the proposed method, we select 𝐿 = 2, 𝜈 = 0.2 , 𝛿 = 0.2, and
the total diffusion time 𝑡max � = 15. The computational domain is then extended to Τ =
𝐿

𝐿

Ω ∪ Γ: [− 2 − 𝛿, 2 + 𝛿) = [−2.2, 2.2), with [−2.2, −2) and (2, 2.2) being the constrained
domains Γ1 and Γ2 respectively. Note that the computational domain interval does not
include 𝑥 = 2.2 due to the periodicity of the spectral method that mandates 𝑥 = 2.2 be
identical to 𝑥 = −2.2. Choosing the number of spatial nodes to be a power of two (𝑁 =
2𝑃 ) has certain benefits in parallelization of FFT algorithms [44]. The extended domain
[−2.2, 2.2) is discretized with 𝑁 = 29 nodes. The time step and penalization factor are
selected as Δ𝑡 = 5 × 10−4 and = 5 × 10−4 , respectively. The algorithm for the
implementation of the proposed method is provided in the appendix A. According to the
fictitious nodes scheme described in Section 8.2, volume constraint values on Γ are
calculated explicitly from Eq. (8.58) and (8.59), using the solution on Ω at the previous
𝐿

𝐿

time step. For 𝑥 ∈ Γ1 : [− 2 − 𝛿, − 2):
𝑦𝛤1 (𝑥𝑖 , 𝑡 𝑛+1 ) = 2𝑢𝑏1 − 𝑦(2𝛿 − 𝑥𝑖 , 𝑡 𝑛 ),

(8.57)

where 𝑢𝑏1 is the Dirichlet BC value given in Eq. (8.56), and�𝑦�is 𝑢𝜀𝑁 : the numerical
𝐿 𝐿

solution using the BASM with VP. For 𝑥 ∈ Γ2 : (2 , 2 + 𝛿), the equation below applies the
boundary condition:
𝑦𝛤2 (𝑥𝑖 , 𝑡 𝑛+1 ) = 2𝑢𝑏2 − 𝑦( 2𝐿 + 2𝛿 − 𝑥𝑖 , 𝑡 𝑛 ),

(8.58)
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where 𝑢𝑏2 is the BC value given in Eq. (8.57). Note that the volume constraints can be
applied implicitly as well by replacing 𝑡 𝑛 with 𝑡 𝑛+1 in Eq. (8.58) and (8.59), where one
need to iterate until 𝑦Γ𝑛+1 converges.
Figure 8.5 shows the time snapshots of the nonlocal diffusion process. We observe the

excellent match with the analytical nonlocal solution for this non-periodic problem.

Figure 8.5. Comparison between the analytical solution of a nonlocal 1D diffusion
process, with non-periodic (Dirichlet) boundary conditions, and the solution
obtained by the peridynamic spectral method with volume penalization.
The absolute error distribution, normalized by the infinity norm of the initial data
|𝑢−𝑢𝜀𝑁 |

function ( ‖𝑢

0 ‖∞

) is plotted in Figure 8.6. We observe the rise and decay of the error in

time, in the interior region of the domain Ω, while the error near the boundaries rises and
approaches to permanent amount (see Video 1 in Supplementary materials in [78]).

The maximum relative error (

‖𝑢−𝑢𝜀𝑁 ‖∞
‖𝑢0 ‖∞

) is plotted versus diffusion time in Figure 8.7. The

slope discontinuity in this plot can be understood by observing the behavior in Video 1 in
Supplementary materials in [78]: the location of the maximum relative error switches to
the boundaries, as time progresses.
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(b)
(a)
Figure 8.6. Time snapshots of the relative error in 1D nonlocal diffusion with nonperiodic (Dirichlet) boundary conditions using the peridynamic spectral method with
volume penalization. a) 𝑡 = 5; b) 𝑡 = 15.

Figure 8.7. Variation of the maximum relative error in time for the 1D nonlocal
diffusion example with non-periodic (Dirichlet) boundary conditions, using the
peridynamic spectral method with volume penalization.
This plot suggests that the observed error time-evolution consists of two periods: at first,
the error in the domain interior dominates, while later the error near the boundaries
becomes more important. Our parametric studies in appendix B show that the decaying
error on the interior originates from the spatial discretization and is reduced with grid
refinement. The error near the boundaries, however, depends of the penalization factor
and is reduced by selecting a smaller�𝜀. Convergence studies for the total error in terms of
discretization size and penalization parameter are given in Section 8.6.
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While the main benefit of the BASM for PD, is its low complexity compared with the
alternative discretization methods of the nonlocal equations (the meshfree method or the
FEM), wide availability of commercial multithreaded or GPU compatible FFT solvers
allows us to further increase computational efficiency minimal additional coding effort.
For example, with minimal modification of the code, we used MATLAB built-in FFT
solver on a NVIDIA Quadro K2200 GPU to further accelerate computations for the
problem described in this section, when the problem size is large. In Table 8.2 we show
the computational time of the BASM with and without GPU, and also the time for the
meshfree method.
Table 8.2. Comparison of run-times for the transient diffusion problem between the
BASM (with and without GPU), and the meshfree method with Gaussian quadrature
(GQ).
𝑁 (number of nodes)

Meshfree with GQ

BASM on CPU

BASM on CPU+GPU

216 = 65,536
220= 1,048,576
224 = 16,777,216

92 min
17 days
12 yrs (estimated)

81.2 sec
28 min
9.5 hrs

126sec
12 min
3.2 hrs

Note that due to the stricter stability criterion caused by the penalization, the BASM used
3 × 104 time steps to simulate the 15 seconds of diffusion in the example above, while
the meshfree method used only 900 steps. Nevertheless, the BASM shows orders of
magnitude gains in efficiency compared with the one-point Gaussian quadrature.
For 𝑁� = � 216 or coarser spatial discretizations, GPU-based computations do not improve
the run-time compared with the CPU-only case, which is expected due to the time
consumed by data transfer onto the GPU. When the problem size is larger, however,
minimal changes to a few lines of code lead to significant speed-up (see Table 8.2). Note
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also that MATLAB’s built-in fft function is multithreaded in 2D or higher dimensions,
but not in 1D.
8.5.3 Diffusion with Neumann boundary condition
To demonstrate the capability of the proposed BASM in solving PD problems with
arbitrary boundary conditions we now discuss and example with Neumann BCs. Consider
the function:

𝑢(𝑥, 𝑡) =

2𝑥
𝐿

2𝜋𝑥

+ 𝑒 −𝜈𝑡 cos (

𝐿

),

(8.59)

𝐿 𝐿

the exact solution for the nonlocal diffusion equation in Eq. (8.53) on the interval [– 2 , 2],
with
6𝐿2

𝑓(𝑥, 𝑡) = 𝜈 {𝛿4 𝜋2 [cos (

2𝜋𝛿
𝐿

12

) − 1] + 𝛿2 − 1} 𝑒 −𝜈𝑡 cos (

2𝜋𝑥
𝐿

),

(8.60)

initial condition

𝑢(𝑥, 0) =

2𝑥
𝐿

2𝜋𝑥

+ cos (

𝐿

),

(8.61)

and local Neumann BCs:
𝜕𝑢
𝐿
(− , 𝑡) = 1
𝜕𝑥
2

(8.62)

𝜕𝑢 𝐿
( , 𝑡) = 1.
𝜕𝑥 2

(8.63)

Similar to the previous example for Dirichlet BC, the manufactured solution in Eq. (8.60)
satisfies the volume constraint relationship in Eq. (8.8) when 𝑥 ∈ Γ1 or Γ2 .
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For this problem, 𝐿, 𝛿, 𝜈, and 𝑡𝑚𝑎𝑥 , are the same as in the previous example in Section
8.5.1. We use the explicit implementation of the fictitious nodes scheme for applying the
volume constraints corresponding to Neumann BC (see Eq.(8.8)). For 𝑥 ∈
𝐿

𝐿

Γ1 : [− 2 − 𝛿, − 2) we get:
𝑦𝛤1 (𝑥𝑖 , 𝑡 𝑛+1 ) = −2𝑞𝑏1 (𝛿 − 𝑥𝑖 ) + 𝑦(2𝛿 − 𝑥𝑖 , 𝑡 𝑛 ),

(8.64)

𝐿 𝐿

while for 𝑥 ∈ Γ2 : (2 , 2 + 𝛿), we have:
𝑦𝛤2 (𝑥𝑖 , 𝑡 𝑛+1 ) = −2𝑞𝑏2 + 𝑦( 2𝐿 + 2𝛿 − 𝑥𝑖 , 𝑡 𝑛 )

(8.65)

Values for both 𝑞𝑏1and 𝑞𝑏2 are 1 according to Eq. (8.63) and (8.64). For the numerical
solution, 𝑁, Δ𝑡, and 𝜀 are the same as in the previous example.
Figure 8.8 shows the evolution in time of the numerical solution 𝑦 in comparison with the

exact nonlocal solution 𝑢. The results support the fact that the BASM is capable of
solving peridynamic problems with arbitrary boundary conditions.

Figure 8.8. Comparison between the analytical solution of a nonlocal 1D diffusion
process, with non-periodic Neumann boundary conditions, and the solution obtained by
the peridynamic spectral method with volume penalization.
As mentioned in the introduction section, volume penalization is only one way to use
Fourier spectral methods in irregular domains with arbitrary boundary conditions.
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Alternative BASMs for peridynamics can be constructed, if one employs other boundary
adapting schemes such as the Smoothed boundary method [55, 56].
8.6

Convergence

In this section we first provide a brief background on error estimates for the volume
penalization method, and then present convergence studies with respect to the
penalization and spatial discretization for the example problem shown in Section 8.5.2.
Angot et al.[58] proved that the solution of Navier-Stokes equation with the volume
penalization in a periodic domain converges to the solution of Navier-Stokes equation
with the proper exact boundary conditions, as 𝜀 goes to zero. The error in the main
domain for that case is shown to be at most of the 𝑂(𝜀 3⁄4 ). In the case of the classical
diffusion equation, Kevlahan and Ghidaglia [54] showed for a specific problem that the
error between the penalized periodic solution and the exact solution to the diffusion
equation with non-periodic boundary conditions is at most 𝑂(𝜀 1⁄2 ). They observed that
the computed error is 𝑂(𝜀).
While a rigorous mathematical convergence analysis and error estimate for nonlocal
diffusion equation with penalization and spectral method would be ideal, in this study we
only provide some numerical results. The complete theoretical analysis is left for the
future. We perform convergence studies on the example with two Dirichlet BCs
discussed in Section 8.5.2.
First we study the convergence of the penalized periodic solution 𝑢𝜀𝑁 (the solution to Eq.
(8.24)), to the exact solution (Eq. (8.52)) of the un-penalized diffusion equation with
Dirichlet BC. To this aim, we need to choose a relatively large 𝑁, and relatively small
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time step and keep them fixed while decreasing 𝜀 in each test. This makes that the
discretization and temporal integration errors minor compared with the penalization error
which we want to investigate. We need to also choose a time span to approach the steady
state where according to the observations in Figure 8.6 and Figure 8.7 permanent
penalization error is dominated and remains relatively constant. The selected parameters
for this convergence study are 𝑁 = 215 , Δ𝑡 = 1.97 × 10−4 , and 𝑡𝑚𝑎𝑥 = 30, while 𝜀 −1
value varies for each test. Δ𝑡 satisfies Eq. (8.47) restriction with the smallest penalization
factor used in this convergence study (𝜀 = 1 × 10−4 ). Figure 8.9 shows the relative error
versus 𝜀 −1 for each test.

Figure 8.9. Convergence study in terms of penalization factor for the peridynamic
spectral method with volume penalization on the problem with Dirichlet boundary
conditions shown in Section 8.5.2.
The results show that the penalization error varies with 𝑂(𝜀), which is consistent with
observations for the penalized classical diffusion equation [54].
To observe the convergence behavior with respect to spatial discretization size, we
compare the maximum error in the whole time span for various 𝑁 values, while keeping
constant the relatively small values of Δ𝑡 and 𝜀. To this aim, we obtained the error
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max

0<𝑡<𝑡𝑚𝑎𝑥

‖𝑢−𝑢𝜀𝑁 ‖∞
‖𝑢0 ‖∞

, with respect to different 𝑁 values in five tests with 𝜀 = 5 × 10−6 , and

Δ𝑡 = 9.99 × 10−6 . Again, Δ𝑡 satisfies the stability condition given in Eq. (8.47). Results
are plotted in Figure 8.10.

Figure 8.10. Convergence study with respect to the spatial discretization size for the
spectral method with volume penalization on the problem with Dirichlet boundary
conditions shown in Section 8.5.2.
As observed, the spatial convergence rate of peridynamic BASM is 𝑂(Δ𝑥 2 ) for this
example problem. This is similar to meshfree-collocation method with one-point
Gaussian quadrature [33].
Note that the all the comparison of the solutions with exact solution for obtaining errors
are considered within the domain of interest Ω = T\Γ which disregards the solution
values on the penalized region Γ.
The general error of the peridynamic BASM is bounded by the summation of the
penalization error, spatial discretization errors (finite Fourier series approximation and
DFT), and the explicit time integration error which for Forward Euler is known to be
𝑂(Δ𝑡).
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For the presented example with two Dirichlet BCs, the error of the introduced method
appears to be bounded by 𝑂(𝜀) + �𝑂(Δ𝑥 2 ) + 𝑂(Δ𝑡).
8.7

Conclusions

In this study, we introduced a boundary-adapted spectral (BAS) method for peridynamic
(PD) transient diffusion problems with arbitrary boundary conditions. The spectral
approach transforms the convolution integral into a multiplication in the Fourier space,
resulting in computations that scale as 𝑂(𝑁log𝑁). We demonstrated the efficiency of this
method by comparing it with the commonly used one-point Gaussian quadrature method
for spatial integration in a peridynamic model. In 1D, a transient diffusion problem with
roughly sixteen million nodes is solved in a few hours with the spectral method whereas
the one-point Gaussian quadrature approach would require over 12 years (!) to complete.
We also showed that using MATLAB’s built-in FFT solver on GPU (by performing
minimal changes to the code) produces significant speed-ups for the larger scale
problems.
A stability analysis for the peridynamic BASM (with the volume-penalization approach)
with Forward-Euler time integration for peridynamic transient diffusion problems
suggested that the restriction on the time-step varies linearly with the penalization factor,
for a sufficiently large one. We examined the performance of the method introduced for
arbitrary boundary conditions with two examples of peridynamic transient diffusion using
local Dirichlet and Neumann boundary conditions. We compared our numerical results
against exact nonlocal solutions, constructed using the method of manufactured solutions.
Our convergence studies show that the error scales linearly with the penalization factor
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and quadratically with the discretization size. The method can be easily extended to other
peridynamic/nonlocal models, in 1D and in higher dimensions.
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Appendix A: Boundary-adapted spectral method implementation for PD diffusion
in MATLAB
Here the MATLAB implantation for boundary-adapted spectral method with volume
penalization (BASM-VP) is provided. First, note that Eq. (8.23) can be directly use when
the periodic domain of computation is [0, 𝑆), meaning the origin locates on the left end of
the domain. If the domain of choice is [𝑏, 𝑏 + 𝑆) then the following modified form of Eq.
(8.23) should be used:
𝑑𝑢𝑖𝑁
̃𝑠 ̃ 𝑘 Δ𝑥) − 𝜈𝛽𝑢𝑖𝑁 + 𝑓𝑖𝑁
= 𝜈𝓕−𝟏
𝑫 (𝜇 𝑘 𝑢
𝑑𝑡

(8.66)

where 𝜇̃𝑠 𝑘 is the DFT of the shifted kernel function:

𝜇 𝑠 (𝑥) = 𝜇(𝑥 − 𝑏)

(8.67)
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The reason is that the DFT definitions that governs the FFT solvers are based on [0, 𝑆)
domain. If 𝑏 = 0, then the kernel function does not shift and Eq. (8.67) becomes identical
to Eq. (8.23).
A MATLAB implementation of the peridynamic BASM with VP for the transient
diffusion example in Section 8.5.2 is as follows:
 Inputs:


Physical parameters: 𝜈, 𝛿, 𝑓(𝑥, 𝑡), 𝜇(𝑥), 𝐿, 𝑡max



Initial and boundary conditions: 𝑢(𝑥, 0), 𝑢 (− 2 , 0) = 𝑢𝑏1, 𝑢 (2 , 0) =

𝐿

𝐿

𝑢𝑏2


BASM with VP parameters: 𝑁, 𝜀

 Initialization:


Calculate grid size: Δ𝑥 =

𝐿+2𝛿
𝑁

(length of the extended domain divided by

𝑁)


Calculate time step: Δ𝑡 from Eq. (8.47) with 𝜈, 𝜀, and 𝜇(𝑥)



Discretize the extended domain: 𝑥𝑖 = − 2 − 𝛿 + (𝑖 − 1)Δ𝑥 and 𝑖 =

𝐿

1,2, … , 𝑁


Shift the kernel function based on left-end of the extended domain and
𝐿

discretize: 𝜇𝑖𝑠 = 𝜇 (𝑥𝑖 + 2 + 𝛿)


Discretize the initial condition and the Source term: 𝑦𝑖0 = 𝑢(𝑥𝑖 , 0); 𝑓𝑖0 =
𝑓(𝑥𝑖 , 0);



̃𝑠 = 𝐅𝐅𝐓(𝜇𝑖𝑠 ) and 𝑦̃0 = 𝐅𝐅𝐓(𝑦𝑖0 )
Fast Fourier transform 𝜇𝑖𝑠 and 𝑦𝑖0 : 𝜇
𝑘
𝑘
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𝐿

𝐿

Define constrained regions: Γ1 = 𝑥𝑖 ∈ [− 2 − 𝛿, − 2) and Γ2 = 𝑥𝑖 ∈
𝐿 𝐿

(2 , 2 + 𝛿)
𝐿 𝐿



Define the main domain: Ω = 𝑥𝑖 ∈ [− 2 , 2]



Discretize the mask function: 𝜒𝑖 = 𝜒(𝑥𝑖 ) from Eq. (8.25).



Calculate volume constraints on Γ1 and Γ2 from Eq. (8.58) and (8.59):
𝑢Γ1 (�Γ1 , 0), 𝑢Γ2 (�Γ2 , 0)



0
Define 𝑦Γ𝑖
=

𝐿

𝐿

Eq. (8.58)

�𝑥𝑖 ∈ [− 2 − 𝛿, − 2)

0������������

�𝑥𝑖 ∈ [− 2 , 2]������������

{Eq. (8.59)


Initialize step counter: 𝑛 = 0



Initialize time: 𝑡 𝑛 = 0

𝐿 𝐿

𝐿 𝐿

𝑥𝑖 ∈ (2 , 2 + 𝛿)�����

 Solve the transient diffusion: while 𝑡 𝑛 < 𝑡max �


Update time: 𝑡 𝑛+1 = 𝑡 𝑛 + Δ𝑡



̃𝑠 𝑦̃𝑛 Δ𝑥) − 𝜈𝛽𝑦𝑖𝑛 + 𝑓𝑖𝑛 −
Update solution: 𝑦𝑖𝑛+1 = 𝑦𝑖𝑛 + Δ𝑡 [𝜈𝐅𝐅𝐓 −𝟏 (𝜇
𝑘
𝑘
𝜒𝑖
𝜀



𝑛
(𝑦𝑖𝑛 − 𝑦Γ,𝑖
)]

Update the source term: 𝑓𝑖𝑛+1 = 𝑓𝑖 (𝑥𝑖 , 𝑡 𝑛+1 )
𝐿

𝐿

2
𝐿 𝐿

2

Eq. (8.58) �𝑥𝑖 ∈ [− − 𝛿, − )


Update volume

𝑛+1
constraints:�𝑦Γ𝑖

=

0������������
{Eq. (8.59)



𝑛+1 = 𝐅𝐅𝐓(𝑦 𝑛+1 )
Fast Fourier transform 𝑦𝑖𝑛+1 : 𝑦̃
𝑖
𝑘



Update step counter: 𝑛 = 𝑛 + 1

�𝑥𝑖 ∈ [− 2 , 2]������������
𝐿 𝐿

𝑥𝑖 ∈ (2 , 2 + 𝛿)�����
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The algorithm above is for the example with Dirichlet BCs. The corresponding
MATLAB code is provided in the Online Resource 1. In the case of Neumann BCs Eq.
(8.58) and (8.59) are replaced with Eq. (8.65) and (8.66).
Appendix B: Discretization error versus penalization error in BASM-VP
To obtain a better understanding of error distribution on the domain for the example in
Section 8.5.2, and the evolution of maximum error during the diffusion process (see
Figure 8.6 and Figure 8.7), we conducted two more simulations: One simulation with a

much smaller 𝜀 compared with the test Section 8.5.2, but the same 𝑁; and one simulation
with a much larger 𝑁 compared to that test, but the same 𝜀. The first simulation reveals
the error behavior with respect to the discretization, while the second one is focused on
the penalization error.
Results for the first simulation with 𝜀 = 5 × 10−6 , 𝑁 = 29 are given in Figure 8.11.

(a)
(b)
(c)
Figure 8.11. Time snapshots of the relative error dominated by discretization in 1D
nonlocal diffusion problem in Section 8.5.2. at 𝑡 = 5 (a), and 𝑡 = 15 (b).The timeevolution of the maximum error in (c).
The second simulation is performed with�𝜀 = 5 × 10−4 and 𝑁 = 215 . Results are given
in Figure 8.12.
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(c)
(a)
(b)
Figure 8.12. Time snapshots of the relative error dominated by penalization in 1D
nonlocal diffusion problem shown in Section 8.5.2. at 𝑡 = 5 (a), and 𝑡 = 15 (b). The
time-evolution of maximum error in (c).
The discretization error rapidly grows and then decays, while the penalization error
grows near the boundaries and approaches a constant value in time. Comparing Figure
8.11 and Figure 8.12, with Figure 8.6 and Figure 8.7 in Section 8.5.2 (see also video 1 in

Supplementary materials in [78]), helps us to clearly identify the “mixture” of the
penalization and discretization errors in the example corresponding to Figure 8.6 and
Figure 8.7.
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Chapter 9

The fast convolution-based method with embedded

constraint for linear and nonlinear peridynamic diffusion equations
in 3D
9.1

Introduction

Nonlocal diffusion-type equations are frequently used to describe various phenomena
such as swarm of organisms [1], flocking of birds [2-4], pedestrian traffic [5], delayed
reaction-diffusion in biology [6], etc. Peridynamic (PD) diffusion equation is one of such
nonlocal formulations that was used for modeling diffusion in domains with evolving
discontinuities, for example heat diffusion in a cracking domain [7] or mass-transfer in
corrosion damage propagation [8-11]. Peridynamic models replace spatial derivatives in
local formulations with integral operators. This allows more general formulations with no
smoothness restrictions on the unknown functions, making it easy to solve problems with
spontaneous emergence and evolution of discontinuities [12, 13]. However, numerical
solutions to such nonlocal formulations are relatively expensive due to the computation
of volume integrals (area integrals in 2D) required at each node [14, 15].
The meshfree method based on one-point Gaussian quadrature [16] is perhaps the most
widely used numerical method for discretizing PD equations due to its benefits in
modeling damage and fracture [17]. Continuous and discontinuous Galerkin finite
element methods (FEM) [18-21] are other approaches used for discretizing PD equations.
Continuous FEM models for PD formulations are rarely used in simulating fracture,
while the discontinuous Galerkin-based discretizations of PD models have shown some
difficulties in correctly predicting dynamic brittle fracture [22]. For a certain size of the
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nonlocal interaction region (the “horizon” size), the computational complexity of the
meshfree and FEM approaches is 𝑂(𝑁 2 ) with 𝑁 being the total number of nodes
employed to discretize the domain.
Reducing the computational cost for PD models can be achieved with Fourier-based
methods. The PD operator in the PD diffusion equation can be expressed in terms of
convolution integrals. Fourier methods transform the convolution integral operator into a
multiplication in the Fourier space, at a cost of 𝑂(𝑁log 2 𝑁), with the bulk of the
computations spent on computing the Fourier transform and its inverse via fast Fourier
transform (FFT) [23, 24]. However, Fourier methods are normally only applicable to
periodic domains, limiting their use. This type of methods has been used to solve the
nonlocal Allen-Cahn equation [25], fractional-in-space reaction diffusion [26], and PD
diffusion and wave equations with linear operators [27-31], over periodic domains. A
certain class of PD models discretized with the FEM or the meshfree method, are
amenable to fast solutions using the Fourier-based approach introduced in [32, 33].
To apply Fourier methods to non-periodic domains and arbitrary boundary conditions, we
recently introduced a fast convolution-based method (FCBM) for 1D linear peridynamic
diffusion problems in [34], using a volume penalization (VP) technique previously used
in the context of PDEs in, e.g., [35]. We obtained significant efficiency gains with the
FCBM-VP compared with meshfree discretization for PD diffusion in 1D, motivating the
present study on formulating such approaches in higher dimensions and for nonlinear
problems.
In this paper we replace the volume penalization technique used in [34] with a better
scheme we call Embedded Constraint (EC), and extend the formulation to diffusion
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problems in two and three-dimensions, and also to nonlinear PD diffusion equations. We
explain the advantages of the new EC versus the VP approach for a 1D case, then we
verify the new method with a nonlinear 2D example. We also use FCBM-EC to compute
a 3D diffusion example in a bounded domain with an insulated penny-shaped cutout
subjected to Neumann and Dirichlet BCs. We determine computational efficiency gains
of the newly introduced method relative to the meshfree discretization in 3D.
9.2

Peridynamic transient diffusion

The theory of peridynamics was originally developed for mechanics and fracture [36],
and has been extensively applied modeling fracture and failure [37-40]. This nonlocal
theory has been extended to diffusion-type problems [41, 42] and several other fields [43,
44].
In peridynamics, a spatial point, denoted by its position vector 𝒙 ∈ ℝ3 , interacts with
other points within its finite size neighborhood, usually a disk in 2D (sphere in 3D)
centered at 𝒙. The neighborhood is called the horizon region of 𝒙 denoted by ℋ𝒙 , and its
radius is called horizon size (or simply, the horizon) denoted by 𝛿. Points located inside
ℋ𝒙 are denoted by 𝒙′ and are referred to as the family of 𝒙 [12, 13]. Figure 2.1
schematically shows a peridynamic body with a generic point 𝒙, its family and its
horizon. Objects that carry the pairwise nonlocal interactions between 𝒙 and 𝒙′ are called
bonds.
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Figure 9.1. A peridynamic body with a generic point 𝒙 and its horizon ℋ𝒙 .
9.2.1 The peridynamic diffusion equation
Consider the general nonlinear anisotropic inhomogeneous case of the classical diffusion
equation:
𝜕𝑢(𝒙, 𝑡)
= 𝛁 ∙ [𝐂(𝒙, 𝑡) ∙ 𝛁𝑢(𝒙, 𝑡)] + 𝑟(𝒙, 𝑡)�,
𝜕𝑡

(9.1)

where 𝑢(𝒙, 𝑡) is the function describing the diffusing quantity (e.g. concentration in mass
transport, temperature in heat transfer, etc.) at point 𝒙 and time 𝑡, 𝑟 is a source term, 𝛁 is
the gradient operator, (⋅) denotes inner (dot) product, and 𝐂 is the second-order diffusivity
tensor that may depend on position and time. Nonlinearity in Eq. (4.1) arises if 𝐂
depends on 𝑢 (e.g. concentration-dependent diffusivity, or temperature-dependent
conductivity). If 𝐂 is independent of 𝑢 the equation is linear. In this case, for an isotropic
and homogenous diffusion defined by 𝜈 as the scalar diffusivity constant, Eq. (4.1)
becomes:
𝜕𝑢(𝒙, 𝑡)
= 𝜈∇2 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)�,
𝜕𝑡
where ∇2 denotes the classical Laplacian operator.

(9.2)
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A nonlocal version of Eq. (4.1) is the general PD diffusion equation [41, 42]:
𝜕𝑢(𝒙, 𝑡)
= ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)�,
𝜕𝑡

(9.3)

where the classical diffusion operator 𝛁 ∙ (𝐂 ∙ 𝛁) in Eq. (4.1) is replaced with the PD
diffusion operator ℒ𝛾 :

ℒ𝛾 𝑢(𝒙, 𝑡) = ∫ 𝛾(𝒙, 𝒙′ , 𝑡)[𝑢(𝒙′, 𝑡) − 𝑢(𝒙, 𝑡)]d𝒙′

(9.4)

ℋ𝒙

In Eq. (9.4), the kernel 𝛾 is assumed to be nonnegative and symmetric in the first two
variables: 𝛾(𝒙, 𝒙′, 𝑡) = 𝛾(𝒙′, 𝒙, 𝑡). It defines the nonlocal interaction between 𝒙 and 𝒙′
[41, 42]. PD diffusion is nonlinear if 𝛾 depends on 𝑢(𝒙, 𝑡) and/or 𝑢(𝒙′, 𝑡).
For isotropic homogeneous diffusion with constant diffusivity, the peridynamic diffusion
equation becomes [41, 42, 45]:
𝜕𝑢(𝒙, 𝑡)
= 𝜈ℒ𝜇 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)�,
𝜕𝑡

(9.5)

where ℒ𝜇 is the PD Laplacian operator, a nonlocal version of the Laplacian in Eq. (9.2).
The PD Laplacian can be expressed as:

ℒ𝜇 𝑢(𝒙, 𝑡) = ∫ 𝜇(𝒙′ − 𝒙)[𝑢(𝒙′, 𝑡) − 𝑢(𝒙, 𝑡)]d𝒙′�,

(9.6)

ℋ𝒙

where the kernel function 𝜇 is nonnegative and symmetric, i.e. 𝜇(𝒙) = 𝜇(−𝒙).
In order to take advantage of the speedup provided by Fourier-based methods for solving
PD diffusion problems, we need to express the PD operator in terms of convolutions. For
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example, the PD Laplacian given in Eq. (9.6) can be decomposed into a convolution
integral term and a linear term:

ℒ𝜇 𝑢(𝒙, 𝑡) = ∫ 𝜇(𝒙 − 𝒙′)𝑢(𝒙′, 𝑡)d𝒙′ − (∫ 𝜇(𝒙′ − 𝒙)d𝒙′ ) 𝑢(𝒙, 𝑡)�,
ℋ𝒙

(9.7)

ℋ𝒙

Since 𝜇(𝒙 − 𝒙′) is zero outside of ℋ𝒙 :
ℒ𝜇 𝑢(𝒙, 𝑡) = [𝜇 ∗ 𝑢](𝒙, 𝑡) − 𝛽𝑢(𝒙, 𝑡)

(9.8)

where (∗) denotes the convolution operator:

[𝜇 ∗ 𝑢](𝒙, 𝑡) = ∫ 𝜇(𝒙 − 𝒙′ )𝑢(𝒙′ , 𝑡)d𝒙′ �,

(9.9)

ℛ3

and:

𝛽 = ∫ 𝜇(𝒙)d𝒙�.

(9.10)

ℋ𝟎

Note that besides this linear case, one can perform a similar decomposition for certain
classes of nonlinear problems for which such convolutional expressions exist. For
example, for kernels of the form:
𝛾(𝒙, 𝒙′ , 𝑡) = 𝜎(𝒙, 𝒙′ , 𝑢, 𝑢′ , 𝑡)𝜔(𝒙′ − 𝒙, 𝑡)

(9.11)

with 𝜔(𝒙′ − 𝒙, 𝑡) = 𝜔(𝒙 − 𝒙′, 𝑡), 𝜎(𝒙, 𝒙′ , 𝑢, 𝑢′ , 𝑡) = 𝜎(𝒙′, 𝒙, 𝑢′, 𝑢, 𝑡), and 𝜎 being a
linear combination of functions (or products of such functions) that depend on (𝒙, 𝑢, 𝑡) or
(𝒙′ , 𝑢′ , 𝑡). The decomposition into convolutions for a specific example of such PD
nonlinear diffusion operators is given below.
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Let the kernel 𝛾 in Eq. (9.4) be defined as:

𝛾(𝒙, 𝒙′ , 𝑡) = [

𝑓(𝒙, 𝑢, 𝑡)ℎ(𝒙′ , 𝑢′ , 𝑡) + 𝑓(𝒙′, 𝑢′, 𝑡)ℎ(𝒙, 𝑢, 𝑡)
] 𝜔(𝒙′ − 𝒙, 𝑡)
2

(9.12)

where 𝑢′ denotes 𝑢(𝒙′, 𝑡) for notation simplicity. Similarly, by denoting 𝑓′ and ℎ′ for
𝑓(𝒙′ , 𝑢′ , 𝑡) and ℎ(𝒙′ , 𝑢′ , 𝑡) respectively, the nonlinear diffusion PD operator becomes:
𝑓(𝒙, 𝑢, 𝑡)ℎ(𝒙′ , 𝑢′ , 𝑡) + 𝑓(𝒙′, 𝑢′, 𝑡)ℎ(𝒙, 𝑢, 𝑡)
ℒ𝛾 𝑢(𝒙, 𝑡) = ∫ {[
] 𝜔(𝒙′
2
ℋ𝒙

(9.13)

− 𝒙, 𝑡)} [𝑢(𝒙′, 𝑡) − 𝑢(𝒙, 𝑡)]d𝒙′

=

1
∫ (𝑓ℎ′ + 𝑓′ℎ)�𝜔(𝒙 − 𝒙′, 𝑡)(𝑢′ − 𝑢)d𝒙′
2 ℋ𝒙

=

1
∫ (𝑓ℎ′�𝑢′ − 𝑓ℎ′�𝑢 + 𝑓′ℎ𝑢′ − 𝑓′ℎ𝑢)𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′
2 ℋ𝒙

=

1
[∫ 𝑓ℎ′𝑢′ 𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ − ∫ 𝑓ℎ′�𝑢𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′
2 ℋ𝒙
ℋ𝒙

+ ∫ 𝑓′ℎ𝑢′ 𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ − ∫ 𝑓′ℎ𝑢𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ ]
ℋ𝒙

=

ℋ𝒙

1
[𝑓 ∫ ℎ′𝑢′ 𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ − 𝑓𝑢 ∫ ℎ′�𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′
2
ℋ𝒙
ℋ𝒙

+ ℎ ∫ 𝑓′𝑢′ 𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ − ℎ𝑢 ∫ 𝑓′𝜔(𝒙 − 𝒙′ , 𝑡)d𝒙′ ]
ℋ𝒙

=

ℋ𝒙

1
{𝑓[𝜔 ∗ (ℎ𝑢)] − 𝑓𝑢(𝜔 ∗ ℎ) + ℎ[𝜔 ∗ (𝑓𝑢)] − ℎ𝑢(𝜔 ∗ 𝑓)}
2

Note that Eq. (9.8), the linear case, is recovered from Eq. (9.13) when 𝑓 = ℎ = 1, and
𝜔 = 𝜇.
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The proposed method is general and can be applied to any integral operator with a
convolutional structure. For example, in some recent work [46], we have obtained results
that show how to apply the method for some PD elasticity models (with small or large
rotations) or for dynamic brittle fracture problems.
In Section 9.3 we use the convolution form given in Eq. (9.8) for the linear case to
construct the fast convolution-based method for peridynamic models of diffusion, and
then we repeat those steps for the nonlinear case given in Eq. (9.13).
9.3

The fast convolution-based method for 3D peridynamic transient diffusion

In this section we discuss the fast convolution-based method for the linear (general) and
nonlinear (particular case in Eq. (9.13)) PD diffusion in 3D periodic domains.
Consider the isotropic homogeneous PD diffusion given by Eq. (9.5). In order to apply
Fourier-based methods, we need to assume periodicity of the 3D domain in the Cartesian
directions. Let 𝑢(𝒙, 𝑡) be a complex-valued scalar function defined over the periodic
domain�𝕋 = [0, 𝐿1 ] × [0, 𝐿2 ] × [0, 𝐿3 ], with 0 being “identified” with 𝐿1 ,�𝐿2 ,and 𝐿3 in all
three directions to create the domain periodicity (in Section 9.4 we will show how to
extend this to arbitrary domains). Then�𝑢(𝒙, 𝑡) can be expressed with the infinite Fourier
series in space [47, 48]:
+∞

+∞

+∞

𝑢(𝒙, 𝑡) = ∑

∑

∑ 𝑢̂(𝒌, 𝑡)𝑒

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3

𝑘3 =−∞ 𝑘2 =−∞ 𝑘1 =−∞

where 𝒌 = {𝑘1 , 𝑘2 , 𝑘3 } is the integer vector of Fourier modes, 𝜁 = √−1, and:

(9.14)
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𝑢̂(𝒌, 𝑡) =

𝐿3 𝐿2 𝐿1
𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
1
−2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3 d𝑥 d𝑥 d𝑥 �
∫ ∫ ∫ 𝑢(𝒙, 𝑡)𝑒
1
2
3
𝐿3 𝐿2 𝐿1 0 0 0

(9.15)

are the Fourier coefficients of 𝑢 for different values of 𝒌. Eq. (9.15) is also called the
Fourier transform of 𝑢 while Eq. (9.14) is the inverse Fourier transform of 𝑢̂. A similar
Fourier series representation is possible for the kernel function 𝜇 (see Eq. (9.6)) if it is
assumed to be a periodic complex-valued scalar function defined over Τ:
+∞

+∞

+∞

𝜇(𝒙) = ∑

∑

∑ 𝜇̂ (𝒌)𝑒

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3

(9.16)

𝑘3 =−∞ 𝑘2 =−∞ 𝑘1 =−∞

𝜇̂ (𝒌) =

𝐿3 𝐿2 𝐿1
𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
1
−2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3 d𝑥 d𝑥 d𝑥 �
∫ ∫ ∫ 𝜇(𝒙)𝑒
1
2
3
𝐿3 𝐿2 𝐿1 0 0 0

(9.17)

In this case, the PD Laplacian operator of 𝑢 becomes:
ℒ𝜇 𝑢(𝒙, 𝑡) = [𝜇 ∗𝕋 𝑢](𝒙, 𝑡) − 𝛽𝑢(𝒙, 𝑡)

(9.18)

Where (∗T ) denotes the 3D circular (also called cyclic or periodic) convolution on Τ [49]:

[𝜇 ∗𝕋 𝑢](𝒙, 𝑡) = ∫ 𝜇(𝒙 − 𝒙′ )𝑢(𝒙′, 𝑡)d𝒙′

(9.19)

𝕋

In the Fourier space, the circular convolution is transformed into multiplication of the
convoluted functions [49]:
𝓕{[𝜇 ∗𝕋 𝑢](𝒙, 𝑡)} = 𝐿3 𝐿2 𝐿1 𝓕(𝜇)𝓕(𝑢) = 𝐿3 𝐿2 𝐿1 𝜇̂ (𝒌)𝑢̂(𝒌, 𝑡)�,

where 𝓕 denotes the Fourier transform operation.

(9.20)
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To arrive at the solution using our Fourier-based method, we need to use the Discrete
Fourier Transform (DFT) [47]. To this aim, we first approximate 𝑢 and 𝜇 with their
truncated (finite) Fourier series. Let 𝑁1 , 𝑁2 , and 𝑁3 be three integer numbers up to which
the Fourier series are truncated in the three directions:

𝑢𝑁 (𝒙, 𝑡) =

+𝑁3 /2

+𝑁2 /2

+𝑁1 /2

∑

∑

∑

𝑢̂(𝒌, 𝑡)𝑒

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3

(9.21)

𝑘3 =−𝑁3 /2 𝑘2 =−𝑁2 /2 𝑘1 =−𝑁1 /2

+𝑁3 /2

+𝑁2 /2

+𝑁1 /2

∑

∑

∑

𝜇 𝑁 (𝒙) =

𝜇̂ (𝒌)𝑒

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3

(9.22)

𝑘3 =−𝑁3 /2 𝑘2 =−𝑁2 /2 𝑘1 =−𝑁1 /2

We then select a uniform discretization of the spatial domain, with the same number of
nodes as the Fourier modes in the truncations above [47] in each direction:
𝐿

𝐿

𝐿

𝒙𝑖𝑗𝑙 = (𝑖Δ𝑥1 , 𝑗Δ𝑥2 , 𝑙Δ𝑥3 ) , where Δ𝑥1 = 𝑁1 ; �Δ𝑥2 = 𝑁2 ; �Δ𝑥3 = 𝑁3
1

2

3

(9.23)

and = {0, … , 𝑁1 − 1}; �𝑗 = {0, … , 𝑁2 − 1}�; 𝑙 = {0, … , 𝑁3 − 1}.

Thus, the discrete Fourier transforms (DFT) for 𝑢 and 𝜇 are:
𝑁3 −1 𝑁2 −1 𝑁1 −1

𝑢̃(𝒌, 𝑡) = ∑ ∑ ∑ 𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡)𝑒
𝑙=0 𝑗=0

(9.24)

𝑖=0

𝑁3 −1 𝑁2 −1 𝑁1 −1
𝑁

𝜇̃(𝒌) = ∑ ∑ ∑ 𝜇 (𝒙𝑖𝑗𝑙
𝑙=0

𝑘 𝑖 𝑘 𝑗 𝑘 𝑙
−2𝜋𝜁( 1 + 2 + 3 )
𝑁1 𝑁2 𝑁3

𝑘 𝑖 𝑘 𝑗 𝑘 𝑙
−2𝜋𝜁( 1 + 2 + 3 )
𝑁1 𝑁2 𝑁3 �,
)𝑒

𝑗=0 𝑖=0

and the inverse discrete Fourier transform (iDFT) for 𝑢̃ and 𝜇̃ are:

(9.25)
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𝑁3
−1�
2

𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡) =

1
∑
𝑁3 𝑁2 𝑁1
𝑁

𝑁2
−1
2

∑

𝑁1
−1
2

∑ 𝑢̃(𝒌, 𝑡)𝑒

𝑘 𝑖 𝑘 𝑗 𝑘 𝑙
2𝜋𝜁( 1 + 2 + 3 )
𝑁1 𝑁2 𝑁3

(9.26)

𝑁
𝑁
𝑘3 =− 3 𝑘2 =− 22 𝑘1 =− 21
2

1
𝜇 𝑁 (𝒙𝑖𝑗𝑙 ) =
𝑁3 𝑁2 𝑁1

+𝑁3 /2

+𝑁2 /2

+𝑁1 /2

∑

∑

∑

𝜇̃(𝒌)𝑒

𝑘 𝑖 𝑘 𝑗 𝑘 𝑙
2𝜋𝜁( 1 + 2 + 3 )
𝑁1 𝑁2 𝑁3

(9.27)

𝑘3 =−𝑁3 /2 𝑘2 =−𝑁2 /2 𝑘1 =−𝑁1 /2

The PD Laplacian of 𝑢𝑁 on the discretized domain can be expressed via one-point
Gaussian quadrature:
𝑁3 −1 𝑁2 −1 𝑁1 −1
𝑁

(9.28)
𝑁

𝑁

ℒ𝜇 𝑢 (𝒙𝑖𝑗𝑙 , 𝑡) = ∑ ∑ ∑ 𝜇 (𝒙𝑖𝑗𝑙 − 𝒙𝑝𝑞𝑚 )[𝑢 (𝒙𝑝𝑞𝑚 , 𝑡)
𝑚=0 𝑞=0 𝑝=0

− 𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡)] Δ𝑥1 Δ𝑥2 Δ𝑥3
𝑁3 −1 𝑁2 −1 𝑁1 −1

= ∑ ∑ ∑ 𝜇 𝑁 (𝒙𝑖𝑗𝑙 − 𝒙𝑝𝑞𝑚 )𝑢𝑁 (𝒙𝑝𝑞𝑚 , 𝑡) Δ𝑥1 Δ𝑥2 Δ𝑥3
𝑚=0 𝑞=0 𝑝=0
𝑁3 −1 𝑁2 −1 𝑁1 −1

− { ∑ ∑ ∑ 𝜇 𝑁 (𝒙𝑖𝑗𝑙 − 𝒙𝑝𝑞𝑚 ) Δ𝑥1 Δ𝑥2 Δ𝑥3 } 𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡)
𝑚=0 𝑞=0 𝑝=0

= [𝜇 𝑁 ∗𝕋 𝑢𝑁 ](𝒙𝑖𝑗𝑙 , 𝑡) − 𝛽 𝑁 𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡)

With these definitions for the truncated Fourier series representations and DFT
operations, one can write [50]:
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[𝜇 𝑁 ∗𝕋 𝑢𝑁 ](𝒙𝑖𝑗𝑙 , 𝑡) = 𝐢𝐃𝐅𝐓 {𝐃𝐅𝐓{[𝜇 𝑁 ∗𝕋 𝑢𝑁 ](𝒙𝑖𝑗𝑙 , 𝑡)}} =
𝑁3 −1 𝑁2 −1 𝑁1 −1 𝑁
∑𝑞=0 ∑𝑝=0 𝜇 (𝒙𝑖𝑗𝑙 −
𝐢𝐃𝐅𝐓{Δ𝑥1 Δ𝑥2 Δ𝑥3 𝐃𝐅𝐓[∑𝑚=0

(9.29)

𝒙𝑝𝑞𝑚 )𝑢𝑁 (𝒙𝑝𝑞𝑚 , 𝑡)]} = 𝐢𝐃𝐅𝐓[Δ𝑥1 Δ𝑥2 Δ𝑥3 𝜇̃(𝒌)𝑢̃(𝒌, 𝑡)]

Using the Fast Fourier Transform (FFT) algorithms [23, 24], the cost for the DFT
operation and its inverse is 𝑂(𝑁log 2 𝑁), where 𝑁 = 𝑁1 𝑁2 𝑁3 is the total number of nodes.
𝑁
𝑁
To simplify notation, let 𝑢𝑁 (𝒙𝑖𝑗𝑙 , 𝑡) = 𝑢𝑖𝑗𝑙,𝑡
and 𝜇 𝑁 (𝒙𝑖𝑗𝑙 ) = 𝜇𝑖𝑗𝑙
. The linear nonlocal

operator in discrete form is:
𝑁
𝑁
𝑁
ℒ𝜇 𝑢𝑁 |𝑖𝑗𝑙,𝑡 = 𝐅𝐅𝐓 −𝟏 [Δ𝑥1Δ𝑥2 Δ𝑥3 𝐅𝐅𝐓(𝜇𝑖𝑗𝑙
)𝐅𝐅𝐓(𝑢𝑖𝑗𝑙,𝑡
)] − 𝛽 𝑁 𝑢𝑖𝑗𝑙,𝑡
,

(9.30)

where 𝐅𝐅𝐓 and 𝐅𝐅𝐓 −𝟏 refer to the FFT and inverse FFT operations, and:
𝑁3 −1 𝑁2 −1 𝑁1 −1
𝑁

𝛽 = ∑ ∑ ∑ 𝜇 𝑁 (𝒙𝑖𝑗𝑙 ) Δ𝑥1 Δ𝑥2 Δ𝑥3 ,
𝑙=0 𝑗=0

(9.31)

𝑖=0

For singular kernels (lim 𝜇(𝒙) = ∞, e.g. the kernel in Section 9.5.3), 𝜇 𝑁 ∗𝕋 𝑢𝑁 and 𝛽 𝑁
𝒙→0

become singular which make ℒ𝜇 𝑢𝑁 |𝑖𝑗𝑙,𝑡 in Eq. (9.28) to seem undefined, but in fact it is
defined. The canceling pairs of terms leads to canceling singularities in 𝜇 𝑁 ∗𝕋 𝑢𝑁 and
𝛽 𝑁 , and leads to a value of zero forℒ𝜇 𝑢𝑁 |𝑖𝑗𝑙,𝑡 at the singularity point ( 𝑖𝑗𝑙 = 𝑝𝑞𝑚 in Eq.
(9.28)). In the actual implementation, to overcome numerical issues we set
𝜇 𝑁 (𝒙𝑖𝑗𝑙 )|𝒙

𝑖𝑗𝑙 =0

= 0.
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For integrable kernels, 𝛽 can be calculated analytically at the continuum level
formulation in Eq. (9.18). When using the discretized formulation, however, the 𝛽
integral should also be computed using the same discretization as the convolution term
𝜇 𝑁 ∗𝕋 𝑢𝑁 . Otherwise, discretization inconsistency between 𝜇 𝑁 ∗𝕋 𝑢𝑁 and 𝛽 𝑁 can
undermine the accuracy of the computed ℒ𝜇 𝑢𝑁 .
Let 𝑟𝑖𝑗𝑙,𝑡 denote 𝑟(𝒙𝑖𝑗𝑙 , 𝑡), then the spatially-discretized PD diffusion equation with the
fast convolution-based method then reads:
𝑁
d𝑢𝑖𝑗𝑙,𝑡
𝑁
𝑁
𝑁
= 𝜈𝐅𝐅𝐓�−𝟏 [Δ𝑥3 Δ𝑥2 Δ𝑥1 𝐅𝐅𝐓(𝜇𝑖𝑗𝑙
)𝐅𝐅𝐓(𝑢𝑖𝑗𝑙,𝑡
)] − 𝜈𝛽 𝑁 𝑢𝑖𝑗𝑙,𝑡
+ 𝑟𝑖𝑗𝑙,𝑡
d𝑡

(9.32)

Using, for example, the forward Euler method in time for approximating the solution of
the ordinary differential equation (ODE) in Eq. (9.32), yields:
𝑁
𝑁
𝑢𝑖𝑗𝑙,𝑡+Δ𝑡�
= 𝑢𝑖𝑗𝑙,𝑡
𝑁
𝑁
+ Δ𝑡{𝜈𝐅𝐅𝐓�−𝟏 [Δ𝑥3 Δ𝑥2 Δ𝑥1 𝜇̃𝑘1𝑘2 𝑘3 𝐅𝐅𝐓(𝑢𝑖𝑗𝑙,𝑡
)] − 𝜈𝛽 𝑁 𝑢𝑖𝑗𝑙,𝑡

(9.33)

+ 𝑟𝑖𝑗𝑙,𝑡 }

𝑁
Note that 𝜇̃𝑘1 𝑘2 𝑘3 = �𝐅𝐅𝐓(𝜇𝑖𝑗𝑙
) is precomputed only once, before the time integration

loop, since it does not depend on time in our case.
The steps shown above for the isotropic homogeneous linear PD diffusion given in Eq.
(9.5) can be easily extended to nonlinear cases in which the nonlinear PD operator is
decomposable into convolutional terms. For example, in the case of the nonlinear

343
diffusion with the time dependent properties given by Eq. (9.4) and (9.13), the fast
convolution-based method leads to the following discretization:
𝑁
𝑁
𝑢𝑖𝑗𝑙,𝑡+Δ𝑡�
= 𝑢𝑖𝑗𝑙,𝑡

(9.34)

1
𝑁
𝑁
𝑁
𝑁
+ Δ𝑡 { Δ𝑥3 Δ𝑥2 Δ𝑥1 {𝑓𝑖𝑗𝑙,𝑡
𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗𝑙,𝑡
)𝐅𝐅𝐓(ℎ𝑖𝑗𝑙,𝑡
𝑢𝑖𝑗𝑙,𝑡
)]
2
𝑁
𝑁
𝑁
𝑁
− 𝑓𝑖𝑗𝑙,𝑡
𝑢𝑖𝑗𝑙,𝑡
𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗𝑙,𝑡
)𝐅𝐅𝐓(ℎ𝑖𝑗𝑙,𝑡
)]
𝑁
𝑁
𝑁
𝑁
+ ℎ𝑖𝑗𝑙,𝑡
𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗𝑙,𝑡
)𝐅𝐅𝐓(𝑓𝑖𝑗𝑙,𝑡
𝑢𝑖𝑗𝑙,𝑡
)]
𝑁
𝑁
𝑁
𝑁
− ℎ𝑖𝑗𝑙,𝑡
𝑢𝑖𝑗𝑙,𝑡
𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗𝑙,𝑡
)𝐅𝐅𝐓(𝑓𝑖𝑗𝑙,𝑡
)]} + 𝑟𝑖𝑗𝑙,𝑡 }

The only difference between the linear and nonlinear case is the discretized diffusion
operator, because the nonlinear case requires more FFT and FFT-1 calculations (in the
example above the nonlinear case would cost four times more than the linear case).
Notably, the complexity for the nonlinear case remains 𝑂(𝑁log 2 𝑁).
9.4

fast convolution-based method for 3D Peridynamic diffusion with boundary
conditions

In this section, we first discuss volume constraints (nonlocal boundary conditions) in
peridynamic problems. Then we introduce a new approach to apply fast convolutionbased method to non-periodic problems with arbitrary volume constraints.
9.4.1 Boundary conditions in peridynamics
Boundary conditions in PD nonlocal approach are in the form of volume constraints,
defined over a 𝛿 thick volume layer on the domain exterior. Figure 9.2 schematically
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show a PD domain (Ω) and its boundary layer (Γ). More details on PD volume constraints
are discussed in [51].

Figure 9.2. A peridynamic domain (Ω) and its boundary layer or constrained volume
(Γ) and their interface (𝜕Ω).
According to nonlocal vector calculus [51], volume-constrained peridynamic problems
are defined analogous to boundary value problems with PDEs in the local theory.
Volume constrained peridynamic transient diffusion problem can be generally expressed
as [42]:
𝜕𝑢(𝒙, 𝑡)
= ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)�������������������
{ 𝜕𝑡
𝑢(𝒙, 0) = 𝑢0 ���(initial�condition)����������������
𝐺(𝑢) = 0���(volume�constraints)���������������

𝒙 ∈ Ω,���𝑡 > 0�
𝒙 ∈ Ω���������������
𝒙 ∈ Γ,����𝑡 ≥ 0

(9.35)

where 𝐺 is a function that prescribes the constraints of 𝑢 on Γ. In Section 9.5.2 we
present the solution for a problem with such volume constraints.
In most engineering problems, measurements are taken at the surfaces of a body, not
through a layer near the surface. The natural representation of such measurements is via
local boundary conditions. Methods for imposing local boundary conditions on
peridynamic bodies have been studied in [52-55]. One such method is the fictitious
layer/nodes method (e.g. [52, 54]) where certain volume constraint is considered on Γ,
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leading to desired boundary conditions on 𝜕Ω (see Figure 9.2). This method is exact in 1D
and reasonably accurate in 2D and 3D (except at regions with high gradients, corners and
sharp curvatures, see [54]). In Sections 9.5.1 and 9.5.3, we use this method to enforce
local BCs in two PD problems, by determining the corresponding volume constraint
values on the boundary layer Γ. Details for imposing Dirichlet and Neumann BCs to
peridynamic models are provided in Appendix A.
9.4.2 Enforcing boundary conditions with a new “embedded constraint” method
In this section, we introduce a new way to extend the fast convolution-based method
described in Section 9.3, to bounded domains with arbitrary volume constraints
(boundary conditions).
As mentioned earlier, while domain periodicity is a requirement for Fourier methods,
modifications have been introduced for local theories to solve problems with nonperiodic boundary conditions (e.g. see [35, 56-59]). In [34], we introduced a volume
penalization technique to solve problems with non-periodic volume constraints in 1D
peridynamic diffusion using a Fourier-based method. Here, we introduce a simpler, more
general, and more efficient method to impose non-periodic boundary conditions in the
solution of PD Fourier-based models.
Assume a generic irregular domain (Ω) and its boundary layer (Γ). To use FCBM, for
solving the following volume-constrained problem:
𝜕𝑢(𝒙, 𝑡)
= ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)
𝜕𝑡
𝑢(𝒙, 0) = 𝑢0 ���������������������������������
{ 𝑢(𝒙, 𝑡) = 𝑔(𝒙, 𝑡)�������������������������

𝒙 ∈ Ω,���𝑡 > 0
𝒙 ∈ Ω��������������
𝒙 ∈ Γ,���𝑡 ≥ 0

(9.36)
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we first put Ω ∪ Γ inside a periodic box (𝕋) (see Figure 9.3 for the 2D case). 𝕋\(Ω ∪ Γ�) is
denoted by Λ and is referred to as gap region.

Figure 9.3. Extension of a bounded-domain peridynamic model by periodicity.
We then replace the volume-constrained problem in Eq. (9.36) with the following
periodic problem:

{

𝜕𝑢(𝒙, 𝑡)
𝜕𝑤(𝒙, 𝑡)
= 𝜒(𝒙, 𝑡)[ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)] + [1 − 𝜒(𝒙, 𝑡)]
𝒙 ∈ 𝕋, 𝑡 > 0
𝜕𝑡
𝜕𝑡
𝑢(𝒙, 0) = 𝑢0 ������������������������������������������������������������������������������������������������� 𝒙 ∈ 𝕋�������������

(9.37)

where χ denotes the mask function:

𝜒(𝒙) = {

1 𝒙 ∈ Ω���������������������
0 𝒙 ∈ 𝕋\Ω = Γ ∪ Λ

(9.38)

and:
0
𝑤(𝒙, 𝑡) = {𝑔(𝒙, 𝑡)
𝑧(𝒙, 𝑡)

𝒙∈Ω
𝒙∈Γ
𝒙∈Λ

(9.39)
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where 𝑔(𝒙, 𝑡) is the volume constraint given by the original problem defined in Eq.
(9.36), and 𝑧(𝒙, 𝑡) is a function describing gap values.
We stress that both classical (local) Dirichlet and Neumann BCs can be handled by the
volume-constrained problem description provided in Eq. (9.36). One can choose certain
profiles of 𝑔(𝒙, 𝑡), such that effectively a classical Dirichlet or a classical Neumann BC is
enforced at the domain boundary 𝜕Ω. One can specify the particular type of classical
BCs to be enforced, by a proper choice of the 𝑔 function in Eq. (9.36). Formulas for how
to specify g for Dirichlet or Neumann BCs are provided in Appendix A as Eq. (9.70) and
Eq. (9.72).
Note that unlike the constraint 𝑔, gap values (𝑧) do not directly interact with 𝑢 on Ω,
since Λ and Ω are more than a horizon size apart (see Figure 9.3), and therefore, in
principle, they can be chosen arbitrarily (zero, for example). This may lead to nonsmoothness at the Γ-Λ interface. We have studied to see whether this lack of
smoothness in the extensions leads to associated errors (Gibbs-type phenomenon), and
the numerical experiments, so far, indicate no oscillations are produced. We also checked
the absence of the Gibbs oscillations when non-smooth extensions are used for the
elastic problem (see [46]). While we are continuing to investigate this problem to fully
understand why lack of smoothness does not lead to Gibbs-type oscillations for our
method, one can generate smooth extensions using approaches available in the literature
for the local model (see [47, 57]). It is worth mentioning that smoothing effects are
expected to be introduced in a convolution setting, as noted in the literature (see [60-62]).
Now that the original volume-constrained problem is replaced with a periodic problem.
We apply the Fourier collocation method described in Section 9.3 to spatially discretize
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the periodic problem. Let the domain 𝕋 be discretized according to the Eq. (9.23); then
problem (9.37) becomes the following initial value problem for a system of ODEs:
𝑁
d𝑢𝑖𝑗𝑙,𝑡
d𝑤𝑖𝑗𝑙,𝑡
=
𝜒
(ℒ
𝑢|
+
𝑟
)
+
(1
−
𝜒
)
𝑖𝑗𝑙
𝛾
𝑖𝑗𝑙,𝑡
𝑖𝑗𝑙
{ d𝑡
𝑖𝑗𝑙,𝑡
d𝑡
𝑢𝑖𝑗𝑙,𝑡=0 = 𝑢0,𝑖𝑗𝑙 �������������������������������������������������������������������

𝒙 ∈ 𝕋, 𝑡 > 0

(9.40)

𝒙 ∈ 𝕋�������������

where

𝜒𝑖𝑗𝑙 = {

1

𝒙𝑖𝑗𝑙 ∈ Ω

0

𝒙𝑖𝑗𝑙 ∈ Γ ∪ Λ

�����

(9.41)

and
0 ������ 𝒙𝑖𝑗𝑙 ∈ Ω
𝑤𝑖𝑗𝑙,𝑡 = { 𝑔𝑖𝑗𝑙,𝑡

𝒙𝑖𝑗𝑙 ∈ Γ

𝑧𝑖𝑗𝑙,𝑡

𝒙𝑖𝑗𝑙 ∈ Λ

(9.42)

ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 is the discrete peridynamic Laplacian operator calculated via Fourier transform
according to Section 9.3. The particular formula for ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 depends on the kernel inside
the operator (see Eq. (9.30) and (9.34) as two examples).
According to Eq. (9.41), one re-write the system of ODE in Eq. (9.40):
ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 + 𝑟𝑖𝑗𝑙,𝑡
𝑁
d𝑢𝑖𝑗𝑙,𝑡
= {d𝑤𝑖𝑗𝑙,𝑡
d𝑡
�����������������
d𝑡

𝒙𝑖𝑗𝑙 ∈ Ω�������
(9.43)
𝒙𝑖𝑗𝑙 ∈ Γ ∪ Λ
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To solve Eq. (9.43) in time, we use an ODE solver (here we select the forward Euler
method). Knowing 𝑢 = 𝑤 on 𝕋\Ω, one can write:

𝑁
𝑢𝑖𝑗𝑙,𝑡+𝛥𝑡

={

𝑁
𝑢𝑖𝑗𝑙,𝑡
+ 𝛥𝑡 (ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 + 𝑟𝑖𝑗𝑙,𝑡 )

𝑤𝑖𝑗𝑙,𝑡+𝛥𝑡

𝒙𝑖𝑗𝑙 ∈ Ω

(9.44)

𝒙𝑖𝑗𝑙 ∈ Γ ∪ Λ

We use Eq. (9.41) to re-write Eq. (9.44):
𝑁
𝑁
𝑢𝑖𝑗𝑙,𝑡+𝛥𝑡
= 𝜒𝑖𝑗𝑙 [𝑢𝑖𝑗𝑙,𝑡
+ 𝛥𝑡 (ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 + 𝑟𝑖𝑗𝑙,𝑡 )] + (1 − 𝜒𝑖𝑗𝑙 )𝑤𝑖𝑗𝑙,𝑡+𝛥𝑡

(9.45)

We call this way of imposing volume constraints the “embedded constraint” method,
since the constraints are embedded into the governing integro-differential equation.
According to the stability analysis for FCBM-VP in [34], one can easily show that the
stability condition in the absence of a penalization term for linear diffusion results in:

Δ𝑡 ≤

1
𝜈𝛽

(9.46)

This condition implies that stability does not depend on the spatial discretization
resolution, but depends on the horizon size and the kernel function. This condition is
similar to the CFL condition in the meshfree method [52]. In the volume penalization
method introduced in [34] (see Appendix B for a brief review), higher accuracy requires
a potentially larger penalization parameter which may shrink the maximum allowed time
step, and consequently increase the computational cost. One advantage of the new
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embedded constraint method compared with the volume penalization is that the maximum
time step size does not depend on a penalization parameter.
Another major advantage of EC over VP is that EC can be applied directly to other PD
equations, e.g. PD equations of motion, while the penalization method in [34] cannot
without modifications. The specifics of the VP method depend on whether one solves
PDEs with first-order or second-order partial derivatives in time (see [34]).
9.5

Examples and discussion

In this section, we first numerically evaluate the accuracy and convergence of the newly
introduced FCBM-EC method for a 1D peridynamic linear diffusion example with nonperiodic boundary conditions and compare its performance versus the penalization
method in [34]. Then, we solve a 2D volume-constrained peridynamic nonlinear
diffusion problem and perform spatial and temporal convergence studies to the exact
nonlocal solution (obtained via the method of manufactured solutions). Finally, we show
a 3D diffusion problem with non-periodic local boundary conditions using the FCBM-EC
and discuss the computational efficiency of the method relative to the meshfree
discretization and FEM-based Abaqus solutions.
9.5.1 Performance of the FCBM with embedded constraint in 1D
To evaluate the performance of the FCBM-EC in terms of accuracy and convergence, we
test the method for solving a PD problem for which we have the analytical solution
(based on the method of manufactured solutions, see e.g. [63]). Consider the following
𝐿 𝐿

1D PD linear diffusion problem on the bounded domain Ω = [− 2 , 2]:
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𝜕𝑢(𝑥, 𝑡)
= 𝜈 ∫ 𝜇(𝑥′ − 𝑥)[𝑢(𝑥 ′ ) − 𝑢(𝑥)]d𝑥′ + 𝑟(𝑥, 𝑡)
𝜕𝑡
ℋ𝑥

(9.47)

where:
|𝑥|
12
(1
−
) ;�����|𝑥| ≤ 𝛿
𝜇(𝑥) = { 𝛿 3
𝛿
0�;����������������������������|𝑥| > 𝛿

(9.48)

and

𝑟(𝑥, 𝑡) = 𝜈 {

6𝐿2
2𝜋𝛿
12
2𝜋𝑥
[cos (
) − 1] + 2 − 1} 𝑒 −𝜈𝑡 sin (
),
4
2
𝛿 𝜋
𝐿
𝛿
𝐿

(9.49)

with the initial condition:

𝑢(𝑥, 0) =

2𝑥
2𝜋𝑥
+ sin (
),
𝐿
𝐿

(9.50)

and subjected to Dirichlet boundary conditions:
𝐿
𝑢 (− , 𝑡) = −1
2

(9.51)

𝐿
𝑢 ( , 𝑡) = 1
2

(9.52)

This problem was used in [34] to verify FCBM with volume penalization. The exact
analytical solution to the above problem is:

𝑢(𝑥, 𝑡) =

2𝑥
2𝜋𝑥
+ 𝑒 −𝜈𝑡 sin (
)
𝐿
𝐿

(9.53)
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𝐿 𝐿

In order to apply FCBM we first extend the bounded domain Ω = [− 2 , 2] by a length 𝛿
on both ends to create the boundary volumes (Γ). In the extended domain 𝕋=
𝐿

𝐿

𝐿

𝐿

[− 2 − 𝛿, 2 + 𝛿), volume constraints should be specified on Γ1 = [− 2 − 𝛿�, − 2) and
𝐿

Γ2 = (2 �,

𝐿
2

+ 𝛿], as the left and the right boundary layers. In this example, we consider

𝕋= Ω ∪ Γ to be periodic; therefore no gap region is included (Λ = ∅). There are two
alternatives for applying the local BC given in Eq. (9.51) and (9.52): firstly, use the exact
volume constraints (because we employ the exact, manufactured solution for the nonlocal
problem), and secondly, use a technique (e.g. Appendix A and [34]) for constructing
volume constraints based on the given local BCs. In order to compare with the results in
[34] , here we use the second approach. This example will also demonstrate how one can
apply local BCs to a general peridynamic problem, even when the nonlocal analytical
solution is not known.
Let 𝐿 = 2, 𝜈 = 0.2 , 𝛿 = 0.2, and the total diffusion time 𝑡max � = 15. Accordingly, 𝕋 =
[−1.2, 1.2) is the periodic extended domain with −1.2 identified with 1.2. Let 𝑁 = 29 be
the total number of nodes and Δ𝑡 = 1.67 × 10−2 as the maximum time step allowed by
Eq. (9.46). Figure 9.4 shows the numerical results from FCBM-EC versus the exact
solution. The corresponding code is found in the Supplementary materials in [71]. As
observed, boundary conditions are correctly enforced using the introduced IC method.
We performed convergence tests on this example to study the influence of spatial and
temporal resolutions on the maximum relative error:

max

𝑁
‖𝑢𝑖,𝑡 �−𝑢𝑖,𝑡
‖

∞

0<𝑡<𝑡𝑚𝑎𝑥 ‖𝑢𝑖,𝑡=0 ‖∞

.
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Figure 9.4. Comparison of the numerical solution obtain with FCBM-EC and the exact
solution for a 1D nonlocal diffusion problem with two Dirichlet (non-periodic)
boundary conditions.
𝛿

In peridynamics the ratio 𝑚 = 𝛥𝑥 is usually referred to as “m factor” [64] which is a
measure for family node density. For convergence tests in terms of spatial discretization,
we refine the spatial discretization while keeping the horizon size fixed. This is called
“m-convergence” [64]. We varied 𝑁 = 26 to 213 (m varied from 5.3 to 682.7
accordingly). Results are presented in Figure 9.5(a). We performed a similar convergence
study using the previously introduced VP method (see Appendix B and [34]), and the
results are shown in Figure 9.5(b). The code of FCBM-VP is found in the Supplementary
materials in [71].

(a)

(b)
Figure 9.5. Convergence studies in terms of spatial resolution for three time step sizes:
a) FCBM-EC; b) FCBM-VP, with the penalization parameter resolved for each time
step size for optimality.
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By comparing results in Figure 9.5(a) and Figure 9.5(b), we observe that the EC method is
more accurate than the VP approach for the same time step size. Note that the temporal
resolution in the VP method is tied to penalization parameter (𝜀) magnitude. For each
time step, we chose the smallest possible 𝜀 to test the optimum performance of VP versus
EC (see Appendix B). For both the FCBM-EC and FCBM-VP, the rate of convergence is
𝑂(Δ𝑥 2 ) for sufficiently small Δ𝑡.
The rigorous error estimate and convergence analysis has yet to be carried out for this
method in future. However, the quadratic rate of convergence is likely due to the
Gaussian quadrature we use to approximate the integral (see Eq.0).
Although Figure 9.5(a) already shows the error for three different time steps, we perform a
separate temporal convergence test for FCBM-EC and show the results in Figure 9.6. For
this test the spatial resolution is fixed: 𝑁 = 213 (m = 682.7).

Figure 9.6. Convergence study of FCBM-EC in terms of temporal resolution for a 1D
example with non-periodic boundary conditions.
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We observe a linear rate of convergence,𝑂(Δ𝑡), which is expected from the Forward
Euler time integrator.
One can use methods with higher order accuracy (e.g. explicit 4th order Runge-Kutta) for
temporal integration. In that case, the stability restriction on time step size for explicit
methods would be different from that shown in Eq. (9.46).
To check the computational complexity for the two methods (the meshfree method using
direct quadrature, and the FCBM-EC using the FFT), we solved the 1D problem above,
considering various spatial discretization size. We ran the meshfree method using 𝑁 = 29
to 220 and the FCBM-EC with 𝑁 = 216 to 228 . The time step in all these tests was
chosen to be Δ𝑡 = 1.67 × 10−2 . Simulations were conducted using a Dell-Precision
T7810 workstation PC, Intel(R) Xeon(R) CPU E5-2687 W v3 @3.10 GHz logical
processors, and 64 GB of installed memory. We utilized only one CPU for these
computations. Figure 9.7 shows the computational run times for each method, relative to
the problem size.

(b)
(a)
Figure 9.7. Computational complexity of the meshfree method (direct quadrature) (a)
versus FCBM-EC (FFT-based) (b).
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As expected, the complexity of meshfree method with direct quadrature is 𝑂(𝑁 2 ), while
for the FCBM-EC we find it to be 𝑂(𝑁log 2 𝑁).
9.5.2 A 2D nonlinear volume-constrained problem
In this part, we examine the new FCBM-EC for solving nonlinear and non-periodic PD
diffusion problems in 2D. We use again the method of manufactured solutions [63] to
construct a 2D nonlinear volume-constrained peridynamic transient diffusion problem.
Consider the following function:
𝑢(𝒙, 𝑡) = 𝑒 −0.2𝑡 (1 − 𝑥12 )(1 − 𝑥22 ),

𝒙 = {𝑥1 , 𝑥2 } ∈ ℝ2 and 𝑡 ≥ 0

(9.54)

Eq. (9.54) is the analytical solution to the following nonlinear problem:
𝜕𝑢(𝒙, 𝑡)
= ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡)�����
𝒙 ∈ Ω = [−1,1]2 ,���𝑡 > 0��������������������
𝜕𝑡
𝑢(𝒙, 0) = (1 − 𝑥12 )(1 − 𝑥22 )���������
𝒙 ∈ Ω = [−1,1]2 �����������������������������������
−0.2𝑡 (1
− 𝑥12 )(1 − 𝑥22 ) ��𝒙 ∈ Γ = [−1.2,1.2]2 \[−1,1]2 ,���𝑡 ≥ 0
{𝑢(𝒙, 𝑡) = 𝑒

(9.55)

Where

ℒ𝛾 𝑢(𝒙, 𝑡) = ∫ 𝛾(𝒙′ , 𝒙)[𝑢(𝒙′ , 𝑡) − 𝑢(𝒙, 𝑡)]d𝒙′

(9.56)

ℋ𝒙

with
𝛾(𝒙′ , 𝒙) = 𝑢(𝒙, 𝑡)𝑢(𝒙′, 𝑡)𝜔(𝒙′ − 𝒙)
and

(9.57)
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𝜔(𝒙) = 0.2 (1 −

‖𝒙‖
).
𝛿

(9.58)

This is a special case of Eq. (9.13) where 𝑓 = ℎ = 𝑢. If 𝑢 is temperature for example,
with this kernel, Eq. (9.55) is a nonlinear PD problem with temperature dependent
diffusivity. In Eq. (9.55):

𝑟(𝒙, 𝑡) =

−0.2𝜋𝑒 −0.6𝑡
(1 − 𝑥12 )(1 − 𝑥22 )[189𝛿 10
443520

(9.59)

+ 𝛿 8 (4620𝑥12 + 4620𝑥22 − 3080)
+ 𝛿 6 (7920𝑥14 + 92400𝑥12 𝑥22 − 44880𝑥12 + 7920𝑥24
− 44880𝑥22 + 23760)
+ 𝛿 4 (110880𝑥14 𝑥22 − 22176𝑥14 + 110880𝑥12 𝑥24 − 443520𝑥12 𝑥22
+ 155232𝑥12 − 22176𝑥24 + 155232𝑥22 − 44352)
+ 44352𝑒 0.4𝑡 ]

Assuming 𝛿 = 0.4, we consider Ω ∪ Γ = [−1.4,1.4]2 be the 2D periodic box 𝕋 to solve
the problem with FCBM-EC. Note that for this example Λ = ∅. We discretize the domain
with uniform grid spacing in both directions: 𝑁1 = 𝑁2 = 27 which results in an m factor
of 36.6. The numerical solution with FCBM-EC is calculated from:
𝑁
𝑁
𝑢𝑖𝑗,𝑡+𝛥𝑡
= 𝜒𝑖𝑗 [𝑢𝑖𝑗,𝑡
+ 𝛥𝑡 (ℒ𝛾 𝑢|𝑖𝑗,𝑡 + 𝑟𝑖𝑗𝑙,𝑡 )] + (1 − 𝜒𝑖𝑗 )𝑤𝑖𝑗,𝑡+𝛥𝑡

where

(9.60)
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2

𝑁
𝑁
𝑁
ℒ𝛾 𝑢|𝑖𝑗,𝑡 = 0.2Δ𝑥2 Δ𝑥1 {𝑢𝑖𝑗,𝑡
𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗,𝑡
)𝐅𝐅𝐓 ((𝑢𝑖𝑗,𝑡
) )]

(9.61)

2

𝑁
𝑁
𝑁
− (𝑢𝑖𝑗,𝑡
) 𝐅𝐅𝐓�−𝟏 [𝐅𝐅𝐓(𝜔𝑖𝑗,𝑡
)𝐅𝐅𝐓(𝑢𝑖𝑗,𝑡
)]}

Eq. (9.61) is obtained when substituting 𝑓 and ℎ with 𝑢 in Eq. (9.34). We computed Eq.
(9.61) to solve this nonlinear transient problem up to 𝑡 = 15 with Δ𝑡 = 0.01. Simulation
results for three snapshots at 𝑡 = 1, 5 and 15�are shown in Figure 9.8. The corresponding
Matlab code is provided in the Supplementary materials in [71]. The relative error is
computed from:

error(𝒙𝑖𝑗 , 𝑡) =

𝑁
exact
|𝑢𝑖𝑗,𝑡
− 𝑢𝑖𝑗,𝑡
|

(9.62)

‖𝑢𝑖𝑗,0 ‖∞

This example shows how FCBM-EC is capable of solving nonlinear volume-constrained
PD diffusion problems in higher dimensions.
We have also performed spatial and temporal convergence studies for this nonlinear 2D
example. For spatial convergence, we used a fixed Δ𝑡 = 10−5 (for 0 < 𝑡 ≤ 5) and varied
m-factor from 4.6 to 73.1 (𝑁1 = 𝑁2 from 24 to 28 ). For temporal convergence, we used a
fixed spatial resolution of 𝑁1 = 𝑁2 = 28 (m = 73.1) and varied Δ𝑡�from 0.1 to 10−5 (for
0 < 𝑡 ≤ 5). The results for these tests are provided in Figure 9.9. Here, the relative error is
computed by: max

0<𝑡<5

𝑁
‖𝑢𝑖𝑗,𝑡 �−𝑢𝑖𝑗,𝑡
‖

‖𝑢𝑖𝑗,𝑡=0 ‖

∞

.

∞

Similar to the 1D example (see Figure 9.5(a) and Figure 9.6) we observe that convergence
rate is quadratic in terms of Δ𝑥 and linear in terms of Δ𝑡 (due to the Forward Euler time
integrator) for this 2D nonlinear example.
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Figure 9.8. Numerical solution of a 2D nonlinear volume-constrained peridynamic
transient diffusion problem with FCBM-EC. Left column shows the solution at three
times (𝑡 = 1, 5, and 15) while the right column shows the corresponding relative error
distribution compared with the exact nonlocal solution.
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After verification of the method, we aim to examine the efficiency of FCBM-EC for a 3D
problem with complex geometry and boundary conditions.

(b)
(a)
Figure 9.9. FCBM-EC convergence studies in terms of spatial (a) and temporal (b)
resolutions for the nonlinear 2D volume-constrained peridynamic transient diffusion
problem.

9.5.3 Efficiency gains of the FCBM-EC for problems in 3D
In this part, we use the FCBM-EC and the meshfree (one-point Gaussian integration)
spatial discretization to solve a 3D PD transient diffusion example with non-periodic
local BCs in a domain with a non-trivial geometry. We compare the performance of the
two approaches for discretization sizes ranging from 2 million (m-factor of 5.8) to more
than 1 billion nodes (m-factor of 46.5), in 3D. Note that in practical problems, there is
rarely a reason for using m-factor values larger than 5-10 [65-67]. However, when high
accuracy is required, or for problems where nonlocality is relatively large compared to
the sample’s size, larger m-values (like the ones used here) may be needed. The quadratic
convergence rate for the spatial discretization discussed in Sections 9.5.1 and 9.5.2
motivates using such large m-values.
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The example in this section is a 3D PD diffusion in a 2 × 2 × 2 cube with a cutout,
having fixed (but different) 𝑢 values imposed on the top and bottom surfaces (Dirichlet
BCs), and zero flux conditions imposed on all four cube’s sides (Neumann BCs). The
cube has a horizontally aligned penny-shaped insulated cutout/obstacle at the center (see
Figure 9.10). The cutout acts as a diffusion barrier with zero flux BCs on all of its

surfaces. The mathematical layout for this problem is:
𝜕𝑢(𝒙, 𝑡)
= 𝜈 ∫ 𝜇(𝒙′ − 𝒙)[𝑢(𝒙′ ) − 𝑢(𝒙)]d𝒙′
𝜕𝑡
ℋ𝒙

(9.63)

on Ω = [−1,1]3 with the kernel function [8, 68]:
9
;�����‖𝒙‖ ≤ 𝛿
𝜇(𝒙) = { 2𝜋𝛿 3 ‖𝒙‖2
���,
0�;�����������������������‖𝒙‖ > 𝛿

(9.64)

subjected to the initial condition:
𝑢(𝒙, 0) = 0�,

(9.65)

and the local boundary conditions:
(a) 𝑢(𝒙, 𝑡) = 1,���𝒙 = {𝑥1 , 𝑥2 , 1}
(b) 𝑢(𝒙, 𝑡) = 0,���𝒙 = {𝑥1 , 𝑥2 , −1}
(c) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏1 = 0,���𝒙 = {1, 𝑥2 , 𝑥3 }�and�𝒏1 = {1,0,0}
(d) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏2 = 0,���𝒙 = {−1, 𝑥2 , 𝑥3 }�and�𝒏2 = {−1,0,0}

(9.66)

(e) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏3 = 0,���𝒙 = {𝑥1 , 1, 𝑥3 }�and�𝒏3 = {0,1,0}
(f) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏4 = 0,���𝒙 = {𝑥1 , −1, 𝑥3 }�and�𝒏4 = {0, −1,0}
(g) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏5 = 0,���𝒙 = {𝑥1 , 𝑥2 , 0.1}�and�√𝑥12 + 𝑥22 ≤ 0.7, and�𝒏5 = {0,0,1}
(h) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏6 = 0,���𝒙 = {𝑥1 , 𝑥2 , −0.1}�and�√𝑥12 + 𝑥22 ≤ 0.7,�and�𝒏6 = {0,0, −1}
𝑥

𝑥

(i) 𝛁𝑢(𝒙, 𝑡) ∙ 𝒏7 = 0, √𝑥12 + 𝑥22 = 0.7 and −0.1 ≤ 𝑥3 ≤ 0.1,�and�𝒏𝟕 = {0.71 , 0.72 , 0}
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Relations (66) (a) and (b) are the top and bottom Dirichlet BCs, (c) to (f) are zero flux
conditions on cube sides, and (g), (h), and (i) are the zero-flux BCs on the cutout surfaces
(see Figure 9.10). For this example, the cutout radius is 0.7, and 𝛿 = 0.1. Similar to the 1D
example in Section 9.5.1, in order to impose local BCs, we use the fictitious domain and
the formulas in Appendix A. For the external surfaces, we extend the cube by 𝛿 in all six
directions and define volume constraints on these extensions. For the top and bottom
(with conditions (66) (g) and (h)) surfaces of the cutout, the extension ends up being the
actual cutout volume, of thickness 2𝛿. Figure 9.10 shows the original and the domain
extended by the constrained volume: Ω ∪ Γ.

Figure 9.10. Schematics of the cube with an insulated cut-out as the original domain
(Ω), and the extended domain (𝕋 = Ω ∪ Γ) with nonlocal boundary layers for imposing
boundary conditions in FCBM-EC.
Since the extended domain (Ω ∪ Γ) is already a cube, similar to the 1D example in
Section 9.5.1, we consider the periodic box 𝕋 to be Ω ∪ Γ without any gap (Λ = ∅).
Note that here, we do not enforce the BC (i) in the PD model, because, given the nonconvex characteristics of the geometry, that would overlap regions of fictitious nodes
associated with BCs (g), (h), and (i). That would create difficulties in the Fourier space
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because different points in the domain would now be linked to values at the same
fictitious node. The reason for choosing a cutout of thickness 2𝛿 was to avoid this
complication for the domain extension corresponding to the top and bottom surfaces of
the cutout. Note that this issue does not appear when using a different method to enforce
the local boundary conditions (see [53-55]). Here, for simplicity we opted for the
fictitious nodes method. As we shall see, the error introduced by not enforcing condition
(66) (i) is relatively small. We emphasize that this issue is only present when enforcing a
local boundary condition in a PD formulation; it does not exist for volume constraints
(nonlocal boundary conditions).
For discretization we first use 𝑁1 = 𝑁2 = 𝑁3 = 27 , resulting in m-factor of 5.8 and 𝑁 =
221 as the total number of nodes. Time step is Δ𝑡 = 5.5 × 10−5 to satisfy the stability
condition in Eq. (9.46). The general algorithm for FCBM-EC for 3D diffusion is provided
in Appendix C, and the Matlab code is found in the Supplementary materials in [71].
Figure 9.11 shows the simulation results in three snapshots at 𝑡 =�0.1, 0.3 and 1. Two

perpendicular cross-sectional views of the 3D domain are plotted to make the insulated
discontinuity (cutout) visible in the figure.

Figure 9.11. 3D peridynamic diffusion simulation results using the FCBM-EC in a
cube with an insulated cutout. Temperature/concentration distribution is plotted for two
perpendicular cross-sections through the cubic domain.
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From the temperature/concentration distribution we observe that the BCs are enforced
and the insulated cutout acts as an obstacle to the diffusive transport process. We
compare our FCBM-EC solution for the peridynamic problem with a Finite Element
solution for the corresponding classical boundary value diffusion problem. For the finite
element analysis, we used Abaqus/Standard 6.14-2 (note: implicit solver, compared with
our explicit solver) with over 107 DC3D4 type elements and more than 1.8× 106 nodes,
which is about the same number of degrees of freedom used in the FCBM-EC simulation.
As observed from Figure 9.12, the FCBM nonlocal solution is very close to the FE local
solution with Abaqus.

Figure 9.12. Comparison of the 3D FCBM-EC solution in a cross-section, against
Abaqus solution for the corresponding 3D transient boundary value diffusion problem.
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Although contour levels are set to be the same for two top legends, the contour colors are
slightly different since the corresponding colors from Abaqus graphics are slightly
different from those in Tecplot used in plotting the results obtained with the FCBM-EC.
The bottom row in Figure 9.12, shows the absolute relative error distribution, along with
Abaqus

its mean value. Relative error here is computed as

FCBM
|𝑢𝑖𝑗,𝑡
−𝑢𝑖𝑗,𝑡

Abaqus
‖𝑢𝑖𝑗,0
‖
∞

|

on the displayed cross-

sectional plane.
We note that there is a small discrepancy between the two solutions near the sides of the
rectangular obstacle. This is due to not enforcing the exact insulated condition on the
short lateral sides of the cutout (see earlier discussion). For the Abaqus solution, all BCs
in Eq.(9.66) are enforced.
In order to demonstrate the remarkable efficiency of FCBM-EC, we solved the same
example via the conventional meshfree method with one-point Gaussian quadrature, and
compared the computational times for these methods for various spatial resolutions. Both
methods are implemented in MATLAB R2014b. Simulations are performed on a
supercomputer machine in Holland Computing Center of the University of NebraskaLincoln, with Intel Xeon E5-2670 2.60 GHz CPUs, up to 512 GB RAM per CPU and a
Tesla V100 GPU with 32 GB memory. Matlab’s built-in parallel FFT solvers use
multithreading and GPU computations (see the 3D code in Supplementary materials in
[71]). We make use of this in our computational tests. Table 9.1 shows the computational
time for the 3D example above using the meshfree with Gaussian quadrature on a single
CPU versus using the FCBM-EC on a single CPU, on 8 or 16 CPUs, and on a GPU, for
four spatial discretizations. The time steps are identical for all simulations since the
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stability condition is independent of the discretization size (it only depends on 𝜈, 𝜇 and 𝛿,
which are the same for all tests).
Table 9.1. Computational time for solving the 3D example up to 𝑡 = 1, using FCBMEC and the meshfree method with Gaussian quadrature (GQ)
m-factor

5.8

11.6

23.3

46.5

Number of nodes

221 =
2,097,152

224 =
16,777,216

227 =
134,217,728

230 =
1,073,741,824

Meshfree with GQ (1 CPU)
FCBM-EC (1 CPU)
FCBM-EC (8 CPUs)
FCBM-EC (16 CPUs)
FCBM-EC (GPU)

4.6 hrs
10.7 min
6 min
2.7 min
29 min

12 days
1.9 hrs
36.6 min
34.7 min
38.3 min

2.1 yrs (!)
13.7 hrs
4.5 hrs
3.9 hrs
2.1 hrs

1.4 centuries (!)
5.1 days
1.4 days
1.3 days
out of memory

As observed the diffusion example with over 1 billion nodes is solved in a few days via
FCBM-EC, while the same computation is intractable with the meshfree method using
one-point Gaussian quadrature.
Note that the computational time for the meshfree method in the cases with m = 11.6,
23.3, and 46.5 (𝑁 = 224 , 227 , and 230 ) are estimated knowing that it scales as 𝑂(𝑁 2 ).
Although the computational time for the meshfree method in the case with m = 11.6 (𝑁 =
224 ) would be reasonable (several days), the available memory however, was not
sufficient to perform this test. The FCBM-EC, in contrast, did not run out of memory
even for 1 billion nodes. The reason is that peridynamic meshfree solvers store family
nodes for each node at the beginning to increase efficiency when doing the Gaussian
quadrature for the convolution integral. For the FCBM-EC, however, there is no need to
store family nodes: the convolution integrals are replaced by multiplication of the Fourier
coefficients, which do not require the family nodes for each node. Obviously, the
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meshfree method can also work without storing nodal families, but the computational
time increases substantially when one needs to re-compute them at every time step.
The results in Table 9.1 show important efficiency gains between the FCBM-EC versus
the meshfree discretization. Notice also the correlation of these gains with the m-factor
value. The reason for the larger gains at higher m-values is related to the same point
mentioned above: the convolution integrals are replaced by multiplication of the Fourier
coefficients, which do not require the family nodes for each node. In other words, one can
say that “a nonlocal computation in the physical space gets transformed into a local
computation in Fourier space”.
Efficiency gains (computed using Eq. (9.67)) and speedup (using Eq. (9.68)) are plotted
versus the problem size (degrees of freedom) and m-factor values in Figure 9.13.

Efficiency�gain =

Speedup =

computation�time�for�FCBM
computation�time�for�meshfree�method�with�one�CPU

computation�time�for�FCBM�with�multiple�CPUs�or�GPU
computation�time�for�FCBM�with�one�CPU

(9.67)

(9.68)

These computational experiments (via Matlab’s parallel FFT functions) show that little is
gained from using more than 8 CPUs with multi-threading. They also show that GPU
computations using Matlab’s intrinsic functions (see the 3D code in Supplementary
materials in [71]) is preferred over Matlab’s multi-threading for problems with higher
spatial resolution (here when the 𝑁 > 224 ≅ 16.8 × 106 ) , as long as GPU computations
are feasible from the memory point of view.
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(b)
(a)
Figure 9.13. a) Efficiency gains relative to the m-factor values for 3D FCBM-EC
solution over the meshfree method (Eq. (9.67)); b) Speedup versus problem size (𝑁)
for FCBM-EC parallel computing using Matlab’s parallel FFT solvers (from Eq.
(9.68)).
The FE and FCBM-EC simulations shown in Figure 9.12 were performed on the same
machine using 16 CPUs, and both have a similar number of degrees of freedom (about 2
million DOFs). The Abaqus simulation took about 2.5 hours (implicit solver1) to
complete while FCBM-EC simulation took only 2.7 minutes. Please note that this
comparison is provided here only as a guidance. A general-purpose software like the
diffusion solver in Abaqus, is not necessarily optimized for the particular problem setup
here. More importantly, we are using an explicit-type solver for the PD results, while
Abaqus uses an implicit one. This is not necessarily a disadvantage for Abaqus, since we
believe that an implicit solver implemented for our method (currently in the works) will
lead to even faster performance. Furthermore, our own implementation for the FCBMEC, likewise, is not necessarily an optimal one, as we are using Matlab’s libraries of

1

Note that there is no explicit solver in Abaqus for diffusion problems.
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functions. Our goal was to write a simple and readable implementation, not the most
efficient one (see Appendix C).
One could try comparing Abaqus solution and the FCBM-EC solutions in terms of
computational cost for reaching a certain precision. However, this is not easily done here
because we are not comparing solutions of the same problem, but of two distinct
problems: one nonlocal, one local.
9.6

Conclusions

In this study the Fast Convolution-based Method with Embedded Constraints (FCBMEC) is introduced for peridynamic (PD) linear and nonlinear diffusion problems. This
Fourier-based method reduces the computational complexity from 𝑂(𝑁 2 ) in the
conventional discretizations of PD problems to 𝑂(𝑁log 2 𝑁). The embedded constraint
method introduced here allows for imposing arbitrary nonlocal boundary conditions
(volume constraints) on peridynamic models on irregular domains while maintaining
efficiency from using the Fast Fourier Transform (FFT). The arbitrary domain is
extended to a periodic box and the volume constraints are “embedded” into the integrodifferential PD equation. We verified the new method for linear and some special types
of nonlinear diffusion problems with nonperiodic boundary conditions against exact
nonlocal solutions (obtained via the manufactured solutions method). Numerical studies
for 1D and 2D examples show that the FCBM-EC converges quadratically with respect to
the number of nodes used in the spatial discretization.
A 3D example for transient peridynamic diffusion shows that a computation for a
problem with a larger number of nodes inside the horizon (an m-factor of about 46) and
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over 1 billion nodes (computed over 1.8× 104 time steps), which would be intractable
via the commonly used meshfree discretization method for PD, is solved in about a day
with the FCBM-EC. The same 3D transient problem, but solved with 2 million nodes,
requires 22 hours in Abaqus/Standard (implicit solver), but less than 3 minutes with the
new method. The efficiency gains for using FCBM-EC instead of the meshfree solver
increases substantially with the number of nodes covered by the nonlocal region. Our
numerical tests show further speedup is achieved when using Matlab’s FFT functions on
GPUs or multiple CPUs.
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Appendix A: Imposing local Dirichlet and Neumann boundary conditions on
peridynamic bodies using a fictitious region method
In order to impose local BC on some generic point 𝒙𝑏 on the boundary 𝜕Ω, we assign
volume constraint values 𝑢|Γ on 𝒙Γ (𝒙 ∈ Γ), based on the given local BC and the solution
values 𝑢 at 𝒙 ∈ Ω on the interior side of the boundary 𝜕Ω (see Figure 9.14)
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Figure 9.14. Fictitious-node method for imposing local BC on 𝜕Ω by assigning certain
volume constraints depending on values across the boundary, inside Ω.
To impose the local Dirichlet BC:
𝑢(𝒙𝑏 , 𝑡) = 𝑢𝑏 �,

(9.69)

on a generic 𝒙𝑏 ∈ 𝜕ΩD (boundary subjected to Dirichlet BC), we define the following
volume constraint on 𝒙Γ :
𝑢|Γ (𝒙𝑏 + 𝑑𝒏, 𝑡) = 2𝑢𝑏 − �𝑢(𝒙𝑏 − 𝑑𝒏, 𝑡); ���for���0 < 𝑑 ≤ 𝛿

(9.70)

Where 𝒏 is the unit outward normal vector on 𝜕Ω at 𝒙𝑏 (See Figure 9.14).
To impose the local Neumann BC:
𝛁𝑢(𝒙𝑏 , 𝑡) ∙ 𝒏 = 𝑞𝑏 �,

(9.71)

on some 𝒙𝑏 ∈ 𝜕ΩN (boundary subjected to Neumann BC), we define the following
volume constraints on 𝒙Γ :
𝑢|Γ (𝒙𝑏 + 𝑑𝒏, 𝑡) = 2𝑞𝑏 𝑑 + 𝑢(𝒙𝑏 − 𝑑𝒏, 𝑡); ���for���0 < 𝑑 ≤ 𝛿

(9.72)

When implementing Eq. (9.70) and (9.72) to find the constraint values on 𝒙𝑖𝑗𝑙 |Γ nodes
after spatial discretization, we should note that the corresponding interior point:�𝒙 = 𝒙𝑏 −
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𝑑𝒏�(see Figure 9.14), may not locate exactly on a node. Since 𝑢𝑖𝑗𝑙 values exist on nodes
only in the discretized Ω, one can use an interpolation method to approximate�𝑢(𝒙𝑏 −
𝑑𝒏, 𝑡) in Eq. (9.70) and (9.72). For the 1D example in Section 9.5.1 we used linear
interpolation (see 1D codes in Supplementary materials in [71]), while for the 3D
example in Section 9.5.3 we used the nearest nodal value (see the 3D code in
Supplementary materials in [71]) instead of interpolation which is faster but less accurate.
Here we only give the relationships for Dirichlet and Neumann types BCs. One can
derive such volume constraints for enforcing other types of local BCs, for example Robin
[42], radiation/Sommerfeld [69], absorbing [70], etc.
It should be noted that the implementation of this scheme is not straightforward on
domains with curved boundaries or sharp corners, and may not exactly reproduce local
BCs at such locations [54].
Appendix B: Fast Convolution-based method with volume penalization (FCBM-VP)
FCBM-VP was introduced in [34] for 1D linear diffusion. Here we provide the extension
of this formulation to higher dimensions and nonlinear problems.
In order to solve a general volume constrained peridynamic diffusion problem as
described by Eq. (9.35) with FCBM-VP, we first extend the domain Ω and the
constrained volume Γ to a periodic box�𝕋 = Ω ∪ Γ ∪ Λ (see Figure 9.3). This step is
identical to FCBM-EC introduced in Section 9.4.2. We then replace the problem
description in Eq. (9.35) by the following periodic diffusion problem extended by a
penalization term:
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{

𝜕𝑢(𝒙, 𝑡)
1 − 𝜒(𝒙, 𝑡)
[𝑢(𝒙, 𝑡) − 𝑤(𝒙, 𝑡)] 𝒙 ∈ 𝕋, 𝑡 > 0
= ℒ𝛾 𝑢(𝒙, 𝑡) + 𝑟(𝒙, 𝑡) −
𝜕𝑡
𝜀
𝑢(𝒙, 0) = 𝑢0 ������������������������������������������������������������������������������������������������� 𝒙 ∈ 𝕋�������������

(9.73)

where 𝜒(𝒙, 𝑡) and 𝑤(𝒙, 𝑡) are defined in Eq. (9.38) and (9.39) respectively, and 0 < 𝜀 ≪
1 is the penalization parameter. The penalization term, which is zero on Ω but large on
Γ ∪ Λ, forces 𝑢(𝒙, 𝑡) to smoothly get close to 𝑤(𝒙, 𝑡) on Γ ∪ Λ [34].
A 3D discretization as described by Eq. (9.21) to (9.27) leads to:
𝑁
d𝑢𝑖𝑗𝑙,𝑡
1 − 𝜒𝑖𝑗𝑙 𝑁
=
ℒ
𝑢|
+
𝑟
−
(𝑢𝑖𝑗𝑙,𝑡 − 𝑤𝑖𝑗𝑙,𝑡 )
𝛾
𝑖𝑗𝑙,𝑡
{ d𝑡
𝑖𝑗𝑙,𝑡
𝜀
𝑢𝑖𝑗𝑙,𝑡=0 = 𝑢0,𝑖𝑗𝑙 �������������������������������������������������������������������

𝒙 ∈ 𝕋, 𝑡 > 0

(9.74)

𝒙 ∈ 𝕋�������������

where 𝜒𝑖𝑗𝑙 and 𝑤𝑖𝑗𝑙,𝑡 are given in Eq. (9.41) and (9.42), and ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 is efficiently
computed with the FFT and inverse FFT, for all linear and some nonlinear cases (see
Sections 9.2 and 9.3). The system of ODEs in Eq. (9.74) is then solved with an ODE
solver. For example, with the Forward Euler method we have:

𝑁
𝑁
𝑢𝑖𝑗𝑙,𝑡+𝛥𝑡
= 𝑢𝑖𝑗𝑙,𝑡
+ 𝛥𝑡 [ℒ𝛾 𝑢|𝑖𝑗𝑙,𝑡 + 𝑟𝑖𝑗𝑙,𝑡 −

1 − 𝜒𝑖𝑗𝑙 𝑁
(𝑢𝑖𝑗𝑙,𝑡 − 𝑤𝑖𝑗𝑙,𝑡 )]
𝜀

(9.75)

One important difference between the FCBM-VP and FCBM-EC, is the stability
condition for the explicit time integration. In FCBM-VP, stability is restricted by 𝜀,
whereas the FCBM-EC has not such restriction.
Appendix C: Algorithm for the FCBM-EC method for 3D problems
A Matlab implementation of the peridynamic FCBM-EC for 3D linear transient diffusion
with local boundary conditions, similar to the 3D example in Section 9.5.3 is as follows. :
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Given the problem and the inclusive periodic box 𝕋 = Ω ∪ Γ ∪ Λ = 𝐿1 × 𝐿2 × 𝐿3 :
 Inputs:


Physical parameters: 𝜈, 𝛿, 𝑟(𝒙, 𝑡), 𝜇(𝒙),𝛽, 𝐿1 , 𝐿2 , 𝐿3 , 𝑡max



Initial condition:�𝑢0 = 𝑢(𝒙, 𝑡 = 0)



Boundary conditions: 𝑢b = 𝑢(∙, 𝑡)|𝜕ΩD �,�𝑞b = 𝛁𝑢(∙, 𝑡) ∙ 𝒏|𝜕ΩN



Number of nodes for each dimension: 𝑁1 , 𝑁2 , 𝑁3 (powers of 2 are
preferred)



1

Time step: Δ𝑡 (≤ 𝜈𝛽)

 Initialization:
𝐿

𝐿

𝐿



Calculate grid spacing: Δ𝑥1 = 𝑁1 ,�Δ𝑥2 = 𝑁2 , Δ𝑥3 = 𝑁3



Discretize the box T: 𝒙𝑖𝑗𝑙 = {𝑥𝑖 , 𝑥𝑗 , 𝑥𝑙 } where

1

2

3

𝑥𝑖 = 𝑥10 + (𝑖 − 1)Δ𝑥1 and 𝑖 = 1,2, … , 𝑁1
𝑥𝑗 = 𝑥20 + (𝑗 − 1)Δ𝑥2 and 𝑗 = 1,2, … , 𝑁2
𝑥𝑙 = 𝑥30 + (𝑙 − 1)Δ𝑥3 and 𝑙 = 1,2, … , 𝑁3


Discretize the kernel function 𝜇𝑖𝑗𝑙 = 𝜇(𝒙𝑖𝑗𝑙 )



𝜇𝑖𝑗𝑙 |𝒙



Shift the discretized periodic kernel function (if either 𝑥10 , 𝑥20 ,�𝑥30 ≠ 0):

𝑖𝑗𝑙 =0

= 0 (for singular kernels only)

𝑠
𝜇𝑖𝑗𝑙
= 𝜇(𝑥𝑖 − 𝑥10 , 𝑥𝑗 − 𝑥20 , 𝑥𝑙 − 𝑥30 )



0
Discretize the initial condition and the source term: 𝑢𝑖𝑗𝑙
= 𝑢0 (𝒙𝑖𝑗𝑙 , 0);
0
𝑟𝑖𝑗𝑙
= 𝑟(𝒙𝑖𝑗𝑙 , 0);
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𝑠
0 ̃
𝑠
Fast Fourier transform 𝜇𝑖𝑗𝑙
and 𝑢𝑖𝑗𝑙
: 𝜇 𝑠 𝑘1 𝑘2 𝑘3 = 𝐅𝐅𝐓(𝜇𝑖𝑗𝑙
) and

̃0 𝑘 𝑘 𝑘 = 𝐅𝐅𝐓(𝑢0 )
𝑢
𝑖𝑗𝑙
1 2 3
1 𝒙𝑖𝑗𝑙 ∈ Ω���������������������
0 𝒙𝑖𝑗𝑙 ∈ 𝕋\Ω = Γ ∪ Λ



Construct the discretized mask function: 𝜒𝑖𝑗𝑙 = {



Construct the variable containing volume constraints and gap values (𝑤):
Allocate 𝑤𝑖𝑗𝑙 = 0
Calculate and assign volume constraints on Γ based on given BC and
Appendix A:�𝑤𝑖𝑗𝑙 |Γ,𝑡=0 ���
Calculate and assign values on the gap (if Λ ≠ ∅ ): 𝑤𝑖𝑗𝑙 |Λ,𝑡=0



Initialize step counter: 𝑛 = 0



Initialize time: 𝑡 𝑛 = 0

 Solve the transient diffusion: while 𝑡 𝑛 < 𝑡max �


Update time: 𝑡 𝑛+1 = 𝑡 𝑛 + Δ𝑡



Update solution:
𝑛+1
𝑛
𝑛
𝑢𝑖𝑗𝑙
= 𝜒𝑖𝑗𝑙 (𝑢𝑖𝑗𝑙
+ Δ𝑡{𝜈𝐅𝐅𝐓�−𝟏 [Δ𝑥3 Δ𝑥2 Δ𝑥1 𝜇̃𝑘1 𝑘2𝑘3 𝐅𝐅𝐓(𝑢𝑖𝑗𝑙
)] −
�

𝑛
𝑛
𝜈𝛽 𝑁 𝑢𝑖𝑗𝑙
+ 𝑟𝑖𝑗𝑙 }) + (1 − 𝜒𝑖𝑗𝑙 )𝑤𝑖𝑗𝑙



𝑛+1
Update the source term: 𝑟𝑖𝑗𝑙
= 𝑟𝑖𝑗𝑙 (𝒙𝑖𝑗𝑙 , 𝑡 𝑛+1 )



𝑛+1
Re-apply volume constraints and the gap values by updating�𝑤𝑖𝑗𝑙



𝑛+1 ̃
𝑛+1
Fast Fourier transform 𝑢𝑖𝑗𝑙
: 𝑢𝑛+1 𝑘1 𝑘2𝑘3 = 𝐅𝐅𝐓(𝑦𝑖𝑗𝑙
)



Update step counter: 𝑛 = 𝑛 + 1

Note that the DFT formulation that governs Matlab FFT solvers is based on domains with
zeros as the lower bound coordinates, i.e. 𝕋 = [0, 𝐿1 ) × [0, 𝐿2 ) × [0, 𝐿3 ). As a result, in
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order to maintain consistency with FFT solvers, if the lower bound of the problem
domain’s coordinates are non-zero, the kernel function needs to be shifted as shown with
𝑠
𝜇𝑖𝑗𝑙
in the algorithm above (see also [34]).

For nonlinear problems with kernels in the form of Eq. (9.11), 𝜇(𝒙) is replaced with
𝜔(𝒙) in the algorithm and the evolution equation is modified according to the kernel
specifics. For example, see Eq. (9.34).
9.7
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Chapter 10 The fast convolution convolution-based method for
peridynamic equation of motion of deformable bodies with and
without damage
10.1 Introduction
Peridynamics (PD) is a nonlocal extension of classical continuum mechanics used with
great effect in modelling of fracture and damage [1, 2]. In contrast with classical (local)
models described by partial differential equations (PDEs), governing equations in PD are
integro-differential equations. In PD, nonlocal interactions are considered between points
within a certain distance, replacing the usual spatial derivatives with integral operators.
Because of this, the usual requirements of continuity and smoothness for displacements
are eliminated, allowing one to model the emergence and evolution of discontinuities,
such as cracks and damage, as natural parts of the solution to the governing equations [3,
4].
However, when usual discretization methods are used, nonlocality increases the cost for a
PD model, relative to the cost of numerically approximating local models. The meshfree
method with one-point Gaussian quadrature [5] (from now on, in this study we refer to it
as “meshfree PD”) and finite element methods (FEM) [6-9] have been used to compute
numerical solutions to PD equations. For such equations, for a fixed finite range of
nonlocal interaction (the horizon size), these methods scale as (𝑁 2 ) , where 𝑁 is the total
number of nodes in the discretization. For large scale problems in 3D, the cost is
prohibitive, even on massively parallel computers.
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Various attempts have been made to reduce the cost of peridynamic simulations.
Coupling the local theory with PD is one approach that uses a local model for parts of the
domain, and uses the PD model only at locations near cracks/damage as necessary [10,
11]. This approach does not work well for problems in which damage/cracks are (or
become) widely distributed throughout the domain, such as in problems like impact
fragmentation, etc. [12, 13].
The natural convolutional structure of PD formulations can be exploited using Fourier
transforms as recently shown in [14, 15]. Using Fast Fourier Transform (FFT)
algorithms, the new scaling for PD computations drops to 𝑂(𝑁log 2 𝑁) [16, 17]. These
methods, however, are restricted to periodic domains. Fourier spectral methods have been
used for nonlocal Allen-Cahn equation [18], fractional-in space reaction diffusion [19],
and peridynamic diffusion and wave operators [14, 20-22], all in periodic domains.
Another class of 𝑂(𝑁log 2 𝑁) methods was also introduced for 1D and 2D problems in
[23-25], but these are still restricted to simple geometries and certain horizon shapes.
Additionally, extension of these methods to 3D is not straightforward [23-25].
In [26, 27], we have introduced a fast convolution-based method (FCBM) for
peridynamic diffusion problems. Two different techniques have been proposed in order to
adapt the approach to problem sets on arbitrary domains and with general boundary
conditions: the volume penalization (VP) [26] and the embedded constraint (EC) [27]
techniques. The method has been validated in 1D, 2D, and 3D against exact nonlocal
(manufactured) solutions and against local FEM-based solutions for problems in bounded
domains with Dirichlet and Neumann boundary conditions [26, 27]. A diffusion problem
in a 3D domain with an insulated cutout with billions of degrees of freedom was solved,
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over tens of thousands of time steps, in a matter of hours on a single processor. The same
problem, if solved using the meshfree PD method, would have required years [27].
In this study, we extend the FCBM to the PD equation of motion with examples of elastic
deformations and fracture. We describe the class of constitutive models that have
convolutional structures and can benefit from the remarkable efficiency of the method.
Moreover, we demonstrate how to setup nonlinear problems like dynamic fracture in a
brittle material as a convolution structure amenable to the FCBM treatment. This work
also aims to serve as guide to demonstrate how one can construct material models with
convolutional structures, and how to discretize different types of PD governing equation
with this new method. As numerical examples, we formulate the FCBM-EC for
linearized bond-based and linearized state-based PD isotropic solids, a nonlinear rotationinvariant model example, PD correspondence models, and a dynamic fracture problem.
We validate the proposed damage model by comparing our simulation results against the
published fracture PD simulations that use a popular critical bond strain criterion [5] for
bond failure and the meshfree PD method for discretization.
This article is organized as follows: first a brief review of peridynamics equations of
motion is provided, as well as concepts and notations related to PD constitutive
modeling. Next, we discuss the convolutional from of PD material models through
several examples. We describe the Fourier-based method for solving PD problems in
periodic domain first, and then its extension to general bounded domains with arbitrary
volume constraints/boundary conditions, using the EC method. We demonstrate the
efficiency and validity of the introduced method by a 3D static and a 2D dynamic brittle
fracture problems.
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10.2 Peridynamics
We briefly describe the peridynamic formulation for elasticity and brittle fracture.
Peridynamics is a nonlocal extension of continuum mechanics that unifies the governing
equations for continuous media, media with discontinuities, and discrete media [1]. In
this theory, each spatial point can interact with other points within its neighborhood up to
a finite size distance. The shape of this neighborhood is arbitrary. In applications,
however, for simplicity, for a point denoted by its position vector 𝒙, the finite size
neighborhood is taken as a sphere in 3D (a disk in 2D, or a segment in 1D) centered at 𝒙
of radius 𝛿 [2]. This neighborhood, denoted by ℋ𝑥 , is referred to as the horizon region of
𝒙 and 𝛿 is called the horizon size. Spatial points located inside ℋ𝑥 are referred to as the
family of 𝒙 and are denoted by 𝒙′. The bond vector for each family pair is defined as =
𝒙′ − 𝒙 . Figure 2.1 shows the schematic of a peridynamic body and the horizon of a
generic point in the body.

Figure 10.1. A generic point 𝒙, its horizon region ℋ𝑥 , and its family points 𝒙′ in a
peridynamic body Ω.
In this work, we employ the following notation to distinguish between different types of
quantities: plain (non-bold) italic letters denote scalars, boldface italic letters denote
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vectors, and boldface non-italic letters denote tensors. Peridynamic states, discussed in
Section 10.2.2.2, are denoted by underlined letters.
10.2.1 Peridynamic Equation of motion
In continuum mechanics, the equation of motion can be expressed as:

𝜌

𝜕 2 𝒖(𝒙, 𝑡)
= 𝑳(𝒙, 𝑡) + 𝒃(𝒙, 𝑡)
𝜕𝑡 2

(10.1)

where 𝜌 is mass density, 𝒖(𝒙, 𝑡) is the displacement field at point 𝒙 and time 𝑡, 𝑳(𝒙, 𝑡) is
the internal force density, and 𝒃 is the external body force density. In the classical (local)
theory, 𝑳 = 𝑳𝐂 (𝒙, 𝑡) = 𝛁 ∙ 𝝈 (the divergence of the stress tensor) and the stress tensor
dependency on strains/displacements is defined via a constitutive relationship. The
superscript C denotes the classical definition of 𝑳.
In peridynamics, 𝑳(𝒙, 𝑡) is expressed with a nonlocal term instead: an integral which
sums up all of the pair-wise forces between 𝒙 and its family points 𝒙′:

𝑳𝐏𝐃 (𝒙, 𝑡) = ∫ 𝒇(𝒙, 𝒙′ , 𝑡)�d𝑉𝒙′

(10.2)

ℋ𝑥

The function 𝒇(𝒙, 𝒙′ , 𝑡) is called the dual force density and describes the net force
between the unit volume at 𝒙 and the unit volume at 𝒙′ [1]. The specific form of 𝒇 is
determined by the chosen peridynamic constitutive model. The superscript PD denotes
the peridynamics definition of 𝑳. In the rest of the manuscript, we drop the superscript
PD and use 𝑳 to denote the PD internal force density.
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As noted in the introduction, contrary to the local formulation, the PD operator 𝑳(𝒙, 𝑡)
has no continuity/smoothness requirements on the displacement field, allowing for cracks
(as discontinuities in the displacement field) to naturally emerge and propagate in
peridynamic solutions.
10.2.2 Peridynamic elastic and brittle fracture constitutive models in bond-based
and state-based formulations
The original PD model was a “bond-based” model ([3]), which was later generalized to
the state-based formulation of PD ([28]). Next, we review these formulations for
describing elasticity and brittle failure.
10.2.2.1

Bond-based models

In bond-based materials, the dual force density between two family points depends only
on deformation of their bond, and is independent of the deformation of other bonds in the
same family. For example, in an elastic bond-based solid, dual force density depends only
on the displacements of the family pair, i.e.�𝒇 = 𝒇(𝒙, 𝒙′ , 𝒖, 𝒖′, 𝑡) where 𝒖′ = 𝒖(𝒙′ , 𝑡).
Bond-based models suffer from certain restrictions on the material responses they
produce. For example, Poisson ratio in bond-based isotropic elastic solids is restricted to
a fixed number. To overcome such limitations, PD theory was extended to the state-based
formulation by introducing the notion of peridynamics states [28].
10.2.2.2

State-based models

Peridynamics states are nonlinear (in general) operators, defined at a point and time,
which map bonds into scalars or vectors, resulting in scalar-states or vector-states,
respectively. A vector state is a generalization of the concept of a second-order tensor,
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which are linear mappings. Here, scalar-states are denoted by underlined italic lowercase
letters, and vector-states are denoted by underlined boldface uppercase letters. The square
bracket, [�∙�], in front of a state encloses the point and the time at which the state is
defined. The angle bracket 〈�∙�〉, if used, encloses the bond on which the state is operating.
A state with the angle brackets in front of it then refers to the particular value associated
with the enclosed bond. Here are some of the frequently used states in PD models:
𝐗[𝒙], the identity state at point 𝒙 which returns back the bond vector for any given bond:
𝐗[𝒙]〈𝝃〉 = 𝝃

(10.3)

𝐘[𝒙, 𝑡], the deformation state and returns the deformed bond vector at time 𝑡:
𝐘[𝒙, 𝑡]〈𝝃〉 = (𝒙′ + 𝒖′) − (𝒙 + 𝒖) = 𝝃 + 𝜼

(10.4)

where�𝜼 = 𝒖′ − 𝒖 is the relative displacement.
The extension state (𝑒) is a scalar state defining bond elongation:
𝑒 = |𝐘| − |𝐗| , i.e. 𝑒[𝒙, 𝑡]〈𝝃〉 = |𝝃 + 𝜼| − |𝝃|

(10.5)

The identity scalar-state (𝑥) and the deformation scalar-state (𝑦) are used to defined the
length of the bonds in reference and deformed configurations, respectively:

𝑥 = |𝐗|, and 𝑦 = |𝐘|, i.e. 𝑥[𝒙]〈𝝃〉 = |𝝃|, and 𝑦[𝒙, 𝑡]〈𝝃〉 = |𝝃 + 𝜼|.

𝐓[𝒙, 𝑡] is the force state and returns the bond force 𝒕 for a given bond:

(10.6)
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𝐓[𝒙, 𝑡]〈𝝃〉 = 𝒕

(10.7)

where 𝒕 is the force vector that the unit volume at 𝒙′ exerts on a unit volume at 𝒙.
The dual force density 𝒇 in state-based PD is defined as follows:
𝒇(𝒙, 𝒙′ , 𝑡) = 𝐓[𝒙, 𝑡]〈𝝃〉 − 𝐓[𝒙′, 𝑡]〈−𝝃〉

(10.8)

According to Eq. (10.8), dual force density is equal to the force density that the unit
volume at 𝒙′ exerts on 𝒙, minus the force density that unit volume at 𝒙 exerts on 𝒙′, i.e. it
is the net force between the two unit volumes.
In classical continuum mechanics, constitutive models are tensorial equations, connecting
a stress tensor to the strain tensor or the deformation gradient. For example an elastic
constitutive model can be defined by 𝛔 = 𝛔(𝐅), where 𝛔 is the Piola stress tensor and 𝐅
is the deformation gradient tensor.
In state-based PD, constitutive models similarly define the relationships between force
states and deformation states. For example, an elastic state-based constitutive model is
defined by 𝐓 = 𝐓(𝐘), meaning that the force state is a function of the deformation state
only. In state-based PD, the force density of a bond depends on the deformation of all
other bonds inside the horizons of its two end-nodes [29]. Bond-based PD can be viewed
as a special case of the state-based theory.
A frequent mathematical operation on PD states is the inner product of the states. Let 𝑎
and 𝑏 to denote two generic scalar states, and 𝐀 and 𝐁 to be two generic vector states.
The inner product for scalar and vector states then are defined as follows [1]:
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𝑎 • 𝑏 = ∫ 𝑎〈𝝃〉𝑏〈𝝃〉��d𝑉𝒙′ ,���������𝐀 • 𝐁 = ∫ 𝐀〈𝝃〉 ⋅ 𝐁〈𝝃〉��d𝑉𝒙′
ℋ𝑥

(10.9)

ℋ𝑥

where (•) denotes the inner product operation on PD states, and (⋅) denotes the dot
product of two vectors.
State-based models can be divided into two types: native models and correspondence
models. Native models are models where the constitutive relationship between the force
state and the deformation state is directly derived/defined in the nonlocal settings, while
the PD correspondence models directly adopt the classical (local) constitutive models
into the PD formulations. The PD correspondence approaches allow one to easily use the
existing material models in PD formulation, when advantages of PD (e.g. fracture
modeling) are needed without making extra efforts to construct new native constitutive
models. The draw backs of the PD correspondence models are: 1) the instability issues
due to existence of zero energy modes [30, 31] and 2) relatively higher computational
cost compared to native models.
So far, a number of solutions have been proposed to reduce/eliminate the instability
issues of PD correspondence models. For example see [30, 32]. In this study, we lay out
the FCBM formulation for correspondence models as well which significantly reduces
the computational time for PD correspondence simulations.
10.2.2.3

Modeling of damage and fracture in peridynamics

One common way to describe fracture and damage in a peridynamic model is using the
“bond breaking” approach [5]. In this approach, a history dependent binary scalar
function 𝜇 is inserted in the PD constitutive model:
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𝑳(𝒙, 𝑡) = ∫ 𝜇(𝒙, 𝒙′ , 𝑡)𝒇(𝒙, 𝒙′ , 𝑡)�d𝑉𝒙′ ��,

(10.10)

ℋ𝑥

where
1�����������(𝒙′ − 𝒙)�bond�is�intact�at�time�𝑡���
𝜇(𝒙, 𝒙′ , 𝑡) = {
.
0�����������(𝒙′ − 𝒙)�bond�broken�at�time�𝑡����

(10.11)

Being “broken” or “intact” is determined by a certain failure criterion. The critical bond
strain is one of such criterion [2, 5], which sets 𝜇 to 0 if the bond strain exceeds a critical
value. Such critical values can be defined in several different ways [33]. In these models,
cracks emerge as outcomes of cascading bond breaking events under loading. One way to
monitor the evolution of damage in these models is the damage index, defined at a point:

𝑑(𝒙, 𝑡) = 1 −

∫ℋ 𝜇(𝒙, 𝒙′ , 𝑡)�d𝑉𝒙′
𝑥

∫ℋ𝑥 d𝑉𝒙′

(10.12)

which counts the “number” of broken bonds relative to the total number of bonds for that
point at a given time instant. Note that the damage index is not the “definition” of
damage in PD, it is merely one way to represent damage in PD. Damage in these bondbreaking PD models is determined by the individual bond failure events, which is a much
richer quantity than, for example, the scalar or even tensor variables defined in
continuum damage mechanics (see [34]). In some sense, PD damage is a mapping, not
necessarily continuous, from the vector space of bonds at a point 𝒙 to a vector space of
dimension equal to the number of bonds at a node. In its discretized version, PD damage
can be therefore considered a vector state. The damage index in Eq. (10.12) is a scalar
representation that does not carry the complete information of PD damage. For example,
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consider these two cases: 1) a point has lost 50% of its bonds uniformly and
symmetrically in all directions; and 2) a point has lost 50% of its bonds, but all in one
side. In both cases 𝑑 = 0.5, but in the first case the solid is uniformly degraded
(distributed damage), and the second case is a split in solid (a through crack).
10.3 Obtaining convolutional structures for peridynamic models
Many linearized peridynamic models, featuring integral operators, can naturally be
expressed via convolutions. Certain nonlinear models are also shown to have a
convolutional structure [27, 35]. We observe that in general, the following form of a
possibly nonlinear PD integrand (e.g. the dual force density in equation of motion):
𝑝

𝑓(𝒙, 𝒙′ , 𝑡) = ∑ 𝑎𝑛 (𝒙, 𝑡)𝑏𝑛 (𝒙′ , 𝑡)𝑐𝑛 (𝒙 − 𝒙′ , 𝑡)

(10.13)

𝑛=1

where 𝑎𝑛 , 𝑏𝑛 and 𝑐𝑛 are functions, and 𝑝 is arbitrary positive integer, leads to a PD model
that possesses a convolutional structure. Indeed, we can express:
𝑝

(10.14)

′

∫ 𝑓(𝒙, 𝒙 , 𝑡) 𝑑𝑉𝒙′ = ∫ [∑ 𝑎𝑛 (𝒙, 𝑡)𝑏𝑛
ℋ𝑥

(𝒙′

′

, 𝑡)𝑐𝑛 (𝒙 − 𝒙 , 𝑡)] 𝑑𝑉𝒙′

ℋ𝑥 𝑛=1
𝑝

= ∑ 𝑎𝑛 (𝒙, 𝑡) ∫ 𝑐𝑛 (𝒙 − 𝒙′ , 𝑡)𝑏𝑛 (𝒙′ , 𝑡) 𝑑𝑉𝒙′
𝑛=1

ℋ𝑥

𝑝

= ∑ 𝑎𝑛 (𝒙, 𝑡) [𝑏𝑛 ∗ 𝑐𝑛 ](𝒙, 𝑡)
𝑛=1

The operator (∗) denotes the convolution integral.

392
This observation allows for the development of efficient numerical techniques that utilize
Fourier transforms. In this section we discuss setting up bond-based and native statebased PD models in convolutional structures, for linear elastic materials. Moreover, we
show how to obtain a convolutional structure for important nonlinear native elastic
models, the PD correspondence models, and even for fracture problems. For the fracture
case, we introduce a new damage model as an alternative to models that use the critical
bond strain criterion for describing bond failure and does not have a convolutional
structure.
10.3.1 Linear elastic bond-based PD model
The force density for an elastic bond-based PD material can be expressed in the form [3]:

𝒇(𝒙, 𝒙′ , 𝑡) = 𝑓(|𝝃 + 𝜼|, 𝝃)

𝝃+𝜼
|𝝃 + 𝜼|

(10.15)

Consider the well-known homogeneous isotropic elastic bond-based material [2] as an
example:

𝒇(𝒙, 𝒙′ , 𝑡) = 𝛼𝜔(|𝝃|)(|𝝃 + 𝜼| − |𝝃|)

𝝃+𝜼
|𝝃 + 𝜼|

(10.16)

where 𝛼 is a scalar and 𝜔 is a radially symmetric function of the bond, called the
influence function, and is zero outside of the horizon: 𝜔 = 0 for |𝝃| > 𝛿. Although this
model is linear in terms of the bond extension, it is nonlinear in terms of displacements.
The model in Eq. (10.16) can be linearized in terms of displacement if needed. According
to the linearization carried out in [36], one can rewrite Eq. (10.16) for small
displacements as:
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𝒇(𝒙, 𝒙′ , 𝑡) = 𝛼𝜔(|𝝃|)

𝝃⨂𝝃
𝜼 = 𝐂(𝝃)𝜼
|𝝃|2

(10.17)

where (⨂) denotes the tensor product, and 𝐂 is a tensor-valued symmetric function of the
bond.
To obtain the convolutional form in Eq. (10.14), we opt to proceed with the indicial
notation (including Einstein summation convention) for expressing vector and tensor
quantities.
We substitute Eq. (10.17) into Eq.(10.2) to obtain the convolutional form for this model:

𝐿𝑖 (𝒙, 𝑡) = ∫ 𝑓𝑖 (𝒙, 𝒙′ , 𝑡)�d𝑉𝒙′ = ∫ C𝑖𝑗 (𝒙′ − 𝒙)[𝑢𝑗 (𝒙′ , 𝑡) − 𝑢𝑗 (𝒙, 𝑡)]d𝑉𝒙′
ℋ𝑥

(10.18)

ℋ𝑥

= ∫ C𝑖𝑗 (𝒙′ − 𝒙)𝑢𝑗 (𝒙′ , 𝑡)�d𝑉𝒙′ − [∫ C𝑖𝑗 (𝒙′ − 𝒙)d𝑉𝒙′ ] 𝑢𝑗 (𝒙, 𝑡)
ℋ𝑥

ℋ𝑥

= ∫ C𝑖𝑗 (𝒙 − 𝒙′ )𝑢𝑗 (𝒙′ , 𝑡)�d𝑉𝒙′ − P𝑖𝑗 𝑢𝑗 (𝒙, 𝑡)
ℋ𝑥

= [C𝑖𝑗 ∗ 𝑢𝑗 ](𝒙, 𝑡) − P𝑖𝑗 𝑢𝑗 (𝒙, 𝑡)���

for 𝑖, 𝑗 = 1,2,3 in 3D. Note that Eq. (10.18) is consistent with the general form in Eq.
(10.14), because one can write P𝑖𝑗 = C𝑖𝑗 ∗ 1. In this model, since we investigate
homogeneous materials, 𝐂 is only a function of 𝝃 and is independent of 𝒙. As a result 𝐏 is
a constant tensor. From a computational point of view, 𝐏 can be computed once and
stored as a preprocessing step. The linear term P𝑖𝑗 𝑢𝑗 (𝒙, 𝑡) is then just a multiplication at
each node which is much cheaper than computing a volume integral.
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This linearized model in Eq. (10.17) is based on the “small displacements” assumption,
and therefore, cannot be used for large displacements, including rigid body rotations. In
general, the nonlinear model in Eq. (10.16) is used more frequently [37-39] because it is
valid for large rotations due to the geometrical nonlinearity of the model. We could not
obtain the convolutional form for the nonlinear model in Eq. (10.16) directly. However,
in the next section we introduce an alternative nonlinear bond-based model which has a
convolutional structure, and is invariant under arbitrary rigid body rotations.
10.3.2 Nonlinear elastic bond-based PD model
Here, we introduce a particular nonlinear elastic bond-based model and show how to
express it using multiple convolutions. Consider the bond-based constitutive model:
3
1
𝝃+𝜼
𝒇(𝒙, 𝒙′ , 𝑡) = 𝛼𝜔(|𝝃|)|𝝃| (𝑠 + 𝑠 2 + 𝑠 3 )
|𝝃 + 𝜼|
2
2

(10.19)

where

𝑠=

|𝝃 + 𝜼| − |𝝃|
|𝝃|

(10.20)

Is the bond strain. This nonlinear model is invariant to rigid body motions and
approximates the model in Eq. (10.16) for 𝑠 ≪ 1. To express 𝑳(𝒙, 𝑡) in its convolutional
form, we first simplify 𝒇 in terms of displacements and bond vectors:
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3
1
𝝃+𝜼
𝒇(𝒙, 𝒙′ , 𝑡) = 𝛼𝜔(|𝝃|)|𝝃| (𝑠 + 𝑠 2 + 𝑠 3 )
=
|𝝃 + 𝜼|
2
2
=

(10.21)

𝛼𝜔(|𝝃|)|𝝃|
𝝃+𝜼
[(𝑠 + 1)2 − 1](𝑠 + 1)
|𝝃 + 𝜼|
2
2

|𝝃 + 𝜼| 𝝃 + 𝜼
𝛼𝜔(|𝝃|)|𝝃| |𝝃 + 𝜼|
=
[(
) − 1]
|𝝃|
|𝝃| |𝝃 + 𝜼|
2
=

𝛼𝜔(|𝝃|)
(|𝝃 + 𝜼|2 − |𝝃|2 )(𝝃 + 𝜼)
2|𝝃|2

=

𝛼𝜔(|𝝃|)
(2𝝃 ⋅ 𝜼 + 𝜼 ⋅ 𝜼)(𝝃 + 𝜼)
2|𝝃|2

Again, we use the indicial notation for 𝒇 in Eq. (10.21):

𝑓𝑖 (𝒙, 𝒙′ , 𝑡) =

𝛼𝜔(|𝝃|)
(2𝜉𝑗 𝜂𝑗 + 𝜂𝑗 𝜂𝑗 )(𝜉𝑖 + 𝜂𝑖 )
2|𝝃|2
=

𝛼𝜔(|𝝃|)
(2𝜉𝑗 𝑢′𝑗 − 2𝜉𝑗 𝑢𝑗 + 𝑢′𝑗 𝑢′𝑗 − 2𝑢𝑗′ 𝑢𝑗 + 𝑢𝑗 𝑢𝑗 )(𝜉𝑖 + 𝑢′𝑖 − 𝑢𝑖 )
2|𝝃|2

=

𝛼𝜔(|𝝃|)
(2𝜉𝑖 𝜉𝑗 𝑢′𝑗 − 2𝜉𝑖 𝜉𝑗 𝑢𝑗 + 𝜉𝑖 𝑢′𝑗 𝑢′𝑗 − 2𝜉𝑖 𝑢𝑗′ 𝑢𝑗 + 𝜉𝑖 𝑢𝑗 𝑢𝑗
2|𝝃|2

+ 2𝜉𝑗 𝑢′𝑗 𝑢′ 𝑖 − 2𝜉𝑗 𝑢𝑗 𝑢′ 𝑖 + 𝑢′𝑗 𝑢′𝑗 𝑢′ 𝑖 − 2𝑢𝑗′ 𝑢𝑗 𝑢′ 𝑖 + 𝑢𝑗 𝑢𝑗 𝑢′ 𝑖
− 2𝜉𝑗 𝑢′𝑗 𝑢𝑖 + 2𝜉𝑗 𝑢𝑗 𝑢𝑖 − 𝑢′𝑗 𝑢′𝑗 𝑢𝑖 + 2𝑢𝑗′ 𝑢𝑗 𝑢𝑖 − 𝑢𝑗 𝑢𝑗 𝑢𝑖 )

We then can write 𝑳(𝒙, 𝑡) as:

(10.22)
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(10.23)

𝐿𝑖 = ∫ 𝑓𝑖 �d𝑉𝒙′
ℋ𝑥

𝛼𝜔(|𝒙′ − 𝒙|)
[2(𝑥𝑖 − 𝑥𝑖′ )(𝑥𝑗 − 𝑥𝑗′ )𝑢𝑗′
′ − 𝒙|2
2|𝒙
ℋ𝑥

=∫

− 2(𝑥𝑖 − 𝑥𝑖′ )(𝑥𝑗 − 𝑥𝑗′ )𝑢𝑗 − (𝑥𝑖 − 𝑥𝑖′ )𝑢′𝑗 𝑢′𝑗 + 2(𝑥𝑖 − 𝑥𝑖′ )𝑢𝑗′ 𝑢𝑗
− (𝑥𝑖 − 𝑥𝑖′ )𝑢𝑗 𝑢𝑗 − 2(𝑥𝑗 − 𝑥𝑗′ )𝑢′𝑗 𝑢′ 𝑖 + 2(𝑥𝑗 − 𝑥𝑗′ )𝑢𝑗 𝑢′ 𝑖
+ 2(𝑥𝑗 − 𝑥𝑗′ )𝑢′𝑗 𝑢𝑖 − 2(𝑥𝑗 − 𝑥𝑗′ )𝑢𝑗 𝑢𝑖 + 𝑢′𝑗 𝑢′𝑗 𝑢′ 𝑖 − 2𝑢𝑗′ 𝑢𝑗 𝑢′ 𝑖
+ 𝑢𝑗 𝑢𝑗 𝑢′ 𝑖 − 𝑢′𝑗 𝑢′𝑗 𝑢𝑖 + 2𝑢𝑗′ 𝑢𝑗 𝑢𝑖 − 𝑢𝑗 𝑢𝑗 𝑢𝑖 ]d𝑉𝒙′
with 𝑖, 𝑗 = 1,2,3 in 3D. Let the tensor 𝐂, the vector 𝒂, and the scalar 𝑐 denote the
following functions of 𝝃:

𝐂(𝝃) =

𝛼𝜔(|𝝃|)
𝛼𝜔(|𝝃|)
𝛼𝜔(|𝝃|)
𝝃⨂𝝃,���������������𝒂(𝝃) =
𝝃,����������������𝑐(𝝃) =
2
2
|𝝃|
|𝝃|
|𝝃|2

(10.24)

and let 𝐏, 𝒒, and 𝑝 to be the integrals of 𝐂, 𝒂, and 𝑐 over the horizon respectively. Since
𝐂, 𝒂, and 𝑐 are functions of 𝝃 and independent of 𝒙, their integrals can be computed at
any 𝒙. We can then compute the integrals once at 𝒙 = 0 for example, where 𝝃 = 𝒙′ :

𝐏=∫
ℋ𝑥=0

𝐂(𝒙′ )d𝑉𝒙′ ,������������𝒒 = ∫

ℋ𝑥=0

𝒂(𝒙′ )d𝑉𝒙′ ,�����������𝑝 = ∫

ℋ𝑥=0

𝑐(𝒙′ )d𝑉𝒙′

(10.25)

Using the definitions in Eq. (10.24) and (10.25), Eq. (10.23) can be reorganized as
follows:
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𝐿𝑖 = C𝑖𝑗 ∗ 𝑢𝑗 − (∫ C𝑖𝑗 d𝑉𝒙′ ) 𝑢𝑗 − 𝑎𝑖 ∗ (𝑢𝑗 𝑢𝑗 ) + (𝑎𝑖 ∗ 𝑢𝑗 �)𝑢𝑗

(10.26)

ℋ𝑥

1
− (∫ 𝑎𝑖 d𝑉𝒙′ ) 𝑢𝑗 𝑢𝑗 − 𝑎𝑗 ∗ (𝑢𝑗 𝑢𝑖 ) + 𝑢𝑗 (𝑎𝑗 ∗ 𝑢𝑖 )
2 ℋ𝑥
1
+ (𝑎𝑗 ∗ 𝑢𝑗 )𝑢𝑖 − (∫ 𝑎𝑖 d𝑉𝒙′ ) 𝑢𝑖 𝑢𝑗 + 𝑐 ∗ (𝑢𝑗 𝑢𝑗 𝑢𝑖 )
2
ℋ𝑥
1
1
− [𝑐 ∗ (𝑢𝑖 𝑢𝑗 )]𝑢𝑗 + (𝑐 ∗ 𝑢𝑖 )𝑢𝑗 𝑢𝑗 − [𝑐 ∗ (𝑢𝑗 𝑢𝑗 )]𝑢𝑖
2
2
1
+ (𝑐 ∗ 𝑢𝑗 )𝑢𝑗 𝑢𝑖 − 𝑢𝑗 𝑢𝑗 𝑢𝑖 (∫ 𝑐�d𝑉𝒙′ )
2
ℋ𝑥
1
= C𝑖𝑗 ∗ 𝑢𝑗 − P𝑖𝑗 𝑢𝑗 − 𝑎𝑖 ∗ (𝑢𝑗 𝑢𝑗 ) + (𝑎𝑖 ∗ 𝑢𝑗 �)𝑢𝑗 − 𝑞𝑖 𝑢𝑗 𝑢𝑗
2
1
− 𝑎𝑗 ∗ (𝑢𝑗 𝑢𝑖 ) + 𝑢𝑗 (𝑎𝑗 ∗ 𝑢𝑖 ) + (𝑎𝑗 ∗ 𝑢𝑗 )𝑢𝑖 − 𝑞𝑖 𝑢𝑖 𝑢𝑗 + 𝑐
2
1
∗ (𝑢𝑗 𝑢𝑗 𝑢𝑖 ) − [𝑐 ∗ (𝑢𝑖 𝑢𝑗 )]𝑢𝑗 + (𝑐 ∗ 𝑢𝑖 )𝑢𝑗 𝑢𝑗
2
1
1
− [𝑐 ∗ (𝑢𝑗 𝑢𝑗 )]𝑢𝑖 + (𝑐 ∗ 𝑢𝑗 )𝑢𝑗 𝑢𝑖 − 𝑢𝑗 𝑢𝑗 𝑢𝑖 𝑝
2
2
Eq. (10.26) shows the convolutional form of the 𝑳 integral for the nonlinear model (rigid
body rotation invariant) introduced in Eq. (10.19).
10.3.3 State-based linear elastic and isotropic PD solid
In this example we discuss a well-known state-based linear elastic model, known as the
linear isotropic peridynamic solid [36]. The force state for this material is given by:
3𝜅 − 5𝜇
15𝜇
𝐓=(
) 𝜔𝑥𝜗𝐌 +
𝜔𝑒�𝐌
𝑚
𝑚

(10.27)
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where 𝜅 and 𝜇 are the bulk and the shear moduli, 𝜗 is the nonlocal dilatation defined at
each point by:

𝜗(𝒙, 𝑡) =

3
3
𝜔𝑥 • 𝑒 = ∫ 𝜔〈𝝃〉�𝑥〈𝝃〉�𝑒〈𝝃〉�d𝑉𝒙′ ��,
𝑚
𝑚 ℋ𝑥

(10.28)

𝑚 is a normalization factor:

𝑚(𝒙, 𝑡) = 𝜔𝑥 • 𝑥 = ∫ 𝜔〈𝝃〉�𝑥〈𝝃〉�𝑥〈𝝃〉�d𝑉𝒙′ ���,

(10.29)

ℋ𝑥

𝜔 is the influence function scalar state:
𝜔〈𝝃〉 = 𝜔(|𝜉|)��,

(10.30)

𝐌 is a unit vector state, giving the direction of the deformed bond:

𝐌〈𝝃〉 =

𝐘〈𝝃〉
|𝐘〈𝝃〉|

=

𝝃+𝜼
���,
|𝝃 + 𝜼|

(10.31)

and 𝑒 is the extension state defined in Eq. (10.5). Note that we can express Eq. (10.27) in
terms of 𝝃 and 𝜼 as follows:

𝐓〈𝝃〉 = (

3𝜅−5𝜇
𝑚

𝝃+𝜼

) 𝜔(|𝝃|)|𝝃|𝜗 |𝝃+𝜼| +

15𝜇
𝑚

𝝃+𝜼

𝜔(|𝝃|)(|𝝃 + 𝜼| − |𝝃|)� |𝝃+𝜼|.

(10.32)

The linearized version of this material for small displacements is [36]:

𝐓〈𝝃〉 = (

with

3𝜅 − 5𝜇
15𝜇
𝝃⨂𝝃
) 𝜔(|𝝃|)𝜗𝝃 +
𝜔(|𝝃|) 2 𝜼
|𝝃|
𝑚
𝑚

(10.33)
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𝜗=

3
∫ 𝜔(|𝝃|)�𝝃 ⋅ 𝜼�d𝑉𝒙′
𝑚 ℋ𝑥

(10.34)

and

𝑚 = ∫ 𝜔(|𝝃|)�|𝝃|2 �d𝑉𝒙′

(10.35)

ℋ𝑥

Based on this constitutive model, the internal force density is:

𝑳(𝒙, 𝑡) = ∫ 𝒇(𝒙, 𝒙′ , 𝑡)�d𝑉𝒙′ = ∫ {𝐓[𝒙, 𝑡]〈𝝃〉 − 𝐓[𝒙′ , 𝑡]〈−𝝃〉}d𝑉𝒙′
ℋ𝑥

(10.36)

ℋ𝑥

= ∫ {(
ℋ𝑥

3𝜅 − 5𝜇
15𝜇
𝝃⨂𝝃
) 𝜔(|𝝃|)𝜗𝝃 +
𝜔(|𝝃|) 2 𝜼
|𝝃|
𝑚
𝑚

3𝜅 − 5𝜇
−(
) 𝜔(|−𝝃|)𝜗 ′ (−𝝃)
𝑚
+

(−𝝃)⨂(−𝝃)
15𝜇
(−𝜼)} d𝑉𝒙′
𝜔(|−𝝃|)
|−𝝃|2
𝑚

= ∫ {(
ℋ𝑥

+2

3𝜅 − 5𝜇
) 𝜔(|𝝃|)(𝜗 + 𝜗′)𝝃
𝑚

15𝜇
𝝃⨂𝝃
𝜔(|𝝃|) 2 𝜼} d𝑉𝒙′
|𝝃|
𝑚

where 𝜗 ′ = 𝜗(𝒙′ , 𝑡). Let

𝐂(𝝃) =

30𝜇
𝑚

𝝃⨂𝝃

3𝜅−5𝜇

𝜔(|𝝃|) |𝝃|2 ,���������������𝒂(𝝃) = (

𝑚

) 𝜔(|𝝃|)𝝃.

Replacing 𝝃 and 𝜼 in Eq. (10.36) with 𝒙′ − 𝒙 and 𝒖′ − 𝒖 respectively, one gets:

(10.37)
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𝐿𝑖 = ∫ 𝑎𝑖 (𝒙′ − 𝒙)(𝜗 + 𝜗′)d𝑉𝒙′ + ∫ C𝑖𝑗 (𝒙′ − 𝒙)(𝑢𝑗′ − 𝑢𝑗 )d𝑉𝒙′
ℋ𝑥

(10.38)

ℋ𝑥

= 𝜗 ∫ 𝑎𝑖 (𝒙′ − 𝒙)d𝑉𝒙′ − ∫ 𝑎𝑖 (𝒙 − 𝒙′ )𝜗 ′ d𝑉𝒙′
ℋ𝑥

ℋ𝑥

+ ∫ C𝑖𝑗 (𝒙 − 𝒙′ )𝑢𝑗′ d𝑉𝒙′ + (∫ C𝑖𝑗 (𝒙′ − 𝒙)d𝑉𝒙′ ) 𝑢𝑗
ℋ𝑥

ℋ𝑥

= 𝜗 (∫ 𝑎𝑖 (𝒙′ − 𝒙)d𝑉𝒙′ ) − (𝑎𝑖 ∗ 𝜗) + C𝑖𝑗 ∗ 𝑢𝑗
ℋ𝑥

+ (∫ C𝑖𝑗 (𝒙′ − 𝒙)d𝑉𝒙′ ) 𝑢𝑗
ℋ𝑥

= 𝜗 (∫ 𝑎𝑖 d𝑉𝒙 ) − (𝑎𝑖 ∗ 𝜗) + C𝑖𝑗 ∗ 𝑢𝑗 + (∫ C𝑖𝑗 d𝑉𝒙 ) 𝑢𝑗
= 𝜗𝑞𝑖 − (𝑎𝑖 ∗ 𝜗) + C𝑖𝑗 ∗ 𝑢𝑗 + P𝑖𝑗 𝑢𝑗
To use the numerical method presented in this work, all volume integrals involved in the
PD model should have convolutional structure, otherwise the FFT cannot be used to
compute them and the proposed method’s efficiency is lost. Therefore, 𝜗(𝒙, 𝑡) needs to
be written as a convolution as well:

𝜗=

3
−3
∫ 𝜔(|𝝃|)�𝜉𝑖 𝜂𝑖 �d𝑉𝒙′ =
∫ 𝑎𝑖 (𝒙 − 𝒙′)(𝑢𝑖′ − 𝑢𝑖 )�d𝑉𝒙′
𝑚 ℋ𝑥
𝑚 ℋ𝑥
=

−3
3
∫ 𝑎𝑖 (𝒙 − 𝒙′)𝑢𝑖′ �d𝑉𝒙′ − (∫ 𝑎𝑖 (𝒙′ − 𝒙)d𝑉𝒙′ ) 𝑢𝑖
𝑚 ℋ𝑥
𝑚 ℋ𝑥

=

−3
[(𝑎𝑖 ∗ 𝑢𝑖 ) + 𝑞𝑖 𝑢𝑖 ]
𝑚

(10.39)

Eq. (10.38) and (10.39), provide the convolutional form for the linearized PD state-based
elastic model described in Eq. (10.33).
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10.3.4 PD correspondence models
Several approaches have been introduced to adopt a classical model for constructing a PD
correspondence material [28, 32, 40]. In the original approach which is the most common
one [1, 28], the correspondence deformation gradient (𝐅̅) is defined:

𝐅̅ = (∫ 𝜔〈𝝃〉𝐘〈𝝃〉�⨂𝐗〈𝝃〉�d𝑉𝒙′ ) 𝐊 −𝟏

(10.40)

ℋ𝑥

Where�𝐊 is a symmetric positive definite tensor known as the shape tensor:

𝐊 = ∫ 𝜔〈𝝃〉𝐗〈𝝃〉�⨂𝐗〈𝝃〉�d𝑉𝒙′ = ∫ 𝜔(|𝝃|)𝝃�⨂𝝃�d𝑉𝒙′ ��
ℋ𝑥

(10.41)

ℋ𝑥

Once 𝐅̅ is obtained from 𝐘 using Eq. (10.40), one uses the classical constitute model to
compute the Piola stress tensor: 𝛔 = 𝛔(𝐅̅). The PD force state is then defined by the
following mapping of 𝛔:
��𝐓〈𝝃〉 = 𝜔〈𝝃〉𝛔𝐊 −𝟏 𝐗〈𝝃〉

(10.42)

Note that 𝐊 is a constant tensor, and similar to 𝐏 in Eq. (10.25), it can be computed at
𝒙 = 0:

𝐊=∫
ℋ𝑥=0

𝜔(|𝒙′|)𝒙′⨂𝒙′�d𝑉𝒙′

(10.43)

To obtain the convolutional form of the integral for 𝐅̅ in Eq. (10.40), we first express it
as:
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𝐅̅ = (∫ 𝜔(|𝝃|)(𝜼 + 𝝃)�⨂𝝃�d𝑉𝒙′ ) 𝐊 −𝟏
ℋ𝑥

= (∫ 𝜔(|𝝃|)𝜼�⨂𝝃�d𝑉𝒙′ + ∫ 𝜔(|𝝃|)𝝃�⨂𝝃�d𝑉𝒙′ ) 𝐊 −𝟏
ℋ𝑥

(10.44)

ℋ𝑥

= (∫ 𝜔(|𝝃|)𝜼�⨂𝝃�d𝑉𝒙′ ) 𝐊 −𝟏 + 𝐈
ℋ𝑥

Let the vector function 𝒂 and the constant vector 𝒒 for this model be:
𝒂(𝝃) = 𝜔(|𝝃|)𝝃,�������𝒒 = ∫ℋ

𝑥=0

𝒂(𝝃)�d𝑉𝒙′

(10.45)

Using the indicial notation of Eq. (10.44), one can write:

F̅𝑖𝑗 = (∫ 𝜔(|𝝃|)𝜂𝑖 �𝜉𝑝 �d𝑉𝒙′ ) (K −1 )𝑝𝑗 + 𝛿𝑖𝑗
ℋ𝑥

= (∫ 𝜔(|𝝃|)𝑢𝑖 ′�𝜉𝑝 �d𝑉𝒙′ − ∫ 𝜔(|𝝃|)𝑢𝑖 �𝜉𝑝 �d𝑉𝒙′ ) (K −1 )𝑝𝑗
ℋ𝑥

(10.46)

ℋ𝑥

+ 𝛿𝑖𝑗 = −(𝑢𝑖 ∗ 𝑎𝑝 + 𝑢𝑖 𝑞𝑝 )(K −1 )𝑝𝑗 + 𝛿𝑖𝑗
Given the Eq. (10.2), (10.8) and (10.42), the internal force density for this PD
correspondence approach has the following form:

𝑳(𝒙, 𝑡) = ∫ {𝐓[𝒙, 𝑡]〈𝝃〉 − 𝐓[𝒙′ , 𝑡]〈−𝝃〉}d𝑉𝒙′
ℋ𝑥

= ∫ {𝜔〈𝝃〉𝛔𝐊 −𝟏 𝐗〈𝝃〉 − 𝜔〈−𝝃〉𝛔′𝐊 −𝟏′ 𝐗〈−𝝃〉}d𝑉𝒙′
ℋ𝑥

= ∫ {𝜔〈𝝃〉𝛔𝐊 −𝟏 𝐗〈𝝃〉 + 𝜔〈𝝃〉𝛔′𝐊 −𝟏′ 𝐗〈𝝃〉}d𝑉𝒙′
ℋ𝑥

(10.47)
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Using the indicial notation, the convolutional structure of the internal force density for
this correspondence approach is obtained:

′
(K −1 )′𝑝𝑗 �𝜉𝑗 }d𝑉𝒙′
𝐿𝑖 = ∫ {𝜔(|𝝃|)σ𝑖𝑝 (K −1 )𝑝𝑗 �𝜉𝑗 + 𝜔(|𝝃|)𝜎𝑖𝑝

(10.48)

ℋ𝑥

= 𝜎𝑖𝑝 (K −1 )𝑝𝑗 𝑞𝑗 − [(𝜎𝑖𝑝 (K −1 )𝑝𝑗 ) ∗ 𝑎𝑗 ]
As observed, all volume integrals involved in this type of PD correspondence modeling
are now expressed in terms of convolutions.
10.3.5 An energy-based failure model that leads to a convolution structure for
fracture problems
The failure model in PD, based on bond-breaking once bonds reach a critical strain value,
does have a convolution structure. To be able to use the fast convolution-based method in
fracture problems, we introduce a new energy-based bond-failure model.
10.3.5.1

Pointwise energy-based bond breaking

We propose the following bond brittle failure model based on the strain energy density at
the bond’s two end points:
1,����������if�𝑊(𝒙, 𝑡)�and�𝑊(𝒙′ , 𝑡) ≤ 𝑊𝑐 �
𝜇(𝒙, 𝒙′ , 𝑡) = {
0,���������if���𝑊(𝒙, 𝑡)�or�𝑊(𝒙′ , 𝑡) > 𝑊𝑐 ����

(10.49)

where 𝑊(𝒙, 𝑡) denotes the strain energy density at point 𝒙 and time 𝑡 and 𝑊𝑐 is referred
to as the critical bond strain energy density. The formula for 𝑊 depends on the
constitutive model. For example, the strain energy density for the model in Eq. (10.16) is
[36]:
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𝑊(𝒙, 𝑡) =

1
∫ 𝛼𝜔(|𝝃|)(|𝝃 + 𝜼| − |𝝃|)2 �d𝑉𝒙′
2 ℋ𝑥

(10.50)

and for the linearized model in Eq. (10.17) is [41]:

𝑊(𝒙, 𝑡) =

1
∫ 𝜼 ⋅ [𝐂(|𝝃|)𝜼]�d𝑉𝒙′
2 ℋ𝑥

(10.51)

Note that for models with bond-breaking rules, 𝜇�is inserted in the integrand of 𝑊 in
formulas to leave out broken bonds.
Eq. (10.49) states that a bond is broken and no longer carries load if the strain energy
density at either of its end points exceeds 𝑊𝑐 . A pointwise interpretation of Eq. (10.49) is
that once 𝑊 at a point reaches 𝑊𝑐 , that point loses all of its bonds, and it is completely
detached from the body.
To obtain the convolutional form for this brittle failure model, we define the integrity
index 𝜆(𝒙, 𝑡) at each point as:

𝜆(𝒙, 𝑡) = {

1������������𝑊(𝒙, 𝑡) � ≤ 𝑊𝑐 �
0������������𝑊(𝒙, 𝑡) � > 𝑊𝑐 �

(10.52)

Using the integrity index, we can write:
𝜇(𝒙, 𝒙′ , 𝑡) = 𝜆(𝒙, 𝑡)𝜆(𝒙′, 𝑡) = 𝜆𝜆′�

Next we show how this new damage model leads to a convolutional structure.

(10.53)
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10.3.5.2

Convolutional structure of the new damage model

In general, we show that a PD damage model with�𝑳(𝒙, 𝑡) = ∫ℋ 𝜇𝒇d𝑉𝒙′ has a
𝑥

convolutional structure if 𝒇 and 𝜇 are both in the form described by Eq. (10.13):

𝑳(𝒙, 𝑡) = ∫ 𝜇(𝒙, 𝒙′ , 𝑡)𝒇(𝒙, 𝒙′ , 𝑡) 𝑑𝑉𝒙′

(10.54)

ℋ𝑥
𝑝

= ∫ [∑ 𝑎𝑛 (𝒙, 𝑡)𝑏𝑛 (𝒙′ , 𝑡)𝑐𝑛 (𝒙
ℋ𝑥 𝑛=1
𝑞
′

− 𝒙 , 𝑡)] [ ∑ 𝑦𝑚 (𝒙, 𝑡)𝑤𝑚 (𝒙′ , 𝑡)𝑧𝑚 (𝒙 − 𝒙′ , 𝑡)] 𝑑𝑉𝒙′
𝑚=1
𝑝

𝑞

= ∫ [∑ ∑ 𝑎𝑛 𝑦𝑚 (𝒙, 𝑡)𝑏𝑛 𝑤𝑚 (𝒙′ , 𝑡)𝑐𝑛 𝑧𝑚 (𝒙
ℋ𝑥 𝑛=1 𝑚=1

− 𝒙′ , 𝑡)] 𝑑𝑉𝒙′
𝑝

𝑞

= ∑ ∑ 𝑎𝑛 𝑦𝑚 (𝒙, 𝑡) ∫ 𝑏𝑛 𝑤𝑚 (𝒙′ , 𝑡)𝑐𝑛 𝑧𝑚 (𝒙 − 𝒙′ , 𝑡) 𝑑𝑉𝒙′
𝑛=1 𝑚=1
𝑝

ℋ𝑥

𝑞

= ∑ ∑ 𝑎𝑛 𝑦𝑚 (𝒙, 𝑡)[(𝑏𝑛 𝑤𝑚 ) ∗ (𝑐𝑛 𝑧𝑚 )](𝒙, 𝑡)
𝑛=1 𝑚=1

The new 𝜇 = 𝜆𝜆′ is in the form of Eq. (10.13). As a result, it can be used with any of the
described constitutive models in Section 10.3. For the linearized bond-based model
described in Section 10.3.1 for example, according to Eq. (10.10), Eq. (10.18) and Eq.
(10.53) we can write:
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𝐿𝑖 = ∫ 𝜆𝜆′𝑓𝑖 �d𝑉𝒙′ = 𝜆 ∫ 𝜆′𝑓𝑖 �d𝑉𝒙′ = 𝜆 ∫ 𝜆′C𝑖𝑗 (𝒙 − 𝒙′ )(𝑢′𝑗 − 𝑢𝑗 )�d𝑉𝒙′
ℋ𝑥

ℋ𝑥

(10.55)

ℋ𝑥

= 𝜆 ∫ C𝑖𝑗 (𝒙 − 𝒙′ )𝜆′𝑢′𝑗 �d𝑉𝒙′ − 𝜆𝑢𝑗 ∫ C𝑖𝑗 (𝒙 − 𝒙′ )𝜆′ d𝑉𝒙′
ℋ𝑥

ℋ𝑥

= 𝜆[C𝑖𝑗 ∗ (𝜆𝑢𝑗 )] − 𝜆𝑢𝑗 [C𝑖𝑗 ∗ 𝜆]�

The strain energy density for this material model can be written as:

𝑊(𝒙, 𝑡) =

1
1
∫ 𝜆𝜆′ 𝜼 ⋅ [𝐂(𝒙′ − 𝒙)𝜼]�d𝑉𝒙′ = ∫ 𝜆𝜆′ 𝜂𝑖 C𝑖𝑗 (𝒙′ − 𝒙)𝜂𝑗 �d𝑉𝒙′
2 ℋ𝑥
2 ℋ𝑥

(10.56)

1
= � ∫ 𝜆𝜆′ C𝑖𝑗 (𝒙′ − 𝒙)(𝑢𝑖′ − 𝑢𝑖 )(𝑢𝑗′ − 𝑢𝑗 )�d𝑉𝒙′
2 ℋ𝑥
=

1
∫ 𝜆𝜆′C𝑖𝑗 (𝒙′ − 𝒙)(𝑢𝑖′ 𝑢𝑗′ − 𝑢𝑖′ 𝑢𝑗 − 𝑢𝑖 𝑢𝑗′ + 𝑢𝑖 𝑢𝑗 )�d𝑉𝒙′
2 ℋ𝑥

=

1
𝜆 [∫ C𝑖𝑗 (𝒙′ − 𝒙)𝜆′ 𝑢𝑖′ 𝑢𝑗′ �d𝑉𝒙′
2
ℋ𝑥

− 𝑢𝑗 ∫ C𝑖𝑗 (𝒙′ − 𝒙)𝜆′ 𝑢𝑖′ �d𝑉𝒙′ − 𝑢𝑖 ∫ C𝑖𝑗 (𝒙′ − 𝒙)𝜆′ 𝑢𝑗′ �d𝑉𝒙′
ℋ𝑥

ℋ𝑥

+ 𝑢𝑖 𝑢𝑗 ∫ C𝑖𝑗 (𝒙′ − 𝒙)𝜆′ d𝑉𝒙′ ]
ℋ𝑥

=

1
𝜆{[C𝑖𝑗 ∗ (𝜆𝑢𝑖 𝑢𝑗 )] − 𝑢𝑗 [C𝑖𝑗 ∗ (𝜆𝑢𝑖 )] − 𝑢𝑖 [C𝑖𝑗 ∗ (𝜆𝑢𝑗 )]
2

+ 𝑢𝑖 𝑢𝑗 [C𝑖𝑗 ∗ 𝜆]}
The damage index in Eq. (10.12) can also be written in terms of convolutions if needed,
as shown below. By defining a characteristic influence function with its support equal to
the horizon region:
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|𝝃| ≤ 𝛿
���,
|𝝃| > 𝛿

1
𝜔0 (𝝃) = {
0

(10.57)

one can write:

𝑑(𝒙, 𝑡) = 1 −

∫𝐻 𝜇d𝑉𝑥 ′
𝑥

∫𝐻𝑥 d𝑉𝑥 ′

=1−

∫ℝ𝑛 𝜆𝜆′ 𝜔0 (|𝒙′ − 𝒙|)��d𝑉𝑥′
∫ℝ𝑛 𝜔0 (|𝒙′ − 𝒙|)��d𝑉𝑥 ′

(10.58)

∫ℝ𝑛 𝜆𝜆′ 𝜔0 (|𝒙 − 𝒙′|)��d𝑉𝑥 ′
=1−
𝛽0
=1−

10.3.5.3

𝜆 ∫ℝ𝑛 𝜆′ 𝜔0 (|𝒙 − 𝒙′|)��d𝑉𝑥 ′
𝛽0

=1−

𝜆(𝜆 ∗ 𝜔0 )
𝛽0

Calibrating the failure model to Griffith’s critical energy release rate

To use this model for predicting fracture, the failure threshold 𝑊𝑐 in Eq. (10.49) needs to
be calibrated to a measurable fracture property of the material like Griffith’s critical
fracture energy. Inspired by the calibration method for the critical bond strain criterion
[5], we perform the calibration by considering a “through” planar crack in a body and
find a relationship between the PD failure threshold (here 𝑊𝑐 ) and the critical energy
release rate 𝐺0 , which is a measurable quantity.
A through crack is one that splits the body into two completely separated parts. For the
pointwise criterion given by Eq. (10.49) and (10.52), a through crack contains a 𝛿-thick
layer with points that lost all of their bonds. In Figure 10.2 we show schematically why
this is the case.
Figure 10.2 shows what happens when a through crack is forming by breaking bonds

along a line in 2D. To make the figure more readable, we show the case for 𝛿 = 2Δ𝑥,
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which has fewer bonds to plot. In Figure 10.2(a), bond 2-4 is cut. According to Eq. (10.49)
either node 2 or 4 has reached 𝑊𝑐 and therefore should lose all of its bonds. Figure 10.2(b)
shows the case for node 4. As shown, cutting the bond 2-4 resulted in breaking other
bonds that are connected to node 4. As the through cutting along the line proceeds, we cut
bond 3-5 (Figure 10.2(c)). As a result either node 3 or 5 loses all of its bonds and reached
the damage index of 1. Figure 10.2(d) shows the case for node 3. We chose first node 4
and then node 3 for demonstration. All other possible scenarios in nodal failure resulting
from cutting 2-4, 3-4, and 3-5 bonds that cross the through crack path leads to at least two
adjacent failed nodes (d=1). This simple example shows how a through crack forms a 𝛿thick layer of nodes with damage index of 1.

Figure 10.2. Schematics of a through crack based on the new damage model in 2D, for
a case with 𝛿 = 2Δ𝑥. “Cutting” bonds along a line results in a 𝛿-thick layer of nodes
with 𝑑 = 1 (all of their bonds are broken). The figure shows the case for m = 2.
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In general, a through crack with this model has a damage region with the thickness of 3𝛿:
a 𝛿-thick layer in the middle with the damage index 𝑑 = 1 and two 𝛿-thick layers on the
sides with 0 < 𝑑 < 0.5. This is different from the case for the critical bond strain
criterion where a through crack has a 2𝛿-thick damaged region with 0 < 𝑑 < 0.5 and the
maximum 𝑑 being in the middle plane. Figure 10.3 schematically compares a through
crack in the new damage model with the one in the critical bond strain damage model in
terms of thickness and damage profile across the crack.

Figure 10.3. A through crack in a peridynamic body in 2D. Top is the new energybased bond-failure model, bottom is the critical bond strain model commonly-used
with the meshfree PD model.
One important observation in the model is the mass loss in the middle layer with d = 1. It
is reasonable to argue that as long as 𝛿 is small relative to the geometry, the mass loss
effect is negligible. In the numerical example in Section 10.5.2, performance of the new
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model is tested against the critical strain bond-breaking meshfree PD model in a dynamic
fracture problem that involves multiple crack branching events.
To find a relationship between 𝑊𝑐 and the critical energy release rate 𝐺0 for model
calibration, we consider that all points inside the middle 𝛿-thick layer of a through crack
have reached the critical strain energy 𝑊𝑐 . 𝐺0 is the energy released for the crack to
advance a unit crack area. Let 𝐴 to denote the crack surface area. We enforce the equality
between the strain energy required to grow the crack and create the new crack surface
area 𝐴, and the corresponding critical energy release rate:
𝐴𝛿𝑊𝑐 = 𝐴𝐺0 ���

(10.59)

This results in:

𝑊𝑐 =

𝐺0
���
𝛿

(10.60)

We observe that this calibration is valid for brittle failure and is independent from the
deformation model. Moreover, the calibrated threshold is identical for 2D and 3D.
We verify the proposed damage model in Section 10.5.2 by comparing the model’s
predictions in dynamic crack branching against published results obtained with the
meshfree PD damage model, based on critical bond-strain.
10.4 The fast convolution-based method for peridynamic models in elasticity and
fracture
In this section, we first discuss the convolution-based Fourier method for peridynamic
models in elasticity and fracture in 3D periodic domains. Then we introduce the
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Embedded Constraint formulation to extend the method to problems on bounded domains
of arbitrary shape and general nonlocal boundary conditions.
10.4.1 Fourier-based method for periodic domains
Let 𝒙 = {𝑥1 , 𝑥2 , 𝑥3 } be the position vector in 3D and the box�𝕋 = [0, 𝐿1 ] × [0, 𝐿2 ] ×
[0, 𝐿3 ], be a periodic 3D domain with 0 being “identified” with 𝐿1 ,�𝐿2 ,and 𝐿3 in all three
directions due to periodicity of the box. We first uniformly discretize the domain, using
𝑁1 , 𝑁2 ,and 𝑁3 number of nodes in the Cartesian coordinate directions 1, 2, and 3
respectively:
𝐿

𝒙𝑛𝑚𝑝 = {(𝑛 − 1)Δ𝑥1 , (𝑚 − 1)Δ𝑥2 , (𝑝 − 1)Δ𝑥3 } , where Δ𝑥1 = 𝑁1 ; �Δ𝑥2 =

(10.61)

1

𝐿2
𝑁2

𝐿

; �Δ𝑥3 = 𝑁3

3

where �= {1,2, … , 𝑁1 }; �𝑚 = {1,2, … , 𝑁2 }�; 𝑝 = {1,2, … , 𝑁3 }.
The total number of nodes is then 𝑁 = 𝑁1 𝑁2 𝑁3 .
We approximate the vector-valued displacement field 𝒖(𝒙, 𝑡) with the following 𝑁/2�degree trigonometric approximation, also known as the discrete Fourier series. Given the
discretized periodic domain [42, 43], we write:
𝑢𝑖𝑁 (𝒙𝑛𝑚𝑝 , 𝑡)
1
=
𝑁3 𝑁2 𝑁1
= 1,2,3

(10.62)
𝑁3
2

∑

𝑁2
2

∑

𝑁1
2

∑

𝑁
𝑁
𝑁
𝑘3 =− 3 +1 𝑘2 =− 22 +1 𝑘1 =− 21 +1
2

𝑢̂𝑖 (𝒌, 𝑡)𝑒

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3 ; �𝑖
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where 𝒌 = {𝑘1 , 𝑘2 , 𝑘3 } is the integer vector of Fourier modes, 𝜁 = √−1, and:
𝑁3

𝑁2

𝑁1

𝑢̂𝑖 (𝒌, 𝑡) = ∑ ∑ ∑ 𝑢𝑖𝑁 (𝒙𝑛𝑚𝑝 , 𝑡)𝑒

𝑘 𝑛 𝑘 𝑚 𝑘 𝑝
−2𝜋𝜁( 1 + 2 + 3 )
𝑁1 𝑁2 𝑁3 ; �𝑖

= 1,2,3

(10.63)

𝑝=1 𝑚=1 𝑛=1

are the discrete Fourier coefficients of 𝑢𝑖𝑁 . The operation on 𝑢𝑖𝑁 in Eq. (10.63) is called
the discrete Fourier transform (DFT), and the inverse operation on 𝑢̂𝑖 �in Eq. (10.62) is
called the inverse discrete Fourier transform (iDFT) [42, 43]. Note that this definition of
DFT maps one-to-one between 𝑁 values of 𝑢𝑖𝑁 , and 𝑁 values of 𝑢̂𝑖 , meaning that the
number of Fourier basis functions used in the trigonometric approximation in Eq. (10.49)
is equal to the total number of spatial nodes.
From the computational point of view, the DFT and iDFT operations are carried out via
efficient Fast Fourier Transform (FFT) algorithms, and the inverse (iFFT), which have
complexity 𝑁log 2 𝑁 [16, 17].
10.4.1.1

Fourier-based discretization of peridynamics operators

To use the fast convolution-based method for PD equations, we first approximate the PD
integrals via, for example, the one-point Gaussian quadrature rule (mid-point integration)
on the periodic domain using the discrete nodes given by Eq. (10.61). Note that
computing this quadrature directly, as done in the meshfree PD method [5], leads to a
𝑂(𝑁 2 ) complexity for each time step. Instead, for PD operators that can be expressed
with the convolutional form of Eq. (10.14), we reorganize the quadrature summation and
express it as convolution sums. To compute each convolution, we discretize the
convolving functions by using their trigonometric series approximation (see Eq. (10.62));
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we use the FFT to obtain the discrete Fourier coefficients of the convolving functions; we
multiply the Fourier coefficients of these functions, and transform back the product into
physical space by using the iFFT. Adding up these computed convolution terms returns
the value of the PD integral.
Here we show the procedure for the PD operators discussed in Section 10.3:
1) The linearized bond-based elastic PD model
As described above, we first approximate the integral in Eq. (10.18) with Gaussian
quadrature, and reorganize it to reach the convolutional structure. The convolutional
forms in this section are identical to the continuous versions in Section 10.3, but in a
𝑁

𝑁

𝑁

3
2
1
∑𝑠=1
∑𝑟=1
discrete version. For conciseness, we denote the triple sum ∑𝑞=1
� by
3 ,𝑁2 ,𝑁1
∑𝑁
𝑞,𝑠,𝑟=1 �, and let Δ𝑉 = Δ𝑥1 Δ𝑥2 Δ𝑥3 :

𝐿𝑖 (𝒙, 𝑡) ≅ 𝐿𝑁𝑖 (𝒙𝑛𝑚𝑝 , 𝑡)

(10.64)

𝑁3 ,𝑁2 ,𝑁1

=

𝑁
𝑁
∑ C𝑁
𝑖𝑗 (𝒙𝑟𝑠𝑞 − 𝒙𝑛𝑚𝑝 )[𝑢𝑗 (𝒙𝑟𝑠𝑞 , 𝑡) − 𝑢𝑗 (𝒙𝑛𝑚𝑝 , 𝑡)]�Δ𝑉
𝑞,𝑠,𝑟=1
𝑁3 ,𝑁2 ,𝑁1

=

𝑁
∑ C𝑁
𝑖𝑗 (𝒙𝑛𝑚𝑝 − 𝒙𝑟𝑠𝑞 )𝑢𝑗 (𝒙𝑟𝑠𝑞 , 𝑡)�Δ𝑉
𝑞,𝑠,𝑟=1
𝑁3 ,𝑁2 ,𝑁1

𝑁
− [ ∑ C𝑁
𝑖𝑗 (𝒙𝑛𝑚𝑝 − 𝒙𝑟𝑠𝑞 )�Δ𝑉 ] 𝑢𝑗 (𝒙𝑛𝑚𝑝 , 𝑡)
𝑞,𝑠,𝑟=1
𝑁
𝑁 𝑁
= Δ𝑉[C𝑁
𝑖𝑗 ⊛𝑁 𝑢𝑗 ](𝒙𝑛𝑚𝑝 , 𝑡) − P𝑖𝑗 𝑢𝑗 (𝒙𝑛𝑚𝑝 , 𝑡)

where C𝑁
𝑖𝑗 is the discrete Fourier series approximation of C𝑖𝑗 in Eq. (10.17), and ⊛𝑁
denotes the circular convolution sum (convolution sum on a periodic domain, see, e.g.,
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[44]). P𝑖𝑗𝑁 is a constant matrix, computable by the numerical integration of C𝑁
𝑖𝑗 using the 1point Gaussian quadrature rule on the same discretized domain:
𝑁3 ,𝑁2 ,𝑁1

P𝑖𝑗𝑁

=

∑ C𝑁
𝑖𝑗 (𝒙𝑛𝑚𝑝 )�Δ𝑉

(10.65)

𝑝,𝑚,𝑛=1

Note that when we use square grids and a spherical horizon, there are nodes near the
horizon edge whose volumes are only partially covered by the horizon [45, 46]. Using a
fixed Δ𝑉 for all nodes in a family introduces some quadrature error as it also leaves out
contributions to the integral coming from nodes just outside the horizon region but whose
volumes are partially covered by it. This error can be reduced by using small grid size
(large 𝑚 = 𝛿/Δ𝑥), partial volume correction algorithms, or using decaying influence
functions [46]. Partial volume correction algorithms like [45, 47], replace Δ𝑉 in Eq.
(10.64) with a Δ𝑉(|𝝃|)�which in computations can be viewed as a part of C𝑁
𝑖𝑗 (|𝝃|), and
therefore would preserve the convolutional structure. In the examples shown below, we
use the constant Δ𝑉 algorithm, while being aware of its quadrature error.
To reduce notational complexity, we drop the superscript 𝑁 for discretized quantities and
eliminate the argument brackets (𝒙𝑛𝑚𝑝 , 𝑡) by replacing with the superscript (𝑛𝑚𝑝, 𝑡).
We use 𝐅 and 𝐅 −𝟏 to denote FFT and iFFT operations. Using FFT and iFFT, the PD
integral operator can be computed as:
𝐿𝑁𝑖 (𝒙𝑛𝑚𝑝 , 𝑡) = 𝐿𝑛𝑚𝑝,𝑡
= 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑗 )�]|
𝑖

𝑛𝑚𝑝,𝑡

Δ𝑉 − P𝑖𝑗 𝑢𝑗𝑛𝑚𝑝,𝑡

(10.66)

Note that 𝑗 in the righthand side is a dummy index and denotes summations over 𝑗 =
1,2,3 for each 𝑖. For demonstration, we expand Eq. (10.66) for 𝑖 = 1:
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𝐿𝑛𝑚𝑝,𝑡
= 𝐅 −𝟏 [𝐅(C11 )𝐅�(𝑢1 ) + 𝐅(C12 )𝐅(𝑢2 ) + 𝐅(C13 )𝐅(𝑢3 )]|
1

𝑛𝑚𝑝,𝑡

Δ𝑉

(10.67)

− P11 𝑢1𝑛𝑚𝑝,𝑡 − P12 𝑢2𝑛𝑚𝑝,𝑡 − P13 𝑢3𝑛𝑚𝑝,𝑡
Similar relationships are obtained for 𝐿𝑛𝑚𝑝,𝑡
, and 𝐿𝑛𝑚𝑝,𝑡
by expanding Eq. (10.66) for 𝑖 =
2
3
2 and 3, and summing over the dummy index 𝑗.
2) The nonlinear bond-based elastic material
We follow the same discretization procedure for the PD nonlinear operator provided in
Eq. (10.23), which yields:
𝐿𝑛𝑚𝑝,𝑡
= 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑗 )�]|
𝑖

𝑛𝑚𝑝,𝑡

Δ𝑉 − P𝑖𝑗 𝑢𝑗𝑛𝑚𝑝,𝑡

− 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅(𝑢𝑗 𝑢𝑗 )]|
+ 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(𝑢𝑗 )�]|

𝑛𝑚𝑝,𝑡

𝑛𝑚𝑝,𝑡

− 𝐅 −𝟏 [𝐅(𝑎𝑗 )𝐅�(𝑢𝑗 𝑢𝑖 )]|

Δ𝑉

1
Δ𝑉𝑢𝑗𝑛𝑚𝑝,𝑡 − 𝑞𝑖𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡
2

𝑛𝑚𝑝,𝑡

Δ𝑉

𝑛𝑚𝑝,𝑡

+ 𝑢𝑗𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(𝑎𝑗 )𝐅�(𝑢𝑖 )�]|
+ 𝐅 −𝟏 [𝐅(𝑎𝑗 )𝐅�(𝑢𝑗 )�]|

𝑛𝑚𝑝,𝑡

Δ𝑉

Δ𝑉 − 𝑞𝑖𝑛𝑚𝑝,𝑡 𝑢𝑖𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡

1
𝑛𝑚𝑝,𝑡
+ 𝐅 −𝟏 [𝐅(𝑐)𝐅(𝑢𝑗 𝑢𝑗 𝑢𝑖 )]|
Δ𝑉
2
− 𝐅 −𝟏 [𝐅(𝑐)𝐅�(𝑢𝑖 𝑢𝑗 )]|

𝑛𝑚𝑝,𝑡

Δ𝑉𝑢𝑗𝑛𝑚𝑝,𝑡

1
𝑛𝑚𝑝,𝑡
+ 𝐅 −𝟏 [𝐅(𝑐)𝐅�(𝑢𝑖 )]|
Δ𝑉𝑢𝑗𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡
2
1
𝑛𝑚𝑝,𝑡
− 𝐅 −𝟏 [𝐅(𝑐)𝐅�(𝑢𝑗 𝑢𝑗 )]|
Δ𝑉𝑢𝑖𝑛𝑚𝑝,𝑡
2
+ 𝐅 −𝟏 [𝐅(𝑐)𝐅�(𝑢𝑗 )]|

𝑛𝑚𝑝,𝑡

Δ𝑉𝑢𝑗𝑛𝑚𝑝,𝑡 𝑢𝑖𝑛𝑚𝑝,𝑡

1
− 𝑢𝑗𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡 𝑢𝑖𝑛𝑚𝑝,𝑡 𝑝
2

(10.68)
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where C𝑖𝑗 , 𝑎𝑗 , and 𝑐 are discrete Fourier series approximations of the functions given in
Eq. (10.24). P𝑖𝑗 , 𝑞𝑖 , and 𝑝 are the numerical integrations of C𝑖𝑗 , 𝑎𝑗 , and 𝑐 respectively,
similar to the quadrature in Eq. (10.65).
3) The linearized state-based elastic solid
According to the convolutional form derived in Eq. (10.38), the discrete version of
𝐿𝑖 (𝒙, 𝑡) for this material is:
𝑛𝑚𝑝,𝑡

𝐿𝑛𝑚𝑝,𝑡
= 𝜗 𝑛𝑚𝑝,𝑡 𝑞 𝑛𝑚𝑝,𝑡 − � 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(𝜗)�]|
𝑖
+ 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅(𝑢𝑗 )�]|

𝑛𝑚𝑝,𝑡

(10.69)

Δ𝑉

Δ𝑉 − P𝑖𝑗 𝑢𝑗𝑛𝑚𝑝,𝑡

where C𝑖𝑗 and 𝑎𝑗 are discrete Fourier series approximations of the functions given in Eq.
(10.37). P𝑖𝑗 and 𝑞𝑖 are numerical integrations of C𝑖𝑗 �and 𝑎𝑗 respectively. The discrete
version of 𝜗 given in Eq. (10.39) is:

𝜗 𝑛𝑚𝑝,𝑡 =

−3
𝑛𝑚𝑝,𝑡
{𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(𝑢𝑖 )�]|
Δ𝑉 + 𝑞𝑖 𝑢𝑖𝑛𝑚𝑝,𝑡 }
𝑛𝑚𝑝,𝑡
𝑚

(10.70)

4) Correspondence models
The convolutional forms derived in Eq. (10.46) and (10.48) leads to the following
discrete equations:
𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡
F̅𝑖𝑗
= − {𝐅 −𝟏 [𝐅(𝑢𝑖 )𝐅�(𝑎𝑝 )�]|
Δ𝑉 + 𝑢𝑖𝑛𝑚𝑝,𝑡 𝑞𝑝 } (K −1 )𝑝𝑗 + 𝛿𝑖𝑗 ,

and

(10.71)
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𝑛𝑚𝑝,𝑡
(K −1 )𝑝𝑗 𝑞𝑗 − 𝐅 −𝟏 [𝐅(𝜎𝑖𝑝 (K −1 )𝑝𝑗 )𝐅�(𝑎𝑗 )�]|
𝐿𝑛𝑚𝑝,𝑡
= 𝜎𝑖𝑝
𝑖

𝑛𝑚𝑝,𝑡

Δ𝑉

(10.72)

where 𝝈𝑛𝑚𝑝,𝑡 = 𝝈(𝐅̅ 𝑛𝑚𝑝,𝑡 ) is obtained from a given classical constitutive model. Note
that 𝐊 and 𝒒�in equations above can be computed via quadrature similar to the one in Eq.
(10.65).

5) The damage model:
Here we show the discretization for the damage model introduced in Section 10.3.5.
According to Eq. (10.55) one can write:
𝐿𝑛𝑚𝑝,𝑡
= λ𝑛𝑚𝑝,𝑡 {𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(λ𝑢𝑗 )�]|
𝑖
− 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(λ)�]|

𝑛𝑚𝑝,𝑡

(10.73)

𝑛𝑚𝑝,𝑡 𝑛𝑚𝑝,𝑡
𝑢𝑗
} Δ𝑉

where

λ𝑛𝑚𝑝,𝑡

𝐺0
�
𝛿
={
𝐺0
0������������𝑊 𝑛𝑚𝑝,𝑡−Δ𝑡 � > �
𝛿
1������������𝑊 𝑛𝑚𝑝,𝑡−Δ𝑡 � ≤

(10.74)

And 𝑊 𝑛𝑚𝑝,𝑡−Δ𝑡 is the nodal strain energy density at node 𝒙𝑛𝑚𝑝 and the previous time
step 𝑡 − Δ𝑡. From Eq. (10.56):
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𝑊 𝑛𝑚𝑝,𝑡 =

1 𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡
𝜆
Δ𝑉 {𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑖 𝑢𝑗 𝜆)�]|
2
− 𝑢𝑗𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑖 𝜆)�]|

(10.75)

𝑛𝑚𝑝,𝑡

𝑛𝑚𝑝,𝑡

− 𝑢𝑖𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅(𝑢𝑗 𝜆)�]|

𝑛𝑚𝑝,𝑡

+ 𝑢𝑖𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝜆)�]|

}

According to Eq. (10.58), damage is computed by:

𝑑 𝑛𝑚𝑝,𝑡 = 1 −

𝜆𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(𝜔0 )𝐅(𝜆)�]|

𝑛𝑚𝑝,𝑡

𝑛𝑚𝑝
3 ,𝑁2 ,𝑁1
∑𝑁
𝑝,𝑚,𝑛=1 𝜔0

(10.76)

By obtaining the PD operators in discrete form, we proceed to the full discretization of
the PD equation of motion for dynamic problems, and the PD equilibrium equation for
static problems.
10.4.1.2

Discretization of peridynamic equation of motion and equilibrium

Once the PD integral operator is obtained in discrete form via the FFT-based quadrature
(examples shown in section 10.4.1.1), one can write the PD integro-differential equation
of motion (see Eq. (4.1)) as a system of second order ODEs:
d2 𝑢𝑖
𝜌 2|
d𝑡

𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡

= 𝐿𝑖

𝑛𝑚𝑝,𝑡

+ 𝑏𝑖

�; ��for�𝑖 = 1,2,3

(10.77)

where 𝑏𝑖𝑛𝑚𝑝,𝑡 is the body force density evaluated at the node 𝑛𝑚𝑝 at time 𝑡. The ODE
system can be solved via standard second-order ODE solvers. In the case of VelocityVerlet time integration [13] for example:

419

𝑛𝑚𝑝,𝑡+

𝑣𝑖

𝑛𝑚𝑝,𝑡+

𝑢𝑖

Δ𝑡
2

Δ𝑡
2

= 𝑣𝑖𝑛𝑚𝑝,𝑡 +

Δ𝑡 𝑛𝑚𝑝,𝑡
(𝐿
+ 𝑏𝑖𝑛𝑚𝑝,𝑡 )�
2𝜌 𝑖
𝑛𝑚𝑝,𝑡+

= 𝑢𝑖𝑛𝑚𝑝,𝑡 + Δ𝑡 (𝑣𝑖

𝑛𝑚𝑝,𝑡+

𝑣𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 = 𝑣𝑖

Δ𝑡
2

+

Δ𝑡
2

(10.78)

)

Δ𝑡 𝑛𝑚𝑝,𝑡+Δ𝑡
(𝐿𝑖
+ 𝑏𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 )
2𝜌

where 𝒗𝑛𝑚𝑝,𝑡 = {𝑣1𝑛𝑚𝑝𝑡 , 𝑣2𝑛𝑚𝑝,𝑡 , 𝑣3𝑛𝑚𝑝,𝑡 } denotes the discrete velocity field, and Δ𝑡 is the
time-step.
The described Fourier-based discretization in space and Velocity-Verlet time integration
can be used to solve PD equation of motion for dynamic problems in period domains. In
Section 10.4.2 we extend the method for arbitrary domains and boundary conditions.
For static problems in periodic domains we need to solve the equilibrium equation:
𝑳(𝒙) + 𝒃(𝒙) = 0

(10.79)

which is a special case of Eq. (4.1), without the time dependency. Repeating the same
Fourier-based discretization process given by Eq. (10.61) to (10.77), and discarding the
time variable 𝑡 results in:
𝑛𝑚𝑝

𝐿𝑖

𝑛𝑚𝑝

+ 𝑏𝑖

= 0�; ��for�𝑖 = 1,2,3.

(10.80)

Eq. (10.80), in general, can be a linear or nonlinear system of equations in terms of the
unknown 𝒖𝑁 . We define the vector-valued residual function 𝑹(𝒖𝑵 ):
𝑅𝑖 (𝒖𝑁 ) = 𝐿𝑛𝑚𝑝
+ 𝑏𝑖𝑛𝑚𝑝 ; ���for���𝑖 = 1,2,3
𝑖

(10.81)
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One can use an iterative solver that finds 𝒖𝑁 such that 𝑹(𝒖𝑵 ) = 𝟎. In this framework,
when using an iterative solver that involves matrix-vector products, one should not
compute such products directly in order to maintain the complexity of 𝑂(𝑁log 2 𝑁). The
matrix-vector products in these solvers are in fact, the PD integrals operating on
quantities represented by vectors. Therefore, one can use the FFT-based description of
the system (𝑳 formulas given in Section 10.4.1.1) to compute the matrix-vector products
at the cost of (𝑁log 2 𝑁) .
The FFT-based method described in this section so far, is only applicable to the PD
problems defined over periodic domains. Next, we discuss the extension of this method
to bounded domains with arbitrary shapes and volume constraints using the embedded
constraint approach introduced in [27] for scalar problems (diffusion), which is extended
here to vector problems (elasticity).
10.4.2 Embedded constraints for enforcing boundary conditions
Before we describe the embedded constraint method we briefly discuss boundary
conditions in PD nonlocal settings.
10.4.2.1

Boundary conditions in peridynamics

In the classical (local) theory, boundary conditions (BC) restrict the solution for
boundary-value problems in on the boundary around the domain. These boundaries are
lower dimensional manifolds compared to the domain’s dimension. For example, a 3D
domain has a 2D boundary, and a 2D domain has a 1D boundary.
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In PD, the nonlocality requires the constraints to be defined over a “thick boundary”,
which has the same dimension as the domain. The constraints are defined over a chunk of
the domain with the thickness of at most 𝛿 (see Figure 10.4)[48].
In many applications it is usually desired/needed to apply local boundary conditions. The
reason is that empirical measurements mostly provide the data on surfaces, rather than on
a chunk of the domain. One approach to apply a local BC in a PD problem, is to extend
the domain by a “fictitious region” to specify certain volume constraints such that the
desired local BC is effectively enforced. These types of methods are usually referred to as
the fictitious nodes methods (FNM) and are extensively discussed in [49]. There are other
types of methods for applying local BC to PD problems as well (see, e.g., [50-52]).
For mechanical problems in 2D and 3D where each point has more than one degrees of
freedom (𝑢1 , 𝑢2 , 𝑢3 in 3D), the constrained region is not necessarily identical for all 𝑢𝑖 .
For instance, where 𝑢1 is constrained, 𝑢2 and 𝑢3 may be unknown. In this study we
regard the whole domain and all constrained volume as the PD body (B). For each 𝑢𝑖 , Ω𝑖
is the domain where 𝑢𝑖 is unknown and Γ𝑖 is where 𝑢𝑖 is given. In the 3D case, one can
write Β = Ω1 ∪ Γ1 = Ω2 ∪ Γ2 = Ω3 ∪ Γ3 . Figure 10.4 shows a generic 2D PD body
consisting of domains and constrained volumes.

Figure 10.4. A peridynamic body (B), consisting of the domain Ω𝑖 where 𝑢𝑖 is
unknown and the boundary layer/constrained volume (Γ𝑖 ) where 𝑢𝑖 is prescribed.
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In this study, when we intent to use FNM to apply local BCs, the fictitious regions are
regarded as Γ𝑖 and therefore are viewed as part of the PD body.
Dynamic problems within PD theory are often formulated as initial-value volumeconstrained PD problems [53]:
𝜕 2 𝑢𝑖 (𝒙, 𝑡)
= 𝐿𝑖 (𝒙, 𝑡) + 𝑏𝑖 (𝒙, 𝑡)��������������������������������� 𝒙 ∈ Ω𝑖 ,���𝑡 > 0�
𝜕𝑡 2
; �and�𝑖
𝑢𝑖 (𝒙, 0) = 𝑢𝑖0 ;��𝑣𝑖 (𝒙, 0) = 𝑣𝑖0 ���(initial�conditions) 𝒙 ∈ Ω𝑖 ���������������
{𝐺(𝑢𝑖 ) = 0���(volume�constraints)������������������������������� 𝒙 ∈ Γ𝑖 ,����𝑡 ≥ 0
𝜌

(10.82)

= 1,2,3

Static problems are then defined as volume-constrained PD problems:
𝐿 (𝒙, 𝑡) + 𝑏𝑖 (𝒙, 𝑡) = 0������������������������������������ 𝒙 ∈ Ω𝑖 ,���𝑡 > 0
��; ��and�𝑖 = 1,2,3
{ 𝑖
𝐺(𝑢𝑖 ) = 0�����������������(volume�constraints) 𝒙 ∈ Γ𝑖 ,����𝑡 ≥ 0

10.4.2.2

(10.83)

Embedded constraint method

In order to solve general (initial value) volume-constrained PD problems via the fast
convolution-based method, the first step is to enclose the whole PD body (B) within a
periodic box (𝕋d ) where the superscript “d” denotes the spatial dimension. Figure 10.5
shows an enclosed generic body within 𝕋2 (compare with Figure 10.4). Note that B needs
to be at least at 𝛿-distance from the edges of 𝕋d to avoid any undesired nonlocal
interactions between the body and the periodic extensions.
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Figure 10.5. Extension of a bounded peridynamic body to a 2D periodic box.
We then define the following characteristic functions:
1
𝜒B (𝒙) = {
0

𝒙 ∈ B����������������
𝒙 ∈ 𝕋d \B = Λ

(10.84)

and

𝜒Ω𝑖 (𝒙) = {

1 𝒙 ∈ Ω𝑖 ������������������������
0 𝒙 ∈ 𝕋d \Ω𝑖 = Γ𝑖 ∪ Λ

(10.85)

𝜒B (𝒙) allows us to modify the 𝑳(𝒙, 𝑡) formula for Eq. (10.2) and “cut” all the bonds that
connect�B to Λ, i.e. eliminating any interaction between the PD body and the rest of the
box 𝕋d :

𝐿𝑖 (𝒙, 𝑡) = ∫ 𝜒B (𝒙)𝜒B (𝒙′)𝑓𝑖 (𝒙, 𝒙′ , 𝑡)d𝑉𝒙′ = ∫ 𝜒B 𝜒B ′𝑓𝑖 d𝑉𝒙′
ℋ𝑥

(10.86)

ℋ𝑥

Note that 𝜒B 𝜒B ′ is always zero for bonds that have one end in�B and one end in Λ. With
this modification, any nonlocal interaction between the point inside and outside the body
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(B) �is filtered by 𝜒B 𝜒B′ = 0. This effectively means that the body is mechanically cutout
from the rest of 𝕋d and behaves as a free body.
Similar to the case for 𝜇 = 𝜆𝜆′ discussed in Section 10.3.5.2, one can show that
convolutional structure of 𝐿𝑖 (𝒙, 𝑡) is preserved after it is modified with 𝜒B 𝜒B ′ in Eq.
(10.86).
10.4.2.3

FCBM-EC for dynamic problems

In the case of PD dynamic problems consider the following initial value volumeconstrained problem where 𝑢𝑖 (𝒙, 𝑡) are explicitly specified on Γ𝑖 :
𝜕 2 𝑢𝑖 (𝒙, 𝑡)
= 𝐿𝑖 (𝒙, 𝑡) + 𝑏𝑖 (𝒙, 𝑡)��������������������������������� 𝒙 ∈ Ω𝑖 ,���𝑡 > 0�
𝜕𝑡 2
; ��and�𝑖
𝑢𝑖 (𝒙, 0) = 𝑢𝑖0 ;��𝑣𝑖 (𝒙, 0) = 𝑣𝑖0 ���(initial�conditions) 𝒙 ∈ Ω𝑖 ���������������
{𝑢𝑖 (𝒙, 𝑡) = 𝑔𝑖 (𝒙, 𝑡)���(volume�constraints)���������������� 𝒙 ∈ Γ𝑖 ,����𝑡 ≥ 0
𝜌

(10.87)

= 1,2,3

We use 𝜒Ω𝑖 (𝒙) and 𝜒B (𝒙) to replace Eq.(10.87) which is a problem on the bounded
domain 𝐵, with the following equivalent problem on the periodic domain 𝕋d :
𝜕 2 𝑢𝑖
𝜕 2 𝑤𝑖
𝜌 2 = 𝜒Ω𝑖 (∫ 𝜒B 𝜒B ′𝑓𝑖 d𝑉𝒙′ + 𝑏𝑖 ) + (1 − 𝜒Ω𝑖 )𝜌 2
𝜕𝑡
{ 𝜕𝑡
ℋ𝑥
0
0
𝑢𝑖 (𝒙, 0) = 𝑢𝑖 ;��𝑣𝑖 (𝒙, 0) = 𝑣𝑖 ��������������������������������������������������

𝒙 ∈ 𝕋d , 𝑡 > 0
𝒙 ∈ 𝕋d �������������

where 𝑤𝑖 (𝒙, 𝑡), is a function which is equal to volume constraints on Γ𝑖 , and zero
elsewhere:

(10.88)
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𝑤𝑖 (𝒙, 𝑡) = {

𝑔𝑖 (𝒙, 𝑡) 𝒙 ∈ Γ𝑖 ������
0���� �������𝒙 ∈ 𝕋d \Γ𝑖

(10.89)

Since the problem in Eq. (10.88) is defined over a periodic domain, we can use the
Fourier-based quadrature for computing 𝐿𝑛𝑚𝑝,𝑡
and write:
𝑖
d2 𝑢𝑖
𝜌 2|
d𝑡

𝑛𝑚𝑝,𝑡

=

𝜒Ω𝑛𝑚𝑝
(𝐿𝑛𝑚𝑝,𝑡
𝑖
𝑖

+

𝑏𝑖𝑛𝑚𝑝,𝑡 )

+ (1 −

𝑛𝑚𝑝,𝑡
d2 𝑤𝑖
𝑛𝑚𝑝
𝜒Ω𝑖 ) 𝜌 2 |

d𝑡

; ��for�𝑖
(10.90)

= 1,2,3
According to the definition of 𝜒Ω𝑖 in Eq. (10.85), one can rewrite Eq. (10.90) as:

2

𝜌

d 𝑢𝑖
|
d𝑡 2

𝑛𝑚𝑝,𝑡

𝐿𝑛𝑚𝑝,𝑡
+ 𝑏𝑖𝑛𝑚𝑝,𝑡 , 𝒙𝑛𝑚𝑝 ∈ Ω𝑖
𝑖
= { d2 𝑤𝑖 𝑛𝑚𝑝,𝑡
; ��for�𝑖 = 1,2,3
𝜌 2|
, 𝒙𝑛𝑚𝑝 ∈ 𝕋\Ω𝑖
d𝑡

(10.91)

We use the Velocity-Verlet method for temporal integration (see Section 10.4.1.2) of the
upper branch (on Ω𝑖 ), while there is no need for temporal integration of the lower branch,
since the 𝑢𝑖𝑛𝑚𝑝,𝑡 values are already known (on Γ𝑖 ). One can write then:
𝑢𝑖𝑛𝑚𝑝,𝑡+Δ𝑡

={

𝑢𝑖𝑛𝑚𝑝,𝑡 + Δ𝑡 [𝑣𝑖𝑛𝑚𝑝,𝑡 +

Δ𝑡 𝑛𝑚𝑝,𝑡
(𝐿𝑖
+ 𝑏𝑖𝑛𝑚𝑝,𝑡 )]
2𝜌

𝑤𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 ������������������������������������������������������������������
and

;��𝒙𝑛𝑚𝑝 ∈ Ω𝑖 �����
;��𝒙𝑛𝑚𝑝 ∈ 𝕋d \Ω𝑖

(10.92)
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𝑛𝑚𝑝,𝑡+Δ𝑡

𝑣𝑖

Δ𝑡
𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡+Δ𝑡
𝑛𝑚𝑝,𝑡+Δ𝑡
+ 𝑏𝑖
+ 𝑏𝑖
[(𝐿𝑖
) + (𝐿𝑖
)] ;��𝒙𝑛𝑚𝑝 ∈ Ω𝑖 �����
2𝜌
={
0�(value�not�used)����������������������������������������������������������������������� ������;��𝒙𝑛𝑚𝑝 ∈ 𝕋d \Ω𝑖
𝑛𝑚𝑝,𝑡

𝑣𝑖

+

(10.93)

Using the characteristic function 𝜒Ω𝑖 , Eq. (10.92) and (10.93) can be re-written as:

�𝑢𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 = 𝜒Ω𝑛𝑚𝑝
{𝑢𝑖𝑛𝑚𝑝,𝑡 + Δ𝑡 [𝑣𝑖𝑛𝑚𝑝,𝑡 +
𝑖
𝑛𝑚𝑝

Δ𝑡 𝑛𝑚𝑝,𝑡
(𝐿𝑖
+ 𝑏𝑖𝑛𝑚𝑝,𝑡 )]}
2𝜌

(10.94)

𝑛𝑚𝑝,𝑡+Δ𝑡

+ (1 − 𝜒Ω𝑖 )𝑤𝑖
and

𝑣𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 = 𝜒Ω𝑛𝑚𝑝
{𝑣𝑖𝑛𝑚𝑝,𝑡
𝑖
+

(10.95)

Δ𝑡
[(𝐿𝑛𝑚𝑝,𝑡
+ 𝑏𝑖𝑛𝑚𝑝,𝑡 ) + (𝐿𝑛𝑚𝑝,𝑡+Δ𝑡
+ 𝑏𝑖𝑛𝑚𝑝,𝑡+Δ𝑡 )]}
𝑖
𝑖
2𝜌

10.4.3 FCBM-EC for static and quasi-static problems
For static and quasi-static problems, consider the following PD volume-constrained
problem where 𝒖(𝒙) is explicitly specified on the constrained volume:

{

𝐿𝑖 (𝒙) + 𝑏𝑖 (𝒙) = 0������������������������������������ , 𝒙 ∈ Ω𝑖 �
��; ����and�𝑖 = 1,2,3
𝑢𝑖 (𝒙) = 𝑔𝑖 (𝒙)���(volume�constraints) , 𝒙 ∈ Γ𝑖 �

(10.96)

Similar to the dynamic problem, we replace this description which is defined on the
bounded domain B, with the following equivalent problem on the periodic domain 𝕋d :

427

𝜒Ω𝑖 (𝒙) [∫ 𝜒B (𝒙)𝜒B (𝒙′ )𝑓𝑖 (𝒙, 𝒙′ )d𝑉𝒙′ + 𝑏𝑖 (𝒙)]
ℋ𝑥

(10.97)
+ [1 − 𝜒Ω𝑖 (𝒙)][𝑢𝑖 (𝒙) − 𝑤𝑖 (𝒙)] = 0

Where

𝑤𝑖 (𝒙) = {

𝑔𝑖 (𝒙) 𝒙 ∈ Γ𝑖 ������
0���� �������𝒙 ∈ 𝕋\Γ𝑖

(10.98)

Discretization of Eq. (10.97) leads to:
𝜒Ω𝑛𝑚𝑝
(𝐿𝑛𝑚𝑝
+ 𝑏𝑖𝑛𝑚𝑝 ) + (1 − 𝜒Ω𝑛𝑚𝑝
)(𝑢𝑖𝑛𝑚𝑝 − 𝑤𝑖𝑛𝑚𝑝 ) = 0; ��for�𝑖 = 1,2,3
𝑖
𝑖
𝑖

(10.99)

Where 𝐿𝑛𝑚𝑝
is allowed to be computed using the Fourier-based quadrature due to the
𝑖
periodic reconstruction of the problem. Note that the second term in Eq. (10.99) is
already satisfied by setting 𝑢𝑖𝑁 = 𝑤𝑖𝑁 . As a result we define the following residual
functions:
𝑅𝑖𝑛𝑚𝑝 (𝒖𝑁 ) = 𝜒Ω𝑛𝑚𝑝
(𝐿𝑛𝑚𝑝
+ 𝑏𝑖𝑛𝑚𝑝 ); ����for��𝑖 = 1,2,3
𝑖
𝑖

(10.100)

One can choose an appropriate iterative solver to solve 𝑹(𝒖𝑁 ) = 𝟎 for 𝒖𝑁 . For the static
example in Section 10.5.2, we use a conjugate gradient method [54] to solve for the
displacement field.
10.4.4 Discussion on the accuracy and the spectral description of the method
The fast convolution based method introduced in this study for elasticity and fracture, and
in [27] for diffusion problems, can be viewed as a meshfree discretization of
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peridynamics equations with FFT-accelerated quadrature. FCBM can also be viewed as a
Fourier spectral method where the inner products with the Fourier basis functions are
computed by quadrature approximation. In the Fourier spectral description of FCBM, one
can assume the Fourier series expression of the convolving functions in Eq. (10.14) and
write:
𝑝

∫ 𝑓(𝒙, 𝒙′ , 𝑡) 𝑑𝑉𝒙′ = ∑ 𝑎𝑛 (𝒙, 𝑡) [𝑏𝑛 ∗ 𝑐𝑛 ](𝒙, 𝑡)
ℋ𝑥

𝑛=1

(10.101)

𝑝

= ∑ 𝑎𝑛 (𝒙, 𝑡) 𝓕−𝟏 [𝐿1 𝐿2 𝐿3 𝓕(𝑏𝑛 )𝓕(𝑐𝑛 )](𝒙, 𝑡)
𝑛=1

where 𝓕 and 𝓕−𝟏 are the exact Fourier transform and its inverse defined as:

𝓕(𝑀) =

𝑘 𝑥 𝑘 𝑥 𝑘 𝑥
1
−2𝜋𝜁( 1 1 + 2 2 + 3 3 )
𝐿1
𝐿2
𝐿3 d𝑥 d𝑥 d𝑥
∫ 𝑀(𝒙, 𝑡)𝑒
1
2
3
𝐿3 𝐿2 𝐿1 𝕋
+∞

̂) =
𝓕 (𝑀
−𝟏

∑

̂ (𝒌, 𝑡)𝑒 2𝜋𝜁(
𝑀

(10.102)

𝑘1 𝑥1 𝑘2 𝑥2 𝑘3 𝑥3
+
+
)
𝐿1
𝐿2
𝐿3

𝑘3 ,𝑘2 𝑘1 =−∞

In Eq. (10.101), if we truncate the Fourier series at 𝑁1 , 𝑁2 , 𝑁3 modes in the three
Cartesian directions, and approximate the 𝓕 integrals via midpoint quadrature, using the
uniform grid spacing described by Eq. (10.61) , we recover the equations given in Section
10.4.1.1, having FFT-based quadrature operations.
Recall that, in general, Fourier spectral discretizations show spectral accuracy
(exponential convergence rate) if the solution is smooth on 𝕋, and if the Fourier
multipliers [14] (Fourier transform of the kernels of PD operator, i.e. 𝓕(𝑐𝑛 ) in Eq.
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(10.101)) are computed exactly. For example, the Fourier multipliers for the PD
Laplacian operator can be expressed in terms of hypergeometric functions [14, 20]. While
such analytical formulas for the Fourier multipliers lead to spectral accuracy, they depend
on the kernels’ forms and may not be always easy to find. Note also that evaluating these
analytical relationships can be challenging (see, e.g., [20]). The quadrature approximation
used in this study bounds the FCBM accuracy to that of the quadrature, but it is a general
approach and can be easily used for any given kernel. Moreover, the EC method we use
for incorporating boundary conditions leads to working with Fourier transforms of nonsmooth functions (e.g. characteristic functions), which automatically would drop the
exponential convergence rate even when analytical formulas for the Fourier multipliers
are known.
The convergence rate of FCBM in terms of spatial discretization size is expected to be
polynomial, bounded by quadrature’s accuracy and the rate of convergence for the
Fourier series approximation of transformed functions. In case of certain diffusion
problems for example, the FCBM spatial rate of convergence has been shown to be
quadratic [27]. We show that FCBM’s spatial rate of convergence for a 3D linear
elasticity example in Section 10.5.1 is superlinear. Rigorous error estimates and
numerical analysis for FCBM is of significant interest and will be studied in the future.
Another concern with spectral methods is that aliasing errors might reduce the accuracy
when a Fourier transform of a product operation is involved. We did not encounter
noticeable aliasing errors in the examples shown in this study (see the convergence study
in Section 10.5.1). However, if these errors become significant in a particular problem,
one can use de-aliasing techniques such the 2/3rd rule [55] to remove them.
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10.5 Numerical examples
In this section we solve two example problems via FCBM-EC. First, we solve a 3D
example for an elastic deformation of a relatively complex geometry under static loading,
using the state-based PD model. This allows us to verify our FCBM-EC static
formulation, and also the convolutional form of the state-based model. Then, we solve a
2D brittle fracture problem where we verify our new damage model, as well as the
FCBM-EC formulation for PD dynamic problems, with the linearized bond-based model.
10.5.1 Elastostatic deformations in a 3D body with a complex shape
In this example we compute the elastic deformation of a 3D semi-cylindrical dog bone
specimen with two lateral thorough holes subjected to a static uniaxial tension. Figure 10.6
shows the specimen’s 3D configuration, mid-plane cross-sections and the top view, with
the dimensions. The Young modulus and Poisson ratio considered are 𝐸 = 60 GPa and
𝜈 = 0.4.

Figure 10.6. The specimen’s 3D configuration, YZ and XY mid-planes’ cross-sectional
views, and the top/bottom view. Dimensions are given in centimeters.
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We select the horizon size to be 𝛿 = 0.3 (sufficiently small relative to the size of the
drilled holes, the smallest geometrical feature of the sample, see [56]) and extend the
specimen’s geometry by 𝛿 from the top and the bottom as the fictitious domain for
enforcing volume constraints. These extensions are referred to as Γ3 , because 𝑢3 is
specified on them. Then, we further extend the PD body B (including Γ3 ) in all directions
by 𝛿 to form a box of size 6.6 × 6.6 × 14.2�cm3 as the periodic domain 𝕋3 (see Figure
10.7).

Figure 10.7. Left: Specimen’s configuration with local boundary conditions; Middle:
PD body B with Γ3 extensions for applying volume constraints/nonlocal BC; Right:
further extension to the periodic box 𝕋3 for discretization with FCBM-EC .
We perform two PD simulations using two different types of nonlocal BC for each on the
top and bottom boundary layers. In one simulation we set 𝑢3 = 0.005�cm for all the
points in Γ3 on the top, and 𝑢3 = 0 for all the points in the bottom layer. This approach is
referred to as the naïve fictitious nodes method (naïve FNM) [49], and is one of the most
convenient methods to determine volume constraints for approximating local BCs. In the
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second simulation we use the mirror-based FNM [49, 57] to define the volume
constraints on Γ3 . In mirror-based FNM volume constraints on each point of Γ3 are
determined from the desired local BC value and the solution value on an interior Ω point,
referred to as the “mirror” point. The description of mirror-based FNM is provided in the
appendix. This approach is a better approximation of local BCs compared with the naïve
FNM. However, its implementation is not as easy as the naïve approach, since the mirrorbased FNM requires updating the volume constraints at each time step/iteration according
to the computed solution at the previous time step/iteration. Mirror-based FNM are also
more difficult to implement for curved geometries since one needs to know the normal to
the surface along the boundaries. For more details please see [49].
The rest of the body’s surface, which is traction-free, is treated the same in all PD
simulations here, which is by eliminating nonlocal interactions between B and the rest of
the box using the χB characteristic function (see Section 10.4.2.2 and Eq. (10.86)). This is
identical to naïve FNM for traction-free conditions [49].
Considering the state-based linear elastic model in Eq. (10.38) and the modification in
Eq. (10.86) to remove the nonlocal interactions between the body B with the rest of the
box (Λ), the PD operator is expressed as:
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(10.103)

𝐿𝑖 = ∫ χB χ′B 𝑓𝑖 �d𝑉𝒙′
ℋ𝑥

= ∫ χB χ′B [𝑎𝑖 (𝒙′ − 𝒙)(𝜗 + 𝜗 ′ ) + C𝑖𝑗 (𝒙′ − 𝒙)(𝑢𝑗′ − 𝑢𝑗 )]�d𝑉𝒙′
ℋ𝑥

= χB {𝜗 ∫ −𝑎𝑖 (𝒙 − 𝒙′ )χ′B d𝑉𝒙′ − ∫ 𝑎𝑖 (𝒙 − 𝒙′ )χ′B 𝜗 ′ d𝑉𝒙′
ℋ𝑥

ℋ𝑥

+ ∫ C𝑖𝑗 (𝒙 − 𝒙′ )χ′B 𝑢𝑗′ d𝑉𝒙′ + (∫ C𝑖𝑗 (𝒙′ − 𝒙)χ′B d𝑉𝒙′ ) 𝑢𝑗 }
ℋ𝑥

ℋ𝑥

= χB [−𝜗(𝑎𝑖 ∗ χB ) − (𝑎𝑖 ∗ χB 𝜗) + (C𝑖𝑗 ∗ χB 𝑢𝑗 ) + (C𝑖𝑗 ∗ χB )𝑢𝑗 �]

Note that the disconnection between B and Λ via χB must be considered in computing 𝜗
and 𝑚 as well, for consistency. Therefore, we modify Eq. (10.39) as follows:

𝜗=

3
−3χB
∫ χB χ′B 𝜔(|𝝃|)�𝜉𝑖 𝜂𝑖 �d𝑉𝒙′ =
∫ 𝑎 (𝒙 − 𝒙′)χ′B (𝑢𝑖′ − 𝑢𝑖 )�d𝑉𝒙′
𝑚 ℋ𝑥
𝑚 ℋ𝑥 𝑖
=

−3χB
∫ 𝑎 (𝒙 − 𝒙′)χ′B 𝑢𝑖′ �d𝑉𝒙′
𝑚 ℋ𝑥 𝑖

−

3
(∫ 𝑎 (𝒙′ − 𝒙)χ′B d𝑉𝒙′ ) 𝑢𝑖
𝑚 ℋ𝑥 𝑖

=

−3χB
[(𝑎𝑖 ∗ χB 𝑢𝑖 ) + (𝑎𝑖 ∗ χB )𝑢𝑖 ]
𝑚

(10.104
)

where

𝑚 = ∫ χB χ′B 𝜔(|𝝃|)�|𝝃|2 �d𝑉𝒙′ = χB ∫ 𝜔(𝒙 − 𝒙′)|𝒙 − 𝒙′|2 χ′B �d𝑉𝒙′
ℋ𝑥

(10.105

ℋ𝑥

= χB (𝜔|𝒙|2 ∗ χB )

)
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Similar to 𝐿𝑖 , including χB χ′B in calculation of 𝜗 and 𝑚 preserves the convolutional
structure of the integrals and allows one to compute them by FFT at the cost of
𝑂(𝑁log 2 𝑁).
To perform the simulations, we need to choose an influence function 𝜔. Here, we use
1

𝜔 = |𝝃| as one of the most used options [2, 58].
We discretized the domain considering 𝑁1 = 𝑁2 = 27 and 𝑁3 = 28 , in the three
Cartesian directions. The m-factor (ratio of horizon to grid size) for this example happens
to be the same for all directions: 𝛿/Δ𝑥1 = 𝛿/Δ𝑥2 = 𝛿/Δ𝑥3 = 5.82. Note that the m-factor
can be different along different directions, if grid spacing is not identical in all directions
(see the example in Section 10.5.2).
Following the FCBM discretization described in Section 10.4.1.1, we can write the
discretized version of the equations above as:
𝐿𝑛𝑚𝑝
= χ𝑛𝑚𝑝
{−𝜗 𝑛𝑚𝑝 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(χB )�]|
B
𝑖
+ 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(χB 𝑢𝑗 �)]|

𝑛𝑚𝑝

− 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(χB 𝜗)�]|

𝑛𝑚𝑝

𝑛𝑚𝑝

(10.106
)

𝑛𝑚𝑝 𝑛𝑚𝑝
𝑢𝑗 }�Δ𝑉

+ 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(χB �)�]|
where

𝜗

𝑛𝑚𝑝

3χ𝑛𝑚𝑝
𝑛𝑚𝑝
B
= − 𝑛𝑚𝑝
{𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(χB 𝑢𝑖 )�]|
𝑚
+ 𝐅 −𝟏 [𝐅(𝑎𝑖 )𝐅�(χB )�]|

and

𝑛𝑚𝑝 𝑛𝑚𝑝
𝑢𝑖 }�Δ𝑉

(10.107)
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𝑚𝑛𝑚𝑝 = χ𝑛𝑚𝑝
𝐅 −𝟏 [𝐅(𝜔(𝑥12 + 𝑥22 + 𝑥32 ))𝐅�(χB )�]|
B

𝑛𝑚𝑝

Δ𝑉

(10.108)

In order to use the FCBM-EC formulation for static problems given by in Eq. (10.100),
we construct 𝜒Ω𝑖 from Eq. (10.85), knowing that Ω1 = Ω2 = B, and Ω3 = B\Γ3 . In this
study, we use a conjugate gradient algorithm to solve Eq. (10.100).
We also solve the local version of this problem using a commercial finite element
package. To this aim, we use Abaqus/Standard 6.19-1 solver with over 1 × 107 D3D4
linear tetrahedral elements and about 2 × 106 nodes, which is about the same number of
degrees of freedom in ΩB in the FCBM-EC simulation.
All the simulations in this study are performed on a Dell-Precision T7910 workstation
PC, Intel(R) Xeon(R) CPU E5-2643 W v4 @3.40 GHz logical processors, and 128 GB of
installed memory.
Figure 10.8 shows the displacement field obtained by FCBM-EC (using the Naïve FNM

boundary conditions) and by Abaqus in 3D. A rotating view of the vertical displacement
field (𝑢3 ) obtained by FCBM is shown in Video 1 in Supplementary materials in [68].
As we observe from the displacement contours, the FCBM-EC solution of the PD model
and FEM solution of the classical model are visually very close. To investigate the
difference quantitatively, we plot the absolute relative difference between the two
solutions in the cross-sectional views in Figure 10.9. The plotted differences are computed
from:
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𝐸𝑖𝑛𝑚𝑝

=

|(𝑢𝑖𝑛𝑚𝑝 )FCBM − (𝑢𝑖𝑛𝑚𝑝 )Abaqus |
max (𝑢𝑖𝑛𝑚𝑝 )Abaqus

(10.109)

all�nodes

where 𝐸𝑖𝑛𝑚𝑝 is the absolute relative difference of 𝑢𝑖𝑛𝑚𝑝 . We intentionally use
“difference” instead of “error” for referring to 𝐸𝑖𝑛𝑚𝑝 , because the governing equations in
Abaqus are different from PD (one local and one nonlocal). Therefore, the difference in
the results is not only attributed to the numerical methods’ error, but it also originates
from the nature of the governing equations.
The maximum difference between PD and Abaqus solutions, as expected, is observed at
the corners, and this is the result of the differences between local and nonlocal BCs.
Using mirror-based FNM on the top and bottom boundaries has reduced the maximum
difference between the local and the nonlocal solutions associated with BCs at the
corners. Mean differences for FCBM PD solutions with either FNMs, remain below 2%
compared the FEM (Abaqus) solution for the classical model.
Next, we compare the computational time between the FCBM-EC and the meshfree PD
method (that uses direct quadrature) for the same PD problem, using various
discretization sizes. To this aim, we set 𝑁 = 219 , 222 , 225 , 228 for the FCBM simulation.
Note that the 𝑁 here is the total number of nodes within the box 𝕋. The number of nodes
within the body B with these numbers are 𝑁B = 0.25, 2, 15.9, 127.2 million nodes,
respectively. To have a fair comparison, we use 𝑁B nodes for the meshfree PD
simulations, since 𝑁 − 𝑁B number of nodes locate within the gap region in FCBM-EC,
which are not needed in the meshfree PD method.
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Figure 10.8. Displacement field (𝑢1 , 𝑢2 , 𝑢3 ) in 3D, obtained from simulations of the
static tension problem using FCBM-EC discretization of peridynamics (left) and finite
element solution of the classical equilibrium by Abaqus static analysis (right).
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Figure 10.9. Absolute relative difference plotted in cross-sectional views for
displacement fields obtained via FCBM-EC in comparison with the solutions from the
Abaqus static analysis (FEM solution of classical equilibrium). Top row: FCBM
solver used Naïve fictitious nodes method (FNM) for boundary conditions; Bottom
row: mirror-based FNM was used for the top and the bottom boundaries. Differences
for 𝑢3 and 𝑢2 are plotted in YZ mid-plane and 𝑢1 is plotted in XZ mid-plane crosssection (see Figure 10.6).
Table 10.1 compares the computational time required to perform the simulations using

FCBM-EC and the meshfree PD method. We have also taken advantage of MATLAB’s
built-in multi-threaded and GPU FFT functions. We performed our FCBM simulations on
1CPU, 8CPUs (using multi-threaded FFT), and on a GPU (using GPU enabled FFT) in
separate tests. Multithreaded computation on more than 8 CPUs did not lead to further
improvements.
Although the extra space in the FCBM-EC computational box has almost twice the
number of nodes used by the meshfree PD for the actual domain, FCBM-EC simulations
are significantly faster. Due to the difference between the computational complexity of
the methods, as the number of nodes increases, the efficiency gain of FCBM-EC becomes
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higher. The new method reduces PD computations from hours to minutes and from years
to days. From Table 10.1, computations that were impossible to conduct using a single
CPU with the meshfree PD method, are now easily achievable via FCBM-EC. Bulit-in
Matlab’s FFT functions allowed us to benefit from parallel computations by adding a few
lines of codes in the FCBM solver. In this example, using more than 8 CPUs does not
lead to much more efficiency.
Table 10.1. Computational time for solving the 3D example, using FCBM-EC and the
meshfree PD with direct quadrature (DQ)
m-factor
~3
~6
~12
~23
3
6
6
Number of nodes (𝑁B )
~250×10
~2×10
~16×10
~127×106
Meshfree PD with DQ (1 CPU)
FCBM-EC (1 CPU)
FCBM-EC (8 CPUs)
FCBM-EC (GPU)

1 hrs
5.5 min
2 min
2.7 min

2.8 days*
53 min
16.9 min
9.9 min

5.9 months*
7.5 hrs
2.5 hrs
out of
memory

31.1 yrs*
3.9 days
1.4 days
out of
memory

* time is estimated, using the time for m=3 and knowing that the computational time
scales in O(𝑁 2 ) for the method with direct quadrature [27].
Another significant advantage of FCBM-EC compared with the meshfree PD is the
memory allocation. In simulations provided in Table 10.1, the memory allocation required
by the meshfree PD only allowed for the lowest resolution (𝑁B = 250 × 103 ). The
computational time for higher spatial resolutions are estimated, knowing that they scale
with O(𝑁 2 ) for the meshfree PD [27]. Most meshfree implementations initially find and
store family nodes for each node to improve efficiency during the quadrature [59, 60].
Without this initialization, family search is required for each node at each time
step/iteration which can potentially add a significant amount of time. However, storing
family information requires allocating arrays of 𝑁 × 𝑀 where 𝑀 is the maximum number
of family nodes. Knowing that for a fixed 𝛿, 𝑀 scales with 𝑁, memory allocation in the
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meshfree PD scales with O(𝑁 2 ). In contrast, FCBM-EC does not need to search and store
family information. The integrals are computed in Fourier space, without explicitly
adding individual interactions between family nodes. As a result, the variables in FCBM
are arrays of size of 𝑁 × 1 and their storage scales as O(𝑁). Table 10.2 shows the
memory allocation required by FCBM and the meshfree PD for our 3D example.
Table 10.2. Memory allocation required for solving the 3D example, using FCBM-EC
and the meshfree PD with direct quadrature (DQ).
m-factor
Number of nodes in the
body

~3
~250×103

~6
~2×106

~12
~16×106

~23
~127×106

Meshfree PD with DQ

5.1 GB

327 GB*

20.4 TB*

1,308 TB*

FCBM-EC

235 MB

1.8 GB

14.7 GB

117.5 GB

* Estimated, using the memory required for the case with m=3, and knowing that
memory allocation scales as O(𝑁 2 ) for the method with direct quadrature [23]. The
memory of the computer system here was 128 GB.
We also plot the FCBM convergence of displacement field with respect to the spatial
discretization (m-convergence, for the horizon mentioned in the problem setup above) for
this 3D elasticity problem. Since the exact analytical nonlocal solution for this 3D
example is not known, we use the following error measure for the convergence study:

relative�error =

|𝑼new − 𝑼old |𝐿2
|𝑼new |𝐿2

(10.110)

where 𝑼 is the nodal displacements vector: a vector containing displacements in the three
directions for all nodes (𝑢𝑖𝑛𝑚𝑝 for all 𝑖, 𝑛, 𝑚, 𝑝). The “old” and “new” subscripts denote
1

two simulations with Δ𝑥new = 2 Δ𝑥old . We use the coarser grid nodal coordinates
(from the “old” simulation) to compute the 𝐿2 norms in Eq. (10.110).
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In Figure 10.10 we plot this relative error versus the discretization size (Δ𝑥) in log-log
scale.

Figure 10.10. Convergence of FCBM-EC solution for displacements with respect to
spatial discretization size for the 3D elasticity example. The dashed line is a linear fit of
the data.
We observe a superlinear rate of convergence for this 3D elasticity example. This rate is
similar to what was reported in [61], where an alternate version of this method (FCBM
with volume penalization [26]) was used for a PD wave equation with discontinuous
initial conditions in 2D. As discussed in Section 10.4.4, the accuracy of the FCBM in the
present form is bounded by the quadrature and the finite Fourier series approximation
errors.
In the next section, we solve a 2D fracture example and compare the results with the
published meshfree PD solution to show the new method’s efficiency and versatility in
modeling dynamics brittle fracture problems, including those that involve multiple crack
branching events.
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10.5.2 Dynamic brittle fracture and crack branching in 2D
In this section we test the damage model introduced in Section 10.3.5 and its FCBM-EC
implementation and verify it against published dynamic brittle fracture simulations
obtained by the meshfree PD model that uses critical bond-strain for bond breaking [38].
The problem description is as follows: A thin plate of 10×4�cm2 soda-lime glass with a
precrack of length 5 cm is subjected to sudden stresses that are distributed uniformly on
the top and bottom boundaries and remain constant during the simulations. The sample
geometry and loading conditions are shown in Figure 10.11.

(a) Classical problem

(b) Peridynamics problem

Figure 10.11. Classical problem description (a), and the corresponding peridynamics
version (b).
In the peridynamic version of the problem (Figure 10.11(b)), we impose the body force
density 𝑏 = 𝜎/𝛿 on the 𝛿-thick top and bottom layers of the body to enforce the desired
load-controlled BCs. As noted earlier the method to impose/approximate local BCs in PD
models is not unique and one may choose other approaches [49, 50, 62]. In this example,
we used the body force approach, in order to have a similar loading as in [38], but our
method can handle other approaches as well. Because of the through crack definition in
the new damage model (see Section 10.3.5.3), the pre-crack in our PD model is thicker
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than the one used in [38] with the meshfree PD. The influence of the crack width
difference in the two models is discussed after presenting the results.
The glass has the Young modulus 𝐸 = 72�GPa, density 𝜌 = 2440�Kg/m3 , and critical
fracture energy (critical energy release rate) 𝐺0 = 3.8�J/m2 [38]. We conduct three
simulations with three different stress values: 𝜎 = 0.2, 2, 4�MPa. These three tests are
shown to result in different fracture patterns and branching behavior in [38]. We choose
𝛿 = 0.1 cm as in [38].
In order to use FCBM-EC, we first extend the domain by 𝛿 in all directions to construct
the periodic box (see Figure 10.12).

Figure 10.12. Domain extension to be used in the FCBM-EC PD solver.
Note that unlike the example in Section 10.5.1, there are no fictitious domain in this
simulations since we apply the load as a body force directly on the top and the bottom
layers of the plate. Considering the damage model in Eq. (10.55) and the modification in
Eq. (10.86) to disconnect the body from the rest of the gap region, the PD operator can be
expressed as:
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(10.111)

𝐿𝑖 = ∫ χB χ′B 𝜆𝜆′𝑓𝑖 �d𝑉𝒙′ = χB 𝜆 ∫ χ′B 𝜆′C𝑖𝑗 (𝒙 − 𝒙′ )(𝑢′𝑗 − 𝑢𝑗 )�d𝑉𝒙′
ℋ𝑥

ℋ𝑥

= χB 𝜆{[C𝑖𝑗 ∗ (χB 𝜆𝑢𝑗 )] − 𝑢𝑗 [C𝑖𝑗 ∗ χB 𝜆]}�
To compute C𝑖𝑗 , we need to choose an influence function 𝜔 and calibrate the constant 𝛼
1

to the classical elasticity constants. We use a common influence function 𝜔 = |𝝃|, which
9𝐸

1

results in 𝛼 = 𝜋𝛿3 � for plane stress (Poisson ratio is restricted to 𝜈 = 3) [2].
We discretized the domain considering 𝑁1 = 29 and 𝑁2 = 28 . The m-factor (ratio of
horizon to grid size) is then 𝛿/Δ𝑥1 = 5.02 and 𝛿/Δ𝑥2 = 6.10 in 𝑥1 and 𝑥2 directions
respectively. By comparing Eq. (10.111) with Eq. (10.55), one can write the discretized
version by replacing λ with χB λ in Eq. (10.73):
𝑛𝑚𝑝,𝑡

𝐿𝑖

𝑛𝑚𝑝 𝑛𝑚𝑝,𝑡

= χB

λ

{𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(χB λ𝑢𝑗 )�]|

− 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(χB λ�)�]|

𝑛𝑚𝑝,𝑡

(10.112)

𝑛𝑚𝑝,𝑡 𝑛𝑚𝑝,𝑡
𝑢𝑗
} Δ𝑉

To conduct the simulations, we use the FCBM-EC formulation for dynamic problems
given by Eq. (10.94) and (10.95). We choose a time step of Δ𝑡 = 5 × 10−8 �𝑠 which is the
same as the one used by the meshfree PD simulations in [38]. In general, one can choose
any Δ𝑡 that satisfies the stability condition given in [5]. At each time step λ𝑛𝑚𝑝,𝑡+Δ𝑡 is
updated using Eq.(10.74). This requires computing 𝑊 𝑛𝑚𝑝,𝑡 . Similar to the process for
obtaining the internal force density PD operator in Eq. (10.111), 𝑊 𝑛𝑚𝑝,𝑡 formula is found
by replacing λ with χB λ in Eq. (10.75):
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𝑊 𝑛𝑚𝑝,𝑡 =

1 𝑛𝑚𝑝 𝑛𝑚𝑝,𝑡
𝑛𝑚𝑝,𝑡
χB 𝜆
Δ𝑉 {𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑖 𝑢𝑗 χB λ)�]|
2

(10.113)

𝑛𝑚𝑝,𝑡

− 𝑢𝑗𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(𝑢𝑖 χB λ)�]|
− 𝑢𝑖𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅(𝑢𝑗 χB λ)�]|

𝑛𝑚𝑝,𝑡

+ 𝑢𝑖𝑛𝑚𝑝,𝑡 𝑢𝑗𝑛𝑚𝑝,𝑡 𝐅 −𝟏 [𝐅(C𝑖𝑗 )𝐅�(χB λ)�]|

𝑛𝑚𝑝,𝑡

}

Damage is computed from Eq. (10.76). Figure 10.13 shows the crack patterns predicted by
the new FCBM-EC PD model in comparison with the published results [38] obtained via
the meshfree PD discretization of the bond-based model in Eq. (10.16) that uses a critical
bond strain criterion, for three different loadings, at times when the cracks are about the
fully split the sample.

Figure 10.13. Damage maps from PD simulations obtained from (left column) the new
damage model (pointwise energy-based bond-breaking) solved via FCBM-EC, and
from (right column) the meshfree PD solution with the critical bond-strain criterion
[38].
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The new damage model and solution method match, in each case, the crack patterns
obtained by the meshfree PD model, including the multiple crack branching scenario. It
takes the FCBM-EC model seconds to solve a problem that requires hours with the
meshfree PD model.
The slight differences observed between the two simulations are expected because the
two models are slightly different: the FCBM-EC discretizes the linearized bond-based PD
model, while the meshfree PD solution is for the regular bond-based model; in addition,
there is some difference between the damage models used. The meshfree PD simulations
use the critical bond strain criterion while the FCBM solutions employ the new energybased criterion. As discussed in Section 10.3.5.3, the new model shows cracks with
“thickness” 3𝛿, with the middle 𝛿-thick layer having fully failed nodes (𝑑 = 1), whereas
the meshfree PD model leads to2𝛿-thick cracks (see Figure 10.3). This difference,
however, does not seems to have a significant effect on the predicted fracture patterns.
From Figure 10.13 it is noticed that the meshfree PD results show a slight crack thickening
just before crack branching while the FCBM results show constant thickness for all crack
paths. However, a closer look at the fracture kinetics at the crack tip at the time of
branching in the FCBM simulation, reveals that the “physics of branching” are similar
between the two methods/models. Figure 10.14 shows zoom-in views of several snapshot
during the branching process in the test with 𝜎 = 2 MPa for the FCBM-EC PD model.
We observe that the three-phase process of branching reported in [38] is observed here as
well. Phase I: propagation (Figure 10.14(a) and (b)); Phase II: wave pile-up and thickening
of damage (Figure 10.14(c) and (d)); Phase III: damage migration and branching (Figure
10.14(e) and (f)). Before branching (Figure 10.14(a) and (b)), while the crack grows in a
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straight line, damage progression happens as follows: nodes near the crack tip get
damaged, which leads to the removal of all of their bonds. As the crack advances, bonds
for nodes near the crack tip may still bridge the developing crack, and therefore increase
the strain energy for these nodes. The strain energy density for nodes on the top and
bottom crack surfaces with bridging bonds reach now the critical value and they also get
removed, reaching damage index equal to one. This is why there is a widening of the
crack past a horizon-length of the “process zone”.

Figure 10.14. Dynamics of crack branching around the crack tip with the new energybased nodal damage model. Arrows show the velocity vector field while the contours
show the damage index value. The damage contour colors are associated with the
legend in Figure 10.13. The PD horizon used, is plotted, to scale, in the top left picture.
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This can continue as a steady state crack growth, but when the energy delivered at the
crack tip is larger, then (Figure 10.14(c) and (d)) the material in front of the crack tip
moves more forcefully towards the advancing crack and leads to a pile-up of strain
energy on the banks of the process zone, meaning that nodes on these banks reach critical
strain energy not due to increased straining of their bridging bonds, but of all of their
bonds: consequently, they fail sooner. This corresponds to the thickening of damage just
before branching of a crack that is observed experimentally [63-65]. When this
thickening reaches the tip of the process zone, (Figure 10.14(e) and (f)), damage has to
migrate from the center line and create the pathways for the crack to branch, since the
strain energy concentration is no longer along the symmetry line, but at the corners of the
thicker damage zone.
What we see, is that the FCBM PD model also captures the thickening of the crack just
before branching, but this is partly obscured by the model’s limitation to simulating
cracks that are thinner than a thickness of 3𝛿, compared with the meshfree PD model in
which the limit is 2𝛿 (see Figure 10.3).
One of the important advantages of FCBM, is that one can now easily perform mconvergence studies (refining the grid size with a fixed horizon size) up to high values of
m, which was previously not practical, or even impossible, with the meshfree PD method.
Note that m-convergence studies for fracture problems are particularly important since
studies have shown that a grid independent crack path is obtained only when using larger
m values [66] than what normally have been employed in most applications.

449
Here we performed an m-convergence study for the 2D fracture problem described above
with 𝜎 = 4�MPa. We kept the horizon fixed 𝛿 = 0.1�cm, and changed the number of
nodes in the 𝑥1 and 𝑥2 directions. Six simulations were conducted with (𝑁1 , 𝑁2 ) =
(27 , 26 ), (28 , 27 ), (210 , 29 ), (210 , 210 ), (211 , 210 ),�and�(212 , 211 ), leading to the mfactors: (𝑚1 , 𝑚2 ) ≈ (2.5, 3), (5, 6), (10, 12), (10, 24), (20, 24), and�(40, 48)
respectively. The case with (𝑚1 , 𝑚2 ) ≈ (10, 24) is chosen to test whether discretization
anisotropy influences the results. Figure 10.15 show the m-convergence results.
We observe that fracture patterns converge at a value of 𝑚 ≈ 10. This is consistent with
a study that concluded m-values higher than 7 are needed to have a correct crack path
[66]. For m-values higher than 10, we also notice that grid spacing anisotropy does not
alter the results.

Figure 10.15. An m-convergence study in terms of fracture patterns for the example
with suddenly applied load 𝜎 = 4�MPa.
In Figure 10.16, we show how the simulations’ run-time on a single CPU scales with the
problem size.
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Figure 10.16. Computational complexity of FCBM for this 2D fracture problem.
Simulations’ run-time is plotted versus 𝑁log 2 𝑁.
As expected, the simulations’ time scales with 𝑁log 2 𝑁. The largest simulation here with
(𝑚1 , 𝑚2 ) ≈ (40,48)�took only 88 minutes on a single CPU, while the meshfree PD
solver would have needed several months to complete the same simulation (knowing that
its run-time scales with 𝑂(𝑁 2 )). This is an important finding: with the new model, we
can now efficiently solve problems that were not accessible/feasible before: dynamic
brittle fracture problems in which the fracture patterns require high m-values.
Evolution of displacement and velocity fields, as well as strain energy density and
damage index during fracture are provided in Video 2 in Supplementary materials in [68]
for the converged case with 𝑚 ≈ 10. The velocity components (𝑣1 and 𝑣2 ) in this video,
show some wave emissions created, in spurts, along the newly formed crack surfaces as
the cracks grow. We investigated the discretization effect on the frequency and amplitude
of these wavelets and found that these features are independent of the discretization. They
are dependent then only on the damage models used, including the horizon size.
Effectively, these spurts are a result of the kinetics of bond-breaking in the damage model
we used here: in a dynamic process, crack propagation happens one/a few nodes at the
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time; i.e. one or a few nodes at the crack tip suddenly lose all of their bonds when
reaching their critical strain energy density, and instantly change the force balance for
their family nodes, for the next time step. This node-by-node failure process, releases
kinetic energy in small packets at the crack tip, causing these small fluctuations in the
velocity field.
Experimental evidence confirms that crack growth in dynamic brittle fracture happens
through consecutive bursts and not in a completely smooth fashion. This is seen in
fracture experiments often, as Hull states in [67], page 262: “crack growth often occurs in
a series of jumps”.
Similar wavelets along growing cracks, can also be observed in the videos from
simulation in [38], where the meshfree PD method with the critical strain criterion was
used. These wavelets are much “shaper” and better “organized” in the current FCBM PD
simulations compared to the “noisier” ones from [38], and that is mainly because of the
difference in the damage models: in FCBM PD, one removes a node and all of its bonds
suddenly, once the node’s strain energy density reaches the critical value; in the meshfree
PD model, individual bonds are removed once they reach their critical value.
10.6 Conclusions
We introduced a general and fast convolution-based method (FCBM) for peridynamics.
In this method, one tries to write the PD integrals in the form of convolutions. When this
is possible, one then uses the one-point Gaussian quadrature over the domain and
transforms the discretized convolution-based PD equations into products of discrete
Fourier coefficients. Following these transformations, one computes the PD integrals
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with the FFT and its inverse operation at the cost of O(𝑁log 2 𝑁), as opposed to O(𝑁 2 ) in
the commonly-used meshfree or FEM discretization methods of PD models. For timedependent problems, a time-marching scheme is used. Since the integrals involved are
now computed in the Fourier space, neighbor identifications and storing neighbor
information is no longer needed. As a result, the memory allocation becomes of O(𝑁) in
FCBM while storing neighbor information in other methods scales as O(𝑁 2 ). To extend
the applicability of the method to arbitrary domains and boundary conditions, we
extended the embedded constraint (EC) approach, previously used for PD diffusion
problems, to the general setting that includes the PD equations of motion.
The method introduced here is general and can be used for any nonlocal model as long as
a convolutional structure can be identified for it. In this study, we applied the procedure
to the PD equations of motion and solved problems in elasticity and dynamic fracture.
We showed how to obtain a convolutional structure for several material models:
linearized bond- and state-based elastic materials, a nonlinear elastic bond-based model,
and PD correspondence models. To exploit the FCBM efficiency for fracture problems,
we introduced a new energy-based damage model that led to a convolutional structure for
such problems. We tested the method on a 3D elastostatic problem over a complex
geometry and a 2D dynamic brittle fracture problem with multiple crack branching
events.
Comparisons between the computational efficiency of the new FCBM-EC method for PD
models with that of the original meshfree discretization of PD formulations showed that
problems requiring years of computations (on a single processor) with the latter method
can be executed in a matter of days (on the same processor) with the former. Memory
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allocation was also two orders of magnitude less than what was required by the meshfree
PD. One can now easily reach crack paths independent of the grid used because choosing
a large number of nodes inside the PD horizon is no longer a major computational
obstacle. Fast simulation of complex fracture problems with high accuracy are now
possible via the FCBM-EC method for PD models, as the efficiency gains compared with
the original meshfree discretization method can reach a factor of 103-104 or more.
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Chapter 11 The fast convolution-based method for peridynamic
models of dissolution and corrosion damage
11.1 Introduction
In the first part of this dissertation (Chapters 3 to 7), we have introduced peridynamic
(PD) corrosion damage models capable of simulating a variety of corrosion mechanisms.
Additionally, we have shown how the coupled chemo-mechanical PD model is able to
simulate material degradation resulting from the synergy of mechanical loads and
chemical attack in corrosive environments. In one study [1], the coupled model was used
to accurately predict pit-to-crack transition in stress corrosion cracking of a steel rod.
Figure 2.1(a) shows a pit-to-crack transition observed in the steel rod subjected to static
tension, and immersed at the same time in a corrosive environment [2]. Figure 2.1(b) is
the corresponding PD simulation of a small cuboid subjected to the same chemomechanical condition. Detailed prediction of the complex damage evolution by the PD
model is remarkable. However, the expensive nonlocal computation and memory
allocation limit the size of the computational domain to a small (millimeter-size)
subsection of the real sample.
To address the high computational cost of PD models, we introduced a fast convolutionbased method (FCBM) for PD in the second part of this dissertation (Chapters 8 to 10).
We derived the FCBM formulation for diffusion and elastic deformation problems with
examples in mass diffusion, elasticity and fracture on bounded domains.
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Figure 11.1. Pit-to-crack transition in a steel rod subjected to tension and corrosive
environment. (a) Experimental observation [2]; (b) peridynamics simulation using the
coupled chemo-mechanical stress-corrosion damage model [1]. Red arrows show the
loading direction.
In this chapter, we aim to extend the FCBM-PD to corrosion damage and dissolution
processes in general. This would allow one to perform PD simulations of corrosion
damage at larger spatial and temporal scales that are not accessible currently, using
existing discretization methods. Because no convolutional structure was found for the
original PD corrosion formulation, in this chapter we introduce a new and general PD
formulation for dissolution processes by modifying the PD corrosion model given in [3,
4]. The new formulation sets up the convolutional structure needed for the application of
the FCBM discretization. Another advantage of the new PD dissolution model is that the
bond-level dissolution parameter can be easily calibrated to its classical counterpart,
whereas with the previous approach, a trial simulation was required prior to solving each
problem, in order to numerically calibrate the micro-dissolvability of interfacial bonds
(𝑘diss ). In Section 11.2, we present the new formulation for dissolution problems and use
it to solve a 3D example using the meshfree discretization. In Section 11.3 we define a
new dissolution-induced damage model with applications to corrosion damage problems.
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In Section 11.4 we derive the convolutional structure and the following FCBM
discretization form of the new formulation.
11.2 A peridynamic model for dissolution
To obtain a general PD formulation for dissolution problems that is compatible with
FCBM (discussed in the next section) we modify the corrosion model expressed by Eqs.
(2.9) to (2.11), by changing the description of the transport process by dissolution
(interfacial) bonds. Consider the PD transport equation:
𝜕𝐶(𝒙, 𝑡)
= ∫ 𝐽(𝒙, 𝒙′, 𝑡) d𝑉𝒙′ �,
𝜕𝑡
𝐻𝑥

(11.1)

where flow density is defined as follows:
𝐶(𝒙′, 𝑡) − 𝐶(𝒙, 𝑡)
������������
, 𝒙�&�𝒙′ ∈ ΩL
|𝒙′ − 𝒙|𝑛
, 𝒙�&�𝒙′ ∈ ΩS .
𝐽(𝒙, 𝒙′, 𝑡) = 0���������������������������������������������������������������������������
sign[𝐶(𝒙′, 𝑡) − 𝐶(𝒙, 𝑡)]
𝐽
= 𝑞(𝒙, 𝒙′, 𝑡)
����, 𝒙�xor�𝒙′ ∈ ΩL
{ diss
|𝒙′ − 𝒙|𝑛−1
𝐽diff = 𝑘(𝒙, 𝒙′, 𝑡)

(11.2)

𝑛 in Eq. (11.2) is chosen to be 0, 1or 2, depending on the kernel preference. “xor”
denotes the logical “exclusive or” operator. Similar to the original version of the model
(see Section 4.2.4 and ), for a bond connecting two points inside the liquid phase (ΩL ), 𝐽
is the diffusion flow density (𝐽diff ). For bonds that connect points in the solid phase, 𝐽 = 0,
implying lack of transport in the solid. For dissolution bonds where one end is in the
liquid and one in the solid: 𝐽 = 𝐽diss the dissolution flow density with the new form given
in Eq. (11.2). While 𝐽diss in the original version (see Sections 2.3.2.3 and 4.2.4, or [3, 4])
had an structure similar to 𝐽diff and depended on the concentration difference between the
points at 𝒙 and 𝒙′ with, the new 𝐽diss introduced here is dependent on the sign of the
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concentration difference, the bond length, and the dissolution micro-flux 𝑞. The microflux 𝑞 can be calibrated to the classical dissolution flux 𝑄 which is a measurable known
quantity in the classical theory. The sign function in 𝐽diss is used here to determine the
direction of the flow density which should be always from higher concentration (solid) to
lower (liquid) to satisfy the second law of thermodynamics. The solid and the liquid
phases in the domain can be defined as:
ΩL = {𝒙 ∈ ℝ3 |�𝐶(𝒙, 𝑡) ≤ 𝐶sat }

(11.3)

ΩS = {𝒙 ∈ ℝ3 |�𝐶(𝒙, 𝑡) > 𝐶sat }

(11.4)

Finding an analytical relationship between 𝑞 in Eq. (11.2) and the classical flux 𝑄 is
straightforward, since the new form of 𝐽diss does not depend on the magnitude of the
concentration difference between points at 𝒙 and 𝒙′. Analytical calibration of PD bondlevel properties to classical quantities is usually conducted by assuming a linear
approximation of the unknown field (here the function 𝐶) at the horizon scale, and
enforcing equality between a classical quantity (e.g., flux) and its PD corresponding
quantity (e.g. PD flux). Since the concentration profile near the solid-liquid interface can
vary highly and this variation may be far from a linear behavior at the horizon scale, the
dependency of 𝐽diss on concentration difference (as in the case of the original PD
corrosion models) makes an analytical calibration difficult if not impossible.
To calibrate 𝑞 in Eq. (11.2), we enforce equality between the classical flux magnitude 𝑄
and the PD flux computed over a unit area of solid-liquid interface. To this aim, we use
the relationships for calculating PD flux 𝑄 PD from bond densities (see [5]):
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𝛿 𝜉

∫∫
0 0

𝑞
𝑛−1

𝜉

𝛿 𝜉

d𝑧d𝜉��������������������������������������������

𝑧
cos−1 ( )
𝜉

𝑄 PD = ∫ ∫

∫

𝑞

𝑛−1 𝜉𝑑𝜑𝑑𝑧𝑑𝜉�������������������

𝜉

0 0 − cos−1 (𝑧 )
𝜉
𝑧
−1
cos ( )
𝜉
2𝜋 𝛿 𝜉

∫ ∫∫
{0

, 1D

0 0

∫
0

𝑞
𝑛−1

𝜉

ξ2 sin 𝜑 𝑑𝜑𝑑𝑧𝑑𝜉d𝜃

, 2D

(11.5)

, 3D

where 𝜉 = |𝒙′ − 𝒙| is the bond length. Enforcing 𝑄 = 𝑄 PD we arrive at:
3−𝑛
𝑄
𝛿 (3−𝑛)
4−𝑛
𝑞=
𝑄
2𝛿 (4−𝑛)
5−𝑛
{𝜋𝛿 (5−𝑛) 𝑄

, 1D
, 2D

(11.6)

, 3D

Having an explicit relationship between 𝑞 and 𝑄, one can adopt any given/known
classical definition of dissolution rate in the PD model. 𝑄 may depend on different
physical quantities. The dependencies then can be carried over onto 𝑞. Note that 𝑞 is a
bond-level property, and therefore, can be influenced by the information from both the
solid (𝒙S ) and liquid (𝒙L ) ends of the bond. For example, if the dissolution rate depends
on solid state quantities (e.g. stress, strain, composition, etc.) at the dissolution front,
𝑞(𝒙S , 𝒙L , 𝑡) can be defined as a function of those quantities evaluated at 𝒙S . Likewise, if
the dissolution rate depends on liquid state quantities (e.g. ions’ concentration, pH,
temperature, velocity, electric field, etc.) near the interface, then 𝑞 can be defined as a
function of those quantities evaluated at 𝒙L . Therefore, the nonlocality of PD dissolution
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formulation offers a unifying framework for coupling the dissolution process with other
models (classical or PD) that are exclusively defined over the solid or the liquid phases
(e.g., the equations of motion for deformable solids, Navier-Stokes equation for fluids,
etc.).
Next, we show an example where a classical concentration-dependent dissolution rate
formula is used to define 𝑞 for a PD dissolution model that simulates degradation of
medical tablets with complex morphologies.
11.2.1 Example: 3D dissolution of tablets
In this part, we solve a 3D example using the new PD dissolution formulation and
compare our results qualitatively with an experimental study. The study [6], investigated
the dissolution of 3D printed tablets with two distinct design: 1) tablets with long through
channels; 2) tablets with short through channels. Figure 11.2 shows the conceptual design
of the tablets.

Figure 11.2. Conceptual design of the 3D printed tablets with: (a) long channels; and
(b) short channels (figure from [6]).
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In order to simulate the dissolution of these tablets with PD, we use Whitney-Noyes
equation [7] as a simple theory that is frequently used in pharmaceutical industry to
describe the dissolution rate of solid oral medicine (pills, tablets, etc.). In Whitney-Noyes
equation the dissolution rate decreases linearly as the concentration near the dissolution
front approaches saturation:

𝑄 = 𝑄0 (1 −

𝐶
)
𝐶sat

(11.7)

𝐶 here is the concentration of the dissolving specie near the front, and 𝑄0 is the maximum
dissolution rate at 𝐶 = 0. Using Eq. (11.6) (with 𝑛 = 2), the following 𝑞 is obtained to be
used for the 3D peridynamic simulations:

𝑞(𝒙L , 𝒙S , 𝑡) =

3𝑄0
𝐶(𝒙L , 𝑡)
(1 −
)
3
𝜋𝛿
𝐶sat

(11.8)

The computational domain is a 1.2 × 1.2 × 1.85�cm3 box with the tablets placed at the
center with equal distance from the domain facets. Tablets’ geometries and dimensions
are given in Figure 11.3.

Figure 11.3. Tablets’ morphology and dimension for PD simulations: (a) long
channels; and (b) short channels.
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Boundary conditions (BC) in the model should approximate the actual conditions. In the
experiment, the liquid is being stirred the whole time, and therefore, the diffusion
dominated region can be assumed to be thin. For a more accurate simulation, one would
need to solve for the velocity field as the dissolution progresses and use a PD advectiondiffusion model [8] for the transport in the liquid phase. Additionally, one can choose a
time dependent Dirichlet BC and set 𝐶 = 𝐶bulk (𝑡) around the box, where 𝐶bulk is the
bulk concentration and can be estimated by dividing the dissolved concentration by the
liquid volume at each time step. In this study, however, we are not aiming for a
quantitative prediction, rather we are presenting a dissolution example to demonstrate the
capabilities of the new formulation. Therefore, we use very simple BCs to approximation
the environment: a 𝛿-thick layer around the box is set to have 𝐶 = 0 at all times as a
nonlocal Dirichlet BC that absorbs the dissolved species. The input parameters for the PD
model are also chosen arbitrarily and do have the actual values in the experiment. The
input parameters are given in Table 11.1.
Table 11.1. Model input parameters
Parameter

value

unit

𝐷
𝐶solid
𝐶sat
𝑄0
𝑡max
𝛿
Δ𝑥
Δ𝑡

2
1
0.05
0.5
1
0.04
0.01
2.5× 10−4

cm2 ⋅ s−1
mol ⋅ cm−3
mol ⋅ cm−3
mol ⋅ cm−2 s−1
sec
cm
cm
sec

Note that we used the meshfree discretization to solve this example. The FCBM
formulation for dissolution is discussed in Section 11.4. The experimental pictures of the
dissolving tablets at different stages of the dissolution are shown in Figure 11.4. Our PD
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simulation results are shown in several snapshots made at different time steps in the same
figure, next to the real images.
The numerical results show that the dissolution patterns predicted by the PD simulations
are very similar to those observed experimentally. Saturated channels slow down
degradation from the inside surfaces, while dissolution is dominated from the exterior,
since on the outer surfaces transport of dissolved species is easier. This behavior is well
captured by our PD model because of the definition used for the micro-flux 𝑞 (see Eq.
(11.8)), that follows the Whitney-Noyes equation.
Note that the PD dissolution framework presented in this section is general and can be
applied to a variety of problems, such as corrosion damage, dissolution of minerals in
geology, chemical deterioration of materials, etc.. Next, we show how to adapt this
formulation for corrosion damage problems.
11.3 Corrosion damage model
To use the general PD dissolution equation for corrosion damage problems, we first need
to define a damage model, and then find the relationship between the micro-flux 𝑞 and
the anodic current density (𝑖), which is the common measure of corrosion rate.
11.3.1 Concentration-dependent damage
Previous PD corrosion damage models use the concentration-dependent damage (CDD)
introduced in [3] (see Eq. 2.11). In that approach, one needs to calculate an expected
damage value according to concentrations at each node, break bonds stochastically
accordingly, and update the actual resulting damage after the bond breaking. Phases are
then defined according to the damage value, not the concentration, and liquid nodes can
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exist with 𝐶 > 𝐶sat . This creates some difficulties with the analytical calibration process
(see [9] for details). It also does not lead to a model with a suitable structure for FCBM
discretization, since one needs to make decisions for individual bonds independently,
leading to a computational complexity of 𝑂(𝑁 2 ) inevitably.

Figure 11.4. Degradation of 3D printed tablets via dissolution in series of images: (a)
experimental images for the tablet with long channels (from [6]); (b) PD simulation
snapshots for the tablet with long channels; (c) experimental images for the tablet
with short channels (from [6]); (d) PD simulation snapshots for the tablet with short
channels. The tops are the initial and the bottoms are the final stages.
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Here we propose to use a different CDD model:

𝜇(𝒙, 𝒙′, 𝑡) = {

0����������������������������������������������
1����������������������������������������������

,�if�𝐶(𝒙, 𝑡)�or�𝐶�(𝒙′ , 𝑡) ≤ 𝐶sat
, else�������������������������������������������

(11.9)

resulting in the following damage index:
1����������������������
∫𝐻 𝜇d𝑉𝑥 ′
𝑑(𝒙, 𝑡) = {
1− 𝑥
∫𝐻𝑥 d𝑉𝑥 ′

,�if�𝐶(𝒙, 𝑡) ≤ 𝐶sat ����������������
, if�𝐶sat < 𝐶(𝒙, 𝑡) ≤ 𝐶solid

(11.10)

In this new version of CDD, once a point becomes liquid, we break all the mechanical
bonds connected to it. The resulting damage index is then 1 in the liquid, and between 0
and 1 in the solid region. Next we show an analytical calibration of 𝑞 to the anodic
current density.
11.3.2 Calibration to anodic current density
Knowing that the dissolution flux is related to the current density by Faraday’s second
law (see Eq. (2.3)), 𝑞 is obtained as:
3−𝑛
𝑖
𝑧𝐹𝛿 (3−𝑛)
4−𝑛
𝑞=
𝑖
2𝑧𝐹𝛿 (4−𝑛)
5−𝑛
{𝜋𝑧𝐹𝛿 (5−𝑛) 𝑖

, 1D
, 2D

(11.11)

, 3D

where z is the charge number and 𝐹 is the Faraday’s constant.
In the original versions of the PD corrosion model (see Chapters 2 to 7), different
corrosion mechanisms were modeled by defining the appropriate 𝑘diss . Similarly, in the
new version, one can use the kinetics of 𝑖 in any corrosion mechanism to define the 𝑞 for
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its PD model. For example, in stress-dependent corrosion 𝑖 = 𝑖(𝜎), where 𝜎 can be any
stress measure in the solid point at the dissolution front. The following definition of 𝑞 can
be used in a PD simulation of stress-dependent corrosion damage in 3D:

𝑞(𝒙L , 𝒙S , 𝑡) =

5−𝑛
𝑖(𝜎𝑉 (𝒙S , 𝑡))
𝑧𝐹𝜋𝛿 (5−𝑛)

(11.12)

While the analytical calibration of 𝑞 in the new dissolution formulation offers some
advantages compared with the original corrosion model, the main goal of the new
formulation was to obtain a model compatible with FCBM discretization. This is
explained in the following section.
11.4 FCBM formulation of PD dissolution and corrosion models
Consider the generic PD body B = Ω ∩ Γ where Ω is the original domain and Γ is the
constrained volume. The domain itself is consist of a solid part (ΩS ) and a liquid part
(ΩL ).

Figure 11.5. A peridynamic body (B) consisting of liquid and solid subdomains, and
the constrained volume (Γ).
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Similar to PD diffusion equation and equation of motion in Chapters 9 and 10, the first
step in FCBM is to extend the PD body to a periodic box 𝕋 (see Figure 11.6).

Figure 11.6. Extension of the PD body to a periodic box (𝕋) for dissolution problems.
Then, we define the following characteristic functions to identify various subdomains of
𝕋:
𝜒Ω (𝒙) = {

1 𝒙 ∈ Ω���������������������
0 𝒙 ∈ 𝕋\Ω = Γ ∪ Λ

𝜒Γ∪Λ (𝒙) = 1 − 𝜒Ω (𝒙) = {

𝜒L (𝒙, 𝑡) = {

0 𝒙 ∈ Ω���������������������
1 𝒙 ∈ 𝕋\Ω = Γ ∪ Λ

1 𝒙 ∈ ΩL �(𝑑 = 1) � ∪ �Λ
0 𝒙 ∈ ΩS �(𝑑 < 1)����������

𝜒S (𝒙, 𝑡) = 1 − 𝜒L (𝒙, 𝑡) = {

0 𝒙 ∈ ΩL ∪ �Λ
1 𝒙 ∈ ΩS ���������

(11.13)

(11.14)

(11.15)

(11.16)

Note that 𝜒L and 𝜒S are time dependent. As the dissolution advances, the solid and the
liquid phases evolve. Let Eq. (4.1) describe the dissolution-transport in a bi-phase

472
bounded PD domain B, subjected to the volume constraint 𝐶 = 𝐶Γ on Γ. Then, similar to
FCBM-EC method used for diffusion (Eq. (9.37) in Chapter 9), we replace the problem
defined over the bounded domain B, with the following equation defined over the
periodic domain 𝕋:
𝜕𝐶(𝒙, 𝑡)
𝜕𝐶𝑤 (𝒙, 𝑡)
= 𝜒Ω (𝒙) [∫ 𝐽(𝒙, 𝒙′ , 𝑡)d𝒙′ ] + 𝜒Γ∪Λ (𝒙)
𝜕𝑡
𝜕𝑡
𝐻𝑥

(11.17)

where
0
𝐶𝑤 (𝒙, 𝑡) = {𝐶Γ (𝒙, 𝑡)
𝐶Λ (𝒙, 𝑡)

𝒙∈Ω
𝒙∈Γ
𝒙∈Λ

(11.18)

Similar to Chapter 9, in this study we set 𝐶Λ = 0 for convenience, although one can
assign other values.
Note that the PD integral in Eq. (11.17) needs to have a convolutional form to be
compatible with the FCBM discretization method.
11.4.1 Convolutional structure
To obtain the convolutional structure, we use the characteristic functions for the solid and
liquid subdomains (see Eq. (11.15) and (11.16)). Knowing that 𝜒L + 𝜒S = 1, we write:
(11.19)

∫ 𝐽(𝒙, 𝒙′ , 𝑡)d𝒙′
𝐻𝑥

= [𝜒L (𝒙, 𝑡)
+ 𝜒𝑆 (𝒙, 𝑡)]�∫ [𝜒L (𝒙′, 𝑡) + 𝜒𝑆 (𝒙′, 𝑡)]�𝐽(𝒙, 𝒙′ , 𝑡)d𝒙′
𝐻𝑥
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For conciseness, the function argument brackets are dropped in the following. If a
quantity is evaluated at 𝒙′ we use prime superscript in that quantity. Eq. (11.19) then
becomes:
(11.20)

∫ 𝐽d𝒙′ = (𝜒L + 𝜒𝑆 ) ∫ (𝜒L′ + 𝜒S′ )𝐽d𝒙′
𝐻𝑥

𝐻𝑥

= 𝜒L ∫ 𝜒L′ �𝐽d𝒙′ + 𝜒L ∫ 𝜒S′ �𝐽d𝒙′ + 𝜒𝑆 ∫ 𝜒L′ �𝐽d𝒙′
𝐻𝑥

𝐻𝑥

𝐻𝑥

+ 𝜒𝑆 ∫ 𝜒S′ �𝐽d𝒙′
𝐻𝑥

As we can see, the PD integral is decomposed into four separate integrals, each
associated with a specific type of pairwise transport: in the first integral, 𝐽 denotes the
liquid-liquid transport (diffusion); in the second and third integrals 𝐽 is associated with
the solid to liquid transport (dissolution); and in the fourth integral 𝐽 represents solidsolid transport which is considered to be zero here, although one can also define a solidsolid transport regime if required by the physics of the problem. Let:
𝜔diff (|𝒙′ − 𝒙|) =

𝑘
|𝒙′ − 𝒙|𝑛

(11.21)

𝜔diss (|𝒙′ − 𝒙|) =

𝑞
|𝒙′ − 𝒙|𝑛−1

(11.22)

From Eq. (11.20):
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(11.23)

∫ 𝐽d𝒙′ = 𝜒L ∫ 𝜒L′ �𝜔diff (|𝒙′ − 𝒙|)(𝐶 ′ − 𝐶)d𝒙′
𝐻𝑥

𝐻𝑥

+ 𝜒L ∫ 𝜒S′ �𝜔diss (|𝒙′ − 𝒙|)(+1)d𝒙′
𝐻𝑥

+ 𝜒𝑆 ∫ 𝜒L′ �𝜔diss (|𝒙′ − 𝒙|)(−1)d𝒙′ + 𝜒𝑆 ∫ 𝜒S′ �0d𝒙′
𝐻𝑥

𝐻𝑥

= 𝜒L ∫ 𝜒L′ �𝜔diff (|𝒙′ − 𝒙|)𝐶 ′ d𝒙′
𝐻𝑥

− 𝜒L 𝐶 ∫ 𝜒L′ �𝜔diff (|𝒙′ − 𝒙|)d𝒙′
𝐻𝑥

+ 𝜒L ∫ 𝜒S′ �𝜔diss (|𝒙′ − 𝒙|)d𝒙′
𝐻𝑥

− 𝜒S ∫ 𝜒L′ �𝜔diss (|𝒙′ − 𝒙|)d𝒙′
𝐻𝑥

= 𝜒L [𝜔diff ∗ (𝜒L 𝐶)] − (𝜒L 𝐶)[𝜔diff ∗ 𝜒L ] + 𝜒L [𝜔diss ∗ 𝜒S ]
− 𝜒S [𝜔diss ∗ 𝜒L ]
Eq. (11.23) defines a convolutional form for the PD dissolution model introduced in
Section 11.2. Note that this is another example where a convolutional structure is
obtained for a nonlinear model.
11.4.2 FCBM discretization
Let 𝐅 and 𝐅 −𝟏 denote the discrete Fourier transform and its inverse operations performed
via FFT and inverse FFT at the cost of 𝑂(𝑁log 2 𝑁�). Using a discretization of 𝕋 with
uniform grid spacing in each direction (as in Eq. (10.61)), and the truncated Fourier series
approximations for the convolving functions (as in Eq. (10.62)), the FCBM spatial
discretization of the PD integral in Eq. (11.23) becomes:
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∫ 𝐽d𝒙′ ≅ 𝜒L𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diff )𝐅(𝜒L 𝐶)]|𝑛𝑚𝑝,𝑡 Δ𝑉

(11.24)

𝐻𝒙

− (𝜒L𝑛𝑚𝑝,𝑡 𝐶 𝑛𝑚𝑝,𝑡 )𝐅 −1[𝐅(𝜔diff )𝐅(𝜒L )]|𝑛𝑚𝑝,𝑡 Δ𝑉
+ 𝜒L𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diss )𝐅(𝜒S )]|𝑛𝑚𝑝,𝑡 Δ𝑉
− 𝜒S𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diss )𝐅(𝜒L )]|𝑛𝑚𝑝,𝑡 Δ𝑉
Eq. (11.24) follows the notation in Chapter 10 : Δ𝑉 = Δ𝑥1 Δ𝑥2 Δ𝑥3 , and superscript
𝑛𝑚𝑝, 𝑡 denotes the value at node 𝒙𝑛𝑚𝑝 and time 𝑡.
Using the forward-Euler time integration scheme and the embedded constraint method
(see Section 9.4.2) via the characteristic functions in Eqs. (11.13) and (11.14), the FCBM
discretization of the PD dissolution model is obtained as:
𝐶 𝑛𝑚𝑝,𝑡+Δ𝑡 = 𝜒Ω𝑛𝑚𝑝 {𝐶 𝑛𝑚𝑝,𝑡 + Δ𝑡{𝜒L𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diff )𝐅(𝜒L 𝐶)]|𝑛𝑚𝑝,𝑡 −

(11.25)

(𝜒L𝑛𝑚𝑝,𝑡 𝐶 𝑛𝑚𝑝,𝑡 )𝐅 −1 [𝐅(𝜔diff )𝐅(𝜒L )]|𝑛𝑚𝑝,𝑡 +
𝜒L𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diss )𝐅(𝜒S )]|𝑛𝑚𝑝,𝑡 −
𝑛𝑚𝑝 𝑛𝑚𝑝,𝑡+Δ𝑡
𝜒S𝑛𝑚𝑝,𝑡 𝐅 −1 [𝐅(𝜔diss )𝐅(𝜒L )]|𝑛𝑚𝑝,𝑡 }Δ𝑉} + 𝜒Γ∪Λ
𝐶𝑤

In corrosion damage simulations or in problems in which dissolution-induced mechanical
damage is present, one further step is required at each time step, and that is to break
bonds (update 𝜇) according to the new CDD model in Eq. (11.9). To do this in a
consistent manner with FCBM, i.e. avoiding O(𝑁 2 ) computations, we adopt the
definition of 𝜇(𝒙, 𝒙′ , 𝑡) = 𝜆(𝒙, 𝑡)𝜆(𝒙′, 𝑡) given in Chapter 10. Once 𝐶 𝑛𝑚𝑝,𝑡+Δ𝑡 is
computed from Eq. (11.25), the integrity index 𝜆𝑛𝑚𝑝,𝑡+Δ𝑡 is updated:
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𝜆𝑛𝑚𝑝,𝑡+Δ𝑡 = {

0
, 𝐶 𝑛𝑚𝑝,𝑡+Δ𝑡 ≤ 𝐶sat
1 ���, 𝐶 𝑛𝑚𝑝,𝑡+Δ𝑡 = 𝐶solid

(11.26)

which is an equivalent expression to Eq. (11.9). Note that 𝜆 can be used to represent
phases as well (0 for liquid and 1 for solid). The damage index can be computed with
FFT and inverse FFT using Eq. (10.76) if needed.
If PD mechanical analysis (e.g. deformation and fracture) is needed after the corrosion
damage simulation, or between the corrosion time steps (as in the coupled model of
Chapter 7), one sets�𝜇 = 𝜆𝜆′ and uses Eq. (10.55) in Chapter 10 to compute the internal
force density to be used in the PD equations of motion.
11.5 Conclusions
In this chapter we introduced a fast computational model for dissolution processes and
dissolution-induced damage. We modified the previous PD models of corrosion damage
to obtain a general dissolution framework which could be cast into a convolutional form,
and therefore, discretization via the FCBM was made possible. The new formulation
allows for analytical calibration of PD dissolution micro-flux to the classical/measured
dissolution rate. We solved an example by simulating the dissolution of two medical
tablets with complex geometries/morphologies in 3D and qualitatively compared the
tablets’ disintegration predicted by the PD model with those available from experimental
images.
We derived a convolutional form for this formulation and laid out the subsequent FCBM
discretization. Fast 3D simulations of disintegration-transport phenomena are now
possible with FCBM discretization of PD nonlocal models.
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Chapter 12

Conclusions and future prospects

12.1 Conclusions
In this dissertation we introduced novel peridynamics (PD) corrosion damage models for
several corrosion mechanisms, and an efficient computational method (here referred to as
FCBM) to significantly reduce the cost of PD simulations of diffusion, elastic
deformations and fracture, dissolution and corrosion damage.
In the first part of this dissertation (Chapters 2 to 7), we modified the original PD
corrosion model that was presented in [1], to create specific models for different types of
corrosion attack. PD corrosion models are based on a nonlocal damage dependent
transport equation, where a bond-level PD parameter can be defined to determine the rate
of the dissolution transport across the solid-liquid interface. This parameter can be
defined using the underlying electro-chemo-mechanics for a specific corrosion regime.
As the metal concentration drops in the solid phase due to the dissolution transport, a
concentration-dependent damage model is used to update the damage progression,
autonomously capturing the evolution of solid-liquid interface, i.e. the damage front. We
developed new PD models for pitting, crevice, intergranular, and stress-dependent
corrosion damage. The models were quantitatively validated against experimental
observations in terms of damage evolution and morphology, and corrosion rate. PD
simulations accurately predicted the type and the extent of the damage progression in the
specimens. Our PD simulation results lead us to the following conclusions:
1) Autonomous evolution of the damage front (solid-liquid interface) in PD provides
a great advantage as it is a natural result of the main governing equations, made
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possible through the nonlocality of PD theory. No extra effort or numerical
techniques are needed for this purpose, considerably simplifying modeling
compared with classical approaches that require a variety of ad-hoc strategies for
computing and tracking the corrosion front.
2) The concentration-dependent damage models used in PD corrosion models,
allows for seamless coupling of the chemically-induced damage and the
mechanical damage, as both damage types are unified in the PD bond-breaking
events.
3) The PD corrosion formulation is versatile, and can be applied to various types of
corrosion. The versatility is a result of having a nonlocal parameter that
determines the dissolution transport rate across the solid liquid interface. The
parameter can be specified for any particular dissolution mechanism of interest.
4) Due to the dominance of transport influence in corrosion damage compared with
other contributing factors, most corrosion mechanisms can be modeled by
considering simple concentration-based definitions of PD micro-dissolvability or
micro-flux.
The PD corrosion models were applied for simulations of small-scale samples (up to
millimeter scales) using the meshfree discretization of PD models. Beyond that, this
numerical method is too expensive to use, even on massively parallel machines because
of the unfavorable scaling with the discretization size.
In the second part of dissertation, a fast convolution-based method (FCBM) was
introduced for PD models. The first step in this method is to describe the PD integrals (or
the nonlocal operators in general) in terms of convolutions. Using a quadrature rule for
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the convolution integrals and truncated Fourier series approximations for the convolving
functions, allow to compute these quantities by FFT and inverse FFT operations at the
cost of O(𝑁log 2 𝑁), as opposed to O(𝑁 2 ) in the commonly-used meshfree or FEM
discretizations of PD models. For time-dependent problems, a classical time-marching
scheme is employed. Since the PD integrals are now computed in the Fourier space as
multiple convolutions, neighbor identifications and storing neighbor information is not
needed. As a result, the memory allocation becomes of O(𝑁) in FCBM while storing
neighbor information, required in other methods, scales as O(𝑁 2 ). To extend the
applicability of the method to arbitrary domains and boundary conditions, we first used a
volume penalization approach, and then introduced a more general method named
embedded constraint (EC). The only requirement for applicability of the FCBM to PD
models is that the PD integrals need to be written in terms of convolutions. For many
models this is possible, and we showed how to use the FCBM discretization for the
linearized bond-based and state-based models for elastic deformations, PD
correspondence models, and linear and some nonlinear PD diffusion operators. In certain
cases the convolutional structure is not obvious or cannot be found. Alternative models
are then needed to exploit the efficiencies the FCBM provides. For example, we
introduced:


A new rigid body rotation-independent nonlinear bond-based model as an
alternative to the prototype microelastic bond-based (PMB) model;



A new energy-based pointwise damage model as an alternative to the critical
bond-strain criterion;
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A new general PD dissolution-transport formulation, as an alternative to the
original PD corrosion formulation.

All of these new formulations led to a convolution structure, and therefore can be
discretized by FCBM for fast simulations.
Comparisons between the computational efficiency of FCBM with that of the original
meshfree discretization of PD models showed that problems requiring years of
computations (on a single processor) with the latter method, can be executed in a matter
of days (on the same single processor) with the FCBM. Efficiency gains compared with
the original meshfree discretization method can reach a factor of 103-104 or more as the
grid density inside the horizon increases. Note that high grid density inside the horizon
can be crucial in obtaining a converged PD solution and a grid-independent crack path in
PD fracture problems. With the FCBM, choosing a large number of nodes inside the PD
horizon is no longer a major computational obstacle. Memory allocation in FCBM was
also shown to be several orders of magnitude less than what was required by the
meshfree PD in some 3D example problems we solved.
Fast computation of damage mechanics with high accuracy are now possible via the
FCBM-EC discretization of PD models!
12.2 Future prospects
Exploiting the computational efficiency that the FCBM provides, fast 3D peridynamic
simulations at high resolution can be performed, which opens up new opportunities in the
field of computational damage mechanics and engineering design at large. A number of
possible avenues the work presented in this dissertation could lead to are listed below:
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The FCBM discretization of PD correspondence models provides a paradigm for
fast computational modeling of large deformation and ductile fracture. If
researchers put the worthwhile effort to develop PD native constitutive models, it
would be best to consider a convolutional structure for their models.



The new PD dissolution-transport model is a general framework and has a great
potential for applications to other areas where dissolution studies are important,
such as drug release in the pharmaceutical industry, dissolution of minerals in
geology, chemical deterioration of materials, degradation of live tissues in
biology, etc.



To extend the PD dissolution-transport model for complicated transport systems,
the PD advection [2] and electromigration [3] terms can be incorporated in the
flow density of liquid phase. This may be necessary in some corrosion damage
problems.



Similar to the chemo-mechanical coupled corrosion damage model in Chapter 7,
PD dissolution-transport framework can potentially be coupled with other PD or
classical solvers (e.g., fluid dynamics, electrostatics, etc.) if such physics are
needed in simulating certain conditions.



The FCBM can be used to discretize other types of nonlocal models and fractional
PDEs that are used to describe various phenomena.



Another opportunity is to use the FCBM to increase the efficiency of solving local
models. For example, reproducing-kernel particle method (RKPM) discretizations
of classical (PDE-based) models lead to structures very similar to meshfree
discretization of PD correspondence models [4-7].
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