Abstract. Several weighted rearrangement inequalities for uncentered and centered local sharp functions are proved. These results are applied to obtain new weighted weak-type and strong-type estimates for singular integrals. A self-improving property of sharp function inequalities is established.
Introduction
This paper continues the study of the rearrangement inequalities in terms of sharp maximal functions [BK, BDS, L1, L2] . Let f * ω (t) denote the non-increasing rearrangement of f with respect to a weight ω, and let f * * ω (t) = t −1 t 0 f * ω (τ )dτ . Throughout the paper, a weight is supposed to be a non-negative locally integrable function. Given a measurable set E, let ω(E) = E ω(x)dx. Given a cube Q ⊂ R n , consider the (weighted) Fefferman-Stein [FS2] and so-called local [JT, Str] sharp maximal functions relative to Q defined by respectively, where the supremum is taken over all cubes Q ⊂ Q containing x. When Q ≡ R n or ω is Lebesgue measure we drop the subscripts Q or ω, respectively. Both definitions (1.1) and (1.2) are closely related to the space BM O [JN] . Indeed, the sharp function f # is directly generated by the definition of BM O:
while the local sharp function M # λ f is generated by an alternate characterization of BM O:
). The first estimate in (1.3) trivially holds by Chebyshev's inequality, while the second one is a deep result due to John [Jo] and Strömberg [Str] .
Besides their relation to BM O, sharp functions are also a very useful tool in studying many important operators arising in harmonic analysis. They can be used where λ n is some constant depending only on n. This result was first proved for doubling weights [L1] , and recently it has been observed [L2] that the doubling condition can be removed. By a standard argument, (1.6) yields the following strong-type estimate:
(1.7)
whenever ω(R n ) = ∞ and f
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and any weight ω:
(1.8)
By a recent extrapolation theorem of Cruz-Uribe and Pérez [CP1] , (1.8) is extended to the range 1 < p < ∞ in several different ways:
(1.9)
and (1.10)
where M k = M ·M . . . M is the kth iterate of M , and [p] denotes the largest integer less than or equal to p. Inequality (1.9) combined with (1.4) gives a new weighted strong-type estimate for singular integrals:
A natural question arises as to whether one can obtain a weighted rearrangement estimate implying (1.8). Observe that the difference f *
, since this gives (1.9) for all p > 0. But (1.9) for 0 < p < 1 is incorrect; it suffices to take ω = χ (0, 1) and f N such that |f N | ≥ N on (0, 1) and f N BMO ≤ c for any N . Our first result, proved in Section 3, says that the desired estimate, somewhat surprisingly, is a generalization of the Bennett-DeVore-Sharpley inequality (1.5). More precisely, we first prove a local variant of (1.8) (see Theorem 3.1 below), and then combine it with a covering argument of [MMNO] and an argument used in proving (1.5) to get the following. Theorem 1.1. For any measurable f , any weight ω, and each cube Q ⊂ R n ,
As a simple corollary, we obtain a new weighted weak-type estimate for singular integrals:
Note also that (1.11) yields a direct proof of (1.9) without extrapolation. Besides, (1.11) contains (1.5) as a particular case when ω is Lebesgue measure (see Section 3). While Theorem 1.1 provides a rearrangement estimate implying (1.8) and (1.9), inequality (1.10) still depends on the extrapolation argument. This can be explained by a more delicate structure of the weight M
[p]+1 ω in comparison with (M ω/ω) p ω. We believe that (1.10) cannot be directly obtained by means of rearrangements.
We would like to point out that a covering argument of [MMNO] allows us to get a full analogue of (1.5):
(we will not prove this fact, since the proof is essentialy the same as in [BDS] ). Further, Theorem 3.1 below, in particular, gives the following pointwise estimate:
. This estimate combined with (1.12) can be used to deduce Theorem 1.1 without any restriction on ω only in the one-dimensional case. It follows from the fact that (M ω;Q f ) * ω (t) (f χ Q ) * * ω (t) if and only if the operator M ω is of weak type (1, 1) (see [AKMP] ), which is true without any restriction on ω only when n = 1.
In Section 4, we prove that inequalities (1.9) and (1.10) have a self-improving property in the sense that they imply the same inequalities only with M f in place of f on the left-hand side for 1 < p < ∞:
In the unweighted case this is quite standard in view of the boundedness of M in L p for p > 1. However, in the weighted case the situation is different [FS1] . Our argument relies on the Fefferman-Stein inequalities [FS1] and on a pointwise relation between the Hardy-Littlewood and the local sharp maximal functions.
It is well known that in the non-doubling setting centered maximal functions (that is, those maximal functions in which the corresponding supremum is taken over cubes centered at x) have much better mapping properties than their uncentered variants. For instance, the weighted centered Hardy-Littlewood maximal function M ω f is of weak type (1, 1) for all n ≥ 1, and hence, [AKMP] ). However, the converse inequality f * *
is not true even in the case n = 1. Indeed, take, for example, f = χ (0,1) and
, and thus M ω f belongs to L 1 ω , which implies integrability of ( M ω f ) * ω (t). But this contradicts the fact that f * * ω (t) is not integrable on (0, ∞). By the same reason, the sharp function f # ω;Q cannot be replaced by its centered variant on the right-hand side of (1.12). Nevertheless, we show that inequality (1.6) in the case Q ≡ R n can be improved by replacing M 
As a corollary, we get (1.7) with M # λn,ω f in place of M # λn,ω f , which also improves [MMNO, Theorem 8] where the strong-type inequality with the centered sharp function f # ω was obtained. Further, we establish an estimate of M # λn,ω f by the unweighted local sharp function and the maximal function P λ ω measuring "A ∞ -ness" introduced by Wilson [W1] (see also [W2] - [W4] ). After that we apply Theorem 1.2 to get some new weighted weak-type and strong-type inequalities for singular integrals.
Some words about the notation. For two quantities a, b, we write a b if there exist absolute constants c 1 , c 2 such that c 1 a ≤ b ≤ c 2 a. Next, Q will always denote an open cube with sides parallel to the coordinate axes. Its diameter is denoted by diam(Q). Given a cube Q and r > 0, rQ will denote the cube with the same center as Q and such that diam(rQ) = rdiam(Q). For a measurable set E ⊂ R n , by |E| we denote its Lebesgue measure. As usual,
The letters c n , λ n , c p,n , etc. will denote constants depending only on n, p and n, etc., which might change from occurrence to occurrence.
Preliminaries
2.1. Rearrangements. Given a measurable function f on R n , define its nonincreasing rearrangement f * ω with respect to a weight ω by (cf. [CR, p. 32 
Observe that the rearrangement defined in such a way is left-continuous. We will mainly use several well-known properties of rearrangements [BS, p. 41, 53] :
Also conditions like f * ω (∞) = 0 will appear often. The following simple proposition clarifies the sense of such conditions.
Proposition 2.1. Let ω be any weight such that ω(R
Proof. Suppose that µ f,ω (α 0 ) = ∞ for some α 0 > 0. Then it follows easily from the definition of the rearrangement that f *
Local maximal functions and median values.
It is well known that one of the constants c minimizing the functional Q |f − c|dx (which appears in the definition of f # ) is the mean value of f over Q,
, the same role is played by a median value of f over Q, namely by a, possibly nonunique, real number m f (Q) such that
Indeed, it follows easily from its definition that
moreover, in the case when f is a non-negative function we can take
for any constant c, and hence
Exactly in the same way one can define a weighted median value. Note also that in the case ω(R n ) < ∞ a weighted median value of f over R n can be defined as a number m f,ω such that
where the supremum is taken over all cubes centered at x. Proposition 2.2. For any weight ω with ω(R n ) < ∞ and any measurable f ,
Proof. Given a point x ∈ R n , let Q(x, r) be the cube centered at x of diameter r. By (2.2) and by the left-continuity of
Next, applying (2.1) gives
, and hence the term in (2.5) will be equal to zero. Therefore, using (2.4), we obtain
, which finishes the proof.
Median values play an important role in proving the right-hand side of (1.3). In particular, the proof is based on a somewhat stronger variant of the John-Nirenberg inequality: for any cube Q ⊂ Q 0 (cf. [Str] ),
For any measurable function f define the maximal function m λ f by
where the supremum is taken over all cubes containing x.
Therefore, by the weak type (1, 1) property of the Hardy-Littlewood maximal function, we have
We will also need the following lemmas.
Lemma 2.3. For any measurable function f , any weight ω, and each cube Q,
where 0 < λ < 1.
This lemma was proved in [L1] .
This lemma contains in [JT] , [L3] . It follows easily from (1.6) with ω ≡ 1.
A ∞ -weights and A ∞ -maximal functions.
We say that a weight ω satisfies A ∞ Muckenhoupt's condition if there are positive constants α, β < 1 such that ω(E)/ω(Q) ≥ α implies |E|/|Q| ≥ β for any cube Q and any subset E ⊂ Q. There are many equivalent characterizations of A ∞ (see, e.g., [CF1] or [St, Ch. 5] ). In particular, A ∞ is equivalent to saying that for any α , 0 < α < 1, there exists a β , 0 < β < 1, so that ω(E)/ω(Q) ≥ α implies |E|/|Q| ≥ β for any Q and E ⊂ Q. We now, following Wilson [W1] , define the maximal function P λ ω, which measures a local un-A ∞ behaviour of ω. For 0 < λ < 1 and any cube Q with ω(Q) > 0, let E λ ⊂ Q be any subset of minimal Lebesgue measure such that ω(E λ ) = λω(Q).
where the supremum is taken over all cubes Q with ω(Q) > 0 containing x. It is easy to see that ω ∈ A ∞ if and only if P λ ω ∈ L ∞ . We give here several estimates for P λ ω. Let E be any subset of Q such that
* (τ )dτ , and therefore,
By a Stein-Herz type inequality (cf. [BS, p. 122] ),
where M Q ω is the Hardy-Littlewood maximal function relative to Q. Thus, for all x,
Similarly, one can get the following: for any Young's function Φ (cf. [BS, p. 265] ),
λω(Q) .
A weighted variant of the Bennett-DeVore-Sharpley inequality
We start with a local analogue of (1.8).
Theorem 3.1. For any f ∈ L(Q) and all weights ω,
Proof. The proof follows the same lines as the one of (1.8) in [L3] , although with some minor modifications. Clearly, we can assume that f Q = 0. Suppose also that 2 l−1 ≤ ω Q < 2 l and ω ≤ 2 m . If m − 1 ≤ l, then we trivially get, by Lemma 2.4,
Hence, applying Lemma 2.4 and using the fact that M
The restriction ω ≤ 2 m is easily removed by the Fatou convergence theorem, which completes the proof.
The following covering lemma was proved in [MMNO] .
Lemma 3.2. Let E be a subset of Q, and suppose that ω(E) ≤ ρω(Q), 0 < ρ < 1. Then there exists a sequence {Q i } of cubes contained in Q such that 
t)} and number ρ = 1/2, we get a sequence {Q j } of cubes, for which properties (i), (ii), and (iii) of the lemma hold. By (iii),
We can assume that the last sum is taken over such j for which
and, therefore,
Now using properties (i), (ii) of Lemma 3.2, Theorem 3.1, and (2.3), we have
(here we also used that ω(E) ≤ t, and so, ω(
as required. [JT] ), and
, and we obtain that in this case Theorem 1.1 is equivalent to the Bennett-DeVoreSharpley theorem (cf. (1.5)).
Corollary 3.4. For any measurable f on R
n with f * (∞) = 0, and any weight ω,
Proof. Integrating (1.11) gives
provided 0 < t < ω(Q). Next, it follows from the properties of median values (cf. Section 2.2), from Lemma 2.4 and Theorem 3.1 that
From this and from the previous estimate we obtain
Here letting Q → R n and using (2.2), we get (3.1).
Now we can easily prove (1.9).
Corollary 3.5. For any measurable f with f * (∞) = 0, and any weight ω,
Proof. In the case p = 1 we trivially obtain from (3.1) that
Here letting t → ω(R n ) yields (3.2). Suppose p > 1. Then we apply (3.1) and Hardy's inequalities [BS, p. 124] :
and we are done.
Also we obtain a new weak-type estimate for singular integrals.
Corollary 3.6. For any f ∈ p≥1 L p , and any weight ω,
we can apply (1.4) and (3.1), which immediately gives the required estimate.
A self-improving property of sharp function inequalities
It was observed in [L3] that a known pointwise estimate [L1]
combined with (1.9) and (1.10) immediately yields the following weighted versions of the Fefferman-Stein theorem (cf. [FS2] ):
Note also that it follows from (1.8), by Chebyshev inequality,
In this section we show that inequalities (1.9), (1.10) (as well as (4.1), (4.2)) for p > 1, and (4.3) can be improved. 
It is interesting that the proof of the theorem is essentially based on inequalities (1.9), (1.10), and (4.3), that is, these inequalities have a self-improving property expressed in (4.4), (4.5), and (4.6), respectively. An important ingredient of the proof is also the following classical Fefferman-Stein inequalities [FS1] :
Note, however, that a direct combination of, for instance, (4.7) and (1.10), yields only an inequality like (4.5) with
+1 ω on the right-hand side. To prove the theorem, we will need several following pointwise inequalities.
Proposition 4.2. For any locally integrable f and all
Proof of Theorem 4.1. By (4.9), (4.10) and Minkowski's inequality,
To estimate the first term on the right-hand side we use (4.7), while to estimate the second one we apply (1.9) and (4.11) (observing that, by (2.7), the condition f
Since M ω ≤ (M ω/ω) p ω, we obtain (4.4). The proof of (4.5) is exactly the same, only (1.10) should be applied instead of (1.9). The proof of (4.6) also follows the same lines with some minor modifications. Namely, to get (4.6) we apply a subadditivity property of rearrangements (2.1) instead of Minkowski's inequality, and then we use (4.3) and (4.8).
Proof of Proposition 4.2. For any cube Q containing x and any constant c, 1
which proves (4.9). Next, (4.10) is an immediate corollary of Lemma 2.4 (this inequality also contains in [JT] ). We now prove (4.11). Let Q be any cube containing x. Take an arbitrary point y ∈ Q, and let Q be any cube containing y.
Assume that Q ⊂ 3Q. Then Q ⊂ 3Q and in this case we apply Lemma 2.3 to get
Therefore, for all y ∈ Q,
Hence, applying (2.7) yields
, which gives (4.11).
Some estimates for the centered local sharp function
In Section 3 we have obtained a weighted rearrangement inequality for the unweighted local sharp function. Here we prove an inequality of different type, namely, a weighted rearrangement inequality for the centered weighted local sharp function M # λ,ω f . Proof of Theorem 1.2. The proof is a modification of the method used in proving (1.6) (cf. [L1] , [L2] ). Set Ω = {x :
}, where λ n < 1 is some constant depending only on n which will be chosen later. Let E be an arbitrary set with ω(E) = t. Choose a compact subset E ⊂ E with ω( E) ≥ 9t/10. Clearly, ω( E \ Ω) ≥ 2t/5. Next, for almost every point x ∈ E \ Ω there is a cube Q x centered at x and such that ω(( E \ Ω) ∩ Q x ) = λ n ω(Q x ). Applying the Besicovitch Covering Theorem to the family {Q x } x∈ E\Ω yields a countable collection of cubes Q j , covering E \ Ω, and such that they are almost disjoint with 
and hence, for some k 0 ,
Next, since the centers of Q j lie outside Ω,
From this and from Lemma 2.3 we get
Since the cubes from F k0 are pairwise disjoint, we easily obtain that inf
Taking the supremum over all E with ω(E) = t yields
, and therefore the theorem is proved.
In what follows, we will assume that m f,ω is a weighted median value of f over R n if ω(R n ) < ∞ and f is any measurable function, and
where 0 < δ ≤ 1, and
Proof. Consider, for example, the case ω(R n ) < ∞. The proof of (5.2) is quite standard (cf. [L1] ). Iterating (5.1) and using the elementary inequality (a + b) δ ≤ a δ + b δ , a, b ≥ 0, we get
Proof. Let Q be a collection of cubes Q contained in Ω and such that dist(Q, F ) = diam(Q). For x ∈ Ω we consider the maximal function Af defined by
Af ( Case 2. Let Q ∩ Ω = ∅, and suppose for some y ∈ Q ∩ Ω there is a cube Q * ∈ Q containing y and such that diam(Q ) ≤ diam(Q * )/2. Then it is clear that Q ⊂ Ω. Let us show that for anyQ ∈ Q withQ ∩ Q = ∅,
First, we note that dist(Q * , F ) ≤ dist(Q , F ) + diam(Q ), which implies
On the other hand,
Assume that dist(Q, F ) ≤ dist(Q , F ). In this case Unifying (5.9) and (5.10), we get (5.6). Let E be the union of all cubesQ ∈ Q withQ ∩ Q = ∅, and let Q be a cube of minimal measure containing E. Then dist( Q, F ) < diam( Q), and, by (5.6),
It follows easily from the properties of Q that there is a cube Q ⊂ Q 0 containing Q and such that Q ∩ F = ∅ and | Q| ≤ 3 n | Q|. We get that any cubeQ ∈ Q with Q ∩ Q = ∅ is contained in Q, and 
