Abstract. Parallel tools rely on graphical techniques to improve the quality of user interaction. In this paper, we explore how visualization and direct manipulation can be exploited in parallel tools, in order to improve the naturalness with which the user interacts with a parallel tool. Examples from recent tool research demonstrate that tool displays can be made more communicative and more intuitive t o use. Visualization methods can be used to organize complex performance data into layers and perspectives that exploit the user's visual searching capabilities. Direct manipulation techniques allow the user to focus on key elements and then transition smoothly to further levels of detail or interrelated aspects of program behavior. Heuristics derived from studies with parallel users are proposed for when and how the techniques can be applied more e ectively.
Introduction
The most common complaints about parallel tools have to do with usability. Tools are criticized for being too hard to learn, too complex to use in most programming tasks, and unsuitable for the size and structure of many r e a l -w orld parallel applications 19, 17, 20] . Part of the problem is that parallel tools can be extremely di cult to implement. They present serious technological challenges, since the tool developer must copy with an inherently unstable execution environment, where it may be impossible to reproduce program events or timing relationships. The fact is that monitoring and other tool activities, intended to observe program behavior, in fact perturb that behavior, sometimes causing errors or performance problems to appear or disappear in unpredictable ways. Further, the notoriously short lifetime of most parallel computers means that there is an extremely small \window of opportunity." Tool development must often begin before the hardware or operating system is stable, but must become available very soon after the computers are rst deployed in order to acquire any signi cant user base 18] .
Issues of tool usability c a n b e e v en more challenging. They can be grouped into three major categories:
{ Data reduction challenges: The amount of low-level data that can be monitored and recorded during parallel program execution is staggering. For example, the simple recording of key program events during one application run can easily generate gigabytes of data 6]. It is the tool's responsibility t o reduce these large volumes of data to a manageable size for presentation to the user. Redundant or extraneous information must be ltered out. Since monitoring data is at the level of machine addresses and stack frames, the remaining data must then be extrapolated or clustered into higher levels of abstraction that can be related to the user's source program.
{ Ergonomic challenges: The tool developer must also ensure that the interface allows common tasks to be carried out e ciently, in terms of user e ort. Not only must the number of user-initiated steps be kept to a reasonable number, but they must be accomplished with a relatively small number of keystrokes or mouse actions. Because the tool serves as an intermediate layer intended to help the programmer understand, debug, or tune the program, care must also be taken to minimize the number of new opportunities for user error that might b e i n troduced by the tool interface.
{ Cognitive challenges: If the tool is to be of value to the user, it must present information on program behavior in meaningful ways. This is often the most di cult part of tool development. The tool's displays should relate not just to the events that actually transpire during program execution, but also to the user's mental model of program structure and behavior 1]. Information should also be presented in ways that serve t o guide the user, in the sense of making further operations obvious.
It is the failure of tools to meet these usability c hallenges that provokes user dissatisfaction and criticism. The problem is that many tools simply do not convey information e ectively to the user. As a result, the user does not understand what the tool is intended to do, or how to apply it to speci c programming needs.
The use of graphical techniques can make parallel tools signi cantly more communicative. Such techniques rely on non-textual attributes such as shape, color, or texture to represent program objects, characteristics, etc., in gurative or symbolic form. In this paper, we examine the two primary graphical techniques available to parallel tool developers: visualization and direct manipulation.
Visualization is the use of graphical representations to portray d a t a o r o t h e r tool information. As has been demonstrated most notably by 22, 23] , graphical displays can be used to make large sets of quantitative data coherent. E ective graphics encourage the eye to compare and contrast elements, revealing patterns or exposing anomalies in the data that would not be discernible if the representations were numeric or textual. Moreover, graphical techniques are capable of revealing information at varying levels or detail, capitalizing on human familiarity w i t h h o w the appearance of physical objects changes when they are seen from di erent distances. Finally, graphics are uniquely suited for portraying not just the statistical nature of data, but also its logical characteristics.
Direct manipulation extends the usefulness of visualization by a l l o wing the user to interact with the tool by using a mouse (or some other pointer device, such as a light pen) applied to individual graphical elements. By clicking the mouse button when the cursor is poised over an object, depressing the mouse button and dragging the cursor to a new position, \rubber-banding`" a region of the display b y clicking-and-dragging to position a rectangular outline over a selected region, etc., the user is able to interact in ways that would otherwise require clumsy sequences of commands.
This paper explores how visualization and direct manipulation can be exploited in parallel tools. Based on observations from eld studies with parallel users 20] and tool development e orts that involved user participation 17], heuristics are proposed for when and how t h e techniques can be applied more e ectively. A section on visualization describes how graphical techniques enhance tools' data-reduction and cognitive support. The next section examines how direct manipulation can be introduced in order to further improve ergonomic and cognitive aspects of tool behavior. Examples are drawn from a range of recent tools. (Since direct manipulation in parallel debuggers has been described elsewhere 21], the examples here are drawn from parallel performance analysis tools.) Final sections assess the current \state of the art`" and consider what remains to be accomplished if parallel tools are to be truly e ective at communicating with the user.
Making Visualizations More Communicative
From the standpoint of parallel tools, visualization o ers three primary advantages. First, it provides a way to manage the voluminous and complex data associated with parallel program execution. Second, it can capitalize on the user's pattern recognition capabilities. Third, it can facilitate the user explore and \interpret`" program behavior by p r o viding alternate views, re ecting di erent aspects or levels of behavior.
It is not easy to implement graphical displays that exploit these capabilities 7] . Consider the problem of visualizing a large and complex set of performance data. The most straightforward techniques | as evidenced by a n umber of parallel tools that have been described elsewhere | result in a series of windows, each showing a di erent portion of the data. This is easily overwhelming, particularly for new or infrequent users. Here, we propose four heuristics for improving the expressiveness and e ectiveness of parallel tools:
1. Visually highlight the most important information 2. Allow the user to change the \perspective" from which data is viewed 3. Use information layering to overcome screen limitations 4. Exploit graphical characteristics to encode information more densely Each is described below, with examples of how existing parallel tools have i mplemented similar features.
Highlight k ey information visually.
Complex graphics have a potential for overwhelming the eye and distracting attention. The tool designer take conscious pains to ensure that the user's eye will be drawn to the most important display elements. One way o f doing this is to consciously reduce the complexity of the display b y eliminating information that is of secondary importance this can be made available through menu choices, display options, or popup displays. Another technique is to organize the information so that key information is scanned rst by the eye.
Consider CXperf 8], a performance analysis tool developed by Hewlett
Packard's Convex Technology Center for use on their Exemplar series of computers. In displaying summary statistics such as elapsed CPU time or cache misses for program functions or code loops, the blocks are sorted so that timings appear in descending order, and values are shown only for the top 15 blocks. The user's eye i s t h us drawn immediately to the blocks accounting for the highest values. Data on additional blocks are available on-demand the user can also choose among several sorting orders and determine how m a n y b l o c ks are visible at one time. This example demonstrates that with a little forethought, it is possible to reduce possible distractions without sacri cing the precision or completeness of information available to the user.
Support multiple perspectives.
The notion of perspectives provides another basis for reducing the complexity o f tool displays. Rather than presenting all data dimensions in a single view or in a uniform way, it is possible to structure di erent subsets of data so that each provides a unique perspective, or view. The user can move through the di erent perspectives to obtain contrasting information about program behavior. If the perspectives are chosen carefully, they can improve the user's ability to recognize important factors or nd anomalies. For example, in addition to showing program metrics plotted against code locations, CXperf also creates three-dimensional images that allow the user to see how two di erent metrics compared for the same code blocks, or to view one metric in relation to two indicators of code location. Figure 1 shows CPU time plotted against both source code functions and threads of execution. A click of the mouse allows the user to change the display to show, say, CPU time and cache misses compared with threads, or compared with source code functions. The sorting and ltering operations described earlier still apply, so the user can adjust the data along each axis as well as the axes themselves.
The advantage of this type of exibility i s t h a t i t a l l o ws the user to see a quick overview of behavior from a variety of viewpoints once a pattern (or anomaly) is recognized, the display can be adjusted to show more detail. It is important to note that the user is not having to learn and understand di erent t ypes of displays. Rather, this is a single display that supports di erent perspectives into the performance data. The distinction is important, as it allows the user to compare and contrast what is being seen as he/she explores the data space.
A simpler form of perspectives is typi ed by Nupshot 12] , an event tracing tool developed at Argonne National Laboratory (derived from an earlier tool called upshot). Like other event-based tools, it portrays the occurrence of program events during execution by projecting them along horizontal \time lines," one for each process involved in the parallel program. Where Nupshot di ers is that it makes very obvious to the user how e v ents are selected for inclusion. A series of buttons at the top of the window s h o w what color is associated with each type of event (e.g., red for MPI Send and pink for MPI Isend events in a message-passing program), and also can be clicked to remove/reinstate events of each class from the display. While this is not nearly as exible as CXperf's mechanisms, it does allow t h e user to \ignore" certain types of data and concentrate on others.
Present information in layers.
Given the complexity of most parallel applications, it is important that the user be able to maintain a sense of context as he/she navigates through the tool's displays. A particularly powerful technique for this is the organization of information into layers that reveal di erent levels of detail. At the highest level, the display m a y p o r t r a y information from the whole application (i.e., all processes and/or all regions of the code) in a single, summary visualization. As the user \drills down" into the data, successively more information is portrayed about successively smaller portions of the data space. A so-called thumb-nail image | a compact, low-resolution version of the whole-application image | can help the user maintain a sense of context or direction, indicating which portion of the overall data space is being shown in detail.
Xpro ler 9], a tool developed for IBM's SP/2 computers, provides three levels of timing information. Figure 2 shows the most detailed view. The thumbnail sketch i s highlighted to show which portion of the overall program graph is being viewed. Xpro ler also allows the user to collapse areas of the display, hiding them from view so that attention can be focused on particular portions of the program execution. Intel's SPV 10], which runs on the Paragon series of computers, uses similar techniques to provide dynamic information about the system-wide use of CPU, memory, I/O, and other resources.
Note that layered information is not simply a matter of magnifying the display so that the user can see a particular area more easily. In fact, di erent data is presented at each l e v el, so that the nest details are not visible until the user has drilled down to the lowest level.
Exploit visual encoding properties
A fourth technique that can signi cantly improve the communicativeness of visualizations is the use of graphical attributes in order to encode information. Color, shape, pattern, and other graphical properties can be associated with both quantitative aspects of the data (e.g., magnitude of measured values) and qualitative aspects (e.g., type of event being measured). If the coding is kept consistent across displays, the user can draw inferences about the relationships between di erent metrics or program behavior.
The P3T toolset 5] developed at the University of Vienna, for example, uses colors in its event timeline to encode whether time is being spent b y user, MPI, or other system code. The same colors are used in pie-chart summaries of how time is spent o verall on di erent CPUs, allowing the user to determine quickly which sequences of execution state contributed to a particular total. The same tools exploit familiar associations of green and red with stop/go. In a summary of performance for individual source code sections (Figure 3 ), bars whose length It is important that the colors or other attributes used as codings be selected carefully. If they con ict with known associations or if the colors are arbitrarily assigned | for example, using yellow/green/red to represent di erent t ypes of message-passing overheads | the coding can actually hinder usability 4, 24] , causing the user to infer associations that are not actually there.
Exploiting Direct Manipulation
Once visualization has been implemented by a parallel tool, the graphical techniques can be extended so that the user manipulates the images on the screen. Unlike more traditional ways of supporting user actions via selectable buttons and menus which make use of textual labels direct manipulation allows the user to control the tool without the need to mentally interpret and apply arbitrary word sequences, typed codes, etc.
In windowing interfaces, the user moves the cursor over a button or menu item and clicks the mouse button to select it. These are not good examples of direct manipulation per se, since the user is actually manipulating the tool indirectly, b y c hoosing an object that e ects some action unrelated to it. Buttons and menus do o er the advantage that user interaction is more ergonomic than typed commends, in terms of the numberofphysical movements required. Opportunities for errors are reduced, since the user is no longer responsible for syntax. Semantic errors can also be minimized, if buttons and menu items are de-sensitized (dimmed) when their selection would be inappropriate. Constant mouse movement is required, however, particularly when buttons and menus are located at opposite extremes of the tool window (a design policy typical of most GUI platforms).
Direct manipulation techniques go beyond this to invest mouse actions with explicit control over tool functionality. That is, clicking on a particular component o f t h e visualization activates tool features that are associated speci cally with that component (e.g., displaying more detailed information or starting an animation sequence). Rubber-banding is another form of direct manipulation that allows the user to press and hold the mouse button while dragging the cursor across the window. An outline appears which can be manipulated to encompass a group of graphical components when the button is released, the operation is applied to all components within the outline area (e.g., highlighting them or displaying information about the whole group).
The advantages of direct manipulation techniques are both ergonomic and cognitive. They reduce the physical e ort required to use the tool, by allowing the user to specify operations without having to make s u c h major cursor movements, and without requiring the complex motions associated with cascaded menus, dialog boxes, etc. They also establish clear \connections" between interrelated tool elements. Direct manipulation provide a way to manage operations that a ect multiple windows or graphical regions, through a single user action. More importantly, direct manipulation can make tool operations more intuitive, since the user no longer needs to make a conscious correlation between information displayed graphically and arbitrary textual strings. There is some evidence that this reduction in cognitive load reduces the number of user errors 14, 25] .
Again, there are tradeo s in applying these techniques to parallel tools, as evidenced by eld studies involving software tools with direct manipulation 20]. It is di cult to make graphical controls obvious to a new (or infrequent) user. As more controls are added, the tool becomes more exible, but complexity can quickly get out of hand, bewildering the user. One of the more frustrating aspects for the user is that it can be hard to maintain a sense of context when the displays change in response to each user action. These pitfalls are obvious in the types of questions that emerged during the eld studies: { \What makes you think I'd click on that?" { \Why does it keep popping up windows?" { \What's this got to do with what I was looking at before?" Three heuristics are proposed for applying direct manipulation in order to enhance the communicativeness of parallel tool visualizations:
1. Provide cues to the user indicating when direct manipulation is available 2. Organize the operations into logical pairs so that they can be \undone" 3. Use distinctive mechanisms to di erentiate between orthogonal operations Each is described below, with examples of how existing parallel tools have i mplemented related features.
Cue the user when direct manipulation is possible
One of the more interesting observations from the eld studies of parallel tools was that while tool developers may \expect" visualizations to allow direct manipulation of some sort, parallel application developers do not 17, 20] . That is, users are not likely to position the cursor over areas of a visualization and experiment with click, shift-click, or other mouse operations. The clear implication for tool developers is that it is necessary to provide some sort of visual cue to the user when such manipulation is possible. Obvious types of cue include textual messages, changes in coloration or background in the areas where manipulation will have e ect, and changes in cursor shape.
LCB 15], a tool developed collaboratively by t h e P arallel Tools Consortium, is intended to provide platform-independent support for viewing information on where a parallel program crashed (or wrote a checkpoint le). It relies heavily on direct manipulation for accessing information that has been structured into hierarchical levels of detail. Because users participated actively in tool design, it was clear early in the design process that visual cues were needed. The tool's status line, which p r o vides brief information on the nodes in the display ( w h i c h represents the dynamic call graph of the entire parallel program), also indicates when the user can click on the display in order to obtain more information. In addition, the cursor changes to a \pointing hand" whenever it is over an area where direct manipulation is available.
Note that in the example, two t ypes of visual cues are used. User feedback indicated that this redundancy was positive, ensuring that the user was aware of the operations regardless of whether he/she was actively reading the status line 15]. This parallels the results of human factors studies on other visual encoding, which indicate that redundant cues (e.g., the use of both color change and shape change) improve user performance in both searching and tracking activities 4].
Pair operations logically to support \undo"
It is important to remember that the results of direct manipulation may come as a surprise to the user because some other action was expected, because the user didn't really expect the mouse action to have a n y e ect, because the mouse action was accidental, etc. Whenever the manipulations alter the graphical representation or the target program in some way, it is necessary to provide some form of \undo" operation. A drill-down operation, for example, changes the display to a more detailed view there must be a corresponding operation that will return the display to the higher level view. (This may not be necessary for direct manipulations that simply pop up additional windows.) Fig. 4 . LCB's 15] displays use hand-shaped cursors when direct manipulation is available, and provide a message reminding the user of its purpose.
As an example, some CXperf 8] displays employ a visual representation of the program call graph very similar to that of LCB. In this case, however, direct manipulation allows the user to rubber-band selected regions of the graph and \collapse" them. This has the e ect of hiding those nodes, which are replaced by a node containing a star to represent the elided portion of the graph. The operation can be performed recursively, so that hidden subgraphs are embedded within others. To undo the operation, the user clicks on the starred node, thereby expanding the subgraph. Typically, it is not necessary to explain the paired operation used for undoing an action. It would appear that users expect to be able to reverse the e ects of graphical changes, since they seem to discover the mechanisms without the need for explicit cues 20].
Use distinct mechanisms when multiple operations are available
Direct manipulation becomes complex when multiple operations are supported on a single visualization. Since the mouse is a very limited input device, it is di cult to convey to the user that the operations are available, or which operation corresponds to which t ype of mousing action. While some tools make use of the so-called meta-keys in conjunction with mouse buttons, it may b e a source of confusion to users. Generally speaking, users have become accustomed to at most two mousing actions, click-left-button and click-right-button. If more types of operations are needed, radio buttons or option dialogs may be more appropriate.
For example, CXperf 8] not only supports the collapsing and expanding of call graph nodes described above ( Figure 5 ), but also allows the user to dynamically lter out the e ects of particular threads. While this could be accomplished through the use of shift-click operations, pull-down lists make i t m uch more obvious that the settings can be changed | and have the added bene t of making the \current" setting very clear.
It should be noted that the most common operation should be supported through the most direct form of manipulation. That is, if the user we r e t o n e e d to vary the thread set much more frequently than expanding/collapsing nodes, thread selection would need to be supported with direct operations on the graph, and node control could be relegated to pull-down lists.
How Useful are Graphical Techniques?
One measure for assessing the usefulness of visualization and direct manipulation techniques is to track how quickly and how often they are adopted into commercial tool products. Here, we approach assessment from another perspective: What do the techniques accomplish in terms of enhancing user productivity?
Users turn to parallel tools in order to answer questions that cannot be analyzed simply in terms of program inputs and outputs. Performance tools, in particular, are used to address three types of tasks:
{ What \symptoms" indicate that there i s a p erformance p r oblem? { What \disease" is causing the problem? { What \cure" chould I try, and how will I know if it worked?
The earliest parallel performance tools simply presented information gleaned during program execution, and did not really support any of these user questions directly. This situation is improving with recent t o o l r e s e a r c h. the focus of attention. The tool's emphasis is on identifying problems, however it cannot really help explain why they are occurring.
Medea 3], goes a step further, applying statistical analysis techniques to identify patterns of program behavior. In a message-passing program, for example, cluster analysis is used to analyze the relative t ype, frequency, and size of messages. This yields \clusters," or groups of related behavior that help pinpoint what anomalous behavior means and where it is occurring in the source code. In addition, smoothing techniques are used to separate outliers from trends, assisting the user to determine which anomalies are most signi cant.
Another recent research e ort 11] takes a di erent approach. It analyzes program events to determine which sequences are of unpredictable duration (typically synchronization delays, system use of the resources, or overhead activities). Further analysis leads the tool to pinpoint which regions of codes are causing problems, and what the nature of the problem is. This work is still preliminary, but could do much to address the question of performance \disease."
To date, only one parallel tool allows the user to experiment with what-if scenarios. P3T 5] gathers performance data and presents it in relation to source code lines. This helps the user to identify problem areas, although the tool does not provide as much support in this regard as Paradyn or Medea. Once a problem has been identi ed, however, the user can specify a code change and P3T
estimates the e ects of the change on future behavior. Although the features are still somewhat limited, the approach could be extremely useful, particularly for programs that are not easily re-executed (e.g., long-running programs or those requiring access to special resources). The tools cited in this section are somewhat anomalous, compared to other current o erings. Most parallel performance tools portray data on program behavior, but do little or nothing to address the fundamental questions that motivate tool use.
Implications for Parallel ToolResearch
The heuristics proposed here are intended to improve the naturalness with which the user interacts with a parallel tool. In developing visualizations, the key is to avoid inundating the user with graphical detail. This is done through mechanisms that help focus the user's attention on a relatively small region of the total performance data, and that allow the user to navigate through the data space in order to observe and compare other such regions. The addition of direct manipulation permits the user to interact directly with the visualizations, improving the ergonomics and cognitive directness of the tool interface. Here, the key is to make such i n teractions both completely obvious and safely reversible.
While the techniques can be highly e ective, this will not be true unless elementary usability issues have also been taken into account. Speci cally, f o u r criteria are essential for tool usability.
First, the visual displays must be simple to achieve. Users have m a d e i t c l e a r that they don't want to spend time preparing their codes for a particular tool 15, 18, 19] . They are particularly reluctant to manually insert instrumentation, since they know from experience that instrumentation can perturb the performance of their programs. All of the tools that have been discussed share the characteristic that no user instrumentation is necessary.
Second, the visualizations must be correlated in some way to the user's source code. At a minimum, performance information must be identi ed in terms of the corresponding source code function. In fact, users have repeatedly stated that they want t o b e a b l e t o \ c l i c k b a c k" from a visualization to the lines of source code that caused the behavior they are viewing. As a number of interviewees have stated, \There's no point discovering a bottleneck i f y ou can't nd and x it!" 20]. Most of the tools shown here do not provide such support, however | as users are quick to point o u t .
Third, tool-related idiosyncracies must be hidden from the user. If the tool's monitoring perturbs the timing relationships of the target program, for example, the tool should calculate what the e ects are and compensate for them automatically. What the user wants to see is the behavior of their program, not the e ects of the tool. Unfortunately, while techniques for compensating for tool intrusiveness are known (e.g., AIMS 26]), they are employed only rarely. N o n e o f the tools reviewed here performs such compensation.
Fourth, machine-induced idiosyncracies should also be hidden. Consider a computer employing clocks that are not synchronized. If timestamps are used by the tool to identify and order the occurrence of program events, lack of clock synchronization may m a k e it appear that impossible sequences took place (such as the arrival of a message before it has been sent). The tool should be able to recognize this type of anomaly and indicate its presence to the user. Again, techniques for this have been known for some time, but only a couple of tools (viz., AIMS 26] and VAMPIR 16] ) have actually applied them.
In conclusion, recent developments in parallel tool research h a ve established that tool displays can be made more communicative and more intuitive t o u s e . Visualization methods can be used to organize complex performance data into layers and perspectives that exploit the user's visual searching capabilities. Direct manipulation techniques allow the user to focus on key elements and then transition smoothly to further levels of detail or interrelated aspects of program behavior.
Parallel tools traditionally have applied visualization and direct manipulation to portray program behavior in order to help the user identify potential problems. They have also been used to related program behavior to the source of problems or anomalies. No single tool does both e ectively, however. Furthermore, the mechanisms are still confusing and incomplete { they haven't really achieved general levels of usability y et. Nor do current tools approach the most promising application of visual techniques | to help the user identify what can be done to solve performance problems. This is the next challenge for parallel tool research.
