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Abstract 
I n  recent year', fract ional calcu lu. ( the branch of caJcu lu that general i ze. the 
derivat ive of a function to non-i nteger order) ha been a ubject of numerou invest iga­
tion by, cient i s ts from mathematic . physic and engi neering communi t ies. The intere t 
i n  th is area of research ari e mai n ly from i t  appl icat ion to many model in the fie ld. 
of flu id mechanic. , e lectromagnet ic, acou t ic , chemi t ry, biology, phy ic and materi al 
. cience . .  In thi thesi , we pre ent a numerical a lgori thm for solv ing l inear and non­
l i near fract ional i n i t ia l  value problem . Th i s  numerical algorithm i ba ed on the pectra l  
method w i th fract ional Legendre funct ions a ba i . Then the col location method i imple­
mented to turn the original fract ional i n i t ia l  value problem into algebraic y tern . Several 
example are di cu ed to i l l u  trate the effic iency and accuracy of the present scheme. 
Keywords: Non l i near Fract ional I n i t ia l  Val ue P roblem, Caputo derivati e, Spectra l  meth-
od , Col location method. Fractional Legendre funct ion , Mu l t id imen ional ewton's method . 
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Chapter l:Introduction 
Fractional calcu lus  ( the branch or calcu lu that generali ze the deri ati e of a function to 
non-i nteger order) i .  n' t a new ubject, i t  i a natural exten ion of the t radi tional calculus 
that dea l s  with the i nteger deri ative ;  i .e .  �'��; for 1 1  E :N. Historica l ly. the idea of thi 
subject appeared i n  a l etter by Leibniz to L' Ho. pi ta l i n  1 695 as a que tion :  "What i f  11 be 
1/2?" Since there. many theoretical  work related to fractional calculus was reported i n  
the li teratur e  t o  generali ze the i nteger deri vative t o  the fractional one, the reader i s  referred 
to [ 4 ]  and [ 1 5 ] . I t  shou ld be noted that. i n  1 8 1 9 , Lacroix l3 ] wrote the fir t di cus ion of 
fra tional deri atives by findi ng the /1 -th deri vative of ,\JIl: 
171 ! 11/-/1 
--- x . 111. 11 E 
(m - /I )! 
111 ::: /I 
then et ting III = I and 11 = � to obtai n  the derivative of order t of the function x, i . e .  
Bu t  even with the  re u l t  of  Lacroix ,  ti l l  no c lear defini tion of  the  fractional derivative. 
In fact .  after everal attem pt by many notable mathematician e pecia l ly Riemann and 
Liouvi l le. the modem cienti t were able to define the so-ca l led fractional derivative of 
arbi trary order a fol l ow : 
Definition 1.0.1. [ 1 9 ]  The left sided Riemann-Liouvi l le fractional i ntegral operator of 
order ex i s  defined by 
( 1 . 1 )  
where ) , E LJ(a . b) := {-: [a.b] � R I J:-(r)df < oo}. 
2 
J mice that 1(x ) generali ze' the factorial 11 ! and al low 11 to take even non- in teger 
and complex \ alue . The Gamma function i� defi ned b 
for a l l  x E R . pro ided that the i ntegral e i t .  Common propertie� of the Gamma func-
tion are 
I .  r(x + 1 )  = xr(x) . 
2 .1(11 ) = ( n - I )! .  wheren E :N  
The propertie, of the operator Ia given i n  ( J . 1 )  are ummarized i n  the fol lowing lemma 
( see [ 1 ] and [ 1 6 ]) :  
Lemma 1.0.1. For any f. g E LI l O. 1 ] . 0: . .8 � O. C I . C2 E C an d y> - 1 , the following 
properties hold: 
1. 1° f( :r) = f (x) 
2. 1a e):istfor any x E  [0 . 1 ] .  
4. Iff is con tinuo l s then Ia (ff3 f ( ; r) ) = [a+f3 (f (x) ) = If3 (fa ( f (x) ) .  x> O. 
5 1a "y = r(y+l) ,.a+y . . , r(a -r y+I)"' 
I t  i worth mentioning that there are several ver ions of fractional i ntegral have 
been reported in the li terature but we w i l l  con ider the Riemann-Liouvi l le fractional i nte-
gral ( 1 .1) in our tudy. Ba ed on the defi ni tion of 1a given in ( 1 . 1 ) , the left s ided Caputo 
fractional deri vative. Day(x) or y(a) for y E Lil a ,  b], is origi na l ly defined as fol low [2 2 ]  
where 17 = r 0:1 i the mal le t i nteger greater than or equal to 11 and 0: E R+. 
( 1 . 2) 
3 
The Caputo fractional derivative sari fies the fol lowing propertiec for f E LJ [0. 1] a.  f3 :? 
o and 11 = [a] + I : 
3 .  I f .f i s  conti nuouc then Da D/3 f(x ) = D/3 Daf(x) = Da+/3 f(x).x > 0, 
4 .  Dac = O. where ci a con tan t .  
5 .  D"xY= { o r(y 1) .y-a r(y-a+ 1)-' y < a.  YE{0. 1 . 2, . . .  }}. otberwi e 
6 .  Da (f CJi(X)) = f c/Daflr). where CJ. C2· ... . CI/1 are constant . 
/ 0 ;-0 
For the proof of the e propertie , the reader i s  referred to l I 9 ] .  
The fi r t application o n  fractional calculu w a  pre ented by iel Henrik  Abel i n  1 823  
to  fi nd the  bape of  a fractional wire l aying in  a vertical p lane .  Particu lary, numeroLL 
re earchers i n  the l ast few decade pointed out that the fractional derivatives and in tegra ls  
are very sui table for de cri bing the properties of variou real materia l  such a : polymer 
[ 2 ] . the memory and heredi tary propertie [ 5 ] ,  contro l  engineering [ 6 ] ,  [ 7 ], ignal process 
[ 8 ], e lectromagneti m [ 9 ] ,  fluid mechanic  [ 1 0] ,  the dynamic of viscoelastic materi al 
[ 1 1 ] , pharmacoki netic [ 1 2 ] ,  diffu ion proce es [ 1 3 ] ,  and the di scerption of the rheolog-
ical propertie of rock [ 1 4 ] .  
I n  thi the i s ,  w e  develop a n  efficient  numerical a lgori thm for olving a cia of fractional 
i ni ti al value problems of the form: 
Dall(X) + f(.y .lf,lI' ) = 0 x E [0, I ] , 1 < a:::; 2 ,  ( 1 .3 )  
'>Ubj ccl to 
1/(0) = lI0. lI' (0) = / I I , ( 1  A) 
where lIo.lIJ E Band II E LI (0. b) . 
The present work i s  mot ivated by the de i re to fi nd an approximate olut ion of the prob­
lem ( 1 . 3 )- (  1 .4 )  u i ng an efficient numerical techn ique based on the pectral method or 
more pre i ely fract ional order Legendre Col location method. The idea of th i  method is  
to write the solut ion of the ( 1 . 3 )  a a sum of fract ional order Legendre function "ba i 
function " and then to choo e the coefficient i n  the urn i n  order to sati� fy the d ifferent ia l  
equat ion as wel l  a po ible .  I t  hould be noted that th i  technique i s  u ed by several re­
,earcheL to o lve everal type of Fract ional ord inary different i a l  equat ion or Fractional 
par t ia l  d if ferent ia l  equations, ee for example Kazem et a l .  [ 20 ] ,  K l imek and Agrawal 
[ 24 ] ,  Bhrawy and Alghamdi [ 25 ] ,  Y iming et a l .  [ 23 ] , Syam et a l .  [ 1 8 ] , Syam and Al ­
Refai [ 26 ]  and Bhrawy et al . [ 28] .  
Kazem e t  a l .  [ 20 ]  constructed a fract ional -order Legendre funct ion ba ed on the wel l ­
known sh ifted Legendre polynomials. Moreover, they derived product operat ional ma­
trice which together w i th the Tau method were u t i l i zed to reduce the o lut ion of the 
fract ional i n i t i al value problems to the solut ion of a ystem of algebraic equation . In 
the arne year, K l imek and Agrawal [24 ] i n troduced a Fract ional Legendre Equat ion and 
di cu ed i t  o lut ion .  They proved that the Legendre function re ul t i ng from an  frac­
t ional Legendre equation were the arne a tho e obtained from the i nteger order Legendre 
equat ion .  Bhrawy and Alghamdi [ 25 ]  u t i l i zed the i nteger Legendre pectral Galerk i n  and 
p eudo- pectral approximations for fract ional i n i t ia l  value problem . Yiming et al . [ 23 ]  
appl ied a erie of fract ional-order Legendre function to d i scus the numerical olut ion 
of fract ional part ia l  d i fferent ia l  equat ion with variable coefficient g iven by: 
o(x)D.�lI( x.t) + b(f)Drll(x,t) + C(X)lI/ (x,t) + d(x)u(x. t) = g(x.t). 
5 
.... ubje I to 
I/(O.f) = u(x,O) = O. 
where (.r.f ) E Q:= [O.hJ [O./J and D�', Dr are the Cap uto' derivative with re p ee t  to 
.\ and f, re p ect ive ly. The deri ed fract ional d i fferent ia l  op erat ional and p roduct matri­
ce . The e matrices were combi ned with Tau method to tran form the fract ional p art ia l  
p roblem with variable coefficient to o lve sy tem of l i near algebraic equations. Syam et 
a!. [ 1 8 ]  develop ed a numerical technique ba ed on the Tau Legendre and p ath fol lowing 
method' to . o lve the fract ional Rice at i  equation g iven by :  
a(x)DUy(x)+bC:r)y(x)+c(x)/(X} =g(x). xE (0. 1 ) , where 0 < a � 1 .  
" ubject to 
y(O) = Yo. 
Syam and AI -Refai [ 26 ]  exp anded the fract ional sh i fted Legendre function to o lve the 
genera l iz ed t ime-fract ional di ffu ion equation of the form 
D�u(x. t) = a(xJ)D;u(x.t) + f (x.t). x E (-l.1)J E (O. T), 
ubject to the i n i t ia l  and boundary condi t ions 
U(-l. t )  =h,(t). u(Lt) =h2(t), u(x.O) =g(x). 
where a l l  funct ions are con t inuous on the required intervals, T > 0 and 0 < a :::; 1 .  
Bataineh e l  a J .  [ 27 ]  derived Legendre op erational matrix for obtai n i ng the exact/ app rox imate 
<, olu t i  n of the s ingu lar two-p oint  boundary value p rop lem� of the typ e  
_(1 
)
lfl/(X)+_
(
I 
)
lll(X) +_
(
1 
)
(u(x)Y'=g(x). O<.\':::; 1, px qx rx 
,> ubj ect to b undary condit ion 
u(O)=al' LI(I)={3, or u
'
(O)=a2, u(J)={3 
6 
Bhraw et a l .  [ 28 ]  p re ented a review of the re earcher who had con t ructed and u ed 
Legendre. Cheb hev. J acobi and Bern te in op erat ional matrice for obtain i ng the olu-
t ion of fract ional d i fferent ia l  equat ion . I n  addi t ion ,  they imp lemented a numerical tech-
n ique for o lv ing fract ional d ifferent ia l  equations on fin i te and emi in fi n i te i nterval by 
u i ng variou p ectra l  Inethod dep ending on LagueIT e p olynomials .  
I n  the next ect ion we p re ent some defi n i t ions and p rel im inary re u l t  about the 
fract ional order Legendre function that w i l l  be u ed in the ent i re tudy. 
1.1 Properties of fractional order Legendre polynomials 
Definition 1.1.1. The Legendre funct ion "p olynomial" {p,/(x) : 1 1  = O. 1 . 2 , · · · }  are the 
eigenfunct ion of the i ngular Sturm-Liouv i l le p roblem 
((l -.2)  �� (x) ) ' + 17 (11 + 1 ) P'1 (x) = 0, x E [- l .  1]. 
They are given by 
p'/(x) = 211 L. / 11 ----y- . 
II () (l7+ k-l) 
k 0 k 11 
N ot ice that the Legendre function ,p,/. are orthogonal wi th Legendre weight 
7 
function w(x) = I on the interval ( - 1 . 1 ); i . e .  
where 011111 is  the Kron cker delta defined a. 
1 0. 01 111 = 1 .  i f  11 #111 i f  11 = /JI . 
I n  order to use Legendre polynomial on the i nterval [0 . 1 ] .  the .o-cal led shifted Legendre 
polynomial can be defined by etti ng x = 2t - 1 .  By setti ng  P',(2t - I )  = LIl(r), one may 
obtai n  the fol lowing orthogonali ty property: 
101 
1 
L'l (x)LI/l (.r:)dx = 011171. 
Q 211 + 1 
The analytical c lo ed form of the hifted Legendre polynomial of degree 17 i given by 
() f )Il+k 
(Il + k ) ! 1< 
( ) Ln t = L. (- 1 ( _ ) ' 
( 
,)rt. x E 0. 1 . 
k=Q 11 k. k . 
( 1 . 5 )  
I n  20 1 1 , Rida and You e f  [ 2 1 ] generated a pecial type of fractional Legendre function 
by replacing the i nteger order derivative in Rodrigue ' formula  for the Legendre function 
by fractional order derivati ve : i . e .  
P', (x) = _ 1 _ d
f3
f3 
[(.\.2 - 1 )11] . 
211n! dx 
I n  fact ,  the re u l tant function were very di fficu l t  to be u ed for sol ving fractional dif-
ferentia l  equations .  However, Kazem et a l .  [20] were able to generate an orthogonal et 
of fractional Legendre functions ba ed on shifted Legendre polynomials ( 1 . 5 )  by etting 
x = ,f3 for f3 > 0: i .e .  
( 1 .6 )  
I t  an  be  ea!-. i l y  veri fi ed that the  function ( 1 .6 )  are part icu lar olut ions of the  fol lowing 
� ingular turm-Liou i l le problem 
Moreover. i t  can be ea i ly een that F,f (0) = (_ 1 )11 and Fnf3 (I) = \.  One of the mo t 
i n tere t i ng propert of the fract ional Legendre funct ion ( FLF ) i the orthogonal i ty with 
respect to the weight function w(x) = xf3-1 in the i nterval (0 . 1 ) : i .e .  
F;f (x)F;f, (x)u'(x)dx = 611171 . 
101 
1 
. 0 211 + 1 
The graph of the first five FLF at f3 = 1/2 are di played i n  Figure ( 1 . 1 ) . 
i ng propert ies (4) and ( 5 )  of the Caputo fract ional derivat ive; one can easi ly  verify that 
f3 f3()-
� (n+k)! f'(kf3+I) .(k-1)f3 
D F,/ x - !o(n - k) !(k!)2 x f'((k-l)f3+lr' . 
For more deta i l ee [ 20 ] .  
F� (x) 
-0.5 
-1.0 
Figure 1 . 1 : Graphs of the fir t five fract ional Legendre function at f3 = 1 /2 
1.1.1 Main Theorems 
I n  thi s  ection, we pre ent orne resu l t  which are vi tal to the  pre ent work . 
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Theorem 1.1.1.  Let U E qO. 1 ] and u' (x) be a piecewise continllolls junction on [0.]]. 
Then, u(x) can be expressed as infiniTe series; i.e. 
00 
u(x) = [, lIkFt (.:r) . ( 1 .7 )  
k 0 
where 
Uk = (2k + 1 )[3101 u(x)F! (x)w(x)dx. ( 1 . 8 )  
alld Ir(x) = xf3 -1, represents the weighT funcTion. 
Proof See Kazern e t  a l .  [ 20] and Syam et a l . [ 1 8 ] .  o 
Note that any function can be repre ented by the series ( 1 .7 ) .  To i l l u  t rate the 
accuracy of theorem 1 . 1 . 1 ,  we di cu s the approxi mation of the function u(x) = sin (n;;r) 
1 0  
for .\ E [0. 1 ] .  According to Theorem 1 .  L1, one can appro imate lI(X) in  term of fini te 
. lim f fractional Legedre function , i .e .  
(( (x) ::::; U (x) = L lII..Ft (x) . 
k 0 
where lII.. i.., defi ned in  1 . 8 .  The graph. of ,i n(rrx) and i ts  approxi mation , UN for N = 
0. 2 . 4 . 6  are di . pIa ed in  Figure 1 . 2 .  o te the improvement i n  the approximation with 
. . t ncrea, ll1g . 
1.0 
0.8 
0.6 
0.4 
0.2 
0.2 0.4 0.6 0.8 1.0 
Figure 1 .2: Graph of sin(nx) (-), Uo(x) (blue ).  U2(X) (Green), U-I(x) (Yel low), U6(X) (Red) 
The next theorem give the relation between the coefficient of the eries sol ution of 
Df3 1I (x) and the coefficient of the erie expansion of II (x). 
Theorem 1.1.2. Let II E qO. I ]  and l/I/(x) be a piece}vise confil1/(ollsjlll1crioll all [0 . 1 ] .  
Then, Lk 0 lIi(3) Ft (x) converges uniformly all [0 . 1 ]  to Df3u(x), 0 < f3 < 1 ,  where 
for k = O. 1 .  2 . . . . . j = k -I- 1 .  k + 2 . . . . . 
Proof ee S am et a ! .  [ 1 8 ] .  
1 1 
o 
i nce th previoLL theorem doe n ' t  apply on the coefficient of the serie olution 
of I I' (x), and. ince the target of our the. i j to u e a fi n i te telm of the erie (1.7), we may 
implement the fol lowi ng lemma. 
Lemma 1.1.3. Let l/ E C2[0. 1 J and u"' (x) be a piecell'i e continuol/sjunction on [O.lJ. 
Then, 
and 
where [a Jd and [b jkJ are quare lJ1alrices defined. respectively. as 
and 
Proof For the value of Cjk fol low from the fol lowi ng defi ni tion 
N N 
I I' (X) = '[ui1 ) F! (x) = '[lIk(F!(x) ) ' . k=O k-O 
Mul tip ly both ide by Ff (x) and in tegral from 0 to 1 ,  one obtai n  
N 
( 1 ) lo1 {3 {3 
N r t {3 . I {3 '[Uk Fk (x)Fj (x)dx = '[Uk io (Fk (x) )  Fj (x) .  k 0 0 k-O 0 
j=O: N ( 1 .9 )  
Thu'), we can re\ ri le ( 1 .9 )  b lh matri x form. a : 
[l U(ll _ [ 1 aJ.. - bJ.. J. ,\ I l ,\ 1) J ( 
H II . .  b ence II!.. I � gl yen 
I ) ( ,I) 
00 
U 
uII) = L Cj!..IIJ. 
j k I 
and 
i nce the origi nal ordinar boundary problem ha a unique o lution, ap.; i a non ingular. 
D 
The re't of the the i i organized a fol low : I n  chapter 2 ,  we di 'cu s the fi rst and 
econd order li near ca e ; i .e .  
and 
a(x)DCXu(x) + b(x)lI(x) = g(x). 11(0) = 110. 
a (x)Df3 u(x) + b(x)u' (x) + c(x)u(x) = g(x). u(O) = lIO. /I' (0) = 1I1. 
where 0 < (X � 1 and I < f3 � 2 .  I n  Chapter 3 we extend the tudy of Chapter two to the 
nonli near first and econd order ca e ; i .e .  
DCXu(x) = !(x. u), u(O) = lIO. ( 1.10) 
and 
Df3l1(.\) =/(X.II.U'), 11(0) = 110. lI'(O) = LlI. 
where 0 < a ::; I and 1 < f3 ::; 2 .  
A summary and concludi ng remark are given i n  Chapter 4 .  
1 3  
( 1 . 1 1 ) 
I t  i.., an establi hed fact that fi ndi ng the exact ol ution of the ini tia l  val ue problem of 
fractional order given by ( 1 . 1 0) and ( 1 . 1 1 )  remain  far from trivial . Therefore, duri ng the 
past year , everal numerical algori thm have been developed to approximate uch exact 
olution . The e algori thm i nc lude the Adomian '  decompo i tion method [4 1 ] .  the ho­
motopy per turbation method [ 42 ] , [43 ] ,  [ 44 ] , the vari ationa l  i teration method [45 ] ,  [ 46], 
the fractional differenti al t ran form method r47 ] ,  operational matrice techniques ba ed 
on variou orthogonal polynomial s  and wavelet [ 40 ] ,  r39 ] ,  [ 38 ] , a nonstandard fini te di f­
feren e method ( FDM)  [ 37 ], [ 36 ] ,  [ 35 ] ,  [ 34 ] , a predictor-corrector approach [ 33 ] ,  pectral 
method u i ng fractional Laguene orthogonal functions [ 32 ] , col l ocation method [ 3 1 ] , 
[ 30 ]  and the method of lower and upper olution [ 29 ] .  
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Chapter 2: umerical Technique for Solving Linear Fractional Initial 
Value Problems 
I n  th i .  chapter, we d iscuss the numerical o lu t ion of fi r t and econd order l inear frac-
t iona! i n i t ia l  value pr blems u ing 'pectra l method ( fract ional order Legendre Col locat ion 
method) .  
2.1 Fir t-Order Linear Fractional Initial Value Problems 
In th is  sect ion, we focu on the numerical o lu tion of the fol lowing fir t-order l i near 
fract ional i n i t i al value problem : 
a(x)DUy(x) +b(x)y(x) = g(x). 0 < a ::::: Lx E [0 . 1 ], 
ubj ect to 
( 2 . 1 ) 
( 2 . 2 )  
where h I  i a constant and a(x). b(x) and g(x) are cont i nuous function . To be able to 
apply the fract ional -order Legendre -Co l locat ion method to di cret ize problem ( 2 . 1 )  and 
( 2 .2 ), we approximate the olut ion y(x) i n  temlS of the fract ional order Legendre function 
a fol low : 
N...-J 
y(x) � Y(x) = L.y"F"U(x). 
"-0 
( 2 . 3) 
where y" i the undeterm ined Legendre coefficient . Part icu lary, the ath derivat ive of 
( 2 . 3) i s  given by 
N 
DUy(x) � DUY(x) = L.yiU) F"U(x), ( 2.4 ) 
" 0 
where the relation between y" a) and y" are gi en in Theorem 1 . 1 . 2 . 
] n  ert i ng the "erie ( 2 . 3 )  in  the main  equation ( 2 . 1 ) .  we obtai n the fol lowing residual 
1 5  
( 2 . 5 )  
Orthogonal ize t he  re�idual wi th re pecl t o  t he  Di rac del la function a fol low : 
1 
\R(Y(x)). 8(x-.t"j))= jR(Y(x))8(x-Xj)dx=0. for j = O : N+L 
o 
where .rj are the col location poin t  on the interval [0. 1J. With in our tudy, we choo, e 
the col location point. Xj to be the node Xj = jh for j = O .  1 . 2 , . . .  N + I ,  where h = ----h. 
The unknown coefficient Yj are determ ined by making the residual R(x) vani hes at the 
col locat ion poin t  xJ for j = 1 , 2  . . . .  N + 1 .  Therefore. we obtain the fol l owi ng l inear 
,y tern which lead. to the fol lowing elementwise equation 
I n sert i ng the ene repre entat ion ( 2 . 3 )  and ( 2 .4) i nto ( 2 .6 ), one obta ins 
N N+l 
a(xj) L.yka) F"a(xj) + b(:rj) L.YkFka(Xj) -g(Xj):= 0, 
k 0 � 0 
for j = 1 : N + l. 
Let 
yea) . 0 Yo g(Xl) a (.Xl ) 0 
(al )'1 
g(X2) 0 a(X2) \' . I 
V(a) = 
(a) \' - N 
V =  .G= 
)'N I g(XN+l) 
, A = 0 0 
o o 
( 2 .6 )  
(2 .7 )  
0 
0 
0 
h(.\·l) 0 
o b(X2) 
B = 0 0 
F = 
o 
Ft(X1 ) 
Foa (X2) 
o 
o 
o 
o 
b(XN I) 
F1a(Xl) 
Fla(X2) 
. F* = 
F!t+l (X1) 
F!t+ 1 (X2) 
FOa (XI) 
FOtX(X2) 
Fla(XI) 
F1a(X2) 
Foa(x t I) Ft(x +1) 
1 6  
Fa(XI) 
F!t(X2) 
where F is (N + 1 )  x (N + 1 ) , F i (N + 1 )  x (N + 2 ) ,  V i s  (N + 2 )  x l , A i (N + 
1 )  x (N + 1 ) , B i ( + 1 )  x (N + 1), V ( a ) i (N + 1 )  xl, and G i (N + 1 )  x 1 .  otice 
that \\-e can rewri te ( 2 . 7 )  i n  the matrix form as: 
A F' V( a ) + B F V - G = O .  
I t  can  be  ea i ly  een, from Theorem 1 . 1 . 2 and i t  re u l t  that 
V(a) = PV.  
( 2 .8 )  
where P i (N + 1 )  x (N + 2 )  matrix .  Can equent ly. the y tern (2 .8 )  can be rewritten in  
the form 
A F P V + B F V - G = O. ( 2 . 9 )  
It can be deduced from th in it ia l  condit ions (2.2) that 
. I 
Y(O ) -=h] = L. (-I/YA' 
k 0 
or i n  the fol lowing mat rix representat ion form 
AV =h] . 
\\ here = [l. -1 . .... ( -1 )  I ] . 
1 7  
(2. 1 0) 
By combin ing the y tern (2.9) and (2. 1 0), we obta in the fol lowing (N + 2 )  (N + 2 )  
_ ystem 
where l AF' P* + BF 1 l G 1 Q = . and GR = . A hi 
which can be o lved ea i ly u ing Gau e li minat ion method. 
2.1.1 Numerical Results 
(2. 1 1  ) 
I n  th i  ect ion ,  the pro po ed numerical method i implemented to solve two example ill 
order to prove its efficiency and accuracy. 
Example 2.1.1. Con ider the fol lowing li near problem 
I 
D'iy(x) +.t},(x) = g(x). x E [0.1] (2 . 1 2) 
· ubJcct to 
.\'(0) = 0 
NotIce that for g(x) =- I\n.'·; +x3, the exact .olut ion i s  g iven by y(x) =x2. 
I t  can ea. i ly �een that a = l/2 . a(x) = 1 and h(x) = x. ote that the maximum 
number of terms i n  th Legendre, erie, ( 2 . 3 )  is taken a N = 6, wherea , the tep ize i n  
a l l  exampl s i, cho,en to be II = -, ]-] . Therefore. the col l ocat ion poi nt are x) = JII for 
j = 0 : + I. App] ing the above a lgorithm with N = 6 g ives ( 8  x 8) l i near y tem, ee 
( 2 . 1 1 ) . The graph, of the approx imate olut ion , )" together with the exact solut ion Y(x) 
are di p 1ayed i n  Figure 2 . 1 .  
1 .0 
0.8 
0.6 
0.2 
0.2 0.4 0.6 0.8 1 .0 
Figure 2. 1 : Graph of the approxi mate solut ion,  y ( . ) , and the exact sol ut ion,  Y ( ol id) ,  for Exam­
ple 2. 1 . 1  
The error between the exact sol ut ion and computed one i hown i n  Figure 2 .2 .  I t  i 
clearly een that the two olut ions are in  excel lent  agreement .  The computed L2 error 
norm 1 given by 
which prove the h igh effic ient ly of our method. 
1 9  
3 x 10 14 
2.5xIOI� 
1 5 x 10 14 
I. X 10 14 
5 10 15 
0.2 0.4 0 .6 0.8 1.0 
Figure 2.2: omputed absolute error between the exact and computed solut ions for Example 2.1.1 
Example 2.1. 2. Con ider the fol lowing l i near problems 
(2. 1 3 ) 
ubject to 
)' (0) = O. 
) "lelr VX( 9 + 4x) I ') "l where g (x = - ,' ;- + -4x(3x + .\�) and the exact o lu t ion i s  g iven by y(x) = x- + 3x . . ' \i 7r 
otice that a = 1 /2 a (x) = e2\ and b(x) = x/4 . ote that the maximum number 
of telm in the Legendre er ie (2 . 3 )  i s  t aken a N = 6, whereas, the step ize in  a l l  
example i s  cho en to be Iz = N�I' Therefore, the col locat ion points are Xj = jll for 
j = 0 : NT 1 . Fol lowing the methodology d i  cussed i n  the previous example, we obtain 
the fol lowing approximate solut ion, Y :  
Y (x) = 1 .22682 X 1 0- 16 + 4. 1 6022 x 1 O- 1 2JX + 3x + 9.688 1 9  X 1 0- 1 j x3/2 
+� + 1 .63 1 56 X 1 O- I Ox5/2 - 8 .43946 X 1 0- 1] � + 1 .80552 x 1 0- 1 1.\"7/2. 
which eem to have very close form to the exact olut ion y(x). Table 2. 1 pre ents the 
ab olute error between the approximate olut ion, Y (x) and the exact olut ion y(x) over 
the in terval (0. I) at the poin t  Xj = O. 1 j for j = 1 : 9. 
XJ Y (x) - ),(x)1 
o. I 1 .  07 J J 6 x 10 - -
0.2 6. 52 1 1 7x 1 O- 14 
0 .3 5 .090 9 x 1 0- 1.+ 
0 .4 4 .39579 x 1 0- 1.+ 
0 .5 3 .82 1 25 x 1 0- 1.+ 
I 0.6 3 . 39243 x 1 0-14 
10.7 3.2 1 097 x 1 0-14 
0.8 2.9732 1 x 1 0- 14 
,0.9 II 2.80470 x 1 0-14 1 
20 
Table 2. 1 :  Computed abi>olute error between the exact and approxiate o lut ion for E ample 2.1.2 
The e re u l t  presented i n  Table 2 . 1 en. ure that the present technique i working very 
efficient ly. 
2.2 Second-Linear Fractional Initial Value Problems 
I n  t h i  . ect ion. we develop a numerical method for o lv ing the fol lowing problem by 
using Legendre-Col locat ion method. 
a (x)Df3y(x) + b(:r))" (x) + c(x)y(x) = g(x) . 1 < f3 :::; 2, x E [0. 1 ] , 
ubject to 
.1' (0) =Izj. y'(0) =1z2· 
(2. 1 4 ) 
( 2 . 1 5 ) 
where h l , h2 are con tant and a (x) . b(x) . c(x) and g (x) are cont inuou funct ions and 
a(x) > 0 for all x E (0. 1 ) . 
I n  the fol lowing, we transform problems ( 2 . 1 4 ) , (2 . 1 5 ) to a y tem of different ia l  equa-
t ion. ,con i st ing of a fract ional and integer derivat ive . Let )' 1 =)', Y2 = )" and ex = f3 - 1 .  
C. i ng the fact that Df3y(x) = Day' (.r) the 
subje t to 
, \' = ),1 - , - -
.1" (0) = h I · .1':2 (0) = h2 · 
tern (2 . ] 4 ) - (2 . 1 5 ) i converted to 
2 1  
(2 . 1 6) 
( 2 . 1 7) 
( 2 . 1 8 ) 
Approx imate the olut ion y , (x) ,y� (x) and Y:2(x) i n  term� of the fract ional order Legendre 
functions a. fol low. : 
+ , 
)" 1 (x) � u(x) = [ lflfka (x) ,  k=O 
+ 1  
Y2 (X) � v(x) = [ vkFka (x) k=O 
y', (x) � 1 I' (x) = [ Ilk' ) Ft (x) 
k-O 
( 2 . 1 9) 
where Uk . vk and ufl are the undetermined Legendre coeffic ients .  The residual for 
equation ( 2 . ] 6 )  and ( 2 . 1 7) are. respect ively, g iven by 
R \ (x) = If' (X) - v (x) . 
R2 (X) = a (x)Dav(x) + b(x)v(x) + c(x) lI (x) - g(x) . 
( 2 .20) 
(2 . 2 1 )  
Here in we choo e the col locat ion poin t  Xj to be the node Xj = jll for j = O. 1 . ·  . . . N + 
L where h = N�l ' The unknown coeffic ients l Ij and Vj are determined by making the 
re idual s R , (x) and R2 (X) vani sh at the col location point Xj for j = 1 . . . . N + 1 ;  i .e .  
( 2 . 22 )  
Then, the el menL\ i .e equation by ( 2 . 1 9) w i l l  be 
N "J 1 
R dx) ) = L 1I11 ) F/� (.\"j ) - L \ 'kFr (.-rj ) : =  O. 
" 0 /.. 0 
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( 2 . 23 )  
( 2 . 24)  
N +1  + 1 
R2 (Xj ) = a (Xj ) L \ 'ka) F"a (Xl ) + b (Xj) L \ 'kFka (.'.j )  + C (Xj ) L l IkFka (Xj ) - g(Xj )  : =  O. k 0 k 0 k-O 
( 2 .25 )  
The expre :. ion ( 2 . _4)  and ( 2 .25 )  can be rewri tten , re pect ive ly, i n  the  fol lowing matrices 
form 
F� U t I ) - FV = 0 ( 2 . 26)  
AF  V aJ ...l- BFV + CFU - G  = 0 ( 2 . 27 )  
\ here F i (N + l ) x (N + l ) , U ( l ) j (N + l ) x 1 . F is (N + l ) x (N + 2 ) , V i (N + 2 ) x l , 
A i  (N + 1 ) x (N + 1 ) , B i (N + 1 ) x (N + ] ) , C i s (N + 1 )  x (N + 1 ) . V(a) i (N + 2 )  x l , 
U i s  (N + 2 )  x I and G i (N + 1 ) x 1 .  The e matrice are given by 
F� = 
Foa (.:r l  ) 
Foa (X2 )  
FJa (X j ) 
Fja (X2 ) 
r:oa (x L ] ) Fa (x ) r, T ] - Nt- I 
. U ( J ) = 
u(
] ) 
N 
F = 
A = 
c =  
G = 
Foa(XI) 
Frf (.\"2) 
Foa(XN I) 
a(xl) 0 
Fla(XI) 
Fla(X2 )  
Fla ( .\"N I ) 
0 
0 a(X2) 0 
0 
0 
C(XI) 
0 
0 
o 
g(XI) 
g(X2) 
0 0 
0 a(x +1 ) 
0 0 
C(X2) 0 
0 0 
o 
Fat I (XJ ) 
F;�+I (.\"2 )  
1'0 
VI 
. V = 
Fa I (.\·N 
. B = 
. V(a) = 
d 
b Cll) 
0 
0 
0 
,,(a l 0 
v(a ) 1 
v , 
0 
b(X2 )  
0 
0 
. U =  
I 
0 
0 
0 
b(XN+I) 
I/o 
I I I 
liN + I 
I t  wa hown by Lemma ( 1 . 1 .3 )  that the fract ional Legendre 
coefficient matrice , U( I ) 
and U .  are related v ia  the fol lowing relat ion 
U(I) = p( 1 ) U . 
I n  addi t ion, Theorem ( 1 . 1 .2 )  re late that the coeffic ient , V(a) and V ,  v ia  the
 fol lowing 
relat ion 
V (a l = p(a )V . 
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on cquent l  . the sy tem, ( 2 .26) and ( 2 . 27 )  can be written, re pect ively, in  the fol lowing 
form 
F pi ! U - FV = O 
A F  pta V -l- BFV + CFU - G = O. 
I t  can be deduced from the i n  i t i al condit ions (2 . 1 8) that 
N 1 
1 1 (0) = 17 1 = [ (- I )" II" . 
" 0 
N 1 
1 ' (0 ) = 172 = [ ( - I l l''' ' 
k 0 
or i n  the fol low i ng matr ix representation form 
where A = [ 1 , - 1 . . . . . ( _ I )N+ l ] . 
( 2 .28)  
( 2 . 29 )  
( 2 .30) 
By combin ing the y tem ( 2 .28 ). ( 2 .29) and ( 2 . 30) , we obtai n  the fol lowing ( 2N + .f) x 
(2N + .f) l inear y tern 
CF A F* p(a) + BF 
F'" pe l ) 
A 
o 
- F  
o 
A 
which can be 'olved by u ing the Gaus e l imi nation techn ique. 
G 
o 
2.2.1 umerical Re ult 
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In  thj� sect ion, the proposed numerical method i .  u ed to sol e two examples in  order to 
prove i t .  effic iency and accuracy. 
Example 2.2. 1 .  Con ider the fol lowing fract ional i n i t ial value ingular l i near problem 
� , ') 2xD2y(x) + e" Y (x) + 3.cy (x) = g(x) . x E [0. 1 ]  
ubject to 
y (O) = O. Y' (0) = 3 .  
( 2 . 3 1 ) 
3 
8x�  
where g (x) = jn + 3.\3 ( 3 + x) + e' (3 + 2x) . Notice that the  e act sol ut ion i s  g iven by 
y(x) = x2 + 3x. 
Applying the abo e techn ique with a (x) = 2x. b (x) = e' and c(.\-) = 3x2 , we tran -
form the in i t ia l  alue problem ( 2 . 3 1 )  i n to the fol lowing ystem of fir  t order i n i t ial -value 
problem 
ubject to 
V' = \''") . 1 . -
J ") 
2xD"2Y2 (X) + e\2 (x) + 3.tY I (x) = g(x) 
)' 1 (0) = O. )'2(0) = 3 .  
(2 . 32 )  
(2 . 33 )  
(2 . 34)  
The ene .  olut ions for )' 1 (x) and Y2 (x) i n  teml of the fract ional order Legendre funct ion 
are given by 
N t  I N-t I 
)' 1  (x) � u (x) = [. UkF/ /2 (x) .  Y2 (X) � v (x) = [. VkFkl /2 (x) . 
k 0 k 0 
( 2 . 35 )  
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where the number of term. in  the Legendre ene 2 .35 )  i .  fi ed at = 6. Hence, the 
col locatIOn points are Xj = jh f r j = 0 :  7 .  The graph of the approximate ,olut ion.  I I .  
together with the exact . o lu t i  n yCr) are di played in  Figure 2 .3 .  
3 
0 2  0 4  0 6  0 8  1 0  
Figure 2.3 : Graphu of the appro i mate olut ion,  Ll ( . ) . and the exact sol ut ion .  y ( ol id) .  for Example 
2.2.1 
The en'or between the exact olut ion and computed one i s  hown i n  Figure 2 .4 .  It i 
c learly een that the two olut ion are in exce l lent agreement .  
2 .  X 1 0-1 "  
I .  X 1 0-1 <  
5 .  X 1 0-1 6  
0.2 0,4 0.6 0.8 1 .0 
Figure 2.4 : Computed ab o lute error between the exact and computed o lut ion for Example 2 .2 . 1 
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E xample 2.2.2. Consider the f ! l owing fract ional i n i t ia l  value l i near problem 
DI \(r) + cos (x)y' (x) + 2y(x) = g(x) . x E  [O. I J (2 .36) 
subject to 
y(O) = O .  y' (0) = O. 
where g(x) = __ ,.2 + 2xcos(x) + �;3�rl;O.7 and the exact o lut ion i given by y(x) = A2 . 
Apply ing the ame methodology of o lv ing the above example, we tran, form the 
i n i t ia l  value problem (2 .36)  i nto the fol lowing y tern of fi r t order i n i t ial -value problem. 
a, fol low 
ubject to 
,,' = \'? . I . -
.1' 1 (0) = o.  Y2 (0) = o.  
The ene olut ion for )' 1 (x) and )'2 (x) i n  term of the fract ional order Legendre functions 
are g iven by 
-t I N t l  
.\' 1  (x) � u (x) = L lIkFf.3(x) . .\'2 (X) � l ' (x) = L vkFt3(.-r) . 
k 0 k 0 
where N i cho en to be 1 0 . I t  i worth mention ing that th i  example wa di cu ed by 
Geng and Cui [ 48 ]  by app ly ing the Kernal method. Table ( 2 . 2 )  i l l u strate the ab olute 
value. of the elTor which obtained by the pre ent technique and one which obtained by 
apply ing the Kernal method [48 ]  for th i  example. I t  can be concluded that  the present 
technique i .  accurate and effic ient .  
Xj 'I I / I (x) - y(x) 1 ( Present  Method) 
I 0. 1 1 . 1 7279 x 1 0-6 
0 .2 9 . 7373 1 1 0-7 
0 .3  8 . 23202 x 1 0-7 
0.4 6.97339 1 0-7 
0 .5  5 . 86355 x 1 0-7 
0 .6 4 .87300 x 1 0-7 
0 .7 3 . 99 1 26 1 0-7 
0 .8 3 . 20068 x 1 0-7 
I 0.9 II 2 .47957 x 1 0-
7 
I / I (X) - y(x)  1 ( [48 ] )  
1 . 1  L x 1 0-7 
2 .87 X 1 0-7 
5 . 5 1 1 0-7 
9 .23  x 1 0-7 
1 .4 1  X 1 0-6 
2 .03 X 1 0-6 
2 .77 X 1 0-6 
3 .64 X 1 0-6 
4.62 X 1 0-6 
Table  2 .2 :  Com pari on of the absolute errors for Example 2 .2 .2  
�8 
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Chapter 3:Numerical Technique for Solving Nonlinear Fractional 
Initial Value Problems 
I n  th i" chapter, \\ e di� uss the numerical olut ion of fi r t and econd order non l i near frac-
t ional i n i t ia l  value problem u ing _pectra l  method ( fractional order Legendre Col locat ion 
method) on the compan of ewton Method . 
3.1 First-Order Nonlinear Fractional Initial Value Problems 
I n  th i,  �ect ion, we focu on the numerical olut ion of the fol lowing fir t-order non l i near 
fract i  nal i n i t i al value problem : 
( 3 . 1 ) 
,ubJect to 
y(O) = h l .  (3 .2 ) 
where h I  i a con tant .  Fol lowing the arne methodology pre ented i n  chapter two, we 
approx imate the olut ion y(x) i n  term of the fract ional order Legendre function a fol -
low 
N+ l 
y(x) � Y (x) = L nFk(l (X) . k 0 
( 3 . 3 )  
where Yk i the undeteml ined Legendre coefficient . Part icu lary. the a rh  derivative of 
( 3 . 3 )  i given by 
N 
Day(x) � Day (x) = LYkD(l Ft (x) . 
f.. 0 
( 3 .4) 
Thererore, we btain the fol lowing re�iduaJ function from the main equation ( 3 . 1 ) 
R (x: yJ.J = Day (x) - f(x. Y) . k = 0 :  N + 1 .  
Orthogonal ize the re, idual wi th re:pect to the Di rac del ta function a fol low 
I 
(R(x: yo · . .  · · YN t ) . 8 (x - xJ ) )  = jR(X;Yo . . .  · . y +d8 (x - xj )dx = 0. 
o 
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( 3 . 5 )  
for j = I :  + 1 ,  k = 0 : + 1 .  Here .\'j are the co l location poin t  chosen to be the node 
Xj = jh for j = 0 : + 1 and h = N� l ' The unknown coeffic ient Yk are determined by 
maki ng the residual R van i sh at the col location poin t  Xj for j = 1 .  2 . . . . . N + I .  Therefore, 
we obtai n  the fol lowi ng l i near y tern which l ead to the fo] ]owing elementwise equat ion ; 
( 3 .6) 
I n  'ert i ng the ,erie' ( 3 . 3 )  i nto ( 3 .6) , we obtain the fol lowing elementwi e equat ion; 
N N+ l 
LYkDaFka (Xj )  - f(xj . L YkFt' (Xj ) ) : = 0. ( 3 . 7 )  k 0 k�O 
otice that ( 3 . 7 )  give N + 1 equation w i th N + 2 unknown which requ ire one more 
equation which come from the in i t ia l  condit ion ( 3 . 2 ) ;  i .e .  
N+ t  
Y(O) = h l ===} L (_ 1 )k)'k - /7 1  = 0. 
k 0 
( 3 . 8 ) 
combin ing ( 3 . 8 )  and ( 3 .6) gives the fol lowing N + 2 non l i near equat ion with N + 2 un-
known 
+ 1 
L (- 1 )kYk - Il l :  = 0, 
k 0 
N N+ t  
LYkDaFt' (Xj ) - f(xj . L YkFka (Xj ) )  : =  O. k 0 k�O 
( 3 .9 )  
for .i = I :  + 1 .  Notice that, one may rewrite ( 3 .9 )  i n  the fol lowi ng matri x form 
F(V) = 
Fo(V ) 
F1 ( V ) 
3 1  
\ here V = [YO ' Y 1 " . .  , .I'  t l r ·  Our main target now i to solve F = 0 which can be solved 
b :-,everal techn ique . In th i the i we u ed the mul t id imen ional ver ion of ewton's 
method which how to be an effic ient  method a we wi l l  ee l ater. To apply the mul tid i -
men ional vers ion of ewton 's method, we differen t iate equation ( 3 .9 )  with re pect to )'1 
for i = 0 : + 1 to con t ruct the J acobian matrix .  J (V ) , which i s  defined a 
J (V ) = 
where 
()Fo (V ) ()y + 1 ()F1 (V ) ()YN 
for i .  j = 0 : N -!- 1 .  Final ly we arrived at the functional iteration procedure e olve from 
e lect ing VO and genera t ing, for s ;:::: 1 ,  
( 3 . 1 1 ) 
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I t  i \\ orlh mentioning that th i  method general l e '  pecled to gi e quadrat ic conver-
gence, provided that a urtici n t ly  accurate < tart i ng value i known.  To avoid computing 
J ( V� 1 ) I at each iterat ion which is t ime consuming, e f i rst compute a ector H that 
,>aL I <,fie'> J (V� l ) H = -F( VS 1 ) u< ing Gau e l imination method. Then the new approx­
imation, V�, i. calcu lated by V� = V '- 1 + H .  I n  addi t ion ,  the i nterations are repeat un t i l  
a '>topping criteria is at ie fied. A stopping criteria cou ld be I I Vs - vs- l l l""  < £ for 'ome 
pre'>cribed £ ,  where I I  I I""  i the i nfin i ty noml . I t  i important t o  mention here that the 
mul t id imensional Newton ' method converge quadrat ical l y  if 
( a )  J,I I I I  ::; M where M > 0; the norm of the i nver e of the Jacobian at VS i s  bounded . 
(b)  J (Z2 ) - J (Z l ) I ::; I Z2 - z l l l : the Jacobian i Lip cht iz cont i nuous. 
3.2 umerical Results 
I n  th i �  sect ion, the propo ed numerical method i implemented to o lve two example 
in order to pro e it efficiency and accuracy. In the proceeding example , the topping 
cri teri a for Newton method i cho en to be £ = 1 0- 1 ° , and the number of i terat ions < SO. 
Example 3.2.1. Con ider the fol lowing non l i near problem 
Day(x) - xe'\'(x) = g(x) . x E  [0. 1 ]  ( 3 . 1 2 ) 
ubject to 
y(O) = 0 
o 4 
where g(x) = -2xec + 2i(�) and a = 2/3 . The exact olut ion for th is  problem is g iven 
by y(x) = .:t.2 . 
ote that the number of term i n  the Legendre ene ( 3 . 3 )  i t aken as N = 8, 
wherea , the step i ze i n  a l l  examples i chosen to be h = �. Therefore, the col l ocation 
points are Xl = jh for j = 0 : 9 .  Apply i ng the mu l t id imen ional ver ion of Newton ' 
method which i .  d i  cu sed above after 3 i terat ion and the i n i t ia l  gue s values VO equal 
0, we obta in the fol lowing approximate o lu t ion, Y: 
Y(.\ ) = -8.98 1 77 x 1 0- 1 8 + 2 . 70972 '>( 1 O- 1 2x� - 2 .88027 x 1 0- 1 1 ):i 
+\2 - 4.4 1 65 I I 0 I Ox� - 8 .3 1 209 X l O- I Ox� + 9.953 1 5 x 1 O- I Ox"\' 
7 . 3724 1 x 1 0  1 0x¥ - 3 .0822 1 x l O- I Oxlf + 5 .56399 x 1 O- l l x6 
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\\ h lch seems to have very c lo e form to the exact olut ion y(x) . Table 3 . 1 pre ent the 
ab,->ol ute error between the appro imate olut ion,  Y (x) and the exact olut ion y(x) over 
the in terval (0. 1 )  at the poin t  xJ = 0. 1 }  for j = I : 9 .  
Xj I Y (x) - y(x) I 
0. 1 6 .83575 x 1 0-
0 . 2  5 .0544 1 x 1 O- 1 ..\. 
0 .3  5 .0544 1 x 1 0- 1 4 
0.4 3 .95 1 26 x 1 0- 1 4  
0 . 5  3 . 66039 x 10- 1 4  
0.6 3 .44300 x 1 0- 1 4  
0 .7 3 . 26234 1 0- 1 4 
0 .8  3 . 1 2094 1 O- 1 ..\. 
1 0.9 II 3 .00239 x 1 0- 1 4 1 
Table 3 . 1: Computed ab o lute enor between the exact and approxiate sol uti on for Example 3.2.1 
The e re. u l t  pre en ted i n  table ( 3 . 1 )  en ures that the pre ent techn ique i s  working very 
efficient !  y. 
Example 3.2.2. Con ider the fol lowing non l i near problems 
DUy(x) - 2y(x) + i (x) = g (x) . x E [0. 1 ]  
c:,ubject to 
y(O) = I ,  
where g(x) = 
2 JX(5 + 8x2 ) 
- 2 (x + x3 ) + (x + x3 ) 2  and a =  1 /2 .  The e act solut ion i s  5fi 
gi en by y (x) = x3 + x. 
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U Ing the maximum number of term in the Legendre , erie ( 3 . 3 )  a N = 6, and 
the tep -. ize h = � .  Fol lowing the methodology di cu , ed in the previou e ample, we 
obtain the fol lowing appr x imate solut ion, Y : The graph. of the approximate olut ion, y ,  
together w i th  the xact solut ion y(x) are di played in  Figure 3 . 1 .  
2 0  
1 5 
1 0 
0. 5 
1 .0 
Figure 3 . 1 :  Graph of the approxi mate ol ut ion, y ( . ) . and the exact solut ion,  Y (sol id) ,  for Exam­
ple 3 .2.2 
The error between the e act olut ion and the computed one i hown i n  Figure 3 .2 .  I t  
i c learly een that the two olut ion are in excel lent agreement .  The computed L2 en'or 
norm is given by 
l y(x) - Y(x) 1 1  = fo ' CV(X) - Y(x))2dX= 1 . 1 0346 x 1 0-23 . 
which prove the high effic ient l y  of the pre ent  method . 
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4 x 1 0-12 
3 x 1 0-12 
2 x 1 0-12 
1 x 1 0-12 
0.2 0 .4 0.6 0.8 1 .0 
Figure 3 . 2 :  Computed ab olute error betv .. een the exact and computed ol utions for Example 3.2 .2 
3.3 Second-order Nonlinear Fractional Initial Value Problems 
In th i  sect ion ,  we di scu the numerical sol ut ion of the fol lowing econd order non l inear 
fra t iona I i n i t i al value problem 
D{3y(x) = f(x. y. y') .  1 <  f3 � 2 .  x E  [0. 1 ] .  
ubject to 
y(O) = h i .  y' (0) = h2 
( 3 . 1 3 ) 
( 3 . 1 4) 
where h i .  172 are constants . Fol lowing the arne methodology u ed in  Section 2 .2 ,  we 
tran form ( 3 . 1 3) - (3 . 1 4) to a y tern of fi rst order di fferent ial equations (consis t ing of a 
fract ional and i nteger derivat ives ) ,  given by 
, 
Y 1  = )'2 ( 3 . 1 5 )  
( 3 . 1 6 )  
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�ubject to 
( 3 . 1 7 ) 
where )' l  = y. Y2 = )" and a = f3 - I .  Approx imate the o lut ion )' 1 (x) and 1'2 (x) i n  terms 
of the fract ional order Legendre funct ion. ; one obtains 
I I 
." 1 (x) ;::::: I I (X) = L IIkF{' (x) . k 0 
N I 
Y2 (X) ;::::: l ' (X) = L 1'kFt tr) .  
k 0 
( 3 . 1 8) 
where I I/.. . 1'k are the undetennined Legendre coeffic ients .  The as ociated re idual to 
equation ( 3 . 1 5 ) and ( 3 . 1 6) are, re pect ively, given by 
R l (x )  = 1l' (X) - 1' (.\-). ( 3 . 1 9) 
( 3 . 20)  
The unknown coefficient  Uk and )lk are determined by making the re idual R ] (x) and 
R2 (x) ani h at the col locat ion point  Xj ( for j = I : N 1 ) ; i .e .  
I n  ert i ng ( 3 . 1 8) i n to ( 3 . 2 1 )  and ( 3 .2 2 ), we obtain the fol lowing elementwise equations 
N N+ I 
R 1 (Xj ) = L lIk (Fka ), (xJ )  - L VkFka (Xj) : = O. 
k=O k 0 
N+ l N+ l N-t I 
R2 (.'fj ) = L l'kDaFka (Xj ) - j ( (Xj ) ,  L lI/..Fka (xj ) .  L vkFka (Xj ) )  :=  O. 
k 0 k-O k 0 
( 3 . 2 3 )  
( 3 . 24) 
for j = I :  + 1 .  
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1 otlce that ( 3 . 23 )  and ( 3 .24) give 2 + 2  equat ion wi th 2 +4 unknown hich require 
two more equation . Ob iously. the e t\ 0 equat ion hould be produced from the i n i t i al 
condi t ions ( 3 . 1 7 ) u. fol Io 
I 
." 1 (0 ) = h i ====? [ (- I )" l Ik - h 1  : = 0. 
k 0 
I 
Y2 (0 )  = h2 ====? [ ( - 1 )" 1'k - h2 := 0. 
k 0 
( 3 .25 )  
(3 .26 ) 
Combin ing ( 3 . 25) ,  ( 3 .26) together wi th ( 3 .23 ) , ( 3 . 24 )  give the fol lowi ng 2N + 4  non l i near 
equat ions wi th 2N + 4 unknown 
Fo(V) 
Go (V) 
N+ I 
[ ( - I )k llk - h l  := 0 .  
k-O 
N N+ I N+ I 
[ 1'kDa Fka (.\} ) - f(xj . [ lIkFka (Xj ) . [ 1'kFka (Xj ) )  := O. k=O k-O k 0 
1 + 1 
[ (- 1 ) kvk - h2 := 0. 
k 0 
N N+ I 
Gj (V) = [ lIk (Fka ) , (.\} ) - [ vkFka (xj )  : =  O. k�O k-O 
for j = I : N + 1 .  Here the vector V repre ent a l l  the unknown ; i . e .  
V = [1I0 . 1 I 1 . · · · . L l + 1 . 1 '0 . 1 ' 1 . . . . . 1 'N+ l r · 
otice that, one may rewrite ( 3 .27 )  in  the fol lowing matri x form 
F(V ) = 02N-I-4X I ·  
( 3 .27 ) 
( 3 . 28 )  
where F(V ) = [Fa . · · · . FN+ I ' Go . · · ·  . GN+ l r .  Notice that we may u e the mul t id imen­
sional version of ewton'  method (de cribed i n  the previous sect ion) to o lve ( 3 .28) .  
3.3. 1 umerical Re ult 
3 
In th Is . cct ion, the proposed numerical method i implemented to o lve two examples 
in  order to pro e iL effic ien y and accuracy. In the proceed ing example , the topping 
criterIa for ewton method i. chosen to be £ = 1 0- 1 °, and the number of iterat ion < SO. 
Th li L t example i '  pre ented for sake of compari on with the Legendre wavelet method 
l 49 ] .  
Exam ple 3.3. 1 .  Con ider the fol lowing non l i near in i t ia l  value problem 
( 3 . 29 ) 
subject to 
)' (0)  = O. )" (0) = O. 
i I 05 '1r ,2  .., 7 . . 7 where f3 = 2" ' g (x) = -�2 + e--1r x and the e act o l Ut 1on I g iven by y(x) = .\: 2 . 
Applying the above techn ique, we t ran form the i n i t ia l  value problem ( 3 .29) into 
the fol lowing y tern of fi r t order in i t ia l -value problems 
subject to 
v' = \'J • 1 • -
Y I (0) = o. )'2 (0) = o.  
( 3 . 30) 
( 3 . 3 1 )  
( 3 . 32 )  
The series solut ion for )' 1 (x ) and )'2 (x) i n  term of the fract ional order Legendre functions 
are g l\ cn b 
1 J 
Y J (x) ;:::::; I I (X) = [. u"Fk1 '\r) .  Y:lr) ;:::::; 1{r) = [. 1'kF,,1 /2 (x) . k 0 k 0 
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( 3 .33 )  
I n  the pre en t  ... imulat ions for th i e ample. we  u. ed = 6. h = � . The numerical and 
exact ,,>ol ut ions (after five . teps of the mul t id imen ional ewton '  method) are pre,ented 
in  Figure 3 . 3 .  
1 0 
0.8 
0 6  
0 4 
0 2  
0.2 0.4 0.6 0.8 1 .0 
Figure .3: Graph of the approxi mate o l ut ion,  II ( . ) . and the exact solution. y ( so l i d ), for Example 
3 .3. 1 
I n  add i t ion.  to confinn the accuracy of the present re u l t  . Table ( 3 .2 )  i l lustrate the ab 0-
lute value of the error which obtained by the pre ent techn ique and the one obtained by 
applying the Legendre wavelet [ 49 ]  for th i  example .  The advantages of our cheme i 
c learly een through th i  table. 
0 .3  
0.4 
0.5 
0.6 
0.7 
1 0.8 1 
0.9 
l u (x) - y(x) I ( Pre ent  Method) 
6 .33902 x 1 0- -
6 .4 1 703 x 1 0- J 2 
6 .46 1 62 X 1 0- 1 2 
6.50265 X 1 0- 1 2  
6. 53773 X 1 0- 1 2 
6.56888 X 1 0- 1 2  
6.59785 X 1 0- 1 2 
6.62460 X 1 0- 1 2 
6 . 64842 X 1 0- 1 2  
l u (x) - y(x) 1 [ 49 ]  
9 .6996 x ] 0  
9 .3927 X 1 O--l 
1 . 5087 x 1 0-3 
3 . 3989 X 1 0-4 
2 .4 1 63 X 1 0-3 
3 . 1 023 x 1 0-4 
1 .4799 X 1 0-3 
6. 3407 x 1 0-4 
4 .670 1 x 1 0-3 
Table 3.2 :  Compari on o f  the absolute er or for Example 3.3. 1 
Example 3.3.2. Can ider the fol lo\ ing non l i near in i t ia l  value problem 
D l y(x) - 2e-" ') = g (x) ,  x E (0 . I ) , 
subject to 
I 3 
y(O) = - - . /(0) = 4 '  
and g (x) L cho. en . a that the exact o lu t ion y(x) = (x _ �)3 . 
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( 3 .34)  
I n i t ia l ly. We tran form the in i t i al value problem ( 3 . 34)  in to the fol lowing y tern 
of fi r t order in i t i al -value problem 
ubject to 
yl = v, . I . � ( 3 .35 )  
( 3 .36)  
( 3 . 37 )  
The , erie o lu t ion fOf )' I (x) and )'2 (x) i n  tenllS of the fract ional order Legendre function 
are g iven by 
N ..... l N+ l 
Y l (x) :::::: u (x) = L l lkF?8 (X) , Y2 (X) :::::: v (x) = L 1JkF?8 (x) . k 0 k 0 
( 3 .38)  
otice that we appl ied the pre ent technique wi th N = 8 and h = � .  The graph of the 
approximate olut ion lis, for s = 1 . . . . . 4, together wi th the exact olut ion are di played i n  
Figure 3 .4 .  I t  i c learly een that t he  equence l is converge rapidly to  t he  exact olut ion . 
0.8 
0 .6 
0 .4 
0.2 
0. 1 0  
0.05 
-0.05 
-0. 1 0  
s=3 
0.4 0.6 0.8 1 .0 
0 . 1 0  
0.05 
-0.05 
-0. 1 0  
0. 1 0  
0 .05 
-0.05 
-0. 1 0  
4 1  
s=2 
- Q..4. _ 0.6 0.8 1 .0 
..... ..... ... _ - -- -- .... 
s=4 
0 .4 0 .6 0 .8 1 .0 
Figure 3 .4 :  Graphs of the approxi mate olut ion.  II ( da hed ) .  and the exact o lut ion,  y ( o l id) ,  for 
Example 3.3 .�  
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Chapter 4:Summary and Conclusions 
The pre�ent the. i. deaL wi th numerical treatment of c Ia. e of l i near and non l i near frac­
t ional i n i t ia l  val ue problems ( FIVP'. ) .  Ba ed on the the spectral method with fract ional 
Legendre function. as ba i , we were able to repre ent the exact o lut ion by a . erie . 0-
lu t ion with a fi n i te urn .  By a "good choice" of the col location poin t , we converted the 
origi nal fract ional i n i t i a l  value problem into algebraic . y tern which was olved numer­
ica l ly u�ing the powerfu l mul t id imen iona] er ion of ewton' method . The present 
techn ique i ,  appl ied to di cu the o lut ion of fi rst and econd order F IVP' . The effi­
c iency and accuracy of the pre em cheme i di cu ed via o lv ing se era I example and 
compare wi th other researcher . 
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