Abstract-Acyclic flow networks, present in many infrastructures of national importance (e.g., oil and gas and water distribution systems), have been attracting immense research interest. Existing solutions for detecting and locating attacks against these infrastructures have been proven costly and imprecise, particularly when dealing with large-scale distribution systems. In this article, to the best of our knowledge, for the first time, we investigate how mobile sensor networks can be used for optimal event detection and localization in acyclic flow networks. We propose the idea of using sensors that move along the edges of the network and detect events (i.e., attacks). To localize the events, sensors detect proximity to beacons, which are devices with known placement in the network. We formulate the problem of minimizing the cost of monitoring infrastructure (i.e., minimizing the number of sensors and beacons deployed) in a predetermined zone of interest, while ensuring a degree of coverage by sensors and a required accuracy in locating events using beacons. We propose algorithms for solving the aforementioned problem and demonstrate their effectiveness with results obtained from a realistic flow network simulator.
I. INTRODUCTION
A CYCLIC FLOW networks are directed acyclic graphs (i.e., graphs whose edges do not form a directed cycle) where each edge has a capacity and a consistent flow is maintained in the edges. Acyclic flow networks are pervasive in infrastructures of national importance, including oil and gas and water distribution systems. These critical infrastructure systems are susceptible to a variety of attacks, including contamination with deadly agents and physical destruction, which would impact a large, geographically disparate population. To support the protection of infrastructure systems, networks of sensors are designed and strategically placed to monitor the quality and quantity of flow of resources. While engineering infrastructure is typically monitored through the use of immobile sensors, mobile sensors can provide a significant advantage in protecting our infrastructure systems.
A mobile sensor network consists of mobile sensors and fixed beacons that are released within a flow network when a utility or governing body has determined the presence of a potential threat to the infrastructure. Sensors are equipped with sensing modalities specific to the type of the event that is suspected. Once inserted in the network, sensors are transported by the flow along a set of fixed paths. As sensors travel along edges, they sense both the presence of a disruption or contamination and their proximity to beacons. These sensors are assumed to be able to accurately identify events in the pipes they traverse. Typically, sensors can obtain information about their location based on communication with beacons and must be physically captured to extract data. For these applications, sensors are inexpensive, and inserting sensors does not disrupt the network flow. Our research is enabled by recent advances in wireless sensor network technologies and successful deployments of, mostly static, sensor network systems for military applications [1] , emergency response [2] , and habitat monitoring [3] .
While these sensors are currently under development for realistic implementation, new algorithm development is needed to efficiently use sensor data to detect the existence and location of an event. Specifically, a novel methodology is presented to address the problem of reducing the number of sensors and beacons deployed in an acyclic flow network, while ensuring that desired accuracies for event detection and localization are achieved. Since the algorithmic aspects and optimality of the solutions are the key focus of this paper, we look at acyclic flow networks in general and use water distribution systems as an example of acyclic flow networks. More specifically, the contributions of this article are as follows:
• We propose the idea of acyclic flow sensor networks and formally define the problem for optimal event detection and localization in such networks.
• We prove that the event detection problem is NP-hard and propose an approximation algorithm to derive the minimal number of sensors to be deployed and their deployment locations.
• We propose algorithms for optimally solving the event localization problem in acyclic flow networks, through an intelligent deployment of beacons.
• We develop an algorithm for learning network flows, based on estimates of flows in the graph and feedback from deployed sensors.
2168-2216/$31.00 © 2013 IEEE Fig. 1 . Acyclic flow network example-a water distribution system, encompassing water storage (e.g., reservoir and water towers), and water distribution (i.e., a network of underground pipes).
• We evaluate the performance of our solutions through extensive simulations using a high fidelity acyclic flow network simulator and realistic flow networks.
The rest of the article is structured as follows. In Section II, we describe the preliminaries of monitoring a water distribution network using the method proposed. In Section III, we formulate the problems of optimal event detection and localization in acyclic flow networks, and in Sections IV and V propose solutions for them. In Section VI, we present an algorithm for flow estimation, which relaxes an earlier assumption. We present performance evaluation results in Section VII and review the state of the art in Section VIII. We conclude in Section IX with ideas for future work.
II. MONITORING WATER DISTRIBUTION NETWORKS
An acyclic flow network can be best described by considering a typical example-a water distribution system, as shown in Fig. 1 . Water, stored in water reservoirs or water towers, is pumped by pumpstations into a network of underground pipes. Depending on the demand for water by various consumers, the flow in pipes can change in direction and magnitude.
Water distribution, one of seven critical infrastructure systems identified in the Public Health, Security, and Bioterrorism Preparedness and Response Act [4] , is particularly vulnerable to a variety of attacks, including contamination with deadly agents through intentional or accidental hazards. Contamination of a water supply can have acute consequences for public health and can impact economic vitality [5] . To protect consumers in a network, water security measures should include an online, real-time contaminant warning system of sensors to quickly identify any degradation in water quality. Efficient placement of sensors is needed to collect information for responding to a threat by identifying the location and timing of the contaminant intrusion [6] and developing strategies for opening hydrants to flush a contaminant [7] . An extensive set of studies has been conducted to develop and apply optimizationbased methodologies for placing sensors in a water distribution network [8] , [9] .
To address the challenges of managing water infrastructure following the events of 9/11 in the US, an online contaminant monitoring system was deemed of paramount importance. As a result, the battle of the water sensor networks (BWSN) design competition was created. In a BWSN project [10] , the authors aim to detect the contamination in the water distribution network with the help of a few static sensors. Such systems have been preliminarily tested through deployment in municipalities and laboratory settings for detecting leaks and breaks in pipe networks [11] , [12] . SmartBall [13] is a technology developed by Pure Technologies to detect leaks in pipes. Sensors are inserted in water and sewage pipelines to detect leaks using acoustic signals. Since such in-pipe systems are already in place, it is safe to assume that use of in-pipe sensors is a viable option for monitoring, and that sensor insertion and collection from pipes is possible and acceptable by utility companies.
Due to the costs of placing and maintaining sensor networks, the sensor-placement problem has been traditionally solved for a limited number of sensors that often cannot provide adequate coverage of a realistic network. In addition, existing sensor technology limits the locations for placing sensors, owing to a small number of points in an underground network that are both accessible and located near a power source. Recent research has investigated the placement of wireless networks to enable a new approach for monitoring water distribution systems through low-cost autonomous, intelligent sensors. A mobile sensor network is comparable in cost to a static sensor-based solution, since it deploys inexpensive sensors. Compared to static sensors (ranging in price from $40 000 to $50 000), one mobile sensor or beacon is expected to cost on the order of tens/hundreds of dollars. In addition, mobile sensors have the potential to more accurately detect events. Since mobile sensors can move very close to the source of contamination, the accuracy of detecting events is higher than sampling dilute contaminant with static sensors downstream of an intrusion. With further work in this research area, we envision a solution wherein sensors inserted remain in the pipes continuously monitoring the system and reporting events through wireless communication. Such a system will be cost effective, efficient with fast response time.
III. PRELIMINARIES AND PROBLEM FORMULATION
In a water distribution system, we are interested in identifying the point(s) in the system where an attack, e.g., chemical contamination, might be taking place. To achieve accurate and cost effective discovery of the contamination point, we propose to deploy sensors (i.e., chemical sensors in this scenario) in the water distribution system.
Mobile sensors can provide improved coverage of pipes at a lower cost to municipalities. The type of sensors used are assumed to detect events with negligible false positive rates. The advantage of using in-pipe sensors, when compared to static sensors, is that events will be detected at closer range. Moreover, these sensors are transported by the flow in the network. Consequently, the sensed data can be collected more effectively than static sensors, when a chemical contaminant TABLE I  LISTOF SYMBOLS USED THROUGHOUT THE ARTICLE spreads through the pipes. When few static sensors are used, the sensors will have to be placed at points where the contaminant has highest concentration to obtain similar results.
Due to the limited application of GPS in underground pipe networks, a deployed sensor can only infer its position from its proximity to points with known locations, such as beacons. In this paper, we assume the availability of inexpensive sensors, equipped with simple sensing modalities and with no communication capabilities. Simple sensing modality means that the sensor is capable of detecting contamination in large concentrations only, i.e., typically around the point of contamination. The lack of communication capabilities means that sensors do not collaborate. In this article, for deriving optimal event localization algorithms, we consider time-invariant acyclic flow networks, in which flows do not change over time. When a sensor is at a junction, the next edge it passes through is dependent on the flows in the outgoing edges.
In the remaining part of this section, we formally define terms pertaining to acyclic flow networks and formulate the optimal event detection and optimal event localization problems. Table I contains all symbols used in this article.
A. Definitions
We consider a directed acyclic graph G(V, E) in which every edge (u, v) ∈ E has a non-negative, real-valued capacity denoted by c (u, v) , and two sets of vertices: S = {s 1 , s 2 , . . . , s k } a set of sources, and
Definition 1: An acyclic flow ntwork, F, is defined as a real function F : V × V → R with the following properties:
• F(u, v) ≤ c (u, v) , where c(u, v) is a constant. This means that the flow on an edge cannot exceed its capacity.
• w∈V F(u, w) = w∈V F(w, u)∀u ∈ V , unless u ∈ S or w ∈ D, which means that the net flow of a vertex is 0, except for source and sink vertices. It is worth noting that, for some acyclic flow networks, such as, water distribution systems, precise real-time knowledge about flows in the network (i.e., flow direction and magnitude) can be difficult to obtain.
Definition 2: A beacon (B i ) is a component that periodically broadcasts its location. A beacon is placed at a vertex v j ∈ V .
Definition 3: A sensed path (SP i ) is a set {e j |e j ∈ E} of edges through which a sensor n i traveled and sensed events and proximity to beacons.
Definition 4: An insertion point (or source) is a vertex s i ∈ V at which sensors are introduced into the flow network.
Definition 5: A path synopsis (P S i ) for a sensor n i is an ordered list of events and beacons encountered by the sensor along its sensed path SP i .
Definition 6: A zone of interest (I) is a subset of edges in graph G(V, E), i.e., I E, which we are interested in monitoring. A given F can have multiple Zones of Interest.
A typical zone of interest in a water distribution can be an area from which complaints are received. All edges in graph G(V, E) can also be considered a zone of interest.
Definition 7: The degree of coverage (D c ) is a threshold probability, such that each edge of I is sensed/traversed by any sensor, with at least D c probability. More precisely, 0 ≤ D c ≤ 1, and ∀e i ∈ I, the probability of covering/traversing e i is ≥ D c .
Definition 8: The probability of detection/event localization accuracy (P d ) is the probability of finding an event (or the accuracy of event localization) in zone of interest I. Formally,
, where T P , T N, F P , and F N are true positives (i.e., an event existed and the algorithm detected it), true negatives (i.e., an event did not exist and the algorithm correctly indicated a non-existence), false positives (i.e., an event did not exist, but the algorithm detected one), and false negatives (i.e., an event existed and the algorithm failed to detect it), respectively.
Definition 9: A suspects list is the list of edges {e i |e i ∈ E} where an event of interest was detected by a sensor (i.e., recorded in its path synopsis).
B. Formulation of Problem
Given the above definitions, an acyclic flow network poses two interesting problems. The first one is the "optimal event detection problem" (i.e., detecting the existence of an event in a zone of interest) using the fewest resources possible. The solution to this problem is a binary decision, i.e., an event is present or not. The second problem is the "optimal event localization problem" (i.e., detecting the location of an event) using the fewest resources possible. From here, on we will refer to "event detection" as "sensing coverage", since detecting an event requires sensing coverage. The two aforementioned problems are formally defined as follows:
Optimal Event Detection (Sensing Coverage) Problem (SCP): Given an acyclic flow network F, a zone of interest I in F, and degree of coverage D c , find the set S = {(s i , q i )|s i ∈ V ∧ q i ∈ N} of insertion points s i (sources) where sensors need to be deployed, and the number q i of sensors to be deployed at s i , such that their sensed paths cover each edge of I with a probability ≥ D c and the number of sensors inserted,
Optimal Event Localization Problem: Given an acyclic flow network F, a zone of interest I in F, with required accuracy of localizing an event P d , compute the minimum number of beacons that need to be deployed in F, and their deployment locations (i.e., vertices in V ) such that the probability of localizing an event is P d . An event X is localized using {P S i |i ≤ |S| j=1 q j } (a set of path synopses) for all sensors deployed in the F by identifying a set of edges where the event could be present (i.e. Suspects List).
D c specifies the number of sensors to be inserted in the flow network (i.e., sensing coverage for event detection), whereas P d specifies the number of beacons to be deployed (event localization accuracy). When P d is high, most vertices in the flow network will have beacons. Thus, if an event is detected in a zone of interest, it is localized more accurately when P d is high (note that if P d is high, and D c is low, there is a chance that an event might not be detected). Typically, accurate event localization requires sensing coverage, because an event can be localized only if it is detected. In systems where it is sufficient to know that an event occurred, P d may be 0, which means no beacons are required.
Example 1: We illustrate the aforementioned concepts with an example, shown in Fig. 2 . In the shown acyclic flow network, the zone of interest I consists of six edges, 
where E is a set of n elements, V is a set of m subsets of E covering all elements of E, and S is a subset of V that contains all elements of E. Each subset V j has a weight ω j . S is constructed such that E can be covered with cost W .
We construct f :
where V , E, I, and D c represent the vertices, edges, zone of interest, and degree of coverage of FSN, respectively. F defines the flow in any edge. I should be covered with W sensors. Here, the set of edges E can be divided into two sets-E 1 represents the mapping of E and V using elements of the sets in V, and E 2 represents the set of elements E. The corresponding vertices are represented by the three subsets of V with labels u, v, and w, as shown in the above construction.
The flows in F are such that if ω j sensors are inserted in w j , the edges in E 1 starting at w j are covered, i.e., (w j , u i )|e i ∈ V j ; i = 1, 2, . . . , n. Any sensor that reaches u i also covers the edge Equivalence: S covers E with cost W ⇐⇒ ∀e ∈ I, e is covered by W sensors with D c probability in F. ⇒ Given S covers E with cost W . Since D c = 1, all edges in I need to be covered with 100% probability. The number of sensors to be inserted in w j , j = 1, 2 . . . m such that all edges incident on it are covered is ω j |j = 1, 2 . . . m. Any sensor that reaches u i will cover the edge (u i , v i ). Since S covers E with cost W , selecting the corresponding vertices in F covers all edges in I with 100% probability. Thus, if S covers E with cost W , inserting W sensors in the corresponding vertices in F, ∀e ∈ I, e is covered by the W sensors with D c probability in F. ⇐ Given all edges of I in F can be covered by W sensors with D c probability. By our definition of E, all u i 's are covered by at least one w j . Hence, any set of u i in the set of insertion points can be replaced by an existing w j without increasing the cost. Note that using our definition of E, each vertex w j can be used to uniquely identify V j ∈ V. Further, each w j covers a set of edges in I and each corresponding V j covers a set of elements in E. Hence, the sets corresponding to the insertion points ensure that V covers E with cost W .
In the remaining subsections, we present a heuristic solution for SCP.
A. Sensing Coverage Algorithm
The algorithm we propose for solving SCP, the optimal SCP, is shown in Algorithm 1 and consists of three main steps: in the first step, we derive the number of sensors that must be deployed at each vertex, such that edges in the zone of interest are covered (this step is reflected in Lines 1-8); in the second step, we derive the minimum number of sensors required to ensure D c coverage of zone of interest (this step is reflected in Lines 9-15); in the third step, we obtain the best insertion points for the mobile sensors (this step is reflected in Lines 16-27). These steps are described in detail below.
Algorithm 1 Sensing coverage
Input: D c , F 1: for each e i ∈ E do 2: for each e j ∈ E do 3: 
end if 21: end for 22: end for 23: while Edges in I are not covered do 24:
Update G for covered edges 27: end while
Model Movement of Sensors in Zone I (Step 1):
To ensure sensing coverage, we first derive the probability that a sensor deployed in an acyclic flow network F will reach a zone of interest. Consider a F with one source v 1 and the remaining |V | − 1 sinks and |V | − 1 edges. For a given edge i in this F, the probability of a sensor inserted in v 1 traversing through i is
where f i is the network flow in edge i and T f is the total outgoing flow at the source.
In a multiple source F, where we allow sensors to be inserted at any vertex, we derive p i using a matrix M, which describes the edge to edge transitions as follows:
where e ij is the probability that a sensor currently in edge i will be in edge j after passing through its terminal vertex and r is the number of source vertices in the flow network (to account for sensor insertion into the flow network, we add one fictitious edge to each source vertex). The rows of M represent the current edge and the columns of M represent the next edge. Every e ij is calculated similar to the single source scenario. In Lines 1-5 of Algorithm 1, this matrix is constructed. The prob function in Line 3 calculates the probability that a sensor currently in edge i will be in edge j after passing through its terminal vertex. The probabilities that a sensor inserted in F will traverse a particular edge are computed in the form of a "traversal probability matrix" T, as follows:
where 0 |E|+r,|E|+r is the zero matrix of size |E| + r, |E| + r. In T, as defined in (1), t ij is the probability that a sensor inserted into edge i will traverse edge j of F. Because F is acyclic, to compute the probability that a sensor inserted traverses a particular edge, we need to consider a large enough l such that M l is a zero matrix (i.e., all sensors have reached sink vertices). Lines 6-8 of Algorithm 1 construct the matrix T using M.
Derive Number of Sensors Required for D c (Step 2):
To determine ν i -the number of sensors needed to achieve at least D c probability of coverage of edge e i -we first define a random variable X for the number of sensors that pass through edge e i . When n s sensors are inserted at a junction, the movement of each sensor is an independent event. Therefore, we can say that X follows a binomial distribution b(n s , p), where p is the probability that a sensor will pass through that edge and n s is the number of sensors inserted. The probability that exactly x sensors go through the edge is described by the probability mass function
The movement of these sensors is a random process. The probability that no sensor passes through an edge is given by
When p is small and few sensors are inserted, the probability of leaving an edge uncovered is high. For small values of p at a junction, to ensure D c , a large number of sensors should be inserted. In an ideal case, all the outflows at a vertex are the same. Therefore, the number of sensors required to cover all the outgoing edges at any given vertex is minimized (i.e., p i for all outgoing edges will be (1/#outgoing edges). Therefore, the same number of sensors are required to cover all the edges at a vertex.
Let us define an event A when at least one sensor passes through an edge e i . We aim to determine ν i such that P (A) ≥ D c . Note that P (A) = 1 − P (A ), where A is the complement of A, making P (A ) the probability that no sensor will traverse the edge e i . Using (2) we obtain
From (3), ν i can be obtained as
When the probability p i of reaching an edge is known, we can then calculate the number of sensors that needs to be inserted to reach a desired detection threshold D c . If p i ≥ D c , then one sensor is sufficient for detection. When p i > D c , a larger number of sensors should be inserted to reach the detection threshold.
Using (4), the traversal probability matrix T is converted to a "sensor requirement matrix" N, in which each element n i j is the number of sensors to be inserted into the ith edge's terminal vertex v i to reach jth edge's terminal vertex v j with probability D c . Formally, N is defined as:
where v i is the terminal vertex of e i and v j is the terminal vertex of e j . All elements of N are initialized to 0. Wherever an element of T is 0 (i.e., the destination edge is not reachable from the insertion edge), a 0 is also present at the corresponding vertex in N, as a marker for unreachability (i.e., if t ij is 0, then n i j is 0, where v i is the terminal vertex of edge e i and v j is the terminal vertex of edge e j ). Similarly, when t ij = 1, n i j is also 1. t ij = 1 means that all sensors in edge e i will reach edge e j with 100% probability, and hence, insertion of 1 sensor is sufficient in vertex v i to reach vertex v j . Thus, technically a different D c may be used for some edges. This may be useful in the cases where detection in some edges is much more important than others. Lines 9-15 of Algorithm 1 construct N using T and (4).
To obtain a solution for our SCP, we must select a set of "good" insertion points from the matrix N that cover our zone of interest in the flow network.
Insertion Point Selection Heuristic (Step 3): Since our problem is NP-hard, we define a "goodness" matrix G to select insertion points. The goodness matrix G is defined as
where n ij is an element of the matrix N and m ij is the number of edges between v i and v j on all paths between v i and v j . In When the algorithm terminates, it produces a set of vertices, each with an associated number of sensors to be inserted into the flow network, which meet the sensing coverage requirement D c .
Algorithm Complexity: This greedy heuristic approach is an approximation to the optimal solution for sensor placement in F. Our heuristic uses the same technique to approximate the WSC problem. The approximation ratio for WSC heuristic was proved to be ln |V | [14] . Since flows in all edges are assumed to be known, Line 3 takes O (1) For clarity of presentation, we exemplify how our algorithm works in the flow network shown in Fig. 3 , for which we require D c = 0.75. In this example, the flow in edges e 2 The smallest element in G is G 2,4 . Vertex v 2 is chosen as the insertion point. The corresponding element in N, N 2,4 is 2. Hence, two sensors are inserted at vertex v 2 . All edges reachable from v 2 to v 4 are removed from N. This reduces the matrix to a zero matrix. Hence, we obtain S = {v 2 , 2}. Since e 1 was a virtual edge, we eliminate it. All edges of I are covered with at least D c (75%) probability.
V. BEACON PLACEMENT FOR OPTIMAL EVENT LOCALIZATION
Our solution to the problem of optimal event localization in acyclic flow networks consists of two steps: in the first step, we seek an optimal placement of beacons (i.e., reduce the number of beacons), so that probability of event detection P d is met; in the second step, using the path synopsis collected from sensors, we identify the location of an event. More formally, these steps are described as follows: 1) Beacon placement algorithm: Given F-an acyclic flow network and P d , the required probability of event detection, find the set B = {b i |b i ∈ V } of vertices where beacons are to be placed such that the probability of localizing an event is greater than P d ; ii) Event localization algorithm: Given F-an acyclic flow network and {P S i |i ≤ |S| i=1 q i }-a set of path synopses for all sensors deployed in the F, localize an event X, detected by sensors, by identifying a set of edges (i.e., suspects list), where the event might be present.
In the remaining part of this section, we present our algorithms for solving the optimal event localization problem.
A. Optimal Beacon Placement Algorithm
The beacon placement algorithm is presented in Algorithm 2. This algorithm optimizes the placement of beacons in the network, so that the event localization algorithm can achieve a P d accuracy. Consider the directed acyclic graphs G(V, E) and G(V, E) . In Line 1, a vertex queue Q is initialized with sources of F. In Line 2, a beacon is placed in all sources of F. Fig. 2, v 3 .φ = 0, since beacon B 2 is placed at v 3 . If there was no beacon at
Algorithm 2 Beacon placement
φ unless v i has a beacon. Hence, we can iteratively obtain φ for a vertex, using φ of its parents. When a beacon is placed at v j , v i 's potential will decrease. At the end of beacon placement, every vertex should have a potential less than a threshold to ensure accuracy of event localization. A threshold τ for φ is derived from P d in Line 3.
Lines 4-29 iterate over the vertices of a graph using BFS. If the parent of a vertex v i was not iterated over, the vertex is added back to the queue, with a priority, in Line 8. This is because we cannot make an informed decision about beacon placement in v i without knowing the potential value v i .φ. We maintain a heap for the parents of v i that do not have beacons, with key as p j .φ, in Line 11. Once we check all parents of v i , we are sure that the potential of v i is correctly computed. Now, we start placing beacons at the parent vertices of v i until the potential of v i decreases below τ . Parents are selected using a greedy approach, so that as few parents as possible have beacons, as shown in Lines 14-18. If v i .φ is still greater than τ , a beacon is placed at v i . Lines 22-27 add the children of v i to the queue, similar to BFS. Once a vertex is iterated over, it is marked as completed in Line 28. Since we consider directed acyclic graphs, Line 8 will not introduce an infinite loop.
Example 3: Consider the graph shown in Fig. 3 . At each iteration, the φ for one edge is updated in a BFS order. For P d = 0.5, the threshold τ is two edges. φ will be updated, and beacons will be chosen as shown below. At first, a beacon is placed in v 1 and Q = {v 1 }. 
Algorithm terminates. We can now see that no vertex has φ greater than τ . This algorithm provides an optimal solution to the beacon placement problem for directed acyclic graphs, since we ensure optimal result for each subgraph of G. The time complexity of this algorithm depends on the number of times a vertex is added back in the queue and the number of parents a vertex has. Adding and removing parents from heap take O(< n) time, where n is the number of parents. A vertex can be added back to the queue at most O(V ) times. There is no cyclic dependency because the graph is directed and acyclic. The number of parents of a vertex is also O(V ). Consequently, the beacon placement problem is in P, and our algorithm has O(V 3 (< V )) time complexity.
B. Event Localization Algorithm
The algorithm for event localization is presented in Algorithm 3. In Line 1, we initialize suspects list (i.e., edges where an event might be present) to contain all edges in the network. We follow an elimination method to localize events to as few edges as possible. In Line 2, we initialize a beacons table (BT ). Each entry in the BT contains, for each pair of beacons, the number of paths and the list of edges between them, and an indication of whether an event is present or not between them. The number of paths and list of edges between each pair of beacons is obtained from the graph. The event indicator is initialized to false. Next, in Lines 3-15, we iterate over all sensors to analyze their path synopses. For each entry in the path synopsis p of a sensor n i , Line 5 checks if no event was detected. If no event is detected between two beacons, and there is only one path between them, then the edges in that path definitely do not have an event. Hence, Line 8 eliminates such edges from suspects list. If an event is found in the path synopsis, we mark an event in the corresponding BT entry, in Line 12.
Algorithm 3 Event localization Input P S, N , G(V, E)
1: Upon iterating over all path synopses obtained from all sensors, the BT entries will reflect whether an event was detected on a path between pairs of beacons. Consequently, in Lines 16-24, we iterate over the entries in BT . An entry in the BT will be marked for an event only if one of the sensors detected an event between the beacons for that entry. If the entry in BT is not marked with an event, Line 19 removes edges between those beacons from Suspects List. At the end of the iteration, we will be left with the smallest possible Suspects List, i.e., the highest event localization accuracy.
The time complexity of this algorithm depends on the number of sensors, the number of beacons in each path synopsis, and the number of edges between any two beacons. The number of edges between any two beacons is O(E). Number of sensors is O(V ) and the number of beacons in the path synopsis is also O(V ). The worst case time of the algorithm is O(V 2 E).
Example 4:
Consider again the flow network in Fig. 2 . Between source v 6 and sink v 3 , there are six possible paths. When sensing coverage is ensured, sensors are inserted in such a way that all these paths are covered. Without loss of generality (since we solve here the event localization problem), we can assume that all sensors were inserted in the source. Let there be an event in edge (v 5 , v 4 ) . The sensed paths SP i of the sensors (and their path synopsis P S i ) are:
In the first part of the algorithm, the following edges are removed:
. Next, we use BT entries, but we cannot remove more edges. Hence, finally, in the suspects list, we have
We remark here that if we know that there was only one event in the network, we can localize the event more precisely by taking only the common edges from the BT entries that have events. In the above example, we can reduce suspects list to (v 5 , v 4 ), thereby achieving 100% success.
VI. FLOW ESTIMATION
Up until this point, we assumed that flows in the network edges are known. In the real world (i.e., a real water distribution system), due to the usage/flow dynamics, the flows (i.e., directions and magnitude) are not known precisely. In this section, we present a solution which relaxes our assumption about known flows in F.
We propose a solution in which an estimate of flow is initially derived, based on knowledge about the network flow topology and average usage patterns (e.g., utility providers have access to household average water usage). Then, the actual flows in the network are learned, based on events and encountered beacons, reported by sensors.
Based on the monthly bills of users, an average demand is available. Using these values, estimates of flows are generated. Mathematically, the problem can be defined as: given G(V, E), D = {d i |∀v i ∈ V } (i.e., the demand at each vertex of the network), and c(u, v)∀u ∈ V and v ∈ V (i.e., the capacities of all edges), derive F(u, v)∀u ∈ V and v ∈ V , the flows in all edges. This problem is precisely the computation of the maximum flow in a network. To estimate these flows, each sink is replaced by an edge. The demands at the end points set the flows in those edges. We know the capacities of the network edges. Hence, a max-flow algorithm can be used to compute the flows in all edges. To approximate the flows in all edges based on the maximum flow in the network, we use the EdmondsKarp algorithm [15] . Considering the graph example in Fig. 3 , let us set the capacities of all edges be five units. If the demand in v 4 fixes the total incoming flow to eight units, the flow will be divided by the Edmonds-Karp algorithm in v 2 and v 3 as three units and five units, respectively.
Initially, for solving the SCP, Algorithm 1 uses the estimated flows, which may not provide the expected results. The results, however, can be used to learn the actual flows.
For solving the event localization problem (i.e., deriving a beacon placement), however, we cannot rely on flow directions in the estimated graph because it may not be optimal (e.g., if the estimated flows are reversed in some edges, when compared with actual flows). Instead, we consider both G(V, E) and
where u, v ∈ V (i.e., the only difference between G and G rev is the direction of their edges). Since Algorithm 2 relies on the input graph G being directed, we run the algorithm with G and G rev as inputs and the union of the beacons generated is used to place beacons in G.
Since Algorithm 3 for event localization does not depend on the direction or magnitude of flows, it is not affected by knowledge about flows.
A. Flow Learning Through Sensor Reuse
So far, we have approximated the flow in each edge of the graph. Next, we use information collected by sensors to learn flows in the network. This step can be repeated several times, i.e., through multiple deployments.
The key intuition for how we derive flows is as follows. Consider an undirected graph. Between any two beacons, there is a fixed number of paths/edges that do not include another beacon. Consequently, the direction of some edges between the two beacons can be inferred by the order in which the beacons are sensed by sensors. For example a path synopsis B 1 B 2 suggests that B 2 was sensed after B 1 . Hence, the directions of edges between B 1 and B 2 can be inferred. When flows in the system do not change, after several deployments, all flow directions can be inferred. While flows are inferred, the insertion points, the number of deployed sensors, and the placement of beacons (i.e., using Algorithms 1 and 2) can be decided using the new inferred flows after each deployment.
The steps for learning the flows are described in Algorithm 4. Lines 1-5 initialize the algorithm. Line 1 places beacons and Line 2 places sensors in the estimated graph. This deployment, when run on the actual network, gives as output, the path synopses and initializes the beacon table. Lines 6-13 iterates over the information collected on all sensors and records unseen beacon pairs and flows that are reversed. Lines 14-21 then iterate over all possible beacon pairs. Based on the information collected by path synopses, the flows in the estimated graph are altered in line 22. The same procedure is repeated as given by Line 23. The flow learning algorithm will reduce the difference between estimated flows and the actual flows in the pipes of the network. Table  5 : unseen ← BT 6: for each n i ∈ N do 7: for each p ∈ P S i do 8:
Algorithm 4 Flow learning

4: BT ← initialize Beacon
Remove 
VII. PERFORMANCE EVALUATION
To evaluate our algorithms, we have developed a simulator, FlowSim, as shown in Fig. 4 . FlowSim uses accurate simulation of sensors movement in a municipal water system, by loading results from EPANET [16] -a water distribution system simulator. We use EPANET as the ground truth in our experiments, since it is the closest to reality simulation can provide. We note here that vertices in the flow network are called nodes in EPANET terminology.
A "network/city model" contains the topology of the graph, pattern of demands at the vertices of the network, pipe dimensions, etc. For the city model, we used Micropolis [17] , a virtual network/city model. A map of Micropolis is shown in Fig. 5 , with water storage areas, a pumpstation, and a flow network using interconnected water pipes. Given a city network model, EPANET generates the flows in edges and demands at vertices. It is important to remark here that the flows generated by EPANET do not necessarily reflect the actual flows in a realworld deployment. In an actual water distribution system, the flows generated by EPANET can be considered estimated flows. As shown in Fig. 4 , the "network model," the "edge flows," and the "Vertex Demands" are inputs to FlowSim. When the demand patterns are not known, we use estimated demands based on monthly water utility bills. These estimated demands can also be used as inputs to FlowSim. FlowSim generates the optimal sensor and beacon placements and simulates a deployment. Events can be placed at edges in the network. Once the simulation is complete, path synopses are collected. Using these path synopses, the event detection algorithm is run. The outputs of FlowSim are used to learn flows when estimated flows are used.
The parameters we evaluate our algorithms against are: 1) D c -the degree of coverage; 2) P d -the accuracy of event detection; 3) the badness of the zone of interest, defined as
where f x is the flow in edge x of the zone of interest and f i x is the ideal flow in that edge (i.e., the outflows are equally divided at all junctions, which is ideal since it requires the least number of sensors for any D c coverage requirement); and 4) Δ-the difference between actual and estimated flows, defined as Δ = (f e x − f r x ) 2 × 1000, where f e x is the flow in edge x in the estimated graph and f r x is the flow in the real network in the same edge x.
For our evaluation, we used three zones of interest of different complexities, I 1 , I 2 , and I 3 , as shown in Fig. 5 . The values of B I and number of vertices and edges for the three areas of interest are given in Table II . Although I 2 and I 3 have approximately the same number of vertices and edges, their badness is different. The intuition behind the use of the badness metric is to indicate how hard it is to cover a zone of interest. We note here that the size of the network is not a good indicator for ease of coverage, since a large zone of interest with even distribution of flows is easier to cover than a smaller zone with uneven distribution of flows. For example, I 3 is harder to cover than I 2 , even though they have the same size, since I 3 has B I = 40.5 and I 2 has B I = 35.5; I 1 is harder to cover than I 2 , even though I 1 is smaller, since I 1 has B I = 51.5 and I 2 has B I = 35.5. Table II also shows Z f , the number of flows with zero or negligible flow (i.e., leaf edges with low flow demand). We do not include zero flows in a zone of interest I, primarily because their monitoring is not important for large networks (e.g., their zero or close-to-zero flows can have extremely limited effects on the large network).
The metrics for our performance evaluation are sensing coverage, event localization accuracy, and flow learning accuracy. Since, to the best of our knowledge, no other solutions exist for our problems, we compare the performance of our algorithms with random algorithms, which randomly choose insertion points (for sensing coverage) and locations of beacons (for beacon placement and event localization). For flow learning, we show that the difference in flows Δ reduces with subsequent deployments. More precise descriptions of algorithms, which we will use for our evaluation, follow.
Algorithm for Sensing Coverage: The algorithms we evaluate for sensing coverage are: 1) Alg1-A, which executes Algorithm 1 if actual flows are known (i.e., obtained from EPANET); 2) Alg1-E, which executes Algorithm 1 with flows being estimated; 3) Rnd1, which inserts a given number of sensors randomly in the network; and 4) Alg1-Rnd, which inserts the same number of sensors as Alg1-E, plus the difference up to Alg1-A, randomly. The number of sensors Rnd1 randomly inserts is derived based on the following observation. For a given zone of interest, Algorithm 1 generates the set S = {(s i , q i )} using D c . As we have noted, as D c increases, |S| i=0 q i (i.e., the total number of sensors deployed) increases as well. For a given D c and a zone of interest, however, |S| i=0 q i does not change (assuming the flows do not change), and we can use it for a fair comparison between Rnd1 and Alg1-A/E algorithms.
Algorithms for Event Localization Accuracy: The algorithms evaluated for event localization, for different values of D c , are: 1) Alg2-A, which executes Algorithm 2 if actual flows are known; 2) Alg2-E, which executes Algorithm 2 with flows being estimated; 3) Rnd2-A, which randomly deploys a given number of beacons and sensors, if flow information is known; and 4) Rnd2-E, which randomly deploys a given number of beacons and sensors, with flows being estimated. We note here that D c influences the coverage of the zone of interest, i.e., if the event is detected or not. When the event is not detected, event localization is not possible. Considering Definition 8, for e events and s edges in the Suspects List, the event localization accuracy becomes e + |E| − s/|E|. In Example 1, for a I with six edges, the Suspects List had two edges. Hence, the event localization accuracy is 1 + 6 − 2/6 = 0.83.
All our performance evaluation results are averages of 30 simulation runs with random seed values. We plot mean values and one standard deviation (represented as an error bar). Event localization and flow learning were evaluated on I 3 . This is because I 3 has a reasonable difference between the values of B I for actual and estimated flows and the size of the network is reasonably large. 
A. Preliminary Validation of Sensor Placement
In preliminary experiments, we demonstrated the importance of sensor-placement optimization by considering a zone of interest (a darker vertical rectangle in Fig. 6 ). For a degree of coverage D c = 0.6 of the zone of interest, the sensing coverage algorithm produced IN1534, IN1090, and VN826 as insertion points, shown in Fig. 6 . The sensing coverage results obtained from FlowSim are shown in Fig. 7 . As shown, when the optimal number of sensors (50 sensors in total: 20 at IN1534, 10 at IN1090, and 20 at VN826) is placed at the three insertion points, we can achieve the desired sensing coverage. The achieved sensing coverage is higher than the scenario when we insert 100 sensors at the pumpstation, and higher than the scenarios the same number of sensors (i.e., 50 sensors) are all inserted at a single insertion point. 
B. Impact of D c on Sensing Coverage
In this set of simulations, we investigate how our algorithm for ensuring sensing coverage is affected by D c , and how its performance compares with a random deployment of sensors. Since sensing coverage does not depend on events present, we do not consider P d .
The performance results for the three zones of interest I 1 , I 2 , and I 3 are presented in Fig. 8(a)-(c) , respectively.
We remark here that in Fig. 8 , the X-axis corresponds to the number of sensors inserted in the network and the D c for which this number of sensors was generated. For a D c , the number of sensors generated by Alg1-A is different from Alg1-E. Algorithm Rnd1 is executed for the same number of sensors used by either Alg1-A or Alg1-E. Alg1-Rnd is executed with the same number of sensors as Alg1-A. Consequently, in Fig. 8 , each Alg1-E simulation is accompanied by a Rnd1 simulation (two adjacent vertical bars), and each Alg1-A simulation is accompanied by a Rnd1 and a Alg1-Rnd simulation (three adjacent vertical bars).
The performance evaluation results in Fig. 8(a) show that when D c = 0.6, the number of sensors obtained by Alg1-E is 23, and the number of sensors obtained by Alg1-A is 94. Rnd1 is executed with both these inputs, i.e., 23 and 94. Alg1-Rnd inserts 23 sensors by executing Alg1-E and inserts the remaining 71 sensors randomly by the Rnd1 algorithm.
In Fig. 8(a) , we observe that increasing D c increases the number of sensors inserted, from 23 to 81 sensors for Alg1-E, and from 94 to 412 sensors for Alg1-A. This result is expected, since a higher D c demands a higher coverage, which can only be accomplished by deploying more sensors.
In Fig. 8(a) , we also observe that Alg1-E inserts fewer sensors than Alg1-A, for the same D c . This observation can be explained by the fact that the badness of actual flows (i.e., as used by Alg1-A) is worse than that of estimated flows (i.e., as used by Alg1-E) for zone of interest I 1 . A very interesting observation is that the number of sensors inserted by Alg1-E even at D c = 0.99 is smaller than the number inserted by Alg1-A when D c = 0.6. The significance of these results is that Alg1-E achieves a lower sensing coverage than Alg1-A, for a given D c . This result emphasizes the importance of accurate flow estimation. Fig. 8 (a) also shows that Rnd1 (which inserts the same number of sensors as the other algorithms) has a poorer performance than both Alg1-A and Alg1-E. An interesting observation here is that Alg1-Rnd, with the effort of inserting many more sensors than Alg1-E, performs similarly to Alg1-A. Now, considering I 2 as zone of interest, with results shown in Fig. 8(b) , we remark that the same observations made for I 1 in Fig. 8(a) hold. I 2 has smaller badness, consequently, it is easier to monitor. I 2 has an estimated B I = 39.8 and an actual B I = 35.5; therefore, we insert a marginally higher number of sensors with Alg1-A than with Alg1-E (for a given D c ). The "marginally higher number of sensors inserted" can be visualized in Fig. 8(b) , where the verticals bars corresponding to Alg1-E and Alg1-A appear interleaved (they appear separately in groups, in Fig. 8(a) ). Note that the X-axis is in increasing order of number of sensors.
We now consider I 3 as zone of interest, which is similar in size with I 2 , but has a higher badness. As expected, Fig. 8(c) shows that more sensors are inserted by Alg1-A in I 3 , when compared with I 2 . Another interesting observation is that the difference in the number of sensors inserted by Alg1-A and Alg1-E is higher in I 3 than in I 2 . This latter result enforces again the importance of flow estimation.
C. Impact of P d and D c on Event Localization Accuracy
In this set of simulations, we investigate how P d and D c affect the accuracy of event localization. Events to be detected and localized were randomly placed in 15 edges in I 3 , for different runs. This was repeated 15 times for different values of D c and P d , and the results were averaged. The results for accuracy of event localization, given different D c and P d , are shown in Fig. 9 . As shown, the achieved event localization accuracy is smaller than the P d , for lower D c . Nevertheless, this result is expected, since the sensing coverage is not 100% (for 60% sensing coverage, with 75% detection probability of detection, the expected event localization accuracy is ∼45%). We remark here again that, although D c does not affect the placement of beacons, the event localization accuracy depends on D c . The reason for this is the fact that for localization, edges with events need to be covered.
As presented in Table III , which shows the number of beacons inserted for a given value of P d in I 3 , a higher P d requires a higher number of beacons. To achieve a P d = 99%, we would require 70 beacons, placed in all 70 vertices of I 3 . For a P d = 95%, we would only require 41 beacons.
The results comparing event localization accuracy of Alg2-A, Alg2-E, Rnd2-A, and Rnd2-E, for P d = 0.6, 0.8, and 0.9, are presented in Fig. 10(a)-(c) , respectively. The number of beacons placed by Rnd2-A and Rnd2-E are those mentioned in Table III, for 
As expected, Rnd2-E and Rnd2-A have large standard deviations. These random deployments always performed worse than Alg2-E and Alg2-A, for all values of P d and D c . As shown in Fig. 10 , for smaller D c the standard deviations are also large for Alg2-A and Alg2-E, since some of the edges with events are not covered.
The results shown in Fig. 10(a) -(c) consistently show that for higher P d , the accuracy of event localization is higher for all Alg2-A and Alg2-E. Interestingly, the improvement in event localization accuracy for Alg2-A and Alg2-E is significantly larger when D c is small (e.g., for D c = 0.6, event localization accuracy improves from 62.2% to 91.8%, whereas when D c = 0.9, event localization accuracy improves from 77.9% to 92.1%). When P d = 0.99, beacons are placed on all vertices. The event localization accuracy is still not 100% since the sensing coverage is not 100%. The results validate that increasing P d increases the event localization accuracy for all values of D c . We verified (but not depicted here) that when beacons were placed on all vertices, and when sensing coverage was 100%, the accuracy of event localization was 100%.
D. Evaluation of Flow Learning
To evaluate the performance of our flow learning algorithm, we executed 16 simulation runs on I 3 with P d = 0.95 and D c = 0.6, 0.7, 0.8, and 0.9. The results are presented in Fig. 11 . As shown, the difference between the actual and estimated flow networks reduces with the run number. For the first run, since the algorithm is executed with no flow learning, the difference Δ is the same, regardless of the D c used (i.e., error bar is 0). As the algorithm learns actual flows from path synopses, the difference between the two flow networks (i.e., the actual flow network, versus the learned flow network) reduces. We have observed that when D c is higher, Δ reduces, i.e., we learn the flows more quickly. We explain this result by the fact that more beacon pairs are covered, since more sensors are inserted (i.e., higher D c ). We are also noting an expected behavior of our flow learning algorithms. As the estimated flow gets closer to the actual flow, flow learning ceases to make an impact.
VIII. RELATED WORK
As mentioned in Section II, the BWSN design competition was undertaken to address the challenges faced by water distribution systems. In one of the BWSN projects [10] , the authors aim to detect the contamination in the water distribution network. The proposed approach is distinct from ours in that their aim is to select a set of points to place static sensors. One other solution, similar to those proposed in the BWSN competition, which is based on strategically deploying static sensors, is Pipenet [11] . More recently, mobile sensors probing a water distribution infrastructure have been proposed [18] . The WaterWise [12] system considers sensors equipped with GPS devices. MISE-PIPE [19] is another example of a system developed for event detection in pipelines.
Sensor mobility in an acyclic flow network might resemble movement in a delay-tolerant networking (DTN) scenario. The problem of event localization in DTN, however, has received little attention, primarily because it can be done using GPS. DTN typically involves vehicles, for which energy is not an issue. Consequently, solutions to problems similar to the event localization problem addressed in this paper have not been proposed. For completeness, we review a set of representative DTN research. Data Dolphin [20] uses DTN with fixed sinks and mobile sensors in 2-D area. A set of mobile sinks move around in the area. Whenever a sink is close to a sensor, it exchanges information over one hop, thereby reducing the overhead of communicating multi-hop and saving energy on the static sensors. A survey done by Lee et al. encompasses the state of the art in vehicular networks using DTN [21] . SCPs in DTN are handled by CarTel [22] , MobEyes [23] , etc. These systems use vehicles that can communicate with each other and localization is based on GPS. [24] uses the idea of heterogenous system with mobile sensors that are less capable than stationary sensors to develop data delivery schemes.
Coverage problems in sensor networks have been considered before [25] , [26] . These papers consider coverage problems in the 2-D or 3-D area, unlike coverage on graphs, as in this article. Sensing coverage, in general, has been studied under different assumptions. Reference [27] uses both a greedy approach and linear programming to approximate the set-covering problem. These problems consider only minimizing the number of vertices to cover edges in a graph. Alireza et al. [25] discusses the detection of a hole that is not covered by the sensors. The sensors have no location information. The Laplacian method is used here to obtain the area in a plane that is not covered.
Stephen et al. [26] propose a method to solve the coverage problem using Voronoi diagrams. The sensors are free to move in a 2-D space. Reference [28] uses mobility prediction to solve the problem of localization. Vieira et al. [29] propose locating mobile sinks underwater.
In [30] , we propose preliminary results for optimal event detection and localization in acyclic flow networks. The paper explores optimal deployment of mobile sensors to monitor an acyclic flow network like a water distribution network, to the best of our knowledge, for the first time. Optimal placement of beacons for localization of these mobile sensors is also discussed for the first time, to the best of our knowledge. The sensor-placement problem is NP hard. The paper presents a greedy heuristic for sensor placement and presents algorithms for beacon placement and event localization. The algorithms are tested in simulation on small networks and results are presented.
In this article, first, we improve on the greedy heuristic and eliminate an unreliable tuning parameter. The simulation results in [30] are over small graphs (with 13-14 edges) with an area of interest of six edges. In this article, we present simulation results on larger areas of interest (40-90 edges) on Micropolis [17] , a sample water distribution network with more than 1000 edges. Finally, in [30] , a complete knowledge of flows in the network is assumed. In this article, we relax the assumption, by providing an algorithm to learn flows when some of the flows can be estimated.
IX. CONCLUSION
This article, to the best of our knowledge, for the first time identifies and solves the optimal event detection and localization problems in acyclic flow networks. We propose to address these problems by optimally deploying a set of mobile sensors and a set of beacons. We prove that the event detection in NP-Hard propose an approximation algorithm for it, and develop algorithms for optimally solving the event localization problem. Through simulation, we demonstrate the effectiveness of our proposed solutions. A prototype implementation and real deployment of such a system demands engineering expertise and sophisticated modeling. We leave the development of the prototype and the design of algorithms for time-varying flow networks with flow direction changes for future work.
