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abstract: The biotic and abiotic factors that facilitate or hinder
species range expansions are many and complex. We examine the
impact of two genetic processes and their interaction on ﬁtness at ex-
panding range edges: local maladaptation resulting from the presence
of an environmental gradient and expansion load resulting from in-
creased genetic drift at the range edge. Results from spatially explicit
simulations indicate that the presence of an environmental gradient
during range expansion reduces expansion load; conversely, increasing
expansion load allows only locally adapted populations to persist at the
range edge. Increased maladaptation reduces the speed of range ex-
pansion, resulting in less genetic drift at the expanding front and more
immigration from the range center, therefore reducing expansion load
at the range edge. These results may have ramiﬁcations for species be-
ing forced to shift their ranges because of climate change or other an-
thropogenic changes. If rapidly changing climate leads to faster expan-
sion as populations track their shifting climatic optima, populations
may suffer increased expansion load beyond previous expectations.
Keywords: range expansion, expansion load, mutation load, local
adaptation, surﬁng, genetic drift.
Introduction
Species range expansion is a complex process that is widely
studied in evolutionary biology, ecology, and conservation
biology (Hastings et al. 2005; Phillips et al. 2006; Excofﬁer
et al. 2009; Hallatschek and Nelson 2010; Chen et al. 2011;
Colautti and Barrett 2013). An array of ecological and evo-
lutionary factors are known to affect the success or failure
of range expansion, such as dispersal limitation (Hastings
et al. 2005; Marsico and Hellmann 2009; Hargreaves et al.
2014), interspeciﬁc competition (Case and Taper 2000; Price
and Kirkpatrick 2009; Svenning et al. 2014; Louthan et al.
2015), or an inability to adapt to new conditions (Angert
et al. 2008; Holt and Barﬁeld 2011; Polechová and Barton
2015). A recently growing ﬁeld of research has focused on
an additional effect: the genetic load accumulated during the
expansion process (Excofﬁer et al. 2009; Hallatschek and
Nelson 2010; Peischl et al. 2013, 2015; Peischl and Excofﬁer
2015). In particular, the increasing frequency of deleterious
variants in human populations that have expanded out of
Africa has been widely studied (Lohmueller et al. 2008; Si-
mons et al. 2014; Do et al. 2015; Henn et al. 2015b). A further
process that can increase genetic load during range expan-
sion is maladaptation to the local environment due to gene
ﬂow from foreign environments, known as migration load
(Kirkpatrick and Barton 1997; Barton 2001; Polechová and
Barton 2015). In this study, we explore the impacts and in-
teractions of heterogeneous selection due to an environmen-
tal gradient and the accumulation of deleterious mutations
during range expansion.
During range expansions, an intriguing suite of popula-
tion genetic processes can change the course of evolution
compared to that in populations that are growing in size
without movement. Populations at the expanding front
of a species range undergo serial founder events, where each
new colonization into further territory creates a population
bottleneck, leading to reduced genetic diversity in what be-
comes the new edge population and the primary source of
future colonists. These processes create a persistently reduced
effective population size at the range edge, decreasing the ef-
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ﬁcacy of selection and increasing the strength of random ge-
netic drift. This leads to the process of allele surﬁng (Klopf-
stein et al. 2006), whereby a deleterious mutation that arises
at the range edge is more likely to drift to high frequency
than it would if it arose in the denser core of the species
range. Because selection is inefﬁcient, strongly deleterious
alleles may persist and reach higher frequencies than ex-
pected in a population at equilibrium (Peischl and Excofﬁer
2015). Theoretical work shows that allele surﬁng is the main
cause of increased deleterious allele frequency within recently
expanded populations (Excofﬁer et al. 2009). The reduction
in ﬁtness due to the accumulation of these deleterious alleles
is termed expansion load (Peischl et al. 2013; Peischl and
Excofﬁer 2015).
There is controversy over empirical evidence for the ac-
cumulation of deleterious mutations of both higher fre-
quency and increased effect sizes in recently expanded pop-
ulations. Expansion load has been posited as an explanation
for deleterious alleles in human populations that have un-
dergone recent geographic expansions, such as genetic dis-
eases in populations of Quebec (Labuda et al. 1997; Scriver
2001; Yotova et al. 2005) and Scandinavia (Norio 2003).
Whether the effects of demographic history and expansion
load are great enough to accumulate signiﬁcant levels of del-
eterious mutations to affect population ﬁtness and persist
into future generations of humans is still debated (Lohmuel-
ler 2014a, 2014b; Simons et al. 2014; Sousa et al. 2014; Gravel
2016). Yet it has been shown that, as human expansion out of
Africa proceeded, deleterious mutations of larger effect rose
in frequency, shifting the entire distribution of allelic effect
sizes upward through time (Henn et al. 2015b). Expansion
load may thus have serious repercussions in many other spe-
cies that undergo expansions, such as those recolonizing for-
merly glaciated areas (Hewitt 1999), colonizing a new conti-
nent (Sakai et al. 2001), or tracking recent climate change
(Chen et al. 2011). Understanding the detriment caused by
this process may aid in efforts to combat invasive species
or in assisted migration. As global climate change proceeds,
more species may be required to move their ranges in order
to survive, and if ﬁtness losses simply due to the expansion
process are common, populations may be left at higher risk
for extinction from stochastic, catastrophic events.
A second evolutionary process that can affect range ex-
pansion is local adaptation to heterogeneous environmen-
tal conditions. Selective environments can vary over space:
for example, environmental gradients in temperature or pho-
toperiod from equatorial to polar latitudes inﬂuence impor-
tant traits (Conover 1992; Montague et al. 2008). A founda-
tional study by Kirkpatrick and Barton (1997) showed that
steep environmental gradients can impede range expansion
because of the migration of individuals from the range core
to the range edge, preventing local adaptation to edge con-
ditions. Central populations existing on an environmental gra-
dient receive symmetric migration from populations both
higher and lower on the gradient, leaving the population
mean unchanged. In contrast, at a range edge, migration is
asymmetric from core to edge, as small edge populations re-
ceive proportionally more immigration from the denser spe-
cies core, causing edge populations to be swamped by locally
maladaptive alleles and diverge from their local optimum.
Therefore, when migration rates are high enough, the edge
population can fail to adapt. When the environmental gra-
dient is steep enough, the edge populations can experience
sufﬁcient ﬁtness reductions to result in local extinction and
prevent range expansion. Further studies (Barton 2001;
Polechová and Barton 2015) have increased the biological
realism of range expansion models (including evolution of
genetic variance and effects of genetic drift), conﬁrming the-
oretically that evolutionary processes alone can lead to the
formation of a stable range edge.
It is clear that expansion load can result in reduced ﬁt-
ness of recently expanded populations and that heteroge-
neous selection along an environmental gradient can result
in local maladaptation of populations at the edge of a spe-
cies range. These two evolutionary processes—maladapta-
tion from underlying environmental gradients and expansion
load from surﬁng of deleterious mutations at range edges—
may occur simultaneously in many range expansions and
could interact in interesting ways that have not previously
been studied. We consider two contrasting a priori hypoth-
eses for how they may interact. One possibility is that local
maladaptation and expansion load may interact positively
(i.e., each making the effects of the other more pronounced).
This may be expected because both processes could lead to
smaller population sizes at the expanding front, and both
are stronger with greater genetic drift: expansion load in-
creases because greater drift would cause more deleterious
alleles to increase in frequency, and maladaptation worsens
because smaller populations receive disproportionately more
immigration and greater drift would eliminate more of the
genetic variance needed to respond to local selection. Alter-
natively, expansion load and local maladaptation could in-
teract negatively, with each partially ameliorating the effects
of the other. This is plausible because both forms of load
could reduce the pace at which ranges expand by reducing
the ﬁtness of individuals at the range margin. Slower expan-
sion enables ﬁtter alleles to reach the edge through migra-
tion and to rescue populations suffering from accumulated
expansion load. Similarly, slower range expansion could al-
low more time for populations to adapt to local conditions.
We investigate these alternative hypotheses to establish
the role of expansion load and migration load in isolation
as well as in combination. Our goal is to employ the most
biologically reasonable parameters possible within the realm
of our model. Using individual-based simulations on a two-
dimensional, spatially explicit, and approximately continu-
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ous landscape, we compare the reductions in ﬁtness (load)
that populations experience during range expansions over a
series of environmental gradients and deleterious mutation
rates. Our results have implications for the predicted prev-
alence of expansion load in species across various types of
environments and inform our understanding of the com-
plex demographic and genetic processes that occur during
range expansions.
Methods
We model a species range expansion forward in time, us-
ing the simulation program Nemo (Guillaume and Rouge-
mont 2006). The population undergoes an initial burn-in
period to mutation-selection equilibrium, after which it is
allowed to expand across an empty landscape. Generations
are nonoverlapping. Individuals are monoecious and dip-
loid, possessing both a quantitative trait experiencing stabi-
lizing selection and a set of loci subject to unconditionally
deleterious mutations. We compare three environmental gra-
dients over which expansion occurs and three genome-wide
deleterious mutation rates. All combinations of parameter
values are listed in table A1, available online. We ran 20 in-
dependent replicates for each of our simulated scenarios,
with the data available from the Dryad Digital Repository:
http://dx.doi.org/10.5061/dryad.k7c40 (Gilbert et al. 2017).
The Model
We model space explicitly on a 2,000# 40-unit landscape,
using a modiﬁed version of Nemo available at https://github
.com/kjgilbert/NemoDispersalKernel. Each 1# 40-unit slice
of the landscape is referred to as a cross section (ﬁg. 1). This
modiﬁcation allows a discrete approximation of continuous
space. The landscape is divided into 80,000 square units,
which we call cells. Within a cell, space is undeﬁned and
all individuals are considered to exist simultaneously at the
center of the cell. The dispersal kernel and breeding window
occur across cells, allowing individuals to interact over a larger
spatial scale. Life-cycle events occur in the order breeding,
dispersal, selection, and then population regulation. Subpop-
ulation regulation enforces a carrying capacity of 6 individu-
als per cell, above which individuals are randomly culled at
the end of each generation. Since breeding is not limited to
within one cell, the realized neighborhood size, as deﬁned
by Wright (1946), is approximately 300 individuals.
Populations were initiated at carrying capacity in the left-
most 40 cross sections of the landscape, which we term the
landscape core (ﬁg. 1). After a burn-in period of 15,000 gen-
erations, the remaining 1,960 cross sections of the land-
scape become available, allowing for expansion to occur. The
environmental optimum is constant across any given cross
section.
The environmental gradient underlying the landscape
changes in only one dimension, along the axis of expansion.
We compare three values for the steepness of this gradient,
b, which deﬁnes the change in phenotypic optimum over
space: a ﬂat landscape with no gradient (bp 0:0), a shallow
gradient (bp 0:0375), and a steep gradient (bp 0:375).
On the shallow gradient, moving the average dispersal dis-
tance along the X-axis (1.596) would result in a ﬁtness loss
of 0.02% if an individual were perfectly adapted in its natal
environment, whereas on the steep gradient, an average dis-
persal event would reduce an individual’s ﬁtness by 2.4%,
given perfect adaptation in its natal environment. Each of
these gradients results in a different equilibrium level of mi-
gration load in populations.
Breeding. Our modiﬁed version of Nemo uses a breeding
window within which individuals may search for a mate
within their own cell on the landscape or in nearby cells.
For a single mating event, each individual searches for a
mate on the basis of its relative mating probability. The ab-
solute mating probability follows an approximate bivariate
Gaussian function where f (Dx, Dy) ∝ exp[2(Dx2=2j2breed 1
Dy2=2j2breed)] gives the relative probability of choosing a
mate within a cell at distance Dx and Dy along the axes
of the landscape away from the natal cell; jbreed deﬁnes
the size of this breeding window and was held constant at
0.5 landscape units, and the maximum searchable distance
was restricted to 4jbreed. Because space within a cell is unde-
ﬁned, we arbitrarily assign a cell width and integrate the
mating probability over both dimensions of each cell within
the breeding window, based on the distance to the center of
the natal cell, to discretize the continuous probability distri-
bution to the relative probability of selecting each individ-
ual in the given cell with which to mate. The probability
for each cell is then multiplied by the number of potential
mates in the cell, and these products are summed over all
cells. The absolute probability of selecting each individual
is then that individual’s probability divided by this sum over
all individuals within the range of the breeding window. This
results in a two-dimensional breeding window in which a po-
Core
Direction of expansion
C
ross−section
Figure 1: Small-scale representation of the landscape simulated
with a grid of cells where the burn-in period occurs in the landscape
core at the left, expansion proceeds to the right, and any vertical column
of cells is a cross section. Actual landscapes were 2,000# 40 cells,
with a 40# 40-cell core.
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tential mate in the mating individual’s focal cell is the most
likely to be chosen and those in more distant cells (of the
12 surrounding cells) are chosen with decreasing probability.
An individual self-fertilizes only when no other individuals
are present within the breeding window. This will most often
happen at the expanding range edge, where population den-
sities are lowest, and mimics the ability of many plant spe-
cies to self under conditions of pollen limitation (Hargreaves
and Eckert 2014). Each female’s fecundity was drawn from a
Poisson distribution with mean 7 to determine the number
of mating events.
Dispersal. We modeled dispersal for most simulations ac-
cording to an approximate bivariate Gaussian kernel, similar
to the breeding kernel: f (Dx, Dy) ∝ exp[2(Dx2=2j2disperse 1
Dy2=2j2disperse)]. The dispersal kernel gives the forward (in
time) migration probabilities for offspring to disperse to
a given patch distance Dx and Dy away. The maximum dis-
persal distance was capped at 8jdisperse units. The “standard
deviation” of the Gaussian dispersal kernel jdisperse was set
to equal 2 landscape units. We also simulated a leptokurtic
kernel to test the effects of rare, long-distance dispersal
events. The leptokurtic dispersal kernel was a mixture dis-
tribution created from a weighted sum of two different
Gaussian kernels (Ibrahim et al. 1996). This summed a ﬁrst
kernel having jdisperse p 1:5 with a second kernel having
jdisperse p 5:5, where the ﬁrst kernel was weighted by 0.89
and the second by 0.11. This created our leptokurtic kernel
with the same average dispersal distance as the Gaussian ker-
nel and a total value of kurtosis equal to 10, which is not un-
realistic for long-distance dispersal in many species of plants
and animals (Skalski and Gilliam 2000; Lowe 2009; Guttal
et al. 2011). The leptokurtic kernel was truncated to have
the same maximum dispersal distance, which in both cases
meant that an individual could disperse at most 16 units in
any one direction from its natal cell. Borders of the 40#
2,000-unit landscape were absorbing, so any individual mi-
grating beyond the edge was removed. R code for calculat-
ing and discretizing the dispersal and breeding kernels is
available in a wrapper package written for Nemo, aNEMOne,
available at https://github.com/kjgilbert/aNEMOne.
Genetics. We modeled a genetic architecture where 100
quantitative trait loci and 1,000 loci subject to uncondi-
tionally deleterious mutations were randomly and inde-
pendently placed on the genome for each simulation. Each
genome consisted of 10 chromosomes of 100 cM each, where
loci separated by 1 cM have a 1% chance of a crossover event
between them each generation. We selected realistic muta-
tional parameters for these loci as follows.
The quantitative trait, z, was controlled by 100 additive
loci. Each allele at these loci can take any real value. In this
model an individual’s trait value is given by the sum of al-
lelic effects across all quantitative trait loci, with no dom-
inance. Alleles are continuous, such that a mutation’s ef-
fect is added to the existing allelic value. The component
of ﬁtness (survivorship) for the quantitative trait value z
is wz p exp[2(z 2 zopt)
2=2q2], where zopt is the optimal
trait value for the given location on the landscape. At the
start of the burn-in, all individuals were initiated with z
equal to the mean zopt of the burn-in area (core).
The evolution of trait z under stabilizing selection depends
on the mutational variance, VM, and the inverse strength of
stabilizing selection on the trait, q2. These properties have
been empirically estimated for a number of traits, along with
the corresponding environmental variances,VE. Forourmodel
we set VM and q2 relative to the same arbitrary VE value
(VE p 1). There is evidence that q2 ≈ 5VP, on average
(where VP is the phenotypic trait variance; Kingsolver et al.
2001; Johnson and Barton 2005). The relationship between
VP and VE can be expressed in terms of heritability, h
2 p
12 VE=VP, and gives a value of q2 ≈ 5VE=(12 h2). Given
VE p 1 and a typical heritability of h
2 ≈ 1=3 (Mousseau
and Roff 1987; Houle 1992), we set q2 p 7:5.
Most reported values of VM=VE are in the range of 1024
to 1023 (Houle et al. 1996). The value of VM depends on the
genome-wide rate of mutations affecting the trait, Uz, and
the expected squared effect of a mutation on the trait, E[a2],
where VM p UzE[a2]. If mutational effects are Gaussian
with E[a]p 0, then E[a2]p V[a], the variance of muta-
tional effects on the trait. These components are difﬁcult
to estimate, but according to one theoretical approach we
expect VP 2 VE p 4Uzq2 (Turelli 1984; Charlesworth and
Charlesworth 2010). Given the parameters above, this im-
plies Uz ≈ 0:02, similar to some direct estimates (Lynch and
Walsh 1998). In our simulations we used 100 quantitative
trait loci, with amutation rate per locus of 1024, giving a dip-
loid mutation rate,Uz, of 0.02. We further assumed V[a]p
0:02 (i.e., mutational effects on z are drawn from a normal
distribution with mean 0 and variance 0.02), giving a value
forVM of 4# 1024.
We also modeled 1,000 biallelic loci subject to un-
conditionally deleterious mutations. Fitness for these
mutations was multiplicative across loci, given by wD pY1,000
ip1(12 hisiwhet, i 2 siwhom, i), where si and hi are the se-
lection and dominance coefﬁcients, respectively, for the
deleterious allele at locus i and wi indicates the presence
(1) or absence (0) of a deleterious allele at locus i in the
heterozygous or homozygous state, respectively. An indi-
vidual’s ﬁtness is the product of wz and wD.
We considered genome-wide diploid deleterious mutation
rates, UD, of 0.1 and 1.0 in order to encompass probable rates
for a variety of taxa, includingDrosophila melanogaster (Haag-
Liautard et al. 2007), Caenorhabditis elegans (Denver et al.
2004), Arabidopsis thaliana (Shaw et al. 2000), Amsinckia sp.
(Schoen 2005), and possibly nonhuman endothermic verte-
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brates (Baer et al. 2007). However, we note that in humans
UD likely exceeds 1.0 (Keightley 2012), and UD is likely less
than 0.1 in many other organisms (Baer et al. 2007; Halligan
and Keightley 2009). We also included a treatment where del-
eterious mutations were absent (UD p 0:0). Deleterious-
mutation rates per haploid locus were thus 0, 5# 1025,
and 5# 1024, and we allowed for back-mutation at rates
of 0, 5# 1027, and 5# 1026, respectively. Once mutated,
a locus could not further mutate, and the only possible
change would be due to a back-mutation. These 1,000 loci
do not accurately portray the number of possible loci in bi-
ological systems but are instead an approximation required
by the constraints of simulation. Because we matched our
genome-wide mutation rates to realistic values, each of these
loci is more representative of a region of the genome within
which a deleterious mutation may arise. Thus, for the dis-
tribution of effects we use, described below, small-effect mu-
tations may be approaching saturation, but because these
small-effect loci do not contribute substantially to ﬁtness
reductions, this lack of realism in terms of the number of
loci is not detrimental to the accuracy of our model.
Although the true distribution of mutational ﬁtness ef-
fects is empirically difﬁcult to measure and may be com-
plex, there is evidence that most mutations have small ef-
fects on ﬁtness and that rare mutations have large effects
on ﬁtness (Eyre-Walker and Keightley 2007). We modeled
the homozygous ﬁtness effects (s) of deleterious mutations
by using a leptokurtic gamma distribution with mean 0.01
and shape parameter 0.3, such that most mutations have
s ! 1% (Keightley 1994). The mutational effect of each lo-
cus was drawn from this distribution at the start of each
independent simulation run and remained constant through-
out the run.
Estimates of the average dominance (h) of deleterious
mutations are scarce, range widely, and are subject to various
biases (Halligan and Keightley 2009; Agrawal and Whitlock
2011). It is likely that most new mutations are partially re-
cessive, and there is evidence for a negative relationship be-
tween h and s (Agrawal andWhitlock 2011). We follow pre-
vious authors (Lynch et al. 1995; Deng and Lynch 1996) in
assuming an exponential relationship between h and s, as
well as a mean h of approximately 0.37. Speciﬁcally, we as-
sume hp exp(2 51:1s)=2. In addition, we included a class
of deleterious mutations with sp 1 and hp 0, that is, re-
cessive lethals, and assumed that 3% of deleterious muta-
tions fall into this class, to match the genome-wide rate
typically observed in D. melanogaster (Fry et al. 1999).
Mimicking Mutation Load. To disentangle the effects of
mutation load and expansion load, we compared an addi-
tional parameter set to the core set described above. When
populations are at mutation-selection balance, the reduc-
tion in ﬁtness due to deleterious mutations is termed the
mutation load. During range expansion, deleterious muta-
tions can increase because of genetic drift at the expanding
front. This excess load beyond mutation load is termed the
expansion load. To mimic the presence of mutation load
only, without expansion load, we set UD to 0 and altered
individual fecundity to reduce realized ﬁtness to a level that
matches the mutation load measured in the range core,
which has not undergone expansion, for each of our sce-
narios UD p 0:1 and UD p 1:0. This was done only for
the cases of Gaussian dispersal. We calculated the equilib-
rium ﬁtness due only to deleterious mutations in the core
landscape populations and reduced mean fecundity to re-
create this same realized ﬁtness. Mean fecundity in the case
matched to UD p 0:1 was approximately 6.475, and that
for the UD p 1:0 case was approximately 3.721.
Analyses
We assess the impact of expansion across an environmental
gradient and in the presence of deleterious mutations both
independently and in combination. We quantify two mea-
sures from the simulation results: the speed of range expan-
sion and mean ﬁtness at the range edge versus that in the
core. Fitness is measured after population regulation and
therefore includes only individuals surviving each genera-
tion. We partition ﬁtness into each of its contributing com-
ponents: wz for the quantitative trait and wD for the delete-
rious alleles.
To track the expanding front, we use a single landscape
cross section as the range edge. This edge was deﬁned as
the ﬁrst cross section away from the core at which popu-
lation size is at 50% of the core’s equilibrium population
size. The speed of expansion measures the number of cross
sections over which this edge cross section travels per gener-
ation from the end of the burn-in until reaching the second-
to-last landscape cross section.
We examine ﬁtness at the range edge by using a broader
deﬁnition of the edge to reduce sampling error. We deﬁned
this measure of the range edge to contain all individuals
present within the cross section used to measure expansion
speed as well as all individuals present in cross sections far-
ther toward the empty landscape. Expansion load measured
the excess load that accumulated at the range edge beyond
mutation load, calculated as
expansion  loadp 12
edge  wD
core  wD
: ð1Þ
Because expansion proceeded at different rates in differ-
ent scenarios, to create an equivalent comparison of ﬁtness
on the landscape we measured populations at the latest
recorded point in the simulations before any individuals
had dispersed into the last 20 cross sections of the land-
Maladaptation Reduces Expansion Load 000
This content downloaded from 130.060.020.081 on January 31, 2017 00:24:13 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
scape. Since individuals can disperse at most 16 units, this
prevented bias from edge effects that might arise upon ﬁll-
ing the landscape. We averaged population sizes and ﬁtness
within cross sections of the landscape, as we saw no major
variation along the axis perpendicular to expansion.
We also examined the distribution of effect sizes for del-
eterious mutations accumulated at the range edge. We ex-
amined the distribution of alleles contributing to expan-
sion load across cases of UD and b. Deleterious mutations
were binned by effect size into 40 quantiles based on the
underlying gamma distribution of homozygous effects (re-
sulting in approximately 25 loci per bin). Within a given
simulation, we calculated the average load due to loci pres-
ent within each of these bins as follows. For the edge or the
core, we calculated ﬁtness in a given bin of n loci as wD pYn
ip1(12 hisifhet, i 2 sifhom, i), where fhet, i is the frequency
of heterozygotes for a deleterious allele at a given locus i
and fhom, i is the frequency of homozygotes. Expansion load
was then calculated for each bin with equation (1). Because
ﬁtness is multiplicative across loci, we then calculated aver-
age expansion load per locus in each bin as
12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12 expansion loadn
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Results
Expansion Speed
No parameter combinations that we investigated ever led
to the formation of a stable range edge. However, the rate
at which populations expanded across the landscape was
affected by both heterogeneous selection from the environ-
mental gradient and deleterious mutations. Steeper environ-
mental gradients slowed expansion (ﬁg. 2; table A1). Com-
pared to the case of no gradient, the steep gradient slowed
expansion in the Gaussian-dispersal cases by 77%–80%. Lep-
tokurtic dispersal kernels resulted in faster expansion than
Gaussian kernels over the landscape, particularly in the ab-
sence of an environmental gradient, where expansion speed
was 32%–52% greater for leptokurtic dispersal. Increasing
the deleterious genomic mutation rate decreased the speed
of expansion. Compared toUD p 0,UD p 1 for the Gauss-
ian kernel decreased expansion speed by 31.6% with no
gradient and by 21.3% on the steep gradient. Cases without
expansion load (fecundity adjusted) expanded faster than
cases with expansion load at both UD values only in the ab-
sence of a gradient, while all cases with a gradient exhibited
slight increases or decreases in speed. The greatest speed
increase from removing expansion load was by 18.5% for
UD p 1 and bp 0.
Fitness and Load
In general, heterogeneous selection and deleterious muta-
tions both reduced mean ﬁtness in the core and edge, as
expected. Furthermore, ﬁtness at the expanding edge was
always reduced relative to that in the core of the species
range (ﬁg. 3). Overall ﬁtness at the range edge correlated
with expansion speed, but the presence of an environmen-
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Figure 2: Average speed of expansion across scenarios. Circles indicate Gaussian dispersal kernels, while triangles indicate leptokurtic dis-
persal kernels. Dashed lines indicate fecundity-adjusted simulations with Gaussian dispersal, which replicate the loss in realized ﬁtness due to
mutation load but lack expansion load because no deleterious alleles are present. The 95% conﬁdence intervals are smaller than the plot
points in all cases, and points are offset for better visualization.
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tal gradient more strongly changed the speed of expansion
(ﬁg. A1; ﬁgs. A1–A4 available online). The quantitative ﬁt-
ness component, wz , in the core was nearly identical across
UD cases and ranged from 0.87 to 0.93 (table A1). For the
quantitative trait, ﬁtness reduction at the edge occurred only
in the presence of an environmental gradient and ranged
from a 25%–77% reduction in wz at the edge relative to
the core for the Gaussian-dispersal cases. The most severe
ﬁtness loss at a range edge (77%) was for UD p 0 on the
steep gradient (bp 0:375).
The ﬁtness component for loci with deleterious alleles,
wD, in the range core reﬂected the equilibrium mutation
load reached in the respective UD cases. For UD p 0:1,
core wD was 0.92, while for UD p 1, core wD was 0.53.
Edge wD ranged from 0.80 to 0.89 for UD p 0:1 and from
0.32 to 0.44 for UD p 1. Table A1 reports all ﬁtness values
for the respective scenarios simulated.
Expansion load for our parameter sets caused at most a
39% reduction in ﬁtness, while at its weakest it resulted in
a 3.5% decrease in ﬁtness (ﬁg. 4). The UD p 1 case had a
2.95-fold increase in expansion load over the UD p 0:1
case in the absence of an environmental gradient, while on
the steepest gradient this change in UD resulted in a 5.1-fold
increase in expansion load.
Leptokurtic dispersal increased expansion speed but did
not signiﬁcantly change ﬁtness from the Gaussian results
(ﬁg. A2). At a given point on the landscape, ﬁtness recov-
ered after the expanding front passed (ﬁg. A3). Supplemen-
tal movies (videos B1–B3; videos B1–B4 available online)
show the effects on ﬁtness reduction at the range edge due to
surﬁng and local maladaptation as well as recovery through
time due to immigration from the range core.
Interaction of Expansion Load and Heterogeneous Selection
We next investigate how each individual component of ﬁt-
ness is affected by reduced ﬁtness in the other component.
We examine the impact of expansion load on the level of lo-
cal maladaptation in populations and, alternatively, whether
local maladaptation affects the degree of expansion load.
First, we ﬁnd that increased load due to deleterious alleles
improves the level of adaptation to the local environment
at the range edge (ﬁg. 3a). This becomes clear when we
consider the fecundity-adjustment simulations that lack ex-
pansion load. Within a given value of the environmental
gradient, wz increases at the expanding front when muta-
tion load is the only effect present (fecundity-adjusted runs)
and increases even further in the presence of both mutation
load and expansion load (UD p 0:1 and UD p 1). The
largest increase in quantitative trait ﬁtness occurs on the
weak gradient (bp 0:0375) between UD p 0 and UD p 1,
where the presence of mutation load leads to a 30% im-
provement in wz on average and the presence of mutation
and expansion load together increases wz by 70%.
Second, we ﬁnd that the severity of expansion load is
substantially reduced by the presence of an environmental
gradient (ﬁg. 4). Expansion load decreases with increasing
gradient steepness. In the case of UD p 1, there is a 54%
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reduction in expansion load from no gradient to the steep-
est gradient. In the case of UD p 0:1, expansion load is re-
duced by 73% on the steepest gradient, compared to the
case with no environmental gradient.
Loci Contributing to Expansion Load
We investigated the distribution of effect sizes for deleteri-
ous mutations accumulating on the expanding population
front. For UD p 1, the majority of expansion load is due
to alleles of intermediate effect (ﬁg. 5b). On the steep gra-
dient (bp 0:375), there is less load overall due to each lo-
cus but a more even distribution across loci of both inter-
mediate and relatively large effect (e.g., s 1 0:04). On the
shallow gradient and with no gradient, there are fewer
large-effect alleles contributing to load relative to the steep
gradient but alsomanymore intermediate-effect alleles con-
tributing to more overall load. For UD p 0:1 (ﬁg. 5a),
there is less overall load and so lower averages within most
ranges of allelic effect size. However, we see an inﬂation of
larger-effect alleles above that seen for the UD p 1 case in
the absence of an environmental gradient.
There are very few loci present in the larger-effect-size
classes, and for UD p 0:1 and bp 0 these loci contribute
disproportionately more to expansion load (ﬁg. 5a). As can
be seen in ﬁgure 6, some of these larger-effect loci have
ﬁxed at the range edge (see also ﬁg. A4). The effect of surf-
ing that contributes to the ﬁxation of these strongly delete-
rious alleles can be seen in animation over time in video B4,
where recovery from ﬁxation follows behind the expanding
wave front.
Discussion
Range expansions are unique demographic events that lead
to an interesting suite of population genetic processes.
These processes have been widely studied, yet the combi-
nation of both a heterogeneous environmental gradient and
expansion load from deleterious mutations has not previ-
ously been investigated. Previous theoretical studies focus-
ing independently on either the expansion load or adaptation
along environmental gradients predicted reduced ﬁtness at
the range edge. Our main result is that expansion load and
the load due to local maladaptation interact, so that the load
at the expanding range edge is not as great as would be ex-
pected from a simple combination of the two. Local malad-
aptation at the range edge is not as severe in the presence of
expansion load, and, of an even greater effect, expansion
load is not as severe in the presence of a strong environ-
mental gradient causing local maladaptation. Whether ﬁt-
ness is reduced because of local maladaptation or because
of expansion load slows the rate of range expansion by dif-
ferent amounts. This affects both the degree of genetic drift
occurring at the range edge and the amount of migration
reaching populations at or near the expanding front con-
tributing to the magnitude of load that accumulates during
expansion. This interaction is important for predicting the
dynamics of modern range expansions due to natural phe-
nomena or human-induced climate change.
We believe that the dominant reasons differ for these two
patterns of interaction. First, let us consider the improve-
ment in the local adaptation at the range margin in the pres-
ence of expansion load. For a population to expand, the
individuals at the expanding front must have an absolute
ﬁtness greater than 1, on average. This means that a range
margin will occur near where absolute ﬁtness drops below
1, as such populations are sinks persisting by immigration.
As a consequence, when there is greater load in one compo-
nent of ﬁtness, such as that caused by deleterious mutations
across the genome, the population will not persist unless
other ﬁtness components are great enough to allow sufﬁcient
absolute ﬁtness. Therefore, when expansion load is greatest,
as occurs at the range edge, the ﬁtness due to local adapta-
tion must be higher in order for the population to have a
large-enough ﬁtness to even exist. Note that this improvement
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in local adaptation is more a case of expansion load elimi-
nating maladapted populations at the expanding front than
a reduction in load. As a result, greater adaptation in the
quantitative trait is found in the presence of expansion load.
Second, we also observe that expansion load can be greatly
reduced in the presence of local maladaptation. In this case,
we believe that there is an additional factor explaining this
interaction. In the absence of an environmental gradient,
where the greatest expansion load accumulated (39%), range
expansion is mainly limited by dispersal ability. However,
with local maladaptation caused by an environmental gra-
dient, expansion is further slowed by the need for colonizing
populations to adapt to the novel local environment. In fact,
range expansion is slowed considerably more by a chang-
ing selective environment than by a high frequency of un-
conditionally deleterious alleles (see ﬁg. A1). As a result, the
local maladaptation caused by a heterogeneous environment
causes the rate of range expansion to slow substantially
(ﬁg. 2), which allows more time for migrants to reach mar-
ginal populations and less time for deleterious mutations to
increase as a result of drift. As range expansion slows, selec-
tion has more opportunity to reduce the frequency of dele-
terious alleles at the edge. Moreover, with slower expansion,
high-ﬁtness alleles from the center of the range have more
time to disperse toward the edge, restoring genetic diversity
at sites locally ﬁxed for deleterious alleles by previous drift,
and back-mutation also has more time to generate beneﬁcial
diversity.
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The mechanism altering expansion speed is a vital part
of the process for these interactions to occur. When ex-
pansion speed is changed as a result of altered dispersal
abilities, there is no expectation for faster expansion to con-
tribute to a further increased load. This explains the lack of
further ﬁtness reductions from increased expansion speed
in our simulations with long-distance dispersal. Instead, lo-
cal adaptation at the edge was slightly reduced and expan-
sion load less severe relative to the Gaussian-dispersal case,
suggesting that this difference in dispersal models led to only
slightly different amounts of expansion load accumulating,
given the different amount of connectivity between the core
and the edge. Furthermore, we do not interpret the differ-
ences in expansion speed as reﬂecting any innate differences
in species range sizes, as we expect range size to instead re-
late to species characteristics such as dispersal ability and
adaptation over many traits to different environmental as-
pects that we may not have modeled.
The effect sizes of mutations underlying expansion load
have important empirical implications, as many studies to-
day aim to understand expansion load in humans after ex-
pansion out of Africa (Lohmueller 2014a, 2014b; Henn
et al. 2015a, 2015b; Gravel 2016). Whether expansion load
exists but is difﬁcult to detect has been debated, and a full
understanding of the selection coefﬁcients across human
(or other) genomes is lacking (Hancock et al. 2011; Loh-
mueller 2014b; Simons et al. 2014; Henn et al. 2015a,
2015b). We ﬁnd an interesting difference in the makeup of
expansion load between our two simulated cases of genome-
wide deleterious mutation rates. While deleterious alleles
of moderate and large effect are relatively rare, we ﬁnd that
they are responsible for the majority of expansion load.
These alleles, which would otherwise tend to be purged or
kept at low frequency by purifying selection, are able to in-
crease in frequency on the expanding wave front. Interest-
ingly, we ﬁnd that in cases exhibiting faster range expan-
sion, a larger proportion of expansion load comes from
alleles of moderate and large effect, because with faster ex-
pansion there will be greater genetic drift at the margin, al-
lowing the rise in frequency of strongly deleterious alleles.
Implications, Caveats, and Future Directions
Our ﬁnding that local maladaptation interacts with expan-
sion load has broad evolutionary and ecological implica-
tions, including for studies of natural range expansions un-
der climate change, invasive species, and conservation efforts
(Hunter and Hutchinson 1994). For example, highly invasive
species are known for their rapid rate of spread (e.g., cane
toads in Australia; Phillips et al. 2006), providing interest-
ing opportunities to examine whether and how these spe-
cies accumulate expansion load. Conservation efforts that
aim to reintroduce genetic diversity through assisted migra-
tion would clearly beneﬁt edge populations in terms of re-
ducing expansion load, but potential disruption to local adap-
tation is also a concern (Aitken and Whitlock 2013). Finally,
both expansion load and migration load are likely to affect
climate-change-induced range shifts. Rapid climate change
would necessitate fast range expansion. Therefore, expan-
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sion load may be increased and local adaptation decreased,
leaving struggling populations subject to stochastic extinc-
tion events. If the speed of climate change is not too fast,
however, populations adapting as they move over space may
reduce any potential impacts of expansion load.
Even though our simulation design differs from previ-
ous models investigating expansion load, we still ﬁnd sub-
stantial load accumulating throughout the course of range
expansion. The presence of hard versus soft selection can
change the amount of expansion load accumulated (Peischl
et al. 2013; Peischl and Excofﬁer 2015), as can one- versus
two-dimensional landscapemodels (Peischl et al. 2013). Sev-
eral other differences, such as a range of mutational effects
for deleterious alleles and continuous dispersal rather than
a stepping-stonemodel, might also contribute to the amount
of expansion load.
There are several biological features of organisms and
their environments that we did not consider in our simula-
tions because of the vast computational resources already
required, but these merit future investigation. Our simula-
tions allowed for individuals to self-fertilize when mates
were limited, but this is not possible in many species. The
inability to self-fertilize could slow range expansion, lead-
ing to a reduction in expansion load. Other effects can sim-
ilarly reduce ﬁtness in small edge populations. Allee effects
(Taylor and Hastings 2005) or aggregating dispersal behav-
ior that discourages colonization of empty habitat (Altwegg
et al. 2013) would slow expansion, as might dispersal barriers
or increased encounters with antagonistic species (e.g., com-
petitors, pathogens; Case et al. 2005; Kubisch et al. 2013). It
would be interesting to consider species with overlapping
generations, where previously established individuals may
block immigration into patches at carrying capacity (i.e.,
a priority effect; Atkins and Travis 2010). Priority effects
could slow replacement of initial colonizers at the range
edge, impeding genetic rescue and increasing the persis-
tence of expansion load away from the edge. Some factors
that could speed expansion beyond rates seen in our model
and lead to increased expansion load include greater long-
distance dispersal and increased fecundity. We found that
simulations with fecundity halved (3.5 vs. 7; data not shown)
exhibited much less expansion load and higher ﬁtness in
edge populations. Thus, increasing fecundity allows popula-
tions to persist at lower mean ﬁtness and thus accumulate
more load. Finally, other factors could result in complex,
less predictable effects. Local adaptation likely involves mul-
tiple quantitative traits adapting over similar or different en-
vironmental gradients, with potentially complex interactions
that merit future investigation.
A potentially key evolutionary component of range ex-
pansions not included in our model is the evolution of dis-
persal ability. Increased dispersal is always expected to evolve
at expanding range margins (Hargreaves and Eckert 2014).
Interestingly, increased dispersal is expected theoretically
and found empirically even during expansion across envi-
ronmental gradients or with expansion load alone (Henry
et al. 2015). However, increased dispersal also steepens the
perceived slope of a given environmental gradient, which
can eventually slow or even temporarily halt range expan-
sion until edge populations evolve to overcome initial mal-
adaptation (e.g., Phillips 2012). Therefore, it is unclear how
dispersal evolution would affect the results presented in our
study.
Conclusions
Our results support those of previous studies ﬁnding that
expansion load via the surﬁng of deleterious alleles reduces
ﬁtness in expanding populations (Peischl et al. 2013, 2015;
Peischl and Excofﬁer 2015). We show this under biologically
realistic conditions, bolstering evidence that allele surﬁng
may indeed cause expansion load in nature. Our results are
also in agreement with those of previous studies showing that
on an environmental gradient, migration load reduces ﬁt-
ness in expanding populations (Kirkpatrick and Barton 1997;
Bridle et al. 2010; Polechová and Barton 2015), although
we did not see any cases of stable range limits as a result
of local maladaptation or expansion load. We highlight the
mechanism of interaction between local maladaptation and
expansion load. Local maladaptation feeds back to reduce
the speed of expansion and thus allows for less expansion
load through reduced genetic drift and increased migration
to the edge throughout the course of range expansion. Fi-
nally, we demonstrate that faster range expansion leads to
a larger contribution of moderate- and large-effect deleteri-
ous alleles to expansion load. These contributions signiﬁ-
cantly advance theory on the genetics of range expansion
toward meaningful predictions and interpretations for stud-
ies of natural populations.
Acknowledgments
We would like to thank D. Irwin, M. Kirkpatrick, S. Wang,
and members of the Otto and Whitlock labs for feedback
on early stages of this project. We also thank S. Peischl
and an anonymous reviewer for insightful comments that
improved the manuscript. Funding was provided by the
Beaty Biodiversity Research Centre, Natural Sciences and
Engineering Research Council (NSERC) Discovery Grant
RGPIN-2016-03779 to M.C.W.; NSERC and Killam post-
doctoral fellowships to N.P.S.; an NSERC Discovery Grant
to A.L.A.; Swiss National Science Foundation (SNSF) Doc.
mobility project P1SKP3_168393 to R.M.-D.; and SNSF
grant PP00P3 144846 to F.G.; the Genome Canada Large
Scale Applied Research Project Program supported G.L.C.
Maladaptation Reduces Expansion Load 000
This content downloaded from 130.060.020.081 on January 31, 2017 00:24:13 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
Literature Cited
Agrawal, A. F., and M. C. Whitlock. 2011. Inferences about the dis-
tribution of dominance drawn from yeast gene knockout data. Ge-
netics 187:553–566.
Aitken, S. N., and M. C. Whitlock. 2013. Assisted gene ﬂow to facil-
itate local adaptation to climate change. Annual Review of Ecology,
Evolution, and Systematics 44:367–388.
Altwegg, R., Y. C. Collingham, B. Erni, and B. Huntley. 2013. Density-
dependent dispersal and the speed of range expansions. Diversity
and Distributions 19:60–68.
Angert, A. L., H. Bradshaw Jr., and D. W. Schemske. 2008. Using exper-
imental evolution to investigate geographic range limits in monkey
ﬂowers. Evolution 62:2660–2675.
Atkins, K. E., and J. M. J. Travis. 2010. Local adaptation and the evo-
lution of species’ ranges under climate change. Journal of Theoret-
ical Biology 266:449–457.
Baer, C. F., M. M. Miyamoto, and D. R. Denver. 2007. Mutation rate
variation in multicellular eukaryotes: causes and consequences. Na-
ture Reviews Genetics 8:619–631.
Barton, N. H. 2001. Adaptation at the edge of a species’ range. Pages
365–392 in J. Silvertown, ed. Integrating ecology and evolution in
a spatial context. Blackwell, Oxford.
Bridle, J. R., J. Polechová, M. Kawata, and R. K. Butlin. 2010. Why is
adaptation prevented at ecological margins? new insights from
individual-based simulations. Ecology Letters 13:485–494.
Case, T. J., R. D. Holt, M. A. McPeek, and T. H. Keitt. 2005. The
community context of species’ borders: ecological and evolutionary
perspectives. Oikos 108:28–46.
Case, T. J., and M. L. Taper. 2000. Interspeciﬁc competition, envi-
ronmental gradients, gene ﬂow, and the coevolution of species’
borders. American Naturalist 155:583–605.
Charlesworth, B., and D. Charlesworth. 2010. Elements of evolution-
ary genetics. Roberts, Greenwood Village, CO.
Chen, I.-C., J. K. Hill, R. Ohlemüller, D. B. Roy, and C. D. Thomas.
2011. Rapid range shifts of species associated with high levels of
climate warming. Science 333:1024–1026.
Colautti, R. I., and S. C. Barrett. 2013. Rapid adaptation to climate
facilitates range expansion of an invasive plant. Science 342:364–
366.
Conover, D. 1992. Seasonality and the scheduling of life history at
different latitudes. Journal of Fish Biology 41:161–178.
Deng, H.-W., and M. Lynch. 1996. Estimation of deleterious-mutation
parameters in natural populations. Genetics 144:349–360.
Denver, D. R., K. Morris, M. Lynch, and W. K. Thomas. 2004. High
mutation rate and predominance of insertions in the Caenorhabditis
elegans nuclear genome. Nature 430:679–682.
Do, R., D. Balick, H. Li, I. Adzhubei, S. Sunyaev, and D. Reich. 2015.
No evidence that selection has been less effective at removing del-
eterious mutations in Europeans than in Africans. Nature Genetics
47:126–131.
Excofﬁer, L., M. Foll, and R. J. Petit. 2009. Genetic consequences of
range expansions. Annual Review of Ecology, Evolution, and Sys-
tematics 40:481–501.
Eyre-Walker, A., and P. D. Keightley. 2007. The distribution of ﬁtness
effects of new mutations. Nature Reviews Genetics 8:610–618.
Fry, J. D., P. D. Keightley, S. L. Heinsohn, and S. V. Nuzhdin. 1999.
New estimates of the rates and effects of mildly deleterious muta-
tion in Drosophila melanogaster. Proceedings of the National Acad-
emy of Sciences of the USA 96:574–579.
Gilbert, K. J., N. P. Sharp, A. L. Angert, G. L. Conte, J. A. Draghi,
F. Guillaume, A. L. Hargreaves, R. Matthey-Doret, andM. C. Whit-
lock. 2017. Data from: Local adaptation interacts with expansion
load during range expansion: maladaptation reduces expansion
load. American Naturalist, Dryad Digital Repository, http://dx.doi
.org/10.5061/dryad.k7c40.
Gravel, S. 2016. When is selection effective? Genetics 203:451–462.
Guillaume, F., and J. Rougemont. 2006. Nemo: an evolutionary and
population genetics programming framework. Bioinformatics 22:
2556–2557.
Guttal, V., F. Bartumeus, G. Hartvigsen, and A. L. Nevai. 2011. Re-
tention time variability as a mechanism for animal mediated long-
distance dispersal. PLoS ONE 6(12):e28447. doi:10.1371/journal
.pone.0028447.
Haag-Liautard, C., M. Dorris, X. Maside, S. Macaskill, D. L. Halligan,
B. Charlesworth, and P. D. Keightley. 2007. Direct estimation of per
nucleotide and genomic deleterious mutation rates in Drosophila.
Nature 445:82–85.
Hallatschek, O., and D. R. Nelson. 2010. Life at the front of an ex-
panding population. Evolution 64:193–206.
Halligan, D. L., and P. D. Keightley. 2009. Spontaneous mutation ac-
cumulation studies in evolutionary genetics. Annual Review of
Ecology, Evolution, and Systematics 40:151–172.
Hancock, A. M., D. B. Witonsky, G. Alkorta-Aranburu, C. M. Beall,
A. Gebremedhin, R. Sukernik, G. Utermann, J. K. Pritchard, G. Coop,
and A. Di Rienzo. 2011. Adaptations to climate-mediated selective
pressures in humans. PLoS Genetics 7(4):e1001375. doi:10.1371/journal
.pgen.1001375.
Hargreaves, A. L., and C. G. Eckert. 2014. Evolution of dispersal and
mating systems along geographic gradients: implications for shifting
ranges. Functional Ecology 28:5–21.
Hargreaves, A. L., K. E. Samis, and C. G. Eckert. 2014. Are species’
range limits simply niche limits writ large? a review of transplant
experiments beyond the range. American Naturalist 183:157–173.
Hastings, A., K. Cuddington, K. F. Davies, C. J. Dugaw, S. Elmen-
dorf, A. Freestone, S. Harrison, et al. 2005. The spatial spread of
invasions: new developments in theory and evidence. Ecology Letters
8:91–101.
Henn, B. M., L. R. Botigué, C. D. Bustamante, A. G. Clark, and
S. Gravel. 2015a. Estimating the mutation load in human genomes.
Nature Reviews Genetics 16:333–343.
Henn, B. M., L. R. Botigué, S. Peischl, I. Dupanloup, M. Lipatov, B. K.
Maples, A. R. Martin, et al. 2015b. Distance from sub-Saharan Africa
predicts mutational load in diverse human genomes. Proceedings of
the National Academy of Sciences of the USA 113(4):E440–E449.
Henry, R. C., A. Coulon, and J. M. Travis. 2015. Dispersal asym-
metries and deleterious mutations inﬂuence metapopulation per-
sistence and range dynamics. Evolutionary Ecology 29:833–850.
Hewitt, G. M. 1999. Post-glacial re-colonization of European biota.
Biological Journal of the Linnean Society 68:87–112.
Holt, R. D., and M. Barﬁeld. 2011. Theoretical perspectives on the
statics and dynamics of species’ borders in patchy environments.
American Naturalist 178:S6–S25.
Houle, D. 1992. Comparing evolvability and variability of quantita-
tive traits. Genetics 130:195–204.
Houle, D., B. Morikawa, and M. Lynch. 1996. Comparing mutational
variabilities. Genetics 143:1467–1483.
Hunter, M. L., and A. Hutchinson. 1994. The virtues and short-
comings of parochialism: conserving species that are locally rare,
but globally common. Conservation Biology 8:1163–1165.
000 The American Naturalist
This content downloaded from 130.060.020.081 on January 31, 2017 00:24:13 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
Ibrahim, K. M., R. A. Nichols, and G. M. Hewitt. 1996. Spatial pat-
terns of genetic variation generated by different forms of dispersal
during range expansion. Heredity 77:282–291.
Johnson, T., and N. Barton. 2005. Theoretical models of selection
and mutation on quantitative traits. Philosophical Transactions of
the Royal Society B 360:1411–1425.
Keightley, P. D. 1994. The distribution of mutation effects on viabil-
ity in Drosophila melanogaster. Genetics 138:1315–1322.
———. 2012. Rates and ﬁtness consequences of new mutations in
humans. Genetics 190:295–304.
Kingsolver, J. G., H. E. Hoekstra, J. M. Hoekstra, D. Berrigan, S. N.
Vignieri, C. Hill, A. Hoang, P. Gibert, and P. Beerli. 2001. The
strength of phenotypic selection in natural populations. American
Naturalist 157:245–261.
Kirkpatrick, M., and N. Barton. 1997. Evolution of a species’ range.
American Naturalist 150:1–23.
Klopfstein, S., M. Currat, and L. Excofﬁer. 2006. The fate of muta-
tions surﬁng on the wave of a range expansion. Molecular Biology
and Evolution 23:482–490.
Kubisch, A., T. Degen, T. Hovestadt, and H. J. Poethke. 2013. Pre-
dicting range shifts under global change: the balance between local
adaptation and dispersal. Ecography 36:873–882.
Labuda, D., E. Zietkiewicz, and M. Labuda. 1997. The genetic clock
and the age of the founder effect in growing populations: a lesson
from French Canadians and Ashkenazim. American Journal of Hu-
man Genetics 61:768–770.
Lohmueller, K. E. 2014a. The distribution of deleterious genetic var-
iation in human populations. Current Opinion in Genetics and De-
velopment 29:139–146.
———. 2014b. The impact of population demography and selection
on the genetic architecture of complex traits. PLoS Genetics 10(5):
e1004379. doi:10.1371/journal.pgen.1004379.
Lohmueller, K. E., A. R. Indap, S. Schmidt, A. R. Boyko, R. D.
Hernandez, M. J. Hubisz, J. J. Sninsky, et al. 2008. Proportionally
more deleterious genetic variation in European than in African
populations. Nature 451:994–997.
Louthan, A. M., D. F. Doak, and A. L. Angert. 2015. Where and when
do species interactions set range limits? Trends in Ecology and Evo-
lution 30:780–792.
Lowe, W. H. 2009. What drives long-distance dispersal? a test of the-
oretical predictions. Ecology 90:1456–1462.
Lynch, M., J. Conery, and R. Burger. 1995. Mutation accumulation
and the extinction of small populations. American Naturalist 146:
489–518.
Lynch, M., and B. Walsh. 1998. Genetics and analysis of quantitative
traits. Sinauer, Sunderland, MA.
Marsico, T. D., and J. J. Hellmann. 2009. Dispersal limitation in-
ferred from an experimental translocation of Lomatium (Apiaceae)
species outside their geographic ranges. Oikos 118:1783–1792.
Montague, J., S. Barrett, and C. Eckert. 2008. Re-establishment of
clinal variation in ﬂowering time among introduced populations
of purple loosestrife (Lythrum salicaria, Lythraceae). Journal of
Evolutionary Biology 21:234–245.
Mousseau, T. A., and D. A. Roff. 1987. Natural selection and the her-
itability of ﬁtness components. Heredity 59:181–197.
Norio, R. 2003. Finnish disease heritage I: characteristics, causes, back-
ground. Human Genetics 112:441–456.
Peischl, S., I. Dupanloup, M. Kirkpatrick, and L. Excofﬁer. 2013. On
the accumulation of deleterious mutations during range expansions.
Molecular Ecology 22:5972–5982.
Peischl, S., and L. Excofﬁer. 2015. Expansion load: recessive muta-
tions and the role of standing genetic variation. Molecular Ecology
24:2084–2094.
Peischl, S., M. Kirkpatrick, and L. Excofﬁer. 2015. Expansion load and
the evolutionary dynamics of a species range. American Naturalist
185:E81–E93.
Phillips, B. L. 2012. Range shift promotes the formation of stable
range edges. Journal of Biogeography 39:153–161.
Phillips, B. L., G. P. Brown, J. K. Webb, and R. Shine. 2006. Invasion
and the evolution of speed in toads. Nature 439:803.
Polechová, J., and N. H. Barton. 2015. Limits to adaptation along en-
vironmental gradients. Proceedings of the National Academy of
Sciences of the USA 112:6401–6406.
Price, T. D., and M. Kirkpatrick. 2009. Evolutionarily stable range
limits set by interspeciﬁc competition. Proceedings of the Royal
Society B 276:1429–1434.
Sakai, A. K., F. W. Allendorf, J. S. Holt, D. M. Lodge, J. Molofsky, K. A.
With, S. Baughman, et al. 2001. The population biology of invasive
specie. Annual Review of Ecology and Systematics 32:305–332.
Schoen, D. J. 2005. Deleterious mutation in related species of the plant
genus Amsinckia with contrasting mating systems. Evolution 59:
2370–2377.
Scriver, C. R. 2001. Human genetics: lessons from Quebec popula-
tion. Annual Review of Genomics and Human Genetics 2:69–101.
Shaw, R. G., D. L. Byers, and E. Darmo. 2000. Spontaneous muta-
tional effects on reproductive traits of Arabidopsis thaliana. Ge-
netics 155:369–378.
Simons, Y. B., M. C. Turchin, J. K. Pritchard, and G. Sella. 2014. The
deleterious mutation load is insensitive to recent population his-
tory. Nature Genetics 46:220–224.
Skalski, G. T., and J. F. Gilliam. 2000. Modeling diffusive spread in a
heterogeneous population: a movement study with stream ﬁsh.
Ecology 81:1685–1700.
Sousa, V., S. Peischl, and L. Excofﬁer. 2014. Impact of range expan-
sions on current human genomic diversity. Current Opinion in Ge-
netics and Development 29:22–30.
Svenning, J.-C., D. Gravel, R. D. Holt, F. M. Schurr, W. Thuiller,
T. Münkemüller, K. H. Schiffers, et al. 2014. The inﬂuence of inter-
speciﬁc interactions on species range expansion rates. Ecography
37:1198–1209.
Taylor, C. M., and A. Hastings. 2005. Allee effects in biological in-
vasions. Ecology Letters 8:895–908.
Turelli, M. 1984. Heritable genetic variation via mutation-selection
balance: Lerch’s zeta meets the abdominal bristle. Theoretical Pop-
ulation Biology 25:138–193.
Wright, S. 1946. Isolation by distance under diverse systems of mat-
ing. Genetics 31:39–59.
Yotova, V., D. Labuda, E. Zietkiewicz, D. Gehl, A. Lovell, J.-F.
Lefebvre, S. Bourgeois, et al. 2005. Anatomy of a founder effect:
myotonic dystrophy in northeastern Quebec. Human Genetics
117:177–187.
Associate Editor: Charles F. Baer
Editor: Alice A. Winn
Maladaptation Reduces Expansion Load 000
This content downloaded from 130.060.020.081 on January 31, 2017 00:24:13 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
