Abstract. Let S n be the simple random walk on the integer lattice Z d . For a Bernstein function φ we consider a random walk S φ n which is subordinated to S n . Under a certain assumption on the behaviour of φ at zero we establish global estimates for the transition probabilities of the random walk S φ n . The main tools that we apply are the parabolic Harnack inequality and appropriate bounds for the transition kernel of the corresponding continuous time random walk.
Introduction
The main aim of this article is to demonstrate global estimates for transition probabilities for a class of random walks that are subordinated to the simple random walk on the integer lattice Z d . Random walks from this class are obtained via discrete subordination which was defined in [8] . They have neither second moment nor finite support and thus studying their long time behaviour becomes very demanding. The procedure of discrete subordination can be regarded as a discrete counterpart of the Bochner's subordination for semigroups of operators which was successfully applied in probability theory for continuous time Markov processes.
To be more precise, let P be the one-step transition operator of the simple (symmetric) random walk S n on the space Z d , that is P f (x) = 1 2d d j=1 f (x ± e j ), where e j is the unit vector in Z d with j th component 1. For any Bernstein function φ such that φ(0) = 0 and φ(1) = 1 we define a new transition operator P φ via the following functional equation
The operator P φ − I generates a random walk S φ n which is the subordinate random walk related to the function φ, see Section 2 for the probabilistic definition.
In this article we are concerned with the transition probabilities of the random walk S φ n which are defined as p φ (n, x, y) = P x (S φ n = y). In the course of study we assume that φ is a complete Bernstein function. Our second assumption is the scaling condition. We require that for some constants c * , c * > 0 and 0 < α * α * < 1 the function φ satisfies Under these two assumptions we establish global estimates for the function p φ (n, x, y), that is we prove that for all x, y ∈ Z d and n ∈ N it holds p φ (n, x, y) ≍ min φ −1 (n −1 ) d/2 , n φ(|x − y| −2 ) |x − y| d , see Theorem 3.1, Theorem 5.1 and Theorem 6.17. In the above relation, the symbol ≍ means that the ratio of the two expressions is bounded from below and from above by some positive constants Similar questions have already been addressed in the literature. In [4] the authors found global estimates for transition probabilities of stable-like random walks. Recently, in [18] the similar problem was solved on uniformly discrete metric measure spaces. We mention here related papers and monographs [1] , [2] , [3] , [12] , [14] , [15] , [21] , [22] , [24] .
We notice that condition (1.1) means that the function φ is a O-regularly varying function at 0 with Matuszewska indices contained in (0, 1), see [9, Sec. 2] . Complete Bernstein functions with such behaviour at zero can be found in the closing table of [20] and include functions: φ(λ) = λ α + λ β , α, β ∈ (0, 1); φ(λ) = λ α (log(1 + λ)) β , α ∈ (0, 1), β ∈ (0, 1 − α); φ(λ) = (log(cosh( √ λ))) α , for α ∈ (0, 1) etc. It is possible, however, to construct examples of complete Bernstein functions that satisfy (1.1) and that are not comparable to any regularly varying function, see e.g. [13] .
It has been recently proved in [17] that, under our assumptions, the one-step transition probability of S Thus, the paper is an attempt to establish bounds for transition probabilities of random walks with one-step transition kernels that may not be comparable to a regularly varying function. Let us comment on the structure and methods of the article. In Section 2 we give the precise definition of the subordinate random walk and we prove some auxiliary results which include an estimate for the time to leave a ball for the random walk S φ n . Our proof is an application of the concentration inequality from [19] . Section 3 is devoted to the proof of the on-diagonal bound for the kernel p φ (n, x, y). For this we use the Fourier analytic approach which was previously applied in [7] to find asymptotics of p φ (n, x, y) under the assumption that φ is a regularly varying function at zero. In Section 4 we prove the parabolic Harnack inequality which is the main tool that we use to obtain offdiagonal bounds for p φ (n, x, y). To show this inequality we follow the elegant approach of [4] , which was also applied in [18] . In Section 5 we obtain the global lower bound by the application of the parabolic Harnack inequality combined with the on-diagonal estimate. Section 6 is a twofold paragraph. In the first part we study the continuous time random walk which is constructed from S φ n with the aid of the independent Poisson process. For such a process we find the upper heat kernel estimate. To get this result we apply the marvellous approach of [10] where the authors study stability of heat kernel estimates for jump processes on metric measure spaces. In the second part we apply estimates for the continuous time random walk to prove hitting time estimates and, finally, upper bounds for p φ (n, x, y).
Notation. Throughout the paper C, c, c 1 , c 2 , . . . will denote absolute constants. Their labelling starts anew in each statement and their dependence on the function φ and on the dimension d will not be mentioned explicitly. The cardinality of a set A ⊂ Z d is denoted by |A|. The Euclidean distance between x and y is denoted by |x − y|. For x ∈ R d and r > 0, we write B(x, r) = {y ∈ Z d : |y − x| < r} and B r = B(0, r). We use notation a ∧ b := min{a, b} and a ∨ b := max{a, b}. For any two positive functions f and g, we write f ≍ g if there exist constants c 1 , c 2 > 0 such that c 1 g/f c 2 .
Preliminaries
Let S n = X 1 + · · · + X n be the simple (symmetric) random walk in Z d which starts from the origin. This means (X k ) k 1 is a sequence of independent identically distributed random variables defined on a given probability space (Ω, A , P) with distribution P(X k = e i ) = P(X k = −e i ) = 1/2d, for each i = 1, 2, . . . , d. Here e i is the i th unit vector in Z d . Let φ be a Bernstein function such that φ(0) = 0, φ(1) = 1. Such a function admits the following integral representation
for ℓ 0 and a measure µ on (0, ∞)
We consider a sequence of positive numbers a φ m which is related to the function φ and is defined as
where δ x is the Diraac measure at x. One easily verifies that
Let τ n = R 1 +· · ·+R n be a random walk on Z + with increments R i that are independent of the random walk S n and have the distribution given by P(R 1 = m) = a φ m . A subordinate random walk is defined as S φ n := S τn , for all n 0. Such random walks were introduced in [8] and later studied in papers [5] , [6] , [16] , [7] , [17] , see also [11] . Notice that the one-step transition probability p φ (1, x, y) of the random walk S φ n is of the form
where p(n, x, y) = P x (S n = y) stands for the n-step transition probability of the simple random walk S n . We use the notation p φ (n, x, x) = p φ (n, 0) and
In the course of study we always assume that φ is a complete Bernstein function. Recall that this means that the measure µ from (2.1) has a completely monotone density with respect to Lebesgue measure, see [20, Def. 6.1.] . We additionally require that φ has no drift term, that is ℓ = 0 in (2.1). Next assumption on the function φ is that it satisfies scaling condition (1.1). These assumptions will not be explicitly stated in the results.
Auxiliary results.
We will repeatedly use the fact that
for constants c ′ , c ′′ > 0 which depend only on the dimension d. We recall that for any Bernstein function φ it holds φ(λt) λφ(t), for all λ 1, t > 0, which implies
We formulate bounds for the inverse function φ −1 which easily follow from (1.1) and take the form
Throughout the paper we use the following decreasing function
Notice that with this notation (1.2) becomes p φ (1, x, y) ≍ j(|x − y|), x = y.
Lemma 2.1. There exists a constant c 0 > 0 such that
for every x ∈ Z d and r > 0.
Proof. Assume that r 1. By (1.1), we have
what finishes the proof.
Next we prove a pair of useful estimates for the subordinate random walk.
Lemma 2.2. There exists a constant C 1 > 0 such that
Proof. By [14, Thm. 1.2.1],
This and the fact that P(S 2m−1 = 0) = 0 combined with (2.3), [17, Lemma 3.1.] and
Estimates for probability of leaving a ball. In this paragraph we establish the following result.
Theorem 2.3. There exists a constant γ ∈ (0, 1) such that for all r > 0
Our approach is based on the application of the concentration inequality from [19] , see (2.10), which provides a bound for the maximum of the random walk in terms of the function h which in our case is of the form
where F is the distribution function of the random variable S φ 1 . Before we prove Theorem 2.3 we show that under the scaling condition (1.1) the function h is dominated by the function φ.
Lemma 2.4. In the above notation, there is a constant C 1 such that
Proof. First observe that if x ∈ (0, 1) then h(x) = P(S φ 1 = 0) and whence the result follows. Assume next that x ≥ 1. Using (1.2) and (1.1) we get
We can similarly show that
for some constant c 4 > 0 and the proof is finished.
Proof of Theorem 2.3. We first consider the case r < 1. Since φ is increasing and φ(1) = 1, we have γ/φ(r −2 ) < 1, for any γ ∈ (0, 1). Therefore
and thus for any r < 1 it holds
Assume that r 1. Applying the result from [19, Lemma on page 949] we get 10) where c 1 depends only on the dimension d. By Lemma 2.4 and (2.5),
we obtain (2.8) for all r > 0.
On-diagonal bounds
In this section we establish the on-diagonal bounds. We apply a Fourier analytic method which is extracted from [7] .
Proof. Let Ψ be the characteristic function of the simple random walk S. Then the characteristic function of S φ is Ψ φ (θ) = 1 − φ(1 − Ψ(θ)), see [8] . Thus, by the Fourier inversion formula,
where
We fix ε > 0 and first we estimate the integral in (3.2) over the set D
Next, we consider the remaining part of the integral in (3.2) , that is over the ball B ε . We set a n = φ −1 (n −1 ) 1/2 and by the change of variable we get
To finish the proof we need to show that for some c 1 , c 2 > 0
Notice that it suffices to prove (3.3) only for n large enough, as the integrand in (3.3) is strictly positive if ε is small enough, and thus in the end of the proof we can change constants appropriately to estimate the expression in (3.2) for all n.
We observe that
Indeed, this follows easily from the fact that
and, for some c 3 > 0 and for all x ∈ R,
We next prove that for some c 4 , c 5 > 0 and for all n ∈ N c 4 |ξ| 2α * ∧ |ξ|
For that we establish the following simple result.
Claim 1. Let (a n ) and (b n ) be two sequences of positive numbers both tending to zero and such that lim n→∞ (a n /b n ) = 1. Then there exists a constant c 6 > 0 such that
Proof of Claim 1. Scaling condition (1.1) implies that, for some c 7 > 0,
With this inequality it is straightforward to obtain (3.6).
By Claim 1 and (3.4),
and whence
Applying scaling condition (1.1) in (3.7) we get (3.5) . Next, we notice that
Thus, by (3.5), for n large enough,
Since both of the side integrals converge to positive constants as n goes to infinity, we conclude that (3.3) is valid for n large enough and the proof is finished.
There is a constant c > 0 such that
Proof. This follows by Theorem 3.1 combined with the Cauchy-Schwarz inequality.
Parabolic Harnack inequality
In this section we prove the parabolic Harnack inequality which is the main tool that we will use to obtain off-diagonal bounds in Sections 5 and 6. We follow closely the elegant approach of [4] but we emphasize that for the case that we undertake in the paper it requires numerous adjustments and alterations.
Let
for the law of (V k , S φ k ) when it starts from (j, x) and we set
) is a martingale, where τ D denotes the exit time of the Markov chain (V k , S φ k ) from the set D. We now prove the following important observation. Lemma 4.1. For each n 0 ∈ N and
Proof. By the Markov property,
where the last equality follows by the semigroup relation.
We introduce the notation
where γ is the constant from Theorem 2.3. We fix the following two constants
The main result of this section is the following theorem.
Theorem 4.2.
There exists a constant C P H > 0 such that for every non-negative, bounded function q on P which is parabolic on the set {0, 1, 2, . . . , ⌊γ/φ((
for all z ∈ Z d and for R large enough.
Before we prove this theorem we need to establish a series of lemmas. Let
and put τ (x, r) = τ (0, x, r). We observe that τ (k, x, r) ⌊γ/φ(r −2 )⌋+1. For a non-empty set A ⊆ Q(0, x, r), we define
We now fix a non-empty A ⊆ Q(0, x, r) such that A(0) = ∅ and we set
. For any A ⊂ P we also define
In the above notation, let
The process J n∧T A is a F -martingale.
Proof. We have
Proposition 4.4. There exists a constant θ 1 ∈ (0, 1) such that
Proof. We claim that ⌊γ/φ(r −2 )⌋ + 1 2γ/φ(r −2 ). Indeed, we have A(0) = ∅ and A = ∅ so it follows that A(k) = ∅, for some k 1. Thus γ/φ(r −2 ) 1, which clearly yields the claim.
We first assume that
Hence
Assume that 
By (1.2), Lemma 2.2 and using monotonicity of the function j, we get that for
Since
We conclude the desired result with
Lemma 4.5. There exists a constant θ 2 > 0 such that for (k, x) ∈ Q(0, z, R/2) and for r > 0 such that k ⌊γ/φ(r −2 )⌋ + 1 we have
where U(k, x, r) = {k} × B(x, r).
. By Proposition 4.4, we get
The strong Markov property yields
We are left to bound from below the first term in (4.4). Observe that if the process
We also notice that S φ -coordinate stays in B(x, r) for at least ⌊γ/φ(r
. Thus, using Theorem 2.3, we get
and we conclude that
There exists a constant θ 3 > 0 which does not depend on x, r and H and such that
for all y ∈ B(x, r/2).
Proof. It suffices to check validity of (4.
With such a choice we have
For z ∈ B(x, r) and w / ∈ B(x, 2r), z = w and whence (1.2) implies
starts from (0, y) and S φ -coordinate stays in B(y, r/2) for ⌊γ/φ(r −2 )⌋ steps then at the same time it also stays in B(x, r). Hence
For every z ∈ B(x, r) we have |z − w| 2|x − w|. By monotonicity of j and [17, Lemma 2.4], we get inf
We obtain
. Notice that (4.6) remains valid if the process starts from (0, x) instead of (0, y). Similarly we prove that
. The result follows with θ 3 = c 3 /c 2 .
We can now prove the parabolic Harnack inequality.
Proof of Theorem 4.2. By multiplying the function q by a constant, we can assume that
Notice that if q(0, x) = 0 for some x ∈ B(z, R/B) then (4.2) is trivially satisfied, as the parabolicity of q implies that
q(k, y) = 0.
Let B be the constant defined at (4.1). By Lemma 7.2 of the Appendix, there exists a constant R 0 B such that
Let us fix r R 0 , (k, x) ∈ P and a set G ⊆ Q(k + 1, x, r/B) for which it holds
We claim that for such a set G there is a constant c 1 ∈ (0, 1) such that
Indeed, by our choice G ⊆ Q(k, x, r) and G(k) = ∅. Therefore, Proposition 4.4 and relation (2.5) yield
where we can achieve that c 1 < 1 by decreasing c ′ in (2.4) if necessary. Let θ 1 , θ 2 and θ 3 be the constants from Proposition 4.4, Lemma 4.5 and Lemma 4.6 respectively. We set 10) where c 1 is the constant from relation (4.9) and c * , α * ∈ (0, 1) are the constants from the scaling condition (1.1).
Claim 2. There exists a constant c 2 > 0 such that for all r, R, K > 0 which satisfy r R < 1 and
the following two inequalities hold
We prove this claim in the end of the proof of the theorem and the value of the constant c 2 is specified there, see (4.25).
We construct a sequence of points
is large enough and under this condition the sequence K i = q(k i , x i ) is increasing and tends to infinity, cf. (4.18). This will finally contradict the fact that q is bounded and whence the result will follow. Let us choose (k 1 , x 1 ) ∈ Q(⌊γ/φ(R −2 )⌋, z, R) such that it holds
q(k, y).
Evidently it suffices to study the case c 2 K
With our choice of constants and using (4.8) one can easily verify that for v defined in (4.7) it holds
Now, suppose that q ζK i on the set
) k 0 is a martingale. Thus (4.12) and Lemma 4.5 imply
)]
and we mention that we could apply Lemma 4.5 because of (4.15). Thus we get a contradiction, so there must exist
and whence x i = y i . This in turn implies
Suppose next that
which again gives a contradiction. Therefore
Define the set
We want to apply Proposition 4.4 for A i and Q(0, v, √ bR). Clearly A i ⊆ Q(k i +1, x i , r i /B) and A i (0) = ∅. Moreover, with the aid of (4.8), (4.14) and (1.1) one can verify that
where we used (4.13) in the last line. We conclude that
Define next
By (4.17) combined with (4.9), we obtain
.
This implies
18) which together with (4.14) gives
We want finally to show that if K 1 is chosen to be sufficiently large then the new point (k i+1 , x i+1 ) will lie in Q(⌊γ/φ(R −2 )⌋, z, R). Indeed, by iterating (4.19), we get
Using (4.20) and scaling condition (1.1) one easily shows that
with κ = (1 + ρ) −1/(d+2) . In a similar fashion we get
We next need the following easy technical result which we prove later.
Claim 3.
There is a constant c 3 > 0 such that the following two relation hold for all R sufficiently large ⌊γ/φ((R/B) −2 )⌋ + 5c
At last, let c 3 be a constant as in Claim 3 and suppose that K 1 (c 2 /c 3 ) d+2 . This would mean that r 1 c 3 R. By (4.21), (4.22) and Claim 3,
d+2 , which means that (4.2) holds with C P H = (c 2 /c 3 ) d+2 and for all R large enough. To finish the prove we are left to establish Claims 2 and 3.
Proof of Claim 2. We set
where γ is the constant from Theorem 2.3, c ′ is the constant from (2.4) and b is defined in (4.1). We show that the claim is true with such a constant. We start by showing (4.12). Combining (2.5) and (4.11) we get
Similarly, to prove (4.13) we apply (2.4) and (2.5) and obtain
Proof of Claim 3. Notice that (4.23) is equivalent to
Using (7.2) and (7.3) we get
Hence, it is enough to define c 3 for which
This can be achieved by setting
Indeed, with such a choice, for R sufficiently large we apply the scaling condition and get
Clearly (4.26) follows. With such c 3 the validity of (4.24) is obvious.
Lower bound
The aim of this section is to prove the global lower estimate. We use a probabilistic method based on the parabolic Harnack inequality.
Theorem 5.1. Under our assumptions, for some constant C > 0
for all x, y ∈ Z d , for all n ∈ N.
Proof. Let us set
Near-diagonal bound : We start by proving that there exists a constant C > 0 such that
for n ∈ N and |x − y| d 1 r n , where d 1 > 0 is a constant to be specified. We take n ∈ N and choose R to satisfy n = γ/φ(R −2 ), where γ is the constant from Theorem 2.3. Let q(k, w) = p φ (bn − k, x, w), where b is the constant from (4.1). By Lemma 4.1, q is parabolic on {0, 1, 2, . . . , bn} × Z d . Since by our choice bn γ/φ((
We now choose d 1 = 1/B which implies that B(y, d 1 r n ) ⊆ B(y, R/B) and whence (n, x) ∈ Q(⌊γ/φ(R −2 )⌋, y, R/B). By choosing n big enough we can make R large enough and this allows us to apply Theorem 4.2. Thus, there is n 0 ≥ 1 such that for all n ≥ n 0 , 
for all x ∈ Z d and n ≥ n 0 . Hence, we have proved (5.2) for all integers of the form bn with n ≥ n 0 . For the remaining values of n between bn 0 and b(n 0 + 1) (and so forth) we use Lemma 2.2 to get
For n < bn 0 we apply the above procedure together with (1.2), and this gives (5.2) for all n.
Estimate away from the diagonal: Let j(r) be the function defined at (2.7). We now show that there is C > 0 such that
for all n ∈ N and |x − y| ≥ d 2 r n , where a constant d 2 > 0 will be specified. We first claim that there is a constant c 3 > 0 such that for all x ∈ Z d and for all k, n ∈ N
By Lemma 2.4 we get
This is true for all constants c 3 > 0. We define specific constant c 3 as
Since c 3 1 we can use lower scaling to obtain (5.4). We now set d 2 = 3c 3 and we notice that
and consider a family of sets
for k = 1, 2, . . . , n. Observe that
and our task is to estimate the last sum from below. By the time reversal of the random walk we get
For x k−1 ∈ B(x, c 3 r n ), x k ∈ B(y, c 3 r n ) and |x − y| d 2 r n = 3c 3 r n , we have
and whence, for |x − y| d 2 r n , by using (1.2)
Using (5.4) we get
and (5.3) follows for all n ∈ N and |x − y| d 2 r n .
Intermediate estimate: We finally show that
for all n ∈ N and for d 1 r n < |x − y| < d 2 r n . For any 1 K n we can write
We now state the claim which we prove later.
Claim 4. Let us set
Then for all n ≥ K the following inequalities hold d 1 r n 2 d 2 r ⌊n/K⌋ , r n−⌊n/K⌋ r n 2 .
Thus, if |x − y| > d 1 r n and z ∈ B(y, d 1 r n /2) then |x − z| d 2 r ⌊n/K⌋ and |y − z| d 1 r n−⌊n/K⌋ .
Combining this with (5.2) and (5.3) we get
Since |x − y| < d 2 r n , for every z ∈ B(y, d 1 r n /2) we get |x − z| c 7 r n , where
By monotonicity of j and (2.5) we get
Clearly n/K n
and, by (2.6),
Combining these two bounds with (5.11) we obtain (5.9) for all n K and for d 1 r n < |x − y| < d 2 r n . For n < K we proceed as in the end of the proof of near-diagonal bound.
Proof of Claim 4. Since r n/K r ⌊n/K⌋ , it is enough to find K such that
By (2.6), for n K,
and whence K has to satisfy K c * 2d
. Similarly, as r n−⌊n/K⌋ r n−n/K , it is enough to have K such that
We assume that K 2 and thus (2.6) implies
We conclude that K has to be such that
Finally, combining inequalities (5.2), (5.3) and (5.9) we obtain (5.1) and the proof is finished.
Upper bound
In this final section we aim at proving the global upper estimates for the transition probabilities of the random walk S φ n . Our strategy is to study the continuous time random walk and to estimate its transition kernel and hitting time of a ball, and then to use these results to get similar identities in the discrete time.
6.1. Estimates for the continuous time random walk. We study the continuous time version of the random walk S φ n which is constructed in the standard way, that is we take (U i ) i∈N to be a sequence of independent, identically distributed exponential random variables with parameter 1 which are independent of S φ . Let T 0 = 0 and
. Equivalently, we can take (N t ) t 0 to be a homogeneous Poisson process with intensity 1 independent of the random walk S φ and then Y t = S φ Nt . The transition probability of the process Y is denoted by q(t, x, y) = P x (Y t = y). We want to find the upper bound for q(t, x, y).
Proposition 6.1. There is a constant c > 0 such that
for all x, y ∈ Z d and for all t 1.
We first handle the on-diagonal part.
Lemma 6.2. There exists a constant C 2 > 0 such that for t > 0 and
Proof. By independence and Theorem 3.1 we get q(t, x, x) e −t + c 1 e
By monotonicity, Σ 1 e t . We next find a bound for Σ 2 and after that, we will show that e −t c 4 φ −1 (t −1 ) d/2 for all t > 0 and for some constant c 4 > 0. Observe that Σ 2 = 0 for t < 1. By (2.6) we get
where in the last inequality we applied [23, Cor. 3] . It suffices to show that
but this follows easily from (2.6). Finally, by the Cauchy-Schwarz inequality we obtain q(t, x, y) = z∈Z d q(t/2, x, z)q(t/2, y, z)
and the proof of (6.2) is finished.
Before we prove the off-diagonal estimate in (6.1) we establish a series of auxiliary results. We follow here the elaborate approach of [10] . We use the notation
Lemma 6.3. For all r 1 it holds
By [17, Prop. 5.4 and Lem. 5.5],
, n ∈ N.
Then, by Wald's identity,
Hence, for every n ∈ N we have
Finally, by monotonicity of φ and by (2.5) we easily conclude the desired estimate.
Lemma 6.4. There exist constants C 3 , C 4 > 0 such that
for all x ∈ Z d and for all r, t > 0
Proof. We first consider the case r ∈ (0, 1). Then Y exits from the ball B(x, r) as soon as it jumps to some point other than x. Observe that
where we used Lemma 7.3. Choosing C ′ 3 = 1/2 we have
If we set C ′ 4 = 1/φ(1/4) we have t C ′ 4 tφ((2r) −2 ), Hence, for r < 1 we have
and this is precisely (6.3) with C ′ 3 and C ′ 4 . Next, assume that r 1. Since for any t > 0
by Markov property and Lemma 6.3 we get
Using again Lemma 6.3 we have
If we set C 3 = min{C We now study the truncated process which is built upon the process Y . For any ρ > 0 we denote by Y (ρ) the process obtained by removing from Y the jumps of size larger than ρ. More precisely, the process Y (ρ) is associated with the following Dirichlet form
which is defined for functions u, v from the domain of the Dirichlet form of the random walk S φ , cf. [2, Sec. 5]. We write q (ρ) (t, x, y) for the transition probability of Y (ρ) and Q (ρ) t for its semigroup. We will also work with killed processes. For any non-empty D ⊆ Z d we denote by (Q 
Lemma 6.5. There exist constants C 5 ∈ (0, 1) and C 6 > 0 such that for any r, t, ρ > 0
Proof. By Lemma 6.4 and (2.5) we get that for all x ∈ Z d and r, t > 0
According to [10, Lemma 7.8] , for all t > 0
Remark. In [10, Lemma 7.8] the authors assume more restrictive assumption on the function φ then our condition (1.1), namely they require the global scaling. The key tool to prove (6.4) is, however, [10, Lemma 2.1] which in our case is covered by Lemma 2.1.
We notice that
This and Lemma 6.4 imply
and the result follows if we choose C 5 = C 3 /4 < 1 and C 6 = C 4 + c 1 .
Lemma 6.6. There exist constants ε ∈ (0, 1) and C 7 > 0 such that for x ∈ Z d and all r, λ, ρ > 0 with λ C 7 φ((r ∧ ρ) −2 ) it holds
Proof. By Lemma 6.5, for any t > 0 and x ∈ Z d ,
We now choose ε = C 5 /4 ∈ (0, 1). We next take t = c 1 /φ((r ∧ ρ) −2 ), for some c 1 > 0, in such a way that C 6 tφ((2r) −2 ) + C 6 tφ(ρ −2 ) 2ε. Hence, we need to choose c 1 > 0 such that
Since φ is increasing,
1 and
and thus it suffices to choose c 1 ε/C 6 . At last, we claim that there is C 7 > 0 such that for λ C 7 φ((r ∧ ρ) −2 ) we will have e −λt ε. Indeed, with such a choice we get that λt ≥ C 7 c 1 and thus we can choose C 7 so big that e −λt C 5 /4 = ε. We finally obtain
as desired.
Lemma 6.7. There exist constants C 8 , C 9 > 0 such that for x ∈ Z d and R, ρ > 0
where C 7 > 0 is the constant from Lemma 6.6.
Proof. We first observe that if ρ R/2 then we can choose C 8 and C 9 such that C 8 exp(−2C 9 ) 1 and result follows. Thus we study the case ρ ∈ (0, R/2). Let z ∈ Z d , R > 0 be fixed. We write for simplicity τ = τ (ρ) (z, R). For any fixed 0 < r < R/2 we set n = ⌊R/2r⌋. Let
We fix ε from Lemma 6.6 and for any 0 < ε ′ < ε we choose x k ∈ B(z, kr) such that
Since x k ∈ B(z, kr) and n = ⌊R/2r⌋ it is easy to see that for any k n − 1
Next we consider the following function
where we write τ k = τ (ρ) (x k , r). By the strong Markov property, for any x ∈ B(x k , r),
It follows that for any 0 < ρ r
In view of Lemma 6.6, if λ C 7 φ(ρ −2 ) and 0 < ρ r then v k (x k ) 1 − ε. Hence
Since u(x) 1, we have m 2n−1 1. Thus
which gives
with C 8 = e 4C 9 . If we set λ = C 7 φ(ρ −2 ) and ρ = r we conclude the result.
Corollary 6.8. For any R, ρ, t > 0 and all
where C 7 > 0 is the constant from Lemma 6.6 and C 8 , C 9 > 0 from Lemma 6.7.
Proof. By Lemma 6.7,
For any ρ > 0 and x, y ∈ Z d , we define
By Meyer's decomposition and [10, Lemma 7.2(1)], the following estimate holds
Proposition 6.9. There exists C 10 > 0 such that for all t, ρ > 0 and
Proof. By monotonicity and (1.2) we get J ρ (x, y)
, for some C 10 > 0. This and symmetry imply the result.
In the next Lemma we prove the upper bound for the transition kernel of the truncated process.
Lemma 6.10. For all t 1 and
where C 11 , C 12 , C 13 > 0 are constants independent of ρ.
Proof. A direct application of [10, Lemma 7.2(2)] combined with Lemma 2.1 and Lemma 6.2, imply that for all t > 0 and x, y ∈ Z d we have
We first observe that for |x − y| < 2ρ relation (6.7) is trivial. Indeed, since
for any C 13 > 0, we get
for any C 11 C 2 / exp(−2C 13 ), C 12 c 0 .
Assume that |x − y| 2ρ. By Corollary 6.8,
We set r = |x − y|/2 and write
By (6.8) and (6.10) we get
We can show a similar bound for z ∈ B(y, r) c and thus, for every t > 0 and |x − y| 2ρ we have
|x−y| ρ . Replacing t with t/2 yields (6.7). It only remains to show that
for some constant c 1 > 0. To prove (6.11) we have to apply scaling condition (2.6) and this is the reason why estimate (6.7) works only for t ≥ 1. Indeed, for t 2, by (2.6) we get
For 1 t 2 we simply use monotonicity and (6.11) follows.
In the rest of this section we use the notation
Lemma 6.11. There are N ∈ N with N > (2α * + d)/(2α * ) and c 1 1 such that for all r > 0, t 1 and 12) where 0 < θ = 2α * − (2α * + d)/N and α * is the constant from (1.1).
Proof. We first observe that for r r t relation (6.12) is trivially satisfied, as in this case r t /r 1.
We assume that r > r t . We set 6.13) and with this N we define a sequence
We now show that under this choice we have 2 n r ρ n ρ n r t (6.15) and tφ(ρ Similarly, (6.16) follows, since under our choice we see that ρ n ≥ r t .
Recall that by (6.6) and Proposition 6.9 we have q(t, x, y) q (ρ) (t, x, y) + C 10 tj(ρ), (6.17) for all ρ, t > 0 and x, y ∈ Z d . Next, by Lemma 6.10, for all t 1, x, y ∈ Z d and n ∈ N, we have
where C 11 , C 12 , C 13 > 0 are constants independent of ρ n . Hence, for all 2 n r |x − y| < 2 n+1 r and all t 1 we have
By (6.16) we get
Thus, by (6.17) and (6.18) we get, for t 1 and
2 n r ρn
We first estimate I 2 . Since ρ −2 n φ −1 (t −1 ) 1, we can use (1.1) to get
This implies
By (6.14), d − α(d + 2α * ) < 0 and whence
We proceed to estimate I 1 . There exists a constant c K > 0 such that for x C 13 e −x c K x −K . Applying this, we get
For such K we have K/N > d + 2α * and (1 − α)K > d and this yields
Using the definition of θ, (6.19), (6.20) and setting c 1 = c 5 + c 6 we conclude (6.12).
Lemma 6.12. Assume that condition (6.12) holds with some θ > 0. Then there exists a constant c 2 > 0 such that for any ball B(x 0 , r) and for any t 1
Proof. For x ∈ B(x 0 , r/4), we have B(x, 3r/4) ⊆ B(x 0 , r). Using (6.12) we get With these estimates used in (6.21) we get
for all x ∈ B(x 0 , r/4).
Lemma 6.13. Assume that condition (6.12) holds with 0 < θ = 2α * − (2α * + d)/N. Then for all t 1, k 1 and |x 0 − y 0 | > 4kρ it holds
Proof. As observed in the proof of Lemma 6.5, for all t > 0,
and
This and Lemma 6.12 imply
We now proceed to prove (6.22) . If ρ < r t then clearly
and, by (6.8),
Let us now consider the case ρ r t . Fix k 1, t 1 and
Notice that ψ(r, t) is non-decreasing in t. We take R = r/k > 2ρ and apply [10, Lemma 7.11] to get
Remark. In our case the assumption of [10, Lemma 7.11 ] is valid only for t 1. Since the lemma is proven by induction, we could repeat the argument and get the same result.
Using this and the fact that R > ρ, we obtain We observe that tφ(ρ −2 ) is bounded. This follows as r r t implies tφ(r −2 ) 1, and we use ρ = r/(8k) with (2.5) to get tφ(ρ −2 ) = tφ(64k 2 r −2 ) 64k 2 tφ(r −2 ) 64k Finally, (6.30) and (6.33) yield relation (6.28) for all t 1 and x = y. Keeping in mind Lemma 6.2 we conclude the result.
6.2. Full upper estimate. In this paragraph we establish the upper bound for the transition probability of the random walk S φ n . We follow approach of [4] , cf. also [18] , which is based on the application of the hitting time estimates. We start with results for the process Y and then we exploit them to obtain bounds for S φ n . Recall that τ Y (x, r) = inf{t 0 : Y t / ∈ B(x, r)}.
Proposition 6.14. There exists a constant C 14 > 0 such that
for all x ∈ Z d , r > 0 and t 1.
Proof. By Proposition 6.1 and Lemma 2.1, we get for all x ∈ Z d , r > 0 and t 1. For simplicity we write τ = τ Y (x, r). Thus, by (2.5), P x (τ t) = P x (τ t, |Y 2t − x| r/2) + P x (τ t, |Y 2t − x| > r/2) P x (τ t, |Y 2t − Y τ | r/2) + P x (|Y 2t − x| > r/2) We use the notation T Y (x, r) = inf{t 0 : Y t ∈ B(x, r)} and T S φ (x, r) = inf{k ∈ N 0 : S φ k ∈ B(x, r)} and we recall that r t = φ −1 (t −1 ) −1/2 , for t ≥ 1. for all x, y ∈ Z d and t 1.
Proof. We first show that there is c 1 > 0 such that We now consider the case |x − y| 2(1 + c 1 )r t . By monotonicity of j(r) and relation (2.5), we get 1 + c 1 )) d+2 . Next, we consider the case |x − y| > 2(1 + c 1 )r t . We write T = T Y (y, r t ). Using the strong Markov property and (6.35) we get
If T t and sup T s T +t |Y s − Y T | c 1 r t then |Y t − Y T | c 1 r t . As T is the first moment when the process Y t hits the ball B(y, r t ), it follows that |Y t − y| |Y t − Y T | + |Y T − y| c 1 r t + r t = (1 + c 1 )r t .
Combining these two inequalities with (6.37), we get P x (T t) 2P x (|Y t − y| (1 + c 1 )r t ) 2 z∈B(y,(1+c 1 )rt) q(t, x, z). (6.38) Since x / ∈ B(y, 2(1 + c 1 )r t ) and z ∈ B(y, (1 + c 1 )r t ), we have x = z and thus we can use (6.28). Notice also that |x − z| |x − y|/2. This, monotonicity of j, [17 Proof. As before (T k ) k∈N 0 stand for the arrival times of the Poisson process (N t ) t 0 that was used to define the process Y . More precisely, N t = k for all T k t < T k+1 . Using the Markov inequality, we easily get that P(T n 2n) 1 2 . By independence, Lemma 6.15 and (2.6), we obtain
