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APPLICATION OF COMPUTATIONAL INVARIANT THEORY
TO KOBAYASHI HYPERBOLICITY
AND TO GREEN-GRIFFITHS ALGEBRAIC DEGENERACY
JO ¨EL MERKER
ABSTRACT. A major unsolved problem (according to Demailly 1997) towards
the Kobayashi hyperbolicity conjecture in optimal degree is to understand
jet differentials of germs of holomorphic discs that are invariant under any
reparametrization of the source. The underlying group action is not reductive,
but we provide a complete algorithm to generate all invariants, in arbitrary di-
mension n and for jets of arbitrary order k.
Two main new situations are studied in great details. For jets of order 4 in
dimension 4, we establish that the algebra of Demailly-Semple invariants is gen-
erated by 2835 polynomials, while the algebra of bi-invariants is generated by
16 mutually independent polynomials sharing 41 gro¨bnerized syzygies. Non-
constant entire holomorphic curves valued in an algebraic 3-fold (resp. 4-fold)
X3 ⊂ P4(C) (resp. X4 ⊂ P5(C)) of degree d satisfy global differential equa-
tions as soon as d > 72 (resp. d > 259). A useful asymptotic formula for the
Euler-Poincare´ characteristic of Schur bundles in terms of Giambelli’s determi-
nants is derived.
For jets of order 5 in dimension 2, we establish that the algebra of Demailly-
Semple invariants is generated by 56 polynomials, while the algebra of bi-
invariants is generated by 17 mutually independent polynomials sharing 105
gro¨bnerized syzygies.
Table of contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.
2. Invariant polynomials and composite differentiation . . . . . . . . . . . . . . . . . . . . . . 18.
3. Bracketing process and syzygies: Jacobi, Plu¨cker 1 and Plu¨cker 2 . . . . . . . . . .21.
4. Survey of known descriptions of Enκ in low dimensions for small jet levels . . .24.
5. Initial invariants in dimension n for arbitrary jet level κ > 1 . . . . . . . . . . . . . . 30.
6. Description of the algorithm in dimension n = 2 for jet level κ = 4 . . . . . . . . 37.
7. Action of GLn(C) and unipotent reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42.
8. Counter-expectation: insufficiency of bracket invariants . . . . . . . . . . . . . . . . . . . 50.
9. Principle of the general algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54.
10. Seventeen bi-invariant generators in dimension n = 2 for jet level κ = 5 . . 60.
11. Sixteen (fifteen) bi-invariant in dimension n = 4 (n = 3) for jet level κ = 4 68.
12. Approximate Schur bundle decomposition of E44,mT ∗X . . . . . . . . . . . . . . . . . . . . 78.
13. Asymptotic expansion of the Euler characteristic χ
(
X,Γ(ℓ1,...,ℓn)T ∗X
)
. . . . 90.
14. Euler characteristic calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97.
§1. INTRODUCTION
The Kobayashi hyperbolicity conjecture (1970), in optimal degree and taking
account of Brody’s theorem (1978), expects that all entire holomorphic curves
f : C → X into a complex projective (algebraic, smooth) hypersurface X =
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Xn ⊂ Pn+1(C) must be constant if degX > 2n + 1, provided X is generic. In
1980, Green and Griffiths conjectured that if X ⊂ Pn+1(C) is of general type,
which holds in degree d > n + 3, then there is a proper algebraic subvariety
Y ( X which absorbs the image of all nonconstant entire holomorphic maps f :
C → X , namely f(C) ⊂ Y necessarily. Correspondingly, an entire holomorphic
f : C → X will be called algebraically degenerate if its image is contained in
some proper algebraic subvariety (which might depend on f ).
Publications up to 2008 are still quite far from approaching the two optimal
degrees 2n+1 and n+3. For X2 ⊂ P3(C) very generic, such entire f ’s are known
to be algebraically degenerate and even constant, in degree d > 21 (resp. d > 18)
according to [6] (resp. [26]). For X3 ⊂ P4(C) very generic, algebraic degeneracy
of such f ’s holds true in degree d > 593 according to [31]. For X4 ⊂ P5(C),
a forthcoming work [11] applying the results of the present paper will obtain an
effective degree lower bound for algebraic degeneracy; other applications to the
logarithmic case also are imminent.
Quite unexpectedly, the two conjectures above and other similar problems as
well in complex algebraic geometry happened in the last few years to pertain to
purely algebraic problems, and not only to rely upon the scope of some soft tech-
niques (pluripotential theory, currents, plurisubharmonic functions, etc.). Com-
putational invariant theory should be expressly invoked here, as the present paper
will show that what is at stake really is to find a complete description of the alge-
bra of polynomials that are invariant under a certain Lie group action, which is not
reductive.
Green-Griffiths Jet differentials. How can one figure out that a given non-
constant entire holomorphic map f = C → Xn ⊂ Pn+1(C) is constrained to
be somehow degenerate by just being valued in X? Looking at its derivatives
f ′, f ′′, . . . , f (k) (in some jet-chart), one may expect at first to derive, by means of
some suitable elimination process, sufficiently many differential equations which
might presumably be due to the virtual guidance by some hidden Y ( X absorb-
ing f(C).
For instance, for X2 ⊂ P3(C), the entire f ’s do satisfy (invariant) algebraic
differential equations of order k = 2, resp. k = 3, resp. k = 4 when X has degree
d > 15, resp. d > 11, resp. d > 9 according to [4, 6], resp. [29], resp. [21]. For
X3 ⊂ P4(C), differential equations of order k = 3 enjoyed by any entire f exist
when X has degree d > 97 ([30]).
Intrinsically speaking, consider the bundle Jk of k-jets of holomorphic curves
f : (D, 0) −→ (X, x) centered at various points x = f(0) ∈ X . In the seminal
article [17] (1980), Green and Griffiths introduced the fiber bundle EGGk,mT ∗X → X
of jet polynomials of order k and of weighted degree m whose fibers in some jet-
chart are complex-valued polynomialsQ
(
f ′, f ′′, . . . , f (k)
)
satisfying the weighted
homogeneity:
Q
(
λf ′, λ2f ′′, . . . , λkf (k)
)
= λmQ
(
f ′, f ′′, . . . , f (k)
)
,
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for every λ ∈ C∗. Global sections of EGGk,mT ∗X over X are differential operators
of order k. Elementary reasonings show ([17, 4, 32, 9]) that EGGk,mT ∗X is in fact a
graded vector bundle isomorphic to the direct sum:⊕
ℓ1+2ℓ2+···+kℓk=m
Symℓ1T ∗X ⊗ Sym
ℓ2T ∗X ⊗ · · · ⊗ Sym
ℓkT ∗X .
Such a grading of EGGk,mT ∗X enables one ([17]) to derive from Hirzebruch’s
Riemann-Roch formula ([18]) a sharp asymptotic estimate for its Euler-Poincare´
characteristic, namely:
χ
(
X, EGGk,mT
∗
X
)
=
m(k+1)n−1
(k!)n
(
(k + 1)n− 1
)
!
(
(−1)n
n!
c1(X)
n (log k)n +O
(
(log k)n−1
))
+
+O
(
m(k+1)n−2
)
.
This formula and the knowledge of the expression of the n-th power of the first
Chern class (implicitly integrated over X) in terms of the degree:
(−1)n c1(X)
n = (d− n− 2)n d
entails that, as the jet order k tends to ∞, the characteristic χ(X, EGGk,mT ∗X) be-
comes eventually positive for m large enough, as soon as degX > n + 3. Thus,
up to a constant factor, cn1 becomes the dominant term of χ
(
X, EGGk,mT
∗
X
)
when
Xn ⊂ Pn+1(C) is of general type.
Demailly-Semple invariant jet differentials. In 1997, inspired also by an older
paper of Semple, Demailly introduced a subbundle of EGGk,mT ∗X having better posi-
tivity properties and exhibiting a nice, stepwise compactification process.
With D ⊂ C denoting any nonempty open disc centered at 0 (possibly D =
C), consider a nonconstant holomorphic curve f : D → Xn ⊂ Pn+1(C). Of
course, f ′(ζ) then belongs to the tangent space TX,f(ζ) for every ζ ∈ D. The
projectivization [f ′(ζ)] ∈ PTX,f(ζ) therefore belongs to the projectivized bundle
of tangent lines to X , so that one gratuitously obtains a lifting f[1] :=
(
f, [f ′]
)
:
D −→ P (TX), at least for all ζ with f ′(ζ) 6= 0. Here, P (TX) is (2n − 1)-
dimensional, but the so lifted holomorphic curve f[1] happens to be guided by a
certain n-dimensional subbundle of P (TX), better seen as follows.
Abstractly and generally speaking, let Y be a complex manifold, let V ⊂ TY
be any vector subbundle and call (Y, V ) a directed manifold. Define Y ′ := P (V )
the projectivized bundle of lines contained in the vector subbundle V ⊂ TY with
of course dimY ′ = dimY + rkV − 1. It is equipped with a natural projection
π : Y ′ → Y which enables one to introduce the lifted subbundle V ′ ⊂ TY ′ , the
fiber of which, at an arbitrary point (x, [v]) ∈ Y ′, is precisely defined by:
V ′(x,[v]) :=
{
v′ ∈ TX′ : dπ(v
′) ∈ Cv
}
,
and the rank of which is clearly untouched: rkV ′ = rkV . Most importantly, any
nonconstant holomorphic f : D → Y constrained to be V -tangent, namely to
satisfy f ′(ζ) ∈ Vf(ζ) for all ζ ∈ D, may be shown ([4]) to lift automatically, even
at points ζ where f ′(ζ) vanishes, as a map f[1] : D→ Y ′ which is also constrained
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to be V ′-tangent, namely which necessarily satisfies f ′[1](ζ) ∈ V ′f[1](ζ) for all ζ ∈ D.
So lifting to a higher dimensional manifold keeps memory of the original guidance
on the base.
Starting therefore with Y = Xn ⊂ Pn+1(C) and with V = TX , setting X0 :=
X , V0 := TX , one defines first ([4]) X1 := P (TX), V1 = V ′ and then inductively
(Xl, Vl) := (X
′
l−1, V
′
l−1) with natural projections πl,l−1 : Xl → Xl−1. One then
assembles everything for l = 0 to l = k as a tower of projectivized bundles with
total projection π0,k : Xk → X and with intermediate projections πj,l : Xl → Xj ,
for any 0 6 j 6 l 6 k. By applying inductively the above lifting operator
f[l] :=
(
f[l−1]
)
[1]
, every nonconstant holomorphic curve f : D → X gives rise
to lifts f[l] : D → Xl for all l = 0, 1, . . . , k. Each of these lifts is guided by Vl,
namely f ′[l](ζ) ∈ Vl,f ′[l](ζ) for all ζ ∈ D.
At each level l > 1, we have a tautological line bundle OXl(−1) over Xl =
P (Vl−1) whose fiber at a point
(
xl−1, [vl−1]
)
∈ P (Vl−1) just consists of the line
C · vl−1 directed by (a representative of) [vl−1], and similarly as in the projective
spaces, one may build the basic bundles OXl(q) for every q ∈ Z.
Now, the bundle of invariant jet differentials of order k and of weighted degree
m is the subbundle1 Enk,mT ∗X of EGGk,mT ∗X whose fibers at a point x ∈ X consist of
polynomial differential operators Q
(
f ′, f ′′, . . . , f (k)
)
which, under arbitrary local
reparametrization φ : (C, 0) −→ (C, 0) of the source with φ(0) = 0, satisfy the
general invariancy condition:
Q
(
(f ◦ φ)′, (f ◦ φ)′′, . . . , (f ◦ φ)(k)
)
= φ′(0)mQ
(
f ′, f ′′, . . . , f (k)
)
,
not only under rescaling-like changes of coordinates ζ 7→ λ ζ with λ ∈ C∗. This
apparently neat definition hides several algebraic objects which will be inspected
and explored in length throughout the present article. Comparing the two bundles:
Xk //
π0,k

OXk(m)

X // E
n
k,mT
∗
X ,
over X and over Xk, one establishes ([4]) the direct image formula
(π0,k)∗OXk(m) = O
(
Enk,mT
∗
X).
Existence of global algebraic differential equations. What then are the global
algebraic differential equations that nonconstant entire maps f : C → X could
satisfy? As the hypersurface X lives in Pn+1(C), it carries many ample line bun-
dles, e.g. any OXk(q) with q > 1.
([17, 4]) Fix an ample line bundle A→ X and assume that Enk,mT ∗X ⊗ A−1 has
nonzero sections, namely:
h0
(
X, Enk,mT
∗
X ⊗ A
−1
)
= dimH0(same) > 1.
1 Because the dimension n will vary often in our study, it must be indicated as an exponent in
the notation of the Demailly-Semple bundle.
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Then for every global invariant operatorP ∈ Γ(X, Enk,mT ∗X⊗A−1) valued inA−1,
any entire holomorphic curve f must satisfy the algebraic differential equation
P
(
f[k]) ≡ 0. A similar result also holds true for the larger bundle EGGk,mT ∗X .
How then one can guarantee the existence of such sections P ? Because X is
elementarily seen to be of general type when d > n + 3, it is expected ([4, 29])
in a first moment that the Euler-Poincare´ characteristic of the Demailly-Semple
subbundle Enk,mT ∗X should behave in a way quite similar to the Green-Griffiths
bundle, with cn1 becoming the dominant term (up to a constant factor) as k and m
both tend to∞, so that χ
(
X, Enk,mT
∗
X
)
should be eventually large, and furthermore
in a second moment, it is also expected that the dimension of the space of global
sections H0
(
X, Enk,mT
∗
X
)
should be eventually large, due to some vanishing or to
some control of the higher order cohomology groups. The truth of such conjectural
expectations would presumably open new routes towards a solution in optimal
degree to the two above-mentioned conjectures.
Seeking Schur bundle decomposition of Enk,mT ∗X . However, as is written in [4],
it is a major unsolved problem to find the decomposition of Enk,mT ∗X into direct
sums of the irreducible Schur bundles Γ(ℓ1,ℓ2,...,ℓn)T ∗X with ℓ1 > ℓ2 > · · · > ℓn
that are the basic bricks and whose cohomology is somehow currently available.
According to a possible strategy developed for k = n = 3 mainly by Rousseau
in [29, 30], such a decomposition would yield access to the Euler characteris-
tic χ
(
X, Enk,mT
∗
X
)
, and then afterwards, one would attain an effective estimate of
h0
(
X, Enk,mT
∗
X
)
, provided one controls the other cohomology groups. In fact, the
only decompositions known up to now are the following; the second one ([29])
already required a nontrivial argument based on a theorem of Popov about polar-
ization of multilinear invariants.
• For n = k = 2 ([4]):
E22,mT
∗
X =
⊕
a+3b=m
Γ(a+b, b) T ∗X .
• For n = k = 3 and also for n = 2, k = 3 ([29]):
E33,mT
∗
X =
⊕
a+3b+5c+6d=m
Γ(a+b+2c+d, b+c+d, d) T ∗X ,
and E23,mT ∗X =
⊕
a+3b+5c=m
Γ(a+b+2c, b+c) T ∗X .
• For n = 2, k = 4 ([21]):
E24,mT
∗
X =
⊕
a+3b+5c+8e=m
Γ(a+b+2c+2e, b+c+2e) T ∗X⊕
7+a+5c+7d+8e=m
Γ(3+a+2c+3d+2e, 1+c+d+2e) T ∗X .
In this paper, we mainly attack the case n = k = 4. The complexity increases
suddenly and we seem to be still quite far from being able to push the jet order k
to ∞.
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Theorem. On a smooth complex algebraic hypersurface X4 ⊂ P5(C), the gradu-
ate m-th part E44,mT ∗X of the Demailly-Semple bundle E44T ∗X = ⊕m E44,mT ∗X has the
following decomposition in direct sums of Schur bundles:
E44,mT
∗
X =
⊕
(a,b,...,n)∈N14\(1∪···∪41)
o+3a+···+21n+10p=m
Γ

o+ a+ 2b+ 3c+ d+ 2e + 3f + 2g + 2h+ 3i+ 4j + 3k + 3l + 4m′ + 5n+ p
a+ b+ c+ d+ e+ f + 2g + 2h+ 2i+ 2j + 2k + 3l + 3m′ + 3n+ p
d+ e+ f + h+ i+ j + 2k + 2l + 2m′ + 2n+ p
p
T ∗X ,
where the 41 subsets i, i = 1, 2, . . . , 41, of N14 ∋ (a, b, . . . , l, m′, n) are explic-
itly defined in the complete statement on p. 86.
It is known ([30]) that E3k,mT ∗X has no nonzero sections for jet order k = 1 or
k = 2. More generally ([9]), for jet order k 6 n − 1 strictly smaller than the
dimension, sections are never available: H0
(
X, Enk,mT
∗
X
)
= 0. Consequently,
even if one may easily deduce from the above theorem a Schur decomposition of
E34,mT
∗
X , for applications to hyperbolicity in dimension higher than 3, one should
always start with jet order k at least equal to the dimension2. The case n = k = 4
was the first unknown one before.
Asymptotic expansion of Euler-Poincare´ characteristic. Because the charac-
teristic is just additive on direct sums of vector bundles, knowing a representation
of Enk,mT ∗X (for certain values of n, k, e.g. for n = k = 4) as a direct sum of
certain Schur bundle is very convenient, provided of course that one already pos-
sesses an asymptotic for the Euler-Poincare´ characteristic of the Γ(ℓ1,...,ℓn)T ∗X as
ℓ1 + · · ·+ ℓn →∞. Section 13 will derive an explicit asymptotic for which there
seems to be no reference with a precise enunciation (compare [1, 28]). Because
of the relations ck
(
T ∗X
)
= (−1)kck
(
TX
)
, there is no loss of generality to express
everything in terms of the Chern classes of the tangent bundle TX .
Theorem. The terms of highest order with respect to |ℓ| = max16i6n ℓi in the
Euler-Poincare´ characteristic of the Schur bundle Γ(ℓ1,ℓ2,...,ℓn) TX are homoge-
neous of order O(|ℓ|n(n+1)2 ) and they are given by a sum of ℓ′i-determinants indexed
by all the partitions (λ1, . . . , λn) of n:
χ
(
X, Γ(ℓ1,ℓ2,...,ℓn) TX
)
=
=
∑
λ partition of n
Cλc
(λ1 + n− 1)! · · · λn!
∣∣∣∣∣∣∣∣∣
ℓ′1
λ1+n−1 ℓ′2
λ1+n−1 · · · ℓ′n
λ1+n−1
ℓ′1
λ2+n−2 ℓ′2
λ2+n−2 · · · ℓ′n
λ2+n−2
.
.
.
.
.
.
.
.
.
.
.
.
ℓ′1
λn ℓ′2
λn · · · ℓ′n
λn
∣∣∣∣∣∣∣∣∣
+
+O
(
|ℓ|
n(n+1)
2
−1
)
,
2 Nonetheless, we ignore whether the case n = k = 5 is accessible to us.
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where ℓ′i := ℓi+n− i for notational brevity, with coefficients Cλc being expressed
in terms of the Chern classes ck
(
TX
)
= ck of TX by means of Giambelli’s deter-
minantal expression depending upon the conjugate partition λc:
Cλc = C(λc1,...,λcn) =
∣∣∣∣∣∣∣∣
cλc1 cλc1+1 cλc1+2 · · · cλc1+n−1
cλc2−1 cλc2 cλc2+1 · · · cλc2+n−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
cλcn−n+1 cλcn−n+2 cλcn−n+3 · · · cλcn
∣∣∣∣∣∣∣∣ ,
on understanding by convention that ck := 0 for k < 0 or k > n, and that c0 := 1.
Effective calculations of characteristics in dimensions 3 and 4. We then per-
form electronically assisted computations to obtain the desired, quite complicated
value of the characteristic of E44,mT ∗X .
Theorem. If X4 ⊂ P5(C) is a degree d smooth algebraic 4-fold, then as m→∞,
one has the asymptotic:
χ
(
X, E44,mT
∗
X
)
=
m16
1313317832303894333210335641600000000000000
· d ·
·
(
50048511135797034256235 d4−
− 6170606622505955255988786 d3−
− 928886901354141153880624704 d+
+ 141170475250247662147363941 d2+
+ 1624908955061039283976041114
)
+O
(
m15
)
.
Furthermore, the coefficient of m16 here, a factorized polynomial of degree 5 with
respect to d, is positive in all degrees d > 96.
For n = k = 3, based on his above-mentioned Schur decomposition of E33,mT ∗X ,
Rousseau ([29]) showed that:
χ
(
X, E33,mT
∗
X
)
=
m9
81648000000
· d ·
(
389d3 − 20739d2 + 185559d− 358873
)
+O
(
m8
)
,
and that the coefficient of m9 is positive for all degrees d > 43. Furthermore,
in [28], Rousseau showed that h2(X, Symm T ∗X) = (− 724d+ 18d2)m5 +O(m4)
in any degree d > 6, so that one cannot expect second cohomology groups to
vanish. Afterwards, as the main objective of the paper [30], he first established the
general majoration:
h2
(
X, Γ(ℓ1,ℓ2,ℓ3)T ∗X
)
6 d(d+ 13)
3(ℓ1 + ℓ2 + ℓ3)
3
2
(ℓ1 − ℓ2)(ℓ1 − ℓ3)(ℓ2 − ℓ3) + O
(
|ℓ|5
)
.
he then deduced by summation from the cited decomposition E33,mT ∗X =⊕
a+3b+5c+6d=m Γ
(a+b+2c+d, b+c+d, d)T ∗X that:
h2
(
X, E33,mT
∗
X
)
6
49403
252 · 107
d(d+ 13)m9 +O
(
m8
)
,
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and finally, by applying the trivial minoration:
h0
(
X, E34,mT
∗
X
)
> χ
(
X, E34,mT
∗
X
)
− h2
(
X, E34,mT
∗
X
)
,
stemming from the definition χ = h0−h1 +h2−h3, he immediately deduced the
minoration:
h0
(
X, E33,mT
∗
X
)
>
m9
408240000000
· d ·
(
1945 d3 − 103695 d2 − 7075491 d− 105837083
)
+O
(
m8
)
,
in which the coefficient of m9 is checked (again electronically) to be positive in all
degrees d > 97. As a result, nontrivial sections of E33,mT ∗X exist when degX > 97.
For jets of order 4 in dimension 3, when applying in dimension 3 our decom-
position of E34,mT ∗X into Schur bundles which appears in the theorem on p. 86,
a Maple computation using the cited majoration formula for h2(X, Γ(ℓ1,ℓ2,ℓ3)T ∗X)
then provides:
h2
(
X, E34,mT
∗
X
)
6 d(d+ 13)
342988705758851
29822568148961280000000
m11 +O
(
m10
)
.
Theorem. The asymptotic, as m → ∞, of the Euler-Poincare´ characteristic of
the Demailly-Semple bundle E44,mT ∗X on a degree d smooth projective algebraic
3-fold X3 ⊂ P4(C) is given by:
χ
(
X, E34,mT
∗
X
)
=
m11
206133591045620367360000000
· d ·
(
1029286103034112 d3−
− 38980726828290305 d2+ 299551055917162501 d− 561169562618151944
)
+
+O
(
m10
)
,
and the coefficient of m11 here is positive in all degrees d > 29. Furthermore,
subtracting to this asymptotic the above majorant of h2(X, E34,mT ∗X):
h0
(
X, E34,mT
∗
X
)
>
m11
206133591045620367360000000
· d ·
(
1029286103034112 d3−
− 38980726828290305 d2+ 2071186878288015611 d− 31380762707285467400
)
+
+O
(
m10
)
,
and the modified coefficient here of m11 is now positive in all degrees d > 72.
This last condition d > 72 on the degree insuring the existence of global invari-
ant jet differentials of order κ = 4 on X3 ⊂ P4(C) improves the condition d > 97
obtained in [30] and appears to be slightly better than the condition d > 74 ob-
tained more recently in [9] with another approach. A number of further numerical
applications shall appear soon ([11]); as will be seen in a near future, in dimen-
sion 4, the lower bound on the degree d > 259 for the existence of sections which
will based on the present approach will also improve the bound d > 298 obtained
in [9]. Nonetheless, we must stop at this point in order to describe the main con-
tribution of the present article. Last but not least, we cannot go beyond without
mentioning that Siu’s strategy for establishing algebraic degeneracy ([35, 26, 31])
will also bring further fruits thanks to the recent construction of a global meromor-
phic framing on the space of vertical n-jets tangent to the universal hypersurface
in arbitrary dimension n ([22]).
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A problem in invariant theory. Now, how does one obtain Schur decomposi-
tions of Demailly-Semple bundles? To begin with, we show how one can under-
stand the condition of being invariant under reparametrization in terms of classical
invariant theory.
Let us from now on denote by κ (instead of k) the jet order and let us abbreviate
jκf =
(
f ′, f ′′, . . . , f (κ)
)
.
The group Gκ of κ-jets at the origin of local reparametrizations φ(ζ) = ζ +
φ′′(0) ζ
2
2!
+ · · · + φ(κ)(0) ζ
κ
κ!
+ · · · that are tangent to the identity, namely which
satisfy φ′(0) = 1, may be seen to act linearly on the nκ-tuples
(
f ′j1 , f
′′
j2
, . . . , f
(κ)
jκ
)
by plain matrix multiplication, i.e. when we set g(λ)i :=
(
fi ◦ φ
)(λ)
, a computation
applying the chain rule gives for each index i:
g′i
g′′i
g′′′i
g′′′′i
.
.
.
g
(κ)
i

=

1 0 0 0 · · · 0
φ′′ 1 0 0 · · · 0
φ′′′ 3φ′′ 1 0 · · · 0
φ′′′′ 4φ′′′ + 3φ′′
2
6φ′′ 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
φ(κ) · · · · · · · · · · · · 1


f ′i ◦ φ
f ′′i ◦ φ
f ′′′i ◦ φ
f ′′′′i ◦ φ
.
.
.
f
(κ)
i ◦ φ

(i=1 ···n).
Polynomials P
(
jκf
)
invariant by reparametrization satisfy by definition for some
integer m:
P
(
jκg) = P
(
jκ(f ◦ φ)
)
= φ′(0)m · P
(
(jκf) ◦ φ
)
= P
(
(jκf) ◦ φ
)
,
for any φ. If we denote by Enκ,m the vector space consisting of such polynomials,
the direct sum Enκ = ⊕m>1 Enκ,m forms an algebra graded by constancy of weights:
Enκ,m1 · E
n
κ,m2
⊂ Enκ,m1+m2 .
Then obviously when φ′(0) = 1, the algebra Enκ just coincides with the algebra
of invariants for the linear group action represented by the group of matrices just
written:
P
(
jκg
)
= P
(
Mφ′′,φ′′′,...,φ(κ) · j
κf
)
= P
(
jκf
)
,
with φ′′, φ′′′, . . . , φ(κ) interpreted as arbitrary complex constants. Such a group
clearly has dimension κ− 1.
But unfortunately, this group of matrices is a subgroup of the full unipotent
group, hence it is non-reductive, and for this reason, it is impossible to apply al-
most anything from the so well developed invariant theory of reductive actions
([7]). Moreover, though the invariants of the full unipotent group are well under-
stood, as soon as one looks at a proper subgroup of it, formal harmonies happen
to be rapidly destroyed.
We ignore whether the algebra of invariants is finitely generated, in general.
But in all previously known cases (carefully reminded below) and in all further
new cases studied in this paper, Enκ is finitely generated. We will establish that the
(graded) algebra E44 = ⊕m E44,m is generated by 2835 invariant polynomials and
that E25 = ⊕m E25,m is generated by 56 invariant polynomials. We will also provide,
in the theorem stated in length on p. 57, a general algorithm which, in arbitrary
dimension n and for arbitrary jet order κ, generates all invariants by adding a
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new invariant only when it cannot be expressed as a polynomial with respect to
the already known invariants, and which stops after a finite number of loops if and
only if Enκ = ⊕m Enκ,m is finitely generated as an algebra.
Insufficiency of bracketing. By definition, a polynomial P
(
jκf
)
in the κ-th
order jet space which is invariant by reparametrization must satisfy P(jκ((f ◦
φ)
)
= φ′m P
(
jκf) ◦ φ
)
for every biholomorphism φ : (D, 0) −→ (D, 0), where
the integer m is called the weight of P, and where it is implicitly understood that
the base point is the origin. Also, suppose next thatQ is another invariant of weight
n in the τ -th order jet space, i.e. satisfying Q(jτ (f ◦ φ)) = φ′nQ((jτf) ◦ φ). If
D :=
∑n
k=1
∑
λ∈N
∂(•)
∂f
(λ)
k
· f (λ+1)k denotes the total differentiation operator, which
acts on any polynomial in f ′, f ′′, . . . , f (κ) as if it differentiated it with respect to
the (virtual) source variable ζ ∈ D, then the bracket expression:[
P, Q
]
:= nDP · Q−mP · DQ
will easily be checked (in §3) to provide gratuitously another invariant of weight
m+ n+ 1 in the jet space of order 1 + max(κ, τ).
For jet order κ = 1, the algebra of invariants is just C[f ′1, f ′2, . . . , f ′n]. For
κ = 2, the algebra En2 is generated by the f ′i together with the two-dimensional
Wronskians f ′if ′′j − f ′′i f ′j which identify to the brackets
[
f ′j, f
′
i
]
, where 1 6 i, j 6
n.
For κ = 3 in dimension n = 2, the Demailly-Semple algebra E23 is generated by
5 mutually independent invariants:
f ′1, f
′
2, Λ
3 :=
[
f ′2, f
′
1
]
, Λ51 :=
[
Λ3, f ′1
]
, Λ52 :=
[
Λ3, f ′2
]
,
which all are furnished by just bracketing, according to [29]; (but bracketing did
not enter the scene there).
In the next dimension n = 3 for jets of the same order κ = 3, the Demailly-
Semple algebra E33 is generated by 16 mutually independent invariants ([29]),
namely the 3 + 3 + 9 = 15 following ones:
f ′i , Λ
3
i,j :=
[
f ′j , f
′
i
]
, Λ5i,j;k :=
[
Λ3i,j, f
′
k
]
,
where 1 6 i < j 6 3 and where 1 6 k 6 3, which are clearly all obtained by
bracketing some invariants from the preceding jet level, together with the three-
dimensional Wronskian:
D61,2,3 :=
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ ,
which also appears, though after some division by f ′1, to come from the brackets,
for one checks by direct calculation the three relations:[
Λ31,2, Λ
3
1,3
]
= −3 f ′1D
6
1,2,3,
[
Λ31,2, Λ
3
2,3
]
= −3 f ′2D
6
1,2,3,[
Λ31,3, Λ
3
2,3
]
= −3 f ′3D
6
1,2,3.
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Here, as the reader may have observed already, we always put the weight of every
invariant at the upper index place.
Lastly, coming back to the dimension n = 2, for jet order κ = 4, the algebra E24
is generated by the 9 mutually independent invariants ([5, 21]):
f ′1, f
′
2, Λ
3
1,2, Λ
5
1,2; 1, Λ
5
1,2; 2,
Λ71,1 :=
[
Λ51,2; 1, f
′
1
]
, Λ71,2 :=
[
Λ51,2; 1, f
′
2
]
=
[
Λ51,2; 2, f
′
1
]
= Λ72,1,
Λ72,2 :=
[
Λ51,2; 2, f
′
2
]
, M8 :=
1
f ′1
[
Λ51,2; 1, Λ
3
1,2
]
,
coming again all from bracketing, possibly allowing a division by f ′1.
In view of all these positive results, one could believe that bracketing (with
possible division) always generate all invariants when passing from one jet level
to the subsequent one. In fact, the two so-called sigma- and Omega-processes are
known to generate all the invariants of binary forms in any degree ([25, 7, 27]).
Unfortunately, in [21], we discovered that in dimension n = 2 for jet order
κ = 5, many invariants exist which are totally independent from the ones obtained
by bracketing the invariants existing at the inferior jet levels κ 6 4. Section 8 will
provide more explanations, emphasizing that it is by no means possible to derive
these further invariants by dividing any incoming bracket-invariant by any other
already known (bracket) invariant.
Nonetheless, there could exist a second (and even a third) algebraically uniform
process which would generate gratuitously many other invariants, and which, in
cooperation with the bracketing process, would be complete, but regarding such
an idea, we must confess our ignorance.
Initial rational expression for invariants. Hopefully, the algorithm we already
devised (and hid slightly?) in [21] provides another route. How does it work?
To begin with, we define Λ31,i :=
[
f ′i , f
′
1
]
and then by induction for any λ with
3 6 λ 6 κ:
Λ2λ−1
1,i; 1λ−2
:=
[
Λ2λ−3
1,i; 1λ−3
, f ′1
]
.
Being built by bracketing, these are invariants of weight 2λ − 1 for any i =
1, . . . , n. The power λ − 2 of 1 counts the number of brackets with f ′1, starting
from the Wronskian Λ31,i.
The preliminary step is to establish a rational representation of any invariant
polynomial as a sum of polynomials in terms of f ′1 and of the Λ2λ−11,i; 1λ−2 , 2 6 i 6 n,
1 6 λ 6 κ, a representation in which f ′1 is allowed to have possibly negative
powers (f ′1)a with −κ−1κ m 6 a 6 m. The following basic statement will appear
in §5.
Lemma. In dimension n > 1 and for jets of order κ > 1, every polynomial
P = P
(
jκf
)
invariant by reparametrization writes under the form:
P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa

f ′2, f
′
3, f
′
4, . . . , f
′
n,
Λ31,2, Λ
3
1,3, Λ
3
1,4, . . . , Λ
3
1,n,
· · · · · · · · · · · · · · ·
Λ2κ−1
1,2; 1κ−2
, Λ2κ−1
1,3; 1κ−2
, Λ2κ−1
1,4; 1κ−2
, . . . , Λ2κ−1
1,n; 1κ−2
 ,
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where the integer a takes all possibly negative values in the interval
[
− κ−1
κ
m,m
]
,
for certain weighted homogeneous polynomials:
Pa =
∑
b2+···+bn+3c2+···+3cn+
+···+(2κ−1)q2+···+(2κ−1)qn=m−a
coeff ·
n∏
i=2
(
Fi
)bi n∏
i=2
(
A3i
)ci · · · n∏
i=2
(
A2κ−1i
)qi
of weighted degree m− a, namely satisfying:
Pa
(
δ Fi, δ
3A3i , . . . , δ
2κ−1A2κ−1i
)
= δm−a · Pa
(
Fi, A
3
i , . . . , A
2κ−1
i
)
.
Conversely, for every collection of such weighted homogeneous polynomials
Pa in C
[
Fi, A
3
i , . . . , A
2κ−1
i
]
of weighted degree m − a indexed by an integer a
running in
[
− κ−1
κ
m, m
]
such that the reduction to the same denominator and
the simplification of the finite sum:
R
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa

f ′2, f
′
3, f
′
4, . . . , f
′
n,
Λ31,2, Λ
3
1,3, Λ
3
1,4, . . . , Λ
3
1,n,
· · · · · · · · · · · · · · ·
Λ2κ−11,2; 1κ−2 , Λ
2κ−1
1,3; 1κ−2 , Λ
2κ−1
1,4; 1κ−2 , . . . , Λ
2κ−1
1,n; 1κ−2

yields a true jet polynomial in C[jκf], then R(jκf) is a polynomial invariant by
reparametrization belonging to Enκ,m.
Next, we summarize briefly the way how our algorithm works; mathematical
causalities, motivations and “reasons-why” shall be transparent to any reader who
will study the example E24 detailed in Section 6.
Suppose that, setting aside the special invariant f ′1, we already know a cer-
tain number of invariants Ll1 , . . . , Llk1 , for instance the very initial ones above
f ′2, . . . , f
′
n together with all the Λ2λ−11,i; 1λ−2 . The recipe is to compute the ideal of
relations between these invariants after setting f ′1 = 0 in them:
Ideal-Rel
(
Ll1(jκf)
∣∣
f ′1=0
, . . . , Llk1 (jκf)
∣∣
f ′1=0
)
.
Using any symbolic package for computing Gro¨bner bases, suppose that, for some
monomial ordering, we may dispose of a Gro¨bner basis for the ideal of relations
between these restricted invariants which we shall represent shortly by the follow-
ing collection of algebraic equations:
0 ≡ Si
(
Ll1
∣∣
0
, . . . , Llk1
∣∣
0
)
(i=1 ···N1).
One checks that each Si may be supposed to be of constant homogeneous weight
µi, namely:
Si
(
δl1A1, . . . , δ
lk1Ak1
)
= δµiSi
(
A1, . . . , Ak1
)
(i=1 ···N1).
Since Si
(
jκf
)
vanishes identically after setting f ′1 = 0, when we do not set f ′1 = 0,
there must exist certain (possibly zero) polynomial remainders Ri
(
jκf
)
such that
we may write in C
[
jκf
]
:
Si
(
Ll1 , . . . , Llk1
)
= (f ′1)
νi Ri
(
jκf
)
(i=1 ···N1),
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with Ri 6≡ 0 when 1 6 νi <∞ and with Ri = 0 by convention when νi =∞.
Then one easily convinces oneself that every remainder Ri
(
jκf
)
also is a poly-
nomial invariant by reparametrization.
Afterwards, one then tests whether the first remainder R1 belongs to the algebra
generated by Ll1 , . . . , Llk1 . If not, R1 must be added to the list of invariants. Next,
one tests whether R2 belongs to the algebra generated by Ll1 , . . . , Llk1 ,R1. If not,
one adds R2 to the list, and so on.
At the end, one gets a new list of invariants Ll1 , . . . , Lk1 ,Mm1 , . . . ,Mmk2 and
then one restarts a second loop by computing a Gro¨bner basis for the ideal of
relations:
Ideal-Rel
(
Ll1
∣∣
0
, . . . , Llk1
∣∣
0
, Mm1
∣∣
0
, . . . , Mmk2
∣∣
0
)
.
Theorem. For a certain dimension n and for a certain jet order κ, suppose
that, after performing a finite number of loops of the algorithm, one possesses
a finite number 1 + M of mutually independent invariants f ′1, Λl1 , . . . , ΛlM ∈
C
[
jκf1, . . . , j
κfn
]
of weights 1, l1, . . . , lM belonging to Enκ, whose restrictions to
{f ′1 = 0} share an ideal of relations:
Ideal-Rel
(
Λl1
∣∣
0
, . . . . . . , ΛlM
∣∣
0
)
generated by a finite number N (often large) of homogeneous syzygies:
0 ≡ Si
(
Λl1
∣∣
0
, . . . , ΛlM
∣∣
0
)
, (i=1 ···N)
of weight µi assumed to be represented by a certain reduced Gro¨bner basis〈
Si
〉
16i6N
for a certain monomial order, with the crucial property that no new in-
variant appears behind f ′1, namely with the property that, without setting f ′1 = 0,
one has N identically satisfied relations:
0 ≡ Si
(
Λl1 , . . . , ΛlM
)
− f ′1 Ri
(
f ′1, Λ
l1, . . . , ΛlM
)
(i=1 ···N),
for some remainders Ri which all depend polynomially upon the same collection
of invariants f ′1,Λl1, . . . ,ΛlM , so that no new invariant appears at this stage.
Then the algorithm terminates and the algebra of invariants coincides with:
Enκ = C
[
f ′1, Λ
l1 , . . . . . . , ΛlM
]
modulo syzygies .
As a standard byproduct of basic Gro¨bner bases theory, one deduces a unique
representation of any polynomial invariant under reparametrization modulo the
syzygies.
Indeed, for these values of n and of κ, if one denotes the leading terms (with
respect to the monomial order in question) of the above N syzygies by:
LT
(
Si(Λ)
)
=
(
Λl1
)αi1 · · · (ΛlM )αiM (i=1 ···N),
for certain specific multiindices
(
αi1, . . . , α
i
M
)
∈ NM , and if for i = 1, . . . , N one
denotes by:
i := α
i + NM =
{(
αi1 + b1, . . . , α
i
M + bM
)
: b1, . . . , bM ∈ N
M
}
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the positive quadrant of NM having vertex at αi, then a general, arbitrary invariant
in Enκ,m of weight m writes uniquely under the normal form:∑
06a6m
(f ′1)
a P˜a
(
Λl1 , . . . , ΛlM
)
,
with summation containing only positive powers of f ′1, where each P˜a is of weight
m− a and is put under Gro¨bner-normalized form:
P˜a =
∑
(b1,...,bM )∈N
M\(1∪···∪N )
l1b1+···+lMbM=m−a
coeffa; b1,...,bM ·
(
Λl1
)b1 · · · (ΛlM)bM ,
with complex coefficients coeffa; b1,...,bM subjected to no restriction at all.
The kernel algorithm. We would like to mention that, after the paper [21] was
completed and submitted, on the occasion of a Workshop about holomorphic
extension of CR functions and their removable singularities organized by Berit
Stensønes and John-Erik Fornæss at the university of Michigan (Ann Arbor, De-
cember 2007), Harm Derksen indicated to us the so-called Van den Essen’s kernel
algorithm for locally nilpotent derivations, the goal of which is to generate all in-
variants for certain one-dimensional non-reductive actions ([14, 7, 15]). Although
applied here to actions of any dimension, our algorithm here is in substance the
same, though some features will be dealt with here more explicitly in the quite
nontrivial explorations to which the paper is devoted: homogeneity of syzygies;
stepwise generation of relations; skirting of Gro¨bner bases when they fail (due to
oversizeness) to compute of the remainders Ri; systematic restriction to {f ′1 = 0}
to shorten time computation.
In a near future, we hope to set up a refined algorithm which would almost
completely tame the disturbing expression swelling.
Action of GLn(C) and unipotent reduction. Lastly, we come back to explaining
how one obtains Schur decompositions of Demailly-Semple bundles.
On an arbitrary fiber Enκ,m of Enκ,mT ∗X consisting of polynomials P
(
jκf
)
=
P
(
f ′, f ′′, . . . , f (κ)
)
invariant by reparametrization, one looks at the action of ma-
trices w = (wij) ∈ GLn(C) which, for each jet level λ with 1 6 λ 6 κ, multiplies
by w the n jet-components fλ := (f (λ)1 , . . . , f (λ)n ), namely which transforms them
into w · fλ :=
(∑n
j=1 w1jf
(λ)
j , . . . ,
∑n
j=1 wnjf
(λ)
j
)
with the same matrix for each
jet level λ = 1, 2, . . . , κ.
According to elementary representation theory, Enk,m then decomposes into a
certain direct sum of irreducible GLn-representations, which are nothing but the
Schur representations Γ(ℓ1,ℓ2,...,ℓn) indexed by integers ℓ1 > ℓ2 > · · · > ℓn. Gen-
eral reasons ([4]) insure that such a decomposition on fibers globalizes coherently
as a decomposition between bundles over X ⊂ Pn+1(C). How then does one
determine the appearing Schur components? It suffices to look at the so-called
vectors of highest weight, which in our situation are just the polynomials invariant
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by reparametrization P ∈ Enκ,m which are unipotent-invariant, namely which are
left untouched after multiplication by any unipotent matrix:
u · P
(
jκf
)
= P
(
jκf) for every u =

1 0 · · · 0
u21 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
un1 un2 · · · 1
 .
Then the full space Enκ,m is obtained as just the GLn(C)-orbit of UEnκ,m, and this
will correspond to somehow polarizing the lower indices of bi-invariants, see be-
low. We then call bi-invariants the polynomials which are both invariant under
reparametrization and under the unipotent action:
P
(
jκ(f ◦ φ)
)
= (φ′)m · P
(
(jκf) ◦ φ
)
and P
(
u · jκf) = P
(
jκf) .
Thus, the bi-invariants are nothing but vectors of highest weight for this repre-
sentation of GLn(C). According to the general theory, to each vector of highest
weight corresponds one and only one irreducible Schur representation Γ(ℓ1,ℓ2,...,ℓn).
How does one finds the integers ℓi?
Suppose that, after executing the algorithm, one already knows that UEnκ is gen-
erated by a finite number f ′1,Λl1, . . . ,ΛlM of bi-invariants of weights 1, l1, . . . , lM ,
and suppose that we have a unique writing:∑
(a,b1,...,bM )∈N
coeffa,b1,...,bM (f
′
1)
a
(
Λl1
)b1 · · · (ΛlM)bM
of an arbitrary, general bi-invariant modulo the syzygies, for a certain monomial
order, whereN ⊂ N1+M denotes the complement of the union of quadrants having
vertex at leading exponents. Then for every (a, b1, . . . , bM), the single monomial
(f ′1)
a
(
Λl1
)b1 · · · (ΛlM)bM is a vector of highest weight, and if one lets a general
diagonal matrix:
x :=
 x1 · · · 0..
.
.
.
.
.
.
.
0 · · · xn

act on it, the theory says it necessarily is an eigenvector, and the eigenvalue:
x · (f ′1)
a
(
Λl1
)b1 · · · (ΛlM)bM = xℓ11 · · ·xℓnn (f ′1)a (Λl1)b1 · · · (ΛlM )bM ,
exhibits the wanted ℓi’s which necessarily satisfy ℓ1 > · · · > ℓn.
In conclusion, both in order to understand invariants and in order to make
Euler-characteristic computations, the very main goal is to explore algebras of
bi-invariants.
By requiring unipotent-invariance, the initial rational expression for bi-
invariants will depend upon certain determinants defined as follows in terms of
the initial invariants Λ2λ−1
1,i: 1λ−2
.
16 JO ¨EL MERKER
Theorem. In dimension n > 1 and for jets of arbitrary order κ > 1, every
bi-invariant polynomial BP = BP
(
jκf
)
invariant by reparametrization and in-
variant under the unipotent action writes under the form:
BP
(
jκf
)
=
∑
−
κ−1
κ
m6a6m
(f ′1)
a BPa
( ∣∣∣∣∣∣∣∣∣
Λ2λ2−11,2 Λ
2λ2−1
1,3 · · · Λ
2λ2−1
1,n1
Λ2λ3−11,2 Λ
2λ3−1
1,3 · · · Λ
2λ3−1
1,n1
.
.
.
.
.
.
.
.
.
.
.
.
Λ2λ3−11,2 Λ
2λ3−1
1,3 · · · Λ
2λ3−1
1,n1
∣∣∣∣∣∣∣∣∣
26λ2,...,λn16κ
n1=1,2...,n
)
,
for certain specific polynomials BPa which depend upon BP(jκf).
Algebras of bi-invariants. As announced in the abstract, we finalized two main
applications of our algorithm. Only one bi-invariant, namely Y 27, was missed
in [21], an article which pointed out that bracketing was insufficient.
Theorem. In dimension n = 2 for jet order κ = 5, the algebra UE25 of jet polyno-
mials P
(
j5f1, j
5f2
)
invariant by reparametrization and invariant under the unipo-
tent action is generated by 17 mutually independent bi-invariants explicitly defined
in Section 10:
f ′1, Λ
3, Λ5, Λ7, Λ9, M8, M10, K12,
N12, H14, F 16, X18, X19, X21, X23, X25, Y 27
.
As a consequence, the full algebra E25 of jet polynomials P
(
j5f
)
invariant by
reparametrization is generated by the polarizations:
f ′i , Λ
3, Λ5i , Λ
7
i,j, Λ
9
i,j,k, M
8, M10i , K
12
i,j ,
N12, H14i , F
16
i,j , X
18
i,j,k, X
19
i , X
21, X23i , X
25
i,j , Y
27
i,j,k
of these 17 bi-invariants, where the indices i, j, k vary in {1, 2}, whence the total
number of these invariants equals:
2 + 1 + 2 + 4 + 8 + 1 + 2 + 4 + 1 + 2 + 4 + 8 + 2 + 1 + 2 + 4 + 8 = 56 .
Secondly, we obtain the following new result in dimension 4. We must confess
that we were unable to discover some harmonious algebraic structures which could
probably (in)exist?
Theorem. In dimension n = 4 for jets of order κ = 4, the algebra UE44 of jet poly-
nomials P
(
j4f1, j
4f2, j
4f3, j
4f4
)
invariant by reparametrization and invariant un-
der the unipotent action is generated by 16 mutually independent bi-invariants
explicitly defined3 in Section 11:
W 10, f ′1, Λ
3, Λ5, Λ7, D6, D8, N10,
M8, E10, L12, Q14, R15, U17, V 19, X21,
3 The bi-invariantX21 here is different from the X21 of the preceding theorem.
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whose restriction to {f ′1 = 0} has a reduced gro¨bnerized ideal of relations, for the
Lexicographic ordering, which consists of the 41 syzygies written on p. 73.
Furthermore, any bi-invariant of weight m writes uniquely in the finite polyno-
mial form:
P
(
jκf
)
=
∑
o, p
(f ′1)
o
(
W 10
)p ∑
(a,...,n)∈N14\(1∪···∪41)
3a+···+21n=m−o−10p
coeffa,...,n,o,p ·
·
(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f(
M8
)g (
E10
)h(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n
,
with coefficients coeffa,...,n,o,p subjected to no restriction, where 1, . . . , 41 de-
note the quadrants in N14 having vertex at the leading terms of the 41 syzygies in
question.
As a consequence, the full algebra E44 of jet polynomials P
(
j4f
)
invariant by
reparametrization is generated by the polarizations of the 16 bi-invariants:
W 10, f ′i , Λ
3
[i,j], Λ
5
[i,j];α, Λ
7
[i,j];α,β, D
6
[i,j,k],
D8[i,j,k];α, N
10
[i,j,k];α,β, M
8
[i,j],[k,l], E
10
[i,j,k],[p,q], L
12
[i,j,k],[p,q];α,
Q14[i,j,k],[p,q];α,β, R
15
[i,j,k],[p,q,r];α, U
17
[i,j,k],[p,q,r],[s,t],
V 19[i,j,k],[p,q,r],[s,t];α, X
21
[i,j,k],[p,q,r],[s,t];α,β,
These polarized invariants are skew-symmetric with respect to each collection of
bracketed indices [i, j, k], [p, q, r], [s, t], where the roman indices satisfy 1 6 i <
j < k 6 4, where 1 6 p < q < r 6 4, where 1 6 s < r 6 4 and where the two
greek indices α, β satisfy 1 6 α, β 6 4 without restriction and finally the total
number of these invariants generating the Demailly-Semple algebra E44 equals:
1 + 4 + 6 + 24 + 96 + 4 + 16 + 64+
+ 36 + 24 + 96 + 384 + 64 + 96 + 384 + 1536 = 2835 .
Acknowledgments. The author heartfully thanks Jacques Beigbeder (SPI,
´Ecole Normale Supe´rieure) for having installed the package FGb (Spiral Team,
LIP6) containing efficient Gro¨bner basis algorithms that were used to capture
the quite huge ideals of relations exhibited in the present arxiv.org electronic
(pre)publication. He is also grateful to Jean-Pierre Demailly, to Jahwer El Goul,
to Erwan Rousseau, and to Simone Diverio for friend(ful)ly sharing thoughts
about the puzzling complexity of invariant jet differentials. In March 2007,
Tien-Cuong Dinh and Nessim Sibony suggested the question to our expertise.
Finally, the theorem on p. 75 which describes the structure of the algebra of
bi-invariants for n = k = 4 was firmly gained during the author’s stay at the
Mittag-Leffler Institute in April 2008.
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§2. INVARIANT POLYNOMIALS AND COMPOSITE DIFFERENTATION
Fixing basic notations. Let X be a smooth n-dimensional complex algebraic
hypersurface of Pn+1(C), let D be the unit disc in C and consider an arbitrary
holomorphic disc f : D → X valued in X , for instance the restriction to D of
some entire holomorphic curve C→ X . In some local chart on X ≃ Dn centered
at f(0), the κ-jet jκ0 f of f at 0 ∈ D is represented by the collection of all the
derivatives, with respect to the variable ζ ∈ D, of the n components f1, . . . , fn of
f , up to order κ, that is to say:
jκf =
(
f ′1, . . . , f
′
n, f
′′
1 , . . . , f
′′
n , . . . . . . , f
(κ)
1 , . . . , f
(κ)
n
)
;
from the beginning and throughout this study, we shall in fact constantly omit to
denote the base point 0 ∈ D.
Polynomials invariant by reparametrization. For κ > 1, we consider polyno-
mials in all the jet variables:
P = P
(
jκf
)
= P
(
f ′j1 , f
′′
j2
, . . . , f
(κ)
jκ
)
,
where the indices j1, j2, . . . , jκ run in {1, . . . , n}. An open problem in Demailly’s
strategy towards the Kobayashi hyperbolicity conjecture ([4, 6]) was to describe
those polynomials P
(
jκf
)
enjoying the property that a change of variable D ∋
ζ 7−→ φ(ζ) ∈ C in the source affects the polynomial only through multiplication
by some power of the first derivative of φ:
P
(
jκ(f ◦ φ)
)
= (φ′)m · P
(
(jκf) ◦ φ
)
,
where m > 1 is an integer which shall be called here the weight of P.
Choosing in particular φ to be simply a dilation ζ 7→ δ · z by a constant nonzero
complex factor δ, one sees that such polynomials must at least (cf. [17]) be
weighted homogeneous of order m with respect to the weighted anisotropic di-
lations:
P
(
δ · fj′1 , δ
2 · f ′′j2 , . . . , δ
κ · f (κ)jκ
)
≡ δm · P
(
f ′j1 , f
′′
j2
, . . . , f
(κ)
jκ
)
.
As a useful mnemonic, weight therefore always counts the total number of primes.
By Enκ,m, we will thus denote the vector space consisting of all such polyno-
mials. The direct sum Enκ :=
⊕
m>1 E
n
κ,m forms an algebra which is graded by
constancy of weights, for the definition yields:
Enκ,m1 · E
n
κ,m2
⊂ Enκ,m1+m2 .
Following a nowadays established terminology, a polynomial P
(
jκf
)
in this alge-
bra will be said to be invariant by reparametrization. The present article aims to
describe a complete algorithm generating all such polynomials, sometimes briefly
called invariants.
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Example. For κ = 1, the components f ′i for i = 1, . . . , n of the jet satisfy:(
fi ◦ φ
)′
= φ′ · f ′i ,
hence every polynomial P = P
(
f ′1, . . . , f
′
n
)
which depends only upon the first
order jet j1f is invariant by reparametrization. So En1 coincides with the plain
polynomial algebra C
[
f ′1, . . . , f
′
n
]
.
Example. For κ = 2, aside from the monomials f ′1, . . . , f ′n coming from the
preceding jet level κ = 1, there are yet the 2 × 2 determinants (clearly of weight
3):
∆
′, ′′
i,j :=
∣∣∣∣ f ′i f ′jf ′′i f ′′j
∣∣∣∣ ,
for one easily checks, thanks to row linear dependence, that:∣∣∣∣ (fi ◦ φ)′ (fj ◦ φ)′(fi ◦ φ)′′ (fj ◦ φ)′′
∣∣∣∣ = ∣∣∣∣ φ′f ′i φ′f ′jφ′′f ′i + φ′2f ′′i φ′′f ′j + φ′2f ′′j
∣∣∣∣ = φ′3 · ∣∣∣∣ f ′i f ′jf ′′i f ′′j
∣∣∣∣ .
It is a theorem, to be stated below, that the f ′i and the ∆
′, ′′
j,k generate the algebra E2n.
Composite differentiation up to order κ = 5. Setting gi := fi ◦ φ for i =
1, . . . , n, the elementary chain rule provides derivatives of gi with respect to the
source variable ζ ∈ D:
g′i = φ
′f ′i ,
g′′i = φ
′′f ′i + φ
′2f ′′i ,
g′′′i = φ
′′′f ′i + 3φ
′′φ′f ′′i + φ
′3f ′′′i ,
g′′′′i = φ
′′′′f ′i + 4φ
′′′φ′f ′′i + 3φ
′′2f ′′i + 6φ
′′φ′
2
f ′′′i + φ
′4f ′′′′i ,
g′′′′′i := φ
′′′′′f ′i + 5φ
′′′′φ′f ′′i + 10φ
′′′φ′′f ′′i + 15φ
′′2φ′f ′′′i +
+ 10φ′′′φ′
2
f ′′′i + 10φ
′′φ′
3
f ′′′′i + φ
′5f ′′′′′i .
Thus with κ = 5 for instance, the goal is to find all polynomials P = P
(
j5g
)
which, after replacing g′i, g′′i , g′′′i , g′′′′i and g′′′′′i by these expressions, have the prop-
erty of cancelling the derivatives φ′′, φ′′′, φ′′′′ and φ′′′′′ of φ whose order is > 2, so
that P
(
j5g
)
= φ′mP
(
j5f) for a certain m ∈ N.
For the sake of completeness, let us present the classical Faa` di Bruno, well
known in the case of one variable ζ ∈ C.
Theorem. For every integer κ > 1, the derivative of order κ of each composite
function gi(z) := fi ◦ φ(z) (1 6 i 6 n) with respect to the variable ζ ∈ C is a
polynomial with integer coefficients in the derivatives of fi (same index i) and in
20 JO ¨EL MERKER
the derivatives of φ:
g
(κ)
i =
κ∑
e=1
∑
16λ1<···<λe6κ
∑
µ1>1,...,µe>1
∑
µ1λ1+···+µeλe=κ
κ!
(λ1!)µ1 µ1! · · · (λe!)µe µe!
(
φ(λ1)
)µ1 · · · · · · (φ(λe))µe f (µ1+···+µe)i
.
To read this general formula with the help of the formulas specialized above,
let us observe that the general monomial
(
φ(λ1)
)µ1 · · · · · · (φ(λe))µe in the
reparametrization jet gathers derivatives of increasing orders λ1 < λ2 < · · · < λe,
with µ1, µ2, . . . , µe counting their respective numbers. Then the function fi is
subjected to a partial differentiation of order µ1 + µ2 + · · ·+ µe, the total number
of derivatives φ(λk) in the monomial in question. Finally, in the permutation
group Sκ of {1, 2, . . . , κ} whose cardinality clearly equals κ!, the quantity
(λ1!)
µ1µ1! · · · (λe!)µeµe! counts the number of permutations which possess µ1
cycles of length λ1, µ2 cycles of length λ2, etc., µe cycles of length λe, so that the
fractional coefficient κ!
(λ1!)µ1 µ1!···(λe!)µe µe!
with κ = µ1λ1 + µ2λ2 + · · · + µeλe is
an integer which provides the cardinality of the (left or right) coset of Sκ modulo
such a subgroup permutations. Notice that all these observations are confirmed
by the formulas developed above up to κ = 5.
With such a formula, the problem of finding all polynomials invariant by
reparametrization can be interpreted in terms of invariant theory ([4, 29]).
Indeed, the group Gκ of κ-jets at the origin of local reparametrizations:
φ(ζ) = ζ + φ′′(0)
ζ2
2!
+ · · ·+ φ(κ)(0)
ζκ
κ!
+ · · ·
that are tangent to the identity, namely φ′(0) = 1, may be seen, thanks to the
above formulas, to act linearly on the nκ-tuples
(
f ′j1, f
′′
j2
, . . . , f
(κ)
jκ
) just by matrix
multiplication:
g′i
g′′i
g′′′i
g′′′′i
.
.
.
g
(κ)
i

=

1 0 0 0 · · · 0
φ′′ 1 0 0 · · · 0
φ′′′ 3φ′′ 1 0 · · · 0
φ′′′′ 4φ′′′ + 3φ′′2 6φ′′ 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
φ(κ) · · · · · · · · · · · · 1


f ′i
f ′′i
f ′′′i
f ′′′′i
.
.
.
f
(κ)
i

(i=1 ···n).
Polynomials P
(
jκf
)
invariant by reparametrization coincide with the invariants
for this linear group action, an action which is clearly unipotent, hence non-
reductive. In such a context, no general theory or algorithm exists to decide
whether the algebra of invariants is finitely generated (cf. Problem 2 p. 2 in [8]).
In fact, we will attack the problem from another point of view.
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Cross product between two invariants polynomials. A natural process known
to Demailly and to El Goul (cf. [5] and [21]) is as follows. Suppose that we
know two reparametrization-invariant polynomials P = P
(
jκg
)
of weight m and
Q = Q
(
jτf) of weight n, namely we have:
P
(
jκg
)
= φ′
m
P
(
(jκf) ◦ φ
)
,
Q
(
jτg
)
= φ′
n
Q
(
(jτf) ◦ φ
)
,
where we have again set g := f ◦ φ. To differentiate a polynomial with respect to
the source variable ζ ∈ C amounts to apply to it the total differentiation operator:
D :=
n∑
k=1
∑
λ∈N
∂(•)
∂f
(λ)
k
· f (λ+1)k ,
which gives here:[
DP
](
jκ+1g
)
= mφ′′ φ′
m−1
P
(
(jκf) ◦ φ
)
+ φ′
m
φ′
[
DP
](
(jκ+1f) ◦ φ
)
,[
DQ
](
jτ+1g
)
= nφ′′ φ′
n−1
Q
(
(jκf) ◦ φ
)
+ φ′
n
φ′
[
DQ
](
(jτ+1f) ◦ φ
)
,
and in order to remove the second order derivative φ′′, it suffices to perform a
cross-product, namely to form the 2× 2 determinant:∣∣∣∣ [DP](jκ+1g) mP(jκg)[DQ](jτ+1g) nQ(jτg)
∣∣∣∣ =
=
∣∣∣∣ mφ′′ φ′m−1 P((jκf) ◦ φ)+ φ′m+1 [DP]((jκ+1f) ◦ φ) mφ′m P((jκf) ◦ φ)nφ′′ φ′n−1Q((jκf) ◦ φ)+ φ′n+1 [DQ]((jτ+1f) ◦ φ) nφ′nQ((jκf) ◦ φ)
∣∣∣∣
=
∣∣∣∣ φ′m+1 [DP]((jκ+1f) ◦ φ) mφ′m P((jκf) ◦ φ)φ′n+1 [DQ]((jτ+1f) ◦ φ) nφ′nQ((jκf) ◦ φ)
∣∣∣∣
= φ′
m+n+1
∣∣∣∣ [DP](jκ+1f) mP(jκf)[DQ](jτ+1f) nQ(jτf)
∣∣∣∣ ,
which therefore happens to constitute a new invariant of weight m+ n + 1 in the
jet space of order 1 + max(κ, τ) increased by one unit.
Bracket operator
[
·, ·
]
and its accompanying syzygies. Thus, every pair of
invariants automatically produces a new invariant:[
P, Q
]
:= nDP · Q−mP · DQ ,
which is obviously skew-symmetric with respect to the pair
(
P,Q
)
. For instance,
we recover in this way all the invariants of (jet) order 2 mentioned above:[
f ′i , f
′
j
]
= Df ′i · f
′
j − f
′
iDf
′
j = f
′′
i f
′
j − f
′
if
′′
j = −∆
′, ′′
i,j ,
and again, we notice that bracketing increases jet order by one unit.
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Certainly, as soon as at least 3 pairwise distinct invariantsP, Q and R are known,
a Jacobi-type identity (checked on pp. 867–868 of [21]) must hold:
(J ac) : 0 ≡
[[
P, Q
]
, R
]
+
[[
R, P
]
, Q
]
+
[[
Q, R
]
, P
]
.
Although such relations give nothing for jet order κ = 2, because the jet order of
an iterated bracket
[
[·, ·], ·
]
is in any case > 3, if we introduce the following new
bracket-type invariants:[
∆
′, ′′
i,j , f
′
k
]
= D
(
f ′if
′′
j − f
′′
i f
′
j) · f
′
k − 3 (f
′
if
′′
j − f
′′
i f
′
j) · f
′′
k
= (f ′if
′′′
j − f
′′′
i f
′
j) · f
′
k − 3 (f
′
if
′′
j − f
′′
i f
′
j) · f
′′
k ,
then we gratuitously have Jacobi-type relations which will hold true at the next jet
level κ = 3:
0 ≡
[
∆
′, ′′
i,j , f
′
k
]
+
[
∆
′, ′′
k,i , f
′
j
]
+
[
∆
′, ′′
j,k , f
′
i
]
.
On the other hand, we remind that the 2 × 2 minors aj1,j21,2 := det
(
a
j
i
)j=j1,j2
i=1,2
of
an arbitrary 2 × N complex-valued matrix
(
a
j
i
)16j6N
i=1,2
are known to enjoy ([21],
p. 883) the so-called quadratic Plu¨cker relations which are usually organized in
two families4:
(Plck1) : 0 ≡ a
j1
1 · a
j2,j3
1,2 + a
j3
1 · a
j1,j2
1,2 + a
j2
1 · a
j3,j1
1,2 ,
(Plck2) : 0 ≡ a
j1,j2
1,2 · a
j3,j4
1,2 + a
j1,j2
1,2 · a
j3,j4
1,2 + a
j1,j2
1,2 · a
j3,j4
1,2 ,
and which may be checked by expanding the minors, just observing cancellations5.
We then deduce that our bracketing process, when interpreted as computing the
minors of an auxiliary matrix:(
mP nQ oR p S · · ·
DP DQ DR DS · · ·
)
,
whose first line lists known invariants multiplied by their own weight, and whose
second line lists their total derivatives, we immediately deduce that our brack-
eting process introduces the following two supplementary families of identically
satisfied Plu¨ckerian-like relations:
(Plck1) : 0 ≡ mP
[
Q, R
]
+ oR
[
P, Q
]
+ nQ
[
R, P
]
,
(Plck2) : 0 ≡
[
P, Q
]
·
[
R, S
]
+
[
S, P
]
·
[
R, Q
]
+
[
Q, S
]
·
[
R, P
] .
Throughout the text, identically satisfied relations between polynomials will often
be called syzygies, following the terminology of classical invariant theory ([25]).
4 In the first line, the sum bears upon circular permutations of (j1, j2, j3); in the second line, j3
is fixed and the sum bears upon circular permutations of (j1, j2, j4). Equivalently, one could have
fixed j4 and considered circular permutations of (j1, j2, j3).
5 In fact, only these relations appear in the ideal of syzygies between the aj1 and the a
j1,j2
1,2 , for
an appropriate monomial order ([24], p. 277).
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For instance, at the jet level κ = 2, we plainly have:
0 ≡ ∆
′, ′′
i,j · f
′
k +∆
′, ′′
k,i · f
′
j +∆
′, ′′
j,k · f
′
i ,
0 ≡ ∆
′, ′′
i,j ·∆
′, ′′
k,l +∆
′, ′′
l,i ·∆
′, ′′
k,j +∆
′, ′′
j,l ·∆
′, ′′
k,i ,
for all indices i, j, k, l = 1, . . . , n.
A general notation for Wronskian-like determinants. It will be quite useful to
abbreviate the explicit denotation of the further, rather complicated invariants that
we shall have to deal with in the sequel by introducing the minors:
∆
(α),(β)
i, j :=
∣∣∣∣∣ f (α)i f (α)jf (β)i f (β)j
∣∣∣∣∣ , ∆(α),(β),(γ)i, j, k :=
∣∣∣∣∣∣∣
f
(α)
i f
(α)
j f
(α)
k
f
(β)
i f
(β)
j f
(β)
k
f
(γ)
i f
(γ)
j f
(γ)
k
∣∣∣∣∣∣∣ , etc.
extracted from the jet matrix (f (λ)i ). Top indices list derivative orders, appearing
in rows.
Thanks to skew-symmetry, after some row or column permutations, one can
always write these determinants in such a way that the lower, dimensional indices
satisfy 1 6 i < j < k 6 n and similarly, the upper, derivative indices also satisfy
1 6 α < β < γ 6 κ at the same time.
In fact, the already mentioned observation that ∆
′, ′′
i,j always provides an invari-
ant easily generalizes, for if we set:
g
(λ)
i :=
(
fi ◦ φ
)(λ)
,
then by either manipulating the Faa` di Bruno formula written above, or by using a
less explicit intermediate inductive assertion in order to pass from one jet level to
the next jet level, one may subject the determinants to row linear combinations in
order to establish the following:
Lemma. For every λ with 1 6 λ 6 κ and for all indices i1, i2, . . . , iλ = 1, . . . , n,
one has:∣∣∣∣∣∣∣∣∣
g′i1 g
′
i2
· · · g′iλ
g′′i1 g
′′
i2
· · · g′′iλ
.
.
.
.
.
.
.
.
.
.
.
.
g
(λ)
i1
g
(λ)
i2
· · · g
(λ)
iλ
∣∣∣∣∣∣∣∣∣
= (φ′)2λ−1 ·
∣∣∣∣∣∣∣∣∣
f ′i1 f
′
i2
· · · f ′iλ
f ′′i1 f
′′
i2
· · · f ′′iλ
.
.
.
.
.
.
.
.
.
.
.
.
f
(λ)
i1
f
(λ)
i2
· · · f
(λ)
iλ
∣∣∣∣∣∣∣∣∣
= (φ′)2λ−1 ·∆
′, ′′, ...,(λ)
i1,i2,...,iλ
,
hence all the Wronskian-like determinants ∆
′, ′′,...,(λ)
i1,i2,...,iλ
always are invariant by
reparametrization.
Here, it is crucial that the derivative order starts from 1 at the first row and
increases by one unit exactly while descending stepwise along the rows; otherwise,
we would not in any case get a true invariant; for instance in the expression:∣∣∣∣ g′′i g′′jg′′′i g′′′j
∣∣∣∣ =
∣∣∣∣∣ φ′′f ′i + φ′2f ′′i φ′′f ′j + φ′2f ′′jφ′′′f ′i + 3φ′′φ′f ′′i + φ′3f ′′′i φ′′′f ′j + 3φ′′φ′f ′′j + φ′3f ′′′j
∣∣∣∣∣
=
∣∣∣∣∣ φ′′f ′i + φ′2f ′′i φ′′f ′j + φ′2f ′′jφ′′′f ′i − 2φ′3f ′′′i φ′′′f ′j − 2φ′3f ′′′j
∣∣∣∣∣ ,
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no further simplification enables to get rid of φ′′, φ′′′ and such an obstruction hap-
pens to hold generally.
Combinatorics of the subalgebra generated by the Wronskians. Thus at least,
we know a large family of invariants. The following statement goes back to the
nineteenth century.
Proposition. ([19, 4, 24]) For jets of order κ = 2 in arbitrary dimension n > 2,
the algebra En2 consists of the algebra generated by the n + n(n−1)2 fundamental
invariants:
f ′k and ∆
′, ′′
i,j =
∣∣∣∣ f ′i f ′jf ′′i f ′′j
∣∣∣∣
and their syzygy ideal is generated by the two families of Plu¨ckerian relations
written above: {
0 ≡ ∆
′, ′′
i,j · f
′
k +∆
′, ′′
k,i · f
′
j +∆
′, ′′
j,k · f
′
i ,
0 ≡ ∆
′, ′′
i,j ·∆
′, ′′
k,l +∆
′, ′′
l,i ·∆
′, ′′
k,j +∆
′, ′′
j,l ·∆
′, ′′
k,i .
§4. SURVEY OF KNOWN DESCRIPTIONS OF Enκ
IN LOW DIMENSIONS FOR SMALL JET LEVELS
The above-defined algebra Enκ of jet polynomials P
(
jκf
)
invariant by
reparametrization is understood only in certain specific situations.
Demailly 1997. At first, in dimension n > 2 for jet level κ = 2, the n + n(n−1)
2
generators of the proposition just above appear on p. 341 of [4], namely every
polynomial P in En2 writes:
P
(
j2f) ≡ PP
(
f ′1, . . . , f
′
n, ∆
′, ′′
1,2 , . . . ,∆
′, ′′
n−1,n
)
having as arguments the basic invariants in question.
In the particular case of surfaces, namely for n = 2, no syzygy exists between
f ′1, f
′
2 and ∆
′, ′′
1,2 , hence E22 coincides with a plain polynomial algebra:
E22 = C
[
f ′1, f
′
2,∆
′, ′′
1,2
]
.
Basic notions of invariant theory. For higher n’s and κ’s, unpredictable syzy-
gies will obscure the picture, but before pursuing, we must fix a suitable terminol-
ogy. We formulate these concepts for Enκ, but they hold quite more generally.
Definition. If, for certain values of n and κ, there are finitely many invariants
Λ1, . . . ,Λlast in Enκ with the property that every polynomial P
(
jκf
)
∈ Enκ invariant
by reparametrization can be written as a polynomial:
P
(
jκf
)
≡ PP
(
Λ1, . . . ,Λlast
)
having Λ1, . . . ,Λlast as arguments, we shall say that Enκ is generated (as an algebra)
by Λ1, . . . ,Λlast.
AN ALGORITHM TO GENERATE ALL DEMAILLY-SEMPLE INVARIANTS 25
Definition. Further, we shall say that Λ1, . . . ,Λlast are mutually independent if, for
every middle index with 1 6 middle 6 last, there does not exist any polynomial
P such that Λmiddle identifies to a polynomial:
Λmiddle = P
(
Λ1, . . . , Λ̂middle, . . . ,Λlast
)
in the other remaining invariants. Then Λ1, . . . ,Λlast will be called fundamental
invariants generating Enκ (for such values of n, κ) and an indivivual Λmiddle will be
called a basic invariant.
For a fixed Enκ, all sets of fundamental invariants, either finite or infinite, have
the same cardinality.
Weights always appear as upper indices. Also, we want for later use to intro-
duce the new notation:
Λ31,2 := ∆
′, ′′
1,2 ,
where we specify the row indices 1, 2 and where we specially emphasize the
weight 3, counting the total number of primes. In fact, throughout the whole pa-
per, we shall systematically write the weight of every basic invariant as its upper
index. We thus can continue the survey.
Demailly 2004; Rousseau 2006. Next, in dimension n = 2 for jet level κ = 3,
it is shown6 in [29] that the algebra E23 is generated by the three invariants f ′1, f ′2
and ∆
′, ′′
1,2 (already known from the preceding jet level) to which one adds the two
further invariants of weight 5:
Λ51,2; 1 :=
[
Λ31,2, f
′
1
]
and Λ51,2; 2 :=
[
Λ31,2, f
′
2
]
= ∆
′, ′′
1,3 f
′
1 − 3∆
′, ′′
1,2 f
′′
1 = ∆
′, ′′
1,3 f
′
2 − 3∆
′, ′′
1,2 f
′′
2 ,
the only possible brackets, as one checks. Moreover, these five invariants f ′1, f ′2,
Λ31,2, Λ
5
1,2; 1 and Λ51,2; 2 are mutually independent and their syzygy ideal is principal,
generated by the single quadratic relation:
0 ≡ 3Λ31,2Λ
3
1,2 − f
′
2Λ
5
1,2; 1 + f
′
1Λ
5
1,2; 2.
One sees that this syzygy just comes (Plck2). In fact, (J ac) and (Plck1) give
nothing.
Rousseau 2006. Now, in dimension n = 3 and for jet level κ = 3, applying a
theorem of Popov, Rousseau ([29], p. 403) deduced that the algebra E33 is generated
by all the invariants known in dimension n − 1 = 2 whose lower indices are
polarized in all possible ways, namely the 15 invariants:
f ′1, f
′
2, f
′
3, Λ
3
1,2, Λ
3
1,3, Λ
3
2,3,
Λ51,2; 1, Λ
5
1,3; 1, Λ
5
2,3; 1, Λ
5
1,2; 2, Λ
5
1,3; 2, Λ
5
2,3; 2, Λ
5
1,2; 3, Λ
5
1,3; 3, Λ
5
2,3; 3,
6
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together with a single further invariant, the Wronskian:
D61,2,3 :=
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ .
This makes 16 invariants in sum. An alternative, direct proof of this result may be
found in [21], and will also pop up again in the present paper.
We must mention that the Wronskian D61,2,3 also appears in fact in terms of
brackets, for one checks the following three relations:[
Λ31,2, Λ
3
1,3
]
= −3 f ′1D
6
1,2,3,
[
Λ31,2, Λ
3
2,3
]
= −3 f ′2D
6
1,2,3,[
Λ31,3, Λ
3
2,3
]
= −3 f ′3D
6
1,2,3.
A Maple computation ([28]) also provided the ideal of relations between these
16 invariants. Among the 62 generators of the reduced Gro¨bner basis supplied by
Maple after ∼ 15 hours of symbolic computations, 30 appear to be minimal gen-
erators of the ideal of relations, the 32 remaining ones being further automatically
generated S-polynomials which are required to complete the basis. Remarkably,
it may be checked ([21]) that each one of the 30 minimal syzygies in question is
included among the collection of syzygies deduced from our three fundamental
families by inserting f ′i and Λ3j,k in all possible ways in place of P, Q, R and T:
(J ac) :
{
0 ≡
[
[f ′i , f
′
j], f
′
k
]
+
[
[f ′k, f
′
i ], f
′
j
]
+
[
[f ′j , f
′
k], f
′
i
]
,
(Plck1) :

0 ≡ f ′i
[
f ′j, f
′
k] + f
′
k
[
f ′i , f
′
j] + f
′
j
[
f ′k, f
′
i ],
0 ≡ f ′i
[
f ′j, Λ
3
k,l
]
+ 3Λ3k,l
[
f ′i , f
′
j
]
+ f ′j
[
Λ3k,l, f
′
i
]
,
0 ≡ f ′i
[
Λ3j,k, Λ
3
l,m
]
+ Λ3l,m
[
f ′i , Λ
3
j,k
]
+ Λ3j,k
[
Λ3l,m, f
′
i
]
,
0 ≡ Λ3i,j
[
Λ3k,l, Λ
3
m,n
]
+ Λ3m,n
[
Λ3i,j, Λ
3
k,l
]
+ Λ3k,l
[
Λ3m,n, Λ
3
i,j
]
,
(Plck2) :

0 ≡
[
f ′i , f
′
j
]
·
[
f ′k,Λ
3
l,m
]
+
[
Λ3l,m, f
′
i
]
·
[
f ′k, f
′
j
]
+
[
f ′j, Λ
3
l,m
]
·
[
f ′k, f
′
i
]
,
0 ≡
[
f ′i , f
′
j
]
·
[
Λ3k,l, Λ
3
m,n
]
+
[
Λ3m,n, f
′
i
]
·
[
Λ3k,l, f
′
j
]
+
[
f ′j , Λ
3
m,n
]
·
[
Λ3k,l, f
′
i
]
,
0 ≡
[
f ′i , Λ
3
j,k
]
·
[
Λ3l,m, Λ
3
n,p
]
+
[
Λ3n,p, f
′
i
]
·
[
Λ3l,m, Λ
3
j,k
]
+
[
Λ3j,k, Λ
3
n,p
]
·
[
Λ3l,m, f
′
i
]
,
where the indices i, j, k, l, m, n, and p take all the values 1, 2, 3.
Demailly-El Goul 2004; Rousseau 2007; M. 2007. Finally7, for jets of order
κ = 4 in dimension n = 2, the algebra E24 is generated by the five invariants:
f ′1, f
′
2, Λ
3
1,2, Λ
5
1,2; 1, Λ
5
1,2; 2
already known from the preceding jet level, to which one adds the four further
invariants gently provided by bracketing:
Λ71,1 :=
[
Λ51,2; 1, f
′
1
]
, Λ71,2 :=
[
Λ51,2; 1, f
′
2
]
=
[
Λ51,2; 2, f
′
1
]
= Λ72,1, Λ
7
2,2 :=
[
Λ51,2; 2, f
′
2
]
,
M8 :=
1
f ′1
[
Λ51,2; 1, Λ
3
1,2
]
.
7 The result was known (unpublished) to experts; a proof appears in [21].
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This in sum makes 9 fundamental invariants. Notice the (necessary) division by
f ′1 to get M8. The two missing brackets8:[
Λ51,2; 2, Λ
3
1,2
]
= f ′2M
8 and
[
Λ51,2; 1, Λ
5
1,2; 2
]
= Λ31,2M
8
appear to in fact belong already to the algebra generated by these 9 invariants.
Now, we lighten a little the notation by dropping some of the lower indices,
especially in the ∆(α),(β)1,2 ≡: ∆(α),(β), because in dimension n = 2, by skew-
symmetry of determinants, only (1, 2) can appear at the bottom.
Theorem. ([21]) For jets of order κ = 4 in dimension n = 2, the algebra E24 is
generated by 9 mutually independent fundamental invariants explicitly defined by:
f ′1, f
′
2, Λ
3 := ∆
′, ′′ ,
Λ51 := ∆
′, ′′′ f ′1 − 3∆
′, ′′ f ′′1 ,
Λ52 := ∆
′, ′′′ f ′2 − 3∆
′, ′′ f ′′2 ,
Λ71,1 :=
(
∆
′, ′′′′ + 4∆
′′, ′′′
)
f ′1f
′
1 − 10∆
′, ′′′ f ′1f
′′
1 + 15∆
′, ′′ f ′′1 f
′′
1 ,
Λ71,2 :=
(
∆
′, ′′′′ + 4∆
′′, ′′′
)
f ′1f
′
2 − 5∆
′, ′′′
(
f ′′1 f
′
2 + f
′′
2 f
′
1
)
+ 15∆
′, ′′ f ′′1 f
′′
2 ,
Λ72,2 :=
(
∆
′, ′′′′ + 4∆
′′, ′′′
)
f ′2f
′
2 − 10∆
′, ′′′ f ′2f
′′
2 + 15∆
′, ′′ f ′′2 f
′′
2 ,
M8 := 3∆
′, ′′′′ ∆
′, ′′ + 12∆
′′, ′′′ ∆
′, ′′ − 5∆
′, ′′′ ∆
′, ′′′
whose ideal of relations is generated by 9 fundamental syzygies:[
0
1
≡ f ′2 Λ
5
1 − f
′
1 Λ
5
2 − 3Λ
3Λ3, 0 2≡ f ′2 Λ71,1 − f ′1 Λ71,2 − 5Λ3Λ51,
0
3
≡ f ′2 Λ
7
1,2 − f
′
1 Λ
7
2,2 − 5Λ
3Λ52,
0
4
≡ f ′1 f
′
1M
8 − 3Λ3Λ71,1 + 5Λ
5
1Λ
5
1,
0
5
≡ f ′1 f
′
2M
8 − 3Λ3Λ71,2 + 5Λ
5
1Λ
5
2,
0
6
≡ f ′2 f
′
2M
8 − 3Λ3Λ72,2 + 5Λ
5
2Λ
5
2, 0 7≡ f ′1 Λ3M8 − Λ51 Λ71,2 + Λ52 Λ71,1,
0
8
≡ f ′2 Λ
3M8 − Λ51 Λ
7
2,2 + Λ
5
2 Λ
7
1,2,[
0
9
≡ 5Λ3Λ3M8 − Λ72,2Λ
7
1,1 + Λ
7
1,2 Λ
7
1,2,
which are all obtained by means of the three families of automatic relations (J ac),
(Plck1) and (Plck2).
8 Details of computations may be found in [21], pp. 870–871 and also pp. 882–886.
28 JO ¨EL MERKER
Summary and induction. Thus, all known descriptions of algebras of jet poly-
nomials invariant by reparametrization were obtained by starting with the trivial
list:
f ′1, f
′
2, . . . , f
′
n
of invariants of order 1, and bracketing them again and again in order to lift oneself
to higher jet levels. The principle of induction then dictates to continue such a
process.
Jets of order κ = 5 in dimension n = 2. Bracketing all invariants from the
preceding jet level κ = 4 amounts to compute all the 2×2 minors of the following
2× 9 matrix:∣∣∣∣∣∣∣∣ f ′1 f ′2 3Λ3 5Λ51 5Λ52 7Λ71,1 7Λ71,2 7Λ72,2 8M8Df ′1 Df ′2 DΛ3 DΛ51 DΛ52 DΛ71,1 DΛ71,2 DΛ72,2 DM8
∣∣∣∣∣∣∣∣ ,
which in sum makes a total of 9!
2! 7!
= 36 brackets. But taking account of the fact
that the 5!
2! 3!
= 10 minors of the first 5 columns correspond to the already known
passage from κ = 3 to κ = 4, just a few less brackets, namely 36− 10 = 26 have
to be computed, namely the eight families:[
Λ7i,j, f
′
k
]
,
[
M8, f ′i
]
,[
Λ7i,j, Λ
3
]
,
[
M8, Λ3
]
,[
Λ7i,j, Λ
5
k
]
,
[
M8, Λ5i
]
,[
Λ7i,j, Λ
7
k,l
]
,
[
M8, Λ7i,j
]
.
In [21], this task was achieved, thoroughly and in great details, the obtained brack-
ets being all written in terms of the ∆(α),(β). Furthermore, by inspecting systemat-
ically the first fundamental family9 of syzygies (J ac), some superfluous brackets
that are certain polynomials in terms of previously known invariants were left out.
Theorem. ([21]) For jets of order κ = 5 in dimension n = 2, the algebra of
bracket invariants in E25 is generated by exactly 24 mutually independent funda-
mental invariants:
f ′1, f
′
2, Λ
3, Λ51, Λ
5
2, Λ
7
1,1, Λ
7
1,2, Λ
7
2,2, M
8,
Λ91,1,1, Λ
9
1,2,1, Λ
9
2,1,2, Λ
9
2,2,2, M
10
1 , M
10
2 ,
N12, K121,1, K
12
1,2 = K
12
2,1, K
12
2,2,
H141 , H
14
2 , F
16
1,1, F
16
1,2, F
16
2,2,
9 The other two families of syzygies (Plck1) and (Plck2) having all their terms quadratic, no
resolved relation for any bracket invariant Π of the form Π = polynomial (Λ1, . . . ,Λlast) can arise
from them.
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among which the pure order 5 brackets are defined by:
Λ9i,j,k :=
[
Λ7i,j, f
′
k
]
M10i :=
[
M8, f ′i
]
N12 :=
[
M8, Λ3
]
K12i,j :=
[
Λ7i,j, Λ
5
1
]/
f ′i
H14i :=
[
M8, Λ5i
]
F 16i,j :=
[
M8, Λ7i,j
]
and are explicitly given by the following normalized formulas:
Λ9i,j,k := ∆
′, ′′′′′ f ′if
′
jf
′
k + 5∆
′′, ′′′′ f ′if
′
jf
′
k−
− 4∆
′, ′′′′
(
f ′′i f
′
j + f
′
if
′′
j ) f
′
k − 7∆
′, ′′′′ f ′if
′
jf
′′
k−
− 16∆
′′, ′′′
(
f ′′i f
′
j + f
′
if
′′
j
)
f ′k − 28∆
′′, ′′′ f ′if
′
jf
′′
k−
− 5∆
′, ′′′
(
f ′′′i f
′
j + f
′
if
′′′
j ) f
′
k + 35∆
′, ′′′
(
f ′′i f
′′
j f
′
k + f
′′
i f
′
jf
′′
k + f
′
if
′′
j f
′′
k
)
−
− 105∆
′, ′′ f ′′i f
′′
j f
′′
k ,
M10i :=
[
3∆
′, ′′′′′ ∆
′, ′′ + 15∆
′′, ′′′′ ∆
′, ′′ − 7∆
′, ′′′′ ∆
′, ′′′ + 2∆
′′, ′′′ ∆
′, ′′′
]
f ′i−
−
[
24∆
′, ′′′′ ∆
′, ′′ + 96∆
′′, ′′′ ∆
′, ′′ − 40∆
′, ′′′ ∆
′, ′′′
]
f ′′i ,
N12 := 9∆
′, ′′′′′ ∆
′, ′′ ∆
′, ′′ + 45∆
′′, ′′′′ ∆
′, ′′ ∆
′, ′′ − 45∆
′, ′′′′ ∆
′, ′′′ ∆
′, ′′−
− 90∆
′′, ′′′ ∆
′, ′′′ ∆
′, ′′ + 40∆
′, ′′′ ∆
′, ′′′ ∆
′, ′′′ ,
K12i,j := f
′
if
′
j
(
5∆
′, ′′′′′ ∆
′, ′′′ + 25∆
′′, ′′′′ ∆
′, ′′′ − 7∆
′, ′′′′ ∆
′, ′′′′ − 56∆
′′, ′′′ ∆
′, ′′′′ − 112∆
′′, ′′′ ∆
′′, ′′′
)
+
+
(f ′if
′′
j + f
′′
i f
′
j)
2
(
− 15∆
′, ′′′′′ ∆
′, ′′ − 75∆
′′, ′′′′ ∆
′, ′′ + 65∆
′, ′′′′ ∆
′, ′′′ + 110∆
′′, ′′′ ∆
′, ′′′
)
+
+
(f ′if
′′′
j + f
′′′
i f
′
j)
2
(
− 50∆
′, ′′′ ∆
′, ′′′
)
+
+ f ′′i f
′′
j
(
− 25∆
′, ′′′ ∆
′, ′′′ + 15∆
′, ′′′′ ∆
′, ′′ + 60∆
′′, ′′′ ∆
′, ′′
)
,
H14i :=
(
15∆
′, ′′′′′ ∆
′, ′′′ ∆
′, ′′ + 75∆
′′, ′′′′ ∆
′, ′′′ ∆
′, ′′ + 5∆
′, ′′′′ ∆
′, ′′′ ∆
′, ′′′+
+ 170∆
′′, ′′′ ∆
′, ′′′ ∆
′, ′′′ − 24∆
′, ′′′′ ∆
′, ′′′′ ∆
′, ′′ − 192∆
′, ′′′′ ∆
′′, ′′′ ∆
′, ′′−
− 384∆
′′, ′′′ ∆
′′, ′′′ ∆
′, ′′
)
f ′i +
(
− 45∆
′, ′′′′′ ∆
′, ′′ ∆
′, ′′ − 225∆
′′, ′′′′ ∆
′, ′′ ∆
′, ′′+
+ 225∆
′, ′′′′ ∆
′, ′′′ ∆
′, ′′ + 450∆
′′, ′′′ ∆
′, ′′′ ∆
′, ′′ − 200∆
′, ′′′ ∆
′, ′′′ ∆
′, ′′′
)
f ′′i ,
F 16i,j :=
(
− 3∆
′, ′′′′′ ∆
′, ′′′′ ∆
′, ′′ − 15∆
′′, ′′′′ ∆
′, ′′′′ ∆
′, ′′ − 12∆
′, ′′′′′ ∆
′′, ′′′ ∆
′, ′′+
+ 40∆
′, ′′′′′ ∆
′, ′′′ ∆
′, ′′′ − 60∆
′′, ′′′′ ∆
′′, ′′′ ∆
′, ′′ + 200∆
′′, ′′′′ ∆
′, ′′′ ∆
′, ′′′−
− 49∆
′, ′′′′ ∆
′, ′′′′ ∆
′, ′′′ − 422∆
′, ′′′′ ∆
′′, ′′′ ∆
′, ′′′ − 904∆
′′, ′′′ ∆
′′, ′′′ ∆
′, ′′′
)
f ′if
′
j+
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+
(
− 105∆
′, ′′′′′ ∆
′, ′′′ ∆
′, ′′ − 525∆
′′, ′′′′ ∆
′, ′′′ ∆
′, ′′ + 205∆
′, ′′′′ ∆
′, ′′′ ∆
′, ′′′−
− 230∆
′′, ′′′ ∆
′, ′′′ ∆
′, ′′′ + 96∆
′, ′′′′ ∆
′, ′′′′ ∆
′, ′′ + 768∆
′, ′′′′ ∆
′′, ′′′ ∆
′, ′′+
+ 1536∆
′′, ′′′ ∆
′′, ′′′ ∆
′, ′′
)(
f ′′i f
′
j + f
′
if
′′
j
)
+
+
(
− 200∆
′, ′′′ ∆
′, ′′′ ∆
′, ′′′
)(
f ′′′i f
′
j + f
′
if
′′′
j
)
+
+
(
315∆
′, ′′′′′ ∆
′, ′′ ∆
′, ′′ + 1575∆
′′, ′′′′ ∆
′, ′′ ∆
′, ′′ − 1575∆
′, ′′′′ ∆
′, ′′′ ∆
′, ′′−
− 3150∆
′′, ′′′ ∆
′, ′′′ ∆
′, ′′ + 1400∆
′, ′′′ ∆
′, ′′′ ∆
′, ′′′
)
f ′′i f
′′
j ,
where the indices i, j and k run in {1, 2}. Furthermore, the ideal of relations
between these 24 fundamental bracket invariants consists of all the syzygies that
one obtains10 by substituting in (Plck1) or in (Plck2) for P, Q, R, T three or four
among the nine invariants f ′1, f ′2, Λ3, Λ51, Λ52, Λ71,1, Λ71,2, Λ72,2, M8, in all possible
ways, which makes in sum:
9!
3! 6!
+ 9!
4! 5!
= 84 + 126 = 210
generating syzygies.
It is now great time to offer ideas, arguments, principles of computations, and
also proofs.
§5. INITIAL INVARIANTS IN DIMENSION n
FOR ARBITRARY JET LEVEL κ > 1
Reparametrizing by f−11 . To fix ideas and to better offer the intuition of our
computations, we shall firstly work in dimension n = 2 until everything about the
first basic step becomes clear, so that afterwards, the description of the birth of the
initial invariants in the higher dimensions n = 3 and n = 4 shall present no real
difficulty.
Thus, let P
(
jκf1, j
κf2) be a polynomial of weight m that is invariant by
reparametrization. By definition,
(∗) P(jκ(f ◦ φ)) = φ′m P((jκf) ◦ φ),
for every local biholomorphism of C fixing 0. Following a trick of Rousseau
([29]), we will apply this formula to the inverse mapping φ := f−11 of the first
coordinate map f1 : C→ C, assuming that f ′1(0) 6= 0, whence φ′ = 1f ′1 ◦ f
−1
1 . We
will explain in a moment that the assumption f ′1(0) 6= 0 is harmless for the result.
At first, we trivially have f1 ◦ f−11 = Id, whence
(
f1 ◦ f
−1
1
)′
= 1 and
(
f1 ◦
f−11
)(λ)
= 0 for all λ > 2. Next, by some direct computations, the derivatives of
10 The data of our manuscript are not reproduced here.
AN ALGORITHM TO GENERATE ALL DEMAILLY-SEMPLE INVARIANTS 31
the reparametrization of f2 happen to be:(
f2 ◦ f
−1
1
)
′
=
(
f ′2
f ′1
)
◦ f−11 ,(
f2 ◦ f
−1
1
)
′′
=
[
f ′′2
(f ′1)
2
−
f ′′1 f
′
2
(f ′1)
3
]
◦ f−11 =
[
f ′1f
′′
2 − f
′′
1 f
′
2
(f ′1)
3
]
◦ f−11
=
Λ3
(f ′1)
3
◦ f−11 ,
where we recognize here our favorite Wronskian Λ3 = ∆
′, ′′
1,2 . Furthermore, by
pursuing as we should the computations with the help of our beloved total differ-
entiation operator, we next get:(
f2 ◦ f
−1
1
)
′′′
=
(
DΛ3
(f ′1)
4
− 3
Λ3 f ′′1
(f ′1)
5
)
◦ f−11 =
[
Λ3, f ′1
]
(f ′1)
5
◦ f−11
=
Λ51
(f ′1)
5
◦ f−11 ,
(
f2 ◦ f
−1
1
)
′′′′
◦ f−11 =
[
Λ51, f
′
1
]
(f ′1)
7
◦ f−11
=
Λ71,1
(f ′1)
7
◦ f−11 ,
and so on, with the now clear formal facts that numerators should be constructed
by successively bracketing with f ′1, their weight being visible as just the power of
f ′1 in the denominator.
With indices, we may therefore define inductively the collection of initial in-
variants (including f ′1 and Λ3):
Λ2λ−1
1λ−2
:=
[
Λ2λ−3
1λ−3
, f ′1
]
= DΛ2λ−3
1λ−3
· f ′1 − (2λ− 3)Λ
2λ−3
11−λ3
· f ′′1 ,
for all λ with 3 6 λ 6 κ, where at the bottom of Λ•1ℓ , the notation 1ℓ stands for ℓ
copies of 1. We then get by induction:
(
f2 ◦ f
−1
1
)(λ)
=
Λ2λ−1
1λ−2
(f ′1)
2λ−1
◦ f−11 .
It would not be a so straightforward task to find a general explicit expression
of these invariants Λ2κ−11κ−2 in terms of j
κf for arbitrary jet order. For instance, the
invariant Λ91,1,1, obtained by specializing i = j = k = 1 in the expression given in
the theorem stated above (and by simplifying) reads:
Λ91,1,1 =
(
∆
′, ′′′′′ + 5∆
′, ′′′′
)
f ′1f
′
1f
′
1 −
(
15∆
′, ′′′′ + 60∆
′′, ′′′
)
f ′1f
′
1f
′′
1−
− 10∆
′, ′′′ f ′1f
′
1f
′′′
1 + 105∆
′, ′′′ f ′1f
′′
1 f
′′
1 − 105∆
′, ′′ f ′′1 f
′′
1 f
′′
1 .
Nonetheless, we will in fact not really need to expand the expressions of these
initial invariants.
Fact. The invariants f ′1, Λ3, Λ51, Λ71,1, . . . , Λ2κ−11κ−2 are mutually algebraically inde-
pendent.
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This is just because Λ2λ−1
1λ−2
is a polynomial in
(
jλf1, j
λf2
)
while Λ2λ+1
1λ−1
contains
the higher jet monomial f (λ+1)2 [f ′1]λ.
Initial rational expression for invariant polynomials. A general polynomial
P
(
jκf
)
of weight m in E2κ,m writes in expanded form:
P
(
jκf1, j
κf2
)
=
∑
a11+a
1
2+2a
2
1+2a
2
2+···+κa
κ
1+κa
κ
2=m
coeff·
(
f ′1
)a11 (f ′2)a12 (f ′′1 )a21 (f ′′2 )a22
· · ·
(
f
(κ)
1
)aκ1 (f (κ)2 )aκ2 ,
where by “coeff” we mean varying, but notationally unspecified complex numbers.
Reparametrizing by φ := f−11 by an application of the definition (∗), we should
have the relation:
1
(f ′1 ◦ f
−1
1 )
m
· P
(
jκf1, j
κf2
)
◦ f−11 = P
(
jκ(f1 ◦ f
−1
1 ), j
κ(f2 ◦ f
−1
1 )
)
,
in the open subset {f ′1 6= 0} of the jet space Jκ(C, Cn). Thanks to the preparatory
computations above, we may replace each monomial in the right hand side, and
this gives us a quite interesting representation:
1
(f ′1 ◦ f
−1
1 )
m
· P
(
jκf1, j
κf2
)
◦ f−11 =
=
[ ∑
a11+a
1
2+2a
2
1+2a
2
2+···+κa
κ
1+κa
κ
2=m
coeff·
(
1
)a11 (f ′2
f ′1
)a12 (
0
)a21 ( Λ3
(f ′1)
3
)a22
· · ·
(
0
)aκ1 ( Λ2κ−11κ−2
(f ′1)
2κ−1
)aκ2 ]
◦ f−11 .
Immediately, we reparametrize this identity by f1, which then simply erases all the
appearing f−1, we see that monomials with positive exponent aλ1 > 1 for some
λ with 2 6 λ 6 κ automatically vanish, and we reduce monomials to the same
denominator:
P
(
jκf1, j
κf2
)
=
∑
a11+a
1
2+2a
2
2+···+κa
κ
2=m
coeff ·
(
f ′2
)a12 (Λ3)a22 · · · (Λ2κ−11κ−2 )aκ2
(f ′1)
−m+a12+3a
2
2+···+(2κ−1)a
κ
2
.
What is the largest power of f ′1 as a denominator in the monomials of the right hand
side? Supposing for a while that the quantities aji are nonnegative real numbers,
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instead of integers, we may simplify step by step the definition of this maximum:
max
a11+a
1
2+2a
2
2+···+κa
κ
2=m
(
−m+ a12 + 3a
2
2 + · · ·+ (2κ − 1)a
κ
2
)
=
= max
∣∣∣
a11=0
(
substitute a12 = m− 2a22 − · · · − κaκ2 in the same quantity
)
= max
a12+2a
2
2+3a
3
2+···+κa
κ
2=m
(
a22 + 2a
3
2 + · · · + (κ− 1)a
κ
2
)
[divide and multiply by 2]
=
1
2
· max
2a22+3a
3
2+···+κa
κ
2=m
(
2a22 + 4a
3
2 + · · ·+ (2κ− 2)a
κ
2
)
[substitute 2a22]
=
m
2
+
1
2
· max
3a32+4a
4
2+···+κa
κ
2=m
(
a32 + 2a
4
2 + · · ·+ (κ− 2)a
κ
2
)
[divide and multiply by 3]
=
m
2
+
1
2 · 3
· max
3a32+4a
4
2+···+κa
κ
2=m
(
3a32 + 6a
4
2 + · · ·+ 3(κ− 2)a
κ
2
)
[substitute 3a32]
=
m
2
+
m
6
+
1
3 · 4
· max
4a42+5a
5
2+···+κa
κ
2=m
(
4a42 + 8a
5
2 + · · ·+ 4(κ− 3)a
κ
2
)
=
2
3
m+
1
12
m+
1
4 · 5
· max
5a52+6a
6
2+···+κa
κ
2=m
(
5a62 + 10a
6
2 + · · ·+ 5(κ− 4)a
κ
2
)
=
3
4
m+
1
20
m+
1
5 · 6
· max
6a62+7a
7
2+···+κa
κ
2=m
(
6a62 + 12a
7
2 + · · ·+ 6(κ− 5)a
κ
2
)
=
4
5
m+ · · · [observe the induction]
=
κ− 1
κ
m.
Thus, when the ai2 are restricted to be integers, we in any case deduce that the
maximally negative power of f ′1 is > −
(κ−1)
κ
m. Reorganizing the result, we then
obtain a representation of P
(
jκf
)
, valid by construction in the subset {f ′1 6= 0} of
the jet space Jκ(C, Cn), as a sum of powers of f ′1 :
P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a · Pa
(
f ′2, Λ
3, Λ51, Λ
7
1,1, . . . , Λ
2κ−1
1κ−2
)
,
multiplied by certain polynomials Pa which depend upon P and are not arbitrary.
In fact, by reduction to the same denominator, we may write:
P
(
jκf
)
=
Q
(
f ′1, f
′
2, Λ
3, . . . , Λ2κ−11κ−2
)
(f ′1)
−a0
,
where a0 is the smallest exponent a of f ′1 above. Chasing the denominator in the
case where a0 is negative (this would be unnecessary if a0 > 0), we get an identity
(f ′1)
a0 · P ≡ Q between two polynomials valid in {f ′1 6= 0}, hence everywhere by
the principle of analytic continuation. Thus, the restriction f ′1 6= 0 is removed.
Weighted homogeneities. Let µ ∈ Z be an integer, possibly negative. A rational
expression R
(
jκf
)
∈ Frac
(
C[jκf ]
)
will be said to be of weighted homogeneous
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degree µ when for every complex weighted δ-dilation which acts in accordance
with the number of primes:
δ · jκf :=
(
δ f ′1, δf
′
2, δ
2 f ′′1 , δ
2 f ′′2 , · · · , δ
κ f
(κ)
1 , δ
κ f
(κ)
2
)
,
the dilation factor escapes the parentheses to exactly the µ-th power:
R
(
δ · jκf
)
= δµ · R
(
jκf
)
.
When R is a polynomial, µ is then the total, constant number of primes of each
monomial.
By choosing the reparametrization φ to just be a δ-dilation in the source,
with nonzero δ ∈ C, we immediataly see that our original jet polynomial
P ∈ E2κ,m — hence also its rational expression obtained above — must in par-
ticular be weighted homogeneous of degree m:
P
(
δ · jκf
)
= δm · P
(
jκf
)
.
In addition and in particular, using the definition Λ2λ−1
1λ−2
=
[
Λ2λ−3
1λ−3
, f ′1
]
, one easily
verifies by induction that the invariant Λ2λ−1
1λ−2
is homogeneous of degree equal to
its weight 2λ− 1, an integer which we had already specified as the upper index:
Λ2λ−1
1λ−2
(
δ · jκf
)
= δ2λ−1 · Λ2λ−1
1λ−2
(
jλf
)
.
In an analogous fashion, introducing some new extra independent variables
F1, F2, A
3, . . . , A2κ−1 corresponding to f ′1, f ′2,Λ3, . . . , Λ2κ−11κ−2 , a rational expres-
sion T ∈ Frac
(
C[F1, F2, A
3, . . . , A2κ−1]
)
will be said to be of weighted homoge-
neous degree µ when it enjoys:
T
(
δF1, δF2, δ
3A3, δ5A5, . . . , δ2κ−1A2κ−1
)
= δµ·T
(
F1, F2, A
3, A5, . . . , A2κ−1
)
,
for every δ ∈ C.
Lemma. In dimension n = 2 for jets of order κ > 2, every jet polynomial P =
P
(
jκf) invariant by reparametrization writes under the form:
P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa
(
f ′2, Λ
3, Λ51, Λ
7
1,1, · · · , Λ
2κ−1
1κ−2
)
,
where the integer a takes possibly negative values in the interval
[
− κ−1
κ
m, m
]
,
for certain weighted homogeneous polynomials:
Pa =
∑
b2+3c3+···+(2κ−1)c2κ−1=m−a
coeff ·
(
F2
)b2 (
A3
)c3 · · · (A2κ−1)c2κ−1
of weighted degree m− a.
Conversely, for every collection of such weighted homogeneous polynomials
Pa in C
[
F2, A
3, . . . , A2κ−1
]
of weighted degree m − a indexed by an integer a
running in
[
− κ−1
κ
m, m
]
such that the reduction to the same denominator and
the simplification of the finite sum:
R
(
jκf
)
:=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa
(
f ′2, Λ
3, Λ51, Λ
7
1,1, · · · , Λ
2κ−1
1κ−2
)
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yields a true jet polynomial in C[jκf], then R(jκf) is a polynomial invariant by
reparametrization belonging to E2κ,m.
Proof. We saw that P is homogeneous of degree m, namely:∑
−κ−1
κ
m6a6m
δa
(
f ′1
)a
Pa
(
δf ′2, δ
3Λ3, . . . , δ2κ−1Λ2κ−11κ−2
)
=
= δm ·
∑
−κ−1
κ
m6a6m
(
f ′1
)a
Pa
(
f ′2, Λ
3, . . . , Λ2κ−11κ−2
)
.
By algebraic independency of f ′1 with respect to C
[
f ′2,Λ
3, . . . ,Λ2κ−11κ−2
]
, we then
may identify powers of f ′1, getting for each a:
Pa
(
δf ′2, δ
3Λ3, . . . , δ2κ−1Λ2κ−11κ−2
)
= δm−a Pa
(
f ′2,Λ
3, . . . ,Λ2κ−11κ−2
)
.
Further, the algebraic independency of f ′2,Λ3, . . . ,Λ2κ−11κ−2 then entails that the ho-
mogeneities:
Pa
(
δF2, δ
3A3, . . . , δ2κ−1A2κ−1
)
= δm−a · Pa
(
F2, A
3, . . . , A2κ−1
)
hold in the polynomial algebra C
[
F2, A
3, . . . , A2κ−1
]
. This gives the claimed rep-
resentation of any P ∈ E2κ,m.
Conversely, assuming that the Pa are homogeneous in this way, then for any
reparametrization φ, setting gi = fi ◦ φ for i = 1, 2 and recalling:
Λ2λ−1
1λ−2
(
jλg
)
= (φ′)2λ−1 Λ2λ−1
1λ−2
(
jλf),
we immediately deduce that:
Pa
(
g′2,Λ
3
(
j3g
)
, . . . , Λ2κ−11κ−2
(
jκg
))
=
= Pa
(
φ′ · f ′2 ◦ φ, (φ
′)3 · Λ3 ◦ φ, . . . , (φ′)2κ−1 · Λ2κ−11κ−2 ◦ φ
)
= (φ′)m−a · Pa
(
f ′2, Λ
3, . . . , Λ2κ−11κ−2
)
,
whence multiplication by (g′1)a = (φ′)a (f ′1)a and summation gives:∑
−κ−1
κ
m6a6m
g′1
a
Pa
(
g′2, Λ
3
(
j3g
)
, . . . , Λ2κ−11κ−2
(
jκg
))
=
(φ′)m ·
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa
(
f ′2, Λ
3, . . . , Λ2κ−11κ−2
)
◦ φ,
which exactly means, as soon as such a rational sum represents a true polynomial,
that it belongs to E2κ,m, quod erat demonstrandum. 
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Arbitrary dimension. To generalize the preceding proposition, suppose now
that n > 2 is arbitrary. The same trick of reparametrizing each fi by φ = f−11
gives birth to a collection of initial invariants appearing as numerators of:(
fi ◦ f
−1
1
)(λ)
=
Λ2λ−1
1,i; 1λ−2
(
jλf
)
(f ′1)
2λ−1
,
for i = 2, 3, . . . , n, where the Λ-invariants depending on i and on λ are defined
inductively by successively bracketing with f ′1:
Λ31,i :=
[
f ′i , f
′
1
]
, Λ51,i; 1 :=
[
Λ31,i, f
′
1
]
,
and generally: Λ2λ−1
1,i; 1λ−2
:=
[
Λ2λ−3
1,i; 1λ−3
, f ′1
]
, for 3 6 λ 6 κ.
Our considerations about brackets show that these polynomials are effectively in-
variant by reparametrization. Furthermore:
Fact. The n+ (n− 1)(κ− 1) invariants:
f ′1, f
′
2, f
′
3, f
′
4, . . . , f
′
n,
Λ31,2, Λ
3
1,3, Λ
3
1,4, . . . , Λ
3
1,n,
Λ51,2; 1, Λ
5
1,3; 1, Λ
5
1,4; 1, . . . , Λ
5
1,n; 1,
· · · · · · · · · · · · · · ·
Λ2κ−11,2; 1κ−2 , Λ
2κ−1
1,3; 1κ−2 , Λ
2κ−1
1,4; 1κ−2 , . . . , Λ
2κ−1
1,n; 1κ−2
are mutually algebraically independent.
Indeed, Λ2λ−1
1,i; 1λ−2
contains the monomial f (λ)i f ′1
λ−1
, while the invariantsΛ2λ−3
1,j; 1λ−3
only depend upon jλ−1f .
Reasonings similar to the ones developed above yield the following lemma,
valuable for any n > 1 and any κ > 1.
Lemma. In dimension n > 1 and for jets of order κ > 1, every polynomial
P = P
(
jκf
)
invariant by reparametrization writes under the form:
P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa

f ′2, f
′
3, f
′
4, . . . , f
′
n,
Λ31,2, Λ
3
1,3, Λ
3
1,4, . . . , Λ
3
1,n,
· · · · · · · · · · · · · · ·
Λ2κ−1
1,2; 1κ−2
, Λ2κ−1
1,3; 1κ−2
, Λ2κ−1
1,4; 1κ−2
, . . . , Λ2κ−1
1,n; 1κ−2
 ,
where the integer a takes all possibly negative values in the interval
[
− κ−1
κ
m,m
]
,
for certain weighted homogeneous polynomials:
Pa =
∑
b2+···+bn+3c2+···+3cn+
+···+(2κ−1)q2+···+(2κ−1)qn=m−a
coeff ·
n∏
i=2
(
Fi
)bi n∏
i=2
(
A3i
)ci · · · n∏
i=2
(
A2κ−1i
)qi
of weighted degree m− a, namely satisfying:
Pa
(
δ Fi, δ
3A3i , . . . , δ
2κ−1A2κ−1i
)
= δm−a · Pa
(
Fi, A
3
i , . . . , A
2κ−1
i
)
.
Conversely, for every collection of such weighted homogeneous polynomials
Pa in C
[
Fi, A
3
i , . . . , A
2κ−1
i
]
of weighted degree m − a indexed by an integer a
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running in
[
− κ−1
κ
m, m
]
such that the reduction to the same denominator and
the simplification of the finite sum:
R
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa

f ′2, f
′
3, f
′
4, . . . , f
′
n,
Λ31,2, Λ
3
1,3, Λ
3
1,4, . . . , Λ
3
1,n,
· · · · · · · · · · · · · · ·
Λ2κ−11,2; 1κ−2 , Λ
2κ−1
1,3; 1κ−2 , Λ
2κ−1
1,4; 1κ−2 , . . . , Λ
2κ−1
1,n; 1κ−2

yields a true jet polynomial in C[jκf], then R(jκf) is a polynomial invariant by
reparametrization belonging to Enκ,m.
§6. DESCRIPTION OF THE ALGORITHM
IN DIMENSION n = 2 FOR JET LEVEL κ = 4
Necessity of negative powers of f ′1. Our aim now is to prove11 the theorem which
describes the algebraic structure of E24, see p. 27. We will thus illustrate in a
concrete case the general algorithm which will be presented in Section 9 below.
We hope this will make the general considerations intuitively clearer.
Proof. Compared to the initial rational representation:
P
(
j4f
)
=
∑
− 3
4
m6a6m
(f ′1)
a Pa
(
f ′2, Λ
3, Λ51, Λ
7
1,1
)
of an arbitrary polynomial P ∈ E24 that was furnished by the lemma on p. 34, the
theorem on p. 27 states that 4 further invariants, namely Λ52, Λ71,2, Λ72,2 and M8,
are necessary to generate the full algebra E24. In fact, by looking at the 9 syzygies
listed in the theorem in question, one may easily obtain the expression of these 4
further invariants in C
[
f ′2, Λ
3, Λ51, Λ
7
1,1
][
1
f ′1
]
, namely:
Λ52 =
f ′2Λ
5
1 − 3Λ
3Λ3
f ′1
,
Λ71,2 =
f ′2Λ
7
1,1 − 5Λ
3Λ51
f ′1
,
Λ72,2 =
f ′2f
′
2Λ
7
1,1 − 10 f
′
2Λ
3Λ51 + 15Λ
3Λ3Λ3
f ′1f
′
1f
′
1
,
M8 =
3Λ3Λ71,1 − 5Λ
5
1Λ
5
1
f ′1f
′
1
.
Crucial observation. So when one substitutes, in an arbitrary polynomial:
P
(
f ′1, f
′
2, Λ
3, Λ51, Λ
7
1,1, Λ
7
1,2, Λ
7
2,2, M
8
)
these rational representations of Λ52, Λ71,2, Λ72,2, M8, one indeed obtains a ratio-
nal expression as the one above which necessarily and unavoidably incorporates
negative powers of f ′1.
11 An alternative proof was provided in [21].
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Well, how then should we interpret our initial rational expression? Why are the
4 further invariants Λ52, Λ71,2, Λ72,2 and M8 invisible in it?
First of all, as a preliminary, we must at least show that the 9 fundamental
invariants f ′1, f ′2, Λ3, Λ51, Λ52, Λ71,1, Λ71,2, Λ72,2 and M8 are mutually independent.
On this purpose, we set f ′1 = 0 in these 9 fundamental invariants, and this then
leaves us with the 8 invariants:
f ′2, Λ
3
∣∣
0
, Λ51
∣∣
0
, Λ52
∣∣
0
, Λ71,1
∣∣
0
, Λ71,2
∣∣
0
, Λ72,2
∣∣
0
, M8
∣∣
0
,
which we shall shortly call restricted invariants, our notation being self-evident.
The following assertion is simply checked by inspecting the explicit expressions.
Fact. The four restricted invariants:
f ′2, Λ
3
∣∣
0
= −f ′′1 f
′
2, Λ
5
2
∣∣
0
= 3 f ′′1 f
′
2f
′′
1 and
Λ72,2
∣∣
0
=
(
− f ′′′′1 f
′
2 +∆
′′, ′′′
)
f ′2f
′
2 + 10 f
′′′
1 f
′
2f
′
2f
′′
2 − 15 f
′′
1 f
′
2f
′′
2 f
′′
2
are mutually algebraically independent.
It follows that f ′1, f ′2, Λ3, Λ52 and Λ72,2 are algebraically independent. Switching
lower indices, f ′1, f ′2, Λ3, Λ51 and Λ71,1 are also algebraically independent.
Next, by looking at the 9 syzygies listed in the theorem, we may express each
one of the 8 restricted invariants by means of the above four algebraically inde-
pendent restricted invariants, provided that one allows a division by f ′2:
f ′2,
Λ3
∣∣
0
,
Λ51
∣∣
0
= 3
Λ3|0 Λ3|0
f ′2
,
Λ52
∣∣
0
,
Λ71,1
∣∣
0
= 15
Λ3|0 Λ3|0 Λ3 |0
f ′2f
′
2
,
Λ71,2
∣∣
0
= 5
Λ3|0 Λ52|0
f ′2
,
Λ72,2
∣∣
0
,
M8
∣∣
0
=
3Λ3|0 Λ72,2 − 5Λ
5
2|0 Λ
5
2|0
f ′2f
′
2
.
In fact, all divisions by f ′2 or by f ′2f ′2 do cancel out after simplification.
Lemma. The 9 fundamental invariants f ′1, f ′2, Λ3, Λ51, Λ52, Λ71,1, Λ71,2, Λ72,2 and
M8 are mutually independent. More precisely, f ′1, f ′2, Λ3, Λ51 and Λ71,1 are alge-
braically independent and there exist no polynomial representation of either one
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of the following four forms:
Λ52 = polynomial
(
f ′1, f
′
2, Λ
3, Λ51, Λ
7
1,1
)
,
Λ71,2 = polynomial
(
f ′1, f
′
2, Λ
3, Λ51, Λ
5
2, Λ
7
1,1
)
,
Λ72,2 = polynomial
(
f ′1, f
′
2, Λ
3, Λ51, Λ
5
2, Λ
7
1,1, Λ
7
1,2
)
,
M8 = polynomial
(
f ′1, f
′
2, Λ
3, Λ51, Λ
5
2, Λ
7
1,1, Λ
7
1,2, Λ
7
2,2
)
.
Proof. By setting f ′1 = 0 in a polynomial representation such as the first one and
by replacing the values of some of the restricted invariants, we get:
Λ52
∣∣
0
=
∑
coeff ·
(
f ′2
)b (
Λ3
)c (
Λ51
)d (
Λ71,1
)e∣∣∣
0
=
∑
coeff ·
(
f ′2
)b (
Λ3
)c(
3
Λ3Λ3
f ′2
)d(
15
Λ3 Λ3 Λ3
f ′2f
′
2
)e∣∣∣
0
=
∑
coeff ·
(
f ′2
)b−d−2e (
Λ3
∣∣
0
)c+2d+3e
,
where the exponents b, c, d, e > 0 are nonnegative integers. But this is impossible,
because Λ52
∣∣
0
is transcendental over C
[
f ′2, Λ
3
∣∣
0
]
.
Next, for the second hypothetical representation, the same kind of replacement
yields:
5
Λ3Λ52
f ′2
∣∣∣
0
=
∑
coeff ·
(
f ′2
)b−d−2f (
Λ3
)c+2d+3f (
Λ52
)e∣∣∣
0
.
So, by identifying the powers of the restricted algebraically independent invariants
f ′2, Λ
3
∣∣
0
, Λ52
∣∣
0
, we get three equations between integers:
−1 = b− d− 2f, 1 = c+ 2d+ 3f, 1 = e,
which are seen to be impossible, since b, c, d, e, f > 0, the second one yielding
d = f = 0, while the first one then reads −1 = b.
Similarly as for the first one, the third hypothetical representation is a priori
excluded, because the right hand side does not depend upon Λ72,2
∣∣
0
at all.
Finally, the fourth hypothetical representation amounts to:
3Λ3Λ72,2 − 5Λ
5
2Λ
5
2
f ′2f
′
2
∣∣∣
0
=
∑
coeff·
(
f ′2)
b−d−2f−g
(
Λ3
)c+2d+3f+g (
Λ52
)e+g (
Λ72,2
)h∣∣∣
0
,
hence looking at the representation of the first term 3Λ
3 Λ72,2
f ′2f
′
2
of the left hand side,
and identifying powers, we get three equations:
−2 = b− d− 2f − g, 1 = c+ 2d+ 3f + g, 1 = h.
The second one implies d = f = 0 and g = 0 or 1, whence the first one then
becomes impossible. 
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First loop of the algorithm. The initial expression:
P
(
j4f
)
=
∑
− 3
4
m6a6m
(f ′1)
a Pa
(
f ′2, Λ
3, Λ51, Λ
7
1,1
)
shows five invariants f ′1, f ′2, Λ3, Λ51, Λ71,1, and four restricted invariants f ′2, Λ3
∣∣
0
,
Λ51
∣∣
0
, Λ71,1
∣∣
0
. To determine the structure of E24, here is the first loop of our algo-
rithm.
• Compute the ideal of relations12 between the 4 known restricted invariants:
Ideal− Rel
(
f ′2
∣∣
0
, Λ3
∣∣
0
, Λ51
∣∣
0
, Λ71,1
∣∣
0
)
,
namely a generating set of the ideal of all polynomials Q
(
F2, A
3, A5, A7
)
in
four variables that give zero, identically, after substituting these four restricted
invariants.
• Get as generators of this ideal of relations the three relations, valuable for
f ′1 = 0:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1
∣∣∣
0
,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1
∣∣∣
0
,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1
∣∣∣
0
.
• Consequently, without setting f ′1 = 0, there should exist remainders that are a
multiple of f ′1:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1 + f
′
1 × something,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1 + f
′
1 × something,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1 + f
′
1 × something.
• Each “something” necessarily also is an invariant belonging to E24, because it is
a polynomial and we can write it as 1
f ′1
times a corresponding quadratic expression
in the already known invariants f ′2, Λ3, Λ51, Λ71,1.
• Find the maximal power by which f ′1 factors each remaining “something”.
• Get the three identically satisfied relations:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1+f
′
1Λ
5
2,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1+f
′
1Λ
7
1,2,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1+f
′
1f
′
1M
8,
where the appearing new invariants are already known from the statement of the
theorem.
12 We will discuss in a while two ways of computing ideal of relations. The data reproduced
here are obtained by means of Gro¨bner bases computations.
AN ALGORITHM TO GENERATE ALL DEMAILLY-SEMPLE INVARIANTS 41
• Test whether or not the so obtained three invariants:
Λ52, Λ
7
1,2, M
8,
belong or do not belong to the algebra generated by the previously known invari-
ants. Here in fact, neither Λ52 nor Λ71,2, nor M8 belongs to C
[
f ′1, f
′
2,Λ
3,Λ51,Λ
7
1,1
]
,
as we have already verified.
Second loop of the algorithm. We now restart the process with our new, ex-
tended list of 7 invariants f ′1, f ′2, Λ3, Λ51, Λ52, Λ71,1, Λ71,2 and M8.
• Compute the ideal of relations between the 6 restricted invariants known at
this stage:
Ideal− Rel
(
f ′2
∣∣
0
, Λ3
∣∣
0
, Λ51
∣∣
0
, Λ52
∣∣
0
, Λ71,1
∣∣
0
, Λ71,2
∣∣
0
, M8
∣∣
0
)
.
• Get the 6 equations:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1
∣∣∣
0
,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1
∣∣∣
0
,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1
∣∣∣
0
,
0 ≡ 5Λ3Λ52 − f
′
2Λ
7
1,2
∣∣∣
0
,
0 ≡ 5Λ51Λ
5
2 − 3Λ
3Λ71,2
∣∣∣
0
,
0 ≡ Λ71,1Λ
5
2 − Λ
5
1Λ
7
1,2
∣∣∣
0
.
• Compute the remainders behind a power of f ′1:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1+f
′
1Λ
5
2,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1+f
′
1Λ
7
1,2,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1+f
′
1f
′
1M
8,
0 ≡ 5Λ3Λ52 − f
′
2Λ
7
1,2+f
′
1Λ
7
2,2,
0 ≡ 5Λ51Λ
5
2 − 3Λ
3Λ71,2+f
′
1f
′
2M
8,
0 ≡ Λ71,1Λ
5
2 − Λ
5
1Λ
7
1,2+f
′
1Λ
3M8.
• Get only one new invariant Λ72,2 not belonging to the algebra generated by
already known invariants C
[
f ′1, f
′
2,Λ
3,Λ51,Λ
5
2,Λ
7
1,1,Λ
7
1,2,M
8
]
.
Third loop of the algorithm. The final list of syzygies, after filling in the re-
mainders and testing whether new invariants appear, reads:
0 ≡ 3Λ3Λ3 − f ′2Λ
5
1+f
′
1Λ
5
2,
0 ≡ 5Λ3Λ51 − f
′
2Λ
7
1,1+f
′
1Λ
7
1,2,
0 ≡ 5Λ51Λ
5
1 − 3Λ
3Λ71,1+f
′
1f
′
1M
8,
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0 ≡ 5Λ3Λ52 − f
′
2Λ
7
1,2+f
′
1Λ
7
2,2,
0 ≡ 5Λ51Λ
5
2 − 3Λ
3Λ71,2+f
′
1f
′
2M
8,
0 ≡ Λ71,1Λ
5
2 − Λ
5
1Λ
7
1,2+f
′
1Λ
3M8,
0 ≡ 5 f ′2Λ
5
1M
8 + 3Λ71,2Λ
7
1,2 − 3Λ
7
1,1Λ
7
2,2+0,
0 ≡ f ′2Λ
3M8 + Λ52Λ
7
1,2 − Λ
5
1Λ
7
2,2+0,
0 ≡ f ′2f
′
2M
8 + 5Λ52Λ
5
2 − 3Λ
3Λ72,2+0.
Three new syzygies only appear, namely the last three ones above, and for each
of them, the remainders that are a multiple of f ′1 are identically zero, which we
specify explicitly by writing “+0”. Importantly, no new invariant appears at this
stage.
We then claim that the algorithm stops (cf. also Section 9), and that the follow-
ing proposition holds true. In fact, the arguments of proof will follow from the
general theorem of §9.
Proposition. An arbitrary polynomial P = P
(
j4j
)
in E24 invariant by
reparametrization writes uniquely under the form:
P
(
j4j
)
= Q
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
+ Λ3R
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
+
+ Λ51 S
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
+ Λ52 T
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
+
+ Λ71,2 U
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
+ Λ3Λ71,2 V
(
f ′1, f
′
2, Λ
7
1,1, Λ
7
2,2, M
8
)
,
where Q, R, S, T , U and V are complex polynomials in five variables subjected
to no restriction.
§7. ACTION OF GLn(C) AND UNIPOTENT REDUCTION
Sums of irreducible Schur representations. The cohomology of Schur bundles
Γ(ℓ1,ℓ2,...,ℓn) T ∗X on a complex algebraic projective hypersurface Xn ⊂ Pn+1(C)
being available through Hirzebruch’s Riemann-Roch formula (§13 below), we
should look for a decomposition of the Demailly-Semple bundle Enκ,mT ∗X as a di-
rect sum of Schur bundles, at least in the cases where we understand the algebraic
structure of the fiber algebras Enκ,m. We recall that according to a fundamental
theorem of representation theory ([16]), any group action of GLn(C) on a space of
polynomials is isomorphic to a certain direct sum of irreducible Schur representa-
tions.
Action of GLn(C) on the jet space. On this purpose, similarly as in [29], we
therefore define an appropriate linear action of GLn(C) on the κ-th jet space
Jκ(C, Cn). By definition, an arbitrary element w of GLn(C) written in matrix
form:
w =
 w11 · · · w1n..
.
.
.
.
.
.
.
wn1 · · · wnn

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shall transform the collection
(
f
(λ)
1 , . . . , f
(λ)
n
)
of the n components of a κ-jet jκf
at each λ-th jet level, just by matrix multiplication:
w · f (λ)1 = w11 f
(λ)
1 + · · ·+ w1n f
(λ)
n
· · · · · · · · ·
w · f (λ)n = wn1 f
(λ)
1 + · · ·+ wnn f
(λ)
n ,
with the same matrix w at each jet level λ with 1 6 λ 6 κ.
Definition. A polynomial P
(
jκf
)
invariant by reparametrization will be called a
bi-invariant if it is a vector of highest weight for this representation of GLn(C),
namely if it is invariant by the unipotent subgroup Un(C) ⊂ GLn(C) constituted
by (unipotent) matrices of the form:
u =

1 0 0 · · · 0
u21 1 0 · · · 0
u31 u32 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
un1 un2 un3 · · · 1
 .
The vector space of bi-invariant polynomials P thus satisfies:
P
(
jκ(f ◦ φ)
)
= (φ′)m · P
(
(jκf) ◦ φ
)
and P
(
u · jκf) = P
(
jκf) .
In the sequel, the vector space of bi-invariants of weight m will be denoted by
UEnκ,m. Also, one defines the graded algebra of bi-invariantsUEnκ :=
⊕
m>1 UE
n
κ,m
with of course UEnκ,m1 · UE
n
κ,m2
⊂ UEnκ,m1+m2 .
Without delay, we emphasize four fundamental observations.
• The full space Enκ,m is obtained as just the GLn(C)-orbit of UEnκ,m.
• The algebraic structure of UEnκ is always much simpler than that of Enκ. For
instance:
— UE33 is generated by only 4 bi-invariant polynomials13 f ′1, Λ31,2, Λ51,2; 1 and
D61,2,3 which are algebraically independent (no syzygy!), whereas, according to [28, 29]
or to the description given on p. 26 here, the full algebra E33 is generated by 16 invariants,
submitted to the three complicated families of syzygies developed on p. 26.
— UE24 is generated by the 5 bi-invariant polynomials f ′1, Λ3, Λ51, Λ71,1 and M8,
whose ideal of relations is principal, generated by the single syzygy:
0
4
≡ f ′1f
′
1M
8 − 3Λ3Λ71,1 + 5Λ
5
1Λ
5
1,
while, according to the theorem on p. 27, the full algebra E24 is generated by 9 invariants
submitted to 9 fundamental syzygies.
— We will establish that UE44 is generated by 16 mutually independent bi-invariant
polynomials, while E44 is generated by 2835 polynomials invariant by reparametrization.
Also, we will show 41 syzygies generate the ideal of relations between (the restriction to
13 See the proposition on p. 48 below, or the considerations on pp. 931–932 in [21].
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{f ′1 = 0} of) these 16 generators of UE44, while we ignore the structure of the (presumably
out of human scale) ideal of relations between the 2835 generators of E44.
— We will establish that UE25 is generated by 17 mutually independent bi-invariant
polynomials, while E25 is generated by 56 polynomials invariant by reparametrization. We
will show 66 syzygies generating the ideal of relations between (the restriction to {f ′1 = 0}
of) these 17 generators of UE25.
• In any case, if we can show that UEnκ is, for a certain n and for a certain κ,
generated as an algebra by a finite number of bi-invariants, we may easily deduce
as a corollary finite generation of the full algebra Enκ. For instance:
— For n = κ = 3, computing the GL3(C)-orbit of the 4 bi-invariants f ′1, Λ31,2,
Λ51,2; 1 and D61,2,3 amounts to polarize their lower indices, which yields the invariants f ′i ,
Λ3i,j , Λ
5
i,j; k and D6i,j,k generating E33.
— For n = 2 and κ = 4, computing the GL2(C)-orbit of the 5 bi-invariants f ′1, Λ3,
Λ51, Λ
7
1,1 and M8 again amounts to polarize their lower indices, which yields the invariants
f ′i , Λ
3
, Λ5i , Λ
7
i,j and M8 generating E24.
• Finally, for applications to Kobayashi hyperbolicity (which involves estimat-
ing the Euler-Poincare´ characteristic of Enκ,mT ∗X), it is useless to look for a com-
plete understanding of the algebraic structure of Enκ, and it only suffices to pos-
sess a complete description of the algebra of bi-invariants UEnκ. In fact, as will
be (re)explained in §12, each bi-invariant will correspond to one and to only one
Schur bundle.
So from now on, we focus our attention on bi-invariants
Initial representation of bi-invariants. We now restart with the initial, ratio-
nal expression of any polynomial invariant by reparametrization provided by the
lemma on p. 36 and we want to determine when such a polynomial is, in addition,
invariant by the unipotent action.
To begin with, we consider the subgroup U∗n(C) ofUn(C) generated by matrices
of the form:
u∗ =

1 0 0 · · · 0
u21 1 0 · · · 0
u31 0 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
un1 0 0 · · · 1
 .
Clearly, the components of the first order jet j1f are modified by the action of u∗:
u∗ · f ′1 = f
′
1,
u∗ · f ′2 = f
′
2 + u21f
′
1,
u∗ · f ′3 = f
′
3 + u31f
′
1,
· · · · · ·
u∗ · f ′n = f
′
n + un1f
′
1.
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On the other hand, all the Λ31,i are left invariant:
u∗ · Λ31,i = u
∗ ·
[
f ′i , f
′
1
]
=
[
f ′i + ui1f
′
1, f
′
1
]
=
[
f ′i , f
′
1
]
= Λ31,i,
and in fact, more generally, one may verify that the same is true of higher Λ’s:
u∗ · Λ51,i; 1 = Λ
5
1,i; 1, u
∗ · Λ71,i; 1,1 = Λ
7
1,i; 1,1, . . . . . . , u
∗ · Λ2κ−11,i; 1κ−2 = Λ
2κ−1
1,i; 1κ−2 ,
for any i = 2, 3, . . . , n. Consequently, the requirement that a polynomial invariant
by reparametrization P
(
jκf
)
∈ Enκ,m be in addition also invariant by the unipotent
subgroup U∗n(C) ⊂ Un(C), namely u∗ · P
(
jκf
)
= P
(
jκf
)
, shall be written in
length as follows, when employing the mentioned representation given on p. 36:∑
a
(f ′1)
a Pa
(
f ′2 + u21f
′
1, f
′
3 + u31f
′
1, . . . , f
′
n + un1f
′
1,
Λ31,2, . . . , Λ
3
1,n, . . . . . . , Λ
2κ−1
1,2; 1κ−2
, . . . , Λ2κ−1
1,n; 1κ−2
)
=
=
∑
a
(f ′1)
a Pa
(
f ′2, f
′
3, . . . , f
′
n,
Λ31,2, . . . , Λ
3
1,n, . . . . . . , Λ
2κ−1
1,2; 1κ−2
, . . . , Λ2κ−1
1,n; 1κ−2
)
.
Because the n+(n−1)(κ−1) invariants f ′1, . . . , f ′n, Λ2λ−11,i; 1λ−2 , 2 6 i 6 n, 2 6 λ 6
κ, are algebraically independent, we deduce that each Pa must be independent of
f ′2, f
′
3, . . . , f
′
n, so that we come to the simpler rational expression:
R =
∑
a
(f ′1)
a Pa
(
Λ31,2, . . . , Λ
3
1,n, . . . . . . , Λ
2κ−1
1,2; 1κ−2 , . . . , Λ
2κ−1
1,n; 1κ−2
)
,
which is however not yet invariant under the full unipotent action.
Second unipotent subgroup. Next, we consider the subgroup U♯n(C) ⊂ Un(C)
constituted by matrices of the form:
u♯ =

1 0 0 · · · 0
0 1 0 · · · 0
0 u32 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 un2 un3 · · · 1
 .
Since U∗n(C) and U♯n(C) clearly generate the full unipotent group Un(C), it now
only remains to require the U♯n(C)-invariance for the rational expression R ob-
tained just above.
The requirement u♯ · R = R can in turn be written in length as follows: :
u♯
(∑
a
(f ′1)
a Pa
(
Λ31,2, . . . , Λ
2κ−1
1,n; 1κ−2
))
=
∑
a
(f ′1)
a Pa
(
u♯ · Λ31,2, . . . , u
♯ · Λ2κ−11,n; 1κ−2
)
=
∑
a
(f ′1)
a Pa
(
Λ31,2, . . . , Λ
2κ−1
1,n; 1κ−2
)
.
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But on the other hand, for any λ with 2 6 λ 6 κ, one may verify that the action of
u♯ on the initial Λ-invariants appearing as arguments of R is given by the triangular
formulas:
u♯ · Λ2λ−1
1,2; 1λ−2
= Λ2λ−1
1,2; 1λ−2
,
u♯ · Λ2λ−1
1,3; 1λ−2
= Λ2λ−1
1,3; 1λ−2
+ u32 Λ
2λ−1
1,2; 1λ−2
,
u♯ · Λ2λ−1
1,4; 1λ−2
= Λ2λ−1
1,4; 1λ−2
+ u43 Λ
2λ−1
1,3; 1λ−2
+ u42 Λ
2λ−1
1,2; 1λ−2
,
· · · · · · · · · · · ·
u♯ · Λ2λ−1
1,n; 1λ−2
= Λ2λ−1
1,n; 1λ−2
+ un,n−1Λ
2λ−1
1,n−1; 1λ−2
+ · · ·+ un2Λ
2λ−1
1,2; 1λ−2
.
The algebraic independency of f ′1, Λ2λ−11,i; 1λ−2 then implies that such an R is U
♯
n(C)-
invariant if and only if every Pa is so, namely if and only if the following identity
holds:
Pa
(
A31,2, A
3
1,3 + u32A
3
1,2, . . . , A
3
1,n + un,n−1A
3
1,n−1 + · · ·+ un2A
3
1,2,
A51,2, A
5
1,3 + u32A
5
1,2, . . . , A
5
1,n + un,n−1A
5
1,n−1 + · · ·+ un2A
5
1,2,
· · · · · · · · ·
A2κ−11,2 , A
2κ−1
1,3 + u32A
2κ−1
1,2 , . . . , A
2κ−1
1,n + un,n−1A
2κ−1
1,n−1 + · · ·+ un2A
2κ−1
1,2
)
=
= Pa
(
A31,2, A
3
1,3, . . . , A
3
1,n,
A51,2, A
5
1,3, . . . , A
5
1,n,
· · · · · · · · ·
A2κ−11,2 , A
2κ−1
1,3 , . . . , A
2κ−1
1,n
)
,
as polynomials in C
[
A31,2, . . . , A
3
1,n, . . . . . . , A
2κ−1
1,2 , . . . , A
2κ−1
1,n
]
, for every u♯, and
for every a with −m−1
m
κ 6 a 6 m.
Here, we recognize a full unipotent action, acted by means of a general (n −
1)× (n− 1) unipotent matrice of the form:

1 0 · · · 0
u32 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
un2 un3 · · · 1
 ∈ Un−1(C),
on the set of the κ− 1 vectors of Cn−1 defined by:
(
A2λ−11,2 , A
2λ−1
1,3 , . . . , A
2λ−1
1,n
)
(26λ6 κ).
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It is known ([19, 27]) that the invariants for such an action are constituted by all
the minors:
Πλ22 := A
2λ2−1
1,2 , Π
λ2,λ3
2,3 :=
∣∣∣∣∣ A2λ2−11,2 A2λ2−11,3A2λ3−11,2 A2λ3−11,3
∣∣∣∣∣ ,
Πλ2,λ3,λ42,3,4 :=
∣∣∣∣∣∣∣
A2λ2−11,2 A
2λ2−1
1,3 A
2λ2−1
1,4
A2λ3−11,2 A
2λ3−1
1,3 A
2λ3−1
1,4
A2λ4−11,2 A
2λ4−1
1,3 A
2λ4−1
1,4
∣∣∣∣∣∣∣ ,
and generally:
Π
λ2,λ3,λ4,...,λn1
2,3,4,...,n1
:=
∣∣∣∣∣∣∣∣∣∣∣
A2λ2−11,2 A
2λ2−1
1,3 A
2λ2−1
1,4 · · · A
2λ2−1
1,n1
A2λ3−11,2 A
2λ3−1
1,3 A
2λ3−1
1,4 · · · A
2λ3−1
1,n1
A2λ4−11,2 A
2λ4−1
1,3 A
2λ4−1
1,4 · · · A
2λ4−1
1,n1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
A
2λn1−1
1,2 A
2λn1−1
1,3 A
2λn1−1
1,4 · · · A
2λn1−1
1,n1
∣∣∣∣∣∣∣∣∣∣∣
,
for all n1 from n1 = 1 up to n1 = n, and for arbitrary λj with 2 6 λj 6 κ.
In fact, one immediately sees that these minors are obviously invariant by the
unipotent action of Un−1(C), thanks to the fact that column linear dependence
leaves untouched any determinant.
THEOREM In dimension n > 1 and for jets of arbitrary order κ > 1, every
bi-invariant polynomial BP = BP
(
jκf
)
invariant by reparametrization and
invariant under the unipotent action writes under the form:
BP
(
jκf
)
=
∑
−
κ−1
κ
m6a6m
(f ′1)
a BPa
( ∣∣∣∣∣∣∣∣∣
Λ2λ2−11,2 Λ
2λ2−1
1,3 · · · Λ
2λ2−1
1,n1
Λ2λ3−11,2 Λ
2λ3−1
1,3 · · · Λ
2λ3−1
1,n1
.
.
.
.
.
.
.
.
.
.
.
.
Λ2λ3−11,2 Λ
2λ3−1
1,3 · · · Λ
2λ3−1
1,n1
∣∣∣∣∣∣∣∣∣
26λ2,...,λn16κ
n1=1,2...,n
)
,
for certain specific polynomials BPa which depend upon BP(jκf).
The case n = κ = 3. After U∗3(C)-reduction, an arbitrary element of UE33,m
writes:
R =
∑
− 2
3
m6a6m
(f ′1)
a Pa
(
Λ31,2, Λ
3
1,3, Λ
5
1,2; 1, Λ
5
1,3; 1
)
.
Then the U♯3(C)-reduction presented above shows that there are four initial bi-
invariants, namely the three obvious ones f ′1, Λ31,2, Λ51,2; 1 together with:∣∣∣∣ Λ31,2 Λ31,3Λ51,2; 1 Λ51,3; 1
∣∣∣∣ = f ′1f ′1 ·
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ =: f ′1f ′1 ·D61,2,3,
where the first equality, which follows from a direct calculation, gives birth to
the three-dimensional Wronskian. By pluging this minor in the above rational
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expression of R, we obtain that any bi-invariant polynomial in UE33,m writes under
the form:
BP
(
j3f
)
=
∑
− 2
3
m6a6m
(f ′1)
a P˜a
(
Λ31,2, Λ
5
1,2; 1, D
6
1,2,3
)
,
for certain (new) polynomials P˜a. More is true, for we claim that there are no
negative powers of f ′1 anymore in such a rational representation.
Proposition. Any bi-invariant polynomial BP ∈ UE33,m writes uniquely under the
form:
BP
(
j3f
)
=
∑
06a6m
(f ′1)
a BPa
(
Λ31,2, Λ
5
1,2; 1, D
6
1,2,3
)
,
where the BPa are arbitrary polynomials. In fact:
UE
(
j3f
)
= C
[
f ′1, Λ
3
1,2, Λ
5
1,2; 1, D
6
1,2,3
]
.
Proof. One verifies at first sight that, after setting f ′1 = 0, the 3 restricted invari-
ants:
Λ31,2
∣∣
0
= −f ′′1 f
′
2, Λ
5
1,2; 1
∣∣
0
= 3 f ′′1 f
′
2f
′′
1 and D61,2,3
∣∣
0
=
∣∣∣∣∣∣
0 f ′2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣
are mutually algebraically independent. Suppose then by contradiction that the
expression:
BP
(
j3f
)
=
∑
−a06a6m
(f ′1)
a P˜a
(
Λ31,2, Λ
5
1,2; 1, D
6
1,2,3
)
,
starts with a not identically zero P˜−a0
(
A3, A5,∆6) 6≡ 0 for some smallest nega-
tive power −a0 < 0 of f ′1. Multiplying both sides by (f ′1)a0 and setting f ′1 = 0
afterwards, the left term (f ′1)a0 BP
(
j3f
)
then vanishes, hence one would derive an
identity:
0 ≡ P˜−a0
(
Λ31,2
∣∣
0
, Λ51,2; 1
∣∣
0
, D61,2,3
∣∣
0
)
between restricted bi-invariants which would then entail P˜−a0 ≡ 0 because the
arguments are algebraically independent, a contradiction.
Consequently, the rational expression for BP
(
j3f
)
was already polynomial and
inversely, every arbitrary polynomial in C
[
f ′1, Λ
3
1,2, Λ
5
1,2; 1, D
6
1,2,3
]
obviously is a
bi-invariant. 
The case n = κ = 4. After U∗4(C)-reduction, an arbitrary element of UE44,m
writes under the form:
R =
∑
− 3
4
m6a6m
(f ′1)
a Pa
(
Λ31,2, Λ
3
1,3, Λ
3
1,4, Λ
5
1,2; 1, Λ
5
1,3; 1, Λ
5
1,4; 1, Λ
7
1,2; 1,1, Λ
7
1,3; 1,1, Λ
7
1,4; 1,1
)
.
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Then the U♯4(C)-reduction presented above shows that there are the 4 obvious ini-
tial bi-invariants:
f ′1, Λ
3
1,2, Λ
5
1,2; 1 and Λ71,2; 1,1,
together with the 4 further ones:
D6, D8 =
[
D6, f ′1
]
, N10 and W 10,
that are obtained by dividing the 4 minors involving the Λ’s by the maximal power
of f ′1 which appears in factor, namely:∣∣∣∣ Λ31,2 Λ31,3Λ51,2;1 Λ51,3;1
∣∣∣∣ ≡ f ′1f ′1D6,∣∣∣∣ Λ31,2 Λ31,3Λ71,2;1,1 Λ71,3;1,1
∣∣∣∣ ≡ f ′1f ′1D8,
∣∣∣∣ Λ51,2;1 Λ51,3;1Λ71,2;1,1 Λ71,3;1,1
∣∣∣∣ ≡ f ′1f ′1N10,∣∣∣∣∣∣
Λ31,2 Λ
3
1,3 Λ
3
1,4
Λ51,2;1 Λ
5
1,3;1 Λ
5
1,4;1
Λ71,2;1,1 Λ
7
1,3;1,1 Λ
7
1,4;1,1
∣∣∣∣∣∣ ≡ f ′1f ′1f ′1f ′1f ′1W 10,
where the last one behind (f ′1)5 appears to be equal to the four-dimensional Wron-
skian:
W 10 :=
∣∣∣∣∣∣∣∣
f ′1 f
′
2 f
′
3 f
′
4
f ′′1 f
′′
2 f
′′
3 f
′′
4
f ′′′1 f
′′′
2 f
′′′
3 f
′′′
4
f ′′′′1 f
′′′′
2 f
′′′′
3 f
′′′′
4
∣∣∣∣∣∣∣∣ ,
and where the first three ones are explicitly defined by:
D6 :=
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ ,
D8 := f ′1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′′1 f
′′′′
2 f
′′′′
3
∣∣∣∣∣∣− 6 f ′′1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ ,
N10 := f ′1f
′
1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′′1 f
′′′
2 f
′′′
3
f ′′′′1 f
′′′′
2 f
′′′′
3
∣∣∣∣∣∣− 3 f ′1f ′′1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′′1 f
′′′′
2 f
′′′′
3
∣∣∣∣∣∣+
+ 4 f ′1f
′′′
1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣+ 3 f ′′1 f ′′1
∣∣∣∣∣∣
f ′1 f
′
2 f
′
3
f ′′1 f
′′
2 f
′′
3
f ′′′1 f
′′′
2 f
′′′
3
∣∣∣∣∣∣ .
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By pluging these 8 bi-invariants in the rational expression written on p. 47, we
obtain that any bi-invariant polynomial in UE44,m writes under the form:
BP
(
j4j
)
=
∑
− 3
4
m6a6m
(f ′1)
a P˜a
(
Λ3, Λ5, Λ7, D6, D8, N10, W 10
)
.
This expression will be the very starting point for the application of our general
algorithm, to be presented in Section 9 below. In fact, as in the case n = 2, κ =
4 of Section 6, there will appear further independent ghost bi-invariants hidden
behind powers of f ′1.
§8. COUNTEREXPECTATION: INSUFFICIENCY OF BRACKET INVARIANTS
According to the unexpected, main outcome of [21], the theorem for n = 2
and κ = 5 on p. 28 about bracket invariants does not capture all Demailly-Semple
(bi-)invariants. This was striking, because brackets were sufficient to capture all
invariants in all previously known studies14, namely for En2 , for E23, for E33 and for
E24.
Aside from the 11 bi-invariants f ′1, Λ3, Λ51, Λ71,1, M8, Λ91,1,1, M101 , N12, K121,1,
H141 and F 161,1, there are yet the following 6 bi-invariants X18, X19, X21, X23, X25
and Y 27 that are defined by dividing by f ′1 some appropriate quadratic combina-
tions between already known bi-invariants. We provide here the complete explicit
expressions. It is shown in [21] that the 16 first bi-invariants are mutually inde-
pendent and it would be easy, by using the same method, to verify that when one
adds the last, 17-th bi-invariant Y 27, one still gets a list of 17 mutually independent
bi-invariants.
Importantly, we emphasize that by no means any of these 6 further bi-invariants
can come from inspecting the bracket invariants, by dividing them either by f ′1, or
by Λ3 or by anything based in brackets, because in [21], all the possible bracket in-
variants were computed thoroughly, were simplified and were analyzed at a piece.
The existence of X18, X19, X21, X23, X25, Y 27 really shows that bracketing does
not generate the algebra of bi-invariants UE25. A similar phenomenon will appear
to take place in dimension n = 3 for jet order κ = 4.
Before reading the formulas, we would like to mention that the invariant X21
of UE25 below is not the same as the invariant X21 of UE43 appearing in §11. Our
manuscript sheets used the same notation, and we hope this should not cause any
14 On observes that UE33 is not obtained by bracketing bi-invariants in UE32 (think of D6), but
neverthelessUE33 is the unipotent-invariant subalgebra of E33, and E33 itself is obtained by bracketing
invariants from the preceding jet level.
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confusion.
X
18 :=
−5Λ91,1,1 M
10
1 + 56Λ
7
1,1 K
12
1,1
f ′1
= f ′1f
′
1f
′
1
(
− 18816∆
′,′′′′
[
∆
′′,′′′
]2
− 25088
[
∆
′′,′′′
]3
− 15
[
∆
′,′′′′′
]2
∆
′,′′
− 150∆
′,′′′′′ ∆
′′,′′′′ ∆
′,′′
+ 315∆
′,′′′′′ ∆
′,′′′′ ∆
′,′′′ + 960∆
′,′′′′′ ∆
′′,′′′ ∆
′,′′′
− 375
[
∆
′′,′′′′
]2
∆
′,′′ + 1575∆
′′,′′′′ ∆
′,′′′′ ∆
′,′′′
+ 4800∆
′′,′′′′ ∆
′′,′′′ ∆
′,′′′
− 392
[
∆
′,′′′′
]3
− 4704
[
∆
′,′′′′
]2
∆
′′,′′′
)
− f
′
1f
′
1f
′′
1
(
− 2475∆
′′,′′′′ ∆
′,′′′′ ∆
′,′′
− 9900∆
′′,′′′′ ∆
′′,′′′ ∆
′,′′
− 2850∆
′,′′′′′
[
∆
′,′′′
]2
+ 51330∆
′,′′′′ ∆
′′,′′′ ∆
′,′′′
+ 92760
[
∆
′′,′′′
]2
∆
′,′′′
− 14250∆
′′,′′′′
[
∆
′,′′′
]2
+ 7035
[
∆
′,′′′′
]2
∆
′,′′′
− 495∆
′,′′′′′ ∆
′,′′′′ ∆
′,′′
− 1980∆
′,′′′′′ ∆
′′,′′′ ∆
′,′′
)
− f
′
1f
′
1f
′′′
1
(
− 11100∆
′′,′′′
[
∆
′,′′′
]2
− 3150∆
′,′′′′
[
∆
′,′′′
]2)
+ f ′1f
′′
1 f
′′
1
(
− 109440
[
∆
′′,′′′
]2
∆
′,′′
− 19050∆
′′,′′′
[
∆
′,′′′
]2
− 32325∆
′,′′′′
[
∆
′,′′′
]2
+ 11025∆
′,′′′′′ ∆
′,′′′ ∆
′,′′ + 55125∆
′′,′′′′ ∆
′,′′′ ∆
′,′′
− 6840
[
∆
′,′′′′
]2
∆
′,′′
− 54720∆
′,′′′′ ∆
′′,′′′ ∆
′,′′
)
− f
′
1f
′′
1 f
′′′
1
(
+ 30000
[
∆
′,′′′
]3)
− f
′′
1 f
′′
1 f
′′
1
(
11025∆
′,′′′′′
[
∆
′,′′
]2
− 55125∆
′′,′′′′
[
∆
′,′′
]2
+ 55125∆
′,′′′′ ∆
′,′′′ ∆
′,′′ + 110250∆
′′,′′′ ∆
′,′′′ ∆
′,′′
− 49000
[
∆
′,′′′
]3)
.
X
19 :=
−5M101 M
10
1 + 64M
8 K121,1
f ′1
= f ′1
(
1170∆
′,′′′′′ ∆
′,′′′′ ∆
′,′′′ ∆
′,′′
− 45
[
∆
′,′′′′′
]2 [
∆
′,′′
]2
− 450∆
′,′′′′′ ∆
′′,′′′′
[
∆
′,′′
]2
+ 74220
[
∆
′′,′′′
]2 [
∆
′,′′′
]2
+ 3780∆
′,′′′′′ ∆
′′,′′′ ∆
′,′′′ ∆
′,′′
− 1600∆
′,′′′′′
[
∆
′,′′′
]3
− 1125
[
∆
′′,′′′′
]2 [
∆
′,′′
]2
+ 5850∆
′′,′′′′ ∆
′,′′′′ ∆
′,′′′ ∆
′,′′ + 18900∆
′′,′′′′ ∆
′′,′′′ ∆
′,′′′ ∆
′,′′
− 8000∆
′′,′′′′
[
∆
′,′′′
]3
− 1344
[
∆
′,′′′′
]3
∆
′,′′
− 16128
[
∆
′,′′′′
]2
∆
′′,′′′ ∆
′,′′ + 1995
[
∆
′,′′′′
]2 [
∆
′,′′′
]2
− 64512∆
′,′′′′
[
∆
′′,′′′
]2
∆
′,′′ + 27660∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′′
]2
− 86016
[
∆
′′,′′′
]3
∆
′,′′
)
+ f ′′1
(
− 74400∆
′′,′′′
[
∆
′,′′′
]3
− 10800∆
′′,′′′′ ∆
′,′′′′
[
∆
′,′′
]2
− 2160∆
′,′′′′′ ∆
′,′′′′
[
∆
′,′′
]2
− 8640∆
′,′′′′′ ∆
′′,′′′
[
∆
′,′′
]2
+ 3600∆
′,′′′′′
[
∆
′,′′′
]2
∆
′,′′ + 64800∆
′,′′′′ ∆
′′,′′′ ∆
′,′′′ ∆
′,′′
− 43200∆
′′,′′′′ ∆
′′,′′′
[
∆
′,′′
]2
+ 18000∆
′′,′′′′
[
∆
′,′′′
]2
∆
′,′′ + 10800
[
∆
′,′′′′
]2
∆
′,′′′ ∆
′,′′
− 27600∆
′,′′′′
[
∆
′,′′′
]3
+ 86400
[
∆
′′,′′′
]2
∆
′,′′′ ∆
′,′′
)
+ f ′′′1
(
16000
[
∆
′,′′′
]4)
.
X
21 :=
−5M101 N
12 + 8M8 H141
f ′1
= − 135
[
∆
′,′′′′′
]2 [
∆
′,′′
]3
− 1350∆
′,′′′′′ ∆
′′,′′′′
[
∆
′,′′
]3
+ 1350∆
′,′′′′′ ∆
′,′′′′ ∆
′,′′′
[
∆
′,′′
]2
+ 2700∆
′,′′′′′ ∆
′′,′′′ ∆
′,′′′
[
∆
′,′′
]2
− 1200∆
′,′′′′′
[
∆
′,′′′
]3
∆
′,′′
− 3375
[
∆
′′,′′′′
]2 [
∆
′,′′
]3
+ 6750∆
′′,′′′′ ∆
′,′′′′ ∆
′,′′′
[
∆
′,′′
]2
+ 13500∆
′′,′′′′ ∆
′′,′′′ ∆
′,′′′
[
∆
′,′′
]2
− 6000∆
′′,′′′′
[
∆
′,′′′
]3
∆
′,′′
− 576
[
∆
′,′′′′
]3 [
∆
′,′′
]2
− 6912
[
∆
′,′′′′
]2
∆
′′,′′′
[
∆
′,′′
]2
− 495
[
∆
′,′′′′
]2 [
∆
′,′′′
]2
∆
′,′′
− 27648∆
′,′′′′
[
∆
′′,′′′
]2 [
∆
′,′′
]2
+ 9540∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′′
]2
∆
′,′′ + 1200∆
′,′′′′
[
∆
′,′′′
]4
− 36864
[
∆
′′,′′′
]3 [
∆
′,′′
]2
+ 32580
[
∆
′′,′′′
]2 [
∆
′,′′′
]2
∆
′,′′
− 7200∆
′′,′′′
[
∆
′,′′′
]4
.
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X
23 :=
−7N12 K121,1 +M
8 F 161,1
f ′1
= f ′1
(
432∆
′,′′′′′
[
∆
′,′′′′
]2 [
∆
′,′′
]2
+ 3456∆
′,′′′′′ ∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′
]2
+ 1710∆
′,′′′′′ ∆
′,′′′′
[
∆
′,′′′
]2
∆
′,′′
− 3150∆
′,′′′′′ ∆
′′,′′′′ ∆
′,′′′
[
∆
′,′′
]2
+ 540∆
′,′′′′′ ∆
′′,′′′
[
∆
′,′′′
]2
∆
′,′′
− 1600∆
′,′′′′′
[
∆
′,′′′
]4
− 7875
[
∆
′′,′′′′
]2
∆
′,′′′
[
∆
′,′′
]2
+ 6912∆
′,′′′′′
[
∆
′′,′′′
]2 [
∆
′,′′
]2
− 8000∆
′′,′′′′
[
∆
′,′′′
]4
− 2352
[
∆
′,′′′′
]3
∆
′,′′′ ∆
′,′′
− 23904
[
∆
′,′′′′
]2
∆
′′,′′′ ∆
′,′′′ ∆
′,′′ + 2205
[
∆
′,′′′′
]2 [
∆
′,′′′
]3
− 78336∆
′,′′′′
[
∆
′′,′′′
]2
∆
′,′′′ ∆
′,′′ + 34740∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′′
]3
− 81408
[
∆
′′,′′′
]3
∆
′,′′′ ∆
′,′′
+ 72180
[
∆
′′,′′′
]2 [
∆
′,′′′
]3
+ 2160∆
′′,′′′′
[
∆
′,′′′′
]2 [
∆
′,′′
]2
+ 17280∆
′′,′′′′ ∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′
]2
+ 8550∆
′′,′′′′ ∆
′,′′′′
[
∆
′,′′′
]2
∆
′,′′ + 34560∆
′′,′′′′
[
∆
′′,′′′
]2 [
∆
′,′′
]2
+ 2700∆
′′,′′′′ ∆
′′,′′′
[
∆
′,′′′
]2
∆
′,′′
− 315
[
∆
′,′′′′′
]2
∆
′,′′′
[
∆
′,′′
]2)
+ f ′′1
(
23625
[
∆
′′,′′′′
]2 [
∆
′,′′
]3
− 47250∆
′′,′′′′ ∆
′,′′′′ ∆
′,′′′
[
∆
′,′′
]2
− 94500∆
′′,′′′′ ∆
′′,′′′ ∆
′,′′′
[
∆
′,′′
]2
+ 42000∆
′′,′′′′
[
∆
′,′′′
]3
∆
′,′′ + 576
[
∆
′,′′′′
]3 [
∆
′,′′
]2
+ 6912
[
∆
′,′′′′
]2
∆
′′,′′′
[
∆
′,′′
]2
+ 20745
[
∆
′,′′′′
]2 [
∆
′,′′′
]2
∆
′,′′ + 27648∆
′,′′′′
[
∆
′′,′′′
]2 [
∆
′,′′
]2
+ 945
[
∆
′,′′′′′
]2 [
∆
′,′′
]3
+ 9450∆
′,′′′′′ ∆
′′,′′′′
[
∆
′,′′
]3
− 9450∆
′,′′′′′ ∆
′,′′′′ ∆
′,′′′
[
∆
′,′′
]2
− 18900∆
′,′′′′′ ∆
′′,′′′ ∆
′,′′′
[
∆
′,′′
]2
+ 8400∆
′,′′′′′
[
∆
′,′′′
]3
∆
′,′′ + 71460∆
′,′′′′ ∆
′′,′′′
[
∆
′,′′′
]2
∆
′,′′
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It will be a theorem, to be established in §10 below, that the 17 mutually indepen-
dent bi-invariants f ′1, Λ3, Λ51, Λ71,1, M8, Λ91,1,1, M101 , N12, K121,1, H141 , F 161,1, X18,
X19, X21, X23, X25 and Y 27 generate the algebra UE25.
§9. PRINCIPLE OF THE GENERAL ALGORITHM
Initializing the algorithm. We now explain a general algorithm which generates
all bi-invariants, which stops after a finite number of steps if and only if the algebra
of bi-invariants is finitely generated and which, in such a circumstance, yields a
complete generating family of mutually independent bi-invariants together with
a complete generating family of syzygies between these bi-invariants. The same
algorithm would work equally well for Demailly-Semple invariants, but as we
already observed, in the desired applications, the complexity and the cardinality of
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generators and of syzygies being much higher, only the exploration of bi-invariants
seems accessible.
Fix the dimension n and the jet order κ, both arbitrary. Start from the repre-
sentation of an arbitrary bi-invariant of weight m gained previously thanks to the
proposition on p. 47:
P = P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a P
(
Ll1 , . . . , Llk1
)
,
where the Lli , i = 1, . . . , k1, have weight li and come from the Λ-minors written
there, after a division by an appropriate maximal factoring power of f ′1, cf. the
two special cases analyzed after the general proposition. Call f ′1, Ll1 , . . . , Llk1 the
initial bi-invariants.
First loop of the algorithm. The first step of the algorithm consists in computing
a reduced Gro¨bner basis (for a certain monomial order) of the ideal of relations of
the restrictions to {f ′1 = 0} of these initial bi-invariants:
Ideal-Rel
(
Ll1
∣∣
0
, . . . , Llk1
∣∣
0
)
.
In some favorables circumstances, this task may be done by symbolic Gro¨bner
bases packages, although it is well known that due to exponentiality of time com-
putation and to expression swelling, Gro¨bner bases often appear to be frustratingly
unusable. Write as follows the so obtained gro¨bnerized syzygies:
0 ≡ Si
(
Ll1(jκf)
∣∣
0
, . . . , Llk1 (jκf)
∣∣
0
)
(i=1 ···N1).
At first, we claim that, without loss of generality, one may assume that each
syzygy polynomial Si is weighted homogeneous, say of weight µi, namely satis-
fies:
Si
(
δl1A1, . . . , δ
lk1Ak1
)
= δµi Si
(
A1, . . . , Ak1
)
,
in C
[
A1, . . . , Ak1
]
for every weighted dilation factor δ ∈ C. Indeed, dilating jκf
as usual:
δ · jκf :=
(
δλf
(λ)
i
)16λ6κ
16i6n
,
since the syzygies hold for any collection of nκ components
(
f
(λ)
i
)16λ6κ
16i6n
in the jet
space, they must hold too with
(
δλf
(λ)
i
)16λ6κ
16i6n
, namely:
0 ≡ Si
(
Ll1(δ · jκf)
∣∣
0
, . . . , Llk1 (δ · jκf)
∣∣
0
)
= Si
(
δl1 Ll1(jκf)
∣∣
0
, . . . , δlk1 Llk1 (jκf)
∣∣
0
)
(i=1 ···N1),
and we may use the fact that the Lli are invariant under reparametrization. There-
fore, if we gather together, in each syzygy polynomial Si, all terms which have
equal, constant weight µ:
Si =
∑
µ
S
µ
i , with S
µ
i
(
δl1A1, . . . , δ
lk1Ak1
)
= δµ Sµi
(
A1, . . . , Ak1
)
,
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we may expand according to weight the obtained relations under the specific form:
0 ≡
∑
µ
δµ S
µ
i
(
Ll1(jκf)
∣∣
0
, . . . , Llk1 (jκf)
∣∣
0
)
(i=1 ···N1).
Because these identities then hold in C
[
δ, jκf
]
, they are equivalent to the (possi-
bly larger) collection of constantly weighted syzygies:
0 ≡ Sµi
(
Ll1(jκf)
∣∣
0
, . . . , Llk1 (jκf)
)
(i=1 ···N1 ;∀µ),
and this justifies the claim.
So let µi be the weight of the (homogeneous) syzygy Si, for i = 1, . . . , N1. Be-
cause by assumption each polynomial Si
(
Ll1(jκf), . . . , Llk1 (jκf)
)
vanishes iden-
tically inC
[
jκf
]
after setting f ′1 = 0, there are maximal factoring powers (f ′1)νi of
f ′1, with 1 6 νi 6∞, and there are certain (possibly zero) polynomial remainders
Ri
(
jκf
)
such that we may write in C
[
jκf
]
:
Si
(
Ll1 , . . . , Llk1
)
= (f ′1)
νi Ri
(
jκf
)
(i=1 ···N1),
with Ri 6≡ 0 when 1 6 νi <∞ and with Ri = 0 by convention when νi =∞.
We claim that each such Ri
(
jκf
)
is then a bi-invariant. In fact, it is a polynomial
by definition, and its representation as a quotient:
Ri
(
jκf
)
=
Si
(
Ll1 , . . . , Llk1
)
(f ′1)
νi
of two polynomials invariant by reparametrizations and invariant under the unipo-
tent action shows at once that Ri too enjoys bi-invariancy.
The second step of the algorithm consists in testing, for each i, whether or not Ri
belongs to the algebraC
[
f ′1, L
l1 , . . . , Llk1
]
generated by the initial bi-invariants. In
the case where no new bi-invariant appears, the algorithm will be shown to termi-
nate, so let us assume that at least one Ri provides a new bi-invariant, independent
of f ′1, Ll1 , . . . , Llk1 . It is then clear that after renumbering the Ri if necessary, one
may assume that:
R1 is independent of f ′1, Ll1 , . . . , Llk1 ,
R2 is independent of f ′1, Ll1 , . . . , Llk1 ,R1,
· · · · · · · · ·
Rk2 is independent of f ′1, Ll1 , . . . , Llk1 ,R1, . . . ,Rk2−1,
while for the next indices i = k2 + 1, . . . , N1:{
Ri belongs to the algebra C
[
f ′1, L
l1 , . . . , Llk1 ,R1, . . . ,Rk2
]
.
Denoting instead by Mm1 , . . . ,Mmk2 these Ri for i = 1, . . . , k2 which provide
new mutually independent bi-invariants, where as usual the weights mi := µi−νi,
for i = 1, . . . , k2 are put in exponent place, we can therefore write down in more
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explicit form the filled syzygy polynomials (without setting f ′1 = 0):{
0 ≡ Si
(
Ll1 , . . . , Llk1
)
+ (f ′1)
νi Mmi (i=1 ··· k2),
0 ≡ Si
(
Ll1 , . . . , Llk1
)
+ (f ′1)
νi Ri
(
Ll1 , . . . , Llk1 ,Mm1 , . . . ,Mmk2
)
(i= k2+1 ···N1),
from which we recover at once, by setting f ′1, the original syzygies:
0 ≡ Si
(
Ll1
∣∣
0
, . . . , Llk1
∣∣
0
)
(i=1 ···N1).
So the equations above, when written explicitly in specific applications below,
shall show both the collection of new appearing bi-invariants Mm1 , . . . ,Mmk2
(without setting f ′1 = 0) and (after setting f ′1) a reduced Gro¨bner basis for the
ideal of relations between the initial bi-invariants Ll1
∣∣
0
, . . . , LLk1
∣∣
0
.
Second and further loops of the algorithm. Next, we restart the process with
the new, larger collection of bi-invariants, namely we compute a reduced Gro¨bner
basis (for a certain monomial order compatible with the preceding loop):
Ideal-Rel
(
Ll1
∣∣
0
, . . . , Llk1
∣∣
0
, Mm1
∣∣
0
, . . . , Mmk2
∣∣
0
)
.
Write as follows the so obtained gro¨bnerized syzygies, after filling the remainders
behind a power of f ′1 and after testing whether these remainders provide new bi-
invariants:
0 ≡ Si
(
Ll1 , . . . , Llk1
)
+ (f ′1)
νi Mmi (i=1 ···k2),
0 ≡ Si
(
Ll1 , . . . , Llk1
)
+ (f ′1)
νi Ri
(
Ll1 , . . . , Llk1 ,Mm1 , . . . ,Mmk2
)
(i= k2+1 ···N1),
0 ≡ Tj
(
Ll1 , . . . , Llk1 ,Mm1 , . . . ,Mmk2
)
+ (f ′1)
νj Nnj (j =1 ··· k3),
0 ≡ Tj
(
Ll1 , . . . , Llk1 ,Mm1 , . . . ,Mmk2
)
+
+ (f ′1)
νj Rj
(
Ll1 , . . . , Llk1 ,Mm1 , . . . ,Mmk2 , Nn1 , . . . , Nnk3
)
(j = k3+1 ···N2).
with Nn1 , . . . , Nnk3 denoting the new appearing bi-invariants, of weight
n1, . . . , nk3 .
Successively, continue to perform further loops as long as new bi-invariants ap-
pear which do not belong to the algebra generated by already known bi-invariants.
Termination of the algorithm. Either there always appear new bi-invariants or,
after a finite number of loops, we come to a situation which falls under the scope
of the following important statement.
THEOREM For a certain dimension n and for a certain jet order κ, sup-
pose that, after performing a finite number of loops of the algorithm, one
possesses a finite number 1 +M of mutually independent bi-invariants f ′1,
Λℓ1 , . . . , ΛℓM ∈ C
[
jκf1, . . . , j
κfn
]
of weights 1, ℓ1, . . . , ℓM belonging to UEnκ,
whose restrictions to {f ′1 = 0} share an ideal of relations:
Ideal-Rel
(
Λℓ1
∣∣
0
, . . . . . . , ΛℓM
∣∣
0
)
generated by a finite number N (often large) of homogeneous syzygies:
0 ≡ Si
(
Λℓ1
∣∣
0
, . . . , ΛℓM
∣∣
0
)
, (i=1 ···N)
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of weight µi assumed to be represented by a certain reduced Gro¨bner ba-
sis
〈
Si
〉
16i6N
for a certain monomial order, with the crucial property that no
new bi-invariant appears behind f ′1, namely with the property that, without
setting f ′1 = 0, one has N identically satisfied relations:
0 ≡ Si
(
Λℓ1, . . . , ΛℓM
)
− f ′1 Ri
(
f ′1, Λ
ℓ1, . . . , ΛℓM
)
(i=1 ···N),
for some remainders Ri which all depend polynomially upon the same col-
lection of invariants f ′1,Λℓ1, . . . ,ΛℓM , so that no new bi-invariant appears at
this stage.
Then the algorithm terminates and the algebra of bi-invariants coincides
with:
UEnκ = C
[
f ′1, Λ
ℓ1, . . . . . . , ΛℓM
]
modulo syzygies .
In addition, for these values of n and of κ, if one denotes the leading
terms of the syzygies by:
LT
(
Si(Λ)
)
=
(
Λℓ1
)αi1 · · · (ΛℓM)αiM (i=1 ···N),
for certain specific multiindices
(
αi1, . . . , α
i
M
)
∈ NM , and if for i = 1, . . . , N
one denotes by:
i := α
i + NM =
{(
αi1 + b1, . . . , α
i
M + bM
)
: b1, . . . , bM ∈ N
M
}
the positive quadrant of NM having vertex at αi, then a general, arbitrary
bi-invariant in UEnκ,m of weight m writes uniquely under the normal form:∑
06a6m
(f ′1)
a P˜a
(
Λℓ1, . . . , ΛℓM
)
,
with summation containing only positive powers of f ′1, where each P˜a is of
weight m− a and is put under Gro¨bner-normalized form:
P˜a =
∑
(b1,...,bM )∈N
M\(1∪···∪N )
ℓ1b1+···+ℓMbM=m−a
coeffa; b1,...,bM ·
(
Λℓ1
)b1 · · · (ΛℓM)bM ,
with complex coefficients coeffa; b1,...,bM subjected to no restriction at all.
Proof. We start with the list of initial bi-invariants f ′1, Ll1 , . . . , Llk1 and with the
initial, rational representation of an arbitrary bi-invariant P
(
jκf
)
∈ UEnκ,m which
was obtained previously:
P
(
jκf
)
=
∑
−κ−1
κ
m6a6m
(f ′1)
a Pa
(
Ll1 , . . . , Llk1
)
= (f ′1)
a0 Pa0 +
∑
a0+16a6m
(f ′1)
a Pa,
and we denote by a0 the smallest appearing exponent of f ′1. Clearly, the final
list of bi-invariants Λℓ1, . . . ,ΛℓM stabilized after a finite number of loops of the
algorithm contains Ll1 , . . . , Llk1 as its first k1 terms. Working in the polynomial
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ring C
[
A1, . . . , Ak1 , . . . , AM
]
, we may then divide Pa0 by the ideal of relations〈
Si(A)
〉
16i6N
:
Pa0
(
A1, . . . , Ak1
)
= P˜a0
(
A1, . . . , Ak1, . . . , AM
)
+
N∑
i=1
qi(A) · Si(A),
with multiplicands qi(A) of weight m−a0−µi, getting a remainder P˜a0 of weight
m − a0 which in general will depend upon all the variables A1, . . . , Ak1 , . . . , AM
and which is unique (while the multiplicands qi cannot be unique, as soon as
N > 2), by virtue of a classical feature of Gro¨bner bases. Consequently, replac-
ing the independent variables Al by the bi-invariants in the arguments and then
substituting each Si(Λ) by f ′1 Ri(f ′1,Λ) — thanks to the main assumption that in
filled syzygies, all the remainders behind f ′1 depend polynomially upon the same
bi-invariants f ′1,Λℓ1, . . . ,ΛℓM —, we then get a normalized representation of P˜a0 :
Pa0
(
Ll1 , . . . , Llk1
)
= P˜a0
(
Λℓ1, . . . ,ΛℓM
)
+
N∑
i=1
qi(Λ) · Si(Λ)
= P˜a0
(
Λℓ1, . . . ,ΛℓM
)
+
N∑
i=1
qi(Λ) · f
′
1 Ri
(
f ′1,Λ
)
= P˜a0
(
Λℓ1, . . . ,ΛℓM
)
+ f ′1 R˜a0
(
f ′1, Λ
ℓ1, . . . ,ΛℓM
)
,
(modulo an uncontrolled remainder R˜a0 which hopefully, lies behind f ′1) which we
may therefore inject in our rational representation:
P
(
jκf
)
= (f ′1)
a0 P˜a0(Λ) + (f
′
1)
a0+1 R˜a0
(
f ′1, Λ
)
+
∑
a0+16a6m
(f ′1)
a Pa(L).
But both P˜a0 and f ′1 R˜a0 being of weight m− a0 as was Pa0 , it follows that, when
developping the perturbing term (f ′1)a0+1 R˜a0
(
f ′1,Λ) in powers of f ′1, the fact that
this remainder is of weight m guarantees that the sum does not go beyond (f ′1)m,
and thus, we come to an expression:
P
(
jκf
)
= (f ′1)
a0 P˜a0(Λ) +
∑
a0+16a6m
(f ′1)
aQa(Λ)
entirely similar to the one we started with, whose first term:
P˜a0 =
∑
(b1,...,bM )∈N
M\(1∪···∪N )
ℓ1b1+···+ℓMbM=m−a0
coeffa0; b1,...,bM ·
(
Λℓ1
)b1 · · · (ΛℓM )bM ,
is normalized modulo the syzygies. But we can then subject the next term
Qa0+1(Λ) to the same process, and consequently by induction, after a finite num-
ber of steps, we come to an expression in which all multiplicands of a power of f ′1
have been normalized:
P
(
jκf
)
=
∑
a′06a6m
(f ′1)
a
∑
(b1,...,bM )∈N
M\(1∪···∪N )
ℓ1b1+···+ℓMbM=m−a
coeffa; b1,...,bM ·
(
Λℓ1
)b1 · · · (ΛℓM)bM ,
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with a possibly larger a′0 (in case P˜a0 vanishes identically). However, the smallest
a0 in the initial expression for P
(
jκf
)
was possibly negative and hence our a′0 here
can still be negative too, and our gained representation of P
(
jκf
)
can still be not
polynomial.
Hopefully, we may now claim that there are no negative powers of f ′1 anymore
in such a normalized expression, so that the right hand side is a true polynomial.
Indeed, suppose that a′0 < 0 with P˜a′0 6≡ 0. Multiply both sides by (f
′
1)
−a′0 , set
afterwards f ′1 = 0 and then get in such a way a nontrivial identity:
0 ≡
∑
(b1,...,bM )∈N
M\(1∪···∪N )
ℓ1b1+···+ℓMbM=m−a
′
0
coeffa′0; b1,...,bM ·
(
Λℓ1
∣∣
0
)b1 · · · (ΛℓM ∣∣
0
)bM
.
This equation would then represent a syzygy between bi-invariants restricted to
{f ′1 = 0} whose leading term is strictly smaller than the leadings terms of the
syzygies Si. This would contradict the assumption that the collection
〈
Si
〉
16i6N
is a Gro¨bner basis for the ideal of relations between Λℓ1
∣∣
0
, . . . ,ΛℓM
∣∣
0
. So a′0 > 0,
namely the normalized representation is polynomial.
The same argument shows that the normalized representation is unique.
Finally, it suffices to say, if not remarked stealthily before, that any polynomial
in f ′1, Λℓ1, . . . ,ΛℓM obviously is a bi-invariant. The proof is now complete. 
§10. SEVENTEEN BI-INVARIANT GENERATORS
IN DIMENSION n = 2 FOR JET LEVEL κ = 5
First loop of the algorithm. According to these general principles, in the case
n = 2, κ = 5, we should therefore start with the initial rational representation:
P
(
j5f
)
=
∑
− 4
5
m6a6m
(f ′1)
a Pa
(
Λ3, Λ5, Λ7, Λ9
)
of an arbitrary bi-invariant P
(
j5f
)
∈ UE25. For simplicity reasons, we shall denote
without any lower index each one of the appearing bi-invariants. In fact, among all
the invariants explicitly defined in the theorem on p. 28, bi-invariants correspond
to lower indices being constantly equal to 1, and one has also to consider the non-
bracket bi-invariants introduced in §8.
So according to the general algorithm, we have to start by computing the ideal
of relations:
Ideal-Rel
(
Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, Λ9
∣∣
0
)
.
For this easy first step, we may use any Gro¨bner bases package15. For the Reverse
Degree Lexicographic Ordering, the result provided is:
0 ≡ −7Λ7
∣∣
0
Λ7
∣∣
0
+ 5Λ5
∣∣
0
Λ9
∣∣
0
,
0 ≡ −7Λ5
∣∣
0
Λ7
∣∣
0
+ 3Λ3
∣∣
0
Λ9
∣∣
0
,
0 ≡ −5Λ5
∣∣
0
Λ5
∣∣
0
+ 3Λ3
∣∣
0
Λ7
∣∣
0
.
15 See dim-2-order-5-step-1-with-FGb.mw at [23].
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Then we compute the remainder bi-invariants appearing behind a power of f ′1.
Here, for the three syzygies, the maximal factoring power of f ′1 is the same, equal
to 2, and three new bi-invariants appear:
0 ≡ −7Λ7Λ7 + 5Λ5Λ9−f ′1f
′
1K
12,
0 ≡ −7Λ5Λ7 + 3Λ3Λ9−f ′1f
′
1M
10,
0 ≡ −5Λ5Λ5 + 3Λ3Λ7−f ′1f
′
1M
8,
namely: M8, M10 and K12. Either looking at the syzygies of the second loop be-
low, or computing directly by hand, or playing a bit with Maple, we find the values
of the restrictions to {f ′1 = 0} of all the bi-invariants obtained so far, expressed
in (rational) terms of the three restricted bi-invariants, Λ3|0, Λ5|0 and M8|0 which
are easily checked to be algebraically independent:
Λ3
∣∣
0
Λ5
∣∣
0
Λ7
∣∣
0
= 5
3
Λ5|0 Λ5|0
Λ3|0
,
Λ9
∣∣
0
= 35
9
Λ5|0 Λ5|0 Λ5|0
Λ3|0 Λ3|0
,
M8
∣∣
0
M10
∣∣
0
= 8
3
Λ5|0M8|0
Λ3|0
,
K12
∣∣
0
= 5
9
Λ5|0 Λ5|0M8|0
Λ3|0 Λ3|0
.
Proceeding then as in the lemma on p. 38 and using these rational expressions,
one may establish that the 8 bi-invariants known so far, namely f ′1, Λ3, Λ5, Λ7, Λ9,
M8, M10 and K12, are mutually independent.
Second loop of the algorithm. Afterwards, we must compute the ideal of rela-
tions between the 7 restricted bi-invariants in question:
Ideal-Rel
(
Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, Λ9
∣∣
0
, M8
∣∣
0
, M10
∣∣
0
, K12
∣∣
0
)
.
For the Degree Reverse Lexicographic Ordering, a Gro¨bner basis for this ideal
of relations consists of the following 10 polynomials16 (in which the remainders
behind a power of f ′1 have already been filled):
0 ≡ −5M10M10 + 64M8K12−f ′1X
19,
0 ≡ −5Λ9M10 + 56Λ7K12−f ′1X
18,
0 ≡ −8Λ9M8 + 7Λ7M10−f ′1F
16,
0 ≡ −Λ9M8 + 7Λ5K12−f ′1F
16,
0 ≡ −8Λ7M8 + 5Λ5M10−f ′1H
14,
16 See dim-2-order-5-step-2-with-FGb.mw at [23].
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0 ≡ −Λ7M8 + 3Λ3K12−f ′1H
14,
0 ≡ −8Λ5M8 + 3Λ3M10−f ′1N
12,
0 ≡ −7Λ7Λ7 + 5Λ5Λ9−f ′1f
′
1K
12,
0 ≡ −7Λ5Λ7 + 3Λ3Λ9−f ′1f
′
1M
10,
0 ≡ −5Λ5Λ5 + 3Λ3Λ7−f ′1f
′
1M
8.
How exactly do we manage to fill in what appears at the end of each syzygy behind
any power of f ′1?
A standard obstacle: unavailability because of size computations. A natural
idea would be to automatically apply the Algebra Membership Algorithm based on
Gro¨bner bases ([14], p. 289), but this would be (at least for us) impossible, because
this test would rely upon the (unavalaible to us) knowledge of a full Gro¨bner basis
for the ideal generated by the 8 equations:
t1 − f
′
1, l3 − Λ
3, l5 − Λ
5, l7 − Λ
7, l9 − Λ
9, m8 −M
8, m10 −M
10, k12 −K
12,
in the ring of 18 variables:
C
[
j5f1, j
5f2, t1, l3, l5, l7, l9, m8, m10, k12
]
with any monomial ordering having the only property that each jet variable
f
(λ)
i is bigger than any monomial written with only the 8 auxiliary variables
t1, l3, l5, l7, l9, m8, m10, k12. Indeed, according to Proposition C.2.3 in the refer-
ence cited, any remainder behind a power of f ′1, for instance the one appearing in
the sixth syzygy above:
rem6 :=
1
f ′1
(
8Λ5M8 − 3Λ3M10
)
,
would then belong to the algebra generated by the 8 already known bi-invariants:
f ′1, Λ
3
, Λ5, Λ7, Λ9, M8, M10, K12, if and only if the normal form of rem6 with
respect to such a Gro¨bner basis would belong to C
[
t1, . . . , k12
]
, and in such a
case, the (unique) normal form in question rem6 would provide without any further
effort the corresponding polynomial.
However, Gro¨bner bases here are blocked due to oversizeness
Hence to bypass such a (usual, forseeable) drawback of Gro¨bner bases, we have
to proceed differently.
What we do using Maple is a little bit tricky, and it works well. After division by
f ′1 (most often, and sometimes also by (f ′1)2, but never by (f ′1)3), we start by com-
puting each one of the 10 remainder; in fact, since 3 of them were already treated
in the first loop, only 7 remainders have to be studied here. On the other hand and
as an independent preparation, we may check by inspecting the explicit expres-
sions given at the end of §4, that Λ3
∣∣
0
, Λ5
∣∣
0
, M8
∣∣
0
and N12
∣∣
0
(our rem6 itself!) are
mutually algebraically independent. Subsequently, we compute a Gro¨bner basis
for the four polynomial:
l30 − Λ
3
∣∣
0
, l50 − Λ
5
∣∣
0
, m80 −M
8
∣∣
0
, n120 −N
12
∣∣
0
,
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in the ring C
[
j5f1|0, j5f2, l30, l50, m80, n120
]
, where l30, l50, m80 and n120 denote
auxiliary, supplementary variables, with any monomial order having the property
that each jet variable f (λ)i is bigger than any monomial written with only the 4
auxiliary variables l30, l50, m80 and n120. This then is available to the computer:
size is reasonable and it costs less than 5 minutes on any computer. Then we set
f ′1 = 0 in each remainder remk, getting remk
∣∣
0
. We then multiply each restricted
remainder remk
∣∣
0
for k = 1, 2, . . . , 10 by a suitable power of Λ3
∣∣
0
choosen by
head, for instance if one looks at the third remainder:
Λ3
∣∣
0
Λ3
∣∣
0
· rem3
∣∣
0
= Λ3
∣∣
0
Λ3
∣∣
0
·
[
1
f ′1
(
8Λ9M8 − 7Λ7M10
)]
f ′1=0
.
Then we compute the normal form of this latter polynomial with respect to the
mentioned auxiliary Gro¨bner basis. For instance, our computer yields for the third
remainder the normal form:
35
9
l50l50n120.
This result therefore means that the third unknown remainder rem3 (appearing in
the third syzygy) which we denoted in advance by F 16, has the following value
after setting f ′1 = 0:
F 16
∣∣
0
= 35
9
Λ5|0 Λ5|0N12|0
Λ3|0 Λ3|0
.
Then we test by hand and by head whether such a value for f ′1 = 0 can be ob-
tained as a polynomial in terms of the 7 previously known restricted bi-invariants
Λ3|0, . . . , K
12|0. Here, it is easy to convince oneself that this cannot be the case,
so that F 16 really is a new bi-invariant.
On the other hand, we should do the same work for the fourth remainder
rem4. It then happens that we find the same value at f ′1 = 0 in terms of
Λ3|0,Λ
5|0,M
8|0, N
12|0. So we suspect that without setting f ′1 = 0, the two re-
mainders rem3 and rem4 could be identical and finally, a simple computation with
Maple verifies that this is indeed the case. Other remainders are computed simi-
lary, and we thus have fully explained all our trick to bypass the unavailability of
full Gro¨bner bases due to oversizeness in this problem.
However, we would like to mention that achieving such a kind of task took hours
and days of patience. Hopefully, checking a posteriori with Maple that a syzygy
effectively holds is much, much more rapid and the reader will find in the Maple
worksheets referenced here the declaration of new bi-invariants at each step and
the checking (at a piece) of all syzygies by means of the basic “simplify” command
of Maple.
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Finally, to finish with the second loop, we give the values, restricted to {f ′1 =
0}, of the 5 appearing new bi-invariants at this stage:
N12
∣∣
0
H14
∣∣
0
= 5
3
Λ5|0N12|0
Λ3|0
,
F 16
∣∣
0
= 35
9
Λ5|0 Λ5|0N12|0
Λ3|0 Λ3|0
,
X18
∣∣
0
= 1225
27
Λ5|0 Λ5|0 Λ5|0N12|0
Λ3|0 Λ3|0 Λ3|0
,
X19
∣∣
0
= 80
3
Λ5|0M8|0N12|0
Λ3|0 Λ3|0
.
Third loop of the algorithm. Now that we have explained how we proceed, we
can offer directly the 32 filled syzygies appearing at the next step17, again for the
Degree Reverse Lexicographic Ordering.
0 ≡ −5F 16F 16 +H14X18−f ′1K
12X19,
0 ≡ −7H14F 16 +N12X18−f ′1M
10X19,
0 ≡ −7H14H14 + 5N12F 16−f ′1M
8X19,
0 ≡ −56K12F 16 +M10X18−f ′1Y
27,
0 ≡ −56K12H14 + 5M10F 16−f ′1X
25,
0 ≡ −8K12N12 +M10H14−f ′1X
23,
0 ≡ −49K12H14 +M8X18−f ′1X
25,
0 ≡ −7K12N12 +M8F 16−f ′1X
23,
0 ≡ −5M10N12 + 8M8H14−f ′1X
21,
0 ≡ −48K12F 16 + Λ9X19−f ′1Y
27,
0 ≡ −48K12H14 + Λ7X19−f ′1X
25
0 ≡ −5Λ9F 16 + Λ7X18+8f ′1K
12K12,
0 ≡ −Λ9H14 + Λ7F 16+f ′1M
10K12,
0 ≡ −5Λ9N12 + 7Λ7H14+56f ′1M
8K12 − f ′1f
′
1X
19,
0 ≡ −48K12N12 + Λ5X19−7 f ′1X
23,
17 See dim-2-order-5-step-3-with-FGb.mw at [23].
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0 ≡ −7Λ9H14 + Λ5X18+8 f ′1M
10K12,
0 ≡ −Λ9N12 + Λ5F 16+f ′1M
10M10,
0 ≡ −Λ7N12 + Λ5H14+f ′1M
8M10,
0 ≡ −10M10N12 + Λ3X19−7
3
f ′1X
21,
0 ≡ −35Λ9N12 + 3Λ3X18+285
8
f ′1M
10M10 − 7
8
f ′1f
′
1X
19,
0 ≡ −7Λ7N12 + 3Λ3F 16+8f ′1M
8M10,
0 ≡ −5Λ5N12 + 3Λ3H14+8 f ′1M
8M8,
0 ≡ −5M10M10 + 64M8K12−f ′1X
19,
0 ≡ −5Λ9M10 + 56Λ7K12−f ′1X
18,
0 ≡ −8Λ9M8 + 7Λ7M10−f ′1F
16,
0 ≡ −Λ9M8 + 7Λ5K12−f ′1F
16,
0 ≡ −8Λ7M8 + 5Λ5M10−f ′1H
14,
0 ≡ −Λ7M8 + 3Λ3K12−f ′1H
14,
0 ≡ −8Λ5M8 + 3Λ3M10−f ′1N
12,
0 ≡ −7Λ7Λ7 + 5Λ5Λ9−f ′1f
′
1K
12,
0 ≡ −7Λ5Λ7 + 3Λ3Λ9−f ′1f
′
1M
10,
0 ≡ −5Λ5Λ5 + 3Λ3Λ7−f ′1f
′
1M
8.
Here, 4 new bi-invariants appear:
X21, X23, X25, Y 17.
Their values restricted to {f ′1 = 0} are:
X21
∣∣
0
= −5
3
N12|0N12|0
Λ3|0
−64
3
M8|0M8|0M8|0
Λ3|0
,
X23
∣∣
0
= −35
3
Λ5|0N12|0N12|0
Λ3|0 Λ3|0
−64
9
Λ5|0M8|0M8|0M8|0
Λ3|0 Λ3|0
,
X25
∣∣
0
= −1225
27
Λ5|0 Λ5|0N12|0N12|0
Λ3|0 Λ3|0 Λ3|0
−320
27
Λ5|0 Λ5|0M8|0M8|0M8|0
Λ3|0 Λ3|0 Λ3|0
,
Y 27
∣∣
0
= −8575
81
Λ5|0 Λ5|0 Λ5|0N12|0N12|0
Λ3|0 Λ3|0 Λ3|0 Λ3|0
−320
81
Λ5|0 Λ5|0 Λ5|0M8|0M8|0M8|0
Λ3|0 Λ3|0 Λ3|0 Λ3|0
.
Fourth loop of the algorithm. The Gro¨bner basis of syzygies between the re-
striction to {f ′1 = 0} of the 17 bi-invariants known so far consists here of 105
equations. By an independent calculation, we checked that 39 among these 105
generators belong to the ideal of the 66 remaining ones. We could fill in the re-
mainders behind a power of f ′1. To test whether there appear new bi-invariants, it
is in fact useless to fill in the 39 left out remainders. Here are the 66 syzygies18 in
18 See dim-2-order-5-step-4-with-FGb.mw at [23].
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question:
0 ≡ X18X23 − 8F 16X25 + 7H14Y 27+0,
0 ≡ 5F 16X23 − 8H14X25 + 5N12Y 27+f ′1X
19X19,
0 ≡ 7K12X23 −M10X25 +M8Y 27+0,
0 ≡ 5Λ9X23 − 8Λ7X25 + 5Λ5Y 27−8 f ′1K
12X19,
0 ≡ 7Λ7X23 − 8Λ5X25 + 3Λ3Y 27−f ′1M
10X19,
0 ≡ X18X21 − 57H14X25 + 40N12Y 27+7 f ′1X
19X19,
0 ≡ F 16X21 − 8H14X23 +N12X25+0,
0 ≡ 7K12X21 − 5M10X23 +M8X25+0,
0 ≡ 7Λ9X21 − 57Λ5X25 + 24Λ3Y 27−15 f ′1M
10X19,
0 ≡ 7Λ7X21 − 40Λ5X23 + 3Λ3X25−8 f ′1M
8X19,
0 ≡ X18X19 − 8K12X25 + 5M10Y 27+0,
0 ≡ 7F 16X19 −M10X25 + 8M8Y 27+0,
0 ≡ 7H14X19 − 5M10X23 + 8M8X25+0,
0 ≡ N12X19 −M10X21 + 8M8X23+0,
0 ≡ 6F 16X18 − Λ9X25 + 7Λ7Y 27+0,
0 ≡ 6H14X18 − Λ7X25 + 5Λ5Y 27−7 f ′1K
12X19,
0 ≡ 6N12X18 − Λ5X25 + 3Λ3Y 27−7 f ′1M
10X19,
0 ≡ 6M10X18 − 7Λ9X19+f ′1Y
27,
0 ≡ 48M8X18 − 49Λ7X19+f ′1X
25,
0 ≡ 30F 16F 16 − Λ7X25 + 5Λ5Y 27−f ′1K
12X19,
0 ≡ 42H14F 16 − Λ5X25 + 3Λ3Y 27−f ′1M
10X19,
0 ≡ 30N12F 16 − 5Λ5X23 + 3Λ3X25−f ′1M
8X19,
0 ≡ 48K12F 16 − Λ9X19+f ′1Y
27,
0 ≡ 30M10F 16 − 7Λ7X19+f ′1X
25,
0 ≡ 48M8F 16 − 7Λ5X19+f ′1X
23,
0 ≡ 5Λ9F 16 − Λ7X18−8 f ′1K
12K12,
0 ≡ 7Λ7F 16 − Λ5X18−f ′1M
10K12,
0 ≡ 35Λ5F 16 − 3Λ3X18−8 f ′1M
8K12 + f ′1f
′
1X
19,
0 ≡ 42H14H14 − 5Λ5X23 + 3Λ3X25−f ′1M
8X19,
0 ≡ 6N12H14 − Λ5X21 + 3Λ3X23+0,
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0 ≡ 48K12H14 − Λ7X19+f ′1X
25,
0 ≡ 6M10H14 − Λ5X19+f ′1X
23,
0 ≡ 16M8H14 − Λ3X19+1
3
f ′1X
21,
0 ≡ 7Λ9H14 − Λ5X18−8 f ′1M
10K12,
0 ≡ 49Λ7H14 − 3Λ3X18−5 f ′1M
10M10,
0 ≡ 7Λ5H14 − 3Λ3F 16−f ′1M
8M10,
0 ≡ 48K12N12 − Λ5X19+7 f ′1X
23,
0 ≡ 10M10N12 − Λ3X19+7
3
f ′1X
21,
0 ≡ 35Λ9N12 − 3Λ3X18−285
8
f ′1M
10M10 + 7
8
f ′1f
′
1X
19,
0 ≡ 7Λ7N12 − 3Λ3F 16−8 f ′1M
8M10,
0 ≡ 5Λ5N12 − 3Λ3H14−8 f ′1M
8M8,
0 ≡ 5M10M10 − 64M8K12+f ′1X
19,
0 ≡ 5Λ9M10 − 56Λ7K12+f ′1X
18,
0 ≡ Λ7M10 − 8Λ5K12+f ′1F
16,
0 ≡ 5Λ5M10 − 24Λ3K12+f ′1H
14,
0 ≡ Λ9M8 − 7Λ5K12+f ′1F
16,
0 ≡ Λ7M8 − 3Λ3K12+f ′1H
14,
0 ≡ 8Λ5M8 − 3Λ3M10+f ′1N
12,
0 ≡ 7Λ7Λ7 − 5Λ5Λ9+f ′1f
′
1K
12,
0 ≡ 7Λ5Λ7 − 3Λ3Λ9+f ′1f
′
1M
10,
0 ≡ 5Λ5Λ5 − 3Λ3Λ7+f ′1f
′
1M
8,
0 ≡ 7K12X19X19 +X25X25 − 5X23Y 27+0,
0 ≡ M10X19X19 +X23X25 −X21Y 27+0,
0 ≡ M8X19X19 + 5X23X23 −X21X25+0,
0 ≡ 56K12K12X19 +X18X25 − 5F 16Y 27+0,
0 ≡M10K12X19 + F 16X25 −H14Y 27+0,
0 ≡ 8M8K12X19 + 7H14X25 − 5N12Y 27−f ′1X
19X19,
0 ≡M8M10X19 + 7H14X23 −N12X25+0,
0 ≡ 8M8M8X19 + 7H14X21 − 5N12X23+0,
0 ≡ 448K12K12K12 +X18X18 + 5Λ9Y 27+0,
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0 ≡ 48M10K12K12 + Λ9X25 − Λ7Y 27+0,
0 ≡ 384M8K12K12 + 7Λ7X25 − 5Λ5Y 27+f ′1K
12X19,
0 ≡ 48M8M10K12 + 7Λ5X25 − 3Λ3Y 27+f ′1M
10X19,
0 ≡ 384M8M8K12 + 35Λ5X23 − 3Λ3X25+f ′1M
8X19,
0 ≡ 48M8M8M10 + 7Λ5X21 − 3Λ3X23+0,
0 ≡ 64M8M8M8 + 5N12N12 + 3Λ3X21+0.
Remarkably, no new bi-invariant appears at this fourth stage. According to the
general principle, we may therefore conclude that the algorithm stops.
THEOREM In dimension n = 2 for jet order κ = 5, the algebra UE25 of
jet polynomials P(j5f1, j5f2) invariant by reparametrization and invariant
under the unipotent action is generated by the 17 mutually independent
bi-invariants explicitly defined above:
f ′1, Λ
3, Λ5, Λ7, Λ9, M8, M10, K12,
N12, H14, F 16, X18, X19, X21, X23, X25, Y 27
whose restriction to {f ′1 = 0} has a reduced gro¨bnerized ideal of rela-
tions for the Degree Reverse Lexicographic ordering which consists of 105
equations, 66 of which generate the ideal in question and whose remain-
ders behind a power of f ′1 have been filled just above.
As a consequence, the full algebra E25 of jet polynomials P
(
j5f
)
invariant
by reparametrization is generated by the polarizations:
f ′i , Λ
3, Λ5i , Λ
7
i,j, Λ
9
i,j,k, M
8, M10i , K
12
i,j ,
N12, H14i , F
16
i,j , X
18
i,j,k, X
19
i , X
21, X23i , X
25
i,j , Y
27
i,j,k
of these 17 bi-invariants, where the indices i, j, k vary in {1, 2}, whence the
total number of these invariants equals:
2 + 1 + 2 + 4 + 8 + 1 + 2 + 4 + 1 + 2 + 4 + 8 + 2 + 1 + 2 + 4 + 8 = 56 .
§11. SIXTEEN (FIFTEEN) BI-INVARIANT
IN DIMENSION n = 4 (n = 3) FOR JET LEVEL κ = 4
First loop of the algorithm. Coming back to the end of §7, we start with the
seven initial bi-invariants:
Λ3 = ∆
′, ′′
1,2 ,
Λ5 = ∆
′, ′′′
1,2 f
′
1 − 3∆
′, ′′
1,2 f
′′
1 ,
Λ7 = ∆
′, ′′′′
1,2 f
′
1f
′
1 +∆
′′, ′′′
1,2 f
′
1f
′
1 − 10∆
′, ′′′
1,2 f
′
1f
′′
1 + 15∆
′, ′′
1,2 f
′′
1 f
′′
1 ,
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D6 = ∆
′, ′′, ′′′
1,2,3 ,
D8 = ∆
′, ′′′, ′′′′
1,2,3 f
′
1 − 3∆
′, ′′, ′′′′
1,2,3 f
′′
1 ,
N10 = ∆
′, ′′′, ′′′′
1,2,3 f
′
1f
′
1 − 3∆
′, ′′, ′′′′
1,2,3 f
′
1f
′′
1 + 4∆
′, ′′, ′′′
1,2,3 f
′
1f
′′′
1 + 3∆
′, ′′, ′′′
1,2,3 f
′′
1 f
′′
1 ,
W 10 = ∆
′, ′′, ′′′, ′′′′
1,2,3,4 .
Then we compute the ideal of relations between these bi-invariants, after setting
f ′1 = 0 in them:
Ideal− Rel
(
Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, D6
∣∣
0
, D8
∣∣
0
, N10
∣∣
0
, W 10
∣∣
0
)
.
We should observe that the first six initial bi-invariantsΛ3, Λ5, Λ7,D6,D8 andN10
depend only upon the first three jet components (j4f1, j4f2, j4f3) of j4f , while
W 10 and W 10
∣∣
0
— which both contain the monomial −f ′′′′4 f ′3f ′′2 f ′′′1 — really de-
pend upon the fourth jet component j4f4. It follows that W 10
∣∣
0
is algebraically
independent of Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, D6
∣∣
0
, D8
∣∣
0
, N10
∣∣
0
, so it cannot intervene in the
ideal of relations. Without loss of generality, we therefore have to consider:
Ideal− Rel
(
Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, D6
∣∣
0
, D8
∣∣
0
, N10
∣∣
0
)
.
A Maple computation with the Degree Reverse Lexicographic ordering yields a
reduced Gro¨bner basis for this ideal consisting of the following 6 generators19:
0
a
≡ 5Λ5Λ5 − 3Λ3Λ7+f ′1f
′
1M
8,
0
b
≡ 2Λ5D6 − Λ3D8+1
3
f ′1E
10,
0
c
≡ Λ7D6 − 5Λ3N10+f ′1L
12,
0
d
≡ Λ5D8 − 6Λ3N10+f ′1L
12,
0
e
≡ Λ7D8 − 10Λ5N10−f ′1Q
14,
0
f
≡ D8D8 − 12D6N10−f ′1R
15.
To read these equations (cf. §9), one should at first set f ′1 = 0 virtually in one’s
head and then consider that further computations show what are the remainders
behind a power of f ′1. Five new bi-invariants appear which are implicitly defined
by five among these six sizygies and we provide their explicit expression in terms
of ∆ determinants, after mild simplifications:
M8 :=
−5Λ5Λ5 + 3Λ3Λ7
f ′1f
′
1
= 3∆
′, ′′′′
1,2 ∆
′, ′′
1,2 + 12∆
′′, ′′′
1,2 ∆
′, ′′
1,2 − 5∆
′, ′′′
1,2 ∆
′, ′′′
1,2 ,
E10 :=
−6Λ5D6 + 3Λ3D8
f ′1
= 3∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 − 6∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 ,
19 See dim-3-order-4-step-1-with-FGb.mw at [23].
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L12 :=
−Λ7D6 + 5Λ3N10
f ′1
= −∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1 − 4∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1 + 5∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′
1 + 10∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′
1−
− 15∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 + 20∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′′
1 ,
Q14 :=
Λ7D8 − 10Λ5N10
f ′1
= −10∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′
1 +∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′
1 + 4∆
′, ′′′, ′′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′
1+
+ 20∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′′
1 + 30∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′
1f
′′
1 − 6∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′′
1−
− 24∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′′
1 − 40∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′′′
1 − 75∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 f
′′
1+
+ 30∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′
1 f
′′
1 + 120∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 f
′′′
1 ,
R15 := ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 f
′
1 − 12∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 f
′
1 + 24∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 f
′′
1−
− 48∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 f
′′′
1 ,
and as usual, the weights are denoted by an upper index. Setting W 10 apart, in
order to verify that these 11 bi-invariants are mutually independent, one computes
at first which value they have after setting f ′1 = 0:
Λ3
∣∣
0
Λ5
∣∣
0
Λ7
∣∣
0
= 5
3
Λ5|0 Λ5|0
Λ3|0
D6
∣∣
0
D8
∣∣
0
= 2 Λ
5|0D6|0
Λ3|0
N10
∣∣
0
= 1
3
Λ5|0 Λ5|0D6|0
Λ3|0 Λ3|0
M8
∣∣
0
E10
∣∣
0
L12
∣∣
0
= 5
3
Λ5|0E10|0
Λ3|0
Q14
∣∣
0
= −25
9
Λ5|0 Λ5|0 E10|0
Λ3|0Λ3|0
R15
∣∣
0
= −8
3
Λ5|0D6|0 E10|0
Λ3|0 Λ3|0
,
with the 5 underlined bi-invariants being algebraically independent and being con-
sidered as a transcendence basis, while the value of Λ7
∣∣
0
comes from “ a≡” above;
the value of D8
∣∣
0
comes from “ b≡” above; the value of N10
∣∣
0
comes from “ d≡”
above; the value of L12
∣∣
0
comes from “ r≡” below; the value of Q14
∣∣
0
comes from
“
q
≡” below; and the value of R15
∣∣
0
comes from “
p
≡” below. Then one proceeds as
in the proof of the lemma on p. 38 to show mutual independence (details will not
be provided).
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Importantly, the five new bi-invariants M8, E10, L12, Q14 and R15 again depend
only upon the first three jet components (j4f1, j4f2, j4f3), so that W 10∣∣0 again
will not intervene in the next ideal of relations. In fact, all bi-invariants except
W 10 live in dimension n = 3, and hence it is enough to explore the structure of
UE34.
Second loop of the algorithm. Setting therefore W 10 apart, a Maple computation
with the Degree Reverse Lexicographic Ordering offers a reduced Gro¨bner basis
for the ideal of relations:
Ideal− Rel
(
Λ3
∣∣
0
, Λ5
∣∣
0
, Λ7
∣∣
0
, D6
∣∣
0
, D8
∣∣
0
, N10
∣∣
0
,
M8
∣∣
0
, E10
∣∣
0
, L12
∣∣
0
, Q14
∣∣
0
, R15
∣∣
0
)
between our 11 bi-invariants restricted to {f ′1 = 0}, and this basis consists of the
6 generators above together with the following 14 generators 20:
0
g
≡ 4D8Q14 − 5Λ7R15−f ′1X
21,
0
h
≡ 24D6Q14 − 25Λ5R15+f ′1V
19,
0
i
≡ L12L12 + E10Q14−f ′1M
8R15,
0
j
≡ 8N10L12 + Λ7R15+f ′1X
21,
0
k
≡ 4D8L12 + 5Λ5R15−f ′1V
19,
0
l
≡ 8D6L12 + 5Λ3R15−1
3
f ′1U
17,
0
m
≡ Λ7L12 + Λ5Q14−2 f ′1M
8N10,
0
n
≡ 5Λ5L12 + 3Λ3Q14−f ′1D
8M8,
0
o
≡ 8N10E10 + Λ5R15−f ′1V
19,
0
p
≡ 4D8E10 + 3Λ3R15−f ′1U
17,
0
q
≡ 5Λ7E10 + 3Λ3Q14−6f ′1D
8M8,
0
r
≡ 5Λ5E10 − 3Λ3L12−6 f ′1D
6M8,
0
s
≡ 8Λ5N10Q14 − Λ7Λ7R15+f ′1Q
14Q14 + 4 f ′1N
10N10M8,
0
t
≡ 24Λ3N10Q14 − 5Λ5Λ7R15−5 f ′1L
12Q14 + 2 f ′1M
8D8N10.
Here, three new bi-invariants appear: U17, V 19 and X21, which are implicitly de-
fined by the syzygies “
p
≡”, “
o
≡”, and “
g
≡”, and we provide their explicit expression
20 See dim-3-order-4-step-2-with-FGb.mw at [23]. Here again, the remainders behind a
power of f ′1 have all been computed and tested to know whether they belong to the algebra of the
already known 11 bi-invariants.
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in terms of ∆ determinants21:
U17 =
4D8E10 + 3Λ3R15
f ′1
= 15∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 − 36∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2−
− 24∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 + 144∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 ,
V 19 =
8N10E10 + Λ5R15
f ′1
= 24∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′
1 − 60∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1+
+∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1 − 75∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1+
+ 36∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 + 168∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′
1−
− 144∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′′
1 + 96∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′′
1 −
− 240∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′′
1 ,
X21 =
4D8Q14 − 5Λ7R15
f ′1
= −40∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′
1 − 4∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′
1−
− 4∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′
1 + 60∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′
1+
+ 240∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′
1 + 130∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′′
1+
+ 120∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′
1f
′′
1 − 168∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′′
1−
− 668∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′′
1 − 360∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′′
1−
− 160∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′
1f
′′′
1 + 240∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′
1f
′′′
1 +
+ 960∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′
1f
′′′
1 − 375∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 f
′′
1+
+ 840∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′
1 f
′′
1 + 180∆
′, ′′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 f
′′
1+
+ 144∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′′
1,2 f
′′
1 f
′′
1 + 144∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′′, ′′′
1,2 f
′′
1 f
′′
1−
− 1440∆
′, ′′, ′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′′
1,2 f
′′
1 f
′′′
1 + 480∆
′, ′′, ′′′′
1,2,3 ∆
′, ′′, ′′′
1,2,3 ∆
′, ′′
1,2 f
′′
1 f
′′′
1 .
Either a Maple computation or a glance at the syzygies “ 7≡”, “ 8≡”, “ 9≡” below
arriving in the third loop provides the values of these two bi-invariants after setting
f ′1 = 0:
U17
∣∣
0
= 12 D
6|0D6|0M8|0
Λ3|0
+5
3
E10|0 E10|0
Λ3|0
,
V 19
∣∣
0
= 25
9
Λ5|0 E10|0 E10|0
Λ3|0 Λ3|0
+4 Λ
5|0D6|0D6|0M8|0
Λ3|0 Λ3|0
,
X21
∣∣
0
= −4
3
Λ5|0 Λ5|0D6|0D6|0M8|0
Λ3|0 Λ3|0 Λ3|0
−125
27
Λ5|0 Λ5|0 E10|0 E10|0
Λ3|0 Λ3|0 Λ3|0
.
21 To be able do divide by f ′1, as in [21], we sometimes need to replace∆
′, ′′
1,2 f
′′′
1 by−∆
′′, ′′′
1,2 f
′
1+
∆
′, ′′′
1,2 f
′′
1 , using the immediately checked syzygy: 0 ≡ ∆
′′, ′′′
1,2 f
′
1 −∆
′, ′′′
1,2 f
′′
1 +∆
′, ′′
1,2 f
′′′
1 .
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Proceeding as in the lemma on p. 38, one checks patiently by hand that the 16
bi-invariants known so far:
W 10, f ′1, Λ
3, Λ5, Λ7, D6, D8, N10,
M8, E10, L12, Q14, R15, U17, V 19, X21
are mutually independent.
Third loop of the algorithm. Again for the Degree Reverse Lexicographic or-
dering, setting W 10 apart, a Maple computation offers a reduced Gro¨bner basis
for the ideal of relations between the 14 = 15 − 1 (f ′1 goes to zero) restricted
bi-invariants. The result consists of 50 generators 22. Taking the Lexicographic
ordering instead:
Λ3 > Λ5 > Λ7 > D6 > D8 >N10 > M8 > E10 > L12 >
> Q14 > R15 > U17 > V 19 > X21,
one shows that the ideal of relations, in Gro¨bnerized form, contains less equa-
tions — which is convenient —, namely the following 41 equations23, where we
underline the Leading Term of each syzygy with the acronym “LT” appended24:
0
1
≡ −5Λ5Λ5 + 3Λ3Λ7
LT
−f ′1f
′
1M
8,
0
2
≡ −2Λ5D6 + Λ3D8
LT
−1
3
f ′1E
10,
0
3
≡ −Λ7D6 + 5Λ3N10
LT
−f ′1L
12,
0
4
≡ −5Λ5E10 + 3Λ3L12
LT
+6 f ′1D
6M8,
0
5
≡ 5Λ7E10 + 3Λ3Q14
LT
−6 f ′1D
8M8,
0
6
≡ 4D8E10 + 3Λ3R15
LT
−f ′1U
17,
0
7
≡ −36D6D6M8 − 5E10E10 + 3Λ3U17
LT
+0,
0
8
≡ −5E10L12 − 6D6D8M8 + 3Λ3V 19
LT
+0,
0
9
≡ 5L12L12 + 3Λ3X21
LT
+M8D8D8+0,
0
10
≡ −6Λ7D6 + 5Λ5D8
LT
−f ′1L
12,
0
11
≡ −Λ7D8 + 10Λ5N10
LT
+f ′1Q
14,
0
12
≡ Λ5L12
LT
− Λ7E10+f ′1D
8M8,
22 See dim-3-order-4-step-3-with-FGb.mws at [23].
23 See 41-syzygies-dim-3-order-4.mw at [23].
24 We recall that, in order to appropriately read the ideal of relations between restricted bi-
invariants, one should set f ′1 = 0, namely disregard the last term(s) of each equation. We specify
“+0” when the remainder behing a power of f ′1 vanishes identically.
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0
13
≡ Λ7L12 + Λ5Q14
LT
−2 f ′1M
8N10,
0
14
≡ 8N10E10 + Λ5R15
LT
−f ′1V
19,
0
15
≡ Λ5U17
LT
− E10L12 − 6D6D8M8+0,
0
16
≡ Λ5V 19
LT
−M8D8D8 − L12L12+f ′1M
8R15,
0
17
≡ Λ5X21
LT
− L12Q14 + 2D8N10M8+0,
0
18
≡ 8N10L12 + Λ7R15
LT
+f ′1X
21,
0
19
≡ −L12L12 + Λ7U17
LT
+f ′1,−5M
8D8D8+0,
0
20
≡ L12Q14 + Λ7V 19
LT
− 10D8M8N10+0,
0
21
≡ 20N10N10M8 +Q14Q14 + Λ7X21
LT
+0,
0
22
≡ 6D6M8R15
LT
+ L12U17 −E10V 19+0,
0
23
≡ 5D8M8R15
LT
−Q14U17 − L12V 19+0,
0
24
≡ 10N10M8R15
LT
−Q14V 19 + L12X21+0,
0
25
≡ 5M8R15R15
LT
+ V 19V 19 + U17X21+0,
0
26
≡ −D8D8 + 12D6N10
LT
+f ′1R
15,
0
27
≡ −5D8E10 + 6D6L12
LT
+f ′1U
17,
0
28
≡ 3D6Q14
LT
+ 25N10E10−3 f ′1V
19,
0
29
≡ 5E10R15 −D8U17 + 6D6V 19
LT
+0,
0
30
≡ −3L12R15 +N10U17 + 3D6X21
LT
+0,
0
31
≡ −10N10E10 +D8L12
LT
+f ′1V
19,
0
32
≡ D8Q14
LT
+ 10N10L12+f ′1X
21,
0
33
≡ −2N10U17 +D8V 19
LT
+ L12R15+0,
0
34
≡ Q14R15 + 2N10V 19 +D8X21
LT
+0,
0
35
≡ −2L12N10U17 +R15L12L12 + 10 V 19N10E10
LT
−f ′1V
19V 19,
0
36
≡ 2N10U17Q14 −R15L12Q14 + 10 V 19N10L12
LT
+f ′1V
19X21,
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0
37
≡ 10N10L12X21
LT
−R15Q14Q14 − 2Q14N10V 19+f ′1X
21X21,
0
38
≡ 2N10U17X21
LT
−X21L12R15 + V 19Q14R15 + 2N10V 19V 19+0,
0
39
≡ E10Q14
LT
+ L12L12−f ′1M
8R15,
0
40
≡ Q14U17 + 6L12V 19 + 5E10X21
LT
+0,
0
41
≡ −6Q14L12V 19 −Q14Q14U17 + 5X21L12L12
LT
−5 f ′1M
8R15X21.
Remarkably, each one of the 41 remainders behind a power of f ′1 belongs to
the algebra of already known bi-invariants. No new bi-invariant appears at this
stage. In such a circumstance, according to the general theorem on p. 57, we
know that our algorithm stops, so that we have gained the following complete,
quite nontrivial result.
THEOREM In dimension n = 4 for jets of order κ = 4, the algebra UE44 of
jet polynomials P(j4f1, j4f2, j4f3, j4f4) invariant by reparametrization and
invariant under the unipotent action is generated by the 16 mutually inde-
pendent bi-invariants defined above:
W 10, f ′1, Λ
3, Λ5, Λ7, D6, D8, N10,
M8, E10, L12, Q14, R15, U17, V 19, X21,
whose restriction to {f ′1 = 0} has a reduced gro¨bnerized ideal of relations,
for the Lexicographic ordering, which consists of the 41 syzygies written
above.
Furthermore, any bi-invariant of weight m writes uniquely in the finite
polynomial form:
P
(
jκf
)
=
∑
o, p
(f ′1)
o
(
W 10
)p ∑
(a,...,n)∈N14\(1∪···∪41)
3a+···+21n=m−o−10p
coeffa,...,n,o,p ·
·
(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f(
M8
)g (
E10
)h(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n
,
with coefficients coeffa,...,n,o,p subjected to no restriction, where 1, . . . , 41
denote the quadrants in N14 having vertex at the leading terms of the 41
syzygies in question.
Finally, in the preceding dimension n = 3 for jets of the same order
κ = 4, the algebra UE34 is generated by the same list from which one re-
moves only the four-dimensional Wronskian W 10, the ideal of relations for
the 15 restricted bi-invariants being exactly the same, with an entirely sim-
ilar normal form for a general bi-invariant of weight m.
As a consequence, by looking at the GL4(C)-orbit of each one of these 16 bi-
invariants, we deduce a system of 2835 generators for the algebra E44 of polyno-
mials which are invariant (only) by reparametrization.
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THEOREM In dimension n = 4 for jets of order κ = 4, the algebra E44 of
jet polynomials P(j4f) invariant by reparametrization is generated by the
polarizations:
W 10, f ′i , Λ
3
[i,j], Λ
5
[i,j];α, Λ
7
[i,j];α,β, D
6
[i,j,k],
D8[i,j,k];α, N
10
[i,j,k];α,β, M
8
[i,j],[k,l], E
10
[i,j,k],[p,q], L
12
[i,j,k],[p,q];α,
Q14[i,j,k],[p,q];α,β, R
15
[i,j,k],[p,q,r];α, U
17
[i,j,k],[p,q,r],[s,t],
V 19[i,j,k],[p,q,r],[s,t];α, X
21
[i,j,k],[p,q,r],[s,t];α,β,
of the 16 bi-invariants W 10, f ′1, Λ3, Λ5, Λ7, D6, D8, N10, M8, E10, L12,
Q14, R15, U17, V 19, X21 generating the algebra UE44 of bi-invariants; these
polarized invariants are skew-symmetric with respect to each collection of
bracketed indices [i, j, k], [p, q, r], [s, t], and they are explicitly represented
in terms of ∆-determinants by the following complete formulas:
W 101,2,3,4,
f ′i ,
Λ3[i,j] := ∆
′, ′′
i,j ,
Λ5[i,j];α := ∆
′, ′′′
i,j f
′
α − 3∆
′, ′′
i,j f
′′
α,
Λ7[i,j];α,β := ∆
′, ′′′′
i,j f
′
αf
′
β + 4∆
′′, ′′′
i,j f
′
αf
′
β − 5∆
′, ′′′
i,j
(
f ′αf
′′
β + f
′′
αf
′
β
)
+
+ 15∆
′, ′′
i,j f
′′
αf
′′
β ,
D6[i,j,k] := ∆
′, ′′, ′′′
i,j,k ,
D8[i,j,k];α := ∆
′, ′′, ′′′′
i,j,k f
′
α − 6∆
′, ′′, ′′′
i,j,k f
′′
α,
N10[i,j,k];α,β := ∆
′, ′′′, ′′′′
i,j,k f
′
αf
′
β −
3
2
∆
′, ′′, ′′′′
i,j,k
(
f ′αf
′′
β + f
′′
αf
′
β
)
+
+ 2∆
′, ′′, ′′′
i,j,k
(
f ′αf
′′′
β + f
′′′
α f
′
β) + 3∆
′, ′′, ′′′
i,j,k f
′′
αf
′′
β ,
M8[i,j],[k,l] := 3∆
′, ′′′′
i,j ∆
′, ′′
k,l + 12∆
′′, ′′′
i,j ∆
′, ′′
k,l−
− 5∆
′, ′′′
i,j ∆
′, ′′′
k,l ,
E10[i,j,k],[p,q] := 3∆
′, ′′, ′′′′
i,j,k ∆
′, ′′
l,m − 6∆
′, ′′, ′′′
i,j,k ∆
′, ′′′
l,m ,
L12[i,j,k],[l,m];α := 5∆
′, ′′, ′′′′
i,j,k ∆
′, ′′′
p,q f
′
α − 15∆
′, ′′, ′′′′
i,j,k ∆
′, ′′
p,q f
′′
α − 6∆
′, ′′, ′′′
i,j,k ∆
′, ′′′′
p,q f
′
α−
− 24∆
′, ′′, ′′′
i,j,k ∆
′′, ′′′
p,q f
′
α + 30∆
′, ′′, ′′′
i,j,k ∆
′, ′′′
p,q f
′
α,
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Q14[i,j,k],[p,q];α,β := −10∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′′
p,q f
′
αf
′
β +∆
′, ′′, ′′′′
i,j,k ∆
′, ′′′′
p,q f
′
αf
′
β+
+ 4∆
′, ′′′, ′′′′
i,j,k ∆
′′, ′′′
p,q f
′
αf
′
β ++20∆
′, ′′, ′′′′
i,j,k ∆
′, ′′′
p,q f
′
αf
′′
β+
+ 30∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′
p,q f
′
αf
′′
β − 6∆
′, ′′, ′′′
i,j,k ∆
′, ′′′′
p,q f
′
αf
′′
β−
− 24∆
′, ′′, ′′′
i,j,k ∆
′′, ′′′
p,q f
′
αf
′′
β − 40∆
′, ′′, ′′′
i,j,k ∆
′, ′′′
p,q f
′
αf
′′′
β −
− 75∆
′, ′′, ′′′′
i,j,k ∆
′, ′′
p,q f
′′
αf
′′
β + 30∆
′, ′′, ′′′
i,j,k ∆
′, ′′′
p,q f
′′
αf
′′
β+
+ 120∆
′, ′′, ′′′
i,j,k ∆
′, ′′
p,q f
′′
αf
′′′
β ,
R15[i,j,k],[p,q,r];α := ∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r f
′
α − 12∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r f
′
α+
+ 24∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r f
′′
α − 48∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r f
′′′
α ,
U17[i,j,k],[p,q,r],[s,t] := 15∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′
s,t − 36∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′
s,t−
− 24∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t + 144∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t ,
V 19[i,j,k],[p,q,r],[s,t];α := 24∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′
s,t f
′
α − 60∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′
α+
+∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′′
s,t f
′
α − 75∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′
s,t f
′′
α+
+ 36∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′
s,t f
′′
α + 168∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′′
α−
− 144∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t f
′′
α + 96∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′
s,t f
′′′
α −
− 240∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′′′
α ,
X21[i,j,k],[p,q,r],[s,t];α,β :=
:= −40∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′′
s,t f
′
αf
′
β − 4∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′′′
s,t f
′
αf
′
β−
− 4∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′′, ′′′
s,t f
′
αf
′
β + 60∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′′
s,t f
′
αf
′
β+
+ 240∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t f
′
αf
′
β + 130∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′′
s,t f
′
αf
′′
β+
+ 120∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′
s,t f
′
αf
′′
β − 168∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′′
s,t f
′
αf
′′
β−
− 668∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t f
′
αf
′′
β − 360∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′
αf
′′
β−
− 160∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′
αf
′′′
β + 240∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′′
s,t f
′
αf
′′′
β +
+ 960∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t f
′
αf
′′′
β − 375∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′′
p,q,r ∆
′, ′′
s,t f
′′
αf
′′
β+
+ 840∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′′
αf
′′
β + 180∆
′, ′′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′
s,t f
′′
αf
′′
β+
+ 144∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′′
s,t f
′′
αf
′′
β + 144∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′′, ′′′
s,t f
′′
αf
′′
β−
− 1440∆
′, ′′, ′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′′
s,t f
′′
αf
′′′
β + 480∆
′, ′′, ′′′′
i,j,k ∆
′, ′′, ′′′
p,q,r ∆
′, ′′
s,t f
′′
αf
′′′
β ,
where the roman indices satisfy 1 6 i < j < k 6 4, where 1 6 p <
q < r 6 4, where 1 6 s < r 6 4 and where the two greek indices α, β
satisfy 1 6 α, β 6 4 without restriction and finally the total number of these
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invariants generating the Demailly-Semple algebra E44 equals:
1 + 4 + 6 + 24 + 96 + 4 + 16 + 64+
+ 36 + 24 + 96 + 384 + 64 + 96 + 384 + 1536 = 2835 .
Furthermore, in the preceding dimension n = 3 for jets of the same order
κ = 4, the Demailly-Semple algebra E34 is generated by the analogous list
from which one removes the four-dimensional Wronskian W 101,2,3,4 and in
which the triples of skew-symmetric indices [i, j, k] and [p, q, r] are set to
[1, 2, 3] while [p, q] satisfy 1 6 p < q 6 3 and α, β satisfy 1 6 α, β 6 3
without restriction, whence the total number of generators of E34 equals:
3 + 3 + 9 + 27 + 1 + 3 + 9 + 9 + 3 + 9 + 27 + 3 + 3 + 9 + 27 = 145 .
§12. APPROXIMATE SCHUR BUNDLE DECOMPOSITION OF E44,mT ∗X
Finite generation. Thus, we know from the preceding section that UE44 is gener-
ated by the sixteen bi-invariant polynomials:
Λ3, Λ5, Λ7, D6, D8, N10, M8, E10, L12, Q14, R15, U17, V 19, X21, f ′1, W
10,
whose weight appears as an exponent. A general polynomial in these 16 invariants
writes:∑
coeff·
(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f (
M8
)g (
E10
)h (
L12
)i(
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n (
f ′1
)o (
W 10
)p
,
where a, b, c, d, e, f, g, h, i, j, k, l,m, n, o and p are nonnegative integer exponents.
We temporarily use the letterm which should not make confusion with the weight-
ing m appearing in UEnκ,m. When one requires that such a polynomial has weight
m, the sum should be restricted to exponents satisfying:
m = 3a+5b+7c+6d+8e+10f+8g+10h+12i+14j+15k+17l+19m+21n+o+10p.
When one furthermore restricts such a general polynomial to {f ′1 = 0}, one gets:∑
3a+5b+···+21n+10p=m
coeff·
(
Λ3
∣∣
0
)a (
Λ5
∣∣
0
)b (
Λ7
∣∣
0
)c (
D6
∣∣
0
)d (
D8
∣∣
0
)e (
N10
∣∣
0
)f (
M8
∣∣
0
)g (
E10
∣∣
0
)h
(
L12
∣∣
0
)i (
Q14
∣∣
0
)j (
R15
∣∣
0
)k (
U17
∣∣
0
)l (
V 19
∣∣
0
)m (
X21
∣∣
0
)n (
W 10
∣∣
0
)p
.
Next, let Syz41 denote the ideal of C
[
Λ3|0, . . . , X21|0
]
generated by the 41 lexico-
graphic syzygies written on p. 73 (in which one sets f ′1 = 0) holding between the
ordered variables:
Λ3
∣∣
0
> Λ5
∣∣
0
> Λ7
∣∣
0
> D6
∣∣
0
> D8
∣∣
0
> N10
∣∣
0
> M8
∣∣
0
> E10
∣∣
0
>
L12
∣∣
0
> Q14
∣∣
0
> R15
∣∣
0
> U17
∣∣
0
> V 19
∣∣
0
> X21
∣∣
0
.
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We list in columns the 41 Leading Terms of these 41 syzygies:
Λ3|0Λ
7|0
LT
: a > 1, c > 1 Λ5|0D
8|0
LT
: b > 1, e > 1
Λ3|0D
8|0
LT
: a > 1, e > 1 Λ5|0N
10|0
LT
: b > 1, f > 1
Λ3|0N
10|0
LT
: a > 1, f > 1 Λ5|0L
12|0
LT
: b > 1, i > 1
Λ3|0L
12|0
LT
: a > 1, i > 1 Λ5|0Q
14|0
LT
: b > 1, j > 1
Λ3|0Q
14|0
LT
: a > 1, j > 1 Λ5|0R
15|0
LT
: b > 1, k > 1
Λ3|0R
15|0
LT
: a > 1, k > 1 Λ5|0U
17|0
LT
: b > 1, l > 1
Λ3|0U
17|0
LT
: a > 1, l > 1 Λ5|0V
19|0
LT
: b > 1, m > 1
Λ3|0V
19|0
LT
: a > 1, m > 1 Λ5|0X
21|0
LT
: b > 1, n > 1
Λ3|0X
21|0
LT
: a > 1, n > 1
Λ7|0R
15|0
LT
: c > 1, k > 1 D6|0N
10|0
LT
: d > 1, f > 1
Λ7|0U
17|0
LT
: c > 1, l > 1 D6|0L
12|0
LT
: d > 1, i > 1
Λ7|0V
19|0
LT
: c > 1, m > 1 D6|0Q
14|0
LT
: d > 1, j > 1
Λ7|0X
21|0
LT
: c > 1, n > 1 D6|0V
19|0
LT
: d > 1, m > 1
D6|0X
21|0
LT
: d > 1, n > 1
D8|0L
12|0
LT
: e > 1, i > 1 D6|0M
8|0R
15|0
LT
: d > 1, g > 1, k > 1
D8|0Q
14|0
LT
: e > 1, j > 1 D8|0M
8|0R
15|0
LT
: e > 1, g > 1, k > 1
D8|0V
19|0
LT
: e > 1, m > 1 N10|0M
8|0R
15|0
LT
: f > 1, g > 1, k > 1
D8|0X
21|0
LT
: e > 1, n > 1 M8|0R
15|0R
15|0
LT
: g > 1, k > 2
E10|0Q
14|0
LT
: h > 1, j > 1 N10|0E
10|0V
19|0
LT
: f > 1, h > 1, m > 1
E10|0X
21|0
LT
: h > 1, n > 1 N10|0L
12|0V
19|0
LT
: f > 1, i > 1, m > 1
N10|0L
12|0X
21|0
LT
: f > 1, i > 1, n > 1
L12|0L
12|0X
21|0
LT
: i > 2, n > 1 N10|0U
17|0X
21|0
LT
: f > 1, l > 1, n > 1
If, by LT
(
Syz41
)
, we denote the monomial ideal of C
[
Λ3
∣∣
0
, . . . , X21
∣∣
0
]
generated
by these 41 Leading Terms, a known elementary property of reduced Gro¨bner
bases shows that:
C
[
Λ3
∣∣
0
, . . . , X21
∣∣
0
]/
Syz41 ≃ C
[
Λ3
∣∣
0
, . . . , X21
∣∣
0
]/
LT
(
Syz41
)
.
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More suitably for our purposes, the theorem on p. 75 states that any bi-invariant
of weight m writes uniquely under the form:
P
(
jκf
)
=
∑
o, p
(f ′1)
o
(
W 10
)p ∑
(a,b,...,n)∈N14\(1∪···∪41)
3a+···+21n=m−o−10p
coeffa,...,n,o,p ·
·
(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f(
M8
)g (
E10
)h(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n
,
with coefficients coeffa,...,n,o,p subjected to no restriction, where 1, . . . , 41 de-
note the quadrants in N14 having vertex at the leading terms of our 41 syzygies.
Our goal now is to compute an approximation of this general sum of monomials
which will suffice for our Euler-Poincare´ characteristic computations below.
A general monomial in C
[
Λ3, . . . , X21
]
writes:
Monomial =
(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f (
M8
)g (
E10
)h(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n
.
Such a monomial belongs to the monomial ideal LT
(
Syz41
)
if and only if it is a
multiple of at least one of the 41 Leading Terms. Equivalently, the 14-tuple of
integers (a, . . . , n) belongs to at least one quadranti with vertex the exponent of
the leading term of the i-th syzygy. For instance, being a multiple of Λ3Λ7 occurs
when and only when a > 1 and c > 1. In fact, in our complete list of the 41
leading terms above, just after each leading Term, we have in advance written the
condition that such a Monomial be a multiple of it.
On the contrary, for Monomial not to be a multiple of Λ3Λ7, it is necessary and
sufficient that a = 0 or c = 0, and more generally, for it to belong to the relevant
quotient ideal:
C
[
Λ3, . . . , X21
]/
LT
(
Syz41
)
,
it is necessary and sufficient that its 14-tuple exponent
(
a, b, c, d, e, f, g, h, i, j, k, l,m, n
)
∈
N14 belongs to the following intersection of 41 subsets of N14:{
a = 0
}
∪
{
c = 0
}⋂{
a = 0
}
∪
{
e = 0
}⋂
· · ·
⋂{
f = 0}∪
{
l = 0
}
∪
{
n = 0
}
.
To compute this intersection, we shall abbreviate for instance
{
a = 0
}
∪
{
c =
0
}
by (a + c) with the symbol “+” denoting union, and with the intersection
being denoted by an unwritten multiplication symbol, so that we may develope
for instance the product of the first two terms as follows:{
a = 0
}
∪
{
c = 0
}⋂{
a = 0
}
∪
{
e = 0
}
≡ (a+ c)(a+ e)
= aa + ae + ca+ ce
= a + ce,
and simplify it immediately, on understanding that the symbol a represents
{
a =
0}, hence contains both ae ≡
{
a = e = 0} and ca ≡
{
c = a = 0
}
.
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With such a convention, grouping by packages, we may compute the intersec-
tions colum by column, starting with the first column containing Λ3|0:
(a+c)(a+e)(a+f)(a+ i)(a+j)(a+k)(a+ l)(a+m)(a+n) = a+cefijklmn,
and getting in sum nine “words” that we should further “intersect”:
a+ cefijklmn,
b+ efijklmn,
c+ klmn,
d+ fijmn,
e+ ijmn,
(d+ g + k)(e+ g + k)(f + g + k)(g + k + k1),
h+ jn,
i+ i1 + n,
(f + h+m)(f + i+m)(f + i+ n)(f + l + n).
Here, the “letter” k1 appearing at the end of the sixth line means the subset
{
k =
1
}
of N14, not to be confused with k ≡
{
k = 0
}
. Let us develope step by step the
sixth and the ninth lines:
(d+ g + k)(e+ g + k)(f + g + k)(g + k + k1) =
(d+ g + k)(e+ g + k)(g + k + fk1) =
(d+ g + k)(g + k + efk1) =
g + k + defk1
(f + h +m)(f + i+m)(f + i+ n)(f + l + n) =
(f + h +m)(f + i+m)(f + n + il) =
(f + h +m)(f + il + in +mn) =
f + hil + hin +mn + ilm.
Now we compute the product of the lines 3, 4, 5, 7:
(c+ klmn)(d + fijmn)(e+ ijmn)(h + jn) =
(c+ klmn)(d + fijmn)(eh + ejn+ ijmn) =
(c+ klmn)(deh + dejn+ dijmn + fijmn) =
cdeh+ cdejn+ cdijmn + cfijmn + dehklmn + dejklmn + dijklmn + fijklmn
and the product of the lines 1 and 2:
ab+ aefijklmn + cefijklmn,
whence the product of the lines 1, 2, 3, 4, 5, 7 is:
abcdeh + abcdejn + abcdijmn + abcfijmn + abdehklmn + abdejklmn+
+ abdijklmn + abfijklmn + aefijklmn + cefijklmn.
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On the other hand, the product of the lines 9, 6, 8 is:
(f + hil + hin+mn + ilm)(g + k + defk1)(i+ i1 + n) =
(f + hil + hin+mn + ilm)(gi+ gi1 + gn+ ik + i1k + kn+ defik1 + defi1k1 + defk1n) =
When developing the latter product, sometimes words containing the product ii1
(or kk1) might appear. But they denote the empty set {i = 0} ∩ {i = 1}, so they
should be left out. The direct result of the product, before any simplification, is:
= fgi+ fgi1 + fgn+ fik + fi1k + fkn+ defik1 + defi1k1 + defk1n+
+ ghil + ∅+ ghiln+ hikl + ∅+ hikln + defik1l + ∅+ defhik1ln+
+ ghin+ ∅+ ghin+ hikn + ∅+ hikn + defhik1n + ∅+ defhik1n+
+ gimn+ gi1mn + gmn+ ikmn + i1kmn + kmn + defik1mn + defi1k1mn + defk1mn+
+ gilm+ ∅+ gilmn+ iklm + ∅+ iklmn + defik1lm+ ∅+ defik1lmn,
and after simplification:
= fgi+ fgi1 + fgn+ fik + fi1k + fkn+ defik1 + defi1k1 + defk1n+
+ ghil + hikl + ghin+ hikn + gmn+ kmn + gilm+ iklm.
The final multiplication shall be:
(
abcdeh + abcdejn+ abcdijmn + abcfijmn + abdehklmn + abdejklmn+
+ abdijklmn + abfijklmnaefijklmn + cefijklmn
)
·
·
(
fgi+ fgi1 + fgn+ fik + fi1k + fkn+ defik1 + defi1k1 + defk1n+
+ ghil + hikl + ghin+ hikn + gmn+ kmn + gilm+ iklm
)
,
but we will not expand it completely.
Twenty-four families of monomials. Instead, we will compute the product
modulo words which contain more than 9 letters. The reason why we do so will
AN ALGORITHM TO GENERATE ALL DEMAILLY-SEMPLE INVARIANTS 83
be appearent later. The result then consists of 30 words of 9 letters:
A : abcdefghi J : abcdegjmn
A′ : abcdefghi1 K : abcdehikl
B : abcdefghn L : abcdehikn
C : abcdefgjn M : abcdehkmn
D : abcdefhik N : abcdejkmn
D′ : abcdefhi1k O : abcdgijmn
D′′ : abcdefhik1 P : abcdijkmn
D′′′ : abcdefhi1k1 Q : abcfgijmn
E : abcdefhkn R : abcfijkmn
E′ : abcdefhk1n S : abdehklmn
F : abcdefjkn T : abdejklmn
F′ : abcdefjk1n U : abdijklmn
G : abcdeghil V : abfijklmn
H : abcdeghin W : aefijklmn
I : abcdeghimn X : cefijklmn
Recalling that the first word abcdefghi for instance means the condition
{
a =
b = c = d = e = f = g = h = i = 0
}
on the exponents of a general monomial,
we may therefore list in an extensive array the 24 families A, B, C, D, E, F, G, H,
I, J, K, L, M, N, O, P, Q, R, S, T, U, V, W, X of corresponding monomials, the
subsidiary families A′; D′, D′′, D′′′; E′; F′ being considered as similar to A; D; E;
F:
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A : • • • • • • • • •
(
Q14
)j (
R15
)k (
U17
)l (
V 19
)m (
X21
)n
(f ′1)
o
(
W 10
)p
B : • • • • • • • •
(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
C : • • • • • • •
(
E10
)h (
L12
)i
•
(
R15
)k (
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
D : • • • • • •
(
M8
)g
• •
(
Q14
)j
•
(
U17
)l (
V 19
)m (
X21
)n
(f ′1)
o
(
W 10
)p
E : • • • • • •
(
M8
)g
•
(
L12
)i (
Q14
)j
•
(
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
F : • • • • • •
(
M8
)g (
E10
)h (
L12
)i
• •
(
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
G : • • • • •
(
N10
)f
• • •
(
Q14
)j (
R15
)k
•
(
V 19
)m (
X21
)n
(f ′1)
o
(
W 10
)p
H : • • • • •
(
N10
)f
• • •
(
Q14
)j (
R15
)k (
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
I : • • • • •
(
N10
)f
• •
(
L12
)i (
Q14
)j (
R15
)k (
U17
)l
• • (f ′1)
o
(
W 10
)p
J : • • • • •
(
N10
)f
•
(
E10
)h (
L12
)i
•
(
R15
)k (
U17
)l
• • (f ′1)
o
(
W 10
)p
K : • • • • •
(
N10
)f (
M8
)g
• •
(
Q14
)j
• •
(
V 19
)m (
X21
)n
(f ′1)
o
(
W 10
)p
L : • • • • •
(
N10
)f (
M8
)g
• •
(
Q14
)j
•
(
U17
)l (
V 19
)m
• (f ′1)
o
(
W 10
)p
M : • • • • •
(
N10
)f (
M8
)g
•
(
L12
)i (
Q14
)j
•
(
U17
)l
• • (f ′1)
o
(
W 10
)p
N : • • • • •
(
N10
)f (
M8
)g (
E10
)h (
L12
)i
• •
(
U17
)l
• • (f ′1)
o
(
W 10
)p
O : • • • •
(
D8
)e (
N10
)f
•
(
E10
)h
• •
(
R15
)k (
U17
)l
• • (f ′1)
o
(
W 10
)p
P : • • • •
(
D8
)e (
N10
)f (
M8
)g (
E10
)h
• • •
(
U17
)l
• • (f ′1)
o
(
W 10
)p
Q : • • •
(
D6
)d (
D8
)e
• •
(
E10
)h
• •
(
R15
)k (
U17
)l
• • (f ′1)
o
(
W 10
)p
R : • • •
(
D6
)d (
D8
)e
•
(
M8
)g (
E10
)h
• • •
(
U17
)l
• • (f ′1)
o
(
W 10
)p
S : • •
(
Λ7
)c
• •
(
N10
)f (
M8
)g
•
(
L12
)i (
Q14
)j
• • • • (f ′1)
o
(
W 10
)p
T : • •
(
Λ7
)c
• •
(
N10
)f (
M8
)g (
E10
)h (
L12
)i
• • • • • (f ′1)
o
(
W 10
)p
U : • •
(
Λ7
)c
•
(
D8
)e (
N10
)f (
M8
)g (
E10
)h
• • • • • • (f ′1)
o
(
W 10
)p
V : • •
(
Λ7
)c (
D6
)d (
D8
)e
•
(
M8
)g (
E10
)h
• • • • • • (f ′1)
o
(
W 10
)p
W : •
(
Λ5
)b (
Λ7
)c (
D6
)d
• •
(
M8
)g (
E10
)h
• • • • • • (f ′1)
o
(
W 10
)p
X :
(
Λ3
)a (
Λ5
)b
•
(
D6
)d
• •
(
M8
)g (
E10
)h
• • • • • •
(
f ′1
)o (
W 10
)p
General Schur bundle decomposition of E44,mT ∗X . By general representation
theory, the polynomial action of GL4(C) decomposes in a certain direct sum of ir-
reducible Schur representations. What we call bi-invariants correspond to vectors
of highest weight for the GL4(C)-representation. To each vector of highest weight
corresponds one and only one irreducible Schur representation. Such a vector of
highest weight is nothing else but a monomial:(
Λ3
)a (
Λ5
)b (
Λ7
)c (
D6
)d (
D8
)e (
N10
)f (
M8
)g (
E10
)h(
L12
)i (
Q14
)j (
R15
)k (
U17
)l (
V 19
)m′ (
X21
)n
(f ′1)
o
(
W 10
)
,
with the usual condition on exponents: 3a+· · ·+21n+o+10p = m and (a, . . . , n)
belonging to the complement N14
∖(
1 ∪ · · · ∪ 41
)
of the 41 quadrants. From
now on, we denote by m′ the exponent of V 19 to distinguish it from the weight m
of the bi-invariant.
To know what are the four integers ℓ1, ℓ2, ℓ3, ℓ4 of the corresponding Schur rep-
resentations Γ(ℓ1,ℓ2,ℓ3,ℓ4)C4, it suffices to consider the diagonal matrices of GL4(C)
of the form:
x :=

x1 0 0 0
0 x2 0 0
0 0 x3 0
0 0 0 x4
 ,
for which all vectors of highest weight are then just eigenvectors having eigenvalue
of the form xℓ11 xℓ22 xℓ33 xℓ44 .
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Here in our situation, coming back to the theorem which describes the 2835
generators of E44, we should at first write down our 16 bi-invariants under a form
in which we emphasize the lower indices as we did for the general invariants. This
gives us the following more informative list:
ℓ3[1,2], ℓ
5
[1,2]; 1, ℓ
7
[1,2]; 1,1, D
6
[1,2,3], D
8
[1,2,3]; 1, N
10
[1,2,3]; 1,1, M
8
[1,2],[1,2],
E10[1,2,3],[1,2], L
12
[1,2,3],[1,2]; 1, Q
14
[1,2,3],[1,2]; 1,1, R
15
[1,2,3],[1,2,3]; 1,
U17[1,2,3],[1,2,3],[1,2], V
19
[1,2,3],[1,2,3],[1,2];1, X
21
[1,2,3],[1,2,3],[1,2];1,1, f
′
1, W
10
[1,2,3,4]
.
Then it is easy to realize that ℓ1, ℓ2, ℓ3, ℓ4 just count the number of indices 1, 2, 3,
4 respectively at the bottom of each invariant. Consequently, we have the sixteen
correspondences: (
ℓ3
)a
: Γ(a,a,0,0)C4(
ℓ5
)b
: Γ(2b,b,0,0)C4(
ℓ7
)c
: Γ(3c,c,0,0)C4(
D6
)d
: Γ(d,d,d,0)C4(
D8
)e
: Γ(2e,e,e,0)C4(
N10
)f
: Γ(3f,f,f,0)C4(
M8
)g
: Γ(2g,2g,0,0)C4(
E10
)h
: Γ(2h,2h,h,0)C4(
L12
)i
: Γ(3i,2i,i,0)C4(
Q14
)j
: Γ(4j,2j,j,0)C4(
R15
)k
: Γ(3k,2k,2k,0)C4(
U17
)l
: Γ(3l,3l,2l,0)C4(
V 19
)m′
: Γ(4m
′,3m′,2m′,0)C4(
X21
)n
: Γ(5n,3n,2n,0)C4(
f ′1)
o : Γ(o,0,0,0)C4(
W 10
)p
: Γ(p,p,p,p)C4
and it immediately follows that the Schur representation Γ(ℓ1,ℓ2,ℓ3,ℓ4)C4 which cor-
responds to the general monomial written above has integers ℓi given by:
ℓ1 = o+ a + 2b+ 3c+ d+ 2e+ 3f + 2g + 2h+ 3i+ 4j + 3k + 3l + 4m
′ + 5n+ p,
ℓ2 = a+ b+ c+ d+ e+ f + 2g + 2h+ 2i+ 2j + 2k + 3l + 3m
′ + 3n + p,
ℓ3 = d+ e+ f + h+ i+ j + 2k + 2l + 2m
′ + 2n+ p,
ℓ4 = p.
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By a direct application of the theorem on p. 75 of §11, we obtain an exact Schur
bundle decompositition of the graduate m-th part E44,mT ∗X of the Demailly-Semple
bundle E44T ∗X on a complex algebraic hypersurface X ⊂ P5(C).
THEOREM In dimension n = 4 for jet order κ = 4, graduate m-th part
E44,mT
∗
X of the Demailly-Semple bundle E44T ∗X = ⊕m E44,mT ∗X on a complex al-
gebraic hypersurface X ⊂ P5(C) has the following decomposition in direct
sums of Schur bundles:
E44,mT
∗
X =
⊕
(a,b,...,n)∈N14\(1∪···∪41)
o+3a+···+21n+10p=m
Γ

o+ a+ 2b+ 3c+ d+ 2e + 3f + 2g + 2h+ 3i+ 4j + 3k + 3l + 4m′ + 5n+ p
a+ b+ c+ d+ e+ f + 2g + 2h+ 2i+ 2j + 2k + 3l + 3m′ + 3n+ p
d+ e+ f + h+ i+ j + 2k + 2l + 2m′ + 2n+ p
p
T ∗X ,
where the 41 subsets i of N14 are precisely defined by:{
a > 1, c > 1
}
,
{
a > 1, e > 1
}
,
{
a > 1, f > 1
}
,
{
a > 1, i > 1
}
,{
a > 1, j > 1
}
,
{
a > 1, k > 1
}
,
{
a > 1, l > 1
}
,
{
a > 1, m′ > 1
}
,{
a > 1, n > 1
}
,
{
b > 1, e > 1
}
,
{
b > 1, f > 1
}
,
{
b > 1, i > 1
}
,{
b > 1, j > 1
}
,
{
b > 1, k > 1
}
,
{
b > 1, l > 1
}
,
{
b > 1, m′ > 1
}
,{
b > 1, n > 1
}
,
{
c > 1, k > 1
}
,
{
c > 1, l > 1
}
,
{
c > 1, m′ > 1
}
,{
c > 1, n > 1
}
,
{
d > 1, f > 1
}
,
{
d > 1, i > 1
}
,
{
d > 1, j > 1
}
,{
d > 1, m > 1
}
,
{
d > 1, n > 1
}
,
{
e > 1, i > 1
}
,
{
e > 1, j > 1
}
,{
e > 1, m′ > 1
}
,
{
e > 1, n > 1
}
,
{
d > 1, g > 1, k > 1
}
,{
e > 1, g > 1, k > 1
}
,
{
f > 1, g > 1, k > 1
}
,
{
g > 1, k > 2
}
,{
h > 1, j > 1
}
,
{
h > 1, n > 1
}
,
{
i > 2, n > 1
}
,{
f > 1, h > 1, m′ > 1
}
,
{
f > 1, i > 1, m′ > 1
}
,
{
f > 1, i > 1, n > 1
}
,{
f > 1, l > 1, n > 1
}
.
In addition, in the preceding dimension n = 3 for jets of the same order
κ = 4, one has an entirely similar Schur bundle decomposition of E34,mT ∗X
for any m in which one removes W 10, one sets p = 0 and one removes the
fourth component ℓ4 of Γ(ℓ1,ℓ2,ℓ3,ℓ4):
E34,mT
∗
X =
⊕
(a,b,...,n)∈N14\(1∪···∪41)
o+3a+···+21n=m
Γ
 o+ a+ 2b+ 3c+ d+ 2e+ 3f + 2g + 2h+ 3i+ 4j + 3k + 3l+ 4m′ + 5na+ b+ c+ d+ e+ f + 2g + 2h+ 2i+ 2j + 2k + 3l+ 3m′ + 3n
d+ e+ f + h+ i + j + 2k + 2l+ 2m′ + 2n
T ∗X .
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Approximate Schur bundle decomposition. We now come back to our 24
words of 9 letters and we make three remarks which will simplify a bit the further
computations.
• The full complementN14
∖(
1∪· · ·∪41
)
is slightly larger than the union of
the 30 subsets ofN14 defined byA, A′, B, . . . , WX, in the sense that it contains also
a finite number of subsets defined by equating to 0 (or to 1) more than 9 exponents.
These subsets will not contribute to the dominant term m16 when calculating the
Euler-Poincare´ characteristic of E44,mT ∗X and hence, they will at once be left out.
• The first family A corresponds to a general polynomial of the form:∑
o+14j+15k+17l+19m′+21n+10p=m
Aj,k,l,m′,n,o,p ·
(
Q14
)j(
R15
)k(
U17
)l(
V 19
)m′
(
X21
)n(
f ′1
)o(
W 10
)p
.
The second family A′ corresponds to a general polynomial of the form:
L12
∑
o+14j+15k+17l+19m′+21n+10p=m−12
A′j,k,l,m′,n,o,p ·
(
Q14
)j(
R15
)k(
U17
)l(
V 19
)m′
(
X21
)n(
f ′1
)o(
W 10
)p
.
It is entirely of the same type as A, except that the weight m is replaced by m−12.
We will see that its contribution to the dominant m16-term of the Euler-Poincare´
characteristic is exactly the same25, hence we will remove A′ and provide the fam-
ily A with the multiplicity 2. Similarly, D, E and F will have multiplicity 4, 2 and
2.
• The third (now second) family B corresponds to a general polynomial of the
form: ∑
o+12i+14j+15k+17l+19m′+10p=m
Bi,j,k,l,m′,o,p·
(
L12
)i(
Q14
)j(
R15
)k
(
U17
)l(
V 19
)m′(
f ′1
)o(
W 10
)p
,
hence its intersection with the family A is nontrivial, consisting of polynomials of
the form: ∑
o+14j+15k+17l+19m′+10p=m
B˜j,k,l,m′,o,p ·
(
Q14
)j(
R15
)k(
U17
)l(
V 19
)m′(
f ′1
)o(
W 10
)p
.
In principle, we should write the union of two overlapping families A ∪ B in the
form of two non-intersecting families: A ∪
(
B\A
)
, but here again, because the
intersection A ∩ B is represented by the word abcdefghin which has 10 > 9
letters, this intersection will only contribute the Euler-Poincare´ characteristic as
an O(m15), which will not perturb the dominant term m16, as m → ∞. So we
can consider the 24 remaining families (a bit of which have multiplicities) without
caring about overlappings.
25 The argument will simply be that (m− cst.)16 = m16 +O(m15) as m→∞.
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In summary, up to certain negligible sums of Schur bundles which will not
contribute to the dominant m16-term while calculating the Euler-Poincare´ char-
acteristic of E44,mT ∗X , we have to consider 24 direct sums of Schur bundles with
multiplicities, indexed from A up to X in the roman alphabet:
A : 2·
⊕
m=o+14j+15k+17l+19m+21n+10p
Γ

o+ 4j + 3k + 3l+ 4m+ 5n+ p
2j + 2k + 3l+ 3m+ 3n+ p
j + 2k + 2l+ 2m+ 2n+ p
p
 T ∗X ,
B :
⊕
m=o+12i+14j+15k+17l+19m+10p
Γ

o+ 3i+ 4j + 3k + 3l+ 4m+ p
2i+ 2j + 2k + 3l+ 3m+ p
i+ j + 2k + 2l+ 2m+ p
p
 T ∗X ,
C :
⊕
m=o+10h+12i+15k+17l+19m+10p
Γ

o+ 2h+ 3i+ 3k + 3l+ 4m+ p
2h+ 2i+ 2k + 3l+ 3m+ p
h+ i+ 2k + 2l+ 2m+ p
p
 T ∗X ,
D : 4·
⊕
m=o+8g+14j+17l+19m+21n+10p
Γ

o+ 2g + 4j + 3l+ 4m+ 5n+ p
2g + 2j + 3l+ 3m+ 3n+ p
j + 2l+ 2m+ 2n+ p
p
 T ∗X ,
E : 2·
⊕
m=o+8g+12i+14j+17l+19m+10p
Γ

o+ 2g + 3i+ 4j + 3l+ 4m+ p
2g + 2i+ 2j + 3l+ 3m+ p
i+ j + 2l+ 2m+ p
p
 T ∗X ,
F : 2·
⊕
m=o+8g+10h+12i+17l+19m+10p
Γ

o+ 2g + 2h+ 3i+ 3l+ 4m+ p
2g + 2h+ 2i+ 3l+ 3m+ p
h+ i+ 2l+ 2m+ p
p
 T ∗X ,
G :
⊕
m=o+10f+14j+15k+19m+21n+10p
Γ

o+ 3f + 4j + 3k + 4m+ 5n+ p
f + 2j + 2k + 3m+ 3n+ p
f + j + 2k + 2m+ 2n+ p
p
 T ∗X ,
H :
⊕
m=o+10f+14j+15k+17l+19m+10p
Γ

o+ 3f + 4j + 3k + 3l + 4m+ p
f + 2j + 2k + 3l + 3m+ p
f + j + 2k + 2l + 2m+ p
p
 T ∗X ,
I :
⊕
m=o+10f+12i+14j+15k+17l+10p
Γ

o+ 3f + 3i+ 4j + 3k + 3l+ p
f + 2i+ 2j + 2k + 3l+ p
f + i+ j + 2k + 2l+ p
p
 T ∗X ,
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J :
⊕
m=o+10f+10h+12i+15k+17l+10p
Γ

o+ 3f + 2h+ 3i+ 3k + 3l + p
f + 2h+ 2i+ 2k + 3l + p
f + h+ i+ 2k + 2l + p
p
 T ∗X ,
K :
⊕
m=o+10f+8g+14j+19m+21n+10p
Γ

o+ 3f + 2g + 4j + 4m+ 5n+ p
f + 2g + 2j + 3m+ 3n+ p
f + j + 2m+ 2n+ p
p
 T ∗X ,
L :
⊕
m=o+10f+8g+14j+17l+19m+10p
Γ

o+ 3f + 2g + 4j + 3l + 4m+ p
f + 2g + 2j + 3l + 3m+ p
f + j + 2l + 2m+ p
p
 T ∗X ,
M :
⊕
m=o+10f+8g+12i+14j+17l+10p
Γ

o+ 3f + 2g + 3i+ 4j + 3l+ p
f + 2g + 2i+ 2j + 3l+ p
f + i+ j + 2l+ p
p
 T ∗X ,
N :
⊕
m=o+10f+8g+10h+12i+17l+10p
Γ

o+ 3f + 2g + 2h+ 3i+ 3l+ p
f + 2g + 2h+ 2i+ 3l+ p
f + h+ i+ 2l+ p
p
 T ∗X ,
O :
⊕
m=o+8e+10f+10h+15k+17l+10p
Γ

o+ 2e+ 3f + 2h+ 3k + 3l+ p
e+ f + 2h+ 2k + 3l+ p
e+ f + h+ 2k + 2l+ p
p
 T ∗X ,
P :
⊕
m=o+8e+10f+8g+10h+17l+10p
Γ

o+ 2e+ 3f + 2g + 2h+ 3l + p
e+ f + 2g + 2h+ 3l + p
e+ f + h+ 2l + p
p
 T ∗X ,
Q :
⊕
m=o+6d+8e+10h+15k+17l+10p
Γ

o+ d+ 2e+ 2h+ 3k + 3l+ p
d+ e+ 2h+ 2k + 3l+ p
d+ e+ h+ 2k + 2l+ p
p
 T ∗X ,
R :
⊕
m=o+6d+8e+8g+10h+17l+10p
Γ

o+ d+ 2e+ 2g + 2h+ 3l+ p
d+ e + 2g + 2h+ 3l+ p
d+ e + h+ 2l+ p
p
 T ∗X ,
S :
⊕
m=o+7c+10f+8g+12i+14j+10p
Γ

o+ 3c+ 3f + 2g + 3i+ 4j + p
c+ f + 2g + 2i+ 2j + p
f + i+ j + p
p
 T ∗X ,
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T :
⊕
m=o+7c+10f+8g+10h+12i+10p
Γ

o+ 3c+ 3f + 2g + 2h+ 3i+ p
c+ f + 2g + 2h+ 2i+ p
f + h+ i+ p
p
 T ∗X ,
U :
⊕
m=o+7c+8e+10f+8g+10h+10p
Γ

o+ 3c+ 2e+ 3f + 2g + 2h+ p
c+ e + f + 2g + 2h+ p
e+ f + h+ p
p
 T ∗X ,
V :
⊕
m=o+7c+6d+8e+8g+10h+10p
Γ

o+ 3c+ d+ 2e+ 2g + 2h+ p
c+ d+ e+ 2g + 2h+ p
d+ e+ h+ p
p
 T ∗X ,
W :
⊕
m=o+5b+7c+6d+8g+10h+10p
Γ

o+ 2b+ 3c+ d+ 2g + 2h+ p
b + c+ d+ 2g + 2h+ p
d+ h+ p
p
 T ∗X ,
X :
⊕
m=o+3a+5b+6d+8g+10h+10p
Γ

o+ a+ 2b+ d+ 2g + 2h+ p
a+ b+ d+ 2g + 2h+ p
d+ h+ p
p
 T ∗X .
It is now time to speak of the asymptotic of the Euler characteristic of a single
Schur bundle.
§13. ASYMPTOTIC EXPANSION OF THE EULER CHARACTERISTIC
χ
(
Γ(ℓ1,ℓ2,...,ℓn)T ∗X
)
Euler-Poincare´ characteristic of Schur bundles. Let Xn ⊂ Pn+1(C) be a com-
plex algebraic hypersurface and denote by c1, c2, . . . , cn be the Chern classes
ck
(
TX
)
of the tangent bundle TX . Each ck may be represented by a smooth
differential form of bidegree (k, k) on X . One thus assigns the weight k to ck.
Because the total degrees of these forms are all even, the commutation relations
ck1ck2 = ck2ck1 hold for the cup product.
Every polynomial in the Chern classes:∑
k1+···+kn=n
coeff · ck1 ck2 · · · ckn
which is homogeneous of degree n = dimX is represented by an (n, n)-form on
X , hence may be integrated. By a standard abuse of language, such a polynomial
is usually considered both as an (n, n)-form and as the purely numerical quantity:∫
X
∑
k1+···+kn=n
coeff ck1 · ck2 · · · ckn .
For instance, if d denotes the degree of X , one shows
∫
X
cn1 = d
n+1
, a kind of
relation often abbreviated cn1 = dn+1.
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To speak in full generality ([4, 29, 9]), the short exact sequence:
0 −→ TX −→ TPn+1
∣∣
X
−→ OX(d) −→ 0
gives the relation c•
(
TPn+1
∣∣
X
)
= c•
(
TX
)
· c•
(
OX(d)
)
between total Chern classes
of the middle term and of the two extreme ones, or more explicitly:
(1 + h)n+2 =
[
1 + c1 + · · ·+ cn
]
(1 + dh),
where (1 + h)n+2 is the total Chern class of Pn+1 with h = c1
(
OPn+1(1)
)
being
a (1, 1)-form. Consequently, by expanding both the left-hand and the right-hand
sides and by identifying terms of the same bidegree, we get closed expressions for
all the Chern classes.
Lemma. In terms of the hyperplane divisor h = c1
(
OPn+1(1)
)
which satisfies∫
X
hn = d = degX , the Chern classes ck of TX are given by:
ck = (−1)
k hk
(
dk − (n+2)!
1! (n+1)!
dk−1 + · · ·+ (−1)k (n+2)!
k! (n+2−k)!
)
.
Proof. We indeed expand the two sides of the above relation between total Chern
classes:
1+ (n+2)!
1! (n+1)!
h+ · · ·+ (n+2)!
n! 2!
hn = 1+(c1+dh)+(c2+dc1h)+ · · ·+(cn+dcn−1h),
on understanding that the forms hn+1, hn+2 and cnh of degree > 2n vanish identi-
cally. Identifying forms of the same bidegree yields the binomial-type recurrence
relations: ck = (n+2)!k! (n+2−k)! h
k − dck−1h. 
It follows for instance as we said that cn1 = (−1)ndn+1 and that cn−21 c2 =
(−1)n−2d
(
d− (n+2)!
(n+1)! 1!
)n−2(
d2 − (n+2)!
(n+1)! 1!
d+ (n+2)!
n! 2!
)
are numerical quantities.
Following [18], one introduces the formal factorization:
1 + c1 x+ c2 x
2 + · · ·+ cn x
n =
∏
06i6n
(
1 + ai x
)
,
using new formal symbols ai whose elementary symmetric functions regive the
Chern classes ck:
ck =
∑
16i1<i2<···<ik6n
ai1 ai2 · · · aik ,
so that any polynomial P
(
a1, . . . , an
)
in the ai which is invariant under all per-
mutations of its arguments may in fact be expressed in terms of the ck. Every
such a symmetric P
(
a1, . . . , an
)
which is homogeneous of degree n may thus be
considered as a numerical quantity, after integration.
Proposition. ([18, 28]) The Euler-Poincare´ characteristic:
χ
(
X, Γ(ℓ1,...,ℓn) TX
)
=
n∑
i=0
(−1)i dimH i
(
X, Γ(ℓ1,...,ℓn) TX
)
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of an arbitrary Schur bundle Γ(ℓ1,ℓ2,...,ℓn) TX with ℓ1 > ℓ2 > · · · > ℓn is given as
(the integral over X of) the rewriting by means of the ck of all the terms which
are homogeneous of degree n with respect to a1, . . . , an in the expansion of the
(symmetric) quotient:∣∣∣∣∣∣∣
ea1ℓ
′
1 · · · ea1ℓ
′
n
.
.
.
.
.
.
.
.
.
eanℓ
′
1 · · · eanℓ
′
n
∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣
e(n−1)a1 · · · 1
.
.
.
.
.
.
.
.
.
e(n−1)an · · · 1
∣∣∣∣∣∣,
in which one has abbreviated for notational condensation:
ℓ′1 := ℓ1 + n− 1, ℓ
′
2 := ℓ2 + n− 2, . . . . . . , ℓ
′
n := ℓn.
We shall admit this result. In fact, the well known Van der Monde determinant
yields an approximate expression of the denominator:∣∣∣∣∣∣
e(n−1)a1 · · · 1
.
.
.
.
.
.
.
.
.
e(n−1)an · · · 1
∣∣∣∣∣∣ =
∏
16i<j6n
(
eai − eaj
)
=
∏
16i<j6n
(
ai − aj
)
·
[
1 +R(a1, . . . , an)
]
,
where the remainder R(a) denotes a local holomorphic function which vanishes at
the origin. Because the determinant at the numerator also visibly vanishes when-
ever one ai1 is equal to another ai2 , for some two distinct indices i1 and i2, this
numerator also is a multiple, as a holomorphic function, of the same product∏
16i<j6n
(
ai − aj
)
. Consequently, when one expands simultaneously the nu-
merator and the denominator, the two products should cancel out:∏
i<j (ai − aj)
[
S(a, ℓ′)
]∏
i<j (ai − aj)
[
1 +R(a)
] = S(a, ℓ′)[1− R(a) +R(a)2 − R(a)3 + · · · ]
and one should obtain a power series in which only the homogeneous terms of
degree n in the ai are relevant. Getting a partial explicit expression of the result is
our next goal.
Asymptotic expansion of the Euler-Poincare´ characteristic of Γ(ℓ1,ℓ2,...,ℓn) TX .
A partition of n is any sequence:
λ =
(
λ1, λ2, . . . , λn
)
of non-negative integers listed in decreasing order:
λ1 > λ2 > · · · > λn,
whose total sum equals n:
λ1 + λ2 + · · ·+ λn = n.
The diagram of a partition λ = (λ1, λ2, . . . , λn) in the real plane consists of λ1
squares of length one placed above λ2 squares of length one, etc., placed above
λn squares of length one, all horizontal series of squares being justified to the
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left along a fixed vertical line; some figures appear below. The conjugate of a
partition λ is the partition λc = (λc1, λc2, . . . , λcn) whose diagram is obtained from
the diagram of λ by reflecting it across its main diagonal. Hence λci is the number
of squares in the i-th column of λ, or equivalently λci = Card
{
j : λj > i
}
.
THEOREM The terms of highest order with respect to |ℓ| = max16i6n ℓi
in the Euler-Poincare´ characteristic of the Schur bundle Γ(ℓ1,ℓ2,...,ℓn) TX are
homogeneous of order O
(
|ℓ|
n(n+1)
2
)
and they are given by a sum of ℓ′i-
determinants indexed by all the partitions (λ1, . . . , λn) of n:
χ
(
X, Γ(ℓ1,ℓ2,...,ℓn) TX
)
=
=
∑
λ partition of n
Cλc
(λ1 + n− 1)! · · · λn!
∣∣∣∣∣∣∣∣∣
ℓ′1
λ1+n−1 ℓ′2
λ1+n−1 · · · ℓ′n
λ1+n−1
ℓ′1
λ2+n−2 ℓ′2
λ2+n−2 · · · ℓ′n
λ2+n−2
.
.
.
.
.
.
.
.
.
.
.
.
ℓ′1
λn ℓ′2
λn · · · ℓ′n
λn
∣∣∣∣∣∣∣∣∣
+
+O
(
|ℓ|
n(n+1)
2
−1
)
,
where ℓ′i := ℓi + n − i for notational brevity, with coefficients Cλc being ex-
pressed in terms of the Chern classes ck
(
TX
)
= ck of TX by means of
Giambelli’s determinantal expression depending upon the conjugate parti-
tion λc:
Cλc = C(λc1,...,λcn) =
∣∣∣∣∣∣∣∣
cλc1 cλc1+1 cλc1+2 · · · cλc1+n−1
cλc2−1 cλc2 cλc2+1 · · · cλc2+n−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
cλcn−n+1 cλcn−n+2 cλcn−n+3 · · · cλcn
∣∣∣∣∣∣∣∣ ,
on understanding by convention that ck := 0 for k < 0 or k > n, and that
c0 := 1.
In fact, replacing the ℓ′i by the ℓi everywhere in the framed formula would be
harmless, because the difference between any two corresponding determinants is
easily seen to be an O
(
|ℓ|
n(n+1)
2
−1
)
, neglected in the remainder.
We give two expanded instances of this general formula. Firstly, in dimension
n = 3, there are only three partitions of 3, namely 3+0+0, 2+1+0 and 1+1+1,
along which we draw the diagram of the conjugate partitions 1 + 1 + 1, 2 + 1 + 1
and 3 + 0 + 0 together with the corresponding Giambelli determinants:
∣∣∣∣∣∣
c1 c2 c3
1 c1 c2
0 1 c1
∣∣∣∣∣∣ ∣∣∣∣∣∣
c3 0 0
0 1 0
0 0 1
∣∣∣∣∣∣
∣∣∣∣∣∣
c2 c3 0
1 c1 c2
0 0 1
∣∣∣∣∣∣
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so that we can write down in great details the leading terms, for |ℓ| → ∞, of the
Euler-Poincare´ characteristic:
χ
(
X, Γ(ℓ1,ℓ2,ℓ3) TX
)
=
=
c31 − 2 c1c2 + c3
0! 1! 5!
∣∣∣∣∣∣
1 1 1
ℓ1 ℓ2 ℓ3
ℓ51 ℓ
5
2 ℓ
5
3
∣∣∣∣∣∣+ c1c2 − c30! 2! 4!
∣∣∣∣∣∣
1 1 1
ℓ21 ℓ
2
2 ℓ
2
3
ℓ41 ℓ
4
2 ℓ
4
3
∣∣∣∣∣∣+
+
c3
1! 2! 3!
∣∣∣∣∣∣
ℓ1 ℓ2 ℓ3
ℓ21 ℓ
2
2 ℓ
2
3
ℓ31 ℓ
3
2 ℓ
3
3
∣∣∣∣∣∣+O(|ℓ|5).
Secondly, in dimension n = 4, there are five partitions of 4, namely 4, 3+1, 2+2,
2+1+1 and 1+1+1+1 along which we again draw the diagram of the conjugate
partition together with the corresponding Giambelli determinants:∣∣∣∣∣∣∣∣
c1 c2 c3 c4
1 c1 c2 c3
0 1 c1 c2
0 0 1 c1
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c2 c3 c4 0
1 c1 c2 c3
0 1 c1 c2
0 0 0 1
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c2 c3 c4 0
c1 c2 c3 c4
0 0 1 c1
0 0 0 1
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c4 0 0 0
0 1 c1 c2
0 0 1 c1
0 0 0 1
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
c3 c4 0 0
1 c1 c2 c3
0 0 1 c1
0 0 0 1
∣∣∣∣∣∣∣∣
so that we can write down in length the asymptotic of the Euler-Poincare´ charac-
teristic also in this case, of major interest to us:
χ
(
X, Γ(ℓ1,ℓ2,ℓ3,ℓ4) TX
)
=
=
c41 − 3 c
2
1c2 + c
2
2 + 2 c1c3 − c4
0! 1! 2! 7!
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ71 ℓ
7
2 ℓ
7
3 ℓ
7
4
∣∣∣∣∣∣∣∣+
+
c21c2 − c
2
2 − c1c3 + c4
0! 1! 3! 6!
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ61 ℓ
6
2 ℓ
6
3 ℓ
6
4
∣∣∣∣∣∣∣∣ +
−c1c3 + c22
0! 1! 4! 5!
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ41 ℓ
4
2 ℓ
4
3 ℓ
4
4
ℓ51 ℓ
5
2 ℓ
5
3 ℓ
5
4
∣∣∣∣∣∣∣∣+
+
c1c3 − c4
0! 2! 3! 5!
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ51 ℓ
5
2 ℓ
5
3 ℓ
5
4
∣∣∣∣∣∣∣∣+
c4
1! 2! 3! 4!
∣∣∣∣∣∣∣∣
ℓ1 ℓ2 ℓ3 ℓ4
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ41 ℓ
4
2 ℓ
4
3 ℓ
4
4
∣∣∣∣∣∣∣∣ +O
(
|ℓ|9
)
.
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Proof of the general theorem. Taking the proposition for granted, we start by ex-
panding plainly in Taylor series the exponentials of the numerator determinant:∣∣∣∣∣∣∣
ea1ℓ
′
1 · · · ea1ℓ
′
n
.
.
.
.
.
.
.
.
.
eanℓ
′
1 · · · eanℓ
′
n
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
∑
µ>0
(ℓ′1)
µ
µ!
a
µ
1 · · ·
∑
µ>0
(ℓ′n)
µ
µ!
a
µ
1
.
.
.
.
.
.
.
.
.∑
µ>0
(ℓ′1)
µ
µ!
aµn · · ·
∑
µ>0
(ℓ′n)
µ
µ!
aµn
∣∣∣∣∣∣∣∣
=
∑
µ1,µ2,...,µn>0
(ℓ′1)
µ1
µ1!
(ℓ′2)
µ2
µ2!
· · ·
(ℓ′n)
µn
µn!
∣∣∣∣∣∣
a
µ1
1 · · · a
µn
1
.
.
.
.
.
.
.
.
.
aµ1n · · · a
µn
n
∣∣∣∣∣∣
and we then develope the result by multilinearity. According to what has al-
ready been noticed after the proposition, dividing this last sum by the determi-
nant at the denominator amounts to multiplying it by
[
1
/∏
i<j
(
ai − aj
)]
·
[
1 +∑
k>1 (−1)
k R(a)k
]
, so we obtain:
χ
(
X, Γ(ℓ1,...,ℓn) TX
)
=
∑
µ1,µ2,...,µn>0
(ℓ′1)
µ1
µ1!
(ℓ′2)
µ2
µ2!
· · ·
(ℓ′n)
µn
µn!
·
· homogeneous n-th part of
(
1∏
i<j
(
ai − aj
)
∣∣∣∣∣∣
a
µ1
1 · · · a
µn
1
.
.
.
.
.
.
.
.
.
aµ1n · · · a
µn
n
∣∣∣∣∣∣
[
1 + O1(a)
])
,
where we have gathered all terms −R(a) + R(a)2 − · · · simply as a remainder
O1(a) vanishing at a = 0. The order at a = 0 of the Van der Monde denomi-
nator
∏
i<j
(
ai − aj
)
is equal to n(n−1)
2
, while the order of the determinant
∣∣aµji ∣∣
equals µ1 + · · ·+ µn. Consequently, when selecting in the sum
∑
µ1,...,µn>0
only
homogeneous terms of order n with respect to a, one must consider:
• all terms with µ1 + · · ·+ µn = n + n(n−1)2 =
n(n+1)
2
if the determinant is
multiplied by the term 1 inside the last brackets; with respect to the ℓ′i, this
then gives terms which are homogeneous of degree n(n+1)
2
;
• some appropriate terms with µ1 + · · ·+ µn < n(n+1)2 if the determinant is
multiplied by some nonzero monomial belonging to the remainder O1(a);
with respect to the ℓ′i, this then gives terms in O
(
|ℓ′|
)n(n+1)
2
−1
, and we
announced in the theorem that we should neglect them.
As a result, we may therefore represent as follows the principal terms of the Euler-
Poincare´ characteristic, considered asymptotically for |ℓ| → ∞:
χ
(
X, Γ(ℓ1,...,ℓn) TX
)
=
∑
µ1+···+µn=
n(n+1)
2
µ1,...,µn>0
(ℓ′1)
µ1
µ1!
(ℓ′2)
µ2
µ2!
· · ·
(ℓ′n)
µn
µn!
·
·
1∏
i<j
(
ai − aj
)
∣∣∣∣∣∣
a
µ1
1 · · · a
µn
1
.
.
.
.
.
.
.
.
.
aµ1n · · · a
µn
n
∣∣∣∣∣∣+O
(
|ℓ′|
n(n+1)
2
−1
)
.
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Whenever there exist two equal exponents µi1 = µi2 for two distinct indices i1 6=
i2, the determinant obviously vanishes. So in the sum, one may assume the µi to be
pairwise distinct. Furthermore, for any n-tuple (µ1, . . . , µn) of pairwise distinct
µi, there exists a unique permutation σ ∈ Sn rearranging them in decreasing
order: µσ(1) > µσ(2) > · · · > µσ(n). Consequently, we can split as follows the sum
to be considered:
χ
(
X, Γ(ℓ1,...,ℓn) TX
)
=
∑
σ∈Sn
∑
µ1+···+µn=
n(n+1)
2
µ1>···>µn>0
(ℓ′1)
µσ(1)
µσ(1)!
· · ·
(ℓ′n)
µσ(n)
µσ(n)!
·
·
1∏
i<j
(
ai − aj
)
∣∣∣∣∣∣∣
a
µσ(1)
1 · · · a
µσ(n)
1
.
.
.
.
.
.
.
.
.
a
µσ(1)
n · · · a
µσ(n)
n
∣∣∣∣∣∣∣ +O
(
|ℓ′|
n(n+1)
2
−1
)
.
Finally, one easily convinces oneself that there is a one-to-one correspondence
between the n-tuples µ = (µ1, . . . , µn) as above with µ1 > · · · > µn > 0 and
µ1 + · · · + µn =
n(n+1)
2
on the one hand, and on the other hand, the partitions
λ = (λ1, λ2, . . . , λn) of n, namely with λ1 > · · · > λn > 0 and λ1+ · · ·+λn = n,
a correspondence which is simply given by:
µi 7−→ λi := µi − n+ i and has obvious inverse λi 7−→ µi := λi + n− i.
Taking account of the skew-symmetry
∣∣aµσ(j)i ∣∣ = sgn(σ) ∣∣aµji ∣∣, we thus obtain an
almost final asymptotic representation of the Euler-Poincare´ characteristic:
χ
(
X, Γ(ℓ1,...,ℓn) TX
)
=
∑
σ∈Sn
∑
λ1+···+λn=n
λ1>···>λn>0
(ℓ′
σ−1(1))
λ1+n−1
(λ1 + n− 1)!
· · ·
(ℓ′
σ−1(n))
λn
λn!
· sgn(σ)·
·
1∏
i<j
(
ai − aj
)
∣∣∣∣∣∣∣
aλ1+n−11 · · · a
λn
1
.
.
.
.
.
.
.
.
.
aλ1+n−1n · · · a
λn
n
∣∣∣∣∣∣∣ +O
(
|ℓ′|
n(n+1)
2
−1
)
.
To conclude the proof of the theorem, using sgn(σ−1) = sgn(σ), it now suffices
only to observe the compulsory reconstitution of ℓ′-determinants:∑
σ∈Sn
sgn (σ−1) ·
(ℓ′
σ−1(1))
λ1+n−1
(λ1 + n− 1)!
· · ·
(ℓ′
σ−1(n))
λn
λn!
=
=
1
(λ1 + n− 1)! · · · λn!
·
∣∣∣∣∣∣∣
ℓ′1
λ1+n−1 · · · ℓ′n
λ1+n−1
.
.
.
.
.
.
.
.
.
ℓ′1
λn · · · ℓ′n
λn ,
∣∣∣∣∣∣∣ ,
and also to recognize the Schur polynomials:
Sλ(a) = S(λ1,...,λn)(a) =
1∏
i<j
(
ai − aj
)
∣∣∣∣∣∣∣∣∣
aλ1+n−11 a
λ2+n−2
1 · · · a
λn
1
aλ1+n−12 a
λ2+n−2
2 · · · a
λn
2
.
.
.
.
.
.
.
.
.
.
.
.
aλ1+n−1n a
λ2+n−2
n · · · a
λn
n
∣∣∣∣∣∣∣∣∣
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indexed by the partitions of n, which according to Giambelli’s formulas (Appen-
dix A of [16]), are expressed in terms of the elementary symmetric functions
ck =
∑
16i1<···<ik6n
ai1 · · · aik of the ai by means of the specific determinants
written and exemplified above. Thus, the proof is achieved. 
Computation of the Euler-Poincare´ characteristic of E44,mT ∗X . As is known,
duality shows that the cotangent bundle T ∗X has Chern classes ck
(
T ∗X
)
related to
those of TX by the relations:
c∗k := ck
(
T ∗X
)
= (−1)k ck
(
TX) = (−1)
k ck.
Consequently, the dual Giambelli determinants satisfy C∗λc = (−1)nCλc , because
all monomials c∗µ1 · · · c
∗
µn
have total weight µ1 + · · · + µn = n and we therefore
deduce:
χ
(
X, Γ(ℓ1,...,ℓn)T ∗X
)
= (−1)n χ
(
X, Γ(ℓ1,...,ℓn)TX
)
.
When considering Demailly-Semple and Schur bundles, everything shall be ex-
pressed in terms of Chern classes of TX (not of T ∗X ).
§14. EULER CHARACTERISTIC CALCULATIONS
Explaining the final calculations on an example. We may now come back to
our 24 sums of Schur bundles (with multiplicities). Consider for instance the
family A. In it, we have:
ℓ1 = o+ 4j + 3k + 3l + 4m
′ + 5n+ p,
ℓ2 = 2j + 2k + 3l + 3m
′ + 3n + p,
ℓ3 = j + 2k + 2l + 2m
′ + 2n+ p,
ℓ4 = p.
But since sums of weight should be equal to m:
o + 14j + 15k + 17l + 19m′ + 21n+ 10p = m,
we may eliminate o and this provides ℓ1 with the value:
ℓ1 = m− 10j − 12k − 14l − 15m
′ − 16n− 9p,
while ℓ2, ℓ3 and ℓ4 where at the beginning independent of o. The Euler-Poincare´
characteristic being additive, we have:
χ
(
X, ⊕A Γ
(ℓ1,ℓ2,ℓ3,ℓ4)T ∗X
)
=
∑
o+14j+15k+17l+19m′+21n+10p=m
χ
(
X, Γ(ℓ1,ℓ2,ℓ3,ℓ4)T ∗X
)
.
Furthermore, according to the formula written on p. 94, the dominant term of the
Euler-Poincare´ characteristic, as |ℓ| → ∞, of a single Schur bundle in such a sum
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is given, in terms of the Chern classes ck of TX , by:
χ
(
X, Γ(ℓ1,ℓ2,ℓ3,ℓ4)T ∗X
)
=
c41 − 3 c
2
1c2 + c
2
2 + 2 c1c3 − c4
0! 1! 2! 7!
∆0127+
+
c21c2 − c
2
2 − c1c3 + c4
0! 1! 3! 6!
∆0136 +
−c1c3 + c22
0! 1! 4! 5!
∆0145+
+
c1c3 − c4
0! 2! 3! 5!
∆0235 +
c4
1! 2! 3! 4!
∆1234
+O
(
|ℓ|9
)
,
on understanding that, in the five determinants:
∆0137 :=
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ71 ℓ
7
2 ℓ
7
3 ℓ
7
4
∣∣∣∣∣∣∣∣ , ∆0136 :=
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ61 ℓ
6
2 ℓ
6
3 ℓ
6
4
∣∣∣∣∣∣∣∣ ,
∆0145 :=
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ1 ℓ2 ℓ3 ℓ4
ℓ41 ℓ
4
2 ℓ
4
3 ℓ
4
4
ℓ51 ℓ
5
2 ℓ
5
3 ℓ
5
4
∣∣∣∣∣∣∣∣ , ∆0235 :=
∣∣∣∣∣∣∣∣
1 1 1 1
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ51 ℓ
5
2 ℓ
5
3 ℓ
5
4
∣∣∣∣∣∣∣∣ ,
∆1234 :=
∣∣∣∣∣∣∣∣
ℓ1 ℓ2 ℓ3 ℓ4
ℓ21 ℓ
2
2 ℓ
2
3 ℓ
2
4
ℓ31 ℓ
3
2 ℓ
3
3 ℓ
3
4
ℓ41 ℓ
4
2 ℓ
4
3 ℓ
4
4
∣∣∣∣∣∣∣∣ ,
one should substitute the above values for ℓ1, ℓ2, ℓ3 and ℓ4 in terms of j, k, l, m′,
n and p.
On the other hand, it is well known that the dominant term of a multiple sum is
given by an integral, so that we have to compute26:∫ (m−15k−17l−19m′−21n−10p)
14
0
dj
∫ (m−17l−19m′−21n−10p)
15
0
dk
∫ (m−19m′−21n−10p)
17
0
dl
∫ (m−21n−10p)
19
0
dm′
∫ (m−10p)
21
0
dn
∫ m
10
0
dp

∆0127
∆0136
∆0145
∆0235
∆1234
It happens that all the five integrals are equal to m16 times a fractional number.
A computation with the help of Maple yields the values of these five fractional
26 The ∆ determinants being of degree 10 in the ℓi, the presence of six integrals entails that
the result is m16 times a fractional constant plus an O
(
m15
)
. If there would be 5 or less integrals,
this would leave us with an O
(
m15
)
, negligible in comparison with m16 as m → ∞. By this
remark we therefore justify why we considered only the approximate Schur bundle decomposition
of E44,mT ∗X in the §12.
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numbers, which, we guess, would be quite uneasy to get by hand:
A0127 =
157423754766863651482110063939631617713614267
7470130440549849070995762660822781685545412418720000000000000
,
A0136 =
285224611253902544589491011638457808537315047
34860608722565962331313559083839647865878591287360000000000000
A0145 =
10306128852122999807705628256770676631371801
5229091308384894349697033862575947179881788693104000000000000
A0235 =
2097522233626513305099611552292506537139247
2376859685629497431680469937534521445400813042320000000000000
A1234 =
20051359515371820286197508247902844353
2102485347748339169995992868230447983547822240000000000000
End of the computation. Similarly, for the other 23 families, we compute these
5-tuples of rational numbers and at the end, we make the addition27:
Coeff0127 = 2A0127 + B0127 + C0127 + 4D0127 + 2E0127 + 2 F0127 + G0127 + H0127+
+ I0127 + J0127 + K0127 + L0127 +M0127 + N0127 + O0127 + P0127+
+ Q0127 + R0127 + S0127 + T0127 + U0127 + V0127 +W0127 + X0127
=
2127566277536547206644157
65144733745232853829877760000000000000
,
Coeff0136 = 2A0136 + B0136 + C0136 + 4D0136 + 2E0136 + 2 F0136 + G0136 + H0136+
+ I0136 + J0136 + K0136 + L0136 +M0136 + N0136 + O0136 + P0136+
+ Q0136 + R0136 + S0136 + T0136 + U0136 + V0136 +W0136 + X0136
=
52676407087143116547997
4053450099703377571636838400000000000
,
Coeff0145 = 2A0145 + B0145 + C0145 + 4D0145 + 2E0145 + 2 F0145 + G0145 + H0145+
+ I0145 + J0145 + K0145 + L0145 +M0145 + N0145 + O0145 + P0145+
+ Q0145 + R0145 + S0145 + T0145 + U0145 + V0145 +W0145 + X0145
=
164685282124542664946051
50668126246292219645460480000000000000
,
Coeff0235 = 2A0235 + B0235 + C0235 + 4D0235 + 2E0235 + 2 F0235 + G0235 + H0235+
+ I0235 + J0235 + K0235 + L0235 +M0235 + N0235 + O0235 + P0235 + Q0235+
+ R0235 + S0235 + T0235 + U0235 + V0235 +W0235 + X0235
=
122298240743566105217737
114003284054157494202286080000000000000
,
Coeff1234 = 2A1234 + B1234 + C1234 + 4D1234 + 2E1234 + 2 F1234 + G1234 + H1234+
+ I1234 + J1234 + K1234 + L1234 +M1234 + N1234 + O1234 + P1234 + Q1234+
+ R1234 + S1234 + T1234 + U1234 + V1234 +W1234 + X1234
=
1429957461022772407321
130289467490465707659755520000000000000
.
27 See new-riemann-roch-4-4.mws at [23].
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Coming back to the Euler-Poincare´ characteristic we therefore get:
χ
(
X, E44,mT
∗
X
)
=
c41 − 3 c
2
1c2 + c
2
2 + 2 c1c3 − c4
0! 1! 2! 7!
Coeff0127+
+
c21c2 − c
2
2 − c1c3 + c4
0! 1! 3! 6!
Coeff0136 +
−c1c3 + c22
0! 1! 4! 5!
Coeff0145+
+
c1c3 − c4
0! 2! 3! 5!
Coeff0235 +
c4
1! 2! 3! 4!
Coeff1234 +O
(
m15
)
= m16
(
2127566277536547206644157
656658916151947166605167820800000000000000
c41−
−
139915351328310309504209
20846314798474513225560883200000000000000
c21c2+
+
18230301659778006701051
13401202370447901359289139200000000000000
c22+
+
405575296543809994270429
131331783230389433321033564160000000000000
c1c3−
−
6163697191750462398371
6566589161519471666051678208000000000000
c4
)
+
+O
(
m15
)
.
In terms of the degree:
χ
(
X, E44,mT
∗
X
)
=
m16
1313317832303894333210335641600000000000000
· d ·
·
(
50048511135797034256235 d4−
− 6170606622505955255988786 d3−
− 928886901354141153880624704 d+
+ 141170475250247662147363941 d2+
+ 1624908955061039283976041114
)
+O
(
m15
)
.
The four roots of the 4-th degree numerator in parentheses are:
2.794353346 · · · , 6.784939538 · · · , 17.86618823 · · · , 95.84703014 · · · ,
hence in conclusion, the characteristic is positive for all degrees d > 96.
Jets of order κ = 4 in dimension n = 3. For a hypersurface X3 ⊂ P4(C) of
degree d, thanks to a similar but quicker Maple computation28, one obtains the
28 See new-riemann-roch-3-4.mws at [23].
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asymptotic:
χ
(
X, E34,mT
∗
X
)
= m11
(
−
78181453985171
2013023350054886400000000
c31+
+
3780346214152789
343555985076033945600000000
c3−
−
46223512567695359
1030667955228101836800000000
c1c2
)
+
+O
(
m10
)
,
and then in terms of the degree d of the hypersurface X:
χ
(
X, E34,mT
∗
X
)
=
m11
206133591045620367360000000
· d ·
·
(
1029286103034112 d3− 38980726828290305 d2+
+ 299551055917162501 d− 561169562618151944
) .
The three roots of the third degree numerator in parentheses are:
2.852373090 · · · , 6.765004304 · · · , 28.25423742,
hence in conclusion, the Euler-Poincare´ characteristic of E34,mT ∗X is positive in all
degrees d > 29 as m → ∞. This condition improves the condition d > 43
obtained in [29] for the positivity of χ(X, E33,mT ∗X) as m→∞.
Existence of sections. Finally, in order to get positivity of the dimension h0 of
the vector space of sections of E34,mT ∗X , it would suffice, in the trivial minoration:
h0
(
X, E34,mT
∗
X
)
> χ
(
X, E34,mT
∗
X
)
− h2
(
X, E34,mT
∗
X
)
,
stemming from the definition χ = h0−h1+h2−h3, to possess a good majoration
of h2. This main task is achieved in [30, 32]: for each Schur bundle, one has:
h2
(
X, Γ(ℓ1,ℓ2,ℓ3)T ∗X
)
6 d(d+13)
3(ℓ1 + ℓ2 + ℓ3)
3
2
(ℓ1−ℓ2)(ℓ1−ℓ3)(ℓ2−ℓ3)+O
(
|ℓ|5
)
.
When summing up our 24 sums of Schur bundles (with multiplicities), a Maple
computation provides:
h2
(
X, Γ(ℓ1,ℓ2,ℓ3)T ∗X
)
6 d(d+ 13)
342988705758851
29822568148961280000000
m11 +O
(
m10
)
.
Finally, one sees that χ minus this upper bound for h2 is positive, for m → ∞,
in all degrees d > 72. This last condition on the degre insuring the existence
of invariant jet differentials improves the condition d > 97 obtained in [30] and
appears to be slightly better than the condition d > 74 obtained recently in [9].
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