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Models of protein interactions: how to choose one
Rose Du1, Alexander Yu Grosberg2* and Toyoichi Tanaka1
Background: There have been many attempts to approximate realistic protein
interaction energies by coarse graining (i.e. considering interactions between
amino acids rather than those between atoms). In particular, many 20-letter
models have been derived (corresponding to the 20 naturally occurring amino
acids). Because such models remain computationally infeasible, many two-letter
models have been proposed as further simplifications. The choice of which
model to use remains arbitrary, however. In this work, we formulate the
framework within which the quality of approximate interaction potentials with
respect to folding can be defined explicitly.
Results: Using a recently proposed criterion for comparing interaction
matrices, we compare various 20 × 20 interaction matrices and obtain the
two-letter model that most closely approximates each 20 × 20 matrix. We find
that there are considerable differences among the 20 × 20 matrices. In
particular, some matrices are much more similar to the hydrophobic model than
others. Furthermore, we find that although the best two-letter approximation of a
20-letter model is a significantly better approximation than a random two-letter
model, it is still a poor approximation of realistic protein interactions. 
Conclusions: The determination of the best two-letter approximations of
various 20-letter models of protein interaction energies reveals the degree to
which hydrophobic interactions dominate in each of the models and hence
in proteins.
Introduction
Obtaining realistic interaction potentials is an outstanding
problem in the study of protein folding. Attempts have
been made to achieve an accurate representation of both
the structure of proteins and the interaction energies
involved at the atomic level [1], but it is not feasible to
study protein folding using information on this scale
because of the complexity of the protein energy landscape
and conformation space. In the light of this, many simplifi-
cations have been made to both protein structure and
interaction potentials [2–7]. Unfortunately, there is no
framework within which the quality of the approximations
can be measured. In this work, we do not attempt to build
up a new or better approximation of protein interactions.
Instead, given the multitude of existing approximations,
we step back and ask how we can judge whether a particu-
lar approximation is ‘good’ or whether two approximations
are similar or different. 
Realistic protein interactions are often modeled by coarse
graining the protein, such that only interactions between
amino acids, rather than interactions between individual
atoms, are considered. Further simplification is made by
caricaturing the distance dependence of the interaction
potential by a step function such that only amino acids
whose interaction centers are closer than an artificial cut-
off length are considered to be in ‘contact’ and therefore
interact. The interaction potential is dependent only upon
the species of the interaction centers. In this approximation,
only pairwise interactions exist. The interaction potentials
can thus be represented as an interaction matrix where the
(i, j) component is the interaction energy between species
i and j.
In a real protein, there are 20 amino acids so the problem
is reduced to that of a 20 × 20 (corresponding to the 20
amino acids) matrix of interaction energies. Such 20 × 20
matrices have been obtained by various authors includ-
ing Miyazawa and Jernigan (MJ; [4,8]), Kolinski et al.
(KGS; [9]), Hinds and Levitt (HL; [10]), and Mirny and
Shakhnovich (MS; [11]) using various cut-off lengths and
methods (Table 1). The two main types of methods are
the statistical knowledge based methods and the energy
optimization methods. The energy optimization methods
find the set of interaction energies such that the ground
state energies of all proteins considered are optimized.
The statistical methods use the quasi-chemical (Bethe)
approximation or the Bragg–Williams approximation
[12]. The main assumptions of the statistical methods are
that the amino acids in a protein are disconnected so that
an annealed average is performed and the frequency
of occurrence of pairs of contacts are proportional to
the exponential of the pair interaction energies. These
approximations are second-order approximations to the
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mean-field approximation because they take into account
the effects of interactions on the formation of contacts.
Even at this level of crudeness, however, the problem
remains exceedingly difficult. A 20 × 20 interaction matrix
is still extremely unwieldy for theoretical studies, even
though it is symmetric and therefore has 210 (as opposed
to 400) independent parameters. Many alternative models
have thus been suggested which attempt further simplifi-
cations. These models are based on the widely accepted
fact that the major driving force in protein folding is the
hydrophobic interaction. This suggests that the study of
proteins can be greatly simplified by considering a model
with only two species interacting with the hydrophobic
interaction (known as the HP model). Because of the sim-
plicity of such two-letter models, other two-species inter-
actions (Ising, antiferromagnetic Ising and NEC) have also
commonly been employed in studies of protein folding.
Several commonly employed 2 × 2 interaction matrices are
shown in Table 2.
In addition to two-letter models there are many models
that involve more than two species, including recent work
by Li et al. [13], which made an approximation of the MJ
matrix using 23 parameters. 
Thus, a variety of schemes and approximations is employed
to model interactions in proteins and to choose one remains
largely a matter of taste. In order to remedy this problem so
that the appropriate choice can be made, we present a com-
parison of the various approximations of interaction matri-
ces based on the recently introduced criteria of proximity
for interaction matrices [14]. We first compare the 20 × 20
matrices described above (Table 1), then based upon the
assumption that the 20 × 20 matrices are good approxima-
tions of realistic protein interactions, we address in this
paper the question of how well various simplifications of
the matrices approximate them. In particular, we determine
the best two-letter models for describing realistic protein
interactions (based upon the 20 × 20 matrices) and the
degree to which they do so. We show that any two-letter
approximation is, in fact, extremely poor even though it
may correctly capture the overall folding energy.
It has been suggested that there is a minimum number of
amino acids required (or maximum simplification possible)
to obtain foldable sequences [15]. Many experimental
simplifications of helical portions of proteins have been
achieved using a reduced set of amino acids of various sizes
[16–18]. It was found, however, that for a β-sheet structure,
foldable sequences can be obtained from five amino acids
(I, K, E, A and G) but not from three (I, K and E; [19]). We
briefly address this discrepancy in the context of proximity
between interaction matrices.
Results
Interaction matrices
In order to determine the most accurate approximation of
protein interactions, we need to be able to quantitatively
compare different interactions. Because most approxima-
tions of interaction energies are made by assuming short-
ranged, pairwise interactions, they can be represented as
interaction matrices. The problem of comparing different
approximations thus reduces to that of comparing different
interaction matrices.
Equivalent interactions
To examine the method by which differences among
approximations of protein interaction potentials can be
quantified, we will first consider different representa-
tions of equivalent interactions. Two interactions are said
to be equivalent if they lead to the same folding behavior
in a protein. Linearly related interaction matrices are
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Table 1 
Different 20 ×´ 20 matrices obtained by various methods.
Number of Cut-off
Name chains length Methods* Reference
MJ 42 6.5 Å Statistical [4]
MJ 251 6.5 Å Statistical [8]
KGS 4.2 Å Statistical [9]
HL 246 4.5 Å Statistical [10]
MS 104 4.5 Å Optimization [11]
*There are two main methods used: statistical knowledge based
methods, which use the quasi-chemical approximation (Bethe
approximation) and the Bragg–Williams approximation [12]; and
simultaneous optimization of the ground state energies of all proteins
in the database.
Table 2 
Common 2 ×´ 2 interaction matrices. 
Another
Name Matrix* representation θ† Reference
*These interaction matrices are for models with even composition
(i.e. equal numbers of species 1 and 2, so that the probability of
occurrence is 0.5 for each species). †The parameter θ is a measure of
distance in the space of interaction matrices. It measures the similarity
between matrices with respect to heteropolymer folding.
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equivalent; that is, given any two interaction matrices (B1
and B2), if B1 = αB2 + β (where α > 0 and β are constants)
then B1 and B2 are equivalent [11,14]. This can be explained
as follows. First, by adding a constant to the interaction
matrix, we are affecting only the homopolymeric part of the
interaction energy, which does not affect the selectivity of
conformations (particularly the native conformation, which
is the lowest energy conformation) and therefore does not
affect the folding behavior of the protein. Second, multiply-
ing the interaction matrix by a positive constant affects only
the scaling of the temperature, and thus has no effect on the
folding behavior. As a result of the transformation, there
exist infinitely many representations for a particular set of
interactions. It is therefore difficult to tell if two interaction
matrices are equivalent just by inspection (Table 2). To
circumvent this problem, we represent all equivalent
interactions by a normalized matrix (described below).
Comparison of interaction matrices 
Because we are interested in the comparison of different
approximations of protein interactions with regards to
protein folding, we need to quantify the differences
between interaction matrices in a physically justified
manner; that is, in a way that reflects the differences in
how a polymer folds correctly under those approximate
interactions [14]. Given the large number of representa-
tions for any particular approximation of protein poten-
tials, the method of comparison must be independent of
the particular representation used.
For any interaction matrix, Bˆ, such that the interaction
between species i and j is Bij, the mean of the matrix is
defined to be:
–
B = piBijpj (1)
and the variance is defined to be:
δB2 = pi (Bij –
–
B)2pj (2)
where pi is the probability of occurrence of species i.
Because linearly transforming a matrix (as described
above) results in an equivalent approximation of the
interactions, we can define an equivalent, normalized
representation, bˆ, where:
(3)
It should be noted that all equivalent interaction matri-
ces will be the same once they are normalized (so the
mean is 0 and the variance is 1). Given two interaction
matrices, Bˆ and Bˆ′, we can define the difference between
them in terms of the connected correlation between their
normalized representations:
bˆ ⋅bˆ′ = pibijbij′pj (4)
The correlation is 1, 0 and –1 if the two matrices are com-
pletely correlated, uncorrelated, and anticorrelated, respec-
tively. For convenience, we can interpret this correlation as
the ‘dot product’ between two matrices (in analogy with
the dot product between two vectors) so that the ‘angle’, α,
between them can be defined by:
cos α = bˆ ⋅bˆ′ (5)
Note that this is not a matrix product and that matrices do
not have actual ‘angles’ between them. The angle formal-
ism is used because it provides an easy way to visualize
the differences between matrices.
The same measure, bˆ ⋅bˆ′, appears when we consider how
well a designed heteropolymer folds under different sets
of interactions. A designed heteropolymer is one in which
folding occurs rapidly to the native conformation when it
is folded under the same conditions in which it was
designed. It is often the case, however, that a protein
designed under one set of interactions, Bˆd, is allowed to
fold under a different set of interactions, Bˆ f. This can
occur, for example, when the surrounding solvent has
been changed. The ability of a polymer to fold under
these other interactions relative to the design interactions
is determined by the transition temperature between the
unfolded state and the correctly folded state. It has been
shown in [14] that the transition temperature, or equiva-
lently, the degree of optimization of the target conforma-
tion, is characterized by the correlation between the
design and the folding interactions, bˆd⋅bˆf, as defined in
Equation 4. Thus, the comparison of matrices via ‘angles’
is a general measure of differences between matrices that
is applicable to both folding and design considerations.
General 2 × 2 interaction matrix for any fixed composition 
Given the above criterion for similarity between interac-
tion matrices, it would be natural to parameterize the
matrices by a parameter θ such that the ‘angle’ α between
two matrices Bˆ(θ) and Bˆ(θ′) is given by cos α = cos(θ – θ′)
= bˆ(θ)⋅bˆ(θ′). This parameter θ can therefore serve as a
measure of distance in this space of matrices because it
describes the ‘distance’ between them. To achieve this
parameterization, we proceed as follows.
Consider a general interaction matrix for a two-letter
model. It is a symmetric 2 × 2 matrix and is therefore
specified by three independent parameters. Using physi-
cal principles, however, we can reduce the number of
parameters to one [14]. In particular, we can use the nor-
malized representation (see Equation 3) so that the mean
and variance of the interaction matrix are 0 and 1, respec-
tively. Furthermore, we relax the often made assumption
of even composition and allow for any fixed composition.
The probability of occurrence of species 1 and 2 can there-
fore be written as p1 = (1 + ε)/2 and p2 = (1 – ε)/2, where
–1 < ε < 1. Under the above conditions, the interaction
ij
∑
b
B B
Bij
ij
=
−
−
δ
ij
∑
ij
∑
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matrix can be parameterized in terms of one parameter, θ,
as follows:
(6)
This is the interaction matrix for a general black and
white model (BWM) with any fixed composition. For the
special case of even composition (ε = 0), the BWM can be
written as:
(7)
where σ1 = 1 and σ2 = –1 can be thought of as the effective
‘charges’ of species 1 and 2. Note that the ‘charges’ σi do
not refer to actual charges but are parameters that contain
intrinsic properties of the species.
If we now look at the ‘angle’ α between Bˆ(ε,θ) and Bˆ(ε,θ′)
as defined by Equation 5, we find that indeed cos α =
cos(θ – θ′), confirming that θ is a measure of distance in
this space of interaction matrices. Using this measure of
distance, we can quantify the similarity between any two
2 × 2 matrices with respect to folding. Several commonly
used 2 × 2 matrices with their θ parameterizations are
shown in Table 2. Note that even with the definition given
above, there still exists an arbitrariness as to what we assign
to be species one or two. A different assignment would
merely result in θ being replaced by π – θ, which has no
effect on α because α only depends on the difference
between values of θ.
Comparing 20 20 matrices
The measure of similarity between interaction matrices
given in Equation 5 can be applied to the various 20 × 20
interaction matrices given in Table 1. The MJ, KGS and
HL matrices were obtained through a statistical analysis
based upon the number of amino acid contacts observed
in proteins taken from the PDB. The quasi-chemical
(Bethe) approximation was used because in a large
enough sample the effects of specific chemical sequences
average out and the number of inter-residue contacts
observed represent the interactions among the residues.
Under this approximation, the potential is given by
–Tlnfij, where i and j are two amino acid species and fij is
the frequency of occurrence of the contact between i and
j in the protein database divided by the frequency of
occurrence resulting from random mixing [4]. The MS
matrix was obtained by finding the potential that simulta-
neously optimizes the energy gap for all proteins under
consideration [11].
The approximations differ with respect to their defi-
nitions of interaction centers and contacts and the partic-
ular proteins on which the statistical analyses were
performed. MJ defined the interaction centers to be the
centers of the sidechains (except for glycine for which
the Cα atom was used; [4,8]). HL defined the interaction
centers to be any two nearest non-hydrogen atoms of the
two residues [10]. KGS defined the interaction centers to
be the heavy atoms of the sidechains (except for glycine
for which the Cα atom was used; [9]). MS defined the
interaction centers to be the nearest heavy atoms of the
two residues. Two amino acid residues were considered
to be in contact if their interaction centers are within a
specified cut-off length of one another. These cut-off
lengths are given in Table 1.
The α ‘angles’ between these matrices as defined by Equa-
tion 5 are given in Table 3. For the 20 × 20 matrices exam-
ined, we find that except for the two MJ matrices, the
matrices are not very well correlated with one another as
their α values range from 0.43 to 1.03. The matrices derived
from statistical approaches do not correlate with one
another more than with the MS matrix, which was derived
by energy optimization. Thus, there still exists considerable
discrepancies among the different approximations even at
this level of simplification.
Although the differences between the full 20 × 20 matrices
may be considerable, there exist particular submatrices
that are much more similar. For any given set of amino
acids, we can consider submatrices formed by the interac-
tion energies of those amino acids. The angles between
these submatrices can be obtained in a similar manner as
the angles between the full 20 × 20 matrices. For any given
number of amino acids (i.e. for a given size of the submatri-
ces) the set of amino acids that minimizes the angle
between the corresponding submatrices, averaged over all
20-letter models, is given in Table 4. From Table 4, we see
that certain amino acids have more consistent interaction
energies than others among all interaction matrices. This
suggests that the interaction energies for these amino acids
are likely to be the most accurate as they do not vary much
over all different methods of approximation.
b 0ij i j
i j( , ) sin cosθ σ σ θ σ σ θ= + +
2
b ( , ) cos sin
b ( , ) cos sin
b ( , ) cos sin
11
2(1 )
(1 )
(1 )
(1 )
22
2(1 )
(1 )
(1 )
(1 )
12
2
(1 )(1 )
ε θ θ θ
ε θ θ θ
ε θ ε θ θ
ε
ε
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ε
ε
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ε
ε ε
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Table 3 
Similarity* between different 20 ×´ 20 matrices (see Table 1).
Matrix MJ [4] MJ [8] KGS [9] HL [10] MS [11]
MJ [4] 0 0.231 0.991 0.599 0.633
MJ [8] 0.231 0 1.029 0.609 0.625
KGS [9] 0.991 1.029 0 0.800 0.864
HL [10] 0.599 0.609 0.800 0 0.428
MS [11] 0.633 0.625 0.864 0.428 0
*The similarity is given in terms of the ‘angle’ (in units of radians)
between the matrices as defined in Equation 5.
Approximating the 20 20 matrices 
Optimizing the black and white model 
We are now in the position to address the question of how
well the 2 × 2 BWM (see Equation 6) approximates realis-
tic protein interactions. Because we have seen in the previ-
ous section that there are considerable differences among
the different 20 × 20 matrices, and because it is not the
purpose of this paper to evaluate the degree to which each
of these matrices approximate realistic protein interactions,
we will examine how closely a 2 × 2 matrix can approxi-
mate each of the 20 × 20 matrices (see Table 1). In order to
compare a two species BWM with a 20 species model, we
must classify the 20 amino acids in the 20 × 20 matrix into
two groups so that amino acids in the first (second) group
can be identified with the first (second) species of the two-
letter model. Although amino acid sidechains can generally
be divided into polar and nonpolar groups (or neutral and
ionic groups), the subdivision can be ambiguous for
sidechains that are not strongly polar or nonpolar. In the
light of this, we have subdivided the amino acids into two
groups using all possible combinations.
In order to compare a 20 × 20 matrix with a 2 × 2 BWM,
the BWM is expanded to a 20 × 20 matrix as follows:
Group 1   Group 2
B11 B12
B12 B22 (8)
Let fi be the natural frequency of occurrence of species i
according to the protein database [8], then:
and (9)
In each of the subdivisions, the angle α between the
BWM and the 20 × 20 matrix is obtained as a function of θ
(Figure 1).
The minimum value of α, and the corresponding subdivi-
sion and θ, between each 20 × 20 matrix and the BWM,
B(θ), are given in Table 5. The value of θ that gives the
best possible BWM approximation for each of the 20 × 20
matrices ranges from 3.27 to 4.02, reflecting the lack of
correlation among the 20 × 20 matrices themselves.
Because the minimum α between the BWM and the
20 × 20 matrices, αmin, ranges from 0.40 to 0.99, we con-
clude that the BWM is not a good approximation for any of
the 20 × 20 matrices we considered, particularly the KGS
matrix. Furthermore, the approximation is made worse if it
is assumed that each species of the two-letter models occur
with the same probability (ε = 0). In the best models, ε
ranges from –0.33 to –0.11, which means that the fraction
of Group 1 amino acids (Table 5), which consists mostly
of neutral amino acids, ranges from 0.34 to 0.45. Despite
the high values of αmin, it should be noted that the mean
α (= π/2) and the αmax are significantly higher than αmin.
Thus, although the best two-letter model is a poor approx-
imation to the corresponding 20-letter model, it is a muchΣ
Group 2
f 1
2
i = −εΣ
Group1
f 1
2
i = + ε






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Table 4
The most similar groups of interaction submatrices of various
sizes among all models given in Table 1.
Amino acids
Size* corresponding to –αmin
–αmin† 〈(α – –αmin)2〉‡
2 Y,D 0.047 0.026
3 I,F,G 0.193 0.093
4 I,F,V,K 0.222 0.090
5 I,F,V,K,W 0.261 0.087
6 I,F,V,M,G,E 0.283 0.085
7 I,F,V,M,G,E,L 0.321 0.088
8 I,F,V,M,E,L,W,D 0.348 0.099
9 I,F,V,M,E,L,W,D,C 0.384 0.121
10 I,F,V,M,E,L,W,D,C,G 0.415 0.151
11 I,F,V,M,E,L,W,D,C,G,P 0.445 0.141
12 I,F,V,M,E,L,W,D,C,G,P,Q 0.478 0.158
13 I,F,V,M,E,L,W,D,C,G,P,Q,A 0.507 0.167
14 I,F,V,M,E,L,W,D,C,G,P,Q,A,H 0.534 0.179
15 I,F,V,M,E,L,W,D,C,G,P,Q,A,H,Y 0.564 0.188
16 I,F,V,M,E,L,W,C,G,P,Q,A,H,Y,K,N 0.594 0.194
17 I,F,V,M,L,W,C,G,P,Q,A,H,Y,K,N,T,R 0.614 0.202
18 I,F,V,M,L,W,C,G,P,Q,A,H,Y,K,N,T,R,E 0.639 0.210
19 I,F,V,M,L,W,C,G,P,Q,A,H,Y,K,N,T,R,E,S 0.666 0.237
–α is the angle (see Equation 5) between the interaction submatrices
corresponding to a particular set of amino acids averaged over all
models given in Table 1. *Size of submatrix; †–αmin,
–α minimized over all
possible sets of amino acids of a given size; and ‡〈(α – –αmin)〉2, the
variance of the angle.
Figure 1
The similarity between the 20 species Miyazawa–Jernigan (MJ; [4])
matrix (Table 1) and the two species black and white model (BWM;
Equation 6) as a function of θ. The similarity between the two matrices
is measured in terms of the ‘angle’ α between them as defined in
Equation 5. α = 0 if the matrices are completely correlated.
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better approximation than a randomly chosen or the worst
two-letter model.
The best two-letter approximation as found above can be
experimentally realized by choosing the appropriate pair of
amino acids in the proportion determined by εmin (see
Table 5). To obtain this optimal pair, we constructed a
2 × 2 interaction matrix for each possible pair of amino
acids whose entries are the interaction energies between
them according to the 20 × 20 matrices. The pair of amino
acids that correspond to the interaction matrix whose value
of θ is closest to θmin is the desired pair (Table 6). The two-
letter model of all of the 20 × 20 matrices except for the
HL matrix can be well approximated in this manner. Note,
however, that the optimal pair of amino acids is different in
each case, which again reflects the dissimilarities among
the 20 × 20 matrices.
The 23 parameter model 
Using similar methods, we compare the 23 parameter
approximation as proposed by Li et al. [13] with the
20 × 20 matrices. Li et al. found that each component of
the MJ matrix Bij can be written as:
(10)
where qi can be thought of as the effective ‘charge’ of the
amino acid species i and c0, c1 and c2 are three constants.
Similar to σi in the two-letter case (see Equation 7), the
‘charges’ qi do not refer to actual charges but are parameters
that contain intrinsic properties of the amino acids.
Together, the 20 effective ‘charges’ and the three con-
stants constitute a 23 parameter approximation of the
20 × 20 MJ matrix.
We have used the method proposed by Li et al. to obtain a
23 parameter approximation for each 20 × 20 matrix in
Table 1. These approximations are then compared with
the 20 × 20 matrices themselves to obtain the angle α
between the two (normalized) matrices (see Equation 5).
The results are given in Table 7. Note that although this
method works very well for the matrix for which it was
proposed (i.e. the MJ matrix) it does not work as well for
other matrices.
It was suggested by Li et al. that the 23 parameter approxi-
mation can be further simplified to a two-letter HP model
as a result of the bimodal distribution of the effective qi of
the amino acids. Such a simplification (with C, M, F, I, L,
V, W and Y as the hydrophobic amino acids) leads to
α = 0.63 between the two-letter matrix and the MJ [8]
matrix. Such a bimodal distribution of qi with the same or
almost the same subdivision occurs for other 20 × 20 matri-
ces as well, except for the MJ [4] interactions, which does
not have a clear bimodal distribution for qi. The α values
for the two-letter HP approximations of the KGS, HL and
MS matrices are 1.06, 0.97 and 0.76, respectively. Thus the
23 parameter approximations are able to approximate the
B c c q q c q q0 1 2ij i j i j= + + +( )
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Table 5 
Results of the comparison between the two species BWM (Equation 6) and the 20 species interaction matrices (Table 1). 
Matrix Group 1* εmin† αmin‡ θmin§ αmax‡
MJ [4] V,L,I,M,F,W,Y,C –0.33 0.42 3.27 2.72
MJ [8] V,L,I,M,F,W,Y,C –0.33 0.40 3.27 2.74
KGS [9] V,L,I,M,F,W,Y,C,H,A –0.11 0.99 4.02 2.15
HL [10] V,L,I,M,F,W,Y,C,H,R –0.20 0.58 3.33 2.95
MS [11] V,L,I,M,F,W,Y,C –0.33 0.52 3.71 2.57
*To compare the 20 × 20 matrices with the corresponding 2 × 2 matrix,
the 20 amino acids were divided into Group 1 and Group 2. The
subdivision that gives the best two-letter approximation to each
20 × 20 matrix is given here. †εmin, the value of ε that corresponds to
the subdivision given in column 2; ‡αmin and αmax, the minimum and
maximum possible angles (see Equation 5) between the 20 × 20 matrix
and the BWM. Both αmin and αmax correspond to the same subdivision
because for any given subdivision, the minimum and maximum α are
equidistant from π/2. §θmin, the parameter for the BWM that gives αmin.
Table 6 
The most optimal pair of amino acids for realizing the
two-letter approximation of each 20 ×´ 20 matrix.
Matrix Pair (1,2) θ ε
MJ [4] (F,C) 3.26 –0.33
MJ [8] (A,G) 3.24 –0.33
KGS [9] (R,I) 4.02 –0.11
HL [10] (I,H) 4.79 –0.20
MS [11] (Q,C) 3.72 –0.33
Table 7
A comparison between the 23 parameter approximations and
the 20 ×´ 20 matrices (see Table 1).
Matrix α c0* c1* c2*
MJ [4] 0.21 –1.32 4.82 –6.96 
MJ [8] 0.17 –1.48 5.06 –7.33 
KGS [9] 0.89 0.06 0.31 –7.74 
HL [10] 0.47 0.23 0.69 –2.30 
MS [11] 0.35 0.59 –1.40 –12.35 
*c0, c1 and c2 are given in Equation 10.
20 × 20 matrices somewhat more closely than the best two-
letter models and much more closely than the suggested
HP simplifications.
Three-letter and five-letter models 
There have been numerous experiments that attempt to
achieve foldable proteins with a reduced alphabet. In par-
ticular, Davidson et al. [19,20] were able to obtain
α-helical proteins from random sequence libraries consist-
ing mainly of three amino acids. On the other hand,
Riddle et al. [21] have found that although it is possible to
achieve a foldable sequence for the 57 residue src SH3
β-sheet structure with five amino acids (I, K, E, A and G),
it is not possible to do so with only three (I, K and E), sug-
gesting that although a three-letter alphabet is sufficient
to obtain certain structures (e.g. α helices), a minimum of
five amino acids may be required to obtain functional pro-
teins with more complicated (e.g. β sheet) structures. One
might expect that these results can be understood in terms
of the methods discussed in this work (i.e. that the five-
letter model can approximate the 20 × 20 matrices much
more closely than the three-letter model).
To determine how closely the three-letter and five-letter
simplifications approximate each 20 × 20 matrix, we pro-
ceed as follows. Because examining all possible subdivi-
sions of 20 amino acids into groups of three or five is
extremely computationally intensive, simplifications are
done in accordance with the experimental simplifications
for the five-letter case with each amino acid being identi-
fied as one or more of the five species used. Because some
amino acids did not appear in the SH3 domain, we allow
those amino acids to be assigned to all five species. Simpli-
fications in the three-letter case is done by taking the same
assignments as in the five-letter case and assigning the
amino acid to all three species when that is not possible. A
three-letter or five-letter matrix is constructed for each pos-
sible combination using the interaction energies of the
three or five amino acids given by the 20 × 20 matrices.
Indeed, we found that the smallest possible angle bet-
ween the three-letter model and the corresponding 20 × 20
matrix is approximately the same as the angle between the
five-letter model and the 20 × 20 matrix. One reason may
be that fewer than five amino acids are required to obtain
β-sheet structures if the functional constraint used by
Riddle et al. [21] were lifted so that there is, in fact, no dif-
ference between three-letter and five-letter models. A
more immediate reason is that the simplification experi-
ments do not uniformly substitute one type of amino acid
for another. Instead, one type of amino acid can be
replaced by different amino acids depending on its posi-
tion in the protein sequence. The lack of difference
between the three-letter and five-letter models bring out
two important points. First, one must note that there are
many different simplification schemes possible and the
uniform simplification considered in this work is not
always achieved in experiments. Nevertheless, the fact
that a uniform simplification differs from a non-uniform
one suggests that there is an aspect of protein sequences
that is not well represented by uniform simplification. In
particular, although one may be able to retrieve the origi-
nal sequence of amino acids to some extent under assump-
tions of uniform simplification, it is much more difficult to
do so when the simplification was not done uniformly.
Discussion
To summarize, we have presented data on the differences
among various 20 × 20 interaction matrices that were sug-
gested to approximate real protein interactions. The goal
of this work is not to choose the best of these 20-letter
models or to resolve the problem of building even better
approximated matrices. We can, however, address the
question of whether the existing matrices are at least con-
sistent with each other. We stress once again that this
question is impossible to answer just by visual inspection
of the matrices because what counts is, in a sense, a collec-
tive similarity of all matrix elements together and not their
individual absolute or relative differences.
However important measuring the differences between
interaction matrices may be from a theoretical point of
view, the reader would be justified to ask what degree of
difference can be considered small, or even insignificant.
For instance, the difference between the MJ and MS
matrices is characterized by an angle of ~0.6 (≈34°); is this
large or small? Are these two matrices consistent or incon-
sistent with each other? To address this question, we first
reformulate it by introducing the criteria of consistency of
two interaction matrices. It is natural to view two matrices
as consistent if, and only if, they yield identical folding
behavior. Thus, the allowed ‘error bar’ for interaction
matrices is determined by how robust the folding behavior
is (i.e. by how much noise the folding behavior can toler-
ate). In this form, the problem has been discussed [14]. In
brief, the conclusion is as follows: there is some angle, α*,
such that the interaction matrix would yield the correct
folding behavior if and only if it deviates from the ‘correct’
natural one by α < α* (see Equation 5 for the definition of
the ‘angle’ between interaction matrices).
The magnitude of α* is determined by modern real pro-
teins, which, it is believed, are the products of evolution-
ary selection. The ideas and results of recent folding
theories [22–25] suggest that evolutionary development
gradually improves the energetics of protein native folds.
In other words, evolution selects sequences whose native
folds are as energetically optimal as possible, or have as
few frustrations as possible. The question now is just how
far evolution has advanced up to the present epoch, or
how well modern proteins are optimized. It can be shown
using the methods of Pande et al. [26] that the number of
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sequences optimized to the extent of being able to tolerate
the ‘interaction error’ α decreases as N – α
2/2, where N is
the number of compact conformations for the given pro-
tein length. Thus, the amount of tolerable noise can itself
serve as a quantitative measure of evolutionary optimization
of proteins.
Based on several qualitative and phenomenological argu-
ments, it has been shown in [27] that a plausible conserva-
tive estimate for α* is α* ≈ 0.3 ≈ 20°. Of course, we do not
insist on this particular numerical value as our current
knowledge is insufficient to make any bold statements
about it. What we stress is merely the fact that there is
such a number and the physics behind it is the current
stage of evolution.
If we assume, just for the sake of argument, that α* ≈ 20°,
then a question remains: even if two matrices form an angle
much larger than α*, perhaps one of them forms a small
angle with the real natural interaction matrix. Although this
is in principle possible, at this point we are only able to say
that if several approximate interaction matrices form small
angles between each other, then there is a strong indication
that the real natural matrix is close to all of them. Although
this is not true for the full 20 × 20 matrices, we have found
that the interaction energies of a small group of amino acids
(I, F, V, M, G and E) are indeed consistently modelled by
all the interaction matrices examined.
A similar logic applies to the reduced alphabet models. If
we accept the estimate α* ≈ 0.3, then inspection of Table 7
indicates that even the 23-parameter models are poor
representations of all matrices except the MJ matrices (for
which it was suggested in [13]). As Table 5 indicates,
even the best two-letter models are systematically (and not
surprisingly) worse and none of them is acceptable. 
Even so, we can still infer some properties of the 20 × 20
matrices from the information we obtained from the two-
letter approximations. In particular, we can infer the con-
tribution of hydrophobic interactions in each of them.
Because a two-letter hydrophobic model corresponds to
θHP = 3.76, we can determine the degree to which the
interactions in each model, and hence in proteins, resem-
ble pure hydrophobic interactions from θ – θHP. We find
that the best two-letter approximation for the MS matrix is
much closer to the HP model than the approximations for
the other matrices, even though all of them are fairly close.
This is not at all obvious by inspecting the matrices.
Although the proximity of the 20 × 20 matrices to the HP
model relative to other two-letter models indicates that
hydrophobic interactions contribute significantly to the
overall energy of a protein, the fact that it is a poor approx-
imation of the 20 × 20 matrices (because α > α*) implies
that its role in protein folding per se is not as pronounced.
In fact, because no two-letter model can approximate the
20-letter models well, we can infer that no two types of
monomers dominate in protein folding.
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