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Abstract
The aims of this work are twofold. They are
1) to develop an understanding of the conformational properties of gellan and related 
polysaccharides, and to relate this to rheological properties in solution, and
2) to investigate the roles played by different types of counter ions in the process of 
gellan gelation.
Gellan and three related polysaccharides, welan, rhamsan and S-657 were 
investigated using molecular modelling. The results from these calculations provide 
structural information about these polysaccharides, which explain why only gellan is 
able to form gels.
Molecular dynamics simulations with a range of different counter ions also 
yield possible mechanisms for the ion binding processes which are crucial to gelation. 
It has been possible to study the different types of ion binding between the gellan 
double helices, and this in turn has been related to the strength of gels induced by the 
various counter ions.
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Chapter 1 -  Introduction
Objectives
The general aims of this work are to use molecular simulations to elucidate the 
mechanism of cation binding to gellan double helices, to investigate the formation of 
aggregated complexes of double helices and to determine the cause of the inability to 
gel experienced by related polysaccharides. The development of aqueous gels is an 
important aspect of the food industry; the understanding of the mechanisms involved 
in gelation will greatly aid this process.
Introduction to Polysaccharides
Until recent years polysaccharides have remained relatively unexplored, 
compared to proteins for example, despite the fact that they can be found in the 
majority of all plant and animal tissues. Their main natural uses are as energy sources, 
for example starch and glycogenk Structural polysaccharides can be classified into 
two categories. Firstly, there are the fibrous polysaccharides, such as cellulose, which 
is found in most higher plants. These polysaccharides generally have regular chain 
conformations, with occasional branching in their derivatives. The second category 
consists of the gel matrix polysaccharides, which are characterised by their gel 
forming abilities. These generally comprise long chain conformations with some 
degree of branching. They may occur as plant exudates, such as manna or honeydew^. 
Another natural source of such polysaccharides is bacteria. For example, gellan occurs 
as an exocellular slime which is sloughed off into the surrounding culture medium as 
the cell expands^. Other natural macro-molecules, which are not composed entirely of 
sugar units, contain blocks of monosaccharide residues as part of their molecular 
structure. Perhaps the most well known examples of such systems are 
deoxyribonucleic acid and ribonucleic acid.
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Industrial Uses for Polysaccharides
By far the most abundant polysaccharide is cellulose, which occurs as fibres in 
cotton. In the form of wood pulp it is used both for paper making and as the starting 
material for the formation of a range of industrially useful derivatives. For example, 
hydroxypropyl cellulose can be used in the manufacture of thickeners and flexible 
films^. The main carbohydrate for food consumption is starch, which is found mainly 
in cereal grains and root crops such as potatoes^. Polysaccharides from seaweeds, 
such as alginates, agar and carrageenans find many uses in stabilising emulsions, and 
as thickening and gelling agents^. A wide range of plant exudates are extracted and 
used on an industrial scale. For example, gum arable has applications in 
pharmaceuticals, cosmetics and food industries^.
Most of the polysaccharide gums in common use are natural extracts, although 
two notable exceptions to this are methyl cellulose and carboxymethyl cellulose. The 
minimum requirements for a new gum include the following:
(1) that it should either disperse or dissolve readily in water;
(2) that it should have constant functional properties better than, or equivalent to,
those of traditional gums, and
(3) that it should be available on a regular and renewable basis.
In addition, gums which are destined for use in the food industry must also be 
proven to be safe for human consumption. This process generally involves lengthy 
and expensive testing, and often a non-food market must first be developed for a new 
gum whilst its safety is adequately tested, before its inclusion in food is economically 
justified.
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Nomenclature
The term "carbohydrate" first arose because the simple sugars of empirical 
formula (C*H20)n were believed to be hydrates of carbon. Although it was 
subsequently discovered that this was not the case, the name had already been 
accepted and still persists today. The study of carbohydrates includes the whole range 
of natural products related to simple sugars.
MONOSACCHARIDES
Sugars, also known as saccharides, are the simplest type of carbohydrate. One 
of the best known examples is glucose, which is the hemiacetal form of one of the 
diastereomers of 2,3,4,5,6-pentahydroxyhexanal. Although it exists almost 
exclusively in the cyclic form, the equilibrium mixture contains a small amount of the 
non-cyclic form. Like most natural products, carbohydrates occur in only one 
enantiomeric form. Glucose is an example of a monosaccharide, which means that it 
can not be hydrolysed into smaller units. Disaccharides, upon hydrolysis under mildly 
acidic conditions, yield two equivalents of their constituent monosaccharides. The 
general term oligosaccharides is applied to sugar polymers containing up to eight 
monosaccharide units; those containing more than this are referred to as 
polysaccharides. Naturally occurring polysaccharides generally contain between 100 
and 3000 subunits.
Monosaccharides are also characterised by the number of carbons in the chain, 
and whether the carbonyl group is an aldehyde or a ketone. Sugars containing three, 
four, five and six carbons in their chains are termed triose, tetrose, pentose and hexose 
respectively. Aldose denotes that it is an aldehyde, while the term ketose refers to a 
sugar which contains a ketone. For example, glyceraldehyde is an aldotriose and 
fructose is a ketohexose. Figure 1.1 shows examples of both an aldotriose and a 
ketohexose.
Chapter 1 -  Introduction
OH
OH
HOCHO
HO
OH OH
OH
Glyceraldehyde 
(an aldotriose)
Fructose 
(a ketohexose)
Figure - 1.1 - Two examples o f the nomenclature o f acyclic saccharides. A dashed 
bond represents one which projects away from the viewer, whilst a heavy bond 
represents one which projects towards the viewer.
OH OHOH
OH CHO
HO HO
OH OH OH OH
D-(+)-glucose
Figure - 1.2 - Examples o f the nomenclature for different stereochemical centres.
The simplest polyaldehyde is glyceraldehyde, or 2,3-dihydroxypropanal. The 
molecule has one stereocentre, so there are two enantiomers. The dextrorotary 
enantiomer is the (+)-glyceraldehyde, which may also be described as R- 
glyceraldehyde. However, when dealing with carbohydrates another, older notation is 
more common. In this configurational notation, (+)-glyceraldehyde becomes D-(+)- 
glyceraldehyde. With this notation, all D-sugars have the same stereochemistry as D- 
(+)-glyceraldehyde at the stereocentre most distant from the carbonyl group. Sugars 
with the opposite stereochemistry at this centre are members of the L-family. Figure
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1.2 shows an example of each type. Thus natural glucose is D-(+)-glucose and fiuctose 
is D-(-)-fhictose.
ANOMERISM AND GLYCOSIDES
4- and 5-hydroxy aldehydes and ketones exist mainly in the hemiacetal or 
hemiketal form. Figures 1.3 and 1.4 show these equilibria schematically.
HO CH.CH.CH.CHO
Figure - 1.3 - Equilibrium between acyclic and cyclic hemiacetal forms.
HOCHgCHgCHgCH CHO
OH
Figure - 1.4 - Equilibrium between acyclic and cyclic hemiketal forms.
Therefore it is not surprising that sugars should also exist in cyclic forms. 
Although either the five- or six-membered hemiacetal structure is possible, almost all 
of the simple sugars exist in the six-membered ring form. When the hemiacetal is 
formed, the former aldehyde carbon becomes a stereocentre. Thus there are two cyclic 
forms of glucose. These have been shown in figure 1.5.
The two cyclic isomers of glucose differ only in the stereochemistry at C-1, 
the hemiacetal carbon which was formerly the aldehyde carbon. These isomers are 
referred to as anomers, and the hemiacetal carbon (or hemiketal in the case of a cyclic 
ketose) is called the anomeric carbon. The two anomers are usually differentiated by
Chapter 1 -  Introduction
the symbols a  and p. For the aldohexoses, the p anomer is the one with the OH at C-1 
and the CH2OH at C-5 cis with respect to each other on the ring.
CHnOH CH.OH
OH
OH
OH
OH
OH
OH OH
OH
a-D-glucose P-D-glucose
Figure - 1.5 - The two anomeric forms o f glucose. For clarity, only the anomeric 
hydrogens have been included.
PYRANOSE CONFORMATIONS
The pyranose forms of sugars exist in a chair conformation similar to the 
stable conformation of cyclohexane. Two chair forms are possible, and the one with 
the fewer repulsive interactions predominates. For p-D-glucose there is a large 
difference between the two forms. In one form all five substituents are in equatorial 
positions, whereas they are all axial in the other conformation. The two forms are 
illustrated in figure 1.6.
ÇH2OH OH
CHpOH
HO
HO
OH
OH OH
Figure - 1.6 - The equatorial (left) and axial (right) forms o f the chair conformation 
o f glucose.
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OLIGOSACCHARIDES AND POLYSACCHARIDES
The term "oligosaccharide" is derived from the Greek word "oligo" meaning 
"a few". Oligosaccharides contain between two and eight monosaccharide units. The 
most common are the disaccharides, which contain just two monosaccharide units. 
These may be either the same or different. Disaccharides are joined by a glycosidic 
linkage from the OH group of one monosaccharide to the anomeric carbon of the 
other. Polysaccharides are polymeric saccharide chains which contain more than eight 
monosaccharide units. Most of the naturally occurring polysaccharides contain 
between 80 and 100 units; however, some are much larger than this. One such 
polysaccharide is cellulose, which contains on average about 3000 glucose units per 
molecule.
Primary Structure
The nature of the component sugars and the way in which they are linked 
constitutes the primary structure of the polysaccharide. Polysaccharides may be linear, 
branched or, in some cases, cyclic. In linear polysaccharides, such as amylose, the 
individual monosaccharide units are connected via the glycosidic linkages. Branched 
polysaccharides, for example, amylopectin, usually have a linear back bone, but some 
of the hydroxyl groups are also involved in glycosidic linkages to another chain of 
sugars.
Secondary Structure of Polysaccharides
The over-all conformations, or secondary structure, of polysaccharide chains 
are largely determined by the relative orientations of the component sugars, as defined 
by the dihedral angles (p and \|/. These have been illustrated for a general case in figure 
1.7. Most orientations are energetically unfavourable, due to steric repulsions between 
substituent groups. This severely restricts the number of conformations available to
9
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the polysaccharide coil in solution. Restrictions are greatest for axial linkages and for 
residues with bulky equatorial substituents on positions adjacent to the glycosidic 
linkage.
ÜH" OH OH
0 4 'OH OH
05
0 5
OHOH
Figure - 1.7 - Schematic representation o f the (p and \}/ dihedral angles. In this case,
(p is defined as 05-CI-01-C4’ and i|/ is defined as CI-OI-C4-C5'.
The presence of charged species also has a major influence on structure. 
Experimentally, the flexibility of polyelectrolytes may be characterised by the ability 
of over-all coil dimensions, as monitored by intrinsic viscosity, to respond to changes 
in ionic strength^. At very high salt concentrations intramolecular electrostatic 
repulsions are virtually eliminated by charge screening, and coil dimensions tend 
towards those of an equivalent uncharged polysaccharide. Thus the extent of coil 
expansion on moving to conditions of lower ionic strength provides an index of chain 
flexibility.
Coil dimensions are also affected by the bonding pattern of individual 
component sugars. With the restrictions imposed on the possible conformations 
available to the individual saccharide units, the over-all shape of the polysaccharide 
chain will then be dictated by the dihedral angles as discussed above.
10
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Tertiary Structure of Polysaccharides
In general, structurally regular polysaccharides in the solid state adopt 
sterically regular conformations and crystalline samples may be characterised by x- 
ray diffraction techniques'^. This is usually referred to as their tertiary structure. These 
structures correspond to fixed values of the dihedral angles 9 and \|/ between adjacent 
residues, rather than a statistical distribution of orientations as for random coils in 
solution. Extended polysaccharides, such as cellulose, have ribbon-like solid state 
conformations^, whereas others form hollow helices and may exist as compact multi­
stranded structures such as carrageenans^. In favourable cases, such ordered tertiary 
structures may persist in solution to produce aqueous gels, of which gellan is an 
example. The practical definition of a gel, rather than a highly viscous solution, is that 
a gel is capable of supporting its own weight. The formation of a gel depends on the 
presence of both ordered structuring, to impart stiffness, and entangled chains to 
provide some degree of flexibility. Aqueous polysaccharide gels are considerably 
weaker than conventional synthetic gels, which rely on cross-linking between 
polymer chains.
In general, ordered conformations are induced by favourable non-bonding 
interactions, inflexible secondary structure and efficiency of packing; they are 
inhibited by loss of conformational entropy, favourable energy of hydration, 
intermolecular electrostatic repulsions, structural irregularities and branching. There 
often exists a fine balance between these opposing factors, which may be tipped either 
way by relatively small perturbations in any one factor. For example, thermally 
induced order disorder transitions, which may or may not be accompanied by a gel 
sol transition, have been observed for a number of polysaccharide systems. These 
transitions show the sharp temperature profile which is characteristic of a co-operative 
process, and may be monitored chiroptically by circular dichroism^^, rheologically^^ 
or by loss of discernible high resolution NMR spectra on adoption of rigid
conformations^^,
11
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RHEOLOGICAL PROPERTIES
These are mainly concerned with the intrinsic viscosity of the polysaccharide. 
Macromolecules affect the viscosity of a solvent, even at low concentration. A 
measure of the deviation of the viscosity from ideality is given by the intrinsic 
viscosity, [rj]. The intrinsic viscosity is defined for dilute solutions as:
[r|]=————  as c 0 Equation 1.1
C Tj
where Pg is the viscosity of the solvent, p is the viscosity of the solution and c is the 
concentration of the polymer. The value of [rj] is usually obtained by measuring the 
expression on the right-hand side of equation 1.1 at a series of concentrations and 
extrapolating to zero. The intrinsic viscosity of polysaccharide gels is normally given 
in units of ml g'h
The intrinsic viscosity also depends on the size and shape of the polymer. 
Globular proteins, for example, tend to "bind" solvent water molecules to themselves, 
which increases the value of [p]. At the other extreme, there are the so-called long 
chain "firee draining" random coil polymers, where the solvent can be considered to be 
essentially unperturbed by the presence of the polymer. A third type can be described 
as the "long rod", which is less flexible than the random coil type. This can be treated 
as having an excluded volume which the solvent cannot penetrate.
Obviously, a wide range of polymers exist which do not fall neatly into a 
distinct category. Other factors which affect the intrinsic viscosity are discussed in the 
following sections.
12
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Chain Stiffness
A useful measure of the flexibility of a polymer chain is provided by its radius 
of gyration. The radius of gyration, is the average root mean square distance of 
atoms, or groups of atoms, from the centre of mass of the molecule:
 ^ Equation 1.2
where Rj is the distance of atom j  from the centre of mass. It is assumed in this 
definition that all of the atoms, or groups of atoms, are of the same mass. N  is the 
number of atoms, or groups of atoms, in the chain.
The radius of gyration increases with increasing stiffness of the polymer back 
bone, which is determined by the nature of the linkages between the monomer units 
and the steric repulsions between them. If the chain is long enough and has some 
degree of flexibility, it will ultimately behave as a random coil, although the 
dimensions of the coil will be larger for a stiff chain than for a flexible one of similar 
molecular weight.
Solvent Effects
Polymer chain conformations in solution are sensitive to the nature of the 
solvent, which may dramatically influence the rheological properties of the polymer 
in question. In a good solvent, interactions between the polymer and the solvent will 
predominate over polymer - polymer interactions. This in turn leads to coil expansion. 
Polysaccharides are particularly prone to solvent effects, due to their considerable 
flexibility and the tendency of the hydroxyl groups to form hydrogen bonds with 
water molecules. For example, a molecular modelling study of celluloserevealed an 
increase in conformational freedom of the polysaccharide in water compared to the 
crystalline state. This was attributed to the simultaneous disruption of intramolecular
13
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hydrogen bonds and the formation of intermolecular hydrogen bonds between the 
polysaccharide and water molecules.
Chain Branching
Linear polymers will be more compact than branched polymers of the same 
molecular weight. Thus linear amylose has a higher intrinsic viscosity than the 
branched amylopectin at comparable molecular weights.
Charge Effects
Electrostatic interactions may also have a major influence over the 
conformations adopted by a charged polymer chain in solution. Mutual repulsion of 
charges on a chain can lead to considerable chain expansion. An example of this is 
welan. When welan is dissolved in water, a viscous solution is produced. However, 
when welan is dissolved in dimethylsulphoxide (DMSO)^^ the much lower dielectric 
value of DMSO effectively reduces the shielding between the negative charges on the 
welan chains and the cations. Hence welan can form weak gels in DMSO, but not in 
water. A schematic representation of the solvation of a polyelectrolyte in the presence 
of added counter ions can be seen in figure 1.8. A local electric field persists around 
the ionic sites of the polymer.
Entanglement Networks
At low shear rates, the forced shearing of an entanglement network is balanced 
by the formation of new entanglements between different chain partners and the 
viscosity remains constant^^. At higher rates of shear the chains are pulled apart faster 
than they can re-group and hence the viscosity decreases. This type of behaviour is 
used experimentally to test for the presence of entanglement networks. Any deviation
14
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from this expected behaviour is then taken to be indicative of either the fact that 
structures other than random coils are present, or interactions other than physical 
entanglements occur, or both of these.
Figure -1,8 - Schematic representation o f the solvation o f a polyelectrolyte in the 
presence o f added counter ions. Chain expansion has been reduced due to the 
presence o f the counter ions around the ionic sites on the polymer. Open circles 
represent ionic sites on polymer; closed circles represent added counter ions.
IONIC INTERACTIONS
In addition to thermal transitions, the adoption of ordered conformations may 
be promoted by changes in the ionic environment. Compact ordered conformations of 
polyelectrolytes may be stabilised under conditions of high ionic strength because of 
the reduction of mutual electrostatic repulsions by charge screening. An example of 
this is the increasing temperature at which the ordered structure of xanthan melts with 
increasing salt leveE^. The addition of Ca^ + ions to the xanthan solution results in a 
higher melting temperature. This is attributed to specific interactions between the ions 
and the polysaccharide, which reduces the repulsions between the charged groups. 
Ordered conformations of charged polysaccharides may be stabilised by incorporation 
of counter ions within the tertiary structure. For example, the gelation of alginates 
involves specific inter-chain chelation of calcium ions, or other divalent ions of
15
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appropriate size '^^ s^. This process is conveniently monitored by the large spectral 
changes in carboxylate circular dichroism which accompany the binding of cations.
The traditional concept of a polysaccharide gel network involving point cross- 
linking of disordered chains^  ^ has been superseded by a junction zone model, with 
extensive regions of ordered tertiary structure^o. Spectroscopic evidencel^ suggests 
that interchain association in gels may be as high as 80-90% of that in the condensed 
phase. Junction zones are terminated by the occurrence of residues which are 
incompatible with the tertiary structure. These structural features are important for the 
formation of gel networks, rather than insoluble precipitates, by allowing each chain 
to participate in ordered associations with several different partners. The end result is 
randomly oriented crystalline regions, which are linked by amorphous regions.
Quaternary Structure of Polysaccharides
In some cases tertiary structure elements may further associate to form still 
higher levels of organisation, known as tertiary structure. The aggregation of gellan 
double helices^i provides an example of such behaviour. The adoption of ordered 
tertiary structures by flexible polymer chains involves considerable loss of entropy. 
However, the subsequent aggregation of rigid assemblies does not suffer as greatly 
from this effect. Associations of charged tertiary structures are sometimes promoted 
by specific counter ions whose radius and charge are suitable for incorporation in the 
aggregate. For example, aggregation of carrageenan helices is promoted by the 
presence of specific cations, such as potassium ions ;^^ .^ Thus the quaternary structure 
is necessary for the gelation of such systems.
MIXED GEL SYSTEMS
Quaternary structure is also sometimes responsible for gelling behaviour when 
two different polysaccharides are mixed together. For example, on addition of certain
16
3D representation of two gellan double helices, with a calcium ion in the binding site between the double helices.
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galactomannans to non-gelling concentrations of agarose (<0.1% w/v), firm rubbery 
gels are obtained. The explanation for this is that the galactomannan cross-links 
isolated regions of gel, and forms a complex network with these s e g m e n t s ^ ^
Gellan Gelation and the Gellan Family
Gellan is an anionic microbial exopolysaccharide. Its discovery in 1977 was 
the culmination of a thorough screening program covering more than 30,000 bacterial 
isolates, to find a few polysaccharides which would be capable of sustaining high 
solution viscosity. It has been approved for food use in the UK, USA, Argentina, 
Australia, Canada, Chile, Colombia, Costa Rica, Hong Kong, Indonesia, Israel, Japan, 
Mexico, Philippines, Singapore, South Africa, South Korea, Sri Lanka, Taiwan and 
Thailand. As well as its use as a gelling agent, gellan gum is used for its texturing, 
stabilising, film-forming, viscosifying and flavour-releasing properties. Gellan can 
also be blended with other polysaccharides to obtain the desired properties for a range 
of applications including puddings, dessert gels, Ifostings, beverages, dairy products, 
fi:uit spreads, bakery fillings, glazes, confections, icings, sauces, batters and breads. Its 
non-food applications include uses as micro-biological media, plant tissue culture 
media, room deodorant gels, controlled release of certain drugs^ ,^ sun screens, body 
lotions, mild hair conditioners and clear gel toothpastes.
CHEMICAL STRUCTURE OF GELLAN
The repeat unit of gellan is (l->3)-p-D-Glcp-(1^4)-P-D-GlcpA-(l->4)-p-D- 
Glcp-(1 ->4)-a-L-Rh^^^. It is produced as an exocellular slime which is sloughed off 
into the surrounding culture medium as the cell expands. In its native form, gellan 
bears acyl and glyceryl substitutions on the pyranose ring before the glucuronic acid 
residue. These substitutions are removed chemically and the resultant product is the 
commercially available gellan gum. Native gellan, with the acyl and glyceryl
17
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substitutions, forms only weak, rubbery aqueous gels at low polysaccharide 
concentration, whereas gellan gum forms stronger, brittle aqueous gels at low 
polysaccharide concentration in the presence of specific counter ions. Schematic 
representations of the repeat units of both gellan and native gellan can be found in 
figures 1.9 and 1.10, respectively.
OHHO HO OH
HO OH
HO OH HO OHHO
OH
Figure - 1.9 - Schematic representation o f the repeat unit o f gellan.
OH
OH
HO"
HO OHHO
HO OH
HO OH HO OH
OH
Figure - 1.10 - Schematic representation o f the repeat unit o f native gellan.
THE GELLAN FAMILY
A series of structurally related polysaccharides constitute a group known 
collectively as the gellan family. The chemical repeat units of these eight 
polysaccharides have been illustrated in figure 1.11.
18
Chapter 1 -  Introduction
Polysaccharide Chemical Repeat Unit
Gellan
(S-60)
(1—^ 3)”P“D”Glcp“( l —^ 4)“P”D“GlcpA-(l—^ 4)-P-D-Glcp-(l—^ 4)-cC“L-Rha^
Native Gellan
L-glycerate
2
( 1 —^ 3)“P“D-Glcp-( 1 —>4)”P”D-GlcpA-( 1 —^ 4)-P-D-Glcp-( 1 —^ 4)-ct“L-Rha^
T
6
acetate
Welan
(S-130)
(1 —^ 3)”P”D-Glcp-( 1 —>4)”p”D-GlcpA“( 1 —^ 4)-P-D-Glcp-( 1 —^ 4)-ct-L-Rha/?
3
t
1
a-L-Rhap (or L-Manp)
Rhamsan
(S-194)
( 1 —>3)-P-D-Glcp-( 1 —>4)-p-D-GlcpA-( 1 —>4)-P-D-Glcp-( 1 —>4)-a-L-Rha^ 
6 
T 
1
(%-D-Glcp-(6^—l)"P“D“Glcp
S-657 (1—^ 3)-P-D-Glcp-(l—>4)-P"D-GlcpA-(l—>4)-P-D-Glcp-(l—>4)-(x-L-Rh^
3
T
1
cC“L“Rha/7“( 1—^ 4)“(X“L“Rhaj!?
N W ll ( 1 —^ 3)”P”D“Glcp-(l —^ 4)“P“D-GlcpA”(l —^ 4)“P-D-Glcp”( 1 —^ 4)-oc-L-h4an^
Rha/?
S-88 ( 1 —^ 3)“P"D“Glc^-( 1 —^ 4)-P-D”GlcpA“(l —^ 4)-P-D-Glcp-(l —^ 4)-cC”L- or
3 Manp
t
1
a-L-Rhap
Rha/7
S-198 ( 1 —^ 3)”P”D-Glcp-( 1 —^ 4)-P-D-GlcpA-( 1 —^ 4)-P-D-Glcp-( 1 —^ 4)-oc-L- or 
4 Man/»
t
1
a-L-Rha/»
Figure - 1.11 - Chemical repeat units o f the members o f the gellan family.
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Schematic representation of the orientation of the residues in the gellan repeat unit, 
A-B-C-D.
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Of these eight polysaccharides, only the commercially de-acylated and de- 
glycerated gellan gum forms firm aqueous gels at low polysaccharide concentrations. 
This, combined with the costly and lengthy procedure of gaining approval for use as a 
food additive, has meant that no applications have yet been made for food use for any 
of the other members of the gellan family.
All members of the gellan family can form structurally similar double 
helices26. As with gellan, the native forms of the other family members bear acyl 
substituents on the pyranose ring before the glucuronic acid, with about one half of 
these residues bearing the substitutions. Side chain - back bone hydrogen bonding 
interactions are likely to occur with the over all effect of stabilising the double helices 
compared to the de-acylated forms.
MORPHOLOGY OF THE GELLAN DOUBLE HELIX
Although helix forming polysaccharides do not grow into single crystals, it is 
sometimes possible to prepare crystalline fibres in which the helices are preferentially 
oriented with their long axes almost paralleP^. Details concerning the translation and 
pitch of the helix axis can be obtained from x-ray diffraction of such samples. In the 
case of gellan, a double helical conformation was confirmed for the lithium salt by 
Chandrasekaran et al.^s in 1988. Since then, similar results have been obtained for the 
potassium salt of gellan^k These show that the polysaccharide chains form left- 
handed three-fold helices of pitch 56.4 Â. Two chains intertwine to form a double 
helix, where one of the chains is translated by half the pitch relative to the other chain. 
The trigonal unit cell for the potassium salt of gellan has the dimensions a = b = 
15.8Â and c = 28.2Â. There are two double helices in the unit cell, which are aligned 
anti-parallel to each other.
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ROLE OF THE COUNTER IONS
It is believed that the cations required for gelation to occur at low 
polysaccharide concentration promote the aggregation of the double helices in some 
way. The fibre diffraction data obtained by Chandrasekaran^^ suggest that potassium 
ions, for example, participate in carboxyl oxygen - ion - water - ion - carboxyl oxygen 
interactions. In contrast to this, it is believed that divalent cations such as Ca^+ form 
direct bridges between the two carboxyl oxygens^^ . This would explain why a much 
lower concentration of divalent ions is required to promote gels of the same strength 
than with monovalent ions.
MORPHOLOGY OF THE GELLAN FAMILY
Whilst the presence of the acyl and glyceryl groups in native gellan do not 
prevent the adoption of the same basic double helix structure of gellan itself, some 
modifications are necessary. The unit cell for the potassium salt has dimensions of a = 
b = 16.5Â and c = 28.4Â, which are slightly larger than the corresponding values for 
gellan. The acyl groups are positioned on the periphery of the double helix, but the 
glyceryl groups are located on the interior; this enables the hydrogens of these groups 
to interact with the carboxyl oxygens, which may have the effect of screening the 
negative charge of the carboxyl group.
X-ray fibre diffraction patterns for welan, rhamsan and S-657^  ^again suggest 
that the presence of the mono- and disaccharide side chains do not alter the basic 
morphology of these polysaccharides compared to gellan. All of these substituted 
polysaccharides yield x-ray fibre diffraction patterns which indicate good molecular 
alignment but poor intermolecular packing or crystallisation. The pitch of the double 
helix always varies slightly from that of gellan, which presumably is due to steric 
restrictions imposed by the presence of the side chains.
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A  limited modelling study^o based on a linked atom least squares 
p r o c e d u r e ^ b 3 2  has been performed on welan, rhamsan and S-657. This assumed that 
these polysaccharides all have the same morphology as gellan, and the back bone 
double helix was treated as a rigid body. The results of this study led to the general 
conclusions that the side chains are likely to be located on the periphery of the double 
helices in all cases. The side chains in welan and S-657 are believed to enhance the 
stability of the double helices by forming hydrogen bonds with the back bone. The 
side chains may also shield the carboxyl groups, thus preventing them from 
participating in cation mediated aggregation of the double helices. However, the more 
flexible (1-^6) linked di-saccharide side chains in rhamsan are less likely to be 
involved in helix stabilising hydrogen bonding interactions with the back bones. The 
double helix of rhamsan is not able to withstand such high temperatures as welan, and 
there is a sudden decrease in viscosity at 93°C. In contrast, welan has been reported to 
be unaffected by temperatures as high as 130°C.
USES OF THE GELLAN FAMILY
Due to the expensive procedures involved in gaining approval for food use, it 
is unlikely that any other member of the gellan family will ever be considered for use 
as food additives. Welan was originally developed for use in the oil industry. An 
important characteristic of welan for oil field applications, such as drilling muds, is 
that its solution rheology remains stable to temperatures above 130°C. Welan is also 
soluble, and retains its useful rheology, in certain polar organic s o l v e n t s ^ ^  These 
properties open up a number of other areas of potential major industrial applications, 
such as coatings for aircraft wings and control surfaces to inhibit the build up of ice. 
Rhamsan is commercially used in suspension fluids^ .^
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RHEOLOGICAL PROPERTIES OF GELLAN, WELAN AND RHAMSAN
A number of independent research groups have performed various 
experiments on dilute aqueous solutions of selected members of the gellan family 
over the last ten years. The results from these have been reviewed in the following 
section, which deals with the effect of varying the concentration of the added cations, 
the temperature and the actual concentration of the polysaccharide itself.
In order to make direct comparisons between the solution behaviour of gellan, 
which forms gels, and the other family members, which do not gel, Crescenzi et al.35 
used tétraméthylammonium (TMA+) salts. TMA+ ions appear to inhibit gel formation, 
rather than promote gel formation, when they were used as the added cations. Optical 
activity measurements showed a sharp conformational transition for TMA+ gellan as 
the concentration of added TMACl was increased. Similar changes were also 
observed with Ca^ + ions when gelation occurred, and it was assumed that the 
conformational changes have the same origins in both cases.
No changes were observed for solutions of welan under the same conditions. 
The welan solutions also remained stable over a temperature range of 10-80°C, 
whereas for gellan solutions the conformational transition occurred at 25°C. Circular 
dichroism experiments under the same conditions of gellan concentration also showed 
the same conformational transition, which was monitored at 207 nm. The conclusions 
that were drawn^s were that the side chains in welan must be responsible in some way 
for the stabilisation of the double helix compared to gellan.
Further optical activity measurements by Crescenzi et al.3 were performed to 
include rhamsan. For both welan and rhamsan no abrupt changes in viscosity were 
observed as the ionic strength was varied. However, for gellan the situation was 
completely different. All experiments were carried out at polymer concentrations low 
enough to prevent the onset of gelation. The changes in optical activity were 
consistent with those observed for isothermal disorder -> order (or coil -> helix)
23
Chapter 1 - Introduction
conformational transitions of biopolymer chains. This process was also thermally 
reversible, with no detectable hysteresis, even when the samples were cooled rapidly. 
The conformational transition was also accompanied by a sharp three-fold increase in 
viscosity.
A comprehensive review of gellan gum gelation has been published by 
Grasdalen and Smidsrod^^. They reported on the effects of different cations, at 
varying concentrations, and on changing both the concentration and temperature of 
the gellan itself. For monovalent ions, gel strength increases in the order:
Li+ < Na+ < K+ < Cs+.
For divalent cations the corresponding series for gel strength is:
Mg2+, Ca2+, Sr2+ Ba2+ < Zn2+ Cu2+ < Pb2+.
Addition of TMA+ ions induced contraction, ordering and association of the 
chains, but not gelation. These ions are often used in studies of the dilute solution 
properties of aqueous gellan solutions, as they inhibit gelation compared to the use of 
no counter ions at all. The most plausible explanation for this may well be the bulky 
size and nature of this particular ion, which serves to disrupt the normal gelation 
processes.
In one set of experiments by Grasdalen and Smidsrod^^ the modulus of rigidity 
of gellan solutions was plotted against the concentration of the gellan solution for a 
selection of cations. Apart fi*om some deviations at the lowest concentrations, the 
modulus increased linearly with the square of the polymer concentration. When the 
polymer concentration was constant the modulus of rigidity increased linearly with 
increasing cation concentration. It was also observed that the melting temperature for 
the gels varied considerably in the presence of the different salts.
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Viscosity measurements carried out by Crescenzi et al.37 on aqueous gellan 
solutions (0.08% w/v) as the concentration of TMACl was varied were typical of 
disordered polyelectrolytes at 45°C, whereas at 25°C the results were indicative of 
conformational ordering and aggregation processes. In contrast to these results, welan 
and rhamsan both exhibited the more typical response of disordered polyelectrolytes 
at 25°C, with a linear dependence of viscosity on ionic concentration.
The results from isothermal, micro-calorimetric investigations of the 
protonation of solutions of gellan, welan and rhamsan at 25°C have also been 
compared. For gellan at a degree of protonation of around 0.5, where half of the 
available protonation sites have been occupied, a conformational transition was 
observed, where the exothermic change was superimposed on the normal endothermie 
reaction between protons and a polyelectrolyte. This degree of protonation was 
believed to correspond to gel formation^^ and major changes were found in the 
circular dichroism spectra in the region of 190 to 250 nm, which were reminiscent of 
the changes induced by the addition of TMACl at pH 7.
At degrees of protonation above 0.5, welan and rhamsan both followed the 
expected enthalpy of mixing changes for other carboxylic acid containing 
polysaccharides of similar or higher charge density. However, below this value, there 
was some anomalous behaviour, with an initial negative value for the enthalpy of 
mixing of about -0.5 kJ/equivalent of polysaccharide. The expected behaviour is for 
an immediate endothermie change to occur. This deviation from expected behaviour 
could be the result of screening of the carboxyl environment.
Gunning and Morrises recently proposed a mechanism for gellan gel formation 
based on a series of light scattering studies which they performed on TMA+ gellan. 
Their model, outlined in figure 1.12, is based on the foimation of fibrils as the 
temperature is raised in the absence of gel-promoting cations. These are thought to be 
produced by double helix formation between the ends of neighbouring molecules. At
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higher concentration fibrils could thicken or bifurcate by occasional end-to-middle 
linkage by double helix formation. This is illustrated in figure 1.13.
High Temperature Low Temperature
Coils
Filaments
TMA
ions
Gel
promoting
cations
Gelled filaments
Crystalline junction zones
Low Temperature
Figure - 1.12 - Gelation model proposed by Gunning and Morris. • = gel promoting 
cation, TM4+ = tétraméthylammonium ion.
Loose ends
Figure - 1.13 - Detail offibril formation, showing a double helical link.
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Gunning and Morrises then proposed that the addition of gel-promoting 
cations would lead to lateral crystallisation of these fibrils and the subsequent 
formation of permanent gels. The larger L-glycerate substituents in native gellan could 
act by restricting crystallisation to a few regions of each fibril, thus producing softer, 
elastic gels.
A laser light scattering study by Okamoto et al.39 of gellan gum, with TMACl 
as the source of added counter ions, indicated that gellan molecules behave as semi- 
flexible chains in solution, adopting an expanded conformation. All measurements 
were taken at 25°C. Further measurements at 40°C revealed that the presence of 
metallic ions above the transition temperature were sufficient for the existence of 
microgels and limited aggregation. These conclusions were based on higher than 
expected molecular weights.
The effects of polymer concentration and ionic concentration on the failure 
stress and strain of gellan gels have been investigated by Tang et aH .^ The 
experiments revealed two main conclusions. The first was that higher failure stresses 
were found in gellan gels of higher polymer concentrations. This result is expected, 
since concentrated solutions of gellan are able to form gels without the addition of any 
salts.
The second conclusion was the discovery of a critical limit for the 
concentration of Ca^ + ions for optimal gel strength. The optimal Ca^+ ion 
concentration ranged from 0.4 to 0.7 Ca^ + ions per tetrasaccharide repeat unit, 
depending on the polymer concentration. This critical level for Ca^+ ions appears to 
correspond to a state where there are just sufficient ions to bridge between the anionic 
sites in the junction zones of gellan. Above the critical concentration it is possible that 
additional Ca^ + ions occupy the anionic sites, thus preventing the bridging between 
the double helices. Repulsive forces between the chains may also be introduced as a 
direct result of this additional occupation.
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Ogawa^i has also investigated the properties of TMA+ gellan in aqueous 
solutions. Osmometry measurements indicated that the average molecular weight at 
28°C was almost twice that at 40°C, which was interpreted as the association of two 
molecules at 28°C in TMACl solutions. The behaviour of gellan chains at 28°C could 
be described as that of long charged rods, whilst their behaviour at 40°C was observed 
to be more similar to that of linear, flexible polyelectrolytes.
Moritaka et al.42 have studied the effects of pH on the thermal and rheological 
properties of gellan gums with K+ and Na+ as the added cations. Research and 
development of gelling agents at low pH is important in the production of dessert 
jellies which contain fruit juices. When no cations were added, the breaking stress of 
all samples of gellan gels increased with decreasing pH. The breaking stress of gellan 
gels containing KCl or NaCl increased with increasing salt concentration. At pH 2 all 
samples became turbid and showed a phase separation. Grasdalen and Smidsrod^^ 
also reported that strong gels were induced by the presence of hydrogen ions.
Of the non-gelling members of the gellan family, welan has been the most 
extensively investigated. With the same back bone repeat unit as gellan, it should 
behave as a polyelectrolyte, but experimental data at low polysaccharide 
concentrations suggest that the presence of the side chain may screen the negative 
charge of the carboxyl group in some way^ ,^ 43_
The behaviour of welan in aqueous solution has also been investigated by 
Campana et al.^ ^^  Their conductivity and viscosity measurements were restricted to 
polysaccharide concentrations of about lg/1 and higher; consequently, they were 
unable to observe the non-electrolyte behaviour at low polysaccharide concentration.
Hember and Morris^ ^  have observed the formation of weak welan gels in 
dimethylsulphoxide (DMSO) and water mixtures. The solution viscosity of welan 
decreased as the DMSO solvent was gradually diluted with water. These experiments 
highlight the importance of the electrostatic contributions to the structure of welan. In
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water, the high relative dielectric of about 80 drastically reduces the effect of the 
electrostatic interactions, whereas the much lower relative dielectric of DMSO of 
about 48 is insufficient to maintain any screening effect of the side chain.
SUMMARY OF GELLAN GELATION
In summary, gellan is the only member of the gellan family which is capable 
of forming firm, aqueous gels. Gel formation at low polysaccharide concentration 
requires the presence of added cations, with divalent cations promoting gel formation 
at lower ionic concentrations than monovalent cations. All members of the gellan 
family appear to be capable of forming the same basic gellan-type double helix. The 
side chains in the substituted members appear to screen the negative charge of the 
glucuronic acid, thus disrupting aggregation between the double helices. There is also 
the possibility of helix stabilising interactions between the side chains and the back 
bones.
Molecular Modelling of Carbohydrates and 
Polysaccharides.
To date the molecular modelling of carbohydrate molecules has mainly been 
concentrated on calculating relaxed adiabatic conformational energy maps of the 
glycosidic linkages for a variety of disaccharides. These disaccharides were usually 
contained within the repeat unit of long chain polysaccharides. Force fields for 
polysaccharides are still being updated. The general trend now is towards molecular 
dynamics simulations of longer fragments, as the computational resources available 
continue to improve.
In 1970 Goebel et al. s^ calculated conformational energy maps of maltose and 
amylose. Their models were based on crystal structures, and their main objective was 
to calculate which of the possible crystalline models was the most stable. Calculations
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were carried out on the dimeric repeat unit, maltose. The potential functions included 
terms to account for van der Waals', electrostatic and hydrogen bonded interactions. 
The results were presented as contour diagrams of the conformational energy as a 
function of the torsion angles (|) and \\f.
Jeffrey and Taylor^  ^have studied the accuracy with which the geometries of 
pyranose and methyl pyranoside molecules were predicted by molecular mechanics. 
The results, using showed close agreement with both experimental data and
with ab initio molecular orbital calculations. They also discussed the correctly 
predicted anomeric effect.
The anomeric effect describes the observation that an axial methoxy group at 
the anomeric carbon tends to be more stable than its equatorial counterpart, contrary 
to steric considerations^^. It is so named because it was first recognised as something 
peculiar to the anomeric carbon (Cl) of sugars. The effect is believed to arise from the 
presence of a carbon atom which is bonded between two oxygen atoms^^. The 
polarisation of the C-0 bonds causes a reduction in the a  electron density at the 
carbon atom, which is compensated for by a back donation of electron density from 
the oxygen lone pairs to the a* orbital of the adjacent C-0 bond^^s^k The net result is 
the lengthening of one of the carbon-oxygen bonds and the shortening of the 
neighbouring oxygen-carbon bond. The difference in length may be up to 0.03Â 2^
Tvaroska and Kozar^  ^ have studied the stereochemical properties of the 
glycosidic linkage, using 2-methoxytetrahydropyran as a model. By calculating the 
energies for individual conformers they were able to calculate the magnitude of the 
anomeric effect and to determine, for the first time, the values of the exoanomeric 
effect for axial and equatorial 2-methoxytetrahydropyran. The results of the 
calculations on the variations of geometry obtained by rotating the glycosidic linkage 
were again in good agreement with statistical analyses of experimental data of a- and 
p-glycosides.
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In 1987 Talashek and Brant^  ^ investigated the influence of the side chains on 
the conformations in gellan, welan and rhamsan. Their methods involved using rigid 
models and only interactions between nearest neighbour residues were calculated. 
Only van der Waals' interactions were considered, which totally neglects the 
contribution of the negatively charged carboxyl group, as well as any interactions 
which may arise from hydrogen bonding and solvent effects. Despite these 
simplifications, the conclusions, which were that the differences in behaviour of 
gellan, welan and rhamsan do not arise from side chain induced differences in the 
random coil but from the effects of interchain interaction, seem to agree with the main 
stream views discussed so far.
Ha et al.^ 5 have performed constrained conformational energy minimisations 
to calculate an adiabatic potential energy surface for the disaccharide P-maltose. 
Various low energy conformations were then selected as the starting conformations 
for molecular dynamics simulations. A typical CHARMm^^-type molecular 
mechanics energy function was used which included harmonic terms for bond 
stretching and bending, a torsional term, Lennard-Jones type non-bonded interactions 
and a Coulombic term between partial charges. No hydrogen bond terms were used. It 
was concluded that although the use of rigid models does not affect the over-all shape 
of the conformational energy surface, the inclusion of molecular flexibility into the 
model does have an important role to play. In particular, the lowering of energy 
barriers to torsional rotations can be significant, and thus may affect the 
conformational changes across these barriers. Ha et al.^  ^ also realised that for a true 
picture of polysaccharide behaviour in solution, solvent must be included in the 
calculations.
In 1989 T v a r o s k a 2^ reviewed the progress to date in computational methods 
for studying oligo- and polysaccharide conformations. The main approaches were still 
conformational energy diagrams for the glycosidic linkage. The effect of solvent was 
included either as a few discrete water molecules to determine the specific binding
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sites, or by the use of a dielectric continuum. Results for isolated and solvated 
disaccharides had the same general shape but differed slightly in the detail and in the 
ratios of the different possible conformations.
Tran et al.^  ^ have discussed the importance of allowing the geometry of the 
sugar rings to relax during energy calculations. The software used was MMICARB^^, 
which is based on It was further modified to include the acetal segment
parameters of Jeffrey and Taylor^ .^ The conclusions were that rigid sugar models were 
adequate for locating energy minima, but that flexibility was essential for the 
molecules to follow low energy pathways between minima.
French^i has used MM2 to investigate the differences in the potential energy 
surfaces for the axial and equatorial configurations of the glycosidic linkages of 
cellobiose. Not surprisingly, the equatorial configuration was shown to have a greater 
degree of freedom than the axial configuration. French also plotted known crystal 
structures of cellobiose against the rigid and relaxed maps which had been calculated. 
Within the variation expected by different environments, there was generally fairly 
good agreement between the observed and calculated results.
By 1990 molecular dynamics had become a well established method for the 
investigation of the conformational behaviour of the protein part of glycoproteins, but 
little attention had been paid to the oligosaccharide part. Edge et al.^  ^ ^sed the 
AMBER force field^ ,^ with modifications which made it suitable for polysaccharides. 
They performed 500 picoseconds of molecular dynamics simulation on a marmose- 
mannose disaccharide, both in vacuum and in explicit solvent water molecules. The 
results clearly showed that the inclusion of explicit water molecules was essential to 
dampen the oscillations of the glycosidic linkage. Inter-proton distances from the 
simulations were also compared with NMR data, and were found to agree well. The 
molecular dynamics simulations in water revealed only minor deviations from the
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minimum energy conformations, and these were regarded more as carbohydrate 
"breathing" than as flexibility.
Tvaroska et al.^  ^ have investigated the solvent effect on the stability of 
isomaltose conformers. The potential energy of the conformers was calculated as a 
sum of terms representing the van der Waals' attractions and repulsions, the torsional 
contributions, the exo-anomeric contribution and the hydrogen bond stabilisation. No 
electrostatic interactions were taken into account. The conformational equilibrium 
was found to be extremely sensitive to the solvent used. The calculations also 
confirmed the flexible character of the isomaltose molecule, since many low energy 
conformers were located. It was concluded that the calculation of conformational 
properties of saccharides required relaxation of all internal co-ordinates, including 
bond lengths, bond angles and all torsion angles.
Homans^^ modified the AMBER force field to include parameters specific to 
carbohydrates. The main additions were terms for anomeric carbon and hydrogen 
atom types.
Choe et al.^  ^have used a combined molecular modelling and NMR approach 
to characterise the solution conformation of 0-p-D-Gal-(1^3)-0-p-D-Gal-(l->4)-0-p 
-D-Xyl-(1^0)-L-Ser. Nuclear Overhauser enhancements (NOE) constraints were 
included in the simulations to produce conformations compatible with the NMR data. 
The final models were then relaxed without constraints to relieve any steric conflicts 
and geometric distortions. On the basis of the calculations, a single family of 
conformations for 0-p-D-Gal-(1^3)-0-P-D-Gal-(l—>4)-O-p-D-Xyl-(l->0)-L-Ser was 
identified which were compatible with the solution phase NMR data.
T v a r o s k a ^ 2  has reviewed the recent advances in theoretical aspects of structure 
and conformation of oligosaccharides. He stressed the importance of calculations on 
oligosaccharides in supplying data which are not available experimentally, and as an
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aid in the reliable interpretation of NMR data, to avoid the prediction of 
conformationally averaged structures.
The following year, Tvaroska et al. s^ detailed the results of a molecular 
modelling study on polysaccharide - polysaccharide interactions, using models of k - 
carrageenan and mannan. The models of the polysaccharide chains consisted of four 
glycosyl residues, and were based on diffraction data, although no sulphate groups 
were included. The results showed that the presence of the neighbouring saccharide 
residue had a significant influence on the conformations adopted.
Pérez and Delage^^ have created a database of three-dimensional structures 
from molecular mechanics calculations. When available, the starting models came 
from x-ray or neutron crystallography data.
Brady and Ha^o performed molecular dynamics simulations of the aqueous 
solvation of D-glucopyranose. Molecular dynamics simulations carried out in vacuum 
resulted in the hydroxyl hydrogens becoming involved in hydrogen bonding with the 
oxygen of the neighbouring hydroxyl group. In contrast to this, the simulations in 
water resulted in the hydroxyl hydrogens becoming involved in hydrogen bonding 
with the water oxygens. The simulations were run for 36 picoseconds.
Over the following four years, a large number of papers were published on 
molecular modelling of carbohydrate molecules, including cellobiose, cellulose, 
cellulose triacetate, maltose, glucose, a-cyclodextrin, chitobiose and nystose^ .^ i^-ve, 
Perez27 has reviewed much of the work in this area.
Miertus et al.^  ^ considered the effect of counter ions and a polar environment 
on the molecular modelling of glucuronic acid dimers, using the Consistent Valence 
Force Field (CVFF)^^ of the Insight II Biosym software package. They reported a 
considerable stabilisation of the dimer. Some conformations were only observed in 
simulations where a high value of the relative dielectric constant of 80 was used.
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A considerable amount of work has also been published on combined 
molecular modelling and NMR studies of c a r b o h y d r a t e s ^ ^ - s ?  The modelling always 
involved either mono- or di-saccharides.
Molecular modelling of carbohydrates began with limited conformational 
energy searches of glycosidic linkages, and over the last 25 years these methods have 
been refined. It is now possible, with the arrival of faster computers with more 
memory, to include electrostatic terms, as well as the basic geometric terms. Solvent 
is now routinely included as explicit water molecules for specific applications. This is 
particularly important for molecular dynamics calculations of longer chains, rather 
than just mono-, di- or even tri-saccharides. As computational resources continue to 
improve, it will not be long before much longer polysaccharide chains can 
realistically be simulated.
Overview
The general strategy is to use a variety of molecular modelling techniques to 
gain an in-depth understanding of the mechanisms involved in gellan gelation. 
Chapter 2 is devoted to detailing the theory underlying those aspects of molecular 
modelling which have been used in subsequent chapters. Chapter 3 describes the 
results firom detailed conformational analyses of gellan, including both molecular 
mechanics and molecular dynamics approaches. Chapter 4 reports on the results 
obtained from the binding studies using a selection of counter ions. Chapter 5 
includes an account of molecular dynamics simulation designed to study the 
aggregation of gellan double helices, with particular attention paid to the effect of the 
different counter ions on the distance between the helices. Chapter six details the 
results of conformational analyses of selected members of the gellan family. Finally, 
chapter 7 draws together all of the conclusions, and suggests some future 
developments for this work.
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Introduction
In the past, industrially useful food molecules had been discovered by chance, 
for example aspartame and natural gums. Obviously it would be preferable to be able 
to design new useful molecules, and this requires some knowledge of the way in 
which the physical properties of the molecules in question depend on molecular 
structure. Developments in computer modelling have made this increasingly possible. 
Rheological properties, protein folding and stability, the effects of mutations, study of 
enzymatic mechanisms and the behaviour of large collective systems such as liquid 
crystals are just a few examples of the possible areas which can now be investigated at 
the molecular level.
The molecular conformations of many biological molecules are vital in 
determining their biological functions. Most modelling studies to date on complex 
molecules such as polysaccharides have been based on empirical techniques, since the 
sheer size of the systems involved precludes any attempts at using ah initio molecular 
orbital methods. Experimental techniques such as x-ray diffraction for the structure 
elucidation of polysaccharides suffer from the lack of crystallinity or order in these 
systems. NMR can be used in some cases to extract three-dimensional information 
from polysaccharides in solution; however, conformational averaging severely limits 
the usefulness of this technique for polysaccharides.
Molecular Mechanics
Molecular mechanics^ studies attempt to model numerically the physical 
properties of a system, based upon an assumed knowledge of the way in which the 
total potential energy of the system varies with atomic co-ordinates. The accurate 
calculation of the quantum mechanical energy and its minimisation for large 
molecules, such as polysaccharides or proteins, would be computationally prohibitive. 
Instead, empirical energy functions, which have been parameterised to the results of
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experiments and, for electrostatic charge parameters, molecular orbital calculations on 
small fragments, are used for such systems.
FORCE FIELDS
The empirical fit to the energy surface, along with all of its associated 
parameters, is known as the force field. Force fields contain terms to describe the 
bonding within molecules, by the use of internal co-ordinates to describe bond 
distances, bond angles and dihedral angles. Non-bonded interactions, such as van der 
Waals', are represented by functions which may vary from quadratic functions to 
Lennard-Jones or Morse functions, while electrostatic terms are treated by Coulombic 
interactions between atomic partial charges. The ultimate aim of any force field is to 
be able to describe an entire class of molecules with reasonable accuracy. Empirical 
data from a small set of molecules are used to parameterise the force field so that it 
can be applied to a larger set of related molecules. The functional forms range from 
simple quadratic equations through to more complicated forms such as quartic 
expansions, and specific functional forms derived from the physical behaviour of a 
system. These will be discussed in more detail with specific reference to the force 
field used.
The force field represents the single largest approximation in molecular 
modelling, and must therefore be chosen carefully. Several force fields are in current 
use. Many of these force fields are specific to certain types of systems.
Choice of Force Field
The standard AMBER (Assisted Model Building with Energy Refinement) 
force field, which is attributable to Kollman and co-workers j^^  ^ at the University of 
California, San Francisco, was parameterised and defined originally for proteins and 
nucleic acids. However, it has been widely used not only for these specific systems,
45
The corrected functional form of the AMBER force field is shown in equation 2.1 :
=Z  (6 -  *0 )'+ E  ^  (e -  00 )'+ E  T  +‘=“ ("‘1’-  •I’» )]
b 0 6 ^
Term 1 Term 2 Term 3
+ E = . - 2 X + I zr^ j
+
c 4
10 Equation 2.1
Term 4 Term 5 Term 6
The parameters are listed in the following table.
Term in Equation Definition
Epo, Total potential energy
4 Force constant for bond stretching
b Bond length
*0 Equilibrium value for bond length
4 Force constant for angle
e Angle
e„ Equilibrium value for angle
K Rotational barrier height
n Periodicity of rotation
* Dihedral angle
4^ 0 Equilibrium value for dihedral angle
i^j Energy well depth
Equilibrium separation between i and j
i^j Separation between i and j
Charge on i
Charge onj
s Relative dielectric constant
Q Empirical parameter to fit the potential.
4 Empirical parameter to fit the potential.
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but also for small molecules. For the latter classes of molecules, various authors have 
added parameters and extended AMBER in other ways to suit their calculations. In 
1990 Homans introduced specific modifications to make the AMBER force field 
suitable for polysaccharides'^. These changes include the addition of parameters for the 
anomeric effect, as well as specific sugar ring atom types.
Homans' Carbohydrate Force Field
Homans' approach to developing the carbohydrate force field was to combine 
the parameters for monosaccharides with the result of ah initio molecular orbital 
calculations on model compounds relevant to the glycosidic linkage, to generate an 
AMBER compatible force field. The bond length, bond angle and torsion angle 
parameters for each monosaccharide were taken directly firom Ha et al. .^ However, 
certain parameters required adjustment and others were added, to account for the 
glycosidic linkage between contiguous residues. The torsion angle parameters were 
adjusted to fit the ah initio molecular orbital data of Wiberg and Murcko^ for 
dimethyloxymethane.
Functional Form
The functional form of the AMBER force field is shown in equation 2.1, 
where Ep^t is the total potential energy.
Ep. =J,Kp{b- + -  e„)^  +%;^[l+cosW -  4,,)]
b 0 Q ^
Term 1 Term 2 Term 3
+ A - %  Equation 2.1
'//■ ^  ^
Term 4 Term 5 Term 6
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Parameters added by Homans to the AMBER forcefield.
Type Mass Element Comment
CS 12.000000 0 carbohydrate sp3 carbon
AC 12.000000 0 carbohydrate alpha-anomeric carbon
80 12.000000 0 carbohydrate beta-anomeric carbon
HT 1.007825 H carbohydrate sp3 hydrogen
AH 1.007825 H carbohydrate alpha-anomeric hydrogen
BH 1.007825 H carbohydrate beta-anomeric hydrogen
HY 1.007825 H carbohydrate hydroxyl hydrogen
OT 15.994910 0 carbohydrate hydroxyl oxygen
OA 15.994910 0 carbohydrate alpha-anomeric oxygen
OB 15.994910 0 carbohydrate beta-anomeric oxygen
OE 15.994910 0 carbohydrate ring oxygen
> Equivalence table for any variant of amber 
! Equivalences
Type NonB Bond Angle Torsion OOP
CS CS CS CS CS CS
AC AC AC AC AC AC
BC BC BC BC BC BC
HT HT HT HT HT HT
AH AH AH AH AH AH
BH BH BH BH BH BH
HY HY HY HY HY HY
OT OT OT OT OT OT
OA OA OA OA OA OA
OB OB OB OB OB OB
OE OE OE OE OE OE
#quadratic_bond amber
>E = K2 * (R - R0)^2
1 J RO K2
OH HO 0.9600 553.0000
OT HY 0.9720 460.5000
OA HY 0.9720 460.5000
OB HY 0.9720 460.5000
CS HT 1.0990 337.3000
AC AH 1.0990 337.3000
BC BH 1.0990 337.3000
AC HT 1.0990 337.3000
BC HT 1.0990 337.3000
AC OA 1.4110 334.3000
BC OB 1.3900 334.3000
CS OA 1.4400 334.3000
CS OB 1.4400 334.3000
CS CS 1.5230 214.8000
CS CT 1.5230 214.8000
AC CS 1.5230 214.8000
BC CS 1.5230 214.8000
CS OT 1.4110 334.3000
CT OT 1.4110 334.3000
CS OE 1.4270 296.7000
AC OE 1.4270 296.7000
BC OE 1.4270 296.7000
CT OE 1.4270 296.7000
CS N 1.4490 355.0000
H N 1.0100 434.0000
C N 1.3350 490.0000
C 0 1.2290 570.0000
C CS 1.5220 335.0000
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The first three terms of equation 2.1 handle the internal co-ordinates of bonds, 
angles and dihedral angles. Term 1 is a simple quadratic bond stretching potential. 
Experimental data for the value of hg for a given bond is obtained from x-ray 
crystallography. The force constants can be obtained from IR spectra. Bond 
stretching can be represented pictorially, as in figure 2.1, by two atoms connected by a 
spring:
Figure - 2.1 - Bond stretch represented as a spring between two atoms.
Term 2 of equation 2.1 is a quadratic potential for bond angles. Bond angle 
terms can be visualised as shown in figure 2.2. Again, the values for the equilibrium 
bond angles are obtained from x-ray crystallography, and the force constants are 
derived from IR data.
#
Figure - 2.2 - Schematic representation o f bond angle terms.
The third term of equation 2.1 represents the dihedral angle interactions. is 
the rotational barrier height and n is the periodicity of rotation. The dihedral angle 
term can be represented as shown in figure 2.3. Similarly, the equilibrium values for 
the dihedral angles are obtained from x-ray crystallography, but the force constants 
are obtained from microwave spectra, cp is the actual dihedral angle, and (po is the 
equilibrium value for that particular dihedral angle.
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#quadratic_angle amber 
> E = K2 * (Theta - Theta0)'^2
1 J K ThetaO K2
HO OH HO 104.5000 47.0000
CS OT HY 109.3500 53.6000
AG OA HY 109.3500 53.6000
BC OB HY 109.3500 53.6000
CS OT CS 117.0000 60.0000
AC OA CS 115.0000 62.0000
BC OB CS 116.4000 62.0000
CS OE AC 113.8000 90.7000
CS OE BC 111.9000 90.7000
HT CS HT 107.8500 33.6000
AH AC HT 107.8500 33.6000
BH BC HT 107.8500 33.6000
HT CS CS 108.7200 43.0000
HC CT CS 108.7200 43.0000
HT CS CT 108.7200 43.0000
AH AC CS 108.7200 43.0000
BH BC CS 108.7200 43.0000
HT CS AC 108.7200 43.0000
HT CS BC 108.7200 43.0000
HT CS OT 109.8900 45.9000
AH AC OA 109.8900 45.9000
BH BC OB 109.8900 45.9000
HT AC OA 109.8900 45.9000
HT BC OB 109.8900 45.9000
HT CS OA 109.8900 45.9000
HT es OB 109.8900 45.9000
HT CS OE 107.2400 45.2000
HT es C 109.5000 35.0000
AH AC OE 107.2400 45.2000
BH BC OE 107.2400 45.2000
HT AC OE 107.2400 45.2000
HT BC OE 107.2400 45.2000
CS CS CS 110.7000 38.0000
CS CS CT 110.7000 38.0000
CS CS AC 110.7000 38.0000
CS CS BC 110.7000 38.0000
CS CS OT 110.1000 75.7000
CS CT OH 110.1000 75.7000
CS CS OA 110.1000 75.7000
CS CS OB 110.1000 75.7000
CS C 0 120.4000 80.0000
AC CS OT 110.1000 75.7000
BC CS OT 110.1000 75.7000
BC CS OB 110.1000 75.7000
BC CS OA 110.1000 75.7000
AC CS OB 110.1000 75.7000
AC CS OA 110.1000 75.7000
CS AC OA 110.1000 75.7000
CS BC OB 110.1000 75.7000
CS CS OE 109.4000 81.0000
CT CS OE 109.4000 81.0000
CS AC OE 109.4000 81.0000
CS BC OE 109.4000 81.0000
CS OE CS 113.8000 90.7000
OE CS OT 111.5500 92.6000
OE AC OA 111.5500 92.6000
BC CS N 109.7000 80.0000
CS CS N 109.7000 80.0000
HT es N 109.5000 38.0000
CS N H 118.4000 38.0000
CS N C 121.9000 50.0000
C N H 119.8000 35.0000
N C O 122.9000 80.0000
N C CS 116.6000 70.0000
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Figure - 2.3 - Schematic representation o f dihedral terms.
Term 4 of equation 2.1 accounts for the van der Waals' interactions. 8 is the 
well depth for the potential, r^  represents the distance between two atoms, i and j, and 
ry* represents the equilibrium value for the same two atoms. Term 5 represents the 
charges between two atoms, and is based on Coulomb's Law for two point charges. 
This is illustrated pictorially in figure 2.4.
"ij
¥\gVLrQ - 2A - Pictorial representation o f the Coulombic interaction between two 
point charges.
The final term of equation 2.1 is a hydrogen bond term that augments the 
electrostatic description of the hydrogen bond energy in AMBER. This term only adds 
about 0.5 kcal mok  ^ to the hydrogen bond energy; consequently, the bulk of the 
hydrogen bond energy still arises from the dipole-dipole interaction of the donor and 
acceptor groups, which is included in the Coulombic terms. The Cy and Dy parameters 
are used to fit the potential.
Lastly, the functional form of the AMBER force field does not include any 
Morse potentials or cross terms. Morse terms use stretched exponential functions to 
more accurately represent bond stretching, allowing bonds to reach large and 
unrealistic values without causing a sharp rise in the calculated energy. This is useful 
if bond breaking processes are to be studied. Cross terms represent couplings between 
deformations of internal co-ordinates, such as the coupling between the stretching of 
adjacent bonds. They are required to accurately reproduce experimental frequencies of 
vibration.
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#torsion 3 amber
E = SUM(n=1,3) {V(n) * [ 1 + cos(n*Phi - PhiO(n)) ]}
1 J K L V1 PhiO V2 PhiO V3 PhiO
* CS CS * 0.0000 0.0 0.0000 0.0 1.0210 0.0
CS CT * 0.0000 0.0 0.0000 0.0 1.0210 0.0
AC CS * 0.0000 0.0 0.0000 0.0 1.0210 0.0
BC CS * 0.0000 0.0 0.0000 0.0 1.0210 0.0
CS OT * 0.0000 0.0 0.0000 0.0 0.4430 0.0
CT OT * 0.0000 0.0 0.0000 0.0 0.4430 0.0
CS OE * 0.0000 0.0 0.0000 0.0 0.9280 0.0
CT OE * 0.0000 0.0 0.0000 0.0 0.9280 0.0
AC OE * 0.0000 0.0 0.0000 0.0 0.9280 0.0
BC OE * 0.0000 0.0 0.0000 0.0 0.9280 0.0
AC OA * 0.0000 0.0 0.0000 0.0 0.0000 0.0
BC OB * 0.0000 0.0 0.0000 0.0 0.0000 0.0
CS OA * 0.0000 0.0 0.0000 0.0 0.0000 0.0
CS OB * 0.0000 0.0 0.0000 0.0 0.0000 0.0
CS N * 0.0000 0.0 0.0000 0.0 0.0000 0.0
C N * 0.0000 0.0 10.0000 180.0 0.0000 0.0
C CS * 0.0000 0.0 0.0000 0.0 0.0000 0.0
OE AC OA CS 2.1500 300.0 0.0000 0.0 0.0000 0.0
AH AC OA CS 0.0000 0.0 1.7500 60.0 0.0000 0.0
CS AC OA CS 0.0000 0.0 0.0000 0.0 0.8500 0.0
OE AC OA HY 2.1500 300.0 0.0000 0.0 0.0000 0.0
AH AC OA HY 0.0000 0.0 1.7500 60.0 0.0000 0.0
CS AC OA HY 0.0000 0.0 0.0000 0.0 0.8500 0.0
OE BC OB CS -1.0500 0.0 0.0000 0.0 0.0000 0.0
BH BC OB CS 0.0000 0.0 1.2500 240.0 0.0000 0.0
CS BC OB CS 0.0000 0.0 0.0000 0.0 1.4000 0.0
OE BC OB HY -1.0500 0.0 0.0000 0.0 0.0000 0.0
BH BC OB HY 0.0000 0.0 1.2500 240.0 0.0000 0.0
CS BC OB HY 0.0000 0.0 0.0000 0.0 1.4000 0.0
HT AC OA CS 0.0000 0.0 0.0000 0.0 0.8500 0.0
HT BC OB CS 0.0000 0.0 0.0000 0.0 1.4000 0.0
H N C 0 0.6500 0.0 2.5000 180.0 0.0000 0.0
HT CS C 
©type r-eps
©combination arithmetic
0 0.0000 0.0 0.0000 0.0 0.0670 180.0
> E = EPSij * { (Rij*/Rijri2 - 2(Rij*/Rij)''6 }
> where EPSij = sqrt( EPS! * EPSj)
> Rij* = (Ri* + Rj*)/2
1 Ri* EPSi
CS 3.6000 0.09030
AC 3.6000 0.09030
BC 3.6000 0.09030
c 3.7000 0.12000
H 2.0000 0.02000
HY 1.6000 0.04980
HT 2.9360 0.00450
HO 2.0000 0.02000
AH 2.9360 0.00450
BH 2.9360 0.00450
OT 3.2000 0.15910
OA 3.2000 0.15910
OB 3.2000 0.15910
OE 3.2000 0.15910
OH 3.3000 0.15000
0 3.2000 0.20000
N 3.5000 0.16000
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MINIMISATION
One method of exploring the conformational space available to a molecule is 
to find positions on the potential energy surface where the energy is at a minimum. In 
this way stable conformations can often be identified from the vast number of possible 
orientations of the molecule. Efforts can then be concentrated on the conformations 
thus identified. The main problem with such techniques is the reliability of the 
mathematical models used to describe the molecular energies and interactions. Force 
fields are only useful if the system under study is similar to those used to derive the 
values for the parameters. Some degree of caution should always be taken when using 
the results from such calculations. The significance of the end result will depend on 
the type of system under study and the information required. One common feature of 
all force fields is that the zero energy is arbitrary. Therefore, direct comparisons can 
not be made between calculations with different force fields. However, comparisons 
can be made between energies calculated for different configurations of chemically 
identical systems.
General Strategy
The basis of minimisation techniques is to adjust the conformation and retain 
the modified conformation if the energy is lower than before. This process is repeated 
as many times as necessary, until the convergence criteria have been satisfied. Most 
minimisation algorithms assume that the energy surface is approximately harmonic. 
Non-harmonic surfaces tend to become harmonic as the limit of convergence is 
reached. An equation is required to describe the potential energy surface, along with 
an initial starting configuration. The minimisation algorithm must then determine both 
the direction to the minimum and the distance to be travelled. The most common 
direction taken at this point is simply the slope or derivative of the energy function at 
the current position. These derivatives decrease as the minimum is approached, and
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may contain information pertaining to the distance from the minimum. The 
derivatives can thus provide a useful way of determining when convergence has been 
reached; once the derivatives have become equal or close to zero, the minimisation is 
complete.
However, the derivatives only point towards lower energies, not necessarily 
towards the global minimum. As the minimisation proceeds in the direction of the 
initial derivatives, the new derivatives change and point in a new direction. 
Algorithms such as conjugate gradients'  ^ and Newton-Raphson^ attempt to predict 
how the derivatives change. This information can then be used to improve the 
efficiency of the minimisation. One implicit component of all minimisation 
algorithms is that of the line search.
Line Search
The line search is responsible for actually changing the co-ordinates to those 
of a new low energy structure. It can be summarised as a one-dimensional 
minimisation along a given direction. The line to be searched is taken along the 
direction vector determined at each iteration of the minimisation. If the direction is the 
derivative, this new one-dimensional surface can be expressed in terms of a new one 
dimensional co-ordinate a:
x ' a t X g , j Q  Equation 2.2
dEy ' = yo + a — a tx^ j^  Equation 2.3
dy
where (%', y') are co-ordinates along the line away from the current point in the 
direction of the derivative at (%o,yo) :
50
Chapter 2 - Theory o f Molecular Modelling
’ ôy>
at (%o, yo) Equation 2.4
As the minimisation proceeds, the movement to a point on the line is tangential to a 
contour. A general result of a line search is that the derivative at the minimum of the 
line search must be perpendicular to the previous direction. This is an important 
property of line searches, and will be discussed in more detail with the conjugate 
gradients algorithm.
Line searches do not depend on the algorithm that generated the direction 
vector. The basic method is to enclose the one-dimensional minimum between two 
higher energy points. A series of iterations is then performed until the actual 
minimum is approached. The main advantage of line searches is that all of the 
available information from one direction is extracted before moving on to the next. As 
the new derivatives are always perpendicular to the previous directions, line searches 
provide an efficient path to the minimum for approximately quadratic surfaces. The 
main disadvantage of line searches is the number of function evaluations required. 
The energy must be evaluated at three to ten points to precisely locate the one­
dimensional minimum. Thus extensive line searches are inefficient.
An iteration is complete when the direction vector has been updated. For 
minimisers using a line search, each completed line search is regarded as an iteration. 
As a single iteration may include several function evaluations during the line search, 
the efficiency of a minimiser should be judged by both the number of iterations before 
convergence is achieved and the number of function evaluations required for each 
iteration. Several minimisation algorithms are currently in use, and a selection of these 
have been detailed here.
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Minimisation Algorithms
Steepest Descents^
The line search direction in steepest descents is simply the current derivative 
of the energy function. When the minimum has been reached along one search 
direction, the new direction is the gradient at the new point, which is perpendicular to 
the previous direction. As this procedure is repeated, the following search direction 
will be parallel to the original direction. Thus the directions will oscillate as the 
minimisation proceeds towards the minimum. This results in an inefficient algorithm. 
One solution is to eliminate the line search, by updating the position at any point 
along the gradient when the energy becomes lower. The main advantages of this 
method are that the number of function evaluations required are greatly reduced, and 
the constant change in the search direction helps to dampen the oscillations. Each line 
search thus requires two function evaluations at most. If the new point has a higher 
energy, the step size is adjusted and a new trial point is generated. Although the steps 
tend to be more erratic, the minimum is reached in roughly the same number of 
iterations. Thus the efficiency of the algorithm has been greatly increased.
For structures which are far from any minima, or for potential energy surfaces 
which are strongly anharmonic, steepest descents provides a robust method for finding 
the region where a minimum may be found. However, as the minimum is approached, 
the gradient becomes closer to zero and convergence is often very slow. This 
algorithm is more usually used for an initial exploration of the conformational space, 
when the gradients are much larger. Examples of such situations include poorly 
refined crystallographic data or model built structures. The system can then be further 
refined with another algorithm.
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Conjugate Gradients
With steepest descents there is a tendency for the search directions to cover 
areas already covered during the minimisation. Each line search deviates from the true 
path to the minimum, and the over correction at subsequent steps with the new, 
orthogonal search directions causes considerable oscillations. The conjugate gradients 
algorithm produces a complete set of mutually conjugate search directions, such that 
each successive step continually refines the direction towards the minimum. If these 
conjugate gradients span the available potential energy surface, then minimisation 
along each direction in turn must result in location of the minimum.
In conjugate gradients, the new direction vector leading from point i + l, 
is computed by adding the gradient at point / + 1, to the previous direction h^  
scaled by a constant y ,• :
4+1 -  &+1 + Y/4 Equation 2.5
where Y/ is defined as:
y,. = Equation 2.6
This direction is then used in place of the gradient in equation 2.5 and a new line 
search is conducted. The next gradient, will be orthogonal to all previous 
gradients, g„, g^ , g^-.-g, and the next direction, will be conjugate to all previous 
directions, h^, h^.-.h^. Thus this algorithm produces a set of mutually orthogonal
gradients and a set of mutually conjugate directions.
The conjugate gradients algorithm requires convergence along each search 
direction before continuing in the next direction. The gradient at step / +1 must be 
perpendicular to h., or the set of directions will not be completely conjugate. The 
initial direction h^  must be equal to the initial gradient. Also, additional storage is
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required for an extra vector of N  elements to hold the N  components of the old 
gradient. In the case of energy minimisation in Cartesian space this would be the 3 N  
derivatives of the energy with respect to the x, y  and z co-ordinates of each atom. 
Newton-Raphson style minimisers generate and manipulate a second derivative 
matrix. Some systems are too large to contemplate such methods, and the use of 
conjugate gradients is thus the preferred method in these circumstances. Complete line 
search minimisations must still be performed along each search direction. As each line 
search includes several function evaluations, conjugate gradients requires more time 
per iteration than steepest descents. However, this is more than compensated for by 
the efficient convergence to the minimum.
The calculation of the derivatives in conjugate gradients involves a quadratic 
approximation. With some non-harmonic systems, it is possible that all possible 
search directions will be traversed without the location of the minimum. In these 
circumstances, the minimisation should be restarted, and repeated as many times as 
necessary.
Newton-Raphson
Both steepest descents and conjugate gradients algorithms use the first 
derivative of the energy function. In general, independent data points are required 
to solve a harmonic function in N  variables. Since a gradient is a vector of length n, a 
gradient-based minimiser will require a minimum of n steps before converging. 
"Variable metric" minimisation algorithms utilise second derivative information and 
could, in principle, converge in one step, because each second derivative is an « x « 
matrix. Newton-Raphson is perhaps the most common of such techniques.
The second derivative, or curvature, of the ftinction provides additional 
information to predict where along the gradient the function will change direction as it 
passes through the minimum. The complete second derivative matrix defines the
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curvature in each gradient direction. Thus the inverse of the second derivative matrix 
can be multiplied by the gradient to obtain a vector that translates directly to the 
nearest minimum. This is expressed mathematically as:
'‘min = 'o “ AoVV(ro) Equation 2.7
where is the predicted minimum, rg  is an arbitrary starting point, A g  is the matrix 
of second partial derivatives of the energy with respect to the co-ordinates at rg (also 
known as the Hessian matrix), and W  (rg)  is the gradient of the potential energy at rg. 
However, molecular energy surfaces are generally not harmonic, and the algorithm 
must be re-iterated. Convergence is still extremely rapid near the minimum.
There are several problems associated with the use of these algorithms in 
molecular modelling. The terms in the Hessian matrix are difficult to derive and 
require large amounts of computer time and memory for molecular force fields. When 
the initial starting structure is far from the minimum, where the energy surface may be 
extremely anharmonic, the minimisation can become unstable. For example, on the 
steep repulsive wall of a van der Waals' potential, where there are large forces but 
small gradients, the algorithm calculates such a large step that it may over-shoot the 
minimum and point to a structure which is even further from the minimum than the 
initial starting structure. This may lead to rapid divergence. The last major 
disadvantage concerns the calculation and manipulation of the Hessian matrix. 
Despite being symmetrical and that each of the tensor components are symmetrical, 
the storage requirements for a system of N  atoms will be 3N^. Thus for a 200 atom 
system, 120,000 words are required. Pure Newton-Raphson algorithms are reserved 
for cases where extreme rapid convergence is required, such as in vibrational normal 
mode analysis.
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Quasi-Newton-Raphson^o
Quasi-Newton-Raphson, or variable metric, methods involve calculating a 
Hessian matrix numerically using only first derivative information, rather than 
analytical second derivatives. This increases the speed with which the energy function 
can be evaluated. Due to the slow build up of second derivative information, the 
algorithms initially behave as steepest descents at the start, when the structure is least 
harmonic. As the simulation proceeds, the behaviour tends more towards Newton- 
Raphson, and rapid convergence is then achieved near the minimum. However, the 
Hessian matrix must still be maintained, and hence the same restriction on the size of 
the system applies. The quasi-Newton-Raphson method is less sensitive to line search 
convergence, and hence a quasi-Newton-Raphson without line searches will converge 
faster than conjugate gradients.
To summarise, the choice of algorithm will depend on the size of the system, 
its current state and the purpose of the energy minimisation. Derivatives greater than 
100 kcal mob* A-^  generally imply that the current point is situated on the energy 
surface at such a distance from the minimum that the energy surface still exhibits 
considerable anharmonicity. Algorithms which assume that the energy surface is 
quadratic, such as Newton-Raphson, quasi-Newton-Raphson or conjugate gradients, 
may be unstable in these circumstances. The Newton-Raphson algorithm is 
particularly sensitive due to the Hessian matrix conversion. As a general rule, the 
method of steepest descents is selected for the initial minimisation of ten to one 
hundred steps, followed by conjugate gradients or a Newton-Raphson minimiser to 
complete the convergence, once the system is near to the minimum.
Convergence Criteria
In molecular energy minimisation, the atomic derivatives may be summarised 
as an average, root-mean-square (r.m.s.) or simply the largest. Although r.m.s.
56
Chapter 2 - Theory o f Molecular Modelling
provides the most accurate way of reporting the derivatives, the actual values of the 
derivatives may be more important in a specific situation, depending on the purpose of 
the minimisation. If the aim is just to relax the system prior to running a dynamics 
simulation, then a derivative of 1.0 kcal mok  ^ has been found to be sufficient in 
this work.
Molecular Dynamics
As its name implies, molecular dynamics involves the calculation of the 
movements of atoms over time. The fundamental principle is that Newton's laws of 
motion are applied to the motions of atoms within a system, and solved over time. The 
basic equation of motion is:
F^ = m.fl, Equation 2.8
where Fi is the force, irii is the mass and ai is the acceleration of atom i. The force on 
atom i can be calculated firom the derivative of the potential energy V with respect to 
the co-ordinates ry. Equation 2.8 can be expressed in its differential form:
- ay  d \i „ . - o n = mi —-  Equation 2.9
dn btf
For systems of one or two particles, equation 2.9 could be solved, given an expression 
for the potential energy and the masses, for future positions in time. Unfortunately, 
larger systems require the use of numerical methods to solve these equations.
A Taylor series can be used to express the motion of a given atom. If the 
position at time t is r(t), then the position after a short time interval of At is:
dr d Vr{t + At) -  r{t)+(—)Ar+ ( - ^ )  • - y - +... Equation 2.10
57
Chapter 2 - Theory o f  Molecular Modelling
The numerical solution of equation 2.10 requires the position, r(t), velocity 
and acceleration, as well as suitable approximations for the higher order terms. Co­
ordinates would usually be supplied from a minimised structure. The initial velocities 
are assigned at random from a Maxwell-Boltzmann distribution which corresponds to 
the temperature at which the simulation is to be run. The acceleration can be 
calculated from equation 2.9. The term r(t + At) from equation 2.10 is then calculated, 
followed by the updating of the new co-ordinates. The new velocities are calculated 
from the average of the velocities at time {t - At) and time {t + At). The new 
acceleration is calculated from the new gradients. This entire process constitutes one 
cycle, which is then repeated for as many time steps as required. The value for the 
time step is generally 1 femtosecond. This small value is necessary for the 
approximation made, which assumes that the change in velocity is linear over the time 
step At.
INTEGRATION ALGORITHM
The algorithm used was developed by Verlet^  ^ in 1967, and its derivation is 
summarised as follows.
If is the average velocity of a particle during the time interval between t 
and {t + At), then its position at the end of the interval is:
r (r + A t) = r { t ) + A t  Equation 2.11
If it is assumed that the velocity changes linearly over the time interval At, then the
Ataverage velocity can be equated to the instantaneous velocity at /+ — :
Vave= v(/ + ^ )  Equation 2.12
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The instantaneous velocity can then be calculated from the average acceleration from
{t -  — ) to {t + —) using equation 2.13:
2 2
v(^ + - ^ ) —v( /— —)+aoveAt Equation 2.13
If it is again assumed that the acceleration is almost linear from { t - ^ ) i o  ( r+ -^ ), 
then the average acceleration is the instantaneous value at time t\
^ave-^iO Equation 2.14
This gives the following equation for the velocity:
+ ” )= v(r -  - ^ ) + a(t) • At Equation 2.15
Combining equation 2.11 with equation 2.15 gives a similar equation for updating the 
co-ordinates:
r(t + At) -r{ t)  +v{t + ^ )  At Equation 2.16
Equations 2.15 and 2.16 are often referred to as the leapfrog method, because the 
velocity is always out of phase with the acceleration by half a time step. The cycle to 
compute the next co-ordinate in time is as follows.
-1 dV1. Compute the acceleration (— ) —  at time t.
m dr
2. Update the velocity at time (/ + -^ )  from its value at time (/ -  -^ )  using equation
2.15.
3. Update the co-ordinates for time (J + ■—) from its value at time t using equation
2.16.
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The Time Step and Integration Errors
The main limiting factor in the Verlet algorithm is the size of the time step. 
Although a large time step would allow simulation times to be reached more quickly, 
the time step must be smaller than the most frequently changing velocities and 
accelerations for the approximations to remain valid. These normally correspond to C- 
H stretching vibrations, which have a period of vibration in the order of 10-^  ^seconds. 
Thus the largest value for the time step is limited to lO ^^  seconds, if the motions of all 
the atoms are to be followed accurately.
If two atoms collide during a molecular dynamics simulation, the calculated 
energy may be significantly higher than the actual value which would arise in a real 
collision. The reason for this is the rapid movement of the atoms as they approach the 
collision point. When the atoms are further apart, the energy and forces are changing 
the least, and thus the forces are the most linear. As the atoms approach each other, 
the larger forces cause them to travel faster and to take larger steps. Consequently, the 
atoms achieve their maximum velocities as they travel through the energy minimum, 
where the forces are changing the fastest. Thus, when the atoms are far apart and 
should be taking smaller steps, they travel only small distances, and when they are 
closer together they travel the fastest, when they should be travelling more slowly. 
The over-all result is that the atoms momentarily step through the energy barrier 
which maintains a minimum separation to avoid collision. This is corrected at the next 
iteration, but by this time some energy has already been gained. Whether or not this 
gain in energy is acceptable depends on how accurately the results from the 
calculation need to be. Reducing the value of the time step will reduce the error in the 
integration, but it may not be worthwhile to spend the additional time on the 
calculations.
If the value of the time step is too large, atoms will take large steps during 
each time interval, which may result in errors to the kinetic energy, as well as to the
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potential energy, and the system is likely to fly apart. There is the additional 
possibility that momentum will be lost if two atoms collide, which may result in the 
inability of the atoms to escape following the collision. The atoms would then be 
trapped, unable to move. Clearly these represent unrealistic situations.
PERIODIC BOUNDARY CONDITIONS
A commonly used technique to model bulk system properties is that of 
periodic boundary conditions. This involves replicating a single simulation cell in the 
X, y  and z directions, for as many repeat units as required, or as many as possible. 
They are used to improve the realism of simulations by virtually eliminating surface 
effects. Although the shape of the simulation cell is not limited to being cubic, a cubic 
system is chosen here to describe the general methodology.
Consider a single solute in a cubic cell of solvent. Clearly this is not a realistic 
model of the system. It would be possible for either the solute or the solvent to diffuse 
out of the simulation cell. The solution to the problem is to surround the cell with a 
three dimensional lattice of identical cubes, each with the same contents as the 
original cube. This is illustrated for a two dimensional system in figure 2.5. There is 
now the possibility for molecules near the edge of the simulation cell to interact with 
molecules in all directions. The imaged, or ghost, atoms are used to calculate the 
energies and forces on the real atoms in the central cube. The energies and forces of 
the imaged atoms are not calculated because their motions are computed as symmetry 
operations on the real atoms, for example, by translations along the cubic axes.
Periodic boundaries also maintain a constant number of particles within the 
simulation cell. As can be seen in figure 2.5, as a molecule diffuses out of the interior 
cell, an imaged atom replaces it. Two approaches are available for the treatment of the 
imaged atoms. These are known as the minimum image model and the explicit image 
model.
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Figure - 2.5 - Periodic boundary conditions.
Minimum Image Model
In the minimum image model molecules in the interior cell can interact only 
with the molecule or molecular image which is closest to it. This may or may not be 
within the interior cell itself. Thus in figure 2.6 molecule Al interacts only with 
molecule B5, since this is the only image within a distance of half the cell size from 
the molecule in question. The advantage of this approach is its simplicity. The 
interactions between a given pair of molecules can be calculated without the need of 
explicitly keeping track of all of the imaged atoms in the neighbouring cells. Use of 
the minimum image model implies a maximum cut-off distance of no more than half 
the unit cell dimensions.
A2
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Figure - 2.6 - Minimum Image Model.
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Explicit Image Model
The explicit image model requires the generation of explicit periodic images 
of all the interior molecules. These images are replicated as many times as necessary 
to satisfy the non-bonded interactions cut-off criteria, which must always be specified 
when using periodic boundary conditions. A slight shortcut is made since the images 
of atoms are only included in the interaction list if their group is within the cut-off 
distance from a real group.
The imaged atoms occupy equivalent positions in the outer cells to the 
positions occupied by the real atoms in the central cell. A given atom in the interior 
cell may interact with several images of the same molecule, as well as with multiple 
images of itself. This is illustrated in figure 2.7, again for a two dimensional system. 
However, during the calculation of the atom positions and velocities, only the real 
atoms are considered. The new positions of the images are simply calculated from the 
positions of their real counterparts.
A2 A
B4
45
B5
A1
B1
A6
B6
A7^ A8 A9
B9
olecules
Figure - 2.7 - Explicit Image Model
The number of cells included in the ghost atom list will depend on the values 
of the cut-offs specified. This list is periodically updated, so that molecules may move 
from one cell to another and still interact with the appropriate number of images. Non­
bonded interactions do not have to be calculated between images, since their positions
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are determined by the real atoms, and this helps to significantly reduce the 
computational resources required.
NON-BONDED INTERACTION CUT-OFFS
The complete evaluation of an energy expression, such as the one shown for 
the AMBER force field in equation 2.1, is possible only for systems containing 
relatively small numbers of atoms. The number of internal co-ordinates grows linearly 
with the size of a molecule, thus the computational work required increases linearly. 
However, the computational cost of non-bonded interactions has a quadratic 
dependence on the number of atoms in the system. In order to bring the simulations of 
large systems within the capabilities of modem computational resources, non-bonded 
interaction cut-offs are often introduced. These have the effect of ignoring any 
interactions between atoms which are more than a defined cut-off distance away.
Clearly, some caution must be exercised when employing non-bonded 
interaction cut-offs. Although calculations involving large systems will almost 
certainly be considerably faster, the cut-offs must be large enough so that significant 
van der Waals' and electrostatic interactions are still included. These are generally 
significant up to distances of about 10Â.
The other potential source of error when using cut-offs is the possibility of 
discontinuities in the energy surface if the non-bonded interactions are simply cut at 
the specified value. For example, an atom moving across the cut-off boundary will 
experience either no influence followed immediately by the full effect of its 
neighbouring atoms, or vice versa. To avoid this, switching functions are used. These 
gradually reduce the non-bonded interactions over a specified distance. Fifth order 
polynomials are just one example of such switching fimctions.
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The next problem to consider is that atom-based cut-offs may result in a 
situation where one atom of a dipole pair is within a cut-off, but the second atom is 
outside the same cut-off with respect to a given atom. The effect of this would be to 
introduce large artificial monopole-monopole interactions. To circumvent this 
problem atoms are grouped together into charge groups. These are often chemical 
ftmctional groups, such as a carbonyl or methyl group. An over-all charge is assigned 
to the group, which in most cases is at least approximately neutral. One atom from 
each of these charge groups is designated as the switching atom. All of the other 
atoms within that particular charge group are then treated in the same way as the 
switching atom. In other words, if the switching atom is within the cut-off, then all of 
the atoms in that charge group will be within the cut-off. If the switching atom is 
outside the cut-off, then none of the atoms in that charge group will be included in the 
non-bonded energy calculation.
TEMPERATURE
The temperature of a system is proportional to its kinetic energy, which can be 
expressed in terms of the atomic velocities. The link between temperature and 
molecular velocities is provided by the Maxwell-Boltzmann equation:
3 -mv^
f  (v)dv = (------- y  e Anv^dv Equation 2.17
2nkT
This formula expresses the probability, f(v), that a molecule of mass m has a 
velocity v when it is at temperature T and K  is the Boltzmann constant. However, 
temperature is a measure of an average distribution. To be meaningful in a strictly 
thermodynamic sense the system must be at equilibrium. The Maxwell-B oltzmann 
equation defines this equilibrium distribution. It can be used to solve for various 
average velocities, for example, the most probable velocity Vp is:
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IkT  -V = ( ) 2 Equation 2.18
m
Thus, the average velocity is proportional to the square root of the 
temperature. This is as expected, since the temperature is proportional to the kinetic
.1  2 energy o f —mv .
Practical Definition of Temperature
According to the kinetic theory of gases the kinetic energy U of an ideal gas is 
directly proportional to the thermodynamic temperature:
U - ^ k T  Equation 2.19
where k is the Boltzmann constant. The kinetic energy of an atom in terms of velocity 
is:
jj='^mv^ Equation 2.20
3 1The factor of — arises because the atom has — of kinetic energy for each of its
three degrees of translational freedom in three-dimensional space. Thus, an expression 
for the temperature in terms of velocity can be derived by combining equations 2.20 
and 2.21.
2
T= Equat i on 2.21
This equation enables the temperature to be calculated for a set of atoms in motion 
directly from their velocities.
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Initialisation of the Temperature
Conversely, a set of velocities can be constructed which, when averaged, 
satisfy equation 2.21 for a given target temperature. This is utilised in molecular 
dynamics simulations by providing an initial set of velocities for the atoms, which can 
then be used in the equations of motion. These velocities must have the correct 
average kinetic energy, and they must also fit a Maxwell-Boltzmann distribution for 
the target temperature. Many sets of velocities for a system will fill these criteria. 
Assuming a molecular dynamics simulation has attained equilibrium, every 
instantaneous velocity set will obey the Maxwell-Boltzmann distribution formula. The 
end result of this is that the choice of initial velocities can be assigned randomly.
Temperature Control by Velocity Scaling
There is no reason why a distribution of velocities which begins as a Maxwell- 
Boltzmann distribution for a given temperature must stay at that temperature, or to 
maintain its Maxwell-Boltzmann shape. If the starting co-ordinates are far from 
equilibrium, as is often the case, the temperature can change dramatically as the run 
proceeds. For example, a minimised system which has had its velocities initialised to 
300K will start with a potential energy of zero, on some arbitrary scale. Due to the 
principle of equipartition of energy, the kinetic and potential energies must be equal at 
equilibrium. Therefore, as the run proceeds, kinetic energy will be re-distributed to 
potential energy. If this is allowed to continue the final kinetic energy, and hence the 
final temperature, at equilibrium will be half the original temperature. It is therefore 
necessary to adjust the temperature by scaling the velocities. This can either be 
achieved dramatically during the equilibration stage, or more gently during the later 
stages. Both of these methods are described in the following sections.
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1. During the Equilibration
It is assumed that, during the early stages of a molecular dynamics simulation, 
when the system will almost certainly be far from equilibrium, it will be desirable to 
scale the velocities vigorously to hasten convergence to the target temperature. This 
may be accomplished by an instantaneous re-scaling of the velocities to exactly match 
the target temperature whenever the current temperature is higher or lower than the 
target temperature by some specified amount. The appropriate amount will then be 
either added to, or subtracted from, the energy of the system efficiently. However, it is 
important to recognise that the fundamental limitation to achieving equilibrium is how 
rapidly energy can be transferred to, from and among the various internal degrees of 
freedom of the system. The speed of this process depends on the potential energy 
expression used, the parameters, and the nature of the coupling between the 
vibrational, rotational and translational modes. It also depends directly on the size of 
the system.
2. Following Equilibration
When a system has reached equilibrium the velocity re-scaling algorithm may 
be changed to a more gentle exchange of thermal energy, which would be expected 
when a system comes into contact with a heat bath. One such method was developed 
by Berendsen et al.^ ,^ in which each velocity is multiplied by a factor X given by:
Ar TA.=1+y  t( ^ )  Equation 2.22
where M  is the time step size, t  is a characteristic relaxation time, Tq is the target 
temperature, and T is the instantaneous temperature. To a good approximation, this 
treatment provides a constant temperature ensemble that can be controlled by 
changing the relaxation time.
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PRESSURE
Pressure changes can be accomplished by changing the co-ordinates of the 
particles and the size of the unit cell in periodic boundary conditions. During a 
molecular dynamics simulation, B e r e n d s e n ' s ^ ^  method couples the system to a 
pressure "bath" to maintain the pressure at a certain target value. The strength of 
coupling is determined both by the compressibility of the system and by a relaxation 
time constant. At each step the %, y  and z co-ordinates of each atom are scaled by a 
factor p, which is defined as
M -p = (l + —  c[P -P q])'^  Equation 2.23
X
where M  is the time step, x is the relaxation time constant, c is the compressibility of 
the system, P is the instantaneous pressure and Pq is the target pressure. The Cartesian 
components of the unit cell vectors are scaled by the same factor p. This method 
changes the cell uniformly, so that the size of the cell is changed, but not its shape. In 
cases such as phase transitions of crystals, where both the cell size and the shape are 
expected to change, this method is not appropriate.
Choice of Ensembles
Temperature and pressure can be controlled in molecular dynamics 
calculations by using one of a selection of ensembles, which all conserve the total 
number of particles.
The constant-energy, constant-volume ensemble, also known as the 
microcanonical ensemble, is obtained by solving Newton's equations of motion by the 
Verlet leapfrog algorithm without any temperature and pressure adjustment in the 
molecular dynamics simulation. The lack of energy flow facilitated by temperature 
coupling and scaling prevents the desired temperature from being achieved during
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equilibration when this ensemble is used. It may be of use during the data collection 
phase if the constant-energy surface of conformational space is of interest, or if the 
perturbations created by temperature and pressure baths are to be avoided. Although 
there is no coupling to the outside world a slight drift in energy still occurs during the 
molecular dynamics simulation. This is due to round-off and truncation errors in the 
integration process. The calculations of the potential and kinetic energies are always 
out of phase by half a time step; thus when the total energy is calculated as the sum of 
the potential and kinetic energies there will always be a slight error. This error is 
usually small, but is nevertheless present and causes the fluctuations observed even 
when constant energy has been applied to the system.
The constant-temperature, constant-volume ensemble, also known as the 
canonical ensemble, is obtained by controlling the temperature through direct 
temperature scaling during the equilibration stage and by temperature bath coupling 
during the data collection phase. The volume is kept constant throughout the run. This 
ensemble should be used for conformational searches of molecules in vacuum, 
without periodic boundary conditions, since the volume, pressure and density are not 
defined. If pressure is not a significant factor, this ensemble can be used along with 
periodic boundary conditions, as it creates less perturbation of the trajectory, due to 
the absence of coupling to a pressure bath.
The constant-temperature, constant-pressure ensemble allows control over 
both the temperature and pressure of the system, whilst the cell vectors are free to 
change. This ensemble is useful when the correct pressure, volume and density are 
required. It can also be used during the equilibration stage to achieve the desired 
temperature and pressure; another ensemble could then be used for the data collection 
phase.
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Summary
Molecular modelling involves the use of a classical approximation, in which 
the electrons are ignored and the atoms are treated as spheres. These may be either 
rigid or flexible, depending on the force field used. The atoms may be charged, if 
necessary, to represent ions. They are coupled to other atoms using an analogy to 
springs to represent the bonds between them. The classical energy fimction, its 
functional form, and accompanying parameters are referred to as the force field.
The physical significance of most of the interactions in a classical force field 
can be easily understood, such as those describing the internal degrees of freedom in 
terms of bond lengths, bond angles and torsion angles, and the use of vibrating balls 
connected by springs to describe molecular motion. However, there are limitations to 
such classical models. Applications beyond the capability of most classical methods 
include those relating to electronic transitions, electron transport phenomena, bond 
breaking or formation and proton transfer.
Minimisation procedures suffer from the multiple minima problem. The basic 
steepest descents algorithms search for conformations with lower energies. They 
usually locate a minimum which is the closest to the starting point, and seldom push 
molecules over energy barriers. As a result, the true global minimum may not be 
found, and alternative methods must be used, such as conjugate gradient or Ne^vton- 
Raphson techniques.
Molecules find their own minimum energy conformations by fluctuating about 
an ensemble of configurations within energetic reach, as determined by the 
temperature. In principle, the simulation of the particles' motions should mimic the 
molecules' fluctuations and hence the global minimum energy conformation will be 
sampled during a molecular dynamics simulation. Newton's equation of motion, 
F=ma, can be numerically integrated to predict the motion of atoms over a short 
time interval. The time-dependent trajectory thus created can be used to represent the
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molecular motions. Energy barriers can be crossed, since thermal energy is available 
to the system.
One disadvantage of molecular dynamics simulations is the vast amount of 
data produced, which must subsequently be analysed. Molecular dynamics 
simulations are currently limited to tens of nanoseconds for small systems, but some 
transitions of interest may typically take place on a time scale of milliseconds or 
minutes at 300°C. Minimising during a dynamics simulation may help to reduce the 
amount of data, by identifying structures where fluctuations occur. This may lead to 
the identification of several minima, but these are far less than the number of points 
sampled during a molecular dynamics simulation. Nevertheless, these points may be 
useful as reference points in analysing molecular structures and energetics^^.
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Introduction
Gellan is an anionic, microbial polysaccharide with the basic repeat unit of (1 
—^3)“P“D”Glcp“(l —^4)-P-D-Glc/?A-(l—^4)-p-D-Glcp-(l —^4)-oi-L-Rha^^. A schematic 
of the gellan repeat unit can be found in figure 3.1.
Figure - 3.1 - Schematic o f the gellan repeat unit, with labelling o f residues and atom 
numbering.
Polysaccharides have received relatively little attention from computational 
studies compared to other macromolecules, such as proteins. Both groups suffer from 
similar difficulties, such as the current inability to predict conformations based solely 
on primary structure. However, progress is being made. So far, in the case of 
polysaccharides, this has mainly concentrated on analysing individual glycosidic 
linkages. This type of approach has been used here to validate the model and force 
field used in subsequent calculations.
Methods
All calculations were performed on a Silicon Graphics Iris Indigo XZ 4000 
workstation. The molecular modelling package INSIGHT II Version 2.3.0 was used to 
construct all models, and the INSIGHT II interface to Discover Version 2.95 was 
utilised for the calculations on the structures.
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The AMBER force field^ with the modifications for polysaccharides by 
Homans^ was used in all simulations. Cut-offs for the non-bonding interactions were 
not used in these calculations, as the molecules under consideration were relatively 
small.
Relaxed conformational energy maps were calculated by restraining the cp and 
\\f dihedral angles and energy minimising the remaining structure around these 
dihedral angles. For the (1-^4) linkages (|) is defined as 0-C1-01-C4', and y  is 
defined as Cl-01-C4'-C5', where a prime symbol indicates the following residue. For 
the (l->3) linkages, ^ is defined as 0-C1-01-C3', and \j/ is defined as Cl-01-C3'-C4'. 
The energy minimisation procedure involved an initial steepest descents 
minimisation, until the derivative was less than 10 kcal moF  ^Â'*, conjugate gradients 
until the energy derivative was less than 1.0 kcal mofi and finally a quasi 
Newton-Raphson optimisation until the derivative had reached a value of 0.05 kcal 
mol'^ A'l or less. The dihedral angle \|/ was then incremented by 30°, while ^ was held 
constant, and the energy minimisation procedure was repeated. This was then repeated 
until the dihedral angle ij/ had swept out 360°; the dihedral angle (|) is then incremented 
by 30° and the whole procedure was again repeated until each of the dihedral angles 
had been rotated by the full 360° for all values of the other.
The minimum energy conformations predicted by these relaxed 
conformational energy maps were subsequently used as the starting structures for 500 
picoseconds molecular dynamics (MD) simulations. This procedure has been 
described by Stem et aL^ . The aim of this procedure in this work was to validate the 
model and force field used, by comparison of the predicted conformations with the 
fibre diffraction data .^ A relative dielectric constant of 80 was used to implicitly 
represent the presence of solvent. The simulation was mn at 295K, with 50 
picoseconds equilibration, followed by 500 picoseconds of data collection. The 
explicit image protocol was used in all molecular dynamics simulations, as was the 
leapfrog Verlet algorithm^.
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TIP3P parameters for water.
Type Mass Element
HW 1.0068 H
OW 16.000 O
>E = K2*(R-R0)''2
I J RO K2
OW HW 0.9572 553.00
HW HW 1.5136 553.00
>E = K2*(Theta-ThetaO)'^2
I J K ThetaO K2
HW OW HW 104.5200 100.00
>E = EPSI + {Rij*/Rlj''12-2(Rij*/Rij)''6}
I Ri* EPS!
HW 2.00 0.020
OW 3.5360 0.152
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One of the disaccharides also underwent a molecular dynamics simulation in 
the presence of explicit water molecules, to determine the effect this may have on the 
minimised structures from the calculations in vacuum. The disaccharide was solvated 
using a ISA^ box of equilibrated water molecules. The TIP3P model of water'  ^was 
used in all simulations. The TIP3P model has recently been successfully used in 
molecular dynamics simulations with sucrose^. The waters were placed randomly 
around the disaccharide, whilst avoiding any steric over-laps. This resulted in a total 
of 84 water molecules. In this particular system, cut-offs were employed for the non­
bonding interactions at 15A, since periodic boundary conditions were required to 
contain the water molecules. A group based switching function smoothly adjusted the 
potential to zero over a 1.5A range. This minimises the possibility of discontinuities 
in the potential energy surface; it also ensures that the cut-off for non-bonded 
interactions does not occur in the middle of a functional group.
Results and Discussion
Experimentally, structural data for polysaccharide gels can often be 
particularly difficult to obtain; a general lack of crystallinity precludes the use of x-ray 
crystallography, whilst solution NMR often yields only rotationally averaged 
conformations. In favourable cases, such as gellan, it may be possible to extract fibres 
in which the molecules are preferentially oriented in the same direction^. From such 
samples it is then possible to obtain fibre diffraction data; although this is not as 
precise as x-ray crystallography, it can nevertheless provide sufficient details of the 
structure to determine unit cell dimensions, helix pitch and possibly even the location 
of specific crystalline water molecules. Such data provide useful starting structures for 
atomistic simulations. In the case of gellan, these type of data were obtained by 
Chandrasekaran et al. for both the lithium^^ and the potassium  ^ salt. The fibre 
diffraction data for the potassium salt were used for the starting structure of the double 
helices. These data are also used for comparison with calculated results for the
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disaccharide fragments. These calculations were performed as described in the 
methods section.
The results from the conformational energy searches and subsequent molecular 
dynamics calculations of all four of the glycosidic linkages have been compared to the 
fibre diffraction values, and listed in table 1. As can be seen, there is good agreement 
between experimental and calculated dihedral angles for the A-B, B-C and D-A 
glycosidic linkages. The pyranose ring labels A, B, C and D have been defined in 
figure 3.1. Small deviations are expected from the fibre diffraction data as the 
molecules are relaxed. The results indicate that the models and force field used are 
valid for studying these systems and are described individually in the following 
section. Particular attention has been given to the C-D glycosidic linkage, which 
showed slightly worse agreement with the experimental data.
The relaxed conformational energy map for the A-B glycosidic linkage has 
been included as figure 3.2. Two minimum energy conformations were located; these 
have been labelled as energy wells "A" and "B" in figure 3.2. The "A" well is located 
at (|) = -90°, \|/ = -120, which compares favourably with the conformation obtained 
from the fibre diffraction data^^ of (|) = -101°, \|/ = -136.
The conformation corresponding to energy well "A" was then used as the 
starting point for a molecular dynamics simulation of the A-B disaccharide, as 
described in the preceding section. The results from the molecular dynamics trajectory 
have been illustrated, in figure 3.3, as a plot of the variation of the dihedral angles (j) 
versus \j/ during the 500 picoseconds data collection phase. As can be seen from figure 
3.3, there were very few transitions to the "B" energy well.
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Table - 1 - Comparison between fibre diffraction data and the results calculatedfrom 
conformational energy searches and molecular dynamics simulations, starting 
from a selection o f conformations. See text for details.
Dihedral angle Dihedral angle (®) 
from fibre 
diffraction data.
Dihedral angle (°) 
from 
conformational 
energy searches.
Dihedral angle (°) from molecular 
dynamics simulations.
05D-C1D-03A-C3A -124 -150 -180 <  0 <  -150: 150 <  0 <  180
C1D-03A-C3A-C4A 88 120 90 <  0 <  120
05A-C1A-04B-C4B -101 -90 -100 <  0 <  -70
C1A-04B-C4B-C5B -136 -120 -150 <  6 <  -90
05B-C1B-04C-C4C -154 -90 -120 <  0 <  -30
C1B-04C-C4C-C5C -144 -120 -180 <  0 <  -90
05C-C1C-04D-C4D -150 -90 -120 <  0 <  -60
C1C-04D-C4D-C5D 86 120 60 <  0 <  120
The "B" well in figure 3.2 represents a conformation in which the H03B - 
05A hydrogen bond is not topologically possible. This hydrogen bond is an important 
factor in the formation and stabilisation of the gellan helix; its presence and 
importance were confirmed by the fibre diffraction data of Chandrasekaran et al.^. 
The molecular dynamics simulation starting from the conformation associated with 
the "B" energy well underwent an early transition to the "A" well, where it remained 
for the remainder of the simulation. These results indicate the importance of this 
particular hydrogen bond, the formation of which appears to be a major driving force 
in the helix formation. The molecular dynamics simulation starting at conformation 
"B" can be seen in figure 3.4,
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Figure - 3.2 - Relaxed conformational energy map for the A-B glycosidic linkage. 
Energy contours are separated by 1 kcal moH.
180 T
120 -
Phi (“) 0
-120 -
Figure - 3.3 - Variation in the phi andpsi dihedral angles during the MD simulation 
o f the A-B glycosidic linkage, starting at energy well "A ". Each square represents 
the conformation at 1 picosecond intervals.
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Phi (®) 0
Figure - 3.4 - Variation in the phi and psi dihedral angles during the MD simulation 
o f for the A-B glycosidic linkage, starting at energy well "B". Each square 
represents the conformation at 1 picosecond intervals.
Figure - 3.5 - Relaxed conformational energy map for the B-C glycosidic linkage. 
Energy contours are separated by 1 kcal moH.
The relaxed conformational energy map for the B-C glycosidic linkage 
revealed two minima. The global, or over-all energy minimum, labelled as "A" in 
figure 3.5 was used as the starting conformation for the molecular dynamics
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simulation. The variation of the (|) and \|/ dihedral angles during this simulation can be 
viewed in figure 3.6. As can be seen, the glycosidic linkage remained in this 
conformation throughout the simulation. When the molecular dynamics simulation 
was started at conformation "B", a 10 kcal mok  ^ energy barrier was crossed early in 
the simulation, and the glycosidic linkage remained in the "A" conformation for the 
remainder of the simulation. The resulting variation of the (|) and \|/ dihedral angles for 
this molecular dynamics simulation can be seen in figure 3.7.
120 - -
Phi (“) 0
120 -
Figure - 3.6 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C glycosidic linkage, starting at energy well "A ". Each square represents 
the conformation at 1 picosecond intervals.
The conformational energy search for the C-D glycosidic linkage revealed a 
wide ranging minimum energy well, which is labelled as "A" in figure 3.8, and a local 
minimum, "B". The conformation corresponding to "B" is just 1 kcal mok^ above the 
global minimum at "A". However, neither of these conformations corresponded 
particularly well to the fibre diffraction data.
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Phi (") 0
Figure - 3.7 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C glycosidic linkage, starting from energy well "B". Each square 
represents the conformation at 1 picosecond intervals.
When the crystal structure was used as the starting conformation for a 
molecular dynamics simulation for the C-D glycosidic linkage, there was a strong 
preference for the "B" energy well, as shown in figure 3.9.
Figure - 3.8 - Relaxed conformational energy map for the C-D glycosidic linkage. 
Energy contours are separated by 1 kcal moH.
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180 T
Phi (") 0 -
-120 -
Figure - 3.9 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the C-D glycosidic linkage, starting from the fibre diffraction conformation.
Each square represents the conformation at 1 picosecond intervals.
When the "B" energy well conformation was used as the starting 
conformation, there was a strong preference for the "A" energy well, with only a few 
transitions to the "B" energy well. The resulting variation of the ^ and i}/ dihedral 
angles from this molecular dynamics simulation can be seen in figure 3.10. This 
linkage showed only moderate agreement with the fibre diffraction data for either the 
conformational energy search or the molecular dynamics simulation; this result is not 
totally unexpected due to the conformational mobility of the rhamnose residue. The 
closest low energy conformation to the fibre diffraction data was at (|) = -150°, \)/ = 
120°. This was located within 3 kcal mok  ^ of the minimum energy conformation at 
"A". However, there were no transitions to this conformation during any of the 
molecular dynamics simulations performed.
Both the conformational energy searches and the molecular dynamics 
simulations for the D-A glycosidic linkage showed close agreement with the fibre 
diffraction data. The conformational energy map for this particular linkage has been
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included as figure 3.11. Two minimum energy conformations have been labelled as 
"A" and "B".
180 
120 -
I
60 - 
Phi (») 0
-60 
-120 +
. h "
-180
-180 -120 -60
■■ ■ ■ ■ .i . J
- t -  
0
Psi (»)
60 120 180
Figure - 3.10 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the C-D glycosidic linkage, starting from the "B" energy well conformation. 
Each square represents the conformation at 1 picosecond intervals.
180
120
-60
-120
-180
180 -120 -60 60 120 1800
P siO
Figure - 3.11 - Relaxed conformational energy map for the D-A glycosidic linkage. 
Energy contours are separated by 1 kcal moU.
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The fibre diffraction data for this particular linkage is (|) = -124°, \j/ = 88°, 
which corresponds to the "A" minimum energy well at (|) = -150°, v|/ = 120°. Two 
molecular dynamics simulations were performed for this glycosidic linkage. The first 
used the fibre diffraction data as the starting conformation, due to its proximity to the 
"A" energy well. The D-A glycosidic linkage remained in this conformation 
throughout the simulation, with no transitions to any other regions. The results from 
this can be found in figure 3.12.
180 
120 + 
60
Phi (“) 0
-60 
-120 + 
-180
-180 -120 -60 0
Psi (»)
180
Figure - 3.12 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the D-A glycosidic linkage, starting at the fibre diffraction data conformation. 
Each square represents the conformation at 1 picosecond intervals.
The second molecular dynamics simulation used the "B" energy well 
conformation as the starting conformation. During this simulation the D-A glycosidic 
linkage underwent an early transition, during equilibration, to the "A" energy well, 
where it remained throughout the simulation. The resulting trajectory for this 
simulation can be viewed in figure 3.13. Thus the D-A glycosidic linkage adopted a 
stronger preference for the conformation corresponding to the fibre diffraction data 
than the other three linkages. This is probably due to the reduced flexibility of (1—>3) 
compared to (l->4) linkages. These results emphasise the importance of the
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occurrence of the (1^3) linkage in the gellan repeat unit for the over-all stability of 
the helical conformation.
Phi (“) 0
Figure - 3.13 - Variation in the phi andpsi dihedral angles during the MD simulation 
o f the D-A glycosidic linkage, starting at energy well "B". Each square represents 
the conformation at 1 picosecond intervals.
Finally, the A-B glycosidic linkage was also used in molecular dynamics 
simulations which included explicit water molecules, as described in the methods 
section. The starting conformation corresponded to energy well "A" as shown in 
figure 3.2. During the simulation, the A-B glycosidic linkage remained in this 
conformation, and the important H03B-05A hydrogen bond was maintained. No 
other conformations were adopted. The general behaviour was very similar to that 
described for the simulations in implicit solvent, although in general the hydroxyl 
groups hydrogen bonded to water molecules, rather than to each other.
Conclusions
In general, the models and force field used here have been shown to reproduce 
conformations which have been found experimentally. Total agreement between
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experimental data from a crystalline state and that obtained from a molecular 
modelling simulation would not be expected, since the crystalline state will almost 
certainly impose some form of crystal packing constraints. The minimisation of the 
energy performed in molecular modelling helps to relieve any such strain the 
molecule may be experiencing.
Several important structural features have been identified. The first of these is 
the H03B - 05A hydrogen bond, which appears to be one of the main driving forces 
behind the helix formation. The second major contribution is the presence of the (1-^ 
3) linkage in the gellan repeat unit. This appears to add stability to the helical 
conformation which is believed to be adopted in the gel state.
It was also found that the use of implicit solvent rather than explicit solvent 
had little effect on the conformations adopted by the glycosidic linkages. However, 
the formation of solvent-solute hydrogen bonds are favoured over solute-solute 
hydrogen bonds. This reflects the more realistic situation, where there are more 
opportunities for solute-solvent hydrogen bonding and the resulting H-O—H angles 
produce less strained structures.
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Introduction
Gellan gelation, at low polysaccharide concentration, may be induced by the
use of mono- and divalent cations, as well as by H+ ionsh The mechanism of the
binding of divalent cations, such as Ca^ +, has for some time been suggested to consist 
of direct helix - cation - helix - bridging^. However, this has never been proved. This 
chapter describes an atomistic simulation approach to probe the details of Ca^+ 
binding between two gellan double helices, which demonstrates that actual direct 
bridging of Ca^ + ions can occur via carboxyl oxygens.
Several groups^-  ^have studied the dilute solution behaviour of gellan, using a
variety of counter ions, with a view to gaining some insight into the process of gel
formation. These have mainly concentrated on measuring gel strengths under different 
conditions of counter ion type and concentration, temperature, polysaccharide 
concentration and pH. A detailed review of these experiments was provided in chapter 
1. The aim of this chapter is to use a combined molecular mechanics and molecular 
dynamics (MD) approach to investigate the co-ordination of both mono- and divalent 
ions to the gellan double helix.
Modelling the entire time sequence leading to gelation from a disordered 
aqueous solution is beyond the scope of current molecular simulation methods. It is 
also impractical at present to simulate models which are of a sufficient size to 
represent all aspects of gel formation. Thus, this chapter concentrates on one stage of 
the pathway, which is where double helices have formed and are in close proximity to 
each other. In this simulated state the specific interactions with the counter ions can be 
probed in detail, without the need to attempt to model the formation of the gel.
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Methods
All calculations were performed on a Silicon Graphics Iris Indigo XZ 4000 
workstation. The molecular modelling package INSIGHT II Version 2.3.0 was used to 
construct all models, and the INSIGHT II interface to Discover Version 2.95 was 
utilised for the calculations on the structures.
Gellan gels consist of rigid, crystalline regions of aggregated double helicesi^, 
which are linked by more flexible segments The model system has been developed 
to represent the interactions present within the crystalline regions only. This reduced 
size model consists of two double helices. The two strands of each double helix are 
composed of just four pyranose rings. This represents the repeat unit of the 
polysaccharide chains, and is the minimum required to model the cation binding. 
These systems are fully solvated with water to model more accurately the hydrogen 
bonding interactions.
The polysaccharide chains were solvated using a box of equilibrated water 
molecules. The TIP3P^  ^model of water was used in all simulations. The TIP3P model 
has recently been successfully used in molecular dynamics simulations with sucrose^^. 
The water molecules were placed randomly around the chains, whilst avoiding any 
steric over-laps. This resulted in a total of 185 water molecules. The systems were 
then minimised, with the chains held rigidly fixed in space, to enable the water 
molecules to orient themselves with respect to the other atoms in the system.
The Ca2+ ions were modelled as rigid spheres with a van der Waals' radius of 
1.95Â and a charge of +2. Similarly, the monovalent ions were modelled as rigid 
spheres with a charge of +1. The van der Waals' radii were 1.22Â, 2.2Â, 2.39Â and 
3.01Â for Li+, Na+, K+ and Cs+ respectively. The ions were initially placed arbitrarily 
between the polysaccharide chains, and it was from these positions that they moved 
into the co-ordination sites, proposed by Chandrasekaran^, during subsequent energy 
minimisation of the systems. The details of the proposed binding site are discussed in
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more detail in the results section. All of the simulations have been run at a 
temperature of 295K. This is the normal temperature of use for gellan products. It 
should be noted that the actual temperature at which gellan gels deteriorate depends 
on the concentration of gellan and the nature and concentration of the counter ions 
presents
The simulation cells had the dimensions a = 24.0, b = 24.0, c = 20.0Â with the 
angles a  = p = y = 90°. The explicit image protocol was used in all molecular 
dynamics simulations, as was the leapfrog Verlet algorithmic. All systems were 
initially energy minimised using steepest descents, until the maximum derivative of 
the total energy was less than 10 kcal mol'i A'k This was followed by conjugate 
gradient minimisation, until a derivative of 1.0 kcal mol'i Â'i had been achieved. 
Quasi Newton-Raphson techniques were not used, since these larger systems contain 
too many atoms. The limit imposed by the software is a maximum of 200 atoms for 
Newton-Raphson techniques, as these techniques involve the computationally intense 
calculation of the second derivatives matrix.
The systems were gradually raised to the required temperature. A total of 200 
picoseconds was used for the equilibration process; this included 80 picoseconds each 
at lOOK and 200K and finally 40 picoseconds at 295K. The following 200 
picoseconds of the trajectory, at a temperature of 295K, was then collected and 
analysed. Structures were saved every 500 femtoseconds. The final simulation 
temperature was 295K. A step size of 1 femtosecond was used. The systems were 
judged to have equilibrated sufficiently when the total fluctuation of the temperature 
was less than 5° about the target temperature, and the ratio of potential energy to 
kinetic energy remained constant.
All simulations were conducted under conditions of constant temperature and 
volume. The temperature was maintained using Berendsen's^^ method, which couples 
the system to a temperature "bath". Constant pressure was not used, as the effect of
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rescaling the pressure was found to cause large perturbations of the energy of the 
systems.
The AMBER force field^  ^ with the modifications for polysaccharides by 
Homans '^7 was used in all simulations. Cut-offs were employed for the non-bonding 
interactions at 15Â. A group based switching function smoothly adjusted the potential 
energy to zero over a 1 .SA range. This minimised the possibility of discontinuities in 
the potential energy surface; it also ensured that the cut-offs for non-bonded 
interactions did not occur in the middle of any functional groups.
Results and Discussion
The results are discussed in two sections: the first section deals with divalent 
ions and the second discusses the work with monovalent ions. Both types of ion are 
believed to co-ordinate at the same binding site. This is comprised of three oxygens 
from two of the carboxyl groups, one from each double helix, one hydroxyl oxygen 
and two water oxygens. The water molecules are believed to be held in place by 
hydrogen bonding. Both the mono- and divalent ions are thought to bridge between 
the double helices, rather than within a double helix^ »!^ .
DIVALENT IONS
During the detailed examination of the proposed co-ordination site Ca^+ ions 
were placed near the proposed co-ordination site, which has not been proved 
experimentally, and a molecular dynamics simulation was performed, as described 
earlier. The results fi*om this clearly show that the ion bridges between the carboxyl 
oxygens on the two double helices. The average distances during this simulation are 
2.6A and 2.1 K  between the Ca^ + ion and the nearest of the two carboxyl oxygens from 
each double helix. A graph of distance between one of the carboxyl oxygens and a 
Ca2+ ion vs. time has been included as figure 4.1. The average distance between these
94
Chapter 4 - Atomistic Simulations o f  Ion Binding to Gellan Double Helices.
two carboxyl oxygens was 3.1Â. Three water molecules were specifically co­
ordinated around the Ca^+ ion. The distances between these and the Ca^+ were 2.74, 
4.64 and 4.92Â respectively. A graphical representation of this binding can be seen in 
figure 4.2. The dashed lines indicate which atoms are involved in the co-ordination to 
the Ca^+ ion.
3.5 T
2.5 -
Distance (Â)
0.5 -
Time (ps)
Figure - 4.1 - Distance between a Ca '^  ^ion and a carboxyl oxygen V5. time.
The potential interaction energies between the Ca^+ ion and the carboxyl 
oxygens were measured for each binding position of the ion during the molecular 
dynamics simulation. This revealed a co-ordination distance of 2.5A corresponding to 
the minimum potential interaction energies observed.
The pair distribution function, for the water molecules around the Ca^+
ion in figure 4.3 shows a co-ordination shell of water at about 2.6Â around the ion. 
This function was calculated as:
diN.ab ('•))
P^dV{r)
Equation 4.1
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Figure - 4.2 - CV+ binding site.
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where d(^N^(r)^ is the average number of a-b pairs within the distance between r and
(r+br), is the bulk density of type a and b atoms and d
dV{r)
is the average
local density of type a and b atoms in the shell of volume dV(r), between r and (r+ôrj 
from a type a orb atom.
2.5 -
g(r) 1.5 -
0.5
Distance, r (A)
Figure - 4.3 - Pair distribution function for water molecules around a Ca?^ ion.
This distance corresponds well to the co-ordination distances reported above 
between the Ca^ + ion and the carboxyl oxygen, and suggests that the water oxygens 
are replaced by carboxyl oxygens when the ion is co-ordinated with the double 
helices. As the ion moves away, it becomes fully solvated with water once more.
A pair distribution function for the water oxygens around one of the carboxyl 
oxygens involved in the calcium co-ordination site reveals signs of structuring of the 
water in this region. Sharp peaks occur at about 2.8Â, 3.3Â and 3.5Â, and a small 
peak at 4.4Â, with the continuum beginning at around 5Â. This has been included as 
figure 4.4. This result confirms the important role of the water molecules in these 
systems.
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MONOVALENT IONS
The hydrated radius of group I metal ions decreases as the group is descended, 
and this corresponds to the order of increasing gellan gel strength induced by this 
group. Although the number of water molecules in the primary hydration shell is 
smaller for the smaller ions, they have a larger number of hydration shells beyond the 
first, which become more diffuse and difficult to define. Thus, it is not particularly 
useful to discuss the total hydration numbers for the individual ions in this context. 
Data for gel strength have been taken from ref. 1. It seems reasonable to suggest that 
the enhanced size of the hydrated species prevents the ions from approaching close 
enough to the co-ordination site for any strong interactions to occur.
12 T
10 -
g(r) 6 -
Distance, r (Â)
Figure - 4.4 - Pair distribution function for water molecules around one o f the 
carboxyl oxygens in the binding site.
From this it follows that if some of the water molecules around the cation are 
replaced by carboxyl or hydroxyl oxygens as the cation approaches the carboxyl 
group, then the radius of the hydrated cation should show some correlation with gel 
strength. The closer the ion can approach, the stronger will be the resulting gel. A 
graph of the rigidity modulus, which is related to the gel strength, vs. the hydrated
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radius of the group I metal ions can be found in figure 4.5. Experimental data for the 
rigidity modulus have also been taken from ref. 1.
40 -
35 -
Na30 -
Rigidity modulus of
20 -
15 -
10 -
3.43.22.2 2.4
Hydrated cation radius (Â)
Figure - 4.5 - Least squares fit o f rigidity modulus (N/cm?) o f gellan gels vs. hydrated
cation radius at 2% (w/v) gellan concentration.
Gel strength data for gellan with a range of monovalent counter ions are 
available in the literature. As gel strength data are only available for four cations, 
results have been included for solutions at two gellan concentrations. All 
measurements were taken at a temperature of 22°C, and all ion concentrations were 
O.IM. It was also interesting to note that the modulus of gel rigidity was higher for 
gellan with no added salt than for gellan with Me^N+ ions added. The graphs in 
figures 4.5 and 4.6 show that the two parameters of gel strength and hydrated radius 
of cation are clearly correlated, with values of 0.998 and 0.995 for polysaccharide 
concentrations of 2% and 3% (w/v) respectively.
The regression equation for the rigidity modulus of gel, E, at 2% (w/v) gellan
is:
E = 104 - 27.8 * ( hydrated cation radius ) Equation 4.2
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This limits the predictions of gel strengths to a simplistic maximum value of less than 
104 Ncm-2. The H+ ion is reported to induce gels of much higher strengths than this 
limiting valueh The regression equation also suggests a maximum size for the 
hydrated radius of the cation of 3.74À for it to be effective in inducing gelation. Thus 
the large Me^N^ ion may be simply too large, with a maximum distance of about 5Â 
between hydrogens on opposite faces of the molecule. The data in ref. 1 suggest that 
Me^N^ ions disrupt aggregation.
100 -r
Rigidity modulus of „ 
gel
40 4
2.4 2.6 2.8 3
Hydrated cation radius (Â)
Figure - 4.6 - Least squares fit o f rigidity modulus (N/cm^) ofgellan solutions vs. 
hydrated cation radius at 3% (w/v) gellan concentration.
Similarly, the regression equation for the rigidity modulus of gel, E, at 3% 
(w/v) gellan concentration is:
E = 220 - 55.7 * ( hydrated cation radius ). Equation 4.3
This equation predicts a maximum ion size for gelation of 3.95Â. The higher value for 
the maximum cation size at the higher concentration implies that the use of cations to 
promote gelation becomes less important as the gellan concentration increases, and 
this agrees with all experimental observations. The considerably higher gel strength
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induced by H+ ions  ^ suggests that another mechanism may be involved. Also, the 
precise nature of the species present has not yet been determined.
Simulations have been performed with Li+, Na+, K+ and Cs+ ions to investigate 
any differences in co-ordination distances between the different group I metal ions 
and the carboxyl oxygens, and the differences in the hydration shells around these 
cations. The methods used are similar to those described earlier for Ca^+ ions.
The results from these indicate a hydrated radius of 2.3Â for the Cs+ ions, with 
a co-ordination distance to the carboxyl oxygen of 2.4Â. These values compare 
favourably with the literature value for the hydrated radius of the Cs+ ion of 2.28Â^^. 
A pair distribution function for the water oxygens around a Cs+ ion has been included 
as figure 4.7. The first hydration shell can be detected at a distance of 2.2Â from the 
ion.
0.6 -
0.4 -
0.2 -
Distance, r (Â)
Figure - 4.7 - Pair distribution function, g(r), for water oxygens around a Cy+ ion.
The hydrated radius for the K+ ion is found to be 2.5Â, and its co-ordination 
distance to the carboxyl oxygen is 2.4Â. These values compare favourably with the 
literature value for the hydrated radius of the K+ ion of 2.3Â^ .^ Figure 4.8 shows the
101
Chapter 4 - Atomistic Simulations o f Ion Binding to Gellan Double Helices.
co-ordination of a K+ ion to one of the carboxyl oxygens in the binding site. This 
bound state was of 50 picoseconds duration in the simulation.
4.5
Distance (Â) 2.5
0.5 -
Time (ps)
Figure - 4.8 - Co-ordination distance between ion and one o f the carboxyl
oxygens.
Simulations with Na+ ions show co-ordination distances of 2.7Â between the 
Na+ ions and the water molecules. The distances between the Na+ ions and the 
carboxyl oxygens are 2.7A. This compares well with the literature value of 2.76Â^^ 
for the hydrated radius ofNa+ ions.
Figure 4.9 illustrates the distribution of binding distances between a sodium 
ion and a carboxyl oxygen within the binding site, with the corresponding interaction 
energies. These show the preferred co-ordination site for Na+ to be located at about 
2.7Â from the carboxyl oxygen.
Finally, results with Li+ ions show co-ordination distances with the carboxyl 
oxygens of 3.2Â, compared to the literature value of 3.4Âi^. A pair distribution 
function for the hydroxyl oxygens around the Li+ ion can be found in figure 4.10. 
Figure 4.11 shows the results for all of four the monovalent ions in graphical form.
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energy (kcal/mol)
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Figure - 4.9 - Distance between Na'^ ion and one o f the carboxyl oxygens V5. total 
potential interaction energy.
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Figure - 4.10 - Pair distribution function, g(r), for hydroxyl oxygens around LV
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Figure - 4.11 - Co-ordination distances between group I  metal ions and hydroxyl 
oxygens vs. modulus o f gel strength at 3% (w/v) gellan concentration.
Conclusions
It has been demonstrated that gellan gel formation is aided by the cation 
mediated aggregation of double helices. These results show that divalent cations, such 
as Ca^+, can assist in the aggregation of the double helices by directly bridging 
between carboxyl oxygens. A consequence of this is the formation of ordered micro­
crystalline regions, which are necessary for the formation of rigid gels. In addition, 
some structuring of the water surrounding the binding site is observed.
The strength of gellan gel induced by various group I metal ions shows a 
strong correlation with the hydrated radius of the cation. This may be due to the 
replacement of water molecules in the first hydration shell of the ion by carboxyl or 
hydroxyl oxygens from the polysaccharide chains. The result of this process is that the 
smaller cations, such as lithium, which have the larger hydrated radii, induce weaker 
gels. Unfortunately, the carboxyl oxygen - ion - water - ion - carboxyl oxygen 
bridging was not observed to be stable during any of the molecular dynamics 
simulations with the monovalent ions.
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Introduction
As discussed in earlier chapters, gellan gel formation depends in part on the 
formation of double helices and the subsequent aggregation of these double helices. 
The aim of this particular chapter is to investigate the differing structural effects 
exerted by gel-inducing and non gel-inducing cations. At sufficiently high 
concentrations, gellan will form firm aqueous gels without the assistance of any 
counter ions; however, its widespread use in the food industry is due partially to the 
low gellan concentrations required for gelation to occur.
Methods
The model for this stage of the work consisted of two gellan double helices, 
each of which were six residues in length. The fibre diffraction data of 
Chandrasekaran^ was again used to construct the models. This enabled the counter 
ions to experience the complete environment of the binding site, but without the need 
for excessively large calculations. The counter ions were modelled as rigid spheres. 
The van der Waals' radii for the K+ and Me^N^ ions were 2.39Â and about 5Â 
respectively. Both of these ions were assigned a charge of +1. The ions were placed 
arbitrarily close to the co-ordination sites, and were within 5Â of at least one carboxyl 
oxygen.
The simulation cell dimensions were a = 26Â, b = 22Â and c = 35Â. Explicit 
water molecules were used for solvation. The method used for the inclusion of the 
water molecules has already been detailed in chapter three. Similarly, the TIP3P^ 
model for water was used. The total number of water molecules included per 
simulation cell was 438.
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Non-bonded interaction cut-offs were used for distances greater than 15Â, and 
a switching function was again used over a range of 1.5Â.
The completed systems were initially energy minimised, whilst constraining 
the polysaccharide chains and the counter ions. Molecular dynamics (MD) 
simulations of 40 picoseconds were then performed to distribute the water molecules 
more evenly around the simulation cell. The constraints were then removed. During 
subsequent calculations, the polysaccharide chains were restrained to maintain their 
original conformation. A force constant of 100 kcal mok  ^ was used for the torsion 
angle rotation term; this results in higher energies for any changes which alter the 
back bone conformation. The validity of the fibre diffraction data has already been 
shown in chapter three. The use of the restraints enabled the simulation to mimic the 
effect of a crystalline region within a long polysaccharide chain, without the need to 
perform intensive calculations on a much larger system.
Results and Discussion
Two counter ions were used to study the counter ion effects on double helix 
aggregation. K+ ions were used to represent the gel inducing ions, whereas 
tétraméthylammonium ions (TMA+) were used to represent the effect of counter ions 
which are known to inhibit gel formation.
Figure - 5.1 - Definition o f the ring pseudo atom. Atoms I to 6 are included in the 
definition and "X" shows the location o f the pseudo atom.
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The distances between double helices were measured in the following way. 
Firstly, pseudo atoms were defined as the geometric centre of each of the pyranose 
rings. Only the six atoms which form the rings were included in this definition; all 
side chain atoms were excluded. An illustration of this can be found in figure 5.1 .The 
distances between the corresponding pseudo atoms between chains could then be 
measured as a function of time. This provided information on the relative distance 
between the double helices.
POTASSIUM IONS
When K+ ions were used as the counter ions, the average distance between the 
corresponding polysaccharide chains in the opposite double helix were 10.5 and 
10.8Â during the simulation. These correspond to chains pairs 1 and 3, and 2 and 4, as 
illustrated in figure 5.2. These values compare favourably with the 9.1Â for the 
intermolecular separation in potassium gellan^. This has been illustrated in figure 5.3. 
The average distance, calculated from the simulations, between two chains within the 
same double helix are 9.8Â and 9.5Â.
Figure - 5.2 - End-on schematic view o f the chains within the simulation cell. Chains 
I and 2 form one double helix, whilst chains 3 and 4 form the other double helix.
Each double helix contributed one carboxyl group to the formation of the 
binding site. The chains which contained these two groups were, on average, 10.8Â 
apart. The electrostatic interaction energy between these two chains when the
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simulations were completed is 7.18 kcal mol*^ , whereas the corresponding values for 
all other chain combinations ranged from -0.64 to 1.21 kcal mol k
Figure - 5.3 - Inter-helix separation.
These Coulombic interaction energy values demonstrate the importance of the 
nearby counter ion for the stability of the binding site; without the counter ions, the 
electrostatic repulsions would probably result in severe distortion of this region. The 
van der Waals' energy for these two chains at the same point of the simulation is well 
within the range exhibited by all other pair-wise combinations which is -0.12 to -4.5 
kcal moT ;^ therefore, the higher Coulombic interaction was not due to the carboxyl 
oxygens over-lapping. The details of the relative energies and distances between 
chains with potassium ions as the counter ions can be found in table 1. Chains 1 and 2 
form one double helix, whilst chains 3 and 4 form the other double helix, as seen in 
figure 5.2.
Table 1 - Relative energies and distances between chains with potassium ions as the 
counter ions. All energies are in kcal moH.
Chain
combination
Van der Waals' 
energy
Electrostatic
energy
Total potential 
energy
Distances (A)
1 - 2 -0.95 -0.31 -1.26 9.8
1 - 3 -4.50 1.21 -3.29 10.5
1 - 4 -0.12 -0.23 -0.35 13.9
2 - 3 -0.13 -0.18 -0.31 15.4
2 - 4 -2.56 7.18 4.61 10.8
3 - 4 -0.79 -0.64 -1.43 9.5
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The viscosity of a system should give some measure of the strength of gel 
produced, if any. The diffusion co-efficient, D, of a given system is related to its 
viscosity by the Stokes-Einstein relation
kT
/ = —  Equation 5.1
where /  is the friction co-efficient, k is the Boltzmann constant and T is the 
temperature, and by the Stokes' relation
/  = 6nar\ Equation 5.2
where a is the radius of a spherical particle in a solvent of viscosity r\. Re-arranging 
equations 5.1 and 5.2 gives
kTT|= ------- Equation 5.3
6naD
The value of D can be obtained from a plot of mean squared displacement 
versus time for a given particle, where D = gradient / 6. In the case of the present 
calculations, this can be measured for the progress of a water molecule through the 
system; the lower the value of Z), the higher the value of the viscosity. One such plot 
has been included for the system with K+ ions as figure 5.4.
The value of the diffusion co-efficient, D, obtained from figure 5.4 was 1.72 x 
10'9 m  ^s'^  for a 30 picosecond interval when the water molecule was in the vicinity of 
the binding site. When this value is used in equation 5.3, with a = 1.3A, the resulting 
value for the viscosity is 1.28 x 10'^  kg m-^  S'k The viscosity for water is 8.9 x IQ-^  kg 
m-i s'k Thus a tenfold increase in the viscosity is achieved for the potassium gellan 
system compared to water. A graph of the distance of this water molecule from one of 
the carboxyl oxygens in the binding site has also been included, as figure 5.5.
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Figure - 5.4 - Mean squared displacement, M.S.D., for a water molecule through the 
potassium - gellan system.
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Figure - 5.5 - Distance versus time for the water oxygen and carboxyl oxygen, which
were used in the calculation o f D.
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Figure - 5.6 - Pair distribution function, g(r), for water molecules around one o f the 
carboxyl oxygens.
3
2
1 -
-  ^
0 -
Total potential
energy (kcal/mol) .2
-3 - 
-4 -
■
"
■
-5 -
-6 -- - - - - - - - - - - - - - - i- - - - - - - - - - - - - - - 1-------- H --------H - - - - - - - - - - - - - - - 1---------!--------- 1--------- 1--------- 1--------- i--------- i--------- 1
0 1 2 3 4 5 6 7 8 9 10 11 12
Distance (Â)
Figure - 5.7 - Total potential energy V5. distance between water oxygen and carboxyl 
oxygen.
The pair distribution function for the water molecules around one of the 
carboxyl oxygens can be found in figure 5.6. As can be seen, the main hydration shell 
occurs at around 1.5Â, with a second major hydration shell visible at 3Â. Some
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structuring of the water molecules in the vicinity of the carboxyl group can also be 
detected up to 7Â away.
The water molecule which was used to calculate the diffusion co-efficient was 
also used in the following procedure. The potential energy between the water 
molecule and the chain containing one of the carboxyl groups was measured over the 
entire molecular dynamics calculation. The results of this have been plotted against 
the distance between the water oxygen and one of the carboxyl oxygens in figure 5.7. 
This graph shows the shortest, energetically favourable distance in the simulation 
between the water molecule and the carboxyl oxygen to be about 3Â.
TETRAMETHYLAMMONIUM IONS
The use of tétraméthylammonium (TMA+) as the counter ions had a 
considerable effect on the aggregation of the double helices. All other conditions were 
identical to those used for the potassium ions discussed earlier.
Figures 5.2 and 5.3 also apply to the simulations with TMA+ gellan. The 
average intra-helix distances were 9.1 and 8.9Â. These values are close to those 
reported for the potassium ion simulations. However, the average distances between 
polysaccharide chains in different double helices are 9.0, 13.3, 14.6 and 13.3Â. Thus 
the inter-helix distances, with one exception, were considerably larger with TMA+ 
ions than with K+ ions. This can be attributed to the larger size of the TMA+ ion, 
which disrupts the aggregation between the double helices.
The chains which contained the two carboxyl groups of the binding site were, 
on average, separated by 13.3Â; the electrostatic interaction energy between them was 
3.91 kcal mol’h The electrostatic interactions for all other chain combinations were in 
the range -9.5 to -0.4 kcal mol h Similarly as for the K+ system, this was the highest 
electrostatic interaction for any of the chain pair combinations. These two chains also
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had the least stable van der Waals' energy for all of the chain combinations. This 
contrasts with the K+ system, where this pairing had the most favourable van der 
Waals' energy.
These results demonstrate the inability of the TMA+ ions to stabilise the 
highly charged region around the carboxyl groups, and consequently the separation 
between the two chains increases to alleviate some of the unfavourable electrostatic 
interactions between the carboxyl groups. Hence, the inter-helix separation is greater 
than that observed for the simulation with potassium ions.
A complete summary of all the relative energies and distances between all 
chain combinations can be found in table 2. Chains 1 and 2 form one double helix, 
whilst chains 3 and 4 form the other double helix.
Similarly as for the simulations with K+ ions, a plot of the mean squared 
displacement for a water molecule versus time has been included, and can be found as 
figure 5.8.
Table - 2 - Relative energies and distances between chains with TMA'  ^ions as the 
counter ions. All energies are in kcal moH.
Chain
combination
Van der Waals' 
energy
Electrostatic
energy
Total potential 
energy
Distance (A)
1 - 2 -0.70 -0.44 -1.14 9.1
1 - 3 -16.73 -6.83 -23.55 9.0
1 - 4 -3.37 -9.49 -12.86 13.3
2 - 3 -0.48 -0.94 -1.42 14.6
2 - 4 -0.82 3.91 3.09 13.3
3 - 4 -6.78 -6.78 -13.56 8.9
The value of the diffusion co-efficient obtained from figure 5.8 for the first 
150 picoseconds was 3 x 10'  ^ m  ^ s'h This value corresponds to the time when the 
water molecule was passing between the polysaccharide chains, in the vicinity of the 
binding site. When this value is used in equation 5.3, with a = 1.3Â, the resulting 
value for the viscosity is 5.5 x 10*4 kg m-^  s'h A graph of the distance of this water
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molecule from one the carboxyl oxygens in the binding site vs time has also been 
included, as figure 5.9.
700 _
600 -
500 --
400 --
Distance (Â)
300 --
200 - -
100 - -
Time (ps)
Figure - 5.8 - Mean squared displacement, M.S.D., versus time for a water molecule 
in the TMA^ - gellan system.
25 -,
20 -
15 -
Distance (A)
Time (ps)
Figure - 5.9 - Distance between a water molecule from a carboxyl oxygen in the
TMA'  ^- gellan system versus time.
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Following the initial 150 picoseconds period, the water molecule was no 
longer bound to the polysaccharides, and hence the sudden change in behaviour. The 
remaining portion of this molecular dynamics simulation yielded a diffusion co­
efficient of 6.5 X 10'  ^m2 s ' l ,  and a viscosity of 2.6 x  IQ-^  kg m-^  s'K This section has a 
lower viscosity as the water molecule was in the bulk solvent phase, rather than 
between the polysaccharide chains. However, both of the viscosity values obtained for 
the TMA+ ions are comparable to that of water.
The pair distribution function for the water molecules around one of the 
carboxyl oxygens can be found in figure 5.10. From this figure it can clearly be seen 
that there is no structuring of the water molecules at distances greater than 4Â from 
the carboxyl groups. This can be attributed to the lack of a definite binding site, which 
emphasises the disruptive effect of adding TMA+ ions. The first broad peak at around 
1.5Â is likely to be due to hydrogen bonding; the second hydration shell can be seen 
at around 3Â.
0.4 --
0.2 - -
Distance (A)
Figure - 5.10 - Fair distribution function, g(r), for water molecules around a
carboxyl oxygen.
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The total potential energy between the water molecule and the carboxyl group 
was again measured over the entire simulation, and the results have been plotted 
against the distance between the two groups, as shown in figure 5.11. The process 
involved is the same as that described for the potassium gellan system. Although there 
are two low energy conformations at distances of 2.5 and 3.5Â, the vast majority of 
low energy conformations occurred at distances of at least 5Â, which highlights the 
instability imposed on the system by the presence of the TMA+ ions.
Total potential 
energy (kcal/mol)
5 6
Distance (Â)
Figure - 5.11 - Total potential energy v& distance between water oxygen and 
carboxyl group.
Conclusions
Due to the restraints imposed on the conformations of the polysaccharide 
chains, no detailed information is available concerning the binding site from these 
particular simulations. However, the results clearly show both the stabilising effect of 
the potassium counter ions and the disruptive influences of the TMA+ ions. The 
counter ions have a major role in stabilising the binding site. TMA+ ions appear to 
inhibit aggregation on the basis of their size, due to steric repulsions, rather than
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through any additional interactions with other regions of the polysaccharide chains. It 
is also evident that the more diffuse charge on the TMA+ ions is unable to stabilise the 
charged binding region, which eventually led to the collapse of the double helices in 
this region.
Calculations of the viscosity during the molecular dynamics simulations have 
also shown the difference in the gelling behaviour when the different cations are used, 
with the K+ ion system having a higher viscosity than the TMA+ system.
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Introduction
Several polysaccharides are known which share the same back bone repeat 
unit as gellan, but which differ in their degree of substitution. The main point of 
interest in this group is that only gellan has been observed to form firm, aqueous gels 
at low polysaccharide concentration. In order to investigate the effects of the various 
side chains on the ability of gellan to form firm gels, rather than merely viscous 
solutions, a series of conformational analyses have been performed on fragments of 
the basic gellan repeat unit with the appropriate side chains attached, as described for 
gellan in chapter 3. The purpose of this is threefold:
1) to ascertain whether or not the presence of the substitutions have any major effect 
on the basic morphology of the helices adopted by the different polysaccharides,
2) to determine the positioning of the side chains with respect to the back bone, and 
investigate their effect on the potential ion binding site, and
3) to investigate the effect of side chain - back bone interactions on the helix stability 
of the various substituted polysaccharides compared to gellan.
Methods
All calculations were performed on a Silicon Graphics Iris Indigo XZ 4000 
workstation. The molecular modelling package INSIGHT II Version 2.3.0 was used to 
construct all models, and the INSIGHT II interface to Discover Version 2.95 was 
utilised for the calculations on the structures.
Relaxed conformational energy maps were calculated by restraining the ^ and 
Y dihedral angles and energy minimising the remaining structure around these 
dihedral angles. For the (1^4) linkages ^ is defined as 05-C1-01-C4', and i|/ is 
defined as Cl-01-C4'-C5', where a prime symbol indicates the following residue. For
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the (1-^3) linkages, ^ is defined as 05-C1-01-C3', and \\f is defined as C1-01-C3- 
C4'. The energy minimisation procedure involved an initial steepest descents 
minimisation, until the derivative was less than 10 kcal mok  ^Â’^ , conjugate gradients 
until the energy derivative was less than 1.0 kcal mok  ^ Â’ ,^ and finally a quasi 
Newton-Raphson optimisation until the derivative had reached a value of 0.05 kcal 
mol'i or less. The dihedral angle y  was then incremented by 30°, while ([) was held 
constant, and the energy minimisation procedure was repeated. This was repeated 
until the dihedral angle y  had swept out 360°; the dihedral angle ^ was then 
incremented by 30° and the whole procedure was again repeated until each of the 
dihedral angles had been rotated by the full 360° for all values of the other.
The minimum energy conformations predicted by these were subsequently 
used as the starting structures for 500 picoseconds molecular dynamics (MD) 
simulations, to obtain information on the dynamic behaviour of the glycosidic 
linkages in the regions of the various substitutions. A relative dielectric constant of 80 
was used to implicitly represent the presence of solvent. The molecular dynamics 
simulations were performed at 295K, following a 50 picoseconds equilibration phase.
The final stage involved molecular dynamics simulations of models of the 
various members of the gellan family, which consisted of two chains, each 30 residues 
in length. Again, the effect of solvent was included implicitly by using a relative 
dielectric of 80.
Results and Discussion
The results are discussed in two sections. The first of these concentrates on the 
local effects of the side chains on the geometries of the helices, and the energetically 
preferred conformations of the side chains themselves. The second section is 
concerned with the large scale effects of the substitutions on the abilities of these 
polysaccharides to form double helices. The main objective is to determine the effect
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specific side chains manifest on the over-all geometry of the basic gellan-type double 
helix. There is the possibility that side chain - back bone hydrogen bonding 
interactions occur, which may serve to strengthen the double helices. Alternatively, 
the presence of side chains may inhibit the double helix formation in some respect, 
either as a minor perturbation in the geometry, or as a major disruption of the 
polysaccharide's ability to form an ordered structure. This appears to be the major 
driving force regulating which of this group of polysaccharides are able to form firm 
aqueous gels at low polysaccharide concentration.
FRAGMENT ANALYSES 
Native Gellan
The first system to be studied was native gellan, which bears acyl and glyceryl 
substitutions on the glucose unit before the glucuronic acid residue. A schematic 
representation of native gellan can be found in figure 6.1.
HO HO
OH HOHOHO
OH
OHHO
HOHO
Figure - 6.1 - Schematic and labelling scheme for native gellan.
Conformational energy searches have been performed for the D-A and A-B 
glycosidic linkages in native gellan, with its acyl and glyceryl side chains on residue
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A. The minimum energy conformation for the D-A glycosidic linkage was observed at 
(|) = 30°, ij/ = 15°. The conformational energy map for this glycosidic linkage can be 
found in figure 6.2. The D-A glycosidic linkage adopted a conformation which is 
considerably different to that adopted by the corresponding region of gellan. This may 
be due to the effects of solvation, which relax any constraints imposed by crystal 
packing forces. The glyceryl group was found to be extremely mobile, with the 
formation of several hydrogen bonds with the back bone residues.
Figure - 6.2 - Conformational energy plot for the D-A glycosidic linkage in native 
gellan. Energy contours are separated by 1 kcal mohK
The minimum energy conformation was subsequently used as the starting 
structure for a molecular dynamics simulation, as described in the methods section. 
The resulting trajectory can be seen in figure 6.3, which shows that the D-A 
glycosidic linkage remains in the minimum energy conformation predicted by the 
conformational energy search. The strong agreement between these two simulation 
results strongly suggests that larger conformational effects are exerted by the 
solvation processes on native gellan compared to gellan itself. Gellan showed closer 
agreement to the fibre diffraction dataf
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The minimum energy conformation for the A-B glycosidic linkage was 
observed at (|) = -180°, \\f -  0°. Similarly, this was considerably different to that 
observed for gellan. Additional local minima for the A-B glycosidic linkage were also 
located and have been labelled as "B", "C" and "D" in figure 6.4. The minimum has 
been labelled as "A". Hydrogen bonding occurred between the glyceryl hydroxyl 
hydrogens and the carboxyl group oxygens. This would almost certainly have the 
effect of screening the negative charge to some extent, and would hence explain the 
difference in solution conformation. This is in agreement with the fibre diffraction 
data of Chandrasekaran et al. ,^ where the OlOA of the glyceryl group forms a 
hydrogen bond with 0 6 IB. Thus it appears that in solution, these hydrogen bonding 
interactions predominate to a much greater extent than is possible under crystalline 
conditions. However, the presence of the side chains does not prevent native gellan 
adopting a gellan type morphology under crystalline conditions.
180 -r
P hiO  0 -
-60
120 -
Figure - 6.3 - Variation in the c|) and \j/ dihedral angles during the MD simulation o f 
the D-A glycosidic linkage o f native gellan, starting at the minimum energy 
conformation. Each square represents the conformation at 1 picosecond intervals.
The minimum energy conformations for the A-B glycosidic linkage of native 
gellan were subsequently used as the starting structures for the molecular dynamics
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simulations. A selection of the resulting trajectories have been included as figures 6.5 
to 6.7.
Figure - 6.4 - Conformational energy plot for the A-B glycosidic linkage in native 
gellan. Energy contours are separated by 1 kcal mokk
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■■■ ■ D
-60 - ■
-120 -
-180 ------------------ 1----------------- f-----------
-180 -120 -60
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4-  
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Psi (“)
60 120 180
Figure - 6.5 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the A-B glycosidic linkage o f native gellan, starting at energy well "A ". Each 
square represents the conformation at 1 picosecond intervals.
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As can be seen in figure 6.5, the minimum energy conformation "A" was lost 
in preference to the other three low energy conformations during the equilibrium 
phase. Hence this conformation has no population in the figure, which shows only the 
conformations adopted during the data collection phase following the equilibrium 
phase. A low energy pathway of only 4 kcal mok  ^exists between minima B, C and D 
for the A-B linkage of native gellan. This has manifested itself in the molecular 
dynamics simulations as the A-B glycosidic linkage samples all three of these energy 
minima, with many transitions, regardless of the initial starting geometry. The 
predicted low energy conformation at "A" may have been sampled if the simulation 
had been allowed to progress further, or it may have been a spurious result, 
influenced by the starting values for the original conformational energy search 
procedure. The acyl and glyceryl substitutions are flexible, with no clearly defined 
unique conformations.
180 X
120 -
Phi (“) 0
-60 -t-
Flgure - 6.6 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the A-B glycosidic linkage o f native gellan, starting at energy well "B”. Each 
square represents the conformation at 1 picosecond intervals.
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Figure - 6.7 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the A-B glycosidic linkage o f native gellan, starting at energy well "C". Each 
square represents the conformation at 1 picosecond intervals.
Welan
The second system to be investigated was welan, with its monosaccharide side 
chain. A schematic representation of welan can be seen in figure 6.8.
OH
HO OHHO OH
OHHO
OH OHO HO
OH
HO
Figure - 6.8 - Schematic representation o f welan, including labelling scheme.
A relaxed conformational energy map has been calculated for the B-C 
glycosidic linkage of welan. The fragment used included the side chain, E. The
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resultant conformational energy map can be seen in figure 6.9. The objective was to 
determine any effects which the side chain may impose on the basic morphology of 
the gellan-type structure.
The wide area of conformational space covered by low energy conformations 
for this particular linkage is evident from the molecular dynamics simulations. 
Similarly to native gellan, the minimum energy conformations were used as the 
starting structures. The resulting trajectories when energy wells "A" and "B" were 
used as the initial geometries can be seen in figures 6.10 and 6.11. As can clearly be 
seen, there is little agreement between the conformational energy maps and the 
molecular dynamics simulations. A possible cause for this behaviour is the necessity 
of including more back bone residues, to correctly account for neighbouring residue 
effects. This effect is discussed in more detail with the side chain simulations.
Figure - 6.9 - Conformational search for the B-C glycosidic linkage in welan. Energy 
contours are separated by 1 kcal moH.
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Figure - 6.10 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C glycosidic linkage o f welan, starting at energy well "A Each square 
represents the conformation at 1000femtosecond intervals.
Phi o  0
Figure - 6.11 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C glycosidic linkage o f welan starting from the "B" energy well. Each 
square represents the conformation at 1 picosecond intervals.
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Figure - 6.12 - Conformational energy map for the C-D glycosidic linkage in welan. 
Energy contours are separated by 1 kcal moH.
The other back bone glycosidic linkage studied in welan was the C-D 
glycosidic linkage. Gellan had two minima at (|) = -90°, \\j = 120° and ^ = 60°, i|/ = 
120°, with similar energies. The minima for welan were located at (|) = 90°, \\f = 150°, ^  
= -90, \|/ = 150 and ^ = -90°, v|/ = -60°. These are labelled as "A", "B" and "C" in 
figure 6.12.
The three minimum energy conformations located for the C-D glycosidic 
linkage of welan were subsequently used as the starting structures for molecular 
dynamics simulations, as described earlier. There was close agreement between the 
conformational energy search and the molecular dynamics simulations for the C-D 
glycosidic linkage of welan. The results firom the molecular dynamics simulation 
starting at energy well "A" can be seen in figure 6.13. The glycosidic linkage 
remained in this conformation during the molecular dynamics simulation.
Similarly, when the "B" energy well conformation was used as the starting 
conformation, the C-D glycosidic linkage remained in that particular conformation. 
The variation in the values of the ^ and \\t dihedral angles during this simulation can 
be found in figure 6.14. However, when conformation "C" was used as the starting
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geometry, the glycosidic linkage made a transition to the "B" energy well. This 
conformation was stabilised by a hydrogen bond between H03D - 02C, which did not 
occur in conformation "A".
180 ^
120 -
P h i O  0
-120 -
Figure - 6.13 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the C-D linkage o f welan, starting at energy well "A ". Each square represents 
the conformation at 1 picosecond intervals.
The axial, (l->3) linked side chain of welan possesses little conformational 
freedom. It was therefore decided that the simulations in this region of welan should 
concentrate on the effect of the side chain on the nearby geometry, rather than 
exploring the conformational space available to the side chain.
Two conformational energy maps have been calculated for the side chain of 
welan. The first used a fragment consisting of residues B, C and E, whereas the 
second included residue D in addition to the other three. These conformational energy 
maps for the side chain of welan can be seen in figures 6.15 and 6.16. The main 
difference between the two conformational energy maps is a difference in the location 
of the second minimum, labelled as "B". In the first map, the "B" energy well is 
located at c|) = 30°, \)/ = 60°, whereas in the second map the "B" energy well is located
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at (|) = 30°, \\f = 180°. In both cases, the difference in energy between the two 
conformations is about 3 kcal mol h
180 nr
Phi (') 0
-120 -
Figure - 6.14 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the C-D linkage o f welan, starting at energy well ”B". Each square represents 
the conformation at 1 picosecond intervals.
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Figure - 6.15 - Conformational energy map for the side chain o f welan. Energy
contours are separated by 1 kcal moH.
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Figure - 6.16 - Conformational energy plot for the side chain o f welan including
residues B, C and D. Energy contours are separated by 1 kcal mohh
The two conformational energy plots included for the side chain of welan 
serve to emphasise the importance of including the effects of neighbouring residues, 
even when performing calculations on such small fragments. The effects are more 
pronounced during the molecular dynamics simulations, and can clearly be seen from 
a comparison of figures 6.17 and 6.18, which illustrate the structural effect exerted on 
the B-C glycosidic linkage by the orientation of the C-E glycosidic linkage. In both of 
these molecular dynamics simulations the initial starting conformations represent the 
minimum energy conformation for the B-C glycosidic linkage.
When the minimum energy conformation for the C-E glycosidic linkage is 
used as the starting geometry for the molecular dynamics simulation, the B-C 
glycosidic linkage remains in its minimum energy conformation, with no transitions 
to any other conformations. Hence, the geometry for this fragment can be regarded as 
being relatively stable. However, when the local energy minimum, "B", is used as the 
starting structure for the C-E glycosidic linkage the results are completely different. 
The B-C glycosidic linkage underwent an early transition away from its minimum 
energy conformation during the equilibration phase, and never returned; it
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subsequently drifted continuously throughout the remainder of the molecular 
dynamics simulation. The B-C glycosidic linkage has obviously been destabilised 
with the side chain in a higher energy conformation. These results clearly demonstrate 
the danger of assuming that short fi-agments are capable of predicting the 
conformations adopted within a long chain.
Phi n  0
“60 ■ '
Figure - 6.17 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C linkage o f welan, with a starting geometry corresponding to energy well 
"A "for the C-E linkage. Each square represents the conformation at 1 picosecond 
intervals.
The main conclusion is that the side chain in welan, which is located on the 
periphery of the double helix, could shield one face of the proposed carboxyl group 
binding site. Whereas the linear gellan molecules yield highly crystalline patterns, the 
unbranched polysaccharides yield well-aligned but poorly crystalline patterns^. These 
patterns are consistent with the proposed 3-fold double helical structure of gellan with 
small changes in helix pitch dependent upon type and position of branches. Thus the 
lack of observed crystallisation in welan, despite the highly stable helix formation, 
suggests that aggregation of the double helices in gellan occurs via interactions
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between the cations and the carboxyl group, and that the screening effect of the side 
chain in welan is sufficient to prevent this process from occurring. The location of the 
welan side chain makes it unlikely that helix aggregation is prevented merely on 
grounds of steric repulsions between the individual chains.
Phi (") 0
Figure - 6.18 - Variation in the phi and psi dihedral angles during the MD 
simulation o f the B-C glycosidic linkage o f welan, with a starting geometry 
corresponding to energy well "B" for the C-E glycosidic linkage. Each square 
represents the conformation at 1 picosecond intervals.
Rhamsan
A schematic representation of rhamsan can be seen in figure 6.19. The main 
difference between rhamsan and gellan is the flexible disaccharide side chain with its 
(l->6) linkages.
Relaxed conformational energy maps have been calculated for the A-B and D- 
A glycosidic linkages of rhamsan. The A-B glycosidic linkage reveals a single low 
energy conformation, as can be seen in figure 6.20. The conformational energy map
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for the D-A glycosidic linkage of rhamsan revealed two low energy conformations, 
which have been labelled as "A" and "B" in figure 6.21.
OH
HO
HO
OHHOOH
OH
HO
OHHOOHOH HO
OH
OH
HO
OH
HO OH
Figure - 6.19 - Schematic representation o f rhamsan, including residue labelling.
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120 180-180 -120 -60
P siO
Figure - 6.20 - Conformational energy map for the A-B glycosidic linkage o f
rhamsan. Energy contours are separated by 1 kcal moH.
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Both the D-A and A-B glycosidic linkages of rhamsan had minimum energy 
conformations which were significantly different to those adopted by either gellan or 
welan for the corresponding regions. Again, this highlights the importance of using 
calculated solution conformations, rather than relying on crystal diffraction data for 
such systems.
180
-120
-180
120 180
Psi
Figure - 6.21 - Conformational energy map for the D-A glycosidic linkage o f
rhamsan. Energy contours are separated by 1 kcal moH.
Conformational searches have also been conducted for the side chain of 
rhamsan. The calculations show that the A-E glycosidic linkage of the disaccharide 
side chain in rhamsan preferentially adopts one conformation only, with an energy 
barrier to the nearest local minimum of 11 kcal mokk
The E-F glycosidic linkage appears to be able to adopt one of three 
conformations; the minimum energy conformation at c|) = -60°, \|/ = 30° has residue F 
extended perpendicular to the main chain, whilst the other two conformations both 
have residue F folded perpendicular to residue E of the side chain. One of these folded 
conformations occurred at (|) = 0°, v|/ = 0°, and had a similar energy to the extended 
conformation. The other folded conformation, at (|) = -120°, vj/ = 0°, had an energy 4
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kcal mol-i higher than the other two. These results are in good agreement with those 
of Lee and Chandrasekaran^. The conformational energy maps can be seen in figures 
6.22 for the A-E glycosidic linkage and 6.23 for the E-F glycosidic linkage.
180
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Figure - 6.22 - Conformational energy map for the A-E glycosidic linkage o f
rhamsan. Energy contours are separated by 1 kcal mobk
Figure - 6.23 - Conformational energy map for the E-F glycosidic linkage o f  
rhamsan. Energy contours are separated by 1 kcal moH.
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120 - -
Phi (») 0
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Figure - 6.24 - Variation in the (|) and \|/ dihedral angles during the MD simulation o f 
the A-B linkage o f rhamsan, with all initial geometries corresponding to the 
minimum energy conformations from the conformational energy searches. Each 
square represents the conformation at 1 picosecond intervals.
The longer length of the disaccharide side chain in rhamsan, compared to that 
of the monosaccharide side chain in welan, necessitated the use of more back bone 
residues for both the conformational energy searches and the molecular dynamics 
simulations. A different approach to that used for native gellan and welan was also 
used for the molecular dynamics simulations, due to the increasing size of the 
fragments; each fragment comprised five back bone residues and two side chain 
residues. The starting geometry for the molecular dynamics simulations consisted of 
the minimum energy conformations for the individual glycosidic linkages which were 
calculated from the corresponding conformational energy searches. The resulting 
variations in the dihedral angles during these molecular dynamics simulations have 
been displayed in figures 6.24 to 6.27. These trajectories illustrate the high degree of 
flexibility of the (1-^6) linkages in the disaccharide side chain of rhamsan. One of the 
problems with this general approach was the tendency of the relatively short chain to 
coil, producing hydrogen bonding interactions between the chain ends.
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Figure - 6.25 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the D-A linkage o f rhamsan, with all initial geometries corresponding to the 
minimum energy conformations from the conformational energy searches. Each 
square represents the conformation at 1 picosecond intervals.
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Figure - 6.26 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the A-E linkage o f rhamsan, with all initial geometries corresponding to the 
minimum energy conformations from the conformational energy searches. Each 
square represents the conformation at 1 picosecond intervals.
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The molecular dynamics trajectory for the A-B glycosidic linkage of rhamsan 
shows reasonable agreement with the conformational energy map, with only one 
conformation sampled during the entire molecular dynamics simulation. The 
molecular dynamics trajectory for the D-A glycosidic linkage also shows reasonable 
agreement with the conformational energy map. In both cases, the glycosidic linkages 
remain in their respective minimum energy conformations.
The situation is considerably different with the side chain glycosidic linkages. 
As expected, the (l->6) linkages sample a large range of possible conformations, 
which clearly demonstrate their high degree of flexibility. Stabilising intramolecular 
hydrogen bonds, which occur during the conformational energy searches, are 
disrupted during the molecular dynamics simulations, thus allowing a greater range of 
mobility for these glycosidic linkages.
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Figure - 6.27 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the E-F linkage o f rhamsan, with all initial geometries corresponding to the 
minimum energy conformations from the conformational energy searches. Each 
square represents the conformation at 1 picosecond intervals.
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S-657
A schematic representation of the repeat unit of S-657 is illustrated in figure 
6.28. A similar approach to the one described for rhamsan was adopted for S-657. The 
relaxed conformational energy map for the C-D glycosidic linkage, given in figure 
6.29 reveals a single low energy conformation, whereas the B-C glycosidic linkage 
reveals three distinct low energy conformations, as can be seen in figure 6.30.
OH
OH
HO OH
OH
HO
HOHOHO OH
OHHO
HOHO
Figure - 6.28 - Schematic representation o f S-657, with residue labelling.
Conformational energy searches have also been performed to investigate the 
effect of the disaccharide side chain in S-657. The C-E glycosidic linkage was found 
to have one energy minimum, at = 30°, vj/ = 30°. The E-F glycosidic linkage had two 
energy minima. The lower in energy was at (|) = 0°, i}/ = 0°; the other low energy 
conformation was at (|) = 0°, v|/ = 60°, and was higher in energy by just 1 kcal mol k 
The barrier between the two minima was 2 kcal mol k The energy plot for the C-E 
and E-F glycosidic linkages of the side chain can be seen in figures 6.31 and 6.32 
respectively.
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Figure - 6.29 - Conformational energy map for the C-D linkage in S-657. Energy 
contours are separated by 1 kcal moH.
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Figure - 6.30 - Conformational energy map for the B-C linkage in S-657. Energy 
contours are separated by 1 kcal moH.
As in welan, the side chain in S-657 is situated on the periphery of the helix, 
and some shielding of the carboxyl group occurs.
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Figure - 6.31 - Conformational energy plot for the C-E linkage o f the side chain in S-
657. Contours are separated by 1 kcal mohk
A similar approach to that used for rhamsan was adopted for the molecular 
dynamics simulations of S-657. The C-D glycosidic linkage remained in its minimum 
energy conformation, with no transitions to any other conformations. It was not 
affected by variations in the starting geometry of the surrounding glycosidic linkages. 
The molecular dynamics trajectory for this can be seen in figure 6.33.
The B-C glycosidic linkage adopted the minimum energy conformation 
predicted by the conformational energy search, regardless of the initial geometry of 
any of the glycosidic linkages. The molecular dynamics trajectory for the B-C 
glycosidic linkage starting at the minimum energy conformation has been included as 
figure 6.34.
The C-E glycosidic linkage showed the same behaviour, irrespective of the 
starting geometry. Figure 6.35 shows the resulting molecular dynamics trajectory 
when all of the glycosidic linkages initially adopted their minimum energy 
conformations, except for the B-C glycosidic linkage; this was set to its "B" 
conformation, and confirms that this glycosidic linkage had little effect on the 
behaviour of the C-E linkage.
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Figure - 6.32 - Conformational energy plot for the E-F linkage o f the side chain in S-
657. Energy contours are separated by kcal moH.
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Figure - 6.33 - Variation in the <|) and ij/ dihedral angles during the MD simulation o f  
the C-D glycosidic linkage o f S-657. Each square represents the conformation at 1 
picosecond intervals.
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Figure - 6.34 - Variation in the ([) and i|/ dihedral angles during the MD simulation o f 
the B-C glycosidic linkage o f S-657, with the minimum energy conformation as the 
starting geometry. Each square represents the conformation at 1 picosecond 
intervals.
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Figure - 6.35 - Variation in the (|) and \|/ dihedral angles during the MD simulation o f  
the C-E linkage o f S-657. Each square represents the conformation at 1 
picosecond intervals.
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Figure - 6.36 - Variation in the (|) and \|/ dihedral angles during the MD simulation o f  
the E-F linkage o f S-657; the E-F linkage initially adopted its "B " energy well 
conformation. Each square represents the conformation at 1 picosecond intervals.
Two molecular dynamics trajectories have been included for the E-F 
glycosidic linkage. These can be found in figures 6.36 and 6.37 respectively. The first 
one corresponds to a starting geometry where all of the glycosidic linkages, except for 
the E-F glycosidic linkage, adopt their minimum energy conformation. The E-F 
glycosidic linkage was initially set in its "B" energy well conformation.
In the second example, all of the glycosidic linkages except for the B-C 
glycosidic linkage start the simulation in their minimum energy conformations; the B- 
C glycosidic linkage is originally in its "B" energy well conformation. In both cases, 
the E-F glycosidic linkage remained almost exclusively at (|) = 0, \|/ = -60. Although 
this conformation corresponds precisely to neither the "A" or "B" energy wells, it is 
closer to the "A" energy well conformation.
The B-C and C-D glycosidic linkages in welan were found to be similar to 
those in the corresponding region for gellan. In contrast, the B-C and C-D glycosidic 
linkages in S-657 were found to adopt conformations which differ significantly from 
those in gellan. From these results it seems clear that the over-all gellan-type helix is
149
Chapter 6  -  Effects o f  Substitutions on the Gellan Double Helix.
preserved throughout this series of polysaccharides in the crystalline state, probably 
due to crystal packing forces, but the presence of the various side chains perturbs this 
geometry in solution. Thus the longer disaccharide side chain of S-657 causes a 
greater perturbation of the gellan type morphology than does the monosaccharide side 
chain of welan.
Phi (») 0
120 -
Figure - 6.37 - Variation in the (|) and i|/ dihedral angles during the MD simulation o f  
the E-F linkage o f S-657; the E-F linkage initially adopted its minimum energy 
conformation. Each square represents the conformation at 1 picosecond intervals.
Tables 6.1 and 6.2 compare the favoured conformations of gellan, welan, 
rhamsan and S-657 for the glycosidic linkages in the regions of the side chains. Table 
6.3 shows the favoured conformations for the side chain linkages.
Table - 6.1 - Conformations o f gellan, native gellan and rhamsan for the glycosidic 
linkages in the regions o f the side chains.
Linkage Gellan Native gellan Rhamsan
(p D-A -150° 30° -60°
\|/D-A 120° 0° 180°
(p A-B -90° -180° 150°
ip A-B -120° 0° 0°
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Table - 6.2 - Conformations o f gellan, welan and S-657for the glycosidic linkages in 
the regions o f the side chains.
Linkage Gellan Welan S-657
(p B-C -90° 60° 60°
ipB-C -120° 0° -30°
(pC-D -90° ±90° 30°
ip C-D 120° 150° 0°
Table - 6.3 - Conformations o f the side chains o f welan, rhamsan and S-657.
Linkage Welan Rhamsan S-657
(p A-E ---- -180°
vp A-E ---- -30° ----
(p C-E -180° 30°
vp C-E 30° --- 30°
(pE-F ---- -60° 0°
vpE-F --- 30° 0°
Drawing together the results so far, it emerges that the side chains of welan 
and S-657 shield the carboxyl group to some extent, whereas the side chain of 
rhamsan is located such that the carboxyl group is on the opposite face of the helix. 
The side chain of rhamsan also exhibits considerable flexibility compared to the other 
polysaccharides discussed here. These data are illustrated in figures 6.38, 6.39 and 
6.40 for welan, rhamsan and S-657 respectively. The results correlate well with 
research by Kennedy and Sutherland^, where a bacterial strain was isolated which 
selectively cleaved certain members of the gellan family. Gellan and rhamsan were 
cleaved, but welan and S-657 remained intact. Kennedy and Sutherland^ suggested 
that the cleavage site, which involved the glucuronic acid residue, must be blocked in 
some way in welan and S-657; this agrees well with the shielding of the carboxyl 
group by the side chain in these polysaccharides.
Protonated Gellan
As a further test of this effect, some calculations have been performed on a 
gellan system where the carboxyl group has been protonated. Initial confoiTnational
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Figure - 6.38 - Location o f welan side chain.
152
Chapter 6 - Effects o f  Substitutions on the Gellan Double Helix.
Figure - 6.39 - Location o f rhamsan side chain.
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Figure - 6.40 - Location o f S-657 side chain.
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energy plots of the A-B and B-C glycosidic linkages show minima at (|) = 30° and \|/ 
0°, and (|) = 30° and vj/ = 0° respectively.
r
Figure - 6.41 - Conformational energy plot for the A-B glycosidic linkage in 
protonated gellan. Energy contours are separated by 1 kcal mohk
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Figure - 6.42 - Conformational energy plot for the B-C glycosidic linkage in 
protonated gellan. Energy contours are separated by 1 kcal moH.
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Figure - 6.43 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the A-B linkage ofprotonated gellan. Each square represents the conformation 
at 1 picosecond intervals.
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Figure - 6.44 - Variation in the phi and psi dihedral angles during the MD simulation 
o f the B-C glycosidic linkage ofprotonated gellan,. Each square represents the 
conformation at 1 picosecond intervals.
The conformational energy maps for the A-B and B-C glycosidic linkages of 
protonated gellan can be seen in figures 6.41 and 6.42. Both of the linkages adopted
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conformations which are more similar to welan than to gellan. This suggests that the 
presence of the negative charge of the carboxyl group has a strong influence on the 
over-all structure, as is expected.
Both of these glycosidic linkages adopt one main minimum energy 
conformation; these were subsequently used as the starting conformations for 
molecular dynamics simulations as described earlier for the other systems. The 
resulting trajectories can be seen in figure 6.43 for the A-B glycosidic linkage and 
figure 6.44 for the B-C glycosidic linkage. In both of these situations, the glycosidic 
linkages retain their conformations.
LARGE SCALE EFFECTS
The final section of this work involved building long chain models of welan, 
rhamsan and S-657, which consisted of two chains, each 30 residues in length. 
Molecular dynamics simulations were then performed on these systems. The systems 
were gradually equilibrated for a total of 200 picoseconds. This included 80 
picoseconds at lOOK, 80 picoseconds at 200 K and finally 40 picoseconds at 295K. 
The subsequent 100 picoseconds of the trajectory was used for the data collection 
phase, with structures sampled every 500 femtoseconds.
Due to the size of these systems, no solvent was included; consequently, no 
ion effects could be investigated. Gellan was included for comparison purposes.
The results for this section of the work are mainly qualitative in nature. The 
results for welan are displayed as figure 6.45. As can clearly be seen, welan does 
indeed adopt an extended double helix conformation. This has been confirmed 
experimentally by Chandrasekaran et al^ .
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Figure - 6.45 - Welan double helix.
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With rhamsan and S-657 the longer side chains caused a greater number of 
hydrogen bonding interactions between the side chains and the back bone, which 
tended to compete with the helix formation. This problem may have been resolved if 
longer chains were used. The chosen chain lengths were also insufficient to obtain any 
meaningful results from radius of gyration calculations.
Conclusions
Various members of the gellan family have been the subject of extensive series of 
both molecular mechanics and molecular dynamics calculations. The results from 
these have been correlated to the solution behaviour of these polysaccharides in terms 
of shielding of the carboxyl group. Native gellan forms only weak, rubbery gels, and 
its flexible glyceryl side chain is capable of forming hydrogen bonds with the adjacent 
glucuronic acid residue. This has the effect of partially shielding the carboxyl group 
which forms part of the ion binding site. The side chain in welan, which forms highly 
viscous solutions and is stable at temperatures exceeding 100°C, shields the carboxyl 
group. This shielding prevents helix aggregation and hence no gel formation occurs.
The flexible, disaccharide side chain of rhamsan is located on the opposite face 
of the helix to the glucuronic acid residue, in an extended conformation. Hence no 
shielding of the carboxyl group occurs. However, due to the flexible nature of the side 
chains, an entanglement network results, and no gel formation occurs.
S-657 presents an intermediate situation between welan and rhamsan. The 
disaccharide side chain adopts a conformation in which residue E extends from the 
back bone on the same face of the helix as the glucuronic acid residue, and hence 
some shielding may occur. However, the second residue, F, is oriented parallel to the 
back bone, but pointing away from the glucuronic acid residue. The fact that S-657 is 
not cleaved by the bacteria described by Kennedy and Sutherland^ strongly suggests 
that some shielding of the carboxyl group, which is at the centre of the cleavage site,
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does occur. This would explain the lack of gel formation exhibited by this particular 
polysaccharide.
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Conclusions
Summary
Chapter 3 described a comprehensive conformational analysis of gellan. This 
revealed two important structural aspects. The first of these was the conservation of 
the hydrogen bond between the H06 of the glucuronic acid residue and 05 of the 
preceding pyranose ring. The second aspect was the rigidity of the (l->3) glycosidic 
linkage. Both of these structural effects had major influences in both the formation 
and stabilisation of the double helices. The importance of neighbouring residue effects 
was also investigated, and was found to have a substantial impact on some of the 
predicted conformations.
In chapter 4 the ion binding to gellan double helices was studied. It was 
confirmed that divalent ions bridge directly between the carboxyl oxygens, whereas 
the monovalent ions are involved in the less stable carboxyl oxygen - ion - water - ion 
- carboxyl oxygen interactions. A relation was also suggested between the radius of 
the hydrated monovalent ions and the strength of the gels which they induced. This 
was attributed to the displacement of water molecules in the outer hydration shell by 
oxygen atoms within the ion binding site. These included both carboxyl and hydroxyl 
oxygens.
The effects of different ions upon helix aggregation was studied in chapter 5. 
The results clearly indicated that TMA+ ions disrupted helix aggregation on the basis 
of both steric repulsions and due to their inability to stabilise the negatively charged 
binding region. This is likely to be due to the reduced charge density compared to the 
metal ions used here.
Chapter 6 described a thorough series of conformational analyses of several 
members of the gellan family. The results were subsequently related to the solution 
behaviour of the different systems. It was shown that the glyceryl group on native
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gellan was sufficiently flexible to partially shield the carboxyl group. This is clearly 
responsible for the softer, elastic gels produced by native gellan.
The side chain of welan remained rigidly in a conformation which severely 
shielded the carboxyl group, which would inevitably inhibit its ability to aggregate 
with other double helices. Thus welan forms highly stable double helices, but without 
the formation of gels.
Similarly, the side chain of S-657 shields the carboxyl group, with similar 
effects. In contrast, the side chain of rhamsan is considerably more flexible, due to its 
(1-^6) glycosidic linkages. The side chain is completely unable to shield the carboxyl 
group. However, entanglement networks are likely to result from the side chain 
movements in solution, which would enhance the viscosity of rhamsan solutions.
Future Developments
Possible future developments for this work may include an investigation of the 
remaining members of the gellan family. A larger selection of counter ions could also 
be included, providing that sufficient parameters could be found for inclusion in the 
force field.
Another avenue would be the simulation of much longer polysaccharide 
chains, in explicit water, over much longer simulation times. This has been restricted 
so far by the computational resources available, but these are constantly improving.
A further difficult aspect has been determining the strength of any simulated 
gels. Commercially available software, designed for more conventional synthetic 
polymers, apply large stresses which are sufficient to totally obliterate the weak 
aqueous gels produced by gellan. Thus it was not possible to use such packages to 
determine the Young's modulus for any of the simulated gels. In this work, only the 
viscosity of the systems could be indirectly measured.
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