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The Rangan–Goyal (RG) algorithm is an iterative method, based on soft thresholding,
for constructing an estimate xN ∈ Rd of a signal x ∈ Rd , given N  d frame coeﬃcients
of x that have been corrupted by uniform noise. It has been proven by Rangan and
Goyal that for every p < 1, the RG-algorithm has reconstruction error that satisﬁes
limN→∞ ‖x − xN‖Np = 0 almost surely, where the randomization is taken over the choice
of frame and the corrupting noise sequence. It is proven here that the RG-algorithm
achieves mean squared error (MSE) of the optimal order E‖x− xN‖2  C/N2 in the setting
of random frames. There are, however, concrete scenarios where the algorithm performs
poorly for speciﬁc (deterministically chosen) frames. The issue of frame ordering plays an
important role in the deterministic setting. It is shown here that for suitable orderings of
deterministic frames the RG-algorithm has reconstruction error E‖x− xN‖2  C/N2, where
the expectation only involves the corrupting noise sequence and where C is an explicit
constant.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Redundancy plays an important role in many signal processing applications. Practical applications frequently demand
increased robustness and design ﬂexibility that are incompatible with minimal signal representations such as orthonor-
mal bases. Frame theory provides a setting for performing signal analysis and synthesis using redundant (overcomplete)
collections of measurements.
There are numerous examples where redundant frames provide concrete practical beneﬁts over nonredundant bases.
Redundant frames enable robust transmission of data over erasure channels such as the internet [11,16,17], and arise in
source separation problems where signal reconstruction is done without phase information [1]. Redundant wavelet frames
provide increased directional selectivity for image processing applications [24], and redundant Gabor frames allow one to
circumvent the Balian–Low obstruction in time-frequency analysis [20].
Redundancy has proven to be an especially useful tool in quantization problems, where oversampling can be used to
reduce quantization noise, e.g., [18,12,4]. If {en}Nn=1 ⊂ Rd , with N > d, is a redundant collection of signals that span Rd ,
then each x ∈ Rd is uniquely determined by the linear measurements {〈x, en〉}Nn=1. However, for the coeﬃcients 〈x, en〉 to
be amenable to digital processing they must ﬁrst be quantized, i.e., rounded or “digitized” to lie in a ﬁnite set of val-
ues. Quantization is an intrinsically lossy deterministic process, but classical work in the engineering literature has shown
that quantization or round-off error is often well approximated as random uniform noise [7,27,37,38]. Similarly, subtractive
dithering is a technique that deliberately injects noise into a quantization system to force the quantization errors to be inde-
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errors as uniform noise is empirically accurate in many settings and can substantially simplify the analysis and design of
analog-to-digital conversion systems. In the case of simple scalar quantization, noise models and dithering methods aim to
treat quantization errors as independent identically distributed (i.i.d.) uniform random variables {n}Nn=1, and, in particular,
quantized measurements as {〈x, en〉 + n}Nn=1, e.g., [19].
This article addresses the problem of reconstructing or estimating a signal x ∈ Rd from a redundant collection of linear
measurements {〈x, en〉}Nn=1 that have been corrupted by uniform noise. More concretely, given unit-norm {en}Nn=1 ⊂ Rd we
consider the problem of ﬁnding eﬃcient algorithms to estimate a signal x ∈ Rd from the noise corrupted measurements
{〈x, en〉+ n}Nn=1, where the n are independent identically distributed uniform random variables on [−δ, δ]. We focus on an
eﬃcient soft thresholding algorithm due to Rangan and Goyal [29], which iteratively produces estimates xn ∈ Rd by
xn = xn−1 + enφδ
(〈x, en〉 + n − 〈xn−1, en〉), (1.1)
where φδ is a soft thresholding function. We provide a detailed error analysis and prove that this algorithm achieves optimal
order mean squared error (as a function of redundancy or frame size N) in various settings.
2. Overview and main results
The main contribution of this article is to show that the estimates xN ∈ Rd produced by the Rangan–Goyal algorithm (1.1)
approximate the true signal x ∈ Rd with mean squared error that satisﬁes
E‖x− xN‖2  C/N2,
when one observes N measurements {〈x, en〉 + n}Nn=1 that have been corrupted by independent uniform noise on [−δ, δ].
Our ﬁrst main result, Theorem 7.4, addresses the case where the measurement vectors {en}Nn=1 ⊂ Rd are randomly deﬁned
(for example, independently chosen according to the uniform distribution on the unit-sphere in Rd). This theorem reﬁnes
the existing mean squared error bounds in [29] and proves that the algorithm in fact achieves mean squared error of
the optimal order 1/N2. Our next main results in Theorems 8.5 and 8.9 address the case of deterministic measurement
vectors {en}Nn=1 ⊂ Rd that are structured as unions of orthonormal bases and more generally as uniform unions of frames.
An important aspect of the analysis and performance guarantees in these theorems is to quantify the role that the ordering
of data has in the iterative algorithm (1.1). Our error bounds for both random and deterministic measurements ﬁrst address
the case where a suﬃciently good initial estimate x0 is used in the Rangan–Goyal algorithm and then derive MSE bounds
for general initial estimates as a consequence in Theorems 7.9 and 8.11.
The paper is organized as follows. Section 3 contains a very brief background on frame theory. Section 4 discusses
quantization of frame coeﬃcients, including the role of uniform noise. Section 5 provides background on the problem
of signal estimation from quantized frame coeﬃcients, including dual frame reconstruction and consistent reconstruction.
Section 6 presents the algorithm of Rangan and Goyal which forms the focus of this article. Our main results are contained
in Sections 7 and 8 and respectively prove that the Rangan–Goyal algorithm achieves mean squared error (MSE) of order
1/N2 for suitable random and deterministic frames of size N . Section 9 contains numerical examples illustrating theoretical
error bounds and frame ordering issues that affect performance of the Rangan–Goyal algorithm.
3. Finite frames
A ﬁnite collection {en}Nn=1 ⊂ Rd , with N  d, is said to be a frame for Rd with frame constants 0< A  B < ∞ if
∀x ∈ Rd, A‖x‖2 
N∑
n=1
∣∣〈x, en〉∣∣2  B‖x‖2.
Here, and subsequently, ‖ · ‖ = ‖ · ‖2 denotes the Euclidian 2 norm. A and B are referred to as the respective lower and
upper frame bounds, and a frame is said to be tight if A = B . We shall say that a frame is unit-norm if each frame element
has norm one, i.e., ‖en‖ = 1. It is well known that if {en}Nn=1 ⊂ Rd is a unit-norm tight frame then the frame constant
A = N/d, e.g., [18,6].
For characterizations and constructions of unit-norm tight frames see [6]. For example, a union of orthonormal bases
for Rd is a unit-norm tight frame for Rd . Another standard example is the roots-of-unity frame {eNn }Nn=1 ⊂ R2 deﬁned by
∀1 n N, eNn =
[
cos(2πn/N), sin(2πn/N)
]
. (3.1)
If N  3 then {eNn }Nn=1 deﬁned by (3.1) is a unit-norm tight frame for R2.
If {en}Nn=1 ⊂ Rd is a frame then there exists a dual frame { fn}Nn=1 ⊂ Rd such that
∀x ∈ Rd, x =
N∑
〈x, en〉 fn. (3.2)
n=1
A.M. Powell / Appl. Comput. Harmon. Anal. 29 (2010) 251–271 253The dual frame is not unique unless N = d, and the dual frame with minimal Frobenius norm, i.e., for which ∑Nn=1 ‖ fn‖2
is minimal, is referred to as the canonical dual frame of {en}Nn=1. The canonical dual frame of a given frame {en}Nn=1 will be
denoted by {e˜n}Nn=1. In the special case of unit-norm tight frames, the canonical dual frame is explicitly deﬁned by e˜n = dN en ,
e.g., [9,6]. For dual frame formulas involving matrix left inverses or iterative algorithms, see [26,21].
There are several important examples of frames that are generated by probabilistic methods. For example, if {en}Nn=1 ⊂ Rd
are independent identically distributed (i.i.d.) random vectors chosen according to the uniform distribution on the unit-
sphere in Rd then it has been proven in [18] that {en}Nn=1 asymptotically behaves like a tight frame as N → ∞. Moreover,
if e is a random vector that is uniformly distributed on the unit-sphere in Rd then
∀x ∈ Rd, E∣∣〈x, e〉∣∣= σ‖x‖, (3.3)
where σ = ( d2 )√
π( d+12 )
. Other important examples of random measurements arise crucially in the theory of compressed
sensing, e.g., [36].
4. Quantization and uniform noise
Quantization is the process of discretizing the range of a set of frame coeﬃcients {〈x, en〉}Nn=1 so that they become
amenable to digital processing. Let A ⊂ R be a ﬁnite set, called a quantization alphabet, and deﬁne the associated scalar
quantizer Q by
∀u ∈ R, Q(u) = QA(u) = argminq∈A |u − q|.
In other words, Q rounds the input u ∈ R to the nearest value q ∈ A. Practical quantizers generally use a uniformly struc-
tured alphabet such as the 2K -level midrise quantization alphabet with stepsize 2δ deﬁned by
AδK =
{−(2K − 1)δ, . . . ,−3δ,−δ, δ,3δ, . . . , (2K − 1)δ}. (4.1)
For simplicity, we restrict our discussion to the midrise alphabet AδK in (4.1), but one can equally well consider other
quantization alphabets such as midtread or general uniform alphabets.
If {en}Nn=1 ⊂ Rd is a unit-norm frame and x ∈ Rd then simple scalar quantization quantizes the frame coeﬃcients
{〈x, en〉}Nn=1 by
∀1 n N, qn = Q
(〈x, en〉) ∈ AδK .
If the input signal satisﬁes ‖x‖ < (2K − 1)δ, then the quantizer does not saturate and the uniform structure of AδK ensures
that
∀1 n N, ∣∣〈x, en〉 − qn∣∣ δ. (4.2)
Uniform noise models go one step further than (4.2) and state that each qn not only lies in the set 〈x, en〉 + [−δ, δ], but
that the qn can be well approximated as perturbations of 〈x, en〉 under i.i.d. uniform noise on [−δ, δ]. In other words, this
approach aims to approximate quantized coeﬃcients {Q (〈x, en〉)}Nn=1 as {〈x, en〉 + n}Nn=1, where {n}Nn=1 are i.i.d. uniform
random variables on [−δ, δ]. This noise model has a long history dating back to [7], and there is a substantial literature
addressing its validity and shortcomings, e.g., [22,27,31,37]. For related results in sigma-delta quantization see [38,8].
To illustrate a typical result on the uniform noise model we refer to [22]. Let {en}Nn=1 ⊂ Rd , with N  d, be a ﬁxed set
of pairwise linearly independent vectors, let x ∈ Rd be an absolutely continuous random vector satisfying ‖x‖ 1, and let
Qδ denote the scalar quantizer associated with AδK when K = 1/δ. It was proven in [22] that as δ → 0, the normalized
quantization error vector
1
δ
[〈x, e1〉 − Q δ(〈x, e1〉), . . . , 〈x, eN 〉 − Q δ(〈x, eN 〉)]
converges in distribution to the uniform distribution on [−1,1]d . On the other hand, in the nonasymptotic case when δ > 0
is ﬁxed, if N > d then the random variables {〈x, en〉 − Q δ(〈x, en〉)}Nn=1 cannot be independent [22]. In particular, there is no
guarantee that the uniform noise model is accurate when the stepsize δ is large.
Dithering is a method for rigorously justifying the uniform noise model without requiring an asymptotic interpretation
based on convergence in distribution as δ → 0. Subtractive dithering works as follows. One introduces an i.i.d. random
noise sequence {wn}Nn=1 known as a dither. Instead of quantizing the coeﬃcients {〈x, en〉}Nn=1, one quantizes the dithered
sequence 〈x, en〉 + wn to obtain Q δ(〈x, en〉 + wn). Prior to reconstruction the dither is subtractively reintroduced to give
qn = Q δ(〈x, en〉 + wn) − wn . For appropriately deﬁned dithers wn (for example, i.i.d. uniform noise on [−δ, δ]) it can be
shown that the errors 〈x, en〉 − qn = 〈x, en〉 + wn − Q δ(〈x, en〉 + wn) are i.i.d. uniform random variables on [−δ, δ]. See [19,
30,29] for further details and discussions on quantization and subtractive dithering.
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5.1. Estimation with uniform noise
Motivated by the role of uniform noise in quantization, we consider the following estimation problem. Let {en}Nn=1 ⊂ Rd
be a frame for Rd . Suppose that x ∈ Rd has frame coeﬃcients {〈x, en〉}Nn=1 but that one only has access to the noise corrupted
(“quantized”) frame coeﬃcients
〈x, en〉 + n, n = 1, . . . ,N, (5.1)
where {n}Nn=1 are i.i.d. uniform random variables on [−δ, δ]. We wish to estimate x ∈ Rd from the noisy frame coeﬃ-
cients (5.1). Moreover, we seek reconstruction algorithms which provide precise estimates and yield simple implementations.
5.2. Linear reconstruction
The dual frame formula (3.2) provides a general approach to estimation. Let us momentarily assume that {n}Nn=1 are
i.i.d. random variables with mean 0 and variance σ 2 (instead of restricting ourselves to uniform noise). If {en}Nn=1 ⊂ Rd is a
frame and { fn}Nn=1 is an associated dual frame, then a standard calculation shows that if one uses the linear reconstruction
x˜ =
N∑
n=1
(〈x, en〉 + n) fn, (5.2)
as an estimate for the true signal x ∈ Rd then
MSE = E‖x− x˜‖2 =
N∑
n=1
E|n|2‖ fn‖2 = σ 2
N∑
n=1
‖ fn‖2. (5.3)
In particular, if {en}Nn=1 is a unit-norm tight frame and { fn}Nn=1 is the canonical dual frame (with fn = dN en) then
E‖x− x˜‖2 = σ
2d2
N
. (5.4)
These estimates involve ﬁxed x and the expectation only involves the noise {n}Nn=1. For our case of interest where the n
are i.i.d. uniform random variables on [−δ, δ], the MSE bound (5.3) becomes
E‖x− x˜‖2 = d
2δ2
3N
. (5.5)
Dual frame reconstruction is known to be a good estimator in certain settings. For example, it follows from the multi-
parameter Cramer–Rao bound that dual frame reconstruction with the canonical dual frame provides minimum variance
unbiased estimates in the case of Gaussian noise, e.g., [23]. However, in general, there may be better alternatives. Moreover,
although dual frame reconstruction is linear and easy to implement, this is predicated on having precomputed a dual frame.
It may not always be possible or desirable to compute dual frames during reconstruction since this requires additional
computational effort and algorithms.
5.3. Consistent reconstruction
It is possible to obtain better estimates than (5.4) for uniform noise if one uses non-linear reconstruction. Most notably,
consistent reconstruction takes advantage of the boundedness of uniform noise to seek estimates that are consistent with
the noisy frame coeﬃcients.
Let {en}Nn=1 ⊂ Rd be a frame and let {n}Nn=1 be i.i.d. uniform random variables on [−δ, δ]. Given the noisy frame coeﬃ-
cients {〈x, en〉 + n}Nn=1, consistent reconstruction seeks an estimate x˜ ∈ Rd that satisﬁes
∀1 n N, ∣∣〈x, en〉 + n − 〈x˜, en〉∣∣ δ. (5.6)
One can use linear programming to compute consistent estimates, e.g., [18]. It has been proven in certain settings that
consistent reconstruction yields mean squared estimation error of order 1/N2, e.g., [12,13,35,18,34], which is the optimal
approximation order in the Bayesian setting, see [29]. For perspective, dual frame reconstruction (5.2) generally does not
yield consistent estimates [18].
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For perspective on the best possible estimation error bounds in the estimation problem associated with (5.1) we brieﬂy
discuss the Bayesian estimates proven in [29].
Suppose that {en}∞n=1 ⊂ Rd is a collection of unit-norm vectors in Rd and that {n}∞n=1 is a sequence of i.i.d. uniform
random variables on [−δ, δ]. Let x ∈ Rd be a random vector in Rd with continuous distribution function and suppose that
one seeks to estimate x from the noisy measurements qn = 〈x, en〉+n , where 1 n N . It was proven in Theorem 3 of [29]
that if for each N one lets x˜N = x˜N (q1, . . . ,qN ) be an estimate of x from the noisy data q1, . . . ,qN , then
lim inf
N→∞ E‖x− x˜N‖
2N2 > 0. (5.7)
In particular, it is not possible to have mean squared estimation error of order better than 1/N2. So, estimates of order 1/N2
obtained using consistent reconstruction, e.g., see [18], are essentially of optimal order. For proper comparison note that the
MSE in (5.7) involves an expectation over the signal x and the noise {n}, whereas bounds such as (5.4) only involve an
expectation over the noise {n}.
6. The Rangan–Goyal algorithm
Given frame coeﬃcients {〈x, en〉+n}Nn=1 that have been corrupted by a sequence {n}Nn=1 of independent uniform random
variables on [−δ, δ], the Rangan–Goyal (RG) algorithm recursively produces a sequence of estimates {xn}Nn=1 ⊂ Rd for x ∈ Rd
by the following procedure
xn = xn−1 + en‖en‖2 φδ
(〈x, en〉 + n − 〈xn−1, en〉), (6.1)
for n = 1, . . . ,N , where x0 ∈ Rd is an initial estimate for x and where φδ : R → R is the soft thresholding function deﬁned
by
φδ(u) =
{
u − δ, if u > δ,
0, if |u| δ,
u + δ, if u < −δ.
The geometric intuition behind the RG-algorithm is that each noisy coeﬃcient qn = 〈x, en〉 + n determines a convex set
Hn = {v ∈ Rd: |〈v, en〉 − qn| δ} in which the true signal x must be. Given qn , the RG-algorithm updates the estimate xn−1
with a projection onto the closed convex set Hn . In view of this, the RG-algorithm may be viewed as a projection onto con-
vex sets (POCS) algorithm. Interpreted in terms of consistent reconstruction, this says that the RG-algorithm enforces locally
consistent reconstruction where the estimate xn−1 is updated to be consistent with the next observation qn . Analyses and
algorithms that preceded [29] emphasized global consistency with the full set of measurements; an important conceptual
contribution of [29] was to show that recursive estimation without global consistency can perform almost as well. Iterative
thresholding and shrinkage play an important role in several other denoising and signal recovery algorithms, for example,
see [14,15] and the references therein.
In the case of no noise (when δ = 0) the Rangan–Goyal algorithm reduces to the Kaczmarz algorithm which recursively
produces estimates xn for n = 1, . . . ,N , with the iteration
xn = xn−1 + en‖en‖2 〈x− xn−1, en〉, (6.2)
where x0 ∈ Rd is an initial estimate for x. In particular, the Rangan–Goyal algorithm may be viewed as an extension of the
Kaczmarz algorithm that is speciﬁcally adapted to deal with uniform, or more generally bounded, noise. For exciting recent
work on the Kaczmarz algorithm see [32,33].
The initial error analysis of the RG-algorithm (6.1) was done in [29] for random measurement vectors en . In particular,
error analysis was carried out under the following assumptions.
Assumption 6.1. Suppose that the random measurement vectors {en}Nn=1 ⊂ Rd and errors {n}Nn=1 ⊆ [−δ, δ] satisfy the fol-
lowing conditions:
(1) ∃σ > 0 such that ∀x ∈ Rd , ∀1 n N , E|〈x, en〉| σ‖x‖.
(2) {en}Nn=1 are independent.
(3) {n}Nn=1 are i.i.d. uniform random variables on [−δ, δ].
(4) The e j and k are independent of each other.
Note that if the vectors en are unit-norm, ‖en‖ = 1, then the constant σ > 0 must satisfy σ < 1. To see this, note that
Hölder’s inequality gives σ  1; the case σ = 1 is not possible as it would imply that each en is colinear with every x with
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according to the uniform distribution on the unit-sphere in Rd , see (3.3). Other examples may be obtained by ﬁrst ﬁxing
any ﬁnite spanning set for Rd and then independently selecting vectors from this set uniformly at random.
A main result in [29] showed that for ﬁxed x ∈ Rd and for a randomly chosen frame {en}Nn=1 ⊂ Rd and random perturbing
noise sequence {n}Nn=1 that satisﬁes Assumption 6.1 the RG-algorithm satisﬁes
∀x ∈ Rd, ∀p < 1, lim
N→∞‖x− xN‖N
p = 0 almost surely.
In particular, this implies that
∀x ∈ Rd, ∀p < 1, lim
N→∞E‖x− xN‖
2N2p = 0,
so that the RG-algorithm “almost” achieves MSE of order 1/N2.
For perspective, we note that the recent results in [32,33] show that in the noise-free case (δ = 0), the Kaczmarz
algorithm (6.2) has mean squared error that converges to zero exponentially. This illustrates the difference in order of
approximation for the RG-algorithm with and without noise (1/N2 versus exponential).
For simplicity, we shall restrict our attention to unit-norm frames, ‖en‖ = 1, in which case the RG-algorithm reduces to
xn = xn−1 + enφδ
(〈x, en〉 + n − 〈xn−1, en〉). (6.3)
We are now ready to begin deriving error bounds for the algorithm.
7. MSE in the RG-algorithm: randommeasurements
7.1. Good initial condition
In this section we shall prove that the RG-algorithm achieves MSE of the optimal order 1/N2 for random frames under
Assumption 6.1. Our ﬁrst results address the case where the initial estimate x0 in the algorithm is suﬃciently close to the
true signal x. We shall make use of the following lemmas.
Lemma 7.1. Let x ∈ Rd. For any initial condition x0 ∈ Rd, any unit-norm collection {en}Nn=1 , and any sequence {n}Nn=1 ⊂ [−δ, δ], the
sequence of estimates {xn}Nn=1 ⊂ Rd produced by the RG-algorithm (6.3) satisﬁes
∀1 n N, ‖x− xn‖ ‖x− xn−1‖.
Lemma 7.2. Deﬁne the function Fδ(u, ) = φδ(u + )(φδ(u + ) − 2u). If u ∈ R and δ > 0 are ﬁxed, and  is a uniformly distributed
random variable on [−δ, δ] then
E
[
Fδ(u, )
]=
{
− 13δ |u|3, if |u| 2δ,
−|u|2 + 43δ2, if |u| > 2δ.
Lemmas 7.1 and 7.2 appear in [29]. We also need the following additional lemma.
Lemma 7.3. Suppose that c > 0 and A, B  0 satisfy B  A − cA3/2 . If 0 A  a/N2  4/(9c2) for some a 4/c2 and N > 0 then
0 B  a/(N + 1)2.
In other words, if 36 9ac2  4N2 , 0< c,N, and fc(x) = x(1− c√x ) then
fc
([
0,a/N2
])⊆ [0,a/(N + 1)2].
Proof. Since fc(x) = x(1−c√x ) is increasing on [0,4/(9c2)] it suﬃces to assume A = a/N2. The assumption 4 ac2 implies
that
N3  N3 + (2− c√a )N2 + (1− 2c√a )N − c√a = (N + 1)2(N − c√a ).
It follows that
B  a
N2
− ca
√
a
N3
= a
(
N − c√a
N3
)
 a
(N + 1)2 . 
We are now ready to prove our ﬁrst main theorem on mean squared error in the RG-algorithm, cf. [28].
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[−δ, δ], and that Assumption 6.1 holds. Suppose that x ∈ Rd and that one is given the noisy frame coeﬃcients {〈x, en〉 + n}Nn=1 . Let
{xn}Nn=1 ⊂ Rd be the estimates of x that are produced from the noisy frame coeﬃcients by the RG-algorithm (6.3) with initial estimate
x0 ∈ Rd.
If ‖x− x0‖ 2δ then
∀0 n N, E‖x− xn‖2  36δ
2
σ 6(n + α)2 
36δ2
(σ 3n + 3)2 , (7.1)
where α > 0 is deﬁned by α = 6δ
σ 3‖x−x0‖ .
Similarly, if ‖x − x0‖ is not assumed to be smaller than 2δ, but ‖x − xn0‖ 2δ holds for some n0  1, then one has the following
conditional expectation estimate for every y ∈ Rd such that 0 ‖y‖ 2δ
∀n0  n N, E
[‖x− xn‖2 ∣∣ x− xn0 = y] 36δ2(σ 3(n − n0) + 3)2 . (7.2)
Proof. If ‖x − x0‖ = 0 then ‖x − xn‖ = 0 holds for all 0  n  N by Lemma 7.1. We therefore assume without loss of
generality that ‖x − x0‖ > 0. It suﬃces to prove the ﬁrst inequality in (7.1) since the second inequality then follows from
the deﬁnition of α and ‖x− x0‖ 2δ. We shall prove (7.1) by induction. The base case of the induction, n = 0, holds by the
deﬁnition of α since 36δ
2
σ 6α2
= ‖x− x0‖2.
For the induction assumption assume that
E‖x− xn−1‖2  36δ
2
σ 6(n − 1+ α)2 (7.3)
holds for some 1 n  N . To simplify notation let z j = x − x j , so that ‖x − x0‖ 2δ and Lemma 7.1 imply that ‖z j‖ 2δ
for all 0 j  N . It follows from (6.3) that
‖z j‖2 = ‖z j−1‖2 + Fδ
(〈z j−1, e j〉,  j), (7.4)
where Fδ(·,·) is as in Lemma 7.2.
Note that zn = zn(n, en, zn−1) = zn(n, . . . , 1, en, . . . , e1, z0) and recall that the e j and k are independent by Assump-
tion 6.1. In particular, en , n , zn−1 are independent. Applying Lemmas 7.1 and 7.2 to Eq. (7.4), we compute the following
conditional expectation
E
[‖zn‖2 ∣∣ zn−1, en]= ‖zn−1‖2 − 1
3δ
∣∣〈zn−1, en〉∣∣3. (7.5)
Next, using (7.5) along with Hölder’s inequality and Assumption 6.1 yields
E
[‖zn‖2 ∣∣ zn−1]= E[E[‖zn‖2 ∣∣ zn−1, en] ∣∣ zn−1]
= ‖zn−1‖2 − 1
3δ
E
[∣∣〈zn−1, en〉∣∣3 ∣∣ zn−1]
 ‖zn−1‖2 − 1
3δ
(
E
[∣∣〈zn−1, en〉∣∣ ∣∣ zn−1])3
 ‖zn−1‖2 − σ
3
3δ
‖zn−1‖3. (7.6)
Hence, (7.6) and Hölder’s inequality imply that
E‖zn‖2 = E
[
E
[‖zn‖2 ∣∣ zn−1]] E‖zn−1‖2 − σ 3
3δ
E‖zn−1‖3
 E‖zn−1‖2 − σ
3
3δ
(
E‖zn−1‖2
)3/2
. (7.7)
We shall apply Lemma 7.3 to (7.7) with A = E‖zn−1‖2, B = E‖zn‖2, c = σ 33δ , N = n − 1+ α, and a = 36δ2/σ 6. Since 4 = ac2,
0< σ < 1, and
0 A  a/N2  ‖x− x0‖2  4δ2  4δ2/σ 2 = 4/
(
9c2
)
,
the hypotheses of Lemma 7.3 hold and it follows that
E‖zn‖2  36δ
2
σ 6(n + α)2 .
This completes the proof by induction. 
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We now address the performance of the RG-algorithm for general initial estimates x0 that do not satisfy ‖x − x0‖ 2δ.
We ﬁrst need several lemmas.
Lemma 7.5. Fix δ > 0. Let  be a uniform random variable on [−δ, δ] and deﬁne
∀u ∈ R, Fδ(u) = Fδ(u, ) = φδ(u + )
[
φδ(u + ) − 2u
]
. (7.8)
Let 0<α < 1 be ﬁxed. If −αδ2 < λ < 4δ2 − u2 then
∀|u| > 2δ√α, Prob[Fδ(u) < λ]> Cα > 0,
where Cα = min{√1− α/4,√3α/4 } > 0.
Proof. We assume without loss of generality that u  0. We shall consider the two different cases where 2δ
√
α < u  2δ
and 2δ < u. We shall use the notation Fδ(u, ) when we wish to think of Fδ as a function of a real variable  ∈ [−δ, δ] with
parameter u; the notation Fδ(u) will be used when we wish to think of Fδ as a random variable with parameter u.
Case 1. Assume that u > 2δ. Then
Fδ(u, ) = (u +  − δ)
[
( − δ) − u]= ( − δ)2 − u2.
Since  is a uniformly distributed random variable on [−δ, δ], it follows that
Prob
[
Fδ(u) < λ
]=
⎧⎪⎨
⎪⎩
0, if λ < −u2,√
u2+λ
2δ , if −u2  λ 4δ2 − u2,
1, if λ > 4δ2 − u2.
To see this it is helpful to sketch the graph of Fδ(u, ) as a function of  ∈ [−δ, δ] with the parameter u held ﬁxed. Since
u > 2δ, one has for −αδ2 < λ < 4δ2 − u2 that
Prob
[
Fδ(u) < λ
]

√
u2 + λ
2δ
>
√
4δ2 − αδ2
2δ
=√1− α/4> 0.
Case 2. Assume that 2δ
√
α < u  2δ. Then
Fδ(u, ) =
{
0, if −δ    δ − u,
( − δ)2 − u2, if δ − u <   δ.
Since  is a uniform random variable on [−δ, δ] it follows that
Prob
[
Fδ(u) < λ
]=
⎧⎪⎨
⎪⎩
0, if λ < −u2,√
u2+λ
2δ , if −u2  λ 0,
1, if λ > 0.
Again, it is helpful to sketch the graph of Fδ(u, ) as a function of  ∈ [−δ, δ] with the parameter u held ﬁxed. Since
2δ
√
α < u one has for −αδ2 < λ < 0 that
Prob
[
Fδ(u) < λ
]

√
u2 + λ
2δ
>
√
4δ2α − αδ2
2δ
=√3α/4> 0. 
Lemma 7.6. Fix δ > 0. Suppose that e ∈ Rd is a random vector with ‖e‖ = 1,  is a uniform random variable on [−δ, δ], and y ∈ Rd
satisﬁes ‖y‖ > 2δ. Assume that e satisﬁes part (1) of Assumption 6.1, and that e,  are independent. If
z = y − eφδ
(〈y, e〉 + ),
and Fδ is as in (7.8) then
Prob
[
Fδ
(〈y, e〉, )< −σ 2δ2
8
]
> ησ > 0,
where ησ = ( σ )Cσ 2/4 > 0, and Cσ 2/4 is the constant deﬁned from Lemma 7.5.2−σ
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σ‖y‖ E∣∣〈y, e〉∣∣
 ‖y‖Prob[∣∣〈y, e〉∣∣> (σ/2)‖y‖]+ (σ/2)‖y‖Prob[∣∣〈y, e〉∣∣ (σ/2)‖y‖]
= ‖y‖Prob[∣∣〈y, e〉∣∣> (σ/2)‖y‖]+ (σ/2)‖y‖(1− Prob[∣∣〈y, e〉∣∣> (σ/2)‖y‖]).
Therefore, since ‖y‖ > 2δ, this implies that
Prob
[∣∣〈y, e〉∣∣> σδ] Prob[∣∣〈y, e〉∣∣> (σ/2)‖y‖] ( σ
2− σ
)
> 0.
Since
Prob
[
Fδ
(〈y, e〉, )< −σ 2δ2/8] Prob[Fδ(〈y, e〉, )< −σ 2δ2/8 ∣∣ ∣∣〈y, e〉∣∣> σδ]Prob[∣∣〈y, e〉∣∣> σδ],
and since e,  are independent, applying Lemma 7.5 with u = 〈y, e〉, α = σ 2/4 and λ = −σ 2δ2/8 yields
Prob
[
Fδ
(〈y, e〉, )< −σ 2δ2/8]> (Cσ 2/4)
(
σ
2− σ
)
. 
Lemma 7.7. Suppose that {en}Nn=1 ⊂ Rd are random unit-norm frame vectors, that {n}Nn=1 are i.i.d. uniform random variables on
[−δ, δ], and that Assumption 6.1 holds. Suppose that x ∈ Rd and that one is given the noisy frame coeﬃcients {〈x, en〉 + n}Nn=1 . Let
{xn}Nn=1 ⊂ Rd be the estimates of x that are produced from the noisy frame coeﬃcients by the RG-algorithm (6.3) with initial estimate
x0 ∈ Rd.
There exist constants 0< c < 1 and 0< a,b such that
∀1 n N, Prob[‖x− xn‖ > 2δ] anbcn.
The constants a,b, c do not depend on N.
Proof. In view of Lemma 7.1 we may assume that ‖x − x0‖ > 2δ. Letting z j = x − x j , then repeatedly applying (7.4), and
setting f j = −Fδ(〈z j−1, e j〉,  j) gives
‖zn‖2 = ‖z0‖2 +
n∑
j=1
Fδ
(〈z j−1, e j〉,  j)= ‖z0‖2 − n∑
j=1
f j. (7.9)
Note that f j  0 for each j.
Let Sn =∑nj=1 f j and let K = (‖z0‖2 − 4δ2)/(σ 2δ2/8) be the smallest integer greater than or equal to (‖z0‖2 − 4δ2)/
(σ 2δ2/8). By (7.9) and recalling that ‖z j‖ ‖zl‖ for all j  l (by Lemma 7.1) we have
Prob
[‖zn‖ > 2δ]= Prob[‖zn‖ > 2δ and {‖z j‖}n−1j=0 ⊂ (2δ,∞)]
= Prob[Sn < ‖z0‖2 − 4δ2 and {‖z j‖}n−1j=0 ⊂ (2δ,∞)]
 Prob
[
card
({ f j}nj=1 ∩ [σ 2δ2/8,∞))< K and {‖z j‖}n−1j=0 ⊂ (2δ,∞)].
Let { jl}kl=1 ⊂ Z with 1 j1 < j2 < · · · < jk  n be any set of k distinct indices. Recall that em, n are independent when
m = n, and that zn = zn(n, en, zn−1). In particular, en, n are independent of zn−1, . . . , z0 and independent of fn−1, . . . , f1.
Thus by Lemma 7.6
Prob
[
f jk < σ
2δ2/8
∣∣ { f jl }k−1l=1 ∩ [0,σ 2δ2/8) and {‖z j‖} jk−1j=0 ⊂ (2δ,∞)] (1− η).
Hence we have that
Prob
[{ f jl }kl=1 ⊂ [0,σ 2δ2/8) and {‖z j‖}n−1j=0 ⊂ (2δ,∞)]
 Prob
[
f jk < σ
2δ2/8 and { f jl }k−1l=1 ⊂
[
0,σ 2δ2/8
)
and
{‖z j‖} jk−1j=0 ⊂ (2δ,∞)]
= Prob[ f jk < σ 2δ2/8 ∣∣ { f jl }k−1l=1 ⊂ [0,σ 2δ2/8) and {‖z j‖} jk−1j=0 ⊂ (2δ,∞)]
× Prob[{ f jl }k−1l=1 ⊂ [0,σ 2δ2/8) and {‖z j‖} jk−1j=0 ⊂ (2δ,∞)]
 (1− η)Prob[{ f j }k−1 ⊂ [0,σ 2δ2/8) and {‖z j‖} jk−1 ⊂ (2δ,∞)].l l=1 j=0
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Prob
[{ f jl }kl=1 ∩ [0,σ 2δ2/8) and {‖z j‖}n−1j=0 ⊂ (2δ,∞)] (1− η)k. (7.10)
Let 0  k < K and suppose that card({ f j}nj=1 ∩ [σ 2δ2/8,∞)) = k. Then card({ f j}nj=1 ∩ [0, σ 2δ2/8)) = n − k. Since there
are
( n
n−k
)
distinct index sets of size n − k in {1,2, . . . ,n}, it follows from (7.10) that for nmax{1,k}
Prob
[
card
({ f j}nj=1 ∩ [σ 2δ2/8,∞))= k and {‖z j‖}n−1j=1 ⊂ (2δ,∞)]
(
n
n− k
)
(1− η)n−k.
Hence for K  n
Prob
[
card
({ f j}nj=1 ∩ [σ 2δ2/8,∞))< K and {‖z j‖}n−1j=1 ⊂ (2δ,∞)]

K−1∑
k=0
(
n
n− k
)
(1− η)n−k  (1− η)n−K
K−1∑
k=0
(
n
k
)
 (1− η)n−K
K−1∑
k=0
nk  K (1− η)−KnK (1− η)n.
With a = K (1− η)−K , b = K , and c = (1− η) this shows that for n K Prob[‖zn‖ > 2δ] anbcn . Since Prob[‖zn‖ > 2δ] 1,
taking a suﬃciently larger value of a extends to the case of 1 n < K . 
We shall also need the following lemma.
Lemma 7.8. If 0< c < 1 and 0< b then there exists C = C(b, c) such that
∀N > 1,
N−1∑
n=1
nbcn
(N − n)2 
C
N2
.
Proof. Since 0< c < 1 there exists 0< A = A(b, c) such that nbcn  A/n2 for all n 1. Thus,
N−1∑
n=1
nbcn
(N − n)2  A
N/2∑
n=1
1
n2(N − n)2 + A
N−1∑
n=N/2+1
1
n2(N − n)2
 4A
N2
∞∑
n=1
1
n2
+ 4A
N2
∞∑
n=1
1
n2
 C
N2
. 
The following theorem addresses mean squared error in the RG-algorithm for a general initial estimate x0.
Theorem 7.9. Let x ∈ Rd be arbitrary and assume that x0 ∈ Rd is an initial condition in the algorithm (6.3) that satisﬁes ‖x −
x0‖  M. Suppose that {en}Nn=1 are random unit-norm frame vectors, {n}Nn=1 are i.i.d. uniform random variables on [−δ, δ], and
that Assumption 6.1 holds. There exists a constant 0 < CM,δ,σ such that if one uses the algorithm (6.3) to estimate x from the noise
corrupted frame coeﬃcients {〈x, en〉 + n}Nn=1 , then
E‖x− xN‖2  CM,δ,σ
N2
.
Proof. Let zn = x − xn . In view of Lemma 7.1, assume that 2δ < ‖z0‖  M . Note that zn = zn(n, en, zn−1) has the Markov
property: for any S ⊂ Rd , Prob[zn ∈ S | zn−1, . . . , z0] = Prob[zn ∈ S | zn−1]. By (7.2) we have that for every 1 j  N − 1
E
[‖zN‖2 ∣∣ ‖z j‖ 2δ,‖z j−1‖ > 2δ] 36δ2
(σ 3(N − j) + 3)2 . (7.11)
Also, by Lemma 7.7 for every 2 j  N − 1
Prob
[‖z j‖ 2δ,‖z j−1‖ > 2δ] Prob[‖z j−1‖ > 2δ] a( j − 1)bc j−1. (7.12)
Thus, by (7.11), (7.12), Lemma 7.8, and since ‖z j‖ is monotone decreasing
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[‖zN‖2 ∣∣ ‖zN−1‖ > 2δ]Prob[‖zN−1‖ > 2δ]
+
N−1∑
j=1
E
[‖zN‖2 ∣∣ ‖z j‖ 2δ,‖z j−1‖ > 2δ]Prob[‖z j‖ 2δ,‖z j−1‖ > 2δ]
 M2a(N − 1)bcN−1 + 36δ
2
(σ 3(N − 1) + 3)2 +
N−1∑
j=2
36δ2a( j − 1)bc j−1
(σ 3(N − j) + 3)2
 M2a(N − 1)bcN−1 + 36δ
2
σ 6N2
+ 36δ
2a
σ 6c
N−1∑
j=2
jbc j
(N − j)2 
C
N2
,
for an appropriate constant C = CM,δ,σ > 0 that is independent of N . 
8. MSE in the RG-algorithm: deterministic frames
8.1. MSE for unions of orthonormal bases
In this section we shall consider the RG-algorithm for deterministic choices of frames in Rd . As a motivating example,
consider the Nth root of unity frame for R2 which is deﬁned by
en = eNn =
(
cos
2πn
N
, sin
2πn
N
)
, n = 1, . . . ,N. (8.1)
For every N  3, the collection RN = {eNn }Nn=1 is a unit-norm tight frame for R2. Note that if N = 4B is divisible by 4, then
RN can be written as a disjoint union of 2B orthonormal bases for R2. We focus on frames with this property for the
remainder of the section. For other work on quantization of frames that are unions of orthonormal bases see [2].
For comparison with random frames, consider the special case where {en}Nn=1 ⊆ Rd are independent uniform random
vectors on the unit-sphere in Rd . The expected inner product of any two of the e j , ek satisﬁes
E
∣∣〈e j, ek〉∣∣= ( d2 )√
π(d+12 )
.
In particular, in high dimensions e j and ek are approximately orthogonal. Analogously, we shall see that frames with well-
conditioned partitions are suitable for the RG-algorithm in the deterministic setting.
Deﬁnition 8.1. If a collection of vectors F = { fn}bdn=1 ⊂ Rd is the union of b orthonormal bases for Rd then it is clear that F
is a unit-norm tight frame for Rd , and we shall refer to any such F as a union of orthonormal bases (UONB) frame.
In general, the performance of the RG-algorithm for frames will depend strongly on the order in which the frame coeﬃ-
cients are processed. In particular, the “natural” ordering of a frame such as (8.1) can often lead to quite poor performance
of the algorithm, e.g., see Example 9.2. For the UONB frames, we shall consider the following class of frame orderings which
is well adapted to the speciﬁc UONB frame structure and to the RG-algorithm.
Deﬁnition 8.2. A UONB frame { fn}bdn=1 ⊂ Rd for Rd is in orthonormal (ON) block order if { fn}(k+1)dn=kd+1 is an orthonormal basis
for Rd for k = 0,1,2, . . . ,b − 1.
It is interesting to note that for other applications, such as sigma-delta (Σ) quantization of ﬁnite frame expansions,
different (non-block) frame orderings are preferable, e.g., see [4,5,25,3]. More generally, we point out that deep questions
arise in connection with partitioning frames into well-conditioned subsets, e.g., see recent work on the Feichtinger conjec-
ture [10].
The results of this section will focus on MSE bounds in the RG-algorithm for UONB frames when the initial condition x0
is suﬃciently close to x, in particular when ‖x− x0‖ 2δ; general initial conditions will be considered in Section 8.3.
The following result addresses the case when the RG-algorithm is applied to a single orthonormal basis.
Lemma 8.3. Let x, x0 ∈ Rd and {n}dn=1 ⊆ [−δ, δ] be arbitrary, and let {en}dn=1 ⊂ Rd be an orthonormal basis for Rd. If the RG-
algorithm with initial condition x0 is applied to the perturbed measurements {〈x, en〉 + n}dn=1 , then
‖x− xd‖ 2δ
√
d.
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for each 1 n d. As in (8.3) one has
∀1 k d, 〈x− xd, ek〉 = 〈x− x0, ek〉 − φδ
(〈x− x0, ek〉 + k).
Noting that
∀u ∈ R,  ∈ [−δ, δ], ∣∣u − φδ(u + )∣∣ 2δ
shows that |〈x− xd, ek〉| 2δ holds for each 1 k d and completes the proof. 
We shall now prove MSE bounds for the RG-algorithm when applied to UONB frames. We ﬁrst need the following lemma.
Lemma 8.4. Suppose that C > 0 and X1, . . . , Xd, Z  0 satisfy Z 
∑d
n=1 Xn − C
∑d
n=1 X
3/2
n . If 0
∑d
n=1 Xn  a/N2  4d/(9C2)
for some a 4d/C2 and some N > 0 then
0 Z  a/(N + 1)2.
Proof. Let X = (X1, . . . , Xd) so that by Hölder’s inequality
Z  ‖X‖1 − C‖X‖3/23/2  ‖X‖1 −
C√
d
‖X‖3/21 .
The proof follows by applying Lemma 7.3 with A = ‖X‖1, B = Z and c = C/
√
d. 
Theorem 8.5. Let x ∈ Rd be arbitrary and assume that x0 ∈ Rd is an initial estimate in the algorithm (6.3) that satisﬁes ‖x− x0‖ 2δ.
Let {en}Nn=1 ⊂ Rd, with N = bd, be a UONB frame for Rd which is in ON block order. If one uses the algorithm (6.3) to estimate x from
the noise corrupted frame coeﬃcients {〈x, en〉 + n}Nn=1 , where the n are independent and uniformly distributed on [−δ, δ], then
E‖x− xN‖2  36d
3δ2
(N + dN0)2 
36δ2
(d−3/2N + 3)2 , (8.2)
where N0 = 6δ
√
d
‖x−x0‖ .
Proof. Let zn = x− xn so that E‖zn‖2 = E‖x− xn‖2 and
zn = zn−1 − enφδ
(〈zn−1, en〉 + n).
The assumption ‖x− x0‖ 2δ and Lemma 7.1 imply that ‖zn‖ 2δ holds for all 1 n N .
Next, for n = 1,2, . . . ,b, let Zn = znd . Since for each 1 k b we have that {en}kdn=(k−1)d+1 is an orthonormal basis for Rd
it follows that
Zn = Zn−1 −
nd∑
j=(n−1)d+1
φδ
(〈Zn−1, e j〉 +  j)e j
=
nd∑
j=(n−1)d+1
(〈Zn−1, e j〉 − φδ(〈Zn−1, e j〉 +  j))e j. (8.3)
Similar to (7.4), we have for each ((n − 1)d + 1) j  nd,∣∣〈Zn, e j〉∣∣2 = ∣∣〈Zn−1, e j〉∣∣2 + Fδ(〈Zn−1, e j〉,  j),
with Fδ(·) as in Lemma 7.2. Since ‖Zn−1‖ 2δ it follows that each |〈Zn−1, e j〉| 2δ, and hence using Lemma 7.2 we have
that for j = 1, . . . ,d,
E
[∣∣〈Zn, e j〉∣∣2 ∣∣ Zn−1]= ∣∣〈Zn−1, e j〉∣∣2 − 13δ
∣∣〈Zn−1, e j〉∣∣3.
Thus, using Hölder’s inequality,
E
∣∣〈Zn, e j〉∣∣2 = E[E[∣∣〈Zn, e j〉∣∣2 ∣∣ Zn−1]]= E∣∣〈Zn−1, e j〉∣∣2 − 13δE
∣∣〈Zn−1, e j〉∣∣3
 E
∣∣〈Zn−1, e j〉∣∣2 − 1 (E∣∣〈Zn−1, e j〉∣∣2)3/2. (8.4)3δ
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E‖Zn‖2 
nd∑
j=(n−1)d+1
E
∣∣〈Zn−1, e j〉∣∣2 − 13δ
nd∑
j=(n−1)d+1
(
E
∣∣〈Zn−1, e j〉∣∣2)3/2. (8.5)
We now use induction to show that
∀0 n b, E‖Zn‖2  36dδ
2
(n + N0)2 . (8.6)
The base case of the induction, n = 0, holds by the deﬁnition of N0. Next, assume that for some n 0,
E‖Zn‖2 =
(n+1)d∑
j=nd+1
E
∣∣〈Zn, e j〉∣∣2  36dδ2
(n + N0)2 .
We shall apply Lemma 8.4 to (8.5) with Z = E‖Zn+1‖2, X j = E|〈Zn, e j〉|2, C = 1/(3δ) and a = 36dδ2. Noting that
4d/C2 = a and a/(n + N0)2  a/N20 = ‖x − x0‖2  4δ2  4dδ2 = 4d/(9C2), we see that Lemma 8.4 applies, and we con-
sequently have
E‖Zn+1‖2  36dδ
2
(n + 1+ N0)2 ,
so that (8.6) follows by induction. In particular, since N = bd,
E‖x− xN‖2 = E‖zN‖2 = E‖Zb‖2  36dδ
2
(b + N0)2 =
36d3δ2
(N + dN0)2 .
The second inequality in (8.2) follows since ‖x− x0‖ 2δ and the deﬁnition of N0 force N0  3
√
d. 
Theorem 8.5 proves that the RG-algorithm achieves MSE of order 1/N2 for UONB frames of size N , when the initial
estimate x0 is suﬃciently close to the true signal x. We shall later address MSE performance for general initial estimates in
Section 8.3.
It is instructive to compare the MSE bounds for random measurements and deterministic UONB measurements given by
Theorems 7.4 and 8.5, respectively. Recall that for random measurement vectors, the upper MSE bound (7.1) is
MSERandom 
36δ2
(σ 3N + 3)2 ,
whereas for deterministic UONB frames the upper MSE bound (7.4) is
MSEUONB 
36δ2
(d−3/2N + 3)2 .
A comparison of these two MSE bounds amounts to comparing σ and d−1/2. We consider the case of independent random
vectors that are uniformly chosen on the unit-sphere in Rd , see (3.3), where one has σ = σd = (
d
2 )√
π( d+12 )
. In this case,
properties of the gamma function give the bound c1d−1/2  σ  c2d−1/2 for appropriate absolute constants 0 < c1, c2. In
particular, for random uniform measurements on the unit-sphere, the upper bounds for MSERandom and MSEUONB have
dimension dependence that is of the same order.
8.2. MSE for uniform-union frames
We now extend the error bounds of the previous section beyond UONB frames to a more general class of frames. In
particular, we relax the orthonormal basis partitioning in Deﬁnition 8.1 and consider frames which can be partitioned into
smaller frames with uniform lower frame bounds. As before, frame ordering is a crucial issue.
Deﬁnition 8.6. Let A > 0 be given and suppose that {en}Nn=1 ⊂ Rd with N = sb is a collection of unit-norm vectors so that
for each 0 k b − 1 there holds
∀x ∈ Rd, A‖x‖2 
(k+1)s∑
n=ks+1
∣∣〈x, en〉∣∣2. (8.7)
In this case, we shall say that {en}Nn=1 is an (A, s)-uniform-union frame, and refer to an ordering of the frame for which (8.7)
holds as a block ordering.
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Lemma 7.2.
Lemma 8.7. If u ∈ R and δ > 0 are ﬁxed, and  is a uniformly distributed random variable on [−δ, δ] then
E
∣∣φδ(u + )∣∣2 =
⎧⎪⎪⎨
⎪⎪⎩
u3−(u−2δ)3
6δ , if u  2δ,
|u|3
6δ , if |u| < 2δ,
(u+2δ)3−u3
6δ , if u −2δ.
In particular, for any u ∈ R one has E|φδ(u + )|2  |u|36δ .
Lemma 8.8. Let e ∈ Rd be a unit-norm vector and let x ∈ Rd,  ∈ R. If |〈x, e〉|2  σ‖x‖2 for some 0< σ < 1, and y = x−eφδ(〈x, e〉+
) then ‖y‖2  (1− σ)‖x‖2 . Similarly, if x is a random vector and  is a random variable and E|〈x, e〉|2  σE‖x‖2 then
E‖y‖2  (1− σ)E‖x‖2.
Proof. Let P : Rd → span{e} denote the orthogonal projection onto the 1-dimensional subspace spanned by e, and let P⊥
denote the orthogonal projection onto the orthogonal complement of span{e}. Note that P⊥ y = P⊥x and
‖y‖2 = ‖P y‖2 + ∥∥P⊥ y∥∥2  ∥∥P⊥ y∥∥2 = ∥∥P⊥x∥∥2 = ‖x‖2 − ‖Px‖2.
Since ‖Px‖2 = |〈x, e〉|2  σ‖x‖2, it follows that ‖y‖2  (1−σ)‖x‖2. Similarly, if E‖Px‖2 = E|〈x, e〉|2  σE‖x‖2, then E‖y‖2 
(1− σ)E‖x‖2. 
Theorem 8.9. Let x ∈ Rd be arbitrary and let x0 ∈ Rd be an initial estimate in the RG-algorithm (6.3) that satisﬁes ‖x − x0‖  2δ.
Suppose that the collection of unit-norm vectors {en}Nn=1 ⊂ Rd with N = sb is an (A, s)-uniform-union frame that is in block order as
in Deﬁnition 8.6. Then the output of the RG-algorithm {xn}Nn=1 satisﬁes
E‖x− xN‖2  36δ
2s2
3(N + sN0)2 
36δ2
(s−13/2N + 3)2 . (8.8)
The constants N0 and  can be taken as
N0 = 6δ
3/2‖x− x0‖ , (8.9)
where 0<  < 1 is chosen suﬃciently small so that
 A(1− )s − (s + 1)3. (8.10)
Proof. We shall use induction to prove that
∀0 k b, E‖x− xks‖2  36δ
2
3(k + N0)2 . (8.11)
The proof will then follow by taking k = b to obtain the ﬁrst inequality in (8.8); the second inequality in (8.8) then follows
from the deﬁnition of N0 and ‖x− x0‖ 2δ. The base case of the induction, k = 0, holds by the choice of N0 in (8.9). For the
inductive step, assume that (8.11) holds for some 0 k < b. To simplify notation let zn = x − xn , so that the RG-algorithm
(6.3) becomes
zn = zn−1 − enφδ
(〈zn−1, en〉 + n). (8.12)
With this notation, our induction assumption becomes
E‖zks‖2 = E‖x− xks‖2  36δ
2
3(k + N0)2 . (8.13)
Case 1. Suppose that
∃ks j  (k + 1)s − 1 such that E‖z j‖2  E
∣∣〈z j, e j+1〉∣∣2. (8.14)
We proceed as in the proof of Theorem 8.5 and compute the conditional expectation
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[‖z j+1‖2 ∣∣ z j]= ‖z j‖2 − 13δ
∣∣〈z j, e j+1〉∣∣3.
By Lemma 7.1, one has ‖z j‖  2δ and E‖z j‖2  E‖zks‖2. Using Hölder’s inequality, assumptions (8.13) and (8.14), and
Lemma 7.3 it follows that
E‖z j+1‖2 = E
[
E
[‖z j+1‖2 ∣∣ z j]] E‖z j‖2 − 13δ
(
E
∣∣〈z j, e j+1〉∣∣2)3/2
 E‖z j‖2 − 
3/2
3δ
(
E‖z j‖2
)3/2  36δ2
3(k + 1+ N0)2 . (8.15)
The ﬁnal inequality in (8.15) is obtained by applying Lemma 7.1 with A = E‖z j‖2, c = 3/2/(3δ), N = k + N0, and a =
36δ2/3. Note that ac2 = 4 and that A  a/N2 by assumption. The remaining hypotheses of Lemma 7.1 hold since ‖x−x0‖
2δ, 0<  < 1, and (8.9) force N0 > 3, which implies that a/N2  a/N20 < a/9 = 4/(9c2).
Case 2. Suppose that
∀ks j < (k + 1)s − 1, E∣∣〈z j, e j+1〉∣∣2 E‖z j‖2. (8.16)
We shall show that
E‖zks+s−1‖2 E‖zks‖2  E
∣∣〈zks+s−1, e(k+1)s〉∣∣2
holds, so that Case 1 applies. If ks + 1 n ks + s − 1, then iterating (8.12) gives
zks+s−1 = zks+s−2 − eks+s−1φδ
(〈zks+s−2, eks+s−1〉 + ks+s−1)
...
= zn−1 −
ks+s−1∑
j=n
e jφδ
(〈z j−1, e j〉 +  j).
So we have that for ks + 1 n ks + s − 1,
E
∣∣〈zks+s−1, en〉∣∣2 = E∣∣〈zn−1, en〉∣∣2 − 2 ks+s−1∑
j=n
〈e j, en〉E
[〈zn−1, en〉φδ(〈z j−1, e j〉 +  j)]
+
ks+s−1∑
j=n
ks+s−1∑
l=n
〈e j, en〉〈el, en〉E
[
φδ
(〈z j−1, e j〉 +  j)φδ(〈zl−1, el〉 + l)]
 E
∣∣〈zn−1, en〉∣∣2 + 2 ks+s−1∑
j=n
∣∣E[〈zn−1, en〉φδ(〈z j−1, e j〉 +  j)]∣∣
+
ks+s−1∑
j=n
ks+s−1∑
l=n
∣∣E[φδ(〈z j−1, e j〉 +  j)φδ(〈zl−1, el〉 + l)]∣∣.
Recall that |〈z j−1, e j〉|  ‖z j−1‖  2δ, and that ks + 1  n implies E‖zn−1‖2  E‖zks‖2. Also, note that i and z j are inde-
pendent when j < i. By Hölder’s inequality, Lemma 8.7, and (8.16), we have for ks + 1 n ks + s − 1,
E
∣∣〈zks+s−1, en〉∣∣2  E∣∣〈zn−1, en〉∣∣2 + 2(E∣∣〈zn−1, en〉∣∣2)1/2 ks+s−1∑
j=n
(
E
[
φδ
(〈z j−1, e j〉 +  j)]2)1/2
+
ks+s−1∑
j=n
ks+s−1∑
l=n
(
E
[
φδ
(〈z j−1, e j〉 +  j)]2)1/2(E[φδ(〈zl−1, el〉 + l)]2)1/2
E‖zn−1‖2 + 2
(
E‖zn−1‖2
)1/2 ks+s−1∑
j=n
(
1
6δ
E
∣∣〈z j−1, e j〉∣∣3
)1/2
+
ks+s−1∑ ks+s−1∑ ( 1
6δ
E
∣∣〈z j−1, e j〉∣∣3
)1/2( 1
6δ
E
∣∣〈zl−1, el〉∣∣3
)1/2
j=n l=n
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E‖zks‖2 + 2
(
E‖zks‖2
)1/2 ks+s−1∑
j=n
(
1
6δ
E
∣∣〈z j−1, e j〉∣∣3
)1/2
+
ks+s−1∑
j=n
ks+s−1∑
l=n
(
1
6δ
E
∣∣〈z j−1, e j〉∣∣3
)1/2( 1
6δ
E
∣∣〈zl−1, el〉∣∣3
)1/2
E‖zks‖2 + 2
(
E‖zks‖2
)1/2 ks+s−1∑
j=n
(
1
3
E
∣∣〈z j−1, e j〉∣∣2
)1/2
+
ks+s−1∑
j=n
ks+s−1∑
l=n
(
1
3
E
∣∣〈z j−1, e j〉∣∣2
)1/2(1
3
E
∣∣〈zl−1, el〉∣∣2
)1/2
E‖zks‖2 + 2s√
3
E‖zks‖2 + s
2
3
E‖zks‖2 (1+ s)2E‖zks‖2. (8.17)
Next, note that (8.16) and Lemma 8.8 imply E‖z j+1‖2  (1− )E‖z j‖2 for ks j < s(k + 1) − 1. Iterating this yields
E‖zks+s−1‖2  (1− )s−1E‖zks‖2 > (1− )sE‖zks‖2. (8.18)
Thus, by (8.17), (8.18), and the lower frame bound A‖ f ‖2 ∑sn=1 |〈 f , eks+n〉|2 we have
A(1− )sE‖zks‖2  AE‖zks+s−1‖2
 E
∣∣〈zks+s−1, e(k+1)s〉∣∣2 + (k+1)s−1∑
n=ks+1
E
∣∣〈zks+s−1, en〉∣∣2
 E
∣∣〈zks+s−1, e(k+1)s〉∣∣2 + (s + 1)3 E‖zks‖2. (8.19)
Rearranging the inequality (8.19) and using (8.10) gives
E‖zks‖2 
(
A(1− )s − (s + 1)3)E‖zks‖2  E∣∣〈zks+s−1, e(k+1)s〉∣∣2.
Therefore
E‖zks+s−1‖2 E‖zks‖2  E
∣∣〈zks+s−1, e(k+1)s〉∣∣2,
so that applying Case 1 completes the proof. 
To interpret (8.8) as a result on MSE of order 1/N2, the parameters s and A should be ﬁxed independent of N , so that 
and N0 are also independent of N .
The constants in Theorem 8.9 are quite far from optimal. For example, consider the bound that (8.8) gives when special-
ized to UONB frames. In this case, one has s = d and A = 1, which along with 0<  < 1 and (8.10) forces that
 1
(d + 1)3 + 1 
1
d3
.
Thus s−13/2  d−11/2. In particular, the upper bound given by (8.8) is larger than
36δ2
(d−11/2N + 3)2 .
When the dimension d is large, this quantity is signiﬁcantly larger than the upper bound given by (7.4) in Theorem 7.4
36δ2
(d−3/2N + 3)2 .
It could be of practical interest to determine sharper values of the constants and especially to better quantify their depen-
dence on the dimension d.
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In this section we brieﬂy discuss extensions of the results in Section 8.1 for general initial estimates x0 that do not satisfy
‖x− x0‖ 2δ. We shall only address the case of UONB frames and defer a treatment of uniform-union frames.
Lemma 8.10. Let 0< c < 2δ and y ∈ R, and let  be a uniform random variable on [−δ, δ]. The following holds:
Prob
[(
y − φδ(y + )
)2  c2] c
2δ
.
Proof. Suppose that y ∈ R,0< c < 2δ, and let  be a uniform random variable on [−δ, δ]. First note that if y  2δ then
Prob
[(
y − φδ(y + )
)2  c2]= Prob[( − δ)2  c2]= c
2δ
.
Likewise, if y −2δ then Prob[(y − φδ(y + ))2  c2] = c/(2δ). Thus, if |y| 2δ then
Prob
[(
y − φδ(y + )
)2  c2]= c
2δ
. (8.20)
Similarly, if c < |y| 2δ then
Prob
[(
y − φδ(y + )
)2  c2]= c
2δ
. (8.21)
Finally, note that if |y| c then it follows from Theorem 1 of [29] that for all || δ∣∣y − φδ(y + )∣∣ c. (8.22)
Now, combining Eqs. (8.20), (8.21), and (8.22) completes the proof. 
Theorem 8.11. Let x ∈ Rd be arbitrary and assume that x0 ∈ Rd is an initial condition in the RG-algorithm (6.1). Let {en}Nn=1 ⊂ Rd,
with N = bd, be a UONB frame for Rd which is in ON block order. If one uses the algorithm (6.1) to estimate x from the noise corrupted
frame coeﬃcients {〈x, en〉 + n}Nn=1 , where the n are independent and uniformly distributed on [−δ, δ], then there exists a constant
0< Cd,δ such that
E‖x− xN‖2  Cd,δ
N2
.
Proof. In view of Lemma 8.3, one may without loss of generality assume that ‖x− x0‖ 2δ
√
d, since xd will satisfy this. For
a brief sketch of the proof, note that by Lemma 8.10 it follows analogously to Lemma 7.7 that there exist constants a,b > 0
and 0< c < 1 (all independent of N) such that
∀1 n N, Prob[‖xn − x0‖ > 2δ] anbcn.
Using Theorem 8.5 and Lemma 7.8, the remainder of the proof is similar to that of Theorem 7.9. 
9. Examples
9.1. Numerical results
The following numerical example illustrates how the RG-algorithm performs for random frames.
Example 9.1. Let x = (1/√3,1/7) and δ = 1/5. Given N , independently choose N vectors, en = (cos θn, sin θn), 1  n  N ,
according to the uniform distribution on the unit circle, i.e., let {θn}Nn=1 be independently drawn from the uniform
distribution on [0,2π ]. Let {e˜n}Nn=1 ⊂ R2 be the canonical dual frame associated to {en}Nn=1 ⊂ R2. Let {n}Nn=1 be in-
dependently drawn from the uniform distribution on [−δ, δ], independent of the en , and let xN be the output of the
RG-algorithm when the noisy frame coeﬃcients {〈x, en〉 + n}Nn=1 and initial condition x0 = (0,0) are given as input. Also,
let yN =∑Nn=1(〈x, en〉 + n)e˜n be the canonical linear reconstruction from the noisy frame coeﬃcients.
For each 3 N  1000 we compute xN and yN for 50 different realizations of the random frame and noise sequence and
we let E‖x − xN‖2 and E‖x − yN‖2 denote the average of the 50 corresponding squared estimation errors. Fig. 1 shows a
log–log plot of E‖x− xN‖2 and E‖x− yN‖2 against the frame size N . For comparison with (5.4) and Theorem 7.4, Fig. 1 also
shows log–log plots of 4δ
2
3N and
36δ2
σ 6N2
against N . Since d = 2 one has σ = 2/π . Although the randomly chosen {en}Nn=1 need
not be a tight frame, the relevance of (5.4) stems from Theorem 1 in [18] which concerns asymptotic tightness of random
frames.
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E‖x− xN‖2 against the frame size N . The points labeled ‘Linear reconstr.’ show errors for linear reconstruction in a log–log plot of E‖x− yN‖2 against N .
The ﬁgure also shows log–log plots of the bounds (4δ2)/(3N) and (36δ2)/(σ 6N2) against N .
The following numerical experiment compares the performance of the RG-algorithm for (deterministic) UONB frames
with the theoretical error bound in Theorem 8.5.
Example 9.2. For each N > 3 such that N ≡ 0 (mod 4), let RN = {eNn }Nn=1 = {en}Nn=1 ⊂ R2 be the roots of unity frame for R2
given by (8.1). Let δ = 1/5 and x = (1,√2 ). Suppose that one is given the N noisy frame coeﬃcients {〈x, eNn 〉 + n}Nn=1 of x,
where the n are independent random variables that are uniformly distributed on [−δ, δ]. Let yN = dN
∑N
n=1(〈x, eNn 〉 + n)eNn
be the estimate for x obtained by linearly reconstructing with the canonical dual frame as in (5.2).
In this example we shall study the RG-algorithm for two different orderings of each frame RN . First, consider the frames
RN in the block ON orderings given by
rN2 j−1 = eNj , rN2 j = eNj+N/4, j = 1, . . . ,N/4,
rN2 j−1+N/2 = eNj+N/2, rN2 j+N/2 = eNj+3N/4, j = 1, . . . ,N/4.
For this “good” ordering of the frame, let xg,N be the ﬁnal output of the RG-algorithm (6.3) applied to the noisy frame
coeﬃcients, when initial condition x0 = (0,0) is used. We also consider the frames RN in the natural orderings deﬁned
by (8.1). For this “bad” ordering of the frame, let xb,N be the ﬁnal output of the RG-algorithm.
For each N > 3 such that N ≡ 0 (mod 4), we compute yN , xg,N and xb,N for 50 realizations of the noise sequence {n}Nn=1,
and we let E‖x− yN‖2, E‖x− xg,N‖2 and E‖x− xb,N‖2 denote the average of the 50 corresponding estimation errors. Fig. 2
compares the estimation errors E‖x − yN‖2, E‖x − xg,N‖2, and E‖x − xb,N‖2 in a log–log plot as functions of N . The main
observation is that the RG-algorithm performs quite well when the block ONB order is used (as predicted by Theorem 8.5)
but can perform very poorly for other frame orderings.
9.2. Bad frame orderings
We have already seen in Example 9.2 that the RG-algorithm can perform quite poorly when an inappropriate frame
ordering is used. In this section, we further examine the important dependence on frame ordering by considering a simple
illustrative example. We begin by considering the extreme case where the RG-algorithm is used for signal reconstruction
when there is no noise present. As noted earlier, the RG-algorithm reduces to the Kaczmarz algorithm in this case.
Example 9.3. Fix N > 1 and let E = {en}2N+1 ⊂ R2, wheren=1
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en = (1,0), for n = 1, . . . ,N,
eN+1 = (1/
√
2,1/
√
2 ),
en = (0,1), for n = N + 2, . . . ,2N + 1. (9.1)
Let F = { fn}2N+1n=1 ⊂ R2 be the same set of vectors as E but ordered in the following block order
f2 j−1 = e j, f2 j = eN+1+ j, f2N+1 = eN+1, for j = 1, . . . ,N. (9.2)
Let x = (a,b) ∈ R2 and x0 = (0,0). In the absence of noise, the RG-algorithm reduces to the Kaczmarz algorithm and is
given by the iteration
∀1 n 2N + 1, xn = xn−1 + en
(〈x− xn−1, en〉). (9.3)
A direct computation shows that if the frame ordering E is used then
xn = (a,0), for n = 1,2, . . . ,N,
xN+1 = (a + b/2,b/2),
xn = (a + b/2,b), for n = N + 2, . . . ,2N + 1.
In particular, when the frame is ordered as (9.1) then the ﬁnal iteration of the algorithm satisﬁes
‖x− x2N+1‖ = b/2,
and the estimation error does not approach zero as N approaches inﬁnity.
If, instead, the frame is ordered as in (9.2), then a computation as above shows that
x1 = (a,0), xn = (a,b), for n = 2, . . . ,2N + 1.
Thus, if the block ordering of F is used then the RG-algorithm already gives perfect reconstruction after two iterations, i.e.,
n = 2.
We next reconsider Example 9.3 when there is noise present.
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Theorem 8.5 to show that the RG-algorithm performs well for the frame ordering F , and in particular that E‖x− x2N+1‖2 
C/(2N + 1)2.
We next consider the frame ordering E . Assume that x = (a,b) satisﬁes ‖x‖  2δ and a,b = 0. Take x0 = (0,0) and let
xn = (an,bn) for n = 1, . . . ,2N +1. We shall separately apply Theorem 8.5 in R1 to the components of x, instead of applying
it directly in R2 to the entire signal x. From the deﬁnition of E , one directly has bN = 0. Also, by applying Theorem 8.5 one
can show that
E|aN − a|2  C/N2.
We have that
aN+1 = aN + 1√
2
φδ
(
a − aN + b√
2
+ N+1
)
.
Using Lemma 8.7 and Hölder’s inequality it follows that
E|aN+1 − aN |2 = E
[
E
[|aN+1 − aN |2 ∣∣ aN]]
= 1
24
√
2δ
E|a − aN + b|3  1
24
√
2δ
(
E|a − aN + b|2
)3/2
. (9.4)
By (9.4)
b2 = E|b|2  3E|a − aN + b|2 + 3E|a − aN |2
 3
(
24
√
2δE|aN+1 − aN |2
)2/3 + 3E|a − aN |2
 3(24
√
2δ)2/3
(
3E|aN+1 − a|2 + 3E|aN − a|2
)2/3 + 3E|a − aN |2
 3(24
√
2δ)2/3
(
3E|aN+1 − a|2 + 3C/N2
)2/3 + 3C/N2.
It follows that(
b2 − 3C/N2
3(24
√
2δ)2/3
)3/2
− 3C/N2  E|aN+1 − a|2.
Next, note that a j = aN+1 for all N + 1 j, and one has
0<
b3
(72δ)
√
6
 lim inf
N→∞ E|a − a2N+1|
2  lim inf
N→∞ E‖x− x2N+1‖
2.
In particular, for the frame ordering E , the mean squared estimation error in the RG-algorithm does not converge to zero.
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