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ABSTRACT
SEARCHES FOR GRAVITATIONAL WAVES FROM
BINARY BLACK HOLE COALESCENCES WITH
GROUND-BASED LASER INTERFEROMETERS
ACROSS A WIDE PARAMETER SPACE
SEPTEMBER 2012
SATYANARAYAN RAY PITAMBAR MOHAPATRA
B.Sc., BUXI JAGABANDHU BIDYADHARA AUTONOMOUS COLLEGE,
UTKAL UNIVERSITY, ODISHA, INDIA
M.Sc., INDIAN INSTITUTE OF TECHNOLOGY, KANPUR, INDIA
Ph.D. Candidate, UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Laura Cadonati
This is an exciting time for Gravitational Wave (GW) theory and observations. From
a theoretical standpoint, the grand-challenge problem of the full evolution of a Binary
Black Hole (BBH) system has been solved numerically, and a variety of source simu-
lations are made available steadfastly. On the observational side, the first generation
of state-of-the-art GW detectors, LIGO and Virgo, have achieved their design goal,
collected data and provided astrophysically meaningful limits. The second generation
of detectors are expected to start running by 2015. Inspired by this zeitgeist, this
vii
thesis focuses on the detection of potential GW signatures from the coalescence of
BBH in ground-based laser interferometers. The LIGO Scientific Collaboration has
implemented different algorithms to search for transient GW signatures, targeting
different portions of the BBH coalescence waveform. This thesis has used the exist-
ing algorithms to study the detection potential of GW from colliding BBH in LIGO
in a wide range of source parameters, such as mass and spin of the black holes, using
a sample of data from the last two months of the S5 LIGO science run (14 Aug 2007
to 30 Sept 2007). This thesis also uses numerical relativity waveforms made available
via the Numerical INJection Analysis project (NINJA). Methods such as the Chirplet
based analysis and the use of multivariate classifiers to optimize burst search algo-
rithms have been introduced in this thesis. These performance studies over a wide
parameter space were designed to optimize the discovery potential of ground-based
GW detectors and defining strategies for the search of BBH signatures in advanced
LIGO data, as a step towards the realization of GW astronomy.
Disclaimer: Some of the results shown in this thesis are based upon LIGO-Virgo
data. At the time of this writing that analysis is under review by the LIGO Scientific
Collaboration and the results are potentially subject to change. This thesis has been
assigned LIGO Laboratory document number LIGO-P1200068.
viii
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CHAPTER 1
GRAVITATIONAL WAVES AND GROUND-BASED
DETECTORS
1.1 Gravitational Waves
Gravitational Wave (GW) are fluctuations in the curvature of spacetime, whose
governing wave equation emerges from Einstein’s field equations of general relativity
(GR). In the weak field approximation, also known as linearized theory of gravitation,
the spacetime metric gµν is the sum of a background flat Minkowski metric nµν and
a small perturbation hµν :
gµν = ηµν + hµν , |hµν |￿ 1. (1.1)
It can be shown [1, 2] that the perturbation away from the source is radiative in
nature and described by the partial differential equation:
(￿2 − ∂20)h¯µν = 0, (1.2)
where:
hµν = h¯µν − 1
2
ηµν h¯, h¯ = η
µνhµν . (1.3)
In the transverse-traceless gauge (TT gauge), assuming GW is traveling in the z
direction, the perturbed metric tensor becomes [1]:
hTTij (t, z) =

h+ h× 0
h× −h+ 0
0 0 0

ij
cos[ω(t− z/c)]. (1.4)
1
where h+ and h× are the plus polarization and the cross polarization, and ω is the
GW angular frequency; a lines-of-force diagram of the plus and cross polarization is
shown in Fig. 1.1. In general, GW are a linear combination of both. Rotating sources
typically emit both polarizations with a phase delay between them, leading to ellipti-
cal polarization patterns. Phenomena such as axisymmetric core-collapse supernovae
instead emit linearly polarized GW or unpolarized GW. As seen in Fig. 1.1, a GW is
invariant under a rotation of 1800 about its direction of propagation, and the plus and
cross polarizations are at an angle of 450 to each other. This is consistent with the
prescription of field theory [3] that the associated carrier particle for the gravitational
force is a graviton with zero rest mass and spin = 2, and with the observation that
any classical radiation field of a spin-S particle is invariant under a rotation of
3600
S
.
Also, a spin-S particle of any radiation field has two orthogonal states of linear po-
larizations, inclined with an angle of
900
S
with each other. If one uses a lines-of-force
diagram to represent a circularly polarized wave then the diagram must be rotated
through 1800 each period. Fig. 1.2 shows the left-handed and right-handed circular
polarizations in a 3-dimensional plot, highlighting the rotation of the net polariza-
tion direction in each phase snapshot. Fig. 1.3 shows the effect of a GW passing
transversely on a set of free-falling particles arranged on a ring: the plus and cross
polarizations stretch the particles in one direction and squeeze them in the perpen-
dicular direction. This stretching and squeezing can also be thought of arising from
the tidal nature of gravity, which describes high and low tides caused by the moon
on the surface of the earth [4]. Left-handed and right-handed circular polarizations
would make a ring of particles seem to rotate in the left or right direction respectively
in the form of an ellipse. Left-handed and right-handed elliptical polarizations would
also make a ring of particles seem to rotate in the form of an ellipse to the left or
right respectively. But this time the eccentricity of the ellipse would also change.
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A gravitational theory other than Einstein’s GR can have additional polarization
states, such as a the spin-0 longitudinal mode, two spin-1 longitudinal-transverse
modes, a spin-0 breathing modes, and traceless plus and cross modes. These modes,
shown in Appendix A are ruled out by Einstein’s field equations [5].
(a) Plus Polarization. (b) Cross Polarization.
Figure 1.1: Plus and Cross Polarizations: Lines-of-force diagram in the transverse
plane of a purely + and × polarized gravitational wave. The names plus and cross
arise from the shape of these lines of force, which pull in one direction and squeeze in
the perpendicular direction. Rotating sources typically emit both polarizations with
a phase delay between them, leading to elliptical polarization patterns. One should
also note that if one observes only + polarization then one could rotate the frame of
reference by 450 in the azimuthal plane and one gets × polarization. With a rotation
of the azimuthal plane by 900 one once again observes the + polarization.
The amplitude of a GW, expressed as strain h(t), changes the proper distance
between two events in spacetime [1]. Thus it can be detected by measuring the
proper distance between events.
3
Phase ￿ 0.0
Phase ￿ Π4
Phase ￿ Π2
Phase ￿ 34Π
Phase ￿ Π
(a) Right-Handed hcircular￿ .
Phase ￿ 0.0
Phase ￿ Π4
Phase ￿ Π2
Phase ￿ 34Π
Phase ￿ Π
(b) Left-Handed hcircular￿ .
Figure 1.2: Lines of Force Due to Circular Polarization: The lines of force
change as a function of time due to circular polarization. Snapshots of the polarization
plane are shown here at a phase interval of
π
4
. For an alternative visualization of
circular polarization in three-dimension see box 37.2 of [2].
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Figure 1.3: Effect of GW on a Ring of Free-falling Test Particles: The de-
formation of a ring of free-falling test masses due to different polarizations. The
first column shows different phase snapshots. The second and third columns show
+ and × polarizations. The fourth and the fifth columns show the right-handed cir-
cular (hcircular￿ ) and the left-handed circular (h
circular
￿ ) polarizations. The sixth and
the seventh columns show right-handed elliptical (helliptical￿ ) and left-handed elliptical
(helliptical￿ ) polarization with a polarization angle of
π
2
. In these snapshots, n is an
integer. Just as the drops in an ocean wave do not move along with the wave, the
particles on the ring do not move around the rotating ellipse in the cases of circular
and elliptical polarization, it is the shape of the polarization ellipse itself that rotates.
It should be noted how the eccentricity of the ellipse in the circular polarization is
maintained and the eccentricity changes in elliptical polarization.
GW production requires a time-changing quadrupole (or higher) mass moment [2],
due to the following:
• Conservation of momentum and angular momentum forbids any dipolar gravi-
tational radiation.
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• For any classical radiation field with associated quantum particle of integer
spin S and zero rest mass, when resolved into spherical harmonics, components
￿ < S vanish. Terms ￿ ≥ S contribute to the radiation field. For a slowly
moving source the dominant component is the lower order moment. Hence
for electromagnetic (S = 1) radiation the dominant contribution comes from
the quadrupole field. Similarly, for GW radiation the dominant radiation is
quadrupolar [2].
• The topological fixed point theorem states that there is no way to lay down on
the surface of a 2-sphere a continuous non-zero vector field. Hence there is no
spherically symmetric electromagnetic radiation. Similarly, there is no way to
lay down a continuous non-zero transverse traceless 2×2 matrix field that differs
by a rotation. This forbids a spherically symmetric source of GW radiation [2].
In the non-relativistic limit the quadrupole mass moment gives the dominant
contribution to the GW radiation, in the assumption that the source’s size is small
compared to the reduced wavelength. This is known as the quadrupole formalism [6].
Below h+ and h× are shown as the function of quadrupole moments, for a GW
traveling in the z-direction. R is the distance to point of observation from the source
and ρ is the mass density of the source.
h+(t, xis) =
G
c4R
￿
d2Ixx
dt2
￿
t− R
c
￿
− d
2Iyy
dt2
￿
t− R
c
￿￿
,
h×(t, xis) =
2G
c4R
d2Ixy
dt2
￿
t− R
c
￿
,
(1.5)
where, Ijk is the source mass quadrupole moment.
Ijk =
￿
ρ(r2δjk − xxxk)d3x. (1.6)
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GR introduces a finite coupling coefficient between the curvature of spacetime and
the stress energy tensor. The coupling coefficient c4/(8πG) is an enormous number,
of order 1043, resulting in a very stiff spacetime 1. Consequently, GW produced
on earth is too faint [1, 2]. For an effect observable with current technology, the
sources need to be astrophysical, such as the coalescence of compact binaries (black
holes and neutron stars), core-collapse supernovae, or the stochastic background from
early universe. For example, a hypothetical bar of length 20 meters and mass 500 tons
rotating at an angular velocity of 30 radians per second, would emit a GW radiation
of 10−23 erg/s. The coalescence of two neutron starts of mass of 1 M⊙ each would
emit GW radiation of 1056 erg/s [2].
1For a comparison: the Young’s modulus of diamond is ∼ 1012 Pa. The rigidity of spacetime is
∼ 1019 Pa [2].
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1.2 Gravitational Wave Sources
In 1974, Russell Hulse and Joseph Taylor, from the University of Massachusetts
Amherst, while conducting a large-scale survey for pulsars with the Arecibo Obser-
vatory in Puerto Rico [7] found a pulsar (PSR B1913+16) whose rate of pulsation
regularly decreased and increased [8]. Hulse and Taylor concluded that the pulsar
was revolving around an unseen companion object, later identified as a neutron star.
Over the years, the orbital period of rotation of this system has decreased in accor-
dance with the emission of GW predicted by general relativity. Decades of consistent
timing measurements of PSR B1913+16 provided the indirect evidence of the exis-
tence of GWs [9]. To date, 6 binary neutron stars systems have been discovered: PSR
B1913+16 [8], PSR J0737-3039A [10], PSR J0737-3039B [11], PSR B1534+12 [12],
PSR J1756-2251 [13] and PSR B2127 + 11C [14].
Plausible astrophysical sources of GW radiation can be classified by their signal
morphology as follows:
1. Continuous Wave: Sources with periodic motion that holds a steady fre-
quency over a period of time larger than the observation time produce continuous-
wave signal. Examples are rotating neutron stars that are not axisymmetric or (even
if axisymmetric) have an axis of symmetry different from the rotation axis [15]. As
their frequency is stable over a time scale of observation, the signal is well modeled.
2. Stochastic Background: The incoherent superposition of gravitational
waves from countless different sources give rise to stochastic GWs. The duration
is larger than the observation time, but the waveforms cannot be modeled as they
are stochastic in nature. The sources for such radiation could be cosmological,
such as GW from inflation and from formation of an ensemble of cosmic string
cusps [16], or astrophysical such as GW from a population of neutron stars ex-
hibiting Chandrasekhar-Friedman-Schutz instability [17] or GW from white dwarf
binaries [18].
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3. Transient GW: If the duration of the signal is shorter (with a given frequency
band of interest) than the observation time, the signal is classified as a transient GW
signal. Coalescence of compact objects such as binary black holes (BBH), black hole
- neutron star (BH-NS), binary neutron stars (BNS), cosmic string cusp [19], core-
collapse supernovae [20], gamma-ray burst [21] give rise to a transient GW signal.
Transient signals can be further classified in terms of how well-modeled the signal is.
Depending on this, a signal detection strategy can be adopted, as discussed in the
next section.
GWs have not been directly measured yet. Once detected, GWs will help us
understand the distribution of black holes, their dynamics, the evolutions of neutron
stars, and we will be able to see the universe through the eyes of GW astronomy.
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1.3 LIGO: The Laser Interferometer Gravitational-wave Ob-
servatory
GWs distort spacetime and thus change the physical distances between free test
masses. The key to GW detection is the very precise measurement of small changes
∼ 10−18 meter in distance, which can be achieved using laser interferometers. Inter-
ferometric GW detectors have been built in the USA (LIGO) [22], Europe (GEO600,
Virgo) [23, 24] and Japan (TAMA300) [25]. In particular, the Laser Interferometer
Gravitational-wave Observatory (LIGO) consists of a network of two ground-based
interferometric GW detectors with 4 km long orthogonal arms each, located in Han-
ford, WA (H1) and Livingston, LA (L1) respectively. A third interferometer with
2 km arms (H2) used to be co-located with H1. The Virgo detector consists of a 3
km long arms laser interferometer detector located at Cascina, Italy. The frequency
range of Virgo extends from 10 to 6,000 Hz. This range as well as the very high
sensitivity should allow detection of GWs produced by supernovae and coalescence
of binary systems in the milky way and in outer galaxies, for instance from the Virgo
cluster.
A GW detector is designed to measure the amplitude of a GW passing through
it by measuring the the differential length change of the interferometer’s arms (see
Fig. 1.4):
h(t) =
￿L(t)
L
. (1.7)
In a Michelson interferometer a beam of light produced by a laser is split into two
orthogonal arms by a beam-splitter. The two light beams travel the two orthogonal
paths and are reflected back to the beam-splitter by mirrors positioned at the end
of the arms. The light beams are united at the beam-splitter, and interfere. If the
lengths of the two arms are identical or differ by an integer number of the laser-
light wavelengths, then there is destructive interference (dark fringe) at the beam
splitter. But when a GW passes through the interferometer there is a differential
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change in the lengths of the two arms resulting in change of the interference pattern
(shift of dark fringe) at the beam splitter. This change in the interference pattern is
measured by a photodiode and from that the relative length-change is calculated. The
physical size of the ground-based interferometer is in the order of few kilometers. But
multiple reflections between mirrors, with Fabry-Perot cavities in each arm, extend
the effective optical length of each arm up to several hundreds of kilometers. The
input laser power is recycled for power build up to achieve strain sensitivity (described
later) h ≈ 10−22/√Hz for signals in the 40 Hz - 1 kHz band. For the initial LIGO
interferometers the free test masses were large mirrors (25 cm in diameter and 11 kg
in mass) made of fused quartz hanging via steel wires.
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Figure 1.4: LIGO Diagram: The measured strain is the differential change of lengths
of the arms.
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1.3.1 Noise Sources and Sensitivity Curve
The power spectral density (PSD) S(f) is a measure of variations of energy in a
frequency band as a function of frequency. The detector strain sensitivity shown in
Fig. 1.5 [26] is the root mean square fluctuation of the detector’s strain also known
as amplitude spectral density (ASD) and is equivalent to
￿
S(f). The PSD of the
LIGO detectors is equivalent to -250 decibel. For comparison, the threshold of human
hearing is 0 decibel and rustling of leaves in soft breeze is 10 decibel [27].
The strain sensitivity of the first generation of GW interferometers is limited by the
seismic noise, the thermal noise and the shot noise. Seismic noise is dominant in low-
frequency measurement (up to 40 Hz), and caused by mechanical vibrations carried
through the earth due to plate tectonics, ocean tides and anthropogenic sources like
logging and nearby trucks movement. The medium-frequency measurement (40 Hz to
200 Hz) is limited by the thermal noise, caused by molecular motion in the suspension
system associated with finite non-zero temperature. The sensitivity above 200 Hz is
limited by shot noise, which is the statistical fluctuations in the number of photons
measuring the position of the mirrors.
The second generation of LIGO detectors [28], known as advanced LIGO, is ex-
pected to yield an order of 10 improvement in strain sensitivity, which corresponds to
a factor of 1000 improvement in the sky-volume they can survey. In addition to that,
advanced detectors can be tailored to make the interferometer response according to
the character of a source; i.e. broad band or narrow band [29]. For example, advanced
LIGO can be switched to a configuration suitable for detecting stellar mass binary
black holes or it can be switched to a configuration suitable for high frequency GW.
The improvement of sensitivity will not be achieved immediately when the advanced
LIGO detectors start operating. But will be achieved in phases. The expected strain
sensitivity in 2015 and in 2018 in comparison to the initial LIGO design is shown in
Fig. 1.5. These improvements are achieved by the following technology:
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• The basic optical configuration is a power-recycled and signal-recycled Michel-
son interferometer with Fabry-Perot transducers in the arms.
• To improve the quantum-limited sensitivity, the laser power will be increased
from the initial LIGO value of 10 W to 200 W.
• Larger diameter (32 cm) and more massive test masses (40 kg) made of sapphire
will be used to reduce thermal noise contributions and to keep the radiation
pressure noise to a level comparable to the suspension thermal noise respectively.
• The test mass will be suspended by fused silica fibers, in contrast to the steel
wire sling suspensions used in initial LIGO. The resulting suspension thermal
noise is anticipated to be less than the radiation pressure noise and to be com-
parable to the gravity gradient at 10 Hz.
• There will be a new active seismic isolation system which will bring the seismic
cutoff frequency from 40 Hz (for initial LIGO) to 10 Hz. Through the combina-
tion of the seismic isolation and suspension systems, the required control forces
on the test masses will be reduced by many orders of magnitude in comparison
to initial LIGO, reducing also the probability of non-Gaussian noise in the test
mass.
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Figure 1.5: LIGO and its Strain Sensitivity
￿
S(f): The strain sensitivity of H1,
H2 and L1 are overlaid on LIGO design goal in Fig. (a) [26]. In Fig. (b) the expected
strain sensitivity for early advanced LIGO and advanced LIGO is shown [29, 30].
One of the main achievements of initial LIGO have been able to achieve the desired
sensitivity goal. To get an idea, this level of sensitivity corresponds to the ability to
measure just one-hundred-millionth the diameter of a hydrogen atom over the 4 km
length of the detector’s arm.
A ground-based laser interferometer has an antenna pattern response to GW.
Here the two perpendicular arms can be thought of as the x and y direction. If the
strain due to an incoming GW in the x and y directions are hxx and hyy then net
strain measured by the detector is proportional to hxx − hyy and is related to the
phase acquired by a photon traveling in between the two arms of the detector. The
GW can be thought of as coming from an arbitrary direction with polar angle θ and
azimuthal angle φ.
In long wavelength limit, when the incoming GW wavelength is far greater than
the detector baseline, hxx and hyy can be expressed in terms of h+ and h× [1] as:
hxx = −(cos θ sin 2φ)h× + (cos2 θ cos2 φ− sin2 φ)h+
hyy = (cos θ sin 2φ)h× + (cos2 θ sin2 φ− cos2 φ)h+
(1.8)
which leads to:
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(hxx − hyy) = 1
2
h+(1 + cos
2 θ) cos 2φ+ h× cos θ sin 2φ (1.9)
The plus and cross antenna response functions are defined as:
F+(θ,φ) =
1
2(1 + cos
2 θ) cos 2φ
F×(θ,φ) = cos θ sin 2φ
(1.10)
These functions are shown in Fig. 1.6. The random polarization (unpolarized GW)
response is the root-sum-square average of the F+ and F×, and the corresponding
antenna response function takes the shape of a peanut. There are 4 blind spots for
the antenna factor such that if an unpolarized GW would come in these 4 directions
the antenna would not produce any response, and the most sensitive response is
in the overhead direction. A GW antenna is more omni-directional than a typical
electromagnetic antenna. Hence a single detector cannot be used to point to the
location of the source emitting an incoming GW in the sky. More detectors are
required to reconstruct the GW source location [31, 32].
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(a) Plus. (b) Cross. (c) Unpolarized.
(d) Plus. (e) Cross. (f) Unpolarized.
Figure 1.6: Antenna Pattern of Interferometer: Interferometer response to (a)
plus (b) cross and (c) random (unpolarized) polarization GW. There is color scaling on
the antenna pattern function. Yellow signifies a value of zero and red signifies a value
of 1. Unlike electromagnetic antennas, a GW antenna is omni-directional. There are
four blind direction along the horizontal plane of the GW detector where the response
is zero. This is due to the fact that the wave produces the same displacement in x
and y arms, so the differential phase shift vanishes. Similarly, the response in the
perpendicular direction is the maximum. For the 2-dimensional polar plots, θ = 0
is plotted in green, θ = π/4 is plotted in red and θ = π/2 is plotted in blue. The
antenna factors from the most general GW polarizations are shown in Appendix A.
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1.3.2 LIGO-Virgo Timeline
LIGO detectors started taking data since 2002, with 6 science runs: S1 (August
2002), S2 (Feb-April 2002), S3 (Nov-Dec 2003), S4 (Feb-March 2005), S5 (Nov 2005
- October 2007) and S6 (2009 - 2010) [33]. By S5, the LIGO detectors attained
their design sensitivity. The S6 run, otherwise known as enhanced LIGO run was a
bridge science run between the first and the second generation of LIGO detectors with
improvement of sensitivity in the high frequency band. At the time of this writing,
the second generation of LIGO detectors is being installed. The advanced LIGO
detectors are expected to begin science data acquisition by 2015, although design
sensitivity may only be achieved in 2017-2018.
The Virgo detector started taking science run data in 2007. with 4 science runs:
VSR1 (May-Oct 2007), VSR2 (July 2009 - Jan 2010), VSR3 (July-Oct 2010) and
VSR4 (June-Sept 2011) [33]. Currently advanced Virgo is being installed and is
expected to be in science mode in a similar timescale as of advanced LIGO detectors.
There will be new GW detectors in future. H2 is decommissioned now from the
Hanford site and there is a plan to make it into a 4 km long detector in India as LIGO
India (I1) [34]. The Japanese project KAGRA [35], which is under construction, will
feature novel techniques like cryogenic cooling and underground location. Currently
both LIGO India and KAGRA are scheduled to start taking data by 2018.
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1.4 The Gravitational Wave Spectrum
Fig. 1.7 shows a sketch of sources which fall in different frequency band and the
detectors that are sensitive to these bands. Transient sources such as core-collapse
supernovae [20], spinning neutron stars [15] and gamma-ray bursts [21] are expected
to occur in a high frequency band (100 Hz - 10 kHz) and can be detected in a ground-
based interferometer detector or with bar detectors [36, 37]. The frequency band for
the coalescence of compact objects is 1 Hz to 2 kHz. Coalescence of binary black
holes, or a black hole and a neutron star, or a neutron star and a neutron star can
also be detected by ground-based interferometer detectors. The low frequency band is
defined for 1 mHz to 1 Hz. Signals from the coalescence of extreme mass ratio binary
objects occur in this band. Space based detector such as LISA [38] can be used to
detect these sources. The coalescence of super massive black holes occur in the very
low frequency band (1 nHz to 1 mHz). Pulsar timing arrays [39] can potentially detect
such sources. Ultra low frequency and gravitational waves such as from inflationary
process can be detected from CMB polarization [40].
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Figure 1.7: GW Spectrum, Sources and Detectors.
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CHAPTER 2
GRAVITATIONAL WAVES FROM BINARY BLACK
HOLE COALESCENCES
2.1 Astrophysics of Binary Black Hole Coalescences
The discovery of PSR B1913+16 [8] proved that compact binary objects orbital
evolution can occur in nature. Unfortunately, PSR B1913+16 is still far from entering
in the LIGO frequency band in its orbital evolution. It will be in 300 million years.
Similarly, several theoretical models suggest the formation of binary black holes [41,
42, 43], although there is no direct evidence yet.
2.1.1 Rates in Initial and Advanced LIGO
Binary Black Hole (BBH) coalescences are one of the most likely sources of tran-
sient GW detectable by the terrestrial detectors [41]. The expected rate for such
events within initial LIGO range and sensitivities based on theoretical population
models of stellar mass BBHs (10 – 50 M⊙) ranges from a conservative estimate of
2× 10−4 events/year to a realistic estimate of 0.007 events/year and to an optimistic
estimate of 0.5 events/per year. For advanced LIGO range the rate estimates are more
encouraging: a conservative rate of 0.4 events/year, realistic rate of 20 events/year,
and an optimistic rate of 1000 events/year. The large uncertainty in these estimates
arises from a number of factors such as a small observed sample size of galactic binary
pulsars, poor constraints on population synthesis models, and the lack of confidence
in astrophysical parameters such as the pulsar luminosity distribution [41].
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Figure 2.1: Astrophysical Rate: Astrophysical coalescence rates are based on a
number of known galactic pulsars and population synthesis models (Fig. 2.1a). The
detection rates are obtained by multiplying these number with the volume of the sky
a detector is sensitive to (Fig. 2.1c and 2.1d). It should be noted that the observed
upper limits (described in Sec. 2.3.1 and 2.3.2) so far from the initial LIGO-Virgo data
are an order of magnitude more than the optimistic expected rate limits [44, 45].
2.1.2 Mass Range
Astrophysical compact objects arise from gravitational collapse [46, 47] depending
on the mass of the collapsing star. Polytrope equation of states are used to determine
the mass limit of a compact object [47]. Mass less than 1.38 M⊙ (the Chandrasekhar
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limit) is a white dwarf. The accurate equation of states for neutron stars is not fully
known. The Tolman-Oppenheimer-Volkoff general relativistic equation of hydrostatic
equilibrium is solved for a given equation of state to determine the bounds on neutron
star mass [48]. There is uncertainty about the mass of the neutron star - due to this
lack of knowledge about the equation of states. The popularly accepted maximum
neutron star mass is about 1.5-3.2 M⊙. Unlike a white dwarf or neutron star there is
no theoretical bound on the mass of a black hole. Hence, BBH of different mass scales
can be considered as a potential source of GW emission. But these sources are not
equally detectable by a ground-based detector. A GW source cannot be much smaller
than its Schwarzschild radius 2GM/c2, and cannot emit GW at periods shorter than
the light travel time 4πGM/c3 around its circumference. This yields a maximum
frequency of [49]:
f ≤ c
3
4πGM
≈ 104
￿
1M⊙
M
￿
Hz . (2.1)
From the above equation we see that the characteristic frequency associated with
a GW radiation is inversely proportional to the source mass. A total mass of the
BBH in between 2 – 30M⊙ is called stellar mass BBH with a characteristic frequency
of 1 kHz. Stellar mass black holes are formed by stellar collapse [47]. Cygnus X-1 is
believed to be a candidate for a stellar mass black hole with mass 14-16M⊙ [50]. There
are evidence that there is a mass gap from 3 – 5 M⊙ between the heaviest neutron
stars and the lightest black holes in X-ray binaries [51, 52]. A recent work suggests
that this could be an observational effect [53]. It is believed that the mass distribution
for stellar mass black holes is 5 – 10 M⊙, or 2.5 – 10 M⊙ if the observational bias
turns out to be correct.
A mass range of 30 – 100M⊙ is called high mass BBH system, with a characteristic
frequency of hundreds of Hz, and a mass range of 100 to 1000 M⊙ is known as the
intermediate mass binary black holes (IMBBH) with a characteristic frequency of less
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than 100 Hz. Unlike stellar mass black holes intermediate mass black holes (IMBH)
are too massive to be formed by the collapse of a single star. Merger of stellar mass
black holes or runaway collision of massive stars in dense globular clusters may result
in IMBH [54, 55]. M82 X-1 is believed to have an IMBH [56]. Masses greater than
104 M⊙ are called super massive black holes (SMBH). High density and velocities
observed at the centers of galaxies lead to the formation of SMBH. SMBH can grow
by accretion of matter and by merging with other black holes. In M87 it is believed
that there is a super massive black hole with mass 3×109 M⊙ [57]. The characteristic
frequency for super massive black holes is in the nanoHz band (see Fig. 1.7).
The mass ratio of the BBH also affects the characteristic frequency and the signal
morphology. For ground-based detectors an intermediate mass BBH with mass ratio
up to 1 : 100 can be detected. But the characteristic frequency of extreme mass ratio
BBH (EMRI) is below 1 Hz. Hence EMRI cannot be detected with ground-based
laser interferometers.
2.1.3 Black Hole Spin
Non-spinning black holes are expected to be astrophysically rare, and most black
holes in nature may be highly spinning [58]. For example, observations on the micro-
quasar system GRS 1915+ 105 estimate the mass of the black hole 14± 4M⊙ and an
observed spin of 1050± 100 rot/s. The maximal spin permitted for this black hole is
1150 rot/s [59]. A spinning black hole is described by the Kerr metric and is called a
Kerr black hole [60].
There are high uncertainty about the distribution of spins of the BBH. But differ-
ent models [61, 62, 63] predict that the majority (> 67%) of black hole X-ray binaries
have rather small misalignment (< 10 degrees) between the spin and the orbit. A
non-trivial fraction of BBH mergers could come from dynamically formed binaries,
where the spin distribution is likely to be isotropic and not-necessarily aligned with
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the orbit. However, a numerical simulation suggests that certain misaligned spin con-
figuration for BBH can give the final black hole a kick velocity of several thousands
km/s [64]. This velocity exceeds the escape velocity from the center of giant galaxies.
There are strong observational evidence that SMBH resides at the centers of giant
galaxies implying that these black holes have not undergone mergers resulting with
large kick velocity. Hence the likelihood of the black hole spins being misaligned is
rather small [65].
2.2 Gravitational Wave Emission from BBH Collisions
2.2.1 Inspiral, Merger and Ringdown
BBHs rotate around each other due to their mutual gravitational attraction.
This system is not a Newtonian two-body conservative system: it has a dynamic
quadrupole and higher order mass moment, and this radiates GWs. As the system
loses energy to GW, it eventually coalesces into one black hole. In terms of our abil-
ity to resolve the dynamics, there are three phases in the coalescence of the BBH:
Inspiral, Merger, and Ringdown (IMR) [66]. When the binaries are far from each
other, the system is in its inspiral phase, and the orbit can be described by a post-
Newtonian approximation of the system [1]. By emitting GW, they lose energy, come
closer to conserve angular momentum, and emit GW with an increasing frequency.
This continues until when the black holes are very close to each other, and the equa-
tions of general relativity become highly non-linear. In this regime of non-linearity,
the black holes ending the stable rotating orbits, plunge into each other to form one
black hole. The last stable orbit where the post-Newtonian approximation can be
used with high accuracy is called the Innermost Stable Circular Orbit (ISCO). The
plunge after the ISCO is called the merger phase. There is no complete analytical
model for the merger phase in all source configurations, and numerical solutions to
Einstein’s field equations are needed for modeling the merger. Finally, in the ringdown
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phase the resulting black hole is in the excited state and emits quasi-normal mode
GW radiation (QNR). The excited black hole modes can be decomposed in a basis
of spin-weighted spherical harmonics, with spin weight s = −2 [67]. See Appendix B
and N for a further discussion of this. It is found with numerical solution [60] that
the ￿ = m = 2 mode is typically the least damped of all the QNR modes. So for the
ringdown GW signature, only the ￿ = m = 2 mode is considered. In this simplified
description the resulting GW is a damped sinusoid. The coalescence and the emitted
GW is shown in Fig. 2.2.
(a) BBH Coalescence. (b) IMR Waveform.
Figure 2.2: Illustration of Coalescences of BBH and the Emitted GW: The
inspiral wave is a chirp, i.e. a wave with increasing amplitude and frequency with
time. The merger phase comes from simulation. The ringdown wave is a damped
sinusoid.
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(a) Phenom. (b) Phenom: Zoomed to Merger and Ringdown
(c) EOBNR. (d) EOBNR: Zoomed to Merger and Ringdown.
Figure 2.3: Example of GW from Non-Spinning Colliding BBH. A waveform
is shown for identical extrinsic and intrinsic parameters. The BBH is located at an
effective distance of 6 Mpc from the detector with a face-on orientation (see Fig. 2.4).
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2.2.2 Geometry of the System
Fig. 2.4 describes the geometry of a BBH system with respect to the detector. In
this figure it is assumed that the detector is at the origin of xyz coordinate system.
The BBH in general is in a different plane, shown as x
￿
y
￿
z
￿
. The angle between the
orbital angular momentum and the line of sight from the detector is the inclination
angle, ι. The sky location of the BBH with respect to detector is (θ,φ). Each black
hole can have any direction with respect to the orbital angular momentum. The
distance between the BBH and the detector is the physical distance. The detector
is not equally sensitive to all sky locations (θ,φ). We define the effective distance as
the physical distance divided by the root sum square antenna factors, which are also
weighted by the contribution from the inclination angle:
Deff =
D￿
F 2+
￿
1 + cos2 ι
2
￿2
+ F 2× cos2 ι
. (2.2)
The BBH mass and spin are source parameters, or the intrinsic parameters. Dis-
tance, sky location, polarization angle and inclination are extrinsic parameters. In
the rest of this thesis I adopt these geometry conventions to describe different BBH
waveform approximants and analyses.
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Figure 2.4: BBH Geometry: xyz is the detector coordinate system. x
￿
y
￿
z
￿
is the
coordinate system for the binary black holes; θ and φ are the sky-position of the binary
system with respect to the detector; ι is angle of inclination of the binary black holes
with respect to the detector. The angle between z and z
￿
is the polarization angle,
ψ. The BBH orbital angular momentum is aligned with the z
￿
direction. The spins
are at some generalized angle with respect to the orbital angular momentum. When
ι = 0 (ι = π/2) the system is at face-on (edge-on) orientation with respect to the
detector.
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2.2.3 Newtonian Chirp
Consider a system of two compact stars with massesm1 andm2 in a circular orbit.
Such a system emits GWs due to its non-spherical kinetic energy (via time varying
quadrupole moment). Due to the loss in energy, the stars inspiral to each other and the
orbital frequency of the system increases with time following Newtonian mechanics;
in particular Kepler’s laws. The inspiral continues due to the continuous emission
of GWs. The resulting GW is a chirp waveform with increasing amplitude and
frequency over time. When the compact objects are widely separated, the problem
can be treated perturbatively. To leading order, or in Newtonian approximation, the
Newtonian chirp is:
h(t) = A(t) cos[ϕ(t) + ϕ0] t ≥ t0 . (2.3)
The amplitude A(t) depends on a particular combination of the masses, the chirp
mass M, the instantaneous frequency F(t) of GWs, the luminosity distance D to the
source, and a factor G that depends on the location of the source in the sky and its
orientation with respect to the detector:
A(t) = G 4M
5/3π2/3F(t)2/3
D
. (2.4)
For simplicity, I shall assume G = 1 which implies that the binary is conveniently
oriented, giving circular polarization, and the source is located along the direction
where the detector has maximum sensitivity. The chirp mass can be expressed in
terms of the total mass M and reduced mass µ:
M ≡ m1 +m2, µ ≡ m1m2
M
, M ≡ µ3/5M2/5. (2.5)
The GW signal phase ϕ(t) is:
ϕ(t) = ϕ0 + 2π
￿ t−t0
0
F(t￿) dt￿, (2.6)
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where the constant ϕ0 is the GW phase when the signal enters the detector at time
t = t0 with frequency F = F0. The GW frequency depends on source parameters as:
F(t) = F0
￿
1− t− t0
Tc
￿−3/8
, Tc ≡ 5
256 (πF0)8/3M5/3 , (2.7)
where Tc is the chirp duration. It can be seen that the frequency F(t) monotonically
sweeps from lower to higher frequencies, and that, as expected, more massive stars
inspiral faster than less massive stars. Given F0, which depends on the interferometer
low frequency cut-off (see e.g. the left plot of Fig. 2.5), the Newtonian chirp is
characterized by four parameters: M, t0,ϕ0 and D.
All expressions in this section are written in geometrized units, in which G =
c = 1. Mass and distance have units of seconds. Physical units can be obtained by
replacing the chirp massM with GM/c3, and the distanceD with cD. In geometrical
units, 1 M⊙ = 4.92549095 × 10−6 s and 1 pc = 1.0292712503 × 108 s. For an order
of magnitude estimate, a binary neutron star system with m1 = m2 = 1.4 M⊙,
M = 1.22 M⊙ located at the distance of 100 kpc would result in GWs of amplitude
A ∼ 10−22 on earth at frequency 10 Hz:
A(t) = 3.6× 10−22
￿
D
100 kpc
￿−1￿ M
1.22 M⊙
￿5/3￿ F(t)
10 Hz
￿−2/3
. (2.8)
It is useful to express the time-domain signal of Eqn. (2.3) – (2.7) in frequency
domain. The Fourier transform of h(t) can be computed by employing the stationary
phase approximation, which assumes that the amplitude varies over a time scale much
larger than the phase variation time scale [6, 68]. At leading order, the Fourier
transform h˜(f) ≡ A(f) eiΨ(f) is given by:
A(f) =
M5/6
D π2/3
￿
5
24
f−7/6 , Ψ(f) = 2πft0 − ϕ0 − π/4 + 3
128
(πMf)−5/3. (2.9)
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The Fourier frequency f should not be confused with the GW instantaneous frequency
F(t). Fig. 2.5 shows the time-domain waveform h(t) and the frequency-domain am-
plitude A(f), from Eqs. (2.3) – (2.9). A python code to make these plots is included
in the supplementary materials. Appendix E shows the Newtonian chirp and corre-
sponding frequency evolution for several mass configurations.
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Figure 2.5: Newtonian Chirp in Frequency and Time Domain: The frequency
domain plot is shown along with the strain sensitivity
￿
S(f) of a 4 km detector
(initial LIGO), for comparison. Note the increasing frequency and amplitude in the
time domain waveform. Also note that there no merger or ringdown in this waveform.
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2.2.4 Post-Newtonian Waveform
The post-Newtonian (PN) formalism assumes a point particle structure for the
BBH, and it entails solving differential equations for the system’s energy and the
angular momentum. Emission of GWs involves radiation reaction. The system dy-
namics can be split into a conservative part and a dissipative part connected with
radiation reaction effects, and the gravitational wave luminosity is expanded in a
power series of
v
c
. At this time, the highest PN order available is 3.5 PN for non-
spinning quasi-circular BBH equations of motion. This corresponds to the term up to￿v
c
￿7
. For quasi-elliptical orbit, terms up to order
￿v
c
￿6
are available. Depending on
how the differential equations are solved numerically, different PN waveform families
are provided, known as the TaylorT1, TalylorT2, TalylorT3, TaylorT4 and the sta-
tionary phase TaylorF2 [5]. The numerical methods use different truncation schemes,
so it is necessary to compare very high order computation, to establish which is the
most accurate scheme [69]. If the BBH system has spin, the spin-spin and spin-orbit
terms contribute to the equations of motion, and the orbital evolution is described
by the SpinTaylor waveform families.
Neither Newtonian chirp nor the post-Newtonian waveform families describe the
complete dynamics of the coalescence process, as they do not include the merger
and the ringdown phases. Post-Newtonian expansions become increasingly inaccu-
rate during the late merger phase, where the equations of BBH dynamics are highly
relativistic and non-linear, and a significant amount of energy is emitted during the
merger and ringdown. It will be discussed in the next chapter (Sec. 3.3) that the
detection potential of BBH can be greatly increased with the inclusion of merger
and ringdown. Similarly, estimation of parameters and sky position measurement
accuracy are improved when the full coalescence waveforms are considered [70, 71].
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Successful simulations of complete BBHs coalescence are now performed with nu-
merical relativity [72] and are used to calibrate analytical waveform families described
in the next two sections.
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2.2.5 EOBNR Waveform Family
The effective one body (EOB) approach to solve the BBH dynamics, maps the
general relativistic two-body problem onto that of a test particle moving in an effective
external metric [73, 74]. The EOB approach defines the late dynamical evolution of a
BBH coalescence in a non-perturbative manner, up to a cut-off phase called the light
ring. With suitable gauge choice, the EOB model uses adjustable parameters which
are tuned with available numerical relativity waveforms. A ringdown is attached after
the cut-off to make complete analytical coalescence waveforms [75, 76]. This process
results in Effective One Body tuned to Numerical Relativity waveform (EOBNR).
Eqn. 2.10 and Fig. 2.6 illustrate the analytical stitching process for the EOBNR
waveform [76].
hEOB(t) = hinspiral−plunge(t)θ(tmatch − t) + hmerger−RD(t)θ(t− tmatch) (2.10)
Figure 2.6: Spacetime Description of EOBNR Waveform: Illustration of the
stitching of the analytical EOB inspiral plunge waveform and the ringdown at the
light ring frequency [76].
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EOBNR waveforms are coded as different families in the LIGO Algorithm Library
(LAL) software [77]: dominant mode, ￿ = 2, EOBNRv1 and EOBNRv2, up-to
￿ = 5 mode EOBNRv2HM, and non-precessing spinning SEOBNRv1. EOBNRv2
waveform is an improvement over EOBNRv1 waveform, as it has been tuned with
more accurate numerical relativity waveforms. In this thesis, EOBNRv1, EOBNRv2
and EOBNRv2HM waveforms have been used.
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2.2.6 Phenomenological Waveform
The Phenom waveform family is built by post-Newtonian inspiral waveforms with
matching ringdown and a numerical relativity motivated model for the merger [78].
The PhenomB family is a frequency domain waveform where the leading order inspiral
is modeled by f−7/6, the leading order merger is modeled by f−2/3 and the ringdown
is modeled by a Lorenzian. The matching between the 3 phases are done by main-
taining continuity at the junctions with parameters tuned with numerical relativity
waveforms. This waveform family is available for non-precessing spinning systems.
The IMR phases have higher order corrections to the frequency which depend on the
source parameter. This waveform family is parametrized by the component masses
(m1, m2) and the mass-weighted spin parameter, χ = (m1χ1 + m2χ2)/(m1 + m2),
where χi = Siz/m2i is the dimensionless spin parameter.
Figure 2.7: PhenomB Waveform: The leading order inspiral, merger and ringdown
frequency dependence are shown.
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PhenomB waveforms are currently available for a mass ratio of 1 to 10, and spin
parameter χ between -0.85 to 0.85. These constraints are based on the numerical
waveforms with which this waveform family has been tuned.
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2.3 BBH searches in LIGO-Virgo Data
The LIGO Scientific Collaboration has implemented different algorithms to search
for transient GW signatures. A pipeline is a collection of multi-step algorithms used
in a search. LIGO transient analysis pipelines can be classified into two categories
based on their philosophy of search: templated and template-less.
2.3.1 Templated Searches: The Matched Filtering Approach
When an accurate shape of a signal is known, then matched filtering can be
employed to look for that signal in a given noise. If h(f) is the Fourier transformation
of a known signal and S(f) is the power-spectral-density of the data where the signal
is believed to exist with noise, then the SNR for a matched filtering technique is:
ρ2 = 4
￿ ∞
0
df
|h(f)|2
S(f)
. (2.11)
As discussed in Sec. 2.2.5 and 2.2.6, the analytical form of the full colliding binary
black holes is not known for all mass and spin parameters. Yet, with high accuracy the
shape of the waves is known for the inspiral and ringdown phases by post-Newtonian
approximation and by perturbation methods respectively. Hence, the matched fil-
tering technique is used to find inspiral and ringdown signals and the corresponding
algorithms are known as inspiral and ringdown pipelines respectively [79, 80, 81].
When the SNR is calculated on the data with Eqn. 2.11, it gives a finite value even
if a real GW signal is absent due to the partial overlap of the noise with the GW signal
that is being tested. Therefore, a threshold is set on the SNR to ensure non-signal
events (background noise and glitches) are not falsely identified as a GW signal.
This threshold should not be too high, as it not desirable to discard a GW event
with low SNR. This trade-off between reducing false identification and increasing
the possibility of signal detection in initial LIGO is achieved by the choice of SNR
threshold of 5.5 [80].
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Matched filtering is analogous to a soprano breaking a wine glass with the pitch
for her voice [27]: as she adjusts her voice, when the note matches the fundamental
vibration frequency of the wine glass, it undergoes sympathetic resonance and breaks.
Similarly, template waveforms are tested via cross correlation against the detector
data to see if a template rings sympathetically. The louder a template rings, the
closer that template is to a signal that is actually in the data.
There have been a number of searches for BBH coalescence with matched filtering
algorithms in LIGO data [45, 79, 80, 82], but no event was identified so far. Results
from the most recent upper limit search using the post-Newtonian inspiral waveform
templates for systems with total mass in 2 – 35 M⊙ on the S6 data is shown in
Fig. 2.8a [82]. This 90% confidence upper limit conveys that more than 6.4 events
from BBH sources are ruled out for an observation time scale of 1 Myr and a volume
of Mpc3 surveyed in the sky. This upper limit is still more than 2 order of magnitude
higher than the realistic upper limit predicted.
Similarly, the rate upper limit from a matched filtering search using non-spinning
EOBNR template family targeting a total mass of 25 to 100 M⊙ on S5 data is shown
in Fig. 2.8b [45]. The merger upper limit established by this search is shown in the
mass parameter space. The upper limit is between 4.8 and 0.5 Mpc−3yr−1,Depending
on the system’s mass.
A matched filtering ringdown search was carried out in the S4 data [79]. The rate
upper limit for ringdown between 70 – 140 Hz band 2.4 × 10−5 Mpc−3yr−1 was set
with this search. At the time of this writing matched filtering searches targeting S6
high mass, S5/S6 ringdown are in progress.
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(a) S6 low mass search. (b) S5 high mass search.
Figure 2.8: Upper Limits from Matched Filtering Searches: The dark gray
region in Fig. 2.8a shows the upper limit from the S6-VSR2,3 search [82]. The blue
region shows the merger rate range from an optimistic to a conservative limit. The
dashed line shows a realistic merger rate. Fig. 2.8b shows the upper limits from the
S5 high mass search [45] in the component mass plane. It should be noted that the
rate is an order of magnitude higher than the most optimistic prediction for merger
rate [41].
It has been shown that 50% of all binaries may go undetected if only non-spinning
waves are employed as templates to search for binaries with high spins [83]. There-
fore, the inclusion of spinning binary templates in detector searches is necessary for
realistic analyses. Spin adds six dimensions to the parameter space (three for the spin
vector of each black hole), and each additional parameter in a search increases the
need for sufficiently accurate waveforms for a confident detection [84]. Sufficiently
accurate numerical simulations across this large parameter space are not yet avail-
able. Currently, the available family of spinning full coalescence waveforms covering
some regions in the parameter space are: (a) with spins aligned and anti-aligned Phe-
nomenB waveforms [83], (b) spinning EOBNR waveforms [76], and (c) fully precessing
PhenSpin waveform family [85].
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2.3.2 Template-less Searches: The Excess Energy Approach
A different approach to search for transient GW signals is that of a burst search,
which does not assume any particular forms for the signal. Only some limited in-
formation about the signal, such as its duration and frequency band is used to con-
struct a detection statistics. I have relied heavily on such a burst pipeline, Omega
pipeline [86, 87], in the research presented in this thesis. Omega pipeline uses a basis
of sine-Gaussian to decompose the data and builds time-frequency maps of the data
(see Sec. 3.1). Coherent Waveburst [88], which is discussed in Sec. 4.1.1.4, instead
uses a Mayer wavelet basis for such decomposition. Appendix F shows scalograms and
thereby [89] the decomposition of a binary black hole coalescence waveform (without
any noise added to it) into several discrete and continuous wavelet models. Similarly,
in Sec. 3.5 I have used an extension of sine-Gaussian basis, Chirplet sine-Gaussians,
which was useful in the search for lower mass binary black hole coalescence.
It should be noted that a standard Fourier transformation would not be suitable 1
to find excess energy in the data while searching for transient signals, as Fourier
transformation can localize the frequency only, whereas sine-Gaussians, Chirplets,
or wavelets are good for finding both time and frequency localization of a transient
signal. These bases are good in detecting the instant when the signal’s frequency
changes.
1Short-time Fourier transformation do not have this problem. In some early LIGO runs, TF-
CLUSTER, a burst search based on short Fourier transformation was used [90, 91]. Currently
X-pipeline burst search also uses short Fourier transformation [92].
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(a) S5.
(b) S6.
Figure 2.9: hrss Upper Limits From Burst Searches.
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(a) S6 All-sky Upper Limit.
(b) S5 IMBH Upper Limit.
Figure 2.10: Astrophysical Upper Limits From Burst Searches: For Fig. 2.10a
the numbers in the mass bins are in Mpc−3Myr−1. It should be noted that the rate
is an order of magnitude more than the most optimistic rate upper limit [41].
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A number of all-sky burst searches were performed on S4 [93], S5 [94] and S6 [95]
data. There has also been a burst search to target the IMBH system using Coherent
Waveburst algorithm [44]. There has been no detection yet of a transient GW signal
from all these burst searches. Fig. 2.9 shows the resulting upper limits from the burst
searches. An all-sky burst search in the absence of any detection, sets a rate upper
limit on the root sum square strain amplitude (hrss), as shown in Fig. 2.9a, 2.9b.
h2rss =
￿
[h2+(t) + h
2
×(t)]dt
=
￿ |h(f)|2df. (2.12)
In Fig. 2.10a the rate density upper limits of sources as a function of frequency
for all the burst searches performed since 2005. Once a standard-candle source with a
characteristic frequency f and energy EGW are known, then this result can be readily
used to obtain the upper limit so far on these sources.
Fig. 2.10b shows the upper limit obtained from the IMBH search. As the target
signal is BBH coalescence waveform, the upper limit is shown in the mass parameter
space. The best upper limit in the S5 IMBH search occur between 100-150 M⊙. At
the time of this writing, a burst search targeting IMBH sources on S6 data is under
progress.
Appendix G demonstrates a heuristic method of relating the upper limit from an
all-sky burst search to the rate upper limit on BBH merger rate.
An open question in the gravitational data analysis is what techniques to use for
searching colliding binary black hole gravitational wave signals which would give the
first measurement. A burst pipeline can be used to look for IMR waves without any
assumptions on the model of the waveform. A burst pipeline is computationally faster
to implement than a matched filtering algorithm. A matched filtering algorithm is
dependent on the availability of accurate waveforms. Several families of such signals
covering some parameters are available (see Sec. 2.2.5 and 2.2.6). More such families
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covering a wider parameter space will greatly extend the scope of a matched filtering
search.
It is also important to know which portion of the IMR signal an un-modeled search
like Omega pipeline targets. If we assume that it targets the merger portion of the
signal, then one would expect results not far from the simple model for merger dis-
cussed in Eqn. H.5. Comparing pipelines, finding out the target parameters suitable
for a particular pipeline is the major issue that is addressed in this dissertation.
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CHAPTER 3
OPTIMIZING BURST SEARCHES FOR BBH
COALESCENCES
3.1 Omega Burst Search Algorithm
Omega pipeline [87] is a multi-resolution time-frequency search for statistically sig-
nificant excess signal energy, equivalent to a matched filter search for sine-Gaussians
in whitened data. The resulting clustered triggers indicate a time-frequency tile with
excess power, whose significance is converted into an SNR, equivalent to ρ (Eqn. 2.11)
for matched filter with sine-Gaussians. Sine-Gaussians are characterized by central
time, central frequency and Q, the ratio of central frequency to bandwidth. A sample
sine-Gaussian wave is shown in Fig. 3.1a, and a sample time-frequency significant
tile map for a typical BBH signal can be seen in Fig. 3.1b. Sine-Gaussian waveforms
have the minimum uncertainty area, or Heisenberg box, in the time-frequency plane.
Heisenberg box for a significant time-frequency region is the multiplication of the du-
ration and the bandwidth of that region. For Omega search algorithm the Heisenberg
box is 3.
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(a) A Sample sine-Gaussian.
(b) Time-Frequency Map.
Figure 3.1: Sine-Gaussian Basis for Coalescence Waveform: Omega-pipeline
is an excess-energy based burst pipeline where the significance of a time-frequency
tile is the matched filtering of the signal to a sine-Gaussian. Fig. (a) shows a sample
sine-Gaussian with central frequency, f0 = 500 Hz and quality factor, Q = 31. Fig.
(b) shows a time-frequency map, called Omega-scan, for an IMR signal added to
LIGO-like simulated noise. In this scan, the increasing frequency with time should
be noted.
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Coincidence:
When there are multiple detectors such as H1, H2 and L1 the coincidence method is
used. A GW event must be seen in all detectors within some time lag by a search
algorithm. This time lag depends on the location in the sky the signal is coming from
and the GW travel time (same as light travel time) between the detectors. Similarly,
when two detectors have comparable strain sensitivity, then a GW event must also
be registered with the same characteristic frequency for the two detectors through
a search algorithm. Coincidence involves identifying the common events or triggers
found by a search algorithm across the available network of detectors. Coincidence
involves a time window and frequency window as the tunable parameter. To maintain
causality, the maximum time window between two detectors is identical to the light
travel time between the two detectors. For a coincidence between H1 and L1 the time
window is 10 ms. Similarly, the coincidence time window between H1 and V1 is 76
ms, and between L1 and V1 is 77 ms.
If there is a noise transient present in a particular detector, it is not expected
to occur simultaneously in another detector. Hence, by ensuring coincidence such a
noise transient is eliminated. For the rest the of analysis a time-based coincidence is
used for the Omega search. The triggers that are present in more than one detector
are called coincident triggers.
Time-slide:
Where data from several detectors are used for the analysis, the time-slide method
involves taking coincidence by introducing an artificial time shift in the data stream
obtained from various detectors. These shifts are longer than the expected duration
and the offsets of the anticipated GW signals. The time-slided triggers exclude the
true GW signal and keep only the background properties of the noise. The time-
slided triggers are also called the background. When the data in a detector is shifted
by a certain time, there is a loss of that time at the end of the data. This method of
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time-slide is used for the Omega burst search. Certain other algorithms circumvent
this by performing time-slides over a periodic boundary condition. This method of
time-sliding is called time-slide over a ring. The coincident triggers from a network
of detectors for zero time shift is called the zero-lag triggers.
False Alarm:
A transient signal or a noise transient is identified by a detection statistics. For
example, the signal to noise ratio obtained from a single detector Omega burst search
is a detection statistics. Triggers from a search are ranked and thresholded according
to a detection statistics. Hence a detection statistics is also called a ranking statistics.
When a noise transient is sieved through a search algorithm as a significant event, it
is called a false alarm or false positive. A noise transient can have a higher ranking
statistics. In order to make a confident detection of a GW, we must be able to estimate
the false alarm probability (FAP). For this, we must know the statistical properties of
a detection statistics. The statistical properties are determined in a search by adding
known GW signal to the noise. These known signals are called injections. Then the
response of the search statistics is determined in the data stream for signals and for
the background. FAP for a trigger can be converted for the whole analysis time to a
frequency of occurrence of such event. That quantity is called false alarm rate (FAR).
The aim of any good search algorithm is to increase the performance of the algorithm
by reducing the FAR.
Data Selection:
A GW detector is not totally isolated from external factors such as seismic activities
or electromagnetic activities. Such external factors, which are not related to GW can
show up in the data as noise transients or glitches, and affect a detector’s sensitivity.
It is imperative to understand such noise transients in the detectors. In LIGO-Virgo
data analysis a significant amount of efforts go towards classifying these glitches that
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can be used later to veto segments of data which are not deemed fit for analysis [96,
97, 98]. This process of data selection is known as applying data quality vetoes.
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3.2 Figures of Merit
To test the performance of a search algorithm, i.e. to see how well they can detect
BBH coalescence waveform, a population of GW signals are added (or injected) to
noise before running the full analysis. Not all signals will be found. Some signals
that are added loudly (with high SNR and at a relatively nearby distance) can be
found. Whereas signals that are weak (with low SNR and at father distance) are
missed by the search algorithm. From the output of a search algorithm, a found
criterion could be defined as the threshold on SNR (for studies in this thesis, SNR >
5.5 is typically used), or any other detection statistics used by search algorithms (e.g.
coherent amplitude cut, effective SNR), or a threshold on false alarm rate.
In this section we describe figures of merit typically used in LIGO-Virgo analysis and
in this thesis.
Missed-Found Plot:
A missed-found plot is done with a source parameter (e.g. total mass or chirp
mass) in the horizontal axis and distance (effective distance) in the vertical axis.
Found and missed signals are plotted in different colors and marker style.
Missed-Found Efficiency Plot:
There will be regions in the missed-found plot where not all signals are found
or missed as in other regions. A missed-found efficiency plot is produced with the
source parameter (e.g. total mass or chirp mass) in the horizontal axis and distance
(effective distance) in the vertical axis. A color scale is used to show the efficiency, i.e.
the number of found signals divided by the number of total signals in a 2-dimensional
bin. An example is shown in Fig. 3.2a.
Horizon Distance:
Horizon distance is defined as the distance in which an optimally oriented (over-
head in the most sensitive location of the detector and inclination angle ι = 0) BBH
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can be detected with an SNR of 8. SNR measured by a particular search algorithm
can be used to make a horizon distance plot. An example is shown in Fig. 3.2b.
Efficiency Curve:
Signals added to the noise at nearby distances are generally found and signals
added at farther distances are missed. To quantify this property, detection efficiency,
defined as number of found signals divided by the total number of signals for all mass
bins, is plotted with effective distance. This takes the form a sigmoid [99]. Hence,
some generic sigmoid efficiency curve can be fitted with this data. To compare effi-
ciency, we quote the characteristic parameters, the 50% and 90% efficiency distances,
D50%eff and D
90%
eff , which are the distances at which 50% and 90% of the signals can be
found, respectively. An example is shown in Fig. 3.2c. Two types of sigmoid plots are
used in this thesis. A sigmoid that is used traditionally in GW burst searches [100]
is:
￿(Deff) = 1/
1 + D50%eff
Deff
C1
￿
1+C2tanh
￿
D50%eff
Deff
￿￿ . (3.1)
where D50%eff , C1 and C2 are the fitting parameters.
From now on this type of sigmoid will be referred to as burst sigmoid.
A more general definition of sigmoid used the erf function:
￿(x) = A
￿
1 +
erf(B − xC)
D
￿
. (3.2)
From now on this type of sigmoid will be referred to as standard sigmoid.
Sensitivity Distance:
Sensitivity distance is the fiducial distance obtained by computing the efficiency
averaged over extrinsic parameters for a population of signals added to a network
of detectors. It is a function of intrinsic parameters. The efficiency ε of recovering
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simulated signals in a search algorithm is a function of the loudest event’s false alarm
rate (FAR) [101], which we will refer to as FAR∗, the radial distance to the source
r, and the masses m1 and m2. The average efficiency averaged over sky position and
orientation is denoted by bar and is defined according to the loudest event statistics
by:
ε¯(FAR∗, r,m1,m2) =
Nf (FAR∗, r,m1,m2)
Ni(FAR∗, r,m1,m2)
, (3.3)
for the non-spinning BBH signal. And:
ε¯(FAR∗, r,m1,m2,χ) =
Nf (FAR∗, r,m1,m2)
Ni(FAR∗, r,m1,m2,χ)
, (3.4)
for non-precessing spinning waveforms. Nf is the number of found injections and Ni
is the number of total injections.
The volume of the sky surveyed is defined as:
V (FAR∗,m1,m2) =
￿
4πr2ε¯(FAR∗, r,m1,m2)dr (3.5)
or
V (FAR∗,m1,m2,χ) =
￿
4πr2ε¯(FAR∗, r,m1,m2,χ)dr (3.6)
From the above expression, R is the radius of the sphere having a volume of V and
is defined as:
R(FAR∗,m1,m2) =
￿
3
4π
V (FAR∗,m1,m2)
￿1/3
(3.7)
or
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R(FAR∗,m1,m2,χ) =
￿
3
4π
V (FAR∗,m1,m2,χ)
￿1/3
(3.8)
We call this radius, R, the sensitivity distance of a search. An example is shown in
Fig. 3.2d.
(a) Missed-Found Efficiency. (b) Horizon Distance.
(c) Efficiency Curve. (d) Sensitivity Distance.
Figure 3.2: Figures of Merit.
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3.3 Orbital Hang-up Effect
Nature puts a limit on the spin of a Kerr black hole. If S is the spin angular
momentum of a black hole and M is the mass of the black hole, then:
S <=M2. (3.9)
If S exceeds this limit then there is no event horizon and a naked singularity is formed,
which is forbidden as “Nature abhors a naked singularity” [102].
When the spins of the black holes in a BBH system are aligned or anti-aligned
with the orbital angular momentum, as shown in Fig. 3.3, that system is called non-
precessing spinning BBH system. If both black hole spins are aligned with the orbital
angular momentum, the systems total angular momentum is increased. If its value
exceeds the maximum allowed angular momentum for a Kerr black hole, then the
binary system cannot merge until a sufficient amount of angular momentum has been
radiated away. This delay of the merger is known as the orbital hang-up effect [103].
In this section we explore how the orbital hang-up effect is visible in the Omega burst
search. For this study, I used simulations from the PhenomB waveform [83] waveform
family injected in Gaussian noise.
Figure 3.3: Cartoon of non-Precessing Spinning System: This cartoon shows
a non-precessing spinning system where the component spins are either aligned or
anti-aligned to the orbital angular momentum.
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To explore the orbital hang-up effect we use as figure of merit the system’s chirp
time, defined as the time for a BBH to evolve between two characteristic frequencies.
Generally the lower frequency is 40 Hz (detector sensitivity limit) and the higher
frequency is the ringdown frequency. In Fig. 3.4, chirp time is shown as a function
of mass and spin parameters. For a particular total mass, the chirp time and the
number of cycles before merger increase with the spin parameter.
The orbital hang-up effect also affects the signal SNR, as shown in Fig. 3.5. In
Fig. 3.5a it is shown that even if the total SNR increases with spin, SNR in a certain
phase of coalescence would sometimes decrease. Fig. 3.5b and Fig. 3.5c show the total
SNR as a function in the mass parameter space.
3.3.1 Peak SNR and Peak Frequency
The Omega search reports the most significant time-frequency pixel, which we
will refer to as peak time and peak frequency. The expected peak frequency can be
modeled by taking the ratio of the Fourier domain amplitude of the waveform to the
amplitude spectral density (ASD) of the detector. Plots showing the expected peak
frequency and the SNR contribution from the corresponding 10 Hz bandwidth region
around peak frequency are shown in Fig. 3.6. Peak frequency and peak SNR obtained
by the Omega search are shown in Fig. 3.8. Fig. 3.7 shows the peak frequency found
by the Omega search as a function of total mass for equal mass BBH systems, and
for 3 values of the spin parameter. Other characteristic frequencies are also plotted
such as: the ISCO frequency (inner-most stable circular orbit frequency or the end
frequency of PN waveforms for point particles), the BBH ISCO frequency (inner-
most stable circular orbit frequency or end frequency of PN waveforms for extended
objects such as the real black holes), the light ring frequency (the frequency at which
the EOB inspiral is attached to the merger and ringdown), the merger frequency
(the frequency at which the Phenom merger model is attached to the inspiral), the
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ringdown frequency (the frequency at which the Phenom ringdown starts), and the
cut-off frequency.
For mass below 10 M⊙, the peak frequency decreases with total mass and is
below the ISCO frequency. From 25 M⊙ the peak frequency is in between ISCO
and ringdown frequency. After around 100 M⊙ (the exact value depends on the spin
parameter), the peak frequency approaches the ringdown frequency. For the IMBH
system Omega peak frequency is identical with the ringdown frequency.
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(a) Chirptime increases with χ. (b) Number of cycles increases with χ.
(c) χ = −0.85. (d) χ = 0.85.
(e) χ = 0.
Figure 3.4: Chirptime Increase Due to Orbital Hang-up: This set of figures
show that the chirptime of the BBH increases with the mass-weighted spin parameter
χ. In Fig. 3.4a and 3.4b the chirptime increase and the number of cycles are shown as
a function of χ. In Fig. 3.4c, 3.4d, and 3.4e the waveforms for different spin parameters
are shown. The increased number of cycles until the merger is to be noted in these
three figures.
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(a) SNR increase with χ for total mass 20 M⊙.
(b) χ = −0.85. (c) χ = 0.85.
(d) χ = 0.0.
Figure 3.5: Effect of Orbital Hang-up on SNR: SNR increase with spin. SNR in
different phases can either increase or decrease according to mass and spin parameters.
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(a) χ = −0.85. (b) χ = 0.85.
(c) χ = −0.85. (d) χ = 0.85.
(e) χ = −0.85. (f) χ = 0.85.
Figure 3.6: Expected Peak Frequency and Peak SNR Due to Orbital Hang-
up: Shown are the peak frequencies as they would be observed (expected from the
PhenomB model) by a burst search. Peak frequency is modeled by taking the ratio
of the frequency domain waveform to the noise ASD. Spin increases both the peak
SNR and peak frequency.
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(a) χ = 0.0.
(b) χ = −0.85. (c) χ = 0.85.
Figure 3.7: Omega Found Peak Frequency as a Function of the Total Mass:
Other characteristic frequencies of the BBH are also shown. Plots like these show the
portions of the waveforms peaked by a burst search. These plots can then be utilized
to estimate the source parameters from the triggers obtained by a burst search, as
shown in Sec. 4.3.5.
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(a) χ = −0.85. (b) χ = 0.85.
(c) χ = −0.85. (d) χ = 0.85.
Figure 3.8: Omega Found Frequency and Peak SNR Due to Orbital Hang-
up: This set of figures show the peak frequency and peak SNR in the mass parameter
space obtained from the Omega run. These results agree well with the expected peak
frequency and peak SNR shown in Fig. 3.6.
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3.3.2 Horizon Distance
In Fig. 3.9 horizon distances in initial LIGO are shown as a function of mass
and spin parameters. In this figure one can compare the results obtained from a the
theoretical estimate with that obtained from a Omega burst search run. In Table 3.1
the values of the highest horizon distance obtained for different spin parameters are
provided both for the theoretical estimate and those obtained from Omega burst
search. It is observed that spin parameter does affect detectability in a burst search.
The maximum horizon distance for a particular spin value obtained from Omega
burst search agree pretty well (within 10 %) from the horizon distance obtained from
theoretical estimate. Only in the higher mass region (> 200 M⊙) one could see
deviation of Omega burst search result and the theoretical estimate. This could be
described by the fact that, at this mass range power below 40 Hz starts dominating
and the Omega burst search ran on this data with a lower frequency cut-off of 48 Hz.
Detection efficiency curve on this data obtained from Omega burst search is described
in Appendix J.
(a) Theoretical. (b) Omega.
Figure 3.9: Horizon Distance For Different Values of Spin: The detectability of
binary black hole merger signals is shown as both the mass and the spin parameters.
In Fig. 3.9a the theoretical horizon distance is shown. In Fig. 3.9b horizon distance
calculated from the Omega search algorithm is shown. In both cases aligned spins
lead to greater horizon distance and hence greater detectability.
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3.4 Post-processing: Multivariate Classification
A single detector burst search is susceptible to instrumental noise transients
(glitches) triggering the search. To remove these triggers induced by glitches and
not by GW bursts, coincident or coherent methods are used [104]. In this section
I show an implementation of a post-processing technique based on coincident trig-
ger information to optimize signal/noise discrimination. In this analysis I implement
the Boosted Decision Tree (BDT) [105], multivariate classifier technique to separate
noise transients, from the true signal. The TMVA package [106] - which is part of
the standard ROOT [107] installation is used to carry out this analysis. Multivariate
classification has been demonstrated before in GW data analysis for LIGO environ-
mental channels [108]. The analysis presented in this thesis is novel in terms of using
a multivariate classifier in a GW search algorithm.
The basic idea behind a multivariate classification is to use all the information
from necessary trigger-variables and return a single variable that separates signal from
noise. A threshold on this single variable can suppress the background at a higher
efficiency than thresholds based on few variables.
Theoretical Omega
spin Mass Peak Horizon Distance Mass Peak Horizon Distance
(M⊙) (Mpc) (M⊙) (Mpc)
χ = 0.85 190 1109 212 1076
χ = 0.75 180 1037 194 979
χ = 0.75 163 890 159 847
χ = 0 141 654 147 645
χ = −0.75 125 547 137 525
Table 3.1: Spin Dependence of the Horizon Distance Seen in non-Precessing
Spinning BBH System. This table shows the peak horizon distance and the cor-
responding peak total mass occurring at a spin value for both the theoretical and the
Omega result. They are very much comparable.
63
3.4.1 Boosted Decision Trees
A decision tree (DT) is a set of nodes for yes/no type decisions. At each node, if
a certain property is satisfied, one of the binary options (paths) is chosen. A trigger
from a burst search is multidimensional: (x1, x2, x3, ..., xn). In this multidimensional
space one could follow a decision tree pathway for a trigger to determine if the trigger
is a background trigger or it is associated with a true GW event. As shown in Fig. 3.10,
a decision tree maps the triggers from multidimensional space to +1 or -1 depending
on whether the trigger is a signal or background.
h(yn(x1, x2, x3, ..., xn)) = ±1 (3.10)
A collection of decision trees chosen in a manner such that badly performing
decision trees are boosted down and good performing decision trees are boosted up.
Hence the name boosted decision trees (BDT). BDT technique was developed to
identify particles for neutrino oscillations in MiniBooNE experiment [105]. The boost
parameter, α, in a decision tree is defined as:
α =
1− error
error
(3.11)
where, error = fraction of signals mis-identified as background in a decision tree. The
output of a collection of BDTs on a trigger is the weighted average of the output of
each individual decision tree, shown in the equation below:
BDT (yn) =
1
Ntrees
Ntrees￿
i=1
ln(αi)hi(y
n) (3.12)
From the equation above it is clear that the output of a collection of boosted
decision trees will be between -1 and +1.
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−1 : background ≤ BDT (yn) ≤ signal : 1 (3.13)
From now on, we will refer to the output of a collection of BDTs simply as, BDT.
With the BDT, the problem of classifying signal versus background has been
reduced to the problem of finding a threshold on a single-variable BDT to discriminate
signal from background.
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Figure 3.10: Decision Tree Diagram. The figure shows the diagram of a decision
tree (DT). A DT takes several trigger variables as input and identifies the correspond-
ing event as either a background event with a value of -1 or a signal event with a
value of 1.
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Figure 3.11: A Collection of Decision Trees. A weighted average of the output of a
collection of boosted decision trees transforms a multivariate trigger into a univariate
discriminant. This discriminant can be used to separate background triggers from
triggers associated with signals.
3.4.2 Implementation of BDT
For this analysis the last 2 months of S5 data (14 Aug to 30 Sept 2007) was used.
The Hanford-Livingston (H1H2L1) network, in which H1 and H2 were co-located, was
considered. An Omega search was first run on the noise-only data for the detectors
individually. A coincident analysis was conducted for H1 and H2 Omega triggers with
a coincident window of 10 ms. Then the Omega triggers of L1 were time-slided with
respect to H1H2 coincident triggers. 1000 time-slides were computed. All the time-
lagged triggers collected together are called background triggers. Simulated EOBNR
BBH signals were added into the data and once again an Omega search was run on
the signal plus noise. We conducted a coincidence of H1 and H2 with a time-window
of 10 ms and then L1 Omega triggers with the coincident H1H2 triggers with a time-
window of 20 ms. Then we identified a signal by finding a significant trigger within
10 ms from the coincident triggers list. We collected the list of all found signals and
called the injection triggers.
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We then trained the classifier with 2000 decision trees. We made sure that the
data that was used for training the classifier was not used for the final analysis. We
chose a cut on the classifier by looking at the classifier output distribution on the
signal and background. The threshold was selected so as to satisfy a predefined false
alarm rate. We then used this threshold to determine whether a particular signal
was missed or found. A signal above the classifier threshold was considered to be a
found injection with false alarm rate below the pre-determined false alarm rate. If the
signal is below the classifier threshold, the signal is considered to have a higher false
alarm rate than the predetermined false alarm rate. We then constructed efficiency
sigmoids to test the performance of the classifier.
We used the following 12 variables as input for the multivariate classifier: (1) H1
frequency, (2) H1 bandwidth, (3) H1 duration, (4) H1 SNR, (5) H2 frequency,
(6) H2 bandwidth, (7) H2 duration, (8) H2 SNR, (9) L1 frequency, (10) L1
bandwidth, (11) L1 duration, and (12) L1 SNR.
We used analytical non-spinning EOBNR waveforms as simulated signal (injec-
tion) added to 2 months of S5 (14 Aug to 30 Sept 2007) noise for this study.
Set High Mass IMBH
Mass 25 – 100 M⊙ 100 – 350 M⊙
Distance 1 Mpc – 1 GPc 1 Mpc – 1 GPc
Mass Ratio 1 – 10 1 – 10
Table 3.2: Information About the Signal Sets.
3.4.3 BDT Performance: Efficiency Sigmoids
We compared the performance of a BDT classifier with other classifications by
estimating the detection efficiency as a function of the effective distance of the BBH
from the detector. We fit a sigmoid to the observed number of signals as a function
of the distance, at a fixed false alarm rate of 10−7 Hz. We used the burst sigmoid
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fitting function. The characteristic distance parameters, known as the 50% and 90%
efficiency distances, which are the points on the efficiency curve where 50% and 90%
of the signals are recovered respectively. The numbers obtained from the sigmoid
fit are shown below in Table 3.3 and Table 3.4. It was shown that BDT, used as a
detection statistics, maintains the detection efficiency at near optimal value (close to
detection efficiency in Gaussian noise), while reducing the false alarm rate.
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(a) S5 Data, SNR cuts. (b) BDT Trained on IMBH.
(c) BDT Trained on IMBH + High Mass. (d) BDT Trained on SG + WNB.
Figure 3.12: BDT increases efficiency keeping FAR low in real detector
noise. Results for the high mass set:. In this set of figures the effectiveness of
the Boosted Decision Tree in suppressing the FAR while keeping the signal detection
probability high is shown on real detector noise. Fig. 3.12a shows the cuts used in
the detectors’ SNR. The magenta lines in this figure show the cut used in first year
of S5 analysis and black lines show a similar cut at a fixed FAR. In Fig. 3.12b, the
green curve shows the detection efficiency with an SNR threshold of 5.5, the black
curve shows a detection efficiency after the S5 cut is applied, the red curve shows the
efficiency after a S5-like cut at a fixed FAR, and the blue curve shows the efficiency
after a BDT cut is applied. The overlap of the blue and green curve should be noted
to see how the BDT cut maintains the efficiency.
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(a) S5 Data, SNR Cuts. (b) BDT Trained on IMBH.
(c) BDT Trained on IMBH + High Mass. (d) BDT Trained on SG + WNB.
Figure 3.13: BDT increases efficiency keeping FAR low in real detector
noise. Results for the IMBH set:. In this set of figures the effectiveness of
Boosted Decision Tree in suppressing the FAR while keeping the signal detection
probability high is shown on real detector noise. Fig. 3.13a shows the cuts used in the
detectors’ SNR. The magenta lines in this figure shows the cut used in first year of the
S5 analysis and a similar cut at a fixed FAR with black lines. In Fig. 3.13b, the green
curve shows the detection efficiency with an SNR threshold of 5.5, the black curve
shows the detection efficiency after the S5 cut is applied, the red curve shows the
efficiency after a S5-like cut at a fixed FAR, and the blue curve shows the efficiency
after BDT cut is applied. The overlap of the blue and green curve should be noted
to see how the BDT cut maintains the efficiency.
3.4.4 Robustness of the BDT Classifier
We checked the robustness of the BDT classifier by training the classifier in va-
rieties of different waveforms such as white noise burst (WNB - a short duration,
broadband burst signal) and sine-Gaussians. The results are shown in Fig. 3.12 and
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Cut Methods D50%eff [Mpc] D
90%
eff [Mpc] FAR (Hz)
S5 cut + SNR > 5.5 102± 3 49± 2 0
S5 cut tuned and SNR > 5.5 171± 5 71± 2 10−7
BDT trained on
high mass and SNR > 5.5 257± 9 71± 3 10−7
Fig. 3.13b
BDT trained on high mass +
IMBH and SNR > 5.5 263± 10 71± 7 10−7
Fig. 3.13c
BDT trained on (SG +
WNB) and SNR > 5.5 238± 8 61± 2 10−7
Fig. 3.13d
SNR > 5.5 272± 10 75± 3 2× 10−3
Table 3.3: Efficiencies of Different Thresholds in S5 data for the High Mass
Sets: The high mass set has a total mass between 25 – 100 M⊙ and the IMBH set
has a total mass between 100 – 350 M⊙. False alarm rate (FAR) is the number of
false identifications of background noise and glitches as signals over a finite time of
detector’s operation. The 50% and 90% numbers show the distances in Mpc to detect
50% and 90% of the total number of binary black holes in a population. The 50%
efficiency distance for an SNR threshold of 5.5 in the S5 data is 272 Mpc for the high
mass set. But the corresponding FAR is too high. To reduce FAR to 10−7 Hz, a
two variable cut is applied. Then the efficiency decreases to 171 Mpc. When a BDT
classifier trained on another high mass set of injections is applied as a cut with the
same FAR of 10−7 Hz, the 50 % efficiency distance is 257 Mpc, close to the original
value. The 50 % efficiency distances when BDT classifiers are trained on a IMBH
set and Sine-Gaussian (SG)+White Noise Burst (WNB) are 263 Mpc and 238 Mpc
respectively.
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Cut Methods D50%eff [Mpc] D
90%
eff [Mpc] FAR (Hz)
S5 cut + SNR > 5.5 173± 5 42± 2 0
S5 cut tuned and SNR > 5.5 257± 10 65± 3 10−7
BDT trained on
IMBH and SNR > 5.5 502± 18 159± 7 10−7
Fig. 3.13b
BDT trained on IMBH +
high mass and SNR > 5.5 473± 19 160± 7 10−7
Fig. 3.13c
BDT trained on (SG +
WNB) and SNR > 5.5 321± 13 88± 3 10−7
Fig. 3.13d
SNR > 5.5 523± 17 194± 6 2× 10−3
Table 3.4: Efficiencies of Different Thresholds in S5 Data for the IMBH
Sets: The high mass set has a total mass between 25 – 100 M⊙ and the IMBH set
has a total mass between 100 – 350 M⊙. False alarm rate (FAR) is the number of
false identifications of background noise and glitches as signals over a finite time of
the detector’s operation. The 50% and 90% numbers show the distances in Mpc to
detect 50% and 90% of the total number of binary black holes in a population. The
50% efficiency distance for an SNR threshold of 5.5 in S5 data is 523 Mpc for the
IMBH set. But the corresponding FAR is too high. To reduce FAR to 10−7 Hz,
a two variable cut is applied. Then the efficiency decreases to 257 Mpc. When a
BDT classifier trained on another IMBH set of injections is applied as a cut with the
same FAR of 10−7 Hz, the 50 % efficiency distance is 502 Mpc, close to the original
value. The 50 % efficiency distances when BDT classifiers are trained on a high mass
set and Sine-Gaussian (SG)+White Noise Burst (WNB) are 473 Mpc and 321 Mpc
respectively.
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3.13, and Table 3.3 and 3.4. We observed that when a classifier is trained with IMBH
waveforms and applied on IMBH injections then it gives the best performance. When
the classifier is trained on high mass set, then the performance is less than before.
When the classifier is trained on white noise burst and sine-Gaussians the performance
still goes down. But the performance is still better than the S5 cuts.
3.4.5 BDT Performance: Sensitivity Distance
We then compare the sensitivity distance measured by different searches as a
function of the mass parameters.
We ranked the triggers from both the background and the simulated signals using
the geometric mean (GM) of the single detector SNRs as a ranking statistics. The
choice of using GM SNR as the ranking statistics is motivated by the fact that when
using time slides on a network of detectors, we observe that SNR of all the background
triggers, when plotted for any combination of 2 detectors, are located along the axes.
Whereas the injections are located along the diagonal, and away from the axes. GM
of SNRs then can be a used as a suitable noise-background discriminant in the SNR
planes.
ρGM = (ρH1 × ρH2 × ρL1)
1
3 , (3.14)
where ρdetector is the single detector SNR.
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(a) GM SNR. (b) BDT.
(c) BDT/GM SNR.
Figure 3.14: Sensitivity Distance Increase for the High Mass Set: Plots of
the fiducial distance that can be observed at a FAR of 10−7 Hz. Fig. 3.14a shows
the sensitivity distance for the high mass set when the geometric mean of the SNRs
are used as detection statistics. Fig. 3.14b shows the sensitivity distance for the high
mass set when BDT is used as the detection statistics. Fig. 3.14c shows the ratio of
sensitivity distance between the two detection statistics.
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3.4.6 Section Conclusion
In this section I have shown a successful implementation of a multivariate classifier
technique in a GW burst search algorithm. I have adopted the standard multivariate
classifier used in particle physics analysis for GW data analysis. We expect that this
multivariate classifier technique can be easily adopted for other search algorithms.
There has been similar effort to use a multivariate classifier techniques on the matched
filtering triggers [109]. With the implementation of multivariate classifiers into GW
burst analysis, we have shown that this is very effective in suppressing accidental false
rate in a network of detectors and keeping the efficiency high; comparable to efficiency
in Gaussian noise with a similar false alarm rate. Preliminary analysis on including
the Virgo detector into the network has given a similar result. At the time of this
writing, the results from the H1L1V1 network is being finalized. We are hopeful that
this analysis can be scalable for a higher number of detectors in the network.
There have been efforts to combine the detection statistics of a number of searches
using likelihood technique [110]. We expect a multivariate classifier can also be used
as a combined detection statistics on the triggers coming out of several search algo-
rithms. In our future work we intend to study the robustness of different multivariate
classifiers when used as a combined detection statistics for a number of searches.
Once there is a trained classifier, one can use it for a future time assuming that the
detectors’ properties do not change over that time period. The application of a trained
classifier on the triggers is very fast and computationally not at all intensive. For this
reason we foresee the use of such multivariate classifiers in rapid online analysis in
the advanced detector era.
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3.5 Chirplet
Inspiralling binary black holes are characterized by chirping GW signals, where the
frequency changes rapidly in the later inspiral and the merger phases. The duration of
the signal in the most sensitive band of a ground-based detector is dependent on the
mass of the binary. For a system of total mass larger than 100 M⊙, a ground-based
GW detector is sensitive to the merger phase, and the in-band whitened waveform is
a short-duration transient lasting 10-30 ms. For a symmetric binary system with a
total mass between 10 and 100 M⊙, the detector is sensitive instead to the inspiral
phase and the in-band signal has a longer duration between 30 ms to 3 s.
An extension of the aforementioned pipeline Omega has been proposed in Ref. [111],
here referred to as Chirplet-Omega. Instead of the monochromatic sine-Gaussian
waveforms, it uses frequency-modulated wavelets, i.e Chirplets that better match
GW signals that exhibit rapid variations of the frequency contents (as expected for
orbiting or spinning astrophysical systems). In contrast to matched filtering searches,
Chirplet-Omega does not rely on specific priors about the frequency evolution of GW
signals.
BBH coalescences are an obvious target for Chirplet-Omega. Here we explore
further the use of Chirplet-Omega and benchmark its detection performance for BBH
coalescences, compared to the standard Omega at a constant false alarm rate.
3.5.1 Chirplet Definition
The sine-Gaussian template bank used in the standard Omega burst search is
defined in the time domain as:
ψ(τ) ≡ A exp
￿
−(2πf)
2
Q2
(τ − t)2
￿
exp (2πi [f(τ − t)]) , (3.15)
Chirplets are a generalization of sine-Gaussian waveforms, defined in the time domain
as:
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ψ(τ) ≡ A exp
￿
−(2πf)
2
Q2
(τ − t)2
￿
exp
￿
2πi
￿
f(τ − t) + d/2 (τ − t)2￿￿ , (3.16)
where A = (8πf 2/Q2)1/4 is a normalization factor ensuring that
￿ |ψ|2dτ = 1; t and
f are the central time and central frequency, respectively, and Q is the dimensionless
quality factor. See Fig. 3.15 for an example of sine-Gaussian and a Chirplet.
The difference between a Chirplet and a sine-Gaussian waveform is the chirp rate,
an additional term in the phase, denoted as d that linearly controls the slope of the
Chirplet frequency evolution as f(τ) = f +d(τ − t). When d = 0, a Chirplet becomes
the standard sine-Gaussian. Chirplets are thus described with a four-dimensional
parameter space of {t, f, Q, d}.
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(a) A sample sine-Gaussian.
(b) A sample Chirplet.
Figure 3.15: Sine-Gaussian and Chirplet Waveform: (top) Example of a Sine-
Gaussian waveform. (bottom) Example of a Chirplet waveform.
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The Chirplet transform T is obtained by correlating the data with Chirplets. In
the frequency domain, it reads:
T [x; {t, f, Q, d}] =
￿￿￿￿￿ X(ξ)Ψ∗(ξ; {t, f, Q, d})dξ￿￿￿￿2 , (3.17)
where X(ξ) and Ψ(ξ; {t, f, Q, d}) denote the Fourier transforms of the (whitened)
data stream x(τ) and chirplet ψ(τ) with the parameters {t, f, Q, d} respectively.
I refer to a Mathematica demo [112] I made available on the wolfram demonstra-
tion website to change the chirp rate parameter of a chirplet and to hear the resulting
chirp.
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3.5.2 Performances of Chirplet-Omega
Searching for binary coalescence with chirplets
The GW spectrum from the coalescence of a binary system is at lower frequency
for systems with larger total mass. In particular, the frequency associated with the
inner-most stable circular orbit (ISCO), which corresponds to the transition between
inspiral and merger phase of the coalescence, is below 80 Hz for systems with total
mass M >= 100 M⊙. With this feature, the chirp phase of the waveform with a
spectral content at frequencies below ISCO is outside the detector sensitive band
and thus does not contribute significantly to the total detected SNR of the signal.
Sine-Gaussian waveforms are a reasonable approximation for the few waveform cycles
associated with the merger and ringdown portions of the coalescence waveform. For
a symmetric system with lower mass (M < 30 M⊙), the coalescence time of BBH in a
ground-based detector’s sensitive band is > 400 ms. There is a loss of measured signal-
to-noise ratio induced by the mismatch in the waveforms between the chirp nature of
the GW evolution and the constant central frequency sine-Gaussian template bank.
The linear frequency variation of chirplets provides a better match for the chirping
signal of BBH in this mass range.
Increased signal-to-noise ratio
We showed in Ref. [111] (see Fig. 3.17) that Chirplet-Omega measures a higher
signal-to-noise-ratio (SNR) compared to sine-Gaussian waveforms for a BBH signal
with total mass < 100 M⊙ due to a better match. The SNR improvement is ∼ 20%
for the total mass M <= 60 M⊙ and the improvement may go up to ∼ 40% for M <
20 M⊙.
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(a) Eventgram in sine-Gaussian bank.
(b) Eventgram in Chirplet bank.
Figure 3.16: Eventgrams for sine-Gaussian and Chirplet Banks: The event-
grams are plotted for inspiralling black-hole binary (with m1 = 13 M⊙ and m2 =
20 M⊙) signal in simulated Gaussian LIGO noise. See the difference between the
constant frequency tiles for the sine-Gaussian waveforms and the linear frequency
variation for chirplets. Note the increase of SNR by ∼ 20% in the peak pixel (the
most significant time-frequency pixel).
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(a) SNR vs SNR.
(b) SNR improvement.
Figure 3.17: Higher SNR Measured by Chirplet Compared to Omega:
Fig. 3.17a shows SNR measured by chirplet compared to SNR measured by sine-
Gaussian basis. Higher SNR measured by chirplet should be noted. Fig. 3.17b shows
the histogram of percentage of SNR difference. The SNR increase is up to 40% for a
total mass of 4 – 60 M⊙.
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As an illustration, an eventgram is shown in Fig. 3.16. An eventgram shows the
significant time-frequency pixels for different Q values. In this particular eventgram
a BBH signal is added to Gaussian noise with the spectral characteristics of initial
LIGO design. The signal is a non-spinning BBH system with mass components m1 =
13 M⊙ and m2 = 20 M⊙. In this example, Chirplets with a positive slope are chosen
to sine-Gaussian wavelets with constant frequency and the correlation of the most
significative Chirplet is ∼ 20% larger than the most significant sine-Gaussian.
Increased detectability
The detectability of BBH signals is limited by a background of noise fluctuations
that trigger the search algorithms. Noise fluctuations can be reduced by eliminating
non-GW triggers from the search with the application of a suitable coincident or
coherent strategy for a network of GW detectors. The background in a chirplet
search is in general different from the typical background in the standard Omega burst
search. An additional 5% increase was reported [111] (see Fig. 3.20) in the measured
single detector SNR for background triggers in a chirplet burst search compared to
standard Omega. The previous analysis [111] was conducted with different false alarm
rates. In order to ensure an unbiased comparison, this analysis addresses this issue
and compares the detectability in the two search algorithms at the same false alarm
rate (FAR). In this study BBH signals were added to 2 months of simulated colored
Gaussian noise mimicking the instrumental noise of the two Hanford LIGO detectors
(H1 and H2) and the Livingston LIGO detector (L1). The range of BBH mass were
split in two sets, total mass 4 – 35 M⊙ and total mass 35 – 80 M⊙. The distribution
of mass was uniform in the component masses of the two black holes. The network’s
background was estimated by time-sliding the triggers from the L1 detector with the
coincident triggers from H1 and H2. Similarly, foreground triggers were collected
by coincidence of triggers from H1, H2 and L1. A time window of 10 ms was used
to find the coincident triggers. The times at which the signals were added to noise
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are known. Those times were used to identify significant events within 10 ms in
the foreground triggers. We ranked the triggers from both the background and the
simulated signals using the geometric mean of the single detector signal-to-noise ratios
as ranking statistics.
ρGM = (ρH1 × ρH2 × ρL1)
1
3 , (3.18)
where ρdetector is the single detector SNR.
After all the triggers are ranked, the significance of each trigger was evaluated by
computing its probability to belong to background (FAR). The performance compar-
ison between Chirplet and standard Omega searches was obtained with a common
threshold on the FAR.
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(a) Efficiency curves for set 4 – 35 M⊙.
(b) Efficiency curves for set 35 – 80 M⊙.
Figure 3.18: Efficiency Curve: Efficiency sigmoids are plotted with a FAR of 10−8
Hz. Higher detection efficiency in a chirplet search is observed. The improvement in
chirplet is more pronounced for the set with a mass of 4 – 35 M⊙.
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Efficiency curve: We compared the performance of the sine-Gaussian versus the
Chirplet-based algorithms by estimating the detection efficiency as a function of the
effective distance of the BBH from the detector. We fit a sigmoid to the observed
number of signals as a function of the distance, at a fixed false alarm rate of 10−8 Hz.
D50%eff and D
90%
eff both improved for chirplet compared to Omega as seen in Fig. 3.18.
The numbers obtained from the sigmoid fit are shown below in Table 3.5. The overall
improvement of > 50% in the distance parameters, is higher for the lower mass set
(4-35 M⊙) compared to up to 40% for the mass set with a total mass ranging from
35 to 80 M⊙.
Sine-Gaussians Sine-Gaussians Chirplets Chirplets
Set D50%eff (Mpc) D
90%
eff (Mpc) D
50%
eff (Mpc) D
90%
eff (Mpc)
4 – 35 M⊙ 56 ± 4 19 ± 1 84 ± 2 (↑ 68%) 35 ± 2 (↑ 84%)
35 – 80 M⊙ 139 ± 4 66 ± 2 166 ± 4 (↑ 19%) 75 ± 3 (↑ 13%)
Table 3.5: 50% and 90% efficiency distances at a FAR of 10−8 Hz compared for
sine-Gaussian bank and Chirpet bank. ↑ signifies an increase in detectability.
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(a) Sine-Gaussians on 4 – 35 M⊙. (b) Chirplets on 4 – 35 M⊙. (c) Ratio: 4 – 35 M⊙.
(d) Sine-Gaussians on 35 – 80M⊙. (e) Chirplets on 35 – 80 M⊙. (f) Rato: 35 – 80 M⊙.
Figure 3.19: Sensitivity Distance: Plots of the fiducial distance that can be ob-
served at a FAR of 10−8 Hz for both chirplet and sine-Gaussian in the mass parameter
space are shown in Fig. 3.19a, 3.19b, 3.19d and 3.19e. The ratio plots (Chirplet to
sine-Gaussian measured efficiency distance) of the detectable distance are shown in
Fig. 3.19c and 3.19f. More than 30% of improvement in the sensitivity distance for
the set 4-35 M⊙ in all the mass bins and up to 30% improvement in the sensitivity
distance for most of the mass bins in set 35-80 M⊙ should be noted.
Sensitivity distance: While efficiency sigmoids are good measures for the detection
performance, as shown in Fig. 3.18, they do not provide details of how detectability
changes across mass bins. For this reason, we examined the fiducial distance the
detector network is sensitive, at a false alarm rate of 10−8 Hz, or the sensitivity dis-
tance (described in the previous section), as a function of the BBH mass parameters.
Fig. 3.19a and Fig. 3.19b show the sensitivity distances for Chirplet and standard
Omega searches in the mass parameter space for a set with the total mass 4-35 M⊙.
Fig. 3.19c shows the ratio of the sensitivity distance measured by Chirplet to the sen-
sitivity distance measured by standard Omega search. For this set, Chirplet search
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improves detectability more than 30% over the standard Omega search in all mass
bins, as seen in the ratio plot of Fig. 3.19c. Similarly, Fig. 3.19d and Fig. 3.19e show
detectability for set with total mass 35-80M⊙. In this set the detectability in Chirplet
search also improves up to 30% over the standard Omega search for most of the mass
bins (Fig. 3.19f).
The above comparisons of efficiency sigmoids and sensitivity distances at a false
alarm rate of 10−8 Hz point very well to higher detectability of BBH signals in a
Chirplet burst search over the standard Omega burst search, especially in the lower
mass region (total mass < 35 M⊙). This is in accordance with the previous result of
increased SNR [111].
(a) Gaussian. (b) Real.
Figure 3.20: Chirplet Response to Noise: These figures show that chirplet mea-
sured SNR increases up to 5% on both Gaussian and real detector noise.
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(a) Omega. (b) Chirplet.
Figure 3.21: Time-Frequency Uncertainty for Chirplet: These figures show
the histogram of the time-frequency uncertainty area for Omega (Fig. 3.21a) and
for Chirplet (Fig. 3.21b). From the chirplet figure it is clear that the minimum
time-frequency uncertainty of the sine-Gaussian waveforms are not maintained by
Chirplets.
3.5.3 Chirplet Time-Frequency Profile on BBH Signal
Although the Chirplet search shows increased efficiency compared to the Omega
burst search, it has a particular draw back. The minimum time-frequency uncertainty
property of a sine-Gaussian is no longer maintained for a Chirplet. This is shown in
Fig. 3.21. For BBH signals the Chirplet search finds the signal before the standard
Omega burst search as demonstrated in Fig. 3.22.
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Figure 3.22: Timing Profile of BBH with Chirplet: This figure shows that the
peak-time obtained by chirplet is further away from the peak time of the waveform
compared to the peak time found by Omega for the mass range 25 – 100 M⊙.
3.5.4 Section Conclusion
In this section I have shown the implementation of a Chirplet burst search for
binary black hole coalescence. Chirplet increases the detectability of BBH signals
compared to the standard Omega burst search for mass < 80 M⊙. This increase de-
tectability has been shown at both the SNR threshold and a false-alarm-rate thresh-
old. This analysis still has not used a clever Chirplet-based clustering technique. A
Chirplet chain clustering method linking the significant time-frequency pixels of a
BBH chirp is expected to further increase the detectability further. Some supernovae
waveforms show a drift in time-frequency spectrum of the waveform [20]. Chirplet
possibly could be used there. A systematic use of the chirp rate parameter from the
Chirplet search should be further explored for extracting source parameter informa-
tion from a time-frequency profile.
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CHAPTER 4
COMPARING THE PERFORMANCE OF BBH SEARCH
ALGORITHMS USED IN LIGO-VIRGO ANALYSIS
4.1 Motivation
As discussed in Sec. 2.3.1 the LIGO-Virgo collaboration has implemented several
search algorithms to search for transient GW signals from BBH coalescence. The CBC
Low Mass search uses PN template bank for systems with total mass from 2 to 35M⊙.
For this mass range the merger and the ringdown phases are well beyond the sensitive
frequency band of the detector; only the inspiral portion is important as it falls in the
sensitive band. PN waveforms are very accurate in this mass range. The CBC High
Mass uses the analytical EOBNR template family and targets signals with mass from
25 – 100M⊙. The Ringdown search algorithm only targets the ringdown portion of the
signal. Hence, only IMBH sources are searched with the Ringdown search algorithm.
The burst search algorithms are also capable of detecting BBH coalescence signals
employing excess energy techniques. With all these possible algorithms at hand, one
of the big questions that arises is which algorithm is the most suitable for which
region of the parameter space. Knowing this will help strategizing search methods to
use during the advanced detector era. To answer this question we conducted a study
in which the performances of the major search algorithms were compared with each
other across a wide parameter space of mass and spin. Not only detection potentials
were compared, but also the trigger properties of searches were compared with each
other.
While comparing performances between searches it is necessary to have common
yardsticks. Two such common yardsticks were tested. The first one is the common
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SNR threshold and the second one is the common false alarm rate threshold. Measures
such as efficiency curves and sensitivity distance plots are compared. The H1H2L1
detector network was used for this study. The first analysis with common SNR
threshold was conducted with one week of S5 data (Aug 2 to Aug 8 2007). The
second analysis with common FAR as the threshold was conducted with 2 months of
S5 data (14 Aug to 30 Sept 2007).
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4.1.1 Search Algorithms
The following algorithms are tested in this study: CBC High Mass, CBC Ringdown,
Coherent Waveburst and Omega burst search. Fig. 4.1 shows the template basis for
each of these searches. In the following, each of the search algorithms is described.
(a) CBC High Mass EOBNR Template. (b) CBC Ringdown Template.
(c) A Sample sine-Gaussian.
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(d) A Sample Mayer Wavelet.
Figure 4.1: Template Basis Used for the IMR study: This set of figures shows
the different bases used for the IMR study. Fig. 4.1a shows the EOBNR templates
used for the standard CBC search. Fig. 4.1b shows the damped sinusoid templates
used for the standard CBC Ringdown search. Fig. 4.1c and Fig. 4.1d show the sample
plots of the basis used for the Omega and CWB search algorithms to find the excess
signal energy.
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4.1.1.1 CBC High Mass
The CBC High Mass search algorithm is based on matched filtering. It has been
used in the LSC [45, 81] for searching mass parameters between 25 to 100 M⊙ and
it uses non-spinning EOBNR templates [75]. When used on real instrumental data,
matched filtering often does not perform as well as might be expected, because non-
stationary and non-Gaussian detector noise produces large spurious filter events. The
χ2 [113] time-frequency1 test is one way to discriminate such spurious events from
the events that would be produced by genuine signals. This χ2 method works well
only for broadband signals. χ2 is defined as:
χ2 =
￿ (fobs − fexp)2
fexp
, (4.1)
where fobs is the observed frequency and fexp is the expected frequency.
Effective SNR (equation: 4.2) is a combination of the SNR and the χ2 value. For
a signal with relatively small SNR and an average value of the χ2 veto the value of
effective SNR is equal to the SNR. However, for a signal with a large χ2 value, the
effective SNR is reduced.
ρ2eff =
ρ2￿
( χ
2
2p−2)(1 +
ρ2
X )
. (4.2)
In the equation above, p is the number of frequency bins used in the test. The
number of degrees of freedom is 2p− 2. X is a tunable parameter and for the current
study it is chosen to be 250.
For multiple instruments a single loudness statistic for the coincidence is used:
the coincident effective SNR, which is the quadrature sum of single detector effective
SNR.
1Please note the difference between χ-the spin parameter for non-precessing spinning BBH system
and χ2 statistical distribution.
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ρ2eff,c =
￿
i
ρ2eff,i. (4.3)
(a) SNR-χ2. (b) Template bank.
Figure 4.2: CBC High Mass Background and Signal Identification: Fig.4.2a
shows the background and signal separation in SNR vs χ2 plane. Fig.4.2b shows an
example template bank in the mass parameter space for the CBC High Mass search.
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4.1.1.2 CBC Ringdown
The Ringdown search algorithm has been used in the LSC [79] for searching binary
black hole mergers. This search algorithm is a matched filtering algorithm, which
uses damped sinusoids templates [79]. The ringdown waveform is parametrized by
the central frequency and quality factor. The template bank is comprised of ∼ 580
templates covering a frequency range of 50 Hz to 2 kHz, and a quality factor range
between 2 and 20. For a black hole with spin 0.68 (the final spin expected for a black
hole produced by the coalescence of two non-spinning equal mass black holes), this
frequency range corresponds to a mass range of 9 to 360 M⊙.
The template bank is placed according to metric in the lattice template placement
scheme [114, 115].
ds2 =
1
8
￿
3 + 16Q4
Q2(1 + 4Q2)
dQ2 − 2 3 + 4Q
2
f0Q(1 + 4Q2)
dQdf0 +
3 + 8Q2
f 20
df 20
￿
≈ 1
8
dQ2
Q2
− 1
4
dQ
Q
df
f
+Q2
df 2
f 2
(4.4)
ρ =
￿
ρ2H1 + ρ
2
H2 + ρ
2
L1 (4.5)
It was shown that for the dominant mode, f and Q are unique and invertible
functions of the black holes parameters, mass, M , and dimensionless spin factor
a [116]. Numerical computations [117, 118] yield an analytic expressions for (f, Q) in
terms of (M, a):
Q ≈ 2(1− a)−0.45, f = c
3
2πGM
[1− 0.63(1− a0.3)] (4.6)
The template placement in the Ringdown search is such that the loss of SNR
between the nearest templates is no more than 3%.
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(a) Rindown Template Placement. (b) Response to Signal and Background.
Figure 4.3: Ringdown Search Coincident SNR for Signal and Background.
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4.1.1.3 Omega
The Omega burst search, which was described in Sec. 3.1, has been used in this
analysis. The configuration used for this analysis is the same as in the S5 all-sky
search, with frequency a range of 48 – 2048 Hz and a Q of range 3.3 – 100. Mismatch
between nearest basis functions in the template bank does not exceed 20% in energy.
Omega is designed for all-sky burst searches and does not rely on the knowledge of the
waveform. For the network analysis the multivariate classifier described in Sec. 3.4 is
used as detection statistics.
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4.1.1.4 Coherent Waveburst
Coherent Waveburst (CWB) is an un-modeled search algorithm, which has been
used for the S5/S6 all-sky burst analysis [94, 95]. This algorithm uses a Mayer
wavelet basis to decompose the data. See reference [89] for a demonstration on using
wavelets on BBH mergers. CWB has also been used to search for IMBHs in S5 data [44];
with extensive modification, with the goal of enhanced detection of binary inspiral
waveforms and strengthened glitch rejection. At the time of this writing, CWB is being
used for searching for signals from IMBHs in S6 data.
The CWB algorithm performs a constrained likelihood analysis of the network data
stream, reconstructing detector responses to an anticipated GW signal. The residual
data, obtained after subtraction of the estimated detector responses from the orig-
inal data, represents the reconstructed network noise. With CWB the reconstruction
of un-modeled burst signals of random polarization, and the likelihood analysis of
signals with other polarization states such as elliptical, linear, and circular polariza-
tions is possible. The main statistics used in CWB for the selection of reconstructed
events are: the network correlation coefficient cc, the network energy disbalance λ,
and the coherent network amplitude ρ. A low value of cc is typical for background
events, which tend to have a large residual energy and a small coherent energy of
reconstructed signals. On the contrary, a genuine GW event is characterized by a
value of cc close to 1. The energy disbalance λ points to the unphysical solutions of
the likelihood functional, which are typical for spurious events. The coherent net-
work amplitude ρ is the main CWB detection statistic. It is proportional to the SNR
and is used to rank selected events and establish their significance against a sample
of background events. As BBH coalescences produce elliptically polarized GW, this
study uses the elliptical polarization mode of CWB. Fig. 4.4 shows the response of the
ranking-statistics coherent amplitude cut on a signal and a background data on the
S5 noise.
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Figure 4.4: Coherent Amplitude for Signal and Background: Red is the back-
ground histogram and black is the signal histogram [119].
4.2 Comparing Search Algorithms at a Fixed SNR Threshold
First the efficiency of the four search algorithms are compared with a fixed SNR
threshold. One week of S5 data was analyzed. Two sets of signals were added. Set
A consists of BBH with a total mass from 25 – 100 M⊙. Set B consists of BBH
with a total mass of 100 – 350 M⊙. EOBNR BBH signals are used in this particular
study. The injection sets were chosen such that they were uniform in component mass,
uniform in log-distance, uniform on the sky location, and uniform in orientation. A
particular signal was considered found when that signal was identified with with an
SNR of 5.5 or more in both H1 and L1 detectors. Burst efficiency curves are used for
fitting the efficiency.
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(a) CBC High Mass. (b) Ringdown.
(c) CWB. (d) Omega.
Figure 4.5: Detection Efficiency Comparison at Fixed SNR Threshold. For
50% and 90% efficiency distances see Table 4.1.
In this particular analysis it is shown that with a fixed SNR threshold all the
search algorithms have comparable performances. In reality, detectors are glitchy
and there are many non-GW instrumental artifacts, which also have SNR greater
than equal to 5.5. Different search algorithms respond to these glitches differently.
Triggers associated with the same event can have different false alarm rates in dif-
ferent algorithms. Hence, while comparing two different searches, it is imperative to
determine detection efficiency at the same false alarm rate. A considerable fraction
of this thesis work was to build up the mechanism to do so and then compare the
detection efficiency at the same false alarm rate.
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Set D50%eff (Mpc) D
90%
eff (Mpc)
Set A 320± 25 100± 7
Set B 465± 6 153± 10
(a) CBC High Mass.
set D50%eff (Mpc) D
90%
eff (Mpc)
Set A 222± 15 51± 4
Set B 359± 25 77± 5
(b) Ringdown.
Set D50%eff (Mpc) D
90%
eff (Mpc)
Set A 253± 19 87± 7
Set B 505± 41 189± 15
(c) CWB.
Set D50%eff (Mpc) D
90%
eff (Mpc)
Set A 250± 18 73± 5
Set B 521± 40 178± 14
(d) Omega.
Table 4.1: Efficiencies of Different Search Algorithms Compared at a Fixed
SNR Threshold. Set A consists of total mass from 25 to 100 M⊙ and is identified
as EOBNR25 in Fig. 4.5. Set B consists of total mass from 100 to 350 M⊙ and is
identified as EOBNR100 in Fig. 4.5.
4.3 Comparing Search Algorithms at a Fixed FAR Threshold
4.3.1 Noise for the Analysis
The last two months of S5 data were chosen for this analysis. After the data
selection (see Sec. 3.1) a live-time of 28 days for the three detectors remained for
the analysis. Fig. 4.6 shows the 10th and 90th quantiles ASD plots for the 3 detector
during this period. The ASD has a spread across the frequency bins. This implies
that during this time period the detectors’ sensitivity varied with time.
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(a) Quantile spectra H1 (b) Quantile spectra H2
(c) Quantile spectra L1
Figure 4.6: Detector Sensitivities for the S5 IMR Studies: The 10th and the
90th quantiles ASD for the 2 months of analysis period show the variation in sensitivity
during this period.
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4.3.2 Analysis Procedure
All the four searches ran in their standard configuration. The background for each
search was determined by time-slide method, with L1 time-slided with respect to H1
and H2, and a total of 1000 equally spaced time-slides. The output triggers from
each search are in different formats: CBC High Mass and Ringdown searches use an
XML trigger format. Omega burst search uses an ASCII trigger output and CWB uses
a ROOT trigger output. We first wrote a format converter, to translate all outputs
to a common XML table definition. Then, for post processing, we converted all the
XML outputs to SQLite data bases. The injections were identified within 100 ms time
window. Then both the background and the zerolag triggers were ranked according
to the detection statistics suitable for a particular search algorithm. After ranking
all the triggers a false alarm rate was assigned to each trigger. In the post-processing
script estimation of efficiency and sensitivity distance at a fixed false alarm rate was
conducted. It was made sure that the searches use similar data quality vetoes. Fig. 4.7
shows the flow chart of the analysis process. Henceforth, this analysis is referred to
as IMR study.
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Figure 4.7: Analysis Flowchart.
Table 4.2: Detection statistics used by different search algorithms.
CBC High Mass: coincident effective SNR, ρeff,c
Ringdown: Network SNR, ρ
CWB: coherent network amplitude, η
Omega: BDT rank, b
4.3.3 Injection Parameter Space
For this analysis non-precessing spinning PhenomB injections were used. This
decision was motivated by the fact that during the start of this analysis PhenomB
waveforms were the most accurate (see Sec. 5.3.1 on a discussion about waveform
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accuracy) waveforms available in LIGO Algorithm Library [77]. This also helped to
see the implication of running non-spinning searches and burst searches on spinning
waveforms. Fig. 4.8 shows parameter space and the injection distribution used for
this analysis. The injection set was divided into 2 sets. Set A, from now on referred
to as the high mass set, covered a total mass range of 25 – 100 M⊙. Set B, referred
to as the IMBH set, covered a total mass range of 100 – 350 M⊙. For some spin
configuration the ringdown frequency for for M > 350 M⊙ is below 40 Hz. LIGO
data for S5 is not calibrated below 40 Hz. Hence it was decided to use a 350 M⊙ cut
off for the IMBH set. The injections were chosen to be uniform in mass ratio, between
1 and 10, as the PhenomB model is valid within this range. The spin distribution
was chosen to be uniform in the component spins. Appendix K shows plots for other
injection parameter for these data sets.
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(a) Mass Distribution: High Mass Set. (b) Mass Distribution: IMBH Set.
(c) Analysis Region in Mass Parameter Space. (d) Spin Parameter Distribution.
Figure 4.8: Parameter Space for the IMR Studies: The parameter space for the
common IMR study is chosen such as it covers common region of interest. Fig. 4.8c
shows the 2 regions in mass parameter space the analysis is done. The blue region in
Fig. 4.8c is the high mass set, which covers total mass 25 – 100M⊙. The red region in
Fig. 4.8c is the IMBH set, which covers a total mass 100 – 350 M⊙. The mass ratio is
between 1:1 to 1:10. Fig. 4.8a and Fig. 4.8b show the density of injections in the mass
parameter space for the high mass set and IMBH set respectively. Fig. 4.8d shows
the uniform density of injections in spin distribution space. The spin parameter is
between -0.85 and 0.85.
4.3.4 Efficiency Comparison
Efficiency Curves: For the common IMR study at fixed FAR, the standard
efficiency curve is used for fitting (Sec. 3.2).
108
Algorithm D50%eff (Mpc) D
90%
eff (Mpc)
CBC High Mass 119 263
Omega 69 190
CWB 105 247
Ringdown 88 215
Table 4.3: 50% and 90% efficiency distances at a FAR threshold of 10−7 Hz
on Set A (25 – 100 M⊙).
Algorithm D50%eff (Mpc) D
90%
eff (Mpc)
Omega 188 40
CWB 195 18
Ringdown 182 36
Table 4.4: 50% and 90% efficiency distances at a FAR threshold of 10−7 Hz
on Set B (100 – 350 M⊙).
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(a) CBC High Mass: Set A.
(b) Omega: Set A. (c) Omega: Set B.
Figure 4.9: Efficiency Curves: In these plots the efficiency for H1 at the FAR of
10−7 Hz are shown for both set A and set B analysis. For set A, CBC High Mass has
the maximum 50% and 90% efficiency distance compared to other search algorithms.
For set B, Omega is slightly better than the Ringdown search algorithm.
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(a) CWB: Set A. (b) CWB: Set B.
(c) Ringdown: Set A. (d) Ringdown: Set B.
Figure 4.10: Efficiency Curves: In these plots the efficiency for H1 at the FAR of
10−7 Hz are shown for both set A and set B analysis. For set A, CBC High Mass has
the maximum 50% and 90% efficiency distance compared to other search algorithms.
For set B, Omega is slightly better than the Ringdown search algorithm.
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Efficiency Missed Found Plot:
(a) CBC High Mass: Set A. (b) CBC High Mass: Set B.
(c) Omega: Set A. (d) Omega: Set B.
Figure 4.11: Efficiency in Different Mass and Effective Distance Bins: In
these plots efficiency is shown in color for different mass and effective distance bins;
for different search algorithms at a FAR of 10−7 Hz. The efficiency goes down to zero
for a chirp mass greater than 160 M⊙ or a total mass greater than 350 M⊙. This can
be explained by the distribution of asymmetric mass and spins chosen for the analysis
sets.
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(a) CWB: Set A. (b) CWB: Set B.
(c) Ringdown: Set A. (d) Ringdown: Set B.
Figure 4.12: Efficiency in Different Mass and Effective Distance Bins: In
these plots efficiency is shown in color for different mass and effective distance bins;
for different search algorithms at a FAR of 10−7 Hz. The efficiency goes down to zero
for a chirp mass greater than 160 M⊙ or a total mass greater than 350 M⊙. This can
be explained by the distribution of asymmetric mass and spins chosen for the analysis
sets.
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(a) Omega: Set A. (b) Omega: Set B.
(c) CWB: Set A. (d) CWB: Set B.
Figure 4.13: Efficiency in Different χ and Effective Distance Bins: In these
plots efficiency is shown in color for different mass-weighted spin (χ) and effective
distance bins; for different search algorithms at a FAR of 10−7 Hz. One can see for
set A that spin does not affect efficiency much for any of the search algorithms; and
that spin increases the efficiency for set B in all search algorithms.
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Sensitivity distance plots
Sensitivity distance has been described in Sec. 3. We compared the sensitivity
distance measured by different searches as a function of the mass and spin parameters.
(a) Average Range: Set A. (b) Average Range: Set B.
Figure 4.14: Average Range in m1m2 Space.
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(a) CBC High Mass: Set A. (b) Omega: Set A.
(c) CWB: Set A. (d) Ringdown: Set A.
Figure 4.15: Sensitivity Distance in m1m2 Space Set A: These plots show sen-
sitivity distance in m1m2 space for different search algorithms. For set A, CBC High
Mass has the best performance in sensitivity distance.
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4.3.5 Parameter Recovery
Mass Parameter:
A significant event identified by the matched filtering algorithm corresponds to a
particular waveform in the template bank. Hence, for CBC High Mass and Ringdown
search algorithms the mass parameter can be identified. As a GW burst search does
not use a BBH coalescence signal model, it is not possible to retrieve the source
parameters directly. But with the assumption that a burst search picks up the ring-
down frequency after certain mass, it is possible to convert the peak frequency to a
corresponding mass parameter. Fig. 4.16 shows the plot of the injected total mass
and the detected total mass. The color scale is the spin parameter χ. CBC High
Mass, which uses non-spinning templates, shows a parameter bias when it searches
for non-precessing spinning waveforms. For positive χ values, the mass parameter
is under estimated. For negative χ values, the found mass parameter is over esti-
mated. The same effect if also seen for Omega and Ringdown searches for the IMBH
set. The mass recovery for CBC High Mass on the IMBH set is not good. Similarly,
the mass recovery by the Omega and the Ringdown search on the high mass set is not
good. An over-all over estimation bias of
√
2 factor in measuring the mass is found in
the Ringdown search. From this it could be inferred that the Ringdown search finds
the portion of the waveform before the actual ringdown takes place, hence the mass
is over estimated. For high positive spin parameters, the total mass recovered by
the Ringdown search improves. Chirp mass measured by CBC High Mass is shown in
Fig. 4.17. As shown in Sec. 2.2.3, chirp mass is the factor, which is one of the defining
parameters for the inspiral phase. But in the mass range of 25 – 100 M⊙, most of
the power in the waveform inside the LIGO band does not correspond to the inspiral
phase, but rather to the merger and the ringdown phase. In that case the chirp mass
ceases to be a good quantity that can be recovered.
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(a) CBC High Mass: Set A. (b) CBC High Mass:Set B.
(c) Ringdown:Set A. (d) Ringdown:Set B.
(e) Omega:Set A. (f) Omega:Set B.
Figure 4.16: Mass Recovery: Omega and Ringdown do not recover mass parameter
well for Set A. Mass recovery by CBC High Mass for set A is affected by orbital hang-
up. Mass measured by Omega and Ringdown for set B are also affected by orbital
hang-up.
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(a) CBC High Mass: Set A.
(b) CBC High Mass: Set B.
Figure 4.17: Chirp Mass Detected: These plots show that the high mass algorithm
does not recover chirp mass of the system well.
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Frequency Measured:
A BBH coalescence waveform has many characteristic frequencies. Omega burst
search measures the peak frequency of an event. Ringdown search measures a fre-
quency corresponding to a damped-sinusoid. For set A, the merger and the ringdown
phase of the waveform does not have power in the most sensitive frequency band.
Most of the power is still in the inspiral region. Hence both Omega and ringdown
identify a random frequency depending on the noise property that time. This is seen
in Fig. 4.18a and 4.18c. For the IMBH set both searches identify the ringdown fre-
quency in accordance with the orbital hang-up effect. Fig. 4.18b and 4.18d show
that the Omega and the ringdown search find higher peak frequency and ringdown
for positive spin parameter χ (aligned BBH) compared to negative χ (anti-aligned
BBH). The frequency measured by these searches is plotted with the actual ring-
down frequency in Fig. 4.19. Interestingly, it is seen that after a total mass of 80 M⊙
Omega overestimates the ringdown frequency and the Ringdown search underestimates
the ringdown frequency. When the average of Omega found peak frequency and the
Ringdown search measured frequency are considered, that agrees well with the actual
ringdown frequency.
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(a) Ringdown: Set A. (b) Ringdown: Set B.
(c) Omega: Set A. (d) Omega: Set B.
Figure 4.18: Measured Frequency: These plots show the frequency found by burst
searches and Ringdown searches. One can see that for set A, neither the Ringdown
search nor the Omega search have a consistent pattern in the detected frequency. For
set B one can see both the search algorithms have the frequency scaling as 1/M. One
could also see the effect of spins on the detected frequency. Mass-weighted spin value
is shown as the color of the plot. Spin increases the ringdown frequency.
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(a) Ringdown: Set A. (b) Ringdown: Set B.
(c) Omega: Set A. (d) Omega: Set B.
(e) Average of Omega, Ringdown: Set A. (f) Average of Omega, Ringdown: Set B.
Figure 4.19: Omega and Ringdown Search Measured Frequency: THe average
of the frequency measured by the Omega and Ringdown searches after 80 M⊙ gives an
accurate description of the actual ringdown frequency.
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Time Measured:
A search algorithm reports a significant time it finds around an event in the data.
It is important to understand the nature of this time with respect to a characteristic
time of a BBH signal. CBC High Mass algorithm reports the time for the light ring
portion of EOBNR waveform. This time is called the end time. Ringdown search
registers the start time of a ringdown. As discussed previously, the Omega burst search
reports the peak time of a waveform. The time measured by a search algorithm is
crucial as this is the time around which EM follow-up will take place and parameter
estimation code will run.
Fig. 4.20 shows that the Omega burst search finds the peak time of the BBH
waveform within 50 ms of the actual waveform peak. There is a spin dependence on
the peak time found by Omega. Positive spin parameters χ lead to Omega finding the
peak away from the actual waveform peak.
Fig. 4.21 shows the difference between the start time measured by Ringdown search
from the peak time measured by the Omega burst search. The peak time measured
by Omega is identical to the start time measured by the Ringdown for the high mass
set. But this is no longer true for the IMBH set. Here, as the mass increases, the
difference between Omeg measured time and Ringdown measured time also increases.
At 350M⊙ the difference is 50 ms. This number is important as for developing future
coincidence-techniques between Ringdown search and a burst search. The coincident
time-windows for such techniques will be mass dependent.
Fig. 4.22 shows that the start time measured by the Ringdown search is in good
agreement with the end time measured by the CBC High Mass search.
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(a) Omega: Set A. (b) Omega: Set B.
Figure 4.20: Time Recovery by Omega: For the total mass range of 25 – 350 M⊙
Omega identifies the peak of the waveform within 50 ms. There is a clear spin effect.
A high positive spin parameter leads to the peak time being found the farthest away
from the peak of the waveform.
(a) Ringdown-Omega: Set A. (b) Ringdown-Omega: Set B.
Figure 4.21: Time recovery: Ringdown-Omega: These plots show the time
difference between the peak time found by a burst search and the start time found by
the Ringdown search. For set A, one can see that both Ringdown and Omega searches
recover the times very well. For set B, one can see the difference between the peak
time and the start time increases with mass. From these plots one can infer that a
time coincident of 50 ms should be sufficient for a Omega Ringdown coincidence for
the IMBH system.
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(a) Ringdown-CBC High Mass: Set A. (b) Ringdown-CBC High Mass: Set B.
Figure 4.22: Time recovery: Ringdown-CBC High Mass: These plots show
that the start time of a matched ringdown template is in good agreement with the
end time recovered by a matched high mass template.
4.4 Chapter Conclusion
In this chapter I have shown the comparison of detectability of BBHs measured
by templated search and burst search algorithms. This detectability comparison is
done both at an SNR threshold and at a fixed false alarm rate threshold. When
the comparison is done at an SNR threshold the detectability performance of the
search algorithms are very similar. But at a fixed false alarm rate threshold there are
differences in performance. For a BBH with total mass range of 25 – 100 M⊙, the
matched filtering search with analytical BBH coalescence waveform template, has the
best detectability compared to other searches. For a BBH with total mass range of
100 – 350 M⊙ the Ringdown search algorithm and the burst search algorithms have
comparable detectability performance. Tools developed to do this comparison will be
very useful in future studies where multiple search algorithms will be used.
I also have discussed the properties of single detector triggers obtained from these
searches. I have shown how mass and spin of the BBH affect the trigger properties.
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CHAPTER 5
THE NINJA PROJECT
5.1 Numerical Relativity Meets Data Analysis
General relativity is a highly non-linear theory. There is no full analytical solution
yet for the problem of collision of a BBH. One of the most elusive grand challenge
problems that was pursued by several numerical relativity groups in the late 1990s was
to successfully evolve BBH coalescence through numerical methods [120, 121]. As part
of the Lazarus project, a post grand challenge technique was partially successful to
extract BBH coalescence waveforms from short-lived full numerical simulations with
the aid of post-Newtonian techniques and perturbations of single black holes [122].
The grand challenge problem was solved in 2005 with ingenious techniques [123].
There are now several numerical relativity groups that simulate BBH in an interesting
parameter space [27, 124, 125, 126, 127, 128, 129]. Full Inspiral-Merger-Ringdown
(IMR) waveforms are an important application of NR. They are also important to
test and tune search algorithms with realistic signals. It has been shown that for
masses above 12 M⊙, NR simulations of the last orbits and mergers are required
for the construction of optimal detection templates in ground based detectors [69].
Previously, due to the lack of spinning IMR models, searches were restricted to non-
spinning templates [45, 82]. The need for NR simulation is expected to be even greater
when spinning binaries are included in the templates. Analytical models of waveforms
in all the parameter space where NR waveforms exist are not yet fully available. There
are attempts to model these waveforms through the numerical relativity - analytical
relativity (NRAR) project [130]. Even the available numerical relativity waveforms
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need to be tested for accuracy among different groups producing those waves [131]
(discussed in Sec. 5.3). Techniques that are implemented in the LIGO-Virgo data
analysis should be able to use these waves to tune different search algorithms and
to gain confidence about future detection. With this interaction between NR and
DA in mind, the Numerical INjection Analysis (NINJA) [132] project was conceived.
There have been two NINJA projects since then. The second NINJA project is still
in progress at the time of this writing.
My work within the project consisted of checking the waveforms, preparing the
data set for the studies, exploring the use of Omega burst search on these waveforms,
and most importantly comparing search algorithms.
5.2 NINJA-1
As part of the first NINJA project, several NR groups contributed colliding black
hole waves for a variety of spin and mass parameters [133]. These NR waveforms
were added to simulated Gaussian noise at initial LIGO sensitivity and for H1L1V1
network configuration. The waveforms were not tested among each other for accu-
racy (discussed in Sec. 5.3). The only accuracy standard used in NINJA-1 was the
convergence criteria for numerical codes. A total of 126 waveforms were injected in
the data set. Due to the finite number of NR waveform cycles before the merger,
a minimum total mass of 36 M⊙ was possible. A maximum mass of 310 M⊙ was
present in the data set. Several of the data analysis algorithms tested the validity of
their codes on this data. This included the matched filtering algorithms, burst search
algorithms and parameter estimation algorithms. The data set and the analyses were
not blind, i.e. the time when the signals were added to the noise were known. Among
several analyses, the Omega burst search was also tested on this data set. Fig. 5.1a
considers the peak frequency found by the Omega search converted to characteristic
mass parameters.
127
M =
c3
6
√
6πGfISCO
, M =
c3
3
√
3πGfLR
, M =
0.5967c3
2πGfERD
(5.1)
Fig. 5.1b considers the start frequency found by the Ringdown search and converts
it to the same mass parameters. As expected, it was found that the peak frequency
from a Omega burst search and the start frequency of the Ringdown search fall within
the ISCO frequency and the expected ringdown frequency for the mass range present
in the data set.
(a) Omega Peak Frequency. (b) Ringdown Start Frequency.
Figure 5.1: Omega Found Peak Frequency: In NINJA-1 it was observed that
Omega search algorithm finds the frequency between the ISCO frequency and the
ringdown frequency with a substantial overlap with the ringdown frequency at higher
mass.
Due to a finite number of signals in NINJA-1, it was limited in its scope; and
performance studies among several pipelines could not be conducted with the data
set. Most of the signals present in the data set were very loud, hence they were found
by all participating search methods.
NINJA-1 established a mechanism of sharing numerical data between numerical
relativity and data analysis. From NINJA-1 it was concluded that it is important
to compare the numerical waveforms among each other for accuracy before they are
tested in search algorithms. The need for being able to add numerical signals on
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the fly so as to obtain a large statistics, and the need of longer waveforms so as to
scale the BBH total mass to desirable values were also realized at the conclusion of
NINJA-1.
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5.3 NINJA-2
5.3.1 Waveforms and Accuracy Standards
The second avatar of NINJA, the ongoing NINJA-2 project, is more ambitious
in its scope. There are hybrid post-Newtonian (PN)-NR waveforms available [134]
(described below), which allows the use of waveforms that have not yet been used in
constructing analytical models, and this avoids any additional modeling errors. The
NINJA-2 catalog of waveforms consists of non-precessing waveforms. The waveforms
are being made available without any noise added to them. Hence they can be added
for a large sample study in any given noise set. There are two prescribed noise sets
that are used for standardizing comparisons among several data analysis pipelines:
a Gaussian noise set, and there is two months of S6-VSR1/2 noise, recolored to
advanced LIGO-Virgo sensitivity.
Hybrid waveforms are made by stitching a PN waveforms with a NR wave-
form. PN waveforms are reliable in early inspiral, whereas they become increasingly
unreliable towards late inspiral and merger [135]. NR simulations accurately compute
the full inspiral, merger, and ringdown portions of binary coalescence [123, 136, 137],
but are too computationally expensive to extend far into the inspiral regime [138].
The PN and NR waveforms are matched over a common interval for making hybrid
waveforms. Hybridization is done by least-squares fits to determine the extrinsic pa-
rameters for the PN waveform [139, 140]. To make hybridization possible for suitable
parameter space, the NINJA-2 project also set the following requirements:
• The NR waveform should include at least 5 orbits before merger.
• Hybrid GW stitching should be possible forMω ≤ 0.075, where ω is the angular
GW frequency.
• It should be possible to scale the hybrid waveform to 10 M⊙ in such a way that
the waveform should start from 20 Hz.
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• The (￿ = 2,m = ±2) for the NR waveform should have an amplitude error
below 5%.
• The (￿ = 2,m = ±2) for the NR waveform should have an accumulated phase
error below 0.5 radian.
• The highest PN order available for phase and amplitude is used for hybridiza-
tion.
• All spherical harmonic modes are welcome, but only the dominant mode ￿ =
|m| = 2 required. (For a discussion on higher modes See Sec. 6.1.)
There are some systematic errors in hybridization resulting from errors in the PN
approximation, the choice of blending region, and the hybridization method [138, 141].
Hybridization is accomplished by evaluating
δ(￿u, a) = min
{￿u,a}
￿ ξ1
ξ2
|ΥPN(ξ, ￿u)− aΥNR(ξ, ￿u0)|2 dξ (5.2)
where Υ represents waveform data of the strain [e.g., h(t) = h+(t) − i h×(t),
arg[h(t)] or h˜(f)]. If Υ is in time domain, then ξ = t; if Υ is in the frequency domain,
then ξ = f . For either case, [ξ1, ξ2], chosen within the domain of both the PN and NR
data sets, defines the integration interval and, in most cases, the blending region. The
vector ￿u denotes the set of PN–parameters over which the fitting is performed. For
example, ￿u = (tshift,φshift, q) corresponds to adjusting time- and phase- shift and the
mass ratio of the PN waveform to match the NR waveform. The best-fit parameters
are denoted by ￿u∗. The amplitude scaling factor, a, is often fixed to a = 1, but may
be used as a fitting parameter [139]. Finally, in the limit ξ1 → ξ2, this procedure
reduces to enforcing equality of ΥPN and ΥNR at ξ1 = ξ2, as well as equality of the
first derivative.
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A total of 8 numerical relativity groups have contributed waveforms for the NINJA-
2 project [134]. They are: SpEC (Spectral code from Caltech-Cornell-CITA collabo-
ration), GATech (Georgia Institute of Technology), RIT (Rochester Institute of Tech-
nology), FAU (Florida Atlantic University), BAM (collaboration from Cardiff-Jena-
Palma-Vienna), UIUC (University of Illinois at Urbana-Champaign), Llama (Albert
Einstein Institute) and LEAN (NR code developed by Ulrich Sperhake). Fig. 5.2
shows the parameter space for which NINJA-2 waveforms are available. Most wave-
forms are for an equal spin configuration. There are three non-equal spins, and 29
different configurations of mass ratio and spins. As demonstrated in Fig. 5.2, the
parameter space is mostly populated in the equal mass and equal spin axes.
Figure 5.2: NINJA-2 Waveform Catalog: This set of figures shows different
waveforms from different NR groups available in NINJA-2 collaboration for analysis.
Note the availability of spin parameters from -0.95 to 0.97. This 3-dimensional plot
is computed with the NRCore package [142].
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Fig. 5.3 shows the hybrid waveforms in the time domain. The NR portion, the
PN portion and the hybrid portions are shown in different colors. The time unit in
this plot is in total mass. Hence for a given total mass of the BBH system the time
unit has to be scaled. The black circles indicate 10 and 20 GW cycles measured from
the waveform peak.
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Figure 5.3: Summary of All NINJA-2 Hybridized Waveforms (r/M)h+: The
x-axis shows time in units of M and the y-axis shows the real part of the (￿,m) = (2, 2)
component of the dimensionless wave strain (r/M)h = (r/M)(h+ − ih×). The top
group shows equal-mass, equal-spin waveforms. The middle group shows unequal-
mass and zero-spin waveforms, and the bottom group shows unequal spin waveforms.
The black circles indicate 10 and 20 GW cycles measured from the waveform peak.
The hybridization frequency range is shown in the yellow line. The post-Newtonian
part is shown in the red line and the NR portion occurring after hybridization is
shown in the blue line. A similar plot, inclusive of all modes, is shown in Fig. 6.1.
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Fig. 5.4 shows the equal mass non-precessing spinning waveforms in the frequency
domain. The Fourier transforms show monotonic behavior in the mass-weighted spin
parameter1 χ = (qχ1+χ2)/(q+1) shown as color of the plot highlighting the orbital
hang-up effect due to spin. q is the mass ratio. This plot conveys that although
a wide variety of NR group waveforms have been used, they converge and line up
neatly. Plotting |h˜(f)|√f with the ASD makes it easier to estimate the SNR of the
signal directly from the graph.
Figure 5.4: Sample Frequency Domain Plot: |h˜(f)|√f of the (￿,m) = (2, 2)
mode for all equal-mass equal-spin NINJA-2 waveforms, scaled to 10 M⊙ and are
placed at an effective distance of 100 Mpc. The vertical line indicates 20 Hz, the
required upper bound on the initial frequency of the hybrids.
1χ = (qχ1 + χ2)/(q + 1) = (m1χ1 +m2χ2)/(m1 +m2).
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Accuracy Standards of NINJA-2 waveforms can be tested by computing the
overlap between two waveforms s1 and s2:
￿s1 s2￿ := max
∆t,∆φ
(s1 s2)￿
(s1 s1) (s2 s2)
. (5.3)
where:
(s1 s2) = 4￿
￿ ∞
0
df
s˜1(f)s˜￿2(f)
Sn(f)
(5.4)
The overlap functions are normalized inner products, weighted by the given noise
PSD, and maximized over the signal phase and time of arrival (i.e. peak times are
matched). When the overlap is 1, the two waveforms are indistinguishable from each
other.
Fig. 5.5a shows the overlap with early advanced LIGO noise PSD as a function of
mass when hybridized waveforms of the same intrinsic parameter from two different
NR groups are compared. Above 30 M⊙ it is seen that the overlap is very close to 1,
and most of the contribution to the hybrid waveforms come from the NR portions of
the hybridized waveforms, suggesting they are very close to being indistinguishable.
Below 30 M⊙ the overlap decreases. At this mass range most of the contribution to
the hybrid waveform comes from the PN part. And the mismatch of the waveform
comes from the error in the different implementation of PN waveform (TaylorT1 vs.
Taylor T4) used in the hybridization. Fig. 5.5b shows the error in total mass that
is seen when one hybrid is made a template to search another hybrid waveform with
the same parameter. A small systematic mass bias of 0.6% is observed even when the
overlap is very high (0.99). Both the overlap shown in Fig. 5.5a and the mass bias
shown in Fig. 5.5b are well within the error bounds that can arise in LIGO-Virgo
searches. But the implication of this level of mismatch and mass bias is not fully
understood for the dedicated parameter estimation codes.
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(a) Overlap.
(b) Mass Bias.
Figure 5.5: NINJA-2 Waveform Accuracy Standards: In Fig. 5.5a Overlap
plots are shown for a few sample waveforms [134]. The number next to q in the name
of a waveform shows the mass ratio. T1 or T4 in the name of the waveform points
to the family of PN waveform used for hybridization. Note the high overlap > 0.95.
The maximum contribution of the overlap error comes from the PN part. Fig. 5.5b
shows that there is a very small mass parameter bias between the waveforms.
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5.3.2 Detectability
The detectability of NINJA-2 waveforms can be quantified with the expected
horizon distance or by efficiency curves. Fig. 5.6a shows the horizon distance at initial
LIGO sensitivity. As expected, orbital hang-up leads to greater horizon distance for
the aligned BBH systems. The SpEC spin -0.95 and +0.96 are the extreme cases
for which no analytical waveforms are available yet. Similarly, Fig. 5.7 shows the
horizon distance for early advanced LIGO and advanced Virgo sensitivity. Here, for
simplicity the effect of redshift is neglected. In actuality, at Gpc range, redshift,
which is coupled to the distance and to the GW frequency, should become significant,
and change the shape of the horizon distance (as a function of total mass) curve.
The different expected performance of LIGO and Virgo can be attributed to their
different low frequency sensitivity. The actual detectable distance will be contingent
on Virgo (also LIGO) actually attaining that level of sensitivity without glitches in the
noise at low frequency. In Appendix M, the maximum horizon distance and the most
sensitive mass (for initial LIGO, early advanced LIGO and early advanced Virgo) for
a particular spin parameter, for the available equal mass waveforms in the NINJA-2
catalog are tabulated.
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(a) Horizon Distance.
(b) Efficiency Curves.
Figure 5.6: Horizon Distance and Efficiency for the NINJA-2 Hybridized
Waveform in Gaussian Noise at Initial LIGO Sensitivity: The color scale in
these plots is the spin parameter χ.
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Fig. 5.6b shows the expected efficiency curves that could be obtained with an
SNR threshold of 5.5 in initial LIGO. A uniform mass distribution between 10–350
M⊙ was used to estimate these curves. In Appendix M, the 50% and 90% efficiency
distances are tabulated for different spin values in the NINJA-2 catalog.
(a) Horizon Distance.
Figure 5.7: Horizon Distance for Early Advanced LIGO-Virgo ∼ 2015: The
darker shade of the region is for early advanced Virgo, which has more sensitivity than
early advanced LIGO at low frequency. Horizon distance is almost more than twice
for early advanced Virgo compared to early advanced LIGO. The actual detectability
will of course depend on the glitch-proneness in the lower frequency band for the
detectors.
5.3.3 Testing Search Algorithms on Gaussian Data Set
As the first NINJA-2 test, a data set was prepared with a total of 1024 signals
added to simulated Gaussian data at initial LIGO sensitivity. A uniform mass dis-
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tribution from 10 to 350 M⊙, and a 1/SNR distance distribution for injections were
chosen. The signals were added every 2000 s for the first 3 weeks and sparsely for
week 4 to 6. This data set was prepared before the extreme spin, SpEC s=-0.95 and
SpEC s=0.97, waveforms were added to the NINJA-2 catalog. In addition to the stan-
dard searches mentioned in Sec. 4.1.1, a new search algorithm, Gstlal IMRSA [143],
was tested on this data set. This algorithm uses PhenomB waveform family as tem-
plates. This by-passes the problem of extending lattice template-placing [115] to
higher masses by using a stochastic template bank. Fig. 5.8 shows the efficiency
curves obtained at an SNR threshold of 5.5. CBC High Mass uses the non-spinning
EOBNR template-bank from 25 to 100 M⊙. Hence the loss of detection efficiency
for injections spanning 10 to 350 M⊙ is well expected. This loss of efficiency is seen
as the dip in the scatter points. The 50% and 90% efficiency distances are tabu-
lated in Table 5.1. With SNR threshold Gstlal IMRSA algorithm is the most efficient
algorithm.
141
(a) CBC High Mass. (b) Omega.
(c) IMRSA.
Figure 5.8: Detection Efficiency Comparison at Fixed SNR Threshold.
Algorithm 50% (Mpc) 90% (Mpc)
Expected 719 364
CBC High Mass 757 303
Omega 698 381
IMRSA 890 416
Table 5.1: 50% and 90% Efficiency Distances at an SNR Threshold of 5.5
for NINJA-2 Gaussian Injection Set Initial LIGO Sensitivity.
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(a) Coherent Waveburst. (b) Omega.
(c) Ringdown. (d) CBC High Mass.
(e) Gstlal IMRSA.
Figure 5.9: Parameter Estimation on Hybridized NINJA-2 Waveform: Mass
is underestimated for high spin (aligned) parameter value 4.5% per 0.1 spin for CBC
High Mass, 4% per 0.1 spin for Omega. Mass is overestimated for low spin parameter
(anti-aligned) values.
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Fig. 5.9 shows the parameter estimated by different search algorithms on this
Gaussian noise data set. The main points from these plots are listed below:
• Both burst algorithms, Omega and CWB, estimate the mass poorly below M = 20
M⊙.
• Omega determines the mass above 100 M⊙ with 35% accuracy or better.
• The mass is underestimated, by Omega (CBC High Mass) with 4% (4.5%) per
0.1 spin, for a high spin parameter value.
• The mass is overestimated, by Omega (CBC High Mass) with 4% (4.5%) per 0.1
spin, for a low spin parameter value.
• CWB estimates mass better than Omega for mass less than 100 M⊙.
• Above 100 M⊙ Omega estimates mass slightly better than CWB.
• Gstlal IMRSA recovers the parameter with the tightest bound among all the
searches described here. However there is a spin effect. It could be inferred that
further tuning is needed for a stochastic template-placing algorithm.
5.3.4 Upcoming Analysis with NINJA-2
At the time of this writing, NINJA-2 collaboration is gearing up to analyze these
waveforms in real detector noise. 2 months of S6 LIGO and VSR2/3 Virgo noise is
made available for this. The noise is recolored to early advanced LIGO and advanced
Virgo sensitivity. It was shown in Sec. 4 that a fair comparison between search
algorithms can only be done at the same false alarm rate. The tools and techniques
developed for the performance studies on S5 data discussed in the last chapter can
be readily used for this. Development in new template place algorithm will extend
the scope of match filtering searches to the IMBH region. In such a scenario it will
be crucial to know performance of this algorithm with Ringdown and burst search
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algorithms. Higher mode waveforms are present in NINJA-2. Their accuracy is being
tested now. As will be shown in the next chapter, these higher modes contribute
significantly for asymmetric mass BBH systems. Effects of higher modes with NINJA-
2 waveforms will be crucial to test. NINJA-2 also offers spinning waveforms that are
not modeled analytically yet.
Currently, a blind injection test with real data has been completed successfully.
There will be more blind data challenges in NINJA-2 which will test the preparedness
of pipelines end to end. NINJA-2 also provides a forum where 2 branches of data
analysis, search and parameter estimation can interact closely.
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CHAPTER 6
IMPACT OF HIGHER MODES
For slow-motion sources the GWs emitted are derived by quadrupole formalism [2]
(see Sec. 1.1). Other higher moments can contribute significantly during highly rela-
tivistic condition. The coalescence of a BBH is a complex process. During the inspiral
regime, the quadrupole formalism gives very accurate description of the process. But
during the late inspiral, merger and ringdown other higher modes get excited and can
contribute significantly to the GW. The majority of the waveform models that are
used in GW data analysis did not have higher modes included into them, and only
now, the higher modes [76, 144] are beginning to get incorporated. A real GW signal
from the BBH would have all the modes present. Hence, from the data analysis per-
spective, it is an important question how these higher modes affect the performance
of a search.
6.1 Higher Mode Tests with NINJA-2 Waveforms
A GW can be expressed in the basis of spin-weighted spherical harmonics (see
Appendix N) as:
h+ − ih× =
∞￿
l=2
l￿
m=−l
−2Ylm(θ,φ)hlm (6.1)
where ￿ = 2,m = 2 and ￿ = 2,m = −2 are the dominant mode. Other modes
become important in special cases. Traditionally, the result of NR simulations is
expressed in terms of complex waveform modes hlm.
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hlm =
￿
−2Y ∗lm(θ,φ)(h+ − ih×)dΩ. (6.2)
One has to add these complex waveform modes to get the full waveform. Fig. 6.1
shows the mode-summed plots for NINJA-2 waveforms in the orbital plane (edge-
on configuration). As the waveform is expanded into spherical coordinates, it is
intuitively evident that it would depend on the direction from which it is observed.
The angular distribution of the Newtonian wave around a BBH is given by [1, 5]:
h+ ∝ 1 + cos
2 ι
2
, h× ∝ cos ι, (6.3)
where ι is the inclination angle shown in Fig.2.4. When ι is π/2, then h× is zero,
and the configuration is called edge-on. That means we are looking at the GW in
the orbital plane of the binary. While using the higher modes, θ in −2Ylm(θ,φ) is
basically ι. The real part of the spin-2 spherical harmonics contribute to the angular
part of h+, and the imaginary part of spin-2 spherical harmonics contribute to the
angular part of h×. For the dominant modes, i.e. l = 2,m = ±2, one could see that
the imaginary part vanishes at ι = π/2 in accordance with the previous observation
from the Newtonian result.
When a waveform is known up to a mode ￿ = L, then the GW luminosity is:
dE
dt
=
Ωˆ2
8π
L￿
l=2
l￿
m=0
m2| R
M
hlm|2 (6.4)
As seen from this equation, the luminosity depends on the square amplitude of
the complex modes. This is plotted in Fig. 6.3. The grey region plots |hlm|2 for the
available modes for a waveform. Magenta is the contribution from all modes except
(2,±2) modes. When magenta is absent from a particular plot, it means for that
particular NR waveform no higher modes except (2,±2) were submitted. Red line in
the plot is the post-Newtonian region. The green line is the hybridized region. The
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blue line is the pure NR portion. The two circles on the plot point to the 10 and 20
GW cycles before the merger.
This figure demonstrates that higher mode contribution to luminosity can be
ignored in equal mass non-precessing spinning waveforms. But still the luminosity
contribution of higher modes is more in aligned spins than in anti-aligned spins.
Higher modes become important for the non-spinning asymmetric mass system.
For such systems the asymmetry leads to modulation of the waveform. Intuitively the
explanation is that the higher mass black hole perturbs the orbit of the BBH leading
to the modulation in the emitted GW. This modulation is visible when observed on
the orbital plane. This is demonstrated in Fig. 6.2. Here only SpEC and RIT wave-
forms are considered. In the face-on plane we don’t observe any modulation, and
the waveform with higher modes are identical to the waveforms with the dominant
modes. For ι = π/4 the modulation effect is already visible. This effect is the most
pronounced in the orbital plane (ι = π/2). This effect is in accordance with the
observation made in Ref. [145]. The SpEC waveforms show increasingly pronounced
alternating maxima, whereas the RIT q = 10 waveform breaks this trend, with con-
secutive maxima in h, which are of equal amplitude. This difference could arise from
the fact that SpEC and RIT submitted a different order of higher order modes. SpEC
submitted up to ￿ = 5 modes, whereas for RIT the highest order mode is ￿ = 3.
A first attempt of understanding the detectability of these higher modes in NINJA-
2 waveforms with the Omega search algorithm is shown in Ref. [146]. Currently higher
modes waveforms in NINJA-2 are being investigated for accuracy studies. Therefore,
I switched to the study of higher modes with the EOBNR waveform available in
LALApps.
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Figure 6.1: Mode-Summed Time Domain Plot of NINJA-2 Waveforms
(r/M)h+: The x-axis shows time in units of M and the y-axis shows the real
part of the (available) mode-summed waveform of the dimensionless wave strain
(r/M)h = (r/M)(h+ − ih×) plotted in the orbital plane (ι = 900) . The top group
shows equal-mass equal-spin waveforms. The middle group shows unequal-mass and
zero-spin waveforms, and the bottom group shows unequal spin waveforms. The
black circles indicate 10 and 20 GW cycles measured from the waveform peak. The
hybridization frequency range is shown in the yellow line. The post-Newtonian part
is shown in the red line and the NR portion occurring after hybridization is shown in
the blue line. A similar plot but just with the (2, 2) mode is shown in 5.3.
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(a) (2,±2), ι = 0 (b) (2,±2), ι = π/2
(c) Higher Modes, ι = 0 (d) Higher Modes, ι = π/2
(e) (2,±2), ι = 0 (f) (2,±2), ι = π/2
(g) Higher Modes, ι = 0 (h) Higher Modes, ι = π/2.
Figure 6.2: NINJA-2 Waveform Plots at Different Inclination Angles.
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(a)
Figure 6.3: Luminosity from Sub-Dominant Modes: The gray regions show
the sum of strain amplitude squares for all available modes. The sum of strain
amplitude square is proportional to the luminosity of GW. The magenta regions
show the contribution to luminosity from all the available modes other than (2,±2).
It is seen that higher modes do not contribute substantially for equal mass spinning
BBH system. But the contributions become significant, up-to 10 % for asymmetric
mass system. For some waveform submission higher modes were not submitted by
the NR groups, hence magenta is absent there. For non-precessing spins it is seen
here that higher mode contribution is more important for aligned spins compared to
anti-aligned spins.
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6.2 Higher Mode Tests with EOBNR Waveform
6.2.1 Higher Mode Effect Seen Through Omega Scan
Very recently, higher mode EOBNR waveforms became available [76]. This EOBNR
model is identified as EOBNRv2HM to distinguish it from other versions of EOBNR
waveforms. This is available for modes up to ￿ = 5. Fig. 6.4 shows plots of the
EOBNRv2HM waveform along with the EOBNRv2 waveform, which just has the
dominant (2,±2) modes. As the mass ratio increases, the modulation effect becomes
more pronounced. At ι = 0 there is no difference between EOBNRv2 and EOB-
NRv2HM waveforms. But in accordance with the observation made before with the
NINJA-2 waveform, this modulation becomes visible at higher inclination angles and
the most visible on the orbital plane.
To study these effects in a search algorithm, I used the Omega burst algorithm. A
number of scans of the EOBNRv2HM waveforms, along with the EOBNRv2 wave-
forms were performed with S6 noise recolored to early advanced LIGO noise. They
are shown in Appendix O. The scans are done for mass ratios between 1 to 10. 4
representative total mass systems were considered: 16, 70, 160 and 300 M⊙. These
comparison of scans are conducted at the exact GPS time. This ensures that the
comparison of time-frequency scans use the exact same noise realization.
Some interesting observations from these scans are:
• At inclination angle ι = 0, i.e. for the face-on configuration, higher mode
waveforms are identical to dominant mode waveforms.
• As the inclination increases, the peak SNR measured by Omega decreases for all
mass ratios and for both the higher mode and dominant mode waveforms.
• For mass ratio q = 1, peak SNR measured by Omega for the dominant mode is
close to the peak SNR for higher modes.
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• For mass ratio q = 1, for mass 300M⊙ at a higher inclination angle a secondary
peak at a higher frequency starts to develop.
• This secondary peak for a total mass of M = 300 M⊙ gets more SNR starting
from mass ratio, q = 2. This peak also becomes the most significant peak from
q = 3. This suggests that for the IMBH system, which goes out of band for
advanced detectors (below the seismic wall), inclusion of higher mode would
bring it back to a detectable band.
• For q > 1, the peak SNR measured by Omega is higher for the higher mode
waveform than for the dominant mode waveform. This suggests that the signal,
which otherwise would have been missed by a burst search when just dominant
modes were used, can be found if higher modes are included.
• The contour shape of Omega time-frequency map has kinks for higher modes
compared to the dominant mode scans (the dominant mode Omega scans have
the shape of the standard chirp). This could be attributed to the modulation
effect due to the inclusion of higher modes. This is corroborated with the fact
that these kinks are only present at a non-zero inclination angle.
Fig.6.5 shows plots describing how much higher the peak SNR measured by Omega
scans for the higher mode waveforms are with respect to the dominant mode only
waveforms.
153
(a) q = 1, (2,±2), ι = 0. (b) q = 1, (2,±2), ι = π/2.
(c) q = 1, HM, ι = 0. (d) q = 1, HM, ι = π/2.
(e) q = 10, (2,±2), ι = 0. (f) q = 10, (2,±2), ι = π/2.
(g) q = 10, HM, ι = 0. (h) q = 10, HM, ι = π/2.
Figure 6.4: EOBNR Waveform Plots at Different Inclination Angles: The
tag NORMAL means that the dominant modes only and is based on EOBNRv2
waveform. The tag HM means, the the waveform has higher modes and is based on
the EOBNRv2HM family.
154
(a) M = 16M⊙. (b) M = 70M⊙.
(c) M = 160M⊙. (d) M = 300M⊙.
Figure 6.5: Peak SNR Measured by the Omega Scan is Higher for Higher
Mode EOBNR Waveforms: The difference in SNR is shown as % of the higher
mode SNR. Mass ratio is shown as the color of the plot. For a total mass of 16 M⊙,
SNR difference is 10% only for an inclination angle of 80 degrees. For a system with
a total mass 70 M⊙ at an inclination angle of 90 degrees, the SNR difference could
be up to 40%. For a system with a total mass 300 M⊙ a difference of up to 70%
is observed. It should be noted here that for 300 M⊙ and 16 M⊙, the maximum
SNR difference does not occur at the orbital plane, but at an inclination angle of 80
degrees. It remains to be tested if this is just an artifact of the EOBNR waveform
model or if it is generic for black hole coalescence waveforms.
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(a) M = 16M⊙. (b) M = 70M⊙.
(c) M = 160M⊙. (d) M = 300M⊙.
Figure 6.6: Peak Frequency Difference Measured by an Omega Scan for
EOBNRv2 and EOBNRv2HM Waveforms: Difference between the peak fre-
quency difference measured by Omega for higher mode and the dominant mode wave-
forms are shown for a total mass of 16, 70, 160 and 300 M⊙. Mass ratio is shown
as the color scale. There are no specific features, except the observation that for 300
M⊙ at an inclination angle of 30 degrees the Omega scan picks up a higher secondary
peak frequency for higher mode waveforms. This feature is seen for all mass ratios,
q > 1.
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(a) M = 16M⊙. (b) M = 70M⊙.
(c) M = 160M⊙. (d) M = 300M⊙.
Figure 6.7: Peak Time Difference Measured by Omega Scan for EOBNRv2
and EOBNRv2HMWaveforms: Difference between the peak time difference mea-
sured by Omega for higher mode and the dominant mode waveforms are shown for
total mass 16, 70, 160 and 300 M⊙. Mass ratio is shown as the color scale. Except
total mass 16 M⊙, for other 4 systems the peak time measured for higher mode is
always before the peak time measured for dominant mode. This can be explained
by the observation that the modulation effect no longer makes the amplitude right
before the ring down starts as the maximum amplitude for the whitened waveform.
6.2.2 Higher Mode Effect Seen Through Omega Search
With Omega scans one can only find the features of the waveform with prior
knowledge of the time at which the event occurs. Real effects of higher modes on a
burst search can only be gauged by running an Omega search. I ran an Omega burst
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search algorithm in a single detector mode on 10 sets of EOBNRv2 and EOBNRv2HM
simulation added to 2 months of S5 noise. I used a uniform total mass distribution
of 100 – 350 M⊙ and a uniform mass ratio1 distribution from 1 to 10. The sky
position was randomly chosen. The inclination angle was uniformly chosen in cos(ι),
similar to Fig. K.2. The polarization angle was also chosen to be uniform. A distance
distribution of log(distance) was chosen between 1 Mpc and 1000 Mpc.
With the above source parameter distribution, the SNR measured by Omega
search algorithm with clustering is shown in Fig. 6.8. The mass ratio was divided
into two sets in the post processing: the first one being a mass ratio of 1 to 1.8, and
the second set being a mass ratio of 1.8 to 10. The color scale is the complement of
the inclination angle (π/2 − ι). It is seen that most of the time the SNR measured
by Omega for higher mode waveforms is higher than the dominant mode waveform.
The few random fluctuations are due to random glitches being picked up around the
injection time. These data points vanish after the application of a higher detection
threshold for SNR. There is not much significant increase of SNR for the higher mode
waveforms seen in mass ratio from 1.0 to 1.8. But there is a significant increase of
SNR for higher mode waveforms on the set with mass ratio from 1.8 to 10.
This effect is translated into higher detection efficiency in Fig. 6.10 and Table 6.1.
The 50% and 90% detection efficiency distances are comparable (although higher) for
higher mode waveforms and dominant mode waveforms in S5 noise for mass ratio 1
to 1.8. But these detection efficiencies significantly change for mass ratios of 1.8 to
10. This effect is further demonstrated with a mass vs distance plot (Fig. 6.10), with
efficiency ratio in mass-distance bins as the color. One could see how the red region
has more area for the higher mode waveforms for mass ratio 1.8 to 10 compared to
the dominant mode waveforms.
1Please note that it is uniform from 0.1 to 1. That is the standard mass ratio convention in LAL.
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(a) Mass ratio 1 to 1.8. (b) Mass ratio 1.8 to 10.
Figure 6.8: Higher SNR Measured by an Omega Search for the EOB-
NRv2HM Waveform Compared to the EOBNRv2 Waveform.
(a) Mass ratio 1 to 1.8. (b) Mass ratio 1.8 to 10.
Figure 6.9: Increased Detection Efficiency Measured by an Omega Search
for the EOBNRv2HM Waveform Compared to the EOBNRv2 Waveform.
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(2,±2) (2,±2) HM HM
Set D50%eff (Mpc) D
90%
eff (Mpc) D
50%
eff (Mpc) D
50%
eff (Mpc)
Mass ratio: 1 – 1.8 304 64 327 (↑ 8%) 70 (↑ 9%)
Mass ratio: 1.8 – 10.0 187 34 278 (↑ 48%) 63 (↑ 85%)
Table 6.1: 50% and 90% Efficiency Distances at an SNR Threshold of 5.5
of (2,±2) and Higher Mode EOBNR Waveforms.
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(a) Mass ratio 1 to 1.8.
(b) Mass ratio 1.8 to 10.
Figure 6.10: Increased Detection Efficiency Measured by an Omega Search
for the EOBNRv2HM Waveform Compared to the EOBNRv2 Waveform
in Mass vs. Distance Plot.
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6.2.3 Chapter Conclusion
In this chapter I have demonstrated that inclusion of higher modes in the binary
black hole coalescence waveforms increase the detectability of such signals for a burst
search algorithm. I have shown qualitatively that the time-frequency morphology
of the signal changes at a higher inclination angle, which can be attributed to the
modulation effect of higher modes. A systematic study of the profile of peak frequency
and peak time in a burst search due to higher mode signal should be carried out. The
effect of higher modes in a matched filtering search remains to be tested, although
there are studies now showing overlap of the standard templates used in the LIGO
matched filtering searches with higher mode EOBNR waveform. Similarly, it will
be crucial to test dedicated algorithms doing parameter estimations on the higher
mode waveforms. NINJA-2 offers waveforms that will make it possible to do so. The
effect of higher modes in precessing binary black hole coalescence has been studied in
Gaussian noise by the UMass-GATech collaboration [147]. In this study (see Fig.10 in
Ref. [147]) an overall 10% increase of detectability with the inclusion of higher modes
were shown for GATech NR waveforms. This 10% increase occurs after the precession
angle of 1800. The current plan for the future NINJA-3 is to tackle hybridization of
precessing BBH waveforms. In this future research it will be crucial to compare the
effects of higher modes.
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CHAPTER 7
CLASSIFYING NON-GAUSSIANITY IN REAL
DETECTOR NOISE
Real detector noise is not Gaussian. It consists of loud glitches [96, 97, 98].
Glitches affect the detectability of a search algorithm. There are dedicated data
quality efforts in the LSC to identify these glitches. Removal of these glitches is
crucial. Glitches in a detector can be seen as the long tail in the SNR histogram
plot shown in Fig. 7.3. In this chapter I have compared different measures: entropy,
kurtosis, skewness, χ2, inter-quartile range and bispectrum- to classify Gaussian noise
from Non-Gaussian noise. For this study I have used S6/VSR2 noise that is used in
the NINJA-2 data analysis. These measures were tested on Omega triggers. The
triggers were separated into different frequency bins so as to test the Gaussianity of
data for different frequencies.
7.1 Noise ASD
For the NINJA-2 data analysis early advanced LIGO-Virgo sensitivities are used
for the noise. To make it more realistic, a month of S6 H1L1V1 noise frames were
taken and they were recolored to advanced detectors’ sensitivity, using Gstlal re-
coloring algorithm. Fig. 7.1 show the amplitude-strain-density (ASD) for these noise
frames. Some glitches that affect the ASDs are clearly visible in these plots. These
ways of showing aggregate of ASD plots can be useful understanding the behavior of
a detector over a period of time. Fig. 7.1d to 7.1f show the quantile plot of ASD.
They give information about the sensitivity variation over a time scale. Fig. 7.1g to
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7.1i show the ASD plots with time as the color. These plots can be used to identify
a time when the ASD deviates from the mean value.
(a) H1 Min/Max. (b) L1 Min/Max. (c) V1 Min/Max.
(d) H1 Quantile. (e) L1 Quantile. (f) V1 Quantile.
(g) H1 With Time. (h) L1 With Time (i) V1 With Time.
Figure 7.1: ASD of the Noise for the non-Gaussianity Study:
Fig. 7.1a, 7.1b, 7.1c show the minimum and maximum of the ASD in each frequency
for H1, L1 and V1 respectively. Fig. 7.1d, 7.1e, 7.1f show the ASD variation between
10th to 90th quantiles. Fig. 7.1g, 7.1h, 7.1i show the variation of ASD as a function of
time. These ASDs are drawn without any categories of vetoes applied on the data.
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7.2 Single Detector SNR Histogram and Time Series
I ran the standard single detector Omega search on these noise-only frames. The
SNR histograms are shown in Fig. 7.3. The time series plots are shown in Fig. 7.4.
Like realistic data, there are gaps as shown in the time series plots. Glitches occurring
in the data contribute towards the tail in the SNR histogram. Fig. 7.2 shows how
glitches affect the measured amplitude strain density. It should be noted that really
loud glitches could take the interferometer out of lock.
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(a) H1 ASD During a Glitch. (b) SNR Timeseries Showing the Glitch.
(c) L1 ASD During a Glitch (d) SNR Timeseries Showing the Glitch
(e) V1 ASD During a Glitch (f) SNR Timeseries Showing the Glitch
Figure 7.2: Example of How Glitches Affect ASD: These example plots show
how ASD rings due to glitches. In actual searches in order not to avoid glitches
affecting PSD, a median-mean-average algorithm [148] is used.
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Glitches also make the data deviate from being Gaussian. A particular event is
registered in a search algorithm as a collection of triggers at different frequency and
nearby time. To reduce this redundancy, I have applied a time-frequency clustering
algorithm that clusters related events within a time-window of 10 ms and a frequency
window of 10 Hz. After clustering, the tail contributions of glitches to the SNR
in the resulting histograms are reduced, as seen in Fig. 7.3. Once that is done, I
subsequently applied the data quality flags (see Sec. 3.1) obtained from the NINJA
segment database. Specifically, I applied a cumulative CBC Low Mass data quality
flags up to category 5. They further reduce the tails in the SNR histograms.
Not all frequencies in the data are equally non-Gaussian. Glitches occur at some
frequencies more than at other frequencies. To see the effect of glitches on different
frequency bins, I separated the SNR data into these bins. Frequency binning was
implemented with a width of 20 Hz. I applied different non-Gaussianity measures on
the SNR histograms obtained in each of these frequency bins.
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(a) SNR Histogram. (b) SNR Histogram. (c) SNR Histogram.
(d) After Clustering. (e) After Clustering. (f) After Clustering.
(g) After Clustering + Vetoes. (h) After Clustering + Vetoes. (i) After Clustering + Vetoes.
Figure 7.3: Gaussian and non-Gaussian Noise SNR Histograms: These plots
show the single detector Omega SNR histograms for H1, L1 and V1. The Gaus-
sian noise is shown in black. Note how glitches introduce tails in the SNR his-
tograms. Fig. 7.3a, 7.3b, 7.3c show the histograms before any clustering was applied.
Fig. 7.3d, 7.3e, 7.3f show the histograms after a time-frequency clustering has been
applied. Fig. 7.3g, 7.3h, 7.3i show histograms after both clustering and category 5
vetoes have been applied. Note how after the application of these vetoes the tails are
reduced.
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(a) H1 No (Vetoes + Clustering). (b) L1 No (Vetoes + Clustering). (c) V1 No (Vetoes + Clustering).
(d) H1 Clustering + No Vetoes. (e) L1 Clustering + No Vetoes. (f) V1 Clustering + No Vetoes.
(g) H1 Clustering + Vetoes. (h) L1 Clustering + Vetoes (i) V1 Clustering + Vetoes.
Figure 7.4: Gaussian and non-Gaussian Noise SNR with Time: These
plots show the single detector Omega SNR timeseries for H1, L1 and V1.
Fig. 7.4a, 7.4b, 7.4c show the time series before any clustering was applied.
Fig. 7.4d, 7.4e, 7.4f show the time series after a time-frequency clustering has been
applied. Fig. 7.4g, 7.4h, 7.4i show time series after both clustering and category 5
vetoes have been applied.
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7.3 Entropy
Entropy is measure of randomness of a distribution [149]. Entropy can also be used
as a measure of the uncertainty associated with a random variable [150]. Entropy of
a Gaussian distribution is maximum. Any non-Gaussian distribution with tail would
have an entropy value less than the Gaussian entropy.
Entropy of a distribution is defined as:
S =
￿
i
pilog(pi). (7.1)
I used scipy.stats.entropy to estimate entropy.
The above property can be used to classify the non-Gaussianity of a distribution.
Fig. 7.5 shows the plots for entropy estimated for the three detectors and with different
conditions. The H1 entropy plot before clustering and before applying vetoes shows
that not all frequency of the data are equally non-Gaussian. Non-Gaussianity is
more pronounced in the lower frequency band. For L1 and V1 this is not true.
Before clustering and before the application of vetoes, L1 and V1 noise are non-
Gaussian almost to the same extent everywhere for different frequencies. V1 is the
most non-Gaussian among all the detectors for the entropy measure. But things
change dramatically when time-frequency clustering is applied. Now H1 data becomes
close to Gaussian, except at the lower frequency band (< 300 Hz). V1 has the same
feature, in addition to some other higher frequency bands still being non-Gaussian.
V1 now becomes very Gaussian with the exception of few frequency bins. When up
to category 5 vetoes are applied, then the detectors become more Gaussian. H1 now
becomes very Gaussian except for the frequency region around 150 Hz. For L1, the
vetoes make it slightly more Gaussian compared to the clustered distribution, but
not that much improvement is achieved with vetoes application.
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(a) H1 No (Vetoes + Clustering). (b) L1 No (Vetoes + Clustering). (c) V1 No (Vetoes + Clustering).
(d) H1 After Clustering. (e) L1 After Clustering. (f) V1 After Clustering.
(g) H1 With (Clustering+Vetoes). (h) L1 With (Clustering+Vetoes) (i) V1 With (Clustering+Vetos).
Figure 7.5: Gaussian and non-Gaussian Noise Entropy: The black dots show
the entropy of Gaussian noise triggers in different frequency bins. They are slightly
scattered due to the limited amount of data that was used. The black lines show the
average entropy of the Gaussian noise triggers. The non-Gaussian noise entropy for
H1, L1 and V1 are also plotted as dots with their respective colors. The average non-
Gaussian entropy for each detector for all frequency bins are shown in red, green, and
magenta lines respectively. Yellow bars are used here to show the difference between
the Gaussian entropy and the non-Gaussian entropy for a frequency.
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7.4 Higher Order Cumulants
If xk is a random process, then the mean is defined as 1:
x := E [xk] (7.2)
The covariance sequence is defined as:
C(l) := E [(xk − x)(xk−l − x)] (7.3)
where l is called the lag.
C(0) is the zero lag first covariance sequence and is equal to the variance σ2 of a
stochastic distribution.
The third and the fourth cumulants are defined as:
C3(k, l) := E [(xn − x)(xn+k − x)(xn+l − x)]
C4(k, l,m) := E [(xn − x)(xn+k − x)(xn+l − x)(xn+m − x)]
− C(k)C(l −m)− C(l)C(k −m)− C(m)C(k − l)
(7.4)
A probability distribution of a Gaussian process is completely defined by its first
two cumulants, i.e. mean (order 1) and variance (order 2). For example, the standard
normal distribution has zero mean and unit variance. Hence, higher oder cumulants
can be used for quantifying any deviation from Gaussianity. Two such cumulants are
discussed in the following.
1For the cumulants I have followed the definition and notation given in Ref. [6].
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7.5 Skewness
Skewness of a distribution is the normalized zerolag third order cumulant, i.e.,
Skewness :=
γ3
σ6
, (7.5)
where
γ3 = C3(0, 0) (7.6)
Conceptually, skewness measures the asymmetry of a distribution. The more left
and right asymmetry exists in a distribution around the mean, the more skewed the
distribution is.
I used scipy.stats.skew to estimate skewness. It is observed that both clustering
and application of vetoes decrease the skewness for the three detectors and make
them more Gaussian. Due to clustering and vetoes, skewness measure for L1 becomes
closer to Gaussian in the higher frequency region. Frequency below 200 Hz for H1
and L1 still remain very non-Gaussian. For V1 the frequency below 400 Hz remain
non-Gaussian.
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(a) H1 No (Vetoes + Clustering). (b) L1 No (Vetoes + Clustering) (c) V1 No (Vetoes + Clustering).
(d) H1 After Clustering. (e) L1 After Clustering. (f) V1 After Clustering.
(g) H1 (Clustering+Vetoes). (h) L1 (Clustering+Vetoes). (i) V1 (Clustering+Vetoes).
Figure 7.6: Gaussian and non-Gaussian Noise Skewness.
7.6 Kurtosis
Kurtosis of a distribution is the normalized zerolag fourth order cumulant, i.e.,
Kurtosis :=
γ4
σ8
− 3, (7.7)
where
γ4 = C4(0, 0, 0) (7.8)
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The factor of 3 comes from the fact that here we are looking for deviation from
Gaussianity, and the covariance terms that are substracted from the fourth order
cumulant definition all add up to 3.
I used scipy.stats.kurtosis to estimate kurtosis.
(a) H1 No (Vetoes + Clustering). (b) L1 No (Vetoes + Clustering). (c) V1 No (Vetoes + Clustering).
(d) H1 After Clustering. (e) L1 After Clustering. (f) V1 After Clustering.
(g) H1 After (Clustering+Vetoes). (h) L1 After (Clustering+Vetoes). (i) V1 After (Clustering+Vetoes).
Figure 7.7: Gaussian and non-Gaussian Noise Kurtosis.
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7.7 Bispectrum
Spectral density, S(ω) is the one-dimensional Fourier transformation of the second
order cumulant. Bispectrum is the two-dimensional Fourier transform of the third
order cumulant.
S2(ω1,ω2) :=
N￿
k=−N
N￿
l=−N
C3(k, l)e
−iω1ke−iω2l, (7.9)
Similarly, trispectrum is the three-dimensional Fourier transform of the fourth
order cumulant.
S3(ω1,ω2,ω3) :=
N￿
k=−N
N￿
l=−N
N￿
m=−N
C4(k, l,m)e
−iω1ke−iω2le−iω3m, (7.10)
Bispectrum and trispectrum are not new to analysis in physics. They have been
used to study the non-Gaussianity of cosmic microwave background radiation [151,
152]. As bispectrum and trispectrum use sum over lags, they are expected to catch
more complexity of the data compared to skewness and kurtosis. For a Gaussian
process the bispectrum is zero.
I used the BISPECI function that comes with the Matlab HOSA package to es-
timate the bispectrum. Bispectrum is a complex quantity. Hence, for comparison I
have used the mean absolute amplitude of the bispectrum. From the bispectrum plots
one can see for all three detectors that clustering and/or the application of vetoes re-
weight the non-Gaussianity measure in frequency. Clustering makes higher frequency
more non-Gaussian and low frequency more Gaussian for a bispectrum-measure.
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(a) H1 No (Clustering+Vetoes). (b) L1 No (Clustering+Vetoes). (c) V1 No (Clustering+Vetoes).
(d) H1 After Clustering. (e) L1 After Clustering. (f) V1 After Clustering.
(g) H1 With (Clustering+Vetoes). (h) L1 With (Clustering+Vetoes). (i) V1 With (Clustering+Vetoes).
Figure 7.8: Bispectrum for Gaussian and Non-Gaussian Noise.
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7.8 Gaussianity with χ2 and Linearity with Inter-Quartile
Range
The bicoherence is defined as:
B(ω1,ω2) :=
S2(ω1,ω2)
S(ω1 + ω2)S(ω1)S(ω2)
, (7.11)
For a Gaussian process the bispectrum is zero. Hence the bicoherence is also zero.
For a distribution xk, the hypothesis testing that is of interest here can be de-
scribed as the following:
Testing Gaussianity:
• H1 : the bispectrum of xk is non-zero.
• H0 : the bispectrum of xk is zero.
Testing Linearity:
• H ￿1 : the bicoherence of xk is non constant.
• H ￿￿1 : the bicoherence of xk is a constant.
The distribution of the bispectrum can be estimated using χ2 [153]. And the
linearity can be estimated from the inter-quartile range. This test has already been
implemented in the HOSA package. Therefore, I used this package as it is.
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(a) H1 χ2 No (Clustering+Vetos). (b) L1 χ2 No (Clustering+Vetos). (c) V1 χ2 No (Clustering+Vetos).
(d) H1 χ2 After Clustering. (e) L1 χ2 After Clustering. (f) V1 χ2 After Clustering.
(g) H1 χ2 (Clustering+Vetos) (h) L1 χ2 (Clustering+Vetos). (i) V1 χ2 (Clustering+Vetos).
Figure 7.9: Gaussianity Test by χ2.
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(a) H1 No (Clustering+Vetos). (b) L1 No (Clustering+Vetos). (c) V1 No (Clustering+Vetos).
(d) H1 After Clustering (e) L1 After Clustering. (f) V1 After Clustering.
(g) H1 With (Clustering+Vetos). (h) L1 With (Clustering+Vetos). (i) V1 With (Clustering+Vetos).
Figure 7.10: Linearity Test on Gaussian and non-Gaussian Noise.
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7.9 Chapter Conclusion
In this chapter I have shown how different measures can be used to quantify the
non-Gaussianity in the noise. This study came out of my personal curiosity to know
about non-Gaussianity in LIGO noise. There are many possible improvements and
directions for future studies. One could apply similar measures on triggers from other
search algorithms such as CWB or the matched filtering algorithms to quantify non-
Gaussianity. Direct determination of trispectrum and bicoherence would presumably
also give an interesting result. In my initial attempts they turned out to be very
memory intensive. Therefore I have left them out of this thesis. Moreover, I have
only focussed on a frequency binned non-Gaussinity study. A GW detector does not
always behave in a non-Gaussian manner. There are time in which the detector could
just as well be Gaussian. One could extend this study to include a temporal variation
of non-Gaussianity and its possible correlations with other external factors.
I can also foresee a wide varieties of application of these measures, such as:
• Search algorithms generally derive the optimal analytical detection statistics
based on the Gaussian noise assumption. For non-Gaussian data, different
parameters are tuned in a run-by-run basis. But if we have a general idea
about the non-Gaussianity of the detector noise, this will probably help us devise
optimal detection statistics, given the non-Gaussian measure of the noise [154].
• These measures can be used to study the effectiveness of a particular clustering
technique. In the tests presented in this chapter, it was shown how clustering
can alter the Gaussianity in a frequency bin. These measures may help to devise
new clustering schemes where there is a need to re-weight the non-Gaussianity
in a frequency bin, because a particular characteristic frequency (e.g. ringdown
frequency of a BBH coalescence) falls in that bin, and doing this might increase
detection confidence.
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Detector Measure Clustered Clustered
no vetoes with vetoes
% change % change
￿ H1 Entropy 52 70
L1 Entropy 67 69
V1 Entropy ￿ 93 ￿ 95
H1 Skewness 21 31
￿ L1 Skewness ￿ 3 ￿ 21
V1 Skewness 29 22
H1 Kurtosis ↑ 2 11
￿ L1 Kurtosis ￿ ↑ 87 ￿ ↑ 48
V1 Kurtosis ↑ 23 ↑ 50
H1 χ2 ↑ 65 ￿ 36
￿ L1 χ2 ￿ ↑ 177 ↑ 144
V1 χ2 1 40
H1 Inter-quartile range ￿ 83 80
￿ L1 Inter-quartile range 4 ↑ 11
V1 Inter-quartile range 92 ￿ 97
￿ H1 ￿ Bispectrum ↑ 48 95
L1 Bispectrum ↑ 211 ↑ 189
V1 Bispectrum 7 ￿ 99
Table 7.1: Comparison of Non-Gaussianity Measures: Here ↑ means the appli-
cation of a step such as clustering or vetoes actually increases the non-Gaussianity
measure. The ￿ next to the detector name means that before the application of
clustering and vetoes the detector is the most Gaussian among the three detectors
averaged over frequency. ￿ next to a step corresponding to a detector means after the
application of a step such as clustering or vetoes, that particular detector becomes
the closest to being Gaussian, when averaged over frequency.
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• These measures can also be used to find out how well a particular category of
data quality vetoes work.
• Finally These measures can be incorporated as on-line monitoring tools in the
control room.
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CHAPTER 8
CONCLUSION
In this thesis I have investigated the effect of mass, spin and higher modes of a
BBH coalescence on a GW burst search.
I have demonstrated the use of two novel techniques, which can be used to increase
the detectability of BBHs in a burst search. The first one, the use of Chirplet, an
extension of the Omega burst search, increases the detection potential of BBHs into
the lower mass range. The second procedure is the use of multivariate classifiers
in keeping all the important information from concident triggers of a GW detector
network, so as to reduce false alarm rate and increase detection efficiency for a burst
search.
I have developed extensive tools, and shown the comparison of detectability of
BBH using matched filtering algorithms and burst search algorithms across a wide
parameter of mass and spin. I have also compared the parameters recovered by
these search algorithms. Finally, I have compared the measures of classifying the
non-Gaussianity of noise in a GW detector.
To conclude, these performance studies over a wide parameter space were designed
to optimize the discovery potential of ground-based GW detectors and defining strate-
gies for the search of BBH signatures in advanced LIGO-Virgo data, as a step towards
the realization of GW astronomy.
184
APPENDIX A
POLARIZATION STATES IN A GENERALIZED GW
The plots in Fig. A.1 show the effect of a generalized GW on a collection of
freely falling particles in the shape of a spherical shell. The GW is assumed to be
coming from positive z-direction. The snapshots are such that there is a net phase
difference of π/2 between two consecutive figures from left to right. Einstein’s vacuum
field equations forbid the existence of the longitudinal spin-0, the two longitudinal-
transverse spin-1 and the transverse spin-0 polarizations. As the name longitudinal
implies and is shown in the figure, the strain introduced would be along the direction
of propagation of the wave (similar to sound waves). The longitudinal-transverse
mode makes strain both along the direction and perpendicular to the direction of
propagation. The transverse spin-0 mode is also known as the breathing mode and
it is self-explanatory from the figure why it is called the breathing mode. Einstein’s
GR only predicts the existence of the two transverse traceless spin-2 polarizations.
See reference [5] for more explanation and an alternative 2 dimensional diagrams for
these polarizations.
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Figure A.1: Six Polarization states in a generalized GW. The GW detector is
assumed to be located along the x and y axes.
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APPENDIX B
NEWMAN-PENROSE FORMALISM
Gravitational radiation arises due to perturbation in spacetime. Newman-Penrose
formalism [155] can be used to see this in an elegant manner.
Riemann tensor can be separated into a trace-free part and a Ricci part. Weyl
scalar is in the above form, i.e.
Cijkl = Rijkl − 1(n−2)(gikRjl + gjlRik − gjkRil − gilRjk)
+ 1(n−1)(n−2)(gikgjl − gilgjk)R
(B.1)
The 10 independent components of the Weyl tensors can be represented by five
complex scalars, when contracted with null tetrads of Newman-Penrose kind, l, m,
m, n:
Ψ0 = −Cpqrslpmqlrms,
Ψ1 = −Cpqrslpnqlrms,
Ψ2 = −Cpqrslpmqmrns,
Ψ3 = −Cpqrslpnqmrns,
Ψ4 = −Cpqrsnpmqnrms.
(B.2)
General class of solutions to the spacetime (associated with the transformation of
the tetrads) are found [60] by looking at solutions to algebraic equation:
Ψ4b4 + 4Ψ3b3 + 6Ψ2b2 + 4Ψ1b+Ψ0 = 0. (B.3)
Where b is the transformation parameter.
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The scheme according to Petrov [156] classifies the spacetime according to its
algebraic properties, i.e. roots of the above equation.
• Type I: Four roots are distinct.
• Type II: Two coincident roots.
• Type D: Two distinct double roots.
• Type N: All four roots coincide.
According a corollary of the Goldberg-Sachs theorem [60], all the black hole (static
spherical or stationary axisymmetric) solutions are Petro D type solution, and for
these space time, Ψ0 = Ψ1 = Ψ3 = Ψ4 = 0. For a black hole, only Ψ2 is non-zero,
e.g. for a Schwarzschild black hole, Ψ2 = −M/r3. Similarly, for a Kerr black hole,
Ψ2 = −M/ρ3, where, ρ is the radius associated with the ergosphere.
When the spacetime is not stationary, then in general Ψ0, Ψ1, Ψ3, Ψ4 are non-zero.
But not all of these scalars contribute to gravitational radiation.
It can be shown that Ψ4 provides a measure for purely outgoing radiation [157].
Ψ4 = h¨+ − ih¨× (B.4)
Only Ψ4 contributes to the GW solution. And as seen from the equation above,
h+ and h× can be calculated from Ψ4. The black hole perturbation is described by
Teukolosky equation [60, 158], which gives solution for Ψ4. In numerical relativity,
GWs are extracted by computing Ψ4 [5]. Teukolosky equation is separable. The
angular part of Ψ4 after this separation can be expressed totally in terms of spin-
weighted spherical harmonics −sYlm(θ,φ) with spin-weight s = −2 [5].
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APPENDIX C
ANTENNA PATTERNS FOR NON-GR POLARIZATIONS
If all the six polarizations are present, then the antenna response matrix is reduced
to [159]:
Sij =

−ReΨ4 − Φ22 ImΨ4 −2
√
2ReΨ3
ImΨ4 ReΨ4 − Φ22 2
√
2ImΨ3
−2√2ReΨ3 2
√
2ImΨ3 −6Ψ2
 . (C.1)
Where the Weyl scalars are:
Ψ2 = −16Rnlnl, Ψ3 = −12Rnlnm,
Ψ4 = −12Rnmnm, Φ22 = −12Rnmnm.
(C.2)
Note that for pure Einstein’s GR case, this gets reduced to:
Sij =

−ReΨ4 ImΨ4 0
ImΨ4 ReΨ4 0
0 0 0
 (C.3)
which is:
Sij =

h+ h× 0
h× −h+ 0
0 0 0
 . (C.4)
The net strain can then be written as:
189
h = F+h+ + F×h× + F22Φ22 + F2Ψ2 + F3RReΨ3 + F3IImΨ3. (C.5)
From these antenna factors the rms response can be computed:
Frms =
￿
F 2+ + F
2× + F 222 + F 22 + F 23R + F
2
3I . (C.6)
Where:
F+ =
1
2(1 + cos
2 θ) cos 2ψ cos 2φ+ cos θ sin 2ψ sin 2φ,
F× = 12(1 + cos
2 θ) sin 2ψ cos 2φ− cos θ sin 2ψ sin 2φ,
F22 = sin
2 θ cos 2φ,
F2 = −6 sin2 θ cos2 φ,
F3R = −4
√
2 sin θ(cosψ sin 2φ+ sinψ cos 2φ cos θ),
F3R = −4
√
2 sin θ(− sinψ sin 2φ+ cosψ cos 2φ cos θ).
(C.7)
The left column shows the three dimensional antenna response function. The right
column shows the polar plots of the antenna response function. Green is for θ = 0,
red is for θ = π/4, and blue is for θ = π/2 polar angles.
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(a) Longitudinal spin-0 (b) Longitudinal spin-0
(c) Longitudinal-transverse spin-1 (d) Longitudinal-transverse spin-1
(e) Longitudinal-transverse spin-1 (f) Longitudinal-transverse spin-1
(g) Transverse spin-0 (h) Transverse spin-0
Figure C.1: Antenna Factors of non-Einsteinian GW Polarizations.
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Figure C.2: Root Mean Square Response from All the Six General Polar-
ization States of a GW.
It would an interesting small future project to find out the antenna response
function from all the general six polarization states at high frequency limit.
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APPENDIX D
ANTENNA PATTERN AT SHORT WAVELENGTH
The antenna factors change if the GW wavelength is comparable to detector base-
line. This limit is also called the high frequency limit [160, 161, 162]. A comparable
detector scale is the free-spectral-range (FSR) scale of the Fabry-Perot cavity in each
arm. The 1st frequency for the LIGO 4km detector is 37.5 kHz.
HFSR =
hxx(1 + e−iπkx)ikx
π(1− k2x)
− hyy(1 + e
−iπky)iky
π(1− k2y)
(D.1)
H+ = HFSR|h×=0,h+=1, H× = HFSR|h×=1,h+=0 (D.2)
The resulting antenna responses are shown in Fig. D.1. At such limits The antenna
factor (hence the sensitivity) also decreases compared to before. A factor of 1/150 at
the 1st FSR frequency for volume and there by factor of 3.3 reduction in the distance
range. The antenna at this limit has many more blind spots compared to the long
wavelength limit response. For the coalescence of stellar mass and intermediate mass
binary black holes, the characteristic frequencies are in between 60 Hz - 1200 Hz.
Hence, it is safe to assume the long wavelength limit for analyses pertaining to BBH
coalescences.
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(a) + at 1st FSR (b) × at 1st FSR (c) Unpolarized at 1st FSR
(d) + at 1st FSR (e) × at 1st FSR (f) Unpolarized at 1st FSR
(g) + at 2nd FSR (h) × at 2nd FSR (i) Unpolarized at 2nd FSR
(j) + at 2nd FSR (k) × at 2nd FSR (l) Unpolarized at 2nd FSR
Figure D.1: Antenna Pattern of Interferometer at a High Frequency:
Fig. D.1a – D.1c show the 3-dimensional antenna pattern at the first FSR. Fig. D.1d –
D.1f show the antenna pattern in xy plane at the second FSR. Fig. D.1g – D.1i show
the 3-dimensional antenna pattern at the first FSR. Fig. D.1j – D.1l show the an-
tenna pattern in xy plane at the second FSR. One should note that the sensitivity in
all direction has diminished significantly compared to long wavelength limit antenna
pattern. Also, the overhead sensitivity has become zero. For the 2-dimensional polar
plots, θ = π/4 is plotted in red and θ = π/2 is plotted in blue.
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APPENDIX E
NEWTONIAN CHIRP PLOTS
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
￿0.4
￿0.2
0.0
0.2
0.4
time ￿s￿
str
ain
chirp mass in M￿ ￿ 3.4822
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
0
200
400
600
800
1000
1200
1400
time ￿s￿
fre
qu
en
cy
￿Hz￿
chirp duration in s measured from 10 Hz ￿ 0.0504418
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
￿0.4
￿0.2
0.0
0.2
0.4
time ￿s￿
str
ain
chirp mass in M￿ ￿ 5.2233
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
0
200
400
600
800
1000
1200
1400
time ￿s￿
fre
qu
en
cy
￿Hz￿
chirp duration in s measured from 10 Hz ￿ 0.0256629
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
￿0.4
￿0.2
0.0
0.2
0.4
time ￿s￿
str
ain
chirp mass in M￿ ￿ 6.9644
￿2.0 ￿1.5 ￿1.0 ￿0.5 0.0
0
200
400
600
800
1000
1200
1400
time ￿s￿
fre
qu
en
cy
￿Hz￿
chirp duration in s measured from 10 Hz ￿ 0.0158882
(a)
Figure E.1: Newtonian chirp. For a Mathematica demo to generate these chirps
see Ref. [163].
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APPENDIX F
WAVELET BASIS FOR A COALESCENCE SIGNAL
For a Mathematica demo where one could change the component masses of com-
pact binary system and find the resulting scalogram see this reference: [89].
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Figure F.1: Continuous Wavelet scalogram – 1: A continuous wavelet transfor-
mation samples the wavelet space continuously while decomposing a signal. In these
plots the sample wavelets and the corresponding scalograms are shown. Gabor and
D-Gaussian are shown.
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Figure F.2: Continuous Wavelet scalogram – 2: A continuous wavelet transfor-
mation samples the wavelet space continuously while decomposing a signal. In these
plots the sample wavelets and the corresponding scalograms are shown. Mexican hat
and Paul wavelets are shown.
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Figure F.3: Discrete Wavelet scalogram – 1: In the discrete wavelet tranforma-
tion the wavelet basis is discretely sampled. In these plots the sample wavelets and
the corresponding scalograms are shown. Haar and Daubechies wavelets are shown.
From these wavelets and the corresponding scalogram one could note that not all
wavelets would be suitable for decomposing a binary black hole coalescence signal.
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Figure F.4: Discrete Wavelet scalogram – 2: In the discrete wavelet tranfor-
mation the wavelet basis is discretely sampled. In these plots the sample wavelets
and the corresponding scalograms are shown. Battle Lemarie and CDF wavelets are
shown. From these wavelets and the corresponding scalogram one could note that
not all wavelets would be suitable for decomposing a binary black hole coalescence
signal.
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Figure F.5: Discrete Wavelet scalogram – 3: In the discrete wavelet tranfor-
mation the wavelet basis is discretely sampled. In these plots the sample wavelets
and the corresponding scalograms are shown. Coiflet and Mayer wavelets are shown.
From these wavelets and the corresponding scalogram one could note that not all
wavelets would be suitable for decomposing a binary black hole coalescence signal.
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Figure F.6: Discrete Wavelet scalogram – 4: In the discrete wavelet tranforma-
tion the wavelet basis is discretely sampled. In these plots the sample wavelets and
the corresponding scalograms are shown. Shannon and Symlet wavelets are shown.
From these wavelets and the corresponding scalogram one could note that not all
wavelets would be suitable for decomposing a binary black hole coalescence signal.
201
APPENDIX G
FROM BURST UPPER LIMITS TO BBH MERGER RATE
The sensitivity of LIGO-Virgo burst searches is expressed in terms of root-sum-
square amplitude hrss for different short duration waveforms [94, 95].
h2rss =
￿ ∞
−∞
|h(f)|2df. (G.1)
Frequencies <= 150 Hz are most relevant for high mass binary black hole coales-
cence searches. From the 50% and 90% efficiency values the corresponding sigmoids
are constructed.
From the sigmoids the exclusion regions are plotted.
The hrss-efficiency sigmoid is determined by the following equation:
￿(hrss) = 1/
1 + hrss
h50%rss
α
￿
1+βtanh
￿
hrss
h50%rss
￿￿ . (G.2)
In absence of detection, the 90% CL upper limit on event rate (R90%) is estimated
assuming a Poisson distribution for astrophysical events.
f0 [Hz] h50%rss h
90%
rss
(10−22Hz1/2) (10−22Hz1/2)
70 23.5 112.5
100 10.6 49.7
153 6.5 29.3
Table G.1: Parameters for the S5 Burst Upper Limit.
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R90% =
2.3
￿ T
. (G.3)
The following procedure can be followed to relate the upper limit from burst
searches with BBH coalescence.
• hrss for BBH coalescence waveform is computed for the portion of the signal,
which is in the detector’s senstive band at 50% and 90% detection efficiency.
These hrss estimates are shown in G.2.
• From these hrss values and from the peak frequency observed by Omega search a
corresponding efficiency and event rate is derived using the efficiency parameters
given in G.1. The plots are shown in Fig. G.3.
• The efficiency curve is integrated for all distances using Eqn. G.4 and the rate
density value is shown as a function of mass and spin in Fig. G.5.
The values from this simple analysis are comparable to the rate upper limit plots
from S5 high mass (Sec. 2.3.1) and S5 IMBH (Sec. 2.3.2) searches.
(a) Efficiency Sigmoids (b) Event Rate
Figure G.1: Efficiency and Event Rate Exclusion from S5 All-Sky Burst
Search.
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(a) hrss at 167 Mpc (b) hrss at 167 Mpc
(c) hrss at 531 Mpc (d) hrss at 531 Mpc
Figure G.2: Root Sum Square Amplitude of BBH Signal.
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(a) Efficiency at 167 Mpc (b) Event Rate at 167 Mpc
(c) Efficiency at 531 Mpc (d) Event Rate at 531 Mpc
Figure G.3: Efficiency and Event Rate Exclusion Estimated in m1m2 space.
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(a) Efficiency at 167 Mpc (b) Event Rate at 167 Mpc
(c) Efficiency at 531 Mpc (d) Event Rate at 531 Mpc
Figure G.4: Efficiency and Event Rate Exclusion Estimated in mχ space.
R90% = 2
4πT (hrssr0)3
￿∞
0 h
−4￿(h)dh
. (G.4)
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(a) Rate per Volume in m1 vs m2 Space (b) Rate per Volume in m χ Space
Figure G.5: Event Rate Upper Limit per Volume.
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APPENDIX H
SNR IN DIFFERENT IMR PHASES: A SIMPLE MODEL
The Signal-to-Noise-ratio (SNR) for a signal in noise is quantified by ρ [1]:
ρ2 = 4
￿ ∞
0
df
|h(f)|2
S(f)
, (H.1)
where: h(f) is the Fourier transform of the strain h(t), and S(f) is the power-
spectral-density of the detector, which is shown in Fig. 1.5 for LIGO.
Below I present the SNR estimates in LIGO-like noise for gravitational wave sig-
nals from colliding binary black holes. For this purpose I use a model S(f) for LIGO
detectors’ power-spectral-density (Fig. H.1):
￿
S(f) = seismic+ thermal + shot =
3.3× 10−21 ×
￿
30
f
￿14
+ 3.8× 10−23 ×
￿
100
f
￿2
+ 1.13× 10−23 ×
￿
1 +
￿
f
90
￿2
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(a) A Simple Model of LIGO Strain Sensitivity
Figure H.1: Analytical Model of Initial LIGO Noise: The noise is classified
into three distinct sources by their region of dominance in the frequency space. The
classification is shown in colors in the figure above. Compare this to initial LIGO
design goal and strain sensitivities of detectors in Fig. 1.5.
h(f) can be expressed in terms of the energy spectrum [1] by:
dE
df
=
πf 2r2
2
￿
dΩh2(f). (H.2)
where: r is the distance from the source. Then, the SNR is [66],
< ρ2 >≈ 2
5π2r2
￿ ∞
0
1
f 2S(f)
dE
df
df. (H.3)
Based on assumptions of Newtonian limit and the end of inspiral at ISCO, the
energy spectrum of inspiral is [1, 66],
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￿
dE
df
￿
inspiral
=
1
3
π
2
3µM
2
3f−
1
3 , (H.4)
where: µ = m1m2m1+m2 is the reduced mass and M is the total mass of the two
body system. For a model based on slightly different Newtonian chirp waveform, see
Ref. [163].
As a simple model for the merger, a Heaviside step function distribution is as-
sumed [66], which extends from the merger frequency, fmerge; the frequency of ISCO
orbit, to the ringdown frequency, fQNR; the dominant mode in the quasi-normal
ringdown phase.
￿
dE
df
￿
merger
= 36.4￿mµ
2Θ(f − fmerge)Θ(fQNR − f), (H.5)
where: ￿m is the fraction of total energy released in the merger phase. I choose a
value ￿m = 0.1 in the following estimates [66].
For the ringdown, a Lorenzian approximation for the delta function is assumed [66].
￿
dE
df
￿
ringdown
=
A2M2f 2
32π3τ 2
￿
1
[(f − fQNR)2 + (2πτ)−2]2 +
1
[(f + fQNR)2 + (2πτ)−2]2
￿
,
(H.6)
where: τ is the relaxation time for the damping and A is a phenomenologically
determined constant, which depends on the fraction of energy released during the
ringdown process. In actuality only the positive frequency in this Lorenzian can be
thought to contribute towards the ringdown spectrum. For non-spinning binaries
fmerge depends only on the total mass and fQNR depends on the total mass and the
final spin [66].
fmerge ≈ 0.02
M
, (H.7)
fQNR =
￿
1− 0.63(1− a) 310
￿ 1
2πM
≈ 0.13
M
. (H.8)
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where: a = S/M2, S is the final spin of the end-product black hole. Due to the
observation that most of the black holes end up as maximally rotating [164], I choose
a→ 0.98.
The above model for the IMR process is very simplistic and is different for the
analytical IMR waveforms models, which give a more accurate description of the
energy spectrum of the waves.
I will assume here that we are searching for the IMR phases separately for these
estimates. The results based on these evaluations are shown in Fig. H.2, Fig. H.3 and
Fig. H.4.
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Missed-Found:
Fig. H.2 is the missed-found plot. This shows the favorable region in total mass vs
distance plot for the detection of a signal, based on a chosen SNR threshold. We
choose an SNR threshold of 5.5. This choice of threshold is based on LIGO data
analysis considerations and will be discussed later. The missed region is shown in
blue and the found region is shown in red. The plots show that the inspiral binary
signals that could be detected range from total mass 2 to 100M⊙, the detected merger
phase ranges up-to 660 M⊙ and the ringdown phase also up-to 660 M⊙.
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(a) Inspiral.
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(b) Merger.
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(c) Ringdown.
Figure H.2: Estimate of Missed-Found Plots: SNR threshold of 5.5 is used for
missed-found plot. missed-found plot shows the favorable region in total mass vs
distance for the successful detection of a signal. In the above figures the missed
region is shown in blue and the found regions is shown in red.
Horizon Distance
Horizon distance is another way to compare the depth-reach into the sky of a signal
portion, shown in Fig. H.3a, Fig. H.3e and Fig. H.3d. It is defined as the distance for
an optimally oriented BBH system, for which a particular portion of the signal has
an SNR = 8. From the plots we expect merger to have the farthest reach in distance
between 100 and 400 M⊙. In Fig. H.3c, Fig. H.3b and Fig. H.3f, I show the horizon
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distance in terms of the component mass (i.e. individual mass of the binary black
holes).
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(a) Inspiral.
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(b) Inspiral Horizon Distance Distribution.
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(c) Merger.
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(d) Merger Horizon Distance Distribution.
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(e) Ringdown.
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(f) Ringdown Horizon Distance Distribution.
Figure H.3: Horizon Distance for Inspiral, Merger and Ringdown: Horizon
distance is defined as the distance for an optimally oriented BBH system, for which the
targeted portion of signal gives an SNR of 8. The left side figures show the horizon
distance for an equal mass BBH system. The right side figures show the horizon
distance variation with the component masses of the BBH. It should be noted the
discontinuity arising in the inspiral and merger plot are due to the simple model being
used here. These are smoothened in the later waveform models those are presented
in this thesis.
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SNR Overlap:
In Fig. H.4, I compare the SNR of inspiral, merger and ringdown phases. Up-to
total mass 30 M⊙, the inspiral portion has the most SNR, then from 30 M⊙ to 400
M⊙ the merger portion of the signal is dominant. After 400 M⊙ ringdown SNR takes
over. We can also see that for mass > 100 M⊙ both ringdown and merger portion
of the signal are competitive for detection. In the meshed region of Fig. H.4a and
Fig. H.4b the SNRs are comparable within 50% for the two signal portions being
compared. Fig. H.4c, Fig. H.4d and Figure H.4e show the ratios of SNR for two
different phases in component mass. Fig. H.4b and Fig. H.4d should be noted as they
show a large overlap of SNR of the merger and ringdown portions of signal.
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(a) Inspiral and Merger Pipeline.
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(b) Merger and Ringdown Pipeline.
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(c) Inspiral and Merger SNR.
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(d) Merger and Ringdown SNR.
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(e) Inspiral and Ringdown SNR.
Figure H.4: Comparison of SNR as a Function of Mass Parameters: The
above figures show the overlap of SNRs for different portions of the signal as a function
of the component mass of the BBH. The lower three figures show the ratios of SNRs’
of two different portions of signal. Hence, the white region in Fig. (c) corresponds to
the merger SNR = 0, and in Fig. (d) and (e) correspond to ringdown SNR = 0.
Efficiencies
The efficiency of finding the portion of a signal is determined in the IMR process
by the shape of the missed-found plot at a particular distance. I assume BBH popula-
tion is uniformly distributed in distance from the detector and uniformly distributed
in the total mass of the binary. It should be noted that this is a demonstrative esti-
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mate. A realistic estimate should be based on the galactic catalog of BBH population
distribution.
The efficiencies are shown in Fig. H.5. A comparison can be made between effi-
ciencies by the 50% and 90% efficiency distance. These numbers show the distances
in Mpc to detect 50% and 90% of the total number of binary black holes in a popu-
lation. From these plots we can infer that targeting a merger signal for all the mass
ranges for detection, is the most efficient at a particular distance.
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(a) Inspiral.
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(b) Merger.
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(c) Ringdown.
Figure H.5: Efficiencies for Inspiral, Merger and Ringdown phases: The
efficiency sigmoids are fitted with: ￿(x) = A
￿
1 + erf(B−xC)D
￿
. The efficiencies of target
portions of the signal are compared by the 50% and 90% efficiency distance. An SNR
threshold of 5.5 is considered to be the detection criterion here. Uniform distribution
of BBH population in mass and distance is assumed for the above plots. For inspiral
the target mass population is in between 2 to 100 M⊙ but for merger and ringdown
the target mass population is in between mass 2 to 660 M⊙. Merger of a signal is
the most efficient portion of the signal to be detected at a particular distance in this
model. There is a bit mismatch in the ringdown efficiency curve at the near distance
data points with the fit. This can once again be attributed to the simple model that
is being used. This mismatch vanishes for the realistic waveform models discussed in
the main text.
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Phase 50% (Mpc) 90% (Mpc)
Inspiral 66 29
Merger 473 207
Ringdown 400 156
Table H.1: 50% and 90% Efficiency Distances at an SNR Threshold of 5.5
for Different Phases of Simple IMR Model.
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APPENDIX I
TF SCANS FOR NON-PRECESSING SPINNING SIGNAL
Some sample time-frequency Omega scans are shown for non-precessing spinning
PhenomB waveform added to S6 noise colored to early advanced LIGO sensitivity. All
the signal are added at the same time to the noise to make sure that the comparison
across the scans should not have any difference due to noise. Effect of variation of total
mass, mass ratio and spin parameters are shown in Fig.I.1, I.2 and I.3 respectively.
Peak frequency, peak time difference with respect to the peak time of the waveform,
and different characteristic frequency such as ISCO frequency, light ring frequency
and ringdown frequency etc are also shown. The following features are observed:
• SNR decreases with mass ratio for all masses.
• SNR increases with spin parameter χ. This is in accordance with the orbital
hang-up effect. This has profound effect on detectability. For example as shown
in the first two plots in Fig. I.3, BBH systems with spin parameter, -0.75 and
-0.5 and component masses m1 = 6, m2 = 6 M⊙ are barely detectable. They
become very much detectable for higher spin values.
• The peak frequency measured by the Omega search follows the same features
discussed in the main text (Sec. 3.3). These features can be seen qualitatively
here in these scans.
• For IMBH system, the time-frequency scan of the signal looks more like the
time-frequency map of a sine-Gaussian.
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Figure I.1: Effect of Total Mass Seen by Omega Scans: Equal mass, non-
spinning BBH. Scans are arranged such that the total mass increases from left to
right and top to bottom.
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Figure I.2: Effect of Mass Ratio Seen by Omega Scans: Non-spinning BBH.
Scans are arranged such that the mass ratio increases from left to right. Each row
corresponds to a particular total mass.
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Figure I.3: Effect of Spin Seen by Omega Scans: Scans are arranged such that
the spin parameter χ increases from left to right. Each row corresponds to a particular
total mass.
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APPENDIX J
EXTRA PLOTS AND TABLES FOR ORBITAL HANG-UP
(a) χ = −0.85 (b) χ = 0.85
(c) χ = 0.0
Figure J.1: Time Domain Waveform Plot Showing Orbital Hang-up.
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(a) 40 Hz to ISCO (b) 40 Hz to black hole ISCO
(c) 40 Hz to light ring (d) 40 Hz to ring down
Figure J.2: Chirptime for Different Frequency Limits (Zero Spin Case):
These figures show chirptime measured for different end frequencies. Fig. J.2a shows
chirptime for Schwarzschild ISCO freuquency. Fig. J.2b shows chirptime for black
hole ISCO freuquency. Fig. J.2c shows chirptime for light ring freuquency. Fig. J.2d
shows chirptime for ringdown frequency freuquency. As seen in the figures ringdown
frequency > light ring frequency > black hole ISCO frequency > Schwarzschild ISCO
frequency.
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(a) χ = −0.85.
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(b) χ = 0.85.
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Figure J.3: Change of IMR Spectra Due to Orbital Hang-up: IMR spectra
shifts towards higher frequency with the increase of spin. The corresponding SNR
values in different phases are also shown.
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Figure J.4: Ternary Plots of SNR Fraction: These set of figures show the SNR
fraction distributed over the Inspiral, Merger and the Ringdown phase based on phe-
nomenological non-precessing spinning waveform model. The color in the plots show
the total mass. The SNR fractions not only depend on the total mass also depends
on the mass ratio, q and the mass-weighted spin parameter χ.
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(a) fringdown in m1vsm2 (b) fringdown in m1vsm2
Figure J.5: Ringdown Frequency Increase Due to Orbital Hang-up: These
sets of figures show the ringdown frequency in the mass parameter space for 3 different
spin parameter values. Higher spin parameter result in higher ringdown frequency.
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Figure J.6: Omega Measured Efficiency Sigmoids for Different Values of
Spin: These two figures clearly show that spin affects efficiency only for the IMBH
system.
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Mass: 25-100 M⊙
spin D50%eff D
90%
eff
(Mpc) (Mpc)
-0.85 308 52
-0.75 300 52
-0.25 269 49
0.0 342 65
0.25 324 65
0.5 335 56
0.75 361 56
0.85 387 66
Table J.1: Spin dependence of detection efficiency seen in non-precessing
spinning BBH system. This table shows the 50% and 90% efficiency distances for
high mass BBHs. Orbital hang-up effect is not very strong (although visible) in this
mass range.
Mass: 100-350 M⊙
spin D50%eff D
90%
eff
(Mpc) (Mpc)
-0.75 374 112
-0.5 392 101
-0.25 449 121
0.0 531 167
0.25 668 300
0.5 810 292
0.75 1012 463
0.85 1055 476
Table J.2: Spin dependence of detection efficiency seen in non-precessing
spinning BBH system. This table shows the 50% and 90% efficiency distances for
IMBBHs. Orbital hang-up effect is very strong in this mass range.
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(a) Example Spectrogram
(b) Omega Scan
Figure J.7: Omega Found Peak Frequency: Fig J.7a shows the spectrogram of
a BBH signal with... Fig J.7b shows the modified Omega scan of a signal added
to Gaussian noise. The position of the peak frequency with respect to the other
characteristic frequency of a BBH should be noted.
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APPENDIX K
INJECTION DISTRIBUTION PLOTS
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(a) Total Mass: SetA. (b) Total Mass: SetB.
(c) Mass Ratio: Both Sets. (d) Symmetric Mass Ratio: Both Sets.
(e) Distance. (f) Log(Distance).
Figure K.1: Parameter Space for the IMR Studies: Fig. K.1a and Fig. K.1b
show that the injection distribution is uniform in total mass. Similarly, Fig. K.1c
shows that the injection distribution is uniform in mass ratio q. But this configuration
leads a non-uniform symmetric mass ratio distribution as shown in Fig. K.1c. From
Fig. K.1e and Fig. K.1f one can infer the that the physical distance is logarithmically
distributed.
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(a) Inclination. (b) Cos(Inclination).
(c) Sky-Position. (d) Sky-Position.
(e) Polarization.
Figure K.2: Parameter Space for the IMR Studies: These figures show the distri-
bution of inclination, sky-position and polarization used for the injections. Fig. K.2a
and Fig. K.2b show that the injection population is uniform in cos(ι). Fig. K.2c and
Fig. K.2d show that the skyposition uniform over a sphere. From Fig. K.2e one can
infer that there is uniform distribution over polarization.
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APPENDIX L
SNRED
When a search algorithm is run on a set of BBH signal in a single detector mode,
then the sensitive regions for this search algorithm can be readily visualized by plot-
ting SNRED, which is the product of SNR measured by a search algorithm and the
effective distance, as the color function in the parameter space. Fig. L.1 and Fig. L.2
show SNRED from the Omega burst search plotted in the mass and spin parame-
ter space respectively. The expected SNRED is the product of the actual injected
SNR of the signal. The plot with the difference between the expected SNRED and
the Omega measured SNRED points to the region in the parameter space where the
Omega search is sensitive.
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(a) Expected: SetA (b) Omega: SetA (c) Difference: SetA
(d) Expected: SetB (e) Omega: SetB (f) Difference: SetB
Figure L.1: The Most Sensitive Region in the Mass Parameter Space:
SNR×effective distance is plotted in the mass parameter space. Fig. L.1a and L.1d
show actual SNRED. Fig. L.1b and L.1e show omega measured SNRED. Fig. L.1c
and L.1e show the difference. For SetA the difference is the maximum in the lower
mass corner of the parameter space and for SetB the difference is the maximum for
the for the high mass corner of the parameter space. This shows that Omega burst
search is the most sensitive in the middle of these two mass ranges.
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(a) Expected: SetA (b) Omega: SetA (c) Difference: SetA
(d) Expected: SetB (e) Omega: SetB (f) Difference: SetB
Figure L.2: The Most Sensitive Region in the Spin Parameter Space:
SNR×effective distance is plotted in the mass parameter space. Fig. L.2a and L.2d
show actual SNRED. Fig. L.2b and L.2e show omega measured SNRED. Fig. L.2c
and L.2e show the difference. One could see the orbital hang-up effect clearly in
SetB by noting higher SNRED value in the high spin parameter corner.
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APPENDIX M
TABLES FOR NINJA-2
Spin χ Most sensitive Maximum horizon
Mass (M⊙) LIGO Distance (Mpc) LIGO
-0.95 120 479
-0.85 120 493
-0.75 120 510
-0.5 130 551
-0.44 130 562
-0.4 130 568
-0.25 130 595
-0.2 140 611
0.0 140 665
0.2 140 735
0.25 150 753
0.4 160 810
0.44 160 835
0.5 160 868
0.6 170 937
0.75 180 1026
0.8 180 1094
0.85 190 1130
0.9695 200 1296
Table M.1: Horizon Distance for Initial LIGO.
239
Spin χ 50% (Mpc) 90% (Mpc)
-0.95 481 323
-0.85 481 323
-0.75 518 325
-0.5 569 381
-0.44 601 438
-0.4 601 438
-0.25 636 437
-0.2 639 424
0.0 693 430
0.2 764 464
0.25 766 492
0.4 846 553
0.44 846 553
0.5 881 582
0.6 970 499
0.75 1096 522
0.8 1149 542
0.85 1149 542
0.9 1216 506
0.9695 1216 506
Table M.2: 50% and 90% Efficiency Distances at an SNR Threshold of 5.5
for Different Spin Values in Gaussian Noise at Initial LIGO Sensitivity.
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Spin χ Most sensitive Maximum horizon Most sensitive Maximum horizon
Mass (M⊙) Distance (Gpc) Mass (M⊙) Distance (Gpc)
LIGO LIGO Virgo Virgo
-0.95 130 2.59 270 6.91
-0.85 130 2.66 280 7.11
-0.75 130 2.75 280 7.37
-0.5 140 2.97 300 7.95
-0.44 140 3.02 290 8.06
-0.4 140 3.06 300 8.17
-0.25 150 3.24 320 6.66
-0.2 150 3.29 310 8.78
0.0 155 3.6 340 9.5
0.2 160 3.98 350 10.6
0.25 160 4.0 350 10.83
0.4 170 4.37 360 11.6
0.44 180 4.5 350 11.98
0.5 180 4.67 380 12.45
0.6 190 5.04 390 13.42
0.75 200 5.52 420 14.68
0.8 200 5.89 430 15.68
0.85 210 6.10 430 16.1
0.9 210 6.45 450 17.18
0.9695 230 6.99 490 18.66
Table M.3: Horizon Distance for Early Advanced LIGO and Early Advanced
Virgo Sensitivity.
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APPENDIX N
SPIN-WEIGHTED SPHERICAL HARMONICS
The spin-weighted spherical harmonics are the separable angular solutions of
Teukolsky equation [158].
The general expressions for these harmonics are:
Y (s, ￿,m, θ,φ) = (−1)m
￿
(￿+m)!(￿−m)!(2￿+1)
(￿+s)!(￿−s)!4π (sin(θ/2))
2￿￿￿−s
r=0
￿−sCr￿ + sCr+s−m(−1)￿−r−seimφ(cot(θ/2))2r+s−m.
(N.1)
The spin-weighted spherical harmonics are complex quantities. The three dimen-
sional plots of their absolute values, real part, and imaginary part are shown in the
following.
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(a) ￿ = 2. (b) ￿ = 3. (c) ￿ = 4. (d) ￿ = 5.
Figure N.1: Spin-Weighted Spherical Harmonics Plots in 3-Dimension:
|−2Y￿m(θ,φ)| is plotted for ￿ = 2, 3, 4, 5 here. For each column, the top plot starts
with m = −￿, then m = −￿+ 1 etc. The last plot in the column is m = ￿. For other
modes see Ref. [67].
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(a) ￿ = 2. (b) ￿ = 3. (c) ￿ = 4. (d) ￿ = 5.
Figure N.2: Real Parts of Spin-Weighted Spherical Harmonics Plots in 3-
dimension: Re (−2Y￿m(θ,φ) + (−2Y￿−m(θ,φ)) is plotted for ￿ = 2, 3, 4, 5. For each
column, the top plot starts with |m| = ￿, then |m| = ￿ − 1. The last plot in the
column is m = 0.
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(a) ￿ = 2. (b) ￿ = 3. (c) ￿ = 4. (d) ￿ = 5.
Figure N.3: Imaginary Part of Spin-Weighted Spherical Harmonics Plots in
3-dimension: Im (−2Y￿m(θ,φ)+ (−2Y￿−m(θ,φ)) is plotted for ￿ = 2, 3, 4, 5. For each
column, the top plot starts with |m| = ￿, then |m| = ￿ − 1. The last plot in the
column is m = 0, which is zero in this case, as there is no imaginary part for m = 0.
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APPENDIX O
EFFECT OF HIGHER MODES SEEN IN OMEGA SCAN
Some sample time-frequency Omega scans are shown for dominant mode and
higher mode EOBNR waveform added to S6 noise colored to early advanced LIGO
sensitivity. All the signal are added at the same time to the noise to make sure that
the comparison across the scans should not have any difference due to noise. Peak
frequency, peak time difference with respect to the peak time of the waveform, and
different characterstic frequency such as ISCO frequency, light ring frequency and
ringdown frequency etc are also shwn.
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Figure O.1: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 1.
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Figure O.2: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 2.
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Figure O.3: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 3.
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Figure O.4: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 4.
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Figure O.5: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 5.
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Figure O.6: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 6.
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Figure O.7: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 7.
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Figure O.8: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 8.
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Figure O.9: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 9.
255
Figure O.10: Time-Frequency Scans of (2,±2) and Higher Mode Waveforms
Compared for Mass Ratio 10.
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GLOSSARY
ASCII American Standard Code for Information In-
terchange. 105
ASD Amplitude spectral density. ASD =
√
PSD.
12
BBH Binary Black Holes. 9
BDT Boosted Decision Tree; a multivariate classfier
technique. 64
CBC High Mass A matched filtering search algorithm which
uses EOBNR analytical waveforms as tem-
plates. 95
chirp Characterstic compact binary coalescence
waveform with increasing frequency with time.
28, 195
chirp mass A mass parameter that parametrizes adiabatic
inspiral. M = (m1m2)3/5
(m1+m2)1/5
. 28
chirp time The time between two characterstic frequency.
55
Chirplet A sine-Gaussian with linearly changing central
frequency. 77
coincidence A trigger that is either found in more than one
interferometers or more than one search algo-
rithms within certain time and/or frequency
window. 47
cross polarization See Page. 2
CWB A coherent burst search algorithms which uses
wavelet basis to look for excess time-frequency
events. 100
data quality vetoes See Page. 49
DT Decision tree. 64
effective distance See Page. 26
efficiency curve See Page. 51
entropy A measure of non-Gaussianity S =￿
i pilog(pi). 163
268
eventgram Pixelized time-frequency map with normalized
energy or SNR as the color scale done with
Omega algorithm and is shown for pixels in
all the Q planes. 82
FAR False Alarm Rate. 48
FSR Free spectral range; Frequency or wavelength
between two sucessive maxima or minima in
an optical cavity. 193
Gaussian noise Noise that has a Gaussian statistical distribu-
tion. 163
glitch A transient non-GW signal that is signifi-
cant. Glitches contibute to false positive rate.
Hence they need to be removed from the data
while searching for GW. 63, 163
high mass BBH system BBH total mass between 25-100 M⊙. 21
horizon distance The distance at which an optimally oriented
BBH system can be obsereved with an SNR
of 8. 51
Hybridization Process of joining PN waveform with NR
waveform. 130
hybridization frequency Frequency interval for which a PN waveform
is matched with a NR waveform. 134
IMBBH A system consisting of an IMBH-IMBH. 21
IMBH Black hole with total mass between 100-10000
M⊙. 124
IMR Inspiral-Merger-Ringdown. 23
IMR study Study done on the S5 data to compare search
algorithms that target BBH coalescence sig-
nal. 108
inclination ι, the angle made by the angular momentum
of the BBH with respect to the line of sight.
26, 27
injection A simulated GW signal that is added to the
detector noise. 48, 67, 101, 106, 141
Inspiral See Page. 23
kurtosis A measure of non-Gaussianity Kurtosis =
µ4
σ4 − 3. 163
light ring frequency The frequency at which EOB model is stiched
to a merger and ringdown. 55
269
loudest event statistics See Page. 52
luminosity Energy flow per unit time for a GW. 147, 151
mass-weighted spin χ = (qχ1 + χ2)/(q + 1) or χ = (m1χ1 +
m2χ2)/(m1 +m2). 35, 135
Merger See Page. 23
missed-found efficiency plot See Page. 50
missed-found plot See Page. 50
NINJA Numerical Injection Analysis Project; a col-
laborative project between numerical relativ-
ity groups and data analysis groups. 127, 139
Non-Gaussian noise Noise that has a non-Gaussian statistical dis-
tribution. 163
non-precessing spin When the spins of the two black holes are ei-
ther aligned or anti-aligned to the orbital an-
gular momentum of the pair of black holes.
54
Omega A burst search algorithm which uses sine-
Gaussian basis to look for excess time-
frequency events. 40, 45, 99
peak frequency The most significant frequency identified
around an event by a burst search. 55
pipeline See Page. 37
plus polarization See Page. 2
PN Post-Newtonian waveform. 31
polarization angle ψ, the angle made by the angular momentum
of the BBH with respect to the vertical direc-
tion of the GW detector. 27
PSD Power spectral density. 12
Q Quality factor. Ratio of the central frequency
to the band width of a signal. 45
QNR Quasi-normal mode. 24
quadrupole See Page.. 5
ranking statistics A statitics that is used to rank triggers ob-
tained from a search algorithm. A good rank-
ing statistics should be able to used as a
univariate classifier to distinguish signal from
noise. 48, 85
270
Ringdown A matched filtering search algorithm which
uses damped sinusoid waveforms as templates.
23, 97
ringdown frequency The frequency at which ringdown starts. 56
S4 The 4th science run of LIGO lasting between
Feb-March 2005. 17, 38
S5 The 5th science run of LIGO lasting between
Nov 2005 - October 2007. 17, 93
S6 The 6th science run of LIGO lasting between
2009 - 2010. 17, 130, 163
scalogram A scalogram is the spectrogram equivalent for
wavelets. The horizontal axis is the time scale.
The vertical axis shows the channel number.
A particular channel could be associated with
a frequency. The color of a scalogram could
be energy or SNR. 196–201
sensitivity distance Fiducial distance for which a binary black hole
can be observed with a particular false alarm
rate. 52
sine-Gaussian A Sine function with a Gaussian envelop. 45
skewness A measure of non-Gaussianity Skewness =
µ3
σ3 . 163
SMBH Super massive black hole with total mass
greater than 10000 M⊙. 22
spin-weighted spherical harmonics A complete set of angular basis in which GW
perturbation ψ4 can be decomposed. 24
SQLite A relational database management system.
105
time-slide Correlating triggers from one detector at a
particular time to another detector at shifted
time to gain information about the back-
ground properties. 47, 67, 105
TMVA Toolkit for Multivariate Analysis; a multivari-
ate classifier package that comes with ROOT.
63
XML Extensible Markup Language. 105
zero-lag See Page. 48
271
