Abstract. In this article we present several necessary and sufficient conditions for the existence of Hermitian positive definite solutions of nonlinear matrix equations of the form X s + A * X −t A + B * X −p B = Q, where s, t, p ≥ 1, A, B are nonsingular matrices and Q is a Hermitian positive definite matrix. We derive some iterations to compute the solutions followed by some examples. In this context we also discuss about the maximal and the minimal Hermitian positive definite solution of this particular nonlinear matrix equation.
Introduction and Preliminaries
Let GL(n) be the set of all n × n nonsingular matrices and P(n) be the set of all Hermitian positive definite matrices. Consider the nonlinear matrix equations of the form
where s, t, p ≥ 1, A, B ∈ GL(n) and Q ∈ P(n). There are several problems in control theory, dynamical programming, ladder networks, statistics, etc., where this type of equations play an especially significant role. Thus it has always been a major concern to derive proficient techniques to solve nonlinear matrix equations of the type of (1.1). Over the years several mathematicians solved this group of nonlinear matrix equations using various types of methods. To name a few: Anderson et al. [1] (X = A − BX −1 B * ), Engwarda et al. [10] (X + A * X −1 A = I), Ferrante and Levy [12] (X = Q − N X −1 N * ), Meini [20] (X ± A * X −1 A = Q), Ivanov [16] (X + A * X −n A = Q), Long et al. [19] (X +A * X −1 A+B * X −1 B = I), Popchev [21] (X +A * X −1 A+B * X −1 B = I), Liu and Chen [18] (X s + A * X −t1 A + B * X −t2 B = Q, s ≥ 1, 0 < t 1 , t 2 ≤ 1), Vaezzadeh et al. [23] (X + A * X −1 A + B * X −1 B = Q), Hasanov [14] (X + A * X −1 A−B * X −1 B = I), Hasanov et al. [15] (X +A * X −1 A+B * X −1 B = Q) and many more.
Fixed point theory is one of the techniques that plays a definitive role for computing solutions of various types of nonlinear matrix equations. Ran and Reurings [22] using Ky Fan norm and an analogous result of Banach fixed point principle solved nonlinear matrix equations of the form X = Q ± m i=1 A i * F (X)A i . In this context they proposed the following result.
Theorem 1.1. ( [22] ) Let X be a partially ordered set such that every pair x, y ∈ X has a lower bound and an upper bound. Furthermore, let d be a metric on X such that (X, d) be a complete metric space. If F is a continuous, monotone (order-preserving or order-reversing) map from X into X such that
(1) there exists 0 < c < 1 : d(F (x), F (y)) ≤ cd(x, y), for all x ≥ y, (2) there exists x 0 ∈ X : x 0 ≤ F (x 0 ) or x 0 ≥ F (x 0 ), then F has a fixed pointx. Moreover, for every x ∈ X,
Using this type of contraction theorems many authors solved different types of nonlinear matrix equations, such as, Lim [17] , Duan and Liao [8] , Berzig and Samet [4] , etc. Later Bose et al. [7] generalizes their results by introducing a notion of ω-distance in partially ordered G-metric spaces and solved the nonlinear matrix equation
be a partially ordered set and d be a metric on X. A mapping F : X × X → X has a mixed monotone property [5] if F (x, y) is monotone non-decreasing in x and is monotone non-increasing in y, i.e, for any x, y ∈ X,
and
A pair (x, y) ∈ X×X is called a coupled fixed point of a mapping F : X×X → X if F (x, y) = x and F (y, x) = y. In [5] Bhaskar and Lakshmikantham presented the following coupled fixed point theorem using the mixed monotone property in partial ordered metric spaces and applied it to solve periodic boundary value problem.
Theorem 1.2. ([5]
) Let (X, ≤) be a partially ordered set and d be a metric on X. Let the map F : X × X → X be continuous and mixed monotone on X.
Assume that there exists a δ ∈ [0, 1) with
for all x ≥ u and y ≤ v. Suppose also that (i) there exist x 0 , y 0 ∈ X such that x 0 ≤ F (x 0 , y 0 ) and y 0 ≥ F (y 0 , x 0 ); (ii) every pair of elements has either a lower bound or an upper bound.
Then there exists a uniquex ∈ X such thatx = F (x,x). Moreover, the sequences {x k } and {y k } generated by x k+1 = F (x k , y k ) and y k+1 = F (y k , x k ) converge tox, with the following estimate
Coupled fixed point theorem is one of the most heavily used tools to solve nonlinear matrix equations. In this setting Liu and Chen [18] , Berzig et al. [3] , Hasanov [14] , Asgari and Mousavi [2] and many more used this tool to compute the solutions of different groups of nonlinear matrix equations.
With the above discussion in mind, in this article, we consider nonlinear matrix equations of the form (1.1). We present several necessary and sufficient conditions for the existence of a Hermitian positive definite solution of nonlinear matrix equation (1.1). With the help of Theorem 1.1, Theorem 1.2, we derive some algorithms to compute the solutions. We also discuss about the maximal and the minimal Hermitian positive definite solution of (1.1). Finally, to illustrate the scenarios, we provide with some examples. Throughout this article we denote H(n) by the set of all n×n Hermitian positive definite matrices and denote K(n) by the set of all n × n Hermitian positive semidefinite matrices. We write A ≥ B (or A > B) for A, B ∈ H(n) if A − B ∈ K(n) (or A − B ∈ P(n)). In particular, we write A ≥ 0 (or A > 0) if A ∈ K(n) (or A ∈ P(n)). We denote maximum eigenvalue of a matrix by λ 1 (.) and minimum eigenvalue by λ n (.). We use . as spectral norm. We also denote spectral radius of a matrix A by ρ(A).
Next we give some notable results which we use further in this article. 
A norm ||| · ||| on M(n) is called unitarily invariant norm [6] if
for all A and for all unitary matrices U and V . Spectral norm is a unitarily invariant norm. 
Main Results
Consider the nonlinear matrix equation
where s, t, p ≥ 1, A, B ∈ GL(n) and Q ∈ P(n). Let X s = Y . Then the equation (2.1) reduces to
where s, t, p ≥ 1, A, B ∈ GL(n), Q ∈ P(n). Therefore if X is a Hermitian positive definite solution of (2. Next we give some necessary conditions for the existence of Hermitian positive definite solution of (2.1).
Proof. Let X be a Hermitian positive definite solution of (2.1). Then Y = X s is a Hermitian positive definite solution of (2.2). Therefore
Let λ A be any eigenvalue of A, and e A be the corresponding unit eigenvector of λ A . Multiplying from left in both side of (2.2) by e * A and from right by e A , we have
Let q = min t s , p s and λ i , i = 1, .., n be the eigenvalues of Y . Then for each i = 1, 2, .., n, 0 < λ i < 1 and
Thus, from (2.3) we have
Similarly we have
Then the equation (2.1) can be written as
whereQ ≤ I and Q = kQ, which implies that
where s, t, p ≥ 1Ã,B ∈ GL(n),Q ∈ P(n) with λ 1 (Q) ≤ 1. Thus by using Theorem 2.2 we conclude that if equation (2.5) has a Hermitian positive definite solution then
Thus we have the following theorem.
Now we give some sufficient conditions for the existence of Hermitian positive definite solution of (2.1).
Now to prove our claim, first we show that if
then the equation (2.2) has a solution in
Then f is continuous in 
Thus f maps qk q+1 I, Q into itself. Therefore by using Brouwer's fixed point theorem we conclude that f has fixed pointȲ in qk q+1 I, Q , which is in fact a solution of equation (2.2). Now, ifȲ ∈ qk q+1 I, Q is a solution of (2.2), thenȲ
Proof. The proof is similar to the proof of Theorem 2.4. Also notice that
Thus f maps qk k(q+1) I, Q into itself. Therefore by using Brouwer's fixed point theorem we conclude that f has fixed pointȲ in qk k(q+1) I, Q , which is in fact a solution of equation (2.2). Now, ifȲ ∈ qk k(q+1) I, Q is a solution of (2.2), thenȲ
is a solution of (2.1). Therefore, if
kq(q+1) (q+1) , then the equation (2.1) has a solution in
Note that if (2.1) has a Hermitian positive definite solution X, then
Similarly we get X > (BQ 
and c = max{λ
Proof. Let X be a Hermitian positive definite solution of equation (2.1), then
Thus using Lemma 1.3, equation (2.6) and (2.7) we get
Similarly we also get
Therefore from (2.1) we have
Similarly we have X ≥ (B(Q
Therefore we have X ≥ (A(Q − c
Similarly we also have X ≥ (B(Q − c
Thus, X ≥ max{λ
Proof.
Also, max{λ
Therefore, mI = max{λ
In next couple of theorems we give some sufficient criteria for the uniqueness of solutions of (2.1).
and c = max{λ 
Proof. First of all note that [(AQ
Therefore by Banach's contraction principle f has a unique fixed point in [cI, Q 
Proof. Since c
This proves our first claim. Now for all X ∈ [kc 1 I, Q
Thus progressing as in latter half of Theorem 2.8, we can conclude by Banach's contraction principle that the solution is unique if
Now with a different perspective, we give a necessary and sufficient condition for the existence of a Hermitian positive definite solution of (2.1). 
Proof. As the proof is similar to the proof of Theorem 2.7 of Liu-Chen [18] , we exclude the proof.
Next we derive some iterations (with examples) to compute the Hermitian positive definite solutions of (2.1). Let s ≥ t and without loss of generality let t ≥ p. Then max{s, t, p} = s. Therefore taking X s = Y in (2.1) we get Theorem 2.11. Assume that there exists α ∈ (0, λ n (Q)], such that Example. Consider the following nonlinear matrix equation Then s = 3 ≥ t = 2 ≥ p = 1. Therefore in this case (2.14) can be written as 15) where 
then again by the Lemma 1.3,
Combining we get 
Then (2.18) becomes F (aI, bI) ≤ G(X) ≤ F (bI, aI). Thus, it proves our claim. Now since G maps the compact convex set [F (aI, bI), F (bI, aI)] into itself and G is continuous, it follows from Schauder fixed point theorem that G has at least one fixed pointȲ (say) in this set. Thus G(Ȳ ) =Ȳ ⇒ F (Ȳ ,Ȳ ) =Ȳ and [F (aI, bI), F (bI, aI)] ⊂ [aI, bI]. But the fixed point of F is unique in [aI, bI] . ThusȲ =X ∈ [F (aI, bI), F (bI, aI)]. This proves (II).
Remark 2.14. The obtained solutionX in Theorem 2.13 is the minimal Hermitian positive definite solution of (2.16).
Proof. LetX 1 be any other Hermitian positive definite solution of (2.16) such thatX 1 ≤X. ThenX 1 ≥ λ n (AQ −1 A * )I = aI. Subsequently,X 1 ∈ [aI,X] ⊂ [aI, bI]. But according to Theorem 2.13,X is the only Hermitian positive definite solution in [aI, bI] . ThereforeX 1 =X. ThusX is the minimal Hermitian positive definite solution of (2.16). By similar explanation we also conclude thatX 1 t is the minimal Hermitian positive definite solution of (2.1).
Example. Consider the following nonlinear matrix equation 
