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ARTÍCULO ACEPTADO
Traducción automática entre chino y español:
¿dónde estamos?
Marta R. Costa-jussà
La traducción automática ha recibido mucho interés
en el campo del procesado del lenguaje natural porque es
un tema de interés social. Al mismo tiempo se trata de
un problema interesante a nivel académico porque englo-
ba diferentes tareas del tratamiento del lenguaje textual
como la desambiguación léxica, el parseado o el recono-
cimiento de entidades.
Este artículo presenta los últimos avances en esta área
para las dos lenguas que encabezan el ranking de número
de habitantes nativos: el chino y español. La investiga-
ción en traducción automática para ambos incluye apro-
ximaciones basadas en reglas como estadísticas. El hecho
que ambas aproximaciones estén activas deja el camino
abierto para hacer una aproximación híbrida.
De este modo, utilizando el caso particular del chino
y español, este artículo: (1) describe las motivaciones
económicas, sociales y académicas de este para ambos
idiomas; (2) revisa, describe y muestra experimentos de
las dos aproximaciones más populares de traducción au-
tomática (basada en reglas y estadística); (3) y dibuja
líneas futuras que están siendo muy populares en el cam-
po como es la aproximación híbrida.
Introducción
La traducción automática (TA) ha despertado
el interés de diferentes comunidades científicas in-
cluyendo los lingüistas, informáticos, ingenieros.
Por eso, el avance que se ha hecho en el tema
puede resultar impactante y abrumador teniendo en
cuenta que hoy en día tenemos traductores automáticos
disponibles en línea en más de 50 pares de lenguas. El
hecho de que este avance haya sido posible se debe bási-
camente a las técnicas estadísticas que permiten apren-
der rápidamente de traducciones humanas ya disponibles
previamente.
Recientemente, debido a que la curva de mejora en
estas aproximaciones parece que crece más lentamente,
las aproximaciones lingüísticas están retomando popu-
laridad, así como aproximaciones híbridas con ideas to-
talmente nuevas basadas en neurociencias. Actualmente,
tenemos un gran abanico de traductores que nos pueden
traducir entre pares complejos como catalán e islandés.
Aunque para pares de lenguas minoritarias, la calidad de
la traducción pueda no ser tan buena.
Ahora bien, ¿qué pasa para pares de lenguas que tie-
nen un gran número de hablantes como el chino y el es-
pañol? Pues, la calidad de traducción en este caso puede
llegar a ser peor que en el caso de catalán a islandés, pese
a que el interés económico, cultural y social tiene mayor
impacto. El chino y el español son dos de las lenguas
más habladas del mundo y están ganando mucho interés
en la actual sociedad de la información. Por ejemplo, el
español y el chino ocupan el cuarto y el quinto lugar,
respectivamente, en número de páginas web disponibles
en línea. El interés económico se refleja en datos obje-
tivos como que las transacciones entre China y Latino
América (destacando Brasil, México, Chile, Venezuela y
Argentina) creció en 2011. En ese sentido, la traducción
automática entre este par de lenguas sería de claro interés
para compañías, turistas, estudiantes e incluso políticos.
En este artículo nos centramos en describir cuales han
sido los avances más recientes en términos lingüísticos y
estadísticos de la traducción entre este par de lenguas.
La Figura 1 señala los países que tienen como lengua
oficial el chino o el español.
Figura 1. Países donde el español (azul) o el chino (rojo)
son lenguas oficiales.
El resto del artículo se estructura de la siguiente ma-
nera: vamos a caracterizar qué particularidades tienen el
chino y el español que sean relevantes para la traducción
automática. Describiremos como se ha construido el úni-
co sistema por reglas disponible de código abierto entre
chino y español. Asimismo, explicaremos cuales han sido
los últimos algoritmos aplicados en traducción estadís-
tica para este par de lenguas. Finalmente, extraeremos
conclusiones relevantes y mostraremos algunas líneas de
trabajo futuro.
Caracterización particular de las lenguas
El chino y el español son dos lenguas distantes
en términos lingüísticos. A continuación, analizamos
las diferencias por cada nivel lingüístico relevantes (para
texto): morfología, sintaxis y semántica.
A nivel morfológico, el chino es una lengua aislada, lo
cual quiere decir que sus palabras no presentan inflexio-
nes morfológicas (e.g. casa vs. casas). En este sentido, es
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opuesta al español que básicamente cae dentro de la cla-
sificación de lenguas fusiónales que quiere decir que sus
palabras presentan inflexiones morfológicas y cuyas in-
flexiones no presentan una barrera clara entre morfemas.
Así pues, la diferencia de vocabulario entre una lengua
y otra puede llegar a ser grande. Lo que más dificulta la
traducción es el hecho que a menudo el contexto de una
oración china no proporciona la información suficiente
para saber qué flexiones se necesitan en el español. Así
pues, en muchos casos se requeriría análisis discursivo
para tener esta información. La Figura 2 ejemplifica el
reto morfológico de pasar de una lengua aislada a una
lengua fusional.
Figura 2. Ejemplificación de diferencia de vocabulario entre
una lengua aislada (chino) y una fusional (español).
A nivel sintáctico, chino y español son lenguas que
siguen el orden Sujeto-Verbo-Objeto, con lo que teórica-
mente no hay mucho cambio de reordenamiento de pala-
bras. Aunque en la práctica, el orden de ambas lenguas
es tan flexible que podemos encontrarnos con reordena-
mientos superiores a las cinco palabras.
A nivel semántico, nos enfrentamos al reto del chino
como un lenguaje tonal. Esto significa que un mismo sím-
bolo en chino puede tener múltiples significados depen-
diendo del tono en el que se diga. Como nombrábamos
antes, el contexto que nos ayude a identificar el signifi-
cado no tiene porqué estar incluido en la misma oración.
Estos son algunos retos lingüísticos (clasificados por
niveles lingüísticos) más destacados que nos encontramos
a la hora de diseñar nuestro traductor. A continuación,
describiremos los dos paradigmas bajo los cuales se han
desarrollado recientemente traductores automáticos pa-
ra este par de lenguas.
Traducción por reglas
Esta traducción presenta tres etapas básicas: análisis,
transferencia y generación [1]. El análisis permite pasar
de la lengua fuente a una representación más general.
Un ejemplo típico de análisis es la segmentación y la le-
matización (i.e. quitar la flexión a una palabra, así pues
la lematización de compraríamos es comprar). A partir
de esta representación de la lengua fuente se aplica el
diccionario bilingüe y las reglas de transferencia. El dic-
cionario bilingüe nos permite pasar del vocabulario de la
lengua fuente al vocabulario de la lengua destino. Asi-
mismo, las reglas de transferencia permiten reordenar el
vocabulario destino en un orden natural en esta lengua
destino. Finalmente, la etapa de generación flexiona el
vocabulario destino de la forma adecuada.
Para el caso del chino y español se ha usado la pla-
taforma Apertium[2] (en línea el 10/01/2014) que es de
código abierto, que ha facilitado la tarea de desarrollo.
Básicamente, hemos integrado en la plataforma los dic-
cionarios monolingüe (del chino) y bilingüe y las reglas
estructurales. El diccionario de generación del español
ya estaba disponible dentro de la plataforma Apertium
y se ha podido re-utilizar.
Diccionario monolingüe y bilingüe
Los diccionarios se han creado de manera manual y
estadística. La aproximación manual se ha hecho utili-
zando diccionarios en línea e incluyéndolos por catego-
rías (nombre, adjetivo, verbo) en el diccionario. La fuen-
te principal ha sido Yellow Bridge. Y se han incorporado
5,500 entradas de esta manera.
La aproximación estadística se ha hecho a partir
de textos paralelos a nivel de oración. Estos textos se
han alineado a nivel de palabra utilizando el progra-
ma Giza++ [3] y se han extraído palabras alineadas
mutuamente. De esta manera se han incorporado 3,500
entradas. Se han utilizado los textos paralelos de las
Naciones Unidas [4].
Reglas estructurales
Estas reglas se han realizado de manera manual. El
procedimiento era realizar una traducción de un texto y
manualmente analizar qué reordenamiento era necesario.
De esta manera se han extraído 30 reglas de las cuales
mostramos un ejemplo a continuación:
<rule comment=“REGLA: adj nom”>
<pattern>
<pattern-item n=“adj”/>
<pattern-item n=“nom”/>
</pattern>
<action>
<call-macro n=“f_concord2”>
<with-param pos=“2”/>
<with-param pos=“1”/>
</call-macro>
<out>
<chunk name=“j_n” case=“caseFirstWord”>
<tags>
<tag><lit-tag v=“SN”/></tag>
<tag>
<clip pos=“2” side=“tl” part=“gen”/>
</tag>
<tag>
<clip pos=“2” side=“tl” part=“nbr”/>
</tag>
<tag><lit-tag v=“p3”/></tag>
</tags>
<lu>
<clip pos=“2” side=“tl” part=“whole”/>
</lu>
<b pos=“1”/>
<lu>
<clip pos=“1” side=“tl” part=“lem”/>
<clip pos=“1” side=“tl” part=“a_adj”/>
<clip pos=“1” side=“tl” part=“gen”/>
<clip pos=“1” side=“tl” part=“nbr”/>
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</lu>
</chunk>
</out>
</action>
Esta regla reordena adjetivo seguido de nombre a
nombre seguido de adjetivo. Además concuerda género
y número del adjetivo con el nombre.
La aproximación basada en reglas requiere un
alto conocimiento lingüístico y muchas horas de
dedicación. Por eso la aproximación basada en
reglas es una inversión a largo plazo. En este caso,
dado que el sistema es de código abierto muchos investi-
gadores pueden contribuir a la mejora del sistema. Y así
ha sido, puesto que se han incorporado reglas estructu-
rales extraídas automáticamente mediante técnicas des-
critas en trabajos anteriores [5].
Los sistemas de reglas se acostumbran a evaluar usan-
do la medida de cobertura que básicamente es un indica-
dor de las palabras que el sistema es capaz de traducir.
Para varios test extraídos de diferentes páginas web de
noticias hemos encontrado que la cobertura siempre con-
sigue superar el 80% como se demuestra en la Tabla 1.
Tabla 1. Cobertura del sistema de reglas
Datos Palabras Traducciones Cobertura
Naciones Unidas 14,608 12,080 82.7
Turístico 3,637 2,982 82.0
Traducción estadística
La traducción automática estadística es aque-
lla que desea encontrar la oración destino más
probable dada una oración fuente. El sistema más
popular es el basado en segmentos [6]. Básicamente, se
entrena a partir de un par de textos paralelos a nivel
de oración. Estos textos se alinean usando información
de coocurrencias a nivel de palabra. A partir de aquí se
extrae un modelo de traducción que contiene segmentos
bilingües con sus probabilidades de traducción. Para ase-
gurar que la traducción es fluente en el lenguaje destino
se utiliza un modelo de lenguaje que se ha entrenado
con textos monolingües en este lenguaje destino. De esta
manera, el modelo de traducción y el modelo de lenguaje
son las dos piezas claves para encontrar la oración más
probable en el lenguaje destino dada la oración fuente.
La búsqueda en si la realiza el decodificador que es un
algoritmo de Viterbi.
Para construir un sistema de traducción automática
estadística existen herramientas de código abierto como
Giza++, SRILM [7] y Moses [8]. El primero permite
extraer alineados de palabras a partir de textos parale-
los a nivel de oración. El segundo permite construir el
modelo de lenguaje. Y finalmente, Moses contiene todos
los algoritmos que se necesitan para extraer el modelo
de traducción y decodificar la traducción.
Aproximación directa
Para construir el traductor chino-español con estas
técnicas lo que hemos necesitado han sido los textos pa-
ralelos a nivel de oración. Para este par de idiomas sa-
bemos de la existencia de los siguientes corpus: la Biblia
[9], las Naciones Unidas, los textos de Taus [10] y el cor-
pus del OPUS [11]. Para presentar los experimentos en
este artículo hemos escogido el corpus de las Naciones
Unidas porque nos servirá para hacer una comparativa
en la siguiente sección. Básicamente, este corpus tiene un
set de entrenamiento de 60,000 oraciones. Los textos de
desarrollo y test tienen 1,000 oraciones cada uno.
Entrenando el sistema con la configuración están-
dar de Moses hemos obtenido resultados en términos
de BLEU [12] que están mostrados en la Figura 4 de
la siguiente sección. Esta medida compara la salida de
traducción con una referencia de traducción en coinci-
dencia de segmentos de palabras, una de las medidas
más populares en la comunidad científica de traducción.
Aproximación pivote
Dentro de la aproximación estadística, otras aproxi-
maciones que se han usado para este par de lenguas es la
aproximación pivote. En caso de usar una lengua pivote
se tiene que utilizar la más adecuada para esto. En este
caso se ha utilizado el corpus de las Naciones Unidas dis-
ponible en inglés, chino, español, árabe, francés y ruso.
Las dos maneras más populares de realizar una apro-
ximación pivote son mediante cascada o pseudo-corpus.
La primera consiste en concatenar dos traducciones: en-
tre fuente y pivote; y entre pivote y destino. La segunda
aproximación consiste en construir un traductor entre
fuente y pivote (o pivote y destino) y traducir todo el
texto pivote a fuente (o destino) y utilizar el texto pa-
ralelo entre fuente y destino creado sintéticamente. La
Figura 3 muestra los diagramas de bloques de ambas
aproximaciones.
De entre todos los idiomas pivote testeados (inglés,
francés o árabe), el inglés resulta ser el mejor. Se puede
hacer la hipótesis que de entre los idiomas que se estu-
diaron es el que mejor divide la tarea de reordenamiento
(chino a inglés) y generación de morfología (inglés a
español). Respecto a las técnicas pivote, la que mejor
resultó fue la de pseudo-corpus pero sin diferencia signi-
ficativa con la técnica de cascada [13]. Podemos ver los
resultados BLEU en la Figura 4.
Discusión y líneas futuras
Este artículo ha presentado el estado-del-arte de la
traducción automática entre el par chino y español. Pe-
se a encabezar el ranking en número de hablantes, la
investigación en comunicar ambos grupos mediante tra-
ducción automática no tiene muchos adeptos. En este
artículo hemos presentado los últimos avances tanto en
términos de traducción por reglas como en traducción
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estadística. Ambas aproximaciones presentan unos re-
sultados mejorables pero que pueden resultar útiles para
dominios cerrados. Asimismo, estos sistemas que se han
presentado están disponibles tanto en línea [14] como
en una aplicación de Android (chispa) que pueden ser
de utilidad a turistas o viajantes entre países de estas
hablas.
Figura 3. Diagrama de bloques de las aproximaciones pivote.
Figura 4. Resultados BLEU de la aproximación directa o
direct y las aproximaciones pivote (cascada o cascade y pseu-
do) usando inglés, francés y árabe.
Como líneas futuras y teniendo en cuenta que
tenemos dos paradigmas de naturaleza distinta,
parece lógico pensar que una combinación de am-
bos puede ser complementaria y beneficiosa [15].
En esta línea están las aproximaciones híbridas en sen-
tido estricto que intentan integrar la arquitectura de un
sistema de reglas y la de un sistema estadístico y las
aproximaciones híbridas en sentido amplio que simple-
mente incorporan información estadística en el sistema
de reglas e información lingüística en el sistema estadís-
tico.✵
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