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Abst ract - -E r ror  estimates for approximation of functions ~ox,a,0 (x) = ~x,~,l (x) + i~ox,a,2 (X) = 
[x[)~exp(iA[x[-°'), A > 0, a :> 0, A e R are given. Let E( f ,B ,  Lp(f~)) denote the error of ap- 
proximation of f by elements from B in the Lp-metric. Then, it is shown that for polynomial 
approximation E(~,a , l ,P r , , Lp( -a ,a ) )  ~' n -(;~+l/p)/(l+°') holds true for 1 < p ~ oo, 0 < i < 2. 
The similar estimates are also valid for the errors of approximation by entire functions of exponential 
type, trigonometric polynomials, and periodic splines. The proofs are based on exact estimates of 
the moduli of smoothness of qa~,a,i and a general Stechkin-type theorem. (~) 2000 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
It was Vall6e-Poussin who in 1910 began to study best approximation of functions with singular- 
ities. He obtained [1] some estimates of the error of polynomial approximation of Ix] which were 
improved by Bernstein [2]. 
Much attention has been paid to the study of the error of approximation of [x]~, by polynomials 
and entire functions of exponential type [3,4], by rational functions [5-7], by splines with variable 
knots [8], and by trigonometric polynomials with free spectrum [9]. 
Polynomial approximation of functions with "simple" singularities like Ix] ~ log k ]x], ~=1 I x - 
cil ~ and others were studied by Bernstein [10-12] and Nikolskii [13,14]. 
Brudnyi [15] developed a theory of rational and spline approximation of functions with sin- 
gularities (see also [16]). In particular, he proved that the exact order of rational and spline 
approximation of ~OA,a,2(X ) --~ ]X] A sin(Ix[ -~) in Lp( -a ,  a) is n -()~+l/p)/a. 
Recently, we found [17] the exact order of approximation by polynomials and entire functions 
of exponential type of some infinitely differentiable functions like (I)~,~(x) = ]x[ ~ exp(iAIx]-'~), 
Im(A) > O. 
In this paper, we study best approximation by algebraic and trigonometric polynomials, entire 
functions of exponential type and periodic splines of the following functions: 
~),,,~,o(x) = ~.x,,~,l(X) + iqo.x,,~,2(x) = Ix[ ~ exp ( iA[x[-~),  
¢~,a,i,8(T) = ~,~,i(sin T)COS 8 T, 0 < i < 2, 
where A > 0, a > 0, A e R \ {0}. We remark that ~,0,0 = ]xl ~ and ~,~,0 = ~,~,  Im(A) = 0. 
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Main results on best approximation of ~o~,a,i and ¢;~,c~,i,s are given in Section 3. In par- 
ticular, we prove that the exact order of polynomial approximation of ~,~, i  in Lp(-a, a) is 
n -(~'+l/p)/(l+a). The proofs are based on estimates of moduli of smoothness of these functions 
(Section 2) and on a general Stechkin-type theorem (Section 3). 
We use the following notation. Let Lp(~t) be the Banach space of measurable functions f on a 
measurable set ~ C_ R with norm ]tf[ILp(~) ---- ( f~ Ifl dx) lip and let L~(~)  be the Banach space 
of continuous on ~ C_ R functions f with norm IlfllL~(a) = supn If]" Let Wk(gt) be the set of 
all k-differentiable on ~ c R functions f such that f(k) E Lp(~). 
Throughout he paper, C, C1, C2,.. • denote positive constants independent of t, u, x, n, a, 7, 
f ,  g. The same symbol does not necessarily denote the same constant in different occurrences. 
2. EST IMATES OF MODULI  OF SMOOTHNESS 
Let ft be one of the three sets, R = ( -oo,  c~), an interval [a, b] C R, or the set T of real 
numbers modulo 27r. For k E N, we set 
f~h = {x E f~ I x + kh E ~2}, 0 < Ihl < (diamf~) 
- k 
The set f~h coincides with gt except when ~2 = [a, b], in which case f~h = [a + klh h b] if h < 0, and 
fth = [a, b - klhl] if h > 0. Then, we can define for functions f on f~, 
k 
A~f(x )=E(~) ( - -1 )k - J f (x+jh) ,  
j=O 
on the subset ~'~h" The k th modulus of smoothness of a measurable function f is defined by 
wk(f , t , f~) .=wk( f , t )p= sup IIAXflIL,,( ,,), 1 <p< ~.  
0<lhl<t 
For k E N, ~ > 0, p E [1,~], t > 0 we set 
t (~+l/p)/O+a), if k > -'1-+--~--' 
)~+ 1/p hk(t,a) = tkln 1/p , i fk  = ~ ,  
1/p 
t k, if k< T~- '  
hk,o(t, ~o) = hkA(t, oo) = 
00, 
tO,+l/p)/(l+a) 
t~lO+~), 
t(A+l)/(l+{~), 
hk,2(t,c~) = tint, 
00, 
{30, 
t (A+I/p)/(I+a), if k > A + -,1 1 <_ p _< (x), 
P 
t (A+l/p)/(l+a), if k A + 1 = - ,  p= 1 orp= c~, 
P 
o~, i f k<~+ 1-, l<p<c~,_  
P 
1 
if k =/~ +- ,  1 <p< c~, 
P 
1 
i f k> A+- -c~,  l<p<~,  
P 
i fk  > A-c~, p = cx), 
i f k>A+l -{~,  p=l ,  k> lork=l ,  A<c~, 
i fk  =/k+l -c~= 1, p=l ,  
1 
i l k  < A+- -c~,  1 <p< co, 
P 
1 
if k =,X + - - c~, 1 <p< oo. 
P 
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In this section, we prove the following estimates for moduli of smoothness of ~o~,a,i and ~b~,a,i,8. 
THEOREM 1. Let k E N, A > 0, p E [1, c¢], s = 0, 1, 2,..., t E (0, k -~/0+~)) be given numbers. 
(a) For0<a<oo,  0<i<2,  
Clhk(t,a) <_ wk(qa~,~,i,t, [-a,a])p < C2hk(t,a), t E [O,a], (2.1) 
Clhk(t, Tr) <_ wk(¢~,a,i,s,t,T)p <_ C2hk(t, Tr), t E [0, 7r]. (2.2) 
(b) For a = oo, O < i < 2, 
Clhk,i(t, cx~) <_ wk(~a,~,i, t R)p _< C2hk,i(t, oc), t >_ O. (2.3) 
To prove Theorem 1, we need some auxiliary results. We begin by listing some elementary 
properties of the moduli of smoothness. Let f be a measurable function on f~ C R such that 
wk(f,t)p < c~ for all t > 0. Then, 
(i) wk(f, t)p is a nondecreasing function of t satisfying 
wk(f, Tt)p <_ (1 + 7)kwk(f,t),; (2.4) 
(ii) for t > O, the following triangle inequality holds: 
¢Ok(fl + f2,t)p ~ wk(fl,t)p + wk(f2,t)p; (2.5) 
(iii) if f E Lp(ft), then 
wk(f,t)p < 2kllfllL,,(f~); (2.6) 
(iv) if f e Wpk(f~), then for t > 0, 
wk(f,t)p < t k f(k) . (2.7) 
- -  Lp ( f t )  ' 
(v) if f is not a polynomial of degree k - 1, then 
wk(f,t)p > Ct k, 0 < t < 1. (2.8) 
Concerning the proof of (2.4)-(2.8) we refer to [18, pp. 102-104; 19, pp. 44-46]. 
~(m) and ¢(m) may be verified easily by induction on m. The following identities for ,~,~ ~,~,~,s 
LEMMA 1. 
(a) ForA>O,a>O,  l < i<2,  x>O, 
m 
~(m) 'x' = E Cj,m~-rn-J~'~'°(x)' (2.9) .~,a,0k / 
j=o 
[m/2] [(m+l)/2] 
(m) = E + (2.10) 
j=0  j= l  
(b) fo rA>O,a>O, l  < i<2,  rE[O, Tr], 
m m- j  
¢(m) rr~ = X,,~,o,s, , E E Ctd,mCX-m+2l-ja,~,o,,+m-2t(r), (2.11) 
j=0 l=0 
[m/2] m--2j  
(m) (r~ ~ ~ At,j,,,m¢~-m+2t-23~,~,~,~+m-2t(T) A,O~,i,S k ] 
j=0  /=0 
[(m+l)/2] rn -2 j+ l  
+ E E Stj,i,mCX-m+2l-(2j-1)a,a,3-i,~+m-2t(T), (2.12) 
j=0  /=0 
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where Cj,m, Cl,j,m are complex constants and Aj,m,i, Bj,m,i, Al,j,i,rn, Bl,j,i,m are real constants 
such that the coefficients with the maximal j in (2.9)-(2.12) are nonzero, and 
Co,m = A0,m,1 = A0,m,2 = A(A - 1 ) . . .  (A - k + 1), 
Bl,m,2 = -AaA(A  - 1) . . .  (A - k + 2). (2.13) 
PROOF OF THEOREM 1. Upper estimates. The upper est imates in (2.1)-(2.3) are based on the 
decomposit ion of ~ ,a , i  and ¢~,a,i,~ and inequalities for the corresponding K-functionals.  
Let f /=  ( -B ,  B) or f~ -- [ -B ,  B] be one of the three sets, R ,  [ -a ,  a], or T and let u E (0, 1) 
be a number such that  I -u ,  u] c f~ and u >_ kt. For a measurable function f ,  we put f l (x )  = 
X[-u,u](x)f(x), f2(x) = Xn\.[-u,~]f(x), where XE denotes the characteristic function of E.  
Assuming that  f l  E Lp(f~) and wk(f2, t)v < co, we obtain from (2.5) and (2.6) 
wa(f,t, ft)p <_ wk(f l , t ,a)p + wk(f2,t, Ft)v 
(s r < 2kllflllLp(n)+ sup [A~f(x)lPdx + [A~f (x ) f  dx -- O<h<_t B Ju-kh (2.14) 
-< 2k ([IfllLp(-~,~)+ [[fllL,,(-2~,-~) + IlfllLp(0,~)) + wk(f,t,  ( -B , -U) )p  
+ w~(f, t, (u, B))p. 
Next, assuming that  f is an even function and f e Wkp(U, B), we obtain from (2.14) and (2.7) 
wk(f,t,f~)~ < C (llfllL.(0,2~,) + t k S (k) ~ . (2.15) \ Lp(U,B) ] 
In particular, since (2.9) and (2.10) yield the inequality 
m 
VgA,a,i(x)(m) < CExA-m- Ja  , 0 < i < 2, 0 < m < k, x > 0, (2.16) 
j=0 
we have from (2.15),(2.16) 
( ) wk(~,~,~,t, [-a, al)p < C [l~,~,dlL~(0,2~) + t k ~'~'~ L,,(u,a) (2.17) 
~_ C(uA+l/P-~-tk (hk (ul+a,a) u-k(l'l-a) Ai-1)) . 
Next, choosing u = t 1/(1+~) > kt for 0 < t < k -~/(1+~), we obtain from (2.17) wa(~x,a,i, t [-a, a])p 
< Chk(t,a), giving the upper est imates in (2.1). Similarly (2.11), (2.12), and (2.15) yield the 
upper bounds in (2.2). 
(a) 
To prove the upper est imates in (2.3), we need to est imate II~m,~,~llL.(~,~). It  is easy to see 
that  for i = 0,1 and k > A + 1/p, I < p < oc or k > A, p = oc, (2.16) yields 
qo(k)A,c~,i Lp(u,oo) "~- Cu A-k(l'l-c~)'l-1/v = Chk, i (ult-c~, (x)) u -k( l+~).  (2.18) 
Note that  (2.18) is also valid for i = 0,1 and k 
-- Ao,A+I,1 =- 0 and, by (2.9) and (2.10), 
-- k xA--m--Ja~ ~),,,~,~(Z)t(m) < C 
j=l  
= A+ 1, p = 1, since by (2.13), C0,x+l 
0<i<1,  x>0.  
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Then, (2.18) follows easily. Further, by (2.10), 
k 
_< Im(x)l + c E 
j=2 
where 
x>O,  
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(2.19) 
(2.26) 
(2.27) 
• (2.28) 
( (:/-1'o) 
bs - as = a~r -1/~ (2s) -1/~ - 2s + > Cs -(1+~)/~, 
a ((287r_ 4)-1/c~--(2s7r)-1/c~ ) > aCok8 -(l+c~)/a. 
Now, by (2.25) and (2.27), for all s E N,  1 < s < so, 
bs+kt <_ a(2s~r) -1/~ +tokso (l+a)/a <_ a(2s~r)-l/a +aCokso (l+a)/a <_ a 2sTr - -~ 
Next, for s = 1 ,2 , . . . ,  
Hk(x) = Ao,k,2X ~-k sin(Ax -a )  + Bl,k,2x ~-k-a cos(Ax-~) .  (2.20) 
Taking account of the inequality I s in(Az-~) l  <_ IAIx -~, we obtain from (2.19), (2.20), and (2.13) 
k 
(k) X C X- 'x  ~-k- ja x > 0. (2.21) ) < 
j=l 
Therefore, if k > A + 1/p - a,  1 < p < co, or k > A - a,  p = co, then (2.21) yields 
~v (k) < Chk,2 (u 1+~, co) u -k( l+a).  (2.22) A,a,2 Lp(u,oo)- 
It remains to prove (2.22) for p = 1, k = A + 1 - cr. We have 
IH~+I_a(x)]  = IA}a(a + 1) . . .  (a + k - 1 )x - '  ]A- ix ~ sin (Ax-")  - cos (Ax-~)l  
(2.23) 
= Cx -1-2a (1 + O (x -4" ) )  , x ~ co. 
Then, (2.19) and (2.23) show that  (2.22) is valid for p = 1, k = A + 1 - cr. Next, combining 
(2.15), (2.18), and (2.22), we obtain 
Wk(~,a,i,t,(--OO, O))p < C(U x+I/p +tkhk#(ul+a, OO) U-k(l+a)). (2.24) 
Finally, choosing u = t 1/(1+a) in (2.24), we have 
wk(~,a,i,  t, (-co, oo)) < Chk,i(t, oo), 0 < i < 2, 
giving the upper bounds in (2.3). 
LOWER ESTIMATES. For simplicity, we put A = 1. First, we prove the lower est imates in (2.1). 
For 1 < k < (A+l /p ) / ( l+~)  they follow from (2.8). Let now k > ( )~+l /p ) / ( l+a)  be an 
odd number  and let 0 < t < to = min(1,aC0),  where Co = (2(l+~)/~+2~rl/~k) -1 < 1. Next, we 
consider the pairwise disjoint family of intervals [as, bs] c_ [0, a], where as = a(2sTc + 7r/4) -1/~, 
bs = a(2sTr) -1/a, s = 1,2, . . . .  
Then there exists so E N such that  
to(so + 1) -(1+~)/~ < t < toSo (1+~)/~. (2.25) 
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Therefore, 
rain cos(x -a )  > 2 -1/2. 
xE[a~,b~+kt] 
Next, using (2.10), (2.25), (2.26), (2.28), and (2.29), we obtain 
Wk(~,.,2,t,[--a, al)p >_ I IAk~,a,2[IL.(0,a) >_ [At~,a ,2 (x ) l  dx 
b~ t . (k) [X . . .  
. . . .  ~,a,2~ + Ul + "'" + Uk ) dul dx 
\ s= l  a., 
(Ss~=l~bS ~ot ~0 t "duk p ) l ip >_ C "'" ¢flA-k(l+a),a,l(X-4-Ul {-'''-4-uk)dUl.. dx 
s 
(/o /o 
k-1 b~, t. 
-- C1 E "" ([~-k-js'a,l(X -~- ul -~'" -~- uk)l 
j=o s=l s 
p ) 1/p 
+ I~X-k-js,a,2(X+Ul A-"" +Uk)t)dUl...dUk/~ dx 
> C tkP(bs - as)(bs + kt) (~-k(l+a))p - 
ks=l  
Ss~=l ~ 1/p > Ct  k s-(l+c~)/~-('k-k(l+cO)P/¢~) _ Clt k 
tk80 A-k(l+cr)+l/p)/a (1 - 801 In Up SO) ,  
>_C tk ( ln l /Pso) ( l _ l )  ' 
1/p 
\ j=0  s=l  / 
(~  so I lip 
E s-(l+a)/c~-(.k-k-ja)p/a 
\ j=0  s=l / 
+ 1/p 
i f k  > - -  
l+a  
>_ Chic (t, a). 
i l k  _ ~/~,_______x~  + 
l+a  
(2.29) 
Thus, the lower est imate in (2.1) is established for i = 2 and all odd k > 1. Similarly, we can 
obtain the lower bounds in (2.1) for i = 2 and all even k > 2 and also for i = 1, k E N. Using 
the same method,  it is easy to derive the lower estimates in (2.2) for i = 1 and i = 2 from (2.8) 
and (2.12). The lower bounds in (2.1) and (2.2) for i = 0 follows easily from the inequalities 
O<a<co,  
(2.30) 
wk(~,.,o, t, I-a, a])p >_ Wk(~,~,l, t, [--a, a])p, 
~k(¢~,~,0,s, t, [-~, ~])p > ~k(¢~,~,l,s, t, [-~, ~])p. 
Then, the inequalities 
.~k(~,,.,~, t, (-co, ~) ) ,  > ~k(~,,.,,, t, I-a, a]),. (2.31) 
and the lower est imates in (2.1) show that  the lower bounds in (2.3) are valid for i = 0, 2 and 
k > A+l /p ,  1 <_ p < co, or k -- A+l /p ,p  = 1, co, since k > ~+l /p impl ies  k > (A+l /p ) / ( l+a) ,  
1 < p < co. Next, we note that  k > )~+l /p -a  implies k > (A+l /p ) / ( l+a) ,  then k = A+l /p -a  
and k > 1 imply k > ()~ + 1/p)/(1 + a), and finally 1 = )~ + 1/p - a implies 1 = ()~ + 1/p)/(1 + a). 
Therefore, (2.31) and the lower estimates in (2.1) yield the lower bounds in (2.3) for i = 2 and 
k > ~ + l ip  - a,  1 < p < co or k > ~ + 1/p - a ,  p = 1, co. It  remains to consider the case when 
~k(~,~,i,t ,  (-co, co))p = o¢.  
Suppose first i = 1. Then, taking account of the inequality cos(x -a )  > 2 -1/2 for x > M = 
(4/~r) 1/a and using (2.10), we obtain for k < A + 1/p, 1 < p <_ co, 
~k(~,,~,i, t ( -~ ,  ~) ) ,  > ~k(~,~,l ,  t, (M, ~) ) ,  
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( / ; /o /o  ' '~' ~,,.. ,.~,.)~'" > lim . . .  ~ ,a , l (X  + ul + ' "  + • - -  N - - - *oo  
(i;(i: io' (k) > lim IAo,k,ll + • "" ~)~,o~,l(X_ "~ U 1 "l- "'" Uk,, "X-k - -  g - - - - , cx ,  
X COS ( (X  "J- U 1 "~ " " " -~ Uk) -a) dUl. . . ,duk) p dx) 1/p 
k (E (So  t SO t ip  ) l /p  -C  E ... (x+u l+. . .+uk) ) ' -k - J~du l . . .duk  dx 
j= l  
( ( / ; ) "  > lim 2-1/2A(A - 1 ) . . .  (A - k + 1)t k X()'-k)Pdx 
- -  N~co 
)1'1 - c ~ (x + kt)(~-k-J~)P dx 
j= l  
> C' lira N )~-k+l/p- CjN a -k - j~+l /p  = c~. 
- -  N - - - ,e~ 
j= l  
Similarly, if k = ,~ + 1/I), 1 < p < oo. Using (2.3o) for a = oo, we complete the proof of the lower 
est imates in (2.3) for i = 0 and i = 1. 
Let now i = 2 and let k <_ )~+l /p -a ,  1 < p < eo or k < )~+l /p -a ,  p = 1, oo. Then, denoting 
5 = a/(,~ - k + 1), we have 5 E (0, 1). Next, taking into account the inequality sin(x -a )  >_ x -~ 
which holds for all x _> M when M is large enough and using (2.10), we obtain 
Wk(~,a,2, t (--00, O0))p > Wk(qaX,~,2, t (M, o¢))p ((/; J: ,. . )1,. 
>_ lim Hk(x +ul  + ' "  + uk) dul . . ,  dx 
N ---* oo 
 (ciz z ) )") -- C E t .. (x--~-u 1 + " " Uk))'-k-J'~ dUl ...auk dx j=2 
( (/: i _> lim (SAo,k,2 - Bl,k,2) t k X (A-k-a)p dx N-*oo  
- C E (x + kt) (~-k-ja)v dx 
j=2  
-> g-.oolim ((CA(A - 1 ) . . .  (A - k + 2)(5(A - k + 1) - a )N  ~-k -~+l /p  
- y~ C jN  ; ' -k - j~+l /p -- c~, 
j=2  
where Hk, A0,k,2, and Bl,k,2 are defined by (2.20) and (2.13). Thus, Theorem 1 is proved. | 
REMARK 1. This method can be applied to many functions having isolated singularities uch as 
sgnxqoA,~#(x), sgnx¢;~,~#,s(x), [x[A exp(i In 8 Ix[), cos(exp(x)) cosh -~ x, and others. 
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REMARK 2. Functions T~,~,i do not belong to Lp(R.) but (2.3) and (2.4) show that 
wk(~,a, i , t ,R)p < co, 
for all t > 0 and k > A + 1/p. 
3. ESTIMATES OF THE ERRORS OF APPROXIMATION 
Let Ft be the three sets, R, [a, b], or T, and S be a linear set of measurable functions on Ft. 
The error of approximation of a measurable function f on gt by elements from S in the metric of 
Lp(~t), 1 <_ p <_ co, is 
E(f ,S ,~)p = inf IIf - gllL,(n). gCS 
Let M be an unbounded subset of (0, co), {S.y}-~eM be an increasing family of linear sets of 
measurable functions on Ft, and let f be a measurable function on Ft. In what follows, we 
determine conditions of Jackson-Stechkin type which f and {S~}~eM satisfy, and starting from 
these conditions, we obtain a general Stechkin-type theorem for a lower estimate of the error of 
approximation of f .  Then, we apply this theorem for obtaining the precise order of approximation 
of ~,~, i  and ¢~,~,~,8 by trigonometric and algebraic polynomials, entire functions of exponential 
type, and splines. 
(A) The Jackson-type inequality holds 
E(f,S~,~t)p <_ Cwk (f,~/-1,Ft)p, ~/ e M, "y>l .  (3.1) 
(B) There exists a subset Ftl C_ Ft such that for each g E S.~, 7 c M, with wk(g,t, gt)p < co, 
te  (0, 1), 
wk(9, t, a)p < C( t)k k (9, a) .  (3.2) 
It is easy to see that if S~ consists of k-differentiable functions on Ft, then Condition (B) is a 
consequence of (2.7) and the following Stechkin-type condition. 
(C) There exists a subset ~1 C_ gt such that for each g E S.~, 7 E M, with wk(g,t, Ft)p < co, 
te  (0,1), 
g(k) ~ c~ko3k (g, .,/-1, Ft)p. (3.3) 
Lp(~l) 
Next, let h(t) be a continuous nondecreasing function on (0, co), h(0) = 0, satisfying the 
H-condition, there exists H > 1 such that 
h(2t) 
lim sup - H. (3.4) 
t--.o h(t) 
We remark that (3.4) implies the following property of h, for any ~ > 0 there exists to such that 
h(ut) >_ H-12-~ul°g2H+~h(t), 0 < t < to, 0 < u _< 1. (3.5) 
To prove (3.5), we note that for any ~1 > 0, there exists to such that for all t E (0, to) and all 
sEN,  
< H + cl. (3.6) h (2-st) 
I f  u E (2 -k, 2-k+1], then multiplying inequalities (3.6) for 1 < s < k, we obtain 
h(t) < (H + ~l)kh (2-kt) <_ (H + sl)-lu-I°g2(H+e~)h(ut). (3.7) 
Then, (3.5) follows from (3.7) for el = (2 ~ - 1)H. 
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Next, we remark that if i < H < 2 k, then there exists # E (0, k) such that 
h(ut) >_ Cut'h(t), O < u <_ l, 0<t_<l .  (3.8) 
It is easy to show that (3.8) follows from (3.5) for ~ = (k - log 2 H)/2, # = log 2 H + ~, and 
0 < t < to _< 1. If to < t < 1, then using (3.5) we have 
h(ut) > h(uto) > C h(t) = Cut'h(t), 
giving (3.8). 
THEOREM 2. Let f be a measurable function on f~ and let f~l be a subset of f2. Let f and 
{S~}vEM satisfy Conditions (A) and (13) (or Conditions (A) and (C)) and let h satisfy the 
H-condition. If the inequalities 
Clh(t) <_ wk(f,t,~tl)p <_ wk(f,t,f~)p <_ C2h(t) (3.9) 
hold, then for all 3" E M, 3' > 1, 1 < p <_ c¢, 
C3h (3'-1) <~ E( f  , S 7, a)p < Cnh (3'-1). (3.10) 
PROOF. The upper bounds in (3.10) follow from Condition (A) and (3.9). Suppose now that f 
and {ST}TEM satisfy Conditions (A) and (B). Next, let g7 E $7 satisfy the inequality 
Ill - g~llL,(a) <- 2E(f, S~, ft)v. (3.11) 
Using (2.5), (2.6), and (3.11), we obtain 
wk(f,t,f~l)p < wk(gT,t,f~l)p + wk(f -- g-r,t,f~l)p 
< wk(g~, t, fli)p + 2k+lE(f, S.~, f~)p. (3.12) 
Next, by (2.5), (2.6), (3.1), and (3.11), we have 
Wk(g~, 7-1, a)p < Wk (f, 3"-1, a)p q- 2k+lE(f, S.~, a)p 
<_wk(f, 3-1,f~)p+2k+lwk(f, 3-x,f,t)p<Cwk(f,  7_l,f~)p. (3.13) 
Then using (3.2), (3.10), (3.12), and (3.13), we obtain 
E(f, Sr, f~)p > 2-k-l(wk(f, t, f~l)v -- wk(g~, t, f~l)p) 
>C(Clh(t)_(3"t)kwk(g~,7_l,f~)p ) >C(Clh(t)_(3"t)kh(3-1)) " (3.14) 
Next, by (3.8) and (3.14), we have for all 3' > 1, 0 < '3't < 1, 
E(f, S~, f~)p > C (Cl(Tt)t~h (3"-1) _ (3"t)kh (3"-1)) = C(3"t)~h (3 ' -1)  (C  1 _ (3 ' t )k - t t )  , (3.15) 
where 0 < C1 < 2. Putting t = (C1/2)1/k-~7-1, we obtain from (3.15) 
E (L  S~, a ) ,  > Ch (3"-1), 
giving the lower bounds in (3.10). | 
REMARK 3. We can prove that (3.9) is equivalent to (3.10) if and only if I < H < 2 k. The similar 
results for p = c~, f~ = ftl = T and subspaces of trigonometric polynomials have been obtained 
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by Stechkin [20], Lozinskii [21], and Bari and Stechkin [22]. All these results can be generalized 
to normed spaces atisfying certain conditions (in the spirit of Butzer and Scherer [23]). 
REMARK 4. In the proof of the theorem, use was made of a method due to [20]. 
Below we consider some applications of Theorem 2 to approximations by trigonometric and 
algebraic polynomials, entire functions of exponential type and splines. 
(a) APPROXIMATION BY TRIGONOMETRIC POLYNOMIALS. Let T~ be the class of all trigono- 
metric polynomials with complex coefficients of degree at most n. Conditions (A) and (C) hold 
for f~ = ftl = T, M = N, and S~ = 7"~ (see [18, pp. 215, 273; 19, p. 205]). Next, the func- 
tion h(t) = hk(t, Tr) -= t (~+I/p)/(I+a) satisfies the H-condition for H = 2 (~+WB)/(I+a) < 2 k, 
k > (A + l/p)~(1 + a). Thus, Theorems 1 and 2 yield the following result. 
COROLLARY 1. For A > O, a > O, p • [1, co], s • N U {0}, 0 < i < 2, n • N, 
Cln -()'+l/p)/(l+cO <_ E(~),,,~,i,s, Tn, T)p _< C2n -(A+l/p)/(l+cO. (3.16) 
Let Cn(f) = 7r -1  f :T r  f(T) e-inr dT, n = O, ±1, . . .  denote the Fourier coefficients o f f  • LI(T). 
COROLLARY 2. 
(a) ForA>O,a>O,p•[1 ,co] , s•NU{O},O<i<2,  n•N,  
Icn(~bA,a,i,s)[ <_ Cn-(A+I)/(I+°O. (3.17) 
(b) If ~,~, i  
n•N,  
= T~,~,i for [x[ < 7r is a 27r-periodic function, then for 0 < A <_ a, 0 < i < 2, 
Ic , I - (3.18) 
PROOF. Inequality (3.17) easily follows from (3.16) and the inequality 
Icn(f)[ <_ 7r-IE(f, Tn_I ,L I (T)) .  (3.19) 
Next, using (2.1) and (2.6), we obtain for n > k > 2 
+ - < Cn  - (~+~) / (~+~) .  (3.2O) ~k(~,~,~,~ ,W)~_<~k ~,~,~,.n -1, -~+~,~ ~ 1 ~ 
Then, (3.18) follows from (3.19), (3.20), and the Jackson Theorem. | 
REMARK 5. Inequality (3.18) for A = a = 1, i = 2 was obtained by Bray [26, p. 230]. 
(b) APPROXIMATION BY SPLINES. Let S~,k be the class of all 27r-periodic splines of order k and of 
defect 1 with respect o the uniform partition {lTr/n}~n=l . Condition (A) for ~ -- ~1 -- T, M -- N 
and S7 = Sn,k holds for all p • [1, co], [19, p. 356], and Condition (C) is valid for p = 1, 2, co [24, 
pp. 220-236]. The following analogue of Corollary 1 is a consequence of Theorems 1 and 2. 
COROLLARY 3. For A > 0, a > 0, p = 1, 2, Pc, k > (A + l iP) l(1 + a), s • N U {0}, 0 < i < 2, 
n•N,  
Cln -()'+Wp)/(I+a) <_ E(~'),,,~,i,~, S,~,k,T)p <_ C2n -()~+l/p)/(l+c'). 
(c) APPROXIMATION BY ALGEBRAIC POLYNOMIALS. Let P~ be the class of all algebraic poly- 
nomials with complex coefficients of degree at most n. Conditions (A) and (C) hold for k = 1, 
p ---- co, ft = f-a, a], ~~1 = [--al, al], 0 < al < a, M = N, $7 --- P,~. In this case, Condition (A) 
is the classical Jackson Theorem [18, p. 254], and Condition (C) easily follows from its periodic 
analogue [24, p. 148]. If k -1+ 1/19 > 0, then inequalities (3.2) and (3.3) for algebraic polynomials 
are unknown. That is why the proof of the following result is based on Corollary 2. 
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COROLLARY 4. For A > 0, a > 0, p E [1, co], 0 < i < 2, n E N, 
Cln -(x+Vp)/(I+~) <_ E(~,a#,  P~, [-a, a])p <_ C2n -(~+1/p)/(1+~). (3.21) 
PROOF. It is sufficient o prove (3.21) for a = 1. The following formula is easy to verify from 
the definition of E(f, Pn, I-a, a])p: 
E(:~,~#, Pn, [-1, 1])p 
(f:. )"" 2 -1/ .  inf I¢~,.#,0(T) - T(r)FI cos~l dT = TET,~ 
E(¢~,~#,0, T , T )~,  
, 1 <_ p < CO, (3.22) 
p=oo.  
Next, (3.22) shows that for 1 < p < co, 
E(~,a , i ,  P~, [-1, 1])p _< 2-1/pE(¢~,~#,o,T~,T)B, (3.23) 
(/;. )"" E(~,~,~,'Pn, [-1, 1])p > 2 -Vp inf i~b~,,#,l(T) -- CosTT(T)] p dT 
- -  TET,,. 
>_ 2-1/p E( ~,,#,1, ~/~n-{-1, T)p. (3.24) 
Then (3.16), (3.23), and (3.24) yield (3.21). | 
(d) APPROXIMATION BY ENTIRE FUNCTIONS OF EXPONENTIAL TYPE. Let Bo be the class of 
all entire functions of exponential type a > 0. Condition (A) holds for 12 = ~1 = R, M = {x E 
R :  x > 0}, S~ = Ba, and measurable functions f,  satisfying the inequality If(x)[ _< C(1 + ]x[N), 
N _> 0, x E R (see [18, p. 259; 25]). Inequality (3.3) for g e B ,  n Lp(R) was obtained by [18, 
p. 217]. The following lemma shows that Condition (C) is valid for all g E B~ with wk(g, t, R)p < 
CO. 
LEMMA 2. If g E B~ and for all h E (O,~r/(32ka)), IIAkgiiLp(R) < CO, then 
-< 2h-  II  gll/.(R), 1 < p < co. (3.25) 
PROOF. Let g E Ba and h E (0, ~r/(32ka)). First, prove (3.25) for p = co. It is easy to see that 
there exists an increasing sequence xs E (s~r/Sa, sTr/8a + kh), s = 0, i l ,  +2 , . . . ,  satisfying the 
relations 
sup g(k)(xs) ~_ h-ksup A g _< A g L~(R)' 
8 8 
sup x~-g- - j  < 32~' ~e~ - 323'  8 
57r 1 
sup(~+~ -~./ -< ~ < ~.  
3 
(3.26) 
(3.27) 
(3.28) 
Now, using (3.26), (3.27), and a generalization of Cartwright's theorem obtained by Duffin and 
Schaeffer [27], we have tlg(k)iiLoc(R) < CO. Then, by the Bernstein inequality for entire functions 
of exponential type [18, p. 208], 
g(k) L~(I:t) ~- suPs g(k)(Xs) -~- (7 g(k) Lot(R) sup(xs+ls -- xs)" (3.29) 
Finally, (3.26), (3.28), and (3.29) yield 
g(k) <- 2h -k ila gilL (.) L~ (l:t) (3.30) 
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To prove (3.25) for 1 < p < co, we use a method due to Stein [24,28]. F i rst  note that ,  by the 
Nikolskii  inequal i ty [18, p. 233], Akg(x)  E Lot (R) .  Then, from (3.30) we have g(k) E Loo(R).  
Therefore, g satisfies the inequal ity 
Ig(x)l _~ c(1 + Ixl) k, x ~ a .  (3.31) 
Further,  by (3.31), the convolution (~ * g)(x) = f _~ ~( t )g (x  - t) dt belongs to B~ for every 
E Lp,(R) ,  p'  -- p/ (p -  1), 1 < p < co, with a bounded support  (cf. [18, p. 259].) Therefore, the 
function A~(~ * g)(x) = (~ * Akg)(x)  belongs to B~ A L~(R) ,  and using (3.30) we obta in  
g(k) Lp(R) ~-  sup sup ~,  g(k)(x) = sup sup ~ * g(k)(x) 
::~R I{~{{L ,,¢R)_< 1 I{,pl{ i. , (,:,.)_< 1 ~:~R 
_< 2h -k sup sup A, g(x)l _< 2h -k 
II~IIL , (R)<I  x~R 
(3.32) 
Relat ions (3.30) and (3.32) yield (3.25). | 
The function h(t) = hk,i(t, co) = t (~+1/p)/(1+~) satisfies the H-condi t ion for k > A + l /p ,  
1 < H < 2 k. Thus, Theorems 1 and 2 yield the following result. 
COROLLARY 5. For A > 0, c~ > 0, p E [1, co], 0 < i < 2, a > 0, 
CI(~ -()~+1/p)1(1÷~)  E (~,~, i ,  B~, R)p _< C2cr -()~+l/p)l(l+a). 
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