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FOURIER MULTIPLIERS AND WEAK DIFFERENTIAL
SUBORDINATION OF MARTINGALES IN UMD BANACH
SPACES
IVAN YAROSLAVTSEV
Abstract. In this paper we introduce the notion of weak differential subor-
dination for martingales and show that a Banach space X is a UMD Banach
space if and only if for all p ∈ (1,∞) and all purely discontinuous X-valued
martingales M and N such that N is weakly differentially subordinated to M ,
one has the estimate E‖N∞‖p ≤ CpE‖M∞‖p. As a corollary we derive the
sharp estimate for the norms of a broad class of even Fourier multipliers, which
includes e.g. the second order Riesz transforms.
1. Introduction
Applying stochastic techniques to Fourier multiplier theory has a long history
(see e.g. [2, 3, 6, 9, 11, 20, 21, 30]). It turns out that the boundedness of cer-
tain Fourier multipliers with values in a Banach space X is equivalent to this
Banach space being in a special class, namely in the class of UMD Banach spaces.
Burkholder in [11] and Bourgain in [9] showed that the Hilbert transform is bounded
on Lp(R;X) for p ∈ (1,∞) if and only if X is UMD. The same type of assertion
can be proven for the Beurling-Ahlfors transform, see the paper [21] by Geiss,
Montgomery-Smith and Saksman. Examples of UMD spaces include the reflexive
range of Lq-, Sobolev and Besov spaces.
A more general class of Fourier multiplier has been considered in recent works of
Ban˜uelos and Bogdan [3] and Ban˜uelos, Bielaszewski and Bogdan [2]. They derive
sharp estimates for the norm of a Fourier multiplier with symbol
(1.1) m(ξ) =
∫
Rd
(1− cos ξ · z)φ(z)V (dz) + 12
∫
Sd−1(ξ · θ)
2ψ(θ)µ(dθ)∫
Rd
(1− cos ξ · z)V (dz) + 12
∫
Sd−1(ξ · θ)
2µ(dθ)
, ξ ∈ Rd,
on Lp(Rd). Here we will extend their result to Lp(Rd;X) for UMD spaces X . More
precisely, we will show that a Fourier multiplier Tm with a symbol of the form (1.1)
is bounded on Lp(Rd;X) if V is a Le´vy measure, µ is a Borel positive measure,
|φ|, |ψ| ≤ 1, and that then the norm of Tm does not exceed the UMDp constant
of X . In Subsection 4.2, several examples of symbols m of the form (1.1) are given,
and we will see that for some particular symbolsm the norm of Tm equals the UMD
constant.
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To prove the generalization of the results in [2, 3] we will need additional geomet-
ric properties of a UMD Banach space. In the fundamental paper [14], Burkholder
showed that a Banach space X is UMD if and only if for some β > 0 there exists a
zigzag-concave function U : X×X → R (i.e., a function U such that U(x+z, y+εz)
is concave in z for any sign ε and for any x, y ∈ X) such that U(x, y) ≥ ‖y‖p−βp‖x‖p
for all x, y ∈ X . Such a function U is called a Burkholder function. In this situation,
we can in fact take β equal to the UMDp constant of X (see Subsection 2.1 and
Theorem 3.8). By exploiting appropriate Burkholder functions U one can prove a
wide variety of interesting results (see [4–7, 12, 13, 52] and the works [34–43] by
Ose¸kowski). For our purposes the following result due to Burkholder [12] (for the
scalar case) and Wang [52] (for the Hilbert space case) is of special importance:
Theorem 1.1. Let H be a Hilbert space, (dn)n≥0, (en)n≥0 be two H-valued mar-
tingale difference sequences such that ‖en‖ ≤ ‖dn‖ a.s. for all n ≥ 0. Then for each
p ∈ (1,∞),
E
∥∥∥∑
n≥0
en
∥∥∥p ≤ (p∗ − 1)pE∥∥∥∑
n≥0
dn
∥∥∥p.
Here and in the sequel p∗ = max(p, p′), where 1p +
1
p′ = 1. This result cannot
be generalized beyond the Hilbertian setting; see [39, Theorem 3.24(i)] and [23,
Example 4.5.17]. In the present paper we will show the following UMD variant of
Theorem 1.1:
Theorem 1.2. Let X be a UMD space, (dn)n≥0, (en)n≥0 be two X-valued mar-
tingale difference sequences, (an)n≥0 be a scalar-valued adapted sequence such that
|an| ≤ 1 and en = andn for all n ≥ 0. Then for each p ∈ (1,∞)
E
∥∥∥∑
n≥0
en
∥∥∥p ≤ βpp,XE∥∥∥∑
n≥0
dn
∥∥∥p,
where βp,X is the UMDp-constant of X (notice that Burkholder proved the identity
βp,H = p
∗ − 1 for a Hilbert space H , see [12]). Theorem 1.2 generalizes a famous
Burkholder’s result [10, Theorem 2.2] on martingale transforms, where (an)n≥0 was
supposed to be predictable. The main tool for proving Theorem 1.2 is a Burkholder
function with a stricter zigzag-concavity: now we also require U(x+z, y+εz) to be
concave in z for any ε such that |ε| ≤ 1. In the finite dimensional case one gets it for
free thanks to the existence of an explicit formula of U (see Remark 5.6 and [52]).
Here we show the existence of such a Burkholder function in infinite dimension.
For the applications of our abstract results to the theory of Fourier multipliers we
extend Theorem 1.2 to the continuous time setting. Namely, we show an analogue of
Theorem 1.2 for purely discontinuous martingales (i.e. martingales which quadratic
variations are pure jump processes, see Subsection 3.2).
An extension of Theorem 1.2 to general continuous-time martingales is shown
in the paper [54]. Nevertheless, the sharp estimate in this extension for the case
of continuous martingales remains an open problem. This problem is in fact of
interest in Harmonic Analysis. If true, this sharp estimate can be used to study
a larger class of multipliers, including the Hilbert transform HX . Garling in [20]
proved that
‖HX‖L(Lp(R;X)) ≤ β
2
p,X ,
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and it is a long-standing open problem (see [23, pp.496–497]) to prove a linear
estimate of the form
‖HX‖L(Lp(R;X)) ≤ Cβp,X
for some constant C. Here we will show that the latter estimate would indeed
follow if one can show the existence of a Burkholder function with certain additional
properties. At present, the existence of such Burkholder functions is known only in
the Hilbert space case (see Remark 5.6).
Acknowledgment – The author would like to thank Mark Veraar for inspiring
discussions and helpful comments, and Jan van Neerven and Emiel Lorist for care-
ful reading of parts of this paper and useful suggestions. The author thanks the
anonymous referee for his/her valuable comments.
2. Preliminaries
2.1. UMD Banach spaces. A Banach space X is called a UMD space if for some
(or equivalently, for all) p ∈ (1,∞) there exists a constant β > 0 such that for
every n ≥ 1, every martingale difference sequence (dj)nj=1 in L
p(Ω;X), and every
scalar-valued sequence (εj)
n
j=1 such that |εj | = 1 for each j = 1, . . . , n we have(
E
∥∥∥ n∑
j=1
εjdj
∥∥∥p) 1p ≤ β(E∥∥∥ n∑
j=1
dj
∥∥∥p) 1p .
The least admissible constant β is denoted by βp,X and is called the UMDp constant
or, if the value of p is understood, the UMD constant, of X . It is well-known that
UMD spaces obtain a large number of good properties, such as being reflexive. Ex-
amples of UMD spaces include all finite dimensional spaces and the reflexive range
of Lq-spaces, Besov spaces, Sobolev spaces and Schatten class spaces. Example
of spaces without the UMD property include all nonreflexive Banach spaces, e.g.
L1(0, 1), L∞(0, 1) and C([0, 1]). We refer the reader to [15, 23, 44, 48] for details.
2.2. Martingales. Let (Ω,F ,P) be a probability space with a filtration F = (Ft)t≥0
which satisfies the usual conditions (see [28, Definition 1.2.25] and [46]). Then F is
right-continuous and the following proposition holds:
Proposition 2.1. Let X be a Banach space. Then any martingale M : R+ ×Ω→
X admits a ca`dla`g version, namely there exists a version of M which is right-
continuous and has left limits.
Let t > 0. For a Banach space X we define the Skorohod space D([0, t];X) of
all right-continuous functions f : R+ → X with left limits. The following lemma
follows from [45, Problem V.6.1] (see also [50]).
Lemma 2.2. Let X be a Banach space, t > 0. Then (D([0, t];X), ‖ · ‖∞) is a
Banach space.
Proof of Proposition 2.1. One can find the proof in [51, Proposition 2.2.2], but we
will repeat it here for the convenience of the reader. Without loss of generality
suppose that M∞ := limt→∞Mt exists a.s. and in L
1(Ω;X). Also we can assume
that there exists t > 0 such that Mt = M∞. Let (ξ
n)n≥1 be a sequence of simple
functions in L1(Ω;X) such that ξn → Mt in L1(Ω;X) as n → ∞. For each n ≥ 1
define a martingale Mn : R+ × Ω → X such that Mns = E(ξ
n|Fs) for each s ≥ 0.
Fix n ≥ 1. Since ξn takes its values in a finite dimensional subspace of X ,Mn takes
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its values in the same finite dimensional subspace as well, and therefore by [17] (or
[46, p.8]) it has a ca`dla`g version. But Mnt = ξ
n → Mt in L1(Ω;X) as n → ∞,
so by the Doob maximal inequality [28, Theorem 1.3.8(i)], Mn → M in the ucp
topology (the topology of the uniform convergence on compacts in probability). By
taking an appropriate subsequence we can assume that Mn →M a.s. uniformly on
[0, t], and consequently, uniformly on R+. Therefore, by Lemma 2.2M has a ca`dla`g
version. 
Thanks to Proposition 2.1 we can define ∆Mt and Mt− for each t ≥ 0,
∆Mt :=Mt − lim
ε→0
M(t−ε)∨0,
Mt− := lim
ε→0
Mt−ε, M0− :=M0.
2.3. Quadratic variation. Let (Ω,F ,P) be a probability space with a filtration
F = (Ft)t≥0 that satisfies the usual conditions, H be a Hilbert space. Let M :
R+ × Ω → H be a local martingale. We define a quadratic variation of M in the
following way:
(2.1) [M ]t := P− lim
mesh→0
N∑
n=1
‖M(tn)−M(tn−1)‖
2,
where the limit in probability is taken over partitions 0 = t0 < . . . < tN = t. The
reader can find more about a quadratic variation in [27, 32, 46].
2.4. Stochastic integration. Let X be a Banach space, H be a Hilbert space.
For each h ∈ H , x ∈ X we denote a linear operator g 7→ 〈g, h〉x, g ∈ H , by h⊗ x.
The process Φ : R+ × Ω → L(H,X) is called elementary progressive with respect
to the filtration F = (Ft)t≥0 if it is of the form
(2.2) Φ(t, ω) =
K∑
k=1
M∑
m=1
1(tk−1,tk]×Bmk(t, ω)
N∑
n=1
hn ⊗ xkmn, t ≥ 0, ω ∈ Ω,
where 0 ≤ t0 < . . . < tK < ∞, for each k = 1, . . . ,K the sets B1k, . . . , BMk are in
Ftk−1 and vectors h1, . . . , hN are orthogonal.
Let M : R+ × Ω → H be a martingale. Then we define a stochastic integral
Φ ·M : R+ × Ω→ X of Φ with respect to M in the following way:
(2.3) (Φ ·M)t =
K∑
k=1
M∑
m=1
1Bmk
N∑
n=1
〈(M(tk ∧ t)−M(tk−1 ∧ t)), hn〉xkmn, t ≥ 0.
The reader can find more on stochastic integration in a finite dimensional case in
[27]. The following lemma is a multidimensional version of [27, Theorem 26.6(v)].
Lemma 2.3. Let d be a natural number, H be a d-dimensional Hilbert space,
M : R+×Ω→ H be a martingale, Φ : R+×Ω→ L(H,R) be elementary progressive.
Then [Φ ·M ] .d ‖Φ‖
2 · [M ] a.s.
Proof. Let (hn)
d
n=1 be an orthogonal basis of H , Φ1, . . . ,Φd : R+×Ω→ R be such
that Φ =
∑d
n=1Φnhn, andM1, . . . ,Md : R+×Ω→ R be martingales such thatM =∑d
n=1Mnhn. Notice that thanks to the definition of a quadratic variation (2.1) one
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has that [M ] = [M1] + · · · + [Md]. Then since a quadratic variation is a positive-
definite quadratic form (see [27, Theorem 26.6]), thanks to [27, Theorem 26.6(v)]
one has for each t ≥ 0 a.s.,
[Φ ·M ]t = [Φ1 ·M1 + · · ·+Φd ·Md]t .d [Φ1 ·M1]t + · · ·+ [Φd ·Md]t
= (‖Φ1‖
2 · [M1])t + · · ·+ (‖Φd‖
2 · [Md])t
.d (‖Φ‖
2 · [M ])t.

Using Lemma 2.3 one can extend stochastic integral to the case of general Φ. In
particular, the following lemma on stochastic integration can be shown.
Lemma 2.4. Let d be a natural number, H be a d-dimensional Hilbert space,
p ∈ (1,∞), M,N : R+ × Ω → H be Lp-martingales, F : H → H be a measurable
function such that ‖F (h)‖ ≤ C‖h‖p−1 for each h ∈ H and some C > 0. Let
N− : R+×Ω→ H be such that (N−)t = Nt− for each t ≥ 0. Then F (N−) ·M is a
martingale and for each t ≥ 0,
(2.4) E|(F (N−) ·M)t| .p,d C(E‖Nt‖
p)
p−1
p (E‖Mt‖
p)
1
p .
Proof. First notice that F (N−) is predictable. Therefore, thanks to Lemma 2.3
and [27, Theorem 26.12], in order to prove that F (N−) is stochastically integrable
with respect to M and that F (N−) ·M is a martingale it is sufficient to show that
E(‖F (N−)‖2 · [M ])
1
2
t < ∞. Without loss of generality suppose that M0 = N0 = 0
a.s. and C = 1. Then
E(‖F (N−)‖
2 · [M ])
1
2
t ≤ E(‖Nt−‖
2(p−1) · [M ]t)
1
2 ≤ E
(
sup
0≤s≤t
‖Ns‖
p−1[M ]
1
2
t
)
(i)
≤ (E sup
0≤s≤t
‖Ns‖
p)
p−1
p (E[M ]
p
2
t )
1
p(2.5)
(ii)
. p (E‖Nt‖
p)
p−1
p (E‖Mt‖
p)
1
p <∞,
where (i) follows from the Ho¨lder inequality, and (ii) holds thanks to [27, Theorem
26.12] and [28, Theorem 1.3.8(iv)].
Now let us show (2.4):
E|(F (N−) ·M)t|
(i)
.p E[F (N−) ·M ]
1
2
t
(ii)
. d E(‖F (N−)‖
2 · [M ])
1
2
t
(iii)
. p (E‖Nt‖
p)
p−1
p (E‖Mt‖
p)
1
p .
Here (i) follows from [27, Theorem 26.12], (ii) holds thanks to Lemma 2.3, and
(iii) follows from (2.5). 
3. UMD Banach spaces and weak differential subordination
From now on the scalar field K can be either R or C.
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3.1. Discrete case. In this section we assume that X is a Banach space over the
scalar field K and with a separable dual X∗. Let (Ω,F ,P) be a complete probability
space with filtration F := (Fn)n≥0, F0 = {∅,Ω}.
Definition 3.1. Let (fn)n≥0, (gn)n≥0 be X-valued local martingales. For each
n ≥ 1 we define dfn := fn − fn−1, dgn := gn − gn−1.
(i) g is differentially subordinated to f if one has that ‖dgn‖ ≤ ‖dfn‖ a.s. for
all n ≥ 1 and ‖g0‖ ≤ ‖f0‖ a.s.
(ii) g is weakly differentially subordinated to f if for each x∗ ∈ X∗ one has
that |〈dgn, x∗〉| ≤ |〈dfn, x∗〉| a.s. for all n ≥ 1 and |〈g0, x∗〉| ≤ |〈f0, x∗〉| a.s.
The following characterization of Hilbert spaces can be found in [39, Theo-
rem 3.24(i)]:
Theorem 3.2. A Banach space X is isomorphic to a Hilbert space if and only
if for some (equivalently, for all) 1 < p < ∞ there exists a constant αp,X > 0
such that for any pair of X-valued local martingales (fn)n≥0, (gn)n≥0 such that g
is differentially subordinated to f one has that
(3.1) E‖gn‖
p ≤ αpp,XE‖fn‖
p
for each n ≥ 1.
By the Pettis measurability theorem [23, Theorem 1.1.20], we may assume that
X is separable. Then weak differential subordination implies differential subordi-
nation. Indeed, let (xk)k≥1 be a dense subset of X , (x
∗
k)k≥1 be a sequence of linear
functionals on X such that 〈xk, x∗k〉 = ‖xk‖ and ‖x
∗
k‖ = 1 for each k ≥ 1 (such a
sequence exists by the Hahn-Banach theorem). Let (gn)n≥0 be weakly differentially
subordinated to (fn)n≥0. Then for each n ≥ 1 a.s.
‖dgn‖ = sup
k≥1
|〈dgn, x
∗
k〉| ≤ sup
k≥1
|〈dfn, x
∗
k〉| = ‖dfn‖.
By the same reasoning ‖g0‖ ≤ ‖f0‖ a.s. This means that the weak differential
subordination property is more restrictive than the differential subordination prop-
erty. Therefore, under the weak differential subordination, one could expect that
the assertions of the type (3.1) characterize a broader class of Banach spaces X .
Actually we will prove the following theorem, which extends [13, Theorem 2] to the
UMD case.
Theorem 3.3. A Banach space X is a UMD space if and only if for some (equi-
valently, for all) 1 < p < ∞ there exists a constant β > 0 such that for all X-
valued local martingales (fn)n≥0 and (gn)n≥0 such that g is weakly differentially
subordinated to f one has
(3.2) E‖gn‖
p ≤ βpE‖fn‖
p, n ≥ 1.
If this is the case then the smallest admissible β is the UMD constant βp,X .
Theorem 1.2 is contained in this result as a special case.
The proof of Theorem 3.3 consists of several steps.
Proposition 3.4. Let X be a Banach space. Let (fn)n≥0, (gn)n≥0 be two X-valued
local martingales. Then g is weakly differentially subordinated to f if and only if
there exists an adapted scalar-valued process (an)n≥0 such that |an| ≤ 1 a.s. for all
n ≥ 1, dgn = andfn a.s. and g0 = a0f0 a.s.
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For the proof we will need two lemmas.
Lemma 3.5. Let X be a Banach space, ℓ1, ℓ2 ∈ X∗ be such that ker(ℓ1) ⊂ ker(ℓ2).
Then there exists a ∈ K such that ℓ2 = aℓ1.
Proof. If ℓ2 = 0, then the assertion is obvious and one can take a = 0. Suppose that
ℓ2 6= 0. Then codim(ker(ℓ2)) = 1 (see [29, p.80]), and there exists x0 ∈ X \ ker(ℓ2)
such that x0 ⊕ ker(ℓ2) = X . Notice that since codim(ker(ℓ1)) ≤ 1 and ker(ℓ1) ⊂
ker(ℓ2), one can easily conclude that ker(ℓ1) = ker(ℓ2). Let a = ℓ2(x0)/ℓ1(x0). Fix
y ∈ X . Then there exists λ ∈ K such that y − λx0 ∈ ker(ℓ1) = ker(ℓ2). Therefore
ℓ2(y) = ℓ2(λx0) + ℓ2(y − λx0) = aℓ1(λx0) + aℓ1(y − λx0) = aℓ1(y),
hence ℓ2 = aℓ1. 
Lemma 3.6. Let X be a Banach space, (S,Σ, µ) be a measure space. Let f, g :
S → X be strongly measurable such that |〈g, x∗〉| ≤ |〈f, x∗〉| µ-a.s. for each x∗ ∈ X∗.
Then there exists a measurable function a : S → K such that ‖a‖∞ ≤ 1 and g = af .
Proof. By the Pettis measurability theorem [23, Theorem 1.1.20] we can assume
X to be separable. Let (xm)m≥1 be a dense subset of X . By the Hahn-Banach
theorem we can find a sequence (x∗m)m≥1 of linear functionals on X such that
〈xm, x∗m〉 = ‖xm‖ and ‖x
∗
m‖ = 1 for each m ≥ 1. Let Y0 = Q − span(x
∗
1, x
∗
2, . . .),
and let Y = span(x∗1, x
∗
2, . . .) be a separable closed subspace of X
∗. Then X →֒ Y ∗
isometrically. Fix a set of full measure S0 such that for all x
∗ ∈ Y0, |〈g, x∗〉| ≤
|〈f, x∗〉| on S0. Fix x∗ ∈ Y . Let (yk)k≥1 be a sequence in Y0 such that yk → x∗ in
Y as k →∞. Then on S0 we have that |〈g, y∗k〉| → |〈g, x
∗〉| and |〈f, yk〉| → |〈f, x∗〉|.
Consequently for each s ∈ S0,
(3.3) |〈g(s), x∗〉| ≤ |〈f(s), x∗〉|, x∗ ∈ Y.
Therefore the linear functionals f(s), g(s) ∈ X →֒ Y ∗ are such that ker g(s) ⊂
ker f(s), and hence by Lemma 3.5 there exist a(s) defined for each fixed s ∈ S0
such that g(s) = a(s)f(s). By (3.3) one has that |a(s)| ≤ 1.
Let us construct a measurable version of a. Y0 is countable since it is a Q− span
of a countable set. Let Y0 = (ym)m≥1. For each m > 1 construct Am ∈ Σ as
follows:
Am = {s ∈ S : 〈g(s), ym〉 6= 0, 〈g(s), ym−1〉 = 0, . . . , 〈g(s), y1〉 = 0}
and put A1 = {s ∈ S : 〈g(s), y1〉 6= 0}. Obviously on the set S \ ∪
∞
m=1Am one has
that g = 0, so one can redefine a := 0 on S \∪∞m=1Am. For each m ≥ 1 we redefine
a := 〈g,ym〉〈f,ym〉 on Am. Then a constructed in such a way is Σ-measurable. 
Proof of Proposition 3.4. The proposition follows from Lemma 3.6: the assumption
of this lemma holds for dfn and dgn for any n ≥ 1, and for f0 and g0. So according
to Lemma 3.6 there exists a sequence (an)n≥0 which is a.s. bounded by 1, such
that dgn = andfn for each n ≥ 1 and g0 = a0f0 a.s. Moreover, again thanks to
Lemma 3.6, an is Fn-measurable, so (an)n≥0 is adapted. 
Definition 3.7. Let E be a linear space over the scalar field K.
(i) A function f : E → R is called convex if for each x, y ∈ E, λ ∈ [0, 1] one
has that f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
(ii) A function f : E → R is called concave if for each x, y ∈ E, λ ∈ [0, 1] one
has that f(λx+ (1− λ)y) ≥ λf(x) + (1− λ)f(y).
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(iii) A function f : E × E → R is called biconcave if for each x, y ∈ E one has
that the mappings e 7→ f(x, e) and e 7→ f(e, y) are concave.
(iv) A function f : E ×E → R is called zigzag-concave if for each x, y ∈ E and
ε ∈ K, |ε| ≤ 1 the function z 7→ f(x+ z, y + εz) is concave.
Note that our definition of zigzag-concavity is a bit different from the classical
one (e.g. as in [23]): usually one sets in the definition |ε| = 1. The reader should
pay attention to this extension: thanks to this additional property Theorem 3.8
below is more general than [23, Theorem 4.5.6]. This improvement will later allow
us to prove the main theorem of this section.
In [14] Burkholder showed that the UMD property is equivalent to the existence
of a certain biconcave function V : X × X → R. With a slight variation of his
argument (see Remark 3.11) one can also show the equivalence with the existence
of a certain zigzag-concave function with a better structure.
Theorem 3.8 (Burkholder). For a Banach space X the following are equivalent
(1) X is a UMD Banach space;
(2) for each p ∈ (1,∞) there exists a constant β > 0 and a zigzag-concave
function U : X ×X → R such that
(3.4) U(x, y) ≥ ‖y‖p − βp‖x‖p, x, y ∈ X.
The smallest admissible β for which such U exists is βp,X .
Proof. The proof is essentially the same as the one given in [23, Theorem 4.5.6],
but the construction of U is a bit different. The only difference is allowing |ε| ≤ 1
instead of |ε| = 1 for the appropriate scalars ε.
For each x, y ∈ X we define S(x, y) as a set of all pairs (f, g) of discrete martin-
gales such that
(1) f0 ≡ x, g0 ≡ y;
(2) there exists N ≥ 0 such that dfn ≡ 0, dgn ≡ 0 for n ≥ N ;
(3) (dgn)n≥1 = (εndfn)n≥1 for some sequence of scalars (εn)n≥1 such that
|εn|≤1 for each n ≥ 1.
Then we define U : X ×X → R ∪ {∞} as follows:
(3.5) U(x, y) := sup
{
E(‖g∞‖
p − βp‖f∞‖
p) : (f, g) ∈ S(x, y)
}
.
The rest of the proof repeats the one given in [23, Theorem 4.5.6]. 
Remark 3.9. Notice that function U constructed above coincides with the one in
the proof of [23, Theorem 4.5.6]. This is due to the fact that the function
(εn)
N
n=1 7→
(
E
∥∥∥g0 + N∑
n=1
εndfn
∥∥∥p) 1p
is convex on the K-cube {(εn)Nn=1 : |ε1|, . . . , |εN | ≤ 1} because of the triangle
inequality, therefore it takes its supremum on the set of the domain endpoints,
namely on the set {(εn)Nn=1 : |ε1|, . . . , |εN | = 1}.
Remark 3.10. Analogously to [23, (4.31)] by (3.5) we have that U(αx, αy) =
|α|pU(x, y) for each x, y ∈ X , α ∈ K. Therefore U(0, 0) = 0, and hence for each
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x ∈ X and each scalar ε such that |ε| ≤ 1, by the zigzag-concavity of U in the
point (0, 0)
(3.6) U(x, εx) =
1
2
U(0 + x, 0 + εx) +
1
2
U(0− x, 0− εx) ≤ U(0, 0) = 0.
Let ξ, η ∈ L0(Ω;X) be such that |〈η, x∗〉| ≤ |〈ξ, x∗〉| for each x∗ ∈ X∗ a.s. Then
thanks to Lemma 3.6 and (3.6), U(ξ, η) ≤ 0 a.s.
Remark 3.11. For each zigzag-concave function U : X×X → R one can construct
a biconcave function V : X ×X → R as follows:
(3.7) V (x, y) = U
(x− y
2
,
x+ y
2
)
, x, y ∈ X.
Indeed, by the definition of U , for each x, y ∈ X the functions
z 7→ V (x+ z, y) = U
(x− y
2
+
z
2
,
x+ y
2
+
z
2
)
,
z 7→ V (x, y + z) = U
(x− y
2
−
z
2
,
x+ y
2
+
z
2
)
are concave. Moreover, for each x, y ∈ X and a, b ∈ K such that |a + b| ≤ |a − b|
one has that the function
z 7→ V (x + az, y + bz) = U
(x− y
2
+
(a− b)z
2
,
x+ y
2
+
(a+ b)z
2
)
is concave since
∣∣a+b
a−b
∣∣ ≤ 1.
Remark 3.12. Due to the explicit representation (3.5) of U we can show that for
each x1, x2, y1, y2 ∈ X ,
|U(x1, y1)− U(x2, y2)| ≤ ‖x1 − x2‖
p + βpp,X‖y1 − y2‖
p.
Therefore U is continuous, and consequently V is continuous as well.
Remark 3.13. Notice that if X is finite dimensional then by Theorem 2.20 and
Proposition 2.21 in [19] there exists a unique translation-invariant measure λX on
X such that λX(BX) = 1 for the unit ball BX of X . We will call λX a Lebesgue
measure. Thanks to the Alexandrov theorem [18, Theorem 6.4.1] x 7→ V (x, y)
and y 7→ V (x, y) are a.s. Fre´chet differentiable with respect to λX , and by [26,
Proposition 3.1] and Remark 3.12 for a.a. (x, y) ∈ X ×X for each u, v ∈ X there
exists the directional derivative ∂V (x+tu,y+tv)∂t . Moreover,
(3.8)
∂V (x+ tu, y + tv)
∂t
= 〈∂xV (x, y), u〉+ 〈∂yV (x, y), v〉,
where ∂xV and ∂yV are the corresponding Fre´chet derivatives with respect to the
first and the second variable. Thanks to (3.8) and Remark 3.11 one obtains that
for a.e. (x, y) ∈ X ×X , for all z ∈ X and a, b ∈ K such that |a+ b| ≤ |a− b|,
V (x+ az, y + bz) ≤ V (x, y) +
∂V (x + atz, y + btz)
∂t
= V (x, y) + a〈∂xV (x, y), z〉+ b〈∂yV (x, y), z〉.
(3.9)
Lemma 3.14. Let X be a finite dimensional Banach space, V : X ×X → R be as
defined in (3.7). Then there exists C > 0 which depends only on V such that for
a.e. pair x, y ∈ X,
‖∂xV (x, y)‖, ‖∂yV (x, y)‖ ≤ C(‖x‖
p−1 + ‖y‖p−1).
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Proof. We show the inequality only for ∂xV , the proof for ∂yV being analogous.
First we prove that there exists C > 0 such that ‖∂xV (x, y)‖ ≤ C for a.e. x, y ∈ X
such that ‖x‖, ‖y‖ ≤ 1. Let us show this by contradiction. Suppose that such C
does not exist. Since V is continuous by Remark 3.12, and since a unit ball in X is
a compact set, there exists K > 0 such that |V (x, y)| < K for all x, y ∈ X such that
‖x‖, ‖y‖ ≤ 2. Let x0, y0 ∈ X be such that ‖x0‖, ‖y0‖ ≤ 1 and ‖∂xV (x0, y0)‖ > 3K.
Therefore there exists z ∈ X such that ‖z‖ = 1 and 〈∂xV (x0, y0), z〉 < −3K. Hence
we have that ‖x0 + z‖ ≤ 2 and because of the concavity of V in the first variable
V (x0 + z, y0) ≤ V (x0, y0) + 〈∂xV (x0, y0), z〉 ≤ K − 3K ≤ −2K.
Consequently, |V (x0 + z, y0)| > K, which contradicts with our suggestion.
Now fix C > 0 such that |∂xV (x, y)| ≤ C for all x, y ∈ X such that ‖x‖, ‖y‖ ≤ 1.
Fix x, y ∈ X . Without loss of generality assume that ‖x‖ ≥ ‖y‖. Let L = ‖x‖.
Then ‖∂xV
(
x
L ,
y
L
)
‖ ≤ C. Let z ∈ X be such that ‖z‖ = 1. Then by Remark 3.10,
|〈∂xV (x, y), z〉|=
∣∣∣∣limt→0 V (x+tz, y)−V (x, y)t
∣∣∣∣= ∣∣∣∣limt→0 LpV ( xL+ tLz, yL)−LpV ( xL , yL)L tL
∣∣∣∣
= Lp−1
∣∣∣∣limt→0 V ( xL+tz, yL)−V ( xL , yL )t
∣∣∣∣=Lp−1∣∣∣〈∂xV ( xL, yL), z〉∣∣∣
≤ Lp−1C ≤ C(‖x‖p−1 + ‖y‖p−1).
Therefore since z was arbitrary, ‖∂xV (x, y)‖ ≤ C(‖x‖p−1 + ‖y‖p−1). The case
‖x‖ < ‖y‖ can be done in the same way. 
Lemma 3.15. Let X be a finite dimensional Banach space, 1 < p < ∞, (fn)n≥0,
(gn)n≥0 be X-valued martingales on a probability space (Ω,F ,P) with a filtra-
tion F = (Fn)n≥0 and assume that (gn)n≥0 is weakly differentially subordinated
to (fn)n≥0. Let Y = X ⊕ R be the Banach space with the norm as follows:
‖(x, r)‖Y := (‖x‖
p
X + |r|
p)
1
p , x ∈ X, r ∈ R.
Then there exist two sequences (fm)m≥1 and (g
m)m≥1 of Y -valued martingales on
an enlarged probability space (Ω,F ,P) with an enlarged filtration F = (Fn)n≥0 such
that
(1) fmn , g
m
n have absolutely continuous distributions with respect to the Lebesgue
measure on Y for each m ≥ 1 and n ≥ 0;
(2) fmn → (fn, 0), g
m
n → (gn, 0) pointwise as m→∞ for each n ≥ 0;
(3) if for some n ≥ 0 E‖fn‖p <∞, then for each m ≥ 1 one has that E‖fmn ‖
p <
∞ and E‖fmn − (fn, 0)‖
p → 0 as m→∞;
(4) if for some n ≥ 0 E‖gn‖p <∞, then for each m ≥ 1 one has that E‖gmn ‖
p <
∞ and E‖gmn − (gn, 0)‖
p → 0 as m→∞;
(5) for each m ≥ 1 we have that (gmn )n≥0 is weakly differentially subordinated
to (fmn )n≥0.
Proof. First of all let us show that we may assume that f0 and g0 are nonzero a.s.
For this purpose we can modify f0 and g0 as follows:
f ε0 = f0 + εx1f0=0,
gε0 = g0 + εx1f0=0 + εf01g0=0,f0 6=0,
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where ε > 0 is arbitrary and x ∈ X is fixed. This small perturbation does not
destroy the weak differential subordination property. Moreover, if we let f εn :=
f ε0 +
∑n
k=1 dfk, g
ε
n := g
ε
0+
∑n
k=1 dgk for any n ≥ 1, then f
ε
n → fn and g
ε
n → gn a.s.,
and f εn − fn → 0 and g
ε
n − gn → 0 in L
p(Ω;X) as ε→ 0.
From now we assume that f0 and g0 are nonzero a.s. This in fact means that
random variable a0 from Proposition 3.4 is nonzero a.s. as well. Let BY be the
unit ball of Y , (BY ,B(BY ), Pˆ) be a probability space such that Pˆ := λY |BY has the
uniform Lebesgue distribution on BY (see Remark 3.13). Fix some scalar product
〈·, ·〉 : Y × Y → R in Y . We will construct a random operator T : BY → L(Y ) as
follows:
T (b, y) := 〈b, y〉b b ∈ BY , y ∈ Y.
Note that for each fixed b ∈ BY the mapping y 7→ 〈b, y〉b is a linear operator on Y .
Moreover,
(3.10) sup
b∈BY
‖T (b, ·)‖L(Y ) <∞.
Now let (Ω,F ,P) := (Ω × BY ,F ⊗ B(BY ),P ⊗ Pˆ). For each m ≥ 1 define an
operator-valued function Qm : Ω→ L(Y ) as follows: Qm := I +
1
mT .
Fix ε > 0. For each n ≥ 0 define f˜ εn := (fn, ε), g˜
ε
n := (gn, εa0). Then (f˜
ε
n)n≥0
and (g˜εn)n≥0 are Y -valued martingales which are nonzero a.s. for each n ≥ 0 and
are such that (g˜εn)n≥0 is weakly differentially subordinated to (f˜
ε
n)n≥0. For each
m ≥ 1 define Y -valued martingales fm and gm in the following way:
fmn := Qmf˜
ε
n, m ≥ 1, n ≥ 0,
gmn := Qmg˜
ε
n, m ≥ 1, n ≥ 0.
Let us illustrate that for each m ≥ 1, fm and gm are martingales with respect to
the filtration F = (Fn)n≥0 := (Fn ⊗ B(BY ))t≥0: for each n ≥ 1 we have
E(fmn |Fn−1) = E(Qmf˜
ε
n|Fn−1 ⊗ B(BY ))
(i)
= QmE(f˜
ε
n|Fn−1 ⊗ B(BY ))
(ii)
= Qmf˜
ε
n−1 = f
m
n−1,
where (i) holds since Qm is B(BY )-measurable, and (ii) holds since f˜ εn is indepen-
dent of B(BY ). The same can be proven for gm. Thanks to (3.10) one has that
limm→∞ supb∈BY ‖Qm − I‖L(Y ) = 0 and hence (2), (3) and (4) hold for f˜
ε and g˜ε.
Let us prove (5). For each m ≥ 1 and n ≥ 1 one has:
dgmn = dQmg˜
ε
n = dQmanf˜
ε
n = andQmf˜
ε
n = andf
m
n .
The same holds for gm0 and f
m
0 .
Now we will show (1). Let us fix a set A ⊂ Y of Lebesgue measure zero. Then
for each fixed n ≥ 0 and m ≥ 1,
E1fmn ∈A =
∫
Ω
∫
BY
1f˜εn+
1
m
〈b,f˜εn〉b∈A
dPˆ(b) dP
=
∫
Ω
∫
BY
1 1
m
〈b,f˜εn〉b∈A−f˜
ε
n
dPˆ(b) dP,
(3.11)
where F − y is a translation of a set F ⊂ Y by a vector y ∈ Y . For each fixed
y ∈ Y \ {0} the distribution of a Y -valued random variable b 7→ 〈b, y〉b is absolutely
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continuous with respect to λY . Since Pˆ(A− y) = 0 for each y ∈ Y \ {0}, one has
(3.12)
∫
BY
1 1
m
〈b,y〉b∈A−y dPˆ(b) = 0.
Recall that P{f˜ εn = 0} = 0, therefore due to (3.12) a.s.∫
BY
1 1
m
〈b,f˜εn〉b∈A−f˜
ε
n
dPˆ(b) = 0.
Consequently the last double integral in (3.11) vanishes. The same works for gm.
Now to construct such a sequence for ((fn, 0))n≥0 and ((gn, 0))n≥0 one needs to
construct it for different ε and take an appropriate subsequence. 
Proof of Theorem 3.3. The “if” part is obvious thanks to the definition of a UMD
Banach space. Let us prove the “only if” part. As in the proof of the lemma above,
without loss of generality suppose that X is separable and that the set
⋃
n({fn =
0}∪{gn = 0}) is of P-measure 0. If it does not hold, we consider Y := X⊕R instead
of X with the norm of (x, r) ∈ Y given by ‖(x, r)‖Y = (‖x‖
p
X + |r|
p)1/p. Notice
that then βp,Y = βp,X . We can suppose that a0 is nonzero a.s., so we consider
(f εn)n≥0 := (fn ⊕ ε)n≥0 and (g
ε
n)n≥0 := (gn ⊕ εa0)n≥0 with ε > 0, and let ε go to
zero.
One can also restrict to a finite dimensional case. Indeed, since X is a separable
reflexive space, X∗ is separable as well. Let (Ym)m≥1 be an increasing sequence of
finite-dimensional subspaces of X∗ such that
⋃
m Ym = X
∗ and ‖ · ‖Ym = ‖ · ‖X∗ for
each m ≥ 1. Then for each fixed m ≥ 1 there exists a linear operator Pm : X → Y ∗m
of norm 1 defined as follows: 〈Pmx, y〉 = 〈x, y〉 for each x ∈ X, y ∈ Ym. Then
since Ym is a closed subspace of X
∗, [23, Proposition 4.33] yields βp′,Ym ≤ βp′,X∗ ,
consequently again by [23, Proposition 4.33] βp,Y ∗m ≤ βp,X∗∗ = βp,X . So if we prove
the finite dimensional version, then
E‖Pmgn‖
p ≤ βpp,XE‖Pmfn‖
p, n ≥ 0,
for each m ≥ 1, and due to the fact that ‖Pmx‖Y ∗m ր ‖x‖X for each x ∈ X as
m→∞, we would obtain (3.2) in the general case.
Let β be the UMD constant of X , and let U, V : X ×X → R be as defined in
Theorem 3.8 and in (3.7) respectively, (an)n≥0 be as defined in Proposition 3.4. By
Lemma 3.15 we can suppose that fn and gn have distributions which are absolutely
continuous with respect to the Lebesgue measure. Then
E(‖gn‖
p − β‖fn‖
p)
(i)
≤ EU(fn, gn) = EU(fn−1 + dfn, gn−1 + andfn)
(ii)
= EV
(
gn−1+fn−1+(an+1)dfn, gn−1−fn−1+(an−1)dfn
)
(iii)
≤ EV
(
gn−1 + fn−1, gn−1 − fn−1
)
+ E
〈
∂xV
(
gn−1 + fn−1, gn−1 − fn−1
)
, (an + 1)dfn
〉
(3.13)
+ E
〈
∂yV
(
gn−1 + fn−1, gn−1 − fn−1
)
, (an − 1)dfn
〉
(iv)
= EV
(
gn−1 + fn−1, gn−1 − fn−1
)
(v)
= EU(fn−1, gn−1).
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Here (i) and (iii) hold by Theorem 3.8 and (3.9) respectively, (ii) and (v) follow
from the definition of V . Let us prove (iv). We will show that
(3.14) E
〈
∂xV
(
gn−1 + fn−1, gn−1 − fn−1
)
, (an + 1)dfn
〉
= 0.
Since both fn and anfn are martingale differences, (an + 1)dfn is a martingale
difference as well. Therefore E
(
(an − 1)dfn|Fn−1
)
= 0. Note that according to
Lemma 3.14 a.s.
‖∂xV
(
gn−1+fn−1, gn−1−fn−1
)
‖ .V ‖fn‖
p−1 + ‖gn‖
p−1.
Therefore by the Ho¨lder inequality
〈
∂xV
(
gn−1+fn−1, gn−1−fn−1
)
, (an+1)dfn
〉
is in-
tegrable. Since ∂xV
(
gn−1+fn−1, gn−1−fn−1
)
is Fn−1-measurable,
E
(〈
∂xV
(
gn−1 + fn−1, gn−1 − fn−1
)
, (an + 1)dfn
〉∣∣Fn−1)
=
〈
∂xV
(
gn−1 + fn−1, gn−1 − fn−1
)
,E
(
(an + 1)dfn
∣∣Fn−1)〉
=
〈
∂xV
(
gn−1 + fn−1, gn−1 − fn−1
)
, 0
〉
= 0,
so (3.14) holds. By the same reason
E
〈
∂yV
(
gn−1 + fn−1, gn−1 − fn−1
)
, (an − 1)dfn
〉
= 0,
and (iv) follows.
Notice that thanks to Remark 3.10 E(f0, g0) ≤ 0. Therefore from the inequality
(3.13) by an induction argument we get
E(‖gn‖
p − βp‖fn‖
p) ≤ EU(fn, gn) ≤ EU(fn−1, gn−1) ≤ . . . ≤ EU(f0, g0) ≤ 0.
This terminates the proof. 
3.2. Continuous time case. Now we turn to continuous time martingales. Let
(Ω,F ,P) be a probability space with a filtration F = (Ft)t≥0 that satisfies the usual
conditions.
Definition 3.16. Let M : R+ × Ω → R be a local martingale. Then M is called
purely discontinuous if [M ] is a pure jump processes (i.e. [M ] has a version that
is a constant a.s. in time). Let X be a Banach space, M : R+ × Ω → X be a
local martingale. Then M is called purely discontinuous if for each x∗ ∈ X∗ a local
martingale 〈M,x∗〉 is purely discontinuous.
The reader can find more on purely discontinuous martingales in [25, 27].
Definition 3.17. Let M,N : R+ × Ω → X be local martingales. Then we say
that N is weakly differentially subordinated to M if for each x∗ ∈ X∗ one has that
[〈M,x∗〉]−[〈N, x∗〉] is an a.s. nondecreasing function and |〈N0, x∗〉| ≤ |〈M0, x∗〉| a.s.
The following theorem is a natural extension of Proposition 3.4.
Theorem 3.18. Let X be a Banach space. Then X is a UMD space if and only
if for some (equivalently, for all) 1 < p < ∞ there exists β > 0 such that for each
purely discontinuous X-valued local martingales M,N : R+ × Ω → X such that N
is weakly differentially subordinated to M one has
(3.15) E‖Nt‖
p ≤ βpE‖Mt‖
p.
If this is the case then the smallest admissible β equals the UMD constant βp,X .
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Lemma 3.19. Let X be a finite dimensional Banach space, 1 < p < ∞, M,N :
R+ × Ω → X be local martingales on a probability space (Ω,F ,P) with a filtration
F = (Ft)t≥0 such that N is weakly differentially subordinated to M . Let Y = X⊕R
be a Banach space such that ‖(x, r)‖Y = (‖x‖
p
X + |r|
p)
1
p for each x ∈ X, r ∈ R.
Then there exist two sequences (Mm)m≥1 and (N
m)m≥1 of Y -valued martingales
on an enlarged probability space (Ω,F ,P) with an enlarged filtration F = (F t)t≥0
such that
(1) Mmt , N
m
t have absolutely continuous distributions with respect to the Lebesgue
measure on Y for each m ≥ 1 and t ≥ 0;
(2) Mmt → (Mt, 0), N
m
t → (Nt, 0) pointwise as m→∞ for each t ≥ 0;
(3) if for some t ≥ 0 E‖Mt‖p < ∞, then for each m ≥ 1 one has that
E‖Mmt ‖
p <∞ and E‖Mmt − (Mt, 0)‖
p → 0 as m→∞;
(4) if for some t ≥ 0 E‖Nt‖p < ∞, then for each m ≥ 1 one has that
E‖Nmt ‖
p < ∞ and E‖Nmt − (Nt, 0)‖
p → 0 as m→∞;
(5) for each m ≥ 1 we have that Nm is weakly differentially subordinated
to Mm.
Proof. The proof in essentially the same as one of Lemma 3.15. 
Proof of Theorem 3.18. We use a modification of the argument in [52, Theorem 1],
where the Hilbert space case was considered. Thanks to the same methods as were
applied in the beginning of the proof of Theorem 3.3 and using Lemma 3.19 instead
of Lemma 3.15, one can suppose that X is finite-dimensional and Mt and Nt are
nonzero a.s. for each t ≥ 0. We know that EU(Mt, Nt) ≥ E(‖Nt‖p − βp‖Mt‖p) for
each t ≥ 0. On the other hand, thanks to the fact that [〈M,x∗〉] and [〈N, x∗〉] are
pure jump for each x∗ ∈ X∗ and the finite-dimensional version of Itoˆ formula [27,
Theorem 26.7], one has
EU(Mt, Nt) = EU(M0, N0) + E
∫ t
0
〈∂xU(Ms−, Ns−), dMs〉
+ E
∫ t
0
〈∂yU(Ms−, Ns−), dNs〉+ EI,
(3.16)
where
I =
∑
0<s≤t
[∆U(Ms, Ns)− 〈∂xU(Ms−, Ns−),∆Ms〉 − 〈∂yU(Ms−, Ns−),∆Ns〉].
Note that since a.s.
∆|〈N, x∗〉|2 = ∆[〈N, x∗〉] ≤ ∆[〈M,x∗〉] = ∆|〈M,x∗〉|2
for each x∗ ∈ X∗, one has that thanks to Lemma 3.6 for each s ≥ 0, for a.e. ω ∈ Ω
there exists as(ω) such that |as(ω)| ≤ 1 and ∆Ns(ω) = as(ω)∆Ms(ω). Therefore
for each s ≥ 0 by (3.9) P-a.s.
∆U(Ms, Ns)− 〈∂xU(Ms−, Ns−),∆Ms〉 − 〈∂yU(Ms−, Ns−),∆Ns〉
= V (Ms− +Ns− + (as + 1)∆Ms, Ns− −Ms− + (as − 1)∆Ms)
− V (Ms− +Ns−, Ns− −Ms−)
− 〈∂xV (Ms− +Ns−, Ns− −Ms−), (as + 1)∆Ms〉
− 〈∂yV (Ms− +Ns−, Ns− −Ms−), (as − 1)∆Ms〉 ≤ 0,
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so I ≤ 0 a.s., and EI ≤ 0. Also∫ t
0
〈∂xU(Ms−, Ns−), dMs〉+
∫ t
0
〈∂yU(Ms−, Ns−), dNs〉
=
∫ t
0
〈∂xV (Ms− +Ns−, Ns− −Ms−), d(Ms +Ns)〉
+
∫ t
0
〈∂yV (Ms− +Ns−, Ns− −Ms−), d(Ns −Ms)〉,
so by Lemma 2.4 and Lemma 3.14 it is a martingale that starts at zero, and therefore
its expectation is zero as well. Consequently, thanks to (3.4), (3.16) and Remark
3.10,
E‖Nt‖
p − βpp,XE‖Mt‖
p ≤ EU(Mt, Nt) ≤ EU(M0, N0) ≤ 0,
and therefore (3.15) holds. 
As one can see, in our proof we did not need the second order terms of the Itoˆ
formula thanks to the nature of the quadratic variation of a purely discontinuous
process. Nevertheless, Theorem 3.18 holds for arbitrary martingalesM and N , but
with worse estimates (see [54]). The connection of Theorem 3.18 for continuous
martingales with the Hilbert transform will be discussed in Section 5.
4. Fourier multipliers
In [3] and [2] the authors exploited the differential subordination property to
show boundedness of certain Fourier multipliers in L(Lp(Rd)). It turned out that
it is sufficient to use the weak differential subordination property to obtain the
same assertions, but in the vector-valued situation.
4.1. Basic definitions and the main theorem. Let d ≥ 1 be a natural number.
Recall that S(Rd) is a space of Schwartz functions on Rd. For a Banach space X
with a scalar field C we define S(Rd)⊗X as the space of all functions f : Rd → X of
the form f =
∑K
k=1 fk⊗xk, whereK ≥ 1, f1, . . . , fK ∈ S(R
d), and x1, . . . , xK ∈ X .
Notice that for each 1 ≤ p <∞ the space S(Rd)⊗X is dense in Lp(Rd;X).
We define the Fourier transform F and the inverse Fourier transform F−1 on
S(Rd) as follows:
F(f)(t) =
1
(2π)
d
2
∫
Rd
e−i〈t,u〉f(u) du, f ∈ S(Rd), t ∈ Rd,
F−1(f)(t) =
1
(2π)
d
2
∫
Rd
ei〈t,u〉f(u) du, f ∈ S(Rd), t ∈ Rd.
It is well-known that for any f ∈ S(Rd) we have F(f),F−1(f) ∈ S(Rd), and
F−1(F(f)) = f . The reader can find more details on the Fourier transform in [22].
Let m : Rd → C be measurable and bounded. Then we can define a linear
operator Tm on S(R
d)⊗X as follows:
(4.1) Tm(f ⊗ x) = F
−1(mF(f)) · x, f ∈ S(Rd), x ∈ X.
The operator Tm is called a Fourier multiplier, while the function m is called the
symbol of Tm. If X is finite-dimensional then Tm can be extended to a bounded
linear operator on L2(Rd;X). The question is usually whether one can extend Tm
to a bounded operator on Lp(Rd;X) for a general 1 < p < ∞ and a given X .
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Here the answer will be given for m of quite a special form and X with the UMD
property.
Let V be a Le´vy measure on Rd, that is V ({0}) = 0, V 6= 0 and∫
Rd
(|x|2 ∧ 1)V (dx) <∞.
Let φ ∈ L∞(Rd;C) be such that ‖φ‖L∞(Rd;C) ≤ 1. Also let µ ≥ 0 be a finite
Borel measure on the unit sphere Sd−1 ⊂ Rd, and ψ ∈ L∞(Sd−1;C) satisfies
‖ψ‖L∞(Sd−1;C) ≤ 1.
In the sequel we set a0 = 0 for each a ∈ C. The following result extends [2,
Theorem 1.1] to the UMD Banach space setting.
Theorem 4.1. Let X be a UMD Banach space. Then the Fourier multiplier Tm
with a symbol
(4.2) m(ξ) =
∫
Rd
(1− cos ξ · z)φ(z)V (dz) + 12
∫
Sd−1
(ξ · θ)2ψ(θ)µ(dθ)∫
Rd
(1− cos ξ · z)V (dz) + 12
∫
Sd−1
(ξ · θ)2µ(dθ)
, ξ ∈ Rd,
has a bounded extension on Lp(Rd;X) for 1 < p < ∞. Moreover, then for each
f ∈ Lp(Rd;X)
(4.3) ‖Tmf‖p ≤ βp,X‖f‖p.
Remark 4.2. The coefficient 12 in both numerator and denominator of (4.1), even
though it looks wired and useless (because one can always transform µ to 2µ), exists
because of the strong connection with the Le´vy–Khintchin representation of Le´vy
processes (see e.g. [1, Part 4.1]).
The proof is a modification of the arguments given in [2] and [3], but instead
of real-valued process we will work with processes that take their values in a finite
dimensional space. For the convenience of the reader the proof will be given in the
same form and with the same notations as the original one. However, we will need
to justify here some steps, so we cannot just skip the proof. First of all as that was
done in [2], we reduce to the case of symmetric V and µ = 0, and proceed as in the
proof of [3, Theorem 1].
In the rest of the section we may assume that X is finite dimensional, since it
is sufficient to show (4.3) for all f with values in X0 for each finite dimensional
subspace X0 of X .
Let ν be a positive finite symmetric measure on Rd, ν˜ = ν/|ν|. Let Ti and Zi,
i = ±1,±2,±3, . . ., be a family of independent random variables, such that each Ti
is exponentially distributed with parameter |ν| (i.e. ETi = 1/|ν|), and each Zi has
ν˜ as a distribution. Let Si = T1+ · · ·+Ti for a positive i and Si = −(T−1+ · · ·+Ti)
for a negative i. For each −∞ < s < t < ∞ we define Xs,t :=
∑
s<Si≤t
Zi
and Xs,t− :=
∑
s<Si<t
Zi. Note that N (B) = #{i : (Si, Zi) ∈ B} defines a Poisson
measure on R×Rd with the intensity measure λ⊗ν, and Xs,t =
∫
s<v≤t xN (dv, dν)
(see e.g. [49]). Let N(s, t) = N ((s, t] × Rd) be the number of signals Si such that
s < Si ≤ t. The following Lemmas 4.3-4.6 are multidimensional versions of [3,
Lemma 1–5], which can be proven in the same way as in the scalar case.
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Lemma 4.3. Let f : R×Rd ×Rd → X be Borel measurable and be either nonneg-
ative or bounded, and let s ≤ t. Then
E
∑
s<Si≤t
F (Si, Xs,Si−,Xs,Si ) = E
∫ t
s
∫
Rd
F (v,Xs,v−,Xs,v−+z)ν(dz) dv.
We will consider the following filtration:
F = {Ft}t∈R = {σ{Xs,t : s ≤ t}}t∈R.
Recall that for measures ν1 and ν2 on R
d the expression ν1∗ν2 means the convolution
of these measures (we refer the reader [8, Chapter 3.9] for the details). Also for
each n ≥ 1 we define ν∗n1 := ν1 ∗ · · · ∗ ν1︸ ︷︷ ︸
n times
. For each t ∈ R define
pt = e
∗t(ν−|ν|δ0) =
∞∑
n=0
tn
n!
(ν − |ν|δ0)
∗n = e−t|ν|
∞∑
n=0
tn
n!
ν∗n.
The series converges in the norm of absolute variation of measures. As in [3, (18)]
and [2, (3.9)] pt is symmetric, and
∂
∂t
pt = (ν − |ν|δ0) ∗ pt, t ∈ R.
Also pt1+t2 = pt1 ∗ pt2 for each t1, t2 ∈ R. In fact for all t ≤ u the measure pu−t is
the distribution of Xt,u and Xt,u−. Put
Ψ(ξ) =
∫
Rd
(eiξ·z − 1)ν(dz), ξ ∈ Rd.
Thanks to the symmetry of ν one has as well that
Ψ(ξ) =
∫
Rd
(cos ξ · z − 1)ν(dz) = Ψ(−ξ) ≤ 0.
Therefore Ψ is bounded on Rd, and due to [2, (3.12)] we have that the characteristic
function of pt is of the following form:
pˆt(ξ) = e
tΨ(ξ), ξ ∈ Rd.
(The reader can find more on characteristic functions in [8, Chapter 3.8].)
Let g ∈ L∞(Rd;X). Then for x ∈ Rd, t ≤ u, we define the parabolic extension
of g by
Pt,ug(x) :=
∫
Rd
g(x+ y)pu−t(dy) = g ∗ pu−t(x) = Eg(x+Xt,u).
For s ≤ t ≤ u we define the parabolic martingale by
Gt = Gt(x; s, u; g) := Pt,ug(x+Xs,t).
Lemma 4.4. We have that Gt is a bounded F-martingale.
Let φ ∈ L∞(Rd;C) be symmetric. For each x ∈ Rd, s ≤ t ≤ u, and f ∈
Cc(R
d;X) we define Ft as follows:
Ft = Ft(x; s, u; f, φ) :=∑
s<Si≤t
[PSi,uf(x+Xs,Si)− PSi,uf(x+Xs,Si−)]φ(Xs,Si −Xs,Si−)
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−
∫ t
s
∫
Rd
[Pv,uf(x+Xs,v− + z)− Pu,vf(x+Xs,v−)]φ(z)ν(dz) dv.
Lemma 4.5. We have that Ft = Ft(x; s, u; f, φ) is an F-martingale for t ∈ [s, u].
Moreover, E‖Ft‖p <∞ for each p > 0.
Lemma 4.6. Gt(x; s, u; g) = Ft(x; s, u; g, 1) + Ps,ug(x).
Analogously to [3, (21)-(22)] one has that for each x∗ ∈ X∗ the quadratic varia-
tions of 〈Ft(x; s, u; f, φ), x∗〉 and 〈Gt(x; s, u; g), x∗〉 satisfy the following a.s. identi-
ties,
[〈F, x∗〉]t =
∑
s<Si≤t
(
〈PSi,uf(x+Xs,Si)− PSi,uf(x+Xs,Si−), x
∗〉
)2
φ2(∆Xs,Si),
[〈G, x∗〉]t = |〈Ps,ug(x), x
∗〉|2+
∑
s<Si≤t
(
〈PSi,ug(x+Xs,Si)−PSi,ug(x+Xs,Si−), x
∗〉
)2
.
It follows that for each f ∈ Cc(Rd;X), (Ft(x; s, u; f, φ))t∈[s,u] is weakly differentially
subordinated to (Gt(x; s, u; f))t∈[s,u] and by Theorem 3.18 one has for each t ∈ [s, u]
E‖Ft(x; s, u; f, φ)‖
p ≤ βpp,XE‖Gt(x; s, u; f)‖
p.
Note that Gu(x; s, u; f) = f(x+Xs,u), so∫
Rd
E‖Fu(x; s, u; f, φ)‖
p dx ≤ βpp,X
∫
Rd
E‖f(x+Xs,u)‖
p dx
= βpp,X‖f‖
p
Lp(Rd;X)
.
(4.4)
Let p′ be such that 1p +
1
p′ = 1. Consider the linear functional on L
p′(Rd;X∗):
Lp
′
(Rd;X∗) ∋ g 7→
∫
Rd
E〈Fu(x; s, u; f, φ), g(x+Xs,u)〉dx.
Then by Ho¨lder’s inequality and (4.4) one has∫
Rd
E|〈Fu(x; s, u; f, φ), g(x+Xs,u)〉| dx ≤ βp,X‖f‖Lp(Rd;X)‖g‖Lp′(Rd;X∗).
By Theorem 1.3.10 and Theorem 1.3.21 in [23], (Lp
′
(Rd;X∗))∗ = Lp(Rd;X), so
there exists h ∈ Lp(Rd;X) such that for each g ∈ Lp
′
(Rd;X∗)∫
Rd
E〈Fu(x; s, u; f, φ), g(x +Xs,u)〉dx =
∫
Rd
〈h(x), g(x)〉dx,
and
(4.5) ‖h‖Lp(Rd;X) ≤ βp,X‖f‖Lp(Rd;X).
In particular, since X is finite dimensional
(4.6)
∫
Rd
EFu(x; s, u; f, φ)g(x+Xs,u) dx =
∫
Rd
h(x)g(x) dx, g ∈ Lp
′
(Rd).
For each s < 0 define ms : R
d → C as follows
ms(ξ) =
{(
1− e2|s|Ψ(ξ)
)
1
Ψ(ξ)
∫
Rd
(eiξ·z − 1)φ(z)ν(dz), Ψ(ξ) 6= 0,
0, Ψ(ξ) = 0.
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Let u = 0. Then analogously to [3, (32)], by (4.6) one obtains
F(h)(ξ) = ms(ξ)F(f)(ξ), ξ ∈ R
d.
Let Tms be the Fourier multiplier on L
2(Rd;X) with symbol ms (that is bounded
by 1). By (4.5) one obtains that Tms extends uniquely to a bounded operator on
Lp(Rd;X) with ‖Tms‖L(Lp(Rd;X)) ≤ βp,X . Let Tm be the multiplier on L
2(Rd;X)
with the symbol m given by
m(ξ) =
{
1
Ψ(ξ)
∫
Rd
(eiξ·z − 1)φ(z)ν(dz), Ψ(ξ) 6= 0,
0, Ψ(ξ) = 0.
Note that m is a pointwise limit of ms as s→ −∞. Also note that Tmsf → Tmf in
L2(Rd;X) as s→ −∞ for each f ∈ Cc(Rd;X) by Plancherel’s theorem. Therefore
by Fatou’s lemma one has that for each f ∈ Cc(R
d;X) the following holds:
‖Tmf‖Lp(Rd;X) ≤ lim
s→−∞
‖Tmsf‖Lp(Rd;X) ≤ βp,X‖f‖Lp(Rd;X),
hence Tm uniquely extends to a bounded operator on L
p(Rd;X) with
‖Tm‖L(Lp(Rd;X)) ≤ βp,X .
4.2. Examples of Theorem 4.1. In this subsection X is a UMD Banach space,
p ∈ (1,∞). The examples will be mainly the same as were given in [2, Chapter 4]
with some author’s remarks. Recall that we set a0 = 0 for any a ∈ C.
Example 4.7. Let V1, V2 be two nonnegative Le´vy measures on R
d such that
V1 ≤ V2. Let
m(ξ) =
∫
Rd
(1 − cos(ξ · z))V1(dz)∫
Rd
(1 − cos(ξ · z))V2(dz)
, ξ ∈ Rd.
Then ‖Tm‖L(Lp(Rd;X)) ≤ βp,X .
Example 4.8. Let µ1, µ2 be two nonnegative measures on S
d−1 such that µ1 ≤ µ2.
Let
m(ξ) =
∫
Sd−1(ξ · θ)
2µ1(dθ)∫
Sd−1
(ξ · θ)2µ2(dθ)
, ξ ∈ Rd.
Then ‖Tm‖L(Lp(Rd;X)) ≤ βp,X .
Example 4.9 (Beurling-Ahlfors transform). Let d = 2. Put R2 = C. Then the
Fourier multiplier Tm with a symbolm(z) =
z¯2
|z|2 , z ∈ C, has the norm at most 2βp,X
on Lp(Rd;X). This multiplier is also known as the Beurling-Ahlfors transform. It
is well-known that ‖Tm‖L(Lp(R2;X)) ≥ βp,X . There is quite an old problem whether
‖Tm‖L(Lp(R2;X)) = βp,X . This question was firstly posed by Iwaniec in [24] in C.
Nevertheless it was neither proved nor disproved even in the scalar-valued case. We
refer the reader to [1] and [23] for further details.
Example 4.10. Let α ∈ (0, 2), µ be a finite positive measure on Sd−1, ψ be a
measurable function on Sd−1 such that |ψ| ≤ 1. Let
m(ξ) =
∫
Sd−1 |(ξ · θ)|
αψ(θ)µ(dθ)∫
Sd−1 |(ξ · θ)|
αµ(dθ)
, ξ ∈ Rd.
Then analogously to [2, (4.7)], ‖Tm‖L(Lp(Rd;X)) ≤ βp,X .
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Example 4.11 (Double Riesz transform). Let α ∈ (0, 2]. Let
m(ξ) =
|ξ1|α
|ξ1|α + · · ·+ |ξd|α
, ξ = (ξ1, . . . , ξd) ∈ R
d,
Then according to Example 4.10, ‖Tm‖L(Lp(Rd;X)) ≤ βp,X . Note that if α = 2, then
Tm is a double Riesz transform. (In the forthcoming paper [53] it is shown that
the norm ‖Tm‖L(Lp(Rd;X)) does not depend on α and equals the UMD
{0,1}
p constant
of X).
Example 4.12. Let α ∈ [0, 2], d ≥ 2. Let
m(ξ) =
|ξ1|α − |ξ2|α
|ξ1|α + · · ·+ |ξd|α
, ξ = (ξ1, . . . , ξd) ∈ R
d,
Then by Example 4.10, ‖Tm‖L(Lp(Rd;X)) ≤ βp,X . Moreover, if d = 2, α ∈ [1, 2],
then maxξ∈R2 m(ξ) = 1, minξ∈R2 m(ξ) = −1 and m|S1 ∈ W
2,1(S1). Therefore due
to Proposition 3.4, Proposition 3.8 and Remark 3.9 in [21] one has ‖Tm‖L(Lp(R2;X)) ≥
βp,X . This together with Theorem 4.1 implies ‖Tm‖L(Lp(R2;X)) = βp,X , which ex-
tends [21, Theorem 1.1], where the same assertion was proven for α = 2.
Example 4.13. Let µ be a nonnegative Borel measure on Sd−1, ψ ∈ L∞(Sd−1, µ),
‖ψ‖∞ ≤ 1. Let
m(ξ) =
∫
Sd−1
ln(1 + (ξ · θ)−2)ψ(θ)µ(dθ)∫
Sd−1 ln(1 + (ξ · θ)
−2)µ(dθ)
, ξ ∈ Rd.
Then ‖Tm‖L(Lp(Rd;X)) ≤ βp,X .
5. Hilbert transform and general conjecture
In this section we assume that X is a finite dimensional Banach space to avoid
difficulties with stochastic integration. Many of the assertions below can be ex-
tended to the general UMD Banach space case by using the same techniques as in
the proof of Theorem 3.3.
5.1. Hilbert transform and Burkholder functions. It turns out that the gen-
eralization of Theorem 3.18 to the case of continuous martingales is connected with
the boundedness of the Hilbert transform. The Fourier multiplier H ∈ L(L2(R))
with the symbol m ∈ L∞(R) such that m(t) = −i sign (t), t ∈ R, is called the
Hilbert transform. This operator can be extended to a bounded operator on Lp(R),
1 < p <∞ (see [47] and [23, Chapter 5.1] for the details).
Let X be a Banach space. Then one can extend the Hilbert transform H to
S(R) ⊗X in the same way as it was done in (4.1). Denote this extension by HX .
By [9, Lemma 2] and [20, Theorem 3] the following holds true:
Theorem 5.1 (Bourgain, Burkholder). Let X be a Banach space. Then X is
a UMD Banach space if and only if HX can be extended to a bounded operator on
Lp(R;X) for each 1 < p <∞. Moreover, then
(5.1)
√
βp,X ≤ ‖HX‖L(Lp(R;X)) ≤ β
2
p,X .
The proof of the right-hand side of (5.1) is based on the following result.
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Proposition 5.2. Let X be a finite dimensional Banach space, B1, B2 be two
real-valued Wiener processes, f1, f2 : R+ × Ω → X be two stochastically integrable
functions. Let us define M := f1 · B1 + f2 · B2, N := f2 · B1 − f1 · B2. Then for
each T ≥ 0
(E‖NT ‖
p)
1
p ≤ β2p,X(E‖MT ‖
p)
1
p .
Proof. The theorem follows from [54]. Nevertheless we wish to illustrate an easier
and more specific proof. Let B˜1, B˜2 : Ω˜×R+ → R be two Wiener process defined on
an enlarged probability space (Ω˜, F˜ , P˜) with an enlarged filtration F˜ = (F˜t)t≥0 such
that B˜1 and B˜2 are independent of F . Then by applying the decoupling theorem
[23, Theorem 4.4.1] twice (see also [31]) and the fact that −B˜1 is a Wiener process
E‖NT ‖
p = E‖(f2 ·B1)T − (f1 · B2)T ‖
p ≤ βpp,XE‖(f2 · B˜1)T − (f1 · B˜2)T ‖
p
= βpp,XE‖(f1 · (−B˜2))T + (f2 · B˜1)T ‖
p
≤ β2pp,XE‖(f1 · B1)T + (f2 ·B2)T ‖
p
= β2pp,XE‖MT ‖
p.

Let p ∈ (1,∞). A natural question is whether there exists a constant Cp > 0
such that
(5.2) ‖HX‖L(Lp(R;X)) ≤ Cpβp,X .
Then the following theorem is applicable.
Theorem 5.3. Let X be a Banach space, p ∈ (1,∞). Then there exists Cp ≥ 1
such that (5.2) holds if there exists some Burkholder function U : X × X → R
such that U is continuous and a.s. twice Fre´chet differentiable, U(x, y) ≥ ‖y‖p −
(Cpβp,X)
p‖x‖p for any x, y ∈ X, U(αx, αy) = |α|pU(x, y) for any α ∈ R and
x, y ∈ X, and the function
t 7→ U(x+ tz1, y + tz2) + U(x+ tz2, y − tz1), t ∈ R,
or, equivalently,
t 7→ U(x+ tz1, y + tz2) + U(x− tz2, y + tz1), t ∈ R,
is concave for each x, y, z1, z2 ∈ X at t = 0.
For the proof of Theorem 5.3 we will need a variant of the Itoˆ formula for a
general basis of a finite dimensional linear space.
Definition 5.4. Let d be a natural number, E be a d-dimensional linear space,
(en)
d
n=1 be a basis of E. Then (e
∗
n)
d
n=1 ⊂ E
∗ is called the corresponding dual basis
of (en)
d
n=1 if 〈en, e
∗
m〉 = δnm for each m,n = 1, . . . , d.
Note that the corresponding dual basis is uniquely determined. Moreover, if
(e∗n)
d
n=1 is the corresponding dual basis of (en)
d
n=1, then, the other way around,
(en)
d
n=1 is the corresponding dual basis of (e
∗
n)
d
n=1 (here we identify E
∗∗ with E in
the natural way).
The following theorem is a variation of [27, Theorem 26.7] which does not use
the Hilbert space structure of a finite dimensional space.
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Theorem 5.5 (Itoˆ formula). Let d be a natural number, X be a d-dimensional
Banach space, f ∈ C2(X), M : R+ × Ω → X be a martingale. Let (xn)dn=1 be a
basis of X, (x∗n)
d
n=1 be the corresponding dual basis. Then for each t ≥ 0
f(Mt) = f(M0) +
∫ t
0
〈∂xf(Ms−), dMs〉
+
1
2
∫ t
0
d∑
n,m=1
fxn,xm(Ms−) d[〈M,x
∗
n〉, 〈M,x
∗
m〉]
c
s
+
∑
s≤t
(∆f(Ms)− 〈∂xf(Ms−),∆Ms〉).
(5.3)
Proof. To apply [27, Theorem 26.7] one needs only to endow X with a proper
Euclidean norm |||·|||. Define |||x||| =
∑d
n=1〈x, x
∗
n〉
2 for each x ∈ X . Then (xn)dn=1 is
an orthonormal basis of (X, |||·|||), M =
∑d
n=1〈M,x
∗
n〉xn is a decomposition of M
in this orthonormal basis, and therefore (5.3) is equivalent to the formula in [27,
Theorem 26.7]. 
Proof of Theorem 5.3. Let M and N be as in Proposition 5.2. By the approxima-
tion argument we can suppose that M and N have absolutely continuous distribu-
tions. Let d be the dimension of X . Then by the Itoˆ formula in Theorem 5.5
E‖Nt‖
p
X − (Cpβp,X)
pE‖Mt‖
p
X ≤ EU(Mt, Nt) = EU(M0, N0)
+ E
∫ t
0
〈∂xU(Ms, Ns), dMs〉
+ E
∫ t
0
〈∂yU(Ms, Ns), dNs〉+
1
2
EI,
(5.4)
where
(5.5) I =
∫ t
0
d∑
i,j=1
(Uxi,xj (Ms, Ns) d[〈x
∗
i ,Ms〉, 〈x
∗
j ,Ms〉]
+ 2Uxi,yj(Ms, Ns) d[〈x
∗
i ,Ms〉, 〈y
∗
j , Ns〉]
+ Uyi,yj(Ms, Ns) d[〈y
∗
i , Ns〉, 〈y
∗
j , Ns〉]),
where (xi)
d
i=1 = (yi)
d
i=1 ⊂ X is the same basis of X , and (x
∗
i )
d
i=1 = (y
∗
i )
d
i=1 ⊂ X
∗
are the same corresponding dual bases of X∗.
Notice that by Remark 3.10 EU(M0, N0) ≤ 0 since ‖N0‖ ≤ ‖M0‖ a.s. and
Cp, βp,X ≥ 1, and that
E
(∫ t
0
〈∂xU(Ms, Ns), dMs〉+
∫ t
0
〈∂yU(Ms, Ns), dNs〉
)
= 0,
since due to the same type of discussion as was done in the proof of Theorem 3.18,∫ ·
0〈∂xU(Ms, Ns), dMs〉+
∫ ·
0〈∂yU(Ms, Ns), dNs〉 is a martingale which starts at zero.
Let us now prove that I ≤ 0. For each i = 1, 2, . . . , d we define f1i := 〈x
∗
i , f1〉
and f2i := 〈x
∗
i , f2〉. Then for each i, j = 1, 2 . . . , d one has that
(5.6) d[〈x∗i ,Ms〉, 〈x
∗
j ,Ms〉] = d[〈y
∗
i , Ns〉, 〈y
∗
j , Ns〉] = (f
1
i f
1
j + f
2
i f
2
j ) dt,
and
(5.7) d[〈x∗i ,Ms〉, 〈y
∗
j , Ns〉] = (f
1
i f
2
j − f
2
i f
1
j ) dt.
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Notice also that for each x, y ∈ X
∂2
∂u2
U(x+ uf1, y + uf2)|u=0 =
d∑
i,j=1
((Ux∗
i
,x∗
j
(x, y)f1i f
1
j + 2Ux∗i ,y∗j (x, y)f
1
i f
2
j
+ Uy∗
i
,y∗
j
(x, y)f2i f
2
j ),
∂2
∂u2
U(x+ uf2, y − uf1)|u=0 =
∂2
∂u2
U(x− uf2, y + uf1)|u=0
=
d∑
i,j=1
((Ux∗
i
,x∗
j
(x, y)f2i f
2
j − 2Ux∗i ,y∗j (x, y)f
2
i f
1
j + Uy∗i ,y∗j (x, y)f
1
i f
1
j ).
(5.8)
Therefore by (5.5), (5.6), (5.7), and (5.8) we have that
I =
∫ t
0
d∑
i,j=1
((Ux∗
i
,x∗
j
(Ms−, Ns−)(f
1
i f
1
j + f
2
i f
2
j ) + 2Ux∗i ,y∗j (Ms−, Ns−)(f
1
i f
2
j − f
2
i f
1
j )
+ Uy∗
i
,y∗
j
(Ms−, Ns−)(f
1
i f
1
j + f
2
i f
2
j )) dt =
∫ t
0
∂2
∂u2
U(Ms− + uf1, Ns− + uf2)|u=0
+
∂2
∂u2
U(Ms− + uf2, Ns− − uf1)|u=0 ds
=
∫ t
0
∂2
∂u2
(
U(Ms− + uf1, Ns− + uf2) + U(Ms− + uf2, Ns− − uf1)
)∣∣∣
u=0
ds,
and thanks to the concavity of U(x + uf1, y + uf2) + U(x+ uf2, y − uf1) in point
u = 0 for each x, y ∈ X one deduces that a.s. I ≤ 0. Then thanks to (5.4) one has
that
(5.9) E‖Nt‖
p
X − (Cpβp,X)
pE‖Mt‖
p
X ≤ EU(Mt, Nt) ≤ 0.
Now one can prove that (5.9) implies (5.2) in the same way as it was done for
instance in [20, Theorem 3], [6, p.592] or [15, Chapter 3]. 
Remark 5.6. Note that if X is a finite dimensional Hilbert space, then one gets
condition (iii) in Theorem 5.3 for free from [52]. Indeed, let U : X ×X → R be as
in [52, p. 527], namely
U(x, y) = p(1− 1/p∗)p−1(‖y‖ − (p∗ − 1)‖x‖)(‖x‖+ ‖y‖)p−1, x, y ∈ X.
Then U is a.s. twice Fre´chet differentiable, and thanks to the property (c) of U ,
which is given on [52, p. 527], for all nonzero x, y ∈ X there exists a constant
c(x, y) ≥ 0 such that
〈∂xxU(x, y), (h, h)〉+ 2〈∂xyU(x, y), (h, k)〉+ 〈∂yyU(x, y), (k, k)〉
≤ −c(x, y)(‖h‖2 − ‖k‖2), h, k ∈ X.
Therefore for any z1, z2 ∈ X
∂2
∂t2
[
U(x+ tz1, y + tz2) + U(x+ tz2, y − tz1)
]∣∣∣
t=0
= 〈∂xxU(x, y), (z1, z1)〉+ 2〈∂xyU(x, y), (z1, z2)〉+ 〈∂yyU(x, y), (z2, z2)〉
+ 〈∂xxU(x, y), (z2, z2)〉 − 2〈∂xyU(x, y), (z2, z1)〉+ 〈∂yyU(x, y), (z1, z1)〉
≤ −c(x, y)(‖z1‖
2 − ‖z2‖
2)− c(x, y)(‖z2‖
2 − ‖z1‖
2) = 0.
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5.2. General conjecture. By Theorem 5.3 the estimate (5.2) is a direct corollary
of the following conjecture.
Conjecture 5.7. Let X be a finite dimensional Banach space, p ∈ (1,∞). Then
there exists Cp ≥ 1 such that for each pair of continuous martingales M,N : R+ ×
Ω→ X such that N is weakly differentially subordinated to M one has that for each
t ≥ 0
(5.10) (E‖Nt‖
p)
1
p ≤ Cpβp,X(E‖Mt‖
p)
1
p .
Remark 5.8. Notice that in [54] the estimate (5.10) is proven with the constant
β2p,X instead of Cpβp,X . Moreover, it is shown in [54] that Cp can not be less then
1.
We wish to finish by pointing out some particular cases in which Conjecture 5.7
holds. These results are about stochastic integration with respect to a Wiener
process. Recall that we assume that X is a finite dimensional space. Later we will
need a couple of definitions.
Let WH : R+ ×H → L2(Ω) be an H-cylindrical Brownian motion, i.e.
• (WHh1, . . . ,WHhd) : R+ × Ω → Rd is a d-dimensional Wiener process for
all d ≥ 1 and h1, . . . , hd ∈ H ,
• EWH(t)hWH(s)g = 〈h, g〉min{t, s} ∀h, g ∈ H , t, s ≥ 0.
(We refer the reader to [16, Chapter 4.1] for further details). Let X be a Banach
space, Φ : R+ × Ω → L(H,X) be elementary progressive of the form (2.2). Then
we define a stochastic integral Φ ·WH : R+ × Ω → X of Φ with respect to WH in
the following way:
(Φ ·WH)t =
K∑
k=1
M∑
m=1
1Bmk
N∑
n=1
(WH(tk ∧ t)hn −W
H(tk−1 ∧ t)hn)xkmn, t ≥ 0.
The following lemma is a multidimensional variant of [28, (3.2.19)] and it is
closely connected with Lemma 2.3.
Lemma 5.9. Let X = R, Φ,Ψ : R+ × Ω → L(H,R) be elementary progressive.
Then for all t ≥ 0 a.s.
[Φ ·WH ,Ψ ·WH ]t =
∫ t
0
〈Φ∗(s),Ψ∗(s)〉ds.
The reader can find more on stochastic integration with respect to anH-cylindrical
Brownian motion in the UMD case in [33].
Theorem 5.10. Let X be a finite dimensional Banach space, WH be an H-
cylindrical Brownian motion, Φ : R+ × Ω → L(H,X) be stochastically integrable
with respect to WH function. Let A ∈ L(H) be self-adjoint. Then
(5.11) (E‖((ΦA) ·WH)∞‖
p
X)
1
p ≤ βp,X‖A‖(E‖(Φ ·W
H)∞‖
p
X)
1
p .
Notice that by Lemma 5.9 for each x∗ ∈ X∗ and 0 ≤ s < t <∞ a.s.
[〈(ΦA) ·WH , x∗〉]t − [〈(ΦA) ·W
H , x∗〉]s =
∫ t
s
‖AΦ∗(r)x∗‖2 dr
≤ ‖A‖2
∫ t
s
‖Φ∗(r)x∗‖2 dr
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= ‖A‖2
(
[〈Φ ·WH , x∗〉]t − [〈Φ ·W
H , x∗〉]s
)
.
Hence if ‖A‖ ≤ 1, then (ΦA) ·WH is weakly differentially subordinated to Φ ·WH ,
and therefore Theorem 5.10 provides us with a special case of Conjecture 5.7.
Proof of Theorem 5.10. Due to [33, Theorem 3.6] it is enough to show (5.11) for
elementary progressive process Φ. Let (hn)n≥1 be an orthogonal basis of H , and
let Φ be of the form (2.2). For each n ≥ 1 we define Pn ∈ L(H) as an orthonormal
projection onto span(h1, . . . , hn), and set An := PnAPn. Notice that ‖An‖ ≤ ‖A‖.
Then
‖((ΦA− ΦAn) ·W
H)∞‖Lp(Ω;X) → 0, n→∞,
so it is sufficient to prove (5.11) for A with a finite dimensional range, and we can
suppose that there exists d ≥ 1 such that ran A ⊂ span(h1, . . . , hd). This implies
that A is compact self-adjoint, so we can change the first d vectors h1, . . . , hd of the
orthonormal basis in such a way that A =
∑d
n=1 λnhn⊗hn, where (λn)n≥1 is a real-
valued sequence. Without loss of generality we can assume that |λ1| ≥ · · · ≥ |λd|
and |λ1| = ‖A‖. Notice that under this change of coordinates Φ remains elementary
progressive (perhaps of a different form). Therefore by the martingale transform
theorem [23, Theorem 4.2.25]:
E‖((ΦA) ·WH)∞‖
p
X = E‖
d∑
n=1
((ΦAhn) ·W
H(hn))∞‖
p
X
= ‖A‖pE
∥∥∥ d∑
n=1
λn
‖A‖
((Φhn) ·W
H(hn))∞
∥∥∥p
X
≤ βpp,X‖A‖
pE
∥∥∥ N∑
n=1
((Φhn) ·W
H(hn))∞
∥∥∥p
X
.
The last inequality holds because of structure of Φ so that one can rewrite (Φhn) ·
WH(hn) as a summation in time, and because (W
H(hn))n≥1 is a sequence of inde-
pendent Wiener processes. 
Remark 5.11. Theorem 5.10 in fact can be shown using [21, Proposition 3.7.(i)].
Remark 5.12. An analogue of Theorem 5.10 for antisymmetric A (i.e. A such
that A∗ = −A) remains open. It is important for instance for the possible estimate
(5.2). Indeed, in Proposition 5.2 the Hilbert space H can be taken 2-dimensional,
A =
(
0 −1
1 0
)
, and Φ : R+ × Ω → L(H,X) is such that Φ
(
a
b
)
= af1 + bf2 for each
a, b ∈ R. Then M = Φ ·WH , N = (ΦA) · WH , and if one shows (5.11) for an
antisymmetric operator A, then one automatically gains (5.2).
The next theorem shows that Conjecture 5.7 holds for stochastic integrals with
respect to a one-dimensional Wiener process.
Theorem 5.13. Let X be a finite dimensional Banach space, W : R+ × Ω →
R be a one-dimensional Wiener process, Φ,Ψ : R+ × Ω → X be stochastically
integrable with respect to W , M = Φ ·W , N = Ψ ·W . Let N be weakly differentially
subordinated to M . Then for each p ∈ (1,∞),
(5.12) E‖N∞‖
p ≤ βpp,XE‖M∞‖
p.
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Proof. Without loss of generality suppose that there exists T ≥ 0 such that Φ1[T,∞] =
Ψ1[T,∞] = 0. Since N is weakly differentially subordinated to M , by the Itoˆ iso-
morphism for each x∗ ∈ X∗, 0 ≤ s < t <∞ we have a.s.
[〈x∗, N〉]t − [〈x
∗, N〉]s =
∫ t
s
|〈x∗,Ψ(r)〉|2 dr
≤
∫ t
s
|〈x∗,Φ(r)〉|2 dr = [〈x∗,M〉]t − [〈x
∗,M〉]s.
Therefore we can deduce that |〈x∗,Ψ〉| ≤ |〈x∗,Φ〉| a.s. on R+ × Ω. By Lemma 3.6
there exists progressively measurable a : R+ ×Ω→ R such that |a| ≤ 1 on R+ ×Ω
and Ψ = aΦ a.s. on R+ × Ω. Now for each n ≥ 1 set an : R+ × Ω → R, Φn :
R+ × Ω → X be elementary progressively measurable such that |an| ≤ 1, an → a
a.s. on R+ × Ω and E
∫ T
0 ‖Φ(t) − Φn(t)‖
2 dt → 0 as n → ∞. Then by the triangle
inequality(
E
∫ T
0
‖Ψ(t)− an(t)Φn(t)‖
2 dt
) 1
2
≤
(
E
∫ T
0
‖Φ(t)‖2(a(t)− an(t))
2 dt
) 1
2
+
(
E
∫ T
0
‖Φ(t)− Φn(t)‖
2a2n dt
) 1
2
,
(5.13)
which vanishes as n→∞ by the dominated convergence theorem. For each n ≥ 1
the inequality
(E‖((anΦn) ·W )∞‖
p)
1
p ≤ βp,X(E‖(Φn ·W )∞‖
p)
1
p
holds thanks to the martingale transform theorem [23, Theorem 4.2.25]. Then (5.12)
follows from the previous estimate and (5.13) when one lets n go to infinity. 
Remark 5.14. Let W be a one-dimensional Wiener process, F be a filtration
which is generated by W . Let M,N : R+ × Ω → X be F-martingales such that
M0 = N0 = 0 and N is weakly differentially subordinated to M . Then thanks to
the Itoˆ isomorphism [33, Theorem 3.5] there exist progressively measurable Φ,Ψ :
R+ × Ω→ X such that M = Φ ·Wand N = Ψ ·W , and thanks to Theorem 5.13
E‖N∞‖
p ≤ βpp,XE‖M∞‖
p, p ∈ (1,∞).
This shows that on certain probability spaces the estimate (5.10) automatically
holds with a constant Cp = 1.
References
[1] R. Ban˜uelos. The foundational inequalities of D. L. Burkholder and some of
their ramifications. Illinois J. Math., 54(3):789–868 (2012), 2010.
[2] R. Ban˜uelos, A. Bielaszewski, and K. Bogdan. Fourier multipliers for non-
symmetric Le´vy processes. In Marcinkiewicz centenary volume, volume 95 of
Banach Center Publ., pages 9–25. Polish Acad. Sci. Inst. Math., Warsaw, 2011.
[3] R. Ban˜uelos and K. Bogdan. Le´vy processes and Fourier multipliers. J. Funct.
Anal., 250(1):197–213, 2007.
[4] R. Ban˜uelos and P. Janakiraman. Lp-bounds for the Beurling-Ahlfors trans-
form. Trans. Amer. Math. Soc., 360(7):3603–3612, 2008.
[5] R. Ban˜uelos and A. Ose¸kowski. Sharp inequalities for the Beurling-Ahlfors
transform on radial functions. Duke Math. J., 162(2):417–434, 2013.
UMD SPACES AND WEAK DIFFERENTIAL SUBORDINATION 27
[6] R. Ban˜uelos and G. Wang. Sharp inequalities for martingales with applications
to the Beurling-Ahlfors and Riesz transforms. Duke Math. J., 80(3):575–600,
1995.
[7] R. Ban˜uelos and G. Wang. Orthogonal martingales under differential subordi-
nation and applications to Riesz transforms. Illinois J. Math., 40(4):678–691,
1996.
[8] V.I. Bogachev. Measure theory. Vol. I, II. Springer-Verlag, Berlin, 2007.
[9] J. Bourgain. Some remarks on Banach spaces in which martingale difference
sequences are unconditional. Ark. Mat., 21(2):163–168, 1983.
[10] D.L. Burkholder. A geometrical characterization of Banach spaces in which
martingale difference sequences are unconditional. Ann. Probab., 9(6):997–
1011, 1981.
[11] D.L. Burkholder. A geometric condition that implies the existence of certain
singular integrals of Banach-space-valued functions. In Conference on har-
monic analysis in honor of Antoni Zygmund, Vol. I, II (Chicago, Ill., 1981),
Wadsworth Math. Ser., pages 270–286. Wadsworth, Belmont, CA, 1983.
[12] D.L. Burkholder. Boundary value problems and sharp inequalities for martin-
gale transforms. Ann. Probab., 12(3):647–702, 1984.
[13] D.L. Burkholder. An elementary proof of an inequality of R.E.A.C. Paley.
Bull. London Math. Soc., 17(5):474–478, 1985.
[14] D.L. Burkholder. Martingales and Fourier analysis in Banach spaces. In Prob-
ability and analysis (Varenna, 1985), volume 1206 of Lecture Notes in Math.,
pages 61–108. Springer, Berlin, 1986.
[15] D.L. Burkholder. Martingales and singular integrals in Banach spaces. In
Handbook of the geometry of Banach spaces, Vol. I, pages 233–269. North-
Holland, Amsterdam, 2001.
[16] G. Da Prato and J. Zabczyk. Stochastic equations in infinite dimensions,
volume 152 of Encyclopedia of Mathematics and its Applications. Cambridge
University Press, Cambridge, second edition, 2014.
[17] C. Dellacherie and P.-A. Meyer. Probabilities and potential. B, volume 72 of
North-Holland Mathematics Studies. North-Holland Publishing Co., Amster-
dam, 1982. Theory of martingales, Translated from the French by J. P. Wilson.
[18] L.C. Evans and R.F. Gariepy. Measure theory and fine properties of functions.
Studies in Advanced Mathematics. CRC Press, Boca Raton, FL, 1992.
[19] G.B. Folland. A course in abstract harmonic analysis. Studies in Advanced
Mathematics. CRC Press, Boca Raton, FL, 1995.
[20] D.J.H. Garling. Brownian motion and UMD-spaces. In Probability and Banach
spaces (Zaragoza, 1985), volume 1221 of Lecture Notes in Math., pages 36–49.
Springer, Berlin, 1986.
[21] S. Geiss, S. Montgomery-Smith, and E. Saksman. On singular integral and
martingale transforms. Trans. Amer. Math. Soc., 362(2):553–575, 2010.
[22] L. Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in
Mathematics. Springer, New York, third edition, 2014.
[23] T. Hyto¨nen, J.M.A.M. van Neerven, M.C. Veraar, and L. Weis. Analysis in
Banach Spaces. Part I: Martingales and Littlewood–Paley Theory. Ergebnisse
der Mathematik und ihrer Grenzgebiete, Springer-Verlag, 2016.
[24] T. Iwaniec. Extremal inequalities in Sobolev spaces and quasiconformal map-
pings. Z. Anal. Anwendungen, 1(6):1–16, 1982.
28 IVAN YAROSLAVTSEV
[25] J. Jacod and A.N. Shiryaev. Limit theorems for stochastic processes, volume
288 of Grundlehren der Mathematischen Wissenschaften [Fundamental Princi-
ples of Mathematical Sciences]. Springer-Verlag, Berlin, second edition, 2003.
[26] M. Jouak and L. Thibault. Directional derivatives and almost everywhere
differentiability of biconvex and concave-convex operators. Math. Scand.,
57(1):215–224, 1985.
[27] O. Kallenberg. Foundations of modern probability. Probability and its Appli-
cations (New York). Springer-Verlag, New York, second edition, 2002.
[28] I. Karatzas and S.E. Shreve. Brownian motion and stochastic calculus, volume
113 of Graduate Texts in Mathematics. Springer-Verlag, New York, second
edition, 1991.
[29] A.N. Kolmogorov and S.V. Fomin. Elements of the theory of functions
and functional analysis. Vol. 1. Metric and normed spaces. Graylock Press,
Rochester, N. Y., 1957. Translated from the first Russian edition by Leo F.
Boron.
[30] T.R. McConnell. On Fourier multiplier transformations of Banach-valued func-
tions. Trans. Amer. Math. Soc., 285(2):739–757, 1984.
[31] T.R. McConnell. Decoupling and stochastic integration in UMD Banach
spaces. Probab. Math. Statist., 10(2):283–295, 1989.
[32] M. Me´tivier and J. Pellaumail. Stochastic integration. Academic Press [Har-
court Brace Jovanovich, Publishers], New York-London-Toronto, Ont., 1980.
Probability and Mathematical Statistics.
[33] J.M.A.M. van Neerven, M. C. Veraar, and L.W. Weis. Stochastic integration
in UMD Banach spaces. Ann. Probab., 35(4):1438–1478, 2007.
[34] A. Os
‘
ekowski. Inequalities for dominated martingales. Bernoulli, 13(1):54–79,
2007.
[35] A. Ose¸kowski. Sharp LlogL inequalities for differentially subordinated martin-
gales and harmonic functions. Illinois J. Math., 52(3):745–756, 2008.
[36] A. Ose¸kowski. Sharp maximal inequality for stochastic integrals. Proc. Amer.
Math. Soc., 136(8):2951–2958, 2008.
[37] A. Ose¸kowski. Sharp maximal inequalities for the moments of martingales and
non-negative submartingales. Bernoulli, 17(4):1327–1343, 2011.
[38] A. Ose¸kowski. Sharp inequalities for differentially subordinate harmonic func-
tions and martingales. Canad. Math. Bull., 55(3):597–610, 2012.
[39] A. Os
‘
ekowski. Sharp martingale and semimartingale inequalities, volume 72
of Instytut Matematyczny Polskiej Akademii Nauk. Monografie Matematyczne
(New Series) [Mathematics Institute of the Polish Academy of Sciences. Math-
ematical Monographs (New Series)]. Birkha¨user/Springer Basel AG, Basel,
2012.
[40] A. Ose¸kowski. Weak norm inequalities for martingales and geometry of Banach
spaces. Statist. Probab. Lett., 82(3):411–418, 2012.
[41] A. Ose¸kowski. Weak Φ-inequalities for the Haar system and differentially
subordinated martingales. Proc. Japan Acad. Ser. A Math. Sci., 88(9):139–
144, 2012.
[42] A. Ose¸kowski. Sharp inequalities for martingales with values in ℓN∞. Electron.
J. Probab., 18:no. 73, 19, 2013.
[43] A. Ose¸kowski. Sharp inequalities for Hilbert transform in a vector-valued
setting. Math. Inequal. Appl., 18(4):1561–1573, 2015.
UMD SPACES AND WEAK DIFFERENTIAL SUBORDINATION 29
[44] G. Pisier. Martingales in Banach spaces, volume 155. Cambridge University
Press, 2016.
[45] D. Pollard. Convergence of stochastic processes. Springer Series in Statistics.
Springer-Verlag, New York, 1984.
[46] P.E. Protter. Stochastic integration and differential equations, volume 21 of
Stochastic Modelling and Applied Probability. Springer-Verlag, Berlin, 2005.
Second edition. Version 2.1, Corrected third printing.
[47] M. Riesz. Sur les fonctions conjugue´es. Math. Z., 27(1):218–244, 1928.
[48] J.L. Rubio de Francia. Martingale and integral transforms of Banach space
valued functions. In Probability and Banach spaces (Zaragoza, 1985), volume
1221 of Lecture Notes in Math., pages 195–222. Springer, Berlin, 1986.
[49] K.-i. Sato. Le´vy processes and infinitely divisible distributions, volume 68 of
Cambridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 2013. Translated from the 1990 Japanese original, Revised edition
of the 1999 English translation.
[50] A.V. Skorohod. Limit theorems for stochastic processes. Teor. Veroyatnost. i
Primenen., 1:289–319, 1956.
[51] M.C. Veraar. Stochastic integration in Banach spaces and applications to para-
bolic evolution equations. PhD thesis, TU Delft, Delft University of Technology,
2006.
[52] G. Wang. Differential subordination and strong differential subordination for
continuous-time martingales and related sharp inequalities. Ann. Probab.,
23(2):522–551, 1995.
[53] I.S. Yaroslavtsev. Even fourier multipliers and martingale transforms in infinite
dimensions. arXiv:1710.04958, 2017.
[54] I.S. Yaroslavtsev. Martingale decompositions and weak differential subordina-
tion in UMD Banach spaces. arXiv:1706.01731, 2017.
Delft Institute of Applied Mathematics, Delft University of Technology, P.O. Box
5031, 2600 GA Delft, The Netherlands
E-mail address: I.S.Yaroslavtsev@tudelft.nl
