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Abstract
Resource allocation in supply chain management studies how to allocate the limited available
resources economically/optimally to satisfy the demands. It is an important research area
in operations research. This dissertation focuses on the modeling and optimization of three
problems.
The first part of the dissertation investigates an important and unique problem in a supply
chain distribution network, namely minimum cost network flow with variable lower bounds
(MCNF-VLB). This type of network can be used to optimize the utilization of distribution
channels (i.e., resources) in a large supply network, in order to minimize the total cost
while satisfying flow conservation, lower and upper bounds, and demand/supply constraints.
The second part of the dissertation introduces a novel method adopted from multi-product
inventory control to optimally allocate the cache space and the frequency (i.e., resources) for
multi-stream data prefetching in computer science. The objective is to minimize the cache
miss level (backorder level), while satisfying the cache space (inventory space) and the total
prefetching frequency (total order frequency) constraints. Also, efforts have also been made
to extend the model for a multi-level, multi-stream prefetching system. The third part of
the dissertation studies the joint capacity (i.e., resources) and demand allocation problem
vi
in a service delivery network. The objective is to minimize the total cost while satisfying
a required service reliability, which measures the probability of satisfying customer demand
within a delivery time interval.
vii
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Chapter 1
Introduction and Research Topics
1.1 Introduction to resource allocation in supply chain
management
Resource allocation methods can be used in almost every aspect of supply chain management.
The common goal is allocate the resources effectively (i.e., maximizing the revenue,
minimizing the cost, or optimizing the utilization sequence) while satisfying certain
constraints (e.g., resource availability, customer service level, back order level, delivery
window). In production scheduling, resources usually refer to the manufacturing resources,
and there has been a number of research on resource allocation in this area. For example,
Zhang et al. (2011) studied how to select alternative manufacturing resources respectively to
satisfy sub-tasks composing the supply chain and how to sequence the selected manufacturing
resources to form a manufacturing resource allocation plan. Dillenberger et al. (1994)
studied the practical resource allocation for production planning and scheduling with period
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overlapping machine setups. In the transportation and distribution network area, resources
usually refer to the available vehicle/airline/ship fleet and distribution channels. For
example, Azi et al. (2010) and Lau et al. (2003) studied the vehicle routing problem with a
set of homogeneous vehicles of fixed capacity, and time window is considered as a constraint.
Also, in the inventory management area, resources usually refer to the available warehouse
and back room space. For example, Hariga (2009) studied a continuous review (Q, r) model
with owned and rented storage facilities. Jernigan (2004) studied the multi-tier inventory
systems with space constraints. Last but not least, in the service network, resources usually
refer to the service capacity at each network node and/or arc. For example, Wollmer (1968)
studied an algorithm to maximizing flow through a network with node and arc capacities.
This dissertation discusses three typical problems of resource allocation in supply chain
management, namely, the MCNF-VLB problem, which falls into the category of distribution
network optimization; the data prefetching problem, which falls into the category of inventory
optimization; and the joint capacity and demand allocation problem, which falls into the
category of service network optimization.
1.2 Three topics in this research direction
1.2.1 The MCNF-VLB problem
For the first topic, this dissertation conducts literature review on the minimal-cost network
flow problem with fixed lower and upper bounds (MCNF), which is polynomial solvable.
Then, it extends to the minimal-cost network flow problem with variable lower bounds
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(MCNF-VLB), where an arc with a variable lower bound is allowed to be either closed (i.e.,
then having zero flow) or open (i.e., then having flow between a given positive lower bound
and an upper bound). This distinctive feature allows the MCNF-VLB to have more broadly
practical applications in supply chain distribution areas, e.g., minimizing the total cost for
transportation via oil pipeline/airline network where some pipelines/flight-legs have to be
closed if the flow/passenger volumes are less than their threshold values. This dissertation
describes and models this new MCNF-VLB as a mixed integer linear programming, and
gives a comprehensive computational experiment with CPLEX to test the solvability of the
problem with medium-to-large size instances.
1.2.2 The data prefecthing problem
For the second topic, the dissertation conducts literature review on both the data prefetching
in computer science and the (Q, r) model in supply chain management. Based on the
similarities between these two fields, this dissertation builds a unique constrained multi-
stream (Q, r) model which simultaneously determines the prefetching degree (order quantity)
Q and trigger distance (reorder point) r for each request stream, taking into account the
distinct data request rates of the streams. The model has the objective of minimizing the
cache miss level (backorder level), which represents the access latency, as well as constraints
on the cache space (inventory space) and the total prefetching frequency (total order
frequency). Uniquely, the disk access time (lead time) is a function of both the prefetching
degree Q and the total request rate that represents the system load. This dissertation
also presents the analytical properties of the model, provides several numerical optimization
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examples. Sensitivity analysis is also conducted to further demonstrate the nature of this
prefetching problem. An extension of the model that deals with a multi-stream, multi-level
prefetching system is also provided.
1.2.3 The joint capacity and demand allocation problem
For the third topic, the dissertation studies the joint capacity and demand allocation problem
for a service delivery network in supply chain management, where demand sources and
service facilities are widely distributed. The problem finds many applications in distributed
service system, where cost-effective and timely delivery of service is important. Assume that
customers arrive at the demand sources following Poisson distribution, and are served by
facilities with finite capacities, the goal is to determine the capacity and demand allocated
to each service facility, in order to minimize the sum of the capacity operating cost and
the transportation cost, while satisfying a required service reliability, which measures the
probability of satisfying demand within a time interval. Average customer waiting time
is also calculated under the optimal solution, which is an important indicator for system
performance. Through numerical optimization, the optimal capacity and demand allocation
strategy is derived. Sensitivity analysis is conducted to further demonstrate the insights of
this problem. Finally, the model is extended to several different cases, and simulation is used
to study the properties of these extensions.
4
1.3 Structure of the dissertation
The remainder of this dissertation is structured as follows. Chapter 2 illustrates the
MCNF-VLB problem in a supply chain distribution network. Chapter 3 addresses the data
prefetching problem from a supply chain management perspective. Chapter 4 discusses the
joint capacity and demand allocation problem for a service delivery network in supply chain
management.
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Chapter 2
Resource Allocation in Supply Chain
Distribution Network: the
MCNF-VLB Problem
The MCNF-VLB problem studies how to allocate the resources (i.e., the opening and closing
of distribution channels), in order to satisfy the demand economically.
2.1 Literature review on the MCNF problem and the
MCNF-VLB problem
Subsection 2.1.1 gives literature review on the classical MCNF problems, Subsection 2.1.2
extends the MCNF problem to MCNF-VLB problem, and discuss its special properties.
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2.1.1 Existing MCNF problems
The standard MCNF problems were studied extensively, and various pseudo-polynomial and
polynomial algorithms have been proposed (Ahuja et al. 1993). The pseudo-polynomial
algorithms have their running times as polynomial functions of not only the number of
nodes and/or arcs but also the largest arc capacity (i.e.,bounds on arc flow) and/or the
largest arc cost. They normally perform well on integer data; however,their performances
can be poor in the worst case. The typical pseudo-polynomial algorithms include cycle-
canceling (also known as negative cycle) (Klein 1967), successive shortest-path (Iri 1960),
primal-dual (Ford and Fulkerson 1957, 1962), Out-of-Kilter (Fulkerson 1961), and relaxation
algorithms (Bertsekas and Tseng 1988).
By utilizing the scaling techniques, many specially designed polynomial algorithms have
been proposed to avoid the poor worst-case performance. The scaling techniques start with
a feasible solution for transformed or altered sets of constraints and move iteratively in
small steps towards the optimal solution. Edmonds and Karp (1972) proposed the first
capacity scaling algorithm for solving MCNF problems, which is a scaled version of the
successive shortest-path algorithm by augmenting flows along paths with sufficiently large
residual capacities. The other types of scaling algorithms include the cost scaling algorithms
(Ro¨ck 1980) and the double (i.e.,both the capacity and cost) scaling algorithms (Ahuja et al.
1992). All of them are weakly polynomial-time algorithms because their running times are
polynomial functions of not only the number of nodes and/or arcs but also the log of the
largest arc capacity and/or the log of the largest arc cost. Meanwhile, there exist some
strongly polynomial-time algorithms that use scaling techniques and whose running times
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are polynomial functions of only the number of nodes and/or arcs in the network, for example,
minimum mean cycling-canceling (Goldberg and Tarjan 1989), the enhanced capacity scaling
algorithm (Orlin 1988), and the repeated capacity scaling algorithm (Goldberg et al. 1989).
Besides the above non-simplex algorithms, simplex-based (either pseudo-polynomial or
polynomial) algorithms are still commonly used for solving the MCNF (Ahuja et al. 1993;
Phillips and Garcia-Diaz 1981). The general simplex method for linear programming
problems can solve the MCNF, which is essentially a special linear programming problem.
However, to solve the MCNF, the general simplex method is inferior to the network simplex
method, which exploits the network structure of the MCNF. The network simplex method
represents the basic feasible solution of the MCNF using a spanning tree and maintains a
feasible spanning tree solution. At each iteration, a non-tree arc enters the current spanning
tree, and the maximum possible amount of flow is augmented along the resulting cycle;
then a blocking arc leaves the current spanning tree, and a new spanning tree solution
is generated. The iteration process continues until the feasible spanning tree solution is
optimal. With some preferences on the pivot rules, the network simplex terminates in a
finite number of iterations. Dantzig (1951) first used the network simplex approach for
the uncapacitated transportation problems, and Johnson (1966) introduced the first tree
indices. Along this line, the subsequent research mainly focus on designing improved tree
indices (e.g., Bazaraa and Jarvis 1977; Kennington and Helgason 1980) and determining the
different pivot rules(e.g., Bradley et al. 1977; Mulvey 1978).
Along with the research on the standard MCNF, quite a few extensions of the MCNF
were proposed and the corresponding solution methods were developed. For example, rather
than using the constant unit arc costs, Ahuja et al. (2003), Orlin (1984), and Weintraub
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(1974) considered a convex cost function of the flow amount on each arc, and Amiri and
Pirkul (1997) and Erickson et al. (1987) considered the similar concave cost function. These
extensions have quite different solution methods and find many applications in practice,
for example, convex transfer cost in telecom networks (Monma and Segal 1982), convex
congestion cost of traffic networks (Magnanti and Wong 1983), and concave shipping cost in
the commodity flow (Zangwill 1968). For other examples of the MCNF extensions, Connors
and Zangwill (1971) studied the MCNF on stochastic networks where the node demands are
discrete random variables with known conditional probability distributions and the objective
is to minimize the expected total cost. Figueira et al. (1998) investigated the MCNF with
multi-objective functions, which describe conflicting and usually non-commensurable aspects.
Ghatee and Mehdi (2009) and Shih and Lee (1999) used fuzzy set theories to solve another
MCNF extension with uncertain arc costs and bounds.
As a special extension of the MCNF, a fixed-charge MCNF is related to the MCNF-VLB,
where fixed charges for opening arcs are explicitly modeled. This problem has practical
applications in the areas such as network designing, production scheduling, supply chain
management and transportation controlling (Geunes and Pardalos 2005). The general
approaches for fixed-charge network flow problems include branch-and-bound (B&B) (e.g.,
Cabot and Erenguc 1984; Palekar et al. 1990); branch-and-cut (B&C) (e.g., Ortega and
Wolsey 2003) where all arc lower bounds are zero) that focuses on deriving the valid cuts;
Lagrangian relaxation based methods (e.g., Cruz et al. 1998); Benders decomposition (e.g.,
Costa 2005); and heuristics (e.g., Sun and McKeown 1993; Walker 1976).
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2.1.2 Extension to the MCNF-VLB problem
The MCNF has been used to model many logistics problems. For example, it can be used
to prescribe the transportation amount for oil or natural gas via pipelines, where the flow
volume must be between the restricted lower and upper bounds for each pipeline. The upper
bound can easily be determined by the capacity of tube. Normally, the lower bound is set
to be zero to allow any volume less than the maximal capacity to go through. However, in
practice, the very small volume is either physically impossible (e.g., due to the limitation of
liquid flow speed and viscosity) or economically infeasible (e.g., due to the loss of economics
of scale). Then, one has to set the lower bound to be a nonzero value, and consequently, when
the flow is less than this specified lower bound, the arc must be closed. The MCNF does
not allow the closure of any arc and thus, is unable to model this feature, which seriously
limits the application of the MCNF. To break this limitation, we can model a variable lower
bound (VLB) constraint on each such arc into the MCNF, and the resulting model is named
as MCNF problem with variable lower bounds (MCNF-VLB). An arc with a VLB constraint
(named as VLB arc hereafter) is closed if the amount of flow on it is not sufficient to certify
its open; a VLB arc is open if the amount of flow on it is no less than a given positive
lower bound. Thus, a VLB arc is either closed and its flow is zero, or it is open and its
flow is no less than its lower bound. Subsection 2.2.1 will give the formal descriptions and
mathematical models of the MCNF-VLB.
Except the above application in representing oil or gas pipelines to ensure a certain
amount of flow for maintaining the pipelines’ opening, the VLB arcs can also represent a
policy of a minimum order requirement for delivery through a supply chain/distribution
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network, a flight leg that could be closed if the passenger flow volume is less than a
threshold value, etc. The MCNF-VLB provides a powerful model for attacking many
types of logistics and commodity transportation and distribution problems. For example,
distribution companies often must decide to which degree it is economical to use all available
distribution channels in a large network. These channels may be pipelines for oil or natural
gas, physical routes for vehicles with specialized containers, flight legs in airline networks,
data transmission lines, investment possibilities in distribution facilities, etc.
2.2 Mixed integer linear programming (MILP) models
Subsection 2.2.1 introduces the MCNF-VLB model and compares it to the fixed-charge
MCNF model. Subsection 2.2.2 provides a typical example of the MCNF-VLB problem.
2.2.1 The MCNF-VLB model
Given a generalized network G = (N,A) where N is a set of nodes and A is a set of arcs,
let s ∈ N denote a supply node and d ∈ N denote a demand node. Two positive values
S and D represent the maximal supply amount available at supply node and the minimal
demand requirement that must be satisfied at demand node, respectively. Further, let A1
be the set of regular arcs that have fixed lower bounds and A2 be the set of VLB arcs.
Then, A1
⋂
A2 = Ø and A1
⋃
A2 = A. For each arc(i, j) ∈ A, nonnegative cij, Lij, and Uij
represent the unit flow cost, loss/gain factor, lower and upper bounds on flow, respectively.
Note that the interpretations of Lij are different for the regular arcs in A1 and the VLB arcs
in A2. For a regular arc(i, j) ∈ A1, the flow on it must be no less than Lij. For a VLB arc
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arc(i, j) ∈ A2, the flow could be zero or larger than or equal to Lij, Lij > 0. In addition,
decision variable xij represents the flow on arc(i, j) ∈ A and binary decision variable yij
represents the status of arc(i, j) ∈ A2,
yij =

1 if arc(i, j) ∈ A2 is open,
0 otherwise.
MCNF-VLB model ℘ Using the above notation, the MCNF-VLB on a generalized
network can be formulated as an MILP problem ℘, as given below. The MCNF-VLB
is to minimize the total cost of flows through the network as in objective function (2.1).
Constraint (2.2) specifies that at most S units can be provided from supply node s,
and constraint (2.4) specifies that at least D units must be delivered to demand node d.
Constraint (2.3) ensures the flow conservation at each intermediate node. Constraints (2.5)
and (2.6) restrict the arc flows on the regular arcs to be within lower and upper bounds.
Constraints (2.7) - (2.9) represent the requirement of the VLB arcs, that is the flow on a
VLB arc must be either zero (when yij = 0) or between its positive lower and upper bounds
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(when yij = 1).
min
∑
(i,j)∈A
cijxij, (2.1)
s.t.
∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji ≤ S, i = s, (2.2)∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji = 0, i 6= s, d, (2.3)∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji ≤ −D, i = d, (2.4)
xij ≥ Lij, for all arc(i, j) ∈ A1, (2.5)
xij ≤ Uij, for all arc(i, j) ∈ A1, (2.6)
xij − Lijyij ≥ 0, for all arc(i, j) ∈ A2, (2.7)
xij − Uijyij ≤ 0, for all arc(i, j) ∈ A2, (2.8)
yij ∈ {0, 1}, for all arc(i, j) ∈ A2. (2.9)
Note that the MCNF-VLB with multiple supply and demand nodes can be easily
transformed to the case of a single-supply and single-demand node. It can be done by adding
a single dummy supply node and a single dummy demand node, a regular arc connecting
the dummy supply node to each original supply node, and a regular arc connecting each
original demand node to the dummy demand node. For each arc from the dummy supply
node to an original supply node, the arc cost is set to zero,the loss/gain factor to 1, the lower
bound to zero, and the upper bound to the available supply amount at that original supply
node. For each arc from an original demand node to the dummy demand node, the arc cost
is set to zero, the loss/gain factor to 1, the lower bound to the demand requirement at that
original demand node, and the upper bound to infinite (or sufficiently large). Finally, set the
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available supply amount at the dummy supply node equal to the sum of all original supply
amounts, and the demand requirement at the dummy demand node equal to the sum of all
original demand requirements. Then, all original supply and demand nodes are treated as
the intermediate nodes.
Fixed-charge MCNF model ℘′ In the view of economic aspect, the MCNF-VLB
captures the characteristic that opening an arc incurs additional cost that need to be
recouped from the cost of transporting sufficient amount of flows. From this view of point,
one may argue that an alternative model to capture this characteristic can be established by
associating a fixed cost fij to opening arc(i, j) ∈ A2. Then, the corresponding fixed-charge
MCNF in a generalized network could be expressed as MILP model ℘′.
min
∑
(i,j)∈A
cijxij +
∑
(i,j)∈A2
fijyij, (2.10)
s.t.
∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji ≤ S, i = s, (2.11)∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji = 0, i 6= s, d, (2.12)∑
(i,j)∈A
xij −
∑
(j,i)∈A
ljixji ≤ −D, i = d, (2.13)
xij ≥ Lij, for all arc(i, j) ∈ A1, (2.14)
xij ≤ Uij, for all arc(i, j) ∈ A1, (2.15)
xij ≥ 0, for all arc(i, j) ∈ A2, (2.16)
xij − Uijyij ≤ 0, for all arc(i, j) ∈ A2, (2.17)
yij ∈ {0, 1}, for all arc(i, j) ∈ A2. (2.18)
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In model ℘′, the objective function is to minimize the sum of transportation flow costs
and the fixed costs for opening some arcs in A2. Note that we do not consider the fixed costs
for opening arcs in A1. Constraints (2.11) - (2.15) are the same as constraints (2.2) - (2.6)
in model ℘. Constraints (2.16) - (2.18) ensures the arcs in A2 to have no flow when the arcs
are closed, and the flow is greater than zero and less than the upper bound when the arcs
are open.
Model ℘′ explicitly considers the fixed costs for opening VLB arcs and uses them in
attempt of avoiding the small amount of flow on arcs while leaves the minimal flow amounts
to be zero (constraint (2.16)). On the opposite, Model ℘ explicitly prescribes the minimal
flow amounts to authorize the flows on the VLB arcs while does not directly deal with the
fixed costs for opening VLB arcs. The MCNF-VLB model ℘ is more suitable for those
situations in which the fixed costs for opening an arc (as in model ℘′) are difficult or even
impossible to assess, and the minimal arc flow amounts (as the lower bounds of VLB arcs in
model ℘) can be determined without major efforts. For example, the minimal requirement
on flow in a pipeline is determined by the viscosity of oil and the rate of pumps; however, the
fixed cost for closing a pipeline is hard to be prescribed. Then, using the fixed-charge MCNF
may generate a solution with a small amount of flow on arcs that is practically infeasible.
Thus, model ℘ is different from model ℘′ and this dissertation investigates model ℘.
2.2.2 A numerical example
For the purpose of illustration, we consider an MCNF-VLB instance adapted from a fuzzy
MCNF instance in Shih and Lee (1999), in which the total supply equals total demand of 30
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units. Fig. 2 shows the underlying network with 10 nodes and 16 arcs, in which dashed lines
represents the VLB arcs and the triple vector (a, b, c) denotes the arc cost a, lower bound b,
and upper bound c associated with the corresponding arc. The loss/gain factors on all arcs
are 1. The original problem in Shih and Lee (1999) has two source nodes 1 and 2 with supply
of 10 and 20, respectively, and three demand nodes 4, 7 and 8 with demand of 5, 10, and 15,
respectively. We modify it to an equivalent single-supply and single-demand MCNF-VLB by
adding a dummy supply node 0 and a dummy demand node 9, connecting node 0 to nodes
1 and 2 and node 9 to nodes 4, 7 and 8, setting both the supply amount at node 0 and the
demand requirement at node 9 to be 30, and setting the cost, lower and upper bounds on
these added arcs as indicated in Figure 2.1 and Table 2.1. In order to investigate the effect
of the VLB arcs, we create a corresponding MCNF instance whose setting is the same as the
MCNF-VLB instance except that all arcs are regular arcs and their flow lower bounds are
zeros.
 
4 
(5, 0, 11) 
3 5 
6 
7 
8 
(2, 0, 11) 
(4, 0, 14.5) 
(1, 0, 13) 
(4, 5, 9.5) 
VLB Closed 
(0.5, 3, 22) 
VLB Close 
(3, 2, 17) 
VLB Open 
(2, 0, 12) 
(3, 0, 16) 
(3, 0, 12) 
0 
(0, 0, 20) 
(0, 0, 10) 
(0, 15, 15) 
(0, 5, 5) 9 
1 
2 
(1, 2, 16.5) 
VLB Close 
(0, 10, 10) 
Figure 2.1: The underlying network for the MCNF-VLB instance. The dashed lines indicate
the VLB arcs and (a, b, c) denotes the arc cost a, lower bound b, and upper bound c associated
with the corresponding arc.
CPLEX 11 (see CPLEX Documentation 2007) finds the optimal solutions for these two
small MCNF-VLB and MCNF instances, and Table 2.1 lists the setting and solutions for
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them. The MCNF-VLB is the MILP and thus consumes more time (0.063 seconds) than
the MCNF (0.031 seconds) which is polynomial solvable. For these two instances, their sizes
are too small and the computation times do not show the significant difference. The next
section will report the computation times for different sizes of the instances. By transferring
30 units of flow, the minimal cost for the MCNF-VLB instance is 190, greater than that (189)
for the MCNF instance. In the optimal solution of the MCNF instance, there are 2 units of
flow though arc (5,6). However, in the MCNF-VLB instance, VLB arc (5,6) has the lower
bound of 3 and thus, the optimal solution of the MCNF is not feasible for the MCNF-VLB
instance. As shown in Table 1, in the optimal solution of the MCNF-VLB, VLB arc (5,6) is
closed and the different paths are identified in order to satisfy all lower and upper bounds on
the VLB arcs, and that consequently increases the total cost. In the VLB column of Table
1, “1” means the VLB arc and “0” means the regular arc. Superscript “*” (“-”) denotes
the opening (closing) of the VLB arc in the optimal solution of the MCNF-VLB instance in
which one of the four VLB arcs is open and another three are closed. We can observe that
the opening VLB arc has a flow amount between nonzero lower and upper bounds.
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Table 2.1: Computational results for the MCNF and MCNF-VLB examples.
MCNF-VLB MCNF
Tail node Head node Arc cost Lower bound Upper bound VLB Flow Flow
0 1 0 0 10 0 10 10
0 2 0 0 20 0 20 20
1 4 3 0 16 0 10 10
2 1 2 0 11 0 0 0
2 3 1 0 13 0 10 12
2 6 5 0 11 0 10 8
3 4 4 5 9.5 1− 0 0
3 5 3 0 12 0 10 12
4 7 4 0 14.5 0 5 5
4 9 0 5 30 0 5 5
5 6 0.5 3 22 1− 0 2
5 7 3 2 17 1∗ 10 10
6 8 2 0 12 0 10 10
7 8 1 2 16.5 1− 0 0
7 9 0 15 30 0 15 15
8 9 0 10 30 0 10 10
2.3 Computational testing with CPLEX
In this section,we test on the solvability of the MCNF-VLB models by solving a set of
randomly generated instances from the small to large sizes. Since the MCNF-VLB is an
MILP problem, we use commercial optimization software CPLEX 11 (2007, C32 version, see
CPLEX Documentation 2007) to solve the instances. All computations are conducted on
an Intel 3.00 GHz, 8.00 GB of RAM workstation (while CPLEX C32 version only taking
advantage of 4 GB RAM), with Microsoft Windows Server 2003 R2 (Enterprise C64 Edition,
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Service Pack 2) as the operating system. Subsection 2.3.1 describes the randomly generated
instances; Subsection 2.3.2 sets up the main computational experiments; Subsection 2.3.3
presents the computation results; Subsection 2.3.4 tests the effects of the demand tightness.
2.3.1 Test instances
A MCNF-VLB instance is defined in an acyclic network with a set of VLB arcs. Furthermore,
in order to consider an MCNF-VLB instance, values of loss/gain factor lij, cost cij, lower
bound Lij, and upper bound Uij for each arc, and the maximal supply amount S and minimal
demand requirement D must be determined. We generate the MCNF-VLB instances by
randomly constructing the acyclic networks and specifying the values of various parameters
in the following way.
To construct the underlying acyclic networks, we specify the number of nodes n = |N |
and establish the arcs as follows. Define the span of arc(i, j) as j−i, assuming that nodes are
topologically ordered. We specify q (1 < q ≤ n) to restrict the span of (i, j) to be j− i ≤ q so
that the path from supply to demand nodes contains at least n/q arcs; arc(i, j) is included
in the network with probability p for integer values of j on [i + 1,min(n, i + q)]. This is
reasonable since it is almost unlikely to pump the oil from supply node (node 1) directly
to demand node (node n). The expected number of arcs in a network that is randomly
generated in this manner with parameters n, p and q is pq[n− (q + 1)/2]. Letting λ be the
expected fraction of the VLB arcs overall arcs, then an arc is specified to be a VLB arc with
probability λ and be a regular arc with probability 1 − λ. However,the actual numbers of
the arcs and the VLB arcs depend on the realization of the random generation process.
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We generate a set of networks using n = 200, 400 and 800; p = 0.5; q = n/2; and various
values of λ from 0% to 100%. The loss/gain factor one each arc, lij, is either always 1 or
generated independently from uniform distribution over 0.9 to 1.0, denoted by U(0.9, 1.0).
It is natural to assume that the arc with a high loss/gain factor potentially has a high cost;
thus, the cost on arc(i, j) is determined using
cij = rand× lij (2.19)
where rand represents a random number from U(0.0, 1.0).
The lower and upper bounds on arc(i, j) are calculated as
Lij =

0 for the regular arc
α1 + α2 × rand for the VLB arc,
Uij = α3 + α4 × rand (2.20)
where α1, α2, α3, and α4 are positive constants and α3 > α1 + α2. The lower bounds for the
regular arcs are 0, although they could be assigned in a random way. We generate two sets
of instances, namely the loose-bound instances using α1 = 5, α2 = 10, α3 = 50, and α4 = 20;
the tight-bound instances using α1 = 20, α2 = 10, α3 = 50, and α4 = 20. Note that the
upper-bounds for both loose-and tight-bound instances are set in the same way, while the
loose-bound instances have a smaller lower-bound and thus the expected gap between the
lower and upper bounds is bigger than the tight-bound instances.
Since the demand is the driven factor for transportation, we set the maximal amount of
available supply to be a big value (i.e., S =∞) to avoid the infeasibility due to insufficient
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supply. The actual supply amount that is needed to satisfy the given demand requirement
can be determined based on the optimal solution by summing the flows overall out going arcs
from supply node. To avoid the infeasibility due to the unrealizable demand requirement,
letting Dmax denote the maximum amount of demand that can be satisfied under the infinite
supply, and ρ be a control factor between 0 and 1, then we can set the value of D as
D = ρDmax (2.21)
Given an MCNF-VLB instance, we can calculate Dmax by solving a related and revised
MCNF-VLB instance, in which the loss/gain factors and bounds on flows remain the same
as the original instance, the supply limitation S is set to infinity (i.e., no limitation on
supply), the demand requirement D to 0 (i.e., no restriction on demand), and arc costs to
be negative of the loss/gain factors for all incoming arcs to demand node and 0 for all other
arcs. Then Dmax equals the negative of the optimal objective value for the revised instance
(i.e., sum of the product of loss/gain factor and flow overall incoming arcs to the demand
node). Subsection 2.3.4 will evaluate the effects of the tightness of demand (i.e., value of D
and ρ) on the solutions and solvability of the instances.
2.3.2 Computational experiments
CPLEX 11 uses B&C approach to solve the MCNF-VLB problem and is able to generate
optimal solutions for the instances of up to medium-to-large size. Tables 2.2 and 2.3 present
the computational results for using CPLEX to solve the loose-and tight-bound instances (see
the discussion after Equation (2.20)) of various sizes, respectively. Note that in Tables 2.2
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and 2.3, we use three underlying networks with 200 nodes and 7438 arcs, 400 nodes and
30,132 arcs, and 800 nodes and 119,643 arcs, respectively. For each underlying network, we
investigate the effects of the number of VLB arcs on the problem solvability by changing the
percentage of the VLB arcs from 0 to 100.
In Tables 2.2 and 2.3, the first four columns give the number of nodes, the number
of total arcs, the number of VLB arcs as well as the value of λ, and the loss/gain factor
(means that all loss/gain factors are 1 and U(0.9, 1.0) means that loss/gain factors are
generated from U(0.9, 1.0)), respectively. Columns five and six give the values of Dmax and
D, respectively, noting that D is calculated according to Equation (2.21) using Dmax and
the demand tightness ρ = 0.2 for all the instances in Tables 2.2 and 2.3. When calculating
the maximum demand Dmax for some instances (see the ones with “*” mark in Tables 2.2
and 2.3) using the method following Equation (2.21), CPLEX may run long time until out
of memory due to probably numerical round-off error, even though the B&B gap is very
close to 0. In this situation, column five gives the best feasible solution as an approximation
for Dmax. In columns even, the actual supply is obtained after solving the instances and by
summing the flows over all out going arcs from supply node.
General speaking, starting from a root B&B node, the B&C procedure generates a set of
subsequent B&B nodes and applies the various cuts (e.g., GUB cover cuts, clique cuts, cover
cuts, implied bound cuts, flow cuts, mixed integer rounding cuts, and Gomory fractional
cuts) if possible for the relaxed problem at each B&B node. In Tables 2.2 and 2.3, column
eight shows the number of B&B nodes (excluding the B&B root node) that CPLEX explored
and column nine shows the total number of various cuts that CPLEX generated during the
entire procedure. The B&C approach calculates and updates a global upper bound, which
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Table 2.2: Results for solving loose-bound instances with demand tightness ρ = 0.2.
# of # of # of Loss Max Demand Actual # of # of Gap CPU
nodes arcs VLB arcs factor demand requirement supply B&B nodes generated cuts (%) time (s)
200 7438
0 (%0)
1 2613.85 522.77 522.77 0 0 0 0.18
U(0.9,1.0) 1919.30 383.86 573.86 0 0 0 0.17
1520 (≈ %20) 1 2613.85 522.77 522.77 0 0 0 0.29
U(0.9,1.0) 1919.30 383.86 573.60 0 2 0 0.37
2910 (≈ %40) 1 2613.85 522.77 522.77 0 3 0 0.34
U(0.9,1.0) 1919.30 383.86 573.87 0 0 0 0.43
5923 (≈ %80) 1 2613.85 522.77 522.77 5 6 0 0.75
U(0.9,1.0) 1919.29 383.86 573.82 0 2 0 0.64
7438 (%100)
1 2613.85 522.77 522.77 0 28 0 1.65
U(0.9,1.0) 1919.29 383.86 573.70 15 5 0 5.12
400 30,132
0 (%0)
1 5692.48 1138.50 1138.50 0 0 0 0.53
U(0.9,1.0) 4430.92 886.18 1307.92 0 0 0 0.54
2937 (≈ %10) 1 5692.48 1138.50 1138.50 4 3 0 1.25
U(0.9,1.0) 4430.92 886.18 1307.59 0 0 0 0.90
6043 (≈ %20) 1 5692.48 1138.50 1138.50 0 5 0 1.28
U(0.9,1.0) 4430.88 886.18 1307.59 0 0 0 1.01
12,068 (≈ %40) 1 5692.48 1138.50 1138.50 33 11 0 2.50
U(0.9,1.0) 4430.88 886.18 1307.10 6 1 0 1.92
14,954 (≈ %50) 1 5692.48 1138.50 1138.50 36 10 0 2.64
U(0.9,1.0) 4430.87 886.17 1308.45 35 8 0 2.92
24,086 (≈ %80) 1 5692.48 1138.50 1138.50 580 76 0 11.56
U(0.9,1.0) 4430.78 886.16 1311.10 360 5 0 8.60
30,132 (%100)
1 5692.48 1138.50 1138.50 3119 109 0 20.56
U(0.9,1.0) 4430.67∗ 886.13 886.13 4310 71 0 125.54
800 119,643
0 (%0)
1 12,460.50 2492.10 2492.10 0 0 0 1.64
U(0.9,1.0) 9105.32 1821.06 2669.36 0 0 0 2.33
11,928 (≈ %10) 1 12,460.50 2492.10 2492.10 0 5 0 6.48
U(0.9,1.0) 9105.32 1821.06 2670.80 4 3 0 6.96
23,991 (≈ %20) 1 12,460.50 2492.10 2492.10 4 11 0 11.14
U(0.9,1.0) 9105.22 1821.04 2671.19 9 9 0 10.15
59,829 (≈ %50) 1 12,460.50 2492.10 2492.10 930 27 0 71.96
U(0.9,1.0) 9105.32 1821.06 2671.85 73 14 0 15.84
119,643 (%100)
1 12,460.50 2492.10 - 82600+ 125 0.09 3413.61
U(0.9,1.0) 9105.14∗ 1821.03 2672.22 2002 127 0 613.10
- CPLEX fails to find the optimal solution because of insufficient memory space.
* CPLEX fails because of insufficient memory space, and the best feasible solution found is reported.
corresponds to the currently found best feasible solution, and the lower bounds by solving
the relaxed problems at each B&B node, on the optimal objective value of the MCNF-VLB
instance. When the gap between the upper and the smallest lower bounds is zero, the
current upper bound is the optimal objective value and the current best feasible solution is
the optimal solution. The gap is computed in CPLEX as
|upper bound - small lower bound|
10−10 + |upper bound| (2.22)
The small value of 10−10 is used to avoid the zero denominator. When the gap is zero,
CPLEX finds the optimal solution. In Tables 2.2 and 2.3, column ten gives the value of
the gap at termination and the last column gives the corresponding CPU times. Note that
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Table 2.3: Results for solving tight-bound instances with demand tightness ρ = 0.2.
# of # of # of Loss Max Demand Actual # of # of Gap CPU
nodes arcs VLB arcs factor demand requirement supply B&B nodes generated cuts (%) time (s)
200 7438
0 (%0)
1 2613.85 522.77 522.77 0 0 0 0.18
U(0.9,1.0) 1919.30 383.86 573.86 0 0 0 0.17
1520 (≈ %20) 1 2613.85 522.77 522.77 0 1 0 0.32
U(0.9,1.0) 1919.28 383.86 573.60 0 2 0 0.38
2910 (≈ %40) 1 2613.85 522.77 522.77 4 7 0 0.57
U(0.9,1.0) 1919.25 383.85 574.15 9 3 0 0.60
5923 (≈ %80) 1 2613.85 522.77 522.77 80 19 0 1.39
U(0.9,1.0) 1919.14 383.83 572.14 18 5 0 0.98
7438 (%100)
1 2613.85 522.77 522.77 140 33 0 1.25
U(0.9,1.0) 1918.74∗ 383.75 570.81 63 9 0 5.93
400 30,132
0 (%0)
1 5692.48 1138.50 1138.50 0 0 0 0.53
U(0.9,1.0) 4430.92 886.18 1307.92 0 0 0 0.56
2937 (≈ %10) 1 5692.48 1138.50 1138.50 0 5 0 1.03
U(0.9,1.0) 4430.92 886.18 1308.49 3 2 0 1.23
6043 (≈ %20) 1 5692.48 1138.50 1138.50 5 8 0 1.75
U(0.9,1.0) 4430.84 886.17 1311.86 6 2 0 1.81
12,068 (≈ %40) 1 5692.48 1138.50 1138.50 131 18 0 4.10
U(0.9,1.0) 4430.84 886.17 1305.02 590 23 0 12.01
14,954 (≈ %50) 1 5692.48 1138.50 1138.50 974 44 0 14.78
U(0.9,1.0) 4430.76 886.15 1312.05 1033 54 0 25.53
24,086 (≈ %80) 1 5692.48 1138.50 1138.50 359,832 55 0 2536.17
U(0.9,1.0) 4430.51∗ 886.10 1315.23 316,436 40 0 4726.00
30,132 (%100)
1 5692.48 1138.50 - 93,000+ 146 1.96 2593.58
U(0.9,1.0) 4430.07 878.41 - 49,200+ 29 2.68 3459.66
800 119,643
0 (%0)
1 12,460.50 2492.10 2492.10 0 0 0 1.62
U(0.9,1.0) 9105.32 1821.06 2669.36 0 0 0 2.23
11,928 (≈ %10) 1 12,460.50 2492.10 2492.10 21 8 0 8.89
U(0.9,1.0) 9105.32 1821.06 2668.98 7 4 0 7.45
23,991 (≈ %20) 1 12,460.50 2492.10 2492.10 137 17 0 19.89
U(0.9,1.0) 9105.22 1821.04 2669.25 10 10 0 11.29
59,829 (≈ %50) 1 12,460.50 2492.10 2492.10 115,209 77 0 6789.41
U(0.9,1.0) 9105.29∗ 1821.06 2668.73 3480 66 0 229.39
119,643 (%100)
1 12, 448.72∗ 2489.74 - 4700+ 102 2.58 3408.70
U(0.9,1.0) 8988.24∗ 1797.65 - 5200+ 57 2.44 3130.24
- CPLEX fails to find the optimal solution because of insufficient memory space.
* CPLEX fails because of insufficient memory space, and the best feasible solution found is reported.
CPLEX may stop the B&C procedure due to low memory so that the gaps at termination
may be greater than zero for some instances, as shown in Tables 2.2 and 2.3.
2.3.3 Computational results
As shown in Tables 2.2 and 2.3, when all the loss/gain factors are equal to 1, the actual
supply equals the minimal demand requirement D; when the loss/gain factors are less than
1, the actual supply is larger than the demand requirement because of the loss during
transportation. Note that for an MCNF-VLB or MCNF instance with loss/gain factors
equal to 1, the actual satisfied demand that is specified by the optimal solution can be
greater than the minimal required demand D (see constraint (2.4)) because the positive
lower-bound constraints of arcs (see constraints (2.5) and (2.7) where Lij > 0) must be
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satisfied that might result in the flow more than the minimal required demand, especially
when the lower bounds Lij are large and the demand requirement D is relatively small.
For each our tested instance that is optimized, the actual satisfied demand in the optimal
solution always equals the minimal required demand D (column six in Tables 2.2 and 2.3.
This is because our tested instances have many arcs which provide a good mix of different
values of lower bounds, all regular arcs have zero lower bounds and the demand requirement
D is relatively loose with at least demand tightness ρ = 0.2.
As shown in Tables 2.2 and 2.3, the instances with zero VLB arcs are reduced to MCNF
and thus can be solved very quickly. For the instances on the same underlying network
and the same type of loss/gain factors, the number of B&B nodes explored, the number of
generated cuts, and the CPU time increase with the number of VLB arcs. For the loose-
bound instances in Table 2.2, CPLEX is able to solve all tested instances with less than 1
loss/gain factors and up to 800 nodes and 119,643 VLB arcs but fails to optimize the instance
with all loss/gain factors of 1 and 800 nodes and 119,643 VLB arcs. For the tight-bound
instances in Table 2.3, CPLEX fails to find the optimal solutions for the two instances with
800 nodes and 119,643 VLB arcs due to the low memory, leaving gaps between the upper
and lower bounds on the optimal solutions. Thus, the large-size MCNF-VLB are too hard
for CPLEX to solve. For the tested instances that CPLEX cannot find the optimal solution,
CPLEX finds a feasible solution.
To compare a pair of instances with the same setting except the different loss/gain factors
in Tables 2.2 and 2.3, there is no clear preference which one could be solved more effectively.
For example, for the loose-bound instances of 400 nodes and 30, 132 VLB arcs in Table 2.2,
CPLEX takes 20s and explores 3119 B&B nodes on solving the one with all loss/gain factors
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of 1, which are less than the time (125s) and the number of explored B&B nodes (4310) on
solving the one with less than 1 loss/gain factors. However, for another pair of loose-bound
instances of 800 nodes and 59, 829 VLB arcs in Table 2.2, CPLEX takes 71s and explores
930 B&B nodes on solving the one with all loss/gain factors of 1, which are more than the
time (15s) and the number of explored B&B nodes (73) on solving the one with less than 1
loss/gain factors. Similar observation is obtained from Table 3 for the tight-bound instances.
Thus, the loss/gain factor has no clear effect on the solvability of the MCNF-VLB.
To compare the loose-bound instance in Table 2.2 and the corresponding tight-bound
instance in Table 2.3, which have the same underlying network, set of VLB arcs, and values
of arc costs and loss/gain factors, the loose-bound instance takes less computation time
than the tight-bound instance. For example, for the instances of 400 nodes and 24,086 VLB
arcs, CPLEX solves the loose-bound instance with all loss/gain factors of 1 (less than 1) in
Table 2.2 in 11.5 (8.6)s and explores 580 (360) B&B nodes, while solves the corresponding
tight-bound instance in Table 2.3 in 2536 (4726)s and explores 359,832 (316,436) B&B nodes.
To observe the influence of the size of underlying network (i.e., the numbers of nodes
and arcs), we compare two instances of the same type of bounds (i.e., either loose-bound
instances in Table 2 or tight-bound instances in Table 2.3) and almost the same numbers of
VLB arcs. For such a pair of instances, large underlying network normally consumes more
CPU time. For example as in Table 2.2, the loose-bound instances of 200 nodes and 5923
VLB arcs are solved more quickly than the instances of 400 nodes and 6043 VLB arcs for
both the cases of all loss/gain factors of 1 and the cases of less than 1 loss/gain factors.
However, it is interesting to observe from Table 2.3 that the tight-bound instances of 400
nodes and 24,086 VLB arcs are solved much slower (2536 and 4726s for the cases of all
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loss/gain factors of 1 and less than 1 loss/gain factors, respectively) than the instances of
800 nodes and 23,991 VLB arcs (19 and 11s, correspondingly).
2.3.4 Computational tests on the effects of demand tightness
In the last two subsections, computational tests are conducted over the different sizes of
instances in terms of the numbers of nodes, arcs, and VLB arcs,while using the same value
of demand tightness factor ρ = 0.2. This subsection is to test the effects of demand tightness
by choosing instances of 400 nodes, 30,132 arcs and 14,954 VLB arcs and using different
values of ρ = 0.1, 0.2, . . . , 1.0 to calculate the demand requirement D. The computational
results are summarized in Table 2.4, in which the first column gives the type of bounds on
flows, the fourth column gives the value of demand tightness factor ρ, and the other columns
have the same meanings as in Tables 2.2 and 2.3. In general, for each type of instances (loose-
or tight-bound and loss factors of exact 1 or less than 1), the numbers of the explored B&B
nodes, the generated cuts and the CPU time have an increasing trend when the demand
tightness increases.
However, various exceptions exist as shown in Table 2.4. For example, for the loose-bound
instances of all loss/gain factors of 1, the numbers of the explored B&B nodes, the generated
cuts and the CPU time when ρ = 0.8 are unexpectedly less than the cases of ρ = 0.7 and 0.9;
for the loose-bound instances of less than 1 loss/gain factors, the numbers of the explored
B&B nodes, the generated cuts and the CPU time when ρ = 0.5 are sharply larger than the
cases of ρ = 0.4 and 0.6. Any difference in the demand tightness could make the numbers of
the explored B&B nodes, the generated cuts and the CPU time quite different. Normally,
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Table 2.4: Results for solving instances of 400 nodes, 30,132 arcs and 14,954 VLB arcs with
different demand tightness.
Bound Loss Max Demand Demand Actual # of # of Gap CPU
type factor demand tightness requirement supply B&B nodes generated cuts (%) time (s)
Loose-bound
1 5692.48
0.1 569.25 569.25 3 12 0 2.84
0.2 1138.50 1138.50 36 10 0 2.64
0.3 1707.74 1707.74 186 26 0 5.50
0.4 2276.99 2276.99 9 17 0 2.75
0.5 2846.24 2846.24 34 29 0 3.88
0.6 3415.49 3415.49 711 65 0 11.01
0.7 3984.74 3984.74 1078 78 0 14.95
0.8 4553.98 4553.98 143 32 0 4.21
0.9 5123.23 5123.23 696 70 0 13.06
1.0 5692.48 5692.48 591 102 0 12.73
U(0.9,1.0) 4430.87
0.1 443.09 684.36 26 2 0 3.69
0.2 886.17 1308.45 35 8 0 2.92
0.3 1329.26 1956.67 26 9 0 3.19
0.4 1772.35 2575.40 6 6 0 2.78
0.5 2215.44 3191.10 243 15 0 6.06
0.6 2658.52 3791.63 45 9 0 3.70
0.7 3101.61 4420.36 513 18 0 7.91
0.8 3544.70 5022.88 628 54 0 10.92
0.9 3987.78 5625.41 801 71 0 17.91
1.0 4430.87 6063.56 358 20 0 23.21
Tight-bound
1 5692.48
0.1 569.25 569.25 113 15 0 4.22
0.2 1138.50 1138.50 974 44 0 14.78
0.3 1707.74 1707.74 1335 100 0 25.83
0.4 2276.99 2276.99 1316 104 0 24.05
0.5 2846.24 2846.24 2108 95 0 25.08
0.6 3415.49 3415.49 1995 158 0 35.36
0.7 3984.74 3984.74 13,311 130 0 136.48
0.8 4553.98 4553.98 9307 132 0 108.55
0.9 5123.23 5123.23 3076 147 0 60.80
1.0 5692.48 5692.48 28,252 189 0 358.61
U(0.9,1.0) 4430.87
0.1 443.08 689.36 211 2 0 6.41
0.2 886.15 1312.06 1033 54 0 25.53
0.3 1329.26 1956.51 2378 66 0 45.00
0.4 1772.30 2567.79 6721 68 0 80.09
0.5 2215.38 3194.45 26,145 77 0 347.19
0.6 2658.46 3790.20 1053 78 0 22.02
0.7 3101.53 4422.05 46,507 85 0 495.17
0.8 3544.61 5026.06 68,633 100 0 734.58
0.9 3987.68 5623.40 4854 138 0 93.55
1.0 4430.76 6063.56 42,200 112 0 727.53
CPLEX optimizer can solve the instances more effectively when the demand tightness is
relatively small (e.g., ρ ≤ 0.3) than when it is very large (e.g.,value of ρ close to 1).
2.4 Summary for the MCNF-VLB problem
The first topic studies an important and unique extension of the MCNF, namely, the MCNF-
VLB. The MCNF-VLB formulation is able to model many real-world problems where the
flow on an arc is either zero or larger than or equal to a specified positive lower bound.
The MCNF-VLB is modeled as an MILP, assuming a single supply and a single demand
node. Further more, as illustrated in Subsection 2.2.1, the MCNF-VLB with multiple
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supply and demand nodes can be transformed into an equivalent single-supply, single-demand
node network formulation. We present a numerical example and a set of computational
tests on randomly generated instances. The results obtained using the CPLEX optimizer
demonstrates the computational efficiency of this new MCNF-VLB formulation.
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Chapter 3
Resource Allocation in Data
Prefetching: from a Supply Chain
Modeling Perspective
The data prefetching problem uses the concept in supply chain modeling to allocate the
resources (i.e., the cache space and prefetching frequency) efficiently, in order to reduce the
response time for each prefetching request.
3.1 Introduction to data prefetching problem and (Q, r)
models in supply chain management
The rapid advance of semiconductor technologies has been allowing the processing power
in modern computers to double every 18 to 24 months, whereas the latency of hard disk
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drives, which are the major devices for permanent storage of digital data, improves by
merely 10% per year (Hennessy and Patterson 2003). The latency is the initial delay for
any data transfer. To fill this ever-increasing gap between the speeds of processor and hard
disk drives and meanwhile achieve the cost-effectiveness of computer systems, modern data
storage systems have multiple layers, consisting of different types of storage media. As
illustrated in Figure 3.1, a typical computer storage system (e.g., storage server) contains L1
and L2 CPU caches, main memory, and hard disk drives. The CPU caches and main memory
are implemented in random access memory while hard disk drives record data on rotating
platters with magnetic surfaces. Thus, hard disk data accesses have a relative long latency,
which mainly comes from the time for the disk read/write head to be physically moved to the
correct place. Generally speaking, the closer to the CPU, the higher price/capacity ratio and
the lower access time a storage component has. A data request goes to permanent storage
devices such as hard disk drives only if the data is absent in all caches.
Under such storage hierarchy, it is beneficial to fetch certain data blocks from slower
storage devices to faster devices in the upper level based on predictions of future accesses.
In computer science it is called prefetching and is a critical technique. In particular, the
prefetching from hard disk drives to the main memory directly addresses the processor-I/O
gap mentioned above. This dissertation focuses on this form of prefetching, however, the
present models can be applied to other forms of prefetching as well. The main memory
blocks used to keep data speculatively for future accesses are called the memory cache.
Prefetching creates challenges in the management of limited main memory cache space,
which is usually 0.05% – 0.2% of the storage capacity (Hsu and Smith 2004) in today’s
mainstream computing systems. In contrast to a permanent storage device that keeps and
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Figure 3.1: Storage system architecture.
deletes data following commands from its users, a cache management mechanism needs
to make optimal decisions regarding which, when, and how many data blocks to store in
the cache for future accesses so that the total access latency can be minimized. This is
particularly necessary for high-end computing systems, including storage servers in social
media sites and hosting servers in cloud computing infrastructures, which serve large numbers
of concurrent streams. Therefore, optimization models and methods are highly demanded
for data prefetching management.
In a novel view, this dissertation addresses the multi-stream prefetching problem by
mapping and developing inventory models and methods, treating a data storage system as a
multiple-product inventory system and each application stream as a product. The objectives
of this paper are (i) to establish the mathematical mapping between the terminologies of
data prefetching and those of multi-product inventory management; (ii) to build a unique
multi-stream (Q, r) model for multi-stream prefetching, and a revised one to deal with the
numerical computation issue, and present their properties; (iii) to develop multi-stream
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prefetching policies and an online algorithm based on optimization and sensitivity analysis;
and (iv) to implement and evaluate the performance of the developed prefetching policies
and online algorithm through empirical experiments with a modern server and multiple
workloads. Our models and the optimization provide theoretical fundamentals on evaluating
the optimality and goodness of the prefetching policies and eventually provide a practical
online method for dynamically managing the data prefetching.
The present multi-stream (Q, r) models are specifically motivated and designed for the
data prefetching management of multiple streams with different request rates. They have
the objective of minimizing the cache miss level, which determines the access latency, and
constraints on the cache space and total prefetching frequency that represents the system
load. Moreover, the disk access time is a function of both the prefetching degree Q and the
total request rate. The function parameters are determined by regression of experimental
data. Compared to the inventory models in operations research, the proposed model for
prefetching has the different objective, which does not use any cost parameters, and the
different assumption on the disk access time (lead time). For the practical implementation
in a real computer storage system, the solution methods must be very efficient and be
implemented online to make a live decision making on data transfer. Thus, we develop and
test an online algorithm based on the properties and sensitivity analysis of the proposed
models.
The rest of the chapter is structured as follows. Section 3.2 reviews the background of
both data cache management in computer science and multi-product inventory management,
and discusses the similarities and problem mapping between them. Section 3.3 develops
the mathematical expressions of problem mapping and presents constrained (Q, r) models
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for multi-stream prefetching as well as the analytical optimization results. Section 3.4
presents the numerical examples and sensitivity analysis. Based on the sensitivity analysis,
Section 3.5 proposes an online method to dynamically determine the prefetching policy.
Finally, Section 3.6 discusses conclusions and future research. For effective presentation, all
proofs of propositions are given in Appendix 5.3.
3.2 Literature review and problem mapping
3.2.1 Data cache management and prefetching
Given the limited cache size and a large number of concurrent access streams, a critical issue
is how to determine the prefetching aggressiveness of each stream according to their different
request rates. In most systems today, prefetching aggressiveness is controlled through two
prefetching parameters: prefetching degree, to control how much data to prefetch for each
prefetching request, and trigger distance, to control how early to issue the next prefetching
request. They determine the effectiveness of prefetching and the cache space used.
To determine the prefetching degree and trigger distance, a widely used dynamic
sequential prefetching algorithm is the Linux kernel prefetching algorithm (Butt et al.,
2005). This algorithm performs per-file access pattern analysis to determine whether a
file is currently accessed sequentially. It doubles the initial prefetching degree of three blocks
when continuous sequential accesses are observed, and scales back to the initial prefetching
degree when the sequentiality of stream is interrupted. With the 2.6 kernels, the prefetching
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degree and trigger distance are always set to equal values, with a default upper limit of 32
data blocks.
There have been a number of studies on caching/prefetching for workloads with multiple
concurrent streams (e.g., Cao 1996; Gill and Bathen 2007; Li et al. 2007; Liang et al. 2007;
Tomkins et al. 1997). With two of them, namely the LRU-SP mechanism (Cao 1996) and
the AMP mechanism (Gill and Bathen 2007), although the request rates of streams are not
measured explicitly, they are detected through eviction and request waiting events and are
considered in the algorithms. However, the LRU-SP is designed for cache replacement and
does not cover the prefetching behavior. The algorithm design and evaluation of the AMP
focus on throttling the overall prefetching aggressiveness without distinguishing between fast
and slow streams. The TIPTOE algorithm (Tomkins et al. 1997) estimates computation time
between I/O requests. But it does so by relying on stream hints, and at most two concurrent
streams are used in the simulation-based evaluations. This dissertation aims to develop an
optimal model and an online algorithm for dynamically allocating the limited catch space
among the multiple streams based on their different request rates.
3.2.2 Inventory management and (Q, r) models
From a view of an integrated system, generally speaking, inventory management studies the
inventory policies for products to efficiently satisfy customer demands with low costs and
limited resources. When the customer demands are stochastic with significant uncertainties,
the (Q, r) policy could be used in a continuous-review, make-to-stock inventory system, which
is the base for our model. Figure 3.2 illustrates the typical fluctuation of net inventory level
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(on-hand inventory minus backorder level) under the basic (Q, r) model for one product
where the lead time is constant and the demand during lead time is random. When the
inventory position (net inventory level plus replenishment orders) reaches the reorder point
r, a replenishment order of Q items is ordered, which arrives after a certain lead time and
replenishes the inventory. Backorder happens when there is no on-hand inventory to satisfy
the customer demand during lead time.
Time
Inventory
r
Lead Time
Expected
Demand Larger 
Than
Expected
Demand
Smaller 
Than
Expected
Demand
Q
Backorder
Figure 3.2: Inventory level fluctuation under (Q, r) model for one product.
Various stochastic (Q, r) models have been investigated (Hopp and Spearman 2000).
Some of them study single-product models (e.g., Hariga 2009; Harkan and Hariga 2007; Moon
and Cha 2005; Moon and Choi 1994; Ouyang and Wu 1997; Schroeder 1974) and others are
multi-product models (e.g., Ghalebsaz-Jeddi et al. 2004; Schrady and Choet 1971; Schroeder
1974). While most (Q, r) models focus on maximizing profits or minimizing inventory costs
(e.g., Ghalebsaz-Jeddi et al. 2004; Hariga 2009; Harkan and Hariga 2007; Moon and Cha
2005; Moon and Choi 1994; Ouyang and Wu 1997), only a few consider minimizing solely
backorder level or cost (without holding cost) as the objective function, as in our present
(Q, r) model. For example, under budget constraints, Schrady and Choet (1971) propose a
multi-product (Q, r) model to minimize the expected time-weighted shortages, and Schroeder
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(1974) proposes both single and multi-product (Q, r) models to minimize the expected annual
backorder. (Q, r) models can include various constraints, including the inventory investment
(Ghalebsaz-Jeddi et al. 2004; Schrady and Choet 1971), operational cost (Schroeder 1974),
order frequency (Schrady and Choet 1971), space limitation (Hariga 2009), the number of
warehouses (Hariga 2009), service level (Moon and Choi 1994; Ouyang and Wu 1997), and
so on. Our model has constraints on the cache space and the total prefetching frequency.
A feature of our present model is that the objective function and constraints are
independent of cost parameters and can be determined according to the characteristics of
the prefetching system. Another feature is about the lead time, which in general is either a
given constant or a random variable whose distribution is independent of the order quantity
and reorder point. A few exceptions exist (Harkan and Hariga 2007; Moon and Cha 2005);
for example, Moon and Cha (2005) propose a single-product (Q, r) model in which r is fixed
and the lead time is dependent on the lot size and the production rate of the manufacturer.
In our model, the disk access time (lead time) is deterministic but a function of decision
variables, in which the parameters are determined by regression analysis. To the best of our
knowledge, the present extended multi-stream (Q, r) model is different from any existing
one in operations research since it is specifically designed for the data prefetching with the
meaningful and different objective function, constraints, and lead time assumptions.
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3.2.3 Connections between data prefetching and inventory man-
agement
Aimed at decreasing data access latencies, prefetching is about stocking up data blocks that
are predicted to be soon accessed; it corresponds to the concept of make-to-stock inventory
system with the objective of minimizing backorder level. Because the prefetching process can
be continuously monitored, i.e., the cache content is known at all times, the corresponding
inventory system is a continuous-review system. Each application has an independent series
of requests for its data blocks, forming a sequential stream; thus, each stream is treated as a
distinct type of product. The request rates of streams map to the demand rates of products.
Contemporary sequential prefetching mechanisms fetch data blocks in batches (i.e.,
prefetching degree and the counterpart of order quantity in inventory management), rather
than one at a time. Doing so takes advantage of the spatial locality in disk accesses, lowers
the disk/network request overhead, and reduces energy consumption. Also, due to the
high start latency to retrieve requested data from the hard disk or a lower level storage in
multi-layer architectures (i.e., disk access time and the counterpart of lead time in inventory
management), a certain amount of data blocks (i.e., trigger distance and the counterpart
of reorder point in inventory management) should be kept in the cache in order to satisfy
the request during disk access time (RDDAT), which is called the demand during lead time
in inventory management. Both RDDAT and the demand during lead time are random
variables.
Whenever a data request for a particular stream arrives but the corresponding data blocks
are not in the cache, a cache miss (i.e., the counterpart of stockout in inventory management)
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occurs, and the application has to wait until the data blocks are retrieved from the lower
level storage and the execution is continued. This is analogous to the backorder policy for the
stockout in inventory management. This dissertation models and implements the stochastic
(Q, r) backorder policy in the data cache management. The (Qi, ri) policy for stream i is to
issue a request of prefetching Qi data blocks when the position of prefetched data of stream
i (i.e., the amount in cache plus the amount issued but not yet retrieved by cache minus
the cache misses) drops to trigger distance ri. The problem is to determine Qi and ri for all
streams i.
Zhang et al. (2009) first mention the similarities between the inventory management
and data prefetching, without mathematical expressions and modelings. However, they
fail to address the fundamental conditions such as the prefetching of caches corresponding
to the continuous-review, make-to-stock inventory system. Moreover, they do not relate
the objective of prefetching, that is, minimizing the cache misses, to minimizing the
backorder level in inventory management. We systematically complete the mapping from the
multi-stream prefetching to multi-product inventory management by formally defining and
establishing mathematical relations and expressions among the concepts and terminologies
in the two disciplines, as further shown in Section 3.3.
Zhang et al. (2009) do not explicitly relate the decision making of prefetching to the
multi-product (Q, r) model in inventory management. They use a simple heuristic to set the
trigger distance r for each stream based on its request rate, while using a fixed prefetching
degree Q for all of the streams irrespective of their request rates. In making decisions on
resource allocation, our approach, in contrast, explicitly builds an exact constrained multi-
stream (Q, r) model which simultaneously determines the prefetching degrees and trigger
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distances considering the levels and deviations of request rates as well as the disk access
times. This dissertation thoroughly discusses the insights of this prefetching problem by
means of the modeling and optimization techniques.
3.3 Constrained multi-stream (Q, r) models and opti-
mization
Assume that data blocks can always be retrieved from the lower level storage. Let N be
the number of streams. Define decision variables Qi and ri as the prefetching degree and
trigger distance for stream i, i = 1, 2, . . . , N , respectively. Introduce Q = (Q1, Q2, . . . , QN)
and r = (r1, r2, . . . , rN). Let µ¯i and σ¯i be the mean and standard deviation of the request
rate of stream i, respectively. The disk access time for stream i is denoted by Li, which
is a function of Qi as will be shown in Equation (3.4). Let random variable Xi denote the
RDDAT for stream i, which is related to the disk access time Li. The request rates of streams
are normally high and the data blocks are atomless and single unit; thus, the RDDAT (i.e.,
Xi) can be modeled as a continuous random variable. Because Li is a function of Qi, the
distribution of Xi is also dependent on Qi with the cumulative distribution function (cdf)
Gi(x;Qi) and the probability density function (pdf) gi(x;Qi). Assume that the streams have
mutually independent requests. Then, the expectation and variance of Xi are
E[Xi] = µ¯iLi and V ar[Xi] = σ¯2iLi, (3.1)
respectively.
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Subsection 3.3.1 illustrates the notation and formulas that are used in our constrained
multi-stream (Q, r) model. Subsection 3.3.2 presents the model and its property. Subsec-
tion 3.3.3 discusses the theoretical and numerical optimality of the model. Based on the
analytical results in Subsection 3.3.3, Subsection 3.3.4 provides a revised constrained multi-
stream (Q, r) model.
3.3.1 Formulas
Cache space constraint
In computer operating systems, as soon as a batch request with prefetching quantity Qi is
issued, the space is allocated immediately, before the arrival of the requested data blocks.
Thus, the average amount of space occupied for implementing the (Qi, ri) policy for stream i
is ri+Qi/2. The average prefetching space required by all streams is limited by the capacity
of cache, s0; that is
S(Q, r) =
N∑
i=1
(
ri +
Qi
2
)
≤ s0. (3.2)
Note that this space constraint is for the average occupied space, instead of the potential
maximum occupied space which is ri+Qi. The reason is that in computer operating systems,
the cache space is used for multiple purposes in a shared manner. In addition to prefetched
data blocks, some data blocks that are already used by applications will also be kept in the
cache, waiting to be re-accessed in the future, which are referred to as demand-paged data.
The space allocation between prefetched and demand-paged data is fuzzy and dynamic.
When the total amount of prefetched data is larger than s0, more demand-paged data will
be evicted from the cache to leave the space for the desired prefetching, though harming
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the hit ratio of data re-accessing, and vice versa. Therefore, by constraining the average
occupied space of prefetched data, we can ensure the cache performance on-average for both
prefetching and demand-paged data accesses.
Frequency constraint
Frequent prefetching increases the system load and may degrade the system performance
after a certain extent due to the disk/network request overhead and energy consumption.
To prevent frequent prefetching, an upper limitation, denoted by f0, is set to the total
prefetching frequency:
F (Q) =
N∑
i=1
µ¯i
Qi
≤ f0, (3.3)
where µ¯i/Qi is the average prefetching frequency of stream i. In practice, the frequency
limitation f0 is determined via estimating an average prefetching degree a0. That is,
f0 =
∑N
i=1 µ¯i
a0
.
Disk access time
The disk access time in data prefetching is the time to retrieve data from the lower level
storage and depends on the requested data size and the system load. This dissertation
assumes that the disk access time is deterministic and a linear function of the prefetching
quantity Qi and the total request rate
∑N
i=1 µ¯i, which represents the system load.
Mathematically,
Li = αQi + β
N∑
i=1
µ¯i + γ, (3.4)
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where constants α, β, γ > 0, implying that the disk access time increases with the transferred
data size Qi and the system load, which is reflected by the total request rate
∑N
i=1 µ¯i. Using
the real experimental data, Subsection 3.4.1 verifies model (3.4) for the disk access time and
determines the constants by means of regression. When α = β = 0, the disk access time is a
constant equal to γ. Note that for different streams of data, the behaviors of data access time
are the same as modeled in Equation (3.4). It is distinct from the inventory management in
which the different products normally have the different lead time structures.
By Equation (3.1), as Qi increases, the expectation and variance of the RDDAT increase
as well.
Cache miss level
The cache miss level is the average number of outstanding data blocks for stream i, denoted
by Bi(Qi, ri). Under the (Q, r) policy, it can be expressed in terms of decision variables Qi
and ri and the distribution of Xi (Hopp and Spearman 2000):
Bi(Qi, ri) =
1
Qi
∫ ri+Qi
ri
∫ ∞
x
(y − x)gi(y;Qi) dy dx = 1
Qi
∫ ri+Qi
ri
B¯i(x;Qi) dx. (3.5)
where B¯i(x;Qi) =
∫∞
x
(y − x)gi(y;Qi) dy. Note that B¯i(x;Qi) is referred to as loss function
in inventory management and is a decreasing function of x. The format of Bi(Qi, ri) depends
on the pdf of the RDDAT, gi(x;Qi), which in turn depends on the data access time Li as
modeled in Equation (3.4). Thus, the cache miss level Bi(Qi, ri) is different from the common
one in inventory management where the lead time is a constant. Then, the total cache miss
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level B(Q, r) over N streams is
B(Q, r) =
N∑
i=1
Bi(Qi, ri).
As shown in the following proposition, the total cache miss level decreases as the trigger
distances increase because accordingly the probability of having a cache miss during the
data access time decreases.
PROPOSITION 1. B(Q, r) is a decreasing function with respect to ri, i = 1, 2, . . . , N , and
approaches its global minimum of zero when all ri’s have sufficiently large values.
Normal distributed RDDAT The normal distribution and other distributions from
the exponential family are the most commonly observed demand patterns in inventory
management (Chopra and Meindl 2003). Zhang et al. (2009) have found that data access
patterns of real read-intensive applications share several important properties with the
exponential family distributions when the request rates are high. In this dissertation, the
RDDAT is modeled to follow the normal distribution, which can approximate the discrete
Poisson distribution when the variance is equal to the mean (Montgomery and Runger, 2010).
For the discrete case, e.g., Poisson distributed RDDAT, the cache miss level Bi(Qi, ri) can
be expressed similarly as in Equation (3.5) by replacing integrations with summations over
y and x. However, it is computationally inconvenient to get the optimal solution over a large
discrete solution space.
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The pdf and cdf of normal distribution with mean µ¯iLi and variance σ¯
2
iLi as in Equation
(3.1) are
gi(x; Q) =
1√
2piσ¯2iLi
exp
[−(x− µ¯iLi)2
2σ¯2iLi
]
=
1
σ¯i
√
Li
φ
(
x− µ¯iLi
σ¯i
√
Li
)
,
Gi(x; Q) =
∫ x
−∞
gi(y)dy = Φ
(
x− µ¯iLi
σ¯i
√
Li
)
,
where φ and Φ represent the pdf and cdf of standard normal distribution, respectively.
Using these expressions in Equation (3.5), the cache miss level can be calculated as (Hopp
and Spearman, 2000)
Bi(Qi, ri) =
1
Qi
[ξi(ri)− ξi(ri +Qi)],
where
ξi(x) =
σ¯2iLi
2
{[(
x− µ¯iLi
σ¯i
√
Li
)2
+ 1
] [
1− Φ
(
x− µ¯iLi
σ¯i
√
Li
)]
−
(
x− µ¯iLi
σ¯i
√
Li
)
φ
(
x− µ¯iLi
σ¯i
√
Li
)}
.
Note that under the normal distribution, the RDDAT could be negative; however, when
the ratio of standard deviation to mean is small (e.g., σ¯i/ µ¯i
√
Li < 0.3), the effect of this
negative tail is ignorable (Lau 1997).
Cache hit ratio
An important performance measure of prefetching policies is the cache hit ratio, which is the
percentage of data requests that result in cache hits. Note that the cache hit ratio matches to
the fill rate in inventory management, which is the percentage of customer demands satisfied
from on-hand stock. Therefore, the cache hit ratio of stream i, denoted by Ri(Q, ri) for
45
i = 1, 2, . . . , N , can be calculated by adapting the fill rate formula as (Hopp and Spearman,
2000):
Ri(Q, ri) = 1− 1
Qi
[B¯i(ri;Qi)− B¯i(ri +Qi;Qi)]. (3.6)
Then, the total cache hit ratio R(Q, r) over N streams is calculated as
R(Q, r) =
∑N
i=1Riµ¯i∑N
i=1 µ¯i
. (3.7)
3.3.2 Constrained multi-stream (Q, r) model
The essence of the (Q, r) models in inventory management is to examine the trade-off of
setup, holding, and backorder costs, which are related to three quantities of the order
frequency, on-hand inventory, and backorder level, respectively. In our context of prefetching,
the former cost terms have vague meanings, but the latter three quantities are mapped
to prefetching well as illustrated in Subsection 3.2.3 and expressed mathematically in
Subsection 3.3.1.
In data prefetching, the objective is to minimize the cache miss level (backorder level), and
the effects of occupied space (on-hand inventory) and prefetching frequency (order frequency)
are dealt as constraints. The constrained multi-stream (Q, r) cache miss model can be
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expressed as
min B(Q, r) =
∑N
i=1 Bi(Qi, ri) =
∑N
i=1
1
Qi
∫ ri+Qi
ri
∫∞
x
(y − x)gi(y ;Qi) dydx
s.t., S(Q, r) =
∑N
i=1
(
ri +
Qi
2
) ≤ s0 (space constraint (3.2))
F (Q) =
∑N
i=1
µ¯i
Qi
≤ f0 (frequency constraint (3.3))
Qi, ri ≥ 0, ∀i = 1, 2, . . . , N.
(3.8)
Model (3.8) is to minimize the cache miss level, in which Bi(Qi, ri) is determined by
Equation (3.5) and its calculation needs Li that is defined in Equation (3.4). In addition to
space constraint (3.2) and frequency constraint (3.3), sign restrictions specify Qi and ri to
be nonnegative. The non-cost-parameter inventory model finds a good use in managing the
data prefetching.
3.3.3 Optimal solutions
For constrained nonlinear programming model (3.8), the Lagrangian function is
L(Q, r, λ1, λ2) = B(Q, r) + λ1
[
N∑
i=1
(
ri +
Qi
2
)
− s0
]
+ λ2
[
N∑
i=1
µ¯i
Qi
− f0
]
, (3.9)
where λ1 and λ2 are two Lagrangian multipliers associated with constraints (3.2) and (3.3),
respectively. Since all of the feasible solutions satisfy constraint qualification, an optimal
solution (Q∗, r∗, λ∗1, λ
∗
2) must satisfy the Karush-Kuhn-Tucker (KKT) conditions and second
order sufficient conditions (Bazaraa et al. 2006). Appendix 5.3 gives the mathematical
expressions of these conditions, which are used to prove the following propositions and to
numerically verify the optimal solutions as in Section 3.4.
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Under an optimal solution, a constraint is binding if its right-hand-side and left-hand-side
have the same value; otherwise, it is non-binding. The binding constraints play an important
role in sensitivity analysis. Proposition 2 gives a related result.
PROPOSITION 2. Suppose that gi(·;Qi) is continuous and differentiable for all i =
1, 2, . . . , N . Then, under the optimal solution (Q∗, r∗, λ∗1, λ
∗
2) of model (3.8), λ
∗
1 > 0 and
approaches zero when all r∗i for i = 1, 2, . . . , N approach infinity, and space constraint (3.2)
is binding.
By Proposition 2, space constraint (3.2) should be changed from inequality to equality
as
S(Q, r) =
N∑
i=1
(
ri +
Qi
2
)
= s0, (3.10)
and model (3.8) should be changed accordingly as
min B(Q, r) =
∑N
i=1Bi(Q, ri) =
∑N
i=1
1
Qi
∫ ri+Qi
ri
∫∞
x
(y − x)gi(y ;Qi) dydx
s.t., S(Q, r) =
∑N
i=1
(
ri +
Qi
2
)
= s0 (space constraint (3.10))
F (Q) =
∑N
i=1
µ¯i
Qi
≤ f0 (frequency constraint (3.3))
Qi, ri ≥ 0, ∀i = 1, 2, . . . , N.
(3.11)
By Propositions 1 and 2, it is always beneficial to reducing the cache miss level by fully using
the expensive cache to increase the trigger distances. Thus, the space constraint must be
binding as in Equation (3.10).
PROPOSITION 3. Under the optimal solution of model (3.11), the cache hit ratio is the
same for all streams i = 1, 2, . . . , N , and Ri(Q
∗, r∗i ) = 1− λ∗1.
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PROPOSITION 4. The feasible set of model (3.11) is a convex set.
PROPOSITION 5. When decision variables Q are fixed and the feasible region of model (3.11)
is nonempty, then model (3.11) with decision variables r is convex programming.
3.3.4 Modified model for numerical computations
As shown in Proposition 1, theoretically in asymptotic, function B(Q, r) approaches zero as
variables approach infinity. For convenience of discussion, we define numerical-zero, denoted
by 0˜, as near-zero values. When a numerical solution has the sufficiently large values of r∗,
B(Q∗, r∗) = 0˜. In summary, there exist three cases of optimal solutions of model (3.11) as
listed below.
Case 1 The minimum cache miss level (i.e., optimal objective function value) is nonzero, and
frequency constraint (3.3) is binding.
Case 2 The minimum cache miss level is nonzero, and frequency constraint (3.3) is non-
binding.
Case 3 The minimum cache miss level is numerical-zero, frequency constraint (3.3) can be
binding or non-binding.
Case 3 exists only in numerical computations and implies that the space is sufficient
and the frequency limitation is large relative to the request rates of streams such that the
cache miss level is numerical-zero. In this case, multiple numerical optimal solutions of
the numerical-zero cache miss level but of different large values of ri could be generated in
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numerical computations. Under these numerical optimal solutions, frequency constraint (3.3)
can be binding or non-binding, as demonstrated in Example 3.4.2.
Subsection 3.4.2 shows these three different cases through numerical examples and
Subsection 3.4.3 gives further discussion through sensitivity analysis.
In the view of practical implementation in data prefetching, for the instances in Case
3, the multiple numerical optimal solutions are equivalent since under them, the cache miss
level is ignorable. Among these solutions, the one with the minimum required frequency
is preferred because it corresponds to the minimum system load and ignorable cache miss
level. To reflect this criterion and avoid the multiple numerical optimal solutions, we modify
model (3.11) as
min MB(Q, r) + F (Q)
s.t., S(Q, r) = s0
F (Q) ≤ f0
Qi, ri ≥ 0 ∀i = 1, 2, . . . , N,
(3.12)
where M is a big number. When the optimal solution has B(Q∗, r∗) > 0˜, models (3.11) and
(3.12) will generate the exact same solution, while when the optimal solution has B(Q∗, r∗) =
0˜, model (3.12) is superior to model (3.11) by generating a unique numerical optimal solution
irrespective of the initial solutions used in numerical computation methods.
3.4 Numerical optimization results
To solve constrained nonlinear programming models (3.11) and (3.12), we use Matlab op-
timization function “fmincon”, which uses gradient-based methods for optimizing nonlinear
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programming problems with continuous and differentiable objective function and constraints
(Matlab Documentation 2010). In particular, we use the “sqp” algorithm provided by
“fmincon”, which is similar to “active-set” algorithm, except some minor differences (Matlab
Documentation 2010). It solves a quadratic programming subproblem and updates an
estimate of the Hessian of the Lagrangian function using the Broyden-Fletcher-Goldfarb-
Shanno formula at each iteration. Our preliminary numerical results show that the “sqp”
algorithm is the most efficient in solving models (3.11) and (3.12) compared to the other
algorithms provided by “fmincon” (i.e., ”active-set” fails at some point, while ”interior-point”
is slower). To implement function “fmincon”, we use initial solution of Qi =
∑N
i=1 µ¯i/f0 and
ri = s0/N − Qi/2 for i = 1, 2, . . . , N . Such a solution is feasible (i.e., ri ≥ 0) only if∑N
i=1 µ¯i ≤ 2s0f0/N . After solving each instance, the optimality of the solutions is verified
using the KKT conditions (1) – (6) and second order sufficient conditions (7) in Appendix
5.3. All of the test instances are solved effectively within one second on a computer of
2.3GHZ AMD Athlon(tm) Dual Core Processor 4450B and 4GB RAM. Note that the unit
is data blocks (one block is four kilo bytes) for Qi, ri, s0, and cache miss level, seconds for
disk access time Li, and data blocks per second for request rate µ¯i. For simplicity, these
units are not stated each time in the rest of the chapter. In the tables in this section, Qi,
ri, Li as in Equation (3.4), Si = Qi/2 + ri, Fi = µ¯i/Qi, and Bi as in Equation (3.5) denote
the prefetching degree, trigger distance, disk access time, average occupied space, average
prefetching frequency, and cache miss level, respectively. As discussed in Subsection 3.3.1,
we assume that the RDDAT follows normal distribution with the same mean and variance
of µ¯iLi (i.e., µ¯i = σ¯
2
i ).
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Subsection 3.4.1 completes the disk access time model by means of regression of
experimental data, and the resulting disk access time model is used throughout this section.
Subsection 3.4.2 presents the numerical examples. Subsection 3.4.3 conducts the sensitivity
analysis to discuss various trade-off in the prefetching of multiple streams with different
request rates.
3.4.1 Regression results on disk access time
We use a multiple linear regression to determine the relation of the disk access time to the
prefetching degree Q and the total request rate
∑N
i=1 µ¯i. Basically, αQi is the “data transfer
time” for each prefetching request. For the server used in our experiment, the disk can
transfer at most 25600 blocks (each block is 4KB) in a second, so α is about 1/25600. γ is
the fixed “disk head seek time” for each request, which is around 8.5 millisecond.
Figure 3.3 shows the linear regression result, in which the dots are the experimental
data collected in the real system testing. The data fits the linear regression function, L =
αQi + β
∑N
i=1 µ¯i + γ (see also Equation (3.4)), with α = 5.11 × 10−5, β = 5.65 × 10−8,
and γ = 1.043 × 10−2. Note that the experimental values of both α and γ are larger than
the server’s parameters, which is reasonable since heavy work load degrades the system
performance. The corresponding coefficient of determination is R2 = 0.725, indicating that
the experimental data mostly fit the data access time model. The range of R2 is between
0 and 1, and the closer to one the R2 value is, the better the fitting is. As mentioned in
Subsection 3.3.1, this disk access time model is universal to all streams since they are all
streams of data.
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Figure 3.3: Multiple linear regression of disk access time.
3.4.2 Numerical examples
The following three examples demonstrate the three cases discussed in Subsection 3.3.3.
Case 1 Consider two instances of three streams with a total request rate of 30000, s0 = 450
and f0 = 500. In one instance, the three streams have the same request rate, and in
another, they have the different request rates. Table 3.1 shows the optimal solutions of these
two instances, both of which are Case 1 since the cache miss levels are non-zero and the
frequency constraints are binding. For the equal-request-rate instance, the optimal Qi = 60
and ri = 120 for i = 1, 2, 3, and the cache miss level is 29.24. There is no surprise that all
Qi’s and all ri’s are equal, respectively, since the three streams have the same request rates.
For the unequal-request-rate instance, the optimal solution shows that the stream with
higher request rate has larger prefetching degree and trigger distance; that is, more cache
space is allocated to the faster stream in order to decrease the total cache miss level. However,
the prefetching degrees are almost the same for the three streams even though the request
rates of streams 2 and 3 are twice and triple of that of stream 1, respectively. Meanwhile,
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the trigger distances and cache space allocation are more sensitive to and follow the patterns
of the request rates of the streams.
If the cache space is equally allocated among three streams which is the optimal solution
for the equal-request-rate case, the cache miss level for this unequal-request-rate instance is
87.61, much larger than the optimal cache miss level of 28.87.
Table 3.1: Results for two Case 1 instance
i µ¯i Qi ri Li Si Fi Bi
Equal
request rates
1,2,3 10000 60 120 0.01519 150 166.67 9.75
Total 30000 450 500.00 29.24
Unequal
request rates
1 5000 52.28 46.04 0.0148 72.18 95.64 8.17
2 10000 59.87 119.82 0.0152 149.75 167.03 9.83
3 15000 63.20 196.46 0.0154 228.06 237.33 10.87
Total 30000 450 500 28.87
Case 2 Consider an instance with s0 = 450 and f0 = 15000, and the same request rates
of 30000 in total as in Example 3.4.2. Table 3.2 gives the optimal solution, under which the
cache miss level is 0.0566, and the frequency constraint is non-binding. Thus, it is Case 2.
Compared to Example 3.4.2, increasing the frequency limitations can reduce the cache miss
level a lot, from 28.87 to 0.0566.
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Table 3.2: Results for a Case 2 instance
i µ¯i Qi ri Li Si Fi Bi
1 5000 2.13 80.07 0.0122 81.13 2346.87 0.0137
2 10000 2.3 149.49 0.0122 150.64 4339.13 0.0193
3 15000 2.37 217.04 0.0122 218.23 6330.54 0.0236
Total 30000 450 13016.53 0.0566
Case 3 Now consider an instance of lower request rates (15000 in total) than that in
Example 3.4.2, and s0 = 450 and f0 = 500. As shown in Table 3.3, model (3.11) using
two initial feasible solutions (Qj, rj), j = 1, 2, generates two significantly different numerical
optimal solutions, all with numerical-zero cache miss level (< 10−5). They correspond to
two different situations, where the frequency constraint is either binding or non-binding.
According to Propositions 1 and 2, theoretically, the cache miss level approaches zero when
all ri’s approach infinity. However, the numerical computation converges to very small values
of the cache miss level as numerical-zero, and returns the corresponding solutions as optimal
solutions.
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Table 3.3: Results for a Case 3 instance
i µ¯i
Q1 = (20, 30, 40) Q2 = (25, 30, 40)
r1 = (125, 135, 140) r2 = (120, 130, 150) Model (3.12) solution
Qi ri Si Fi Qi ri Si Fi Qi ri Si Fi
1 2500 19.81 124.61 134.52 126.22 25.33 120.67 133.33 98.68 63.49 59.1 90.85 39.37
2 5000 29.81 134.61 149.52 167.74 30.33 130.67 145.83 164.84 81.36 110.68 151.36 61.46
3 7500 36.4 147.76 165.96 206.04 40.33 150.67 170.83 185.95 91.94 161.82 207.79 81.57
Total 15000 450 500 450 449.47 450 182.4
To avoid multiple numerical-zero solutions, we use model (3.12) with M = 5.5×105. The
different initial feasible solutions generate the same numerical optimal solution as in Table
3.3. The unique optimal solution has numerical-zero cache miss level (9.99× 10−6), and the
minimum frequency required to achieve that is 182.4.
3.4.3 Sensitivity analysis
Effects of Q and r on the cache miss level
To simplify the analysis, suppose that there is only one stream with the request rate of
µ¯1 = 6000. The 3D diagram in Figure 3.4 shows the overall behavior of the cache miss level
(i.e., objective function B(Q1, r1)) with Q1 in interval [5, 805] and r1 in interval [0, 300], and
the curves in Figures 3.5(a) and 3.5(b) correspond to the different fixed values of Q1 or r1,
respectively.
As shown in Proposition 1 and demonstrated in Figure 3.5(a), when Q1 is fixed, the cache
miss level decreases monotonically as r1 increases, until reaching numerical-zero. It explains
56
  0
 50
100
150
200
250
300
  5 105
205 305
405 505
605 705
805
0
20
40
60
Q1
r1
Ca
ch
e 
M
iss
 L
ev
el
Figure 3.4: Cache miss levels associated with Q1 and r1.
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Figure 3.5: (a) Cache miss levels for fixed Q1; (b) Cache miss levels for fixed r1.
Case 3 that when r1 is sufficiently large, many solutions could results in numerical-zero cache
miss level (see Example 3.4.2). On the other hand, as shown in Figure 3.5(b), when r1 is
fixed, the cache miss level first decreases to a minimum, and then increases as Q1 continues
to increase. Taking into account the constraints and multiple streams, the relations of the
cache miss level to Q and r are much more complicated.
Effects of cache space and frequency limitations
Given a set of streams, increasing either s0 or f0 looses the constraints and thus potentially
decreases the minimum cache miss level. We denote s¯0 as the minimum value of space
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limitation such that the minimum cache miss level could be numerical-zero under the
assumption of no limitation on the frequency. s¯0 can be determined by solving
s¯0 = min{S(Q, r) : B(Q, r) = 0˜ and Q, r ≥ 0}. (3.13)
Then, when s0 < s¯0, the minimum cache miss level in model (3.11) is larger than numerical-
zero (i.e., B(Q∗, r∗) > 0˜), no matter how loose the frequency constraint is. When s0 ≥ s¯0,
the minimum cache miss level could be numerical-zero, further depending on the value of
the frequency limitation f0.
For a given value s0, we define a threshold value for the frequency limitation f0, denoted
by f¯0(s0), such that the cache miss level is larger than numerical-zero and the frequency
constraint is binding under the optimal solution if and only if f0 ≤ f¯0(s0). When s0 < s¯0,
f¯0(s0) can be determined by solving
min{B(Q, r) : S(Q, r) = s0 and Q, r ≥ 0}, (3.14)
and then f¯0(s0) = F (Q
∗) where Q∗ is the corresponding optimal solution. When s0 ≥ s¯0, the
minimum cache miss level could be numerical-zero, and to avoid the numerical computation
issue, f¯0(s0) can be obtained by solving
f¯0(s0) = min{F (Q) : B(Q, r) = 0˜, S(Q, r) = s0, and Q, r ≥ 0}. (3.15)
For example, considering an instance in which three streams have the same request rate
of 10000, we can obtain s¯0 = 897.5 by solving model (3.13) with 0˜ = 10
−5. To determine
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f¯0(s0), we solve model (3.14) for some values of s0 < s¯0 and model (3.15) for some values of
s0 ≥ s¯0. Figure 3.6 shows the result that f¯0(s0) decreases sharply before s0 reaches around
0.283, then stays relatively constant until s0 arrives at around s0 = 300, and then decreases
asymptotically to zero when s0 is large enough. Note that when s0 > 897.5, the decreasing
of f¯0(s0) is a numerical issue, and f¯0(s0) is the minimum frequency required to maintain a
cache miss level of numerical-zero.
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Figure 3.6: Effects of the space limitation s0 and the frequency limitation f0.
Using s¯0 and f¯0(s0), we can determine if the minimum cache miss level is numerical-zero
and if the frequency constraint with f0 is binding under the optimal solution, as shown in
Figure 3.6. The following cases are consistent with Subsection 3.3.4.
Case 1 (f0 ≤ f¯0(s0)) The minimum cache miss level is nonzero and decreases as s0 or f0
increases because both the space and frequency constraints are binding.
Case 2 (s0 ≤ s¯0 and f0 > f¯0(s0)) The minimum cache miss level is nonzero; it decreases
as s0 increases because the space constraint is binding; and it will not be affected by
the value of f0 (within f0 > f¯0(s0)) because the frequency constraint is non-binding.
59
Case 3 (s0 > s¯0 and f0 > f¯0(s0)) The minimum cache miss level is numerical-zero and
there are multiple numerical solutions of model (3.11) with the cache miss level of
numerical-zero. The unique optimal solution generated by model (3.12) corresponds
to the one in the boundary line of Cases 3 and 1 in Figure 3.6, i.e., the one having the
numerical-zero cache miss level and the minimum required frequency f¯0(s0).
Consequently, the optimal solution to model (3.11) with the space limitation s0 and
frequency limitation f0 for f0 > f¯0(s0) is the same as the case with the space limitation s0
and frequency limitation f¯0(s0) because the frequency constraint is non-binding. Meanwhile,
if the frequency limitation f0 < f¯0(s0), then the minimum cache miss level is larger than the
one in the case with the space limitation s0 and frequency limitation f¯0(s0).
Effects of number of streams
We test the instances of N = 1, 3, 6 streams, in each of which the total request rate over N
streams is 30000 and every individual stream has the same request rate at 30000/N . We set
s0 = 450 and f0 = 500 as in Example 3.4.2, which covers the instance of N = 3. Table 3.4
shows the optimal solutions. In each instance, the cache space is evenly allocated among
the streams because they have the same request rate, and both the space and frequency
constraints are binding under the nonzero optimal solution. Note that by the two binding
constraints we have Nµ¯i/Qi = f0 and Qi/2+ri = s0/N , and thus the optimal Qi = Nµ¯i/ f0
and optimal ri = s0/N −Qi/2. It is clear that the minimum cache miss level increases with
the number of streams, even though the total request rate for each instance is the same.
This can be illustrated by risk pooling: with the fewer number of streams, the overall risk
of cache misses during the disk access time is lower.
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Table 3.4: The instances with the number of streams N = 1, 3 and 6.
N µ¯i Qi ri Li Si Fi Bi Total cache miss level
1 30000 60 420 0.0152 450 500.00 14.17 14.17
3 10000 60 120 0.0152 150 166.67 9.75 29.24
6 5000 60 45 0.0152 75 83.33 8.62 51.71
Effects of total request rate
Consider the cases in which the streams have the same request rate and s0 = 450 and
f0 = 500. The three lines in Figure 3.7 show the changes of the minimum cache miss level
with respect to the total request rate when there are one, three, and six streams, respectively.
It is shown that when the total request rate is low, the minimum cache miss level is almost
zero. As the total request rate reaches a threshold level, the minimum cache miss level
increases quickly and the space constraint becomes binding under the optimal solution. For
the cases of one, three, and six streams, the threshold levels are 25000, 21000, and 17000,
respectively. The threshold level decreases as the number of streams increases, which is
consistent with the analysis in Subsection 3.4.3.
Given the prefetching space and frequency limitation and the expected (designed) number
of streams, the threshold level can be determined and used to estimate the total request
rates that can be dealt by the system without a significant amount of cache misses. On the
other hand, we could answer another cache capacity design problem. Given the maximum
prefetching frequency f0 and a typical (expected or busy) situation of data streams such as
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Figure 3.7: Effects of the total request rate on the minimum cache miss level.
the average number of streams and their request rates, the minimum cache space that is
required to not result in a significant cache miss level can be estimated by solving
min{S(Q, r) : B(Q, r) = 0˜, F (Q) ≤ f0, and Q, r ≥ 0}.
Robustness of optimal solutions
The cache miss level is fairly insensitive to the optimal values of Qi and ri. This implies that
if we use a feasible solution which is slightly different than the optimal solution, the increase
in the cache miss level will not be large.
For example, suppose that there are three streams and s0 = 450 and f0 = 500. When
the three request rates are (4780, 10050, 14760), the optimal solution is Q∗ = (51, 59, 63)
and r∗ = (45, 123, 195) and the minimum cache miss level is 24.81. Rounding the request
rates in granularity of 500, that is, (5000, 10000, 15000), the optimal solution for this case
is Q′ = (52, 60, 63) and r′ = (46, 120, 196). Applying the policy (Q′, r′) for the case of
request rates (4780, 10050, 14760), the cache miss level is 25.49, and the relative error is
(25.49 − 24.81)/24.81 = 2.7%. We obtain the similar results for the other test instances.
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For example, using the optimal solution for the case of request rates (6000, 12000, 18000) to
manage the case of request rates (6120, 12150, 17900), the cache miss level is changed from the
minimum level of 135.29 to 134.10 with a relative increase of 0.89%. For another example,
using the optimal solution Q′ = (64, 81, 92) and r′ = (59, 111, 162) (multiple numerical
optimal solutions exist) for the case of request rates (2500, 5000, 7500) to manage the case
of request rates (2700, 5200, 7700), the cache miss level is increased from the minimum level
of numerical-zero to 1.292× 10−5.
Overall, the approximate solutions result in less than two percent increase in cache miss
level. Thus, the optimal solutions are rather robust. This inspires a table-based online
method, as described in Section 3.5.
3.5 Table-based online method
In a heavily loaded computer system, the frequency of data access operations is very high,
and the number and speeds of concurrent streams change frequently. Thus, the prefetching
decisions have to be made dynamically. However, it takes time and computational cost to
calculate the optimal solutions for a constrained nonlinear programming problem such as
our constraint multi-stream (Q, r) models. Therefore, it is inefficient or impractical to re-
optimize the (Q, r) models whenever the patterns of streams (i.e., the parameters) change,
even though the optimization of an instance is less than one second.
Based on the analysis and results in Subsection 3.4.3, especially after verifying the
robustness of the optimal solutions, we propose a practical table-based online method which
calculates and stores solutions for a number of pre-selected points in the parameter space
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(µi, i = 1, 2, . . . , N) for a fixed N , s0, and f0, and then approximates the solution for a
new point using the closest calculated point. The cache space limitation s0 and frequency
limitation f0 are determined by the hardware specifications of the computer system and will
not change. To construct the solution table, the maximum number of streams (N), and an
upper bound for the request rate of a stream (U), and a granularity parameter (GL), which
denotes the number of points in the range [0, U ] that are to be evaluated, must be prescribed.
The values of N and U should be prescribed based on the estimated workload. GL reflects the
trade-off between solution accuracy (cache performance) and the overhead of pre-calculation
and storage of solutions. By allowing µi = 0, the table covers the cases of less than and
equal to N streams. Then, the step-size of the request rate of a stream is U/(GL − 1),
and the total number of points in the table is
(
GL+N−1
N
)
. The user can control the size of
the table by choosing the values of N and GL. We obtain these parameters via profiling,
as part of the system initialization process. To implement this online method, the stream
data access rates (µi), which depends on the system executing individual programs, must
be measured during system runtime. Based on Subsection 3.4.3, this table-based method
is rather accurate. Using this method, the test result in a real system shows significant
performance improvement, which will appear in our recent journal paper.
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3.6 Summary for multi-stream data prefetching prob-
lem
The second topic presents an optimization model for the multi-stream data prefetching
problem. Using the model we reveal interesting insights on a number of factors affecting
the performance and efficiency of data prefetching. The model leads to optimal solutions
that improve the average response time of requests in the real system by over 50%, as shown
in our recent journal paper. More importantly, this work opens the door for connecting the
theories, models, and methods in supply chain management to modern computing systems,
including high-end file systems, cloud computing management systems, and so forth. We
believe that supply chain management has the potential of becoming a powerful tool in
computer science research.
3.7 Multi-level, multi-stream (Q, r) model and opti-
mization for data prefetching
The previous work is only applicable to a single-level cache system. Based on the similarities
between the multi-level, multi-stream data prefetching and the multi-echelon, multi-product
inventory management, we further develop a coordinated multi-level, multi-stream (Q, r)
model that deals with multiple levels of cache in the data access path. and propose directions
for future research.
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3.7.1 Multi-level, multi-stream prefetching problem mapping
In a multi-echelon inventory environment, whenever the demand for a particular product
arrives but the corresponding products are out of stock in the lowest echelon, then backorder
occurs, and the customer has to wait until the products are filled from the higher echelon. The
concept is similar to single-echelon inventory control. However, there are some discrepancies
between single-echelon and multi-echelon inventory control. In a multi-echelon setting,
reorder points should be based on the echelon inventory level, which is the inventory in
transit and on hand between an echelon and the final customer. Motivated by the analogies
between the multi-level cache management and multi-echelon inventory control, we adopt
the same policy in the multi-level cache management. Also, we consider joint prefetching
in this dissertation. That is, whenever a certain level triggers a prefetching order, all lower
levels also prefetch. Joint prefetching permits some analytic tractability for this problem,
which is similar to joint replenishment in multi-echelon inventory management (Bodt and
Graves 1985). The (Qij, rij) policy for stream i is to issue a request of prefetching Qij data
blocks whenever the prefetched data of stream i drops to trigger distance rij at level j.
The problem is to determine Qij and rij for stream i at level j. This section models the
stochastic multi-level, multi-stream (Q, r) backorder policy in the data cache management.
This extended model makes the contributions by explicitly dealing with all of these points
and establishing a coordinated (Q, r) model for this multi-level, multi-stream prefetching
problem.
66
3.7.2 Notation and formulas for multi-level, multi-stream prefetch-
ing
Assume that the data blocks can always be retrieved from the lower level storage. Let M be
the number of cache levels, N be the number of streams. Define decision variables Qij, rij as
the prefetching degree, trigger distance for stream i at level j, for i = 1, . . . , N ; j = 1, . . . ,M ,
respectively. Since the prefetching degree at a certain level is an integral multiple of the lower
level, we define level weight ωij = mijmi,j−1 . . .mi,1, where mij is a positive integer (mi,1 = 1),
for i = 1, . . . , N ; j = 1, . . . ,M , such that Qij = ωijQi1. Introduce Q = (Q11, Q21, . . . , QN1),
ri = (ri1, ri2, . . . , riN), r = {rij} and ω = {ωij}, for i = 1, . . . , N ; j = 1, . . . ,M . Let µ¯i and
σ¯i be the mean and standard deviation of the request rate of stream i, respectively. The
data access time for stream i is denoted by L, whose value depends on different levels in
the data access path. Because the data access time is a function of ω and Qi1 as shown
in Equation (3.17), the RDDAT (i.e., Xi) for stream i, is also dependent on the values of
ω and Qi1. Assume that Xi has the cumulative distribution function (cdf) Gi|L(x;ω,Qi1)
and the probability density function (pdf) gi|L(x;ω,Qi1) (called mass distribution function
for discrete random variable Xi). Also assume that the streams have mutually independent
requests, then the expectation and variance of Xi are, respectively,
E[Xi] = µ¯iL and V ar[Xi] = σ¯2iL, (3.16)
We now illustrate the following terms that are used in the multi-level, multi-stream (Q, r)
model.
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Multi-level, multi-stream prefetching data access time
In the multi-level, multi-stream prefetching problem, we need to consider the time to retrieve
data from different levels of caches. Similar to the single-level prefetching problem, we assume
that the data access time between levels j and j+1 for stream i is deterministic and a linear
function of the prefetching quantity Qi1, level weight ωij and the total request rate, which
represents the system load. Mathematically,
Lij(ωij, Qi1) = αjωijQi1 + βj
N∑
i=1
µ¯i + γj (3.17)
which implies that the disk access time increases with Qi1, ωij and
∑N
i=1 µ¯i. Constants
αj, βj, γj > 0 are positive, which can be determined by regression using the observed real
data. When αj = 0, then the disk access time between levels j and j + 1 is a function of∑N
i=1 µ¯i and the same for all streams. When αj = βj = 0, then the disk access time between
levels j and j + 1 is a constant equal to γj.
Multi-level, multi-stream prefetching cache miss level
Cache misses only happen at the lowest level cache. The cache miss level is the average
number of outstanding data blocks for stream i, denoted by Bi(ω,Qi1, ri). For multi-level
prefetching, the lead time increases due to the delay of higher level caches. The total cache
miss level for stream i is the sum of the weighted cache miss level incurred by normal
prefetching and joint prefetching. We use the revised (Q, r) model with weights at different
levels to approximate the cache miss level (see Bodt and Graves 1985 for more detailed
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illustrations of the backorder level in the multi-echelon inventory management).
Bi(ω,Qi1, ri) =
(
1− 1
ωi2
)
1
Qi1
∫ ri1+Qi1
ri1
∫ ∞
x
(y − x)gi|Li1(y;ω,Qi1) dydx
+
(
1
ωi2
− 1
ωi3
)
1
ωi2Qi1
∫ ri2+ωi2Qi1
ri2
∫ ∞
x
(y − x)gi|Li1+Li2(y;ω,Qi1) dydx
+ · · ·
+
1
ω2iMQi1
∫ riM+ωiMQi1
riM
∫ ∞
x
(y − x)gi|Li1+···+LiM (y;ω,Qi1) dydx
(3.18)
When Xi is a discrete random variable, then
Bi(ω,Qi1, ri) =
(
1− 1
ωi2
)
1
Qi1
ri1+Qi1∑
x=ri1+1
µ¯iLi1 −
x−1∑
y=0
[1−Gi|Li1(y;ω,Qi1)]

+
(
1
ωi2
− 1
ωi3
)
1
ωi2Qi1
ri2+ωi2Qi1∑
x=ri2+1
µ¯i (Li1 + Li2)−
x−1∑
y=0
[1−Gi|Li1+Li2(y;ω,Qi1)]

+ · · ·
+
1
ω2iMQi1
riM+ωiMQi1∑
x=riM+1
µ¯i (Li1 + · · ·+ LiM )−
x−1∑
y=0
[1−Gi|Li1+···+LiM (y;ω,Qi1)]

(3.19)
Multi-level, multi-stream prefetching cache space constraint
The echelon cache level for stream i at level j can be expressed in the following formulas
(see Bodt and Graves 1985 for more detailed illustrations in the multi-echelon inventory
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management) using the same space management concept introduced in Subsection 3.3.1.
Iij(ω,Qi1, ri) =
ωijQi1
2
+ ωij
(
1
ωij
− 1
ωi,j+1
)
ri,j
+ωij
(
1
ωi,j+1
− 1
ωi,j+2
)
ri,j+1
+ · · ·
+ωij
(
1
ωi,M−1
− 1
ωiM
)
ri,M−1
+
ωij
ωiM
riM
Since all of the streams share the same space, the average prefetching space required by all
streams is limited by the capacity of cache at level j, sj; that is
∑N
i=1 Ii,j(ω,Qi1, ri) ≤
∑j
k=1 sk, ∀j = 1, . . . ,M, (3.20)
where sj is the cache capacity at level j.
Multi-level, multi-stream prefetching frequency constraint
Frequent prefetching increases the system load and may degrade the system performance
after a certain extent. To prevent frequent fetching, an upper limitation, denoted by f0, is
set to the total fetching frequency:
F (ω,Qi1) =
N∑
i=1
Fi =
N∑
i=1
µ¯i
Qi1
(1 +
1
ωi2
+
1
ωi3
+ · · ·+ 1
ωiM
) ≤ f0, (3.21)
where Fi =
µ¯i
Qi1
(1 + 1
ωi2
+ 1
ωi3
+ · · ·+ 1
ωiM
) is the average prefetching frequency of stream i.
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3.7.3 Constrained multi-level, multi-stream (Q, r) model
For mathematical convenience, the number of data blocks is assumed to be continuous due
to its large value. Using the formulas presented in Section 3.7.2, we have the constrained
multi-level, multi-stream (Q, r) model P as
min B(ω,Q, r) =
N∑
i=1
Bi(ω,Qi1, ri)
=
N∑
i=1
{(
1− 1
ωi2
)
1
Qi1
∫ ri1+Qi1
ri1
∫ ∞
x
(y − x)gi|Li1(y;ω,Q) dydx
+
(
1
ωi2
− 1
ωi3
)
1
ωi2Qi1
∫ ri2+ωi2Qi1
ri2
∫ ∞
x
(y − x)gi|Li1+Li2(y;ω,Qi1) dydx
+ · · ·
+
1
ω2iMQi1
∫ riM+ωiMQi1
riM
∫ ∞
x
(y − x)gi|Li1+···+LiM (y;ω,Qi1) dydx
}
s.t., space constraint (3.20)
frequency constraint (3.21)
ωij ≥ 0 : integer , Qi1, rij ≥ 0, ∀i = 1, 2, . . . , N ; j = 1, 2, . . . ,M.
Model P is to minimize the cache miss level, in which Bi(ω,Qi1, ri) is determined by
Equation (3.18) and its calculation needs Lij that is defined in Equation (3.17). In addition
to space constraint (3.20) and frequency constraint (3.21), sign restriction specifies ωij to
be positive integers, and Qi1 and rij to be nonnegative real numbers. Note that if the
requests are discrete values, then Qi1 and rij should be positive integers, and model P uses
Equation (3.19) to calculate Bi(ω,Qi1, ri) over discrete solution space. Finally, we need to
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point out that the accuracy of the model depends on the measure:
Pr
[
rij − ri,j−1 −Qi,j−1 < Xi|Lij < rij − ri,j−1 +Qi,j−1
] ∀i = 1, . . . , N ; j = 2, . . . ,M,
which are restrictions of the joint prefetching (i.e, joint replenishment in the multi-echelon
inventory management (Bodt and Graves, 1985)).
3.7.4 Summary for multi-level, multi-stream prefetching problem
This subsection further develops a coordinated multi-level, multi-stream (Q, r) model,
which utilizes the concepts and methods in the multi-echelon, multi-product inventory
management. This model shows promises to deal with complicated multi-level cache
prefetching, and has application potentials in the multi-level, high-end file systems and cloud
computing management systems.
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Chapter 4
Resource Allocation for a Service
Delivery Network in Supply Chain
Management
This chapter studies the joint capacity (i.e., resources) and demand allocation problem
for a service delivery network in supply chain management, where demand sources and
service facilities are widely distributed. The goal is to minimize the sum of the capacity
operating cost and the transportation cost, while satisfying a required service reliability,
which measures the probability of satisfying demand within a delivery time interval.
4.1 Introduction
Service delivery in supply chain management studies the optimal allocation of resources
(i.e., service capacity) to provide timely delivery of service or merchandize to the end
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customer. For example, Fedex Supply Chain (2011) defines service delivery management
as “ways to increase inventory turns, reduce distribution costs, and increase customer
satisfaction through more accurate fulfillment cycles”. MITEL White Paper (2007)
defines the service delivery management as “meeting increasing service demands with fewer
resources under constrained budgets”. Although the study of service deliver management in
telecommunication (i.e., quality of service) is prevalent, there is relatively limited research on
service delivery in supply chain management. In this dissertation, we study a special service
delivery problem in supply chain management, where demand sources and service facilities
are widely distributed. We determine the capacity and demand allocated to each service
facility, in order to minimize the sum of the capacity operating cost and transportation
costs, while satisfying a required service reliability, which measures the probability of
satisfying demand within a delivery time interval. We first introduce the concepts of capacity
allocation, demand allocation and service reliability used in the dissertation.
Capacity allocation studies how to allocate capacity to each service facility to achieve
the best system performance. Research in this specific area of supply chain management is
extensive. For example, Huang (2008) studies the optimal capacity planning strategy in a
general supply chain which contains multiples products, processes, and resources. Chauhan
et al. (2004) study strategic capacity planning in supply chain design for a new market
opportunity, with the objective to meet the demand of the new opportunity at minimum
cost. In this dissertation, the capacity specifically refer to the resources occupied to satisfy
the demand.
On the other hand, demand allocation studies how to allocate demand from different
sources to different service facilities. It solves the problem of low efficiency and high cost
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when service facilities function as separate units with limited communication. There is
already some research on demand allocation in supply chain management. For example,
Benjaafar et al. (2004) study the demand allocation in multiple-product, multiple-facility,
make-to-stock systems, Benjaafar et al. (2008) study the demand allocation in systems with
multiple inventory locations and multiple demand sources.
When capacity and demand allocation are considered at the same time, the problem
becomes much more complicated. Currently, there has been some research in the
telecommunication area. As an example, Lee (1994) studies the allocation of load and
processing capacity to each processor in a multiple processor configuration within the
framework of M/M/1 queues, with the objective to minimize the average waiting time
(including the service time). After some modification, the result can be applied to service
delivery in supply chain management as well.
For service reliability in supply chain management, Wang et al. (2006) define it as the
probability of meeting demand within a time interval. Sox et al. (1997) derive the formulation
of the service level within a time interval for a multi-product, production-inventory system.
Using the same definition as in Wang et al. (2006) and based on the result of Sox et al.
(1997), we can obtain the service reliability within a delivery time interval for the demand
allocated to a certain service facility, as shown in Section 4.2.
To the best of our knowledge, existing research on service delivery in supply chain
management usually deals with capacity and demand allocation separately, and has no
concrete measurement of service reliability. The model in this dissertation considers these
points simultaneously, and is relatively new in literature. Besides, it finds many applications
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in distributed service system such as government service centers and maintenance chain-
stores, where cost-effective and timely delivery of service is important.
The rest of the chapter is organized as follows. Section 4.2 builds the model for
capacity and demand allocation. Section 4.3 discusses some properties of the model and
uses numerical optimization to provide optimal allocation strategies. Section 4.4 conducts
sensitivity analysis to study the effects of several parameters. Section 4.5 extends the model
to five different cases. Finally, Section 4.6 gives the conclusions and future research.
4.2 Model formulation
4.2.1 Notation
In this subsection, we first describe the decision variables, given parameters, and performance
measures used in the model.
Decision variables
• αij: Fraction of demand that is allocated to service facility j from demand source i;
i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
• µj: Capacity of service facility j; j = 1 . . .m,
Given parameters
• cij: Travel cost per unit time between facilities i and j; i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
• kj: Operating cost per unit capacity at service facility j; j = 1 . . .m,
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• m: Number of service facilities,
• n: Number of demand sources,
• r0: Required service reliability, 0 ≤ r0 ≤ 1,
• τij: Average travel time between demand source i and service facility j; i =
1, 2, . . . , n; j = 1, 2, . . . ,m,
• T : Delivery time interval during which the demand should be satisfied,
• λi: Demand rate at source i; i = 1 . . . n,
Performance measures
• B¯j: Average “backordered” demand at service facility j; j = 1 . . .m,
• C: Total cost which includes the transportation cost and the capacity operating cost,
• R¯ij: Service reliability for the partial demand αijλi that is assigned to service facility
j from demand source i; i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
• R¯: Aggregated service reliability for all the facilities,
• ρj =
∑n
i=1 αijλi/µj = λ¯j/µj: Traffic intensity at service facility j; j = 1 . . .m.
4.2.2 Demand allocation
We assume that there are n demand sources and m service facilities. Service facility j
is allocated with capacity µj. Demand at source i follows Poisson distribution with rate
λi. Each customer from any demand source has the same unit demand. The fraction of
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demand that is allocated to service facility j from demand source i is denoted by αij, where
0 ≤ αij ≤ 1. According to the random selection property of Poisson process, αijλi also
follows Poisson process. Denote the total demand arrival process at the service facility j
as λ¯j =
∑n
i=1 αijλi. Since the superposition of Poisson processes is a Poisson process, λ¯j is
also a Poisson process. Thus, service facility j serves an M/M/1 queue, based on a first-in-
first-out (FIFO) scheduling policy. Note that we adopt Poisson distribution here due to its
unique property that makes our model tractable. However, in the real-world, demand may
have complicated distribution patterns, and one can only turn to heuristics or simulation for
numerical analysis.
4.2.3 Service reliability
Based on the definition of service reliability by Wang et al. (2006), which is the probability
of meeting demand within time interval T , and the result of Sox et al. (1997), which shows
the service level within time interval T for a multi-product, production-inventory system,
we obtain the service reliability within delivery time interval T for the partial demand αijλi
that is assigned to service facility j from demand source i.
Rij = 1− e−µjT (1−ρj)
where ρj =
∑n
i=1 αijλi/µj = λ¯j/µj is the traffic intensity at service facility j. Due to travel
time, we assume that there is a delay from demand source i to facility j after service, denoted
as τij. Note that τij < T , otherwise the partial demand can never be fulfilled within the
time interval T . With a simple modification, we obtain the service reliability for the partial
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demand αijλi that is assigned to service facility j from demand source i with delay τij.
R¯ij = 1− e−µj(T−τij)(1−ρj)
As a result, the aggregated service reliability for all the facilities can be calculated as:
R¯ =
∑n
i=1
∑m
j=1 αijλiR¯ij∑n
i=1 λi
=
∑n
i=1
∑m
j=1 αijλi
[
1− e−µj(T−τij)(1−ρj)]∑n
i=1 λi
4.2.4 Average waiting time
Another important indicator for system performance is the average waiting time. In the
setting of one inventory-production facility with service capacity µ, si as the base-stock level
for product i, demand λi for product i, and total demand λ for all the products, Sox et al.
(1997) show that the backorder level for product i that adopts a make-to-stock strategy can
be expressed as:
Bi =
ηsi+1i
1− ηi
where ηi = λi/(µ − λ + λi) is the parameter for steady-state distribution of the number of
work orders in the system for product i, which follows geometric distribution. With a simple
modification of this expression, we can derive the average demand “backordered” at service
facility j, where the concept of inventory is no longer applied:
B¯j =
ρj
1− ρj
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As a result, the average waiting time per customer demand can be calculated as the
weighted sum of the delay caused by both “backorder” and travel:
W¯ =
∑m
j=1 B¯j +
∑n
i=1
∑m
j=1 αijλiτij∑n
i=1 λi
=
∑m
j=1 ρj/(1− ρj) +
∑n
i=1
∑m
j=1 αijλiτij∑n
i=1 λi
4.2.5 Joint capacity and demand allocation model
For simplicity, we assume that the operating cost of a service facility is proportional to
its capacity, and the transportation cost between a demand source and a service facility is
proportional to the average travel time and the demand allocated between them. The total
cost is the sum of these two cost categories:
C =
m∑
j=1
kjµj +
n∑
i=1
m∑
j=1
cijτijαijλi
With the concepts introduced above, we have the joint capacity and demand allocation
model P as below:
min C =
m∑
j=1
kjµj +
n∑
i=1
m∑
j=1
cijτijαijλi (4.1)
s.t. R¯ =
∑n
i=1
∑m
j=1 αijλi
[
1− e−µj(T−τij)(1−ρj)]∑n
i=1 λi
≥ r0 (4.2)
n∑
i=1
αijλi ≤ µj, j = 1, 2, . . . ,m, (4.3)
m∑
j=1
αij = 1 i = 1, 2, . . . , n, (4.4)
αij, µj ≥ 0, i = 1, 2, . . . , n; j = 1, 2, . . . ,m, (4.5)
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where objective function (4.1) minimizes the total cost, constraint (4.2) requires that the
service reliability to be satisfied, constraint (4.3) ensures that the capacity at each service
facility is not exceeded by the demand, constraint (4.4) states that the demand at each
source should be satisfied, finally, constraint (4.5) defines the nonnegativity condition of the
decision variables.
4.3 Properties of the model and numerical optimiza-
tion
Solving model P requires constrained nonlinear programming. Due to the complexity of the
model, we cannot derive the explicit expression of the optimal solution when both capacity
and demand allocation variables are free. However, with some analysis, we can obtain the
following properties.
PROPOSITION 6. The service reliability constraint (4.2) must be binding under the optimal
solution.
PROPOSITION 7. When demand allocation variables α are fixed, model P with capacity
allocation variables µ is convex programming.
4.3.1 Numerical optimization examples
We solve model P using the Matlab built-in optimization function “fmincon” (Matlab
Documentation, 2010). Function “fmincon” solves nonlinear programming problems that
have differential and continuous objective function and constraints with gradient-based
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methods. In particular, we use the “sqp” (i.e., sequential quadratic programming) algorithm
provided by “fmincon”, which solves a quadratic programming subproblem and updates an
estimate of the Hessian of the Lagrangian function using the Broyden-Fletcher-Goldfarb-
Shanno formula at each iteration. Our preliminary numerical results show that the “sqp”
algorithm is the most efficient in solving model P compared to the other algorithms provided
by “fmincon” (i.e., “trust-region-reflective” is not suitable, “active-set” fails at some point,
while “interior-point” is slower). It solves all of the test instances effectively within one
second.
To implement function “fmincon”, we randomly generate the values for αij that satisfy
constraint (4.4). Note that, in the rest of numerical examples, the unit for τij and T is day;
the unit for λi and µi is demand per day; the unit for ki is dollar per capacity, and the unit
for cij is dollar per demand per day. For simplicity, we do not state these units each time.
Example 1: One service facility When only one service facility is opened, there is no
demand allocation. Consider the service delivery network in Figure 4.1 as an illustrative
example. Demand sources are located at “points” one to six, and the service facility is
located at “point” seven. The demand rates for each sources are shown in Table 4.1. The
average travel times τij and unit travel costs cij between the demand sources and the service
facilities are shown in Table 4.2. The operating cost per capacity is ki = 10, the delivery
time interval is T = 3, and the required service reliability is r0 = 0.98.
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Figure 4.1: Capacity allocation example
Table 4.1: Demand rates
λ1 λ2 λ3 λ4 λ5 λ6
10 20 30 40 50 60
Table 4.2: Average travel times and unit travel costs between demand sources and service
facilities for Example 1
j τ1j/c1j τ2j/c1j τ3j/c1j τ4j/c1j τ5j/c1j τ6j/c1j
7 2.5/3.0 2.6/2.0 2.5/3.0 2.8/2.0 2.5/3.0 2.8/2.0
From the optimal solution, we observe that the capacity is µ = 225.93. The service
reliability is R¯ = 0.98, which indicates constraint (4.2) is binding as proved in Proposition 6.
The minimum total cost is 3598.29, and the average waiting time is 2.72 days.
Example 2: Multiple service facilities When multiple service facilities are opened, we
need to determine the capacity and demand allocation simultaneously. Consider the service
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delivery network in Figure 4.2 as an illustrative example. Demand sources are located at
“points” one to six, and the service facilities are located at “points” seven and eight. The
average travel times τij and unit travel costs cij between the demand sources and the service
facilities are shown in Table 4.3. The demand rates for each source remain the same, as
shown in Table 4.1. The operating cost per capacity is ki = 10, the delivery time interval is
T = 3, and the required service reliability is r0 = 0.98.
Figure 4.2: Joint capacity and demand allocation example
Table 4.3: Average travel times and unit travel costs between demand sources and service
facilities for Example 2
j τ1j/c1j τ2j/c1j τ3j/c1j τ4j/c1j τ5j/c1j τ6j/c1j
7 2.5/3.0 2.6/2.0 2.5/3.0 2.8/2.0 2.5/3.0 2.8/2.0
8 2.8/2.0 2.5/3.0 2.9/2.0 2.5/3.0 2.6/2.0 2.5/3.0
The following matrix shows the optimal demand allocation strategy, where the row index
represents the service facility and the column index represents the demand source. The
corresponding capacities are µ = {177.93, 58.93}. The service reliability is R¯ = 0.98, which
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indicates constraint (4.2) is binding, as proved in Proposition 6. The minimum total cost is
3592.53, and the average waiting time is 2.75 days.
α =
1 1 1 1 0 1
0 0 0 0 1 0

4.4 Sensitivity analysis
In this section we perform sensitivity analysis to study the effects of the total demand rate,
the delivery time interval, and the required service reliability on the total cost and the
average waiting time. All the parameters are based on Example 2.
4.4.1 Effect of the total demand rate
Figure 4.3 shows the effect of the total demand on the total cost. We can observe that the
total cost increases as the total demand increases. The reason is that we need more capacity
to meet the increased demand, which brings up the total cost.
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Figure 4.3: Effect of the total demand rate on the total cost
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4.4.2 Effect of the delivery time interval
Figure 4.4 shows the effect of the delivery time interval on the total cost and the average
waiting time. We can observe that the total cost decreases as the delivery time interval
increases. The reason is that we have more time to fulfill the demand, thus require less
capacity at the service facilities. As a result, the total cost is reduced. Note that when
the delivery time interval approaches infinity, constraint (4.2) becomes non-binding, and
the minimum total cost approaches a constant which is the solution to model P without
constraint (4.2). The average waiting time, on the other hand, increases with the delivery
time interval due to reduced capacity at the service facilities.
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Figure 4.4: (a) Effect of the delivery time interval on the total cost; (b) Effect of the
delivery time interval on the average waiting time
4.4.3 Effect of the required service reliability
Figure 4.5 shows the effect of the required service reliability on the total cost and the average
waiting time. We can observe that the total cost increases as the required service reliability
increases, while the average waiting time shows the opposite trend. The reason is that we
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need more capacity to meet the increased service reliability, which brings up the total cost
and reduces the average waiting time.
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Figure 4.5: (a) Effect of the required service reliability on the total cost; (b) Effect of the
required service reliability on the average waiting time
4.5 Model extensions
In this section we extend the model to five different cases. The first extension studies the
maximum service reliability that the system can achieve. The second extension studies the
case when the total capacity of the service facilities has a certain limit. The third extension
studies the case when there is a delay before customers can receive the service. The fourth
extension studies the case when the demand sources follow other distributions other than
the Poisson distribution. The fifth extension studies the case when the demand sources have
different priorities, i.e, demand with higher priority will be served first. Without specific
illustrations, all the cases have the same structure and the parameters as in Example 2.
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4.5.1 Extension one: maximum service reliability
When the capacity at each service facility is predetermined, we can calculate the maximum
service reliability that the system can achieve by introducing an alternative model (4.6):
max R¯ =
∑n
i=1
∑m
j=1 αijλi[1−e−µj(T−τij)(1−ρj)]∑n
i=1 λi
s.t.
∑n
i=1 αijλi ≤ µj, j = 1, 2, . . . ,m,∑m
j=1 αij = 1 i = 1, 2, . . . , n,
αij ≥ 0, i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
(4.6)
Model (4.6) is similar to model P except that the values for µj are predetermined and
its objective is to maximize the service reliability. For example, with µ = {110, 110}, we
obtain the maximum service reliability R¯ = 0.914 from model (4.6), and the optimal demand
allocation strategy as shown below. The average waiting time is 2.71.
α =
1 0.747 1 0 1 0
0 0.253 0 1 0 1

Model (4.6) can be used to study the robustness of the system, i.e., the maximum service
reliability that the system can maintain when one or more service facilities suffer(s) from
capacity degradation.
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4.5.2 Extension two: limited total capacity
When there is limit to the total capacity of the service facilities, we obtain the following
alternative model:
min C =
∑m
j=1 kjµj +
∑n
i=1
∑m
j=1 cijτijαijλi
s.t. R¯ =
∑n
i=1
∑m
j=1 αijλi[1−e−µj(T−τij)(1−ρj)]∑n
i=1 λi
≥ r0∑m
j=1 µj ≤ µ0,∑n
i=1 αijλi ≤ µj, j = 1, 2, . . . ,m,∑m
j=1 αij = 1 i = 1, 2, . . . , n,
αij ≥ 0, i = 1, 2, . . . , n; j = 1, 2, . . . ,m,
(4.7)
We set the total capacity µ0 = 230. The following matrix shows the optimal demand
allocation strategy, where the row index represents the service facility and the column index
represents the demand source. The corresponding capacities are µ = {85.46, 144.54}. The
service reliability is R¯ = 0.98, which indicates constraint (4.2) is binding, as proved in
Proposition 6. The minimum total cost is 3684.79, and the average waiting time is 2.66
days.
α =
1 1 1 0.233 0 0.101
0 0 0 0.767 1 0.899

4.5.3 Extension three: delay before service
Comparing to Example 2, where there is a travel delay after the service, we now assume that
customers have a travel delay before receiving the service. As a result, the aggregated arrival
process no longer follows Poisson distribution. Since it is hard to derive the mathematical
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formulation of the service reliability, we use simulation to analyze the differences. The
simulation model in Arena contains the module for demand assignment and the module for
verifying service reliability.
To get the optimal solution, we use the tool “Opt Quest” in Arena. The initial solution for
the model is derived from Example 2. The number of replication is set at 3. Each replication
contains 200 days, with 10 days of warm-up period. Each day contains 24 hours. After the
running of total 422 simulations, the best solution is found at the 322th running. The
following matrix shows the optimal demand allocation strategy. The row index represents
the service facility and the column index represents the demand source. The corresponding
capacities are µ = {177.40, 54.90}. The service reliability is R¯ = 0.98. The minimum total
cost is 3565.89, and the average waiting time is 2.76 days.
α =
1 1 1 1 0.0585 1
0 0 0 0 0.9415 0

4.5.4 Extension four: other demand distributions
When demand no longer follows Poisson distribution, the situation becomes more compli-
cated. Since it is hard to derive the mathematical formulation of the service reliability, we
turn to simulation for further analysis. We setup the experiment in Arena, where demand
sources at “points” one, two, three and six follow Poisson distribution as in Example 2,
demand source at “point” four follows Erlang distribution (1/80,2) with scale parameter
1/80 and shape parameter 2, and demand source at “point” five follows Uniform distribution
(40,60) with minimum value 40 and maximum value 60.
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To get the optimal solution, we use the tool “Opt Quest” in Arena. The initial solution for
the model is derived from Example 2. The number of replication is set at 3. Each replication
contains 200 days, with 10 days of warm-up period. Each day contains 24 hours. After the
running of total 414 simulations, the best solution is found at the 314th running. The
following matrix shows the optimal demand allocation strategy. The row index represents
the service facility and the column index represents the demand source. The corresponding
capacities are µ = {176.09, 58.52}. The service reliability is R¯ = 0.98. The minimum total
cost is 3567.15, and the average waiting time is 2.74 days.
α =
1 1 1 1 0.0345 1
0 0 0 0 0.9655 0

4.5.5 Extension five: different customer priorities
When demand sources have different priorities, we also use simulation for analysis since it is
hard to explicitly formulate the service reliability. We setup the experiment in Arena, where
demand sources at “points” one to six follow the Poisson distribution as in Example 2, but
with decreasing priorities.
To get the optimal solution, we use the tool “Opt Quest” in Arena. The initial solution for
the model is derived from Example 2. The number of replication is set at 3. Each replication
contains 200 days, with 10 days of warm-up period. Each day contains 24 hours. After the
running of total 344 simulations, the best solution is found at the 244th running. The
following matrix shows the optimal demand allocation strategy. The row index represents
the service facility and the column index represents the demand source. The corresponding
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capacities are µ = {194.21, 54.57}. The service reliability is R¯ = 0.98. The minimum total
cost is 3752.31, and the average waiting time is 2.73 days.
α =
0.762 0.945 0.99 1 0.164 0.959
0.238 0.055 0.01 0 0.836 0.041

4.6 Summary for the service delivery network problem
In this topic, we study a service delivery problem in supply chain management, and build a
model to jointly allocate the capacity and demand to each service facility, in order to minimize
the sum of the capacity operating cost and the transportation cost, while satisfying a required
service reliability. We discuss some properties of the model, and use numerical optimization
to provide optimal allocation strategy. We perform sensitivity analysis to study the effects
of the total demand rate, the delivery time interval, and the required service reliability on
the optimal solution. Finally, we extend the model to several different cases, and use both
optimization and simulation to study the properties of these extentions.
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Chapter 5
Conclusions and Future Research
This chapter gives the summary of the work, provides potential applications, and proposes
directions for future research.
5.1 Summary
This dissertation discusses about the modeling and optimization of resource allocation
in supply chain management. Three topics are addressed: the MCNF-VLB (minimum
cost network flow with variable lower bounds) problem, which optimizes the utilization
of distribution channels (i.e., resources) in a supply chain network; the multi-stream data
prefetching problem, which applies the methods from supply chain modeling to the data
prefetching problem in computer science, in order to allocate the cache space and the
frequency (i.e., resources) effectively; the service delivery network problem, which jointly
allocated the capacity (i.e., resources) and demand to minimize the total cost, while satisfying
a required service reliability.
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5.2 Potential applications
There are numerous applications of resource allocation methods in supply chain management.
With regard to the three topics, the following areas can apply the methods/models
introduced in this dissertation.
The MCNF-VLB problem has practical applications in many supply chain distribution
areas, e.g., minimizing the total cost for transportation via oil pipeline/airline network where
some pipelines/flight-legs have to be closed if the flow/passenger volumes are less than their
threshold values.
The multi-stream data prefetching problem has many applications in the high-end
file systems, cloud computing management systems, and so on. We believe inventory
management methods has the potential of becoming a powerful tool in computer science
research.
The service delivery network problem finds many applications in distributed service
system, where cost-effective and timely delivery of service is important, e.g., government
service centers and maintenance chain-stores.
5.3 Future research
Besides a variety of potential research areas for resource allocation in supply chain
management, the three topics discussed also have several directions for future research.
For the MCNF-VLB problem, specially designed exact and heuristic methods should
be developed for solving large-scale MCNF-VLB instances, for which CPLEX fails to find
optimal solutions.
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For the multi-stream data prefetching problem, the disk access time could be modeled as
a random variable whose probability distribution depends on the batch size and the system
status (e.g., the data transfer frequency, the occupied storage space, etc). This is more
realistic than the present disk access time model and will make the model more suitable
for dynamic environments. Another interesting direction for future study is to realize the
multi-level, multi-stream (Q, r) model in the operating system (e.g., the Linux kernel). For
such a complex problem, the “optimal” management policy ought to be simple enough to
allow a practical implementation.
For the service delivery network problem, there are several interesting areas for further
research. For example, when the facility has different service times for different demand
sources, the mathematical formulation for the service reliability becomes a difficult problem.
Also, one can study how to dynamically assign the demand with higher priority when its
delivery deadline is approaching, which can further increase the system’s service reliability.
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Appendix A
A.1 Proofs of propositions 1 to 7
Proof of proposition 1. Using Equation (3.5), we have
∂B(Q, r)
∂ri
=
1
Qi
[B¯i(ri +Qi;Qi)− B¯i(ri;Qi)]
=
ri
Qi
[Gi(ri +Qi;Qi)−Gi(ri;Qi)]− [1−Gi(ri +Qi;Qi)]
− 1
Qi
∫ ri+Qi
ri
ygi(y ;Qi)dy.
B¯i(x;Qi) is a decreasing function of x. Thus, ∂B(Q, r)/∂ri ≤ 0, which means ∂B(Q, r) is
a decreasing function of ri. Also, with Equation (3.5), it is easy to show that B¯i(x;Qi) =∫∞
0
ygi(y + x;Qi) dy =
1√
2piσ¯2i Li
∫∞
0
y exp
[
−(y+x−µ¯iLi)2
2σ¯2i Li
]
dy. When ri approaches infinity,
B¯i(x;Qi) ≤ 1√
2piσ¯2i Li
∫∞
0
y exp
[
−(y+x−µ¯iLi)
2σ¯2i Li
]
dy = 1√
2piσ¯2i Li
exp
[
−(x−µ¯iLi)
2σ¯2i Li
] ∫∞
0
y exp
[
−y
2σ¯2i Li
]
dy,
which means B¯i(x;Qi) is less than the order of e
−x. With this knowledge in Equation (3.5),
Bi(Q, ri) approaches zero as ri approaches infinity. These imply the statements in the
proposition.
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Proof of proposition 2. By the proof of Proposition 1, ∂B(Q∗, r∗)/∂ri ≤ 0 and ∂B(Q∗, r∗)/∂ri
approaches zero when r∗i approaches infinity for i = 1, 2, . . . , N . Then, by condition (2),
λ∗1 > 0 and approaches zero accordingly. To ensure complementary condition (3), space
constraint (3.2) must be binding whenever λ∗1 > 0.
Proof of proposition 3. By Equations (3.6) and (1), the cache hit ratio of stream i for
i = 1, 2, . . . , N is Ri = 1 + ∂B(Q, r)/∂ri. Model (3.8) and model (3.11) have the same
Lagrangian function as Equation (3.9), and thus the optimal solution of model (3.11) must
satisfy condition (2), which is one of the KKT conditions for model (3.11). Therefore,
∂B(Q∗, r∗)/∂ri = −λ∗1 and Ri = 1− λ∗1 for all i = 1, 2, . . . , N .
Proof of proposition 4. The feasible set of model (3.11) is H = {(Q, r) : S(Q, r) =∑N
i=1 (ri +Qi/2) = s0;F (Q) =
∑N
i=1 µ¯i/Qi ≤ f0; and Q, r ≥ 0}. It is easy to show that
S(Q, r) − s0 and F (Q) − f0 are convex functions over the region of Q, r ≥ 0. Because set
{x : g(x) ≤ 0} is convex if function g(x) is a convex function and the intersection of convex
sets is convex (Bazaraa et al. 2006), set H is convex.
Proof of proposition 5. From Equation (1), we have for all i, j ∈ {1, 2, . . . , N} and i 6= j,
∂2B(Q, r)
∂r2i
=
1
Qi
[Gi(ri +Qi;Qi)−Gi(ri;Qi)] > 0 and ∂
2B(Q, r)
∂ri∂rj
= 0.
Therefore, the Hessian matrix associated with function B(Q, r) with variables Q fixed is
positive definite (Bazaraa et al. 2006). By Proposition 4, the feasible set is convex. Therefore,
when variables Q are fixed, the corresponding model (3.11) is convex programming.
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Proof of proposition 6. Substituting the expression of ρj =
∑n
i=1 αijλi/µj = λ¯j/µj into
constraint (4.2), we can get its alternative form
∑n
i=1
∑m
j=1 αijλi
[
1−e−(T−τij)(µj−
∑n
i=1 αijλi)
]
∑n
i=1 λi
≥ r0.
It is easy to show that the left-hand-side of the expression is an increasing function of
µj. Also, constraint (4.3) cannot be binding for all µj, otherwise constraint (4.2) will be
violated. If constraint (4.2) is non-binding under the optimal solution, we can decrease
µj by a small amount ∆µj in a non-binding constraint (4.3), such that the feasibility of
constraints (4.2) and (4.3) are maintained. Thus, the total cost can be further reduced,
violating the optimality of the solution. As a result, constraint (4.2) must be binding under
the optimal solution.
Proof of proposition 7. When the demand allocation variables α are fixed, the feasible set of
model P isH = {µ : g1j(µ) =
∑n
i=1 αijλi ≤ µj; g2(µ) = −
∑n
i=1
∑m
j=1 αijλi
[
1−e−(T−τij)(µj−
∑n
i=1 αijλi)
]
∑n
i=1 λi
≤
−r0. It is easy to show that g1j(µ)− µj and g2(µ) + r0 are convex functions over the region
of µ ≥ 0. Because set {x : g(x) ≤ 0} is convex if function g(x) is a convex function
and the intersection of convex sets is convex (Bazaraa et al., 2006), set H is convex. The
objective function of model P is linear, thus also convex. Therefore, when demand allocation
variables α are fixed, the corresponding model P with capacity allocation variables µ is
convex programming (Bazaraa et al., 2006).
A.2 The KKT and second order sufficient conditions
For convenience, we denote S¯(Q, r) = S(Q, r) − s0 and F¯ (Q, r) = F (Q) − f0. Then the
standard formats of space constraint (3.2) and frequency constraint (3.3) are S¯(Q, r) ≤
0 and F¯ (Q, r) ≤ 0, respectively. The gradients of S¯(Q, r) and F¯ (Q, r) with respect to
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(Q1, Q2, . . . , QN , r1, r2, . . . , rN) are:
∇S¯(Q, r) =
(
1
2
,
1
2
, . . . ,
1
2
, 1, 1, . . . , 1
)
∇F¯ (Q, r) =
(
− µ¯1
Q21
,− µ¯2
Q22
, . . . ,− µ¯N
Q2N
, 0, 0, . . . , 0
)
,
where vector∇S¯(Q, r) has the firstN elements of 1/2 and the lastN elements of 1, and vector
∇F¯ (Q, r) has the last N elements of 0. To obtain the second order sufficient conditions,
first define the critical cone T (Q, r, λ1, λ2) at solution (Q, r) for different cases as follows.
If the space and frequency constraints are both binding, then
T (Q, r, λ1, λ2) =

{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi = 0 and ∑Ni=1 −µ¯iyi/Q2i = 0} if λ1 > 0, λ2 > 0{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi = 0 and ∑Ni=1 −µ¯iyi/Q2i ≤ 0} if λ1 > 0, λ2 = 0{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi ≤ 0 and ∑Ni=1 −µ¯iyi/Q2i = 0} if λ1 = 0, λ2 > 0{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi ≤ 0 and ∑Ni=1 −µ¯iyi/Q2i ≤ 0} if λ1 = 0, λ2 = 0.
If the space constraint is binding and the frequency constraint is non-binding, then
T (Q, r, λ1, λ2) =

{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi = 0} if λ1 > 0{
y ∈ <2N : ∑Ni=1 yi/2 +∑2Ni=N+1 yi ≤ 0} if λ1 = 0.
If the space constraint is non-binding and the frequency constraint is binding, then
T (Q, r, λ1, λ2) =

{
y ∈ <2N : ∑Ni=1−µ¯iyi/Q2i = 0} if λ2 > 0{
y ∈ <2N : ∑Ni=1−µ¯iyi/Q2i ≤ 0} if λ2 = 0.
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If the space and frequency constraints are both non-binding, then
T (Q, r, λ1, λ2) = <2N .
Because ∇S¯(Q, r) and ∇F¯ (Q, r) are nonzero and linearly independent of each other, all
the feasible solutions satisfy constraint qualification (Bertsekas 1999). Since all of the feasible
solutions satisfy constraint qualification, an optimal solution (Q∗, r∗, λ∗1, λ
∗
2) must satisfy the
following KKT conditions with respect to Lagrangian function (3.9) (Bazaraa et al. 2006):
∂L(Q∗, r∗, λ∗1, λ
∗
2)
∂Qi
=
∂B(Q∗, r∗)
∂Qi
+
λ∗1
2
− λ
∗
2µ¯i
(Q∗i )2
= 0, i = 1, 2, . . . , N (1)
∂L(Q∗, r∗, λ∗1, λ
∗
2)
∂ri
=
∂B(Q∗, r∗)
∂ri
+ λ∗1 = 0, i = 1, 2, . . . , N (2)
λ∗1
[
N∑
i=1
(
r∗i +
Q∗i
2
)
− s0
]
= 0 (3)
λ∗2
[
N∑
i=1
µ¯i
Q∗i
− f0
]
= 0 (4)
N∑
i=1
(
r∗i +
Q∗i
2
)
≤ s0;
N∑
i=1
µ¯i
Q∗i
≤ f0 (5)
λ∗1, λ
∗
2 ≥ 0, (6)
where ∂B(Q, r)/∂ri is given in Equations (1) and (1), and
∂B(Q, r)
∂Qi
=
N∑
j=1
1
Qj
∫ rj+Qj
rj
∫ ∞
x
(y − x)∂gi(y ;Qi)
∂Qi
dydx
+
1
Qi
∫ ∞
ri+Qi
(y − ri −Qi)gi(y ;Qi) dy
− 1
Q2i
∫ ri+Qi
ri
∫ ∞
x
(y − x)gi(y ;Qi) dydx,
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assuming that partial derivative of gi(y ;Qi) exists.
Furthermore, a solution (Q∗, r∗, λ∗1, λ
∗
2) satisfying the KKT conditions (1) – (6) is a strict
local minimizer if any nonzero vector y in the critical cone T (Q∗, r∗, λ∗1, λ
∗
2) satisfies:
y∇2L(Q∗, r∗, λ∗1, λ∗2)yT > 0, (7)
where the Hessian matrix is
∇2L(Q∗, r∗, λ∗1, λ∗2) =
[
∂2L(Q∗, r∗, λ∗1, λ
∗
2)
∂xi∂xj
]
, xi, xj ∈ {Q1, Q2, . . . , QN , r1, r2, . . . , rN}.
The detailed expression of the Hessian matrix ∇2xxL(Q∗, r∗, λ∗1, λ∗2) can be obtained, but it
is too complicated to analyze. Thus, we ignore the details to save space.
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