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LOCAL AND GLOBAL STABILITY OF EQUILIBRIA FOR A CLASS
OF CHEMICAL REACTION NETWORKS
PETE DONNELL∗ AND MURAD BANAJI∗†
Abstract. A class of chemical reaction networks is described with the property that each
positive equilibrium is locally asymptotically stable relative to its stoichiometry class, an invariant
subspace on which it lies. The reaction systems treated are characterised primarily by the existence
of a certain factorisation of their stoichiometric matrix, and strong connectedness of an associated
graph. Only very mild assumptions are made about the rates of reactions, and in particular, mass
action kinetics are not assumed. In many cases, local asymptotic stability can be extended to global
asymptotic stability of each positive equilibrium relative to its stoichiometry class. The results are
proved via the construction of Lyapunov functions whose existence follows from the fact that the
reaction networks define monotone dynamical systems with increasing integrals.
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1. Introduction. Systems of chemical reactions can give rise to dynamical sys-
tems of various kinds (discrete or continuous time, discrete or continuous state,
stochastic or deterministic, for example) and displaying a variety of behaviours [1].
Perhaps most widely studied are models whose evolution is naturally described by
systems of ordinary differential equations, namely deterministic, continuous time,
spatially homogeneous models where chemical concentrations take nonnegative real
values. A broad question of interest is when models of some chemical reaction net-
work (CRN) can be shown to allow, or forbid, certain behaviours for all reasonable
choices of chemical reaction rates (kinetics). The attempt to make claims about the
behaviour of CRNs which are to some degree independent of choices of kinetics is often
termed chemical reaction network theory (CRNT). Since the pioneering work of
Feinberg [2] and Horn and Jackson [3], there has been considerable progress in various
directions, including the discovery of structural features of networks associated with
multistationarity, oscillation, and the persistence of solutions.
Much, though not all, work in CRNT has focussed on reaction networks with
mass action kinetics, but unknown rate constants, namely on particular polynomial
differential equations with unknown parameters. Here we construct a class of CRNs
which can be proved to have strong convergence properties with weaker assumptions
on the kinetics. First note that the evolution of a CRN quite naturally takes place on
certain invariant convex sets termed stoichiometry classes (to be defined below). The
basic convergence properties of the networks we describe are:
1. No more than one positive equilibrium on each stoichiometry class, and local
asymptotic stability of each positive equilibrium on its stoichiometry class.
2. Under additional assumptions, global asymptotic stability of a unique positive
equilibrium on each nontrivial stoichiometry class.
The precise meaning of these statements will be clarified below. The results
will be proved using the theory of monotone dynamical systems [4, 5]. There is a
considerable intersection between this theory and the study of CRNs, reflecting the
fact that CRNs fairly frequently give rise to order-preserving dynamical systems – see
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[6, 7, 8, 9, 10, 11, 12, 13] for example. The key geometrical insights for the results
presented here come from the results on monotone systems with increasing integrals
in [14], generalised in [15, 16].
2. Statement of the results. The local and global results summarised above
will be stated precisely as Theorems 2.1 and 2.2 below after some terminology and
notation are introduced. Define Rn≥0 to be the nonnegative orthant in R
n, i.e.
Rn≥0 = {x ∈ R
n : xi ≥ 0 for i = 1, . . . , n} .
Similarly
Rn≤0 = {x ∈ R
n : xi ≤ 0 for i = 1, . . . , n} .
A vector in Rn≥0 will be referred to as nonnegative, while one in int(R
n
≥0) will be
termed positive. As chemical concentrations are necessarily nonnegative, Rn≥0 is the
natural state-space for ODE models of systems of chemical reactions.
We will be considering dynamical systems of the form:
x˙ = Γv(x) , (2.1)
with the following assumptions:
A1. x ∈ Rn≥0, Γ is an n ×m matrix, v : U → R
m is C1 and is defined on some
open neighbourhood U of Rn≥0.
A2. The reaction rates v(x) satisfy conditions K1, K2 and K3 listed in Ap-
pendix B.
A3. Γ = ΛΘ, where
i. Λ is an n×r matrix with each row containing exactly one nonzero entry,
and no column of zeros.
ii. Θ is an r×m matrix such that ΘijΘkj ≤ 0 for i 6= k and ker(Θ
T ) is one
dimensional and includes a positive vector.
A4. The DSR graph for the system at each x ∈ int(Rn≥0) is strongly connected.
Remark on condition A1. x describes the concentrations of a set of n chemical
species involved in m chemical reactions. The matrix Γ is termed the stoichiometric
matrix of the system and Γij defines the net production/consumption of species i
by reaction j. It is convenient, though not necessary, to assume that the vector
field is defined on an open set containing the nonnegative orthant, in order to avoid
technicalities when discussing its derivative. Note that in this paper we follow the
convention that a reversible reaction is treated as a single process (rather than as a
pair of irreversible reactions), contributing one column to Γ and one reaction rate in
v. In the case of an irreversible reaction we adopt the convention that reactants occur
on the left (and are hence associated with negative entries in Γ), while products occur
on the right (and are associated with positive entries in Γ). In the case of reversible
reactions, the choice of “left” and “right” is arbitrary: altering this choice for the jth
reaction re-signs the jth column of Γ and the jth reaction rate vj . All results in this
paper are independent of this choice.
Remark on condition A2. This is a weak assumption on the kinetics. It
can be crudely summarised via the statements: “reactions need all their reactants to
proceed” and “provided all reactants are present, increasing a concentration speeds up
a reaction”. The assumption has been discussed and illustrated previously in [11, 13]
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for example. The assumption implies, amongst other things, that the nonnegative
orthant is positively invariant (Lemma 10 in [13]). With condition A1, this guarantees
that (2.1) defines a local semiflow φ on Rn≥0.
Remark on condition A3. Condition A3(i) implies that Λ has rank r, and
condition A3(ii) implies that each column of Θ contains exactly one negative entry
and exactly one positive entry. The implications of condition A3 will be explored in
detail later during proof of the results. In brief, the first factor Λ will define a closed,
convex and pointed cone in Rn and the system will be shown to be order-preserving
with respect to the order defined by this cone. The nature of this order-cone and its
relationship with invariant subspaces of the system will imply the local and global
convergence results below. Several lemmas which precede the proofs of these results
require weaker conditions on Λ and Θ than A3(i) and A3(ii); condition A3 can thus be
seen as the intersection of the various conditions needed in these preliminary lemmas.
We will comment in the concluding section on how to identify matrices which admit
a factorisation as in condition A3.
Remark on condition A4. The DSR graph associated with a CRN [17] is a
signed, labelled, bipartite, multidigraph, with relationships to other well-known ob-
jects such as Petri nets. It is strongly connected if there is a (directed) path from
each vertex to each other vertex. We need only the following reduced construction
here. Given an n ×m matrix A and an m × n matrix B, the (reduced) DSR graph
GA,B is defined as follows: it is a bipartite digraph on n+m vertices, S1, . . . , Sn and
R1, . . . , Rm with arc RjSi if, and only if, Aij 6= 0 and arc SiRj if, and only if, Bji 6= 0.
If desired, the arcs may be given the signs of the associated entries in A and B. For
System (2.1), at each x ∈ Rn≥0 we can define G(x) = GΓ,−Dv(x). Under condition A2,
G(x) is constant on int(Rn≥0), and in fact on each elementary face of R
n
≥0 (defined
below).
Notation and terminology. Given any n× k matrix A, and x, y ∈ Rn we will
write x ∼A y for x − y ∈ ImA. Clearly ∼A is an equivalence relation on Rn. Given
any such matrix A and any x ∈ Rn≥0, define
CA,x ≡ (x+ Im(A)) ∩ R
n
≥0 = {y ∈ R
n
≥0 : y ∼
A x}.
In the study of chemical reactions, CΓ,x is termed the stoichiometry class of x (also
known as the “stoichiometric compatibility class” of x); for system (2.1) satisfying
assumptions A1–A4, CΛ,x will be termed the Λ-class of x. Since A3 implies that
Im(Γ) ⊆ Im(Λ), stoichiometry classes are subsets of Λ-classes, and clearly both are
(forward) invariant under the local semiflow φ. Stoichiometry classes or Λ-classes
intersecting int(Rn≥0) will be termed nontrivial.
The first result of this paper is the following local claim:
Theorem 2.1. Suppose that System (2.1) satisfies assumptions A1, A2, A3 and
A4. Each equilibrium e ∈ int(Rn≥0) is the unique equilibrium on its stoichiometry class
CΓ,e and is locally asymptotically stable relative to CΓ,e.
This will be proved via construction of a Lyapunov function on a neighbourhood
in CΓ,e of any positive equilibrium e. In order to extend this result to a global re-
sult, we need conditions to ensure that each nontrivial stoichiometry class contains
an equilibrium, the Lyapunov function exists on the whole relative interior of each
nontrivial stoichiometry class, and moreover that trajectories cannot approach the
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relative boundary of a nontrivial stoichiometry class. To make clear these notions we
need to introduce some additional ideas.
Given an n × r matrix Λ, define the closed, convex cone K(Λ) ⊆ Rn associated
with Λ as:
K(Λ) = {Λy : y ∈ Rr≥0} .
A local semiflow on Rn≥0 is persistent if
x ∈ int(Rn≥0)⇒ ω(x) ∩ ∂ R
n
≥0 = ∅
where ω(x) is the ω-limit set of x.
Let S ⊆ {1, . . . , n} and Sc = {1, . . . , n}\S. Define
FS = {x ∈ R
n : xi > 0, i ∈ S and xi = 0, i 6∈ S}.
FS will be referred to as an elementary face of R
n
≥0. (Elementary faces are the
relative interiors of the closed faces of Rn≥0.) An elementary face other than int(R
n
≥0)
or {0} will be termed nontrivial. An elementary face FS is repelling if, at each
x ∈ FS , there exists i ∈ Sc such that x˙i > 0. Quite generally a repelling face of Rn≥0
can contain no ω-limit points of a local semiflow on Rn≥0 (Lemma 11 in [13]).
To the list of conditions A1–A4 we add two further conditions:
A5. K(Λ) ∩ Rn≤0 = {0}.
A6. i. All reactions are reversible, or
ii. Every nontrivial elementary face of Rn≥0 which intersects a nontrivial
stoichiometry class of the system is repelling.
Remark on condition A5. It will be shown later that condition A5 guarantees
that the Lyapunov function constructed via conditions A1–A4 extends to the entire
relative interior of each nontrivial stoichiometry class. Given Λ of the form in con-
dition A3(i), it is clear that condition A5 is not satisfied if and only if Λ includes a
column in Rn≤0, i.e., with no positive entries.
Remark on condition A6. It will be shown in Lemma 4.5 that conditions
A1–A3 and A6(i) imply condition A6(ii) which, by the remarks above, implies the
following: given any x ∈ int(Rn≥0) and y ∈ CΓ,x, then ω(y) ∩ ∂R
n
≥0 = ∅, namely
CΓ,x ∩ ∂R
n
≥0 contains no limit points of the local semiflow φ. Note that this is a
stronger conclusion than persistence of φ|CΓ,x . The conclusion that for systems of
reversible reactions satisfying conditions A1–A3 and A6(i), equilibria on each non-
trivial stoichiometry class attract the whole class, including its boundary, is of some
interest in itself: invariant elementary faces of Rn≥0 do not intersect nontrivial stoi-
chiometry classes at all, thus making persistence a structural feature of the systems.
The occurrence of such structural persistence was already remarked on in [18]; in con-
trast proving persistence for CRNs with mass action kinetics in the general situation
where nontrivial stoichiometry classes may intersect invariant faces of Rn≥0 is delicate
([19, 20] for example) .
We have the following global result:
Theorem 2.2. Suppose that System (2.1) satisfies conditions A1, A2, A3, A4,
A5 and A6. Then each nontrivial stoichiometry class contains exactly one equilibrium,
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which lies in int(Rn≥0), and is globally asymptotically stable relative to its stoichiom-
etry class.
In physical terms chemical reaction networks satisfying conditions A1–A6 have
very simple behaviour: different initial conditions on the same nontrivial stoichiometry
class converge to the same positive equilibrium.
3. Examples. The proofs of Theorems 2.1 and 2.2 are somewhat involved, so
some examples of their application are provided first.
3.1. Example 1. Consider the system of three reactions involving four chemicals
A⇋ B + C, B ⇋ D, C +D ⇋ A (3.1)
and the associated differential equation (2.1) with assumptions A1, A2. The stoichio-
metric matrix, Γ admits a factorisation Γ = ΛΘ as follows:


−1 0 1
1 −1 0
1 0 −1
0 1 −1

 =


1 0 0
0 1 0
−1 0 0
0 0 1




−1 0 1
1 −1 0
0 1 −1


Note that Λ and Θ fulfil conditions A3. The DSR graph at each interior point (drawn
under assumption A2) is shown in Figure 3.1, and is clearly strongly connected. So
condition A4 is satisfied. By observation, condition A5 holds. Finally, all reactions
are assumed to be reversible, so condition A6 holds. By Theorem 2.2 each nontrivial
stoichiometry class contains exactly one equilibrium which attracts the whole stoi-
chiometry class.
B
C
A D
Fig. 3.1. The DSR graph for reaction system (3.1) at any interior point in Rn
≥0
. Edge-labels
are omitted. Negative edges are represented as dashed lines, while positive edges are shown with
bold lines: only connectedness is important for the results here, and so edge signs are not needed;
however including these makes the relationship between the DSR graph and the network of reactions
(3.1) clearer to see. Pairs of antiparallel arcs of the same sign are represented as single undirected
edges.
We remark that this example also fulfils the conditions in [11], from which global
stability follows from a rather different argument. This is not the case for the next
example.
3.2. Example 2. Consider the following system of 4 chemical reactions on 5
chemicals:
A⇋ B + C, B ⇋ D, C +D ⇋ A, C + E ⇋ A. (3.2)
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As before, make assumptions A1, A2 about the kinetics. The stoichiometric matrix,
Γ admits a factorisation Γ = ΛΘ as follows:

−1 0 1 1
1 −1 0 0
1 0 −1 −1
0 1 −1 0
0 0 0 −1


=


1 0 0 0
0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1




−1 0 1 1
1 −1 0 0
0 1 −1 0
0 0 0 −1

 .
It is again easy to confirm that condition A3 is satisfied, and that the DSR graph at
each interior point under assumption A2 (Figure 3.2) is strongly connected, so that
condition A4 is satisfied.
C
E
A B
D
Fig. 3.2. The DSR graph for reaction system 3.2 at each interior point of Rn
≥0
. Conventions
are as in Figure 3.1.
By observation, condition A5 holds. Condition A6 again holds automatically
as reactions have been assumed to be reversible. By Theorem 2.2 each nontrivial
stoichiometry class contains exactly one equilibrium which attracts the whole stoi-
chiometry class.
To illustrate the case where reactions are not all reversible, we consider one further
example.
3.3. Example 3. We consider an example sometimes termed an “enzymatic
futile cycle” [12] and whose biological importance is discussed in some detail in [21].
Global stability in this example can be proven in many ways ([12] for example), but
is also an immediate consequence of the results in this paper.
The enzymatic futile cycle:
S1 + E ⇋ ES1 → S2 + E
S2 + F ⇋ FS2 → S1 + F
(3.3)
has stoichiometric matrix which factorises as follows:

−1 0 0 1
−1 1 0 0
1 −1 0 0
0 1 −1 0
0 0 −1 1
0 0 1 −1


=


1 0 0 0
0 −1 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
0 0 0 1




−1 0 0 1
1 −1 0 0
0 1 −1 0
0 0 1 −1

 ,
and DSR graph shown in Figure 3.3.
Conditions A1 and A2 are assumed, while conditions A3–A5 are easy to confirm.
On the other hand, Condition A6(ii) can be directly checked. The details involve the
notions of siphons and associated faces of Rn≥0, developed in Appendix C, and are
presented in Appendix D.
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S1
ES1 S2
E
F
FS2
Fig. 3.3. The DSR graph for reaction system 3.3 which is clearly strongly connected. Conven-
tions are as in Figure 3.1. Note that as a consequence of the irreversibility of some reactions, some
edges in the DSR graph do not have an oppositely directed partner and so appear as directed.
4. Proofs of the results.
4.1. Summary of the proofs. The proofs proceed roughly as follows. The key
objects of interest are Λ-classes which are in general invariant r-dimensional objects in
Rn. Conditions A1–A3 will imply that on each Λ-class φ is monotone with respect to
the ordering defined by K(Λ). Additionally, if condition A4 holds, then φ is strongly
monotone in the relative interior of each nontrivial Λ-class (in a sense to be made
precise below). Condition A3 (ii) allows the construction of an increasing (linear) first
integral on each Λ-class such that stoichiometry classes become the level sets of this
function. One implication is that stoichiometry classes are antichains in the ordering
defined by K(Λ). Via a construction closely related to those in [14, 15], conditions
A1–A4 allow the construction of a Lyapunov function on each stoichiometry class
in a neighbourhood of any positive equilibrium, strictly increasing along nontrivial
trajectories. Adding condition A5 allows this Lyapunov function to be extended to
the entire relative interior of the stoichiometry class, while assumption A6 ensures that
trajectories on nontrivial stoichiometry classes cannot have ω-limit sets intersecting
∂Rn≥0. While some of the arguments are minor modifications of arguments in [15],
often they are simpler than the general arguments there, and so the presentation will
be mostly self-contained.
4.2. Basics on cones and partial orders. A closed, convex and pointed cone
K ⊆ Rn (i.e., a closed, convex cone additionally satisfying K ∩ (−K) = {0}) will be
termed a CCP cone. If a CCP cone K has nonempty interior, then it will be termed
proper [22]. Define K∗ to be the dual cone to K, i.e., K∗ = {λ ∈ Rn | 〈λ, y〉 ≥
0 for all y ∈ K}.
Given an n× r matrix Λ with rank r, then K(Λ) is an r-dimensional CCP cone
in Rn generated by r extremal vectors (the columns of Λ). However, we can consider
K(Λ) to be proper on any coset of ImΛ (the affine hull of K(Λ)) in the following
sense: given z ∈ Rr and c ∈ Rn, the map z 7→ c+Λz is a linear bijection from Rr to a
coset of ImΛ, which maps the proper cone Rr≥0 to c+K(Λ). Via this identification,
standard results on monotone dynamical systems can be lifted to cosets of ImΛ.
The symbols <,>,≤,≥,≪,≫ will refer to the standard partial ordering on Rn.
For example, for a, b ∈ Rn, a < b means b− a ∈ Rn≥0\{0}. When the ordering is that
defined by some other cone K, the alternative symbols ≺,≻,,,Î,Ï will be used.
(Where these symbols are used, the cone in question will be clear from the context.)
For example, given some CCP cone K ⊆ Rn and a, b ∈ Rn, a  b means b − a ∈ K.
Normally a Î b means b − a ∈ int(K); here the meaning will be extended so that
given any CCP cone K ⊆ Rn, a Î b means b− a ∈ relint(K).
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Given a partial order  defined by a cone K, and some set X , if x, y ∈ X implies
x 6≺ y, we will say that “X is a K-antichain”.
4.3. Λ-classes are lattices. The lemmas to follow will show that the cones
considered here define orderings which make each Λ-class a lattice. Given a, b ∈ Rr,
define c = a ∧ b by ci = min{ai, bi}, and c = a ∨ b by ci = max{ai, bi}.
Lemma 4.1. Let Λ be an n× r matrix with rank r defining a cone K(Λ) ⊆ Rn.
Let c ∈ Rn be an arbitrary vector.
1. Consider x, y ∈ Rr, z = x ∧ y, x′ = c + Λx, y′ = c + Λy, and z′ = c + Λz.
Then (i) z′  x′ and z′  y′ and (ii) Any b′ ∈ c + Im(Λ) satisfying b′  x′
and b′  y′, also satisfies b′  z′. In other words, z′ is the infimum of x′, y′
in the order defined by K(Λ).
2. Consider x, y ∈ Rr, z = x ∨ y, x′ = c + Λx, y′ = c + Λy, and z′ = c + Λz.
Then (i) z′  x′ and z′  y′ and (ii) Any b′ ∈ c + Im(Λ) satisfying b′  x′
and b′  y′, also satisfies b′  z′. In other words, z′ is the supremum of x′, y′
in the order defined by K(Λ).
Proof. Part 1 will proved. The proof of Part 2 is similar. Since z ≤ x, x − z =
p ∈ Rr≥0. So x
′ − z′ = (c+ Λx)− (c+ Λz) = Λp, i.e., z′  x′. Similarly z′  y′.
Consider a vector b′ = c+ Λb satisfying b′  x′ and b′  y′. i.e.,
x′ − b′ = c+ Λx− (c+ Λb) = Λp1 and y
′ − b′ = c+ Λy − (c+ Λb) = Λp2 ,
where p1, p2 ∈ Rr≥0. Multiplying each equation by any matrix Λ
′ such that Λ′Λ = I
gives b ≤ x and b ≤ y, implying b ≤ x ∧ y ≡ z, i.e. z − b = p3 ∈ Rr≥0. So
z′ − b′ = (c+ Λz)− (c+ Λb) = Λp3 ∈ K(Λ), i.e. b′  z′.
Notation. Given any Λ satisfying the assumptions of Lemma 4.1, and x, y ∈ Rn
with x ∼Λ y, we write xN y for the infimum of x, y under the order defined by K(Λ).
Similarly x O y refers to the supremum of x, y under the order defined by K(Λ).
Clearly (x O y) ∼Λ (x N y) ∼Λ x ∼Λ y.
The next lemma shows that additional assumptions on Λ ensure that the inter-
section of a coset of Im(Λ) with any closed order interval under the standard ordering
(including, for example, Rn≥0 itself) is a lattice under the order defined by K(Λ).
Lemma 4.2. Let Λ be an n× r matrix of rank r, and such that each row contains
no more than one positive entry and no more than one negative entry. Given c ∈ Rn,
x′, y′ ∈ c+ Im(Λ) and t ∈ Rn:
1. If x′, y′ ≥ t, then x′ N y′ ≥ t.
2. If x′, y′ ≥ t, then x′ O y′ ≥ t.
3. If x′, y′ ≤ t, then x′ N y′ ≤ t.
4. If x′, y′ ≤ t, then x′ O y′ ≤ t.
Proof. Choose x, y ∈ Rr such that x′ = c+Λx, y′ = c+Λy. If row i of Λ contains
a positive entry, then define p(i) by Λi,p(i) > 0, and let αi = Λi,p(i); otherwise let
p(i) = 1 and αi = 0. Similarly, if row i of Λ contains a negative entry, then define
q(i) by Λi,q(i) < 0, and let βi = −Λi,q(i); otherwise let q(i) = 1 and βi = 0. Note that
for each i, αi, βi ≥ 0. We get
(Λx)i = αixp(i) − βixq(i) and (Λy)i = αiyp(i) − βiyq(i) .
We prove Statements 1 and 2. Statements 3 and 4 follow analogously.
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1. Let z = x ∧ y so that, by Lemma 4.1, z′ = c+ Λz = x′ N y′.
z′i = ci + (Λz)i = ci + αimin{xp(i), yp(i)} − βimin{xq(i), yq(i)} .
So either
z′i = ci + αixp(i) − βixq(i) = ci + (Λx)i ≥ ti, or
z′i = ci + αiyp(i) − βiyq(i) = ci + (Λy)i ≥ ti, or
z′i = ci + αixp(i) − βiyq(i) ≥ ci + (Λx)i ≥ ti (because yq(i) ≤ xq(i)), or
z′i = ci + αiyp(i) − βixq(i) ≥ ci + (Λy)i ≥ ti (because xq(i) ≤ yq(i)).
In every case, z′i ≥ ti, so z
′ ≥ t.
2. Let z = x ∨ y so that, by Lemma 4.1, z′ = c+ Λz = x′ O y′.
z′i = ci + (Λz)i = ci + αimax{xp(i), yp(i)} − βimax{xq(i), yq(i)} .
So either
z′i = ci + αixp(i) − βixq(i) = ci + (Λx)i ≥ ti, or
z′i = ci + αiyp(i) − βiyq(i) = ci + (Λy)i ≥ ti, or
z′i = ci + αixp(i) − βiyq(i) ≥ ci + (Λy)i ≥ ti (because xp(i) ≥ yp(i)), or
z′i = ci + αiyp(i) − βixq(i) ≥ ci + (Λx)i ≥ ti (because yp(i) ≥ xp(i)).
In every case, z′i ≥ ti, so z
′ ≥ t.
Corollary 4.3. Let Λ be an n × r matrix with rank r, and such that each
row contains no more than one positive entry and no more than one negative entry.
Then, with the partial order defined by K(Λ), CΛ,c is a lattice for each c ∈ Rn≥0.
Consequently, with assumption A3, each Λ-class of (2.1) is a lattice.
Proof. This follows from Statements 1 and 2 of Lemma 4.2 with t as the origin.
4.4. Each Λ-class has an infimum. We show that including condition A5
ensures the existence of a unique minimal element on each Λ-class.
Lemma 4.4. Consider any n×r matrix Λ of rank r, and such that K(Λ)∩Rn≤0 =
{0}. Then given any c ∈ Rn≥0, CΛ,c contains a greatest lower bound in the ordering
determined by K(Λ).
Proof. Consider any chain (i.e., totally ordered subset) C ⊆ CΛ,c. Take any
decreasing sequence (xi) ⊆ C, i.e., x0 ≻ x1 ≻ x2 ≻ · · · . We want to show that
(xi) is bounded (and hence bounded below). Since the sequence is arbitrary, this will
imply that C is bounded below. Suppose, on the contrary, there exists a subsequence
(xik ) with |xik | → ∞, implying that |xik − x0| → ∞. Consider the bounded sequence
(xik − x0)/|xik |, and by passing to a subsequence if necessary, assume that it is
convergent, i.e., (xik − x0)/|xik | → y. But (xik − x0)/|xik | = xik/|xik | − x0/|xik |, and
since xik/|xik | is nonnegative and of magnitude 1, and x0/|xik | → 0, it follows that
y is nonnegative and of magnitude 1. On the other hand, (xik − x0)/|xik | ∈ −K(Λ),
and since −K(Λ) is closed, y ∈ −K(Λ). This implies that −K(Λ) includes a nonzero,
nonnegative vector, contradicting the assumptions of the theorem. Thus every chain
has a lower bound. By Zorn’s Lemma, CΛ,c contains a minimal element. Since CΛ,c is
a lattice, this minimal element is unique.
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4.5. With reversibility, ω-limit sets of nontrivial initial conditions lie in
int(Rn≥0). The next claim is that if all reactions are reversible, no limit sets of System
(2.1) satisfying conditions A1–A3 on a nontrivial stoichiometry class can intersect
∂Rn≥0. In other words, conditions A1–A3 and A6(i) imply condition A6(ii):
Lemma 4.5. Consider System (2.1) satisfying conditions A1–A3. Suppose addi-
tionally that all reactions are reversible, and let S be some nonempty, proper subset
of {1, . . . , n}. If for some c≫ 0, CΓ,c intersects FS, then FS is repelling.
This claim involves a somewhat lengthy digression, and so is proved and illus-
trated in Appendix C. Note that the assumption that chemical reactions are reversible
means, mathematically, that the rate function v(x) fulfils conditions K1 and K3 in
Appendix B.
4.6. An increasing first integral, stoichiometry classes are antichains.
In this subsection, make only the following assumptions on Γ, implied by assumption
A3. Assume that Γ = ΛΘ where
C1. Λ is an n× r matrix with rank r.
C2. Θ is an r ×m matrix, ker(ΘT ) is one dimensional, and there is a unit vector
yΘ ∈ ker(ΘT ) satisfying yΘ ≫ 0.
Since ΛT has rank r, it defines a surjective map from Rn → Rr, and so we can choose
and fix a vector pΘ such that Λ
T pΘ = yΘ. Note that pΘ ∈ int(K(Λ)∗), the dual cone
to K(Λ), since for any z > 0, pTΘΛz = y
T
Θz > 0. Define the linear scalar function
H : Rn → R by H(x) = pTΘx. The next lemma shows that H is increasing with
respect to the order defined by K(Λ).
Lemma 4.6. Consider x, y ∈ Rn such that y ≻ x. Then H(y) > H(x).
Proof. Note that y = x+ Λz where z > 0. Then
H(y)−H(x) = pTΘy − p
T
Θx = p
T
Θ(Λz) = y
T
Θz > 0,
where the last inequality follows because z > 0, and yΘ ≫ 0.
Next, we prove that restricting attention to a Λ-class, stoichiometry classes are
precisely the level sets of H .
Lemma 4.7. For any x ∈ Rn≥0, CΓ,x = {y ∼
Λ x |H(y) = H(x)}.
Proof. From the definitions, CΓ,x ⊆ CΛ,x. Note that pTΘΓ = p
T
ΘΛΘ = y
T
ΘΘ = 0. So
given y ∼Γ x, and writing y = x+ Γy′,
H(y) = pTΘy = p
T
Θ(x+ Γy
′) = pTΘx = H(x) .
So CΓ,x ⊆ {y ∼Λ x |H(y) = H(x)}.
On the other hand, consider any y ∼Λ x such that H(y) = H(x). Write y =
x+ Λy′ and note that
0 = H(y)−H(x) = pTΘ(y − x) = p
T
ΘΛy
′ = yTΘy
′.
Since yΘ spans ker(Θ
T ) and Im(Θ) = [ker(ΘT )]⊥, y′ ∈ Im(Θ). So y′ = Θy′′ for some
y′′, i.e., y = x+ ΛΘy′′ = x + Γy′′. Thus y ∼Γ x. So CΓ,x ⊇ {y ∼Λ x |H(y) = H(x)},
proving the claim.
Corollary 4.8. Each stoichiometry class of System (2.1) with assumption A3
is a K(Λ)-antichain.
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Proof. Note that condition A3 implies conditions C1 and C2. By Lemma 4.7,
x ∼Γ y implies H(x) = H(y). On the other hand, by Lemma 4.6, H(x) = H(y)
implies x 6≺ y, and it follows that CΓ,y is a K(Λ)-antichain.
Notation. Given the characterisation in Lemma 4.7, when we restrict attention
to some Λ-class CΛ,c, we can refer to the stoichiometry class in CΛ,c on which H(·)
takes the value h as ChΛ,c, i.e. define C
h
Λ,c = {y ∈ CΛ,c |H(y) = h}.
4.7. K-quasipositivity. Notation for matrices. Given any matrix M , we
refer to the kth column of M as Mk and the kth row of M as M
k. It is convenient to
phrase results in terms of “qualitative classes” of matrices and related ideas. Given a
matrix M , the matrix-sets Q(M), Q0(M) and Q1(M) are defined in Appendix A.
Terminology. Given a CCP cone K ⊆ Rn, and an n× n matrix J , we say that
J is K-quasipositive if there exists α ∈ R such that J + αI : K → K. If in fact
there exists α ∈ R such that J + αI : K → K and J + αI is K-irreducible (namely, if
F is a closed face of K and J +αI : F → F , then either F = {0} or F = K), then we
say that J is strictly K-quasipositive.
The following lemma on K-quasipositivity of a special class of rank 1 matrices
appears as Theorems 5.3 and 5.4 in [10].
Lemma 4.9. Consider a vector γ, any vector v ∈ Q0(−γ) and a CCP cone K
with extremals {yi}. Define two conditions as follows:
A. γ = ryk for some k, and either (i) r > 0 and yj ∈ Q1(−γ) for all j 6= k or
(ii) r < 0 and yj ∈ Q1(γ) for all j 6= k.
B. There exist r1, r2 > 0 and yi ∈ Q1(γ)\Q1(−γ), yj ∈ Q1(−γ)\Q1(γ) such that
γ = r1yi − r2yj. Moreover, yk ∈ (Q1(γ) ∩ Q1(−γ)) for k 6∈ {i, j}.
If either γ = 0, or A or B holds then γvT is K-quasipositive.
Proof. The case γ = 0 is trivial. For the remaining cases, see [10]. Although
cones were assumed in that reference to be proper, the proofs are straightforward
calculations which apply for any CCP cone.
An immediate corollary is:
Corollary 4.10. Consider a matrix Γ, any matrix V ∈ Q0(−ΓT ) and some
CCP cone K. If each nonzero column of Γ satisfies either condition A or condition
B of Lemma 4.9, then ΓV is K-quasipositive.
Proof. ΓV =
∑
i ΓiV
i, and by Theorem 4.9 for each i there exists αi such that
ΓiV
i + αiI : K → K. Clearly, defining α =
∑
i αi, ΓV + αI : K → K.
This leads to:
Lemma 4.11. Let Λ be an n × r matrix with rank r, and no more than one
nonzero entry in each row. Let Θ be an r × m matrix such that each column of Θ
contains no more than one positive entry and no more than one negative entry. Let
Γ = ΛΘ, V ∈ Q0(−ΓT ). Then ΓV is K(Λ)-quasipositive.
Proof. We need to show that for each i, Γi fulfils the conditions of Lemma 4.9.
The trivial case Θi = 0 implies Γi = 0. The reader can easily confirm that if Θi
contains a single nonzero entry, then Γi satisfies condition A, and if Θi contains a
positive entry and a negative entry, then Γi satisfies condition B.
Corollary 4.12. Consider System (2.1) with assumptions A1–A3. At each
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x ∈ Rn≥0, the Jacobian matrix ΓDv(x) is K(Λ)-quasipositive.
Proof. Assumption A2 implies that Dv(x) ∈ Q0(−Γ
T ) at each x ∈ Rn≥0. As-
sumption A3 implies the assumptions of Lemma 4.11, which now gives the result.
4.8. Strict K-quasipositivity. The aim in this section is to infer the following
for System (2.1) satisfying conditions A1–A3: at any point x where the DSR graph
G(x) is strongly connected, the Jacobian J(x) is strictlyK(Λ)-quasipositive (i.e., there
exists α ∈ R such that J(x)+αI : K(Λ)→ K(Λ) and J(x)+αI is K(Λ)-irreducible).
The following is an immediate consequence of Theorem 1 in [23].
Lemma 4.13. Let K ⊆ Rn be a CCP cone, A an n×m matrix, and B′ an m×n
matrix. Suppose that ImA 6⊆ spanF for any nontrivial face F of K, and that AB is
K-quasipositive for each B ∈ Q0(B′). Then whenever the DSR graph GA,B is strongly
connected, AB is strictly K-quasipositive.
We wish to apply this result with A = Γ, B′ = −ΓT , and K = K(Λ). We have
already seen that AB is K-quasipositive for all B ∈ Q0(−ΓT ), and so we need:
Lemma 4.14. Consider an n × r matrix Λ with rank r and an r × m matrix
Θ with no row of zeros. Let Γ = ΛΘ. Then ImΓ 6⊆ spanF for any nontrivial face
F ⊆ K(Λ).
Proof. Since rankΛ = r, a vector z ∈ ImΛ has a unique representation z =∑
αiΛi. Consider some nontrivial face F of K(Λ), and choose some k such that
Λk 6∈ F . Since Θ has no row of zeros, choose some i(k) such that Θk,i(k) = α 6= 0.
Define y = Γeˆi(k) = ΛΘeˆi(k) = αΛk + · · · . Since this representation of y is unique,
clearly y 6∈ spanF and so ImΓ 6⊆ spanF .
We can deduce that:
Corollary 4.15. Consider System (2.1) with assumptions A1–A3. Assume that
at some x ∈ Rn≥0, the DSR graph GΓ,Dv(x) is strongly connected. Then the Jacobian
matrix ΓDv(x) is strictly K(Λ)-quasipositive.
Proof. Condition A3(ii) implies that Θ has no row of zeros, for if Θij = 0 for some
i and all j, and z is a positive vector in kerΘT which exists by assumption, then {z, eˆi}
are two linearly independent vectors in kerΘT . So by Lemma 4.14, ImΓ 6⊆ spanF
for any nontrivial face F ⊆ K(Λ). Since, by Lemma 4.11, ΓDv(x) is K-quasipositive
for all Dv(x) ∈ Q0(−Γ
T ), Lemma 4.13 now implies that ΓDv(x) is strictly K(Λ)-
quasipositive whenever GΓ,Dv(x) is strongly connected.
It follows immediately that:
Corollary 4.16. Consider System (2.1) with assumptions A1–A4. The Jaco-
bian matrix ΓDv(x) is strictly K(Λ)-quasipositive at each x ∈ int(Rn≥0).
4.9. Monotonicity and strong monotonicity. We have shown in Corollar-
ies 4.12 and 4.16 that conditions A1–A4 imply that ΓDv is K(Λ)-quasipositive on
all of Rn≥0 and strictly K(Λ)-quasipositive on int(R
n
≥0). The implications in terms of
monotonicity and strong monotonicity of the local semiflow restricted to Λ-classes are
discussed briefly.
Notation. Given a, b ∈ Rn, define the closed segment [a, b] = {λa + (1 − λ)b :
λ ∈ [0, 1]}. Open and semi-open segments (a, b), (a, b] and [a, b) are similarly defined.
12
The following is a consequence of results in [4] (see also [13]):
Lemma 4.17. Consider a proper cone K ⊆ Rr, some open set U ⊆ Rr , and a
C1 vector field f : U → Rr with Jacobian matrix Df . Let X ⊆ U be some convex
domain, positively invariant under the local flow φU defined by f , and let φ be the
induced local semiflow on X. Assume that Df is K-quasipositive in X. Consider
some x, y ∈ X with x  y. Then φt(x)  φt(y) for each t > 0 such that φt(x), φt(y)
exist. If x ≺ y and there exists z ∈ [x, y] such that Df(z) is strictly K-quasipositive,
then φt(x) Î φt(y) for each t > 0 such that φt(x), φt(y) exist.
Our interest is in Λ-classes. Recalling that Λ can be regarded as a bijection from
Rr to Im(Λ), mapping Rr≥0 to K(Λ), Lemma 4.17, Corollaries 4.12 and 4.16, together
imply:
Corollary 4.18. Consider System (2.1) with assumptions A1–A4 and x, y ∈
Rn≥0 with x  y. Then φt(x)  φt(y) for each t > 0 such that φt(x), φt(y) exist. If
x ≺ y and at least one of x, y is in int(Rn≥0), then φt(x) Î φt(y) (namely, φt(y) −
φt(x) ∈ relintK(Λ)) for each t > 0 such that φt(x), φt(y) exist.
4.10. Structure of the equilibrium set. Define E ⊆ Rn≥0 to be the equilib-
rium set of (2.1), i.e.
E = {x ∈ Rn≥0 : Γv(x) = 0}.
Lemma 4.19. Consider System (2.1) with assumptions A1–A4 and two distinct
equilibria x, y with x ∼Λ y and at least one of x, y ∈ int(Rn≥0). Then either x Î y or
y Î x. Consequently no stoichiometry class with an equilibrium in int(Rn≥0) contains
more than one equilibrium.
Proof. Assume, by relabelling x and y if necessary, that x 6≻ y.
(i) Suppose x ≺ y, but x 6Î y. Since at least one of x or y lies in int(Rn≥0), the
line segment [x, y] certainly intersects int(Rn≥0). Corollary 4.18 then implies
that for t > 0, x = φt(x) Î φt(y) = y, a contradiction.
(ii) Now suppose that x and y are not order related. Then z ≡ x N y is different
from x and y. By monotonicity φt(z)  φt(x) = x and φt(z)  φt(y) = y.
Since z ≡ x N y, φt(z)  z. But φt(z) ∈ CΓ,z by invariance of CΓ,z, and
CΓ,z is an antichain (Corollary 4.8), so z ∈ E. If y ∈ int(Rn≥0) (resp. x ∈
int(Rn≥0)), applying the argument in part (i) to z and y (resp. z and x) gives
a contradiction.
Since stoichiometry classes are subsets of Λ-classes and are antichains, it follows
immediately that no stoichiometry class with an equilibrium in int(Rn≥0) contains
more than one equilibrium.
Remark. Strong ordering of equilibria followed from a considerably more in-
volved argument in [15]. Here the fact that Λ-classes are lattices makes the conclusion
simple.
Given x ∼Λ y, define
P (x, y) = ((x +K(Λ)) ∪ (x−K(Λ))) ∩ CΓ,y .
Using the characterisation in Lemma 4.7, we can alternatively write
P (x, y) = ((x +K(Λ)) ∪ (x−K(Λ))) ∩ {w ∼Λ x : H(w) = H(y)}.
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Lemma 4.20. Assume that matrices Λ, Θ and Γ satisfy Condition A3. Then
P (x, y) is nonempty for any y ∼Λ x.
Proof. If H(y) = H(x), then by Lemma 4.7, x ∈ CΓ,y and we are done. Assume
that H(y) > H(x) (resp. H(y) < H(x)). By the lattice property of CΛ,x (Corol-
lary 4.3), z = x O y ∈ CΛ,x ∩ (x + K(Λ)) (resp. z = x N y ∈ CΛ,x ∩ (x − K(Λ))),
and by Lemma 4.6 H(z) ≥ H(y) > H(x) (resp. H(z) ≤ H(y) < H(x)). Since
(x + K(Λ)) ∩ CΛ,x (resp. (x − K(Λ)) ∩ CΛ,x) is convex, it includes [x, z]. By the
intermediate value theorem there exists w ∈ [x, z] such that H(w) = H(y). By con-
struction w ∈ P (x, y).
Lemma 4.21. Consider any CCP cone K ⊆ Rn≥0 and some vector p ∈ int(K
∗).
Given any point x ∈ Rn and any constant t > 0, the set (x+K)∩{y : pT y = pTx+ t}
is bounded. Similarly, (x−K) ∩ {y : pT y = pTx− t} is bounded.
Proof. The first statement will be proved; the proof of the second is similar. With
fixed x and p, define
R = inf
y∈K,|y|=1
pT y.
Since pT (y−x) > 0 (as p ∈ K∗ and y−x ∈ K\{0}), R > 0 as the infimum of a positive
function on a compact set. Consider any sequence yn in (x+K)∩{y : pT y = pTx+t}.
We then have t = pT (yn−x) ≥ R|yn−x|, i.e., |yn−x| ≤ t/R, and so (yn) is bounded.
Lemma 4.22. Assume that matrices Λ, Θ and Γ satisfy Condition A3. P (x, y)
is a nonempty compact, convex set for any y ∼Λ x.
Proof. It has been shown in Lemma 4.20 that P (x, y) is nonempty. Either x = y,
in which case P (x, y) = {x} which is trivially compact and convex; or exactly one of
(x +K(Λ)) ∩ CΓ,y or (x −K(Λ)) ∩ CΓ,y is nonempty (since stoichiometry classes are
antichains by Corollary 4.8). For definiteness assume that P (x, y) = (x+K(Λ))∩CΓ,y
is nonempty (the other case is similar). P (x, y) is thus closed and convex as the in-
tersection of closed, convex sets. Applying Lemma 4.21 with K = K(Λ) and p = pΘ,
P (x, y) is bounded.
Lemma 4.23. Consider System (2.1) satisfying conditions A1–A3. Choose some
e ∈ E. Then each stoichiometry class in CΛ,e contains an equilibrium.
Proof. By Lemma 4.22, for arbitrary x ∼Λ e, the intersections P (e, x) are
nonempty, compact, convex sets. Moreover these sets are forward invariant under φ:
((e+K(Λ)) ∪ (e−K(Λ))) is forward invariant by monotonicity of φ (Corollary 4.18)
and since the stoichiometry class CΓ,x is forward invariant, P (e, x) is forward invariant
as the intersection of forward invariant sets. By the Brouwer fixed point theorem ([24]
for example) P (e, x) contains an equilibrium. Since x was arbitrary, each stoichiom-
etry class in CΛ,e contains an equilibrium.
Lemma 4.24. Consider System (2.1) satisfying conditions A1–A4 and some e ∈
E ∩ int(Rn≥0). There exists an equilibrium e0 ∈ (e− relint(K(Λ))) ∩ int(R
n
≥0). Given
any such equilibrium e0 there exists a homeomorphism
ψ : [H(e0), H(e)]→ ψ([H(e0), H(e)]) ⊆ E
such that (i) H(ψ(h)) = h, (ii) ψ([H(e0), H(e)]) ⊆ int(Rn≥0) and (iii) h1 < h2 ⇒
ψ(h1) Î ψ(h2).
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Proof. Certainly, e is a not a minimal element of CΛ,e since it lies in int(Rn≥0),
and moreover e lies in relint(CΓ,e). Define R as in the proof of Lemma 4.21, fixing
K = K(Λ) and p = pΘ, namely:
R = inf
y∈K,|y|=1
pTΘy.
Let 0 < δ be the minimum distance from e to ∂Rn≥0 and choose some positive ǫ < δR.
Then for any x  e such that H(e)−H(x) ≤ ǫ, P (e, x) ⊆ int(Rn≥0): this follows since
|y − e| ≤ (H(e) − H(x))/R < δ for y ∈ P (e, x) (see the proof of Lemma 4.21). By
Lemma 4.22, P (e, x) is a nonempty, compact convex set, and consequently contains an
equilibrium eH(x). Since eH(x) ∈ (e− relint(K(Λ))) ∩ int(R
n
≥0), it is, by Lemma 4.19,
the unique equilibrium in CΓ,x. Defining e0 = eH(e)−ǫ, for h ∈ [H(e0), H(e)], the map
ψ : h 7→ eh is thus well defined, has image in int(R
n
≥0) and is clearly a bijection onto
its image. ψ−1 is continuous as it is simply the restriction of H to the image of ψ.
We next show that ψ is continuous (see also the proof of Lemma 5.12 in [15]).
Consider any h ∈ [H(e0), H(e)], a sequence of values hi ⊆ [H(e0), H(e)] with hi → h,
and the corresponding equilibria ei = ψ(hi). Since all ei lie in the order interval
[[e0, e]] = {y ∈ Rn : e0  y  e} ⊆ int(Rn≥0) which is easily seen to be bounded, ei
contains no unbounded subsequences. Consider any convergent subsequence of (ei),
say eik → e˜. By closure of E and [[e0, e]], e˜ ∈ E ∩ [[e0, e]], and by continuity of
H , H(e˜) = h. Since ψ(h) is the unique equilibrium satisfying these requirements,
e˜ = ψ(h). Thus ψ is continuous.
Finally, that H(ψ(h)) = h is immediate from the definition, and that h1 < h2 ⇒
ψ(h1) Î ψ(h2) is immediate from Lemma 4.19 since Im(ψ) ⊆ int(Rn≥0).
Remark. We could equally prove the existence of e0 ∈ (e + relint(K(Λ))) ∩
int(Rn≥0) and a homeomorphism ψ : [H(e), H(e0)]→ ψ([H(e), H(e0)]) ⊆ E.
4.11. Local asymptotic stability of equilibria. We are now in a position to
prove the local stability of all positive equilibria for System (2.1) satisfying conditions
A1–A4.
Proof of Theorem 2.1. Consider any positive equilibrium e. That e is the unique
equilibrium on CΓ,e follows from Lemma 4.19. Choose and fix some equilibrium e0 ∈
(e− relint(K(Λ)))∩ int(Rn≥0) as in the proof of Lemma 4.24. Via Lemma 4.24 define a
strictly increasing homeomorphism ψ : [H(e0), H(e)]→ ψ([H(e0), H(e)]) ≡ Ee0,e ⊆ E
such that ψ(H(e0)) = e0 and ψ(H(e)) = e. Note that Ee0,e ⊆ int(R
n
≥0) and is strictly
ordered. Define U = (e0 +K(Λ)) ∩ CΓ,e. For any point x ∈ U\{e}, e0 ∈ x −K(Λ).
On the other hand e 6∈ x−K(Λ). Since Ee0,e is homeomorphic to a line segment (and
hence connected), Ee0,e must intersect x − relbdK(Λ). Moreover this intersection
is unique, otherwise some pair of distinct equilibria in Ee0,e must fail to be strictly
ordered. It is also clear that (e− relbdK(Λ))∩Ee0,e = {e}. Thus for all x ∈ U , define
Q(x) ≡ (x − relbdK(Λ)) ∩ Ee0,e, and L(x) ≡ H(Q(x)). We make three claims (the
reader may wish to compare Lemmas 5.16, 5.17 and 5.18 in [15]):
1. L(e) > L(x) for x ∈ U\{e};
2. Q, and hence L, are continuous on U ;
3. L increases strictly along nontrivial orbits.
The first statement is immediate since H(e) > H(z) for z ∈ Ee0,e\{e}. Since both
K(Λ) and Ee0,e are closed sets, with intersection at a unique point, it is not hard to see
that for (xi) ⊆ U with xi → x, Q(xi)→ Q(x) and the second claim follows. Finally,
given x ∈ U\{e}, by strong monotonicity (Corollary 4.18), φt(x) Ï φt(Q(x)) = Q(x)
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for t > 0; if z  Q(x) then z Î φt(x), i.e., z 6= Q(φt(x)). So Q(φt(x)) ≻ Q(x), and
thus L(φt(x)) > L(x), proving the third claim.
Thus L serves as a Lyapunov function for φ|U , and, by standard arguments, e
is locally asymptotically stable relative to CΓ,e. In particular, each x ∈ relintU is
attracted to e.
4.12. Global asymptotic stability of equilibria. For a global result we need
to show that the previous local constructions can be extended.
Lemma 4.25. Consider System (2.1) with conditions A1–A4 defining a local
semiflow φ. Consider some c ∈ int(Rn≥0). Suppose CΛ,c contains an infimum z  CΛ,c,
and that given any y ∈ CΛ,c ∩ int(Rn≥0), φ has no ω-limit points on CΓ,y ∩ ∂ R
n
≥0.
Then, for each h ∈ [H(z), H(c)], the stoichiometry class ChΛ,c contains exactly one
equilibrium. For h ∈ (H(z), H(c)] this equilibrium is in int(Rn≥0).
Proof. Since stoichiometry classes are antichains (Corollary 4.8), and z  CΛ,c,
{z} must be an entire stoichiometry class, and consequently (since stoichiometry
classes are invariant) z is an equilibrium. Since CΛ,c contains an equilibrium, by
Lemma 4.23, each stoichiometry class in CΛ,c contains an equilibrium. Since CΓ,c is a
nontrivial stoichiometry class, by the assumption on ω-limit sets of φ all equilibria in
CΓ,c lie in int(Rn≥0). By Lemma 4.19, there is in fact a unique equilibrium in CΓ,c. In
summary, CΓ,c contains a unique equilibrium and this equilibrium lies in int(Rn≥0).
Choose any h ∈ (H(z), H(c)]. By continuity of H , there exists x ∈ (z, c] such
that H(x) = h, i.e. x ∈ ChΛ,c. By basic properties of convex sets, x ∈ int(R
n
≥0), and
so CΓ,x is nontrivial. Applying to CΓ,x the argument applied to CΓ,c, CΓ,x contains
exactly one equilibrium, and this equilibrium is in int(Rn≥0).
Lemma 4.26. Consider any c ∈ int(Rn≥0) and the nontrivial Λ-class CΛ,c with
the assumptions of Lemma 4.25. There exists a strictly increasing homeomorphism
ψ : [H(z), H(c)] → ψ([H(z), H(c)]) ⊆ E and such that (i) H(ψ(h)) = h, (ii) h1 <
h2 ⇒ ψ(h1) Î ψ(h2).
Proof. By Lemma 4.25 for each h ∈ [H(z), H(c)], ChΛ,c contains a unique equilib-
rium eh and for h ∈ (H(z), H(c)], eh ∈ int(Rn≥0). Defining ψ by ψ(h) = eh it is clear
that ψ is a bijection. Continuity of ψ and ψ−1 now follow as in Lemma 4.24. That
h1 < h2 ⇒ ψ(h1) Î ψ(h2) follows from Lemma 4.19.
We are now finally ready to prove the main global convergence result.
Proof of Theorem 2.2. Consider any c ∈ int(Rn≥0), the nontrivial stoichiometry
class CΓ,c and the nontrivial Λ-class CΛ,c. By Lemma 4.4, assumptions A3 and A5
imply that there exists z ∈ CΛ,c with z  CΛ,c. By condition A6, for y ∈ int(Rn≥0),
φ has no ω-limit points on CΓ,y ∩ ∂ Rn≥0. Thus Lemma 4.25 applies: for each h ∈
[H(z), H(c)], ChΛ,c contains exactly one equilibrium eh and for h ∈ (H(z), H(c)], eh ∈
int(Rn≥0). Let e ≡ eH(c) be the equilibrium in CΓ,c.
By Lemma 4.26, the map ψ : [H(z), H(c)]→ ψ([H(z), H(c)]) ≡ Ez,c ⊆ E defined
by ψ(h) = eh is a strictly increasing homeomorphism. We now follow the proof of
Theorem 2.1 with e0 = z. Since z  CΛ,c, P (z, c) = (z + K(Λ)) ∩ CΓ,c = CΓ,c.
One immediate consequence is that CΓ,c is bounded by Lemma 4.22. Thus given any
y ∈ CΓ,c, ω(y) (the ω-limit set of y) exists.
For y ∈ CΓ,c we define Q(y) = (y − relbdK) ∩ Ez,c and construct the Liapunov
function L(·) = H(Q(·)) defined on all of CΓ,c. That Q is well defined, L(e) > L(y)
for y ∈ CΓ,c\{e}, Q, and hence L, are continuous on CΓ,c follow as in the proof of
Theorem 2.1. Note that L is strictly increasing, namely L(φt(y)) > L(y) for t > 0,
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if y ∈ (CΓ,c\{e}) ∩ int(Rn≥0), but if y ∈ CΓ,c ∩ ∂R
n
≥0 we can only claim that L is
nondecreasing, namely L(φt(y)) ≥ L(y) for t > 0: it may occur that Q(y) = z, in
which case the entire segment [z, y] may lie in ∂Rn and we only have φt(y)  φt(z) = z.
Thus ω(y) lies in {e} ∪ (CΓ,c ∩ ∂Rn≥0). But by condition A6, φ has no ω-limit points
on ∂Rn≥0, and so ω(y) = {e}. Thus all initial conditions in CΓ,c are attracted to e.
5. Conclusions. A class of CRNs has been described with strong convergence
properties under only weak kinetic assumptions. The networks in this class are defined
primarily by the existence of a certain factorisation of their Jacobian matrices, and
strong connectedness of their DSR graphs. Roughly speaking, the convergence prop-
erties of these CRNs spring from the combination of monotonicity of the associated
dynamical systems and the existence of integrals of motion.
A natural question is how one can identify systems of reactions which fall into the
class described in this paper. Such identification would begin with deciding whether
a matrix Γ admits a factorisation as in condition A3: we sketch how an algorithm for
this purpose would proceed. The starting point is to identify collinear rows of Γ. A
partition of the row-set of Γ into r maximal collinear subsets provides a candidate for
a first factor Λ of the correct form, i.e., as in condition A3(i). Given such a Λ, the
second factor Θ is uniquely determined (since kerΛ is trivial), and it can be checked
whether kerΘT is one-dimensional, and if so, whether it intersects the interior of
some orthant O in Rr. If this is the case, but O 6= Rr≥0, then defining S to be the
diagonal matrix with diagonal entries in {−1, 1} which maps O to Rr≥0, we examine
(ΛS) (SΘ), and check whether SΘ has at most one positive entry and at most one
negative entry in each column. If this is the case, then (ΛS) (SΘ) now provides the
desired factorisation.
For the class discussed here, monotonicity is with respect to an order defined by a
cone with linearly independent extremal vectors. An interesting question is whether
it is possible to extend the theory to more general cones thus progressing with the
program of identifying CRNs with simple behaviour: while several of the proofs here
were simplified by the fact that Λ-classes were lattices, the results in [15, 13] suggest
that this may not be crucial to the geometric argument.
Finally, it was observed that Example 1 fell into a class which can also be proved
to be monotone in “reaction coordinates” [11]. An interesting theme for future work
is to work towards a synthesis of the approaches to monotonicity of CRNs in normal
(“species”) coordinates and reaction coordinates.
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Appendix A. Qualitative classes of matrices. A real matrix M determines
the qualitative class Q(M) consisting of all matrices with the same sign pattern
as M . Explicitly, X ∈ Q(M) if and only if i) X has the same dimensions as M , ii)
(Mij > 0)⇒ (Xij > 0), iii) (Mij < 0)⇒ (Xij < 0) and iv) (Mij = 0)⇒ (Xij = 0).
The closure of Q(M) is denoted byQ0(M), namely X ∈ Q0(M) if and only if i) X
has the same dimensions asM , ii) (Mij > 0)⇒ (Xij ≥ 0), iii) (Mij < 0)⇒ (Xij ≤ 0)
and iv) (Mij = 0)⇒ (Xij = 0).
Q1(M) is defined by deleting iv) from the defining properties of Q0(M).
Appendix B. Kinetic assumptions. Closely following [13] the following natu-
ral assumptions are made about the kinetics, namely about the function v(x) in (2.1).
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Ij,l is the set of indices of chemicals occurring on the left of reaction j and Ij,r is the
set of indices of the chemicals occurring on the right of reaction j.
(K1) Γij(∂vj/∂xi) ≤ 0, and if Γij = 0 then ∂vj/∂xi = 0. More briefly, in the
notation of the previous appendix,
[
∂vi(x)
∂xj
]
∈ Q0(−ΓT) at each x. This
condition has been discussed before in [25, 9] for example, and is satisfied by
all reasonable kinetics provided no chemical occurs on both sides of a reaction.
(K2) If reaction j is irreversible then
(i) vj ≥ 0 with vj = 0 if and only if xi = 0 for some i ∈ Ij,l.
(ii) If xi > 0 for all i ∈ Ij,l, then ∂vj/∂xi > 0 for each i ∈ Ij,l.
(K3) If reaction j is reversible then
(i) If xi = 0 for some i ∈ Ij,l (resp. for some i ∈ Ij,r) then vj ≤ 0 (resp.
vj ≥ 0).
(ii) If xi = 0 for some i ∈ Ij,l (resp. for some i ∈ Ij,r), then vj < 0 (resp.
vj > 0) if and only if xi′ > 0 for each i
′ ∈ Ij,r (resp. for each i′ ∈ Ij,l).
(iii) If xi > 0 for all i ∈ Ij,l (resp. for all i ∈ Ij,r) then, for each i ∈ Ij,l
(resp. i ∈ Ij,r), ∂vj(x)/∂xi > 0 (resp. ∂vj(x)/∂xi < 0).
One consequence of K3(iii) is that for a reversible system of reactions
[
∂vi(x)
∂xj
]
∈
Q(−ΓT) at each x ∈ int(Rn≥0).
Appendix C. Persistence in the reversible case. Given nonempty S (
{1, . . . , n}, define PS as the n × n projection matrix which maps the nonnegative
orthant to FS , the closure of the elementary face FS ⊆ Rn≥0 (i.e., P
S
ij = 1 if i = j ∈ S
and PSij = 0 otherwise). Amixed-column matrix is a matrix such that each nonzero
column contains both a positive and a negative entry. We note that as shown in [13]
condition A2 implies that:
1. An elementary face FS of R
n
≥0 is either repelling or the vector field on FS is
everywhere tangent to FS . In the latter case the set S
c is termed a siphon
[26, 27]. The face FSc associated with a siphon S will be termed a siphon
face.
2. For a system of reversible reactions with no chemical appearing on both sides
of any reaction, FS fails to be repelling if and only if (I − PS)Γ is a mixed-
column matrix. In intuitive terms, if the concentration of chemical i from
one side of reversible reaction j is zero on FS , while concentrations of all
chemicals on the other side of reaction j are nonzero on FS , then FS must be
repelling since chemical i is being produced by reaction j. This occurrence
manifests as (I − PS)Γ failing to be a mixed-column matrix.
Lemma C.1. Let S be a nonempty proper subset of {1, . . . , n}. Given an n×m
matrix Γ, suppose there exists w satisfying ΓT (I − PS)w = 0 and (I − PS)w > 0.
Then for each c ∈ int(Rn≥0), CΓ,c does not intersect FS.
Proof. CΓ,c intersects FS if and only if there exist y ∈ Rm, z ∈ Rn≥0 which solve
the equation
c+ Γy = PSz.
Left-multiplying both sides of the above equation by wT (I − PS) gives
wT (I − PS)c+ wT (I − PS)Γy = wT (I − PS)c = wT (I − PS)PSz = 0
Since c≫ 0 and (I − PS)w > 0 this is a contradiction, and so CΓ,c ∩ FS = ∅.
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The above lemma tells us that if there exists w such that (I − PS)w > 0 and
ΓT (I − PS)w = 0 then no nontrivial stoichiometry class intersects FS .
Lemma C.2. Suppose that Λ and Θ are matrices satisfying the conditions in
A3, and Q is a projection which takes Rn≥0 to some nontrivial (closed) face of R
n
≥0.
If J = QΛΘ is a mixed-column matrix, then there exists w satisfying Qw > 0 and
ΘTΛTQw = 0.
Proof. Suppose some column of ΛTQ is a nonzero multiple of a unit vector eˆk and
another is an oppositely signed multiple of eˆk. In particular, suppose (Λ
TQ)i = t1eˆk,
(ΛTQ)j = −t2eˆk, where t1, t2 > 0. Clearly Qeˆi = eˆi and Qeˆj = eˆj (otherwise
(ΛTQ)i = 0, resp. (Λ
TQ)j = 0), and the vector w = t2eˆi + t1eˆj satisfies Qw = w > 0
and ΛTQw = t2t1eˆk − t1t2eˆk = 0.
Suppose K(ΛTQ) ⊇ Rr≥0 or K(Λ
TQ) ⊇ Rr≤0. If K(Λ
TQ) ⊇ Rr≥0, then for some
w > 0, ΛTQw = yΘ, where 0 ≪ yΘ ∈ kerΘT and so ΘTΛTQw = 0. Similarly if
K(ΛTQ) ⊇ Rr≤0, then for some w > 0, Λ
TQw = −yΘ, and so ΘTΛTQw = 0.
Thus if there exists no w satisfying Qw > 0, ΘTΛTQw = 0, then each of the
following must be true:
1. Given a column of ΛTQ of the form t1eˆj where t1 6= 0, there is no column of
ΛTQ of the form t2eˆj with t1t2 < 0.
2. K(ΛTQ) 6⊇ Rr≥0 and K(Λ
TQ) 6⊇ Rr≤0.
These together imply that each column of QΛ has fixed sign (i.e., for each i, either
(QΛ)i = 0, or (QΛ)i < 0, or (QΛ)i > 0), and there exist two columns with differ-
ent sign. More precisely, defining S0, S+, S− ⊆ {1, . . . , r} by i ∈ S0 ⇔ (QΛ)i = 0,
i ∈ S+ ⇔ (QΛ)i ∈ Rn≥0\{0}, and i ∈ S− ⇔ (QΛ)i ∈ R
n
≤0\{0}, then {S0, S+, S−} is a
partition of {1, . . . , r} and at least two of S0, S+, S− are nonempty. By the definition
of Θ there exists some column of Θ, say column k, containing nonzero entries Θik and
Θjk such that i, j are not both in the same member of the partition {S0, S+, S−} (i.e.,
such that (QΛ)i and (QΛ)j are of different sign in the sense defined above). If this
were not the case, then Θ could be written in block-diagonal form, in which case it is
easy to show that kerΘT contains a nonnegative vector which is not a multiple of yΘ.
But then (QΛΘ)k = Θik(QΛ)i + Θjk(QΛ)j is a nonzero vector all of whose nonzero
entries are of the same sign, and hence QΛΘ fails to be mixed-column matrix.
Proof of Lemma 4.5. If FS fails to be repelling and the reactions are reversible,
then (I − PS)Γ is a mixed-column matrix. Applying Lemma C.2 with Q = I − PS ,
there exists w satisfying (I − PS)w > 0 and ΓT (I − PS)w = 0. But then, by
Lemma C.1, CΓ,c does not intersect FS for any c ≫ 0. In other words no nontrivial
stoichiometry class intersects FS .
We illustrate the preceding lemmas with an example. Consider the matrices
Λ =


1 0 0
0 1 0
1 0 0
−1 0 0
0 0 1


, Θ =


1 0 1
−1 1 0
0 −2 −2

 , Γ = ΛΘ =


1 0 1
−1 1 0
1 0 1
−1 0 −1
0 −2 −2


.
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Consider the pairs
S1 = {2, 3, 5} w1 = (1, 0, 0, 1, 0)
T
S2 = {1, 2, 5} w2 = (0, 0, 1, 1, 0)T
S3 = {2, 5} w3 = (1, 0, 1, 2, 0)T
S4 = {3, 4} w4 = (2, 2, 0, 0, 1)T
S5 = {1, 4} w5 = (0, 2, 2, 0, 1)T
S6 = {4} w6 = (1, 2, 1, 0, 1)T
S7 = {3} w7 = (3, 2, 0, 1, 1)T
S8 = {1} w8 = (0, 2, 3, 1, 1)T
For each Si ⊆ {1, 2, 3, 4, 5} listed above, (I − PSi)Γ is a mixed-column matrix, and
these are the only proper nonempty subsets of {1, 2, 3, 4, 5} with this property. Con-
sider for example the set S1 = {2, 3, 5}, giving
(I − PS1)Γ =


1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0




1 0 1
−1 1 0
1 0 1
−1 0 −1
0 −2 −2


=


1 0 1
0 0 0
0 0 0
−1 0 −1
0 0 0


which is clearly a mixed-column matrix. Further, in each case wi satisfies (I −
PSi)wi > 0 and Γ
T (I − PSi)wi = 0. Thus, as predicted by Lemma C.2, when-
ever (I − PS)Γ is a mixed-column matrix, there exists a corresponding vector r,
satisfying (I − PS)r > 0 and ΓT (I − PS)r = 0. Note that in the first three cases
(I − PSi)wi ∈ kerΛT , while in the rest ΛT (I − PSi)wi = (2, 2, 1)T ∈ kerΘT .
Appendix D. Checking condition A6(ii) for Example 3.
For the class of kinetics treated here, as described in [26], siphons can be identified
with sets of chemicals for which each “input reaction” is also an “output reaction”; in
other words S is a siphon if and only if for each i ∈ S every reaction able to produce
species i requires some chemical j ∈ S. Similar to the process in [26] using Petri
net graphs, siphons can readily be identified from examination of the DSR graph,
provided that arcs are signed.
A siphon is minimal if it does not contain (strictly) any other siphon. Clearly
every siphon face lies in the closure of at least one siphon face associated with a
minimal siphon: so if we can identify each minimal siphon Σ and prove that nontrivial
stoichiometry classes do not intersect FΣc , this ensures that nontrivial stoichiometry
classes intersect no siphon faces at all.
Recall that for Example 3 the stoichiometric matrix takes the form:
Γ =


−1 0 0 1
−1 1 0 0
1 −1 0 0
0 1 −1 0
0 0 −1 1
0 0 1 −1


corresponding to the substrate ordering [S1, E,ES1, S2, F, FS2]. In this case there
are exactly three minimal siphons: Σ1 = {2, 3} corresponding to substrates {E,ES1};
Σ2 = {5, 6} corresponding to substrates {F, FS2}; and Σ3 = {1, 3, 4, 6} corresponding
to substrates {S1, ES1, S2, FS2}. To proceed, note that some nontrivial stoichiometry
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class intersects the closed face FΣc
i
if and only if there exists c ∈ int(R6≥0) and z ∈ R
6
≥0
such that
c+ Γy = PΣ
c
i z.
However if such c ∈ int(R6≥0) and z ∈ R
6
≥0 exist, then defining v1 = (0, 1, 1, 0, 0, 0)
T ,
v2 = (0, 0, 0, 0, 1, 1)
T and v3 = (1, 0, 1, 1, 0, 1)
T , we obtain the following contradictions:
0 < vTi c = v
T
i c+ v
T
i Γy = v
T
i P
Σci z = 0 (i = 1, 2, 3).
These contradictions confirm that the equations c + Γy = PΣ
c
i z cannot be satisfied
for any c≫ 0 and z ≥ 0, and thus no nontrivial stoichiometry class intersects any of
the three closed faces FΣc
i
.
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