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Let Ω be a C1,1-bounded domain in Rn for n 2. In this paper, we are concerned with the
asymptotic behavior of the unique positive classical solution to the singular boundary-value
problem u + a(x)u−σ = 0 in Ω , u|∂Ω = 0, where σ  0, a is a nonnegative function in
Cαloc(Ω), 0 < α < 1 and there exists c > 0 such that
1
c  a(x)(δ(x))λ
∏m
k=1(Logk( ωδ(x) ))
μk  c.
Here λ 2, μk ∈R, ω is a positive constant and δ(x) = dist(x, ∂Ω).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in this paper on the estimates of positive solutions for nonlinear problems of the type{−u = a(x)g(u), x ∈ Ω,
u > 0 in Ω, u|∂Ω = 0, (1.1)
where Ω is a C1,1-bounded domain in Rn (n 2).
The existence of such solutions and their asymptotic behavior have been investigated by many authors (see [1–9,12,15]
and the references therein).
For a ≡ 1 on Ω and g(u) = u−σ for σ > 1, Crandall, Rabinowitz and Tartar proved in [6] that the problem (1.1) has a
unique classical solution u in Ω and showed that this solution satisﬁes the following estimates
c1
(
δ(x)
) 2
1+σ  u(x) c2
(
δ(x)
) 2
1+σ , near the boundary ∂Ω, (1.2)
where c1, c2 are positive constants and δ(x) = dist(x, ∂Ω).
In [9], Lazer and McKenna established the estimate (1.2) on Ω and instead of a ≡ 1 on Ω , they assumed that 0 < b1 
a(x)(δ(x))λ  b2, for all x ∈ Ω , where b1, b2 are positive constants and λ ∈ (0,2); then they proved that for σ > 1, there
exist two positive constants c1 and c2 such that
c1
(
δ(x)
) 2
1+σ  u(x) c2
(
δ(x)
) 2−λ
1+σ , for x ∈ Ω. (1.3)
Most recently, applying Karamata regular variation theory, many authors studied the exact asymptotic behavior of solu-
tions of the problem (1.1) (see [1–5,15]). For instance, in [15], Zhang has dealt with functions in the Karamata class called
regularly varying at zero with index −γ , γ ∈R which we recall in the following
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varying at zero with index −γ , γ ∈R, if for each ξ > 0
lim
t→0+
k(ξt)
k(t)
= ξ−γ .
Remark 1. As typical example of function k in this class, we quote
k(t) = t−γ
m∏
i=1
(
Logi
(
1
t
))−μi
,
where Logi(x) = Log ◦ Log ◦ · · · ◦ Log(x) (i times), μi ∈R.
In [15], Zhang studied the problem (1.1) under the following assumptions:
(H1) g ∈ C1((0,∞), (0,∞)), g′(s) 0 for all s > 0 and g is regularly varying at zero with index −γ , γ > 0.
(H2) a is a nonnegative function in Cαloc(Ω), 0 < α < 1 and there exist η > 0 and h ∈ C((0, η), (0,∞)) nonincreasing and
regularly varying at zero with index −λ, 0 < λ < 2, such that
lim
δ(x)→0
a(x)
h(δ(x))
= c0 > 0.
Then he proved the following result:
Theorem 1. (See [15].) Suppose (H1) and (H2) hold. Then the problem (1.1) has a unique solution u ∈ C2+α(Ω) ∩ C(Ω) such that
lim
δ(x)→0
u(x)
p(δ(x))
= c
1
γ+1
0 ,
where p is the unique local solution to the problem{−p′′(s) = h(s)g(p(s)), s ∈ (0, η),
p(s) > 0, s ∈ (0, η), p(0) = 0.
In [12], the authors extended the above result. In fact, they allowed both terms a(x) and g(u) to be in more general
classes of functions. More precisely, the function a was assumed to satisfy a similar asymptotic behavior and was required
to be in the elliptic Kato class K (Ω) studied and introduced in [10] and [14]. For the reader’s convenience we recall the
deﬁnition of K (Ω) and we give a class of functions belonging to this class. The result proved in [12] will be detailed in
Section 2.
Deﬁnition 2. A Borel measurable function q in Ω belongs to the Kato class K (Ω) if
lim
α→0 supx∈Ω
∫
B(x,α)∩Ω
δ(y)
δ(x)
G(x, y)
∣∣q(y)∣∣dy = 0.
Here and always G denotes the Green function for the Laplace operator in Ω , with zero Dirichlet boundary condition.
Example 1. (See [10] and [14].)
(i) For p > n2 , we have L
p(Ω) ⊂ K (Ω).
(ii) The function x → 1
(δ(x))λ
is in K (Ω) if and only if λ < 2.
In fact, we have the more general example:
Example 2. (See [12].) Let m ∈ N∗ and ω be a suﬃciently large positive constant such that the function
ψ(t) = t−λ
m∏
k=1
(
Logk
(
ω
t
))−μk
is deﬁned and positive on (0,2d) where d = diam(Ω).
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• λ < 2− np and μk ∈ R, for 1 km,
• λ = 2− np and μ1 = μ2 = · · · = μl−1 = 1− 1p , μl > 1− 1p , μk ∈R for l + 1 km,
we have the function x → ψ(δ(x)) f (x) is in K (Ω), provided that f ∈ Lp(Ω).
Remark 2. Let k be a function regularly varying at zero with index −γ . If 0 < γ < 2, then by [12, Corollary 1] we have
k(δ(.)) ∈ K (Ω).
To simplify our statements, the letter c will denote a generic positive constant which may vary from line to line and
for two nonnegative functions f and g on a set S , we write f (x)  g(x), for x ∈ S , if there exists a constant c > 0 not
depending on x such that
1
c
g(x) f (x) cg(x), ∀x ∈ S.
In this paper, we study the asymptotic behavior to the solution of the following problem{−u = a(x)u−σ , x ∈ Ω,
u > 0 in Ω, u|∂Ω = 0, (1.4)
where σ  0 and the function a satisﬁes the following hypothesis
(H) a is a nonnegative function in Cαloc(Ω), 0 < α < 1, satisfying for all x ∈ Ω
a(x)  (δ(x))−λ
m∏
k=1
(
Logk
(
ω
δ(x)
))−μk
.
Here and throughout this paper, m ∈ N∗ and ω is a positive constant large enough. The real numbers λ and μk , 1 km,
satisfy one of the following conditions
• λ < 2, μ1,μ2, . . . ,μm ∈R, and
• λ = 2, μ1 = μ2 = · · · = μl−1 = 1, μl > 1, μk ∈ R for l + 1 km.
Remark 3. It is obvious to see from Example 2 that if the function a satisﬁes hypothesis (H), then a is in the Kato class
K (Ω) and which implies by [12, Theorem 2] that problem (1.4) has a unique solution u ∈ C2+α(Ω) ∩ C(Ω).
The asymptotic behavior of such solution depends on the choice of the constants λ and σ . Hence we divide our main
results into the following theorems.
Theorem 2. Assume that a satisﬁes (H). If 1− σ < λ < 2 and μk ∈ R for 1 km, then the solution u of the problem (1.4) satisﬁes
for each x ∈ Ω
u(x)  δ(x) 2−λσ+1
m∏
k=1
(
Logk
(
ω
δ(x)
))−μk
σ+1
.
Remark 4. If we consider σ > 1, λ ∈ (0,2) and μk = 0 for all 1 k m in Theorem 2, the solution u of the problem (1.4)
satisﬁes
u(x)  δ(x) 2−λσ+1 , for x ∈ Ω,
which improves the inequalities (1.3) found in [9] by Lazer and McKenna.
Theorem 3. Assume that a satisﬁes (H). If λ = 2, μ1 = μ2 = · · · = μl−1 = 1, μl > 1 and μk ∈ R for l + 1 km, then the solution
u of the problem (1.4) satisﬁes for each x ∈ Ω
u(x) 
(
Logl
(
ω
δ(x)
)) 1−μl
σ+1 m∏
k=l+1
(
Logk
(
ω
δ(x)
))−μk
σ+1
.
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• If λ < 1− σ , then
u(x)  δ(x), for x ∈ Ω.
• If λ = 1− σ , μ1 = μ2 = · · · = μl−1 = 1, μl > 1 and μk ∈ R for l + 1 km, then
u(x)  δ(x), for x ∈ Ω.
• If λ = 1− σ , μ1 = μ2 = · · · = μl−1 = 1, μl < 1 and μk ∈ R for l + 1 km, then
u(x)  δ(x)
(
Logl
(
ω
δ(x)
)) 1−μl
σ+1 m∏
k=l+1
(
Logk
(
ω
δ(x)
))−μk
σ+1
, for x ∈ Ω.
• If λ = 1− σ and μ1 = μ2 = · · · = μm = 1, then
u(x)  δ(x)Logm+1
(
ω
δ(x)
) 1
σ+1
, for x ∈ Ω.
Remark 5. We mention that if σ = 0 and the function a satisﬁes an exact asymptotic behavior, the results in Theorems 2, 3
and 4 have been stated in [12]. For the convenience of the readers, this result is recalled in Lemma 2 stated below.
The remaining part of this paper is organized as follows. In Section 2, we state some technical lemmas which will be
useful for the proof of our results. Section 3 is devoted to prove our main results in Theorems 2, 3 and 4.
2. Technical lemmas
Lemma 1. Let η > 0, m ∈N∗ , l ∈N∗ , βl = 0 and βk ∈ R for k l + 1. Then the function θ deﬁned on (0, η) by
θ(t) =
m∏
k=l
(
Logk
(
ω
t
))−βk
,
satisﬁes:
(i) limt→0+ t θ
′(t)
θ(t) = 0.
(ii) limt→0+ t θ
′′(t)
θ ′(t) = −1.
(iii) limt→0+ t2 θ
′′(t)
θ(t) = 0.
Proof. By an elementary calculus, we have
θ ′(t)
θ(t)
= 1
t
h(t), (2.1)
where
h(t) =
m∑
k=l
βk
k∏
j=1
(
Log j
(
ω
t
))−1
. (2.2)
Since limt→0+ h(t) = 0, then (i) holds.
Now, we shall prove (ii). By differentiation, we have
θ ′′(t) = − 1
t2
h(t)θ(t) + 1
t
h′(t)θ(t) + 1
t
h(t)θ ′(t).
So, by using (2.1), we obtain
tθ ′′(t)
θ ′(t)
= −1+ th
′(t)
h(t)
+ h(t). (2.3)
We claim that
lim+
th′(t) = 0.t→0 h(t)
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h(t) =
m∑
k=l
βk Sk(t),
where
Sk(t) =
k∏
j=1
(
Log j
(
ω
t
))−1
.
Using that
S ′k(t)
Sk(t)
= −1
t
k∑
j=1
j∏
i=1
(
Logi
(
ω
t
))−1
,
it follows that for each k ∈ N∗ ,
t
S ′k(t)
Sk(t)
= 1
Log t
+ o
(
1
Log t
)
, if t → 0+.
This implies that
th′(t) = t
m∑
k=l
βk S
′
k(t) =
(
1
Log t
+ o
(
1
Log t
))
h(t), for t → 0+.
So, we deduce
lim
t→0+
th′(t)
h(t)
= 0.
This, together with (2.3), proves (ii).
Finally, (iii) holds immediately from (i) and (ii). 
The following lemma is stated in [12, Example 6]. To present it we need the following notation. For a nonnegative
measurable function a in Ω , we denote by Va the potential of a deﬁned in Ω by Va(x) = ∫
Ω
G(x, y)a(y)dy.
Lemma 2. (See [12].) Let m ∈ N∗ and ω be a suﬃciently large positive real number such that the function ψ is positive and deﬁned on
(0,1) by
ψ(t) = t−λ
m∏
k=1
(
Logk
(
ω
t
))−μk
,
where the constants λ and μk, 1 km, satisfy one of the following conditions:
• λ < 2, μk ∈ R, for 1 km,
• λ = 2, μ1 = μ2 = · · · = μl−1 = 1, μl > 1 and μk ∈ R for l + 1 km.
Let a be a nonnegative function in Cαloc(Ω) ∩ K (Ω), 0 < α < 1, such that
lim
δ(x)→0
a(x)
ψ(δ(x))
= c0 > 0.
Then we have the following estimates:
(a) If λ = 2, then
Va(x) ∼
δ(x)→0 c
(
Logl
(
ω
δ(x)
))1−μl m∏
k=l+1
(
Logk
(
ω
δ(x)
))−μk
.
(b) If 1 < λ < 2, then
Va(x) ∼
δ(x)→0 c
(
δ(x)
)2−λ m∏
k=1
(
Logk
(
ω
δ(x)
))−μk
.
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Va(x) ∼
δ(x)→0 cδ(x) Logm+1
(
ω
δ(x)
)
.
(d) If λ = 1 and l = inf{1 km, μk = 1} exists, then:
(i) If μl > 1, then
Va(x) ∼
δ(x)→0 cδ(x).
(ii) If μl < 1, then
Va(x) ∼
δ(x)→0 cδ(x)
(
Logl
(
ω
δ(x)
))1−μl m∏
k=l+1
(
Logk
(
ω
δ(x)
))−μk
.
(e) If λ < 1, then
Va(x) ∼
δ(x)→0 cδ(x).
Now, let ϕ be a positive eigenfunction corresponding to the ﬁrst smallest eigenvalue λ1 of the operator  in Ω with
zero Dirichlet boundary condition and satisfying ‖ϕ‖∞ = supx∈Ω |ϕ(x)| = 1.
It is well known that for each x ∈ Ω ,
ϕ(x)  δ(x). (2.4)
Lemma 3. The function θ deﬁned in Lemma 1 satisﬁes
θ
(
ϕ(x)
) θ(δ(x)), if x is near ∂Ω.
Proof. We intend to prove that for all k ∈ N∗
Logk
(
ω
ϕ(x)
)
 Logk
(
ω
δ(x)
)
, if x is near ∂Ω. (2.5)
Using (2.4), there exists c > 0 such that
Log
(
1
c
ω
δ(x)
)
 Log
(
ω
ϕ(x)
)
 Log
(
ωc
δ(x)
)
. (2.6)
Moreover, we have
Log( ct )
Log( 1t )
→ 1, if t → 0+. (2.7)
This, together with (2.6), proves (2.5) for k = 1.
By induction, we suppose that (2.5) holds for k ∈N∗ .
Then, there exists c > 0 such that
1
c
Logk
(
ω
δ(x)
)
 Logk
(
ω
ϕ(x)
)
 c Logk
(
ω
δ(x)
)
.
Using again (2.7), it follows that
Logk+1
(
ω
ϕ(x)
)
 Logk+1
(
ω
δ(x)
)
, if x is near ∂Ω.
This ends the proof. 
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Our idea is to compare the solution u of problem (1.4) to the function
v(x) = (ϕ(x))αθ(ϕ(x)), for x ∈ Ω,
where θ(t) =∏mk=l(Logk(ωt ))−βk , βl = 0, βk ∈ R for k l + 1 and α ∈ [0,1].
An elementary calculus shows that
v(x) = −θ(ϕ(x))ϕα−2(x)W (x), (3.1)
where
W (x) = ∣∣∇ϕ(x)∣∣2
(
α(1− α) − 2αϕ(x) θ
′(ϕ(x))
θ(ϕ(x))
− ϕ2(x) θ
′′(ϕ(x))
θ(ϕ(x))
)
+ λ1ϕ2(x)
(
α + ϕ(x) θ
′(ϕ(x))
θ(ϕ(x))
)
.
So, it is clear that the asymptotic behavior of v near the boundary ∂Ω depends on the choice of α.
Now, we recall that ϕ > 0 in Ω and ∇ϕ(x) = 0, for each x ∈ ∂Ω , then for each c1, c2 > 0 and β , μ > 0, there exists c > 1
such that for each x ∈ Ω ,
1
c
 c1ϕβ(x) + c2
∣∣∇ϕ(x)∣∣μ  c. (3.2)
Proof of Theorem 2. Let 1− σ < λ < 2 and put α = 2−λσ+1 and βk = μkσ+1 for 1 k m, then 0 < α < 1. From Lemma 1 and
(2.4), it follows that
lim
δ(x)→0ϕ(x)
θ ′(ϕ(x))
θ(ϕ(x))
= lim
δ(x)→0
(ϕ(x))2θ ′′(ϕ(x))
θ(ϕ(x))
= 0.
This, together with (3.1) and (3.2), leads to
−v(x)  θ(ϕ(x))ϕα−2(x), if δ(x) → 0.
Then
−v(x)vσ (x)  (ϕ(x))α(σ+1)−2(θ(ϕ(x)))(σ+1), if δ(x) → 0.
So
−v(x)vσ (x)  (ϕ(x))−λ
m∏
k=1
(
Logk
(
ω
ϕ(x)
))−μk
, if δ(x) → 0.
Using Lemma 3, (2.4) and (H), we get
−v(x)vσ (x)  a(x), if δ(x) → 0.
This means that there exist η > 0 and c > 0 such that
1
c
a(x)−v(x)vσ (x) ca(x), for x ∈ Ωη,
where Ωη = {x ∈ Ω, δ(x) < η}.
This implies that for x ∈ Ωη ,
−v1(x)vσ1 (x) a(x)−v2(x)vσ2 (x), (3.3)
where v1 = c1v = c− 1σ+1 v and v2 = c2v = c 1σ+1 v .
Now, we claim that the solution u of (1.4) satisﬁes
v1(x) u(x) v2(x), for x ∈ Ωη. (3.4)
Indeed, let A = {x ∈ Ωη, u(x) < v1(x)} and put w = u − v1, then w = 0 on ∂Ω . Since σ  0 and the function a is nonneg-
ative, it follows from (3.3) that −w  0 on A. The maximum principle asserts that w = 0 on ∂ A and A must be empty.
Thus w  0 on Ωη . By the same argument we also have u  v2 on Ωη and this proves (3.4).
Finally, since the functions u and v are positive and continuous in the compact Ω \ Ωη , then we have
u(x)  v(x), for x ∈ Ω \ Ωη.
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u(x)  δ(x) 2−λσ+1
m∏
k=1
(
Logk
(
ω
δ(x)
))−μk
σ+1
, for x ∈ Ω. 
Proof of Theorem 3. Let λ = 2 and suppose that μ1 = μ2 = · · · = μl−1 = 1, μl > 1 and μk ∈ R for l + 1 km. Put α = 0,
βl = μl−1σ+1 and βk = μkσ+1 for l + 1 km. Then (3.1) becomes
v(x) = −θ
′(ϕ(x))
ϕ(x)
(
λ1ϕ
2(x) − ϕ(x)θ
′′(ϕ(x))
θ ′(ϕ(x))
∣∣∇ϕ(x)∣∣2
)
.
From Lemma 1 and (2.4), it yields
lim
δ(x)→0ϕ(x)
θ ′′(ϕ(x))
θ ′(ϕ(x))
= −1.
According to (3.2), it follows that
−v(x)  θ
′(ϕ(x))
ϕ(x)
, if δ(x) → 0.
Then
−v(x)vσ (x)  θ
′(ϕ(x))
ϕ(x)
θσ
(
ϕ(x)
)
, if δ(x) → 0. (3.5)
Now, we have
θ ′(ϕ(x))
ϕ(x)θ(ϕ(x))
= h(ϕ(x))
ϕ2(x)
,
where
h(t) =
m∑
k=l
βk
k∏
j=1
(
Log j
(
ω
t
))−1
=
l∏
j=1
(
Log j
(
ω
t
))−1[
βl + o(1)
]
, if t → 0+.
Using the fact that μl > 1 which implies that βl > 0, we obtain
θ ′(ϕ(x))
ϕ(x)θ(ϕ(x))
 1
ϕ2(x)
l∏
j=1
(
Log j
(
ω
ϕ(x)
))−1
, if δ(x) → 0.
This, together with (3.5), leads to
−v(x)vσ (x)  1
ϕ2(x)
∏m
j=l(Log j( ωϕ(x) ))
−β j(σ+1)
∏l
j=1(Log j( ωϕ(x) ))
, if δ(x) → 0.
Since μ1 = μ2 = · · · = μl−1 = 1, μl = 1+ βl(σ + 1) and μk = βk(σ + 1) for l + 1 km, then
−v(x)vσ (x)  1
ϕ2(x)
m∏
j=1
(
Log j
(
ω
ϕ(x)
))−μ j
, if δ(x) → 0.
We deduce from (H), (2.4) and Lemma 3 that
−v(x)vσ (x)  a(x), if δ(x) → 0.
The rest of the proof is similar to the one of Theorem 2. 
Proof of Theorem 4. Let λ 1− σ . The solution u of the problem (1.4) veriﬁes the integral equation
u(x) =
∫
G(x, y)a(y)u−σ (y)dy. (3.6)
Ω
S. Gontara et al. / J. Math. Anal. Appl. 369 (2010) 719–729 727It is well known that for each x, y ∈ Ω ,
δ(x)δ(y) cG(x, y).
Then
u(x) cδ(x). (3.7)
This, together with (3.6) and (H), implies that
u(x) c
∫
Ω
G(x, y)
(
δ(y)
)−λ−σ m∏
k=1
(
Logk
(
ω
δ(y)
))−μk
dy. (3.8)
Now, putting μ = λ + σ , we obtain
u(x) c
∫
Ω
G(x, y)
(
δ(y)
)−μ+ m∏
k=1
(
Logk
(
ω
δ(y)
))−μk
dy,
where μ+ = max(0,μ).
• Suppose that λ < 1− σ , then we have 0μ+ < 1. So, it follows from Lemma 2(e) that
u(x) cδ(x).
This, together with (3.7), leads to
u(x)  δ(x), for x ∈ Ω.
• Suppose that λ = 1− σ , we distinguish three cases.
Case 1. Suppose that μ1 = μ2 = · · · = μl−1 = 1, μl > 1 and μk ∈ R for l + 1 km. Then, by using Lemma 2(d)(i) and
(3.8), we have
u(x) cδ(x).
According to (3.7), we obtain
u(x)  δ(x), for x ∈ Ω.
Case 2. Suppose that μ1 = μ2 = · · · = μl−1 = 1, μl < 1 and μk ∈ R for l + 1 km.
Put α = 1, βl = μl−1σ+1 and βk = μkσ+1 for l + 1 km.
From (3.1), we have
v(x) = θ ′(ϕ(x))
(
−λ1ϕ2(x)
(
θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
+ 1
)
+ ∣∣∇ϕ(x)∣∣2
(
2+ ϕ(x) θ
′′(ϕ(x))
θ ′(ϕ(x))
))
. (3.9)
By Lemma 1 and (2.4), it yields
lim
δ(x)→0ϕ(x)
θ ′(ϕ(x))
θ(ϕ(x))
= 0.
Then, if x is near ∂Ω , we have
θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
+ 1  θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
.
This implies that
−λ1ϕ2(x)
(
θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
+ 1
)
 −λ1ϕ(x)θ(ϕ(x))
θ ′(ϕ(x))
, if δ(x) → 0. (3.10)
Now, we have
ϕ(x)θ(ϕ(x))
′ =
ϕ2(x)
,θ (ϕ(x)) h(ϕ(x))
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h(t) =
m∑
k=l
βk
k∏
j=1
(
Log j
(
ω
t
))−1
=
l∏
j=1
(
Log j
(
ω
t
))−1[
βl + o(1)
]
, if t → 0+.
Since μl < 1, we have βl < 0 and it follows that
−h(t) 
l∏
j=1
(
Log j
(
ω
t
))−1
, if t → 0+. (3.11)
Using the fact that there exists c > 0 such that
1
c
t  t
l∏
j=1
(
Log j
(
ω
t
))
 c, for t small enough,
we have
1
c
ϕ2(x)− ϕ
2(x)
h(ϕ(x))
 cϕ(x), if δ(x) → 0,
which implies that there exists c > 0 such that
1
c
ϕ2(x)−ϕ(x)θ(ϕ(x))
θ ′(ϕ(x))
 cϕ(x), for x near ∂Ω.
So, using (3.10), we get
1
c
ϕ2(x)−λ1ϕ2(x)
(
θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
+ 1
)
 cϕ(x), for x near ∂Ω. (3.12)
Now, since from Lemma 1 and (2.4), we have
lim
δ(x)→0
ϕ(x)θ ′′(ϕ(x))
θ ′(ϕ(x))
= −1,
it follows that
∣∣∇ϕ(x)∣∣2
(
2+ ϕ(x) θ
′′(ϕ(x))
θ ′(ϕ(x))
)
 ∣∣∇ϕ(x)∣∣2, if δ(x) → 0. (3.13)
This, together with (3.12) and (3.2), implies by (3.9) that
v(x)  θ ′(ϕ(x)), if δ(x) → 0.
Using
θ ′
(
ϕ(x)
)= h(ϕ(x))θ(ϕ(x))
ϕ(x)
,
we get
v(x)vσ (x)  ϕσ−1(x)h(ϕ(x))θσ+1(ϕ(x)), if δ(x) → 0,
which implies from (3.11) that
−v(x)vσ (x)  ϕσ−1(x)
∏m
j=l(Log j( ωϕ(x) ))
−(σ+1)β j
∏l
j=1(Log j( ωϕ(x) ))
, if δ(x) → 0.
Finally, since λ = 1− σ , μ1 = μ2 = · · · = μl−1 = 1, μl = 1+ βl(σ + 1) and μk = βk(σ + 1) for 1+ l  k m, it follows
that
−v(x)vσ (x)  ϕ−λ(x)
m∏(
Log j
(
ω
ϕ(x)
))−μ j
, if δ(x) → 0.j=1
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−v(x)vσ (x)  a(x), if δ(x) → 0.
The same argument used in Theorem 2 ends the proof.
Case 3. Suppose that μ1 = μ2 = · · · = μm = 1.
We consider
v(x) = ϕ(x)θ(ϕ(x)), for x ∈ Ω,
where θ(t) = (Logm+1(ωt ))
1
σ+1 .
Using (3.1), we notice that v satisﬁes as in Case 2, the following equality
v(x) = θ ′(ϕ(x))
(
−λ1ϕ2(x)
(
θ(ϕ(x))
ϕ(x)θ ′(ϕ(x))
+ 1
)
+ ∣∣∇ϕ(x)∣∣2
(
2+ ϕ(x) θ
′′(ϕ(x))
θ ′(ϕ(x))
))
.
Moreover, from Lemma 1 and (2.4), we ﬁnd again
lim
δ(x)→0ϕ(x)
θ ′(ϕ(x))
θ(ϕ(x))
= 0 and lim
δ(x)→0
ϕ(x)θ ′′(ϕ(x))
θ ′(ϕ(x))
= −1.
Then (3.10) and (3.13) continuous to hold.
Now, since
ϕ(x)θ(ϕ(x))
θ ′(ϕ(x))
= ϕ
2(x)
h(ϕ(x))
,
where
h(t) = −1
σ + 1
m+1∏
j=1
(
Log j
(
ω
t
))−1
,
then we ﬁnd again (3.12).
Hence to achieve the proof we use the same argument as in Case 2. 
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