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Abstract: In order to study hemodynamic changes involved in muscular 
metabolism by means of time domain fNIRS, we need to discriminate in the 
measured signal contributions coming from different depths. Muscles are, in 
fact, typically located under other tissues, e.g. skin and fat. In this paper, we 
study the possibility to exploit a previously proposed method for analyzing 
time-resolved fNIRS measurements in a two-layer structure with a thin 
superficial layer. This method is based on the calculation of the time-
dependent mean partial pathlengths. We validated it by simulating venous 
and arterial arm cuff occlusions and then applied it on in vivo measurements. 
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1. Introduction  
Near infrared spectroscopy (NIRS), is a non-invasive optical technique for monitoring 
hemodynamic parameters (e.g. oxy- and deoxy-hemoglobin concentration) of biological tissues 
[1-3]. In most applications the target tissues are the brain cortex and the muscle. Both targets 
cannot be directly investigated by NIRS since they are naturally covered by other tissue types: 
the scalp, the skull, and the cerebral spinal fluid layer shelter the brain cortex, while the skin 
and the fat layer cover the muscle. To a first approximation, from a physical point of view, these 
target tissues can be modelled as a layered medium with a superficial layer and a deep layer. 
Depending on the thickness and on the optical properties of the superficial layer, the estimate 
of hemodynamic parameters in the deep layer by NIRS measurements can be greatly affected. 
In the typical configuration for NIRS measurements, optical fibers for light injection and 
collection are placed on the surface of the superficial medium at a relative distance of about 2 
cm or greater. As a result, the NIRS signal receives contributions from photons that have 
travelled in both layers. There is therefore the need of extracting from the NIRS signal the 
information regarding the deep layer, discriminating the contribution coming from the 
superficial one. A multi-distance approach has been proposed to tackle this issue in the 
continuous wave (CW) [4,5], in the frequency domain (FD) or in the time domain (TD) [6]. 
However, with TD NIRS it is possible to discriminate signals coming from different depths 
without the need of implementing a multi-distance approach [7-10]. In fact, in TD NIRS there 
is a direct and intuitive link between the time spent by photons inside the tissue and the probed 
depth. Therefore, it is possible to qualitatively discriminate superficial and deep changes by 
selecting early and late time-windows in the recorded distribution of photon time-of-flights 
(DTOF). However, the accurate quantification of the hemodynamic changes in the different 
compartments of tissues is still an open issue, and different solutions were proposed [11-14]. In 
particular, a method, based on the refined computation of the pathlengths traveled by photons 
in a two-layer medium, was recently proposed by our group [13]. This method was applied for 
modelling the adult head, where the thickness of the upper layer was varied in the range 0.5 – 
2 cm in 0.5 cm steps. No studies were performed for other cases (e.g. neonatal head) or other 
tissues (e.g. muscle) in other body compartments (e.g. arm, leg and abdomen). In these cases, 
we have to take into account that the superficial layer is much thinner than the one we encounter 
on average during measurements on the adult head. Our aim is to test if the proposed method 
can be applied with success also when the superficial layer is in the range 0.2-1 cm.  
In the first part of the work we simulate a realistic situation where the concentrations of oxy- 
[O2Hb], deoxy- [HHb], and total-hemoglobin [tHb], and tissue oxygen saturation [SO2] vary 
as during an arterial or a venous occlusion of the arm muscle. We implemented different 
conditions in terms of geometry (layer thickness) and instrument set-up (instrument response 
function) and investigated different ways to analyze data (homogenous or bi-layer model). In 
the second part, we applied the results on data acquired during in vivo measurements. 
 
2. Material and methods 
2.1 Simulations 
We modeled the arm as a two-layer structure composed of a superficial (UP) and a deep (DW) 
layer, respectively (see Fig.1). The UP layer represents the part of the arm which is not involved 
in muscle activity (i.e. skin, lipid and surface capillary bed), while the DW layer refers to the 
muscular tissue. The thickness of the UP layer (SUP) was varied in the range 2-10 mm, in 2 mm 
steps, while the thickness of the DW layer (SDW) was kept fixed to 100 mm. The refractive 
index was set at n = 1.40 for both the UP and DW layers. The spectral dependence of the reduced 
scattering coefficient was modeled applying an approximation to the Mie theory [15] as
( ) ( )' 0/
b
s aµ λ λ λ
−= , with 0λ = 600 nm, a = 12 cm-1 and b = 0.5 for the UP layer, a = 12 cm-1 
and b = 1 for the DW layer. The absorption coefficient was obtained from the concentrations 
Ci of the tissue constituents by means of the Beer’s law, ( ) ( )a i i
i
Cµ λ ε λ= ∑ , where ( )iε λ is 
the specific absorption of the i-th component. We choose 690 nm and 821 nm as operating 
wavelengths, being two wavelengths in the range employed by most TD NIRS instruments [7]. 
As main tissue components, we considered HHb, O2Hb, lipid and water. Starting from some 
studies [16-18] and some our previous experience [19] we set the baseline concentrations as 
shown in Table 1. The values for total-hemoglobin ( )2tHb O Hb HHb= +  and tissue oxygen 
saturation ( )2 2 /SO O Hb tHb= are also shown, since they are the relevant hemodynamic 
parameters for clinical applications. In Table 1 the corresponding values for the optical 
properties in the two layers are also reported. 
Given the value of the optical parameters at the two wavelengths, the time-resolved 
reflectance (TRR) curves were simulated , with an interfiber distance ρ = 20 mm and for an  
 
 
Fig. 1. Geometry of the two-layer structure. UP: superficial layer, DW: deep 
layer. SUP  and SDW: thickness of the UP and DW layer. μa: absorption 
coefficient. μ’s: scattering coefficient. ρ: interfiber distance. 
 
 
Table 1: Values for the concentrations of the main constituents and for the optical parameters in the 
UP and DW layer of the arm. 




















UP 10 30 80 20 40 75 0.07 0.09 11.2 10.3 
DW 50 150 20 80 200 75 0.34 0.42 10.4 8.8 
 
 
ideal time-resolved set-up with a δ-like instrument response function (IRF). The TRR curves 
were calculated by computing the solution of the diffusion equation in a two-layer geometry 
[20] by means of a homemade software. The total number of collected photons was set at 108 
photons, and Poisson noise was added to the simulated curves to mimic real measurements. We 
did not implement repetitions since it was already demonstrated by Zucchelli et al. [13] that the 
error introduced by repetitions is just a negligible stochastic one. In the previously mentioned 
paper was also already discussed the influence of different counts rates for the TRR curves.  
Starting from the baseline values reported in Table 1 different scenarios were simulated to 
mimic typical hemodynamic changes in the arm. The first scenario simulated is an arterial 
occlusion (AO): when a pneumatic cuff is inflated around the arm at a pressure higher than 
180 mmHg, both the arteries and the veins are closed and the typical response is an increase of 
HHb and a decrease of O2Hb, with a corresponding decrease of SO2, while tHb stays fixed 
(apart from a slight increase during the initial cuff inflation phase, given that arteries are closed 
only after veins occlusion and a limited amount of blood can enter the measured volume before 
the complete AO starts). If the cuff is then released, a typical reactive hyperemia peak is 
observed, eventually followed by a recovery to the baseline values.  
The second simulated scenario is a venous occlusion (VO) obtained by inflating a 
pneumatic cuff at a pressure below 100 mmHg that is sufficiently mild to keep the arteries open. 
In this case both HHb and O2Hb increase (as well as tHb), while SO2 shows only a slight 
decrease. For both scenarios the amount of the variations were tuned according to literature data 
[21] For representation purposes we have decided to simulate a time course of hemodynamic 
changes in which the baseline values were kept fixed for 20 s, the occlusion lasted 60 s and the 
recovery phase 80 s. The sampling time was 10 s per point, so as to create 2 points in the 
baseline, 6 points in the occlusion phase and 8 points in the recovery phase. With these settings, 
we are aware of the fact that the rate of change of the hemodynamic parameters might be 
distorted with respect to the natural case (e.g. in AO the maximum change in the hemodynamic 
parameters may require much more than 1 min). Nonetheless, we were not interested in 
monitoring in details the time course, rather in estimating the maximal errors when large 
variations occur. In Table 2 and Table 3 the simulated variations of the hemodynamic 
parameters during AO and VO are reported for both UP and DW layers, respectively.  
In order to thoroughly test the performances of the analysis method (described in the next 
section) we have simulated for the AO (VO) scenarios, the sub-cases AOUP (VOUP) where the 
changes in the hemodynamic parameters occur in the UP layer only (with DW layer kept 
constant at the baseline values) and AODW (VODW), where the changes occur in the DW layer 
only (with UP layer kept constant at the baseline values). While these sub-cases can be far from 
real physiological situations, they are useful to test the ability of the method in discriminating 
changes that occur in the UP or DW layer. 
 
Table 2: the hemodynamic parameters during the arterial occlusion (AO) 
  Baseline Arterial Occlusion Cuff Release Recovery 
 Time [s] 0-20 30 40 50 60 70 80 90 100 110 120 130 140 140-160 
UP O2 Hb [µM] 30 28 26 24 22 20 18 20 28 32 30 30 30 30 
 HHb [µM] 10 12 14 16 18 20 22 20 12 8 10 10 10 10 
 SO2 [%] 75 70 65 60 55 50 45 50 70 80 75 75 75 75 
 tHB [µM] 40 40 40 40 40 40 40 40 40 40 40 40 40 40 
DW O2 Hb [µM] 150 140 130 120 110 100 90 100 140 160 150 150 150 150 
 HHb [µM] 50 60 70 80 90 100 110 100 60 40 50 50 50 50 
 SO2 [%] 75 70 65 60 55 50 45 50 70 80 75 75 75 75 
 tHB [µM] 200 200 200 200 200 200 200 200 200 200 200 200 200 200 
Table 3: the hemodynamic parameters during the venous occlusion (VO) 
  Baseline Venous Occlusion Cuff Release Recovery 
 Time [s] 0-20 30 40 50 60 70 80 90 100 110 120 130 140 140-160 
UP O2 Hb [µM] 30 32 34 36 38 40 42 40 32 28 30 30 30 30 
 HHb [µM] 10 12 14 16 18 20 22 20 12 8 10 10 10 10 
 SO2 [%] 75 73 71 69 67 65 63 68 73 78 75 75 75 75 
 tHB [µM] 40 44 48 52 56 60 64 58 48 38 40 40 40 40 
DW O2 Hb [µM] 150 160 170 180 190 200 210 200 160 140 150 150 150 150 
 HHb [µM] 50 60 70 80 90 100 110 100 60 40 50 50 50 50 
 SO2 [%] 75 73 71 69 67 65 63 68 73 78 75 75 75 75 
 tHB [µM] 200 220 240 260 280 300 320 290 240 190 200 200 200 200 
 
 
2.2 Data analysis 
The method, we have used to estimate the absorption changes in the UP and DW layers, was 
described in details in Zucchelli et al. [13]. With a custom-made software we calculated the 
time dependent mean partial pathlength (TMPP), traveled in the jth layer by photons detected at 














                                             (1)                    
where ( )0R t is the unperturbed TRR curve convoluted with the IRF, and 0a jµ  is the absorption 
coefficient of the baseline period for the jth-layer. This calculation was done for both layers and 
wavelengths.  
The simulated TRR curves were then divided into 10 consecutive temporal gates (time 
windows) with the same width (200 ps). As starting and ending points, we choose the time 
where the counts were one hundredth of the peak counts on the leading and trailing edge of the 
TRR curve. 
Once the TMPPs are calculated, we can estimate for each wavelength the absorption 
changes in each layer ( )ajµ λ∆  with respect to the baseline, by inverting the following linear 
system: 
( )
( ) ( ) ( )0,











,                         (2) 
 
where ( )0gR λ  and ( )gR λ are the intensities in the time gate g in the reference TRR curve 
(average of the values over the baseline period) and in a generic TRR curve, respectively. The 
absorption changes ( )ajµ λ∆  are added to the ( )0a jµ λ  calculated from the baseline values to 
obtain the absolute estimate for the absorption coefficient in the two layers 
 
( ) ( ) ( )0 0aj a j a jµ λ µ λ µ λ= + ∆               (3) 
 
The estimate for ( )0a jµ λ  can be obtained by fitting of the baseline TRR curve ( )0R λ  with 
a proper model for photon migration (e.g. two-layer, with a priori knowledge of SUP). The 
performances of this fitting procedure were discussed elsewhere [22]. Conversely in this work, 
a priori knowledge of the values of ( )0a jµ λ is assumed (e.g. in Eq. 1 and 3) because we are 
interested in testing the method against changes in the hemodynamic parameters only. From the 
absorption coefficient ( )ajµ λ , HHb and O2Hb can be obtained by means of the Beer’s law [23], 
assuming a known background absorption due to lipid and water.  
3. Results 
Starting from the calculation of the TMMP and following the analysis, as explained in the 
previous sections, we analyzed the different experiments we have simulated. In the following 
paragraphs the results are shown. 
3.1 Arterial occlusion (AO) 
In this section we show the results for the simulated AO, obtained assuming a priori knowledge 
of ( )0a jµ λ . In Figure 2 the simulated and reconstructed time courses of the hemodynamic 
parameters for UP and DW layers are shown for the different values of SUP. In both the cases, 
we can first notice that, as expected, the calculated baseline values well fit with the nominal 
ones for all the SUP. We can observe just some negligible fluctuations around the nominal value, 
due to the Poisson noise. For what concern the whole time course, we can observe that, 
qualitatively, the reconstructed values closely match the simulated ones. As expected, for the 
UP layer, a discrepancy is observed when SUP < 4 mm (i.e. when the corresponding TMMPs 
are very short), while for the DW layer the larger is SUP (i.e. the smaller are the corresponding 
TMMPs), the larger are the deviations. In both layers, the deviations are larger when the changes 
with respect to the baseline are larger as well. This is in accordance with the fact that our model 
works in a better way for small variations [13].  
In order to better quantify the differences between simulated and reconstructed values, the 
percentage relative error ε(t) for all the hemodynamic parameters, with respect to the nominal 
simulated value x0(t), was calculated as ε(t) = [x(t) – x0(t)]/x0(t) for both the UP and DW layers. 
In order to be able to evaluate the dependence of ε from the change in the hemodynamic 
parameters and from SUP, Figure 3 reports radar graphs of the relative error as a function of the 
time (1-160 s) for UP and DW layer. The different colors represent the different SUP.The biggest 
error (−7 % for HHb) in the UP layer is found when the UP layer thickness is small (2 mm). In 
this case, the UP layer is so thin that the path traveled by photons inside it is much smaller than 
the total pathlength, causing an error in the estimation of the optical properties and then of the 
hemodynamic parameters. Looking at thicker UP layers (6, 8, 10 mm) the error absolute value 
decreases under the 1 % and can be then considered as negligible. Conversely in the DW layer:  
when the UP layer is 10 mm, the error is bigger (about 12 % for SO2) because the path traveled 
by photons in the DW layer is much smaller than the one traveled in the UP layer. Instead, when 







Fig. 2. AO simulated and reconstructed hemodynamic parameters in the UP (a) and DW (b) layer. The 




Fig. 3. Relative percentage error with respect to the nominal values of the hemodynamic parameters 
during AO for the UP and DW layer calculated for different SUP (different colors). 
 
3.2 Arterial occlusion with one layer kept constant 
In the AOUP sub-case the hemodynamic changes are applied to the UP layer only, while the 
baseline values are kept constant in the DW layer. The absolute value of the relative error ε(t) 
is always smaller than 2% in both layers for all SUP values (see Fig. 4). This means that in case 
the hemodynamic parameters in the DW layer are constant, the variations in the UP layer can 
be determined with a good accuracy and that they have no significant influence in the estimation 
of the DW layer parameters. Conversely, in the AODW sub-case the hemodynamic changes are 
applied to the DW layer only, while the baseline values are kept constant in the UP layer. The 
relative error in the two layers are not always negligible (see Fig. 5). In particular, we can 
observe that the hemodynamic parameters in the DW layer can be calculated with an error, 
which is bigger if the layer is thicker (max ε(t) around 19% for SO2). Those variations affect 
also the capability of calculating the UP layer hemodynamic parameters, above all if the UP 
layer is thinner (max ε(t) around 16% for HHb). Anyway, the errors found in this particular case 
are higher than the ones found when both the layers are varying.  
 
 
Fig. 4. Relative error with respect to the baseline of the hemodynamic parameters during AOUP for 





Figure 5: Relative error with respect to the baseline of the hemodynamic parameters during AODW 
for the UP and DW layer calculated for different SUP (different colors). 
 
 
3.3 Venous occlusion 
We calculated the hemodynamics parameters for VO in the same way as described in Sec 3.1 
for AO. In Figure 6 we show their time courses for respectively the UP and DW layer at the 
different SUP . All the considerations done for AO concerning the baseline period and the 
increasing in the error with the increasing of the absolute values of the variations, can be 
repeated for VO as well. During the occlusion we can notice an underestimation of the nominal 
values, as happens during the AO. In particular, looking at the radar graphs in figure 7, we can 
observe that for the UP (DW) layer the maximum ɛ(t) found was about 8% (−15%) for HHb, 
when SUP is small (thick). 
3.4 Venous occlusion with one layer kept constant  
As done for AO, we considered, also for VO, just the sub-cases where the only UP (VOUP) or 
DW (VODW) layer is varying. In figures 8 and 9, the relative errors are respectively shown. 
The maximum error found for UP (DW) in the VOUP was around −8% (−3 %) for tHb and 
HHb respectively. In the VODW around −13% (−25%) for HHb. 
 
Figure 6: VO Simulated and reconstructed hemodynamic parameters in the UP (a) 





Figure 7: Relative error with respect to the baseline of the hemodynamic parameters during VO for 






Figure 8: Relative error with respect to the baseline of the hemodynamic parameters during VOUP 






Figure 9: Relative error with respect to the baseline of the hemodynamic parameters during VODW 




The results, shown in Secs. 3.1 and 3.3, clearly identify the potentiality of the analysis method 
when applied to tissues, such as muscle, where SUP is thin (<= 10 mm). In fact, if we 
contextualize these results in real measurements, like monitoring the arm muscle during a 
voluntary movement or an electrical muscle stimulation, the maximal SO2 variation we expect 
is around 20% [24]. In this case, the relative error is below 3% for both the UP and DW layers 
and for all SUP values. For all the applications where we have a comparable amount of SO2  
variations or lower (e.g. knee flex-extension during electrical stimulations on the calf muscle 
[19]) the error, which this method introduces, is negligible. Higher variations can be reached, 
for example, in the biceps brachii muscle during sustained isometric contraction at the maximal  
voluntary contraction [25]. In this case, we can reach the higher value we found for the ε(t) 
which is around 11% for the DW layer when SUP is thicker, for SO2 parameter. One example 
of real experiments where it is interesting to study physiological events occurring only in the 
UP layer is the study of the tissue heating when light is injected in [26], or the study of the 
influence of the probe pressure on the measurements [27]. Also in this case (Secs. 3.2 and 3.4) 
the error is negligible. (below 3%).  
On the other hand, when we are really performing measurement and not simulations, we have 
to take into account a series of non-idealities and unknown parameters that are discussed in the 
following. 
4.1 On the effect of the instrument response function 
The reference dataset was simulated considering a δ-like temporal response. In this way, the 
errors we found were referred only to the data analysis method. However, when we perform 
real measurements we have to consider the instrument response function (IRF). Generally 
speaking, the broadening of the IRF affects negatively the depth sensitivity and the contrast 
[28]. Zucchelli et al. [13] have already shown that the worsening in the results is due not only 
to the broadening of IRF (i.e. its full width at high maximum -FWHM), but also to the value of 
the IRF decay time constant τ. For this reason, we considered two different IRF with different 
τ and FWHM, and we convoluted them with the theoretical model before fitting the 
experimental DTOF. The first IRF (IRF1) we considered has τ = 200 ps and FWHM = 700 ps, 
while the second IRF (IRF2) has τ = 100 ps and FWHM= 160 ps. IRF1 has been obtained with 
a system employing photomultiplier tubes and 3 mm custom-made glass optical fiber, while 
IRF2 has been obtained employing a hybrid detector and 1 mm plastic optical fibers. We 
calculated the percentage relative error ( )IRF tε with respect to the δ-like impulse as 













= . Since the introduction of the instrument contribution causes a 
decreasing in the contrast, an increasing of the errors in the hemodynamic variation calculation 
is introduced as well. With the increasing of the hemodynamic variation with respect to the 
baseline values, we have an increasing in the error due to the non-ideality of the pulse shape. If 
we focus on the SO2 values obtained with the IRF1, which is often the goal of in-vivo 
measurements on muscle, we obtain a negligible error for all the percentage variations of the 
UP layer only for the 10 mm SUP case. If the thickness is smaller, we have an increase in ( )IRF tε  
which is negligible only if the hemodynamic variation is low (< 10 %). When SUP is thin (2 
mm) the relative error is much higher and can reach values around 90%. For the DW layer, the
( )IRF tε found when the variations are high are around 20 % (40 %) when SUP is 2 mm (4 mm). 
If we consider the IRF2, we have almost the same results when SUP is thin, but the relative error 
( )IRF tε decreases with the increasing of SUP. In particular the relative error occurring when 
SUP = 10 mm at the maximum of the variation is only 6%. This data underline the huge increase 
in the error due to the non-idealities introduced by the IRF and in particular that the IRF1 cause 
errors larger than the IRF2 principally because of the larger τ. 
4.2 On the effect of source detector distance 
While in CW measurements the source-detector distance ρ affects the depth sensitivity, in TD 
measurements it is principally related with the lateral resolution [7], since it is the time that 
affects depth sensitivity: then TMPPs should not be affected by a change in the source detector 
distance. This assumption is true when the arm is model as a homogeneous tissue. We wanted 
to understand if it can be considered true also when the arm is modeled as a bilayer structure 
and the SUP is small. Therefore, starting from the reference dataset, we changed the source-
detector distance from 20 to 40 mm. If we look at the UP (DW) layer, the smallest (biggest) SUP 
does not show significant differences for the two different source-detector distances. On the 
other hand, in the UP (DW) layer, the biggest (smallest) thickness shows higher value for 
TMMPs when the source-detector distance is 40 mm. The increase in the TMPPs values can be 
higher than 70 %. We can then study how these differences affect the retrieve of the 
hemodynamic parameters. Total hemoglobin is never affected by the source-detector distance. 
HHb, O2Hb and SO2, show differences only for the UP layer, when the SUP is thin. In this case, 
the relative errors ( )tρε , calculated as: ( )












= , when the amplitude variation 
is at maximum 9%, 11% and 14% respectively. 
4.3 On the uncertainty of unknown parameters and fitting procedures 
If we perform real measurements, typically we do not have the a priori information about the 
value of the absorption coefficient during the baseline period: ( )0aµ λ . We have then to 
perform a fit procedure for the baseline period, in order to extrapolate this value. The finding 
of the best procedure lies outside the aim of this study, and it was recently addressed in the 
context of optimal estimation by using a bilayer model [22]. Here we just observe that fitting 
the baseline with a homogeneous model causes not negligible error when the SUP is higher than 
2 mm (data not shown).  
 Another point of interest can be to understand if, once we have calculated ( )0aµ λ , since 
the SUP was kept very thin in our simulations (2-10 mm thickness), it is possible, in terms of 
acceptable error, to analyze data with an homogenous model, which can be of course easier to 
implement because we do not need the SUP as a priori information. We therefore fit the TRR 
curves, simulated as a bilayer medium with the different UP layer thicknesses, with a semi-
infinite homogeneous model [29] as if the arm was composed only of muscular tissue (DW 
layer). We found that for all the SUP, the error is much smaller if we fit the TRR curves with the 
new method with respect to the homogeneous model. The error carried out fitting with the 
homogeneous model is acceptable only when a 2 mm SUP is considered, but anyway is higher 
than the one we found with the method proposed here. For bigger SUP layer thicknesses, the 
error is unacceptable not only in terms of maximum variations, but also in terms of baseline 
value determination. We can then affirm that is not possible to implement a homogeneous fit if 
the muscle is a bilayer structure even if the UP layer is thin. 
The knowledge of the SUP values is then important. During muscle measurement it can be 
determined with techniques such as ultrasounds or with the employment of much easier to use 
and cheaper instrument such as skin folder calipers. The problem can be how much confident 
we need to be with this measurement. We performed some trials on the reference dataset, where 
we analyzed data referring to SUP= 2mm with 10 mm of thickness and vice-versa. We calculate 
the percentage relative error ( )Sup tε  as ( )










= , where ( )realx t is the value 
obtained fitting with the correct SUP, while ( )wrongx t  is the value obtained fitting with SUP equal 
to 2 mm (case 1) or 10 mm (case 2). If we look at the errors calculated for the SO2 parameter 
we obtain additional errors that can reach the 33 % (case one) and the 224 % (case 2) in the 
point of the maximum variation for the DW layer. This discussion underline the necessity to 
have a really accurate measurement of the SUP value, because small errors (< 2 mm) in its 
determination cause huge errors in the estimation of the hemodynamic parameters. 
Finally, it is important also to take into consideration that some parameters we set during 
simulations are unknown or not ideal, such as the photons number per second that can be lower 
and the concentration of lipid and water in both the layers. In particular, the consideration about 
the number of photons and its relation with errors in the estimation of the hemodynamic time 
courses because of the worsening of the signal to noise ratio was already discussed by Zucchelli 
et al. [13].  
5. In vivo measurements 
Finally, we performed in vivo measurements in order to test the applicability of our method on 
muscle during a real experiment. We performed an arterial (180 mmHg) and a venous 
(100 mmHg) occlusion on the left arm of two different adult male volunteers. The TD 
instrument employed is described in Re et al. [30 
]. The measurement protocol consisted of 1 min of baseline, 2 min of occlusion, and 3 min of 
recovery. The measurements were performed in a reflectance geometry, with an interfiber 
distance of 20 mm, with an acquisition rate of 400 ms, (200 ms for each wavelength). The 
optical fibers were fixed to the arm by means of a black rubber pad connected to brand fasteners 
(ONE-WRAP®, Velcro Italia Srl, Italy). SUP was measured with a skin folder caliper and set at 
2 mm for the subject undergoing the arterial occlusion and at 5 mm for the one undergoing the 
venous occlusion. Data were analyzed as described in Secs. 2.2 and 4.3 with the two-layer 
model.  
In figure 10, the time courses for the absolute values of O2Hb, HHb, SO2 and tHb, for the 
DW layer of the left arm, during the arterial and a venous occlusion, respectively, are presented. 
During the arterial occlusion, the deoxygenated (oxygenated) blood through the veins (arteries) 
cannot go outside (inside) the occluded part, so that we have an increase of the HHb and a 
decrease of the O2Hb during the entire occlusion task, as shown in figure 10 left panel, for the 
DW layer. When the cuff is deflated, we observe the typical reactive hyperemia peak and then 
a slow return to the baseline values. We notice a delay in the response of HHb compared to 
O2Hb, as expected, since the veins are released after the arteries, this effect being enhanced by 
the slow release of the cuff. No significant changes were measured in the right arm. In figure 
10 right panel, we can notice the typical time course of a venous occlusion: the oxygenated 
blood can flux inside the occluded part through the arteries (increase in O2Hb) but the de-





Figure 10. In-vivo AO (left panel) and VO (right panel) hemodynamics variations during 
an arterial cuff occlusion of the left arm. Results refer to DW layer. 
 
5. Conclusion 
In this paper, we have shown with success the application of an analysis method for TD NIRS 
on muscle tissues. This method, based on the calculation of the TMMPs exploiting a bilayer 
model for the photon propagation in turbid media, allows to decouple the path traveled by 
photons in the most superficial part of the tissue from the path spent in the deeper part, where 
the muscular metabolism is located. In this way, it is possible to calculate the concentrations of 
the hemodynamics parameters in both layers. This method was at first tested on a simulated 
dataset and then applied with success on in vivo measurements. The parameters’ estimation of 
the DW layer is always well achieve in particular when the UP layer is small (2mm). 
Conversely, the estimation in the UP layer can be less accurate if the UP layer is small.  
