Numerical dispersion in finite-difference (FD) modeling produces coherent artifacts, severely constraining the resolution of advanced imaging and inversion techniques. Conventionally, numerical dispersion is reduced by increasing the order of accuracy of the FD operators, and we resign ourselves to paying the high computational cost that is incurred. Assuming no spatial dispersion, we have found that FD time dispersion is independent of the medium velocity and the spatial grid for propagation, and only depends on the time-stepping scheme and the propagation time. Based on this observation, we have devised postpropagation filters to collapse the time-dispersion effect of FD modeling. Our dispersion correction filters are designed by comparing the input waveform with dispersive waveforms obtained by 1D forward modeling. These filters are then applied on multidimensional shot records to eliminate the time dispersion by two schemes: (1) stationary filtering plus interpolation and (2) nonstationary filtering. We have found with 1D and 2D examples that the time dispersion is effectively removed by our postpropagation filtering at a negligible cost compared with a higher order modeling scheme.
INTRODUCTION
Finite-difference (FD) modeling for wave propagation has been widely used for advanced inversion techniques, such as waveform impedance inversion (e.g., Kelly et al., 2010; Plessix and Li, 2013) and full-waveform inversion (e.g., Tarantola, 1987; Virieux and Operto, 2009 ). In these methods, wavefields modeled by FD are compared with the recorded data. The differences between the modeled and recorded data at large offsets and at late arrival times provide low-wavenumber information of the subsurface, which is crucial to the success of these nonlinear optimization problems. To obtain accurate waveforms, fine FD grids, high-order FD approximations, and small time steps are used to suppress the numerical dispersion. However, these remedies significantly increase the computational cost and memory usage.
Methods to suppress numerical dispersion using lower order FD have been widely studied. Most studies focus on the spatial dispersion, while keeping the time step sufficiently small to mitigate the temporal dispersion. Kosloff and Baysal (1982) use the spatial Fourier transform to eliminate all errors from FD approximation with respect to the spatial derivatives. Fei and Larner (1995) propose to use the flux-corrected transport (FCT) algorithm to reduce the numerical dispersion in FD wavefield continuation. However, the diffusion and antidiffusion processes required by FCT have to be applied at each time step, which increases the computational cost by 80%. Other authors (Holberg, 1987; Fornberg, 1998; Etgen, 2007) have set up optimization objectives to generate different sets of FD coefficients that minimize the misfit between the numerical phase velocity and the theoretical phase velocity for a practical range of frequencies and velocities. Nonetheless, with computational cost controlled by the number of FD coefficients that are optimized, achieving accuracy and efficiency simultaneously is still quite challenging. Moreover, all these methods require a small enough time-stepping size to limit the numerical time dispersion. The accuracy of these methods decreases as the time-stepping size increases.
Recently, Stork (2013) points out that temporal dispersion is independent with velocity and can be removed after propagation. Dai1D modeling results at discrete propagation times. We test two different filtering schemes: (1) stationary filtering plus interpolation (SFPI) (similar to Stork [2013] and Dai et al. [2014] ) and (2) nonstationary filtering (NSF). The results show that both postpropagation filtering schemes can eliminate the temporal dispersion on shot records with very low-additional cost. We recommend the NSF scheme for large scale applications due to its higher accuracy and lower memory requirements.
THEORY
Assuming constant density and a source-free medium, the acoustic wave equation may be written as
where P is the pressure field and cðx; yÞ is the velocity. In FD modeling, both sides of equation 1 are approximated by numerical discretization: the left side in space and the right side in time. Using notation similar to Kosloff and Baysal (1982) , the FD equation we are solving is c 2 ∇ 2 P n ði; j; lÞ ¼ 1 Δt 2 ½P nþ1 ði; j; lÞ − 2P n ði; j; kÞ þ P n−1 ði; j; lÞ;
where P n ði; j; lÞ represents the value of the pressure field at time t ¼ nΔt and at spatial locations
Symbol ∇ 2 represents the Laplacian operator in space, Δt, Δx, Δy, and Δz are the sampling in time and space, respectively. The term c 2 ∇ 2 P n ði; j; lÞ represents the numerical approximation of the left side. Equation 2 represents an explicit, second order in time, leap-frog scheme that is widely used in FD modeling implementations. The left and the right sides of equation 2 contain approximation errors with respect to equation 1. We call the error on the left side spatial dispersion and the error on the right side temporal dispersion. Throughout this paper, we focus on reducing the temporal dispersion by fully eliminating the spatial dispersion using a Fourier space implementation for the space derivatives (Kosloff and Baysal, 1982) .
Assuming a constant medium, we transform equation 2 to the wavenumber-time domain
whereP are the wavefields in the wavenumber domain and
We substitute the wavefields with their analytical solutionsP
and obtain the following dispersion relation:
Comparing the dispersion relation 5 with the definition of phase velocity
we obtain the phase error function of a second-order FD scheme as follows:
The temporal dispersion increases with stepping size, frequency, and propagation time. Figure 1a shows the waveform modeled in 1D with a second-order time-stepping scheme. The step size in time is 2 ms. Severe time dispersions can be observed as the propagation time increases. The solid lines in Figure 2 plot the phase error by a second-order FD scheme. The progressive positive error at higher frequency agrees with the leading high-frequency dispersion produced by the numerical simulations in Figure 1a .
Conventionally, temporal dispersion can be reduced by increasing the order of the FD for a fixed step size in time. The phase error function for a fourth-order FD approximation (leap-frog scheme)
can be shown as follows: (8) Figure 1b shows the waveform modeled with a fourth-order time-stepping scheme using the same time increment as in Figure 1a . Severe temporal dispersion artifacts have been almost fully removed. In our straightforward implementation, these results are achieved at twice the computation cost, although the cost of the fourth-order FD method can be partially offset by a larger time step size than the second-order FD (Dablain, 1986; De Basabe and Sen, 2010). We keep the temporal step size Δt constant to facilitate the comparisons. The phase error curves for a fourth-order FD scheme (the dotteddashed line in Figure 2 ) confirm that the dispersion error is dramatically reduced by an order of magnitude at all frequencies. Despite the slight phase error at high frequencies from a fourth-order FD scheme, the amplitude at these frequencies is so small that the dispersion artifacts are not visible.
Equation 7 suggests that the phase error depends on frequency, propagation time, and the time-stepping size. It is independent of the medium velocity and the spatial grid for propagation when velocity is constant and the spatial discretization is accurate (Stork, 2013; Dai et al., 2014) . Therefore, it is feasible to design filters that correct for the phase error after propagation. We use the fourth-order FD modeling results, which are almost dispersion free, as the benchmark for the filtering results.
Instead of estimating the filters based on the analytical phase error function 7, as suggested by Dai et al. (2014) , we estimate the filters numerically from 1D modeling. We compare the waveform s i ðtÞ at propagation time t i with the source waveform s 0 ðtÞ in the Fourier space:
where S i ðωÞ and S 0 ðωÞ are the Fourier representation of s i ðtÞ and s 0 ðtÞ, respectively. A small number ϵ ¼ 10 −7 is added to stabilize the division. Filter Fðω; t i Þ or its time representation fðτ; t i Þ ¼ F −1 Fðω; t i Þ can be applied in Fourier or time domain to correct for the temporal dispersion. Note that the filter coefficients fðτ; t i Þ at different filter lags τ are determined by the propagation time t i . Figure 3 shows the filters obtained numerically from equation 9 at discrete propagation times. The 10 filters are estimated every second by comparing the modeled waveforms in Figure 1a with the initial waveform. The increasing negative phase shift (time delay) is needed to compensate for the increasing positive phase error as the propagation time increases. Figure 2 compares the phase error estimated from equation 9 with the analytical phase error function from equation 7. The numerical estimation of the phase error agrees very well with the analytical solution.
To apply these sparse filters on densely sampled (in time) data record, we can choose from the following two schemes: SFPI or NSF. Both methods are applied trace-by-trace. Therefore, it can be applied very efficiently in parallel on 2D or 3D data.
SFPI
Given a modeled record dðt; xÞ, we can first convolve each of the filters to the whole record d i ðt; xÞ ¼ dðt; xÞ Ã fðτ; t i Þ;
by a trace-by-trace operation to obtain multiple copies of the data record. On each filtered record d i ðt; xÞ, only the waveforms around t ¼ t i are correctly filtered. The other parts of the record are either over or under compensated. We then interpolate among the filtered records to obtain the dispersion-free recorddðt; xÞ dðt; xÞ ¼ Figure 3 . The 10 filters estimated every second by comparing the waveforms modeled by second-order time-stepping scheme in Figure 1a with the initial waveform. The increasing negative phase shift (time delay) is needed to compensate for the increasing positive phase error as the propagation time increases.
where N is the total number of filters and hðiÞ are the linear interpolation weights for the filtered records
NSF
In the NSF scheme, we choose a moving window W i , which has the same length as the filter, to select the data patch to convolve with the filter defined at the center of the moving window. We overlap the moving windows to ensure smooth transitions across the data patch. Mathematically, the filtering process can be formulated as follows:d 
where W i is the ith window of length l selecting the data trace
In the numerical examples, we use l ¼ 1 s, N ¼ 8. Therefore, the filters are needed at every 0.125 s.
According to equation 7, the dispersion varies linearly with propagation time. Hence, we build the filters at any propagation time by interpolating the estimated filters as follows: More advanced NSF schemes (Margrave, 1997; Fomel, 2009 ) can be adapted in practice; however, in the examples we present here, this simple patching method yields satisfactory results.
NUMERICAL EXAMPLES
We test the proposed postpropagation filtering schemes on 1D and 2D examples. All spatial derivatives in the numerical modeling are performed in the Fourier space to eliminate the spatial dispersion. Figure 4a and 4b shows the second-and fourth-order modeling results with Δt ¼ 2 ms, Δx ¼ 6 m∕s, and v ¼ 1000 m∕s. Dispersion is greatly reduced by the fourth-order modeling scheme at twice the computational cost and memory usage. We use the filters in Figure 3a to process the second-order modeling results. Notice that the spatial grid and propagation velocity are different when estimating the filters. Figure 4c and 4d shows that the numerical dispersion has been removed after filtering and the dispersion correction filters are effective as long as the time step Δt remains the same. Figure 5 shows the modeling and filtering results on a modified 2D Marmousi model with a 500 m water column. Magnified views to large offsets and late arrival times are shown in Figure 6 . We use 25 m spacing for both spatial directions, and 2 ms time stepping, which is 88% of the Courant-Fridrichs-Lewy (CFL) condition (Courant et al., 1928) . Execution time with 2 ms time step for each method is reported in Table 1 . For the fourth-order method, we also record the runtime with 3 ms time step between the brackets. Our straightforward implementation shows that the postpropagation filtering adds negligible cost to the original second-order time-stepping scheme. The red arrows in Figures 5a and 6a point to parallel events leading the main events that are clearly temporal dispersion artifacts. The proposed postpropagation filtering schemes remove these artifacts and produce close approximations to the fourth-order modeling results. Figure 7 shows the late waveforms at a single receiver x ¼ 10;000 m modeled using different schemes. The waveform modeled by standard second-order FD propagation is severely dispersed that waveform-based inversion scheme would lead to erroneous results (Figure 7a ). Postpropagation filtering restores the phase of the waveform at negligible additional cost. Comparisons with fourth-order modeling between SFPI (Figure 7b ) and NSF (Figure 7c ) schemes indicate that amplitude and phase filtered by NSF better approximate the fourth-order modeling results.
DISCUSSION
We presented two filtering schemes: SFPI and NSF in this paper. Both methods only involve 1D filtering in time, the computational cost of which does not depend on the size of the computational grid. The length of the filter has to permit dispersion corrections that at the maximum propagation time, which can be empirically determined by the 1D waveforms when building the filters. The NSF scheme is 30% more expensive than the SFPI scheme; however, both schemes on a single shot record cost less than 0.5% of the computational time for wave simulation. Moreover because the filtering process is independent for each trace, both schemes can be implemented in parallel, which would further reduce the computational cost to virtually negligible.
Although the filtering results of both schemes are similar, the SFPI scheme results in more residual dispersion compared with the NSF scheme, given the same number of filters. The NSF scheme, with the extra interpolation between the filters, has effectively estimated the filters every 1∕8 s, resulting in more accurate filtering results in phase and amplitude. Furthermore, the SFPI scheme interpolates among multiple copies of the data record, which may require large input-output (IO) and memory usage. Therefore, considering the accuracy and memory requirements, we recommend the NSF scheme over the SFPI scheme.
Our method can be readily applied to accurately model the synthetic seismograms with low cost, which is crucial when matching the synthetic data with the long offset, broadband field recordings. Although the filtering schemes become less accurate with imperfect spatial FD approximation, they can be incorporated with high order, optimized, or low rank spatial FD schemes (e.g., Etgen, 2007; Fomel et al., 2013; Dai et al., 2014) to further decrease the computational cost and increase the time-stepping size. The proposed methods also suggest a preprocessing step for reverse time migration (RTM) to overcome the numerical dispersion caused by the low-order FD in time. Zhang et al. (2013) and Dai et al. (2014) provide numerical examples to demonstrate this idea. Here, we illustrate the effectiveness of this method analytically. Prior to RTM, we filter the data dðωÞ ¼ e −iωt 0 (space coordinates are ignored for simplicity) using the inverse of the filters f −1 ðω; t 0 Þ ¼ e iϕ 2nd ðω;t 0 Þ . The filtered data are
In RTM, the receiver wavefield is modeled by propagating the recorded data backward in time:
where t r is the propagation time between the receiver location and the imaging point, and e −iϕ 2nd ðω;t r Þ denotes the numerical dispersion during propagation. Similarly, the source wavefield is The stationary phase contribution at the imaging point ensures that t 0 ¼ t s þ t r , which along with the linear relation between propagation time and the phase error (equation 7), leads to cancellation of the numerical dispersion at the imaging point: ϕ 2nd ðω; t 0 Þ ¼ ϕ 2nd ðω; t r Þ þ ϕ 2nd ðω; t s Þ:
Therefore, applying the inverse of the filters on recording data prior to RTM is effectively delaying the phase of the recording data, such that the numerical dispersion caused by source and receiver propagation cancels at the imaging point.
CONCLUSION
We have developed two postpropagation filtering schemes to remove the temporal dispersion caused by the inaccuracy of the second-order FD approximation to the time derivatives when solving the wave equation. Numerical tests on 1D and 2D modeling examples show that both filtering schemes sufficiently remove the dispersion artifacts at negligible additional cost. As a result, both filtering schemes permit low-order FD in time to achieve high numerical accuracy. 
