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Recently, Ito and Terwilliger proposed a problem about some linear
transformations A+, A−, A∗+, A∗− on a ﬁnite dimensional vector
space V over a ﬁeld F, which can be seen as a generalization of the
notions of tridiagonal pair and q-inverting pair (see Problem 1.2). In
this paper, we will introduce the notion of the shape of the linear
transformations A+, A−, A∗+, A∗−. Our main results are the proper-
ties of the shape: (i) The shape is symmetric and unimodal; (ii) Let
σ denote an anti-isomorphism from End(V) to End(V ′) with V ′ a
vector space over Fwith the same dimension as V. Assume that the
linear transformationsA+, A−, A∗+, A∗− onV satisfy all conditions of
Problem1.2. Then the linear transformationsAσ−, Aσ+, A∗σ− , A∗σ+ also
satisfy all conditions of Problem 1.2. Moreover, Aσ−, Aσ+, A∗σ− , A∗σ+
have the same shape as A+, A−, A∗+, A∗−.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout the paper F denotes a ﬁeld and V denotes a vector space over F with ﬁnite positive
dimension.
By a decomposition of V , we mean a sequence {Vi}di=0 consisting of nonzero subspaces of V such
that V = ∑di=0 Vi (direct sum). For notational convenience we set V−1 := 0, Vd+1 := 0.
Let {Vi}di=0 denote a decomposition of V . By the shape of this decompositionwemean the sequence
{ρi}di=0 where ρi is the dimension of Vi for 0 i d.
By a linear transformation on V , we mean an F-linear map from V to V . Let End(V) denote the
F-algebra consisting of all linear transformations from V to V .
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Let A denote a linear transformation on V . By an eigenspace of A, we mean a nonzero subspace W
of V of the form
W = {v ∈ V |Av = θv},
where θ ∈ F. In this case, we call θ the eigenvalue of A associated withW . We say that A is diagonal-
izable whenever V is spanned by the eigenspaces of A.
Deﬁnition 1.1 [5, Deﬁnition 9.1]. Let V denote a vector space over Fwith ﬁnite positive dimension. Let
{Vi}di=0 denote a decomposition of V . For 0 i d let Ei : V → V denote the linear transformation that
satisﬁes
(Ei − I)Vi = 0, EiVj = 0, if i /= j (0 j d).
We observe that Ei is the projection from V onto Vi. We note that EiV = Vi and
I =
d∑
i=0
Ei, EiEj = δijEi for 0 i, j d. (1.1)
Therefore, the sequence {Ei}di=0 is a basis for a commutative subalgebra D of End(V).
Ito and Terwilliger proposed the following problem.
Problem 1.2 [5, Problem 9.2]. Let V denote a vector space over F with ﬁnite positive dimension. Let
{Vi}di=0 and {V∗i }δi=0 denote decompositions of V . LetD andD∗ denote the corresponding commutative
algebras from Deﬁnition 1.1. Investigate the case in which (i)–(v) hold below.
(i) D has a generator A+ such that
A+V∗i ⊆ V∗0 + · · · + V∗i+1 (0 i δ). (1.2)
(ii) D has a generator A− such that
A−V∗i ⊆ V∗i−1 + · · · + V∗δ (0 i δ). (1.3)
(iii) D∗ has a generator A∗+ such that
A∗+Vi ⊆ V0 + · · · + Vi+1 (0 i d). (1.4)
(iv) D∗ has a generator A∗− such that
A∗−Vi ⊆ Vi−1 + · · · + Vd (0 i d). (1.5)
(v) There does not exist a subspaceW ⊆ V such that DW ⊆ W and D∗W ⊆ W, other thanW = 0
andW = V .
Remark 1.3 [5, Note 9.3]. Let A, A∗ denote a tridiagonal pair on V , as in [4, Deﬁnition 1.1]. Then the
conditions (i)–(v) of Problem 1.2 are satisﬁed with
A+ = A, A− = A, A∗+ = A∗, A∗− = A∗.
Remark 1.4 [5, Note 9.4]. Let K, K∗ denote a q-inverting pair on V , as in [5, Deﬁnition 4.1]. Then the
conditions (i)–(v) of Problem 1.2 are satisﬁed with
A+ = K−1, A− = K, A∗+ = K∗, A∗− = K∗−1.
Problem 1.5 [5, Problem 9.5]. Referring to Problem 1.2, assume conditions (i)–(v) hold. Show that the
decompositions {Vi}di=0 and {V∗i }δi=0 have the same shape and in particular that d = δ. Denoting this
common shape by {ρi}di=0, show that ρi = ρd−i for 0 i d.
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In this paper we solve Problem 1.5 and show that the shape {ρi}di=0 is not only symmetric but also
unimodal, i.e. ρi−1  ρi for 1 i d/2 and ρi = ρd−i for 0 i d. Next we discuss the relationship
between the linear transformations from Problem 1.2 and the bilinear forms.
2. Preliminaries
Referring to Problem 1.2, we assume that Ei is the projection from V onto Vi for 0 i d and assume
that E∗i is the projection from V onto V∗i for 0 i δ. Since A+ (resp. A−) generates D, we see that A+
(resp. A−) is diagonalizable on V with eigenspaces {Vi}di=0. Similarly, A∗+ (resp. A∗−) is diagonalizable
on V with eigenspaces {V∗i }δi=0. Let {θi}di=0 (resp. {ξi}di=0) denote the eigenvalues of A+ (resp. A−) that
corresponds to {Vi}di=0 and let {θ∗i }δi=0 (resp. {ξ∗i }δi=0) denote the eigenvalues of A∗+ (resp. A∗−) that
corresponds to {V∗i }δi=0. By elementary linear algebra, we have the following equations.
Ei =
∏
0 j d,j /=i
A+ − θjI
θi − θj =
∏
0 j d,j /=i
A− − ξjI
ξi − ξj ; (2.1)
E∗i =
∏
0 j δ,j /=i
A∗+ − θ∗j I
θ∗i − θ∗j
= ∏
0 j δ,j /=i
A∗− − ξ∗j I
ξ∗i − ξ∗j
. (2.2)
The following result is immediate from lines (1.2)–(1.5).
Lemma 2.1. With reference to Problem 1.2, the following (i)–(iv) hold.
(i) EiA
∗+Ej = 0 if 0 i, j d and i > j + 1;
(ii) EiA
∗−Ej = 0 if 0 i, j d and i < j − 1;
(iii) E∗i A+E∗j = 0 if 0 i, j δ and i > j + 1;
(iv) E∗i A−E∗j = 0 if 0 i, j δ and i < j − 1.
With reference to Problem 1.2 and by [1, Deﬁnitions 1.1 and 1.4], the pair A+, A∗+ is irreducible
and Hessenberg with respect to the orderings
(
{Vi}di=0, {V∗i }δi=0
)
; the pair A+, A∗− is irreducible
andHessenbergwith respect to the orderings
(
{Vd−i}di=0, {V∗i }δi=0
)
; the pair A−, A∗+ is irreducible and
Hessenberg with respect to the orderings
(
{Vi}di=0, {V∗δ−i}δi=0
)
and the pair A−, A∗− is irreducible and
Hessenbergwith respect to the orderings
(
{Vd−i}di=0, {V∗δ−i}δi=0
)
. Formore information onHessenberg
pair, see [1,2].
Deﬁnition 2.2. Adopt the assumptions of Problem 1.2. For all integers i and j we set
Vij = (V0 + · · · + Vi) ∩ (V∗0 + · · · + V∗j ). (2.3)
We interpret the sum on the left in (2.3) to be 0 (resp. V) if i < 0 (resp. i > d). We interpret the sum
on the right in (2.3) to be 0 (resp. V) if j < 0 (resp. j > δ).
Proposition 2.3 [1, Proposition 2.4]. With reference to Deﬁnition 2.2, the scalars d and δ from Problem
1.2 are equal. Moreover, we have Vij = 0 if i + j < d (0 i, j d).
Proposition 2.4 [1, Lemmas 2.3, 2.5, 3.1].With reference to Deﬁnition 2.2, for all 0 i d set Ui = Vd−i,i.
Then the sequence {Ui}di=0 is a decomposition of V . Moreover, the following hold for 0 i d.
(A+ − θd−iI)Ui ⊆ Ui+1, (A∗+ − θ∗i I)Ui ⊆ Ui−1; (2.4)
U0 + · · · + Ui = V∗0 + · · · + V∗i , Ui + · · · + Ud = V0 + · · · + Vd−i. (2.5)
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Deﬁnition 2.5. With reference to Deﬁnition 2.2, the decomposition {Ui}di=0 deﬁned in Proposition 2.4
is called the split decomposition of V associated with A+, A∗+.
3. The shape
Deﬁnition 3.1. In this section, let V denote a vector space over Fwith ﬁnite positive dimension. Adopt
the assumptions of Problem 1.2. For 0 i d let θi (resp. ξi) denote the eigenvalue of A+ (resp. A−)
associated with Vi, and let Ei denote the corresponding projection from (2.1). For 0 i d let θ∗i (resp.
ξ∗i ) denote the eigenvalue of A∗+ (resp. A∗−) associated with V∗i , and let E∗i denote the corresponding
projection from (2.2). Let the decomposition {Ui}di=0 denote the split decomposition of V associated
with A+, A∗+.
Deﬁnition 3.2. With reference toDeﬁnition 3.1, let Fi denote the projection fromV ontoUi for 0 i d.
For notational convenience, we set F−1 := 0 and Fd+1 := 0.
With reference to Deﬁnitions 3.1 and 3.2, we note that
(Fi − I)Ui = 0, FiUj = 0, if i /= j (0 i, j d); (3.1)
F0 + F1 + · · · + Fd = I; (3.2)
FiFj = δijFi, 0 i, j d; (3.3)
FiV = Ui. (3.4)
Lemma 3.3. With reference to Deﬁnitions 3.1 and 3.2, the following hold for 0 i, j d.
(i) EiFj = 0, if d < i + j;
(ii) FiEj = 0, if i + j < d;
(iii) E∗j Fi = 0, if i < j;
(iv) FjE
∗
i = 0, if i < j.
Proof
(i) Suppose d < i + j. Combining (2.5), (3.4), we have
EiFjV = EiUj ⊆ Ei(V0 + · · · + Vd−j) = 0,
which implies EiFj = 0.
(ii) Suppose i + j < d. Using (2.5), (3.4), we have
FiEjV = FiVj ⊆ Fi(Ud−j + · · · + Ud) = 0,
which implies FiEj = 0.
The assertions (iii) and (iv) are similarly proved. 
Lemma 3.4. With reference to Deﬁnitions 3.1 and 3.2, for 0 i d, we have
FiEd−iFi = Fi, EiFd−iEi = Ei, (3.5)
FiE
∗
i Fi = Fi, E∗i FiE∗i = E∗i . (3.6)
Proof. To obtain the equation on the left in (3.5), we evaluate the expression
Fi(E0 + E1 + · · · + Ed)Fi (3.7)
in two ways. First, the expression (3.7) equals Fi since the sum in the middle is the identity and since
F2i = Fi. Pick any integer j (0 j d). By Lemma 3.3, we have EiFj = 0 for d < i + j and FiEj = 0 for
i + j < d. So FiEjFi = 0 if i + j /= d. Apparently (3.7) equals FiEd−iFi and we now have the equation on
the left in (3.5). The remaining equations are proved in a similar manner. 
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Lemma 3.5. With reference to Deﬁnitions 3.1 and 3.2, the following (i) and (ii) hold for 0 i d.
(i) The linear transformations
Ui → Ed−iV , v → Ed−iv; Ed−iV → Ui, v → Fiv
are bijections, and moreover,they are inverses.
(ii) The linear transformations
Ui → E∗i V , v → E∗i v; E∗i V → Ui, v → Fiv
are bijections, and moreover, they are inverses.
Proof
(i) The maps are inverses in view of (3.5). It follows that they are bijections.
(ii) Similar to the proof of (i). 
Theorem 3.6. With reference to Deﬁnition 3.1, for 0 i d, the dimensions of Vd−i, Ui and V∗i are equal.
Denoting this common dimension by ρi, we have ρi = ρd−i.
Proof. It is immediate from Lemma3.5 (or [1, Corollary 3.6]) that the dimensions of Vd−i, Ui and V∗i are
equal for 0 i d. Denote this common dimension by ρi. To show ρi = ρd−i, it sufﬁces to show that Vi
and V∗i have the same dimension. We have just showed that the dimensions of Vd−i and V∗i are equal.
We know that the pair A+, A∗− is irreducible and Hessenberg with respect to
(
{Vd−i}di=0, {V∗i }di=0
)
.
Applying the result to the split decomposition of V associated with A+, A∗−, we ﬁnd Vi and V∗i have
the same dimension. 
Deﬁnition 3.7. With reference to Deﬁnition 3.1, the sequence of the dimensions {ρi}di=0 stated in
Theorem 3.6 is called the shape of the linear transformations A+, A−, A∗+, A∗−.
Deﬁnition 3.8. With reference to Deﬁnition 3.1, we deﬁne
R = A+ −
d∑
h=0
θd−hFh, (3.8)
L = A∗+ −
d∑
h=0
θ∗h Fh, (3.9)
where {Fi}di=0 is from Deﬁnition 3.2. We refer to R (resp. L) as the raising map (resp. lowering map).
Lemma 3.9. With reference to Deﬁnitions 3.1 and 3.8, for all integers i (0 i d), and for all v ∈ Ui,
Rv = (A+ − θd−iI)v, Lv = (A∗+ − θ∗i I)v.
Proof. To get the equation on the left, apply both sides of (3.8) to v, and evaluate the result using (3.1).
The equation on the right is similarly obtained. 
Corollary 3.10. With reference to Deﬁnitions 3.1 and 3.8,
(i) RUi ⊆ Ui+1 (0 i < d), RUd = 0.
(ii) LUi ⊆ Ui−1 (0 < i d), LU0 = 0.
Proof. Combine Lemma 3.9 with (2.4). 
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Lemma 3.11. With reference to Deﬁnitions 3.1 and 3.8, pick any integers i, j (0 i j d). Then the linear
transformation
Ui → Uj, v → Rj−iv (3.10)
is an injection if i + j d, a bijection if i + j = d, and a surjection if i + j d. The linear transformation
Uj → Ui, v → Lj−iv (3.11)
is an injection if i + j d, a bijection if i + j = d, and a surjection if i + j d.
Proof. Concerning the linear transformation (3.10), ﬁrst assume i + j d. To show that the linear
transformation (3.10) is an injection, we pick any v ∈ Ui such that Rj−iv = 0, and show v = 0. Using
Lemma 3.9 and Corollary 3.10(i),
0 = Rj−iv = (A+ − θd−iI)(A+ − θd−i−1I) · · · (A+ − θd−j+1I)v.
So
v ∈ Vd−j+1 + · · · + Vd−i ⊆ Vd−j+1 + · · · + Vd. (3.12)
By (2.5), and since v ∈ Ui,
v ∈ V∗0 + · · · + V∗i . (3.13)
Applying Proposition 2.3 to the irreducible Hessenberg pair A+, A∗− with respect to
(
{Vd−i}di=0,
{V∗i }di=0
)
, and using i + j d, we ﬁnd
(Vd−j+1 + · · · + Vd) ∩ (V∗0 + · · · + V∗i ) = 0. (3.14)
Combining (3.12)–(3.14), we ﬁnd v = 0, and it follows that the linear transformation (3.10) is an
injection when i + j d. Next suppose i + j = d. In this case, Ui and Uj have the same dimension by
Theorem 3.6. So the injection (3.10) is actually a bijection when i + j = d. We now assume i + j d,
and show that the linear transformation (3.10) is a surjection. To do this, we pick any w ∈ Uj , and
obtain an element v ∈ Ui such that Rj−iv = w. From our comments above the restriction of R2j−d to
Ud−j is a bijection ontoUj . Therefore, there exists u ∈ Ud−j such that R2j−du = w. Set v = Ri+j−du. We
ﬁnd v ∈ Ui from Corollary 3.10(i) and Rj−iv = R2j−du = w. So it follows that the linear transformation
(3.10) is a surjection when i + j d. We have now proved all our claims about (3.10). Our claims about
(3.11) are similarly proved. 
Theorem 3.12. The scalars ρ0, ρ1, . . . , ρd from Theorem 3.6 satisfy ρi−1  ρi for 1 i d/2.
Proof. Let the subspaces U0, U1, . . . , Ud be as in Proposition 2.4 and recall ρi is the dimension of Ui for
0 i d. Pick any integer i (1 i d/2). By Lemma 3.11, we ﬁnd that the restriction of the raisingmap
R to Ui−1 is an injection into Ui. Thus ρi−1  ρi. 
4. The bilinear forms
Throughout this section let V ′ denote a vector space over F such that dim V ′ = dim V . We ﬁrst
recall the deﬁnition of bilinear forms. For more information on this, see [3].
A map 〈 , 〉 : V × V ′ → F is called a bilinear form whenever the following conditions hold for
u, v ∈ V, for u′, v′ ∈ V ′, and for α ∈ F: (i) 〈u + v, u′〉 = 〈u, u′〉 + 〈v, u′〉; (ii) 〈αu, u′〉 = α〈u, u′〉;
(iii) 〈u, u′ + v′〉 = 〈u, u′〉 + 〈u, v′〉; (iv) 〈u, αu′〉 = α〈u, u′〉. Let 〈 , 〉 : V × V ′ → F denote a bilinear
form. Then the following are equivalent: (i) there exists a nonzero v ∈ V such that 〈v, v′〉 = 0 for all
v′ ∈ V ′; (ii) there exists a nonzero v′ ∈ V ′ such that 〈v, v′〉 = 0 for all v ∈ V . The form is said to be
degenerate whenever (i), (ii) hold and nondegenerate otherwise. By a bilinear form on V we mean a
bilinear form 〈 , 〉 : V × V → F. This form is said to be symmetric whenever 〈u, v〉 = 〈v, u〉 for all
u, v ∈ V .
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By an F-algebra anti-isomorphism from End(V) to End(V ′) we mean an isomorphism of
F-vector spaces σ : End(V) → End(V ′) such that (XY)σ = YσXσ for all X, Y ∈ End(V). By an anti-
automorphism of End(V) we mean an F-algebra anti-isomorphism from End(V) to End(V).
Let 〈 , 〉 : V × V ′ → F denote a nondegenerate bilinear form. Then there exists a unique anti-
isomorphism σ : End(V) → End(V ′) such that 〈Xv, v′〉 = 〈v, Xσ v′〉 for all v ∈ V, v′ ∈ V ′ and X ∈
End(V). Conversely, given an anti-isomorphism σ : End(V) → End(V ′), there exists a bilinear form
〈 , 〉 : V × V ′ → F such that 〈Xv, v′〉 = 〈v, Xσ v′〉 for all v ∈ V, v′ ∈ V ′ and X ∈ End(V). This form is
nondegenerate and unique determined by σ up to multiplication by a nonzero scalar in F. We say the
form 〈 , 〉 is associated with σ .
Theorem 4.1. With reference to Problem 1.2, let V ′ be a ﬁnite dimensional vector space with dim(V) =
dim(V ′). Let σ denote an anti-isomorphism from End(V) to End(V ′) and let 〈 , 〉 denote the bilinear form
associated with σ. Then the following assertions hold.
(i) V ′ has two decompositions {V ′i }di=0 and {V ′∗i }di=0 with the corresponding projections {Eσi }di=0 and
{E∗σi }di=0, respectively.Moreover the sequence {Eσi }di=0 is a basis for a commutative subalgebraDσ of
End(V ′) and the sequence {E∗σi }di=0 is a basis for a commutative subalgebra D∗σ of End(V ′), where
Dσ = σ(D) and D∗σ = σ(D∗).
(ii) The linear transformations Aσ−, Aσ+, A∗σ− , A∗σ+ on V ′ satisfy the conditions (i)–(v) of Problem 1.2.
(iii) The linear transformations A+ (resp. A−, A∗+, A∗−) and Aσ+ (resp. Aσ−, A∗σ+ , A∗σ− ) have the same
eigenvalue sequence.
(iv) The linear transformations Aσ−, Aσ+, A∗σ− , A∗σ+ have the same shape as the linear transformations
A+, A−, A∗+, A∗−.
Proof
(i) To verify that V ′ has a decomposition {V ′i }di=0 with the corresponding projections {Eσi }di=0, we
apply σ to equation (1.1) and ﬁnd that
I = Iσ = Eσ0 + · · · + Eσd , Eσj Eσi = δijEσi for 0 i, j d.
Set V ′i = Eσi V ′ for all 0 i d, then we have {V ′i }di=0 is a decomposition of V ′ with the corre-
sponding projections {Eσi }di=0. Similarly,V ′ has a decomposition {V ′∗i }di=0 with the corresponding
projections {E∗σi }di=0, where V ′∗i = E∗σi V ′ for 0 i d. By the construction the sequence {Eσi }di=0
is a basis for a commutative subalgebra Dσ of End(V ′) and the sequence {E∗σi }di=0 is a basis for
a commutative subalgebra D∗σ of End(V ′).
(ii) Assume that the linear transformations A+, A−, A∗+, A∗− on V satisfy the conditions (i)–(v)
of Problem 1.2. We show that the linear transformations Aσ−, Aσ+, A∗σ− , A∗σ+ on V ′ satisfy the
conditions (i)–(v) of Problem 1.2. Concerning the condition (i), applying σ to the equation
in Lemma 2.1(iv), we ﬁnd that E∗σj Aσ−E∗σi = 0 if i < j − 1 (0 i, j d). Therefore, Aσ−V ′∗i ⊆
V ′∗0 + V ′∗1 + · · · + V ′∗i+1, where V ′∗−1 = 0 and V ′∗d+1 = 0. The proofs of the conditions (ii)–(iv) are
similar to thatof thecondition (i). Concerning thecondition (v), letW denoteasubspaceofV ′ such
thatDσW ⊆ W andD∗σW ⊆ W . We showW = 0 orW = V ′. DeﬁneW⊥ = {v ∈ V | 〈v, w〉 =
0 for all w ∈ W}, where 〈 , 〉 is the bilinear form associated with σ . Since 〈 , 〉 is nondegenerate,
dimW + dimW⊥ is equal to the common dimension of V, V ′. Observe DW⊥ ⊆ W⊥, indeed
for all w ∈ W and all v ∈ W⊥, 〈Dv, w〉 = 〈v,Dσw〉 = 0 since Dσ = σ(D) and DσW ⊆ W . We
similarly obtain D∗W⊥ ⊆ W⊥. Now W⊥ = 0 or W⊥ = V since the linear transformations
A+, A−, A∗+, A∗− satisfy the condition (v) of Problem 1.2, and thus W = V ′ or W = 0. Now
for the orderings of {V ′i }di=0 and {V ′∗i }di=0, the linear transformations Aσ−, Aσ+, A∗σ− , A∗σ+ satisfy
the conditions (i)–(v) of Problem 1.2.
(iii) For f ∈ F[λ] we have f (A+) = 0 if and only if f (Aσ+) = 0. Therefore, Aσ+ has the same minimal
polynomial 	di=0(λ − θi) as A+, and {θi}di=0 is the eigenvalue sequence of Aσ+. For 0 i d, we
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apply σ to (2.1) and ﬁnd Eσi is the primitive idempotent of A
σ+ with the eigenvalue θi. We have
provedour claimabout the linear transformationAσ+. The claimsabout the linear transformations
Aσ−, A∗σ+ and A∗σ− are similarly proved.
(iv) By the sameargument as in (iii),A+ andAσ+ have the sameeigenpolynomial	di=0(λ − θi)ni . Then
A+ has the root subspaces {Ker(A+ − θiI)ni | 0 i d} andAσ+ has the root subspaces {Ker(Aσ+ −
θiI)
ni | 0 i d}, where the dimensions of both Ker(A+ − θiI)ni and Ker(Aσ+ − θiI)ni are all ni
for 0 i d. Since A+ is diagonalizable on V and Aσ+ is diagonalizable on V ′, the root subspaces
of A+ (resp. Aσ+) are equal to its eigenspaces. Thus the linear transformations Aσ−, Aσ+, A∗σ− , A∗σ+
have the same shape as the linear transformations A+, A−, A∗+, A∗− since the shape is symmetric
and unimodal. 
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