Abstract. Using the maximal regularity theory for quasilinear parabolic systems, we prove two stability results of complex hyperbolic space under the curvature-normalized Ricci flow in complex dimensions two and higher. The first result is on a closed manifold. The second result is on a complete noncompact manifold. To prove both results, we fully analyze the structure of the Lichnerowicz Laplacian on complex hyperbolic space. To prove the second result, we also define suitably weighted little Hölder spaces on a complete noncompact manifold and establish their interpolation properties.
Introduction
The Ricci flow, introduced by Hamilton [11] , is an important nonlinear geometric evolution equation, and it can be viewed as a dynamical system on the space of Riemannian metrics modulo diffeomorphisms. It is therefore interesting to study the dynamical (also called geometric) stability of Ricci flow solutions. In particular, if g 0 is a fixed point of the Ricci flow, one may ask whether the solutiong(t) converges for all initial datag 0 that are sufficiently close to g 0 in some appropriate topology.
This question has been addressed for compact flat and Ricci-flat solutions of Ricci flow by Guenther, Isenberg, and Knopf [9] . They proved the linear stability of Ricci-flat metrics, i.e., that the spectrum of the elliptic differential operator in the linearized equation at a Ricci-flat metric has the proper sign. Then using the maximal regularity theory developed by Da Prato and Grisvard [5] , they concluded the presence of a center manifold in the space of Riemannian metrics and the dynamical stability for any metric whose Ricci flow converges to a flat metric. The same authors [10] demonstrated the linear stability of homogeneous Ricci solitons. The convergence and stability of locally R N -invariant solutions of Ricci flow was obtained by Knopf [16] . Williams [31] generalized Knopf's results on the volume-rescaled R N -locally invariant solutions and the curvature-normalized Ricci flow.
In [28] ,Šešum strengthened the results of [9] . In particular, she proved that the variational stability of Ricci flow, which is defined by the nonpositivity of the second variation of Perelman's F-functional, together with an integrability condition imply the dynamical stability. As a consequence, she obtained the dynamical stability for K3-surfaces. Using the spin c structure, Dai, Wang, and Wei [6] showed that Kähler-Einstein metrics with non-positive scalar curvature are stable as the critical points of the total scalar curvature functional. Combining their results withŠešum's theorem, the authors established the dynamical stability of compact Kähler-Einstein manifolds with non-positive scalar curvature [6] .
The stability question has also been addressed for the normalized flows. Ye [33] proved when the real dimension n ≥ 3 and the metric has nonzero sectional curvature, closed Ricci-pinched solutions (defined in [33] ) of the volume-normalized Ricci flow converge to an Einstein metric. Li and Yin [22] obtained stability of the hyperbolic metric on H n under the curvaturenormalized Ricci flow in dimension n ≥ 6 assuming that the perturbation is small and decays sufficiently fast at spatial infinity. Schnürer, Schulze, and Simon [27] established stability of the hyperbolic metric on H n under the scaled Ricci harmonic map heat flow in dimension n ≥ 4. The proofs in these papers rely on showing that a perturbed solution converges exponentially fast to a stationary solution in the L 2 -norm.
More recently, Bamler [3] proved that every finite volume hyperbolic manifold (possibly with cusps) in dimension n ≥ 3 is stable under the curvature-normalized Ricci flow. Later, Bamler [4] obtained more general stability results for symmetric spaces of noncompact type under the curvature-normalized Ricci flow. His results make use of an improved L 1 -decay estimate for the heat kernel in vector bundles as well as elementary geometry of negatively curved spaces.
In this paper, we study the stability of complex hyperbolic space under the curvature-normalized Ricci flow following the approach in [9, 10, 16] . We refer the interested reader to [16, Section 2] for a detailed introduction on the maximal regularity theory. For our purpose, we apply the theory in three steps:
(1) Modify the Ricci flow so that a complex hyperbolic space is a fixed point of the modified flow. (2) Linearize the modified flow at a complex hyperbolic space, and study the spectrum of the elliptic operator in the linearized equation. (3) Set up Banach spaces of tensor fields with good interpolation properties, and apply Simonett's Stability Theorem, cf. Theorem B.1.
Let (CH m , g B ) denote the complete noncompact complex m-dimensional hyperbolic space equipped with the Bergman metric g B . g B is Kähler-Einstein and has constant holomorphic sectional curvature −c (c > 0). Let (M n , g 0 ) denote a smooth closed quotient of (CH m , g B ), M n has real dimension n = 2m. Let N be the set of positive integers. We can now state the main theorems with respect to the spaces introduced in Section 4. Theorem 1.1. Let m ∈ N, m ≥ 2, and n = 2m. For each ρ ∈ (0, 1), there exists η ∈ (ρ, 1) such that the following is true for (M n , g 0 ).
There exists a neighborhood U of g 0 in the h 1+η -topology such that for all initial datag(0) ∈ U, the unique solutiong(t) of the curvature-normalized Ricci flow (2.5) exists for all t ≥ 0 and converges exponentially fast in the h 2+ρ -norm to g 0 . Theorem 1.2. Let m ∈ N, m ≥ 2, and fix τ > m/2. For each ρ ∈ (0, 1), there exists η ∈ (ρ, 1) such that the following is true for (CH m , g B ).
There exists a neighborhood U of g B in the h 1+η τ -topology such that for all initial datag(0) ∈ U, the unique solutiong(t) of the curvature-normalized Ricci-DeTurck flow (2.6) exists for all t ≥ 0 and converges exponentially fast in the h 2+ρ τ -norm to g B . We note that Theorem 1.1 is a slight improvement of [6, Theorem 1.6], which has convergence in the C k -norm (k ≥ 3) for initial data close in the C k -topology as in [28] . Our method takes optimal advantage of the smoothing properties of the underlying quasilinear parabolic operator of Ricci flow in continuous interpolation spaces. The results in [6] and [28] are more general and are obtained by different techniques.
One may also compare Theorem 1.2 with the CH m case in [4, Theorem 1.2], which imposes stronger assumptions on the initial metric and weaker assumptions on the perburbations at spatial infinity, and proves convergence of the Ricci flow solutions to the fixed point in the pointed Cheeger-Gromov sense. In constrast, our initial metric is close in a less regular topology, and we impose stronger assumptions on the perturbations at spatial infinity to prove convergence in a considerably stronger sense.
A major effort of this paper is to define suitably weighted little Hölder spaces h k+α τ on the complete noncompact CH m and to establish the interpolation properties of these weighted spaces in all complex dimensions, cf. Theorem 4.1. The interpolation results are then used in the application of the maximal regularity theory to prove the dynamical stability result, cf. Theorem 1.2.
The idea of defining weighted spaces is natural when the underlying manifold is complete noncompact and the growth rate of the volume of geodesic balls on this manifold can be estimated from above. If these weighted spaces satisfy interpolation properties, then one can prove stability results for Ricci flow on this complete noncompact manifold using the maximal regularity theory. For example, this approach works on R n because the interpolation theory on R n (with the background metric chosen to be the Euclidean metric) is well known, see for example [24] . The stability theorems for Ricci flow on R n obtained this way complement the existing results in the literature [32, 25, 26, 19] . One may also adapt the definition of the weighted spaces in this paper to the (noncompact) real hyperbolic space H n (n ≥ 3) and establish interpolation properties accordingly. In this way one can obtain stability results that complement those in [22, 27] .
The paper is organized as follows. In Section 2, we set up notations and recall the linearization formulae for the (curvature-normalized) Ricci flow. In Section 3, we study the spectrum of the elliptic operator in the linearized equation in all complex dimensions, and as a consequence, we obtain strict linear stability of the curvature-normalized Ricci-DeTurck flow at a complex m-dimensional hyperbolic space for m ≥ 2. In Section 4, we define the Banach spaces h k+α and h k+α τ , and state the interpolation theorem for h k+α τ , cf. Theorem 4.1. The proof of Theorem 4.1 is technical, so we postpone it to Section 7 to improve the readability of the paper. In Sections 5 and 6, we prove Theorems 1.1 and 1.2 respectively. In Appendix A, we include some computations. In Appendix B, we include Simonett's Stability Theorem for completeness. valuable advice, generous support, kind encouragement, and good humor during my learning and research. I also thank Prof. Justin Corvino for critiquing an earlier version of the manuscript, and Jiexian Li for helpful discussions.
Preliminaries
Let (M n , g) be an n-dimensional Riemannian manifold. g is said to be negatively curved Einstein if Ric(g) = −λg = R n g, where λ > 0 is a constant. For an Einstein metric the traceless Ricci tensor Let U be an open set of M n . When possible, we take U = M n , e.g., when M n = CH m . We denote by T 2 the vector space of covariant two-tensor fields over U . We denote by S 2 (S 2 c , S 2 + , respectively) the vector space of symmetric covariant two-tensor fields (with compact support, positivedefinite, respectively) over U , and let S 2 be the dual of S 2 . In the rest of the paper, the regularity of the tensor fields will either be specified or dictated by the context. We let 2 denote the vector space of alternating two-vector fields over U .
2 has real dimension
, and S 2 has real dimension
. Since 2 is isomorphic to the space of anti-symmetric covariant two-tensor fields over U , T 2 ∼ = S 2 ⊕ 2 . We define Ω 1 to be the space of one-forms over U .
We denote by L the Lie derivative, by δ = δ g : S 2 → Ω 1 the divergence operator (with respect to g), and by δ * = δ * g : Ω 1 → S 2 the formal L 2 -adjoint of δ. dµ g denotes the volume form of g, and we write dµ whenever there is no ambiguity. : Ω 1 → Γ(T M ) is the duality isomorphism induced by g. Throughout the paper, we use the Einstein summation convention.
We denote by ·, · the tensor inner product with respect to g. Given an orthonormal frame field {e i } n i=1 on U , we use the convention e i ⊗ e j , e k ⊗ e = δ ik δ j .
Define e i ∧ e j := e i ⊗ e j − e j ⊗ e i , e i e j := e i ⊗ e j + e j ⊗ e i , then the set
forms an orthonormal frame field of 2 over U , and the set
forms an orthonormal frame field of S 2 over U . The Riemann curvature tensor Rm induces by its symmetries an action R : 2 → 2 defined by R (e i ∧ e j ), e k ∧ e = 4R(e i , e j , e , e k ).
Rm also induces an action R S : S 2 → S 2 defined by R S (e i e j ), e p e q = R(e i , e p , e q , e j ) + R(e j , e p , e q , e i ) + R(e i , e q , e p , e j ) + R(e j , e q , e p , e i ).
Since S 2 is dual to S 2 , R S acts on S 2 by the same action: if h, k ∈ S 2 , then
We can represent R by a matrix R β in the β-basis, and R S by a matrix R γ in the γ-basis. Both R and R S encode the curvature information. We now recall some well-known facts about the Ricci flow, see for example [9] . The Ricci flow is a one-parameter family of Riemannian metrics g(t),
For h ∈ S 2 sufficiently differentiable, the linearized Ricci flow is given by
where G(h) = h − 1 2 (Tr g h)g, and ∆ L is the Lichnerowicz Laplacian. In local coordinates, we have
where P u (g) := −2δ * (ũδ (G(g, u) )), with u ∈ S 2 + , G(g, u) = u − 1 2 (Tr g u)g, andũ : Ω 1 → Ω 1 given by (ũβ) j := g jk u k β . The Ricci-DeTurck flow is strictly parabolic.
Since we are interested in the dynamics of Ricci flow near a complex hyperbolic space, compact or noncompact, we choose to study the curvaturenormalized Ricci flow
The right hand side of (2.6) is a strictly elliptic operator on g. Alternatively, on a closed manifold, one may choose to normalize the volume of the manifold and study the volume-normalized Ricci flow as in [33] . 
Define the linear operator A :
Equation (2.3) implies that A is the rough Laplacian plus zero-order terms, so A is a strictly elliptic and self-adjoint operator on L 2 (S 2 c ). Since g B is Einstein, the Ricci tensor (after raising one index) acts on (1, 1)-tensors with eigenvalues −λ. So we have (Ah) ij = (∆h) ij + 2R ipqj h pq .
For now we denote by (M, g) an arbitrary complete Einstein manifold. M is either noncompact, e.g., (CH m , g B ), or closed, e.g., (M n , g 0 ). We let (·, ·) be the L 2 -pairing on S 2 c defined by
Remark 3.1. Recall our convention that e i ⊗ e j , e k ⊗ e = δ ik δ j , then
For h ∈ S 2 c that is sufficiently differentiable, we have
Then we integrate by parts to get
c , define a covariant three-tensor by
This is Koiso's Bochner formula [20] , and we include its proof here for completeness.
We integrate by parts and commute the covariant derivatives to obtain
Rearranging the terms proves the lemma.
Remark 3.3. Applying equation (3.4) on a closed Riemannian manifold of dimension n ≥ 3 and constant sectional curvature K = −1 (after normalizing the metric), then
Since in this case
Thus, the curvature-normalized Ricci flow is strictly linearly stable at a closed negatively curved space form. This was proved in [17, Appendix A].
Remark 3.4. In Remark 3.3, the dimension assumption n ≥ 3 is crucial for linear stability. On a real two-dimensional (complex one-dimensional) surface of genus γ > 1, however, the operator A is not strictly linearly stable.
A has a nullspace of complex dimension 3γ − 3, which is isomorphic to the space of holomorphic quadratic differentials, hence with the cotangent space to the Teichmüller space.
Strict linear stability in complex dimensions two and higher.
Let m ∈ N. Let U be the single geodesic normal coordinate chart covering CH m (or one of a finite atlas of coordinate charts covering M n ). We fix an orthonormal frame field {e i , e i+1 : i = 2k − 1, k = 1, 2, . . . , m} over U such that the complex structure J acts on this frame field by
We abuse the notation and define the action J on the indices by
For example, J(1) = 2, J(2) = 1.
We now define a canonical frame field γ for S 2 of real dimension m(2m+1) in three groups, denoted by γ I , γ II , and γ III , respectively. We define
We define 2m(m − 1) basis elements of γ III by
which for convenience we index by
e 2 e 6 , etc. We define three matrices A m , B m , and C m . A m is a 2m × 2m matrix given by
B m is the m × m diagonal matrix whose diagonal entries are −4. C m is a 2m(m − 1) × 2m(m − 1) matrix and it is block diagonal given by
Then we have the following lemma.
Lemma 3.5. For each m ∈ N, R S is represented in the canonical γ-basis by the block diagonal matrix R γ with
Proof. See Appendix A.
Lemma 3.6. For each m ∈ N, the largest eigenvalue of R γ is c.
Proof. R γ is a block diagonal matrix, so its eigenvalues are − c 4 times the eigenvalues of A m , B m , and C m [13] . The eigenvalues of B m are −4. The matrix C m is block diagonal, so its eigenvalues are given by the eigenvalues of F , which are {2, 2, −4, −4}. It remains to understand the eigenvalues of A m .
We write vectors in R 2m as column vectors. Define X ∈ R 2m by
.
Then by a direct computation, we have
Thus, the eigenvalues of A m are
The lemma follows after multiplying the eigenvalues of A m , B m , and C m by − c 4 . Therefore, we have the following estimate.
In particular, the curvature-normalized Ricci-DeTurck flow (2.6) is strictly
Proof. The sum of the entries of − c 4 A m is the scalar curvature R of g B , so R = −m(m + 1)c, and hence
Let λ S denote the largest eigenvalue of R γ , then λ S = c by Lemma 3.6. Recall the variational characterization
The asserted strict linear stability follows if m ≥ 2.
Remark 3.8. On a closed manifold (M n , g 0 ), we can assume h ∈ S 2 . On the complete noncompact (CH m , g B ), we will relax the assumption h ∈ S 2 c , cf. Corollary 4.5.
Inequality (3.5) is sharp since when m = 1, the operator A has a nontrivial nullspace, cf. Remark 3.4. On the other hand, if on M n there is a smooth one-parameter family of complex hyperbolic metrics with some fixed complex structure, then A would have a nontrivial null eigenspace. Proposition 3.7 shows that the operator A has trivial null eigenspace when m ≥ 2. Hence, we recover the following well-known result: the moduli space of complex hyperbolic metrics on a closed 4-manifold is locally rigid in the sense that if a complex hyperbolic metric g is near g 0 in some norm, then g differs from g 0 by a homothetic scaling and a diffeomorphism on M 4 [14, 15, 21] . Moreover, we have extended this local rigidity to any closed 2m-manifold when m ≥ 2.
(Weighted) little Hölder spaces
On a closed Riemannian manifold M n admitting a complex hyperbolic metric, we fix a background metric and a finite atlas {U υ } 1≤υ≤Υ of coordinate charts covering M n . Given a smooth h ∈ S 2 over M n , for each integer k ≥ 0 and real number α ∈ (0, 1), we denote
where is a multi-index and
We define the (k + α)-Hölder norm of h by
The components {h ij } are with respect to the fixed atlas {U υ } 1≤υ≤Υ , whereas ∇, |·|, and the distance function d are computed with respect to a fixed background metric. Different finite atlases or background metrics yield equivalent Hölder norms. The little Hölder space h k+α on the closed manifold M n is defined to be the completion of C ∞ symmetric covariant two-tensor fields in · k+α . The space h k+α is separable [9] . In particular, h ∈ h k+α has the following property [23, Proposition 0.2.1]:
for all 1 ≤ υ ≤ Υ and 1 ≤ i, j ≤ n. This property also defines h k+α [23] . On a complete noncompact manifold the definition of the Hölder norm depends on the choice of the atlas and the background metric. On CH m , m ∈ N, we will use the single geodesic normal coordinate chart given by the exponential map at the origin and choose the background metric to be g B . In this case, | · |, · , and d are computed with respect to g B .
Let h ∈ S 2 , h is not necessarily compactly supported over CH m . To apply equation (3.4) and Proposition 3.7, h should decay at spatial infinity with the decay rate dictated by the geometry under consideration. To apply Simonett's Stability Theorem to deduce dynamical stability from linear stability, h should also belong to a Banach space that satisfies certain interpolation properties. These considerations lead us to define the following suitably weighted little-Hölder spaces.
We first set up some notations. Let B R be a geodesic ball of radius R centered at the origin of our single chart. 
y }, and we write d x , d x,y whenever there is no ambiguity. Given a smooth h ∈ S 2 over CH m , for integers k, q ≥ 0, multi-index , and α ∈ (0, 1), we let 
Proof. Given h ∈ h k+α τ , there exists a sequence of C ∞ c symmetric two-tensor fields {h n } n∈N that converge to h in h k+α τ . Note that each h n satisfies property 4.1. Then we estimate
In particular,
For ε > 0, choose n large such that h − h n k+α;τ < ε/2, and choose δ > 0 such that F hn (t) < ε/2 if t < δ, then F h (t) < ε if t < δ.
Remark 4.2. From now on, we shorten some expressions. For integer k ≥ 0, ∇ k (or ∂ k ) means first applying ∇ (or ∂ ) and then taking the supremum over | | = k. We omit the indices of h, and the result will follow after either summing or taking the supremum over 1 ≤ i, j ≤ n = 2m.
We denote by W 2 1 (CH m ) the Sobolev space of symmetric two-tensor fields h over CH m such that
where ∇ is computed with respect to the background metric g B . We denote by → a continuous embedding. Proof. Recall that B R denotes a geodesic ball of radius R centered at the origin in CH m . The volume of B R , denoted by V (B R ), has exponential growth rate m, i.e., there is a positive constantC =C(m) such that V (B R ) ≤Ce mR , see for example [8] . We know ∇h = ∂h + Γ * h, where * denotes contraction using g B , and Γ is uniformly bounded by some constant C in geodesic normal coordinates on the homogeneous space (CH m , g B ).
In what follows and the rest of the paper, "A B" means A ≤ CB, where C > 0 is a constant that may change from line to line.
Let h ∈ h k+α τ . Recall that τ = (m + ξ)/2 where ξ > 0. If x ∈ B 2 , then x ∈ A 1 with d x ≥ 1, so we have 
Similarly, if
x |h| 1;A 2N −2 ≤ |h| 1;A 2N −2 , and we estimate
Then, with B 0 = ∅, we have Let N → ∞, we see h ∈ W 2 1 (CH m ). [1, 24, 29] , and we will recall their precise definitions in Section 7. We now state two interpolation results for the weighted little Hölder spaces h k+α τ . We postpone their proofs to Section 7. Analogous results hold for the little Hölder spaces h k+α [30] and have been used in [9, 17, 16] . Lemma 4.6. Let m ∈ N and fix τ > m/2. Let 0 ≤ k ≤ be integers, 0 < α ≤ β < 1, and 0 < θ < 1, then there exists a constant C(θ) > 0 depending on θ such that for all h ∈ h
Theorem 4.1. Under the assumptions of Lemma 4.6, if (1 − θ)(k + α) + θ( + β) / ∈ N, then there is a Banach space isomorphism
with equivalence of the respective norms.
5. Dynamical stability of (M n , g 0 ) For fixed 0 < σ < ρ < 1, consider the following densely and continuously embedded spaces:
For fixed 1/2 ≤ β < α < 1, define
For fixed 0 < 1, define
where "g > g 0 " means g(X, X) > g 0 (X, X) for any tangent vector X. We abbreviate the right hand side of equation (2.6) by Q g 0 (g)g. Q g 0 (g) is a quasilinear elliptic operator. By a straightforward computation as in [9, Lemma 3.1], we have the following lemma.
Lemma 5.1. If we express Q g 0 (g)g in terms of the first and second derivatives of g in local coordinates, then
The coefficients a, b, c depend smoothly on x ∈ M n , and they are analytic functions of their remaining arguments.
Remark 5.2. This lemma holds true for the operator Q g B (g).
We point out two typos in [9, Lemma 3.1]: the coefficient b missed the dependence on ∂g, and the coefficient c missed the dependence on ∂ 2 g 0 .
We are now ready for the proof of Theorem 1.1.
Proof of Theorem 1.1. Proposition 3.7 applied to h ∈ X 1 (or h ∈ E 1 ) implies the spectrum of the operator A, denoted by Spec(A), satisfies Spec(A) ⊂ (−∞, −c/2] for c > 0 provided m ≥ 2. We then apply the Stability Theorem (Theorem B.1) to conclude Theorem 1.1. We omit the details since they are similar to the proof in [9] .
6. Dynamical stability of (CH m , g B )
In this section, | · |, · , ∇, Γ k ij , and the distance function d are computed with respect to the fixed background metric g B , and recall τ > m/2 is fixed.
For fixed 0 < σ < ρ < 1, consider For a fixedĝ ∈ X β , (5.1) allows us to view Q g B (ĝ) as a linear operator on
is ∆ g B plus lower order terms with bounded coefficients, and in particular, Q g B (g B )g B = 0. In the γ-basis defined in Section 3.2 and for fixed i, j, k, , we can represent the coefficient a k pq ij of the second order term in Q g B (g B ) as a matrix a γ . If we let λ and Λ denote the smallet and the largest eigenvalues of the matrix a γ respectively, then Λ/λ = 1 on any B R ⊂ CH m . Since the coefficient a depends analytically onĝ, ifĝ is sufficiently close to g B in X β , then Q g B (ĝ) satisfies 0 <ĉ < Λ/λ <Ĉ for some constantsĉ,Ĉ and for all 1 ≤ i, j, k, ≤ n = 2m. We call suchĝ an admissible perturbation of g B .
For 0 < 1 to be chosen, cf. Lemma 6.2, define an open set in X β by G β := {g ∈ X β is an admissible perturbation : g > g B }, and define
We denote by Lĝ := Q g B (ĝ) the unbounded linear operator on X 0 with dense domain D(Lĝ) = X 1 . We extend Lĝ toLĝ, which is now defined on E 0 with dense domain D(Lĝ) = E 1 . If X, Y are two Banach spaces, we denote by L(X, Y ) the space of bounded linear operators from X to Y . Lemma 6.1.
(
Proof. Letĝ ∈ G β be given, we abbreviate equation (6.1) as 
x,z ≥ 1 and z, y ∈ A N , d N z,y ≥ 1/2. So using the triangle inequality, the estimates for Case 1 will apply to Case 3 up to a different constant. Thus, it suffices to prove the lemma for Case 1.
We now check for Case 1. Consider x = y ∈ A N with 1/2 ≤ d N x,y ≤ 2. Writing d N x,y as d x,y for short, we estimate
where
Likewise, we have
The above estimates imply
Similarly, we have
Putting everything together, we see
Thus,ĝ → Lĝ is an analytic map from G β to L(X 1 , X 0 ), which proves part (1). Part (2) is proved analogously.
Given a Banach space X, a linear operator A : D(A) ⊂ X → X is called sectorial if there are constants ω ∈ R, β ∈ (π/2, π), and M > 0 such that
Lemma 6.2.L g B is sectorial, and there exists > 0 in the definition of G β such that for eachĝ ∈ G α ,Lĝ generates a strongly continuous analytic semigroup on L(E 0 , E 0 ).
Proof. SinceL g B is ∆ g B plus lower order terms, it is a strongly elliptic operator. The spectrum of 
where C is a constant depending on the complex dimension m, the Hölder exponent ρ, and the ratio Λ/λ, but not on N [7] . Multiplying both sides of this inequality by e N τ and taking the supremum over N ∈ N, then
SoL g B is sectorial, and sinceL g B is densely defined by construction, it generates a strongly continuous analytic semigroup by a standard characterization [23, pp. 34] . By part (2) of Lemma 6.1, we can choose > 0 in the definition of G β so small that forĝ ∈ G α , we have There exists a positive integer K such that for allĝ in the open set G β ⊂ X β , the domain D(Lĝ) of Lĝ is equal to X 1 , and the mapĝ → Lĝ| X 1 belongs to
(B3), (B5): By construction, for eachĝ ∈ G β ,Lĝ is an extension of Lĝ to a domain D(Lĝ) that is equal to E 0 . For eachĝ ∈ G α , Lĝ is the part ofLĝ in X 0 .
(B6): Recall that 0 < σ < ρ < 1 were fixed. For eachĝ ∈ G α , there exists θ = ρ−σ 2 ∈ (0, 1) such that, by Theorem 4.1,
Define the set (E 0 , D(Lĝ)) 1+θ := {g ∈ D(Lĝ) :Lĝ(g) ∈ (E 0 , D(Lĝ)) θ }, and endow it with the graph norm ofLĝ with respect to the space (E 0 , D(Lĝ)) θ , which we just showed to be equivalent to the space X 0 . This graph norm is
We claim the respective norms are equivalent. Indeed,
The opposite inequality, · X 1 · X 0 + Lĝ (·) X 0 , follows from Schauder estimates for Lĝ with respect to the weighted Hölder norms · k+ρ;τ , similar to those used in the proof of Lemma 6.2. So the claim is true. Therefore, there is a Banach space isomorphism (E 0 , D(Lĝ)) 1+θ ∼ = X 1 with equivalence of the respective norms.
(B7): This just follows from Lemma 4.6. To finish the proof, for fixed ρ ∈ (0, 1) and α ∈ ( 
Interpolation properties
Let X, Y be two Banach spaces with Y d → X. We review the K-method in interpolation theory, cf. [1, 24, 30] .
For every h ∈ X + Y and t > 0, set
Let θ ∈ (0, 1), p ∈ [1, ∞]. We define the real interpolation space between X and Y by
We define the continuous interpolation space between X and Y by
Since for every h ∈ X + Y , t → K(t, h) is concave and hence continuous in (0, ∞), (X, Y ) θ is a closed subspace of (X, Y ) θ,∞ , and it is endowed with the (X, Y ) θ,∞ -norm, i.e., · θ = · θ,∞ . Taking Y := h +β d → h k+α =: X, and noting when p = ∞, · θ = · θ,∞ , we obtain (4.2).
In the rest of this section, we prove Theorem 4.1.
Lemma 7.2. Let m ∈ N and fix τ > m/2, then for each θ ∈ (0, 1), we have the Banach space isomorphism
Proof. We let X := h 0 τ , Y := h 1 τ , and
So we can always decompose h = a + b with a ∈ X and b ∈ Y , and
Taking the infimum over all such decompositions, then
since for h ∈ (X, Y ) θ we have the useful fact that for all t > 0, K(t, h) ≤ t θ h θ . If x = y ∈ A N for some N , then we can find a curve γ in A N connecting x and y such that d z ≥ d x,y for all z ∈ γ and Length(γ) d(x, y). We have, in the single geodesic coordinate chart covering CH m ,
Given a decomposition h = a + b with a ∈ X, b ∈ Y , we see
So [h] 0+θ;A N ≤ e −N τ h θ , and it follows that
We will suitably decompose h = a t +b t for t ∈ (0, ∞) with a t ∈ X, b t ∈ Y . When t ∈ [1, ∞), let a t = h, b t = 0, then K(t, h) ≤ h X , and hence Let B t denote a geodesic ball of radius t in CH m and V (B t ) its volume. Recall that g B has constant scalar curvature R < 0, and that the asymptotic expansion of V (B t ) with respect to t is
where ω 2m is the volume of the unit ball in Euclidean R 2m . Then under the homothetic scaling d(x, y) → d(x, y)/t, there exist constantsc,C > 0 such that for t ∈ (0, 1],
For fixed x ∈ CH m and y ∈ {d(x, y) ≤ t ≤ 1}, we can find some
x,y h Z e −N τ h Z . We now estimate
Recall the definition a t X = sup 1) is fixed, and t ∈ (0, 1], we have
Putting together estimates (7.1), (7.2) , and (7.3), for t ∈ (0, 1],
Thus, we obtain for t ∈ (0, 1],
To conclude h ∈ (X, Y ) θ , it remains to show that lim
Fix x ∈ CH m , let t ∈ (0, 1] and y ∈ {d(x, y) ≤ t}, then x, y ∈ A N for some N ∈ N with d x,y ≥ 1/2. Noting d(x, y)/t ≤ 1, we estimate
As t → 0+, by property (4.1) that for h ∈ Z := h θ τ ,
Similarly, lim
Let X be a Banach space. Consider a linear operator A : D(A) → X such that (0, ∞) ⊂ ρ(A), and there exists a constant C > 0 such that (7.4)
where ρ(A) is the resolvent set of A and R(λ, A) = (λI −A) −1 is the resolvent operator of A. Note this is condition (3.1) in [24] . Lemma 7.3. Let m ∈ N and fix τ > m/2. For 1 ≤ i ≤ n = 2m, consider A i := ∂ i in geodesic normal coordinates with respect to g B . Then for each i,
is a complete manifold, there exists for each 1 ≤ i ≤ n a unique geodesic γ i :
Taking the supremum over N ∈ N, then for each λ > 0,
Therefore, A i satisfies condition (7.4) for 1 ≤ i ≤ n.
Lemma 7.3 ensures the interpolation theory in [24] applies, so from the basic step Lemma 7.2 we can conclude the following.
Lemma 7.4. Let m ∈ N and fix τ > m/2, then for θ ∈ (0, 1) and ∈ N such that θ / ∈ N, we have the Banach space isomorphism
We can now prove Theorem 4.1.
Proof of Theorem 4.1. Given h k+α τ , h +β τ , there exist θ 0 , θ 1 ∈ (0, 1) and p ∈ N such that by Lemma 7.4,
τ , with equivalence of the respective norms. if J(i) = j, then R(e i , e j , e j , e i ) = −c; if J(i) = j, then R(e i , e j , e j , e i ) = −c/4; if k < , p < q, J(k) = , J(p) = q, then    R(e k , e , e q , e p ) = −c/2, R(e k , e p , e q , e ) = −c/4, R(e k , e q , e p , e ) = c/4. We compute Noting the patterns in the above computation, we then quickly obtain the other non-zero components. For example, R(e 5 , e 6 , e 6 , e 5 ) = −c, R(e 1 , e 5 , e 5 , e 1 ) = R(e 1 , e 5 , e 6 , e 2 ) = −R(e 1 , e 6 , e 5 , e 2 ) = −c/4, R(e 1 , e 2 , e 6 , e 5 ) = −c/2, etc. All the remaining components are zero, for example, The remaining entries of R γ are computed analogously.
Appendix B. Stability Theorem
We use the following version of Simonett's Stability Theorem. Please see [9, 16] for a more general version of the theorem, and [29] for the most general statement. 
