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A COMPACTIFICATION OF THE MODULI SPACE OF MARKED VERTICAL
LINES IN C2
NATHANIEL BOTTMAN AND ALEXEI OBLOMKOV
Abstract. For r ≥ 1 and n ∈ Zr≥0 \ {0}, we construct a proper complex variety 2Mn. 2Mn is
locally toric, and it is equipped with a forgetful map 2Mn →M0,r+1. This space is a compactifica-
tion of 2Mn, the configuration space of marked vertical lines in C2 up to translations and dilations.
In the appendices, we give several examples and show how the stratification of 2Mn can be used
to recursively compute its virtual Poincare´ polynomial.
1. Introduction
For r ≥ 1 and n ∈ Zr≥0 \ {0}, the first author constructed in [Bo1] a poset Wn = WRn called a
2-associahedron. In [Bo2], he constructed a compact, metrizable topological space 2Mn = 2M
R
n,
which is stratified by Wn. The realizations 2M
R
n will play the role of domain moduli spaces in the
first author’s chain-level functoriality structure for the Fukaya category.
In this paper, we construct algebraic varieties 2M
C
n that complete the following analogy:
(r − 2)-dim. associahedron : M0,r+1 :: 2MRn : 2MCn.(1)
That is, one construction of the associahedron resp. M0,r+1 is as the compactified moduli space
of r unmarked points in R resp. marked points in C. 2MRn is the compactified moduli space of r
vertical lines in R2 with ni marked points on the i-th line from the left, so in an analogous way we
define 2M
C
n to be the compactified moduli space of r labeled vertical complex lines in C2 with ni
labeled marked points on the i-th line. Our main result is to construct 2M
C
n as a variety with mild
singularities:
Theorem 1.1. Fix r ≥ 1 and n ∈ Zr≥0\{0}. Then 2M
C
n, equipped with the atlas we define in §3.2, is
a proper complex variety with toric singularities. There is a forgetful morphism pi : 2M
C
n →M0,r+1,
which on the open locus sends a configuration of lines and points to the positions of the lines, thought
of as a configuration of points in C.
For instance, in Example 3.9, we show that one of the local models in our atlas is the following
quadric cone, which is indeed a toric affine complete intersection:{
(a, b, c, d, e, f) ∈ C6
∣∣∣∣ c = d, e = fac = ad = be = bf
}
,(2)
We now describe the plan for our paper.
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§2: We begin our paper by constructing a smooth proper complex variety MCr , which is iso-
morphic to M0,r+1 (we do not construct this isomorphism here). While M0,r+1 is obviously
not a new space, we give a construction in terms of an atlas that, to our knowledge, has not
appeared in the literature. This construction serves as a warm-up for the atlas we construct
in §3, which is key to our proof of Thm. 1.1.
§3: In this, the central section of our paper, we define 2MCn and prove Thm. 1.1. We provide
numerous illustrations of the constructions that we introduce.
§4: We describe some future directions, which we will pursue in our follow-up paper [BoOb2].
Specifically, we plan to cast 2Mn as part of a general construction of “Fulton–MacPherson
compactification for pairs X → Y .”
§A: We work out all 1- and 2-dimensional instances of 2MCn.
§B: There is a stratification on 2MCn according to the combinatorial type of the corresponding
trees of surfaces. We use this stratification to recursively compute the virtual Poincare´
polynomial of 2M
C
n, which we have implemented in Python at [BoOb1].
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2. Construction of M
C
r via explicit charts
In this section, we will provide a construction of the compactified moduli space M0,r+1 of (r+1)-
pointed genus-0 curves. For consistency with §3, we use the alternate notation MCr . While M0,r+1
is obviously a well-known and -studied space, to our knowledge, our construction has not appeared
in the literature. This section will also serve as a warm-up for our construction of 2M
C
n in §3. The
current section draws on the common approach in the symplectic geometry literature of constructing
moduli spaces via an atlas, in which each chart is defined by considering “gluing parameters” which
govern whether and how to smooth the nodes.
The following is the main result of this section:
Theorem 2.1. Fix r ≥ 2. Then MCr , equipped with the atlas we define in §2.2, is a smooth proper
complex variety.
Proof. We show in Lemma 2.17 that the atlas we define in §2.2 endows MCr with the structure of
a prevariety. Next, we show in Lemma 2.18 that M
C
r is separated (hence a variety) and proper.
Finally, the domains XT of the charts are Zariski-open subsets of affine space, so M
C
r is smooth. 
2
2.1. Definition of KCr . Before we can define M
C
r , we must define the poset K
C
r , which will index
the strata of M
C
r . K
C
r consists of all possible combinatorial types of the elements of M
C
r , and we
present two equivalent definitions, one in terms of stable rooted trees with labeled leaves, and one
in terms of bracketings of r letters.
Definition 2.2. We say that a vertex α of a rooted tree T is interior if the set in(α) of its incoming
neighbors is nonempty, and we denote the set of interior vertices of T by Tint or Vint(T ). A rooted
tree T is stable if, when it is oriented toward its root, every interior vertex has at least 2 incoming
edges. We define KC,treer to be the set of all isomorphism classes of stable rooted ribbon trees with
r labeled leaves, and we equip KC,treer with the structure of a poset by declaring T ′ < T if T can be
obtained by contracting a collection of interior edges of T ′. We denote the unique maximal element
of KC,treer by T
top
r .
We denote the i-th leaf of T ∈ KCr by λTi . For any ρ, σ ∈ T , Tρσ denotes those vertices τ such
that the path [ρ, σ] from ρ to σ passes through τ . We denote Tρ := Tρrootρ. 4
Definition 2.3. A 1-bracket of r is a nonempty subset B ⊂ {1, . . . , r}. A 1-bracketing of r is a
collection B of 1-brackets of r satisfying these properties:
(Bracketing) If B,B′ ∈ B have B ∩B′ 6= ∅, then either B ⊂ B′ or B′ ⊂ B.
(Root and leaves) B contains {1, . . . , r} and {i} for every i.
We denote the set of all 1-bracketings of r by KC,brr , and define a partial order by defining B′ < B
if B is a proper subcollection of B′. 4
An argument exactly analogous to the proof of [Bo1, Prop. 2.13] shows that KC,treer and K
C,br
r are
isomorphic posets, and we denote KCr := K
C,tree
r = K
C,br
r .
Next, we define, for any stable rooted tree T ∈ KCr , the poset pT :
pT := {0, 1}#Vint(T )−1,(3)
equipped with the usual poset structure. (This can be thought of as a “local model” for KCr , when
KCr is viewed as the poset of strata of M
C
r .) We denote a typical element by r = (rρ)ρ∈Vint(T )\{ρroot}.
(Note that a component rρ being 0 resp. 1 indicates that we should not glue resp. should glue at
that vertex.)
Definition 2.4. Define a map gT : pT → KCr by defining gT (r) to be the result of contracting each
edge of T whose incoming vertex α has rα = 1. 4
Note that Vint(gT (r)) can be identified with g
−1
T {0}∪{ρroot}. Moreover, for any ρ ∈ g−1T {0}∪{ρroot},
the following equality holds:
ingT (r)(ρ) =
{
σ ∈ g−1T {0} ∪ {ρroot}
∣∣ [ρ, σ]T ∩ g−1T {0} ⊂ {ρ, σ}} .(4)
(Here and elsewhere, we use the notation [ρ, σ] to denote the path between ρ and σ.)
Finally, we show that gT is a poset injection and characterize its image.
Lemma 2.5. For any T ∈ KC,treer , gT is an inclusion of posets, with image g(PT ) = [T, T topr ].
Proof. Immediate from the definition of the partial order on KC,treer . 
2.2. Construction of M
C
r as a set, and of an atlas. In this subsection, we construct M
C
r as a
set and equip it with an atlas. We will use this atlas in §2.3 to equip MCr with the structure of an
algebraic variety.
3
Definition 2.6. A stable curve with r ≥ 2 input marked points is a pair(
T, (xρσ) ρ∈Vint(T ),
σ∈in(ρ)
)
,(5)
where:
• T is a stable rooted tree with r leaves.
• For ρ ∈ Vint(T ), xρ := (xρσ)σ is an element of C# in(ρ) \∆, where ∆ is the big diagonal.
We say that two stable curves
(
T, (xρσ)
)
,
(
T ′, (x′ρσ)
)
are isomorphic if there is an isomorphism of
rooted trees f : T → T ′ and a function Vint(T ) → G1 : ρ 7→ φρ (where G1 is the reparametrization
group Co (C \ {0}) acting on C by translations and dilations) such that:
x′f(ρ)f(σ) = φρ(xρσ) ∀ ρ ∈ Vint(T ), σ ∈ in(ρ).(6)
We extend the notation xρσ to allow any distinct ρ ∈ Vint(T ) and σ ∈ V (T ), like so:
• Suppose σ lies in Tρ. Set τ to be the first vertex after ρ through which the path from ρ to
σ passes. Define xρσ := xρτ .
• If σ does not lie in Tρ, then set xρσ :=∞.
We denote by SCr the collection of stable curves with r input marked points, and we define the
moduli space of stable curves with r input marked points M
C
r to be the set of isomorphism classes of
stable curves of this type. For any stable rooted tree T with r leaves, define the corresponding strata
SCr,T ⊂ SCr, Mr,T ⊂ M r to be the set of all stable curves (resp. isomorphism classes thereof) of
the form
(
T, (xρσ)
)
. We say that a stable curve is smooth if its underlying rooted tree T has only
one interior vertex; we denote a smooth stable curve by the tuple x ∈ Cr associated to the root. 4
We now define the notion of a slice of a stable rooted tree. This can be thought of as a local slice
for the action of G1 on the corresponding stratum in M
C
r , which is necessary data for the chart
that we will associate to T .
Definition 2.7. If T ∈ KCr is a stable rooted tree, then a slice of T is a pair s = (s0, s1) of functions
si : Vint(T )→ V (T ) such that, for every ρ ∈ Vint(T ), s0(ρ) and s1(ρ) are distinct elements of in(ρ).
For a sliced tree T = (T, s), we define a map
CT :
∏
ρ∈Vint(T )
(
(C \ {0, 1})# in(ρ)−2 \∆)→M r, (xρ,σ) ρ∈Vint(T ),
σ∈in(ρ)\s(ρ)
7→ (T, (x˜ρ)),(7)
where x˜ρ is defined to be the extension of xρ by appending x˜ρ,si(ρ) := i for i = 0, 1. Then CT
restricts to a bijection from its domain to M r,T . 4
Note that by equation (7) in [Bo1], the domain of CT is contained (as a Zariski-open subset) in
Cd(T ).
The polynomials we now define will form the component functions in our charts.
Definition 2.8. For C =
(
T, (xρ)
) ∈ SCr a stable curve, we define the following collection of
polynomials in variables bυ, υ ∈ Vint(T ) \ {ρroot}:
pCρσ(b) :=
∑
τ∈[ρ,σ[
(
xτσ
∏
υ∈]ρ,τ ]
bυ
)
, ρ ∈ Vint(T ), σ ∈ Tρ \ {ρ}.(8)
This allows us to define, for any T ∈ KCr , the associated local model XT :
XT :=
( ∏
ρ∈Vint(T )
(
(C \ {0, 1})# in(ρ)−2 \∆)× C#Vint(T )−1) \⋃
i<j
Z(qij) ⊂ Cr−2,(9)
4
where the fact that the middle space lies in Cr−2 follows from equation (8) in [Bo1]. Denoting an
element of XT by
(
(xρ),b
)
, we have set qij to be the largest polynomial factor of p
CT (xρ)
ρrootλi
− pCT (xρ)ρrootλj
not divisible by a monomial in b, i.e.
p
CT (xρ)
ρrootλi
(b)− pCT (xρ)ρrootλj (b) = qij
(
(xρ),b
) · ∏
ρ∈Vint(T ),
ρ 6=ρroot
b
aρ
ρ , bρ - qij ∀ ρ ∈ Vint(T ) \ {ρroot}.(10)
We define a map piT : Cr−2 → pT like so:
piT
(
(xρ),b
)
σ
:=
{
0, bρ = 0,
1, otherwise.
(11)
Then the local model XT is stratified as XT =
⋃
T ′≥T XT,T ′ , where we define XT,T ′ := pi
−1
T (T
′). 4
In the following lemma, we provide an alternate, stratum-by-stratum formulation of the local
model XT . Specifically, we show that the stratum XT,T ′ is exactly those choices of
(
(xρ),b
)
with gT
(
piT
(
(xρ),b
))
= T ′ and such that for every σ ∈ Vint(T ′), the special points in the screen
corresponding to σ are distinct.
Lemma 2.9. For every sliced tree T ∈ KCr and T ′ ≥ T , the following equality holds:
XT,T ′ =
{(
(xρ),b
) ∈ ∏
ρ∈Vint(T )
(
(C \ {0, 1})# in(ρ)−2 \∆)× C#Vint(T )−1 ∣∣∣∣ gT (piT ((xρ),b)) = T ′, (13)},
(12)
p
CT (xρ)
ρσ1 (b) 6= pCT (xρ)ρσ2 (b) for all ρ ∈ Vint(T ′) and distinct σ1, σ2 ∈ inT ′(ρ).(13)
Proof. Fix ρ ∈ Vint(T ′), σ1, σ2 ∈ inT ′(ρ) distinct, and λi ∈ T ′σi , i ∈ {1, 2}. To prove (12), we
will show that qij
(
(xρ),b
)
and p
CT (xρ)
ρσ1 − pCT (xρ)ρσ2 coincide on XT,T ′ . We begin by simplifying
p
CT (xρ)
ρrootλ1
− pCT (xρ)ρrootλ2 :
p
CT (xρ)
ρrootλ1
(b)− pCT (xρ)ρrootλ2 (b) =
∑
τ∈[ρroot,λ1[
(
x˜τλ1
∏
υ∈]ρroot,τ ]
bυ
)
−
∑
τ∈[ρroot,λ2[
(
x˜τλ2
∏
υ∈]ρroot,τ ]
bυ
)
(14)
=
∏
υ∈]ρroot,ρ]
bυ ·
( ∑
τ∈[ρ,λ1[
(
x˜τλ1
∏
υ∈]ρ,τ ]
bυ
)
−
∑
τ∈[ρ,λ2[
(
x˜τλ2
∏
υ∈]ρ,τ ]
bυ
))
Using the inequality x˜ρλ1 = x˜ρσ1 6= x˜ρσ2 = x˜ρλ2 , we therefore have the following formula for qij :
qij(b) =
∑
τ∈[ρ,λ1[
(
x˜τλ1
∏
υ∈]ρ,τ ]
bυ
)
−
∑
τ∈[ρ,λ2[
(
x˜τλ2
∏
υ∈]ρ,τ ]
bυ
)
.(15)
(4) implies that we may rewrite qij on XT,T ′ like so:(
qij |XT,T ′
)
(b) =
∑
τ∈[ρ,σ1[
(
x˜τσ1
∏
υ∈]ρ,τ ]
bυ
)
−
∑
τ∈[ρ,σ2[
(
x˜τσ2
∏
υ∈]ρ,τ ]
bυ
)
(16)
=
(
(pρσ1 − pρσ2)|XT,T ′
)
(b).
This establishes (12). 
The following corollary shows that XT always contains a certain set. We will use this in our
proof of Lemma 3.16, to show that the analytic and Gromov topologies on M
C
r coincide.
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Corollary 2.10. For every T ∈ KCr , XT is a Zariski-open subset of Cr−2 which contains the set∏
ρ∈Vint(T )
(
(C \ {0, 1})# in(ρ)−2 \∆)× {0}.(17)
Proof. By Def. 2.8, XT is open in Cr−2. To show that XT contains (17), it follows from Lemma 2.9
that it is equivalent to show that for every ρ ∈ Vint(T ) and σ1, σ2 distinct incoming vertices of ρ,
p
CT (xρ)
ρσ1 (b) − pCT (xρ)ρσ2 (b) has a nonzero constant term when thought of as a function of b. This
constant term is x˜ρσ1 − x˜ρσ2 , which is indeed nonzero. 
Definition 2.11. Fix tree T ∈ KCr equipped with a slice s. We define ϕT : XT →MCr like so:
ϕT
(
(xρ),b
)
:=
(
gT
(
piT
(
(xρ),b
))
,
(
xϕT (b)ρ
))
, xϕT (b)ρ :=
(
p
CT (xρ)
ρσ (b)
)
.
See Fig. 1 for an illustration of this definition.
Given a sliced tree (T, s) and r ∈ {0, 1}#Vint(T )−1, we can define the pushforward slice s˜ on gT (r).
To do so, fix ρ ∈ Vint(T ) and i ∈ {0, 1}. In the presentation of ingT (r)(ρ) given in (4), we define
s˜i(ρ) to be the unique element σ of ingT (r)(ρ) satisfying the property that if we denote the path
[ρ, σ]T by ρ = τ1, τ2, . . . , τk = σ, then we have τ2 = si(τ1) and τj+1 = s0(τj) for j ∈ [2, k − 1]. 4
λ1 λ2
λ3 λ4
λ5λ6 λ7
r s
t u
v
λ1 λ2
λ3 λ4
λ5 λ6 λ7
7−→
λ1 λ2 λ3 λ4 λ5 λ6 λ7
0 r
1
1 + stv
1 + st
1 + s
1 + s+ su
Figure 1. We illustrate one of the charts on M
C
7 , associated to the stable curve on
the left. The arguments are denoted r, s, t, u, v, and in this figure we take them all
to be nonzero. The left resp. right marked points in each screen of the stable curve
on the left are at 0 resp. 1.
Remark 2.12. We will use all the charts ϕT , for T ∈ KCr equipped with a slice, to construct an
atlas on 2M
C
n. In fact, one could construct a smaller atlas, which consists of a chart for every
dimension-0 element of KCr , where we make a choice of a slice for each such tree. 4
Example 2.13. In the following figure, we depict one of the charts on M
C
r , associated to the
0-dimensional stable curve on the left.
λ1 λ2
λ3
r
λ1 λ2
λ3
7−→
λ1 λ2 λ3
0 r 1
The domain of this chart is C \ {1}. We are therefore defining an atlas on M3 ' CP1 consisting
of four charts (ignoring choice of slice, which does not affect the chart’s image): CP1 \ {1,∞},
CP1 \ {0,∞}, CP1 \ {0, 1}, and CP1 \ {0, 1,∞}. The first three are the charts associated to the
0-dimensional elements of KCr , and the last chart is associated to T
top
3 . 4
Lemma 2.14. For any sliced tree T , ϕT is injective, with image ϕT (XT ) =
⋃
T ′≥T M r,T ′.
6
Proof. Step 1: For d(T ) = 0, ϕT restricts to a bijection from XT ∩ (C \ {0})r−2 to the top stratum
MCr := M r,T topr of M r.
Denote by s the slice associated to T , and by s˜ the pushforward of s to T topr . We will prove the
statement of Step 1 by showing that C−1
(T topr ,˜s)
◦ ϕT restricts to a bijection from XT ∩ (C \ {0})r−2
to (C \ {0, 1})r−2 \∆. Clearly we have (C−1
(T topr ,˜s)
◦ ϕT
)(
XT ∩ (C \ {0})r−2
) ⊂ (C \ {0, 1})r−2 \∆.
In the remainder of this step, we will show that this restriction is invertible.
For any b ∈ XT ∩ (C \ {0})r−2, ϕT (b) lies in the open stratum M r,T topr , so we can represent
ϕT (b) by the tuple associated to the root. This tuple takes the following form:
ϕT (b) =
( ∑
σ∈[ρroot,λi[,
xσλi
=1
∏
τ∈]ρroot,σ]
bτ
)
1≤i≤r
=:
(
x′i(b)
)
1≤i≤r.(18)
Assuming without loss of generality that s˜j(ρroot) = λr−j , we have x′r−j(b) ≡ j by the definition
of the pushforward slice. Therefore we have the following formula for the map C−1
(T topr ,˜s)
◦ ϕT :(
C−1
(T topr ,˜s)
◦ ϕT
)
(b) =
( ∑
σ∈[ρroot,λi[,
xσλi
=1
∏
τ∈]ρroot,σ]
bτ
)
1≤i≤r−2
=
(
x′i(b)
)
1≤i≤r−2.(19)
We will now show that for any a ∈ (C \ {0, 1})r−2 \∆, we can solve the collection of equations
x′i(b) = a, 1 ≤ i ≤ r − 2(20)
for b, which is tantamount to showing that the restriction of C−1
(T topr ,˜s)
◦ ϕT is invertible. We will
do so by induction. For r = 2, it is trivial to solve (20). Next, suppose that we have proven that
we can solve (20) up to, but not including, some r ≥ 3, and consider a sliced tree T ∈ KCr and the
associated set of equations as in (20). We may assume without loss of generality that λr−2 = s1(ρ),
where we denote by ρ0 the outgoing neighbor of λr−2. Then the system of equations (20)’ obtained
by removing the i = r− 2 equation from (20) is equal to the system of equations associated to the
tree T ′, where T ′ is the result of removing the two incoming edges of ρ0. By induction, we can
solve (20)’ for b′ := (bρ)ρ 6=ρ0 . It remains to solve the i = r − 2 equation in (20), i.e. the equation∑
σ∈[ρroot,λr−2[,
xσλr−2=1
∏
τ∈]ρroot,σ]
bτ = ar−2.(21)
The variable bρ0 occurs only once in (21), in the monomial associated to σ = ρ0. We can therefore
solve (21) for bρ0 :
bρ0 =
ar−2 −
∑
σ∈[ρroot,ρ0[,
xσλr−2=1
∏
τ∈]ρroot,σ] bτ∏
τ∈]ρroot,ρ0[ bτ
.(22)
Our final task is to justify why (22) produces a well-defined bρ0 with the property that b = b
′∪{bρ0}
lies in XT ∩ (C \ {0})r−2. By induction, b′ lies in XT ′ ∩ (C \ {0})r−3, so the denominator of the
right-hand side of (22) is nonzero. With bρ0 chosen as in (22), we have b ∈ XT : indeed, if b were
to lie in Cr−2 \XT , then
(
x′i(b)
)
would not lie in (C \ {0, 1})r−2 \∆, which would contradict our
assumption. Finally, we have b ∈ (C \ {0})r−2: by the inductive hypothesis, b′ lies in (C \ {0})r−3,
and we must have bρ0 6= 0, since otherwise (22) would imply ar−1 = ar−2.
Step 2: We prove the lemma in the d(T ) = 0 case.
7
We will establish Step 2 by showing that for any T ′ ≥ T , ϕT restricts to a bijection from XT,T ′
to M
C
r,T ′ . Define r ∈ {0, 1}#(Vint(T )\{ρroot}) such that T ′ = gT (r). We can decompose T as T =⋃
ρ∈Vint(T ′) T (ρ) like so: for any ρ ∈ Vint(T ′), denote its incoming neighbors by σ1, . . . , σk, and regard
ρ, σ1, . . . , σk as elements of V (T ) as in (4). Then we define T (ρ) to be the subtree of T bounded
by ρ, σ1, . . . , σk. In addition, we denote by sρ the number of leaves of T (ρ). This decomposition of
T induces the following decomposition of XT,T ′ :
XT,T ′ =
∏
ρ∈Vint(T ′)
XT (ρ),T topsρ
.(23)
With respect to this decomposition, ϕT decomposes in turn as ϕT =
(
ϕT (ρ)
)
ρ∈Vint(T ). The current
step now follows from Step 1, since each T (ρ) has d
(
T (ρ)
)
= 0.
Step 3: We prove the lemma.
To show that the general case of the lemma holds, we can make an argument similar to our proof
of the d(T ) = 0 case in Steps 1 and 2. We will now summarize how this goes. First, consider the
analogue of Step 1: the statement that for any sliced tree T , ϕT restricts to the following bijection:
ϕT : X
6=0
T
∏
ρ∈Vint(T )
(
(C \ {0, 1})# in(ρ)−2 \∆)× (C \ {0})#Vint(T )−1 '−→ MCr .(24)
We do so by showing that the composition of this restriction with C−1
(T topr ,˜s)
is a bijection, where s˜
is the pushforward slice. We have the following formula for this composition:(
C−1
(T topr ,˜s)
◦ ϕT
)(
(xρ),b
)
=
( ∑
σ∈[ρroot,λi[
(
xτσ
∏
τ∈]ρroot,σ]
bτ
))
1≤i≤r−2
=
(
x′i
(
(xρ),b
))
1≤i≤r−2.(25)
To establish that the composition in question is a bijection, we must invert the system of equations
x′i
(
(xρ),b
)
= ai, 1 ≤ i ≤ r − 2,(26)
for a ∈ (C\{0, 1})r−2 \∆. We can show that (26) can be solved for ((xρ),b) by induction on d(T ).
We established the d(T ) = 0 case in Step 1. To establish the inductive hypothesis, suppose that we
wish to solve (26) for some particular T with d(T ) ≥ 1. Without loss of generality, we may assume
λr−2 6= s˜i(ρ0), where ρ0 denotes the outgoing neighbor of λr−2. By induction, we can invert the
system of equations (26)’ resulting from removing the i = r − 2 equation from (26); it remains to
show that we can solve the equation x′r−2
(
(xρ),b
)
= ar−2. We can do so, by the following formula,
in which we denote by ρ0 the outgoing neighbor of λr−2:
xρ0λr−2 =
ar−2 −
∑
σ∈[ρroot,ρ0[
(
xτσ
∏
τ∈]ρroot,σ] bτ
)∏
τ∈]ρroot,ρ0] bτ
.(27)
This establishes that ϕT restricts to a bijection as in (24). The remainder of the current step follows
as in Step 2. 
Lemma 2.15. For any sliced trees (T1, s
1), (T2, s
2) ∈MCr , the transition map ϕ−1T2 ◦ϕT1 : XT1,T topr →
XT2,T topr is a morphism.
Proof. Denote by s˜1, s˜2 the pushforwards to T topr of s1, s2.
Step 1: We show that the map C−1
(T topr ,˜s2)
◦ϕ(T1,s1) is a morphism from XT1,T topr to (C\{0, 1})r−2\∆.
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The putative chart ϕ(T1,s1) acts in the following way, where as usual we represent an element of Mr
by the tuple xρroot :
ϕ(T1,s1)
(
(xρ),b
)
=
(
p
C(T1,s1)
(xρ)
ρrootλi
)
1≤i≤r
.(28)
Without loss of generality, suppose s˜2j = r−j for j ∈ {0, 1}. The element of Mr in (28) is equivalent
to the element (
p
C(T1,s1)
(xρ)
ρrootλi
− pC(T1,s1)(xρ)ρrootλr
p
C(T1,s1)
(xρ)
ρrootλr−1 − p
C(T1,s1)
(xρ)
ρrootλr
)
1≤i≤r
.(29)
This tuple has the property that the r-th resp. (r − 1)-th elements are identically 0 resp. 1, so we
can now deduce a formula for the composition C−1
T topr ,˜s2
◦ ϕ(T1,s1):
(
C−1
T topr ,˜s2
◦ ϕ(T1,s1)
)(
(xρ),b
)
=
(
p
C(T1,s1)
(xρ)
ρrootλi
− pC(T1,s1)(xρ)ρrootλr
p
C(T1,s1)
(xρ)
ρrootλr−1 − p
C(T1,s1)
(xρ)
ρrootλr
)
1≤i≤r−2
.(30)
This expression is a rational function in
(
(xρ),b
)
, so we have established Step 1.
Step 2: We complete the proof of the lemma.
First, note that an argument similar to the ones made in Lemma 2.14 shows that the map ϕ−1
(T2,s2)
◦
C(T topr ,˜s2) is a morphism from (C \ {0, 1})r−2 \∆ to XT2,T topr . It follows from this and Step 1 that
ϕ−1
(T2,s2)
◦ ϕ(T1,s1) is a morphism from XT1,T topr to XT2,T topr . As illustrated in Example 2.16, this
morphism extends to a morphism from XT1 to XT2 . 
Example 2.16. In the following figure, we compute two charts ϕT1 , ϕT2 on M
C
4 , in the slice on
MC4 pushed forward from T2:
λ1
λ2 λ3
λ4
r
s 7−→ 0 r 1
r + rs
λ1 λ2 λ3 λ4
0 1
0 1
0 1
λ4
λ3λ2
λ1
r′
s′ 7−→ 0
λ1
1
λ2
1 + r′s′
λ3
1 + r′
λ4
10
10
10
0
λ1
1
λ2
1 + s
λ3
1/r
λ4
∼
ϕT1
ϕT2
We see that to compute the transition map ϕ−1T2 ◦ ϕT1 on the open locus XT1,T top4 , we must solve
the equations 1 + r′s′ = 1 + s, 1 + r′ = 1/r. These yield the formula(
ϕ−1T2 ◦ ϕT1
)|X
T1,T
top
4
(r, s) =
(1− r
r
,
rs
1− r
)
.(31)
9
Denote by T the common result of gluing either T1 or T2 along the edge labeled by r resp. r
′. Our
formula for ϕ−1T2 ◦ ϕT1 on XT1,T topr extends to XT1,T by setting s = 0:(
ϕ−1T2 ◦ ϕT1
)|XT1,T (r, 0) = (1− rr , 0).(32)
4
2.3. We equip M
C
r with the structure of a proper abstract variety. In this subsection, we
will use the atlas we constructed in §2.2 to equip M r with the structure of an abstract prevariety,
which we will then show is separated (hence a variety) and proper.
Definitions 1.1 and 3.5, [Os1]. A prevariety X over an algebraically closed field k is an irreducible
topological space together with an open cover U1, . . . , Um and a collection of homeomorphisms
ϕi : Xi
'−→ Ui, where each Xi ⊂ Ani is an affine variety equipped with the Zariski topology, and
we require that every transition map
ϕij := ϕ
−1
j ◦ ϕi, ϕij : ϕ−1i (Ui ∩ Uj)→ ϕ−1j (Ui ∩ Uj)(33)
is a morphism. We say that a prevariety X is a variety if the image of the diagonal morphism
X → X ×X is closed. 4
Lemma 2.17. There is a unique topology on M
C
r such that
(
M
C
r , (ϕT )
)
is a variety.
Proof. Step 1: We equip M
C
r with a topology in which the charts are homeomorphisms, and observe
that this is the unique topology with this property.
Define a topology on M
C
r by declaring U ⊂MCr to be open exactly when ϕ−1T (U) ⊂ XT is Zariski-
open for every T . The continuity of the transition maps then implies that every chart ϕT : XT →
M
C
r is a homeomorphism onto its image ϕT (XT ) =: UC . It is clear that this is the unique topology
with this property.
Step 2: The top stratum MCr ⊂ MCr is homeomorphic to an open subset of Cr−2, and it is dense
in M
C
r .
By Lemma 2.14 and Step 1 of the current lemma, the top stratum MCr = M
C
r,T topr
is homeomorphic
to XT,T topr . By (9), the latter space is an open subset of affine space:
XT,T topr = (C
r \∆)/Co(C\{0}) = (C \ {0, 1})r−2 \∆ ⊂ Cr−2.(34)
To see that MCr is dense in M
C
r , it suffices to show that, for every T ∈ KCr , ϕ−1T (MCr ) is dense in
XT . This follows from the fact that ϕ
−1
T (M
C
r ) is equal to X
6=0
T , where this latter object was defined
in (24).
Step 3: We complete the proof of the lemma.
Lemma 2.15 shows that the transition maps are morphisms, so to complete the proof of the claim,
it only remains to show that M
C
r is irreducible. Suppose that K,L ⊂ MCr are nonempty subsets
with K ∪ L = MCr . Then K ∩MCr and L ∩MCr are relatively closed subsets of MCr whose union
is MCr , so by Step 2 and the fact that open subsets of complex affine space are irreducible, either
K or L contains MCr . Suppose without loss of generality that K contains M
C
r . It follows from the
density of MCr in M
C
r that K is equal to M
C
r , so we have proven the irreducibility of M
C
r . 
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Next, we will show that this topology on M
C
r is separated and proper. We first recall character-
izations of separatedness and properness of a complex scheme in terms of the analytic topology.
Corollary 3.3, [Os2]. Let X be a scheme of finite type over C. Then X is separated over C if and
only if Xan is Hausdorff.
Corollary 3.5, [Os2]. A separated scheme X of finite type over C is proper over C if and only if
Xan is compact.
Next, we note that we can equip M
C
r with an a priori different topology, the Gromov topology,
in which the convergent sequences are exactly the Gromov-convergent sequences. This is entirely
analogous to the construction of the Gromov topology on 2M
R
n, in which the convergent sequences
are exactly the Gromov-convergent ones; the latter notion is defined in [Bo2, Def. 2.3]. Using the
following consequence of the closed mapping theorem, we will show in our proof of Lemma 2.18 be-
low that the Gromov topology agrees with the analytic topology associated to the variety structure
on M
C
r . As in [Bo2, Thm. 1.1], the Gromov topology on M
C
r is metrizable, hence first-countable
and Hausdorff.
Lemma 4.25(d), [Le]. If F : X → Y is a continuous bijection, if X is compact, and if Y is
Hausdorff, then F is a homeomorphism.
Lemma 2.18. M
C
r is separated and proper.
Proof. Step 1: If (pν) converges to p∞ in the analytic topology on MCr , then it also converges to
p∞ in the Gromov topology on MCr .
Fix such a sequence pν → p∞, and let T be the rooted tree such that p∞ is an element of MCr,T .
Without loss of generality we may assume that (pν) is contained in a single stratum M
C
r,T ′ with
T ′ ≥ T . For simplicity, we will assume T ′ = T topr for the rest of this step. Set
(
(xνρ),b
ν)
)
:=
ϕ−1T (p
ν), and note that each (xνρ) converges to some x
∞
ρ , and (b
ν) is a sequence of elements of
(C \ {0})#Vint(T )−1 that converges to 0.
To show that ϕT
(
(xνρ),b
ν
)
Gromov-converges to ϕt
(
(x∞ρ ),0
)
, we must produce a sequence of
rescalings (ϕνρ) ⊂ Co (C \ {0}) for every ρ ∈ Vint(T ). We define ϕνρ by the following formula:
(ϕνρ)
−1(a) :=
a−∑τ∈[ρroot,ρ[(xτρ∏υ∈]ρroot,τ ] bυ)∏
υ∈]ρroot,ρ] bυ
.(35)
Let us now show that with this sequence of rescalings, (special point’) holds. To do so, we must
calculate limν→∞(ϕνρ)−1(xνρλi), where we have set
(
T topr , (xνρ)
)
:= ϕT
(
(xνρ),b
ν
)
.
• First, consider the case that λi lies in Tρ. We begin by rewriting xνρλi :
xνρλi =
∑
τ∈[ρroot,λi[
(
xντλi
∏
υ∈]ρroot,τ ]
yνυ
)
(36)
=
∑
τ∈[ρroot,ρ[
(
xντρ
∏
υ∈]ρroot,τ ]
yνυ
)
+
∏
υ∈]ρroot,ρ]
yνυ ·
∑
τ∈[ρ,λi[
(
xντλi
∏
υ∈]ρ,τ ]
yνυ
)
This allows us to calculate limν→∞(ϕνρ)−1(xνρλi):
(ϕνρ)
−1(xνρλi) =
∑
τ∈[ρ,λi[
(
xντλi
∏
υ∈]ρ,τ ]
yνυ
)
ν→∞−→ x∞ρλi .(37)
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• Second, consider the case that λi does not lie in Tρ, and denote by σ the vertex closest to
ρroot in the path from ρ to λi. A manipulation similar to the one we made in the previous
bullet shows that (ϕνρ)
−1(xνρλi) is a Laurent polynomial in b
ν whose lowest-degree term is
(xνσλi − xνσρ)/
∏
υ∈]ρroot,σ] bυ. This term dominates as ν → ∞, hence in this case we have
limν→∞(ϕνρ)−1(xνρλi) =∞.
A similar calculation shows that with this choice of rescalings, the (rescaling) axiom also holds.
Step 2: The identity map id : M
C
r,an →MCr,Gr is continuous.
First, note that M
C
r,an is first-countable: indeed, fix x ∈ MCr,an, and choose a chart ϕT with x in
its image. The domain XT of ϕT is first-countable, since it is a subspace of Cr−2. If we choose
(Bi) to be the result of pushing forward a neighborhood basis for ϕ
−1(x) to MCr,an, then (Bi) is a
neighborhood basis for x: indeed, this follows from the fact that for any open U ⊂MCr,an, ϕ−1(U)
is open in XT .
Since M
C
r,Gr is first-countable, it follows from [Wi, Cor. 10.5.c] that to establish the current
step, it suffices to prove that if (pi) converges to p∞ in the analytic topology on M
C
r , then it also
converges to p∞ in the Gromov topology. This is exactly what we showed in Step 1.
Step 3: The topological spaces M
C
r,an and M
C
r,Gr are homeomorphic, where M
C
r,an denotes the
analytic topology on M
C
r .
For any T , it follows from Cor. 2.10 that XT is a Zariski-open subset of affine space that contains 0.
It follows that there exists an T > 0 with BT (0) ⊂ XT . The closed ball BT (0) is compact in the
analytic topology, and M
C
r,Gr is Hausdorff, so by Lee’s Lemma 4.25(d) quoted above, I restricts to
a homeomorphism from ϕT
(
BT (0)
) ⊂MCr,an to the same set considered as a subset of MCr,an. The
collection
(
ϕT (BT (0))
)
C
covers M
C
r , so this establishes that M
C
r,an and M
C
r,Gr are homeomorphic.
Step 4: We prove the lemma.
By Step 1 of this proof and Corollaries 3.3 and 3.5 from [Os2], it suffices to show that M
C
r,Gr is
Hausdorff and compact. These properties can be established analogously with Theorems 2.10 and
2.6, [Bo2]; we omit the proof. 
3. Construction of 2M
C
n via explicit charts
In this section, we will define 2M
C
n as a complex variety. Our first step toward this goal is to
construct it as a set, which is a straightforward modification of the construction of 2M
R
n in [Bo2].
Next, we equip 2M
C
n with an atlas, which gives 2M
C
n the structure of a proper complex variety
with toric singularities. This allows us to prove our main result, Thm. 1.1:
Proof of Thm. 1.1. We show in Lemma 3.15 that the atlas consisting of the gluing maps 2ϕ2T
defined below endows 2M
C
n with the structure of a prevariety. Next, we show in Lemma 3.16 that
2M
C
n is separated (hence a variety) and proper. Finally, we show in Lemma 3.18 that 2X2T is
reduced and normal.
We can define the forgetful morphism pi : 2M
C
n →MCr is defined by sending
(
Tb → Ts, (xρ), (zα)
)
to
(
Ts, (xρ)
)
, in the notation of §3.2. The fact that pi is a morphism is evident from the form of
our atlases. 
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3.1. Definition of WCn . We begin by defining the poset W
C
n . This is the analogue of the poset
Wn = W
R
n defined by the first author in [Bo1], which he called a 2-associahedron. The reader
should think of WCn as the poset of strata of our compactified moduli space 2M
C
n. We will present
two equivalent definitions WC,treen ,W
C,br
n of W
C
n , analogous to our two presentations of K
C
r in §2.1.
Definition 3.1. A C-type stable tree-pair of type n is a datum 2T = Tb
f→ Ts, with Tb, Ts, f
described below:
• The bubble tree Tb is a rooted tree whose edges are either solid or dashed, which we orient
toward the root αTbroot. We require Tb to satisfy these properties:
– The vertices of Tb are partitioned as V (Tb) = Vcomp unionsq Vseam unionsq Vmark, where:
∗ Every α ∈ Vcomp has ≥ 1 solid incoming edge, no dashed incoming edges, and ei-
ther a dashed or no outgoing edge. We partition Vcomp =: V
1
compunionsqV ≥2comp according
to the number of incoming edges of a given vertex.
∗ Every α ∈ Vseam has ≥ 0 dashed incoming edges, no solid incoming edges, and a
solid outgoing edge.
∗ Every α ∈ Vmark has no incoming edges and either a dashed or no outgoing
edge. Vmark has |n| elements, which are labeled by pairs (i, j) for 1 ≤ i ≤ r and
1 ≤ j ≤ ni. We denote by µTbij the element of Vmark labeled by (i, j).
– (stability) If α is a vertex in V 1comp and β is its incoming neighbor, then #in(β) ≥ 2;
if α is a vertex in V ≥2comp and β1, . . . , β` are its incoming neighbors, then there exists j
with #in(βj) ≥ 1.
• The seam tree Ts is an element of KCr .
• The coherence map is a map f : Tb → Ts of sets having these properties:
– f sends root to root, and if β ∈ in(α) in Tb, then either f(β) ∈ in(f(α)) or f(α) = f(β).
– f contracts all dashed edges, and every solid edge whose terminal vertex is in V 1comp.
– For any α ∈ V ≥2comp, f maps the incoming edges of α bijectively onto the incoming edges
of f(α).
– f sends µTbij to λ
Ts
i .
We denote by WCn the set of isomorphism classes of C-type stable tree-pairs of type n. Here an
isomorphism from Tb
f→ Ts to T ′b
f ′→ T ′s is a pair of maps ϕb : Tb → T ′b and ϕs : Ts → T ′s that fit into
a commutative square in the obvious way and that respect all the structure of the bubble trees and
seam trees. We upgrade WCn to a poset, by the obvious analogue of the poset structure on W
C
n
presented in [Bo1, text preceding Ex. 3.6 and Def. 3.8]. 4
Definition 3.2. A C-type 2-bracket of n is a pair 2B = (B, (2Bi)) consisting of a 1-bracket
B ⊂ {1, . . . , r} and a subset 2Bi ⊂ {1, . . . , ni} for every i ∈ B such that at least one 2Bi is
nonempty. We write 2B′ ⊂ 2B if B′ ⊂ B and 2B′i ⊂ 2Bi for every i ∈ B′, and we define
pi(B, (2Bi)) := B. 4
Definition 3.3. A C-type 2-bracketing of n is a pair (B, 2B), where B is a 1-bracketing of r and
2B is a collection of 2-brackets of n that satisfies these properties:
(1-bracketing) For every 2B ∈ 2B, pi(2B) is contained in B.
(2-bracketing) Suppose that 2B,2B′ are elements of 2B, and that for some i0 ∈ pi(2B)∩
pi(2B′), the intersection 2Bi0 ∩ 2B′i0 is nonempty. Then either 2B ⊂ 2B′ or 2B′ ⊂ 2B.
(root and marked points) 2B contains ({1, . . . , r}, ({1, . . . , n1}, . . . , {1, . . . , nr})) and
every 2-bracket of n of the form ({i}, ({j})).
For any B0 ∈ B, write 2BB0 := {(B, (2Bi)) ∈ 2B |B = B0}.
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(marked seams are unfused)
– For any B0 ∈ B and for any i ∈ B0, we have
⋃
2B∈2BB0 2Bi = {1, . . . , ni}.
– For every 2B ∈ 2BB0 for which there exists 2B′ ∈ 2BB0 with 2B′ ( 2B, and for every
i ∈ B0 and j ∈ 2Bi, there exists 2B′′ ∈ 2BB0 with 2B′′ ( 2B and 2B′′i 3 j.
We define WC,brn to be the set of 2-bracketings of n, with the poset structure defined by declaring
(B′, 2B′) < (B, 2B) if the containments B′ ⊃ B, 2B′ ⊃ 2B hold and at least one of these
containments is proper. 4
By an argument analogous to [Bo1, Proof of Thm. 3.17], WC,treen and W
C,br
n are isomorphic as
posets. We denote this common poset by WCn := W
C,tree
n = W
C,br
n .
Next, we will define local models 2g2T : 2p2T ↪→ WCn . For any stable tree-pair 2T ∈ WCn , define
a poset 2p2T like so:
2p2T :=
{(
(qα)α∈Vcomp(Tb)\{αroot}, (rρ)ρ∈Vint(Ts)\{ρroot}
) ∈ {0, 1}#Vcomp(Tb)+#Vint(Ts)−2 ∣∣∣ (39)} ,(38) (
(qα), (rρ)
) ≤ ((q′α), (r′ρ)) ⇐⇒ qα ≤ q′α ∀α, rρ ≤ r′ρ ∀ρ.
Here (39) is the following collection of coherences:
∏
γ∈[α1,β)
qγ =
∏
γ∈[α2,β)
qγ ∀ α1, α2 ∈ V ≥2comp(Tb), β ∈ V 1comp(Tb) : pi(α1) = pi(α2) = pi(β),(39)
rρ =
∏
γ∈[α,βα)
qγ ∀ρ ∈ Vint(Ts) \ {ρroot}, α ∈ V ≥2comp(Tb) ∩ pi−1{ρ},
where in the second inequality we define βα to be the first element of V
≥2
comp(Tb) that the path from
α to αroot passes through.
Definition 3.4. For any stable tree-pair 2T , define a map 2g2T : 2p2T →WCn by sending an element(
(qα), (rρ)
) ∈ 2p2T to the tree-pair 2T ′ = T ′b → T ′s ∈WCn defined like so:
• We define T ′s using the gluing map gTs , as T ′s := gTs
(
(rρ)
)
.
• To define T ′b, we think of cutting Tb at each zero in the tuple (qα). After doing so, we will
have divided Tb into a number of pieces, each of which can be thought of as a tree-pair
2˜T ∈ WCm whose seam tree is the image in Ts of this piece under pi. Replace each piece by
the top tree-pair T topb ∈WCm. 4
Example 3.5. In the following figure, we illustrate the definition of the map 2g2T .
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On the left is a tree-pair 2T ∈WC11101, together with numbers labeling the elements of Vcomp(Tb) \
{αroot} and Vint(Ts)\{ρroot} that together comprise an element of 2p2T . Below 2T , we have depicted
a typical element of 2M
C
11101 with combinatorial type 2T . On the right is the image of the indicated
element of 2p2T under 2g2T . 4
Lemma 3.6. For any 2T ∈ WCn , 2g2T is an inclusion of posets, with image 2g2T (2p2T ) =
[2T, 2T topn ].
Proof. We will prove the containment [2T, 2T topn ] ⊂ 2g2T (2p2T ); the opposite containment follows
from a similar argument. By induction, it suffices to show that for any 2T ′ > 2T with d(2T ′) =
d(2T ) + 1, 2T ′ is in the image of 2g2T . As in [Bo1], 2T is the result of performing a type-1, type-2,
or type-3 move on 2T ′, so we prove the inductive hypothesis in these three cases.
• Suppose that 2T is the result of performing a type-1 move on 2T ′, by creating a new
component vertex α0 in Tb via a manipulation of the following form:
α0
Set qα to be 1 if α = α0 and 0 otherwise, and pρ to be 0. Then
(
(qα), (pρ)
)
clearly satisfies
(39), and 2T ′ = 2g2T
(
(qα), (pρ)
)
.
• Suppose that 2T is the result of performing a type-2 move on 2T ′. This means that we
create a new interior vertex σ0 in Ts via a manipulation of the following form:
σ0
ρ0
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In addition, for every α0 ∈ V ≥2comp(Tb) lying over ρ0, we create new component vertices
α1, . . . , αk via a manipulation like this:
β1 βk
α0
Define
(
(qα), (pρ)
)
by setting qα to be 1 if α ∈ {α1, . . . , αk} and 0 otherwise, and by setting
pρ to be 1 if ρ = σ0 and 0 otherwise. Then
(
(qα), (pρ)
)
satisfies (39) — e.g. both sides
of the second equation in (39) are 1 if ρ = σ0, and both sides are 0 otherwise — and
2T ′ = 2g2T
(
(qα), (pρ)
)
.
• Suppose that 2T is the result of performing a type-3 move on 2T ′, by creating new compo-
nent vertices β1, . . . , βk via a manipulation of the following form:
α1 αk
Set qα to be 1 if α ∈ {α1, . . . , αk} and 0 otherwise, and pρ to be 0. Then
(
(qα), (pρ)
)
satisfies (39)
— e.g. in the second line of those coherences, both sides are zero — and 2T = 2g2T
(
(qα), (pρ)
)
. 
3.2. Construction of 2M
C
n as a set, and of an atlas.
Definition 3.7. A stable plane-tree of type n ∈ Zr≥0 \ {0} is a triple(
2T = (Tb
pi→ Ts), (xρ)ρ∈Vint(Ts), (zα)α∈Vcomp(Tb)
)
,(40)
where:
• 2T is an element.
• For ρ ∈ Vint(T ), xρ is a tuple in C# in(ρ) \∆, where ∆ is the fat diagonal.
• For α ∈ Vcomp(Tb), zα ⊂ C2 \∆ is a collection
zα =
(
zα,ij = (xα,i, yα,ij)
∣∣∣∣ in(α) =: (β1, . . . , β# in(α)),1 ≤ i ≤ # in(α), 1 ≤ j ≤ # in(βi) , (42)
)
,(41)
where (42) is the following collection of coherences:
(xα,1, . . . , xα,# in(α)) = (xpi(α),1, . . . , xpi(α),# in(pi(α))) ∀α ∈ V ≥2comp(Tb).(42)
We say that two stable plane-trees
(
2T, (xρ), (zα)
)
,
(
2T ′, (x′ρ), (z′α)
)
are isomorphic if there is
an isomorphism of stable tree-pairs 2f : 2T → 2T ′ and functions Vint(Ts) → G1 : ρ 7→ φρ and
Vcomp(Tb)→ G2 : α 7→ ψα such that:
z′fb(α),ij = ψα(zα,ij) ∀ α ∈ Vcomp(Tb), x′fs(ρ),i = φρ(xρ,i) ∀ ρ ∈ Vint(Ts),(43)
p(ψα) = φpi(α) ∀ α ∈ V ≥2comp(Tb).
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We denote the collection of stable plane-trees of type n by SPT n, and we define the moduli space
2Mn of stable plane-trees of type n to be the set of isomorphism classes of stable plane-trees of this
type. For any stable plane-tree 2T of type n, define the corresponding strata SPT n,2T ⊂ SPT n,
2Mn,2T ⊂ 2Mn to be the set of all stable plane-trees (resp. isomorphism classes thereof) of the
form
(
2T, (xρ), (zα)
)
. We say that a stable plane-tree is smooth if its underlying stable plane-tree
2T has the property that Vint(Ts) and Vcomp(Tb) each contain only one element; we denote a smooth
stable plane-tree by the pair (x, z) ∈ Cr × C|n|+r associated to the roots of Ts resp. Tb. 4
Next, we will equip 2M
C
n with the structure of an algebraic variety. We will do so by constructing
an atlas for 2M
C
n, in which the transition maps are algebraic morphisms. Specifically, we will
associate to each tree-pair 2T ∈WCn with d(2T ) = 0 a chart ϕ2T : 2X2T → 2MCn. 1 Our construction
of ϕ2T and our verification that these charts satisfy the necessary properties will be straightforward,
but rather involved.
Definition 3.8. If 2T ∈ WCn is a stable tree-pair, then a slice 2S of 2T consists of the following
data:
• A slice s of the seam tree Ts ∈ KCr .
• A triple (S0, S1, S(0,0)) of functions
S0, S1 : V
≥2
comp(Tb)→ Vseam(Tb), S(0,0) : V ≥2comp(Tb)→ Vcomp(Tb) ∪ Vmark(Tb).(44)
• A pair (S(0,0), S(0,1)) of functions
S(0,0), S(0,1) : V
1
comp(Tb)→ Vcomp(Tb) ∪ Vmark(Tb).(45)
We require that these data satisfy the following properties:
• For any α ∈ V ≥2comp(Tb), the following equalities hold:
si(pi(α)) = pi(Si(α)), i ∈ {0, 1}.(46)
• For any α ∈ V ≥2comp(Tb), S0(α) and S1(α) are distinct elements of in(α), and S(0,0)(α) is
an incoming vertex of S0(α). For any α ∈ V 1comp(Tb), S(0,0)(α) and S(0,1)(α) are distinct
elements of in(S0(α)).
For a sliced tree 2T = (2T, 2S), we define a map
2C2T :
∏
ρ∈Vint(Ts)
(
(C \ {0, 1})# in(ρ)−2 \∆)× ∏
α∈V 1comp(Tb),
in(α)=:{β}
(
C# in(β) \∆)×(47)
×
∏
α∈V ≥2comp(Tb)
((
(C \ {0})# in(S0(α))−1 \∆)× ∏
β∈in(α)\{S0(α)}
(
C# in(β) \∆))→ 2MCn.
This map is defined by analogy with the map CT from Definition 2.7. In this case, for α ∈ V ≥2comp(Tb),
S0(α) and S1(α) correspond to the lines that are fixed at positions 0 and 1, and S(0,0)(α) is the
point on the line corresponding to S0(α) that is fixed at position (0, 0); for α ∈ V 1comp(Tb), S(0,0)(α)
and S(0,1)(α) are the points on the (only) line which are fixed at positions (0, 0) and (0, 1). Then
2C2T restricts to a bijection from its domain to 2M
C
n,2T . 4
1 We could, as in §2, construct an atlas for every 2T ∈ WCn . We impose the restriction d(2T ) = 0 because cuts
down on the proliferation of notation.
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For any sliced 2T ∈ WCn with d(2T ) = 0, we aim to define its associated local model 2X2T . We
begin by defining 2˜X2T , which will contain 2X2T as a Zariski-open subset:
2˜X2T :=
{(
(bρ)ρ∈Vint(Ts)\{ρroot}, (aα)α∈Vcomp(Tb)\{αroot}
) ∈ C#Vcomp(Tb)+#Vint(Ts)−2 ∣∣∣ (49)} .(48)
Here (49) is the following collection of coherences:∏
γ∈[α1,β)
aγ =
∏
γ∈[α2,β)
aγ ∀ α1, α2 ∈ V ≥2comp(Tb), β ∈ V 1comp(Tb) : pi(α1) = pi(α2) = pi(β),(49)
bρ =
∏
γ∈[α,βα)
aγ ∀ρ ∈ Vint(Ts) \ {ρroot}, α ∈ V ≥2comp(Tb) ∩ pi−1{ρ},
where in the second inequality we define βα to be the first element of V
≥2
comp(Tb) that the path from
α to αroot passes through. 4
Example 3.9. Consider the tree-pairs 2T 1, 2T 2 depicted in the following figure:
T
(1)
b
T
(1)
s
c
b
d e f
a
T
(2)
b
T
(2)
s
ba
c d
e
We have labeled the interior dashed edges of Tb and the interior edges of the seam trees with their
associated variables.
• The local model 2˜X2T associated to 2T (1) is{
(a, b, c, d, e, f) ∈ C6
∣∣∣∣ c = d, e = fac = ad = be = bf
}
,(50)
which we can identify with the quadric cone{
(a, b, c, e) ∈ C4 | ac = be}.(51)
• The local model associated to 2T (2) is{
(a, b, c, d, e) ∈ C5 | a = b, c = e = d},(52)
which we can identify with C2 3 (a, e). 4
Definition 3.10. Fix 2C =
(
2T,
(
(xρ), (zα)
))
a stable plane tree, and distinct vertices α ∈
Vcomp(Tb), β ∈ (Tb)α ∩ (Vcomp(Tb) ∪ Vmark(Tb)). We define a polynomial 2p2Cαβ in variables aδ,
δ ∈ Vcomp(Tb) \ {aroot} like so:
2p2Cαβ(a) :=
∑
γ∈[α,β[
(
zγβ
∏
δ∈]α,γ]
aδ
)
.(53)
This allows us to define, for any sliced 2T ∈WCn with d(2T ) = 0, the associated local model 2X2T :
2X2T := 2˜X2T \
(⋃
i<j
Z(qij) ∪
⋃
k
⋃
i<j
Z(Qkij)
)
(54)
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Here we have defined qij as in §2, and, for any i, j, k, we have defined Qkij to be the largest
polynomial factor of p
2C2T ()
ρrootµki − p2C2T ()ρrootµki not divisible by a monomial in a and b. The local model
2X2T is stratified as 2X2T =
⋃
2T ′≥2T 2X2T,2T ′ . 4
Analogously to Def. 2.11, we can now define the charts for 2M
C
n.
Definition 3.11. Fix a sliced tree-pair 2T ∈ WCn with d(2T ) = 0, equipped with a slice 2S. We
define 2ϕ2T : 2X2T → 2MCn like so:
2ϕ2T (b,a) :=
(
2g2T
(
2pi2T (b,a)
)
,
((
xϕT (b)ρ
)
,
(
z2ϕ2T (b,a)α
)))
, z2ϕ2T (b,a)α :=
(
2p
2C2T ()
αβ (a)
)
.(55)
4
In Lemma 2.9, we showed that XT is exactly defined so that, for every
(
(xρ),b
)
, the glued map
ϕT
(
(xρ),b
)
has the property that on each copy of C, no two special points coincide. An exactly
analogous result is also true for 2X2T , and we omit the proof.
Example 3.12. In this example, we will work out two of the charts on 2M
C
21 and the transition
map between them. Specifically, we will consider the charts φ, ψ associated to the following two
vertices of 2M
C
21:
q
r
p
r
q
pr
b
q
a
p
a
q
c
p
a b
r p
c
φ ψ
The local models are Xφ = C2 3 (a, b) and Xψ = {(a, b, c) ∈ C3 | a = bc} \ {(0, 0,−1)}.
First, we depict the image of (a, b) ∈ Xφ under φ:
r
q
r
q
p
r
q
p p
q
p
r
a = b = 0 a = 0, b 6= 0 a 6= 0, b = 0 a 6= 0, b 6= 0
0 1
0
b
0 a
0
1
0
1
1 + ab
0 a
Next, we depict the image of (a, b, c) ∈ Xψ under ψ:
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qr
p
r
p
q
0
0
1
1 + b
q
p
r
0 c
1
0
q
r
p
0 a
0
1
1 + b
a = b = c = 0 a = c = 0, b 6= 0 a = b = 0, c 6= 0 a 6= 0
Finally, we will compute ψ−1 ◦ φ. The domain φ−1(φ(Xφ) ∩ ψ(Xψ)) of this transition map is
(C \ {0})2 \ {ab = −1}, and in the following figure we compute it:
p
q
r0
1
1 + ab
0 a
(a, b)
φ7−→
p
r
q0
1
ab
1+ab
0
− a1+ab
∼ (− a1+ab ,− 11+ab , a)ψ−17−→
4
The following two lemmas can be proven in a fashion analogous to Lemmas 2.14 and 2.15.
Lemma 3.13. For any sliced stable tree-pair 2T with d(2T ) = 0, 2ϕ2T is injective, with image
2ϕ2T (2X2T ) =
⋃
2T ′≥2T
2Mn,2T ′ .(56)
Lemma 3.14. For any sliced tree-pairs (2T1, 2s
1), (2T2, 2s
2) ∈ 2MCn with d(2T1) = d(2T2) = 0, the
transition map 2ϕ−12T2 ◦ 2ϕ2T1 : 2X2T1,2T topn → 2X2T2,2T topn is a morphism.
Lemma 3.15. There is a unique topology on 2M
C
n such that
(
2M
C
n, (2ϕ2T )
)
is a variety, where we
allow 2T to range over all tree-pairs 2T ∈W bnC equipped with a slice and with d(2T ) = 0.
Proof. The proof of this lemma is very similar to the proof of Lemma 2.17, using Lemmas 3.13 and
3.14 in place of Lemmas 2.14 and 2.15. 
Finally, a proof similar to that of Lemma 2.18 establishes the following lemma.
Lemma 3.16. 2M
C
n is separated and proper.
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3.3. The local models 2X2T are reduced and normal. In this subsection, we will show that
2M
C
n is locally toric intersection. We will do so by showing that 2X2T is an affine toric variety, for
2T with d(2T ) = 0. (By Lemma 3.13, it suffices to consider only these 2T ’s.) The following is our
definition of a toric variety, which includes the requirement of normality:
Definition 3.17. A toric variety over a field k is a normal algebraic variety X over k that contains
as an open dense subset an algebraic torus T ⊂ X, and that has an action by T that extends the
action of T on itself. 4
A key to our proof that 2X2T is toric is the following lemma, which appears in [BiMi] but goes
back at least to [EiSt]:
Lemma 2.2, [BiMi]. An ideal in k[x] is toric if and only if it is integrally closed, prime, and
generated by binomials of the form xa − xb.
The following is the main result of this subsection.
Lemma 3.18. For 2T ∈WCn with d(2T ) = 0, the local model 2X2T is reduced and normal.
Our proof of this lemma is rather technical. We suggest that the reader refer as needed to Exam-
ple 3.22, in which we demonstrate the proof of Lemma 3.18 in an example.
Before we prove Lemma 3.18, we develop an equivalent presentation of 2˜X2T . We begin by
phrasing 2˜X2T as Spec of a monoid algebra:
2˜X2T = Spec C
[
ZN≥0/L2T
]
, N := #
(
Vcomp(Tb) \ {αroot}
)
+ #
(
Vint(Ts) \ {ρroot}
)
,(57)
L2T := Z〈S2T 〉, S2T :=
{ ∑
γ∈[α,β)
aγ −
∑
γ∈[α′,β)
aγ
}
α,α′∈V≥2comp(Tb),
pi(α)=pi(α′),β<α,α′
∪
{
bρ −
∑
γ∈[α,βα)
aγ
}
α∈V≥2comp(Tb),
pi(α)=ρ 6=ρroot
.
By ZN≥0/L2T , we mean the monoid defined as follows. First, consider the quotient group ZN/L2T .
Then, consider the projection pi : ZN → ZN/L2T , and set ZN≥0/L2T := pi(ZN ). Note that ZN≥0/L2T
is a submonoid of ZN/L2T , and moreover that ZN/L2T is the groupification of ZN≥0/L2T .
We now define a collection of elements of ZN , which we call the canonical generators of L2T .
Immediately after this definition, we will prove a lemma that justifies this terminology.
Definition 3.19. Fix a planar embedding of Tb. For any α ∈ V ≥2comp(Tb) (except for the one
indicated in the third bullet), define an element of ZN in the following way:
• Suppose that α is not the last element of pi−1(pi(α)) ∩ V ≥2comp(Tb) with respect to inorder
traversal. Define α′ to be the next element of pi−1(pi(α)) ∩ V ≥2comp(Tb), and define β, β′ ∈
Vcomp(Tb) like so:
– Set γ (resp. γ′) to be the first place where the path from α to αroot (resp. the path
from α′ to αroot) meets Vcomp(Tb). If γ 6= γ′, set β := γ and β′ := γ′.
– If, in the previous bullet, we have γ = γ′, then set β and β′ both equal to the first
element of Vcomp(Tb) where the path from α to αroot and the path from α
′ to αroot
intersect.
We associate to α the following vector:
vα :=
∑
γ∈[α,β)
aγ −
∑
γ∈[α′,β′)
aγ .(58)
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• Set ρ := pi(α), and suppose ρ 6= ρroot and that α is the last element of pi−1(ρ) ∩ V ≥2comp(Tb)
with respect to inorder traversal. Then we associate to α the vector
vα := bρ −
∑
γ∈[α,βα)
aγ ,(59)
where, as before, βα denotes the first element of V
≥2
comp(Tb) through which the path from α
to αroot passes.
• If α is the last element of pi−1(ρroot) ∩ V ≥2comp(Tb) with respect to inorder traversal, then we
associate no element of ZN to α.
Then the collection of vα’s defined in these bullets is a generating set for L2T , and we refer to the
vα’s as the canonical generators associated to 2T and the chosen planar embedding of Tb. 4
Lemma 3.20. The canonical generators generate L2T .
Proof. Step 1: For any α ∈ V ≥2comp(Tb) \ {α0}, vα lies in L2T .
First, suppose that α is not the last element of pi−1(pi(α)) ∩ V ≥2comp(Tb) with respect to inorder
traversal. Defining α′, β, and β′ as in the first bullet of Definition 3.19, we must show that
vα =
∑
γ∈[α,β) aγ −
∑
γ∈[α′,β′) aγ can be written as a sum of elements of S2T . If β = β
′, then vα is
simply an element of S2T . Otherwise, set β
′′ to be the first element of Vcomp(Tb) where the paths
from β to αroot resp. from β
′ to αroot intersect, and decompose vα like so:∑
γ∈[α,β)
aγ −
∑
γ∈[α′,β′)
aγ =
( ∑
γ∈[α,β′′)
aγ −
∑
γ∈[α′,β′′)
aγ
)
−
( ∑
γ∈[β,β′′)
aγ −
∑
γ∈[β′,β′′)
aγ
)
.(60)
Second, set ρ := pi(α), and suppose ρ 6= ρroot and that α is the last element of pi−1{ρ}∩V ≥2comp(Tb)
with respect to inorder traversal. Then vα = bρ −
∑
γ∈[α,βα) aγ is an element of S2T .
Step 2: Fix any α, α′ ∈ V ≥2comp(Tb) and β ∈ Vcomp(Tb) with pi(α) = pi(α′) and β < α, α′. Then vα
can be written as a sum of canonical generators of the form (58).
Without loss of generality, we may assume that α, α′ are consecutive elements of pi−1(pi(α)) ∩
V ≥2comp(Tb) with respect to inorder traversal. Indeed, by switching α and α′ if necessary, we may
assume that α′ follows α, and if we denote by (α = α1, α2, . . . , αk = α′) the interval from α to α′
in pi−1(pi(α)) ∩ V ≥2comp(Tb) with respect to inorder traversal, we can write∑
γ∈[α,β)
aγ −
∑
γ∈[α′,β)
aγ =
k−1∑
i=1
( ∑
γ∈[αi,β)
aγ −
∑
γ∈[αi+1,β)
aγ
)
.(61)
Note that for each i, β is on the path from αi to αroot. We may also assume that β is the first
element of Vcomp(Tb) where the paths from α to αroot resp. from α
′ to αroot intersect.
If the path from α to β does not pass through any elements of Vcomp(Tb) besides α and possibly
β, then vα is already a canonical generator. Otherwise, define δ to be the first element of V
≥2
comp(Tb)
other than α through which the path from α to αroot passes; define δ
′ similarly, using the path
from α′ to αroot. We then have
vα =
( ∑
γ∈[α,δ)
aγ −
∑
γ∈[α′,δ′)
aγ
)
−
( ∑
γ∈[δ,β)
aγ −
∑
γ∈[δ′,β)
aγ
)
.(62)
Moreover, the first parenthesized expression in this difference is the canonical generator vα, so
we have reduced the task at hand to showing that the second parenthesized expression can be
decomposed as a sum of canonical generators. Proceeding inductively in this fashion, we obtain
the desired conclusion.
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Step 3: Fix any α ∈ V ≥2comp(Tb), set ρ := pi(α), and suppose ρ 6= ρroot. Then vα can be written as
a sum of canonical generators of the form (58) and (59).
If α is the last element of pi−1{ρ} ∩ V ≥2comp(Tb) with respect to inorder traversal, then w is already
a canonical generator. Next, suppose that it is not, and set α′ to be the last element of pi−1{ρ} ∩
V ≥2comp(Tb). Then we can decompose vα like so:
vα = bρ −
∑
γ∈[α,βα)
aγ =
(
bρ −
∑
γ∈[α′,βα′ )
aγ
)
−
( ∑
γ∈[α,βα)
aγ −
∑
γ∈[α′,βα′ )
aγ
)
.(63)

The last piece of preparation we need for the proof of Lemma 3.18 is the following elementary
discrete-geometric result.
Lemma 3.21. Fix n ∈ Z≥1 and (Aij)1≤i<j≤n, (Bi)1≤i≤n, (Ci)1≤i≤n ⊂ Z, and consider the following
system in real variables x1, . . . , xn:
xi − xj ≥ Aij ∀ 1 ≤ i < j ≤ n, Bi ≤ xi ≤ Ci ∀ 1 ≤ i ≤ n.(64)
If (64) has a solution in Rn, then it has a solution in Zn.
Proof. We prove the lemma by induction on n. For n = 1, the lemma says that if, for B1, C1 ∈ Z,
the inequality B1 ≤ x ≤ C1 has a real solution, then it has an integer solution. This is clear.
Next, suppose that we have proven the claim up to, but not including, some n ≥ 2. Choose a real
solution x1 ∈ Rn of (64). Then (x11, . . . , x1n−1, Bn) also satisfies (64). A vector (x1, . . . , xn−1, Bn) ∈
Rn satisfies (64) if and only if the variables x1, . . . , xn−1 satisfies
xi − xj ≥ Aij ∀ 1 ≤ i < j ≤ n− 1, max{Bi, Bn +Ain} ≤ xi ≤ Ci ∀ 1 ≤ i ≤ n− 1,(65)
so (x11, . . . , x
1
n−1) satisfies (69). It follows from the inductive hypothesis that (69) has an integer
solution x2 = (x21, . . . , x
2
n−1). Then (x21, . . . , x2n−1, Bn) is an integer solution of (64), so we have
proven the inductive hypothesis. 
Proof of Lemma 3.18. For any monoid M , SpecM is reduced if and only if M is torsion-free. To
show that 2˜X2T is reduced, it is therefore enough to show that L2T is saturated in ZN . Similarly,
SpecM is reduced if and only if M is saturated in its groupification, so to prove that 2˜X2T is
normal, it suffices to show that ZN≥0/L2T is saturated in ZN/L2T .
Step 1: We show that L2T is saturated in ZN .
Define α0 to be the last element of pi
−1(ρroot)∩V ≥2comp(Tb). For any α ∈ V ≥2comp(Tb)\{α0}, we denote
by vα the corresponding canonical generator. To show that L2T is saturated in ZN , we must show
that if we have kx =
∑
α∈V ≥2comp(Tb)\{α0} aαvα for some k ≥ 1, x ∈ Z
N , and (aα) ∈ Z#V
≥2
comp(Tb)−1,
then there exists a sequence (bα) of integers such that the equality x =
∑
α bαvα holds. To do this,
we will show that each aα must be divisible by k.
Fix ρ ∈ Vint(Ts)\{ρroot}. We will show inductively that for each α ∈ V ≥2comp(Tb)∩pi−1{ρroot}, aα is
divisible by k. Set α1 resp. α2 to be the last resp. second-to-last elements of V
≥2
comp(Tb)∩pi−1{ρ}, with
respect to inorder traversal. As the base case, we will show that aα1 is divisible by k. This follows
from the fact that vα1 is the only vα which has a nonzero entry in the coordinate corresponding to
ρ, and the fact that every entry of
∑
α aαvα = kx is divisible by k. From this base case, it follows
that every entry of
∑
α 6=α1 aαvα is divisible by k. The vertices α1 and α2 are the only elements
of V ≥2comp(Tb) ∩ pi−1{ρ} which are nonzero in the entry corresponding to α1, so it follows from the
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previous sentence that aα2 is divisible by k. Proceeding inductively in this fashion, we see that for
each α ∈ V ≥2comp(Tb) ∩ pi−1{ρ}, aα is divisible by k.
It remains to show that for each α 6= α0 in V ≥2comp(Tb) ∩ pi−1{ρroot}, aα is divisible by k. This
follows from an argument similar to the one we made in the previous paragraph.
Step 2: We show that ZN≥0/L2T is saturated in ZN/L2T .
We must show that if kx +
∑
α aαvα lies in ZN≥0 for some k ≥ 1, x ∈ ZN , and (aα) a sequence of
integers, then there exists another integer sequence (bα) such that x +
∑
α bαvα lies in ZN≥0. To do
so, we will rephrase the condition that x +
∑
α bαvα ∈ ZN lies in ZN≥0 by analyzing, for any given
α ∈ Vcomp(Tb) \ {αroot} or ρ ∈ Vint(Ts) \ {ρroot}, the entry of vα′ corresponding to α or ρ.
• Fix α ∈ Vcomp(Tb) \ {αroot}. There there are at most two elements α′ ∈ V ≥2comp(Tb) \ {α0}
such that the index-α entry of vα′ is nonzero, because inorder traversal meets each vertex
of Tb twice. Moreover, suppose that for some distinct α
′ and α′′ in V ≥2comp(Tb) \ {α0}, the
index-α entries of vα′ and vα′′ are nonzero; also, suppose α
′ < α′′ with respect to inorder
traversal. Then the index-α entries of vα′ resp. vα′′ are −1 resp. 1.
• Fix ρ ∈ Vint(Ts) \ {αroot}. If pi−1{ρ} ∩ V ≥2comp(Tb) is nonempty, then set α′ to be the last
element of this set with respect to inorder traversal. Then vα′ is the only canonical generator
whose index-α entry is nonzero. Alternately, if pi−1{ρ} ∩ V ≥2comp(Tb) is empty, there is no
canonical generator whose index-α entry is nonzero.
It follows from this analysis that we can rephrase the condition that x +
∑
α bαvα ∈ ZN lies in ZN≥0
as a system of inequalities of the form considered in Lemma 3.21. The hypothesis that kx+
∑
α bαvα
lies in ZN≥0 implies that our system has a rational solution in the bα’s, so by Lemma 3.21, it has an
integer solution. 4
Example 3.22. We will now demonstrate our proof that the local models are reduced and normal,
in the case of a particular tree-pair. The following figure depicts a tree-pair 2T = Tb → Ts, with its
gluing parameters labeling the corresponding edges and with colored paths corresponding to the
coherence conditions on the gluing parameters.
Tb
Ts
c
b
d e f
a
A
That is, the local model 2X2T is the following closed subset of C7:
2X2T =
{
(a, b, c, d, e, f, A) ∈ C7
∣∣∣∣ c = d, e = f,ad = be, bf = A }.(66)
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As Spec of a monoid algebra, we can write 2X2T like so:
2X2T = Spec
(
Z7≥0/L
)
, L := 〈v1,v2,v3,v4〉,

v1
v2
v3
v4
 :=

0 0 −1 1 0 0 0
−1 1 0 −1 1 0 0
0 0 0 0 −1 1 0
0 −1 0 0 0 −1 1
 .
(67)
First, we show that 2X2T is reduced, which is equivalent to L being saturated in Z7. This
is equivalent to the statement that if we have kx =
∑4
i=1 aivi for some k ≥ 1, x ∈ Z7, and
a1, a2, a3, a4 ∈ Z, then we have x =
∑4
i=1 bivi for some b1, b2, b3, b4 ∈ Z. Since L is freely generated
by (v1,v2,v3,v4), this is equivalent to the statement that if
∑4
i=1 aivi is divisible by k ≥ 1, then k
divides each ai. The 7
th entry of
∑4
i=1 aivi is a4, hence k divides a4, and in addition we see that k
divides
∑3
i=1 aivi. The 6
th entry of
∑3
i=1 aivi is a3, hence k divides a3. Proceeding in this fashion,
we see that k indeed divides each ai, so L is saturated in Z7.
Next, we show that 2X2T is normal. This is equivalent to Z7≥0/L being saturated in its groupi-
fication Z7/L, which is in turn equivalent to the condition that if, for some k ≥ 1, x ∈ Z7, and
a1, a2, a3, a4 ∈ Z, the vector kx +
∑4
i=1 aivi lies in Z7≥0, then there exist b1, b2, b3, b4 ∈ Z such
that x +
∑4
i=1 bivi lies in Z7≥0. This is equivalent to the statement that if the following system in
b1, b2, b3, b4 has a rational solution, then it has an integer solution:
b1 ≤ x3, b2 ≤ x1, b4 ≥ −x7,(68)
b1 − b2 ≥ −x4, b2 − b3 ≥ −x5, b2 − b4 ≥ −x2, b3 − b4 ≥ −x6.
This implication follows from Lemma 3.21. 4
Proof. We prove the lemma by induction on n. For n = 1, the lemma says that if, for B1, C1 ∈ Z,
the inequality B1 ≤ x ≤ C1 has a real solution, then it has an integer solution. This is clear.
Next, suppose that we have proven the claim up to, but not including, some n ≥ 2. Choose a real
solution x1 ∈ Rn of (64). Then (x11, . . . , x1n−1, Bn) also satisfies (64). A vector (x1, . . . , xn−1, Bn) ∈
Rn satisfies (64) if and only if the variables x1, . . . , xn−1 satisfies
xi − xj ≥ Aij ∀ 1 ≤ i < j ≤ n− 1, max{Bi, Bn +Ain} ≤ xi ≤ Ci ∀ 1 ≤ i ≤ n− 1,(69)
so (x11, . . . , x
1
n−1) satisfies (69). It follows from the inductive hypothesis that (69) has an integer
solution x2 = (x21, . . . , x
2
n−1). Then (x21, . . . , x2n−1, Bn) is an integer solution of (64), so we have
proven the inductive hypothesis. 
4. Further directions: wonderful compactifations
There are several interpretations of the moduli space M r as an iterated blow up [Ke, FuMa].
In the work [ChGiKr] an iterated blow up construction is provided for the moduli space of the
stable pointed projective spaces. The work of Li Li [Li] explains how all of these constructions are
particular cases of wonderful compactification spaces.
In this section we outline a construction for the space 2M
C
n that is analogous to the construction
of [FuMa]. The main goal for us is to construct the relative version of the Fulton-MacPherson
spaces for smooth maps g : X → Y of the smooth varieties. This section does not contains any
proofs since we postponing the details for the forth-coming publication.
The relative versions of the Fulton–MacPherson spaces are not smooth in general, but their
singularities are at worst toric. Thus if want to have an iterative blow up construction of the
relative Fulton–MacPherson spaces we need to generalize the construction from [FuMa] to the
setting where we allow toric singularities of the spaces. We rely on the wonderful compactification
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approach to the Fulton–MacPherson spaces [Li] in our generalization. We also construct the relative
version of Ulyanov spaces [Ul] and we conjecture that the Ulyanov spaces provide a resolution for
the singularities of the relative Fulton–MacPherson spaces.
We start with the conventions and notations for the diagonals and the multi-diagonals in the
relative setting. In the next subsection we formulate a weak version of the transversality condition
from the wondreful blow-up construction of [Li].
4.1. Relative diagonals. Let us assume that the labels n are ordered, n1 ≥ n2 ≥ · · · ≥ n` and
ni > 0 for i ≤ `+(n), ni = 0 for i > `+(n). In the previous formulas we used |n| =
∑
i ni and later
we also use ‖n‖ = |n| + `(n) − `+(n). We use the following notation for finite sets: [k] stands for
the set {1, . . . , k}, and [k, l] stands for {k, . . . , l}. For a set X and I ⊂ [n] we set ∆X(I) ⊂ Xn to
be the corresponding diagonal.
If I ⊂ [‖n‖] then InY ⊂ [`(n)] is the subset defined by
InY =
{
i
∣∣ i ∈ [`+(n)], I ∩ [ni, ni+1 − 1] 6= ∅} ∪ {i ∣∣ i ∈ [`+(n) + 1, `(n)], i− `+(n) ∈ I − |n|}.(70)
Similarly, we define InX = I ∩ [|n|].
In this subsection we present a blow-up construction of the spaces from the previous sections.
To be precise, we work with a smooth map g : X → Y and we use the notation (X/Y )n for the
push-out:
X |n| Y |n|
(X/Y )n Y `(n).
g
piY
piX δ(n)
Here we used the notation δ(n) for the map of the multi-diagonals corresponding to n: the image
of map δ(n) is the multidiagonal
∆Y (1, . . . , n1) ∩ · · · ∩∆Y (n1 + n2 + · · ·+ n`+−1 + 1, . . . , n1 + · · ·+ n`+),(71)
`+ = `+(n), and the map δ(n) projects along the Y -factor that is labeled by 0.
The relative diagonals ∆X/Y (I) ⊂ (X/Y )n are naturally labeled by the subset I ⊂ [‖n‖]:
∆X/Y (I) = pi
−1
Y (∆Y (I
n
Y )) ∩ pi−1X (∆X(InX)).(72)
The relative multi-diagonals are intersections of the diagonals we described above.
4.2. Toroidal wonderful compactifications. Let us recall and slightly generalize some termi-
nology from the paper [Li]. We also introduce a mild extension of the main result of the mentioned
paper.
Fix a toroidal variety Z, i.e. a variety with toric singularities. An arrangement of subvarieties S is
a finite collection of nonsingular subvariaties such that all nonempty scheme-theoretic intersections
of subvarieties are again in S. Equivalently, we can require any pairwise intersection to be clean.
Let Z be smooth. A subset G ⊂ S is then called a building set if, for all S ∈ S \ G, the set of
minimal elements in S = {G ∈ G | G ⊃ S} intersect transversely and the intersection is S. Up to
this point we were repeating the definitions of [Li] and now we introduce a new object.
Now let us allow Z to have toric singularities. We can no longer talk about transverse subvarieties,
and we need to modify the previous definition. A subset G ⊂ S is called a toroidal building set if,
for all S ∈ S \G, the set of minimal elements in S intersect scheme-theoretically at S and any point
s ∈ S has a neighborhood where ∪G∈SG is defined by a monomial ideal2. More generally, we call
the collection of subsets G a building set if the intersection of the subsets of the collection form an
arrangement and G is a building set for this arrangement.
2Since locally Z is modeled on a possibly-singular toric variety, the notion of a monomial ideal is well-defined.
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Let us denote by ∆X/Y the collection of all relative diagonals of (X/Y )
n and by ∆•X/Y the
collection of all relative multidiagonals.
Lemma 4.1. For any n, the collection ∆•X/Y is an arrangement and ∆X/Y is a toroidal building
set for it.
Definition 4.2. Let G be a nonempty toroidal building set for S and Z◦ = Z \ ⋃G∈G G. The
closure ZG of the image of the natural locally-closed embedding
Z◦ ↪→ ΠG∈GBlGZ(73)
is a toroidal wonderful compactification of the arrangement S.
If we replace the toroidal building set in the definition above by the building set, we get a
definition of the wonderful compactification from [Li]. It is shown in [Li] that wonderful compact-
ifications can be constructed as iterated blowups. There is a similar construction for wonderful
toroidal compactifications, and we explain it below.
Let pi : BlY Z → Z be a blowup of an irreducible toroidal variety Z along Y ⊂ Z, and let V ⊂ Z
be a subvariety. We define the dominant transform V˜ ⊂ BlY Z to be a strict transform of V if
V 6⊂ Y and pi−1(V ) otherwise.
Theorem 4.3. Let Z be a toroidal variety and let G = {G1, . . . , GN} be a toroidal building set of
subvarieties of Z. Let Ii be the ideal sheaf of Gi.
(1) The wonderful toroidal compactification ZG is isomorphic to the blow-up of Z along the
ideal sheaf I1I2 . . . IN .
(2) The wonderful toroidal compactification ZG is a toroidal variety.
(3) If we arrange {G1, . . . , GN} in such an order that the first i terms G1, . . . , Gi form a toroidal
building set for any 1 ≤ i ≤ N , then
ZG = BlG˜N . . . BlG˜2BlG˜1Z.(74)
4.3. Examples. The main examples of the wonderful toroidal compactifications come from the
arrangements discussed above.
(1) Suppose X, Y , and the map g : X → Y are smooth. Then (X/Y )[n] := (X/Y )n∆X/Y is
a toroidal variety. If g is an identity map and n = {1n} then (X/Y )[n] is the Fulton–
MacPherson space X[n].
(2) Under the same assumption as before, the compactification (X/Y )〈n〉 := (X/Y )∆•
X/Y
is
actually smooth and provides a resolution of the variety (X/Y )[n]. If g is the identity map,
then the space (X/Y )〈n〉 is Ulyanov’s polydiagonal compactification of Xn.
To connect our constructions with the objects discussed in the rest of this paper, we observe that
the map piY induces a map of varieties piY : (X/Y )[n]→ Y `(n). Similarly, we define piX : (X/Y )[n]→
X |bn|. For a point y ∈ Y we denote by ∆Y (y) ∈ Y `(n) the corresponding point on the small
diagonal. Similarly, we define ∆X(x) ∈ X |n| for x ∈ X. We denote by (X/Y )[n]x the preimage
pi−1X (∆X(x)) ∩ pi−1Y (∆Y (g(x))).
Theorem 4.4. Let X = C2 and g : C2 → C be the linear projection. Then
(C2/C)[n]o = 2M
C
n.(75)
Here o = (0, 0).
Similarly, we define the punctual version of the relative Fulton–MacPherson spaces (X/Y )[n]o,
o ∈ X for a smooth map g : X → Y as well as the punctual version of Ulyanov space (X/Y )〈n〉o.
In our forthcoming paper [BoOb2] we prove the following theorem.
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Theorem 4.5. The space (X/Y )[n]o is a normal lci variety with at most toric singularities, and
the natural blowdown map (X/Y )〈n〉o → (X/Y )[n]o is a resolution of singularities.
4.4. A singular example. In this subsection we analyze the smallest singular example of the
variety (C2/C)[n]. To be more precise, the argument of this subsection could be used to show that
the space (C2/C)[4, 0]o has only three singular points and that these points are simple quadratic
singularities.
The relative Fulton–MacPherson space in question is a blowup along the ideal of the union of
the union of the relative diagonals:
(C2/C)[4, 0] ⊂ C6 ×
∏
S⊂[5]
P|S|−2S .(76)
We use notation for the projection piS : (C2/C)[4, 0]→ C6×
∏
S∈S P
|S|−2
S , where S is a collection of
subsets inside [5].
To discuss the scheme structure of this variety we introduce coordinates on the space C6 in the
product: the heights of the four points on the first line are y1, y2, y3, y4 and the positions of the two
lines are x1, x5. In particular, two relative diagonals ∆C2/C(1, 2, 5) and ∆C2/C(3, 4, 5) are defined
by:
y12 = 0, x15 = 0 y34 = 0, x15 = 0.(77)
These two relative diagonals are of codimension 2, and their intersection is of codimension 3.
Thus the intersection is not transverse; it also is not a diagonal. Let us define an open subset
U ⊂ C6 by the conditions yi 6= yj , i ∈ {1, 2}, j ∈ {3, 4}. Respectively, the U˜ ⊂ (C2/C)[4, 0] is the
preimage of U under the projection map pi∅.
The projection pi{1,2,5},{3,4,5} is an isomorphism when restricted to the open subset U˜ . The image
of the projection is cut out by the following equations:
ξ0x15 = ξ1y12, ξ
′
0x15 = ξ
′
1y34.(78)
Hence the affine chart ξ0 6= 0, ξ′0 6= 0 of the image is isomorphic to the hypersurface inside
C4 × C3 = C7 defined by the equation zy12 = wy34 where z = ξ1/ξ0, w = ξ′1/ξ′0, y12, y34 are the
coordinates along the first factor of C7 and y1, x1 and y23 are the coordinates along the last factor.
The previous discussion implies that that the subspace (C2/C)[4, 0]o could not be smooth. To
describe the singularity in more details, we recall that (C2/C)[4, 0] is defined in C6 ×∏S⊂[5] P|S|−2S
by the following equation:
ξSijwkl = ξ
S
klwij ,(79)
where ξSij are homogeneous coordinates on P
|S|−2
S that satisfy the relations ξ
S
ij + ξ
S
jk = ξ
S
ik, ξ
S
ii = 0,
and wij = yi − yj , wi5 = x1 − x5, i, j ∈ [4] satisfy similar relations.
In these coordinates we define an open subset V ⊂ (C2/C)[4, 0] by the inequalities
ξSij 6= 0, i ∈ {1, 2}, j ∈ {3, 4}, ξ12512 6= 0, ξ34534 6= 0.(80)
Using (79) we express ξSij , xi, yi in terms of x12, y23, x1, y1 and ξ
[4]
ij /ξ
[4]
23 , ξ
1,2,5
15 /ξ
1,2,5
12 , ξ
3,4,5
35 /ξ
3,4,5
34 and
the expressions are regular on the open subset defined by the inequalities (80). Thus the projection
of V ⊂ (C2/C)[4, 0] to P1125 × P1345 × P21234 × C4, where the coordinates along the last factor are
x1, y1, x12, y23, is an isomorphism.
Finally, let us observe that the above projection sends the subvariety (C2/C)[4, 0]o ∩ V to the
locus defined by
x12 = y23 = x1 = y1 = 0, ξ
125
15 ξ
[4]
12 = ξ
345
35 ξ
[4]
34 .(81)
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Thus the point of the locus with ξ12515 = ξ
[4]
12 = ξ
345
35 = ξ
[4]
34 = 0 is an isolated quadratic singularity.
This singularity matches with the singularity of the moduli space 2M
C
4,0 that was studied in
Ex. 3.22.
4.5. Strata structure. In this subsection we match the natural stratification of the spacre M
C
r
by the open strata ZT with a natural stratification of the blow-up descrioptiuon of this moduli
space. The analogue if this match for 2Mn as well as discussion of the charts around these strata
is discussed in our next publication [BoOb2].
The wonderful compactification for the space M
C
r relies on the properties of the space C1[r],
and we provide an explicit construction for the space below. The ambient space for it is the
product Xamb = Cr ×
∏
S⊂[r] P
|S|−2
S . The coordinates on the first factor we set to be zi, i ∈ [r],
and the homogeneous coordinates on P|S|−2S are ξ
S
ij , i, j ∈ S modulo the natural linear relations
ξSij = −ξSji, ξSij + ξSjl = ξSil . We also introduce coordinates ξSi , i ∈ S, which are defined up to an
affine transformation. Similarly, we use the notation zij = zi − zj .
The defining ideal of the space is constructed in two steps. We define the ideal I ′ ⊂ R = C[x, ξ]
as an ideal generated by the following elements:
zijξ
S
kl − zklξSij .(82)
The localized ideal Iloc is the ideal inside C(z) ⊗ C[ξ] and is defined as I ′ ⊗R C(z) ⊗ C[ξ]. In the
second step we construct the saturated ideal Isat = I
′ ∩ C[z, ξ] and the defining ideal of our space
is defined as the restriction I = Isat|z1=···=zr=0. That is,
C1[r] = Spec(C[z, ξ]/Isat), M
C
r = Spec(C[ξ]/I).(83)
Example 4.6. If r = 4 then Xamb = C4 × P2 × P1 × P1 × P1 × P1 and as a result of the above
construction one obtains a description of M
C
4 ⊂ P2 × P1 × P1 × P1 × P1 as a blowup of P2 = P2S ,
S = {1, 2, 3, 4} at the four points pS′,S′′ = {ξSS′ = ξSS′′ = 0}, S′ ∪ S′′ = {1, 2, 3, 4}, |S′| = |S′′| = 2.
Now let us compare the above description with the model from the previous sections. Let us
recall the sets XT in the definition 2.8 stratify the space M
C
r . Let B the 1-bracket corresponding
to T . Then the closure of the set XT in the wonderful compactification model is defined by the
following collection of equations.
There is a natural correspondence between the vertices of the tree T and the sets inB: v 7→ Sv ∈
B. Since the leaves of the tree T are labeled with integers from 1 to r, descend along the edges of
T provides us with the map φTv : Sv → in(v). Thus the defining ideal IZT of XT is generated by:
ξSi − ξSj , S = Sv ∈ B, φTv (i) = φTv (j).(84)
The analogue of the strata correspondence together with the description of the analogue of the
atlas from the section 3.2 for the relative Fulton–MacPherson spaces will appear in the sequel to
this paper.
Appendix A. Examples
In this appendix, we exhibit all 1- resp. 2-dimensional instances of 2M
C
n as P1 resp. blowups of
P1 × P1.
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Figure 2. In this figure, we demonstrate why WC20 is isomorphic to P1. First, we
consider a particular local slice for the open stratum, which identifies this locus with
C\{0} 3 z. Next, we record the two codimension-1 strata. We see that these strata
correspond to the missing points z = 0, z =∞.
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Figure 3. In this figure, we demonstrate why WC11 is isomorphic to P1. First, we
consider a particular local slice for the open stratum, which identifies this locus with
C 3 z. Next, we record the one codimension-1 stratum. We see that this stratum
corresponds to the missing point z =∞.
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Figure 4. In this figure, we demonstrate why WC30 is isomorphic to Bl(0,0),(0,1),(∞,∞)(P1 × P1).
First, we consider a particular local slice for the open stratum, which identifies this locus with
(C \ {0})× (C \ {0, 1}) 3 (z, w). Next, we record the eight codimension-1 strata. We see that five
of these strata (E, D, B, A, G) correspond to z = 0, z = ∞, w = 0, w = 1, w = ∞, and three
(H, F , C) correspond to the exceptional divisors arising from blowup at the points (0, 0), (0, 1),
(∞,∞). Finally, we illustrate the forgetful maps to CP1 that result from forgetting either p, q, r,
or the line carrying no marked points.
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Figure 5. In this figure, we demonstrate why WC21 is isomorphic to Bl(0,0),(0,1)(P1×
P1). First, we consider a particular local slice for the open stratum, which identifies
this locus with (C \ {0}) × C 3 (z, w). Next, we record the eight codimension-1
strata. We see that five of these strata (B, A, C) correspond to z = 0, z = ∞,
w =∞, and two (D, E) correspond to the exceptional divisors arising from blowup
at the points (0, 0), (0, 1). Finally, we illustrate the forgetful maps to CP1 that result
from forgetting either p, q, or r.
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Figure 6. In this figure, we demonstrate why WC200 is isomorphic to
Bl(0,0),(∞,∞)(P1×P1). First, we consider a particular local slice for the open stratum,
which identifies this locus with (C \ {0, 1}) × (C \ {0}) 3 (z, w). Next, we record
the seven codimension-1 strata. We see that five of these strata (D, G, C, A, F )
correspond to z = 0, z = 1, z = ∞, w = 0, w = ∞, and two (E, B) correspond to
the exceptional divisors arising from blowup at the points (0, 0), (∞,∞). Finally,
we illustrate the forgetful maps to CP1 that result from forgetting a point p or q, or
a line K or R.
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Figure 7. In this figure, we demonstrate why WC110 is isomorphic to Bl(0,0)(P1×P1).
First, we consider a particular local slice for the open stratum, which identifies this
locus with (C \ {0, 1})× C 3 (z, w). Next, we record the five codimension-1 strata.
We see that four of these strata (B, D, C, E) correspond to z = 0, z = 1, z = ∞,
w =∞, and one (A) corresponds to the exceptional divisor arising from blowup at
the point (0, 0). Finally, we illustrate the forgetful maps to CP1 that result from
forgetting a point p or q, or the line R.
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Appendix B. An algorithm to compute the virtual Poincare´ polynomial
In this appendix, we explain a recursive algorithm for computing the virtual Poincare´ polynomial
of 2M
C
n. The stratification of 2M
C
n will play a crucial role.
Recall that we can associate to any complex variety X its virtual Poincare´ polynomial P [X](t),
which can be constructed by considering a mixed Hodge structure on the compactly-supported
cohomology of X (see [Fu]). P [X] has the following properties:
• If X is smooth and projective, then P [X] is the ordinary Poincare´ polynomial:
P [X](t) =
∑
i
rkH i(X) · ti.(85)
• If Y ⊂ X is closed and algebraic, then the following identity holds:
P [X](t) = P [Y ](t) + P [X \ Y ](t).(86)
In this subsection, we will explain an algorithm for recursively computing P [2M
C
n], which we have
implemented in Python (see [BoOb1]). In Table 1, we demonstrate this algorithm by listing the
virtual Poincare´ polynomials of the 2- and 3-dimensional instances of 2M
C
n. On a laptop computer,
[BoOb1] returns the virtual Poincare´ polynomial of a 6- resp. 7-dimensional instance of 2M
C
n in ∼2
resp. ∼10 seconds.
We begin by describing the idea of our algorithm. For any m-dimensional complex variety X,
to compute P [X] it suffices by (86) to produce a decomposition X =
⋃m
d=0Xd, where Xd is d-
dimensional, the inclusions X0 ⊂ · · · ⊂ Xm hold, Xd−1 is closed in Xd, and we can compute P [X0]
and P [Xd \Xd−1] for each d. Indeed, in this situation, we can compute P [X] as
P [X] = P [X0] +
m∑
d=1
P [Xd \Xd−1].(87)
We will use this strategy to compute pr and P(ni), where these are abbreviations for the following
virtual Poincare´ polynomials:
pr := P
[
M
C
r
]
, P(ni) := P
[
M
C
r∏
i
2M
C
ni
]
.(88)
We will stratify M
C
r in terms of the root screen. More specifically, on the root screen, there is an
output marked point and ≥ 2 nodes and input marked points. The latter points give a partition of
{1, . . . , r}, and we stratify MCr by these partitions. Similarly, we stratify 2MC(ni) in terms of how
the lines and points have collided, from the root screen’s perspective. Using Schiessl’s computation
[Sc] of the virtual Poincare´ polynomial of the ordered configuration space F`(C \ k) of ` points in
C \ k, we can recursively compute the virtual Poincare´ polynomial of each stratum, which allows
us to algorithmically compute pr and P(ni). Of course, this is more than necessary, since we care
primarily about P [2M
C
n]. The reason that we compute the virtual Poicare´ polynomial of arbitrary
fiber products of 2M
C
n is that each stratum of 2M
C
n decomposes as the product of copies of F`(C\k)
and of fiber products of 2M
C
n, which is key to our recursion. The analogous statement is not true
for a single 2M
C
n: each stratum of this space again decomposes as the product of copies of F`(C\k)
and of fiber products of 2M
C
n, so we would not be able to recurse.
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d = 2 d = 3
n P (x) n P (x)
(1, 2) x4 + 4x2 + 1 (0, 0, 0, 2) x6 + 12x4 + 12x2 + 1
(0, 1, 1) x4 + 3x2 + 1 (1, 3) x6 + 15x4 + 12x2 + 1
(0, 0, 2) x4 + 4x2 + 1 (0, 1, 2) x6 + 10x4 + 10x2 + 1
(0, 0, 0, 1) x4 + 5x2 + 1 (2, 2) x6 + 14x4 + 11x2 + 1
(4) x4 + 5x2 + 1 (5) x6 + 16x4 + 16x2 + 1
(0, 3) x4 + 5x2 + 1 (0, 0, 1, 1) x6 + 9x4 + 9x2 + 1
(0, 4) x6 + 19x4 + 16x2 + 1
(0, 0, 0, 0, 1) x6 + 16x4 + 16x2 + 1
(1, 1, 1) x6 + 8x4 + 8x2 + 1
(0, 0, 3) x6 + 14x4 + 14x2 + 1
Table 1
For any r ≥ 1 and n1, . . . ,na ∈ Zr≥0 \ {0}, define Pr and 2P(ni) like so:
Pr := partitions of {1, . . . , r},(89)
2P(ni) :=
{(
P, (2Pp,i) p∈P
1≤i≤a
) ∣∣∣ P ∈Pr, 2Pp,i a partition of ∏
j∈p
{
(i, j, 1), . . . , (i, j, nij)
}}
(Our partitions are unordered, and by convention a partition of S cannot contain ∅ unless S = ∅.)
For any
(
P, (2Pp,i)
) ∈ 2P(ni), we denote by #2Pp,i the vector which, for j ∈ p, has (#2Pp,i)j equal
to the number of elements of 2Pp,i of the form (i, j, k). Next, we define the stable elements of Pr
and 2P(ni):
Pstabr :=
{
P ∈Pr |#P ≥ 2},(90)
2Pstab(ni) :=
{(
P, (2Pp,i)
) ∈Pr |#P ≥ 2 or P = {{1, . . . , r}},#(P{1,...,r},i) ≥ 2 ∀ i}.
These sets of partitions allow us to stratify M
C
r and 2M
C
n, according to the type of the root
component:
M
C
r =
⊔
P∈Pr
M
C
r,P , 2M
C
n =
⊔
(P,(2Pp,i))∈2P(ni)
2M
C
n,(P,(2Pp,i)).(91)
We can then make the following identifications for any P ∈Pr and
(
P, (2Pp,i)
) ∈ 2P(ni):
M
C
r,P '
(
C#P \∆)/CoC∗ ×∏
p∈P
M
C
#p,(92)
M
C
r∏
i
2M
C
ni '
(
C#P \∆)/CoC∗ × ∏
1≤i≤a
(∏
p∈P
C#2Pp,i \∆
)
/C ×
∏
p∈P
M
C
#P∏
1≤i≤a
2p∈2Pp,i
2M
C
#2Pp,i .
To use (92) to recursively compute pr and P(ni), we need the following result:
Theorem 4.1, [Sc]. The virtual Poincare´ polynomial of the unordered configuration space of `
points in Ck is given by the following formula:
P
[
(C \ k)` \∆](x) = (x2 − k)(x2 − k − 1) · · · (x2 − k − n+ 1).(93)
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The following identities now follow from (86) and (93):
P
[
M
C
r,P
]
= (x2 − 2)(x2 − 3) · · · (x2 −#P + 1)
∏
2p∈2Pp,i
P
[
M
C
#p
]
,(94)
P
[
M
C
r∏
i
2M
C
ni
]
= (x2 − 2)(x2 − 3) · · · (x2 −#P + 1)×
×
∏
1≤i≤a
(
1
x2
∏
p∈P
x2(x2 − 1) · · · (x2 −#2Pp,i + 1)
)∏
p∈P
P
[ MC#P∏
1≤i≤a
2p∈2Pp,i
2M
C
#2Pp,i
]
.
These identities allow us to recursively compute pr and P(ni) in [BoOb1].
References
[BiMi] E. Bierstone, P. Milman. Desingularization of toric and binomial varieties. Journal of Algebraic Geometry 15
(2006), no. 3, 443–486.
[Bo1] N. Bottman. 2-associahedra. Algebraic & Geometric Topology 19 (2019), no. 2, 743–806.
[Bo2] N. Bottman. Moduli spaces of witch curves topologically realize the 2-associahedra. Accepted (2018), J. Symp.
Geo.
[BoOb1] N. Bottman, A. Oblomkov. A Python implementation of a recursive algorithm to compute
the virtual Poincare´ polynomial of 2M
C
n, 281 lines. Available at https://github.com/natebottman/
complex-2associahedra/blob/master/VP_of_2Mn-bar.py.
[BoOb2] N. Bottman, A. Oblomkov. A version of Fulton–MacPherson compactification for pairs X → Y . In prepa-
ration
[ChGiKr] L. Chen, A. Gibney, D. Krashen. Pointed trees of projective spaces. J. Algebraic Geom. 18 (2009), no. 3,
477–509.
[EiSt] D. Eisenbud, B. Sturmfels. Binomial ideals. Duke Math. J. 84 (1996), no. 1 (1996), 1–45.
[Fu] W. Fulton. Introduction to toric varieties. Annals of Mathematics Studies, 131. Princeton University Press,
Princeton, NJ, 1993.
[FuMa] W. Fulton, R. MacPherson. A compactification of configuration spaces. Annals of Mathematics 139 (1994),
no. 1, pp. 183–225.
[KiLhRu] B. Kim, H. Lho, H. Ruddat. The degeneration formula for stable log maps. Preprint, accessible at https:
//arxiv.org/abs/1803.04210.
[Le] J. M. Lee. Introduction to Topological Manifolds. First edition. Graduate Texts in Mathematics, 202. Springer-
Verlag, New York, 2000.
[Ke] S. Keel, Intersection theory of moduli space of stable n-pointed curves of genus zero. Trans. Amer. Math. Soc.
330 (1992), no. 2, 545–574.
[Li] L. Li. Wonderful compactification of an arrangement of subvarieties. Michigan Mathematics Journal 58 (2009),
no. 2, 535–563.
[Sc] C. Schiessl. Configuration spaces of C \ k. Preprint, accessible at https://arxiv.org/abs/1801.09327.
[Os1] B. Osserman. Abstract varieties via atlases. Available at https://www.math.ucdavis.edu/~osserman/
classes/248A-F13/varieties-atlases.pdf.
[Os2] B. Osserman. Complex varieties and the analytic topology. Available at https://www.math.ucdavis.edu/
~osserman/classes/248B-W12/notes/analytic.pdf.
[Ul] A. Ulyanov,Polydiagonal compactification of configuration spaces. J. Algebraic Geom. 11 (2002), no. 1, 129–159.
[Wi] S. Willard. General Topology. Addison-Wesley Publishing Co., Reading, Mass.-London-Don Mills, Ont. 369 pp.
37
