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Abstract-This article is devoted to large multi-tier ensemble 
classifiers generated as ensembles of ensembles and applied 
to phishing websites. Our new ensemble construction is a 
SJ)Ccial case of the general and productive multi-tier approach 
well known in information security. Many efficient multi-tier 
classifiers have been considered in the literature. Our new 
contribution is in generating new large systems as ensembles 
of ensembles by linking a top-tier ensemble to another middle-
tier ensemble instead of a base classifier so that the top~ 
tier ensemble can generate the whole system. This automatic 
generation capability includes many large ensemble classifiers 
in two tiers simultaneously and automatically combines them 
into one hierarchical unified system so that one ensemble is 
an integral part of another one. This new construction makes 
it easy to set up and run such large systems. The present 
article concentrates on the investigation of performance of 
these new multi~tier ensembles for the example of detection 
of phishing websites. We carried out systematic experiments 
evaluating several essential ensemble techniques as well as 
more recent approaches and studying their performance as 
parts of multi~level ensembles with three tiers. The results 
presented here demonstrate that new three-tier ensemble clas-
sifiers performed better than the base classifiers and standard 
ensembles included in the system. This example of application 
to the classification of phishing websites shows that the new 
method of combining diverse ensemble techniques into a unified 
hierarchical three-tier ensemble can be applied to increase 
the performance of classifiers in situations where data can be 
processed on a large computer. 
Keywords-phishing websites; ensemble classifiers; multi-tier 
ensembles; Random Forest 
I. INTRODUCTION 
Experiments evaluating classifiers applied to particular 
areas are impmiant, since their outcomes can be used in 
order to improve the performance of future applications and 
can contribute to choosing directions of future research. For 
any given algorithm that produces very good outcomes in 
certain applications, there always exist examples of data 
sets in other domains where different algorithms are more 
effective. This is also confirmed by the soMcallcd "no-free-
lunch" theorems, which imply that there does not exist 
one algorithm, which is best for all problems [45]. The 
performance of every category of algorithms depends on 
the dimension of a data set and the number of instances, 
types of attributes, the nature of functional relations and 
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dependencies among the attributes and other parameters. 
We introduce a new unified multi-tier construction of 
ensemble classifiers combining diverse ensembles into one 
integrated hierarchical system. This construction is illus-
trated in Figure I. More explanations are given in Section II. 
Figure 2 shows how to aggregate the classifiers at different 
levels to obtain the multi-tier construction. 
Every ensemble classifier at the middle tier of this con-
struction is an integral part of the ensemble classifier at the 
top tier, and in turn every base classifier at the bottom tier 
is included as a part of the ensemble classifier of the middle 
tier, see Section II for more details. Using one ensemble as 
an integral part of another ensemble makes it easy to set 








Figure l. Data flow in three-tier ensemble classifiers getlcrated as 
ensembles of ensembles by WEKA 
The present article is devoted to experiments comparing 
the performance of new three-tier classifiers, their base 
classifiers and standard ensemble classifiers in the special 
case of an application to the detection of phishing websites. 
While phishing is an important direction that has been 
actively investigated recently, the aim of our paper is to 
develop a general technique that may be useful for various 
applications in information security. Let us refer to the 
Anti-Phishing Working Group [1], OECD Task Force on 
Spam [34] and recent papers [4], [8], [14], [18], [19], [28], 
t47] for background information and preliminaries on phish-
ing. The authors hope that the outcomes of this example 
of application prove helpful for the future development of 
classifiers in other branches of information security too. 
Our new results show that novel three-tier ensemble clas-
sifiers achieved substantially better performance in compari-
son with the base classifiers or standard ensemble classifiers. 
This demonstrates that the new method of combining diverse 
ensemble techniques into one unified three-tier ensemble 
incorporating diverse ensembles as parts of other ensembles 
can be applied to improve classifications. 
The paper is organised as follows. Section II describes 
new multi-tier ensemble classifiers investigated in this paper. 
Section Ill is devoted to preprocessing of data. Section IV 
deals with the base classifiers and ensemble classifiers. 
Section V contains the outcomes of experiments comparing 
the effectiveness of base classifiers, ensemble classifiers and 
three-tier ensemble classifiers. These results are discussed in 
Section VI. Main conclusions are presented in Section VII. 
For consistency, in writing the paper an attempt was made 
to use present simple tense throughout to describe what 
is done in this article as well as to refer to background 
information. Past simple and present perfect tenses were 
reserved to the discussion of articles published previously 
and to the description of our experiments, since all our tests 
had been completed before we started writing the paper. 
II. THREE-TIER ENSEMBLE CLASSIFIERS 
Ensemble classifiers combine a collection of base clas-
sifiers into a common classification system. Here we in-
troduce and explain our new multi-tier ensemble construc-
tion inspired by previous research in the literature. Our 
experiments evaluate performance of such large three-tier 
ensemble classifiers combining diverse ensemble classifiers 
on two tiers into one unified system. Several efficient multi-
tier classifiers and more general multi-classifier systems have 
been explored, for example, in the previous publications 
[19], [20], [23], [24], [25]. 
Several techniques for the design of ensemble classifiers 
are well known in artificial intelligence and data mining. 
This paper introduces a new three-tier construction, which 
makes it easy to combine diverse ensemble methods into 
one scheme. Our experiments are devoted to performance 
evaluation of new large three-tier ensemble classifiers for 
phishing websites. 
This paper deals with large three-tier ensemble classifiers, 
illustrated in Figure I. The direction of arrows in the 
diagram indicates the flow of data. All base classifiers pass 
their output on to Tier 2 ensemble classifiers. The Tier 2 
ensemble classifiers combine the output of base classifiers. 
Their output in turn in analysed by the Tier 3 ensemble 
classifier that makes the final decision for the whole multi-
tier classification system. Arcs not connected to classifiers 
indicate the direction of possible data flow from additional 
classifiers. The whole system may involve thousands of base 
classifiers, but it is easy to set it up, since in most cases 
the Tier 2 classifiers generate the whole collection of their 
base classifiers automatically given just one instance of a 
base classif-ier. Likewise, all Tier 2 ensemble classifiers arc 
generate~ by the Tier 3 ensemble classifier automatically 
given only one instance of a Tier 2 ensemble classifier. This 
means that the Tier 3 ensemble classifier generates its Tier 2 
classifiers and executes them in exactly the same way as 
it usually handles base classifiers. Similarly, each Tier 2 
ensemble applies its method to combine its base classifiers 
as usual. The whole system is generated automatically in 
SimpleCLI, as illustrated in Figure 2. 
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Figure 2. A part of command line generating three-tier ensemble in 
SimplcCLI 
Thus, in this paper we introduce and investigate a three-
tier ensemble construction originating as a contribution to 
the general approach introduced by previous authors. We 
obtain new results evaluating performance of such large 
three-tier ensemble classifiers. These new results show, in 
particular, that Random Forest performed best in this setting 
for our data set considered in this article, and that novel 
three-tier ensemble classifiers can be used to achieve further 
improvement of the classification outcomes. The three-tier 
ensemble classifiers based on Random Forest achieved better 
performance compared with the base classifiers or simpler 
ensemble classifiers. 
Large three-tier ensemble classifiers require a lot of 
computer memory to train, especially for very large data 
sets, where they can be used to improve performance. If a 
data set is small and an ensemble classifier is larger, then 
it will revert to using just one base classifier and produce 
the same outcomes as the base classifier. As we will see in 
Section V below, our experiments show that such large threew 
tier ensemble classifiers are effective if diverse ensembles 
are combined at different tiers of the three-tier ensemble 
dassifier. The authors believe that this approach to designing 
ensembles of classifiers deserves further investigation for 
other large data sets and application directions too. 
Ill. FEATURE EXTRACTION 
We used the same set of features extracted from the data 
set of phishing websites considered by the authors in [4], 
since it is suitable for this study. Our new experiments 
used a collection of simple features extracted during work 
on the paper [4]. Similar data sets are available from the 
downloadable databases at the PhishTank (35]. The present 
article investigates a novel method for improving perfor-
Illance of the classifiers, and we did not attempt to extract 
more sophisticated collections of features. The extraction of 
features is very important for applications, for example, see 
[2], [21], [22], [26], [29], [30], [31], [33], [40], [41] and 
[42], but it is not the main focus of the present article. 
Since this paper concentrates on the contribution of multi-
tier ensembles, for the purposes of this work, we applied the 
bag-of-words model and extracted only a simple collection 
of the features reflecting the content of the websites. As 
in [4], we used terrnji"equency-inverse document frequency 
word weights, or TF-IDF weights, to select words as fea-
tures. Features were extracted using a Hexible preprocessing 
and feature extraction system implemented in Python by the 
third author. 
We collected a set of words with highest TF-IDF scores 
in all websites of the data set. For each website, the TF-IDF 
scores of these words in the website were detennined. These 
weights and additional features were assembled in a vector. 
In order to determine the TF-IDF scores we used Gensim, 
a Python and NumPy package for vector space modelling 
of text documents. These features were collected in a vector 
space model representing the data set. 
lV. BASE CLASSIFIERS AND ENSEMBLE CLASSIFIERS 
The following classifiers available in WEKA [ 13] were 
used as base classifiers in our experiments with outcomes 
presented in Section V: FURIA [17], )48 [37], LibLIN-
EAR [9], LibSVM [7], [lO], [16], Random Forest [6], 
SMO [15], [27], [36], These robust classifiers were cho-
sen since they represent most essential types of classifiers 
available in WEKA [13] and performed well for our data 
set. 
We used SimpleCLI command line in WEKA [13] to 
investigate the performance of the following ensemble tech-
niques: AdaBoost [12], Bagging [5], Dagging [39], Deco-
rate [32], Grading [38], MultiBoost [43] and Stacking [46]. 
Consensus functions can also be used as a replacement 
for voting to combine the outputs of several classifiers. 
Here we use the HBGF consensus function, following the 
recommendations of (11] and our previous experience with 
consensus functions presented in l8], [47] and [48]. The 
HBGF consensus function is based on a bipartite graph with 
two sets of vertices: classes and elements of the data set. 
V. EXPERIMENTS EVALUATING PERFORMANCE 
We used l O~fold cross validation to evaluate the effective-
ness of classifiers in all experiments. The following measures 
of performance of classifiers arc often used in this research 
direction: precision, recall, F-measure, accuracy, sensitivity, 
specificity and Area Under Curve also known as the Receiver 
Operating Characteristic or ROC area. 
Notice that weighted average values of the performance 
rnetrics are usually used. This means that they are calculated 
for each class separately, and a weighted average is found 
then. In pm1icular, our results included in this paper deal 
with the weighted average values of precision. In contrast, 
the accuracy is defined for the whole classifier as the 
percentage of all websites classified correctly, which means 
that this definition does not involve weighted averages in the 
calculation. Precision of a classifier, for a given class, is the 
ratio of true positives to combined true and false positives. 
Sensitivity is the proportion of positives (phishing web~ 
sites) that are identified cmTectly. Specificity is the propor-
tion of negatives (legitimate wehsites) which are identified 
correctly. Sensitivity and specificity are measures evaluating 
binary classifications. For multi-class classifications they can 
be also used with respect to one class and its complement. 
Sensitivity is also called True Positive Rate. False Positive 
Rate is equal to 1 -specificity. These measures are related 
to recall and precision. Recall is the ratio of true positives 
to the number of all positive samples (i.e., to the combined 
true positives and false negatives). The recall calculated for 
the class of phishing websites is equal to sensitivity of the 
whole classifier. 
All tables of outcomes in this paper include the 
F~measure, since it combines precision and recall into a 
single number evaluating performance of the whole sys-
tem, (44]. The F-measure is equal to the harmonic mean 
of precision and recall 
2 x recall x precision 
F-measure = . (l) 
recall + precisiOn 
The weighted average F~measure is contained in the standard 
WEKA output for all classifiers. 
First, we include the results of experiments comparing the 
performance of several base classifiers for phishing websites. 
The results obtained for five best classifiers are presented in 
Figure 3. Random Forest outperformed other base classifiers 
for the phishing websites data set. 
Second, we include the results of experiments comparing 
standard ensemble classifiers in their ability to improve 
the outcomes. We compared AdaBoost, Bagging, Dagging, 
Decorate, Grading, HBGF, MultiBoost and Stacking based 
on RandomForest. 
F-measures of the resulting ensemble classifiers are pre-
sented in Figure 4, which shows improvement as compared 
to the base classifiers. In these tests all ensembles were used 
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Figure 3. F-mcasure of base classifiers for phishing websites 
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Figure 4. F-mea:-;ure of ensemble classifiers for phishing websites 
Finally, we include the results of experiments evaluating 
the 3-tier ensemble method. This is the main topic of the 
paper. These experiments included the all combinations of 
Bagging, Decorate and MultiBoost, since these ensemble 
methods produced better F-measures in Figure 4. Each three-
tier ensemble classifier contains one ensemble in Tier 3. 
It generates or includes a whole set of Tier 2 ensembles 
and executes them in exactly the same way as it handles 
any other base classifiers. In turn, each Tier 2 ensemble 
applies its method to combine its base classifiers in Tier 1. 
We have not included repetitions of the same ensemble 
technique in both tiers, since tests have shown that they do 
not produce further improvement. The outcomes of the three-
tier ensemble classifiers are presented in Figure 5. A part of 
command generating one of these multi-level ensembles in 
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Figure 5. F-measure of three-tier ensemble classifiers for phishing websites 
VI. DISCUSSION 
Our work shows that large three-tier ensamples are quite 
easy to use and can be applied to improve classifications, 
if diverse ensembles are combined at different tiers. It is an 
interesting question for future research to investigate three-
tier ensembles for other large datasets. 
Random Forest outperformed other base classifiers for 
the phishing websites data set, and Decorate improved its 
outcomes better than other ensemble meta classifiers did. 
The best outcomes were obtained by the new combined 
three-tier ensemble classifier where Bagging is used in Tier 3 
and Decorate in Tier 2. 
The performance of ensemble classifiers considered in 
this paper depends on several numerical input parameters. 
In all experiments we used them with the same default 
values of these parameters in order to have a uniform 
equivalent comparison of outcomes across all of these en-
semble classifiers. It may be also possible to obtain further 
improvement to the outcomes by optimizing their parameters 
with optimization techniques presented in [3]. At present the 
ranges of parameter values remain restricted by the size of 
memory available on personal computers for training of large 
three-tier ensemble classifiers. 
VII. CONCLUSION 
We carried out a systematic investigation of new auto-
matically generated muhi-tier ensemble classifiers, where 
diverse ensembles are combined into a unified system by 
integrating different ensembles at a lower tier as a part of 
another ensemble at the top tier. Our experiments evaluated 
the performance of these large three-tier ensemble classifiers 
for a data set of phishing websites and have demonstrated the 
feasibility and performance of the approach. The experimen~ 
tal outcomes show that these multi-tier ensemble classifiers 
can be used to improve classifications. They produced better 
results compared to the base classifiers or standard ensemble 
classifiers. 
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