We show how high-precision values of the coefficients of power series expansions of functions related to Riemann's í function may be calculated. We also show how the Stieltjes constants can be evaluated using this scheme and how the Riemann hypothesis can be expressed in terms of the behavior of two of the sequences of coefficients. High-precision values for the coefficients of these power series are found using Mathematica ™ .
Introduction
The functional equation for the Ç function is normally expressed [3, p. 16 ] as (1) His) = til-s), where (2) ^) = J(5-i)^/2r(0c (5) .
It is this function E, and related functions which we will examine via power series expansions. Riemann showed [5] that (3) 2Zis) =1+ T (fZ e-"2A ^-V'-i)/2 + ts'2) dt and suggested that t, can be expanded as a power series in is -1/2)2 "which converges very rapidly." We will instead look at the power series expansion about the point s = 1 . In addition to £(s) we also look at the expansions of <f(s)/¿;(s), <i;'(l/s)/<!;(l/s) , and log¿;(l/s). Note that the zeros of ¿;, i.e., the nontrivial zeros of Ç, are singularities of the functions log^(i) and Ç'(s)/Ç(s) and that the mapping s i-> l/s maps the critical line to the circle of radius 1 centered at 5 = 1. Thus, the Riemann hypothesis can be expressed in terms of the growth of the coefficients of the power series expansion of Ç'(l/s)/Ç(l/s) or of logeai/s) : the Riemann hypothesis is equivalent to the radius of convergence being 1.
Power series expansion of Ç(s) about 5 = 1
To find the power series coefficients of Ç(s), we examine the derivatives of Ç(s) at s = 1. In particular, if we let oo (4) 2<^) = 5>;(s-iy,
7=0
then by induction on (3), we get (logv^y (7) ß} = jj^e-^y^^i^t + i-iy)dt for;>l.
Power series expansion of Ç'(s)/Ç(s)
We also wish to get the values of ak+l , where
The reason for the factor of (-l)k and the subscript of k + 1 will become apparent below.) To find the values of ok+i, we can multiply the power series expansion of 2Ç'(s) by that of l/(2£(s)). We note that the power series expansion of l/(2<^(s)) is given by as can be seen by examining the product of the expansions of 2£,(s) and l/(2£(s)).
For small values of k this method of computing the coefficients ak+i works well. However, the cost of computing each coefficient increases linearly with the index. Because, as we shall see below, there is another method whose cost per term does not increase at all, we only use this method for small k . There is also an issue of numerical ill-conditioning in the calculation of the ok+i from the ßj. However, this ill-conditioning is not nearly so bad as that of Lehmer's method, which loses nearly 0.85 digits per coefficient [4, equation (12) ]. We can use these identities as consistency checks on the values of ak . For k large, the sum of the -k powers of the nontrivial zeros of the zeta function is rapidly convergent. For k small we must get the values of ok from the values of a.¡.
Power series expansions of related functions
To get the power series expansions for which can be seen from the fact that
and collecting like powers of ( 1 -z). Using this, we get the following expressions for the coefficients:
(27)
As with ok , further identities can be derived, which can be used for checking consistency. In particular, substituting ( 18) into the expressions for xk and Xk , we get Plot Of m (Xm -(=|2Î _ log(2*)+l-y^7 and (34). Note that this asymptotic conjecture is much stronger than the Riemann hypothesis. Even the coefficient of the log m (not to mention the constant term) could be altered by a slight preference of the zeros to cluster at, or avoid, the points 1/2 + 2itan((2k + l)n/(2m)). This approximation to Xm agrees rather well with the observed behavior of these numbers (cf. Figure 1) .
Stieltjes constants
The Stieltjes constants are the numbers y" in the Laurent expansion (39)
In this section we show how the coefficients o¡ can be used efficiently to evaluate the Stieltjes constants.
Taking the logarithm of both sides of (2), we see that It should be noted that we could also map s to l/s in (46) and get the series expansion of log(l/s -l)Ç(l/s) about 5=1.
If we do this, we find that the behavior of these coefficients is very similar to the behavior of the Xm . In particular, we empirically find that these coefficients are approximated by Xm -(0.75 -0.134/m)/ra . Since the evaluation of these coefficients is much more ill-conditioned than that of the Xm , and the results are so similar, we do not pursue this further.
We note here that the values we found for the Stieltjes constants are not consistent with those presented in Table 2 of [2] . In particular, the number of correct digits presented there decreases linearly from about ten for 736 to about three for 750. The value for 755 is correct to ten digits, however. (It is clear that the error is not in our values, since we can use (39) to evaluate £(30) with an absolute error of less than 10-26 while the term involving 750 has magnitude greater than 1010 .)
Practical considerations
The computations associated with this paper were performed over a period of several months using Mathematica ™ on a Sun SPARC-station 1. (A few of the results are presented in the appendix. More complete results are available by email from the author.) With careful coding these computations can probably be extended by at least an order of magnitude, more on a more powerful computer. Here we discuss some of the practical considerations in such computations.
A major difficulty is the evaluation of ßj using (7). In fact there are two things that can be done here to make the computation efficient. First the theta function Y^x e" nt can De evaluated for any t with a single evaluation of the exponential function and relatively few multiplications. The sum converges rapidly and we include only the significant initial terms. The terms cn in the sum are evaluated as follows:
1. Let ci -e~nt, a = c\, and bi -aci. 2. Let cn+i =cnb" and b"+i =b"a.
This algorithm is based on the fact that the differences of successive square integers are the successive odd integers.
The other thing that can be done to make (7) efficient is to use a doubleexponential quadrature routine. In particular, by reparametrizing the integral with t = 1 +eT and using the trapezoid rule with sufficiently small stepsize (i.e., progressively halving the stepsize until the estimated error is sufficiently small), the error converges to 0 faster than any power of the stepsize. Since we have (17) and ( 18), we can check for consistency in the values of ak and do not need to go to great lengths to estimate the error incurred in the quadrature routine.
Another point to be aware of is that, as mentioned in §3, only the first several hundred values of ak can be efficiently calculated by dividing the series expansion of £'(5) by the series expansion of £ (5) ; for larger values of k , ok is best evaluated by directly summing inverse powers of the zeros of the £ function.
Finally, for very extensive calculations, Xk calculated using (27) suffers from ill-conditioning. Since Xk can also be calculated using (34), we can combine these two formulae and express Xk using (34), where only the first several hundred zeros are included, and (27), where the first several hundred zeros are not included in the a¡. In particular, This splitting was not used in the calculations presented in the appendix. 
