We consider the problem of image deconvolution. We foccus on a Bayesian approach which consists of maximizing an energy obtained by a Markov Random Field modeling. MRFs are classically optimized by a MCMC sampler embedded into a simulated annealing scheme. In a previous work, we have shown that, in the context of image denoising, a diffusion process can outperform the MCMC approach in term of computational time. Herein, we extend this approach to the case of deconvolution. We will first study the case where the kernel is known. Then, we will address the blind deconvolution.
INTRODUCTION AND METHOD

The Stochastic approach for image deconvolution
We consider a degraded image Y. The degradation, including noise and blurring can be modelled by the following equation :
Where X is the original image without noise, that we want to reconstruct, n is a Gaussian additive noise and K a convolution kernel.
Then the different steps of this approach are the following :
• We define an energy function associated to a configuration X
• We construct a diffusion process based on this energy thanks to the Langevin operator
• We derive from this process a discretized process for our computer simulations. * The authors would like to thank ECONET for partial financial support within the project 10203YK and The ACI "Multi"
• We finally define an estimator to optimize the model and find a solution
Energy function
To the configurations X, we associate an energy function, which is interpreted as the Hamiltonian of a Gibbs field. The energy is defined by the sum of an interaction term, modelling some prior knowledge and a data driven term:
with
and
Where Λ is the set of all the pixels in the image. And V (i) is the neighborhood of the pixel i. λ and β are two parameters of the model. β controls the smoothness and λ the weight of the data. The function U is the following :
U is a φ-function, d is a parameter. The bigger d, the smoother the image.
The Langevin Equation
We then want to construct a diffusion process :
, which is a stationary Markov process with the Gibbs measure associated with the above Hamiltonian H(X, Y ) :
To construct this process, we consider the functional Hilbert space L 2 (E, dµ σ )
Let's us consider the operator L f defined on the function space E by the following equation :
where dµ σ is the Gibbs measure. It is a generator of the stationary process with the invariant measure µ σ . It is a generator of a Langevin dynamics. There is not a unique solution of the equation (6), but the following generator is one of them :
This generator is a generator of a diffusion process. We now have an operator defined on the functional space. And we want to construct a process on the configuration space. From this process on the functional space, it is possible to reconstruct the process on the configuration space.
Using the relation between the two processes, we get the following stochastic equation, describing the evolution of the configuration :
The second term of this equation (II), is a deterministic term, depending on the gradient of the energy function. The first term of this equation (I), is a diffusive term, W = {W (t), t ≥ 0} being a m-dimensional Wiener process. So this equation can be interprated as a gradient descent with a random part, σ being the temperature of the scheme.
Since the stochastic equation describes the stationary process, the realization of X(t) at time t will be a typical configuration of the Gibbs measure dµ σ .
The Euler Approximation
In section 2.3, we have constructed a continuous process. But we need to discretize it to perform computer simulations. Then we consider an approximation of the process by a discrete time Markov process.
To discretize the process, we use the Euler approximation. We consider a time discretization of the interval [0, t]: τ (δ) = {τ n , n = 0..n t } by time steps δ n = τ n+1 − τ n The approximation process Z(n) = {Z i (n), i ∈ Λ}, n = 0..n t has the same initial state X(0) as the process X(t), and can be constructed by the following iterative scheme :
Where a i (Z n , Y ) = −∇ i H(Z(n), Y ) and σ ·dW is a Wiener process. In practice, W (τ n+1 ) − W (τ n ) can be simulated by sampling a centered normal law N (0, δ n ) with a variance equal to δ n .
The Estimator
Finally, we define an estimator which optimizes the Hamiltonian. We use here a Maximum A Posteriori (MAP) criterion. The MAP criterion consists in minimizing the energy H :
So we are looking for a configuration X giving the global minimum of the Hamiltonian. To estimateX , we apply a simulated annealing scheme where the temperature parameter σ decreases during iterations.We also make decrease the time discretization parameter of the equation (10) : δ n . In theory to avoid local minima, the decreasing scheme of the parameter σ have to be logarithmic. In practice, for some computational reasons , we consider an exponential decreasing scheme for both parameters : e α·t but with α close to zero.
RESULTS
We first consider that the convolution kernel K is known. That means we know exactly the blur of the picture, which is of course a strong constraint. The second step will be to consider that we don't know this kernel. So we have to estimate all the coefficients of the kernel. This is called the blind deconvolution.
Deconvolution with a known kernel
The simulations for the different algorithms have been done on two different 128x128 images : a synthetic image consisting of several uniform areas (see Fig.1 ), which was blurred by a 7x7 Kernel, and on which we have added a centered Gaussian noise (with different standard deviations s). Here, we assume that we know exactly the convolution kernel. Results on the synthetic image for s = 0, 3, 10 are shown on figure 1 and on figure 2 for Lena picture.
For high level of noise (s = 10), we have to consider a stronger prior (high value for parameter β) which leads to an edge delocalization. 
Blind deconvolution
As said before, in practice, we rarely have any information about the kernel. So let's now consider the case where the kernel is unknown. In this second scheme, we have two unknowns to update at each iteration: the current image X and the kernel K. The stochastic scheme for X is :
Where
And we now introduce a stochastic scheme for K :
To update the two unknows, we alternatively compute N iterations for X and then M for K and then we come back to X with the new K. The initialization have been made to the identity Kernel. The result obtained on the blurred Lena picture is shown on figure 3.
CONCLUSION
We have shown that embedding the deconvolution problem into a stochastic framework allows to build solutions which avoid the local minima of the functionnal. The stochastic differential equation framework appears to be a good alternative to the classical MCMC approach. Further comparison between the two approaches is necessary. Future work also includes more testing of the blind deconvolution case. 
