The effect of centrifugal forces is analyzed in a pattern-forming reaction-diffusion system. Numerical simulations conducted on the appropriate extension of the Oregonator model for the Belousov-Zhabotinsky reaction show a great variety of dynamical behaviors in such a system. In general, the system exhibits an anisotropy that results in new types of patterns or in a global displacement of the previous one. We consider the effect of both constant and periodically modulated centrifugal forces on the different types of patterns that the system may exhibit. A detailed analysis of the patterns and behaviors observed for the different parameter values considered is presented here. Self-organization and pattern formation are ubiquitous in nature. Some of these patterns and mechanisms have been successfully reproduced and understood in the context of reaction-diffusion systems. Among them, the Belousov-Zhabotinsky chemical reaction became a paradigm as it is able to show most of the behaviors in a very-reproducible controlled way. Under natural conditions, external forcings, both constant and periodic, act upon them playing a crucial role. We present results considering the constructive role that a centrifugal force may play in such a system. In particular, we considered an extension of the Oregonator model for the BelousovZhabotinsky reaction accounting for the effect of centrifugal forces and numerically analyze the effect on Turing patterns and spiral waves. Two different scenarios are considered whether the centrifugal force is constant or its amplitude is periodically modulated.
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Self-organization and pattern formation are ubiquitous in nature. Some of these patterns and mechanisms have been successfully reproduced and understood in the context of reaction-diffusion systems. Among them, the Belousov-Zhabotinsky chemical reaction became a paradigm as it is able to show most of the behaviors in a very-reproducible controlled way. Under natural conditions, external forcings, both constant and periodic, act upon them playing a crucial role. We present results considering the constructive role that a centrifugal force may play in such a system. In particular, we considered an extension of the Oregonator model for the BelousovZhabotinsky reaction accounting for the effect of centrifugal forces and numerically analyze the effect on Turing patterns and spiral waves. Two different scenarios are considered whether the centrifugal force is constant or its amplitude is periodically modulated.
I. INTRODUCTION
Reaction-diffusion (RD) systems have been traditionally considered a paradigm to study pattern-forming mechanisms in nature.
1 Some of these mechanisms are related to the ability of those systems to organize into stable stationary non-homogeneous structures and, within the context of RD systems, they are described by the Turing mechanism. It was first theoretically proposed by Turing 2 and eventually found experimentally 3 as an explanation for morphogenesis in natural systems. 4 On the other hand, another mechanism extremely relevant for nature and capable of forming dynamical structures is related to the existence of oscillatory behaviors and wave instabilities.
1 This type of non-linear non-conservative waves (also called autowaves) is indeed ubiquitous in nature and is present in important systems for life ranging from cardiac cells, 4 cultures of mold discoidelium discoideum, 5 nerve pulse propagation, and chemical reactions such as Belousov-Zhabotinsky reaction. 6 Such waves can self-organize spatially in a spiral wave 1 that can play both constructive 5 or destructive 4,7 roles in nature. These dynamical and non-dynamical structures appear in many contexts in nature 1 and are responsible of important mechanisms. Thus, they have been extensively studied along the past decades. In particular, the studies performed in the context of chemical reactions are important. Indeed, these systems constitute a canonical example and the results here observed are frequently extrapolated into more complex situations. Thus, for the purposes of this paper, we will focus on two types of structures: on the one hand, Turing structures as a paradigm of steady non-homogeneous structures and on the other hand, spiral waves that stand for a clear example of dynamical stationary structures. Both are believed to exist in many contexts in nature.
Under real-life circumstances, these structures are typically influenced by external constant or oscillatory forcings. A lot has been studied in the context of chemical reactiondiffusion systems in this sense. Just to name a few, electric fields, 8 light fields, 9 and gradients of temperature 10 have been extensively analyzed in this context when both are constant and temporally modulated.
We address in this manuscript a different problem, the effect of a centrifugal force on pattern-forming mechanisms. In particular, we consider two types of structures: Turing patterns and spiral waves. The effect of such a forcing has been theoretically analyzed and resulted in a modification of the transport mechanism of the RD equations.
11,12 When a constant force is applied on Turing structures, the medium becomes anisotropic, and its morphology and type of pattern are affected. 11, 12 The effect on chemical waves has been analyzed although not on spiral waves. 12 More complicated cases can be envisioned when the amplitude of the centrifugal force is periodically modulated. This results in a periodical modulation of the anisotropy in the medium with interesting consequences for the pattern-forming mechanisms considered. The effects on Turing patterns have been numerically studied discovering a great variety of dynamical a)
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V C 2015 AIP Publishing LLC 25, 064309-1 behaviors, 13 but very little is known about the influence on chemical waves 12 or spiral waves. The manuscript is organized as follows. We start in Sec. II with an introduction to the transport mechanism describing the effect of a centrifugal force and the resulting modification of the Oregonator-type equations for the Belousov-Zhabotinsky reaction. Section III presents a brief summary of the effects on Turing patterns. Next, we present in Sec. IV the effects of such a force on spiral waves. Finally, we summarize our results and present conclusions.
II. MODIFICATION OF THE TRANSPORT MECHANISM BY CENTRIFUGAL FORCES
The theoretical approach presented here corresponds to the experimental situation described in Refs. 11 and 12. Here, a centrifugal force is achieved in the system by rotating the whole medium with some given angular velocity (x). In both cases, the Belousov-Zhabotinsky reaction was encapsulated in a closed container that prevents any kind of convective transport. Thus, the only possible transport has to be diffusive. In fact, the existence of a field of centrifugal force in our system is just adding more energy to the particles (molecules) involved. Thus, their kinetic energy is increased and one may expect an increase, or at least some modification, of the diffusion coefficients for each species involved. This mechanism can be modelled by considering the following Hamiltonian describing the microscopic behavior of a particle under a centrifugal force:
where p ¼ (p x ,p y ,p z ) is the momentum of our particles, m is the mass of the particles, x is the angular velocity, and R is the distance from the rotation center to the particle position (x, y). The first and second terms of the Hamiltonian represent, respectively, the kinetic energy of the particles in absence of forcing due to thermal fluctuations and the rotation energy associated to the rotational motion of our system. The last term is the angular momentum of the particles. Once the Hamiltonian is established, using some statistical mechanics and following a straight forward procedure, 14 one can derive the equivalent diffusion coefficient for such a particle:
where b ¼ 1/k B T with k B being the Boltzmann constant and T is the absolute temperature. D 0 is the diffusion coefficient of the particle in absence of any forcing. It is important to note that the mass of the particle (m) explicitly appears in this equation, and consequently, depending on the mass of the particle, the diffusion coefficient will change in a different way. In the situation, we are trying to describe, typically two species are considered, activator and inhibitor, thus the diffusion coefficients for each will be modified differently as their masses are expected to be different. Also, this equation
has an explicit dependence on the position (R), and this is the reason why anisotropic effects can be expected. The angular velocity is our control parameter. It can be considered either constant or periodically modulated with time in order to describe the different scenarios considered in the introduction. For this latest case, a periodic modulation of the centrifugal force can be modelled by
where x o is the maximum value of the angular velocity (the minimum is always considered to be zero in our simulations) and T stands for the period of the centrifugal force modulation (this will also be a control parameter at least for some of the results presented here).
The resulting diffusion coefficient is now spacedependent, thus the transport terms become more complicate
where c represents the concentration of each species involved (labeled with subindex i). Including Eq. (2) here results in
The first term corresponds to the particular reaction kinetics considered, the second term comes from the radial dependence of the forcing, and it introduces an effective flow. The last term accounts for the standard diffusive transport. 
III. STATIONARY PATTERNS: TURING STRUCTURES
where the subindex i ¼ 1 and 2 labels the activator and inhibitor species and c i are their respective dimensionless concentrations. The parameters f, m, q, e 1 , and e depend on the reaction rates and they appear as a result of applying the mass action law on the chemical equations. 17 Numerical simulations of Eq. (5) with the kinetics described by Eqs. (6) and (7) and the temporal dependence of x(t) given by Eq. (3) are performed by applying an explicit three-level DuFort-Frankel scheme 18 with a spatial step of 0.2 s.u. and zero-flux boundary conditions. To trigger the instability, we use random noise (6) , and (7)). Vertical axis shows the value of T considered normalized by t (defined as the time required by a pattern in absence of any forcing to develop). Horizontal axis is the equivalent for time (i.e., evolution of x(t)) and for each value, we present the shape of the pattern for that particular value of x(t). Note that the configurations of the pattern repeat periodically in time, and there is a direct correspondence to the actual value of x(t). as an initial condition. For all the simulations presented here, the center of rotation is considered to be located far from the observation field, thus the actual value of the centrifugal force affecting the medium can be estimated as constant, and the observed effects are not due to gradients (the effect of gradients is described in Refs. 11 and 13).
A. Constant centrifugal force
Direct simulations of Eqs. (5)- (7) with the appropriate initial conditions 11 spontaneously evolve into a stable Turing pattern composed by a mix of stripes and spots ( Fig. 1(a) ). The effect of a constant centrifugal force is shown in Fig. 1 . Large amplitude of the force produces alignment of the pattern along the force direction (Fig. 1(c) ) although intermediate values result in an intermediate state (Fig. 1(b) ). Fig. 1(d) is a phase diagram summarizing the behaviors observed for the different values of the control parameters (i.e., x and radius).
Note that the presence of an external centrifugal force breaks the symmetry of our system introducing anisotropy.
B. Periodically modulated centrifugal force
In this section, the amplitude of the external force is modulated according to Eq. (3). Fig. 2 presents a summary of the different configurations that can be observed under these circumstances. Depending on the oscillation period, the system exhibits a wide variety of stationary (stripes, H0, etc.) or non-stationary patterns (black eyes, etc.), as well as transitions and instabilities such as Eckhaus and zigzag. The detailed analysis is in Ref. 13 .
It is interesting to note here that the existence of a period in the forcing induces a time dependent anisotropy in the system that it is reflected in the appearance of dynamical patterns with the same period. For T ¼ 0.001 s (defined as the time required by a pattern in absence of any forcing to develop), the system is only able to feel the average of the forcing, and the pattern appears without preferred orientation. As the period is increased and competition between Turinggrowth-velocity and forcing occurs, the arising pattern exhibits a non-random orientation that reflects the periodically modulated anisotropy of the medium itself.
IV. DYNAMIC PATTERNS: SPIRAL WAVES
In Ref. 12 , experiments describing the effect of a constant rotational field on autowaves were described. The authors focused on the effect of centrifugal forces on a circular target wave and described a Hopf bifurcation into a steady state. The experimental system used 12 was the liquid BZ reaction 6 encapsulated in a thin container that prevented any kind of convective transport. In order to model this kinetics, the two variable Oregonator model 19 can be used Above is the size in s.u. occupied by the tip evolution. Note that for some cases and due to meandering effects, the numerical grid was enlarged in order to capture the complete movement of the tip.
This is the kinetics that we are including in our generic reaction-diffusion model (Eq. (5)), where the effect of a centrifugal force was considered. These partial derivative equations are numerically computed for a two-dimensional domain. In a typical simulation, the spiral wave was originally created, and a given type of centrifugal force is considered along the whole simulation. The evolution of the spiral is tracked by following the evolution of its tip position. The centrifugal force was "generated" by "rotating" the whole medium. In order to have an homogeneous field of forces on the integration domain, the rotation center was located far from the domain (R ¼ 5000 s.u.). Numerical simulations of Eqs. (5), (8), and (9) were performed by applying the same explicit three-level DuFort-Frankel scheme 18 as in the case of the Turing pattern simulations. The numerical grid used was 200 s.u. in both dimensions, with a maximum simulation time of 2250 t.u. The parameters for Eqs. (8) and (9) 
These values were selected in order to avoid meandering effects on the tip displacement due reaction diffusion processes. For all simulations, zero-flux boundary conditions were considered.
A. Constant centrifugal force
The immediate effect of a constant centrifugal force on a spiral wave is to induce its global displacement. This can be seen in Fig. 3 for a value of x o ¼ 200 t.u.
À1
. Here, a snapshot of the spiral wave is presented at 2250 t.u. after the beginning of the simulation. Also in the figure, marked in white, it is possible to observe the evolution of the spiral tip from the beginning of the simulation. The spiral clearly moved in a direction that it is mostly determined by the direction of the centrifugal force (along the positive X-axis). A small component of the induced drift is also observed in the perpendicular direction.
Different intensities of the centrifugal forces (given by xR) result in different effects. In Fig. 4(a) , the values of both components of the velocity (along the direction of the force, V x , and perpendicular, V y ) are plotted versus x o . Note that the strongest effect is along the X-direction as expected, while the perpendicular component of the velocity changes only slightly. Fig. 4(b) is the corresponding hodograph. This plot enhances the importance of the perpendicular component of the velocity. The first consequence one can derive is that the anisotropy introduced by the external forcing induces drifting of a spiral wave not only in the direction given by the forcing but there exists also a small perpendicular component that, eventually, can help to push a spiral wave in the desired direction.
B. Periodically modulated centrifugal force
Periodic modulation of the intensity of the external centrifugal force, following Eq. (3) and using the same parameter values as in the simulations in the Sec. IV A, results in a more complex behavior. Fig. 5 summarizes the possible behaviors observed in our simulations. Note that now the linear displacement is not the only behavior observed but more complicated tip evolutions are calculated. The different tip evolution is related to the relative period of the modulation compared with the natural period of the spiral wave. Spiral waves are dynamical patterns endowed with a characteristic period, and thus some sort of competition between the natural period and the forcing one is expected. Note that the spiral is more likely to move for large values of T and x o , although there is no clear dependence of the tip evolution with the model parameters. Fig. 6 presents the variation of the spiral displacement versus the period for a value of x o ¼ 50 t.u.
À1 . Fig. 6 (a) shows the main component of the velocity (along the X-direction, i.e., the direction of the centrifugal force) for the different values of the forcing period. For low and large values of T (T < 2.5 t.u. and T > 65 t.u.), the spiral globally moves with a velocity which is comparable to the case of constant forcing and in the same direction as in the constant case. For low periods, the changes in the forcing amplitude are so fast that the system is only able to feel the average of the forcing. Something similar happens for large values of T, changes in the forcing amplitude are so slow that the spiral does not feel any effect. Interesting behaviors occur for intermediate values. There is a region (2.5 t.u. < T < 22 t.u.) where several maxima for the velocity (V x ) are observed. A detailed inspection of the periods corresponding to these maxima shows that they correspond to the rotational period of the spiral, twice its value and three times its value (spiral period of rotation is 5.5 t.u.). This is a clear evidence of a resonant behavior, i.e., the temporal scale introduced by the periodic modulation of the external force interacts in a constructive way with the natural period of rotation of the spiral resulting in an enhanced global displacement of the spiral wave.
Further, increasing the period of the forcing results in a window (22 t.u. < T < 40 t.u.), where the interaction of the external periodicity competes in a destructive way with the internal period of the spiral wave; as a result, the spiral wave, surprisingly, does not move and the effect of the external forcing is neglected. Fig. 6 (b) is a hodograph with all possible velocities and directions of displacement for the different situations simulated. It is interesting to note here that almost any direction (with a positive component of the X velocity) is accessible by the system.
V. CONCLUSION
We present along this article a modification of the reaction-diffusion mechanism that takes into account the effect of an external centrifugal force. This type of model is inspired by actual experiments in the context of the Belousov-Zhabotinsky reaction. We show that under conditions where hydrodynamical flows are not possible, the presence of an external centrifugal force nevertheless changes the diffusion coefficients in the system and also introduces an anisotropy in the medium. This anisotropy is, thus, controlled by an external forcing whose intensity can be modulated in such a way that the anisotropy can be made timedependent. The effect of such type of forcing has been analyzed in the context of Turing structures and here we have presented some new results on the effect on spiral waves. In the latter case, a constant or time-dependent centrifugal force induced complicated behaviors in the spiral wave dynamics.
For some particular cases, the spiral is observed to drift in a direction whose orientation can be pre-selected by the type of forcing in the system. The analysis presented here opens many possibilities to perform experiments (following those presented already in Refs. 11 and 12) that may help to understand the behavior of spiral waves in constant and timedependent anisotropic media and eventually may be extrapolated to other contexts in nature.
