ABSTRACT: The single degree of freedom of orthogonal contrasts is a useful technique for the analysis of experimental data and helpful in obtaining estimates of main, nested and interaction effects, for mean comparisons between groups of data and in obtaining specific residuals. Furthermore, the application of orthogonal contrasts is an alternative way of doing statistical analysis on data from non-conventional experiments, whithout a definite structure. To justify its application, an extensive review is made on the definitions and concepts involving contrasts.
INTRODUCTION
The orthogonal contrast technique is a simple and efficient way of analysing experimental data to obtain, for instance, the main effects, interaction effects and nested effects, for comparisons between groups of means and/ or to obtain specific residuals. Additionally, the application of orthogonal contrasts is an alternative way of doing statistical analysis on data from experiments without a definite structure, like the experiments with additional treatments. The objective of this paper review was to justify the application of the single degree of freedom orthogonal contrasts in the analysis of experimental data from non-conventional experiments, recently published by Nogueira & Corrente (2000) and Corrente et al. (2001) . Scheffé (1959) , Winer (1971) , Steel & Torrie (1981) , Mead (1988) and Hinkelmann & Kempthorne (1994) , among others, define a contrast between treatment means, represented by Y, as a linear function that can be estimated, considering an equal number of replications for all treatments, as follows: , and e ij the experimental error, so that e ij ~ N(0, σ 2 ) and independent of each other.
Definitions and concepts for mean contrasts with equal number of replications
Supposing that µ i = µ + t i , then A special characteristic of orthogonal contrasts is that they may easily be included in the analysis of variance, in such way that they originate sums of squares with one degree of freedom which correspond, each of them, to the (I-1) subdivisions of the sum of squares due to the treatments with (I-1) degrees of freedom. That is, the sum of squares due to the treatments can be decomposed in (I-1) sums of squares due to the contrasts with one degree of freedom. Mead (1988) demonstrated this characteristic of the orthogonal contrasts and defined that the sum of squares due to Y h is given by: , originating orthonormal contrasts. Consider also a group of (I-1) orthogonal linear functions of the treatment effects expressed in the following matrix form:
is the vector of the estimates of the treatment effects. Thus, the vector z will be a group of (I-1) estimates of the considered orthogonal contrasts, and that, due to the contrast orthogonality, the contrast estimates are independent, that is, the z h are independent of each other. Thus,
, for h =1, 2, ... , (I-1). If the variable observations follow a normal distribution, then the vector z is a normal aleatory variable vector and independently distributed, and each element has mean = zero and variance = 1.
Adding to the matrix G' a line vector g' 0 , so that
, where E is a vector of 1's, the data matrix will take the form: 
If Y h = 0, E(z h ) = 0, and since z h follow a normal distribution, and supposing the null hypothesis H 0 :
and that
where EE' is a matrix of elements 1, thus
nd like matrix G*' is also a orthogonal matrix and
Considering that G* G*' = I , due to the orthogonality of matrix G*', which means
The comparison between (5) with (4) 
The one by one element multiplication of (6) by r, results in: 
Using equation (7) in (8) 
The one by one element multiplication of (9) by r, results in: This result can be included into the analysis of variance table, originating a more detailed table, as the  example in table 1 .
In order to test the hypothesis H 0 : Y h = 0, which may also be written as H 0 : c' τ = 0, test F is applied, so that where MSR is the mean square residual and v corresponds to the degrees of freedom related to the F denominator, that is, in this case, v = I(r-1).
Alternatively, a confidence interval for Y h , with (1-α) 100 % , is given:
where v refers to the degrees of freedom related to ) Ŷ ( V h , so that and where 2 σ refers to SSR, with I(r-1) degrees of freedom, hence v = I(r-1).
According Scheffé (1959) , the hypothesis H 0 : t 1 = t 2 = ... = t I = 0, initially tested by the test F, described in table 1, is equivalent to the hypothesis σ ) and independents and the author demonstrates that the probability of all contrast values to fulfill simultaneously the unequal expression written below, is (1-α α α α α): The method described is the Scheffé method applied to multiple comparisons using intervals for the contrasts. This method is related to the F test, when testing the hypothesis H 0 : t 1 = t 2 = ...=t I = 0, as follows: if h Ŷ is considered significantly different from zero, which implies that Y h = 0 is excluded of the interval (10). Now, if 0 h Ŷ is not considered significantly different from zero, this implies that Y h = 0 is included in the interval (10). Thus, when H 0 is rejected by F test, the author infers that at least one contrast should be significantly different from zero. In other words, if (and only if) under the significance level a it is concluded by the F test that the contrasts are not all nulls, then the Scheffé method will show contrast estimates that are significantly different from zero.
The level of significance α is the probability of the global type I error or experimentwise, that is, the probability of at least one contrast be significantly different from zero, from a group of (I-1) contrasts, which means:
where α' is the probability of type I error for a particular contrast (or comparisonwise) applied when the null hypothesis is rejected H 0 : Y h = 0, for h = 1, ..., (I-1) .
According to Kuehl (1994) , the formula
expresses the probability of type I error for a particular contrast (comparisonwise) as a function of the global type I error (experimentwise). For ordinary calculations a' is considered closely α/(I-1).
However, it may occur that none of these contrasts significantly different from zero are of practical interest. An example of a non-practical contrast is the normalized maximal contrast max Ŷ estimate. 
Definition and estimation of
Isolating the c i element we obtain:
Adding (11) 
and placing (13) If the interest is to test the null hypothesis H 0 : Y max = 0, the rejection area for this test is given by , or by where α is the significance level that gives the quantity of the F distribution with (I-1) and I(r-1) degrees of freedom.
It is noticed that the way the test was applied to check the null hypothesis H 0 : Y max = 0 is identical to the test applied to verify the hypothesis of no variation due to treatments. If the tested hypothesis in terms of comparisons is not rejected, the resulted implication is in the correspondent comparison in populational terms that it is not significantly different from zero. Then, if the null hypothesis, H 0 : Y max = 0, is not rejected, that is, if Y max is not significantly different from zero, then no other comparison to be tested will be significantly different from zero, when the Scheffé method is used. If the null hypothesis H 0 : Y max = 0 is rejected, this impplies that the correspondent comparison is significantly different from zero. For the group of tests used in the considered comparisons, the Scheffé method is referred to the a level of significance, which means that the a level of significance is the probability of the global type I error (or experimentwise), correspondent to the totality of tests used.
Definitions and Concepts for mean contrasts with unequal number of replications
In the case of treatments with unequal number of replications, that is, for j = 1, ..., r i , (Steel & Torrie, 1981 , cited in Nogueira, 1997 , consider that for a given contrast Winer (1971) and Kirk (1968) showed that the sum of squares due to Y h , for the case of unequal number of replications, is given by the following expression: to according to Scheffé (1959) .
