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Abstract
Inclines are additively idempotent semirings in which products are less than or equal to
either factor. Thus they generalize Boolean algebra, fuzzy algebra and distributive lattice.
This paper studies the nilpotent incline matrices in detail. It is proved that an incline matrix
is nilpotent if and only if it has index and the zero vector is its unique standard eigenvector.
The nilpotent matrices over an incline without nilpotent elements are characterized in terms of
principal minors, main diagonals, nilpotent indices and adjoint matrices. Also some properties
of the reduction of nilpotent matrices over an additively residuated incline without nilpotent
elements are established. The results obtained here generalize the corresponding ones on fuzzy
matrices and lattice matrices shown in the references.
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1. Introduction
Inclines and incline matrices (matrices over inclines) have been described in
the work of Cao et al. [2] comprehensively. Recently, Kim and Roush [12] made
a survey of the results obtained in [2] and some applications. Inclines are addit-
ively idempotent semirings in which products are less than or equal to either factor.
Thus inclines generalize Boolean algebra, fuzzy algebra and distributive lattice. And
Boolean matrices, fuzzy matrices and lattice matrices (matrices over distributive lat-
tices) are the prototypical examples of incline matrices. Inclines and incline matrices
are useful tools in diverse areas such as design of switching circuits, automata theory,
graph theory, information systems, clustering, complex system modelling, dynamical
programming and decision theory. Han and Li [7–10] studied power sequence, in-
vertibility, standard eigenvector, permanent, adjoint matrices of incline matrices and
Cramer’s rule over inclines.
Cechlarova [3] reviewed the results on powers of lattice matrices. The problem of
nilpotent lattice matrices seems to have appeared first in [5]. Give’on proved that an
n × n lattice matrixA is nilpotent if and only ifAn = O. Since then, a lot of researchers
have investigated the topic of nilpotent lattice matrices. Hashimoto [11] considered the
reduction of nilpotent fuzzy matrices and obtained some properties of the reduction.
These results were successfully generalized to nilpotent matrices over a dually
Brouwerian lattice by Tan [20]. Li [14] proved that ann × n fuzzy matrixA is nilpotent
if and only if every main diagonal entry ofAk is zero for 1  k  n. This result was ex-
tended to lattice matrices by Tan [20]. Ren et al. [17] showed that a fuzzy matrix A is
nilpotent if and only if every principal minor of A is zero. This result was generalized
to lattice matrices by Tan [18] and Zhang [23] independently. Tan [18] also proved that
a lattice matrix A is nilpotent if and only if the zero vector is the only eigenvector of A.
Tan [20] proved that an n × n nilpotent lattice matrix A has the nilpotent index n if and
only if the adjoint matrix of A is not equal to O. Besides, Yang [22] gave two methods
for calculating the nilpotent index of a nilpotent fuzzy matrix. Lur et al. [16] showed
that a nilpotent fuzzy matrix has acyclic fuzzy digraph representation and provided a
property of nilpotent fuzzy matrices by means of eigenvalues. Also Lur et al. [15,16]
obtained some characterizations of the simultaneous nilpotence for a finite number of
fuzzy matrices.
The notion of nilpotent incline matrices was introduced first in [4]. Duan proved
that if the principal minors of an n × n incline matrix A are all equal to zero then
An = O.
In the present paper we continue to discuss the issue of nilpotent incline matrices
and show that the main results on nilpotent lattice matrices in Tan [20] can be
generalized to the special classes of inclines.
2. Preliminaries
In this section we describe some definitions and lemmas.
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Definition 2.1 [2]. A nonempty set L with two binary operations + and · is called an
incline if it satisfies the following conditions:
(1) (L,+) is a semilattice,
(2) (L, ·) is a commutative semigroup,
(3) x(y + z) = xy + xz for all x, y, z ∈ L,
(4) x + xy = x for all x, y ∈ L.
In an incline L, define a relation  by x  y ⇔ x + y = y. Obviously, xy  x
for all x, y ∈ L.
The Boolean algebra ({0, 1},∨,∧) is an incline. The fuzzy algebra ([0, 1],∨, T )
is also an incline, where T is a t-norm (for t-norms, refer to [13]). And distributive
lattices are a kind of inclines.
Throughout this paper, L always denotes any given incline with the additive iden-
tity 0 and the multiplicative identity 1. It follows that 0 is the least element and 1 is
the greatest element in L.
Definition 2.2. An element a ∈ L is said to be nilpotent if a /= 0 whereas ak = 0 for
some positive integer k.
For any positive integer n, n always stands for the set {1, 2, . . . , n}.
Denote by Mm×n(L) and Ln the set of all m × n matrices over L and the set
of all column vectors of order n over L, respectively. Especially, we put Mn(L) :=
Mn×n(L). Given A = (aik) ∈ Mm×n(L) and B = (bkj ) ∈ Mn×l (L), the product A ·
B ∈ Mm×l (L) is defined by
A · B :=

∑
k∈n
aikbkj

 .
For A = (aij ) ∈ Mn(L) and positive integer l, we denote by a(l)ij the (i, j)-entry
of Al , i.e., Al = (a(l)ij ).
The set Mn(L) forms a partially ordered monoid with respect to the matrix mul-
tiplication.
Denote by O and θ the zero matrix and the zero vector of suitable order over L,
respectively.
Definition 2.3 [4]. Let A = (aij ) ∈ Mn(L). The permanent per(A) of A is defined
by
per(A) :=
∑
σ∈Sn
∏
i∈n
aiσ (i),
where Sn denotes the symmetric group of degree n.
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Let 1  i1 < i2 < · · · < ir  n and 1  j1 < j2 < · · · < jr  n. For a matrix
A ∈ Mn(L), we denote by A[i1, i2, . . . , ir |j1, j2, . . . , jr ] the r × r submatrix of A
whose (u, v)-entry is equal to aiujv (u, v ∈ r), and by A(i1, i2, . . . , ir |j1, j2, . . . , jr )
the (n − r) × (n − r) submatrix of A obtained by deleting rows i1, i2, . . . , ir and
columns j1, j2, . . . , jr from A.
Definition 2.4. Let 1  i1 < i2 < · · · < ir  n and A ∈ Mn(L). A[i1, i2, . . . , ir |i1,
i2, . . . , ir ] is called a principal submatrix of order r of A, and per(A[i1, i2, . . . , ir |i1,
i2, . . . , ir ]) is called a principal minor of order r of A.
Definition 2.5 [4]. Let A ∈ Mn(L). The adjoint matrix adj(A) ∈ Mn(L) of A is the
matrix whose (i, j)-entry is per(A(j |i)) for any i, j ∈ n.
Lemma 2.1. If A ∈ Mn(L), then
(1) per(A) = per(AT),
(2) per(A) =∑j∈n aij · per(A(i|j)) for any i ∈ n,
(3) adj(AT) = (adj(A))T.
Proof. (1) and (2) follow from Proposition 2 in [4] and Lemmas 4.1 and 4.3 in [8].
(3) Put adj(A) = (bij ) and adj(AT) = (cij ). For any i, j ∈ n, we see that
A(i|j)T = AT(j |i). Hence, by (1) we have
bji = per(A(i|j)) = per(A(i|j)T) = per(AT(j |i)) = cij .
This completes the proof. 
Lemma 2.2 [8, Corollary 4.1]. Let A ∈ Mn(L) have the following form:
A =
(
B C
O D
)
,
where D is a square matrix. Then per(A) = per(B) · per(D).
As the end of this section, we characterize the incline matrices with permanent
zero by means of their cut matrices.
Let A = (aij ) ∈ Mn(L) and α ∈ L. The α-cut of A means the {0, 1}-matrix
A(α) = (aij (α)) ∈ Mn(L) defined as
aij (α) :=
{
1, aij  α,
0, otherwise, i, j ∈ n.
Theorem 2.1. If A ∈ Mn(L) and per(A(α)) = 0 for all α ∈ L\{0}, then per(A) = 0.
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Proof. Assume per(A) > 0. There exists a σ ∈ Sn such that α =∏i∈n aiσ (i) > 0.
For every i ∈ n, we have aiσ(i)(α) = 1 since aiσ(i)  α. Hence,
per(A(α)) 
∏
i∈n
aiσ (i)(α) = 1,
i.e., per(A(α)) = 1 > 0. This is a contradiction. 
Theorem 2.2. If L has no nilpotent elements and A ∈ Mn(L), then the following
statements are equivalent:
(1) per(A) = 0;
(2) per(A(α)) = 0 for all α ∈ L\{0}.
Proof. (1) ⇒ (2) Assume that per(A(α)) > 0 for some α ∈ L\{0}. Since A(α) is a
{0, 1}-matrix,
1 = per(A(α)) =
∑
σ∈Sn
∏
i∈n
aiσ (i)(α).
There exists a σ ∈ Sn such that for every i ∈ n we have
aiσ(i)(α) 
∏
i∈n
aiσ (i)(α) = 1,
and so aiσ(i)  α. Hence, per(A) 
∏
i∈n aiσ (i)  αn. Since L has no nilpotent ele-
ments, we see that αn > 0. Therefore, per(A) > 0, which is a contradiction.
(2) ⇒ (1) It follows from Theorem 2.1. 
The following example shows that the assumption that L has no nilpotent ele-
ments cannot be omitted in Theorem 2.2.
Example 2.1. Let L = ([0, 1],∨, •), where • is the Lukasiewicz t-norm, i.e., a •
b = (a + b − 1) ∨ 0 for a, b ∈ [0, 1]. By Lemma 12 of Walker et al. [21], we can
see that L is an incline in which ar = (ra − r + 1) ∨ 0. Obviously, ar = 0 if and
only if a  1 − 1
r
. Hence, L has nilpotent elements and the interval (0, 1) is the set
of all nilpotent elements. Consider the matrix
A =
( 1
2
1
2
1
2
1
2
)
∈ M2(L).
Then per(A) = 12 • 12 ∨ 12 • 12 = 0. However, 13 -cut of A is A
(
1
3
)
=
(
1 1
1 1
)
, and
so per
(
A( 13 )
)
= 1.
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3. Characteristics of nilpotent incline matrices
In this section we give some important features of nilpotent incline matrices in
terms of standard eigenvectors, principal minors, main diagonals, nilpotent indices
and adjoint matrices.
Definition 3.1 [4]. A matrix A ∈ Mn(L) is said to be nilpotent if there exists a
positive integer k such that Ak = O.
Let A ∈ Mn(L). If there exist some positive integers k and d satisfying Ak =
Ak+d , then the least such positive integers k and d are called an index and a period
of A, and denoted by i(A) and p(A), respectively. In this case, we say that A has
index. In particular, if p(A) = 1, then we say that A converges in finite steps (see [7]).
If A ∈ Mn(L) is nilpotent, then it converges in finite steps and its index i(A) is
called a nilpotent index of A, i.e., i(A) = min{k|k  1, Ak = O}.
Let A ∈ Mn(L). A vector x ∈ Ln is called a standard eigenvector of A if Ax = x
(see [9]).
Lemma 3.1 [9, Theorem 3.1(2)]. If A ∈ Mn(L) has index i(A), then τ(Ai(A)) is the
greatest standard eigenvector of A, where τ(Ai(A)) denotes the sum of all column
vectors of Ai(A).
Theorem 3.1. A ∈ Mn(L) is nilpotent if and only if A has index and the zero vector
θ is its only standard eigenvector.
Proof. “⇒” If A is nilpotent, then Ai(A) = O. Let x ∈ Ln be a standard eigenvector
of A. Then Ax = x, and so x = Ax = A2x = · · · = Ai(A)x = Ox = θ .
“⇐” By Lemma 3.1, we have τ(Ai(A)) = θ . Since τ(Ai(A)) is the sum of all
column vectors of Ai(A), every column of Ai(A) constitutes zero vector. Thus Ai(A) =
O. 
Theorem 3.1 generalizes Theorem 6.4 of Tan [18].
Theorem 3.2. If A ∈ Mn(L) and for any k ∈ n all main diagonal entries of Ak are
0, then An = O.
Proof. Put A = (aij ). Assume An /= O. There exist i0, in ∈ n such that a(n)i0in > 0,
and so ai0i1ai1i2 · · · ain−1in > 0 for some i1, i2, . . . , in−1 ∈ n. Since {i0, i1, . . . ,
in−1, in} ⊆ n, there exist r, s such that 0  r < s  n and ir = is . Then s − r ∈ n
and
ais ir+1 · · · ais−1is  ai0i1ai1i2 · · · ain−1in > 0.
Hence, a(s−r)is is /= 0, which is a contradiction. 
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Let A ∈ Mn(L). A is said to be irreflexive if every main diagonal entry of A is
zero. A is said to be transitive if A2  A. The least transitive matrix B ∈ Mn(L)
satisfying B  A is called the transitive closure of A and denoted by t (A) (see [4]).
Corollary 3.1. If A ∈ Mn(L) is irreflexive and transitive, then A is nilpotent.
Proof. Put A = (aij ). Since A is transitive, A2  A, and so Ak  A for any k ∈ n.
Since A is irreflexive, we have a(k)ii  aii = 0 for any k, i ∈ n. By Theorem 3.2, A
is nilpotent. 
Theorem 3.3. If A ∈ Mn(L) and all principal minors of A are 0, then An = O.
Proof. Put A = (aij ) and consider any term aii1ai1i2 · · · ain−1j of a(n)ij . There exist
s, t such that 0  s < t  n and is = it , where i0 = i and in = j . Let K = {(p, q)|
p < q, ip = iq}. Then K /= ∅ and there exists a (k, l) ∈ K satisfying l − k =
min{q − p|(p, q) ∈ K}. The product aikik+1aik+1ik+2 · · · ail−1il is a summand of the
principal minor
per(A[ik, ik+1, . . . , il−1|ik, ik+1, . . . , il−1]),
and so it is 0. Thus
aii1ai1i2 · · · ain−1j  aikik+1aik+1ik+2 · · · ail−1il = 0.
Therefore, we obtain a(n)ij = 0. 
Theorem 3.3 coincides with Theorem 3(i) of Duan [4].
Lemma 3.2. If L has no nilpotent elements and A = (aij ) ∈ Mn(L) is nilpotent,
then
ai1i2ai2i3 · · · aim−1imaimi1 = 0
for any positive integer m and any i1, i2, . . . , im ∈ n.
Proof. Since Ak = O for some positive integer k, Amk = (Ak)m = O for any posit-
ive integer m. Hence, for any i1, i2, . . . , im ∈ n we have
(ai1i2ai2i3 · · · aim−1imaimi1)k  a(mk)i1i1 = 0.
Since L has no nilpotent elements, we obtain ai1i2ai2i3 · · · aim−1imaimi1 = 0. 
Theorem 3.4. If L has no nilpotent elements and A ∈ Mn(L), then the following
statements are equivalent:
(1) A is nilpotent;
(2) all principal minors of A are 0;
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(3) An = O;
(4) for any k ∈ n all main diagonal entries of Ak are 0.
Proof. (1) ⇒ (2) Put A = (aij ). Let r ∈ n and B = (apkpl ) be a principal submatrix
of order r of A. Then per(B) =∑σ∈Sr ap1pσ(1)ap2pσ(2) · · · aprpσ(r) . For any σ ∈ Sr ,
let (k1, k2, . . . , km) be a cycle of σ . By Lemma 3.2, we have
ap1pσ(1)ap2pσ(2) · · · aprpσ(r)  apk1pk2 apk2pk3 · · · apkm−1pkm apkmpk1 = 0.
Thus we obtain per(B) = 0.
(2) ⇒ (3) It follows from Theorem 3.3.
(3) ⇒ (4) It is easily verified by Lemma 3.2.
(4) ⇒ (1) It follows from Theorem 3.2. 
By Theorem 3.4, we immediately obtain
Corollary 3.2. If L has no nilpotent elements and A ∈ Mn(L) is nilpotent, then
per(A) = 0.
Theorem 3.4 generalizes and develops Corollary 5.2 of Give’on [5], Theorem 1
of Li [14], Theorem 1 of Ren et al. [17], Theorem 6.6 of Tan [18] and Theorem 1 of
Zhang [23].
Lemma 3.3 [9, Lemma 3.2]. If A ∈ Mn(L), then its transitive closure t (A) is equal
to
∑
p∈n Ap.
Lemma 3.3 was also proved by Duan (see Theorem 1 in [4]).
Theorem 3.5. If L has no nilpotent elements and A ∈ Mn(L) is nilpotent, then
(1) t (A) is irreflexive and transitive,
(2) t (A) is nilpotent.
Proof. (1) It follows from Lemma 3.3 and Theorem 3.4.
(2) It follows from (1) and Corollary 3.1. 
Theorem 3.6. Let L have no nilpotent elements and A ∈ Mn(L) be nilpotent. Then
i(A) = n if and only if adj(A) /= O.
Proof. Put A = (aij ).
“⇒” Assume i(A) = n. Since An−1 /= O, there exist i0, i1, . . . , in−1 ∈ n
such that ai0i1ai1i2 · · · ain−2in−1 > 0. Then i0, i1, . . . , in−1 are pairwise different.
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Otherwise, there exist s, t such that 0  s < t  n − 1 and is = it . By
Lemma 3.2,
ai0i1ai1i2 · · · ain−2in−1  ais is+1 · · · ait−1is = 0,
which is a contradiction. Hence, i0, i1, . . . , in−1 is an arrangement of 1, 2, . . . , n.
Therefore, we can see that ai0i1ai1i2 · · · ain−2in−1 is a summand of per(A(in−1|i0)),
and so per(A(in−1|i0)) > 0. This implies adj(A) /= O.
“⇐” Suppose adj(A) /= O. In the case of n = 2, A2 = O by Theorem 3.4, but
A = adj(A) /= O, so i(A) = 2. We now consider the case of n  3. There exist i, j
such that per(A(i|j)) > 0. By Theorem 3.4, we can see that i /= j . Then there exists
a bijection σ of n\{i} onto n\{j} such that ∏s∈n\{i} asσ(s) > 0. Define a mapping
σ : n → n as follows:
σ(z) :=
{
j, z = i,
σ (z), z /= i.
Then σ is a permutation of n.
We show that for any s ∈ n\{i} there exists an l with 1  l  n − 1 and σ l(s) = i.
Otherwise, there is an s ∈ n\{i} such that σ l(s) /= i for all l  n − 1. Then it is easy
to see that σ l(s) = σ l(s) for all l  n − 1. Hence, {σ(s), σ 2(s), . . . , σ n−1(s)} ⊆
n\{i, j}. Put K = {(p, q)|1  p < q  n − 1, σp(s) = σq(s)}. K /= ∅ since
|n\{i, j}| = n − 2. Select a (u, v) ∈ K satisfying v − u = min{q − p|(p, q) ∈ K}.
Then σu(s), σ u+1(s), . . . , σ v−1(s) are pairwise different and σv(s) = σu(s). There-
fore, by Lemma 3.2 we have∏
s∈n\{i}
asσ(s)  aσu(s)σu+1(s)aσu+1(s)σu+2(s) · · · aσv−1(s)σu(s) = 0,
which is a contradiction.
For every s ∈ n\{i}, let l(s) := min{l|σ l(s) = i}. Then l(1), . . . , l(i − 1), l(i +
1), . . . , l(n) ∈ n − 1 are pairwise different because σ is injective. Hence, there exists
a t ∈ n\{i} such that l(t) = n − 1, i.e., σn−1(t) = i. And we can easily see that
t, σ (t), . . . , σ n−2(t) ∈ n\{i} are pairwise different and σ r(t) = σ r(t) for all r 
n − 2. So {t, σ (t), . . . , σ n−2(t)} = n\{i} and n\{j} = {σ(t), σ (σ (t)), . . . ,
σ (σn−2(t))} = {σ(t), σ 2(t), . . . , i}. Therefore,
a
(n−1)
ti  atσ(t)aσ(t)σ 2(t) · · · aσn−2(t)i =
∏
s∈n\{i}
asσ(s) > 0,
which implies An−1 /= O. By Theorem 3.4, An = O. Thus i(A) = n. 
Theorem 3.6 generalizes Proposition 3.5 of Tan [20].
Given a matrix A ∈ Mn(L), we denote by A(i ⇒ j) the matrix obtained from A
by replacing the row j with the row i.
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Theorem 3.7. If L has no nilpotent elements and A ∈ Mn(L) is nilpotent, then
(1) per(A(i ⇒ j)) = 0 for any i, j ∈ n,
(2) A · adj(A) = O and adj(A) · A = O,
(3) adj(A) · adj(A) = O.
Proof. Put A = (aij ).
(1) For any i ∈ n, we have per(A(i ⇒ i)) = per(A) = 0 by Corollary 3.2. For any
i, j ∈ n with i /= j , we have per(A(i ⇒ j)) =∑σ∈Sn a1σ(1) · · · aiσ(i) · · · aiσ(j) · · ·
anσ(n). For every σ ∈ Sn, the following two cases are possible.
Case 1: σ l(i) /= j for all positive integers l. In this case there exists a d such
that 1  d  n − 1, σd(i) = i, and i, σ (i), . . . , σ d−1(i) are pairwise different and
do not equal to j . Then by Lemma 3.2 we have
a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n)  aiσ(i)aσ(i)σ 2(i) · · · aσd−1(i)i = 0.
Case 2: σ l(i) = j for some positive integer l. If σ(j) = i, then by Lemma 3.2 we
have
a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n)  aiσ(j) = aii = 0.
Suppose σ(j) /= i. Since {σ(i), σ 2(i), . . . , σ n+1(i)} ⊆ n, there exist s, t such that
1  s < t  n + 1 and σ s(i) = σ t (i). Then 1  t − s  n and σ t−s(i) = i. Hence,
there exists a k satisfying k = min{m|1  m  n, σm(i) = i}. Since σ l(i) = j /= i
and σ(j) /= i, we have 3  k  n. And i, σ (i), . . . , σ k−1(i) are pairwise different.
There exists a unique p such that 1  p  k − 2 and σp(i) = σ l(i) = j . Now put
d := k − p. Then 2  d  n − 1, σd(j) = σk−p(σp(i)) = σk(i) = i and i,
σ (j), . . . , σ d−1(j) are pairwise different. By Lemma 3.2 we have
a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n)  aiσ(j)aσ(j)σ 2(j) · · · aσd−1(j)i = 0.
From the discussion of the two cases above we can see that every summand of
per(A(i ⇒ j)) is 0. Therefore, per(A(i ⇒ j)) = 0.
(2) Let B = A · adj(A) = (bij ). Then by Lemma 2.1(2) and (1) we have that
bij =
∑
k∈n
aik · per(A(j |k)) = per(A(i ⇒ j)) = 0
for all i, j ∈ n. Thus B = O, and so the first equality holds. By Lemma 2.1(3) we
have (adj(A) · A)T = AT · (adj(A))T = AT · adj(AT). This and the first equality show
that the second equality holds.
(3) Let C = adj(A) · adj(A) = (cij ). For any i, j ∈ n, cij =∑k∈n per(A(j |k)) ·
per(A(k|i)). By Theorem 3.4, per(A(i|i)) = 0. Hence, cij =∑k /=i per(A(j |k)) ·
per(A(k|i)). When k /= i, per(A(k|i)) ∑s /=k ask ∑s∈n ask . Therefore, by
Lemma 2.1(2) and (1) we have
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cij 
∑
k /=i

per(A(j |k)) ·∑
s∈n
ask

 ∑
k∈n

per(A(j |k)) ·∑
s∈n
ask


=
∑
s∈n

∑
k∈n
per(A(j |k)) · ask

 =∑
s∈n
per(A(s ⇒ j)) = 0.
This implies C = O. 
Theorem 3.7 generalizes and develops Proposition 3.4 of Tan [20].
Theorem 3.8. If L has no nilpotent elements and A ∈ Mm(L), B ∈ Mn(L) are
nilpotent, then the matrix
(
A C
O B
)
is also nilpotent.
Proof. It is verified by Theorem 3.4(2) and Lemma 2.2. 
By induction and Theorem 3.8 we have
Corollary 3.3. If L has no nilpotent elements and Aii ∈ Mni (L) are nilpotent for all
i ∈ r, then the matrix

A11 A12 · · · A1r
O A22 · · · A2r
...
...
.
.
.
...
O O · · · Arr


is also nilpotent.
Theorem 3.8 and Corollary 3.3 generalize Theorem 3 and Corollary 2 of Zhang
[23], respectively.
The following example shows that the assumption that L has no nilpotent ele-
ments cannot be omitted in Lemma 3.2, Theorems 3.4–3.7 and Corollary 3.2.
Example 3.1. Let L be the incline as in Example 2.1. For any m(m  2), choose an
element b ∈ (1 − 1
m−1 , 1 − 1m ]. Then bm−1 /= 0 and bm = 0. Consider the matrix
B =
(
b b
b b
)
∈ M2(L).
Since Bm−1 =
(
bm−1 bm−1
bm−1 bm−1
)
/= O and Bm =
(
bm bm
bm bm
)
= O, B is nilpotent
and i(B) = m. In particular, for any c ∈
(
1
2 ,
2
3
]
, the matrix
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C =
(
c c
c c
)
∈ M2(L)
is nilpotent and i(C) = 3 /= 2. However, per(C) = c2 = 2c − 1 > 0, i.e., per(C) /=
0. Obviously, adj(C) = C /= O, and t (C) = C is not irreflexive.
4. Reduction of nilpotent incline matrices
In this section we establish some properties of the reduction of nilpotent incline
matrices.
A lattice L is said to be dually Brouwerian if for any a, b ∈ L there exists an
element b − a ∈ L such that a + x  b ⇔ x  b − a (see [19]). It is known that
the following lemma holds (refer to [1,6]).
Lemma 4.1. The dually Brouwerian lattice is a distributive lattice.
Section 4 in [20] assumed the background lattice being distributive and dually
Brouwerian. Lemma 4.1 shows that the first condition need not to be indicated.
Definition 4.1. An incline L is said to be additively residuated if for any a, b ∈ L
there exists an element b − a ∈ L such that a + x  b ⇔ x  b − a.
Obviously, b − a is the least element x ∈ L satisfying a + x  b.
Arbitrary Boolean algebra is a dually Brouwerian lattice (see [20]). By Lemma
4.1, every dually Brouwerian lattice is an additively residuated incline. Meanwhile,
the fuzzy algebra ([0, 1],∨, T ) is also an additively residuated incline, where T is a
t-norm.
Let L be an additively residuated incline. Given A = (aij ), B = (bij ) ∈ Mn(L),
we define A − B,A/B ∈ Mn(L) as follows: A − B := (aij − bij ) and A/B := A −
A · B.
Lemma 4.2. If L is an additively residuated incline, then the following hold:
(1) (a − b) + b  a and a − 0 = a,
(2) a − b  a,
(3) a(b − c)  ab − ac and (b − c)a  ba − ca,
(4) (a − b) − c  a − (b + c),
(5) if a  b, then a − c  b − c and c − a  c − b,
(6)
∑
i∈l (ai − bi) 
∑
i∈l ai −
∑
i∈l bi ,
(7)
∑
i∈l−1(ai − ai+1) + al =
∑
i∈l ai ,
where l  2 and a, b, c, aj , bj ∈ L (j ∈ l).
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Proof. (1) It is trivial.
(2) It follows from b + a  a.
(3) By (1) we have ac + a(b − c) = a(c + (b − c))  ab. Hence, the first in-
equality holds. The second one is similarly verified.
(4) By (1) we have (b + c) + ((a − b) − c) = b + (c + ((a − b) − c))  b +
(a − b)  a.
(5) By (1) we have that (b − c) + c  b  a and (c − a) + b  (c − a) + a  c.
(6) By (1) we have∑
i∈l
bi +
∑
i∈l
(ai − bi) =
∑
i∈l
(bi + (ai − bi)) 
∑
i∈l
ai .
(7) We use the induction on l. By (2), a1  a1 − a2, and so a1 + a2  (a1 −
a2) + a2. By (1), (a1 − a2) + a2  a1, and so (a1 − a2) + a2 = (a1 − a2) + a2 +
a2  a1 + a2. Hence, (a1 − a2) + a2 = a1 + a2, i.e., the statement is true for l = 2.
Assume that the statement is true for some l − 1  2. Then∑
i∈l−1
(ai − ai+1) + al =(a1 − a2) + ((a2 − a3) + · · · + (al−1 − al) + al)
=(a1 − a2) + (a2 + a3 + · · · + al)
=((a1 − a2) + a2) + (a3 + · · · + al)
=a1 + a2 + a3 + · · · + al.
This completes the proof. 
Lemma 4.3. If L is an additively residuated incline, then the following hold:
(1) A(B − C)  AB − AC and (B − C)A  BA − CA,
(2) (A − B) − C  A − (B + C),
(3) if A  B, then A − C  B − C and C − A  C − B,
(4)
∑
i∈l−1(Ai − Ai+1) + Al =
∑
i∈l Ai,
where l  2 and A,B,C,Aj ∈ Mn(L) (j ∈ l).
Proof. (1) Let i, j ∈ n. By Lemma 4.2(3)(6), we have∑
k∈n
aik(bkj − ckj )
∑
k∈n
(aikbkj − aikckj )


∑
k∈n
aikbkj

−

∑
k∈n
aikckj

 .
This implies A(B − C)  AB − AC. The second inequality is similarly verified.
(2)–(4) They follow from Lemma 4.2(4), (5) and (7), respectively. 
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Definition 4.2. Let L be an additively residuated incline and A ∈ Mn(L). The matrix
A/A = A − A2 is called the reduction of A.
By Lemma 4.2(2), A/A  A. Hence, if A is nilpotent, then A/A is also nilpotent.
Below, L always denotes any additively residuated incline which has no nilpotent
elements. And we will consider the reduction of nilpotent matrices over L.
Theorem 4.1. If A ∈ Mn(L) is nilpotent, then t (A/A) = t (A).
Proof. Put B = A/A. Since B  A, we have t (B)  t (A). We first show that
Bl  Al − Al+1, l  1.
We use the induction on l. For l = 1, B = A − A2. Assume that the inequality holds
for some l − 1  1. Then by Lemma 4.3(1)–(3) we have
Bl =B · Bl−1  B(Al−1 − Al)  BAl−1 − BAl
(A − A2)Al−1 − Al+1  (Al − Al+1) − Al+1
Al − (Al+1 + Al+1) = Al − Al+1.
We next show that t (A)  t (B). By Theorem 3.4, An = An+1 = O. Hence, by
Lemma 3.3, Lemma 4.3(4) and the fact discussed above we have
t (A)=A + A2 + · · · + An
=(A − A2) + (A2 − A3) + · · · + (An−1 − An) + An
=(A − A2) + (A2 − A3) + · · · + (An−1 − An) + (An − An+1)
B + B2 + · · · + Bn = t (B).
Therefore, t (A) = t (B). 
Theorem 4.1 generalizes Theorem 4.1 of Tan [20].
Theorem 4.2. If A ∈ Mn(L) is irreflexive and transitive, then t (A/A) = A.
Proof. By Corollary 3.1, A is nilpotent. Since A is transitive, t (A) = A. Hence, by
Theorem 4.1 we obtain the conclusion. 
Theorem 4.2 generalizes Theorem 1 of Hashimoto [11] and Theorem 4.2 of Tan
[20].
Theorem 4.3. If A ∈ Mn(L) is irreflexive and transitive, then for S ∈ Mn(L) the
following statements are equivalent:
(1) t (S) = A;
(2) A/A  S  A.
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Proof. (1) ⇒ (2) Suppose t (S) = A. Then S  t (S) = A and by Lemma 3.3 we
have
A2 = t (S)2 = S2 + S3 + · · · + Sn + · · · + S2n.
By Corollary 3.1, A is nilpotent. By Theorem 3.4 we see that Sl  Al = O for l  n.
Hence, A2 = S2 + · · · + Sn, and so
S + A2 = S + S2 + · · · + Sn = t (S) = A.
This implies A/A = A − A2  S. Therefore, A/A  S  A.
(2) ⇒ (1) Suppose A/A  S  A. Obviously, t (A/A)  t (S)  t (A) = A. By
Theorem 4.2, A = t (A/A). Hence, t (S) = A. 
Theorem 4.3 shows that under the assumption of the theorem A/A is just the least
matrix whose transitive closure coincides with A.
Theorem 4.3 generalizes Theorem 2 of Hashimoto [11] and Theorem 4.3 of Tan
[20].
Theorem 4.4. If A ∈ Mn(L) is irreflexive and transitive, then for S ∈ Mn(L) the
following statements are equivalent:
(1) A/A  S  A;
(2) A/A = S/A.
Proof. By Corollary 3.1, A is nilpotent, and so An = O by Theorem 3.4.
(1) ⇒ (2) Suppose A/A  S  A. Then A − A2  S and SA  A2. By Lemma
4.3(2)(3) we have
S/A = S − SA  (A − A2) − A2  A − (A2 + A2) = A − A2 = A/A,
i.e., A/A  S/A. On the other hand, by the transitivity of A and Lemma 4.3(1)(4)
we have
SA=S(A + A2 + · · · + An−2)
=SA + SA2 + · · · + SAn−2
(A − A2)A + (A − A2)A2 + · · · + (A − A2)An−2
(A2 − A3) + (A3 − A4) + · · · + (An−1 − An)
=(A2 − A3) + (A3 − A4) + · · · + (An−2 − An−1) + An−1
=A2 + A3 + · · · + An−1 = A2  SA,
and so SA = A2. Hence, by Lemma 4.3(3) we have
S/A = S − SA = S − A2  A − A2 = A/A,
i.e., S/A  A/A. Therefore, S/A = A/A.
(2) ⇒ (1) Suppose S/A = A/A. Then S  S/A = A/A and A  A/A = S/A =
S − SA. By the transitivity of A and Lemma 4.3(1)(4) we have
216 S.-C. Han et al. / Linear Algebra and its Applications 406 (2005) 201–217
A=A + A2 + · · · + An
(S − SA) + (S − SA)A + · · · + (S − SA)An−1
(S − SA) + (SA − SA2) + · · · + (SAn−1 − SAn)
=(S − SA) + (SA − SA2) + · · · + (SAn−2 − SAn−1) + SAn−1
=S + SA + · · · + SAn−1  S,
i.e., S  A. Therefore, A/A  S  A. 
Theorem 4.4 generalizes Theorem 4.4 of Tan [20].
Corollary 4.1. If A ∈ Mn(L) is nilpotent, then
(1) t (A)/t (A)  A  t (A),
(2) t (A)/t (A) = A/t(A) = t (A)/A,
(3) t (t (A)/t (A)) = t (A).
Proof. By Theorem 3.5, t (A) is irreflexive and transitive.
(1) It follows from t (A) = t (A) and Theorem 4.3.
(2) By (1), Theorem 4.4, Lemma 3.3 and Theorem 3.4, we have
A/t(A)= t (A)/t (A) = t (A) − t (A)2
= t (A) − (A2 + A3 + · · · + An+1)
= t (A) − t (A)A = t (A)/A.
(3) It follows from Theorem 4.2. 
Corollary 4.2. If A ∈ Mn(L) is nilpotent, then for S ∈ Mn(L) the following state-
ments are equivalent:
(1) A/t (A)  S  t (A);
(2) t (A) = t (S);
(3) A/t (A) = S/t (A).
Proof. It follows from Theorems 3.5, 4.3, 4.4 and Corollary 4.1. 
Corollary 4.2 shows that under the assumption of the corollary A/t(A) is the least
matrix whose transitive closure coincides with the transitive closure of A.
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