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Abstract. A class of constant-amplitude (CA) solutions of the nonlinear Schro¨dinger equation with the
third-order spatial dispersion (TOD) and complex potentials are considered. The system can be imple-
mented in specially designed planar nonlinear optical waveguides carrying a distribution of local gain and
loss elements, in a combination with a photonic-crystal structure. The complex potential is built as a solu-
tion of the inverse problem, which predicts the potential supporting a required phase-gradient structure of
the CA state. It is shown that the diffraction of truncated CA states with a correct phase structure can be
strongly suppressed. The main subject of the analysis is the modulational instability (MI) of the CA states.
The results show that the TOD term tends to attenuate the MI. In particular, simulations demonstrate a
phenomenon of weak stability, which occurs when the linear-stability analysis predicts small values of the
MI growth rate. The stability of the zero state, which is a nontrivial issue in the framework of the present
model, is studied too.
PACS. 05.45.Yv Solitons – 42.81.Dp solitons in optics – 42.81.Qb Fiber waveguides, couplers, and arrays
– 42.65.Tg Optical solitons; nonlinear guided waves
1 Introduction
In many systems governed by wave equations, complex
(non-Hermitian) potentials give rise to effects that cannot
be realized with real (Hermitian) potentials [1], a well-
known example being the parity-time (PT ) symmetry main-
tained by potentials with spatially even real and odd imag-
inary parts [2–4]. In optics, PT symmetric potentials have
been created in the experiments [5–9]. They exhibit re-
markable properties and potential applications, such as
power oscillations [6], non-reciprocal light propagation [10],
optical transparency [11], unidirectional invisibility induced
by the balanced gain-loss profile [12–14], and PT -symmetric
devices [15–17]. Optics provides an especially fertile ground
for the investigation of PT -symmetric beam dynamics in
nonlinear regimes, including the formation of bright and
dark solitons, gap solitons, and vortices [18–41]. The con-
cept of the PT -symmetry has also been applied to Bose-
Einstein condensates [42–44], atomic cells [45,46] and atomic
Bose-Josephson junction [47].
Recently, stability of optical solitons and nonlinear beam
dynamics near phase-transition points in non-PT sym-
metric complex potentials (i.e., more general ones) was
addressed too, cf. an earlier work on gap solitons in the
a e-mail: llz@sxu.edu.cn
complex Ginzburg-Landau equation [48]. The results show
that the solitons may be stable in a wide range of parame-
ter values both below and above the phase transition [33,
49–51]. Some applications, such as coherent perfect ab-
sorbers and time-reversal lasers [52–56] have been elabo-
rated in such settings.
The simplest solutions of wave equations are continu-
ous waves (CWs), alias plane waves, which keep a constant
amplitude propagating in the free space. In the framework
of wave equations corresponding to Hermitian Hamiltoni-
ans with self-focusing nonlinearity, CWs are subject to the
modulation instability (MI), which was first identified in
fluid mechanics [57] and plasma physics [58], and subse-
quently reported in many other fields [59–62], in particu-
lar, in nonlinear optics [63–69], including the MI of CW
states in two-component systems [64,70]. The latter topic
was recently extended by the analysis of the MI in the
spin-orbit-coupled system [71].
The MI of waves in the PT -symmetric nonlinear Schro¨-
dinger (NLS) equation has been widely studied too [51,
72–77]. As an extension of the studies in this direction,
constant-amplitude (CA) waves have recently been ad-
dressed in models with more general complex potentials
[78]. In the present work, we aim to study the MI of
CA solutions of the NLS equation with complex poten-
tials and spatial third-order dispersion (TOD). Higher-
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order spatial dispersion (i.e., diffraction) may be engi-
neered in photonic-crystal media, odd-order terms appear-
ing in the case of an oblique propagation of optical beams
[79]. The latter term was recently added to nonlinear PT -
symmetric systems in Ref. [80].
The paper is organized as follows. In the next section,
the model and its reduction are introduced, and the cor-
responding CA solutions are presented. We consider three
kinds of potentials, namely, localized PT -symmetric, non-
PT -symmetric, and periodic PT -symmetric ones. In fact,
the complex potentials are built as solutions of the in-
verse problem, corresponding to the phase-gradient field
of the required solution. In Sec. III, we focus on the MI
of CA waves by making use of the plane-wave-expansion
method, and present dependence of the MI growth rate
on the wavenumber. Results for the stability of the zero
state, which is a necessary part of the analysis too, are
also reported in Sec. III. The paper is concluded by Sec.
IV.
2 The model and constant-amplitude (CA)
solutions
We begin the analysis by considering the NLS equation
with the TOD and a complex potential, written in a scaled
form, cf. Ref. [80]:
i
∂Ψ
∂z
+
1
2
∂2Ψ
∂x2
+ i
β
6
∂3Ψ
∂x3
+ V (x)Ψ + g |Ψ |2 Ψ = 0. (1)
In the application to light propagation in planar waveg-
uides, Ψ(x, z) is the slowly varying envelope of the electric
field, z and x are the propagation distance and the trans-
verse coordinate, β is the TOD strength, and V (x) ≡
VR(x) + iVI(x) represents the complex potential, which
can be implemented in optics by combining the spatially
modulated refractive index and spatially distributed loss
and gain elements [6]. The nonlinearity may be either self-
focusing (with g > 0) or defocusing, with g < 0, the latter
being possible in semiconductor materials [81].
As mentioned above, the TOD term in the spatial do-
main may appear in the waveguide carrying a photonic-
crystal structure, which can modify the simple paraxial
form of the diffraction. Then, if the carrier beam is tilted
with respect to the underlying structure, the effective diffrac-
tion operator in the propagation equation will acquire the
TOD term, similar to its counterpart appearing in the
temporal domain for narrow wave packets [64].
We are looking for stationary solutions of Eq. (1) as
Ψ(x, z) = Φ(x) exp(iµz), (2)
where µ is a real propagation constant, and complex field
profile Φ(x) obeys the following nonlinear equation:
−µΦ+
1
2
Φ′′ +
iβ
6
Φ′′′ + V (x)Φ + g |Φ|
2
Φ = 0, (3)
with the prime standing for d/dx. Further, we define real
amplitude and phase
Φ(x) = H(x) exp [iΘ(x)] , (4)
for which complex equation (3) splits into real ones:
0 = −µH +
1
2
H ′′ −
1
2
H (Θ′)
2
+
β
6
H (Θ′)
3
−
β
6
HΘ′′′
+ VRH + g |H |
2
H −
β
2
H ′′Θ′ −
β
2
H ′Θ′′, (5)
0 = H ′Θ′ +
1
2
HΘ′′ +
β
6
H ′′′ −
β
2
H ′ (Θ′)
2
−
β
2
HΘ′Θ′′ + VIH. (6)
Assuming a CA solution, namely H(x) = A = const,
and choosing the propagation constant as µ = gA2, Eqs.
(5) and (6) amount to the following expression for the
complex potential, which actually produces a solution of
the inverse problem in the present context (selection of
potentials which support a required form of the solution,
see, e.g., Ref. [82]):
VR (x) =
β
6
Θ′′′ +
1
2
(Θ′)
2
−
β
6
(Θ′)
3
, (7)
VI (x) =
β
2
Θ′Θ′′ −
1
2
Θ′′. (8)
Accordingly, the CA solution with any relevant real-valued
phase function Θ(x) is constructed as
Ψ(x, z) = A exp
[
igA2z + iΘ(x)
]
, (9)
if the complex potential is chosen as per Eqs. (7) and (8).
Further, setting Θ′(x) ≡W (x), the CA solution is written
as
Ψ(x, z) = A exp
[
igA2z + i
∫
W (x) dx
]
, (10)
with the real and imaginary parts of the complex potential
being
VR (x) =
β
6
W ′′ +
1
2
W 2 −
β
6
W 3, (11)
VI (x) =
β
2
WW ′ −
1
2
W ′, (12)
whereW (x) is any real-valued function, and A a real con-
stant, which we define to be positive, without the loss of
generality.
If β = 0, CA solution (10) reduces to one for the
usual NLS equation with the complex potential, V (x) =
W 2/2− iWx/2, which was considered in Ref. [78], and is
often called the Wadati potential [83,84]. Here we address
a more general situation, including the TOD effect, which
affects the complex potential given by Eqs. (11) and (12).
Furthermore, it follows from Eqs. (11) and (12) that, if
W (x) is an even function of x, complex potential V (x) is
PT -symmetric. However, the CA solution (10) is valid for
any real-valued function W (x), which implies that com-
plex potential V (x) does not need to be a PT -symmetric
one. It should be noted that the CA solution exists in the
linear limit (g = 0), as well as for an arbitrary strength
of the nonlinearity (g 6= 0). It can also be shown that
the real-valued function W (x) determines the power flow
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Fig. 1. Real and imaginary parts of complex potential (11) and
(12) are shown by the black solid and red dashed curves, respec-
tively, for (a)W (x) = exp(−B1x
2), (b)W (x) = x exp(−B2x
2),
and (c)W (x) = V0/2+V1 cos(qx). (d-f): Evolution of truncated
CA solutions which are not supported by the correct phase
structure, in the presence of the potentials corresponding to
(a-c). (g-i): The evolution of the truncated solutions with the
correct phase structure in the same cases (a-c). Here we set
A = 0.5 and β = 1, the other parameters being B1 = 1 in (a);
B2 = 0.5 in (b); V0 = 4, V1 = 0.2 and q = 1 in (c); B1 = 1 and
g = −1 in (d) and (g); B2 = 0.5 and g = −1 in (e) and (h);
and V0 = 4, V1 = 0.2, q = 1 and g = 1 in (f) and (i).
from the gain to the loss regions, the respective Poynting
vector, S = (i/2)(Ψ∂Ψ∗/∂x − Ψ∗∂Ψ/∂x), taking a very
simple form, S = A2W
To exhibit properties of such CA solutions, we con-
sider three complex potentials which are relevant for var-
ious physical realizations, viz., ones generated by W (x) =
exp(−B1x
2), W (x) = x exp(−B2x
2), and
W (x) =
1
2
V0 + V1 cos(qx). (13)
The first and last potentials are PT -symmetric, while the
second one is not, as shown in Figs. 1(a)-1(c).
To illustrate the dynamics of CA states under the ac-
tion of these potentials, we have simulated the evolution
of such states in a spatially truncated form. When the
initial state is not given the correct phase structure, de-
termined by solution (10), but is simply taken in a real
form, Ψ(x, 0) ≡ A, the light diffracts fast to the gain re-
gion, as seen in Figs. 1(d)-1(f). On the other hand, for
the truncated solution carrying the correct phase distri-
bution, the diffraction is strongly suppressed, as shown in
Figs. 1(g)-1(i). We also find that, naturally, the larger the
truncation width is at z = 0, the longer the diffraction-
free propagation distance is (not shown here in detail). In
the rest of the paper, we focus on CA states supported
by the periodic complex potential (13), which is most rel-
evant for the realization by means of photonic lattices in
optical media.
3 Modulational instability of the
constant-amplitude (CA) solutions
In this section, we address the stability of the CA solu-
tions by employing the linear-stability analysis, based on
the plane-wave-expansion method, and direct numerical
simulations. We note that, although the familiar linear-
stability analysis, previously elaborated for models with
localized potentials V (x) [85], can be readily applied to
Eq. (1), it cannot be used to obtain the stability band
structure in the presence of the periodic potential. Here,
we apply the plane-wave-expansion method [78] to study
the stability of the CA solution (10) in the latter case. As
an example of the periodic potential, we choose the PT -
symmetric one, which is displayed in Fig. 1(c) and gener-
ated by Eqs. (11) and (12) withW (x) = V0/2+V1 cos(qx):
VR (x) = −
βV1q
2
6
cos (qx) +
1
2
[
V0
2
+ V1 cos (qx)
]2
−
β
6
[
V0
2
+ V1 cos (qx)
]3
, (14)
VI (x) =
qV1
2
[
1− β
(
V0
2
+ V1 cos (qx)
)]
sin (qx) , (15)
the corresponding CA solution (10) being
Ψ (x, z) = A exp [iΞ (x, z)] , (16)
where Ξ (x, z) = gA2z + V0x/2 + (V1/q) sin(qx).
The linear-stability analysis can be performed by adding
small perturbations to the CA solution (16):
Ψ (x, z) =
[
A+ εFλ (x) e
iλz + εG∗λ (x) e
−iλ∗z
]
eiΞ(x,z),
(17)
where the asterisk stands for the complex conjugation and
ε is a real infinitesimal amplitude of the perturbation with
complex eigenfunctions Fλ (x) and Gλ (x), that are asso-
ciated to a complex eigenvalue, λ. As usual, the imaginary
part of λ measures the instability growth rate of the per-
turbation, and thus determines whether the CA solution
is stable. The substitution of expression (17) in Eq. (1)
and linearization leads to the eigenvalue problem in the
matrix form
(
L1 gA
2
−gA2 L2
)(
Fλ (x)
Gλ (x)
)
= λ
(
Fλ (x)
Gλ (x)
)
, (18)
where the operators L1 and L2 are
L1 = gA
2 +
1
2
∂xx + i
β
6
∂xxx + iW∂x
−
β
2
Wx∂x −
β
2
W∂xx − i
β
2
W 2∂x, (19)
L2 = −gA
2 −
1
2
∂xx + i
β
6
∂xxx + iW∂x
+
β
2
Wx∂x +
β
2
W∂xx − i
β
2
W 2∂x. (20)
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As said above, we apply the plane-wave-expansionmethod
[78] to study the MI of the CA solution (16) in the pe-
riodic PT -symmetric potential V (x) given by Eqs. (14)
and (15). In the framework of the method, when W (x) is
a periodic function with period 2pi/q, perturbation eigen-
modes Fλ (x) and Gλ (x), along with W (x) itself, can be
expanded into Fourier series, according to the Floquet-
Bloch theorem:
(
Fλ (x)
Gλ (x)
)
=
+∞∑
n=−∞
(
un(k)
vn(k)
)
ei(qn+k)x, (21)
W (x) =
+∞∑
n=−∞
Wne
iqnx, (22)
where k is the Bloch momentum, the presence of which
makes the eigenmodes quasiperiodic. Substituting Eqs.
(14), (15), (21) and (22) into the eigenvalue problem (18),
one arrives at the following system of linear equations for
perturbation amplitudes un, vn and eigenvalue λ(k):
λun = gA
2vn + αnun + βn−1un−1
+ γn+1un+1 + θn−2un−2 + θn+2un+2, (23)
λvn = −gA
2un + σnvn + δn−1vn−1
+ ηn+1vn+1 + θn−2vn−2 + θn+2vn+2, (24)
where we define
αn = gA
2 −
V0
8
(4− βV0) (qn+ k)
−
1
4
(2− βV0) (qn+ k)
2
+
β
6
(qn+ k)
3
,
βn = −
V1
4
(2− βq) (qn+ k) +
βV1
4
(qn+ k)
2
,
γn = −
V1
4
(2 + βq) (qn+ k) +
βV1
4
(qn+ k)
2
,
θn =
βV 21
8
(qn+ k) ,
σn = −gA
2 −
1
8
V0 (4− βV0) (qn+ k)
+
1
4
(2− βV0) (qn+ k)
2
+
β
6
(qn+ k)
3
,
δn = −
V1
4
(2 + βq) (qn+ k)−
βV1
4
(qn+ k)
2
,
ηn = −
V1
4
(2− βq) (qn+ k)−
βV1
4
(qn+ k)
2
.
In the absence of the TOD (β = 0) the results for
the MI, i.e., eigenvalues λ(k), produced by the present
analysis, are consistent with those reported in Ref. [78].
In the following, the growth rate of the MI of the CA
solution is defined as the largest imaginary part of λ(k).
As a typical example, Fig. 2 depicts the dependence of
max[Im{λ}] on k (in the half of the first Brillouin zone)
for the different TOD strengths (of either sign) in both
the self-focusing and defocusing regimes.
For the self-focusing nonlinearity [Fig. 2(a)], at β = 0,
as well as at a close value, β = −1, the MI eigenvalues
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Fig. 2. The dependence of the MI growth rate, i.e., the largest
imaginary part of eigenvalues λ(k), on the Bloch wavenumber k
(in the half of the first Brillouin zone) for different values of the
TOD coefficient, in the system containing periodic potential
(13). Panels (a) and (b) report the results, severally, for the self-
focusing (g = 1) and defocusing (g = −1) nonlinearity, with
the black dotted, red dashed, gray solid, blue short-dashed,
and green short-dotted curves corresponding, respectively, to
β = −3, −1, 0, 1, and 3 in (a), and β = −3, −1, 0, 0.2, and 0.45
in (b); note the difference in the scales of vertical axes in panels
(a) and (b). Here the amplitude of the unperturbed solution is
A = 0.5, and the other parameters are V0 = 4, V1 = 0.2, and
q = 1.
with the largest imaginary part are complex at all k [see
the gray solid and red dashed curves in Fig. 2(a)], hence
the CA waves are linearly unstable to all perturbations,
as shown in Ref. [78] for β = 0. The situation changes in
the presence of sufficiently strong TOD. As shown by the
black dotted curve pertaining to β = −3 in Fig. 2(a), the
CA solution is stable against perturbations correspond-
ing to the Floquet-Bloch modes close to the edge of the
Brillouin zone. The positive TOD, with β > 0, strongly
suppresses the instability [see the blue and green short-
dashed lines in Fig. 2(a), corresponding to β = +1 and
+3, respectively]. Thus, the TOD terms provides for par-
tial stabilization of the CA waves, under the action of the
self-focusing nonlinearity. This finding may be qualitative
understood as a manifestation of the trend, imposed by
the TOD, to replace the strong absolute instability by its
weaker convective counterpart.
The situation is different for the defocusing nonlinear-
ity [Fig. 2(b)]. At β = 0, there are narrow MI bands [78],
shown by the gray solid curve in Fig. 2(b). Indeed, it is
natural that the self-defocusing gives rise to weaker MI,
if any. The TOD with β < 0 originally enhances the MI
[see the red dashed curve in Fig. 2(b) corresponding to
β = −1], which is followed by the suppression of the MI
at larger values of −β, as shown by the black dotted curve
corresponding to β = −3. The MI is completely absent at
β < −3, as can be seen below in Fig. 6(b). On the other
hand, the increase of β > 0 leads to strong amplification of
the MI; in particular, the green short-dotted curve in Fig.
2(b), corresponding to a relatively small positive TOD co-
efficient, β = 0.45, demonstrates strong instability to the
perturbation with all values of k.
To explore the nonlinear development of the MI, we
have performed systematic simulations of Eq. (1), tak-
ing inputs in the form of unstable CA solutions with the
addition of small perturbations corresponding to specific
Floquet-Bloch eigenmodes, as per Eq. (17). The results
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Fig. 3. Numerically simulated evolution of an unstable CA
wave under the action of the self-focusing nonlinearity (g = 1)
and periodic complex potential (13). (a) β = −3; (b) β =
−1; (c) β = 1, and (d) β = 3. Here, we fix the perturbation
parameters as ε = 0.01 and k = 0.45, the other parameters
being the same as in Fig. 2.
are summarized in Figs. 3 and 4, for the amplitude of
the unperturbed solution A = 0.5, and the perturbation
amplitude ε = 0.01.
Figure 3 shows the evolution of the CA solution per-
turbed by the eigenmodes at k = 0.45 for different values
of the TOD coefficient, β, in the self-focusing regime. The
so built solution is stable for β = −3 and +3 [Figs. 3(a,d)],
and unstable for β = −1 and +1 [Figs. 3(b,c)]. These
findings are consistent with results of the linear-stability
analysis, which predicts no instability for k = 0.45 and
β = ∓3, as shown by the points “a” and “d” in Fig. 2(a)
[although points “a” and “d” seem identical in Fig. 2(a),
they correspond to the different values of the TOD coef-
ficient], while for β = −1 and +1 the instability growth
rates, i.e., max[Im{λ}], are 0.24428 and 0.04544, respec-
tively, see the points “b” and “c” in Fig. 2(a).
Figure 4(a) shows that, at negative β, the unstable CA
wave is split by the MI into a chain of soliton, which is the
same outcome as in the case of the usual self-focusing NLS
equation with β = 0, cf. Fig. 4(b). At β > 0, the MI cannot
form a chain of solitons because the initial perturbation
eigenmode is not a simple periodic wave like sine or cosine,
see Fig. 4(c).
Figure 5 displays the simulated evolution in the system
with the defocusing nonlinearity, where the perturbation
eigenmodes with k = 0.06 are initially added. This fig-
ure demonstrates, in agreement with the prediction of the
linear-stability analysis summarized in Fig. 2(b), that the
CA wave is stable to these perturbations at β = −1 and
+0.2, see Figs. 5(b) and 5(c) and the corresponding points
“b” and “c” in Fig. 2(b) [points “b” and “c”, which seem
identical in Fig. 2(b), correspond to different values of the
TOD coefficient]. On the other hand, the solution is unsta-
ble at β = 0.45, see Fig. 5(d) and the corresponding point
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Fig. 4. The distributions of the initial intensity and the inten-
sity at the distance z, as produced by numerical simulations.
(a) β = −1 and z = 10; (b) β = 0 and z = 10, and (c) β = 1
and z = 30. Parameters are the same as in Fig. 3.
Fig. 5. The same as in Fig. 3, but for the defocusing non-
linearity (g = −1), ε = 0.01, and k = 0.06. (a) β = −3; (b)
β = −1; (c) β = 0.2, and (d) β = 0.45.
“d” in Fig. 2(b). A specific situation is observed at β = −3.
While the linear-stability analysis predicts the MI in this
case [see the point “a” in Fig. 2(b)], direct simulations re-
veal some fluctuations, but no exponentially growing in-
stability, as shown in Fig. 5(a). This happens because the
corresponding growth rate is very small, max[Im{λ}] ≈
0.02049. The result shows an example of weak stability
observed at very small MI growth rates.
To display the effect of the TOD on the MI of the
CA waves, Fig. 6 depicts the dependence of the largest
imaginary part of the MI eigenvalues on the TOD coeffi-
cient, β, in the first Brillouin zone for the self-focusing and
defocusing nonlinearities. For the self-focusing case, Fig.
6(a) shows that the MI takes place (with complex most
unstable eigenvalues) for all k when β belongs to inter-
val −1.6 < β < 0.66. However, at β < −1.6, a stability
band emerges at the edge of the Brillouin zone, whose size
grows with the increase of |β|, while as β > 0.66, the sta-
bility band is quite broad, while the remaining instability
is weak.
Figure 6(b) shows an opposite situation in the case
of the defocusing nonlinearity. The difference is explained
by the fact that, at β = 0, a stability band does not ex-
ist for the self-focusing nonlinearity, but it is present in
the defocusing case, as can be seen in Fig. 2(b). Despite
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Fig. 6. The dependence of the largest imaginary part of the
MI eigenvalues on the TOD strength, β, in the first Brillouin
zone of periodic potential (13) for (a) g = 1 and (b) g =
−1 (self-focusing and defocusing, respectively), while the other
parameters are the same as in Fig. 2.
Fig. 7. The dependence of the MI growth rate, on the am-
plitude, A, and wavenumber, k, of the CA solution, supported
by the complex periodic potential (13). (a) g = 1, β = 1; (b)
g = −1, β = −1, the other parameters being V0 = 4, V1 = 0.2,
and q = 1.
the difference, a general conclusion is that the TOD effect
eventually tends to attenuate the MI of the CA waves.
The above analysis was reported for the MI of the CA
solution with A = 0.5. Now, we aim to consider the ef-
fect of the variation of the amplitude on the MI. Figure
7 presents the dependence of the MI growth rate on A in
the first Brillouin zone for the self-focusing and defocusing
nonlinearities, respectively. Fig. 7(a) demonstrates that,
for the self-focusing nonlinearity, the instability bands are
mainly concentrated at the edge of the first Brillouin zone
for β = 1, shrinking with the increase of A until reach-
ing A ≈ 2, where the MI virtually disappears. For the
defocusing nonlinearity, Fig. 7(b) demonstrates that the
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Fig. 8. (a) The dependence of the largest imaginary part of
eigenvalues on the Bloch wavenumber k for the zero state,
which corresponds to the zero amplitude of the underlying CA
solution, A = 0. Here, the black solid and red solid curves rep-
resent g = 1, β = 1 and g = −1, β = −1, respectively. (b) The
dependence of the MI growth rate on the TOD strength β and
wavenumber k for the self-focusing nonlinearity (g = 1). The
other parameters are the same as in Fig. 7.
stability band is mainly focused at the center of the first
Brillouin zone. Its size grows with the increase of A up
to A ≈ 1.1, at β = −1. With the further increasing of
A, the instability bands start to converge and cross until
vanishing at A ≈ 2.3.
Lastly, it is relevant to address the stability of the zero
state in the model based on Eq. (1), which corresponds to
amplitude A = 0 of the unperturbed CA state. Usually,
the stability of the zero background is an important issue
in the analysis of PT -symmetric systems [1–4]. From Fig.
8, one can conclude that the stability bands of the zero
state are mainly concentrated at the center of the first
Brillouin zone for both the self-focusing and defocusing
nonlinearity, as shown in Fig. 8(a), in which, at g = 1,
the stability band of the zero solution is |k| ≤ 0.06 for
β = 1, while at g = −1 it is |k| ≤ 0.18 for β = −1. In this
case, the dependence of the instability growth rate of the
zero solution on the TOD strength β and wavenumber k
is shown in Fig. 8(b). From here, one can see that the zero
state is stable for all k when β belongs to intervals β ≤
−3.3, or −0.8 < β < 0.6, or β > 2. At −1.5 < β < −3.3,
the instability band is mainly concentrated near the center
of the first Brillouin zone, while, at −1.5 < β < −0.8, the
instability is concentrated at the edge of the first Brillouin
zone. For 0.6 < β < 2, instability bandgaps form at some
values of k.
4 Conclusion
We have considered the CA (constant-amplitude) waves
governed by the NLS equation which includes the spa-
tial TOD (third-order dispersion) and complex potentials
(thus corresponding to a non-Hermitian Hamiltonian). The
model was built as a solution of the inverse problem, which
predicts the complex potential needed to support a CA
state with a required phase-gradient structure. The set-
ting can be realized in optical nonlinear waveguides, with
an appropriate distribution of the local gain and loss. The
results show, first, that the diffraction of the truncated
CA solution is strongly suppressed, if the state carries
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the correct phase structure. The main part of the anal-
ysis was focused on the MI (modulation instability) of the
CA waves, by means of the linear-stability analysis based
on the plane-wave expansion method, and with the help
of direct numerical simulations. The results have shown
that the TOD tends to attenuate the MI. This may be
understood as a manifestation of the trend, imposed by
the TOD, to transform strong absolute instability into
a weaker convective form. Direct simulations of the per-
turbed evolution of the CA waves have revealed a phe-
nomenon of the weak stability, which occurs at sufficiently
small values of the MI instability growth rate, when for-
mally unstable CAs turn out to be effectively stable, in
terms of the simulated evolution. The approach elaborated
in the present work can be used to analyze the stability
band structure of periodic solutions in periodic complex
potentials for other wave systems.
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