Introduction and main results.
The well-known theory of the Pell equation states that for any squarefree d ∈ Z, there are infinitely many pairs of integers (x, y) such that x 2 − dy 2 = 1. Furthermore, one observes that the consecutive integers 48, 49 and 50 are respectively 3, 1 and 2 times a square. But these seem to be the only cases where two or more almost powers are so close to each other.
Our objective in this paper is to prove both upper and lower bounds on the size of intervals containing a number of n almost powers a i x k i with the a i fixed, and to construct examples showing that these bounds are sharp in some sense.
For the related problem of estimating the size of the a i when we take our n almost powers to be consecutive integers, we refer to [10] .
Let n, k ∈ N, n ≥ 3 and k ≥ 2. Let a 1 , . . . , a n be given positive integers (the "weights") such that a We define the almost-power diameter diam(X) of X ∈ N as the least possible diameter of a set S ⊂ N containing both X and, for j = 1, . . . , n, a "weighted power" a j x k j (here we define the diameter of a finite subset S ⊂ R as max s,t∈S |s − t|). It is clear that if any such set indeed has a minimal diameter, each of its elements will be either a j x * k j or a j (x * j + 1) k , where
For example, if k = 2, n = 3, a 1 = 3, a 2 = 2, a 3 = 1, then diam(48) = diam(49) = diam(50) = 2, corresponding to the above mentioned triple 48, 49, 50. From now on, we will abbreviate our term to just "diameter".
We want to know how small and how large diam(X) can be compared to X. In Section 2 we prove the upper bound declared below. Let us introduce the following number, depending on n, k, and the weights a i :
We will assume in the sequel that a 1 > . . . > a n . Under this assumption, we can write
For example, if k = 2, n = 3, a 1 = 3, a 2 = 2, a 3 = 1, then ϑ = In Section 3, we derive several lower bounds for diam(X). By making use of Schmidt's generalization of the Thue-Siegel-Roth theorem, we prove Theorem 1.2. For every ε > 0 there exists a constant c, depending only on max 1≤i≤n a i and ε, such that for all X ∈ N we have
As to the sharpness of this bound, we have
There exists a positive constant ψ = ψ(n, k, a 1 , . . . , a n ) such that, for every ε > 0, there are infinitely many X ∈ N with
An explicit value for ψ follows from the proof. We explore two ways of providing effective lower bounds for diam(X). If k is very large, then we can successfully apply the theory of linear forms in logarithms, and obtain an effective lower bound for diam(X). Indeed, we prove that there exists a (very large) effectively computable constant C, depending only on max 1≤i≤n a i , such that for all X ∈ N we have
a result which is nontrivial only when k C log C. Furthermore, we apply effective simultaneous irrationality measures to obtain lower bounds on diam(X) for specific sets of a i 's. As an example, we show that, if n = 3, k = 2, a 1 = 6, a 2 = 3, and a 3 = 2, we have
for X sufficiently large.
The proof of Theorem 1.2 is a relatively straightforward application of Schmidt's theorem. However, the proof of Theorem 1.1, besides using an extension of Kronecker's Theorem on simultaneous inhomogeneous Diophantine approximations, achieves a lot with elementary means and gives a lot of information, whereas Theorem 1.3 is a simple application of Dirichlet's Theorem. This means that recent techniques of computational Diophantine approximation theory can be used for producing explicit examples of X for which the inequalities for diam(X) of Theorems 1.1 and 1.3 are true with a given accuracy. In Section 4 we list some results obtained with this method.
There is yet another technique, laborious however, which makes it possible to determine effectively all X ∈ N with diam(X) ≤ ∆ 0 for a given ∆ 0 which is not too large. Namely, one considers for each ∆ ∈ Z with |∆| ≤ ∆ 0 the equations a j x k j − a i x k i = ∆ for some fixed i ∈ {1, . . . , n} and for all j ∈ {1, . . . , n} \ {i}. If k ≥ 3 then each such equation is a Thue equation, that can be solved by standard, but laborious, methods (cf. [8] ). If k = 2 we consider two such equations for different i's, and we have a system of simultaneous Pell equations, which can also be solved by standard methods (cf. [2] ).
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A tight upper bound for diam(X)
. In this section, we will prove two propositions which together yield Theorem 1.1. We assume that we are given positive integers n ≥ 2, k ≥ 2, and a 1 > . . . > a n such that the numbers a 
Thus, we may write that ϑ is defined as
. . , j n ) be permutations of (1, . . . , n). We put i n+1 = j 1 and j 0 = i n , and go on to consider the sets γ l,r , defined by 
Then for all ε > 0, there are infinitely many positive integers X which satisfy
using the notations of Proposition 2.2.
From these propositions, we have
In the proof of this corollary, which clearly implies Theorem 1.1, we make use of the following lemma, which provides an alternative definition for ϑ.
Lemma 2.5. The maximality condition imposed on subsets I of {1, . . . , n} in (2) is equivalent to the condition that 
First assume that σ I ≥ σ I for all I ⊂ {1, . . . , n}. Then taking first l = 0 and v = 1 and then l = 1 and v = 0, we see that (5) is satisfied.
Next assume that we have (5); note that this implies the right hand side of (6). Then the above considerations show that σ I is indeed maximal.
Proof of Corollary 2.4.
Let I be that subset of {1, . . . , n} for which σ I is maximized, and thus equal to ϑ. The first claim follows from Proposition 2.2 by considering the case where {j r s | s = 1, . . . , m} = I. As to the second one, our lemma asserts that T = I satisfies the conditions of Proposition 2.3, so that our claim follows from the definition of ϑ.
Unfortunately, (4b) is not enough to prove that T = {j r s | s = 1, . . . , m}, which would constitute equivalence between maximality of diam(X) and the condition that 
1, it is easy to verify that T does have this property if there is a
other words, if the terms in (3) with indices from T are either less or greater than all other terms. Numerical experiments by the authors show that the majority of extremal diameter examples indeed have this property, whereas a minority do not.
Proof of Proposition 2.2.
We make use of a less informative version of Proposition 2.2, which follows at once from the observation that x k and (x + 1)
Lemma 2.6. There exists a real number ϕ, depending on k and max i a i , such that for all X ∈ N,
for some constant ϕ 1 , and thus for any i and j we have
for some constant ϕ, which proves the lemma.
We introduce one more notation. For j = 1, . . . , n, we define the numbers α j by
Note that α j ≥ 0 and, by Lemma 2.6,
Together with (7), this implies
Using (7) and Lemma 2.1, we find
Notice that in the sum of the β s the α's cancel out. As the minimum of the β s 's cannot exceed the average, we have
Proof of Proposition 2.3.
We need a theorem of M. Sweet [6] about the number of solutions of certain systems of Diophantine inequalities, which we state as a lemma, in a somewhat simplified version which fits our purposes (e.g., we take s = 1 in Sweet's notation). 
for all q ∈ Z and p ∈ Z v , with P = max |p i | sufficiently large (thus the matrix [η 1 , . . . , η v ] T has type ≤ g in Sweet's terminology). If
is increasing to infinity, we have
Proof of Proposition 2.3. As may be seen from the proof of Proposition 2.2, diam(X) is maximized if all β's are equal. Therefore we study the linear system (9)
. . , v − 1, which is obtained from the system β 0 = β 1 = . . . = β m by leaving the lower order terms out. Note that this system has a unique solution, which has γ 1 equal to σ T . Now our aim is to find x * t s ∈ Z such that the corresponding α t s are good approximations of the γ s . Let b be such that {b 
In fact, we can apply Lemma 2.7 to show that there are infinitely many solutions to this system. Set ψ(t) = t 
increases to infinity with t. As all conditions are satisfied, Lemma 2.7 allows us to conclude that the number of solutions λ(κ) of (10) with y < κ satisfies
which clearly grows to infinity as κ does.
be a solution to (10); put X = by k . Now we have
), as required. We substitute our c in (9); as we may assume that X is sufficiently large, this gives us the existence of a constant c > 0 with
This implies
Using (8), we also find
It is now easy to prove the correct lower bound for the diameter: by (9) and (12), we have
for s = 1, . . . , v −1, whereas the same estimate for β 0 and β v may be derived analogously. Hence we find 
Lower bounds for diam(X)
(ii) If diam(X) = ψ r − ϕ l for some l and r, then diam(X) = diam(ϕ n ), i.e. of the form discussed above.
(iii) If diam(X) = X − ϕ 1 , then note that we have already shown that
Here Hence we see that X of general form with very small diameter can only occur in the (finite) neighbourhood of special X with even smaller diameter. This proves the theorem.
We proceed with the proof of Theorem 1.3.
Proof of Theorem 1.3. We may assume that a 1 > . . . > a n . Put
The theorem of Dirichlet on homogeneous simultaneous Diophantine approximation [5, Corollary II.1C] guarantees the existence of infinitely many solutions (x 1 , . . . , x n ) in Z n of the inequalities
Let (x 1 , . . . , x n ) be any such solution; then
n )), and hence
upon choosing X = a n x k n , as we have done before. For our standard example k = 2, n = 3, a 1 = 3, a 2 = 2, a 3 = 1, we find ψ = 2 4 √ 1( √ 3 + √ 2) = 6.293 . . .
3.2.
Ways to obtain effective lower bounds. The ineffective nature of Schmidt's work called upon in the previous section gives no clue as to the existence or value of
In this section, we explore two approaches that one may take to obtain explicit lower bounds to diam(X).
Linear forms in logarithms.
The first approach is to apply the theory of linear forms in logarithms of algebraic numbers, as developed by Baker [1] . This results in the following theorem, which is nontrivial only when k C log C.
There exists a (very large) effectively computable constant C, depending only on a n−1 and a n , such that for all X ∈ N we have
This is an easy consequence of equation (1) of Proposition 1 in [7] : just take m = k and n = 2, and take the interval [N, N + K] equal to the smallest set around X containing all required almost powers, so that K = diam(X) (recall our definition of diameter). The result follows immediately.
Effective irrationality measures.
The second approach makes use of results concerning (possibly simultaneous) effective irrationality measures for certain sets of algebraic numbers. The most recent results along these lines that we have found, have been obtained by Bennett [3] ; for other authors, we refer to his bibliography. For a survey of the methods used in the proof of such results, see [4] . In the cited paper, Bennett shows, for instance, that (14) max{|
for all p 1 , p 2 , q ∈ Z with q > q 0 for an explicit q 0 , or for all q ∈ Z if we allow for a somewhat lower exponent. The number λ = 1.79155 is a simultaneous irrationality measure for { √ 2, √ 3}.
When comparing (14) to the Dirichlet approximation in the proof of Theorem 1.3, viz. (13), it is clear that we cannot apply this result directly to our problem, except when n = 2: instead of common denominators, the numbers whose kth roots appear in the approximation system should have common numerators. However, consider finding X of small diameter in the following setting: n = 3, k = 2, a 1 = 6, a 2 = 3, a 3 = 2. If we choose x 1 instead of x 3 as the "anchor variable" in (13), it follows that we try to find 
if X is sufficiently large. Furthermore, this lower bound for the exponent of X is trivial , resp. optimal precisely when λ is.
P r o o f. Our example shows how to derive the first assertion. As concerns the second claim, we have 1 = X 0 ≤ diam(X) as a trivial lower bound; this corresponds to λ = k, which is the trivial upper bound for λ. On the other hand, the optimal exponent for X is 1 − 1/k − 1/(k(n − 1)) − δ. This corresponds to λ = 1+1/(n−1)+kδ, which is optimal for λ as well (cf. [3] ).
For more examples, including higher values of both n and k, we refer to Bennett's paper [3] .
How to find examples of large or small diameter.
In the sequel, we generate solutions to the Diophantine approximation systems on which the proofs of Theorems 1.1 and 1.3 are based, by finding short elements in suitable lattices (cf. [9] for an overview of this technique). The computational burden of such searches may be reduced by using a suitable form of lattice basis, e.g. an L 3 -reduced basis. This has the additional notational benefit that the coefficients of the interesting lattice points with respect to the chosen basis will be small. However, we leave the actual implementation of the search to the number theory package KASH, which has a built-in feature, termed lattice enumeration, for finding all points x of a lattice such that 0 ≤ L ≤ x − x 0 ≤ R, for a lower bound L, an upper bound R, and a reference vector x 0 (which is not necessarily a lattice point) ( 1 ). We take again our standard example, k = 2, n = 3, a 1 = 3, a 2 = 2, a 3 = 1. Then, as noted above,
Let us first look for X in the order of magnitude of 10 , and with
We consider the lattice is maximal is equal to {1, 2}. Thus we have T = {1, 2} and m = 2; however, we may take either t 1 = 1 and t 2 = 2 or t 1 = 2 and t 2 = 1. We choose the former possibility; it may be noted that reversing the order changes the values of the γ s that we are about to calculate, and thus yields other examples, as these are constructed from solutions of (10) .
Solving the resulting linear system (9), we find γ 1 = We can increase diam(X) even more by taking an X of general form, as indicated in the proof of Theorem 1.2. In this case, X − 34 turns out to be the real local maximum of the diam-function, with diam(X − 34) = 310116.
Again, looking at other lattice points in the neighborhood produces more interesting examples.
Extending these computations to larger values of n and k is not difficult. For example, we have employed our algorithm to find all X between 3 · 10 , taking n = 4, k = 3, a 1 = 7, a 2 = 5, a 3 = 3, a 4 = 2. The "best" example we thus found has got x 1 = 53240, 7x of 0.664 . . . This search took KASH less than one minute on an SGI Indy workstation with an R5000 processor.
