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Abstract. We give an algorithm to compute the asymptotics of the eigen-
value distribution of quite general matricial central limit theorems. The central
limits are the so called free deterministic equivalents, which in turn are opera-
tors whose Cauchy transforms are the solutions to the equations which define
very general deterministic equivalents (a la Girko). Our algorithm is based
on the one of Belinschi, Mai and Speicher [6] and the possibility to extend it
to more general, operator-valued situations (in particular, to Benaych-Georges
rectangular spaces [9]).
1. Introduction
In this work we survey on the different techniques from free probability which
are used to study describe the asymptotic spectrum of a quite large class of random
matrices, including those very recently used to model wireless communications (see
Chapter 6 of [16] or [1]). The theory of free probability [30] is getting more and
more robust and it is quite difficult now to survey on all the aspects that make
it such an useful tool for understanding the asymptotic distributions of matrix
ensembles.
For this reason, we develop here only those aspects which lead to a quite di-
rect derivation of fixed point equations for computing asymptotic distributions of
Hermitian random matrix models.
The general model is described by a (non-commutative) polynomial P evalu-
ated on deterministic matrices and random (Wigner and Haar) matrices. These
models where described in [29] and were shown to correspond to the solutions
of the (recently more recurrent) notion of a deterministic equivalent (DE) for the
Cauchy-Stieltjes1 transform, which go back to Girko [19].
Our method is based on properties of Cauchy transforms of operators which
can be very neatly described in terms of moments, which in turn are well behaved if
we restrict to normal matrices, and in particular, to self-adjoint matrices. We thus
require the polynomial to be self-adjoint after being evaluated by a certain tuple of
random and deterministic matrices. The tools for the non-selfadjoint case are being
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1For a probability measure, we will use the Cauchy transform Gx(z) := τ((z − x)−1), which
just the negative of the Stieltjes-transform τ((x− z)−1)
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developed in [7]. The matrices that we insert in the polynomial, however, are not
required to be self-adjoint. This is one of the main directions in which we extend
[6], which was up-to-now, the only algorithm general enough to deal with large
classes of polynomials. Historically, earlier works were usually devoted to study a
specific polynomial (and sometimes even with specific inputs).
A second direction is that we do not ask the input matrices to have a fixed size.
We only require that the polynomial multiplies these matrices in such a way that
all the summands are of the same size. In particular, the condition on the sizes of
the matrices to be proportionally large as N →∞ (as it is ussually assumed when
approximating by models by their deterministic equivalent) can be very effectively
captured using the formalism of [9].
The equations obtained by our method allow to draw the distributions of most
of DE’s from [16]. For some models, such as the Wigner matrices with variance
profile, our algorithm fails to be numerically efficient. It is however, theoretically
correct and the FDE corresponds to the operator resulting from substituting in-
dependent complex gaussians by free circulars, as described already in [26]. We
should point to another recent, quite general application of operator-valued free
probability, which describes the asymptotics of block-modified random matrices in
terms of Choi Matrices [4] and relies on the free multiplicative convolution [8].
In some very broad sense, our method allows to compute Gaussian distributions
of a Central limit theorem, for which Wigner’s semicircle law is a very special, but
fundamental case. We will concentrate here merely on describing such central limits,
and not on the qualitative aspects of this convergence.
For more qualitative aspects, such as the analysis of fluctuations, or almost
sure convergence (in empirical eigenvalue distributions), a much deeper analysis of
moments must be performed. The main aspects of this analysis can already be
observed in the proof of Wigner’s semicircle law. For this reason, we begin our
survey with a sketch of Wigner’s semicircle law for the Gaussian unitary ensemble.
Then we only point out the main ideas behind the different generalizations, and we
refer to the works where such deeper analysis is performed (for the Wigner case in
[24] and for the Haar case in [13]).
Once that the contribution of the basic components (Haar and Wigner matrices
and deterministic matrices) is understood, we can apply our knowledge to a specific
polynomial to obtain its asymptotic distribution. Although we do not perform this
here, a more detailed study of the specific interactions (mixed moments) between
the constituting matrices, affects the convergence to the limit. Hence, the poly-
nomial P plays a huge role in this analysis, as it “decides” the rate in which each
specific monomial (or cumulant), will appear while computing the moments of P .
For instance, very generally speaking, the self-adjoint polynomials Z +Z∗ and
ZZ∗ have different behaviors when the arguments are replaced by random and
deterministic matrices. The moments of the polynomial ZZ∗ are all alternating in
Z, which immediately leads to better convergence properties. The shape ZZ∗ is
recurrent in the models of [16] and this explains the better convergence properties
that the authors obtain in the original works.
In particular, a deeper analysis of mixed moments allows to understand the fact
that in some of these models one is allowed to replace the deterministic matrices by
random matrices with bounded operator norms, or by matrices with some (weaker)
tightness condition.
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1.1. Statement of results. One of most natural ways of constructing a ran-
dom matrix is to let each entry be an independent copy of a given random variable
X. The distribution of X induces a probability measure P on subsets E ⊆MN (C)
of matrices. Particularly nice is the matrix Z = ZN := (
1√
N
zij)i,j≤N with in-
dependent standard complex Gaussian entries. Such random matrices are called
(non-self-adjoint) Gaussian matrices.
From a Gaussian Matrix ZN there are two immediate ways to a self-adjoint
random matrix: The Wigner matrix XN = ZN + Z
∗
N and the Wishart Matrix
WN = ZNZ
∗
N (where A
∗ denotes the Hermitian transpose of the matrix A).
Wigner started the study of the asymptotic eigenvalue distribution (AED) of
random matrices by establishing the convergence of the AED ofXN to the semicircle
law [35]. Later, it was shown that such convergence is universal (a kind of Central
Limit Theorem), as it holds even if we replace the Gaussian distribution by any
other centered distribution (under some mild moment constrains).2
Marcenko and Pastur [23] studied the second case (and several generalizations
of it). They considered first the model WN = ZNZ
∗
N , where ZN is a N ×n random
matrix with independent centered complex Gaussian entries with variance 1/n. If
N/n→ λ ∈ (0,∞), they showed that the AED of WN converges to the Marchenko-
Pastur law ν which is given by
ν =
{
(1− λ)δ0 + ν˜, if 0 ≤ λ ≤ 1,
ν˜, if 1 < λ.
where δz denotes the Dirac mass at z ∈ C and ν˜ is the measure supported on the
interval [(1−√λ)2, (1 +√λ)2], with density
dν˜(t) =
1
2pit
√
4λ− (t− 1− λ)2dt.
Equivalently, the measure ν is characterized by its Cauchy-Stieltjes transform
Gν which solves the equation
Gν(z) = (z − 1
1− λGν(z) )
−1.
The Cauchy-Stieltjes transform of a random variable X with distribution µ is de-
fined as
Gµ(z) := GX(z) := E((z −X)−1),
wherever the inverse of (z−X) exists. If X is supported on the real line, its Cauchy-
transform is defined on the whole complex upper half-plane, and its distribution
can be recovered from GX by performing a Stieltjes inversion:
dµ(t) = lim
ε↓0
− 1
pi
=GX(t+ iε).
As the complexity of the model grows, explicit expressions for the densities
quickly become intractable and one can only hope to find equations which determine
the Cauchy Transforms of the distributions. In [23], they considered also the model
ZNTnZ
∗
N , where ZN is as before and Tn is a self-adjoint deterministic matrix, such
that the eigenvalue distribution (µTn) of Tn converges to a given probability measure
2To avoid an overwhelming terminology, we will simply call “Wigner Matrices” to both the
self-adjoint and the non-self adjoint matrices with centered i.i.d entries and “Gaussian matrices”
if the entries are Gaussian. We will distinguish the two cases by using Z for the non-self-adjoint
matrices and X for the self-adjoint ones.
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µ. For this case, the Cauchy transform of the limiting distribution ν(µ) satisfies
the equation
(1.1) Gν(µ)(z) = (z −
∫
R
xdµ(x)
1− xλGν(µ)(z) )
−1
Note that the equations for Gν and Gν(µ) are both non-random and the second
equation depends on Tn only through µ. In order to eliminate randomness from
the equations, it is crucial that we let N →∞ (and hence also n→∞).
For finite N it is much harder to derive the exact eigenvalue distributions.
However, the most recent models for wireless communications involve determinis-
tic matrices with fixed finite sizes (which depend, for example, on the number of
receiving and transmitting antennas).
The heuristics behind the method of deterministic equivalents (DE) is that, if
the matrices involved in the model are large enough, one should still be able to use
the asymptotic expressions for the Cauchy transforms to obtain an approximation
of the desired distribution.
For example, a DE for the finite dimensional model ZNTnZ
∗
N is obtained by
replacing the limiting deterministic data (λ, µ) by the finite data (Nn−1, µTn) in
equation (1.1):
GN (z) = (z −
∫
R
xdµTn(x)
1− xNn−1GN (z) )
−1.
The models P =
∑k
i=1RiZiTiZ
∗
i R
∗
i and Q =
∑k
i=1RiUiTiU
∗
i R
∗
i , where the R’s
and the T ’s are deterministic and the Z’s and U ’s are, respectively, independent
Gaussians and Haar(-distributed unitary) matrices3, give further generalizations of
the Wishart ensemble.
The main contribution of this survey will be an algorithm to approximate the
distributions of very general polynomials on deterministic, Gaussian and Haar ma-
trices of different sizes. The models P and Q, are, nevertheless, illustrative enough
and they will serve as main examples throughout this work.
In [14], it was shown that a DE for the model P is given as the solution of the
system of equations:
(1.2) mN (z) =
1
N
Tr(zIN −
k∑
j=1
∫
R
xjdµTj (xj)
1− xjNn−1j ej(z)
RjR
∗
j )
−1
where nj is the size of Tj and
ei =
1
N
TrRiR
∗
i (zIN −
k∑
j=1
∫
R
xjdµTj (xj)
1− xjNn−1j ej(z)
RjR
∗
j )
−1,
A similar system of equations was provided for Q in [15]. The method of
deterministic equivalents was shown to work for some other matrix models (see
Chapter 6 of [16] for a survey on these). The equations obtained depended in
an ad-hoc way on the specific model in question and the models treated are not so
diverse (in terms of the non-commutative polynomial on which the model is based).
In [29] we proposed a new approach to deterministic equivalents: Instead of
considering approximations of the distributions of the matrix models at the level of
3We will simply refer to these in the future as “Haar matrices”
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Figure 1. 20000 Eigenvalues of Qm for Q = Q1 = R1U1T1U
∗
1R
∗
1+
R2U2T2U
∗
2R
∗
2, where R1, T1, R2, T2 are deterministic matrices of
sizes 5× 8, 5× 4, 8× 8 and 4× 4 and U1, U2 are (chopped) Haar-
Unitaries. Here m = 1 (up-left), 3 (up-right), 10 (down-left), 40
(down-right).
Cauchy transforms, we approximate the models themselves at the level of operators,
inspired by Voiculescu’s free probability theory ([31], see also [9]).
For example, from the matrix models P and Q one can construct the blown-up
models
Pm =
k∑
i=1
R
(m)
i Z
(m)
i T
(m)
i (Z
(m)
i )
∗(R(m)i )
∗, Qm =
k∑
i=1
R
(m)
i Z
(m)
i T
(m)
i (Z
(m)
i )
∗(R(m)i )
∗,
where the Z
(m)
i ’s (resp. U
(m)
i ’s) are again independent Wigner matrices (resp. Haar
matrices) and A(m) := A⊗ Im for each deterministic matrix A, so that sizes of all
the involved matrices are scaled by m.
The collection (R
(m)
1 , T
(m)
1 , Z
(m)
1 , U
(m)
1 , . . . , R
(m)
k , T
(m)
k , Z
(m)
k , U
(m)
k ) of blown-
up matrices converges (in joint non-commutative distribution as m→∞) to a very
specific collection of operators (R1, T1, c1, u1 . . . , Rk, Tk, ck, uk) defined in terms of
operator-valued free probability. In particular, the AED of Pm and Qm converge,
respectively, to the spectral distribution of the operators P∞ :=
∑k
i=1RiciTic
∗
iR
∗
i
and Q∞ :=
∑k
i=1RiuiTiu
∗
iR
∗
i (see Theorem/Definition 3.1 and Fig. 1.1).
In [29] we then used the combinatorial machinery of free probability ([27],
[25]) to show that the DE (e.g. the solution of the equations (similar to 1.2) for
QN ) is exactly the Cauchy-Transform of the Free Deterministic Equivalent Q∞.
Moreover, the heuristics behind the method of deterministic equivalents are justified
and formalized as a consequence of asymptotic freeness: Qm → Q∞ in distribution,
but Q = Q1 is already close to the limit if the involved matrices are large.
The same techniques can be applied for P and for the rest of the models in
[16] which are obtained by evaluating a fixed non-commutative polynomial on de-
terministic, Wigner and Haar matrices. The advantage of our approach is that
the definition of the FDE can be easily extended to any arbitrary non-commutative
polynomial. New models for wireless communications have been proposed using our
formalism [1]. However, up to know, the actual computation of the distribution of
P∞ was still performed in an ad-hoc way.
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Figure 2. 20000 eigenvalues from 100 realizations of Q40 (his-
togram) vs distribution of the free deterministic equivalent (FDE)
Q∞, computed with our algorithm (solid).
In this note, we give a general solution to draw the distribution of a very
large class of FDE’s (Fig. 2), following the algorithm in [6], which in turn relies
heavily on the analytic subordination phenomena to deal with operator-valued free
convolutions (developed in different instances by Biane [11], Voiculescu [33, 34],
Belinschi and Bercovici [5]), and the linearization trick, which was already sug-
gested by Voiculescu, but became quite prominent after the work of Haagerup and
Thorbjornsen ([20], see also [2]).
Our new algorithm lifts the one in [6] to the operator-valued level and relaxes
some unnecessary self-adjointness conditions.
This survey is organized as follows: In Section 2 we give a sketch of the proof
of Wigner’s Theorem. Section 3 includes all the machinery on Operator-valued free
probability which is required to formulate our general algorithm and to establish the
correspondence between the known DEs and our FDE’s. In Section 4 we implement
our algorithm to treat several examples (drawn from the literature on wireless
communications).
Acknowledgements. The author thanks the free probability work group in
Saarbru¨cken for influential discussions (specially to Tobias Mai and Roland Spe-
icher, for discussions concerning the algorithm in [6]).
2. Wigner’s Theorem
In this Section we sketch the proof of the simplest version of Wigner’s semicircle
law, namely, the Gaussian case. This will serve us for future reference when dealing
with FDE’s (which can be thought as very broad generalizations of this fundamental
result).
2.1. Moments vs cumulants. Let X : Ω → R be a random variable in a
probability space (Ω,F ,P). The moments of X are the values
E(Xn) =
∫
Ω
(X(ω))ndP(ω).
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For a large class of random variables, which includes Gaussian random variables and
random variables with compact support, the moments of X determine its proba-
bility distribution. For several random variables X1, . . . , Xk : Ω → R, we may
consider the mixed moments
E(Xn11 · · ·Xnkk ) =
∫
Ω
(X1(ω))
n1 · · · (Xk(ω))nkdP(ω).
If X1, . . . , Xk are determined by their moments, then the stochastic indepen-
dence of X1, . . . , Xk is equivalent to the fact that, for all n1, . . . , nk ≥ 0, the mixed
moments factorize
(2.1) E(Xn11 · · ·Xnkk ) = E(Xn11 ) · · ·E(Xnkk ).
For a collection of random variables X1, . . . , Xk, we define the (multivariate) clas-
sical cumulants Kn(Xi1 , . . . Xin), n ≤ 1, i1, . . . , in ≤ k, recursively as the collection
of multi-linear functionals (Kn)≥1 which satisfy the moment-cumulant formula:
E(Xi1 · · ·Xin) =
∑
pi∈P(n)
Kpi(Xi1 , · · · , Xin),
where:
Definition 2.1. P(n) := P([n]) are the set partitions; P(n) is the power set
of [n] := {1, 2, . . . , n} and each element pi = {V1, . . . , V|pi|} ∈ P([n]) decomposes the
set [n] = V1 ∪ V2 ∪ · · · ∪ V|pi| into non-empty, pairwise disjoint subsets (“blocks“)
V1, . . . , V|pi|. We write
Kpi(X1, . . . , Xn) :=
∏
V ∈pi
K|V |(XV ),
where we use the notation
K|V |(XV ) := Km(Xv1 , . . . , Xvm)
for each block V = {v1, . . . , vm} ∈ pi, v1 < · · · < vm.
For example, K1(Xi) = E(Xi) is simply the mean and K2(Xi, Xj) = E(XiXj)−
E(Xi)E(Xj) is the covariance.
For an ordered tuple X = (X1, . . . , Xk) of random variables, we call
ΦXm := Φm = {(i1, . . . , im) 7→ E(Xi1 . . . Xim) : i1, . . . , im ≤ k}
the m-th order mixed moments of (X1, . . . , Xk). Analogously we define
ΨXm := {(i1, . . . , im) 7→ Km(Xi1 , . . . , Xim) : i1, . . . , im ≤ k}
the m-th order cumulants. The collection of moment maps (ΦXm)m≤n contains
exactly the same information as the collection of mixed cumulants (ΨXm)m≤n. How-
ever, cumulants seem to organize statistical information in a nicer way.
A real random variable X is the constant random variable X = c ∈ R iff all
cumulants of degree n ≥ 2 vanish and κ1(X) = c. In fact, it is not hard to see
that, if we input a constant in any of the arguments of a cumulant of order k ≥ 2,
then the cumulant must vanish, independently from the position of the constant
argument and the rest of the arguments.
In terms of cumulants, the simplest (non-constant) random variables are the
Gaussian random variables: X has the Normal distribution N (µ, σ2) iff all cumu-
lants of degree n ≥ 3 vanish, K2(X,X) = σ2 and K1(X) = µ.
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Two random variables X,Y are independent if and only if all the mixed cu-
mulants (i.e. K2(X,Y ),K2(Y,X),K3(X,X, Y ),K3(X,Y,X),K3(X,Y, Y ), . . . etc.)
vanish. This implies in particular that the cumulants of X + Y are simply
Kn(X + Y,X + Y, . . . ,X + Y ) = Kn(X, . . . ,X) +Kn(Y, . . . , Y ).
Hence, cumulants can be used to compute additive convolutions (in fact, the
cumulants are related to the coefficients of Fourier transforms).
If X,Y are independent standard Gaussian (N (0, 1)) random variables, then
Z := X + iY has the standard complex Gaussian distribution, which can also
be characterized in terms of the mixed cumulants of Z and Z∗ := Z¯. The only
non-vanishing cumulants are
K2(Z,Z
∗) = K2(Z∗, Z) = 1.
Wick’s formula for independent complex Gaussians Z1, . . . , Zk, states that, for
any ε = (ε1, . . . , εn) ∈ {1, ∗}n, we have
(2.2) E(Zε1i1 . . . Z
εn
in
) =
∑
pi∈P2(n)
Kpi(Z
ε1
i1
, . . . , Zεnin ),
where P2(n) ⊂ P(n) denotes the subset of matchings (i.e. partitions pi ∈ P(n) such
that every V ∈ pi has exactly 2 elements). We observe that the Wick formula for
this case can be easily derived from the moment-cumulant formula: the restriction
to pairings P2(n) ⊂ P(n) follows from the fact that only the second order cumulants
of standard complex Gaussians may not vanish. Furthermore, any block (r, s) of pi
should not match independent variables (since the mixed cumulant, and hence Kpi
would vanish).
However, going over cumulants to compute E(Zε1i1 . . . Z
εn
in
) seems more like a
detour in this case. We could simply compute E(Zε1i1 . . . Z
εn
in
) by a direct application
of the factorization in eq. (2.1). Our Wick formula (2.2) will be very useful when
we go over to random matrices.
2.2. Gaussian matrices and Wigner’s semicircle law. Let Z = ZN :=
( 1√
N
zij)i,j≤N be a matrix with independent standard complex Gaussian entries
(zij)i,j≤N (the choice of the normalization 1√N will be clear later).
In [35] Wigner described the asymptotic eigenvalue distribution (as N → ∞)
of the (necessarily real) eigenvalues of XN = (ZN +Z
∗
N )/
√
2 (where A∗ denotes the
Hermitian transpose of A).
Since X(ω) = (X(ω))∗ for any realization of X, we can diagonalize
X(ω) = U(ω)D(ω)(U(ω))∗,
where D = diag(λ1(ω), . . . , λN (ω)) and hence for all k ≥ 0, we have
1
N
Tr(Xk(ω)) =
1
N
Tr((U(ω)D(ω)(U(ω))∗)k) =
1
N
Tr(U(ω)D(ω)k(U(ω))∗)
=
1
N
Tr(D(ω)k)
=
1
N
∑
i≤N
(λi(ω))
k.
For each ω, expression 1N
∑
i≤N (λi(ω))
k can be identified as the k-th moment of
the real random variable Λ(X(ω)), with discrete probability measure µX(ω) which
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assigns a mass of 1/N to each eigenvalue of X(ω). The averaged eigenvalue dis-
tribution (AED) µX is the distribution of the random variable Λ(X) obtained by
averaging all such Λ(X(ω)), ω ∈ Ω against P. More specifically, it is the probability
measure µXN with k-th moment equal to
1
NE(
∑
i≤N λ
k
i ). We want to describe µXN
when the size N →∞. Let us denote τN := 1NTr.
Instead of computing the (rather complicated) joint distributions of (λ1, λ2, . . . , λN ),
we compute the moments
E ◦ τN (Xk(ω)) = 1
N
E(
∑
i≤N
λki ),
which depend on the entries of our matrices in a polynomial way, hoping that we
will be able to identify them as moments of a probability measure. Indeed, this will
be the case, and for this, it will be convenient to work first directly with Z and Z∗
and symmetrizing only at the very end.
In general, we would like to compute, for all k ≥ 1 and every ε = (ε1, . . . , εn) ∈
{1, ∗}k
E ◦ τN (Zε1 , . . . , Zεk).
As an example, let us consider the fourth order mixed moment ε = (1, ∗, ∗, 1),
we have
(2.3) E ◦ τN (ZZ∗Z∗Z) = 1
N3
∑
i1,...,i4≤N
E(zi1i2 z¯i3i2 z¯i4i3zi4i1)
By Wick’s Formula,
E(zi1i2 z¯i3i2 z¯i4i3zi3i1) =
∑
pi∈P2(4)
Kpi(zi1i2 , z¯i3i2 , z¯i4i3 , zi4i1).
There are 3 pairings of {1, 2, 3, 4}, namely pi1 = {{1, 2}{3, 4}}, pi2 = {{1, 3}{2, 4}},
pi3 = {{1, 4}{2, 3}}. Since the zij ’s are complex Gaussian random variables, pi3 will
vanish (independently of the choice of i1, . . . , i4) since it will never match a zij with
z¯ij , which is a necessary condition for the cumulant not to vanish. Hence
E ◦ τN (ZZ∗Z∗Z) = 1
N3
∑
i1,...,i4≤N
Kpi1(zi1i2 , z¯i3i2 , z¯i4i3 , zi4i1)(2.4)
+
1
N3
∑
i1,...,i4≤N
Kpi2(zi1i2 , z¯i3i2 , z¯i4i3 , zi4i1)(2.5)
Since the entries are independent standard complex Gaussians, each partition im-
poses restrictions on the indices for the cumulants not to vanish, namely
Kpi1(zi1i2 , z¯i3i2 , z¯i4i3 , zi4i1) = K2(zi1i2 , z¯i3i2)K2(z¯i4i3 , zi4i1) = δi1i3δi3i1 ,
Kpi2(zi1i2 , z¯i3i2 , z¯i4i3 , zi4i1) = K2(zi1i2 , z¯i4i3)K2(z¯i3i2 , zi4i1) = δi1i4δi3i2δi3i4δi2i1 ,
Hence we need only to count the number of free indices in order to obtain the
contribution of each partition. For this case we obtain
E ◦ τN (ZZ∗Z∗Z) = 1 + 1/N2.
As N → ∞ only the contribution of pi1 will survive. For a general moment
of order k, an easy inductive argument shows that a pairing pi ∈ P2(k) can only
contribute in the limit if pi ∈ NC2(k) ⊂ P2(k) is a non-crossing pairing (i.e. there
is no quadruple 1 ≤ a < b < c < d ≤ k such that a, c ∈ Vi, b, d ∈ Vj where Vi 6= Vj
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are blocks of pi). In addition, we must have that, for each matching {a, b} ∈ pi,
εa 6= εb (in contrast to pi3 above). Hence, for computing the asymptotics of a
general moment we need to find
(2.6)
1
N1+k/2
∑
i1,...,ik≤N
pi∈NC2(k)
Kpi(z
ε1
i1i2
, zε2i2i3 , . . . , z
εk
iki1
) = |NCε(k)|,
where pi ∈ NCε(k) ⊆ NC2(k) iff εa 6= εb for each pair {a, b} ∈ pi.
Now, since X = (Z + Z∗)/
√
2, we have that
lim
N→∞
E ◦ τN (Xk) = 1
N1+k/22k/2
∑
i1,...,ik≤N
ε=(ε1,...,εk)∈{1,∗}k
pi∈NC2(k)
Kpi(z
ε1
i1i2
, zε2i2i3 , . . . , z
εk
iki1
).
If we fix a non-crossing pairing pi ∈ NC2(k), there are 2k/2 non-vanishing choices
for ε (for each block of (a, b) ∈ pi, we can have (εa, εb) equal to either (1, ∗) or
(∗, 1)). Hence, after summing over all free indices and all ε ∈ {1, ∗}k, each non-
crossing pairing contributes with 1 to the moment in the limit. It is well-known
that the number of non-crossing pairings |NC2(k)| are counted by the Catalan
numbers Cn :=
1
n+1
(
n
2n
)
, which in turn, are the even moments of the semicircular
distribution supported on [−2, 2] with density
dµ(t) =
1
2pi
√
4− t2.
Hence the assertion follows.
In the next section we introduce Voiculescu’s free probability theory for non-
commutative random variables, which allows to treat random matrices as random
variables. One of the key ideas is to think of τN =
1
NE ◦ Tr as a generalization of
the expectation E in classical probability.
3. Operator-Valued Free Probability
Voiculescu’s free probability [30] is a prominent branch of non-commutative
probability, where the classical probabilistic notion of moments (with respect to
the expectation) is extended to more general linear functionals τ : A → C on a
C∗-(or W ∗-)algebra A. A crucial step in the development of free probability was
to further extend this to cover the classical notion of conditional expectation [32].
Definition 3.1. Let A be a unital ∗-algebra and let C ⊆ B ⊆ A be a ∗-sub-
algebra. A B-probability space is a pair (A,F), where F : A → B is a conditional
expectation, that is, a linear map satisfying:
F (bab′) = bF(a)b′, ∀b, b′ ∈ B, a ∈ A
F (1) = 1.
The elements a ∈ A are called (non-commutative) random variables and the
pair (A,F) is called a B-valued probability space. The situation B = C is usually
highlighted by writing τ instead of F and the pair (A, τ) is then called a (scalar-
valued) non commutative probability space (NCPS).
The main virtue of Definition 3.1 is that we can treat simultaneously classical
random variables and deterministic matrices in the same framework. These spaces
are important building blocks for many interesting examples.
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Examples 3.2. (1). Complex-valued random variables in a classical probability
space (Ω,F ,P) can be thought as a NCPS (A, τ) with involution given by complex
conjugating the random variables and τ := E being the usual expectation. Any
sub-sigma algebra H ⊂ F induces a conditional expectation. This means a map
X 7→ E(X|H), where for any E ∈ H,∫
E
E(X|H)dP =
∫
E
XdP.
In particular for the trivial sub-sigma algebra H1 = {∅,Ω} we recover the usual
expectation and for H2 = F we obtain the identity map E(X|H2) = X.
(2) The NCPS (A := MN (C), τN := 1NTr) of complex N × N matrices with
the normalized trace is a ∗-probability space (with involution given by the Hermitian
transpose). As we saw in the previous section, if X ∈ MN (C) is Hermitian, we
may diagonalize X = UDU∗ and realize that
τ(Xk) = τ(UDkU∗) = τ(Dk) =
1
N
N∑
i=1
λi(X)
k =
∫
R
xkµX(dt),
where λ1(X) ≤ · · · ≤ λN (X) are the eigenvalues of X and µX = 1N
∑
i=1 δλi(X).
Hence (τ(ak))k≥1 are the moments (in the usual, probabilistic sense) of the
averaged eigenvalue distribution µX . Such a correspondence between moments and
probability distributions (on the complex plane) works not only for Hermitian ma-
trices but for general normal matrices (which in particular include all Hermitian,
Skew-Hermitian and Unitary matrices).
Combining (via the algebraic tensor product) a classical probability space
(A,E) with the NCPS of deterministic matrices (MN (C), τN ) yields the NCPS
(A ⊗MN (C),E ⊗ τN ), which can be identified with the space of matrices with
random entries drawn from A. In this way, random matrices can be treated as non
commutative random variables.
Examples 3.3. Let (A, τ) be a NCPS.
(1). Let p1, . . . , pk ∈ A be pairwise orthogonal projections with 1A = p1 + · · ·+
pk. There exist a unique conditional expectation F : A → 〈p1, . . . , pk〉 compatible
with τ in the sense that τ ◦ F = τ , explicitly given by
F(a) =
∑
i≤k
τ(pi)
−1τ(piapi).
(2). Consider the algebra MN (A) ∼= MN (C)⊗A of N×N matrices with entries
in A. The maps
F3 : (aij)ij 7→ (τ(aij))ij ∈MN (C),(3.1)
F2 : (aij)ij 7→ (δijτ(aij))ij ∈ DN (C),(3.2)
F1 : (aij)ij 7→
N∑
i=1
1
N
τ(aii)IN ∈ C · IN(3.3)
are respectively, conditional expectations onto the algebras Mn(C) ⊃ Dn(C) ⊃ C·IN
of constant matrices, diagonal matrices and multiples of the identity. Note that
(MN (C)⊗A,F1) is a scalar-valued NCPS.
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The generality of non-commutative random variables allowed Voiculescu to
define a parallel notion to (conditional) independence, which he called freeness
(with amalgamation).
Definition 3.4. Let (A,F) be a B-probability space and let a¯ := a − F(a)1A
for any a ∈ A. The ∗-sub-algebras B ⊆ A1, . . . , Ak ⊆ A are B-free (or free over B,
or free with amalgamation over B) (with respect to F) iff
(3.4) F(a¯1a¯2 · · · a¯m) = 0,
for all m ≥ 1 and all tuples a1, . . . , am ∈ A such that ai ∈ Aj(i) with j(1) 6= j(2) 6=
· · · 6= j(m) (note that, for example, j(1) = j(3) is allowed).
Subsets S1, . . . , Sk ⊂ A are B-free if so are the ∗-sub-algebras 〈S1,B〉, . . . , 〈Sk,B〉.
Free probability is a realm, parallel to classical probability, where the factor-
ization of expectations (Eq. 2.1) given by classical independence is replaced by
freeness. Many fundamental theorems from classical probability, such as the con-
vergence to the Central Limit or the Law of small numbers can be translated to
the free setting.
In particular, by just replacing independence by free independence and working
algebraically, the free Central Limit (i.e. the limiting distribution of SN =
1√
N
(a¯1 +
· · ·+ a¯N ) for free self-adjoint, identically distributed elements (ai)i≥1) turns out to
be Wigner’s semicircle law, whereas the free analog of the law of small numbers is
the Marchenko-Pastur distribution (also known as free Poisson), which is the (also
universal) limit of singular-value distributions of Wishart matrices.
In his seminal work [31], Voiculescu constructed free operators inspired by these
pioneering results on the asymptotics of random matrices. In order to state his
results on asymptotic freeness, we need to define special non-commutative random
variables, and the notion of convergence in non-commutative distribution.
Definition 3.5. Let (A, τ) be a NCPS.
(1). A random variable c ∈ A is a circular element iff, for any k ≥ 1 and
ε = (ε1, . . . , εk) ∈ {1, ∗}k, the mixed moment on (c, c∗) are
τ(cε1cε2 . . . cεk) = |NCε(k)|.
(2). A random variable u ∈ A is a Haar-unitary iff u∗u = 1 = uu∗ and
τ(uk) = 0 for all k ≥ 1.
Note that c is not a normal operator, (for example, τ(ccc∗c∗) = 1 6= 2 =
τ(cc∗cc∗) which would be equal if c∗c = cc∗). However, by Equation 2.7 (and
the discussion afterwards), it is easy to see that the self-adjoint random variable
s = 2−1/2(c+ c∗) has the standard semicircular distribution.
Definition 3.6. (1). For an ordered tuple a = (a1, . . . , ak) of random vari-
ables, we define the distribution of a as the collection Φ(a) := (Φm)m≥1 of maps
Φm : {(i1, . . . , im) 7→ τ(ai1 . . . aim) : i1, . . . , im ≤ k},
If a = (a1, . . . , ak) ∈ Ak1 and b = (b1, . . . , bk) ∈ Ak2 are tuples of random vari-
ables in (possibly different) NCPS (A1, τ1), (A2, τ2), such that τ1(ai1 . . . aim) =
τ2(bi1 . . . bim) for all m ≥ 1 and all 1 ≤ i1, . . . , im ≤ k, we say that a and b have
the same distribution and we write a ∼ b
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(2). Let (AN , τN ), N ≥ 1, and (A, τ) be C-probability spaces and let (a(N)1 , . . . , a(N)k ) ∈
AkN , (a1, . . . , ak) ∈ Ak be such that
lim
N→∞
τN ((a
(N)
i1
) · · · (a(N)ir )) = τ(ai1 · · · air ),
for all r ≥ 1, 1 ≤ i1, . . . , im ≤ k Then we say that (a(N)1 , . . . , a(N)k ) converges in
distribution to (a1, . . . , ak) and we write (a
(N)
1 , . . . , a
(N)
k )→ (a1, . . . , ak).
3.1. Asymptotic freeness of Random Matrices.
Theorem 3.7. For each N ≥ 1, let Z(N)1 , . . . , Z(N)p and U (N)1 , . . . , U (N)q be
N × N independent Wigner and Haar unitary matrices. Let D(N)1 , . . . , D(N)r be
deterministic matrices, such that, for any k ≥ 1 and 1 ≤ j1, . . . , jk ≤ r there exist
a constant c(j1, . . . , jk) ∈ C such that
(3.5) lim
N→∞
1
N
Tr((D
(N)
j1
)(D
(N)
j2
) · · · (D(N)jk )) = c(j1, . . . , jk).
Then, as N →∞,
(X
(N)
1 , . . . , X
(N)
p , U
(N)
1 , . . . , U
(N)
q , D
(N)
1 , . . . , D
(N)
r )→ (s1, . . . , sp, u1, . . . uq, d1, . . . dr)
where s1, . . . , sp, u1, . . . uq, d1, . . . dr are elements in some ∗-probability space (A, τ)
whose joint-distribution is determined by the following conditions:
• ci is a circular element for all i ≤ p.
• ui is a Haar-unitary for all i ≤ q.
• τ(di1di2 · · · dik) = c(i1, . . . , ik), for any k ≥ 1, 1 ≤ i1, . . . , ik ≤ r.
• The algebras 〈s1〉, . . . , 〈sp〉, 〈u1, u∗1〉, . . . , 〈uq, u∗q〉, 〈d1, . . . , dr〉 are (C-)free.
Theorem 3.7 generalizes Wigner’s semicircle law in several directions. It allows
us to compute the asymptotic mixed moments of
(X
(N)
1 , . . . , X
(N)
p , U
(N)
1 , . . . , U
(N)
q , D
(N)
1 , . . . , D
(N)
r )
by means of the rule of free independence (3.4), in terms of the individual as-
ymptotic moments of X
(N)
1 , . . . , X
(N)
p , U
(N)
1 , . . . , U
(N)
q and the (given) asymptotic
mixed moments of (D
(N)
1 , . . . , D
(N)
r ). A nice way to understand how these mixed
moments are calculated is in terms of free cumulants (see Section 3.3).
Our combinatorial proof of the Gaussian case in Section 2 will be our main
reference to indicate how the different generalizations work.
• Relaxing Gaussian condition.
Let us consider first a single matrix Z. Again, we need to study
(3.6)
1
N
E ◦ Tr(Zε1 , . . . , Zεk) = 1
N1+k/2
∑
i1,...,ik≤N
pi∈P(k)
Kpi(z
ε1
i1i2
, zε2i2i3 , . . . , z
εk
iki1
).
For the Gaussian case all cumulants of order different than 2 vanished and hence
our sum ran over P2(k). Then we noticed that only pi ∈ NC2(k) actually matter in
the limit.
If Z is no longer Gaussian, we need to consider partitions pi ∈ P(k) such that
all blocks of pi are of size greater or equal to 2, but pi ∈ P(k) needs not in principle
to be in P2(k). Blocks of size 1 are still not allowed because the entries of Z are
all centered. The important observation is that the number of different cumulants
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to be considered depends only on the size k of the moment in question (and does
not grow with N , which, for each pi, only affects the number of choices for each free
index).
If we allow pi to have bigger blocks, it is intuitive that the contribution of pi
will vanish in the limit since it will imply that more indices need to be identified.
This can be shown by induction.
• Several Wigner Matrices.
Going from one Wigner matrix to several is not hard. We now need to consider the
more general expression, for j1, . . . , jk ≤ p
1
N
E ◦ Tr(Zε1j1 , . . . , Zεkjk ) =
1
N1+k/2
∑
i1,...,ik≤N
pi∈P(k)
Kpi(z
ε1;j1
i1i2
, zε2;j2i2i3 , . . . , z
εk;jk
iki1
),
where now the blocks of pi ∈ P(n) should also respect the labels indicated by
j = (j1, . . . , jk). Such restriction can be then carried out to the very end. In the
limit, the sum will again run over non-crossing pairings pi ∈ NCε(n) ⊂ NC2(n)
with the additional condition that for all (a, b) ∈ pi, ja = jb. We will see later in
Section 3.3 that this characterizes a free family of circular operators.
• Wigner matrices and deterministic matrices.
If we now allow deterministic matrices to operate between our Wigner matrices
we need to compute expressions of the form
1
N
E ◦ Tr(Dj0Zε1j1Dj2 , . . . , Zεkj2k−1Dj2k).
More generally, we are interested in estimating
1
N1+k/2
∑
i0,...,i2k+1≤N
pi∈P(2k+1)
Kpi(d
(j0)
i0i1
, zε1i1i2 , d
(j2)
i2i3
, zε2i3i4 , . . . , z
εk
i2k−1i2k , d
(j2k)
i2ki2k+1
).
Since the dij ’s are constants, {{1}, {3}, . . . , {2k+ 1}} ⊂ pi, otherwise the cumulant
vanishes. Therefore, we need only to consider partitions of P(2, 4, . . . , 2k) ∼= P(k).
As an example, let us assume that we only have a single Gaussian matrix and
consider the pairing {{1, 3}{2, 7}{4, 5}{6, 8}} and ε = (1, ∗, ∗, 1, ∗, 1, 1, ∗). Again,
each block corresponds to a cumulant which imposes identifications of some indices:
h0 := i0, h1 := i1 = i6, h2 := i2 = i5, h3 := i4 = i13, h4 := i3 = i14,
h5 := i7 = i10, h6 := i8 = i9, h7 := i11 = i16, h8 := i12 = i15, h9 := i17
The contribution of pi will be Kpi(z, z¯, z¯, z, z¯, z, z, z¯) (which is one in this case,
and does not depend on N in general), times Tr(Dpi,ε), where
Dpi,ε =
∑
h0,...,h9≤N
d
(j0)
i0i1
d
(j2)
i2i3
. . . d
(j2k)
i2ki2k+1
.
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For our example the sum Dpi,ε is given by:
Dpi,ε =
∑
h0,...,h9≤N
d
(j0)
i0i1
d
(j2)
i2i3
d
(j4)
i4i5
d
(j6)
i6i7
d
(j8)
i8i9
d
(j10)
i10i11
d
(j12)
i12i13
d
(j14)
i14i15
d
(j16)
i16i17
(3.7)
=
∑
h0,...,h9≤N
d
(j0)
h0h1
d
(j2)
h2h4
d
(j4)
h3h2
d
(j6)
h1h5
d
(j8)
h6h6
d
(j10)
h5h7
d
(j12)
h8h3
d
(j14)
h4h8
d
(j16)
h7h9
(3.8)
=
∑
h0,...,h9≤N
(d
(j0)
h0h1
d
(j6)
h1h5
d
(j10)
h5h7
d
(j16)
h7h9
)(d
(j4)
h3h2
d
(j2)
h2h4
d
(j14)
h4h8
d
(j12)
h8h3
)(d
(j8)
h6h6
)(3.9)
= Dj0Dj6Dj10Dj16Tr(Dj4Dj2Dj14Dj12)Tr(Dj8),(3.10)
Hence
1
N1+k/2
Tr(Dpi,ε) =
1
N5
Tr(Dj0Dj6Dj10Dj16)Tr(Dj4Dj2Dj14Dj12)Tr(Dj8)
=
1
N2
[τN (Dj0Dj6Dj10Dj16)τN (Dj4Dj2Dj14Dj12)τN (Dj8)]
→ 1
N2
c(j0, j6, j10, j16)c(j4, j2, j14, j12)c(j8)
→ 0.
The Gaussian case here is notably easier than the general Wigner case. Pair parti-
tions are quite convenient because they identify pairs of indices, which allows us to
order the dij in cycles as we did above. Then one can show inductively that only
non-crossing pairings matter in the limit, as these produce the maximum number
of cycles.
For the general, non-Gaussian case, where cumulants of order greater than 2
are allowed, more than two indices may be identified and such cyclic reordering
of the dij is not possible in general. In [24], the authors associate a graph to
each partition and calculate sharp estimates to prove not only that non-crossing
pair partitions are the only non-vanishing contribution, but also stronger forms
convergence which depend on more delicate analysis of the contribution of these
partitions. Alternatively, one may use concentration of measure [3].
• Haar Matrices
The joint distribution of the entries of a Haar-distributed unitary matrix UN =
(uij)i,j≤N is quite complicated. The entries uij are known to fulfill the Wick formula
E(ui1j1 . . . uiqjq u¯i′1j′1 . . . u¯i′qj′q ) =
∑
ρ,σ∈Sq
δi1i′ρ(1) . . . δiqi
′
ρ(q)
δj1j′σ(1) . . . δjqj
′
σ(q)
Wg(N, ρσ−1),
where, for each N , the Weingarten function WgN : Sq → C is some class function
whose values depend on characters of representations of symmetric groups.
The leading term of the Weingarten function can be obtained from the asymp-
totic expansion
Wg(N, σ) = N−n−|σ|
∏
i
(−1)l(αi)−1C(l(αi)−1) +O(N−n−|σ|−2),
where the permutation σ = α1 . . . αk ∈ Sn is a product of cycles α1, . . . , αk of
lengths l(αi), Ck is the k-th Catalan number and |σ| is the minimum number of
transpositions required to express σ.
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One may perform an asymptotic analysis, similar to the ones that we did for
the Wigner case, to conclude hat the asymptotic mixed moments of the matrices
are computed according to the rules described in Theorem 3.7 (see [12], [13]).
Remarks 3.8. (1). Voiculescu’s theorem covers Wishart matrices as well: If
p, c are free, c is a circular element and p is a projection, a Wishart matrix of
parameter λ > 0 can essentially be viewed asymptotically as a scalar multiple of
cpc∗ or pcc∗p (depending on whether λ ≤ 1 or not).
(2). There exist a stronger version of freeness, called second-order freeness,
which allows to control fluctuations of random matrices. Second order freeness is
achieved (see [3] or [24]) if we slightly strengthen the assumptions on our matrices,
by either asking all Wigner random matrices to be Gaussian matrices, or by asking
all deterministic matrices to be diagonal. Under such conditions, the empirical
eigenvalue distribution of any polynomial
P (X
(N)
1 , . . . , X
(N)
p , U
(N)
1 , . . . , U
(N)
q , D
(N)
1 , . . . , D
(N)
r )
converges almost surely to the spectral distribution of P (s1, . . . , sp, u1, . . . uq, d1, . . . dr).
Freeness leads quite immediately to matrix-valued freeness: If A1, . . . , Ak are
free in (A, τ), then the algebras Mn(C) ⊗ A1, . . . ,Mn(C) ⊗ Ak of matrices with
entries in A1, . . . , Ak are in general not free over C (w.r.t. 1nTr ⊗ τ). They are,
however Mn(C)-free (w.r.t. idMn(C)⊗ τ). Below is a slightly more general assertion
of this simple but fundamental result.
Proposition 3.9. Let (A,F) be a B-probability space, and consider the Mn(B)-
valued probability space (Mn(C) ⊗ A, id ⊗ F). If A1, . . . , Ak ⊆ A are B-free, then
(Mn(C)⊗A1), . . . , (Mn(C)⊗Ak) ⊆ (Mn(C)⊗A) are (Mn(B))-free.
Proof. Let a(1), . . . , a(m) ∈ Mn(C) ⊗ A be such that a(i) ∈ Mn(C) ⊗ Aj(i)
with j(1) 6= j(2) 6= · · · 6= j(m). Observe that
a(i) = a(i) − (id⊗ F)(a(i)) = ((a(i)rs )− F(a(i)rs ))rs≤n = (a(i)rs )rs≤n.
Hence
(3.11)
(id⊗ F)((a(1)) · · · (a(m))) =
n∑
i0,...,im=1
(F((a
(1)
i0i1
)(a
(2)
i1i2
) · · · (a(m)im−1im)))i0im = 0.

Now that the main aspects of Voiculescu’s asymptotic freeness results have
been understood, we use Benaych-Georges generalization to rectangular spaces.
For our convenience, the version we present is specialized to the situation where
the deterministic matrices are blown-up so that condition 3.5 holds trivially. This
allows us to directly define free deterministic equivalents.
Theorem/Definition 3.1 ([10]/[29]). Let N, k ≥ 1 be fixed and let P1, . . . , Pk
be pairwise orthogonal projections such that IN = P1 + · · ·+ Pk.
Let D1, . . . , Dr be deterministic matrices, with Di = Ph1(i)DiPh2(i) for some
1 ≤ h1(i), h2(i) ≤ k.
For each m ≥ 1 and A ∈ {P1, . . . , Pk, D1, . . . , Dr}, let A(m) := A ⊗ Im. Con-
sider now a space ANm of Nm ×Nm of random matrices and let Z(m)1 , . . . , Z(m)p
and U
(m)
1 , . . . , U
(m)
q be independent random matrices, such that
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(1). For each i ≤ p, X(m)i = P (m)j(i) X(m)i P (m)j(i) is a non-self-adjoint Wigner
Matrix when restricted to the compressed space P
(m)
j(i) ANmP (m)j(i) for some 1 ≤ j(i) ≤
k.
(2). For each i ≤ q, U (N)i = P (N)h(i)U (N)i P (N)h(i) is a Haar-unitary random matrix
when restricted to the compressed space Ph(i)ANmPh(i) ⊗Mm(C), for some 1 ≤
h(i) ≤ k. Then
(X
(m)
1 , . . . , X
(m)
p , U
(m)
1 , . . . , U
(m)
q , D
(m)
1 , . . . , D
(m)
r )→ (c1, . . . , cp, u1, . . . uq, D1, . . . Dr)
where c1, . . . , cp, u1, . . . uq, D1, . . . Dr are elements in a rectangular probability space
(A, τ) (with (D1, . . . , Dr, P1, . . . , Pk) ⊂MN (C) ⊂ A) and such that:
(i). For all i ≤ p, ci = Pj(i)ciPj(i) is circular in the compressed space Pj(i)APj(i).
(ii). For all i ≤ q, ui = ph(i)uiph(i) is a Haar-unitary in the compressed space
Ph(i)A(C)Ph(i).
(iii). The algebras 〈c1〉, . . . , 〈cp〉, 〈u1, u∗1〉, . . . , 〈uq, u∗q〉, 〈D1, D∗1 . . . , Dr, D∗r〉 are
free with amalgamation over 〈P1, . . . Pk〉.
In particular, for any fixed non-commutative polynomial
Q(z1, z
∗
1 . . . , zp, z
∗
p , y1, y
∗
1 , . . . , yq, y
∗
q , w1, . . . , yr),
such that the ensemble
Qm := Q(Z
(m)
1 , (Z
(m)
1 )
∗ . . . , (Z(m)p )
∗, U (m)1 , (U
(m)
1 )
∗ . . . , (U (m)q )
∗, D(m)1 , . . . , D
(m)
r )
is self-adjoint (i.e. Qm = Q
∗
m), then Qm converges in AED to its Free Deterministic
Equivalent
Q∞ := Q(c1, c∗1 . . . , cp, c
∗
p, u1, u
∗
1, . . . , uq, u
∗
q , D1, . . . , Dr)
In order to perform numerical computations, it will be convenient to supress
unitaries whenever we deal with randomly rotated deterministic matrices.
3.2. Rotated families of deterministic matrices and elimination of
unitaries. If sub-algebras 〈A,B〉 ⊂ A are free from 〈u, u∗〉, where u is a Haar
unitary , and (a1, . . . , ap) ∈ Ap, (b1, . . . , bq) ∈ Bq, then the joint distribution of
(a˜1, . . . , a˜p, b1, . . . bq), where a˜i = uaiu
∗ is completely determined: {a˜1, . . . , a˜p} and
{b1, . . . bq} are free and (a˜1, . . . , a˜p) ∼ (a1, . . . , ap). Roughly speaking, conjugating
a family of variables by a free Haar-unitary does not alter the distribution of the
family and makes it free from a second family of variables.
The fact that (a˜1, . . . , a˜p) ∼ (a1, . . . , ap) is trivial by the tracial property of τ .
Hence we only need to show that 〈ua1u∗, . . . , uapu∗〉 and 〈b1, . . . , bq〉 are free.
Let a(1), . . . , a(k) ∈ 〈a1, . . . , ap〉 and b(1), . . . , b(k) ∈ 〈b1, . . . , bq〉. We note that
a(j) ∈ 〈a1, . . . , ap〉 iff ua(j)u∗ ∈ 〈ua1u∗, . . . , uapu∗〉. Since τ(ua(j)u∗) = τ(a(j)) and
τ(u) = 0 = τ(u∗), we have that uau∗ = ua(j)u∗.
Hence
τ((ua(1)u∗)b(1) · · · (ua(k)u∗)b(k)) = τ(ua(1)u∗b(1) · · ·ua(k)u∗b(k)),
τ(b(1)(ua(1)u∗) · · · b(k)(ua(k)u∗)) = τ(b(1)ua(1)u∗ · · ·ua(k−1)u∗b(k)),
τ((ua(1)u∗)b(1) · · · b(k−1)(ua(k)u∗)) = τ(ua(1)u∗b(1) · · · b(k−1)ua(k)u∗),
τ(b(1)(ua(1)u∗) · · · (ua(k−1)u∗)b(k)) = τ(b(1)ua(1)u∗ · · ·ua(k−1)u∗b(k)).
By freeness of 〈a1, . . . , ap, b1, . . . , bq〉 and {u, u∗} all the RHS expressions vanish
and the freeness of 〈ua1u∗, . . . , uapu∗〉 and 〈b1, . . . , bq〉 is established.
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P0
T1, P1
u1, u
∗
1
R1 Rk
R∗1
R∗k
. . .
...
. . .
Tk, Pk
uk, u
∗
k
Figure 3. Embedding of the operators forming Q = Q∞ on a Rectangular Space
The same statement (with the same proof) holds for several randomly rotated
collections:
Proposition 3.10. Let A0, . . . , Ak ⊆ A be ∗-sub-algebras of a ∗-probability
space (A, τ) and let u1, . . . , uk ∈ A be Haar-unitary elements, such that 〈A0, . . . , Ak〉,
〈u1, u∗1〉, . . . , 〈uk, u∗k〉 are free. For 0 ≤ j ≤ k, let (a(j)1 , a(j)2 , . . . , a(j)p(j)) ∈ Ap(j)j . Then
(a
(0)
1 , . . . , a
(0)
p(0), u1a
(1)
1 u
∗
1, . . . , u1a
(1)
p(1)u
∗
1, . . . , uka
(k)
p(k)u
∗
k)(3.12)
∼ (a(0)1 , . . . , a(0)p(0), a˜(1)1 , . . . , a˜(1)p(1), . . . , a˜(k)p(k)),(3.13)
where 〈a(0)1 , . . . , a(0)p(0)〉, 〈a˜(1)1 , . . . , a˜(1)p(1)〉, . . . , 〈a˜(k)1 , . . . a˜(k)p(k)〉 are free and (a˜(j)1 , . . . a˜(j)p(j)) ∼
(a
(j)
1 , . . . a
(j)
p(j)), for j ≤ k.
By the previous proposition we may, for example, reduce the problem of inves-
tigating the distribution of a+ ubu∗ to that of the sum of free copies a˜+ b˜.
For our example Q∞ =
∑k
i=1RiuiTiu
∗
iR
∗
i , it is convenient to think that the
operators forming Q∞ (as well as the matrices forming Qm), are embedded in a
rectangular probability spaceA, as illustrated in Fig. 3 (where N˜ := N+n1+· · ·+nk
and P0, . . . , Pk ∈ MN˜ ⊂ A are such that Tr(P0) = N and Tr(Pi) = ni). Let
R =
∑k
i=1Ri, U =
∑k
i=1 ui and T =
∑k
i=1 Ti, then we have that the desired
distribution (of Q∞) is just that of the element RUTU∗R∗ in the compressed space
P0AP0. Just as in the scalar case, where the unitaries conjugating a variable may
be removed, provided that the conjugated variable becomes free from the rest, the
element RUTU∗R∗ can be thought as R˜T˜ R˜, where R˜, T˜ are free over 〈P0, . . . , Pk〉.
Proposition 3.11. Let (A,F) be a D := 〈p1, . . . , pk〉rectangular probability
space. Let A1, A2 ⊂ A and U = u1 +u2 + · · ·+uk ∈ A be such that 〈D1, D2〉, U are
D-free and uj = pjujpj is a Haar unitary in the compressed space pjApj. Then
D1, UD2U
∗ are D-free.
Proof. Just replace τ by F in Prop. 3.10. 
In [29] we showed that the Cauchy Transforms of our FDE’s satisfy the Equa-
tions in [16]. In order to re-derive their equations, we needed to understand how
the mixed moments of free random variables are calculated. In the next section we
list the main tools for showing this correspondence.
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3.3. Combinatorics and Cumulants. Recall Definition 2.1. A partition
pi ∈ P(n) is non-crossing if there is no quadruple of elements 1 ≤ i < j < k < l ≤ n
such that i ∼pi k, j ∼pi l and i 6∼pi j. The non-crossing partitions of order n form a
sub-poset of P(n) which we denote by NC(n).
For n ∈ N, a C-multi-linear map f : An → B is called B-balanced if it satisfies
the B-bilinearity conditions, that for all b, b′ ∈ B, a1, . . . , an ∈ A, and for all
r = 1, . . . , n− 1
f (ba1, . . . , anb
′) = bf (a1, . . . , an) b′
f (a1, . . . , arb, ar+1, . . . , an) = f (a1, . . . , ar, bar+1 . . . , an)
A collection of B-balanced maps (fpi)pi∈NC is said to be multiplicative with
respect to the lattice of non-crossing partitions if, for every pi ∈ NC, fpi is computed
using the block structure of pi in the following way:
• If pi = 1ˆn ∈ NC (n), we just write fn := fpi.
• If 1ˆn 6= pi = {V1, . . . , Vk} ∈ NC (n) , then by a known characterization
of NC, there exists a block Vr = {s+ 1, . . . , s+ l} containing consecutive
elements. For any such a block we must have
fpi (a1, . . . , an) = fpi\Vr (a1, . . . , asfl (as+1, . . . , as+l) , as+l+1, . . . , an) ,
where pi\Vr ∈ NC (n− l) is the partition obtained from removing the
block Vr.
The operator-valued free cumulants
(
RBpi
)
pi∈NC are defined as the unique mul-
tiplicative family of B-balanced maps satisfying the (operator-valued) moment-
cumulant formulas
E (a1 . . . an) =
∑
pi∈NC(n)
RBpi (a1, . . . , an)
By the cumulants of a tuple (a1, . . . , ak) ∈ Ak, we mean the collection of all
cumulant maps
RB;a1,...,aki1,...,in : Bn−1 → B,
(b1, . . . , bn−1) 7→ RBn
(
ai1 , b1ai2 , . . . , bin−1ain
)
for n ∈ N, 1 ≤ i1, . . . , in ≤ k.
A cumulant map RB;a1,...,aki1,...,in is mixed if there exists r < n such that ir 6= ir+1.
The main feature of the operator-valued cumulants is that they characterize freeness
with amalgamation:
Theorem 3.12 ([27]). The random variables a1, . . . , an are B-free iff all their
mixed cumulants vanish.
Other important combinatorial tools (which in particular are used to re-derive
the formulas for the DE’s from FDE’s) are the formulas for computing cumulants
of products (see [22], [28]) and the characterizations of freeness at different levels
([25]) in terms of cumulants.
3.4. The analytic subordination phenomena. Like in the scalar case,
there are analytical tools to compute operator-valued free convolutions, which are
based on the B-valued Cauchy-transform
GBx (b) = F((b− x)−1),
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which maps the operatorial upper half-plane
H+(B) := {b ∈ B : ∃ε > 0 such that − i(b− b∗) ≥ ε · 1}
into the lower half-plane H−(B) = −H+(B). In the usual settings coming from
random matrix models (as we have seen above), our probability space A may have
several operator-valued structures Fi : A → Bi simultaneously, with C = B1 ⊂
B2 ⊂ · · · ⊂ Bk, and Fi ◦ Fi+1 = Fi. We are usually interested ultimately in the
scalar-valued distribution, which can be obtained (via Stieltjes inversion) from the
Cauchy-transform. The later in turn can be obtained from any ”upper” Bi-valued
Cauchy transform, as we have that, for all b ∈ Bi
Fi(G
Bi+1
x (b)) = Fi ◦ Fi+1((b− x)−1) = Fi((b− x)−1) = GBix (b).
A drawback of the operator-valued setting is that, unless we ask B to be commu-
tative, one can hardly compute explicit distributions: although B-valued general-
izations of the R and S-transforms exist ([32], [18]), the task of explicitly inverting
these operator-valued analytic maps is nearly impossible for any non-trivial situa-
tion (even for finite dimensional, relatively simple sub-algebras, like B = M2(C)).
In terms of moments, the operator-valued Cauchy transform is given by
GBx (b) = F((b− x)−1) =
∑
n≥0
F(b−1(xb−1)n)
The operator-valued R-transform is defined by
RBx (b) =
∑
n≥1
RBn (x, bx, . . . , bx) .
The vanishing of mixed cumulants for free variables implies the additivity of the
cumulants, and thus also the additivity of the R-transforms [32]: If a1 and a2 are
B-free then we have for b ∈ B that Ra1+a2(b) = Ra1(b) +Ra2(b).
These transforms satisfy the functional equation
(3.14) GBa (b) =
(RBa (GBa (b))− b)−1 ,
which was crucial in [29] to derive the Equations 1.2 and hence show the corre-
spondence between DE’s and FDE’s.
Rather than using directly the R-transform, a very powerful method to ob-
tain B-valued free convolutions is based on the analytic subordination phenomena
observed by Biane ([11], see also [34]). In particular, the approach of [5] to ob-
tain the subordination functions by iterating analytic maps can be very efficiently
performed in the B-valued context.
Theorem 3.13. [6] Let (A,F) be a B-valued C∗-probability space and let x, y ∈
A be self-adjoint, B-free. There exist an analytic map ω : H+(B) → H+(B) such
that Gx(ω(b)) = Gx+y(b). Furthermore, for any b ∈ H+(B) the subordination
function ω(b) satisfies
ω(b) = lim
n→∞ f
◦n
b (w),
where, for any b, w ∈ H+(B), fb(w) = hy(hx(w) + b) + b and h is the auxiliary
analytic self-map hx(b) = (E((b− x)−1))−1 − b on H+(B).
Numerically speaking, going from hx to Gx and vice-versa is a simple operation.
This means that one only needs the individual B-valued Cauchy transforms of x, y
(or good approximations of these) to obtain the B-valued Cauchy transform of
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x + y, and hence, its probability distribution. The operator-valued multiplicative
convolution can also be numerically approximated (see [8]).
In order to implement our main algorithm, we will be interested in the situation
described in Prop. 3.9 where (A,F) is a rectangular probability space and hence our
main space (Mn(C)⊗A, id⊗F) consists of n×n matrices with entries in A, endowed
with the entry-wise evaluation of F : A → B. In Section 4 we will use Anderson’s
self-adjoint linearization trick to obtain the distribution of a polynomial on B-free
variables (such as R˜ and T˜ , which form Q∞) from the (Mn(C) ⊗ B)-distribution
of a specially constructed operator, which depends linearly on the inputs of the
polynomial.
In the next section we show how to obtain theMn(B)-valued Cauchy-transforms
of such linear elements.
3.5. Linear elements. In a scalar-valued non-commutative probability space
(A, τ), we have the integral representation of the Cauchy-transform:
Gx(z) = τ((z − x)−1) =
∫
R
(z − t)−1dµx(t).
Analogously, for linear, self-adjoint elements D ⊗ x in a Mn(C)-valued probability
space (Mn(C)⊗ (A), idm ⊗ τ), we have:
GD⊗x(b) = (idm ⊗ τ)((b−D ⊗ x)−1) =
∫
R
(b−D ⊗ t)−1dµx(t).
The previous integrals can be approximated, for example, by using matrix-valued
Riemann sums. In particular, we are able to approximate the Mn(C)-valued Cauchy
transform of any self-adjoint matrix which depends linearly on a semicircular ele-
ment s (and hence also for a circular element c which can be viewed as s1 + is2,
for free semi-circulars s1, s2). The same can be done if we start with a rectangular
probability space.
Let (A,F) be a 〈p1, . . . pk〉-rectangular probability space and consider the B-
valued probability space (Mm(C)⊗A,F2), where F2 = idm⊗F and B = (Mm(C)⊗
〈p1, . . . pk〉)
Consider x ∈ A of the form x = α1p1s1p1 + · · ·+ αkpkskpk, where si = pisipi
is a semicircular element when restricted to A(i). Let D ∈ Mm(C), and let b =
(bij)i,j≤m ∈ B, with bij = βij1 p1 + · · ·+ βijk pk. Then we have
GBD⊗x(b) = F2((b−D ⊗ x)−1)
= (idm ⊗ F)((b−D ⊗ x)−1)
=
1
2pi
∫ 2
−2
[((βij1 −Dijα1t)p1 + · · ·+ (βijk −Dijαkt)pk)ij ]−1
√
4− t2dt.
The case of deterministic matrices is simpler. If we assume that Mn(C) ⊂ A
and consider D = D∗ ∈ Mm(C) ⊗Mn(C). Then GBD(b) = GBD(b ⊗ In) is just the
partial trace (idm ⊗ F2)((b⊗ In −D)−1).
One should be able to provide a similar trick to approximate Cauchy transforms
for elements of the form D ⊗ u+D∗ ⊗ u∗. For the moment, we find a way around
this problem by removing Haar unitaries, as discussed in Section 3.2.
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4. The linearization trick and the main algorithm
One of the main ingredients of our algorithm was already suggested by Voiculescu
in his earlier papers on operator-valued free probability: the possibility to trans-
fer questions about the distribution of a polynomial in non-commutative random
variables to a question about the matrix-valued distribution of a related polyno-
mial with matrix-valued coefficients, with the advantage of being linear on the
non-commutative variables.
The idea was formalized and put into practice by Haagerup and Thorbjornsen
[20]. Some years later, Anderson [2] found linearizations which preserve self-
adjointness properties, based on Schur complements. In the next section we general-
ize Anderson’s self-adjoint linearization trick to be able to deal with operator-valued
situations.
Our machinery to deal with matricial and rectangular distributions is very
well behaved with respect to the different elements of the numerical algorithm,
developed in [6], to compute distributions of self-adjoint polynomials on free self-
adjoint random variables. For this reason, we will only point out those few steps
where our situation differs.
Later, we describe the FDE’s for the models in [16] and suggest some numeri-
cally efficient linearizations.
Proposition 4.1. Let (A,B) be a B-probability space and let x1, . . . , xn ∈
A. Let P = P (x1, . . . , xn) ∈ B〈x1, . . . xn, x∗1, . . . x∗n〉 be a self-adjoint B-valued
polynomial in x1, . . . , xn and their adjoints. There exist m ≥ 1 and an element
LP ∈Mm(C)⊗A such that:
(1) LP = c1 ⊗ x1 + c∗1 ⊗ x∗1 + . . . cn ⊗ xn + c∗n ⊗ x∗n + c ∈ Mm(C) ⊗ A, with
c ∈Mm(C)⊗ B and, for i ≥ 1 ci ∈Mm(C).
(2) If Λε(b)) = diag(b, iε, iε, . . . , iε) ∈Mm(C)⊗ B, then
GBP (b) = lim
ε↓0
(G
Mm(C)⊗B)
LP
(Λε(b)))11.
Proof. The main idea is to think of the polynomial P ∈ B〈x1, . . . , xn, x∗1, . . . , x∗n〉
as a polynomial P ∈ C〈x1, . . . , xn, xn+1, . . . , x2n, b1, . . . , bs〉, where xn+j = x∗j and
the bi’s are the elements of B which actually appear as coefficients in P . With this,
we are able to use [[6], Prop. 3.2, Cor. 3.3 and Prop. 3.4].
Note that, by proceeding as in [[6], Cor. 3.5], we will also get a self-adjoint
linearization
LP = c1 ⊗ x1 + · · ·+ cn ⊗ xn + d1 ⊗ x∗1 + · · ·+ dn ⊗ x∗n + e1 ⊗ b1 + · · ·+ es ⊗ bs + f.
The fact that LP = L
∗
P will mean of course that di = c
∗
i and c
∗ = c :=
e1 ⊗ b1 + · · ·+ es ⊗ bs + f . So our linearization has the desired form.
In view of [[6], Cor. 3.3], one has again that
(b− P )−1 = [(Λ0(b)− LP )−1]11
whenever (b−P ) (or, equivalently Λ0(b)−LP ) is invertible. Hence, the linearization
works actually at the level of resolvents and the translation to Cauchy-transforms is
obtained by applying idm ⊗F to the resolvent of the right side (we must, however,
consider Λε(b) as in [[6], Cor. 3.6] so that the argument belongs to the operatorial
upper-half-plane, which is the right domain of the Cauchy-transform for a later
application of Theorem. 3.13). 
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We include below the adaptations of [[6], Prop 3.4 and Cor. 3.5] to our situa-
tion, which provide such linearizations.
Remark 4.2. We recall one procedure to obtain a self-adjoint linearization. A
general monomial P = b0xi1b1 · · ·xikbk has a (possibly non-self-adjoint) lineariza-
tion
LP =

b0
xi1 −1
b1 −1
. . . . . .
xik −1
bk −1

If P = P1 + · · ·+ Pk and each Pj has a linearization
LPj =
[
0 uj
vj Qj
]
,
then a linearization of P is given by
LP =

0 u1 · · · uk
v1
...
. . .
vk Qk
 .
Finally, if P is self-adjoint, we may view it as P = q + q∗ for q = P/2. If
Lq =
[
0 u
v Q
]
is a linearization of q then
LP =
 0 u v∗u∗ 0 Q∗
v Q 0

is a self-adjoint linearization of P .
Remark 4.3. Since we are able to compute operator-valued Cauchy transforms
of arbitrary deterministic matrices (as these are just partial traces), the products
of deterministic matrices do not really bother us. We should use the linearization
trick only to transform the polynomial into a polynomial with matrix coefficients
which is linear in the variables which correspond to random matrices but needs not
necessarily to be linear on the variables corresponding to deterministic matrices.
4.1. Examples from wireless communications. Now we consider some
matrix models from [16]. Understanding these models and their deterministic
equivalents was one of the main motivations of our work. After each model, we
discuss embeddings of the matrices in rectangular spaces, we then discuss the FDE
and we give a linearization which allows to plot the distribution.
4.1.1. Unitary precoded channels [15]. For the model
Q =
k∑
i=1
RiUiTiU
∗
i R
∗
i ,
24 CARLOS VARGAS
we already discussed its embedding in a rectangular space and its FDE QN =
R˜T˜ R˜∗, so we are only missing its linearization. It is very simple, namely
LP∞ =
 0 0 R˜0 T˜ −1
R˜∗ −1 0
 ,
where each entry is really an N˜ × N˜ block, with N˜ = N0 + n1 · · · + nk. The
individual M3(B)-valued Cauchy transforms of the self-adjoint elements
L1 =
 0 0 R˜0 0 −1
R˜∗ −1 0
 , L2 =
 0 0 00 T˜ 0
0 0 0
 ,
can be computed by performing partial traces, as explained in Section 3.5.
Fig. 2 in the Introduction shows the implementation of our algorithm for this
case.
4.1.2. Correlated MIMO multiple access channels [14]. .
Let us go back to the model
P =
k∑
i=1
RiZiTiZ
∗
i Ri.
In order to achieve asymptotic freeness we embed the matrices in a rectangular
space exactly as we did in the previous case. The FDE will be then
P∞ =
k∑
i=1
RiciTic
∗
iR
∗
i ,
and the linearization yields
LP∞ =

0 0 0 0 R
0 0 0 c −1
0 0 T −1 0
0 c∗ −1 0 0
R∗ −1 0 0 0
 ,
where each entry is again N˜ × N˜ , with N˜ = N + n1 · · · + nk. The individual
M5(B)-valued Cauchy-transforms of the self-adjoint elements
L1 =

0 0 0 0 R
0 0 0 0 −1
0 0 T −1 0
0 0 −1 0 0
R∗ −1 0 0 0
 , L2 =

0 0 0 0 0
0 0 0 c 0
0 0 0 0 0
0 c∗ 0 0 0
0 0 0 0 0
 ,
can be computed by, respectively, performing a partial trace and approximating by
matrix-valued Riemann sums (or, alternatively, by using the method in [21]), as
explained in Section 3.5.
4.1.3. Frequency selective MIMO systems [17]. Let k ≥ 1 be fixed again and
consider now the model
PN =
k∑
i=1
(RiZiTi)
k∑
j=1
(T ∗j Z
∗
jR
∗
j ),
A GENERAL SOLUTION TO (FREE) DETERMINISTIC EQUIVALENTS 25
where the individual matrices are as in the previous example and additionally ni =
n for all i ≤ k.
We embed again Ri, Zi in a rectangular space in such a way that PiRiP0 = Ri
and PiZiPi = Zi, but this time we put P0TiPi = Ti.
If (as in the first example), we put again R =
∑
Ri, T =
∑
Ti, c =
∑
ci, our
FDE can be compactly written as
P∞ = RcTT ∗c∗R∗.
The linearization will be very similar to the one in the previous case, the main
difference is the way in which we have embedded the matrices Ti. We get
LP∞ =

0 0 0 0 R
0 0 0 c −1
0 0 TT ∗ −1 0
0 c∗ −1 0 0
R∗ −1 0 0 0
 ,
where each entry is N˜ × N˜ , with N˜ = N + kn. The individual M5(D)-valued
Cauchy-transforms of the self-adjoint elements
L1 =

0 0 0 0 R
0 0 0 0 −1
0 0 TT ∗ −1 0
0 0 −1 0 0
R∗ −1 0 0 0
 , L2 =

0 0 0 0 0
0 0 0 c 0
0 0 0 0 0
0 c∗ 0 0 0
0 0 0 0 0
 ,
can be again computed as explained in Section 3.5.
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