Abstract. We prove a version of the implicit function theorem for Lipschitz mappings f : R n+m ⊃ A → X into arbitrary metric spaces. As long as the pull-back of the Hausdorff content H n ∞ by f has positive upper n-density on a set of positive Lebesgue measure, then, there is a local diffeomorphism G in R n+m and a Lipschitz map π : X → R n such that π • f • G −1 , when restricted to a certain subset of A of positive measure, is the orthogonal projection of R n+m onto the first n-coordinates. This may be seen as a qualitative version of a simlar result of Azzam and Schul [2] . The main tool in our proof is the metric change of variables introduced in [6] .
Introduction
The classical implicit function theorem (IFT) ensures that the map is structurally very nice near points where the derivative of the map has a certain rank. In this paper, we present a version of the IFT for Lipschitz mappings f : R n+m ⊃ A → X into arbitrary metric spaces. It turns out that in the case of mappings into metric spaces, the upper density defined below will play a role of the Jacobian of f . For a measurable set A ⊂ R k , and x ∈ A, we define the lower and upper n-densities of a mapping f : A → X as Θ * n (f, These are simply the upper and the lower n-densities of the pull-back of H n ∞ by f on A. Here ω n is the volume of the unit ball in R n and the H n ∞ is the Hausdorff content defined for subsets of X by
where the infimum is taken over all coverings of E, i.e. E ⊂ ∞ i=1 A i . Note that the Hausdorff content of any bounded set is finite, and, for an L-Lipschitz map f : A → X, Θ * n (f, x) ≤ L n for all x ∈ A.
The reader may want to compare these definitions with the definition (and properties) of the upper and lower densities of measures in [1, 12, 14] .
The following observation will be useful throughout the paper: is a projection on the first n coordinates when restricted to the set G(K).
Moreover the mapping F = f • G −1 defined on G(K) satisfies Remark 1.5. In fact, we will prove a quantitative lower bound in (D):
for any y ∈ R m and all (
Remark 1.6. The classical implicit function theorem is stated using a condition about the rank of the derivative of f , and the condition Θ * n (f, x) > 0 is a related one. Indeed, in the case X = R n , we will see in Proposition 5.2 that the Jacobian of f defined by
See also Lemma 3.3 for the case of mappings f : A → ℓ ∞ .
Remark 1.7. In the theorem we cannot replace the density condition Θ * n (f, x) > 0 by the simpler measure condition H n (f (A)) > 0. Indeed, even in the Euclidean case, Kaufmann [10] constructed a surjective C 1 mapping f : R n+1 → R n , n ≥ 2, satisfying rank Df ≤ 1 everywhere. For such a map, condition (B) cannot be satisfied since it would imply that rank Df ≥ n on K.
Recall that a set E ⊂ R n+m is countably H m -rectifiable if there are Lipschitz mappings
As a corollary of Theorem 1.1 we obtain Corollary 1.8. Fix a metric space X, a set A ⊂ R n+m with positive Lebesgue measure, and a Lipschitz mapping f :
See Section 4 for the proof. Our result may be seen as a qualitative version of a theorem proven in 2012 by Azzam and Schul [2] . In that paper, the authors proved the following quantitative version of the IFT for Lipschitz mappings into metric spaces: Theorem 1.9 (Quantitative metric IFT; Azzam and Schul, 2012) . Fix a metric space X and a 1-Lipschitz mapping f :
for some δ > 0. Then there are constants Λ = Λ(n, m, δ) > 1 and
and a Λ-bi-Lipschitz homeomorphism G :
The authors of [2] call H n,m ∞ the (n, m)-Hausdorff content of f . It is defined for a Lipschitz map f : Q → X from a cube Q ⊂ R n+m to a metric space by
where the infimum is taken over all families of open pairwise disjoint cubes Q j ⊂ Q of side length d j that cover Q up to a set of measure zero.
Note that Theorems 1.1 and 1.9 provide the same qualitative structure on the vertical and horizontal slices of the preimage of F . However, Theorem 1.9 is a quantitative version of the metric IFT in the sense that it provides the lower bound (1.4) which depends only on the dimensions m, n and δ from (1.3). Moreover, the mapping G is a globally defined C-biLipschitz homomorphism where C depends only on m, n, and δ. Our result (Theorem 1.1) does not contain these quantitative conclusions. This is because the assumption (1.3) in Theorem 1.9 is much stronger than the assumption that Θ * n (f, x) > 0 on a set of positive measure. Indeed, Proposition 5.1 shows that the positivity of Θ * n (f, x) follows from the assumption (1.3). In fact, for any ε > 0, one may construct a mapping f : [0, 1] 2 → R with Θ * 1 (f, x) = 1 almost everywhere so that the set K ⊂ R 2 satisfying the conclusion of Theorem 1.1 (for a global bi-Lipschitz homeomorphism G) must satisfy H 2 (K) < ε (and hence (1.4) cannot hold). See Proposition 5.3 for the construction and a detailed statement.
On the other hand, while the assumptions of Theorem 1.1 are much weaker than those of Theorem 1.9, some of the conclusions seem stronger: (1) As we already pointed out, the condition about positivity of Θ * n (f, x) is much weaker than condition (1.3); (2) Azzam and Schul assume that 0 < H n (f ([0, 1] n+m )) ≤ 1 while we do not assume anything about the Hausdorff measure of the image. In fact, we prove the lower bound H n (f (A)) > 0 in (A) and finiteness of the measure of the image plays no role in our theorem; (3) Our mapping G is a bi-Lipschitz C 1 diffeomorphism while their mapping G is only a bi-Lipschitz map. However, their map is defined globally and ours is defined locally only; (4) While parts (C) and (D) are the same as the corresponding statements in Theorem 1.9, part (B) seems stronger than that. (C) and (D) easily follow from (B), but we do not know if (B) can be concluded from Theorem 1.9; (5) We obtain the quantitative lower bound estimate (1.2); (6) At last, but not least, our proof is much simpler than that in [2] .
The classical IFT states that a C 1 mapping has a nice structure near a point where the derivative has rank of a certain order. However, the classical IFT does not provide any estimate for the size of the set where the map is nice. Our result has the same feature as the classical one: we do not obtain any estimate for the size of the set K except that it has a positive measure.
The main tool in the proof of Theorem 1.1 will be the metric change of variables introduced in [6] . This change of variables has been used to prove versions of Sard's theorem for Lipschitz mappings and BLD mappings into metric spaces [6, 7] . This paper is organized as follows. In Section 2 we collect basic definitions and lemmata needed in the proofs of Theorem 1.1 and Corollary 1.8. In Sections 3 and 4 we prove Theorem 1.1 and Corollary 1.8 respectively. Finally, in Section 5, we prove some other results that help us compare Theorems 1.1 and 1.9, we prove that the condition H n,m ∞ (f, Q) > 0 implies positivity of Θ * n (f, x) on a set of positive measure (Proposition 5.1), we prove that, if f :
2), and we construct an example showing that we cannot obtain any lower bound for H n+m (K) (Proposition 5.3).
Notation used in the paper is fairly standard. The n-dimensional Hausdorff measure will be denoted by H n . Note that in R n , H n equals the Lebesgue measure and we will use Hausdorff measure notation in place of the Lebesgue measure. Occasionally we will write |E| to denote the Lebesgue measure of E. Notation H n ∞ will stand for the Hausdorff content defined above. The constant ω n denotes the measure of the unit ball in R n . The Banach space of bounded real valued sequences will be denoted by ℓ ∞ . Balls in metric spaces are denoted by B(x, r), and Q(x, d) denotes the Euclidean cube centered at x with side length d. All cubes are assumed to have edges parallel to the coordinate axes. Occasionally a k-dimensional ball in a Euclidean space will be denoted by
k . By C we will denote a general constant whose value may change in a single string of estimates. Writing C = C(n, m), for example, indicates that the constant C depends on n and m only.
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Preliminaries
In this section we collect basic definitions and results that will be used later on.
Lemma 2.2. Every separable metric space admits an isometric embedding into ℓ ∞ .
Indeed, given x 0 ∈ X and a dense set
is an isometric embedding. This is the well known Kuratowski embedding for metric spaces. 
The idea of the proof is very simple. Each component f i of f is L-Lipschitz and we define F by extending each of the components of f using the formula from the McShane extension. Then it is easy to verify that the resulting map is L-Lipschitz and it takes values in ℓ ∞ .
Fix an integer k ≥ 1, and suppose A ⊂ R k is measurable. Recall that a function f : A → R is approximately differentiable at x ∈ A if there is a measurable set A x ⊂ A and a linear map L : R n → R such that x is a density point of A x and
L is called the approximate derivative of f at x and is denoted by ap Df (x). Recall also that
If in addition f : A → R is Lipschitz, then the approximate derivative ap Df (x) exists for almost every x ∈ A. This follows from the McShane extension and Rademacher's theorem. Indeed, if F : R k → R is a Lipschitz extension of f , then ap Df (x) exists at all points of the set E = {x ∈ A : x is a density point of A and F is differentiable at x}.
Moreover ap Df (x) = DF (x) at points of the set E. It is easy to see that the row and column ranks of this ∞ × k matrix are equal, and rank (ap Df (x)) equals the dimension of the image of ap Df (x) in ℓ ∞ . It follows in particular that rank (ap Df (x)) ≤ k.
Let V be a linear space of all real sequences. In particular, ℓ ∞ ⊂ V , but we do not equip V with any norm or topology. If all components of a mapping g = (g 1 , g 2 , . . .) : R k → V are differentiable at a point x, we will say that g is component-wise differentiable at x and write
. . . 
It is easy to see that if x 0 is a density point of the set
then ap Df (x 0 ) exists and ap Df (x 0 ) = Dg(x 0 ). In particular Dg = ap Df almost everywhere in the set (2.1).
The next lemma was proven in [6, Proposition 2.3].
Lemma 2.5. Let D ⊂ R k be a cube or ball, and let f :
where A = {x ∈ D : Df (x) = 0} and Df is the component-wise derivative of f .
Finally, in the proof of Corollary 1.8 we will need Lemma 2.6. If f : X → Y is a Lipschitz mapping between metric spaces and A ⊂ X,
Here * stands for the upper integral and Lip f is a Lipschitz constant of f . Federer [5, 2.10 .25] proved this result under additional assumptions. The general case was obtained by Davies [3] . A detailed proof is given in [13, Theorem 2.4]. 
Proof of Theorem 1.1
The proof is based on techniques developed in [6] (see also [7] ). Consider a Lipschitz map f : A → ℓ ∞ defined on a measurable set A ⊂ R k . Our first lemma shows that, if the rank of ap Df (x) is at least j on a set of positive measure, then, up to local diffeomorphisms, f fixes the first j coordinates on some non-null subset.
, and a permutation of a finite number of coordinates Ψ :
(which is an isometry of ℓ ∞ ) such that
That is for x ∈ G(K) we have
Proof. By restricting f to the set where rank (ap Df (x)) ≥ j, we may assume that rank (ap Df (x)) ≥ j a.e. in A. Since f = (f 1 , f 2 , . . . ) : A → ℓ ∞ is Lipschitz, each component f i of f is Lipschitz. Therefore, by applying Lemma 2.4 component-wise, we may choose F ⊂ A with H k (F ) > 0 and a mapping g = (g 1 , g 2 , . . . ) : R k → V with g j ∈ C 1 (R k ) for every j ∈ N and such that g = f , Dg = ap Df , and rank Dg = rank ap Df ≥ j on F . Here, as before, V is the vector space consisting of all real valued sequences. (This is needed since sequences (g i (x)) ∞ i=1 are not necessarily bounded.) Lemma 3.2. Fix x 0 ∈ F . Under the above assumptions, there is a bi-Lipschitz
k defined on a neighborhood U of x 0 and a permutation Ψ : V → V of a finite number of coordinates so that
That is, Ψ • g • G −1 fixes the first j coordinates on G(U).
Proof. Since rank Dg(x 0 ) ≥ j, a certain j ×j minor of Dg(x 0 ) has rank j. By precomposing g with a permutationΨ of j variables in R k and postcomposing it with a permutation Ψ of j variables in V , we have that
It follows from (3.2) that det DH(Ψ −1 (x 0 )) = 0, so H is a diffeomorphism in a neighborhoodŨ ofΨ −1 (x 0 ). ReplacingŨ by a smaller open set, it follows that H is bi-Lipschitz. Now observe that
. . , j and x ∈ H(Ũ).
Therefore, if we write
satisfies the claim of the lemma on the open set U =Ψ(Ũ), U is a neighborhood of x 0 , and G(U) = H(Ũ).
Now if x 0 is any density point of F , then the set K = F ∩ U has positive measure. Since f = g on K, (3.1) follows because the permutation of coordinates Ψ : V → V maps ℓ ∞ ⊂ V to ℓ ∞ ⊂ V in an isometric way. This completes the proof of Lemma 3.1.
Lemma 3.3. Fix a measurable set A ⊂ R k and n ≤ k. Suppose f : A → ℓ ∞ is a Lipschitz map. If Θ * n (f, x) > 0 on a subset of A of positive measure, then rank (ap Df (x)) ≥ n on a set of positive measure.
Remark 3.4. Note that the above lemmata involve Lipschitz mappings into ℓ ∞ . As we will see later, this will be sufficient in the setting of any metric space since the separable metric space f (A) may be embedded isometrically into ℓ ∞ via the Kuratowski embedding.
Remark 3.5. In the following proof, we will see in particular that, for j ∈ {0, 1, 2, . . . , n − 1}, the set of points x ∈ A where Θ * n (f, x) > 0, ap Df (x) exists, and rank (ap Df (x)) = j must have measure zero.
Proof. Suppose to the contrary that Θ * n (f, x) > 0 on a set of positive measure and rank (ap Df (x)) < n almost everywhere in A. Then there is j ∈ {0, 1, 2, . . . , n − 1} and a set F ⊂ A with H k (F ) > 0 such that Θ * n (f, x) > 0 for all x ∈ F , ap Df (x) exists and rank (ap Df (x)) = j for all x ∈ F . According to Lemma 3.1, there is a permutation Ψ :
. . , j and x ∈K whereK = G(K). Note that ap Df (x) exists and rank (ap Df )(x) = j for all x ∈K, because composition with a diffeomorphism and a permutation Ψ preserve approximate differentiability and the rank of the approximate derivative.
Assume that x 0 is a density point of K. Since Θ * n (f, x) > 0 for all x ∈ K, in order to arrive to a contradiction, it suffices to show that Θ * n (f, x 0 ) = 0.
Note that y 0 = G(x 0 ) is a density point ofK = G(K) because diffeomorphisms map density points to density points.
The next lemma shows that it suffices to prove that
Proof. Let d > 0 be so small that B(y 0 , d) ⊂ G(U). Since the diffeomorphism G −1 is bi-Lipschitz on G(U), there is a constant Λ > 0 such that
Since the permutation of coordinates Ψ :
and the lemma follows.
To conclude the proof of (3.4), we will apply the following lemma. 
Before proving this lemma, we will see how it can be used to prove (3.4). Let ε > 0. Fix a positive integer M such that (CL) n M j−n < ε. (This is possible since j − n < 0.) Since y 0 is a density point ofK, there is δ > 0 such that for 0
Hence, by Lemma 3.7, we have
which, along with (1.1), implies that Θ * n (f , y 0 ) = 0. That completes the proof of (3.4) once Lemma 3.7 has been verified. The proof of Lemma 3.7 is nearly identical to the proof of [6, Lemma 2.7], but we will include it here for completeness. 
Since the result is translation invariant, we may assume without loss of generality that
According to Lemma 2.3, the L-Lipschitz mappingf : Q ∩Â → ℓ ∞ admits an L-Lipschitz extensionf : Q → ℓ ∞ . According to Rademacher's theorem,f is component-wise differentiable for almost all points in Q.
ν=1 with pairwise disjoint interiors each of edge length d/M. It suffices to show that each set
is contained in an ℓ ∞ -ball of radius CLdM −1 for some constant C = C(k, n) > 0. By our assumptions, for each ν we have
According to Fubini's Theorem, we may therefore choose some ρ ∈ Q ν such that
andf is component-wise differentiable at almost all points of {ρ}
According to (3.3) ,f fixes the first j coordinates inK. Sincef =f inK and rank (ap Df (x)) = j everywhere inK, it follows thatf i (x) = x i for i = 1, 2, . . . , j and x ∈K and rank Df (x) = j almost everywhere inK. Therefore, the component-wise de-
Therefore Lemma 2.5 applied tof :
Since the distance from any point in
(for a larger value of C). This proves Lemma 3.7.
This also completes the proof of (3.4) and hence that of Lemma 3.3.
We now can finish the proof of Theorem 1.1.
Proof of Theorem 1.1. Since f (A) ⊂ X is a separable metric space, there is an isometric embedding κ : f (A) → ℓ ∞ (see Lemma 2.2). The mapping κ is 1-Lipschitz. According to Lemma 2.3, the map κ admits a 1-Lipschitz extension K : X → ℓ ∞ .
Lipchitz and Θ * n (f , x) > 0 on a subset of A with positive measure (composition with an isometric map does not change the upper density).
It follows from Lemma 3.3 (with k = n + m) that rank ap Df ≥ n on a set of positive measure. Therefore, according to Lemma 3.1, there is an open set U ⊂ R n+m , a subset
and a permutation of finitely many coordinates Ψ :
. . , n and x ∈ G(K).
be the projection onto the first n coordinates. Then P is 1-Lipschitz as a mapping to R n equipped with the ℓ ∞ n norm, (x 1 , . . . , x n ) ∞ = max i |x i | and √ n-Lipschitz as a mapping to R n with the Euclidean metric. Therefore, it follows that the mapping If we swith to notation (x, y) = (x 1 , . . . , x n , y 1 , . . . , y m ) := (x 1 , . . . , x n , x n+1 , . . . , x n+m ), then clearly, (3.6) means that (π • f • G −1 )(x, y) = x for (x, y) ∈ G(K) which completes the proof of the statement (B).
To prove (A), suppose to the contrary that H n (f (A)) = 0. Then H n (f (K)) = 0 and hence
because the √ n-Lipschitz map π can increase the H n -measure no more than by a factor ( √ n) n . On the other hand, G(K) has positive H n+m -measure so it follows from Fubini's theorem that its projection (π • f • G −1 )(G(K)) onto the first n-coordinates has positive H n -measure which contradicts (3.7).
Parts (C) and (D) are easy consequences of part (B) as follows.
To prove (D), fix y ∈ R m and let (x 1 , y), (x 2 , y) ∈ G(K). Let Λ be the Lipschitz constant of
which proves (D) along with the estimate (1.2). The proof is complete.
Proof of Corollary 1.8
Since Θ * n (f, x) > 0 almost everywhere in A, we can exhaust A up to a set of H n+m measure zero by a countable family of pairwise disjoint sets of positive H n+m measure {K i }, where each of the sets K = K i satisfies claim (B) of Theorem 1.1. Say {G i } are the associated bi-Lipschitz C 1 -diffeomorphisms. 
is countably H m -rectifiable as it is contained in a countable union of m-manifolds, and it remains to observe from Corollary 2.7 that
Comparing Theorems 1.1 and 1.9
Recall the (n, m)-Hausdorff content which was defined in (1.5). As mentioned in the introduction, the assumption that Θ * n (f, x) > 0 on a set of positive measure in Theorem 1.1 is weaker than the assumption of positive (n, m)-Hausdorff content of a cube in Theorem 1.9. We see this fact in the following proposition, the proof of which follows easily from the Vitali Covering Theorem.
Proposition 5.1. Suppose Q ⊂ R n+m is a cube, X is a metric space, and f : Q → X is Lipschitz. Then 
Proposition 5.2. Let f : A → R n be a Lipschitz map defined on a measurable set A ⊂ R n+m . Then
for almost every x ∈ A.
Note that combining this result with Proposition 5.1 gives the following for any cube Q ⊂ R n+m and any Lipschitz f : Q → R n :
This inequality is essentially Lemma 6.13 in [2] .
Proof. Assume first that f : R n+m → R n is an L-Lipschitz mapping defined on all of R n+m . It suffices to prove that (5.3) holds true at all points of differentiability of f . Let x ∈ R n+m be a point of differentiability of f . Given L > ε > 0, there is δ > 0 such that (5.5) |f (y) − f (x) − Df (x)(y − x)| < εr for all 0 < r < δ and y ∈ B(x, r).
Assume first that |J n f |(x) = 0. We will show that Θ
be an affine space through f (x) (which is the image of the derivative in R n ). Since |J n f |(x) = 0, we have that dim W x ≤ n − 1 and hence
Since dim W x = k ≤ n − 1 we have that
Indeed, the k-dimensional affine ball B(f (x), Lr) ∩ W x ⊂ R n can be covered by
balls in R n of radius εr and centered at the points of B(f (x), Lr) ∩ W x . Then the balls with radii 2εr and the same centers cover the set on the right hand side of (5.6), and hence they also cover f (B(x, r) ). Since a ball of radius 2εr has diameter 4εr we have that
for 0 < r < δ which readily yields Θ n * (f, x) = Θ * n (f, x) = 0.
Assume now that |J n f |(x) > 0. Let W x,r = f (x) + Df (x)(B(0, r)) be the ellipsoid considered in (5.2). Let 0 < λ 1 ≤ λ 2 ≤ . . . ≤ λ n be the singular values of Df (x) i.e., the lengths of the semiaxes of W x,r are 0
Consider the three concentric and homothetic ellipsoids (we further assume 0 < ε < λ
The distance between the boundary of the ellipsoid W x,r and the boundaries of each of the other two ellipsoids equals εr since the distance between the homothetic ellipsoids is measured along the shortest semiaxes (as an easy exercise for the Lagrange multipliers). Therefore it follows from (5.5) that
Indeed, the right inclusion follows immediately from (5.5). The proof of the left inclusion is more intricate. Suppose to the contrary that
Then using a 'radial' projection from z and estimate (5.5) one can construct a retraction of the ellipsoid W x,r to its boundary which is a contradiction. We leave details of a construction of a retraction to the reader.
It follows from Lemma 2.1 and (5.1) that for any R > 0
implies that for 0 < r < δ we have
and letting ε → 0 yields (5.3).
Note that the proof presented above is enough to establish (5.4).
We can now proceed to the proof of the result in the general case when f :
Letf : R n+m → R n be a Lipschitz extension of f . Assume that L is the Lipschitz constant off . Note that |J n f | = |J nf | at almost all points of A, and, by the proof presented above,
, because in the case of Θ * n (f , x) we consider the Hausdorff content off (B(x, r)) while in the case of Θ * n (f, x) we only consider the Hausdorff content of f (B(x, r) ∩ A) =f (B(x, r) ∩ A).
Since for almost all x ∈ A we have |J n f |(x) = |J nf |(x) = Θ n * (f , x) = Θ * n (f , x) ≥ Θ * n (f, x) ≥ Θ n * (f, x), it suffices to show that For almost all x ∈ A such that |J n f |(x) = 0, this is particularly easy. Indeed, we have Θ n * (f, x) ≥ 0 = |J n f |(x) = |J nf |(x), so (5.8) is obvious.
We are left with the case when |J n f |(x) > 0. Since we want to prove (5.8) almost everywhere, we can assume that x is a density point of A andf is differentiable at x. Then |J nf |(x) = Θ * n (f , x) = Θ n * (f , x), ap Df (x) = Df (x), and |J nf |(x) = |J n f |(x) > 0. In particular, we have rank Df (x) = n.
The idea of the rest of the proof is simple. Since x is a density point of A, for small r > 0, the content H n ∞ (f (B(x, r) ∩ A)) = H n (f (B(x, r) ∩ A)) is not much smaller than H n (f (B(x, r))) = H n ∞ (f (B(x, r) )). Therefore dividing by ω n r n and passing to the liminf as r → 0 gives lim inf for all ε > 0. Thus the main focus in the argument presented below is proving the phrase "is not much smaller". While the idea of the proof presented below is very geometric and relatively simple, the details are not.
By translating the coordinate system we may assume that x = 0. The ellipsoid W 0,r = f (0) + Df (0)(B(0, r)) is the image of the ball B n+m (0, r) ⊂ T 0 R n+m . By abusing notation we will identify the tangent space T 0 R n+m with R n+m . For example the same notation will be used for the ball B n+m (0, r) in the tangent space T 0 R n+m , and for the ball B n+m (0, r) = 0 + B n+m (0, r) in R n+m .
Since rank Df (0) = n, we have dim ker Df (0) = m. Rotating the coordinate system in R n+m we may assume that For any r > 0 and any 0 < t < 1 let V t,r = (R n × B m (0, tr)) ∩ B n+m (0, r)
be the tr-cylinder around B n 0 (r) inside of the ball B n+m (0, r). Clearly H n+m (V t,r ) < ω n r n · ω m (tr) m because V t,r ⊂ B n (0, r) × B m (0, tr). Also, when t is small, the volume of V t,r must be close to the volume of this product of balls in the following sense: lim t→0 H n+m (V t,r ) ω n r n · ω m (tr) m = 1.
