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Resumen
El ana´lisis de supervivencia consiste en un conjunto de te´cnicas para analizar el tiempo
de seguimiento hasta la ocurrencia de un evento de intere´s, tambie´n denominado tiempo
de vida, puede observarse completa o parcialmente. En la pra´ctica, un problema frecuente
consiste en comparar las experiencias de supervivencia de al menos 2 grupos bajo estudio.
La estrategia de ana´lisis ma´s comu´n consiste en usar pruebas tipo log-rank pero estas no
distinguen si el mecanismo de censura es informativo o no. Se evaluara´ bajo diferentes esce-
narios de simulacio´n la potencia de algunas pruebas tipo log-rank cuando los datos presentan
censura informativa cuando los tiempos de falla tienen distribucio´n Weibull. Finalmente, se
incluira´ una aplicacio´n con datos reales de las metodolog´ıas estudiadas.
Palabras clave: Ana´lisis de supervivencia, censura informativa, tiempo de falla, pruebas
log-rank, potencia de la prueba.
Abstract
Survival analysis is a set of techniques for analyzing the elapsed time until the occurrence
of an event of interest, also called lifetime, it can be completely or partially observed. In
practice, a common problem is to compare the survival experiences of at least 2 groups
under study. The analysis strategy most common is to use log-rank tests, but these do not
distinguish whether the mechanism of censoring it is informative or not. In this work we
evaluate, under different simulation scenarios, the power of some log-rank tests in presence
informative censoring when times are Weibull distribution. Finally, it will include an appli-
cation with real data to illustrate the studied methodologies.
Key words: Survival analysis, informative censoring, failure time, log-rank tests, power of
a test.
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1. Introduccio´n
En diversos estudios el intere´s recae en observar el tiempo que transcurre desde un evento
inicial, que determina la inclusio´n de un individuo en el estudio, y un evento final que ge-
neralmente se denomina falla. Una caracter´ıstica del ana´lisis de supervivencia es la censura.
La duracio´n de un evento esta´ censurada cuando su tiempo de falla no ha sido observado
dentro del periodo de estudio. Otra caracter´ıstica asociada a los datos de supervivencia es
que generalmente presentan una asimetr´ıa positiva lo cual hace razonable no suponer una
distribucio´n normal. Debido a sus caracter´ısticas particulares, los datos de supervivencia no
deben analizarse con las te´cnicas habituales utilizadas en otros tipos de datos, Allison (2000).
Entre los me´todos para analizar este tipo de datos se encuentra el estimador de Kaplan &
Meier (1958), el cual es un me´todo para estimar, para cada tiempo, la probabilidad de que
un evento ocurra despue´s de un determinado tiempo t (la funcio´n de supervivencia). Otro
me´todo importante y muy usado es la prueba log-rank la cual compara dos o ma´s curvas
de supervivencia bajo la hipo´tesis nula de que estas son iguales (Kleinbaum (1995)). Los
me´todos mencionados anteriormente funcionan bien cuando se trabaja con censura no infor-
mativa (Collett (2003)), la cual ocurre cuando el tiempo de falla y los tiempos censurados
son independientes, es decir, censura no informativa. Por otro lado, la censura informativa
se da si la distribucio´n de los tiempos de censura contiene alguna informacio´n acerca de
los para´metros que caracterizan la distribucio´n de los tiempos de falla. Demasiada censura
informativa puede conducir a sesgos grandes en el proceso de estimacio´n de los para´metros
del modelo Allison (2000).
Huang & Wolfe (2002) proponen un nuevo modelo de falla para datos agrupados, para tener
en cuenta la correlacio´n entre la falla y la censura. En este modelo, el riesgo de que un
individuo sea censurado se ve afectado por el riesgo de falla. Este modelo permite una
mayor flexibilidad en la direccio´n y el grado de dependencia entre la falla y la censura. Es
importante identificar la clase de censura que presentan los datos del estudio para no llegar
a conclusiones erro´neas, esto es, la presencia de la censura informativa. Por tal motivo el
intere´s de este estudio es evaluar la potencia de algunas pruebas tipo log-rank para comparar
curvas de supervivencia en presencia de censura informativa.
En este trabajo, se presenta un estudio de simulacio´n en el cual se evidencian los porcentajes
de censura para los que las pruebas log-rank, tienen una alta y baja potencia teniendo en
cuenta el taman˜o muestral y si la censura es informativa o no. Tambie´n se verifican los
niveles de significancia de estas pruebas.
En este trabajo se comparara´n algunos estad´ısticos tipo log-rank cuando los datos presentan
censura informativa a derecha en te´rminos de su potencia, la propuesta de investigacio´n que
se presenta es importante para determinar que tantos errores se cometen al ignorar o con-
fundir la censura informativa con la no informativa. La pregunta de investigacio´n a la que
se le pretende dar respuesta es ¿Que´ tan robustas son algunas pruebas log-rank, en te´rminos
de su potencia, ante la presencia de censura informativa?
Este trabajo esta´ dividido en seis cap´ıtulos. En el primero se describen algunos conceptos
relacionados con el ana´lisis de supervivencia, en el segundo se explican las pruebas tipo
log-rank estudiadas en este trabajo, el siguiente cap´ıtulo comprende los temas relacionados
con potencia de una prueba de hipo´tesis y co´pulas como estructuras de correlacio´n, en el
cuarto cap´ıtulo se presentan los resultados y conclusiones del estudio de simulacio´n, luego
se muestra la metodolog´ıa estudiada aplicada a una base de datos reales, y finalmente se
proponen trabajos futuros.
2. Ana´lisis de supervivencia
En este cap´ıtulo se presentan algunos conceptos relacionados con el ana´lisis de supervivencia,
los cuales se usara´n en el desarrollo de este trabajo.
2.1. Definiciones
2.1.1. Ana´lisis de supervivencia
El ana´lisis de supervivencia consiste en un conjunto de te´cnicas para analizar el tiempo hasta
la ocurrencia de un evento de intere´s, tambie´n denominado tiempo de vida el cual puede
observarse completa o parcialmente. Un caso poco frecuente en la pra´ctica es aquel en que
se observan los individuos desde un evento inicial hasta el evento final o de ocurrencia del
feno´meno que se desea observar, ya que podr´ıa no ser posible registrar estos tiempos para
todas las unidades bajo estudio. A la ocurrencia del evento de intere´s se le suele denominar
falla o muerte.
2.1.2. Tiempo de falla
Kalbfleisch & Prentice (2002) definen el tiempo de falla como el tiempo transcurrido hasta
un evento de intere´s, tales eventos generalmente son llamados fallas. Au´n cuando el evento
puede ser, por ejemplo, el desempen˜o de una tarea determinada en un experimento de
aprendizaje en psicolog´ıa o un cambio de residencia en un estudio demogra´fico. Las a´reas
de mayor aplicabilidad de estas te´cnicas son los estudios biome´dicos y las pruebas de vida
en la industria.
2.1.3. Censura
La censura ocurre cuando el tiempo exacto de un evento no ha sido observado para algunos
individuos (Pintilie (2006)). La manera como se recogen los datos determina las propiedades
de los mecanismos de censura los cuales son, censura tipo I, en la cual los individuos son
observados hasta un tiempo determinado, es decir, los individuos son seguidos por un periodo
de tiempo t, por ejemplo en un estudio de animales que comienza con un nu´mero fijo de
estos, a los cuales se les aplica uno o varios tratamientos, siendo la muerte de los animales el
evento de intere´s. Debido al tiempo o por las consideraciones de costos, el investigador tiene
que terminar el estudio antes de que se presente el evento de intere´s en todos los animales,
sacrificando a los que no han fallecido. Los tiempos de supervivencia registrados para los
animales que murieron durante el periodo de estudio son los tiempos desde el inicio del
estudio hasta su muerte. Estas son llamadas observaciones exactas o no censuradas. Los
tiempos de supervivencia reales de los animales sacrificados no son conocidos exactamente,
pero son registrados como al menos la longitud del estudio. Estas son llamadas observaciones
censuradas a derecha.
2.1.4. Censura aleatoria
La censura tipo II en la cual los individuos son observados hasta que ocurra un nu´mero
determinado de fallas o eventos de intere´s, esto es, al inicio del estudio se decidio´ observar
hasta registrar r fallas, en la cual hay dependencia del taman˜o de muestra (denotado por
n) y las fallas que se observen. Aqu´ı, todos los individuos son puestos en estudio al mismo
tiempo y se da el te´rmino de este cuando r de los n individuos han presentado el evento de
intere´s, donde r es un nu´mero entero positivo determinado previamente por el investigador,
tal que r < n. La notacio´n conveniente para este tipo de censura se presenta como sigue.
Sean T1, T2, · · · , Tn los tiempos de falla de los n individuos y sean T(1), T(2), · · · , T(n) sus re-
spectivas estad´ısticas de orden. Entonces el final del estudio queda dado de forma aleatoria
por T(r), la r-e´sima estad´ıstica de orden. Por tanto, (n−r) observaciones sera´n censuradas a
derecha y fijadas al tiempo T(r). En este caso, el tiempo de censura es aleatorio, pues (n− r)
observaciones sera´n censuradas al tiempo dado por la r-e´sima falla, la cual no se sabe cua´ndo
ocurrira´. De modo que esto marca una diferencia importante entre la Censura de Tipo I y
la Censura tipo II.
Note que,
censura =
{
Tipo I, la censura es determin´ıstica
Tipo II, la censura es aleatoria
Los mecanismos de censura tipo I ma´s frecuentes son presentados a continuacio´n:
2.1.5. Censura a derecha
Se presenta cuando a la u´ltima observacio´n que se le hace al individuo, no ha ocurrido
el evento que se desea observar. Existen varias razones para que se presente este tipo de
censura:
• Que hasta el momento de la finalizacio´n del estudio no haya ocurrido el evento, esto
sucede cuando el per´ıodo de seguimiento es finito.
• Que el individuo haya abandonado el estudio o no sea posible volver a contactarlo.
• Que el individuo haya experimentado otro evento que imposibilite la ocurrencia del
evento que se desea observar.
En censura a derecha es conveniente usar la siguiente notacio´n. Para un individuo espec´ıfico
bajo estudio, se supone que este tiene un tiempo de vida X y un tiempo fijo de censura C,
donde X es una variable aleatoria independiente e ide´nticamente distribuida con funcio´n de
densidad f(x). De este modo, el tiempo de vida exacto de un individuo puede ser conocido
si y so´lo si X ≤ C. Si X > C el individuo es un sobreviviente y su tiempo de vida es
censurado en C.
2.1.6. Censura a izquierda
Es menos comu´n que la censura a derecha, se presente cuando para la primera observacio´n
que se realiza sobre el individuo haya ocurrido el evento que se desea observar.
Para ilustrar esta forma de censura, considere un estudio en el que interesa el tiempo de
recurrencia de un ca´ncer particular tras la extirpacio´n quiru´rgica del tumor primario. Tres
meses despue´s de su operacio´n, los pacientes son examinados para determinar si el ca´ncer
ha recurrido. En este momento, algunos de los pacientes pueden ser encontrados como
recurrentes. Para estos pacientes, el tiempo real hasta la recurrencia es menos de tres meses,
y el tiempo de recurrencia de estos pacientes se deja censurado a izquierda. La censura a
izquierda se produce con mucho menos frecuencia que la censura a derecha.
2.1.7. Censura por intervalos
Se presenta cuando so´lo se sabe que al individuo le ocurre el evento de intere´s en un intervalo
[ti−1, ti], donde ti−1 representa el tiempo de la visita i− 1 y ti el de la visita i.
Consideremos de nuevo el ejemplo referente al tiempo hasta la recurrencia de un tumor
utilizado en la discusio´n anterior para ilustrar la censura izquierda. En un paciente no se
observo´ la enfermedad a los tres meses, pero se encuentra que ha tenido una recurrencia
cuando se examina seis meses despue´s de la cirug´ıa, se dice que el tiempo de recurrencia real
de ese paciente a ser de entre tres y seis meses. As´ı el tiempo de recurrencia observado se
dice que esta censurado a intervalo.
2.2. Censura informativa
La censura informativa se presenta cuando el tiempo de supervivencia de un individuo es
censurado a lo largo del tratamiento, ya que este se retira del estudio a causa del deterioro de
su condicio´n f´ısica. Esto significa que la censura esta´ relacionada con algu´n factor asociado
con el tiempo de supervivencia real.
Un ejemplo de una situacio´n donde hay censura informativa se presenta a continuacio´n:
Suponga que algunos individuos son retirados en un estudio de supervivencia para comparar
dos tratamientos porque experimentan efectos secundarios debido a uno de estos. El efecto
de esto sera´, que las tasas de supervivencia observadas sobre este tratamiento particular
son mayores de lo observado, y esto conduce a conclusiones erro´neas sobre el alcance de la
efectividad del tratamiento.
En situaciones donde la causa de la censura esta´ disponible, esta informacio´n puede ser uti-
lizada para decidir entre diferentes tratamientos alternos. Por ejemplo, si hay una mayor
proporcio´n de pacientes con tiempos de supervivencia censurados en un tratamiento, y la
censura es debido a la ocurrencia de un efecto secundario particular, ello podr´ıa dar infor-
macio´n sobre las ventajas o desventajas de los dos tratamientos (Collett, 2003).
Moon et al. (1997) presentan dos ejemplos para explicar la censura informativa.
Ejemplo 1: Supervivencia al ca´ncer de pulmo´n inoperable
Se estudio´ una muestra de 61 pacientes con ca´ncer de pulmo´n inoperable que fueron tratados
con el medicamento ciclofosfamida en el Eastern Cooperative Oncology Group (Lagakos &
Williams (1978)). La variable de respuesta principal fue el tiempo desde el diagno´stico hasta
la muerte. En esta muestra, 28 observaciones son censuradas a derecha y corresponden a
pacientes cuyo tratamiento se dio´ por terminado debido a la aparicio´n de la enfermedad
metasta´sica o debido a un aumento significativo en el taman˜o de su lesio´n primaria. Dado
que estas progresiones de la enfermedad se asocian generalmente con la reduccio´n del tiempo
de supervivencia residual, la censura puede ser informativa (es decir, la censura proporciona
ma´s informacio´n que el hecho de que el tiempo de supervivencia supere un determinado
tiempo) y puede causar serios problemas si el ana´lisis de estos datos no toma en cuenta esta
informacio´n.
Ejemplo 2: Intervencio´n del estilo de vida a largo plazo de pacientes con presio´n
arterial alta-normal
La muestra del estudio comprendio´ 2.382 participantes (1.566 hombres y 816 mujeres), que
ten´ıan 110% a 165% del peso corporal ideal. Los individuos fueron asignados de forma
aleatoria a cuatro grupos de tratamiento utilizando un disen˜o factorial 2 × 2 (pe´rdida de
peso × reduccio´n de sodio). Este fue un estudio de fase II de los ensayos de prevencio´n de
la hipertensio´n (TOHP). La variable de respuesta principal fue el tiempo desde la aleator-
izacio´n hasta tanto la presio´n arterial diasto´lica (DBP)) alcanzara´ un nivel ≥ 90 mm Hg,
presio´n arterial sisto´lica (SBP)) alcanzara´ un nivel > 140 mm Hg, o tomando medicacio´n
antihipertensiva. Una observacio´n se considero´ censurada si la presio´n de la sangre del sujeto
estaba dentro de los l´ımites normales, es decir, ten´ıan DBP ≤ 90 mm Hg y SBP ≤ 140 mm
Hg, y no tomo´ ninguna medicacio´n antihipertensiva al final del estudio, o si el sujeto se
perdio´ durante el seguimiento. Tenga en cuenta que si no hubiera considerado tomar med-
icacio´n antihipertensiva como punto final, entonces la observacio´n habr´ıa sido censurada a
derecha en el momento de tomar la medicacio´n antihipertensiva. Sin embargo, este mecan-
ismo de censura a derecha ser´ıa informativa ya que los sujetos tienden a empezar a tomar
medicamento antihipertensivo porque su presio´n arterial excede los l´ımites normales.
2.3. Funcio´n de supervivencia
(Pintilie, 2006), define la funcio´n de supervivencia como sigue:
Sea T una variable aleatoria absolutamente continua que denota el tiempo que transcurre
hasta un evento. La funcio´n de supervivencia se define como la probabilidad de que el tiempo
del evento exceda algu´n tiempo espec´ıfico t:
S(t) = P (T > t). (2-1)
Si F (t) es la funcio´n de densidad acumulada (F.d.a) de la variable aleatoria T , la funcio´n de
supervivencia puede expresarse en te´rminos de la F.d.a y viceversa:
S(t) = P (T > t) = 1− P (T ≤ t) = 1− F (t). (2-2)
La funcio´n de densidad de probabilidad (F.d.p) f(t), donde T es una variable aleatoria abso-
lutamente continua, puede encontrarse ya sea desde la derivada de la funcio´n de supervivencia
o la derivada de la F.d.a:
f(t) =
dF (t)
dt
=
d{1− S(t)}
dt
= −dS(t)
dt
. (2-3)
Alternativamente, si la F.d.p es conocida y continua, la F.d.p y la funcio´n de supervivencia
pueden encontrarse integrando F.d.p, esto es,
F (t) =
∫ t
0
f(x)dx. (2-4)
y
S(t) =
∫ ∞
t
f(x)dx. (2-5)
2.3.1. Estimador de Kaplan-Meier
El estimador de Kaplan-Meier (1958), es usado con frecuencia en estudios cl´ınicos y con-
fiabilidad, para obtener un estimador de ma´xima verosimilitud no parame´trico Ŝ(t) de la
funcio´n de supervivencia S(t).
El estimador de Kaplan-Meier en su construccio´n considera tantos intervalos de tiempo como
nu´mero de fallas distintos, los l´ımites de los intervalos son los tiempos de falla en la muestra
y se define a continuacio´n:
Ŝ(t) =
∏
{j:tj<j}
nj − dj
nj
(2-6)
donde dj es el nu´mero de individuos que fallaron en el tiempo tj y nj es el nu´mero de indi-
viduos bajo observacio´n y a riesgo a tj, o sea el nu´mero de individuos que no fallaron o no
fueron censurados hasta un instante infinitesimal anterior a tj.
Las principales propiedades del estimador de Kaplan-Meier son las siguientes (ver detalles
de las propiedades en (Fleming, 1991))
(1) Asinto´ticamente insesgado.
(2) Consistente (de´bilmente).
(3) Converge asinto´ticamente a un proceso Gaussiano.
(4) Es el estimador no parametrico de ma´xima verosimilitud (NPMLE) de S(t).
2.3.2. Me´todo de tablas de vida
• El me´todo de tablas de vida (TV) es un me´todo alternativo para estimar la curva de
supervivencia S(t).
• Tambie´n se conoce como me´todo actuarial.
• Es ba´sicamente una representacio´n tabular del progreso de una cohorte a trave´s del
tiempo.
Resulta u´til usar este me´todo cuando el nu´mero de observaciones es muy grande ya que el
me´todo de Kaplan-Meier producira´ tablas demasiado grandes que pueden ser muy dif´ıciles
de manejar e interpretar. Este problema se puede evitar con el me´todo actuarial ya que
en e´ste los tiempos de falla se agrupan en intervalos que pueden ser de longitudes variables
(arbitrarias).
Con el me´todo actuarial adema´s se pueden obtener estimaciones de la funcio´n hazard as´ı
como gra´ficos de e´ste. El problema del me´todo actuarial es que la seleccio´n de los interva-
los para agrupar es arbitraria por lo que distintas selecciones de intervalos pueden producir
diferentes resultados. Adema´s el hecho de agrupar genera pe´rdida de informacio´n.
Con este me´todo la supervivencia estimada se calcula a partir de las probabilidades condi-
cionales de falla as´ı, para el intervalo i, sea ti el tiempo inicial y pi la probabilidad condicional
de falla. La probabilidad de sobrevivir al menos hasta ti esta´ dada por:
Sˆ(ti) =
i−1∏
j=1
(1− `j)
donde `j =
dj
nj
, siendo dj el nu´mero de eventos en el intervalo j y nj el nu´mero de unidades
a riesgo en el intervalo j. Para i = 1, ti = 0 y as´ı Sˆ(ti = 0) = 1.
Para construir una TV se requiere:
• El nu´mero de intervalos disjuntos (pueden ser o no ser de la misma longitud).
• El nu´mero de fallas en cada intervalo j con extremo izquierdo tj.
• El nu´mero de unidades bajo observacio´n y a riesgo nj en el intervalo j. nj se conoce
como Taman˜o Muestral Efectivo.
• El nu´mero de censuras qj.
• Las probabilidades condicionales de falla `j = djnj .
• Los errores esta´ndar asociados a las `j (se denotan ŜE(`j)).
• Las probabilidades de supervivencia estimadas Sˆ(t). Su error esta´ndar esta´ dado por
ŜE
(
Sˆ(tj)
)
= Sˆ(tj)
√√√√ tj∑
i=0
`i
ni − di
• Las estimaciones de la funcio´n hazard hˆ(t).
En la pra´ctica se acostumbra seleccionar al menos j = 5 intervalos. Para calcular el nu´mero
de unidades bajo observacio´n y a riesgo en el intervalo j se debe tener en cuenta el nu´mero
de censuras. Cuando en un intervalo determinado no hay censura, nj = nj−1−dj−1. Cuando
en un intervalo espec´ıfico hay censuras se debe hacer un ajuste por censura en el ca´lculo del
taman˜o muestral efectivo. Este ajuste se describe a continuacio´n.
Suponga que en un intervalo [tj, tj+1) hay qj censuras. Estas qj censuras podr´ıan haber
sucedido al principio del intervalo o al final del intervalo. Como no se sabe cuando sucedieron,
se acostumbra suponer que estas censuras ocurrieron en el punto medio del intervalo. Una
aproximacio´n sera´ entonces considerar que solo la mitad de las censuras aportan de manera
efectiva al taman˜o muestral. Tal correccio´n esta´ dada por:
nj = nj−1 − dj−1 − qj
2
− qj−1
2
Para estimar la funcio´n hazard se usa:
hˆ(tj) =
dj
bj
(
nj − qj2 − dj2
)
donde bj: longitud del intervalo j.
Esta cantidad estima la funcio´n hazard en el punto medio de cada intervalo. El denomi-
nador es una estimacio´n del tiempo total de exposicio´n ya que este tiempo pudiera no estar
disponible para cada sujeto bajo observacio´n.
2.4. Distribucio´n Weibull
El propo´sito de este trabajo es identificar la influencia o impacto de la censura informativa
en la potencia de las pruebas tipo log-rank cuando los tiempos de falla que se distribuyen
Weibull (Meeker & Escobar, 1998), por lo que se considera pertinente examinar algo de la
teor´ıa relacionada con este modelo.
Esta distribucio´n de probabilidad fue propuesta por Weibull (1939). Es muy usada en
aplicaciones pra´cticas, por que ella presenta una gran variedad de formas, todas con una
propiedad ba´sica; su funcio´n hazard es mono´tona, esto es, ella es creciente, decreciente o
constante.
La funcio´n de densidad de probabilidad de una variable aleatoria T , con distribucio´n Weibull
es:
f(t) =
β
ηβ
tη−1 exp
[
−
(
t
η
)β]
(11)
donde t ≥ 0, β > 0 para´metro de forma y η > 0 para´metro de escala.
El para´metro η tiene las mismas unidades que t y β no tiene unidades. Para esta distribucio´n,
la funcio´n de supervivencia y la funcio´n hazard esta´n dadas respectivamente por:
S(t) = exp
[
−
(
t
η
)β]
(2-7)
y
h(t) =
β
ηβ
tβ−1 (2-8)
Otra parametrizacio´n de la distribucio´n Weibull es aquella que tiene como para´metros (µ;σ)
donde µ es un para´metro de localizacio´n y σ es un para´metro de escala, lo cual se denota
X ∼ Weibull(µ;σ). La relacio´n con la anterior parametrizacio´n σ = 1/β y µ = log(η). La
distribucio´n Weibull es una distribucio´n flexible, porque tiene una funcio´n hazard que es
estrictamente creciente para β > 1, estrictamente decreciente para β < 1 y constante para
β = 1, en este u´ltimo caso se obtiene la distribucio´n exponencial. Sin embargo, no puede
producir funciones hazard en forma de ∪ invertida, (ban˜era).
Si T es una variable aleatoria con distribucio´n Weibull de para´metros η y β, se tiene que:
E(T ) = ηΓ
[
1 +
1
β
]
(2-9)
var(T ) = η2
[
Γ
(
1 +
2
β
)
− Γ
(
1 +
1
β
)2]
(2-10)
y
tp = η[− log(1− p)]1/β (2-11)
Los conceptos estudiados en este cap´ıtulo, son los preliminares relacionados con los tiempos
de falla, censura, distribucio´n Weibull, estimacio´n de la funcio´n de supervivencia los cuales
son necesarios para los conceptos estudiados en los siguientes cap´ıtulos y adema´s se usara´n
en el posterior estudio de simulacio´n.
3. Pruebas tipo Log-rank
Hay varias alternativas a la prueba log-rank disen˜adas para probar la hipo´tesis de que dos o
ma´s curvas de supervivencia son equivalentes para todo tiempo t. En esta seccio´n se describe
la prueba log-rank, la prueba de Wilcoxon, la prueba de Peto-Peto, la prueba la Tarone-Ware,
y la prueba de Fleming-Harrington. Las u´ltimas cuatro pruebas son variaciones de la prueba
log-rank. En la descripcio´n de las diferencias entre estas pruebas, note que en la prueba
log-rank se utiliza la suma de las frecuencias observadas menos las frecuencias esperadas en
cada grupo para formar la estad´ıstica de prueba (Kleinbaum (2005)). Se considera pertinente
exhibir estas pruebas ya que ellas sera´n usadas en el estudio de simulacio´n que se presenta
ma´s adelante y que conforman el aporte de esta tesis.
3.1. Prueba Log-rank
Se describira´ la prueba log-rank para cuando se quieren comparar estad´ısticamente dos
curvas de supervivencia. La prueba de log-rank tambie´n conocida como la prueba de
Mantel-Haenszel descrita por Tableman & Sung (2003), es una prueba que se distribuye
asinto´ticamente como una chi-cuadrado y que usa como criterio de prueba un estad´ıstico
que proporciona una comparacio´n general de las curvas de supervivencia, es decir para todo
tiempo t. Utiliza el valor observado contra el valor esperado y no las categor´ıas de los resul-
tados, es decir, equivale a la diferencia entre el nu´mero de fallas observadas en cada grupo
y su correspondiente nu´mero esperado de fallas bajo la hipo´tesis nula. Espec´ıficamente sean
t1 < t2 < · · · < tr los tiempos de falla ordenados y
• dij : el nu´mero de fallas en el grupo i hasta el tiempo tj, i = 1, 2
• nij : Nu´mero de individuos observados y en riesgo del grupo i al tiempo tj , i = 1, 2
Entonces dj = d1j + d2j representa el nu´mero de fallas en ambos grupos y nj el nu´mero de
unidades bajo observacio´n y nj = n1j+n2j el nu´mero de individuos a riesgo en ambos grupos
al tiempo tj.
Si la supervivencia es la misma en ambos grupos entonces el nu´mero esperado de fallas en el
grupo 1 al tiempo tj es e1j = n1j
dj
nj
. La prueba esta´ basada en la diferencia entre las fallas
observadas y las fallas esperadas de la forma.
U =
r∑
j=1
(
d1j − n1j dj
nj
)
(3-1)
La varianza puede estimarse como
v̂ar(U) =
r∑
j=1
n1jn2jdj(nj − dj)
n2j(nj − 1)
(3-2)
El estad´ıstico para la prueba long-rank esta´ dado por
S =
U2
v̂ar(U)
a∼ χ21 (3-3)
3.2. Prueba de Wilcoxon
Esta prueba se basa en la suma ponderada de las diferencias observadas y esperadas entre
los nu´meros de fallas usando como peso a nj Wilcoxon (1945). El estad´ıstico de prueba se
construye usando Uw y v̂arw, las cuales esta´n dadas por:
Uw =
r∑
j=1
{
nj
(
d1j − n1j dj
nj
)}
(3-4)
La varianza puede estimarse como
v̂ar(Uw) =
r∑
j=1
n1jn2jdj(nj − dj)
(nj − 1) (3-5)
As´ı, el estad´ıstico para la prueba de Wilcoxon, esta´ dado por:
SUw =
U2w
v̂ar(Uw)
a∼ χ21 (3-6)
Al utilizar el nu´mero de individuos en riesgo como la ponderacio´n, la prueba de Wilcoxon da
un mayor peso a la primera parte de la curva donde el taman˜o de la muestra es mayor que en
los puntos de tiempo posteriores, cuando so´lo pocos individuos permanecen bajo observacio´n
y a riesgo.
3.3. Prueba de Peto y Peto
En la prueba de Peto & Peto (1972) los pesos son los tiempos de interrupcio´n de la j-e´sima
estimacio´n de la supervivencia S˜(tj) calculados sobre todos los grupos combinados. Esta
estimacio´n de la supervivencia S˜(tj) es similar a la estimacio´n de supervivencia de Kaplan-
Meier, con:
S˜(tj) =
∏
{j:tj<j}
nj + 1− dj
nj + 1
(3-7)
El estad´ıstico de prueba queda:
Pw =
r∑
j=1
{
S˜(tj)
(
d1j − n1j dj
nj
)}
(3-8)
La varianza puede estimarse como
v̂ar(Pw) =
r∑
j=1
S˜2(tj)n1jn2jdj(nj − dj)
n2j(nj − 1)
(3-9)
Por lo tanto, el estad´ıstico para la prueba de Peto, esta´ dado por:
SPw =
P 2w
v̂ar(Pw)
a∼ χ21 (3-10)
Por lo tanto esta´ prueba tambie´n da ma´s peso a la informacio´n que se encuentra al comienzo
de la curva de supervivencia, donde el nu´mero de individuos bajo observacio´n y a riesgo es
mayor.
3.4. Prueba de Tarone-Ware
El estad´ıstico de prueba propuesto por Tarone & Ware (1972) aplica tambie´n ma´s peso a los
primeros tiempos de falla y la ponderacio´n de los individuos observados menos los esperados
en tiempo tj esta´ dada por la ra´ız cuadrada del nu´mero de individuos en riesgo
√
nj. As´ı el
estad´ıstico de prueba queda:
Tw =
r∑
j=1
{√
nj
(
d1j − n1j dj
nj
)}
(3-11)
La varianza puede estimarse como
v̂ar(Tw) =
r∑
j=1
n1jn2jdj(nj − dj)
nj(nj − 1) (3-12)
As´ı, el estad´ıstico para la prueba de Tarone-Ware, esta´ dado por:
STw =
T 2w
v̂ar(Tw)
a∼ χ21 (3-13)
3.5. Prueba de Fleming-Harrington
La prueba de Fleming-Harrington, estudiada por Klein & Moeschberger (2003), utiliza el
me´todo de estimacio´n de supervivencia propuesto por Kaplan-Meier Ŝ(t) en todos los grupos.
La ponderacio´n de esta prueba esta´ dada por: Ŝ(tj−1)
p
[1− Ŝ(tj−1)]q, donde p y q se escogen
de forma tal que si, p = q = 0, se tiene la prueba de log-rank. Cuando p = 1, q = 0, se
tiene la prueba de Peto y Peto. Cuando q = 0 y p > 0, estos pesos dan ma´s peso a las
primeras observaciones, mientras que, cuando p = 0 y q > 0, estas pruebas dan ma´s peso a
las desviaciones que se producen al final del tiempo. De acuerdo a la eleccio´n apropiada de
p y q, se puede construir la prueba ma´s potente.. La prueba de Fleming-Harrington permite
la mayor flexibilidad en te´rminos de la eleccio´n de los pesos ya que el usuario proporciona
los valores de p y q. Por lo tanto la estad´ıstica de prueba es como sigue:
Fw =
r∑
j=1
{
Ŝ(tj−1)
p
[1− Ŝ(tj−1)]q
(
d1j − n1j dj
nj
)}
(3-14)
La varianza puede estimarse como
v̂ar(Fw) =
r∑
j=1
[Ŝ(tj−1)
p
[1− Ŝ(tj−1)]q]2n1jn2jdj(nj − dj)
n2j(nj − 1)
(3-15)
As´ı, el estad´ıstico para la prueba de Fleming-Harrington, esta´ dado por
SFw =
F 2w
v̂ar(Fw)
a∼ χ21 (3-16)
A continuacio´n se presenta una tabla con el resumen de las ponderaciones wi para cada
prueba
Tabla 3-1.: Ponderaciones para las pruebas log-rank
Prueba wi
Log-rank 1
Wilcoxon nj
Peto-Peto S˜(tj)
Tarone-Ware
√
ni
Fleming-Harrington Ŝ(tj−1)
p
[1− Ŝ(tj−1)]q
En este cap´ıtulo se presentaron las diferentes pruebas tipo log rank, cuatro de las cuales
sera´n utilizadas en el posterior estudio de simulacio´n. La prueba de Fleming-Harrington se
describe pero no se utiliza en el estudio de simulacio´n porque para algunos valores particulares
produce las otras pruebas.
4. Potencia de las pruebas de hipo´tesis y
estructuras de correlacio´n
Este cap´ıtulo consta de dos secciones, en la primera se enuncian conceptos relacionados con la
potencia de una prueba de hipo´tesis, y en la segunda se estudian las co´pulas, las cuales sera´n
usadas en el estudio de simulacio´n para generar los tiempos de falla y censura dependientes.
Para evaluar el grado de asociacio´n entre las marginales en el modelo generado por la co´pula,
se usa el τ de Kendall el cual tambie´n se describe en esta seccio´n.
4.1. Potencia de una prueba de hipo´tesis estad´ıstica
La potencia de una prueba estad´ıstica la define Davey & Savla (2010), como sigue:
La prueba de hipo´tesis se usa t´ıpicamente para evaluar una hipo´tesis nula H0 contra una
hipo´tesis alternativa deseada H1, considere
H0 : θ ∈ Θ0 V s H1 : θ ∈ Θc0.
Donde Θ0 es el espacio para´metrico. Entonces, si θ ∈ Θ0 y la prueba de hipo´tesis decide en
favor de H1, es decir, se rechaza H0, en este caso se comete un error de tipo I (con probabil-
idad α), o si θ ∈ Θc0 y la prueba de hipo´tesis decide en favor de H0, es decir, no se rechaza
H0, se comete un error de tipo II, (con probabilidad β).
La probabilidad de cometer un error tipo I es en parte una funcio´n del criterio de decisio´n
esta´ndar utilizado en una hipo´tesis (a menudo denotado como α).
β(θ) =
{
P (Error tipo I), si θ ∈ Θ0
P (error tipo II), si θ ∈ Θc0
En otras palabras,
Potencia = P (Rechazar H0 | H0 falsa) = 1− P (No rechazarH0 | H0 falsa)
La potencia de una prueba estad´ıstica se define como uno menos la probabilidad de cometer
un error tipo II (es decir, si la probabilidad de cometer un error tipo II es β, Potencia = 1−β,
o la potencia es la probabilidad de que se evitara´ un error tipo II) ver Tabla 4-1.
Tabla 4-1.: Potencia de una prueba de hipo´tesis
Estado verdadero
Decisio´n H0 cierta H0 falsa
No se rechaza H0 Correcta (1− α) Error tipo II (β)
Se rechaza H0 Error tipo I (α) Correcta (1− β)
4.2. Co´pulas
Las co´pulas se han convertido en una herramienta popular de modelamiento multivariado en
muchos campos donde la dependencia multivariada es de gran intere´s y la usual normalidad
multivariada puede no ser un supuesto razonable. Por ejemplo, en finanzas, las co´pulas son
usadas en la asignacio´n de activos, evaluacio´n de cre´dito, el modelamiento de incumplimiento
y la gestio´n de riesgos. En estudios biome´dicos, las co´pulas son utilizadas en el modelamiento
de la correlacio´n de tiempos de eventos correlacionados y riesgos en competencia (Moreno
& Blanco (2012)). En ingenier´ıa, las co´pulas son usadas en procesos de control multivaria-
dos y en el modelamiento hidrolo´gico . Las co´pulas han tenido un gran desarrollo debido a
que permiten especificar las distribuciones marginales univariadas y su comportamiento por
separado (Yan (2007)).
Definicio´n: Sea X y Y variables aleatorias con funcio´n de distribucio´n conjunta F , con
distribuciones marginales F1 y F2 respectivamente. X y Y son dos variables uniformes si F1
y F2 son continuas. De esta manera, si las marginales F1 y F2 de la distribucio´n bivariada
F son continuas, entonces existe una co´pula u´nica, la cual es una funcio´n de distribucio´n
acumulada, con sus marginales uniformes (Drouet Mari & Kotz (2001)). Formalmente una
funcio´n C : [0, 1]2 → [0, 1] tal que
F (x, y) = C(F1(x), F2(y)), (4-1)
es una co´pula.
Las co´pulas bidimensionales son funciones bivariadas que unen dos funciones de distribucio´n
univariadas para construir distribuciones bivariadas continuas. La co´pula es una funcio´n que
permite modelar la estructura de dependencia de dos variables aleatorias.
4.2.1. Co´pulas Arquimedianas
Existen diferentes clases de co´pulas. Un criterio de agrupacio´n se encuentra asociado con la
forma funcional de la co´pula, entre las que tenemos: las expl´ıcitas que son las que se pueden
expresar a trave´s de una forma funcional cerrada. Las co´pulas impl´ıcitas son derivadas de
funciones de distribucio´n multivariada.
Otro criterio de agrupacio´n es aquel que depende directamente de las caracter´ısticas parti-
culares de las co´pulas, en este caso se tienen tres grupos, las arquimedianas, las el´ıpticas y
las de valor extremo (Dominique & S. (2004)).
Un caso particular e importante de las co´pulas, son las co´pulas Arquimedianas. Si ϕ (llamado
un generador) es una funcio´n decreciente convexa, con una segunda derivada positiva, y
ϕ(1) = 0 y tal que
ϕ : (0, 1]→ [0,+∞].
Se puede entonces definir una inversa (o cuasi-inversa si ϕ(0) <∞) por:
ϕ−1(x) =
{
ϕ−1(x) para 0 ≤ x ≤ ϕ(0)
0 para ϕ(0) < x <∞
Una co´pula Arquimediana se define entonces como C(u, v) = ϕ−1[ϕ(u)− ϕ(v)].
Existen distintas clases de co´pulas que describen diferentes estructuras de dependencia
ba´sicas de las variables. Nelsen (2006) ha suministrado una visio´n general sobre las diferentes
familias. La tabla 4-2 lista algunas familias importantes de co´pulas Arquimedianas con un
solo para´metro, que se denotaran por Cθ.
Tabla 4-2.: Familia de co´pulas Arquimedianas
Familia Cθ(x, y) φ
−1(t)
Clayton max(x−θ + y−θ − 1, 0)−1/θ
(
1
1 + θt
)1/θ
Ali-Mikhail-Haq xy
1−θ (1− x)(1− y)
(
1− θ
exp(t)− θ
)
Frank − 1
θ
ln
[
1 +
{exp(−θx)− 1}{exp(−θy)− 1}
exp(−θ)− 1
]
− 1
θ
ln[1 + exp(−t)exp(−θ)− 1]
Las tres co´pulas anteriores tienen asociada una transformada de Laplace.
4.2.2. Propiedades de las co´pulas Arquimedianas
Teorema. Sea C una co´pula arquimediana con generador φ, entonces:
a. C es sime´trica, es decir C(u, v) = C(v, u), ∀ u, v ∈ [0, 1].
b. C es asociativa, es decir C(C(u, v), w) = C(u,C(v, w)), ∀ u, v, w ∈ [0, 1].
c. Si k > 0 es una constante y φ el generador, entonces kφ es tambie´n un generador de
C.
4.2.3. La co´pula Frank
Para crear la dependencia entre los tiempos de falla y censura que se usara´n en la simulacio´n,
se utilizara´ la co´pula Frank.
La co´pula Frank, cuyo generador es φ(t) = − ln [(exp(−θt)− 1)/(exp(−θ)− 1)], esta´ dada
por
Cθ(x, y) = −1
θ
ln
[
1 +
{exp(−θx)− 1}{exp(−θy)− 1}
exp(−θ)− 1
]
, θ 6= 0. (4-2)
Con t ∈ [0,∞] y θ ∈ (0,∞). El rango admisible para el τ de Kendall es (0, 1).
El uso de la co´pula Frank es atractivo ya que se puede capturar el rango completo de depen-
dencia; esto es, al igual que la co´pula Gaussiana, la co´pula Frank incluye las co´pulas de cota
superior de Fre´chet cuando θ → −∞, de cota inferior de Fre´chet cuando θ →∞ y de indepen-
dencia cuando θ → 0. De hecho, cuando se trata de inferencia, algunos estad´ısticos prefieren
usar la co´pula Frank a la Gaussiana, ya que mientras ambas co´pulas tienen propiedades
similares, la co´pula Frank proporciona cantidades cerradas y por lo tanto, ma´s fa´ciles de
programar (Escarela & Carriere (2003)).
Para evaluar el grado de asociacio´n entre las marginales en el modelo generado por la co´pula
Frank, el τ de Kendall correspondiente esta´ dado por
τθ = 1− 4
θ
[1−D1(θ)], (4-3)
donde Dk(x) es la funcio´n Debye, la cual esta´ definida para cualquier entero k por
Dk(x) =
k
xk
∫ x
0
tk
exp(t)− 1dt,
(Genest (1987)). El τ de Kendall de la co´pula Frank toma valores en el rango completo de
concordancia. Observando los casos especiales de la co´pula Frank, lim
θ→−∞
τθ = −1, lim
θ→∞
τθ = 1
y lim
θ→0
τθ = 0.
4.2.4. τ de Kendall
Se considera pertinente incluir esta definicio´n porque el para´metro de dependencia de la
co´pula Frank depende del valor del τ de Kendall.
Definicio´n:(Concordancia) Sean (xi, yi) y (xj, yj) dos observaciones de un vector de vari-
ables aleatorias continuas (X, Y ) se dice que (xi, yi) y (xj, yj) son concordantes si xi < xj y
yi < yj o xi > xj y yi > yj. Esto es, (xi, yi) y (xj, yj) son concordantes si (xi−xj)(yi−yj) > 0.
Definicio´n:(Disconcordancia) Sean (xi, yi) y (xj, yj) dos observaciones de un vector de
variables aleatorias continuas (X, Y ) se dice que (xi, yi) y (xj, yj) son disconcordantes si
xi < xj y yi > yj o xi > xj y yi < yj. Esto es, (xi, yi) y (xj, yj) son disconcordantes si
(xi − xj)(yi − yj) < 0.
Definicio´n: τ de Kendall: Suponga que (X, Y ) y (X∗, Y ∗) son dos observaciones inde-
pendientes de una distribucio´n conjunta. Entonces τ es la diferencia entre la probabilidad
de concordancia y la probabilidad de discordancia de esas dos observaciones (Dominique &
S. (2004)), esto es,
τ = P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − P{(X∗ −X)(Y ∗ − Y ) < 0}. (4-4)
τ = P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − P{(X∗ −X)(Y ∗ − Y ) < 0}
= P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − {1− P{(X∗ −X)(Y ∗ − Y ) ≥ 0}}
= 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − 1.
Se asume que las distribuciones marginales son continuas. Note que −1 ≤ τ ≤ 1.
Si todas las parejas son concordantes:
τ = 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − 1
= 2(1)− 1 = 1.
Si todas las parejas son discordantes:
τ = 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − 1
= 2(0)− 1 = −1.
Se sabe que,
τ = 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − 1
Por definicio´n de probabilidad
0 ≤ P{(X∗ −X)(Y ∗ − Y ) ≥ 0} ≤ 1,
0 ≤ 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} ≤ 2,
−1 ≤ 2P{(X∗ −X)(Y ∗ − Y ) ≥ 0} − 1 ≤ 1
As´ı, −1 ≤ τ ≤ 1. (Paz (2012))
Este coeficiente de correlacio´n de rango mide el grado de dependencia mono´tona entre dos
variables aleatorias, adema´s ofrecen una medida de correlacio´n para variable. El τ de Kendall
es invariante a transformaciones estrictamente crecientes, mientras que el coeficiente de co-
rrelacio´n ρL no resulta ser una buena medida de dependencia entre las variables aleatorias
Weibull y Uniforme, puesto que este coeficiente de correlacio´n no es invariante bajo transfor-
maciones mono´tonas. Por lo tanto, se propone utilizar el τ de Kendall que permite controlar
la dependencia entre las variables aleatorias Weibull y Uniforme. Los conceptos discutidos
y presentados en este cap´ıtulo, sera´n usados en el estudio de simulacio´n.
5. Estudio de simulacio´n
En este cap´ıtulo se presenta la metodolog´ıa usada para realizar el estudio de simulacio´n, el
cual tiene por objeto estudiar la influencia o impacto de la censura informativa en la po-
tencia de las pruebas tipo log-rank (log-rank, Wilcoxon, Peto y Peto, Tarone-Ware), cuando
los tiempos de falla que se distribuyen Weibull. Los escenarios que se tendra´n en cuenta
son cuando los tiempos de falla y censura son independientes (censura no informativa) y
dependientes (censura informativa), teniendo en cuenta censura aleatoria. Tenga en cuenta
que cuando se habla de potencia nos referimos a potencia estimada.
5.1. Metodolog´ıa
Para determinar el comportamiento de las pruebas tipo log-rank, al ignorar o incluir la
dependencia entre los tiempos de falla y censura se llevo´ a cabo un estudio de simulacio´n.
Las condiciones bajo las cuales se llevo´ a cabo este estudio se explican a continuacio´n:
(a) Los taman˜os de muestra usados son: n = 30, 50, 100, 200, 400.
(b) Se definen dos variables aleatorias, T es el tiempo de falla y C es el tiempo de censura.
Se considereran dos casos de intere´s:
b-1 Cuando T y C son independientes. Se formaran dos bases de datos cada
una de las cuales constan de tres columnas (Tiempos (tiempos de falla), Estados
(Indica si la observacio´n esta censurada o no), grupo (son dos grupos cada uno
generado de una distribucio´n Weibull, con para´metros diferentes)). Los pasos
para conformar las bases de datos se listan a continuacio´n:
1. Se generaron observaciones Ti, con i = 1, 2, · · · , n, de unas variables aleatorias
T ∼Weibull(η = 0.62, β = 1.6) y T ∼Weibull(η = 1.9, β = 1.9). Donde η es
el para´metro de localizacio´n y β el para´metro de escala.
2. Se generaron observaciones censuradas Ci con i = 1, 2, · · · , n, de una variable
aleatoria C ∼ UNIF(0, b)
2.1 Sea C+ = P (T > C) la fraccio´n de censura, b se selecciona de tal forma que
C+ = 0.20, 0.30, 0.40, 0.50.
CT
t = c
Figura 5-1.: Regio´n de integracio´n para C+
De la gra´fica 5-1 se tiene que:
C+ = P (T > C) =
∫ ∞
0
∫ ∞
c
fC,T (c, t)dtdc
C+ =
∫ ∞
0
fc(c)
[∫ ∞
c
fT (t)dt
]
dc
=
∫ ∞
0
fc(c)ST (c)dc
Ahora tomando c ∼ UNIF(0, b), se obtiene:
C+ =
∫ b
0
1
b
ST (c)dc
=
1
b
∫ b
0
ST (c)dc
=
1
b
∫ b
0
exp
[
−
(
c
η
)β]
dc.
Realizando cambio de variable se tiene,
Sea w =
(
c
η
)β
entonces c = ηw1/β y η
β
w1/β−1dw = dc. Entonces,
C+ =
1
b
∫ b
0
exp
[
−
(
c
η
)β]
dc
=
1
b
∫ ( b
η
)β
0
η
β
w(1/β)−1e−wdw
=
1
b
η
β
∫ ( bη )β
0
w(1/β)−1e−wdw
=
η
bβ
Γ
(
1
β
)∫ ( bη )β
0
w(1/β)−1e−w
Γ
(
1
β
) dw
Luego,
C+ =
η
bβ
Γ
(
1
β
)
FG
[(
b
η
)β]
(5-1)
Donde, FG
[(
b
η
)β]
es la funcio´n de distribucio´n acumulada de una variable
aleatoria Gamma con para´metro de forma 1/β y escala igual a 1. Ahora como
β, η y C+ son dados, entonces 5-1 se soluciona nume´ricamente para obtener
b.
b-2 Cuando T y C son dependientes. Se formaran dos bases de datos cada una de
las cuales constan de tres columnas (Tiempos (tiempos de falla), Estados (Indica si
la observacio´n esta censurada o no), grupo (son dos grupos cada uno generado de
una distribucio´n Weibull, con para´metros diferentes)). Los pasos para conformar
las bases de datos se listan a continuacio´n:
1. Se simularon tiempos de falla y censura aleatoria dependientes usando la co´pula
Frank, y para´matro de dependencia el τ de Kendall, con τ = 0.95, de forma tal
que: las observaciones de falla Ti, con i = 1, 2, · · · , n, son variables aleatorias
T ∼ Weibull(η = 0.62, β = 1.6) y T ∼ Weibull(η = 1.9, β = 1.9). Donde η es el
para´metro de localizacio´n y β el para´metro de escala, de taman˜o n.
2. Se generaron observaciones censuradas Ci con i = 1, 2, · · · , n, de C ∼ UNIF (0, b).
2.1 b se selecciona de tal forma que P (T > C) = C+ = 0.20, 0.30, 0.40, 0.50, la
fraccio´n de censura, con
C+ =
∫ ∞
0
∫ ∞
c
fC,T (c, t)dtdc
=
∫ ∞
0
∫ ∞
c
fC(c)fT |C(t|c)dtdc
=
∫ ∞
0
fC(c)
∫ ∞
c
fT |C(t|c)dtdc
=
∫ ∞
0
fc(c)ST |C(c|c)dc
Con ST |C(c|c)dc la funcio´n de supervivencia de una distribucio´n condicional de T
en C = c, evaluada en c. C+ se soluciona nume´ricamente.
(c) En (b-2) y (b-1) se tiene que si Ti > Ci, la observacio´n es censurada en Ci y Si Ti ≤ Ci,
la observacio´n falla en Ti
(d) Para cada una de las bases de datos conformadas se calcula la funcio´n de supervivencia
usando el me´todo de Kaplan-Meier, y luego se calculan las diferentes pruebas log-rank
de las que se registra el valor p, para cada prueba se realizan K=1000 simulaciones.
(e) Con los valores p que se registran se realiza el estudio de potencia y del nivel de signifi-
cancia de las respectivas pruebas, la potencia se calcula como se muestra a continuacio´n:
las pruebas log-rank nos permiten probar H0 : ST1 = ST2 contra H0 : ST1 6= ST2 con
T1 ∼Weibull(0.62, 1.6) y T2 ∼Weibull(1.9, 1.9). As´ı la potencia se calcula como:
Potencia =
P ( rechazar H0|H0 es falsa)
k
y P ( rechazar H0|H0 es falsa) el cual equivale al nu´mero de veces que se rechaza H0
y el nivel de significancia como 1− p.
5.2. Resultados del estudio de simulacio´n
En esta seccio´n se presentaran los resultados de la investigacio´n realizada, se subdivide en
dos secciones, la verificacio´n de los niveles de significancia y los resultados de la potencia
de las pruebas de hipo´tesis, variando cada uno de los para´metros descritos en la seccio´n
anterior.
5.2.1. Taman˜os de las pruebas de hipo´tesis
Se presenta los diferentes niveles de significancia alcanzados por las diferentes pruebas
de hipo´tesis realizadas, para cada uno de los respectivos porcentajes de censura C+ =
0.2, 0.3, 0.4, 0.5, se observa que indistintamente del taman˜o de muestra n = 30, 50, 100, 200, 400,
el nivel de significancia se conserva para cada una de las pruebas realizadas (Log-rank, Peto,
Wilcoxon,Tarone-Ware).
Tabla 5-1.: Taman˜o de la prueba con C+ = 0.2
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.06 0.042 0.046 0.044 0.056 0.046 0.046 0.044
50 0.06 0.053 0.056 0.058 0.057 0.057 0.057 0.052
100 0.06 0.054 0.056 0.057 0.055 0.063 0.063 0.053
200 0.06 0.05 0.048 0.052 0.045 0.039 0.04 0.039
400 0.06 0.045 0.046 0.048 0.054 0.056 0.056 0.052
En las graficas 5-2 y 5-3 se presentan los diferentes niveles de significancia alcanzados por
las pruebas log-rank para cada taman˜o de muestra usado (n = 30, 50, 100, 200, 400), para
tiempos de falla y censura independientes y dependientes respectivamente.
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Figura 5-2.: Taman˜o de las pruebas con C+ = 0.2 y tiempos de falla y censura
independientes
En la grafica 5-2, se puede ver que las pruebas que mejor conservan el nivel de significancia
son la prueba de Peto-Peto y la prueba de Wilcoxon, para cuando se tiene porcentaje de
censura C+ = 0.2 y tiempos de falla y censura independientes.
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Figura 5-3.: Taman˜o de las pruebas con C+ = 0.2 y tiempos de falla y censura
dependientes
Se puede ver en la gra´fica 5-3, que la prueba que mejor conserva el nivel de significancia es
la prueba log-rank, para cuando se tiene un porcentaje de censura C+ = 0.2 y tiempos de
falla y censura dependientes, con τ = 0.95.
La tabla 5-2, muestra los niveles de significancia alcanzados por las pruebas log rank, cuando
se tienen un porcentaje de censura C+ = 0.3.
Tabla 5-2.: Taman˜o de la prueba con C+ = 0.3
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.061 0.049 0.048 0.05 0.051 0.051 0.05 0.047
50 0.052 0.045 0.04 0.048 0.059 0.051 0.051 0.054
100 0.054 0.04 0.04 0.044 0.06 0.047 0.046 0.047
200 0.046 0.042 0.04 0.039 0.049 0.054 0.054 0.052
400 0.057 0.059 0.057 0.058 0.041 0.036 0.036 0.04
En la gra´fica 5-4, se muestra el nivel de significancia alcanzado por las diferentes pruebas
log rank, cuando el porcentaje de censura es C+ = 0.3 y los tiempos de falla y censura
son independientes, se puede ver que para el taman˜o de muestra n = 30, la prueba que
menos conserva el nivel de significancia es la prueba log-rank, mientras que para los otros
taman˜os de muestra (n = 50, 100, 200, 400), esta prueba es la que ma´s preserva el nivel de
significancia.
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Figura 5-4.: Taman˜o de las pruebas con C+ = 0.3 y tiempos de falla y censura
independientes (τ = 0.95)
La gra´fica 5-5, muestra el nivel de significancia alcanzado por las diferentes pruebas log
rank, cuando los tiempos de falla y censura son dependientes y C+ = 0.3, se puede ver la
prueba que menos conserva el nivel de significancia es la prueba log-rank.
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Figura 5-5.: Taman˜o de las pruebas con C+ = 0.3 y tiempos de falla y censura
dependientes (τ = 0.95)
La tabla 5-3, muestra los niveles de significancia alcanzados por las pruebas log rank, cuando
se tienen un porcentaje de censura C+ = 0.4 y tiempos de falla y censura dependientes e
independientes.
Tabla 5-3.: Taman˜o de la prueba con C+ = 0.4
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.066 0.059 0.063 0.062 0.082 0.066 0.067 0.071
50 0.052 0.056 0.051 0.058 0.051 0.052 0.05 0.05
100 0.044 0.049 0.051 0.05 0.057 0.051 0.051 0.054
200 0.061 0.062 0.061 0.065 0.044 0.04 0.041 0.041
400 0.038 0.041 0.042 0.04 0.06 0.05 0.05 0.05
En la grafica 5-6 se presentan los diferentes niveles de significancia alcanzados por las pruebas
log-rank para cada taman˜o de muestra usado (n = 30, 50, 100, 200, 400), para tiempos de
falla y censura independientes y C+ = 0.4, note que la prueba que mejor conserva el nivel
de significancia es la prueba de Peto-Peto.
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Figura 5-6.: Taman˜o de las pruebas con C+ = 0.4 y tiempos de falla y censura
independientes (τ = 0.95)
En las graficas anterior 5-7 se presentan los diferentes niveles de significancia alcanzados por
las pruebas log-rank, para tiempos de falla y censura dependientes y C+ = 0.4, en esta se
evidencia que la prueba de Wilcoxon es la que mejor conserva el nivel de significancia.
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Figura 5-7.: Taman˜o de las pruebas con C+ = 0.4 y tiempos de falla y censura
dependientes (τ = 0.95)
En la tabla 5-4, se presentan los niveles de significancia para las pruebas log rank cuando el
porcentaje de censura es C+ = 0.5.
Tabla 5-4.: Taman˜o de la prueba con C+ = 0.5
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.055 0.049 0.049 0.049 0.066 0.063 0.062 0.065
50 0.052 0.05 0.048 0.051 0.062 0.057 0.054 0.055
80 0.038 0.042 0.049 0.043 0.05 0.05 0.048 0.051
200 0.054 0.052 0.051 0.052 0.033 0.034 0.031 0.033
400 0.045 0.046 0.045 0.046 0.049 0.054 0.053 0.05
Las siguientes gra´ficas 5-8 y 5-9, presenta los niveles de significancia para las pruebas log
rank, con porcentaje de censura C+ = 0.5, para fallas y censuras independientes y dependi-
entes respectivamente, y en ambos caso la prueba que menos conserva el nivel de significancia
es la prueba log rank.
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Figura 5-8.: Taman˜o de las pruebas con C+ = 0.5 y tiempos de falla y censura
independientes, (τ = 0.95)
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Figura 5-9.: Taman˜o de las pruebas con C+ = 0.5 y tiempos de falla y censura
dependientes, (τ = 0.95)
5.2.2. Estudio de potencia
Se presenta la potencia alcanzada por las diferentes pruebas de hipo´tesis realizadas, para
cada uno de los respectivos porcentajes de censura C+ = 0.2, 0.3, 0.4, 0.5, se observa que
al aumentar el taman˜o de muestra la potencia de la prueba aumenta tanto para cuando se
tienen tiempos de falla y censura dependientes como independientes. Los resultados presen-
tados en esta seccio´n se realizan teniendo en cuenta τ = 0.95.
Cuando se tiene un porcentaje de censura C+ = 0.2, se evidencia que la potencia de las
pruebas log rank para tiempos de falla y censura independientes es superior al 90%, mientras
que para tiempos de falla y censura dependientes la potencia esta´ entre el 10% y el 80%, como
se muestra en la tabla A-8, para este u´ltimo caso la prueba que menor potencia presenta es
la log-rank indistintamente del taman˜o de muestra.
En la gra´fica 5-10, se muestra la potencia para todas las pruebas cuando las fallas y las
censuras son independientes y se tiene porcentaje de censura C+ = 0.2, en esta se puede
observar a partir de un taman˜o de muestra de n = 100, la potencia es igual a 100%, para
taman˜os de muestra de n = 30 y n = 50, la prueba que mayor potencia tiene es la de
Wilcoxon y la que menor potencia tiene es la log-rank.
En la gra´fica 5-11, se muestra la potencia para todas las pruebas cuando las fallas y las
censuras son dependientes y se tiene porcentaje de censura C+ = 0.2, donde se observa que,
la prueba que mayor potencia presenta es la prueba de Wilcoxon, y la que menor potencia
Tabla 5-5.: Potencia de las pruebas log rank, con C+ = 0.2
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes τ = 0.95
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.914 0.951 0.953 0.944 0.106 0.259 0.272 0.171
50 0.989 0.996 0.996 0.995 0.114 0.389 0.405 0.242
100 1.000 1.000 1.000 1.000 0.388 0.758 0.857 0.703
200 1.000 1.000 1.000 1.000 0.412 0.876 0.908 0.710
400 1.000 1.000 1.000 1.000 0.413 0.994 0.999 0.882
alcanza es la prueba log-rank, para los taman˜os de muestra n = 30, 50 las potencias son
inferiores al 40%.
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Figura 5-10.: Potencia de las pruebas log-rank fallas y censuras independientes,
C+ = 0.2
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Figura 5-11.: Potencia de las pruebas log-rank fallas y censuras dependientes,
C+ = 0.2
En las siguientes graficas se muestran las potencias para cada una de las pruebas tipo log-
rank, en las cuales se comparan tiempos de falla y censura independientes y dependientes
(censura informativa), para los diferentes porcentajes de censura.
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Figura 5-12.: Potencia de la prueba log rank, C+ = 0.2 y τ = 0.95
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Figura 5-13.: Potencia de la prueba de Peto y Peto, C+ = 0.2 y τ = 0.95
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Figura 5-14.: Potencia de la prueba de Wilcoxon C+ = 0.2 y τ = 0.95
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Figura 5-15.: Potencia de la prueba de Tarone-Ware C+ = 0.2 y τ = 0.95
En las graficas anteriores se evidencia que indistintamente de la prueba y el taman˜o de
muestra la potencia de las pruebas es ma´s alta cuando los tiempos de falla y censura son
independientes que dependientes.
La tabla 5-6, se muestran los porcentajes de la potencia de las diferentes pruebas log rank,
con porcentaje de censura C+ = 0.3.
Tabla 5-6.: Potencia de las pruebas log rank, con C+ = 0.3
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.912 0.931 0.939 0.930 0.220 0.345 0.399 0.315
50 0.987 0.991 0.993 0.990 0.291 0.534 0.617 0.470
100 1.000 1.000 1.000 1.000 0.503 0.808 0.894 0.751
200 1.000 1.000 1.000 1.000 0.766 0.984 0.998 0.967
400 1.000 1.000 1.000 1.000 0.977 1.000 1.000 1.000
Las gra´ficas 5-16 y 5-17, muestran respectivamente para tiempos de falla y censura in-
dependientes y dependientes, las potencias para las pruebas log rank en un mismo eje de
coordenadas. Note que, para ambos casos la prueba que mayor potencia alcanza es la prueba
de Wilcoxon y la que menos potencia alcanza es la prueba log-rank.
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Figura 5-16.: Potencia de las pruebas log-rank fallas y censuras independientes,
C+ = 0.3
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Figura 5-17.: Potencia de las pruebas log-rank fallas y censuras dependientes,
C+ = 0.3
En las tablas 5-18, 5-19, 5-20, 5-21, se muestra los porcentajes de censura para las prue-
bas log-rank, Peto-Peto, Wilcoxon, Tarone-Ware respectivamente, cuando el porcentaje de
censura es C+ = 0.3, para tiempos de falla y censura independientes y dependientes. Se evi-
dencia que la potencia de las pruebas log rank para tiempos de falla y censura independientes
es superior al 90%, pero inferiores a cuando se tiene C+ = 0.2, mientras que para tiempos
de falla y censura dependientes la potencia esta´ entre 20% y 100%, para este u´ltimo caso
la prueba que menor potencia presenta es la log-rank indistintamente del taman˜o de muestra.
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Figura 5-18.: Potencia de la prueba log-rank, C+ = 0.3 y τ = 0.95
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Figura 5-19.: Potencia de la prueba de Peto y Peto, C+ = 0.3 y τ = 0.95
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Figura 5-20.: Potencia de la prueba de Wilcoxon C+ = 0.3 y τ = 0.95
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Figura 5-21.: Potencia de la prueba de Tarone-Ware C+ = 0.3 y τ = 0.95
La tabla 5-7, se presentan los porcentajes de las potencias alcanzadas por las diferentes
pruebas log rank, cuando el porcentaje de censura es C+ = 0.4
Tabla 5-7.: Potencia de las pruebas log rank, con C+ = 0.4 y τ = 0.95
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.872 0.894 0.903 0.893 0.489 0.542 0.652 0.582
50 0.994 0.995 0.995 0.994 0.737 0.805 0.898 0.840
100 1.000 1.000 1.000 1.000 0.961 0.982 1.000 0.995
200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Las gra´ficas 5-22 y 5-23, muestran respectivamente para tiempos de falla y censura in-
dependientes y dependientes, las potencias para las pruebas log rank en un mismo eje de
coordenadas. Note que, para ambos casos la prueba que mayor potencia alcanza es la prueba
de Wilcoxon y la que menos potencia alcanza es la prueba log-rank. Adema´s, la potencia
para cuando los tiempos de falla y censura son dependientes aumenta con respecto a la
potencia que alcanza cuando el porcentaje de cesura es 0.2, para todas las pruebas.
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Figura 5-22.: Potencia de las pruebas log-rank fallas y censuras independientes,
C+ = 0.4
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Figura 5-23.: Potencia de las pruebas log-rank fallas y censuras dependientes,
C+ = 0.4
Cuando se tiene porcentaje de censura de C+ = 0.4, se puede observar que la potencia de las
pruebas log rank para tiempos de falla y censura independientes es superior al 90%, excepto
para la prubas log rank y Peto-Peto en el taman˜o de muestra 30, pero inferiores a cuando
se tiene C+ = 0.2 y C+ = 0.3 , mientras que para tiempos de falla y censura dependientes
la potencia esta´ entre 48% y 100%, como se muestra en las siguientes gra´ficas (5-24, 5-25,
5-26, 5-27).
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Figura 5-24.: Potencia de la prueba log rank, C+ = 0.4 y τ = 0.95
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Figura 5-25.: Potencia de la prueba de Peto y Peto, C+ = 0.4 y τ = 0.95
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Figura 5-26.: Potencia de la prueba de Wilcoxon C+ = 0.4 y τ = 0.95
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Figura 5-27.: Potencia de la prueba de Tarone-Ware C+ = 0.4 y τ = 0.95
En la tabla 5-8, se muestran la potencia de las pruebas log rank, usando porcentaje de
censura C+ = 0.5.
Tabla 5-8.: Potencia de las pruebas log rank, con C+ = 0.5
n Tiempos de falla y censura independientes Tiempos de falla y censura dependientes (τ = 0.95)
Log-rank Peto-Peto Wilcoxon Tarone-Ware Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.884 0.894 0.898 0.893 0.567 0.725 0.743 0.765
50 0.981 0.984 0.987 0.983 0.960 0.960 0.960 0.961
100 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Las gra´ficas 5-28 y 5-29, muestran respectivamente para tiempos de falla y censura in-
dependientes y dependientes, las potencias para las pruebas log rank en un mismo eje de
coordenadas. Las pruebas alcanzan potecias muy similares, estan 88% y el 100%, cuando los
tiempos de falla y censura son independientes, y cuando son dependientes (fallas y cenusras)
la potencia que alcanzan esta´ entre el 76% y el 100%.
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Figura 5-28.: Potencia de las pruebas log-rank fallas y censuras independientes,
C+ = 0.5
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Figura 5-29.: Potencia de las pruebas log-rank fallas y censuras dependientes,
C+ = 0.5
Cuando se tiene porcentaje de censura de C+ = 0.5, se puede observar que la potencia de
las pruebas log rank para tiempos de falla y censura independientes es superior al 80%, pero
inferiores a cuando se tiene C+ = 0.2, 0.3, 0.4, y mientras que para tiempos de falla y censura
dependientes la potencia esta´ entre 55% y 100%, como se puede observar en las gra´ficas 5-30,
5-31, 5-32, 5-33.
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Figura 5-30.: Potencia de la prueba log-rank, C+ = 0.5 y τ = 0.95
0 100 200 300 400
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
Tamaño de muestra
%
 d
e
 p
o
te
n
c
ia
Fallas y censuras independientes
Fallas y censuras dependientes
Figura 5-31.: Potencia de la prueba de Peto y Peto, C+ = 0.5 y τ = 0.95
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Figura 5-32.: Potencia de la prueba de Wilcoxon C+ = 0.5 y τ = 0.95
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Figura 5-33.: Potencia de la prueba de Tarone-Ware C+ = 0.5 y τ = 0.95
Note que a medida que el porcentaje de censura aumenta la potencia de las pruebas para fal-
las y censuras independientes disminuye (pequen˜a disminucio´n), pero para fallas y censuras
dependientes la potencia aumenta, este hecho se debe a que aunque se tienen ma´s cen-
suras (la ausencia de experimentar el evento de intere´s), se tiene informacio´n de porque no
se observa el evento de intere´s, esto se puede observar en las gra´ficas 5-34, 5-35, 5-36, 5-37.
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Figura 5-34.: Potencia prueba Log-rank, censura informativa
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Figura 5-35.: Potencia prueba Peto-Peto, censura informativa
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.
2
0.
4
0.
6
0.
8
1.
0
Porcentaje de censura
P
o
te
n
ci
a 
E
st
im
ad
a
n=20
n=50
n=100
n=200
n=400
Figura 5-36.: Potencia prueba Wilcoxon, censura informativa
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Figura 5-37.: Potencia prueba Taron-Ware, censura informativa
6. Aplicacio´n
Los datos corresponden a un ensayo cl´ınico, realizado en 1990 por JANSSEN Research Foun-
dation en Estados Unidos y Canada´, para evaluar la eficacia de diferentes tratamientos en la
esquizofrenia cro´nica se asignaron 172 individuos aleatoriamente a dos grupos de tratamiento,
placebo y 2mg de risperidona y se les realizo´ seguimiento durante 8 semanas. Se presentan
los datos para las semanas 0, 1, 2, 4, 6 y 8 (solo se cuenta con esta informacio´n), donde la
semana 0 es el punto de referencia, el intere´s del estudio recae en observar la primera mejor´ıa.
El grupo placebo inicia el estudio con 88 individuos en la semana 0, de estos 51 abandonan el
estudio antes de que se observe el evento de intere´s (primera mejor´ıa), de esos 51 individuos
42 abandonaron el estudio por ITR (respuesta inadecuada al tratamiento) que nos indica
la censura informativa. Mientras que los otros 9 abandonaron por otras razones (resultados
anormales de laboratorio, experiencias adversas, enfermedades intermitentes, perdidas du-
rante el seguimiento, falta de cooperacio´n, se retiraron con consentimiento).
El grupo de 2mg de Risperidonar inicia el estudio con 84 en la semana 0, de estos 33 fueron
censurados, 25 debido a ITR (respuesta inadecuada al tratamiento) que nos indica la censura
informativa. Mientras que los otros 8 abandonaron por otras razones. En la tabla se pre-
senta, el nu´mero especifico de individuos que fueron censurados (ITR en pare´ntesis), los que
presentaron la primera mejor´ıa (falla), y los que esta´n en riesgo de mejorarse, estratificando
por semana de la visita cl´ınica, (Scharfstein et al., 2001).
Tabla 6-1.: Nu´mero de individuos en tratamiento que fueron censurados (ITR),
que mejoraron y los que permanecieron en riesgo, estratificando por
semana
Semana
Tratamiento 0 1 2 4 6 8
Placebo
En riesgo 88 86 57 37 22 14
Censura 2(1) 16(12) 13(12) 14(12) 6(5)
Fallas 13 7 1 2 3
2mg
-
Risperidona
En riesgo 84 84 61 39 23 16
Censura 0 6(5) 11(11) 8(7) 5(5)
Fallas 17 11 8 2 3
∗Fuente: Inference in Randomized Studies with Informa-
tive Censoring and Discrete Time-to-Event Endpoints,
Scharfstein, D, Robins, J, Eddings, W, y Rotnitzky, A.
2001
A continuacio´n se presenta la estimacio´n de la funcio´n de supervivencia para los datos
anteriores, note que el grupo placebo presenta una supervivencia que es mayor a la del
grupo risperidona, lo que indica que ocurren ma´s mejor´ıas en el grupo de risperidona, ya
que la falla es la primera mejor´ıa.
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Figura 6-1.: Estimacio´n de la funcio´n de supervivencia estudio de la Risperidona
r
Prueba de hipo´teis para los datos presentados en 6, usando las pruebas de tipo log-rank.
H0 : S1(t) = S2(t), ∀ t.
H1 : S1(t) 6= S2(t), para algu´n t.
Esto es,
H0 : No hay diferencia entre la supervivencia de los dos grupos (placebo, 2mg-risperidona).
H1 : Existe diferencia entre la superviencia de los dos grupos (placebo, 2mg-risperidona).
Tabla 6-2.: Resultados pruebas log-rank para la aplicacio´n
Prueba estad´ıstico de prueba p-valor
Log-rank 4.764459602 0.02905318
Wilcoxon 4.15505409 0.04151045
Peto-Peto 4.359668 0.03679948
Tarone-Ware 4.61500208 0.03169346
Los resultados anteriores indican que con un nivel de confianza del 95%, para cada una
de las pruebas se rechaza H0, lo que nos indica que existe diferencia entre las curvas de
supervivencia, esto es, existe diferencia entre la superviencia de los dos grupos (placebo,
2mg-risperidona).
7. Conclusiones y Recomendaciones
En este estudio se avaluo´ el desempen˜o de algunas pruebas tipo log-rank en presencia de
censura informativa a partir de los resultados de simulacio´n, se observo´ que cuando los
tiempos de falla y censura son independientes, la potencia de las pruebas disminuye (una
disminucio´n pequen˜a), a medida que el porcentaje de censura aumenta. Adema´s cuando los
tiempos de falla y censura son dependientes (censura informativa), la potencia de las pruebas
aumenta, a medida que el porcentaje de censura aumenta. Se muestra en los resultados del
estudio que las pruebas log rank, indistintamente del porcentaje de censura preservan el nivel
de significancia, las que ma´s lo preservan son la prueba de Wilcoxon y la prueba log-rank,
mientras que la prueba que mayor potencia alcanza para cada uno de los escenario que se
presentaron es la prueba de Wilcoxon.
7.1. Direcciones futuros
• Realizar el estudio de simulacio´n propuesto en este trabajo usando otras distribuciones,
tales como log-normal, log-log´ıstica, Gamma, para inducir los tiempos de falla.
• Utilizar otra familia de co´pulas, para especificar la dependencia entre los mecanismos
de falla y censura.
• Utilizar otra distribucio´n continua para inducir la censura.
• Estudiar el modelo de Cox cuando la censura es informativa.
A. Anexo: Resultados usando τ = 0.05 y
τ = 0.5 y Algoritmo en R
A.1. Resultados usando τ = 0.05 y τ = 0.5
Tabla A-1.: Potencia de las pruebas log rank, con C+ = 0.2 y τ = 0.05
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.996 0.991 0.987 0.994
50 0.979 0.991 0.989 0.996
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-2.: Potencia de las pruebas log rank, con C+ = 0.3 y τ = 0.05
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.996 0.985 0.981 0.990
50 1.000 1.000 1.000 1.000
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-3.: Potencia de las pruebas log rank, con C+ = 0.4 y τ = 0.05
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.894 0.879 0.977 0.889
50 0.999 0.999 0.999 0.999
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-4.: Potencia de las pruebas log rank, con C+ = 0.5 y τ = 0.05
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.988 0.969 0.962 0.980
50 0.999 0.999 0.999 0.999
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-5.: Potencia de las pruebas log rank, con C+ = 0.2 y τ = 0.5
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.997 0.994 0.994 0.997
50 1.000 1.000 0.999 1.000
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-6.: Potencia de las pruebas log rank, con C+ = 0.3 y τ = 0.5
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 1.000 0.993 0.993 0.996
50 1.000 1.000 1.000 1.000
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-7.: Potencia de las pruebas log rank, con C+ = 0.4 y τ = 0.5
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 0.998 0.997 0.996 0.998
50 1.000 1.000 1.000 1.000
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
Tabla A-8.: Potencia de las pruebas log rank, con C+ = 0.5 y τ = 0.5
n Tiempos de falla y censura dependientes
Log-rank Peto-Peto Wilcoxon Tarone-Ware
30 1.000 0.994 0.991 0.999
50 0.999 0.999 0.999 0.999
100 1.000 1.000 1.000 1.000
200 1.000 1.000 1.000 1.000
400 1.000 1.000 1.000 1.000
A.2. Algoritmo en R
Se presentan los co´digos usados en el estudio de simulacio´n.
• Fallas y censuras independientes.
library(splines)
library(survival)
library(copula)
library(xtable)
##############
#Generacion de datos falla y censura independientes
##Se simula 1000 veces el
#proceso para encontrar las p-valores de las diferentes pruebas
k<-1000
resimulation<-matrix(0,ncol=4,nrow=k)
for(j in 1:k){
#Se generan los tiempos de fallas y censuras independientes
####################################################
fun<-function(x,eta=0.62,BETA=1){
(1/x)*(eta/BETA)*gamma(1/BETA)*pgamma((x/eta)^{BETA},1/BETA,scale=1)
}
a<-uniroot(function(x) fun(x,eta=0.62,BETA=1)-0.5,c(0.2,14))
b<-a$root
TFC =function(n1,BETA,ETA,b){
T11<-rweibull(n1,BETA,ETA)
T21<-runif(n1,0,b)
Estado<- ifelse (T11 < T21,1,0)
Tiempo<-ifelse (T11 < T21,T11,T21)
datos<-cbind(Tiempo,Estado)
datos=datos
}
n1<-200
datos<-TFC(n1,1,0.62,b)
fun<-function(x,eta=1.9,BETA=1.9){
(1/x)*(eta/BETA)*gamma(1/BETA)*pgamma((x/eta)^{BETA},1/BETA,scale=1)
}
a<-uniroot(function(x) fun(x,eta=1.9,BETA=1.9)-0.5,c(0.2,14))
b1<-a$root
b1
TFC =function(n2,BETA,ETA,b){
T11<-rweibull(n2,BETA,ETA)
T21<-runif(n2,0,b1)
Estado<- ifelse (T11 < T21,1,0)
Tiempo<-ifelse (T11 < T21,T11,T21)
dat<-cbind(Tiempo,Estado)
dat=dat
}
n2<-200
dat<-TFC(n2,1.9,1.9,b1)
grupo=c(rep(0,n1),rep(1,n2))
muestra1=rbind(datos,dat)
datos=data.frame(cbind(muestra1,grupo))
datos
basef=datos[do.call(order,datos),]
basef
#Log-Rank
#nu´mero de fallas en el grupo 0
m0j=(basef$Estado==1 & basef$grupo==0)*1
m0j
#nu´mero de fallas en el grupo 1
m1j=(basef$Estado==1 & basef$grupo==1)*1
m1j
#nu´mero de censuras en el grupo 0
c0j=(basef$Estado==0 & basef$grupo==0)*1
c0j
#nu´mero de censuras en el grupo 1
c1j=(basef$Estado==0 & basef$grupo==1)*1
c1j
#nu´mero de individuos en riesgo en el grupo o
#r: numero de tiempos de falla
r<- sum(basef$grupo)
r
n0j<-(n1+n2-r)
for(i in 2:dim(basef)[1]){
n0j[i]<-n0j[i-1]-m0j[i-1]-c0j[i-1]
}
n0j
n1j<-r
for(i in 2:dim(basef)[1]){
n1j[i]<-n1j[i-1]-m1j[i-1]-c1j[i-1]
}n1j
e1j=(n1j/(n1j+n0j))*(m0j+m1j)
e1j
dif1=m1j-e1j
sum(dif1)
e0j=(n0j/(n1j+n0j))*(m0j+m1j)
e0j
dif0=m0j-e0j
sum(dif0)
cbind(basef,m0j,m1j,c0j,c1j,n0j,n1j)
vari=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(((n1j+n0j)^2)*(n0j+n1j-1))
N=n0j+n1j
varianza=ifelse(N>1, vari,0)
chil=((sum(dif0))^2)/sum( varianza)
chil
pl=pchisq(chil,1,lower.tail=F)
pl
pll=pchisq(lg$chisq,1,lower.tail=F)
pll
#########
#Peto and Peto
lp<-survdiff(Surv(Tiempo,Estado)~grupo,data=basef,rho=1)
lp
lp$chisq
pp=pchisq(lp$chisq,1,lower.tail=F)
pp
######################################3
#Prueba Wilcoxon
variw=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(n0j+n1j-1)
varianzaw=ifelse(N>1, variw,0)
chiw=((sum(N*dif0))^2)/sum(varianzaw)
pw=pchisq(chiw,1,lower.tail=F)
#######################################3
#prueba de Tarone-Ware
varit=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(N*(n0j+n1j-1))
varianzat=ifelse(N>1, varit,0)
chit=((sum(sqrt(N)*dif0))^2)/sum(varianzat)
ptw=pchisq(chit,1,lower.tail=F)
###########################################3
resimulation[j,]=c(pl,pp,pw,ptw)
rechazo=ifelse(resimulation<0.05,1,0)
}
potencia=round((apply(rechazo,2,sum)/k),3)
potencia=t(as.matrix(potencia))
colnames(potencia) <- c(’Log-rank’,’Peto-Peto’,’Wilcoxon’,’Taron-Ware’)
rownames(potencia)<-NULL
potencia
xtable(potencia,digits=3)
• Fallas y cenusras dependientes.
###############################################################################3
#####Dependencia#############################3
##Se simula 1000 veces el
#proceso para encontrar las p-valores de las diferentes pruebas
library(splines)
library(survival)
library(copula)
library(xtable)
##############
k<-1000
resimulation<-matrix(0,ncol=4,nrow=k)
for(j in 1:k){
fun<-function(x,eta=0.62,BETA=1.6){
(1/x)*(eta/BETA)*gamma(1/BETA)*pgamma((x/eta)^{BETA},1/BETA,scale=1)
}
a<-uniroot(function(x) fun(x,eta=0.62,BETA=1.6)-0.2,c(0.2,14))
b<-a$root
b
TFCD =function(n1,tau,BETA,ETA,b){
Copf<- archmCopula(family= "frank",dim=2, param=78)
Copf@parameters<- iTau(Copf, tau)
myMvd<-mvdc(copula= Copf,margins=c("weibull","unif"),
paramMargins=list(list(shape=BETA,scale=ETA),
list(min = 0, max = b)))
datos1=as.data.frame(rMvdc(n1, myMvd))
names(datos1)= c("T112","T212")
Estado<- ifelse (datos1$T112 < datos1$T212,1,0)
Tiempo<-ifelse (datos1$T112 < datos1$T212,datos1$T112,datos1$T212)
datos2<-cbind(Tiempo,Estado)
datos2=datos2
}
n1<-200
datos3<-TFCD(n1,0.95,0.62,1.6,b)
fun<-function(x,eta=1.9,BETA=1.9){
(1/x)*(eta/BETA)*gamma(1/BETA)*pgamma((x/eta)^{BETA},1/BETA,scale=1)
}
a<-uniroot(function(x) fun(x,eta=1.9,BETA=1.9)-0.2,c(0.2,14))
b<-a$root
b
TFCD =function(n2,tau,BETA,ETA,b){
Copf<- archmCopula(family= "frank",dim=2, param=78)
Copf@parameters<- iTau(Copf, tau)
myMvd<-mvdc(copula= Copf,margins=c("weibull","unif"),
paramMargins=list(list(shape=BETA,scale=ETA),
list(min = 0, max = b)))
datos1=as.data.frame(rMvdc(n2, myMvd))
names(datos1)= c("T112","T212")
Estado<- ifelse (datos1$T112 < datos1$T212,1,0)
Tiempo<-ifelse (datos1$T112 < datos1$T212,datos1$T112,datos1$T212)
datos2<-cbind(Tiempo,Estado)
datos2=datos2
}
n2<-200
dat3<-TFCD(n2,0.95,1.9,1.9,b)
#######################################3
grupo=c(rep(0,n1),rep(1,n2))
muestra1=rbind(datos3,dat3)
datos=data.frame(cbind(muestra1,grupo))
datos
basef=datos[do.call(order,datos),]
basef
#Log-Rank
#nu´mero de fallas en el grupo 0
m0j=(basef$Estado==1 & basef$grupo==0)*1
m0j
#nu´mero de fallas en el grupo 1
m1j=(basef$Estado==1 & basef$grupo==1)*1
m1j
#nu´mero de censuras en el grupo 0
c0j=(basef$Estado==0 & basef$grupo==0)*1
c0j
#nu´mero de censuras en el grupo 1
c1j=(basef$Estado==0 & basef$grupo==1)*1
c1j
#nu´mero de individuos en riesgo en el grupo o
#r: numero de tiempos de falla
r<- sum(basef$grupo)
r
n0j<-(n1+n2)-r
for(i in 2:dim(basef)[1]){
n0j[i]<-n0j[i-1]-m0j[i-1]-c0j[i-1]
}
n0j
n1j<-r
for(i in 2:dim(basef)[1]){
n1j[i]<-n1j[i-1]-m1j[i-1]-c1j[i-1]
}
n1j
e1j=(n1j/(n1j+n0j))*(m0j+m1j)
e1j
dif1=m1j-e1j
sum(dif1)
e0j=(n0j/(n1j+n0j))*(m0j+m1j)
e0j
dif0=m0j-e0j
sum(dif0)
cbind(basef,m0j,m1j,c0j,c1j,n0j,n1j)
vari=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(((n1j+n0j)^2)*(n0j+n1j-1))
N=n0j+n1j
varianza=ifelse(N>1, vari,0)
chil=((sum(dif0))^2)/sum( varianza)
chil
pl=pchisq(chil,1,lower.tail=F)
pl
pll=pchisq(lg$chisq,1,lower.tail=F)
pll
#########
#Peto and Pato
lp<-survdiff(Surv(Tiempo,Estado)~grupo,data=basef,rho=1)
lp
lp$chisq
pp=pchisq(lp$chisq,1,lower.tail=F)
pp
######################################3
#Prueba Wilcoxon
variw=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(n0j+n1j-1)
varianzaw=ifelse(N>1, variw,0)
chiw=((sum(N*dif0))^2)/sum(varianzaw)
pw=pchisq(chiw,1,lower.tail=F)
#######################################3
#prueba de Tarone-Ware
varit=((n1j*n0j)*(m1j+m0j)*(n1j+n0j-m1j-m0j))/(N*(n0j+n1j-1))
varianzat=ifelse(N>1, varit,0)
chit=((sum(sqrt(N)*dif0))^2)/sum(varianzat)
ptw=pchisq(chit,1,lower.tail=F)
###########################################3
resimulation[j,]=c(pl,pp,pw,ptw)
rechazo=ifelse(resimulation<0.05,1,0)
}
potencia=round((apply(rechazo, 2,sum)/k),3)
potencia=t(as.matrix(potencia))
colnames(potencia) <- c(’Log-rank’,’Peto-Peto’,’Wilcoxon’,’Taron-Ware’)
rownames(potencia)<-NULL
potencia
xtable(potencia,digits=3)
• Graficas.
n=c(30,50,100,200,400)
il=c(0.914,0.989,1,1,1)
dl=c(0.106,0.114,0.388,0.412,0.413)
plot(n,il,type="l",ylim=c(0.1,1),xlim=c(20,402),col="blue",
ylab="% de potencia", xlab="Tama~no de muestra",lty=1)
lines(n,dl,lty=4)
legend(locator(1),c("Fallas y censuras independientes",
"Fallas y censuras dependientes"),
col=c("blue","black"),lty=1:4,box.col="white")
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