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Abstract. In a model-centric software development environment, a mul-
titude of different models are used to describe a software system on dif-
ferent abstraction layers and from different perspectives. Following the
MDA vision, model transformation is used to support the gradual refine-
ment from abstract models into more concrete models. However, target
models do not stay untouched but may be changed due to maintenance
work or evolution of the software. Therefore, in order to preserve a coher-
ent description of the whole system, it is necessary to propagate certain
changes to a target model back to the source model. However, as trans-
formations in general are partial and not injective, they cannot be easily
reversed to propagate changes. This paper presents a formal definition of
round-trip engineering and the semantics of target changes in the context
of partial and non-injective transformations.
1 Introduction
In a model-centric software-development environment, such as the one described
by OMG’s MDA vision [9], models become first class citizens in the develop-
ment process. In this environment a multitude of different models and modelling
languages are used to describe a software system on different abstraction layers
and from different perspectives. Ideally, all these different models are connected
by model transformation. Allowing the generation of new models from existing
ones, transformation forms one of the corner stones in this vision.
Due to necessary maintenance work or changing requirements, target models
are altered or extended. Consequently, the modified target may no longer be the
result of the transformation. To avoid inconsistencies changes to target models
have to be reflected back to the source model as depicted in Fig. 1. This process
is known as Round-Trip Engineering (RTE).
A motivating scenario that heavily relies on RTE can be found in the busi-
ness process management community, an area where MDA-like modelling is in-
creasingly important. Barros et al [2] propose a layered and view-point based
approach to choreography modelling, which specifies and describes protocols be-
tween two or more parties interacting to achieve a common business goal. To
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Fig. 1. Changes to the target T must be reflected back to the source S. Therefore,
some kind of reverse transformation transR is needed.
capture potentially very complex systems, different abstraction layers and dif-
ferent view-points were proposed. Making changes to one model may require
consequential changes in other models. As the presented approach also supports
bottom-up, RTE is of vital interest with respect to a future implementation.
The difficulty faced with RTE is the often neglected fact that transformations
in general are neither total nor injective. In other words, there are concepts in
the source model that do not have a correspondence in the target model and
vice versa. Also, there may be several source models being mapped to one and
the same target model.
The contribution of this paper is a formal definition of RTE accounting for
non-injective, partial transformations found in practice. Furthermore, the se-
mantics of a target change with respect to the transformation and the source
model is given. Source changes have to exactly perform a target change, i.e.,
without any side-effects, in order to be a viable translation of a target change.
This definition will serve as a foundation for our ongoing implementation.
The remainder of this paper is structured as follows. Section 2 will provide an
outline of related work. An example, which will be used throughout this paper,
will be introduced in Sec. 3. The subsequent three sections contain the main
contribution consisting of the definition of model synchronisation in Sec. 4, which
is a prerequisite for the RTE definition presented in Sec. 5. This is followed by
Sec. 6 where the semantics of target model changes is specified. The last section
provides a conclusion and an outlook on further research.
2 Related Work
2.1 Definitions of Model Round-Trip Engineering
To the best of our knowledge, there is only one general formal definition of
RTE by Aßman [1]. However, this definition neglects partial and non-injective
transformations and is too high a level in order to be useful in practice. Giesse
and Wagner [7], Foster et al [6] and Stevens [11] provide formal definitions,
which, however, are limited to their approaches and will be discussed in the next
section.
More insights into possible definitions and the semantics of target changes can
be obtained by investigating the view-update problem in relational databases.
Essentially, views can be thought of as stored database queries using relational
algebra expressions, which are in general unidirectional, partial and non-injective
functions; very similar to model transformations. Given the similarities between
views and model transformations, some parallels can be established between the
view-update problem and that of RTE.
An interesting approach to describing the semantics of view updates was put
forward by Dayal and Bernstein [4], which translates changes to the view into
changes to the underlying database. These changes are required to exactly per-
form the change made to the view. Applying the view definition to the changed
database again must yield the changed view. This approach will be adopted in
the specification of semantics of target model changes in Sec. 6.
2.2 Approaches to Round-Trip Engineering
Current approaches to model synchronisation and RTE3 differ mainly in the re-
strictions placed on the transformation. These restrictions range from total, in-
jective, bi-directional transformations [12] to partial, non-injective, bi-directional
transformations [3], as summarised in Table 1.
The approach presented by van Paesschen and d’Hondt [12] is based on the
idea that an element in the source model and an element in the target model
are just different views of exactly the same thing, which is an instance of a third
“common” model. This makes synchronisation trivial as regardless of whether
the source or the target is manipulated this will instantly be reflected in the
other model as source and target element are one and the same entity in the
common model. However, this assumes that the source and the target model are
isomorphic to each other, i.e., each source element has exactly one corresponding
target element. No two different source elements are allowed to be mapped onto
the same target element.
Using triple graph grammars, which are by nature bi-directional, Giese and
Wagner [7] outline a model synchronisation approach. Changes are confined to
the domain and range of the transformation, effectively limiting the synchronisa-
tion to the semantic overlap of the source and target model. Elements that do not
have a corresponding representation in the other model cannot be added. When
invalidating a target pattern, the corresponding source pattern gets invalidated
by deleting all its constituting elements. Smaller changes, such as changing an at-
tribute in order to annul the source pattern are not considered. Transformations
are not required to be bijective in order to be usable for this synchronisation ap-
proach, as shown by Ehrig et al [5]. However, there must be a bijection between
source and target patterns.
A different approach to reversing functions, not primarily targeting Model
Driven Architecture (MDA), is presented by Mu et al [10] where a functional,
injective language is defined. This is done by defining primitive injective func-
tions and their also injective converse. With that, more complex functions can
be constructed, which are guaranteed to be injective as well. These functions,
3 In the literature, model synchronisation and round-trip engineering are often used
interchangeably.
however, are not very useful as even simple arithmetic operations are not injec-
tive. They cannot be easily reversed as there is a potentially infinite number of
possibilities to arrive at a given value. To overcome this problem, a log is kept
recording the relationship between source and target elements. Using this log,
only elements that have been produced by the function can be reversed. New
elements cannot be reversed as there is no information about them in the log.
Foster et al [6] present a model synchronisation approach based on so-called
lenses, pairs of functions defining the forward and the reverse transformation.
The forward function solely works on the source structure. Conversely, the re-
verse uses the old source structure and the new target structure to produce a new
source. Assuming that target models are transient, no changes are allowed that
cannot be reflected back, effectively confining synchronisation to the semantic
overlap. Both functions of a lens have to be total and injective, such that every
change to the target structure can be reflected back to the source. With a basic
set of lenses and combinators more complex transformations of tree structures
can be constructed and automatically reversed.
To provide reasonable bi-directional semantics for QVT, Stevens [11] pro-
poses a set of basic properties. These properties are shown to be equivalent to
the properties for lenses proposed by Foster et al [6].
Xoing et al [13] present an approach for reversing model transformations
specified using the ATL model transformation language. The transformation
does not have to be total on the source or target model, i.e., elements that have
no corresponding entity in the respective other model can be added, removed
or changed without violating the synchronisation. Similar to the triple graph
grammar approach, when invalidating a target pattern, the elements constituting
the corresponding source pattern are deleted.
Fewer restrictions on the nature of the transformation are imposed by the
approach presented by Cicchetti et al [3]. It allows for non-injective partial trans-
formations. Elements that do not have a correspondence in the other model
can be added, deleted and changed. Modelling is not restricted to the semantic
overlap of both models. Allowing for non-injective transformations, the reverse
transformation, as specified by the user, may not be a function and hence there
may be several source models for a given target model. To compute all these
source models, a logic programming variant supporting non-monotonic reason-
ing is used. However, there is no way to ensure that the provided reverse is
reasonable in the sense that when brought forward again all sources result in
the changed target model. Moreover, round-trips without any changes produce
all source models rather than just the original one.
In summary, there is no generally applicable definition of automatic RTE that
takes partial and non-injective transformations into account. Most approaches
are total, restricting modelling to the semantic overlap of two languages. All but
one approach require some kind of injective property of either the transformation
as a whole or its rules or lenses. Only Cicchetti et al [3] do not impose this
restriction. However, there is no formal definition and the semantic of changes is a
by-product of whatever the user defines as the reverse transformation. Therefore,
Table 1. Comparison of model synchronisation approaches.
Approach Synchronisation Relationship Reverse
van Paesschen et al [12] total bijective trans. given
Giese and Wagner [7] total bijection btwn. patterns computed
Mu et al [10] total injective trans. computed
Foster et al [6] total injective lenses computed
Xiong et al [13] partial bijection btwn. patterns computed
Cicchetti et al [3] partial not injective given
the contribution of this paper is to put forward a formal definition for automatic
RTE with respect to partial and non-injective transformations together with a
formal specification of the semantics of target model changes.
3 Running Example
To illustrate definitions, the popular UML to relational database transformation
will serve as the running example throughout this paper. It is made up of three
parts: (1) A simplified version of the UML and relational database schema meta-
models (cf. Fig. 2), (2) a model transformation (cf. Fig. 3) defined on both
meta-models and (3) an instance of the UML meta-model and the corresponding
relational database schema with respect to the transformation (cf. Fig. 4).
name:String
persistent:Boolean
Class
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Fig. 2. A simple UML and relational database schema meta-model.
Translating class diagrams into database schemes, the transformation, de-
picted in Fig. 3, creates one Table per Class and one Column for each Attribute
of a Class, including inherited attributes.
This mapping is an example of a practical, partial and non-injective trans-
formation. It is partial, because it does not map Packages and cannot reach
Indexes in the target and it is non-injective as there are two source models
being mapped to the same target model: One is depicted in Fig. 4. The other
one can be derived by deleting the inheritance relation and introducing another
attribute attr1 in Class2.
Moreover, when deleting a table, it is not clear whether to delete the corre-
sponding class or to simply mark it not persistent.
1 RULE c l a s s 2 t a b l e
2 FORALL C l a s s c
3 WHERE c . p e r s i s t e n t
4 MAKE Table t FROM t ( c )
5 SET t . name = c . name ;
1 RULE a t t r i b u t e 2 c o l umn
2 FORALL C l a s s c , A t t r i b u t e a
3 WHERE c . a t t r i b u t e s = a
4 AND c . p e r s i s t e n t
5 MAKE Table t FROM t ( c ) ,
6 Column c o l FROM c o l ( c , a )
7 SET t . c o l s = co l ,
8 c o l . name = a . name ;
Fig. 3. Model transformation rules given in Tefkat [8] for mapping UML class
diagrams onto relational database schema. For sake of conciseness, it is assumed
that c.attributes also contains inherited attributes.
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Fig. 4. A simple UML class diagram and the corresponding relational database
schema with respect to the transformation depicted in Fig. 3.
4 Model Synchronisation Definition
Intuitively, on a high level, two models are synchronised with respect to a trans-
formation if applying the transformation to the source model yields the target
model. Formally speaking, two models S and T conforming to their respective
meta-models MS and MT , are synchronised with respect to a transformation
trans :MS →MT if trans(S) = T .
However, as shown by the running example in Sec. 3, transformations in
general are only partially defined on the source and/or target model and are not
injective. The definition of model synchronisation proposed in this section takes
those properties into consideration and hence synchronisation is more complex
than sketched above.
4.1 Preliminaries
A simple definition of a meta-model is used in this paper, which consists of a
set of types T and the usual type hierarchy  defined on them. Furthermore,
models contain a set of named relations R, relating two types to each other.
Types can also have attributes, contained in A, which have a name and a type.
Definition 1. A (meta) model M is defined as the tuple (T ,,R,A), where
– T is the finite set of types,
–  is the type hierarchy on T , such that t1  t2 if t1 is a super-type of t2.
– R ⊂ (Name× T × T ) is the finite set of named relations,
– A ⊂ (T ×Name× T ) is the finite set of attributes
Comparing the UML meta-model in Fig. 2 to the transformation in Fig. 3, it
becomes obvious that the transformation is only concerned with (some) Classes
and (some) Attributes and is ignorant of the fact that UML class diagrams
can also contain Packages. Therefore, obviously, any source model can be di-
vided into two parts: one part that is relevant to the transformation, containing
Classes and Attributes, which may or may not be mapped, depending on some
conditions, and another part, containing Packages, which are completely irrel-
evant with respect to the transformation. The relevant part is called relevant
source model and is illustrated by Fig. 5. Analogous to the source model, the
target model can also be divided in the same way. The transformation cannot
possibly create Indexes, which are used to optimise access to the database by
indexing certain columns. Therefore, all instances of Index are in the irrelevant
part, leaving Tables and Columns in the relevant target model.
Definition 2. Let trans be a model transformation from MS to MT . The rel-
evant source model M¯S and relevant target model M¯T with respect to
trans can be determined as follows:
1. Each explicitly mentioned exact type in the source part (target part) of trans
is in M¯S ( M¯T ).
2. Each explicitly mentioned non-exact type in the source part (target part) of
trans and all its subtypes are in M¯S (M¯T ).
3. Each attribute or relation mentioned in the source part (target part) of trans
and their corresponding types according to (1) or (2) are in M¯S (M¯T ).
trans
Target ModelSource Model
Domain Range
Relevant
Source Model
Relevant
Target Model
➀
➁
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Fig. 5. Instance diagram illustrating the relevant source and target model of a
transformation trans, as well as different kinds of changes: (1) valid change, (2)
invalid change and (3) irrelevant change.
The function strip is used to map models to their strip-down relevant source
or target model:
Definition 3 (Strip for Models). Let strip : M× (t : MS → MT ) → M¯
be the function that maps models to their stripped down versions in M¯ where
either M =MS or M =MT .
Note: Instead of strip(M, trans), strip(M) will be used for sake of brevity if it
is clear which transformation is used. Nevertheless, strip is always with respect
to a transformation.
4.2 Synchronisation
Having defined the relevant source/target model it is now possible to define
synchronisation between two models. Informally, two models are synchronised if
the relevant part of the target can be created by applying the transformation to
the source model.
Definition 4. Two models S, T , instances of their respective meta-modelsMS,
MT , are synchronised with respect to a transformation trans :MS →MT if
trans(S) = strip(T ).
Example: The two models depicted in Fig. 4 are synchronised with respect to
the transformation listed in Fig. 3. Neither adding packages nor adding index
information to any of the tables will impact on the synchronisation between both
models.
5 Round-Trip Transformation
After having defined when two models are in sync with respect to a transforma-
tion, the question arises as to how they can be synchronised again if the target
model changes. Depending on the nature of the transformation, there are several
ways, which are discussed below.
Assuming that model transformations are total and bijective, the mathemat-
ical inverse trans−1 can be used to recover a lost or otherwise unavailable source
model. By applying the inverse to the target model trans(S) = T , the original
source model can be recovered: trans−1(T ) = S.
As model transformations may not necessarily be total – there may be ele-
ments that cannot be mapped – a relaxed version is needed that only requires the
inverse to be defined on the domain and range of the source and target model.
transinv(T ) = strip(S).
Unfortunately, as shown in Sec. 3, transformations used in practice are not nec-
essarily bijective and total. The concept of a reverse transformation transR does
not require the forward transformation to have these properties. All source mod-
els S1, . . . , Sn that produce the same target T are considered equivalent and the
reverse transformation is only required to return any one of them:
trans(transR(T )) = strip(T ).
In contrast to reverse engineering, round-trip engineering does not aim at recov-
ering lost or otherwise unavailable source models, but is rather concerned with
propagating changes from target to the source model. Therefore, it assumes the
availability of the source and target model, the forward transformation and the
change to the target model, which all are input to the round-trip transformation
transRT . The goal is to produce a new source model that when transformed
produces the changed target model again.
Definition 5. A function transRT : MS ×MT × (MT → MT ) → MS is a
round-trip transformation if it maps the source model S, the target model T
and a target model change ∆T to a new source model S′ such that:
transRT (S, T,∆T ) = S′
where S′ and ∆TT are synchronised.
6 Semantics of Target Changes
6.1 Changes
With models being first class citizens in the development processes, it cannot
be assumed that they stay as they are and are not changed during the course of
the development project. Sooner or later changes will be made to the source or
the target model, which may or may not have to be reflected in the respective
source or target model.
There is a number of atomic changes that can be made to models, i.e., insert-
ing or deleting instances, inserting or deleting relations between instances and
setting or unsetting attribute values of a certain instance.
Definition 6. An atomic change δ is defined as a function:
δ :M→M
There are six different atomic changes:
1. δ+t creating an instance of type t,
2. δ−t deleting an instance of type t,
3. δ+r,o1,o2 creating a relation r between instances o1, o2,
4. δ−r,o1,o2 deleting a relation r between instances o1, o2,
5. δso,a,v setting attribute a of instance o to value v.
6. δuo,a unsetting attribute a of instance o.
Let CS be the set of all possible changes to the source and CT be the set of all
possible changes to the target.
Most often, however, a whole sequence of atomic changes will be necessary to
reach a consistent state of the model, with respect to a set of constraints, which
are not considered here.
Definition 7. A (complex) change ∆ is defined as a function:
∆ :M→M
Each change ∆ is composed of a sequence of atomic changes δ1, . . . , δn such that
∆M = δ1 ◦ · · · ◦ δnM = M ′
As complex changes are composed of a number of atomic changes, a complex
change can perform several smaller changes in different parts of the model. Some
atomic changes may affect the relevant model, others may affect elements in the
irrelevant part. As changes to the irrelevant part are not of interest, the function
strip filters out those changes, leaving the complex change with only those atomic
changes that actually affect the relevant source or target model.
Definition 8 (Strip for Changes).
Let M be a model and an instance of its respective meta-model M and
strip : (∆ :M→M)× M¯ → (∆′ :M→M) the function that maps a change
∆ to a change ∆′ such that the change only affects elements in the relevant
source or target model M¯. Let ∆ = δ1 ◦ · · · ◦ δn and ∆′ = δi1 ◦ · · · ◦ δim , then δj
is in ∆′ if
– δj deletes/inserts instances of type t ∈ M¯
– δj deletes/inserts relations of type r ∈ M¯
– δj sets/unsets values v of attribute a ∈ M¯
For a stripped-down complex change, which only affects the relevant target
model, a corresponding change in the source is sought. However, not all source
changes are equally desirable. Some may have side-effects and hence have a larger
impact on the target, when transformed back, than it was desired by the original
target change.
Example: Consider the deletion of table Class1 in Fig. 4. This could be per-
formed by deleting Class1 in the class diagram. However, this change has an
unwanted side-effect, as Class2 will no longer inherit attribute attr1 and hence
the existence of column attr1 in table Class2 can no longer be supported.
Therefore, as a result of applying the transformation to the changed source, col-
umn attr1 will be removed as well, which is much more than what was originally
requested when only deleting table Class1.
To avoid these kind of side-effects, a source change that performs a target
change has to be exact:
Definition 9. A change ∆S in the source exactly performs a target change
∆T if ∆S = strip(∆S), ∆T = strip(∆T ) and
trans(∆SS) = strip(∆TT ).
∆S is also called an exact change.
Note: This definition corresponds to the PutGet law in Foster et al [6].
6.2 Change Translation
Finally to translate target changes into exact source changes, a function φS,T,trans
is used, which depends on the source model S and the target model T , as well as
the transformation trans. As transformations in general are not injective, i.e.,
there are several source models that correspond to the same target model, φ
returns a set of changes to the source model for a given change to the target
model. These changes must be such that when applied to the source, the trans-
formation produces the desired range in the target model again, as illustrated
in Fig. 6.
However, not all target changes can be translated into an exact source change:
– Relevant changes modify elements in the relevant target model, which could
have been the result of the transformation, and therefore need to be reflected
back to the source model. Relevant changes can be further subdivided into:
• Valid changes (cf. (1) in Fig. 5) that can be translated into a correspond-
ing exact change to the source; and
• Invalid changes (cf. (2) in Fig. 5) that cannot be translated into a cor-
responding exact change to the source.
– Irrelevant changes (cf. (3) in Fig. 5), which are all other changes.
Definition 10. Let S, T be models conforming to their respective meta-models
MS, MT , trans be a model transformation from MS to MT and ∆S, ∆T be
changes.
1. ∆T is a relevant change if strip(∆TT ) 6= strip(T ).
2. ∆T is a purely relevant change if ∆T is a relevant change and ∆T =
strip(∆T ).
3. ∆T is a valid change if ∆T is a purely relevant change and ∃∆S such that
trans(∆sS) = strip(∆TT ).
4. ∆T is an invalid change if ∆T is a purely relevant but not a valid change.
Irrelevant, i.e., not relevant changes, and valid changes can be translated
to the source model. For irrelevant changes, no change to the source has to
be performed to keep both models synchronised as the target change cannot
possibly impact the transformation. The change translation therefore returns
the identical change denoted by ∆id. For valid changes, a set of exact changes
to the source model is returned, whereas for invalid changes the invalid change
denoted by ∆⊥ is returned. In this case, the corresponding target change must
be rejected to guarantee a synchronised state.
Definition 11. A function φS,T,trans : CT →P(CS) ∪ {∆⊥,∆id} is a change
translation function, mapping changes to the target model to sets of changes
to the source model
φS,T,trans(∆T ) =

{∆id} if ∆′T is not a relevant change,
C if ∆′T is a valid change and
∀∆S ∈ C ⊆ CS : ∆S exactly performs ∆T ,
{∆⊥} if ∆′T is an invalid change.
Where ∆′T = strip(∆T ) and CT is the set of all possible target changes and
respectively, CS the set of all possible source changes. uunionsq
Note: Definition 11 for irrelevant changes corresponds to the GetPut law in
Foster et al [6].
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Fig. 6. Transformations are “round-tripped” by translating target changes into
source changes, such that applying the transformation to the changed source
exactly yields the changed target model.
To prove consistency of the proposed definition, the following theorem shows
that no matter what the change to the target is, source and target model are
always in sync.
Theorem 1. Given source model S, transformation trans : MS → MT and
target model T = trans(S). For any given change ∆T and ∆S ∈ φS,T,trans(∆T ):
trans(α(∆S)S) = strip(β(∆T )T ),
where α is a function that returns ∆id if ∆S = ∆⊥ else it returns ∆S and β is
a function that returns ∆id if φS,T,trans(∆T ) = ∆⊥ else it returns ∆T .
Proof.
1. If ∆T is not a relevant change
Def. 11⇒ {∆S} = φS,T,trans(∆T ) = {∆id} and therefore ∆SS = S
Def. 10⇒ strip(∆TT ) = T pre-cond.⇒ trans(α(∆S)S) = strip(β(∆T )T )
2. If ∆T is a purely relevant change:
(a) ∆T is an invalid change:
Def. 11⇒ ∆S = ∆⊥ and therefore ∆T has to be rejected⇒ β(∆T ) = ∆id
as per 1.)⇒ trans(α(∆S)S) = strip(β(∆T )T )
(b) ∆T is a valid change:
Def. 10⇒ ∃∆S such that trans(∆SS) = strip(∆TT )
Def. 11⇒ φS,T,trans(∆T ) = {∆1S , . . . ,∆nS} = C
Def. 9⇒ ∀∆S ∈ C : trans(α(∆S)S) = strip(β(∆)TT )
3. If ∆T is a relevant but not a purely relevant change
⇒ ∃∆′T ,∆′′T : ∆T = ∆′T ◦∆′′T such that ∆′T is a not relevant change:
strip(T ) = strip(∆′TT ) and ∆
′′
T is a purely relevant change: ∆
′
T =
strip(∆′′T )
Def. 11⇒ ∆′S = ∆id ∈ φS,T,trans(∆′T )
as per 1.)⇒ trans(S′) = T ′ where S′ = ∆′SS and T ′ = strip(∆′TT )
Def. 11⇒ ∆′′S ∈ φS,T,trans(∆′′T )
as per 2.)⇒ trans(∆′′SS′) = strip(∆′′TT ′)
⇔ trans(∆′′S∆′SS) = strip(∆′′T strip(∆′TT ))
⇔ trans(∆SS) = strip(strip(∆TT ))
⇔ trans(α(∆S)S) = strip(β(∆T )T ) uunionsq
6.3 Round-Trip Transformation
Looking at Fig. 6 one suspects that the change translation function φ is equiv-
alent to a round-trip transformation (cf. Def. 5), except that it returns a set of
possible changes of which only one can be applied. Used in conjunction with a
function pi that picks one change based on some metric or user interaction it is
indeed equivalent. This is expressed by the following theorem.
Theorem 2. Given source model S, transformation trans : MS → MT and
target model T = trans(S). For any given change ∆T
pi(φS,T,trans(∆T ))(S)
is a round-trip transformation where pi :P(CS)→ CS picks the most appropri-
ate source change such that pi(C) ∈ C.
Proof. Directly results from Theorem 1.
6.4 Example
To illustrate the semantics of exact changes, consider the following example.
Given two models as depicted in Fig. 4: A simple Unified Modeling Language
(UML) class diagram and the corresponding relational database schema with
respect to the model transformation as shown in Fig. 3. The transformation
basically creates one table per class and one column per attribute and class4.
4 Note: This includes inherited attributes as well. So an attribute in a super-class
will result in a column in the table corresponding to the super-class and each of its
subclasses.
Now consider the deletion of column attr1 in table Class1. One simple
solution seems to be to delete the corresponding attribute, i.e. attr1 in class
Class1. This would certainly eliminate column attr1 of table Class1, which is
what was requested. However, as attribute attr1 is deleted, it can no longer be
inherited by Class2 and hence the existence of column attr1 in table Class2
can no longer be supported. Therefore, simply deleting attribute attr1 is not a
viable solution with respect to the exact changes semantics.
To give an example of an exact change, consider the deletion of column attr1
in table Class2. One possible solution is to remove the inheritance between
Class1 and Class2. Therefore, attribute attr1 will no longer be inherited, hence
removing column attr1 in table Class2.
For another example where there is a choice between two exact changes,
consider the deletion of table class2. Now there is a choice between deleting
the corresponding class class2, or marking it as transient. Either change will
be an exact change.
7 Discussion and Conclusion
The original contribution of this paper is the formal definition of round-trip
engineering in the context of model transformation. The definition put forward
goes beyond any existing approaches as it embraces partial and non-injective
transformations, which were shown to be more realistic than the injective trans-
formations required for existing approaches to RTE or model synchronisation.
In order to implement RTE a round-trip transformation is needed, which
transforms changed target models back to a corresponding source model. To do
so, it relies on the availability of the original source model, the original target
model and the change that lead to the new target model. It is also required that
the new source and the changed target are in sync, i.e., the forward transforma-
tion applied to the new source model has to produce the changed target model.
Furthermore, the semantics of target changes were specified and the properties
of a function translating target changes to source changes were defined. For this
function it was shown that it is equivalent to a round-trip transformation and,
that no matter the target change, source and target are always synchronised.
Ongoing research is being conducted as to how source changes can be com-
puted from a given target change satisfying the presented definitions of a change
translation function and thus implementing a round-trip transformation.
Over 25 years of research on the view-update problem suggests that there may
not be a perfect solution and therefore, any approach to round-trip engineering
must acknowledge this. An approach should rather aim at providing a sensible
list of legal options to a modeller who then has to decide, which of the changes
are most appropriate.
Due to the highly complex nature inherent to the problem, the size of changes
may have to be restricted to “small” changes in order to make the problem
tractable.
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