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Zusammenfassung
Diese Masterarbeit befasst sich mit Verfahren fu¨r die Reparatur von Ontologie- Mappings in
den Lebenswissenschaften. Ontologien sind eine Art der Wissensrepra¨sentation, die fu¨r die Be-
schreibung und Strukturierung von Daten verwendet werden. Besonders in den Lebenswissen-
schaften werden Ontologien verwendet, um biologische Objekte zu beschreiben. Das Ontologie-
Matching ist ein essentieller Prozess im Bereich der Datenintegration. Aufgrund der Bedeutung
des Ontologie- Matching existieren auf diesem Forschungsgebiet eine immense Anzahl an Ver-
fahren, die sich mit dieser Thematik befassen. Jedoch ko¨nnen die generierten Mappings eine
Vielzahl von logischen Konflikten aufweisen. Aufgrund dieser Problematik sind Verfahren not-
wendig, die fu¨r ein gegebenes Ontologie- Mapping die Konflikte reduziert. Da die Ontologien
potentiell sehr groß sein ko¨nnen, mu¨ssen die Reparaturverfahren effizient und effektiv realisiert
werden. Diese Arbeit fokussiert sich auf die existierenden Reparaturverfahren und die Konzep-
tion und Realisierung eines eigenen Verfahrens. Alle Verfahren werden bzgl. der Effektivita¨t
und Effizienz fu¨r sehr große Ontologien im Bereich der Lebenswissenschaften evaluiert.
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Kapitel 1
Einleitung
1
1.1 Motivation
Die heutige Gesellschaft ist als Wissensgesellschaft anzusehen. Aufgrund der enormen, zum
Teil unstrukturierten Menge an Informationen spielt die Strukturierung und Beschreibung der
Daten sowie die Repra¨sentation von Wissen eine zentrale Rolle fu¨r die automatische Verar-
beitung von Informationen. Mithilfe der Aufbereitung von Daten ero¨ffnet sich die Mo¨glichkeit
der gezielten und effizienteren Erschließung von Wissen. Der potentielle Mehrwert durch die
Strukturierung von Wissen ist in vielen Bereichen der Gesellschaft pra¨sent, wie z.B. in den
Lebenswissenschaften, im E-Buisness, der Dokumentation von Gescha¨ftsprozessen in Unter-
nehmen, der elektronischen Anfrageverarbeitung, in den sozialen Medien etc. Eine Technologie,
die sich in den vergangenen Jahren etabliert hat, ist das Semantic Web. Mithilfe des Seman-
tic Web ist es mo¨glich komplexe Anfragen zu unterstu¨tzen. Ein Schlu¨sselkonzept, das diese
Technologie unterstu¨tzt, ist die Verwendung von Ontologien. Ontologien sind eine Art der Wis-
sensrepra¨sentation, die verschiedene Auspra¨gungen haben ko¨nnen.
Ontologien lassen sich nach ihrer Ausdrucksma¨chtigkeit klassifizieren [1]. Die Vielzahl der
verschiedenen Kategorien resultiert aus der Diskrepanz zwischen Anwendungsfreundlichkeit
und pra¨ziser Beschreibung der Realwelt. Die trivialste Form von Ontologien sind Kataloge, die
eine Menge von Termen umfassen, die aber inhaltlich nicht beschrieben sind und keine Bezie-
hungen zueinander aufweisen. Eine semantische Beschreibung der Terme bieten Glossare und
Thesauri. Jeder Term eines Glossars ist inhaltlich mit natu¨rlich sprachlichen Mitteln beschrie-
ben. Jedoch ist die Art der Beschreibung nicht geeignet fu¨r die automatisierte Verarbeitung
durch computergesteuerte Agenten. Thesauri beinhalten Relationen zwischen den Termen, wie
z.B. Synonyme, Oberbegriffe etc. Jedoch sind diese Relationen nicht formal und somit ist die
automatische Verarbeitung problematisch. Mithilfe der is a Relation ko¨nnen Terme in einer
Hierarchie strukturiert werden. Dabei wird zwischen informalen und formalen is a Relationen
unterschieden. Bei einer informalen is a Relation wird nicht garantiert, dass eine Instanz ei-
nes spezifischen Konzepts ebenfalls eine Instanz eines Superkonzepts ist. Im Gegensatz dazu,
sind formale is a Beziehungen als strikt anzusehen, dass heißt eine Instanz eines spezifischen
Konzepts ist ebenfalls eine Instanz des generalisierenden Konzepts. In dieser Arbeit werden
ausschließlich Ontologien betrachtet, die mindestens formale is a Relationen beinhalten. Nach
Gruber [2] ist eine Ontologie eine explizite, formale Spezifikation einer gemeinsamen Kon-
zeptualisierung. Somit ist es mo¨glich die Instanzen einer beliebigen Doma¨ne semantisch zu
beschreiben und zu strukturieren. Jedes Konzept wird explizit durch eine Menge von Eigen-
schaften charakterisiert und kann induktiv durch andere Konzepte und Relationen mithilfe der
Web Ontology Language (OWL) konstruiert werden. Relationen repra¨sentieren in einer Ontolo-
gie semantische Beziehungen zwischen je zwei Konzepten. Durch die Relationen und Konzepte
der Ontologie wird ein axiomatisches System geschaffen, welches auf der Beschreibungslogik
basiert. Aufgrund des wohldefinierten Formalismus ist eine Ontologie maschinell lesbar, so dass
eine automatische Verarbeitung mo¨glich ist. Mithilfe des axiomatischen Aufbaus sind Schluss-
folgerungsverfahren, auch Reasoning genannt, anwendbar. Des Weiteren kann eine Ontologie
als gemeinsamer Konsens in der Doma¨ne angesehen werden, so dass verschiedene Akteure oder
Forschungsgruppen ihr Wissen beschreiben ko¨nnen und untereinander austauschen ko¨nnen.
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Beispielhaft fu¨r die Anwendung von Ontologien sind die Lebenswissenschaften. Dieser
Bereich generiert ein hohes Datenvolumen, das biologische Objekte, Experimentdaten, klini-
sche Dokumentationen, etc. beinhaltet. So wird z.B. die Gene Ontology verwendet, um Gene
bzgl. ihrer Funktionalita¨t zu annotieren. Dadurch ko¨nnen Wissensbasen erzeugt werden, die
komplexe Anfragen bzgl. der biologischen Daten unterstu¨tzen.
Eine Ontologie umfasst im Allgemeinen nicht das gesamte Wissen einer Doma¨ne. Um wei-
tere Aspekte zu betrachten, ist es notwendig mehrere Ontologien zu verwenden. Des Weiteren
existieren in einer Doma¨ne diverse Datenquellen, deren Daten mithilfe von verschiedenen On-
tologien beschrieben werden. Fu¨r die Integration von mehreren Datenquellen kann vorab eine
Ontologie erstellt werden, die mehrere Ontologien semantisch abdeckt. Das Integrieren von On-
tologien wird durch Merging- Verfahren wie z.B. in [3] ermo¨glicht. Fu¨r das Merging und andere
Datenintegrationsszenarien ist es notwendig eine Menge von semantischen Korrespondenzen
zwischen den Konzepten der Ontologien zu bestimmen. Die Menge der Korrespondenzen wird
als Ontologie- Mapping oder Ontologie- Alignment bezeichnet. Da Ontologien sehr groß sein
ko¨nnen, ist eine manuelle Identifikation nicht durchfu¨hrbar. Deshalb werden (semi)- auto-
matische Verfahren fu¨r die Bestimmung eines Mappings verwendet. Der Prozess, den diese
Verfahren realisieren, wird als Ontologie- Matching bezeichnet. Die konkrete Aufgabe des
Ontologie-Matching fu¨r zwei gegebene Ontologien O1 und O2 ist die Identifikation aller Kor-
respondenzen zwischen den Konzepten von O1 und O2, die semantisch korrespondieren. Es
existiert eine Vielzahl von Verfahren (siehe U¨bersicht [4]), die sich mit dieser Thematik befas-
sen.
Die Qualita¨t eines Mappings wird durch die Korrektheit, die Vollsta¨ndigkeit und die logische
Konsistenz charakterisiert. Ein Mapping ist korrekt, wenn alle identifizierten Korrespondenzen
richtig sind. Ein Maß fu¨r die Korrektheit ist die Precision. Ein Mapping ist vollsta¨ndig, wenn
alle real existierenden Korrespondenzen identifiziert wurden. Des Weiteren ist es essentiell, dass
das generierte Mapping logisch konsistent ist. Unter der Annahme, dass die Quellontologien lo-
gisch konsistent sind, fu¨hrt ein fehlerbehaftetes Alignment zu einer logisch konfliktbehafteten
Wissensbasis. Jedoch existieren in der Praxis Ontologien, die nicht logisch korrekt sind, da der
Fokus bei der Modellierung auf die Benutzerfreundlichkeit gerichtet ist. Die Art der logischen
Inkorrektheit wird in Inkonsistenz und Inkoha¨renz differenziert. Jegliche Reasoning- Verfahren,
die auf einem Widerspruchsbeweis basieren, sind bei inkonsistenten Ontologien nicht anwend-
bar. Eine inkoha¨rente Ontologie beinhaltet Konzepte, die unerfu¨llbar sind, dass bedeutet das
diese Konzepte nicht fu¨r die Annotation verwendet werden ko¨nnen.
Daru¨ber hinaus sollten die Verfahren effizient sein und auch fu¨r große Ontologien skalieren. Da
eine Ontologie viele Entita¨ten entha¨lt, fu¨hren naive Ansa¨tze zu hohen Laufzeiten. Daher wer-
den spezielle Techniken verwendet, die die Anzahl der Vergleiche reduzieren oder den Match-
Prozess parallelisieren.
Um der Problematik bzgl. der logischen Inkonsistenz eines Mappings entgegen zu wirken, ist
es notwendig Verfahren zu entwickeln, die ein bestehendes AlignmentM fu¨r zwei Ontologien
O1 und O2 korrigieren. Im Gegensatz zu den Merging- Verfahren, verwenden die Reparaturver-
fahren ein vereinfachtes Integrationsmodell der Wissensbasen der Form O1 ∪ O2 ∪ M, wobei
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die Konzepte der zwei Ontologien durch die Korrespondenzen des Mappings M miteinander
verknu¨pft werden.
1.2 Ziele der Arbeit
Das Ziel dieser Arbeit ist die Konzeption und Implementierung eines generischen Reparaturver-
fahrens, welches ein bestehendes Alignment korrigiert. Das Verfahren soll als Post- Processing
Schritt in die Match Komponente des Gomma Systems integriert werden. Das korrigierte Ali-
gnment und die zwei alignierten Ontologien sollen in der Vereinigung eine geringe Anzahl an
logischen Konflikten aufweisen. Des Weiteren muss das Verfahren effizient und skalierbar sein,
um als Post- Processing Schritt fu¨r bestehende Matching- Verfahren zu fungieren. Um die Ef-
fizienz des Verfahrens zu ermitteln, wird das Verfahren mit bestehenden Reparaturverfahren
verglichen. Fu¨r den Vergleich werden die Ontologien des Large BioMed Track von der Onto-
logy Aligment Evaluation Initiative(OAEI) verwendet und die Alignments, die von den Match-
Systemen YAM++, ServOMap und der Match Komponente des GOMMA Systems berechnet
wurden. Die Arbeit betrachtet dabei folgende Aspekte:
• Es sollen die existierenden Verfahren fu¨r die Reparatur von Ontologie- Alignments ana-
lysiert werden.
• Der Fokus der Arbeit ist die Konzeption und Realisierung eines effizienten Algorithmus
fu¨r die Identifikation logisch inkorrekter Korrespondenzen.
• Das entwickelte Verfahren und die anderen Verfahren sollen ausfu¨hrlich evaluiert wer-
den, um die Effektivita¨t und Effizienz darzulegen. Diesbezu¨glich wird vorab eine gute
Konfiguration fu¨r das implementierte Verfahren ermittelt, die das bestmo¨gliche Ergebnis
erzielt.
• Das implementierte Verfahren soll als Modul in das bestehende GOMMA System inte-
griert werden.
1.3 Aufbau der Arbeit
Das zweite Kapitel befasst sich mit Ontologien und dem Konzept der Beschreibungslogik, die
die Basis von komplexen Ontologien darstellt. Des Weiteren werden die Grundlagen erla¨utert,
die fu¨r die Realisierung des Verfahrens und die Evaluierung notwendig sind. Zu diesen Grundla-
gen geho¨ren die Aspekte des Ontologie- Matching und Reasoning- Verfahren. Das dritte Kapitel
befasst sich mit Mapping- Reparaturverfahren. Diesbezu¨glich wird erla¨utert, welche Ziele ein
Reparaturverfahren hat und welche Probleme auftreten ko¨nnen. Des Weiteren werden die drei
existierenden Verfahren vorgestellt. Anschließend wird die Konzeption und die Realisierung ei-
nes eigenen graphbasierten Verfahrens erla¨utert. Das fu¨nfte Kapitel beinhaltet eine vergleichen-
de Evaluierung der Verfahren. Im letzten Kapitel werden die betrachteten Aspekte und Ergeb-
nisse der Arbeit resu¨miert. Des Weiteren wird ein Ausblick vorgestellt, der sich mit zuku¨nftigen
Verbesserungen und Optimierung auseinander setzt.
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Kapitel 2
Grundlagen
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2.1 Ontologien und Beschreibungslogik
Der Begriff der Ontologie stammt urspru¨nglich aus der griechischen Philosophie und bezeichnet
die Lehre des Seins. In der Informatik werden Ontologien als Wissensrepra¨sentation verwendet.
Fu¨r den Austausch von Wissen bzgl. einer Doma¨ne ist ein einheitlich beschreibendes Format
notwendig [2], um die Heterogenita¨t der verschiedenen Wissensrepra¨sentations(WR)- Systeme
zu u¨berwinden. Durch die Verwendung von Ontologien existiert ein beschreibendes Format,
das ebenfalls als Vokabular verwendet werden kann, um komplexes Wissen zu beschreiben. Fu¨r
die Beschreibung von Ontologien existieren verschiedene Beschreibungssprachen. Komple-
xe Formate sind RDFS(Ressource Description Framework Schema) und OWL (Web Ontology
Lanaguage), die auf XML basieren. Da diese Formate sehr komplex sind und in einigen Anwen-
dungsfa¨llen, wie z.B. in den Lebenswissenschaften, diese Komplexita¨t nicht notwendig ist, wird
das obo- Format verwendet. Dieses Format stellt eine textuelle Spezifikation der Ontologie dar,
die nicht die komplette Ausdrucksma¨chtigkeit von OWL umfasst. Die Vorteile dieses Formats
sind die Kompaktheit und die einfache Versta¨ndlichkeit, so dass es in der Doma¨ne der Le-
benswissenschaften weit verbreitet ist. Aufgrund der dedizierten Menge von Formaten ist eine
maschinelle Verarbeitung mittels entsprechender Parser realisierbar. Komplexe Ontologien sind
eine Art der Wissensrepra¨sentation, die der Beschreibungslogik entsprechen. Generell werden
Wissensbasen in einem gro¨ßeren Kontext innerhalb eines WR- Systems verwendet, welches
die Mo¨glichkeit bietet die Wissensbasis zu realisieren sowie zu manipulieren und implizites
Wissen zu ermitteln. Des Weiteren umfasst jedes WR- System eine Modellierungssprache, die
eine Menge von Konstrukten umfasst, um Ontologien zu definieren. Der wohldefinierte Forma-
lismus ermo¨glicht die Verwendung von Reasoning- Verfahren, die in der Lage sind implizite
Folgerungen zu schlussfolgern bzw. zu inferieren.
Fu¨r das weitere Versta¨ndnis werden folgende Notationen verwendet. Konzepte werden durch
Großbuchstaben A, B,C, ... dargestellt. Relationen werden durch Großbuchstaben R, S ,T, ... re-
pra¨sentiert. Die Individuen oder auch Instanzen werden mit kleinen Buchstaben a, b, c, ... dar-
gestellt.
2.1.1 Grundlagen der Beschreibungslogik
Im Folgenden werden die grundlegenden Aspekte der Beschreibungslogik diskutiert. Eine de-
taillierte Beschreibung ist in [5] zu finden. Die Beschreibungslogik vereint zwei Aspekte. Zum
einen ist es mo¨glich, Wissen zu repra¨sentieren und zu beschreiben und zum anderen umfasst es
einen logikbasierten Aufbau, der es ermo¨glicht implizites Wissen zu ermitteln. Im Wesentlichen
besteht eine Wissensbasis (WB) aus einer TBox und einer ABox. Die TBox umfasst die gesam-
te Terminologie der Wissensbasis. Die Terminologie umfasst Konzepte und Relationen. Ein
Konzept repra¨sentiert eine Menge von Instanzen, die gleiche Eigenschaften aufweisen. Analog
zur Pra¨dikatenlogik erster Stufe entsprechen Konzepte einstelligen Pra¨dikaten. Eine Relation
repra¨sentiert eine bina¨re Beziehung zwischen zwei Konzepten. Mithilfe der Relation ko¨nnen
die Eigenschaften eines Konzepts na¨her spezifiziert werden. Konzepte und Relationen, die sich
nicht durch andere Elemente der TBox beschreiben lassen, sind atomar. Eine essentielles Kon-
strukt der Beschreibunslogik ist die Subsumption bzw. auch is a Relation. Die Subsumption
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repra¨sentiert eine Spezifizierung eines Konzepts durch ein anderes Konzept. Die Subsumption
C1 v C2 bedeutet, dass das Konzept C1 das Konzept C2 spezifiziert. C2 wird als Superkonzept
von C1 bezeichnet und C1 als Subkonzept von C2. Das Superkonzept aller Konzepte ist > und
entha¨lt alle Individuen der Doma¨ne. ⊥ ist das Konzept, welches keine Instanzen beinhaltet. Des
Weiteren lassen sich komplexe Konzepte und Relationen induktiv definieren, basierend auf den
atomaren Konzepten und Relationen sowie den Konstruktionsbausteinen der Beschreibungslo-
giksprache. Die Komplexita¨t der Konzepte ist dabei abha¨ngig von der Ausdrucksma¨chtigkeit
der Sprache und somit von der Menge der Konstruktoren, die die Sprache zur Verfu¨gung
stellt. In der Regel werden komplexe Ontologien mithilfe von OWL spezifiziert. OWL existiert
in drei Versionen: OWL Lite, OWL DL und OWL Full. Die Ontologien, die mit OWL Full
beschrieben sind, sind fu¨r ein Inferenzproblem nicht entscheidbar. Im Gegensatz dazu, sind
Ontologien von OWL Lite und OWL Full entscheidbar. Diese Ontologien sind jedoch in ihrer
Ausdrucksma¨chtigkeit eingeschra¨nkt. OWL DL entspricht der SHOIN(D) Beschreibungslo-
gik und entha¨lt die nachfolgenden Konstrukte. Jeder Buchstabe repra¨sentiert dabei eine Menge
von Konstrukten. Zur Veranschaulichung wird eine kleine Beispielontologie verwendet.
Die Konzepte sind Concepts = {S tudent, Pro f essor,Dozent,UniMitarbeiter, S HK,
Vorlesung,Modul}
Die Rollen sind Roles = {besuchen,wirdBesucht, arbeiten, durchfu¨hren, enthalten,
istTeilVon}
• S
Dieser Teil beinhaltet alle Konstrukte derALC Logik sowie die Rollentransitivita¨t.ALC
entha¨lt die Konjunktion, Disjunktion und Negation von Konzepten sowie die existentielle
Quantifizierung und Wertrestriktion fu¨r Rollen.
1. UniMitarbeiter ≡ Pro f essor unionsq Dozent unionsq S HK
Ein Universita¨tsmitarbeiter ist entweder ein Professor, ein Dozent oder eine SHK.
2. Veranstaltung ≡ Vorlesung unionsq S eminar unionsq Praktikum
Eine Veranstaltung ist entweder eine Vorlesung, ein Seminar oder ein Praktikum.
3. S HK ≡ UniMitarbeiter u S tudent
Eine SHK ist ein Unimitarbeiter und ein Student.
4. S tudent v ¬Pro f essor
Ein Student ist kein Professor.
5. > v ∀besuchen.Veranstaltung
∃besuchen.> v S tudent
Ein Student besucht Veranstaltungen.
6. > v ∀arbeiten.>
∃arbeiten.> v UniMitarbeiter
Ein Uni Mitarbeiter arbeitet etwas
7. > v ∀durchfu¨hren.Veranstaltung
∃durchfu¨hren.> v Pro f essor unionsq Dozent
Ein Professor oder ein Dozent fu¨hrt eine Veranstaltung durch.
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8. > v ∀enthalten.Veranstaltung
∃enthalten.> v Modul
Ein Modul entha¨lt Veranstaltungen.
9. > v ∀istTeilVon.Modul
∃istTeilVon.> v Modul
Trans(istTeilVon)
Ein Modul kann Teil eines anderen Moduls sein. Wenn ein Modul C Teilmodul von
B ist und B ein Teilmodul von A, dann ist C ein Teilmodul von A.
• H Rollenhierarchie
durchfu¨hren v arbeiten
Eine Veranstaltung durchfu¨hren ist eine Spezifizierung von arbeiten.
• O Nominale
Nominale weisen einem Konzept ein bestimmtes Individuum zu oder ein Konzept hat eine
endliche Menge an mo¨glichen Individuen.
Pro f essor ≡ {Rahm, Fa¨hnrich,Quastho f f }
Ein Professor ist entweder Herr Rahm, Herr Fa¨hnrich oder Herr Quasthoff.
• I Inverse Rollen
Eine inverse Rolle ist die Ru¨ckrichtung einer Rolle, dass heißt der Definitionsbereich der
inversen Rolle ist der Wertebereich der urspru¨nglichen Rolle bzw. der Wertebereich ist
der Definitionsbereich.
wirdBesucht ≡ besuchen−1
• N Kardinalita¨tseinschra¨nkung
Mithilfe der Kardinalita¨tseinschra¨nkung kann spezifiziert werden, wie oft ein Konzept an
einer Rolle teilnehmen muss.
Dozent v≥ 1 durchfu¨hren
• D
Dadurch sind die allgemeinen XML- Datentypen verwendbar.
Die Individuen, die in der Doma¨ne existieren, werden zu den entsprechenden Konzepten bzw.
zu den entsprechenden Rollen zugeordnet. Die Menge der Zuweisungen von Individuen zu
Konzepten und Rollen werden in der ABox definiert. Eine ABox fu¨r die Beispielontologie ist:
S HK(VicorChristen), S tudent(VictorChristen), Pro f essor(ErhardRahm),Vorlesung(DBS 1),
durchfu¨hren(ErhardRahm,DBS 1)
Die formale Semantik einer Ontologie wird durch eine Interpretation I realisiert. Eine In-
terpretation I besteht aus einer Doma¨ne der Interpretationen ∆I, die Individuen der Doma¨ne
entha¨lt. Des Weiteren existiert eine Interpretationsfunktion ·I, die Elemente der TBox auf eine
Teilmenge der Doma¨ne ∆I abbildet. Die Abbildung 2.1 veranschaulicht den Zusammenhang
zwischen den Elementen der TBox, den Elementen der Doma¨ne und der Interpretationsfunk-
tion. Generell werden Individuen der Ontologie auf die identischen Individuen der Doma¨ne
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abgebildet. Des Weiteren wird ein atomares Konzept auf eine Menge von Individuen abgebildet
und eine atomare Relation bildet auf eine Menge von Paaren von Individuen der Doma¨ne ab,
die diese Relation erfu¨llen. Komplexe Konzepte und Relationen werden der Tabelle 2.1 entspre-
chend interpretiert. Eine Interpretation I erfu¨llt ein Axiom α (I |= α), wenn die entsprechenden
Bedingungen aus der Tabelle 2.1 erfu¨llt sind. Wenn eine Interpretation I alle Axiome der
Ontologie O erfu¨llt, ist I ein Modell fu¨r O (I |= O). Ein Axiom α ist eine logische Konsequenz
von O, wenn jedes Modell α erfu¨llt (O |= α).
Abbildung 2.1: Semantisches Modell der Be-
schreibungslogik. Die schwarzen Punkte re-
pra¨sentieren die Individuen der Doma¨ne und
die Pfeile stellen die Interpretatio sfunktion ·I
fu¨r die Elemente der TBox dar.
Individuen
...a...
Konzepte
...C...
Relationen
...R...
∆I
CI
RI
aI
Tabelle 2.1: Interpretation komplexer Axiome
der SHOIN(D)- Beschreibungslogik
T- Box Interpretation
> ∆I
⊥ ∅
A unionsq B AI ∪ BI
A u B AI ∩ BI
¬A ∆\AI
∃R.B {a ∈ ∆I|∃b : (a, b) ∈ RI ∧ b ∈ BI}
∀R.B {a ∈ ∆I|∀b : (a, b) ∈ RI → b ∈ BI}
Trans(R) (x, y) ∈ RI ∧ (y, z) ∈ RI → (y, z) ∈ RI
(R−) {(b, a)|(a, b) ∈ RI}
(≥ n R.B) {a|#{b|(a, b) ∈ R ∧ b ∈ B} ≥ n}
(≤ n R.B) {a|#{b|(a, b) ∈ R ∧ b ∈ B} ≤ n}
In der Praxis existieren Ontologien, die logisch nicht korrekt sind. Eine mo¨glich Ursache sind
Fehler bei der Erstellung der Ontologie. Diese Fehler ko¨nnen aufgrund der Komplexita¨t der
Beschreibungslogiksprache entstehen oder durch ein fehlerhaftes Alignment, wenn es sich um
eine integrierte Ontologie handelt. Des Weiteren werden einige Ontologien absichtlich logisch
inkorrekt modelliert, um die Benutzerfreundlichkeit zu erho¨hen. So werden z.B. Konzepte in der
Hierarchiestruktur von Produktkatalogen redundant gespeichert, wobei die Superkonzepte keine
semantische Beziehung zueinander haben. Jedoch ist dadurch eine schnellere Suche durch den
Anwender mo¨glich. Bei der logischen Konsistenz werden zwei Arten von Konflikten betrachtet:
• Inkonsistenz
Die Ontologie besitzt kein Modell, das fu¨r jedes Konzept oder jede Relation eine wi-
derspruchsfreie Interpretation realisiert. Wenn eine Ontologie nicht konsistent ist, sind
Reasoning- Verfahren, die auf einem Widerspruchsbeweis basieren, nicht anwendbar.
Beim Widerspruchsbeweis wird gezeigt, dass kein Modell fu¨r die Negation des zu in-
ferierenden Axioms und der Wissensbasis existiert. Wenn die Wissensbasis kein Modell
besitzt, ist somit jedes Axiom ableitbar.
• Inkoha¨renz
Eine Ontologie ist inkoha¨rent, wenn mindestens ein Konzept existiert, das nicht erfu¨llbar
ist. Ein unerfu¨llbares Konzept wird als leere Menge interpretiert, dass bedeutet die Wis-
sensbasis ist ausschließlich konsistent, wenn das Konzept keine Instanzen besitzt. Durch
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die unerfu¨llbaren Konzepte wird der Mehrwert der Ontologie reduziert, da das Hauptan-
wendungsgebiet einer Ontologie die Annotation von Individuen mit Konzepten ist.
2.2 Ontologie- Matching
Das Ontologie- Matching ist ein wichtiger Bestandteil fu¨r die Datenintegration, die semantische
Anfrageverarbeitung, erweiternde Verfahren, wie z.B. die A¨nderungsbestimmung von Ontolo-
gieversionen, Analyse der Evolution von Ontologien oder die Fusionierung von Ontologien.
Als Ontologie- Matching wird der semi- automatische Prozess bezeichnet, der eine Menge von
Korrespondenzen zwischen den Konzepten von zwei Ontologien O1 und O2 ermittelt. Diese
Menge der Korrespondenzen wird als Ontologie- Mapping oder als Ontologie- Alignment be-
zeichnet. Eine Korrespondenz repra¨sentiert eine Assoziation zwischen zwei Konzepten, die eine
A¨hnlichkeit zueinander besitzen. Die A¨hnlichkeit einer Korrespondenz wird auch als Konfidenz
bezeichnet. Ein hohe Konfidenz ist ein Beleg, dass die Korrespondenz mit hoher Wahrschein-
lichkeit richtig ist. Da Ontologien sehr groß sein ko¨nnen, ist eine manuelle Erstellung eines
Mappings nicht effizient bzw. nicht anwendbar. Deshalb ist es notwendig Verfahren bereitzu-
stellen, die diese Aufgabe semi- automatisch lo¨sen. Der Prozess ist semi- automatisch, da nicht
garantiert werden kann, dass das erzeugte Mapping korrekt ist. Es ist weiterhin notwendig, dass
die ermittelten Korrespondenzen manuell auf Korrektheit validiert werden.
Es existieren bereits zahlreiche Match- Verfahren. Da das Ontologie- Matching eine hohe
A¨hnlichkeit zum Schema-Matching aus dem Datenbankbereich aufweist, sind die existierenden
Ontologie- Matching Verfahren durch die Taxonomie von [4] kategorisierbar. Diese Taxonomie
unterteilt die Match- Verfahren in schemabasierte, instanzbasierte und reuse orientierte Match-
Verfahren. Des Weiteren existieren Hybrid- Verfahren, die durch die Kombination von verschie-
denen Match- Verfahren einen komplexen Match- Workflow realisieren.
• schemabasiert
Diese Match- Verfahren operieren bei der Identifikation von Korrespondenzen ausschließ-
lich auf den Konzepten der Terminologie der Ontologien und verwenden keine Instanzen
der Konzepte. Schemabasierte Match- Verfahren unterteilen sich in element- und struktur-
basierte Methoden. Bei elementbasierten Methoden werden die Eigenschaften verwendet,
die ein Konzept oder eine Relation charakterisieren, wie z.B. der Name, eine Beschrei-
bung, die Synonyme, etc. Die A¨hnlichkeit solcher Eigenschaften wird durch linguisti-
sche Verfahren ermittelt. Des Weiteren ko¨nnen die Constraints(Einschra¨nkungen) bzgl.
der Auspra¨gung eines Konzepts oder einer Relation fu¨r den Vergleich verwendet werden.
Bei strukturbasierten Verfahren wird die Hierarchie der Ontologien betrachtet.
• instanzbasiert
Prinzipiell wird bei einem instanzbasierten Match- Verfahren fu¨r jedes Konzept eine Men-
ge von Instanzen bereit gestellt. Ein Konzept C1 ∈ O1 korrespondiert zu einem Konzept
C2 ∈ O2, wenn die Instanzmengen CI1 und CI2 hinreichend a¨hnlich sind. Die A¨hnlichkeit
der beiden Mengen kann mithilfe von einer Metrik wie z.B. Jaccard, Dice, etc. ermit-
telt werden. Diese Verfahren sind hilfreich, wenn die Entita¨ten auf Terminologieebe-
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ne nicht hinreichend aussagekra¨ftig sind, um ein Mapping zu bestimmen. Des Weiteren
kann die Methodik verwendet werden, um ein bestehendes Alignment zu validieren, in-
dem die Auspra¨gungen der Instanzen von zwei korrespondierenden Konzepten bzgl. ihrer
A¨hnlichkeit analysiert werden. A¨hnlich wie bei schemabasierten Match- Verfahren wird
zwischen elementbasierten und constraintbasierten Vergleichsmethoden unterschieden.
• reuse orientiert
Bei dieser Variante von Match- Verfahren werden fu¨r die Generierung eines Alignments
bereits berechnete Mappings verwendet. Wenn die Mappings fu¨r eine Ontologie O1 und
O2 sowie fu¨r eine Ontologie O2 und O3 existieren, kann ein Mapping fu¨r O1 und O3
bestimmt werden. Bei der Berechnung des Mappings O1 und O3 werden die existierenden
Mappings miteinander verknu¨pft (compose), so dass das neue Mapping berechnet werden
kann. Eine Komposition von Mappings ist durch die Reduzierung der Vergleiche sehr
effizient.
Die Qualita¨t eines Mappings wird durch die Korrektheit, Vollsta¨ndigkeit und den Grad der
Inkoha¨renz charakterisiert. Fu¨r die Messung der Vollsta¨ndigkeit und Korrektheit eines Ali-
gnments beno¨tigt man ein Referenzalignment. Bei einem korrekten Mapping existieren keine
Korrespondenzen, die falsch sind. Das Maß fu¨r die Korrektheit ist die Precision. Sie entspricht
dem Verha¨ltnis der Kardinalita¨t der Menge der richtig Positiven (True Positive T P) und der
Summe der Anzahl der richtig Positiven und der Anzahl der falsch Positiven (False Positive
FP). Ein vollsta¨ndiges Mapping entha¨lt alle real existierenden Korrespondenzen. Ein Maß fu¨r
die Vollsta¨ndigkeit oder auch Abdeckung eines Mappings ist der Recall. Der Recall ist das
Verha¨ltnis der Kardinalita¨t der Menge der richtig Positiven(T P) und der Summe der Anzahl
der richtig Positiven und der Anzahl der falsch Negativen (False Negative FN). Da sowohl die
Korrektheit als auch die Vollsta¨ndigkeit wichtig sind fu¨r die Qualita¨t eines Mappings, ist das
Ziel, dass beide Maße gegen 1 konvergieren. Das harmonische Mittel der beiden Maße ist das
F − Measure. Eine U¨bersicht der Gleichungen ist in Abbildung 2.2 dargestellt.
Abbildung 2.2: Berechnung von Precision, Recall und F − Measure
Precision = T PT P+FP Recall =
T P
T P+FN F − Measure = 2 Precision·RecallPrecision+Recall
Ein weiteres Kriterium der Qualita¨t eines Mappings ist der Grad der Inkoha¨renz. Dieses
Maß ist das Verha¨ltnis der Anzahl der unerfu¨llbaren Konzepte und der Gesamtanzahl aller
Konzepte. Diesbezu¨glich muss die Anzahl der unerfu¨llbaren Konzepte mithilfe eines Reasoners
fu¨r die Wissensbasis O1 ∪ O2 ∪ M ermittelt werden. Im Kapitel 5 werden diese Maße fu¨r die
Messung der Qualita¨t des reparierten Mappings verwendet.
Des Weiteren mu¨ssen die Verfahren effizient sein und fu¨r große Ontologien anwendbar
sein. Generell ist die Grundkomplexita¨t die Kardinalita¨t des kartesischen Produkts der Mengen
der Entita¨ten der beiden Ontologien. Die Effizienz kann durch diverse Techniken gesteigert
werden. Die Techniken lassen sich nach [6] klassifizieren:die Reduktion des Suchraums, die
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Parallelisierung des Match- Workflows, Self-Tuning von Match- Workflows und die Wieder-
verwendung bereits berechneter Mappings. Bei der Reduktion des Suchraums wird die Anzahl
der notwendigen Vergleiche reduziert. Eine Variante der Reduktion ist die Partitionierung wie
es z.B. in [7] angewendet wird. Bei der Partitionierung werden die Entita¨ten der beiden Ontolo-
gien in Partitionen aufgeteilt. Es werden ausschließlich Entita¨ten verglichen, deren Partitionen
sich a¨hnlich sind. Die Partitionen einer Ontologie sind durch strukturelles oder linguistisches
Clustering ermittelbar.
Bei der Parallelisierung wird der Match- Workflow auf mehreren Prozessoren oder Rechnern
verteilt ausgefu¨hrt. Die Grundidee ist die Zerlegung des Match- Problems in kleinere Teilpro-
bleme, die unabha¨ngig voneinander gelo¨st werden ko¨nnen. Bei der Zerlegung des Problems
kann z.B. eine Partitionierung der Ontologien angewendet werden.
Das Ziel des Self- Tuning ist die Identifikation einer guten Konfiguration fu¨r die jewei-
lige Machtaufgabe. Die meisten Verfahren verwenden Matcher oder Match- Workflows, die
eine manuelle Konfiguration verlangen, wie z.B. die Spezifikation des Match- Workflows, die
Spezifikation der Thresholds bzgl. der A¨hnlichkeit eines Matchers usw. Die Konfiguration ist
ein entscheidender Faktor fu¨r die Effizienz und Qualita¨t eines Verfahrens. Um eine passende
Konfigurationen zu bestimmen, ist es mo¨glich durch semi- automatische Lernverfahren und
bereits durchgefu¨hrte Matchprozesse eine Konfiguration zu ermitteln, die eine ho¨here Effizienz
und eine bessere Qualita¨t ermo¨glicht.
Ein weiterer Ansatz, der die Effizienz erho¨ht, ist die Wiederverwendung und Komposition
von bereits bestehenden Mappings. Eine Voraussetzung fu¨r die Anwendung dieser Methode
ist die Verwaltung der berechneten Mappings zwischen den Ontologien. Da sich Ontologien
zu einer Thematik u¨berlappen, ko¨nnen die verwalteten Mappings verwendet werden, um neue
Mappings zwischen zwei Ontologien O1 und O2 zu berechnen, die bisher nicht miteinander
verknu¨pft sind. Das neue Mapping wird durch eine Intermediate - Ontologie (IO) ermittelt, die
die beiden Ontologien miteinander verknu¨pft.
Im Folgenden werden die Match- Verfahren GOMMA, ServOMap und YAM++ na¨her vor-
gestellt. Die generierten Mappings dieser Match- Verfahren werden im Kapitel 5 fu¨r die Eva-
luierung verwendet. GOMMA [8] (Generic Ontology Matching and Mapping Management) ist
eine Infrastruktur, die fu¨r die Verwaltung von Ontologie- , Evolution- und Annotations- map-
pings konzipiert ist. Des Weiteren werden die Versionen der betrachteten Ontologien mithilfe
eines generischen Datenmodells in einer relationalen Datenbank verwaltet. Die Infrastruktur
realisiert drei Funktionskomponenten: Match, DIFF und Evolution. Die Match Funktions-
komponente ist fu¨r die Bestimmung eines Ontologiealignments verantwortlich. Mithilfe dieser
Komponente ist die DIFF Komponente realisierbar. Diese Komponente ermittelt die Menge von
A¨nderungsoperationen, die notwendig sind, um eine alte Version einer Ontologie in die neue
Version zu u¨berfu¨hren. Um die Auswirkungen der A¨nderungsoperationen zu ermitteln, wer-
den Verfahren verwendet, die eine Evolutionsanalyse durchfu¨hren. Diese Verfahren sind in der
Evolution Komponente zusammengefasst und verwenden die Funktionalita¨ten der DIFF Kom-
ponente. Die Match Komponente basiert auf einem a¨hnlichen Ansatz der ebenfalls in COMA++
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Abbildung 2.3: Ablauf des Matchverfahrens der GOMMA Match- Komponente(Quelle: [8])
at first to be integrated into the GOMMA repository. Match processing for two ontol-
ogies then entails the execution of several matchers that are selected from the library
of supported matchers. Each matcher generates an intermediate mapping result repre-
sented by a matrix of computed similarity values (0 ≤ similarity ≤ 1) for pairs of con-
cepts from the input ontologies. The similarity matrices are aggregated into a single
similarity matrix (according to some selected combination strategy) in order to obtain
a combined (still intermediate) match result. Furthermore, a filter step is applied
(according to some selected filter strategy) to select the most likely correspondences
for the mapping result. The determined ontology mapping can be stored within a map-
ping pool in the GOMMA repository. The match process may be applied iteratively to
refine and improve an initially generated ontology mapping. Additionally, human
experts can provide feedback to verify and correct computed mappings.
GOMMA includes several match-related libraries providing a large number of meta-
data- and annotation-based matchers as well as approaches for mapping combination
(aggregation) and filtering. This approach also facilitates easy extensibility to support
additional match approaches. Table 2 lists the current metadata-based and annotation-
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Figure 3 The match process in GOMMA. GOMMA utilizes the sketched process to create ontology
mappings. This process iteratively generates mappings between selected input ontologies and includes
feedback from human experts.
Table 2 Selected matchers of GOMMA
Category Name Description
Metadata-based
Matcher
Linguistic
Matcher
This matcher computes the linguistic similarity between two ontology
concepts. The matcher is configured by two sets of attributes specifying
which attribute values are used to align the concepts of O and O’. The
linguistic similarity functions include nGram, Loom, and others.
Child
Matcher
The child matcher computes the similarity between two ontology concepts
based on the similarity of their children.
Path
Matcher
The path matcher computes the similarity between two ontology concepts
taking the paths from the concepts to their root element into account. Each
path is represented by concatenating concept names. Finally, the matcher
computes the linguistic similarity between the paths.
Similarity
Flooding
This structural matcher computes the similarity between two concepts based
on the Similarity Flooding algorithm.
Annotation-based
Matcher
Annotation-
based
Concept
Matcher
The annotation-based matcher computes the similarity between two
ontology concepts by taking the associated entities into account. The
matcher utilizes an annotation mapping to determine the degree of shared
entities of two concepts to compare. The similarity functions include Dice,
Jaccard, and Cosine.
The table lists selected metadata-based and annotation-based matchers of GOMMA. The matchers take two ontologies
O and O’ as input and produce a set of correspondences interrelating the input ontologies. All matchers are configured
by the similarity function that is used to compute the concept similarity of correspondences.
Kirsten et al. Journal of Biomedical Semantics 2011, 2:6
http://www.jbiomedsem.com/content/2/1/6
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[9] verfolgt wird. Jedoch skaliert GOMMA durch effiziente Techniken fu¨r große Ontologien,
wie z.B. der Parallelisierung des Match- Workflows. Der prinzipielle Ablauf des Matchverfah-
rens ist in Abbildung 2.3 dargestellt. Dieser Ansatz basiert auf der Definition eines komplexen
Match- Workflows, der sich aus einfachen Match- Verfahren, wie z.B. linguistische Match-
Verfahren fu¨r spezifizierte Attribute, strukturelle Match- Verfahren, instanzbasierte Matcher,
etc. zusam ensetzt. Des Weiteren ko¨nnen bestehende Mappings fu¨r die Berechnung des Map-
pings verwendet werden. Die Ontologien, fu¨r die ein Mapping berechnet werden soll, mu¨ssen
zu Beginn in das GOMMA- Repository importiert werden. Im zweiten Schritt erfolgt die Aus-
wahl der Matcher aus der Matcher- Library und die Ausfu¨hrung. Jeder Matcher berechnet fu¨r
jedes Vergleichspaar einen A¨hnlichkeitswert. Diese Werte werden i ei em 3-dimensionalen
Similarity-Cube gespeichert. Durch diese Datenstruktur kann nac der Ausfu¨hrung der aus-
gewa¨hlte Matcher das Ergebnis ermittelt werden. Die Emittlung erfolgt durch spezifizierte
Filter- und Selektio sstrategien sowie durch die Kombination der Ergebnisse der ausgewa¨hlten
einfache Matcher.
YAM++ [10] ist ein hybrides Match- System, das sich aus linguistische und strukturellen
Matchern zusamm nsetzt. Die linguistischen Matcher werden fu¨r die Generierung eines initia-
len M ppings verwendet. Diesbezu¨glich werden die Properties der Konzepte verwendet, um
ein Alignment zu erzeugen. Die Matcher ko¨nnen unabha¨ngig oder kombinierend verwendet
werden. Die Wahl der zu verwendenden Matcher und die entsprechenden Metriken werden
durch Verfahren des maschinellen Lernens ermittelt, wie z.B. Entscheidungsba¨ume, Support
Vector Machines, NaiveBayes, etc. Die notwendige Trainingsmenge wird entweder von dem
Anwender bereitgestellt oder aus den entsprechenden Wissensbasen extrahiert. Wenn keine
Trainingsmenge zur Verfu¨gung steht, werden Techniken des Information- Retrievals verwen-
det, um passende Metriken zu erzeugen. Das resultierende Alignment wird verwendet, um den
strukturellen Matcher zu initialisieren. Dieser Matcher basiert auf dem Ansatz des Similarty-
Flooding Algorithmus [11]. Bei diesem Algor thmus werden die existierenden A¨hnlichkeiten
durch eine Graphdatenstruktur propagiert, so dass weitere Korrespondenzen ermittelt werden.
Im letzten Schritt werden die Korrespondenzen auf logische Inkonsistenzen u¨berpru¨ft und ge-
gebenfalls inkorrekte Korrespondenzen entfernt.
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ServOMap [12] ist eine Funktionskomponente innerhalb des ServO OR Systems, das fu¨r
die Verwaltung heterogener Ontologien konzipiert ist. Das System a¨hnelt einem Information
Retrieval System. Eine Ontologie wird in ServO OR als Korpus aufgefasst und die Konzepte
und Relationen als Dokumente. Prinzipiell basiert die Identifikation eines Alignments auf der
Berechnung der A¨hnlichkeiten zwischen den Vektoren der Terme, die die Entita¨ten der Onto-
logien repra¨sentieren. Bei der Erstellung der Vektoren werden fu¨r jede Entita¨t eine Menge von
Vorverarbeitungsschritten abgearbeitet, wie z.B. die Entfernung von Stoppwo¨rtern, Kleinschrei-
bung, Wortkonkatenierung, etc. Die Schritte sind abha¨ngig von der Menge der Features, die eine
Entita¨t beinhaltet. Neben dem linguistischen Matcher wird ebenfalls ein struktureller Matcher
nach der Prozessierung des linguistischen Matchers verwendet. Dieser Matcher definiert zwei
Konzepte als gleich, wenn die Kontexte der beiden Konzepte a¨hnlich sind. Der Kontext eines
Konzept entspricht den Superkonzepten, Subkonzepten und den Schwesterkonzepten.
2.3 Reasoning- Verfahren
Reasoning- Verfahren werden verwendet, um die Konsistenz einer Wissensbasis zu u¨berpru¨fen
oder implizite Subkonzeptbeziehungen abzuleiten. Mithilfe der Konsistenzpru¨fung ist es
mo¨glich, implizite Axiome abzuleiten und neue Wissensbasen zu generieren. Aufgrund der Ver-
fahren ist es nicht notwendig alle Axiome einer Wissensbasis explizit zu codieren. Es wird zwi-
schen vollsta¨ndigen Reasonern und unvollsta¨ndigen Reasonern differenziert. Die vollsta¨ndigen
Reasoner, wie z.B. HermiT und Pellet, betrachten alle Konstruktionsmo¨glichkeiten der zu-
grundeliegenden Beschreibungslogiksprache. Im Gegensatz dazu, verwenden unvollsta¨ndige
Reasoner, wie z.B. der ELK Reasoner, eine Teilmenge der Konstruktionsoperatoren, um die
Komplexita¨t einzugrenzen. Im Folgenden wird das Tableau Verfahren dargestellt [5] und Op-
timierungsmo¨glichkeiten pra¨sentiert wie sie in HermiT realisiert sind. Des Weiteren wird der
ELK- Reasoner erla¨utert, der implizite Subkonzeptbeziehungen identifiziert.
2.3.1 Tableaubasierte Verfahren
Eine typische Methode fu¨r die U¨berpru¨fung der Konsistenz einer Wissensbasis ist das Tableau-
Verfahren. Generell u¨berpru¨ft das Tableau- Verfahren, die Erfu¨llbarkeit einer Wissensbasis
durch die Ableitung einer generischen Interpretation mithilfe von Ableitungsregeln. Um ein
implizites Axiom der Wissensbasis abzuleiten, wird durch das Verfahren bewiesen, dass die Ne-
gation des Axioms bzgl. der WB unerfu¨llbar ist. Um den Tableaubeweiser anwenden zu ko¨nnen,
mu¨ssen alle Axiome der TBox in Negationsnormalform (NNF) transformiert werden. Bei der
NNF ist das Vorkommen von Negationen ausschließlich vor atomaren Konzepten mo¨glich.
Generell wird die Unerfu¨llbarkeit einer Wissensbasis durch das Zeigen der Abgeschlossenheit
eines Tableaus bewiesen. Ein Tableau ist ein Baum deren Knoten aus Zuordnungen von Indi-
viduen zu Axiomen besteht. Ein Pfad des Baumes repra¨sentiert eine ABox, die die Zuordnung
der generischen Individuen zu Konzepten, Relationen oder Axiomen beinhaltet. Ein Tableau
ist abgeschlossen, wenn das Tableau nicht mehr erweitert werden kann und ein Widerspruch
in allen abgeleiteten ABoxen existiert. Ein Widerspruch in einer ABox existiert, wenn eine
Zuordnung eines atomaren Konzepts zu einem Individuum sowie deren Negation existiert, dass
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heißt C(a) und ¬C(a) sind in einem Pfad des Tableau. Des Weiteren existiert ein Widerspruch,
wenn die Axiome ≥ m R(a) und ≤ n R(a) in der ABox sind und n < m gilt. Die Initialisierung
des Verfahrens umfasst die Instanziierung eines beliebigen Axioms der Wissensbasis mit einer
generischen Instanz a. Das Tableau wird durch Regeln erweitert, die eine Vorbedingung und
eine Menge von inferierten Axiomen umfassen. Eine U¨bersicht der Regeln ist in Tabelle 2.2
dargestellt. Technisch wird das Tableau durch einen Backtracking Ansatz erzeugt, indem eine
aktuelle ABox konstruiert wird. Ein bestehender Pfad ist erweiterbar, wenn eine Erweiterungs-
regel anwendbar ist und die abgeleiteten Axiome nicht bereits im Tableau existieren. Wenn
der aktuelle Pfad nicht mehr erweiterbar ist und kein Widerspruch existiert, ist die konstruierte
ABox ein Modell der Wissensbasis. Wenn ein Widerspruch existiert, wird das Verfahren an dem
Knoten fortgesetzt, der eine alternative Belegung fu¨r das Individuum festlegt. Eine alternative
Belegung entsteht durch Axiome der Form (C unionsq D)(a).
Nr. Pra¨misse Aktion
1. C(a) ∈ W(ABox) Hinzufu¨gen von C(a)
2. R(a, b) ∈ W(ABox) Hinzufu¨gen von R(a, b)
3. C ∈ W Hinzufu¨gen von C(a) fu¨r ein neues Individuum a
4. (C unionsq D)(a) ∈ Tableau Splitten des Pfades, Hinzufu¨gen von C(a) in 1. Pfad und
D(a) in 2. Pfad
5. (C u D)(a) ∈ Tableau sequentielles Hinzufu¨gen von C(a) und D(a)
6. (∃R.C)(a) ∈ Tableau Hinzufu¨gen von R(a, b) und C(b) fu¨r ein neues Individuum
b
7. (∀R.C)(a) ∈ Tableau Hinzufu¨gen der Einschra¨nkung C(b) fu¨r ein bekanntes Indi-
viduum b, falls R(a, b) ∈ Tableau
8. ≥ nR.C(a) Hinzufu¨gen neuer Individuen C(b1), ...C(bn) fu¨r die
gilt:(a, bi) ∈ RI(1 ≤ i ≤ n), falls C(b1), ...C(bn) nicht exis-
tieren
9. ≤ nR.C(a) Wenn Individuen C(b1), ...(C(bn+1)) existieren mit (a, i) ∈
RI(1 ≤ i ≤ n + 1), dann verschmelze Individuen durch Er-
setzen von bi durch b j
Tabelle 2.2: Erweiterungsregeln fu¨r das Tableau Verfahren
Die Abbildung 2.4 veranschaulicht das Verfahren an einem Beispiel. Es ist folgendes Axiom
der Wissensbasis gegeben: ¬P unionsq (E u U) unionsq (E u ¬D). Die Anfrage ist: P v E = ¬P unionsq E. Die
Negation von dem Axiom ist: P u ¬E. Im ersten Schritt wird die Regel 1. auf das negierte
Axiom angewendet. Daraus folgen die Axiome P(a) und ¬E(a), die als sequentieller Pfad an
den bestehenden Pfad fortgesetzt werden. Im zweiten Schritt wird das Axiom der Wissens-
basis hinzugefu¨gt. Durch die Anwendung der Regel 4. wird der bestehende Pfad des Axioms
(¬P unionsq (E u U) unionsq (E u ¬D))(a) gesplittet in ¬P(a) und (E u U) unionsq (E u ¬D)(a). Durch weitere
Anwendung der Regel 4. wird der Pfad mit dem Axiom ((E u U) unionsq (E u ¬D))(a) gesplittet in
(E uU)(a) und (E u¬D)(a). Durch die Anwendung der Regel 5. auf die beiden Axiome entste-
hen die Teilpfade E(a) und U(a) bzw. E(a) und ¬D(a). Alle Pfade sind abgeschlossen, da der
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erste Pfad P(a) und ¬P(a) entha¨lt und die anderen beiden Pfade E(a) und ¬E(a). Demzufolge
ist P u ¬E nicht erfu¨llbar und somit folgt: P v E ist herleitbar.
Abbildung 2.4: Beispiel eines Tableaus
(P u ¬E)(a)
P(a)
¬E(a)
¬P unionsq (E u U) unionsq (E u ¬D)(a)
¬P(a) (E u U) unionsq (E u ¬D)(a)
(E u U)(a)
E(a)
U(a)
(E u ¬D)(a)
E(a)
¬D(a)
Das standardisierte Verfahren ist u.a. aufgrund der Disjunktion nicht effizient. Die Regel fu¨r
die Disjunktion und somit ebenfalls fu¨r die Subsumption verursachen eine U¨berpru¨fung von
zwei ABoxen. Da die Subsumption ein essentieller Bestandteil der Axiome in Ontologien ist,
fu¨hrt eine ungu¨nstige Konstruktion des Tableaus zu einer hohen Menge an zu konstruierenden
ABoxen. Eine u¨bliche Optimierungsstrategie ist die Verwendung von sogenannten Absorpti-
onstechniken. Diese Techniken reduzieren die Anzahl der zu expandierenden Pfade und somit
die Anzahl der zu u¨berpru¨fenden ABoxen.
Der Basisabsorptionsalgorithmus versucht die Axiome der TBox in die Form B v C zu trans-
formieren, wobei B atomar ist. Die Subsumption repra¨sentiert eine Disjunktion ¬B unionsq C. In
der Regel muss sowohl ¬B und auch C fu¨r jedes Individuum der aktuellen ABox u¨berpru¨ft
werden. Der Absorptionsalgorithmus u¨berpru¨ft jedoch C(a) fu¨r jedes Individuum der ABox
ausschließlich, wenn B(a) in der ABox existiert. Dieser Algorithmus ist die Basis fu¨r weitere
Absorptionstechniken wie z.B. die bina¨re Absorption [13]. Diese Technik transformiert die
Axiome in die Form B1 u B2 v C. C(a) wird ausschließlich abgeleitet, wenn B1(a) und B2(a) in
der ABox existieren.
Jedoch sind diese Techniken nicht ausreichend, um eine gute Effizienz zu gewa¨hrleisten. Der
HermiT- Reasoner von [14] generalisiert die existierende Menge von Absorptionstechniken, so
dass diese simultan ausfu¨hrbar sind. Des Weiteren werden zusa¨tzliche Absorptionstechniken
eingefu¨hrt, die ausschließlich im Hypertableau Verfahren anwendbar sind.
Ein weitere Ursache fu¨r die Ineffizienz ist die Einfu¨hrung neuer Individuen durch die exis-
tentielle Quantifizierung (Regel 6. in 2.2). Durch diese Erweiterungsregeln ko¨nnen Zyklen ge-
neriert werden, so dass naive tableaubasierte Implementierungen nicht terminieren. Sei z.B.
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das Axiom ¬Person unionsq ∃hatEltern.Person gegeben. Bei der U¨berpru¨fung dieses Axioms wird
immer eine neue Instanz fu¨r das Konzept Person durch die Regel 6 erzeugt. Dadurch wird das
Tableau endlos erweitert. Generell werden solche Zyklen durch Blocking- Verfahren verhindert,
indem die Erweiterung der ABox abgebrochen wird, wenn zwei Individuen bei der Erweiterung
der ABox aufeinander folgen und zu den selben Konzepten geho¨ren. Jedoch ist diese Art des
Blockings nicht effizient, da ausschließlich aufeinanderfolgende Individuen betrachtet werden.
HermiT realisiert eine Blockingtechnik, bei der fast jedes Individuum ein anderes Individuum
blocken kann.
2.3.2 Schlussfolgern von impliziten Subklassenbeziehungen
Das Schlussfolgern von impliziten Subsumptionen in einer Ontologie bezeichnet man als Klas-
sifizierung. Durch die Klassifizierung einer Ontologie kann ein ho¨herer Grad der Strukturierung
erreicht werden oder pra¨zisere Anfrageergebnisse bzgl. der Anfrage aller Instanzen eines be-
stimmten Konzepts realisiert werden. Die Klassifizierung wird ebenfalls fu¨r das Verfahren
dieser Arbeit verwendet, da diese Methode z.T. auf der is a Hierarchie basiert.
Die meisten Klassifizierungsverfahren verwenden abgeschwa¨chte Beschreibungssprachen wie
z.B. ELH in [15] oder EL beim ELK- Reasoner [16]. EL beinhaltet die Subsumption von Kon-
zepten, aber keine Definition der ABox. Ein Konzept kann atomar sein, durch eine Konjunktion
(C u D) oder durch eine existentielle Quantifizierung (∃R.C) definiert werden. Prinzipiell ver-
wendet ein Klassifizierungsverfahren eine Menge von Inferenzregeln, die aus einer Pra¨misse,
gegebenfalls Nebenbedingungen und einer Folgerung bestehen. Wenn eine Pra¨misse fu¨r eine
bestimmte Regel erfu¨llt ist, kann das gefolgerte Axiom fu¨r weitere Inferenzen verwendet wer-
den. Beispielhaft wird im Folgenden der ELK- Klassifizierer beschrieben.
Eine Teilmenge der Inferenzregeln, die der Reasoner verwendet, ist in der Abbildung 2.5 darge-
stellt. Der Ausdruck init(C) ist eine Initialisierungsfunktion fu¨r die Ableitung der Superkonzepte
Abbildung 2.5: Teilmenge der Inferenzregeln fu¨r die Klassifizierung einer Ontologie mittels des ELK
Reasoner
R0:
init(C)
CvC R
+> :
init(C)
Cv> , > kommt negativ in O vor. Rv:
CvD
CvE , D v E ∈ O
R−u:
CvD1uD2
CvD1 CvD2 R
+u:
CvD1 CvD2
CvD1uD2 , D1 u D2 kommt negativ in O vor.
R−∃:
Cv∃R.D
init(D) Cv∃R.D R
+
∃:
Dv∃R.C CvE
Dv∃R.E , ∃R.E kommt negativ in O vor.
von C. Die Schreibweise C repra¨sentiert den Kontext eines Konzepts. Mithilfe des Kontexts
ist eine effiziente Berechnung der deduktiven Hu¨lle realisierbar. Des Weiteren erscheint ein
Konzept C negativ (resp. positiv), wenn es ein Teilausdruck eines Konzepts D (resp. E) ist
fu¨r mindestens ein Axiom D v E. Das Verfahren ist in drei Phasen unterteilt: Indexierung,
Berechnung der deduktiven Hu¨lle und der Konstruktion der Taxonomie.
Mithilfe der Indexierung ist eine effiziente Identifikation der Axiome bzgl. eines Konzepts
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realisierbar, die fu¨r eine Nebenbedingung einer Inferenzregel verwendet werden ko¨nnen. Fu¨r
jedes Konzept werden drei Mengen spezifiziert: C.toldS ups, C.negCon j, C.negExis. Fu¨r eine
Relation R wird die Menge R.negExis definiert.
C.toldS ups = {D|C v D}
C.negCon j = {< D,C u D > |(C u D) kommt negativ in O vor}∪
{< D,D uC > |(C u D) kommt negativ in O vor}
C.negExis = {< R,∃R.C > |∃R.C kommt negativ in O vor}
R.negExis = {< C,∃R.C > |∃R.C kommt negativ in O vor}
C.toldS ups entha¨lt alle Superkonzepte von C. Die Axiome dieser Menge ko¨nnen fu¨r die
Regel Rv fu¨r ein Konzept C verwendet werden. C.negCon j ist eine Menge fu¨r ein Konzept C
von Schlu¨ssel- Wert Paaren, wobei der Wert die Konjunktion von zwei Konzepten darstellt. Der
Schlu¨ssel ist das Konzept D. Die Konzepte dieser Menge werden fu¨r die Nebenbedingung der
Regel R+u beno¨tigt. C.negExis ist eine Menge fu¨r ein Konzept C von Schlu¨ssel- Wert Paaren,
wobei der Wert eine existentielle Quantifizierung ist(∃R.C) und der Schlu¨ssel die Relation. Die
Menge R.negExis ist a¨hnlich wie die C.negExis mit dem Unterschied das die Menge fu¨r jede
Relation definiert wird und der Schlu¨ssel folglich das Konzept ist. Die letzten beiden Mengen
enthalten die Konzepte, die fu¨r die Regel R+∃ verwendet werden. Zur Veranschaulichung wird
ein kleines Beispiel dargestellt.
Es seien folgende Axiome gegeben:
A v ∃R.(B uC)
A u ∃R.B v C
Die Indexmengen fu¨r die einzelnen Konzepte sind:
A.toldS ups = {∃R.(B uC)} A.negCon j = {< ∃R.B, A u ∃R.B >}
B.negExis = {< R,∃R.B >} (A u ∃R.B).toldS ups = {C}
(∃R.B).negCon j = {< A, A u ∃R.B >} R.negExis = {< B,∃R.B >}
Die Berechnung der deduktiven Hu¨lle basiert auf der Anwendung der vorab definier-
ten Inferenzregeln. Um die Effektivita¨t zu steigern, wird der Suchraum der Axiome, die
fu¨r eine Regel beno¨tigt werden, verringert. Die Reduzierung des Suchraums beruht auf der
Einfu¨hrung eines Kontexts fu¨r jedes Konzept. Der Kontext eines Konzepts C beinhaltet
zwei Queue Datenstrukturen, die die Axiome beinhalten, die das jeweilige Konzept enthal-
ten. Eine Queue (processedQueue) entha¨lt alle prozessierten Axiome und die zweite Queue
(localTODOQueue) alle noch zu verarbeitenden Axiome. Global wird eine Queue der Kontexte
definiert, die alle aktiven Kontexte entha¨lt. Die localTODOQueue wird durch die Regel init(C)
fu¨r ein Konzept C initialisiert. Des Weiteren ermo¨glicht die Separierung der Axiome in konzept-
bezogene Kontexte die Parallelisierung der Berechnung. Ein Arbeitsprozess kann unabha¨ngig
von allen anderen Arbeitsprozessen einen Kontext verarbeiten. Neben den beiden Queue Da-
tenstrukturen werden fu¨r einen Kontext zwei Mengen verwaltet, die Axiome beinhalten, die als
Pra¨misse bei einem Konzept C fungieren ko¨nnen.
C.superConcepts = {D|C v D wurde verarbeitet}
C.predecessors = {< R,D > |D v R.C wurde verarbeitet}
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Prozedural verarbeitet ein Prozess einen aktiven Kontext aus der globalen Queue der Kontexte,
indem er aus der contextQueue den ersten Kontext wa¨hlt und die Axiome der localTODOQueue
sukzessive abarbeitet. Ein Axiom wird aus der localTODOQueue entfernt. Wenn es nicht in der
processedQueue vorhanden ist, werden mithilfe der Regeln alle Axiome berechnet, die mit-
hilfe des Axioms inferiert werden ko¨nnen. Das aktuelle Axiom wird zu der processedQueue
hinzugefu¨gt und alle inferierten Axiome und Axiome der processedQueue werden zu der
localTODOQueue hinzugefu¨gt. Ein Kontext C ist inaktiv, wenn die localTODOQueue leer ist.
Ein leerer Kontext wird aus der contextQueue gelo¨scht. Die Berechnung terminiert, wenn die
contextQueue leer ist.
Da die Berechnung die vollsta¨ndige transitive Hu¨lle der Subsumptionen ermittelt, aber
lediglich die direkten Superklassen eines Konzepts fu¨r eine Taxonomie verwendet werden,
mu¨ssen die indirekten Superkonzepte fu¨r ein Konzept entfernt werden.
Zur Veranschaulichung wird das Beispiel fortgesetzt. Das Ziel ist die Identifikation aller
Superkonzepte des Konzepts A. Die Tabelle 2.3 zeigt den Ablauf der Berechnung der deduk-
tiven Hu¨lle fu¨r das Konzept A. Der erste Schritt ist die Ableitung der Initialisierungsfunktion.
Im zweiten Schritt wird das Axiom A v ∃R.(B u C) durch die Regel R v mithilfe der Axio-
me A v A und ∃R.(B u C) der Indexmenge A.toldS ups abgeleitet. Durch die Regel R−∃ wird
im Schritt 3. der Kontext B uC mit den Axiomen init(B u C) und ∃A v ∃R.(B uC) initiali-
siert. Durch die abgeleiteten Axiome von Schritt 3. bis 6. im Kontext B uC wird erneut der
Kontext A mit dem Axiom A v ∃R.B im Schritt 7. aktiviert. Mithilfe dieses Axioms und des
Axioms A v A wird das Axiom A v A u ∃R.B im Schritt 8. durch die Regel R+u abgeleitet. Des
Weiteren wird der Kontext B initialisiert durch die Regel R−∃. Im Schritt 9. wird die Initialisie-
rungsfunktion des Kontext B abgeleitet und im Kontext A lediglich die Initialisierungsfunktion
aus der localTODOQueue gelo¨scht. Die Schritte 10. und 11. umfassen lediglich eine Lo¨schung
der Axiome aus der localTODOQueue im Kontext A. Im Schritt 12. wird durch das Axiom
A v A u ∃R.B und durch das Axioms der Indexmenge (A u ∃R.B).toldS ups das Ergebnis der
Berechnung abgeleitet: A v C.
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Tabelle 2.3: Ablauf der Berechnung der deduktiven Hu¨lle fu¨r das Konzept A
Kon. A B uC B
Schr. todo processed todo processed todo processed Regel
0 init(A)
1 A v A init(A) R0(A)
2 A v ∃R.(B uC) init(A) Rv(A)
init(A) A v A
3 init(A) init(A) init(B uC) R−∃(A)
A v A A v ∃R.(B uC)
A v ∃R.(B uC)
4 init(A) A v ∃R.(B uC) init(B uC) R0(B uC)
A v A B uC v B uC
A v ∃R.(B uC)
5 init(A) B uC v B uC init(B uC)
A v A A v ∃R.(B uC)
A v ∃R.(B uC)
6 init(A) (B uC) v B init(B uC) R−u(B uC)
A v A (B uC) v C A v ∃R.(B uC)
A v ∃R.(B uC) init(B uC) B uC v B uC
A v ∃R.(B uC)
7 A v ∃R.B init(A) (B uC) v C init(B uC) R+∃(B uC)
init(A) A v A init(B uC) A v ∃R.(B uC)
A v A A v ∃R.(B uC) A v ∃R.(B uC) B uC v B uC
A v ∃R.(B uC) (B uC) v B
8 init(A) init(A) init(B uC) init(B uC) init(B) R+u(A),
A v A A v A A v ∃R.(B uC) A v ∃R.(B uC) A v ∃R.B R−∃(A)
A v ∃R.(B uC) A v ∃R.(B uC) B uC v B uC
A v A u ∃R.B A v ∃R.B (B uC) v B
(B uC) v C
9 A v A init(A) A v ∃R.(B uC) init(B uC) B v B init(B) R0(B)
A v ∃R.(B uC) A v A A v ∃R.(B uC) A v ∃R.B
A v A u ∃R.B A v ∃R.(B uC) B uC v B uC
A v ∃R.B (B uC) v B
(B uC) v C
12 A v C init(A) init(B uC) init(B) Rv(A)
A v A A v ∃R.(B uC) B v B
A v ∃R.(B uC) B uC v B uC A v ∃R.B
A v ∃R.B (B uC) v B
A v A u ∃R.B (B uC) v C
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Kapitel 3
Map- Repair Verfahren fu¨r die Reparatur
eines Ontologie Alignments
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3.1 Einfu¨hrung
Ein Alignment zwischen zwei Ontologien umfasst semantische Korrespondenzen zwischen
den Konzepten der Ontologien. Die semantischen Korrespondenzen ko¨nnen Subsumptionen
und A¨quivalenzen sein. Durch ein Alignment wird die Subsumptionsstruktur der integrierten
WB vera¨ndert, so dass unerfu¨llbare Konzepte generiert werden ko¨nnen. Fu¨r die Identifikation
der logisch inkorrekten Korrespondenzen verwenden Map- Repair Verfahren eine vereinfachte
integrierte WB der Form O1 ∪ O2 ∪M.
Das Ziel der Map- Repair Verfahren ist die Ermittlung einer Menge von Korresponden-
zen, auch Diagnose ∆ genannt, so dass beim Lo¨schen dieser Korrespondenzen aus dem ur-
spru¨nglichen Alignment eine koha¨rente Wissensbasis O1 ∪ O2 ∪ M\∆ entsteht. Des Weiteren
soll ∆ die kleinste Menge von Korrespondenzen sein, so dass jede kleinere Menge zu einer
inkoha¨renten WB fu¨hrt. Idealerweise erho¨ht sich durch das Lo¨schen inkorrekter Korresponden-
zen die Precision und der Recall bleibt gleich. In der Praxis ist aber eher eine Reduzierung des
Recalls zu beobachten, wobei sich die Erho¨hung der Precision und die Senkung des Recalls
bzgl. des F- Measure nivellieren. Da beim Ontologie- Matching große Ontologien betrachtet
werden, ist es notwendig effiziente Reparaturverfahren zu entwickeln, damit diese als Post-
Processing Schritt fu¨r bestehende Match- Verfahren verwendet werden ko¨nnen.
Ein naiver Ansatz ist die Betrachtung aller Teilmengen ∆′ des originalen Mappings in abstei-
gender Reihenfolge bzgl. der Anzahl der Korrespondenzen und die U¨berpru¨fung mittels eines
vollsta¨ndigen Reasoner, ob eine koha¨rente Wissensbasis O1 ∪ O2 ∪M\∆′ entsteht. Bei der Be-
trachtung aller Teilmengen muss ein vollsta¨ndiger Reasoner 2|M| U¨berpru¨fungen durchfu¨hren.
Jedoch ist dies aufgrund der geringen Effizienz der existierenden vollsta¨ndigen Reasoner nicht
realisierbar.
Aus diesem Grund verwenden die Verfahren hauptsa¨chlich keine vollsta¨ndigen Reaso-
ner oder in reduzierter Form fu¨r die U¨berpru¨fung der Koha¨renz der Ontologie. Des Weite-
ren fokussieren sich die Verfahren auf eine Teilmenge der SHOIN(D) Beschreibungslogik.
Grundsa¨tzlich werden Disjunktheitsbeziehungen und Subsumptionen betrachtet. Es kann auf-
grund der Einschra¨nkung und ohne den Einsatz von vollsta¨ndigen Reasonern nicht garantiert
werden, dass die identifizierte Menge von Korrespondenzen minimal ist und zu einer koha¨renten
WB fu¨hrt. Man bezeichnet diese Menge deshalb als Reparaturmenge R≈. Bisher existieren nur
wenige Map- Repair Verfahren. Im Folgenden werden die drei existierenden Verfahren be-
schrieben, deren Ziel die Reparatur eines gegebenen Alignments fu¨r zwei Ontologien ist.
Anschließend wird im Kapitel 4 das konzipierte und implementierte Verfahren vorgestellt. Im
Kapitel 5 werden die Verfahren vergleichend evaluiert.
3.2 LogMap
LogMap[17] ist ein Reparaturverfahren, das eine autarke Realisierung der Funktionskomponen-
te des LogMap Match- Verfahrens ist. LogMap betrachtet ausschließlich die Subsumption und
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Disjunktheit von Konzepten. Die Eingabe umfasst zwei Ontologien O1, O2 und ein MappingM.
Die Ausgabe ist die Menge der zu lo¨schenden Korrespondenzen R≈ und das modifizierte Map-
pingM’. Es umfasst eine Einlesephase der Ontologie und die Berechnung der Reparaturmenge.
Das Verfahren ist im Algorithmus 1 dargestellt. LogMap verwendet fu¨r die U¨berpru¨fung der
Algorithmus 1: LogMap- Repair Verfahren
input : O1,O2, M
output: R≈,M′
1 R≈ ← ∅
2 M′ ←M
3 < P1P2 >← encode(O1,O2)
4 foreach C ∈ orderedVariables(P1 ∪ P2) do
5 PC ← P1 ∪ P2 ∪M′ ∪ {C ← true}
6 < satis f iable,M⊥ >← DowlingGallier(PC)
7 if ¬satis f iable then
8 Rep← ∅
9 repS ize← 1
10 repeat
11 foreach RC ∈ M⊥of size repS ize do
12 satis f iable← DowlingGallier(PC\RC)
13 if satisfiable then
14 Rep← Rep ∪ RC
15 repS ize← repS ize + 1
16 until Rep , ∅
17 RC ← set with smallest aggregated confidence of Rep
18 M′ ←M′\RC
19 R≈ ← R≈ ∪ RC
20 return <R≈,M′ >
Erfu¨llbarkeit der Konzepte den Dowling- Gallier Algorithmus [18], der eine Hornformel als
Eingabe verwendet. Diesbezu¨glich werden in der Einlesephase alle Subsumptions- und Dis-
junktheitsaxiome der beiden Ontologien in eine Hornformel P1 und P2 transformiert (Zeile 3).
Eine Hornformel ist eine Konjunktion von Disjunktionen, wobei die Disjunktion ho¨chstens ein
positives Literal entha¨lt. Die Axiome werden mittels folgender Regeln transformiert:
1. A v B : A→ B = ¬A ∨ B
2. A u B v ∅ : A ∧ B→ f alse = ¬A ∨ ¬B ∨ f alse
3. A1 u A2 v B : A1 ∧ A2 → B = ¬A1 ∨ ¬A2 ∨ B
Die Berechnung der Reparaturmenge erfolgt iterativ, indem die Erfu¨llbarkeit der logischen For-
mel PC = P1 ∪ P2 ∪ M′ fu¨r die Erfu¨llbarkeit aller Konzepte u¨berpru¨ft wird (Zeile 4-19). M′
ist das modifizierte Alignment aus dem Korrespondenzen bereits entfernt sind. Die Reihenfolge
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der U¨berpru¨fung der Konzepte wird durch die is a Hierarchie der beiden Ontologien spezifi-
ziert. Ein Konzept C wird vor einem Konzept D u¨berpru¨ft, wenn C v D gilt. Die Reihenfol-
ge der Abarbeitung der Variablen, die die Formel P1 ∪ P2 entha¨lt, wird durch die Methode
orderedVariables realisiert. Die Variable C, die das aktuelle Konzept repra¨sentiert wird als
wahr in der Formel PC ausgewertet (Zeile 5). Wenn die Formel PC erfu¨llbar ist, wird mit der Va-
riable des na¨chsten Konzepts fortgefahren. Wenn die Formel nicht erfu¨llbar ist, ist das aktuelle
Konzept unerfu¨llbar (Zeile 7). Das Ergebnis der implementierten Version des Dowling-Gallier
Algorithmus ist eine Variable vom Typ boolean und eine Obermenge M⊥ von Korrespondenzen,
die bei Unerfu¨llbarkeit eine potentielle Ursache darstellen. Diese Obermenge wird verwendet,
um die kleinste Menge an Korrespondenzen zu identifizieren (Zeile 11-16), so dass PC erfu¨llbar
ist. Bei der U¨berpru¨fung wird eine Teilmenge der Korrespondenzen RC von M⊥ aus der lo-
gischen Formel PC entfernt. Wenn die Formel erfu¨llbar ist (Zeile 13) wird die Teilmenge zur
Reparaturmenge Rep fu¨r das Konzept C hinzugefu¨gt. Die Identifikation der Teilmenge RC er-
folgt in aufsteigender Reihenfolge bzgl. der Kardinalita¨t der Menge RC. Die Ermittlung der
Reparaturmenge Rep ist beendet, wenn diese Menge nicht mehr leer ist (Zeile 16). Wenn die
Reparaturmenge Rep mehrere Mengen beinhaltet, wird die Menge RC gewa¨hlt, die die geringste
Konfidenz aggregiert (Zeile 17). Diese Menge wird aus dem bestehenden Alignment M′ ent-
fernt und zu der bereits bestehenden Reparaturmenge R≈ hinzugefu¨gt. Das Verfahren terminiert,
wenn alle Konzepte verarbeitet sind.
3.3 Alcomo
Alcomo [19] ist ein musterbasiertes Reparaturverfahren. Dieser Ansatz ist unvollsta¨ndig bzgl.
der Koha¨renz der WB O1 ∪ O2 ∪M. Um die Koha¨renz zu gewa¨hrleisten, ist es mo¨glich einen
vollsta¨ndigen Reasoner mit zu verwenden. Das Verfahren versucht ein Minimum bzgl. der
aggregierten Konfidenz der Korrespondenzen der Reparaturmenge zu identifizieren. Die Ag-
gregation der Konfidenz entspricht der Summe der Konfidenzen der Korrespondenzen, die die
Reparaturmenge entha¨lt. Diesbezu¨glich wird zwischen einer lokalen Diagnose und einer globa-
len Diagnose differenziert. Die lokale Diagnose wa¨hlt in jedem Berechnungsschritt bei der Er-
mittlung der Diagnose, die Korrespondenz mit der geringsten Konfidenz. Somit ist es mo¨glich,
dass die identifizierte Menge nicht das globale Minimum darstellt. Die globale Diagnose wird
mithilfe des A* Algorithmus ermittelt. Der A* Algorithmus verwendet eine Baumdatenstruktur,
die die bereits gefundenen Teillo¨sungen verwaltet. Jede Teillo¨sung R′ aggregiert eine Konfi-
denz, die sich aus den Konfidenzen der Korrespondenzen der Teillo¨sung zusammensetzt. Da
eine Expansion des gesamten Baumes ineffizient ist, wird die Menge der noch zu lo¨schenden
Korrespondenzen heuristisch abgescha¨tzt. Der Algorithmus expandiert die Teillo¨sung, mit der
niedrigsten Summe der aggregierten und heuristischen Konfidenzen g(R′) bzw. h(R′). Jedoch
ist die Berechnung einer globalen Diagnose fu¨r große Ontologien nicht effizient [20]. Die Iden-
tifikation potentiell konfliktbehafteter Korrespondenzen basiert zum Teil auf folgendem Muster:
A1, B1 ∈ O1 und A2, B2 ∈ O2 : A1 v B1 ∧ A2 v ¬B2 ∧ A1 ≡ A2 ∧ B1 ≡ B2
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Die Korrespondenzen {(A1, A2), (B1, B2)} stellen eine Konfliktmenge dar, da A2 ein Subkon-
zept von B2 sein mu¨sste, diese jedoch nach der Definition disjunkt sind. Im Folgenden wird
das Verfahren fu¨r die unvollsta¨ndige Berechnung der lokalen Diagnose nach [20] na¨her erla¨utert.
Das Verfahren ist im Algorithmus 2 dargestellt. Die Eingabe sind die Ontologien O1 und O2
und das MappingM. Die Ausgabe sind das reparierte MappingM′ und die ReparaturmengeR≈.
Das reparierte MappingM′ und R≈ werden leer initialisiert. Da die Subsumption fu¨r die Identi-
fikation der Konfliktmengen der Korrespondenzen mittels des Musters essentiell ist, werden die
Ontologien O1 und O2 mit einem vollsta¨ndigen Reasoner klassifiziert (Zeile 3). Anschließend
werden alle Konfliktmengen mithilfe der Methode computeConflPairs ermittelt (Zeile 4).
Diese Berechnung umfasst den gro¨ßten Anteil an der Rechenzeit des Verfahrens. Anschließend
werden sukzessive das modifizierte Mapping und die Reparaturmenge generiert, indem u¨ber
alle Korrespondenzen in absteigender Reihenfolge bzgl. der Konfidenz der Menge M iteriert
wird sowie u¨ber die Korrespondenzen der MengeM′. Die Sortierung wird durchgefu¨hrt, da an-
genommen wird das Korrespondenzen mit einer hohen Konfidenz korrekt sind. Wenn ein Paar
(m,m′) mit m ∈ M und m′ ∈ M′ in der Konfliktmenge enthalten ist, ist eines der Korrespon-
denzen inkorrekt (Zeile 9-11). Da M′, das reparierte Mapping repra¨sentiert, wird die aktuelle
Korrespondenz m als inkorrekt angesehen und zu R≈ hinzugefu¨gt. Wenn das Paar nicht in der
Konfliktmenge enthalten ist, wird die Korrespondenz zuM′ hinzugefu¨gt.
Algorithmus 2:Alcomo Verfahren fu¨r die Berechnung einer unvollsta¨ndigen, lokalen Dia-
gnose
input : O1,O2, M
output: R≈,M′
1 M′ ← ∅
2 R≈ ← ∅
3 classify(O1,O2)
4 C ←computeConflPairs(O1,O2,M)
5 orderByConfidence(M)
6 foreach m ∈ M do
7 coh← true
8 foreach m′ ∈ M′ do
9 if (m,m′) ∈ C then
10 coh← f alse
11 break
12 if ¬coh then
13 R≈ ← R≈ ∪ {m}
14 else
15 M′ ←M′ ∪ {m}
16 return < R≈,M′ >
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3.4 Modulbasierte Repair-Methode mit Verwendung von
Heuristiken
Dieses Verfahren [21] ist Teil des AgreementMakerLight Match- Verfahrens [12] und verwendet
fu¨r die Berechnung der Reparaturmenge eine Modularisierung der Ontologien. Aufgrund der
Zugeho¨rigkeit zum AgreementMakerLight Verfahren wird die Methode im Folgenden als AML
bezeichnet. Es werden ausschließlich Disjunktheitsaxiome und Subsumptionen betrachtet.
Durch die Modularisierung wird die Menge der Entita¨ten reduziert, so dass die Rechenkom-
plexita¨t reduziert wird. Fu¨r die Berechnung der Reparaturmenge mu¨ssen alle Teilmengen des
Mappings bestimmt werden, die einen Widerspruch verursachen. Die Reparaturmenge wird
heuristisch bestimmt, indem die ha¨ufigsten Korrespondenzen innerhalb der Konfliktmengen zu
der Reparaturmenge hinzugefu¨gt werden bis die Menge der Konfliktmengen leer ist.
Die Modularisierung O′1 ∪O′2 ∪M umfasst alle Konzepte und Subsumptionen, die folgende
Eigenschaften erfu¨llen:
1. Alle Konzepte A und B, die disjunkt zueinander sind.
2. Alle Konzepte A, die in einer Korrespondenz des Mappings enthalten sind.
3. Das Konzept A, wenn es direkte disjunkte Superkonzepte C und D besitzt und kein Sub-
konzept B subsumiert, das ebenfalls von zwei disjunkten Konzepten C′ und D′ subsumiert
wird.
4. Die is a Hierarchie der originalen Ontologien wird fu¨r die Konzepte des Moduls u¨bernommen.
Die Menge der Konzepte, die Bedingung 3. erfu¨llen, wird als Checkset bezeichnet. Die Berech-
nung der Reparaturmenge ist in drei Schritte untergliedert:(1) die Identifikation der Konflikt-
mengen,(2) die Filterung der Mengen und (3) die Generierung eines reparierten Mappings sowie
der Reparaturmenge. Die Bestimmung der Konfliktmengen erfolgt durch eine Tiefensuche fu¨r
jedes Konzept der Checkset Menge entlang der is a Struktur der Ontologie von Subkonzept zu
Superkonzept. Eine Konfliktmenge beinhaltet alle Korrespondenzen, die bei der Tiefensuche
durchlaufen werden.
Die Eingabe der Methode fu¨r die Berechnung der Reparaturmenge sind die Menge C der
ermittelten Konfliktmengen und das urspru¨ngliche AlignmentM. Die Ausgabe ist das reparierte
Alignment. Die Methode terminiert, wenn keine Konfliktmenge existiert. Eine Konfliktmenge
wird entfernt, wenn eine Korrespondenz aus der Menge entfernt wird.
Im Schritt 2. wird eine Filterung fu¨r alle Konfliktmengen durchgefu¨hrt, dabei werden Korre-
spondenzen mit einer ho¨heren Konfidenz fu¨r das reparierte Alignment pra¨feriert. Die Intention
der Filterung ist die Reduktion der Konfliktmengen. Bei der Filterung werden fu¨r eine Konflikt-
menge die Korrespondenzen absteigend bzgl. der Konfidenz sortiert. Es wird die Korrespondenz
mit der niedrigsten Konfidenz entfernt, wenn innerhalb eines gegebenen Konfidenzintervalls
 keine weitere Korrespondenz mit dem entsprechenden Konfidenzintervall existiert. Fu¨r die
kleinste Konfidenz c1 und zweitkleinste Konfidenz c2 muss die Bedingung gelten: c1 + < c2−.
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Im Schritt 3. wird das reparierte Alignment mithilfe der gefilterten Konfliktmengen be-
stimmt. Die Berechnung des reparierten Mappings ist im Algorithmus 3 dargestellt. Die op-
timale Lo¨sung des Problems ist die Berechnung einer minimalen Menge von Korresponden-
zen, die alle Konfliktmengen schneidet. Jedoch ist diese Berechnung fu¨r große Matchprobleme
nicht effizient. Um eine approximierte Lo¨sung zu generieren existieren zwei Varianten fu¨r die
Berechnung der Reparaturmenge: mit Clustering und ohne Clustering. Beim Clustering wer-
den die Konfliktmengen zu einem Cluster zusammengefasst, deren Schnittmenge nicht leer ist.
Durch das Clustering ko¨nnen die Konfliktmengen innerhalb eines Clusters unabha¨ngig von den
Konfliktmengen der anderen Cluster eliminiert werden. Die Ermittlung der Reparaturmenge
wird iterativ durchgefu¨hrt bis die Menge PC leer ist. Basierend auf dem isClustering Parame-
ter wird ein Clustering der Konfliktmengen durchgefu¨hrt (Zeile 3-6). Beim Clustering umfasst
die Menge PC die Menge von Clustern, die Konfliktmengen beinhalten. Wenn kein Clustering
verwendet wird, umfasst die Menge PC eine Menge, die sa¨mtliche Konfliktmengen umfasst.
In jeder Iteration (Zeile 7-17) wird eine Menge S von PC gewa¨hlt (Zeile 8). Fu¨r diese Menge
wird die Korrespondenz w mittels der Methode getWorstMapping ermittelt, die am ha¨ufigsten
in den Konfliktmengen der Menge S vertreten ist (Zeile 10). Wenn mehrere Korrespondenzen
gleich ha¨ufig vorkommen, wird die Korrespondenz gewa¨hlt, deren Lo¨schung die meisten Kon-
flikte auflo¨st. Die Ermittlung der gelo¨sten Konflikte, wird durch eine begrenzte Tiefensuche
realisiert, die durch den Parameter sDepth gesteuert wird. Die ermittelte Korrespondenz wird
Algorithmus 3: Modulbasiertes Map- Repair Verfahren mit Verwendung von Heuristiken
input : C : Liste von Konfliktmengen von Korrespondenzen,M: zu reparierendes Mapping,
: Konfidenzintervall, sDepth: Tiefe der Suche, isClustering: boolean
output:M
1 if  ≥ 0 then
2 C ← filterConflictSets(C, )
3 if isClustering then
4 PC ←clusterConflictSets(C)
5 else
6 PC ← {C}
7 while |PC| > 0 do
8 S ← getSet(PC)
9 PC ← PC\S
10 w← getWorstMapping(S,M,sDepth)
11 M←M\w
12 S ←removeMapping(S,w)
13 if |S| > 0 ∧ isClustering then
14 PS ← clusterConflictSets(S)
15 PC ← PC ∪ PS
16 else if |S| > 0 then
17 PC ← {S}
18 returnM
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aus dem urspru¨nglichen MappingM entfernt. Die Konfliktmengen der Menge S werden bzgl.
der Lo¨schung der Korrespondenz w mittels der Methode removeMapping aktualisiert. Wenn die
Menge S nicht leer ist und das Clustering aktiviert ist, wird die Menge S nach dem beschrie-
benen Kriterium neu geclustert (Zeile 14). Die generierten Mengen der Cluster werden zu der
Menge PC hinzugefu¨gt. Wenn kein Clustering aktiviert ist, wird die Menge PC auf die Menge
{S} gesetzt, die die neue Menge von Konfliktmengen repra¨sentiert (Zeile 17). Wenn die Menge
PC leer ist, terminiert das Verfahren und es wird das reparierte MappingM als Ergebnis zuru¨ck
gegeben. Durch die Mengendifferenz von dem urspru¨nglichen Mapping und dem reparierten
Mapping ist die Reparaturmenge ermittelbar.
3.5 Abgrenzung der eigenen Arbeit
Bisher existieren nur wenige Verfahren, die sich mit der Reparatur von Ontologie- Mappings
befassen. Das Ziel dieser Arbeit ist die Entwicklung eines generischen Verfahrens, das in die
Match Komponente des GOMMA Systems als Post- Processing Schritt integriert werden kann.
Die Kernidee des entwickelten Verfahrens ist die effiziente Identifikation von unerfu¨llbaren Kon-
zepten und inkorrekten Korrespondenzen mittels eines Graphen. A¨hnlich zu bisherigen Verfah-
ren ist es ebenfalls nicht vollsta¨ndig, um effizient und skalierbar zu sein. Es beschra¨nkt sich auf
Subsumptionen und Disjunktheitsbeziehungen. Die Konzepte und die is a Hierarchie sowie das
Mapping bilden die Knoten bzw. Kanten des Graphen, a¨hnlich wie beim modulbasierten Ver-
fahren. Jedoch beno¨tigt das implementierte Verfahren keine Minimierung der Ontologien durch
eine Modularisierung, aufgrund der effizienten Identifikation der unerfu¨llbaren Konzepte mittels
des Dijkstra- Algorithmus. Da die is a Hierarchie essentiell fu¨r das implementierte Verfahren
ist, werden die Ontologien ebenfalls wie bei Alcomo vorab klassifiziert, um den Graphen mit
weiteren Kanten anzureichern.
Im Gegensatz zu LogMap erfolgt die Bestimmung der Reparaturmenge graphbasiert und nicht
durch die U¨berpru¨fung der Erfu¨llbarkeit einer logischen Formel. Bei der Bestimmung der Repa-
raturmenge wird ein a¨hnlicher Ansatz verwendet wie bei AML. Dieser Ansatz definiert diejeni-
gen Korrespondenzen als inkorrekt, die eine hohes Auftreten haben bzgl. der Unerfu¨llbarkeit der
Konzepte. Das implementierte Verfahren verwendet anstatt der Filterung der Korrespondenzen
durch die dazugeho¨rigen Konfidenzen eine Gewichtung der Anzahl des Auftretens der Korre-
spondenzen und der A¨hnlichkeit der involvierten Konzepte. Die A¨hnlichkeit der Konzepte wird
durch die Konfidenz der Korrespondenz und der strukturellen A¨hnlichkeit repra¨sentiert.
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Kapitel 4
Graphbasiertes Verfahren
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Das Verfahren betrachtet die Ontologie als Graph G . Die Knoten V des Graphen werden
durch die Konzepte repra¨sentiert und die Kanten E durch die Subsumptionen und die berechne-
ten Korrespondenzen. Bei den Korrespondenzen werden ausschließlich A¨quivalenzbeziehungen
betrachtet. Jedoch ist eine Erweiterung des Verfahrens fu¨r semantisch angereicherte Mappings
[22] realisierbar.
Mithilfe des Graphen ist es mo¨glich eine Menge von inkorrekten Korrespondenzen zu er-
mitteln, so dass ein Großteil der Konzepte bzgl. aller Subsumptionen und Disjunktheitsaxiome
der beiden Ontologien erfu¨llbar ist. Fu¨r die Reparatur der Korrespondenzen zwischen Proper-
ties werden die Domain- und Range betrachtet. Die Annahme ist, dass zwei Properties gleich
sein ko¨nnen, wenn die Schnittmenge der erweiterten Domain- bzw. Ranges nicht leer ist. Die
Erweiterung der Bereiche erfolgt durch die Hinzunahme der Konzepte, die eine Korrespondenz
mit einem Konzept des urspru¨nglichen Bereichs aufweisen.
Der Ablauf des graphbasierten Verfahrens ist in der Abb. 4.1 dargestellt. Die Eingabe des
Verfahrens beinhaltet die beiden Ontologien, das Mapping sowie die spezifischen Parameter
interval, classi f ier und isBacktracking. Die Parameter werden fu¨r die Reparatur des Ali-
gnments zwischen den Konzepten verwendet. Die Ausgabe des Verfahrens umfasst die Repara-
turmenge R≈ und das reparierte MappingM′.
Abbildung 4.1: Ablauf des graphbasierten Verfahrens. Die weiß ausgefu¨llten Figuren repra¨sentieren die
Ein- und Ausgabeobjekte bzw. Parameter. Die dunkelblauen Rechtecke stellen die wesentlichen Phasen
des Verfahrens dar. Die hellblauen Rechtecke symbolisieren Teilprozesse der jeweiligen Phase, deren
Durchfu¨hrung vom jeweiligen Parameter abha¨ngig ist.
O1 Einlesen
O2
 ℳ
ℛ≈ Berechnung 
von ℛ≈ für 
Konzepte
ELK Pellet
true
Backtracking Dijkstra
Berechnung 
von ℛ≈ für 
Properties
classifier
keine
isBacktracking
false
interval
 ℳ‘
Das Verfahren ist in drei Phasen untergliedert. Die erste Phase umfasst das Einlesen der
Ontologie. Abha¨ngig vom classi f ier Parameter werden die Ontologien mithilfe eines Klassi-
fizierungsverfahren mit weiteren Subsumptionen angereichert. In der zweiten Phase wird die
Reparaturmenge fu¨r die Korrespondenzen der Konzepte, basierend auf dem Ontologiegraph,
berechnet. Die Identifikation der unerfu¨llbaren Konzepte wird durch eine Traversierung des
Graphen realisiert. Die Art der Traversierung ist abha¨ngig vom isBacktracking Parameter und
kann ein Backtracking Ansatz oder der Dijkstra Algorithmus sein. Da der Dijkstra Algorithmus
unvollsta¨ndig ist bzgl. der Identifikation aller inkorrekten Korrespondenzen muss eine Neube-
rechnung durchgefu¨hrt werden. Der Parameter interval repra¨sentiert das Intervall zwischen den
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Neuberechnungen. Der letzte Schritt ermittelt inkorrekte Property- Korrespondenzen basierend
auf dem reparierten Alignment. Im Folgenden werden die einzelnen Phasen na¨her beschrieben.
4.1 Einlesen der Ontologien
Das Verfahren beno¨tigt als Eingabeparameter zwei Ontologien und das Alignment bzgl. der
Ontologien. Wenn die Ontologien im Dateiformat vorliegen, werden sie mittels der OWL-API1
eingelesen. Die zu extrahierenden Objekte umfassen die Konzepte, die is a Relationen und die
Disjunktheitsbeziehungen zwischen zwei Konzepten sowie die Properties mit ihren Domain und
Range Bereichen. Jedes Konzept und jede Property erha¨lt einen eindeutigen Identifier durch
ein Dictionary- Encoding. Das Dictionary ist ein Mapping zwischen Identifier und IRI. Das
Alignment kann entweder durch die Transformation des Alignments in die entsprechende Da-
tenstruktur verarbeitet werden oder automatisiert ausgelesen werden, wenn es bereits im RDF
Format vorliegt und den Konventionen der OWL-API entspricht. Da die is a Struktur essentiell
ist fu¨r die Identifikation der unerfu¨llbaren Konzepte, ko¨nnen die Ontologien mithilfe des ELK-
Reasoner (siehe Abschnitt 2.3.2) oder durch Pellet klassifiziert werden.
Die extrahierten Entita¨ten werden zu Objekten transformiert, die der Datenstruktur in
Abbildung 4.2 entsprechen. Die Klasse Concept repra¨sentiert ein Konzept, welches einen ein-
deutigen Identifier id beinhaltet. Des Weiteren entha¨lt jedes Konzept eine Menge visitedCor.
Diese Menge wird leer initialisiert und wird spa¨ter verwendet, um die potentiellen inkorrekten
Korrespondenzen bzgl. eines unerfu¨llbaren Konzepts zu verwalten. Die Klasse Correspondence
stellt eine A¨quivalenzbeziehung zwischen zwei Konzepten dar. Die Klasse Dis jointPair ist die
Realisierung der Disjunktheitsbeziehung von zwei Konzepten f irstCon und secondCon. Die
Menge unsatConS et beinhaltet unerfu¨llbare Konzepte, die durch diese Disjunktheitsbeziehung
entstehen.
Abbildung 4.2: Datenstruktur fu¨r die Verwaltung von unerfu¨llbaren Konzepten bzgl. einer Disjunktheits-
beziehung mit den verantwortlichen Korrespondenzen
DisjointPair
firstCon:int
secondCon:int
unsatConSet:Set<Concept>
Concept
id:int
visitedCor:Set<Correspondence>
Correspondence
source:int
target:int
Die Datenstruktur G verwaltet die oben beschriebenen Objekte sowie die is a Relationen
von zwei Ontologien O1 und O2 in folgender Form:
1http://owlapi.sourceforge.net/
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• conMap
conMap ist eine Key-Value Map, die Concept Objekte verwaltet. Der Key ist der Identi-
fier des Konzepts und der Value das entsprechende Concept Objekt.
• is aEdges
Diese Struktur ist eine Key-Value Map, die die is a Relationen der Ontologien zwischen
Konzepten verwaltet. Der Key der Map ist die id des Superkonzepts und der Value eine
Menge von ids der Subkonzepte.
• eqEdges
Diese Struktur verwaltet die Korrespondenzen in einer Key-Value Map. Der Key ist der
source oder target Wert einer Korrespondenz. Der Value ist eine Menge von Korrespon-
denzen, die das source oder target Konzept enthalten. Bei dem Einlesen des Mappings
werden die Korrespondenzen doppelt gespeichert, indem eine Korrespondenz zu der Men-
ge der Korrespondenzen bzgl. des source Konzepts bzw. zu der Menge von Korrespon-
denzen bzgl. des target Konzepts abgelegt werden. Die erho¨hte Speicherung ist aufgrund
des Dictionary- Encoding gering, jedoch ist die Anfrage aller Korrespondenzen bzgl. ei-
nes Konzepts effizienter als eine Speicherung ohne Redundanz.
• dis jointPairs
Es handelt sich um eine Menge von Dis jointPair Objekten, die in den beiden Ontologien
existieren.
4.2 Berechnung der Reparaturmenge fu¨r Konzepte
Zur Berechnung der Reparaturmenge der Konzepte werden alle Paare von disjunkten Konzep-
ten, is a Relationen und Korrespondenzen betrachtet. Fu¨r die Unerfu¨llbarkeit von Konzepten
einer Ontologie gilt die Eigenschaft:
∀C ∈ O1 ∪ O2 : ∃A, B ∈ O1 ∪ O2 : C v A ∧C v B ∧ A v ¬B→ O1 ∪ O2 ∪M |= C v ⊥
Dies bedeutet, dass ein Konzept C in O1 ∪ O2 unerfu¨llbar ist, wenn es ein Subkonzept von
einem Konzept A und B ist, wobei die Konzepte A und B disjunkt sind. Zur Veranschau-
lichung zeigt die Abbildung 4.3 eine Beispielontologie mit einem Mapping. Die Konzepte
O, P und F sind unerfu¨llbar. Fu¨r die Konzepte O und F gilt: O v I ∧ O v F ∧ F v ¬I
bzw. F v F ∧ F v I ∧ F v ¬I, so dass die Eigenschaft erfu¨llt ist. Fu¨r das Konzept P gilt:
P v E ∧ P v H ∧ E v ¬H. Aufgrund der Eigenschaft sind demzufolge alle Konzepte un-
erfu¨llbar, die von zwei disjunkten Konzepten subsumiert werden. Konzeptionell ist die Menge
der unerfu¨llbaren Konzepte bzgl. zwei disjunkter Konzepte, die Schnittmenge der Konzepte,
die von den zwei disjunkten Konzepten subsumiert werden. Unter der Annahme, dass die On-
tologien ohne das Alignment koha¨rent sind, ist eine nicht leere Schnittmenge ausschließlich
auf ein inkorrektes Alignment zuru¨ckzufu¨hren. Der Schnitt ist z.B. fu¨r die Konzepte F und I
nicht leer. Sie besitzen als gemeinsames Subkonzept das Konzept O. Aufgrund des gemeinsa-
men Subkonzepts besitzen die Konzepte ebenfalls eine Schnittmenge ihrer Interpretationen. Sei
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Abbildung 4.3: Beispielhafte Repra¨sentation zweier Ontologien O1(gru¨n) und O2(rot) mit einem Ali-
gnment(blau) und den Disjunktheitsbeziehungen (rot) als Graph
A
B C
D E
F
G H
I K
L
M N
O P
(E,N)
(I,M)
(F,O)
⊥
⊥
Disjunkte Paare
E v ¬H
F v ¬I
Korrespondenzen
(I,M)
(F,O)
(E,N)
OI = {a, b}, da O v F und O v I gilt: OI ⊆ FI und OI ⊆ II. Daraus folgt, dass der Schnitt der
Interpretationsmengen FI und II nicht leer ist. Dies ist ein Widerspruch bzgl. der Disjunktheit
der beiden Konzepte.
Die Menge der potentiell inkorrekten Korrespondenzen wird durch eine Traversierung von
zwei Konzepten, die disjunkt sind, ermittelt. Eine Korrespondenz ist potentiell inkorrekt, wenn
sie von einem Konzept des disjunkten Paares zu einem unerfu¨llbaren Konzept fu¨hrt. Bei der
Traversierung wird die is a Kante von Superkonzept zu Subkonzept durchlaufen.
Es werden folgende Konzepte der disjunkten Konzepte F und I im Beispiel subsumiert. Die
Menge der subsumierten Konzepte von F ist Fsub = {O, F} und die subsumierte Menge von I ist
Isub = {I,M,O, P, F}. Die Schnittmenge ist Fsub ∩ Isub = {F,O}. Der Pfad von F nach F existiert
nicht, jedoch gilt trivialerweise F v F. Der Pfad von I nach F ist [(I,M); (M,O); (F,O)]. Der
Pfad von F nach O ist [(F,O)] und der Pfad von I nach O ist [(I,M); (M,O)]. Somit sind die
Korrespondenzen (I,M) und (F,O) potentiell inkorrekte Korrespondenzen bei der Betrachtung
des disjunkten Paares (F, I).
Um die Reparaturmenge ausgehend von der Menge der unerfu¨llbaren Konzepte mit den
beteiligten Korrespondenzen zu ermitteln, wird ein a¨hnlicher Ansatz wie in [21] verfolgt. Bei
diesem Ansatz wird die Ha¨ufigkeit des Auftretens einer Korrespondenz innerhalb der Konflikt-
mengen fu¨r die Berechnung der Reparaturmenge verwendet. Im Gegensatz dazu, bestimmt die-
ses Verfahren die Anzahl der Durchla¨ufe bei der Traversierung fu¨r eine Korrespondenz, die zu
einem unerfu¨llbaren Konzept fu¨hrt. Es wird angenommen, dass eine Korrespondenz mit einer
hohen Anzahl an Durchla¨ufen inkorrekt ist. Der Algorithmus 4 stellt die Phase der Berech-
nung der Reparaturmenge fu¨r die Konzepte dar. Die Funktion countConflictCor (Zeile 1)
umfasst die Traversierung des Graphen fu¨r jedes disjunkte Konzeptpaar und die Ermittlung der
33
Anzahl der Durchla¨ufe fu¨r jede Korrespondenz bzgl. der unerfu¨llbaren Konzepte. Der Parameter
isBacktracking ist ein boolean Parameter, der die Art der Traversierung bestimmt (siehe Abb.
4.1 ”Berechnung von R≈”). Es werden zwei Arten der Traversierung unterschieden:
• Backtracking(isBacktracking = true)
Bei dieser Art werden alle mo¨glichen Pfade ausgehend von einem Konzept ermittelt. Je-
doch ist die Zeitkomplexita¨t, aufgrund des Backtracking Ansatzes, exponentiell, so dass
dieser Ansatz bei kleinen Ontologien zu pra¨ferieren ist.
• Dijkstra
Bei diesem Ansatz werden die Korrespondenzen ermittelt, die den ku¨rzesten Weg von
einem Konzept einer Disjunktheitsbeziehung zu einem unerfu¨llbaren Konzept aufweisen.
Prinzipiell werden die Korrespondenzen, die in der Hierarchie bzgl. eines unerfu¨llbaren
Konzepts eines disjunkten Paares auf einer ho¨heren Ebene stehen, fu¨r die Reparaturmenge
pra¨feriert. Somit ist beru¨cksichtigt, dass die Erfu¨llbarkeit eines Konzepts abha¨ngig ist von
der Erfu¨llbarkeit des Superkonzepts. Bei der Verwendung dieser Variante mu¨ssen die
Ha¨ufigkeiten der Korrespondenzen im Algorithmus 6 iterativ berechnet werden, da nicht
alle Pfade ermittelt werden.
Anschließend werden die Korrespondenzen basierend auf den berechneten Ha¨ufigkeiten
zur Reparaturmenge durch die Methode generateRepSet (Zeile 2) hinzugefu¨gt.
Algorithmus 4: Methode computeDForCon fu¨r die Berechnung der Reparaturmenge
bzgl. der Konzepte
input : G, isBacktracking, interval
output: R≈
1 < occurrenceMap, lookupMap, con f DisPairs >← countConflictCor(G,isBacktracking)
2 R≈ ← generateRepSet(G,occurrenceMap,con f DisPairs,lookupMap,interval)
3 return R≈
Der Algorithmus 5 countConflictCor beschreibt die Traversierung und die Bestimmung der
Ha¨ufigkeiten der Korrespondenzen. Der Algorithmus generiert folgende Hilfsdatenstrukturen,
die notwendig sind fu¨r die Bestimmung der Reparaturmenge:
• occurrenceMap
Diese Key-Value Map verwaltet die Anzahl der Durchla¨ufe fu¨r eine Korrespondenz, die
potentiell verantwortlich ist fu¨r die Unerfu¨llbarkeit eines Konzepts. Der Key der Map
ist ein Correspondence Objekt und der Value ist die Anzahl der Durchla¨ufe bzgl. des
Erreichens eines unerfu¨llbaren Konzepts.
• con f DisPairs
Diese Menge verwaltet alle Dis jointPair Objekte, die unerfu¨llbare Konzepte verursachen.
Diese Menge wird fu¨r die Terminierung des Algorithmus 6 verwendet.
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• lookupMap
Diese Map wird aufgebaut, um die Dis jointPair Objekte zu aktualisieren. Durch das
Hinzufu¨gen der Korrespondenzen zur Reparaturmenge, werden Konzepte erfu¨llbar und
somit wird die Menge unsatConS et fu¨r die betroffenen Dis jointPair Objekte kleiner.
Wenn die unsatConS et Menge leer ist, wird durch das entsprechende Dis jointPair Objekt
kein Konflikt verursacht und kann somit aus der Menge con f DisPairs gelo¨scht werden.
Die Eingabe des Algorithmus 5 ist der Graph G, der fu¨r die Traversierung beno¨tigt wird und
die Art der Traversierung. Die Ausgabe ist die occurrenceMap Datenstruktur, die im letzten
Schritt bei der Generierung der Reparaturmenge verwendet wird.
Algorithmus 5: Methode countConflictCor fu¨r die Traversierung und Berechnung
der Vorkommen aller Korrespondenzen bzgl. der Menge der unerfu¨llbaren Konzepte fu¨r
alle Disjunktheitsbeziehungen
input : G, isBacktracking
output: occurrenceMap // Ha¨ufigkeiten der Durchla¨ufe fu¨r jede Korrespondenz
lookupMap // Map von Korrespondenzen und Mengen von disjunkten Paaren
con f DisPairs // Menge von disjunkten Paaren mit unerfu¨llbaren Konzepten
1 con f DisPairs← ∅
2 lookupMap← ∅
3 occurrenceMap← ∅
4 foreach disP in G. dis jointPairs do
5 subConS et1←traverse(G,disP.firstCon, isBacktracking)
6 subConS et2←traverse(G,disP.secondCon, isBacktracking)
7 unsatConS et← subConS et1 ∩ subConS et2
8 if unsatConS et , ∅ then
9 con f DisPairs.add(disP)
10 foreach unsatConS et ∈ unsatConS et do
11 foreach cor ∈ unsatConS et.visitedCor do
12 if ¬occurrenceMap.contains(cor) then
13 occurrenceMap.put(cor,1)
14 else
15 occurrenceMap.put(cor,occurrenceMap.get(cor) + 1)
16 lookupMap.put(cor,disP)
17 disP.unsatConS et ←unsatConS et
18 return <occurrenceMap,lookupMap,con f DisPairs >
Um die Menge der potentiell inkorrekten Korrespondenzen zu ermitteln, mu¨ssen zuna¨chst
die unerfu¨llbaren Konzepte identifiziert werden. Diese Menge ist durch eine Traversierung
des Graphen ermittelbar. Fu¨r alle disjunkten Paare erfolgt eine Traversierung ausgehend von
den involvierten Konzepten der Disjunktheitsbeziehungen entlang der is a Relationen und der
Korrespondenzen (Zeile 4-8). Mithilfe der Funktion traverse wird die Menge der subsumier-
ten Konzepte fu¨r beide Konzepte des disjunkten Paares bestimmt (Zeile 5/6). Des Weiteren
werden die traversierten Korrespondenzen zu der Menge visitedCor fu¨r jedes unerfu¨llbare
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Konzept hinzugefu¨gt. Der Ablauf der Methode ist abha¨ngig vom Parameter isBacktracking
und entspricht entweder der Ausfu¨hrung des Dijkstra Algorithmus (isBacktracking = f alse)
oder eines Backtracking Ansatzes (isBacktracking = true). Wenn die Schnittmenge der beiden
Knotenmengen nicht leer ist (Zeile 7/8), wird das disjunkte Paar in die Menge con f DisPairs
aufgenommen (Zeile 9). Es wird u¨ber alle Konzepte der Schnittmenge iteriert (Zeile 10-11) und
jede durchlaufene Korrespondenz wird in der occurrenceMap mit dem Value 1 abgelegt, falls
die Korrespondenz nicht vorhanden ist (Zeile 13). Wenn eine Korrespondenz bereits enthalten
ist, wird der Za¨hler fu¨r die Anzahl der Durchla¨ufe um eins erho¨ht (Zeile 15). Des Weiteren wird
die lookupMap erstellt. Wenn die Korrespondenz nicht existiert, wird ein neuer Eintrag erstellt
mit einer leeren Menge von Dis jointPair Objekten und das entsprechende Dis jointPair Objekt
wird hinzugefu¨gt. Falls die Korrespondenz existiert, wird das aktuelle Dis jointPair Objekt der
bestehenden Menge hinzugefu¨gt (Zeile 16). Um die lookupMap bzgl. der gelo¨sten Konzepte
zu aktualisieren, mu¨ssen die unerfu¨llbaren Konzepte zu der Menge unsatConS et des aktuellen
disjunkten Paares hinzugefu¨gt werden (Zeile 17).
Die Tabelle 4.1 veranschaulicht beispielhaft das Ergebnis des Algorithmus 5 inklusive der auf-
gebauten lookupMap Datenstruktur und der occurenceMap Datenstruktur, die die Anzahl der
Durchla¨ufe fu¨r eine Korrespondenz entha¨lt. Die Menge der konfliktbehafteten disjunkten Paare
ist con f DisPairs = {(F, I); (E,H)}.
Tabelle 4.1: U¨bersicht des Resultats der Methode countConflictCor fu¨r das Beispielproblem
Berechnung der unerfu¨llbaren Konzepte und der beteiligten Korrespondenzen
G.dis jointPairs unsatConS et visitedCor
F (I,M),(F,O)
F v ¬I
O (I,M),(F,O)
F (I,M),(F,O)
E v ¬H O (I,M),(F,O)
N (I,M),(E,N)
lookupMap (Correspondence→ {Dis jointPair}) Dis jointPair.unsatConS et
Korrespondenz disjunkte Paare unerfu¨llbare Konzepte
(F, I) {O, F}
(I,M)
(E,H) {O, F,N}
(F, I) {O, F}
(F,O)
(E,H) {O, F}
(E,N) (E,H) {N}
occurrenceMap
Korrespondenz Ha¨ufigkeit
(I,M) 5
(F,O) 4
(E,N) 1
Im letzten Schritt der Methode computeDForCon ( Algorithmus 4) wird die Reparatur-
menge fu¨r die Konzepte bestimmt, indem iterativ die Korrespondenz mit der ho¨chsten ge-
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wichteten Anzahl (unsatConS et) zu der Reparaturmenge hinzugefu¨gt wird. Der Algorithmus 6
generateRepSet realisiert die Generierung der Reparaturmenge. Die Eingabe des Algorith-
mus ist der Graph G, die occurenceMap, die con f DisPairs Menge und der interval Parameter.
Dieser Parameter ist eine ganze Zahl und ist notwendig fu¨r die Dijkstra Traversierungsart. Der
Parameter repra¨sentiert die Anzahl der gelo¨schten Korrespondenzen bis eine neue Berechnung
der occurrenceMap erfolgen soll. Wenn interval = −1 ist, ist dieser Parameter die Anzahl aller
unerfu¨llbaren Konzepte fu¨r jedes disjunkte Paar. Die Ausgabe ist die Reparaturmenge bzgl. des
Mappings der Konzepte.
Algorithmus 6: Methode generateRepSet fu¨r die Generierung der Reparaturmenge
bzgl. der Konzepte
input : G, occurrenceMap, con f DisPairs, lookupMap, interval
output : R≈
1 R≈ ← ∅
2 delCon←0 // Za¨hler der gelo¨schten Korrespondenzen
3 while con f DisPairs , ∅ do
4 currentCor← occurrenceMap.getTopOccurrenceCor ()
5 G.eqEdges.delete(currentCor)
6 delCon← delCon + 1
7 R≈ ← R≈ ∪ {currentCor }
8 invDisPairs← lookupMap.get(currentCor)
9 foreach disPair ∈ invDisPairs do
10 resolvedConcepts← ∅
11 foreach con ∈ disPair.unsatConS et do
12 if ¬isBacktracking then // Dijkstra
13 resolvedConcepts ∪con // keine U¨berpru¨fung bzgl. Erfu¨llbarkeit
14 else if checkSat (disPair,con) then // Backtracking mit U¨berpru¨fung
15 resolvedConcepts ∪con
16 updateLookupAndOccurrences
(lookupMap,occurrenceMap,disPair,resolvedConcepts,con f DisPairs)
// Aktualisierung der Datenstrukturen bzgl. der gelo¨sten Konzepte
17 if disPair.unsatConS et == ∅ then
18 con f DisPairs.remove(disPair)
19 if ¬isBacktracking ∧ (delCon % interval ≡ 0 ∨ con f DisPairs.size == 0) then
// U¨berpru¨fung der Neuberechnungskriterien bei Dijkstra
20 < occurrenceMap, lookupMap, con f DisPairs >←
countConflictCor(G, isBacktracking)
21 return R≈
Die Reparaturmenge R≈ wird leer initialisiert und die delCon Variable auf 0 gesetzt. Diese
Variable za¨hlt die Anzahl der bisher gelo¨schten Korrespondenzen und wird fu¨r die Neube-
rechnung bei der Dijkstra Traversierungsart verwendet. Die Berechnung der Reparaturmenge
erfolgt solange bis die con f DisPairs Menge leer ist (Zeile 3-20). Aus der occurrenceMap wird
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mithilfe von getTopOccurrenceCor die Korrespondenz mit der ho¨chsten gewichteten Anzahl
unsatCount von Durchla¨ufen bzgl. des Erreichens eines unerfu¨llbaren Konzepts extrahiert und
aus der Datenstruktur entfernt. Diese Korrespondenz wird ebenfalls aus der Menge der Korre-
spondenzen eqEdges des GraphenG entfernt (Zeile 5). Da durch das Lo¨schen einer fehlerhaften
Korrespondenz unerfu¨llbare Konzepte erfu¨llbar werden ko¨nnen, muss die lookupMap aktua-
lisiert werden. Diesbezu¨glich wird die Menge der involvierten disjunkten Paare invDisPairs
ermittelt, die in der lookupMap fu¨r die aktuelle Korrespondenz hinterlegt ist (Zeile 8). Fu¨r jedes
disjunkte Paar werden die unerfu¨llbaren Konzepte in der unsatConS et Menge auf Erfu¨llbarkeit
mittels der checkSat Methode u¨berpru¨ft (Zeile 14). Diese Methode berechnet die Schnittmen-
ge der subsumierten Konzepte der beiden Konzepte von einem involvierten disjunkten Paar und
u¨berpru¨ft ob das entsprechende Konzept in der Schnittmenge enthalten ist. Wenn das aktuelle
Konzept erfu¨llbar ist, wird es zu der Menge der gelo¨sten (resolved) Konzepte hinzugefu¨gt (Zei-
le 15). Die U¨berpru¨fung wird ausschließlich beim Backtracking Ansatz durchgefu¨hrt, da beim
Dijkstra Ansatz durch die intervallbasierte Neuberechnung die lookupMap und con f DisPairs
Datenstrukturen neu aufgebaut werden. Die ermittelte Menge resolvedConcepts wird verwen-
det, um die lookupMap und occurrenceMap zu aktualisieren (Zeile 16).
Bei der gewichteten Anzahl unsatCount der Durchla¨ufe wird die Konfidenz einer Kor-
respondenz und die strukturelle A¨hnlichkeit der Konzepte mit beru¨cksichtigt. Die Anzahl
unsatCount wird um den Faktor des Reziproken der Konfidenz sel fCon f der Korrespondenz
und um den Faktor des Reziproken der gewichteten strukturellen A¨hnlichkeit structCon f
erho¨ht:
unsatCount = unsatCount · 1sel fCon f · 1w·structCon f +(1−w)
Der Faktor der Erho¨hung ist hoch, wenn sowohl die Konfidenz sel fCon f und die strukturelle
A¨hnlichkeit structCon f niedrig ist, somit werden Korrespondenzen mit einer niedrigen Konfi-
denz und einer niedrigen strukturellen A¨hnlichkeit fu¨r die Reparaturmenge pra¨feriert. Mithilfe
Abbildung 4.4: Berechnung der strukturellen A¨hnlichkeit fu¨r eine Korrespondenz. Die eingekreisten
Konzepte repra¨sentieren die Menge der Konzepte des jeweiligen Subgraphen.
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des Parameters w wird der Einfluss der strukturellen A¨hnlichkeit gesteuert, da nicht bei allen
Matchproblemen eine hohe strukturelle A¨hnlichkeit auftrifft. Diese A¨hnlichkeit structCon f
einer Korrespondenz wird durch die Dice- Metrik mithilfe der Menge der Korrespondenzen
spezifiziert, die die Subgraphen enthalten, und der Gesamtanzahl der Konzepte der Subgraphen.
Des Weiteren sind die betrachteten Korrespondenzen nicht bei der Unerfu¨llbarkeit eines Kon-
zepts involviert. Der Subgraph S C eines Konzepts C entspricht der Menge der Subkonzepte, die
durch die is a Hierarchie der Ontologie spezifiziert ist. Die Abbildung 4.4 veranschaulicht die
Berechnung der strukturellen A¨hnlichkeit. Die Anzahl der Korrespondenzen der Subgraphen
fu¨r die Konzepte B und L ist 2 und die Gesamtanzahl der Konzepte der Subgraphen ist 7. Daraus
folgt, dass die strukturelle A¨hnlichkeit 47 ist.
Der Algorithmus 7 zeigt den konzeptionellen Ablauf der Aktualisierung. Es wird fu¨r jede
Korrespondenz (Zeile 1-7), die Menge der involvierten disjunkten Paare aus der lookupMap
extrahiert. Fu¨r jedes disjunkte Paar (Zeile 4/5) werden die gelo¨sten Konzepte aus der Menge
der unerfu¨llbaren Konzepte gelo¨scht. Die gelo¨schten Konzepte mu¨ssen aufgrund der Lo¨schung
der aktuellen Korrespondenz nicht mehr fu¨r diese disjunkten Paare beru¨cksichtigt werden, da
die Unerfu¨llbarkeit bereits aufgelo¨st ist. Des Weiteren werden die Ha¨ufigkeiten fu¨r jede Korre-
spondenz in der occurrenceMap aktualisiert, indem fu¨r jedes gelo¨ste Konzept (Zeile 8-10) die
Anzahl der durchlaufenen Korrespondenzen reduziert wird (Zeile 10).
Algorithmus 7: updateLookupAndOccurrences fu¨r die Aktualisierung der lookupMap
und Ha¨ufigkeiten der Korrespondenzen
input: lookupMap , occurrenceMap, changeDp, resolvedConcepts, con f DisPairs
1 foreach cor ∈lookupMap do
2 disPairS et← lookupMap .get(cor)
3 foreach disP ∈ disPairS et do
4 if changeDp == disP then
5 disP.removeConcepts(resolvedConcepts)
6 if disP.unsatConS et == ∅ then
7 con f DisPairs.remove(disP)
8 foreach con ∈ resolvedConcepts do
9 foreach cor ∈ con.visitedCor do
10 occurrenceMap.put(cor,occurrenceMap.get(cor)-1)
Sowohl bei der Aktualisierung als auch bei der Generierung der Reparaturmenge wird ein dis-
junktes Paar aus der Menge con f DisPairs gelo¨scht, wenn es keine unerfu¨llbaren Konzepte
entha¨lt. Bei der Traversierung mithilfe des Dijkstra Algorithmus wird eine Neuberechnung
durchgefu¨hrt, wenn die Anzahl der gelo¨schten Korrespondenzen ein Vielfaches von interval ist.
Bei der Neuberechnung wird die occurrenceMap, lookupMap und die con f DisPairs Menge
neu berechnet. Des Weiteren wird eine Neuberechnung durchgefu¨hrt, wenn die con f DisPairs
Menge leer ist, da die vermeintlich gelo¨sten Konzepte ohne U¨berpru¨fung gelo¨scht werden (Zeile
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13). In der Evaluierung werden verschiedene Werte fu¨r diesen Parameter getestet. Ein kleiner
Wert fu¨hrt zu einer hohen Anzahl von Neuberechnungen, wohingegen ein großer Wert potentiell
viele Korrespondenzen lo¨scht ohne eine U¨berpru¨fung durchzufu¨hren, ob unerfu¨llbare Konzepte
existieren.
Im Beispiel wird durch den Algorithmus 6 die Korrespondenz (I,M) aus dem Graphen
gelo¨scht. Durch das Lo¨schen der Korrespondenz wird die Menge der unerfu¨llbaren Konzepte fu¨r
die disjunkten Paare (F, I) und (E,H) leer. Dies wird durch die updateLookupAndOccurrences
Methode und die Datenstruktur lookupMap realisiert. Da die Mengen der unerfu¨llbaren Kon-
zepte fu¨r die beiden disjunkten Paare leer sind, werden beide von der Menge con f DisPairs
entfernt. Der Algorithmus terminiert und die Reparaturmenge beinhaltet die Korrespondenz
(I,M).
4.3 Berechnung der Reparaturmenge fu¨r Properties
Nach der Reparatur des Alignments bzgl. der Konzepte, erfolgt die Reparatur des Alignments
fu¨r die Properties. Fu¨r die Reparatur der Properties wird angenommen, dass eine Property
p1 ∈ O1 gleich einer Property p2 ∈ O2 ist, wenn die Domain bzw. Range a¨hnlich sind. Die
A¨hnlichkeit von zwei Bereichen ist in diesem Sinne eine U¨berlappung der expandierten Berei-
che. Ein Bereich wird expandiert, indem jedes Konzept, welches eine Korrespondenz mit einem
Konzept des Bereiches aufweist, der Menge hinzugefu¨gt wird. Wenn die beiden expandierten
Domains bzw. Ranges keine Schnittmenge bilden, ist nicht von einer Gleichheit der Properties
auszugehen. Es wird keine Gleichheit der Mengen gefordert, da das Alignment bzlg. der Kon-
zepte im Allgemeinen nicht vollsta¨ndig ist.
Abbildung 4.5: Beispiel fu¨r die Identifikation fehlerhafter Propertykorrespondenzen
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Zur Veranschaulichung wird das Beispiel mit dem reparierten Alignment fortgesetzt (siehe
Abb. 4.5). Des Weiteren wird angenommen, dass eine Property p1 ∈ O1 existiert mit der Do-
main pdomain1 = {F, I} und eine Property p2 ∈ O2 mit der Domain pdomain2 = {O}. Die Ranges
sind bei beiden Properties Literal. Die expandierten Domains sind:pdomain exp1 = {F, I,O} und
pdomain exp2 = {O, E}. Die Schnittmenge der beiden Domains ist leer, so dass p1 . p2.
Das Resultat der beiden Reparaturverfahren fu¨r die Konzepte und Properties ist eine Menge
von inkorrekten Korrespondenzen R≈. Um ein repariertes Mapping M′ zu erhalten, werden
alle Korrespondenzen der Reparaturmenge aus dem originalen Mapping entfernt. Im Folgenden
wird das hier vorgestellte Verfahren vergleichend mit anderen Reparaturverfahren evaluiert.
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Kapitel 5
Evaluierung
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5.1 Datensa¨tze
Fu¨r die Evaluierung der Verfahren werden die Ontologien des Large BioMed Track von der
Ontology Alignment Evaluation Initiative (OAEI) verwendet. Der Large BioMed Track umfasst
den National Cancer Institute Thesaurus (NCI), das Foundational Model of Anatomy (FMA)
und die SNOMED CT (SNMD) Ontologie. Bei der Evaluierung werden die vollsta¨ndigen On-
tologien verwendet mit der Ausnahme der SNOMED CT Ontologie, fu¨r die ein großer Teil
betrachtet wird. Eine U¨bersicht u¨ber die Anzahl der Konzepte und der Anzahl der explizit defi-
nierten Subklassenbeziehungen ist in Tabelle 5.1 dargestellt. Als Eingabe werden zudem die von
GOMMA, GOMMA- reuse, YAM++ und ServOMap generierten Mappings im OAEI Contest
2012 verwendet. Die Qualita¨t des Repair- Verfahrens wird durch die Qualita¨t des resultieren-
den Mappings und die Effizienz des Verfahrens bestimmt. Des Weiteren wird die Gro¨ße der
Reparaturmenge betrachtet. Fu¨r die Ermittlung des Grads der Inkoha¨renz wird die Anzahl der
unerfu¨llbaren Konzepte mit dem vollsta¨ndigen Reasoner HermiT berechnet. Da die vereinigte
Wissensbasis aus dem NCI Thesaurus und dem großen Fragment der SNOMED CT Ontologie
zu komplex fu¨r einen vollsta¨ndigen Reasoner ist, wird die Anzahl der unerfu¨llbaren Konzepte
in diesem Fall mit dem ELK- Reasoner ermittelt. Um die Korrektheit und Vollsta¨ndigkeit des
reparierten Mappings zu bestimmen, werden die Referenzalignments des Large BioMed Tracks
verwendet. Diese wurden aus dem Unified Medical Language System (UMLS) [23] extrahiert.
Diese Alignments sind ein Silberstandard, da sie einige unerfu¨llbare Konzepte bzgl. der ver-
einigten Wissensbasis aufweisen und nicht vollsta¨ndig sind. Aufgrund dessen, werden fu¨r die
Berechnung der Precision und des Recalls die reparierten Mappings 2 von UMLS verwendet,
die von den Organisatoren des Large BioMed Tracks durch Alcomo, LogMap und einer manu-
ellen Validierung generiert wurden. Die Evaluierung wird auf einem Laptop mit 4 Kernen a` 2.2
GHz und 8GB Arbeitsspeicher durchgefu¨hrt. Ein Verfahren wird abgebrochen, wenn es inner-
halb von 3 Stunden nicht terminiert.
Tabelle 5.1: U¨bersicht der verwendeten Ontologien mit der Anzahl der Konzepte und Subsumptionen
Ontologie |C| |is a|
FMA 78989 78985
NCI 66724 59794
SNMD 122465 105566
Im Folgenden wird das graphbasierte Verfahren bzgl. der verschiedenen Konfigurationen evalu-
iert, um die bestmo¨gliche Einstellung zu identifizieren. Im zweiten Abschnitt werden die Ver-
fahren untereinander verglichen und die Ergebnisse interpretiert.
5.2 Evaluierung des graphbasierten Verfahren
Da bei der Evaluierung ausschließlich numerische Werte verwendet werden, um die Qualita¨t
darzulegen, wird zu Beginn ein kleines Realbeispiel pra¨sentiert, das eine konkrete falsche Korre-
spondenz beinhaltet, die durch das Verfahren als inkorrekt identifiziert werden soll. Das Beispiel
2http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/oaei2013 umls reference.html
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basiert auf der SNOMED CT- NCI Thesaurus Matchaufgabe. Das zu reparierende Mapping ist
von GOMMA, welches beim OAEI Contest 2012 generiert wurde. Zur Veranschaulichung
wird in Abbildung 5.1 eine kleine Teilmenge der Ontologien und des Mappings dargestellt.
Dabei beschra¨nkt sich die Darstellung der Konzepte auf den jeweiligen Namen. Die Korrespon-
Abbildung 5.1: Realbeispiel fu¨r die SNOMED CT- NCI Thesaurus Matchaufgabe. Der Graph mit den
roten Knoten repra¨sentiert die SNOMED CT Ontologie und der Graph mit den gru¨nen Knoten die NCI
Thesaurus Ontologie.
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Korrespondenz
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denz (Sexual function, Sexual Dysfunction) ist offensichtlich falsch, da es sich um gegenteilige
Aspekte handelt. Eine mo¨gliche Ursache ist der ausschließliche Einsatz von linguistischen
Match- Verfahren, da die linguistische A¨hnlichkeit bei der Betrachtung des Namens der beiden
Konzepte sehr hoch ist. Durch die Verwendung des implementierten Verfahrens wurde diese in-
korrekte Korrespondenz identifiziert. Die Identifikation erfolgte durch die Betrachtung der zwei
disjunkten Konzepte Disease, Disorder or Finding und Properties or Attributes. Diese beiden
Konzepte haben aufgrund der Korrespondenzen ((SNMD)Function,(NCI)Function) und (Sexual
function,Sexual Dysfunction) das Konzept Sexual Dysfunction gemeinsam. Die Korrespondenz
((SNMD)Function,(NCI)Function) wird aufgrund der geringen Anzahl der Durchla¨ufe und der
hohen A¨hnlichkeit als richtig identifiziert. Die Korrespondenz (Sexual function,Sexual Dysfunc-
tion) wird als falsch identifiziert.
Das graphbasierte Verfahren verwendet die Parameter classi f ier, isBacktracking und
interval. Des Weiteren wird fu¨r die Auswahl der Korrespondenzen eine Gewichtung der Anzahl
der Durchla¨ufe unsatCount vorgenommen. Diesbezu¨glich werden verschiedene Gewichtungen
verglichen. Mithilfe des classi f ier Parameters kann der Ontologiegraph in der Einlesephase
mit impliziten is a Relationen angereichert werden. Der isBacktracking Parameter definiert
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die Art der Traversierung bei der Berechnung der Reparaturmenge fu¨r die Konzepte. Wenn
isBacktracking true ist, wird bei der Traversierung ein Backtracking Ansatz verwendet. Bei
dieser Variante werden alle Pfade bestimmt. Im Gegensatz dazu, ist die Traversierung mithilfe
des Dijkstra Algorithmus unvollsta¨ndig bzgl. der Identifikation der Pfade. Aufgrund dessen wird
nach einer definierten Anzahl an gelo¨schten Korrespondenzen bei der Bestimmung der Repara-
turmenge eine Neuberechnung durchgefu¨hrt. Die Anzahl der gelo¨schten Korrespondenzen wird
durch den interval Parameter spezifiziert. Im folgenden werden verschiedene Konfigurationen
bzgl. der Parameter evaluiert. Der Ablauf der Evaluierung ist in Abbildung 5.2 dargestellt. Zu
Abbildung 5.2: Ablauf der Evaluierung des graphbasierten Verfahrens. Die gru¨n gefa¨rbten Parameter
entsprechen den Standardwerten.
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Beginn wird der Einfluss der Klassifizierung gemessen. Dabei wird die Dijkstra Variante als
Traversierungsart, ein adaptives Intervall und eine Gewichtung durch die eigene Konfidenz
einer Korrespondenz sowie die strukturelle A¨hnlichkeit verwendet. Bei der Berechnung der
strukturellen A¨hnlichkeit ist w gleich 0.6. Anschließend wird die beste Klassifizierungsvari-
ante verwendet, um die effektivste Traversierungsart zu identifizieren. Die anderen Parameter
entsprechen den Werten wie bei der Klassifizierungsevaluierung. Im 3. Schritt wird der Ein-
fluss des Intervalls der Neuberechnungen bei der Dijkstra Traversierungsvariante betrachtet.
Abschließend werden die Auswirkungen unterschiedlicher Gewichtungsfunktionen analysiert.
Die erste Konfigurationsmo¨glichkeit unterscheidet bei der Klassifizierung der Ontologien
zwischen der Klassifizierung mittels des ELK- Reasoner sowie des Pellet- Reasoner und keiner
Klassifizierung. Bei der Verwendung des Pellet- Reasoner werden alle impliziten Subsumptio-
nen in den Reparaturprozess einbezogen. Der ELK- Reasoner identifiziert nicht alle impliziten
Subsumptionen. Die Intention der Variation der Klassifizierung ist die Abwa¨gung zwischen der
zunehmenden Komplexita¨t des Reparaturprozesses mit zunehmender Anzahl an Subsumptio-
nen und der Identifikation der unerfu¨llbaren Konzepte, die auf der Traversierung des Graphen
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basiert. Des Weiteren stellt die Klassifizierung einen ho¨heren zeitlichen Aufwand dar als ohne
Klassifizierung, so dass sich die Gesamtlaufzeit erho¨ht. Die Tabelle 5.2 stellt die Abha¨ngigkeit
des Einflusses der Klassifizierung und der Qualita¨t bzgl. der logischen Konsistenz des reparier-
ten Mappings dar.
Tabelle 5.2: Evaluierung der Methode ohne Klassifizierung und mit Klassifizierung durch den ELK-
Reasoner sowie den Pellet- Reasoner
Daten Klass. |M| |R| Unerf.
original 5686 0 5574
ohne 5552 134 12
ELK 5542 144 9
Pellet 5540 146 9
original 11296 0 9918
ohne 10874 422 4
ELK 10850 446 0
Pellet 10850 446 0
original 27386 0 ≥126406
ohne 23298 4088 ≥4347
ELK 22994 4392 ≥0
Pellet 22844 4542 ≥0
FMA-NCI
FMA-SNMD
SNMD-NCI
Die Spalte Klass. repra¨sentiert die Art der Klassifizierung. Die Spalten |M| und |R| ent-
sprechen der Kardinalita¨t des reparierten Mappings bzw. der Reparaturmenge. Der Grad der
Inkoha¨renz wird durch die Anzahl der unerfu¨llbaren Konzepte (Unerf.) dargestellt. Alle Varian-
ten verringern signifikant den Grad der Inkoha¨renz im Vergleich zum originalen Mapping, da die
Anzahl der unerfu¨llbaren Konzepte bei allen Reparaturvarianten deutlich geringer ist als beim
originalen Mapping. Dennoch ist die Anzahl der unerfu¨llbaren Konzepte nach der Reparatur
ohne Klassifizierung ho¨her als mit Klassifizierung, wie z.B. bei SNMD- NCI (≥ 4347 bzw. ≥ 0).
Die Diagramme in Abbildung 5.3 veranschaulichen die Abha¨ngigkeit zwischen der An-
zahl der Subsumptionen der beiden Ontologien und der Laufzeit des Verfahrens. Die blauen
Balken repra¨sentieren die Anzahl der Subumptionen (#is a) und die roten sowie die gelben
Balken stellen die Gesamtlaufzeit (t(s)) bzw. die Klassifizierungszeit (t classify(s)) dar. Bei
allen Datensa¨tzen ist der Einfluss der Klassifizierung bzgl. der Anzahl der Subsumptionen und
der Laufzeit signifikant. Die Steigerung der Anzahl der Subsumptionen betra¨gt 14053, 98142
und 113766 Subsumptionen fu¨r die Datensa¨tze FMA-NCI, FMA-SNMD bzw. SNMD- NCI
durch die Klassifizierung mittels des ELK- Reasoners. Jedoch ist die Anzahl der Subsumptio-
nen durch die Klassifizierung mittels des ELK- Reasoner und des Pellet- Reasoner fast gleich.
Die Steigerung der Subsumptionen bzgl. des Vergleichs des ELK- Reasoner und des Pellet-
Reasoner betra¨gt lediglich 1579, 0 und 1579.
Beide Klassifizierungsmethoden fu¨hren zu einer ho¨heren Laufzeit als ohne Klassifizierung.
Jedoch weist der Pellet- Reasoner aufgrund der Vollsta¨ndigkeit hohe Laufzeiten bzgl. der Klas-
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sifizierung auf, die zu einer hohen Gesamtlaufzeit des Verfahrens fu¨hren. Im Gegensatz dazu,
sind die Laufzeiten des ELK- Reasoner mit 2s, 3s und 4s sehr gering, so dass der Einfluss bzgl.
der Gesamtlaufzeit klein ist. Des Weiteren verursacht eine erho¨hte Anzahl der Subsumptionen
eine ho¨here Laufzeit. Diese Beobachtung verdeutlicht insbesondere der SNMD -NCI Datensatz,
der bei der ELK- Reasoner Klassifizierung im Vergleich zu der Pellet- Reasoner Klassifizierung
lediglich ≈ 1500 Subsumptionen weniger beinhaltet. Jedoch ist das Verfahren mit der ELK
Klassifizierung eine halbe Minute schneller als mit der Pellet Klassifizierung abzu¨glich der
Klassifizierungslaufzeiten. Aufgrund der Resultate ist die Klassifizierungsart mit dem ELK-
Abbildung 5.3: Abha¨ngigkeit der Anzahl der Subsumptionen und der Laufzeit des graphbasierten Ver-
fahrens. Die blauen Balken repra¨sentieren die Anzahl der Subsumptionen. Die roten Balken und die
gelben Balken stellen die Gesamtlaufzeit bzw. die Klassifizierungszeit dar.
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Reasoner zu pra¨ferieren, um eine gute Qualita¨tsverbesserung bzgl. der logischen Konsistenz
des Mappings und eine annehmbare Effizienz zu gewa¨hrleisten. Wenn die Effizienz gegenu¨ber
der logischen Konsistenz pra¨feriert wird, ist keine Klassifizierung notwendig. Des Weiteren
ist keine Klassifizierung notwendig, wenn die Ontologien einfach strukturiert sind und eine
geringe Menge an impliziten Subsumptionen aufweisen.
Die weitere Evaluierung verwendet fu¨r das graphbasierte Verfahren die Klassifizierung
mit dem ELK- Reasoner. Die zweite Konfigurationsmo¨glichkeit ist die Traversierungart bei
der Bestimmung der Reparaturmenge fu¨r die Konzepte. Es wird zwischen der Traversierung
durch den Dijkstra Algorithmus und einem Backtracking Ansatz differenziert. Da der Dijkstra
Algorithmus immer die ku¨rzesten Wege von einem Knoten zu allen anderen Knoten iden-
tifiziert, ist eine intervallbasierte Neuberechnung notwendig. Diese Neuberechnung ist beim
Backtracking Ansatz nicht notwendig, da alle Pfade ermittelt werden. Jedoch ist die Komple-
xita¨t des Backtracking exponentiell und die Komplexita¨t des Dijkstra Algorithmus ist linear, so
dass zu erwarten ist, dass die Laufzeit des Dijkstra Ansatzes geringer ist als die Gesamtzeit des
Backtracking Ansatzes. Die Tabelle 5.3 stellt den Vergleich der zwei Traversierungsarten dar.
Dabei werden die Gro¨ße des resultierenden Mappings |M| bzw. die Gro¨ße der Reparaturmenge
|R| und die Laufzeit t(s) dargestellt. Außerdem werden die Precision (P), der Recall (R), das
F- Measure (F) und die Anzahl der unerfu¨llbaren Konzepte (Unerf.) als Maße fu¨r die Qualita¨t
des Mappings pra¨sentiert. Der Backtracking Ansatz generiert ausschließlich fu¨r den FMA-NCI
Datensatz ein Resultat. Bei allen anderen Datensa¨tzen terminierte der Algorithmus nicht in
der vorgegebenen Zeit. Die Laufzeit des Backtracking Ansatzes ist ≈ 5 mal ho¨her als beim
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Tabelle 5.3: Vergleich der Traversierung mittels Backtracking Ansatz und Dijkstra Ansatz
Daten Daten |M| |R| t(s) P R F Unerf.
original 5686 0 - 0.8554 0.8356 0.8454 5574
Dijkstra 5542 144 24 0.8667 0.8251 0.8454 9
Backtracking 5514 172 126 0.8687 0.8229 0.8452 9
original 11296 0 - 0.4025 0.2642 0.3190 9918
Dijkstra 10850 446 39 0.4147 0.2614 0.3206 0
Backtracking N/A N/A N/A N/A N/A N/A N/A
original 27386 0 - 0.7060 0.5311 0.6062 ≥126406
Dijkstra 22994 4392 103 0.8155 0.5151 0.6314 ≥0
Backtracking N/A N/A N/A N/A N/A N/A N/A
FMA_NCI
FMA-SNMD
SNMD-NCI
Dijkstra Ansatz. Alle Varianten erho¨hen die Precision im Vergleich zum originalen Mapping.
Bei allen Methoden verringert sich der Recall. Jedoch nivelliert die Zunahme der Precision die
Verringerung des Recalls bei der Dijkstra Traversierungsart, so dass das F- Measure bei allen
Datensa¨tzen ho¨her ist als bei den originalen Mappings von GOMMA. Eine signifikante Ver-
besserung des F- Measures ist beim SNMD-NCI Datensatz zu beobachten, da das resultierende
Mapping eine Verbesserung von ≈ 3% erzielt. Im Vergleich zum Backtracking Ansatz gene-
riert die Dijkstra Variante kleinere Reparaturmengen. Eine mo¨gliche Erkla¨rung fu¨r die ho¨here
Anzahl der gelo¨schten Korrespondenzen ist die Vollsta¨ndigkeit der Traversierung. Dadurch ist
es mo¨glich, dass viele Korrespondenzen die gleiche Ha¨ufigkeit aufweisen. Bei gleicher Anzahl
und gleicher Konfidenz werden die Korrespondenzen wahllos gelo¨scht. Jedoch ist nicht garan-
tiert, dass die Konflikte durch die Lo¨schung einer ha¨ufig auftretenden Korrespondenz sofort
gelo¨st sind. Im Gegensatz dazu, ist durch die Neuberechnung und die Betrachtung der Korre-
spondenzen bei der Dijkstra Variante anzunehmen, dass die Ha¨ufigkeitsverteilung eine ho¨here
Diversita¨t aufweist als die Backtracking Variante.
Die dritte zu evaluierende Konfiguration fokussiert sich auf den interval Parameter, der bei
der Traversierung mittels des Dijkstra Algorithmus verwendet wird. Dieser Parameter steuert
die Anzahl der zu lo¨schenden Korrespondenzen bevor eine Neuberechnung stattfindet. Wenn
die Menge der konfliktbehafteten disjunkten Paare (con f DisPairs) leer ist, wird jedoch eben-
falls eine Neuberechnung durchgefu¨hrt, um zu gewa¨hrleisten, dass alle Konflikte behoben sind.
Im Folgenden wird der Parameter auf 20, 1000 und die Anzahl aller unerfu¨llbaren Konzepte fu¨r
alle disjunkten Paare gesetzt. Die letzte Konfiguration ist abha¨ngig von der jeweiligen Problem-
gro¨ße. Wenn die Menge der unerfu¨llbaren Konzepte klein ist, werden bei einem großen interval
unno¨tig viele Korrespondenzen gelo¨scht. Im Gegensatz dazu, werden bei einer großen Anzahl
unerfu¨llbarer Konzepte und einem kleinen interval viele Neuberechnungen durchgefu¨hrt, um
die Konflikte aufzulo¨sen. Da die Anzahl der inkorrekten Korrespondenzen eine Abha¨ngigkeit
bzgl. der Anzahl der unerfu¨llbaren Konzepte aufweist, ist es sinnvoll, wenn sich die Anzahl der
zu lo¨schenden Korrespondenzen der Problemgro¨ße anpasst. Die Tabelle 5.4 veranschaulicht die
Resultate bzgl. der verschiedenen interval Gro¨ßen. Die Resultate besta¨tigen die Annahme, dass
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Tabelle 5.4: Evaluierung unterschiedlicher interval Parameter beim Dijkstra Ansatz
Daten Intervall |M| |R| t(s) F
original 5686 0 - 0.8454
20 5544 142 25 0.8466
1000 5542 144 24 0.8454
adaptiv 5542 144 24 0.8454
original 11296 0 - 0.3190
20 10868 428 46 0.3208
1000 10854 442 39 0.3208
adaptiv 10850 446 39 0.3206
original 27386 0 - 0.606
20 23050 4336 184 0.6312
1000 22996 4390 103 0.6313
adaptiv 22994 4392 103 0.6314
FMA-NCI
FMA-SNMD
SNMD-NCI
ein zu klein gewa¨hltes interval zu einer schlechteren Laufzeit fu¨hrt, da mehr Neuberechnungen
durchgefu¨hrt werden mu¨ssen. Besonders deutlich wird dies bei der Betrachtung der Laufzeiten
fu¨r den SNMD-NCI Datensatz, wo die Laufzeit fu¨r das interval = 20 mehr als eine Minute
langsamer ist als bei den interval Parametern 1000 und der adaptiven Variante. Die Laufzeiten
der letzteren Parameterwerte weisen eine identische Laufzeit auf. Die Ursache ist die a¨hnliche
Anzahl an Neuberechnungen. Bei dem interval = 1000 wird permanent eine hohe Anzahl an
Korrespondenzen gelo¨scht bis alle Konflikte gelo¨st sind. Die adaptive Variante lo¨scht zu Beginn
bei einer hohen Konfliktanzahl mehr Korrespondenzen als bei dem konstanten Intervall. Jedoch
nimmt die Anzahl der zu lo¨schenden Korrespondenzen mit sinkender Anzahl der Konflikte ab.
Die Qualita¨t der resultierenden Mappings ist gleich oder marginal unterschiedlich, wobei keine
Variante mehrheitlich besser ist als die anderen Verfahren. Aufgrund der besseren Laufzeiten
und der Adaptionsfa¨higkeit bzgl. der Problemgro¨ße wird die adaptive Variante fu¨r den Parame-
ter interval gewa¨hlt.
Abschließend werden verschiedene Gewichtungen der unsatCount Variable evaluiert. Diese
Variable wird fu¨r die Auswahl einer Korrespondenz bei der Generierung der Reparaturmenge
verwendet. Die standardma¨ßige Gewichtung betrachtet die Anzahl der Durchla¨ufe einer Kor-
respondenz (unsatCount) bzgl. des Erreichens eines unerfu¨llbaren Konzepts, die Konfidenz
der Korrespondenz sel fCon f und die strukturelle A¨hnlichkeit (strucCon f ). Diese Gewichtung
entspricht folgender Gleichung:
unsatCount = unsatCount · 1sel fCon f · 1w·structCon f +(1−w)
Des Weiteren werden im folgenden eine Gewichtung ohne strukturelle A¨hnlichkeit und oh-
ne Gewichtung bzgl. jeglicher A¨hnlichkeit betrachtet. Die Tabelle 5.5 werden die verschie-
denen Gewichtung bzgl. der resultierenden Mappingqualita¨t mittels Precision (P), Recall (R)
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und F- Measure (F) verglichen. Des Weiteren wird die Gro¨ße der Reparaturmenge (|R|) darge-
stellt. Die Qualita¨t des Mappings ist ohne Gewichtung schlechter als mit Gewichtung. Wenn
Tabelle 5.5: Vergleich der Gewichtungsfunktionen der unsatCount Variable
Daten Gewichtung |M| |R| P R F
original 5686 0 0.8554 0.8356 0.8454
ohne 5540 146 0.8655 0.8237 0.8441
selfConf 5542 144 0.8656 0.8241 0.8443
selfConf+structConf 5542 144 0.8667 0.8251 0.8454
original 11296 0 0.4025 0.2642 0.3190
ohne 10852 444 0.4131 0.2605 0.3195
selfConf 10848 448 0.4145 0.2613 0.3205
selfConf+structConf 10850 446 0.4147 0.2614 0.3206
original 27386 0 0.7060 0.5311 0.6062
ohne 22982 4404 0.8136 0.5136 0.6297
selfConf 22986 4400 0.8149 0.5145 0.6308
selfConf+structConf 22994 4392 0.8155 0.5151 0.6314
FMA-NCI
FMA-SNMD
SNMD-NCI
unsatCount nicht gewichtet wird, werden Korrespondenzen bei gleicher Anzahl der Durchla¨ufe
gleich behandelt, so dass Korrespondenzen mit hoher Konfidenz gelo¨scht werden ko¨nnen. Durch
die Gewichtung werden Korrespondenzen mit hoher Konfidenz fu¨r das resultierende Mapping
pra¨feriert gegenu¨ber Korrespondenzen mit niedriger Konfidenz. Aufgrund dessen, ist die Preci-
sion und der Recall bei allen Gewichtungen ho¨her als ohne Gewichtung. Des Weiteren ist die
Verbesserung der Qualita¨t des Mappings bei der Beru¨cksichtigung der strukturellen A¨hnlichkeit
ho¨her als bei der ausschließlichen Betrachtung der Konfidenz der Korrespondenz.
5.3 Vergleich der Verfahren
Es werden im Folgenden die Reparaturverfahren Alcomo, LogMap, das modulbasierte Verfah-
ren (AML) und das graphbasierte Verfahren verglichen. Beim Vergleich der Verfahren wird fu¨r
das graphbasierte Verfahren folgende Konfiguration gewa¨hlt:
• Klassifizierung: ELK
• Traversierungsart: Dijkstra
• interval: adaptiv
• Gewichtung: sel fCon f + structCon f
Die Konfiguration von Alcomo entspricht folgenden Einstellungen:
• lokale vs. globale Diagnose: lokal
• unvollsta¨ndig vs. vollsta¨ndig: unvollsta¨ndig
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• Klassifizierung: HermiT
Beim AML Reparaturverfahren werden die Standardeinstellungen verwendet, dass heißt es wird
keine Filterung verwendet, der Tiefensuchenparameter ist 0 und die Konfliktmengen werden
nicht geclustert.
Die Tabelle 5.6 vergleicht die Verfahren Alcomo, LogMap, AML und das graphbasierte
Verfahren fu¨r den Datensatz FMA-NCI. LogMap und AML generieren fu¨r alle Mappings Ali-
gnments mit gleichen F-Measure oder ho¨heren F-Measure. Das graphbasierte Verfahren gene-
riert fu¨r das YAM++ und ServOMap Mapping Alignments mit den besten F-Measures. LogMap
generiert fu¨r alle Match- Verfahren Alignments mit der durchschnittlich geringsten Anzahl von
unerfu¨llbaren Konzepten mit 9 Konzepten, wobei das graphbasierte Verfahren mit durchschnitt-
lich 9.17 eine a¨hnliche Anzahl generiert. AML generiert die kleinsten Reparaturmengen. Jedoch
ist die Anzahl der unerfu¨llbaren Konzepte verglichen zu LogMap und dem graphbasierten Ver-
fahren ho¨her. Das graphbasierte ist signifikant schneller als die anderen Verfahren mit einer
durchschnittlichen Laufzeit von 27 Sekunden. LogMap, AML und Alcomo sind ≈ 4,≈ 5 bzw.
≈ 11 mal langsamer als das graphbasierte Verfahren.
Tabelle 5.6: Vergleich der Ergebnisse der Reparatur des GOMMA, GOMMA- reuse, YAM++ und Ser-
vOMap Alignments fu¨r FMA-NCI
Mapping Verfahren |M| |R| t(s) F Unerf.
original 5686 0 - 0.8454 5574
Alcomo 5546 140 185 0.8477 15
LogMap 5535 151 118 0.8484 9
AML 5564 122 156 0.8464 10
Graphbasiert 5542 144 24 0.8454 9
original 6330 0 - 0.8426 12939
Alcomo 6124 206 675 0.8455 29
LogMap 6113 217 111 0.8473 9
AML 6152 178 143 0.8447 10
Graphbasiert 6118 212 26 0.8433 9
original 5476 0 - 0.8700 50550
Alcomo 5344 132 618 0.8724 10
LogMap 5534 142 125 0.8724 9
AML 5366 110 152 0.8723 13
Graphbasiert 5354 122 33 0.8728 10
original 4932 754 - 0.8275 48743
Alcomo 4764 168 596 0.8248 9
LogMap 4793 139 141 0.8278 9
AML 4820 112 146 0.8272 9
Graphbasiert 4812 120 31 0.8284 9
YAM++
ServOMap
GOMMA
GOMMA-reuse
Die Tabelle 5.7 vergleicht die Verfahren fu¨r den Datensatz FMA-SNMD. AML terminiert
bei der Reparatur des GOMMA- reuse Mappings nicht in der vorgegebenen Zeit. Alle Verfahren
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Tabelle 5.7: Vergleich der Ergebnisse der Reparatur des GOMMA, GOMMA- reuse, YAM++ und Ser-
vOMap Alignments fu¨r FMA-SNMD
Mapping Vefahren |M| |R| t(s) F Unerf
original 11296 0 - 0.3190 9918
Alcomo 10716 580 2104 0.3182 0
LogMap 10744 552 264 0.3178 0
AML 10882 414 423 0.3205 24
Graphbasiert 10850 446 39 0.3206 0
original 25372 0 - 0.6928 84612
Alcomo 23036 2336 2045 0.6746 925
LogMap 22355 3017 290 0.6673 1
AML N/A N/A N/A N/A N/A
Graphbasiert 23292 2080 139 0.6816 0
original 14028 0 - 0.7611 75329
Alcomo 12816 1212 2136 0.7500 0
LogMap 12831 1197 337 0.7502 0
AML 12984 1044 425 0.7551 0
Graphbasiert 12930 1098 53 0.7578 0
original 12566 0 - 0.7647 171700
Alcomo 11422 1144 2123 0.7375 0
LogMap 11231 1335 275 0.7179 0
AML 11728 838 440 0.7551 51
Graphbasiert 11612 954 48 0.7540 0
YAM++
ServOMap
GOMMA
GOMMA-
reuse
reduzieren die Anzahl der unerfu¨llbaren Konzepte, wobei das graphbasierte Verfahren fu¨r alle
Mappings ein koha¨rentes Alignment generiert. Jedoch wird das F- Measure durch alle Repara-
turverfahren reduziert, außer bei der Reparatur des GOMMA Mappings durch das graphbasierte
Verfahren und AML. Die Reduzierung des F- Measures ist beim graphbasierten Verfahren und
bei AML durchschnittlich gering mit einer Reduzierung von 0.0059 bzw. 0.0046. Die gerin-
ge Reduzierung des F-Measures resultiert aus der geringen Gro¨ße der generierten Reparatur-
mengen durch AML und dem graphbasierten Verfahren. Dennoch nivelliert die Erho¨hung der
Precision nicht die Senkung des Recalls, so dass das F- Measure durchschnittlich geringer ist
als bei den originalen Mappings. Das graphbasierte Verfahren weist die geringsten Laufzeiten
auf mit durchschnittlich 45.67 Sekunden.
Die Tabelle 5.8 vergleicht abschließend die Ergebnisse der Reparatur der Mappings fu¨r den
SNMD-NCI Datensatz. AML terminiert nicht in der vorgegebenen Zeit fu¨r das GOMMA- reuse
Mapping. Das graphbasierte Verfahren ist bzgl. der Koha¨renz besser als die anderen Verfah-
ren. LogMap, AML und das graphbasierte Verfahren generieren a¨hnliche Mappings bzgl. der
Vollsta¨ndigkeit und der Korrektheit mit einem durchschnittlichen Zuwachs von 0.0244, 0.0242
bzw. 0.0241. Das graphbasierte Verfahren erreicht bei der Reparatur aller betrachteten Mappings
das 2. beste Ergebnis bzgl. F- Measure und verursacht die geringsten Laufzeiten.
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Tabelle 5.8: Vergleich der Ergebnisse der Reparatur des GOMMA, GOMMA- reuse, YAM++ und Ser-
vOMap Alignments fu¨r SNMD-NCI
Mapping Verfahren |M| |R| t(s) F Unerf.
original 27386 0 - 0.6062 ≥126406
Alcomo 22794 4592 3252 0.6270 ≥1155
LogMap 22631 4755 344 0.6306 ≥0
AML 22916 4470 458 0.6333 ≥10
Graphbasiert 22994 4392 103 0.6314 ≥0
original 34090 0 - 0.6345 ≥159945
Alcomo 28686 5404 4904 0.6578 ≥12985
LogMap 27785 6305 390 0.6651 ≥0
AML N/A N/A N/A N/A N/A
Graphbasiert 28660 5430 315 0.6615 ≥0
original 28206 0 - 0.6844 ≥126353
Alcomo 24784 3422 2635 0.7030 ≥0
LogMap 25014 3192 395 0.7084 ≥13
AML 25156 3050 450 0.7099 ≥8
Graphbasiert 25114 3092 92 0.7098 ≥0
original 24924 0 - 0.6682 ≥158764
Alcomo 21936 2988 2616 0.6787 ≥20
LogMap 22193 2731 334 0.6868 ≥112
AML 22310 2614 701 0.6882 ≥43
Graphbasiert 22252 2672 125 0.6868 ≥8
YAM++
ServOMap
GOMMA
GOMMA-
reuse
5.4 Fazit
Zur U¨bersicht sind die durchschnittlichen Ergebnisse bzgl. aller Mappings fu¨r jeden Daten-
satz und jedes Verfahren in der Tabelle 5.9 zusammengefasst. Resu¨mierend ist festzuhalten,
dass alle Verfahren die Anzahl der unerfu¨llbaren Konzepte reduzieren. LogMap und das graph-
basierte Verfahren generieren bessere Ergebnisse bzgl. der durchschnittlichen Anzahl der un-
erfu¨llbaren Konzepte fu¨r die einzelnen Datensa¨tze als Alcomo und AML. Das graphbasierte
Verfahren erzeugt insbesondere fu¨r die Datensa¨tze FMA-SNMD und SNMD-NCI die gerings-
te durchschnittliche Anzahl von unerfu¨llbaren Konzepten. Die Qualita¨t bzgl. des durchschnitt-
lichen F- Measures des Mappings wird in der Regel von allen Verfahren erho¨ht außer beim
FMA-SNMD Datensatz. Bei diesem Datensatz wird das F- Measure reduziert, wobei das graph-
basierte Verfahren und AML eine geringe Reduzierung verursachen. Die Reparatur mit LogMap
fu¨hrt bei FMA-NCI und SNMD-NCI Mappings zur gro¨ßten durchschnittlichen Erho¨hung des
F-Measures mit 0.0026 bzw. 0.0244, wobei AML und das graphbasierte Verfahren bei SNMD-
NCI mit 0.0243 bzw. 0.0241 a¨hnliche Zuwa¨chse des durchschnittlichen F-Measures erreichen.
Da die Verbesserung des F-Measures vom Recall abha¨ngig ist, ist bei der Reparatur eine ge-
ringe Anzahl zu lo¨schender Korrespondenzen wu¨nschenswert, was fu¨r alle Verfahren zutrifft.
Die Gro¨ße der Reparaturmenge ist im Bereich von 2% (AML,Graphbasiert) bis 14% (LogMap).
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Alle Verfahren beno¨tigen fu¨r die Berechnung der Reparaturmenge eine annehmbare Zeit, wobei
das graphbasierte Verfahren signifikant besser ist bzgl. der Laufzeit als die anderen Verfahren.
Im Durchschnitt ist das graphbasierte Verfahren mindestens ≈ 17 mal schneller als Alcomo,
mindestens ≈ 5 mal schneller als AML und mindestens ≈ 2 mal schneller als LogMap. Ab-
schließend ist anzumerken, dass es sich bei der Evaluierung der Qualita¨t der reparierten Map-
pings, um einen reparierten Silberstandard mithilfe von LogMap und Alcomo handelt. Dennoch
wurden diese Alignments gewa¨hlt, da sie am logisch konsistenten sind und bisher keine anderen
Referenzalignments existieren. Es ist zu erwarten, dass die beiden Reparaturverfahren bessere
Ergebnisse bzgl. der Precision und somit des F-Measures generieren. Generell generieren Log-
Map und Alcomo gro¨ßere Reparaturmengen und somit kleinere Mappings als AML und das
graphbasierte Verfahren. Da das graphbasierte Verfahren und AML weniger Korrespondenzen
entfernen, ist es mo¨glich das die Korrespondenz nicht in den reparierten Mappings enthalten
sind, die durch LogMap und Alcomo repariert wurden, da sie als inkorrekt identifiziert wurden.
Tabelle 5.9: U¨bersicht der Ergebnisse fu¨r alle Datensa¨tze, Verfahren und Mappings. Die grau gefa¨rbten
Zeilen beinhalten keine vollsta¨ndigen Durchschnittswerte, da das Verfahren nicht bei allen Datensa¨tzen
terminiert.
Daten Verfahren ø ∆(F) ø t(s) ø |R| ø Unerf. 
original 0 - 0 34955.67
Alcomo 0.0012 518.50 161.50 15.75
LogMap 0.0026 123.75 162.25 9.00
AML 0.0013 149.25 130.50 10.50
Graphbasiert 0.0007 28.50 149.50 9.17
original 0 - 0 85649.00
Alcomo -0.0143 2102.00 1318.00 231.25
LogMap -0.0211 291.50 1525.25 0.25
AML -0.0046 436.67 763.33 25.00
Graphbasiert -0.0059 69.75 1144.50 0.00
original 0 - 0 142867.00
Alcomo 0.0183 3351.75 4101.50 3540.00
LogMap 0.0244 365.75 4245.75 31.25
AML 0.0242 538 3386 20.33
Graphbasiert 0.0241 158.75 3896.50 2.00
FMA-NCI
FMA-SNMD
SNMD-NCI
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Eine Vielzahl der existierenden Matchverfahren generieren Mappings zwischen zwei Onto-
logien, die logisch inkorrekte Korrespondenzen enthalten. Aufgrund dessen befasst sich diese
Masterarbeit mit der Konzeption und der Realisierung eines Verfahrens, welches ein Mapping
modifiziert, so dass im besten Fall ein logisch korrektes Mapping erzeugt wird. Diesbezu¨glich
wurden im ersten Kapitel die Grundlagen zu diesem Thema ero¨rtert. Eine komplexe Ontologie
ist eine Art der Wissensrepra¨sentation, die dem Formalismus der Beschreibungslogik unter-
liegt. Es wurden die basalen Bestandteile der Logik spezifiziert sowie deren Zusammenha¨nge.
Des Weiteren wurden die verschiedenen Konstrukte der Beschreibungslogik SHOIN(D) vor-
gestellt, die der Web Ontology Language DL (OWL DL) entspricht. Anschließend wurden
Reasoning- Verfahren pra¨sentiert, die diesen Formalismus verwenden, um implizites Wissen
der Ontologie zu ermitteln. Die Eingabe eines Reparaturverfahrens ist ein automatisch ge-
neriertes Ontologie- Mapping. Es wurden die verschiedenen Arten der Ontologie- Matching
Verfahren vorgestellt sowie verschiedene Techniken fu¨r die Optimierung von Matchverfahren.
Abschließend wurden exemplarisch die Match- Systeme GOMMA mit der Match Komponente,
YAM++ und ServOMap erla¨utert.
Vor der Konzeption und der Realisierung eines Verfahrens setzt sich diese Arbeit vorab
mit den bereits existierenden Verfahren auf diesem Forschungsgebiet auseinander. Diese Ver-
fahren sind die Valdierungskomponente des LogMap Match- Systems [17], Alcomo [19] und
ein modulbasiertes Verfahren (AML) [21]. Anschließend wurden die Konzeption und die Rea-
lisierung des im Rahmen dieser Arbeit entwickelten Verfahrens erla¨utert. Das graphbasierte
Verfahren ist in drei Phasen untergliedert: die Einlesephase, die Berechnung der fehlerhaften
Korrespondenzen bzgl. der Konzepte und die Ermittlung der inkorrekten Korrespondenzen bzgl.
der Properties. Fu¨r die Identifikation dieser Korrespondenzen werden die Ontologien und das
Mapping in eine Graphdatenstruktur transformiert. Der Großteil des Verfahrens konzentriert
sich auf der Identifikation der fehlerhaften Korrespondenzen bzgl. der Konzepte. Die Kernidee
des Verfahrens ist die Betrachtung der Paare der disjunkten Konzepte und die Identifikation
der gemeinsamen Subkonzepte, die unerfu¨llbar sind, sowie die Identifikation der beteiligten
Korrespondenzen. Fu¨r das na¨here Versta¨ndnis des Verfahrens wurde ein Beispiel eingefu¨hrt,
das den Ablauf des Verfahrens verdeutlicht.
Um die Effektivita¨t und die Effizienz des implementierten Verfahrens zu bestimmen, wurde
eine ausfu¨hrliche Evaluierung durchgefu¨hrt. Es wurde die beste Konfiguration fu¨r das imple-
mentierte Verfahren ermittelt. Hierfu¨r wurden die GOMMA Mappings des Large BioMed Track
verwendet. Mithilfe der identifizierten Konfiguration wurde das Verfahren mit den bereits exis-
tierenden Mapping Reparaturverfahren LogMap und Alcomo verglichen. Fu¨r den Vergleich der
verschiedenen Verfahren wurden hinzufu¨gend die Mappings von GOMMA-reuse, YAM++ und
ServOMap verwendet. Alle Verfahren reduzieren die Anzahl der logischen Konflikte signifikant
und erho¨hen z.T. das F- Measure geringfu¨gig. Das realisierte graphbasierte Verfahren u¨bertrifft
die Verfahren bzgl. der Effizienz und der logischen Konsistenz.
Fu¨r die zuku¨nftige Arbeit soll die Methode der Reparatur des Mappings bzgl. der Bezie-
hungen verbessert werden. Die bisherige Annahme der Schnittmengen der erweiterten Domain-
und Range- Mengen ist nicht ausreichend, um eine gute Reparaturmenge zu identifizieren. Des
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Weiteren sollen weitere Gewichtungsfunktionen untersucht werden, um die Qualita¨t des resul-
tierenden Mappings zu erho¨hen. Diesbezu¨glich ist jedoch nicht anzunehmen, dass eine optimale
Gewichtung existiert. So ist z.B. eine hohe Gewichtung der A¨hnlichkeit nicht sinnvoll, wenn
das zu reparierende Mapping von einem schlechten Matchverfahren generiert wurde. Um eine
ho¨here Effizienz zu realisieren, soll das Verfahren parallelisiert werden.
Ein weiterer Aspekt neben der Steigerung der Effizienz und der Effektivita¨t des Reparatur-
verfahrens ist das Zusammenspiel der einzelnen Teilprozesse des gesamten Match- Workflows.
Konkret ist zu untersuchen, welchen Einfluss bestimmte Blocking- Verfahren oder bestimmte
Matcher auf den Reparaturprozess haben und somit auf das resultierende Mapping. Ein weiterer
Aspekt, der zu evaluieren ist, ist der Einsatz des Reparaturverfahrens wa¨hrend des Matchpro-
zesses. Das Reparaturverfahren fungiert dabei als Reparatur und als Filterung, somit wird z.B.
die Gro¨ße des Similarity- Cubes reduziert, der bei der GOMMA Match Komponente verwendet
wird.
Ontologie- Mappings sind ein essentieller Bestandteil fu¨r Ontologie- Merging Verfahren.
Ein inkorrektes Mapping als Eingabe fu¨r ein Ontologie- Merging Verfahren ist eine potentiel-
le Ursache fu¨r eine fehlerhafte fusionierte Ontologie, die als Ergebnis des Merging Prozesses
erzeugt wird. Jedoch existieren in der Praxis ebenfalls Ontologien, die logisch fehlerhaft model-
liert sind, aufgrund einer fehlerhaften is a Hierarchie. In der Zukunft sollen Ontologien bzgl.
der Koha¨renz untersucht werden und festgestellt werden, ob die Ursache der Inkoha¨renz bei fu-
sionierten Ontologien stets ein inkorrektes Alignment ist. Diesbezu¨glich kann das graphbasierte
Verfahren weiter entwickelt werden, so dass ebenfalls die Subsumptionen der Ontologie in den
Reparaturprozess mit einbezogen werden, so dass als Ergebnis eine reparierte Ontologie bzgl.
der is a Hierarchie entsteht.
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