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The mechanism of interpretation (subgraph homomorphism, homomorphic 
embedding, general coloring) gives rise to a “geography” of graphs. The position of 
symmetric graphs in this geography is investigated. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
A relation for graphs (here, unlabelled and undirected) was introduced by 
Maurer, Salomaa, and Wood [lo] as a mechanism for constructing families 
of “similar graphs.” This mechanism is essentially identical to the one 
considered in the theory of grammar forms (see [ 171, for a survey, and also 
[ 141) and its introduction was actually motivated by this correspondence. 
More specifically, a graph G is an interpretation of a graph H, in symbols 
G Q H, if there is a homomorphism from G to a subgraph of H, i.e., there is 
a function f from the set of vertices in G to the set of vertices in H, such that 
if u and u are two adjacent vertices in G thenf(u) andf(v) are adjacent in H 
(if f(u) =f(v) then f(u) has a loop (an edge to itself)). G is a proper inter- 
pretation of H, in symbols G $ H, if G is an interpretation of H, but H is 
not an interpretation of G. G and H are called colorequivalent if G KI H and 
H 4 G hold. 
Apparently, the investigation of the interpretation mechanism amounts to 
that of graph homomorphisms, as it was pioneered in its generally accepted 
definition by Sabidussi [ 131 and which has been studied extensively (see, 
e.g., [7, 5, 9, 6, 81). Although these and related references must be 
considered as the “main stream” in the investigation of graph 
homomorphisms, we keep the notation as it was introduced in [lo] and then 
used in [2, 16, 11, 12, 151, since we regard this paper as a continuation of 
this research as it was motivated by the theory of grammar forms. 
In [ 161 it has been shown that whenever a graph G is a proper inter- 
pretation of a graph H, then we can “squeeze in” a new graph B between 
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these two graphs, i.e., G $ B $ H. Hence, the geography of graphs obtained 
by interpretation is called dense. In this paper we investigate the role that 
undirected symmetric graphs play in this dense geography of graphs. This 
was briefly discussed first in [ 151. 
Preliminary definitions (and results) are recalled in Section 2. We follow 
mainly the notation in [4] and we refer to this book for unexplained 
notations. Section 3 deals with minimal graphs of symmetric graphs. In 
Section 4 symmetric graph-free intervals are considered, i.e., pairs of graphs 
for which no symmetric graph can be squeezed in between. Section 5 shows 
a result which indicates density for the geography of symmetric graphs. 
More specifically, there is always a symmetric graph which can be squeezed 
in between a complete graph and a symmetric graph. A short discussion in 
Section 6 concludes the paper. 
2. PRELIMINARIES 
We consider finite undirected unlabelled graphs possibly with loops but 
without parallel edges. Such a graph G is described by a tuple G = (V,, EG) 
(V, is the set of vertices; E, is a set of unordered pairs (denoted (u, v’), 
v, v’ E VG), the set of edges). If vertices v and v’ are adjacent, then we write 
v adj v’, for short. A graph G’ is a morphic image of a graph G, if there is a 
homomorphism h which maps G onto G’. It is an easy observation that 
G a H if and only if there is a morphic image G’ of G which is isomorphic 
to a subgraph of H. 
Note that G a K, holds (K, is the complete graph on n vertices) if and 
only if G is n-colorable, that is there is a mapping 
c: v, + { 1, 2,..., n} 
such that adjacent vertices have different “colors” assigned to them. (Such a 
coloring is called a good n-coloring of G.) This fact will be exploited several 
times in the following proofs. 
It is easily seen that the relation a is transitive and that the following 
basic hierarchy holds (U= ({u}, {(v, v)}), C, denotes the cyclic graph on m 
vertices): 
K, $ ..a C,,,, $ C,,-, $ a.. C, = K, $I ..a K, $ K,,, 9 .** U, 
m > 3, n > 4. 
The even cycles Czm are omitted in the basic hierarchy since all of them are 
colorequivalent to K,. Note that there are pairs of graphs such that neither is 
an interpretation of the other; take for example K, and the Mycielski graph 
(see Fig. 2.1). 
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FIG. 2.1. The Mycielski graph. 
Every pair of graphs (G, H), with G $ H, defines an (open) interval 
.Y(G, H) of graphs, which can be squeezed in between G and H, that is, 
T(G,H)={F(G@‘$H}. 
We say G is a lower bound of 3 and H is an upper bound of J. As already 
indicated in the introduction, every interval of graphs (except for 3’(K,, K,)) 
contains infinitely many pairwise noncolorequivalent graphs. 
A graph G is a minimal graph if none of its morphic images are 
isomorphic to a proper subgraph of G (in other words, every endomorphism 
on G is an automorphism). It is not too difficult to prove (see [ 161) that two 
colorequivalent minimal graphs are isomorphic. Hence, minimal graphs 
constitute a suitable “normal form” of graphs in the terminology of inter- 
pretation. 
A graph G is point symmetric if the automorphism group of G is tran- 
sitive. Since we restrict ourselves to point symmetric graphs, we write 
symmetric instead of point symmetric. 
The notion of weak product of graphs is important for technical reasons. 
For graphs G and H, the weak product G x H is defined by V,,, = 
V, x V,, and 
E GXH = i([‘, wl, [ u’, w’]) ] (u, u’) in E, and (w, w’) in EH}. 
The two properties of weak products we exploit in this paper are (i) the weak 
product of two symmetric graphs is symmetric and (ii) a graph is an inter- 
pretation of graphs G and H if and only if it is an interpretation of G X H. 
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3. MINIMAL GRAPHS 
If symmetric graphs in the (interpretation) geography of graphs are 
investigated, then an immediate question is whether every minimal graph is 
“extensible” to a colorequivalent symmetric graph. It can be shown that the 
answer is negative. Actually only symmetric minimal graphs have color- 
equivalent symmetric graphs. 
THEOREM 3.2. Let G be a graph and let M be a minimal graph which is 
colorequivalent to G. If G is a symmetric graph then M is a symmetric graph. 
Proof. Let G be a symmetric graph. If G is a minimal graph then the 
assertion obviously holds. Otherwise, there is a proper subgraph M (of G) 
such that there is an endomorphism e which maps G onto M and M is a 
minimal graph. (This means M is the minimal graph colorequivalent to G.) 
W.1.o.g. we can assume that e is the identity onM. 
In order to find for two vertices v,, and vi in V,, an automorphism of M 
taking v0 to vr, we take an automorphism a of G with a(vJ = v, and 
consider the composition ea of the endomorphism e and the automorphism a. 
Obviously, ea(v,) = vl, ea is an endomorphism on M and, since M is a 
minimal graph, this composition is an automorphism of M. This completes 
the proof 1. 
Note that the theorem cannot be generalized to “every morphic image of a 
symmetric graph G-which is isomorphic to a subgraph of G-is 
symmetric.” The graph G’ = ({ 1, 2, 3}, {( 1,2), (2, 3)}) which is a “morphic 
subgraph” of C, gives a simple counter-example. 
It is an easy observation that a symmetric graph S has an infinite number 
of symmetric colorequivalent graphs. E.g., if S is symmetric, then S X S is 
symmetric and colorequivalent to S. 
Figure 3.1 depicts the only three symmetric minimal graphs with at most 
eight vertices, except for the trivial examples of complete graphs and odd 
cycles. This follows from the investigation of a list of minimal graphs in [3]. 
FIG. 3.1. Symmetric minimal graphs. 
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4. SYMMETRIC GRAPH-FREE INTERVALS 
We know that every interval of graphs (with one exception) is nonempty. 
In this sections we consider the problem whether such an interval always 
contains a symmetric graph. 
THEOREM 4.1. Let G be the graph described in Fig. 4.1. The interval 
S(K, , G) contains no symmetric graph. 
Proof. The proof of the relation K, $I G is left to the reader. (Hint: G is 
not 3-colorable.) Let S be a symmetric loop-free graph, with K3 4 S. We 
show that if S (1 G then S is colorequivalent to K, and, consequently, S is 
not in the interval s’(K,, G). Since K, (I S and S is loop-free, K, is 
isomorphic to a subgraph of S. More than this, for every vertex v in the 
symmetric graph S there are vertices u and w  such that {u, v, w) induces a 
complete graph, i.e., they are pairwise adjacent. Assume that S is an inter- 
pretation of G. Then there is a homomorphism h from V, to V,. 
CLAIM. There is no vertex v in V, such that h(v) = v, or h(v) = v, (vl 
and v2 correspond to the vertices as shown in Figure 4.1). 
Proof of the Claim. Assume that h(v) = v1 for some vertex v in Vs. Then 
consider two vertices u and w  such that {u, v, w} are pairwise adjacent in S. 
Since u adj v and w  adj v, we have {h(u), h(w)} E {v,, v,, us}. Now the fact 
that {v2, v,, ve} are pairwise nonadjacent contradicts the assumption that u 
FIG. 4.1. The graph G treated in Theorem 4.1 and Corollary 4.2. 
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and w  are adjacent. This proves the claim for u,. The argument for v2 is 
analogous. 
Ths claim implies that if S is an interpretation of G then it is also an inter- 
pretation of the subgraph G’ (of G) which is induced by {uj, uq, u5, 
vFj, u,, v,). 
It is easily seen that G’ is an interpretation of K, which implies that S is 
an interpretation of K,. This completes the proof. 1 
Note that we have shown the existence of symmetric graph-free intervals, 
even if the lower bound of the interval is a symmetric graph. This result is 
now generalized to all complete graphs. To this end, we need the following 
notion: The l-enlarged graph of G, G + ’ for short, is obtained by adding a 
vertex v to G and inserting edges between v and all vertices in G. For some 
positive integer n, IZ > 2, G”’ = (G’(“-‘))+I, is called the n-enlarged graph 
of G. 
COROLLARY 4.2. Let G be the graph described in Fig. 4.1. For some 
positive integer n, n > 3, the interval J(K,, G + 0- 3)) contains no symmetric 
graph. 
Proof. The relation K, = K:‘“-3’ -@ G + (n-3) follows from the fact that 
if H @ G then Htk q&l G+k (see Lemma 3.3 in [ 161). The remainder of the 
argument can be obtained from the proof of Theorem 4.1. 1 
For a graph G, K, $l G, the interval s’(K,, G) always contains a 
symmetric graph. This is easily seen as follows: Every graph G with K, 9 G 
is not two-colorable. Thus it has a cycle of odd length, say 2m + 1, as 
subgraph, such that CZm+3 @ G. This graph C2,,,+ 3 is both symmetric and in 
s’(K,, G). 
5. A DENSITY RESULT FOR SYMMETRIC GRAPHS 
As already pointed out, the open problem attacked in this paper is whether 
the family of symmetric graphs is dense. More specifically, we ask whether 
every interval Y(G, H)-with a symmetric graph as a lower bound and a 
symmetric graph (not colorequivalent to KJ as an upper bound+ontains a 
symmetric graph. 
Although we are not able to solve the whole density problem for 
symmetric graphs, we prove in this section that every interval .Y(K,, S), 
n > 2, with S being a symmetric graph, contains a symmetric graph. 
For natural numbers n and m, 1 < m Q n/2, let Cr be the graph with the 
set of vertices 
qc:) = Iv,, V2Y.Y v,] 
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and with the set of edges 
E(Cr)= {(vi,vj)I 1 <j-i(morj-i>n-m}. 
Intuitively, Ct consists of a spanning cycle of length 12, and every vertex is 
adjacent to its next m neighbors (clockwise and counter-clockwise). Thus, CA 
is the cyclic graph C, and for m > (n - 1)/2, Cr is the complete graph K,. 
The graph on seven vertices in Fig. 3.1 depicts C:. 
The following lemma summarizes the properties of these graphs which are 
useful for our investigations. 
LEMMA 5.1. Let n and m be natural numbers, 
(i) Cf is a symmetric graph, 1 < m < n/2. 
(ii) K, $I Cg;‘,, i > 2, m > 2. 
(iii) A graph G which has K, as a proper interpretation cannot be an 
interpretation of all graphs in Ym = {CL>‘, ( i > 2}, m > 2. 
ProoJ (i) Obvious. 
(ii) The vertices {v,, v2 ,..., urn) induce a complete subgraph in Cz;‘,. 
Hence K,,, is an interpretation of Ck>i,. 
In order to show that K, is a proper interpretation of C&;i,, it suffices to 
prove that C;l,-,l, is not m-colorable. Assume that C$;‘, is m-colorable, i.e., 
there is a mapping f 
f: V(Cg;‘l) -+ ( 1, 2,..., m} 
such that for v, w  in V(C~;‘i),f(v) #f(w) if u and w  are adjacent. W.1.o.g. 
let 
f(Vi) = i, 1 <i<m. 
NowS(v,+,) must equal l,f(vm+*) must equal 2, and so on. In other words 
the coloring of C;n,-;li is unique and good for each vertex except for vim + i : 
.f(v [,,,+ i) should be 1 corresponding to our unique coloring, but vim+, is 
adjacent to vi. This gives the required contradiction since f(v,) = 1. 
(iii) Recall that the above m-coloringfwas good except for the “last” 
vertex vim+, . Consequently, every subgraph of C~Q’, with less than im + 1 
vertices is m-colorable. 
Let G be a graph with less than im + 1 vertices. If G is an interpretation of 
C&J’, then it is an interpretation of a subgraph of CL;‘, with less than 
im + 1 vertices. The transitivity of interpretation and the above observation 
imply that G is an interpretation ofK,,,. 
Consequently, we have shown that a graph G with less than im + 1 
vertices and with K, 9 G cannot be an interpretation of C~&+‘, in Pm. m 
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Consider now the interval 3’(K,, S) for a symmetric graph S, with 
K,,, @ S. We know that there is a symmetric graph C in 9, such that S is 
not an interpretation of C. If C $I S then a symmetric graph in S(K,, S) is 
found. If C is not an interpretation of S then the relation K, 4S X C $I S 
holds. This again would imply the existence of a symmetric graph in the 
interval Y(K,, S), unless S x C is colorequivalent to K,. The following 
lemma closes this last gap in our argument. 
LEMMA 5.2. Let A and B be two connected graphs, with K, $ A and 
K, @ B, for some natural number n. Then K, is a proper interpretation of 
AxB. 
Proof: Clearly, K, is an interpretation of A X B. 
We assume that A x B 4 K, and h is a coloring 
h: VA x V,+ {1,2,...,n} 
such that h([a,, b,]) = h([a,, b2]) implies that [a,, b,] and [a,, b,] are not 
adjacent. 
Let KA = {a,, a*,..., a,,} be vertices in VA which induce a complete 
subgraph in A, and analogously choose a subset K, = {b,, b2,..., b,} of V, 
which induces a complete subgraph in B. 
CLAIM 1. Let h( [a,, b]),..., h([a,, b]) be pairwise distinct for some 
vertex b in V,. Then h( [a,, b’]) = h( [a,, b]) holdsfir all i, 1 < i Q n, andfor 
all vertices b’ in VB. 
Proof of Claim 1. Let b’ be a vertex in VB with b’ adj b. Then 
[a,, b] adj [al, b’] for all i,j, 1 < i <j < n. Consequently, h([ai, b’]) = 
h([a,, b]), since h([ai, b’]) # h([aj, b]) for i #j. The graph B is connected; 
therefore these considerations prove the claim for all vertices in V,. 
CLAIM 2. Let h([ai, b]) = h([a,, b]) for some vertex b in V, and some 
indices i, j, 1 < i <j < n. Then for all vertices b’ in V, , there are indices i’ 
and j’, 1 < i’ <j’ <n, such that h([a,,, b’]) = h([a,,, b’]). 
Proof of Claim 2. An immediate consequence of Claim 1. 
CLAIM 3. Let the premise of Claim 2 hold. A coloring g of B 
g: V, + { 1, 2,..., n} 
is defined as follows: For a vertex b in V,, take two indices i and j, 
1 < i <j < n, such that h([a,, b]) = h([a,, b]) and choose g(b) = h([a,, b]). 
Then g(b) = g(b’) implies that b and b’ are not adjacent in B and g is a good 
n-coloring of B. 
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Proof of Claim 3. Let g(b) = g(P). According to the definition, there are 
indices i, j, 1 < i <j < n, and i’, 1 < i’ Q n, such that 
h([a,, b]) =h([q, b]) =g(b) =g(b’) = h([aif, b’]). 
The adjacency of b and b’ in B would imply [ai, b] adj [a,,, b’] or 
[a,, b] ad.i [air, b’l in A x B. This contradicts the assumptions on h and 
proves the claim. 
If now the premise of Claim 2 holds then Claim 3 leads to a good n- 
coloring g of B, i.e., B 4 K, which is a contradiction. If the premise of 
Claim 2 does not hold then the premise of Claim 1 must hold. In this case 
we have 
for some vertex a in V,, 6,, b, in KB, namely, e.g., for a = a, (see Claim 1). 
An argument analogous to the one used to prove Claim 3 shows that A is 
an interpretation of K,, which proves the assertion of the lemma. 1 
THEOREM 5.3. Let m > 2 and let S be a symmetric graph such that 
K, -$ S. Then the interval J(K,, S) contains infinitely many pairwise 
noncolorequivalent symmetric graphs. 
Proof. As we have pointed out before, Lemma 5.1 and Lemma 5.2 show 
that there is a symmetric graph S, in Y(K,, S). Of course, there is a 
symmetric graph S, in s’(K,, S,) and so on. This gives an infinite sequence 
of symmetric graphs S, in s’(K,, S) with S,, 1 @ S,, i = 1,2,3 ,.... 1 
6. DISCUSSION 
We have investigated the role of symmetric graphs in the geography of all 
graphs defined by the interpretation (subgraph homomorphism) mechanism. 
Although we pointed out some results the main problem is still open: 
Is the family of symmetric graphs dense; i.e., for symmetric graphs 
S, and S, (not colorequivalent to K2) with S, $ Sz, is there a 
symmetric graph S such that S, (1 S e S, ? 
Lemma 5.2 can be considered as a contribution to the investigations of the 
coloring of a weak product G x H in relation to the colorings of G and H 
and it states the following, using conventional notation: 
For a graph G, let o(G) denote the maximal number of vertices in a 
complete subgraph of G, and x(G) denote the chromatic number of 
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G. Then for two connected graphs G and H with w(G) 2 x(G) - 1 
and o(H) > x(H) - 1, we have x(G X H) = mink(G), x(H)). 
As far as I know the problem of whether x(G X H) = min(X(G),X(H)) holds 
in general is still open (as mentioned, for example, in [ 11). 
Note added in proof. As pointed out by one referee, Lemma 5.2 and the 
corresponding case of the conjecture x(G X H) = mink(G), x(H)) have been 
obtained independently by D. Duffus, B. Sands, and R. Woodrow [On the 
chromatic number of the relational product of graphs, manuscript (1983)]. 
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