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Abstract
We present a solver for the 2D high-frequency Helmholtz equation in heterogeneous acoustic
media, with online parallel complexity that scales optimally as O(NL ), where N is the number
of volume unknowns, and L is the number of processors, as long as L grows at most like a
small fractional power of N . The solver decomposes the domain into layers, and uses transmis-
sion conditions in boundary integral form to explicitly define “polarized traces”, i.e., up- and
down-going waves sampled at interfaces. Local direct solvers are used in each layer to precom-
pute traces of local Green’s functions in an embarrassingly parallel way (the offline part), and
incomplete Green’s formulas are used to propagate interface data in a sweeping fashion, as a
preconditioner inside a GMRES loop (the online part). Adaptive low-rank partitioning of the
integral kernels is used to speed up their application to interface data. The method uses second-
order finite differences. The complexity scalings are empirical but motivated by an analysis
of ranks of off-diagonal blocks of oscillatory integrals. They continue to hold in the context of
standard geophysical community models such as BP and Marmousi 2, where convergence occurs
in 5 to 10 GMRES iterations. While the parallelism in this paper stems from decomposing the
domain, we do not explore the alternative of parallelizing the systems solves with distributed
linear algebra routines.
1 Introduction
Many recent papers have shown that domain decomposition with accurate transmission boundary
conditions is the right mix of ideas for simulating propagating high-frequency waves in a hetero-
geneous medium. To a great extent, the approach can be traced back to the AILU method of
Gander and Nataf in 2001 [45, 47]. The first linear complexity claim was perhaps made in the
work of Engquist and Ying on sweeping preconditioners in 2011 [38, 39] – a special kind of domain
decomposition into grid-spacing-thin layers. In 2013, Stolk [86] restored the flexibilty to consider
coarser layerings, with a domain decomposition method that realizes interface transmission via an
ingenious forcing term, resulting in linear complexity scalings very similar to those of the sweeping
preconditioners. Other authors have since then proposed related methods, including [24, 96], which
we review in section 1.4. Many of these references present isolated instances of what should eventu-
ally become a systematic understanding of how to couple absorption/transmission conditions with
domain decomposition.
In a different direction, much progress has been made on making direct methods efficient for
the Helmholtz equation. Such is the case of Wang et al.’s method [31], which couples multi-frontal
elimination with H-matrices. Another example is the work of Gillman, Barnett and Martinsson on
computing impedance-to-impedance maps in a multiscale fashion [50]. It is not yet clear whether
offline linear complexity scalings can be achieved this way, though good direct methods are often
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faster in practice than the iterative methods mentioned above. The main issue with direct methods
is the lack of scalability to very large-scale problems due to the memory requirements.
The method presented in this paper is a hybrid: it uses legacy direct solvers locally on large
subdomains, and shows how to properly couple those subdomains with accurate transmission in
the form of an incomplete Green’s representation formula acting on polarized (i.e., one-way) waves.
The novelty of this paper is twofold:
• We show how to reduce the discrete Helmholtz equation to an integral system at interfaces
in a way that does not involve Schur complements, but which allows for polarization into
one-way components;
• We show that when using fast algorithms for the application of the integral kernels, the
online time complexity of the numerical method can become sublinear in N in a parallel
environment, i.e., O(N/L) over L N nodes1 using a simple parallelization model 2.
The proposed numerical method uses a layering of the computational domain, and also lets L
be the number of layers. It morally reduces to a sweeping preconditioner when there are as many
layers as grid points in one direction (L = n ∼ N1/2); and it reduces to an efficient direct method
when there is no layering (L = 1). In both those limits, the online complexity reaches O(N) up to
log factors.
But it is only when the number of layers L obeys 1 L N that the method’s online asymp-
totic complexity scaling O(N/L) is strictly better than O(N), even without relying on distributed
linear algebra solvers.
Finally, the method was designed to be modular; it can seamlessly integrate new advances in
direct solvers such as [50, 81, 97], and in fast summation techniques [5, 60]. Moreover, it can be
easily modified for different discretizations; as explained in the the sequel, the algorithm hinges on
a discrete Green’s representation formula, which can be computed, in theory, for any sparse linear
system issued from a discretization of a linear PDE, via summation by parts.
1.1 Polarization
Let x = (x, z), the equation that we consider is in this paper is
−4u(x)− ω2m(x)u(x) = f(x), for x ∈ R2, (1)
with m(x) = 1 outside a bounded neighborhood Ω of the origin, with Sommerfeld radiation condi-
tion (SRC) ∣∣∣∣∂u∂r − iωu
∣∣∣∣ = O(r), as r →∞, (2)
where r = |x|. Equivalently, we may consider x ∈ Ω, and replace the SRC by arbitrarily accurate
absorbing boundary conditions in the form of a perfectly matched layer (PML) [8, 56] outside Ω.3
In the context of scalar waves in an unbounded domain, we say that a wave is polarized at an
interface when it is generated by sources supported only on one side of that interface.
Polarization is key to localizing propagating waves. If, for instance, the Helmholtz equation is
posed in a large domain Ω, but with sources supported in some small subdomain Ω1 ⊂ Ω, then
1The upper bound on L is typically of the form O(N1/8), with some caveats. This discussion is covered in sections
1.3 and 6.
2It is possible to improve the parallelization using distributed linear solvers such as SuperluDIST [55], Pardiso
[59], MUMPS [2] among others.
3In practice, we do not restrict the PML to uniform media, i.e., m(x) 6= 1 in R2\Ω.
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the exterior unknowns can be eliminated to yield a local problem in Ω1 by an adequate choice of
“polarizing” boundary condition. Such a boundary condition can take the form ∂u∂n = Du in ∂Ω1,
where D is the Dirichlet-to-Neumann map exterior to Ω1. In a finite difference framework, D can
be represented via a Schur complement of the unknowns in the exterior region Ω \Ω1. See figure 1
for a sample geometry where Ω1 = Ω
down, the bottom half-plane.
A polarizing boundary condition at ∂Ω1 may be absorbing in some special cases (such as
a uniform medium), but is otherwise more accurately described as the image of the absorbing
boundary condition at ∂Ω by reduction as outlined above. Polarized waves at ∂Ω1 – as we defined
them – are not in general strictly speaking outgoing, because of the presence of possible scatterers
in the exterior zone Ω \Ω1. These scatterers will generate reflected/incoming waves that need to
be accounted for in the polarization condition at ∂Ω1.
We say that a polarization condition is exact when the reduction of unknowns is done in the
entire exterior domain, without approximation. In a domain decomposition framework, the use of
such exact polarizing conditions would enable solving the Helmholtz equation in two sweeps of the
domain – typically a top-down sweep followed by a bottom-up sweep [46].
However, constructing exact polarizing conditions is a difficult task. No matter the ordering,
elimination of the exterior unknowns by direct linear algebra is costly and difficult to parallelize.
Probing from random vectors has been proposed to alleviate this problem [6], but requires signifi-
cant user intervention. Note that elimination of the interior unknowns by Schur complements, or
equivalently computation of an interior Dirichlet-to-Neumann map, may be interesting [50], but
does not result in a polarized boundary condition. Instead, this paper explores a local formulation
of approximate polarized conditions in integral form, as incomplete Green’s identities involving
local Green’s functions.
To see how to express a polarizing condition in boundary integral form, consider Fig. 1. Let
x = (x, z) with z pointing down. Consider a linear interface Γ partitioning R2 as Ωdown ∪Ωup ∪ Γ,
with f compactly supported in Ωdown. Suppose that m is heteregeneous, but constant outside a
large compact neighborhod of the origin.
Let x ∈ Ωup, and consider a contour made up of the boundary ∂D (the gray contour in Fig.
1) of a semi-disk D of radius R in the upper half-plane Ωup. We can then apply the Green’s
representation formula (GRF) [58, 68] on D to obtain
u(x) =
∫
∂D
(
∂G
∂zy
(x,y)u(y)−G(x,y) ∂u
∂zy
(y)
)
dSy, x ∈ D˚, (3)
and zero if x lies in the semi-circle of radius R. Moreover, Eq. 3 can decomposed in
u(x) =
∫
ΓR
(
∂G
∂zy
(x,y)u(y)−G(x,y) ∂u
∂zy
(y)
)
dSy (4)
+
∫
∂DR
(
∂G
∂zy
(x,y)u(y)−G(x,y) ∂u
∂zy
(y)
)
dSy, x ∈ D˚, (5)
where ΓR = Γ ∩ ∂D, and ∂DR is the portion of ∂D in the interior of Ωup.
Letting R→∞, the integral in ∂DR vanishes due to the SRC, which results in the incomplete
Green’s formula
u(x) =
∫
Γ
(
∂G
∂zy
(x,y)u(y)−G(x,y) ∂u
∂zy
(y)
)
dSy, x ∈ Ωup. (6)
On the contrary, if x approaches Γ from below, then we obtain the annihilation formula
0 =
∫
Γ
(
∂G
∂zy
(x,y)u(y)−G(x,y) ∂u
∂zy
(y)
)
dSy, x→ Γ, x in Ωdown. (7)
3
Eqs. 6 and 7 are equivalent; either one can be used as the definition of a polarizing boundary
condition on Γ. This boundary condition is exactly polarizing if G is taken as the global Green’s
function for the Helmholtz equation in R2 with SRC.
⌦up
⌦down
 
D
x
z
Figure 1: Illustration of Eqs. 6 and 7.
Instead, this paper proposes to use these conditions with a local Green’s function G that arises
from a problem posed in a slab around Γ, with absorbing boundary conditions at the edges of the
slab. With a local G, the conditions (Eq. 6 or 7) are only approximately polarizing.
Other approximations of absorbing conditions, such as square-root operators, can be good in
certain applications [32, 83, 85, 44, 87], but are often too coarse to be useful in the context of a
fast domain decomposition solver. In particular, it should be noted that square-root operators do
not approximate polarizing conditions to arbitrary accuracy in media with heterogeneity normal
to the boundary.
Finally, we point out that an analogous approach can be found for the homogeneous case
under the name of Rayleigh integrals in Chapter 5 of [9], in which the polarizing condition is
called causality condition; moreover, the approach presented above is equivalent to the upwards-
propagating radiation condition (UPRC) in [21].
1.2 Algorithm
Let Ω be a rectangle in R2, and consider a layered partition of Ω into slabs, or layers {Ω`}L`=1. The
squared slowness m(x) = 1/c(x)2, x = (x, z), is the only physical parameter we consider in this
paper. Define the global Helmholtz operator at frequency ω as
Hu = (−4−mω2)u in Ω, (8)
with an absorbing boundary condition on ∂Ω, realized to good approximation by a perfectly
matched layer surrounding Ω. Let us define f ` as the restriction of f to Ω`, i.e., f ` = fχΩ` .
Define the local Helmholtz operators as
H`u = (−4−mω2)u in Ω`, (9)
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with an absorbing boundary condition on ∂Ω`. Let u be the solution to Hu = f . Using the local
GRF, the solution can be written without approximation in each layer as
u(x) = G`f `(x) +
∫
∂Ω`
(
G`(x,y)∂νyu(y)− ∂νyG`(x,y)u(y)
)
dSy (10)
for x ∈ Ω`, where G`f `(x) = ∫Ω` G`(x,y)f `(y)dy and G`(x,y) is the solution of H`G`(x,y) =
δ(x− y).
Denote Γ`,`+1 = ∂Ω
` ∩ ∂Ω`+1. Supposing that Ω` are thin slabs either extending to infinity, or
surrounded by a damping layer on the lateral sides, we can rewrite Eq. 10 as
u(x) = G`f `(x)
−
∫
Γ`−1,`
G`(x,x′)∂zu(x′)dx′ +
∫
Γ`,`+1
G`(x,x′)∂zu(x′)dx′
+
∫
Γ`−1,`
∂zG
`(x,x′)u(x′)dx′ −
∫
Γ`,`+1
∂zG
`(x,x′)u(x′)dx′. (11)
The knowledge of u and ∂zu on the interfaces Γ`,`+1 therefore suffices to recover the solution
everywhere in Ω.
We further split u = u↑+u↓ and ∂zu = ∂zu↑+∂zu↓ on Γ`,`+1, by letting (u↑, ∂zu↑) be polarized
up in Ω` (according to Eq. 7), and (u↓, ∂zu↓) polarized down in Ω`+1. Together, the interface
fields u↑, u↓, ∂zu↑, ∂zu↓ are the “polarized traces” that serve as computational unknowns for the
numerical method.
 ` 1,`
 `,`+1
⌦`
u`," @zu`,"
u`,# @zu`,#
Figure 2: Illustration of Eq. 11. The light-shaded layer around Ω` represents the absorbing layer.
The discrete system is then set up from algebraic reformulations of the local GRF (Eq. 11)
with the polarizing conditions (Eqs. 6 and 7), in a manner that will be made explicit below. The
reason for considering this sytem is twofold:
1. It has a 2-by-2 structure with block-triangular submatrices on the diagonal, and compa-
rably small off-diagonal submatrices. A very good preconditioner consists in inverting the
block-triangular submatrices by back- and forward-substitution. One application of this pre-
conditioner can be seen as a sweep of the domain to compute transmitted (as well as locally
reflected) waves using Eq. 6.
2. Each of these submatrices decomposes into blocks that are somewhat compressible in adaptive
low-rank-partitioned format. This property stems from the polarization conditions, and would
not hold for the Schur complements of the interior of the slab.
Point 1 ensures that the number of GMRES iterations stays small and essentially bounded as a
function of frequency and number of slabs. Point 2 enables the sublinear-time computation of each
iteration.
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1.3 Complexity scalings
Time complexities that grow more slowly than the total number N of volume unknowns are possible
in a L-node cluster, in the following sense: the input consists of a right-hand-side f distributed to
L nodes corresponding to different layers, while the problem is considered solved when the solution
is locally known for each of the L nodes/layers.
The Helmholtz equation is discretized as a linear system of the form Hu = f . There is an
important distinction between
• the offline stage, which consists of any precomputation involving H, but not f ; and
• the online stage, which involves solving Hu = f for possibly many right-hand sides f .
By online time complexity, we mean the runtime for solving the system once in the online stage.
The distinction is important in situations like geophysical wave propagation, where offline pre-
computations are often amortized over the large number of system solves with the same matrix
H.
We let n = N1/2 for the number of points per dimension (up to a constant). Since most of our
complexity claims are empirical, our O notation may include some log factors. All the numerical
experiments in this paper assume the simplest second-order finite difference scheme for constant-
density, heterogeneous-wave-speed, fixed-frequency acoustic waves in 2D – a choice that we make
for simplicity of the exposition. High frequency either means ω ∼ n (constant number of points
per wavelength), or ω ∼ n1/2 (the scaling for which second-order FD are expected to be accurate),
with different numerical experiments covering both cases.
The table below gathers the observed complexity scalings. We assume that the time it takes to
transmit a message of length m on the network is of the form α + βm, with α the latency and β
the inverse bandwidth.
Step Sequential Zero-comm parallel Number of processors Communication cost
offline - O((N/L)3/2) N1/2L O(αL+ βNL)
online O(NγL) O (N log(N)/L) L O(αL+ βN1/2L)
Table 1: Time complexities for the different stages of the solver. The parameter γ is striclty less
than one; its value depends on the scaling of ω vs. N . A representative value is γ = 3/4 (more in
the text).
These totals are decomposed over the different tasks according to the following two tables.
Step Sequential Zero-comm parallel Number of processors
Factorization - O((N/L)3/2) L
Computation of the Green’s functions - O (N log(N)/L) L
Compression of the Green’s functions - O(RmaxN logN) N1/2L
Table 2: Complexity of the different steps within the offline computation.
6
Step Sequential Zero-comm parallel Number of processors
Backsubstitutions for the local solves - O (N log(N)/L) L
Solve for the polarized traces O(NγL) - 1
Reconstruction in the volume - O (N log(N)/L) L
Table 3: Complexity of the different steps within the online computation.
The “sweet spot” for L is when NγL ∼ NL , i.e., when L ∼ N
1−γ
2 . The value of γ depends on
how the frequency ω scales with n:
• When ω ∼ n1/2 (O(n1/2) points per wavelength), the second-order finite difference scheme
is expected to be accurate in a smooth medium. In that case, we observe γ = 58 in our
experiments, even when the medium is not smooth. Some theoretical arguments indicate,
however, that this scaling may not continue to hold as N →∞, and would become γ = 34 for
values of N that we were not able to access computationally. Hence we prefer to claim γ = 34 .
• When ω ∼ n (O(1) points per wavelength), the second-order finite difference scheme is not
pointwise accurate. Still, it is a preferred regime in exploration geophysics. In that case, we
observe γ = 78 . This relatively high value of γ is due to the poor quality of the discretization.
For theoretical reasons, we anticipate that the scaling would again become γ = 34 as ω ∼ n,
were the quality of the discretization not an issue.
As the discussion above indicates, some of the scalings have heuristic justifications, but we have
no mathematical proof of their validity in the case of heterogeneous media of limited smoothness.
Counter-examples may exist. For instance, if the contrast increases between the smallest and the
largest values taken on by m – the case of cavities and resonances – it is clear that the constants
in the O notation degrade. See section 6 for a discussion of the heuristics mentioned above.
Further improvements in the complexity can, in principle, be achieved by using distributed
linear algebra for each local solve using a number of nodes that grows with the number of degrees
of freedom. Using the same hypothesis, the sweeping preconditioner [39] can achieve sublinear
runtime; however, it would require distributed linear algebra especially tailored to this particular
problem such as [77].
Although the present paper is concerned with the 2D Helmholtz equation, the algorithm in-
troduced can be easily be extended for the 3D case. However, the complexity scalings would be
completely different. The complexity for the local solves is known to be O(N4/3/L2) (using a
multifrontal method [36, 49] in a slab of dimensions n × n × n/L) and the same theoretical argu-
ments in Section 5 can be extended for the 3D case, which will provide a O(N5/6) complexity for
the application of the Green’s integral compressed in partitioned low rank (PLR) form. A crude
estimate would yield an overall online runtime O(N4/3/L2 +LN5/6), which would result in a linear
runtime algorithm provided that L ∼ N1/6. Notice however that the application of the Green’s
integrals using a butterfly algorithm [60, 73] can, in principle, be performed in O(N2/3) time (up
to logarithmic factors), which would, in theory, provide sublinear online runtimes.
1.4 Additional related work
In addition to the references mentioned on page 1, much work has recently appeared on domain
decomposition and sweeping-style methods for the Helmholtz equation:
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• The earliest suggestion to perform domain decomposition with transmission boundary con-
ditions is perhaps to be found in the work of Despres [35], which led, in joint work with
Cessenat and Benamou, to the Ultra Weak Variational Formulation [7, 18, 19, 20];
• Their work spawned a series of new formulations within the framework of Discontinous
Galerkin methods, such as the Trefftz formulation of Perugia et al. [70, 51], and the dis-
continuous enrichment method of Farhat et al. [43];
• Simultaneously to the ultra weak formulation, the partition of unity method (PUM) by
Babuska and Melenk [3], and the least-squares method by Monk and Wang [72], were de-
veloped.
• Hiptmair et al. proposed the multi-trace formulation [53], which involves solving an integral
equation posed on the interfaces of a decomposed domain, which is naturally well suited for
operator preconditionning in the case of piece-wise constant medium;
• Plessix and Mulder proposed a method similar to AILU in 2003 [75];
• More recently, Geuzaine and Vion explored approximate transmission boundary conditions
[96, 95] coupled with a multiplicative Schwartz iteration, to improve on traditional domain
decomposition methods;
• Chen and Xiang proposed another instance of efficient domain decomposition where the
emphasis is on transferring sources from one subdomain to another [24, 25];
• Luo et al. proposed a large-subdomain sweeping method, based on an approximate Green’s
function by geometric optics and the butterfly algorithm, which can handle transmitted waves
in very favorable complexity [64]; and a variant of this approach that can handle caustics in
the geometric optics ansatz [78];
• Conen et al, developped an additive Schwarz iteration coupled with coarse grid preconditioner
based on an eigenvalue decomposition of the DtN maps inside each subdomain [26];
• Poulson et al. parallelized the sweeping preconditioners in 3D to deal with very large scale
problems in geophysics [77]. Tsuji et al. designed a spectrally accurate sweeping precondi-
tioner for time-harmonic elastic waves [92], and time-harmonic Maxwell equations [91, 93].
• Liu and Ying, while this paper was in review, developed a recursive version of the sweeping
preconditioner in 3D that decreases the off-line cost to linear complexity [63], and another
variant of the sweeping preconditioner based on domain decomposition coupled with an ad-
ditive Schwarz preconditioner [62];
• Finally, an earlier version of the work presented in this paper can be found in [98], in which the
notion of polarized traces using Green’s representation formula was first introduced, obtaining
favorable scalings;
Some progress has also been achieved with multigrid methods, though the complexity scalings
do not appear to be optimal in two and higher dimensions:
• Bhowmik and Stolk recently proposed new rules of optimized coarse grid corrections for a
two level multigrid method [88];
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• Brandt and Livshits developed the wave-ray method [14], in which the oscillatory error com-
ponents are eliminated by a ray-cycle, that exploits a geometric optics approximation of the
Green’s function;
• Elman and Ernst use a relaxed multigrid method as a preconditioner for an outer Krylov
iteration in [37];
• Haber and McLachlan proposed an alternative formulation for the Hemholtz equation [52],
which reduces the problem to solve an eikonal equation and an advection-diffusion-reaction
equation, which can be solved efficiently by a Krylov method using a multigrid method as a
preconditioner; and
• Grote and Schenk [13] proposed an algebraic multi-level preconditioner for the Helmholtz
equation.
Erlangga et al. [41] showed how to implement a simple, although suboptimal, complex-shifted
Laplace preconditioner with multigrid, which shines for its simplicity, and whose performance
depends on the choice of the complex-shift. A suboptimal multigrid method with multilevel complex
shifts was implemented in 2D and 3D by Cools, Reps and Vanroose [27]. Another variant of
complex-shifted Laplacian method with deflation was studied by Sheikh et al.[84]. The choice
of the optimal complex-shift has been studied by Cools and Vanroose [28] and by Gander et al.
[48]. Finally, some extensions of the complex-shifted Laplacian preconditioner have been proposed
recently by Cools and Vanroose [29].
Chen et al. implemented a 3D solver using the complex-shifted Laplacian with optimal grids
to minimize pollution effects in [23]. Multigrid methods applied to large 3D examples have been
implemented by Plessix [74], Riyanti et al. [79] and, more recently, Calandra et al. [16]. A
good review of iterative methods for the Helmholtz equation, including complex-shifted Laplace
preconditioners, is in [40]. Another review paper that discussed the difficulties generated by the
high-frequency limit is [42]. Finally, beautiful mathematical expositions of the Helmholtz equation
and a good reviews are [22] and [71].
1.5 Organization
The discrete integral reformulation of the Helmholtz equation is presented in section 2. The polar-
ization trick, which generates the triangular block structure at the expense of doubling the number
of unknowns, is presented in section 3. The definition of the corresponding preconditioner is in
section 4. Compression of the blocks by adaptive partitioned-low-rank (PLR) compression is in
section 5. An analysis of the computational complexity of the resulting scheme is in section 6.
Finally, section 7 presents various numerical experiments that validate the complexity scalings as
L and ω vary.
2 Discrete Formulation
In this section we show how to reformulate the discretized 2D Helmholtz equation, in an exact
fashion, as a system for interface unknowns stemming from local Green’s representation formulas.
2.1 Discretization
Let Ω = (0, Lx) × (0, Lz) be a rectangular domain. Throughout this paper, we pose Eq. 8 with
absorbing boundary conditions on ∂Ω, realized as a perfectly matched layer (PML) [8, 56]. This
9
approach consists of extending the computational domain with an absorbing layer, in which the
differential operator is modified to efficiently damp the outgoing waves and reduce the reflections
due to the truncation of the domain.
Let Ωext = (−δpml, Lx+δpml)×(−δpml, Lz+δpml) be the extended rectangular domain containing
Ω and its absorbing layer. The Helmholtz operator in Eq. 8 then takes the form
H = −∂xx − ∂zz −mω2, in Ωext, (12)
in which the differential operators are redefined following
∂x → 1
1 + iσx(x)ω
∂x, ∂z → 1
1 + iσz(x)ω
∂z, (13)
and where m is an extension4 of the squared slowness. Moreover, σx(x) is defined as
σx(x) =

C
δpml
(
x
δpml
)2
, if x ∈ (−δpml, 0),
0, if x ∈ [0, Lx],
C
δpml
(
x−Lx
δpml
)2
, if x ∈ (Lx, Lx + δpml),
(14)
and similarly for σz(x). We remark that δpml and C can be seen as tuning parameters. In general,
δpml goes from a couple of wavelengths in a uniform medium, to a large number independent of ω
in a highly heterogeneous media; and C is chosen to provide enough absorption.
With this notation we rewrite Eq. 8 as
Hu = f, in Ωext, (15)
with homogeneous Dirichlet boundary conditions (f is the zero extended version of f to Ωext).
We discretize Ω as an equispaced regular grid of stepsize h, and of dimensions nx×nz. For the
extended domain Ωext, we extend this grid by npml = δpml/h points in each direction, obtaining a
grid of size (2npml + nx)× (2npml + nz). Define xp,q = (xp, zq) = (ph, qh).
We use the 5-point stencil Laplacian to discretize Eq. 15. For the interior points xi,j ∈ Ω, we
have
(Hu)p,q =
1
h2
(−up−1,q + 2up,q − up+1,q) + 1
h2
(−up,q−1 + 2up,q − up,q+1)− ω2m(xp,q). (16)
In the PML, we discretize
αx∂x(αx∂xu) as αx(xp,q)
α(xp+1/2,q)(up+1,q − up,q)− αx(xp−1/2,q)(up,q − up−1,q)
h2
, (17)
αz∂z(αz∂zu) as αz(xp,q)
α(xp,q+1/2)(up,q+1 − up,q)− αz(xp,q−1/2)(up,q − up,q−1)
h2
, (18)
where
αx(x) =
1
1 + iσx(x)ω
, αz(x) =
1
1 + iσz(x)ω
. (19)
Finally, we solve
(Hu)p,q = fp,q, (p, q) ∈ J−npml + 1, nx + npmlK× J−npml + 1, nz + npmlK, (20)
4We assume that m(x) is given to us in Ωext. If it isn’t, normal extension of the values on ∂Ω is a reasonable
alternative.
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for the global solution u. We note that the matrix H in Eq. 20 is not symmetric, though there exists
an equivalent symmetric (non-Hermitian) formulation of the PML [38, 39]. While the symmetric
formulation presents theoretical advantages5, working with the non-symmetric form gives rise to
less cumbersome discrete Green’s formulas in the sequel.
2.2 Domain Decomposition
We partition Ωext in a layered fashion into L subdomains {Ω`}L`=1, as follows. For convenience, we
overload Ω` for the physical layer, and for its corresponding grid.
We continue to let xp,q = (xp, zq) = (ph, qh) in the global indices p and q. The `-th layer is
defined via a partition of the z axis, by gathering all q indices such that
n`c < q ≤ n`+1c ,
for some increasing sequence n`c. The number of grid points in the z direction in layer ` is
n` = n`+1c − n`c.
(The subscript c stands for cumulative.) Many of the expressions in this paper involve local
indexing: we let i = p in the x direction, and j such that
q = n`c + j, 1 ≤ j ≤ n`,
in the z direction.
We hope that there is little risk of confusion in overloading zj (local indexing) for zn`c+j (global
indexing). Similarly, a quantity like the squared slowness m will be indexed locally in Ω` via
m`i,j = mi,n`c+j . In the sequel, every instance of the superscript ` refers to restriction to the `-th
layer.
⌦ ⌦ext
⌦˜1
⌦˜2
⌦˜3⌦3
⌦2
⌦1
Figure 3: The domain Ω is extended to Ωext by adding the PML nodes (orange). After de-
composition into subdomains, the internal boundaries are padded with extra PML nodes (light
blue).
5In Appendix A we use the symmetric formulation as a proof method, and provide the relationship between the
Green’s functions in the symmetric and unsymmetric cases.
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Absorbing boundary conditions in z are then used to complete the definition of the Helmholtz
subproblems in each layer Ω`. Define Ω˜` as the extension of Ω` in the z direction by npml points
(see Fig. 3), and define m˜` as the normal extension of m` given by :
m˜`i,j =

m`i,1, j < 0,
m`i,j , 1 ≤ j ≤ n`,
m`
i,n`
, j > n`.
The discretization inside Ω` is otherwise inherited exactly from that of the global problem, via
Eq. 16. Furthermore, on each PML the discrete differential operator is modified following Eq. 18,
using the extended local model m˜. The local problem is denoted as(
H`u`
)
i,j
= f `i,j , (i, j) ∈ J−npml + 1, nx + npmlK× J−npml + 1, n` + npmlK, (21)
where f ` is extended by zero in the PML. The PML’s profile is chosen so that the equations for the
local and the global problem coincide exactly inside J−npml + 1, nx + npmlK× J1, n`K.
2.3 Discrete Green’s Representation Formula
In this section we show that solving the discretized PDE in the volume is equivalent to solving a
discrete boundary integral equation from the Green’s representation formula, with local Green’s
functions that stem from the local Helmholtz equation. The observation is not surprising in view
of very standard results in boundary integral equation theory.
We only gather the results, and refer the reader to Appendix A for the proofs and details of
the discrete Green’s identities.
Define the numerical local Green’s function in layer ` by
H`G`(xi,j ,xi′,j′) = H
`G`i,j,i′,j′ = δ(xi,j−xi′,j′), (i, j) ∈ J−npml+1, nx+npmlK×J−npml+1, n`+npmlK,
(22)
where
δ(xi,j − xi′,j′) =
{
1
h2
, if xi,j = xi′,j′ ,
0, if xi,j 6= xi′,j′ , (23)
and where the operator H` acts on the (i, j) indices.
It is notationally more convenient to consider G` as an operator acting on unknowns at hori-
zontal interfaces, as follows. Again, notations are slighty overloaded.
Definition 1. We consider G`(zj , zk) as the linear operator defined from J−npml + 1, nx +npmlK×
{zk} to J−npml + 1, nx + npmlK× {zj} given by(
G`(zj , zk)v
)
i
= h
nx+npml∑
i′=−npml+1
G`((xi, zj), (xi′ , zk))vi′ , (24)
where v is a vector in Cnx+2npml, and G`(zj , zk) are matrices in C(nx+2npml)×(nx+2npml).
Within this context we define the interface identity operator as
(Iv)i = hvi. (25)
As in geophysics, we may refer to z as depth. The layer to layer operator G`(zj , zk) is indexed
by two depths – following the jargon from fast methods we call them source depth (zk) and target
depth (zj).
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Definition 2. We consider G↑,`j (vn` ,vn`+1), the up-going local incomplete Green’s integral; and
G↓,`j (v0,v1), the down-going local incomplete Green’s integral, as defined by:
G↑,`j (vn` ,vn`+1) = G`(zj , zn`+1)
(
vn`+1 − vn`
h
)
−
(
G`(zj , zn`+1)−G`(zj , zn`)
h
)
vn`+1,(26)
G↓,`j (v0,v1) = −G`(zj , z0)
(
v1 − v0
h
)
+
(
G`(zj , z1)−G`(zj , z0)
h
)
v0. (27)
In the sequel we use the shorthand notation G`(zj , zk) = G
`
j,k when explicitly building the matrix
form of the integral systems.
The incomplete Green’s integrals in Def. 2 use the discrete counterparts of the single and double
layer potentials. After some simplifications it is possible to express the incomplete Green’s integrals
in matrix form:
G↓,`j (v0,v1) =
1
h
[
G`(zj , z1) −G`(zj , z0)
]( v0
v1
)
, (28)
G↑,`j (vn` ,vn`+1) =
1
h
[ −G`(zj , zn`+1) G`(zj , zn`) ]( vn`vn`+1
)
. (29)
(30)
Definition 3. Consider the local Newton potential N `k applied to a local source f ` as
N `k f ` =
n`∑
j=1
G`(zk, zj)f
`
j . (31)
By construction N `f ` satisfies the equation (H`N `f `)
i,j
= fi,j for −npml + 1 ≤ i ≤ nx + npml and
1 ≤ j ≤ n`.
We can form local solutions to the discrete Helmholtz equation using the local discrete Green’s
representation formula, as
v`j = G↑,`j (v`n` ,v`n`+1) + G↓,`j (v`0,v`1) +N `j f `, 1 < j < n`. (32)
This equation is, by construction, a solution to the local problem as long as 1 < j < n`. It is easy
to see that v`j is otherwise solution to
H`v` = f ` + δ(z1 − z)v`0 − δ(z0 − z)v`1 − δ(zn`+1 − z)v`n` + δ(zn` − z)v`n`+1. (33)
Notice that writing local solutions via Eq. 32 can be advantageous, since G` only needs to be
stored at interfaces. If a sparse LU factorization of H` is available, and if the boundary data
v`0,v
`
1,v
`
n`
,v`
n`+1
are available, then the computation of v` is reduced to a local sparse solve with
the appropriate forcing terms given in Eq. 33.
Eq. 32 is of particular interest when the data used to build the local solution are the traces of
the global solution, as stated in the Lemma below. In other words, Eq. 32 continues to hold even
when j = 1 and j = n`.
Lemma 1. If u`0,u
`
1,u
`
n`
, and u`
n`+1
are the traces of the global solution at the interfaces, then
u`j = G↑,`j (u`n` ,u`n`+1) + G↓,`j (u`0,u`1) +N `j f `, (34)
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if 1 ≤ j ≤ n`, where u` is the global solution restricted to Ω`. Moreover,
0 = G↑,`j (u`n` ,u`n`+1) + G↓,`j (u`0,u`1) +N `j f `, (35)
if j ≤ 0 and j ≥ n` + 1.
The proof of Lemma 1 is given in Appendix C. Thus, the problem of solving the global, discrete
Helmholtz equation is reduced in an algebraically exact manner to the problem of finding the traces
of the solution at the interfaces. Yet, the incomplete Green’s operators are not the traditional Schur
complements for Ω`.
What is perhaps most remarkable about those equations is the flexibility that we have in letting
G` be arbitrary outside Ω` – flexiblity that we use by placing a PML.
2.4 Discrete Integral Equation
Evaluating the local GRF (Eq. 34) at the interfaces j = 1 and j = n` of each layer Ω` results in what
we can call a self-consistency relation for the solution. Together with a continuity condition that
the interface data must match at interfaces between layers, we obtain an algebraically equivalent
reformulation of the discrete Helmholtz equation.
Definition 4. Consider the discrete integral formulation for the Helmholtz equation as the system
given by
G↓,`1 (u`0,u`1) + G↑,`1 (u`n` ,u`n`+1) +N `1 f ` = u`1, (36)
G↓,`
n`
(u`0,u
`
1) + G↑,`n` (u`n` ,u`n`+1) +N `n`f ` = u`n` , (37)
u`n` = u
`+1
0 , (38)
u`n`+1 = u
`+1
1 , (39)
if 1 < ` < L, with
G↑,1
n1
(u1n1 ,u
1
n`+1) +N 1n1f1 = u1n1 , (40)
u1n1 = u
2
0, (41)
u1n1+1 = u
2
1, (42)
and
G↓,L1 (uL0 ,uL1 ) +NLnLfL = uL1 , (43)
uL−1
nL−1 = u
L
0 , (44)
uL−1
nL−1+1 = u
L
1 . (45)
Following Def. 2 we can define
M =
1
h

−G1n,n+1 − I G1n,n 0 0 0 0
G21,1 −G21,0 − I −G11,n+1 G11,n 0 0
G2n,1 −G2n,0 −G2n,n+1 − I G2n,n 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−11,1 −GL−11,0 − I −GL−11,n+1 GL−11,n
0 0 GL−1n,1 −GL−1n,0 −GL−1n,n+1 − I GL−1n,n
0 0 0 0 GL1,1 −GL1,0 − I

, (46)
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such that the discrete integral system can be written as
M u = −

N 1n1f1
N 21 f2
N 2n2f2
...
NL1 fL
 = −f . (47)
By u, we mean the collection of all the interface traces. As a lemma, we recover the required
jump condition one grid point past each interface.
Lemma 2. If u is the solution to the discrete integral system given by Eq. 47 then
0 = G↑,`j (u`n` ,u`n`+1) + G↓,`j (u`0,u`1) +N `j f `, (48)
if j = 0 or j = n` + 1.
All the algorithms hinge on the following result. We refer the reader to Appendix C for both
proofs.
Theorem 1. The solution of the discrete integral system given by Eq. 47 equals the restriction
of the solution of the discretized Helmholtz equation given by Eq. 20 to the interfaces between
subdomains.
The computational procedure suggested by the reduction to Eq. 47 can be decomposed in an
offline part given by Alg. 1 and an online part given by Alg. 2.
Algorithm 1. Offline computation for the discrete integral formulation
1: function H = Precomputation( m, ω )
2: for ` = 1 : L do
3: m` = mχΩ` . partition the model
4: H` = −4−m`ω2 . set local problems
5: [L`, U `] = lu
(
H`
)
. factorize local problems
6: end for
7: for ` = 1 : L do . extract Green’s functions
8: G`(zj , zj′) = (U
`)−1(L`)−1δ(zj′) . zj′ and zj are in the interfaces
9: end for
10: Form M . set up the integral system
11: end function
In the offline computation, the domain is decomposed in layers, the local LU factorizations are
computed and stored, the local Green’s functions are computed on the interfaces by backsubstitu-
tion, and the interface-to-interface operators are used to form the discrete integral system. Alg. 1
sets up the data structure and machinery to solve Eq. 20 for different right-hand-sides using Alg.
2.
Algorithm 2. Online computation for the discrete integral formulation
1: function u = Helmholtz solver( f )
2: for ` = 1 : L do
3: f ` = fχΩ` . partition the source
4: end for
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5: for ` = 1 : L do
6: N `f ` = (H`)−1f ` . solve local problems
7: end for
8: f =
(N 1n1f1,N 21 f2,N 2n2f2, . . . ,NL1 fL)t . form r.h.s. for the integral system
9: u = (M)−1 (−f) . solve for the traces (Eq. 47)
10: for ` = 1 : L do
11: u`j = G↑,`j (u`n` ,u`n`+1) + G
↓,`
j (u
`
0,u
`
1) +N `j f ` . reconstruct local solutions (Eq. 34)
12: end for
13: u = (u1,u2, . . . ,uL−1,uL)t . concatenate the local solutions
14: end function
The matrix M that results from the discrete integral equations is block sparse and tightly block
banded, so the discrete integral system can in principle be factorized by a block LU algorithm.
However, and even though the integral system (after pre-computation of the local Green’s functions)
represents a reduction of one dimension in the Helmholtz problem, solving the integral formulation
directly can be prohibitively expensive for large systems, even using distributed linear algebra.
The only feasible option in such cases is to use iterative methods; however, the observed condition
number6 of M is O(h−2), resulting in a high number of iterations for convergence.
The rest of this paper is devoted to the question of designing a good preconditioner for M in
regimes of propagating waves, which makes an iterative solver competitive for the discrete integral
system.
Remark 1. The idea behind the discrete integral system in Def. 4 is to take the limit to the
interfaces by approaching them from the interior of each layer. It is possible to write an equivalent
system by taking the limit from outside. By Lemma 2 the wavefield is zero outside the slab, hence
by taking this limit we can write the equation for u as
M0u = −

N 1n1+1f1
N 20 f2
N 2n2+1f2
...
NL0 fL
 = −f0, (49)
6We do not have a complete understanding of the numerically observed scaling of this condition number. We point
out that the problem of solving the discretized Helmholtz equation remains the same, it has only been rewritten in a
equivalent form, analogous to a Schur complement reduction. One then would expect to inherit the spectral properties
of the original discretized problem. We observe that the discrete Helmholtz equation (Eq. 8) has a condition number
that scales as O(h−2) for fixed frequency (driven primarily by the discretized Laplacian), provided that the absorbing
boundary conditions are accurate.
When the frequency increases with the number of degrees of freedom, we observe numerically that the condition
number of the discretized Helmholtz equation exhibits the same scaling, provided that the absorbing boundary
conditions are accurate. There is no theory that fully explains this behavior; to the authors’ knowledge the best
partial answer can be found in Thm 3.4 in [71], in which the authors find a variational formulation of a Helmholtz
equation with impedance boundary conditions (an approximation of ABC) that has a coercivity constant with a
lower bound independent of the frequency. This result implies that the condition number of the discrete Helmholtz
equation would be dominated by the largest eigenvalue of the discretized operators which in the case of the Laplacian
is O(h−2).
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where
M0 =
1
h

−G1n+1,n+1 G1n+1,n 0 0 0 0
G20,1 −G20,0 −G10,n+1 G10,n 0 0
G2n+1,1 −G2n+1,0 −G2n+1,n+1 G2n+1,n 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−10,1 −GL−10,0 −GL−10,n+1 GL−10,n
0 0 GL−1n+1,1 −GL−1n+1,0 −GL−1n+1,n+1 GL−1n+1,n
0 0 0 0 GL0,1 −GL0,0

. (50)
The systems given by Eq. 47 and Eq. 49 are equivalent; however, the first one has more intuitive
implications hence it is the one we deal with it in the immediate sequel.
Remark 2. The reduction to a boundary integral equation can be extended to more general parti-
tions than slabs. In particular, it can be extended to layered partitions with irregular interfaces and
partitions with different topologies such as grids. However, we need a layered partition to enforce
the polarizing conditions, which are the cornerstone of the preconditioner.
3 Polarization
Interesting structure is revealed when we reformulate the system given by Eq. 47, by splitting each
interface field into two “polarized traces”. We start by describing the proper discrete expression of
the concept seen in the introduction.
3.1 Polarized Wavefields
Definition 5. (Polarization via annihilation relations.) A wavefield u is said to be up-going at the
interface Γ`,`+1 if it satisfies the annihilation relation given by
G↓,`+11 (u0,u1) = 0. (51)
We denote it as u↑. Analogously, a wavefield u is said to be down-going at the interface Γ`,`+1 if
it satisfies the annihilation relation given by
G↑,`
n`
(un` ,un`+1) = 0. (52)
We denote it as u↓.
A pair (u↑0,u
↑
1) satisfies the up-going annihilation relation at Γ`,`+1 when it is a wavefield
radiated from below Γ`,`+1.
Up and down arrows are convenient notations, but it should be remembered that the polarized
fields contain locally reflected waves in addition to transmitted waves, hence are not purely direc-
tional as in a uniform medium. The quality of polarization is directly inherited from the choice
of local Green’s function in the incomplete Green’s operators G↓,`+1 and G↑,`. In the polarization
context, we may refer to these operators as annihilators.
The main feature of a polarized wave is that it can be extrapolated outside the domain using
only the Dirichlet data at the boundary. In particular, we can extrapolate one grid point using the
extrapolator in Def. 6.
Definition 6. Let v1 be the trace of a wavefield at j = 1 in local coordinates. Then define the
up-going one-sided extrapolator as
E↑`,`+1v1 =
(
G`+1(z1, z1)
)−1
G`+1(z1, z0)v1. (53)
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Analogously, for a trace vn` at j = n
`, define the down-going one-sided extrapolator as
E↓`,`+1vn` =
(
G`(zn` , zn`)
)−1
G`(zn` , zn`+1)vn` . (54)
Extrapolators reproduce the polarized waves.
Lemma 3. Let u↑ be an up-going wavefield. Then u↑0 is completely determined by u
↑
1, as
u↑0 = E↑`,`+1u↑1. (55)
Analogously for a down-going wave u↓, we have
u↓
n`+1
= E↓`,`+1u↓n` . (56)
Lemma 4. The extrapolator satisfies the following properties:
G`+1(z0, zj) = E↑`,`+1G`+1(z1, zj), for j ≥ 1, (57)
and
G`(zn`+1, zj) = E↓`,`+1G`(zn` , zj), for j ≤ n`. (58)
Moreover, we have the jump conditions
G`+1(z0, z0)− hE↑`,`+1 = E↑`,`+1G`+1(z1, z0), (59)
and
G`(zn`+1, zn`+1)− hE↓`,`+1 = E↓`,`+1G`(zn` , zn`+1). (60)
In one dimension, the proof of Lemma 4 (in Appendix C) is a direct application of the nullity
theorem [89] and the cofactor formula, in which E↑j,j+1 is the ratio between two co-linear vectors.
In two dimensions, the proof is slightly more complex but follows the same reasoning.
Lemma 5. If u↑ is an up-going wave-field, then the annihilation relation holds inside the layer,
i.e.
G↓,`+1j (u↑0,u↑1) = 0, for j ≥ 1. (61)
Analogously, if u↑ is a down-going wave-field, then the annihilation relation holds inside the layer,
i.e.
G↑,`j (u↓n` ,u
↓
n`
) = 0, for j ≤ n`. (62)
Remark 3. We gather from the proof of Lemma 4 that we can define extrapolators inside the
domain as well. In fact, from Proposition 4 in Appendix B, we can easily show that[
G`(zj , zj)
]−1
G`(zj , zj+1)G
`(zj , zk) = G
`(zj+1, zk) for k ≤ j, (63)
and [
G`(zj+1, zj+1)
]−1
G`(zj+1, zj)G
`(zj+1, zk) = G
`(zj , zk) for j ≤ k. (64)
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3.2 Polarized Traces
Some advantageous cancellations occur when doubling the number of unknowns, and formulating
a system on traces of polarized wavefields at interfaces. In this approach, each trace is written as
the sum of two polarized components. We define the collection of polarized traces as
u =
(
u↓
u↑
)
, (65)
such that u = u↑ + u↓. As previously, we underline symbols to denote collections of traces. We
now underline twice to denote polarized traces. The original system gives rise to the equations[
M M
]
u = −f . (66)
This polarized formulation increases the number of unknowns; however, the number of equations
remains the same. Some further knowledge should be used to obtain a square system. We present
three mathematically equivalent, though algorithmically different approaches to closing the system:
1. a first approach is to impose the annihilation polarization conditions;
2. a second approach is to impose the extrapolator relations in tandem with the annihilation
conditions; and
3. a third approach uses the jump conditions to further simplify expressions.
The second formulation yields an efficient preconditioner consisting of decoupled block-triangular
matrices. However, its inversion relies on inverting some of the dense diagonal blocks, which is prob-
lematic without extra knowledge about these blocks. The third formulation is analogous to the
second one, but altogether alleviates the need for dense block inversion. It is this last formulation
that we benchmark in the numerical section. We prefer to present all three versions in a sequence,
for clarity of the presentation.
3.3 Annihilation relations
We can easily close the system given by Eq. 66 by explicitly imposing that the out-going traces at
each interface satisfies the annihilation conditions (Eq. 69 and Eq. 70). We then obtain a system
of equations given by :
G↓,`1 (u`,↑0 ,u`,↑1 ) + G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = u`,↑1 + u`,↓1 , (67)
G↓,`
n`
(u`,↑0 ,u
`,↑
1 ) + G↑,`n` (u
`,↑
n`
,u`,↑
n`+1
) + G↓,`
n`
(u`,↓0 ,u
`,↓
1 ) + G↑,`n` (u
`,↓
n`
,u`,↓
n`+1
) +N `n`f ` = u`,↑n` + u
`,↓
n`
, (68)
G↑,`
n`
(u`,↓
n`
,u`,↓
n`+1
) = 0, (69)
G↓,`1 (u`,↑0 ,u`,↑1 ) = 0. (70)
plus the continuity conditions. To obtain the matrix form of this system, we define the global
annihilator matrices by
A↓ =
1
h

−G1n,n+1 G1n,n 0 0 0 0
0 0 0 0 0 0
0 0 −G2n,n+1 G2n,n 0 0
0 0 0
. . .
. . . 0
0 0 0 0 0 0
0 0 0 0 −GL−1n,n+1 GL−1n,n
0 0 0 0 0 0

, (71)
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and
A↑ =
1
h

0 0 0 0 0 0
G21,1 −G21,0 0 0 0 0
0 0 0 0 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−11,1 −GL−11,0 0 0
0 0 0 0 0 0
0 0 0 0 GL1,1 −GL1,0

. (72)
Definition 7. We define the polarized system completed with annihilator conditions as[
M M
A↓ A↑
]
u =
( −f
0
)
. (73)
By construction, if u is solution to Eq. 73, then u = u↑ + u↓ is solution to Eq. 47. Moreover,
the non-zero blocks of A↑ and A↓ are full rank, and given their nested structure it follows that
[A↓ A↑] is full row rank as well.
3.4 Extrapolation conditions
One standard procedure for preconditioning a system such as Eq. 47 is to use a block Jacobi
preconditioner, or a block Gauss-Seidel preconditioner. Several solvers based on domain decompo-
sition use the latter as a preconditioner, and typically call it a multiplicative Schwarz iteration. In
our case however, once the system is augmented from M to [M M], and completed, it loses its
banded structure. The proper form can be restored in the system of Def. 7 by a sequence of steps
that we now outline.
It is clear from Def. 5 that some of the terms of M contain the annihilation relations. Those
terms should be subtracted from the relevant rows of M, resulting in new submatrices M↓ and
M↑. Completion of the system is advantageously done in a different way, by encoding polarization
via the extrapolator conditions from Def. 6, rather than the annihiliation conditions. The system
given by Eq. 73 is then equivalent to
G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = u`,↑1 + u`,↓1 , (74)
G↓,`
n`
(u`,↑0 ,u
`,↑
1 ) + G↑,`n` (u
`,↑
n`
,u`,↑
n`+1
) + G↓,`
n`
(u`,↓0 ,u
`,↓
1 ) +N `n`f ` = u`,↑n` + u
`,↓
n`
, (75)
u`,↓
n`+1
= E↓`,`+1(u`,↓n` ), (76)
u`+1,↑0 = E↑`,`+1(u`+1,↑1 ). (77)
We can switch to a matrix form of these equations, by letting
M↓ =
1
h

−I 0 0 0 0 0
G21,1 −G21,0 − I −G11,n+1 G11,n 0 0
G2n,1 −G2n,0 −I 0 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−11,1 −GL−11,0 − I −GL−11,n+1 GL−11,n
0 0 GL−1n,1 −GL−1n,0 −I 0
0 0 0 0 GL1,1 −GL1,0 − I

, (78)
M↑ =
1
h

−G1n,n+1 − I G1n,n 0 0 0 0
0 −I −G11,n+1 G11,n 0 0
G2n,1 −G2n,0 −G2n,n+1 − I G2n,n 0 0
0
. . .
. . .
. . . 0 0
0 0 0 −I −GL−11,n+1 GL−11,n
0 0 GL−1n,1 −GL−1n,0 −GL−1n,n+1 − I GL−1n,n
0 0 0 0 0 −I

, (79)
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E↓ =
1
h

h
(
G1n,n
)−1
G1n,n+1 −I 0 0 0 0
0 0 0 0 0 0
0 0 h
(
G2n,n
)−1
G2n,n+1 −I 0 0
0 0 0
. . .
. . . 0
0 0 0 0 0 0
0 0 0 0 h
(
GL−1n,n
)−1
GL−1n,n+1 −I
0 0 0 0 0 0

, (80)
E↑ =
1
h

0 0 0 0 0 0
−I h
(
G21,1
)−1
G21,0 0 0 0 0
0 0 0 0 0 0
0
. . .
. . .
. . . 0 0
0 0 −I h
(
GL−11,1
)−1
GL−11,0 0 0
0 0 0 0 0 0
0 0 0 0 −I h
(
GL1,1
)−1
GL1,0

. (81)
The sparsity pattern of the system formed by these block matrices is given by Fig. 4 (left). We
arrive at the following definition.
Definition 8. We define the polarized system completed with the extrapolation relations as[
M↓ M↑
E↓ E↑
]
u =
( −f
0
)
. (82)
Figure 4: Left: Sparsity pattern of the system in Eq. 82. Right: Sparsity pattern of Dextrap +
Rextrap.
The interesting feature of this system, in contrast to the previous formulation, is that u`,↓
n`
is undisturbed (multiplied by an identity block) both in M↓ and in E↓. Similarly, u`,↑1 is left
undisturbed by M↑ and E↑. This is apparent from Fig. 4 (left). Following this observation we can
permute the rows of the matrix to obtain([
D↓ 0
0 D↑
]
+
[
0 U
L 0
])
u = P
( −f
0
)
, (83)
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where the diagonal blocks D↓ and D↓ are respectively upper triangular and lower triangular, with
identity blocks on the diagonal; P is an appropriate ‘permutation’ matrix; and U and L are block
sparse matrices. We define the matrices
Dextrap =
[
D↓ 0
0 D↑
]
, Rextrap =
[
0 U
L 0
]
. (84)
We can observe the sparsity pattern of the permuted system in Fig. 4 (right).
3.5 Jump condition
The polarized system in Def. 8 can be easily preconditioned using a block Jacobi iteration for the
2 × 2 block matrix, which yields a procedure to solve the Helmholtz equation. Moreover, using
Dextrap as a pre-conditioner within GMRES, yields remarkable results. However, in order to obtain
the desired structure, we need to use the extrapolator, whose construction involves inverting small
dense blocks. This can be costly and inefficient when dealing with large interfaces (or surfaces in
3D). In order to avoid the inversion of any local operator we exploit the properties of the discrete
GRF to obtain an equivalent system that avoids any unnecesary dense linear algebra operation.
Following Remark 1, we can complete the polarized system by imposing,[
M0 M0
]
u = −f0, (85)
where M0 encodes the jump condition for the GRF. However, these blocks do not preserve u
↑ and
u↓ like Dextrap did, because M0 does not have identities on the diagonal. Fortunately, it is possible
to include the information contained in the annihilation relations directly into M0, exactly as we
did with M. Lemma 6 summarizes the expression resulting from incorporating the extrapolation
conditions into M0.
Lemma 6. If u is solution to the system given by Def. 8 then
u↑,`0 =E↑`,`+1u↑,`1 = G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f `, (86)
u↓,`
n`+1
=E↓`,`+1u↓,`n` = G
↓,`
n`+1
(u`,↑0 ,u
`,↑
1 ) + G↑,`n`+1(u
`,↑
n`
,u`,↑
n`+1
) + G↓,`
n`+1
(u`,↓0 ,u
`,↓
1 ) +N `n`+1f `. (87)
The jump conditions in Lemma 2 are heavily used in the proof, see the Appendix. We now
replace the extrapolation relations by Eq. 86 and Eq. 87, which leads to the next system :
G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = u`,↑1 + u`,↓1 , (88)
G↓,`
n`
(u`,↑0 ,u
`,↑
1 ) + G↑,`n` (u
`,↑
n`
,u`,↑
n`+1
) + G↓,`
n`
(u`,↓0 ,u
`,↓
1 ) +N `n`f ` = u`,↑n` + u
`,↓
n`
, (89)
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f ` = u`,↑0 , (90)
G↓,`
n`+1
(u`,↑0 ,u
`,↑
1 ) + G↑,`n`+1(u
`,↑
n`
,u`,↑
n`+1
) + G↓,`
n`+1
(u`,↓0 ,u
`,↓
1 ) +N `n`+1f ` = u`,↓n` . (91)
We define the matrix form of Eq. 90 and Eq. 91 by
M↑0 =
1
h

−G1n+1,n+1 G1n+1,n 0 0 0 0 0 0
−I 0 −G20,n+1 G20,n 0 0 0 0
G2n+1,1 −G2n+1,0 −G2n+1,n+1 G2n+1,n 0 0 0 0
0 0 −I 0 −G30,n+1 G30,n 0 0
0 0 G3n+1,1 −G3n+1,0 −G3n+1,n+1 G3n+1,n 0 0
0 0 0
. . .
. . .
. . .
. . . 0
0 0 0 0 −I 0 −GL−10,n+1 GL−10,n
0 0 0 0 GL−1n+1,1 −GL−1n+1,0 −GL−1n+1,n+1 GL−1n+1,n
0 0 0 0 0 0 −I 0

, (92)
22
M↓0 =
1
h

0 −I 0 0 0 0 0 0
G20,1 −G20,0 −G20,n+1 G20,n 0 0 0 0
G2n+1,1 −G2n+1,0 0 −I 0 0 0 0
0 0 G30,1 −G30,0 −G30,n+1 G30,n 0 0
0 0 G3n+1,1 −G3n+1,0 0 −I 0 0
0 0 0
. . .
. . .
. . .
. . . 0
0 0 0 0 GL−10,1 −GL−10,0 −GL−10,n+1 GL−10,n
0 0 0 0 GL−1n+1,1 −GL−1n+1,0 0 −I
0 0 0 0 0 0 GL0,1 −GL0,0

, (93)
and
f0 =

N 1n1+1f1
N 20 f2
N 2n2+1f2
...
NL0 fL
 . (94)
The resulting matrix equations are as follows.
Definition 9. We define the polarized system completed with jump conditions as
M u =
[
M↓ M↑
M0
↓ M0
↑
]
u =
( −f
−f0
)
. (95)
By construction, the system given by Eq. 95 has identities at the same locations as Eq. 82. The
same row permutation P as before will result in triangular diagonal blocks with identity blocks on
the diagonal:
P
[
M↓ M↑
M0
↓ M0
↑
]
u =
(
Djump + Rjump
)
u = P
( −f
−f0
)
, (96)
where,
Djump =
[
D↓,jump 0
0 D↑,jump
]
, Rjump =
[
0 Ujump
Ljump 0
]
. (97)
We can observe the sparsity pattern in Fig. 5 (right).
Figure 5: Left: Sparsity pattern of the system in Eq. 95. Right: Sparsity pattern of Djump+Rjump.
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For reference, here is the explicit form of the blocks of Djump.
D↓,jump =
1
h

−I 0 0 0 0 0 0
0 −I 0 0 0 0 0
G2n,1 −G2n,0 −I 0 0 0 0
G2n+1,1 −G2n+1,0 0 −I 0 0 0
0
. . .
. . .
. . .
. . . 0 0
0 0 0 GL−1n,1 −GL−1n,0 −I 0
0 0 0 GL−1n+1,1 −GL−1n+1,0 0 −I

, (98)
D↑,jump =
1
h

−I 0 −G20,n+1 G20,n 0 0 0
0 −I −G21,n+1 G21,n 0 0 0
0 0
. . .
. . .
. . .
. . . 0
0 0 0 −I 0 −GL−10,n+1 GL−10,n
0 0 0 0 −I −GL−11,n+1 GL−11,n
0 0 0 0 0 −I 0
0 0 0 0 0 0 −I

, (99)
Ljump =
1
h

G20,1 −G20,0 −G20,n+1 G20,n 0 0
G21,1 −G21,0 − I −G21,n+1 G21,n 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−10,1 −GL−10,0 −GL−10,n+1 GL−10,n
0 0 GL−11,1 −GL−11,0 − I −GL−11,n+1 GL−11,n
0 0 0 0 GL0,1 −GL0,0
0 0 0 0 GL1,1 −GL1,0 − I

, (100)
and
Ujump =
1
h

−G1n,n+1 − I G1n,n 0 0 0 0
−G1n+1,n+1 G1n+1,n 0 0 0 0
G2n,1 −G2n,0 − I −G2n,n+1 G2n,n 0 0
G2n+1,1 −G2n+1,0 −G2n+1,n+1 G2n+1,n 0 0
0
. . .
. . .
. . . 0 0
0 0 GL−1n,1 −GL−1n,0 − I −GL−1n,n+1 GL−1n+1,n
0 0 GL−1n+1,1 −GL−1n+1,0 −GL−1n+1,n+1 GL−1n+1,n

. (101)
The formulations given by Eq. 82 and Eq. 95 are equivalent. The following lemma can be
proved from Lemma 2 and Lemma 6.
Proposition 1. u is solution to the system in Def. 8 if and only if u is solution to the system in
Def. 9.
The numerical claims of this paper concern the system in Eq. 96, and preconditioned with the
direct inversion of Djump defined by Eq. 97.
4 Preconditioners
4.1 Gauss-Seidel Iteration
In this section we let D for either Djump or Dextrap. While we mostly use the jump formulation in
practice, the structure of the preconditioner is common to both formulations.
Inverting any such D is trivial using block back-substitution for each block D↓, D↑, because they
have a triangular structure, and their diagonals consist of identity blocks. Physically, the inversion
of D results in two sweeps of the domain (top-down and bottom-up) for computing transmitted
waves from incomplete Green’s formulas. This procedure is close enough to Gauss-Seidel to be
referred to as such7.
7Another possibility would be to call it a multiplicative Schwarz iteration.
24
Algorithm 3. Gauss-Seidel iteration
1: function u = Gauss Seidel( f , tol)
2: u0 = (u↓,u↑)t = 0
3: while ‖un+1 − un‖/‖un‖ > tol do
4: un+1 = (D )−1(P f˜ −R un)
5: end while
6: u = u↑,n + u↓,n
7: end function
Alg. 3 is generic: the matrices D and R can either arise from Def. 8 or Def. 9; and f˜ can either
be (f , 0)t or (f , f0)
t depending on the system being solved.
4.2 GMRES
Alg. 3 is primarily an iterative solver for the discrete integral system given by Def. 4, and can be
seen as only using the polarized system given by Eq. 95 in an auxiliary fashion. Unfortunately,
the number of iterations needed for Alg. 3 to converge to a given tolerance often increases as a
fractional power of the number of sub-domains. We address this problem by solving Eq. 95 in
its own right, using GMRES combined with Alg. 3 as a preconditioner. As we illustrate in the
sequel, the resulting number of iterations is now roughly constant in the number of subdomains.
The preconditioner is defined as follows.
Algorithm 4. Gauss-Seidel Preconditioner
1: function u = Preconditioner( f˜ , nit)
2: u0 = (u↓,u↑)t = 0
3: for n = 0, n < nit, n+ + do
4: un+1 = (D)−1(P f˜ −R un)
5: end for
6: u = unit
7: end function
If we suppose that nit = 1 (good choices are nit = 1 or 2), then the convergence of preconditioned
GMRES will depend on the clustering of the eigenvalues of
(D )−1 P M = I + (D )−1R =
[
I (D↓)−1U
(D↑)−1L I
]
. (102)
We can compute these eigenvalues from the zeros of the characteristic polynomial. Using a well-
known property of Schur complements, we get
det((D )−1 P M− λI) = det(I − λI) det
(
I − λI −
(
(D↑)−1L(I − λI)−1(D↓)−1U
))
. (103)
This factorization means that half of the eigenvalues are exactly one. For the remaining half, we
write the characteristic polynomial as
det
(
(I − λI)2 −
(
(D↑)−1L(D↓)−1U
))
. (104)
Let µ = (1− λ)2, and consider the new eigenvalue problem
det
(
µI −
(
(D↑)−1L (D↓)−1U
))
= 0. (105)
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Hence the eigenvalues of (D )−1 P M are given by 1 and 1±√µi, where µi are the eigenvalues of
(D↑)−1L (D↓)−1U, and ±√µi is either complex square root of µi. Notice that ±√µi coincide with
the eigenvalues of the iteration matrix (D )−1R of the Gauss-Seidel method.
The smaller the bulk of the |µi|, the more clustered 1±√µi around 1, the faster the convergence
of preconditioned GMRES. This intuitive notion of clustering is robust to the presence of a small
number of outliers with large |µi|. The spectral radius ρ
(
(D )−1R
)
= maxi
√|µi|, however, is not
robust to outlying µi, hence our remark about preconditioned GMRES being superior to Gauss-
Seidel. These outliers do occur in practice in heterogeneous media; see Fig. 7.
To give a physical interpretation to the eigenvalues µi of (D
↑)−1L (D↓)−1U, consider the role
of each block:
• U maps u↑ to u↓ traces within a layer; it takes into account all the reflections and other
scattering phenomena that turn waves from up-going to down-going inside the layer. Vice-
versa for L, which maps down-going to up-going traces.
• (D↓)−1 maps down-going traces at interfaces to down-going traces at all the other layers below
it; it is a transmission of down-going waves in a top-down sweep of the domain. Vice-versa
for (D↑)−1, which transmits up-going waves in a bottom-up sweep. It is easy to check that
transmission is done via the computation of incomplete discrete GRF.
Hence the combination (D↑)−1L (D↓)−1U generates reflected waves from the heterogeneities within
a layer, propagates them down to every other layer below it, reflects them again from the hetero-
geneities within each of those layers, and propagates the result back up through the domain. The
magnitude of the succession of these operations is akin to a coefficient of “double reflection” ac-
counting for scattering through the whole domain. We therefore expect the size of the eigenvalues
|µi| to be proportional to the strength of the medium heterogeneities, including how far the PML
are to implementing absorbing boundary conditions. The numerical exeriments support this inter-
pretation.
As an example, Fig. 6 shows the eigenvalues of (D )−1 P M when the media is homogeneous,
but with a PML of varying quality. Fig 7 shows the eigenvalues of (D )−1 P M in a rough medium,
and again with PML of varying quality.
We can expect that, as long as the medium is free of resonant cavities, the eigenvalues of the
preconditioned matrix will cluster around 1, implying that GMRES will converge fast. Assuming
that the reflection coefficients depend weakly on the frequency, we can expect that the performance
of the preconditioner will deteriorate no more than marginally as the frequency increases.
Figure 6: Eigenvalues of (D )−1 P M, for a homogeneous media , L = 3, n =, ω = 30; and 5 (left),
30 (center) and 100 (right) PML points. Notice the scale of the axes.
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Figure 7: Eigenvalues of (D )−1 P M, for the Marmousi2 model (Fig. 11), L = 3, n = 300,
ω = 30; and 5 (left), 30 (center) and 100 (right) PML points.
5 Partitioned low-rank matrices
Let n ∼ √N for the number of points per dimension, and L be the number of subdomains. So
far, the complexity of solving the discrete integral system in polarized form, assuming a constant
number of preconditioned GMRES iterations, is dominated by the application of D−1 and R in
the update step un+1 = (D)−1(P f˜ −R un). Each of the O(L) nonzero blocks of D−1 and R is
n-by-n. A constant number of applications of these matrices therefore results in a complexity that
scales as O(n2L). This scaling is at best linear in the number N of volume unknowns.
It is the availability of fast algorithms for D−1 and R, i.e., for the blocks of M, that can
potentially lower the complexity of solving Eq. 47 down to sublinear in N . In this setting, the best
achievable complexity would be O(nL) – the complexity of specifying O(L) traces of size O(n).
As mentioned earlier, the overall online complexity can be sublinear in N if we parallelize the
operations of reading off f in the volume, and forming the volume unknowns u from the traces.
We opt for what is perhaps the simplest and best-known algorithm for fast application of
arbitrary kernels in discrete form: an adaptive low-rank partitioning of the matrix. This choice
is neither original nor optimal in the high-frequency regime, but it gives rise to elementary code.
More sophisticated approaches have been proposed elsewhere, including by one of us in [17], but
the extension of those ideas to the kernel-independent framework is not immediate. This section
is therefore added for the sake of algorithmic completeness, and for clarification of the ranks and
complexity scalings that arise from low-rank partitioning in the high-frequency regime.
5.1 Compression
The blocks of M, which stem from the discretization of interface-to-interface operators, are com-
pressed using the recursive Alg. 5. The result of this algorithm is a quadtree structure on the
original matrix, where the leaves are maximally large square submatrices with fixed -rank. We
follow [11] in calling this structure partitioned low-rank (PLR). An early reference for PLR matrices
is the work of Jones, Ma, and Rokhlin in 1994 [57]. PLR matrices are a special case of H-matrices8.
It is known [5], that the blocks of matrices such as M can have low rank, provided they obey
an admissibility condition that takes into account the distance between blocks. In regimes of high
8We reserve the term H-matrix for hierarchical structures preserved by algebraic operations like multiplication
and inversion, like in [5].
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frequencies and rough heterogeneous media, this admissibility condition becomes more stringent in
ways that are not entirely understood yet. See [17, 33] for partial progress.
Neither of the usual non-adaptive admissibility criteria seems adequate in our case. The “nearby
interaction” blocks (from one interface to itself) have a singularity along the diagonal, but tend
to otherwise have large low-rank blocks in media close to uniform [66]. The “remote interaction”
blocks (from one interface to the next) do not have the diagonal problem, but have a wave vector
diversity that generates higher ranks. Adaptivity is therefore a very natural choice, and is not a
problem in situations where the only operation of interest is the matrix-vector product.
For a fixed accuracy  and a fixed rank rmax, we say that a partition is admissible if every
block has -rank less or equal than rmax. Alg. 5 finds the smallest admissible partition within the
quadtree generated by recursive dyadic partitioning of the indices.
Algorithm 5. Partitioned Low Rank matrix
1: function H = PLR(M , rmax, )
2: [U,Σ, V ] = svds(M, rmax + 1)
3: if Σ(rmax + 1, rmax + 1) <  then
4: H.data = {U · Σ, V t}
5: H.id = ‘c’ . leaf node
6: else
7: M =
[
M1,1 M1,2
M2,1 M2,2
]
. block partitioning
8: for i = 1:2 do
9: for j = 1:2 do
10: H.data{i,j} = PLR(Mi,j, rmax,  )
11: end for
12: end for
13: H.id = ‘h’ . branch node
14: end if
15: end function
Fig. 8 depicts the hierarchical representation of a PLR matrix of the compressed matrix for the
nearby interactions (left) and the remote interactions (right). Once the matrices are compressed in
PLR form, we can easily define a fast matrix-vector multiplication using Alg. 6.
Algorithm 6. PLR-vector Multiplication
1: function y = matvec(x)
2: if H.id == ‘c’ then . If leaf node
3: y = H.data{1}·(H.data{2}·x) . perform mat-vec using SVD factors
4: else . If branch node
5: for i = 1:2 do . recurse over children
6: y1+=matvec(H.data{i,1},x1:end/2)
7: y2+=matvec(H.data{i,2},xend/2:end)
8: end for
9: y =
[
y1
y2
]
. concatenate solution from recursion
10: end if
11: end function
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Figure 8: Illustration of compressed Green’s matrices in PLR form (-ranks ≤ 10,  = 10−9). Each
color represents a different numerical rank. Left: nearby interactions. Right: remote interactions.
Alg. 6 yields a fast matrix vector multiplication; however, given its recursive nature the con-
stant for the scaling can become large. This phenomenon is overwhelming if Alg. 6 is implemented
in a scripting language such as MATLAB or Python. In the case of compiled languages, recur-
sions tend to not be correctly optimized by the compiler, increasing the constant in front of the
asymptotic complexity scaling. To reduce the constants, the PLR matrix-vector multiplication was
implemented via a sparse factorization as illustrated by Fig 9. This factorization allows us to take
advantage of highly optimized sparse multiplication routines. An extra advantage of using such
routines is data locality and optimized cache management when performing several matrix-vector
multiplications at the same time, which can be performed as a matrix-matrix multiplication. This
kind of sparse factorization is by no means new; we suggest as a reference Section 4 in [1].
PLR U · V 0
Figure 9: Illustration of the sparse form of a PLR matrix. Left: PLR matrix. Right: its sparse
factorization form.
The maximum local rank of the compression scheme can be seen as a tuning parameter. If it
is too small, it will induce small off-diagonal blocks, hindering compression and deteriorating the
complexity of the matrix-vector multiplication. On the other hand, a large maximum rank will
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induce a partition with big dense diagonal blocks that should be further compressed, resulting in
the same adverse consequences.
5.2 Compression scalings
It is difficult to analyze the compressibility of Green’s functions without access to an explicit
formula for their kernel. In this section we make the assumption of smooth media and single-
valued traveltimes, for which a geometrical optics approximation such as
G(x,y;ω) ' aω(x,y)eiωτ(x,y), (106)
holds. Here τ(x,y) solves an eikonal equation; and aω(x,y) is an amplitude factor, smooth except
at x = y, and with a minor9 dependence on ω. Assume that both a and τ are C∞x,y away from
x = y, with smoothness constants bounded independently of ω.
The following result is a straightforward generalization of a result in [17, 33] and would be
proved in much the same way.
Lemma 7. (High-frequency admissibility condition) Consider G as in Eq. 106, with x ∈ A and
y ∈ B where A and B are two rectangles. Let dA, dB be the respective diameters of A and B. If
dAdB ≤ dist(A,B)
ω
,
then the -rank of the restriction of G to A× B is, for some R > 0, bounded by R (independent
of ω).
The scaling is often tight, except when dealing with 1D geometries and uniform media as in[66].
In our case, we refer to “nearby interactions” as the case when x and y are on the same
interface (horizontal edge), and “remote interactions” when x and y are on opposite horizontal
edges of a layer Ω`. In both cases, A and B are 1D segments, but the geometry is 2D for the
remote interactions. Our partitioning scheme limits A and B to have the same length dA = dB,
hence the lemma implies that low ranks can in general only occur provided
dA ≤ C 1√
ω
.
In other words, dA is at best proportional to the square root of the (representative) spatial wave-
length, and even smaller when A and B are close. A square block of the discrete G with dA ∼ 1√ω ,
on a grid with n points per dimension, would be of size ∼ n√
ω
× n√
ω
. We call such a block represen-
tative; it suffices to understand the complexity scalings under the assumption that all blocks are
representative10.
Let ω ∼ nρ for some ρ such as 12 or 1. This implies that the representative block of G has size
n1−ρ/2×n1−ρ/2 (where we drop the constants for simplicity). Given that the -rank is bounded by
R, this block can be compressed using Alg 5 in two matrices of size n
1−ρ/2 ×R and R × n1−ρ/2.
We have O(nρ) such blocks in G.
We can easily compute an estimate for the compression ratio; we need to store O(2Rn1+ρ/2)
complex numbers for the PLR compressed G. Thus, the compression ratio is given by 2Rn
1+ρ/2
n2
∼
nρ/2−1.
9In the standard geometrical optics asymptotic expansion, a ∼∑j≥0 ajω−j is polyhomogeneous with increasingly
negative orders in ω.
10The complexity overhead generated by smaller blocks close to the diagonal only increase the overall constant,
not the asymptotic rate, much as in the fast multipole method.
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Step ω ∼ √n | r ∼ 1 ω ∼ n | r ∼ 1 ω ∼ √n | r ∼ √n ω ∼ n | r ∼ √n
Analytic O(N5/8) O(N3/4) [O(N5/8)] → O(N3/4) [O(N7/8)] → O(N)
Finite Differences O(N3/4) O(N7/8) [O(N5/8)] [O(N7/8)]
Table 4: Compression scaling for the remote interactions, sampling a typical oscillatory kernel
(Analytic) and using the finite differences approximation (FD). The observed pre-asymptotic com-
plexities are in square brackets.
Moreover, multiplying each block by a vector has asymptotic complexity 2Rn
1−ρ/2, so that the
overall asymptotic complexity of the PLR matrix vector multiplication is given by 2Rn
1+ρ/2.
If ρ = 1/2 and N ∼ n2, we have that the asymptotic complexity of the PLR matrix-vector
multiplication is given by 2Rn
5/4 ∼ N5/8. If ρ = 1, the complexity becomes ∼ N3/4.
The estimate for the asymptotic complexity relies on a perfect knowledge of the phase functions,
which is unrealistic for a finite difference approximation of the Green’s functions. We empirically
observe a deterioration of these scalings due to the discretization error, as shown in Table 4.
One possible practical fix for this problem is to allow the maximum ranks in the compression to
grow as
√
n. This small adjustment allows us to reduce the complexity in our numerical experiments;
though the theoretical predictions of those scalings (from a completely analogous analysis) are quite
unfavorable. The scalings we observe numerically are reported in square brackets in the table. They
are pre-asymptotic and misleadingly good: if the frequency and N were both increased, higher
scaling exponents would be observed11. The correct numbers are without square brackets.
6 Computational Complexity
The complexities of the various steps of the algorithm were presented in section 1.3 and are sum-
marized in Table 1. In this section we provide details about the heuristics and evidence supporting
these complexity claims.
6.1 Computational cost
For the five-point discretization of the 2D Laplacian, the sparse LU factorization with nested dis-
section is known to have O(N3/2) complexity, and the back-substitution is known to have linear
complexity up to logarithmic factors, see [49, 54]. Given that each sub-domain has size O(N/L),
the factorization cost is O((N/L)3/2). Moreover, given that the factorizations are completely inde-
pendent, they can be computed simultaneously in L different nodes. We used the stored LU factors
to compute, by back-substitution, the local solutions needed for constructing the right-hand side of
Eq. 47 and the reconstruction of the local solutions, leading to a complexity O(N log(N)/L) per
solve. The local solves are independent and can be performed in L different nodes.
To compute the Green’s functions from the LU factors, we need to perform O(n) solves per
layer. Each solve is completely independent of the others, and they can be carried in parallel in nL
different processors. We point out that there is a clear trade-off between the parallel computation
of the Green’s functions and the communication cost. It is possible to compute all the solves of
a layer in one node using shared memory parallelism, which reduces scalability; or compute the
solves in several nodes, which increases scalability but increases the communication costs. The best
11The same pre-asymptotic phenomenon occurs in the n-by-n FFT matrix: a block of size n/2 by n/2 will look
like it has -rank O(n7/8), until n ∼ 214 and beyond, where the -rank because very close to n/4.
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balance between both approaches will heavily depend on the architecture and we leave the details
out of this presentation.
We point out that the current complexity bottleneck is the extraction of the Green’s functions.
It may be possible to reduce the number of solves to a fractional power of n using randomized
algorithms such as [61]); or to O(1) solves, if more information of the underlying PDE is available
or easy to compute (see [6]).
Once the Green’s matrices are computed, we use Alg. 5 to compress them. A simple complexity
count indicates that the asymptotic complexity of the recursive adaptive compression is bounded
by O((N log(N))) for each integral kernel12. The compression of each integral kernel is independent
of the others, and given that the Green’s functions are local to each node, no communication is
needed.
There are two limitations to the compression level of the blocks of M. One is theoretical, and
was explained in section 5.2; while the second is numerical. In general, we do not have access
to the Green’s functions, only to a numerical approximation, and the numerical errors present in
those approximations hinder the compressibility of the operators for large ω. Faithfulness of the
discretization is the reason why we considered milder scalings of ω as a function of n, such as
ω ∼ √n, in the previous section 13.
With the scaling ω ∼ √n, we have that the complexity of matrix-vector product is dominated
by O(N5/8) for each block of M (see subsection 5.2). Then, the overall complexity of the GMRES
iteration is O(LN5/8), provided that the number of iterations remains bounded.
Within an HPC environment we are allowed to scale L, the number of sub-domains, as a small
fractional power of N . If L ∼ N δ, then the overall execution time of the online computation, take
away the communication cost, is O(Nmax(δ+5/8,(1−δ))). Hence, if 0 < δ < 3/8, then the online
algorithm runs in sub-linear time. In particular, if δ = 3/16, then the runtime of the online part of
the solver becomes O(N13/16) plus a sub-linear communication cost.
If the matrix-vector product is O(N3/4) (a more representative figure in Table 4), then the same
argument leads to δ = 1/8 and an overall online runtime of O(N7/8).
6.2 Communication cost
We use a commonly-used communication cost model ([4, 34, 76, 90]) to perform the cost analysis.
The model assumes that each process is only able to send or receive a single message at a time.
When the messages has size m, the time to communicate that message is α+ βm. The parameter
α is called latency, and represents the minimum time required to send an arbitrary message from
one process to another, and is a constant overhead for any communication. The parameter β is
called inverse bandwidth and represents the time needed to send one unit of data.
We assume that an interface restriction of the Green’s functions can be stored in one node. Then,
all the operations would need to be performed on distributed arrays, and communication between
nodes would be needed at each GMRES iteration. However, in 2D, the data to be transmitted are
only traces, so the overhead of transmitting such small amount of information several times would
overshadow the complexity count. We gather the compressed Green’s functions in a master node
and use them as blocks to form the system M. Moreover, we reuse the compressed blocks to form
the matrices used in the preconditioner (D−1 and R).
12Assuming the svds operation is performed with a randomized SVD.
13To deduce the correct scaling between ω and n, we use the fact that the second order five point stencil scheme
has a truncation error dominated by h2(∂4x + ∂
4
y)u ∼ (ω/c)4h2. Given that h ∼ 1/n, we need ω ∼
√
n in order to
have a bounded error in the approximation of the Green’s function. In general, the scaling needed for a p-th order
scheme to obtain a bounded truncation error is ω ∼ n pp+2 .
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We suppose that the squared slowness model m and the sources f are already on the nodes, and
that the local solutions for each source will remain on the nodes to be gathered in a post-processing
step. In the context of seismic inversion this assumption is very natural, given that the model
updates are performed locally as well.
Within the offline step, we suppose that the model is already known to the nodes (otherwise
we would need to communicate the model to the nodes, incurring a cost O(α + βN/L) for each
layer). The factorization of the local problem, the extraction of the Green’s functions and their
compression are zero-communication processes. The compressed Green’s functions are transmitted
to the master node, with a maximum cost of O(α + 4βN) for each layer. This cost is in general
lower because of the compression of Green’s function. In summary, the whole communication cost
for the offline computations is dominated by O(L(α + 4βN)). Using the compression scaling for
the Green’s matrices in section 5.2 the communication cost can be reduced. However, it remains
bounded from below by O(Lα+ βN).
For the online computation, we suppose that the sources are already distributed (otherwise
we would incur a cost O(α + βN/L) for each layer). Once the local solves, which are zero-
communication processes, are performed, the traces are sent to the master node, which implies
a cost of O(L(α + βN1/2)). The inversion of the discrete integral system is performed and the
traces of the solution are sent back to the nodes, incurring another O(L(α+βN1/2)) cost. Finally,
from the traces, the local solutions are reconstructed and saved in memory for the final assembly
in a post-processing step not accounted for here (otherwise, if the local solutions are sent back to
the master node we would incur a O(α+ βN/L) cost per layer). In summary, the communication
cost for the online computation is O(αL+ βLN1/2).
Finally, we point out that for the range of 2D numerical experiments performed in this paper,
the communication cost was negligible with respect to the floating points operations.
7 Numerical Experiments
In this section we show numerical experiments that illustrate the behavior of the proposed algo-
rithm. Any high frequency Helmholtz solver based on domain decomposition should ideally have
three properties:
• the number of iterations should be independent of the number of the sub-domains,
• the number of iterations should be independent of the frequency,
• the number of iterations should depend weakly on the roughness of the underlying model.
We show that our proposed algorithm satisfies the first two properties. The third property is also
verified in cases of interest to geophysicists, though our solver is not expected to scale optimally
(or even be accurate) in the case of resonant cavities.
We also show some empirical scalings supporting the sub-linear complexity claims for the GM-
RES iteration, and the sub-linear run time of the online part of the solver.
The code for the experiments was written in Python. We used the Anaconda implementation
of Python 2.7.8 and the Numpy 1.8.2 and Scipy 0.14.0 libraries linked to OpenBLAS. All the
experiments were carried out in 4 quad socket servers with AMD Opteron 6276 at 2.3 GHz and 256
Gbytes of RAM, linked with a gigabit Ethernet connection. All the system were preconditioned by
two iterations of the Gauss-Seidel preconditioner.
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7.1 Precomputation
To extract the Green’s functions and to compute the local solutions, a pivoted sparse LU factoriza-
tion was performed at each slab using UMFPACK [30], and the LU factors were stored in memory.
The LU factors for each slab are independent of the others, so they can be stored in different cluster
nodes. The local solves are local to each node, enhancing the granularity of the algorithm. Then
the Green’s function used to form the discrete integral were computed by solving the local problem
with columns of the identity in the right-hand side. The computation of each column of the Green’s
function is independent of the rest and can be done in parallel (shared or distributed memory).
Once the Green’s functions were computed, they were compressed in sparse PLR form, following
Alg. 5. M and R were implemented as a block matrices, in which each block is a PLR matrix in
sparse form. The compression was accelerated using the randomized SVD [67]. The inversion of D
was implemented as a block back-substitution with compressed blocks.
We used a simple GMRES algorithm14 ( Algorithm 6.9 in [82]). Given that the number of
iteration remains, in practice, bounded by ten, neither low rank update to the Hessenberg matrix
nor re-start were necessary.
7.2 Smooth Velocity Model
For the smooth velocity model, we choose a smoothed Marmousi2 model (see Fig. 10.) Table 5
and Table 6 were generated by timing 200 randomly generated right-hand-sides. Table 5 shows
the average runtime of one GMRES iteration, and Table 6 shows the average runtime of the online
part of the solver. We can observe that for the smooth case the number of iterations is almost
independent of the frequency and the number of sub-domains. In addition, the runtimes scales
sub-linearly with respect to the number of volume unknowns.
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Figure 10: Smooth version of the Marmousi2 model. The model was smoothed with a box filter
of size 375 meters.
7.3 Rough Velocity Model
In general, iterative solvers are highly sensitive to the roughness of the velocity model. Sharp
transitions generates strong reflections that hinder the efficiency of iterative methods, increasing
the number of iterations. Moreover, for large ω, the interaction of high frequency waves with short
wavelength structures such as discontinuities, increases the reflections, further deteriorating the
convergence rate.
14Some authors refer to GMRES algorithm as the Generalized conjugate residual algorithm [15], [80]
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N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
195× 870 5.57 (3) 0.094 (3) 0.21 (3) 0.49 (3-4) 1.02 (3-4) 2.11
396× 1720 7.71 (3) 0.14 (3) 0.32 (3) 0.69 (3-4) 1.55 (3-4) 3.47
792× 3420 11.14 (3) 0.41 (3) 0.83 (3) 1.81 (3-4) 3.96 (3-4) 9.10
1586× 6986 15.86 (3) 0.72 (3) 1.56 (3) 3.19 (3-4) 6.99 -
Table 5: Number of GMRES iterations (bold) required to reduce the relative residual to 10−7,
along with average execution time (in seconds) of one GMRES iteration for different N and L. The
solver is applied to the smooth Marmousi2 model. The frequency is scaled such that ω ∼ √n. The
matrices are compressed using  = 10−9/L and rankmax ∼
√
n.
N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
195× 870 5.57 0.36 0.72 1.53 3.15 7.05
396× 1720 7.71 0.79 1.26 2.35 4.99 11.03
792× 3420 11.14 2.85 3.69 6.41 13.11 28.87
1586× 6986 15.86 9.62 9.76 13.85 25.61 -
Table 6: Average execution time (in seconds) for the online computation, with a GMRES tolerance
of 10−7, for differentN and L. The solver is applied to the smooth Marmousi2 model. The frequency
is scaled such that ω ∼ √n. The matrices are compressed using  = 10−9/L and rankmax ∼
√
n.
The performance of the method proposed in this paper deteriorates only marginally as a func-
tion of the frequency and number of subdomains. In the experiments performed in this section,
the layered partitioning was performed along the direction of higher aspect ratio. For geophysical
models the discontinuities in the model tend to be orthogonal to the interfaces of the layered de-
composition. The decomposition can be performed in the other direction resulting in an increment
on the number of iterations for convergence with a marginal deterioration as the frequency and
number of subdomains increase.
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Figure 11: Geophysical benchmark model Marmousi2.
We use the Marmousi2 model [65], and another geophysical community benchmark, the BP
2004 model [12], depicted in Fig. 11 and Fig. 12 respectively.
Tables 7, 8, 9, and 10 were generated by running 200 randomly generated right hand sides
inside the domain. The number of points for the perfectly matched layers is increased linearly
with n. From Table 5 and Table 9 we can observe that, in general, the number of iteration to
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convergence grows slowly. We obtain slightly worse convergence rates if the number of points of
the PML increases slowly or if it remains constant. This observation was already made in [86] and
[77]. However, the asymptotic complexity behavior remains identical; only the constant changes.
The runtime for one GMRES iteration exhibits a slightly super-linear growth when L, the
number of sub-domains, is increased to be a large fraction of n. This is explained by the different
compression regimes for the interface operators and by the different tolerances for the compression
of the blocks. When the interfaces are very close to each other the interactions between the source
depths and the target depths increases, producing higher ranks on the diagonal blocks of the remote
interactions.
Tables 8 and 10 show that the average runtime of each solve scales sublinearly with respect to
the volume unknowns.
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Figure 12: Geophysical benchmark model BP 2004.
Table 12 and Table 11 illustrate the maximum and minimum number of iterations and the
average runtime of one GMRES iteration in the high frequency regime, i.e. ω ∼ n. We can observe
that the number of iterations are slightly higher but with a slow growth. Moreover, we can observe
the slightly sub-linear behavior of the runtimes, which we called the pre-asymptotic regime in
Section 5.
Finally, Fig. 13 summarizes the scalings for the different stages of the computation for fixed L.
For a small number of unknowns the cost is dominated by the solve of the integral system – a case
in which the online part seems to have a sub-linear complexity. However, after this pre-asymptotic
regime, the LU solve dominates the complexity, so it is lower-bounded by the O(N log(N)/L)
runtime. The GMRES timing is still in the pre-asymptotic regime, but the complexity would
probably deteriorate to O(N3/4) for frequencies high enough. The complexity of the online part is
non-optimal given that we only used a fixed number or layers and processors. (We do not advocate
choosing such small L.)
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N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
195× 870 5.57 (4-5) 0.08 (5) 0.18 (5) 0.41 (5-6) 0.87 (5-6) 1.83
396× 1720 7.71 (5) 0.17 (5-6) 0.41 (5-6) 0.88 (5-6) 2.06 (5-7) 4.57
792× 3420 11.14 (5) 0.39 (5-6) 0.85 (5-6) 1.82 (5-6) 4.06 (6-7) 9.51
1586× 6986 15.86 (5) 0.94 (5-6) 1.89 (5-6) 4.20 (6) 9.41 (6-7) 21.10
Table 7: Number of GMRES iterations (bold) required to reduce the relative residual to 10−7,
along with average execution time (in seconds) of one GMRES iteration for different N and L.
The solver is applied to the Marmousi2 model. The frequency is scaled such that ω ∼ √n. The
matrices are compressed using  = 10−9/L and rankmax ∼
√
n.
N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
195× 870 5.57 0.47 0.99 2.15 4.53 10.94
396× 1720 7.71 1.30 2.36 5.04 12.66 29.26
792× 3420 11.14 3.82 5.62 11.45 25.78 64.01
1586× 6986 15.86 13.68 16.08 28.78 62.45 145.98
Table 8: Average execution time (in seconds) for the online computation, with a tolerance on
the GMRES of 10−7, for different N and L. The solver is applied to the Marmousi2 model.
The frequency is scaled such that ω ∼ √n. The matrices are compressed using  = 10−9/L and
rankmax ∼
√
n.
N ω/2pi L = 8 L = 16 L = 32 L = 64 L = 128
136× 354 1.18 (5-6) 0.07 (6) 0.18 (7) 0.38 (7) 0.80 (7-8) 1.58
269× 705 1.78 (6) 0.10 (6) 0.22 (6-7) 0.50 (7-8) 1.07 (7-8) 2.22
540× 1411 2.50 (6) 0.22 (6-7) 0.52 (6-7) 1.22 (7) 2.80 (8-9) 5.97
1081× 2823 3.56 (6-7) 0.38 (6-7) 0.87 (7-8) 1.93 (7-8) 4.33 (8-9) 10.07
Table 9: Number of GMRES iterations (bold) required to reduce the relative residual to 10−7,
along with average execution time (in seconds) of one GMRES iteration for different N and L. The
solver is applied to the BP 2004 model. The frequency is scaled such that ω ∼ √n. The matrices
are compressed using  = 10−9/L and rankmax ∼
√
n.
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N ω/2pi L = 8 L = 16 L = 32 L = 64 L = 128
136× 354 1.18 0.45 1.09 2.69 5.67 12.44
269× 705 1.78 0.70 1.44 3.45 7.86 17.72
540× 1411 2.50 1.85 3.74 8.83 20.09 48.86
1081× 2823 3.56 4.93 7.87 15.91 35.69 83.63
Table 10: Average execution time (in seconds) for the online computation, with a tolerance on the
GMRES of 10−7, for different N and L. The solver is applied to the BP 2004 model. The frequency
is scaled such that ω ∼ √n. The matrices are compressed using  = 10−9/L and rankmax ∼
√
n.
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Figure 13: Run-time with their empirical complexities, for the Marmousi2 model with L = 3 and
ω ∼ √n and maxrank ∼
√
n.
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Figure 14: Run-times and empirical complexities, for the Marmousi2 model with L = 3 and ω ∼ n
and maxrank ∼
√
n.
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N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
195× 870 7.2 (4-5) 0.08 (5) 0.19 (5-6) 0.40 (5-6) 0.83 (6) 1.74
396× 1720 15 (5) 0.23 (5-6) 0.49 (5-6 0.98 (5-6) 2.17 (6-7) 5.13
792× 3420 30 (5-6) 0.69 (5-6) 1.54 (6-7) 2.48 (6-7) 4.93 (7-8) 10.64
1586× 6986 60 (5-6) 2.29 (5-6) 5.04 (6-7) 8.47 (6-8) 14.94 -
Table 11: Number of GMRES iterations (bold) required to reduce the relative residual to 10−7,
along with average execution time (in seconds) of one GMRES iteration for different N and L. The
solver is applied to the Marmousi2 model. The frequency is scaled such that ω ∼ n. The matrices
are compressed using  = 10−9/L and rankmax ∼
√
n.
N ω/2pi [Hz] L = 8 L = 16 L = 32 L = 64 L = 128
136× 354 1.4 (6) 0.073 (6-7) 0.18 (7-8) 0.37 (7-8) 0.84 (8-9) 1.52
269× 705 2.7 (6-7) 0.10 (6-7) 0.23 (7) 0.50 (8-9) 1.10 (8-9) 2.14
540× 1411 5.5 (7) 0.32 (7-8) 0.64 (8-9) 1.30 (9) 3.06 (10-12) 6.22
1081× 2823 11.2 (7) 0.87 (7-8) 1.46 (8-9) 2.78 (9-10) 5.75 (10-12) 12.65
Table 12: Number of GMRES iterations (bold) required to reduce the relative residual to 10−7,
along with average execution time (in seconds) of one GMRES iteration for different N and L. The
solver is applied to the BP 2004 model. The frequency is scaled such that ω ∼ n. The matrices are
compressed using  = 10−9/L and rankmax ∼
√
n.
7.4 Cavities
As stated in the introduction, the complexity of the algorithm degrades when the underlying model
contains sharp interfaces and resonant cavities. In general, the increase in complexity is mainly due
to the increased number of iterations needed for convergence. This fact can be easily understood
by looking at the spectrum of the preconditioned integral system.
The model in Fig. 15 (left) is used for the numerical experiments. The shape is kept constant,
with an adjustable cred and with a smooth background speed cblue(x, y) = 1 + 0.1x + 0.1y for
(x, y) ∈ [0, 1]2, such that the problem can not be reduced to an integral equations posed on the
interfaces.
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Figure 15: Left: Resonant wave-guide inspired in the Comedy Central logo; right: real part of a
typical solution.
Fig. 16 shows the eigenvalues of the preconditioned polarized system, using L = 4 layers, for
different frequencies. We can observe that the eigenvalues are spread in the unit disk centered
at one as stated in Section 4.2. Moreover, as the frequency increases, the eigenvalues tend to
be less clustered around 1, in particular, we can observe some eigenvalues close to zero. In such
circumstances, GMRES is known to experience slow convergence. Finally, we point out that the
number of eigenvalues far from 1 grows as ω, which can be expected from the number of resonant
modes in function of the frequency in 2D. We point out the radically different behavior from the
spectra shown in Figs. 7 and 6, in which all the eigenvalues are tightly clustered around 1, far from
zero.
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Figure 16: Eigenvalues in the complex plane of (D )−1 P M, for the resonant cavity in Fig. 15
with cred = 5, for ω = 8 (left), ω = 16 (center); and ω = 32 (right). There are 26 (left), 58 (center);
and 108 (right) eigenvalues outside the red circle of radius 0.2 centered at 1.
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A Discretization
Computations for Eq. 32 in 1D
The stencils for the derivatives of G and u are given by the discrete Green’s representation formula.
We present an example in 1D, which is easily generalized to higher dimension. Let u = {ui}n+1i=0
and v = {vi}n+1i=0 . Define Ω = {1, ...n} with the discrete inner product
〈u, v〉Ω =
n∑
i=1
uivi.
Let 4hu be the three-point stencil approximation of the second derivative. I.e.(
4hu
)
i
= ui−1 − 2ui + ui+1.
We can use summation by parts to obtain the expression
〈4hu, v〉Ω = 〈u,4hv〉Ω − v0(u1 − u0) + u0(v1 − v0) + vn+1(un+1 − un)− un+1(vn+1 − vn). (107)
The formula above provides the differentiation rule to compute the traces and the derivatives of u
and G at the interfaces. For example, let Gki be the solution to 1D discrete Helmholtz operator
defined by HGk = (−4h −mω2)Gk = δki , for j ∈ [1, ..., n]. Then
uk = 〈HGk, u〉Ω = 〈Gk, Hu〉Ω−Gk0(u1−u0) +u0(Gk1 −Gk0) +Gkn+1(un+1−un)−un+1(Gkn+1−Gkn).
(108)
To simplify the notations we define
∂+G0 = G1 −G0, ∂−Gn+1 = Gn+1 −Gn, (109)
which are upwind derivatives with respect to Ω, i.e. they look for information inside Ω. Let us
consider a partition of Ω = Ω1 ∪ Ω2, where Ω1 = {1, n1} and Ω2 = {n1 + 1, n2}. We can define
local inner products between u and v analogously,
〈u, v〉Ω1 =
n1∑
i=1
uivi, 〈u, v〉Ω2 =
n2∑
i=n1+1
uivi,
in such a way that
〈u, v〉Ω1 + 〈u, v〉Ω2 = 〈u, v〉Ω.
We can use summation by parts in each sub-domain, obtaining
〈HG,u〉Ω1 = 〈G,Hu〉Ω1 −G0∂+u0 + u0∂+G0 +Gn1+1∂−un1+1 − un1+1∂−Gn1+1, (110)
〈HG,u〉Ω2 = 〈G,Hu〉Ω2 −Gn1∂+un1 + un1∂+Gn1 +Gn2+1∂−un2+1 − un2+1∂−Gn2+1, (111)
which are the 1D version of Eq. 32.
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Computations for Eq. 32 in 2D
The 2D case is more complex given that we have to consider the PML in the x direction when
integrating by parts. To simplify the proofs, we need to introduce the symmetric formulation of the
PML’s for the Helmholtz equation. We show in this section that the symmetric and unsymmetric
formulations lead to the same Green’s representation formula. In addition, we present Eq. 114,
which links the Green’s functions of both formulations. In Appendix C we use the symmetric
formulation in all of the proofs; however, owing to Eq. 114 the proofs are valid for the unsymmetric
formulation as well.
Following [38] we define the symmetrized Helmholtz equation with PML’s given by
−
(
∂x
αx(x)
αz(x)
∂x + ∂z
αz(x)
αx(x)
∂z
)
u− mω
2
αx(x)αz(x)
u =
f
αx(x)αz(x)
, (112)
which is obtained by dividing Eq. 15 by αx(x)αz(x) and using the fact that αx is independent of
z, and αz is independent of x. We can use the same discretization used in Eq. 18 to obtain the
system
(Hsu)i,j =−
1
h2
(
αx(xi+1/2,j)
αz(xi+1/2,j)
(ui+1,j − ui,j)−
αx(xi−1/2,j)
αz(xi−1/2,j)
(ui,j − ui−1,j)
)
− 1
h2
(
αz(xi,j+1/2)
αx(xi,j+1/2)
(ui,j+1 − ui,j)−
αz(xi,j−1/2)
αx(xi,j−1/2)
(ui,j − ui,j−1)
)
− m(xi,j)ω
2
αx(xi,j)αz(xi,j)
ui,j = fi,j , (113)
in which we used the fact that the support of f is included in the physical domain, where αx and
αz are equal to 1. Moreover, from Eq. 112 and Eq. 21, it is easy to prove that the Green’s function
associated to Hs satisfies
G(x,y)αx(y)αz(y) = G
s(x,y). (114)
Given that f is supported inside the physical domain we have that αx(y)αz(y)f(y) = f(y), then
applying G and Gs to f yield the same answer, i.e., u and us (the solution to the symmetrized
system) are identical.
To deduce Eq. 32, we follow the same computation as in the 1D case. We use the discrete `2
inner product, and we integrate by parts to obtain
〈Hsu,v〉 =
nx,nz∑
i,j=1
(Hsu)i,j vi,j ,
= 〈u,Hsv〉
−
nz∑
j=1
[
αx(x1/2,j)
αz(x1/2,j)
(
u0,j∂
+
x v0,j − v0,j∂+x u0,j
)
+
αx(xnx+1/2,j)
αz(xnx+1/2,j)
(
unx+1,j∂
−
x vnx+1,j − vnx+1,j∂−x unx+1,j
) ]
−
nx∑
i=1
[
αz(xi,1/2)
αx(xi,1/2)
(
ui,0∂
+
z vi,0 − vi,0∂+z ui,0
)
+
αz(xi,nz+1/2)
αx(xi,nz+1/2)
(
ui,nz+1∂
−
z vi,nz+1 − vi,nz+1∂−z ui,nz+1
) ]
.
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This is the general formula for the GRF. Moreover, given the nature of the layered partition, we
can further simplify this expression. In each subdomain we have
〈Hsu,v〉Ω` =
nx+npml∑
i=−npml+1
nz∑
j=1
(Hsu)i,j vi,j ,
= 〈u,Hsv〉Ω`
−
nz∑
j=1
[
αx(x1/2−npml),j)
αz(x1/2−npml),j)
(
u−npml,j∂
+
x v−npml,j − v−npml,j∂+x u−npml,j
)
+
αx(xnx+npml+1/2,j)
αz(xnx+npml+1/2,j)
(
unx+npml+1,j∂
−
x vnx+npml+1,j − vnx+npml+1,j∂−x unx+npml+1,j
) ]
−
nx+nnpml∑
i=−nnpml+1
[
αz(xi,1/2)
αx(xi,1/2)
(
ui,0∂
+
z vi,0 − vi,0∂+z ui,0
)
+
αz(xi,nz+1/2)
αx(xi,nz+1/2)
(
ui,nz+1∂
−
z vi,nz+1 − vi,nz+1∂−z ui,nz+1
) ]
.
In each subdomain this expression is never evaluated inside the PML for z, hence αz(x) = 1. More-
over, if u and v both satisfy homogeneous Dirichlet boundary conditions at the vertical boundaries
(i = −npml and i = nx + npml + 1, which are imposed in the formulation of the PML), we obtain
〈Hsu,v〉Ω` = 〈u,Hsv〉Ω`
−
nx+npml∑
i=−npml+1
[
1
αx(xi,1/2)
(
ui,0∂
+
z vi,0 − vi,0∂+z ui,0
)
− 1
αx(xi,nz+1/2)
(
ui,nz+1∂
−
z vi,nz+1 − vi,nz+1∂−z ui,nz+1
) ]
.
We can then replace u and v by us, the solution to Hsus = f , and Gs. By construction both
satisfy homogeneous Dirichlet boundary conditions at i = −npml and i = nx + 1 + npml, therefore,
we obtain
〈HsGs,us〉Ω` = us
= 〈Gs, f〉Ω` −
nx+npml∑
i=−npml+1
[
1
αx(xi,1/2)
(
Gsi,0∂
+
z u
s
i,0 − usi,0∂+z Gsi,0
)
(115)
− 1
αx(xi,nz+1/2)
(
Gsi,nz+1∂
−
z u
s
i,nz+1 − usi,nz+1∂−z Gsi,nz+1
) ]
. (116)
Moreover, using the relation between both Green’s functions, the independence of αx with respect
to z, the point-wise equality between u and us, and the properties of the support of f ; we obtain
the Green’s representation formula for the layered partition as
u = 〈G, f〉+
nx+npml∑
i=−npml+1
[ (−Gi,0∂+z ui,0 + ui,0∂+z Gi,0)+ (Gi,nz+1∂−z ui,nz+1 − ui,nz+1∂−z Gi,nz+1) ].
(117)
It is the discrete version of Eq. 11.
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B Triangular and block triangular matrices
In this section we introduce the necessary tools for the proofs in Appendix C. They are by no means
original.
Let H be the symmetric discretized Helmholtz operator in 1D, where
H =

b1 c1 0 . . . 0
a1 b2 c2 . . . 0
0
. . .
. . .
. . . 0
0
. . . an−2 bn−1 cn−1
0 . . . 0 an−1 bn
 , (118)
in which a = c by symmetry. We denote by G the inverse of H.
We follow [94] in writing a simple recurrence formula based on the minors
θ−1 = 0, θ0 = 1, θi = biθi−1 − aici−1θi−2, (119)
φn+2 = 0, φn+1 = 1, φi = biφi+1 − ciai+1φi+2. (120)
Lemma 8 ( Lemma 2 in [94] ). We have the following identity:
θiφi+1 − ai+1ciθi−1φi+2 = θn, ∀1 ≤ i ≤ n. (121)
Theorem 2 ( Theorem 1 in [94] ). If H is nonsingular, then its inverse is given by
(H−1)i,j =

(−1)i+j
(
Π`−1k=ick
)
θi−1φj+1
θn
if i < j,
θi−1φi+1
θn
if i = j,
(−1)i+j
(
Πik=j+1ak
)
θj−1φi+1
θn
if i > j.
(122)
Proposition 2. (Rank-one property). We have(
H−1i+1,i+1
)−1
H−1i+1,iH
−1
i+1,k = H
−1
i,k , for i < k, (123)(
H−1i−1,i−1
)−1
H−1i−1,iH
−1
i−1,k = H
−1
i,k , for i > k. (124)
Moreover [(
H−1i+1,i+1
)−1
H−1i+1,i
]
H−1i+1,i = H
−1
i,i + c
−1
i
[(
H−1i+1,i+1
)−1
H−1i+1,i
]
, (125)[(
H−1i−1,i−1
)−1
H−1i−1,i
]
H−1i−1,i = H
−1
i,i + a
−1
i
[(
H−1i−1,i−1
)−1
H−1i−1,i
]
. (126)
Proof. Eq. 123 and Eq. 124 are direct application of the expression for the inverse of H given by
Thm. 2.
We only prove Eq. 125 – the proof of Eq. 126 is analogous. Using the expression of the inverse
given by Thm. 2 we have (
H−1i+1,i+1
)−1
H−1i+1,i = −ci
θi−1
θi
. (127)
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Thus, [(
H−1i+1,i+1
)−1
H−1i+1,i
]
H−1i+1,i = ci
θi−1
θi
ai+1
θi−1φi+2
θn
=
θi−1φi+1
θn
− θi−1
θi
(
θiφi+1 − ai+1ciθi−1φi+1
θn
)
=
θi−1φi+1
θn
− θi−1
θi
= H−1i,i + c
−1
i
[(
H−1i+1,i+1
)−1
H−1i+1,i
]
.
Above, we used Lemma 8 and the expression for the inverse given by Thm. 2.
For the 2D case, we introduce the same ordering as in [38], where we increase the index in x
first,
u = (u1,1, u2,1, ..., unx,1, u1,2, ..., unx,nz). (128)
For simplicity of exposition, and only for this section, we do not take into account the degrees of
freedom within the PML. Let H be the discrete symmetric Helmholtz operator in 2D (Eq. 112),
which we rewrite as
H =

H1 C1 0 . . . 0
C1 H2 C2 . . . 0
0
. . .
. . .
. . . 0
0
. . . Cnz−2 Hnz−1 Cnz−1
0 . . . 0 Cnz−1 Hnz
 , (129)
in which each sub-block is a matrix in Cnx×nx matrix (or a matrix in Cnx+2npml,nx+2npml if we count
the degrees of freedom within the PML). Each Ci is a constant times the identity, and each Hi
is a tridiagonal symmetric matrix. The ordering of the unknowns implies that every block in H
correspond to degrees of freedom with fixed depth (fixed z).
In order to prove the equivalent of the rank-one property in the 2D case we follow [10] and [69].
Definition 10. Let ∆i and Σi be defined by the following recurrence relations
∆1 = H1, ∆i = Hi −Ci (∆i−1)−1 Cti; (130)
Σnz = Hnz , Σi = Hi −Cti+1 (Σi+1)−1 Ci+1. (131)
Proposition 3. H is proper15, and its inverse is given by
H−1j,k =
{
UjV
t
k if j ≤ k,
VjU
t
k if j ≥ k.
(132)
where Uj = C
−t
j ∆j−1...C
−t
2 ∆1 and V
t
j = Σ
−1
1 C
t
2...CjΣ
−1
j .
Proof. H is proper because Cj are invertible; Eq. 132 is a direct application of Theorem 3.4 in
[69].
15A block Hessenberg matrix, with invertible upper and lower diagonal blocks. See Def. 2.2 in [10].
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Proposition 4.
(
H−1j+1,j+1
)−1
H−1j+1,j is symmetric and we have(
H−1j+1,j+1
)−1
H−1j+1,jH
−1
j+1,k = H
−1
j,k , for j < k. (133)
Moreover, (
H−1j−1,j−1
)−1
H−1j−1,jH
−1
j−1,k = H
−1
j,k , for j > k. (134)
Proof. First, it is easy to prove that ∆j are symmetric matrices using an inductive argument and
Def. 10. Then, using Eq. 132 we have(
H−1j+1,j+1
)−1
H−1j+1,j =
(
Vj+1U
t
j+1
)−1
Vj+1U
t
j ,
= U−tj+1U
t
j ,
=
(
C−tj+1∆j ...C
−t
2 ∆1
)−t (
C−tj ∆j−1...C
−t
2 ∆1
)t
,
= Cj+1∆
−t
j ,
= Cj+1∆
−1
j . (135)
Using the symmetry of ∆j and the fact that Cj+1 is an identity times a constant, we obtain the
desired symmetry property.
Finally, a simple computation using Proposition 3 leads to Eq. 133. The proof of Eq. 134 is
analogous.
Definition 11. Let Dj and Ej be defined by the following recurrences
D1 = I, D2 = −C−11 H1, Dj = − (Dj−2Cj−1 + Dj−1Hj−1) C−1j j = 3, ..., nz; (136)
Enz = j, Enz−1 = −HnzC−1nz−1, Ej = −C−1j (Hj+1Ej+1 + Cj+1Ej+2) j = nz − 2, ..., 1, (137)
and define the generalized Casorati determinant by
Rj = Cj−1 (DjEj−1 −Dj−1Ej) , j = 2, ..., nz; R := Rnz . (138)
Remark 4. We note that Dj and Ej are invertible. Indeed, we can see that Dj has n linearly
independent solutions to the three-term recurrence. Then the determinant of Dj is always different
from zero. The same is true for Ej but using the backwards recurrence.
Proposition 5. For the sequence of matrices Dj and Ej, its generalized Casorati determinant is
constant.
Proof. We compute
Rj −Rj+1 = Cj−1 (DjEj−1 −Dj−1Ej)−Cj (Dj+1Ej −DjEj+1) , (139)
= Dj (Cj−1Ej−1 + CjEj+1)− (Dj+1Cj + Dj−1Cj−1) Ej ,
= DjHjEj −DjHjEj ,
= 0,
where we used the fact that the Cj are a constant times the identity (then they commute with all
the matrices) and the recurrences satisfied by Dj and Ej .
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Proposition 6. The inverse of H is given by
H−1j,k =
{ −DtjR−tEtk if j ≤ k,
−EjR−1Dk if j ≥ k. (140)
Proof. It is a direct application of Proposition 2.4 in [10].
Proposition 7. We have[(
H−1j+1,j+1
)−1
H−1j+1,j
]
H−1j+1,j = H
−1
j,j + C
−1
j+1
[(
H−1j+1,j+1
)−1
H−1j+1,j
]
, (141)
and [(
H−1j−1,j−1
)−1
H−1j−1,j
]
H−1j−1,j = H
−1
j,j + C
−1
j−1
[(
H−1j−1,j−1
)−1
H−1j−1,j
]
. (142)
Proof. From Eq. 140 we have (
H−1j+1,j+1
)−1
H−1j+1,j = D
−1
j+1Di. (143)
Then we can compute[(
H−1j+1,j+1
)−1
H−1j+1,j
]
H−1j+1,j = −D−1j+1DjEj+1R−1Dj , (144)
= −EjR−1Dj −D−1j+1Dj
(
Ej+1 −D−1j Dj+1Ej
)
R−1Dj , (145)
= −EjR−1Dj −D−1j+1DjD−1j (DjEj+1 −Dj+1Ej) R−1Dj , (146)
= −EjR−1Dj + D−1j+1DjD−1j C−1j Rj+1R−1Dj , (147)
= −EjR−1Dj + C−1j D−1j+1Dj , (148)
= H−1j,j + C
−1
j
[(
H−1j+1,j+1
)−1
H−1j+1,j
]
, (149)
in which we used the fact that the generalized Casorati determinand is constant.
C Properties of the Discrete Green’s representation formula
Proof of Lemma 1
Proof. We carry out the proof in 1D. The extension to the 2D case is trivial because of the Eq.
117, which is the discrete Green’s representation formula in 2D, that takes in account the boundary
conditions of u and G`. Let H be the discrete Helmholtz operator in 1D, and let u be the solution
of
(Hu)i = fi, for i ∈ Z,
Let Ω = {1, ..., n}. We define the discrete inner product as
〈u, v〉Ω =
n∑
i=1
uivi,
and the Green’s function Gki , such that(
HGk
)
i
= δki , for i ∈ Z.
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Following the discretization given in Eq 110, we can write
〈u,HGk〉Ω − 〈Gk, Hu〉Ω = G↓k(u0, u1) + G↑k(un, un+1), if k ∈ Z. (150)
Applying the properties of Gk and the fact that u is the solution, we have
〈u, δk〉Ω − 〈Gk, f〉Ω = G↓k(u0, u1) + G↑k(un, un+1), if k ∈ Z. (151)
Following Def. 3 and Def. 2, we have
uk = G↓k(u0, u1) + G↑k(un, un+1) +Nkf, if 1 ≤ k ≤ n. (152)
If k < 1 or k > n, the formula given by Eq. 152 is still valid. However, we have
〈u, δk〉Ω = 0,
because the support of the Dirac’s delta is outside the integration domain. We obtain
− 〈Gk, f〉Ω = G↑k(un, un+1) + G↓k(u0, u1), if k < 1 or k > n, (153)
thus,
0 = G↑k(un, un+1) + G↓k(u0, u1) +Nkf, if k < 1 or k > n. (154)
Finally, the only property that we used from Gk is that is should satisfy(
HGk
)
i
= δki , for 0 ≤ l ≤ n+ 1.
We can then replace the global Green’s function by local ones, and the results still hold, i.e.,
uk = G↑,1k (un, un+1) + G↓,1k (u0, u1) +Nkf, if 1 ≤ k ≤ n, (155)
0 = G↑,1k (un, un+1) + G↓,1k (u0, u1) +Nkf, if k < 1 or k > n, (156)
which finishes the proof.
Proof of Lemma 2
Proof. We carry out the proof for k = 0, the case for k = n` + 1 is analogous. Let us fix `. By
definition
G↓,`1 (u`0,u`1) + G↑,`1 (u`n` ,u`n`+1) +N `1 f ` = u`1, (157)
to which we apply the extrapolator, obtaining
E↑`−1,`G↓,`1 (u`0,u`1) + E↑`−1,`G↑,`1 (u`n` ,u`n`+1) + E↑`−1,`N `1 f ` = E↑`−1,`u`1. (158)
We compute each component of the last equation to show that it is equivalent to Eq. 48. Indeed,
we use the definition of the extrapolator (Def. 6) and Lemma 4 to show that,
E↑`−1,`G↑,`1 (u`n` ,u`n`+1) = G↑,`0 (u`n` ,u`n`+1), and E↑`−1,`N `1 f ` = N `0 f `. (159)
We compute the last term left using the matrix form of G` (Eq. 29) which results in
E↑`−1,`G↓,`1 (u`0,u`1) =
E↑`−1,`
h
[
G`(z1, z1) −G`(z1, z0)
]( u`0
u`1
)
. (160)
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Moreover, by direct application of Lemma 4 we have that
E↑`−1,`G`(z1, z1) = G`(z0, z1), E↑`−1,`G`(z1, z0) = G`(z0, z0)− hE↑`−1,`; (161)
thus
E↑`−1,`G↓,`1 (u`0,u`1) = G↓,`0 (u`0,u`1)− E↑`−1,`u`1. (162)
Putting everything together we have that
G↓,`0 (u`0,u`1) + G↑,`0 (u`n` ,u`n`+1) + E↑`−1,`u`1 +N `0 f ` = E↑`−1,`u`1, (163)
or
G↓,`0 (u`0,u`1) + G↑,`0 (u`n` ,u`n`+1) +N `0 f ` = 0, (164)
which concludes the proof.
Proof of Lemma 3
Proof. The proof is a direct application of the nullity theorem [89]. If u↑ and v↑ are in the kernel
of A↑j,j+1, then the proof is reduced to showing that G`+1(z1, z1) is invertible. Without loss of
generality we can reorder the entries of the matrix G`+1 such that G`+1(z1, z1) is a square diagonal
block located at the left upper corner of G`+1. Then the nullity of G`+1(z1, z1) is equal to the
nullity of the complementary block of the inverse, but the inverse is just the Helmholtz matrix
reordered with some entries out. Such block is trivially full rank, i.e. nullity equals to zero. Then
the nullity of G`+1(z1, z1) is zero; therefore, G
`+1(z1, z1) is an invertible matrix.
Proof of Lemma 4
Proof. We note that by the definition of the local Green’s functions in Eq. 22, we have that
G`i,j,i′,j′ =
1
h2
(
H`
)−1
i,j,i′,j′
. (165)
Then by Def. 1 and Eq. 129 we have that
G`j,k =
1
h
(
H`
)−1
j,k
, (166)
where G`j,k is the layer to layer Green’s function. Using the definition of the extrapolator (Def. 6)
and Proposition 4, in particular Eq. 134 applied to j = 0 we obtain
G`(z0, zk) = E↑`−1,`G`(z1, zk), for 0 < k, (167)
and Eq. 133 applied to j = n` + 1
G`(zn`+1, zk) = E↓`,`+1G`(zn` , zk), for k < n` + 1. (168)
We can divide Eq. 142 by h, and we use the definitions of the extrapolator (Def. 6) and the
Green’s functions (Eq. 166) to obtain
G`+1(z0, z0) +
C−12 E↑`,`+1
h
= E↑`,`+1G`+1(z1, z0). (169)
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However, following the notation of Eq. 129, we note that if k is such that it corresponds to a
zk that is in the physical domain, then Ck is just −I/h2. This observation is independent of the
formulation, and it is due to the particular ordering of the unknowns that Eq. 129 assumes. Then
we can further simplify Eq. 169 and obtain
G`+1(z0, z0)− hE↑`,`+1 = E↑`,`+1G`+1(z1, z0). (170)
We can follow the same reasoning to obtain from Eq. 141 that
G`(zn`+1, zn`+1)− hE↓`,`+1 = E↓`,`+1G`(zn` , zn`+1), (171)
which concludes the proof.
Proof of Lemma 5
Proof. We have that
G↓,`+11 (u↑0,u↑1) = 0 (172)
is, by definition, equivalent to
G`+1(z1, z1)u
↑
0 = G
`+1(z1, z0)u
↑. (173)
The proof is by induction, at each stage we use the extrapolator to shift the evaluation index. We
left multiply Eq. 173 by
[
G`+1(z1, z1)
]−1
G`+1(z1, z2) and follow Remark 3, to obtain
G`+1(z2, z1)u
↑
0 = G
`+1(z2, z0)u
↑, (174)
which can be left multiplied by the matrix
[
G`+1(z2, z2)
]−1
G`+1(z2, z3) to obtain
G`+1(z3, z1)u
↑
0 = G
`+1(z3, z0)u
↑. (175)
Then by induction we obtain the result.
Proof of Lemma 6
Proof. We give the proof for the case when j = 0 – for j = n` + 1 the proof is analogous.
Given that u is solution of the system in Def. 8, we have
G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = u`,↑1 + u`,↓1 , (176)
which can be left-multiplied by the extrapolator E↑`,`+1. Using Lemma 4 we have
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + E↑`,`+1G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = E↑`,`+1u`,↑1 + E↑`,`+1u`,↓1 , (177)
and following the same computation performed in Lemma 2 (Eq. 162) we have
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + E↑`,`+1u`,↓1 + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f ` = E↑`,`+1u`,↑1 + E↑`,`+1u`,↓1 .
(178)
Finally, from the fact that E↑`,`+1u`,↑1 = u`,↑0 we obtain that
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f ` = u`,↑0 . (179)
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Proof of Proposition 1
Proof. The sufficient condition is given by Lemma 6, so we focus on the necessary condition. The
proof can be reduced to showing that
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f ` = u`,↑0 , (180)
implies E↑`,`+1u`,↑1 = u`,↑0 . Indeed, we have
G↑,`0 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`0 (u`,↓0 ,u`,↓1 ) + E↑`,`+1u`,↓1 + G↑,`0 (u`,↓n` ,u
`,↓
n`+1
) +N `0 f ` = u`,↑0 + E↑`,`+1u`,↓1 . (181)
Given that the extrapolator is invertible (Proposition 7 and Remark 4) we can multiply the equation
above on the left by
(
E↑`,`+1
)−1
. Using the same computations performed in Lemma 2 we have that
G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` =
(
E↑`,`+1
)−1
u`,↑0 + u
`,↓
1 . (182)
Moreover, by hypothesis u satisfies
G↑,`1 (u`,↑n` ,u
`,↑
n`+1
) + G↓,`1 (u`,↓0 ,u`,↓1 ) + G↑,`1 (u`,↓n` ,u
`,↓
n`+1
) +N `1 f ` = u`,↑1 + u`,↓1 , (183)
which simplifies to
u`,↑1 =
(
E↑`,`+1
)−1
u`,↑0 . (184)
Finally, using the fact that the extrapolator is invertible, we obtain the desired result. The
proof for i = n` is analogous.
Proof of Theorem 1
Proof. Once again we start by proving the statement in 1D. One side of the equivalence is already
given by Lemma 1. To show the other side, we need to show that the concatenated solution satisfy
the solution at every point.
Let u be the solution to the discrete integral equation. We can then reconstruct the local
solution at each subdomain by
u`k = G↑,`k (u`n` , u`n`+1) + G↓,`k (u`0, u`1) +N `kf `. (185)
We have (
Hu`
)
i
= f `i ,
for 1 < l < N `. To conclude we need to prove that the difference equation is satisfied at i = 1 and
at i = n` with the information coming from the neighboring sub-domains. We remark that Eq.
185 is equivalent to solving(
Hu`
)
i
= f `i − δ0,l(∂+x u`0) + (∂+x δ0,l)u`0 + δn`+1,i(∂+x u`n`+1)− (∂−x δN`+1,i)u`n`+1 (186)
where
δi,j =
{
1
h if i = j
0 if i 6= j (187)
51
and the up and down-wind derivatives were defined earlier. Using the fact that u`i = 0 if i = 0 or
i = n` (Eq. 48), and the equivalence between the Green’s representation formula and the problem
stated in Eq. 186, we can apply H to u` and evaluate it at i = 1 obtaining,(
Hu`
)
1
=
2u`1 − u`2
h2
−m`1ω2u`1 = f `1 +
δ1,l
h
u`0 = f
`
1 +
u`0
h2
. (188)
In other words,
−u`0 + 2u`1 − u`2
h2
−m`1ω2u`1 = f `1, (189)
and by construction u`0 = u
`−1
n`−1 . This procedure can be replicated for i = n
`, yielding
−u`
n`−1 + 2u
`
n`
− u`
n`+1
h2
−m`n`ω2u`n` = f `n` , (190)
in which we have u`
n`+1
= u`+11 . This means that the concatenated solution satisfies the equation at
the interfaces; therefore, it satisfies the difference equation everywhere. By construction it satisfies
the boundary conditions; therefore, by uniqueness it is the solution to the difference equation.
In 2D, we need to be especially careful with the PML. Using the same proof method as before,
we have that
u`k = G↑,`k (u`n` ,u`n`+1) + G↓,`k (u`0,u`1) +N `k f `, (191)
satisfies the equation(
Hu`
)
i,j
= f `i,j , for 1 < j < n
` and− npml + 1 < i < n` + npml
where i and j are local indices. Following the same reasoning as in the 1D case we have(
Hu`
)
i,1
= f `i,1 −
1
h2
u`i,0, for and− npml + 1 < i < n` + npml. (192)
To prove Eq. 192 we use the fact that u`k is defined by Eq. 191, and by Lemma 2, u
`
k = 0 for k = 0
and k = n` + 1. Then, if we apply the global finite differences operator, H, to the local u`k, and to
evaluate it at k = 1, we obtain(
Hu`
)
i,1
=− αx(xi,1)
αx(xi+1/2,1)(u
`
i+1,1 − u`i,1)− αx(xi−1/2,1)(u`i,1 − u`i−1,1)
h2
+
1
h2
(
2u`i,1 − u`i,2
)
− ω2m(xi,1) (193)
= f `i,1 +
1
h2
u`i,0. (194)
It is clear that the right-hand side has a similar form as in the 1D case. The concatenated solution
satisfies the discretized PDE at the interfaces. Moreover, we can observe that by construction u`
satisfies the homogeneous Dirichlet boundary conditions, because the Green’s functions satisfy the
same boundary conditions. Furthermore, the traces at the interface also satisfy the zero boundary
conditions at the endpoints. Then, the concatenated solution satisfy the finite difference equation
inside the domain and the boundary conditions; therefore, by uniqueness it is solution to the discrete
PDE.
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