Determining the affine equivalence of Boolean functions has significant applications in circuit and cryptography. Previous methods for determining this require a large amount of computation when Boolean functions are bent functions or when the truth table is sparse. This paper presents a new method to determine the affine equivalence based on matrix algebra. By transforming Boolean function to the corresponding matrix representation, we first propose and prove the congruent standard form of Boolean function. It lays the foundation for the determination of equivalence because affine Boolean functions must have the same standard form. Then we find the generators of orthogonal matrix group and symplectic matrix group, which greatly reduce the search space. The computation complexity of our method is o(2 r 2 /2+n * (n−r) ), where n is the number of bit operations, and r is the rank of the matrix, which is the product of Boolean-1 matrix of the test Boolean function and its transposition. The experimental results show that our method is useful when the test Boolean function is no more than 7 bits and r is greater than 2.
I. INTRODUCTION
Boolean functions play an important role in computer science and modern cryptography. Affine equivalence, as a basic equivalence of Boolean functions, has been widely used in combinational circuit design [1] - [3] . It also has great application in cryptography, such as the classification of cosets of Reed-Muller code [4] - [7] , and block ciphers [8] - [11] .
An n-variable Boolean function is a function of the form f : F n 2 → F 2 , where F 2 is the Boolean field, {0, 1}. There are several definitions of affine equivalence of Boolean functions, mainly because the specific application context is different. Here, we take the definition of the affine equivalence used in [12] . Two n-variable Boolean functions f and g, are affine equivalent if and only if there exists a nonsingular matrix A over the finite field F 2 , an n-dimensional vector b over F 2 , such that f (x) = g(AX + b), where the multiplication and addition is calculated mod 2. We say the orderly The associate editor coordinating the review of this manuscript and approving it for publication was Khalid Aamir. pair (A, b) is an affine transformation from f to g. When b = 0, f and g are linearly equivalent. The affine group AGL(n, 2) [4] is the set of all affine transformations, and the affine equivalence classification is the calculation of orbits of AGL(n, 2) on the entire Boolean function set.
In the application of circuit, an n-variable Boolean function represents a circuit that takes n inputs(each takes value 0 or 1), and produces a single output(0 or 1). If two Boolean functions are affine equivalent, then the physical circuits they represent can be considered as the same. Therefore, it is necessary to determine the equivalence classes between Boolean functions in circuits. For hybrid systems, an equivalent piecewise affine form means that for the same initial conditions and input sequences the trajectories of the system are identical [2] . Some Boolean control networks problems can be equivalently converted into the solvable set of Boolean matrix equations [13] , [14] .
In the application of cryptography, affine equivalence serves as an important relationship among Boolean functions, because many of the cryptographic properties of Boolean functions remain unchanged after affine transformation [15] . Affine equivalence has been successfully used in the classifications of rotation symmetric Boolean functions [16] - [18] , the construction of bent functions [19] - [21] , and the classification of Reed-Muller codes. There is a fact about affine Boolean functions and cosets of Reed-Muller codes: when Boolean functions f and g are affine equivalent, they are also in the same cosets of Reed-Muller codes. In 1972, Berlekamp and Welch [22] successfully classified all 5-variable Boolean functions into 48 equivalence classes. In 1991, Maiorana [4] classified all 6-variable Boolean functions into 150,357 equivalence classes by decomposing Boolean functions into 5-variable functions and then applying the method for 5-variable Boolean functions.
In addition to affine equivalence, Boolean functions have some other stronger equivalence classifications, such as CCZ-equivalent [23] , NPN classification [24] , [25] . Exploring method for determining Boolean function's affine equivalence is also useful for these equivalence decisions.
A. RELATED WORK
Affine equivalence classes of Boolean functions has been well studied by many scholars, but rarely on how to determine the equivalence of two given Boolean functions. There are only a few papers on this topic. In 2003, Fuller and Millan [26] proposed a method to detect affine equivalence of Boolean functions and applied the method to analyze the nonlinearity in S-boxes. It is shown that for two affine equivalent Boolean functions f and g, the function in the 1-local neighborhood of f is affine equivalent to the corresponding function in the 1-local neighborhood of g, and the affine transformation is the same. f and g both have 2 n connecting functions, so there are 2 n +1 pairs of equivalent Boolean functions under the same affine transformation. This information is used along with algebraic degree, the absolute frequency distribution of the WHT and autocorrelation function of both f and g to narrow down the search space for the affine transformation. It is worth noticing that for different kinds of Boolean functions, the complexity varies greatly. For bent functions, this method can hardly determine the affine equivalence. In 2007, Meng [27] also proposed a method to detect the affine equivalence among Boolean functions. From Fuller's method, derivative function and decomposition are introduced, more constraints are obtained, and the computational complexity is further reduced.
The two algorithms mentioned above are almost always more efficient than enumeration algorithm, but none of them analyze the computational complexity and the size of searching space. When the functions are bent functions or when the truth table is sparse, both of these methods fail in determining the affine equivalence because the absolute distribution of the WHT takes only several candidates, as is the autocorrelation function and algebra degree. This is what motivated us to design a method that deals with the situation.
B. ORGANIZATION OF THIS PAPER
The research progress of determining two given Boolean functions' equivalence has been limited by the size of AGL(n, 2) and the complex operations on it. A brutal force search can only compute up to 5 variables. This paper provide advancement based on matrix group theory to overcome the limit of complex group action and extend from 5 variables to 7 variables. In Section 2, some basic theories related to this paper are presented. In Section 3, the standard form of symmetric matrix over F 2 is designed and proved. Meanwhile, a method for computing the standard form is also provided. In Section 4, using matrix transformations, we switch the original search space AGL(n, 2) to a new relatively small search space, which requires the orthogonal matrix group and symmetric group over F 2 . The methods for computing these two groups are provided and proved. From this, the computation needed for determining the equivalence between Boolean functions are greatly reduced. The experimental to show the efficiency of our methods are shown in Section 5, and concluding remarks in Section 6.
II. PRELIMINARIES
This section provides a brief introduction on theories that are associated with this paper. A Boolean function f is a mapping from F n 2 = {0, 1} n to F 2 = {0, 1} and it can be written as
The common representation of a Boolean function is the truth table. It can also be expressed as
where each element f (i) represents the output of f (X ) when the corresponding input (x 1 , . . . x n ) is the n-bit binary representation of integer i. Only the terms of (1) that take value 1 will be considered in designing a circuit, so we use a representation named support of f , which is defined as follows.
Definition 1: Suppose f is an n−variable Boolean function. Then the support of f is a set denoted by S f , which contains all possible inputs whose corresponding outputs take value 1. The expression of S f can be written as
. Let S denote the set of all possible inputs, then S can be written as
It is clear that S f is a subset of S. We can find that a Boolean function can be determined by the support of f and it can also be regarded as another representation of the truth 
Since (Ax) T = x T A T , A operates on x, and is the same the multiplication of A T and x T on the right. This explains how A operates on the matrix expression M of a Boolean function f : the way A operates on M is to right multiply M by A T . Since the operation is over F 2 , the elementary matrix is only the column addition matrix. That is, A T is just a composition of some column additions matrices multiplying in some order. The way b operates on M is to take the complement of certain column vectors of M . Specifically, let M b be a matrix of the same size as M : if the i-th element of b is 0, the elements of the i-th column of M b are all 0; if the i-th element of b is 1, the elements of the i-th column of M b are all 1. We define M b to the complementation matrix of the vector b. Then the operation b is to add M b to M . Therefore, from (3), we have
where P is a permutation matrix. we can rewrite Definition 3 by the matrix language with Definition 4:
Definition 4: Let f 1 ,f 2 be two Boolean functions and M 1 , M 2 be the matrix representations of f 1 , f 2 . Then f 1 is affine equivalent to f 2 if and only if there exists a nonsingular matrix A, a permutation matrix P, and a complementation matrix M b that satisfy the following equation
where M b is the complementation matrix of a vector b. Given two Boolean functions, in order to determine the equivalence between them, we may need to take all possible A and b in (3) to check the conditions. So the order of search set is |AGL(n, 2)|. Here, we show a simple trick to reduce computational complexity.
Lemma 1: The computation order of A and b are exchangeable. That is, A multiplied by x and then plus b is equal to x plus A −1 b and then left multiply A.
Proof: Given two Boolean functions f 1 , f 2 , we want to find A, b to satisfy (3) or they are not affine equivalent. Considering all possible A first and then b is equivalent to consider all possible b first and then A, since
This lemma allows us to consider complementation operation first and then column additions. So we can rewrite (4) as
The complementation is simple because it just takes the complement of the column vectors of M . We can now focus on the column addition operation on A T .
Our method is based on Definition 4. As introduced in Section 1, the general linear group denoted as GL(n, 2) is composed of all nonsingular matrices over F 2 and AGL(n, 2) is expressed as
Thus, the size of the affine group is
Consider the number of nonsingular matrices, |GL(5, 2)| = 9999360 and |GL(6, 2)| = 20158709760 which is beyond the capacity of computers. Then using brutal force search we can only search for 5 variables at most. A more effective method is needed.
III. THE CONGRUENT STANDARD FORM OF SYMMETRIC MATRIX OVER F 2
Before we describe our specific method, the standard form of symmetric matrix over F 2 needs to be introduced. We denote k × k identity matrix as I k . First we define the standard form:
Theorem 1 (Standard form of symmetric matrix over F 2 ): Let M be an n × n symmetric matrix over F 2 , then (a) if there is at least a ''1'' in the diagonal, then there exists a matrix A ∈ GL(n, 2) such that
In this case, k is the rank of M and the standard form of M is I k 0 0 0 , which we denote as the first congruent standard
In this case, 2k is the rank of M and the standard form of M is
 , which we denote as the second congruent standard form. Proof: In case (a), there is at least a ''1'' in the diagonal of M. Assuming M kk = 1, we denote P ij as a matrix which switch the i-th column and the k-th column of I , and denote Q ij as a matrix that adds the i-th column to the j-th column of I. Let M = P T ij MP ij , such that M 11 = 1. From m = 2 to n, add the 1-th column to m-th column if M 1m = 1 and do nothing if M 1m = 0, then these operations forms a matrix A.
so far we have reduced the dimension of M from n to n − 1. Repeat the procedures above until we get i ''1''s and the diagonal of M n−i are all zeros, then we have the form
Consider the first row of M n−i . If the elements are all zeros, do nothing. Otherwise, exchange this element ''1'' with the second element, and then use this element ''1'' to make sure the elements behind 2-th element are all zeros. From this, we get a diagonal block 
In case (b), there is no ''1'' in the diagonal of M. Following the procedures described in case (a), we get k diagonal blocks C 2 :
By simply swapping columns and rows, we can transform these blocks into Given a symmetric matrix M , the standard form can be uniquely determined by following the procedures in the proof. This helps to determine the affine equivalence of Boolean functions. Let M 1 , M 2 be the matrix expression of two Boolean functions f 1 , f 2 and B = A T , then f 1 (x) = f 2 (Ax) is equal to
where P is a permutation matrix and B ∈ GL(n, 2). Left multiply the transpose of each side of (8):
Since P is a permutation matrix, P T P = I . Then,
(11) meaning that if f 1 is equivalent to f 2 , M T 1 M 1 and M T 2 M 2 must have the same Standard Form. This is the main observation that enlightens our method.
IV. DETERMINE AFFINE EQUIVALENCE OF BOOLEAN FUNCTIONS
Given two Boolean functions expressed as the matrix form M 1 and M 2 , we want to determine whether they are affine equivalent. Before discussing the same standard form in depth there is a small trick to greatly reduce the computation of the following step. 
where Q ∈ GL(n, 2) and k is the rank of M . Proof: Let k be the rank of M, then there are k linearly independent row vectors of M. Using column permutations, we can switch these k vectors to the first k columns. Then
Algorithm 3 Determining Affine Equivalent
Input: M 1 ,M 2 Output: A T , b 1 m, n is the size of M 1 ,M r is the complementation matrix of r, see (4) .M 2(i,:) is the ith row of matrix M 2 . sign is a mark which tells us there is a bias or not;
Print:f 1 and f 2 are not equivalent. break; 16 Print:f 1 and f 2 are not equivalent; (1,:) ; 47 end the first k column vectors are always assumed to be linearly independent. By column additions, transform the i + 1 up to n-th column to zero vectors. Thus, the form, I k 0 N 0 can be obtained from column additions and row permutations. According to Lemma 2, we present Algorithm 1 to compute the transform matrices P and Q. Line 3 checks if there is a ''1'' in the i-th row ranging from the i-th element to m 2 -element. Lines 4 to 5 switch the column whose i-th element is ''1'' with the i-th column. Lines 6 to 11 use this ''1'' to eliminate all the other ''1'' in i-th row by adding i-th column to the column whose i-th element is 1. Lines 13 to 15 switch the i-th row with the (m 1 − count)-th row.
Therefore, given two Boolean functions M 1 and M 2 , there exist P 1 , P 2 , B 1 , B 2 , such that
M 1 is linear equivalent to M 2 if and only if there exists a permutation matrix P 3 and a singular matrix B 3 ∈ GL(n, 2) such that
By left multiplying the transpose, we get
Since the right side of 12 block and 22 block of (13), (14) are all zeros, we can take B 3 into 4 blocks as B 11 0 0 I . Then (16) can be written as
Once B 11 , which satisfies (17) is obtained, we can use (15) to verify the conditions. If (15) holds, then
The key point now is to find B 11 . From (17), we know I k + N T 1 N 1 must have the same standard form as I k + N T 2 N 2 . Then naturally, our discussion divides into two parts.
A. THE FIRST STANDARD FORM CASE
When I k + N T 1 N 1 and I k + N T 2 N 2 are transformed into the first congruent standard form, there exist nonsingular matrices B 4 , B 5 ∈ GL(n, 2) that satisfy the relation,
Take (19) and (20) into (17), then (21) can be written as
Here we explore what D must satisfy in (22) . Take D into four blocks just as the size of
transforms to
Therefore we conclude: D 11 is an orthogonal matrix; D 12 = 0; D 21 is an arbitrary matrix; D 22 is a nonsingular matrix. In order to find all possible D in (22), we need to generate all r × r orthogonal matrices over F 2 .
Let O(n) be the set of all n×n orthogonal matrices over F 2 , According to [orthogonal matrix over finite fields], the order of O(n) is
Here we give a method for generating all n × n orthogonal matrices and its proof. Lemma 3: When n ≥ 4, O(n + 1) can be generated by 1 0 0 O(n) and S(n + 1), where S(n + 1) is the symmetric group of order (n + 1). Proof: It is trivial to generate O(2), O (3) . O(4) can be generated by S(4) and (1 4 − I 4 ), where 1 4 is a 4 × 4 matrix whose elements are all 1. It can be easily checked that O (5) can be generated by S(5) and 1 0 0 1 4 − I 4 using GAP by comparing two groups' orders. So we confirm the initial case.
Assume O(k)(k ≥ 5) can be generated by 1 0 0 O(k − 1) and S(k), we want to prove O(k + 1) can be generated by 1 0 0 O(k) and S(k + 1):
If an orthogonal matrix has this block form: 1 0 c H , then c must be a zero vector and H be an orthogonal matrix. This fact helps us to do induction. First we prove that the number of ''1'' in the first row of a arbitrary orthogonal matrix can be reduced by at least 2 until there is only a ''1'' in the first column using S(k + 1) and 1) be an arbitrary orthogonal matrix, the first row of O 1 is denoted by α T and the number of ''1'' are odd. Assume the number of ''1'' in α is not 1.
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Using the operation of S(k + 1), we can always switch the position of 0 and 1 as we want. After switching the position of 0 and 1, there are only 2 cases of the first five elements: the number of 1 in α is 3 or 5. Since there must be a 0 in α, we have two cases: α T = 1 1 1 0 0 α T 1 or α T = 1 1 1 1 1 0 α T 2 . In each case we prove it can be reduced by 2. . This completes the proof.
Since S(n) can be generated by two elements, we have proved O(n) can be generated by 3 elements. We can now generate all possible D. Since D = B −1 4 B 11 B 5 , we have all possible B 11 = B 4 DB −1 5 . Take B 11 into (17) to check the satisfaction.
B. THE SECOND STANDARD FORM CASE
When I k + N T 1 N 1 and I k + N T 2 N 2 are transformed into the first congruent standard form, there exist nonsingular matrices B 6 , B 7 ∈ GL(n, 2) satisfying the relation
Take (27), (28) into (17), we get 
Therefore we conclude: G 11 is a symplectic matrix; G 12 = 0; G 21 is an arbitrary matrix; G 22 is a nonsingular matrix. In order to find all possible G in (29), we need to generate all 2h × 2h symplectic matrices over F 2 . Let SP(2n) be the set of all symplectic matrices over F 2 , According to [symplectic matrices over finite fields], the order of SP(2n) is
Here we give a method for generating all 2n × 2n orthogonal matrices and its proof. Let S 1 (2n) = { I n R 0 I n |R T = R} and S 2 (2n) = { I n 0 R I n |R T = R}. It is easy to check S 1 (2n) and S 2 (2n) are both subgroups of SP(2n).
Theorem 3 (generators of symplectic matrices over F 2 ): SP(2n) can be generated by S 1 (2n) and S 2 (2n).
Proof: First we transform the symplectic group into a group which will help us do the induction. Let n be an n × n matrix whose back-diagonal are all ''1''s with other elements are all zeros: n n 0 also forms a matrix group which we denote as ASP(2n). So SP(2n) can be generated by S 1 (2n) and S 2 (2n) is the same as ASP(2n) can be generated by n 0 0 I n S 1 (2n) n 0 0 I n denoted as S 1 (2n) and n 0 0 I n S 2 (2n) n 0 0 I n denoted as S 2 (2n). We prove the latter by induction. It is trivial to check ASP(2) can be generated by S 1 (2) and S 2 (2) . Assume that ASP(2n−2) can be generated by S 1 (2n−2) and S 2 (2n − 2).
we denote e i as the n-dimensional column vector with the i-th element is 1 and other elements are all zeros, R ij as the matrix with ij-th element and ji-th element be 1 while other elements are all zeros.
Given an arbitrary symplectic matrix H ∈ ASP(2n), we now show that with the operations of S 1 (2n) and S 2 (2n) we can transform the first column of H into 0 e n and the last column to e 1 0 . S 1 (2n) = I n n R 0 I n , S 2 (2n) = I n 0 R n I n .
Let η = η 1 η 2 be the first column vector of H with η 1 and η 2 both be n-dimensional vectors. Assume η 1 is not a zero vector, because if not so, η 2 can't be a zero vector and we can left multiply the elements in S 1 (2n) to η to make sure η 1 transforms to a nonzero vector. The consequence of S 2 (2n) operating on η is I n 0 R n I n
Assume n η 1 's i-th element is 1, we have:
If n η 1 's j-th element is 0, we have:
so we can choose R to make R n η 1 be arbitrary e i , and by additions we can transform η 2 to e n . Similarly, the consequence of S 1 (2n) operating on η is I n n R 0 I n η 1 η 2 = η 1 + n Rη 2 η 2 . Now we have η 2 = e n , n R nn η 2 = e 1 (35) n R jn η 2 = e n−j+1 (36)
So we can choose R to make n Rη 2 to be arbitrary e i , and by additions we can transform η 1 to 0. Therefore we have successfully transform η to η = 0 e n . After the procedures above, H transforms to H .
Let ζ be the last column vector of H . Since H is nonsingular, ζ = 0 e n . Let ζ = ζ 1 ζ 2 , we can always assume the elements of ζ 2 are not all zeros except the last one, since if ζ 2 = e n (or0), then ζ 1 = 0, and we can use the same operation described in (30) and (31) to make the t-th element(i = n) of ζ 2 to become 1 while η remains unchanged. Similarly we have n R tt ζ 2 = e n−t+1 (37) n R jt ζ 2 = e n−j+1 (38)
So we can choose R to make Rζ 2 to be arbitrary e i , and by additions we can transform ζ 1 to ζ 1 = e 1 with η unchanged. Similarly, R nn n ζ 1 = e n (39)
So we can choose R to make R n ζ 1 to be arbitrary e i , and by additions we can transform ζ 2 to ζ 2 = 0 with η unchanged.
Therefore we have successfully transformed ζ to ζ = e 1 0 with η remained unchanged. has the block form
by comparing the first row of (38)'s each side, we have
Since ε = 0, we have δ = ε. Similarly from ζ = e 1 0 , we can deduce the last row of H is 1 0 . . . 0 . Therefore H must has the block form  
which means H 2n−2 ∈ ASP(2n − 2). so H 2n−2 can be generated by S 1 (2n−2) and S 2 (2n−2). Since S 1 (2n−2) and S 2 (2n− 2) are subgroups of S 1 (2n) and S 2 (2n), we have proved H can be generated by S 1 (2n) and S 2 (2n). This completes the proof. Now, we have generated all possible G. Since G = B −1 6 B 11 B 7 , we can get all the possible B 11 = B 6 GB −1 7 . Take B 11 into (17) to check if it is satisfied.
V. EXPERIMENT
Based on the above discussion, the key to determining equivalence of Boolean function is to find the B 11 matrix satisfying equation (17) which can be transformed into finding a matrix D (when I k +N T N has the first congruent standard form) or a matrix G (when I k + N T N has the second congruent standard form). As we take D (or G) into four blocks, the difficulty of searching depends on the order of orthogonal matrix group, the order of nonsingular matrix group and the order of symplectic matrix group.
More specifically, taking D into four blocks, the searching space size of matrix D is equal to the product of the number of all r × r orthogonal matrices, which is o(2 r 2 /2 ), and the number of all (n − r) × (n − r) nonsingular matrices, which is o(2 (n−r) 2 ), and the number of all r × (n − r) matrices over F 2 , which is o(2 r(n−r) ). So, the computer complexity is o(2 r 2 /2 × 2 (n−r) 2 × 2 r(n−r) ) = o(2 r 2 /2+n(n−r) ).Where r is the rank of the first congruent standard form of I k + N T N and n is the bit of Boolean function. Using formula (25) ,(26) the order of r × r orthogonal matrices group |O(r)| can be calculated: |O(3)| = 6, |O(4)| = 48, |O(5)| = 720, |O(6)| = 23, 040, |O(7)| = 1, 451, 520. While the searching space size of matrix G is equal to the product of the number of all 2h × 2h symplectic matrices, which is o(2 (2h) 2 /2 ), and the number of all (n − 2h) × (n − 2h) nonsingular matrices and the number of all 2h × (n − 2h) matrices over F 2 . So, the computer complexity is o(2 (2h) 2 /2 ×2 (n−2h) 2 ×2 2h(n−2h) ) = o(2 2h 2 +n(n−2h) ). Where 2h is the rank of the second congruent standard form of I k + N T N . Using formula (32) the order of 2h×2h orthogonal matrices group |SP(2h)| can be calculated: |SP(2)| = 6, |SP(4)| = 720, |SP(6)| = 1, 451, 520. That means the number of variables of Boolean function n and the rank of the congruent standard form, that is, the rank of the product of Boolean-1 matrix of Boolean function r, together determine the difficulty of determining the equivalence of Boolean function.
Before presenting our algorithm for determining the affine equivalence of Boolean functions, we do a trick to narrow down the range of possible addition (b) at first. As stated in Lemma 1, we can exchange the computation order of multiplication and addition. So before we apply the method described in Section 4, all possible addition (b) must be considered first,which contains l = 2 size(b) vectors. But in fact, we don't need to do so. The number of vectors we need to consider is the number of rows of the Boolean matrix, as we demonstrate in the following lemma.
Lemma 4: In the affine equivalence determining process of M 1 and M 2 , the number of all possible b we need to count in is equal to the number of rows of the Boolean matrix M 2 .
Proof: We first have a key observation that by applying column additions to M 1 , a none zero row vector of M 1 can't be transformed into a zero row vector, and a zero row vector can't be transformed into a none zero vector.
Case 1: M 2 has a zero row vector, then if M 2 are linear equivalent to M 1 , M 1 must have a zero row vector too. Therefore when applying b operation to M 1 , it must make sure that M 1 has a zero vector, and this can be done if and only if b T is equal to one of M 1 's row vectors. So the choices of b is equal to the row vectors of M 1 .
Case 2: M 2 has no zero row vectors. let bias be the first row vector of M 2 , and update M 2 ← M 2 + M bias , where M bias is the matrix representation of vector bias operates on M 2 . After the update, M 2 has a zero row vector(exactly the first row). Then we can apply the method in Case 1 to proof. In order to determining the affine equivalence of M 2 and M 1 , the choices of b we need to consider is equal to the row vectors of M 1 . Finally we finish our proof by proving that M 2 is affine equivalent to M 1 if and only if M 2 is affine equivalent to M 1 . Because if so, we can recover the relation between M 2 and M 1 using M 2 and M 1 .
Sufficiency. If M 2 is equivalent to M 1 , then by definition we have
where P is a permutation matrix and B is an invertible matrix. So
which means that M 2 is affine equivalent to M 1 . Necessity. Reverse the proof process in the Sufficiency we can easily get the Necessity.
So each possible b i is just a row vector of M 1 . let m be the number of rows of M 1 , we denote these vectors as r 1 , r 2 , . . . , r m . we execute the method in Section 3. It forms a loop to take r into account. Now, we present the algorithm completely in Algorithm 3. This algorithm can determine whether f 1 and f 2 are affine equivalent by inputting two matrices two matrices M 1 , M 2 which is the matrix representations of these two Boolean functions. Lines 2 to 6 ensure that the matrix M 2 has at least one row of zeros. Line 7 searches for all possible vector b, according to Lemma 4. Line 9 adds complementation matrix M b to M 1 . Lines 10 to 12 determine whether the number of these two Boolean functions with a value of 1 is equal or not. If they are not equal, then f 1 and f 2 are not equivalent. Line 25 constructs the search space according to the congruent standard form of M 1 and M 2 . If the matrices have the first congruent standard form, line 25 generates all possible D satisfied (22) , by applying Theorem 2. The matrices B 4 and B 5 can be calculated by equation (19) and (20) . If M 1 and M 2 have the second congruent standard form, then line25 generates all possible G satisfied (29), by applying Theorem 3. The matrices B 6 and B 7 can be calculated by equation (27) and (28) . Lines 34 to 40 calculate the M b in (4) by the matrix M b in (5) .
To show how much computation was needed to reach the solution by Algorithm 3, we give three examples.
Example 1: Let f 1 and f 2 be two 5-variable Boolean function whose support are 3, 4, 6, 8, 9, 12, 13, 14, 17, 18, 19, 22, 23, 25, 26 3, 5, 7, 8, 10, 13, 15, 17, 21, 23, 25, 27, 28, 29, 31}. Because there is no all-zero row vector in M 2 , so add the first row to each row of M 2 , the new matrix is recorded as M 2 . In each cycle, every row of matrix M 1 is used as the vector b to calculate M 1 = M 1 M b , and the following judgment is made. Take b equals the 10th line of matrix M 2 as an example. Call Algorithm 1 to pretreat matrix M 1 and M 2 to simpler forms.
This example is a bad case, which M 1 and M 2 are full rank matrices, both N 1 and N 2 are 12-by-5 matrices, so the order of the search matrix has not been reduced. If k<n, our algorithm can greatly reduce the size of search space. Then call Algorithm 2 to normalize the matrix I 5 +N T 1 N 1 and I 5 +N T 2 N 2 to the congruent standard forms. Build the search space of matrix
where D 11 is a 4 × 4 orthogonal matrix, D 21 is a 1 × 4 matrix. The size of searching space is |O(4)| × 2 4 = 768. However, the search space size using enumeration algorithm is |GL(5, 2)| = 9, 999, 360, which is much bigger. At last, our method gives the answer: Simpler forms of Boolean-1 matrix of these two Boolean functions after pretreatment are:
where M 1 = M 1 + M b , and b is the 10th row of M 2 . The congruent standard forms of the matrix I 6 + N T 1 N 1 and I 6 + N T 2 N 2 after normalizing are:
So the search space of matrix G is 6 × 6 symplectic matrix group over F 2 , the size of which is only 1, 451, 520. Simpler forms of Boolean-1 matrix of these two Boolean functions after pretreatment are: 
where D 11 is a 6 × 6 orthogonal matrix. The size of searching space is |O(6)| = 23, 040. However, the search space size using enumeration algorithm is over 10 14 . The affine map of f 1 and f 2 is: 1, 1, 1, 0, 1, 1, 1 ]. VOLUME 7, 2019 These examples show that the structure of the matrix D (or G) that needs to be searched is simple when the Boolean-1 matrix of Boolean function is sparse matrix or bent functions. In these cases, the method proposed in 2007 need much bigger search space because there are too few constraints based on Walsh spectrum. However, there are some 7-variable Boolean functions, using our method can not find affine map.
Example 4: Let f 1 and f 2 be two 7-variable Boolean functions:
The congruent standard forms after normalizing are
Because D 22 is a 5 × 5 nonsingular matrix, the size of search space equals GL(5, 2) × |O(2)| × 2 10 , which is too big to search.
To test our method for determining affine equivalence of the 5,6,7-variable Boolean functions, further experiments were carried out. We designed five sets of experiments for the function of each bits. Each set of experiment involves 40 pairs of Boolean functions. 20 pairs are affine equivalent, and the other 20 pairs of Boolean functions are chosen randomly but with the same number of rows of Boolean matrix. The method we prepare these affine Boolean functions is as follows. For the 20 pairs which are affine equivalent, we first generate 20 Boolean functions randomly but with the same weight, and for each Boolean function we apply column additions and complementation to get the other Boolean function. Pairing these two functions we get a pair. So we have 20 pairs of affine Boolean functions now. The goal is to find the affine equation namely A and b for the first 20 pairs of functions and find out whether the other 20 pairs of functions are equivalent.
Our further experiments show that our method is useful when n ≤ 7 and (n − r) < 5. Where r is the rank of the congruent standard form of I k + N T N and n is the bit of Boolean function.
VI. CONCLUSION
In this paper, a useful method to determine the affine equivalence between two Boolean functions is presented. By calculating the congruence canonical form of Boolean function and generating orthogonal matrix group and symplectic matrix group on F 2 , the computational complexity of equivalent decision are reduced. The method can also find the affine translation between two equivalent functions in the form of orderly pair (A, b). We showed that our method is feasible in up to 7-variable Boolean functions which the rank of the matrix M TṀ is greater than 2. Where matrix M is the Boolean-1 matrix of the test Boolean function. The computation complicity of our method is o(2 r 2 /2+n(n−r) ), where n is the number of bit operations and r is the rank of M TṀ . Such an algorithm finds application in many applications such as cryptography and circuit. 
