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Im Rahmen umfangreicher Aufrüstungsarbeiten des Large Hadron Collider (LHC) zur zukünftigen
Bereitstellung von Protonenstrahlen mit höherer Luminosität wird auch die Ausleseelektronik des
Flüssig-Argon-Kalorimeters des ATLAS-Detektors überarbeitet. Dies ist erforderlich, um auch weit-
erhin eine hohe Effizienz der ersten Trigger-Stufe trotz fester Bandbreite bei gesteigerter Ereignisrate
zu gewährleisten. Der Fokus liegt dabei auf der frühzeitigen Digitalisierung und feineren Segmen-
tierung der dem Trigger zur Verfügung gestellten Daten. Weiterhin besteht die Möglichkeit, neue
Energierekonstruktionsalgorithmen zu implementieren, die gezielt auf die Erfordernisse des Trig-
gers abgestimmt sind. Um wichtige Designentscheidungen treffen zu können, etwa die Festlegung
der Digitalisierungsskala oder die Auswahl geeigneter digitaler Signalverarbeitungsalgorithmen, sind
umfangreiche Simulationsstudien erforderlich. Maßgeblich ist dabei stets, eine hohe Triggereffizienz
sicherzustellen, um auch weiterhin erfolgreich seltene Standardmodellprozesse mit dem ATLAS-
Detektor vermessen zu können sowie sensitiv auf neue Physik jenseits etablierter Theorien zu sein.
Es kann gezeigt werden, dass aufgrund der veränderten Segmentierung der Daten eine signifikant
verbesserte Auflösung der durch den Trigger errechneten fehlenden transversalen Energie erreicht
werden kann. Verschiedene digitale Energierekonstruktionsalgorithmen werden detailliert unter-
sucht und getestet. Es kann daraus geschlussfolgert werden, dass diese für alle zu erwartenden Be-
triebsbedingungen sowie für den gesamten möglichen Energiebereich zuverlässige Triggerentschei-
dungen gewährleisten.
Abstract
In the context of an intensive upgrade plan for the Large Hadron Collider (LHC) in order to provide
proton beams of increased luminosity, a revision of the data readout electronics of the Liquid-Argon-
Calorimeter of the ATLAS detector is scheduled. This is required to retain the efficiency of the trigger
at increased event rates despite its fixed bandwidth. The focus lies on the early digitization and finer
segmentation of the data provided to the trigger. Furthermore, there is the possibility to implement
new energy reconstruction algorithms which are adapted to the specific requirements of the trigger.
In order to constitute crucial design decisions, such as the digitization scale or the choice of digital
signal processing algorithms, comprehensive simulations are required. High trigger efficiencies are
decisive at it for the successful continuation of the measurements of rare Standard Model processes
as well as for a high sensitivity to new physics beyond the established theories. It can be shown
that a significantly improved resolution of the missing transverse energy calculated by the trigger is
achievable due to the revised segmentation of the data. Various energy reconstruction algorithms
are investigated in detail. It can be concluded that these will facilitate reliable trigger decisions for
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The current era of particle physics is characterized by the successful unification of three of the
four known fundamental forces and of all observed matter particles by one theory, called Standard
Model (SM). Measurements and predictions of SM observables agree with remarkable precision.
This success, summarized in chapter 2, has been recently completed by the observation of a spin-
less boson by the particle detectors ATLAS [1] and CMS [2], whose properties appear to be very
close to those of the predicted Higgs boson of the SM. Nevertheless, the fact that one of the four
forces is not covered by the SM as well as cosmological observations indicate that there is new
physics beyond the SM to be discovered. Thus, current particle physics experiments, like ATLAS at
the proton accelerator Large Hadron Collider (LHC) [3], focus on the precise measurement of the
discovered Higgs-like boson as well as on the search for new phenomena and deviations between
SM predictions and observations.
An overview about the technical details of the LHC and of the ATLAS detector is given in chapter 3.
A particular emphasis is put on the constituents being crucial for the detection and measurement
of Higgs boson decays, which are the electromagnetic liquid-argon (LAr) calorimeter [4] and the
level-1 (L1) trigger [5, 6]. While the former is dedicated to the measurement of the energy of final
state particles like electrons, photons and τ-leptons, the L1 trigger is responsible for the reliable
identification of signatures of those particles within the LAr calorimeter and for the initialization of
the data readout of the whole ATLAS detector. Therefore, the efficiency of both systems is crucial for
a precise investigation of the properties of the Higgs-like boson.
Due to the small cross sections of the physics processes of interest with respect to the total inelastic
proton-proton interaction cross section, huge amount of data are required to attain sufficiently small
statistical uncertainties. Therefore, it has been decided to significantly increase the beam intensity
delivered by the LHC. The accordingly increased event rate results in a proportionally increased
trigger rate of the L1 trigger. As the bandwidth of the trigger is fixed, the pT thresholds of the existing
system had to be significantly increased in order to keep the trigger rate within the given limit. This
in turn reduces the efficiency of the trigger with respect to the physics signal. Therefore, with the
existing trigger system the ATLAS detector cannot exploit the full potential of an increased beam
intensity. To overcome this restraint, an intensive upgrade program has been scheduled for ATLAS,
which is explained in conjunction with that of the LHC in chapter 4.
A major part of this upgrade campaign is the implementation of a completely new readout archi-
tecture for the data provided by the LAr calorimeter to the L1 trigger. An increased granularity of
the data, an early digitization with high precision as well as the deployment of sophisticated energy
reconstruction algorithms adapted to the requirements of the trigger, which are discussed in chap-
ter 5, allow the implementation of new trigger algorithms. These are expected to efficiently reduce
the background of the electrons and photons to be triggered, which are mainly jets. In turn, the trig-
ger thresholds can remain small despite an increased event rate. The trigger efficiency is therefore
1
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recovered and the ATLAS detector is expected to be able to fully exploit the increased intensity of the
proton beams of the LHC.
It is the subject of this thesis to investigate the actual efficiency improvements the upgraded system
can achieve by means of detailed simulations. These are presented in chapter 6. Initially, a new
approach for the calculation of missing transverse energy (MET) at the level of the L1 trigger is
developed, which exploits the finer granularity of the new LAr calorimeter trigger readout system.
It is demonstrated that an optimization of the parameters of this new MET algorithm leads to a
significantly improved MET resolution due to the finer granularity. Subsequently, the efficiency
of the new electron trigger algorithms are evaluated under consideration of the new digitization
scheme and of the energy reconstruction. A comprehensive simulation of all crucial aspects of the
system allows the investigation of the dependency of the trigger performance on various system
parameters. This leads to a profound basis for important design decisions, such as the choice of
the quantization scale or the selection of the deployed energy reconstruction algorithm. Moreover,
the developed software provide tools required for the development of firmware for the new LAr
calorimeter trigger data readout electronics as well as for the preparation of further upgrade steps.
2
2 Current Particle Physics
Initially, a short introduction of current particle physics is given. After an outlining discussion of the
theoretical models of currently known fundamental particles and forces, physics processes to be
measured by particle detector in the near future are presented. These determine the kinematic prop-
erties of the final state particles to be detected and thus constrain the performance requirements the
particle detector being subject of this thesis, which is the ATLAS detector, has to be prepared for.
2.1 The Standard Model of Particle Physics
This section introduces the Standard Model (SM) [7, 8, 9, 10, 11, 12, 13, 14] of high energy physics,
which is a theory describing all currently known fundamental particles and forces between them
except gravity. It relies on a set of postulated symmetries inside the mathematical framework of a
relativistic quantum field theory and allows the derivation of observables, accessible by high energy
experiments. Comprehensive SM primers can be found in [15, 16, 17].
The three forces covered by the SM are the electromagnetic force, the weak and the strong force.
Furthermore, massive fermionic matter particles with spin 12 have been observed together with their
antiparticles, which have the same masses but inverse charges. The matter particles can be classified
according to their coupling to the three fundamental forces:
• There are six flavors of quarks known which participate in all three forces. Half of them have
an electric charge of Q = 23 and the others of Q =−13 .
• There are six flavors of leptons known. These particles do not couple to the strong force. Half of
them have an electric charge of Q =−1, the others are electrically neutral and do only couple
to the weak force. The formers are called charged leptons, the latter neutrinos.
All fundamental matter particles found in experiments are listed in Table 2.2, classified according to
their participation in the interactions described hereafter.
2.1.1 Fundamental Symmetries
Assuming the SM to be a quantum field theory its properties are determined solely by the postu-
lation of two fundamental continuous symmetries. Each of them constrains a law of conservation
according to Noether’s theorem [18]:
• The invariance under a Poincaré transformation is the full symmetry of the special relativity
and has therefore to be fulfilled by a relativistic quantum field theory [19]. This implies a
quantum number called spin, which can have integer or half-integer values. Therefore, the
3
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Symmetry Group Gauge Boson Field Coupling Charge
SU (3)C Gaµ(a = 1, ...,8) gs color charge
SU (2)L W aµ (a = 1,2,3) gw weak isospin T3
U (1)Y Bµ gYW weak hypercharge YW
Table 2.1: Symmetry groups with its gauge boson fields, coupling constants and charges.
set of wave functions splits into two classes: bosonic wave functions with integer value spins
and fermionic wave functions with half-value spins [20]. The conserved observable due to this
symmetry is the four-momentum, which includes energy, momentum, angular momentum
and spin.
• Local gauge symmetry introduces conserved quantum numbers, called charges, which medi-
ate the interactions of the fermionic matter particles with the gauge boson fields. These are
said to be the carrier of the force belonging to the concrete gauge symmetry and are arising nat-
urally if the theory is demanded to be invariant under the specific local gauge transformation.
Therefore, the selection of the gauge symmetry group fully determines the theory [21].
2.1.2 Symmetry Group of the Standard Model
It has turned out that the selection of the following local gauge symmetry group leads to a theory
consistent with observations:
SU (3)C ⊗SU (2)L ⊗U (1)Y (2.1)
which is the Lie group product of the strong force symmetry group SU (3)C [7, 8, 9] and the uni-
fied electroweak force symmetry group SU (2)L
⊗
U (1)Y [10, 11, 12]. The L in the subscript of the
SU (2)L group indicates that it only couples to left-handed matter particles which accommodates
the results of the so called Wu experiment [22]. In fact, the chiral symmetry is totally violated, mean-
ing that fermions with positive eigenvalues of the chirality operator γ5 do not couple to the weak
interaction.
The resultant charges and gauge boson fields derived from the symmetry groups are listed in Ta-
ble 2.1. The actual strength of each force is given by their associated coupling constants.
2.1.3 Electroweak Interaction
As neutrinos are observed to be electrically neutral, U (1)Y cannot be naively identified as the symme-
try group of the quantum electrodynamics (QED). Moreover, the observed electroweak interaction
is a quantum mechanical mixture of the SU (2)L symmetry group with U (1)Y , which is enforced by
4
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the Brout-Englert-Higgs mechanism [13, 14]. The mixing angle, called Weinberg angle θW , is given
by and measured [23] to be:
sinθW =
gYW√
g 2w + g 2Y
= 0.2231±0.000121. (2.2)
The electric charge, Q, is therefore determined by the charges of the SU (2)L and the U (1)Y group,
which are the weak isospin, T3, respectively the weak hypercharge, YW :
Q = T3 + 1
2
YW (2.3)
The massive electrically charged W ± bosons, the massive neutral Z 0 boson and the massless photon,





(W 1µ ∓ iW 2µ ), (2.4a)
Zµ
0 = sinθW W 3µ +cosθW Bµ, (2.4b)
Aµ
0 = cosθW W 3µ − sinθW Bµ. (2.4c)
In order to illustrate the possible electroweak interactions among the fundamental particles, Feyn-
man graphs [24] of selected vertices are depicted in Figure 2.1. There are interactions between gauge
bosons (2.1a, 2.1b, 2.1c) caused by the non-abelian structure of the SU (2)L group as well as in-
teractions with matter particles which are the flavor changing charged current (2.1d), the neutral
current (2.1e) and the electromagnetic interaction (2.1f).
As massive matter fermions and gauge bosons would violate the gauge symmetry, a spontaneous
symmetry breaking is required which is theoretically constructed by the mentioned Brout-Englert-
Higgs mechanism. It introduces a scalar field with spin 0, called Higgs field, which couples to the
matter fermions, mediated by the particle specific so-called Yukawa couplings yi . It thus creates
effective masses if its vacuum expectation value v is different from zero. The massive gauge bosons
W ± and Z 0 get masses directly from the kinematic term of the Higgs field. Therefore, they only de-












The photon stays naturally massless due to the electroweak mixing, which is also true for the gauge
bosons of the strong force, called gluons.
1On-shell scheme [23]
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Figure 2.2: Feynman diagrams of fundamental Higgs boson interaction vertices.
The excitability of the Higgs field leads to the prediction of the existence of the massive, spin-less
Higgs boson. All allowed fundamental vertices the Higgs boson can participate in are listed in Fig-
ure 2.2. There are quartic and triple Higgs self-interaction vertices (2.2a, 2.2b), quartic Higgs-gauge
interactions (2.2c, 2.2d), triple Higgs-gauge interactions (2.2e, 2.2f) and Higgs-fermion interactions
(2.2g). Neither neutrinos nor the photon couple to the Higgs boson. Nevertheless, an indirect decay
of the Higgs boson to two photons is possible via a virtual loop of particles coupling to the Higgs
boson and to the photon, which are for instance heavy fermions (2.2h) but also W ± bosons.
6
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QCD αs(Mz) = 0.1185 ± 0.0006
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Figure 2.4: Feynman diagrams of fundamental strong interaction vertices.
2.1.4 Strong Interaction
The theory of the strong interaction is called quantum chromodynamics (QCD). The gauge bosons
of the QCD, the gluons, carry a charge of their very own interaction; more precisely a color and an
anticolor. As a result, the strength of the strong force grows with increasing distance of two quarks,
instead of declining as known from the electromagnetic force. This effect is called color confinement,
which is the phenomenon that quarks and gluons of low energy cannot be observed isolated as they
immediately arrange bound states, called hadrons, by the creation of new quark-antiquark pairs
from the vacuum. Contrary, in case of low distance and high energy, quarks are asymptotically free.
This effect is observable by measuring the coupling αs = g 2s /4π, which decreases with increasing
energy as depicted in Figure 2.3.
Fundamental interaction vertices of the strong force are depicted in Figure 2.4. Due to the non-
abelian QCD group SU (3)C , gluons interact with themselves in quartic and triple gauge interac-
tions (2.4a, 2.4b) as well as with color charged quarks (2.4c).
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Name Families γ5 Color Charge T3 YW Q
Quarks













 -1 +12 +13 +23
−12 +13 −13
Leptons








 -1 +12 −1 0
−12 −1 −1
Table 2.2: Classification of fundamental matter particles of the Standard Model and their quantum num-
bers.
2.1.5 Matter Content of the Standard Model
As mentioned before, there are two classes of matter particles: quarks interacting with gluons and
leptons which are not color charged. Each of both classes consists of six flavors. For the quarks
these are up quark (u), down quark (d), charm quark (c), strange quark (s), top quark (t ) and bottom
(beauty) quark (b). Furthermore, there are the three charged leptons electron (e), muon (µ) and tau
(τ) with the according neutrinos (νe ,νµ,ντ). As the left-handed fermions participate in the weak
interaction, they are ordered in SU (2)L doublets according to their most probable transformation
due to the flavor changing charged current. Right-handed fermions are SU (2)L singlets as they
are not affected by the weak force. It is yet not known if there are right-handed neutrinos. These
would not participate in any of the three discussed interactions. The matter content of the SM is
summarized in Table 2.2 and in Figure 2.5.
2.1.6 Verification of the Standard Model by Experiments
The success of the SM becomes obvious by contemplating the comparison of precision electroweak
measurements with the according SM predictions in Figure 2.6. Here, the actual meaning of the
individual parameters is not of importance, but the awesome agreement between many experiments
and the predictions of one theory is. Nevertheless, the SM is obviously incomplete as it does not cover
gravity. There are a couple of further phenomena, which cannot be explained by the SM. This is a
list of selected examples:
• From cosmological observations it is known that beside particles known from the SM there are
significant contributions to the total energy content of the universe from yet unknown cold
dark matter and from an unknown repulsive dark energy [26].
• According to the SM, neutrinos do not couple to the Higgs field and hence are massless. Con-
tradictory, neutrino flavor oscillations have been observed which indicate, that neutrinos do
have masses [27].
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Figure 2.5: Overview of all particles of the Standard Model with its masses, charges and spins. The inter-
actions with the gauge bosons of the fourth column are indicated by the underlying colors [25].
• Some theory parameters of the SM have to be fine tuned with very high precision. Otherwise,
the SM would not be compatible with nature. It is therefore expected, that superordinated
theories exist, which explain these parameter values.
New experiments are required to clarify the causes of this phenomena.
2.2 Particle Physics at Proton-Proton Colliders
In the following, current experimental methods for the determination of SM observables as well as
for the search for new phenomena and for deviations from the SM are discussed in general. Further-
more, the results of recent measurements and searches are presented as well as the processes to be
measured in the near future. This is required in order to constrain the performance range a current
particle detector has to cover.
A major experimental tool of current particle physics for the desired measurements and search are
circular proton-proton colliders. These are particle accelerators providing two beams of collimated
bunches of protons of specific energies per proton, Ep , directed against each other. The counter-
rotating proton bunches are collided at defined interaction points (IPs) with a center of mass energy
of
p
s = 2Ep . Particle detectors are built around these IPs to measure the final state particles of the
9
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Measurement Fit |Omeas−Ofit|Dσmeas
p Q W 3
p Q W 3
∆αhad6mZA
65A pLpW75pG± pLppp33 pLpW759
mZ [GeV] 9QLQ875G± pLppWQ 9QLQ874
ΓZ [GeV] WL495WG± pLppW3 WL4959
σhad [nb]
p 4QL54pG± pLp37 4QL478
Rl WpL767G± pLpW5 WpL74W
Afb
pcl pLpQ7Q4G± pLppp95 pLpQ645
Al6PτA pLQ465G± pLpp3W pLQ48Q
Rb pLWQ6W9G± pLppp66 pLWQ579
Rc pLQ7WQG± pLpp3p pLQ7W3
Afb
pcb pLp99WG± pLppQ6 pLQp38
Afb
pcc pLp7p7G± pLpp35 pLp74W
Ab pL9W3G± pLpWp pL935
Ac pL67pG± pLpW7 pL668
Al6SLDA pLQ5Q3G± pLppWQ pLQ48Q
sinWθeff
lept6QfbA pLW3W4G± pLppQW pLW3Q4
mW [GeV] 8pL385G± pLpQ5 8pL377
ΓW [GeV] WLp85G± pLp4W WLp9W
mt [GeV] Q73LWpG± pL9p Q73LW6
MarchGWpQW
Figure 2.6: Comparison of the precision electroweak measurements with the according Standard Model
predictions [28].
occurring inelastic proton-proton interactions what provides access to the fundamental physics
processes of interest.
In general, proton-proton colliders are said to be "searching machines". This is a consequence of
the properties of the protons, which are no fundamental particles but are composed of quarks and
gluons, which are also called partons of the proton. At highest energies achieved by current colliders,
these are the fundamental particles actually interacting. Due to the broad longitudinal momentum
distributions of the partons, the actual center of mass energy has a broad distribution, too. Thus,
with a single beam configuration a broad energy range is covered simultaneously. In contrast, lepton
colliders have a precisely defined center of mass energy what facilitates high precision measure-
ments of specific physics processes at known energies rather than a search for new physics in a wide
range of energies. Such facilities are therefore also called "precision machines".
2.2.1 Prediction and Measurement of Cross Sections
The interpretation of measured proton-proton collision data requires a reliable prediction of poten-
tial observables based on the SM. One of those observables is the cross section of physics process of
interest. In the following, the procedure of calculating it is briefly outlined based on [29].
The theoretical determination of physics process cross sections at proton-proton colliders relies on
the factorization theorem [30], whose principle is visualized in Figure 2.7. It has been postulated [31]
10
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Figure 2.7: Diagrammatic structure of a generic hard proton-proton scattering process [29].
that the observable total cross section, σAB , of a production process of two protons, A and B , to an
arbitrary final state, X , can be factorized as follows:
σAB→X =
∫
d xad xb fa/A(xa ,Q
2)× fb/B (xb ,Q2)× σ̂ab→X , (2.6)
with the parton distribution functions fq/A(x,Q), which depend on the momentum fraction x of the
parton q of the proton A as well as on the momentum scale Q2 characterizing the hard scattering,
and with the subprocess cross section at the level of the partons, σ̂ab→X . That means that the whole
process can be separated into the actual hard scattering of the partons and into the dynamics of the
partons within the protons. The cross section of the hard scattering, σ̂ab→X , can be calculated based
on Feynman graphs. The parton distribution functions have been measured with high precision by
former high energy experiments [32, 33, 34, 35].
In most cases, the actual calculations of cross sections are performed numerically by means of
Monte Carlo (MC) generators. Furthermore, those generators can create large samples of single
proton-proton interaction events, what provides access to the kinematic distributions of the final
state particles. This has been exploited in the following to define the type and momentum range of
the particles to be detected and analyzed by a particle detector in order to measure the desired SM
observables.
An overview of the SM process cross section measurements based on data of the ATLAS detector is
depicted in Figure 2.8. The ratios between the data and the respective predictions by the theory are
indicated, too. Almost all measurements agree with the calculations within one standard deviation.
It becomes furthermore clear that the cross sections of most of the processes of interest are many
orders of magnitudes lower than the total inelastic proton-proton interaction cross section, σtotpp→X ,
which has been measured for
p
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Figure 2.8: Detailed summary of several Standard Model total and fiducial production cross section
measurements, corrected for leptonic branching fractions, compared to the corresponding theoretical
expectations. References to the individual ATLAS papers are given for each measurement [38].
where the first error is statistical and the second accounts for all experimental systematic uncertain-
ties. The value of this cross section depends on the center of mass energy,
p
s. In preparation for
future measurement campaigns at a center of mass energy of
p
s = 14TeV, this quantity has been
predicted to increase to σtotpp→X (14TeV) = 77.39mb [37].
2.2.2 Physics Processes of Current Interest
Since the discovery of the Higgs-like boson by the particle detectors ATLAS [1] and CMS [2], the
measurement of its properties is of major interest to distinguish if this new boson is the searched SM
Higgs boson or if it is of different nature as predicted by various theories beyond the SM. Measure-
ments of the signal strength in different channels are compatible with the SM, but the uncertainties
are still large as depicted in Figure 2.9. Therefore, the measurements have to be sustained with more
data.
In preparation for those measurements at
p
s = 14TeV, the transverse momentum spectra of the
detectable final state particles of a selected set of SM Higgs boson production and decay channels
have been estimated by means of MC generators. The obtained spectra are depicted Figure 2.10.
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Figure 2.9: The measured production strengths for a Higgs boson of mass mH = 125.36GeV, normal-
ized to the SM expectations, for the channels H → γγ, H → Z Z∗ → l l l l , H →W W ∗ → lνlν, H → bb and
H → ττ. The best-fit values are shown by the solid vertical lines. The total ±1σ uncertainty is indicated
by the shaded band, and the individual contributions from the statistical uncertainty and the total (ex-
perimental and theoretical) systematic uncertainties are shown as the top and bottom superimposed
error bars, respectively [39].
As inscribed, the utilized generators are Powheg [40, 41, 42] and Pythia8 [43]. According to these
distributions, it is statable that the majority of the final state leptons and photons have a transverse
momentum in the range between 10 GeV and 100 GeV. Furthermore, most of the peaks of these
pT spectra are between 20 GeV and 50 GeV. This is the range in which a particle detector has to
identify and measure these final state leptons at high efficiency and precision in order to measure
the according physics processes accurately. It is the major aim of this thesis to prepare the ATLAS
detector for future proton beam conditions of the Large Hadron Collider (LHC), introduced hereafter.
The objective is the maintenance of the efficient real-time identification of final state leptons within
the here defined transverse momentum range. The issues occurring due to the envisaged changed
beam conditions are intensively discussed in the further course of this thesis.
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Figure 2.10: Transverse momentum spectra of detectable final state leptons and photons of a selected
set of SM Higgs boson production processes and decay channels at generator level: Higgs bosons pro-
duced by gluon fusion decaying into two photons via a top loop (top left), Higgs bosons produced by
vector boson fusion (VBF) decaying into a pair of photons (top right), Higgs bosons produced by gluon
fusion decaying into Z 0 boson pairs which in turn decay into four leptons (center left), Higgs bosons
produced by VBF decaying into four leptons via a Z 0 boson pair (center right), Higgs bosons produced
in association with a Z 0 boson decaying into a W ± boson pair which in turn decays into two leptons
and two neutrinos (bottom left) and W ± associated Higgs bosons decaying into two leptons and two
neutrinos via a W ± boson pair (bottom right).
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In this chapter, the existing experimental setup for the measurement of SM observables and for the
search for new physics is explained. The focus lies on the constituents of ATLAS being subject of
the thesis, which are the electromagnetic calorimeter and the trigger. Their envisaged upgrades are
discussed in the subsequent chapter 4.
3.1 The Large Hadron Collider
This section introduces the Large Hadron Collider (LHC) [3], a proton and heavy ion accelerator,
storage ring and collider at the European Organisation for Nuclear Research (CERN) near Geneva,
Switzerland. It provides two counter-rotating proton or heavy ion beams which are collided at four
IPs. The main emphasis lies on proton-proton collisions. At each IP there is at least one particle
detector installed detecting and analyzing the final state particles of the proton respectively heavy
ion interactions.
The LHC is not a standalone machine but is embedded in the accelerator complex of CERN, which
is depicted in Figure 3.1. It is the final stage of a chain of accelerators which increase the proton
energy successively. The complex has grown with time as each accelerator was the most advanced
at the time of its construction and has been reused as injector for its successor. Some of them are
still in use for other experiments, which do not require the high proton energy of LHC. These are the
facilities serving as pre-accelerator for LHC, beginning with the first stage:
• LINAC2
• BOOSTER
• Proton Synchrotron (PS)
• Super Proton Synchrotron (SPS)
3.1.1 Properties of the Proton Beams delivered by the LHC
The LHC has a circumference of about 26.7 km and lies between 45 m and 170 m under the ground
between the Lake Geneva and the Jura mountain. It consists of 1232 dipole magnets with a peak
field strength of 8.33 T and is designed to accelerate protons to an energy of 7 TeV. Hence, a center
of mass energy of
p
s = 14TeV for proton-proton interactions is envisaged.
Beside the highest proton energies ever achieved in an accelerator, the LHC is designed to provide
much higher beam intensities in relation to comparable facilities. In general, the beam intensity of
15
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Figure 3.1: The LHC is the last ring (dark grey line) in a complex chain of particle accelerators. The
smaller machines are used in a chain to help boosting the particles to their final energies and provide
beams to a whole set of smaller experiments [44].
a particle accelerator is given by a quantity called luminosity, L , which is defined to be the propor-
tionality factor between the cross section of a particle interaction process and the according event




A time integration of this equation leads to the total number of events, N , which is accordingly
determined by the integrated luminosity, L:
N =σ×
∫
L d t =σ×L ⇒ L =
∫
L d t . (3.2)
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Figure 3.2: Schematic view of the bunch train pattern around an LHC ring for the ∆tBC = 25ns filling
scheme [45].
The beams of the LHC are not continuous but structured in 2808 proton bunches per beam at the
maximum with a nominal time spacing of ∆tBC = 25ns with an according bunch crossing (BC)
frequency of FBC = 40MHz. Each bunch can contain up to 1.15×1011 protons. Taking into account
the beam geometry at the IP, a luminosity of L = 1034 cm−2 s−1 is achievable at the maximum. Due to
technical reasons, the proton bunches are arranged in bunch trains of 72 consecutive bunches filled
with protons. These bunch trains are separated by gaps of different widths, which are caused by the
proton injection procedures across the chain of accelerators. Therefore, the theoretical maximum
count of 3564 bunches is not populatable. Figure 3.2 illustrates the actual pattern of the bunch trains
for the ∆tBC = 25ns filling scheme. Different filling schemes with multiples of the nominal 25 ns
bunch time spacing are possible. The bunch train patterns are changing accordingly as documented
in [45].
Closely related to the luminosity is the mean number of inelastic proton-proton interactions per BC,
denoted as µ according to the convention of the parameter designation of the Poisson distribution.
Its value is of high relevance for the detector design and operation, as overlaying events interfere the
reconstruction of a single event of interest. Beside the machine luminosity, L , µ only depends on
the energy dependent total cross section of the inelastic proton-proton interactions, σtotpp→X , and
on the bunch time spacing, ∆tBC :
µ=σtotpp→X (E)×L ×∆tBC . (3.3)
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3.1.2 Particle Detectors installed at the LHC
Each of the particle detectors installed at the LHC has a particular focus of its physics program which
has determined its technical design:
• ATLAS1 [46] is one of the two multipurpose high energy particle detectors. It has been con-
structed to probe the SM, which includes the measurements of SM parameters, cross sections
and other observables. Furthermore, ATLAS is aimed to search for new phenomena not cov-
ered by the SM. As the technical improvement of ATLAS is the objective of this thesis, its details
are discussed below.
• CMS2 [47] is the second multipurpose particle detector installed at LHC. With about 14 kt
it is currently the heaviest experiment at CERN. Its main goals are, comparable with ATLAS,
the examination of the SM at high energies including the measurement of properties of the
recently found Higgs-like boson, as well as the search for physics beyond the SM.
• LHCb3 [48] is a particle detector specialized for bottom quark physics. In contrast to ATLAS
and CMS, it is not centered around its IP but is constructed as single sided forward spectrom-
eter. Its physics program is dominated by the search for and measurement of rare b-hadron
decays and CP4-violating processes. Furthermore, the search for signs of physics beyond the
SM is a task of high priority.
• ALICE5 [49] is dedicated to study heavy ion collisions. Therefore, its physics program is fo-
cused on the examination of the strong interaction at highest energies and densities. There
are indications that the energy per nucleon delivered by the LHC is sufficient to allow the
transition of conventional matter to the quark-gluon-plasma which is an exotic state of matter
predicted by the QCD where quarks and gluons are free.
• TOTEM6 [50] is one of the smaller experiments installed in the cavern of CMS. It is aimed to
measure the total cross section, elastic scattering and diffraction processes of proton-proton
interactions.
• LHCf7 [51] is one of the smallest detectors at the LHC and is installed at both sides of ATLAS
about 140 m away from the IP very close to the beam pipe. It is aimed to measure the neutral
pion production cross section in the forward region, which is required to better understand
the results of experiments detecting high energy cosmic rays.
• MoEDAL8 [52] is a nuclear track detector which shares its cavern with LHCb and is dedicated
for the search for hypothetic magnetic monopoles, dyons or other unknown highly ionizing
particles.
1Formerly acronym for A Toroidal LHC ApparatuS, currently proper name
2Compact Muon Solenoid
3LHC-beauty
4Symmetry of charge conjugation and parity
5A Large Ion Collider Experiment
6TOTal Elastic and diffractive cross section Measurement
7LHC-forward
8Monopole and Exotics Detector At the LHC
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Parameter 2010 2011 2012 Design Value
Proton Energy [TeV] 3.5 3.5 4 7
Bunch Spacing [ns] 150 75/50 50 25
Max. Number of Bunches 368 1380 1380 2808
Max. Number of Protons per Bunch 1.2×1011 1.45×1011 1.7×1011 1.15×1011
Peak Luminosity [cm−2 s−1] 2.1×1032 3.7×1033 7.7×1033 1×1034
Maximum of µ 4 17 37 19
Estimated Stored Beam Energy [MJ] 28 110 140 362
Table 3.1: Overview of the most important LHC parameters during its operation in the years 2010 to
2012 [54].
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Figure 3.3: Overview of luminosity and µ-value delivered by the LHC to ATLAS during the data taking
periods of the years 2011 and 2012: Cumulative luminosity delivered to and recorded by ATLAS (left) and
luminosity-weighted distribution of µ recorded by ATLAS (right) [55].
3.1.3 Operation and State of the LHC
The LHC became operational on 10 September 2008 [53]. Due to an accident, the first long physics
data taking run (Run 1) of the LHC started delayed in 2010 with a reduced center of mass energy ofp
s = 7TeV as well as with a luminosity far below the design value. These values have been gradually
increased during the following three years. The most important LHC parameters of Run 1 are listed
in Table 3.1. Although, the accelerator has not been fully loaded with the nominal number of proton
bunches, it has almost reached its design luminosity due to the increased number of protons per
bunch. In return, the experiments have been faced with the challenge to cope with µ-values above
the initial expectations. As depicted in Figure 3.3, an integrated luminosity of about 28 fb−1 has been
delivered while the distribution of µ measured by ATLAS ranges up to values of µ= 40.
To reach its design energy and luminosity, the LHC has been shutdown at the end of 2012 [56] in
order to maintain the whole machine including the installed experiments. The start of the physics
data taking period of the second long run with initially
p
s = 13TeV took place on June 3rd, 2015 [57].
Subsequent long shutdowns and the upgrade of the LHC to luminosities above its design values are
topic of chapter 4.
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3.2 The ATLAS Detector
As mentioned in section 3.1, ATLAS is a multipurpose particle detector to measure properties of
known SM processes as well as to search for new physics beyond the SM. This section gives an
overview of its construction with a special focus on the parts being the subject of this work, which
are the Liquid-Argon calorimeter and the Level-1 trigger. More details about its constitution are
documented in [46].
3.2.1 Conventions and Definitions
In the following, ATLAS specific conventions and definitions are briefly introduced.
Relative Frequency and Probability
In this thesis, the relative frequency, f , of a measurement x, which is an element of a set of non-
overlapping discrete categories of possible results of the measurement, is defined to be:
f (x) := n(x)
N
, (3.4)
where n(x) is the absolute frequency of x and N is the total amount of all measurements. Accordingly,
the probability P to obtain a measurement x is defined as:





Derived from this definition, the relative frequency distribution (RFD) is the summary of all relative
frequencies of a given categorization of a sample of measurements. In the limit of N →∞ and for a
continuous set of categories, one obtains the probability density function (PDF), p(x). In addition to
the RFD, one obtains the empirical distribution function (EDF), F̂ (x), from the relative frequencies




f (yi |yi < x) with f (yi |yi < x) =
{
f (yi ), yi < x
0, yi ≥ x
. (3.6)
In analogy to the convergence of the RFD to the PDF, the EDF, F̂ (x), converges to the cumulative
distribution function (CDF) F (x) for a continuous set of categories and for N →∞. Accordingly, the
sum transforms into an integral:
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Figure 3.4: θ (left) and sinθ (right) as functions of η. As both functions are symmetric, only values for
η≥ 0 are shown.
Coordinate System
For ATLAS, a right-handed Cartesian coordinate system has been defined with the IP as its origin.
The x-axis points horizontally towards the center of the collider ring. The y-axis is perpendicular to
the x-axis and points upwards. Finally, the z-axis points perpendicular to the x- and y-axis along the
beam pipe completing the Cartesian coordinate system [58].
More commonly than the use of the Cartesian coordinates are spherical coordinates composed of
the z-axis, the azimuthal angle φ, ranging from −π to +π, and the polar angle θ. The later is often














with the three-momentum p = (px , py , pz ) and its projection along the z-axis pz . The dependencies
of θ and of sinθ on η required in the following are visualized in Figure 3.4.
Distance Measures
The distance between two points in the φ-η plane is given by ∆R, which is defined as follows:
∆φ := min(|φ1 −φ2|, |φ1 −φ2 +2π|, |φ1 −φ2 −2π|) ,
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Transverse Variables
As the interacting fundamental particles at high energetic proton-proton collisions are not protons
but their partons, the actual center of mass energy and the rest frame of each interaction are varying
randomly and are a priori unknown. Due to this reason, the momenta of the final state particles
in the rest frame of the interaction are not measurable event by event. Instead, the momentum
transverse to the beam pipe is utilized and denoted as:
pT :=
√
p2x +p2y = |p|× sinθ. (3.10)
This observable is invariant under boosts of the interaction rest frame along the beam direction,
which is the only direction of relevance as the transverse momenta of the partons inside the acceler-
ated protons are usually negligible.
Although the energy, E , is of scalar type, the transverse energy, ET := E × sinθ, is a quantity widely
used in the area of calorimetry as calorimeters are dedicated to the measurement of the energy of
final state particles. The reason for its preferred utilization instead of the actual energy is the same
as for pT.
In addition to this local quantity, there are two derived global quantities defined. On the one hand,







On the other hand, there is the according two dimensional vector sum of the transverse energies of





























is expected to be zero due to the negligible transverse momenta of the interacting partons which
are conserved by all known types of physics processes. Therefore, a deviation beyond the detector
resolution allows inferences to particles passing the detector without measurable interactions, like
neutrinos. This quantity is thence called missing transverse energy (MET). E sumT and
~E missT are to be
calculated from data of various sub-detectors and have to be combined afterwards with a refined
calibration in order to maximize the resolution.
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In principle, the central limit theorem [59] is applicable to Ex and Ey . Therefore, it is reasonable
to assume them to be Gaussian distributed. Consequently, E missT is a Rayleigh distributed random
variable [60]. The according PDF is given by:









, x > 0,
0, x ≤ 0,
(3.14)
with the scale parameter σR > 0. In the case of E missT , this scale parameter is denoted as significance
of the MET. As it is the sole parameter of pR , it also determines the expectation value E(σR ) and the
variance VarR (σR ), which are given by:











Accordingly, the detector resolution with respect to the MET is determined by measuring the spec-
trum of E missT of physics processes, where no real MET is expected. The significance, σR , of this RFD
is a sensitive measure for the resolution: the smaller σR the better the resolution. As the MET is a
global variable, the resolution depends on the quality of all detector components and on the detector
coverage, especially in the direction of η. The actual determination of σR from the RFD of E missT is
either done by an approximation of pR to the data or by the utilization of its unbiased maximum







to be applied on the N individual measurements xi of E missT .
Calorimeters and their Energy Resolution
Particle detectors measuring the total energy of high energetic particles are called calorimeters.
Measuring the total energy is possible only when the particles are stopped within the bulk of the
calorimeter what requires very dense matter. There are two categories of calorimeters distinguished
by their concept of construction: homogeneous calorimeters consist of an almost homogeneously
distributed material which acts simultaneously as absorber for the particle energy and as active
material converting the deposited energy into an optical or electrical signal measurable by the con-
nected readout system. In contrast, sampling calorimeters are composed of alternating layers of a
distinct absorber material and of an active material measuring the deposited energy in its own bulk.
The sampling fraction, fsamp, is the ratio of the energy typically deposited in the active material with
respect to the total energy deposited in the active material and in the absorber. For homogeneous
calorimeter, this quantity is given by fsamp ≈ 1, while it is much smaller for sampling calorimeters
( fsamp ¿ 1).
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with the standard deviation σN of the energy E and the three parameters a, b and c. It is composed
of the following terms:
• stochastic term (σN (E)/E)fluct = a/
p
E , which accounts the statistical processes inside the
calorimeter and is more relevant for sampling than for homogeneous calorimeters as for those
the amount of deposited energy in the active material fluctuates statistically,
• noise term (σN (E)/E)noise = b/E , which addresses detector and electronic noise which is ap-
proximately energy independent and is more relevant for charge collecting techniques rather
than for light collecting methods, like photomultiplier tubes,
• constant term (σN (E)/E)const = c, which represents instrumentation effects like calibration
errors, ADC properties and other non-uniformities.
More details about the origin of the three resolution terms are described in [61] and are briefly
discussed in section 3.3. The actual number of terms used for the calorimeter in question depends
on the applied measurement method and on the term’s contribution to the total relative energy
resolution.
Event Triggers
Physics processes of interest for todays high energy physics experiments are rare. Therefore, a huge
amount of data have to be analyzed. At most of the particle detectors this data analysis starts during
the data taking. All detected events are matched with a predefined set of criteria on which an event
is decided to be of potential interest and in turn stored for a later detailed analysis or to be discarded.
Systems realizing this real-time data analysis and event selection are called trigger [62].
Particle Jets
A jet is a collimated stream of mostly hadronic particles which originate from final state quarks
or gluons of a proton-proton interaction. These color charged quarks and gluons hadronize as a
consequence of the color confinement. In opposite to particles like electrons or photons, jets are no
physical objects which can be identified by an algorithm, but the algorithm itself defines the jet. For
the ATLAS experiment, the anti-kT jet clustering algorithm [63] with a radius parameter R = 0.4 is
the de facto standard. As this iterative algorithm is not applicable in the fixed latency trigger system,
simplified algorithms have to be applied in that case, which identify anti-kT jet candidates.
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Figure 3.5: Cut-away view of the ATLAS detector. The main components are labeled [65].
Minimum-Bias Events
Minimum-bias events are all events triggered and recorded by a minimum set of criteria to ensure
that an inelastic proton-proton interaction has occurred. Therefore, the actual composition of the
set of minimum-bias events depends on the accelerator and on the applied minimum-bias trigger.
In the case of ATLAS, this set is dominated by soft QCD interactions with low pT and low particle
multiplicity [64].
3.2.2 Overview of the ATLAS Structure
A schematic overview of the structure of ATLAS is depicted in Figure 3.5. The ATLAS detector is
constructed cylinder symmetrically around the beam pipe with its IP in the center. It consists of
three main components which are the inner detector (ID), the calorimeter system surrounding
the ID and the outermost muon chambers. Additionally, ATLAS is instrumented with a system of
superconducting magnets. Their geometric arrangement have determined the geometry of the other
detector components. There is one superconducting solenoid surrounding the ID which provides a
homogeneous magnetic field of about 2 T for the inner track detectors and three large toroids around
the calorimeters: one in the barrel and one in each of both end-caps.
The ID serves as vertex and track detector for charged particles leaving the IP. Its design has been
determined by the goal to absorb as less kinetic energy of the traversing particles as possible while
providing an excellent detection efficiency of charged tracks, a momentum resolution at the level of
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per mill and a vertex reconstruction precision at the level of some micrometer in an environment
of high radiation. The whole ID has a length of about 6.2 m and a diameter of about 2.1 m. The
innermost layer has a minimal distance of 50.5 mm to the IP. It consists of three sub-detectors
named pixel detector, semiconductor tracker (SCT) and transition radiation tracker (TRT) which
are divided into one barrel section and two end-cap sections each at one side of the IP. The pixel
detector and the SCT achieve a coverage of |η| ≤ 2.5 and provide the required precision while the
TRT reliably identifies electrons in the region of |η| ≤ 2.0. The magnetic field of the solenoid and the
granularity of the pixel tracker and the SCT results in a high relative track momentum resolution. It
has been measured with cosmic-ray data to be σN (pT)/pT = 4.83(16)×10−4 GeV−1 ×pT [66].
Outside the solenoid magnet there are the electromagnetic (EM) and the hadronic (HAD) calorime-
ters. These are again divided into barrel and end-caps. Furthermore, there are forward calorime-
ters (FCal) installed at both sides of the ATLAS detector covering the region up to |η| < 4.9. The
whole calorimeter system of ATLAS is depicted in Figure 3.6. The electromagnetic barrel (EMB), the
electromagnetic end-caps (EMECs), the hadronic end-caps (HECs) and the FCals are using liquid
argon as active material in conjunction with appropriate absorbers. Therefore, this system is called
liquid-argon (LAr) calorimeter [4]. Its details are discussed in section section 3.3. The barrel region
(|η| < 1.7) is instrumented with a hadronic sampling calorimeter of steel absorbers and scintillator
tiles, called Tile calorimeter [67]. This again is composed of a central barrel and two extended barrels
surrounding the HECs. The following energy resolutions of the various calorimeter subsystems have
been measured in test beams:































3.2 The ATLAS Detector
Figure 3.6: Cut-away view of the ATLAS calorimeter system. The main components are labeled [73].
The outermost sub-detectors of ATLAS are the muon chambers, which are dedicated to measure
charge and momentum of high energetic muons, leaving the detector, by tracking their trajectory
bending due to the magnetic field of the toroids. The muon chambers are arranged around the toroid
magnets and are divided into barrel and end-cap sections. The fast muon trigger detectors achieve
a coverage of |η| < 2.4 while the precision muon chambers cover the region up to |η| < 2.7. The de-
tection efficiency for muons has been measured to be at the level of 99 % while the momentum reso-
lution ranges from 1.7 % in the barrel for muons with a transverse momentum of pT = 10GeV to 4 %
at the borders of the covered region for muons with a transverse momentum of pT = 100GeV [74].
As stated in section 2.2.1, the physics processes to be measured have cross sections which are many
orders of magnitudes smaller than the total inelastic proton-proton cross section. Furthermore, the
continuous readout of all detector components is not desirable due to the huge amount of data
which had to be transfered, processed and stored per BC at a rate of 40 MHz. Therefore, a trigger
system is feasible and required which is fed with a reduced but continuous set of data. It preselects
BCs which could be of physical interest and in turn initiates the readout of the whole detector. The
ATLAS detector is equipped with a three staged trigger system, composed of the level-1 (L1) trigger,
the level-2 (L2) trigger and the event filter (EF). The L2 trigger and EF refines the decision of their
precedent trigger stages.
The L1 trigger is a fixed latency system realized in hardware. It is fed with a continuous but reduced
stream of data from the calorimeters and the muon trigger chambers and makes a decision within
2.5µs. The event acceptance rate is limited to about 75 kHz. The L1 trigger searches in the data of
each BC for objects like electrons, photons and jets exceeding a configurable transverse momentum
threshold as well as for E sumT and E
miss
T measures above a certain threshold. Each found candidate
defines a region of interest (ROI) which is sent to the L2 trigger. Furthermore, an event accepted by
the L1 trigger starts the complete readout of all ATLAS components.
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The L2 trigger and the EF are both software based systems, which are denoted summarized as high
level trigger (HLT). Based on the input from the L1 trigger and the full data set from the detector, the
HLT further reduces the event acceptance rate to 200 Hz with an amount of data per event of about
1.3 MB.
3.3 The Liquid-Argon Calorimeter
3.3.1 Physical Working Principle
As stated in the previous section, the LAr calorimeter is a detector type which is used by ATLAS as EM
calorimeter, as HEC and as FCal. In general, calorimeters used in high energy physics are dedicated
to measure the total energy of final state particles. There are various techniques available to achieve
that aim. The LAr calorimeter exploits the high density of an absorber material to stop particles
inside its bulk. Due to the interaction of the high energetic particles with the absorbers, secondary
particles are produced, which in turn interact with the absorbers themselves. Hence, a cascade of
secondary particles is created, which is also called shower.
Beside the interactions with the absorber material, the particles of the shower also interact with the
active material between the absorbers, which is the liquid argon, and ionize it. Due to the applied
electric voltage, the created electrons and ions drift to the cathodes of the ionization gap. Hence,
a measurable electrical current is induced, whose integral and peak amplitude are - in an optimal
way - proportional to the deposited energy in the liquid argon gap. Due to different mobilities µX ,
this current is composed of a fast component from the electrons (µe− ≈ 0.05m2 V−1 s−1) and a much
slower component from the positively charged argon ions (µAr+ ≈ 0.016×10−5 m2 V−1 s−1) [4]. The
actual drift time depends on the ionization gap size and the concrete electric voltage. It has been
measured for the electrons to be in the range of 200 ns to 600 ns in the EM calorimeter [75] and hence
exceeds the BC time distance of 25 ns significantly. Therefore, the much slower argon ion component
of the electrical current is not exploited to measure the deposited energy.
The pulse shape of the electron current in the time domain, and therefore the pulse shape of the
voltage drop, is almost triangular with a very fast rising edge due to the instantaneous ionization of
the liquid argon and a long slope due to the drift time of the electrons. The liquid nobel gas argon
has been selected due to its intrinsic linear behavior, its high stability in time and its intrinsically
radiation hardness. A detailed discussion of the properties of liquid argon and its utilization in
calorimetry can be found in [76].
The details of the interactions between the traversing particles and the detector material are de-
scribed in [61, 77, 78]. They are all of statistical nature and hence are the origins of the stochastic
term in equation 3.17. In case of EM showers, which are initiated by electrons or photons, a detailed
characterization is feasible. Initially, the processes contributing to the energy loss are outlined. For
electrons, bremsstrahlung due to the deflection of the electrons in the electric field of the material’s
atoms dominates the interaction at highest energies. For lower energies, the cross section of ion-
ization preponderates the total interaction cross section. The energy at which the bremsstrahlung
process is equally probable as the ionization is called critical energy, Ec . The ratios of the processes
contributing to the energy loss and in turn Ec depend on the particular material. The fractional
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Figure 3.7: Fractional energy loss per radiation length in lead as functions of electron or positron energy.
For high energies, bremsstrahlung dominates while for lower energies ionization preponderates [77].
energy loss per radiation lengths9, X0, at the example of lead is depicted in Figure 3.7. Photons with
an energy greater than the mass of two electrons, which is about 1 MeV, mainly interact with matter
by the production of an electron-positron pair in the electric field of the nuclei or of the electrons
of the material. Below that kinematic threshold, various elastic scattering processes and eventually
absorption occur.
The longitudinal dimension of EM showers, X , depends on the initial particle energy, E0, and on Ec .




The transverse extent of EM showers is given by the Molière radius, RM , which encloses about 90 %




The radiation length, X0, used by these equations depends on the mixture of the deployed materials.
The values of the materials used for the LAr calorimeter are listed in Table 3.2. The actual radiation
length of the LAr calorimeter has been determined based on test beam measurements and by means
of very detailed detector simulations.
Hadronic showers are initiated by hadronic particles, which interact differently with matter than
electrons and photons. Their quantitative description is much more complex than that of EM show-
ers due to their rich phenomenology. The electrically charged or neutral hadrons perform elastic
9Mean distance over which electrons traversing through matter loses 1/e ≈ 37% of their kinetic energy
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Material X0 [cm] EC [MeV] RM [cm] λI [cm]
Lead (Pb) 0.5612 7.43 1.602 17.59
Iron (Fe) 1.757 21.00 1.719 16.77
Copper (Cu) 1.436 18.79 1.568 15.32
Tungsten (W) 0.3504 7.68 0.9327 9.946
Liquid Argon (LAr) 14.00 31.91 9.043 85.77
Table 3.2: Parameters of the LAr calorimeter absorber materials describing the shower expansion: radia-
tion length X0, critical energy Ec of electrons, Molière radius RM and nuclear interaction length λI . For
comparison, the values of liquid argon are also listed, too [80, 81].
and inelastic nuclear interactions with the calorimeter matter with the according creation of sec-
ondary particles. Charged particles radiate bremsstrahlung and ionizes atoms similar to electrons.
Furthermore, most of the hadrons are not stable but decay in complex cascades into lighter particles,
among others into electrons and photons, which interact with matter as described above. In corre-
spondence to the radiation length, X0, the nuclear interaction length, λI , is defined as the distance
at which the number of charged hadrons is reduced to 1/e ≈ 37%. Moreover,λI is the mean free path
length of hadrons before an inelastic nuclear interaction.
Due to the different types of physical interactions of EM and HAD showers with the calorimeter, the
interaction detection efficiency is different. Although an equal response is desired, the ratio of the
HAD efficiency h and the EM efficiency e has been determined to be h/e ≈ 0.7 [79] for the central
barrel region of ATLAS. As a consequence, there is an electromagnetic and a hadronic energy scale,
whose ratios have to be measured precisely in order to achieve the required energy resolution for
hadronic objects.
According to its application, different types of absorber material are used, which are lead for the EMB
and the EMECs, steel in the HECs, copper for the EM part of the FCal and tungsten for the hadronic
FCals. Their properties with respect to the quantities mentioned above are listed in Table 3.2. It
becomes apparent, that X0 is much smaller than λI , what is the reason for the arrangement of the
HAD calorimeters behind the EM calorimeters.
3.3.2 Geometry of the Electromagnetic Calorimeter
The EM calorimeter has an accordion-like geometry in order to achieve a full coverage in φ di-
rection without any azimuthal gap and full φ-symmetry. The liquid argon gaps have a width of
about 2 mm. The EMB is composed of two half-barrels, which are separated by a small gap at
η= 0. Its coverage ranges up to |η| < 1.475 and therefore overlaps with the two EMECs, which cover
the region of 1.375 < |η| < 3.2. These are divided in an outer (1.375 < |η| < 2.5) and an inner wheel
(2.5 < |η| < 3.2).
In the region of |η| < 2.5, there are three layers in depth, beyond there are two layers. Additionally,
there is a further thin layer in front of the actual EM calorimeter in the region of |η| < 1.8, called
Presampler, which is dedicated to measure the energy loss of electrons and photons before the
calorimeters. Despite the segmentation in depth, the EM calorimeter has a finely granulated subdivi-
sion in φ and η direction. Each channel can be readout independently and is also called calorimeter
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Figure 3.8: Schematic overview of the EMB structure around η= 0. The four layers, which are the Presam-
pler and the layers one to three, are composed of calorimeter cells with different sizes in the η-φ-plane
and in radial direction. Their actual extents are denoted. Additionally, the size of the Trigger Towers,
explained later, are indicated [82].
cell. There are in total 163,968 individual channels from the EM calorimeter and 9344 additional
channels from the Presampler. The first layer (alternatively front layer) has a very fine granularity
along η to distinguish between electron and pion showers. The second or middle layer has the largest
depth and therefore absorbs most of the shower’s energy, while the third or back layer is comparably
thin and absorbs the remaining tails of the EM showers. The EMB cell geometry is illustrated in
Figure 3.8. The depth of the EMB and the EMEC layers as functions of η in units of radiation lengths
is depicted in Figure 3.9. The EM calorimeter has a total thickness ranging from 22X0 at |η| = 0 to
38X0 at |η| = 2.5 and hence absorbs the full electromagnetic shower of electrons and photons. The
actual cell sizes and covered regions of the various layers are listed in Table 3.3 and in Table 3.4.
3.3.3 Geometry of the Hadronic End-Caps
The HECs are composed of two wheels per end-cap. Each of the four wheels is separated into two
layers in depth and 32 sections in φ direction. The HEC cells have sizes of ∆η×∆φ= 0.1×0.1 in the
region of 1.5 < |η| < 2.5 respectively of ∆η×∆φ= 0.2×0.2 in the region of 2.5 < |η| < 3.2. Hence, they
have a much coarser segmentation than the cells of the EM calorimeter. In both HECs, there are
in total 5632 individual channels. The copper absorber plates have a thickness of either 25 mm or
50 mm and are separated by liquid argon gaps of 8.5 mm width.
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Figure 3.9: Cumulative amount of detector material in units of radiation lengths X0 as function of the
pseudorapidity |η| of the EMB (left) and the EMEC (right). The total amount of material is separated into
material before the accordion structure, including the Presampler, and the three LAr calorimeter layers
one to three [83].
EMB Layer Cell Size ∆η×∆φ Coverage
Presampler 0.025×0.1 0 < |η| < 1.52
Front
0.025/8×0.1 0 < |η| < 1.40
0.025×0.025 1.40 < |η| < 1.475
Middle
0.025×0.025 0 < |η| < 1.40
0.075×0.025 1.40 < |η| < 1.475
Back 0.050×0.025 0 < |η| < 1.35
Table 3.3: Calorimeter cell sizes and layer coverage of the EMB.
EMEC Layer Cell Size ∆η×∆φ Coverage
Presampler 0.025×0.1 1.5 < |η| < 1.8
Front
0.050×0.1 1.375 < |η| < 1.425
0.025×0.1 1.425 < |η| < 1.5
0.025/8×0.1 1.5 < |η| < 1.8
0.025/6×0.1 1.8 < |η| < 2.0
0.025/4×0.1 2.0 < |η| < 2.4
0.025×0.1 2.4 < |η| < 2.5
0.1×0.1 2.5 < |η| < 3.2
Middle
0.050×0.025 1.375 < |η| < 1.425
0.025×0.025 1.425 < |η| < 2.5
0.1×0.1 2.5 < |η| < 3.2
Back 0.050×0.025 1.5 < |η| < 2.5
Table 3.4: Calorimeter cell sizes and layer coverage of the EMEC.
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Figure 3.10: Total cumulative amount of material of the ATLAS detector in units of nuclear interac-
tion lengths λI a function of the pseudorapidity |η|. The material is separated into material before the
calorimeters (beige), the portions of the various labeled calorimeter layers and additionally the material
of the muon chambers (cyan) [83].
3.3.4 Geometry of the Forward Calorimeter
The FCal is a combined EM and HAD calorimeter consisting of three layers. It is the calorimeter
which is located closest to the beam pipe for which reason the highest occupancy with high energetic
electromagnetic and hadronic particles is expected. The first layer from the point of view of the IP
has been optimized for the measurement of EM showers and has a depth of 27.6X0. The remaining
two layers are dedicated to the absorption of hadronic showers. The FCal has a total depth of about
ten nuclear interaction lengths. In order to achieve the required cell density, the FCal electrodes
are arranged in longitudinal tubes with a cylindric liquid argon gap of widths between 0.5 mm and
0.27 mm. The centers of the tubes are filled with rods serving as electrodes. These FCal tubes are
embedded in a matrix of absorber material, which is copper respectively tungsten, and are combined
in groups of several tubes to the actual FCal cells. In total there are 61,368 tubes installed which are
combined to 3524 readout channels. The layout of the calorimeter cells is not regular anymore as it
is the case for the previously discussed LAr calorimeter constituents.
The total cumulative amount of detector material of ATLAS as functions of η in units of nuclear
interaction length is depicted in figure Figure 3.10. The thickness is at least 11λI which means that
only a fraction of less than 1.6×10−5 of the charged hadrons can escape the detector.
3.3.5 Readout Electronics
The readout electronics of the LAr calorimeter is separated into two main components: on-detector
electronics, called front-end [84], and off-detector electronics in the counting room, called back-
end [85]. A schematic view of the current LAr calorimeter electronics is depicted in Figure 3.11.
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Figure 3.11: Schematic of the LAr calorimeter readout electronics chain. The lower box depicts the
electronic circuits inside the LAr calorimeter cryostat. The central box depicts the components inside
the front-end electronics on the detector, which are the calibration board, the front-end board (FEB), the
tower builder board (TBB) and the controller board. The FEB and the TBB send their output off-detector
to the readout driver (ROD) respectively to the L1 trigger system, which are illustrated at the upper side
together with the Trigger, Timing and Control (TTC) system [46, 86].
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Figure 3.12: Trigger tower granularity for η> 0 and one quadrant in φ [5].
Beside monitoring information, the front-end outputs two data streams to the back-end:
• A continuous, analog stream of data of reduced granularity is sent to the L1 trigger at the event
rate of the BCs, which is about 40 MHz (trigger data readout). The data reduction is done by
summing all EM and all HAD cells in specific η×φ rectangles to one EM trigger tower (TT) and
one HAD TT. The electromagnetic and hadronic TTs are always aligned behind one another.
The TTs have a size of ∆η×∆φ= 0.1×0.1 in the central region (|η| < 2.5), and increases up to
∆η×∆φ= 0.4×1.6 in the FCal region, as illustrated in Figure 3.12. In the EMB, 60 calorimeter
cells are summed to one TT with an according reduction of readout channels to about 7000 in
total for the L1 trigger.
• A digitized data stream triggered by the L1 trigger carries the full granularity of the detector at
a maximum event rate of 75 kHz (main data readout).
The front-end electronics consists of four types of boards installed in the front-end crates (FECs),
which are located on the ATLAS detector near the calorimeter’s cryostat:
• The calibration board injects precisely known pulses into the input of the system in order
to calibrate the analog electronics. The importance of the precise knowledge of the analog
output pulse shapes is discussed in section 4.3.4.
• The front-end board (FEB) [87] is connected capacitively to the LAr calorimeter cells (128
channels per board) to suppress low frequencies as from the argon ion current and takes
responsibility for the actual data readout of the calorimeter cells. A schematic view of the data
flow through the FEB is depicted in Figure 3.13. The signals are amplified and split off into the
two data streams after the preamplifier and before the analog shaper of the main data readout.
The analog signals of the main data readout path are amplified and shaped by a bipolar
CR-(RC)2 shaping function (time constant τs = RC = 15ns) with three different gains. The
three gain stages are required in order to fit all signal amplitudes in the range between few
MeV and 3 TeV into the dynamic range of the 12-bit analog-to-digital converter (ADC) while
preserving the required quantization precision. The gain ratios are about ten. The amplified
and shaped signals are sampled synchronously to the LHC clock of 40 MHz and are stored
in three switched-capacitor arrays (SCAs), one for each gain stage. These pipelines short the
L1 trigger latency of about 2.5µs. Upon the L1 trigger accept signal, the suitable gain stage
is selected. Five samples are then taken from the chosen SCA pipeline to be digitized by the
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Figure 3.13: Schematic of the FEB readout dataflow. The analog pulses from the detector (left) are pream-
plified beforehand the analog shaper. The shaped signals are amplified with three different gains in
parallel and stored in SCAs. Their values are sampled by an ADC upon a L1 trigger accept signal and sent
to the ROD. Additionally, the signal from the preamplifier is used as input for the continuous L1 trigger
readout, whose processing chain starts on the FEB involving the LM (Σ) and the LSB [46, 86].
ADC and transmitted optically to the back-end electronics at a maximum event rate of 75 kHz.
These five samples sufficiently cover the peak of the analog pulse shape, which allow a pre-
cise measurement of the deposited energy and its hit time. During calibration runs, up to 32
samples can be transmitted per event to cover the whole analog pulse shape length.
The channel summation chain of the trigger data readout starts on the FEB with the linear
mixer (LM), which is part of the shaper chip. The LM takes four channels as input and adds
them up analogously before the summed signal is shaped with a CR-RC shaping function. The
shaped signal is sent to the layer sum board (LSB), a plug-in card on the FEB that sums and am-
plifies the LM output of on LAr calorimeter layer within the TT rectangles. These analog layer
sums are transmitted through the backplane of the FEC to the tower builder board, described
hereafter.
• The tower builder board (TBB) prepares the analog trigger data readout stream by adding
the layer sums, received from the FEB’s LSB, in depth to the TTs. Each TBB processes 32 TTs.
The signals are shaped with an additional RC low-pass (τs = 15ns) in order to obtain a bipolar
CR-(RC)2 shaped pulse similar to that of the main data readout but with a single gain stage.
This gain is configurable such that for each channel the output of a 2.5 V signal corresponds to
a deposited transverse energy in the TT in question of 256 GeV. Signals above that threshold
saturate the electronics, what is a well defined working condition of the trigger data readout
chain. The analog output of the TBB is transmitted through twisted-pair cables of about 70 m
length to the L1 trigger system in the counting room.
• The controller board is responsible for the distribution of the 40 MHz LHC clock inside the
FEC, of the L1 trigger accept signal and of reset signals. Furthermore, monitoring and config-
uration of all boards in the FEC from remote is provided by the controller board by a custom
serial protocol, called SPAC.
As the front-end electronics resides on the detector, it is exposed to an environment of intensive
ionizing radiation, which puts stringent requirements on the radiation hardness of all integrated
components. In contrast, the back-end electronics in the counting room apart from the detector cav-
ern is not irradiated above the normal environmental intensity. Hence, commercial computing com-
ponents, like central processing units (CPUs), digital signal processors (DSPs) or field programmable
gate arrays (FPGAs), are applicable.
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The constituents of the back-end electronics are depicted in the upper part of Figure 3.11. According
to the two outputs of the front-end, there are two receiving systems on the back-end side:
• The readout driver (ROD) modules receive the digital main data readout stream from the
FEBs at a maximum event rate of 75 kHz. Each of the modules, realized in custom hardware,
processes the input of eight FEBs, hence handles 1024 readout channels. The main task of
the ROD is the reconstruction of the deposited energy and the hit time by applying digital
optimal-filtering algorithms on the five 12-bit ADC samples. Therefore, the ROD is equipped
with DSPs. As the energy and time reconstruction from the detector signal is a subject of this
thesis, the details of the applied algorithms are discussed in detail in chapter 5. The results are
sent to the data acquisition system (DAQ) system.
• The L1 trigger interface receives the continuous analog trigger readout stream. It is actually
not part of the LAr calorimeter readout electronics but belongs to the L1 trigger electronics.
Therefore, the discussion of its details is postponed to section 3.4.
3.3.6 Sources of Noise
As outlined in section 3.2.1, charge collecting techniques suffer from relatively low signal-to-noise
ratios. In case of the ATLAS LAr calorimeter, there are two main noise sources contributing: thermal
noise from the detector and the analog electronics components as well as the superposition of energy
depositions from different proton-proton interactions, called pile-up.
Thermal Noise
The thermal noise itself is composed of different types: there is noise induced in the calorimeter cells
and the preamplifier, hence before the analog shaper. Those pulses are shaped, too, and therefore
have a non-negligible autocorrelation across several ADC samples. This autocorrelation significantly
differs from that of the ordinary analog signal pulse shapes at the input of the ADC, as the noise pulse
shape before the shaper is not of the triangular shape of the regular ionization signals. The pulse
shapes of the thermal noise at the input of the analog shaper are not know precisely, moreover
they are varying. Therefore, the autocorrelation of the thermal noise had to be measured in special
runs without LHC beam interactions. In contrast to the long regular pulse shape of the signal, the
autocorrelation of the thermal noise declines quickly [88].
Furthermore, there is thermal noise induced in the analog shaper itself and in all succeeding analog
components, including the ADC. Those noise pulses are expected to be uncorrelated on the time
scale of the sampling rate of 40 MHz. Especially, the thermal noise of the ADC, which is expressed by
the difference between the ideal number of bits and the effective number of bits (ENOB) of the ADC,
is considered as a separate source of noise in the detector simulation of this thesis.
Additionally, the transition from the continuous analog amplitude signal to the digital signal causes
rounding errors, which are also denoted as quantization noise. This type of noise ought to be kept
small compared to the thermal noise by choosing suitable ADC properties. A mathematical descrip-
tion of the quantization noise is discussed in section 5.1.
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Beside the correlated and uncorrelated thermal noise, there is coherent noise, which extends over
several neighboring readout channels due to crosstalk. It typically does not exceed 5 % of the total
noise and is therefore neglected in the following. Nevertheless, significant coherent noise bursts
have been observed during the operation of the LAr calorimeter [89].
Pile-up Noise
There are three different types of pile-up to be distinguished: event pile-up is the occurrence of mul-
tiple proton-proton interactions within the same BC, beside the actual physically interesting event.
These additional events are basically minimum-bias events. Event pile-up does not necessarily lead
to energy depositions from different interactions in one readout channel. But it is an issue for the
data analysis due to the appearance of further jets, electrons or other objects among those from
the actual physically interesting interaction. Obviously, event pile-up is directly described by the
LHC luminosity parameter µ as defined in section 3.1. The deposition of energy by particles from
different proton-proton interactions of the same BC in a single readout channel is called in-time
pile-up. As the time separation of those calorimeter hits is in most cases negligible, they are not
distinguishable. Therefore, in-time pile-up is not regarded as noise, but it is expected that the en-
ergy reconstruction algorithm recovers the sum of those deposited energies correctly. In contrast,
out-of-time pile-up, the impact of energy depositions from contiguous BCs, is a source of noise. As
implied by the number of ADC samples per event, processed by the RODs, the analog pulse shape
extends over several BCs. Energy depositions before and right after the actual event BC deteriorate a
precise energy reconstruction. The frequency of out-of-time pile-up is a function of µ, too. Its actual
impact on the signal of interest depends on the pile-up spectrum for the calorimeter channel in
question and on the local pulse shape length, which again depends on the liquid argon gap size and
the applied high voltage.
Analog and digital filters are applied in order to minimize the influence of thermal noise and out-
of-time pile-up and to maximize the signal-to-noise ratio. The actual influence of noise on the final
energy resolution of a single calorimeter channel therefore do not only depend on the composition
of noise, but also on the subsequent analog and digital signal processing.
Measured Noise
The thermal noise at the output of the RODs of all layers of all LAr calorimeter components has been
measured as functions of |η|. The results are depicted in Figure 3.14. It is apparent that the thermal
noise do more depend on the layer than on the pseudorapidity. Furthermore, the EM layers are
significantly less noisy than the HAD layers, what is predominantly a consequence of the calorimeter
cell geometry, for instance of the LAr gap sizes. The noise level ranges from a few 10 MeV in the EMB
to several 100 MeV in the HEC and in the FCal.
The total noise of all LAr calorimeter components has been measured on the basis of the ATLAS data
of 2011 for 〈µ〉 = 14 and for a BC time spacing of 50 ns as functions of |η| as depicted in Figure 3.15.
In contrast to the thermal noise, the total noise has a strong dependence on the pseudorapidity: the
energy deposited by out-of-time pile-up increases with |η|. Therefore, the total noise in the central
region is dominated by the thermal noise component for 〈µ〉 = 14 as a comparison with Figure 3.14
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Figure 3.14: Electronic noise for all layers of the LAr calorimeter readout as functions of the pseudora-
pidity |η| measured from runs without BCs. The values are averaged over the φ coordinate and ±η as the
calorimeter is therein symmetric [90].
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Figure 3.15: Total noise for all layers of the LAr calorimeter readout as functions of the pseudorapidity
|η| measured with data from the year 2011. The values are averaged over the φ coordinate and ±η as the
calorimeter is therein symmetric. The total noise includes noise from the electronic components as well
as from out-of-time pile-up at 〈µ〉 = 14 [86].
demonstrates, while the total noise of the outer regions is dominated by out-of-time pile-up even
for comparably low luminosities.
3.3.7 Analog Pulse Shaping
There are at least two reasons for the deployment of an analog signal shaper: The frequency spectrum
of the triangular shape of the ionization signal is very broad. Its transition through electrical compo-
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Figure 3.16: Schematic of the idealized analog pulse shaping of the triangular electron current pulse in
the liquid argon gap (black) and the output of the successive bipolar shaper constituents: preamplifier
(blue), first integrator (RC, green), second integrator (RC, magenta) and differentiator (CR, red). The ADC
samples are indicated as points on the shaper output every 25 ns.
nents of limited frequency bandwidth would therefore significantly mutate its shape, in particular
the sharp peak of the triangle. An early transformation into a shape with a narrow frequency spec-
trum overcomes this issue. Furthermore, a properly designed analog filter is capable to efficiently
increase the signal-to-noise ration.
As outlined, thermal noise affects the pulse measurement on short time scales, while out-of-time
pile-up emerges enhanced on larger time scales. This circumstance is exploitable by an active ana-
log CR-(RC)2 shaper, which has been initially studied for its use in the LAr calorimeter in [91]. This
analog filter acts as bandpass: the two RC low-pass filters cut off high frequencies like from thermal
noise, while the CR high-pass filter suppresses low frequencies from almost constant currents. Alter-
natively, this type of shaper can be considered as a series of integrator (RC) and differentiator (CR)
circuits. A schematic view of the triangular input and the according output of the bipolar shaper is
depicted in Figure 3.16. The output signal amplitude peaks delayed with respect to the input and
drops quickly afterwards with a long undershoot of about −20 % of the peak amplitude. The integral
of the shape is zero. Therefore, the system cannot soar up even under constantly high occupancy of a
calorimeter channel. A simple mathematic model of the CR-(RC)2 shaper utilized for the calculation
of the depicted idealized pulse shapes is discussed in detail in section 5.3.
The approximated transfer function of the CR-(RC)2 shaper depends solely on the time constant
τs = RC, which also determines the peaking time tp of the output shape. By an optimal positioning
of the shape peak, the total noise can be minimized, as depicted on the left-hand side of Figure 3.17.
A fast peaking time increases the thermal noise while a slow peaking time enhances signal distortions
by out-of-time pile-up. Between, there is a minimum, whose position depends on the actual pile-up
conditions, hence on the LHC luminosity. A value of τs = 15ns has been chosen, what is the optimum
for L = 1034 cm−2 s−1.
The number of transmitted ADC samples per triggered event has also been selected with respect
to the suppression of thermal noise as depicted on the right-hand side of Figure 3.17. With more
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Figure 3.17: Total noise level as functions of the peaking time tp of the analog CR-(RC)2 shaper of the
FEB (left) [85]. For small values of tp , the thermal noise increases, while pile-up noise increases for larger
values. The location of the minimum of the total noise depends on the LHC luminosity. Consistently,
an increased number of ADC samples, used for the energy reconstruction in the ROD, reduces the ther-
mal noise on the middle layer of the EMB (right, black circles) and of the EMB’s front layer (right, red
triangles) [46].
than five samples no further significant thermal noise reduction is achievable, while the required
processing power in the RODs increases almost linearly with the number of samples.
Finally, the measured and predicted pulse shapes of all LAr calorimeter layers are depicted in Fig-
ure 3.18 to Figure 3.21 to illustrate that all channels do have the explained bipolar pulse shape but
with some variations concerning the peak position and width and the length of the undershoot.
Furthermore, the measured and predicted shapes agree within a few percent. It becomes clear
that the ADC does not necessarily sample on top of the shape peak but can have a phase shift,
ϕADC ∈ [0ns, 25ns].
3.4 The Level-1 Trigger
In the following, an overview of the ATLAS level-1 (L1) trigger is given, whose details are documented
in [5, 6, 92]. The focus is set on the level-1 calorimeter (L1Calo) trigger, whose trigger algorithms are
summarized in [93].
As outlined in section 3.2.2, the L1 trigger is a fixed latency system composed of custom hardware
components with a maximum response time of 2.5µs. It is located in the counting room of the ATLAS
detector and is connected to the front-end via wires of about 70 m length at the maximum. A block
diagram of the whole system is depicted in Figure 3.22. The continuous trigger readout data from
the calorimeters and the muon chambers are analyzed for each BC by two distinct systems, which
are the L1Calo trigger and the muon trigger. Both identify objects measurable by their connected
detectors. These are EM clusters from electrons, photons or hadronically decaying τ-leptons, jets,
E sumT and E
miss
T for the L1Calo trigger and muon candidates for the muon trigger. Objects found are
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Figure 3.18: Pulse shapes of the EMB at the input of the readout ADC measured with cosmic muons (red)
and simulated (blue) on the four layers Presampler (top left), front (top right), middle (bottom left) and
back (bottom right). The peak height normalized deviation of the data from the expected pulse shapes
are indicated in green [86].
sent to the central trigger processor (CTP), which decides according to a configurable list of trigger
items if an event is accepted and in turn read out from the on-detector pipelines. Furthermore, each
object found defines a ROI, which is sent to the successive L2 trigger and serves as seed for more
sophisticated object identification algorithms on the basis of the full granularity main readout data
to further reduce the trigger rate. A schematic view of the L1Calo trigger data flow, discussed in the
following, is depicted in Figure 3.23.
3.4.1 The L1Calo Trigger Pre-Processor
The analog trigger data readout stream of about 7000 TTs from all calorimeters, including the Tile
calorimeter, are received and digitized with 10-bit ADCs by the pre-processor. The pre-processor
modules (PPMs) are equipped with dedicated application specific integrated circuits (ASICs) to ad-
just the ADC phase, ϕADC, in 1 ns steps channel-by-channel such that the pulse shapes are always
sampled on the top of the pulse shape peak for an optimal energy reconstruction precision. After-
wards, the digital data are synchronized across all channels to compensate different times-of-flight
and wire lengths. Similar to the algorithms, reconstructing energy and time in the RODs, five sam-
ples are taken to calculate ET and to assign it to the correct BC. Saturated pulses, which can occur
in the trigger data readout chain for transverse TT energies above 256 GeV, are processed separately.
Finally, a look-up table (LUT) is used to subtract the pedestal, to apply noise thresholds and to cali-
brate ET for each TT. The output of this LUT are 8-bit words with 1 GeV per bit, hence a maximum
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Figure 3.19: Pulse shapes of the EMEC at the input of the readout ADC measured with cosmic muons
(red) and simulated (blue) on the middle layer with four different high voltages: 1.5 kV (top left), 1.7 kV
(top right), 2.1 kV (bottom left) and 2.3 kV (bottom right). The peak height normalized deviation of the
data from the expected pulse shapes are indicated in green [86].
of 255 GeV is encodable in agreement with the saturation threshold of the analog readout chain.
As the jet finding algorithms do not require the 0.1× 0.1 granularity of the TTs, 2× 2 of them are
summed to one 9-bit jet element (JE), which is sent to the jet/energy-sum processor (JEP). In order
to reduce the output data rate to the cluster processor (CP), the four words of two TTs and of two BCs
are multiplexed to two words, transmitted to the CP. This bunch crossing multiplexing (BC-mux)
algorithm is feasible as the ET identification works with a maximum finder, which cannot output
nonzero values at two consecutive BCs.
3.4.2 The L1Calo Trigger Cluster Processor
The CP performs a sliding window algorithm to identify clusters of deposited energy in the EM and
HAD TTs, which are presumably caused by electrons, photons or hadronically decaying τ-leptons.
The lateral shower extension of these objects is expected to be significantly smaller than that of
jets. This is exploited by the CP object identification algorithms to distinguish between the target
objects and jets. A schematic view of the algorithms applied on a window of 4×4 TTs is depicted in
Figure 3.24.
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Figure 3.20: Pulse shapes of the HEC at the input of the readout ADC measured with cosmic muons (red)
and simulated (blue) on first (top left), second (top right), third (bottom left) and fourth layer (bottom
right). The peak height normalized deviation of the data from the expected pulse shapes are indicated
in grey [86].
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Figure 3.21: Pulse shape of the FCal Module 3 at the input of the readout ADC measured with cosmic
muons (red) and simulated (blue). The peak height normalized deviation of the data from the expected
pulse shapes are indicated in grey [86].
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Figure 3.22: Block diagram of the L1 trigger. The overall L1 accept decision is made by the central
trigger processor, taking input from calorimeter and muon trigger results. The paths to the detector
front-ends, L2 trigger, and data acquisition system are shown from left to right in red, blue and black,
respectively [92].
Beforehand the application of the actual cluster identification algorithm, the following variables are
calculated:
• There are four overlapping EM clusters of two EM TTs in the central 2×2 TTs. Each of these
four ET sums is a candidate to contain the EM shower and thus defines the transverse energy
of the potential EM object candidate
• The HAD core is the ET sum of the central 2×2 HAD TTs of the window.
• The four HAD clusters are defined each as the sum of one of the EM clusters with the hadronic
core.
• The surrounding twelve EM/HAD TTs are summed to the EM/HAD isolation rings.
• Furthermore, the central 2×2 cluster summed in depth defines an ROI in case of an identified
object.
Based on these variables, an object identification algorithm is applied. The whole procedure is
repeated for each possible 4× 4 TT window. The actual calculations are performed by FPGAs in
parallel to meet the latency budget.
An EM object candidate is accepted, if its according 4×4 TT window fulfills all of this conditions:
• The most energetic EM or HAD cluster must exceed a configurable threshold.
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Figure 3.23: Data flow through the L1 calorimeter trigger. Analog data from the calorimeters are digi-
tized and associated with the correct BC in the pre-processor and subsequently sent to two algorithmic
processors, the jet/energy-sum processor and the cluster processor. The resulting object counts and
energy sums are sent to the central trigger processor [92].
Figure 3.24: Schematic view of the electron/photon and hadronically decaying τ-lepton clustering algo-
rithm [92].
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Figure 3.25: Schematic view of the jet trigger algorithms, based on JEs with shaded ROIs. In the case of
the 3×3 JE window there are four possible ROIs. In the case of the 4×4 JE window, the ROI is required to
be in the center to avoid the possibility of two jets per window [92].
• The ET sum of the EM and HAD isolation ring must be smaller than a threshold.
• In case of electrons and photons, the HAD core must be smaller than a threshold.
• The ROI must be a local maximum.
Sixteen individual sets of thresholds can be defined. If any of the TTs in the ROI is saturated, the
event is triggered without any further thresholds to be met.
3.4.3 The L1Calo Trigger Jet/Energy Processor
The jet finding algorithms performed in the JEP on the JEs are sliding window algorithms, too. There
are three types of JE windows with sizes of 2×3, 3×3 and 4×4 JEs, as depicted in Figure 3.25. The
according ROIs are indicated as shaded areas. In case of the 3×3 JE window, there are four possible
ROIs, what is not the case for the 4×4 window, as the ROI is fixed to its center to avoid the possibility
of multiple jets per window. The ET sum of each JE window is used to determine the transverse
energy of the jet candidate, which is accepted as such, if it fulfills both of this conditions:
• The ROI is a local maximum.
• The ET of the JE window must exceed a window size dependent threshold.
Eight sets of thresholds composed of one threshold for each window size can be defined. The han-
dling of saturated JEs is similar to the approach of the CP.
Beside jets, the JEP searches for E sumT and E
miss
T exceeding some thresholds. Therefore, these values
have to be calculated before, what is done by the jet/energy modules (JEMs) the JEP is composed
of. There are in total 32 JEMs in two crates. Each crate covers two opposite φ quadrants, hence the
region, covered by one JEM, has a size of 90° in the direction ofφ. The JEMs sum the scalar transverse
energy of all JEs of their region with 12-bit precision. Therefore, a maximum value of 4095 GeV is
encodable. Furthermore, the missing transverse energy components Ex and Ey are calculated for
each JE by multiplying ET with the appropriate geometric constants. This multiplication is done
with a precision of 0.25 GeV while the result is rounded to the next full GeV with an upper limit
of 4095 GeV. The final calculation of the global E sumT and E
miss
T variables is done by the common
merger module (CMM), which also compares the results against a list of thresholds in order to trigger
an event. Similar to the cluster and jet triggers, an overflow in any of the calculations during the
summation chain of E sumT and E
miss
T triggers the event.
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As outlined in section 2.2.2, more integrated luminosity is required in order to reduce the statical
uncertainties of the measurements of SM observables and to increase the sensitivity for new physics.
Therefore, an extensive upgrade program of the LHC and of its detectors has been scheduled. Its
details with a focus on the upgrade of the ATLAS LAr calorimeter and of the L1Calo trigger are
summarized in the following.
4.1 Overview of the Upgrade Plans for the LHC
The current LHC upgrade schedule [94, 95] is composed of a sequence of run periods intersected by
long shutdowns to successively increase the luminosity delivered by the LHC:
• As mentioned above, the LHC had been shut down to be maintained and consolidated in order
to reach its design energy and luminosity. This period from the year 2013 to early 2015 is called
long shutdown 1 (LS1).
• The subsequent Run 2 is scheduled in the years of 2015 to 2017. The LHC has been started
with a center of mass energy of
p
s = 13TeV and will presumably reach and exceed its design
luminosity of L = 1×1034 cm−2 s−1. An integrated luminosity for the whole Run 2 of 75 fb−1
to 100 fb−1 is expected.
• The long shutdown 2 (LS2) is scheduled for the year 2018. The LHC will be substantially up-
graded to surpass its design luminosity by at least a factor of two. The center of mass energy
will not exceed its design value of 14 TeV.
• The LHC will operate in the years from 2019 to 2021, what is denoted as Run 3. An integrated
luminosity of in total about 300fb−1 is envisaged due to an increased instantaneous luminosity
of about L = 2.2×1034 cm−2 s−1. The average number of proton-proton interactions per BC
will be 〈µ〉 ≈ 60, but the detector upgrade projects figure on 〈µ〉 ≈ 80 due to safety reasons.
• Finally, a major upgrade of the LHC is scheduled for the long shutdown 3 (LS3) during the
years 2022 and 2023. The LHC will be prepared to deliver an instantaneous luminosity of about
L = 5−7×1034 cm−2 s−1.
• The LHC will operate in the years from 2024 to 2030 in high-luminosity runs. The integrated
luminosity per year is expected to be 250fb−1. The average number of proton-proton interac-
tions per BC will be 〈µ〉 ≈ 140 to 200.
The necessity of this ambitious and expensive upgrade program, which in turn requires a revision or
complete replacement of almost all parts of the installed particle detectors, is depicted in Figure 4.1.
The required run time of the LHC to halve the statistical uncertainties of the measurements in case
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Figure 4.1: Possible peak luminosity evolution (left, solid line) and the resultant total integrated lumi-
nosity (left, dotted line). Integrated luminosity (right, blue line) and required LHC run time to halve the
statistical uncertainties based on flat luminosity (right, red line) [94].
of a constant instantaneous luminosity grows approximately linear with the integrated luminosity
of the recored data. Hence, the LHC became more and more ineffective without an upgrade towards
higher luminosities.
4.2 Overview of the Upgrade Plans for the ATLAS Detector
As indicated, the expected higher instantaneous luminosities delivered by the LHC enforce a series
of upgrades of the ATLAS detector, which has been summarized in [96, 97, 98]. According to the LHC
upgrade schedule, there are three successive upgrade campaigns planned, which are consecutively
numbered from Phase-0 to Phase-2. Each of them is composed of various distinct projects. The
installation of new hardware components as well as the maintenance of the existing systems will be
performed during one of the long shutdowns. It is demanded that all projects are forward compatible.
A major focus of the overall upgrade plans lies on the improvement of the trigger, as the total readout
bandwidth cannot keep abreast with the increased luminosity. Rising the trigger pT thresholds would
lead to a significant loss of signal (see section 2.2.2). Therefore, the reduction of background has to
be enhanced, which in turn requires new hardware. In the following, the three upgrade campaigns
are outlined with their most important projects.
4.2.1 Phase-0 Upgrades
During the LS1, the ATLAS detector has been prepared towards Run 2 by the installation of the
following new components:
• There is a new layer of pixel sensors installed, called Insertable B-Layer (IBL) [99], inside the
current innermost pixel detector. It is mounted on the surface of the new beam pipe. Due to
the reduced distance to the IP, an improved resolution of the ID is achieved.
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• An enhanced background suppression in the L1 trigger is provided by the level-1 topological
trigger (L1Topo) [100]. This new L1 trigger component evaluates the event topology by analyz-
ing the objects identified by the CP and by the JEP. It calculates new variables, describing the
angular separation, invariant masses and the hardness of an interaction. These are sent to the
CTP, which thus can better suppress background.
4.2.2 Phase-1 Upgrades
There are four projects approved to be constructed and installed during the LS2:
• There will be new small muon wheels (NSW) [101] installed in the most forward region of the
muon chambers to better suppress misidentified muon candidates. This in turn reduces the
trigger rate.
• Due to the time consuming track reconstruction, there are currently no track information
available for the L2 trigger. This limits the quality of the L2 trigger trigger decisions with respect
to the rate of falsely accepted events. Therefore, the fast tracker (FTK) [102] is developed. It is
a new hardware based system which continuously performs pattern recognition algorithms
on a subset of ID readout data in parallel to the L1 trigger. The results are available for the L2
trigger to better suppress misidentified objects and to reduce the event trigger rate.
• The subject of this thesis is the Phase-1 upgrade of the LAr calorimeter trigger readout electron-
ics. Its details are therefore discussed in section 4.3. The basic idea driving the development is
to provide data of finer granularity of the LAr calorimeter to the L1 trigger. The digitization of
the data stream is moved from the pre-processor of the L1 trigger to the front-end of the LAr
calorimeter. Moreover, the energy and time reconstruction will be a task of the LAr calorimeter
back-end. These changes require a substantial revision and replacement of hardware in the
LAr calorimeter trigger data readout electronics.
• The upgrade of the LAr calorimeter electronics implies an upgrade of the L1 trigger hardware.
The PPMs are no longer responsible for the digitization and reconstruction of the LAr calori-
meter trigger readout data. Instead, the new type of input data from the LAr calorimeter have
to be analyzed by new processors, similar to the JEP and the CP, which are called electron
feature extractor (eFEX) and jet feature extractor (jFEX) [103]. These are capable to better sup-
press background due to the higher granularity of the data. Therefore, the trigger thresholds
can stay low without exceeding the feasible bandwidth. Furthermore, the HLT will be prepared
for the new hardware components, like the FTK, and for an enhanced data throughput for a
higher data readout bandwidth.
4.2.3 Phase-2 Upgrades
The Phase-2 projects for the LS3 are summarized in [98] and are not fully defined, yet. Almost all
components of the ATLAS detector will be involved:
• There will be a completely new ID.
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• The L1 trigger will be split into a level-0 (L0) trigger and a new L1 trigger. The new L0 trigger
will contain the eFEX and the jFEX from the previous Phase-1 upgrade. The new L1 trigger
will have a much larger latency budged compared to the current L1 trigger to perform more
complex algorithms, including the usage of track information from the FTK.
• The new trigger architecture requires a complete revision of the LAr calorimeter and of the
Tile calorimeter front-end and back-end electronics. The muon chamber trigger electronics
have to be adapted, too.
• Due to the high occupancy with high energetic particles, an upgrade of the FCals might be
required.
• An increased level of radiation and the damage of components due to irradiation during the
runs one to three will require further upgrade and replacement activities.
• The computing infrastructure have to be substantially improved, as the assumed increase of
computing power per CPU does not keep abreast with the expected resource consumption of
the high luminosity runs of LHC.
4.3 Upgrade of the ATLAS Liquid Argon Calorimeter
As outlined, there are two upgrade steps envisaged for the LAr calorimeter readout electronics: a
Phase-1 upgrade, whose details are documented in detail in [95] and which is the subject of this
thesis and a Phase-2 upgrade, whose details are not fixed, yet [98]. As mentioned, the necessity of
both upgrades is the limitation of the maximum trigger rate, which cannot be met by rising the
trigger thresholds as this would significantly reduce the signal trigger efficiency.
For the Phase-1 upgrade of the LAr calorimeter trigger readout electronics, there will be two main
improvements to enable the consecutive L1Calo trigger to achieve a reduced trigger rate with a
constantly high signal efficiency. On the one hand, the granularity of the trigger readout data will
be significantly improved due to the introduction of super cells (SCs). An impression of the impact
of the finer granularity provided by the SCs compared to the current TTs gives Figure 4.2. There is
the evolving shower of the same simulated electron in the barrel region visualized for both trigger
data readout schemata. On the other hand, the SC data stream will be digitized at the front-end of
the LAr calorimeter electronics with a higher precision than for the TTs in the PPMs. Furthermore,
the reconstruction of energy and time of a SC hit will be done by a new LAr calorimeter back-end
system. A couple of algorithms is investigated to obtain the maximum system performance achiev-
able. Altogether, the trigger readout data will provide a significantly higher resolution in energy, time
and space, what enables the L1Calo trigger to apply new algorithms, exploiting differences in the
showers of the various detectable objects to better suppress background.
4.3.1 Super Cell Geometry
The geometry of the SCs is based on the existing sums of four LAr calorimeter cells output by the
LMs on the FEBs. Distinct SCs are defined for each layer except for the HECs, where basically the
geometry of the hadronic TTs is kept. The L1Calo trigger input data from the EM calorimeters are
thus now segmented in depth, what is not the case for the existing EM TTs. The lateral segmentation
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Figure 4.2: An electron with pT = 70GeV as seen by the existing electromagnetic trigger towers and by
the proposed super cells of finer granularity [95].
Layer
Calorimeter Cell TT SC
∆η×∆φ nη×nφ ∆η×∆φ nη×nφ ∆η×∆φ
EM Presampler 0.025 × 0.1 4 × 1
0.1 × 0.1
4 × 1 0.1 × 0.1
EM Front 0.025/8 × 0.1 32 × 1 8 × 1 0.025 × 0.1
EM Middle 0.025 × 0.025 4 × 4 1 × 4 0.025 × 0.1
EM Back 0.05 × 0.025 2 × 4 2 × 4 0.1 × 0.1
Table 4.1: Comparison of the current TT granularity vs. the proposed SC granularity in the EMB, in terms
of both elementary cells and∆η and∆φ. The number of elementary cells grouped for the trigger readout
in η and φ are indicated by nη and nφ, respectively [95].
of the Presampler and of the back layer stays the same as for the TTs, while a TT in the front and in
the middle layer is each split into four SCs, arranged in strips along η. This scheme is called “1-4-4-1”.
It contains in total about 35,000 SCs. The SC geometry of the EMB is summarized in Table 4.1. All
details of the SC geometry are defined in [104].
4.3.2 System Architecture
A schematic view of the whole new Phase-1 readout system of the LAr calorimeter is depicted in
Figure 4.3. The main data readout chain stays unchanged, as discussed in section 3.3, but the trigger
readout chain has to be completely revised in order to implement the SCs.
On the front-end side, the LSBs on the FEBs have to be replaced. The new LSBs send the analog SC
sums through the backplane of the FEC to the new LAr Trigger Digitizer Board (LTDB), which can
process up to 320 SCs. The LTDB has an analog and a digital part. The analog circuits are responsible
for the signal shaping with the final RC low-pass filter (τs = 15ns) completing the bipolar CR-(RC)2
shaping function known from the main data readout. They furthermore drive the 12-bit ADCs and
the existing TBBs, which are going to be kept for legacy. Thus, the LTDB has to sum SC signals of the
front and middle layer just as the existing LSBs and send all layer sums through the backplane of
the FEC to the TBBs. The current signal pulse shapes and timings at the output of the existing LSBs
must be retained. The digital part of the LTDB serializes the data from the ADCs and transmits them
optically to the off-detector electronics in the counting room.
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Figure 4.3: Schematic view of the Phase-1 upgrade LAr calorimeter trigger and main data readout archi-
tecture. The new components are indicated by the red outlines and arrows [95].
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Figure 4.4: Schematic view of the Phase-2 upgrade LAr calorimeter trigger and main data readout archi-
tecture. The new components are indicated by the red outlines and arrows. The current analog trigger
readout electronics will be completely decommissioned [95].
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On the back-end side, the LAr Digital Processing System (LDPS) receives the digital SC data stream.
It is responsible for the reconstruction of energy and time for each SC at every BC by applying
appropriate algorithms. FPGAs will be deployed to perform the actual processing. Similar to the
pre-processor of the existing L1 trigger, sums of SCs are calculated as the fine granularity of the SCs
is not required for the jet finding algorithms of the jFEX. The LDPS outputs the reconstructed SC
transverse energies assigned to the correct BC to the eFEX, while the summed transverse energies
are sent to the jFEX.
The new components of the Phase-1 system architecture are fully forward compatible with the
system design of the Phase-2 upgrade, which is depicted in Figure 4.4. The LTDB and the LDPS
remain unchanged but the output of the latter will then be sent to the new level-0 calorimeter trig-
ger (L0Calo). Contrary, the whole main data readout, processed by the FEBs, will be replaced as the
data are to be continuously read out and transmitted to the back-end, similar to the Phase-1 trigger
data readout approach. The new L1 trigger with larger latency budget will have access to these main
readout data with its full calorimeter cell granularity and high digital precision. The existing analog
trigger data readout chain will be completely decommissioned.
Currently, there is a demonstrator system of the new Phase-1 LAr calorimeter trigger readout chain
installed and commissioned, which is going to operate in parallel to the existing analog trigger data
readout chain during the Run 2. It covers a small region in the EMB with 0 ≤ η≤ 0.4. The purpose of
this prototype is to gain experience with the new system in a productive environment, what can have
influence on the improvement of the final hardware for the LS2. The demonstrator is equipped with
two prototype versions of the LTDB, which have slightly different pulse shapes at the input of the SC
ADCs. These prototypes are denoted according to the respective responsible institute Brookhaven
National Laboratory (BNL) LTDB and Laboratoire de l’accélérateur linéaire (LAL) LTDB.
4.3.3 Noise on the analog Super Cells Signals
The sources of noise of the SC readout chain are almost the same as for the main data readout,
discussed in section 3.3.6, but their actual levels differ. As no measurements of them are available
yet, estimations based on values of the current system or based on simulations have to be utilized.
These are briefly introduced in the following.
Thermal Noise
The thermal noise of the SCs caused by the detector itself and by the SC readout electronics is
derived from the measured electronics noise of the main data readout. The noise level of each SC
is assumed to be the quartic mean of the noise of the calorimeter channels the SC is connected to.
This approach is based on the expectation that the noise of these channels is uncorrelated. Although
that prerequisite is not exactly complied, this is a reasonable estimation [105]. Figure 4.5 depicts the
comparison of electronics noise of the main data readout and of the noise of the SCs derived from it.
According to the number of channels clustered to a SC, the thermal noise levels of the Presampler
and of the middle layer is increased approximately by a factor of
p
nη×nφ = 2 and that of the front
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Figure 4.5: Electronic noise for all layers of the LAr calorimeter readout as a function of the pseudorapid-
ity |η| measured from runs without BCs (left) and derived electronic noise of the SCs of the four layers
of the EMB (right). The noise levels of the SCs are obtained from the quartic mean of the noise of the
calorimeter cells clustered to the SCs.
Pile-up Noise
The occupancy of the SCs with pile-up have to be obtained from simulations as there are currently no
measurements of proton-proton interactions at
p
s = 14TeV available. Therefore, Pythia8 generated
minimum-bias events have been simulated by GEANT4 [106, 107] based on a detailed model of
the ATLAS detector [108]. The results of the GEANT4 simulation are for each minimum-bias event
the energies deposited in the LAr gaps of each LAr calorimeter channel. These energies have to be
divided by the sampling fraction, fsamp, in order to convert them to the total energy deposited in
the whole calorimeter cells. fsamp is obtained for each LAr calorimeter channel from the GEANT4
simulation of the ATLAS detector, too.
The RFDs of the energy deposited by these simulated minimum-bias events at the level of the in-
dividual LAr calorimeter channels are depicted in Figure 4.6 for the four EM layers in the region of
0 < |η| < 0.1. The mean energies are inscribed at the layer labels and are summarized in Table 4.2.
Apparently, most of the energy is deposited in the Presampler with 〈E〉 = 35MeV despite its small
depth.
The pile-up spectra for the SCs are obtained from the simulated main data readout channel energies
of the individual minimum-bias events by summing the energies of a Poisson distributed number
of events according to the desired value of µ. Furthermore, the cell energies have to be summed to
SCs. The results of this procedure are depicted in Figure 4.7 as pile-up energy spectra of the four EM
layers in the central detector region of 0 < |η| < 0.1 for four different values of µ. Again, the mean
energies deposited per SC and BC are inscribed at the layer labels and are summarized in Table 4.2,
too.
Obviously, the spectra of all layers are shifted to higher energies with increasing µ, which is also
indicated by the inscribed mean energies deposited per SC and BC. The energies are not simply
scaled with µ, as the maximum energy does not change significantly. Moreover, the most frequent
low energies of E ∝O (10MeV) of the single minimum-bias events are summed to midrange values
of E ∝O (100MeV) for the highest values of µ. As for the spectrum of the calorimeter cells, the SCs
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Figure 4.6: Energy spectra of minimum-bias events at the level of the calorimeter cells of the four EMB
layers in the region of 0 < |η| < 0.1 obtained from the GEANT4 simulation of ten million minimum-bias
events. The mean energy, 〈E〉, per channel and minimum-bias event is inscribed at each layer label.
EM Layer
Mean Energy 〈E〉 deposited per Cell/SC per BC [MeV]
Cell, µ= 1 SC, µ= 25 SC, µ= 80 SC, µ= 140 SC, µ= 200
Presampler 35 67 137 229 326
Front 15 43 65 94 127
Middle 18 36 61 95 134
Back 14 19 21 24 27
Table 4.2: Summary of the simulated mean energies deposited by minimum-bias events in the four EM
layers in the region of 0 < |η| < 0.1 for a single detector cell for µ= 1 and for SCs for four different values
of µ.
in the Presampler are most affected by pile-up, while the energies deposited in the back layer is
marginally increased with µ.
4.3.4 Pulse Shaping of the analog Super Cell Signals
As outlined, the analog pulses at the input of the ADCs of the LTDBs have a bipolar CR-(RC)2 shape
similar to the main data readout. For an accurate simulation of the whole SC readout chain, these
pulse shapes have to be known precisely for each SC channel. The demonstrator is yet not ready
to measure all required pulse shapes, which depend on the SC position (layer and η) and on the
deposited energy as the shaper is only linear in a limited range. Thus, calculating them is required.
Three different methods are available to calculate the LAr calorimeter pulse shapes, which are intro-
duced in the following. A crucial issue is the validation of the obtained pulse shapes. This is done
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Figure 4.7: Pile-up spectra for the SCs of the four layers of the EMB for different values of µ in the region
of 0 < |η| < 0.1 obtained from the GEANT4 simulation of ten million minimum-bias events. The mean
energy, 〈E〉, per SC and BC is inscribed at each layer label.
based on first pulse shapes of the demonstrated which have been measured with calibration pulses.
These are different from the regular detector pulse shapes, as the calibration pulse is not the trian-
gular detector pulse. The precise correction of this effect requires a complex mathematical calculus
that is currently not available for the new LAr calorimeter trigger readout electronics [109, 110, 111].
Therefore, a qualitative discussion of the deviations of the calculated pulse shapes from the mea-
sured calibration pulse shapes has to be done. The first idealized time-discrete pulse shape model
reveals the differences to be expected while the further two models provide the actual pulse shapes
with the required precision.
LAr Calorimeter Calibration Pulse
As explained in section 3.3.5, there is a calibration board installed in each FEC which can inject pulses
into the input of each LAr calorimeter channel for calibration purposes. The according output pulses
can be measured in order to investigate the SC pulse shapes. A high time resolution is achievable due
to the configurable pulse injection time. The limited time resolution of the LTDB ADC of Ts = 25ns
can be surpassed by the successive shifting of the pulse injection time. However, these calibration
pulses do not have the triangular pulse shape of the ionization electron current in the LAr gap.
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 0.012 V± 0.412 =c 
 2 ns± 453 = cτ
Figure 4.8: Single LAr calorimeter calibration pulse measured with an oscilloscope as a function of the
time (black dots). The pulse has been approximated with an exponential fit (red line), whose resultant
parameters are given, too [112].
Instead, the calibration pulse decreases exponentially with a decay time of τc = 453(2)ns, as depicted
in Figure 4.8. The calibration pulse measured with an oscilloscope has been approximated with an
exponential function as visualized. This pulse is utilized in the following to analyze the response of
the CR-(RC)2 shape due to it.
Idealized Time-discrete Super Cell Pulse Shape Model
The CR-(RC)2 shaper can be treated as composition of an analog CR high-pass and of two RC low-
pass filters. For both circuitries, a time-discrete idealized model can be derived, which is discussed
in section 5.3. The result are functions on a series of time-discrete samples of equal distance with
the sole parameter τs = RC = C R. These are providing a reasonable approximation of the actual
transfer functions of the CR, respectively RC, filters in case of small time distances of the samples
with respect to τs . In the following, a sample distance of 0.1 ns has been selected. A proper chaining
of these functions results in the desired CR-(RC)2 shaping function.
This model neglects any parasitic electric effects and is therefore not applicable beyond a demon-
stration of the working principle of the CR-(RC)2 shaper. Therefore, more precise models have to be
considered. Nevertheless, the option to apply individual parts of the CR-(RC)2 shaper on the out-
put of the more advanced models is exploited to overcome their current imperfections discussed
below.
The successive shaping of the initially triangular detector pulse through the chain of RC and CR
circuits is depicted in Figure 4.9. Here, the preamplifier has been considered to behave like an RC
circuit with a very short time constant of τs = 2ns. Any shaper internal gains have been neglected.
Hence, the amplitudes relative to the detector pulse peak are decreasing. The resultant bipolar shape
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Figure 4.9: Demonstration of the working principle of the CR-(RC)2 shaper for the example of a detector
pulse typical for the LAr middle layer starting at t = 50ns. Depicted is the amplitude relative to the
detector pulse peak as functions of the time. ADC samples (black dots) for a phase of ϕADC = 0ns are
overlaid on the output pulse shape (red). The amplitudes decrease for each filter stage as passive RC and
CR circuits are assumed, hence the gains of the actual CR-(RC)2 shaper are neglected here.
is overlaid with possible ADC samples every 25 ns. Due to the constant decay of the detector pulse,
the bipolar pulse shape exposes an almost flat undershoot for the length of the triangular pulse.
This behavior is changed when the exponential calibration pulse of Figure 4.8 is injected at the
input of this simple model. As Figure 4.10 demonstrates, the pulse shape around the peak of the
output pulse shape is very similar to its counterpart based on the triangular detector pulse, but the
undershoot is not flat anymore. After a minimum at t ≈ 200ns, the amplitude increases constantly
back to the baseline.
The direct comparison of both output pulse shapes in Figure 4.11 supports this statement. The peak
pulse shapes agree almost perfect but a deviation starts manifesting at t ≈ 150ns. The width of the
calibration pulse shape is slightly increased and its undershoot has a smaller amplitude.
Analytic Super Cell Pulse Shape Model
An analytic model of the system at the output of the LM has been developed based on the triangular
pulse shape of the ionization current and on approximated transfer functions of the bipolar shaper
constituents [113]. The schematic of the simplified circuitry model is depicted in Figure 4.12. A para-
sitic capacity, C f , at the level of the preamplifier is considered, too. As discussed earlier, the LM does
not implement a CR-(RC)2 shaping function but a CR-RC shaper. The final RC pole with τs = 15ns
of the LTDB has to be realized based on the idealized time-discrete model discussed above.
This model has been originally developed for the existing TBB. The parameters have been measured
accordingly. Both, the model and the parameters have been adapted for the new analog SC circuits.
The advantage of this approach is its simplicity and hence its independence from external software
tools. Furthermore, the analytic formula has no intrinsic time quantization. Its accuracy in the case
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Figure 4.10: Demonstration of the working principle of the CR-(RC)2 shaper for the example of a typical
calibration pulse starting at t = 50ns. Depicted is the amplitude relative to the detector pulse peak
as functions of the time. ADC samples (black dots) for a phase of ϕADC = 0ns are overlaid on the out-
put pulse shape (red). The amplitudes decrease for each filter stage as passive RC and CR circuits are
assumed, hence the gains of the actual CR-(RC)2 shaper are neglected here.
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Figure 4.11: Comparison of the bipolar pulse shape based on the exponential calibration pulse (red) and
on the triangular detector pulse (blue). Depicted are the amplitudes relative to the peak as functions of
the time. The peaking times of both pulse shapes are aligned to be tp = 100ns.
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Preamplifier
Vout (LM)
Figure 4.12: Schematic of the simplified LAr calorimeter trigger readout circuitry model on the FEB from
the detector capacity, Cd , to the output of the LM, Vout . The parameters of the according analytic pulse
shape function are inscribed.
of the TBB has been measured with test beams to be within 8 % for the amplitude and within 6 ns for
the peak time [113]. The drawback is its linearity until infinity. Saturation effects, which are a crucial
issue for the energy and time reconstruction, are not covered.
This is the list of considered parameters of the analytic pulse shape function with values typical for
the middle layer at η= 0:
• Cd =1265.1pF Capacitance of the detector cell
• td =450ns Electron drift time in the LAr gap
• R0 =25Ω Preamplifier input impedance
• R f =1000Ω Preamplifier impedance
• C f =0.01pF Parasitic capacity at the level of the preamplifier
• τs =15ns Time constant of the CR-RC shaper
The analytic SC pulse shape model has been validated based on the comparison with measured
calibration pulse shapes of the BNL LTDB and of the LAL LTDB, which are depicted in Figure 4.13.
Apparently, the peak pulse shape of the analytic formula with attached RC low-pass agrees well with
the measured pulse shapes. A deviation between the model and the measurement is observable start-
ing at t ≈ 130ns, where the amplitudes of the measurements become significantly larger than the
prediction by the analytic formula. Regarding Figure 4.12, this effect has been expected qualitatively.
The actual magnitude of the deviation as well as the width of the pulse shapes are not described
correctly by the idealized time-discrete model. As indicated before, the impact of the exponential
shape of the calibration pulse is more complex than suggested by this simple model. It is currently
not feasible to unfold the measured calibration pulse shapes to the detector signal pulse shape. Nev-
ertheless, the analytic formula is assumed to provide a reasonable description of the actual pulse
shapes due to the good agreement in the region of the pulse shape peak with the measurements.
The analytic pulse shape model does not cover the actual peak amplitudes in dependence of the
deposited energies, hence the total gain of the whole analog SC readout electronics. The shaper
stages are realized with active circuits each with a certain gain rather than with passive RC and CR
filters as assumed by the idealized time-discrete model. As discussed below, the final selection of
the total gain has not yet been fixed. The amplitude depends in addition on the input resistance of
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f(t) + 15 ns Pole
Figure 4.13: Comparison of the analytic LM pulse shape function f (t ) (green) and of the pulse shape
function with attached RC pole (τs = 15ns) (black) with pulse shapes of the two LTDB prototypes (blue,
red) measured with the exponential calibration pulse on the middle layer at η = 0 [114]. Depicted are
the amplitudes relative to the peak as a function of the time. The peaking times of all pulse shapes are
aligned to be tp = 100ns.
the applied ADC, R0,ADC > 1kΩ, which is expected to reduce the amplitude by less than 10 %. Nev-
ertheless, the numerical model, introduced hereafter includes the gain at the output of the LM and
is thus used to estimate the scale of the analytic pulse shapes based on the slope of the numerically
modeled shaper in its linear range.
Numerical Super Cell Pulse Shape Model
The more sophisticated approach is based on a numerical calculus, called SPICE1 [115]. A detailed
model of the analog circuits starting from the detector’s capacity until the output of the LM has
been developed [116] and simulated by the commercial SPICE tool LTspice IV [117]. The accuracy
of this model has been measured with test beams for the case of the TBB. The maximum relative
deviation of the measured and calculated amplitude is 3 % and the maximum peak time difference
is 2.5 ns [113].
A distinct program prepares the simulation input of LTspice and stimulates it with a series of ion-
ization current like triangular pulses with amplitudes corresponding to deposited energies between
100 GeV and 6 TeV. The actual ranges have been selected according to the expected maximum en-
ergy deposited by electrons of a transverse momentum of up to 7 TeV in the SCs of the four LAr
calorimeter layers, as depicted in Figure 4.14. Thus, pulse shapes have been simulated for energies
up to 200 GeV for the Presampler, 1 TeV for the front layer, 6 TeV for the middle layer and 500 GeV for
the back layer with a step size of 100 GeV. This procedure has been repeated for every η region with
1Simulation Program with Integrated Circuit Emphasis
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Figure 4.14: Spectra of energy deposited by simulated electrons with a transverse momentum of 4TeV <
pT < 7TeV in the SCs of the four LAr calorimeter layers.
the appropriate circuit model to cover the η dependence of the analog pulse shapes. A finer step size
of 20 GeV is available in the central region of |η| < 0.3. The electronics components not covered by
this model, which are the LSB and the analog parts of the LTDB, are either negligible with respect to
the pulse shape (LSB) or can be approximated afterwards by applying an idealized time-discrete RC
pole with τs = 15ns (LTDB).
The SC SPICE simulation produces time-discrete pulse shapes with a sampling rate of 480 MHz,
hence the time quantization has a granularity of about 2.1 ns. This is too coarse with respect to the
time constant τs = 15ns of the idealized time-discrete RC pole to be applied on the output pulse
shape of the SPICE simulation. A reduction of this time quantization is achievable by an interpo-
lation of the SPICE samples with Akima splines [118]. Piecewise polynomial functions are fitted to
the samples in order to obtain a continuously differentiable curve connecting them. The energy
dependence of the SPICE simulated pulse shapes is also interpolated piecewise but linearly. This
parametrization of the SPICE simulated pulse shapes provides a pulse shape function continuous
in time and energy for each SC retaining all beneficial properties of its origin.
Again, the model is validated based on the comparison of its output pulse shape with the according
measurements of the pulse shapes of both LTDB prototypes, which are depicted in Figure 4.15. The
conclusion is the same as for the analytic model. The pulse shape of the SPICE simulation with
attached RC low-pass with τs = 15ns agrees well with the calibration pulse shapes in the region
of the peak. The deviation between model and measurements starts again at t ≈ 130ns. Contrary,
the comparison between the SPICE simulation and the result of the analytic formula highlights
their almost perfect agreement over the whole regime of the pulse shape despite there completely
independent calculation procedures. Therefore, it is assumed that both models provide reasonably
accurate pulse shapes in the linear range of the analog electronics.
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Figure 4.15: Comparison of the SPICE LM pulse shape and of the SPICE pulse shape with attached
RC pole (τs = 15ns) with pulse shapes of the two LTDB prototypes measured with the exponential
calibration pulse on the middle layer at η= 0 [114] (left). Furthermore, the SPICE simulation is compared
with the analytic model (right). Depicted are the amplitudes relative to the peak as a function of the time.
The peaking times of all pulse shapes are aligned to be tp = 100ns.
The usage of the more involved SPICE model instead of the simpler but reasonable accurate ana-
lytical formula is justified by the consideration of saturation effects. These mutate the analog pulse
shapes significantly, as illustrated by Figure 4.16. The peak amplitude of the analog shaper is limited
to about 3.4 V. The saturation occurs, depending on the layer, in the range between 400 GeV and
650 GeV. There are in principle two effects arising due to saturation. On the one hand, the slope of
the rising edge of the peak is still linear but it is cut off by the peak limit of 3.4 V. Hence, the peaking
time moves to smaller values. On the other hand, the typical long, flat undershoot of the pulse shape
becomes completely altered. The actual shape depends on the layer and on the deposited energy.
For the front layer, a second maximum occurs with positive voltage, which could be misinterpreted
as a second hit. For the middle layer, the voltage returns to zero after the peak. The undershoot is
shifted to later times and is significantly shrunken. As the energy and time reconstruction algorithms
expect a linear scaling of the pulse shape with the deposited energy, any change of the pulse shape
makes a proper energy and time reconstruction challenging.
The available SPICE circuit model is limited to the shaper components on the FEB and therefore
considers possible saturation effects only in the preamplifier and in the LM. The new LTDB is not
part of the SPICE simulation and is thus modeled by an additional idealized time-discrete RC low-
pass with τs = 15ns which does not incorporate the actual properties of the deployed electronics
components. The situation is even more complex, as the saturation of the LM also depends on the
distribution of the deposited energy among the four LAr calorimeter cells summed to one LM output
due to crosstalk. As long as there is no simulation of the whole analog SC readout electronics avail-
able and successfully validated by measurements, the presented pulse shapes have to be accepted
as currently best achievable approximations. Plots summarizing the evolution of these pulse shapes
depending on the deposited energy are listed in appendix A.4 to appendix A.4.
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Figure 4.16: SPICE simulated analog SC pulse shapes at the output of the LM: peak amplitudes as func-
tions of the deposited energy for all four EM layers and η = 0.05 (top left), pulse shapes as functions
of the time for E = 100GeV and η= 0.05 (top right), pulse shapes as functions of the time for the front
layer and for different deposited energies (bottom left) and pulse shapes as functions of the time for
the middle layer and for different deposited energies (bottom right). For convenience, the pulse shape
samples have been replaced by smoothed curves.
Scaling of the Super Cell Pulse Shapes
The peak amplitude of the triangular detector current scales linearly with the energy deposited in the
LAr gap. As explained earlier, the existing analog trigger readout chain successively rescales the peak
amplitude of the pulse during its shaping to amplitudes which are at the output of the TBB linear to
the transverse energy deposited. This rescaling begins with the gains of the preamplifier and of the
LM on the FEB, which are both going to be retained during the Phase-1 upgrade. Therefore, the scale
of the SC signal at the output of the LM is neither linear to E nor to ET, but somewhere in between.
It has not yet been defined where the translation from the LM output voltage to ET is performed;
either in the analog domain, hence by the LTDB, or in the digital domain, hence by the energy recon-
struction algorithms in the LDPS. If the translation is done before the ADC, a further η dependent
gain stage is required to analogously multiply the signal amplitude by the remaining fraction of
sinθ, as it is currently done by the TBB. As visualized by Figure 4.17, the available SPICE simulation
considers such a η dependent gain. The peak amplitudes as functions of η are constant for a fixed
transverse energy of ET = 100GeV while it decreases with η for an energy of E = 100GeV. In any case,
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Figure 4.17: SPICE simulated SC pulse shape peak amplitudes at the output of the LM as functions of η
for the four LAr calorimeter layers for a transverse energy of ET = 100GeV (left) respectively for an energy
of E = 100GeV (right).
Layer E max [GeV] lsb [MeV]
Front 600 195
Middle 900 290
Table 4.3: Lsb values in units of E in case of fitting the whole dynamic range of the analog SC signal
amplitude for η= 0 into the positive range of 3100 counts of the 12-bit ADC.
the reconstructed data sent to the L1Calo trigger are specified to be in units of ET. Both options are
subject of the following section.
4.3.5 Digitization of the analog Super Cell Signals
As outlined, the SC signals are digitized by 12-bit ADCs on the LTDB. A full range of 4095 counts
is provided by the 12-bit digital samples. As this range has to cover the positive peak as well as
the negative undershoot of the pulse shape, a pedestal of about 1000 counts has to be considered.
Therefore, the rang for the positive peak is limited to about 3100 counts. This is the range the shaper’s
peak amplitude of 3.4 V at the maximum should fit in. Taking into account the energy at which the
shaper is fully saturated (see Figure 4.16), the least significant bit (lsb) values listed in Table 4.3 had to
be considered. These appear to be too coarse for a precise measurement of deposited energy. Hence
a compromise between the digitization precision and the coverage of the highest amplitudes, which
affects the hit time reconstruction, is required.
Connected with the selection of the lsb is the question of the scale of the peak amplitude of the signal
pulse shape at the input of the ADC. As outlined, this scaling can be proportional to the voltage at
the output of the LM (Option 1) or to ET (Option 2).
Option 1: The advantage of a peak scaling proportional to the LM output is the same dynamic
range of the amplitude with respect to the output of the LM at the input of all ADCs. Therefore, the
maximum amplitude, which is limited due to the saturation of the analog FEB components, is fixed
across η. The ADC sample values have to be converted to ET by the back-end. This may cause a
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EM Layer lsb [MeV] E maxT [GeV]
Front, Back, Presampler 32 99.2
Middle 125 387.5
Table 4.4: Lsb values, in units of ET and fixed for all η regions and all EM layers, currently proposed by
the LAr calorimeter group [95]. E maxT is the transverse cut-off energy of the 12-bit ADC for a pedestal of
1000 counts.
significant loss of precision in the case of fixed point numbers in the outer regions, where ηÀ 0
and hence sinθ¿ 1. As due to this conversion the actual precision of 12 bit does not change but the
actual range, a floating point number format could overcome this issue.
Option 2: A translation of the LM output amplitude to ET before the ADC requires a further η de-
pendent gain stage in the analog circuitry of the LTDB. The lsb values are then fixed in units of ET
for the whole calorimeter, hence no further loss of precision occurs. On the downside, the cut-off
energy of the ADCs is not fixed any more as the dynamic range covered by the ADC is varying with
η. A cut-off below the saturation threshold complicates the time reconstruction of high energetic
hits, which requires further effort on the back-end side to compensate this drawback. Nevertheless,
this option is currently preferred by the ATLAS Liquid Argon group. The lsb values, listed in Table 4.4,
have been estimated to be optimal [95]. The detailed investigation of the optimal lsb values for this
option with respect to the overall system performance by means of a sophisticated simulation is the
subject of section 6.3.5. For the here discussed default lsb values, a safety factor of two for the case of
a decreased pulse amplitude due to a reduce applied high-voltage at the LAr calorimeter electrodes
has been considered. Obviously, the cut-off energies for these lsb values are significantly below the
shaper saturation thresholds. The impact of this mater of fact has to be revealed by the simulation
(see section 5.9).
Independently from the selected option, a 12-bit ADC is incapable to cover the required range while
keeping the precision for low energies sufficiently high. A 14-bit ADC could overcome this issue,
but an increased bit width would exceed the envisaged bandwidth to the back-end. Moreover, there
are further aspects to be considered for the choice of the actual ADC hardware, which are listed in
Table 4.5. These are divided into electrical properties and radiation tolerance, which is a constraint
that excludes a lot of commercial ADCs. According to the ATLAS-internal review process of three
available ADC options [119], the custom-developed Nevis chip [120] is preferred. As this chip is still
under development, the commercial TI ADS5272 chip [121] has been selected as backup solution,
in case the Nevis ADC is not available in time. As Table 4.5 illustrates, the Nevis chip provides a sig-
nificantly lower power consumption and a reduced latency compared to its competitor. The power
consumption becomes important for the Phase-2 upgrade, when all of the 180,000 LAr calorimeter
channels are going to be digitized continuously with an according amount of ADC chips. Further-
more, it is an option for the Phase-2 upgrade to increase the sampling rate to 80 MHz to improve the
quality of the energy and time reconstruction for high out-of-time pile-up conditions. As there are
currently no commercial 80 MHz ADCs available, which meet the specified requirements, the elabo-
rate maintenance of a LAr calorimeter specific ADC design is desired. On the other hand, the ENOB
of the Nevis chip is currently lower than of the TI ADS5272 chip, which can increase the total noise
level, depending on the selection of the lsb scale. The impact of the ENOB on the performance of
the energy and time reconstruction and of the L1Calo trigger can be studied by simulations. The ac-
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Parameter Requirement Nevis TI ADS5272
Sampling rate [MHz] ≥ 40 40 65
Dynamic range [bits] 12 12 12
Resolution (ENOB) [bits] ≥ 11 11 11.3
Latency [ns] ≤ 200 117.5 162.5
Power consumption [mW] ≤ 145 43 113
TID2 ≥ 100kRad X X
NIEL3 ≥ 1×1013 neutrons/cm2 X X
SEE4 ≥ 6×1013 hadrons/cm2 X X
Table 4.5: Requirements for the LAr calorimeter Phase-1 SC ADC hardware [119].
cording results are presented in section 6.3.4. Theoretical considerations of the time and amplitude
discretization by ADCs are discussed in section 5.1.
4.3.6 Data Processing in the Back-End by FPGAs
As outlined, the back-end receives the optically transmitted SC ADC samples. These are to be pro-
cessed by FPGAs in order to reconstruct energy and time of the SC hits. According to the ADC input
scale, a multiplication with sinθ may be required to obtain ET . The actual reconstruction algorithm
options are subject of chapter 5. However, these are to be implementable within the capabilities and
the resources of an FPGA [122, 123].
In contrast to conventional CPUs, FPGAs do not serially process a sequence of commands, stored in
the memory, by a very limited amount of arithmetic logic units (ALUs). Instead, FPGAs provide mas-
sive parallelism, exploitable by suitable algorithms. They are composed of a huge amount (O (106))
of parallel operating adaptive logic modules (ALMs), which can be interconnected by programmable
switches. Each of the ALMs consists of at least one programmable LUT to implement a custom logic
function and of registers to retain results of the LUT for one clock cycle. An ALM schematic of an Al-
tera Arria 10 FPGA [124] is depicted in Figure 4.18. The ALMs and their interconnects are configured
at the start-up time of the FPGA.
The entire configuration, also called firmware, is fixed for the whole runtime, which means, that
each ALM always performs the same logic function. The algorithms are therefore "hard-wired".
Due to this reason, the latency of an FPGA algorithm is precisely predictable and fixed. Beside the
ALMs, modern FPGAs also consist of embedded block memory, DSP blocks for basic arithmetics
and dedicated I/O circuits for the communication with the environment. It is therefore possible
to implement complex algorithms within FPGAs. Due to the structure of the available hardware,
fixed-point arithmetics are preferred.
Due to the high parallelism, a much higher processing power can be achieved for appropriate algo-
rithms compared to a CPU, running the same algorithm sequentially. On the contrary, a CPU is much
more flexible as it loads arbitrary algorithms from a dynamic memory, while an FPGA is limited to
2TID: Total Ionization Dose
3NIEL: Non-Ionizing Energy Loss
4SEE: Single Event Effects
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Figure 4.18: Block diagram of an Altera Arria 10 Adaptive Logic Module, which is composed of two LUTs,
tow adders, multiplexers and four registers [124].
its once configured firmware. Moreover, FPGA firmware is, in most cases, device specific and cannot
be ported between different FPGA models easily, especially not between FPGAs of different manu-
facturers. FPGA algorithms are thus limited by the amount of available hardware resources, whereas
the complexity of algorithms performed on a CPU is limited by the available amount of memory.
The design of a comprehensive firmware as required for the Phase-1 LAr calorimeter trigger readout
back-end FPGAs is a demanding, time consuming project. Therefore, the evaluation of energy and
time reconstruction algorithms have to be performed beforehand by software-base simulations in
order to find the best performing candidate to be implemented on FPGA hardware.
4.4 Upgrade of the ATLAS Level-1 Calorimeter Trigger
4.4.1 System Architecture
The upgrade of the LAr calorimeter trigger readout implies an according upgrade of the existing
L1Calo trigger trigger system. The design of the L1Calo trigger for Run 3 is documented in [103]. A
schematic view is depicted in Figure 4.19 with new components indicated in yellow and with those
to be upgraded in green. As outlined, the current analog LAr calorimeter trigger readout is retained.
Therefore, the according L1Calo trigger components continue to operate for Run 3, too.
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Figure 4.19: Schematic view of the L1Calo trigger architecture for the Run 3. New components are shown
in yellow, while upgraded constituents are indicated in green [103].
The pre-processor, receiving and processing the TT signals, is equipped with new hardware to im-
prove the digitization and to preserve the energy and time reconstruction performance in an en-
vironment of high pile-up. The sampling rate of the ADCs is increased from 40 MHz to 80 MHz.
Furthermore, optimized reconstruction algorithms are investigated to exploit the increased number
of ADC samples, especially for the time reconstruction of saturated pulses. The CMMs are replaced
by extended common merger modules (CMXs), which apply current technologies to improve the
bandwidth to the successive components. Moreover, new data paths to the new L1Topo are intro-
duced.
New processors are required to analyze the digital SC data from the LDPS. Similar to the current CP
and JEP, there is a distinct processor (eFEX) envisaged for EM objects, like electrons, photons and
hadronically decaying τ leptons, and another processor (jFEX) for jets. The actual object identifica-
tion algorithms performed by eFEX and jFEX are not yet defined in all details. The most promising
candidates of trigger variables are discussed below. Objects found are sent to the new L1Topo, which
analyzes the event topology and flags interesting events. The final trigger decision is made by the
CTP, which receives data from all preceding components, including from the muon trigger. Due
to the revised L1Calo trigger architecture, an upgrade is required for the CTP, too. The increased
amount of information provided by the new L1Calo trigger constituents facilitate a refined trigger
decision.
Meanwhile, it has been decided that the formerly optional global feature extractor (gFEX), which is
dedicated for the calculation of global variables, like E sumT and E
miss
T , and for the search for jets of
very large lateral extend, is going to be realized [125].
For the Phase-2 upgrade, a completely revised architecture of the hardware trigger is envisaged, what
is illustrated in Figure 4.20. The Phase-1 L1 trigger is split into two distinct systems: a L0 trigger with
an intended trigger rate of about 500 kHz as well as with a short latency budget, comparable with
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Figure 4.20: Schematic of the hardware triggers for the high luminosity runs. The new L1 trigger is shown
in red. The modules of the Phase-1 system, indicated in yellow, are integrated into the new L0Calo [103].
the current latency of about 2.5µs, and a L1 trigger with a significantly increased latency to enable
the performance of more complex algorithms for a further increased background suppression. It is
expected, that all data from the calorimeters will be provided digitally only. Therefore, the analog
trigger electronics, including the existing CP and JEP, are going to be decommissioned.
4.4.2 eFEX Trigger Variables
In the following, a subset of the eFEX trigger variable candidates investigated by the LAr calorimeter
group [95] is discussed. These are denoted as Rη, wη,2 and f3. They are designated to identify elec-
trons and photons while rejecting jets by exploiting the different lateral and longitudinal shower
extends of these physical objects. Their actual performance has been estimated on the basis of MC
samples of Z 0 → e+e− events for the signal and of QCD events for the jet background. Both MC
samples have been overlaid with simulated minimum-bias events to attain pile-up conditions with
µ= 80. The interactions of the final state particles with the detector material, which include possible
particle decays, have been simulated with GEANT4. The according electronics response simulation
have been performed with the ATLAS software ATHENA [126]. This includes all details of the current
LAr calorimeter main data and analog trigger readout, but not the envisaged SC electronics. In order
to obtain SCs, the simulated reconstructed energies from the calorimeter cells of the main data read-
out are summed with floating point precision according to the SC mapping. Finally, a quantization
of the SC ET sums according to the lsb values of Table 4.4 is realized.
The Rη variable is composed of two transverse SC energy sums: the transverse energy of a cluster of
3×2 SCs centered around the highest-energy SC and the transverse energy of the according 7×2
cluster centered around the former. As expressed by equation 4.1, Rη is the ratio of the ET of the 3×2
cluster to the ET of the 7×2 group. This variable is usually calculated for the SCs of the middle layer
because of its largest depth, but due to the equal SC geometry, an implementation on the front layer
is feasible, too.
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Figure 4.21: RFD of Rη for electrons (black) and jets with pT > 20GeV (red) [95].
Electrons and photons have a narrow lateral shower extend and deposit energy therefore predom-
inantly in the central 3× 2 cluster around the highest-energy SC. In contrast, jet showers have a
significantly larger extend. Therefore, a considerable fraction of the energy is deposited in the SCs
around the 3× 2 cluster. As a consequence, it is expected, that the value of Rη is close to one for
electrons and photons, while it tends to lower values for jets. Hence, Rη is an effective variable to
distinguish between EM objects and jets, what is illustrated by the comparison of the according





A second variable to suppress jets in the eFEX is wη,2, which is a measure for the lateral shower spread
on the middle layer in a group of 3×2 SCs. It is defined by equation 4.2, which is also applicable on
the front layer. Figure 4.22 shows a comparison of the RFD of wη,2 for electrons and jets. As expected,



















The third investigated eFEX trigger variable, f3, exploits the different longitudinal shower extends
of electromagnetic and hadronic showers to discriminate them. As expressed by equation 4.3, f3 is
the ratio of the ET deposited in the back layer in a region of 2×2 SCs to the sum of the ET deposited
in the front (E (1)T ), middle (E
(2)
T ) and back layer (E
(3)
T ). For the ET of the back layer in the divider, the
same 2×2 SC cluster is utilized as in the denominator, while for the front and for the middle layer a
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 = 80µ = 14 TeV, s
Figure 4.22: RFD of wη,2 for electrons (black) and jets with pT > 20GeV (red) [95].
3f














 = 80µ = 14 TeV, s
Figure 4.23: RFD of f3 for electrons (black) and jets with pT > 20GeV (red) [95].
cluster of 3×2 SC is used. As hadronic showers pass through the back layer to the HAD calorimeters,
a larger ratio is expected for jets than for EM objects. This is visualized by the comparison of the f3
RFDs of electrons and jets, depicted in Figure 4.23.
f3 =
E (3)T,∆η×∆φ=0.2×0.2
E (1)T,∆η×∆φ=0.075×0.2 +E (2)T,∆η×∆φ=0.075×0.2 +E (3)T,∆η×∆φ=0.2×0.2
(4.3)
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Figure 4.24: Trigger rates for µ = 80 as a function of the ET trigger thresholds with optimized cuts on
HadCore (ET of 2×2 hadronic TTs behind the EM cluster), Rη, wη,2 and f3. The left plot corresponds to a
trigger efficiency for electrons of 90 %, while the right plots depicts an efficiency of 90 %. The blue curves
are the rates of the existing CP algorithms [95].
4.4.3 Expected Trigger Rate Reduction
As depicted in Figure 4.24, the deployment of the discussed eFEX variables significantly reduce the
trigger rates for EM objects while preserving a high trigger efficiency. For a desired EM object trigger
rate of about 20 kHz, the ET trigger thresholds can be reduced from about 33 GeV to about 20 GeV by
applying all three cuts at a signal efficiency of 90 %. For a trigger efficiency of 95 %, the thresholds can
be reduced from about 33 GeV to about 22 GeV. This reduction of the trigger thresholds is essential
for a high trigger efficiency of physics signal events. Retaining single electrons and photons down
to a transverse momentum of pT ≈ 20GeV significantly increases the fraction of the triggered Higgs
boson decay events, discussed in section 2.2.2. Therefore, the implementation of the eFEX, which
is based on the upgraded trigger readout electronics of the LAr calorimeter, appears to sufficiently
recover the trigger efficiency, which is reduced at higher luminosities due to the increased event rate
at a fixed bandwidth.
These studies, performed by the ATLAS LAr calorimeter group, are preliminary due to the outlined
approximations. A more accurate simulation is required in order to investigate the actual perfor-
mance of the new eFEX variables in detail. Especially, precise knowledge about the dependence of
the performance on various not yet fixed design decisions of the Phase-1 LAr calorimeter trigger
readout electronics upgrade is crucial. These aspects are discussed in section 6.3. But beforehand
the actual simulation of the whole system, an essential issue of the LAr calorimeter trigger read-
out upgrade not discussed up to now is explained in detail in the next chapter, which is the energy
reconstruction by digital algorithms performed by the LDPS.
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In this chapter, concepts of the digital signal processing of the digitized LAr calorimeter detector
signals are discussed in detail. These are not specific for the Phase-1 back-end system but are appli-
cable for the existing main and trigger data readout architecture, too. Beside the currently applied
energy and time reconstruction algorithms, new options for the future LDPS are introduced. A com-
prehensive summary of the current digital signal processing techniques can be found in [127].
5.1 Quantization of Continuous Amplitude Signals
Beforehand the digital processing, an ADC performs a quantization of the detector signal in time and
amplitude. As outlined, an ADC is inter alia characterized by the following properties: its bit width b
describing the amplitude quantization precision, its sampling rate Fs determining the precision of
the time discretization and the ENOB beff which accounts for the thermal noise induced by the ADC
itself. In the following, it is assumed that rounding ADCs rather than truncating ADCs are applied by
the LAr calorimeter electronics [120, 121].
An analog, time continuous signal can be expressed as follows at the example of a simple harmonic
oscillator of amplitude A, frequency Ω and phase θ:
xa(t ) = A cos(Ωt +θ), −∞< t <∞, t ∈R. (5.1)
The time discrete signal of the same oscillator sampled by the ADC is expressible by a series of
samples with the constant time distance Ts . An additional sampling phase, ϕADC, of the ADC has to
be considered, too:
x(n) ≡ xa(nTs) = A cos(ΩnTs +ϕADC +θ), −∞< n <∞, n ∈Z. (5.2)
The new parameter n is denoted as sample number or sample index. The sampling period Ts is the
inverse of the sampling rate. Hence Ts = 1/Fs . The transition from continuous amplitude samples
x(n) to discrete binary digits xq is mathematically expressible by the quantization operator Q∆,
which rounds an input value to the nearest quantization level and limits it to the dynamic range
xq ∈ [xmin, xmax]. The bit width b and the size of the dynamic range d = xmax −xmin are defining the
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An ideal ADC with beff = b can therefore mathematically be written as:
xq (n) =Q∆[x(n)] =Q∆[xa(nT )]. (5.4)
The quantization error eq (n) = xq (n)−x(n) caused by Q∆ is uniformly distributed in the range of:
− ∆
2
≤ eq (n) ≤ ∆
2
. (5.5)




∆ |eq (n)| ≤ ∆2
0 |eq (n)| > ∆2
. (5.6)






























In order to model a realistic ADC with beff < b, the variance of the quantization error have to be
increased accordingly:





12 ·22b 7−→ Var(eq,eff) =
d 2
12 ·22beff . (5.8)
As the intrinsic variance of the quantization error of Q∆ is fixed by the choice of b and the dynamic
range d , the input x(n) of the quantization operator have to be spread out by normal distributed




























with the random number generator of normal distributed values RN (µ,σ). The expected quantiza-
tion noise of the designated LDPS ADCs normalized to the lsb respectively to the resolution of an
ideal ADC as a function of the number of noisy bits bnoisy = b −beff is visualized in Figure 5.1. Plau-
sibly, the standard deviation increases quickly with σN ∼ 2bnoisy . Therefore, the ENOB is a crucial
parameter of the deployed ADC.
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Figure 5.1: Standard deviation σN of the effective quantization error eq,eff of a realistic ADC normalized
to the lsb ∆ (left) respectively to the standard deviation of an ideal ADC (right) as a function of the
number of noisy bits bnoisy = b −beff.
5.2 Mathematical Concepts of Digital Filters
As outlined, there will be digital algorithms running on the FPGAs in the LDPS taking the continuous
series of digital ADC samples for each SC channel as input in order to output a continuous series of
digits representing the reconstructed energies. The input sample frequency is synchronous to the
LHC clock. Consequently, deposited energy is expected at each sample, thus the output frequency of
the energy reconstruction algorithms have to be equal to the input frequency. Mathematically, the
input-output relation of those algorithms, which are also called filters, is generalized written as:
x(n)
F−→ y(n), (5.11)
with the input series x(n) and the output series y(n) each in principal of infinite length. The transfer
system of the algorithm is identified by F . According to the actual properties of F , the algorithm
can be classified as follows:
• F is called memoryless, if y(n) does not depend on samples x(k), k < n. Otherwise, it is said
that F has a memory of duration N , when x(N ) is the earliest sample y(n) depends on. The
memory is infinite in case of N =∞.
• F is time-invariant, if its input-output relation is constant over time. Otherwise, the system is
called time-variant.
• F is linear, if it fulfills the superposition principle for arbitrary sample sequences x1(n) and
x2(n) and arbitrary constants a1, a2 ∈R:
F [a1x1(n)+a2x2(n)] = a1F [x1(n)]+a2F [x2(n)].
Otherwise, the system is called non-linear.
• F is causal, if y(n) does not depend on samples x(k), k > n. Otherwise, the system is called
non-causal.
79
5 Digital Signal Processing
• F is (BIBO) stable, if an arbitrary bounded input |x(n)| ≤ Mx <∞ always produces a bounded
output |y(n)| ≤ My <∞, for Mx , My ∈R. Otherwise, the system is called unstable.
In the following, the set of considered systems is reduced to linear, time-invariant filters. This lim-
itation is feasible and required due to the linearity of the LAr calorimeter and due to the demand
that a once designed and evaluated system should not change in time in order to prevent an unpre-
dicted or unexpected behavior. Furthermore, non-causal algorithms are excluded, too, as they are
not realizable in a real-time system like the LDPS. There are two important classes of representatives
of those filters, which are distinguished by the length of their impulse response, what is the output




1 n = 0
0 n 6= 0 . (5.12)
Systems with a finite duration of their impulse response are called finite impulse response (FIR)
filters, while those with an infinite duration of their impulse response are accordingly called infinite
impulse response (IIR) filters. Basic properties of both types of algorithms are introduced in the
following.
5.2.1 Finite Response Filter
The transfer function of any FIR filter can be denoted as linear combination of a limited number of




ak x(n −k), ak ∈R∀k ∈ [0, N −1]. (5.13)
Hence, the output y(n) of an FIR filter can be considered as continuous weighted average of the
previous N samples. Obviously, FIR filters are intrinsically stable, time-invariant, causal and have
a memory of duration N , which is also called length of the filter or filter depth. Apart from this
classification, the properties of an FIR filter are solely determined by the choice of the coefficients ak .
The procedure of calculating their values defines the actual FIR filter type of whom examples relevant
for the energy reconstruction of the LAr calorimeter are introduced below.
5.2.2 Infinite Response Filter
In contrast to FIR filters, IIR filters are determined by their infinite impulse response. Similar to FIR
filters, IIR filters can be written as a linear combination of N input samples x(k), but in addition also







bl y(n − l ), ak ,bl ∈R∀k, l ∈ [0, N −1]. (5.14)
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(b) Passive CR high-pass filter.
Figure 5.2: Electronic schematics of passive analog low-pass and high-pass filters.
Here, N is denoted as feedforward filter depth and ak are called feedforward filter coefficients, while
M is the feedback filter depth and bk are the according feedback filter coefficients. This loopback
from the output of the filter to its input is the cause for its potential instability. Therefore, this type
of filters has been a priori excluded from the deployment within the LDPS although they achieve
higher quality factors than FIR filters.
5.3 Analog Filters in the Digital Domain
The analog circuitries of the LAr calorimeter readout consist of low-pass RC filters and high-pass CR
filters, which are applied to shape the triangular detector signal to the typical bipolar pulse shape. A
schematic of both types of filters are depicted in Figure 5.2. In the following, a simplified discrete-
time realization of these filters is derived based on Kirchhoff’s circuit laws [128].
5.3.1 Low-pass Filter
The following equations describe the simple circuitry of Figure 5.2a:
vin(t )− vout(t ) = Ri (t ),
QC (t ) =C vout(t ),




where QC is the electric charge stored in the capacitor C and where i (t ) is the electric current from
the input to the output. By substituting these equations into each other one obtains:
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with the time constant τs = RC of the filter. Due to the time discretization, this equation becomes:
x(n)− y(n) = τs y(n)− y(n −1)
Ts
, (5.17)
with the input samples x(n) and the output samples y(n). According to the Nyquist-Shannon sam-
pling theorem [129, 130], this approximation is valid only if the sampling period Ts is short compared














which can be considered as IIR filter, which outputs reasonable results only for Ts ¿ τs .
5.3.2 High-pass Filter
In analogy to the low-pass filter, one can derive filter coefficients for a digital IIR filter realization of
the analog high-pass filter of Figure 5.2b. The initial electrical equations are given by:
vout = i (t )R,
QC (t ) =C (vin(t )− vout(t )),




Again, these equations can be substituted into each other what results into:































(x(n)−x(n −1)) . (5.22)
Again, it is essential that Ts ¿ τs . The successive application of equation 5.18 and of equation 5.22
results in an idealized CR-(RC)2 shaper, whose working principle in the environment of the LAr
calorimeter has been discussed earlier in the sections 3.3.7 and 4.3.4.
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5.4 Requirements and Constraints for the Energy
Reconstruction
There is a list of requirements and constraints due to physical and technical reasons which the energy
and time reconstruction algorithms have to meet beyond those mentioned above.
Obviously, the energy reconstruction algorithm have to be implementable within the available re-
sources of the applied LDPS FPGAs. Despite the engagement of the most recent manufacture, the
available hardware resources per chip are limited in amount and type. Divisions for instance are not
efficiently realizable on an FPGA. The actual resource consumption have to be determined for each
algorithm and for each FPGA type separately. Except for the number of DSPs an estimation before
the full implementation of an algorithm on the actual hardware is difficult. As the realization of
an energy reconstruction algorithm on hardware is a complex procedure, the algorithm candidates
have to be constrained by simulations due to their performance under realistic conditions.
As discussed in section 3.3.6, the measured samples of the detector signal are distorted by different
types of noise. All of them deteriorate the precise determination of the deposited energies. It is re-
quired that a filter applied on the samples of the measured detector signal mitigate the effect of noise,
in particular of thermal noise and out-of-time pile-up. Due to the length of the signal pulse shape
of about 600 ns and a sample distance of 25 ns, it is feasible to apply a suitable weighted average
over several samples in order to reduce the impact of thermal noise, which is taken to be almost
statistically independent between two samples. It is a special challenge for a filter to also reduce the
impact of out-of-time pile-up, which has the same pulse shape as the signal and superimposes it.
Therefore, the averaging over a larger number of samples may worsen the signal-to-noise ratio.
It is expected that the energy reconstruction algorithm outputs samples of amplitudes proportional
to the identified deposited energy. In case there is no deposited energy found, it is demanded that
zero values are put out. This requirement enforces the application of an energy identification algo-
rithm which decides according to its input if a channel hit occurred in a certain BC. This is especially
true for FIR filters, as the desired transition from the signal pulse shape with an integral of zero to a
sequence of positive energies with a positive integral cannot be performed by such a filter. A simple














x(n −k)︸ ︷︷ ︸
=0
= 0. (5.23)
Consequently, an FIR filter cannot change the zero input integral to a nonzero output integral inde-
pendently from the choice of the coefficients ak . Therefore, a distinct energy identification algorithm
is required. A schematic of the desired working prinicpal of the LAr calorimeter energy reconstruc-
tion algorithm is depicted in Figure 5.3.
Due to the limited latency budget, it is required that the energy is put out not later than six BCs after
the start of the signal pulse shape. This window is sufficient to sample the whole positive part of
the pulse shape but not the following undershoot. Additionally, the output latency is demanded to
be fixed with respect to the start of the pulse shape. It is therefore no distinct hit time estimation
required as an energy output at sample index n can be assigned to BC n −N , if the latency of the
energy reconstruction algorithm is known to be N .
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Figure 5.3: Functional schematic of the signal shaping, digitization and energy reconstruction of the LAr
calorimeter trigger readout chain. Only one sample per reconstructed energy assigned to the correct BC
is sent to the L1 trigger, not the whole pulse shape peak ranging over several ADC samples.
The measured samples arrive continuously at the LDPS and have to be processed continuously by
the energy reconstruction algorithm. As there can be potentially energy deposited at every BC except
for the gaps in the bunch train structure, the dead time of a filter has to be minimal. Furthermore, the
occurrence of pulses of irregular shape, which have been occasionally observed during the operation
of the LAr calorimeter [89], should not confuse the energy reconstruction over a long time although
a reasonable energy output is not expected during such distorted pulses. A special type of those
irregular pulse shapes are saturated pulses either due to the saturation of the analog shaper or due
to an cut-off by the ADC. In this case, the system must output a digit set to full scale assigned to the
correct BC of the high energetic hit in order to enable the correct triggering of this event.
The energy resolution and scale should not depend on the channel specific ADC phase. As there is no
hardware envisaged in the LTDB to adjust the ADC phase such that the signal pulse shape is always
sampled at its peak, the filter is responsible for the compensation of a possible off-peak sampling.
A further requirement to the filters is the adaptability to the individual pulse shapes, ADC phases,
noise levels and to the frequency of pile-up of each SC channel. All these variables have to be known
precisely beforehand in order to calibrate the filter coefficients correctly. This filter specific procedure
can be done before the operation of the LAr calorimeter by a software based calibration and is thus




The filter design approach currently deployed for the main data readout of the LAr calorimeter is
called optimal filter (OF) and has been originally proposed in [131]. Based on an FIR filter, the proce-
dure of determining filter coefficients is described to maximize the signal-to-noise ratio considering
thermal and pile-up noise. It is required that the signal pulse shape g (t ) and the ADC sampling phase
ϕADC are known precisely. Furthermore, the autocorrelation matrix of the total noise R have to be
determined based on a sequence of measured samples of white noise ni with 〈ni 〉 = 0. The matrix R
can be considered as a composition of the autocorrelation matrix of the thermal noise Rt and of the
pile-up noise Rp . The components Ri j of the total noise autocorrelation matrix are given by:
Ri j ≡ R(ti − t j ) = Rt (ti − t j )+Rp (ti − t j ) := 〈ni n j 〉. (5.24)
The autocorrelation is hence a Toeplitz matrix [132] for which the inverse always exists. The OF is
capable to suppress all types of noise on average that contribute to R . This includes thermal noise,
in-time as well as out-of-time pile-of.
5.5.1 Determination of Filter Coefficients
Similar to equation 5.2, a measurement x(i ) of a signal of unknown amplitude A and of unknown
timing τ with respect to the current BC can be expressed by:
x(i ) = Ag (i Ts +ϕADC −τ). (5.25)
This equation can be linearized in time by applying a Taylor expansion of g cut off after the first
order:
g (i Ts +ϕADC −τ) = g (i Ts +ϕADC)−τg ′(i Ts +ϕADC)+·· · = gi −τg ′i + . . . , (5.26)
with the time derivative g ′(t ) of g (t ). It is assumed, that g0 is the start of the pulse shape with g0 > 0
as measured by the ADC. This is not necessarily the BC of the signal hit, which can happen during
a previous BC due to an almost constant delay caused by the time of flight and by the electronics.
By also considering contributions of white noise ni , the measured samples of a single signal of
amplitude A not overlapped with other signals are can be expressed as:
x(i ) = Agi − Aτg ′i +ni . (5.27)
The OF seeks determining the amplitude A and the time origin τ of the hit rectified from the impact
of thermal noise and pile-up. The concept of the OF relies on the expectation that the signals of the
searched physically interesting events do not overlap. The signals of minimum-bias events, which
are in principle not distinguishable from those of the physics signal events due to equal pulse shapes,
are desired to be suppressed. The ansatz is to assume two FIR filters with yet unknown coefficients
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ai and bi to estimate A and Aτ from the measured samples x(i ) of equation 5.27. The according
























It is expected that the OF determines A and Aτ correctly on average. Hence, the expectation values
of u and v are supposed to be the estimators Â and Âτ of A respectively Aτ:















This leads to four boundary conditions for the OF coefficients ai and bi under the assumption of
white noise with 〈ni 〉 = 0:
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bi b j 〈ni n j 〉
=∑
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A constant factor of 1/N 2 has been omitted here. Minimizing the impact of noise means to minimize
these variances while satisfying the constraints derived from 〈u〉 and 〈v〉 by introducing the Lagrange





























These functions are to be minimized by varying the filter coefficients ai and bi . Thus, the follow-











b j Ri j −µgi −ρg ′i = 0.
(5.34)
Using the matrix notation for the coefficient vectors a ≡ (a0, . . . , aN−1)T and b ≡ (b0, . . . ,bN−1)T ,
of the expected pulse shape g = (g0, . . . , gN − 1)T , of its derivative g ′ as well as the inverse of the
autocorrelation matrix R−1, the solution is given by:
a =λR−1g +κR−1g ′,
b =µR−1g +ρR−1g ′, (5.35)
The remaining Lagrange multipliers are determinable from the constraints of equation 5.30 as fol-
lows:
g a =λg T R−1g +κg T R−1g ′ =λQ1 +κQ3 = 1,
g ′a =λg ′T R−1g +κg ′T R−1g ′ =λQ3 +κQ2 = 0,
g b =µg T R−1g +ρg T R−1g ′ =µQ1 +ρQ3 = 0,
g ′b =µg ′T R−1g +ρg ′T R−1g ′ =µQ3 +ρQ2 =−1,
(5.36)
Here, the following abbreviations have been used:
Q1 = g T R−1g , Q2 = g ′T R−1g ′, Q3 = g T R−1g ′ = g ′T R−1g . (5.37)
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with Υ=Q1Q2 −Q23 . Having found these Lagrange multipliers, the equation 5.35 is fully determined
by the known signal pulse shape vector g and the measured autocorrelation matrix of the total noise
R , from which the final OF coefficients can be calculated. As preceded, the OF is now capable to
estimate the noise rectified signal amplitude A and the hit time τ from the weighted average of a








bi x(i +n −N ). (5.39)
5.5.2 Calibration Procedure
Both equations have to be evaluated for each sample index n of the continuous stream of input
samples x(n). Â(n) and τ̂(n) and are only to be identified as an actual detector signal amplitude A
and its time origin τ, if the pulse shape of the actual signal starts evolving at BC n −N . Due to the
fixed latency of the OF output of N+z, where z accounts for the delay of the pulse shape start g0 with
respect to the actual signal hit occurrence, a validly identified signal amplitude A(n) can be assigned
to BC n−(N +z). Otherwise, the output amplitude Â(n) cannot be identified as the deposited energy
and should be set to zero as demanded by the requirements for the energy reconstruction algorithms.
A criterion has to be defined identifying a valid detector hit. Two approaches applicable for the LTDB
are introduced in the following. Exploiting the measurement of τ has been excluded due to the
considerable additional computational costs. The determination of τ requires the processing of
the second FIR filter to obtain Âτ. As indicated in equation 5.39, this quantity has to be divided
by Â, which is the result of the first FIR filter, to finally obtain τ. Consequently, the calculation of τ
requires an additional FIR filter of length N as well as a division, which is as indicated before not
implementable efficiently on FPGAs.
The LTDB is required to output reconstructed transverse energies rather than energies independently
of the actual ADC input amplitude scale. A precise calibration of the transverse energy scale is
achievable by multiplying the obtained optimal FIR filter coefficients ai and bi by a common scaling
factor. This factor does not change the output pulse shape of the OF but determines the output
amplitude scale. Thus, an η depending rescaling of the analog amplitude scale to transverse energies
is realizable. In the following, it is assumed that the calibration of the transverse energy scale is always
applied subsequently to the calibration of the OF coefficients.
Finally, an exemplary OF calibration for various conditions is visualized in Figure 5.4, where the
output pulse shapes of an OF, calibrated for different pile-up conditions at the example of the middle
layer, are depicted. The input pulse shape is always the same, aligned such that it is sampled at
its peak as indicated by ϕADC = 0ns. The peak of the OF output pulse shape gets narrower with
increasing µ to mitigate the impact of out-of-time pile-up.
The impact of different thermal noise levels is depicted in Figure 5.5. In agreement with the variation
of the pile-up conditions, the width of the OF output pulse shape peak increases with the thermal
noise levels in order to attenuate the effect of the thermal noise.
Figure 5.6 shows the changing ADC pulse shape due to a varied ADC phase ϕADC. In the case of
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Figure 5.4: Amplitudes of the OF input and output pulse shapes for different values of µ at the example
of a SC in the central detector region of the middle layer as a function of the ADC sampling time. All
amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The filter
depth is fixed to N = 5. The thermal noise level, σnoise, and the ADC phase, ϕADC, are set to nominal
values.
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Figure 5.5: Amplitudes of the OF input and output pulse shapes for different thermal noise levels, σnoise,
at the example of a SC in the central detector region of the middle layer as a function of the ADC sampling
time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
The filter depth is fixed to N = 5. The ADC phase, ϕADC, is set to the nominal value and µ= 80.
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Figure 5.6: Amplitudes of the OF input and output pulse shapes for different ADC phases, ϕADC, at the
example of a SC in the central detector region of the middle layer as a function of the ADC sampling
time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
The filter depth is fixed to N = 5. The thermal noise level, σnoise, is set the nominal value and µ= 80.
analog pulse due to the off-peak sampling. Nevertheless, the relative peak amplitude of the OF out-
put pulse shape is exactly one, thus the OF compensates the off-peak sampling properly. A possible
dependence between the off-peak sampling and the achievable energy resolution have to be ana-
lyzed by means of a full simulation, which is discussed in section 6.3.3.
OF pulse shapes of the remaining LAr calorimeter layers are summarized in appendix A.1.
5.5.3 Optimal Filter with χ2-Criterion
As demonstrated in [131], the method of deriving the OF coefficients is equivalent to the minimiza-
tion of a suitable χ2 function. A natural criterion for probing the quality of the OF output is therefore





x(n + i −N )− Â(n)gi + Â(n)τ̂(n)g ′i
)2
. (5.40)
Thus, the filter taking input Â(n), Â(n −1), Â(n −1) from the OF it is attached to with the following
transfer function results in a valid energy reconstruction algorithm, which fulfills all requirements
except the behavior in case of saturated pulses:
ÊT(n) =
{





In the following, this energy reconstruction algorithm is denoted as OFχ2 . Its advantage is its optimal
signal-to-noise ratio due to the deployed OF and its parameter-free signal detection algorithm. On
the downside, the latency is increased by one BC and the utilizedχ2 function requires the calculation
of both FIR filters for A and Aτ. For the actual amplitude A, one FIR filter is sufficient. Additionally,
the squaring requires further hardware resources.
In order to optimize the resource consumption on an FPGA while maintaining the working principle
of the χ2 method, a simplified hardware friendly version has been developed [133]:
|χ|(n, i ) = |χ|(n, i ) = |x(i )− gi Â(n)|. (5.42)
This function is calculated based on a single sample x(i ) with N < i ≤ n and neglects τ. Therefore,





∣∣{i ∈N | N < i ≤ n ∧|χ|(n, i ) < 2−Γ|gi Â(n)|}∣∣≥ m
0, otherwise.
(5.43)
Hence, it is demanded that m out of N consecutive samples x(i ) match the expected pulse shape g
within a tolerance factor of 2−Γ, Γ ∈N, which is chosen for its simple description on FPGA hardware.
There is no additional latency introduced with this type of energy identification algorithm, denoted
as OF|χ|, except the small time required for its processing by the FPGA. The performance is tunable
by means of the parameters m and Γ, whose typical values are m = 4 and Γ= 1. The deployment of
the OF|χ| filter in the LDPS is therefore preferred over the OFχ2 algorithm, which is currently utilized
by the LAr calorimeter main data readout.
5.5.4 Optimal Filter with Maximum Finder
An even more simple approach is the application of a maximum finder attached to the OF, which is
denoted as OFMax. Its transfer function is given by:
ÊT(n) =
{
Â(n −1), Â(n −1) = max(Â(n), Â(n −1), Â(n −2))∧ Â(n −1) > 0
0, otherwise.
(5.44)
This parameter-free filter outputs the positive maximum out of three OF results. It introduces a
further latency of one BC and is intrinsically unable to detect signals in two consecutive BCs.
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5.6 Wiener Filter
An alternative digital filter is the Wiener filter (WF) [134], which is described in detail in [135] and has
been initially studied in the environment of the LAr calorimeter by [136] and [133]. Its application
for the SC energy reconstruction is presented in detail in the following, starting from the derivation
of its defining equations until its embedding inside a complex energy reconstruction algorithm. Like
the OF, the WF is based on a least square estimator but instead of focusing on the estimation of the
amplitude of a single signal at a distinct sample index, it aims for the recovery of the sequence of
the detector hits considered as δ-peaks which are assumed to be convoluted by the known signal
pulse shape g . The WF does not distinguish between signals of an physically interesting event and
pile-up by minimum-bias events. It seeks for the deconvolution of all detector hits shaped with
g and therefore appears to be more sufficient for the LAr calorimeter trigger readout, where the
identification of valid detector hits is more crucial than the precise amplitude reconstruction. In
contrast, the OF seems to be more appropriate for the main data readout where the calorimeter cell
energies of an already triggered event have to be reconstructed with the maximum signal-to-noise
ratio achievable. The simulation, discussed in section 6.3, has to provide a conclusive answer to this
question.
5.6.1 Determination of Filter Coefficients
As for the OF, it is assumed that the WF is realized as an FIR filter of length N on a series of measured




ai x(n − i ) = aT x , (5.45)
with the common matrix notation a = (a0, . . . , aN−1)T and x = (x(n), . . . , x(n −N +1))T . The error of
the WF is given by the difference between the desired signal vector A(n) ≡ A, which is in the case of
the LAr calorimeter the sequence of the detector hits of amplitude A, and the output vector of the
WF, which is based on the measured samples x(n):
eWF(n) = A(n)− ÊT(n) = A −aT x . (5.46)
The next step is to minimize the mean square error of the WF by varying the FIR filter coefficients a,
which can be geometrically interpreted as the minimization of the length of the error vector A−ÊT:
〈e2WF(n)〉 = 〈(A −aT x)2〉
= 〈A2〉−2aT 〈Ax〉+aT 〈x xT 〉a
= r A A(0)−2aT r Ax +aT Rx x a,
(5.47)
where Rx x = 〈x xT 〉 is the N×N autocorrelation matrix of the measured samples x(n), which is always
invertible as it is a Toeplitz matrix. r Ax = 〈Ax〉 is the cross-correlation vector of length N between
the input x(n) and the desired signal A(n). As for the OF, the filter coefficients are to be obtained
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〈e2WF(n)〉 = 0 =−2r Ax +2aT Rx x . (5.48)
Obviously, the solution is given by:
a = Rx x−1r Ax . (5.49)
These FIR filter coefficients have to be multiplied afterwards with a common scaling factor to ensure
the desired ET proportionality of the output peak amplitude. The calibration procedure to be applied
is the same as for the OF.
5.6.2 Calibration Procedures
Before the actual discussion of the calibration procedure of the WF, it should be mentioned that
this is a more difficile task than for the OF. The reason for this is the selected optimization criterion.
While the OF demands that the square error of the output peak amplitude with respect to the truly
deposited energy is minimal, the WF seeks for minimizing the mean square error between the output
and the desired signal considering all samples of the sequence in question. There is no special
emphasis on the peak hight or on other implicitly required properties of WF. Respective undesired
features of the WF output pulse shape are discussed in the following.
As a consequence of equation 5.49, the calibration of the WF only requires the autocorrelation of
the input sample sequence and the cross correlation between input and desired signal. Both implic-
itly contain the pulse shape and the ADC phase. In principle, the components of Rx x and r Ax are
calculable by:




x(i )x(i +k), (5.50)




A(i )x(i +k). (5.51)
In contrast to the OF, the autocorrelation required for calibration of the WF is not only composed
of thermal noise and out-of-time pile-up, but also of the signal to be reconstructed. There are two
procedures available to obtain Rx x and r Ax depending on the origin of x(n) and A(n): the calibration
on a training sequence of input samples x(n) and the calibration solely on the known ADC sampled
pulse shape g (n).
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Calibration on Training Samples
The calibration on a training sequence of input samples x(n) considers thermal noise and out-
of-time pile-up and therefore appears to provide a more suitable adaption to the actual working
conditions. All noise contributions affect the autocorrelation and the cross correlation and therefore
influence the determine the optimal set of FIR filter coefficients.
On the downside, the desired signal is not known in case of real measured samples x(n). In turn,
this calibration procedure always depends either on a MC simulation or on the results of another
more sophisticated energy reconstruction algorithm giving a very precise and reliable estimation of
A(n).
In the case of a training sequence based on a MC simulation, its composition has to be determined a
priori. The contributions of thermal noise and pile-up caused by minimum-bias events are expected
to be known with sufficient precision. The actual issue is the frequency of high energetic hits by
physics signal events. Actually, these are occurring very rarely with respect to minimum-bias events
such that a realistic training sequence would be dominated by thermal noise and pile-up noise. In
this case, the error vector A − ÊT would not be determined by the physic signal hits but by random
fluctuations with an accordingly poor result of the calibration procedure. Obviously, the solution
would be the enhancement of the frequency of high energetic hits. Another issue is the dependency
of the spectra of the deposited energies in the SCs on the selected physics signal process. Thus,
the result of the WF calibration based on a training sequence depends on the artificially selected
frequency of high energetic SC hits as well as on the chosen physics process. Both dependencies
are undesired as the WF is required to perform equally well for all frequencies and types of physics
signals.
Calibration on Signal Pulse Shape
A reasonable, thermal noise and pile-up neglecting estimation of both correlations is based on the
signal pulse shape g (n) and does not involve the measurement of a sequence of training samples.
The required correlations defined by the equations 5.50 and 5.51 are then given by:




g (i )g (i +k), (5.52)













where 0 ≤ nWFp ≤ N is the index position with respect to the start of the pulse shape g (n) at which
the WF output peak should be located. This parameter is also part of the assembly procedure of the
desired signal A(i ) of equation 5.51. Previous studies [136] have demonstrated that best results are
achieved with nWFp = nADCp +1 with the peak index nADCp of the ADC sampled analog pulse shape.
The WF is thus a fixed-latency system as the OF, but in contrast to the latter one, its actual latency
is configurable by the selection of nWFp . Indeed, a value of n
WF
p < nADCp is feasible as the WF is also



































































Figure 5.7: Amplitudes of the WF input and output pulse shapes for the calibration on a training se-
quence of 10,000 samples with high energetic SC hits of simulated electrons with 20GeV < pT < 50GeV
every fourteenth BC (left) and for the calibration solely on the signal pulse shape (right) at the example
of a SC in the central detector region of the middle layer as a function of the ADC sampling time. All
amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The filter
depth is fixed to N = 6. The thermal noise level, σnoise, is set the nominal value and µ= 80.
As follows from the equations 5.52 and 5.53, calibrating the WF on the pulse shape overcomes all
issues discussed for the calibration on a sequence of training samples. The desired signal A(n) is
given intuitively by A(i ) = δ(i −nWFp ) and the composition of the training sequence is determined by
the known pulse shape g (n) only. The neglection of the noise during the calibration is overcompen-
sated by these advantages and furthermore results in a pile-up independent calibration of the WF.
To remind, the OF have to be recalibrated for each value of µ.
Evaluation of the Calibration
The WF output pulse shapes for the same SC obtained from both calibration procedures are depicted
in Figure 5.7. Apparently, both output pulse shapes are significantly different, in particular right
before and after the peak sample index nWFp . While the output samples at n
WF
p −1 and nWFp +1 of
the WF calibrated on the training sequence have positive values, these samples are negative for the
pulse shape based calibration. In fact, the latter procedure provides more δ-function like output
pulse shapes. The deviations are caused solely by the noise treatment. The exclusion of the thermal
noise contributions from the correlations Rx x and r Ax results in almost equal WF pulse shapes. Due
to all these reasons, it has been decided to utilize the pulse shape based calibration in the following
only.
It has turned out that the WF is very sensitive to the input pulse shape. Figure 5.8 depicts the WF
calibrated on the pulse shape of the middle layer of the LAr calorimeter for different time constants
τ of the bipolar shaper with an according variation of the width of the signal pulse shape peak.
Although the value of τ is fixed by the hardware to be 15 ns, this trail demonstrates the dependency
of the WF output pulse shape quality on the input pulse shape. The WF output pulse shape of very
narrow pulses as for τ= 5ns and τ= 10ns as well as for broader pulses with τ= 25ns and τ= 30ns are
in good agreement with the desired δ-function shape. Contrary, the output pulse shapes for τ= 15ns
and τ = 20ns expose unwanted significant under- and overshoots before and after the actual WF
output peak. Further WF pulse shapes for the remaining LAr calorimeter layers are summarized in
appendix A.2.
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Figure 5.8: Amplitudes of the WF input and output pulse shapes for different time constants τ of the
bipolar shaper at the example of a SC in the central detector region of the middle layer as a function
of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not depicted
analog pulse shape. The filter depth is fixed to N = 6.
The dependency on the input pulse shape also concerns the ADC phase, which is depicted in Fig-
ure 5.9. Although the same analog SC pulse shape has been sampled by the ADC, the WF calibration
on this pulse shape results in very different results. While the depicted examples with ϕADC = 12ns,
ϕADC = 16ns andϕADC = 20ns show the desired δ-function output, their counterparts for the phases
ϕADC = 0ns, ϕADC = 4ns and ϕADC = 8ns feature significant oscillations right before and after the
peak. Those are expected according to the uncertainty principle of the Fourier transformation [137]:
a very sharp pulse shape in the time domain results in a broad frequency spectrum which cannot be
covered by the FIR filter. The observed oscillations are the consequences.
A single peak in the continuous output of the WF is likely to be caused by noise, in particular at low
energies. Thus, an improvement of the reliability of the energy identification based on the WF output

















































































































































































Figure 5.9: Amplitudes of the WF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the middle layer as a function of the ADC sampling
time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
The filter depth is fixed to N = 6.
peak, called post-peak nWFp +1, take on the half of the peak amplitude. Mathematically, the according
transformation of the desired pulse shape is described by:
A?(n) = A(n)+ 1
2
A(n −1) ∀n ≥ 1, (5.54)
where A?(n) is the new desired signal featuring a post-peak half-value. For the case of the pulse














As depicted in Figure 5.10, the introduction of the post-peak results in a reduction of the ADC phase
dependent oscillations of the WF output observed for the WF with the pure δ-function as desired
signal.
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Figure 5.10: Amplitudes input and output pulse shapes of the WF with half-value and post-peak for
different ADC phases,ϕADC, at the example of a SC in the central detector region of the middle layer as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter depth is fixed to N = 6.
Following this, an even further reduced oscillation of the WF output pulse shape is expected due
to the introduction of an additional half-value at the sample directly in front of the peak, called






















Figure 5.11 depicts the output of a such calibrated WF with pre- and post-peak half-values for dif-
ferent ADC phases. Apparently, there are almost no more oscillations except a very small flatness
imperfection of the trailing undershoot around the fourth samples after the output peak sample
nWFp . The drawback of this approach is the increased width of the output pulse shape and in turn a
potential overlap of consecutive signals. Nevertheless, the width of the WF with pre- and post-peak
half-values is still narrower than that of the OF. The effect of overlapping signals obviously depends
on the actual signal occupancy of a channel, hence on the pile-up conditions. The evaluation of this
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Figure 5.11: Amplitudes input and output pulse shapes of the WF with half-value pre- and post-peak for
different ADC phases,ϕADC, at the example of a SC in the central detector region of the middle layer as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter depth is fixed to N = 6.
Despite the discussed artifacts, the calibrated WF transforms the comparable long signal pulse shape
into a δ-function like shape with one energy sample per BC. Optionally, there can be a pre- and/or
a post peak half-value, depending on the selected desired signal. Due to the mentioned inability of
FIR filters to change the zero-value integral of the signal pulse shape, the WF realized as such an
FIR filter cannot suppress the undershoot to zero. It outputs a long but flat undershoot which is
exploited by the energy reconstruction algorithm introduced below to correct that undershoot with
reasonable hardware resource employment.
Due to the limited amount of applicable filter coefficients, an FIR filter in principle cannot achieve an
optimal signal-to-noise ratio and at the same time a well defined pulse shape transformation under
all conditions (known beforehand) of noise, pile-up and ADC phases. While the OF is optimized
for the signal-to-noise ratio, the WF is trained for the pulse shape transformation and is therefore
expected to attain a smaller signal-to-noise ratio compared to the OF but facilitates a more reliable
energy identification at each BC.
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Figure 5.12: Amplitudes of the input and output pulse shapes of the WF with half-value post-peak for
different filter lengths, N , for all four layer of the LAr calorimeter as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The
inscribed sample index starts at the position of the WF output peak sample.
Finally, the suitability of the default filter length of N = 6 is validated. The output of the WF with
half-value post-peak calibrated to the pulse shapes of all four LAr calorimeter layers with different
lengths between N = 5 and N = 9 is depicted in Figure 5.12. The pulse shapes are zoomed to the
region of the previously observed oscillations of the WF output pulse shape before and after the
peak sample at nWFp . The additional axis indicating the sample index with respect to n
WF
p enables
in the following the identification of the discussed samples. Apparently, the flat undershoot starts
for all filter lengths on all layers at least at sample index nine. The optimal filter length is defined to
be that which levels first to this undershoot. Accordingly, a filter length of N = 6 appears to be the
best choice. The oscillations end, depending on the layer, at sample five respectively six, although
a length of N = 5 provides reasonable results, too. An increased filter length shifts the end of the
oscillations to later sample indexes. Therefore, they are excluded. It is not expected to gain further
precision due to a longer FIR filter as the input samples of the pulse shape before the peak output of
the WF are limited by the latency budget. To conclude: N = 6 is the optimal length of the WF.
5.6.3 Wiener Filter with Forward Correction
The Wiener filter with forward correction (WFFC) extends the bare WF by two components: an energy
identification algorithm exploiting the clear output signal of the WF with half-value post-peak and
a correction of the following almost flat undershoot of the WF output pulse shape taking action
only upon an identified energy. A schematic view of the WFFC architecture is depicted in Figure 5.13.
The output of the WF is summed in front of the energy identification algorithm with a correction














Figure 5.13: Schematic view of the WFFC, which is composed of the bare WF calibrated with half-value
post-peak, of the energy identification algorithm and of the forward correction of the undershoot taking
action only upon an identified energy. The direction of the data flow is indicated by the arrows. The input
samples x(n) from the ADC are filtered by the WF. Its output y(n) is summed beforehand the energy
identification algorithm with the output of the forward correction c(n). The sequence of identified
transverse energies ET(n) is submitted to the input of the forward correction for the prediction of the
subsequent undershoot.
subsequent samples based on the identified energies. Due to this occasional feedback from the
output of the energy identification algorithm to its input, the WFFC is not an FIR filter anymore,
but an IIR filter. Therefore, special attention has to be put on its stability. It has been demonstrated
in [136] that the WFFC correction can be implemented efficiently on FPGA hardware.
Energy Identification
The criterion to identify a valid signal in the output sequence of the WF with half-value post-peak is
a positive sample followed by a sample of at least half of the peak amplitude. It is therefore crucial
that the WF pre-peak sample at index n = nWFp −1 does not exceed zero. Moreover, it is preferred that
the WF features a small undershoot before the peak in order to avoid noise to cause a false energy
identification. In the case of a positive sample at index n = nWFp −1 of the output pulse shape of the









with a small positive factor λ ∈ R, which have to be increased successively until the desired WF
calibration result is achieved. The result is as desired a small undershoot in front of the WF output
peak.
Pulses occurring in this incipiently undershoot of a large detector hit are due to it expected to be
measured with an accordingly reduced amplitude or to be completely vanished. On the other hand,
energies deposited in the LAr calorimeter are now detectable by a distinct signal.
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y(n), y(n) > 0 ∧ y(n +1) ≥ (M −m)y(n)
0, otherweise,
(5.58)
where M is the expected ratio of y(nWFp +1)/y(nWFp ) in case of a present valid detector hit. It typically
has a value of M ≈ 1/2 but might be different according to the calibration result. Furthermore, m
is a margin that reduces the threshold which the post-peak must exceed in order to identify a valid
energy. This margin is typically set to m = 0.15 and can be used to tune the signal detection efficiency
at the cost of an increased rate of falsely identified energies.
Forward Correction
Due to the linearity of the LAr calorimeter and the WF, any pulse occurring during the undershoot
of the signal pulse shape, respectively of the WF pulse shape, is measured with a reduced peak
amplitude according to the depth of the undershoot. The OF corrects for this undershoot on average
only and does not account for the actual value of the undershoot. A forward correction of the OF
undershoot requires the deployment of a large amount of hardware resources due to the varying
pulse shape under different conditions. The WF in contrast has a well defined output pulse shape
almost independently of the working conditions. Therefore a hardware friendly realization of an
undershoot correction is feasible.
Initially, the half-value is subtracted from the post-peak:
Ê?T (n +1) = ÊT(n +1)−MÊT(n). (5.59)
The WFFC is therefore sensitive to a possible signal in the following BC and does not have any dead
time.
As the further progression of the WF pulse shape is known to be the almost flat undershoot, it can
be corrected with rather little hardware consumption in the sequel of an identified energy. The un-
dershoot to be corrected is visualized in Figure 5.14. The additional sample index axes shown in this
graphs are utilized in the following for its discussion. Depending on the layer, the region of sam-
ples to be covered by the forward correction ranges from sample index n = 1 to n = 18 respectively
n = 19.
The oscillations of the WF after the output, known from the previous discussions, require a careful
treatment. As they end at least six samples after the peak due to the limited filter length of N = 6,
a short FIR filter with N = 4 is applied on the affected samples starting from n = 2 in order to
compensate the discussed flatness imperfection. The coefficients of this FIR filter are determined
directly by the relative amplitudes of the samples in question with respect to the peak sample at
n = 0.
The undershoot of the remaining samples up to sample index n = 16 respectively n = 17 is equalized
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Figure 5.14: Pulse shape of the WF with half-value post-peak for SCs of all four layers of the LAr calori-
meter at η= 0.05 respectively η= 0.025. An additional axis indication the sample index with respect to
the output peak sample is inscribed as well as the baseline at amplitude zero (dashed line).
respectively n ∈ [18,20]) are again treated with a short FIR filter in order to compensate the rising
tail of the undershoot.
As a result of this forward correction, all samples after the actual WF peak are rectified from the
subsequent WF output pulse shape features. These corrections are applied on the output of the WF
before the energy identification algorithm, which is in turn sensitive to subsequent signals even in
the next BC. The drawback of this new complex type of filter is the occasional feedback upon an
identified energy from the output of the filter to the input of the energy identification algorithm. As
discussed earlier, this feedback may cause instabilities due to distorted pulses. The stability of the
WFFC has been be probed intensively with measured irregular pulses without the typical undershoot
which cause the WFFC to soar up. A set of robust reset criteria have been developed detecting those
irregular states of the correction stage [138]. These in turn initiate a reset of the whole forward
correction chain to recover the reliability of the WFFC. It has been furthermore demonstrated that
these reset criteria do not disturb the processing of the regular pulses.
5.6.4 Wiener Filter with Maximum Finder
As for the OFMax, a maximum finder can be attached to the WF, calibrated with any of the discussed
desired signal shapes, in order to realize a simple but robust energy identification. It has been de-
cided to exploit the output pulse shape stability of the WF with half-value pre- and post-peak, which
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does not feature oscillations. This algorithm is denoted as WFMax. The transfer function of the maxi-
mum finder is almost the same as for the OF:
ÊT(n) =
{
y(n −1), y(n −1) = max(y(n), y(n −1), y(n −2))∧ y(n −1) > 0
0, otherwise,
(5.60)
where y(n), y(n −1), y(n −2) are three consecutive WF output samples. The maximum finder has a
dead time of one BC, but on the contrary automatically suppresses both half-values of the WF output
pulse shape. The WFMax algorithm does not account for the remaining undershoot of the WF. It is
therefore not susceptible to distorted pulses and cannot become instable. Furthermore, it has less
stringent demands on the actual output pulse shape of the WF as the energy identification of the
WFFC upon a half-value post-peak and may therefore be more efficient at the cost of an increased
rate of falsely identified signals.
5.6.5 Wiener Filter with Thresholder
An even more simple approach is the application of a thresholder as energy identification algorithm,
attached to the WF without any additional half-value, denoted as WFThr. A thresholder is a filter
passing through all samples y(n) exceeding a configurable threshold T :
ÊT(n) =
{
y(n), y(n) > T
0, otherwise.
(5.61)
The deployment of the WF without half-values is thus mandatory, as the thresholder cannot suppress
them. Consequently, it may be affected by the discussed oscillations of the WF. The thresholder
itself does neither have a dead time nor an additional latency but may suffer from contributions
of thermal noise. Rising the threshold T would overcome that issue at the cost of losing all truly
deposited energies smaller than T .
5.7 2nd Derivative Filter
A further filter approach based on an FIR filter of length N = 3 is the derivative filter (DF) contin-
uously calculating the second order derivative of the series of input samples. This type of filter is
sensitive to the curvature of the pulse shape rather than on the absolute pulse amplitude. Therefore,
it is not sensitive to the undershoot of a possibly preceding energy deposition. It has been initially
studied in the environment of the LAr calorimeter in [133].
As the input of the DF is a time discrete series of samples, difference quotients have to be used. The
second order difference quotient of the pulse shape g(t ) is given by:
∆2g (t )
∆2t




5.7 2nd Derivative Filter
Time [ns]























ϕ Derivative Pulse Shape, nd2
 Derivative Filter Calibrationnd2
=0.025ηMiddle Layer, 
Time [ns]























ϕ Derivative Pulse Shape, nd2
 Derivative Filter Calibrationnd2
=0.025ηMiddle Layer, 
Time [ns]























ϕ Derivative Pulse Shape, nd2
 Derivative Filter Calibrationnd2
=0.025ηMiddle Layer, 
Time [ns]























ϕ Derivative Pulse Shape, nd2
 Derivative Filter Calibrationnd2
=0.025ηMiddle Layer, 
Figure 5.15: Amplitudes of the derivative filter input and output pulse shapes for different ADC phases
ϕADC at the example of a SC at η= 0.025 in the middle layer as a function of the ADC sampling time. All
amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
By applying the time discretization of the ADC with∆t =∆tBC , one can simplify this equation by the






= g (n +1)+ g (n −1)−2g (n). (5.63)
The three FIR filter coefficients are immediately given by:
a0 =+1g (nADCp −1) a1 =−2g (nADCp ) a3 =+1g (nADCp +1), (5.64)
where g (nADCp ) is supposed to be the pulse shape peak sample and g (n
ADC
p −1) and g (nADCp +1) are
the pulse shape samples before respectively after the peak. A such calibrated FIR filter outputs zero
at the peak of a signal pulse shape followed by a peak due to the declining signal. The actual DF
calibration can be fine-tuned by means of two weights which scale the output peak to the desired





(w01 +w12) a3 = 1
4
w12, (5.65)
with the weights w01 and w12 containing the pulse shape. Obviously, the calibration procedure does
not consider thermal noise or pile-up. Output pulse shapes of the calibrated DF for the example
of a SC in the middle layer in the central detector region for different ADC phases are depicted in
Figure 5.15. Calibrated pulse shapes for the remaining LAr calorimeter layers are summarized in
appendix A.3. A rising output of the ADC causes a negative output of the DF while the change from a
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rising to a declining signal results in a peak output of the DF. This peak is proportional to the actually
deposited energy and is identifiable by a maximum finder. The according energy reconstruction
algorithm composed of the DF with an attached maximum finder is henceforth denoted as DFMax.
The DFMax is a simple and robust energy reconstruction algorithm with very small hardware require-
ments. Therefore, its investigation is reasonable although its ability to mitigate the impact of thermal
noise is expected to be worse with respect to the WFFC and in particular compared to the OF.
5.8 Comparison of Energy Reconstruction Algorithms for
Selected Sequences of Deposited Energies
In the following, three energy reconstruction algorithms are compared based on their respective
output on the same realistic sequence of deposited energies and the according ADC output for a SC
in the middle layer at η= 0.025. The response of the OFMax is depicted in Figure 5.16, that of the WFFC
in Figure 5.17 and finally that of the DFMax in Figure 5.18. In each histogram, an additional sample
index scale is inscribed starting at the BC of the first significant deposited energy of E ≈ 30GeV. At
sample index n = 15 occurs a second substantial energy deposition of E ≈ 4GeV. The time separation
of both hits is thus smaller than the length of the analog pulse shape. Therefore, the later hit is
sampled by the ADC with a significantly reduces amplitude. In fact, the ADC signal peak of the less
energetic hit at n = 21 does not even exceed the baseline.
All three energy reconstruction algorithms under discussion output both SC hits with a fixed but
algorithm specific delay, whereas the values of the reconstructed energies differ in particular for the
smaller one.
The WFFC and the DFMax have both a delay of two samples with respect to the peak of the ADC
output pulse shape. The OFMax have an additional delay of one BC. As the total latency of the L1
trigger is limited to about 2.5µs, saving 25 ns due to the energy reconstruction may extend the re-
maining computing time for the L1 trigger decision which in turn may enable the deployment of
more complex trigger algorithms.
The amplitude of the energy of E ≈ 30GeV is reconstructed most accurately by the OFMax. The
output of the WFFC is slightly higher than the original hit and that of the DFMax slightly lower. This
statement is true only for this distinct hit and cannot be generalized solely from this example. Due
to the negative undershoot of the high energetic hit, the 4 GeV signal is reconstructed by the OFMax
algorithm with only 1 GeV. The DFMax algorithm is as explained not sensitive to the absolute value
of the ADC pulse shape but on its change. Therefore, it outputs a value of ET ≈ 3GeV for the 4 GeV
hit. The highest reconstruction accuracy for this hit is achieved by the WFFC due to the forward
correction of the undershoot of the WF. Its result is given by ET ≈ 4GeV.
This qualitative discussion of the different energy reconstruction approaches demonstrates again
their advantages and drawbacks: while the OF is expected to cope best with white noise but suffers
the undershoot of large energy depositions, the WFFC and the DF are less affected by that under-
shoot but may be more distracted by white noise. The actual performance with respect to the energy
resolution of all three filters is a function of the composition of the sample sequence including ther-
mal noise, pile-up and the frequency of high energetic signals. The simulation of realistic scenarios
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Figure 5.16: Series of output samples of the OF (red) with attached maximum finder (blue) applied on
a sequence of deposited energies (green) that produce overlapping signal pulse shapes sampled by the
ADC (black).
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Figure 5.17: Series of output samples of the WFFC (red) applied on a sequence of deposited energies
(green) that produce overlapping signal pulse shapes sampled by the ADC (black).
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Figure 5.18: Series of output samples of the derivative filter (red) with attached maximum finder (blue)
applied on a sequence of deposited energies (green) that produce overlapping signal pulse shapes sam-
pled by the ADC (black).
presented in section 6.3 shall reveal which of the energy reconstruction algorithms is optimal in the
environment of the LAr calorimeter after the Phase-1 upgrade.
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Figure 5.19: Schematic view of the SF incorporated into the digital data processing of the SC readout.
The output of the SF gains the priority of the depicted output multiplexer in case of detected saturated




It is common for all introduced filter algorithms that their calibration and the reliability of their
output strongly depend on the stringent linearity of the system. This includes the linear dependence
of the signal amplitude on the deposited energy as well as the constancy of the normalized signal
pulse shape g (n). As outlined in section 4.3.4 and 4.3.5, this linearity is limited by the saturation
threshold either of the analog shaper circuits or of the ADC. Therefore, all filters are to be expected
not to fulfill the requirement to output the correct BC of a high energetic detector hit in the case of
saturation. For that reason, it has been decided to develop a distinct saturation filter (SF) algorithm
running in parallel to the actual energy reconstruction algorithm, which has to take action and
modify the output in the case of a detected saturation. A schematic view of the SF integrated into
the digital data processing of the SC readout is depicted in Figure 5.19.
In the following, it is assumed that there is a digitization scheme applied that exposes a dynamic
range of the ADC on the front, middle and back layer of the LAr calorimeter smaller than the actual
maximum peak amplitude of the analog shaper. Therefore, the ADC saturates first (see section 4.3.5).
The resulting cut-off of the signal pulse shape prevents a reliable identification of the BC of the
high energetic detector hit. The envisaged SF is supposed to stay inactive until there are samples
occurring with values equal to the 12-bit ADC’s full-scale of 4095 counts. In case of saturated ADC
samples, the filter has to output one single sample at full-scale with a fixed delay with respect to the
deposited energy independently of the actual value of this energy. The output of the regular energy
reconstruction has to be overdriven in that case. In order to make the operation of the SF transparent
for the subsequent trigger readout, the latency of the SF has to be adopted to that of the regular
energy reconstruction algorithm. Additionally, it is expected hat the regular energy reconstruction
algorithms are distracted by the altered undershoot of the saturated signal pulse shape. Therefore,
they have to be muted for a defined time window after an output of the SF. This means, that the SF
has to overdrive the output of the regular energy reconstruction within this time window with zeros
to avoid the output of unreliable energies.
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In contrast to the previously introduced energy reconstruction algorithms, the proposed SF does
not deploy a continuously working FIR filter followed by an energy identification. Instead, the SF
identifies full-scale samples first and then applies an algorithm, called bunch crossing identifica-
tion (BCID), in order to identify the correct BC of the corresponding SC hit.
5.9.2 Single-Channel versus Multi-Channel Approach
A single-channel approach is preferred over a multichannel procedure which identifies the BC of a
saturated pulse by consulting the neighboring not saturated channels for two reasons:
• The implementation of a single-channel algorithm on FPGAs is significantly less complex and
resource utilizing as no communication between different channels is required.
• A multi-channel approach requires precise knowledge of the showers profiles in order to iden-
tify a non-saturated neighbor SC. As explained in the following, an entire set of shower profiles
is in principle not available.
A communication between different channels, as required by a multichannel algorithm, would entail
a synchronization of the different output latencies of the various channels due to the multiplexing
of multiple channels to one FPGA filter instance. As demonstrated in [136], an FPGA implementa-
tion of the WF can be eight-fold multiplexed as the internal frequency of the FPGA is significantly
higher than the LHC collision frequency of 40 MHz. Neighboring SCs processed by the same filter
structure or by different filter structures but at different processing cycles of the FPGA are not out-
put synchronously. These delays take place at the level of the FPGA-internal clock. Therefore, they
cannot be equalized by the BC synchronization before the energy reconstruction algorithms, which
is compensating different arrival times of the samples at the LDPS and of different filter latencies
and pulse shape peaking times. Thus, an additional sophisticated synchronization is required for a
multi-channel SF.
Furthermore, there is no guarantee that the correct BC of a high energetic hit can be identified by
consulting the output of a neighboring SC. As such high energetic hits may arise from new physics, a
simulation of all possible shower profiles is not feasible. Additionally, high energetic stable elemen-
tary particles like electrons, photons or pions can be simulated easily by a simple particle generator,
called particle gun [139], but the generation of jets of highest energies is technically complex and
CPU intensive and thus not available for the designing of the SF.
A typical shower profile of the deposited energy of a simulated electron with a transverse momentum
of pT = 4.66TeV in the LAr calorimeter is depicted in Figure 5.20. SCs exceeding the cut-off threshold
of the applied ADC scheme are underlaid in red. The digitized shower profile of the same electron
with an lsb of 125 MeV in the middle layer and of 32 MeV in the Presampler, front and back layer
with an according cut-off energy of 384 GeV in the middle layer and of 98.3 GeV in the other layers
is depicted in Figure 5.21. Apparently, there is a cluster of 2×2 saturated SCs in the middle layer
and a further saturated SC in the front layer. Hence, a large area of SCs had to be processed by a
multi-channel algorithm in order to determine the correct BC by consulting neighboring SCs even
for electrons with relatively narrow shower profiles.
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Figure 5.20: Shower profile of a simulated electron with pT = 4.66TeV. Depicted are the transverse ener-
gies deposited in the SCs of the four EM layers. The actual values of ET are inscribed at each hit SC in
units of GeV. SCs exceeding the saturation threshold of the 12-bit ADC of 384 GeV in the middle layer
and of 98.3 GeV in the other layers are red colored.
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Figure 5.21: Shower profile of a simulated electron with pT = 4.66TeV. Depicted are the transverse en-
ergies deposited in the SCs of the four EM layers and digitized by a 12-bit ADC. An lsb of 125 MeV has
been applied in the middle layer and of 32 MeV in the other layers. The actual values of ET are inscribed
at each hit SC in units of GeV. SCs exceeding the ADC cut-off threshold of 384 GeV in the middle layer
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Figure 5.22: Spectra of energy deposited by simulated electrons with a transverse momentum of 4TeV <
pT < 7TeV in the SCs of the four LAr calorimeter layers.
5.9.3 Considered Energy Ranges and Pulse Shapes
Before the development of a SF, the maximal possible energies deposited in a single SC have to be
determined. These are obtained from the energy spectra of the SCs traversed by simulated electrons
of a momentum of up to pT = 7TeV, which is the maximum momentum imaginable at the LHC with
its center of mass energy of
p
s = 14TeV. These spectra are depicted in Figure 5.22 and are based on
a GEANT4 simulation of the generated electrons. These spectra show that the SF needs to operate
starting from the cut-off energy of the ADC up to 1 TeV in the front layer, up to 6 TeV in the middle
layer and up to 500 GeV in the back layer. The Presampler is expected not to obtain hits above the
cut-off energy threshold of 100 GeV.
In the following, the evolution of the time discrete samples of the analog pulse shape and the corre-
sponding digitized samples with increasing energy are discussed. These are depicted in Figure 5.23
for the EM middle layer for an ADC phase ofϕADC = 2ns. The same plots for all remaining layers and
ADC phases are summarized in appendix A.4.
Shown is the dependency of the amplitudes of two samples before (np−2 and np−1) and one sample
(np+1) after the actual peak sample np. Although, the amplitude of the analog peak sample decreases
slightly for highest energies, its digital counterpart is always at full-scale for energies above the ADC
cut-off energy. This is true also for all other ADC phases and layers and is thus the basic prerequisite
of the SF. It aims at identifying this saturated peak sample. The challenge is to distinguish it from sam-
ples x(n) at full-scale with n < np. For the depicted example, this situation occurs for energies above
approximately 700 GeV where the sample np −1 reaches the cut-off threshold of the ADC. Samples
at full-scale after the actual peak, as the sample np +1 in the range of ESC ∈ [500GeV,1200GeV], are
not considered to affect the BCID as the SF is expected to identify the peak sample np beforehand.
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Figure 5.23: Analog samples around the peak index np of the pulse shape for a sampling frequency of
40 MHz and for an ADC phase of ϕADC = 2ns as a function of the energy deposited in a single SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
5.9.4 Bunch Crossing Identification
In order to distinguish the saturated peak sample from previous samples at full-scale, a test statistic
T (n) based on the two samples before n have to be developed. The concept of the BCID algorithm
of the SF is to continuously search for ADC samples at full-scale. For each saturated sample n, the
corresponding test statistic T (n) is consulted to decide if this sample is the desired peak sample of
the hit. Otherwise, the SF continues with the next sample.
Two mistakes can occur due to the application of the test statistics. On the one side, a sample before
the actual peak can be misidentify as peak sample due to an overlap of the RFD of the test statistic of
this pre-peak with the RFD of the test statistic of the peak sample. On the other side, the actual peak
sample can be missed due to a test statistic value outside the acceptance range. The actual efficiency
of the BCID algorithm is evaluated further down.
It turns out that the following test statistic reliably identifies the peak sample:
T (n) = x(n −1)+2x(n −2) if x(n) at full-scale. (5.66)
It is expected that T (np) is greater than all test statistic values T (n) with n < np. This simple test
statistic is realizable as FIR filter of length N = 2 with coefficients a0 = 1 and a1 = 2. If required, these
coefficients can be optimized in order to increase the separation power of T (n). This optimization
is not done here as it is neither necessary nor worthwhile based on the available simulated pulse
shapes. Moreover, the SF algorithm presented is an approach to be adapted to the actual pulse
shapes measured with the built SC readout hardware. The SF is required to be as robust as possible
and should not depend strongly on a precise optimization.
For the example of the digitized middle layer pulse shapes with an ADC phase of ϕADC = 2ns, one
obtains the relevant test statistics T (np) and T (np −1) from the SPICE simulated pulse shapes with
attached RC pole with a time constant of τ= 15ns as described in section 4.3.4. They are visualized
in Figure 5.24. Although, T (n) is based on the pulse shapes for ϕADC = 2ns, the separation power
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Figure 5.24: Exemplary RFDs of the pulse shapes derived test statistics utilized by the SF to determine
the correct BC (np) of a pulse saturating the ADC for hits occurring synchronous with the LHC clock
(left) and with a uniformly distributed time variation of ∆t =±9ns with respect to the actual ADC phase
of ϕADC = 2ns (right). The cut on the test statistic is indicated by the arrow. Its actual value has been
optimized for a maximum BCID efficiency.
of the test statistic has been probed for a variation ∆t of the SC hit time thit. This hit time variation
is equivalent to a variation of the ADC phase ϕADC. For simplicity and for a maximized effect of
the time variation, a uniform distribution of thit ∈ [ϕADC −∆t ,ϕADC −∆t ] has been assumed. The hit
time spread due to the LHC beam properties has been measured with ATLAS data of Run 1 to be
in the range of ∆t ≈ 220ps [140]. Nevertheless, the test statistics has been tested with significantly
higher time variations of up to ∆t = 9ns to demonstrate its robustness under critical conditions.
5.9.5 Performance Evaluation
The RFDs of the test statistics T (np) and T (np −1) for ∆t = 0ns shown in Figure 5.24 are well sep-
arated by a minimal distance of about 1200 ADC counts what corresponds to an energy of about
150 GeV for an lsb of 125 MeV. The arrow indicates the optimal cut Tcut on T (n) in the center of the
gap between the RFDs. The according SF is expected to show a BCID efficiency of εSF = 1 under
this conditions. Contrary, the RFDs of the test statistics T (np) and T (np −1) for ∆t = 9ns overlap.



















T (np −1). (5.67)
This formula is based on the expectation that a sample with a test statistic value of T (n) > Tcut is iden-
tified as peak sample, what is true only for np but not for np −1. A misidentification of the pre-peak
sample np−1 as peak sample cannot be compensated afterwards by identifying the consecutive sam-
ple correctly as peak sample np. This would require another orthogonal criterion making the SF more
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Figure 5.25: Minimal separation of the test statistic T (n) of the desired peak index np from the pre-peak
sample np −1 derived from the pulse shapes for the front layer (top left), for the middle layer (top right)
and for the back layer (bottom) as a function of the ADC phase ϕADC for different uniformly distributed
hit time variations ∆t with respect to the actual ADC phase. A negative separation indicates overlapping
test statistics and in turn potentially wrong BCID decisions of the SF.
complex. Therefore, the probability of P (T (np −1) > Tcut) has to be subtracted from P (T (np) > Tcut)
to obtain the expected efficiency of the BCID algorithm of the SF. This efficiency definition cov-
ers both possible types of BC misidentifications, mentioned above. A maximum BCID efficiency
εSF is the objective for the determination of optimal cut values Tcut in the case of overlapping test
statistics.
This BCID efficiency definition does not consider the energy spectrum of high energetic hits for two
reasons. Firstly, this spectrum is not available since it might have contributions from new physics.
Secondly, the SF is required to be equally efficient over the whole energy range.
The minimal separation of the test statistic T (np) from the test statistics of all other saturated samples
n < np as a function of the ADC phase is depicted for different hit time variations ∆t in Figure 5.25
for the front, middle and back layer. A negative separation indicates an overlap of the test statistics
and in turn potentially wrong BCID decisions of the SF. These overlaps occur only for∆t > 2ns, what
is about nine times more than the measured LHC beam time spread of ∆t ≈ 220ps.
Despite the overlap of the test statistics, the SF is expected to achieve high BCID efficiencies εSF on
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Figure 5.26: Expected BCID efficiency of the SF derived from the pulse shapes for the front layer (top
left), for the middle layer (top right) and for the back layer (bottom) as a function of the ADC phaseϕADC
for different uniformly distributed hit time variations ∆t with respect to the actual ADC phase.
the worst considered case of ∆t = 9ns an efficiency of εSF ≈ 0.91 is expected in the front layer for the
most critical ADC phase of ϕADC = 18ns. In the middle layer one obtains an efficiency of εSF ≈ 0.96
for ϕADC = 0ns and of εSF ≈ 0.95 for ϕADC = 13ns in the back layer.
A final statement of the BCID efficiency of the SF is not possible at the time of this thesis as the
actual ADC phases realized by the hardware are not known yet. Nevertheless, it becomes apparent
that the proposed BCID algorithm reliably identifies the peak sample of all hits of energies above
the cut-off threshold of the ADC, if the hit time variation ∆t does not exceed 2 ns. In case the ADC
phases appear to be in the crucial regions, an optimization of the FIR filter coefficients utilized for
the calculation of T (n) may increase the separation power of the test statistics to further improve
the robustness of the SF.
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Liquid-Argon Calorimeter Trigger
Readout
As discussed in the previous chapters, there are strong demands for profound simulations of the
new LAr calorimeter trigger readout architecture in order to make design decisions. Those decisions
have a strong impact on the physics performance of the ATLAS detector.
In this chapter, two simulation tools are presented in detail, which focus on different aspects of the
new system. Initially, an algorithm for the calculation of E missT at the level of the L1Calo trigger is
introduced in section 6.1, which exploits the layer information provided by the SC concept. The
according SC simulation applies approximations which impede the investigation of the electronics
properties in depth. Therefore, a more sophisticated software tool has been developed and described
in section 6.2, which incorporates properties of the front-end and back-end electronics and enables
detailed studies of energy reconstruction algorithms, including there impact on the outlined eFEX
variables.
6.1 Missing Transverse Energy at the Level of the L1Calo
Trigger
During the initial state of the Phase-1 upgrade project of the LAr calorimeter trigger readout elec-
tronics, the introduction of the new SC concept had to be justified by a significant improvement of
the physics performance of the L1Calo trigger. Therefore, preliminary simulation studies have been
performed for the electron identification performance, which indicate a substantially improved jet
background suppression [97]. As discussed before, these studies have not simulated the SCs readout
electronics but have approximated SCs by summing the according simulated calorimeter cell ener-
gies of the main readout. Analogously, an approximative simulation of the MET calculation by the
L1Calo trigger based on the new SC concept is required to further investigate the possible benefits of
the SC concept. The idea of a new L1Calo trigger MET algorithm, its implementation, optimization
and its performance are discussed in the following.
6.1.1 Simulation of the Missing Transverse Energy
A software simulation tool, here called CaloSim, has been implemented in order to overcome the
absence of an official ATHENA based simulation of the SC readout. It takes n-tuples as input, which
contain the reconstructed main readout calorimeter cell energies of simulated dijet events and in
addition the E missT values of the existing L1Calo trigger. There are in total 200,000 Pythia generated
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Region ∆ηTT ∆φTT Number of TTs
0.0 < |η| < 2.5 0.1 2π/64 3200
2.5 < |η| < 3.1 0.2 2π/32 192
3.1 < |η| < 3.2 0.1 2π/32 64
3.2 < |η| < 4.9 0.425 2π/16 128
Table 6.1: Trigger tower map applied by CaloSim in agreement with the existing L1Calo trigger hardware.
MC dijet events available with at least one jet with a transverse momentum of pT > 17GeV within
a range of |η| < 2.7. These have been reconstructed by ATHENA assuming five different pile-up
conditions (µ= 0, µ= 12.5, µ= 27.5, µ= 41 and µ= 80). That enables a detailed study of the effect of
pile-up on the MET performance.
CaloSim has been implemented in C++ [141] and simulates the successive summation of energies
from individual calorimeter channels to TTs, JEs and JEMs. All parameters are configurable by ex-
tensible markup language (XML) [142] files, including the positions of TTs, JEs and JEMs, as well as
the quantization properties of each energy summation respectively multiplication in dependence
of the calorimeter layer and of the η region. Noise thresholds and energy weights for each individual
calorimeter layer and η position can be specified. Therefore, CaloSim is capable to adopt to various
upgrade scenarios. As it can output n-tuples at any energy summing stage, it can be utilized for a
wide range of L1Calo trigger studies towards the Phase1 upgrade. This has been exploited by the LAr
calorimeter group not only for the investigation of the MET performance, but also for the analysis of
new types of jet finding algorithms [143] and for the search for variables to discriminate hadronically
decaying τ leptons from electrons and jets [144]
The idea of the CaloSim based MET algorithm is to adopt the existing L1Calo trigger MET algorithm,
which is based on JEs, and enhance the JEs by depth information from the individual EM calorime-
ters, which is feasible due to the SCs. Additionally, the increased digital granularity of the SCs is
exploited. As a consequence, CaloSim has to perform the following sequence of summations and
quantizations.
Summation of the calorimeter cell transverse energies to TTs
The mapping of the calorimeter cells to the TTs, listed in Table 6.1, is done by geometric projections
of the calorimeter cell η-φ-areas on the TT areas. As there are cells contributing to the energy of
two TTs, cells overlapping multiple TTs with a significant fraction of their area are assigned to each
concerned TT with a weight corresponding to the fractional overlap. This procedure avoids artifacts
due to slightly different alignments of the calorimeter cells as stored in the n-tuples and of the TT
map projected on them. Calorimeter cells known to be damaged are excluded from the summation.
In order to model the digitization of the trigger readout data, 12-bit ADCs are simulated with an lsb
of 250 MeV. As outlined, the TTs do not only contain energy sums of the EM and the HAD calorimeter
but of each individual EM calorimeter layer. For each of these TT energies, distinct noise thresholds
are applicable. Furthermore, the software provides the option to weight each TT layer energy. All
noise thresholds and energy weights can be configured for any η region separately. Nevertheless,
no thresholds or weights have been applied on the level of the TTs for the estimation of the L1Calo
trigger MET performance.
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Region ∆ηJE ∆φJE Number of JEs
0.0 < |η| < 2.4 0.2 2π/32 768
2.4 < |η| < 2.7 0.3 2π/32 64
2.7 < |η| < 2.9 0.2 2π/32 64
2.9 < |η| < 3.2 0.3 2π/32 64
3.2 < |η| < 4.9 1.7 2π/16 32
Table 6.2: Jet element map applied by CaloSim in agreement with the existing L1Calo trigger hardware.
Region ∆ηJEM ∆φJEM Number of JEMs
0.0 < |η| < 2.4 0.4 2π/4 48
2.4 < |η| < 2.9 0.5 2π/4 8
2.9 < |η| < 4.9 2.0 2π/4 8
Table 6.3: Jet element module map applied by CaloSim.
Summation of the transverse TT energies to JEs
According to the mapping listed in Table 6.2, the transverse energy sums of the TTs are summed to
JEs. For all EM layers and for the FCal the energy quantization of 250 MeV with a maximum value of
1024 GeV is maintained. The energy sums of the Tile calorimeter and the HECs have a granularity
of 1 GeV at the level of the JEs with a maximum value of 4095 GeV. In case of the MET performance
study, noise thresholds are applied to the ET sums of all EM layers and of the HAD calorimeters.
These are to be optimized in the following.
Calculation of Ex and E y by the JEMs
In analogy to the existing JEMs, which are arranged as listed in Table 6.3, Ex and Ey are calculated.
The JE ET sums have to be multiplied by cosφJE, respectively by sinφJE, with a precision of 250 MeV
for all layers. Finally, all energy components Ex,JE and Ey,JE of the JEs are summed across each JEM to
Ex,JEM and Ey,JEM still separately for each EM layer with a precision of 1 GeV and a maximum value
of 512 GeV.
In contrast to the actual hardware, the final calculation of E missT according to equation 3.13 is per-
formed with a precision of 1 MeV. It is expected that this is of negligible impact on the final result. As
depicted in Figure 6.1, the relative frequencies of E missT calculated by ATHENA and CaloSim are dis-
tributed almost identically and are strongly linearly correlated as indicated by the inscribed sample
Pearson correlation coefficient (SPCC) r [145]. Nevertheless, there is a significant variance around
the diagonal. A cause of this deviations is the thermal noise of the existing analog TT readout elec-
tronics, which is not considered by CaloSim. Instead, it only contains the thermal noise of the main
readout calorimeter cells, which is substantially smaller. The RFDs agree in spite of that due to
the noise thresholds of 1 GeV applied by the existing L1Calo trigger at the level of the TTs, thus by
ATHENA, too.
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Figure 6.1: Comparison of the distributions of the relative frequency of E missT at the level of the L1Calo
trigger calculated by the CaloSim tool and by the ATHENA simulation for µ= 0 (left) and the according
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Figure 6.2: Comparison of the distributions of the relative frequency ofϕ(~E missT ) at the level of the L1Calo
trigger calculated by the CaloSim tool and by the ATHENA simulation for µ= 0 (left) and the according
correlation between ϕ(~E missT ) by ATHENA and by CaloSim with the inscribed SPCC r (right).
The comparison of the direction of ~E missT is depicted in Figure 6.2. Again, there is a good agreement
between the calculations of ATHENA and CaloSim. The peaks in the RFDs of ϕ(~E missT ) are caused by
the digital multiplication of the JE ET sums with the geometric factors and are well modeled by both
simulations. As for the absolute values of the MET, there is a strong correlation between both tools
concerning the direction of the MET, although there is a widening of the ideal diagonal correlation.
The SPCC is reduced compared to the correlation of E missT as this linear correlation measure does
not consider the periodicity of ϕ.
Due to the good agreement between both simulation tools, it is expected that CaloSim provides a
reasonably precise simulation of the envisaged SC readout electronics and of the L1Calo trigger,
although the discussed limitations are present. In turn, a reliable evaluation of the physics perfor-
mance of the system at high luminosities is achievable.
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Figure 6.3: RFD of ET of all JEs from the front layer for different pile-up conditions with
µ= 0,µ= 12.5,µ= 27.5,µ= 41 and µ= 80.
6.1.2 Missing Transverse Energy at High Luminosities
Prior to the actual investigation of the MET performance, the impact of pile-up on the ET resolution
at the level of the JEs is analyzed. The RFD of ET,JE, which is depicted in Figure 6.3 for different val-
ues of µ for the example of the EM front layer, shows a significant contribution by pile-up, which
increases successively with the instantaneous luminosity. This statement is supported by the ac-
cording correlations between ∆ET,JE = ET,JE −Eµ=0T,JE and E
µ=0
T,JE , which are depicted in Figure 6.4. The
variance perpendicular to the ideal correlation, indicated by the red horizontal line, increases with
µ.
The RFDs of ∆ET,JE have been approximated by normal distributions in slices of E
µ=0
T,JE , each of 1 GeV
width. The resultant distributions of the standard deviation σN (∆ET,JE) are depicted in Figure 6.5.
The values of σN are increasing with µ as expected. In addition, they are almost independent from
Eµ=0T,JE , which is typical for contributions of random noise, as discussed in section 3.2.1. According
to equation 3.17, the values of σN are divided by E
µ=0
T,JE to determine the parameters a, b and c. The
values of Eµ=0T,JE < 2GeV are excluded from the fit as these are not well described by equation 3.17.
In case of small values obtained for a or c but large uncertainties, the fit has been repeated with
values of a respectively c fixed to zero. The approximated functions are in good agreement with
the distributions of the relative ET resolution σN /ET. The plots of all other EM and HAD layers are
comprehensively summarized in appendix B.
The numerical results of the fits of all EM calorimeter layers and of all µ values are listed in Table 6.4.
Those of the HAD calorimeters are listed in Table 6.5. First of all, most of the values of χ2/nd f are
smaller than three, what corresponds to a significance of three standard deviations and demonstrates
the quality of the fit results. Furthermore, the noise term with its parameter b dominates as expected
from the flat distribution of σN (E
µ=0
T,JE ). Moreover, the values of b are increasing with the values of µ
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Figure 6.4: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure 6.5: Standard deviationσN of ET,JE−Eµ=0T,JE on the front layer obtained by E
µ=0
T,JE slice-wise Gaussian
fits of the correlations depicted in Figure 6.4 for different values of µ as a function of the JE ET for µ= 0
(left). Relative resolution σN /E
µ=0
T,JE for different values of µ as a function of the JE ET for µ = 0. The fit
results of equation 3.17 are overlaid (right).
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Figure 6.6: Distribution of the relative frequency of E missT at the level of the existing L1Calo trigger simu-
lated by ATHENA for different values of µ.
for all layers. Exemplarily, the value of b for the EM front layer increases from b = 529.3(16)MeV for
µ= 12.5 to b = 863(5)MeV for µ= 80. Important for the proposed L1Calo trigger MET algorithm are
the differences of the pile-up impact among the calorimeter layers as well as between the individual
layers and the resolution of the total JE transverse energy. Apparently, the energy resolution in the
individual layers is substantially better than that of the total ET sum.
Based on these results, it is expected that the specification of layer dependent noise thresholds rather
than of a single noise threshold for the total ET sum allows a more precise noise suppression and in
turn an improved MET resolution at high luminosities compared to the existing L1Calo trigger MET
algorithm.
Finally, the RFDs of E missT of the existing L1Calo trigger MET algorithm simulated with ATHENA
are depicted in Figure 6.6 for different values of µ. There is a significant loss of E missT resolution
observable. The significances σR (E missT ) have been determined by the application of the maximum
likelihood estimator of the Rayleigh distribution, which is expressed by equation 3.16. The results
are listed for each value of µ in Table 6.6 together with the mean values and variances calculated
with the relation given by equation 3.15.
6.1.3 Optimization of Missing Transverse Energy
As demonstrated, the resolution provided by the existing L1Calo trigger MET algorithm is substan-
tially deteriorated at high instantaneous luminosities. Consequently, this loss of physics perfor-
mance has to be regained by the optimization of the JE noise thresholds. Due to the at least nine
noise threshold values for the nine distinct calorimeter layers, an efficient optimization algorithm
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EM Layer µ a [
p
GeV] b [GeV] c χ2/nd f
Presampler
12.5 0.134±0.007 0.401±0.008 0±0 (fixed) 1.1
27.5 0.112±0.009 0.498±0.006 0±0 (fixed) 0.9
41 0.158±0.008 0.535±0.007 0±0 (fixed) 3.4
80 0.234±0.010 0.597±0.011 0±0 (fixed) 1.8
Front
12.5 0.1109±0.0017 0.5293±0.0016 0±0 (fixed) 1.7
27.5 0.1729±0.0021 0.6097±0.0025 0±0 (fixed) 4.6
41 0.2152±0.0025 0.688±0.003 0±0 (fixed) 7.1
80 0.316±0.003 0.863±0.005 0±0 (fixed) 6.9
Middle
12.5 0.0644±0.0012 0.5254±0.0008 0±0 (fixed) 4.1
27.5 0.0966±0.0013 0.6156±0.0010 0±0 (fixed) 10
41 0.1312±0.0015 0.6981±0.0014 0±0 (fixed) 12
80 0.1924±0.0018 0.8794±0.0019 0±0 (fixed) 22
Back
12.5 0±0 (fixed) 0.342±0.005 0±0 (fixed) 1.4
27.5 0.070±0.017 0.338±0.013 0±0 (fixed) 0.1
41 0±0 (fixed) 0.381±0.004 0±0 (fixed) 0.1
80 0±0 (fixed) 0.415±0.005 0.018±0.005 0.5
FCal
12.5 0.553±0.005 1.773±0.007 0±0 (fixed) 25
27.5 0.622±0.009 2.679±0.011 0±0 (fixed) 4.2
41 0.653±0.012 3.357±0.013 0±0 (fixed) 5.0
80 0.48±0.03 5.188±0.019 0±0 (fixed) 4.3
Total
12.5 0±0 (fixed) 0.9099±0.0008 0±0 (fixed) 78
27.5 0±0 (fixed) 1.2393±0.0011 0±0 (fixed) 38
41 0±0 (fixed) 1.4844±0.0013 0.0070±0.0013 21
80 0.177±0.004 1.9246±0.0024 0±0 (fixed) 31
Table 6.4: Approximated parameters of equation 3.17 fitted to the distributions of the relative JE ET
resolution of the EM calorimeters.
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HAD Layer µ a [
p
GeV] b [GeV] c χ2/nd f
Tile
12.5 0.126±0.004 0.445±0.003 0.0179±0.0019 2.4
27.5 0.1413±0.0016 0.4881±0.0020 0±0 (fixed) 3.3
41 0.125±0.006 0.539±0.004 0.0245±0.0019 2.5
80 0.105±0.009 0.638±0.004 0.0331±0.0019 1.7
HEC
12.5 0.044±0.004 0.4977±0.0017 0±0 (fixed) 1.3
27.5 0.065±0.003 0.5595±0.0018 0±0 (fixed) 0.8
41 0.074±0.004 0.7197±0.0024 0±0 (fixed) 2.2
80 0.127±0.004 0.830±0.003 0±0 (fixed) 3.5
FCal1
12.5 0.118±0.015 0.914±0.008 0±0 (fixed) 3.4
27.5 0.288±0.011 1.088±0.011 0±0 (fixed) 7.6
41 0.392±0.012 1.210±0.014 0±0 (fixed) 15
80 0.563±0.016 1.493±0.023 0±0 (fixed) 5.7
FCal2
12.5 0±0 (fixed) 0.444±0.010 0±0 (fixed) 0.4
27.5 0±0 (fixed) 0.500±0.018 0.04±0.02 0.5
41 0.14±0.05 0.53±0.04 0±0 (fixed) 0.9
80 0±0 (fixed) 0.679±0.012 0±0 (fixed) 1.2
Total
12.5 0.070±0.005 0.554±0.0019 0.0134±0.0014 2.8
27.5 0.063±0.007 0.6158±0.0021 0.0166±0.0014 2.2
41 0.103±0.005 0.6918±0.0026 0.0126±0.0023 4.8
80 0.145±0.003 0.7966±0.0023 0±0 (fixed) 2.6
Table 6.5: Approximated parameters of equation 3.17 fitted to the distributions of the relative JE ET
resolution of the HAD calorimeters.
µ σR [GeV] ER [GeV] VarR (σR ) [GeV2]
0 8.91 11.2 3.82
12.5 11.8 14.8 5.06
27.5 13.9 17.4 5.95
41 15.3 19.2 6.57
80 18.3 22.9 7.85
Table 6.6: Significance σR , expectation value ER (σR ) and variance VarR (σR ) of the MET at the level of
the existing L1Calo trigger for different values of µ. σR has been determined by use of the maximum
likelihood estimator of the Rayleigh distribution.
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FoM Description
σN (∆E missT ) Standard deviation of the RFD of
∆E missT = E missT −E
miss,µ=0
T .
|σR (E missT )−σR (E
miss,µ=0
T )| Absolute difference of the MET significance to
the MET significance of the reference E miss,µ=0T .
KS(E missT ,E
miss,µ=0
T ) Result of a two-sample Kolmogorov-Smirnov
compatibility test (KS test) [148, 149] between
the EDF of E missT and the EDF of E
miss,µ=0
T .
σN (∆Ex ) Standard deviation of the RFD of
∆Ex = Ex −Eµ=0x .
KS(Ex ,E
µ=0
x ) Result of a two-sample KS test between the EDF
of Ex and the EDF of E
µ=0
x .
Table 6.7: List of all FoMs tested.
is required. Furthermore, a suitable figure of merit (FoM) has to be identified in order to mathemat-
ically define what an optimal solution is. In all cases, the value of E miss,µ=0T calculated by CaloSim
serves as the desired reference.
The list of all probed FoMs is itemized in Table 6.7. There are two FoMs, σN (∆E missT ) and σN (∆Ex ),
which consider the impact of the noise thresholds on the individual events, while the others are
solely shape based approaches. It is common for all FoMs that they can be regarded as functions of
the noise threshold values. Therefore, they can be written as f :RN →R, where N is the number of
noise thresholds. Consequently, the optimal set of noise thresholds is the global minimum of the
FoM function. Its location within the parameter space cannot be determined analytically, which is
why numerical procedures are required.
There are many function minimization algorithms available. For the special case of the search for
the optimal set of noise thresholds, two constrains reduce the amount of applicable algorithms. Due
to the quantization of the JE noise threshold of 250 MeV, algorithms expecting a continuously dif-
ferential function are excluded, what applies among others to Minuit [146]. Furthermore, the large
number of parameters causes many algorithms to become inefficient: the number of time consum-
ing function calls, required to locate its minimum, increases rapidly with the dimension count. It
has turned out that this is also the case for a self-developed genetic algorithm [147], which has been
adapted to the parameter quantization. Another drawback of this type of heuristic search algorithms
is the lack of a plausible abortion condition, which should indicate the global function minimum.
Due to these reasons, it has been decided to implement a simple, iterative search algorithm, which
assumes that the function to be minimized is of bounded variation and that the inter-parameter
correlations are small. It is expected that these conditions are fulfilled by all presented FoMs.
A flowchart of the custom function minimizing algorithm is depicted in Figure 6.7. The algorithm is
implemented as a generic C++ library with virtual interfaces to be overridden in order to specify the
custom function to be minimized. A solution is defined to be a complete set of function parameter
values. These function parameters have to be declared beforehand, what includes a valid parameter
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Figure 6.7: Flowchart of the custom function minimizing algorithm (left). Starting from an initial so-
lution, the parameters are varied iteratively until no better solution can be found. For each parameter,
a range and the granularity ∆v have to be specified. There are two proceedings to vary the parame-
ter values to be optimized, which are visualized at the example of a two-dimensional parameter space.
Initially, an individual variation of each parameter is performed perpendicular to the remaining param-
eters (top right). Each solution is indicated as a circle on the direction of the parameter variation. Finally,
inter-parameter correlations are considered by pairwise variations of all parameters (bottom right).
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value range [a,b] and a granularity ∆v . It is demanded that the granularity is a divider of b −a. As a
consequence, there is a limited number of v = (b −a)/∆v valid values for each parameter. Starting
from an initial solution, the algorithm starts to vary each parameter individually, while keeping the
remaining parameter values fixed. A list of solutions is created and evaluated by the custom func-
tion, which is, in the concrete case of the MET performance optimization, one of the introduced
FoMs. In order to minimize the consumed CPU time, the result of each evaluated solution is stored.
Therefore, no repetitive time-consuming evaluation of the same solution is required. The perpen-
dicular parameter variation is iteratively repeated as long as a solution with a smaller function value
is obtained. Failing that, the algorithm varies the parameters pairwise for all possible combinations
of parameters in order to consider a possible inter-parameter correlation of the function to be mini-
mized. If this approach leads to a better solution, the algorithm repeats the individual variation of
the parameters starting from the new preliminarily best solution.
The advantage of this custom function minimizing algorithm is its simplicity, its acceptance of an
arbitrary number of parameters, its independence from the actual function, its intrinsic consider-
ation of the parameter granularity and its plausible abortion condition indicating that the global
function minimum within the specified limited parameter space has been found. However, the set
of feasible functions is limited by the constrains mentioned above. Furthermore, the total amount
of solutions follows approximatively a power law v N , where v is the number of parameter variations
of one parameter and N is the total number of parameters. This issue can be compensated by an
initially coarser granularity of the parameter variations for larger parameter ranges. Once the posi-
tion of the function minimum has been constrained by the first run of the algorithm, the parameter
space can be reduced accordingly while the granularity of the parameter variation is increased to its
maximum. Therefore, the required run time of the algorithm to definitely locate the global function
minimum is predictable and reasonable.
It has turned out that the FoMσN (∆E missT ) produces the most promising results. This is obvious as the
actual aim of the optimization is to recover event by event the same value of E missT as of the reference.
The selected FoM describes the average deviation from the reference and is therefore the suitable
quantity to be minimized. The results of the optimization are listed for a single, η independent JE
noise threshold for each calorimeter layer in Table 6.8 together with the minimized function value
of σN (∆E missT ) and the mean value µN of ∆E
miss
T .
Obviously, there is a huge variance of the actual JE noise threshold values across the various calori-
meter layers. Especially the thresholds to be applied on the EM FCal suppress most of the deposited
energy, which indicates a high impact by pile-up in agreement with the analysis of the ET resolution
of the JEs. The fraction of pile-up energy deposits with respect to the total ET is enhanced in the
region of the FCal as the high energetic jets of the MC sample are limited to |η| < 2.7. Therefore, the
algorithm cuts almost all energy of the FCal as there is no correlation with the energy of the reference
and hence a strong contribution to the width of ∆E missT . Furthermore, there are large noise thresh-
olds obtained for the EM Presampler and the EM front layer, where a large occupancy is expected
for high pile-up, too.
Most of the threshold values are increasing with the value ofµ, what is plausible due to the increasing
effect of pile-up. Contrary, there are noise thresholds decreasing with an increasing value of µ, as for
the Tile calorimeter, where the threshold decmidrules from 23 GeV for µ= 41 to 14 GeV for µ= 80.
This effect is caused by a reduced dependency of the FoM on the actual JE noise threshold in the
affected layers.
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Layer
JE Noise Thresholds [GeV]
µ= 12.5 µ= 27.5 µ= 41 µ= 80
EM Presampler 8.25 2.00 6.25 18.50
EM Front 5.50 12.50 14.25 24.75
EM Middle 2.50 3.00 3.00 5.50
EM Back 3.50 6.75 9.50 2.00
EM FCal 22.50 29.25 36.00 40.00
Tile 4.00 7.00 23.00 14.00
HEC 4.00 6.00 20.00 14.00
HAD FCal1 5.75 21.50 13.50 23.75
HAD FCal2 0.50 0.00 2.75 0.00
σN (∆E missT ) 6.54 7.28 7.73 8.58
µN (∆E missT ) 0.03 0.08 0.01 0.00
Table 6.8: JE noise thresholds optimized according to the FoM σN (∆E missT ) as well as the minimized
function value of the FoM and the mean value µN of ∆E missT .
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Figure 6.8: Distribution of the relative frequency of ∆E missT for different values of µ with minimized
width due to optimized JE noise thresholds (left) and the according standard deviation σN (∆E missT ) as a
function of µ (right).
The minimized function value of the FoM σN (∆E missT ) increases, as expected, from 6.54 GeV for
µ= 12.5 to 8.58 GeV for µ= 80 and therefore rises slower than µ. The mean value of∆E missT is close to
zero. Therefore, there is no shift of the distribution of E missT even for higher luminosities. The RFDs
of ∆E missT achieved with the optimized JE noise thresholds as well as the minimized FoM values as a
function of µ are depicted in Figure 6.8.
6.1.4 Results and Conclusions
Finally, the output of the optimized MET algorithms is compared with the reference MET for µ= 0
calculated by CaloSim and with the existing L1Calo trigger MET algorithm simulated by ATHENA.
Figure 6.9 depicts the comparison of the RFDs of these E missT variants for all four values of µ> 0. As
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Figure 6.9: Comparison of the distributions of the relative frequency of E missT at the level of the L1Calo
trigger calculated by CaloSim for µ= 0 (red), which serves as reference, by CaloSim with the optimized
JE noise thresholds (green) and by ATHENA configured as the existing L1Calo trigger (blue) for four
different pile-up conditions: µ = 12.5 (top left), µ = 27.5 (top right), µ = 41 (bottom left) and µ = 80
(bottom right).
outlined before, the significance of the MET distribution of the existing L1Calo trigger algorithm
grows significantly with increasing µwhile the optimized CaloSim E missT calculation remains close to
the reference distribution even for µ= 80. The actual values of σR of the optimized MET algorithm
are determined by applying the maximum likelihood estimator of equation 3.16. The results are
listed in Table 6.9. These values are visualized and compared with those of the existing L1Calo trigger
MET algorithm in Figure 6.10. It can be concluded that the optimized MET algorithm, implemented
by CaloSim, clearly outperforms the existing L1Calo trigger MET algorithm in terms of the pile-up
stability of the E missT resolution.
In addition to the RFDs, the correlations of the absolute value of ~E missT and its azimuthal angle
ϕ(~E missT ) between the optimized CaloSim calculation and the reference of µ= 0 are depicted for all
four nonzero values of µ in Figure 6.11 respectively in Figure 6.12. The SPCC r is inscribed at each
correlation histogram. It becomes clear that there is a linear correlation, although r is decreasing
with increasing µ as visualized by Figure 6.13. Again, the linear correlation ofϕ(~E missT ) is smaller than
of E missT .
Based on the RFDs of E missT , L1 trigger rates have been calculated, which are depicted as functions of
the MET trigger threshold in Figure 6.14. Considering the predicted inelastic total proton-proton in-
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Figure 6.10: Significance σR as a function of µ for the optimized CaloSim based MET algorithm (green












































120  to reference
=12.5µmiss, 
T, optimizedCorrelation of E












































120  to reference
=27.5µmiss, 
T, optimizedCorrelation of E












































120  to reference
=41µmiss, 
T, optimizedCorrelation of E












































120  to reference
=80µmiss, 
T, optimizedCorrelation of E
=0.32r=14TeV, sDijet Events, 
Figure 6.11: Correlations between E missT calculated with optimized JE noise thresholds and E
miss
T for
µ= 0, both simulated by CaloSim for four different pile-up conditions: µ= 12.5 (top left), µ= 27.5 (top
right), µ= 41 (bottom left) and µ= 80 (bottom right).
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µ σR [GeV] ER [GeV] VarR (σR ) [GeV2]
0 8.35 10.5 3.58
12.5 8.56 10.7 3.68
27.5 8.44 10.6 3.62
41 8.47 10.6 3.63
80 8.82 11.1 3.78
Table 6.9: Significance σR , expectation value ER (σR ) and variance VarR (σR ) of the optimized MET for
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Figure 6.12: Correlations between ϕ(~E missT ) calculated with optimized JE noise thresholds and ϕ(
~E missT )
for µ = 0, both simulated by CaloSim for four different pile-up conditions: µ = 12.5 (top left), µ = 27.5
(top right), µ= 41 (bottom left) and µ= 80 (bottom right).
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Figure 6.13: Sample Pearson correlation coefficients r for E missT (red squares) and for ϕ(
~E missT ) (blue
circles) as a function of µ.
teraction cross section for
p
s = 14TeV of 77.39 mb and the nominal BC time spacing of∆tBC = 25ns,
the instantaneous luminosity has been calculated for each nonzero value of µ by the use of equa-
tion 3.3. Furthermore, a dijet cross section of σDijet = 3.53×106 nb, estimated by the MC event gen-
erator, has been assumed. For each case, the trigger rate for the reference of µ= 0 has been scaled
to the same instantaneous luminosity as of the µ value it is compared with. The minimal MET trig-
ger thresholds for a desired maximum L1 trigger rate of 20 kHz as a function of the instantaneous
luminosity have been derived and visualized in Figure 6.15. It becomes apparent that the trigger
thresholds based on the optimized algorithm can remain at significantly smaller values even at high
luminosities compared those required for the existing L1Calo trigger MET algorithm to not exceed
the assumed limit of 20 kHz. It is therefore expected that the SC trigger readout will significantly
improve the MET determining at the level of the L1 trigger with rates as calculated.
6.2 ATLAS Readout Electronics Upgrade Simulation
It has been demonstrated in the previous section that the finer granularity provided by the SCs to
the L1Calo trigger facilitates a significantly improved performance of the E missT trigger algorithm. As
outlined, further studies have substantiated an improved L1 trigger performance with respect to the
detection of electrons, τ leptons and jets due to the envisaged SC geometry [95]. All these studies do
not account for the new digitization and energy reconstruction architecture of the planned Phase-1
upgrade of the LAr calorimeter trigger readout electronics, which has been intensively discussed in
the chapters 4 and 5.
One of the most important aims of the Phase-1 upgrade of the LAr calorimeter trigger readout elec-
tronics is the reduction of the L1 trigger rates due to an improved rejection efficiency of background.
As outlined in section 2.2.1, low pT trigger thresholds for EM objects are of high priority for a success-
ful continuation of the physics program of ATLAS. Therefore, it has been decided to investigate the
system performance with respect to the separation power of the three eFEX variables, introduced
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Figure 6.14: Comparison of the L1 trigger rates as a function of the MET trigger threshold for the existing
L1Calo trigger (blue), for the MET calculated by CaloSim with optimized JE noise thresholds (green) and
for the reference MET for µ= 0 (red). All distributions are scaled to the same respective instantaneous
luminosity, which has been calculated based on the actual value of µ and on the total inelastic proton-
proton cross section to be: L = 6.46×1033 cm−2 s−1 for µ = 12.5 (top left), L = 1.42×1034 cm−2 s−1 for
µ = 27.5 (top right), L = 2.12×1034 cm−2 s−1 for µ = 41 (bottom left) and L = 4.13×1034 cm−2 s−1 for
µ= 80 (bottom right). A desired maximum trigger rate of 20 kHz is indicated by the red horizontal line.
in section 4.4.2, between electrons and its major background, which are jets. The optimization of
the system towards this separation power is supposed to be the basis for the commitment of crucial
design decisions, such as the question of the actual digitization scheme or the choice of the con-
crete energy reconstruction algorithm. As the separation power depends on the selected physics
scenarios as well as on the properties of all system components, all of them have to be considered
by the simulation. A particular emphasis have to be put on the digitization and on the energy recon-
struction as these belong to the major improvements of the Phase-1 LAr calorimeter trigger readout
electronics.
A new software tool has been developed to perform these simulations, which is called ATLAS Readout
Electronics Upgrade Simulation (AREUS). Its approach of simulating collision data and the response
of the Phase-1 LAr calorimeter trigger readout electronics are outlined in the following. A more
detailed description of the software itself, including technical aspects, is given in appendix C. A
comprehensive ATLAS internal manual of AREUS is available in [150]. The design of AREUS has
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Figure 6.15: Comparison of the L1Calo trigger E missT trigger thresholds as a function of the instantaneous
luminosity for a fixed L1 trigger rate of 20 kHz for the reference MET for µ= 0 (red squares), the existing
L1Calo trigger algorithm (blue triangles) and for the MET calculated by CaloSim with the optimized JE
noise thresholds (green circles).
been driven by the goal to provide a fast and flexible tool that enables an accurate simulation of
various physics and upgrade scenarios.
The elaborate development of AREUS has been remunerated by its intensive use by several LAr calori-
meter group members for initial studies of a new analog filter type for the Phase-2 upgrade [151],
for the development and investigation of new energy reconstruction algorithms [152] and for the
generation of test input data for the new LDPS firmware [153, 154]. Furthermore, AREUS has been
meanwhile extended by modules simulating the FCal [155] and the Tile calorimeter [156, 157], thus
it currently covers the whole calorimeter system of ATLAS.
6.2.1 Physics Monte-Carlo Samples
Previous intensive energy reconstruction performance studies of the Phase-1 LAr calorimeter trigger
readout has utilized AREUS, too, but with artificial sequences of hits in a single SC [133]. These
have revealed important aspects of the energy reconstruction performance of various algorithms.
The calculation of eFEX variables requires the simulation of an area of SC. Therefore, the artificial
sequences of SC hits have to be replaced by accurately modeled calorimeter showers traversing the
area of simulated SCs.
Complex MC simulations are required to obtain the desired calorimeter showers of electrons and jets.
Initially, an MC event generator has to be applied, which generates proton-proton interaction events
with final state particles of a specific type of physics processes. Following this, the energies deposited
by these final state particles as well as by their possible decay products in the LAr gaps of the LAr
calorimeter have to be simulated with GEANT4 based on a detailed model of the ATLAS detector.
Finally, the obtained deposited energies have to be divided by the sampling fraction, fsamp, of the
specific calorimeter cell to obtain the energy most probably deposited in the whole cell including the
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absorbers. The value fsamp of each LAr calorimeter cell has been obtained from a GEANT4 simulation
of the ATLAS detector.
Four physics signal MC samples have been created with this procedure and are used in the following
as an input for AREUS:
• Single Electrons: sample of 100,000 events with single, artificial electrons generated by the
particle gun generator. These have uniformly distributed transverse momenta within the range
of 20GeV < pe−T < 50GeV. This pT spectrum has been selected to cover the crucial range of the
trigger pT thresholds for EM objects obtained in section 2.2.1. In order to facilitate the detector
simulation by AREUS, the detector region of the electrons have been limited to |η| < 0.1 and
|φ| < 0.1. The directions of flight of the electrons are uniformly distributed within this rectangle
in the η-φ-plane. Accordingly, the detector region simulated by AREUS has been limited to
|η| ≤ 0.4 and |φ| ≤ 0.4. To account for the spread of the beam interaction position within
the ATLAS detector, the electrons vertex positions are Gaussian distributed in the ranges of
(x, y, z) = (0±10mm, 0±10mm, 0±50mm).
• Dijets (Z1): an official ATLAS MC sample of about 200,000 dijet events, generated with Pythia8,
have been utilized to obtain jets, as these cannot be generated by the simplistic particle gun.
A generator level event filter has been applied, which requires at least one jet per event with
20GeV < p jetT < 80GeV. The event selection efficiency of this filter is given by 3.1×10−4 and the
effective cross section, estimated by Pythia8, is given by σZ1,eff = 24.6×103 nb. The simulated
detector region of all three dijet samples has been limited to the EMB.
• Dijets (Z2): the same conditions as for the Z1 sample has been utilized to generate the next
pT-slice of the dijet sample of 40,000 events. The generator level event filter for the Z2 samples
requires the most energetic jet of the event to have a transverse momentum in the range of
80GeV < p jetT < 200GeV. The according filter efficiency is given by 5.43×10−3 and the effective
cross section has been estimated by Pythia8 to be σZ2,eff = 348nb.
• Dijets (Z3): the last considered pT-slice of the Pythia8 generated dijet sample has a transverse
momentum range of the most energetic jet of 200GeV < p jetT < 500GeV. The filter efficiency is
given by 1.91×10−3 and the estimated effective cross section byσZ3,eff = 3.19nb. Again, 40,000
events are available.
In the context of the eFEX, the single electrons serve as signal which has to be detected at greatest
efficiency achievable. Contrary, the three dijet samples are the sources of the jet background which
has to be rejected by the eFEX algorithms.
In addition to these physics signal samples, minimum-bias samples are required to model the pile-
up background. As for the dijet samples, official ATLAS MC samples have been selected. These are
also utilized by ATHENA based simulations of ATLAS as pile-up background and are thus intensively
validated. There are two Pythia8 generated minimum-bias samples distinguished by at least one
anti-kT jet (R = 0.4) per event with a transverse momentum of pT > 35GeV. The sample without
such a jet is denoted as low-pT minimum-bias sample, which has about ten million events. The
sample with such a jet is denoted as high-pT minimum-bias sample and consists of about 500,000
events.
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6.2.2 Simulation of Proton-Proton Collisions
The MC samples introduced above are deployed to model realistic sequences of proton-proton colli-
sions for arbitrary pile-up conditions. In opposite to ATHENA based simulations, these sequences
are in principle of infinite length. This is required in particular for a reliable simulation of the WFFC
algorithm, which is an IIR filter whose output depends on all previous input ADC samples.
Due to the small cross sections of the physics signal processes with respect to the total inelastic
proton-proton interaction cross section, physics signal events are unlikely to occur within a time
distance of the length of the LAr calorimeter pulse shapes. Therefore, it has been decided to inject
a single physics signal event at each fortieth BC of the BC sequence (∆t = 1000ns). This fixed time
distance is sufficiently large to avoid an overlap of the SC pulse shapes of nearby physics signal
events.
This sequence of well separated physics signal events has been overlaid with pile-up events accord-
ing to the desired value of µ. The minimum-bias samples introduced above are weighted with a
ratio of whigh-pT : wlow-pT = 1 : 999. This means that the number of events of the high-pT minimum-
bias sample is Poisson distributed with µhigh-pT = 0.001µ and that of the low-pT minimum-bias
sample with µlow-pT = 0.999µ. This procedure has been adapted from the ATHENA simulation of
ATLAS [158, 159].
In order to obtain an even more realistic sequence of BCs, the bunch train structure of the LHC,
explained in section 3.1.1, has been considered. Therefore, there are sequences of empty bunches
without protons, followed by a train of filled bunches. The interactions due to the crossing of filled
bunches are modeled by the superimposed physics signal and minimum-bias events. These se-
quences of overlaid physics events are continuously simulated by AREUS, but its output has been
restricted to BCs with physics signal events.
6.2.3 Simulation of the Electronics Response
As explained, the input of AREUS are GEANT4 simulated calorimeter cell hits for each BC. The initial
stage of the simulation sums up the energies of all overlaid physics events deposited in the calori-
meter cell for each BC. The SC energies are obtained by summing the energies of the calorimeter cells
grouped to the SC in question. For that purpose, the SC mapping of section 4.3.1 has been applied.
Through all summing stages, the timings of the individual calorimeter cell hits are retained.
Following this, the δ-function like energy depositions are convoluted with the pulse shapes of sec-
tion 4.3.4. Each single GEANT4 hit is shaped individually taking into account the energy and the
individual timing with a resolution of 500 ps. Subsequently, the obtained pulse shape is discretized
in time with Ts = 25ns and with a given ADC phase, ϕADC. The obtained analog samples are super-
imposed with those of all other hits including those of previous BCs. The selection of the pulse shape
for each hit depends on the position of the SC in the LAr calorimeter and on the energy. Thus, the
saturation of the analog shaper is considered as given by the SPICE simulation.
The obtained analog waveform samples are faded with Gaussian distributed thermal noise. The
noise level of each SC is calculated according to the procedure described in section 4.3.3. There is
no autocorrelation of the thermal noise considered. Instead, the noise of each sample is randomly
independent.
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BC
















Figure 6.16: Example of a simulated sequence of deposited energies in a SC of 200 BCs length and the
output samples of the ADC. Depicted are the δ-function like GEANT4 hits (green) which are shaped,
faded with thermal noise and digitized (black) as functions of the BC number.
The translation of the deposited energies to transverse energies is applied before the ADC. Thus,
the lsb values are fixed across η in units of ET. The ADC is modeled according to section 4.3.5 and
section 5.1 taking into account a bit width of twelve and a default ENOB of eleven, a pedestal of
1024 counts and a default lsb value of 125 MeV in the middle layer and of 32 MeV in the others. An
example sequence of GEANT4 hits with the ADC output samples simulated by AREUS is depicted in
section 6.16.
The simulated ADC output samples are the input of the digital energy reconstruction algorithms
which have been introduced in the sections 5.5, 5.6 and 5.7. The OFMax, the OF|χ|, the WFFC, the
WFMax, the WFThr and the DFMax algorithms have been implemented within AREUS, what also in-
cludes the respective calibration procedures. If required by the filter, the first ten thousand BCs
are taken for calibration purposes only. During this procedure, the algorithm does not output any
sample.
All digital algorithms of AREUS are implemented with fixed-point arithmetics to account for the
actual target hardware, which are FPGAs. In addition to the twelve bits of the ADCs, further p bits
are considered for the calculation of the filter response. Thus, the minimal positive nonzero value
encodable is given by 2−p . Due to this reason, p is called precision of the digital values, which is zero
for the output of the ADCs. Internally, all filters have a precision of p = 14, which is truncated to p = 4
for the data transmission between filters, as between the OF and the attached maximum finder in
case of the OFMax. The finally outputted reconstructed ET has a precision of p = 2. The actual digital
precision of the data send from the LAr calorimeter back-end to the eFEX has not been fixed yet.
All considered energy reconstruction algorithms are performed by AREUS in parallel on the same se-
quence of ADC samples. Their output is thus directly comparable. The results of the filter simulations
as well as the originally deposited energies are written to disk for a postponed analysis of the actual
performance of the energy reconstruction and of the eFEX variables based on the reconstructed
transverse SC energies.
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6.2.4 Analysis of the Simulation Results of AREUS
The output data of AREUS are investigated by three different analyses, each with a focus on a partic-
ular aspect of the system performance. These are briefly explained in the following.
Energy Reconstruction Performance
The energy reconstruction performance analysis investigates the precision and accuracy of the en-
ergy reconstruction algorithms with respect to the deposited energies for each single SC. The results
are averaged for each layer. The following variables are considered:
• E DepoT,SC is the transverse energy deposited in a SC during one BC, hence the sum of GEANT4
hits of the SC.
• E RecoT,SC is the transverse energy reconstructed by the energy reconstruction algorithm in ques-
tion. Ideally, the value of this quantity is equal to E DepoT,SC , but due to physical and technical
reasons there are deviations.
These variables are deployed to define the actual performance measures:
• The absolute deviation of the reconstructed transverse energy is given by:
∆ET := E RecoT,SC −E DepoT,SC . (6.1)










For convenience, the upper range of the relative deviation is limited to δET = +1. All values
above that threshold are set to δET =+1. In turn, the total range of the relative deviation is lim-
ited to [−1,+1] due to the positivity of the transverse energies. A value of δET =−1 occurs when
a deposited energy is completely missed by the energy reconstruction, while δET = +1 indi-
cates the reconstruction of transverse energies significantly larger than the actually deposited
transverse energies.
• The signal detection efficiency, εδ=0.10signal , is defined to be the ratio of the amount of properly
reconstructed transverse energies to the amount of all reconstructed transverse energies. A
reconstructed transverse SC energy is considered to be correct, if its relative deviation is within
a range of |δET | ≤ 0.10. Ideally, εδ=0.10signal should approach one.
• The faked signal efficiency, εδ=0.10fake ,is defined to be the ratio of the amount of reconstructed
transverse energies with δET > 0.10 to the amount of all reconstructed transverse energies.
Hence, a faked SC signal is a reconstructed transverse energy that is at least 10 % larger than
the actually deposited transverse energy. Ideally, εδ=0.10fake should approach zero.
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• The missed signal efficiency, εδ=0.10miss , is defined to be the ratio of the amount of reconstructed
transverse energies with δET < −0.10 to the amount of all reconstructed transverse energies.
Hence, a missed SC signal is a reconstructed transverse energy that is at least 10 % smaller
than the actually deposited transverse energy. Ideally, εδ=0.10miss should approach zero.
• The precision of the energy reconstruction, is defined by the standard deviation of the abso-
lute deviation, σN (E RecoT,SC −E
Depo
T,SC ). This quantity is demanded to also consider non-Gaussian
deviations of E RecoT,SC from E
Depo
T,SC . Therefore, σN is determined by the unbiased estimator of the
standard deviation rather than by an approximation of a normal distribution. Artifacts due to
a huge faked or missed signal efficiency are avoided by the limitation of the considered range
to |δET | < 1. E RecoT,SC is compared to the GEANT4 hits in the LAr gaps and not to the energy de-
posited in the whole LAr calorimeter cell including the absorbers. Hence, there is no stochastic
term contributing (see section 3.2.1). It is therefore expected that the energy reconstruction
precision is an almost flat function of E DepoT,SC . Its constant value is a measure of the remaining
total noise the energy reconstruction algorithm in question forwards to the L1 trigger. It is
thus the most crucial performance parameter of the energy reconstruction.
• The accuracy of the reconstructed transverse energy is given by the mean value of the absolute
deviation, 〈E RecoT,SC −E
Depo
T,SC 〉. This quantity is not a crucial performance measure as deviations
from zero can be compensated by a calibration. Nevertheless, it should remain small. Fur-
thermore, a strong dependence of the energy reconstruction accuracy on the position of an
event within the bunch train (see section 3.1.1) may result in a reduced precision of the MET
calculated by the L1Calo trigger. This would lead to an increased trigger rate in the initial BCs
of a bunch train [160].
Those kind of performance variables have been intensively exploited to investigate energy recon-
struction algorithms in [136, 133]. But as outlined before, the evaluation of the full system perfor-
mance requires the consideration of the eFEX algorithms.
eFEX Variable Performance
The eFEX variables discussed in section 4.4.2 are subject of the second AREUS output analysis. The
according calculations are done twice: once based on E DepoT,SC and once based on E
Reco
T,SC . The differ-
ences between these two versions of the same variable is a measure for the energy reconstruction
performance.
As discussed in the sections 4.4 and 4.3, an aim of the Phase-1 upgrade of the LAr calorimeter trigger
readout electronics and of the installation of the eFEX as part of the L1Calo trigger is the reduction
of the trigger rate of EM objects by an increased suppression of the jet background at a high trigger
efficiency for the EM objects. Thus, the separation power of the considered eFEX shower shape
variables Rη, wη,2 and f3 between electrons and jets is the most crucial performance measure of the
whole LAr calorimeter trigger readout system, including the energy reconstruction algorithms. But
instead of simulating a full L1 trigger decision based on the combination of several variables, the
jet suppression efficiency of each eFEX variable is considered individually. This is sufficient for the
evaluation of the energy reconstruction algorithms.
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The following list of additional variables are utilized for the calculations of the eFEX variables:
• E (1)T,3×2 ≡ E (1)T,∆η×∆φ=0.075×0.2 is the transverse energy of a cluster of 3×2 SCs centered around the
most energetic SC in the front layer of the LAr calorimeter. It is an input of the eFEX variable
f3.
• E (2)T,3×2 ≡ E (2)T,∆η×∆φ=0.075×0.2 is the transverse energy of a cluster of 3×2 SCs centered around
the most energetic SC in the middle layer of the LAr calorimeter. It is an input of the eFEX
variables Rη, wη,2 and f3.
• E (3)T,2×2 ≡ E (3)T,∆η×∆φ=0.2×0.2 is the transverse energy of a cluster of 2×2 SCs in the back layer of
the LAr calorimeter. It is an input of the eFEX variable f3.
• E (2)T,7×2 ≡ E (2)T,∆η×∆φ=0.175×0.2 is the transverse energy of a cluster of 7×2 SCs in the middle layer
of the LAr calorimeter. It is an input of the eFEX variable Rη.
Shower Profiles
The third analysis is dedicated for the creation of shower profile plots. Those have been already
depicted in section 5.9 and are utilized in the following to illustrate the situation the eFEX is faced
with.
6.3 Results of the AREUS based Simulations towards the
Phase-1 Upgrade
In the following, AREUS is utilized to investigate the performance of the energy reconstruction
algorithms of the sections 5.5, 5.6 and 5.7 under realistic conditions. These are corresponding to
µ = 80 as expected for Run 3 after the Phase-1 upgrade. Pile-up conditions up to µ = 200 are also
considered, in order to probe the demanded forward compatibility of the Phase-1 LAr calorimeter
trigger readout electronics with Phase-2.
Initially, the properties of the selected physics signals are discussed. Subsequently, the performance
of the energy reconstruction algorithms is analyzed by means of the default configuration of the
system (section 6.3.1). In this context, the derivations of the most important performance measures
are exemplarily illustrated. Finally, crucial system parameters are varied to study their impact on
the energy reconstruction and on the separation power of the eFEX variables between electrons and
jets. These are the pile-up conditions (µ), the thermal noise levels (section 6.3.2), the ADC phases
(section 6.3.3), the ENOB of the ADCs (section 6.3.4) and the lsb values of the ADCs (section 6.3.5).
Additionally, the length of the OF is optimized (section 6.3.6) and the behavior of the energy recon-
struction algorithms due to nearby high energetic SC hits is investigated (section 6.3.7).
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Figure 6.17: Spectra of E DepoT,SC of the utilized physics signal samples for the four LAr calorimeter layers
Presampler (top left), front (top right), middle (bottom left) and back (bottom right).
Transverse Energy Spectra of the Signal MC Samples
The spectra of the deposited energy, E DepoT,SC , in the four LAr calorimeter layers at the level of SCs
of all four physics signal samples are depicted in Figure 6.17. These are distinctly different. First
of all, they are shifted to higher transverse energies from Z1 over Z2 to Z3 due to the increasing
transverse momenta of the contained jets. Despite the actual ET scale, the shape of the ET,SC spectra
deposited by the jets are similar for all four LAr calorimeter layers as the jets are passing through the
EM calorimeter to the HAD calorimeter. Contrary, the electrons deposit most of their energy in the
front and in particular in the middle layer. There is very few energy remaining which reaches the
back layer. Hence, the electrons are stopped as desired within the bulk of the LAr calorimeter.
Based on these spectra, it has been decided to determine the single-channel energy reconstruction
performance in the front and in the middle layer by means of the single electrons. They expose an
almost flat energy spectrum on these layers. Therefore, the electrons provide high statistics up to
transverse energies of about 20 GeV in the front layer respectively of about 40 GeV in the middle layer.
In order to attain a reasonable statistics in the Presampler and in the back layer, the Z2 sample has
been selected to study the energy reconstruction performance there.
The limitation of the following physics studies to one of the three dijet samples has been driven by
the demand to limit the computing time of the according simulation to reasonable values. As the jets
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of the available MC samples are distributed over the whole η-φ-plane of the ATLAS detector, a large
detector region have to be processed. This results in a huge number of SC channels to be considered.
The selection of the Z2 samples is based on a compromise between sufficiently hard ET,SC spectra
and a considerable effective cross section. As the determination of precise EM object trigger rates is
not intended, this choice does not dilute the validity of the simulation results presented hereafter.
Shower Profiles of the Signal MC Samples
To illustrate the spacial distribution of the transverse energies deposited by the electrons and by
the jets in the considered SCs of the LAr calorimeter, shower profiles of two selected MC events are
discussed; one for each sample.
Figure 6.18 depicts the profile of deposited transverse energies of a simulated single electron with
a transverse momentum of pT,e− = 26.8GeV on the four LAr calorimeter layers. Apparently, the elec-
tron shower is centered around η=−0.125 and φ=−0.05. The red colored hottest SC of the shower
is clearly discernible in the environment of the minimum-bias background in the Presampler and
in the front and middle layer. Contrary, there is very little energy deposited in the back layer.
The shower profile of the Z2 sample is depicted in Figure 6.19 for the four LAr calorimeter layers.
There are two broad, high energetic SC clusters recognizable which are consistently occurring in all of
the four layers: the first around (η, φ) = (−1, −2.8) and the second around (η, φ) = (−1.2, 0.4). These
are likely caused by jets passing through the EM calorimeter to the subsequent HAD calorimeter.
Apart from the mentioned SC clusters, there are considerable contributions to the deposited trans-
verse energies by the minimum-bias background in particular in the Presampler. These decreases
successively over the front and middle layer until there is very little energy remaining reaching the
back layer.
6.3.1 System Performance with the default Configuration and Pile-up
Dependency of the considered Performance Measures
In the following, the performance of the Phase-1 trigger readout electronics with its default config-
uration is investigated. The single-channel energy reconstruction performance is discussed for all
six considered energy reconstruction algorithms in dependence of the pile-up conditions. These
range from the Run 1 environment with µ = 25 up to the Phase-2 conditions with µ = 200 at the
maximum. Subsequently, the electron identification and jet background rejection performance of
the three discussed eFEX variables, Rη, wη,2 and f3, are analyzed. For all cases, the derivations of the
utilized performance measures of section 6.2.4 are illustrated in detail.
The default system configuration is defined, beyond the simulation settings specified in section 6.2,
as follows. Moreover, these are the system parameters which are varied during the further course:
• Single physics signal events (single electrons respectively Z2) are injected with a fixed time
distance of 40 BCs (∆t = 1000ns). Thus, there is no overlap of the analog LAr calorimeter pulse
shapes of two successive physics signal events.
• The layer depending thermal noise levels are equal to those discussed in section 4.3.3.
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Figure 6.18: Shower profiles based on GEANT4 SC hits of a selected electron signal event with an electron
transverse momentum of pT,e− = 26.8GeV and withµ= 80 for the four LAr calorimeter layers Presampler
(top left), front (top right), middle (bottom left) and back (bottom right). The values of E DepoT,SC are indicated
by the colors from blue (small ET) to red (large ET).
• The ADC phases are not as before aligned at the peak of the analog SC pulse shape but at their
start as provided by the SPICE simulation. It is expected that this configuration results in a
more realistic scenario, as the ADC phases are not adjustable.
• The digitization schema of section 4.3.5 has been applied with an lsb of 125 MeV in the mid-
dle layer and of 32 MeV on the others. The transition from energies to transverse energies is
performed beforehand the ADC. The currently preferred Nevis ADC chip has been simulated
with a bit width of b = 12 and with an ENOB of beff = 11.
Correlation between Absolute Deviation and Deposited Transverse Energy
The basis of the evaluation of the energy reconstruction performance of the SCs is the correlation be-
tween the absolute deviation of the reconstructed transverse energy, E RecoT,SC −E
Depo
T,SC , and the deposited
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Figure 6.19: Shower profiles based on GEANT4 SC hits of a selected dijet Z2 signal event for µ= 80 for
the four LAr calorimeter layers Presampler (top left), front (top right), middle (bottom left) and back
(bottom right). The values of E DepoT,SC are indicated by the colors from blue (small ET) to red (large ET).
transverse energy E DepoT,SC . Figure 6.20 depicts this correlation for all six considered energy reconstruc-
tion algorithms for µ= 80 for the example of the middle layer. These enable a qualitative discussion
of the energy reconstruction performance. The according quantification follows subsequently.
Ideally, the reconstructed ET equals the deposited ET. Hence, the absolute deviation as a function of
E DepoT,SC should be constantly zero: ∆ET (E
Depo
T,SC ) = 0. The width of the deviations perpendicular to this
zero line indicates the achieved precision: large widths point to a poor precision. Apparently, the
OF based algorithms are significantly more precise than the DFMax algorithm. Furthermore, in the
depicted example the WFMax is more precise than the WFFC which in turn is more precise than the
WFThr algorithm.
Beyond the precision, there are for some algorithms substantial amounts of missed signals, which are
the OF|χ|, the WFFC and the DFMax. These missed signals are discernible in the respective absolute de-
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Figure 6.20: Correlations between the absolute deviation, ∆ET := E RecoT,SC −E
Depo
T,SC , and the deposited trans-
verse energy, E DepoT,SC , in the middle layer for the single electron signal sample with µ = 80 for the six
investigated energy reconstruction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left),
WFFC (center right), WFThr (bottom left) and DFMax (bottom right). The dashed lines indicate the ideal
case of no deviations.
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Signal Detection Efficiency
The signal detection efficiency, εδ=0.10signal , is quantified exemplarily for the middle layer as functions
of E DepoT,SC in Figure 6.21 for all six considered energy reconstruction algorithms and for three values
of µ. Subsequently to an initial rise, all filters show an efficiency plateau. The chosen performance
threshold of εδ=0.10signal = 0.95 is indicated for each histogram by the dashed-dotted line. The values of
E DepoT,SC at which the signal detection efficiency of an algorithm exceeds this threshold is obtained by
a linear interpolation between the concerned E DepoT,SC bins. The results are plotted as functions of µ
for all LAr calorimeter layers and for all six energy reconstruction algorithms in Figure 6.22.
It is common for the depicted curves of all algorithms that the values of E DepoT,SC at which the signal
detection efficiency exceeds the threshold of εδ=0.10signal = 0.95 are increasing withµ. Thus, the plateau of
the signal detection efficiency is reached at higher values of E DepoT,SC . In most of the considered cases,
the OFMax and the WFMax show the best results, followed by the WFFC and by the WFThr. The DFMax
and the OF|χ| algorithm reach the efficiency plateau at last, except in the middle layer where the
OF|χ| is as performant as the OFMax.
Faked Signal Efficiency
In analogy to the signal detection efficiency, Figure 6.23 depicts the faked signal efficiencies, εδ=0.10fake ,
of all investigated energy reconstruction algorithms as functions of E DepoT,SC for three values ofµ for the
example of the middle layer. Now the crucial threshold has been defined to be εδ=0.10fake = 0.05, which
is indicated by dashed-dotted lines. The values of E DepoT,SC at which the faked signal efficiency of the
energy reconstruction algorithms falls below that threshold are visualized in Figure 6.24 as functions
of µ for all four LAr calorimeter layers.
For all layers, the DFMax algorithm features the largest faked signal efficiency, followed by the WFThr
algorithm. The OFMax, OF|χ| and the WFMax always show the lowest faked signal efficiency. The WFFC
algorithm ranges between these two extrema.
Counterintuitive, for some algorithms the faked signal efficiency declines faster below the threshold
of εδ=0.10fake = 0.05 for high values of µ than for smaller values of µ. This effect is most considerable
in the Presampler. The reason for this is the increased probability for energy depositions for large
values of µ. These reduce the relative deviation of the reconstructed transverse energy. As a result,
the faked signal efficiency is reduced as observed.
Missed Signal Efficiency
The counterpart of the faked signal efficiency is the missed signal efficiency, εδ=0.10miss , which is depicted
in Figure 6.27 for all investigated energy reconstruction algorithms as functions of E DepoT,SC for three
values ofµ for the example of the middle layer. As for the faked signal efficiency, the crucial threshold
has been defined to be εδ=0.10fake = 0.05. This is again indicated by dashed-dotted lines.
The values of E DepoT,SC at which the missed signal efficiency of the energy reconstruction algorithms
fall below that threshold are visualized in Figure 6.26 as functions of µ for all four LAr calorimeter
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Figure 6.21: SC signal detection efficiencies for δ = 0.1, εδ=0.10signal , as a function of E
Depo
T,SC in the middle
layer for the single electron signal sample with three different values of µ for the six investigated energy
reconstruction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left), WFFC (center right),
WFThr (bottom left) and DFMax (bottom right). The error bars account for the statistical uncertainties
only. The dashed lines indicate the threshold of εδ=0.10signal = 0.90 and the dashed-dotted line the threshold
of εδ=0.10signal = 0.95. Larger values point to a better performance.
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Figure 6.22: E DepoT,SC at which the signal detection efficiency, ε
δ=0.10
signal , overshoots the threshold of 0.95 as
a function of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle
(bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back
layer and single electrons for the front and middle layer. Lower values indicates a better performance.
layers. These are almost proportional with µ. The reason for the increased missed signal efficiencies
is the interference of the energy reconstruction by out-of-time pile-up.
The worst missed signal efficiency is shown by the DFMax algorithm and - except for the middle
layer - by the OF|χ| algorithm. The latter suffers from its comparable stringent energy identification
criterion. It has turned out that loosing this criterion may result in the output of two consecutive
nonzero samples for the same deposited energy. This would significantly increase the faked signal
efficiency. Due to this reason, the OF|χ| algorithm appears to be more suitable for the main data
readout, where the BC of the energy to be reconstructed is predefined, rather than for the trigger
data readout, where the identification of exactly this BC is crucial.
Again, the OFMax and the WFMax algorithms exposes the best performance with respect to the missed
signal efficiency on all four layers. The WFFC and the WFThr algorithms ranges between the discussed
extrema but are not far off the best competitors.
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Figure 6.23: SC fake signal efficiencies for δ= 0.1, εδ=0.10fake , as a function of E
Depo
T,SC in the middle layer for
the single electron signal sample with three different values of µ for the six investigated energy recon-
struction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left), WFFC (center right), WFThr
(bottom left) and DFMax (bottom right). The error bars account for the statistical uncertainties only.
The dashed lines indicate the threshold of εδ=0.10fake = 0.10 and the dashed-dotted line the threshold of
εδ=0.10fake = 0.05. Lower values point to a better performance.
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Figure 6.24: E DepoT,SC at which the faked signal efficiency ε
δ=0.10
fake undershoots the threshold of 0.05 as a
function of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle
(bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back
layer and single electrons for the front and middle layer. Lower values indicate a better performance.
Absolute Precision of the Reconstructed Transverse Energy
The absolute precision of the reconstructed transverse energies has been quantified as discussed in
section 6.2.4 from the correlation of their absolute deviations with E DepoT,SC . The width of the deviation
of E RecoT,SC − E
Depo
T,SC from zero perpendicular to E
Depo
T,SC has been estimated bin-wise in the range of
|δET | < 1 with the standard deviation, σN (E RecoT,SC −E
Depo
T,SC ). The results are depicted for all six energy
reconstruction algorithms for three different values of µ for the example of the middle layer as
functions of E DepoT,SC in Figure 6.27.
As expected, these functions are almost flat, except for the lowest considered transverse energies. In
this region, the absolute deviation is a priori limited by the restricted range of |δET | < 1. Nevertheless,
the observed precision can be interpreted as total noise of the energy reconstruction algorithms,
according to the explanations of section 3.2.1. Therefore, the depicted functions have been approxi-
mated by a constant in order to determine the error weighted average of the total noise. To exclude
the initial rise of the absolute precision, the considered range has been limited to E DepoT,SC ≥ 2GeV. The
resultant average of the total noise is depicted for all considered energy reconstruction algorithms
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Figure 6.25: SC missed signal efficiencies for δ= 0.1, εδ=0.10miss , as a function of E
Depo
T,SC in the middle layer
for the single electron signal sample with three different values of µ for the six investigated energy recon-
struction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left), WFFC (center right), WFThr
(bottom left) and DFMax (bottom right). The error bars account for the statistical uncertainties only.
The dashed lines indicate the threshold of εδ=0.10miss = 0.10 and the dashed-dotted line the threshold of
εδ=0.10fake = 0.05. Lower values point to a better performance.
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Figure 6.26: E DepoT,SC at which the missed signal efficiency ε
δ=0.10
miss undershoots the threshold of 0.05 as
a function of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle
(bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back
layer and single electrons for the front and middle layer. Lower values indicate a better performance.
and of all LAr calorimeter layers in Figure 6.28 as functions of µ. In addition to that, the obtained
total noise has been listed in Table 6.10 for µ= 80 and for µ= 200 including the respective statistical
uncertainties.
The most competitive algorithms with respect to the precision of E RecoT,SC are the OF based algorithms,
followed by the WFMax filter. In most cases, the WFFC is slightly less precise, what is true also for the
WFThr, which is even less performant than the WFFC. Finally, the DFMax has been beaten by distance
by all other algorithms in terms of the reconstruction precision.
Obviously, the precision of all algorithms becomes worth with increasing values of µ, but with differ-
ent slopes. This aspect is visualized in Figure 6.29. There, the absolute precisions have been divided
by the precision of the respective energy reconstruction algorithm for µ= 25. It is clearly discernible,
that the OFMax, the OF|χ| and the WFMax algorithms suffer most from the increased pile-up condi-
tions. The WFThr and the WFFC are least affected, while the performance loss of the DFMax algorithm
ranges in the middle.
Due to the high robustness against out-of-time pile-up, the WFFC shows a precision comparable
with these of the OFMax, of the OF|χ| and of the WFMax algorithms for highest luminosities in the
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Figure 6.27: Absolute precision, σN (E RecoT,SC −E
Depo
T,SC ), of E
Reco
T,SC as a function of E
Depo
T,SC in the middle layer
for the single electron signal sample with three different values of µ for the six investigated energy recon-
struction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left), WFFC (center right), WFThr
(bottom left) and DFMax (bottom right). The error bars account for the statistical uncertainties only.
Lower values point to a better performance.
154
6.3 Results of the AREUS based Simulations towards the Phase-1 Upgrade
Layer µ





OFMax OF|χ| WFMax WFFC WFThr DFMax
L0
80 180.0 ± 0.8 173.5 ± 1.2 201.1 ± 0.7 198.0 ± 0.7 236.2 ± 0.8 337.4 ± 1.1
200 281.5 ± 0.7 249.2 ± 1.4 355.2 ± 0.6 255.4 ± 0.4 292.4 ± 0.5 389.3 ± 0.7
L1
80 93.27± 0.18 92.0 ± 0.2 95.36± 0.19 109.77± 0.21 134.17± 0.26 211.0 ± 0.4
200 126.53± 0.25 124.69± 0.26 136.07± 0.26 124.82± 0.24 141.33± 0.27 266.6 ± 0.5
L2
80 155.63± 0.25 150.88± 0.24 166.56± 0.26 276.2 ± 0.4 359.98± 0.6 495.5 ± 0.8
200 199.7 ± 0.4 196.1 ± 0.4 198.6 ± 0.3 286.1 ± 0.4 363.2 ± 0.6 536.4 ± 0.8
L3
80 76.7 ± 0.8 75.0 ± 0.9 77.6 ± 0.6 94.8 ± 0.7 118.3 ± 0.8 180.8 ± 1.3
200 94.1 ± 0.9 90.6 ± 1.0 97.0 ± 0.7 103.1 ± 0.7 124.1 ± 0.9 208.9 ± 1.4
Table 6.10: Error weighted average of the absolute precision of E RecoT,SC for E
Depo
T,SC ≥ 2GeV in units of MeV for
the LAr calorimeter layers Presampler (L0), front (L1), middle (L2) and back (L3) for µ= 80 and µ= 200.
The specified statistical uncertainties have a coverage of one standard deviation.
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Figure 6.28: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC as a function
of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC, WFThr and
DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle (bottom
left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back layer and
single electrons for the front and middle layer. Lower values indicate a better performance.
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Figure 6.29: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC relative to µ= 25
as a function of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle
(bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back layer
and single electrons for the front and middle layer. Values close to one indicate a good performance.
Presampler and in the front and back layer. Apparently, it benefits from its active forward correction.
Nevertheless, the WFFC, which has been defined in [95] to be the baseline algorithm for the Phase-1
upgrade, cannot compete with the precision of the listed algorithms in the middle layer, even for
highest values of µ. There, the reasons for the in principal reduced precision due to oscillations,
which have been discussed in section 5.6.2, prevent better results. The inferiority of the WFFC towards
the OFMax algorithm with respect to the precision of E RecoT,SC in the middle layer is especially grave as
one of the most promising eFEX variables, Rη, is calculated solely based on the SC of the middle
layer.
Accuracy of the Reconstructed Transverse Energy
The final single-channel based quality measure of the energy reconstruction is the accuracy, which
is defined to be the mean of the absolute deviation of E RecoT,SC , written as 〈E RecoT,SC −E
Depo
T,SC 〉. This quantity
has been extracted from the correlation between the absolute deviation and E DepoT,SC with the same
procedure applied for the absolute precision, but with the use of the estimator of the expectation
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value. The results are depicted for all six energy reconstruction algorithms for µ= 80 for the example
of the middle layer in Figure 6.30.
Obviously, the deviations from zero are small for µ= 25 for almost all filters and for all E DepoT,SC ranges.
But the accuracy gets substantially worse for higher luminosities and ends up in the range of about
−100 MeV for µ= 200. The reason for this effect is discernible by considering Figure 6.31. It depicts
the accuracy for E DepoT,SC > 5GeV as functions of the position of the SC hits in the bunch train for all six
energy reconstruction algorithms for µ= 80 for the example of the middle layer.
It is discernible that there are considerable spreads between the maximum and the minimum accu-
racy, which increase with µ. By definition, there are no proton-proton collisions in front of the initial
BCs of the bunch train, for what reason there are no interferences with preceding pulses. Therefore,
the accuracy of most of the energy reconstruction algorithms is as desired close to zero at the start
of the bunch train. All signals behind the initial BCs of the bunch train are affected by their prede-
cessors. As discussed in section 5.8, their shaped pulses are overlaid by the undershoots of previous
channel hits. Therefore, the amplitudes of signals apart from the start of the bunch train are likely
to be reduced. The result is the declining accuracy during the BCs 10 to 20 of the bunch train until
there is a steady state between the positive amplitudes of current hits and the undershoot of the past
signals.
This effect occurs also in the current trigger readout chain. The bunch train depending accuracy
is thus, as indicated before, the reason for the observed increased MET trigger rate of the existing
L1Calo trigger in the initial BCs of a bunch train [160]. Therefore, it is worthwhile to probe the
considered energy reconstruction algorithms for the actual strength of this effect.
The spread between the maximum and the minimum of the accuracy of E DepoT,SC as function of the
bunch train position for E DepoT,SC > 5GeV is depicted in Figure 6.32 for all six filter algorithms for all of
the four LAr calorimeter layers. Obviously and in agreement with the discussion above, the spread
increases with µ for all algorithm and all layers but with different slopes. The dependency of the
accuracy on the bunch train position is comparably small in the back layer, where the occupancy
with pile-up is smaller than in the other layers. In the other layers, the accuracy of the WFFC algorithm
is by distance least affected by pile-up. All other algorithms are significantly more sensitive to out-
of-time pile-up, in particular the DFMax. It is thus likely, that the WFFC could reduce the effect of the
increased MET trigger rate in the initial BCs of a bunch train. On the contrary, the lower precision of
the WFFC in the middle layer with respect to the OFMax algorithm may reduce the MET resolution.
A profound evaluation of this question is currently not feasible, as the utilized version of AREUS
does not cover the Tile calorimeter and the FCal, which are required for calculation of the MET (see
section section 6.1). Utilizing the ATLAS simulation of ATHENA is not feasible, too. It includes all
sub-detectors but not any other energy reconstruction algorithm than the OFMax.
Calculation and Performance of the eFEX Variable Rη
In the following, the calculation and performance evaluation of Rη, the first of the three eFEX vari-
ables, are discussed. Figure 6.33 depicts the SC clusters, E (2)T,3×2 and E
(2)
T,7×2, utilized for the calculation
of Rη. They are visualized as black nested frames overlaid over the shower profile of a single electron
in the middle layer. The same shower profile is depicted twice: once based on E DepoT,SC and once based
on E RecoT,SC , reconstructed by the OFMax algorithm.
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Figure 6.30: Absolute accuracy of E RecoT,SC , 〈E RecoT,SC −E
Depo
T,SC 〉, as a function of E
Depo
T,SC in the middle layer for
the single electron signal sample with three different values of µ for the six investigated energy recon-
struction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center left), WFFC (center right), WFThr
(bottom left) and DFMax (bottom right). The error bars account for the statistical uncertainties only.
Values close to zero indicate a good performance.
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Figure 6.31: Absolute accuracy of E RecoT,SC , 〈E RecoT,SC −E
Depo
T,SC 〉, for E
Depo
T,SC > 5GeV as a function of the position of
the reconstructed energy within the bunch train in the middle layer for the single electron signal sample
with three different values of µ for the six investigated energy reconstruction algorithms: OFMax (top
left), OF|χ| (top right), WFMax (center left), WFFC (center right), WFThr (bottom left) and DFMax (bottom
right). The error bars account for the statistical uncertainties only. Values close to zero indicate a good
performance.
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Figure 6.32: Maximum spread of the bunch train position depending absolute accuracy of E RecoT,SC as
a function of µ for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top right), middle
(bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and the back layer
and single electrons for the front and middle layer. The error bars account for the statistical uncertainties
only. Lower values indicate a better performance.
Obviously, the reconstructed energies of the central SCs in the E (2)T,3×2 cluster are almost identical
to the deposited transverse energies. In contrast, there are significant differences between both
shower profiles in the outer regions of the larger E (2)T,7×2 cluster. Most of the small transverse energies
deposited there are missed by the OFMax algorithm, as their amplitudes are at the level of the lsb
of 125 MeV or even below. As a consequence, the value of Rη calculated based on E
Depo
T,SC , written as
RDepoη , will be considerable different from that calculated based on E
Reco
T,SC , written as R
Reco
η .
Cutting off the small energies in the E (2)T,7×2 cluster shifts the value of Rη upwards towards one. In case
all energies in the outer regions of E (2)T,7×2 are missed, Rη becomes exactly one. Due to this reason, the
beforehand discussed precision of E RecoT,SC for E
Depo
T,SC ≥ 2GeV is less important for the calculation of Rη
than the ability to precisely reconstruct transverse energies close to the noise level. It is expected that
there is an optimum between the opposed energy reconstruction performance measures precision,
missed and faked signal efficiency. An algorithm, like the OF|χ| with its stringent energy identification,
which reconstructs larger energies very precisely may feature a large missed signal efficiency for the
smallest energies. Contrary, an algorithm which is not such precise for the larger energies may feature
160
6.3 Results of the AREUS based Simulations towards the Phase-1 Upgrade
Figure 6.33: Shower profile of a single electron in the middle layer of the LAr calorimeter based on
GEANT4 SC hits (left) and on SC hits reconstructed by OFMax (right). The areas of the SC clusters E
(2)
T,3×2
and E (2)T,7×2 utilized for the calculation of Rη are indicated by the black frames.
a small missed signal efficiency. The WFThr is such an algorithm due to its loose energy identification
criterion. Finding the energy reconstruction algorithm being closest to this assumed optimum is not
achievable by solely considering the discussed single-channel performance measures. Instead, an
evaluation of the separation power of the multi-channel variable Rη between electrons and jets is
required for each of the investigated energy reconstruction algorithms.
The successive calculation of Rη and its performance evaluation is visualized in comparison for
electrons and jets in Figure 6.34 for the example of the OFMax algorithm. At the beginning, the most
energetic SC is searched within a defined rectangle in the η-φ plane. This rectangles are derived from
the truth information the GEANT4 samples contain about the physical objects causing the SC hits.
The RFD of E RecoT,SC of the hottest SCs found (top left) are very different for electrons and jets. While
the fraction of the hottest SCs of electrons with low transverse energies (2GeV < E RecoT,SC < 5GeV) is
small, it dominates the RFD of the jets. This situation continues with the RFDs of the E (2)T,3×2 cluster
(top right) and with that of the E (2)T,7×2 cluster (center left) calculated around the found hottest SC.
The observable differences are a result of the different electron momentum spectrum with respect
to that of the jets (see section 6.2.1), but also of the different shower widths of electrons and jets. The
more collimated a shower in the calorimeter is, the high the deposited energy per SC. Accordingly,
the effect of missed small energy depositions on Rη is of different strength for electrons and jets. The
RFDs of Rη (center right) are as predicted shifted towards one. This becomes apparent by discerning
the also depicted RFDs of Rη calculated based on the GEANT4 hits. Neither for the electrons nor
for the jets there are significant contributions of Rη ≈ 1. Contrary, a considerable fraction of Rη
calculated based on the OFMax reconstructed transverse energies are very close or equal to one. A
further discussion of the differences between Rη based on deposited and reconstructed transverse
energies follows further down.
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Figure 6.34: Distributions obtained during the successive determination of the separation power of
Rη between single electrons and dijets (Z2) for µ = 80 in the middle layer of the LAr calorimeter for
the example of the OFMax algorithm compared to the GEANT4 based calculation: RFD of the ET of the
hottest SC utilized of the calculation of Rη (top left), the RFDs of E
(2)
T,3×2 (top right) and of E
(2)
T,7×2 (center
left) around the hottest SC, the RFD of Rη (center right), the cut efficiencies of Rη (bottom left) and the
jet background rejection efficiency as a function of the electron signal efficiency (bottom right).
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µ= 80
Rη Jet Background Rejection Efficiency 1−εjetscut
OFMax OF|χ| WFMax WFFC WFThr DFMax GEANT4
εeleccut = 0.90 0.86 0.66 0.84 0.79 0.85 0.76 0.94
εeleccut = 0.95 0.83 0.65 0.80 0.74 0.79 0.69 0.92
εeleccut = 0.99 0.70 0.58 0.69 0.62 0.65 0.52 0.86
Table 6.11: Jet background rejection efficiencies of Rη obtained from single electrons versus dijets (Z2)
for the example of µ= 80 for three signal efficiencies, εeleccut , for the six considered energy reconstruction
algorithms as well as for RDepoη , which is based on GEANT4 hits.
In order to evaluate the separation power of Rη, the determination of the cut efficiency, εcut, is re-





where f (Rη) is the RFD of Rη and X is the cut value. The depicted cut efficiencies as functions of
this cut value clearly show differences between E DepoT,SC and E
Reco
T,SC according to the different RFDs. A
final statement about the separation power of Rη enables the jet background rejection efficiency,
which is defined to be 1− εjetscut , as a function of the signal efficiency, which is εeleccut (bottom right).
These receiver operating characteristic (ROC) curves [161] are derivable from the cut efficiencies of
electrons and jet. By means of them, the jet background rejection efficiency can be determined for a
given signal efficiency. The higher the background rejection efficiency for a fixed working point the
better the performance of Rη. As Rη depends as explained on the deployed energy reconstruction
algorithm, the comparison of the Rη-ROC curves of the algorithms leads to a meaningful measure of
the energy reconstruction performance. Therefore, fixed signal efficiencies are selected as working
points. These are the signal efficiencies of εeleccut = 0.90, εeleccut = 0.95 and εeleccut = 0.99, which are always
used in the following. The corresponding jet background rejection efficiencies are then comparable
among all algorithms and for all system configurations as well as with the ideal performance of
RDepoη .
The numerical values of the thus obtained jet background rejection efficiencies for µ= 80 are listed
for each considered energy reconstruction algorithm in Table 6.11. They are visualized in Figure 6.35,
which depicts the jet background rejection efficiencies of the six considered energy reconstruction
algorithms as functions of µ for the three different working points. Additionally, the jet background
rejection efficiency of Rη based on GEANT4 hits is indicated by the dashed lines. Obviously, none
of the energy reconstruction algorithms achieves the separation power of the GEANT4 based Rη.
Nevertheless, there are algorithms which are significantly further away from the ideal performance
of RDepoη than others. In most of the cases, the OF|χ| algorithm shows the worst result by distance,
in particular for high luminosities. This is caused by its stringent energy identification algorithm
cutting off most of the lowest energies. The other algorithms are also affected by pile-up, but less
intensive.
For µ = 25, the OFMax algorithm performs best, followed by the WFMax and by the WFThr together
with the WFFC algorithm. The DFMax algorithm performance is worse than that of all the others,
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Figure 6.35: Jet background rejection efficiency of Rη, 1−εjetscut , at an electron signal efficiency of εeleccut =
0.90 (top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated energy recon-
struction algorithms as a function of µ. The respective jet background rejection efficiencies based on
GEANT4 are indicated by the dashed lines. Larger values point to a better performance.
except for that of the OF|χ| algorithm. For µ= 200, this situation has changed due to the significantly
reduced jet background rejection efficiency of Rη based on OFMax and WFMax. Contrary, the perfor-
mance of WFThr shows almost no dependency on µ. Therefore, based on it Rη achieves the largest jet
background rejection efficiency for the highest luminosities. To reminder: the WFThr is substantially
less precise than the OFMax algorithm, but it has a very simple energy identification criterion, which
does not cut off any positive output of the deployed WF. This leads to the conclusion that with re-
spect to the separation power of Rη, the previously discussed precision of the reconstructed energy
is less important than the identification of the smallest deposited hits even at the cost of a higher
faked signal efficiency.
A further quality criterion for RRecoη is its precision with respect to R
Depo
η , which is given by the stan-
dard deviation of its absolute deviation, σN (RRecoη −RDepoη ). This is depicted in Figure 6.36 together
with the correlation strength between RRecoη and R
Depo
η , described by the SPCC of Rη, r (Rη), as func-
tions of µ. For the former, smaller values are desired while for the latter, larger values are intended.
Due to the different RFDs of Rη, the obtained values are different for electrons (left) and dijets (right)
but the orders of the algorithms are very similar. The precision of RRecoη is worst for the DFMax algo-
rithm followed by the WFThr and, for the dijets, by the OF|χ|. The others are very close by each other.
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Figure 6.36: Quality estimations of RRecoη for single electrons (left) and dijets (Z2, right): absolute preci-
sion of RRecoη ,σN (R
Reco
η −RDepoη ) (top), and the correlation, represented by the SPCC r (Rη) between RRecoη
and RDepoη (bottom), each for all six investigated energy reconstruction algorithms as a function of µ.
A comparable order follows from the correlations: the OFMax algorithm performs best, followed by
the WFMax and by the other WF based algorithms. The OF|χ| is bit off by these leading algorithms,
undercut only by the DFMax algorithm.
In summary it can be stated that with respect to Rη non of the considered algorithms outperforms
all the others significantly. For the lower luminosities, the OFMax algorithm performs best, but for
the higher luminosities the WF based algorithms become competitive or even better than the OFMax
algorithm.
Calculation and Performance of the eFEX Variable wη,2
The second discussed eFEX variable is wη,2, which is analyzed in detail, now. As for Rη, the calculation
of wη,2 suffers from missed signals in the E
(2)
T,3×2 cluster it is based on. This issue is visualized in Fig-
ure 6.37 for the example of the OF|χ| algorithm. Depicted are the numbers of SCs with ET,SC > 0GeV
within the considered E (2)T,3×2 cluster (top). This quantity has been expressed by applying the Iverson
bracket notation [162], which denotes one if the condition within the square brackets is fulfilled, oth-
erwise zero. Obviously, in all of the six SCs there are deposited energies, but only in a small fraction of
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Figure 6.37: Cause of the degradation of the RFD of wRecoη,2 with respect to w
Depo
η,2 : RFD of the number of
SCs with nonzero deposited respectively reconstructed transverse energies in the E (2)T,3×2 cluster utilized
for the calculation of wη,2 (top). For the notation of this quantity, Iverson brackets [162] have been
applied. These give one in case the condition inside the square brackets is fulfilled, otherwise zero.
Furthermore, there is the correlation between the number SCs with E RecoT,SC > 0GeV within the E (2)T,3×2
cluster and wRecoη,2 for the case of electrons (bottom left) and the same correlation for the case of dijets
(Z2) (bottom right).
clusters, all of them are reconstructed at least with nonzero values. According to the actual number of
SCs with E RecoT,SC > 0GeV, the distribution of wη,2 is very different (bottom). For electrons (bottom left),
the maximum of the RFD of wη,2 for three reconstructed energy depositions is at wη,2 ≈ 0.01, but it is
shifted to wη,2 ≈ 0.0125 in case of two reconstructed energy depositions. Additionally, there are sub-
stantial contributions of wη,2 ≈ 0 for less than three reconstructed energy depositions. For the jets,
there is a large fraction of about 12 % with wη,2 ≈ 0 due to only one reconstructed energy deposition.
As discussed further down, this fraction limits the separation power of wη,2 significantly.
The successive determination of the jet background rejection efficiency of wη,2 is visualized in Fig-
ure 6.38 for the example of the OF|χ| algorithm for µ= 80. The comparison of the RFDs of wη,2 (top
left) for electrons and jets, each based on GEANT4 hits and on OF|χ| reconstructed energies demon-
strates significant differences between wDepoη,2 and w
Reco
η,2 due to the reasons discussed above. With
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µ= 80
wη,2 Jet Background Rejection Efficiency 1−εjetscut
OFMax OF|χ| WFMax WFFC WFThr DFMax GEANT4
εeleccut = 0.90 0.62 0.55 0.59 0.50 0.61 0.45 0.72
εeleccut = 0.95 0.56 0.50 0.55 0.45 0.54 0.38 0.68
εeleccut = 0.99 0.47 0.43 0.46 0.38 0.40 0.26 0.61
Table 6.12: Jet background rejection efficiencies of wη,2 obtained from single electrons versus dijets (Z2)
for the example of µ= 80 for three signal efficiencies, εeleccut , for the six considered energy reconstruction
algorithms as well as for wDepoη,2 , which is based on GEANT4 hits.
respect to wDepoη,2 , w
Reco
η,2 is spread out and have additional peaks. Furthermore, the large fraction of
events with wRecoη ≈ 0 is apparent. Nevertheless, a separation of the electrons from the jets is feasible
by a cut on wη,2 < X , where X is again the cut value. The according cut efficiencies are depicted,





f (wη,2)d wη,2, (6.4)
where f (wη,2) is the RFD of wη,2. Due to the large fraction of jets with wRecoη ≈ 0, the efficiency
of the cut on wRecoη,2 cannot decrease below the aforesaid 12 % for the jets. The performance is thus
accordingly reduced with respect to wDepoη,2 . Finally, this offset is discernible in the crucial ROC curves
(bottom).
The numeric values of the obtained jet background rejection efficiencies for the six considered
energy reconstruction algorithms are listed for the three working points of εeleccut = 0.90, εeleccut = 0.95
and εeleccut = 0.99 for µ = 80 in Table 6.12. They are additionally depicted in Figure 6.39 as functions
of µ distinctly for the three working points. The according jet background rejection efficiencies of
wDepoη,2 are visualized by the dashed lines.
Obviously, the separation power of wDepoη,2 is considerable smaller than that of R
Depo
η . This distance
is even larger for wRecoη,2 with respect to R
Reco
η and increases with µ. As for Rη, there is a substantial
spread of about∆(1−εjetscut ) ≈ 0.2 among the investigated energy reconstructed algorithms. Depending
on the concrete value of µ, the leading algorithms are the OFMax and the WFMax as well as the WFThr
algorithm for high luminosities. Less performant are the OF|χ| and WFFC algorithms. In all cases, the
DFMax algorithms shows the least separation power between electrons and jets. All algorithms suffer
the increased pile-up rate. As before, the WFThr and the WFFC are less affected than the OFMax, the
WFMax and in particular than the OF|χ| algorithm.
In analogy to Rη, the absolute precision and the correlation of wRecoη,2 with respect to w
Depo
η,2 provide ad-
ditional quality measures for the calculation of wη,2 based on the transverse energies reconstructed
by the considered algorithms. These are depicted in Figure 6.40 as functions of µ separately for the
electrons and for the jets. In all cases, the most precise determination of wη,2 with the strongest linear
correlation with wDepoη,2 is achievable with the OFMax, with the WFMax and with the WFThr algorithm.
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Figure 6.38: Distributions obtained during the successive determination of the separation power of wη,2
between single electrons and dijets (Z2) for µ = 80 in the middle layer of the LAr calorimeter for the
example of the OF|χ| algorithm compared to the GEANT4 based calculation: RFD of the wη,2 (top left),
the cut efficiencies of wη,2 (top right) and the jet background rejection efficiency as a function of the
electron signal efficiency (bottom).
The remaining three algorithms fall behind them in both measures and for electrons and jets. This
is in agreement with the achieved jet background rejection efficiencies.
Again, there is no algorithm outperforming the competitors but a leading group composed of the
OFMax, of the WFMax and of the WFThr. The OFMax shows best results for low values of µ while the
WFThr algorithm achieves the better separation power for high luminosities.
Calculation and Performance of the eFEX Variable f3
The last considered eFEX variable is f3, which is the only one taking input not only from the middle
layer but also from the front and from the back layer. It thus requires a reliable energy reconstruction
on all these layers with its different conditions.
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Figure 6.39: Jet background rejection efficiency of wη,2, 1 − εjetscut , at an electron signal efficiency of
εeleccut = 0.90 (top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated en-
ergy reconstruction algorithms as a function of µ. The respective jet background rejection efficiencies
based on GEANT4 are indicated by the dashed lines. Larger values point to a better performance.
The successive determination of the performance of f3 is visualized in Figure 6.41 for the example
of the OFMax algorithm for µ= 80. The RFDs of f Reco3 (top left) are very similar to there counterparts
of f Depo3 . But as for wη,2, there is a considerable fraction of jets, whose f
Reco
3 values are degenerated
to f Reco3 = 0 due to missed SC signals in the back layer. This effect is discernible also in the cut
efficiencies (top right), which are defined as for wη,2 due to the same cut direction. Obviously, the
cut efficiency of f Reco3 does not fall below εcut ≈ 0.1 for the jets. The ROC curve of f Reco3 (bottom),
derived from the cut efficiencies of the electrons and of the jets, shows this offset of about 10 % with
respect to f Depo3 . Nevertheless, f3 provides an exploitable separation between electrons and jets.
Compared to wη,2, the jet background rejection efficiency of f3 is in principal better, but it is worse
than that of Rη.
The obtained jet background rejection efficiencies for all considered energy reconstruction algo-
rithms for the example of µ= 80 are listed in Table 6.13 together with the ideally achievable perfor-
mance based on the GEANT4 hits. Additionally, the jet background rejection efficiencies are depicted
in Figure 6.42 as functions of µ. First of all, it becomes clear that the OF|χ| falls back behind all other
algorithms by a large distance. The reason for this is the huge missed signal efficiency of the OF|χ|
algorithm for smallest energies in the back layer with the according degeneration of f3 = 0. The
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Figure 6.40: Quality estimations of wRecoη,2 for single electrons (left) and dijets (Z2, right): absolute preci-
sion of wRecoη,2 , σN (w
Reco
η −wDepoη ) (top), and the correlation, represented by the SPCC r (wη,2), between
wRecoη,2 and w
Depo
η,2 (bottom), each for all six investigated energy reconstruction algorithms as a function
of µ.
performance spread among of the remaining algorithms is comparable small. As seen for other eFEX
variables, the OFMax algorithms achieves the best jet background rejection performance for low lu-
minosities, while the WF based algorithms become competitive for larger values of µ. The WFThr
algorithms clearly outperforms the OFMax forµ= 200. Contrary to Rη and wη,2, the DFMax algorithms
shows the second best results for µ= 200. The WFMax and the WFFC algorithms are slightly less per-
formant than the OFMax. In summary, f3 is hardly affected by high luminosities, as its precision is
dominated by the energy reconstruction in the back layer, where pile-up is not an issue.
Finally, the linear correlation between f Reco3 and f
Depo
3 is discussed, which is depicted in Figure 6.43
as functions of µ for the six energy reconstruction algorithms separately for electrons and jets. Ob-
viously, the OFMax, the WFMax and the WFFC show the strongest correlations, followed by the WFThr
algorithm. For the OF|χ| and for the DFMax algorithms, the results of f Reco3 are less correlated with
f Depo3 than for the other algorithms.
In summary it is again statable that there is again not a single algorithms which clearly outperforms
its competitors. Moreover, the algorithm achieving the best results depends on the pile-up condi-
tions. Furthermore, it has turned out for all discussed eFEX variables that the single-channel based
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Figure 6.41: Distributions obtained during the successive determination of the separation power of f3
between single electrons and dijets (Z2) for µ = 80 in the middle layer of the LAr calorimeter for the
example of the OFMax algorithm compared to the GEANT4 based calculation: RFD of the f3 (top left), the
cut efficiencies of f3 (top right) and the jet background rejection efficiency as a function of the electron
signal efficiency (bottom).
µ= 80
f3 Jet Background Rejection Efficiency 1−εjetscut
OFMax OF|χ| WFMax WFFC WFThr DFMax GEANT4
εeleccut = 0.90 0.80 0.31 0.77 0.73 0.81 0.75 0.89
εeleccut = 0.95 0.75 0.31 0.73 0.68 0.75 0.70 0.84
εeleccut = 0.99 0.59 0.31 0.57 0.55 0.61 0.57 0.64
Table 6.13: Jet background rejection efficiencies of f3 obtained from single electrons versus dijets (Z2)
for the example of µ= 80 for three signal efficiencies, εeleccut , for the six considered energy reconstruction
algorithms as well as for f Depo3 , which is based on GEANT4 hits.
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Figure 6.42: Jet background rejection efficiency of f3, 1−εjetscut , at an electron signal efficiency of εeleccut = 0.90
(top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated energy reconstruc-
tion algorithms as a function ofµ. The respective jet background rejection efficiencies based on GEANT4
are indicated by the dashed lines. Larger values point to a better performance.
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Figure 6.43: Correlation strength, represented by the SPCC r ( f3), between f Reco3 and f
Depo
3 for single
electrons (left) and dijets (Z2, right) each for all six investigated energy reconstruction algorithms as a
function of µ. Larger values indicate a better performance.
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energy reconstruction performance measures are not reliable indicators for a high separation power
of these eFEX variables. The precision of the energy reconstruction for instance is significantly worse
for the WFThr algorithm than for the OFMax. Nevertheless, based on it f
Reco
3 achieves a better perfor-
mance for high luminosities than based on the OFMax algorithm. Consequently, the achievable jet




3 are the most crucial performance measures of the
energy reconstruction rather than the single-channel performances measures.
6.3.2 Dependence of the System Performance on the Thermal Noise
In the following, the default system configuration of section 6.3.1 is retained - except for the thermal
noise. As discussed in section 4.3.3, the thermal noise levels of the SCs have been estimated based
on the calorimeter cells of the main data readout. This results in hardly assessable uncertainties.
Therefore, it is crucial to probe the system performance also with increased thermal noise levels.
Accordingly, the default thermal noise levels of all simulated SCs are multiplied by a common factor,
called thermal noise scale. In the following, the most important performance measures, which have
been intensively discussed in the previous section, are depicted as functions of this thermal noise
scale. All filter coefficients have been recalibrated for all thermal noise conditions.
Figure 6.44 depicts the absolute precision of the reconstructed transverse energy as functions of
the thermal noise scale for all six energy reconstruction algorithms for the example of µ= 80. The
default thermal noise conditions are indicated by the dashed lines. Obviously, the total noise of all
filters increases with the thermal noise, but the order of the algorithms with respect to their precision
remains the same for all noise conditions and for all LAr calorimeter layers. The OF based algorithms
cope best with thermal noise, closely followed by the WFMax algorithm. The WFFC and the WFThr
algorithms are less precise, while the DFMax shows the worst precision of all algorithms. The slope
of the precision as function of the thermal noise level is not constant for all filters. In case of small
thermal noise scales, the slope is small as the total noise of the filters is dominated by other sources,
like pile-up and quantization effects. Contrary, for larger thermal noise scales the slope becomes
almost constantly large. The total noise of the filters is apparently dominated by the thermal noise
in this region. It is therefore a linear function of the thermal noise scale. The default thermal noise
conditions are located in the transition region of these two states. This demonstrates that for the
expected conditions of Run 3, the thermal noise is an issue the energy reconstruction has to cope
with, but it does not solely dominate the total noise.
A remarkable aspect of the precision, depicted in Figure 6.44, is the efficiency of the thermal noise
suppression by the energy reconstruction, in particular by the OF based algorithms. This is illustrated
by the numerical values of the obtained precision of the OFMax and of the WFMax algorithms for the
example of µ= 80 in the middle layer, which are listed in Table 6.14. Additionally, the absolute and
the relative differences of the precision with respect to the default thermal noise scale of one are
given. Obviously, the OFMax algorithm suppresses thermal noise very efficiently. Its relative loss of
precision in case of four times larger noise levels amounts to only 87 %, while it is 160 % for the WFMax
algorithm. Therefore, the linear combination of multiple ADC samples with optimized coefficients
by an FIR filter is an effective procedure to mitigate the effect of thermal noise.
As expected, the jet background rejection efficiency of Rη is affected by an increased thermal noise
level, too. This is visualized in Figure 6.45, which depicts the jet background rejection efficiency of Rη
for the three considered working points for the examples of µ= 80 and of µ= 200 as functions of the
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Figure 6.44: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC as a function of
the thermal noise scale forµ= 80 for the six investigated energy reconstruction algorithms (OFMax, OF|χ|,
WFMax, WFFC, WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top
right), middle (bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler and
the back layer and single electrons for the front and middle layer. The default conditions are indicated
by the dashed lines. Smaller values point to a better performance.
Algorithm µ= 80, EM Middle
Thermal Noise Scale
1 2 3 4
OFMax
σN (E RecoT,SC −E
Depo
T,SC ) [MeV] 156 198 243 291
∆σN [MeV] 0 +42 +87 +135
∆σN /σN 0 +0.27 +0.56 +0.87
WFMax
σN (E RecoT,SC −E
Depo
T,SC ) [MeV] 167 247 340 435
∆σN [MeV] 0 +80 +173 +268
∆σN /σN 0 +0.48 +1.04 +1.60
Table 6.14: Progression of the precision, σN , of the OFMax and of the WFMax algorithms in the middle
layer for µ= 80 for different thermal noise scales. The absolute difference, ∆σN , and the relative differ-
ence, ∆σN /σN , of the precision are given with respect to the default thermal noise scale of one.
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Figure 6.45: Jet background rejection efficiency of Rη, 1− εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
thermal noise scale for the OFMax and for the WFMax algorithm. The respective jet background rejec-
tion efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
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thermal noise scale. As known from the discussion of the default system configuration, the observed
loss of precision of E RecoT,SC due to an increased thermal noise level does not directly translates into a
decreased performance of RRecoη . Nevertheless, there are slightly reduced jet background rejection
efficiencies discernible, in particular for those filters suffering most from increased thermal noise
levels. Accordingly, the order of the energy reconstruction algorithms changes with the thermal noise
scale. While the WFThr algorithms performs best for low thermal noise levels but high luminosity, it
is excelled by the OFMax and by the WFMax algorithm for large noise levels.
This situation is even enhanced in the case of the wη,2 variable. Its jet background rejection efficiency
is depicted in Figure 6.46 as functions of the thermal noise scale for the three considered working
points for the examples ofµ= 80 and ofµ= 200. Here, the WFThr ranges among the most performant
algorithms for small thermal noise scale, but it shows an enormous loss of efficiency for large thermal
noise levels. Therefore, it falls quickly back to the next to last position of the order of the most
performant algorithms. In general, wRecoη,2 suffers significantly more from an increased thermal noise
than RRecoη . Again, the OFMax and the WFMax algorithms are most stable even for large thermal noise
scales.
Contrary, the WFThr keeps its leading positions also for large thermal noise scales in the case of the
jet background rejection efficiency of f3. Its performance dependency as functions of the thermal
noise scale is depicted in Figure 6.47 for the example ofµ= 80 and ofµ= 200 for the three considered
working points. The order of the energy reconstruction algorithms retains almost stable, except for
the DFMax algorithm. It sustains a substantial performance decrease for large thermal noise levels.
All other filters are affected by the increased thermal noise, too, but less significant.
In summary, it is statable that a potentially increase of the thermal noise levels above the estimated
default values decrease the separation power of the considered eFEX variables, in particular that of
wη,2. For the most promising energy reconstruction algorithms, this performance loss is within an
acceptable range. Therefore, the whole system is expected to be efficiently functional even for worse
thermal noise conditions than predicted.
6.3.3 Dependence of the System Performance on the ADC Phases
As discussed in chapter 5, the calibration of the FIR filter coefficients depends on the ADC phase,
ϕADC. It is imaginable, that the achievable precision of the energy reconstruction is reduced in case
of sampling at the rising respectively falling edge of the pulse shapes with respect to sampling at the
peak of the pulses. In order to investigate the impact of the ADC phase on the system performance,
the default configuration of section 6.3.1 have been changed such that all ADC phases are aligned
at the peak of the respective pulse shape. In turn, a phase of ϕADC = 0ns indicates that the pulses
are sampled at their top. Accordingly, the analog pulse shape peak is located in the center of two
samples for a phase ofϕADC = 12.5ns. The variation of the such defined ADC phase with accordingly
recalibrated filter coefficients reveals the dependency of the considered performance measures from
the sampling time. Therefore, all of them are depicted in the following as functions of the ADC phase,
ϕADC.
Figure 6.48 depicts the precision of the reconstructed transverse energies for all considered algo-
rithms for the example of µ= 80 for all four LAr calorimeter layers. Despite some minor fluctuations,
the achieved precisions are almost constant as functions of ϕADC for most of the considered energy
reconstructed algorithm. An exception is the WFThr algorithm in the middle layer, whose precision
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Figure 6.46: Jet background rejection efficiency of wη,2, 1−εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
thermal noise scale for the OFMax and for the WFMax algorithm. The respective jet background rejec-
tion efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
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Figure 6.47: Jet background rejection efficiency of f3, 1− εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
thermal noise scale for the OFMax and for the WFMax algorithm. The respective jet background rejec-
tion efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
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Figure 6.48: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC as a function of
the ADC phase, ϕADC, for µ= 80 for the six investigated energy reconstruction algorithms (OFMax, OF|χ|,
WFMax, WFFC, WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front (top
right), middle (bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler
and the back layer and single electrons for the front and middle layer. Smaller values point to a better
performance.
decreases from 281 MeV for ϕADC = 4ns to 407 MeV for 12 ns in the middle layer. This performance
loss is explainable by the observed oscillations of the WF calibrated with a single output peak. These
have been intensively discussed in section 5.6.2. As expected from these explanations, the WFFC and
the WFMax algorithm are less affected by the variation of the ADC phases. Accordingly and as desired,
most of the energy reconstruction algorithms cope well with all ADC phases, in case they are known
beforehand their calibration.
It is thus clear, that also the jet background rejection efficiencies of the considered eFEX variables are
almost constant functions ofϕADC. These are depicted for Rη for the example of µ= 80 in Figure 6.49.
Nevertheless, the observed loss of precision of the WFThr algorithms for some ADC phases also has an
effect on the jet background rejection efficiency of RRecoη . While the WFThr algorithm is competitive
for small ADC phases, it falls behind the OFMax in case of an off-peak sampling. The impact of the
ADC phase on the performance of the other filters is less significant.
The same situation appears in the case of wη,2. Its jet background rejection efficiencies are depicted
in Figure 6.50 as functions of the ADC phase for the example of µ= 80 for the three considered
179
































ηJet Rejection Efficiency of R
=80, EM Middleµ=14TeV, s

































ηJet Rejection Efficiency of R
=80, EM Middleµ=14TeV, s

































ηJet Rejection Efficiency of R
=80, EM Middleµ=14TeV, s
Single Electrons vs. Dijets (Z2)
GEANT4
Figure 6.49: Jet background rejection efficiency of Rη, 1−εjetscut , at an electron signal efficiency of εeleccut =
0.90 (top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated energy recon-
struction algorithms as a function of the ADC phase, ϕADC, for µ = 80. The respective jet background
rejection efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
working points. The WFThr algorithm, which performs best in case of small ADC phases, falls back
behind the OFMax and the WFMax algorithm, which are constantly efficient for all ADC phases.
Consequently, the potential deployment of the WFThr algorithm in the LDPS have to be reconsidered
carefully. Although, it shows best results for high luminosities, its dependency on the ADC phase
makes it to appear less reliable than the OFMax and the WFMax algorithms. Based on them, a com-
parable or even better jet background rejection efficiency is achievable with the eFEX variables and
they do not rely on a particular ADC phase. As the ADC phases are not adjustable, a strong depen-
dence of the performance on them is a definite exclusion criterion for an energy reconstruction
algorithm.
In contrast to Rη and wη,2, the performance of WFThr with respect to the jet background rejection
efficiency of f3 does not depend on the ADC phase. This is discernible in Figure 6.51 for the example
of µ= 80 for the three considered working points. In all cases, the jet background rejection efficiency
of the WFThr algorithm is very close to the best achievable performance of f
Depo
3 . All other algo-
rithms follow closely behind, except for the OF|χ| algorithm, which is as explained in section 6.3.1
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Figure 6.50: Jet background rejection efficiency of wη,2, 1 − εjetscut , at an electron signal efficiency of
εeleccut = 0.90 (top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated en-
ergy reconstruction algorithms as a function of the ADC phase, ϕADC, for µ = 80. The respective jet
background rejection efficiencies based on GEANT4 are indicated by the dashed lines. Larger values
point to a better performance.
not suitable for the precise calculation of f3. Thus, the dependency of the jet background rejection
efficiency of f3 on the ADC phase is negligible.
It can be concluded in summary, that the performance of the energy reconstruction does not depend
on the ADC phase, except for the WFThr algorithm which suffers a considerable impact of ϕADC. As
stated, this property of the energy reconstruction algorithms is crucial as the envisaged Phase-1
trigger readout electronics will not provide the option to adjust the SC ADC phases as desired. The
filters thus have to cope with the ADC phases provided by the analog electronics to the ADCs and
are demanded to perform equally well for all of them.
As result of the previous simulations, the OFMax and the WFMax algorithms appear to be the most
promising candidates with respect to there overall performance and reliability. The WFFC, the OF|χ|
and the DFMax algorithms cannot compete with their performance. The WFThr can keep abreast for
high luminosities but suffers its ADC phase dependency. The discussion of the remaining system
properties is thus based on the OFMax and WFMax energy reconstruction algorithms only.
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Figure 6.51: Jet background rejection efficiency of f3, 1−εjetscut , at an electron signal efficiency of εeleccut = 0.90
(top left), of εeleccut = 0.95 (top right) and of εeleccut = 0.99 (bottom) for all six investigated energy reconstruc-
tion algorithms as a function of the ADC phase,ϕADC, for µ= 80. The respective jet background rejection
efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better perfor-
mance.
6.3.4 Dependence of the System Performance on the ENOB of the ADC
A further source of noise is as discussed in the sections 4.3.5 and 5.1 the ENOB of the deployed
ADCs. This design parameter of the ADC hardware is crucial for its development but may also be
an indicator for its aging due to intensive ionizing radiation the chips are exposed to. Therefore, it
is worthwhile to investigate the effect of the ENOB on the system performance. This study has been
limited to the OFMax and to the WFMax algorithms as these have turned out to be the most reliable
algorithms under the varied conditions analyzed so far.
Figure 6.52 depicts the absolute precision of the energy reconstruction algorithms of all four LAr
calorimeter layers for the example of µ = 80 as functions of the number of noisy ADC bits, bnoisy.
As for the thermal noise scale, varied in section 6.3.2, these functions have two distinct regions. In
the case of small values of bnoisy, the precision is almost constant. Hence, the internal noise of the
ADCs is in this region a negligible contribution to the total noise of the energy reconstruction. In
contrast to this, there is a significant loss of precision observable in case of larger values of bnoisy.
In this region, the internal noise of the ADCs starts to dominate the total noise of the filters. The
concrete location of the transition region depends on the actual layer. Apparently, the ENOB is
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Figure 6.52: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC as a function of
the number of noisy ADC bits, bnoisy, for µ= 80 for the six investigated energy reconstruction algorithms
(OFMax, OF|χ|, WFMax, WFFC, WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top
left), front (top right), middle (bottom left) and back (bottom right). Dijets (Z2) have been utilized for the
Presampler and the back layer and single electrons for the front and middle layer. The default conditions
are indicated by the dashed lines. Smaller values point to a better performance.
negligible in the Presampler up to bnoisy = 3, but it becomes considerable in the front and in the back
layer for bnoisy > 2.5. In the middle layer, the transition region appears even earlier at bnoisy ≈ 1.5,
what is a result of the larger lsb of the middle layer with respect to the other sources of noise. Once
more it becomes apparent, that the OFMax algorithm copes best with noise compared to the WFMax
algorithm.
In agreement with the reduced precision of the energy reconstruction in the middle layer in the case
of bnoisy > 1.5, the jet background rejection efficiency of RRecoη decreases for large values of bnoisy.
This effect is depicted in Figure 6.53 for the example of µ= 80 and of µ= 200 for the three considered
working points of the jet background rejection efficiency as functions of bnoisy. Additionally, the
numerical values of the jet background rejection efficiencies of Rη for different values of bnoisy for
µ= 80 and for the OFMax algorithm are listed in Table 6.15. Starting with bnoisy ≈ 1.5, the performance
of RRecoη decreases considerably with ∆(1−εjetscut ) ≈−0.09 at the maximum. This performance loss is
more significant for µ= 80 than for µ= 200, what is a result of the lower pile-up noise for µ= 80. The
internal noise of the ADC becomes thus earlier dominant than in the case of µ= 200.
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Figure 6.53: Jet background rejection efficiency of Rη, 1−εjetscut , at an electron signal efficiency of 0.90 (top),
of 0.95 (center) and of 0.99 (bottom) for µ= 80 (left) and for µ= 200 (right) as a function of the number
of noisy ADC bits, bnoisy, for the OFMax and for the WFMax algorithm. The respective jet background
rejection efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
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µ= 80, OFMax
Rη Jet Background Rejection Efficiency 1−εjetscut
bnoisy = 0 bnoisy = 1 bnoisy = 2 bnoisy = 3
εeleccut = 0.90 0.85 0.85 0.85 0.81
εeleccut = 0.95 0.81 0.81 0.81 0.75
εeleccut = 0.99 0.70 0.70 0.68 0.61
Table 6.15: Jet background rejection efficiencies of Rη obtained from single electrons versus dijets (Z2)
for the example of µ= 80 and of the OFMax algorithm for three signal efficiencies, εeleccut , for four values of
the number of noisy ADC bits, bnoisy.
µ= 80, OFMax
wη,2 Jet Background Rejection Efficiency 1−εjetscut
bnoisy = 0 bnoisy = 1 bnoisy = 2 bnoisy = 3
εeleccut = 0.90 0.62 0.62 0.60 0.52
εeleccut = 0.95 0.57 0.57 0.55 0.46
εeleccut = 0.99 0.49 0.47 0.46 0.37
Table 6.16: Jet background rejection efficiencies of wη,2 obtained from single electrons versus dijets (Z2)
for the example of µ= 80 and of the OFMax algorithm for three signal efficiencies, εeleccut , for four values of
the number of noisy ADC bits, bnoisy.
An even more significant performance decrease for large values of bnoisy is observable with a ma-
ximum of ∆(1−εjetscut ) ≈−0.12 for the jet background rejection efficiency of wη,2. The according nu-
merical values for µ = 80 and for the OFMax algorithm are listed in Table 6.16. Additionally, the jet
background rejection efficiency of the OFMax and of the WFMax algorithm are depicted in Figure 6.54
as functions of bnoisy for µ= 80 and for µ= 200. Consistently with the previously investigated ther-
mal noise dependency, the wη,2 variable appears to be the most noise sensitive one of the three
considered eFEX variables.
Finally, the performance of f3 as function of the number of noisy ADC bits is discussed. Its jet back-
ground rejection efficiencies are listed in Table 6.17 for the example of µ = 80 and of the OFMax
algorithm. These are visualized in conjunction with the WFMax algorithm for µ= 80 and for µ= 200
in Figure 6.55. Obviously, f3 is not affected by an increased internal ADC noise. As seen before, the
performance of f3 is mainly determined by the quality of the energy reconstruction in the back layer.
This is, as discussed earlier, not sensitive to bnoisy in the considered range. Therefore, the jet back-
ground rejection efficiency of f3 is an almost constant function of bnoisy for both deployed energy
reconstruction algorithms.
In summary, it is statable that there is an impact of an increased internal ADC noise on the system
performance, in particular on wη,2. But in general, the sensitivity to the ENOB is low in the considered
range. The difference of the ENOB parameters of the two ADC hardware options of section 4.3.5 is
thus negligible.
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Figure 6.54: Jet background rejection efficiency of wη,2, 1−εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
number of noisy ADC bits, bnoisy, for the OFMax and for the WFMax algorithm. The respective jet back-
ground rejection efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to
a better performance.
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Figure 6.55: Jet background rejection efficiency of f3, 1−εjetscut , at an electron signal efficiency of 0.90 (top),
of 0.95 (center) and of 0.99 (bottom) for µ= 80 (left) and for µ= 200 (right) as a function of the number
of noisy ADC bits, bnoisy, for the OFMax and for the WFMax algorithm. The respective jet background
rejection efficiencies based on GEANT4 are indicated by the dashed lines. Larger values point to a better
performance.
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µ= 80, OFMax
f3 Jet Background Rejection Efficiency 1−εjetscut
bnoisy = 0 bnoisy = 1 bnoisy = 2 bnoisy = 3
εeleccut = 0.90 0.79 0.79 0.79 0.77
εeleccut = 0.95 0.74 0.75 0.75 0.73
εeleccut = 0.99 0.57 0.59 0.59 0.59
Table 6.17: Jet background rejection efficiencies of f3 obtained from single electrons versus dijets (Z2)
for the example of µ= 80 and of the OFMax algorithm for three signal efficiencies, εeleccut , for four values of
the number of noisy ADC bits, bnoisy.
lsb(2) [MeV] lsb(0,1,3) [MeV] E max,2T [GeV] E
max,0,1,3
T [GeV]
65 16 200 50
95 24 292 74
125 32 384 98
160 48 492 147
200 64 614 197
225 96 691 295
250 128 768 393
300 192 926 590
350 256 1075 786
Table 6.18: Sets of lsb values considered for the investigation of the system performance in dependence
of the ADC quantization step size. The first column lists the lsb values of the ADCs in the middle layer,
lsb(2), while the second column contains the lsb values of the other three LAr calorimeter layers, lsb(0,1,3).
The third and the fourth column list the ADC saturation thresholds for the respective lsb values in the
middle layer, E max,2T , and on the others, E
max,0,1,3
T , for a pedestal of 1024 ADC counts.
6.3.5 Dependence of the System Performance on the LSB of the ADC
One of the most crucial design decisions yet left open is the choice of the lsb of the ADCs. As dis-
cussed in section 4.3.5, a small lsb value enables a precise energy reconstruction. But it may reduce
the ability to identify the correct BC of high energetic channel hits exceeding the saturation threshold
of the ADC (see section 5.9). The optimal lsb value is defined to be that which provides a large ADC
saturation threshold and an acceptable jet background rejection efficiency of the eFEX variables.
In the following the default system configuration of section 6.3.1 is retained except for the lsb values,
which are varied according to Table 6.18. The maximum lsb values are determined by the saturation
thresholds of the analog shaper, which have been discussed in section 4.3.4. Lsb values resulting in
ADC saturation thresholds larger than the analog saturation thresholds do not provide any further
benefit and are thus avoided.
The precision of the energy reconstruction achievable for the considered lsb values are depicted in
Figure 6.56 as functions of the respective lsb values for the example of the OFMax and of the WFMax
algorithms for µ= 80 and µ= 200. As seen in the case of the thermal noise and of the ENOB, there is
an almost constant precision for small lsb values, hence for a small quantization noise with respect
to the other sources of noise. Contrary, for larger lsb values there is an almost constant increase of
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Figure 6.56: Error weighted average of the absolute precision of E RecoT,SC for E
Depo
T,SC ≥ 2GeV of the front layer
(top) and of the middle layer (bottom) as a function of the respective lsb for µ= 80 (left) and for µ= 200
(right) for the OFMax and for the WFMax algorithm. Here, single electrons have been utilized. The default
lsb values are indicated by the dashed lines. Smaller values point to a better performance.
the total noise with the lsb. Although this effect is less distinct than for the thermal noise and for the
ENOB, the conclusion is the same as before. In this region, the quantization noise starts to dominate
the contributions to the total noise. As for the thermal noise, the quantization noise, given by the lsb
values, does not translate one-to-one into the total noise of the filters but with a reduced ratio. This
is a result of the recalibrated FIR filter coefficients and the accordingly efficient noise suppression.
The effect of the increased lsb values on the performance of Rη is depicted in Figure 6.57. The jet
background rejection efficiencies of the OFMax and of the WFMax algorithms are shown forµ= 80 and
for µ= 200 for the three considered working points as functions of the lsb values. Obviously, there
is a slight performance decrease observable, which is more distinct for µ= 80 than for µ= 200. The
reason is that for µ= 80 the relative contribution of the quantization noise is larger due to a smaller
pile-up noise. As for the other sources of white noise, the OFMax is less sensitive to an increased lsb
value than the WFMax algorithm. The slope of the jet background rejection efficiency decline appears
to be almost constant with a small increase starting at an lsb value of about 250 MeV.
The performance loss of the wη,2 variable due to the increased lsb values is depicted in Figure 6.58.
The reduction of the jet background rejection efficiencies as function of the lsb values of the OFMax
and of the WFMax algorithm is more significant than for the Rη variable. Furthermore, it is larger for
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Figure 6.57: Jet background rejection efficiency of Rη, 1− εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
middle layer lsb for the OFMax and for the WFMax algorithm. The respective jet background rejection
efficiencies based on GEANT4 are indicated by the dashed lines.
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Figure 6.58: Jet background rejection efficiency of wη,2, 1−εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
middle layer lsb for the OFMax and for the WFMax algorithm. The respective jet background rejection
efficiencies based on GEANT4 are indicated by the dashed lines.
the WFMax algorithm than for the OFMax. In contrast to Rη, the efficiency plateau is limited to smaller
lsb values below 150 MeV. Subsequently, the jet background rejection efficiency begins to decline
considerably.
The f3 variable depends beside lsb
(2) also on the quantization scales of the front and of the back
layer. These have been varied in conjunction with the lsb values of the middle layer according to
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Table 6.18. Contrary to wη,2, there is a broad efficiency plateau discernible for f3. The according jet
background rejection efficiencies are depicted in Figure 6.59 as functions of the middle layer lsb
values for the OFMax and of the WFMax algorithm for µ= 80 and for µ= 200 for the three considered
working points. Depending on the working point and on the pile-up conditions, there is an almost
constant performance of f3 up to lsb values of the middle layer of 200 MeV to 250 MeV. Apart from
that plateau, the separation power of f3 starts to decrease significantly, again more for the WFMax
algorithm than for the OFMax.
Accordingly, the conclusion is that increased lsb values are feasible without a substantial impact on
the total system performance. Nevertheless, shifting the ADC saturation threshold to the level of the
analog saturation threshold should be avoided, as it would result in a considerable reduction of the
jet background rejection efficiency. Thus, larger lsb values should be considered only, in case the ro-
bustness of the SF, discussed in section 5.9, have to be enhanced due to adverse ADC phases or other
yet unconsidered issues. Currently, the SF appears to cope very well with the ADC saturation thresh-
olds of the default lsb values of 125 MeV respectively of 32 MeV. Therefore, there increase should be
avoided to achieve the maximum performance with respect to the jet background rejection.
6.3.6 Optimization of the Optimal Filter Length
As explained in section 3.3.7, the number of samples considered by the OFMax algorithm to recon-
struct the deposited energy has an impact on the achievable precision. The more samples are avail-
able, the better the performance. On the other hand, a large filter depth result in case of the OF
in a large latency and in an increased resource consumption on the FPGA performing the actual
calculations. As the latency of the energy reconstruction is limited to six BCs, a larger filter depth of
the OF, NOF, is actually not feasible for the OFMax algorithm. Contrary, saving one BC of the energy
reconstruction latency without decreasing the system performance may enable more complex algo-
rithms in the eFEX and in turn an increased jet background rejection. It is thus worthwhile to search
for the optimal length of the OF.
Figure 6.60 depicts the precision of the transverse energy reconstructed by the OFMax algorithm in
all four LAr calorimeter layers as functions of its length for µ= 80. Attention should be paid to the
finely compartmentalized ordinate scale. Obviously, the precision decreases marginally for smaller
OF depth. In the middle layer, the loss of precision for NOF = 4 with respect to NOF = 5 is 0.7 % and
for NOF = 3 the loss amounts to 3.5 %. In case of µ= 200 these values increase to 2.4 % for NOF = 4
respectively 4.7 % for NOF = 3. Consequently, the reduction of the OF length to four or even three
samples results in a negligible loss of precision but in a considerable saving of latency.
Accordingly, the jet background rejection efficiencies of the three considered eFEX variables are
almost constant function of NOF. These are depicted for µ= 80 and for µ= 200 for the three working
points for Rη in Figure 6.61, for wη,2 in Figure 6.62 and for f3 in Figure 6.63. Obviously, only for NOF = 3
there is a small efficiency loss discernible. With respect to the discussed performance measures, there
is thus no reason not to reduce length of the OFMax algorithm to NOF = 4.
The feasible reduction to NOF = 4 is exploited during Run 2 for the LAr calorimeter main data readout.
The expected increased L1 trigger rate of 100 kHz enforces this step, as the RODs cannot compute the
OF with five samples at this rate [163]. For the Phase-1 trigger readout, a further reduction to NOF = 3
appears feasible, too. But it should be considered only if it is stringently required to further reduce
the latency of the energy reconstruction, as it nevertheless implies a small loss of performance.
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Figure 6.59: Jet background rejection efficiency of f3, 1−εjetscut , at an electron signal efficiency of 0.90 (top),
of 0.95 (center) and of 0.99 (bottom) for µ= 80 (left) and for µ= 200 (right) as a function of the middle
layer lsb for the OFMax and for the WFMax algorithm. The respective jet background rejection efficiencies
based on GEANT4 are indicated by the dashed lines.
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Figure 6.60: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC as a function of
the length of the OF, NOF, for µ = 80 for the six investigated energy reconstruction algorithms (OFMax,
OF|χ|, WFMax, WFFC, WFThr and DFMax) and for the four LAr calorimeter layers Presampler (top left), front
(top right), middle (bottom left) and back (bottom right). Dijets (Z2) have been utilized for the Presampler
and the back layer and single electrons for the front and middle layer. Smaller values indicate a better
performance.
6.3.7 The Impact of nearby Physics Signal Events
Finally, the impact of nearby high energetic SC signals on the energy reconstruction performance is
demonstrated. A particular focus is put on the behavior of the WFFC algorithm, as it has been initially
designed to reconstruct energies efficiently for each BC independently of the energies deposited
during the previous BCs.
As explained in chapter 5, the measured amplitude of a SC signal within the undershoot of a preced-
ing SC signal is reduced by the depth of the undershoot due to the linearity of the LAr calorimeter
and of the analog shaper (in case of no saturation). Accordingly, the reconstructed energy of such a
SC signal with reduced amplitude results in an underestimation of the deposited energy. In order to
compensate this issue, the WFFC algorithm applies an active forward correction of the undershoot.
Another issue occurring in the case of nearby physics signals is the dead time some algorithms have.
For instance, all algorithms applying the maximum finder as energy identification algorithm are
affected. Those algorithms cannot detect two consecutive SC signals on principal. As the design of
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Figure 6.61: Jet background rejection efficiency of Rη, 1−εjetscut , at an electron signal efficiency of 0.90 (top),
of 0.95 (center) and of 0.99 (bottom) for µ= 80 (left) and for µ= 200 (right) as a function of the length
of the OF, NOF, for the OFMax algorithm. The respective jet background rejection efficiencies based on
GEANT4 are indicated by the dashed lines.
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Figure 6.62: Jet background rejection efficiency of wη,2, 1−εjetscut , at an electron signal efficiency of 0.90
(top), of 0.95 (center) and of 0.99 (bottom) for µ = 80 (left) and for µ = 200 (right) as a function of the
length of the OF, NOF, for the OFMax algorithm. The respective jet background rejection efficiencies
based on GEANT4 are indicated by the dashed lines.
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Figure 6.63: Jet background rejection efficiency of f3, 1−εjetscut , at an electron signal efficiency of 0.90 (top),
of 0.95 (center) and of 0.99 (bottom) for µ= 80 (left) and for µ= 200 (right) as a function of the length
of the OF, NOF, for the OFMax algorithm. The respective jet background rejection efficiencies based on
GEANT4 are indicated by the dashed lines.
197
6 Physics Simulation of the Upgraded Liquid-Argon Calorimeter Trigger Readout
the WFFC promises to overcome both issues, it is worthwhile to probe its performance under realistic
conditions but with nearby physics signal events.
The simulation conditions of section 6.3.1 are retained. But instead of the injection of a single physics
signal event, pairs of single electron events with a fixed time distance, ∆BCsig, are generated. The
distance between two consecutive signal event pairs is kept constant at 40 BCs. Therefore, the issues
due to overlapping SC signals mentioned above are restricted to the reconstructed energies of the
second electron of each signal event pair. Accordingly, only the BC of the second electron is consid-
ered for the analysis of the energy reconstruction performance. Solely the MC sample of the single
electrons is utilized to ensure the occurrence of the physical objects in the same detector region.
The jets of the dijet samples are randomly distributed over the whole η-φ-plane. In most cases, there
were thus no SCs consecutively traversed by jets of both signal events of the same pair. Contrary, the
electrons are all focused to the region of |η| < 0.1 and |φ| < 0.1. Nevertheless, also their showers do
not necessarily cause overlapping SC signals in all channels of this region. As the electron showers
are very narrow, only some SC might be affected and not all of them are hit twice by the highest
energies. In turn, due to the here deployed scenario there is much less SC signal overlap occurring
than in the single channel analyses of [133]. Instead, it covers the rare but realistic case that the same
detector region is hit twice by an high energetic physical object within the time distance ∆BCsig.
In the following, there are two sets of absolute deviation correlations discussed, one for ∆BCsig = 1
and the other for∆BCsig = 10. Such correlations are known from section 6.3.2 and enable the qualita-
tive discussion of the behavior of the energy reconstruction algorithms in the case of nearby physics
signal events.
Figure 6.64 depicts the correlations between the absolute deviation, E RecoT,SC −E
Depo
T,SC , and E
Depo
T,SC for
the second of two electrons with a time distance of ∆BCsig = 1. In this case, the dead time of the
maximum finder, deployed in the OFMax, WFMax and DFMax algorithms as well as the dead time
of the |χ| criterion of the OF|χ| algorithm emerge. This dead times results in two effects. On the
one side, a large SC signal of the first electron results in an output of zero for the BC of the second
electron. The SC signal of the second electron is thus completely missed. On the other side, a small
SC signal of the first electron followed by a larger SC signal of the second electron results in the
output of an even larger signal for the BC of the second electron. The reason is that the pulses of
both SC signals add up linearly with the maximum at the BC of the larger SC signal. Consequently,
the SC signal of the first electron is completely missed while the SC signal of the second electron
is significantly larger than the actually deposited energy. Both effects are clearly discernible for all
affected algorithms. There are considerable amounts of completely missed SC signals as well as a
substantial fraction of over estimated energies. Nevertheless, most of the SC signals are precisely
reconstructed as the electrons are as described not exactly aligned. Obviously, the two algorithms
without a dead time, which are the WFFC and the WFThr, are not affected by these effects. Although
the widths of the absolute deviations are increased with respect to the default conditions, there is
neither an overestimation nor an increased missing of SC signals occurring. Hence, these filters can
precisely distinguish SC signals of two consecutive BCs.
The impact of the undershoot of a preceding SC signal is depicted in Figure 6.65 by means of the
same correlations for the second of the two electrons, but now for ∆BCsig = 10. As predicted, most
of the algorithms show a considerable fraction of under estimated energies due to the reduced SC
signal amplitudes in the undershoot of preceding SC signals. The strength of this effect depends on
the concrete filter. For the OFMax and for the WFMax algorithm, the underestimation ranges down to
∆ET ≈−4GeV, what is about 10 % of the maximum occurring SC energies. The OF|χ| algorithm cuts
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Figure 6.64: Correlations between the absolute deviation, E RecoT,SC −E
Depo
T,SC , and the deposited transverse
energy, E DepoT,SC , in the middle layer for single electrons with a time distance of ∆BCsig = 1 for µ = 80 for
the six investigated energy reconstruction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center
left), WFFC (center right), WFThr (bottom left) and DFMax (bottom right). The dashed lines indicate the
ideal case of no deviations.
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off those underestimated energies to zero due to its stringent |χ| criterion. Contrary, the WFFC, the
WFThr and the DFMax algorithms appear to be less affected. The actual precision achieved by them
is discussed further down.
The values of E DepoT,SC at which the signal detection efficiency for the BC of the second electron exceeds
the threshold of εδ=0.10signal = 0.95 are depicted in Figure 6.66 as functions of ∆BCsig for the front and
for the middle layer. Obviously, the signal detection efficiency for most of the algorithms is worst in
case of ∆BCsig = 1 and increases with ∆BCsig until the overlap of the SC signals of the two electrons
dissolves. Contrary, the signal detection efficiency of the WFFC algorithm appears to be constantly
high for all time distances of the electrons.
Similar situations appear in the case of the faked signal efficiency and of the missed signal efficiency.
These are depicted by means of the values of E DepoT,SC at which these efficiencies undershoots the
threshold of εδ=0.10fake = 0.05 respectively of εδ=0.10miss = 0.05 in Figure 6.67 respectively in Figure 6.68. De-
pending on ∆BCsig there are significant impacts of the overlapping SC signals discernible for almost
all filters. Only the WFFC algorithm performs equally well for all time distances of the electrons.
The achieved precisions of the reconstructed energies of the BC of the second electron are depicted
for the front and for the middle layer in Figure 6.69. Obviously, the precision is decreased for most
of the algorithms due to the overlapping SC signals. These overlaps disappear for a time distance
of the electrons larger than ∆BCsig = 20 due to the end of the analog pulse shapes. Contrary, the
precision of the WFFC is constantly high for all time distances except for a small decrease for very
small values of ∆BCsig. Furthermore, the impact of the overlapping SC signals on the precision of
the OF|χ| algorithms appears to be small, but the OF|χ| suffers a significant missed signal efficiency.
To remind, completely missed SC signals are excluded from the determination of the precision. It
becomes further on apparent that there are significant fluctuations of the precision of the WFThr
algorithm. These are caused by the oscillations of the WF calibrated for a single output peak. SC
signals occurring during the oscillations of a preceding SC signal are accordingly distorted. Beside
this effect, the WFThr is hardly affected by overlapping SC signals.
Finally, the precisions of the eFEX variables RRecoη and w
Reco
η,2 are depicted as functions of ∆BCsig in
Figure 6.70. The determination of the according jet background rejection efficiencies is not feasible
due to the impracticality to create aligned pairs of dijet events as done for the single electrons.
Obviously, the width of the deviations of RRecoη is hardly affected by nearby physics signal events for all
considered energy reconstruction algorithms. As known from the previous analyses, the wη,2 variable
is more sensitive to distortions than Rη. Accordingly, there is a considerable loss of precision of
wRecoη,2 observable. Its precision returns to the default levels for values of ∆BCsig larger than the pulse
length. Despite the stability of the WFFC algorithm in case of both variables, it does not out-compete
the performance of the OFMax and of the WFMax algorithm, whose single-channel performance
measures are more affected by the proceeding electron than these of the WFFC.
The conclusion of the discussion of all these performance measures as functions of ∆BCsig is that
the energy identification and the forward correction of the WFFC are working as desired. There is
neither a dead time observable nor an impact of overlapping SC signals on the energy reconstruction
performance. Nevertheless, in the quite realistic but rare case of electrons occurring in the same
small detection region without being exactly aligned these benefits do not compensate the general
distance to the leading algorithms, which are the OFMax, the WFMax and in most cases even the
WFThr. Therefore, the deployment of the WFFC with its more complex structure and its potential
instability does not appear to be reasonable.
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Figure 6.65: Correlations between the absolute deviation, E RecoT,SC −E
Depo
T,SC , and the deposited transverse
energy, E DepoT,SC , in the middle layer for single electrons with a time distance of ∆BCsig = 10 for µ= 80 for
the six investigated energy reconstruction algorithms: OFMax (top left), OF|χ| (top right), WFMax (center
left), WFFC (center right), WFThr (bottom left) and DFMax (bottom right). The dashed lines indicate the
ideal case of no deviations.
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Figure 6.66: E DepoT,SC at which the signal detection efficiency ε
δ=0.10
signal exceeds the threshold of 0.95 for the
second of two electrons traversing the same detector region as functions of the time distance between
the electrons, ∆BCsig, in units of BCs for the six investigated energy reconstruction algorithms (OFMax,
OF|χ|, WFMax, WFFC, WFThr and DFMax) and for the front layer (left) and for the middle layer (right).
Smaller values indicate a better performance.
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Figure 6.67: E DepoT,SC at which the faked signal efficiency ε
δ=0.10
fake undershoots the threshold of 0.05 for the
second of two electrons traversing the same detector region as functions of the time distance between
the electrons, ∆BCsig, in units of BCs for the six investigated energy reconstruction algorithms (OFMax,
OF|χ|, WFMax, WFFC, WFThr and DFMax) and for the front layer (left) and for the middle layer (right).
Smaller values indicate a better performance.
6.3.8 Conclusion and Outlook
Due to the comprehensive simulations of the envisaged LAr calorimeter trigger readout system
for the Phase-1 upgrade, a reliable and efficient reduction of the L1 trigger rates appears feasible.
Although, final trigger rates have not been calculated, the presented jet background rejection efficien-
cies of the three considered eFEX variables demonstrate that these achieve a strong separation power
between electrons and jets despite all considered distortions. It has turned out that the achievable




3 is significantly affected by quantization effects at lowest energies
and by the properties of the deployed energy reconstruction algorithms. Those effects have not been
considered by previous studies [95].
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Figure 6.68: E DepoT,SC at which the missed signal efficiency ε
δ=0.10
miss undershoots the threshold of 0.05 for the
second of two electrons traversing the same detector region as functions of the time distance between
the electrons, ∆BCsig, in units of BCs for the six investigated energy reconstruction algorithms (OFMax,
OF|χ|, WFMax, WFFC, WFThr and DFMax) and for the front layer (left) and for the middle layer (right).
Smaller values indicate a better performance.
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Figure 6.69: Error weighted average for E DepoT,SC ≥ 2GeV of the absolute precision of E RecoT,SC for the second
of two electrons traversing the same detector region as functions of the time distance between the
electrons,∆BCsig, in units of BCs for the six investigated energy reconstruction algorithms (OFMax, OF|χ|,
WFMax, WFFC, WFThr and DFMax) and for the front layer (left) and for the middle layer (right). Smaller
values indicate a better performance.
The analyses of the simulation results have been focused on the performance of the energy recon-
struction algorithms and their dependence on varied system parameters. A group of three leading
algorithms has established, composed of the OFMax, of the WFMax and of the WFThr algorithms. It
has further on turned out that the WFFC benefit from its forward correction, but in total it cannot
compete with the precision and signal detection efficiency of the thee leading algorithms. The OF|χ|
suffers its stringent energy identification algorithm. It therefore appears to be suitable for the de-
ployment in the main data readout but not for the trigger data readout. The smart simple concept of
the DFMax algorithm does not convince in reality. Its poor performance compared to its competitors
in almost all cases makes it obsolete.
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η −RDepoη ), (left) and the absolute
precision of wRecoη,2 with respect to w
Depo
η,2 , σN (w
Reco
η − wDepoη ), (right) for the second of two electrons
traversing the same detector region as functions of the time distance between the electrons, ∆BCsig,
in units of BCs for the six investigated energy reconstruction algorithms (OFMax, OF|χ|, WFMax, WFFC,
WFThr and DFMax) and for the front layer (left) and for the middle layer (right). Smaller values indicate a
better performance.
All in all, the well established OFMax algorithm appears to be the most promising candidate for the
final deployment in the LDPS. It reliably performs well for all pulse shapes and all ADC phases and
copes best of all algorithms with white noise, such as thermal noise and quantization noise. Its
weakness is its performance in case of highest luminosities. For µ= 200 it is outperformed also for
large thermal noise levels by the WFThr algorithm.
The simple WFThr algorithm is less precise than the OFMax algorithm but avoids due to its loose
energy identification algorithm the degenerations of the eFEX variables observed for the other al-
gorithms. The most crucial issues of this algorithm are the occurring oscillations and the according
dependency of its performance on the actual ADC phases. Furthermore, the WFThr is very sensitive
to white noise, but the expected noise levels are in a range where the final jet background rejection
performance does not suffer.
The third of the three leading algorithms, the WFMax, appears to behave very similar to the OFMax
algorithm in almost all cases but with a slightly reduced performance. In particular, its increased
sensitivity to white noise impede better results. A calibration procedure considering also noise con-
tributions could overcome this issue.
The final decision which algorithm to deploy should be based on measurements of the SC pulse
shapes, of the thermal noise levels and autocorrelations and of the actual ADC properties of the
demonstrator installed in ATLAS. This information will constrain the crucial system parameters and
will allow a more precise prediction of the system performance depending on the deployed energy
reconstruction algorithm. Accordingly, the calculation of precise trigger rates based on optimized
cuts on the eFEX variables will become feasible.
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7 Summary
The successful continuation of the precise measurement of Standard Model (SM) observables as
well as the search for new physics require extensive upgrade campaigns for the Large Hadron Col-
lider (LHC) and for the installed particle detectors. On the one hand, the beam luminosity delivered
by the LHC has to be substantially increased for an efficient reduction of the statistical uncertainties
of measurements of rare SM processes but also for an increased sensitivity to new phenomena. On
the other hand, the ATLAS detector has to be prepared for the enhanced event rate. This is in partic-
ular required to retain the trigger efficiency for the physics signal at a constant level-1 (L1) trigger
bandwidth of about 20 kHz dedicated for EM objects.
Achieving these aims enforces substantial stepwise upgrades of the trigger data readout electronics
of the ATLAS LAr calorimeter and the installation of new L1 trigger hardware processors, for instance
the electron feature extractor (eFEX). This thesis especially addresses the Phase-1 upgrade of the
LAr calorimeter. Its successful realization requires accurate simulations of all relevant aspects of
the whole system, starting from the considered physics signal over the analog and digital signal
processing and finally the application of suitable trigger variables.
One key physics process that will need to be measured more precisely is the production of the
125 GeV Higgs-like boson. Thus, the physics signal the L1 trigger is desired to detect has been con-
strained by the investigation of the pT spectra of the final state leptons and photons of a simulated
decaying SM Higgs boson of a mass of mHiggs = 125GeV. In the central detector region of |η| < 2.3,
these are expected to have transverse momenta in the range of 10GeV < pT < 100GeV with peaks
of the spectra between 20 GeV and 50 GeV. Thus, single electrons with 20GeV < pT < 50GeV are
considered as physics signal the eFEX processor has to detect.
Subsequently, crucial system properties have been analyzed with the currently best achievable accu-
racy. The super cells, introduced to provide data of finer granularity to the L1 trigger, feature different
noise levels, analog pulse shapes and digitization schemes than the existing LAr calorimeter cells and
trigger towers. The thermal noise of the super cells has been estimated based on the measured noise
of the main readout channels. The prediction of the pile-up noise relies on Monte Carlo samples of
minimum-bias events, which have been superimposed to obtain the expected pile-up conditions
for LHC Run 3 with µ = 80. The analog pulse shapes of the super cells have been calculated with
two distinct approaches, whose results agree very well in the linear range of the analog shaper. A
SPICE based numerical calculus furthermore considers saturation effects due to the limited peak
output voltage of the shaper. These have been utilized later on for a detailed analysis of the bunch
crossing identification at highest energies. The obtained analog pulse shapes have been validated
by means of first measured calibration pulses of the hardware demonstrator, which is a prototype
of the whole system installed in ATLAS. The differences between the detector pulse shape and the
calibration pulse shape due to the different pulse shapes injected into the shaper have been carefully
considered with approximative simulations.
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7 Summary
Based on the discussed system properties, six digital energy reconstruction algorithms have been
theoretically constructed. These algorithms are composed of a filtering stage reshaping the digitized
pulses and of an energy identification stage taking the output of the filtering stage as an input to
identify a valid detector hit in a specific super cell channel. The first set of algorithms is based on the
optimal filter (OF), which seeks for an optimal signal-to-noise ratio. The OFMax and the OF|χ| algo-
rithms deploy it as filtering stage and applies a maximum finder respectively an absolute χ-criterion
on it as energy identification algorithms. The Wiener filter (WF) is a further digital filter approach,
which aims for the reconstruction of the δ-function like detector hits. Its defining formulas allows
the precise determination of the output pulse shapes what is exploited by the energy reconstruction
algorithms based on it. One of them is the WFFC, which utilizes a half-value at the post-peak for the
energy identification and subsequently triggers a forward correction of the following undershoot of
the WF output pulse shape. The WFThr deploys the original WF with a single output peak and simply
forwards each positive output as valid signal to the eFEX. This filter suffers oscillations, which can
be compensated by the introduction of half-values at the pre- and post-peak. A maximum finder
attached to such a WF results in the WFMax algorithm. The last approach is a derivative filter contin-
uously calculating the second derivative of the input pulses. The application of a maximum finder
leads to the simple DFMax algorithm.
All these energy reconstruction algorithms expect a strictly linear scaling of the pulse shapes with the
deposited energy. Thus, they are distracted by saturated pulses. In the super cell readout electronics
chain, saturation can occur either in the analog shaper circuits or due to the cut-off of the ADC
driven above its maximum. According to the default digitization scheme, it has been assumed that
the ADC saturates first. In this case, the identification of the bunch crossing of a high energetic hit
becomes problematic. Therefore, a dedicated saturation filter has been developed that evaluates a
test statistic taking input of two previous ADC samples to reliably identify the correct bunch crossing.
It could be demonstrated that this algorithm efficiently outputs the correct bunch crossing although
the hit timings are intensively varied.
Before the accurate simulation of the whole system with all its constituents, the finer granularity of
the super cell data is solely exploited to develop an improved missing transverse energy (MET) algo-
rithm at the level of the Level-1 Calorimeter trigger. A detailed comparison of the simulation results
with those of the official ATLAS software ATHENA reveals the quality of the obtained standalone tool.
The subsequent optimization of the parameters of the new MET algorithm for pile-up conditions
up to µ = 80 leads to a significantly improved MET resolution and in turn reduced trigger rates of
a potential MET trigger. As the MET is a global variable, it relies on the performance of all involved
sub-detectors and is thus contrasting the eFEX variables, which are taking input of a small cluster of
SCs only.
For a comprehensive simulation of the Phase-1 LAr calorimeter trigger readout electronics system,
the software tool AREUS has been developed. It covers all aspects investigated before and allows
the calculation of eFEX variables. This has been exploited to study the impact of various system
parameters on the achievable jet background rejection efficiency of the eFEX variables Rη, wη,2 and
f3 for a physics signal of single electrons in the previously defined range of 20GeV < pT < 50GeV.
A particular focus has laid on the behavior of the six considered energy reconstruction algorithms.
A group of three leading algorithms were established, composed of the OFMax, of the WFMax and
of the WFThr. Further simulations have demonstrated that the length of the OF can be reduced
from N = 5 to N = 4 without a significant loss of performance. Finally, it has been shown, that a
reliable identification of consecutive electrons traversing the same detector region within a short
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time distance is feasible also with the energy reconstruction algorithm without an active correction
of the trailing undershoot of the LAr calorimeter pulse shapes.
The overall conclusion of all these simulations is that the envisaged new trigger data readout ar-
chitecture with the subsequent new eFEX processor leads to a system that reliably triggers physics
signal events at high efficiency. It is robust even against intensive variations of the noise and pile-up
conditions beyond the nominal values. Thus, the ATLAS detector will be able to fully exploit the
potential of the increased luminosity delivered by the LHC beyond the year 2019.
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A Appendix: Digital Signal Processing
A.1 Calibration of the Optimal Filter
In the following, the results of the OF calibration procedure applied in all four EM layers of the LAr
calorimeter are summarized. The pile-up and the thermal noise level as well as the ADC phase ϕADC
have been varied in order to demonstrate the adaptability of the OF to almost all imaginable working
conditions of the SC readout electronics. The applied OF is discussed in section 5.5.
Calibration of the Optimal Filter on the Presampler
In the following, there are the calibration results of the OF in the Presampler of the LAr calorimeter de-
picted. The default pile-up conditions of µ= 80 are varied in Figure A.1. Following this, the nominal
thermal noise level of σnoise = 134MeV has been varied in Figure A.2. The ADC phase of ϕADC = 0ns
is defined to be the phase at which the analog pulse shape is sampled by the ADC at its peak. It has
been varied in Figure A.3.
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Figure A.1: Amplitudes of the OF input and output pulse shapes for different values of µ for a SC at η=
0.05 of the Presampler as a function of the time. All amplitudes are scaled relative to the peak amplitude
of the not depicted analog pulse shape.
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Figure A.2: Amplitudes of the OF input and output pulse shapes for different thermal noise levels σnoise
for a SC at η= 0.05 of the Presampler as a function of the time. All amplitudes are scaled relative to the
peak amplitude of the not depicted analog pulse shape.
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Figure A.3: Amplitudes of the OF input and output pulse shapes for different ADC phases ϕADC for a
SC at η= 0.05 of the Presampler as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
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Calibration of the Optimal Filter on the Front Layer
In the following, there are the calibration results of the OF in the front layer of the LAr calorimeter de-
picted. The default pile-up conditions of µ= 80 are varied in Figure A.4. Following this, the nominal
thermal noise level of σnoise = 47MeV has been varied in Figure A.5. The ADC phase of ϕADC = 0ns
is defined to be the phase at which the analog pulse shape is sampled by the ADC at its peak. It has
been varied in Figure A.6.
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Figure A.4: Amplitudes of the OF input and output pulse shapes for different values of µ for a SC at
η = 0.025 of the front layer as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
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Figure A.5: Amplitudes of the OF input and output pulse shapes for different thermal noise levels σnoise
for a SC at η= 0.025 of the front layer as a function of the time. All amplitudes are scaled relative to the
peak amplitude of the not depicted analog pulse shape.
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Figure A.6: Amplitudes of the OF input and output pulse shapes for different ADC phases ϕADC for a
SC at η= 0.025 of the front layer as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
212
A.1 Calibration of the Optimal Filter
Calibration of the Optimal Filter on the Middle Layer
In the following, there are the calibration results of the OF in the middle layer of the LAr calori-
meter depicted. The default pile-up conditions of µ = 80 are varied in Figure A.7. Following this,
the nominal thermal noise level of σnoise = 83MeV has been varied in Figure A.8. The ADC phase of
ϕADC = 0ns is defined to be the phase at which the analog pulse shape is sampled by the ADC at its
peak. It has been varied in Figure A.9.
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Figure A.7: Amplitudes of the OF input and output pulse shapes for different values of µ for a SC at
η = 0.025 of the middle layer as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
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Figure A.8: Amplitudes of the OF input and output pulse shapes for different thermal noise levels σnoise
for a SC at η= 0.025 of the middle layer as a function of the time. All amplitudes are scaled relative to the
peak amplitude of the not depicted analog pulse shape.
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Figure A.9: Amplitudes of the OF input and output pulse shapes for different ADC phases ϕADC for a SC
at η= 0.025 of the middle layer as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
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Calibration of the Optimal Filter on the Back Layer
In the following, there are the calibration results of the OF in the back layer of the LAr calorimeter
depicted. The default pile-up conditions of µ = 80 are varied in Figure A.10. Following this, the
nominal thermal noise level of σnoise = 61MeV has been varied in Figure A.11. The ADC phase of
ϕADC = 0ns is defined to be the phase at which the analog pulse shape is sampled by the ADC at its
peak. It has been varied in Figure A.12.
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Figure A.10: Amplitudes of the OF input and output pulse shapes for different values of µ for a SC at
η= 0.05 of the back layer as a function of the time. All amplitudes are scaled relative to the peak amplitude
of the not depicted analog pulse shape.
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Figure A.11: Amplitudes of the OF input and output pulse shapes for different thermal noise levelsσnoise
for a SC at η= 0.05 of the back layer as a function of the time. All amplitudes are scaled relative to the
peak amplitude of the not depicted analog pulse shape.
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Figure A.12: Amplitudes of the OF input and output pulse shapes for different ADC phases ϕADC for a
SC at η= 0.05 of the back layer as a function of the time. All amplitudes are scaled relative to the peak
amplitude of the not depicted analog pulse shape.
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A.2 Calibration of the Wiener Filter
In the following, the results of the WF pulse shape based calibration procedure applied in all four EM
layers of the LAr calorimeter are summarized. The applied WF is discussed in section 5.6 followed
by the utilized calibration procedure in section 5.6.2. The latter does not depend on thermal noise
or pile-up. Therefore, these parameters are not subject of the depicted calibrated WF output pulse
shapes. Instead, properties of the input pulse shape, which are the width of the pulse shape peak
determined by the time constant τ of the bipolar shaper, the ADC phase ϕADC and furthermore the
desired output signal are varied in order to demonstrate their impact on the result of the calibration.
The filter depth is always set to N = 6.
Calibration of the Wiener Filter on the Presampler
In the following, there are the calibration results of the WF in the Presampler of the LAr calorimeter
depicted. As outlined, the pulse shape peak width has been varied by variegating the time constant
τ of the bipolar shaper, what is not realizable in hardware for the Phase-1 upgrade of the LAr calori-
meter but it demonstrates the dependency of the WF calibration result on the properties of the input
pulse shapes, which are depicted in Figure A.13. Consecutively, the ADC phase ϕADC has been var-
ied. The according results are summarized in Figure A.14. Finally, the WF with half-value post-peak
and with half-value pre- and post-peak have been calibrated on these ADC phase variations, whose
output pulse shapes are depicted in Figure A.15 respectively Figure A.16.
217
A Appendix: Digital Signal Processing
Time [ns]













































































































































































Figure A.13: Amplitudes of the WF input and output pulse shapes for different time constants τ of the
bipolar shaper at the example of a SC in the central detector region of the Presampler as a function of the
ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog
pulse shape. The filter depth is set to N = 6.
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Figure A.14: Amplitudes of the WF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the Presampler as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The filter
depth is set to N = 6.
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Figure A.15: Amplitudes of the input and output pulse shapes of the WF with half-value post-peak for
different ADC phases ϕADC at the example of a SC in the central detector region of the Presampler as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter set is fixed to N = 6.
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Figure A.16: Amplitudes of the input and output pulse shapes of the WF with half-value pre- and post-
peak for different ADC phasesϕADC at the example of a SC in the central detector region of the Presampler
as a function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the
not depicted analog pulse shape. The filter set is fixed to N = 6.
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Calibration of the Wiener Filter on the Front Layer
In the following, there are the calibration results of the WF in the front layer of the LAr calorimeter de-
picted. As outlined, the pulse shape peak width has been varied by variegating the time constant τ of
the bipolar shaper, what is not realizable in hardware for the Phase-1 upgrade of the LAr calorimeter
but it demonstrates the dependency of the WF calibration result on the properties of the input pulse
shapes, which are depicted in Figure A.17. Consecutively, the ADC phase ϕADC has been varied. The
according results are summarized in Figure A.18. Finally, the WF with half-value post-peak and with
half-value pre- and post-peak have been calibrated on these ADC phase variations, whose output
pulse shapes are depicted in Figure A.19 respectively Figure A.20.
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Figure A.17: Amplitudes of the WF input and output pulse shapes for different time constants τ of the
bipolar shaper at the example of a SC in the central detector region of the front layer as a function of the
ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog
pulse shape. The filter depth is set to N = 6.
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Figure A.18: Amplitudes of the WF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the front layer as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The filter
depth is set to N = 6.
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Figure A.19: Amplitudes of the input and output pulse shapes of the WF with half-value post-peak for
different ADC phases ϕADC at the example of a SC in the central detector region of the front layer as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter set is fixed to N = 6.
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Figure A.20: Amplitudes of the input and output pulse shapes of the WF with half-value pre- and post-
peak for different ADC phases ϕADC at the example of a SC in the central detector region of the front
layer as a function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of
the not depicted analog pulse shape. The filter set is fixed to N = 6.
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Calibration of the Wiener Filter on the Middle Layer
In the following, there are the calibration results of the WF in the middle layer of the LAr calorimeter
depicted. As outlined, the pulse shape peak width has been varied by variegating the time constant
τ of the bipolar shaper, what is not realizable in hardware for the Phase-1 upgrade of the LAr calori-
meter but it demonstrates the dependency of the WF calibration result on the properties of the input
pulse shapes, which are depicted in Figure A.21. Consecutively, the ADC phase ϕADC has been var-
ied. The according results are summarized in Figure A.22. Finally, the WF with half-value post-peak
and with half-value pre- and post-peak have been calibrated on these ADC phase variations, whose
output pulse shapes are depicted in Figure A.23 respectively Figure A.24.
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Figure A.21: Amplitudes of the WF input and output pulse shapes for different time constants τ of the
bipolar shaper at the example of a SC in the central detector region of the middle layer as a function
of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not depicted
analog pulse shape. The filter depth is set to N = 6.
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Figure A.22: Amplitudes of the WF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the middle layer as a function of the ADC sampling
time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
The filter depth is set to N = 6.
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Figure A.23: Amplitudes of the input and output pulse shapes of the WF with half-value post-peak for
different ADC phases ϕADC at the example of a SC in the central detector region of the middle layer as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter set is fixed to N = 6.
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Figure A.24: Amplitudes of the input and output pulse shapes of the WF with half-value pre- and post-
peak for different ADC phases ϕADC at the example of a SC in the central detector region of the middle
layer as a function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of
the not depicted analog pulse shape. The filter set is fixed to N = 6.
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Calibration of the Wiener Filter on the Back Layer
In the following, there are the calibration results of the WF in the back layer of the LAr calorimeter de-
picted. As outlined, the pulse shape peak width has been varied by variegating the time constant τ of
the bipolar shaper, what is not realizable in hardware for the Phase-1 upgrade of the LAr calorimeter
but it demonstrates the dependency of the WF calibration result on the properties of the input pulse
shapes, which are depicted in Figure A.25. Consecutively, the ADC phase ϕADC has been varied. The
according results are summarized in Figure A.26. Finally, the WF with half-value post-peak and with
half-value pre- and post-peak have been calibrated on these ADC phase variations, whose output
pulse shapes are depicted in Figure A.27 respectively Figure A.28.
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Figure A.25: Amplitudes of the WF input and output pulse shapes for different time constants τ of the
bipolar shaper at the example of a SC in the central detector region of the back layer as a function of the
ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not depicted analog
pulse shape. The filter depth is set to N = 6.
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Figure A.26: Amplitudes of the WF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the back layer as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape. The filter
depth is set to N = 6.
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Figure A.27: Amplitudes of the input and output pulse shapes of the WF with half-value post-peak for
different ADC phases ϕADC at the example of a SC in the central detector region of the back layer as a
function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the not
depicted analog pulse shape. The filter set is fixed to N = 6.
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Figure A.28: Amplitudes of the input and output pulse shapes of the WF with half-value pre- and post-
peak for different ADC phasesϕADC at the example of a SC in the central detector region of the back layer
as a function of the ADC sampling time. All amplitudes are scaled relative to the peak amplitude of the
not depicted analog pulse shape. The filter set is fixed to N = 6.
233
A Appendix: Digital Signal Processing
A.3 Calibration of the 2nd Derivative Filter
In the following, the results of the DF calibration procedure applied on all four EM layers of the LAr
calorimeter are summarized. The applied DF is discussed in section 5.7. The calibration does not
depend on thermal noise or pile-up. Therefore, these parameters are not subject of the depicted
calibrated DF output pulse shapes. Instead, the ADC phase ϕADC is varied in order to demonstrate
its impact on the result of the calibration. Here, the ADC phase is defined to beϕADC = 0, if the analog
pulse shape is sampled by the ADC sample at its peak. The filter depth of the DF is always given by
N = 3. The pulse shapes of the Presampler are depicted in Figure A.29, those of the front layer are
depicted in Figure A.30, those of the middle layer are depicted in Figure A.31 and those of the back
layer are depicted in Figure A.32.
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Figure A.29: Amplitudes of the DF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the Presampler as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
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Figure A.30: Amplitudes of the DF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the front layer as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
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Figure A.31: Amplitudes of the DF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the middle layer as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
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Figure A.32: Amplitudes of the DF input and output pulse shapes for different ADC phases ϕADC at the
example of a SC in the central detector region of the back layer as a function of the ADC sampling time.
All amplitudes are scaled relative to the peak amplitude of the not depicted analog pulse shape.
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A.4 Super Cell Pulse Shapes
Evolution of the Analog and Digitized Super Cell Pulse Shapes Peak Samples
of the LAr Presampler
This section summarizes all plots of the LAr calorimeter SC pulse shapes of the Presampler simulated
with SPICE and attached RC pole with τ = 15ns. Details of their calculation and digitization are
discussed in the sections section 4.3.4 respectively section 4.3.5. Initially, analog pulse shapes for
different deposited energies are depicted in Figure A.33 as a function of the time. Following this, the
evolution of the LHC clock synchronized pulse shape samples (sampling rate FS = 40MHz) of the
pulse shape peak is depicted in the figures A.34 to A.46 for different ADC phases ϕADC. These are
inter alia required for the calibration of the saturation filter, discussed in section 5.9.
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Figure A.33: Interpolated SPICE simulated analog LAr calorimeter SC pulse shapes as a function of the
time for the Presampler for different deposited energies.
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Figure A.34: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 0ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.35: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 2ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.36: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 4ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.37: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 6ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.38: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 8ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.39: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 10ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.40: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 12ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.41: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 14ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.42: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 16ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.43: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 18ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.44: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 20ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.45: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 22ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.46: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 24ns as a function of the energy deposited in a single LAr calorimeter SC of the
Presampler at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
Evolution of the Analog and Digitized Super Cell Pulse Shapes Peak Samples
of the LAr Front Layer
This section summarizes all plots of the LAr calorimeter SC pulse shapes of the front layer simulated
with SPICE and attached RC pole with τ = 15ns. Details of their calculation and digitization are
discussed in the sections section 4.3.4 respectively section 4.3.5. Initially, analog pulse shapes for
different deposited energies are depicted in Figure A.47 as a function of the time. Following this, the
evolution of the LHC clock synchronized pulse shape samples (sampling rate FS = 40MHz) of the
pulse shape peak is depicted in the figures A.48 to A.60 for different ADC phases ϕADC. These are
inter alia required for the calibration of the saturation filter, discussed in section 5.9.
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Figure A.47: Interpolated SPICE simulated analog LAr calorimeter SC pulse shapes as a function of the
time for the front layer for different deposited energies.
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Figure A.48: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 0ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.49: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 2ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.50: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 4ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.51: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 6ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.52: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 8ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.53: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 10ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.54: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 12ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.55: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 14ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.56: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 16ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.57: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 18ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.58: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 20ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.59: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 22ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.60: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 24ns as a function of the energy deposited in a single LAr calorimeter SC of the
front layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
Evolution of the Analog and Digitized Super Cell Pulse Shapes Peak Samples
of the LAr Middle Layer
This section summarizes all plots of the LAr calorimeter SC pulse shapes of the middle layer simu-
lated with SPICE and attached RC pole with τ = 15ns. Details of their calculation and digitization
are discussed in the sections section 4.3.4 respectively section 4.3.5. Initially, analog pulse shapes
for different deposited energies are depicted in Figure A.61 as a function of the time. Following this,
the evolution of the LHC clock synchronized pulse shape samples (sampling rate FS = 40MHz) of
the pulse shape peak is depicted in the figures A.62 to A.74 for different ADC phases ϕADC. These are
inter alia required for the calibration of the saturation filter, discussed in section 5.9.
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Figure A.61: Interpolated SPICE simulated analog LAr calorimeter SC pulse shapes as a function of the
time for the middle layer for different deposited energies.
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Figure A.62: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 0ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.63: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 2ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.64: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 4ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.65: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 6ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.66: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 8ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.67: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 10ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.68: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 12ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.69: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 14ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
 [GeV]SCE

















-2 pn -1 pn pn +1 pn
Analog Pulse Shape Samples
=16ns
ADC
ϕ=0.025, ηMiddle Layer, 
 [GeV]SCE























-2 pn -1 pn pn +1 pn
Digitized Pulse Shape Samples
=16ns
ADC
ϕ=0.025, ηMiddle Layer, 
Figure A.70: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 16ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
250
A.4 Super Cell Pulse Shapes
 [GeV]SCE

















-2 pn -1 pn pn +1 pn
Analog Pulse Shape Samples
=18ns
ADC
ϕ=0.025, ηMiddle Layer, 
 [GeV]SCE























-2 pn -1 pn pn +1 pn
Digitized Pulse Shape Samples
=18ns
ADC
ϕ=0.025, ηMiddle Layer, 
Figure A.71: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 18ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.72: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 20ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.73: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 22ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
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Figure A.74: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 24ns as a function of the energy deposited in a single LAr calorimeter SC of the
middle layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 125 MeV and
a pedestal of 1024 counts (right).
Evolution of the Analog and Digitized Super Cell Pulse Shapes Peak Samples
of the LAr Back Layer
This section summarizes all plots of the LAr calorimeter SC pulse shapes of the back layer simulated
with SPICE and attached RC pole with τ = 15ns. Details of their calculation and digitization are
discussed in the sections section 4.3.4 respectively section 4.3.5. Initially, analog pulse shapes for
different deposited energies are depicted in Figure A.75 as a function of the time. Following this, the
evolution of the LHC clock synchronized pulse shape samples (sampling rate FS = 40MHz) of the
pulse shape peak is depicted in the figures A.76 to A.88 for different ADC phases ϕADC. These are
inter alia required for the calibration of the saturation filter, discussed in section 5.9.
Time [ns]





















Figure A.75: Interpolated SPICE simulated analog LAr calorimeter SC pulse shapes as a function of the
time for the back layer for different deposited energies.
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Figure A.76: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 0ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.77: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 2ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.78: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 4ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.79: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 6ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.80: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 8ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.81: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 10ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.82: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 12ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.83: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 14ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.84: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 16ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.85: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 18ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.86: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 20ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.87: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 22ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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Figure A.88: Analog samples at the peak of the pulse shape for a sampling frequency of 40 MHz and for
an ADC phase of ϕADC = 24ns as a function of the energy deposited in a single LAr calorimeter SC of the
back layer at η= 0.05 (left) and the same samples digitized by a 12-bit ADC with an lsb of 32 MeV and a
pedestal of 1024 counts (right).
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B Appendix: Missing Transverse Energy
B.1 Jet Elements of the EM Calorimeter
Transverse energy distributions, correlations and resolutions of all EM JEs are depicted in this section
in addition to those discussed in section 6.1.
Jet Elements of the EM Presampler
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Figure B.1: Relative frequency f as a function of ET of all JEs from the EM Presampler for various µ
values (left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.134±0.007 0.401±0.008 0±0 (fixed) 1.1
27.5 0.112±0.009 0.498±0.006 0±0 (fixed) 0.9
41 0.158±0.008 0.535±0.007 0±0 (fixed) 3.4
80 0.234±0.010 0.597±0.011 0±0 (fixed) 1.8
Table B.1: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM Presampler, depicted in Figure B.3, with Eµ=0T,JE > 2GeV.
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Figure B.2: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure B.3: Standard deviation σN of ET,JE −Eµ=0T,JE in the EM Presampler, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.1.
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Jet Elements of the EM Front Layer
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Figure B.4: Relative frequency f as a function of ET of all JEs from the EM front layer for various µ values
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Figure B.5: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
(top left), µ= 27.5 (top right), µ= 41 (bottom left) and µ= 80 (bottom right) for all JEs of the EM front
layer.
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Figure B.6: Standard deviation σN of ET,JE −Eµ=0T,JE in the EM front layer, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.2.
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.1109±0.0017 0.5293±0.0016 0±0 (fixed) 1.7
27.5 0.1729±0.0021 0.6097±0.0025 0±0 (fixed) 4.6
41 0.2152±0.0025 0.688±0.003 0±0 (fixed) 7.1
80 0.316±0.003 0.863±0.005 0±0 (fixed) 6.9
Table B.2: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM front layer, depicted in Figure B.6, with Eµ=0T,JE > 2GeV.
Jet Elements of the EM Middle Layer
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Figure B.7: Relative frequency f as a function of ET of all JEs from the EM middle layer for various µ
values (left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
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Figure B.8: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure B.9: Standard deviation σN of ET,JE −Eµ=0T,JE in the EM middle layer, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.3.
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µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.0644±0.0012 0.5254±0.0008 0±0 (fixed) 4.1
27.5 0.0966±0.0013 0.6156±0.0010 0±0 (fixed) 10
41 0.1312±0.0015 0.6981±0.0014 0±0 (fixed) 12
80 0.1924±0.0018 0.8794±0.0019 0±0 (fixed) 22
Table B.3: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM middle layer, depicted in Figure B.9, with Eµ=0T,JE > 2GeV.
Jet Elements of the EM Back Layer
 [GeV]T, JEE
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Figure B.10: Relative frequency f as a function of ET of all JEs from the EM back layer for variousµ values
(left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0±0 (fixed) 0.342±0.005 0±0 (fixed) 1.4
27.5 0.070±0.017 0.338±0.013 0±0 (fixed) 0.1
41 0±0 (fixed) 0.381±0.004 0±0 (fixed) 0.1
80 0±0 (fixed) 0.415±0.005 0.018±0.005 0.5
Table B.4: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM back layer, depicted in Figure B.12, with Eµ=0T,JE > 2GeV.
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Figure B.11: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure B.12: Standard deviation σN of ET,JE −Eµ=0T,JE in the EM back layer, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.4.
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Jet Elements of the EM FCal
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Figure B.13: Relative frequency f as a function of ET of all JEs from the EM FCal for various µ values
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Figure B.14: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
(top left), µ= 27.5 (top right), µ= 41 (bottom left) and µ= 80 (bottom right) for all JEs of the EM FCal.
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Figure B.15: Standard deviationσN of ET,JE−Eµ=0T,JE in the EM FCal, obtained by a Gaussian fit, for different
values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different values of µ
as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The parameters of
the fitted equation 3.17 are listed in Table B.5.
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.553±0.005 1.773±0.007 0±0 (fixed) 25
27.5 0.622±0.009 2.679±0.011 0±0 (fixed) 4.2
41 0.653±0.012 3.357±0.013 0±0 (fixed) 5.0
80 0.48±0.03 5.188±0.019 0±0 (fixed) 4.3
Table B.5: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM FCal, depicted in Figure B.15, with Eµ=0T,JE > 2GeV.
Jet Elements of the EM Calorimeter summed in Depth
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Figure B.16: Relative frequency f as a function of ET of all JEs from the EM calorimeter (summed in
depth) for various µ values (left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
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Figure B.17: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
(top left), µ= 27.5 (top right), µ= 41 (bottom left) and µ= 80 (bottom right) for all JEs of the EM calori-
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Figure B.18: Standard deviation σN of ET,JE −Eµ=0T,JE in the EM calorimeter (summed in depth), obtained
by a Gaussian fit, for different values of µ as a function of the JE ET for µ = 0 (left). Relative resolution
σN /E
µ=0
T,JE for different values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are
overlaid (right). The parameters of the fitted equation 3.17 are listed in Table B.6.
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µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0±0 (fixed) 0.9099±0.0008 0±0 (fixed) 78
27.5 0±0 (fixed) 1.2393±0.0011 0±0 (fixed) 38
41 0±0 (fixed) 1.4844±0.0013 0.0070±0.0013 21
80 0.177±0.004 1.9246±0.0024 0±0 (fixed) 31
Table B.6: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
EM calorimeter (summed in depth), depicted in Figure B.18, with Eµ=0T,JE > 2GeV.
B.2 Jet Elements of the HAD Calorimeter
Energy distributions, correlations and resolutions of all HAD JEs are depicted in this section in
addition tho those discussed in section 6.1.
Jet Elements of the Tile Calorimeter
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Figure B.19: Relative frequency f as a function of ET of all JEs from the Tile calorimeter for various µ
values (left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.126±0.004 0.445±0.003 0.0179±0.0019 2.4
27.5 0.1413±0.0016 0.4881±0.0020 0±0 (fixed) 3.3
41 0.125±0.006 0.539±0.004 0.0245±0.0019 2.5
80 0.105±0.009 0.638±0.004 0.0331±0.0019 1.7
Table B.7: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
Tile calorimeter, depicted in Figure B.21, with Eµ=0T,JE > 2GeV.
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Figure B.20: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5





























=12.5µ =27.5µ =41µ =80µ
)
=0µ
T - ET(ENσCaloSim Jet Element 


































T - ET(ENσCaloSim Jet Element 
=14TeV, TilesDijet Events, 
Figure B.21: Standard deviation σN of ET,JE−Eµ=0T,JE in the Tile calorimeter, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.7.
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B.2 Jet Elements of the HAD Calorimeter
Jet Elements of the HECs
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Figure B.22: Relative frequency f as a function of ET of all JEs from the HECs for various µ values (left)
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Figure B.23: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
(top left), µ= 27.5 (top right), µ= 41 (bottom left) and µ= 80 (bottom right) for all JEs of the HECs.
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Figure B.24: Standard deviation σN of ET,JE −Eµ=0T,JE in the HECs, obtained by a Gaussian fit, for different
values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different values of µ
as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The parameters of
the fitted equation 3.17 are listed in Table B.8.
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.044±0.004 0.4977±0.0017 0±0 (fixed) 1.3
27.5 0.065±0.003 0.5595±0.0018 0±0 (fixed) 0.8
41 0.074±0.004 0.7197±0.0024 0±0 (fixed) 2.2
80 0.127±0.004 0.830±0.003 0±0 (fixed) 3.5
Table B.8: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
HECs, depicted in Figure B.24, with Eµ=0T,JE > 2GeV.
Jet Elements of the HAD FCal1
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Figure B.25: Relative frequency f as a function of ET of all JEs from the HAD FCal1 for various µ values
(left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
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Figure B.26: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure B.27: Standard deviation σN of ET,JE −Eµ=0T,JE in the HAD FCal1, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.9.
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B Appendix: Missing Transverse Energy
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.118±0.015 0.914±0.008 0±0 (fixed) 3.4
27.5 0.288±0.011 1.088±0.011 0±0 (fixed) 7.6
41 0.392±0.012 1.210±0.014 0±0 (fixed) 15
80 0.563±0.016 1.493±0.023 0±0 (fixed) 5.7
Table B.9: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of the
HAD FCal1, depicted in Figure B.27, with Eµ=0T,JE > 2GeV.
Jet Elements of the HAD FCal2
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Figure B.28: Relative frequency f as a function of ET of all JEs from the HAD FCal2 for various µ values
(left) and the according ratios f (µ> 0)/ f (µ= 0) as a function of ET (right).
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0±0 (fixed) 0.444±0.010 0±0 (fixed) 0.4
27.5 0±0 (fixed) 0.500±0.018 0.04±0.02 0.5
41 0.14±0.05 0.53±0.04 0±0 (fixed) 0.9
80 0±0 (fixed) 0.679±0.012 0±0 (fixed) 1.2
Table B.10: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of
the HAD FCal2, depicted in Figure B.30, with Eµ=0T,JE > 2GeV.
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Figure B.29: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
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Figure B.30: Standard deviation σN of ET,JE −Eµ=0T,JE in the HAD FCal2, obtained by a Gaussian fit, for
different values of µ as a function of the JE ET for µ= 0 (left). Relative resolution σN /Eµ=0T,JE for different
values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are overlaid (right). The
parameters of the fitted equation 3.17 are listed in Table B.10.
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B Appendix: Missing Transverse Energy
Jet Elements of the HAD Calorimeter summed in Depth
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Figure B.31: Relative frequency f as a function of ET of all JEs from the HAD calorimeter (summed in
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Figure B.32: Correlations between the JE ET for µ= 0 (Eµ=0T,JE ) and the difference ET,JE −E
µ=0
T,JE for µ= 12.5
(top left), µ= 27.5 (top right), µ= 41 (bottom left) and µ= 80 (bottom right) for all JEs of the HAD calori-
meter (summed in depth).
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Figure B.33: Standard deviationσN of ET,JE−Eµ=0T,JE in the HAD calorimeter (summed in depth), obtained
by a Gaussian fit, for different values of µ as a function of the JE ET for µ = 0 (left). Relative resolution
σN /E
µ=0
T,JE for different values of µ as a function of the JE ET for µ= 0. The fit results of equation 3.17 are
overlaid (right). The parameters of the fitted equation 3.17 are listed in Table B.11.
µ a [
p
GeV] b [GeV] c χ2/nd f
12.5 0.070±0.005 0.554±0.0019 0.0134±0.0014 2.8
27.5 0.063±0.007 0.6158±0.0021 0.0166±0.0014 2.2
41 0.103±0.005 0.6918±0.0026 0.0126±0.0023 4.8
80 0.145±0.003 0.7966±0.0023 0±0 (fixed) 2.6
Table B.11: Approximated parameters of equation 3.17 fitted to the relative resolution distributions of
the HAD calorimeter (summed in depth), depicted in Figure B.33, with Eµ=0T,JE > 2GeV.
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C Appendix: ATLAS Readout Electronics
Upgrade Simulation
As outlined in section 6.2, the software tool AREUS is the basis of the simulation studies presented
in section 6.3. In the following its details are discussed. Beforehand the development of AREUS,
a list of requirements has been compiled the software has to meet to allow the realization of the
intended performance evaluation of the whole LAr calorimeter trigger readout electronics with a
particular focus on the energy reconstruction. The comparison of the requirements with the features
of existing simulation tools, like ATHENA, has revealed that the development of a new software tool
were necessary. This list of requirements is given in section C.1. Following this, the working principal
of AREUS is briefly introduced. Subsequently, the actual configuration of AREUS used for this thesis
is explained. A comprehensive ATLAS internal manual of AREUS is available in [150].
C.1 List of Requirements
A detailed list of requirements for a simulation tool for LAr calorimeter trigger readout electronics
upgrade has been compiled, which has been the basis of the decision to develop a new software to
achieve the intended aims:
• The software has to support studies towards the Phase-1 and towards the Phase-2 upgrade, for
what reason a lot of system design options have to be considered.
• The software is striven to be used by collaboration members seeking for an easy to use simula-
tion tool for a wide range of applications. Covering the internal complexity of the simulation
by an intelligible, ample and secure user interface is thus crucial for the acceptance of such a
software by its users.
• The software is supposed to be scalable from a single SC channel up to the simulation of the
whole LAr calorimeter. The individual properties of all SCs have to be read from a database,
including the mapping of the calorimeter cells to the SCs, the analog pulse shapes, the thermal
noise levels and the digitization schemes. This criterion further on implies that no channel spe-
cific configuration may be required, what means that all constituents of the simulation chain
have to automatically adapt to the conditions provided by the databases or by the physics
input of the proton-proton collisions to be simulated.
• The software has to provide the option to input two types of physics input data. On the one
hand, probing the energy reconstruction algorithms with specific situations, such as with dis-
torted pulses or with a specific sequence of detector hits, requires the creation of defined
artificial sequences of energy depositions in a single SC. These have to be accordingly pro-
cessable by the simulation on a single channel. On the other hand, realistic physics scenarios
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are of mayor interest in order to determine the actual performance of the L1 trigger variables
for specific physics processes. These scenarios have to be obtained from official ATLAS MC
samples. Such samples have been generated with the most advanced MC event generators
available and consecutively simulated with GEANT4. Thus, the calorimeter cell hits of the
whole ATLAS detector are available. The mixing of events samples of physical interest with
those of minimum-bias events as pile-up background results in a realistic sequence of calori-
meter cell hits for each channel. This procedure is the basis of the ATHENA based simulation
of the existing detector systems. The new simulation of the Phase-1 upgrade is demanded
to inherit this method and to accordingly process a large area of SCs up to the whole LAr
calorimeter in parallel to enable the subsequent calculation of L1 trigger variables.
• As not all energy reconstruction algorithms proposed in the sections 5.5, 5.6 and 5.7 are FIR
filters, for instance the WFFC, arbitrary long continuous sequences of BCs have to be simulated
to probe their stability. This criterion excludes the official ATLAS simulation incorporated
in the ATHENA software, as it is currently limited to the processing of 32 BCs before and
32 BCs after the physically interesting event. After this short sequence of 65 samples at the
maximum, all algorithms are reset. In fact, ATHENA works in a triggered mode, which means
that the physically interesting event is known beforehand the actual simulation. This approach
is feasible for studies of recorded events but not for the simulation of the trigger readout
electronics, which works naturally in a continuous mode in front of the trigger.
• The software is meant to provide an environment to experiment with different physics scenar-
ios, various system configurations and all kind of energy reconstruction algorithms. Therefore,
it has to be as flexible, configurable and extensible as possible. The software has to be strictly
modular to enable a convenient extension of the software with further algorithms, with new
pulse shape models for the Phase-2 upgrade and even with additional sub-detectors of ATLAS,
such as the Tile calorimeter or the FCal. Furthermore, the modularization significantly re-
duces the complexity of the code to be maintained, but requires a precise conception of its
architecture beforehand its implementation.
• The software has to output all relevant information for a detailed evaluation of the perfor-
mance of the energy reconstruction algorithms in a compact format. This includes the de-
posited energies, their types (signal, pile-up or noise), the result of the quantization by the
ADC as well as all intermediate results of the applied digital algorithms and finally the recon-
structed SC energies. The software is not supposed to directly calculate L1 trigger variables,
but to provide the required SC energies to a distinct, significantly less comprehensive software
tool.
It has turned out that no existing software meets all these criteria sufficiently. Therefore, the devel-
opment AREUS has been initiated.
C.2 External Dependencies
The development of AREUS has been started in the year 2012 and has been announced in the internal
LAr sLHC Simulation meeting on 28 August 2012 [164]. Its code is written in C++ and rests upon the
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Figure C.1: Schematic view of the modularization and module dependencies of AREUS.
highly portable. Furthermore, the following open-source C++ libraries have been incorporated into
the code base of AREUS:
• C++ Mathematical Expression Library [167]: a fast and comprehensive mathematical expres-
sion evaluation library.
• VDT (VectorisD maTh) mathematical library [168]: vectorized set of mathematic standard
functions, such as sin(x), cos(x) or exp(x).
• Splines [169]: set of spline interpolation classes, including an implementation of Akima splines
utilized for the time interpolation of the SPICE simulated pulse shapes as discussed in sec-
tion 4.3.4.
C.3 Internal Structure
AREUS is designed to be strictly modular. As visualized in Figure C.3, there are no dependencies
between the modules. Moreover, all modules depend on a set of common interface definitions and
service classes. The modules are supposed to contain all the required code to supply all function-
alities desired from them. The functionality of each module is kept as consolidated as possible. An
overloading of a single module with multiple responsibilities resulting in an increased internal com-
plexity has been avoided. Finally, the executable of AREUS is responsible only for the loading of the
run configuration, discussed later in section C.5, and its delegation to the modules.
This stringent separation of the modules results in a clean and maintainable code structure and
has been achieved by the utilization of the observer design pattern [170, 171] adapted to the needs
of AREUS. A unified modeling language (UML) class diagram [172] of the conceptual design of
AREUS is depicted in Figure C.2. There are two generic, abstract interface classes called subject and
observer. Both can be associated to each other only if their template parameters agree. In this case,
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Figure C.2: UML class diagram of the adapted observer design pattern utilized for AREUS. The red
colored classes are part of the common interface definitions, while the blue classes are the concrete
implementations of these two interfaces. As both interfaces require a consistent transfer data type as
template parameter, these have to be defined commonly, too (green classes). The data is transfered from
the root subject (left) over the intermediate subject-observer class to the final observer (right).
an arbitrary amount of concrete observers can be added to the observer collection of the subject. A
concrete subject can now notify its observers about new data. The type of the data to be transfered
from the subject to all of its observers is defined by the common template parameter of the interface
classes. In this way, the subjects can be considered as data sources, while the observers can be taken
as data sinks.
Due to this architecture, each concrete subject does not need to know the concrete observers associ-
ated to it. Vice versa the concrete observer does not need to know the concrete subject it is observing.
The only links between them are the generic interfaces and the transfer data type which thus have to
be located in the common interface definition of AREUS, too. The concrete subjects and the concrete
observes are part of the modules, which in turn do not need to depend on each other.
As indicated by Figure C.2, a concrete class can be derived from the subject and simultaneously from
the observer interface. The result is an observer class which can be notified by its subject and which
can act as subject itself, notifying its own collection of observers about its results it has processed due
to the data it has received from its subject. The outlined adapted observer pattern is thus capable to
model classes which can be chained up to arbitrary lengths. Moreover, the data flow paths can be
split up as one concrete subject can be observed by multiple distinct concrete observers. A merging
of the data flow paths is feasible too, as one observer can be associated to multiple subjects and can





















Figure C.3: Schematic view of the subject and observer object creation procedure of AREUS. Each mod-
ule consists of a factory creating the subject and observer objects, configuring it and connection it to the
desired processing chain.
A crucial issue of the observer pattern is the instantiation of the concrete subjects and of the con-
crete observers, their initialization and their connection to the described subject-observer chains.
It is vital for the design concept that this instantiation procedure does not destroy the minimal
dependencies between the modules achieved by the observer pattern. Thus, a global class being
responsible for the creation and connection of all concrete subjects and observers is not an option.
Instead, a further generic interface have to be defined describing an abstract factory. Consequently,
for each concrete observer class there have to be a concrete factory class implementing the factory
interface. The interaction of these factories is visualized in Figure C.3. Each factory is responsible for
the instantiation and initialization of the subject and observer objects of its module. It is informed
by its predecessor factory about the creation of a new subject. In turn it creates an according ob-
server and attaches it to the new subject. Following this, it informs its successor factories about the
newly created observer being a subject at the same time. Hence, the subject-observer chain is setup
recursively. Due to the generic, abstract factory interface, the factories do not need to know each
other. Again, the only link between the factories are the transfer data types. But in contrast to the
subject and observer interface, each factory requires the specification of two transfer data types: one
for the implemented observer interface, hence the input type, and one for the implemented subject
interface, hence the output type. The factories are thus type safe, what prevents the connection of
subjects and observers of diverging transfer data types.
The factory hierarchy itself is created by a distinct class being part of the executable of AREUS. This
interprets the run configuration to be provided by the user and creates the factories accordingly.
Factory specific parameters of the run configuration are forwarded to the created factories and eval-
uated by them to initialize the subject and observer objects as intended by the user. In fact, the user
only has to specify the factories and their affiliations. The actual creation of the subject and observer
objects is the responsibility of the factories. This includes the amount of objects to be created. There
are concrete observers designed as singleton [170, 171], while others have to be reallocated for each
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preceding subject instance. As those details are covered by the factory infrastructure, the user of
AREUS is not considered to pay attention for them.
Summarizing, AREUS is partitioned in modules consisting of concrete subject and observer classes
and of a factory class creating instances of these specific classes and connecting them to the desired
processing chain of subjects and observers. The data to be processed are encapsulated in the transfer
data types and are therefore strictly separated from the algorithms of the subject and observer classes.
This design model is the blueprint of all modules of AREUS. It provides the required flexibility to route
arbitrary data on paths, which can be defined at run-time, through all processing stages required
for a full simulation of the LAr calorimeter trigger readout electronics. The dependencies between
these processing stages, organized in the modules, can be kept minimal.
C.4 Implemented Modules
In the following, all modules required for this thesis are briefly introduced including their input and
output transfer data types. A comprehensive documentation of all parameters is provided in [164].
Initially, the transfer data types are listed:
• BCID: Bunch crossing ID. This simple data type contains the BCID, which is output by the
global BC counter.
• LArHit: Single particle hit of one LAr calorimeter channel. This typically originates from a
GEANT4 simulation and contains the event BCID, the ATLAS coordinates, the deposited energy
and the time of the channel hit with respect to the time of the event BC. In addition, each
LArHit is flagged with a hit type: "signal", "pile-up", "irregular noise" or "other background".
These hit types are only relevant for the calibration of some energy reconstruction algorithms
as well as for the analysis of the energy reconstruction performance but not for the actual LAr
calorimeter simulation.
• LArCellHit: Sum of all hits of one LAr calorimeter channel of one BC. The LArCellHit type
contains one list of LArHit objects per hit type. Therefore, all LArHit data are preserved.
• LArDigiAlg : Output data type of all digital LAr calorimeter algorithms, including the digiti-
zation. It contains the digital output samples of the respective algorithm for the current BC.
Furthermore, it consists of the current LArCellHit object, which had been digitized, and of the
LArDigiAlg output objects of all digital algorithms of the precursive algorithm chain, begin-
ning with the ADC data. The number of samples per BC is a configurable, positive integer value.
Therefore, the ADC sampling frequency can be a multiple of the BC frequency of 40 MHz.
Each of the modules listed below is supposed to cover a specific part of the LAr calorimeter trigger
readout electronics of the Phase-1 upgrade. They are designed to collectively simulate all physically
and technical aspect of this system as discussed in the previous chapters. The analogy of each mod-
ule with the constituents of the trigger readout system is indicated for each module. Furthermore, the
input and output data types with respect to the outlined subject-observer architecture are given.
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Root and Input Modules
Event Loop: Input type: none Output type: BCID Analogy: LHC clock
The Event Loop module stimulates the consecutive modules by increasing the global bunch crossing
counter, what in turn triggers a series of recursive notifications through the whole processing chain.
Furthermore, it considers the bunch train structure of the LHC, described in section 3.1.1, and flags
each BC as filled or empty. The Event Loop module is a root module, hence it does not observe any
other module and is instantiated only once.
LAr Test Cell: Input type: none Output type: LArHit
The LAr Test Cell module reads BC sequences for a single LAr calorimeter cell or SC from disk and
provides its content to the subsequent modules observing the LAr Test Cell object. It is useful for
studying filters in detail with BC sequences created from GEANT4 hits files with a particular module
or created artificially by distinct scripts. It is a root module, hence it does not observe any other
subject and is instantiated only once.
Hit Sample: Input type: BCID Output type: LArHit Analogy: Physics
The Hit Sample module reads GEANT4 hit samples of a specific hit type sequentially from disk and
creates LArHit objects provided to the subsequent modules. To mix samples of different hit types, like
signal and pile-up, multiple Hit Sample subjects have to be instantiated. The consecutive observers
have to be connected to all of them. There are at least three MC samples required to obtain a realistic
scenario of BCs. The according procedure is taken from [158, 159] and explained in section C.5.
There are currently two different methods implemented to determine the actual number of pp-
interactions per BC: a Poisson distribution typically utilized for the minimum-bias events deployed
as pile-up and the injection of single events with a fixed time distance typically utilized for the
physics signal events.
Additionally, the Hit Sample object reading the physics signal sample can be configured to write
so called truth information of the currently injected physics signal event in conjunction with the
current BCID to a separate file. These truth information contain the type and the momenta of all
generated final state particles of the MC event, which can be utilized later on to identify the physical
objects which have caused a particular calorimeter shower.
Analog and Digital Algorithms
LAr Cell Map: Input type: LArHit Output type: LArCellHit Analogy: FEB input
The LAr Cell Map module observes all relevant subjects providing LArHit objects to its observers.
The single hits are directed to the according LAr calorimeter cell objects where they are summed up
to one LArCellHit object for each BC and each LAr calorimeter channel. In turn, there is one LAr Cell
Map observer created but multiple instances of LAr calorimeter cell subjects. The data paths of the
LArHit objects of different hit types are thus merged by the LAr Cell Map and split up to the various
LAr calorimeter channels.
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LAr Super Cell: Input type: LArCellHit Output type: LArCellHit Analogy: LM
In analogy to the LM, the LAr Super Cell module sums up LArCellHit objects from single LAr calori-
meter cells to SCs using the correct mapping specified within an XML file. A dedicated SC object is
created for each LAr calorimeter cell object.
The SC mapping is as indicated not hard-coded as it has not been fixed by the LAr calorimeter group
at the time of the initial development of AREUS. Therefore, it had to be configurable. Basically, the
SC mapping can be considered as a container whose data are addressable by ATLAS coordinates.
The infrastructure implementing this type of containers has been designed generically such that
an according container object can handle arbitrary types of data stored simultaneously at the same
coordinates without abdicating the type safety. Moreover, the container’s key addresses can be arbi-
trarily segmented. Therefore, this container class can be deployed not only for the LAr calorimeter
but for all sub-detectors of ATLAS. This has been successfully exploited for the supplementary im-
plementation of the FCal and of the Tile calorimeter.
LAr Digitization: Input type: LArCellHit Output type: LArDigiAlg Analogy: LM/LTDB
The LAr Digitization module simulates the response of the front-end trigger readout electronics to
the LArCellHit objects. To achieve that, there is one LAr Digitization object created per LAr calori-
meter cell respectively SC, performing the following steps:
• The LArCellHit objects, received by the LAr Digitization, represent the summed δ-function like
GEANT4 hits of one channel of one BC. These have to be shaped with the analog pulse shapes,
discussed in section 4.3.4, at what the selection of the appropriate pulse shape depends on the
deposited energy and type. The actual pulse shape model can be specified via configuration
parameters. Currently, the analytic pulse shape formula and the numerical SPICE based pulse
shape model are implemented, but custom models can be included easily by implementing
an interface. In case of hit energies below the saturation threshold of the analogue circuits, the
individual timings of the simultaneous hits of one channel are considered. As a result, there is
effectively a randomly fluctuating ADC phase. As the summing of the hits of one BC is done
after their individual convolution with the pulse shape considering the hit time, the final wave
form is spread out. Currently the time quantization of the pulse shapes in the database of
AREUS is 500 ps, what can be increased if required by an interpolation with Akima splines.
• Sampling of the wave form with a configurable, fixed ADC phase which is added to the phase
due to the hit timing mentioned above. The (integer) number of ADC sample per BC is con-
figurable, too. This feature enables studies towards the Phase-2 upgrade, where an increased
sampling rate of the ADCs is an option.
• Generation of random normal distributed white noise and addition to the samples of the time
discrete wave form. There is no autocorrelation considered. The thermal noise levels of the
SCs are obtained as described in section 4.3.3.
• Quantization of the wave form samples using configurable ADC properties, according to the
theory of section 5.1. The user can specify the ADC’s bit width, the ENOB , the baseline pedestal
and the layer specific lsb. Furthermore, the input scale of the ADC (E or ET ) is configurable.
The output precision of the ADC is always determined by the specified bit width of the ADC but
the output precision of the LAr Digitization module can be higher to account the translation to




















Figure C.4: Example input and output sequence of the LAr Digitization module of 200 BCs length: δ-
function like GEANT4 hits (green) are shaped, faded with thermal noise and digitized (black).
as baseline precision of their own output. That is feasible due to the potentially increased
internal bit width of the energy reconstruction algorithms implemented on the FPGAs of the
LDPS.
An example sequence of artificial GEANT4 hits with the according LAr calorimeter trigger readout
front-end electronics response simulated by the LAr Digitization module is depicted in Figure C.4.
LAr Filter: Input type: LArDigiAlg Output type: LArDigiAlg Analogy: LDPS
The LAr Filter module implements among others all constituents of the energy reconstruction algo-
rithms and the saturation filter introduced in chapter 5. An overview of the hierarchy of the classes
simulating them is depicted in the UML class diagram of Figure C.5. Although there are several filter
classes within the LAr Filter module there is only one factory instantiating and configuring all of
them. Thus, for the user there is only a general filter module producible whose specific type has to
be defined with a parameter. The factory creates one filter object per channel.
Due to identical input and output transfer data types of the filter’s base class, all depicted filter
algorithms can be chained up. It is therefore possible to construct the OFMax algorithm by attaching
an instance of the LArFilterMaximumFinder class to an instance of the LArFilterOF class. Each of
these filters require the creation of a distinct instance of the filter module factory set to the desired
type. Concrete examples are presented in section C.5.
Some of the filters require training data for their calibration, in particular the OF. The first n samples
of the input sample stream are taken for this purpose, which is why the OF does not create any
output during the first n BCs. A typical, configurable length of the training sequence is n = 10000.
The digital samples contained by the LArDigiAlg data objects are represented as binary fixed-point
numbers to emulate the numerics of the FPGAs in the LDPS. These fixed-point numbers are de-
termined by two integer values: the bit width b and the additional precision p. Here, the bit width
describes, as for the ADC samples, the number of bits before the point. The maximum of a fixed-
point number with the bit width b is thus given by 2b−1. Contrary, the precision specifies the number
of bits behind the point. The minimal positive nonzero value of a fixed-point number with precision
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p is thus given by 2−p . For ADC samples, the precision is given by p = 0, while it may be higher for
the samples output by the filters. This is feasible as multiple samples are considered for the calcu-
lation of the energy. Therefore, the result can have a higher precision than encodable by the input
12 bit of the ADC samples. Due to this reason, all filters implemented by AREUS are based on binary
fixed-point arithmetics, which are as realistic as achievable with respect their counterparts on the
FPGAs.
LAr Multiplexer: Input type: LArDigiAlg Output type: LArDigiAlg Analogy: LDPS
This module is dedicated for the merging of data streams from various LAr Filter instances observing
the same LAr Digitization object to a single output data stream based on the BC-wise priority of
the received LArDigiAlg objects. The priority of the LArDigiAlg objects is defined by the LAr Filter
objects submitting them. This is useful to realize the SF running in parallel to the actual energy
reconstruction algorithms. The SF is supposed to override the output of the energy reconstruction in
case of saturated pulses as described in section 5.9. This means that all regular energy reconstruction
algorithms always have to send their transfer data with the default priority. Contrary, the SF has to
set the priority of its output to the lowest value in case of regular pulses to not interfere the regular
energy reconstruction. To gain the output priority of the LAr Multiplexer in case of saturated pulses,
the SF has to rise the priority of its transfer data objects to the highest priority.
Output Modules
LAr Filter Analysis: Input type: LArDigiAlg Output type: none
The LAr Filter Analysis is a module which attaches an observer object to the energy reconstruction
algorithm chain of each channel. Each of these LAr Filter Analysis instances creates and fills his-
tograms providing information about the actual performance of the filter chain it is attached to. The
output of each filter of the digital processing chain starting with the LAr Digitization is considered as
well as all relevant data generated beforehand the LAr Digitization object, for instance the sequence
of deposited energies, the output of the analog filter, all pulse shapes or noise parameters. As the
collection of all this data is CPU time and memory consuming and in turn not scalable to a large
amount of SCs, the LAr Filter Analysis Module is mainly intended for the use in conjunction with the
LAr Test Cell, hence for the analysis of a single channel.
LAr NTuple Maker: Input type: LArDigiAlg Output type: none
The LAr NTuple Maker is designed as singleton. Thus, a single object collects the output data of all
simulated SCs and writes it to disk for the purpose of a postponed analysis. An efficient, memory
modest, n-tuple like data format has been chosen. This ensures the scalability of the LAr NTuple
Maker from a single channel up to the processing of all SCs of the LAr calorimeter. The data are
organized BC-wise, what means that all information starting from the deposited energies until the
finally reconstructed energies belonging to one BC are stored in one entry of the n-tuple file. To
achieve that, the different delays of all channels have to be synchronized. The output files generated














































Figure C.5: UML class diagram of a subset of the energy reconstruction algorithms implemented in
AREUS. The red colored classes are the abstract generic interfaces subject and observer. These are si-
multaneously implemented by the common LAr Digital Algorithm class taking the LArDigiAlg transfer
data type as input and as output format. Thus, all digital LAr algorithms derived from it can be chained
up. The LAr Filter module consists of the filter base class LArFilterBase all filters are derived from. It
introduces two virtual method to be overloaded: Calibrate() for the filter specific calibration procedure
and Update(Sample) for the sample-wise calculation of the filter response.
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1 <?xml version="1.0"?>
2 <subject_config>
4 <!-- definition of placeholders -->
5 <placeholders>
6 <placeholder name="PROJECTDIR">$(AREUS_PROJECTDIR)</placeholder>
7 <placeholder name="INPUTDIR" >%(PROJECTDIR)/Input</placeholder>
8 <placeholder name="OUTPUTDIR" >%(PROJECTDIR)/Output</placeholder>
9 <placeholder name="SAMPLEDIR" >%(INPUTDIR)/Samples</placeholder>
10 </placeholders>
12 <!-- instantiation of the modules -->
13 <subjects>




















Listing C.1: Simplified structure of the XML configuration file of AREUS
C.5 User Interface and Configuration
AREUS is a command line interface program. As the configuration of AREUS is due to its flexibility
a complex task, it has been decided to provide it to the executable of AREUS as configuration file
rather than via command line options. An XML based file format has been developed that enables
the option to create a programmable runtime configuration of AREUS. The actual meaning of this
becomes obvious after the short discussion of the simplified example configuration file of Listing C.1.
A full documentation of all of its details as well as the description of all module parameters can be
found in [150].
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Syntax of the XML Configuration File
Basically, the XML configuration file consists of two main sections: the definition of placeholders
(lines 5 to 10) and the instantiation, configuration and connection of the modules (lines 13 to 35).
Placeholders are static variables defined beforehand the specification of the actual module instances.
They can be used to facilitate the configuration of the module instances. Each placeholder has a
unique name, given by the XML attribute name and a value, given by the content of the according
XML tag placeholder. Each placeholder can be dereferenced by placing its name within paren-
thesis preceded by a %-sign. This construct is replaced during the interpretation sequence of the
XML file by the content of this placeholder. Placeholders can be utilized directly behind their defi-
nition. For example, the placeholder "PROJECTDIR" (line 6) is deployed for the construction of the
placeholder "INPUTDIR" (line 7). It becomes further on apparent that there is another type of vari-
ables: the content of the placeholder "PROJECTDIR" is defined by the system environment variable
"AREUS_PROJECTDIR", which is dereferenced by placing its name within parenthesis preceded by a
$-sign (line 6).
The option to control the content of the placeholders via the system environment variables from
outside results in a huge flexibility of the configuration. This has been exploited for instance to split
the processing of large MC samples into disjunct pieces, which are distributable on different nodes
of a high performance computing cluster. Therefore, a single configuration file has been created
containing placeholders, whose contents are filled with the values of environment variables and
which describe the total number of pieces and the current piece index to be processed.
The specification of the module instances is read sequentially, for what reason it has to start with
the solitary root subject, which does not observe any other subject. All information about a single
module instance are enclosed by the XML tag <subject></subject> (lines 16 to 23 and 26 to 33). For
each subject, there have to be the specification of its type (module name, lines 17 and 27), its unique
instance name (lines 18 and 28) and a list of subject names to be observed by this subject (line 29).
The latters must be defined beforehand. It is crucial that the output transfer data type of the observed
subject is consistent with the input transfer data type of the observing subject. AREUS strictly verifies
this constraint. Each subject can be configured by a list of parameters enclosed in the XML tag
parameters (lines 19 to 22 and 30 to 32). The list of available parameters is module specific. Therefore,
all found parameters are forwarded in dedicated containers to the instantiated module factories,
which utilize them to configure the subject respectively observer objects.
The interpretation of the XML configuration file is performed by a dedicated XmlProcessor class,
which is the key component of the executable of AREUS. Due to it, all details of the configuration
language are disguised from the modules. Therefore, these can focus on their actual functionalities.
On the contrary, the knowledge of the XmlProcessor about the modules is limited to a registration of
all factories.
In the following, two concrete example configurations of AREUS are briefly discussed to give an
impression about the actual configuration setup of AREUS and to demonstrate that this is as desired
highly versatile.
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Figure C.6: Schematic visualization of an XML configuration file of AREUS which processes a sequence
of BCs on a single channel. The deposited energies are read from disk by the LAr Test Cell module. They
are pulse shaped and digitized by the LAr Digitization module and subsequently reconstructed by two
types of filters running in parallel. Their results are analyzed and stored on disk by two instances of the
LAr Filter Analysis module, each for one filter. The data flow through the module instances is indicated
by the arrows.
Exemplary Single-Channel Configurations
The processing of artificial sequences of BCs based on the LAr Test Cell module is depicted in Fig-
ure C.6. The channel hits are read from disk by the LAr Test Cell object and are pulse shaped and
digitized by an instance of the LAr Digitization module. Subsequently, the energies of the hits are
reconstructed by two LAr Filter module instances running in parallel on the same output of the LAr
Digitization module. Their results are analyzed and stored on disk by two distinct LAr Filter Analysis
objects, each attached to one filter.
This configuration type results in a fast and easy to use simulation setup, which is in particular
suitable to investigate the performance of energy reconstruction algorithms. As the focus lies on a
single channel, a detailed analysis of all properties and of the behavior of an algorithm on controlled
sequences of BCs is feasible. Contrary, the calculation of L1 trigger variables, which are always based
on an area of SCs, is not possible.
Exemplary Multi-Channel Configurations
In contrast to the single-channel setup of Figure C.6, the configuration visualized in Figure C.7
takes GEANT4 simulated MC samples as an input. The amount of simulated SCs can range from
a limited area of SCs up to the whole LAr calorimeter. Each of these channels are to be processed
simultaneously. The root subject is an instance of the Event Loop module. It stimulates the attached
Hit Sample objects by increasing the global BC counter, determines the bunch train structure and
notifies its observers about that.
There are three Hit Sample objects specified, each for a distinct type of MC samples: one for the
physics signal events and two for minimum-bias events of different pT ranges, which are mixed to
obtain a realistic pile-up background. Typically, there are single physics signal events injected into
the continuous BC sequence with a fixed time distance of at least 1000 ns. As this distance is longer
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LAr Filter A LAr Filter B
N-Tuple A
LAr NTupleMaker A LAr NTupleMaker B
N-Tuple B
Figure C.7: Schematic visualization of an XML configuration file of AREUS which processes an area of SC
up to the whole LAr calorimeter based on GEANT4 simulated MC samples. All modules creating subject
respectively observer objects per channel are green colored, while those instantiated once per entry in
the XML configuration file are blue colored. The data flow through the module instances is indicated by
the arrows.
than the LAr calorimeter pulse shapes, the electronics response of two consecutive signal events do
not overlap.
The procedure of the pile-up background modeling is adopted from the ATHENA based simulation of
ATLAS, which is described in [158, 159]. There are two Pythia8 generated minimum-bias samples dis-
tinct by at least one anti-kT jet (R = 0.4) with pT > 35GeV per event. The sample without such a jet is
denoted as low-pT minimum-bias sample, which has about ten million events. The sample with such
a jet is denoted as high-pT minimum-bias sample and consists of about 500,000 events. Both sam-
ples are read sequentially and cyclic. The latter is required due to the huge amount of minimum-bias
events necessary to simulate a large number of physics signal events under high luminosity condi-
tions with largeµ. The minimum-bias samples are weighted with a ratio of whigh-pT : wlow-pT = 1 : 999.
This means that the number of events of the high-pT minimum-bias sample is Poisson distributed
with µhigh-pT = 0.001µ and that of the low-pT minimum-bias sample with µlow-pT = 0.999µ. Realiz-
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ing this procedure by an appropriate configuration of AREUS results in a realistic physics scenario,
whose simulation results are comparable with those obtained with ATHENA, but with an in principal
infinite length of the continuous stream of BCs.
All three Hit Samples are observed by a single LAr Cell Map instance, which creates a distinct LAr
Cell subject for each hit LAr calorimeter cell. The accumulated cell hits are transfered for each BC to
the SC objects, which are summing them to SC hits to emulate the behavior of the LM. All SC hits
are pulse shaped and digitized by one LAr Digitization object per SC. The transverse energies are
reconstructed by two LAr Filter module instances running in parallel. Their results are gathered and
BC-synchronized by two instances of the LAr NTuple Maker module before the data is written to disk.
In contrast to the LAr Filter Analysis module, there is only one LAr NTuple Maker instance per pro-
cessing chain. Therefore, there is one common, compact output file for all SCs beeing processed by
a filter chain. This file is suitable for the calculation of L1 trigger variables, what is done by a distinct
software, introduced in section 6.2.4. The multi-channel setup is thus the preferred configuration of
this thesis.
Actual Configuration
The actual XML configuration file of AREUS utilized for this thesis is visualized in Figure C.8. Its full
content is listed in Listing C.2. Obviously, this setup equals the example configuration of Figure C.7
starting with the initial Event Loop object right up to the instance of the LAr Digitization module.
But instead of arbitrary filter algorithms, all concrete energy reconstruction algorithm candidates of
chapter 5 are realized here. This results, as depicted, in a quite complex configuration.
The output data path of the LAr Digitization object is split and routed to each of the energy recon-
struction algorithms, which are (from left to right): the WFFC, the WFThr, the WFMax, the OF|χ|, the
OFMax and the DFMax algorithm. In addition to these, there is the SF algorithm running in parallel.
Distinct LAr Multiplexer instances merge the output of their specific energy reconstruction algorithm
with the output of the SF before all SC data are written to disk.
This configuration setup is useful especially for the comparison of the energy reconstruction algo-
rithm candidates running on the same MC sample. As outlined, this XML configuration file has
been designed highly flexible. For instance, all algorithms can be enabled or disabled and all their
parameters are configurable from outside due to the use of environment variables. Furthermore,
the actual physics conditions are selectable, such as the physics signal MC sample, the number of
proton-proton collisions per BC (µ) or as the thermal noise levels with respect to the nominal values
from the database.
Due to the thus achieved adaptability, a single configuration file is sufficient for all studies, presented
in section 6.3. Accordingly, the validation of this configuration file has to be performed only once,
what enables a fast but nonetheless reliable designing of the study environments.
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Figure C.8: Schematic visualization of the actual XML configuration file of AREUS for this thesis. It
processes an area of SC up to the whole LAr calorimeter based on GEANT4 simulated MC samples. All
modules creating distinct subject respectively observer objects per channel are green colored. Those
instantiated singularly are blue colored. The data flow through the module instances is indicated by the
arrows and the composition of the actual energy reconstruction algorithms of multiple filter objects by
the gray containers. For the three WF variants, the respective output peak shape is indicated in brackets
by the relative peak amplitudes of the three peak samples.




5 <placeholder name="PROJECTDIR" >$(AREUS_PROJECTDIR)</placeholder>
6 <placeholder name="SAMPLEDIR" >$(AREUS_SAMPLE_DIR)</placeholder>
7 <placeholder name="SAMPLESIGNAL" >$(AREUS_SAMPLE_SIGNAL)</placeholder>
8 <placeholder name="PART" default="0" >$(AREUS_SAMPLE_PART)</placeholder>
9 <placeholder name="PART_COUNT" default="1" >$(AREUS_SAMPLE_PART_COUNT)</placeholder>
10 <placeholder name="OUTPUTDIR" >$(AREUS_OUTPUTDIR)</placeholder>
11 <placeholder name="MU_MEAN" default="80">$(AREUS_MU)</placeholder>
13 <placeholder name="POSMASK" default="abs(eta)<0.3 and abs(phi)<0.3">$(AREUS_POSITION_MASK)</placeholder>
15 <placeholder name="INPUTDIR" >%(PROJECTDIR)/Input</placeholder>
16 <placeholder name="NOISEDB" >%(INPUTDIR)/CellNoise/CellNoiseDB2.root</placeholder>
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17 <placeholder name="PULSESHAPE_TYPE" default="Spice">$(AREUS_PULSESHAPE_TYPE)</placeholder>
18 <placeholder name="PULSEDB" >%(INPUTDIR)/PulseShapes/%(PULSESHAPE_TYPE)/PulseShapes.root </placeholder>
19 <placeholder name="POSITIONMAP" >%(INPUTDIR)/SCMap/SCMap.xml</placeholder>
21 <placeholder name="ACTIVATE_EMB" default="true" >$(AREUS_ACTIVATE_EMB)</placeholder>
22 <placeholder name="ACTIVATE_EMEC" default="false">$(AREUS_ACTIVATE_EMEC)</placeholder>
23 <placeholder name="ACTIVATE_HEC" default="false">$(AREUS_ACTIVATE_HEC)</placeholder>
24 <placeholder name="ACTIVATE_FCAL" default="false">$(AREUS_ACTIVATE_FCAL)</placeholder>
26 <placeholder name="SIGNAL_DISTRIBUTION" default="fixed_distance">$(AREUS_SIGNAL_DISTRIBUTION)</placeholder>
27 <placeholder name="SIGNAL_FIXED_OFFSET" default="10" >$(AREUS_SIGNAL_FIXED_OFFSET)</placeholder>
28 <placeholder name="SIGNAL_FIXED_DISTANCE" default="40" >$(AREUS_SIGNAL_FIXED_DISTANCE)</placeholder>
29 <placeholder name="SIGNAL_POISSON_MU" default="1/50" >$(AREUS_SIGNAL_POISSON_MU)</placeholder>
31 <!-- LAr Digitization -->
32 <placeholder name="THERMAL_NOISE_SCALE" default="0.0" >$(AREUS_THERMAL_NOISE_SCALE)</placeholder>
33 <placeholder name="SHAPE_PHASE_MEAN" default="0 * ns">$(AREUS_SHAPE_PHASE_MEAN)</placeholder>
34 <placeholder name="SHAPE_PHASE_SIGMA" default="0 * ns">$(AREUS_SHAPE_PHASE_SIGMA)</placeholder>
36 <placeholder name="ADC_BITWIDTH" default="12">$(AREUS_ADC_BITWIDTH)</placeholder>
37 <placeholder name="ADC_ENOB" default="11">$(AREUS_ADC_ENOB)</placeholder>
39 <placeholder name="SHAPER_MAX_EMB_MIDDLE">1 * TeVT</placeholder>




44 case %(ADC_BITWIDTH) == 12: 125 * MeVT;






52 case %(ADC_BITWIDTH) == 12: 32 * MeVT;
53 default: ceil(%(SHAPER_MAX_EMB_OTHERS) * 2^-%(ADC_BITWIDTH) * 0.8);
54 }
55 </placeholder>
57 <placeholder name="ADC_LSB_EMB_MIDDLE" default="%(ADC_LSB_EMB_MIDDLE_DEFAULT)">$(AREUS_ADC_LSB_EMB_MIDDLE)</placeholder>




63 case %(ADC_BITWIDTH) == 12: 1024;
64 default: 2^%(ADC_BITWIDTH) * 0.2;
65 }
66 </placeholder>
68 <!-- enabled algorithms -->
69 <placeholder name="ENABLE_OFMAX" default="true" >$(AREUS_ENABLE_OFMAX)</placeholder>
70 <placeholder name="ENABLE_OFCHI" default="true" >$(AREUS_ENABLE_OFCHI)</placeholder>
71 <placeholder name="ENABLE_WFFC" default="true" >$(AREUS_ENABLE_WFFC)</placeholder>
72 <placeholder name="ENABLE_WF_THRESHOLD" default="true" >$(AREUS_ENABLE_WF_THRESHOLD)</placeholder>
73 <placeholder name="ENABLE_WF_MAX" default="true" >$(AREUS_ENABLE_WF_MAX)</placeholder>
74 <placeholder name="ENABLE_DERIVATIVEMAX" default="true" >$(AREUS_ENABLE_DERIVATIVEMAX)</placeholder>
75 <placeholder name="ENABLE_NTUPLEMAKER" default="true" >$(AREUS_ENABLE_NTUPLEMAKER)</placeholder>
77 <!-- general LAr Filter parameters -->
78 <placeholder name="FILTER_PRECISION_DIGITS" default="4" >$(AREUS_PRECISION_DIGITS)</placeholder>
79 <placeholder name="FILTER_PRECISION_INTERN" default="14">$(AREUS_PRECISION_INTERN)</placeholder>
80 <placeholder name="FILTER_PRECISION_OUTPUT" default="2" >$(AREUS_PRECISION_OUTPUT)</placeholder>
81 <placeholder name="FILTER_TRAINING_SIZE" >10000</placeholder>
83 <!-- OF parameters -->
84 <placeholder name="OF_FILTER_DEPTH" default="5">$(AREUS_OF_FILTER_DEPTH)</placeholder>
86 <!-- WF parameters -->
87 <placeholder name="WF_FILTER_DEPTH" default="6" >$(AREUS_WF_FILTER_DEPTH)</placeholder>
88 <placeholder name="WF_PEAK_OPTION" default="peak_1">$(AREUS_WF_PEAK_OPTION)</placeholder>
89 <placeholder name="WF_TRAIN_ON_PU" default="true" >$(AREUS_WF_TRAIN_ON_PU)</placeholder>
90 <placeholder name="WF_TRAIN_ON_SHAPE" default="false" >$(AREUS_WF_TRAIN_ON_SHAPE)</placeholder>
92 <!-- WF_FC parameters -->
93 <placeholder name="WFFC_HVMARGIN" default="0.15">$(AREUS_WFFC_HVMARGIN)</placeholder>
95 <!-- LAr NTuple Maker -->
96 <placeholder name="NTUPLE_MAKER_PREFIX" >scells_</placeholder>
97 <placeholder name="NTUPLE_MAKER_TREENAME" >caloD3PD</placeholder>
98 <placeholder name="NTUPLE_MAKER_SIGNALONLY" >false</placeholder>
99 <placeholder name="NTUPLE_MAKER_BRANCHES_BASICS" >true</placeholder>
100 <placeholder name="NTUPLE_MAKER_BRANCHES_SC_TRUTH">true</placeholder>
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101 <placeholder name="NTUPLE_MAKER_BRANCHES_SC_NOISE">true</placeholder>
102 <placeholder name="NTUPLE_MAKER_BRANCHES_SC_HITS" >true</placeholder>
103 <placeholder name="NTUPLE_MAKER_BRANCHES_SC_SHAPE">false</placeholder>
104 <placeholder name="NTUPLE_MAKER_BRANCHES_SC_ADC" >true</placeholder>
105 <placeholder name="NTUPLE_MAKER_BRANCHES_EVENT_MU">false</placeholder>
107 <!-- output file names -->
108 <placeholder name="FILESUFFIX" >_part%(PART)_of%(PART_COUNT)</placeholder>
109 <placeholder name="FILEPREFIX" default="">$(AREUS_FILE_PREFIX)</placeholder>
110 </placeholders>
112 <!-- position mask, used if only a slice of the detector have to be simulated -->
113 <position_mask>%(POSMASK)</position_mask>
114 <!-- position map describing the precise position of all super cells (see https://edms.cern.ch/document/1257047/1) -->
115 <position_map>%(INPUTDIR)/SCMap/SCMap.xml</position_map>
116 <!-- run id written to each output n-tuple -->
117 <run_id>%(PART)</run_id>
119 <subjects>















136 <param name="type" >signal</param>
137 <param name="path" >%(SAMPLEDIR)/%(SAMPLESIGNAL)/*.root</param>
138 <param name="activate_emb" >%(ACTIVATE_EMB)</param>
139 <param name="activate_emec" >%(ACTIVATE_EMEC)</param>
140 <param name="activate_hec" >%(ACTIVATE_HEC)</param>
141 <param name="activate_fcal" >%(ACTIVATE_FCAL)</param>
142 <param name="mu_distribution" >%(SIGNAL_DISTRIBUTION)</param>
143 <param name="mu_distance" >%(SIGNAL_FIXED_DISTANCE)</param>
144 <param name="mu_offset" >%(SIGNAL_FIXED_OFFSET)</param>
145 <param name="mu_mean" >%(SIGNAL_POISSON_MU)</param>
146 <param name="start_event" >(%(PART) * SIZE) / %(PART_COUNT)</param>
147 <param name="max_events" >SIZE / %(PART_COUNT)</param>









158 <enable_if>%(MU_MEAN) != 0</enable_if>
159 <parameters>
160 <param name="type" >pileup</param>
161 <param name="path" >%(SAMPLEDIR)/user.jgrohs.mc11_14TeV.108118.Pythia8_minbias_Inelastic_low.merge.AREUS.
,→ e842_s1321_s1346.May24.16h/*.root</param>
162 <param name="activate_emb" >%(ACTIVATE_EMB)</param>
163 <param name="activate_emec" >%(ACTIVATE_EMEC)</param>
164 <param name="activate_hec" >%(ACTIVATE_HEC)</param>
165 <param name="activate_fcal" >%(ACTIVATE_FCAL)</param>
166 <param name="mu_distribution">poisson</param>
167 <param name="mu_mean" >%(MU_MEAN)</param>
168 <param name="start_event" >(%(PART) * SIZE) / %(PART_COUNT)</param>
169 <param name="endless" >1</param>
170 </parameters>
171 </subject>





178 <enable_if>%(MU_MEAN) != 0</enable_if>
179 <parameters>
180 <param name="type" >pileup</param>
181 <param name="path" >%(SAMPLEDIR)/user.jgrohs.mc11_14TeV.108119.Pythia8_minbias_Inelastic_high.merge.AREUS.
,→ e876_s1321_s1346.May24.14h/*.root</param>
297
C Appendix: ATLAS Readout Electronics Upgrade Simulation
182 <param name="activate_emb" >%(ACTIVATE_EMB)</param>
183 <param name="activate_emec" >%(ACTIVATE_EMEC)</param>
184 <param name="activate_hec" >%(ACTIVATE_HEC)</param>
185 <param name="activate_fcal" >%(ACTIVATE_FCAL)</param>
186 <param name="mu_distribution">poisson</param>
187 <param name="mu_mean" >%(MU_MEAN)*0.001</param>
188 <param name="start_event" >(%(PART) * SIZE) / %(PART_COUNT)</param>
189 <param name="endless" >1</param>
190 </parameters>
191 </subject>





198 <observe enable_if="%(MU_MEAN) != 0">sample_minbias_lowpt</observe>
199 <observe enable_if="%(MU_MEAN) != 0">sample_minbias_highpt</observe>
200 </subject>















218 <param name="cell_noise" >%(NOISEDB)</param>
219 <param name="noise_scale" >%(THERMAL_NOISE_SCALE)</param>
220 <param name="pulse_shape_type" >%(PULSESHAPE_TYPE)</param>
221 <param name="pulse_shape_config" >%(PULSEDB)</param>
222 <param name="shape_phase_mean" >%(SHAPE_PHASE_MEAN)</param>
223 <param name="shape_phase_sigma" >%(SHAPE_PHASE_SIGMA)</param>
224 <param name="shape_phase_optimize" >true</param>
225 <param name="shape_use_regular" >false</param>
226 <param name="shape_use_hit_timing" >true</param>
227 <param name="shape_rc_filter_tau" >15 * ns</param>
228 <param name="shape_rc_filter_gain" >1</param>
229 <param name="samples_per_bc" >1</param>
230 <param name="adc_bit_width" >%(ADC_BITWIDTH)</param>
231 <param name="adc_enob" >%(ADC_ENOB)</param>
232 <param name="adc_lsb_empresampler" >%(ADC_LSB_EMB_OTHERS)</param>
233 <param name="adc_lsb_emfront" >%(ADC_LSB_EMB_OTHERS)</param>
234 <param name="adc_lsb_emmiddle" >%(ADC_LSB_EMB_MIDDLE)</param>
235 <param name="adc_lsb_emback" >%(ADC_LSB_EMB_OTHERS)</param>
236 <param name="adc_pedestal_empresampler">%(ADC_PEDESTAL_EMB)</param>
237 <param name="adc_pedestal_emfront" >%(ADC_PEDESTAL_EMB)</param>
238 <param name="adc_pedestal_emmiddle" >%(ADC_PEDESTAL_EMB)</param>
239 <param name="adc_pedestal_emback" >%(ADC_PEDESTAL_EMB)</param>
240 </parameters>
241 </subject>





248 <enable_if>%(ENABLE_OFMAX) or %(ENABLE_OFONLY)</enable_if>
249 <parameters>
250 <param name="type" >of</param>
251 <param name="digits_precision" >%(FILTER_PRECISION_DIGITS)</param>
252 <param name="internal_precision">%(FILTER_PRECISION_INTERN)</param>
253 <param name="filter_depth" >%(OF_FILTER_DEPTH)</param>
254 <param name="training_size" >%(FILTER_TRAINING_SIZE)</param>
255 </parameters>
256 </subject>
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265 <param name="type">maxfinder</param>










277 <enable_if>%(ENABLE_OFMAX) and %(ENABLE_NTUPLEMAKER)</enable_if>
278 <parameters>
279 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)of_max_ntuple%(FILESUFFIX).root</param>
280 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
281 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
282 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
283 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
284 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
285 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
286 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
287 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
288 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
289 <param name="branches_event_mu" >%(NTUPLE_MAKER_BRANCHES_EVENT_MU)</param>
290 </parameters>
291 </subject>







300 <param name="type" >of_chi</param>
301 <param name="digits_precision" >%(FILTER_PRECISION_DIGITS)</param>
302 <param name="internal_precision">%(FILTER_PRECISION_INTERN)</param>
303 <param name="m_chi_fits" >4</param>
304 <param name="n_precision_power" >1</param>
305 <param name="filter_depth" >%(OF_FILTER_DEPTH)</param>
306 <param name="training_size" >%(FILTER_TRAINING_SIZE)</param>
307 </parameters>
308 </subject>





315 <enable_if>%(ENABLE_OFCHI) and %(ENABLE_NTUPLEMAKER)</enable_if>
316 <parameters>
317 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)of_chi_ntuple%(FILESUFFIX).root</param>
318 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
319 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
320 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
321 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
322 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
323 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
324 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
325 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
326 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
327 <param name="branches_event_mu" >%(NTUPLE_MAKER_BRANCHES_EVENT_MU)</param>
328 </parameters>
329 </subject>







338 <param name="type" >wffc</param>
339 <param name="digits_precision" >%(FILTER_PRECISION_OUTPUT)</param>
340 <param name="internal_precision" >%(FILTER_PRECISION_INTERN)</param>
341 <param name="filter_depth" >%(WF_FILTER_DEPTH)</param>
342 <param name="training_size" >%(WF_TRAIN_ON_SHAPE) ? 0 : %(FILTER_TRAINING_SIZE)</param>
343 <param name="train_on_pileup" >%(WF_TRAIN_ON_PU)</param>
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354 <enable_if>%(ENABLE_WFFC) and %(ENABLE_NTUPLEMAKER)</enable_if>
355 <parameters>
356 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)wffc_ntuple%(FILESUFFIX).root</param>
357 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
358 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
359 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
360 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
361 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
362 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
363 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
364 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
365 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
366 <param name="branches_event_mu" >%(NTUPLE_MAKER_BRANCHES_EVENT_MU)</param>
367 </parameters>
368 </subject>







377 <param name="type" >wiener</param>
378 <param name="digits_precision" >%(FILTER_PRECISION_OUTPUT)</param>
379 <param name="internal_precision" >%(FILTER_PRECISION_INTERN)</param>
380 <param name="filter_depth" >%(WF_FILTER_DEPTH)</param>
381 <param name="training_size" >%(WF_TRAIN_ON_SHAPE) ? 0 : %(FILTER_TRAINING_SIZE)</param>
382 <param name="peak_option" >%(WF_PEAK_OPTION)</param>
383 <param name="pre_peak" >true</param>
384 <param name="post_peak" >true</param>






















409 <enable_if>%(ENABLE_WF_MAX) and %(ENABLE_NTUPLEMAKER)</enable_if>
410 <parameters>
411 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)wf_max_ntuple%(FILESUFFIX).root</param>
412 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
413 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
414 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
415 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
416 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
417 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
418 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
419 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
420 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
421 <param name="branches_event_mu" >%(NTUPLE_MAKER_BRANCHES_EVENT_MU)</param>
422 </parameters>
423 </subject>
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431 <parameters>
432 <param name="type" >wiener</param>
433 <param name="digits_precision" >%(FILTER_PRECISION_OUTPUT)</param>
434 <param name="internal_precision" >%(FILTER_PRECISION_INTERN)</param>
435 <param name="filter_depth" >%(WF_FILTER_DEPTH)</param>
436 <param name="training_size" >%(WF_TRAIN_ON_SHAPE) ? 0 : %(FILTER_TRAINING_SIZE)</param>
437 <param name="peak_option" >%(WF_PEAK_OPTION)</param>
438 <param name="pre_peak" >false</param>
439 <param name="post_peak" >false</param>






















464 <enable_if>%(ENABLE_WF_THRESHOLD) and %(ENABLE_NTUPLEMAKER)</enable_if>
465 <parameters>
466 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)wf_threshold_ntuple%(FILESUFFIX).root</param>
467 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
468 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
469 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
470 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
471 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
472 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
473 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
474 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
475 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
476 <param name="branches_event_mu" >%(NTUPLE_MAKER_BRANCHES_EVENT_MU)</param>
477 </parameters>
478 </subject>







487 <param name="type" >derivative</param>











500 <param name="type" >maxfinder</param>
501 <param name="digits_precision" >%(FILTER_PRECISION_OUTPUT)</param>
502 <param name="internal_precision">%(FILTER_PRECISION_INTERN)</param>
503 <param name="threshold" >0</param>
504 </parameters>
505 </subject>





512 <enable_if>%(ENABLE_DERIVATIVEMAX) and %(ENABLE_NTUPLEMAKER)</enable_if>
513 <parameters>
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514 <param name="output_file" >%(OUTPUTDIR)/%(FILEPREFIX)derivative_max_ntuple%(FILESUFFIX).root</param>
515 <param name="prefix" >%(NTUPLE_MAKER_PREFIX)</param>
516 <param name="tree_name" >%(NTUPLE_MAKER_TREENAME)</param>
517 <param name="signal_only" >%(NTUPLE_MAKER_SIGNALONLY)</param>
518 <param name="branches_sc_basics">%(NTUPLE_MAKER_BRANCHES_BASICS)</param>
519 <param name="branches_sc_truth" >%(NTUPLE_MAKER_BRANCHES_SC_TRUTH)</param>
520 <param name="branches_sc_noise" >%(NTUPLE_MAKER_BRANCHES_SC_NOISE)</param>
521 <param name="branches_sc_hits" >%(NTUPLE_MAKER_BRANCHES_SC_HITS)</param>
522 <param name="branches_sc_shape" >%(NTUPLE_MAKER_BRANCHES_SC_SHAPE)</param>
523 <param name="branches_sc_adc" >%(NTUPLE_MAKER_BRANCHES_SC_ADC)</param>
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List of Terms and Abbreviations
DFMax Derivative Filter with attached Maximum Finder
OFχ2 Optimal Filter with χ
2-criterion
OFMax Optimal Filter with attached Maximum Finder
OF|χ| Optimal Filter with absolute χ-criterion
WFFC Wiener Filter with attached Forward Correction
WFMax Wiener Filter with attached Maximum Finder
WFThr Wiener Filter with attached Thresholder
ADC Analog-to-Digital Converter
ALM Adaptive Logic Module
ALU Arithmetic Logic Unit
AREUS ATLAS Readout Electronics Upgrade Simulation
ASIC Application Specific Integrated Circuit
ATLAS Formerly acronym for A Toroidal LHC ApparatuS, currently
proper name
BC Bunch Crossing
BC-mux Bunch Crossing Multiplexing
BCID Bunch Crossing Identification
BNL Brookhaven National Laboratory
CDF Cumulative Distribution Function
CERN European Organisation for Nuclear Research
CMM Common Merger Module
CMX Common Merger Module Extended
CP Cluster Processor
CPU Central Processing Unit
CTP Central Trigger Processor
DAQ Data Acquisition System
DF Derivative Filter
DSP Digital Signal Processor
EDF Empirical Distribution Function
EF Event Filter





List of Terms and Abbreviations




FIR filter Finite Impulse Response filter
FoM Figure of Merit
FPGA Field Programmable Gate Array
FTK Fast TracKer
gFEX Global Feature EXtractor
HAD HADronic
HEC Hadronic End-Cap
HLT High Level Trigger
IBL Insertable B-Layer
ID Inner Detector





jFEX Jet Feature EXtractor
KS test Kolmogorov-Smirnov compatibility test
L0 trigger Level-0 trigger
L0Calo Level-0 Calorimeter trigger
L1 trigger Level-1 trigger
L1Calo trigger Level-1 Calorimeter trigger
L1Topo Level-1 Topological trigger
L2 trigger Level-2 trigger
LAL Laboratoire de l’accélérateur linéaire
LAr calorimeter Liquid-Argon Calorimeter
LDPS LAr Digital Processing System
LHC Large Hadron Collider
LM Linear Mixer
LS1 Long Shutdown 1
LS2 Long Shutdown 2
LS3 Long Shutdown 3
LSB Layer Sum Board
lsb Least Significant Bit
LTDB LAr Trigger Digitizer Board
LUT Look-up Table
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List of Terms and Abbreviations
MC Monte Carlo (Simulation)
MET Missing Transverse Energy
NIEL Non-Ionizing Energy Loss
NSW New Small muon Wheel
OF Optimal Filter




RFD Relative Frequency Distribution
ROC Receiver Operating Characteristic
ROD Readout Driver
ROI Region Of Interest
Run 1 LHC Run 1 (2010 - 2012)
Run 2 LHC Run 2 (2015 - 2017)




SEE Single Event Effects
SF Saturation Filter
SM Standard Model
SPCC Sample Pearson Correlation Coefficient
SPICE Simulation Program with Integrated Circuit Emphasis
TBB Tower Builder Board
TID Total Ionization Dose
Tile calorimeter Tile calorimeter
TRT Transition Radiation Tracker
TT Trigger Tower
TTC Trigger, Timing and Control
UML Unified Modeling Language
WF Wiener Filter
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