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...“What do you know about this business?” the King said to Alice.
“Nothing”, said Alice.
“Nothing whatever?” persisted the King.
“Nothing whatever”, said Alice.
“That’s very important”...
Lewis Carrol, Alice’s Adventures in Wonderland
Introduction
The study of non-equilibrium quantum systems is among the most rapidly expanding
areas of theoretical physics. In this thesis we investigate some general aspects of such
systems. The physical models we focus on are schematically shown in Fig. 1. We are
dealing with a multicomponent system represented by the n ≥ 2 semi-infinite leads
(edges) Li of a star graph. Each lead Li is attached at infinity to a heat reservoir Ri.
The interaction between the n components of the system is localized in the vertex of the
graph and is defined by a scattering matrix S. Each heat reservoir Ri is described by
a Gibbs state characterized by inverse temperature βi and chemical potential µi. From
Fig. 1 it is evident that the system is away from equilibrium if S admits a nontrivial
transmission coefficient between two reservoirs Ri and Rj with (βi, µi) 6= (βj , µj).
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Figure 1: A star graph with scattering matrix S at the vertex and leads Li connected
at infinity to thermal reservoirs Ri.
The concrete model studied in the thesis is the Tomonaga-Luttinger liquid [23],[41].
It is well known that the Tomonaga-Luttinger model is exactly solvable on the line
and successfully describes a large class of one-dimensional quantum fermionic models
with gapless excitations and linear spectrum, and applies to various realistic systems,
including nanowire junctions and carbon nanotubes. In order to implement the model
in a space with the geometry of the star graph shown in Fig. 1, one has to impose
boundary conditions in the vertex. In this thesis we impose the so called current
i
ii
splitting conditions [35],[26] which describe the splitting of the electric current in the
junction. It turns out that these boundary conditions allow to solve the model exactly
as on the line. Using this solution one can derive in explicit form the non-equilibrium
correlation functions. The latter provide all the information about the non-equilibrium
transport and particle distributions investigated in our work.
The thesis is organized as follows. In the first chapter we recall the Tomonaga-Luttinger
theory on the line using a quantum field theory approach. In particular we compare
the Tomonaga-Luttinger model to the Fermi Liquid theory in more than one spatial
dimension. We also introduce the Bosonization method which has proven to be an
essential tool for the solution of various models in condensed-matter physics.
In the second chapter we introduce the junction and consider the theory on a star graph.
Imposing the current splitting boundary conditions we construct an exactly solvable
model and provide the exact operator solution. In the third chapther we embed our
model in the out of equilibrium context shown in Fig. 1. We show the existence of a
non-equilibrium steady state (NESS) which describes the physics of this configuration.
We thus compute some two-point correlation functions away from equilibrium.
The last chapther contains the orginal contribution of this work. For simplicity we
consider a model in which the only coupling between left and right moving fermions
is given by the junction. We show that in this particular case it is possible to define
a non-equilibrium analogue of the Fermi-Dirac distribution. This is a rather interest-
ing fact, since for systems which are out of equilibrium it is not usually possible to
give such a definition. We then examine the possibility to introduce a kind of effec-
tive non-equilibrium concept of temperature and chemical potential. In particular, we
investigate the possibility to approximate the out of equilibrium distribution with an
equilibrium one. The last chapter collects our conclusions.
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CHAPTER 1
Luttinger Liquid
In this chapter we introduce the Luttinger Liquid theory, which models interacting,
massless fermions, in one space dimension. We start by briefly recalling the Fermi
theory in more than one dimension and its breakdown in one dimension. Afterwards
we develop the techniques involved in the solution of the Luttinger model and solve it
on the line.
1.1 Fermi Liquid
Microscopic properties of ordinary metals can be described quite well by the theory of
free electron gas, although the electromagnetic interactions are not weak at all. The
explanation of all this is provided by Landau’s theory of the Fermi Liquid. In this
section we give a brief, intuitive and not exhaustive description of the subject and
explain why this theory can’t be used when we deal with one dimensional systems. We
refer to [16], [29] for a more rigorous and complete treating of the matter.
The point of view from which Landau first faced the problem extensively uses physical
intuition and his hypothesis have since been rigorously proven to be exact.
We begin by considering a Fermi gas in his ground state. It’s well known that fermions
occupy all energy levels until a certain value called Fermi level F . The momentum
distribution n(k) defines the Fermi sphere, given by all the vectors with k < kF ; where
kF is the Fermi momentum. If the distribution function is changed by an infinitesimal
quantity δn(k), the total energy changes by a quantity
δE(k) =
∑
k
k2
2m
δn(k) (1.1)
and we can characterize the energy k2/2m of a particle as the functional derivative
δE(k)/δn(k).
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These considerations are trivial for the ideal gas, but they are much less obvious when
one tries to extend them to a real gas. The idea of Landau is to pass from one case
to the other by adiabatically switching on the interaction. In this way we expect, by
adiabatic continuity, that the ground state of the non interacting system will be trans-
formed in the ground state of the interacting one and that the same holds for excited
states. In other words we assume that there is a one to one correspondence between
the excited states of the non-interacting system and those of the interacting one.
The hypothesis we have made is very restrictive, there are known cases, like supercon-
ductivity, for which it is false: if there is an attraction between particles the ground
state of the real system is radically different from that of the ideal gas.
We are thus forced to consider repulsive forces which are not too strong. Furthermore,
to give a meaning to this analysis, we also must restrict ourselves to consider low-lying
excitations above the Fermi level (metals usually have Fermi temperature order of thou-
sands Kelvin, thus this hypothesis is fully verified in ordinary situations).
Supposing adiabatic continuity to hold we can identify the states of the real system.
If we add a particle with momentum k to the ideal ground state and then switch on
the interaction we obtain an excited eigenstate of the real system: we shall say that
we have added a quasiparticle of momentum k > kF to the real ground state. These
quasiparticles possess the same quantum numbers of the original particles, but their
dynamical properties are renormalized by the interactions.
Similarly we define a quasi hole of momentum k < kF , by referring to the ideal system
in which we have removed a particle of momentum k.
The concepts of quasi particle and quasi hole are fundamental features of Landau’s
Fermi liquid theory.
As for the free gas, excitations are determined by the deviation of the momentum dis-
tribution with respect to the ground state, hence the concept of Fermi surface still
remains. Called δn(k) = n(k)−n0(k) this deviation we can expand the energy changes
associated to the excitations δE(k) as
δE(k) =
∑
k
0(k)δn(k) +
1
2
∑
k
∑
k′
f(k, k′)δn(k)δn(k′), (1.2)
where 0(k) is the quasiparticle energy at momentum k when it alone is present and
f(k, k′) is the second order correction to δE(k) in δn(k). It is worth stressing that the
notion of quasi-particle distribution make sense only in proximity of the ground state
of the system.
Recovering the above definition of particle energy we can write down the energy of a
quasiparticle:
(k) = 0(k) +
∑
k′
f(k, k′)δn(k′) (1.3)
and near the Fermi surface we can write
0(k) = F +
kF
2m∗
(| k | − kF ). (1.4)
This relation define the quasiparticle effective mass m∗ .
All this goes from a heuristic point of view. On a more formal level the Fermi liquid
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Figure 1.1: The Fermi surface is rapresented by the two black dots (in two dimension
the Fermi surface is a circle and in three dimensions is the 2-sphere).
theory has been proved trough perturbation methods, and describe remarkably well the
property of ordinary metals, however this theory fails in the case of one dimensional
systems.
1.1.1 In one space dimension
Adiabatic continuity is a priori hypothesis which needs verification. It is certainly true
for three dimensional repulsive forces, but it can’t be justified for one dimensional ones.
One of the main reason for the break down of Fermi Liquid theory is that in one di-
mension the Fermi surface of a free gas consists of two discrete points (see Fig 1.1),
while in higher dimensions it is continuous. This fact induces drastic consequences on
the model outlined above.
Let us consider a particle-hole excitation, which consists in the removal of a particle
with k′ < kF and in the creation of a particle with k > kF . That is k − k′ = q,
0 < q < 2kF . As we can see in Fig 1.2 (a) the spectrum in one dimension has no
low-frequency excitations, unlike in higher dimensions, where these states are filled in
(Fig 1.2 (b)). This happens because in one dimensional systems we can not exploit
other dimensions of the momentum and make the energy of the excitations as small as
we want.
Always from Fig 1.2 (a) we see that particle-hole excitations acquire well-defined,
particle-like dispersion, in the limit q → 0: it is not possible anymore to define the
concept of quasi particle excitations, because every excitation of the system results in
collective density fluctuations.
These excitations are also present in higher dimensions but there, the presence of finite
q, low-energy states, allows the decay into their quasi particles constituent. In one
dimension this decay is not possible, making this charge fluctuations stable excitations
of the system.
All this goes for non interacting system and shows that adiabatic continuity is not
justified in one dimension. We now ask which are the elementary excitations of the
interacting system.
In the free gas we could add a fermion in a k-state with k > kF , obtaining an excited
state. This possibility is preserved in the interacting system, but in this case the
resulting states are unstable due to Pierls instability [31], [42].
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Figure 1.2: Spectrum of the particle-hole excitations in one (a) and two (b) dimensions
Another type of excited state is given by the particle-hole excitation seen above. The
electron and hole created travel at the same group velocity and therefore form an
almost bound state. They have, as already seen, a well-defined dispersion relation in
proximity of the Fermi surface. It is worthy to note the bosonic nature of this particle-
hole excitations1. This observation will be relevant when we will deal with the Luttinger
model.
There are thus two types of elementary excitations and the addition of a fermion to
the system generates both.
In the next sections we will introduce the Luttinger model and we will illustrate the
techniques involved in its solution.
1.2 Luttinger liquid and bosonization
The Luttinger model is an exactly solvable model of interacting fermions in one di-
mension. It was firstly proposed by Luttinger in 1963 [23] and its exact solvabilty
emerged over a period of a decade, because of certain ambiguities in the original so-
lution. The first step towards a correct solution was made by Mattis and Lieb (1965)
[25], who discovered the free boson excitations. Later on Overhausen (1965) found that
these bosons could be used to construct a complete set of eigenstates, while Theumann
(1967) and Dover (1968) [40],[6] gave the first calculation of one particle correlation
functions. This analysis was developed further when Mattis, Luther and Peshel (1974)
[22] found a simple representation of the operators in terms of boson fields.
The first precise formulation in the solid-state literature was given by Heidenreich
(1975), while Dzyaloshinskii and Larkin studied the spin-12 version of the model (ini-
tially the model dealt with spin-less fermions) [7].
In origin the Luttinger model was studied in order to obtain information about inter-
acting fermion systems and, as we will see soon, it describes quite well the low-lying
excitations of a one-dimensional fermionic liquid.
The spectrum of a one-dimensional electron gas is shown in Fig 1.1. In proximity of
1They can be seen as the states c∗kc
′
k|Ω〉, where c∗k, c′k are the creation-destruction operators and |Ω〉
is the ground state.
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Figure 1.3: The linearization of spectrum in Fig 1.1
the Fermi surface we can linearize the dispersion as
ε(k) ≈ εF + kF
m
(k − kF ) = υFk + εF , (1.5)
where we have introduced the Fermi velocity υF = kF /m. Typically, this approximation
will hold if one explores energy scales much smaller than the Fermi energy. Provided
one is interested only in low enough energy, this approximation becomes essentially
exact and, if we measure the energy with respect to the ground state, the dispersion is
formally identical to a relativistic one with the light velocity c renormalized to a value
υF which is material dependent. Since in this approximation the excitations behave
formally like the ones handled in high energy physics it is quite natural to consider a
quantum field theory for massless fermions with defined helicity.
1.2.1 The free model
The Luttinger model is based on the linearization of the spectrum seen above and from
the previous discussion we expect that it has roughly the same property of a real system
around the ground state.
In order to make the model exactly solvable we have to consider a spectrum unbounded
from below, and thus we have to suppose that all the negative energy states are occupied
(see Fig 1.3). As we can easily expect this lead to some divergencies and ill-defined
operators, but we can solve these problems by defining a normal order in the creation-
annihilation operator algebra, as we will see later.
The introduction of this “nonphysical” states doesn’t change the low energy physics of
the problem, since they need very high energies (ε > εF ) to be excited
2.
With this forward we write down the kinetic term of the Luttinger model Lagrangian
density:
LK = iψ∗1(∂t − υF∂x)ψ1 + iψ∗2(∂t + υF∂x)ψ2, (1.6)
where ψ1,2(t, x) are two complex fields representing free fermions left and right moving
and υF , as before, is the Fermi velocity
3.
2However sufficiently strong perturbations, like electric fields or impurity defect, can excite this
states and thus pose a problem on the physical interpretation of the model.
3In the notation that we will use from now on “ ∗ ” indicate the self adjoining operation.
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In order to fix the notation and to illustrate some aspects of the spectrum, it is useful
to sketch here the free fermionic theory which arise from the Lagrangian written above.
The anti-commutation relations that fix the initial condition of the problem for ψ1,2
are
{ψ∗a(t, x1), ψb(t, x2)} = δabδ(x1 − x2)
{ψ∗a(t, x1), ψ∗b (t, x2)} = {ψa(t, x1), ψb(t, x2)} = 0 a, b = 1, 2.
(1.7)
The free hamiltonian is given by
HK =
∫
dkυF [ψ
∗
1i∂xψ1 − ψ∗2i∂xψ2] , (1.8)
and the classical equations of motion for ψ1,2 are found using Euler-Lagrange equation
∂tψ1(t, x)− υF∂xψ1(t, x) = 0
∂tψ2(t, x) + υF∂xψ2(t, x) = 0.
(1.9)
It is thus possible to write the mode expansions4
ψ1(t, x) =
∫ ∞
0
dk
2pi
[
α1(k)e
−ik(υF t+x) + α¯∗1(k)e
ik(υF t+x)
]
ψ2(t, x) =
∫ ∞
0
dk
2pi
[
α2(k)e
−ik(x−υF t) + α¯∗2(k)e
ik(x−υF t)
]
.
(1.10)
The operators α1, α2, α¯1 and α¯2 define the spectrum of the model. The ground state of
the hamiltonian consists of filling all the negative energy states, that is to say negative
k modes (measured with respect to kF ) of right moving fermions and positive k modes
of left moving ones.
The operator α∗1(k) creates a particle at momentum k > 0 and energy υFk and α¯∗1(k)
creates a hole at k > 0 and energy υFk (or, in other words, it destroys a particle at
momentum −k in the filled Fermi sea with energy −υFk). In the same way, for the
right moving sector, α∗2(k) creates a particle with momentum −k and energy υFk and
α¯2 creates a hole at momentum −k and energy υFk. The commutation relation of these
operators is given by (1.7)
{α∗a(k1), αb(k2)} = {α∗a(k1), α¯b(k2)} = δabδ(k1 − k2)
{α∗a(k1), α¯b(k2)} = 0 a, b = 1, 2.
(1.11)
In the following section we will introduce the interaction term of Luttinger Lagrangian.
In order to give an exact solution of the model we will not use the above formalism,
since in the interacting case ψ1 and ψ2 can’t be directly expressed in terms of creation-
annhilation operators. By the way we believe that the free fermion case clarify some
aspects of the spectrum and makes more evident the physical interpretation of the
model. In the last chapter we will recover some facets of the present discussion.
4For a detailed derivation see [32],[24]
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1.2.2 The Luttinger model
The full Lagrangian of the Luttinger model is obtained by adding to (1.6) an interaction
term which is quartic in the fields:
LI = −g+(ψ∗1ψ1 + ψ∗2ψ2)2 − g−(ψ∗1ψ1 − ψ∗2ψ2)2, (1.12)
where g± ∈ R are the coupling constants. We are thus considering a model with both
forward (left to right or right to left) and backward (left to left or right to right)
scattering. For g+ > g− the model is repulsive and attractive in the opposite case.
We define the two charge densities as:
ρ± = ψ1(t, x)∗ψ1(t, x)± ψ2(t, x)∗ψ2(t, x)
and from (1.6) and (1.12) we find the standard Tomonaga-Luttinger Hamiltonian
H =
∫
dx
[
υF (ψ
∗
1i∂xψ1 − ψ∗2i∂xψ2) + g+ρ2+ + g−ρ2−
]
, (1.13)
and the corresponding equation of motion
i(∂t − υF∂x)ψ1(t, x) = 2g+ρ+(t, x)ψ1(t, x) + 2g−ρ−(t, x)ψ1(t, x)
i(∂t + υF∂x)ψ2(t, x) = 2g+ρ+(t, x)ψ2(t, x)− 2g−ρ−(t, x)ψ2(t, x).
(1.14)
It is easy to see that the Tomonaga Luttinger Hamiltonian is left invariant by the two
independent U(1) transformations (usually called U(1)⊗ U˜(1))
ψα → eisψα, ψ∗α → e−isψ∗α
ψα → e−is(−1)αψα, ψ∗α → eis(−1)
α
ψ∗α α = 1, 2,
(1.15)
and from Noether theorem we have the current conservation law
∂tρ±(t, x)− υF∂xj±(t, x) = 0, (1.16)
where j± = −ρ∓.
In the next sections we will solve the Luttinger model on the full line. We will find an
operatorial solution through a technique called bosonization.
Since the main blocks to develop the bosonization picture are the free scalar fields,
and in order to fix the notation, we briefly introduce the free scalar field theory in one
spatial dimension.
1.2.3 The free scalar field
The theory of the free scalar field ϕ(x, t) is described by the Lagrangian density:
L = 1
2
(ϕ∂2t ϕ)(x, t)−
1
2
(ϕ∂2xϕ)(x, t), (1.17)
which gives, as well known, the Klein-Gordon equation:
∂2t ϕ− ∂2xϕ = 0. (1.18)
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It is custumary to introduce the so called dual field ϕ˜(t, x), defined by the duality
relations:
∂tϕ˜(t, x, i) = −∂xϕ(t, x, i) ∂xϕ˜(t, x, i) = −∂tϕ(t, x, i); (1.19)
obviously also ϕ˜(t, x) satisfy the Klein-Gordon equation (1.18). We note that ϕ and
ϕ˜ are local fields but are not relatively local and this is a corner stone of bosonization
(for more details see [21]).
The initial conditions of the problem are fixed by the equal time commutation relations:
[ϕ(t, x), ϕ(t, y)] = [ϕ˜(t, x), ϕ˜(t, y)] = 0
[∂tϕ(t, x), ϕ(t, y)] = [∂tϕ˜(t, x), ϕ˜(t, y)] = −iδ(x− y)
(1.20)
We can solve (1.18) for ϕ and ϕ˜ in the usual way and we have:
ϕ(t, x) =
∫ ∞
−∞
dk
2pi
√
∆λ(k)
2
[a∗(k)ei|k|t−ikx + a(k)e−i|k|t+ikx], (1.21)
ϕ˜(t, x) =
∫ ∞
−∞
dk(k)
2pi
√
∆λ(k)
2
[a∗(k)ei|k|t−ikx + a(k)e−i|k|t+ikx]. (1.22)
Where (k) is the sign function and ∆λ(k) is a distribution to be fixed below.
Given (1.20) we impose the usual commutation relations for a(k) and a∗(k):
[a(k), a(p)] = [a∗(k), a∗(p)] = 0
[a(k), a∗(p)] = 2piδ(k − p)
(1.23)
and these relations fix the distribution ∆λ(k):
|k|∆λ(k) = 1.
The subscript λ is because there exists a one parameter family of tempered distributions
which satisfy this equation. A convenient representation of ∆λ(k) is given by:
∆λ(k) =
d
dk
(θ(k) ln(
keγE
λ
)) (1.24)
where θ(k) is the Heaviside function, λ > 0 is a free parameter with dimension of mass
(which ensures that the distribution it’s not ill-defined for k = 0) and γE is the Euler-
Mascheroni constant.5
The introduction of γE is useful in virtue of the following formula:
u(λξ) =
∫ ∞
0
dk
pi
∆λ(k)e
−ikξ = − 1
pi
ln(|λξ|)− i
2
(ξ) = − 1
pi
ln(iλξ + ε), ε > 0. (1.25)
The distribution limit for ε→ 0 is understood.6
5We note that the distribution (1.24) is not positive definite. This is a characteristic feature of the
one-dimensional, massless, free scalar theory. It can be shown that in one spatial dimension a zero-mass
free scalar theory with positive metric can’t exist, and we are forced to deal with indefinite metric. For
a detailed description of the problem see [44], [20].
6For a derivation of the formula see [8]
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For further convenience we also introduce the right and left moving fields7:
ϕR(t− x) = ϕ˜(t, x) + ϕ(t, x) ϕL(t+ x) = ϕ(t, x)− ϕ˜(t, x), (1.26)
and from the explicit form of ϕ and ϕ˜ we have:
ϕR(ξ) =
∫ ∞
0
dk
pi
√
2
√
∆λ(k)[a
∗(k)eikξ + a(k)e−ikξ], (1.27)
ϕL(ξ) =
∫ ∞
0
dk
pi
√
2
√
∆λ(k)[a
∗(−k)eikξ + a(−k)e−ikξ]. (1.28)
The commutation relations for ϕR(ξ) and ϕL(ξ) are easily worked out thanks to (1.25),
and we have:
[ϕR(ξ1), ϕR(ξ2)] = [ϕL(ξ1), ϕL(ξ2)] = −i(ξ12)
[ϕR(ξ1), ϕL(ξ2)] = 0,
(1.29)
with ξ12 = ξ1 − ξ2. We also introduce the chiral charges:
QZ =
1
4
∫ ∞
−∞
dξ(∂ϕZ)(ξ) Z = R,L, (1.30)
and we get
[QR, ϕR(ξ)] = [QL, ϕL(ξ)] = −i/2
[QR, ϕL(ξ)] = [QL, ϕR(ξ)] = [QL, QR] = 0.
(1.31)
These are the main ingredients we need to introduce the bosonization framework.
1.2.4 Towards a solution of the Luttinger model: the Bosonization
Method
The basic idea beyond bosonization is that the particle-hole excitations of a fermionic
system are bosonic in character and that the great totality of the electron gas spec-
trum can be exausted by them. As pointed out by Tomonaga in 1950 [41] this can
be done only in one-dimensional gases. Let us in fact consider Fig 1.2 (a). In one
spatial dimension particle-hole excitations have, near the Fermi level, a very well de-
fined particle-like dispersion: particle and hole have nearly the same group velocity
and therefore can propagate coherentely, forming a new entity. The situation is utterly
different in greater dimensions (as shown in Fig 1.2 (b)), where particle-hole spectrum
forms a continuum, making difficult for the excitations to coherently propagate.
One dimensional abelean bosonization is a technique used to represent one dimensional
fermion fields ψ(t, x) by bosonic fields ϕ(t, x) and its popularity is due to the fact that
some problems, which seems extremely difficult when expressed through fermions, be-
come very easy when are expressed in terms of bosons.
In the following we will use a field theoretical approach to bosonization [1],[26], instead
7The formal dependence of this two fields from t − x and t + x, from which descend the right and
left “epithet”, can be seen from the explicit calculation and derive from the duality relations (1.19)
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of a constructing one [43],[37]. This approach has the merit to be more self-contained
and rigorous, tough it might seem that the relations in it postulated have a “given by
God” nature.
We begin by defining the vertex operators8:
A(t, x) = z : ei
√
pi[σϕR(υt−x)+τϕL(υt+x)] : (1.32)
where υ, σ, τ, z are free parameters to be fixed and : · · · : denote the normal product
in the algebra generated by a(k) and a∗(k). As already mentioned this is needed to
avoid the presence of the singularities which arise from the definition of the spectrum.
Because of the normal ordering, vertex operators do not multiply like ordinary exponen-
tial and we have to pay attention in computing their products. In order to see this let
us consider, for example, two operators A = αa∗(k) + βa(k) and B = α′a∗(p) + β′a(p).
We have
: eA :: eB : = eαa
∗(k)eβa(k)eα
′a∗(p)eβ
′a(p)
= eαa
∗(k)eα
′a∗(p)eβa(k)eβ
′a(p)e
βα′
2
[a(k),a∗(p)]
=: eA+B : e
βα′
2
[a(k),a∗(p)].
(1.33)
Therefore, using this formula and (1.25), we find:
A∗(t, x1)A(t, x2) = |z|2 |λx12|−(σ
2+τ2) ei
pi
2
(σ2−τ2)(x12) (1.34)
: ei
√
pi[σ(ϕR(υt−x2)−ϕR(υt−x1))+τ(ϕL(υt+x2)−ϕL(υt+x1))] : . (1.35)
A meaningful choice of the normalization is thus z = 1√
2pi
λ(σ
2+τ2)/2 (the presence of√
2pi is for later convenience) and we have the exchange property:
A(t, x1)A(t, x2) = e
−ipi(σ2−τ2)(x12)A(t, x2)A(t, x1). (1.36)
The statistics of these operators is hence ruled by the parameter σ2− τ2. In particular
if we set σ2 − τ2 = 1 the vertex operators (1.32) behave like fermion operators9 and so
we postulate:
ψ1(t, x) = zη : e
i
√
pi[σϕR(vt−x)+τϕL(vt+x)] : (1.37)
ψ2(t, x) = zη
′ : ei
√
pi[τϕR(vt−x)+σϕL(vt+x)] : . (1.38)
Without loss off generality we can assume σ ≥ 0. η and η′ are known in literature as
Klein factors, they are hermitean operators for which we impose
η2 = η′2 = I, {η, η′} = 0. (1.39)
They commute with all the bosonic operators and are included in the definition (1.37,
1.38) to ensure canonical anticommutation relation between ψ1(t, x) and ψ2(t, x)
10.
8See Appendix B for some mathematical details and technical issues.
9It is possible to impose more general condition, corresponding to an anyonic statistics, for some
details see Appendix B.
10In the constructive approach these factors are needed because the bosonization is made by con-
sidering b†b; product of fermionic creation-annihilation operators. As mentioned before this operators
have a bosonic character, but we can’t exahust all the spectrum by using them alone: they can only
create particle-hole excitations and can’t raise or lower the total fermion number by one.
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The equations written in (1.37, 1.38) are the basis for the fermion to boson transforma-
tion of various operators. To compute these operators we have, in general, to normal
order the combination of a and a∗ which show up when we go through a mode expan-
sion. There exists, however, a more elegant and shorter way to achieve the same result
and that is by point splitting. Let us consider, for example, the operator : ψ∗1ψ1 :, which
appears in the charge densities ρ±. Instead of doing the normal order we calculate the
limit:
: ψ∗1ψ1(t, x) := Z(ε)
1
2
lim
ε→0
[ψ∗1(t, x)ψ1(t, x+ ε) + ψ
∗
1(t, x+ ε)ψ1(t, x)] (1.40)
where Z(ε) is a renormalization constant to be fixed. Through this limit the divergent
part of the operator cancels, giving us the normal ordered operator.
We are now ready to solve the Luttinger model on the full line.
1.2.5 Luttinger Liquid solution for the full line
The solution of the Luttinger model can be given by determining the constants υ, σ,
and τ , which appear in (1.37,1.38). In this perspective we have to calculate the density
charges using the point splitting technique. Given (1.34,1.35) and the normalization
chosen for z we have:
ψ∗1(t, x)ψ1(t, x+ ε) =
1
2pi ||σ2+τ2
ei
pi
2
(ε) : ei
√
pi(−σ∂ϕR(vt−x)+τ∂ϕL(vt+x))ε :
ψ∗1(t, x+ ε)ψ1(t, x) =
1
2pi ||σ2+τ2
e−i
pi
2
(ε) : ei
√
pi(−τ∂ϕL(vt+x)+σ∂ϕR(vt−x))ε :
(1.41)
And similarly for ψ2(t, x):
ψ∗2(t, x)ψ2(t, x+ ε) =
1
2pi ||σ2+τ2
e−i
pi
2
(ε) : ei
√
pi(−τ∂ϕR(vt−x)+σ∂ϕL(vt+x))ε :
ψ∗2(t, x+ ε)ψ2(t, x) =
1
2pi ||σ2+τ2
ei
pi
2
(ε) : ei
√
pi(−σ∂ϕL(vt+x)+τ∂ϕR(vt−x))ε :
(1.42)
Therefore by point splitting we obtain:
ρ±(t, x) =: ψ∗1ψ1(t, x) : ± : ψ∗2ψ2(t, x) := −
1
2
√
piζ±
[∂ϕR(υt− x)± ∂ϕL(υt+ x)]
(1.43)
where we have chosen the renormalization constant
Z(ε) = εσ
2+τ2−1, (1.44)
and we have introduced ζ± = τ ± σ.
The process of normal order can alter the conservation of the Noether current (1.16).
If we want to retain it we have to normalize accordingly the currents and the densities
written in terms of bosonic operators.
The normalization of (1.43) is fixed by imposing that ρ± generate trasformations (1.15)
in the infinitesimal form:
[ρ+(t, x1), ψα(t, x2)] = −δ(x1 − x2)ψα(t, x2)
[ρ−(t, x1), ψα(t, x2)] = −(−1)αδ(x1 − x2)ψα(t, x2), α = 1, 2.
(1.45)
14 1. Luttinger Liquid
By imposing (1.16) we find for j±
j± =
υ
2
√
piυF ζ±
(∂ϕR(υt− x)∓ ∂ϕL(υt+ x)) (1.46)
To find the conditions on υ, τ and σ we substitute (1.37, 1.38) and (1.43) in the
equations of motion (1.14) and we find:
υζ2+ = υF +
2
pi
g+
υζ2− = υF +
2
pi
g−
(1.47)
or, in other words,
ζ2± =
(
piυF + 2g+
piυF + 2g−
)± 1
2
, (1.48)
and
υ =
1
pi
√
(piυF + 2g+)(piυF + 2g−). (1.49)
Using this relation we can easily determine σ and τ
σ =
1
2
(
piυF + 2g+
piυF + 2g−
) 1
4
− 1
2
(
piυF + 2g+
piυF + 2g−
)− 1
4
, (1.50)
τ =
1
2
(
piυF + 2g+
piυF + 2g−
) 1
4
+
1
2
(
piυF + 2g+
piυF + 2g−
)− 1
4
, (1.51)
From (1.48) and (1.49) we find the stability condition of the model 2g± > −piυF , which
ensures that σ, τ and υ are all real and finite.
These formulas and (1.37, 1.38) allow us to write the Luttinger Hamiltonian (1.13) in
terms of boson fields:
H =
∫
dx :
[
υF (ψ
∗
1i∂xψ1 − ψ∗2i∂xψ2) + g+ρ2+ + g−ρ2−
]
:=∫
dx
1
2
[
υ(∂xϕ)
2 +
1
υ
(∂tϕ)
2
]
=
∫
dx
υ
2
[
(∂xϕ)
2 + (∂xϕ˜)
2
] (1.52)
It’s now apparent the usefulness of the bosonization method: we have translated the
initial problem, in which the interactions were quartic in the fermionic fields, in a prob-
lem in which the bosonic fields are free and satisfy standard Klein-Gordon equations.
We remark that this solution is achieved at an operatorial level and thus holds whichever
representation of the algebra we choose to describe our system. Obviously the values
assumed by the correlation functions crucially depend on this choice.
CHAPTER 2
The Star Graph
In this chapter we solve the Luttinger model on a star graph. We begin by defining the
star graph, considering a free scalar theory on it. Eventually we see the major changes
introduced in the bosonization by this new framework and we conclude by solving the
model.
This chapter is thus a generalization of what we have seen above and on a conceptual
ground few things change; nonetheless some new and interesting features arise when
one consider the symmetries of the system.
2.1 Free scalar field on the star graph
A star graph G, shown in Fig 2.1, consists of a set of n edges E = {Ei} connected to the
vertex V . We can add a topology and a metric on G by assigning a length li ∈ [0,∞) to
every edge. Each point in G \ V belongs to one of the edges and can be parameterized
by a pair (x, i), identifying the distance from the vertex of the point (x > 0) and the
edge to which it belongs (i).
In order to give a dynamic structure to G we have to define a derivative operator on
it. The construction of this operator is rather technical and we refer to Appendix A
for details.
The important point is that, by defining the momentum operator, a scattering struc-
ture naturally emerges from the theory: the physics of the problem is captured by a
scattering matrix S ∈ O(n)1, where O(n) is the n-dimensional orthogonal group. S
is in general momentum-dependent, but if we consider a scale-invariant system this
dependence drops out 2.
1In the notation adopted in this thesis the elements Sii correspond to the reflection coefficients and
Sij to the transmission ones
2See Proposition A.1.2
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Figure 2.1: A star graph G with n edges. Picture taken from [26]
Leaving aside the mathematical aspects, this result is rather intuitive: the vertex V
can be seen as a scale invariant, point-like defect, which connects the various edges and
mixes fields from different edges through the intervention of a scattering matrix S.
From now on we will suppose scale invariance to hold.
Let us hence consider a set of scalar fields ϕ(t, x, i) with i = 1, ..., n. We suppose that
these fields behave like free fields on every edge separately. On every edge, therefore,
Klein Gordon equation holds
∂2t ϕ(t, x, i)− ∂2xϕ(t, x, i) = 0. x > 0, i = 1, ..., n. (2.1)
Like on the full line, initial conditions are given by the equal time commutation rela-
tions:
[ϕ(t, x, i), ϕ(t, y, j)] = 0 [∂tϕ(t, x, i), ϕ(t, y, j)] = −iδijδ(x− y). (2.2)
The presence of the vertex makes these conditions no longer enough to solve the prob-
lem. As explained in Appendix A, the momentum operator is well defined only if the
fields respect the boundary conditions:
n∑
j=1
[Aijϕ(t, 0, j) +Bij∂xϕ(t, 0, j)] = 0 ∀t ∈ R, i = 1, ..., n, (2.3)
where A and B are two n× n complex matrix for which
AB† = 0.3 (2.4)
A and B define the scattering S matrix through
SA,B = −(A+ ikB)−1(A− ikB) (2.5)
and, as mentioned above, S doesn’t depend on k for a scale invariant systems.
Since on every edge we have free fields4, a solution of (2.1) can be written as
ϕ(t, x, i) =
∫ ∞
−∞
dk
2pi
√
∆λ(k)
2
[a∗i (k)e
i|k|t−ikx + ai(k)e−i|k|t+ikx] (2.6)
3See Proposition A.1.2
4If the system is not scale invariant, in order to have free fields, we have also to impose∫ ∞
−∞
dkeikxS(k) = 0
for x > 0; which guarantees the absence of bound states created by the interaction with the junction
[2].
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where ∆λ(k) is defined, like before, by (1.24). The boundary conditions (2.3) can now
be given in terms of ai(k) and a
∗
i (k). By substituting the mode expansion of ϕ in (2.3)
we in fact find the constraints:
ai(k) =
n∑
j=1
[θ(−k)Stij +θ(k)Sij ]aj(−k) a∗i (k) =
n∑
j=1
[θ(−k)Stji+θ(k)Sji]a∗j (−k). (2.7)
As we should expect left and right moving modes are no longer independent. It follows
that in order to satisfy (2.7) we can’t impose on ai(k) and a
∗
i (k) commutation relations
which are of the same type of (1.23), but rather
[ai(k), aj(p)] =
[
a∗i (k), a
∗
j (p)
]
= 0[
ai(k), a
∗
j (p)
]
= 2pi [δijδ(k − p) + Sijδ(k + p)] .
(2.8)
The above considerations can be easily extended to the dual field ϕ˜(t, x, i) (defined, as
before, by the duality relations (1.19)) and we can define left and right moving fields
in the usual way
ϕi,R(t− x) = ϕ˜(t, x, i) + ϕ(t, x, i) ϕi,L(t+ x) = ϕ(t, x, i)− ϕ˜(t, x, i). (2.9)
Their mode expansions are easily written:
ϕi,R(ξ) =
∫ ∞
0
dk
pi
√
∆λ(k)
2
[a∗i (k)e
ikξ + ai(k)e
−ikξ], (2.10)
ϕi,L(ξ) =
∫ ∞
0
dk
pi
√
∆λ(k)
2
[a∗i (−k)eikξ + ai(−k)e−ikξ]. (2.11)
From this expressions and (2.7), we see that the boundary conditions can be conve-
niently reformulated as:
ϕi,R(ξ) =
n∑
j=1
Sijϕj,L(ξ), (2.12)
which shows the mixing of left and right moving fields introduced by the junction.
Because of (2.8) the commutator between chiral fields is not trivial anymore:
[ϕi,R(ξ1), ϕj,R(ξ2)] = [ϕi,L(ξ1), ϕj,L(ξ2)] = −iδij(ξ12)
[ϕi,R(ξ1), ϕj,L(ξ2)] = −iSij(ξ12)
(2.13)
And as in the full line case we define the charges
Qi,Z =
1
4
∫ ∞
−∞
dξ(∂ϕi,Z)(ξ) Z = R,L, (2.14)
that now satisfy the commutation rules:
[Qi,R, ϕj,R(ξ2)] = [Qi,L, ϕj,L(ξ2)] = − i
2
δij
[Qi,R, ϕj,L(ξ2)] = [Qi,L, ϕj,R(ξ2)] = − i
2
Sij
[Qi,L, Qj,R] = 0.
(2.15)
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2.2 How to bosonize on the star graph
The main novelty in the bosonization procedure is that we now have to deal with more
than two fermion species. Equations (1.37,1.38) are still valid, except for the fact that
they do not provide right anticommutation relations between fields on different edges.
It is thus customary to introduce a set of Klein factors {ηi η′i} that, together with the
identity I form an algebra K. They satisfy the anticommutation relations:
{ηi, ηj} = {η′i, η′j} = 2δijI {ηi, η′j} = 0. ∀i, j = 1, ..., n, (2.16)
and commute with all the bosonic operators.
Thanks to these operators we can now postulate the analogous of (1.37,1.38):
ψ1(t, x, i) = ziηi : e
i
√
pi[σϕi,R(vt−x)+τϕi,L(vt+x)] : (2.17)
ψ2(t, x, i) = ziη
′
i : e
i
√
pi[τϕi,R(vt−x)+σϕi,L(vt+x)] : . (2.18)
where {ψα(t, x, i) : α = 1, 2; i = 1, · · ·n} are the complex fermion fields on the star
graph. Because of (2.13) we now have:
ψ∗1(t, x1, i)ψ1(t, x2, j) = z
∗
i zjηiηj |λx12|−δij(σ
2+τ2)|λx˜12|−2Sijστeipi2 ε(x12)×
: ei
√
pi(σ(ϕj,R(vt−x2)−ϕi,R(vt−x1))+τ(ϕj,L(vt+x2)−ϕi,L(vt+x1))) :
(2.19)
ψ∗2(t, x1, i)ψ2(t, x2, j) = z
∗
i zjηiηj |λx12|−δij(σ
2+τ2)|λx˜12|−2Sijστe−ipi2 ε(x12)×
: e−i
√
pi(τ(ϕj,R(vt−x2)−ϕi,R(vt−x1))+σ(ϕj,L(vt+x2)−ϕi,L(vt+x1))) :
(2.20)
where x˜12 = x1 + x2 and these relations suggest to set
zi =
1√
2pi
λ
1
2
(σ2+τ2)+Siiστ . (2.21)
The exchange properties remain
ψα(t, x1, i)ψα(t, x2, i) = e
−ipi(σ2−τ2)(x12)ψα(t, x2, i)ψα(t, x1, i) α = 1, 2 (2.22)
and so, also on the star graph, we impose σ2 − τ2 = 1.
Through these equations we can extend the bosonization procedure to the star graph.
2.3 Luttinger Liquid on the star graph and symmetries
Just like in the full line the bulk dynamics on the star graph is determined by the
Tomonaga Luttinger Lagrangian
L = iψ∗1(∂t − υF∂x)ψ1 + iψ∗2(∂t + υF∂x)ψ2
− g+(ψ∗1ψ1 + ψ∗2ψ2)2 − g−(ψ∗1ψ1 − ψ∗2ψ2)2
(2.23)
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As we have already seen this Lagrangian is left invariant by transformation (1.15).
However, because of the vertex V , the situation on the star graph is more involved.
From the previous section we know that in order to define a reasonable Lagrangian
on the star graph it is necessary to impose boundary conditions on the fields. The
conditions
ψ1(t, 0, i) =
n∑
j=1
Uijψ2(t, 0, j) U ∈ U(n) (2.24)
which work in the free case, do not lead [27] to exactly solvable model in inter-
acting cases. The Tomonaga Luttinger model results no longer solvable and very
complicated methods must be employed in order to extract its low-energy behavior
[30],[27]. Nonetheless the fact that on R the quartic interaction can be exactly solved
via bosonization encourages us to try boundary conditions which can be formulated
directly in terms of boson fields. In analogy to (2.12), it is quite natural to consider 5
jR(t, 0, i) =
n∑
j=1
JikjL(t, 0, j) J ∈ O(n), (2.25)
where we have introduced the left and right fermion currents
jL(t, x, i) = ψ
∗
1ψ1(t, x, i) jR(t, x, i) = −ψ∗2ψ2(t, x, i), (2.26)
representing the flows of particle excitations moving along the edge Ei, towards and
away from the vertex V .
The matrix J which appears in (2.25) is the scattering matrix associated to these
currents and we will see later that it corresponds to the scattering matrix S of the
bosonic case.
From a physical point of view these conditions seems very resonable, they have a direct
interpretation in terms of gauge invariant physical observables and provide relations
which can verified experimentally.
Let’s now consider a generic symmetry of the Lagrangian (2.23). From Noether theorem
we know that to every symmetry of the system corresponds a conserved charge. It’s
easy to see that this conservation implies a Kirchhoff rule for the conserved current
on the vertex V. Let us, in fact, consider a conserved charge Q and its corresponding
densities ρ(t, x, i) and currents j(t, x, i), we can write
∂tQ =
n∑
i=1
∫ ∞
0
dx∂tρ(t, x, i) =
n∑
i=1
∫ ∞
0
dx∂xj(t, x, i) =
n∑
i=1
j(t, 0, i) = 0 (2.27)
and the last equation is just the Kirchoff rule. The presence of the vertex however, bring
out a more involved situation. It may happen, in fact, that different symmetries lead to
contradictory Kirchhoff rules, making difficult to extend the symmetries of the line to
the star graph (as we will see in the next section this will be the case of U(1)⊗ U˜(1)).
5Since bosonization formulas are pretty much the same, also on the star graph case we expect
fermionic currents to admit simple representations in terms of boson fields.
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2.4 Solution of the Tomonaga Luttinger model on the star
graph
Thanks to all the previous observations we can now solve the Luttinger model on the
star graph.
Using (2.19,2.20) it’s easy to see that also in the star graph case we have
ρ±(t, x, i) = (: ψ∗1ψ1 : ± : ψ∗2ψ2 :)(t, x, i)
= − 1
2
√
piζ±
[∂ϕi,R(υt− x)± ∂ϕi,L(υt+ x)] ,
(2.28)
the only difference is that now, because of the broken translation invariance induced
by the vertex, the renormalization constant Z which appear in (1.40), shows an x
dependence
Z(x, ) = εσ
2+τ2−1x2στSii . (2.29)
The x-dependence of Z(x, ) as the normalization of ρ±(t, x, i), are fixed by the com-
mutation relations
[ρ+(t, x1, i), ψα(t, x2, j)] = −δijδ(x1 − x2)ψα(t, x2, i)
[ρ−(t, x1), ψα(t, x2)] = −(−1)αδijδ(x1 − x2)ψα(t, x2, i), α = 1, 2.
(2.30)
The values of ζ± and υ are always given by (1.48), (1.49) and as in the full line case
we assume 2g± > −piυF . As before, by imposing (1.16), we can find j± with the right
normalization:
j±(t, x, i) =
υ
2
√
piυF ζ±
[∂ϕi,R(υt− x)∓ ∂ϕi,L(υt+ x)] . (2.31)
Let us now return to the boundary conditions (2.25) and search for a relation between
J and S. By writing down the currents jR and jL in terms of the boson fields we find
jR(t, x, i) =
1
2
(ζ−j− + ζ+j+)(t, x, i) =
υ
2
√
piυF
∂ϕi,R(υt− x)
jL(t, x, i) =
1
2
(ζ−j− − ζ+j+)(t, x, i) = υ
2
√
piυF
∂ϕi,L(υt+ x).
(2.32)
From (2.12) we see that these currents satisfy (2.25) if and only if
J = S ∈ O(n).
The U(1)⊗ U˜(1) symmetry on the Tomonaga Luttinger junction is strongly influenced
by this last condition. In fact, in presence of the vertex V , the continuity equations
∂tρ±(t, x, i)− υF∂xj±(t, x, i) = 0 (2.33)
are not enough to ensure the conservation of the charges
Q± =
n∑
i=1
∫ ∞
0
dxρ±(t, x, i). (2.34)
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As we have seen in the previous section the conservation of (2.34) implies the presence
of Kirchhoff rules for the currents:
n∑
i=1
j+(t, 0, i) = 0 ⇐⇒ 1
ζ+
n∑
i=1
(jR − jL)(t, x, i) = 0 ⇐⇒
n∑
i=1
Sij = 1, (2.35)
n∑
i=1
j−(t, 0, i) = 0 ⇐⇒ 1
ζ−
n∑
i=1
(jR + jL)(t, x, i) = 0 ⇐⇒
n∑
i=1
Sij = −1. (2.36)
We have thus two mutually exclusive conditions and it’s not possible to preserve both.
Since electric charge conservation is linked to the first of these equations it is natural
to require the conservation of (2.35) and the breaking of (2.36) (though also the other
prescription is of some interest [1]).
Summarizing the electric charge Q+ is conserved for those S ∈ O(n) whose entries
along each column sum up to 16. If S does not satisfy this condition the electric charge
is not conserved and there must be an internal (or external) flow charge on the junction.
The possibility to describe imperfect junctions is one of the remarkable features of the
boundary conditions used to solve the Luttinger model on the star graph.
6In geometric terms this is equivalent to suppose that the S matrix belongs to the stability subgroup
Ov ⊂ O(n) of the vector v = (1, 1, · · · , 1). For an explicit parameterization of Ov in terms of angular
variables see [3].
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CHAPTER 3
Away from equilibrium on the Star Graph
In the previous chapters we have introduced the Tomonaga Luttinger model on the star
graph and we have found its solution using an algebraic approach. In order to give a
physical sense to the previous exposition it is now time to fix the representation of our
algebra1.
The physical situation that we consider is depicted in Fig 3.1. Each lead of the star
graph contains a Tomonaga Luttinger liquid and we suppose to attach thermal reser-
voirs with inverse temperature βi and chemical potential µi to every edge. We expect
that by maintaining fixed βi and µi the system will reach a stationary state and in
the next sections we demonstrate that such a Non-Equilibrium Steady State (NESS)
effectively exists and calculate some interesting correlation functions.
3.1 Construction of the non-equilibrium steady state: the
Bosonic case
We begin by considering the free scalar field on the star graph and the algebra A gen-
erated by the bosonic creation-annihilation operators {ai(k), a∗i (k)}. We can resrict
A to the sub-algebras generated by {ai(k), a∗i (k) : k < 0} and {ai(k), a∗i (k) : k > 0},
which we will call respectively Ain and Aout. Since momentum can be only positive
or negative, the δ(k + p) term in (2.8) cancels and we find that Ain and Aout satisfy
standard commuation relation (1.23). We can thus use them to parameterize asymp-
totic outcoming and incoming fields. We have already seen that these algebras are not
independent, but are subject to (2.7) and is through this relation that they generate
the complete algebra A.
The main idea for constructing the non equilibrium steady state is based on this kind
1This is the standard approach in Algebraic Quantum Field Theory ([5], [4])
23
24 3. Away from equilibrium on the Star Graph
Sβi, µi
β2, µ2
β1, µ1
βn, µn
Figure 3.1: A junction with scattering matrix S and n semi-infinite leads, connected
at infinity to thermal reservoirs with temperatures βi and chemical potentials µi.
of asymptotic completeness property: we will first fix the representation for an equilib-
rium state on Ain and then through (2.7) we will extend it to a non-equilibrium state
on the whole algebra A.
In the bosonic case we take all the chemical potential to be equal and set µi = µb < 0
for all reservoirs. We anticipate that µb has nothing to do with the fermionic chemical
potential that appear in non-equilibrium bosonization, and we have introduced it in
order to get rid of some infrared singularities which appear in the theory.
The equilibrium Gibbs state over Ain can be given in the standard way. We begin by
introducing the Boltzmann factor
K =
n∑
i=1
βi(hi − µbni) (3.1)
where hi and ni are the hamiltonian and the number edge operators
hi =
∫ 0
−∞
dk
2pi
|k| a∗i (k)a(k) ni =
∫ 0
−∞
dk
2pi
a∗i (k)a(k). (3.2)
Thus, for every polynomial P over our equilibrium algebra, we set
〈P(a∗i (k), aj(p))〉β,µb ≡
Tr
[
e−KP(a∗i (k), aj(p))
]
Tr [e−K ]
(3.3)
where the trace is over the Fock space, and the Fock representation is defined by
〈a∗i (k)aj(p)〉F = 0 〈a∗i (k)aj(p)〉F = δijδ(k − p). (3.4)
In particular, for the two point functions, in Gibbs representation we find
〈a∗j (k)ai(p)〉β,µb = bi(k)δij2piδ(k − p), (3.5)
and from the commutation relation of a∗j (k), ai(p) we have
〈ai(k)a∗j (p)〉β,µb = [1 + bi(k)] δij2piδ(k − p). (3.6)
where we have introduced
bi(k) =
e−βi[|k|−µb]
1− e−βi[|k|−µb] , (3.7)
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we now see that µb ensures the absence of divergencies for |k| = 0.
It is useful to sketch an heuristic derivation of (3.5)2. From (3.3) we have
〈a∗j (k)ai(p)〉β,µb ≡
Tr
[
e−Ka∗i (k), aj(p)
]
Tr [e−K ]
(3.8)
and thus, using the definition of K and the commutation relation between ai(k), a
∗
j (k)
we find
〈a∗j (k)ai(p)〉β,µb =
Tr
[
e−Ka∗j (k)ai(p)
]
Tr [e−K ]
= e−β(|k|−µb)
Tr
[
a∗j (k)e
−Kai(p)
]
Tr [e−K ]
= e−β(|k|−µb)
Tr
[
e−Kai(p)a∗j (k)
]
Tr [e−K ]
= 2piδijδ(p− k)e−β(|p|−µb) + e−β(|p|−µb)〈a∗j (k)a(p)〉β,µb .
In order to compute a generic correlation function we have to evaluate correlators of
the form 〈∏Mm=1 aim(kim)∏Nn=1 a∗jn(pjn)〉β,µb 3, they can be evaluated through (2.8) and
through the recursion formula
〈
M∏
m=1
a∗jm(kjm)
N∏
n=1
ain(pin)〉β,µb =
δMN
M∑
m′=1
〈a∗j1(kj1)aim′ (pim′ )〉β,µb〈
M∏
m=2
a∗jm(kjm)
N∏
n=1
n 6=m′
ain(pin)〉β,µb .
(3.9)
This last can be seen heuristically, following the same line of the above demonstration
〈
M∏
m=1
a∗jm(kjm)
N∏
n=1
ain(pin)〉β,µb =
Tr
[
e−K
∏M
m=1 a
∗
jm
(kjm)
∏N
n=1 ain(pin)
]
Tr [e−K ]
= δMNe
−β(|k1|−µb)
Tr
[
e−K
∏M
m=2 a
∗
jm
(kjm)
∏N
n=1 ain(pin)a
∗
k1
]
Tr [e−K ]
=
=
M∑
m′=1
2piδi1jm′ δ(ki1 − pjm′ )e−β(|k1|−µb)〈
M∏
m=2
a∗jm(kjm)
N∏
n=1
n 6=m′
ain(pin)〉β,µb
+ e−β(|k1|−µb)〈
M∏
m=1
a∗jm(kjm)
N∏
n=1
ain(pin)〉β,µb .
Relations (3.5,3.6) hold only for the asymptotic equilibrium state on Ain, that is to say
k < 0, but thanks to (2.7) we can extend them to the complete algebra A:
〈a∗j (p)ai(k)〉β,µb = [θ(p)θ(k) + θ(p)θ(−k) + θ(−p)θ(k) + θ(−p)θ(−k)]〈a∗j (p)ai(k)〉β,µb
= θ(−p)θ(−k)〈a∗j (p)ai(k)〉β,µb + θ(p)θ(k)
n∑
l,p=1
StljSip〈a∗l (−p)ap(−k)〉β,µb
+ θ(p)θ(−k)
n∑
l=1
Stlj〈a∗l (−p)ai(k)〉β,µb + θ(−p)θ(k)
n∑
l=1
Sil〈a∗j (p)al(−k)〉β,µb ,
2For a more rigorous argument see [4]
3We can always reduce to this expression through the use of the commutation relation.
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therefore we have
〈a∗j (p)ai(k)〉β,µb =2pi{[θ(−k)bi(k)δij + θ(k)
n∑
l=1
SjlSilbl(k)]δ(k − p)
+ [θ(−k)Sjibi(k) + θ(k)Sijbj(k)]δ(p+ k)}
(3.10)
and by substituting bi(k) with 1 + bi(k)
〈ai(k)a∗j (p)〉β,µb =2pi{[θ(−k)(1 + bi(k))δij + θ(k)
n∑
l=1
SjlSil(1 + bl(k))]δ(k − p)
+ [θ(−k)Sji(1 + bi(k)) + θ(k)Sij(1 + bj(k))]δ(p+ k)}.
(3.11)
Clearly the recursion formula (3.9) holds also for the general case and, as in the asymp-
totic state:
〈
M∏
m=1
a∗jm(kjm)
N∏
n=1
ain(pin)〉β,µb = 0 (3.12)
for every odd N or M .
3.1.1 Chiral correlator in non-equilibrium steady state
In the next sections we will calculate correlation functions of fermion fields in the NESS
representation using bosonization, hence we need to compute correlation functions be-
tween chiral fields ϕi,R, ϕj,L. All these functions can be written in term of
4
w(ξ, βi, µb) ≡
∫ ∞
0
dk
pi
∆λ(k)
[
bi(k)e
ik(ξ−i) + (1 + bi(k))e−ik(ξ−i)
]
(3.13)
and from (2.10,2.11) we have
〈ϕi,L(ξ1)ϕj,L(ξ2)〉β,µb = δijw(ξ12, βi, µb) (3.14)
〈ϕi,L(ξ1)ϕj,R(ξ2)〉β,µb = Sjiw(ξ12, βi, µb) (3.15)
〈ϕi,R(ξ1)ϕj,L(ξ2)〉β,µb = Sijw(ξ12, βj , µb) (3.16)
〈ϕi,R(ξ1)ϕj,R(ξ2)〉β,µb =
n∑
l=1
SilSjlw(ξ12, βl, µb). (3.17)
We can now expand (3.13) to µb order and we find
w(ξ, βi, µb) =
1
pi
[
2
β|µb| ln
( |µb|
λ
)
− ln
(
2i sinh
(
pi
βi
ξ − iε
))]
+ o(µb)
5, (3.18)
thus by putting λ = |µb| (we remind that up to now the infrared parameter was free)
the limit µb → 0− of (3.13) is well defined, bringing out the distribution:
w(ξ, βi) = − 1
pi
ln
(
2i sinh
(
pi
βi
ξ − i
))
. (3.19)
4In order to obtain the right tempered distribution we introduce the shifts on the complex plane
ξ → ξ − i. As always the weak limit for → 0 is understood.
5For a demonstation of the formula see Appendix C
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From now on this limit will be understood and the subscript µb in the correlation
functions seen above will be omitted.
For what follows it is also useful to define
v(βi) ≡
∫ ∞
0
dk
pi
∆λ(k)bi(k) =
1
2pi
ln(
βiλ
2pi
) +O(λ) (3.20)
where we have already set µb = λ.
3.1.2 Energy density and energy flow
In order to investigate the physical property of the non-equilibrium steady state, it is
worthy to compute the energy density and flow associated to the scalar field on the
star graph. Since on every edge the Hamiltonian is invariant under time reversal, we
have the conservation of the energy-momentum tensor
∂tθtt(t, x, i)− ∂xθtx(t, x, i) = 0 (3.21)
where θtt(t, x, i) and θtx(t, x, i) are respectively, the energy density and the energy flux
θtt(t, x, i) =
1
2
: [(∂tϕ)(∂tϕ)− ϕ(∂2xϕ)] : (t, x, i), (3.22)
θtx(t, x, i) =
1
2
: [(∂tϕ)(∂xϕ)− ϕ(∂t∂xϕ)] : (t, x, i). (3.23)
As we have seen the presence of the junction implies the Khirchhoff rule
n∑
i=1
θ(t, 0, i) = 0, (3.24)
which ensures the conservation of the energy flux between the various edges.
We now have to compute 〈θtt(t, x, i)〉β,µb and 〈θtt(t, x, i)〉β,µb . Using (2.6) we find
〈: ϕ(t1, x1, i1)ϕ(t2, x2, i2) :〉β,µb =∫ ∞
−∞
∫ ∞
−∞
dk1dk2
8pi2
√
∆λ(k1)
√
∆(k2)[〈a∗i1(k1)ai2(k2)〉β,µbei(|k1|t1−|k2|t2+k2x2−k1x1)
+〈a∗i2(k2)ai1(k1)〉β,µbei(|k2|t2−|k1|t1+k1x1−k2x2)]
(3.25)
and by (3.5)
〈: ϕ(t1, x1, i1)ϕ(t2, x2, i2) :〉β,µb =∫ ∞
0
dk
2pi
∆λ(k)[δi1i2bi1(k) cos(kt12 + kx12) + Si1i2bi2(k) cos(kt12 − kx˜12)
+Si1i2bi1(k) cos(kt12 + kx˜12) +
n∑
l=1
Si1lSi2lbl(k) cos(kt12 − x12).
(3.26)
Therefore by plugging this last equation in (3.22)
E(β, µb, i) ≡ 〈θ(t, x,i)tt〉β,µb =
∫ ∞
0
dk
2pi
[2Siik cos(2kx)bi(k) +
n∑
j=1
(δij + S
2
ij)kbj(k)]
=
∫ ∞
0
dk
pi
Siik cos(2kx)bi(k) +
n∑
j=1
(δij + S
2
ij)
1
2piβj
Li2(e
βjµb),
(3.27)
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and similarly for the energy flux (3.23)
T (β, µb, i) ≡ 〈θ(t, x,i)xt〉β,µb =
∫ ∞
0
dk
2pi
[
n∑
j=1
(δij − S2ij)kbj(k)]
=
n∑
j=1
(δij − S2ij)
1
2piβj
Li2(e
βjµb).
(3.28)
Both E(β, µb) and T (β, µb) are time independent, according to the fact that we are
studying a steady system. Obviously, since S is an orthogonal matrix (3.28) satisfies
the Kirchhoff rule
n∑
i=1
T (β, µb, i) = 0, (3.29)
showing flow conservation at the junction. We notice further that the energy density
is x-dependent, reflecting the broken translational symmetry introduced by the vertex.
As done in the previous section we now concentrate on the µb → 0− case, and we find
E(β, 0, i) = pi
12
n∑
j=1
(δij + S
2
ij)
1
β2j
+ Sii
1
8pix2
− Sii pi
2
[
βi sinh(
2pix
βi
)
]2 (3.30)
T (β, 0, i) = pi
12
n∑
j=1
(δij − S2ij)
1
β2j
(3.31)
As an example let us consider a junction with n = 2 wires. There are two one-parameter
families for the scattering matrix S, namely
S+ =
(
cos θ sin θ
− sin θ cos θ
)
, S−
(
cos θ sin θ
− sin θ cos θ
)
, θ ∈ [0, 2pi) (3.32)
For the first wire, for both family we find
E(β, 0, 1) = pi
12
[
(1 + cos2 θ)
1
β21
+ sin2 θ
1
β22
]
+
cos θ
8pix2
− pi cos θ
2
[
β1 sinh(
2pix
β1
)
]2 (3.33)
T (β, 0, 1) = −T (β, 0, 2) = pi
12
(
1
β21
− 1
β22
) sin2 θ (3.34)
A plot of E is given in Fig. 3.2.
It is instructive to see what happens when we put the system at equilibrium, namely
when βi = β i = 1, · · · , n. Always using that S is an orthogonal matrix we find
E(β, 0, i) = pi
6
1
β2
+ Sii
1
8pix2
− Sii 1
2
[
β sinh(2pixβ )
]2 (3.35)
T (β, 0, i) = 0 (3.36)
As it should be there is no flow T (β, 0, i) in equilibrium. The two terms appearing in
the equilibrium density energy are, respectively, a Stephen Boltzmann-like contribution
and a contribution that came from the interaction with the junction. In particular if
we suppose to have a complete transmission between the edges this last term vanish
and we are left with the density energy of a one-dimensional, non interacting, boson
gas.
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Figure 3.2: Plot of E(x, 0, 1) for a junction with two edges. In the graphic θ = pi3 ,
β1 = 1, β2 =
1
2
3.2 Construction of the non-equilibrium steady state: the
Fermionic case
As we have seen above, the parameter µb has been introduced to get rid of the infrared
singularities which appear in (3.5, 3.6) and it has nothing to do with the fermionic
chemical potential. In order to construct the NESS representation for the fermionic
case we are forced to recover this aspect, and since in our formalism we use bosonization,
we have to recover it on a bosonic level.
Let us consider the the shift αµ defined by:
αµ(ϕi,L)(ξ) = ϕi,L(ξ)− ξ√
piζ+
µi, (3.37)
and
αµ(ϕi,R)(ξ) = ϕi,R(ξ)− ξ√
piζ+
n∑
j=1
Sijµj , (3.38)
where µi are the thermal bath chemical potentials. It is easy to see that this shift
does not change the equations of motion and the boundary condition (2.12) and it is
thus an automorphism of the algebra A in itself. However we can’t implement this
automorphism unitarily on the NESS representation, in fact
〈αµ [ϕR(ξ1)ϕR(ξ2)]〉β = 〈ϕi,R(ξ1)ϕi,R(ξ2)〉β + 1
piζ+
n∑
j,k=1
SijSikµjµk (3.39)
〈αµ [ϕL(ξ1)ϕL(ξ2)]〉β = 〈ϕi,L(ξ1)ϕi,L(ξ2)〉β + µ
2
i
piζ+
, (3.40)
and since a unitary transformation must conserve scalar products we have that the
representation resulting by the shift can not be unitarily equivalent to the NESS rep-
resentation defined above. We have thus found a genuinely new (out of equlibrium)
representation of the algebra A.
Through this shift we can construct a NESS representation of the fermionic case and in
particular we will verify that fermionic correlation functions evaluated using (3.37,3.38)
satisfy KMS condition [4], [9] at equilibrium.
Hence, denoted by {O1[φi1,R,L], · · · ,Ok[φik,R,L]} a set of fermionic operator, we define
30 3. Away from equilibrium on the Star Graph
the non-equilibrium steady state representation of the Tomonaga Luttinger model to
be
〈O1[φi1,R,L] · · · Ok[φik,R,L]〉β,µ = 〈O1[αµφi1,R,L] · · · Ok[αµφi1,R,L]〉β (3.41)
In order to compute fermionic correlator functions using vertex operators, we have to
fix a representation for Klein factors. In the following we will use
〈ηiηj〉 = 〈η′iη′j〉 = κij ≡
1 i ≤ j−1 i > j (3.42)
〈ηiη′j〉 = −〈η′jηi〉 = κij (3.43)
and for the n-point functions, denoted by η\i a generic Klein factor ηi or η
′
i:
〈η\i1 · · · η
\
in
〉 =
0 n = 2k + 1,∑
p∈Pn(−1)σp〈η
\
p1η
\
p2〉 · · · 〈η\pn−1η\pn〉 n = 2k, k ∈ N.
(3.44)
Where p is a permutation of the n indices, Pn is the set of all permutations and σp is
the parity of the permutation under consideration.
3.2.1 Fermionic correlators
It is now possible to compute the fermionic correlation functions. Since in the following
sections we will use the two point correlation fuctions beetween fields localized on the
same edge, we go through a detailed calculation. The general case can be worked out
using the same methods exposed in this section [26]. Let us consider, for example, the
correlation between ψ1 − ψ1. Using the definitions (2.17), the recursion formula (3.9),
(3.42) and (3.41) we have:
〈ψ∗1(t1, x1, i)ψ1(t2, x2, j)〉β,µ = z2i κiiBi(t1, t2, x1, x2;µi)×
exp
[
− 2pi
n∑
k=1
τ2δikv(βi) + σ
2S2ikv(βk) + 2στSiiv(βi)
]
×
exp
[
pi
n∑
k=1
τ2δikw(υt12 + x12, βi) + σ
2S2ikw(υt12 − x12, βk)+
στSii(w(υt12 + x˜12, βi) + w(υt12 − x˜12, βi))
]
where
Bi(t1, t2, x1, x2;µi) = exp[
i
σ + τ
(τµi(υt12 + x12) + σ
n∑
k=1
Sikµk(υt12 − x12))]. (3.45)
Thus using the formulas of Section 3.1.1 and the normalization adopted for the fields
we find
〈ψ∗1(t1, x1, i)ψ1(t2, x2, i)〉β,µ = AiBi(t1, t2, x1, x2;µi)×[
1
βi
pi sinh(
pi
βi
(υt12 + x˜12)− i)
]στSii [
1
βi
pi sinh(
pi
βi
(υt12 − x˜12)− i)
]στSii
[
1
βi
pi sinh(
pi
βi
(υt12 + x12)− i)
]τ2 n∏
k=1
[
1
βk
pi sinh(
pi
βk
(υt12 − x12)− i)
]σ2S2ik (3.46)
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where we have set
Ai =
1
2pi
(
1
2i
)(σ2+τ2)+2στSii
(3.47)
The ψ2 − correlator has the analogous form with σ and τ interchanged
〈ψ∗2(t1, x1, i)ψ2(t2, x2, i)〉β,µ = AiB′i(t1, t2, x1, x2;µ)×[
1
βi
pi sinh(
pi
βi
(υt12 + x˜12)− i)
]στSii [
1
βi
pi sinh(
pi
βi
(υt12 − x˜12)− i)
]στSii
[
1
βi
pi sinh(
pi
βi
(υt12 + x12)− i)
]σ2 n∏
k=1
[
1
βk
pi sinh(
pi
βk
(υt12 − x12)− i)
]τ2S2ik (3.48)
with
B′i(t1, t2, x1, x2;µi) = exp[
i
σ + τ
(σµi(υt12 + x12) + τ
n∑
k=1
Sikµk(υt12 − x12))]. (3.49)
As we have seen the Tomonaga Luttinger model on the junction involves two type
of ψ1 − ψ2 interaction. The first is given by the Lagrangian (2.23), which contains a
coupling between ψ1 and ψ2 and the second is given by (2.25), consequently we have
to expect non-trivial correlation between ψ1 and ψ2. If we repeat the same type of
calculation seen above, in fact, we find
〈ψ∗1(t1, x1, i)ψ2(t2, x2, i)〉β,µ = A˜iB˜i(t1, t2, x1, x2;µ)×[
1
βi
pi sinh(
pi
βi
(υt12 + x˜12)− i)
]τ2Sii [
1
βi
pi sinh(
pi
βi
(υt12 − x˜12)− i)
]σ2Sii
[
1
βi
pi sinh(
pi
βi
(υt12 + x12)− i)
]στ n∏
k=1
[
1
βk
pi sinh(
pi
βk
(υt12 − x12)− i)
]στS2ik
,
(3.50)
where now
A˜i =
1
2pi
(−i)σ2Sii+τ2Sii+2στ (3.51)
B˜i(t1, t2,x1, x2;µi) = exp[
iτ
σ + τ
(µi(υt1 + x1)−
n∑
k=1
Sikµk(υt1 + x1))
+
iσ
σ + τ
(
n∑
k=1
Sikµk(υt1 − x1)− µi(υt2 − x2))] .
(3.52)
Finally
〈ψ∗2(t1, x1, i)ψ1(t2, x2, i)〉β,µ = A˜′ijB˜′ij(t1, t2, x1, x2;µ)×[
1
βi
pi sinh(
pi
βi
(υt12 + x˜12)− i)
]σ2Sii [
1
βi
pi sinh(
pi
βi
(υt12 − x˜12)− i)
]τ2Sii
[
1
βi
pi sinh(
pi
βi
(υt12 + x12)− i)
]στ n∏
k=1
[
1
βk
pi sinh(
pi
βk
(υt12 − x12)− i)
]στS2ik
,
(3.53)
and
A˜′i =
1
2pi
(−i)(τ2+σ2)Sii+2στ (3.54)
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B˜′i(t1, t2, x1, x2;µi) = exp[
iσ
σ + τ
(µi(υt1 + x1)−
n∑
k=1
Sikµk(υt2 + x2))+
+
iτ
σ + τ
(
n∑
k=1
Sikµk(υt1 − x1)− µi(υt2 − x2))] .
(3.55)
These calculations and (3.9) make clear that altough we have computed only the two
point correlation functions, they are actually all we need to evaluate the more general
n-point correlation functions [21].
Let us now verify that the shifts (3.37,3.38) effectively allow to define an out of equi-
librium representation for the fermionic fields. To see this we verify that the above
correlation functions satisfy KMS condition at equilibrium. Let’s consider, for example
(3.46), setting βi = β and µi = µ, for all i we have
〈ψ∗1(t1, x1, i)ψ1(t2, x2, j)〉β,µ = AiBi(t1, t2, x1, x2;µ)×[
1
β
pi sinh(
pi
β (υt12 + x˜12)− i)
]στSii [
1
β
pi sinh(
pi
β (υt12 − x˜12)− i)
]στSii
[
1
β
pi sinh(
pi
β (υt12 + x12)− i)
]τ2δii [
1
β
pi sinh(
pi
β (υt12 − x12)− i)
]σ2δii (3.56)
We now recall that the KMS automorphism ρs acts on ψα as follows
[ρsψα](t, x, i) = e
is(H−µN)ψα(t, x, i)e−is(H−µN) = eisµψα(t+ s/υ, x, i) (3.57)
where H and N are the Hamiltonian and the numeber operators. Hence, we see that
(3.46) satisfies the KMS condition:
〈ψ∗1(t1, x1, i)[ρs+iβψ1(t2, x2, i)]〉β,µ = 〈[ρsψ1](t2, x2, i)ψ∗1(t1, x1, i)〉β,µ. (3.58)
From the above observation we conclude that this must holds for all the other correlation
functions.
CHAPTER 4
Out of Equilibrium physics
In this chapther we analyze the non equilibrium features of the Luttinger Liquid on
the star graph. Altough our system is out of equilibrium, we show that it’s possible
to define a momentum probability distribution, and study the concepts of temperature
and chemical potential.
4.1 Charge and heat transport
Using the correlations given in the previous chapther we can now analyze the charge
and heat transport properties of the Luttinger liquid on the junction.
As we have seen in Section 2.4 the continuity equation (2.33) is not enough to ensure
charge conservation, in fact by using (2.34) and (2.12) we have
∂tQ+ =
υ
2
√
piζ+
n∑
i=1
(1−
n∑
j=1
Sij)∂(ϕi,L)(υt). (4.1)
And, as before, we find that charge is conserved if and only if the condition (2.35)
holds.
In order to recover the fermionic thermal description we use (3.37,3.38), finding
〈∂tQ+〉β,µ = υ
2piζ2+
n∑
i,j=1
(Sij − δij)µj , (4.2)
and similarly
〈∂xj+(t, x, i)〉β,µ = υ
2piυF ζ2+
∑
j=1
(δij − Sij)µj . (4.3)
Equation (4.2) describes the external charge flow in the junction induced by the thermal
baths. It is constant in time, incoming for 〈∂tQ+〉β,µ > 0 and outgoing for 〈∂tQ+〉β,µ <
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0. Equation (4.3) determines instead the value of the current along each lead.
The charge balance is thus given by
〈∂tQ+〉β,µ + υF
n∑
i=1
〈j+(t, x, i)〉β,µ = 0 (4.4)
If we use external voltage Vi to fix the reservoirs chemical potentials, keeping fixed the
Fermi energy of every bath, we have
µi = kF − Vi, (4.5)
and we see that in the critical regime under consideration the current (4.3) is propor-
tional to the applied external voltage. The conductance tensor is given by
Gij =
υ
2piυF ζ2+
n∑
j=1
(Sij − δij). (4.6)
We now analyze the heat transport. Using the same techniques of previous chapters,
we can express the fermionic density energy and flow in term of bosonic operators.
Since the interacting fermionic theory is the same of the free bosonic one we should
expect that θtt and θtx coincide with (3.22,3.23), up to multiplying constants. Indeed,
the explicit calculation gives:
〈θtt(t, x, i)〉β,µ = υ
8piζ2+
[
µi +
n∑
i=1
Sijµj
]2
+
piυ
12
n∑
j=1
(δij + (Sij)
2)
1
β2j
+ Sii
1
8pix2
− Sii 1
2[βi sinh(
2pix
βi
)]2
(4.7)
〈θtx(t, x, i)〉β,µ = υ
2
8piζ2+
[
µ2i − (
n∑
i=1
Sijµj)
2
]
+
piυ2
12
n∑
j=1
(δij − (Sij)2) 1
β2j
(4.8)
Obviously θtx(t, x, i) continues to satisfy the Kirchhoff rule for all S ∈ O(n).
4.2 Construction of the momentum distribution
A special case for the correlations (3.46, 3.48) is obtained by setting g+ = g− ≡ g.
With this choice the bulk Luttinger Lagrangian becomes
L = iψ∗1(∂t − υF∂x)ψ1 + iψ∗2(∂t + υF∂x)ψ2 − 2g(ψ∗1ψ1)2 − 2g(ψ∗2ψ2)2 (4.9)
and the only coupling between left and right moving fermion is given by the boundary
condition (2.25).
From (1.50),(1.51) and (1.49) we have
υ = υF +
2g
pi
σ = 0 τ = 1, (4.10)
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and the correlations (3.46), (3.48) become
〈ψ∗1(t1, x1, i)ψ1(t2,x2, i)〉β,µ =
1
2ipi
eiµi(υt12+x12)×
×
[
1
βi
pi sinh(
pi
βi
(υt12 + x12)− i)
]
(4.11)
and
〈ψ∗2(t1, x1, i)ψ2(t2, x2, i)〉β,µ =
1
2ipi
ei
∑n
k=1[Sik(υt12−x12)]µk×
×
n∏
k=1
[
1
βk
pi sinh(
pi
βk
(υt12 − x12)− i)
]S2ik
.
(4.12)
Since we will use extensively these correlations in the following, it is worth to rename
them:
C11(υt12 + x12, i;β, µ) ≡ 〈ψ∗1(t1, x1, i)ψ1(t2, x2, i)〉β,µ (4.13)
C22(υt12 − x12, i;β, µ) ≡ 〈ψ∗2(t1, x1, i)ψ2(t2, x2, i)〉β,µ . (4.14)
Note that these correlators depend on x1,2, t1,2 only through the differences x12, t12.
This fundamental feature allows the construction of energy momentum distribution.
To make this more clear we return for a moment to consider the free fermionc case on
the full line seen in Section 1.2.1.
4.2.1 Free fermionic distribution
Let us call ψ1,F and ψ2,F the free left and right moving fields on the line. We recall
that the following mode expansions hold:
ψ1,F (t, x) =
∫ ∞
0
dk
2pi
[
α1(k)e
−ik(υF t+x) + α¯∗1(k)e
ik(υF t+x)
]
ψ2,F (t, x) =
∫ ∞
0
dk
2pi
[
α2(k)e
−ik(υF t−x) + α¯∗2(k)e
ik(υF t−x)
]
.
(4.15)
The equilibrium Gibbs representation of the algebras generated by α1, α¯1, α2, α¯2 can
be given in the usual way. Following the scheme adopted in Section 3.1 we set1
〈α∗a(k)αb(p)〉β,µ = 〈α¯∗a(k)α¯b(p)〉β,µ =
1
eβ(|p|−µ) + 1
2piδabδ(k − p),
〈αa(k)α∗b(p)〉β,µ = 〈α¯a(k)α¯∗b(p)〉β,µ =
eβ(|p|−µ)
eβ(|p|−µ) + 1
2piδabδ(k − p),
(4.16)
where we recognise the Fermi-Dirac distribution. Now it is stightforward to see that
〈ψ∗1,F (t1, x1)ψ1,F (t2, x2)〉β,µ =
∫ ∞
−∞
dk
2pi
1
eβ(k−µ) + 1
eik(υF t12+x12−i) =
=
1
2pii
eiµ(υF t12+x12)
[
1
β
pi sinh(
pi
β (υF t12 + x12)− i)
] (4.17)
1For more detail see [4].
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〈ψ∗2,F (t1, x1)ψ2,F (t2, x2)〉β,µ =
∫ ∞
−∞
dk
2pi
1
eβ(k−µ) + 1
eik(υF t12−x12−i) =
=
1
2pii
eiµ(υF t12−x12)
[
1
β
pi sinh(
pi
β (υF t12 − x12)− i)
] (4.18)
Thus the above correlations can be seen as the Fourier transform of the equilibrium
Fermi-Dirac distribution2. In the next section we will use this fact to introduce the out
of equilibrium momentum distribution.
4.2.2 Non-equilibrium momentum distribution for the star graph
The free fermion case makes clear that we can define a momentum distribution also in
the present discussion. We remark once more that this possibility arise from the formal
dependence of C11 and C22 on x12 and t12 and it is a charateristic feature of the special
case we are considering.
Since ψ1 depends only on left moving fields, and since left and right moving fields are
decoupled in the bulk, we expect that the correlator C11 coincides with the equilibrium
correlator fixed by the boundary condition on the edge i. Equations (4.17,4.18) show
that indeed this is the case. By making manifest the dependence on the energy E we
have
Ĉ11(E, k, i;β;µ) =
∫ ∞
−∞
dte−iEυt
∫ ∞
−∞
dxe−ikxC11(υt+ x, i, β, µ) =
=
2pi
υ
δ(E − p) 1
eβi(k−µi) + 1
(4.19)
where the delta function fixes the dispersion relation.
All the non-equilibrium features are thus captured by C22, which involves only right
moving excitations and depends, as expected, on the scattering properties of our system.
Since C22 is the product of tempered distributions its Fourier transform results in
the convolution of tempered distributions. From (4.14) we see that the foundamental
building blocks are given by
d(p;βi, Sij) =
∫ ∞
−∞
dx
2pi
e−ip(υt12−x12)
[(
1
2pii
)
1
βi
pi sinh(
pi
βi
(υt12 − x12)− i)
](Sik)2
(4.20)
and the Fourier transform of (4.14) is
Ĉ22(E, k, i;β, µ) =
2pi
υ
δ(E − k)
∫ ∞
−∞
dk1
2pi
∫ ∞
−∞
dk2
2pi
· · ·
∫ ∞
−∞
dkn−1
2pi
×
d(k1 − Si1µ1;β1, S2i1) · · · d(k − Sinµn − kn−1;βn, S2in) .
(4.21)
Ĉ22 defines the out of equilibrium distribution for the Luttinger liquid on the junction,
and can be used to compute the average number of right moving fermions in a given
2As always the  factor is introduced in order to give sense to the integral representation written
above and the limit → 0+ is implied.
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Figure 4.1: The distribution d at fixed β = 1 for κ = 12 (blue line), κ =
3
2 (green line)
and κ = 2 (purple line) compared to the Fermi distribution κ = 1 (red line).
state, like in ordinary thermodinamics.
The presence of the Sij exponent in (4.20) makes clear that d(p, βi, Sij) is not a Fermi-
Dirac probability distribution, though still a well-defined one.
There exists, however, a family of distributions which include both d(p;β, Sij) and the
Fermi-Dirac, namely
D = {d(p, β, κ) : κ > 0}3 . (4.22)
It turns out that these distributions are equilibrium distributions which can be used to
describe the behavior of particles in thermal equilibrium with exotic statistic properties
4, which are determined by the statistical parameter κ.
It is worthy to analize closely the properties of d(p, β, κ). To make explicit the p-
dependence and in order to better analyze the behavior of d(p, β, κ), let us rewrite
them in a more appealing way
d(p;β, κ) =
∫ ∞
−∞
dxe−ipx
(
1
2pii
)κ [ 1
β
pi sinh(
pix
β − i)
]κ
=
∫ ∞
−∞
dxe−ipx
(
1
2
)κ [ 1
β cosh(piβ (x+ i
β
2 )− i)
]κ
since the last function has no pole in the origin for  > 0 we can write
d(p;β, κ) = e−
pβ
2 βκ
∫ ∞
−∞
dxe−ipx
[
1
e
pix
β + e
−pix
β
]κ
=
= β−κe−
pβ
2
∫ ∞
−∞
dxe−ipx
[
e
−pix
β
1 + e
2pix
β
]κ
=
β1−κe−
pβ
2
2pi
∫ ∞
0
dt t
i
2pi
pβ t
κ
2
(1 + t)κ
3The Fermi-Dirac is obtained, as a special case, by setting κ = 1.
4For some detail see Appendix D.
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and finally
d(p;β,κ) =
β1−κe−
pβ
2
2pi
B(
κ
2
− i
2pi
βp,
κ
2
+
i
2pi
βp) =
=
β1−κe−
pβ
2
2piΓ(κ)
Γ(
κ
2
− i
2pi
βp)Γ(
κ
2
+
i
2pi
βp)
(4.23)
B and Γ being the gamma and beta function. Obviously d(p;β, κ) is real for all κ > 0.
Equation (4.23) defines a smooth function of p ∈ R, which satisfies
lim
p→0
d(p;β, κ) =
β1−κΓ2(κ2 )
2piκ
(4.24)
and for p→ ±∞
lim
p→∞ d(p;β, κ) = 0, ∀κ > 0, (4.25)
lim
p→−∞ d(p;β, κ) =

0, 0 < κ < 1,
1, κ = 1,
∞, κ > 1.
(4.26)
For κ = 1 we recover the usual Fermi-Dirac distribution. In order to give an idea
of the behavior of d(p, β, κ), we show it in Fig. 4.1 for different values of κ. In Fig.
4.2, instead, we show the plot of the distributions for increasing values of β and fixed
0 < κ < 1. In agreement with equation (4.24) the graphics show the formation of a
sharp peak at p = 0, which signals a condensation-like phenomenon [21].
These distributions admit a simpler representation for κ ∈ N. In particular for even
integers
d(p;β, κ) =
1
1 + eβp
β−2(n−1)
(2n− 2)!
n−1∏
j=1
∣∣∣∣j − 12 − i2pipβ
∣∣∣∣2 , κ = 2n− 1, (4.27)
and for odd integers
d(p;β, κ) =
1
1 + eβp
2piβ−2n
(2n− 1)!p
n−1∏
j=0
∣∣∣∣j − i2pipβ
∣∣∣∣2 , κ = 2n, (4.28)
where n = 1, 2, ··· and we recognize the Fermi and Bose distributions which appears as
prefactor. For example the first four distributions are given by
d(p;β, 1) =
1
eβp + 1
d(p;β, 3) =
1
eβp + 1
pi2 + p2β2
8pi2β2
d(p;β, 2) =
1
eβp − 1
p
2pi
d(p;β, 4) =
1
eβp − 1
p
2pi
p(4pi2 + p2β2)
48pi3β2
(4.29)
As already mentioned these distributions appear when one considers one-dimensional
fields with exotic exchange properties and have been estabilished more than a decade
ago [21], [13].
Summarizing, we have seen that if we consider a model in which the only coupling
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Figure 4.2: The distribution d at fixed κ = 14 for different temperatures, β = 0.2 (blue
line), β = 0.4 (green line), β = 0.8 (red line).
between left and right moving fermions is given by the interactions with the scale
invariant junction, it is possible to construct, in the NESS representation, a non equi-
librium probability distribution analogous to the Fermi-Dirac equilibrium distribution
and this distribution can be given in terms (through a convolution) of a family of equi-
librium distributions which are a generalization of the Fermi-Dirac.
The presence of a momentum distribution, which is a typical feature of equilibrium
physics, lead us to consider and analyze other equilibrium concepts, like temperature
and chemical potential.
4.3 Effective temperature and chemical potential
We have seen that, remarkably enough, the non-equilibrium distribution in the NESS is
given simply by the convolution of equilibrium distributions with different temperatures
and chemical potentials and depend on the interaction.
From the x-representation of (4.21) is clear that if we are in equilibium (and thus
set βi = β and µi = µ) the non-equilibrium distribution reduces to the Fermi-Dirac
distribution.
In order to gain a deeper insight in the non-equilibrium distribution, it is useful to
consider the special case n = 2 and µ1 = µ2 = 0; since the general form of (4.21) is
rather involved.
Using the definition of S given in (3.32) we concentrate on
D2(p;β1, β2, θ) =
∫ ∞
−∞
dk
2pi
d(k, β1, cos
2 θ)d(p− k, β2, sin2 θ), θ ∈ [0, pi) (4.30)
by expanding the convolution we have
D2(p;β1, β2, θ) =
1
4pi2
β− cos
2 θ
2 β
− sin2 θ
1 e
− pβ2
pi
∫ ∞
−∞
dk
2pi
e−
k
pi
(β1−β2)×
B(
cos2 θ
2
− ik
2pi
β1,
cos2 θ
2
+
ik
2pi
β1)B(
sin2 θ
2
− i(p− k)
2pi
β2,
sin2 θ
2
+
i(p− k)
2pi
β2).
(4.31)
Since it is not possible to give an explicit analytic form of (4.31), some plots obtained
numerically are given in Fig. 4.3 and Fig. 4.4. From these graphics we see that the
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Figure 4.3: The distribution D2 at fixed θ =
pi
3 for different temperatures (β1, β2) =
(1, 12) (blue line), (β1, β2) = (1, 2) (green line) and (β1, β2) = (1, 6) (purple line) com-
pared a Fermi distribution with β = 1 (red dashed line).
distribution D2 resembles very much a Fermi-Dirac distribution, wheter we choose to
fix θ and to vary β1 and β2 (Fig. 4.3) or we choose to fix the temperatures and to vary
θ (Fig. 4.4).
The simple case n = 2 thus highlights an interesting possibility for our out of equi-
librium system: we might in fact ask whether it is possible to see the non-equilibrium
distribution Ĉ22 as an equilibrium Femi-Dirac distribution, with an effective tempera-
ture and an effettive chemical potential (that will depend obviously on the reservoirs
temperatures and chemical potential and on the scattering matrix), which would al-
low to treat the Luttinger Liquid in the NESS representation, on every edge, as a free
fermion gas on the line.
From a mathematical point of view this question amounts to ask whether or not the
distributions
D = {d(p;β, κ) : κ > 0} (4.32)
are closed under convolution, that is to say if they reproduce distributions of the same
type when we do a convolution between them.
Let us now return to the general case.
To approach the problem it is better to work in Fourier transform,
C22(x, i;β, µ) =
1
4pii
n∏
k=1
eixSikµk
 1
βi
pi sinh
(
pi
βi
x− i
)
(Sik)2 . (4.33)
Our objective is to rewrite it, if possible, in terms of
C∗(x, i;β∗i , µ
∗
i ) =
1
4pii
eixµ
∗
i
 1
β∗i
pi sinh(
pi
β∗i
x− i)
 (4.34)
where β∗i and µ
∗
i are the effective temperature and chemical potential in the edge i.
Since the chemical potentials enter in C∗ and C22 only through an exponential prefactor
(which induces an energy shift in the Fourier transform), we can set
µ∗i =
n∑
j=1
Sijµj . (4.35)
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Figure 4.4: The distribution D2 at fixed (β1, β2) = (1, 2) for different θ: θ =
pi
3 (blue
line), θ = pi4 (green line) and θ =
pi
6 (purple line). They are compared to a Fermi
distribution with β = 12 (red dashed line).
In particular we see that if the temperatures are all equal βi = β and the system
is driven away from equilibrium only by the external voltages Vi the NESS can be
considered as an equilibrium state with β∗i = β and µ
∗
i given by (4.35). This becomes
more apparent if we consider the energy flow and current. From (4.8,4.3) we have:
〈θtx(t, x, i)〉 = υ
2
8pi
(µ2i − µ∗i 2) (4.36)
〈∂xj+(t, x, i)〉β,µ = υ
2piυF
(µi − µ∗i ) . (4.37)
The first terms of these equations are the contributions to the energy flow and to the
current of the left moving fermions which, we remind, are in equilibrium with the bath.
The second terms are the out of equilibrium contributions of the right moving fermions.
We see that they are the same we would obtain considering an equilibrium system of
right moving fermions with chemical potential µ∗i .
In order to obtain an analogue of (4.35) for the temperature, we restrict to consider
C22(x, i;β) =
1
4pii
n∏
k=1
[
1
βi
pi sinh(
pi
βi
x− i)
](Sik)2
(4.38)
C∗(x, i;β∗i ) =
1
4pii
 1
β∗i
pi sinh(
pi
β∗i
x− i)
 . (4.39)
To gain some information on β∗i we consider (4.38,4.39) when |x|  βk, their behavior
is encoded in
C22(x, i;β) =
(
1
2i
) n∏
k=1
(
2pi
βk
)(Sij)2
L0
(
x;
n∑
k=1
pi(Sij)
2
βk
)
+ · · · (4.40)
C∗(x, i;β∗i ) =
1
2i
(
2pi
β∗i
)
L0
(
x;
pi
β∗i
)
+ · · · (4.41)
where the dots stand for sub-leading contributions and
L0(x;λ) ≡ 1
2pi
e−λx, x > 0 . (4.42)
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We see that if we want C22(x, i;β) and C
∗(x, i;β∗i ) to have the same asymptotic be-
havior, we must set
1
β∗i
=
1
β∞i
≡
n∑
k=1
(Sik)
2
βk
. (4.43)
On a more formal level the Fourier transform of (4.42) is given by
L̂0(p;λ) =
∫ ∞
−∞
dxe−ipxL(x, λ) =
1
pi
λ
λ2 + p2
(4.44)
which turns out to be the Cauchy Lorentz distribution. It is a well-known fact that the
class of Cauchy Lorentz distributions is closed under convolution and therefore we can
write
Ĉ22(p, i;β) ≡
∫ ∞
−∞
dxe−ipxC22(x, i;β) ∼ L̂0
(
p,
n∑
k=1
pi(Sij)
2
βk
)
+ · · · (4.45)
Ĉ∗(p, i;β∗i ) ≡
∫ ∞
−∞
dxe−ipxC∗(x, i;β∗i ) ∼ L̂0
(
p,
pi
β∗i
)
+ · · · . (4.46)
Again, if we want the family D to be closed under convolution, we have to set (4.43).
If we now consider C22(x, i;β) in a neighborhood of the origin we have
C22(x, i;β) '
(
1
4pii
)
1
x− i
[
1− (xpi)
2
6
n∑
k=1
(Sik)
2 1
β2k
+ · · ·
]
, (4.47)
and by carrying the same expansion for C∗(x, i;β∗i )
C∗(x, i;β∗i ) '
(
1
4pii
)
1
x− i
[
1− (xpi)
2
6
1
β∗i
2 + · · ·
]
. (4.48)
We see that if we set
1
β∗i
2 =
1
β0i
2 ≡
n∑
k=1
(Sik)
2
β2k
(4.49)
C∗ and C22 will have the same behavior in a neighborhood of the origin.
These considerations make clear that, differently from µ∗i , an effective temperature
which allows C∗ to exactly reproduce C22 can’t exists and the stability under convolu-
tion of the class (4.32) have to be considered only as an asimptotic property.
However we anticipate that if we allow β∗i to depend upon the distance separation x,
the connection between the correlations C∗ and C22 can be made exact.
4.3.1 Approximating the non equilibrium distribution with a Fermi-
Dirac distribution
We have seen that it is not possible to find a β∗i which makes Ĉ22 equal to Ĉ∗. However
the above discussion lead us naturally to analyze the possibility of approximating Ĉ22
with Ĉ∗.
As before let us work in Fourier transform. From the previous subsection we know that
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good approximations for C22(x, i, β) in the limits x → 0 and x → ∞ are respectively
given by C∗(x, i;β0i ) and C
∗(x, i;β∞i ), where β
0
i and β
∞
i are defined by (4.49) and
(4.65).
It is worthy to note that for every S ∈ O(n) and every β1,··· , βn we have β0i ≤ β∞i .
It turns out that this two values give un upper and a lower bound for C22(x, i;β), in
fact the following proposition holds
Proposition 4.3.1. For every x and for all β1, β2, · · · , βn we have∣∣C∗(x, i, β0i )∣∣ ≤ |C22(x, i, β)| ≤ |C∗(x, i, β∞i )| . (4.50)
Proof. To see this we begin by noting that∣∣C∗(x, i, β0i )∣∣ ≤ |C∗(x, i, β)| ≤ |C∗(x, i, β∞i )| ∀ β0i ≤ β ≤ β∞i . (4.51)
which descend directly from the property of the hyperbolic sinus.
We then consider
n∏
k=1
(
zk
β sinh(zk)
)(Sij)2
=
z
sinh(z)
z, z1, z2,···> 0 . (4.52)
Both sides of this equation define functions which are comprised between 0 and 1. In
particular the right hand side of (4.52) define a decreasing, monotonic function for
which
z
sinh(z)
=
1 ⇐⇒ z → 00 ⇐⇒ z →∞ (4.53)
Thus (4.52) admits a solution in z for every z1, z2,··· , zn > 0. In particular if we set
z1 =
xpi
β1
, z2 =
xpi
β1
, · · · , zn = xpi
βn
(4.54)
we can find a β for which z = xpiβ , and
0 < z <∞ ⇒ β0i < β < β∞i . (4.55)
Therefore, from (4.51) we have
1
β0i sinh(
pix
β0i
)
<
n∏
k=1
(
1
βk sinh(
pix
βk
)
)(Sij)2
=
1
β sinh(pixβ )
<
1
β0i sinh(
pix
β0i
)
∀x > 0 (4.56)
By using the parity of the functions in (4.52) and extending the result for (x− i) we
conclude.
Hence our out of equilibrium distribution is always comprised between this two limit
equilibrium distribution. This fact and (4.51) allow us to find the better equilibrium
distribution which approximate Ĉ(x, i;β, µ), but in order to do this we must first specify
what we mean with “better approximation” of a distribution.
Since we are dealing with the Fourier Transform, is rather natural to quantify the
“distance” between two distributions with the L2 norm, that is
D(C∗(β∗i , µ∗i ), C22(β, µ)) =
∫ ∞
−∞
dx |C∗(x, i, β∗i , µ∗i )− C22(x, i, β, µ)|2 (4.57)
44 4. Out of Equilibrium physics
- 4 - 2 0 2
0.2
0.4
0.6
0.8
1.0
p
D2 H p;1 , 6 , Π  3 L
Figure 4.5: The distribution D2 is given in black, the temperatures have been fixed
as β1 = 1 and β2 = 6 and we have set θ =
pi
3 . In blue we have plotted the Fermi
distribution with β = β∞i = 1.71 and in green that with β = β
0
i = 1.39. The effective
distribution is plotted in red. Our estimate of β∗i = 1.46 was done by dividing the
interval [β0i , β
∞
i ] in 20 segments. The L
2 distance between D2(p;β1, β2, pi/3) and the
effective distribution is resulted to be d(D2, Ĉ∗) = 0.0001.
Since C∗(x, i, β∗i , µ
∗
i ) − C22(x, i, β, µ) is a well defined L2 function so it is its Fourier
transform and we can exploit its properties to write
D(Ĉ∗(β∗i , µ∗i ), Ĉ22(β, µ)) =
∫ ∞
−∞
dp
∣∣∣Ĉ∗(p, i, β∗i , µ∗i )− Ĉ22(p, i, β, µ)∣∣∣2 =
=
∫ ∞
−∞
dp
∣∣∣Ĉ∗(p, i, β∗i , µ∗i )− Ĉ22(p, i, β, µ)∣∣∣2 = D(C∗(β∗i , µ∗i ), C22(β, µ)). (4.58)
We thus call the better approximation of our out of equilibrium distribution Ĉ22(p, i, β, µ),
the equilibrium distribution with β∗i and µ
∗
i fixed wich minimize (4.58).
As we have pointed out previously a good definition for the effective chemical potential
is given by (4.35), with this choice we have
D(Ĉ∗(β∗i , µ∗i ), Ĉ22(β, µ)) = D(Ĉ∗(β∗i ), Ĉ22(β)). (4.59)
Thus, using (4.50) we see that
0 ≤ D(Ĉ∗(β∗i ), Ĉ22(β)) ≤ D(Ĉ∗(β0i ), Ĉ22(β)) ∀ β0i ≤ β∗i ≤ β∞i . (4.60)
We note that the equalities hold only if we are in equilibrium, as our earlier discussion
pointed out.
By the Weistrass theorem we thus conclude that D(Ĉ∗(β∗i ), Ĉ22(β)) admits a minimum,
which therefore can be used to define an effective temperature.
Thus, summarizing, there exists an effective equilibrium distribution Ĉ∗ with chemical
potential µ∗i and inverse temperature β
∗
i , which minimizes the L
2 distance with the
out of equilibrium distribution. The chemical potential is given by (4.35) and the
temperature has to be found through numerical methods (we note however, that since
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β0i ≤ β∗i ≤ β∞i the algorithm is pretty simple). In Fig. 4.5 we give an example of
effective distribution in a junction with two edges. For semplicity we have considered
µ1 = µ2 = 0. The two distributions coincide only at equilibrium, but the approximation
becomes good if the reservoir temperatures are of the same order.
4.4 Separation distance dependent temperature
The proof of Proposition 4.3.1 highlights an interesting feature of the two point
correlation functions. In the previous section we have shown that it is not possible to
consider the out of equilibrium momentum distribution (4.21) as an equilibrium Fermi-
Dirac probability distribution. From Proposition 4.3.1, however, we see that the
same thing is not true for the two point correlation function. Fixed x1, t1 and x2, t2, in
fact, is always possible to find a β (which thus depends upon x12 and t12), such that
C22(υ12 − x12, i;β, µ) = C(υt12 − x12, i;βi(t12 − x12), µ∗i ) (4.61)
where on the right we have indicated the equilibrium fermion two point correlation
function with effective chemical potential µ∗i and “temperature” βi(υt12 − x12):
C(x, i;βi(x), µ
∗
i ) =
(
1
4pii
)
ei
∑n
k=1 Sikµkx
 1
βi(x)
pi sinh
(
pix
βi(x)
− i
)
 (4.62)
The dependence of β on the distance separation x can be find considering equation
(4.52) with
z1 =
xpi
β1
, z2 =
xpi
β1
, · · · , zn = xpi
βn
,
z =
xpi
βi(x)
.
(4.63)
The equation can’t be solved exactly, but a numerical solution is still possible. In Fig.
(4.6) we show an example for the junction with two edge and scattering matrix given
by (3.32).
Obviously enough, for x = 0 one obtains
βi(0) = β
0
i =
∏n
k=1 βk√∑n
k=1(Sikβ1···βˆk ···βn)2
(4.64)
where with “ˆ” we have indicated the terms which not enter in the products. In the
same way
βi(∞) = β∞i =
∏n
k=1 βk∑n
k=1(Sik)
2β1···βˆk ···βn
. (4.65)
By deriving equation (4.61) it is easy to find an expression for the derivative of βi(x)
β′i(x) =
βi(x)
∑n
k=1
(Sij)
2
βk
coth(pixβk )− coth( pixβi(x))
1
pi − xβi(x) coth( pixβi(x))
(4.66)
If we expand this last equation around x = 0 we see that
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Figure 4.6: Numeric solution for the temperature parameter. The interpolation was
done with temperatures (β1, β2) = (1, 5) and θ =
pi
6 .
β′i(x) ' −1 + β2i (0)
n∑
k=1
(Sij)
2
β2k
+O(x) (4.67)
and thus β′i(0) = 0, as we would qualitatively expect from Fig. (4.6). An example of
the plot of β′i(x) is given in Fig. (4.7)
In order to see how this parameter enters in the physical quantities studied in the
previous chapters let us consider the energy flow (4.8)
〈θtx(t, x, i)〉 = υ
2
8pi
µ2i +
piυ2
12
1
β2j
− piυ
2
12
n∑
j=1
(Sij)
2
β2j
− (
n∑
i=1
Sijµj)
2 . (4.68)
The first two terms, as we have already seen, give the contribution of the left-moving
fermions, the second ones are instead the contribution of the right moving fields. We
immediately recognize the effective chemical potential and βi(0) seen above:
〈θtx(t, x, i)〉 = υ
2
8pi
(µ2i − µ∗i 2) +
piυ2
12
(
1
β2i
− 1
βi(0)2
) (4.69)
The appearance of βi(0) in (4.69) is to be expected since the energy flow is computed
using correlation functions with x12 = 0. To see actually why this happens let’s consider
the contribution to the energy flow of the right moving fermions, setting for semplicity
µk = 0.
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Figure 4.7: Numeric evaluation of the temperature parameter derivative. The interpo-
lation is done with temperatures (β1, β2) = (1, 5) and θ =
pi
6 .
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The correlations C22(υ12 − x12, i;β, µ) are not normal ordered. If we want to compute
from them the normal ordered ones it is clear, considering the point-splitting technique,
that we have to discard the divergent part which show up when x1 → x2. Using (4.61)
and the fact that β′(0) = 0 we have
iυ2〈ψ∗2(t, x1, i)∂xψ2(t, x2, i)〉β,µ = −
υ2pi
12
1
β(x12)2
− υ
2pi
4β(x12)2
1
x212
+O(x12) (4.70)
and thus discarding the second term in (4.70) we obtain the right moving contribution
of (4.69).
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Conclusions
In this work we investigated the properties of a Tomonaga Luttinger Liquid on a star
graph in a non equilibrium configuration. In order to study the universal features of
the system we analyzed a scale invariant, point-like junction. By using the theory
of the self-adjoining extensions, we have shown that the interaction, associated with
this junction, can be parameterized by means of a scattering matrix. This matrix is
determined by suitable boundary conditions, which ensure unitary time evolution of the
system. The non-equilibrium configuration, we analyzed, is given by fixing the chemical
potentials and temperatures in the heat baths attached at infinity to the edges of the
junction. For solving the model exactly we have considered current splitting boundary
conditions which have a direct interpretation in terms of observables. Once the operator
solution of the model has been fixed, we have shown that there exists a non-equilibrium
steady state configuration and have computed the most general two point correlation
functions.
We have seen that if we consider a decoupled Lagrangian in the bulk for left and right
fermions, on every edge there exsits a momentum distribution function anlogous to the
Fermi-Dirac one, which is the convolution of equilibrium distributions. These probabil-
ity distributions belong to a larger family of distributions. They are a generalization of
the Fermi-Dirac and show up when one considers anyon statistics in quantum field the-
ory in one (or two) spatial dimensions. The presence of a non-equilibrium distriburion
and its relation with equilibrium distributions is an interesting feature of the system,
which has been investigate in some details.
First of all we have shown that the nonequilibrium distribution can be approximated
in an L2 sense by a Fermi-Dirac distribution with suitable temperature and chemical
potential. To be more precise, we have shown that it is always between two Fermi-Dirac
distributions with temperatures:
β∞i =
∏n
k=1 βk∑n
k=1(Sik)
2β1···βˆk ···βn
β0i =
∏n
k=1 βk√∑n
k=1(Sikβ1···βˆk ···βn)2
49
50 4. Out of Equilibrium physics
and chemical potential
µ∗i =
n∑
k=1
Sikµk .
This values provide approximations of the two point correlator function of right moving
fermions in large and small separation regimes and depend in an essential way on
the interaction with the junction via the scattering matrix. From this analysis we
have deduced the possibility of defining an effective chemical potential and an effective
temperature, though this last only in an approximate sense.
Finally, we have considered the behavior of the two point correlation functions on a
fixed edge. Comparing the behavior of the non equilibrium correlations of right moving
fermions with the equilibrium one, we have shown that one can find a temperature
and a chemical potential for every separtion point. The chemical potential is simply
given by the effective chemical potential, while the temperature have to be find using
numerical methods.
〈ψ∗2(x1)ψ2(x2)〉neqβ,µ = 〈ψ∗2(x1)ψ2(x2)〉eqβi(x12),µ∗i
This temperature depends on the separation distance and in the two limits x12 → 0
and x12 →∞ it reduces to β0i and β∞i .
APPENDIX A
Self-adjoint exstension on the Star Graph
As we have already seen we can easily add a topology and a metric on the Star Graph
G, it follows that we can construct a Lebesgue measure and thus an L2(G) space. For
this purpose we consider the functions defined on each edge which are integrable and
square summable:
L2(G) =
n⊕
i=1
L2([0,∞)). (A.1)
Elements ψ ∈ L2(G) will be written as (ψ1, ψ2, ..., ψn) where ψi stands for the compo-
nent of ψ in edge i and the scalar product in L2(G) is
〈φ, ψ〉 =
n∑
i=1
〈φi, ψi〉L2([0,∞)) (A.2)
In order to give a quantum structure to the graph, we need to define a self-adjoint
Hamiltonian. For this purpose we consider the differential, symmetric operator
∆0ψ = (∂2xψ1, ∂
2
xψ2, ..., ∂
2
xψn) (A.3)
defined in the domain D(∆0), the set of all ψ for which every ψi belong to the Sobolev
space W 2,2(0,∞) and which vanish in x = 0 with their first generalized derivative. All
the problem is now reduced in finding the self-adjoint extensions of this operator.
It’s easy to see that ∆0 has defect indices (n, n). According to the theory of Von
Neumann it thus admits self-adjoint extensions, which can be parameterized, in more
than one way, by the unitary group of U(n) (see e.g.[34]). Instead of using Von Neum-
man’s theory we will follow the procedure outlined in [14], which consider an alter-
native description of self-adjoint extensions in terms of symplectic theory [12]. Let’s
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call D ⊂ L2(G) the subset of all ψ such that every ψi belong to the Sobolev space
W 2,2(0,∞). In D we introduce the skew-Hermitean quadartic form given by
Ω(φ, ψ) = 〈∆φ, ψ〉 − 〈φ,∆ψ〉 (A.4)
with the Laplace operator ∆ = ∂2xψ considered as a differential expression. Obiouvsly
Ω vanishes identically on D(∆0).
The self-adjoint extensions of ∆0 is thus now given in terms of maximal isotropic spaces
of Ω. To find one of these spaces we integrate by parts and we obtain, calling “ ′ ” the
derivative and “ − ” the complex conjugation:
Ω(φ, ψ) = 〈φ¯′(0), ψ(0)〉 − 〈φ¯(0), ψ′(0)〉. (A.5)
Let now [ ] : D → C2n be the surjective linear map which associates to ψ and ψ′ their
value in the origin:
[ψ] = (ψ1(0), ...ψn(0), ψ
′
1(0), ...ψ
′
n(0))
T (A.6)
so that [ψ] is considered to be a coulomn vector of length 2n. The kernel of [ ] obviously
coincides with D(∆0). Therefore we have:
Ω(φ, ψ) = ω([φ], [ψ]) := 〈[φ], J [ψ]〉C2n (A.7)
where 〈 , 〉C2n is the scalar product in C2n and J is the canonical symplectic matrix on
C2n:
(
0 I
−I 0
)
(A.8)
Finding all maximal isotropic spaces in D with respect to Ω, is thus equivalent to find
all the isotropic spaces in C2n with respect to ω and then take their preimage under [ ].
J is non degenerate and it’s evident that the maximal isotropic subspaces of C2n with
respect to ω have complex dimension equal to n. Morover, denoting with M⊥ the or-
thogonal space ofM (with respect to the scalar product in C2n), we have the following
Proposition A.0.1. M is maximal isotropic with respect to ω iffM⊥ = JM and M⊥
is maximal isotropic.
Proof. This is easily seen considering that J2 = −I and J∗ = J . In fact let’s suppose
that M is maximal isotropic for ω, this is translated in
〈[φ], J [ψ]〉C2n = 0 ∀ [φ], [ψ] ∈M (A.9)
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and turn out to mean JM ⊂ M⊥. But the standard Hermitean product in C2n is
non degenerate and J has maximal rank, so dim(M⊥) = dim(JM) = n and thus
M⊥ = JM. The “isotropicity” of JM follows from
ω(J [φ], J [ψ]) = 〈J [φ], J2[ψ]〉C2n = −〈[φ], J [ψ]〉C2n = 0 ∀ [φ], [ψ] ∈M (A.10)
The converse is also obviously true.
Let now be M =M(A,B) a subspace of C2n given as the set of all [ψ] satisfying
Aψ(0) +Bψ′(0) = 0 (A.11)
where A and B are two n× n matrices. It’s clear that if the n× 2n matrix (A,B) has
rank n we may describe every n-dimendional space of C2n in such a way.
With this foreword we claim:
Proposition A.0.2. Let A and B be two n× n matrices such that (A,B) has rank n.
Then M(A,B) is maximal isotropic iff AB∗ is self-adjoint
Proof. The proposition is easily proved if we rewrite (A.11) as
〈Φk, [ψ]〉C2n = 0 1 ≤ k ≤ n, (A.12)
where [ψ] ∈M(A,B) and Φk is the k-th culomn of the vector (A¯, B¯)T . Obviously they
are linearly independent. From this equality follows that
{Φk, 1 ≤ i ≤ n} ⊂ M(A,B)⊥
and the Φk form a base ofM(A,B)⊥. Considering thatM(A,B) is maximal isotropic
and from what we have seen in Proposition A.0.1, we have that also M(A,B)⊥ is
maximal isotropic. This means that
〈Φk, JΦk′〉C2n = 0 ∀ 1 ≤ k, k′ ≤ n (A.13)
and this condition is equivalent to
(A,B)J(A¯, B¯)T = 0
which means that AB∗ is self-adjoint.
The converse is also true. In fact, from the previous equality, follows that the vectors
{JΦk} spans all M(A,B) (equation (A.11) tells us that M(A,B) = Ker((A,B)) ),
thus M(A,B)⊥ = JM and always for Proposition A.0.1 we conclude.
As already mentioned there is no unique way of fixing the condition (A.11), in this
respect it is true the following
Proposition A.0.3. Given A,B,A′, B′ n× n matrices such that the 2n× n matrices
(A,B) and (A′, B′) are of maximal rank. We have that M(A,B) =M(A′, B′) iff there
exists an invertible matrix C such that A′ = CA and B′ = CB
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Proof. One of the two implication is trivial. For the other one let’s suppose that
M(A,B) = M(A′, B′). This means, as we have seen earlier, that Ker((A,B)) =
Ker((A′, B′)), moreover the images of the maps (A,B) and (A′, B′) cover all Cn. It is
thus easy to construct an invertible maps C : Cn → Cn for which (A′, B′) = C(A,B)
(taken a base v1, ..., vn of C2n \Ker((A,B)) it suffices to consider the invertible map
C : Cn → Cn such that C : A′vi → Avi, 1 ≤ i ≤ n)
So if we consider the preimage under [ ] of M(A,B), given the self-adjointness of
AB∗, condition (A.11) and the condition on the rank of (A,B), we obtain a domain
D(∆(A,B)) on which the operator
∆Ψ = (
d2ψ1
dx2
, ...,
d2ψn
dx2
) (A.14)
is self-adjoint:
D(∆(A,B)) = {ψ ∈ D | Aψ(0) +Bψ′(0) = 0} (A.15)
A.1 S Matrix
The problem of finding a self-adjoint Hamiltonian for the free theory on the star graph
finds a natural translation in terms of a scattering matrix S, as we should expect
considering the physical interpretation of all the matter.
A.1.1 Definition and property of the Scattering Matrix
Let’s consider the plane wave solution χi(x, k), 1 ≤ i ≤ n for the Shro¨dinger equation
of −∆(A,B) written in the form
χij(k, x) = δ
i
je
ikx + SA,B
i
j(−k)e−ikx, k ≥ 0 (A.16)
which define the scattering matrix S(k). It’s pretty natural now to interpret the diag-
onal elements of S as reflection amplitudes and the off diagonal terms as transmission
amplitudes between the different edges. Obviously χi(x, k) has to verify the condition
in (A.15). Thus plugging (A.16) in (A.15) we find
(A+ ikB)SA,B(k) = −(A− ikB) (A.17)
To solve for SA,B(k) we establish
Proposition A.1.1. For every k > 0 the matrices (A+ ikB) and (A− ikB) are both
invertible.
Proof. Let’s assume for absurd that det(A± ikB) = 0, then we have
det(A± ikB) = det(A∗ ∓ ikB∗) = 0,
thus must exist a vector χ ∈ Cn 6= 0 for which
(A∗ ∓ ikB∗)χ = 0.
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This last condition is equal to
〈(A∗ ∓ ikB∗)χ,(A∗ ∓ ikB∗)χ〉Cn = 〈χ, (AA∗ + k2BB∗)χ〉Cn =
〈A∗χ,A∗χ〉Cn + k2〈B∗χ,B∗χ〉Cn = 0,
(A.18)
where we have used the fact that AB∗ is self-adjoint. We must thus have A∗χ = B∗χ =
0 or, in other words, taken φ, φ′ ∈ Cn
〈Aφ+Bφ′, χ〉Cn = 0 ∀ φ, φ′ ∈ Cn.
But for hypotesis the range of the application (A,B) : C2n → Cn is all Cn, this implies
χ = 0 and we find a contradiction.
With this demonstration we have also proved that the matrix (AA∗+k2BB∗) is strictly
positive and invertible.
Given Proposition A.1.1 we can now write:
SA,B(k) = −(A+ ikB)−1(A− ikB) =
− (A∗ − ikB∗)(AA∗ + k2BB∗)−1(A− ikB).
(A.19)
With SA,B(k) written in this form we can prove the foolowing property
Property 1. Consider SA,B(k) defined in (A.19) with A and B n × n such that
the matrix (A,B) has rank n and AB∗ is self-adjoint. Then SA,B(k) is unitary and
SA,B(−k) = S∗A,B(k) for k > 0.
Proof. The unitarity can be proven by an explicit calculation
S−1A,B(k) = −(A− ikB)−1(A+ ikB) = −(A∗ + ikB∗)(AA∗ + k2BB∗)−1(A+ ikB) =
− (A∗ + ikB∗)(AA∗ + k2BB∗)−1(AA∗ + k2BB∗)(A∗ − ikB∗)−1 =
− (A∗ + ikB∗)(A∗ − ikB∗)−1 = S∗A,B(k)
(A.20)
The Hermitian analyticity follows directly from the second expression of (A.19).
As we have seen in Proposition A.0.3 there are infinitely many equivalent way of
fixing the boundary condition, but from physical considerations we expect to have only
one scattering matrix and also that this same matrix uniquely defines the border con-
dition:
Property 2. Given A,B,A′, B′ as in Proposition A.0.3 we have that M(A,B) =
M(A′, B′) iff SA,B(k) = SA′,B′, for k > 0.
Proof. From Proposition A.0.3 and from (A.19) it is obvious that if A′ = CA and
B′ = CB then SA,B(k) = SA′,B′(k).
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Now let’s assume that SA,B(k) = SA′,B′(k) or equivalently SA,B(k)S
∗
A′,B′(k) = I holds
for some k > 0, then from (A.19)
(A+ ikB)−1(A− ikB)(A′∗ + ikB′∗)(A′∗ − ikB′∗)−1 = I
−→ (A− ikB)(A′∗ + ikB′∗) = (A+ ikB)(A′∗ − ikB′∗)
−→ (AA′∗ − ikBA′∗ + ikB′∗ + k2BB′∗) = (AA′∗ + ikBA′∗ − ikB′∗ + k2BB′∗)
so we see that the condition is true iffA′B∗−B′A∗ = 0, or equivalently (A′, B′)J(A¯, B¯)T =
0. But from the proof of Proposition A.0.2 this means thatM(A′, B′)⊥ =M(A,B)⊥
and thus M(A,B) =M(A′, B′)
Given this property, from now on we will write S(k) instead of SA,B(k).
It is worthy to note that if we define the S(k) matrix for some value of k, say k0, then
the S matrix results fixed for every value of k. Given k0, in fact, we have
A =
1
2
(I− S(k0)) B = 1
2ik0
(I+ S(k0)) (A.21)
and thus we see that
S(k) = −[k + k0 + (k − k0)S(k0)]−1[(k − k0) + (k + k0)S(k0)]. (A.22)
From (A.21) we also find another way for writing (A.11) [12]. Putting k0 = 1 and called
U the arbitrary unitary matrix S(k0) = S(1), (A.11) reads:
(I− U)ψ(0)− i(I+ U)ψ′(0) = 0 (A.23)
As expected this is in complete agreement with Von Neumann’s theory, according to
which it’s possible to parameterize the self-adjoint extensions of the operator ∆0 on
the star graph with the elements of the unitary group U(n).
We conclude with the following proposition given without demonstration [15]
Proposition A.1.2. If the system under consideration, is scale invariant then SA,B is
k independent and, for generic A and B hermitean. If A and B are reals SA,B is real.
In either case holds:
AB∗ = 0 (A.24)
APPENDIX B
Vertex Operators
In this appendix we illustrate some of the problems that arise when one deals with
vertex operators.
In the present discussion we address directly the Star Graph case. On R the situation
is similar and the same reasoning can be adopted with obvious modification.
We begin by recalling the definition of vertex operator given in Section 2.2
A(t, x, ζ, i) = ziηi : e
i
√
pi[σϕi,R(t−x)+τϕi,L(t+x)] : 1 (B.1)
where ηi are the Klein factors and zi is the same of (2.21)
zi =
1√
2pi
λ
1
2
(σ2+τ2)+Siiστ . (B.2)
For further convenience a dependence on the real numbers ζ = (σ, τ) has been intro-
duced. Like before we suppose to have a fermionic statistics and thus σ2 − τ2 = 1.
As we have mentioned in Section 1.2.3 the distributions ∆λ(k) which appear in
(1.27,1.28) are not positive definite and we are forced to deal with an indefinite metric,
which can lead to the appearance of negative probability and other unresonable things.
These problems can be successfully overcome by carefully defining the Hilbert space
on which the operator valued distributions a(k), a∗(k) are defined (see [38], [20],[21]).
Such an operation, however, bring out questions regarding the existence of operators
like (B.1): in order to have a realistic physical interpretation, given a representation
of our algebra, we have to ask if it is possible to embed such operators in a positive
metric Hilbert space.
In the following we will approach the problem using a Fock representation. The finite
temperature case can be treated in a similar (though more involved) way [21].
1To simplify the notation we will consider only one type of chiral fermion fields.
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Adopting a Fock representation for Ain, and using the same methods of Chapter 3.1
we find
〈ai(k)a∗j (p)〉 = 2pi [δijδ(k − p) + Sijδ(k + p)] (B.3)
and we can easily calculate the fundamental chiral correlation functions
〈ϕi,R(ξ1)ϕj,R(ξ2)〉 = 〈ϕi,L(ξ1)ϕj,L(ξ2)〉 = δiju(λξ12), (B.4)
〈ϕi,R(ξ1)ϕj,L(ξ2)〉 = 〈ϕi,L(ξ1)ϕj,R(ξ2)〉 = Siju(λξ12). (B.5)
where u(λξ12) is the same of (1.25):
u(λξ) =
∫ ∞
0
dk
pi
∆λ(k)e
−ikξ = − 1
pi
ln(|λξ|)− i
2
(ξ) = − 1
pi
ln(iλξ + ε), ε > 0 (B.6)
In order to compute correlation functions of the vertex operators we have to fix also a
representation of the Klein factors algebra K. As in the previous chapters we adopt
〈ηiηj〉 = κij ≡
1 i ≤ j−1 i > j (B.7)
and for the n-point functions
〈ηi1 · · · ηin〉 =
0 n = 2k + 1,∑
p∈Pn(−1)σp〈ηp1ηp2〉 · · · 〈ηpn−1ηpn〉 n = 2k, k ∈ N.
(B.8)
Where, as usual, p is a permutation of the n indices, Pn is the set of all permutations
and σp is the parity of the permutation.
To investigate the existence of subspaces with definite metric it suffices to consider
correlators between vertex operators belonging to the same edge. By making use of the
formulas seen in Section 1.2.4 and Section 2.2 it is easy to show that
〈A(t1, x2, ζ1, i) · · ·A(t1, x2, ζn, i)〉 = λs(ζ1,··· ,ζn) exp(
n∑
i,j=1
k<j
Wkj) (B.9)
where we have set
s(ζ1, · · · , ζn) = 1
2
(
n∑
k=1
σk
)2
+
1
2
(
n∑
k=1
τk
)2
+ Sii
n∑
k,j=1
σkτj (B.10)
and
Wkj = [σkσj ln(i(tij − xij) + ) + τkτj ln(i(tij + xij) + )]
+ [σkτj ln(tij − x˜ij + ) + τkσj ln(tij + x˜ij + )]Sii.
(B.11)
From these equations we can extract relevant information about the exsistence of a
physical subspace with positive metric.
As we have seen all the problem arise from the definition of ∆λ(k) and ultimately,
is due to some infrared singularities. If we consider a massive free scalar theory, the
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distribution analogous to ∆λ is positive definite and and everything is well-defined. In
fact, called µ > 0 the mass of the boson field and ∆µ this distribution, we have
∆µ(k) =
1
|k|+ µ . (B.12)
The idea is thus to define the analogus of (B.9) for the massive theory and to perform
the distribution limit µ→ 0 , since for every µ we have a positive metric, this is true also
for the limit itself and therefore we can find a condition on {ζ1, · · · , ζn} by matching
this limit and (B.9).
Given (B.12) the construction of a free field massive theory follows the same steps
of Chapther 1 and Chapther 2. We can construct an algebra Aµ of creation-
destruction operators {a(k)i,µ, a∗i,µ(k)} satisfying the commutation relations (2.8)
[ai,µ(k), aj,µ(p)] =
[
a∗i,µ(k), a
∗
j,µ(p)
]
= 0[
ai,µ(k), a
∗
j,µ(p)
]
= 2pi [δijδ(k − p) + Sijδ(k + p)]
(B.13)
and we can define the fields ϕi,µ, ϕ˜i,µ, ϕi,R,µ and ϕi,L,µ. Since (B.12) is well-behaved
Aµ admits a positive metric Fock representation Fµ.
It is easy to see that the anlogous of (B.14, B.14) are
〈ϕi,R,µ(ξ1)ϕj,R,µ(ξ2)〉µ = 〈ϕi,L,µ(ξ1)ϕj,L,µ(ξ2)〉µ = δijv(µξ12), (B.14)
〈ϕi,R,µ(ξ1)ϕj,L,µ(ξ2)〉µ = 〈ϕi,L,µ(ξ1)ϕj,R,µ(ξ2)〉µ = Sijv(µξ12). (B.15)
where v(ξ) is given by the exponential integral function:
v(ξ) = − 1
pi
eiξEi(−iξ − ) (B.16)
and with 〈·, ·〉µ we indicated the scalar product with respect to the vacuum state Ωµ of
the Fock representation. We can now define the vertex operators on the Star Graph
Aµ(t, x, ζ, i) = z
′
iηi : e
i
√
pi[σϕi,R,µ(t−x)+τϕi,L,µ(t+x)] : (B.17)
where2
z′i =
1√
2pi
(µeγE )
1
2
(σ2+τ2)+Siiστ . (B.18)
Given (B.14, B.15) it is easy to show that
〈A(t1, x2, ζ1, i1) · · ·A(t1, x2, ζn, in)〉µ = (µeγE )sµ(ζ1,··· ,ζn) exp(
n∑
i,j=1
k<j
Wkj,µ), (B.19)
where
sµ(ζ1, · · · , ζn) = 1
2
(
n∑
k=1
σ2k + τ
2
k + 2Siiσkτk
)
(B.20)
and
Wkj,µ = [σkτjv(µ(tij − x˜ij)) + τkσjv(µ(tij + x˜ij))]Sii
+ [σkσjv(µ(tij − xij)) + τkτjv(µ(tij + xij))]
(B.21)
2The normalization is chosen in analogy to what we have done in Section 2.2
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From the properties of the exponential integral function is now easy to see that
〈A(t1, x2, ζ1, i) · · ·A(t1, x2, ζn, i)〉 = lim
µ→0
〈A(t1, x2, ζ1, i1) · · ·A(t1, x2, ζn, in)〉µ (B.22)
if and only if
n∑
k=1
σk =
n∑
k=1
τk = 0 . (B.23)
These considerations allow the construction of a physical representation (with positive
metric) of the fermionic fields under consideration. Let us, in fact, consider a set
of operators like (B.1) and let us suppose that for fields of the same edge relation
(B.23) holds. Via Whigtman reconstruction theorem ([38],[39]), this set of operators
determines, up to unitary equivalence, an Hilbert space Hph with a scalar product (·, ·),
a vacuum state Ωph ∈ Hph and quantum fields {Aph(t, x, ζ, i)}, such that
(Aph(t1, x1, ζ1, i1), · · · , Aph(t1, x1, ζn, in)) =〈A(t1, x1, ζ1, i1) · · ·A(t1, x1, ζn, in)〉, if
∑
j σj =
∑
j τj = 0
0 if
∑
j σj =
∑
j τj 6= 0
(B.24)
Thus, summarizing, the physical correlation functions are given by (B.24) and when
we make computation with vertex operators we have to use this definition. This have
to be kept in mind if we want to avoid ambiguities and contradictions.
In the discussion on the Luttinger model, we have skipped this point and we have
omitted the subscript ph in order to be more self contained. It is whorty to note that
in the context of Section 2.2, rule (B.23) simply means that the only correlations
which make sense are those in which an equal number of ψ1,2(i) and ψ
∗
1,2(j) appear.
APPENDIX C
Demonstration of (3.18)
In this appendix we give a demonstration of formula (3.18). It might seems that this is
an unimportant and rather bothersome aspect of what we have seen above but we do
not belive so, because, in last analysis, it is thanks to this formula that the bosonization
method works fine also at finite temperature.
We begin by giving another representation of (1.24), namely
(∆λ(k)) = lim
ν→0
θ(k)
d
dν
ν
λ−ν
k1−ν
. (C.1)
The limit is obviously intended in the weak, distribution sense. Thus we have
w(ξ, β, µb) =
∫ ∞
0
dk
pi
∆λ(k)
[
e−β(k−µb)
1− e−β(k−µb) e
ik(ξ−i) +
1
1− e−β(k−µb) e
−ik(ξ−i)
]
=
=
1
pi
lim
ν→0
d
dν
ν
(βλ)ν
∫ ∞
0
dk
k1−ν
[
e−(k−βµb)
1− e−(k−βµb) e
ik( ξ
β
−i)
+
1
1− e−(k−βµb) e
−ik( ξ
β
−i)
]
.
(C.2)
In the last formula we recognize the Hurwitz-Lerch Zeta-function Φ(z, s, a)1 and thus
w(ξ, β, µb) =
1
pi
lim
ν→0
d
dν
Γ(ν + 1)
(λβ)ν
[
eβµbΦ(eβµb , ν,−i ξ
β
− + 1) + Φ(eβµb , ν, i ξ
β
+ )
]
(C.3)
1The Hurwitz-Lerch Zeta-function is a generaliztion of the Zeta function, defined by
Φ(z, s, a) =
∞∑
n=0
zn
(n+ a)s
,
for Re[a] > 0, Re[s] > 0 and z < 1 it assumes the integral form
Φ(z, s, a) =
1
Γ(s)
∫ ∞
0
ts−1e−at
1− ze−t .
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Hurwitz-Lerch Zeta admits the expansion
Φ(z, s, a) =
1
za
Γ(1− s)(− log(z))s−1 + 1
za
∞∑
k=0
ζ(s− k, a) log
k(z)
k!
, (C.4)
which is valid for |log(z)| < 2pi; s 6= 1, 2, 3, · · · ; a 6= 0,−1,−2, · · · .
Thus we have
w(ξ, β, µb) =
1
pi
[
Γ′(1)− log(λβ)] [eβµbΦ(eβµb , 0,−i ξ
β
− + 1) + Φ(eβµb , 0, i ξ
β
+ )
]
+
+
1
pi
[
eβµbΦ′(eβµb , 0,−i ξ
β
− + 1) + Φ′(eβµb , 0, i ξ
β
+ )
]
where, with φ′, we have indicated the derivative of φ with respect to its second argu-
ment:
Φ′(z, s, a) =
(− log(z))s−1
za
[−Γ′(1− s) + Γ(1− s) log(− log(z))]+
+
1
za
∞∑
k=0
ζ ′(s− k, a) log
k(z)
k!
.
(C.5)
Denoted by Bk(a) the Bernoulli polynomials of order k, it follows
zΦ(z, 0, 1− a) + Φ(z, 0, a) = (za + 1
za
)(log(z))−1 −
∞∑
k=0
[
zaBk+1(1− a) + Bk+1(a)
za
]
logk(z)
(k + 1)!
=
= − 1
log(z)
∞∑
k=1
[
zaBk(1− a) + Bk(a)
za
]
logk(z)
k!
= −za e
(1−a) log(z)
elog(z) − 1 −
ea log(z)
za(elog(z) − 1) =
= −za z
1−a
z − 1 − z
a 1
za(z − 1) =
1 + z
1− z
and, similarly, using that ζ ′(0, a) = log(Γ(a))− 12 log(2pi)
zΦ′(z, 0, 1− a) + Φ′(z, 0, a) = −γE + log(− log(z))
log(z)
(za +
1
za
) + za log(Γ(1− a))− za log(2pi)+
1
za
log(Γ(a))− 1
za
log(2pi) +
∞∑
k=0
[
zaζ ′(−k, 1− a) + ζ
′(−k, a)
za
]
logk(z)
k!
.
Hence putting all togheter we find, to the first order in µb
w(ξ, β, µb) = − 1
pi
[γE + log(λβ)]
1 + eβµb
1− eβµb −
1
pi
2
µbβ
[log(µbβ) + γE ]
+
1
pi
log
(
Γ
(
i
ξ
β
+ 
)
Γ
(
1− i ξ
β
− 
))
− 1
pi
log(2pi) + O(µb) =
=
1
pi
[
2
µbβ
log
(µb
λ
)
− log
(
2i sinh
(
pi
β
ξ − i
))]
+ O(µb) .
(C.6)
Where we have used Euler’s reflection formula. The last equation is just (3.18).
APPENDIXD
Anyons
Generalized anyonic statistics, which interpolate continuously between bosons and
fermions, are cosidered one of the most remarkable breakthrough of modern physics.
In this appendix we will give a brief exposition of the subject and show how it enters
in the framework seen above. For a more detailed treating we refer to [45],[46].
In three dimensional world, experimental evidence support the simmetrization postu-
lation, according to which wave functions of identical particles are either symmetric
(Bosons) or antisymmetric (Femions) under permutations of the particle coordinates.
In a quantum field theory context, by excluding more complicated permutation sym-
metries from the start by hypotesis, the Spin-Statistics theorem [38] saccesfully relate
bosons and fermions with commuting and anticommuting fields.
The simmetrization postulation is a strong hypotesis which is connected with the in-
trinsecal indistiguishability of particles and has strong relation with topology. It can be
proven for three dimensional systems [19], but not for one and two dimensional ones.
Permutation simmetries which interpolate continuously between bosons and fermions
are thus not excluded. They have found applications both in relativistic particle physics
and condensed matter (quantized fractional Hall effect [17],[11] and superconduttivity
[18],[46]), and could be of some relavance in a context of quantum computing [28].
In the previous chapters we have worked only with femionic field, but the framework we
have developed can be extended to consider generalized statistic. Following [36],[26],[21]
in one dimension anyonic statistics are described in terms of fields that at different
points (x1 6= x2) satisfy the commutation relations
A∗(t, x1)A∗(t, x2) = eiκpi(x12)A∗(x2)A∗(x1)
A(t, x1)A
∗(t, x2) = eiκpi(x12)A∗(x2)A(x1)
(D.1)
where (z) = −(−z) = 1 for z > 0 and ε(0) = 0. κ is called statistical parameter and
realizes the anyonic statistics. In particular it is 0 for bosons and 1 for fermions.
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Using bosonization we can discuss generalized statistcs at purely algebraic level. As in
Section 1.2 we consider two chiral scalar fields ϕR,ϕL and define the vertex operators
parametrized by ξ = (σ, τ) ∈ R2
A(t, x; ξ) =
λ
σ2+τ2
2√
(2pi)
ei
√
pi(τQR−σQL) : ei
√
pi(σϕR(t−x)+τϕL(t+x)) : (D.2)
where λ is the same which enters in (1.25) and QR, QL are defined by (1.30). The factor
ei
√
pi(τQR−σQL) plays a role analogous to the Klein factor introduced in (1.37,1.38). The
normal order, as always, is taken with respect to the bosonic creation-annihilation
operators.
Using the same methods of Section 1.2 it is easy to see that
A(t, x1; ξ)A(t, x2; ξ) = e
−ipi(σ2−τ2)(x12)A(t, x2; ξ)A(t, x1; ξ), (D.3)
thus in order to recover (D.1) we have to impose σ2 − τ2 = κ.
If we use this definition instead of σ2 − τ2 = 1 all the machinery seen in the previous
chapthers can be directly extended to consider anyonic particles.
Bibliography
[1] B. Bellazzini, P. Calabrese, and M. Mintchev. Junctions of anyonic Luttinger
wires. Phys. Rev., 79(8):085122, February.
[2] B. Bellazzini and M. Mintchev. Quantum Fields on Star Graphs. J.Phys.,
A39:11101–11118, 2006.
[3] B. Bellazzini, M. Mintchev, and P. Sorba. Quantum wire junctions breaking time-
reversal invariance. Phys. Rev. B, 80(24):245441, December.
[4] O. Bratteli and D.W. Robinson. Operator Algebras and Quantum Statistical Me-
chanics. Number v. 2 in Operator Algebras and Quantum Statistical Mechanics.
Springer-Verlag, 1988.
[5] Ola Bratteli and Derek William Robinson. Operator algebras and quantum sta-
tistical mechanics. 1. , C*- and W*-algebras, symmetry groups, decomposition of
states. Texts and monographs in physics. Springer, New York, Berlin, Heidelberg,
1987. Autre tirage : 2002, 2010.
[6] C. B. Dover. Properties of the luttinger model. Annals of Physics, 1968.
[7] I. E. Dzyaloshinskii and A. I. Larkin. JETP, 38:202, 1974.
[8] I. M. Gel’fand and G. E. Shilov. Generalized Functions, volume 1 of Landau and
Lifshitz Course of theoretical physics. Academic Press, 1964.
[9] R. Haag. Local Quantum Physics. Springer, Berlin, 1992.
[10] F D M Haldane. ’luttinger liquid theory’ of one-dimensional quantum fluids. i.
properties of the luttinger model and their extension to the general 1d interacting
spinless fermi gas. Journal of Physics C: Solid State Physics, 14(19):2585, 1981.
[11] B. I. Halperin. Statistics of quasiparticles and the hierarchy of fractional quantized
hall states. Phys. Rev. Lett., 52:2390–2390, Jun 1984.
[12] M. Harmer. Kirchhoff’s rule for quantum wires. Journal of Physics A: Mathemat-
ical and General, 33:9015, 2000.
65
66 BIBLIOGRAPHY
[13] N. Ilieva and Walter E. Thirring. Laughlin type wave function for two-dimensional
anyon fields in a KMS state. Phys.Lett., B504:201–206, 2001.
[14] V. Kostrykin and R. Schrader. Kirchhoff’s rule for quantum wires. Journal of
Physics A: Mathematical and General, 32(4):595, 1999.
[15] V. Kostrykin and R. Schrader. Kirchhoff’s rule for quantum wires ii: The inverse
problem with possible applications to quantum computers. Fortschritte der Physik,
48(4):703–716, 2000.
[16] L.D. Landau, E.M. Lifshitz, and L.P. Pitaevskij. Statistical Physics: Part 2 :
Theory of Condensed State. Landau and Lifshitz Course of theoretical physics.
Oxford, 1980.
[17] R. B. Laughlin. Anomalous quantum hall effect: An incompressible quantum fluid
with fractionally charged excitations. Phys. Rev. Lett., 50:1395–1398, May 1983.
[18] R. B. Laughlin. Superconducting ground state of noninteracting particles obeying
fractional statistics. Phys. Rev. Lett., 60:2677–2680, Jun 1988.
[19] J. M. Leinaas and J. Myrheim. On the theory of identical particles. Nuovo Ci-
mento, 37 B, 1977.
[20] Antonio Liguori and Mihail Mintchev. Quantum field theory, bosonization and
duality on the half line. Nucl.Phys., B522:345–372, 1998.
[21] Antonio Liguori, Mihail Mintchev, and Luigi Pilo. Bosonization at finite temper-
ature and anyon condensation. Nucl.Phys., B569:577–605, 2000.
[22] A. Luther and I. Pashel. Phys. Rev. B, 9:2911, 1974.
[23] J. M. Luttinger. An Exactly Soluble Model of a Many-Fermion System. Journal
of Mathematical Physics, 4:1154–1162, September 1963.
[24] M. Maggiore. A Modern Introduction to Quantum Field Theory. Oxford Master
Series in Physics. OUP Oxford, 2004.
[25] D. C. Mattis and E. H. Lieb. Exact solution of a many-fermion system and its
associated boson field. Journal of Mathematical Physics, 6(2):304–312, 1965.
[26] M. Mintchev and P. Sorba. Luttinger liquid in a non-equilibrium steady state.
Journal of Physics A Mathematical General, 46(9):095006, March 2013.
[27] C. Nayak, M.P.A. Fisher, A.W.W. Ludwig, and H.H. Lin. Phys. Rev., B 59:15694,
1999.
[28] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma. Non-Abelian
anyons and topological quantum computation. Reviews of Modern Physics,
80:1083–1159, July 2008.
[29] P. Nozieres and D. Pines. Theory Of Quantum Liquids. Advanced Books Classics
Series. Westview Press, 1999.
BIBLIOGRAPHY 67
[30] M. Oshikawa, C. Chamon, and I. Aﬄeck. Junctions of three quantum wires.
Journal of Statistical Mechanics: Theory and Experiment, 2:8, February 2006.
[31] R.E. Peierls. Quantum Theory of Solids. International series of monographs on
physics. Clarendon Press, 1955.
[32] M.E. Peskin and D.V. Schroeder. An Introduction to Quantum Field Theory.
Advanced Book Classics Series. Addison-Wesley Publishing Company, 1995.
[33] S. Rao. An Anyon Primer. ArXiv High Energy Physics - Theory e-prints, 1992.
[34] M. Reed and B. Simon. Methods of modern mathematical physics. 2. Fourier anal-
ysis, self-adjointness. Fourier Nanlysis, Self-adjointness. Academic Press, 1975.
[35] I. Safi and H. J. Schulz. Transport in an inhomogeneous interacting one-
dimensional system. Phys. Rev. B, 52:R17040–R17043, Dec 1995.
[36] R. Santachiara and P. Calabrese. One-particle density matrix and momentum
distribution function of one-dimensional anyon gases. Journal of Statistical Me-
chanics: Theory and Experiment, 6:5, June 2008.
[37] D. Se´ne´chal. An introduction to bosonization. eprint arXiv:cond-mat/9908262,
August 1999.
[38] A. S. Streater, R. F.and Wightman. PCT, Spin and Statistics, and All That.
Landmarks in Physics. Princeton University Press, 2000.
[39] F. Strocchi. Selected Topics on the General ... 1993.
[40] A. Theumann. Properties of the luttinger model. Journal of Mathematical Physics,
8:2460, 1967.
[41] Sin-itiro Tomonaga. Remarks on bloch’s method of sound waves applied to many-
fermion problems. Progress of Theoretical Physics, 5(4):544–569, 1950.
[42] J. Voit. One-dimensional Fermi liquids. Reports on Progress in Physics, 58:977–
1116, September 1995.
[43] J. Von Delft and H. Schoeller. Bosonization for beginners - refermionization for
experts. Annalen der Physik, 7:225–305, November 1998.
[44] A. S. Wightman. Introduction to Some Aspects of the Relativistic Dynamics of
Quantized Fields. In M. Le´vy, editor, High Energy Electromagnetic Interactions
and Field Theory, page 171, 1967.
[45] Frank Wilczek. Magnetic flux, angular momentum, and statistics. Phys. Rev.
Lett., 48:1144–1146, Apr 1982.
[46] Frank Wilczek. Fractional statistics and anyon superconductivity. World Scientific,
Singapore, 1990.
68 BIBLIOGRAPHY
Ringraziamenti
Ed eccoci qui, non pensavo fosse possibile, ma finalmente e` finita.
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Festa in Cavalieri
“ ...Ah, e` terribile pero`... hai voglia d’esser giovane quando t’accorgi per la prima volta... come
la gente la si perda per via... [...] che anche noi ci perderemo cos`ı... un giorno ancor molto
lontano... ma ineluttabilmente... nello spietato torrente delle cose, delle persone... dei giorni...
delle forme che passano... che non si fermano mai... Tutti i fregni, i poveracci, tutti i curiosi,
tutta la lustra che va in su e in giu` sotto i portici, con gli occhiali sul naso, gli ombrelloni
e i cagnozzi a guinzaglio... Tutto questo non lo rivedremo piu`... Eccoli l`ı che gia` passano...
[...] E’ proprio triste... E’ infame!... [...] Mi veniva una voglia selvaggia... un panico da farmi
tremare... di saltargli finalmente addosso... di mettermi l`ı davanti a loro... perche` si fermassero
di botto... [...] non si muovessero piu`!... mettessero l`ı le radici!... una buona volta per tutte!...
E non li vedessimo piu` andarsene via cos`ı. ”
Louis Ferdinand Ce´line, Morte a credito
Piazza dei Cavalieri e` inutilmente grande e brutta, una specie di grosso esagono irrego-
lare. Tutta grigia e gialla e bianca, con cinque vie d’accesso principali. Non c’e` molto
da vedere. Ci sono la Scuola Normale, il Palazzo dell’Orologio, la statua di Cosimo dei
Medici e la fontana davanti alla statua. Simboli decadenti di un passato glorioso che
non esiste piu` e che forse non e` mai esistito.
La citta` non offre molto a chi vuole passare la nottata in allegria, ma la sera c’e` musica
in Cavalieri e la piazza e` tutta presa in un cerchio di luce soffusa, che illumina le cose
e le persone dello stesso colore dei sogni.
Fatti, avvenimenti, odori, suono di chitarre e canti stralunati si mischiano in un tram-
busto matto e spensierato, che non ha un inizio e non ha una fine; i monumenti, per
una volta, se ne restano a guardare silenziosi gli intrallazzi della gente che sta sotto.
Le persone stazionano per la maggior parte di fronte alla chiesa di Santo Stefano. Ci
sono quelli che bevono, quelli che fumano, quelli che siedono per terra e passano la ser-
ata fumando e bevendo. Tutti assorti e immersi nella stessa grande illusione collettiva.
Io, quando ricordo Piazza dei Cavalieri, la ricordo cos`ı.
Se pensi a Pisa e sei uno studente pensi a Piazza dei Cavalieri, se sei di Pisa e pensi ad
uno studente lo pensi in Piazza dei Cavalieri.
L`ı in mezzo e` la vita vera. Quella che ti scuote le ossa e ti fa battere i denti, che brucia
la pelle e spacca le gengive. E’ come un’orgia, una frenesia danzante, e` una febbre che
ti esalta e ti annebbia l’esistenza. Bisognerebbe starci dentro per capirlo bene ed io ci
sono stato.
Quando ti avvicini, venendo da lontano, vedi solo una massa in movimento, scura con-
tro il marmo grigio della piazza. Un gruppo informe di persone, che si dimena e si
dibatte. Non ha uno scopo, non ha un senso, non ha un’anima. E’ simile ad uno
sciame di vespe. Vespe operose, che si danno un gran da fare, e tutto l’alveare ronza e
vibra come la pelle tesa di un janbe`. E’ un continuo via vai.
Ci sono quelli che arrivano e quelli che se ne vanno, in gruppi o in solitaria, a mucchi
di due, di tre, di mille per volta. Ogni tanto qualcuno esce da quella confusione e
gironzola intontito per un po’. E’ uno dei tanti sciroccati che incontri in ogni dove;
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cerca un attimo di tregua da quell’inferno di carne in movimento. Poi viene ripreso
dalla febbre, dalla smania che ci accomuna tutti. Si rituffa in mezzo al mucchio e non
lo rivedi piu`.
Quando ti avvicini inizi a distinguere i volti, e la forma delle cose inanimate. Centinaia
di persone cominciano ad apparire dall’oscurita`, dal buio che esiste tra te ed il velo sot-
tile delle tue sensazioni. E’ una festa immensa. Una babele indiavolata che va avanti
da decenni, da secoli, da millenni. E’ un canto roco e gracchiante che sale dal profondo
dell’eternita`.
Due, tre passi, e sei parte anche tu di quella baraonda. Ti fai spazio tra la calca, tra
tutta la gente che sbraita, danza e si dimena, a gomitate belle decise. Ti giri intorno
in cerca di volti conosciuti. Non ci vuole molto per trovarli.
Ci sono prorio tutti quanti e fanno caciara e si divertono. Sono su di giri. E’ la loro
festa e non si riesce a farli star fermi. Si incrociano e si scontrano come tante vespe
impazzite. Ti unisci a loro, battendo il tempo sulle tue gambe infreddolite.
Eccoli. Ci sono gli amici di giu`, sono l`ı, davanti agli altri, sulle scalette. Ci danno
dentro forte di vino e di birra, e sberciano e ronzano come hanno sempre fatto. Sono i
calabroni piu` rumorosi della piazza e qualcuno e` piu` rumoroso di tutti quanti gli altri.
Dall’altra parte ci sono i tuoi coinquini. Gli acquisiti, i vecchissimi, i vecchi ed i nuovi
e sono vespe indemoniate. Se la fanno con un gruppo di giamaicani, che suona i bonghi
fino a spaccarsi le mani.
Poco distante, vicino ad i fattoni, c’e` il Gruppo di Lorentz. Non poteva mancare
in mezzo a tutta la cagnara. Ci sono: AndreaGiacomoAndreaPaoloLucaGaiaMathieu-
NinoSofiaDaddeAntonioBobGinaCosimoRaissaLeoUmbeGiorgiaEnzaGioiaGiannandre-
a. Ballano una musica tutta loro, che nessun altro puo` capire, ne` apprezzare.
Poi ci sono tutti gli altri, quelli che hai perso tra le pieghe dell’esistenza, la tua o la loro.
Quelli che la vita ha inghiottito per intero, senza lasciarne nemmeno un pezzettino. Ti
salutano con cenni di intesa, qualcuno ti sorride. Vorresti raggiungerli, ma ti fanno
segno che non e` il caso, li rivederai piu` tardi, quando il trambusto sara` finito.
Ci sono tutti quelli che hai incontrato a Pisa, tutti quelli che in un modo o nell’altro ti
hanno segnato, indelebilmente, nel profondo; vespe e calabroni che non dimenticherai
mai, o almeno ci speri.
E poi ci sei tu, una vespa impazzita in mezzo all’altro mezzo milione di vespe impazzite
che riempiono la piazza e le urla si alzano fino a toccare le stelle.
Non capisci dove ti trovi e tutto si confonde. Le facce, i volti, le immagini di tutti quelli
che hai conosciuto, di quelli che conosci; si attorcigliano, si mischiano in un vortice di
suoni e di colori. Persone viste una sola volta e poi dimenticate, persone che hai visto
sempre, sorrisi, parole, voci, che affiorano e si rituffano, perse per sempre in mezzo a
quel guazzabuglio di ricordi e sensazioni in movimento. I tuoi ricordi, i miei, quelli di
qualcun altro ancora, che non sai chi e`. Qualcuno che era qui prima di te e di me, che
sara` qui dopo; che non conosceremo mai. Ed e` un frastuono, ed e` un rimbombo come
di tamburi che si spaccano, e` un baccano di piatti e di bottiglie rotte; e` una giostra che
gira, gira e non si ferma; e sono spintoni, e sono ginocchiate, e sono schiaffoni; ed e` un
pogo matto e disperato che continua all’infinito, che non smette mai... E’ l’inferno.
Sei stralunato, strafatto. Ti tiri fuori dalla mischia, per riprendere un po’ di fiato. Ti
siedi un attimo contro la parete di marmo della chiesa e chiudi gli occhi. Solo per
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un secondo, dopo poco li riaprirai. Ti prende il sonno. Ma per gli altri la festa con-
tinua, perche´ la festa in Cavalieri non smette nemmeno per un minuto. Ma ormai sono
lontani... sempre piu` distanti. Ti addormenti... gia` non li senti piu`.
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