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SHARP CONSTANTS OF APPROXIMATION THEORY. I. MULTIVARIATE
BERNSTEIN-NIKOLSKII TYPE INEQUALITIES
MICHAEL I. GANZBURG
Abstract. Given a centrally symmetric convex body V ⊂ Rm, let TaV be the set of all trigono-
metric polynomials with the spectrum in aV, a > 0, and let BV be the set of all entire functions of
exponential type with the spectrum in V . We discuss limit relations between the sharp constants
in the multivariate Bernstein-Nikolskii inequalities defined by
Pp,q,DN ,a,V := a
−N−m/p+m/q sup
T∈TaV \{0}
‖DN (T )‖Lq(Qpi)
‖T‖Lp(Qpi)
,
Ep,q,DN ,V := sup
f∈(BV ∩Lp(R
m))\{0}
‖DN (f)‖Lq(Rm)
‖f‖Lp(Rm)
,
where 0 < p ≤ q ≤ ∞, Qpi = {x ∈ R
m : |xj | ≤ pi, 1 ≤ j ≤ m}, and DN =
∑
|α|=N bαD
α is a
differential operator with constant coefficients. We prove that
Ep,q,DN ,V ≤ lim inf
a→∞
Pp,q,DN ,a,V , Ep,∞,DN ,V = lim
a→∞
Pp,∞,DN ,a,V .
1. Introduction
In this paper we discuss relations between the sharp constants in the multivariate Bernstein-
Nikolskii type inequalities for trigonometric polynomials and entire functions of exponential type.
Notation. Let Rm be the Euclidean m-dimensional space with elements x = (x1, . . . , xm), y =
(y1, . . . , ym), u = (u1, . . . , um), the inner product x · y :=
∑m
j=1 xjyj, and the norm |x| :=
√
x · x.
Next, Cm := Rm + iRm is the m-dimensional complex space with elements z = (z1, . . . , zm); Z
m
denotes the set of all integral lattice points in Rm; and Zm+ is a subset of Z
m of all points with
nonnegative coordinates. Given σ ∈ Rm, σj > 0, 1 ≤ j ≤ m, and M > 0, let Πσ := {x ∈ Rm :
|xj | ≤ σj , 1 ≤ j ≤ m}, QM := {x ∈ Rm : |xj | ≤ M, 1 ≤ j ≤ m}, and RM := {x ∈ Rm : |x| ≤ M}
be the m-dimensional parallelepiped, cube, and ball, respectively. In addition, let d(x,B) :=
infy∈B |x − y|, x ∈ Rm; d(A,B) := infx∈A d(x,B); and diam(A) := supx∈A supy∈A |x − y|, where
A and B are subsets of Rm.
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Let Lr(E) be the space of all measurable complex-valued functions F on a measurable set E ⊆ Rm
with the finite functional
‖F‖Lr(E) :=

(∫
E |F (x)|rdx
)1/r
, 0 < r <∞,
ess supx∈E |F (x)|, r =∞.
This functional allows the following ”triangle” inequality:∥∥∥∥∥∥
s∑
j=1
Fj
∥∥∥∥∥∥
r˜
Lr(E)
≤
s∑
j=1
‖Fj‖r˜Lr(E) , Fj ∈ Lr(E), 1 ≤ j ≤ s, (1.1)
where s ∈ N := {1, 2, . . .} and r˜ := min{1, r} for r ∈ (0,∞].
Throughout the paper V is a centrally symmetric (with respect to the origin) closed convex
body in Rm. Its m-dimensional volume is denoted by |V |m. The set V generates the following dual
norms on Rm and Cm by
‖y‖∗V := sup
x∈V
|x · y|, y ∈ Rm; ‖z‖∗V := sup
x∈V
∣∣∣∣∣∣
m∑
j=1
xjzj
∣∣∣∣∣∣ , z ∈ Cm.
For example if σ ∈ Rm, σj > 0, 1 ≤ j ≤ m, and V =
{
x ∈ Rm :
(∑m
j=1 |xj/σj |µ
)1/µ ≤ 1}, then
‖y‖∗V =
(∑m
j=1 |σjyj|λ
)1/λ
, where µ ∈ [1,∞], λ ∈ [1,∞], and 1/µ + 1/λ = 1. In particular,
‖y‖∗Πσ =
∑m
j=1 σj |yj|, ‖y‖∗QM =M
∑m
j=1 |yj|, and ‖y‖∗RM =M |y|.
Given a > 0, the set of all complex-valued trigonometric polynomials T (x) =
∑
k∈aV cke
ik·x is
denoted by TaV .
Definition 1.1. We say that an entire function f : Cm → C1 has exponential type V if for any
ε > 0 there exists a constant C0(ε, f) such that |f(z)| ≤ C0(ε, f) exp ((1 + ε)‖z‖∗V ).
The class of all entire function of exponential type V is denoted by BV . Throughout the paper,
if no confusion may occur, the same notation is applied to f ∈ BV and its restriction to Rm (e.
g., in the form f ∈ BV ∩ Lp(Rm)). The class BV was defined by Stein and Weiss [22, Sect. 3.4].
For V = Πσ, V = QM , and V = RM , similar classes were defined by Bernstein [3] and Nikolskii
[19], [20, Sects. 3.1, 3.2.6], see also [6, Definition 5.1]. Properties of functions from BV have been
investigated in numerous publications (see, e. g., [3, 19, 20, 22, 18, 10] and references therein).
Some of these properties are presented in Section 2. In particular, if f ∈ BV ∩ L∞(Rm), then the
norm ‖z‖∗V in Definition 1.1 can be replaced with ‖Im z‖∗V (see Lemma 2.1(b)).
The Fourier transform of a function ψ ∈ L1(Rm) or ψ ∈ L2(Rm) is denoted by the formula
ψ̂(y) :=
1
(2pi)m/2
∫
Rm
ψ(x)e−ix·ydx.
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We use the same notation ψ̂ for the Fourier transform of a tempered distribution ψ on Rm. By the
definition (see, e. g., [22, Sect. 1.3]), ψ is a continuous linear functional 〈ψ,ϕ〉 on the Schwartz class
S(Rm) of all test functions ϕ on Rm, and ψ̂ is defined by the formula 〈ψ̂, ϕ〉 := 〈ψ, ϕ̂〉, ϕ ∈ S(Rm).
The support of a function or a distribution ψ on Rm is denoted by supp(ψ).
Throughout the paper C, C0, C1, . . . denote positive constants independent of essential parame-
ters. Occasionally we indicate dependence on certain parameters.
We also use multi-indices α = (α1, . . . , αm) ∈ Zm+ and β = (β1, . . . , βm) ∈ Zm+ with |α| :=∑m
j=1 αj, β ≤ α (i. e., βj ≤ αj , 1 ≤ j ≤ m), and(
α
β
)
:=
∏m
j=1 αj!∏m
j=1 βj !
∏m
j=1(αj − βj)!
, xα := xα11 · · · xαmm , Dα :=
∂α1
∂xα11
· · · ∂
αm
∂xαmm
.
In addition, we use the ceiling and floor functions ⌈a⌉ and ⌊a⌋.
Multivariate Bernstein-Nikolskii Type Inequalities. LetDN :=
∑
|α|=N bαD
α be a linear dif-
ferential operator with constant coefficients bα ∈ C1, |α| = N , and let ∆N (y) :=
∑
|α|=N bαy
α, y ∈
R
m, be the total symbol of DN , N ∈ N. We assume that D0 is the identity operator and ∆0 := 1.
Next, we define sharp constants in multivariate Bernstein-Nikolskii type inequalities for trigono-
metric polynomials and entire functions of exponential type. Let
Pp,q,DN ,a,V := a
−N−m/p+m/q sup
T∈TaV \{0}
‖DN (T )‖Lq(Qpi)
‖T‖Lp(Qpi)
, (1.2)
Ep,q,DN ,V := sup
f∈(BV ∩Lp(Rm))\{0}
‖DN (f)‖Lq(Rm)
‖f‖Lp(Rm)
. (1.3)
Here, a > 0, N ∈ Z1+, V ⊂ Rm, and 0 < p ≤ q ≤ ∞. Note that
Ep,q,DN ,γV = γ
N+m/p−m/q Ep,q,DN ,V , γ > 0. (1.4)
Indeed, by Definition 1.1, g ∈ BγV if and only if f(x) = g(x/γ) ∈ BV , and (1.4) follows from the
relations
Ep,q,DN ,γV = γ
N+m/p−m/q sup
g∈(BγV ∩Lp(Rm))\{0}
‖DN (g(γ−1·))‖Lq(Rm)
‖g(γ−1·)‖Lp(Rm)
= γN+m/p−m/q sup
f∈(BV ∩Lp(Rm))\{0}
‖DN (f)‖Lq(Rm)
‖f‖Lp(Rm)
.
A detailed survey of univariate Bernstein-Nikolskii inequalities for V = [−σ, σ], DN = dN/dxN , a =
n/σ, σ > 0, n ∈ N, and 0 < p ≤ q ≤ ∞ was presented in [11], so we assume that m > 1 in all
discussions below.
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The Nikolskii sharp constants Pp,q,DN ,a,V and Ep,q,DN ,V for 0 < p < q ≤ ∞ can be easily found
only for p = 2 and q =∞. Namely,
P2,∞,DN ,a,V = (2pi)
−m/2a−(N+m/2)
( ∑
k∈aV ∩Zm
|∆N (ik)|2
)1/2
, (1.5)
E2,∞,DN ,V = (2pi)
−m/2
(∫
V
|∆N (ix)|2 dx
)1/2
. (1.6)
For N = 0 these equalities were obtained by Nessel and Wilmes [18, pp. 10, 11]. The Bernstein
sharp constants for 0 < p = q ≤ ∞ can be found in some special cases as well. In particular,
P2,2,DN ,a,V = a
−N max
k∈aV ∩Zm
|∆N (ik)|, E2,2,DN ,V = max
x∈V
|∆N (ix)|, (1.7)
Pq,q,Dα,a,Πσ = σ
α(1 + o(1)), Eq,q,Dα,Πσ = σ
α, |α| = N, q ∈ (0,∞], (1.8)
Pq,q,Dα,a,QM =M
|α|(1 + o(1)), Eq,q,Dα,QM =M
|α|, |α| = N, q ∈ (0,∞], (1.9)
as a→∞. Note that the following limit relations hold true:
E2,∞,DN ,V = lima→∞
P2,∞,DN ,a,V , (1.10)
E2,2,DN ,V = lima→∞
P2,2,DN ,a,V , (1.11)
Eq,q,Dα,Πσ = lima→∞
Pq,q,Dα,a,Πσ , (1.12)
Eq,q,Dα,QM = lima→∞
Pq,q,Dα,a,QM . (1.13)
Simple proofs of relations (1.5)-(1.11) are presented in Lemmas 2.6(a), 2.7, and 2.8, while (1.12)
and (1.13) follow immediately from (1.8) and (1.9), respectively. Certain sharp Bernstein-type
inequalities for functions from BV in case of p = q =∞ and elliptic differential operators D2 were
proved by Kamzolov [14] and the author [7, 8].
So there are just a few examples of finding exact or asymptotically exact values of Pp,q,DN ,a,V
and Ep,q,DN ,V for 0 < p ≤ q ≤ ∞. However, efficient estimates of these constants are possible.
The following multivariate Nikolskii-type inequalities for 0 < p ≤ q ≤ ∞ and functions from TaV
and BV were proved by Nessel and Wilmes [18, Theorems 2, 5]:
Pp,q,D0,a,V ≤ [(⌈p/2⌉/(2pi))m |V |m]1/p−1/q + o(1), a→∞, (1.14)
Ep,q,D0,V ≤ [(⌈p/2⌉/(2pi))m |V |m]1/p−1/q . (1.15)
For V = Πσ and 1 ≤ p ≤ q ≤ ∞ similar inequalities were established by Nikolskii [19], [20, Sects.
3.3.5, 3.4.3].
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Combining estimates (1.14) and (1.15) with (1.9), we arrive at the crude Bernstein-Nikolskii type
inequalities (a > 0, N ∈ Z1+, V ⊂ Rm, 0 < p ≤ q ≤ ∞)
Pp,q,DN ,a,V ≤ C1(diam(V ))N+m/p−m/q + o(1), a→∞, (1.16)
Ep,q,DN ,V ≤ C2(diam(V ))N+m/p−m/q, (1.17)
where C1 is independent of a and V , and C2 is independent of V (see Lemma 2.6(b) for a short
proof).
Main Results. Our major results discuss relations between Pp,q,DN ,a,V and Ep,q,DN ,V . In partic-
ular, we extend relation (1.10) to any p ∈ (0,∞).
Theorem 1.2. If a > 0, N ∈ Z1+, V ⊂ Rm, and 0 < p ≤ q ≤ ∞, then the following relation holds
true:
Ep,q,DN ,V ≤ lim infa→∞ Pp,q,DN ,a,V . (1.18)
In case of q =∞ a more precise result is valid.
Theorem 1.3. If a > 0, N ∈ Z1+, V ⊂ Rm, and p ∈ (0,∞], then lima→∞ Pp,∞,DN ,a,V exists and
Ep,∞,DN ,V = lima→∞
Pp,∞,DN ,a,V . (1.19)
In addition, there exists a nontrivial function f0 ∈ BV ∩ Lp(Rm) such that
‖DN (f0)‖L∞(Rm)/‖f0‖Lp(Rm) = lima→∞Pp,∞,DN ,a,V . (1.20)
Remark 1.4. Relations (1.19) and (1.20) show that the function f0 ∈ BV ∩ Lp(Rm) from Theorem
1.3 is an extremal function for Ep,∞,DN ,V .
Remark 1.5. In view of (1.19), (1.11), and (1.12) we believe that the following conjecture is valid.
Conjecture 1.6. The limit lima→∞ Pp,q,DN ,a,V exists and Ep,q,DN ,V = lima→∞ Pp,q,DN ,a,V for 0 <
p ≤ q <∞.
Remark 1.7. In definitions (1.2) and (1.3) of the sharp constants we discuss only complex-valued
functions T and f . We can define similarly the ”real” sharp constants if the suprema in (1.2) and
(1.3) are taken over all real-valued functions on Rm from TaV \ {0} and (BV ∩ Lp(Rm)) \ {0}.
We do not know as to whether the ”complex” and ”real” sharp constants coincide but for q =∞
this is true. For m = 1 this fact was proved in [11, Theorem 1.1] and the case of m > 1 can be
proved similarly.
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”Real” analogues of Theorems 1.2 and 1.3 are valid as well. The proof of the ”real” version of
(1.18) is similar to that of Theorem 1.2 if we use Property 3.2 from Section 3. The ”real” version
of (1.19) follows immediately from the fact mentioned above. The ”real” version of Conjecture 1.6
is believed to be true as well.
Remark 1.8. In the univariate case of V = [−1, 1], DN = dN/dxN , and a ∈ N, Theorems 1.2 and
1.3 for the ”real” and ”complex” sharp constants were proved by the author and Tikhonov [11]. In
earlier publications [15, 16], Levin and Lubinsky established versions of Theorems 1.2 and 1.3 on
the unit circle for N = 0. Certain extensions of the Levin-Lubinsky’s results to the m-dimensional
unit sphere in Rm+1 were recently proved by Dai, Gorbachev, and Tikhonov [5].
The proofs of Theorems 1.2 and 1.3 are presented in Section 4. Section 2 contains certain
properties of functions from BV and TaV . Multivariate Levitan’s polynomials are introduced in
Section 3.
2. Properties of Entire Functions and Trigonometric Polynomials
In this section we discuss certain properties of functions from BV and TaV that are needed for
the proofs of Theorems 1.2 and 1.3 (see Lemmas 2.1, 2.3, 2.4). In addition, we prove here certain
multivariate Bernstein-Nikolskii type inequalities presented in Section 1 (see Lemmas 2.5 through
2.8). Certain standard facts are included in the following lemma.
Lemma 2.1. (a) If V1 ⊆ V2, then TaV1 ⊆ TaV2 and BV1 ⊆ BV2 .
(b) If f ∈ BV ∩ L∞(Rm), then for every x ∈ Rm and y ∈ Rm,
|f(x+ iy)| ≤ ‖f‖L∞(Rm) exp (‖y‖∗V ) .
(c) Let f be a tempered distribution on Rm.
(i) If f ∈ BV , then supp
(
f̂
)
⊆ V .
(ii) If supp
(
f̂
)
⊆ V , then f can be extended to Cm as a function from BV .
(d) Let f be a tempered distribution on Rm. If f ∈ BV , then Dαf ∈ BV for every α ∈ Zm+ .
Proof. Statement (a) of the lemma follows immediately from the definitions of TaV and BV . State-
ment (b) is established in [18, Eq. (4.13)] (cf. [22, Lemma 3.4.11]), while the proof of a Paley-
Wiener-Schwartz type theorem (c) is outlined in [18, p. 13]. It remains to prove statement (d).
Let ϕ be a test function from S(Rm) with supp(ϕ) ⊆ Rm \ V . Then for any α ∈ Zm+ , the function
ϕ1(x) := x
αϕ(x) belongs to S(Rm) and supp(ϕ1) ⊆ Rm \ V . Therefore, by part (i) of statement
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(c), 〈
D̂αf, ϕ
〉
= i|α|
〈
f̂ , ϕ1
〉
= 0.
So supp(D̂αf) ⊆ V , and by part (ii) of statement (c), Dαf ∈ BV . 
Remark 2.2. The condition in statements (c) and (d) of Lemma 2.1 that f is a tempered distribution
on Rm is obviously satisfied for f ∈ Lp(Rm), p ∈ (0,∞]. In particular, when f ∈ L2(Rm), a Paley-
Wiener type theorem of Lemma 2.1 (c) was proved in [22, Theorem 3.4.9].
The compactness theorem for the set BV ∩ L∞(Rm) is discussed below.
Lemma 2.3. For any sequence {fn}∞n=1, fn ∈ BV ∩L∞(Rm), n ∈ N, with supn∈N ‖fn‖L∞(Rm) = C,
there exist a subsequence {fns}∞s=1 and a function f0 ∈ BV ∩ L∞(Rm) such that for every α ∈ Zm+ ,
lim
s→∞
Dαfns = D
αf0 (2.1)
uniformly on any compact set in Cm.
Proof. For V = Πσ this compactness result was proved by Nikolskii [20, Theorem 3.3.6]. Next, for
any V ⊂ Rm there exists σ(V ) ∈ Rm, σ(V )j > 0, 1 ≤ j ≤ m, such that V ⊆ Πσ(V ). Note that
by Lemma 2.1(a), fn ∈ BΠσ(V ) ∩ L∞(Rm), n ∈ N. Then by the Nikolskii’s compactness theorem,
there exists a subsequence {fns}∞s=1 and a function f0 ∈ BΠσ(V ) ∩ L∞(Rm) such that (2.1) holds
true uniformly on any compact set in Cm. It remains to show that f0 ∈ BV ∩L∞(Rm). Indeed, by
Lemma 2.1(b),
|fn(x+ iy)| ≤ C exp (‖y‖∗V ) , n ∈ N, x ∈ Rm, y ∈ Rm. (2.2)
Therefore using first (2.1) for α = 0 and then (2.2), we obtain for any x ∈ Rm and y ∈ Rm
|f0(x+ iy)| = lim
s→∞
|fns(x+ iy)| ≤ C exp (‖y‖∗V ) ≤ C exp (‖x+ iy‖∗V ) .
Thus f0 ∈ BV ∩ L∞(Rm). 
Periodization properties of functions from BV are based on the following version of the Poisson
summation formula (cf. [22, Sect. 7.2]).
Lemma 2.4. If g ∈ L1(Rm) and the series
∑
k∈Zm ĝ(k)e
ik·y is a finite sum, then the series∑
k∈Zm g(y + 2kpi) converges in L1(Qpi) to a function from L1(Qpi) and∑
k∈Zm
g(y + 2kpi) = (2pi)−m/2
∑
k∈Zm
ĝ(k)eik·y. (2.3)
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Proof. It was proved in [22, Theorem 7.2.4]) that if g ∈ L1(Rm), then
∑
k∈Zm g(y+2kpi) converges
in L1(Qpi) to a function g˜ ∈ L1(Qpi) and its Fourier series expansion coincides with the right-hand
side of (2.3). Since it is a trigonometric polynomial T , we conclude that g˜ = T . 
Lemma 2.5. For any M > 0 and q ∈ (0,∞] there exists a family {fh,q,M}h∈(0,M) = {fh}h∈(0,M)
of functions from B[−M,M ] such that for any s ∈ N,∥∥∥f (s)h ∥∥∥Lq(R1)
‖fh‖Lq(R1)
≥M s(1− o(1)), h→ 0+.
Proof. For q ∈ [1,∞] and s = 1 this result was proved by Akhiezer [1, Sect. 84]. We will use the
similar construction. Let d := ⌊1/q⌋ + 1 and let ϕ be a continuously d-differentiable function on
[0, 1], satisfying the following boundary conditions: ϕ(l)(0) = ϕ(l)(1) = 0, 0 ≤ l ≤ d. Then the
function
fh(t) := e
iMt
∫ 1
0
e−ihtτϕ(τ) dτ =
1
h
∫ M
M−h
eitτϕ
(
M − τ
h
)
dτ, h ∈ (0,M),
belongs to B[−M,M ] ∩ Lq(R1) because integration by parts in the first integral shows that
|fh(t)| ≤ min
{∫ 1
0
|ϕ(τ)| dτ, 1
(ht)d
∫ 1
0
∣∣∣ϕ(d)(τ)∣∣∣ dτ} , t ∈ R1.
Next,
f
(s)
h (t) = i
seiMt
s∑
l=0
(−1)s−l
(
s
l
)
M lhs−lψs−l(ht),
where
ψr(t) :=
∫ 1
0
e−itτ τ rϕ(τ) dτ, 0 ≤ r ≤ s.
Note that ψr ∈ B[−1,1] ∩ Lq(R1), 0 ≤ r ≤ s, by Bernstein’s inequality, since |ψ0(ht)| = |fh(t)| and
|ψr(t)| =
∣∣∣ψ(r)0 (t)∣∣∣. Then we have by (1.1)∥∥∥f (s)h ∥∥∥q˜
Lq(R1)
‖fh‖q˜Lq(R1)
≥M sq˜ − hq˜
s−1∑
l=0
(
s
l
)q˜
M lq˜h(s−l−1)q˜
‖ψs−l‖q˜Lq(R1)
‖ψ0‖q˜Lq(R1)
=M sq˜(1− o(1))q˜ , h→ 0+.
This establishes the lemma. 
Lemma 2.6. (a) Relations (1.8) and (1.9) hold true. (b) Inequalities (1.16) and (1.17) are valid.
Proof. (a) We first note that in the univariate case
Eq,q,ds/dxs,[−M,M ] =M
s, q ∈ (0,∞], s ∈ N. (2.4)
CONSTANTS IN BERNSTEIN-NIKOLSKII INEQUALITIES 9
Indeed, the proof of the classical inequality Eq,q,ds/dxs,[−M,M ] ≤ M s can be found in [4, Theorem
11.3.3] for q ∈ [1,∞] and in [21] for q ∈ (0, 1). Then (2.4) follows from Lemma 2.5. Next, it follows
from (2.4) that for every f ∈ BΠσ ∩ Lq(Rm), q ∈ (0,∞], αj ∈ Z1+, and 1 ≤ j ≤ m,(∫
R1
∣∣∣∣∣∂αjf(x1, . . . , xj , . . . , xm)∂xαjj
∣∣∣∣∣
q
dxj
)1/q
≤ σαjj
(∫
R1
|f(x1, . . . , xj , . . . , xm)|qdxj
)1/q
. (2.5)
Therefore, ∥∥∥∥∥∂αjf∂xαjj
∥∥∥∥∥
Lq(Rm)
≤ σαjj ‖f‖Lq(Rm), 1 ≤ j ≤ m. (2.6)
Using this inequality m times, we arrive at the inequality
Eq,q,Dα,Πσ ≤ σα. (2.7)
This inequality is well-known for q ∈ [1,∞] (see, e. g., [20, Eq. (3.2.2.8)]). Finally, let fh,q,M
be functions from Lemma 2.5. Then the functions Fh :=
∏m
j=1 fh,q,σj(xj), h ∈ (0,min1≤j≤m σj),
satisfy the inequality
‖DαFh‖Lq(Rm) ≥ σα(1− o(1)) ‖Fh‖Lq(Rm) , h→ 0+, q ∈ (0,∞]. (2.8)
Thus the second equality in (1.8) follows from (2.7) and (2.8).
It is well known that a periodic analog of (2.4) for aM ∈ N is
Pq,q,ds/dxs,a,[−M,M ] =M
s, q ∈ (0,∞], s ∈ N, (2.9)
see, e. g., [23, Sect. 4.8.62] for q ∈ [1,∞] and see [2] for q ∈ (0, 1). An extremal polynomial in (2.9)
is cos(aMτ). Then similarly to (2.4) - (2.7), we obtain from (2.9)
Pq,q,Dα,a,Πσ ≤ a−|α|
m∏
j=1
⌈aσj⌉αj = σα(1 + o(1)), a→∞. (2.10)
Finally, the polynomial T (x) :=
∏m
j=1 cos (⌊aσj⌋xj) satisfies the inequality
Pq,q,Dα,a,Πσ ≥ a−|α|
‖DαT‖Lq(Qpi)
‖T‖Lq(Qpi)
= a−|α|
m∏
j=1
(⌊aσj⌋)αj = σα(1 + o(1)), a→∞. (2.11)
Thus the first equality in (1.8) follows from (2.10) and (2.11). Relations (1.9) follow immediately
from (1.8). This completes the proof of statement (a).
(b) SettingM = diam(V )/2, we see that V ⊆ RM ⊆ QM . In particular, |V |m ≤ |R1|m(diam(V )/2)m.
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Then using (1.1), Lemma 2.1(a), and the first relation of (1.9) (see Lemma 2.6(a) for the proof),
we obtain
Pq,q,DN ,a,V ≤ Pq,q,DN ,a,QM ≤
 ∑
|α|=N
|bα|q˜P q˜q,q,Dα,a,QM
1/q˜
=
(
diam(V )
2
)N  ∑
|α|=N
|bα|q˜
1/q˜ + o(1), (2.12)
as a→∞. Taking account of the inequality
Pp,q,DN ,a,V ≤ Pq,q,DN ,a,V Pp,q,D0,a,V ,
we arrive at (1.16) from (2.12) and (1.14). Inequality (1.17) can be proved similarly. 
Lemma 2.7. Relations (1.5), (1.6), and (1.7) hold true.
Proof. The proofs of (1.6) and the second relation in (1.7) are based on the Paley-Wiener type
theorem (see Lemma 2.1(c) and Remark 2.2). Let f ∈ BV ∩ L2(Rm). Then
f(u) =
1
(2pi)m/2
∫
V
g(x)eiu·xdx, DN (f)(u) =
1
(2pi)m/2
∫
V
g(x)∆N (ix)e
iu·xdx,
where ‖f‖L2(Rm) = ‖g‖L2(V ) and ‖DN (f)‖L2(Rm) = ‖g∆N (i·)‖L2(V ). Therefore,
E2,2,DN ,V = sup
g∈L2(V )\{0}
‖g∆N (i·)‖L2(V )
‖g |L2(V )
= ‖∆N (i·)‖L∞(V ) .
Next, it is easy to see that
E2,∞,DN ,V = sup
f∈(BV ∩L2(V ))\{0}
|DN (f)(0)|
‖f ‖L2(Rm)
=
1
(2pi)m/2
sup
g∈L2(V )\{0}
∣∣∫
V g(x)∆N (ix) dx
∣∣
‖g ‖L2(V )
=
1
(2pi)m/2
‖∆N (i·)‖L2(V ) .
The corresponding results for trigonometric polynomials can be proved similarly by using Parseval’s
identity. 
Lemma 2.8. Limit relations (1.10) and (1.11) hold true.
Proof. Let ‖∆N (i·)‖L∞(V ) = |∆N (ix0)| for a point x0 ∈ V . Given a > 0, we define the set
A(a) := {x ∈ V : x = k/a, k ∈ Zm}. Then d(x0, A(a)) ≤
√
m/a. Therefore, for any ε > 0 there
exist a0 > 0 and x0,a = ka/a ∈ A(a) such that for all a > a0, |∆N (ix0)−∆N (ix0,a| < ε. Hence
‖∆N (i·)‖L∞(V ) < |∆N (ix0,a)|+ ε ≤ a−N maxk∈aV ∩Zm |∆N (ik)| + ε ≤ ‖∆N (i·)‖L∞(V ) + ε. (2.13)
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Then (1.11) follows from (1.7) and (2.13).
Further, we assume that a > 1. Let QM/a be a cube with M ∈ N, satisfying the conditions
V ⊂ QM/a and d
(
∂QM/a, V
)
>
√
m. It is easy to see that if Q is a cube in Rm with an edge length
of 1/a such that Q ∩ V 6= ∅, then Q ⊆ QM/a. Next denoting by χV the characteristic function of
the set V , we see that the sum
1
a2N+m
∑
k∈aV ∩Zm
|∆N (ik)|2 = 1
am
∑
k∈aV ∩Zm
∣∣∣∣∆N ( ika
)∣∣∣∣2 = 1am ∑
k/a∈QM/a∩Zm
∣∣∣∣∆N ( ika
)∣∣∣∣2 χV (ka
)
,
is the Riemann sum of the function |∆N (i·)|2 χV (·) : QM/a → R1, corresponding to the partition{{
x ∈ Rm : kj − 1
a
≤ xj ≤ kj
a
, 1 ≤ j ≤ m
}
, kj ∈ Z1, −M + 1 ≤ kj ≤M, 1 ≤ j ≤ m
}
of QM/a. Therefore, this sum converges to
∫
V |∆N (ix)|2 dx as a→∞. This establishes (1.10). 
3. Multivariate Levitan’s Polynomials
To prove Theorem 1.2, we need a multivariate version of Levitan’s trigonometric polynomials
introduced in the univariate case by Levitan [17] and Ho¨rmander [12, 13]. Let us define these
polynomials and study their properties.
Let us set
h(y) :=
m∏
j=1
sin yj
yj
, y ∈ Rm. (3.1)
Then h2(·/2) ∈ BQ1 ∩ L1(Rm) and∑
k∈Zm
h2(x/2 + kpi) =
∞∑
k1=−∞
(
sin(x1/2)
x1/2 + k1pi
)2
· · ·
∞∑
km=−∞
(
sin(xm/2)
xm/2 + kmpi
)2
= 1, x ∈ Rm. (3.2)
Note that for m = 1 relations (3.2) follows from a well-known expansion of sin−2(τ/2), τ ∈ R1.
Let f ∈ BV ∩ L∞(Rm). Then for a fixed number a > 0 the function ga(u) := f(u)h2(u/(2a)) is
an entire function and by Lemma 2.1(b),
|ga(x+ iy)| ≤ ‖f‖L∞(Rm) exp
‖y‖∗V + a−1 m∑
j=1
|yj |
 ≤ ‖f‖L∞(Rm) exp((1 + c/a)‖y‖∗V ),
where
c := sup
y∈Rm\{0}
∑m
j=1 |yj|
‖y‖∗V
. (3.3)
Therefore, ga ∈ B(1+c/a)V ∩L1(Rm) and by Nikolskii-type inequality (1.15), ga ∈ L2(Rm)∩B(1+c/a)V .
Then by Lemma 2.1(c), supp ĝa ⊆ (1 + c/a)V . Hence the Fourier series
(2pi)−m/2
∑
k∈Zm
a−mĝa(k/a)e
ik·x/a
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coincides with a trigonometric polynomial
Sa(x) = Sa(f, x) := (2pi)
−m/2
∑
k∈(a+c)V ∩Zm
a−mĝa(k/a)e
ik·x/a (3.4)
of period 2pia in each variable with its spectrum in (a+ c)V . This polynomial Sa = Sa(f, ·) we call
the multivariate Levitan’s polynomial for f .
For m = 1, V = [−σ, σ], and a = n/σ, n ∈ N, a trigonometric polynomial Sa of degree n
was introduced in [17, 12, 13] (see also [1, Sect. 85]). In the case when V is a parallelohedron,
multivariate Levitan’s polynomials were introduced in [9].
Let us discuss properties of Sa.
Property 3.1. If f ∈ BV ∩ L∞(Rm), then the following representation holds true:
Sa(f, x) =
∑
k∈Zm
f(x+ 2kpia)h2(x/(2a) + kpi), x ∈ Rm, (3.5)
where h is defined in (3.1).
Proof. Setting g(y) := f(ay)h2(y/2) = ga(ay), we see that g ∈ L1(Rm) and the series∑
k∈Zm
ĝ(k)eik·y =
∑
k∈Zm
a−mĝa(k/a)e
ik·y = (2pi)m/2Sa(ay) (3.6)
is a finite sum. Then using Lemma 2.4, we conclude that (2.3) and (3.6) imply (3.5) for y = x/a.

Property 3.2. If f is a real-valued function from BV ∩ L∞(Rm), then Sa(f, ·) is a real-valued
polynomial.
This property follows immediately from representation (3.5).
Property 3.3. If f ∈ BV ∩ Lp(Rm), p ∈ (0,∞], then
‖Sa‖Lp(Qapi) ≤ ‖f‖Lp(Rm). (3.7)
Proof. We first note that f ∈ BV ∩L∞(Rm) by Nikolskii-type inequality (1.15), so by Property 3.1,
Sa is represented by (3.5). If p ∈ (0,∞), then
|Sa(x)|p ≤
∞∑
k=−∞
|f(x+ 2kpia)|p. (3.8)
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Indeed, for p = 1 (3.8) follows immediately from (3.5) since ‖h‖L∞(Rm) ≤ 1. If p ∈ (1,∞), then by
Ho¨lder’s inequality, we obtain from relations (3.5) and (3.2) that
|Sa(x)| ≤
(∑
k∈Zm
|f(x+ 2kpia)|p
)1/p(∑
k∈Zm
|h(x/(2a) + kpi)|2p/(p−1)
)(p−1)/p
≤
(∑
k∈Zm
|f(x+ 2kpia)|p
)1/p
.
If p ∈ (0, 1), then we have from (3.5)
|Sa(x)|p ≤
∑
k∈Zm
|f(x+ 2kpia)|p |h(x/(2a) + kpi)|2p ≤
∑
k∈Zm
|f(x+ 2kpia)|p.
Thus (3.8) holds true for p ∈ (0,∞). Next, integrating (3.8) over Qapi and using Fatou’s Lemma,
we arrive at (3.7) for p ∈ (0,∞). Finally, for p =∞ (3.7) follows immediately from (3.5) and (3.2).
Next, we discuss three approximation properties of multivariate Levitan’s polynomials.
Property 3.4. If f ∈ BV ∩ L∞(Rm), then for x ∈ Rm,
|f(x)− Sa(x)| ≤ C3(|x|/a)2‖f‖L∞(Rm), (3.9)
where C3 ≤ 1/6 is an absolute constant.
Proof. It follows from (3.2) and (3.5) that
|f(x)− Sa(x)| ≤ |f(x)|
(
1− h2(x/(2a))) +∑
k 6=0
|f(x+ 2kpia)|h2(x/(2a) + kpi)
≤ 2
1− m∏
j=1
(
sin
(xj
2a
)
xj/(2a)
)2 ‖f‖L∞(Rm) ≤ 4∫
Q1/2
(1− cos(x · u/a))du ‖f‖L∞(Rm)
≤ 2
a2
∫
Q1/2
(x · u)2du ‖f‖L∞(Rm) =
|x|2
6a2
‖f‖L∞(Rm).
Thus (3.9) is established. 
Property 3.5. Let f ∈ BV ∩L∞(Rm) and let DN :=
∑
|α|=N bαD
α be a linear differential operator
with constant coefficients bα ∈ C1, |α| = N . Then for x ∈ Rm and a ≥ 1,
|DN (f)(x)−DN (Sa)(x)| ≤ C4(diam(V ))N
( |x|2
a2
+
1
a
)
‖f‖L∞(Rm), (3.10)
where C4 is independent of x, a, f , and V .
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Proof. For N = 0 Property 3.5 follows from Property 3.4, so we assume that N ≥ 1. We also
note that the uniform convergence of all series below follows easily from identity (3.2), represen-
tation (3.5), and Bernstein-type inequality (1.17) for q = p. Next, recalling notation ga(u) =
f(u)h2(u/(2a)), we see from (3.5) that
|DN (f)(x)−DN (Sa)(x)|
≤
∣∣∣∣∣DN (f)(x)− ∑
k∈Zm
DN (f)(x+ 2kpia)h
2(x/(2a) + kpi)
∣∣∣∣∣
+
∣∣∣∣∣ ∑
k∈Zm
DN (ga)(x+ 2kpia)−DN (f)(x+ 2kpia)h2(x/(2a) + kpi)
∣∣∣∣∣
= I1(x) + I2(x). (3.11)
Since DN (f) ∈ BV ∩L∞(Rm) by Lemma 2.1(d), Remark 2.2, and Bernstein-type inequality (1.17)
for q = p =∞, we have from Property 3.4
I1(x) = |DN (f)(x)− Sa(DN (f), x)| ≤ C5(diam(V ))N (|x|/a)2‖f‖L∞(Rm), (3.12)
where C5 is independent of x, a, f, and V . Further, using Bernstein-type inequality (1.17) for q = p
again, we obtain by the multivariate Leibniz formula
I2(x)
≤
∑
k∈Zm
∑
|α|=N
|bα|
∑
β≤α, |β|≥1
(
α
β
) ∣∣∣Dα−β(f)(x+ 2kpia)∣∣∣ ∣∣∣Dβ(γa)(x+ 2kpia)∣∣∣
≤ C6(1 + diam(V ))N‖f‖L∞(Rm)
∑
|α|=N
|bα|
∑
β≤α, |β|≥1
∑
k∈Zm
∣∣∣Dβ(γa)(x+ 2kpia)∣∣∣
= C6(1 + diam(V ))
N‖f‖L∞(Rm)
×
∑
|α|=N
|bα|
∑
β≤α, |β|≥1
(2a)−|β|
∑
k∈Zm
∣∣∣Dβ(γ1/2)(x/(2a) + kpi)∣∣∣ , (3.13)
where γa(u) := h
2(u/(2a)) and C6 is independent of x, a, f, and V . It remains to estimate the
series ∑
k∈Zm
∣∣∣Dβ(γ1/2)(y + 2kpi)∣∣∣ = m∏
j=1
Hβj(yj), y ∈ Rm, (3.14)
where
Hd(τ) :=
∞∑
l=−∞
∣∣∣∣∣∣
((
sin τ
τ + lpi
)2)(d)∣∣∣∣∣∣ ≤ C7(d), τ ∈ R1, (3.15)
by inequalities (2.12) and (2.14) in [11]. Therefore, by (3.13), (3.14) and (3.15), we obtain the
estimate
I2(x) ≤ C8a−1(1 + diam(V ))N‖f‖L∞(Rm), (3.16)
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where C8 is independent of x, a, f, and V . Combining (3.11) with (3.12) and (3.16), we arrive at
(3.10). 
Property 3.6. Let γ(a) : [1,∞) → (0, 1) be a function such that lima→∞ γ(a) = 0. For any
V ⊂ Rm, q ∈ (0,∞], and N ∈ Z1+ there exists a family of numbers {Ma}a∈[1,∞), satisfying the
following conditions:
(a) Ma ∈ (0, api], a ∈ [1,∞).
(b) lima→∞Ma =∞.
(c) For every family of functions {f(a)}a∈[1,∞) such that f(a) ∈ B(1−γ(a))V ∩L∞(Rm), a ∈ [1,∞),
and supa∈[1,∞)
∥∥f(a)∥∥L∞(Rm) <∞, the following relation holds true:
lim
a→∞
‖DN
(
f(a)
)−DN (Sa (f(a), ·)) ‖Lq(QMa ) = 0.
Proof. Let us set Ma := min{aδ , api}, where δ ∈ (0, εq,N ) and
εq,N :=
 2q/(2q +m), N = 0,min{q/m, 2q/(2q +m)}, N ∈ N,
for q ∈ (0,∞]. Then conditions (a) and (b) are satisfied. Next by Property 3.4 for N = 0 and by
Property 3.5 for N ∈ N, we obtain for q ∈ (0,∞]
‖DN
(
f(a)
) − DN (Sa (f(a), ·)) ‖Lq(QMa )
=
 O([(1− γ(a))diam(V ) + 1]NM
2+m/q
a /a2), N = 0,
O([(1− γ(a))diam(V ) + 1]NM2+m/qa /a2 +Mm/qa /a), N ∈ N,
= o(1),
as a→∞. Hence condition (c) is satisfied as well. 
Remark 3.7. In case of m = 1 and γ(a) = 0, Property 3.1 was established in [17, 12, 13], while
Properties 3.2 through 3.6 were proved in [11].
4. Proofs of Theorems
Proof of Theorem 1.2. Let f ∈ BV ∩Lp(Rm), where p ∈ (0,∞], and let c be defined by (3.3). Setting
f(a)(x) := f((1 + c/a)
−1x), a ≥ 1, we see from Definition 1.1 and Nikolskii-type inequality (1.15)
that f(a) ∈ B(1+c/a)−1V ∩ L∞(Rm). We can now consider the multivariate Levitan’s polynomial
Sa
(
f(a), ·
)
defined by (3.4) and (3.5). Since Sa
(
f(a), a·
) ∈ TaV by (3.4), we obtain for 0 < p ≤ q ≤ ∞
‖DN (Sa(f(a), ·)‖Lq(Qapi) ≤ Pp,q,DN ,a,V ‖Sa(f(a), ·)‖Lp(Qapi). (4.1)
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In addition, we note that DN (f) ∈ Lq(Rm) by Bernstein-Nikolskii type inequality (1.17). Therefore
setting γ(a) := c/(c + a), and using Properties 3.6, 3.3, and inequalities (1.1) and (4.1), we obtain
‖DN (f)‖Lq(Rm) = lima→∞ ‖DN (f)‖Lq((1+c/a)−1QMa)
= lim
a→∞
‖DN
(
f(a)
) ‖Lq(QMa)
≤
(
lim
a→∞
‖DN
(
f(a)
)−DN (Sa (f(a), ·)) ‖q˜Lq(QMa) + lim infa→∞ ‖DN (Sa (f(a), ·)) ‖q˜Lq(QMa ))1/q˜
≤ lim inf
a→∞
‖DN
(
Sa
(
f(a), ·
)) ‖Lq(Qapi)
≤ lim inf
a→∞
(
Pp,q,DN ,a,V ‖Sa
(
f(a), ·
) ‖Lp(Qapi))
≤ lim inf
a→∞
(
Pp,q,DN ,a,V ‖f(a)‖Lp(Rm)
)
= lim inf
a→∞
Pp,q,DN ,a,V ‖f‖Lp(Rm).
Thus (1.18) is established. 
Proof of Theorem 1.3. We first note that there exists a0 ∈ (0,∞) such that for p ∈ (0,∞], N ∈ Zm,
and V ⊂ Rm, the following crude estimates of Pp,∞,DN ,a,V hold true:
C9(p,DN , V ) ≤ inf
a∈[a0,∞)
Pp,∞,DN ,a,V ≤ sup
a∈[a0,∞)
Pp,∞,DN ,a,V ≤ C10(p,DN , V ). (4.2)
The left and right inequalities in (4.2) follow from (1.18) and (1.16), respectively.
We will prove the theorem by constructing a nontrivial function f0 ∈ BV ∩ Lp(Rm), p ∈ (0,∞],
such that
Ep,∞,DN ,V ≥ ‖DN (f0) ‖L∞(Rm)/‖f0‖Lp(Rm) ≥ lim sup
a→∞
Pp,∞,DN ,a,V . (4.3)
Then combining (4.3) with (1.18) for q =∞, we see that lima→∞ Pp,∞,DN ,a,V exists and
Ep,∞,DN ,V = lima→∞
Pp,∞,DN ,a,V . (4.4)
This proves (1.19). In addition, f0 is an extremal function in (4.4); that is, (1.20) is valid.
It remains to construct a function f0, satisfying (4.3). Let Ta ∈ TaV be a polynomial, satisfying
the equality
Pp,∞,DN ,a,V = a
−N−m/p‖DN (Ta) ‖L∞(Qpi)/‖ (Ta) ‖Lp(Qpi). (4.5)
The existence of an extremal polynomial Ta in (4.5) can be proved by the standard compactness
argument. Indeed, given d ∈ N, let Ta,d ∈ TaV satisfy the following relations:
‖Ta,d‖L∞(Qpi) = 1, ‖DN (Ta,d) ‖L∞(Qpi) = |DN (Ta,d) (0)| ,
and
aN+m/pPp,∞,DN ,a,V < ‖DN (Ta,d) ‖L∞(Qpi)/‖ (Ta,d) ‖Lp(Qpi) + 1/d.
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Then there exists a nontrivial polynomial Ta ∈ TaV and a sequence {dk}∞k=1 ⊆ N such that for any
α ∈ Zm+ , limk→∞DαTa,dk(x) = DαTa(x) uniformly on Qpi. Thus (4.5) holds true.
Next setting Ua(x) := Ta(x/a), we see that Ua ∈ BV ∩ L∞(Rm). In addition, it follows from
(4.5) that
Pp,∞,DN ,a,V = ‖DN (Ua) ‖L∞(Qapi)/‖(Ua‖Lp(Qapi). (4.6)
Moreover, we can assume that
‖DN (Ua) ‖L∞(Qapi) = |DN (Ua) (0)| = 1. (4.7)
Then we obtain from (4.6), (4.7), and (4.2)
sup
a∈[a0,∞)
‖Ua‖L∞(Rm) ≤ sup
a∈[a0,∞)
(
Pp,∞,D0,a,V ‖Ua‖Lp(Qapi)
)
= sup
a∈[a0,∞)
(Pp,∞,D0,a,V /Pp,∞,DN ,a,V ) ≤ C10(p,D0, V )/C9(p,DN , V ). (4.8)
Let {as}∞s=1 ⊂ [a0,∞) be a sequence such that
lim sup
a→∞
Pp,∞,DN ,a,V = lims→∞
Pp,∞,DN ,as,V . (4.9)
Using now the compactness theorem of Lemma 2.3 for the sequence {Uas}∞s=1 of functions from
BV ∩ L∞(Rm) uniformly bounded by (4.8), we see that there exist a function f0 ∈ BV ∩ L∞(Rm)
and a subsequence {asr}∞r=1 such that
lim
r→∞
DαUasr (x) = D
αf0(x), α ∈ Zm+ , (4.10)
uniformly on any cube QA ⊂ Rm, A > 0. Moreover, by (4.7) and (4.10),
‖DN (f0) ‖L∞(Rm) = |DN (f0) (0)| = 1. (4.11)
In addition, using (1.1), (4.10), (4.6), and (4.7), we obtain for any cube QA ⊂ Rm, A > 0,
‖f0‖p˜Lp(QA) ≤ limr→∞
(
‖f0 − Uasr ‖p˜Lp(QA) + ‖Uasr ‖
p˜
Lp(QA)
)
≤ lim
r→∞
‖Uasr ‖p˜Lp(Qasrpi) = 1/ limr→∞P
p˜
p,∞,DN ,asr ,V
. (4.12)
Next using (4.12) and (4.2), we see that
‖f0‖Lp(QA) ≤ 1/C9(p,DN , V ). (4.13)
Therefore, f0 is a nontrivial function from BV ∩ Lp(Rm), by (4.11) and (4.13). Thus for any cube
QA ⊂ Rm, A > 0, we obtain from (4.9), (4.6), (4.10), and (4.11)
lim sup
a→∞
Pp,∞,DN ,a,V = limr→∞
(
‖Uasr ‖Lp(Qasrpi)
)−1
≤ lim
r→∞
(‖Uasr ‖Lp(QA))−1 = ‖DN (f0) ‖L∞(Rm)/‖f0‖Lp(QA). (4.14)
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Finally, letting A→∞ in (4.14), we arrive at (4.3). 
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