Codes over various metrics such as Rosenbloom-Tsfasman (RT), Lee, etc. have been considered. Recently, codes over poset metrics have been studied. Poset metric is a great generalization of many metrics especially the well-known ones such as the RT and the Hamming metrics. Poset metric can be realized on the channels with localized error occurrences. It has been shown that MacWilliams identities are not admissible for codes over poset metrics in general [Kim and Oh, 2005]. Lately, to overcome this problem some further studies on MacWilliams identities over poset metrics has been presented. In this paper, we introduce new poset level weight enumerators of linear codes over Frobenius commutative rings. We derive MacWilliams-type identities for each of the given enumerators which generalize in great deal the previous results discussed in the literature. Most of the weight enumerators in the literature such as Hamming, Rosenbloom-Tsfasman and complete m-spotty weight enumerators follow as corollaries to these identities especially.
History and Motivation of the Problem
The metric that is used for detecting errors hence correcting them afterwards depends on the channel transferring or storing digital data, and the media used where different scenarios take place and different type of errors occur. The most used and well-known metric is the Hamming metric. A different error type where the sender knows the possible error location but not the error value itself is introduced by Bassalygo, Gelfand, and Pinsker [4] and later by Roth and Seroussi in [29] . Some work on this direction with applications is pursued by the same authors in [5] , and also by Ahlswede, Bassalygo, and Pinsker in [1] , and by Larsson in [19] and Roth in [29] . A new construction method for codes correcting multiple localized burst errors is proposed in [21] . Another work that distinguishes between errors by prioritizing some cases is presented in [16] and the performance of such a scheme is verified on the popular H.264/AVC codec. For instance, in some wireless communication systems, headers of the transmitted data such as the frame control, duration and address are more important than the frame body. This is due the fact that the errors in the headers may cause a rejection of the transmission which makes these positions more important than the others. In order to solve this problem a method called unequal error protection (UEP) is first introduced by Masnik et al. [22] .
Some recent studies towards this direction are pursued in [7, 14, 46] and further constructions of such codes are presented and some bounds are studied by Kuriata in [17] .
As seen above one can device a code with the knowledge that some bits due to their location in a codeword could be more vulnerable to the errors or play more important role comparing the other ones. To sort out this phenomena one may use a poset metric which depends on the position of bits and hence can help on distinguishing between the locations of bits. Further, burst errors are also very common and hence this suggests to combine these two properties and define a new metric which we call m-spotty poset metric and study the relation between the weight distributions of codes and their duals.
The motivation of this work mainly relies on the very recent studies done on both m-spotty and poset weight enumerators. The m-spotty weights were introduced since they are capable of modelling the errors that frequently appear in flash memory disks as bursts in bytes [44, 45] . For further information on spotty byte errors the readers can refer to [12, 41] . Due to this important fact the researchers have been extensively studying its properties and especially MacWilliams identities that relate the weight enumerators of codes to their duals. In [42] , m-spotty weight enumerators of m-spotty byte error control codes are introduced and the MacWilliams identity for m-spotty Hamming weight enumerators for binary m-spotty byte error control codes are established. In addition, this generalization includes the MacWilliams identity for the Hamming weight enumerator as a special case. In [36] , m-spotty Lee weights are introduced and a MacWilliams-type identity for m-spotty Lee weight enumerators is proved . In [26] , the results obtained in [42] are extended further to arbitrary finite fields. In [37] , mspotty weights and m-spotty weight enumerator of linear codes over the ring F 2 + uF 2 are introduced and a MacWilliams-type identity is established. Later, in [38] , m-spotty weights for codes over the ring F 2 + vF 2 = {0, 1, v, 1 + v} with v 2 = v are introduced and a MacWilliams-type identity is also proved. Recently, in [27, 39] , the studies on MacWilliams identities for m-spotty byte error control codes have been considered for different metrics. Further, in [30, 31, 32, 43] , the studies on MacWilliams identities for m-spotty byte error control codes have been considered for some new m-spotty weight enumerators and their properties are studied.
On the other hand, studies on poset weight enumerators are also very recent [9, 10] . In [6] , the original problem studied by Niederreiter [23, 24, 25] on optimal parameters of linear codes is considered in a more general setting of partially ordered sets and in this setting poset-codes are introduced. Niederreiter's setting was viewed as the disjoint union of chains and extended some of Niederreiter's bounds and also obtained bounds for posets which are the product of two chains. Lately, poset codes are shown to outperform better then the classical ones while applied in decoding processes [11] . In [18] , all poset structures that admit the MacWilliams identity with respect to ideal based weights are classified, and the MacWilliams identities for poset weight enumerators corresponding to such posets are derived. It is shown that being a hierarchical poset is a necessary and sufficient condition for a poset to admit such a MacWilliams type identity [18] . An explicit relation is also derived between the poset weight distribution of a hierarchical poset code and theP (dual poset)-weight distribution of the dual code [18] . Recently, in [2] , an alternative P-complete weight enumerator of linear codes with respect to poset metric that includes the hierarchical posets consisting of more variables is defined and a MacWilliams-type identity is proved. Poset weights also generalize the Hamming weights and Rosenbloom-Tsfasman weights. The interesting case is the Rosenbloom-Tsfasman (RT) which is a special poset consisting of a single chain. Some work on RT metric over various special finite Frobenius rings related to MacWilliams identities is done [33, 34, 35] .
In Section 2, some facts and preliminaries that will be referred to in the sequel are presented. In Section 3, the byte weight enumerator for a linear poset code over Frobenius ring is introduced and a MacWilliams-type identity is also proven. In Section 4, the definition of complete m-spotty poset level weight enumerator for a poset code (P − code) C over Frobenius rings is introduced and a MacWilliams-type identity for complete m-spotty poset level weight enumerator is proved. Moreover, the definition of poset level weight enumerator of binary linear codes is extended to linear codes ( [2] ) over Frobenius rings and a MacWilliams-type identity for these weight enumerators is obtained. Also, a new m-spotty weight enumerator which is called m-spotty poset level weight enumerator is introduced and the MacWilliams identity with respect to this weight enumerator is also established. In Section 5, some illustrative examples are given and Section 6 concludes the paper.
Preliminiaries
In this section, we state some basic results and definitions. For some terms and detailed information especially regarding Frobenius rings, the readers are welcome to refer to [47] . Let R be a finite ring and let N be a positive integer. A linear code C over R is an R−submodule of R N . The elements of C are referred as codewords. By abuse of terminology, the elements of R N will be called vectors.
Definition 2.1. The ith bytes u i of a vector u ∈ R N whose index set is partitioned into s not necessarily equal parts each of size n i is defined by
where
The s−tuple (u 1 , u 2 , ..., u s ) is called the s−level representation of a vector u of length N such that each n i −tuple u i denotes the part in the ith level of the vector. Throughout this paper N , u i 's and v i 's will be used as in Definition 2.1.
with respect to the given poset in Figure 1 and the 3−level ({1, 2} < {3} < {4, 5, 6}) representation of u is given as (10, 1, 100).
For any two vectors
, the inner product of u and v is given by
Given a linear code C ⊂ R N we define its dual code with respect to the inner product in (2.1) as
The Hamming weight of a vector v ∈ R N , denoted by w(v), is the number of nonzero coordinates of v. The Hamming distance, a metric on R N , between two vectors u and v is d(u, v) = w(u − v). The minimum distance of the linear code C is the minimal Hamming distance between any two distinct codewords of C. The smallest nonzero Hamming weight in a code is called the minimum Hamming weight of the code. In linear code case the minimum distance and the minimum Hamming weight are equal. A different metric which is refereed to as the poset metric has been of interest to the algebraic coding theorists pretty recently. This is a position based metric and it is a generalization of some important metrics such as Hamming and Rosenbloom-Tsfasman metrics. Now we present some basics on the poset metric over R N . Suppose that (P, ≤) is a partially ordered set of size N . For all x ∈ I and y ≤ x if y ∈ I, then this subset I of P is called an ideal of P . If A ⊂ P , then A is the smallest ideal of P containing A. Suppose that P = {1, 2, 3, ..., N } and the coordinate positions of elements of R N are labeled by the elements of P . For any vector v ∈ R N , the P − weight of v is defined by w P (v) = | supp(v) | which is the size of the smallest ideal of P containing the support of v, where supp(v) = {i ∈ P : v i = 0}. Then naturally the P −distance, a metric on R N , between two vectors u and v is defined as d P (u, v) = w P (u − v). There are two direct observations regarding the poset weight: if P is antichain, then the P − weight is the same as Hamming weight. If P consists of a single chain, then P − weight coincides with Rosenbloom-Tsfasman (RT) weight. If R N is endowed with a poset metric, then we call a subset C of R N a poset code. If the poset metric is derived from a poset P , then C is called a P −code. Definition 2.2. [13, 15] Suppose that C is a linear P-code of length N .
is called the poset weight enumerator of C where
The following example, presented in [15] , shows that a direct attempt for obtaining a MacWilliams identity for poset codes is not possible in general.
Example 2.2.
[15] Let P = {1, 2, 3} be a poset with order relation 1 < 2 < 3, i.e., a single chain poset. Let C 1 = {000, 001} and C 2 = {000, 111} be two binary linear codes with respect to the poset P. The poset weight enumerators of C 1 and C 2 are given by W C 1 ,P (x) = 1 + x 3 = W C 2 ,P (x). The dual codes of C 1 and C 2 are C 1 ⊥ = {000, 100, 010, 110} and C 2 ⊥ = {000, 110, 101, 011}, respectively. The P-weight enumerators of the dual codes are given by W C 1 ⊥ ,P (x) = 1 + x + 2x 2 and
As seen in the example above, in [15, 28] the problem to obtain a MacWilliams identity is achieved by restricting the structure of the poset to being a hierarchical poset and considering the dual code over the dual poset. In [2] , a complete poset weight enumerator is introduced and a MacWilliams identity is obtained for a broaden class of posets including hierarchical posets. Recently, in [3] , the results obtained in [2] has been generalized further to the posets that are forests and further both the code and its dual are considered over the same poset.
From now on we assume that all rings are finite commutative Frobenius rings. We first give the basic definitions and theorems, next we state and prove MacWilliams-type identities of new weight enumerators for linear codes over finite commutative Frobenius rings. Definition 2.3. A finite ring R is said to be a Frobenius ring if R ∼ = R R . Here, the character group of the additive group of R is denoted by R = Hom Z (R, C × ).
It is well-known (cf. [47] ) that if R is a finite Frobenius ring, then R and R are isomorphic also as left R−modules. 
is an isomorphism of R−modules for all u, v ∈ R, and for all χ ∈ R. The following lemma plays an important role in deriving a MacWilliams-type identity for weight enumerators over finite commutative Frobenius rings: Lemma 2.2. Let f be a function defined on R N , and let χ be a generating character on R. The Hadamard transform f of f is defined by
Then, the following relation holds between f (v) and f (u) :
where |C| denotes the size of the code C.
Proof. Proof is similar to that of Lemma 2 of [20] .
3 Byte poset level weight enumerator of a linear P R −code
Byte weight enumerators are introduced for Hamming metrics due to the burst errors that occur in both transmission or storing data processes. In [40] , codewords with an index partition are introduced and MacWilliams identity is proven. In this section we combine the byte-weight concept with posets. Further, we point out that the definition in [40] becomes a special case by choosing a special poset. Now we introduce the following weight function that is going to appear in the proof of Theorem 3.1.
Definition 3.1. Let C be a linear P R −code over a poset of size N and s levels and let R = {β 0 , β 1 , ..., β q−1 }. To each n i -tuple u i in R n i we define the weight function as follows:
where S, k ∈ {1, 2, ..., s}.
Example 3.1. Let C be a binary P F 2 −code with N = 6 and s = 3. Consider the vector u in Example 2.1. Then, η 1:10 (β 1 , β 0 ) = η 2:1 (β 1 ) = η 3:100 (β 1 , β 0 , β 0 ) = 1. Otherwise
We are now ready to give the definition of a byte poset level weight enumerator for a linear P R −code. Definition 3.2. Let C be a linear P R −code over a poset of size N and s levels. Then the byte poset level weight enumerator of C is defined as follows: , where a = min{n j : j = 1, ..., s}, b = max{n j : j = 1, ..., s}, and
Now, we state the MacWilliams identity for a linear P R −code.
Theorem 3.1. Let C be a linear P R −code over a poset of size N and s levels. Then, the relation between the byte poset level weight enumerator of C and its dual is given by
where χ is a nontrivial additive character of R,
, and Q = {0, 1, ..., q − 1}.
Proof. We recall Lemma 2.2 that
Let V = R N and for v ∈ R N we take We rewrite each vector u and v in their s−level representation, and we observe that .
We use the definition of χ u , (2.3), and rewrite each v i more explicitly under the observation of Definition 3.1. Hence, we obtaiñ
...
Recalling that µ S:i 1 ,i 2 ,...in j counts the number of s−levels of the codeword u that are equal to the n j −tuple (β i 1 , β i 2 , ..., β in j ) we obtaiñ
. Now by applying the equality (3.2) given at beginning of the proof, we obtain the desired result.
4 Complete poset level weight enumerator of a linear P R − code
In this section, we introduce the definition of complete m-spotty poset level weight enumerator of a linear P R −code over Frobenius rings and obtain a MacWilliams-type identity for the complete poset level weight enumerator.
Definition 4.1. Let C be a linear P R −code over a poset of size N and s levels. Then the complete poset level weight enumerator of C is defined as follows:
where u i denotes the part in the ith level of a codeword.
Let l j (0 ≤ j ≤ n j ) be the Hamming weight of the part in the jth level of a vector v, and (l 1 , l 2 , ..., l s ) be the Hamming weight spectrum vector of v. Then, we can express the last equality in an equivalent but different form which can be directly expressed by the parameters l = (l 1 , l 2 , ..., l s ) and A l = A (l 1 ,l 2 ,...,ls) as follows:
where the summation l takes over all l satisfying 0 ≤ l j ≤ n j for each j and A l denotes the number of codewords in C having the Hamming weight spectrum vector l = (l 1 , l 2 , ..., l s ).
In the following theorem, we derive a MacWilliams-type identity for the complete poset level weight enumerator of a linear P R −code.
Theorem 4.1. Let C be a linear P R −code over a poset of size N and s levels. Then, the relation between the complete poset level weight enumerator of C and its dual is given by
where χ is a nontrivial additive character of R and the summation l takes over all l satisfying 0 ≤ l j ≤ n j for each j and A l denotes the number of codewords in C having the Hamming weight spectrum vector l = (l 1 , l 2 , ..., l s ). Here, l j a j = 0 for l j < a j and 0 0 = 1.
, by Lemma 2.2, we obtain Let v j be a vector in R n j for 1 ≤ j ≤ s, having w(v j ) = p j . Assume that the vector u j and v j both have nonzero components at a j positions out of l j nonzero positions of u j , which can be chosen in l j a j ways. By Figure 2 , the remaining p j − a j nonzero positions of v j coincide with the zero positions of u j , which are n j − l j in number, and can be chosen in
ways. Also w(v j ) = p j , the nonzero entries of v j appear at p j positions, say at l 1 , l 2 , ..., l p j . Then,
where R * = R\ {0} . Since both u j and v j have non-zero bits at a j positions, assume that u i has non-zero bits positions l 1 , l 2 , ..., l a j . Then, we obtain the following equality:
Since χ is a non-trivial generating character, by Corollary 2.1,
However, using χ(0) = 1 and |R * | = q − 1, we obtain the following:
As v j runs over the elements of R n j , its Hamming weight p j varies from 0 to n j . Hence,
Since A l is the number of codewords in C having the Hamming weight spectrum
where the summation runs over all s−tuples. Substituting Eq.(4.1) into Eq.(2.7) Lemma 2.2 we get the result.
Poset level weight enumerator of a linear P R −code
In this subsection, we extend the definition of poset level weight enumerator of linear codes to Frobenius rings, originally given for the binary field in [2] and establish a MacWilliams-type identity for these weight enumerators.
Definition 4.2. Let C be a linear P R −code over a poset of size N and s levels. Then the poset level weight enumerator of C is defined as follows:
Example 4.1. Let P be a partial ordered set with order relation 1 < 2 < 3. Consider two binary linear P F 2 −codes given by C 1 = {000, 001} and C 2 = {000, 111} .
It is easily seen that the linear P F 2 −codes C 1 and C 2 have the following dual codes, respectively:
, 100, 010, 110} and C ⊥ 2 = {000, 110, 101, 011} .
By Definition 4.2, the poset weight enumerators of these codes and their dual codes are obtained as follows:
In the following corollary, we establish a MacWilliams-type identity for P W (C|z 1 , z 2 , ...z s ) and P W C ⊥ |z 1 , z 2 , ...z s as follows:
Proof. It is easy to see that
. So, we only need to show that the triangle equality, i.e. 
Examples
In this section, we present some illustrative examples for byte poset level weight enumerators, complete poset level weight enumerators, poset level weight enumerators and m-spotty poset level weight enumerators over a special poset given in Figure 3 . Further, their dual weight enumerators are presented as well.
Example 5.1. Let C = {0000, 1010, 0111, 1101} be a linear P F 2 −code. It can be easily seen that C ⊥ = {0000, 1011, 0101, 1110}. By Definition 3.2, the byte weight enumerators of these codes are as follows: with z k/t j j in Example 5.2, respectively, where 1 ≤ j ≤ 3, t = (t 1 , t 2 , t 3 ) = (2, 1, 1) . Therefore, the poset weight enumerator and the m-spotty poset level weight enumerator of C ⊥ via the complete poset weight enumerator of C ⊥ given in Example 5.2 can be easily seen as follows: 
Conclusion
In this study, byte poset level weight enumerators, complete level weight enumerators, poset level weight enumerators and m−spotty poset level weight enumerators of linear poset codes over Frobenius rings are introduced. Respectively their MacWilliams identities are established. Naturally this contribution has led to generalizations of some recent work done on weight enumerators and due to this generalizations some wellknown weight enumerators and their MacWilliams type identities are easily obtained as corollaries. Since these are new weight enumerators, similar to the classical cases there are many new directions for further studying. For instance, Gleason's type theorems and lattices related to these weight enumerators are just a few to mention here.
