1. Introduction {#s0005}
===============

The joint effect of the chemical and mechanical environment a cell experiences influences it behaviour across many timescales. For example, on short timescales (minutes to hours) a cell may exhibit motile behaviour in response to chemical and mechanical cues [@b0005], [@b0010], while on longer timescales (hours to days) these same cues affect cell survival and differentiation into distinct lineages [@b0015], [@b0020], [@b0025], [@b0030]. Although associated with behaviour at comparatively short timescales, cellular motility plays a central role in a number of long-lasting physiological and pathophysiological processes [@b0035], [@b0040], [@b0045]. The visualization of its associated displacements of molecules [@b0050], [@b0055], [@b0060], [@b0065], [@b0070], [@b0075], [@b0080], cellular structures [@b0085], [@b0090], [@b0095], [@b0100], and cells [@b0105], [@b0110], [@b0115], [@b0120]have made it an alluring area of research across many fields. Fluorescence-based microscopy has not only allowed for the visualization of these displacements, but also the biochemical characterization of the structures involved. In conjunction with biochemical and genetic manipulations, fluorescence-based microscopy data has resulted in an extensive literature detailing the processes involved in motility across many lengthscales: from the single molecule scale to the tissue-level scale. A significant challenge in the field has been to take these complex, and sometimes seemingly contradictory, experimental characterizations and arrive at a mechanistic understanding of what drives a specific cellular behaviour. While proper experimental design is crucial in this endeavour, theoretical models, both mathematical and computational, have proven to be useful in providing a level of control, spatiotemporal resolution, visualization, and quantification that may go well beyond what can be achieved experimentally.

The motile behaviour of cells highlights the importance of force-generation in cells, which is largely thought to arise from a combination of actin polymerization and myosin-driven contraction [@b0125]. However, in order for directed cellular motion to occur, the internal forces of the cell must be transmitted to its environment. One means by which cells accomplish this force transmission are integrin-based adhesions, macromolecular structures that act as a mechanical linkage between the cell's environment and its actin-cytoskeleton [@b0125], [@b0130]. Interestingly, integrin-based adhesions are mechanosensitive, assembling and adjusting their size and strength in response to force [@b0090], [@b0085], [@b0135], [@b0140], [@b0145], [@b0150], [@b0155], [@b0160]. The highly dynamic nature of these relatively large structures poses a significant modeling challenge as it involves interactions across many length- and timescales. Indeed, adhesions are formed as the result of interactions between over 100 different proteins which often exhibit some form of redundancy [@b0165], making it difficult to both isolate key players and determine how nuanced interactions may lead to divergent behaviours. Nonetheless, many models of adhesions and the molecules which comprise them have been successful in furthering our understanding of adhesion dynamics and the role that forces play in determining these dynamics.

In this review we will cover some of these models and the experimental findings which motivated their formulation. In particular, we will focus on the mathematical forms which give rise to specific model behaviours, and the relation these forms have to the underlying physics and biological structure of adhesions. The emphasis on mathematical forms is made to help clarify the critical determinants of cellular behaviour rather than the specific results of a simulation which may depend heavily on indeterminate parameter values. We will see how these mathematical forms are used to predict both steady-state and transient behaviours of this system at the single-molecule, adhesion, and membrane level.

This review is organized as follows. First, we briefly discuss the architecture of adhesions and how it relates to their function, and then highlight some aspects of the adhesion life cycle which will be relevant to modeling. The bulk of the review will then be allocated to covering various mathematical models which have yielded insight into the dynamics of adhesions. Broadly speaking, we will focus on models have that either analyzed integrins receptors and their bonds to ligands or studied the condensed phase of adaptor proteins which form a plaque that sits atop the integrins. First, we will show how a combination of experiments and modeling have enriched our understanding of single integrin dynamics, and then explore how the properties of the integrin-ligand bond can be incorporated into bond-cluster models that predict the mechanical response of a collection of integrin receptors. Subsequently, we will cover some theoretical treatments of the adaptor protein plaque and its response to anisotropic applied forces. This will be followed by briefly describing a model that helped bridge the two classes of models of adhesions, and reconcile some of the differences between the outcomes of the two classes of models. Finally, we will draw some conclusions and give an outlook on future challenges in the field. An appendix detailing the common thermodynamic formulation of the models presented here is also included at the end of the review.

2. Biological background {#s0010}
========================

2.1. Adhesion architecture {#s0015}
--------------------------

Adhesions are comprised of a very large number of dynamically interacting proteins to produce a bio-mechanically regulated force transmission point between a cell's actin-cytoskeleton and its environment [@b0165]. Central to this force transmission is the integrin receptor, a heterodimeric transmembrane protein which binds extracellularly to ligands typically found in connective tissue and whose cytoplasmic domain is linked to the actin-cytoskeleton through interactions with adaptor proteins (see [Fig. 1](#f0005){ref-type="fig"}, [@b0170], [@b0130]). Adaptor proteins are a class of cytosolic proteins which form a membrane-proximal plaque. This plaque aides in the spatial organization of integrins, into discrete adhesions [@b0175], [@b0180], [@b0080], and serves as a mechanical linkage between integrins and the actin-cytoskeleton. The adhesion plaque is formed as a result of adaptor proteins binding to integrins as well as one another. Aggregation of adaptor proteins leads to the growth of the adhesion plaque through adsorption, while the reverse process of desorption may explain shrinkage of the plaque [@b0185], [@b0190], [@b0195], [@b0200], [@b0095]. The term net adsorption will be used to refer to the combined effect of both processes. Biochemical signaling events and mechanical forces have both been implicated in modifying the propensities of these adsorption/desorption processes, providing the cell with means to dynamically alter the size and stability of adhesions.Fig. 1Structural diagram of the nanoscale architecture of integrin-based adhesions in a protrusive region of a motile cell. Integrin receptors span the cell membrane, binding to ligands in the extracellular matrix. Their cytoplasmic tails are complexed with adaptor proteins, forming an adhesion plaque that connects them to F-actin. The integrin signaling layer is the juxtamembrane region (10--20 nm in thickness) where adaptor proteins involved in signaling pathways are found (e.g., paxillin). Above this layer is the force transduction layer (terminating cytosolically 50--60 nm above the membrane) enriched with talin and active vinculin, proteins that form a linkage between the actin-cytoskeleton and integrin. Finally, the actin regulatory layer contains proteins that help organize actin into contractile stress fibres. A stress fibre typically points from the adhesion towards the cell nucleus; this directionality is used to define the adhesion's frame of reference in which distal (proximal) refers to the tip furthest away from (closest to) the nucleus. A gradient in paxillin phosphorylation leads to an asymmetry in the distribution of active vinculin [@b0245], [@b0075], while the elastic response of the adhesion plaque has been theorized to produce a gradient in the tilt of proteins in thetransduction layer [@b0200]. Figure adapted from [@b0130] and [@b0200].

The adhesion plaque is divided into functionally distinct layers (see [Fig. 1](#f0005){ref-type="fig"}, [@b0205], [@b0075]). The lowest layer is known as the integrin signaling layer (terminating cytosolically 10--20 nm away from the membrane), where adpator proteins are closely associated with integrins, allowing paxillin- and FAK-dependent signals to relay information about the integrin-ECM linkage to various biochemical signaling pathways [@b0210], [@b0215]. Above the signaling layer lies a force transduction layer (terminating cytosolically $50–60\ {nm}$ away from the membrane) which links integrins to filamentous actin (F-actin), and is primarily comprised of talin (which both activates integrins and binds to F-actin [@b0220]) and vinculin (which reinforces the talin-actin bond [@b0225], [@b0230]); this latter layer is responsible for the transmission of forces from the actin-cytoskeleton to integrins. One would expect the many proteins in the force transduction layer to be associated with actin filaments, which requires actin filaments to be brought into contact with the adhesion. Consequently, immediately above the transduction layer, is an actin regulatory layer which contains the proteins VASP, zyxin, and $\alpha$-actinin [@b0205]. The proteins in this uppermost regulatory layer promote filament growth and F-actin bundling into very stable and contractile stress fibres [@b0235], [@b0240]. This means that these three functional layers interact to self-assemble into the mechanical linkage between the actin-cytoskeleton and the external environment [@b0130]. Within this framework, the signaling layer contains the mechanical link to the external environment (i.e., integrins), the transduction layer connects these integrins to the actin-cytoskeleton, and the regulatory layer helps to organize the actin-cytoskeleton around the adhesion into structures that produce the force transmitted through integrins to the external environment.

2.2. Adhesion life cycle in motile cells {#s0020}
----------------------------------------

Focal adhesions form through a series of biochemically- and mechanically-driven steps. They initially start as highly dynamic nanoscale clusters of integrins, termed nascent adhesions (NAs), in the lamellipodium [@b0250], a morphological compartment with a very dense quasi-two-dimensional polymerizing actin meshwork. This semi-rigid network of F-actin projects from the actin-cytoskeleton to form the leading edge of a polarized cell [@b0255], while the polymerization of the filaments drives the leading edge forward by using NAs as anchor points [@b0260], [@b0265]. As the leading edge of a migrating cell moves forward, so does its lamellipodium; once a NA is no longer covered by the lamellipodium it disassembles rapidly [@b0095]. However, a small fraction of NAs stabilize and persist beyond the lamellipodium, growing centripetally inwards into mature focal complexes (FCs) and focal adhesions (FAs) [@b0095], [@b0270].

The decision for a NA to disassemble or initiate its maturation is regulated biochemically by changes in the molecular state of adaptor proteins (e.g., phosphorylation of FAK or paxillin) [@b0275], [@b0245], [@b0280]. From a mechanical perspective, maturation is associated with an increase in traction stress [@b0285], [@b0290], [@b0155]. Therefore, it is not surprising that the association of a FA with a contractile actin stress fibres results in its stabilization [@b0150]. As the whole cell moves forward, its FAs either gradually disassemble as they steadily move towards the cell rear [@b0295], or, in some cell types, they may become highly stable fibrillar adhesions which form as a result of cell-dependent reorganization of the ECM [@b0300]. In fibroblasts, the former effect is fairly robust with only $\sim$10% of FAs at the trailing edge originating from the front of the cell, whereas trailing FAs primarily originate in small protrusions at the rear and lateral zones of the cell [@b0295].

The spatiotemporal regulation of disassembly for non-fibrillar FAs remains incompletely understood. Yet, it has been found that (i) FAs undergo repeated periods of disassembly which are correlated with their proximity to the growing tips of microtubules [@b0295], (ii) microtubule tips are targeted to FAs in a paxillin-dependent manner [@b0305], and (iii) abrogating microtubule growth halts the disassembly of FAs [@b0310], [@b0315]. Interestingly, this microtubule-dependent disassembly seems to be mediated by clathrin-dependent endocytosis of integrins [@b0320], [@b0325], [@b0330], while other internalization routes (e.g., caveolin-dependent endocytosis) may also contribute to adhesion disassembly [@b0335]. Furthermore, in some cellular contexts, internalization may be further aided by the exocytosis of matrix metalloproteases that degrade the ECM [@b0340], [@b0345]. For more on the interplay between microtubules and adhesions or the internalization of integrins, we refer the reader to the reviews by Seetharaman and Etienne-Manneville [@b0350], or De Franceschi et al. [@b0335], respectively.

Within motile cells, FAs that form at the front of the cell are effectively immobile relative to the ECM. When these FAs reach the rear of the cell they must disassemble in order for the cell to continue migrating. FA-disassembly at the cell rear allows for the trailing membrane to roll forward which in turn permits further extension of the lamellipodium. While the presence of FAs in this region of the cell is necessary for proper cell spreading and resisting the tension generated in the lamellipodium, their timely disassembly is necessary for efficient cell migration. This disassembly occurs primarily by two means: integrin/adhesion release and adhesion sliding.

Integrins are "released" from the trailing edge of a migrating cell [@b0355], [@b0360]. On a highly adhesive ECM, this process is caused by intracellular breakage of the FA plaque-integrin linkage, leaving integrins stuck to the ECM after the trailing edge moves forward; on the other hand, on less adhesive substrates, release of integrins from the cell is infrequent with breakage occurring extracellularly at the integrin-ECM linkage [@b0360], a process we term adhesion release. Regardless of the adhesiveness of the ECM, however, strong traction forces produced by RhoA-dependent myosin-driven contraction of the actin cytoskeleton drive the breakage of bonds that hold the FA together, leading to their disassembly. At least two biochemical mechanisms have been identified as modulators of adhesion release. First, the calpain family of intracellular ${Ca}^{2 +}$-dependent proteases have been shown to cleave a number of FA proteins which can (directly or indirectly) mechanically decouple integrins from the actin cytoskeleton [@b0360], [@b0365], [@b0370], [@b0375]. Second, in lymphocytes, it has been experimentally found that the protein SHARPIN associates with the integrin (LFA-1) preferentially at the cell rear and maintains it in a low-affinity inactive conformation that facilitates the mechanical breakage of the integrin-ligand bond [@b0380], [@b0385]. Notably, this low affinity state does not exhibit the normal mechanosensitive binding properties of the integrin bond [@b0390], [@b0385].

Alternatively, adhesion sliding may also occur in a subset of FAs at the cell rear [@b0395], and unlike integrin release, it is not migration-dependent [@b0400], but is a tension-dependent process [@b0405]. During FA-maturation, the proximal tip of an elongated adhesion grows more rapidly than the distal tip shrinks, leading to further elongation [@b0090], [@b0095], in contrast to adhesion sliding where the distal tip typically shrinks more rapidly than the proximal tip grows. This striking phenomenon leads to an apparent sliding of FAs towards the center of the cell, and a gradual decrease in their size. Although these sliding adhesions visually appear to exhibit slippage, this phenomenon is more likely due to an asymmetry in matter exchange rates between the two tips of adhesions [@b0405], [@b0060], [@b0410]. Biochemically, a number of proteases have been implicated in this process [@b0410], but as we shall see in this review, a number of mechanical effects may also be implicated in adhesion sliding.

3. Integrin activation and mechanosensitivity {#s0025}
=============================================

Integrin receptors exist as non-covalently bonded heterodimeric pairs of $\alpha$ and $\beta$ subunits. There are 18 $\alpha$ and 8 $\beta$ subunits in vertebrates, which allow different cell-types to exhibit diverse responses to extracellular signals through differential ECM ligand binding, cytoskeletal association, and biochemical signaling [@b0415]. Initial crystal structures of integrins showed that the heads of the extracellular domains of both $\alpha$ and $\alpha$ subunits are bent towards the membrane [@b0420]. This conformation is now regarded as the inactive form of the integrin receptor, capable of binding to ligands with a low affinity. In order for the receptors to bind their ligands with high affinity, integrins must first become activated through global conformational changes that expose the binding head of the receptors [@b0425]. This conformational change can be induced chemically by replacing extracellular Ca^2+^ with Mg^2+^ or Mn^2+^, resulting in an equivalent change in the identity of the divalent cation contained in the metal-binding sites of the integrin receptor [@b0430], [@b0435]. Alternatively, the binding of the cytoplasmic protein talin to the intracellular tail of the $\beta$ subunit has also been found to activate integrins through equivalent conformational changes [@b0440], [@b0445]. The latter form of activation is the more physiologically relevant pathway and is termed inside-out activation, which is associated with numerous downstream signaling effects [@b0450], [@b0455].

During the conformation changes associated with activation, integrins become extended in such a way that their binding heads points towards extracellular ligands [@b0425]. In this extended state, the binding head can be either in a closed or an open state [@b0460]. It was previously shown that the opening of the headpiece is the step required for high affinity binding [@b0465]. This was in line with molecular dynamics simulations suggesting that an intermediate affinity state could correspond to a force-stabilized intermediate step in the physical extension of the $\alpha$ subunit that is associated with the switch from the low affinity inactive state to the high affinity active state [@b0470], [@b0475]. Such a view agrees with the experimental observation that activated integrins typically exhibit less ligand binding than that of the high affinity binding state induced by divalent cations, with the high affinity state being achieved transiently in some activated cells [@b0480], [@b0485], [@b0490], [@b0495]. Based on this, we can conclude that the complete integrin activation process involves the extension of the receptor followed by the opening of the headpiece, and that the extended state with a closed headpiece may represent a force-induced partially activated state. The three major *active* and *inactive* conformations of integrin can thus be described as follows:1.The *inactive* bent closed (BC) conformation that has its binding head bent towards the membrane, away from extracellular ligands, and binds ligand with a low affinity.2.The *inactive* extended closed (EC) conformation that has its legs extended, with the binding head pointing away from the membrane (towards extracellular ligands), and exhibits a low binding affinity due to a partially occluded binding site.3.The *active* extended open (EO) conformation that has its legs not only extended but also separated, reflecting the opening of the headpiece, and as a result exhibits high binding affinity.

While the structural details of the activation process have been studied extensively, some questions still remain. In particular, what are the relative contributions of mechanical and chemical cues in the activation process? Can either effect explain activation alone? How do these aforementioned conformational changes manifest themselves in the ligand binding kinetics of integrin?.

3.1. Mechanism of activation {#s0030}
----------------------------

Differences in the structural and functional properties of the three conformations, mentioned above, have lead to the genesis of the so-called force-activation hypothesis [@b0415]. Within this framework, it is assumed that naive receptors are overwhelmingly found in the BC conformation, but upon loading them with mechanical force, the extended conformations (EC & EO) of integrin are stabilized by the work needed to refold the protein under load [@b0470], [@b0475], [@b0500]. This allows integrins to be primed for higher affinity ligand binding through the application of force [@b0505], [@b0510]. Because integrins are the primary component of adhesions, their mechanosensitive affinity regulation has been posited as a possible mechanism for the initiation of cellular responses to force [@b0100].

We now ask whether or not force activation is the unique mechanism of activation. As mentioned above, binding of talin (or kindlin, [@b0515]) to integrins cytoplasmic tails is widely regarded as the biochemical step necessary for activation. However, it is unclear if talin binding is sufficient for activation. In other words, can a lack of mechanical activation be compensated for by a high enough talin concentration? A recent theoretical study by Li and Springer has investigated this question using a thermodynamic approach to model the conformational equilibria of $\alpha_{5}\beta_{1}$ integrin receptors [@b0520]. To quantify the probability of activation as both the force and the concentration of relevant chemical species (e.g., talin and fibronectin) are varied, they considered the molar free energy of the bare receptors (i.e., their reference chemical potential $\mu^{0}$ as determined by fluorescence polarization [@b0500], see [Appendix A](#s0085){ref-type="sec"} for more on $\mu^{0}$). They also included the contributions of relevant chemical reactions as well as the mechanical work needed to revert a receptor back to its inactive BC conformation. In particular, they assumed that integrins are only loaded with force when bound to both a cytoplasmic adaptor protein and an extracellular ligand, In this case, an integrin receptor has a chemical potential given by$$\Delta\mu_{i} = \mu_{i}^{0} - k_{B}T\ln\left( {C_{ada}/K_{ada}^{i}} \right) - k_{B}T\ln\left( {C_{lig}/K_{lig}^{i}} \right) - F\Delta x^{i},$$where $i \in \left\{ {{BC},{EC},{EO}} \right\},C_{ada}$ ($C_{lig}$) is the concentration of adaptor proteins (extracellular ligands), $K_{ada}^{i}$ ($K_{lig}^{i}$) is the experimentally determined dissociation constant for complexes formed between an integrin with conformation *i* and adaptor proteins (extracellular ligand), *F* magnitude of the applied force, and $\Delta x^{i}$ is the characteristic displacement length of conformation *i* relative to the BC conformation (i.e., $\Delta x^{BC} = 0$). We note here that the original study used the symbol $\Delta G_{i}$ rather than $\Delta\mu_{i}$ to denote the molar Gibbs free energy, however since the systems under consideration are individual molecules these two quantities are equivalent (see [Appendix A.1](#s0090){ref-type="sec"}). The probability of being in an active state in the absence of applied force was then computed using the Boltzmann distribution, where in the absence of applied force, $\sim 99.7\%$ of $\alpha_{5}\beta_{1}$integrins were expected to be in the inactive BC conformation. In comparison, the conformational equilibria of $\alpha_{4}\beta_{1}$ integrins were found to have $\sim 98.4\%$ of integrins in the BC conformation (i.e., $\sim 1.0\%$ of $\alpha_{4}\beta_{1}$ are in the active EO conformation compared to $\sim 0.17\%$ for $\alpha_{5}\beta_{1}$), suggesting that the conformational energies of $\alpha_{4}\beta_{1}$ integrins may prime them for the rapid adhesion involved in rolling leukocyte extravasation [@b0525], [@b0530].

While Eq. [(1)](#e0005){ref-type="disp-formula"} is only part of the complete thermodynamic model, it highlights the dependence of free energy on chemical and mechanical contributions. Changes in chemical concentration affect free energy in a logarithmic manner, while changes in mechanical force have a linear effect on the free energy. Thus under the physiological assumption that both ligand and adaptor proteins are present at non-zero concentrations, variations in their concentration will have little effect on the outcome of the activation process. On the other hand, mechanical force has a much more potent effect, with an intrinsic free energy difference between the BC and EO conformation ($\mu_{EO}^{0} - \mu_{BC}^{0}$) equivalent to only $\sim 1\ {pN}$of applied force when $\Delta x = 14.5\ {nm}$ [@b0520]. This suggests that integrin activation is ultra-sensitive to changes in applied force, with an activation probability that can jump from $\sim 0$ to $\sim 1$ over a range of only $\sim 2\ {pN}$. We note here that this force range should be readily attained in networks of polymerizing F-actin ($\sim 1$ pN per filament, [@b0535], [@b0540]). Chemical effects, on the other hand, produce a much more graded response, requiring chemical concentrations to vary over many orders of magnitude to produce significant changes in extension/activation of integrin receptors. Due to the rapid dynamics of integrin activation [@b0545], the extension of integrins, and their subsequent activation, seems much more likely to be caused by mechanical forces than by chemical effects. It is important to point out here that, at very low adaptor protein concentrations, the second term in Eq. [(1)](#e0005){ref-type="disp-formula"} will dominate over $\mu_{i}^{0}$, indicating that almost no receptors will be bound to an adaptor protein due to the chemical potential of adaptor-bound conformations being exceedingly high. In such a scenario,the force-dependence of activation will vanish, as almost no receptors will be loaded with force. This implies that, neither talin binding nor mechanical forces are sufficient for activation, rather both are necessary. Interestingly with a physiologically reasonable applied force of 1.5 pN [@b0550], the energy differences intrinsic to $\alpha_{4}\beta_{1}$ also seems to give these integrins enhanced sensitivity to changes in adaptor protein concentration/affinity relative to $\alpha_{5}\beta_{1}$ [@b0525]. Furthermore, the intrinsic conformational energies were also found to vary across cell-types [@b0525]. These cell-specific differences were likely due to variations in physicochemical environments, which may be caused by differences in membrane composition and cytoplasmic proteins that interact with integrins such as adaptor proteins or inhibitors of activation [@b0525]. This variability highlights that the interplay between chemical and mechanical effects is non-trivial as well as cell- and integrin subtype-specific, but that it may be explored using the thermodynamic framework developed by Li and Springer. For more on the mechanosensitive activation of integrins, we refer the reader to the reviews by Sun, Costell, and Fassler [@b0555] as well as Kechagia, Ivaska, and Roca-Cusachs [@b0560].

3.2. Unbinding kinetics of integrin {#s0035}
-----------------------------------

While we have seen how structural changes in integrin receptors can lead to their activation and how these changes are driven by a combination of mechanical and chemical effects, it remains unclear how such processes manifest themselves in the dynamics of adhesions. To answer this question, we will first explore how the conformational changes discussed above result in a very specific mechanical response for integrin receptors using a combination of theoretical and experimental perspectives. In order to appreciate the richness of the resulting behaviour, we begin by considering a generic theory for the unbinding of molecular bonds under mechanical load. In [@b0565], a phenomenological expression for the rate of unbinding of a collection of molecular bonds all experiencing a mechanical load *F* was originally proposed by Bell; it was given by $k_{\mathit{off}} \propto \exp\left( {F/F_{0}} \right)$. Such an expression may be derived from Eq. [(A.11)](#e0105){ref-type="disp-formula"} by accounting for the work done by the force $\overset{\rightarrow}{F}\left( \overset{\rightarrow}{\ell} \right)$along the reaction path $\overset{\rightarrow}{\ell}$ starting from the bound state; that is$$\mu\left( x \right) = \mu^{0}\left( x \right) + \int_{x}^{x_{0}}\overset{\rightarrow}{F}\left( \overset{\rightarrow}{\ell} \right) \cdot d\overset{\rightarrow}{\ell},$$$$= \mu^{0}\left( x \right) + \mu_{F}\left( x \right)$$where *x* is the position of bonded molecule, $x_{0}$ is the position of the bound state, $\mu^{0}\left( x \right)$ is its chemical potential in the absence of force, $d\overset{\rightarrow}{\ell}$ is the infinitesimal displacement of the molecule along the reaction path from the bound state, and $\mu_{F}\left( x \right)$ is the chemical potential due to the applied force. Using Eq. [(A.11)](#e0105){ref-type="disp-formula"}, we may arrive at $k_{\mathit{off}} \propto \exp\left( {- \Delta\mu_{0}^{\ddagger}/k_{B}T} \right)\exp\left( {\int_{x^{\ddagger}}^{x_{0}}\overset{\rightarrow}{F}\left( \overset{\rightarrow}{\ell} \right) \cdot d\overset{\rightarrow}{\ell}/k_{B}T} \right)$, where $x^{\ddagger}$ is the position of the transition state and $\Delta\mu_{\ddagger}^{0} = \mu^{0}\left( x^{\ddagger} \right) - \mu^{0}\left( x_{0} \right)$ is the intrinsic chemical potential difference of the transition state in the absence of force. It is indeed possible to use spatial potentials to investigate the unbinding rate in a way that actually considers the reaction path, revealing a threshold in force ramping rate required to produce a force-dependent unbinding rate [@b0570]. Moreover, such predictions have lead to an experimentally validated theory of dynamic force spectroscopy for weak non-covalent bonds [@b0575]. However, it is more common to simply abstract the molecular movements and rewrite the integral as $\Delta\mu_{\ddagger} = \Delta\mu_{\ddagger}^{0} - F\Delta_{\|}x^{\ddagger}$ where $\Delta_{\|}x^{\ddagger}$ is the displacement from the bound state to the transition state parallel to the direction of the force. Defining the bound state as having a chemical potential of zero, we may use Eq. [(A.11)](#e0105){ref-type="disp-formula"} to compute the unbinding rate as$$\begin{aligned}
{k_{\mathit{off}}\left( F \right) =} & {\gamma\exp\left( {- \Delta\mu_{\ddagger}/k_{B}T} \right)} \\
 = & {\gamma\exp\left( {- \Delta\mu_{\ddagger}^{0}/k_{B}T} \right)\exp\left( {F\Delta_{\|}x^{\ddagger}/k_{B}T} \right)} \\
 \propto & {\exp\left( {F/F_{0}} \right),} \\
\end{aligned}$$where $\gamma > 0$ is a kinetic parameter and $F_{0} = k_{B}T/\Delta_{\|}x^{\ddagger}$ is a force scale that characterizes the force-dependence of the transition. Here, we have assumed that the position of the transition state is independent of *F*, which may not be strictly true, but is a common assumption in the field that agrees well with experimental measurements [@b0570], [@b0580], [@b0585], [@b0590], [@b0595]. Such a formalism defines the behaviour of what is commonly referred to as a slip bond, where the unbinding rate increases monotonically with applied force [@b0600], [@b0605].

Alternatively, by imposing some theoretical assumptions on the potential energy landscape of bonds involved in peeling a membrane off a surface, Dembo et al. predicted a different type of bond, a catch bond, whose off-rate decreases rather than increases with applied force [@b0600]. They also hypothesized that such a bond may be central to a number of biological adhesion phenomenon. Initial experiments using atomic force microscopy under force-ramp conditions suggested that integrin-ligand pairs behave as slip bonds [@b0610], [@b0615], [@b0620]. However, under force-clamped conditions, Kong et al. 2009 demonstrated that these pairs can exhibit a catch bond behaviour, with a short-lived lifetime of $\sim 1\ s$ in the absence of force and a long-lived lifetime of $> 10\ s$ for forces in the 20--30 pN range [@b0625].

A number of physically realistic yet mathematically tractable models have been proposed to explain the catch bond behaviour in a way that is more realistic than its original conception, which predicted a vanishing unbinding rate for arbitrarily large forces. Firstly, Evans et al. developed a five-parameter "state" model with two bound states (see [Fig. 2](#f0010){ref-type="fig"}A) [@b0585]. The interconversion between the two states in this model was assumed to equilibrate rapidly, i.e.,$$\frac{P_{1}\left( t \right)}{P_{2}\left( t \right)} \approx \exp\left( {\Delta\mu_{12}/k_{B}T} \right) = \exp\left( {\Delta\mu_{12}^{0}/k_{B}T} \right)\exp\left( {- F/F_{12}} \right),$$where $P_{1}\left( t \right)$ ($P_{2}\left( t \right)$) is the probability of being in the bound state 1 (2), $\Delta\mu_{12}^{0}$ is the intrinsic energy difference between the two bound states (in the absence of force), and $F_{12}$ is a force-scale which characterizes the transition between states 1 and 2. Furthermore, they assumed that only bound state 2 exhibits a force-accelerated ubinding rate (i.e., $\Delta_{\|}x_{,1}^{\ddagger} = 0$ and $\Delta_{\|}x_{,2}^{\ddagger} > 0$) [@b0585]. With $\Delta\mu_{12}^{0} > 0$, unbinding from state 1, according to this model, dominates at low forces, while the interconversion to state 2 becomes more favourable as force is increased. Therefore, if the intrinsic unbinding rate for state 2 ($k_{2}^{0}$) is significantly lower than that for state 1 ($k_{1}^{0}$) the observed bond lifetime will increase within a force range that (i) favours the interconversion to state 2 and (ii) also satisfies the inequality $k_{2}^{0}\exp\left( {F/F_{2}} \right) < k_{1}^{0}$, producing the catch bond behaviour. Alternatively, in [@b0595], Pereverzev et al. also developed a "pathway" model with two dissociation pathways from one bound state (see [Fig. 2](#f0010){ref-type="fig"}B). The transition states associated with each pathway are assumed to be in opposite directions when projected onto the force vector, i.e.,$$\Delta_{\|}x_{c}^{\ddagger} < 0 < \Delta_{\|}x_{s}^{\ddagger}$$where $\Delta_{\|}x_{c}^{\ddagger}$ ($\Delta_{\|}x_{s}^{\ddagger}$) is the displacement parallel to the force in the catch (slip) pathway. With this difference in sign, the force-dependent unbinding rate can be expressed as$$k_{\mathit{off}} = k_{s}^{0}\exp\left( {F/F_{s}} \right) + k_{c}^{0}\exp\left( {- F/F_{c}} \right)$$where $F_{s},F_{c} > 0$, and an efficient catch bond can be produced when $k_{c}^{0} \gg k_{s}^{0}$ [@b0595]. The state model is more consistent with the experimental evidence for multiple conformations of integrin, but it is also tempting to use the pathway model as it performs almost identically to the state model but has one less parameter to be determined from data [@b0595]. Interestingly, the pathway model may be derived by applying the assumption defined by Eq. [(4)](#e0010){ref-type="disp-formula"} to a more general model of unbinding in the presence of allostery which, unlike the state model, explicitly tracks the allosteric interconversion between bound states [@b0630], [@b0635]. This may explain the relative popularity of the two-pathway model despite the lack of evidence for multiple dissociation pathways from a single bound state [@b0640], [@b0645], [@b0650], [@b0655], [@b0660]. For more on models and experiments related to bond dynamics in the context of cellular adhesion, we refer the reader to a review by Rakshit and Sivasankar [@b0665].Fig. 2Models of integrin unbinding kinetics. (A & B) Two generic models of catch bonds: the two bound state model [@b0585] (A), and the two-pathway model [@b0595] (B). (C) Kinetic model of the mechanosensitive integrin-ligand bond that explains cyclic mechanical reinforcement [@b0510]. Arrow thickness reflects the transition rate between the different states in the absence of force: the thicker the arrow, the the faster rate in the absence of force. In all three models, as force is varied, the transition rates of the transitions depicted by red (blue) arrows increase (decrease), resulting in the observed catch bond behaviour. The black arrow in A signifies an ideal bond whose unbinding rate does not vary with force. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Thus far we have hinted at a relation between bound states of integrins and the conformations that are associated with its activation. Interestingly, it was found that by applying cyclic forces to integrin, rather than using a constant force-clamp, the long lived bound state could be attained at significantly lower force magnitudes, an effect termed cyclic mechanical reinforcement [@b0505]. In order to capture the history-dependence of unbinding, it was crucial to use a kinetic model with three bound states (see [Fig. 2](#f0010){ref-type="fig"}C) that unbinds according to Eq. [(3)](#e0145){ref-type="disp-formula"} (i.e., three slip bonds) and assume that the interconversion between states is force-dependent but not instantaneous [@b0510]. The biophysical properties of these three bound states and the sign of the force-dependence of their interconversion unambiguously allowed for ascribing an equivalence between the three bound states and the three main integrin conformations: BC, EC, and EO. This suggests that the integrin activation process is reflected in the kinetics of integrin unbinding, with each conformation behaving as a slip bond with different properties, while mechanical forces govern the interconversion between the conformations (e.g., extension is favoured in the presence of appropriately directed force) in order to produce the observed catch bond behaviour.

It is worth noting that thermodynamic model of Section [3.1](#s0030){ref-type="sec"} (see Eq. [(1)](#e0005){ref-type="disp-formula"}) predicts that integrin activation can be induced by as little as $\sim 2\ {pN}$ of force, whereas experimental evidence suggests that the catch bond behaviour of integrins is triggered at a threshold of $\sim 10 - 20\ {pN}$ for constant forces [@b0625], [@b0670], [@b0675], [@b0680], and $\sim 5\ {pN}$ for repetitive forces [@b0505], [@b0510]. This discrepancy remains incompletely understood, but may be due to assumption that $K_{lig}^{i}$ is independent of force. As we have seen in this section, integrin unbinding rates vary with force, and thus we may expect the binding affinity ($1/K_{lig}^{i}$) to vary as well. In the following section, we will show how a combination of simulations and theoretical work has been used to investigate the dependence of binding affinity on applied force in the context of generic receptor-ligand binding.

4. Normal forces and the binding affinity of transmembrane receptors {#s0040}
====================================================================

As discussed above, how applied force affects the unbinding process is now relatively well understood from a microscopic point of view. As can be seen in Eq. [(2)](#e0135){ref-type="disp-formula"}, the interaction potential $\mu^{0}\left( x \right)$ between the receptor and ligand pair interacts with the work done by the applied force $\Delta\mu_{F}\left( x \right)$. Of particular interest is the work done at the transition state $\Delta\mu_{F}\left( x^{\ddagger} \right)$, which either aids ($\Delta\mu_{F}\left( x^{\ddagger} \right) > 0$) or hinders ($\Delta\mu_{F}\left( x^{\ddagger} \right) < 0$) the stochastic evolution of the system from the bound state to the transition state. On the other hand, during the binding process, the interaction potential is quite shallow, implying that the unbound molecules will be relatively unconstrained. This makes it unclear as to how to define $x_{0}$ in Eq. [(2)](#e0135){ref-type="disp-formula"} for the binding process. Furthermore, prior to binding, it is somewhat ambiguous how force will modify the energy of the system given that the force applied to the receptor cannot be transmitted to the ligand and vice versa. One can intuit that the molecules under force will be displaced, such that the four factors: (i) the geometry of the molecules (i.e., not simple point particles), (ii) the location of their binding sites (e.g., near the tip of the binding head of integrin receptors), (iii) the geometric constraints on the molecules (e.g., a trans-membrane receptor being anchored to the membrane), and (iv) the direction of the applied force, will all play important roles in determining the binding rates. Due to these displacements, it seems therefore likely that a single molecule description will not be sufficient to study the problem accurately.

To tackle this problem, recent studies [@b0685], [@b0690] [@b0690] have modeled the force-dependent binding affinity of generic receptor-ligand pairs as simple rods anchored to one of two apposing membranes, where the rods have binding sites at their tips. Using Monte Carlo simulations, they produced molecular dynamics (MD) data for the receptor and ligand rods diffusing along thermally fluctuating membranes as well as rotating about their respective anchor points on the membrane. This MD data was used to obtain estimates of binding affinity which were subsequently compared to results obtained from a statistical thermodynamics model (derived in these studies to describe the MD simulations) showing that they were in close agreement. While the statistical thermodynamic model used a more general framework than the one presented in [Appendix A](#s0085){ref-type="sec"}, it nevertheless did employ very similar energetic considerations. In order to understand this model, we begin first by considering the change in Gibbs free energy due to the binding of receptor-ligand pairs in free solution, given by$$\Delta G_{3D} \approx U_{0} - \underset{\Delta G_{trans}}{\underset{︸}{k_{B}T\ln\left( {V_{b}/V} \right)}} - \underset{\Delta G_{rot}}{\underset{︸}{k_{B}T\ln\left( {\Omega_{b}/4\pi} \right)}},$$where $V_{b}$ and $\Omega_{b}$ are the translational and rotational phase-space volumes of the bound receptor-ligand pair, *V* is the volume of the simulations, and $U_{0}$ is minimum binding energy [@b0685], [@b0690]. The phase space volumes in this model were primarily determined using MD data. More specifically, it was assumed that $V_{b} = \left( 2\pi \right)^{3/2}\xi_{x}\xi_{y}\xi_{z}$ where $\xi_{x}$, $\xi_{y}$, and $\xi_{z}$ are the standard deviations of the distributions for the $x,y$, and *z* coordinates of the binding vector that connects the two binding sites, respectively. The binding affinity was then computed using $K_{3D} = V\exp\left( {- \Delta G_{3D}/k_{B}T} \right)$, where V is the volume of the simulation. For membrane bound receptors, the separation between the two membranes, *l*, is critical in determining the binding affinity of the receptor-ligand pairs [@b0690]. Accordingly, Xu et al. have derived the separation-dependent change in Gibbs free energy using the expression$$\Delta G_{2D}\left( l \right) \approx U_{0} - k_{B}T\ln\left( {A_{b}/A} \right) - k_{B}T\ln\left( {\Omega_{b}\Omega_{\mathit{RL}}/\Omega_{R}\Omega_{L}} \right)$$where $A_{b}$ is the translational phase space area of the receptor-ligand complex, *A* is the area of the membrane, $\Omega_{R}$ ($\Omega_{L}$) is the rotational phase space volume of the unbound receptors (ligands), and $\Omega_{\mathit{RL}}$ is the rotational phase space volume of the receptor-ligand complex. This latter term $\Omega_{\mathit{RL}}$ is given by$$\Omega_{\mathit{RL}}\left( l \right)\backsimeq 2\pi\int_{0}^{\pi/2}\exp\left( {- H_{RL}\left( {\theta\text{;}l} \right)/k_{B}T} \right)\sin\left( \theta \right)d\theta,$$where $H_{RL}\left( {\theta\text{;}l} \right) \approx k_{a}\theta^{2} + k_{\mathit{RL}}\left( {l\sec\left( \theta \right) - L_{0}} \right)^{2}$ is the contribution to the Hamiltonian due to anchoring and binding interactions of receptor-ligand complexes, $\theta$ is the angle between the membrane normal and the receptor (ligand) rod, $k_{a}$ is the anchoring strength, $k_{\mathit{RL}}$ is the spring-constant of the receptor-ligand complex, and $L_{0}$ is its preferred length (these last two parameters are determined from a combination of theory and MD data). The rotational phase space volume of the unbound receptors (ligands) $\Omega_{R}$ ($\Omega_{L}$) is determined by an approach similar to Eq. [(7)](#e0025){ref-type="disp-formula"}, but is independent of the membrane separation $\ell$. Similarly to the free-solution case, the separation-dependent binding affinity is given by$$K_{2D}\left( l \right) = A\exp\left( {- \Delta G_{2D}\left( l \right)/k_{B}T} \right),$$where, for thermally fluctuating membranes, the binding affinity can be determined by integrating against the probability distribution of membrane separations, as described by the equation$$K_{2D} = \int K_{2D}\left( l \right)P\left( l \right)\mathit{dl}\text{.}$$

From MD data, Xu et al. found that the membrane separation is normally distributed, with $P\left( l \right) \propto \exp\left( {\left( l - \overline{l} \right)^{2}/2\in_{\bot}} \right)$, where $\overline{l}$ is the mean membrane separation and $\in_{\bot}$ is its standard deviation.

According to Eqs. [(6)](#e0020){ref-type="disp-formula"} and [(7)](#e0025){ref-type="disp-formula"}, the binding affinity $K_{2D}$$\left( l \right)$ is maximal at some $l_{0} \leqslant L_{0}$, an inequality that follows from the geometric constraint implicit in the $\ell/\cos\left( \theta \right)$ term as well as fact that $\sin\left( \theta \right)$ is monotonically increasing for $\theta \in \left\lbrack {0,\pi/2} \right\rbrack$. In order to directly investigate the effect of force on binding affinity, Xu et al. [@b0695] leveraged this fact and used a harmonic approximation for the binding affinity, given by,$$K_{2D}\left( l \right) = K_{\max}\exp\left\lbrack {- \frac{k_{\mathit{RL}}\left( {l - l_{0}} \right)^{2}}{2k_{B}T}} \right\rbrack,$$where $K_{\max}$ is the maximal binding affinity. Given that their model deals with variations in membrane separation, it was appropriate to use it to investigate the effects of compressive and tensile forces on binding affinity (in contrast to the Bell formalism which can be used to model the effect of force applied in any direction). For compressive/tensile forces, the membranes will be at equilibrium when the force applied to the membrane is equal to the force exerted by the receptor-ligand pairs. This was be expressed as a force-balance condition, given by$$\sigma A = N_{\mathit{RL}}k_{\mathit{RL}}\left( {l - l_{0}} \right),$$where $\sigma$ is the force per unit area (stress) applied to the membrane and $N_{\mathit{RL}}$ is the number of receptor-ligand complexes on the membrane. When combined with Eq. [(A.6)](#e0080){ref-type="disp-formula"}, it is possible to compute the force-dependent binding affinity $K_{2D}\left( \sigma \right)$ implicitly by evaluating $\sigma = \pm g\left( K_{2D} \right)$, where *g* is a function. Numerical evaluation of this relation revealed that binding affinity is maximal for $\sigma = 0$ and decreases as the magnitude of $\sigma$ increases. Moreover, this also revealed that there exists a critical stress threshold $\sigma_{c}$ (where $\partial\sigma/\partial K_{2D} = 0$ and $\partial^{2}\sigma/\partial^{2}K_{2D} < 0$) beyond which there is no solution for binding affinity. Beyond this critical stress, we cannot expect receptor-ligand pairs to form, and thus the membranes will either peel apart or collapse onto one another (i.e., $K_{2D} = 0$). The validity of these predictions was further investigated using simulations, where very good agreement between theory and simulations was confirmed for most cases. In particular, it was found that the effective critical stress observed in simulations is well-predicted for tensile forces (i.e., $\sigma_{c}^{tensile} \approx \sigma_{c}$) while it is always lower than the theoretical value for compressive force (i.e., $\sigma_{c}^{compress} < \sigma_{c}^{tensile}$). Through careful analysis of the critical stress for compressive forces, it was found that the deviations from theory could be well-explained by an Euler buckling instability.

Aside from pushing the boundaries of theoretical understanding of binding kinetics of transmembrane receptors, this theory gave some insights into the biophysical constraints that lead to adhesion release. At the rear of the cell, RhoA-dependent contractile stresses increase during the retraction of the trailing edge [@b0700], [@b0705]. According to the theory covered here, this will lead to a decrease in the binding affinity of integrins (likely leading to a decrease in the size of FAs). If stress eventually surpasses the critical stress threshold, $\sigma_{c}$, all integrins in the FA will unbind leading to release of the adhesion.

In this section, we have seen how a force-balance condition for the membrane leads to the existence of a critical stress value, beyond which the transmembrane receptors cannot support the applied force. Due to the intrinsic geometric aspects of the problem, it was treated as a fundamentally macroscopic problem with the theory developed only applicable to compressive and tensile forces. In Section [6](#s0050){ref-type="sec"}, we will use a microscopic approach based on the Bell formalism developed in Section [3.2](#s0035){ref-type="sec"} that also predicts the existence of a critical force value and can be used to model the effects of sheer force as well.

5. Mechanically-driven clustering of integrins {#s0045}
==============================================

The computational approach developed by Xu et al. (see Section [4](#s0040){ref-type="sec"}, [@b0690]) was also used to investigate the effect of the glycocalyx on integrin binding affinity as well as the spatial clustering it induces. The glycocalyx is a thin layer of anionic material that coats the cell and is made up of a network of glycoproteins and proteoglycans [@b0710]. The glycocalyx has long been associated with the regulation of cell adhesion [@b0715]. Moreover, Paszek et al. [@b0720] recently found that metastatic tumors cells express an excess of large glycoproteins on their cell surface, and that the resulting thicker glycocalyx promotes clustering of integrins and adhesion formation. This finding had been predicted by a computational model previously developed by Paszek and collaborators [@b0725]. Paszek's computational model explored numerical simulations of stochastically binding integrins with an extensive lattice spring model to account for membrane and ECM mechanics. They found that integrin clustering was due to an interplay between integrin binding affinity and glycocalyx repulsion [@b0725]. Effectively, they proposed that a thick glycocalyx prevents integrin binding due to a large separation between the membrane and the ECM, while bound integrins will exclude thick glycoproteins from their vicinity, producing a kinetic trap where more integrins are likely to bind [@b0720].

Due to membrane separation being a key factor in producing glycocalyx-driven integrin clustering, it seemed likely that the theory developed by Xu and collaborators (see Section [4](#s0040){ref-type="sec"}) may be useful to understand this phenomenon. Indeed, in [@b0695] Xu et al. modeled this integrin clustering phenomenon using their familiar system of rod-like receptors and ligands anchored to two apposing membranes, while simultaneously incorporating the effect of the glycocalyx by modeling it as a spring with a rest length of $l_{g}$ and a stiffness per unit area of $k_{g}$ . Using statistical mechanics methods, they then found that the separation between the two membranes is normally distributed, with a mean separation given by$$\overline{l} = \frac{k_{g}\mathit{Al}_{g} + \mathit{nk}_{b}l_{0} + \sigma A}{k_{g}A + \mathit{nk}_{b}}$$and a standard deviation given by$$\in_{\bot} = \sqrt{k_{B}T/\left( {k_{g}A + \mathit{nk}_{b}} \right)}\text{.}$$

As can be seen in Eq. [(8)](#e0030){ref-type="disp-formula"}, the mean binding $K_{2D}\left( \overline{l} \right)$ affinity is a monotonically decreasing function of $l_{g}$ (or $k_{g}$). In view of the fact that a thicker glycocalyx will inevitably have a lower binding affinity than one for which $l_{g} \approx l_{0}$ (a prediction experimentally validated in [@b0720]), it seems paradoxical that a thicker glycocalyx can enhance clustering. However, since clustering produces a different organization at local scales compared to global scales, the global binding affinity may not be adequate or even an appropriate tool to study this phenomenon. As an illustrative simplification of the problem at hand, let us consider the scenario in which the first successful bond has just been formed between a receptor-ligand pair. Near this receptor ligand pair, the membranes will be separated by a distance $l \approx l_{0}$ and thus, locally, the binding affinity can be approximated as$$K_{2D}\left( {l \approx l_{0}} \right) \approx K_{\mathit{\max}},$$while far-away from this receptor-ligand pair $l \approx l_{g} > l_{0}$ and the relevant binding affinity is$$K_{2D}\left( {l \approx l_{g}} \right) \ll K_{\mathit{\max}}\text{.}$$

Therefore, we will not only see more bonds form near an already-existing bond (as there is also a similar local enhancement of the binding rate $k_{on}$ [@b0730], [@b0695]) but also see these bonds more likely to remain formed compared to lone ones forming far away. Statistically, this leads to integrin clustering that is driven purely by mechanical considerations, that does not require the active generation of forces in the actin cytoskeleton. While a qualitative mechanistic understanding of this phenomenon can be obtained from the original computational model [@b0725], the study by Xu et al. found excellent agreement between their own MD data and a theoretical framework based on Eq. [(8)](#e0030){ref-type="disp-formula"} [@b0695]. This demonstrated that their theoretical framework is generic enough to study diverse problems through analytic means as an alternative to numerical simulations which are non-trivial to implement.

6. Mechanical response of integrin clusters {#s0050}
===========================================

We have thus far elucidated how the unbinding rates of single integrins vary with the applied force and how this relates to the conformational changes involved in activation, as well as how force affects the binding affinity of a spatially distributed population of transmembrane receptors on a membrane. As we explained in the previous section, the mechanical effect of the glycocalyx helps to organize integrins into clusters by making local binding-dependent kinetic traps. Furthermore, adaptor proteins in the adhesion plaque locally slow the diffusion of integrins [@b0180]; this as a result enhances the kinetic trapping of integrin underneath the plaque to produce a feed-forward system that leads to organization of integrins (and adaptor proteins) into discrete adhesions [@b0660], [@b0175].

Therefore, it seems relevant to ask how these discrete adhesions, which consist of tens of integrin molecules that stochastically bind and unbind [@b0180], [@b0080], [@b0735], are affected by the active forces generated in the actin cytoskeleton. This question was first investigated by Bell who modeled an adhesion as a collection of bonds sharing a fixed load while dynamically unbinding and rebinding [@b0565]. For a cluster of slip bonds containing $N_{t}$ integrins under a fixed load *F*, the mean number of closed bonds $\left\langle N \right\rangle$ to obeys the rate equation given by$$\frac{d}{\mathit{dt}}\left\langle N \right\rangle = - \left\langle N \right\rangle k_{\mathit{off}}^{0}\exp\left( {F/\left( {\left\langle N \right\rangle F_{0}} \right)} \right) + k_{\mathit{on}}\left( {N_{t} - \left\langle N \right\rangle} \right)$$where $k_{\mathit{off}}^{0} > 0$ is the unbinding rate in the absence of force, $k_{\mathit{on}} > 0$ is the binding rate of a single integrin, and $F_{0}$ is as defined in Eq. [(3)](#e0145){ref-type="disp-formula"}. To characterize the long-term behaviour of such a model, one may seek steady states whose unbinding rate (first term in Eq. [(9)](#e0035){ref-type="disp-formula"}) is equal to the binding rate (second term). Due to the fact that these rates are exponential and linear functions of $\left\langle N \right\rangle$, respectively, it is possible to obtain as many as two such states for $\left\langle N \right\rangle > 0$ [@b0740]. In the scenario with two steady states, the elevated one has its load distributed over comparatively more bonds. This helps to explain why this elevated steady state is consistently found to be stable (see solid line in [Fig. 3](#f0015){ref-type="fig"}A), while the lower steady state is an unstable steady state (see black dashed line in [Fig. 3](#f0015){ref-type="fig"}A). When a bond is broken in the elevated steady state, denoted $N_{s}$, the increase in the unbinding rate (due to an increase in $F/\left\langle N \right\rangle$) is compensated by an increase in the binding rate (due to the increase in $N_{t} - \left\langle N \right\rangle$). When a bond is broken at the lower steady state, denoted $N_{u}$, however, the increase in the unbinding rate is larger than the corresponding increase in the binding rate and thus once a single bond breaks the cluster as whole catastrophically unbinds. As the force *F* is increased, the two steady states come closer to one another, until they annihilate at a critical force $F_{c}$ determined by a saddle-node bifurcation (see grey dotted line in [Fig. 3](#f0015){ref-type="fig"}A) located at$$F_{c} = F_{0}N_{t}W\left\lbrack {k_{\mathit{on}}/\left( {k_{\mathit{off}}^{0}e} \right)} \right\rbrack,$$where *W* is the Lambert W function (i.e., the product-log function). For $F > F_{c}$, no steady state exists with $\left\langle N \right\rangle > 0$; this means that, a cluster with a fixed number of bonds can only support up to a finite load that can be predicted using Eq. [(10)](#e0040){ref-type="disp-formula"}. This also highlights the importance of rebinding for the cluster to be able to resist applied forces, as in the absence of rebinding, we have $F_{C} \propto W\left( 0 \right) = 0$.Fig. 3Bifurcation analysis of the deterministic bond-cluster models reveals saddle-node bifurcations, explaining disassembly dynamics observed in stochastic realizations of these models. Bifurcation diagrams of the mean number of closed integrin-ligand bonds 〈*N*〉 with respect to the mechanical load applied to a cluster of bonds that share the load equally. Branches of stable (black solid lines labeled *N*~s~) and unstable (black dashed lines labeled *N*~u~) steady states meet at saddle-node bifurcation points. This feature is present in (A) the Bell model of adhesion using slip bonds, and (B) the Novikova model of adhesion using catch bonds. Gray dotted lines in A and B represent the set of all saddle-node bifurcation points obtained as the value of *k*~on~ is varied, while the grey solid line in B represents the set of all maximum points on *N*~s~ as the value of *k*~on~ is varied. In stochastic realizations of the models, if the system crosses the threshold determined by *N*~u~ all bonds will catastrophically unbind and the adhesion will disassemble. with respect to the mechanical load applied to a cluster of bonds that share the load equally. Branches of stable (black solid lines labeled *N*~s~) and unstable (black dashed lines labeled *N*~u~) steady states meet at saddle-node bifurcation points. This feature is present in (A) the Bell model of adhesion using slip bonds, and (B) the Novikova model of adhesion using catch bonds. Gray dotted lines in A and B represent the set of all saddle-node bifurcation points obtained as the value of *k*~on~ is varied, while the grey solid line in B represents the set of all maximum points on *N*~s~ as the value of *k*~on~ is varied. In stochastic realizations of the models, if the system crosses the threshold determined by *N*~s~ all bonds will catastrophically unbind and the adhesion will disassemble. Parameters used to compute the black curves are *N*~t~ = 100, *k*~off~^0^ = 1 s^−1^, *F*~0~ = *ϕ*~max~*F*~s~ = 30 pN, and *k*~on~ = 1,2,4 s^−1^ from bottom to top. Representative stochastic realizations of (C) the Bell model with *N*~t~ = 290, *k*~on~ = *k*~off~^0^ = 1 s^−1^, and *F*≈2422 pN, as well as (D) the Novikova model with *N*~t~  =  100, *k*~on~ = *k*~off~^0^ = 1 s^−1^ and *F*≈2306 pN, depicted as gray lines exhibiting catastrophic unbinding when *N*≈*N*~u~ (*N*~t~ was chosen in C such that the values of *N*~s~ are comparable in C and D). The black solid and dashed lines in C and D are the values of the *N*~s~ and *N*~u~, respectively, highlighted in panels A and B.

The deterministic treatment of the model suggests that once the system reaches a stable steady state, it will remain there indefinitely. However, one may wonder if stochastic effects, particularly when adhesions only have a few closed bonds, may alter this outcome. In order to answer such a question, in [@b0745], Erdmann and Schwarz reformulated Eq. [(9)](#e0035){ref-type="disp-formula"} in a discrete setting as a one-step master equation given by$$\frac{d}{\mathit{dt}}p_{i} = r_{i + 1}p_{i + 1} + g_{i - 1}p_{i - 1} - \left( {r_{i} + g_{i}} \right)p_{i},$$where $p_{i}$ is the probability of having *i* closed bonds, and $r_{i}$ and $g_{i}$ are bond rupture and gain rate functions, respectively, defined by$$r_{i} = \mathit{ik}_{\mathit{off}}^{0}\exp\left( {F/\left( \mathit{iF}_{0} \right)} \right)\ {and}\ g_{i} = k_{\mathit{on}}\left( {N_{t} - i} \right)\text{.}$$

Within this setting, we may define the lifetime of a cluster to be the expected time it takes for a stochastic processes described by Eq. [(11)](#e0045){ref-type="disp-formula"} starting with $N_{t}$ closed bonds to reach a state with zero closed bonds. Using standard results from the theory of Markov Chains [@b0750], [@b0755], such a quantity may readily be computed$$T = \sum\limits_{i = 1}^{N_{t}}\frac{1}{r_{i}} + \sum\limits_{i = 1}^{N_{t} - 1}\sum\limits_{j = i + 1}^{N_{t}}\frac{\prod_{k = j - i}^{j - 1}g_{k}}{\prod_{k = j - i}^{j}r_{k}}\text{.}$$

By evaluating this expression for $N_{t} \geqslant 2$, one obtains an expression that increases polynomially with respect to the binding rate, but decreases exponentially with respect to force. This is reminiscent of the difference we saw in the thermodynamic model of integrin activation, where the force-independent reaction had a much more limited effect compared to the force-dependent reaction. While the deterministic picture suggests that for $F < F_{c}$ the system will reach $N_{s}$ provided that $N\left( {t = 0} \right) > N_{u}$ and remain there indefinitely, a stochastic treatment of the problem shows that even for $N\left( {t = 0} \right) = N_{t} > N_{s} > N_{u}$, the system will reach $N\left( t \right) = 0$ in finite time given by Eq. [(12)](#e0050){ref-type="disp-formula"}. Moreover, from the qualitative stability analysis described above, we may posit that for $F > 0$, the unstable steady state $N_{u}$ acts as a threshold separating stochastic trajectories. If at any point in time an adhesion has (i) $N\left( t \right) < N_{u}$, it will almost surely undergo catastrophic unbinding where all bonds unbind very quickly or (ii) $N\left( t \right) > N_{u}$ it will grow towards $N_{s}$ until stochastic fluctuations cause the system to be in scenario (i) and disassemble. This perspective has indeed been confirmed using stochastic simulations (see [Fig. 3](#f0015){ref-type="fig"}C and D, and [@b0645]).

As suggested before, integrin bonds exhibit a catch bond behaviour, but the models of bond-clusters investigated thus far have all assumed a slip bond for the integrin-ligand pair. In order to account for this, in [@b0645], Novikova and Storm used Eq. [(11)](#e0045){ref-type="disp-formula"} with an expression for $r_{i}$ derived from the two-pathway model for catch bonds, given by Eq. [(5)](#e0015){ref-type="disp-formula"} with $F_{s} = F_{c}$, and kept $g_{i} = k_{\mathit{on}}\left( N_{t} - i \right)$ as before to describe the system. Using mean field analysis, they were able to implicitly solve for the steady states of $\left\langle N \right\rangle$ from an expression for the total force applied to the adhesion, given by$$F = F_{s}\left\langle N \right\rangle\phi_{\mathit{\max}} \pm F_{s}\left\langle N \right\rangle\cosh^{- 1}\left( {\frac{k_{\mathit{on}}}{k_{\mathit{off}}^{0}}\frac{\alpha\left( {N_{t} - \left\langle N \right\rangle} \right)}{2\left\langle N \right\rangle}} \right),$$where $\phi_{\mathit{\max}} > 0$ (a unitless parameter) determines the maximum bond lifetime as $F_{s}\phi_{\mathit{\max}}$, and $\alpha > 0$ (also a unitless parameter) specifies the relative rates of the two pathways (according to the two-pathway interpretation of Eq. [(5)](#e0015){ref-type="disp-formula"}). By plotting $\left\langle N \right\rangle$ versus *F* for both branches of Eq. [(13)](#e0055){ref-type="disp-formula"}, they obtained an elliptic-shaped curve with two (stable and unstable) branches that meet at a saddle-node bifurcation, leading to adhesion disassembly at large forces similar to the Bell model (see grey dotted line in [Fig. 3](#f0015){ref-type="fig"}B for various values of $k_{on}$). However, due to the increasing phase of the catch bond lifetime, the stable branch $N_{s}$ increases significantly with applied force until it reaches a maximum value (highlighted by the grey solid line in [Fig. 3](#f0015){ref-type="fig"}B). This behaviour is strikingly different from what was seen for slip bonds where the stable branch $N_{s}$ monotonically decreased with force (compare the solid black lines in [Fig. 3](#f0015){ref-type="fig"}A and B). This feature of the Novikova model thus gives a simple theoretical explanation for adhesion reinforcement, the observation that adhesions grow in response to applied force [@b0090], [@b0155]. Interestingly, this latter model has very few closed bonds in the absence of force, implying that stable adhesions cannot form in the absence of significant force, which is at odds with experimental observations [@b0760]. This discrepancy can be resolved by an appropriate change in parameters that abrogates the adhesion reinforcement phenomenon [@b0645]. By considering the adhesion as a mixture of integrin heterodimers that contain either $\beta_{1}$ or $\beta_{3}$ subunits thatbehave as either catch or slip bonds, respectively [@b0765], [@b0770], the bond-cluster model can be made to be mechanically resilient at low forces while maintaining its ability to reinforce at high forces [@b0775].

7. Adhesion plaque formation {#s0055}
============================

As discussed in Section [2.1](#s0015){ref-type="sec"}, the adhesion plaque forms due to adsorption of adaptor proteins, resulting in the net growth of the adhesion. The plaque is an intrinsically dynamic structure, which continually exchanges matter with the cytosol [@b0060], [@b0065], [@b0780], [@b0785]. At the molecular level, the dynamics of plaque assembly/disassembly appear to be related to the degree of aggregation of adaptor proteins, with the binding/unbinding of paxillin monomers to/from the plaque being associated with assembly while the unbinding of larger aggregates is associated with disassembly [@b0060]. Interestingly, the size of adaptor protein aggregates observed in adhesions has been shown to be a biochemically regulated property that the cell can adjust through signaling pathways (e.g., phosphorylation events [@b0790], [@b0785]). This paints a picture of a plaque made of adaptor proteins which not only bind to integrins, but also to one another, forming pleiomorphic ensembles with dynamic composition, size, and rapid turnover [@b0795]. Regardless of what is known about adaptor protein dynamics at the molecular level, it is typical to characterize adhesion dynamics by a net assembly or disassembly rate, depending on which phase of the adhesion life cycle is under consideration [@b0800], [@b0095], [@b0805], [@b0810], [@b0815]. This provides a simplistic conceptual model with which we may understand plaque dynamics; a model that assumes that when the on-rate of adaptor proteins is larger than the off-rate adhesions will assemble, but when the reverse is true they disassemble. The experimental recordings of the different phases of the adhesion life cycle suggest that the net on- and off-rates of adaptor proteins varies in both space and time, and that adhesions do not seem to simply switch between assembly and disassembly, but also exhibit a plateau phase where adhesion size is roughly constant for some period of time [@b0810], [@b0095].

From Eq. [(A.7)](#e0085){ref-type="disp-formula"}, we can see that the net adsorption process will reach equilibrium when $\mu_{agg}$, the chemical potential of adaptor proteins in their aggregated state inside the adhesion, is equal to $\mu_{bulk}$, their chemical potential in the cytosolic bulk. However, if one assumes that the adhesion plaque is a condensed phase of adaptor proteins with a fixed density and that the cytosol acts as a large bath of adaptor proteins ($\mu_{\mathit{bulk}} = {constant}$), it is unclear how the system may reach equilibrium. By considering the geometric constraints of the adsorption process, Gov proposed a set of mathematical models which can explain the existence of the plateau phase observed during adhesion assembly as the system reaching equilibrium [@b0820]. In contrast to the more common scenarios involving adsorption, where the binding sites for molecules are a preexisting feature of the liquid-solid interface, the binding sites for adaptor proteins are part of the adhesion itself. It is therefore necessary to consider the size and shape of the adhesion when quantifying its rate of growth. In order to do so, one must specify the region(s) where adsorption and desorption occur. Gov considered two possible regions; (i) the bulk of the adhesion, or (ii) the periphery of the adhesion [@b0820].

By assuming that adsorption and desoprtion may not be symmetric, Gov derived four possible modes of growth for plaque dynamics: "Bulk-on/Bulk-off", "Bulk-on/End-off", "End-on/End-off", and "End-on/Bulk-off". For example, with a circular adhesion geometry, the "Bulk-on/Bulk-off" and "End-on/Bulk-off" models were given by $\frac{\partial A}{\partial t} = \left( {k_{on} - k_{off}} \right)A$, and $\frac{\partial A}{\partial t} = k_{on}\sqrt{A/\pi} - k_{off}A$, respectively. The "Bulk-on/Bulk-off" model has no non-zero steady state, and the sign of $k_{on} - k_{off}$ determines whether the adhesion grows or shrinks exponentially in time. However, if a given adhesion grows arbitrarily large, the assumption of fixed $\mu_{\mathit{bulk}}$ will no longer be valid, and a steady state will be reached [@b0660]. The "End-on/Bulk-off" model, on the other hand, has a steady state given by $\bar{A} = \pi\left( k_{on}/k_{off} \right)^{2}$. This means that by either imposing the conservation of matter on a symmetric net adsorption process ("Bulk-on/Bulk-off") or by simply having an asymmetric net adsorption process ("End-on/Bulk-off"), the plaque reaches a steady state size. Although these models were applied to circular domains to describe adhesions, the results obtained for rectangular geometries were qualitatively the same [@b0820]. Indeed, Gov showed that the rectangular geometry for FA produces the most compatible results with FA-size data provided that the "End-on/Bulk-off" ("End-on/End-off") model is considered when the FAs are small (large) [@b0820]. The size-dependent switch in dynamics was interpreted as being reflective of the association of stable stress fibres to larger FAs which prevents loss of adaptor proteins through the bulk of the adhesions (i.e., the "Bulk-off" switches to "End-off" upon stress fibre association) [@b0820].

While Gov's approach can explain the existence of the plateau phase during assembly, it does not explain the origin of disassembly. Within Gov's framework, the only way for disassembly to occur, after an adhesion reaches its plateau phase, is through an imposed change in adaptor protein adsorption kinetics (via the parameters $k_{on}$ and $k_{off}$). Nascent adhesions disassemble quickly once they are no longer underneath the dense actin meshwork of the lamellipodium [@b0095], [@b0270]. Therefore, it is possible that their disassembly directly reflects either an increased adaptor protein off-rate due to a decreased association with actin filaments [@b0825], or a decrease in the availability of certain adaptor proteins that are delivered to NAs via diffusion along actin filaments (e.g., VASP [@b0830]). Alternatively, in fibroblasts, an increased density of microtubule tips near the nucleus has been found to produce a gradual decrease in the size of mature FAs as they move rearward relative to the motion of the cell. This process is likely mediated by the endocytosis of integrins [@b0315], [@b0295], where it is unclear to what extent adaptor proteins are also internalized. Interestingly, a modification of Gov's formalism accounting for the interaction between integrins and adaptor proteins could explain the decrease in FA-area through an integrin-dependent increase in $k_{off}$ [@b0660]. For mature FAs, however, it has also been shown that disassembly can be initiated by a decrease in applied mechanical force [@b0805]. In the following section, we will explore a model that incorporates the mechanics of the adhesion plaque into kinetics of adsorption while accounting for mechanosensitive integrin activation, and see how forces can be used to regulate adhesion assembly and disassembly.

8. Mechanical response of the adhesion plaque {#s0060}
=============================================

As the mechanical linkage between integrins and the actin-cytoskeleton, the adhesion plaque is subject to a number of mechanical forces which have been hypothesized to lead to biochemically-relevant deformation of adaptor proteins. In particular, it has been hypothesized that these deformations may underlie the phenomenon of adhesion sliding. The mathematical theory describing the mechanosensitivity of the adhesion plaque was pioneered by Nicolas, Safran, and collaborators in a number of studies [@b0835], [@b0185], [@b0190], [@b0195], [@b0840], [@b0200]. Fundamentally, these studies focused on the mechanical response (i.e., deformation) of the adhesion plaque by treating it as an elastic thin film grafted onto the cytosol-membrane interface and subjecting it to shear forces [@b0835]. The grafting boundary condition results in a force-balance equation, defined in one dimension by the following equation$$k_{0}a^{2}\frac{d^{2}u}{\mathit{dx}^{2}} - k_{b}u + F\left( x \right) = 0,$$where *u* is the displacement of material due to the applied force, $k_{0}$ is the stiffness of the springs assumed to connect adjacent units in the plaque, *a* is a length-scale which characterizes the units, $k_{b}u$ is a restoring force caused by the connection between the fixed substrate and the adhesion (such that $k_{b}$ is proportional to the stiffness of the composite integrin-adaptor-actin linkage), and $F\left( x \right)$ is an applied force. By considering a gate-like force applied just inside the adhesion's boundary, it was predicted that adhesion plaque material is compressed at the proximal tip of the adhesion while being expanded at its distal tip [@b0835]. This prediction was then used to formulate a physically plausible mechanism for the anisotropic growth of adhesions in response to unidirectional force, whereby an unspecified "mechanosensitive unit" that constitutes the adhesion plaque responds to deformation through changes in its adsorption/desorption kinetics [@b0185]. These kinetic changes are primarily understood through energetic considerations. For instance, in order for a mechanosensitive unit to be incorporated into a plaque under fixed stress it must bear some non-zero force, which will result in its deformation. By using Hooke's law, one can estimate the energetic cost of deformation using the equation $\Delta\mu_{\mathit{el}} \approx f^{2}a^{2}/2k$, where *f* is the force per mechanosensitive unit, and *k* is a spring constant. While the cell is likely to have enough energy to deform these mechanosensitive units, in order to do so, they must be inside the plaque (i.e, adsorbed). The adsorption process (and subsequent deformation) will thus occur spontaneously only if the elastic deformation energy is offset by a larger decrease in free energy due to the adsorption process. This means that, adsorption only occurs if$$\Delta\mu_{agg}\left( f \right) = \Delta\mu_{el} - \Delta\mu_{chem} \approx \frac{f^{2}a^{2}}{2k} - \Delta\mu_{chem}\left( f \right) < 0,$$where $\Delta\mu_{\mathit{chem}}$ is the intrinsic free energy change due to the adsorption of a single mechanosensitive unit. Nicolas and Safran assumed this change in free energy to be linearly proportional to the change in plaque density [@b0185], and based on this deduced that at the proximal (compressed) tip, it is given by$$\Delta\mu_{chem}\left( f \right) \approx e\frac{f}{\sqrt{\mathit{kk}_{0}}},$$where *e* is the free energy of adsorption of a single unit ($e > 0$ for spontaneously forming adhesions). Implicit in this formulation is the assumption that the adhesion in question has reached its thermodynamic equilibrium prior to being loaded with force, since $\Delta\mu_{agg} = 0$ in the absence of the applied mechanical force. With these expressions, it is possible to investigate adhesion plaque dynamics once the applied force *f* is turned on. Since for $f \approx 0$, we have $\Delta\mu_{agg} < 0$ and that when $\left. f\rightarrow\infty \right.$ we have $\left. \Delta\mu_{ads}\rightarrow\infty \right.$, it follows that there exists a critical $f^{\ast}$ satisfying$$f^{\ast} = \frac{2e}{a^{2}\sqrt{k_{0}/k}}$$where $\Delta\mu_{agg}\left( {f = f^{\ast}} \right) = 0$ beyond which growth of the proximal tip becomes an unfavourable process. In order to refine the conditions for adhesion growth beyond the exothermic constraint defined by Eq. [(14)](#e0060){ref-type="disp-formula"} Nicolas and Safran used Eq. [(A.11)](#e0105){ref-type="disp-formula"} to determine $\nu_{+}$ and $\nu_{-}$, the rates of adsorption and desorption at the proximal and distal tips, respectively [@b0185]. Subsequent analysis of the net adhesion growth rate (i.e., $\nu_{+} - \nu_{-}$) revealed that, despite growth of the distal tip being energetically favourable for $f \approx 0$, the adhesion as a whole does not grow unless $0 \leqslant f_{\min} < f < f_{\max} < f^{\ast}$, while desorption at the distal tip dominates the growth process outside of this range. When, $f < f_{\min}$, an adhesion will undergo resorption where it continually shrinks in size. For $f = f_{\min},f_{\max}$, the desorption rate at the distal tip equals the adsorption rate at the proximal tip, representing a treadmilling regime for the plaque model where the adhesion is translocated towards the cell center while maintaining a constant size and remaining fixed to the substrate.

These results were expanded upon by Besser and Safran in a subsequent study, by considering the more biophysically-relevant scenario in which the plaque may be divided into two functionally distinct layers: the signaling layer and the force transduction layer [@b0195]. The model in this study accounted for both the force-transmission through adaptor proteins in the transduction layer, as well as the force-induced activation of the mechanosensitive units in the signaling layer that could be due to (i) the expansion and compression of the plaque material (as was assumed by Nicolas and Safran [@b0185]), or (ii) direct mechanical stretching of proteins (as had subsequently been predicted by Bruinsma [@b0845]). In their model, adsorption kinetics were also incorporated in a congruent manner through the use of the equation$$\partial\phi/\partial t \propto \left( {\mu_{bulk} - \mu_{agg}} \right)$$that describes the dynamics of the fractional adaptor protein concentration $0 < \phi\left( x,t \right) < 1$ in the condensed plaque phase [@b0850]. Through the application of traveling wave solutions ($\phi\left( {x,t} \right) = \phi\left( {x - \mathit{vt}} \right)$), net adsorption rates of the distal and proximal tips of the adhesion were successfully computed and the existence of new modes of growth not previously found in the original model were discovered. One of these modes is the sliding resorption mode for $f < f_{\min}^{0} < f_{\min}$ where adhesions shrink while being translocated in the direction of force. This approach, however, did not account for the energetic cost of deforming the plaque ($\Delta\mu_{el}$), leading to the prediction that adhesions will always grow at arbitrarily high forces.

This last point was resolved in a follow up study [@b0200] that considered not only the intrinsic energy of plaque deformation $\Delta\mu_{el}$, but also the total energy of substrate deformation $H_{el}^{substrate}$. By using Eq. [(A.16)](#e0130){ref-type="disp-formula"}, it was shown that this latter consideration reduces the chemical potential $\mu_{agg}$ by a term that is proportional to the length of the adhesion and inversely proportional to the stiffness of the substrate (i.e., it vanishes for an infinitely rigid substrate). This allowed adhesions to have an equilibrium size, a feature that was lacking in previous iterations of the model. It also led to the very interesting prediction that both the equilibrium size and the adhesion's equilibration kinetics (i.e., the rate at which it reaches equilibrium) scale linearly with elastic modulus of the substrate (i.e., its stiffness). In other words, the model predicted that adhesion size grows linearly with the stiffness of the substrate, an outcome that was later been validated experimentally [@b0855]. It is important, however, to note that this can only be true within a finite stiffness range as the finite size of the cell should prevent adhesions from growing indefinitely [@b0860], [@b0865].

The modes of growth reported in the studies highlighted here (summarized in [Table 1](#t0005){ref-type="table"}) were echoed in others [@b0870], [@b0875], albeit with some differences in model formulation (see [@b0750], [@b0875] for an in-depth discussion). Of particular interest, are the sliding resorption and sliding growth modes. The sliding resorption modes are likely to be relevant to the adhesion sliding phenomenon discussed in Section [2.2](#s0020){ref-type="sec"}, while the sliding growth mode is likely to be relevant to adhesion maturation. The model presented in [@b0200] predicted that the cell may switch between the two modes through an increase in the traction stress applied to adhesion. Traction forces are consistently higher at the retracting rear of migrating cells [@b0700], [@b0880], [@b0705], [@b0885], where sliding FAs are primarily found [@b0395], [@b0890], [@b0895], compared to their mid-bodies, where FAs are typically stationary relative to the ECM. Moreover, this model predicted that, the sliding growth mode is likely to have a significantly smaller sliding velocity compared to the high-force sliding resorption mode. This mode of growth may explain the slow treadmilling behaviour that can be observed near the protrusive regions of motile cells where FAs typically mature [@b0095], [@b0900], [@b0905].Table 1Summary of the different sliding modes predicted in [Fig. 4](#f0020){ref-type="fig"}A of [@b0775].Plaque BehaviourDistal TipProximal TipSliding VelocityMechanical ConditionResorption⟶←Negligible$f < f_{\mathit{\min}}^{0}$Sliding Resorption⟶→Negligible*f*~min~^0^\<f \< f~min~Treadmilling→→Negligible*f* = *f*~min~Sliding Growth→→Negligible-Moderate*f*~min~\<*f* \< *f*~max~Treadmilling→→Near Maximal*f* = *f*~max~Sliding Resorption 2⟶→Maximal-Moderatef~max~\<f \< f^0^~max~Resorption⟶←Moderatef^0^~max~\<f

Finally, while we have focused on force as the variable that can lead to adhesion sliding, it is important to note that the force thresholds that determine the growth mode of the cell and its sliding velocity can all be modified biochemically. For instance, by increasing the free energy change of adaptor protein adsorption, $\in_{B}$, we can expect the force threshold for the sliding resorption growth modes to increase; similar effects can be expected when increasing $\lambda_{\mathit{xz}}$, the rigidity of the integrin-adaptor-actin linkage (equivalent to *k* discussed previously in relation to [@b0185]). The effect of the force-insensitive inactivation of LFA-1 (i.e., loss of affinity regulation by force) at the rear of neutrophils as seen in [@b0385] may be understood as the limit when $\left. \tau\rightarrow 0 \right.$, where $\tau$ is the force-sensitivity of the integrin activation energy barrier. By decreasing $\tau$, the sliding velocity can be made arbitrarily small, suggesting that modulation of integrin force-sensitivity (either through biochemical modifications or through switching integrin subunits) may induce adhesion release by not only weakening the integrin-ECM bond but also by halting the movement of sliding adhesions. Furthermore, decreasing $\in_{B}$ causes a decrease in both the sliding and growth velocities of the adhesion. Such a change in $\in_{B}$ could be due to cleavage of bonds by proteases (e.g., calpain), suggesting that protease activity may have similar effect to the loss of affinity regulation on adhesion release. This body of work thus provided important insights into how the relative energetic contributions of biochemical reactions and mechanical deformation manifest themselves in the kinetics of adsorption/desorption and produce physiologically-relevant adhesion dynamics.

9. Mechanical response of the membrane {#s0065}
======================================

Building upon the success of the adhesion plaque models developed by Nicolas and collaborators, the long-range mechanical response of a membrane containing integrins was investigated by Xu and collaborators [@b0910]. Their work did not explicitly consider the presence of FAs on the membrane, but focused on the activation, subsequent ligand-binding, and internalization of integrins on the membrane and how these processes are modulated by ECM stiffness. Similar to previous work [@b0845], [@b0200], [@b0520], they used a force-dependent energy difference between inactive and active conformations of integrin, given by$$\Delta\mu_{act} = \mu^{0} - F\Delta x,$$where $\mu^{0}$ is the intrinsic energy difference between the active and inactive conformations in the absence of force, *F* is the magnitude of the sheer force applied to the integrin, and $\Delta x$ is the length difference that characterizes the conformational change. The force per integrin was determined by modeling the membrane as ribbon lying on an elastic ECM; under such assumptions the force varies is space [@b0915], and is given by$$F\left( x \right) \propto f_{t}\exp\left( {- x/\lambda_{T}} \right),$$where $f_{T}$ is the membrane tension at the leading edge and $\lambda_{T}$ is a space-constant determined by the relative material stiffness of the ribbon (i.e., the composite system of membrane, integrins, and adaptors) and ECM as well as their heights [@b0910]. The probability of integrin activation was computed using a Boltzmann factor, given by$$p_{act} = \left( {1 + \exp\left\lbrack {\Delta\mu_{act}/k_{B}T} \right\rbrack} \right)^{- 1}$$or$$p_{act}\left( x \right) = \left( {1 + \exp\left\lbrack {\left( {\mu^{0} - F\left( x \right)\Delta x} \right)/k_{B}T} \right\rbrack} \right)^{- 1}\text{.}$$

This effectively predicts activation probability is close to unity near the leading edge and remains roughly constant until it drops off to zero at some finite distance inside the cell. Due to the dependence of $\lambda_{T}$ on ECM stiffness, Xu et al. found that the finite length at which activation drops off decreases with increasing ECM stiffness, indicating that more integrins can be activated on a softer ECM. Assuming that integrins must be activated to bind, they modeled the binding probability by considering two opposing effects (i) the release of energy ($U < 0$) due to receptor-ligand binding and (ii) the stretching of integrins by the force $f_{c}$ that caveolin exerts on the membrane [@b0920]. Accounting for both of these effects, the probability of an integrin being bound was found to be$$p_{bound} = p_{act}\left( 1 + \exp\left\lbrack {\left( U + f_{c}^{2}/2k_{eff} \right)/k_{B}T} \right\rbrack \right)^{- 1},$$where $k_{eff}$ is the effective stiffness of the composite integrin-ECM system and is given by $k_{eff}^{- 1} = k_{I}^{- 1} + k_{M}^{- 1}$ with $k_{I}$ ($k_{M}$) being the stiffness of integrin receptors (ECM). The term $f_{c}^{2}/2k_{eff}$ quantifies the deformation energy induced by caveolin, which becomes arbitrarily large as $\left. k_{M},k_{I}\rightarrow 0 \right.$. On ECMs of all stiffness, $p_{bound} \propto p_{\mathit{act}}$; however, the constant of proportionality decreases on softer ECMs, suggesting that soft ECMs counter-intuitively favor both activation and unbinding. The force of caveolin on the membrane will only induce internalization if it is energetically favourable to do so. Xu et al. used a theory of invagination, developed by Sens and Turner in [@b0920], to derive an exothermic condition for the internalization of the membrane (and any integrin present). By accounting for the energy of the integrins on the pre-internalized membrane, they were able to express this energetic condition as a function of $p_{bound}$ , subsequently concluding that internalization occurs if $p_{bound} < p_{c}$, with $p_{c} \approx 0.25$ in the physiological parameter regime. These and previous results thus show that $p_{bound}$ is consistently lower on a softer ECM, implying that a softer ECM will always exhibit more internalization. This dual effect of ECM stiffness on integrins may explain why bone marrow mesenchymal stem cells exhibit both increased integrin activation and internalization on soft matrices [@b0925].

10. Comparison of model outcomes {#s0070}
================================

Thus far, we have touched on two broad classes of adhesion models, bond-cluster models (see Section [6](#s0050){ref-type="sec"} [@b0930], [@b0745], [@b0740], [@b0645], [@b0775]) and adhesion-plaque models (see Section [8](#s0060){ref-type="sec"} [@b0835], [@b0185], [@b0190], [@b0200]). Although these two classes of models differ in their construction, they both predict that adhesions can grow in size in response to force, and that beyond a critical force value, the adhesion will begin to disassemble. They also produce predictions that are inconsistent with each other. More specifically:1.Bond-cluster models always predict an adhesion with finite size at zero force, while the mechanosensitive plaque models presented above suggest that there may exist a threshold in force required to produce adhesions. This is a consequence of the fact that bond-cluster models do not consider the dynamics of adaptor proteins, whereas the mechanosensitive plaque models suggest that adsorption becomes kinetically favourable only once force crosses a threshold.2.In the adhesion-plaque models, disassembly is caused by a switch in net adsorption kinetics to favour desorption, but they consider that their adaptor protein-integrin complexes may become arbitrarily stretched (which is unlikely to be valid for large forces). On the other hand, in the bond-cluster models, disassembly is due to mechanical breakage of integrin bonds.

In order to remedy this, bond-cluster models should account for the kinetics of adsorption while the plaque models should account for the force-dependent unbinding of integrin-ligand bonds. The former can be accomplished by explicitly tracking the growth of the plaque, and making the binding of integrins somehow dependent on the plaque size, while the latter may be implemented by assuming that, as integrin bonds become broken, the desorption of nearby adpator proteins will become overwhelmingly favoured.

11. A hybrid model {#s0075}
==================

The bond-cluster models and adhesion-plaque models assume the presence of either adaptor proteins or integrins, respectively, and investigate the dynamics of the other class of proteins. As noted in Section [2](#s0010){ref-type="sec"}, these two classes of proteins cooperate to form the adhesion and its associated cytoskeletal structures (F-actin and stress fibres). Based on this, in order to analyze adhesion dynamics, it seems imperative to model the cooperation between these two major types of proteins that make up the adhesion. Previous models that have taken into account both protein classes to study adhesions have either implicitly or explicitly assumed that adpator proteins and integrins form complexes with a 1:1 ratio, implying that the fluxes of the two proteins into or out of the adhesion are identical [@b0875], [@b0935]. This assumption is difficult to reconcile with the observation that integrin density within different FAs can vary by 3-fold in the same cell, whereas adaptor protein densities vary less and they have a characteristic pair-wise distance that is conserved across adhesion classes [@b0405], [@b0940], [@b0945]. One exception to this modeling choice was the mechanosensitive model developed by Besser and Safran [@b0195] (and subsequently augmented with energetic terms from Nicolas and Safran [@b0200]), in which the force transmitted to integrins was hypothesized to be proportional to the local density of adaptor proteins (see above). In contrast to experimental observations, however, this model assumed that integrins are already organized as a template for the adhesion plaque to grow on [@b0175], [@b0095]. A model of nascent adhesions developed by MacKay and Khadra [@b0660] resolved this issue, by explicitly specifying the spatial and binding dynamics of integrins and the adsorption kinetics of adaptor proteins, and generated a model that allowed for a variable density of integrins inside the adhesion.

The variable integrin-density model [@b0660] has made a number of important contributions to the theoretical understanding of NAs. Firstly, as suggested by [Fig. 3](#f0015){ref-type="fig"} A and B, there is always an unstable steady state $N_{u}$ between the elevated stable steady state $N_{s}$ and the single molecule initial condition $N = 1$ (for $F > 0$). This makes it unclear as to how adhesions can assemble in the presence of force given that their trajectory through state space to $N_{s}$ will always be impeded by $N_{u}$. Novikova and Storm took note of this issue and posited that in order to observe assembly in their model, it is necessary to consider the time-dependent force that results from assembly/contraction of stress fibres [@b0645]. Indeed, the inclusion of a time-dependent forces did allow Walcott et al. to produce assembly starting from a single molecular complex when stochastically simulating the model [@b0935]. Markedly, this latter model was too complex to allow for mean field analysis of the full system. To resolve this issue, Walcott et al. performed this analysis on a one-variable reduced system and found that it possesses a configuration of steady states equivalent to the bond-cluster models discussed above (i.e., $0 < N_{u} < N_{s}$). It remained, however, unclear how their model overcomes the aforementioned issue with the unstable steady state (or the saddle fixed point in the high dimensional state space Walcott et al. used in producing the stochastic simulations). MacKay and Khadra [@b0660], on the other hand, performed their mean field analysis on their full three-variable model, ensuring that the saddle fixed point ($N_{u}$) remains relevant to the dynamics of the model while allowing the system more degrees of freedom to bypass it. Consistent with previous studies, they found that under fixed load, adhesions do not assemble for $F > 0$ when $N_{u} > 0$, as they are kinetically trapped by the stable manifold of the saddle. Unlike previous studies on bond-cluster models in which it was only possible to specify adhesion load [@b0930], [@b0745], [@b0645], [@b0775], the explicit modeling of the adhesion plaque in MacKay and Khadra [@b0660] allowed them to define not only the load on the adhesion but also the stress. Indeed, with a fixed value of stress, they demonstrated that one can obtain adhesion-assembly from an initial condition consisting of a single integrin-adaptor protein complex, suggesting that stress is the permissive mechanical parameter which allows for assembly when $F,N_{u} > 0$. Thus, while the formation and contraction of a stress fibre is a physiologically-relevant origin for the force exerted on adhesions [@b0840], [@b0935], any dynamic model which results in a force that grows linearly with adhesion area should be able to produce assembly from a single molecule initial condition.

It should be mentioned here that MacKay and Khadra [@b0660] have identified a parameter regime (labeled region 2) in which $N_{u}$ is negative, making the stable manifold of the saddle no longer an obstacle for adhesion assembly (see [Fig. 4](#f0020){ref-type="fig"}). Within this region, it was possible to reach $N_{s} > 0$ regardless of the mechanical conditions imposed on the adhesion ([Fig. 4](#f0020){ref-type="fig"}). There are no equivalent parameter regimes in previously published models of bond-clusters [@b0930], [@b0745], [@b0740], [@b0645], [@b0775] that could produce this type of behaviour. Interestingly, within this region one may find that adhesions will not form unless force (either load or stress) crosses a threshold (see [Fig. (4)B)](#f0020){ref-type="fig"}. This finding reconciles the differences in model outcomes between the bond-cluster and mechanosensitive adhesion-plaque models. Moreover, due to the explicit modeling of the adhesion plaque by MacKay and Khadra [@b0660], the disassembled state ($\left\langle N \right\rangle = 0$) is a well-defined equilibrium in their mean field analysis (compare [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"}), whereas in previous models of bond-clusters, it was not and the behaviour of the system close to or beyond the saddle-node bifurcation had to be verified through stochastic simulations. It should be mentioned here that the model by MacKay and Khadra further assumed a relation between the net adsorption rate of adpator proteins and the density of integrins under the plaque [@b0660]. This means that, upon collective integrin bond failure (at high forces), integrins will diffuse away, and the adhesion plaque will dissolve as a consequence. This is in contrast to the mechanosensitive adhesion-plaque models where adaptor proteins may be arbitrarily stretched at high forces. Thus, by jointly considering the dynamics of integrins and adaptor proteins, this newly developed model is a hybrid one that shares characteristics with both classes of models: the bond-cluster model and the mechanosensitive adhesion-plaque model.Fig. 4Bifurcation analysis of the deterministic hybrid model by MacKay and Khadra [@b0660] in "region 2" of parameter space. Bifurcation diagrams of the number of closed integrin-ligand bonds 〈*N*〉 with respect to mechanical stress applied on NAs when the integrin-ligand binding rate is A) 5.9 s^−1^, and B) 0.18 s^−1^. Solid lines represent branches of stable steady states, whereas dashed lines represent branches of saddle fixed points. The two elevated branches of stable steady states and saddle fixed points labeled *N*~s~ and *N*~u~, respectively, merge at saddle-node bifurcation points at a given critical stress *σ*~c~ in both A and B. These two branches also intersect the lower branch of trivial steady states (A,〈*N*〉,〈*M*〉) = (0,0,0), where *A* (〈*M*〉) is the area of the adhesion (the mean number of mobile integrins inside the adhesion), at transcritical bifurcation points (open circles) only once in A at *σ* = *σ*~1~ and twice in B at *σ* = *σ*~0~\>0 and *σ* = *σ*~1~\>*σ*~0~. As a result, NAs exhibit finite adhesion size at zero force in A while NAs do not form in the absence of force in B (i.e., no clustered solution). Notice that for *σ*∈\[0,*σ*~1~\] in A and for *σ*∈\[*σ*~0~,*σ*~1~\] in B, adhesions starting at 〈*N*〉≈0 can freely reach the stable steady state *N*~s~ (compare to [Fig. 3](#f0015){ref-type="fig"} where no such region exists), and that force must cross a threshold *σ*~0~ in B in order for NAs to assemble (as in the model by Nicolas and Safran [@b0185]).

12. Conclusions and outlook {#s0080}
===========================

Focal adhesions are intrinsically dynamic structures which, for a long time, have fascinated biologists and physicists alike. The explosion of data related to focal adhesions in the past two decades has greatly assisted in delineating of the structural makeup of adhesions as well as the dynamics and interactions governing adhesions. At the single molecule level, the biochemical and mechanical steps involved in integrin activation are reflected in the mechanosensitive properties of the integrin-ligand bond [@b0525], [@b0510]. These mechanical properties have been used to build theoretical models of adhesions as cluster of bonds that fail beyond a critical load [@b0565], [@b0930], [@b0740], [@b0645]. Alternatively, the deformation of the adhesion plaque in response to applied mechanical force can be used to understand the complex sliding behaviour that adhesions exhibit [@b0090], [@b0085], [@b0185], [@b0200]. While these models have some fundamental differences in their predictions, recent work has helped to bridge this gap and explain how adhesions can form in the presence of mechanical forces [@b0660].

While the combination of experimental data and theoretical modeling has been quite fruitful in explaining the mechanisms underlying some experimental observations, a number of unexplored phenomena remain. Nascent adhesions have not received as much attention as other more mature classes of adhesions, including FAs, either from an experimental or theoretical point of view. In fact, some theorists have suggested that they exist only transiently as their formation is intrinsically thermodynamically unfavourable [@b0185], [@b0865]. Recent experimental findings have cast doubt on this notion, where NAs have been found to be stable for hundreds of seconds on supported lipid bilayers [@b0760]. Moreover, membrane tension and buckling instabilities in the actin meshwork of the lamellipodium have recently emerged as the driving force which triggers NA formation [@b0950], [@b0955]. Although a theoretical framework to understand this has been outlined [@b0265], it seems that it has not directly led to the formulation of a mathematical framework to describe it. This represents a challenging problem to tackle in a mathematically tractable manner as one must consider the temporal buildup of force, movement of the leading edge relative to the adhesions, as well as the assembly of the adhesion.

Although the mechanical properties of the integrin-ligand bond has been incorporated into a number of models, it is worth noting that it is not the only mechanosensitive bond present in the adhesion. Indeed, talin has been found to exhibit a weak slip bond while vinculin produces a stronger catch bond when bound to actin [@b0960], [@b0965]. Thus far, adhesion-plaque models have treated adaptor proteins rather generically [@b0820], [@b0875], [@b0935], [@b0865], [@b0970], [@b0660], [@b0185], [@b0200], despite extensive characterization of their biochemical and biophysical properties [@b0205], [@b0075], [@b0060], [@b0790], [@b0975], [@b0245], [@b0785], [@b0980], [@b0815]. For instance, it is known that the binding dynamics of the adaptor protein paxillin is asymmetric along an adhesion and that these binding dynamics are likely related to phosphorylation events that are associated with highly dynamic adhesions (i.e., sliding adhesions) [@b0975], [@b0245], [@b0815]. In addition, the bio-mechanically regulated vertical movement of adaptor proteins within the adhesion, such as the translocation of vinculin from the signaling layer to the transduction layer in response to changes in paxillin phosphorylation [@b0075], has generally been neglected. Together, these effects, combined with vinculin's ability to reinforce the talin-actin bond, may provide a molecularly explicit mechanism for the plaque's mechanical response (a feature missing in the mechanosensitive plaque models developed thus far). With the large number of possible interactions, it may be challenging to keep such a model mathematically tractable while capturing the experimental observations. The force of the glycocalyx is likely to also induce conformational changes (e.g., activation) in integrin receptors [@b0720]. While integrin activation and inactivation were indeed considered in the original computational model of glycocalyx-driven clustering by Paszek et al., these processes were modeled as being force-independent. Not surprisingly, activation was not found to influence clustering. However, it has been shown that not only activation is force-dependent (see Section [8](#e0030){ref-type="disp-formula"}), but also that the repulsive forces coming from the glycocalyx can indeed activate integrins [@b0720]. Given that integrin binding affinity strongly influences this clustering [@b0725], the relative contribution of the mechanosensitive integrin-ligand bond in glycocalyx-driven clustering remains unclear.

While most integrins exhibit the catch bond behaviour when presented with an appropriate ligand [@b0625], [@b0670], [@b0680], [@b0985], there are some differences in the force-lifetime relationship of these bonds. Moreover, it seems to have been previously thought that integrin heterodimers containing $\beta_{1}$ subunits behaved as catch bonds whereas those with $\beta_{3}$ subunits behave as slip bonds [@b0990]. The idea that the mechanosensitive properties of the integrin bond are determined by the $\beta$ subunit is logical, as it is the $\beta$ subunit which associates with the actin cytoskeleton [@b0415]. However, it was recently shown that $\alpha_{V}\beta_{3}$ integrins behave as a catch bond when presented with fibronectin under the right chemical conditions [@b0985], [@b0675], and as a slip bond when presented with for its a physiologically relevant ligand Thy-1 [@b0995]. This highlights the complex interplay between chemical environment and ligand-specificity that determine the mechanosensitive properties of the integrin bond. Further theoretical investigation of the determinants of mechanosensitive properties of these bonds should be undertaken in order to understand how the integrin-ligand bond varies its catch bond properties and may be switched from a catch bond to a slip bond. An approach that uses thermodynamic considerations similar to [@b0520] with a kinetic model similar to [@b0510] may indeed be fruitful in this endeavour. Furthermore, the consequences of having a membrane populated by multiple integrin heterodimers remains relatively unexplored, with the exception of [@b0775].

Another very interesting avenue for research is the bi-directional relation between biochemical signaling pathways regulating motility and adhesions. Rho GTPases such as Cdc42, Rac, and Rho are the drivers of cell migration, and the biochemical pathways that exert their control over the cell are subject to modulation by adhesion-dependent signaling [@b1000], [@b1005], [@b1010]. Numerous models have been developed to account for the Rac-Rho signaling pathway responsible for establishing the cell polarity necessary for directed motility [@b1015], [@b1020], [@b0115], [@b0120]. While this polarization mechanism can be influenced by adhesion-dependent signaling pathways [@b0115], [@b0840], its influence on the mechanical state of the actin cytoskeleton [@b0840] as well as adhesion-regulatory biochemical pathways [@b0115] suggest that adhesion dynamics are also influenced by Rac-Rho signaling. Due to the bi-directional positive feedback between the two systems, it remains unclear to what extent these effects on adhesion dynamics are mechanical or biochemical in nature. Mathematical modeling may help to answer these questions as, in principle, it allows one to decouple the two effects from each other.

Cell migration is also regulated by a polarized gradient in calcium (${Ca}^{2 +}$) concentration and/or activity [@b1025], exhibiting an increasing gradient from the front of a motile cell to the rear. These spatiotemporal activities are regulated by ${Ca}^{2 +}$ fluxes across the membrane, such as through stretch-activated channels (e.g., TRPV4 and TRPM7 channels) and numerous other pumps/receptors (for more details, see the review by Wei et al. [@b1030]). Moreover, it has been observed that external mechanical stimulation results in mechanosensitive channel activation primarily in the vicinity of FAs, suggesting that these tension-sensing proteins are activated by membrane tension that builds up around FAs. Noting that both membrane tension and mechanosensitive channel activity are elevated at the leading edge of motile cells [@b1030], [@b1035], [@b0265], this suggests that there is a link between adhesions and ${Ca}^{2 +}$ dynamics in the context of motility. It has been suggested that the calpain family of intracellular ${Ca}^{2 +}$-dependent proteases plays a key role in regulating cell migration [@b1040], [@b0360], [@b1045], [@b1050], through their ability in modulating adhesion dynamics [@b1055]. A number of adaptor proteins have been identified as targets for this protease, including talin, focal adhesion kinase (FAK) and paxillin [@b0210]. Thus, the adhesion-dependent influx of ${Ca}^{2 +}$ through mechanosensitive channels is likely to have direct effect on adhesion dynamics. It remains unclear, however, how various ${Ca}^{2 +}$-dependent signaling pathways interact at the cellular level to control adhesion assembly/disassembly through adaptor protein dynamics while maintaining the gradient in migrating cells. Although there is a wealth of studies analyzing ${Ca}^{2 +}$ handling in many cell-lines, this area continues to be largely unexplored mathematically in motile cells, which would provide insights into the role of ${Ca}^{2 +}$ in regulating cellular polarity and motility. Such studies will be crucial in elucidating the molecular coordination and propagation of ${Ca}^{2 +}$ signaling, particularly at the leading edge of the cell, the link between ${Ca}^{2 +}$ signaling, adhesions and membrane tension during migration and the role ${Ca}^{2 +}$ signaling in regulating collective migration.
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Appendix A. Thermodynamics and reaction kinetics {#s0085}
================================================

The set of models of adhesion dynamics covered in this article may seem to employ quite different mathematical approaches to study their dynamics. However, the vast majority of these models can understood through a common framework that is based on thermodynamics. This framework uses the notion of a potential, where a system tends to evolve from a high potential state to a low potential state. The notion of a potential has been generalized to chemical systems through the intrinsic thermodynamic quantity: "chemical potential". In this appendix we will derive an expression for the chemical potential in dilute solutions, show how it relates to chemical kinetic reaction rates, and extend the definition beyond dilute solutions to include the effects of mechanical deformation.

A.1. Derivation of chemical potentials for dilute solutions {#s0090}
-----------------------------------------------------------

The thermodynamic quantity crucial for understanding biochemical dynamics is the free energy of a system; it represents the work that can be extracted from a system by accounting for energy loss through entropic heat production. In particular, biochemical systems are typically isothermal and isobaric and thus they are well described by the Gibbs free energy $\left( G \right|_{P,T} = U + \mathit{PV} - \mathit{TS}$, where *U* is the internal energy of the system, *P* is its pressure, *V* is its volume, *T* is its temperature, and *S* is its entropy [@b1060]. The differential form of the Gibbs free energy is given by$$\begin{aligned}
{\mathit{dG} =} & {\mathit{dU} + d\left( \mathit{PV} \right) - d\left( \mathit{TS} \right)} \\
 = & {\mathit{VdP} - \mathit{SdT} + \sum\limits_{i}\mu_{i}\mathit{dN}_{i}} \\
\end{aligned}$$where $\mu_{i}$ is the chemical potential of the $i{th}$ species in the system defined as $\mu_{i} = \left( {\partial G/\partial N_{i}} \right|_{P,T}$, and $N_{i}$ is the number of particles of the $i^{th}$ species in the system [@b1060].

From Eq. [(A.1)](#e0150){ref-type="disp-formula"}, we can compute the change in free energy from a reference state with pressure $P_{0}$ to another state with pressure $P_{1}$, keeping the number of particles and temperature remain fixed$$\left( {\Delta G} \right|_{T,N} = \int_{P_{0}}^{P_{1}}\mathit{VdP}\text{.}$$

Using the ideal gas law, $\mathit{PV} = \mathit{NRT}$ (where $N \equiv N_{i}$ is the number of molecules of the $i^{th}$ species and *P* is the partial pressure of that species), we can rewrite this as$$\Delta G|_{T,N} = \mathit{NRT}\int_{P_{0}}^{P_{1}}\frac{\mathit{dP}}{P} = \mathit{NRT}\ln\left( {P_{1}/P_{0}} \right)\text{.}$$

This means that the chemical potential can be computed by taking the partial derivative of Eq. [(A.2)](#e0065){ref-type="disp-formula"} with respect to *N* while keeping the pressure ($P = P_{1}$) and temperature (*T*) fixed. Together with the ideal gas law, these conditions imply that the concentration is a conserved quantity in the system, i.e.,$$\left. \left( \begin{matrix}
{\frac{\partial P}{\partial N} = 0} \\
{\frac{\partial T}{\partial N} = 0} \\
{P_{1}V_{1} = \mathit{Nk}_{B}T} \\
\end{matrix} \right\}\Rightarrow\frac{\partial}{\partial N}\left( \frac{N}{V_{1}} \right) = 0\Leftrightarrow\frac{N}{V_{1}} = C = {constant}, \right.$$which is equivalent to saying that$$\Delta G|_{P,T} \equiv \left( {\Delta G} \right|_{C,T} = \mathit{NRT}\ln\left( {C/C_{0}} \right),$$where $C_{0}$ is the concentration at the reference state. Using Eq. [(A.3)](#e0070){ref-type="disp-formula"}, we can then compute an expression for chemical potential from its definition, as follows$$\begin{aligned}
{\mu_{i} = \frac{\partial G}{\partial N_{i}}|_{P,T} =} & \frac{\partial\Delta G|_{C,T}}{\partial N_{i}} \\
 = & {\mathit{RT}\ln\left( C \right)\underset{\mu^{0}}{\underset{︸}{-\mathit{RT}\ln\left( C_{0} \right)}}} \\
\left. \rightleftharpoons\mu\left( C \right) = \right. & {\mu^{0} + \mathit{RT}\ln\left( C \right),} \\
\end{aligned}$$where $\mu^{0}$ is referred to as the standard chemical potential. Eq. [(A.4)](#e0155){ref-type="disp-formula"} provides a relationship between chemical potential and concentration by approximating the a dilute solution as an ideal gas (i.e., using the equation of state $\mathit{PV} = \mathit{NRT}$). For systems with a different equation of state one can obtain other formulations for the chemical potential. For example, the Van der Waals equation may be used to derive an alternative equation for $\mu\left( C \right)$ for non-ideal gases [@b1065].

In our derivations, we have made reference to some arbitrary reference states. In the next subsection, we will show that in dilute solutions undergoing chemical reactions, these reference states are not entirely arbitrary but reflect the intrinsic kinetics of the reactions taking place.

A.2. Standard chemical potentials and the law of mass action {#s0095}
------------------------------------------------------------

Let us first consider a dilute solution undergoing a set of elementary chemical reactions (to be distinguished from composite reactions [@b1070]) whose $j{th}$ reaction is expressed as$$\sum\limits_{i}\alpha_{i,j}X_{i}\underset{k_{j}^{-}}{\overset{k_{j}^{+}}{\rightleftharpoons}}\sum\limits_{i}\beta_{i,j}X_{i},$$where $X_{i}$ is the $i{th}$ chemical species in the system, $\alpha_{i,j}$ ($\beta_{i,j}$) is the stochiometric coefficient of $X_{i}$ as a reactant (product) in the $j{th}$ reaction, and $k_{j}^{+}$ ($k_{j}^{-}$) is the forward (reverse) rate constant of the $j^{th}$ reaction. According to the law of mass action [@b0755], [@b1075], at equilibrium this reaction is characterized by a relationship, given by$$\frac{\prod_{i}{\bar{C}}_{i}^{\alpha_{i,j}}}{\prod_{i}{\bar{C}}_{i}^{\beta_{i,j}}} = \frac{k_{j}^{-}}{k_{j}^{+}},$$or equivalently$$\prod\limits_{i}{\overline{C_{i}}}^{\nu_{i,i}} = K_{j},$$where $\left\{ {\bar{C}}_{i} \right\}$are the equilibrium concentrations, $\nu_{i,j} = \alpha_{i,j} - \beta_{i,j}$ is the net stochiometric coefficient of the $i{th}$ species in the $j{th}$ reaction, and $K_{j} = k_{j}^{-}/k_{j}^{+}$ is the equilibrium constant for the $j^{th}$ reaction. By considering a closed isothermal and isobaric system at thermodynamic equilibrium (i.e. $\mathit{dG} = \mathit{dP} = \mathit{dT} = 0$), we may obtain from Eq. [(A.1)](#e0150){ref-type="disp-formula"}$$\sum\limits_{i}\mu_{i}\mathit{dN}_{i} = 0\text{.}$$

For a closed system, fluctuations in $N_{i}$ can only be due to the elementary reactions and thus$$\mathit{dN}_{i} = \sum\limits_{j}\nu_{i,j}d\chi_{j}$$where $\chi_{j}$ is the extent of reaction for the $j^{th}$ reaction [@b1070]. This implies that$$\sum\limits_{i}\mu_{i}\sum\limits_{j}\nu_{i,j}d\chi_{j} = \sum\limits_{j}d\chi_{j}\sum\limits_{i}\mu_{i}\nu_{i,j} = 0$$which can only hold for arbitrary $d\chi_{j}$ if$$\sum\limits_{i}\mu_{i}\nu_{i,j} = 0,\qquad\forall j\text{.}$$

We note that this is the equilibrium condition relating the chemical potentials of chemical species undergoing elementary reaction. Using Eq. [(A.4)](#e0155){ref-type="disp-formula"}, we can rewrite this last expression as$$\begin{aligned}
{- \sum\limits_{i}\mu_{i}^{0}\nu_{i,j} =} & {\sum\limits_{i}\mathit{RT}\ln\left( {\bar{C}}_{i} \right)\nu_{i,j},} \\
 = & {\mathit{RT}\ln\left( {\prod\limits_{i}{\bar{C}}_{i}^{\nu_{i,j}}} \right),} \\
\end{aligned}$$where we can identify the product inside the logarithm as the left hand side of Eq. [(A.6)](#e0080){ref-type="disp-formula"}. Based on this we may finally write the relationship between standard chemical potentials and the equilibrium constant as$$\sum\limits_{i}\mu_{i}^{0}\nu_{i,j} = - \mathit{RT}\ln\left( K_{j} \right),\qquad\forall j$$which provides one constraint on the set $\left\{ \mu_{i}^{0} \right\}$for each reaction considered.

### A.2.1. Application to an isomerization reaction {#s0100}

Consider the isomerization reaction$$A\underset{k^{-}}{\overset{k^{+}}{\rightleftharpoons}}B,$$where a molecules of *A* react to create one molecule of *B*. According to the definition of the standard chemical potential, $\mu_{i}^{0} = - k_{B}T\ln\left( C_{i}^{0} \right)$ where $C_{i}^{0}$ is the concentration of the $i^{th}$ species at an arbitrary reference state (see Eq. [(A.4)](#e0155){ref-type="disp-formula"}). From Eq. [(A.8)](#e0090){ref-type="disp-formula"}, we have a condition which relates this reference state to the equilibrium constant of a reaction. In particular, for the isomerization reaction, we have$$- \mathit{RT}\ln\left( C_{A}^{0} \right) + \mathit{RT}\ln\left( C_{B}^{0} \right) = - \mathit{RT}\ln\left( K \right),$$where $K = k^{-}/k^{+}$. By arbitrarily choosing $C_{B}^{0} = 1$, we find that $C_{A}^{0} = K$ and that the chemical potentials for *A* and *B* are given by$$\mu_{A}\left( C_{A} \right) = \mathit{RT}\ln\left( {C_{A}/K} \right),$$and$$\mu_{B}\left( C_{B} \right) = \mathit{RT}\ln\left( C_{B} \right),$$respectively.

A.3. Kinetic rates {#s0105}
------------------

The calculation of reaction rates is a fundamental problem encountered in many fields of science; for molecular systems, these reactions are typically understood as the thermally-assisted escape from metastable states (e.g., the molecular state *A* in the isomerization reaction) [@b1080]. The basic formalism can be derived from the empirical Van't Hoff-Arrhenius law [@b1085], [@b1090], given by$$r = k\exp\left( {- \Delta E^{\ddagger}/\mathit{RT}} \right),$$where *r* is the rate of escape, *k* is a pre-exponential factor, and $\Delta E^{\ddagger} = E_{\ddagger} - E_{1}$ is the activation energy which characterizes the energy difference between the metastable state (denoted by 1) and the transition state (denoted by $\ddagger$). The computation of the pre-exponential factor *k* from first principles has been the subject of much research, with different formalisms producing nuanced predictions that are challenging to verify in biochemical reactions [@b1080]. Nonetheless, it has been found that a consistent thermodynamic formulation may be obtained by taking$$r = k^{0}\exp\left( {- \left( {\mu_{\ddagger}^{0} - \mu_{1}} \right)/\mathit{RT}} \right),$$where $\mu_{\ddagger}^{0}$ is the concentration-independent intrinsic molar free energy of the transition state, and $k^{0} > 0$ is a kinetic prefactor [@b1095], [@b1100]. For single molecules, we simply have $\mu_{1} = \mu_{1}^{0}$, whereas for dilute solutions undergoing reactions, the chemical potential of the reactant and product state of the $j^{th}$ reaction are given by $\mu_{1,j} = \sum_{i}\alpha_{i,j}\mu_{i}$ and $\mu_{2,j} = \sum_{i}\beta_{i,j}\mu_{i}$, respectively, where $\mu_{i}$ is given by Eq. [(A.4)](#e0155){ref-type="disp-formula"} with $\mu_{i}^{0}$ determined according to Eq. [(A.8)](#e0090){ref-type="disp-formula"}. According to this view of chemical kinetics, the forward and backward rates are given by$$r_{j}^{+} = k_{j, +}^{0}\exp\left\lbrack {- \left( {\mu_{\ddagger ,j}^{0} - \mu_{1,j}} \right)/\mathit{RT}} \right\rbrack,$$and$$r_{j}^{-} = k_{j, -}^{0}\exp\left\lbrack {- \left( {\mu_{\ddagger ,j}^{0} - \mu_{2,j}} \right)/\mathit{RT}} \right\rbrack,$$respectively, where $k_{j, -}^{0}$ and $k_{j, +}^{0}$ are positive parameters and $\mu_{\ddagger ,j}^{0}$ is the intrinsic free energy of the transition state for the $j^{th}$ reaction. By noting that Eq. [(A.7)](#e0085){ref-type="disp-formula"} (the condition for thermal equilibrium) can be rewritten as$$\mu_{1,j} = \mu_{2,j}$$and that, at thermodynamic equilibrium, we must have $r_{j} = r_{j}^{+} - r_{j}^{-} = 0$, we may conclude that $k_{j, -}^{0} = k_{j, +}^{0}$. In the case of the isomerization reaction described above, the choice $k_{+}^{0} = k_{-}^{0} = k_{-}\exp\left( {\mu_{0}^{\ddagger}/\mathit{RT}} \right)$ yields the net rate$$r = k^{+}C_{A} - k^{-}C_{B},$$which is consistent with the law of mass action [@b1075]. This suggests that free energy of the transition state has already been implicitly included in the chemical potential of the reactive dilute solution through Eq. [(A.8)](#e0090){ref-type="disp-formula"}. Nonetheless, it is important to consider Eq. [(A.11)](#e0105){ref-type="disp-formula"} for a system whose the equilibrium constant for a given reaction ($K_{j}$) may be tuned by a free parameter $\theta$ (e.g. applied force), as the equations $\mu_{1,j}^{0}\left( \theta \right) = \sum_{i}\alpha_{i,j}\mu_{i}^{0}\left( \theta \right)$, $\mu_{2,j}^{0}\left( \theta \right) = \sum_{i}\beta_{i,j}\mu_{i}^{0}\left( \theta \right)$ and $\mu_{\ddagger ,j}^{0}\left( \theta \right)$ will determine how each reaction rate varies with $\theta$. Thus, Eq. [(A.11)](#e0105){ref-type="disp-formula"} provides us with a single formalism describes the non-equilibrium rates of reaction at both micro- and macroscopic scales.

A.4. Applications to mechanochemistry {#s0110}
-------------------------------------

Within the context of mechanochemistry, various scenarios can arise requiring the knowledge of how $\mu$ varies with pressure (or applied force). This can be done by fixing the temperature and pressure and computing the change in Gibbs free energy during an increase in the number of particles in the system from $N_{0}$ to *N*, given by$$\Delta G|_{T,P} = \int_{N_{0}}^{N}\mu\left( N^{\prime} \right)\mathit{dN}^{\prime}\text{.}$$

As we saw in [Appendix A.1](#s0090){ref-type="sec"}, the condition of fixed pressure and temperature is equivalent to fixing the concentration, with $\mu\left( N \right) = \mu$, implying that$$\Delta G|_{T,P} = \mu\left( {N - N_{0}} \right)\text{.}$$

The latter can be used to compute the total differential of the Gibbs free energy$$\mathit{dG} \mid_{T,P} = d\mu N + \mu\mathit{dN}\text{.}$$

Equating Eqs. [(A.1)](#e0150){ref-type="disp-formula"}, [(A.13)](#e0115){ref-type="disp-formula"}, we arrive at the Gibbs-Duhem equation$$\mathit{Nd}\mu = \mathit{VdP} - \mathit{SdT}\text{.}$$

Systems are typically assumed to be under isothermal conditions ($\mathit{dT} = 0$), allowing us to compute the force-dependent chemical potential, given by$$\mu\left( P \right) = \int\frac{V\left( P \right)}{N\left( P \right)}\mathit{dP}\text{.}$$

This approach was used by Hill to derive a force-dependent chemical potential for the subunits that make up microtubules, modeling microtubules as one dimensional elastic polymers [@b1105]. In this one dimensional polymer setting, we may use the negative applied force $- F$ (rather than *P*) and the length per monomer *l* (rather than $V/N$) [@b1105]. Using Hooke's law, the force on a subunit of length *l* is given by$$F = k\left( {l - l_{0}} \right),$$where *k* is a spring constant and $l_{0}$ is the rest length of of the subunit. Substituting $l = l_{0} + F/k$ into Eq. [(A.15)](#e0125){ref-type="disp-formula"}, we obtain$$\begin{aligned}
{\mu\left( F \right) =} & {\mu_{0} - \int\left( {l_{0} + F/k} \right)\mathit{dF}} \\
 = & {\mu_{0} - l_{0}F - F^{2}/2k\text{.}} \\
\backsimeq & {\mu_{0} - l_{0}F} \\
\end{aligned}$$

This example not only illustrates how force affects the chemical potential (and thus influences reaction rates), but also provides an expression that can be used to model the effect of applied force on adhesion plaque molecules in linear focal adhesions [@b0870], [@b1110].

On the other hand, if mass is not homogeneous but is characterized by a particle density $N\left( x \right)$, the Gibbs free energy can be written as a functional, given by$$G = \int_{V}g\left( {x,N\left( x \right),\nabla N\left( x \right)} \right)\mathit{dV},$$and the chemical potential can be computed pointwise by taking the functional derivative$$\mu\left( x \right) = \frac{\delta G}{\delta N} = \frac{\partial g}{\partial N} - \nabla \cdot \frac{\partial g}{\partial\nabla N}\text{.}$$

This approach thus allows us to consider situations beyond those that can be dealt with using the Gibbs-Duhem equation. Indeed, Safran and collaborators have used it to quantify the non-trivial relationship between a material science description of plaque deformation and the kinetics of adsorption which produce the plaque [@b0190], [@b0195], [@b0200].
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