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ABSTRACT
We have entered the era of big data astronomy. Sky surveys such as the LSST, Euclid, and WFIRST
will produce more imaging data than humans can ever analyze by eye. The challenges of designing
such surveys are no longer merely instrumentational, but they also demand powerful data analysis and
classification tools that can identify astronomical objects autonomously. To gradually prepare for the
era of autonomous astronomy, we present our machine learning classification algorithm for identifying
strong gravitational lenses from wide-area surveys using convolutional neural networks; LensFlow.
We train and test the algorithm using a wide variety of strong gravitational lens configurations from
simulations of lensing events. Images are processed through multiple convolutional layers which extract
feature maps necessary to assign a lens probability to each image. LensFlow provides a ranking scheme
for all sources which could be used to identify potential gravitational lens candidates by significantly
reducing the number of images that have to be visually inspected. We further apply our algorithm to
the HST/ACS i-band observations of the COSMOS field and present our sample of identified lensing
candidates. The developed machine learning algorithm is much more computationally efficient than
classical lens identification algorithms and is ideal for discovering such events across wide areas from
current and future surveys such as LSST and WFIRST.
Keywords: gravitational lensing: strong – methods: data analysis – techniques: image processing
1. INTRODUCTION
Gravitational lensing, a prediction of Einstein’s general
theory of relativity, is a very powerful tool in cosmolog-
ical studies. It has been used extensively to understand
various aspects of galaxy formation and evolution (e.g.
Refsdal & Bondi (1964); Blandford & Narayan (1992);
Nayyeri et al. (2016); Postman et al. (2012); Atek et al.
(2015)). This involves accurate cosmological parameter
estimation (Treu 2010), studies of dark matter distribu-
tion from weak gravitational lensing events (Kaiser &
Squires 1993; Velander et al. 2014), black-hole physics
(Peng et al. 2006) and searches for the most distant
galaxies (Coe et al. 2012; Oesch et al. 2015), among oth-
ers.
One of the main goals of observational cosmology is
to constrain the main cosmological parameters that dic-
tate the evolution of the Universe (Tegmark et al. 2004;
Komatsu et al. 2009; Weinberg et al. 2013). Strong gravi-
tational lensing has been utilized over the past few years
to estimate and contain these cosmological parameters
(Broadhurst et al. 2005; Suyu et al. 2013, 2014; Goo-
bar 2016; Agnello et al. 2017; More et al. 2017). This is
achieved through accurate lens modeling of such events
and comparing the model predictions with observations
(such as with observations of lensing induced time delays
(Eigenbrod et al. 2005; Treu 2010; Suyu et al. 2014; Rod-
ney et al. 2016; Treu & Marshall 2016). In a recent study,
for example, Suyu et al. (2013) used combined WMAP,
Keck and HST data on gravitational time delays in two
lensed sources to constrain the Hubble constant within
4% in a ΛCDM cosmological framework.
One of the key aspects of gravitational lensing is its
use as natural telescopes through boosting the observed
signal and increasing the spatial resolution (Treu 2010).
This is quite advantageous in searches for distant and/or
faint objects at moderate observing costs and has been
utilized extensively in various surveys in searches for such
objects, the identification of which would not have been
possible without it (Bolton et al. 2006; Heymans et al.
2012). Given that the number of identified lenses for
different classes of galaxies rises sufficiently due to bet-
ter lens finding algorithms, by modeling the lenses and
using spectra stacking techniques, we can better under-
stand the physical and chemical composition of farther
and fainter galaxies which in turn would excel our under-
standing of galaxy evolution (Wilson et al. 2017; Tim-
mons et al. 2016). In the past few years, deep diffraction
limited observations have also taken advantage of gravi-
tational lensing to extend the faint end of the luminosity
function of galaxies by a few orders of magnitude (Atek
et al. 2015) to produce the deepest images of the sky
ever taken across multiple bands. Strong gravitational
lensing events have been observed extensively in such
surveys as galaxy-galaxy lensing in field surveys such as
the Cosmic Assembly Near-infrared Deep Extragalactic
Legacy Survey (CANDELS) (Grogin et al. 2011; Koeke-
moer et al. 2011) and the Cosmological Evolution Survey
(COSMOS) (Scoville et al. 2007; Capak et al. 2007) or as
cluster lensing from observations of nearby massive clus-
ters (Postman et al. 2012; Treu et al. 2015; Lotz et al.
2017) with Hubble Space Telescope. These yield identi-
fication of the first generations of galaxies at z > 3 (and
out to z ∼ 11; Oesch et al. 2015) to study galaxy for-
mation and evolution at the epoch of re-ionization. This
was, in fact, one of the main motivations behind Hub-
ble cluster lensing studies such as CLASH and Frontier
Fields (Postman et al. 2012; Lotz et al. 2017). These
magnification provided by the strong lensing could po-
tentially raise the observed flux by as much as a factor
of hundred (depending on configuration). The power of
gravitational lensing could also be used in the detection
of low surface brightness emission from extended objects
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2Figure 1. Schematic representation of an artificial neuron. The
weighted sum of the neurons in the previous layer (green circles),
plus the internal bias of the neuron, are mapped as the output of
the neuron by an activation function. This model is captured by
Equation 1. During the learning process, weights and biases of the
neurons will be adjusted to achieve the desired network output.
such as far-infrared and radio emissions from dust and
molecular gas at z ∼ 2 − 3. This is indeed one of the
main techniques in observing these systems even in the
era of powerful mm/radio telescopes such as ALMA.
Strongly lensed galaxies are normally targeted and
identified from dedicated surveys (Bolton et al. 2006).
Traditionally these lens identifications are either catalog-
based, in which lensing events are identified by looking
for objects in a lensing configuration, or pixel based,
with the search starting from a set of pixels. These lens-
ing searches are normally computationally challenging in
that individual pixels are constantly compared with adja-
cent ones and they could be biased towards a given popu-
lation and/or brighter objects. Recent far-infrared wide
area observations (such as with Herschel) significantly
advanced these searches for lensed galaxies by adopting
a simple efficient selection technique of lensed candidates
through observations of excessive flux in the far infrared
(as an indication of strong lensing events supported by
number count distributions; Nayyeri et al. 2016; Ward-
low et al. 2012). However such surveys are also biased
towards populations of red dusty star-forming galaxies
(missing any blue lenses) and are not always available
across the full sky (the Herschel surveys that were tar-
geted had ∼ 0.2 − 0.4 deg−2 lensing events, much lower
than expected from optical surveys). Given that tests
of cosmological models require simple unbiased selection
function, it is important to have a complete unbiased
catalog of lensing events.
We have entered the era of big data astronomy. Sky
surveys such as the LSST, Euclid, and WFIRST will
produce more imaging data than humans can ever an-
alyze by eye. The challenges of designing such surveys
are no longer merely instrumentational, but they also de-
mand powerful data analysis and classification tools that
can identify astronomical objects autonomously. Fortu-
nately, computer vision has drastically improved in the
last couple of years to make autonomous astronomy pos-
sible. The past couple of years has been the most ex-
citing era in the field of machine learning (ML). Re-
searchers from both the public and the private sectors
have achieved landmarks in developing image recogni-
tion/classification techniques. One of the most excit-
ing recent events in the ML community was the release
of TensorFlow by Google, a parallel processing plat-
form designed for development of fast deep learning al-
gorithms (Abadi et al. 2016). Packages like Tensor-
Flow, Caffe, and others have enabled researchers to
develop very complex and fast classification algorithms.
Among these deep learning programs, ConvNets have de-
servingly received a lot of attention in many fields of sci-
ence and industry in the past few years (Krizhevsky et al.
2012). Complex ConvNets such as GoogleNet and
AlexNet, which are publicly available, have achieved
superhuman performance on the task of image classi-
fication. Google’s TensorFlow has made it possi-
ble to easily develop parallelized deep learning algo-
rithms which if integrated with Google’s Tensor Process-
ing Units (TPUs), could address the data mining chal-
lenges in the field of astronomy. The field of astronomy
and observational astrophysics should take advantage of
these new image classification algorithms. For instance,
our team has been working on developing LensFlow, a
ConvNet that can be used to search for strong gravi-
tational lenses. Our work will be publicly available on
Github after publication.
Non-machine learning computer algorithms have been
previously used for finding gravitational lenses (Alard
2006; More et al. 2012). For instance, More et al. (2012)
use two algorithms called RingFinder and ArcFinder.
The former uses color information and the latter detects
arc-like pixels. Initially, ArcFinder polishes the images
by convolving a smoothing kernel. For each pixel, an es-
timator of elongation is calculated by taking the ratio
between the sum of the flux of a few pixels along the
horizontal line and the maximum value of a few nearby
pixels along the vertical line which pass through the pixel
in hand. This process is repeated for all pixels and those
with smaller than an specified elongation threshold are
set to zero to create a sharp arc map. An arc map that
satisfies thresholds on the arc properties such as the size
and surface brightness will be selected as an arc candi-
date for further visual inspection. Unlike deep learning,
such classical algorithms are not easily parallelized and
they can be computationally more expensive depending
on the deepness of the ConvNets used. They also re-
quire threshold tuning which may cause insensitivity to
smaller arcs. However, they do not require a massive
training dataset. Even though more challenging, creating
a large dataset could eliminate biases toward certain arc-
lens morphologies. As we will discuss in Section 4, these
algorithms do suffer from the same lens contaminants as
ours. The hope is that machine has the capacity to im-
prove its performance with better training datasets and
improved architecture while remaining computationally
efficient but such improvements are not trivial regarding
classical algorithms.
Other researchers (Petrillo et al. 2017; Jacobs et al.
2017; Lanusse et al. 2017) also find deep learning a suit-
able solution for finding gravitational lenses. Lanusse
et al. (2017) use residual ConvNets with 46 layers. Resid-
3ual ConvNets are modified ConvNet that do not suffer
from layer saturation as ordinary ConvNets do. After
adding more than 50 layers, the accuracy of ordinary
ConvNets no longer improves and the training becomes
more challenging. He et al. (2016) were able to overcome
this issue by providing residual maps in between layers,
which has been employed by Lanusse et al. (2017). They
have simulated LSST mock observations in a single band
and have trained and tested their network on these im-
ages. Jacobs et al. (2017) have trained their ConvNet us-
ing multiple color bands and have applied it to Canada-
France-Hawaii Telescope Legacy Survey. Petrillo et al.
(2017) have searched for lenses in Kilo Degree Survey by
training their ConvNet on cataloged luminous red galax-
ies.
In our independently developed work, we focus on the
morphology of the lenses and only rely on one color band,
similar to Petrillo et al. (2017) and Lanusse et al. (2017).
Our lens simulation method is very similar to Petrillo
et al. (2017) where we both merge simulated arcs with
real images of galaxies to preserve the complexity of the
physical data. In contrast to others, we do not discrim-
inate against different sources found in the COSMOS
field. Artifacts, starts, and other sources have been in-
cluded in our training dataset so LensFlow can be di-
rectly applied to fields without a need for a catalog with
galaxy type information. The deepness of our ConvNet
is comparable to Petrillo et al. (2017) and Jacobs et al.
(2017) but it is shallower than Lanusse et al. (2017). As
mentioned in Jacobs et al. (2017), the morphology of
lenses are much simpler than the morphology of daily ob-
jects and human faces which extremely deep ConvNets
are developed for. However, the cost to performance ra-
tio of ConvNets with varying deepness has not been stud-
ied yet. The effectiveness of deeper ConvNets cannot be
compared between ours (and Petrillo et al. 2017 ) and
Lanusse et al. (2017) since they have not applied their
algorithm to physical data. However, they have studied
the change in the performance of their ConvNet by vary-
ing the Einstein radii and signal-to-noise ratio of their
lenses.
This paper is organized as follow. In Section 2, we
will explain the principal concepts underlying neural net-
works, supervised learning, and ConvNets. A supervised
learning algorithm requires a large sample of labeled im-
ages, known as the training dataset. In Section 3.1, we
will discuss the procedure we have taken to create our
training and testing datasets. Before feeding the images
to a ConvNet, they must be normalized and should be
enhanced. The details of these methods are discussed
in Section 3.2. Section 3.3 will lay out the architecture
of LensFlow and Section 3.4 will illustrate LensFlow’s
performance on the testing dataset. We will conclude
by sharing and analyzing the scan results of the COS-
MOS field in Section 4. Throughout this paper, we as-
sume a standard cosmology with H0 = 70 kms
−1Mpc−1,
Ωm = 0.3 and ΩΛ = 0.7. Magnitudes are in the AB
system where mAB = 23.9 − 2.5 × log(fν/1µJy) (Oke &
Gunn 1983).
2. DEEP LEARNING ALGORITHMS
Artificial neural networks are inspired by biological
neurons. Just like biological neurons, artificial neurons
receive input signals and send out an output signal to
Figure 2. Different filters used in the first convolutional layer.
The pixels in each box represent the weights of a convolving neu-
ron which are connected to a 5 × 5 region input image. As these
filters convolve over the entire input image, they generate 16 feature
maps. Red pixels have a positive contribution and blue pixels have
a negative contribution toward the activation of the convolving
neuron. These filters are helpful for edge and texture recognition.
Figure 3. Two examples of convolutional layer feature maps. Im-
age of a normalized physical lens has been shown in (1). After the
normalizing and enhancing it with an anti-Gaussian function, the
arc stands out (2). Feature map (3) shows an enhancement of
the arc while feature map (4) highlights the edges along the anti-
diagonal orientation. Such feature maps are to be further compared
and analyzed in the fully-connected layers to determine if the image
is lensed or not.
other neurons (see Figure 1). The synaptic connections
between neurons are known as weights and the output
of a neuron is know as its activation. To reduce the
computational time and simplify neural network models,
neurons are placed in consecutive layers rather than hav-
ing a connection with every other neuron. Neurons from
one layer cannot talk to each other or to the neurons
in arbitrary layers; they may only send their signal to
the neurons in the succeeding layer. A neuron receives
the weighted sum of the activation of all the neurons in
the previous layer, adds an internal parameter known
as the bias and maps this sum to a value computed by
an activation function (e.g. sigmoid, hyperbolic tangent,
rectilinear, softmax). This model can be stated mathe-
matically by the following equation:
ali = f(
∑
j
al−1j w
l
j→i + b
l
i). (1)
Here, ali is the activation of the neuron in hand (i.e. the
i’th neuron in the l’th layer), f is the activation func-
tion of this neuron, al−1j is the activation of the neuron
j in layer l − 1 (the previous layer), wlj→i is the synap-
tic weight connecting i’th neuron in layer l to the j’th
4neuron in layer l − 1, and bli is the bias of the neuron to
adjust its activation sensitivity. The first layer, i.e. the
input layer, in a deep learning neural net acts as a sen-
sory layer, analogous to the retina. As it gets analyzed,
the information from the input layer travels through mul-
tiple layers until it reaches the final layer called the clas-
sification layer. Each class of images corresponds to a
classifying neuron. In our case, we have a neuron corre-
sponding to unlensed and another to lensed images. The
neuron with the highest output determines which class
an input image is placed in.
A neural net learns how to classify images by adjust-
ing the weights between its neurons and the biases within
them, having one goal in mind: minimizing the loss func-
tion C(x,y). The loss function, sometimes called the
cost function, can take many forms but it has to cap-
tures the misfiring of the classification neurons, i.e. the
deviation between the target class versus the predicted
class. This is why such algorithms are known as super-
vised learning algorithms, in contrast to unsupervised
techniques. A common choice for the loss function is
the cross-entropy loss function with the following form
(Nielsen 2016):
C(x,y) =
∑
j=unlensed,lensed yj ln a
L
j + (1− yj) ln(1− aLj ). (2)
aLj is the activation of neurons in the final (classifying)
layer. x is the input data in the vector form and y rep-
resents the desired activations of the two classifying neu-
rons. Of course, this function depends on the architec-
ture of the neural net, weights, and biases, but they have
not been expressed explicitly. As an example, if an image
is a lens, its target output has to be (0.0, 1.0), meaning
the activation of the unlensed neuron should be zero and
the activation of the lensed neuron should be unity. Dur-
ing the training process of a neural net, images from a
training dataset are presented to the network and the
weights and the biases are adjusted to minimize the loss
function for those images. The parameter space is mas-
sive and a change in one of the parameters of a neuron
will affect the activation of a series of neurons in other
layers. The first challenge is solved by minimizing algo-
rithms such as the stochastic gradient descent (SGD) and
the second one is solved via back-propagation. We won’t
go in the details of these two techniques, but it worths
emphasizing on the stochasticity of SGD. Stochasticity
refers to randomly selecting images from the training set
and bundling them in one batch. The loss function for
the batch is the average of the loss function for individual
images. It is very important to use a batch rather than
training the neural net with one image at a time. Loosely
speaking, using a batch would drastically improve classi-
fication accuracy of the network since neurons learn the
features in images rather than memorizing examples.
ConvNets are a class of neural networks with multiple
convolutional layers. A convolutional layer consists of a
set of convolving neurons (on the order of 10 neurons)
which can be connected to a small rectangular region of
an image. The set of weights of a convolving neuron is
known as a filter and are subject to change as the Con-
vNet learns. A filter scans an entire image by striding
(convolving with specified steps) over the image and as-
sembling its output into an image knows as a feature
map. Feature maps contain information such as texture
Figure 4. Anti-Gaussian image enhancement technique. The
bright source at the center of the original (bottom) image has been
deemed by an anti-Gaussian function (middle) which attenuates
central pixel values (see Equation 5). In addition, gamma cor-
rection has been employed to adjust the contrast, resulting in an
enhanced (top) image where the arcs stand out. Such enhanced
and normalized images are the inputs of the ConvNet.
and edges. See Figure 2 as an example of a set of filters
in a LensFlow convolutional layer. Two extracted fea-
ture maps of a physical lens (not simulated) have been
shown in Figure 3.
3. METHODOLOGY
3.1. Training and Testing Datasets
Neural networks learn to classify data by learning from
examples, referred to as the training dataset. A training
dataset usually contains a few thousands of pre-classified
images. Our training dataset contains 15, 000 unlensed
sources and 15, 000 lensed sources. To make this dataset,
we used SExtractor to obtain a catalog of sources from
a few high-quality central tiles as well as a few low-quality
edge tiles to include noisy images and artifacts. A cutout
of 200×200 pixels was made around the identified sources
and stored individually, labeled as unlensed. After train-
ing and finalizing the architecture of the ConvNet, using
a source extraction software is not necessary since an en-
tire tile can be divided into smaller tiles and scanned to
identify locations with high lensing probability.
Creating lenses are more challenging and more in-
volved. To create these lenses, we had two options; we
could either artificially boost up the number of know
lenses or simulate them. We tried both methods. For
the first method, we used 17 out of 18 lenses discussed in
Faure et al. (2011) paper.1 Since the number of known
lenses is very limited, we formed 200× 200-pixel cutouts
by applying all combination of the following transforma-
tions: (a) Rotating from 0 to 360 degrees in steps of 30
degrees, (b) Shifting the center by 0, ±10, and ±25 pix-
els in horizontal and vertical directions, (c) Scaling by
0.8, 1, 1.1 and (d) Adding a small Gaussian noise after
1One of the lens candidates from Faure et al. (2011) is more similar
to a tidal interaction.
5transformation. This combination results in 900 trans-
formed images per lens, boosting up our training dataset
to fifteen thousand.
However, the training dataset using the transformation
method does not contain a wide range of lenses and lenses
with different structures might be missed. For this rea-
son, we have also created a simulated training dataset
using LensTool (Kneib et al. 1996; Jullo et al. 2007;
Jullo & Kneib 2009). LensTool receives input param-
eters of the lensing model and generates a lensed image
of the background galaxy without a foreground lensing
source. We will refer to these as arcs. Lens model param-
eters such as redshift of the background and foreground
galaxies, their ellipticity, orientation, and their relative
positions were randomly changed to create a wider range
of arcs, from complete Einstein rings with different radii
to arcs with different orientations and sizes. The code for
generating these arcs which includes the range of model
parameters will be included in our online distribution.
After generating a wide range of arcs, they were merged
with raw images. Both images, the raw sources, and the
simulated arcs, were normalized and the pixels of the arc
images were multiplied by a random number between 0.3
and 0.8 so a range of relative arc to foreground luminos-
ity would be captured in the training set. For a limited
number of generated lenses, other ranges were used to
create extremely faint and extremely bright lenses. 85%
of the lenses were generated by selecting elliptical sources
while the remaining were sources randomly selected from
tile 55. A bias like this is necessary since the foreground
of the know COSMOS lenses are all elliptical. After
examining the simulated lenses by eye and eliminating
lenses with unnatural geometry, an eightfold transforma-
tion was performed to increase the number of lenses up
to fifteen thousand. These transformations come from 8
elements of the symmetry group of the square, namely:
0 ◦, 90◦, 180◦ and 270◦ rotations, and horizontal, verti-
cal, diagonal and anti-diagonal mirroring.
At the end, 500 lenses and 500 raw images were re-
moved from the training set and placed in a separate set
called the testing dataset to measure the performance of
the ConvNet as the network gets trained on the training
dataset.
3.2. Image Normalization and Enhancement
Before inputting the images to our neural net, we nor-
malize and enhance them. For deep learning purposes,
there are different methods of image normalization to
choose from, but not normalizing is not a choice. This
is due to the fact that raw images come in a wide range
of values. However, a limited number of neurons are not
capable of handling such variations. On top of that, the
goal of a ConvNet is to learn geometric features rather
than the statistical properties of the pixels, which could
be unwillingly introduced while constructing the train-
ing dataset. To address these two issues, all input im-
ages must be normalized. Our method of normalization
consists of two steps. In the first step, pixel values are
shifted by their average so their new mean would be zero
(Equation 3). In the second step, pixel values in an im-
age are divided by their standard deviation (Equation
4).
pij ← pij −
∑
ij pij
imaxjmax
(3)
pij ← pij√∑
ij p
2
ij
(4)
pij stands for the value of the pixel at row i and col-
umn j. imax and jmax indicate the total number of rows
and columns, respectively. In order to improve our clas-
sification accuracy, we made the arcs stand out by apply
an anti-Gaussian function (Equation 5) on each image.
This function will attenuate the central pixels which be-
long to the foreground galaxy (see Figure 4). The width
of this function is about a quarter of the cutout width.
pij ← (1− e−((i−100)2+(j−100)2)/1000)pij (5)
At this step, the images are ready for contrast adjust-
ments which is done using the gamma correction. The
pixels must be shifted up in order to eliminate zero or
negative pixel values.
pij ← (pij + 1.01 min(p))0.15 (6)
The normalization steps are applied again and at the
end, the negative pixels are dropped.
pij ← min(pij , 0) (7)
This improves the image quality by removing low-
intensity pixels which mostly include noise. Now images
may be inputted to the neural net for training or for
classification of new data. See Figure 4 for an example
of image normalization and enhancement.
3.3. Architecture of LensFlow ConvNet
The architecture of the data determines the dimension-
ality of the ConvNet layers. We use 200×200×1 images
where 1 indicate the number of color channels2. In our
code, we have localized these parameters as input vari-
ables to ease the transition from one to multiple color
bands. Classifying lenses with multiple color bands will
be easier and more accurate since foreground and back-
ground sources have a color contrast. However, we have
chosen to use one color channel so our algorithm can be
sensitive to geometry rather than color contrast in order
to expand its applicability to a wider range of bands as
well as eliminating its need for multi-band images when
unavailable. As it can be seen in Figure 5, after nor-
malizing and enhancing these single-channeled images,
LensFlow applies an average-pooling of kernel 4× 4 and
stride of 4. This means that the image is divided into 4×4
segments and the average of each segment will become a
pixel of the down-sampled output image. These down-
sampled images are then fed to the first convolutional
layer which consists of sixteen 5 × 5 filters. The hyper-
bolic tangent function is chosen as the activation func-
tion for the neurons in this layer as well as the upcoming
convolutional layers. This layer outputs sixteen feature
maps which should be interpreted as one image with 16
feature channels, i.e. a 50×50×16 image using our nota-
tion above. These feature maps are down-sampled using
a max-pooling layer of size 2 × 2 and stride of 2 result-
ing in a 25 × 25 × 16 reduced feature map. This means
2In this paper and in our code, we have adapted the N ×H×W ×
C format from TensorFlow where N , H, W , and C stand for
number of input images in a batch, height, width, and number of
color (or feature) channels.
6Figure 5. Representation of data flow through the ConvNet layers. The data is down-sampled and fed to three convolutional-max-pooling
layers. The data is then flattened into an array and is fed to 128 sigmoid neurons. These neurons are then connected to 2 classifying
softmax neurons. These last two layers are responsible for learning the difference between unlensed and lensed images buy comparing and
analyzing the feature maps.
the input of the max-pooling layer is divided into 2 × 2
tiles whose maximum values are selected to form down-
sampled feature maps. This 25× 25× 16 feature map is
inputted to the second convolutional layer with twenty-
five 5×5 filters where each filter will scan all channels by
combining them linearly, hence outputting a 25×25×25
feature map to be down-sampled to 13×13×25. Another
convolutional layer with thirty-six 4×4 filters paired with
a max-pooling layer is followed, reducing the data size to
a 7 × 7 × 36 feature map. This information is flattened
into a 1-D array where it is fully connected to 128 sig-
moid neurons. The output of these neurons is inputted
to the classifying layer with 2 neurons with the softmax
activation function:
σc(Z) =
eZc
eZunlensed + eZlensed
. (8)
Here, each component of Z is the total weighted input
plus the bias of each of the classifying neurons, zc =∑
j a
L−1
j w
L
j→c + b
L
c . c specifies whether we are talking
about the unlensed neuron or the lensed neuron. This
function enhances the training process and it will assign
7Figure 6. Left: Validation accuracy vs number of training iterations. Before learning, the ConvNet randomly classifies the images resulting
in a 50% accuracy (since there are an equal number of unlensed and lensed images in the testing dataset). After approximately 500 iterations,
the accuracy asymptotes to about 91%. Higher accuracies could be achieved with larger training datasets and more convolutional layers
which are limited by human and by computational resources respectively. Right: Receiver operating characteristic (ROC) diagram. The
black curve shows the trend of the true positive rate verses the false positive rate of LensFlow in the log-linear scale while the red dashed
curve shows an untrained classifier.
Table 1
Catalog of displayed lenses in Figure 9.
Lens Object ID Right Ascension Declination Einstein Radius Magnitude†
(deg) (deg) (arcsec) (AB)
1∗ COSMOS0108+4029 150.2849 2.6749 1.51 19.08
2 COSMOS5844+3753 149.6860 1.6315 1.53 21.65
3∗ COSMOS5831+4334 149.6298 1.7263 1.17 20.76
4 COSMOS0142+5447 150.4285 1.9133 1.49 18.67
5∗ COSMOS0124+5121 150.3522 1.8559 0.79 22.31
6∗ COSMOS0047+5023 150.1986 1.8398 1.71 20.64
7 COSMOS0027+0513 150.1140 2.0871 1.80 18.87
8∗ COSMOS0208+1422 150.5355 2.2396 1.54 20.13
9∗ COSMOS0056+1226 150.2366 2.2072 2.04 18.78
10 COSMOS0237+2652 150.6560 2.4478 1.88 20.81
11∗ COSMOS0012+2015 150.0526 2.3377 0.92 19.37
12 COSMOS5918+1911 149.8272 2.3198 1.89 19.86
13 COSMOS0211+2955 150.5486 2.4986 1.91 20.82
14 COSMOS0157+3510 150.4879 2.5863 1.20 20.68
15∗ COSMOS0018+3845 150.0770 2.6460 1.26 23.62
16 COSMOS5844+3753 149.6860 1.6315 1.45 21.65
17 COSMOS0247+5601 150.6974 1.9337 0.82 20.24
18 COSMOS0229+1441 150.6260 2.2448 0.51 26.67
19 COSMOS5954+1128 149.9791 2.1913 0.97 21.19
20∗ COSMOS0038+4133 150.1595 2.6927 0.55 20.51
21∗ COSMOS5921+0638 149.8407 2.1106 0.72 20.43
Notes. ∗: also identified in Faure et al. (2008). †: from ACS i-band.
a pseudo-probabilistic number to each class (since the
probabilities across all classes add up to 1). The higher
σc=lensed for an image, the higher its probability to be a
lens which can be used to rank the images based on their
lensing probability.
3.4. Measuring Performance
To optimize our ConvNet, we have chosen a cross-
entropy function as our loss function which we minimize
using Adam’s Optimizer. During the training phase, 64
unlensed and 64 lensed images were placed in a batch
of 128 images. This combination technique will prevent
under- or over-representation of classes even if the train-
ing size for different classes contain a different number of
examples. This process was iterated one thousand times.
An example of accuracy as a function of the number of
iterations has been graphed in Figure 6 where the ac-
curacy plateaus at 91.5%. To obtain this accuracy, any
image with a lensing probability lower/higher than 0.5
was labeled lensed/unlensed. These predicted labels were
compared against the true label of each image. Thus, ac-
curacy is defined as the number of correct classifications
over the number of images in the testing set.
accuracy ≡ N(lensed|plens > 0.5)
N(lensed) +N(unlensed)
(9)
8Figure 7. Normalized ranking of tracer lenses by LensFlow. Lens-
Flow ranks images based on their lensing probabilities, the highest
probability has a rank of 1, the second highest probability has a
rank of two, etc. The normalized rank (i.e. absolute rank divided
by the total number of unlensed and lensed samples) of top 10 (out
of 15) identified COSMOS lenses that were added to 3488 COS-
MOS sources has been plotted. The blue lines show the result of
scanning images once and the orange lines represent scanning the
8 symmetry group transformations of the square applied to each
image to artificially increase the number of data points. No sig-
nificant improvement is detected. This plot indicate LensFlow can
place the majority of the physical lenses in the top 8% minority.
Figure 8. Examples of common lens contaminants. Due to their
similar visual geometries with lenses, ring galaxies (1-2) and spi-
ral galaxies (3) are often false positive classifications of LensFlow.
Galaxies with satellite or tidal interactions (4 and 6) and artifacts
from bright sources (5) also contaminate the lens candidates.
This result was achieved with a ”ReLu”3 neurons in the
convolutional layers. After switching to hyperbolic tan-
gent, our results improved to 96% meaning that for ev-
ery 100 test images, 4 were misclassified. If the testing
dataset contains simulated lenses, the reader should not
translate these accuracies as a measure of physical lens
classification performance, neither for our paper nor for
others. Unlike physical lenses, simulated lenses may con-
tain statistical artifacts and are limited in shape. Hence,
the true performance of a classifier should be measured
with its ability to locate physical lenses in a sufficiently
large field.
3A rectified linear unit is a neuron with the following common
activation function:f(x) = max(0, x).
To optimize computational time while addressing this
issue, we have mixed 15 known lenses from the COSMOS
field (Faure et al. 2011) with 3.5 thousand images from
the same field and have assigned a lensing probability
to each image that was obtained from the output of the
lens class neuron. These images were ranked based on
their lensing probabilities. The relative ranking for these
lenses, i.e. their rank divided by the total number of
scanned images, has been plotted in Figure 7. We have
also tried eightfold scanning where the probabilities of
eight transformations discussed above (Section 3.1) have
been summed to improve the accuracy. This technique
does not show an improved ranking of the lenses. The
majority of the lenses fall under top 8% where they can
be further examined by eye. In the next section, we
will discuss the images that contaminate the high-rank
candidates. We will also discuss the remedies to further
separate lenses from other sources.
4. RESULTS & DISCUSSION
A catalog of the strong gravitational lenses in the COS-
MOS field has been generated previously (Faure et al.
2008) by looking at early type bright galaxies in the red-
shift range of 0.2 ≤ z ≤ 1.0 and visually inspecting and
cataloging sixty high and low-quality lens candidates. In
contrast, we have examined all sources in HST/ACS i-
band of the COSMOS field that are more extended than
200 pixels and are 1.5σ brighter than the background,
i.e. 230,000 images. After scanning these images with
LensFlow, we inspected the top outputs and selected
21 as good quality lens candidates which are presented
in Figure 9. Their coordinates and other physical pa-
rameters are also listed in Table 1. The lens candidates
previously identified by Faure et al. (2008) are marked
in Table 1. Among sixty lens candidates presented in
Faure et al. (2008), 25 were more extended than our im-
age cutout size of 200 × 200 pixels which translates to
larger than 3′′ × 3′′ (e.g. COSMOS0208+1422, COS-
MOS0009+2455) while some others were considered as
lens contaminates or low quality lenses rather than as
good lens candidates during our visual selection process
(e.g. COSMOS0055+3821). To resolve the former issue,
a secondary scan can be performed by down-sampling
the field to half its size to include larger lenses.
The main contaminants of our high lensing probabil-
ity images fall into the main categories of, spiral galax-
ies with contamination arising from spiral arms and/or
ring-like structures, tidally interacting galaxies and satel-
lite/nearby galaxies in a lens-like configuration and im-
age artifacts. Examples of these contaminants are shown
in Figure 8. Given that these contaminants are simi-
lar to many of our training examples and that it is also
time-consuming to separate them by human eye we cre-
ated another training dataset which would eliminate such
contaminants by only looking for perfect Einstein rings.
After another scan of the field, we were able to identify
the Einstein ring shown in the last two panels of Figure
9.
These indicate that perhaps, rather than increasing the
number of layers in series, we must aggregate parallel
ConvNets, each one trained to extract lenses from one
class of contaminants only. Furthermore, reducing the
down-sampling factor would, in turn, increase the reso-
lution of the input images which might increase the gap
9Figure 9. Identified COSMSOS lens candidates by LensFlow. These candidates were visually selected from images with the highest lens
probability assigned by LensFlow. Candidates (18) and (19) were identified by retraining LensFlow on perfect Einstein rings only. RA and
Dec of these lens candidates are listed in Table 1.
between spirals and lenses at a greater computational
cost. And perhaps, it would be more efficient to have
separated training datasets for visually distinct lenses, as
tried above, rather than having one large training dataset
with a variety of lenses. We will study these algorithms
in our future publications.
5. SUMMARY
In this paper, we have emphasized the importance of
gravitational lenses in the field of cosmology and have
presented an introduction to neural networks including
ConvNets. Furthermore, we have laid out the procedure
for constructing simulated images for training and test-
ing LensFlow. The importance and details of our normal-
ization and enhancement methods have been discussed.
Then, we have discussed the architecture of LensFlow, its
accuracy on test data, and its performance on real data.
The latter was done by scanning HST/ACS i-band im-
ages of the COSMOS field and listing the lens candidates
that were visually separated from images with large as-
signed lens probability by LensFlow.
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APPENDIX
REMARKS ON PRESENT AND FUTURE OF LENSFLOW CODE
LensFlow has been written in Python 3.5.2 and to enhance the user interface, it was developed in a Jupyter Notebook
environment which enables the user to easily modify the code, plot, and read the documentation alongside the code.
LensFlow relies on Keras, a high-level neural networks API, written in Python and capable of running on top of
TensorFlow(Chollet 2015). Our product consists of three main notebooks: Development notebook, Arc Maker
notebook, LensFlow notebook.
The Development notebook contains the necessary code for file management, to automate source extraction, to
merge raw images with simulated arcs, to create training and testing datasets, for automated handling of 81 COSMOS
tiles, and includes other helpful functions. Currently, LensFlow is in its development stage and requires a list of
200× 200-pixel FITS cutouts. In future versions, we will eliminate this need and users could provide a large FITS tile
with/without a catalog of identified sources which would require less/more time to scan the data. This can be done by
convolving the ConvNet itself over a FITS tile and identify spots with high lensing probabilities. To make this fully
functional, the training dataset must include off centered and cropped sources. However, for the purposes of training
and optimizing, isolated cutouts are more useful since sources from different tiles can be mixed without facing memory
shortage and since sources have to be accessed again and again as one would change the architecture of the ConvNet.
Arc Maker notebook automates the arc creation process and uses LensTool. LensFlow notebook contains the
ConvNet and can be used to specify the architecture of the ConvNet, to train or to test the ConvNet, and to search
through new data for lens candidates. This notebook also contains the functions that we have used to generate some
of the plots in this paper as well as the feature to view multiple top lens candidates in one screen using DS9. This
feature will help the user to quickly examine the output of the LensFlow. Due to the restrictions that TensorFlow
and LensTool apply, LensFlow would only function in a Linux operating system.
