It is well known how any symmetric matrix can be reduced by an orthogonal similarity transformation into tridiagonal form. Once the tridiagonal matrix has been computed, several algorithms can be used to compute either the whole spectrum or part of it. In this paper, we propose an algorithm to reduce any symmetric matrix into a similar semiseparable one of semiseparability rank 1, by orthogonal similarity transformations.
Introduction.
The standard procedure to compute the complete eigendecomposition of a dense symmetric matrix first reduces it into a similar symmetric tridiagonal one by means of orthogonal transformations. This step is accomplished in 4 3 n 3 + O(n 2 ) flops 1 and it is the most expensive one. Once the similar symmetric tridiagonal matrix has been computed, many fast and stable algorithms can be considered to compute its spectral decomposition (see, for instance, [9, 17, 16] and the references therein).
Recently, several fast and stable algorithms that compute the eigendecomposition of symmetric diagonal plus semiseparable matrices have been developed [2, 3, 6, 15] .
In this paper we consider an algorithm that transforms symmetric matrices into similar symmetric semiseparable ones by means of orthogonal transformations with 4 3 n 3 + O(n 2 ) flops. Hence, combining the latter algorithm with one of those for computing the eigendecomposition of semiseparable matrices gives us an alternative way to compute the eigenvalue decomposition of symmetric matrices, at the same computational complexity of the standard approach mentioned before.
Moreover, the proposed algorithm, while running to completion, gives information on the spectrum of the similar initial matrix. In fact the algorithm conputes semiseparable matrices of increasing dimension whose eigenvalues are the Ritz values obtained by applying the Lanczos' method to the initial matrix. Hence, the algorithm can be used to approximate the "extreme eigenvalues" of the given matrix and the convergence theory of the Lanczos' algorithm can be applied to the proposed algorithm. Moreover, we will also show that the proposed algorithm can be considered as a kind of subspace-like iteration method, where the size of the subspace increases by one dimension at each step of the algorithm. Hence, when the gaps between the eigenvalues involved are large enough, and when the Ritz values approximate the dominant eigenvalues enough, (diagonal blocks containing) the largest eigenvalues are already computed with high precision. Therefore it turns out that the proposed algorithm is a good candidate for computing an approximation of the subspace associated to the largest eigenvalues of large dense matrices. Such problems arise in many different areas, such as, principal component analysis, data mining, magnetic resonance spectroscopy, microarray data analysis, gene expression data, computing the eigensolutions of the Schrödinger equation on a grid ... (see, for instance, [1, 12, 21, 22, 25, 26] and the references therein).
The paper is organized as follows. In § 2 the definition and possible representations of semiseparable matrices are disussed. The algorithm for reducing symmetric matrices into similar symmetric semiseparable ones is described in § 3. The unsymmetric case is shortly considered in § 4. In § 5 the computational complexity is discussed. It also contains an algorithm for reducing symmetric tridiagonal matrices into similar symmetric semiseparable ones. The strong connection with the Lanczos-Ritz values is investigated in § 6. Convergence properties of the subspace iteration are studied in § 7. The numerical experiments are shown in § 8 followed by the conclusions and future work.
Definition and representation of semiseparable matrices.
In the literature the class of semiseparable matrices is defined in slightly different ways. For an overview of different definitions, representations as well as their properties, we refer the interested reader to [20] . In this paper, semiseparable matrices are defined in the following way.
DEFINITION 1. A matrix S is called a lower-(upper-)semiseparable matrix of semiseparability rank r if all submatrices which can be taken out of the lower (upper) triangular part of the matrix S have rank ≤ r and there exists at least one submatrix having exact rank r.
In the remainder of the paper, we will only consider symmetric semiseparable matrices of (lower-and upper-)semiseparability rank 1.
In [20] , we have shown that under weak assumptions (see Theorem 2.1), the matrix S can be represented by two (column-)vectors u and v, called generators of the matrix S:
where triu(A) and tril(A) denote respectively the strictly upper triangular part and the lower triangular part of the matrix A. THEOREM 2.1. Suppose S is a symmetric semiseparable matrix of size n, then we have the following equivalence:
S can be represented by two generators u and v (2.1)
For each 1 ≤ j ≤ i ≤ n such that S(i, j) = 0 ⇒ S(i, 1 : i) = 0 or S( j : n, j) = 0. Proof. Can be found in [20] . Because the representation with the generators is cheap in terms of memory usage and it is easy to reconstruct arbitrary elements within the matrix, several algorithms for semiseparable matrices are based on this representation. However for several of these algorithms, this representation can lead to a big loss of accuracy when performing the computations in finite precision. This can be seen from the following example. To overcome this problem we consider another representation. For a semiseparable matrix of dimension n, this representation consists of n − 1 Givens transformations and a vector of length n. The Givens transformations are denoted as G = [G 1 , . . . , G n−1 ] and the vector as
The following figures denote how the semiseparable matrix can be reconstructed, using this information. The elements denoted by make up the semiseparable part of the matrix. The construction of the semiseparable matrix is for a matrix of size 5. Initially one starts on the first 2 rows of the matrix. The element d 1 is placed in the upper left position, then a Givens transformation is applied, and finally to complete the first step element d 2 is added in position (2, 1). Only the first two columns and rows are shown here.
The second step consists of applying the Givens transformation G 2 on the second and the third row, furthermore d 3 is added in position (3, 3) . Here only the first three columns are shown and the second and third row. This leads to:
This process can be repeated by applying the Givens transformation G 3 on the third and the fourth row of the matrix, and afterwards adding the diagonal element d 4 . After applying all the Givens transformations and adding all the diagonal elements, the lower triangular part of a symmetric semiseparable matrix is constructed. Because of the symmetry also the upper triangular part is known. Suppose the Givens and vector representation of a semiseparable matrix S is known. When denoting the Givens transformations as:
The elements S(i, j) with n > i ≥ j are calculated in the following way: Moreover this representation has another advantage connected to the QR factorization of this semiseparable matrix. LetĜ j represent the Givens transformation G j embedded in an identity matrix of size n × n such that the Givens transformation G j is executed on rows j and j + 1. Then it is proven in [18] that the QR factorization of S can be written as:
with R upper triangular.
3.
Orthogonal similarity transformation to reduce a symmetric matrix to a semiseparable one.
3.1.
Theory. An algorithm to transform a symmetric matrix into a semiseparable one by an orthogonal similarity transformation is presented in this section. The constructive proof of the next theorem, provides the algorithm. THEOREM 3.1. Let A be a symmetric matrix. Then there exists an orthogonal matrix U such that
where S is a semiseparable matrix. Proof. The proof is a constructive one and is made by induction on the rows of the matrix A. We will construct a similar symmetric semiseparable matrix from a symmetric one. Let A
i be the Givens transformation, such that the product A Step 1 We will start by constructing a similarity transformation which will make the last two rows (columns) linearly dependent in the lower (upper) triangular part. To this end, we multiply A 
1 to annihilate the elements in position (1, n) and (n, 1) in
Note that × denotes arbitrary elements of the matrix, while ⊗ denotes the elements which are annihilated by the orthogonal similarity transformation. Summarizing, we
1 . Continuing this process of annihilating all the elements in the last row (column), except for the element in position (n, n − 1) ((n − 1, n)), we get
, we have the following situation,
i.e., the last two rows are proportional with the exception of the entries in the last two columns, (to emphasize the semiseparable structure among the rows (columns) we denote by the elements of the matrix belonging to these rows (columns)).
n−2 to the right by G
n−1 , the last two columns become linearly dependent above and on the main diagonal, i.e., they form an upper-semiseparable part. Because of symmetry, the last two rows become linearly dependent below and on the main diagonal and form a lower-semiseparable part:
To start the next step, A
0 is defined as A
has the lower (upper) triangular part already semiseparable from row n up to row j (column j to n). We will now prove that we can make the lower (upper) triangular part semiseparable up to row j −1 (column j −1). Let us denote the lower-(and upper-)triangular elements which form a semiseparable part with . So matrix A (m) 0 looks like:
Because the submatrix of A j−2 which make zero elements in columns j, j + 1, . . . , n in rows 2 up to j − 2. Applying these similarity transformations, we obtain the following matrix
← n
Since the rows j − 1 and j are proportional for the indexes of columns greater than
can be constructed annihilating all the entries in row j − 1 with column index greater than j − 1. Furthermore, the product is first applied to the left the elements k + 1, k + 2, . . . , n are annihilated in row k, using the corresponding elements of row k + 1. To obtain a similar matrix, we apply G (m) k also on the right adding one more row (column) to the semiseparable part. The whole process is summarized in Figure 3 .2.
In the next subsection, the details are given how to implement this algorithm using the Givens-vector representation for the semiseparable part of the matrices involved. This will result in an O(n 3 ) algorithm to compute the Givens-vector representation of a semiseparable matrix similar to the original symmetric matrix.
Once the semiseparable matrix has been computed, several algorithms can be considered to compute its eigenvalues (see, for instance, [2, 3, 6, 15] ). The proposed algorithm itself, however, while running to completion, gives already information on the spectrum of the initial matrix. In Section 6 we will show that the eigenvalues of the subsequent bottom-right semiseparable matrices computed by the proposed algorithm, are nothing else but the Ritz values obtained by the Lanczos' method.
Moreover, the algorithm con be considered as a nested subspace iteration method as shown in Section 7.
First, we look at a more detailed implementation of the algorithm in the next subsection as well as the computational complexity in Section 5.
3.2.
Effective implementation of the reduction. Now we describe how to implement the method above using the Givens-vector representation of a semiseparable matrix.
This representation gives information which can directly be used in the QR algorithm applied to the resulting semiseparable matrix [19] .
The implementation involves detailed shuffling of indices, therefore only the mathematics behind the implementation is given. The MATLAB-files can be downloaded from http://www.cs.kuleuven.ac.be/∼marc. Following the mathematical details, one should be able to understand and/or reconstruct the algorithm.
Suppose rows j, j + 1, . . . , n (columns j, j + 1, . . . , n) are already semiseparable. We can represent this semiseparable part by a row-vector
At this point, the matrix similar to the original symmetric matrix can be divided into four blocks:
with m = n − j and
The first substeps in step m of the method described in the proof of Theorem 3.1, eliminate the elements 1, 2, . . . , j − 2 in row j by multiplying A (m) 0 to the right by the Givens
It is clear that we can obtain a similar result by applying a Householder transformation H (m) on the row R j such that the following equation is obtained:
with |α j | = |α j |. Performing the similarity Householder transformation on the matrix (3.2) transforms this matrix into the following one:
From this point the Givens transformation G (m) j−1 can be calculated, such that the following equation is satisfied:
After applying the similarity Givens transformation G (m) j−1 on the matrix (3.3) we get the following matrix:
and the elementd j−1 can already be stored as part of the representation of the new semiseparable part which has to be formed at the bottom of the matrix.
The process explained here can now be repeated to make all rows j − 1, j up to n semiseparable, because the matrix (3.4) has essentially the same structure as the matrix (3.3).
Note: The latter step, i.e. the reduction of the lower right part towards the semiseparable structure, can also be applied directly on a semiseparable matrix. This corresponds to performing a QR step (in fact a QL step) without shift on this semiseparable matrix [19] .
The reduction of an arbitrary matrix.
It is well known how any matrix can be transformed into an upper Hessenberg one by an orthogonal similarity transformation. To find all the eigenvalues of the original matrix, then the QR algorithm can be applied to this upper Hessenberg matrix. By using an algorithm similar to that one described in the previous section, it is possible to transform every matrix into the sum of a semiseparable and a strictly upper triangular part. This is proved in the next theorem. 
i.e., A is similar to the sum of a symmetric semiseparable and a strictly upper triangular matrix R, by means of orthogonal transformations.
Proof. Following the same reduction as in the proof of Theorem 3.1, we can find an orthogonal matrix U such that the lower triangular part of U T AU is semiseparable.
Hence, the lower triangular part of A can be written as the lower triangular part of a symmetric semiseparable matrix S, i.e.,
Note that the algorithm to reduce an arbitrary matrix, by means of orthogonal transformations into a similar matrix whose lower triangular part is semiseparable also requires O(n 3 ) operations.
5. The computational complexity of each of the algorithms. 5.1. Reduction of a symmetric matrix into a similar semiseparable one. When reducing a symmetric matrix to a similar semiseparable one, the implementation can be done using only Givens transformations or using Householder and Givens transformations. One can easily see that the complexity can be divided into two parts: first there is the application of a Householder transformation or a number of Givens transformations on the upper left block of the matrix and secondly, there is the updating of the semiseparable part. Executing the first part of all the steps needs the same number of operations as reducing a symmetric matrix into a similar tridiagonal one by Householders or by Givens transformations. Hence, the computational compexity of this part is: Executing the second part of all the steps needs O(n 2 ) operations. More details can be found in the next subsection.
Reduction to a tridiagonal matrix.
The third approach to reduce a symmetric matrix into semiseparable form is the following. First we reduce the matrix into a similar tridiagonal one by standard algorithms (This can be achieved with Householder or Givens transformations (see, i.e., [9] )). The latter tridiagonal matrix can then be reduced into the semiseparable form. In this case the first part of each step has not to be performed. Note that this algorithm involves essentially the same orthogonal similarity transformations as the algorithms described before. Only the order in which they are applied is different. The results of Section 6 state however that it is worth to intertwine the two reductions, instead of first reducing towards tridiagonal form and thereafter to a semiseparable matrix. Hence, the number of operations to reduce a tridiagonal into a semiseparable matrix is the same as for the second step in the reduction from a symmetric matrix into semiseparable form.
The calculation of the Givens needs 7 flops, as described in [9] . The multiplication on the left hand and right hand side takes 11 operations, when everything is optimized. Therefore, the computational complexity is
Reduction of a nonsymmetric matrix.
As already mentioned, the algorithm applied to nonsymmetric matrices, reduces the matrix to the sum of a semiseparable and a strictly upper triangular matrix. To implement this, similar algorithms as mentioned above can be used. We now take a look at the complexity of this reduction. Let us assume that we first reduce the matrix to an upper Hessenberg one, and then apply the algorithm to make the lower triangular part semiseparable (This is a similar algorithm as applied to tridiagonal matrices). Then we first have the reduction to Hessenberg form, which costs 5/3n 3 + O(n 2 ) flops. The reduction from Hessenberg to lower semiseparable form costs an extra 3n 3 +O(n 2 ) flops.
Comparison with other algorithms.
When we compare the algorithm which tridiagonalizes a symmetric matrix, with the algorithm which constructs a similar semiseparable matrix, we find that the latter algorithm only performs 9n 2 + O(n) more than the former algorithm while both algorithms have an overall complexity of O(n 3 ). It is worthwhile to perform these additional operations as is shown by the convergence properties as studied in the next sections. We partition the matrix Q 1:m as follows:
This means,
Hence, the eigenvalues of S m are the Ritz-values of A with respect to the subspace spanned by the columns of − → Q 1:m (see e.g. [5] ). We will now prove that these Ritz values are the same as the Lanczos-Ritz values. 
We derive that
Note that a more general theorem is possible: THEOREM 6.3. We are going to prove now that
with C m+1 a nonsingular (m + 1) × (m + 1) matrix. The matrix Q 1:m is transformed into Q 1:m+1 as follows:
) is a vector with all zeros except in the last position. Hence the matrix Q m+1 has the following structure:
. Therefore the matrix − → Q 1:m+1 can be written as:
This can be rewritten as:
If we assume that the last component of vector q is α = 0, then the equality of the last column of the left and the righthandside of (6.3) gives us:
Together with Theorem 6.2 and the fact that the vectors of − → Q 1:m belong to K m ⊂ K m+1 , we have that r ∈ K m+1 . Hence, we get that all the columns of − → Q 1:m+1 belong to K m+1 and because they are independent from each other, they form an orthogonal basis for K m+1 . If α = 0 this means that r = 0 and we reached an invariant subspace.
Subspace Iteration while reducing the matrix.
The previous section shows that it is worth building up the intermediate semiseparable parts, instead of first reducing to the tridiagonal form and then constructing a semiseparable matrix from it. The intermediate matrices do not only contain the Lanczos-Ritz values in the already semiseparable part. During the construction, also a kind of nested subspace iteration is performed on the matrix. Depending on the gaps, and the approximation of the Ritz values the subspace iteration will create blocks in the semiseparable structure.
Theoretical proof.
At each step of the algorithm introduced in Theorem 3.1, one more row (column) is added by means of orthogonal transformations to the set of the rows (columns) of the matrix already proportional to each other. In this section, using arguments similar to those considered in [23, 24] , we show that this algorithm can be interpreted as a kind of nested subspace iteration method [9] , where the size of the vector subspace is increased by one and a change of coordinate system is made at each step of the algorithm. As a consequence, depending on the gap between the eigenvalues, the semiseparable part of the matrix will converge to a block diagonal matrix, and the eigenvalues of these blocks converge to the largest eigenvalues in absolute value of the original symmetric matrix.
Given a matrix A and an initial subspace S (0) , the subspace iteration method [9] can be described as follows
Under weak assumptions on A and S (0) , the S (i) converge to an invariant subspace. We will see that the reduction algorithm from symmetric to semiseparable matrix can be seen as such a kind of subspace iteration, where the size of the subspace grows by one dimension at each step of the algorithm. Let A (0) 0 = A. Suppose we have only performed the first orthogonal similarity transformations such that the rows (columns) n and n − 1 are already proportional:
where A (1) 0 has the semiseparable structure in the rows (columns) n and n − 1 and
n ]. From (7.1), we can write
Let e 1 , . . . , e n be the standard basis vectors of R n . From (7.2), because of the structure of L 1 , it can clearly be seen that:
0 < e n >=< q (1) n > .
This means that the last column of A (0)
0 and q (1) n span the same one-dimensional space. In fact one subspace iteration step is performed on the column e n . The first step of the algorithm is completed when the following orthogonal transformation is performed,
The latter transformation can be interpreted as a change of coordinate system: A (1) n = e n . Summarizing, this means that one step of subspace iteration on the subspace < e n > is performed, resulting in a new subspace < q (1) n >, and then, by means of a coordinate transformation, it is transformed back into the subspace < e n >. So, instead of working with a fixed matrix and changing subspaces, we work with fixed subspaces and changing matrices.
The second step can be interpreted in a completely analogous way. Suppose we have already the semiseparable structure in the last two rows (columns). Then we perform the following similarity transformation on A
in order to make the rows (columns) n up to n − 2 dependent. Using (7.3), A
0 can be written as follows,
Considering the subspace < e n−1 , e n > and using the same notation as above, we have,
0 < e n−1 , e n >=< q (2) n−1 , q (2) n > .
This means that the second step of the algorithm is a step of subspace iteration performed on a slightly grown subspace. For every new dependency that is created in the symmetric matrix A (i) 0 , the dimension of the subspace is increased by one. This means that from step i, i = 0, 1, . . . , n, (so there is dependency between the rows n up to n − i), all the consecutive steps perform subspace iterations on the subspace of dimension i + 1. From [24] , we know that these consecutive iterations on subspaces tend to create block upper triangular matrices. Hence, for a symmetric matrix these are block diagonal. Furthermore, the process works for all the nested subspaces at the same time, and so the semiseparable part of the matrices A (i) 0 generated by the proposed algorithm, becomes more and more block diagonal, and the blocks contain the eigenvalues having a comparable absolute value. This explains why the lower-right block already gives a good estimate of the largest eigenvalues, since they are connected to a subspace on which the subspace iteration step is already performed several times. Hence as a special case, denoting by z (i) the eigenvector corresponding to the largest eigenvalue in absolute value λ of A (i)
. ., we can say that, if z (0) has a nonzero last component and if the largest eigenvalue is unique, the sequence z (i) converges to e n , and, consequently, the lower-right element of A (i) 0 converges to λ. This insight also opens several new perspectives. In many problems, only the few largest eigenvalues (in absolute value) need to be computed [1, 12, 21, 22, 25, 26] . In such cases, the proposed algorithm gives the required information after only few steps, without running the algorithm to completion. Moreover, because the sequence of similar matrices generated at each step of the algorithm converges to a block diagonal matrix, the original problem can be divided into smaller independent subproblems. Furthermore, if the second step of the algorithm is "iterated", the sequence of semiseparable matrices generated converges to a block diagonal matrix (see the remark at the end of Section 3.2).
We finish this section with a theorem from [24] concerning the speed of convergence of subspace iterations [24, Theorem 5.4 ].
DEFINITION 7.1. Denote with S and T two subspaces, then the distance d(S , T )
between these two subspaces is defined in the following way:
Using this definition, we can state the following convergence theorem: THEOREM 7.2. Let A ∈ C n×n , and let p be a polynomial of degree ≤ n. Let λ 1 , . . . , λ n denote the eigenvalues of A, ordered so that 
where S 0 is a k-dimensional subspace of C n satisfying S ∩ U = {0}. Then for everyρ satisfying ρ <ρ < 1 there exists a constantĈ such that
In our case Theorem 7.2 can be applied with the polynomials p i (z) and p(z) chosen in the following sense: p i (z) = p(z) = z.
Practical interpretation.
Taking a look at the numerical examples, sometimes it seems that initially there is no sign of subspace iteration. The proofs stated above are correct, but there is an interaction with the Lanczos' behaviour of the algorithm, which will sometimes lead to a delay in the convergence behaviour of the subspace iteration. This can only happen when, all the vectors < e n−i , e n−i+1 , . . . , e n > have a small component in one or more directions of the eigenspace connected to the dominant eigenvalues. Before we show by an example, that this happens in practice, we first give a condition under which we are sure that the subspace iteration lets the matrix converge to one having a diagonal block containing the dominant eigenvalues. As soon as some of the Ritz values approximate all of the dominant eigenvalues, this convergence behaviour appears. To show this we assume that we can split up the eigenvalues of the initial matrix A into two subsets, Λ 1 = {λ 1, j | j ∈ J} and Λ 2 = {λ 2,i |i ∈ I}, with a gap between cluster 2 and cluster 1, min i∈I |λ 2,i | max j∈J |λ 1,i |. Using the following notations ∆ 1 = diag(Λ 1 ) and ∆ 2 = diag(Λ 2 ), we can write the matrix A (m) 0 in the following way: 
Let the eigenvalue decomposition of S be denoted as:
where we assume that some of the eigenvalues of S (in fact the Ritz values) approximate already the real dominant eigenvalues, this means assume that |λ S,2,i | ≈ |λ 2,i |, i ∈ I. If W 2 has full rank and is far from being not of full rank, there is no delay in the convergence behaviour of the subspace iteration. This corresponds to the condition that the last vectors {e n−m , e n−m+1 , . . . , e n } projected on the invariant subspace connected to the dominant eigenvalues λ 2,i have a large component in every direction of this subspace.
Via an Householder similarity transformation we can transform equation (7.4) 
Then we can substitute S by its eigenvalue decomposition (7.5).
Note that W 2 is of full rank, if and only ifW 2 is of full rank. We get
where P is the projection matrix [0, I] of size n S,2 × n where I is the identity matrix of size n S,2 × n S,2 , with n S,2 the dimension of ∆ S,2 . This means that:
Note that PW 2 is a square matrix. Because there is a gap between the eigenvalues λ 1, j , j ∈ J and λ 2,i , i ∈ I there will be a comparable gap between λ S,2,i i ∈ I and λ 1, j , j ∈ J. Hence the matrix at the lefthandside of equation (7.6) is far from singular. Therefore this is also true for the righthandside, andW 2 is of full rank.
In the remaining part of this paragraph, a brief explanation is given, why in certain situations the subspace iteration behaviour does not show up immediately from the start. Suppose the size of the block ∆ 2 is 2. We can write the matrix A in decomposed form:
Applying already the Householder similarity transformation on the matrix A gives us the following decomposition:
The Ritz-values are the eigenvalues of the two by two matrix:
γ β β α .
In fact, to complete the previous step a Givens transformation should still be performed on the matrixÃ (1) , to make the last two rows and columns dependent, and thereby transforming the matrix into A
0 . Remark that this last Givens transformation does not change the eigenvalues of the bottomright submatrix.
We show now that the assumptions for an immediate convergence behaviour of the subspace iteration, are not satisfied. We prove that
does not have two large linearly independent components in the span of
We can write [e n−1 , e n ] as a linear combination of the eigenvectors:
The coordinates C 2 of [e n−1 , e n ] with respect to the dominant eigenvectors, are the following:
Using equation (7.7), we get that
Hence,
Because of the Householder transformation we know that q = a n / a n , hence
Therefore,
This means that if ∆ 2 w lies almost in the same direction as w that C 2 is almost singular. If the two largest eigenvalues λ 2,1 ≈ λ 2,2 this is the case. Note however that when λ 2,1 ≈ −λ 2,2 , the subspace iteration converges immediately, because they are both extreme and immediately located by the Lanczos' procedure.
Numerical experiments.
In the first experiment we want to illustrate the Lanczos' convergence behavior of the new method. Experiments two up to four illustrate the Lanczos' behaviour and the subspace iteration convergence. In Experiment 2 an example is created such that the subspace iteration has a large delay, and is not visible. After a clear delay in Experiment 3 the subspace iteration starts its convergence behaviour. In Experiment 4 the example is created in such a way, that there is no delay in the convergence behaviour of the subspace iteration. In Experiment 5 a non graded matrix with a large condition number (≈ 10 40 ) is transformed accurately into a semiseparable matrix. Experiment 6 shows the rank revealing properties of the reduction algorithm.
In each experiment, we obtain a symmetric matrix A by transforming the diagonal matrix ∆ containing the prescribed eigenvalues by an orthogonal similarity transformation A = Q T ∆Q. The orthogonal matrix used is taken as the Q-factor in the QR factorization of a random matrix, built by the Matlab 2 command rand(n) where n is the dimension of the matrix. It is clearly seen in Figure 8 .3 that the subspace iteration starts with a small delay (as soon as the Lanczos-Ritz values approximate the eigenvalues well enough the convergence behaviour starts).
Experiment 4.
The previous experiment showed that the subspace iteration started working after a delay. In this experiment the largest eigenvalues in absolute value, have opposite signs, such that they will be located fast by the Lanczos' algorithm and therefore the subspace iteration convergence will show up without a delay. The eigenvalues are located in three clusters [−1004 : −1000, −100 : 100, 1000 : 1004]. The Lanczos-Ritz values will converge fast to the extreme eigenvalues, and therefore the subspace iteration convergence will start fast. Figure 8 .5 shows the fast convergence after few steps of the iteration and also the Lanczos convergence behaviour.
Experiment 5.
The following problems are taken from [4] . We consider some of the eigenvalue problems which the traditional QR algorithm cannot solve. We consider the One can see that the eigenvalue solver of Matlab, was only able to calculate one eigenvalue correctly. When we reduce the matrix A to semiseparable form we get the following matrix: So all the eigenvalues can be computed when first using the reduction to semiseparable form, and this up to at least 14 correct digits. and the results based on the construction of the semiseparable matrix are exactly the same up to sixteen digits.
Experiment 6: Symmetric Rank
Revealing. This example shows that, in many cases, the factorization described in § 3 can be used as a symmetric rank revealing factorization. A detailed analysis of the proposed factorization as rank revealing factorization can be found in [14] .
Let A ∈ R n×n and let , where S 11 ∈ R k×k , S 12 ∈ R k×(n−k) , and S 22 ∈ R (n−k)×(n−k) , is said to be a symmetric rank revealing decomposition [7, 11] if
We compare the behaviour of the algorithm described in § 3 (denoted by SSRR 3 : SemiSeparable Rank Revealing) with those of the algorithms ULV and URV, considered among the best symmetric rank revealing algorithms available in the literature for semidefinite and indefinite matrices, respectively, (see [8, 10, 7, 11] for the details). For the semidefinite case, random test matrices of size n = 64, 128, 256 (100 matrices of each size), each with n/2 eigenvalues geometrically distributed between 1 and 10 −4 , and the remaining eigenvalues geometrically distributed between 10 −7 and 10 −10 , such that the numerical rank with respect to the threshold τ = 10 −5 is k = n/2, have been computed. In Fig. 9 .1 the distribution of the singular values in real scale (left) and logarithmic scale (right) is shown. For the indefinite case, the same matrices have been generated, choosing the signs of the eigenvalues to alternate. For each sample of 100 matrices, the means and the maxima of the spectral norms of the submatrices S 12 and S 22 have been computed. The results are shown in Table 9 .1. It can be noticed that the results obtained by the SSRR algorithm are similar to those obtained by the best available algorithms in the literature for these kind of problems.
A more elaborated implementation of the SSRR algorithm for the symmetric rank revealing factorization is considered in [14] .
10. Conclusions and future research. In this paper, we have designed a new algorithm to transform any symmetric matrix into a similar semiseparable one by orthogonal similarity transformations. We have shown that during execution of the algorithm semiseparable matrices are generated whose eigenvalues are nothing else but the Ritz values obtained by the Lanczos' process. Moreover, the algorithm can be interpreted as a nested subspace iteration method. We have illustrated the properties of the algorithm by several numerical examples.
When a Ritz value has converged to an eigenvalue of the original matrix, we can apply deflation. Also when the nested subspace iteration has created a diagonal block whose corresponding rank 1 non-diagonal block is small in norm, this part of the semiseparable matrix can be cut off and its eigenvalues can be computed separately.
We are preparing a paper [19] that describes an implicit QR algorithm for semiseparable matrices. This algorithm can be used to compute the eigenvalues of the resulting matrix as well as of the subblocks which are cut off by the nested subspace iteration.
When we drop the link to subspace iteration, it is clear how to obtain other sequences of structured matrices whose eigenvalues are the Lanczos-Ritz values. These details will be explained elsewhere. This could lead to a Lanczos-type algorithm which does not need (partial) reorthogonalization to improve its stability.
The algorithm provides an efficient method to perform rank-revealing as will be described in [14] . 
Semidefinite case

