This paper presents a novel approach for landmark recognition in images that we've successfully deployed at Mail.ru. This method enables us to recognize famous places, buildings, monuments, and other landmarks in user photos. The main challenge lies in the fact that it's very complicated to give a precise definition of what is and what is not a landmark. Some buildings, statues and natural objects are landmarks; others are not. There's also no database with a fairly large number of landmarks to train a recognition model. A key feature of using landmark recognition in a production environment is that the number of photos containing landmarks is extremely small. This is why the model should have a very low false positive rate as well as high recognition accuracy.
INTRODUCTION
By increasing amount of images in web and mobile applications, the issue of fast and accurate image search develops. A similar situation often arises in many applied areas such as e-commerce [27, 29] and search engine [9] . These systems use various image retrieval techniques that allow extracted information to be used in searches.
Landmark recognition is an image retrieval task and has its own specific challenges. The first and most critical of them is that it is impossible to provide a concrete concept of a landmark. Landmarks do not have a common structure and can be just about anything: buildings, monuments, cathedrals, parks, waterfalls, castles, etc. What's more, we will find that some buildings are landmarks while others are not.
The second problem is that a landmark can have different shooting angles and these angles can often be very different from each other. An extreme case is inside and outside the building. A good recognition system, however, should be able to identify a landmark from different shooting angles.
The third difficulty arises from the first, i.e. the fact that an overwhelming number of objects in the world are not landmarks. This leads to the requirement that a landmark recognition system must distinguish a large number of landmark classes among themselves with high accuracy. These classes are very skewed in relation to one large non-landmark class. Additionally, almost anything can be a non-landmark. This is why the system should have a very low false positive rate with high recognition accuracy.
We have developed and launched our landmark recognition system as part of our photo recognition solution at Cloud Mail.ru, the photo sharing and storage service at Mail.ru Group. We did this because it is important for users to be able to find landmarks among their photos. These photos are often special to users and they would like to be able to find them quickly. Our solution at Cloud Mail.ru allows photos with landmarks to be collected, sorted into a special album, and searched. An example of the landmarks album interface is shown in Figure 1 .
Training the landmark recognition model is challenging. There is no clean and sufficiently large open database that is suitable for what we need. The landmark recognition system must be sufficiently fast and scalable to be used in production. Additionally, user photos sometimes contain geo information about the location of where photos were taken. An important feature of a landmark recognition system is that it must show high quality without any additional information like geo information.
In this paper we present a landmark recognition system that successfully deals with these challenges and has been deployed as a part of the photo recognition solution at Cloud Mail.ru. Main contributions:
• Inference using centroids that have resulted from hierarchical clustering; • Curriculum learning technique;
• Modified Center Loss [26] for non-landmarks combined with a deep convolutional neural network pre-trained on a scenes database.
Main results:
• Obtaining similar metrics to the state of the art model in our test; • Inference time of our model is 15x faster; • Efficient architecture enables our system to serve in an online fashion.
The rest of the paper is organized as follows: Section 2 reviews recent literature on landmark recognition algorithms. This is followed by Section 3, in which deep convolutional neural network (CNN) architecture, loss function, training methodology, and aspects of inference are described. In Section 4, we present the landmark database used to train our model as well as the method for cleaning this database. Next, in Section 5, we show the results of quantitative experiments from our tests and analysis of the deployment effect to prove the effectiveness of our mode. Finally, results of comparison of proposed in this paper approach with the state-of-the-art model is presented in Section 6, followed by conclusion in Section 7.
RELATED WORK
Landmark recognition can be considered as one of the tasks of image retrieval. The bulk of the literature on these topics is focused on the image retrieval task, while less attention is paid directly to the landmark recognition. The comprehensive survey of recent methods for these problems is presented by Radenović et al. [19] . We give here only the most influential.
Over the past two decades, there has been significant progress in the field of image retrieval, and the main approaches can be divided into two groups. The first one is classical retrieval approaches using local features, such as: methods based on local features descriptors organized in bag-of-words [23] , spatial verification [18] , Hamming embedding [12] , query expansion [3] . These approaches dominated in image retrieval until the rise of deep convolutional neural networks (CNN) [15] , which are used to produce global descriptors for an input image. According to [19] , the pipeline of a typical localfeatures based method includes local features detection, descriptor extraction, quantization using a visual codebook and aggregation into embeddings.
The main representatives of local features-based methods include Vector of Locally Aggregated Descriptors [13] which uses first-order statistics of the local descriptors. Another method from this group is Selective Match Kernel [25] -an extension of the Hamming embedding approach.
Recently, with the advent of deep convolutional neural networks, the most efficient image retrieval approaches are based on training task-specific CNNs. Deep networks have proven to be extremely powerful for semantic feature representation, which allows us to efficiently use them for landmark recognition. As described in [19] , the main CNN based approaches differ in various types of pooling layers, multi-scaling of an input image, usage of pre-trained models and pre-processing. [28] 41. 8 11.8 Metric learning aims at finding appropriate similarity measure between image pairs that preserve desired distance structure. A good similarity can boost the performance of image search, especially when the number of classes is large or unknown [2] . Gordo et al. [6] use regional max-pooling and fine-tuning by Triplet loss [22] . Radenović et al. [19] employ Contrastive loss [7] and generalized mean-pooling, this approach shows good results, but brings additional memory and complexity cost [19] .
DELF (DEep Local Features) by Noh et al. [17] demonstrates promising results. This method combines classical local features approach with deep learning. DELF uses features from one of the layers of the deep CNN and train an attention module on top of it. This allows us to extract local features from input images and then perform geometric verification with RANSAC [5] . As follows from the experiments described in [19] , DELF and its extension [24] are the state-of-the-art approaches.
Our goal in this paper is to describe the method that uses strengths of deep convolutional neural networks for accurate and fast large scale landmark recognition.
APPROACH
In this section we describe in detail our landmark recognition system, outlined in Figure 2 . Like many state-of-the-art image retrieval methods [6, 17, 20] ours is based on deep convolutional neural network (CNN). For inference we use prototypical based approach where all classes are characterized by corresponding centroids. This type of metric learning combines speed and accuracy for the large scale recognition task. In the following we describe architecture, loss function, training methodology and aspects of inference.
CNN architecture
Recent success in computer vision and image retrieval are closely related to convolutional neural networks [15] . Our landmark CNN consists of three parts: the main network, embedding layers and the classification layer.
First of all, we chose the optimal network architecture. In order to get a CNN suitable for training landmark recognition model, we used fine-tuning: a very efficient technique in various computer vision applications. Landmark and scene recognition tasks are closely related, since almost all landmarks can be divided into groups by scenes. So we chose to pre-train the network on our scenes database, which was previously used for training scene recognition as part of tagging solution at Cloud Mail.ru. The database is inspired by the Places database [31] and contains about 1.5 million images from 314 scene categories collected from our internal data. Scenes data provides the CNN with necessary signal for learning general concepts about these groups. Comparison of different Residual Networks [8] can be found in Table 1 . Based on the results, we chose Wide Residual Network (WRN-50-2) [28] . This network architecture showed good trade-off between quality and inference time.
Secondly, we add the embedding layer to the CNN trunk. We cut off last fully-connected layers after average pooling of the network and add fully-connected layer and batch normalization [11] instead. Embedding layer size is an important parameter. After a series of experiments on validation data (see Table 2 for results on our offline test (Section 5)), we chose 512 as optimal. The third component of the landmarks CNN is a classification fully-connected layer. Full architecture of the landmark CNN is presented in Figure 4 .
To check what the CNN has learned we use class activation maps (CAM) [30] , obtained by the largest value of activations from the embedding layer. The examples of CAMs for the CNN trained on our landmark database are presented in Figure 3 . As can be seen, the CNN highlights parts of the images with the correct landmark.
Loss function
As mentioned earlier, our landmark recognition pipeline during the inference (see section 3.4) uses centroids that describe each landmark class. In order to maximize the effectiveness of this approach, we had to train the network to have the members of each class to be as close as possible to some element we call the "center" (or "centroid"). We experimented with couple suitable loss functions: Contrastive loss [7] , Arcface [4] and Center loss [26] . The best results on our tests were achieved using Center loss, which simultaneously trains a center for embbedings of each class and penalizes distances between image embbedings and their corresponding class centers. A significant advantage of Center loss is that it's just simple addition to Softmax loss and, unlike Contrastive loss or Triplet loss [22] , there is no need to sample negative pairs, which can be quite challenging.
An important feature of landmark recognition is that query photos may not contain any landmarks at all, so our loss function must take this into account. Thus, we consider an additional class of non-landmark which includes literally everything that is not a landmark: persons, animals, buildings, natural objects, cars etc. Therefore, the number of elements of non-landmark class is much greater than the total number of elements in all landmark classes. According to our statistics of user photos, the number of photos with landmarks is about 1 − 3% of the total number of photos. In addition, unlike landmarks, non-landmark class does not have structure (since it includes all sorts of objects), so it makes no sense to enforce Center loss on this class. In order to address this issue, we modified Center loss to calculate centers only for landmark classes, but not for the non-landmark class.
Let n be the number of landmark classes, m -mini-batch size, x i ∈ R d -the ith embedding and y i -the correct label, y i ∈ {1, . . . , n, n + 1}, where n + 1 is the label of a non-landmark class. Denote W ∈ R d×n as the weights of the classifier layer, W j as its jth column. Let c y i be the y i th embeddings center from Center loss and λ -the balancing parameter of Center loss. Then our loss function, which we minimize during the training process, is formulated as:
Our landmark CNN with described loss function is shown in Figure 4 . The advantage of using Center loss is presented in Table 4 .
Training
In this section we describe the tricks that we use for training the model, presented in Section 3.1 with loss function given by Eq. 1.
Learning parameters.
As optimization algorithm we use stochastic gradient decent with momentum [21] , during training the momentum value is 0.9. Our CNN is trained with weight decay parameter 5e −3 and Center loss parameter λ = 5e −5. Each training image is resized to 256 × 256 pixels, and then data augmentation techniques such as random resized crop [22] to 224 × 224, color jitter and random flip are applied. As described in Section 3.1, our landmark CNN consists of three parts: WRN-50-2 pre-trained on the scenes database, embedding layers and a classifier. For each part we use different learning rates: α 1 , α 2 , α 3 accordingly. The CNN was trained for 30 epochs and learning rates decay at 0.1 twice after 40% and 80% of the total number of learning epochs.
Curriculum learning.
In the beginning of our experiments we tried training CNN on all the landmark data, but this approach showed poor results (see Table 4 ). Significantly more successful was the strategy inspired by a curriculum learning [1] , that made it possible to achieve high recognition accuracy. Under a curriculum learning approach, the landmark database was divided into parts according to the geographical affiliation of cities where landmarks are located:
(1) Europe (including all Russia); (2) North America, Australia and Oceania;
(3) Middle East, North Africa; (4) Far East. Typical representatives of these parts of the database are presented in Figure 5 . The main motivation for using this approach is that landmarks from one geographical region are more similar to each other than landmarks from different regions. Thus, by training at landmarks from one region, the CNN learns information, which allows it to distinguish well these similar landmarks.
Curriculum learning procedure consists of several steps, on each a new fraction of the database is added to the training. Full details are described in Algorithm 1.
Algorithm 1 Curriculum learning for landmark recognition
Input: Four parts of the landmark database; Landmark CNN. Output: Trained model. 1: Train the landmark CNN on part (1) of the database with learning rates: α 1 = 0.001, α 2 = 0.01, α 3 = 0.01. 2: Take the trained CNN. Batch normalization from embedding layers, classifier and centers c y i are initialized randomly. 3: Train it on data from combining parts (1) and (2) of the landmark database. Learning rates: α 1 = 0.0001, α 2 = 0.0001, α 3 = 0.01. 4: Repeat steps 2 and 3 for data obtained from parts (1) + (2) + (3). 5: Repeat steps 2 and 3 for data obtained from parts (1) + (2) + (3) + (4). 6: Return trained landmark CNN.
Non-landmarks influence.
As was discussed in Section 3.2 the number of images without landmarks is crucial for the entire Session: Long -Computer Vision CIKM '19, November 3-7, 2019, Beijing, China training process of the landmark recognition system. During our experiments on validation data, we increased the fraction of nonlandmarks in the training data (see Table 2 for results on our offline test (Section 5)). As a result, we use the number of the non-landmark class and the total number of elements from landmark classes in proportion 0.4.
Inference
As mentioned in previous sections, we train our landmark CNN in such manner that efficiently uses prototypical approach during inference. This approach has been chosen because it proved to be stable at large scale during our experiments. The scheme of this stage is presented in Figure 2 . In sections 3.1, 3.2, 3.3 architecture, loss function and training tricks are described in details. In the following sections we discuss centroids calculation, geo information, references and usage of meta data.
Centroids.
In order to decide whether a query image contains a landmark, it is necessary to compare the embedding vector obtained from the landmark CNN with some others vectors describing classes of landmarks. We call these vectors centroids, because they are calculated by averaging embeddings.
The main question about centroids is what data to use for its calculation. At first, we used the whole training data for each landmark. This approach yielded satisfactory results (see Table 3 ), but we began to look for a better method that would allow us to take into account peculiarities of our data (that is, landmarks). First, in spite of data cleaning (described in more detail in Section 4), which removed most of the redundant elements, some of them remained in the data, which may affect the centroid. For example, if the landmark we are interested in is a palace which located on a city square, then images of a similar building on the same square may be included in the data.
Second, each landmark can have several typical shooting angles. Mixing them in one centroid leads to its lack of sensitivity. It's more efficient to calculate a separate centroid for each typical shooting angle. To achieve this goal, we apply hierarchical agglomerative clustering algorithm [16] and partition training data into several clusters for each landmark.
We consider clusters as valid, if they contain more than 50 elements. This number and clustering parameters have been chosen as a result of the experiments on validation set, maximizing classification metrics (see Table 2 for results on our offline test (Section 5)). As a result, we chose complete linkage clustering with a threshold equals 10. Centroids for the current landmark are calculated using these valid clusters. If all clusters for the landmark are not valid then only one centroid is calculated using largest cluster. Let v be the number of valid clusters for a landmark l, if there is no valid clusters for l then v = 1. Denotes C j , j ∈ 1, . . . , v as valid clusters (or one maximum cluster if there is no valid clusters), then set of centroids for a landmark l {µ l j } v j=1 is calculated by:
After calculating centroids for our landmark database (Section 4) about 20% of the landmarks have more than one centroid per class (which corresponds to "frequent" landmarks with large number of 3.4.2 Inference algorithm. After centroids are calculated for all classes, we can make decision whether there are any landmarks on an image. To do this the query image is passed through the landmark CNN and resulting embedding vector is compared with all centroids by dot product similarity. Since there are many classes in our database, simple one by one comparison is inefficient. Hence, we employed approximate k-nearest neighbors (AKNN) search instead. For that we used very fast and popular Faiss [14] library.
We experimented with k-nearest neighbors (kNN) approach for embeddings and centroids on validation data. Results of this experiments on our offline test (Section 5) is presented in Table 3 . In our model we use several centroids with k = 1.
In order to distinguish landmark classes from non-landmark, a threshold value η is introduced. If maximum similarity is less than η, then we decide that the image does not contain any landmarks. Else we take top k similarities greater than η and decide on the presence of the corresponding landmarks. This procedure is depicted in the middle part of Figure 2 .
All landmarks found on the image must be in the same city. We use meta data from our landmark database (in more details Section 4) to verify this.
If we can extract additional information from a query image, then we can improve the quality of recognition. Obviously, we can use geo data about the place where the photo was taken. It must be noted that users' photos do not always contain this data, therefore our main task was to develop a system that will produce high quality results in the absence of any additional information about the image. If a query image has geo information, then we can narrow the search range from all landmarks to landmarks lying in some surroundings from the shooting location. In this case query image embedding vector is compared only to centroids corresponding to landmarks from this surroundings, which allows us to reduce the threshold η, since very similar objects rarely lie next to each other. As surroundings, we use square 1 × 1 kilometers.
During inference, if an image doesn't have geo information, we perform additional verification step using landmark references (right part of Figure 2 ). After cleaning the database (Section 4) there are 3 − 5 manually checked images containing this landmark called references for each landmark. During the references verification step a query image embedding vector is compared to all references embedding vectors of the current landmark and, if mean dot product similarity is greater than another threshold ω, then the landmark presence is considered confirmed. This approach allows us to slightly reduce false positive rate, which we found useful in practice. Since user photos don't always contain geo information, it's important to show how the described method works without any additional information. Therefore, in the following sections, test results are presented without usage of geo information.
A full description of the inference algorithm (with landmark references) is given in Algorithm 2.
LANDMARK DATABASE
In this section we describe the landmark database, on which our model was trained. We collected photos from internal data, structuring the collection process by countries, cities and landmarks. This structure is as follows: we have divided the world into several regions, such as Europe (Russia included), America, Middle East, Africa, Far East, Australia and Oceania. In each region were selected cities in which there are a lot of significant landmarks. The significance of a landmark is determined by a combination of factors, such as popularity and availability of a sufficient number of photos. When collecting data, we focused mainly on those areas 13: if (mean-similarity > ω and current-city == city) then 14: yield Metadata[i][landmark-name], city that are most popular among users. In addition, we filtered some landmarks out: not all parks and beaches are included in the database, but only the most popular and largest. This filtering was done because natural objects are difficult to distinguish. After selecting the cities of interest, in each of them significant landmarks were selected and photos for these landmarks were collected. Examples of images from our database is shown in Figure 5 . We collected not only images, but also meta data, which is used during the inference stage.
Database cleaning.
After collecting the database, we had to clean it before training a CNN. The raw database contained a lot of redundant images. For example, for Notre-Dame de Paris we need only photos of its facade, but not the interior. In addition, the raw data contained many erroneous images.
To clean the database, we picked up 5 images per landmark, with a high probability of containing this landmark, and checked them manually. This is the only manual step of the algorithm. These resulting 3 − 5 images called landmark references. We cleaned the database gradually, by parts used in the curriculum learning procedure from 3.3.2: the landmark CNN trained in the previous step is used to clean each new part of the database. For each landmark we calculate a centroid from its references. This centroid is compared to each image of current landmark data using dot product similarity, and if the resulting similarity is less than the threshold γ , the image is rejected. More formally, the database cleaning procedure is written in the Algorithm 3.
As a result, after cleaning our large scale database includes 11381 landmarks from 503 cities and 70 countries, the total number of landmarks images in database is 2331784. As non-landmarks we use about 900000 images. The number of images per landmark is in range 20 − 1000. The landmarks, the number of images for which less than 100, we call "rare", the rest -"frequent". For "rare" objects, if (dotProduct(references-centroid, embedding)) < γ ) then 6: yield Reject 7:
yield Accept due to the small amount of data, it is more difficult to train the model, therefore, we will separately consider the behavior on some tests of "rare" and "frequent" classes.
It's must be noted that for cleaning of 4 million images, manual checking required 56905 references images. Everything else has been done automatically.
EXPERIMENTS AND ANALYSIS
In this section we present the results of experiments of our deployed landmark recognition system. We analyze model behavior in offline test, which approximates the real-world distribution of photos with landmarks, and in emulated online test. In addition, this section presents the results of deploying the system at Cloud Mail.ru and the performance of our model on the standard image retrieval test Revisited Paris [19] .
Quantitative experiments

Offline test.
In order to measure the quality of the model, we collected and manually labeled the offline testset. According to our calculations, on average, photos containing landmarks make up 1 − 3% of the total number of photos in the user's cloud. In our offline test we emulate this distribution, so this test contains 290 images with landmarks and 11000 images without them. It is important to note that a test photo may contain several landmarks and we decide that the model answered correctly, if its top 1 answer is among those landmarks. During the offline test geo information and landmark references weren't used.
The results of this test are presented in Table 4 . To measure the results of experiments, we used two metrics: sensitivity -accuracy of a model on images with landmarks (also called Recall) and specificity -accuracy of a model on images without landmarks. Our main model with non-landmark threshold η = 250 (picked up on validation data) shows the best result, similar to state-ofthe-art DELF [19] . We experimented with several types of DELF and included best results in terms of sensitivity and specificity in Table 4 .
The table also contains the results of our model trained only with Softamx loss, with Softmax and Center loss, without curriculum learning and with using one centroid per class for inference. Thus, Table 4 reflects improvements of our approach with the addition of new elements in it. In Table 5 , we examine the behavior of our model separately on "rare" and "frequent" landmarks. Column "Part from total number" shows what percentage of landmark examples in the offline test has the corresponding type of landmarks. It's very important to understand how model works on "rare" landmarks due to the small amount of data for them.
Session: Long -Computer Vision CIKM '19, November 3-7, 2019, Beijing, China Analysis of the behavior of our model in different categories of landmarks in the offline test is presented in Table 6 . These results show that the model can successfully work with various categories of landmarks.
When we launched our model on the offline test with geo information, we got predictably better results: 92% of sensitivity and 99.5% of specificity. It's must be noted that our test in the nonlandmark part contains photos, taken close to landmarks in order to pass geographic filtering step.
Emulated online test.
In order to test behavior of our model on real-world data, we run it on the set of 581545 images. As a result, about 3% of images containing landmarks were found, which corresponds to our preliminary estimates of the distribution of landmarks. Figure 8 shows top 5 closest images to corresponding centroids. Left part of Figure 8 contains results for "rare" landmarks classes, right part -for "frequent" classes. All shown images are donated by colleagues.
Revisited Paris dataset.
We measured quality of our landmark recognition approach on Revisited Paris dataset (RPar) [19] . This dataset with Revisited Oxford (ROxf) [19] are standard benchmarks for comparison of image retrieval algorithms. Despite the fact that the retrieval and recognition are similar tasks, the recognition task is broader. In the formulation of the retrieval problem, it is necessary to find in the database images that are close to the query image.
In the recognition we have to determine the landmark, which is contained in the query image. Images of the same landmark can have different shooting angles or taken inside/outside the building.
For this reason, we measured the quality of our model in the standard and adapted to our task settings. Not all classes from queries are presented in our landmark dataset. For Revisited Oxford there are only 4 landmarks, so we did not consider this test. For RPar in only our classes setting remains 59 queries out of 70. In RPar there are images that clearly contain the correct landmark, but taken from different shooting angles or from inside the building. We transferred this images from the category "wrong" to the "junk" category. This category do not influence on the final score. Such "junk revision" setting makes the test markup closer to the task that our model solves.
Results on RPar with and without distractors in medium and hard modes are presented in Tables 7 and 8 . We also added results of methods from [19] and [24] in best settings to these tables.
Deployment results
Our landmark recognition system has been deployed deployed and used to process user photos in the photo storage app Cloud Mail.ru. If there are any landmarks in the photo, they are tagged and categorized into corresponding albums, which are in turn grouped by cities and countries. The example of the mobile application interface is shown in Figure 1 . These albums help users to easily find and explore photos with landmarks.
To measure the impact of the landmark recognition system on user behavior, it was split-tested on 10% of users. The system processed several billion photos, of which were registered 31 million photos with landmarks on them. During the month of comparison of two users' groups with and without landmark recognition, the following changes occurred: purchase conversion increased by 10%, mobile app removal conversion decreased by 3%, the number of views of albums increased by 12%.
COMPARISON
We compared the system, presented in this paper, to other landmark recognition methods. Recent most efficient approaches as well as ours are built on fine-tuned convolutional neural networks [6] , [20] , [17] . Based on the conclusions made in [19] , we chose to compare it to DELF [17] as the state-of-the-art approach.
As a result of the experiments, we noticed that DELF depends very much on the cleanliness of the landmark database due to the use of deep local features through kNN search. Centroids also depend on how clean the database they were built on is; however, they are more robust and resistant to outliers. We experimented with incorporation of the attention-based method (like in DELF) into our trained landmark CNN. But we got pretty much the same results and came to the conclusion that the CNN has already learned and captured everything we try to with the attention mechanism.
Offline test
Comparison of our approach and DELF on our offline test is presented in Table 4 . During this test DELF used the same database for retrieval. For our experiments we used official DELF implementation 1 . As can be seen from the table, both approaches show similar results.
During the kNN search stage, for each feature of a query image DELF identifies 60 nearest features in the search index. Images with the highest number of matched features are considered candidates. We experimented with various DELF's parameters and got best results in terms of sensitivity and specificity using 20 candidates.
Timing
We also compare the inference speed of our approach and DELF's. During inference stage DELF uses 7 image scales (from 0.25 to 2), which leads 7 forward passes through the CNN for one image; our method needs only one pass per image. Both approaches use kNN index search; we used Faiss for both. Since DELF searches the entire database (which in our case consists of more than 2 millions images), this step takes about 0.32 second. Our method uses only 15250 centroids and needs only 0.05 second to yield final results. DELF further performs RANSAC method for geometric verification which is very time consuming: for 20 candidates it takes 0.428 second. We experimented with a smaller number of candidates, 5 for example, and got an acceleration of up to 0.1 second, however, led to lower accuracy (see Table 4 for comparison). In total, our method needs 0.05 second for inference (without the CNN pass), and DELF needs about 0.748 -15 times slower. Due to the fact that our approach uses centroids, it needs to store only 15250 elements, while DELF needs to store about 2 millions resulting in more than 133 times memory savings in our setup.
All measurements were performed on 2x2660 Intel CPU, 128Gb Memory and SSD disks.
To sum up, the proposed approach yields same sensitivity / specificity results, performs just one forward pass on GPU (instead of 7), is faster 15x on CPU inference stage and by order of magnitude more memory-efficient.
CONCLUSION
In this paper we proposed scalable approach for landmark recognition. Its implementation has been deployed to production at scale and used for recognition on user photos in Mail.ru cloud application. The basis of the method is the usage of embeddings of the deep convolutional neural network. This CNN is trained by curriculum learning technique with modified version of Center loss. To decide whether a landmark is present on a given image we compute distance between the image embedding vector and one or more centroids per class. For each landmark the centroids are calculated over clusters obtained from hierarchical clustering procedure. In addition, we presented a method for cleaning landmark data. Our approach shows similar results to the state-of-the-art-method, but it's much faster and suitable for deploying at scale.
