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We present results of computer simulations of crystal nucleation on a crystalline surface, in the
Lennard-Jones model. Motivated by the pioneering work of Turnbull and Vonnegut [Ind. Eng. Chem.
44, 1292 (1952)], we investigate the effects of a mismatch between the surface lattice constant and
that of the bulk nucleating crystal. We find that the nucleation rate is maximum close to, but not
exactly at, zero mismatch. The offset is due to the finite size of the nucleus. In agreement with a
number of experiments, we find that even for large mismatches of 10% or more, the formation of
the crystal can be epitaxial, meaning that the crystals that nucleate have a fixed orientation with
respect to the surface lattice. However, nucleation is not always epitaxial, and loss of epitaxy does
affect how the rate varies with mismatch. The surface lattice strongly influences the nucleation rate.
We show that the epitaxy observed in our simulations can be predicted using calculations of the
potential energy between the surface and the first layer of the nucleating crystal, in the spirit of
simple approaches such as that of Hillier and Ward [Phys. Rev. B 54, 14037 (1996)]. © 2014 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4866035]
I. INTRODUCTION
Understanding crystallization is important for a wide va-
riety of applications, in areas as diverse as pharmaceuticals,1
the food industry,2 atmospheric science,3 and protein
crystallization.4 The first stage of crystallization is nucleation,
the formation of a microscopic crystal nucleus. Because of
the small size of the crystal nucleus, nucleation is difficult to
study experimentally. Therefore, most investigations of nucle-
ation have been computer simulation studies.
The vast majority of the simulation work performed to
date has focused on homogeneous nucleation.5–12 However,
in most cases of experimental interest nucleation is not ho-
mogeneous, instead it occurs on heterogeneities such as con-
tainer walls or impurity particles.13 The reason for this is that
on these surfaces part of the free energy cost of creating an
interface surrounding the nucleating phase has already been
paid. Heterogeneous nucleation is therefore typically many
orders of magnitude faster than homogeneous nucleation, and
the dominant mechanism.
Usually the heterogeneities on which crystal nuclei form
present surfaces with some type of ordering. One expects that
when these surfaces are crystalline, their structure and geom-
etry will influence both the rate at which crystal nuclei form,
and their orientation. This leads to the concept of epitaxy. The
term epitaxy is used in a number of subtly different ways in
the literature. Here, we define nucleation to be epitaxial when
the nucleating crystal always forms with a particular fixed ori-
entation to the surface lattice. This includes when the nucleus
always forms with one of a number of orientations that are
equivalent due to the symmetry of the surface. While this is
common usage,14 sometimes this is instead called “oriented
a)Electronic mail: j.mithen@surrey.ac.uk
overgrowth,” and epitaxy is defined instead as simply crystal
growth on a substrate (i.e., without necessarily having a fixed
orientation). We want to avoid this ambiguity here.
Experiments have frequently observed that crystals can
form epitaxially on substrates. These date back to Royer, who
studied the epitaxial growth of alkali halides on mica from
aqueous solutions.15, 16 More recently, Stephens et al.17 ob-
served that under certain conditions, calcite crystals form with
a consistent alignment to a mica substrate. To what extent epi-
taxial growth is due to the degree of matching between the
substrate lattice and that of the nucleating crystal has been dis-
cussed in the literature.17, 18 It appears that for many systems,
surface chemistry is more important than surface geometry,
and that therefore epitaxy is highly system specific .14, 19
This paper expands on a previous publication20 that
briefly presented some of the key results shown here. We
present computer simulations of heterogeneous crystal nucle-
ation for what is perhaps the simplest case of heterogeneous
nucleation, nucleation on a flat crystalline surface. By focus-
ing on a perfect crystalline plane we are able to study epitax-
ial nucleation in the simplest possible system. Even the most
expertly cleaved surfaces studied in experiments provide to-
pographical features such as ledges and wedges. Wedges are
known to influence nucleation,21 and so in experiments it is
difficult to discount the possibility that alignment is due to
the presence of wedges.14 Furthermore, in experiments nucle-
ation cannot be directly observed due to the small size of the
nucleus. Only relatively large crystals can be observed, and it
is difficult to determine whether the properties of these crys-
tals should be attributed to nucleation or to the later stage of
growth. Here we can study effects due to nucleation alone.
Our aim here is to investigate generic properties of het-
erogeneous nucleation, and thus we study a simple model
system, namely, the Lennard-Jones (LJ) system. We have
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chosen this system since its phase diagram is readily
available,22, 23 and homogeneous crystal nucleation has been
previously studied extensively.5–9, 24
We present results of Monte Carlo simulations of the
LJ system at temperatures below the triple point, where the
crystal phase is the thermodynamically stable phase. In this
regime, the pressure is essentially zero.9 We start the system
from the liquid phase, which has a higher free energy than
the crystal phase. In order to compute nucleation rates we use
Forward Flux Sampling (FFS), a rare-event method developed
by Allen et al.25, 26
The main purpose of our study is to investigate how the
properties of the crystalline surface influence both the nucle-
ation rate and the structural properties of the crystal nuclei
that form. We study two surfaces: a hcp lattice with an ex-
posed (0001) plane, and a fcc lattice with an exposed (100)
plane, which we henceforth refer to as the “cp surface” and
“100 surface,” respectively. For both surfaces, we vary the
disregistry or “lattice mismatch” between the surface and
nucleating crystal, defined as27
δ = 100aS − aB
aB
, (1)
where aS is the lattice parameter of the surface, and aB is the
lattice parameter of the bulk LJ crystal.
The role of the lattice mismatch δ in heterogeneous nu-
cleation was considered long ago by Turnbull and Vonnegut.28
In contrast to the theoretical predictions of Turnbull and Von-
negut, we find that the nucleation rate is not maximum at ex-
actly δ = 0, i.e., where the lattice parameter of the surface
is equal to that of the bulk LJ solid. We attribute this to fi-
nite size effects that are inherent in nucleation. The nucleus
is always a finite size crystal, and therefore does not have the
same lattice parameter as the bulk solid. Furthermore, we find
that these finite size effects mean that the notion of coherent
nucleation, as suggested by Turnbull and Vonnegut,28 needs
to be extended.
We use our simulation results to investigate when and
why nucleation is epitaxial. We show that epitaxy can be pre-
dicted by examining the potential energy between the surface
and first layer of the nucleating crystal, as a function of the
angle of orientation. This is in the spirit of the simple ap-
proach used by Ward and co-workers.29 Thus, to some ex-
tent, our study validates the utility of this simple approach to
predicting epitaxy.
The remainder of this paper is structured as follows. In
Sec. II, we describe our numerical simulations in detail. In
Sec. III, we present the results of the simulations. We ana-
lyze the results in the context of Classical Nucleation Theory
(CNT)—in particular the theory of Turnbull and Vonnegut—
in Sec. IV. In Sec. V, we discuss the role of epitaxy and
how to predict whether or not nucleation should be epitaxial.
Finally, we give our conclusions in Sec. VI.
II. DETAILS OF SIMULATIONS
A. Simulation setup and interaction potentials
Our simulation setup is shown in Fig. 1. The particles in
our simulation can be divided into surface particles (colored
FIG. 1. Cross-section of simulation setup in x-z plane. The surface particles,
colored red, are rigidly fixed throughout the simulation. At the start of the
simulation, all of the moving particles are in a liquid-like environment. The
figure shows some later time when a crystal nucleus has formed in contact
with the surface. The moving particles are colored yellow if they are identified
as being in a crystalline environment according to the order parameter (see
text for details), and blue otherwise.
red in Fig. 1), which are held in fixed positions throughout
the simulation, and moving particles (both yellow and blue in
Fig. 1). In all of the results reported in this paper we use 3520
moving particles. The complete surface consists of 3 layers
of 20 × 22 particles, so that the system has 4840 particles
in total. We note that 3 layers is sufficient for the surface to
appear to the moving particles as a bulk crystal of number
density ρS. We define the lattice parameter of the surface aS
that appears in Eq. (1) as the nearest neighbor distance be-
tween surface particles. This means that, for a given ρS, the
mismatch δ is the same for both the cp and 100 surfaces (since
as = 21/6/ρ1/3S ).
Since there are two species of particle, surface (S) and
moving (M), our system is a binary mixture (albeit a slightly
artificial one due to the rigidity of the surface particles). All of
the particle interactions are governed by a standard pairwise
truncated and shifted LJ interaction potential given by
UAB(r) =
{
ULJAB (r) − ULJAB (rc), r ≤ rc,
0, r > rc ,
(2)
where
ULJAB (r) = 4AB
[(σAB
r
)12
−
(σAB
r
)6]
(3)
is the normal LJ potential and A, B = M, S. Thus four pa-
rameters, MM, MS, σMM, and σMS are needed in order to
fully specify the interactions (SS and σ SS are irrelevant since
the positions of the surface particles are fixed). For all of our
simulations, we take the cutoff radius to be rc = 2.5σMM.
A natural choice for the well depths is to make them equal
in size, MS = MM. However, we found that this choice leads
to rapid freezing of the system at the temperatures accessi-
ble to our study. That is, the metastable liquid rapidly forms
a crystalline layer on the surface which percolates across the
simulation box, i.e., “wets” the surface, before growing ver-
tically layer by layer. This is undesirable behavior since our
aim is to study nucleation in a 3d system rather than any 2d
aspects of crystallization.30
To inhibit a complete crystalline layer forming, it was
necessary to reduce the strength of the attractions between
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the moving and surface particles. We achieved this by setting
MS = 0.3MM, i.e., by setting the well depth between a sur-
face and a moving particle to 30% of the well depth between
two moving particles. By varying this, we found that crystal-
lization is very sensitive to the value of MM. For example, on
increasing MM from 0.3 to 0.38, the nucleation rate increases
by approximately four orders of magnitude. The experimen-
tal analogue of this observation is that the chemical function-
ality of the surface is important, and likely more important
in determining the nucleation efficiency than the geometrical
properties of the surface. This fact has been discussed previ-
ously in the literature.14 Here our focus is on the effects of the
geometry of the surface, but we should bear in mind that the
form of the interactions between the surface and fluid is also
important for a real system.
For σMS and σMM, in the first instance we made the nat-
ural choice σMS = σMM = 1. However, the problem with this
approach is that the minimum in the cross potential ULJMS is
always located at rmin = 21/6, even as we increase ρS (which
we do to tune the value of the mismatch δ) to make the nearest
neighbor spacing aS much smaller than rmin. Thus, this sim-
ple scheme effectively results in two different length scales,
σMS and aS, in the surface-liquid interaction. In order to avoid
this, we also studied a second potential with σMS defined by
as = 21/6σMS, i.e., so that the minimum in the potential be-
tween moving and surface particles is equal to the lattice
parameter of the surface.
To summarize, we performed simulations for two distinct
interaction potentials between surface (S) and moving (M)
particles, both based on the LJ interaction potential of Eq. (3),
and both with MS = 0.3MM,
1. σMM = σMS = 1,
2. σMM = 1, σMS = 2−1/6as.
In Secs. III–V, we refer to these as simply potential 1 and
potential 2, respectively. We note that some results, for poten-
tial 2 only, have been given in a previous publication.20 We
define  = MM and σ = σMM, and work with the parameters
 and σ henceforth.
Our simulation box has periodic boundary conditions in
the two horizontal directions, and is a hard wall in the ver-
tical direction (at the top, cf. Fig. 1). The dimensions of the
simulation box in the horizontal directions are dependent on
ρS, since each layer of the surface is taken to have exactly 20
× 22 particles. For all of the simulation conditions, the verti-
cal dimension is chosen such that, for every choice of ρS, the
volume of the simulation box is 6820σ 3. The vertical dimen-
sion is considerably larger than the position of the interface
between the metastable liquid and vapor phases.
B. FFS simulations and order parameter
We computed nucleation rates for two different tem-
peratures, kBT = 0.47 and kBT = 0.5. Both tempera-
tures are below the triple point, located at9 kBTtp ≈ 0.65.
They correspond to an undercooling of 28% and 23%,
respectively.
To compute nucleation rates, we used the FFS scheme,
a rare-event technique developed by Allen et al.31 The
dynamics in our FFS simulations are given by the normal
Metropolis Monte-Carlo (MC) scheme with maximum trial
displacement x = ±0.1σ . As the unit of time τ , we use a
MC cycle, which corresponds to one attempted displacement
move per (moving) particle. Therefore, nucleation rates are
expressed in units of τ−1σ−2. Further details of our simula-
tions can be found in the Appendix.
For the order parameter in our FFS simulations we used
the size of the largest crystalline cluster, Ncl, as identified by
the local q6 bond-order parameter introduced by ten Wolde
and co-workers6 and used in a number of previous studies
of homogeneous LJ crystal nucleation.8, 9, 32, 33 We note, how-
ever, that there are some subtleties to computing Ncl in our
system because of the presence of the surface particles. There-
fore, we have detailed the entire procedure in the Appendix.
III. SIMULATION RESULTS
In our simulations, we vary the mismatch δ by varying the
lattice parameter of the surface aS and study the nucleation
rate as a function of δ. In order to obtain an accurate value
for aB and hence δ at a given aS, we performed NPT simula-
tions at zero pressure34 to compute the bulk lattice constant
aB of the stable fcc crystal. This was done for temperatures
kBT = 0.47 and kBT = 0.5. At these temperatures, we
found aB = 1.128(2)σ and 1.131(2)σ , respectively, where the
number in brackets is the approximate error in the final digit.
Figs. 2 and 3 show nucleation rates as a function of mis-
match δ for the cp surface and the 100 surface, respectively.
The rates are expressed in units of τ−1σ−2. Clearly, for both
surfaces and both potentials, the nucleation rate is at a maxi-
mum close to, but not exactly at, δ = 0. The maximum in the
rate occurs at δ ≈ 3 for the cp surface and δ ≈ 1 for the 100
surface.
Another feature evident from Figs. 2 and 3 is that the nu-
cleation rate is not symmetric around the maximum for either
surface; it falls off more rapidly at positive mismatch (when
the surface lattice parameter is “too big” for the crystal that
wants to form) than at negative mismatch (when the surface
lattice parameter is “too small”). This is particularly evident
FIG. 2. Logarithm of the nucleation rate against mismatch δ for the cp sur-
face. Error bars are standard deviations from the 5 FFS simulations.
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FIG. 3. Same as Fig. 2, but for 100 surface.
for potential 1 at large negative mismatches, for which the rate
rises roughly linearly with mismatch (for both surfaces). The
reason for this linear dependence is that σMS is constant for
potential 1 (see Sec. II), it does not vary with δ. This means
the energy per unit surface area increases linearly as δ be-
comes more negative (that is, as the surface is compressed).
This fact motivated the use of potential 2.
For the cp surface, as shown in Fig. 2, the nucleation rate
has a minimum at δ ≈ −8 for potential 1. This minimum is
likely to be the point at which the mismatch is no longer the
dominant factor determining the rate, instead the rate is sim-
ply determined by the overall attractiveness of the surface,
which varies linearly with δ (see Sec. II A). This argument
suggests that the rate should plateau for potential 2, which is
consistent with Fig. 2. For the 100 surface, there is a mini-
mum in the nucleation rate at δ ≈ −6 for potential 1. This
mismatch is roughly in the middle of the “transition region”
(discussed in Sec. V). Therefore, a minimum in the rate makes
sense intuitively since the surface is not a good match for ei-
ther cp or 100 planes of the nucleus. This argument suggests
that, since the minimum in the rate for the 100 surface is due
to its geometry, it should also be present for potential 2, which
is consistent with the results in Fig. 3.
Figs. 4 and 5 show the variation of N∗cl , the value of
the order parameter Ncl at the critical interface, which is the
FIG. 4. Ncl at critical interface for cp surface. Error bars are standard devia-
tions from the 5 FFS simulations.
FIG. 5. Same as Fig. 4, but for 100 surface. In the cross hatched region, the
nucleus forms with a close packed layer in contact with the surface. Outside
this region, the first layer has the same (100) symmetry as the top layer of the
surface.
interface at which the nuclei have on average a probability of
0.5 of crystallizing. As in previous studies using FFS,9 N∗cl can
be used as an estimate of the size of the critical nucleus that
appears in the CNT description. It should be noted, however,
that this is by no means guaranteed to be a good estimate; the
quality of the estimate is essentially a measure of how good
the order parameter is as a reaction co-ordinate. For homo-
geneous nucleation in the LJ system, it was previously found
that N∗cl , which can be thought of as the “size” of the nucleus,
does not on its own constitute a good reaction co-ordinate.8, 32
In any case, the trend shown in Fig. 4 is as expected: as the
rate increases, N∗cl decreases. Also, for both surfaces the min-
imum value of N∗cl is located at the mismatch for which the
nucleation rate is a maximum.
Examples of nuclei at the critical interface are shown for
the cp surface in Fig. 6. We find that on the cp surface, for all
mismatches δ, the nucleus always forms with a close packed
layer in contact with the surface. For the 100 surface, the
nucleus has a 100 layer in contact with the surface for mis-
matches δ  −3. But for large negative mismatches, δ  −8
(when the surface is much “too small” for the bulk crystal that
is nucleating), the nucleus instead forms with a close packed
layer in contact with the surface. This rotation of the nucleus
to present a different lattice plane to the surface is marked by
a jump in the “critical nucleus” size N∗cl , as can be seen in
Fig. 5. In the intermediate region −8  δ  −3, we find that
the first layer of the nucleus exhibits regions of four-fold and
regions of six-fold symmetry.
FIG. 6. Examples of crystal nuclei at the FFS critical interface for three dif-
ferent mismatches. The surface is close packed, with surface potential 1 (see
Sec. II A). From left to right, the clusters have Ncl = 230, 210, and 430 par-
ticles. The nucleus on the left can be seen to be rotated by ≈30◦ with respect
to the surface.
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FIG. 7. Difference in nucleation rate for cp and 100 surface, for both poten-
tials at kBT = 0.5.
Comparing the nucleation rates on the two surfaces
(Fig. 7), we find that in the region of the maximum, the rates
for the two surfaces are comparable. At the largest positive
mismatch at which we have computed nucleation rates for
both surfaces, the rate is larger for the cp surface. A likely ex-
planation for this is that it is due to the higher density per unit
area of the cp surface; there are a greater number of potential
“wells” per unit area above the cp surface. At the largest neg-
ative mismatches, the rate is larger for the 100 surface. This
is the region in which the nucleus forms with a close-packed
layer on the 100 surface (cf. Fig. 12). We revisit the subject of
the orientation of the nuclei in Sec. V.
IV. CLASSICAL NUCLEATION THEORY AND THE
ROLE OF LATTICE MISMATCH
A. Nucleation on a flat surface
According to CNT, heterogeneous nucleation on a flat
surface can be described using the same parameters as for
homogeneous nucleation, along with a single additional pa-
rameter, the contact angle θ . The CNT nucleation rate can be
written as28
kCNT = Ks exp(−F ∗/kBT ), (4)
where
F ∗ = 16π
3
γ 3
(fv)2
f (θ ) . (5)
Here Ks is known as the kinetic prefactor, γ is the liquid-
crystal surface tension, fv = ρcμc − ρlμl is the free energy
difference per unit volume between bulk liquid and crystal
phases, with ρc and ρ l the bulk densities, and μc and μl the
chemical potentials (of crystal and liquid, respectively). The
surface tension γ is assumed to be isotropic. Although this
is not the case for a crystal phase, for the LJ solid calcula-
tions indicate that the orientation dependence of γ is relatively
small.35
Equations (4) and (5) differ from the corresponding CNT
expressions for homogeneous nucleation in two ways: (i)
the kinetic prefactor Ks in Eq. (4) is smaller than that for
homogeneous nucleation and (ii) the free energy barrier given
by CNT is reduced in the case of heterogeneous nucleation
by the factor f(θ ) = (2 + cos θ )(1 − cos θ )2/4, where θ is
the contact angle. The reduction of the free energy barrier is
dominant, and therefore heterogeneous nucleation is typically
much faster than homogeneous nucleation.
CNT can be used to predict how the nucleation rate scales
with supersaturation, which in our case is set by the tempera-
ture of the undercooled liquid. First, we can write
d
dT
fv ≈ 1
σ 3
d
dT
μ , (6)
where we have made the approximation ρc = ρ l (for the
LJ system ρc ≈ ρ l ≈ 1/σ 3). Next, we assume that μ
varies linearly with temperature over the relatively small tem-
perature range accessible to our simulations (a reasonable
assumption),
μ = bT , (7)
where b is a constant, and T = Ttr − T, with Ttr the triple
point temperature.
Using Eqs. (4)–(7), the logarithm of the CNT rate can be
written as
ln(kCNT ) = ln Ks − 16π3
γ 3f (θ )σ 6
kBb2
1
T 2T
, (8)
where T = Ttr − T.
In order to test the applicability of Eq. (8), we per-
formed additional FFS simulations in the temperature range
kBT = 0.47 − 0.5. As shown in Fig. 8, the CNT scaling
of the nucleation rate with 1/T2T is consistent with our
simulation results.
As a more quantitative test of CNT, we can estimate the
coefficient of 1/T2T in the second term of Eq. (8), using
data for the LJ system available in the literature. Taking μ
= 0.29 at kBT = 0.45, as given by van Meel et al., Ta-
ble I of Ref. 9 and extrapolating up to μ = 0 at the triple
point at kBTtr = 0.65, we obtain b ≡ μ/T = 1.45kB.
As an estimate for the liquid-crystal surface tension we take
γ = 0.347/σ 2, which is the planar surface tension for the
FIG. 8. FFS results for logarithm of nucleation rate on cp surface against
temperature. Results are for δ = −1. The temperatures plotted correspond
to kBT = 0.47, 0.48, 0.49, 0.50 in units of . The straight line is a fit to the
scaling predicted by CNT.
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(111) crystal plane calculated by Davidchack and Laird at the
triple point.35
The contact angle θ is difficult to estimate. Although
in principle it could be calculated from Young’s equation,36
this involves an accurate knowledge of all three of the
liquid-crystal, surface-crystal, and surface-liquid interfacial
tensions. However, we only know the first of these interfa-
cial tensions with any reasonable accuracy. Another option
is trying to compute the contact angle from the nuclei that are
observed to form in our FFS simulations. But this is also prob-
lematic since, in addition to being small (≈300 particles) and
diffuse objects (cf. Fig. 6), the size and shape of the nuclei
depend on the details of the order parameter. Therefore, for
this rough estimate, we take the contact angle to be θ = 90◦
(f(θ ) = 1/2), which appears reasonable given the shape of the
crystal nuclei observed in our simulations. Using these num-
bers, we obtain for the coefficient appearing in front of the
1/T2T term in (8) the value −0.17, which is roughly a factor
of 2 smaller than the fit to our FFS results shown in Fig. 8.
Given the inaccuracies inherent in this estimation, this is rea-
sonable agreement. We note that the fit to out FFS results also
gives a value for the logarithm of the kinetic coefficient, 7.08
(in units of τ−1σ−2), but again this should only be taken as a
rough estimate.
B. Nucleation with lattice mismatch
Turnbull and Vonnegut28 (henceforth T&V) considered
the fact that in heterogeneous nucleation, the lattice parameter
of the surface can be different to that of the bulk crystal phase
that is nucleating. They developed a theory that accounts for
the lattice mismatch δ, as defined in Eq. (1), and therefore
extends the conventional CNT expressions given in Eqs. (4)
and (5).
T&V’s theory makes a number of predictions. The first is
that the nucleation rate should be maximized for δ = 0. An-
other is that, for a sufficiently small mismatch δ, the crystal
nucleus will form “coherently,” meaning that the lattice of the
nucleus will strain to perfectly fit the surface lattice. To con-
sider coherent nucleation, we define the strain in the crystal
nucleus,
ξ = 100x − aB
aB
, (9)
where x is lattice parameter of the nuclei that form, and, as
previously, aB is the lattice parameter of the bulk crystal.
In the language of T&V, coherent nucleation corresponds to
x = aS, and therefore ξ = δ (cf. Eq. (1)).
At sufficiently large δ values, T&V predicted that the
strain free energy for coherent nucleation is too great and that
therefore nuclei will form incoherently (ξ = δ). This results in
a threshold value δc, the maximum mismatch at which nuclei
will form coherently: nucleation is coherent for |δ| ≤ δc, and
incoherent for |δ| ≥ δc. The threshold mismatch is given by
T&V as28
δc = 100(4πγ/60 kBT )1/2(α/c) , (10)
where α is a parameter that quantifies how much the surface-
crystal interfacial tension increases with δ, and c is an
FIG. 9. Illustration of a nucleus of size Ncl = 300 split into layers parallel
to the surface (only the top layer of surface particles is shown). The nucleus
shown has 7 layers; since the upper layers of our nuclei tend to be rather
diffuse, strain was computed for each of the first five layers only. An example
of a single layer is shown on the right (plan view). A single number for the
strain ξ was computed for each layer by averaging over all nearest neighbor
separations.
effective elastic modulus of the crystal, with the strain energy
per unit volume of the nucleus defined as c2. The factor of 60
kBT is the free energy barrier to nucleation assumed by T&V.
As discussed in Sec. III (cf. Figs. 2 and 3), our simula-
tion results show that the first prediction of T&V—that the
nucleation rate is maximized at δ = 0—is not quite correct.
To understand why this is the case, we computed the strain
ξ , as defined in Eq. (9), in the nuclei produced from our FFS
simulations. This also allowed us to examine the T&V idea
of coherent nucleation.
We computed the strain ξ at a given nucleus size of Ncl
= 300, which is close to the top of the nucleation barrier. For
every mismatch δ we have around 600 nuclei of this size. We
obtained a value for the lattice parameter of the nucleus, x,
and hence ξ , for each of the first five layers of each nucleus
by averaging the nearest neighbor separation for all pairs of
neighbors in that layer (see Fig. 9). For this calculation, we
defined neighbors as particles within 1.35σ . We then averaged
over the 600 or so nuclei.
Results for strain are shown in Fig. 10. We see that at
all mismatches, the strain is non-zero even for layers far from
the surface (i.e., layers 3, 4, and 5). In other words, the spac-
ing between the particles in the nucleus is never that in the
bulk crystal. The reason for this is that our nuclei are small
and so do not have the same lattice constant as a bulk crystal.
The strain of ≈1% from the bulk lattice parameter as seen in
Fig. 10 is consistent with that of isolated LJ clusters of compa-
rable size.37 That is, when computed by averaging the nearest
neighbor distances, the “lattice constant” of these clusters is
also larger than the bulk LJ crystal by ≈1%.
The lattice constant in the finite nucleus perfectly
matches the surface lattice when ξ = δ, so we plot the line
ξ = δ in Fig. 10. For the cp surface, the ξ = δ line crosses
the calculated strain at δ = 3, and this corresponds to the
maximum in the nucleation rate. Therefore, the maximum in
the rate occurs when the average lattice parameter of the first
layer of the nucleus equals that of the surface. It is just that this
does not occur when either lattice constant equals the bulk lat-
tice constant, at δ = 0. Based on this analysis, we would ex-
pect that increasing the temperature towards the triple point
at kBT = 0.65 (i.e., lowering the supersaturation) would
cause the maximum in the nucleation rate to move closer to
δ = 0. The reason for this is that as the supersaturation is
lowered, the critical nucleus becomes larger, and it therefore
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FIG. 10. Strain ξ as a function of mismatch between surface and the bulk
crystal, δ. Results are for potential 2. Top and bottom panels are for cp and
100 surfaces, respectively. The solid lines are ξ = δ. For the cp surface three
regions are indicated. From left to right, they are: the region where nucleation
is not epitaxial, the region where it is coherent, and the region where it is
epitaxial but not coherent. For the 100 surface the regions are, from left to
right: where the nucleus forms with a cp plane in contact with the substrate,
a transition region, a region where nucleation is with a coherent 100 plane in
contact with the substrate, and another transition region.
has a lattice parameter more similar to the bulk crystal. Unfor-
tunately, given the low nucleation rate at temperatures closer
to kBT = 0.65, we are unable to test this hypothesis (even
using FFS).
To test for coherence at varying δ, we look at the strain
ξ in the first layer of the nuclei. As shown in Fig. 10, for
both surfaces there is a region of δ values for which the strain
ξ varies approximately linearly with δ (the region marked
“coherent”). The region is asymmetric with respect to
δ = 0, but roughly symmetric about the mismatch for which
the nucleation rate is a maximum. However, the slope is less
than one. This means that on average the spacing between
the particles on the first layer of the nucleus does not expand
or contract sufficiently to perfectly match the surface lattice
spacing. Despite the fact that we do not have ξ = δ, we can
identify this region as “coherent” nucleation in the sense in-
tended by T&V. Specifically, we can attribute the slope of less
than one in Fig. 10 as being due to the finite size of the nu-
cleus; since nuclei are always finite, they can relax in from the
free sides in contact with the surrounding liquid to reduce the
strain in the nucleus. We suggest that this feature of a slope
less than one should be general, as all nuclei are finite, and
so we propose to define coherent nucleation as being nucle-
ation where ξ in the contact layer varies approximately lin-
early with δ.
We can compare the size of the central coherent re-
gion with that predicted by T&V, as given in Eq. (10). From
Eq. (10), δc can be written as a product of two dimensionless
parameters, (4 πγσ 2/60 kBT)1/2 and 100 α/σc. The first pa-
rameter can be evaluated as ≈0.38, again using the planar sur-
face tension for the (111) crystal plane calculated by David-
chack and Laird at the triple point,35 γ = 0.347/σ 2 . For the
second parameter, c is simply half the value of the Young’s
modulus E, which has been calculated for the LJ solid38 at
kBT = 0.5 as E ≈ 30 /σ 3. A value for α is more difficult
to estimate. However, we can assume that it is at most of the
same order of magnitude as γ . Approximating α by γ gives a
numerical value of 100 α/σc ≈ 2.3. Therefore, we find that the
threshold for coherent nucleation is δ ≈ 1, i.e., one would only
expect coherent nucleation when the mismatch between the
surface lattice and bulk crystal is approximately 1% or less.
Given the large uncertainties in the numerical values used to
arrive at this estimate, it is encouraging that is of the same
order of magnitude as the width of the coherence region ob-
served in our simulations, which is around 5%. We note that
a better agreement would be obtained by assuming that the
nucleation barrier is less than 60 kBT, the value used by T&V.
In summary then, our simulations show that the spirit of
T&V’s theory is correct. The nucleation rate is a maximum
when the lattice constant of the surface matches that of the
crystal nucleus, and nucleation is “coherent” for small mis-
matches δ. It is just that both of these statements need to be
qualified. First, the concept of a “match” between surface and
nucleating crystal needs to be modified to take into account
the finite size of the crystal nucleus. And, second, the idea of
coherence needs to be generalized to allow for ξ < δ, again
due to finite size effects that are inherent in nucleation.
V. THE ROLE OF EPITAXY
A. Epitaxial nucleation observed in simulations
In our simulations, we frequently observe that, at a given
lattice mismatch, the crystal nuclei that form always have the
same orientation with respect to the lattice of the surface. As
discussed previously, this is known as epitaxial nucleation.
Coherent nucleation, as discussed in Sec. IV B, is by def-
inition epitaxial. The unit cell of the nucleus is oriented at an
angle of 0◦ to that of the surface. Outside this region (marked
“coherent” in Fig. 10), we find that the two surfaces show dif-
ferent behavior, and hence we discuss each surface in turn.
For the cp surface, to the right of the coherent region
marked in Fig. 10 (when the surface lattice is “too big” for the
nucleating crystal), we find that nucleation remains epitaxial,
with the same orientation angle of 0◦. But when the surface
lattice is “too small,” we find that epitaxy is gradually lost.
We reached this conclusion by computing the orientation of
the nuclei with respect to the surface for different mismatches
δ. For this, we define the orientation angle as the angle be-
tween the unit cell of the surface and the first layer of the nu-
cleus. We calculate this for a given nucleus as follows. First,
we compute every vector r ij between two nearest neighbor
particles i and j in the first layer of the nucleus. Typically, the
first layer has around 50−80 particles. We compute the angle
between each neighbor vector r ij and each of the six neighbor
vectors of the cp surface. This gives six angles θ ij(k): k = 1, ..,
6. We then define the orientation angle for the neighbor pair as
the smallest of these angles, ψij = min(θij (k)). The angle ψ ij
is thus between 0◦ and 30◦. Finally, we define the orientation
angle of the nucleus by averaging ψ ij for all neighbor pairs ij
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FIG. 11. (a)–(c) Histograms of orientation angle of crystal nuclei of size Ncl = 300 on cp surface for three different mismatches.
in the layer. We find that this procedure is reliable in that the
orientation angle determined for a given nucleus corresponds
to the orientation that is evident from visual inspection of the
nucleus.
Fig. 11 shows the distribution of nuclei orientations on
the cp surface for three different mismatches. At δ = −1 and
δ = 12, as shown in Figs. 11(b) and 11(c), there is a very nar-
row distribution of orientation angles; nucleation is epitaxial.
Contrast this with the very broad distribution of angles for
δ = −13 in Fig. 11(a). For these large and negative
mismatches, nucleation is no longer epitaxial.
For the 100 surface, we find that on either side of the
coherent region marked on Fig. 10 there is a “transition re-
gion” in which the first layer of the nucleus shows regions of
four-fold and regions of six-fold symmetry, see Figs. 12(b)
and 12(d). Nucleation is therefore not epitaxial in this transi-
tion region. It seems possible the behaviour here is analogous
to that seen previously in experiments with alkali halides,
which in some cases appear to form as disordered (100) lay-
ers when crystallizing on a mica substrate18 (see specifically
Fig. 2 of Ref. 18 and accompanying discussion). Beyond this
transition region, at large negative mismatches, we find that
the first layer is a well ordered close packed layer (Fig. 12(a)).
For all nuclei the close packed layer that forms on the surface
has a fixed orientation with a row of particles aligned with the
surface rows, as illustrated in Fig. 12(a); therefore, nucleation
(a) (b)
(c) (d)
FIG. 12. First layer of crystal nucleus with Ncl = 300 for 100 surface. Layers
are shown in (a) c.p. region, (b) transition region, (c) coherent region, (d)
transition region, where the regions are those marked on Fig. 10.
is epitaxial. We expect that this epitaxial nucleation is likely
to also occur at large positive mismatches, although due to the
low nucleation rate (cf. Fig. 3) we were unable to grow nuclei
large enough to see this directly.
Our findings thus support experimental results14 which
show that epitaxy can be observed even when the mismatch
between the surface lattice and that of the nucleating crystal
is large (>10%). By growing the nuclei beyond the critical
size, we were unable to detect a change in orientation of the
nuclei, and therefore our results suggest that the orientation of
crystals is set at the time of nucleation.
B. Predicting epitaxy
Ideally, one would like to be able to predict in advance if
nucleation on a given surface will be epitaxial, and, if so, the
orientation between the unit cell of the surface and that of the
nucleating crystal.
One approach that has been used to predict epitaxy in this
sense has been developed by Hillier and Ward29 (henceforth
HW). The approach of HW is based on the fact that the poten-
tial energy between a surface and an infinite crystalline over-
layer is translationally invariant, and hence only depends on
the orientation angle between the unit cell of the surface and
that of the overlayer.39 HW calculate a normalized interaction
between the two crystal lattices, as a function of angle, and
for different lattice planes, to determine both the favored lat-
tice plane of the crystal that forms in contact with the surface,
and the favored angle. This approach is frequently used in ex-
periments to assess the possibility of epitaxy for a particular
substrate.
In the spirit of HW, we decided to investigate whether
the occurrences of epitaxy observed in our simulations (as de-
tailed in Sec. V A) can be explained by considering the ener-
getics of a single crystal overlayer on our cp/100 surface. To
assess this, we performed calculations of the potential energy
between the surface and an overlayer with dimensions that are
typical of a nucleus of size N∗cl . It should be noted that these
potential energy calculations are in fact a level of detail be-
yond the approach developed by HW, which considers only
the interplay between the geometry of the surface and that of
the overlayer. In fact, an agreement with potential energy cal-
culations of the type we perform—in the limit of a sufficiently
large overlayer—is used by HW to justify their approach.29
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(a) (b) (c)
FIG. 13. Overlayers used for potential energy calculation. (a) close packed
overlayer with orthogonal boundaries on close packed surface. (b) close
packed overlayer with non-orthogonal boundaries on close packed surface.
(c) 100 overlayer on 100 surface. The overlayers are rotated by an angle φ
around the particle colored in grey. The configurations shown are for φ = 0.
In all cases, we fix the lattice constant of the overlayer at
the bulk value aB, although varying this does not affect our
conclusions.
For the cp surface, we consider a close packed overlayer
with two different geometries, as shown in Figs. 13(a)
and 13(b), one with orthogonal boundaries and one with
non-orthogonal boundaries. For the 100 surface, we also
consider an overlayer with the same geometry as the surface
itself (a fcc (100) plane, with orthogonal boundaries, see
Fig. 13(c)). We place the lower left corner particle, shown in
gray in Fig. 13, in a local minimum of the surface potential;
this sets the vertical distance between the top layer of the
surface and the overlayer. We then rotate the overlayer about
the lower left corner particle shown in Fig. 13, and compute
the potential energy per particle between the surface and
overlayer as a function of the orientation angle, u(φ). If u(φ)
displays a distinct minimum (in fact multiple minima at
angles that reflect the symmetry of the surface) at a particular
orientation angle, this means there is an energy penalty to
rotating the overlayer. Thus nucleation is predicted to be epi-
taxial, with preferred orientation angles between the surface
and nucleus which correspond to the positions of the minima.
In short, we find that the predictions of this simple
approach agree with our simulation results. That is, the poten-
tial energy calculations predict relative orientations between
the surface and crystal nuclei that match those seen in our
simulations. In Figs. 14 and 15, we show this in the most
illustrative cases for cp and 100 surfaces, respectively.
On the cp surface (see Fig. 14), when the mismatch δ
is small, u(φ) displays distinct minima at 0◦, 60◦, 120◦, etc.
The minima are slightly distorted due to the finite size of the
overlayer; u(φ) has a periodicity of 120◦ rather than the 60◦
FIG. 14. Potential energy per overlayer particle as a function of orientation
angle for cp surface. Results are for potential 2. The overlayer is close packed,
with geometries (a) and (b) as shown in Fig. 13.
FIG. 15. Potential energy per overlayer particle as a function of orientation
angle for 100 surface with mismatch δ = −13. Results are for potential 2.
Results for all three of the overlayer geometries in Fig. 13 are shown.
periodicity of an infinite overlayer. In any case, the distinct
minima predict that nucleation should be epitaxial, with the
same orientation angle we see in our simulations (Figs. 11(b)
and 11(c)).
For large negative mismatches (e.g., δ = −13 as shown
on Fig. 14), u(φ) is essentially flat, with variations on the order
of 0.01 	 kBT. The fact that the potential energy is essen-
tially independent of orientation angle in this regime suggests
that nucleation should not be epitaxial. This is in agreement
with our simulation results that show nuclei form with a wide
range of orientations (Fig. 11(a)).
On the 100 surface (see Fig. 15), as discussed in
Sec. V A, for a large negative mismatch (δ  −10) the nu-
clei that form in our FFS simulations have an overlayer that
is close packed rather than 100. Again, this is predicted by
our potential energy calculations: as shown in Fig. 15, a close
packed overlayer is energetically preferable at such a large
(negative) mismatch, with the preferred orientation angle of
30◦ (or equivalently 0◦, 60◦, 90◦) matching the orientation
seen in our simulations (Fig. 12(a)).
As a final comment on predicting epitaxy, we should
point out the potential energy approach we take here is in a
sense quite distinct from the HW approach. The HW approach
takes into account the geometry of the surface only, whereas
the potential energy contains details of both the geometry and
of the specific surface-fluid interactions.
VI. CONCLUSION
In this paper, we have presented a detailed study of crys-
tal nucleation of a Lennard-Jones liquid on a flat crystalline
surface. To compute nucleation rates we used the FFS method
of Allen et al.25, 26
As expected, the nucleation rate goes through a maxi-
mum when the surface lattice parameter is closely matched to
that of the nucleating crystal phase. However, the maximum
does not correspond to an exact match between these lattice
parameters. This can be explained by finite size effects that
are inherent in nucleation. The crystal nucleus that forms is a
small object of a few hundred particles and has an effective
lattice spacing that deviates from the bulk equilibrium value.
The theory of Turnbull and Vonnegut,28 although ignor-
ing these finite size effects, correctly predicts that nucle-
ation at small mismatches is coherent, in the sense that the
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crystal nucleus expands or contracts to maintain registry with
the surface lattice. However—once again because of finite
size effects—we found that Turnbull and Vonnegut’s concept
of coherence needs to be altered to take into account the fact
that the small nuclei can relax structurally, and therefore need
not be in perfect registry with the surface, as would be the
case for an infinite crystal plane.
In many cases the nuclei were found to form epitaxially,
that is, all nuclei that formed had the same relative orienta-
tion to the surface. It was shown that potential energy cal-
culations that consider only the energetics between the sur-
face and the first layer of the nucleating crystal can be used
to effectively predict this epitaxy. The calculations success-
fully predict both whether or not nucleation is epitaxial, and,
if it is epitaxial, the orientation of the nuclei that form relative
to the surface. The success of this approach, assuming it can
be generalized to other systems, suggests that these types of
calculations—which are vastly less computationally intensive
than simulations of nucleation, such as the FFS simulations
reported here—are a useful tool for diagnosing heterogeneous
nucleation.
Finally, we found a number of features that agree quali-
tatively with experimental results. We found that crystalliza-
tion is highly sensitive to the surface geometry, and to the
strength of the attractions between the molecules of the sur-
face and those of the nucleus. In experiment, these two effects
are difficult to isolate as they cannot be varied independently.
However, it seems likely that both effects are important in ex-
plaining the variability in experiment. Steps and other defects
may also be important in many systems. We also agree with
experimental findings, e.g., Sarma et al.,14 in finding that epi-
taxy is possible even when the mismatch between the surface
lattice and nucleating crystal is large (>10%). To bring ex-
periment and simulation together, future work will need to
include both simulations on surfaces with steps and other de-
fects, and experiments on surfaces as well characterized as
possible.
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APPENDIX: SIMULATION DETAILS
1. Monte Carlo dynamics
The dynamics in our FFS simulations are given by
the normal Metropolis Monte Carlo (MC) scheme with
maximum trial displacement x = ±0.1σ .34 Although this
scheme is usually used for computing static equilibrium
properties, it is also often used as an approximate form of
the dynamics. We measure time in “cycles.” One MC cycle
corresponds to 4840 (the number of moving particles in the
system) attempted displacement moves. On each attempted
displacement move, we pick a (moving) particle randomly
and displace it, accepting the move with probability related
to the difference in energies in the normal way. Thus in a
single cycle, we might have attempted to move one particle
three times, and some others zero times. But on average, we
make one displacement attempt for each moving particle.
This is a standard scheme when performing NVT MC, since
it preserves detailed-balance.34
2. Equilibration
At the beginning of the simulation, we initialize the po-
sitions of the moving particles in a random liquid-like config-
uration above the surface. However, this is not a good start-
ing point for the FFS simulations, since this “random” con-
figuration is likely to be rather unphysical. Therefore, before
beginning the FFS simulations we “equilibrate” the system.
It should be noted that this equilibration is simply a way to
generate the initial state for the FFS simulations, that is, a
particle configuration that corresponds physically to a homo-
geneous undercooled liquid (on a surface). For the purposes
of the FFS simulations, we also require that this configuration
has a largest cluster size Ncl < 12.
To equilibrate the system we evolve the system for
2 × 105 MC cycles. During this phase, we do not observe
complete crystallization of the liquid, which indicates that a
barrier to nucleation exists. Although the system will have ex-
perienced some (possibly large) fluctuations in the size of the
largest cluster Ncl, these are not of interest at this point. If af-
ter 2 × 105 cycles, the maximum cluster size in the system
Ncl happens to be greater than 12 (which is not typical), we
run additional cycles until it is less than 12. Thus, after equili-
bration we have a particle configuration that corresponds to a
homogeneous undercooled fluid on a surface, with Ncl < 12.
This configuration is used as the input to FFS.
3. FFS and interface positioning
After equilibration is complete, we use FFS to compute
the nucleation rate. The rate given by FFS is written as
k = 
N−1∏
i=0
P (λi+1|λi) , (A1)
where  is the “flux” through the first interface λ0, and
P(λi + 1|λi) is the probability of the system reaching interface
λi + 1 coming from the previous interface λi. The interfaces
are defined as isosurfaces of an order parameter that charac-
terizes the transition from liquid to crystal. The order param-
eter we choose here is Ncl, the size of the largest crystalline
cluster in the system. Therefore, different values of λ corre-
spond to different values of Ncl. It should be noted that the
chosen order parameter is only required to characterize the
initial and final states in the transition (in this case the liq-
uid and the crystal), that is, the order parameter need not be a
reaction co-ordinate.26
For all of the simulations, we placed the first interface at
λ0 = 12 and consecutive interfaces at λi = 10(i + 1). The
number of interfaces was chosen differently for different mis-
matches δ in order to ensure that the conditional probability
P(λi + 1|λi) was at least 0.98 for at the final interface. The po-
sition of the final interface varied from 300 for small δ (29
interfaces in total) up to 500 (49 interfaces in total) for the
larger values of δ. We took a minimum of 200 “shots” at each
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interface, with more taken where necessary to ensure a mini-
mum of 50 successful shots at each interface. The flux  was
determined from 200 crossings of the first interface. To arrive
at a final value for the nucleation rate, we took the average of
5 independent FFS runs.
4. Computing order parameter Ncl
To compute the order parameter used in our FFS simu-
lations, Ncl, one first assigns to every particle in the system,
that is, to every moving particle and every surface particle, a
13-dimensional vector q6(i) = (q6(i)−6, q6(i)−5, . . . , q6(i)6)
that characterizes its local environment. The elements of q6(i)
are
q6(i)m = 1
Nb(i)
∑
j
Y6m(rˆ ij ) , (A2)
where Y6m is a sixth order spherical harmonic, and −6 ≤ m
≤ 6. Here Nb(i) is the number of neighbors of particle i, and
rˆ ij is a unit vector connecting particles i and j. Two parti-
cles are defined to be neighbors if their separation rij < 1.5σ ,
and the sum in Eq. (A2) is over all neighboring particles j.
Next, the q6(i) vectors are normalized and, for each particle
i, the dot product between the normalized vector qˆ6(i) with
that of each of its neighbors j is computed. Particles i and j
are said to form a “link” if qˆ6(i) · qˆ6(j ) exceeds a threshold
of 0.65. We note that a link can be made between a moving
particle and a surface particle—usually one that is on the top
layer of the surface—as well as between two moving parti-
cles (and a link is always made between two neighboring sur-
face particles, in this case qˆ6(i) · qˆ6(j ) = 1). If a particle has
at least six links then it is identified as being in a crystalline
environment.
Next, we consider only those particles identified as be-
ing in a crystalline environment that are also moving particles
(that is, we discard the surface particles). We perform a clus-
ter analysis on these particles. The cluster analysis involves
computing the largest connected component of an undirected
graph40 with particles as vertices and edges between any two
neighboring particles (again, although we could use a differ-
ent criterion from that used previously, we take two parti-
cles to be neighbors if rij < 1.5σ ). The order parameter used
for our FFS simulations, Ncl, is the number of particles in
the largest cluster. We refer to this group of particles as the
“nucleus,” in reference to classical nucleation theory, and we
refer to a nucleus of “size” Ncl.
1C. E. Nicholson, C. Chen, B. Mendis, and S. J. Cooper, Cryst. Growth Des.
11, 363 (2011).
2R. W. Hartel, Ann. Rev. Food Sci. Technol. 4, 277 (2013).
3K. W. Bunker, S. China, C. Mazzoleni, A. Kostinski, and W. Cantrell, At-
mos. Chem. Phys. Discuss. 12, 20291 (2012).
4R. P. Sear, J. Phys. Condens. Matter 19, 033101 (2007).
5P. R. ten Wolde, M. J. Ruiz-Montero, and D. Frenkel, Phys. Rev. Lett. 75,
2714 (1995).
6P. R. ten Wolde, M. J. Ruiz-Montero, and D. Frenkel, Faraday Discuss. 104,
93 (1996).
7P. R. ten Wolde and D. Frenkel, J. Chem. Phys. 109, 9901 (1998).
8D. Moroni, P. R. ten Wolde, and P. G. Bolhuis, Phys. Rev. Lett. 94, 235703
(2005).
9J. A. van Meel, A. J. Page, R. P. Sear, and D. Frenkel, J. Chem. Phys. 129,
204505 (2008).
10T. Schilling, H. J. Schöpe, M. Oettel, G. Opletal, and I. Snook, Phys. Rev.
Lett. 105, 025701 (2010).
11W. Lechner, C. Dellago, and P. G. Bolhuis, Phys. Rev. Lett. 106, 085701
(2011).
12J. Russo and H. Tanaka, Soft Matter 8, 4206 (2012).
13R. P. Sear, Int. Mat. Rev. 57, 328 (2012).
14K. R. Sarma, P. J. Shlichta, W. R. Wilcox, and R. A. Lefever, J. Cryst.
Growth 174, 487 (1997).
15M. Royer, Bull. Soc. Fr. Miner. 51, 7 (1928).
16J. H. van der Merwe, Faraday Discuss. 5, 201 (1949).
17C. J. Stephens, Y. Mouhamad, F. C. Meldrum, and H. K. Christenson, J.
Cryst. Growth Des. 10, 734 (2010).
18N. D. Lisgarten, Trans. Faraday Soc. 50, 684 (1954).
19S. J. Cox, S. M. Kathmann, J. A. Purton, M. J. Gillan, and A. Michaelides,
Phys. Chem. Chem. Phys. 14, 7944 (2012).
20J. P. Mithen and R. P. Sear, Euro. Phys. Lett. 105, 18004 (2014).
21P. W. Carter and M. D. Ward, J. Am. Chem. Soc. 115, 11521 (1993).
22J. K. Johnson, J. A. Zollweg, and K. E. Gubbins, Mol. Phys. 78, 591 (1993).
23M. A. van der Hoef, J. Chem. Phys. 113, 8142 (2000).
24W. C. Swope and H. C. Andersen, Phys. Rev. B 41, 7042 (1990).
25R. J. Allen, P. B. Warren, and P. R. ten Wolde, Phys. Rev. Lett. 94, 018104
(2005).
26R. J. Allen, D. Frenkel, and P. R. ten Wolde, J. Chem. Phys. 124, 024102
(2006).
27Our definition of δ differs by a factor of 100 from that given in Ref. 28, i.e.,
we express the mismatch in percentage terms.
28D. Turnbull and B. Vonnegut, Ind. Eng. Chem. 44, 1292 (1952).
29A. C. Hillier and M. D. Ward, Phys. Rev. B 54, 14037 (1996).
30N. Gribova, A. Arnold, T. Schilling, and C. Holm, J. Chem. Phys. 135,
054514 (2011).
31R. J. Allen, C. Valeriani, and P. R. ten Wolde, J. Phys. Condens. Matter 21,
463102 (2009).
32G. T. Beckham and B. Peters, J. Phys. Chem. Lett. 2, 1133 (2011).
33A. J. Page and R. P. Sear, Phys. Rev. E 80, 031605 (2009).
34D. Frenkel and B. Smit, Understanding Molecular Simulation (Academic
Press, London, 2002).
35R. L. Davidchack and B. B. Laird, J. Chem. Phys. 118, 7651 (2003).
36D. Winter, P. Virnau, and K. Binder, Phys. Rev. Lett. 103, 225703 (2009).
37Y. Xiang, H, Jiang, W. Cai, and X. Shae, J. Phys. Chem. A 108, 3586
(2004).
38D. J. Quesnel, D. S. Rimai, and L. P. DeMejo, Phys. Rev. B 48, 6795 (1993).
39J. P. McTague and A. D. Novaco, Phys. Rev. B 19, 5299 (1979).
40T. Cormen, C. Leiserson, R. Rivest, and C. Stein, Introduction to Algo-
rithms (MIT Press, Boston, 2009).
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
131.227.27.236 On: Tue, 04 Mar 2014 09:55:31
