Wireless sensor network scheduling schemes by Wang, Bo

















List of Tables ............................................................................................. i 
List of Figures .......................................................................................... ii 
Abstract .................................................................................................... v 
Acknowledgements .................................................................................. vi 
Chapter 1 Introduction .......................................................................... 1 












Chapter 4 New Proposal: A Clique Based Sensor Scheduling Scheme 






Chapter 5 Second Proposal: An Efficient Node Scheduling Scheme 





Chapter 6 Conclusions and Future Work ............................................ 98 
  
  












List of Figures 
 
 
𝑟𝑡𝑟𝑎𝑛𝑠 =  20𝑚
𝑟𝑠𝑒𝑛𝑠𝑖𝑛𝑔 =  14.4𝑚  
𝑟𝑡𝑟𝑎𝑛𝑠 =  15𝑚







𝑅 = {𝑟1 ,𝑟2,𝑟3}
𝑆 = {𝑠1,𝑠1,𝑠1,𝑠1}  
𝑆1 = {𝑠1,𝑠2} 𝑆2= {𝑠2,𝑠3}








𝑁𝑔 =20  
ℵ
𝑁𝑔 =20  
ℵ
𝑁𝑔 =20  
𝑁𝑔 ℵ  
ℵ

































Chapter 2  
Research Background 









𝑛 =  150,175,200,225, . . . ,400 100 ×
100  𝑚2
20𝑚 15𝑚14.4𝑚 10𝑚
𝑛 =  200
𝑟𝑡𝑟𝑎𝑛𝑠 =  20𝑚 𝑟𝑠𝑒𝑛𝑠𝑖𝑛𝑔 =  14.4𝑚
𝑟𝑡𝑟𝑎𝑛𝑠 =  15𝑚 𝑟𝑠𝑒𝑛𝑠𝑖𝑛𝑔 =  10𝑚

𝑟𝑡𝑟𝑎𝑛𝑠 =  20𝑚 𝑟𝑠𝑒𝑛𝑠𝑖𝑛𝑔 =  14.4𝑚
𝑟𝑡𝑟𝑎𝑛𝑠 =  15𝑚 𝑟𝑠𝑒𝑛𝑠𝑖𝑛𝑔 =  10𝑚
































2.3 Location Awareness of Wireless Sensor 
Network 













Chapter 3  
Reviews of Sensor Scheduling 
Schemes for WSN 
3.1 Introduction to Sensor Scheduling Scheme 

3.2 Energy -Efficient Target Coverage 









𝑠1 = {𝑟1,𝑟2} 𝑠2= {𝑟2,𝑟3} 𝑠3= {𝑟1,𝑟3} 𝑠4= {𝑟1,𝑟2,𝑟3}




𝑆2= {𝑠2,𝑠3} 𝑆3= {𝑠1,𝑠3} 𝑆4= {𝑠4}
𝐶
𝑅 𝑆1,… ,𝑆𝑝 𝑡1,… ,𝑡𝑝
0 ≤ 𝑡𝑖 ≤ 11 𝑡1 + … + 𝑡𝑝 𝑠 𝐶 𝑠
𝑆1,… ,𝑆𝑝
𝑆1 = {𝑠1,𝑠2} 𝑆2= {𝑠2,𝑠3}
𝑆3= {𝑠1,𝑠3} 𝑆4= {𝑠4}
𝑆1 = {𝑠1,𝑠2} 𝑆2= {𝑠2,𝑠3}
𝑆3= {𝑠1,𝑠3} 𝑆4= {𝑠4}
C
S1,… ,Sp Si , i =  1,… ,p
t1 + … + tp
tj , j =  1,… ,p Sj
3.2.2 Solutions to Compute the Maximum Set Covers and 





𝑑 <  𝑛 𝑂(𝑑𝑚2𝑛)










3.2.4 Limitation of the Target Coverage Scheme 
3.3 A Coverage-preserving Node Scheduling 
Scheme for Large WSN 
3.3.1 Coverage-based Off-duty Eligibility Rule 
𝑖 𝑆(𝑖)
𝑖
𝑁 𝑖 =  𝑛 ∈ ℵ   𝑑 𝑖,𝑗 ≤ 𝑟,𝑛 ≠ 𝑖 }
ℵ 𝑑 𝑖,𝑗 
𝑖 𝑗 𝑖
 𝑆 𝑗 𝑗∈𝑁 𝑖   ⊇ 𝑆(𝑖)  ( 𝑆 𝑗  ∩ 𝑆 𝑖 )𝑗 ∈𝑁 𝑖   ⊇





 𝑆𝑗→𝑖𝑗∈𝑁 𝑖   ⊇ 𝑆(𝑖)  ( 𝑆 𝑗  ∩ 𝑆 𝑖 )𝑗 ∈𝑁 𝑖   ⊇ 𝑆(𝑖)
 𝑆𝑗→𝑖𝑗∈𝑁 𝑖   ⊇ 𝑆(𝑖)






 0 <  𝑑 𝐼,𝑗 ≤ 𝑟
𝜃𝑗→𝑖 [120,180)





















3.3.5 Limitations of the Coverage-Preserving Node Scheduling 
Scheme 
3.4 A joint Scheduling Scheme: Random 





3.4.1 Network Model 
3.4.2 Randomized Scheduling for Coverage 












3.4.4 Advantages of the Joint Scheduling Algorithm 









 3.4.6 Conclusion 
Chapter 4  
New Proposal: A Clique Based 
Sensor Scheduling Scheme with 
Guaranteed Connectivity 
𝑘(𝑘 ≤ 𝑚)





𝑘(𝑘 ≤ 𝑚) {0, 1,… ,𝑘 − 1}
𝑚
4.1 Network Model and Definitions 




00 … 001     
n
11…111     
n
00 … 000     
n
00 … 001     
n
11…111     
n
00 … 000     
n
4.1.2 Definitions  
𝑡 𝑝1,𝑝2,… ,𝑝𝑡
{ 𝑝1,𝑝2,… ,𝑝𝑡} 𝑡
𝐶1 𝐶2 𝐶1
𝐶2 𝐶1 ⊆ 𝐶2 𝐶1 ∈ 𝐶2 𝐶1
𝐶2 𝐶1
𝐶2 𝐶1  𝐶2
𝑝1 𝑝2 𝑝1
𝑝2 𝑝1 > 𝑝2
4.2 Clique Based Node Scheduling Algorithm 
 




𝑝1,𝑝2,… ,𝑝𝑡 𝑝𝑗 𝑟𝑠
𝑝𝑗  ∈ 𝑝1,𝑝2,… ,𝑝𝑡 𝑑 𝑝𝑗 ,𝑝 ≤ 𝑟𝑠 𝑑 𝑝𝑖,𝑝𝑗  ≤
𝑑 𝑝𝑖,𝑝 +  𝑑 𝑝𝑗 ,𝑝 ≤ 2𝑟𝑠  ≤ 𝑟𝑐 𝑝𝑖 𝑝𝑗 { 𝑝1,𝑝2,… ,𝑝𝑡 }
𝑝𝑖 𝑝𝑗
t≥ 𝑚
t≥ 𝑚 𝑝1,𝑝2,… ,𝑝𝑡 𝑃1,𝑃2,… ,𝑃𝑡
𝑘 𝑘 ≤ 𝑚 { 0,1,… ,𝑘 − 1 }
𝑃1 𝑚𝑖𝑛 { 𝑃1,𝑃2,… ,𝑃𝑡 }
𝑝1 { 𝑝1,𝑝2,… ,𝑝𝑡 }
𝑎 (𝑎 <  𝑡) { 𝑝1,𝑝2,… ,𝑝𝑎 }
{ 𝑝1,𝑝2,… ,𝑝𝑡 } { 𝑔1 ,𝑔2 ,… ,𝑔𝑎  }
  𝑔1,𝑔2,… ,𝑔𝑏  { 𝑔1 ,𝑔2 ,… ,𝑔𝑎  } 𝑏 ≤ 𝑎
𝑏 =  𝑘 𝑝𝑗  ∈ { 𝑝𝑎+1 ,𝑝𝑎+2,… ,𝑝𝑡 }𝑝𝑗
𝑗 ∈ { 0, 1,… ,𝑘 − 1 } 𝑗 𝑝𝑗
𝑏 <  𝑘
𝑈 =   0, 1,… ,𝑘 − 1 \  𝑔1,𝑔2,… ,𝑔𝑏  =  𝑢0 ,𝑢1,… ,𝑢𝑘−𝑏−1  
𝑡 − 𝑎 ≥ 𝑘 − 𝑏 𝑝1  𝑡 − 𝑎 − (𝑘 − 𝑏)
𝑉 =  𝑣0 ,𝑢1,… ,𝑢 𝑡−𝑎 −(𝑘−𝑏)−1  { 0,1,… ,𝑘 − 1 }
𝑈 ∪ 𝑉   𝑝𝑎+ 1,𝑝𝑎+ 2,… ,𝑝𝑡  
𝑡 − 𝑎 <𝑘 − 𝑏 𝑝1 𝑡 − 𝑎
  𝑣0 ,𝑢1,… ,𝑢𝑡−𝑎−1  𝑈
  𝑝𝑎+ 1,𝑝𝑎+ 2,… ,𝑝𝑡  
 
 { 𝑝1,𝑝2,… ,𝑝𝑎 } { 𝑝1,𝑝2,… ,𝑝𝑡 }
𝑡 − 𝑎
  𝑝𝑎+ 1,𝑝𝑎+ 2,… ,𝑝𝑡  
𝑏
{ 𝑝1,𝑝2,… ,𝑝𝑎 } 𝑈
{ 𝑝1,𝑝2,… ,𝑝𝑎 } 𝑡 − 𝑎 ≥ 𝑘 − 𝑏
𝑡 − 𝑎 <𝑘 − 𝑏
𝑘 =  4
{0, 1,2,3}
{001 ,010 ,011,011,101,111}
𝑎 =  𝑏 =  0 𝑈 = {0,1,2,3}
{0,1,2,3}





{ 𝑝1,𝑝2,… ,𝑝𝑡 }
 𝑗
𝑗
 𝐼𝐷𝑁𝑁 ∪ {𝑁𝑁𝐿𝑁}
 
{001 ,011,101,111} {𝐼𝐷𝑁𝑁} ∪  {𝑁𝑁𝐿𝑁}
 001 ,010 ,0 11,101,110,111 ∩  001 ,010 ,011,101,111 ∩
 001 ,011,101,111 ∩  001 ,011,101,111 ={001 ,011,101,111}
𝑚
 𝐼𝐷𝑁𝑁 ∪ {𝑁𝑁𝐿𝑁}









𝑝1,𝑝2,… ,𝑝𝑠 𝑁1,𝑁2,… ,𝑁𝑠
𝑁1   ,𝑁2    ,… ,𝑁𝑠   
 𝐼𝐷𝑁𝑁 ∪ {𝑁𝑁𝐿𝑁} 𝑝1,𝑝2,… ,𝑝𝑠




 𝑆1,𝑆2,… ,𝑆 𝑠 − 1𝑡 − 1 
{ 𝑝1,𝑝2,… ,𝑝𝑠 }
𝐶𝑥 𝑥
(𝑡 <𝑥 ≤ 𝑠) 𝑝1
𝑗 = 1; 𝑗 ≤  𝑠 − 1
𝑡 − 1
 ;𝑗 + +
𝑥  ∈ 𝐶𝑥 𝑆𝑗  ⊆ 𝑥









  𝐼𝐷𝑁𝑁 ∪ {𝑁𝑁𝐿𝑁} 𝑛
𝑘 𝑘 ≤ 𝑚 { 0,1,… ,𝑘 − 1 }
𝑝𝑖
(𝑚 ≤ 𝑡 ≤ 𝑠) 𝑠 𝑝𝑖 𝑡
𝐶𝑡
𝑡 =𝑠;𝑡 ≥ 𝑚;𝑡 − −
𝑡  ∈ 𝐶𝑡 𝑝𝑖 𝑡
𝑝𝑖 𝐶𝑡







𝑘 (𝑘 ≤ 𝑚)
𝑝𝑖 𝑝𝑗
𝑝𝑖 𝑝𝑖 𝑝𝑖 𝐻𝑖 𝐻𝑗
𝐻𝑖 = 𝐻𝑗 +  1 𝑝𝑗 𝑝𝑖 𝑝𝑖
𝑝𝑗 𝐻𝑖 = 𝐻𝑗 𝑝𝑗
𝑝𝑖 𝑝𝑗 𝑝𝑖 𝑝𝑗
𝑝𝑖 𝑝𝑖 𝑝𝑗


































































𝑡 𝑡 ≡  𝑔 𝑘 𝑔
4.3 Performance Analysis 
4.3.1 Coverage Performance 
𝑡 (𝑘 ≤  𝑡)
𝑗 ( 𝑗<  𝑘)
1
𝑘𝑡























𝑃 𝑡,𝑘,𝑗 = 
1
𝑘𝑡









  𝑗 − 𝑖 𝑡                (1)




𝑆 𝑛,𝑗 = 
1
𝑗!






  𝑗 − 𝑖 𝑛 ,






𝑆(𝑛 +  1,𝑗) =  𝑆(𝑛,𝑗 −  1) +  𝑗𝑆(𝑛,𝑗) (2) 
𝑚
𝑘 (𝑘 ≤  𝑚) 𝑝





      1                                          𝑖𝑓𝑡2 ≥ 𝑘;














  𝑗 − 𝑖 𝑡1    𝑖𝑓 𝑡2 <𝑘;
 
𝑡1 + 𝑡2=𝑡 𝑡1
𝑡





{0,1,… ,𝑘 − 1}
𝑘 𝑘
𝑡













  𝑗 − 𝑖 𝑡
𝑃 𝑡1,𝑘,𝑗 = 
1
𝑘𝑡1









  𝑗 − 𝑖 𝑡1




{0,1,… ,𝑘 − 1}
𝑡 − 𝑐𝑙𝑖𝑞𝑢𝑒
(𝑡 ≥  𝑘) 𝑃𝑅𝑆𝐺𝐶 𝑘
𝑘 (𝑘 ≤  𝑚)






      𝑃(𝑡,𝑘,𝑗)
𝑘−1
𝑗=1
                                                                         𝑖𝑓𝑡2 ≥ 𝑘;
     
1
𝑘𝑡−𝑖
( 𝑘 − 𝑖 − 1  𝑘 − 𝑖 − 1 ! 
𝑘
𝑘 − 𝑖 − 1
 𝑆(𝑡 − 𝑖 − 1,𝑘 − 𝑖 − 1)) 
𝑡2−1
𝑖=0






      1                                          𝑖𝑓𝑡2 ≥ 𝑘;

























  𝑘 − 𝑖 𝑡
𝑡2 ≥ 𝑘 𝑃𝑅𝑆𝐺𝐶 < 𝑃𝐶𝐶𝑀𝑆 𝑃𝐶𝐶𝑀𝑆 = 1 𝑃𝑅𝑆𝐺𝐶 < 1
𝑡2 <𝑘
𝑃𝑅𝑆𝐺𝐶 = 1− 𝑃(𝑡,𝑘,𝑗)
𝑘−1
𝑗=1
𝑃𝐶𝐶𝑀𝑆 = 1−  𝑃(𝑡 − 𝑡2,𝑘,𝑗)
𝑘−𝑡2−1
𝑗=1











 𝑆(𝑡 − 𝑥,𝑗)
𝑃𝑅𝑆𝐺𝐶 = 1− 𝑓(0) 𝑃𝐶𝐶𝑀𝑆 = 1− 𝑓(𝑡2)
𝑓(0) −  𝑓(𝑡2) 𝑏






𝑆 𝑡 − 𝑏,𝑗 






𝑆 𝑡 − 𝑏,𝑗 






(𝑆 𝑡 − 𝑏 − 1,𝑗 − 1 +  𝑗𝑆(𝑡 − 𝑏 − 1))












𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)












𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)












𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)












𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)












𝑗𝑆(𝑡 − 𝑏 − 1,𝑗)






𝑆 𝑡 − 𝑏 − 1,𝑗 +   𝑡 − 𝑏 − 1  𝑘 − 𝑏 − 1 ! 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1)
                     = 𝑘𝑡−𝑏𝑓 𝑏 + 1  +  𝑘 − 𝑏 − 1 (𝑘 − 𝑏 − 1!) 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1)
𝑓 𝑏 −  𝑓 𝑏 + 1  =
1
𝑘𝑡−𝑏
( 𝑘 − 𝑏 − 1  𝑘 − 𝑏 − 1 !) 
𝑘
𝑘 − 𝑏 − 1
 𝑆(𝑡 − 𝑏 − 1,𝑘 − 𝑏 − 1) 
  𝑃𝐶𝐶𝑀𝑆 − 𝑃𝑅𝑆𝐺𝐶 =𝑓 0  −  𝑓(𝑡2)
                      = (𝑓 𝑖 − 𝑓(𝑖 + 1))
𝑡2−1
𝑖=0





( 𝑘 − 𝑖 − 1 (𝑘 − 𝑖 − 1!) 
𝑘
𝑘 − 𝑖 − 1




 𝑃𝐶𝐶𝑀𝑆 − 𝑃𝑅𝑆𝐺𝐶 𝑡2





4.3.2 Detection Performance 
𝑙

























𝑃 𝑠𝑡,𝑘,𝑗 = 
1
𝑘𝑠𝑡













 ×𝑃 𝑠𝑡,𝑘,𝑗  ,





 ×𝑃 𝑠𝑡,𝑘,𝑗  ,
𝑠𝑡
𝑔























𝑗  ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
𝑔 −  𝑡𝑕




























































 ×𝑃 𝑠𝑡,𝑘,𝑗  ≥ 
1
min 𝑘,𝑠𝑡 


























       1                                                                                                                                    𝑖𝑓 𝑙 ≥ 𝑘 ×𝑇;






   × 1−  1−  
𝑙
𝑇
 ×  
1
𝑗
min 𝑘 ,𝑠𝑡 
𝑗=1
 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡







  × 1−  1−   
𝑙
𝑇





 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡













































































 ×𝑃 𝑠𝑡,𝑘,𝑗 
1−   
𝑙
𝑇













  +  1
 1−  
𝑙
𝑇





 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
 1−   
𝑙
𝑇














  +  1
1−  1−  
𝑙
𝑇





 ×𝑃 𝑠𝑡,𝑘,𝑗  
𝑠𝑡
1−  1−   
𝑙
𝑇






























𝑃𝑐𝑠  ≥ 𝑃𝑟𝑠




















  × 1− [1−   
𝑙
𝑇









𝑃 𝑠𝑡,𝑘,𝑗  ≥
1
𝑘
𝑃𝑐𝑠  ≥ 𝑃𝑟𝑠





 𝑁𝑚𝑎𝑥 ∙ log𝑁 + 𝑁𝑚𝑎𝑥
2∙ log𝑁 + log𝐻𝑚𝑎𝑥 + log𝑘 
 
[𝑘 ∙log𝑘] 𝑘 ≤ 𝑚




4.4 Simulation Results 
 
 
250𝑚 ×  250𝑚 𝑟𝑠
𝑟𝑐 2𝑟𝑠











𝐴𝑟𝑒𝑎 𝑁 𝑘  







250𝑚 ×  250𝑚
 𝑘 =  2 
 
 
4.4.2 Extra nodes added by using the CMEG Algorithm 
 
  




 Chapter 5  
Second Proposal: An Efficient 
Node Scheduling Scheme Based 
on Combinatorial Assignment 
Code 




𝑥𝑖1  𝑥𝑖2  𝑥𝑖𝑘 ⊂ ∈ 𝐵𝑖








𝔅  𝔅 𝑘 ×𝑚
𝑎𝑖𝑗 = 
1:if 𝑥𝑗 ∈ 𝐵𝑗









𝑎11 𝑎12 … 𝑎1𝑚















𝑚 − 𝑘 + 1
𝑚 − 𝑘 + 1
𝑘(𝑚 − 𝑘 + 1) =𝑘𝑚 − 𝑘(𝑘 − 1)
𝑘𝑚 − 𝑘(𝑘 − 1) 𝑁𝑚𝑖𝑛 =𝑘𝑚 −
𝑘(𝑘 − 1)





𝑚 − 𝑘 + 1
𝑘(𝑚 − 𝑘 + 1) =𝑘𝑚 −
𝑘(𝑘 − 1) 𝑁𝑚𝑖𝑛 =km− k(k− 1).  
𝑘 ×𝑘
(𝑚,𝑁𝑚𝑖𝑛 ,𝑘)
𝑚 = 7 𝑘 = 4
 
1 1 1 1 0 0 0
0 1 1 1 1 0 0
0 0 1 1 1 1 0
0 0 0 1 1 1 1
  
1 1 1 1 0 0 0
1 1 1 0 1 0 0
1 1 1 0 0 1 0
1 1 1 0 0 0 1
 
𝑘 ×𝑚 𝐴 = (𝑎𝑖𝑗)
(𝑚,𝑁𝑚𝑖𝑛 ,𝑘) ⟺
𝑘 ×𝑘
5.2 CAC-based Scheduling Scheme 




00 … 001     
𝑛
11…111     
𝑛
00 … 000     
𝑛
00 … 001     
𝑛
11…111     
𝑛
00 … 000     
𝑛
5.2.2 Distributed Cluster Approach 
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5.2.6 CAC based node scheduling scheme 
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