We study the Gauss-Manin connection for the moduli space of an arrangement of complex hyperplanes in the cohomology of a complex rank one local system. We define formal Gauss-Manin connection matrices in the Aomoto complex and prove that, for all arrangements and all local systems, these formal connection matrices specialize to Gauss-Manin connection matrices.
Introduction
Let A = {H 1 , . . . , H n } be an arrangement of n ordered hyperplanes in C , and let L be a local system of coefficients on M = M (A) = C \ n j=1 H j , the complement of A. The need to calculate the local system cohomology H • (M; L) arises in various contexts. For instance, local systems may be used to study the Milnor fiber of the non-isolated hypersurface singularity at the origin obtained by coning the arrangement; see [8, 5] . In mathematical physics, local systems on complements of arrangements arise in the Aomoto-Gelfand theory of multivariable hypergeometric integrals [2, 12, 18] and the representation theory of Lie algebras and quantum groups. These considerations lead to solutions of the Knizhnik-Zamolodchikov differential equation from conformal field theory; see [21, 23] . Here a central problem is the determination of the Gauss-Manin connection on H • (M; L) for certain discriminantal arrangements, and certain local systems.
A complex rank one local system on M is determined by a collection of weights λ = (λ 1 , . . . , λ n ) ∈ C n . Associated to λ, we have a representation ρ : π 1 (M) → C * , given by γ j → exp(−2π i λ j ) for any meridian loop γ j about the hyperplane H j of A, and an associated rank one local system L on M. Parallel translation of fibers over curves in the moduli space B of all arrangements combinatorially equivalent to A gives rise to a Gauss-Manin connection on the vector bundle over B with fiber H q (M; L). A number of authors have considered these Gauss-Manin connections, including Aomoto [1] , Schechtman and Varchenko [21, 23] , Kaneko [15] , and Kanarek [14] .
For local systems which are nonresonant in the sense of Schechtman, Terao, and Varchenko [20] , the Gauss-Manin connection matrices for general position ar-3032 DANIEL C. COHEN AND PETER ORLIK rangements were found by Aomoto and Kita [2] , and Terao [22] computed these connection matrices for a larger class of arrangements. For such local systems, we determined these connection matrices for all arrangements in [7] . The aim of this paper is to remove the nonresonance condition. We construct formal Gauss-Manin connection matrices in the Aomoto complex for all arrangements and prove that these formal connection matrices specialize to Gauss-Manin connection matrices.
In Section 2, we review the stratified Morse theory construction [3, 4] of a finite cochain complex (K • (A), ∆ • ), the cohomology of which is naturally isomorphic to H • (M; L). This leads to the construction of the universal complex (K • Λ , ∆ • (x)) for local system cohomology, where Λ = C[x ±1 1 , . . . , x ±1 n ]. The Orlik-Solomon algebra A • is a finite dimensional complex vector space which models the cohomology of the complement with trivial local system, see [17, 18] . The ordering of the hyperplanes of A provides the nbc basis for A • over C. Weights λ yield an element a λ = λ j a j in A 1 , and multiplication by a λ gives A • the structure of a cochain complex. The resulting cohomology H • (A • , a λ ) is a combinatorial analog of H • (M; L). The Aomoto complex (A • R , a y ) is the universal complex for Orlik-Solomon cohomology. Here, A • R is a free R-module over A • , where R = C[y 1 , . . . , y n ]. In Section 3, we recall the moduli space of arrangements with a fixed combinatorial type T , following Terao [22] . It is determined by the sets ind(T ) and dep(T ) of independent and dependent collections of + 1 element subsets of hyperplanes in A ∞ , the projective closure of A in CP . Let B(T ) be a smooth, connected component of this moduli space. There is a fiber bundle π : M(T ) → B(T ) whose fibers, π −1 (b) = M b , are complements of arrangements A b of type T . Since B(T ) is connected, M b is diffeomorphic to M.
The fiber bundle π : M(T ) → B(T ) is locally trivial. Consequently, given a local system on the fiber, there is an associated flat vector bundle π q : H q → B(T ), with fiber (π q ) −1 (b) = H q (M b ; L b ) at b ∈ B(T ) for each q, 0 ≤ q ≤ . Fixing a basepoint b ∈ B(T ), the operation of parallel translation of fibers over curves in B(T ) in the vector bundle π q : H q → B(T ) provides a complex representation
). The loops of primary interest are those linking moduli spaces of codimension one degenerations of T . Such a degeneration is a type T whose moduli space B(T ) has codimension one in the closure of B(T ). In this case, we say that T covers T . Let γ(T ) ∈ π 1 (B(T ), b) be such a loop.
The representation Ψ q T gives rise to a Gauss-Manin connection. Let Ω q L (T , T ) be a connection matrix associated to the loop γ(T ). A key idea in this paper is to extract information about arbitrary arrangements using information about general position arrangements, of type G, whose dependent set is empty. The moduli space B(G) of general position arrangements is the complement of a divisor D(G) = J D J in (CP ) n . The components D J of this divisor are irreducible hypersurfaces indexed by +1 element subsets J of [n+1]. For each such J, let G J denote the combinatorial type of arrangements with J as the only dependent set.
Schechtman, Terao, and Varchenko [20] , refining work of Esnault, Schechtman, and Viehweg [10] , found conditions on the weights which insure that the local system cohomology groups vanish except in the top dimension. These conditions depend only on the type T , so we call weights satisfying them T -nonresonant. Falk and Terao [11] constructed a basis for the single nonvanishing cohomology group, called the βnbc basis. The matrices Ω L (G J , G) := Ω L (G J , G) were computed by Aomoto and Kita [2] .
In [7] , we determined Gauss-Manin connection matrices for all pairs of arrangement types in the nonresonant case. Let T be a combinatorial type which covers the type T . Let λ be a collection of T -nonresonant weights which defines the local system L. Weights which are T -nonresonant are necessarily G-nonresonant. Thus in this case, the only nonvanishing cohomology groups are in the top dimension. Since these groups depend only on the combinatorial type, we write H (T ; L) = H (M b ; L b ) and its analog for the general position type. Define an endomorphism of H (G; L) bỹ
Here, m J (T ) is the order of vanishing of the restriction of a defining polynomial for D J to B(T ) along B(T ), and dep(T , T ) = dep(T ) \ dep(T ). In [7] , we showed that there is a commutative diagram
In particular, if P is the matrix of the surjection H (G; L) H (T ; L) in the respective βnbc bases, then a Gauss-Manin connection matrix Ω L (T , T ) is determined by the matrix equation
The aim of this paper is to generalize this result to arbitrary weights. For weights λ which define a nontrivial local system L , the cohomology groups H q (G; L) vanish for q < . Thus, a statement similar to (1.1) in dimension q < is impossible. We solve this problem by lifting the Gauss-Manin connection to the Aomoto complex.
The Orlik-Solomon algebra and the Aomoto complex depend only on the combinatorial type, so we may label them accordingly. In Section 4, we define for each subset S of hyperplanes an endomorphismω S of A • R (G), the Aomoto complex of the general position arrangement. We show that these endomorphisms are cochain maps. In Section 5, we generalize the notion of multiplicity to all subsets of hyperplanes and the notion of dependent sets to include sets of all sizes and denote these sets Dep(T ). In analogy withΩ(T , T ), we definẽ
In order to prove that the endomorphismω(T , T ) induces a cochain map ω(T , T ) on A • R (T ), the Aomoto complex of type T , we show in Theorem 6.1 that this endomorphism preserves the subcomplex corresponding to the Orlik-Solomon ideal of this type. This provides the analog of (1.1) on the level of Aomoto complexes:
, a y ) The horizontal maps are explicit surjections provided by the respective nbc bases. Given weights λ, the specialization y → λ in the chain endomorphism ω(T , T ) defines endomorphisms ω q λ (T , T ) : A q (T ) → A q (T ) for 0 ≤ q ≤ . In Section 7, we prove the main result of this paper.
Theorem. Let M be the complement of an arrangement of type T and let L be the local system on M defined by weights λ. Suppose T covers T . Let φ q : K q H q (M, L) be the natural projection. Then there is an isomorphism τ q : A q → K q so that a Gauss-Manin connection endomorphism Ω q L (T , T ) in local system cohomology is determined by the equation
The groups H q (M; L) are not known in general. When these groups can be calculated explicitly, our result yields a matrix equation analogous to (1.2) which determines a Gauss-Manin connection matrix. We use the nbc basis for A q and a suitable choice of basis for H q (M; L); see Section 8 for examples.
Cohomology complexes
For an arbitrary complex local system L on the complement of an arrangement A, we used stratified Morse theory in [3] to construct a complex (K • (A), ∆ • ), the cohomology of which is naturally isomorphic to H • (M; L). We recall this construction in the context of rank one local systems from [3, 4] .
Let λ = (λ 1 , . . . , λ n ) ∈ C n be a collection of weights. Associated to λ, we have a rank one representation ρ : π 1 (M) → C * , given by ρ(γ j ) = t j , where t = (t 1 , . . . , t n ) ∈ (C * ) n is defined by t j = exp(−2π i λ j ), and γ j is any meridian loop about the hyperplane H j of A, and a corresponding rank one local system L = L t = L λ on M. Note that weights λ and λ yield identical representations and local systems if λ − λ ∈ Z n .
We assume throughout that A contains linearly independent hyperplanes. Let F be a complete flag (of affine subspaces) in C ,
transverse to the stratification determined by A, so that dim F q ∩S X = q−codim S X for each stratum, where a negative dimension indicates that F q ∩ S X = ∅. For an explicit construction of such a flag, see [3, §1] .
. The following compiles several results from [3] .
is equal to the q-th Betti number of M with trivial local coefficients C.
The system of complex vector spaces and linear maps
. The cohomology of this complex is naturally isomorphic to H • (M; L), the cohomology of M with coefficients in L.
The dimensions of the terms K q of the complex (K • , ∆ • ) are independent of t (resp., λ, L). Write ∆ • = ∆ • (t) to indicate the dependence of the complex on t, and view these boundary maps as functions of t. Let Λ = C[x ±1 1 , . . . , x ±1 n ] be the ring of complex Laurent polynomials in n commuting variables, and for each q, let K q Λ = Λ ⊗ C K q . Theorem 2.2 ([4, Thm. 2.9]). For an arrangement A of n hyperplanes with complement M, there exists a universal complex (K • Λ , ∆ • (x)) with the following properties: 1. The terms are free Λ-modules, whose ranks are given by the Betti numbers
the cohomology of which is isomorphic to H • (M; L t ), the cohomology of M with coefficients in the local system associated to t.
The entries of the boundary maps ∆ q (x) are elements of the Laurent polynomial ring Λ, the coordinate ring of the complex algebraic n-torus. Via the specialization x → t ∈ (C * ) n , we view them as holomorphic functions (C * ) n → C. Similarly, for each q, we view ∆ q (x) as a holomorphic map ∆ q :
Recall the Orlik-Solomon algebra of A, A = A(A). It is the quotient of the exterior algebra on generators a j , for 1 ≤ j ≤ n, by an ideal defined next. Given
The ideal I(A) is generated by ∂a T , where T is dependent, and by a T , where the intersection of T is empty.
, and boundary maps given by p(y) ⊗ η → y j p(y) ⊗ a j ∧ η. For λ ∈ C n , the specialization y → λ of the Aomoto complex (A • R , a y ) yields the Orlik-Solomon complex (A • , a λ ). The following result was established in [4] .
Moduli spaces
Let T be the combinatorial type of the arrangement A of n hyperplanes in C with n ≥ ≥ 1. We consider the family of all arrangements of type T . Recall that A is ordered by the subscripts of its hyperplanes, and we assume that A, and hence every arrangement of type T , contains linearly independent hyperplanes.
Choose coordinates u = (u 1 , . . . , u ) on C . The hyperplanes of an arrangement of type T are defined by linear polynomials
We embed the arrangement in projective space and add the hyperplane at infinity as last in the ordering, H n+1 . The moduli space of all arrangements of type T may be viewed as the set of matrices
, whose rows are elements of CP , and whose ( + 1) × 
Let B(T ) be a smooth, connected component of this moduli space. Corresponding to each b ∈ B(T ), we have an arrangement A b , combinatorially equivalent to A, with hyperplanes defined by the first n rows of the matrix equation b ·ũ = 0, wherẽ
, the operation of parallel translation of fibers over curves in B(T ) in the vector bundle π q : H q → B(T ) provides a complex representation 
). The vector bundle π q : H q → B(T ) supports a Gauss-Manin connection corresponding to the representation (3.2). Over a manifold X, there is a well known equivalence between local systems and complex vector bundles equipped with flat connections; see [9, 16] . Let V → X be such a bundle, with connection ∇. The latter is a C-linear map ∇ :
for a function f and σ ∈ E 0 (V). The connection extends to a map ∇ :
The aforementioned equivalence is given by
There is also a well known equivalence between local systems on X and finite dimensional complex representations of the fundamental group of X. Note that isomorphic connections give rise to the same representation. Under these equivalences, the local system on X = B(T ) induced by the representation Ψ q T corresponds to a flat connection on the vector bundle π q : H q → B(T ), the Gauss-Manin connection.
Let γ ∈ π 1 (B(T ), b), and let g : S 1 → B(T ) be a representative loop. Pulling back the bundle π q : H q → B(T ) and the Gauss-Manin connection ∇, we obtain a flat connection g * (∇) on the vector bundle over the circle corresponding to the representation of π 1 (S 1 , 1) = ζ = Z given by ζ → Ψ q T (γ). This vector bundle is trivial since any map from the circle to the relevant classifying space is nullhomotopic. Specifying the flat connection g * (∇) amounts to choosing a logarithm of Ψ q 
Formal connections
Let (A • R (G), a y )) be the Aomoto complex of a general position arrangement of n hyperplanes in C . Let T = {i 1 , . . . , i q }. If order matters, then we call T a q-tuple and write T = (i 1 , . . . , i q ) and a T = a i1 · · · a iq . Recall that H n+1 is the hyperplane at infinity, considered the largest in the linear order. In the formulas below, a set may contain the index n + 1 but a tuple may not. If T = (i 1 , . . . , i q ) is a q-tuple, 1 ≤ i k ≤ n, then (j, T ) = (j, i 1 , . . . , i q ) is the (q + 1)-tuple which adds j with 1 ≤ j ≤ n to T as its first entry, and T k = (i 1 , . . . , i k , . . . , i q ) is the (q − 1)-tuple which deletes i k from T . We write S ≡ T if S and T are equal sets. If n + 1 ∈ S,
o t h e r w i s e .
Proposition 4.2.
For every S, the mapω S is a cochain homomorphism of the Aomoto complex (A • R (G), a y )). Proof. Let S be an index set of size q + 1. Sinceω p S = 0 for p = q, q + 1, to show thatω S is a cochain map, it suffices to check commutativity in the three squares indicated below:
then we may assume that S = {1, 2, . . . , q + 1}. Otherwise S = {U, n + 1} and we may assume that U = {n − q + 1, . . . , n}. Since A • R (G) is free on the generators a T , we may work with these.
In the first square above, we start with a T ∈ A q−1 R . Sinceω q−1 S = 0, we need to show thatω q S (a y a T ) = 0. Suppose n + 1 ∈ S. Since T must be equivalent to a subset of S, we may assume that T = (3, 4, . . . , q + 1). Thenω q S (a y a T ) = y 1 y 2 (∂a (1,2,T ) + ∂a (2,1,T ) ) = 0. Suppose n + 1 ∈ S. Since T must be equivalent to a subset of U , we may assume T = (n − q + 2, . . . , n). Then a y a T = n−q+1 j=1 y j a (j,T ) . We get
In the second square we start with a T ∈ A q R . Suppose n + 1 ∈ S. Since T must be equivalent to a subset of S, we may assume that T = (1, 2, . . . , q). Thenω q S (a T ) = y q+1 ∂a (q+1,T ) and a yω q S (a T ) = y q+1 a y ∂a (q+1,T ) . The only nonzero term inω q+1 S (a y a T ) isω q+1 S (y q+1 a (q+1,T ) ) = y q+1 a y ∂a (q+1,T ) , so the assertion holds.
Suppose n + 1 ∈ S. If T ≡ U , thenω q S (a T ) = (−1) 1 ( n−q j=1 y j ) a (j,T )1 and a yω q S (a T ) = −( n−q j=1 y j ) a y a T . Also, a y a T = n−q j=1 y j a (j,T ) , soω q+1 S (a y a T ) = −( n−q j=1 y j ) a y a T as required. If T ≡ U , then we may assume that T = (n − q, n − q + 1, . . . , n − 1). Thenω q S (a T ) = (−1) 2 y n a (n,T )2 so a yω q S (a T ) = y n a y a (n,T )2 . On the other hand, there is only one term in a y a T on whichω q+1 S is nonzero, namely y n a n a T . Sinceω q+1 S (y n a (n,T ) ) = y n a y a (n,T )2 , the assertion holds. In the third square we start with a T ∈ A q+1 R . Sinceω q+2 S = 0, it suffices to show that a yω q+1 S (a T ) = 0. For any S, this follows from a y a y = 0.
Remark 4.3. The mapω q S is given by geometric considerations in [2, 22, 18] . There are many possible liftsω q+1 S which makeω S a cochain map. However, if we require thatω q+1 S (a T ) = 0 unless T is related to S as indicated in the definition, then the lift is unique.
The βnbc basis for the unique nonvanishing local system cohomology group H (G; L) consists of monomials η K = λ k1 · · · λ k a K , where K = (k 1 , . . . , k ), 2 ≤ k 1 < · · · < k ≤ n. In this basis, the Gauss-Manin connection is given by G) , where the sum is over all + 1 element subsets J of [n + 1]. The connection matrices Ω L (G J , G) were computed in [18] , recovering a result of Aomoto and Kita [2] .
For J ⊂ [n + 1], letω J (λ) be the specialization y → λ of the endomorphismω J . 
Proof. For G-nonresonant weights λ, the projection A (G)
H (G; L) is given by
For an + 1 element subset J of [n + 1], a calculation with this projection and the endomorphismω J (λ) yields the result. This definition agrees with an interpretation of multiplicity given above for S with |S| = + 1. For 1 < q ≤ n + 1, let
Degenerations
For the remainder of the paper, we fix T and assume that T is a codimension one degeneration of T . Since the Aomoto complex has dimension , only |S| ≤ + 1 can contribute to the mapsω(T , T ). A circuit is a minimally dependent set of hyperplanes. A generating set for I(T ) is obtained from the collection of circuits of A ∞ .
Fix a circuit T ∈ Dep(T ) with |T | = q+1. If T = {U, n+1}, then the hyperplanes of T meet at infinity in A ∞ , so the hyperplanes of U have empty intersection in A and a U is a generator of I(T ). If n + 1 ∈ T , then ∂a T is a generator of I(T ). Let
Note that r T ∈ A q R (G). We refer to S ∈ Dep(T , T ) as T -relevant ifω S (r T ) = 0. For such S, we have |S| = q or |S| = q + 1. The next observation follows from the definition.
Lemma 5.2. Let T be a q-tuple and let S be any set. If
Terao [22] classified the three codimension one degeneration types in the moduli space of an arrangement whose only dependent set is the circuit T . In Type I, |S ∩ T | ≤ q − 1 for all S ∈ Dep(T , T ). By Lemma 5.2 in the case |S ∩ T | < q − 1 and a calculation in the case |S ∩ T | = q − 1, these degenerations are not T -relevant. In the description of the remaining two types we use the symbol T m p = T p ∪ {m} for 1 ≤ p ≤ |T | and m ∈ T . II: {T m p | m ∈ T } for each fixed p, 1 ≤ p ≤ |T |, III: {T m p | 1 ≤ p ≤ |T |} for each fixed m ∈ T . If q = 1, then Type II does not appear.
Lemma 5.3. Let T be a set of cardinality
Proof. Without loss, assume that T 1 , T 2 ∈ Dep(T ). Then there are nonzero vectors α = (0, α 2 , α 3 , . . . , α q+1 ) and β = (β 1 , 0, β 3 , . . . , β q+1 ) which are annihilated by the rows of the matrix (3.1) indexed by T 1 and T 2 respectively. If α i = 0 for some i = 1, 2, then α is annihilated by the rows corresponding to T i ; hence T i ∈ Dep(T ). If α i = 0, then α i β − β i α is a nonzero vector annihilated by the rows corresponding to T i ; hence T i ∈ Dep(T ).
Proposition 5.4. Let T ∈ Dep(T ) q+1 be a circuit. Then there is at most one
Proof. We may assume that T = {1, . . . , q + 1}. Then T i = T \ {i}. Since T is a circuit, T i is independent in type T for each i ∈ T . Since T is the type of an arrangement which contains linearly independent hyperplanes, there exists a set J ⊂ [n] of cardinality − q so that T 1 ∪ J ∪ {n + 1} is independent in T . We assert that T i ∪ J ∪ {n + 1} is independent in T for all i ∈ T . Suppose otherwise. If, for instance, T q+1 ∪ J ∪ {n + 1} ∈ Dep(T ), then there are constants α i , β j , ξ, not all zero, so that
where b k denotes the k-th row of the matrix (3.1). Since T is a circuit, there are constants ζ k = 0 so that b 1 = q+1 k=2 ζ k b k . Substituting this expression in (5.1) yields a dependence on the set T 1 ∪ J ∪ {n + 1}, which is a contradiction.
Let S = T ∪J ∪{n+1}. Then S i is independent in type T for each i, 1 ≤ i ≤ q+1. Since T is a codimension one degeneration of T , if T i ∈ Dep(T ), then B(T ) is locally defined by the vanishing of ∆ Si in B(T ). If T j ∈ Dep(T ) for j = i, then by Lemma 5.3, T k ∈ Dep(T ) for every k. So, as above, B(T ) is locally defined by the vanishing of ∆ S k in B(T ) for every k, 1 ≤ k ≤ q + 1. We will show that this is a contradiction by exhibiting a point in B(T ) for which ∆ S1 vanishes but ∆ S k does not vanish for k = 1.
Assume that J = {q + 2, . . . , + 1}. Then B(T ) contains points of the form
where I k is the k × k identity matrix, v = t 1 · · · 1 , and the submatrix F Dep(T , T ) . This contradicts the assumption that all T -relevant sets S belong to a Type II family. If α 1 = 0, then we use it to eliminate β 1 and find the same contradiction.
If the degeneration is of Type III, we may assume that {U 1 , p, n+1} ∈ Dep(T , T ) with p ∈ [n] − U . Assuming that m {U1,p,n+1} (T ) = 2 leads to a similar argument. We consider the coefficient α n+1 and conclude that {U 1 , p} ∈ Dep(T , T ), and hence {U, p} ∈ Dep(T , T ). This contradicts the assumption that all T -relevant sets S belong to a Type III family. Lemma 5.6. Let T ∈ Dep(T ) q+1 be a circuit. Suppose T gives rise to codimension one degenerations of both Type II and Type III. Then the Type II family is unique. For each Type III family there is a unique p ∈ [n + 1] − T so that {T i , p} is in both families. We call {T i , p} the intersection of these families. Moreover, m {Ti,p} (T ) = 2 for each intersection and m S (T ) = 1 for all other T -relevant S in these families.
Proof. We may assume that T = {U, n + 1}, where U = {1, . . . , q}. If T gives rise to a Type II family, then it is of the form {{U, k} | k ∈ [n] − U }. By Proposition 5.4, there is a unique j for which T j ∈ Dep(T ) q . We may assume that j = q + 1, so that T q+1 = U ∈ Dep(T ). If T gives rise to two different families of Type II, then also some {U i , n + 1} ∈ Dep(T ), contradicting Proposition 5.4.
Suppose there is also a Type III family involving T . (There may be several Type III families involving T , but it will be clear from the proof that we may consider one Type III family at a time.) Let {U, p} be the intersection of the given Type II family and this Type III family. We show first that m {U,p} (T ) = 2. Since U ∈ Dep(T , T ), it suffices to prove that row p is a linear combination of the rows specified by U in (3.1). Since {U, n+1} ∈ Dep(T ), there is a vector α = (α 1 , . . . , α q , α n+1 , 0) which is annihilated by the rows {U, n+1, p} of (3.1). Since {U, n+1} is a circuit, all α i = 0. This dependency holds also in type T . Since {U 1 , p, n + 1} ∈ Dep(T ), we also have a vector β = (0, β 2 , . . . , β q , β n+1 , β p ) annihilated by the rows {U, n + 1, p} of (3.1) in type T . We claim that β p = 0, for otherwise we would have The fact that the other multiplicities in these families are 1 is established as in the proof of Lemma 5.5. Proof. This is clear if T is involved in a single type. If more types appear, then Lemma 5.6 shows that each S is the intersection of at most two types. Furthermore, all such intersections have multiplicity 2, so the corresponding S may be considered individually in their respective types, each time with multiplicity 1.
Ideal invariance
. Proof. It follows from Theorem 5.7 that we may argue on the different types independently. It suffices to show that for every circuit T ∈ Dep(T ), every k-tuple K, and every degeneration T of T , we haveω(T )(a K r T ) ∈ I • R (T ). There are several cases to consider because the generators of the ideal are defined in terms of affine coordinates, while the natural action of the symmetric group on the hyperplanes is in projective space. Note that n + 1 ∈ K, and we agree to use the same symbol for the underlying set. Similarly, if L is a set which does not contain n + 1, then we write L for the corresponding tuple in the natural order.
The following identity will be useful in several places. If J ⊂ [n], then ( m∈J y m a m )∂a J = ( m∈J y m )a J . Case 1. In this case, T ∈ Dep(T ) is a circuit with n + 1 ∈ T .
In this instance, T = {U, n + 1}, and we may assume that U = {n − q + 1, . . . , n}. This completes the argument in Case 1. Case 2. In this case, T ∈ Dep(T ) is a circuit with n + 1 ∈ T .
In this instance, we may assume that T = {1, . . . , q + 1}. We note that a T = a 1 (∂a T ) ∈ I(T ), and hence ∂(a K a T ) ∈ I(T ). First assume T ⊂ S ∈ Dep(T ). Clearly, {K, T } ∈ Dep(T ), and we havẽ
. For every j ∈ K and every m ∈ L we have {K m j , T } ∈ Dep(T ), but only m = n + 1 gives a nonzero term:
In the remaining parts of this case, we may assume that T ⊂ S for S ∈ Dep(T ). \T . Then p is fixed, and we may assume that p = q +1. Thus S m = {m, K, T q+1 } ∈ Dep(T ) for all m ∈ T . Since every S m contains F = {K, T q+1 }, we conclude that F ∈ Dep(T ). We haveω k+q F (a K ∂a T ) = (−1) q a y ∂(a K a Tq+1 ). Since Consider m = n + 1. We haveω k+q We get This completes the argument in Case 2, and hence the proof of Theorem 6.1.
Gauss-Manin connections
Recall the vector bundle π q :
for each q, 0 ≤ q ≤ , and its Gauss-Manin connection defined in Section 3. In this section we investigate this connection and a combinatorial analog.
Let A q → B(T ) be the vector bundle over the moduli space whose fiber at b is A q (A b ), the q-th graded component of the Orlik-Solomon algebra of the arrangement A b . The nbc basis provides a global trivialization of this bundle. Given weights λ, the cohomology of the complex (A • (A b ), a λ ) gives rise to an additional vector bundle H q (A) → B whose fiber at b is the q-th cohomology group of the Orlik-Solomon algebra, H q (A • (A b ), a λ ). Like their topological counterparts, these combinatorial vector bundles admit flat connections, which we call combinatorial Gauss-Manin connections; see [6, §5] .
For T -nonresonant weights λ, Gauss-Manin connection matrices Ω 2 L (T , T ) were determined by Terao [22, 18] . These calculations were recovered in [7] , and may also be obtained using the methods of this paper.
For a nontrivial resonant local system L on the complement M of A, we used ad hoc methods in [6, §6] to determine a Gauss-Manin connection matrix Ω 2 L (T 2 , T ), where T 2 is the combinatorial type of the codimension one degeneration A 2 of A shown in Figure 1 . The results of the previous sections may be used to obtain these connection matrices for all codimension one degenerations. We illustrate this by means of representative examples.
The universal complex K • Λ , ∆ • (x) and Aomoto complex A • R , a y of A are recorded in [6, §6.1] . In particular, the coboundary maps ∆ 1 (x) : K 1 Λ → K 2 Λ and a y :
The combinatorial types T i of the (multi)-arrangements A i shown in 
,
, Ω 2 C (T 3 , T ) = λ [4] 0 0 λ [4] , Note that Υ is the linearization of Ξ. Since L is nontrivial, t i = 1 for some i. Assume, without loss, that t 2 = 1. For each t satisfying t 1 t 2 t 3 = 1, t 4 = 1, and this condition, check that rank Ξ(t) = 3 and Ξ(t) • ∆ 1 (t) = 0. So the projection C 5 K 2 H 2 (M; L) C 3 may be realized as the evaluation φ 2 = Ξ(t). Via the map Υ, the endomorphisms ω(T j , T ) induce maps Ω j : R 3 → R 3 , which satisfy Υ • ω 2 (T j , T ) = Ω j • Υ. Writing y J = j∈J y j , these maps have matrices [4] −y [3] y [3] −y [4] 0 0 y [4]   .
Let λ be a collection of weights corresponding to t. Note that λ 2 / ∈ Z since t 2 = 1. Hence, Υ(λ) : C 5 C 3 is surjective for all such λ. Identify H 2 (M; L) = C 3 and let τ 2 : A 2 → K 2 be an isomorphism for which φ 2 • τ 2 = Υ(λ). Theorem 7.1 implies that a Gauss-Manin connection matrix Ω 2 L (T j , T ) in H 2 (M; L) corresponding to the degeneration T j of T satisfies Υ(λ) · ω q λ (T , T ) = Ω q L (T j , T ) · Υ(λ). Since the equality Υ • ω 2 (T j , T ) = Ω j • Υ holds in the Aomoto complex, the specialization y → λ yields connection matrices Ω 2 L (T j , T ) = Ω j (λ). The endomorphisms Ω 1 L (T j , T ) may be determined by similar methods. As noted in [6] , the endomorphism Ω 1 L (T 2 , T ) corresponds to the automorphism of H 1 (M; L) C given by multiplication by t 1 t 2 , so has matrix [λ {1,2} ]. (Note that λ {1,2} ∈ Z if t 1 t 2 = 1.) The endomorphisms Ω 1 L (T 1 , T ) and Ω 1 L (T 3 , T ) are trivial. Connection matrices Ω q L (T , T ) corresponding to other codimension one degenerations of T may be obtained by analogous calculations. Note however that the projection Υ(λ) : A 2 → H 2 (M; L) need not be relevant for all degenerations.
