In this paper we study the propagator of a vector fields on a euclidean maximally-symmetric background. We study two cases of interest: Massive and massless vector fields. In each case we compute the propagator of the vector fields on euclidean deSitter background, isolating the transverse and longitudinal part. In both case of massive and massless vector fields, the short distance limit of the full propagator agrees with the flat space-time results. In the case of massive propagator, the transverse part has a well defined massless limit, which is seen to not commute with the limit when the two points become antipodal, while the longitudinal part diverges as 1/m 2 , where m is the mass of the vector field. In massless case, the propagator is computed for arbitrary gauge fixing condition. The transverse part of which is seen to match the transverse part of the massive propagator in the massless limit. The longitudinal part is proportional to gauge parameter and vanishes in the Landau gauge. The antipodal point separation limit of the massless propagator is well defined and doesn't suffer from any pathologies. * Electronic address: gauravn@nu.ac.th
I. INTRODUCTION
The Big-bang model of cosmological evolution although explains the expansion of the universe to a great accuracy, but the observations also raises puzzling issues, which are better known in cosmology as Horizon and flatness problem. A possible solution to these problems is to have an era of exponential expansion in the early stages of the universe, which is commonly known as Inflation [1] [2] [3] . It turns out that such an era of exponential expansion can also offer a possible explanation for the large scale structure of the universe. A possible theory is that the large scale structures perhaps might have got their origin from the quantum fluctuations in the early stages of universe, which got amplified during the exponential expansion. But, at the moment there is no detailed particle physics mechanism known which is responsible for inflation. However there are several models, which try to get an era of exponential expansion of the space-time, which should last at least sixty e-folds. One possible way of getting an era of exponential expansion theoretically is to assume that the universe is filled by a perfect fluid, having a constant energy density throughout the space-time. This could be the vacuum energy of the space-time, also known as cosmological constant denoted by Λ. This kind of fluid has equation of state p = −ρ, thereby giving negative pressure. Einstein's equation then tells that this scenario will result in accelerated expansion of the space-time. If the universe is assumed to be maximally symmetric, then this will imply an exponential growth of the scale factor for the conformally flat space-time. This is a deSitter space-time. A phase of accelerated expansion in the early universe also explains why we notice almost equal temperatures in the CMB even for points which are very far apart, with very small amount of anisotropies.
A DeSitter type of expansion was not only witnessed during the inflationary era, but it has been noticed from the recent cosmological observations that the universe at present is witnessing an accelerated expansion. It was first noticed in the observations of type 1a supernova [4] . More observations conducted later independently by other groups further confirmed the inference of accelerated expansion of the universe. CMB anisotropies from the WMAP data, tells that the universe is close to flat, and to account for this flatness one needs around 70% of dark energy. Planck's data further confirmed this thereby giving more accurate estimate on the percentage of dark energy. Independent observations of large scale structures further established the knowledge that universe is accelerating and consist of roughly 70% of dark energy. One simplest and possible explanation for these is the acceleration being driven by vacuum energy (same as for inflation). This vacuum energy has a equation of state p = −ρ, thereby giving negative pressure resulting in accelerated expansion of the universe. To date this is the best explanation for the dark energy, fitting a variety of other observations to a great accuracy as well. However, there have been other proposals also for explaining this: for example Quintessence etc. In either case, one is trying to explain the late time acceleration of the universe by building a sensible theory for dark energy. In these times of accelerated expansion, it is expected that the universe will again have deSitter kind of geometry.
Although the observations tells that the early and late time universe has witnessed and is witnessing an era of accelerated expansion respectively, which can be modelled to a good approximation with a deSitter kind of geometry, but we still do not have a good physical theory to explain any of them. While the former is explained using inflationary scenarios, and the later using dark energy models, however in either case we are still lacking a good understanding as to what may be the cause of either of them? We do not know why they are happening, how they are happening and why they started? In either case we know from observations that they have either happened or is happening, and we have some models which try to explain either of them but a complete physical picture is still missing. This demands for further study. Mathematically consistent quantum theories explaining either of them is the required goal, but till now our efforts have yet not achieved it.
In the last century, we witnessed two important major revolution in physics: general relativity and quantum mechanics. Although we have been largely successful in constructing a theory describing relativistic quantum particles, called quantum field theory, which has been very accurate in explaining the observations from high-energy scattering and condensed matter experiments, but so far our efforts to combine gravity in this picture has been in vain. While this has led to an extensive research program on quantum gravity: a theory which successfully combines quantum mechanics and general relativity, but till date we are yet to come across a sensible theory which doesn't have any problems. However, there are many approaches to Quantum gravity which try to put successfully quantum mechanics and gravity together, but in all these approaches there are some shortcomings, forcing the researchers to be skeptic to either of them. In these situations of turmoil, it is good to study quantum matter fields on a curved background first, to get an understanding of how background curvature of space-time might be affecting the quantum phenomenas between the matter fields, while the energy is still not large enough to demand quantisation of gravity. This has lead to an extensive amount of research in the direction of quantum field theory on curved background [5] . While this may not be mathematically consistent fully [6] , but it may still give some physical insight in to physics happening at those energy scales. Moreover such studies will also tell about the energy scales up to which this particular theory can be trusted, and when it starts to break down thereby giving unexpected results?
With this in mind we study the simplest of all the background, conformally flat deSitter space-time. This is a maximally symmetric space-time and next in simplicity to flat spacetime. While this is also physical, due to reasons mentioned above, it becomes a good theoretical laboratory to construct and understand methods of quantum field theory on curved backgrounds. Due to this reason, a large amount of effort has gone in studying quantum matter fields on deSitter space-time. As in flat space-time the first and important step in constructing a successful QFT is to find the vacuum of the theory and construct fock states. In curved space time similar direction was taken, and for simplicity scalar field was considered first [7] [8] [9] [10] [11] . The issue of massive scalar field was further investigated in [12] [13] [14] . It was found that for massive scalar there is one-complex parameter family of deSitter invariant vacuum states, of which the "euclidean" vacuum has a special place as for this the propagator has a Hadamard form for short distances, while for the massless scalar there is no deSitter invariant vacuum state, and deSitter invariance is broken, as the propagator exhibits a growing behaviour in the infrared. Also it was noticed that the massless limit for the massive theories is not well defined on a curved background. This was also seen earlier in [15] . Having a problematic massless limit of the massive propagator and a problematic IR divergent massless propagator, puts the whole perturbative quantum field theory procedure of analysing quantum regime of theories at stake. Therefore it becomes a worry, as to how one should be studying processes involving virtual particles on a deSitter background? These skepticism regarding QFT on deSitter background, therefore required attention and effort was made in the past to resolve these issues. One scenario that was considered in [16] was to treat the scalar theory as a gauge theory, and removes the problematic term from the propagator by incorporating a sort of gauge fixing term in the action of the theory (this problematic term was seen to arise from a zero mode present in the theory). Then the path-integral of the full theory enjoys a BRST symmetry and new propagator is accordingly computed. This new propagator has a well defined massless limit and is also regular in the infrared, in the sense that it doesn't diverge at long-distances. An approach was later taken in [17] , where it was suggested that the problematic divergent term of the massive propagator which diverges in the massless limit, can be subtracted by hand in order to define a regular propagator which has a well defined massless limit. This propagator however exhibits a growing behaviour in the IR. Also the massless propagator when computed in deSitter exhibits this IR pathology. This has been a source of concern since then. Some possible remedies have been carried out since then. It is believed that perhaps this IR problem is artificial and is present only at the tree level. In fact it has been shown that if one incorporates a small local interaction, then this generates a dynamical mass due to quantum corrections, thereby resolving the IR problems [18] [19] [20] . This is done either perturbatively or non-perturbatively by summing infinite set of cactus diagrams. A non-vanishing mass was also witnessed in the stochastic approach in [21] . These computations meant that in the presence of interactions it is possible to safely take the massless limit. In [22, 23] the authors have gone beyond the local approximations and considered non-local contributions to self energy of the scalar field, by summing the Dyson-Schwinger series. Another interesting nonlocal study was conducted in [24] . In [22] in an interesting piece of study, it was shown that in the ladder-rainbow approximation, the green's function so obtained doesn't have any IR pathologies. Another work which is of relevance is [36, 37] . While the dust has yet not been settled and demands further research even in the case of scalar 1 , we decided to explore the situation in the case of vectors on a deSitter background instead (see [38] for nice lecture notes on QFT on deSitter background).
Vector fields play a crucial role in the present known picture of the standard model of the particle physics. They describe the behaviour of photon field which is the carrier of electromagnetic force. These are the simplest vectors in the standard model as their gauge group is the smallest. Beside them, vectors are also used in studying the nature of force carriers in electroweak and strong interactions. The vectors describing the electroweak forces are massive in nature, a mass they acquire through Higgs mechanism, while they are massless at higher enrages. On the other hand the carrier of strong forces is massless in nature. In either case of electroweak and strong forces the vectors also carry a gauge index describing their gauge charge (also called hyper-charge), and follow a complicated algebra of corresponding Lie group. While the present standard model of particle physics is set up on a flat background, where it is renormalizable and well defined quantum mechanically, its corresponding partner on the curved space-time is non-renormalizable and path-integral describing the quantum theory on curved background is not defined. This is matter of worry, as most of the cosmological data that we get is in form of photons, which have been living in curved space-time. Even though the curvature might be small, but the fact that it is non-zero makes all the known methods of quantum field theory on flat space-time to fall apart. Even though we might be far away in attaining a quantum theory of gravity and doesn't have any possible way of testing them, but this doesn't demotivate us in searching the answers to what might happen to the methods of usual flat space-time QFT on a curved 1 The problem is important as the massless and IR limit of the massive propagator doesn't commute, thereby implying that even a small amount of curvature, as in the present universe might lead to drastic puzzling results background when the curvature is not large enough? Given that vectors play a central role in the building of standard model, it becomes important to know their behaviour during an exponentially expanding era in cosmological evolution history.
For this reason we plan to study vectors on deSitter background. For simplicity we study first the vectors which doesn't carry any gauge index having a nontrivial group structure. In particular we study two cases of interest: massive and massless vectors fields on deSitter space-time. This has been studied in past also. The first study of electromagnetic fields on maximally symmetric space-time was done in [25, 26] . Subsequently it was studied on CP n in [27] and in different gauges in [25, 26, 28] . A more extensive study on the green's function on maximally symmetric spaces was conducted in [29] . They considered both massive and massless vector in euclidean space times and computed the propagator for the theory on both deSitter and anti-deSitter background. This was a kind of first study and many issues like gauge dependences, infrared divergences and massless limits have been left out. While in later papers by others these issues have been considered, but to date dust remains unsettled on these issues. Recently, due to the current observational evidences on CMB and dark energy this direction of research has become more active than before. Due to which the problem of gauge artefacts in the photon propagator have been studied in [30] . It was found that the infrared divergences of the theory are purely gauge artefact and disappear in the particular gauge choice. The case of massive vectors have also been studied in [31] , where it was seen that in the various limits on a particular parameter used in their calculations, their results goes to either the one given in [29] or to the one given in [32] , where it was noticed that the green's function of the massive vector fields have a well defined massless limit and matches with the flat space-time expression at short distances. Massive vectors were also studied in [33] , where canonical quantisation was used to obtain the propagator of the theory. These were found to satisfy similar equations as in [32] but had different structure.
In this paper we compute the propagator of the massive and massless vector fields on a deSitter background. While, this problem has been studied before, we revisit it using a bit different approach. We use path-integrals to determine the equation satisfied by the two-point connected green's function of the theory. At the tree level, this matches with the equation of motion, but under quantum corrections changes its form. In this sense the interpretation of the equation satisfied by green's function changes. Its not just satisfying the equation of motion but it is more like the inversion of the Hessian of the theory on a deSitter background. In this strategy it is more like determining the propagator of the virtual particles. We then decompose the two-point connected green's function into transverse and longitudinal part, and set to determine each of them for both the massive and massless case. The equation satisfied by the transverse part of green's function is same for both massive and massless case, in the massless limit. However the solution of the transverse propagator in the massive case appears to not have a well defined massless limit in the IR regime. This is a misleading situation, as when the massless limit is taken before the IR limit, one gets a well defined answer. As the two limits are non-commuting, therefore it demands a careful study of the massless limit (similar issues have also been observed in the case of scalars where the massless and the long-distance limit are non-commuting [16, 17] ). The massless limit of the transverse propagator for massive fields is seen to match the transverse propagator for massless fields and agrees with the flat space-time transverse propagator at short distances. This is true in all dimensions independent of the gauge fixing condition. The longitudinal part has a different story. The longitudinal part of the massive case doesn't have a well defined massless limit, in the sense that it diverges as 1/m 2 . While this is also true for flat space-time, where the longitudinal part is seen to diverge like 1/m 2 , the short distance limit of the longitudinal part of the massive propagator is seen to agree with the longitudinal part of the massive flat space-time propagator. The longitudinal part of the massless propagator is gauge dependent and is proportional to gauge parameter. It vanishes in the Landau gauge. We agree with [31] in finding a nonzero longitudinal part for the massive propagator, which diverges in the massless limit. While the transverse (physical) part of the propagator is free from pathologies and is not worrisome, but the pathology embedded in the longitudinal part is a source of concern.
The outline of the paper is the following. In section II we cover some basics on bitensors. In section III, we study bi-tensors on maximally symmetric space times, in particular deSitter. In section IV we study the massive vector fields, and compute the propagator of the theory on a deSitter background. In section V we study the case of massless vector fields. We conclude in section VI with summary and conclusion from the results.
II. BI-TENSORS
In this section we will study Bi-Tensors in general and their properties. We start by considering the motion of a particle on curved space-time from one point x ′µ to another point x µ . As it is a free particle therefore its Lagrangian is given by,
where τ is the proper time. One can work out the momentum of the particle to be,
where 'dot' indicates derivative with respect to local time. Using the expression for the momentum it is easy to work out the Hamiltonian of the system,
For the particle moving from position x ′µ to position x µ , the action for the this will be given by,
where σ(x, x ′ ) is half the square of the geodesic distance between x and x ′ . Its called geodetic interval. After having written the action, we can use the Hamilton-Jacobi equation at the two end points to obtain some nice identities. Hamilton-Jacobi equations at the end point x are the following,
The first equation in eq. (5) gives,
where σ µ is the covariant derivative of σ at the point x. By making use of eq. (6) we obtain an expression for the Hamiltonian of the system in terms of σ. This is given by,
Partial derivative of the action with respect to τ is given by,
This can be used in the second equation of (5) to get,
This tells an important relation that,
The Hamilton-Jacobi equations at the other point τ ′ are a bit different and are given by following,
The first equation of eq. (11) gives,
From eq. (6 and 12) we notice that σ µ and σ µ ′ are vectors of equal length but with opposite sign. By making use of the second equation in eq. (11), we get the following,
Although the Hamilton-Jacobi equations at the two points x and x ′ are different, but the relation given in eq. (10 and 13) turns out to be of same form. At this point we define a bi-vector g µν ′ (x, x ′ ). This is a parallel-displacement bi-vector whose purpose is to parallel transport a generic vector from point x ′ to x and vice-versa. It is defined by the property,
A arbitrary vector V µ is said to be parallel transported if it satisfies the equation,
Using eq. (6) we realise thatẋ µ can be expressed in terms of σ µ asẋ µ = (τ −τ ′ )σ µ . This allow us to re-express the condition of parallel transport of vector V µ , eq. (15) as
then it is noticed that in order
for V µ to satisfy parallel transport equation (15), g µν ′ must satisfy the condition stated in eq. (14) .
Using the definition of bi-vector g µν ′ it is easy to verify that it satisfies the following properties,
These properties can be proved easily. The first line can be proved by writing σ µ and σ ν ′ in terms ofẋ µ andẋ ν ′ respectively (which are tangent vectors at the point x and x ′ respectively). Using the fact that g µν ′ parallel transportsẋ µ andẋ ν ′ , it is easy to prove the first line. Second line can be proved by contracting both sides of the equality by σ µ σ ν and σ µ′ σ ν′ respectively. On making use of the property σ µ σ µ = 2σ and σ µ ′ σ µ ′ = 2σ, second line follows. The proof of the third line is a bit involved and we do it below. First we obtain the bi-vector with indices raised. This can be done by making use of the metric at x and x ′ .
Taking determinant on both sides gives,
Similar to g µν ′ , g µν ′ is also a bi-vector which acts as a parallel displacement vector and satisfies the identities similar to the first line of eq. (16) . This can be derived from the property of g µν ′ .
Now by taking the determinant of both sides of,
we notice that the determinant of the bi-vector with the raised indices is reciprocal of the determinant of the bi-vector g µν ′ . Plugging this information in eq. (18), we prove the third line of eq. (16) . From these properties and relations one can obtain some more useful identities. By taking derivative of σ µ σ µ = 2σ and σ µ ′ σ µ′ = 2σ one can obtain certain nice identities.
By taking derivatives of g µν ′ σ ν ′ = −σ µ and g µν ′ σ µ = −σ ν ′ , we obtain the following relations,
In the same way one can take more derivatives and compute further identities. These will become relevant when one is computing the heat-kernel coefficients of the differential operators on curved backgrounds.
III. MAXIMALLY-SYMMETRIC SPACETIMES
Maximally symmetric space-time are manifolds in arbitrary dimensions having the largest number of symmetries possible. They look the same in all directions. The simplest example for this is the flat space-time and next in simplicity is the d-sphere or hyperboloid (in Reimannian spaces). Leaving apart space-time with zero curvature (which is flat spacetime), one is left with space-time having constant nonzero curvature. These include d-sphere and hyperboloid in Euclidean spaces while DeSitter and Anti-DeSitter in Pseudo-Riemanian spaces (which have constant positive or negative curvatures). These kind of spaces have d(d + 1)/2 independent killing vectors.
In a maximally symmetric background any arbitrary bi-scalar is just a function of the biscalar given by the geodetic distance σ(x, x ′ ), any arbitrary bi-vector S µν ′ can be written as a linear combination of parallel displacement bi-vector g µν ′ and σ µ σ ν ′ with coefficients which are functions of bi-scalar σ(x, x ′ ). Similarly higher rank arbitrary bi-tensors T µνρ···
can be written as a linear combination bi-tensors constructed using g µν ′ , σ µ and σ µ ′ , with coefficients being functions of σ(x, x ′ ). This property is only true for maximally symmetric spaces and no longer holds for arbitrary backgrounds. This was first discussed in [25, 26] (check [29] also).
For a maximally symmetric space-time one can write σ µν as a linear combination of g µν and σ µ σ ν , with coefficients as functions of the geodetic distance σ(x, x ′ ). Similarly one can write σ µν ′ as a a linear combination of g µν ′ and σ µ σ ν ′ .
It is easy to solve for the coefficients A, B, C and D. By contracting the eq. (23) first with g µν and then with σ µ , we get the following two equations:
From the second equation in eq. (25) one can solve for B in terms of A, while from the first equation one can work out A in terms of σ. Finally one can write σ µν in the following way,
where σ is to be determined later and depends on the background space-time and its signature. Similarly contracting eq. (24) with σ µ , gives D(σ) in terms of C(σ), plugging which we get the following:
However solving for C is a bit involved. We apply σ α ∇ α on both sides of eq. (27) . The LHS becomes σ α ∇ α σ µν ′ . As σ ν ′ is a scalar at x, therefore the indices α and µ commute, thereby implying
In order to compute the expression for σ α ∇ µ σ αν ′ , we apply the derivative ∇ ν ′ on the identity
Plugging the expressions from eq. (26 and 27), we get an expression for σ α ∇ µ σ αν ′ to be,
This is also the expression obtained by action of σ α ∇ α on the LHS of eq. (27) . Action of σ α ∇ α on the RHS of eq. (27) gives the following,
where C ′ (σ) means derivative of C with respect to σ. Comparing the result in eq. (31) with the result from eq. (30) we finally get an equation for C. This is given by,
Being a first order differential equation, it can be integrated easily to give the following solution,
The constant of integration is determined by comparing with the short distance (flat space) behaviour of C. To do so it is first convenient to study the covariant derivative of the parallel displacement bi-vector g αβ ′ . On a maximally symmetric space g αβ ′ ;µ can be written in the following way,
As g αβ ′ satisfies the eq. (14), therefore contracting eq. (34) with σ µ we get the following condition on the coefficients,
Contraction of LHS of eq. (34) with σ α , and making use of the identities stated in eq. (22), (16) and (10) gives us an expression where the solution from eq. (26) and (27) can be plugged to obtain the following,
Similarly LHS of eq. (34) can be contracted with σ β ′ . Again by making use of the identities stated in eq. (22), (16) and (10) gives us an expression where the solution from eq. (26) and (27) can be plugged to obtain the following,
The results from eq. (36) and (37) can be compared by contracting RHS of eq. (34) with σ α and σ β ′ respectively, thereby giving the following relations respectively,
Solving these relations simultaneously we get the expression for the derivative of bi-vector g αβ ′ to be,
In flat space-time or at short distances A+C must vanish. Hence the constant of integration in eq. (33) is determined by requiring,
The bi-scalar σ(x, x ′ ) which appears in the expression of A is again maximally symmetric. Therefore it must depend only on geodetic distance between x and x ′ . To obtain an exact expression of this requires knowledge of the kind of maximally symmetric background for which it is computed and its signature. We will evaluate here σ for two special different kind of euclidean maximally symmetric space-time: zero curvature flat R n and positive curvature S n . All of these spaces have constant curvature. In order to evaluate σ in R n , we go to the spherical co-ordinates and centre the coordinate system around x ′ . The metric in Euclidean space will be given by,
The geodetic distance will only be a function of r co-ordinate. As σ is half of the square of the geodesic distance between two points, therefore in flat space-time, for the co-ordinate system described above σ = 1/2r
2 . In general the operator acting on a scalar has the following expression,
where g is the determinant of the metric g µν and φ is some arbitrary scalar. For flat spacetime, as σ is just a function of r, therefore in the operator only g rr contributes, thereby implying,
This means that for flat euclidean case A = 1 and C = −1. Now we proceed to work out the case with positive curvature S n . For a d-sphere with the co-ordinate centred around x ′ , the metric is given by ds 2 = r 2 dθ 2 + r 2 sin 2 θdΩ 2 d−1 , where r is the fixed radius of the sphere and is related to Ricci scalar R = d(d − 1)/r 2 . On a d-sphere for the above metric, σ = 1 2 r 2 θ 2 . Again the operator for this metric will contain in general lot of terms, however when acts on σ, it will only pick the contribution corresponding to g θθ from eq. (42). This will imply that,
Once σ is found on DeSitter is found, it can be used to compute the expression for A and C using eq. (26 and 33). The constant in eq. (33) is determined by requiring that in the flat limit (σ → 0), (A + C) → 0. This would determine C completely. The values of A and C on a euclidean DeSitter are given by,
IV. TWO-POINT FUNCTION FOR MASSIVE VECTOR
In this section we compute the two-point function for the massive vector fields. The action for the theory in euclidean space is given by,
where F µν = ∇ µ A ν −∇ ν A µ is the field strength tensor antisymmetric in two indices, while A µ is the spin-1 vector field. The action given in eq. (46) is also the action for the Proca theory for massive spin-1 particle. It also arise in standard model of particle physics when there spontaneous electroweak symmetry breaking via Higgs mechanism, thereby giving mass to the vector bosons. We consider the euclidean, source dependent path-integral for this theory, which is given by following,
where J µ is the source. This is generating functional for the various correlation functions. From this we can define the connected Green functional
, consisting only of connected Feynman diagrams. The action in eq. (46) being quadratic, allows us to perform the gaussian integral over the field in the path-integral eq. (47), thereby giving an expression for W [J] to be,
where,
From the connected green's functional, we obtain the source dependent expectation value of the vector field A µ , denoted byĀ µ . From the expression of W [J] given in eq. (48), it is easy to computeĀ µ = ∆ −1 F µ ν J ν . Defining the generating functional for the one-particle irreducible (1PI) graphs in the usual manner, we obtain Effective action for the theory to be,
Then the derivative of Γ with respect toĀ µ is −J µ . In general the generating functionals W and J have some interesting identities, which relate various correlation functions to each other. The most basic of this identity is,
Given that we had a simple action for the theory, where W and Γ have small expressions, it is easy to compute the double derivatives of either of them easily. The double derivatives of either of them is given by following,
Plugging this in the identity eq. (51) and doing integration by parts fetches us the equation for the two-point function G µν ′ (x, x ′ ). Using the known expression for the operator ∆ µν F from eq. (49), we obtain an equation for the two-point correlation function for non-coincident points to be,
Using this equation we can compute the expression for ∇ µ F µν A ν ′ by doing some manipulations. This will yield,
It should be noticed that contracting eq. (55) with ∇ ν and using the anti-symmetry property of F µν , we get an additional constraint namely
However in the computation of the propagator we will not make use of this constraint, as we are also interested in studying the effects of small mass. Employing this constraint bars us from studying any of those effects. In the past studies involving massive vectors, this constraint has been used to compute the propagator of the massive vector fields [29, 32] , but the massless limit in these works cannot be trusted, as when m 2 → 0 this constraint is identically satisfied. Now we will make use of the eq. (54 and 55) to solve for the full propagator of the theory. At this point we decompose the green's function G µν ′ in to transverse and longitudinal parts as,
where G T µν ′ satisfies the transversality condition
This decomposition can be plugged in (54) and with a bit of manipulation it is easy to note that the longitudinal part is related to the transverse part in the following manner,
where in deriving this we have used the identity,
This relations offers some simplicity in the computation and analysis. We start by studying the transverse part. On a maximally symmetric background it is possible to write the general structure of the transverse green function in terms of parallel displacement bi-vector g αβ ′ and σ α σ β ′ . This freedom is not available on an arbitrary background, but only on the maximally symmetric background this privilege is enjoyed, which allows us to write the bi-vector green's function
At this point we consider the quantity F µν F µ ′ ν ′ . This quantity is completely independent of the longitudinal part of the gauge field and therefore depends only on the transverse part of the green function G T µν ′ . On a maximally symmetric background it can be expressed as a linear combination of
, with coefficients being function of the bi-scalar σ as follows,
By plugging the expression for the green's function for the massive vector field from eq. (59) in eq.(60) we obtain relations expressing θ and τ in terms of α and β respectively. These relations are given by,
The covariant divergence of F µν F µ ′ ν ′ can be obtained by using eq. (55). This give us a relation between the functions θ and τ . The covariant divergence is given by,
The LHS on plugging the expression for F µν F µ ′ ν ′ and doing some simplification gives,
while the RHS of eq. (62) gives,
Therefore equating the expressions obtained for LHS and RHS from eq. (63) and eq. (64) respectively, and using the expression for τ in terms of θ from the eq. (61), gives us a differential equation for the function θ to be,
where we have used the identity (
. This equation can be recast in a more appropriate form by doing a change of variable from σ to z, where z is,
The equation for θ in terms of z acquires the following form,
This is a second order differential equation for the hyper-geometric function 2 F 1 (a 1 , b 1 ; c 1 ; z) with the parameters given by,
Equation (67) being a second order differential equation has two independent solutions. This differential equation is invariant under the change of variables from z to (1 − z), as the parameters a 1 , b 1 and c 1 satisfy the relation a 1 + b 1 + 1 = 2c 1 . Such a symmetry doesn't always exist, but in this case this property is enjoyed. This has an advantage, as it tells that the eq. (67) has the following two solutions,
The solution 2 F 1 (a 1 , b 1 ; c 1 ; z) is written as a power series in z, which is convergent for |z| < 1. By analytic continuation it can be extended to the rest of complex plane. It is singular at the point z = 1 and behaves There is one parameter family of deSitter invariant fock vacuum state [12] [13] [14] , in each of which the Green's function can be determined. However there is one special vacuum called the "Bunch-Davies" vacuum [10] . It is the only vacuum for which the two point function has: 1) only one singular point at z = 1 and is regular at z = 0, and 2) the strength of singularity for σ → 0 is the same as in flat case. For these issues it appears to be the most reasonable vacuum to work with. In fact Green's function for all other vacuum state can be derived from this one [34] .
By making use of the first condition it is found that for deSitter case the function θ(z) can be written as,
where the parameter q is an arbitrary constant and is determined by comparing the small distance limit of the θ(z) with the strength of singularity in flat space-time, which is the requirement imposed by the second condition. In the short distance limit, the asymptotic expression for the hyper-geometric function 2 F 1 (a 1 , b 1 ; c 1 ; z) is given by,
This can be plugged in the expression for θ(z) in eq. (70) to compute the asymptotic form for the function θ(z) to be,
This can be compared with the corresponding θ(z) from flat space-time case discussed in the appendix C, with the leading short distance singularity of θ(z) given in eq. (C7). This comparison allows us to compute the value of the coefficient q in the eq. (70), which is given by,
Once the parameter q is found, we have the knowledge of the function θ(z). One can then work out the expression for the function τ (z) by making use of the relation in eq. (61). This relation can be translated in the language of z and is given by following,
Having found the behaviour of the function θ(z) and τ (z), we proceed to work out the transverse part of the green's function for massive vector field. On a DeSitter background the structural form of the two-point function is given in eq. (59). This satisfies the transversality constraint given in eq. (57), which implies a relation between α and β given by,
where (′) denotes derivative with respect to the argument σ. We can use the first relation given in eq. (61) to express β and β ′ in terms of θ, θ ′ , α, α ′ and α ′′ . These relations are given by,
These relation can be used to obtain an equation for the variable α by plugging them in eq. (75). After doing some simplification we get the following equation,
By doing the same change of variable from σ to z as before (where z is given in eq. (66)), it can be transformed into a more recognisable form given by,
This is a second order in-homogenous differential equation of hyper-geometric form with the parameters,
Being second order in nature, it will have two independent homogenous solution. However it will also have a particular solution. In the following (for a while) we will work on the particular solution and describe a procedure for obtaining one in the present case [35] . The particular solution can be found by making a simple observation on a maximally symmetric background.
where
/R gives the radius of the deSitter space in d-dimensions. It should be noted that it gives a very useful identity,
where d−2 is the laplacian in the d − 2 dimensions. Similarly one can derive,
These identities will help us in finding the particular solution for the differential equation.
It should be noted that by making use of these identities one can transform the eq. (78) into the following form,
Then using the identity in eq. (82) one can re-express the LHS in a simplified compact form and rewrite the differential equation for the variable α in the following manner,
. This will give a first order ODE for the variable α This first order ODE is given by,
Now this can be very easily solved for the particular solution α(z) by method of quadrature. The actual form of the particular solution is given by,
We performed the integration using Mathematica. The particular solution in four dimensions is found to be,
where γ = m 2 /R. The full solution for the variable α consist of a part coming from homogenous equation also. As the differential equation in (78) is of second order, therefore it will have two homogenous solution, however we will choose the one which has a singularity in the z → 1 limit and is regular for z → 0 (large distance limit). This condition allows us to write the homogenous solution as,
where the parameters are written in the eq. (79). The full solution is then given by,
In order to find the value of p we require that the z → 1 limit (the short distance behaviour) of the full α(z) should match with the strength of singularity of the transverse flat space-time propagator. In flat space-time the leading contribution proportional to g µν ′ in the transverse propagator is given by,
It should be noticed that in the z → 1 limit, the leading singularity in the homogenous and particular solution, namely α H (z) and α p (z) respectively, goes like ∼ (1 − z) −d/2 , however the leading singularity in the flat space-time transverse propagator goes like ∼ (1 − z) 1−d/2 . In order for the z → 1 limit of the full solution to match the singularity of flat spacetime propagator, it is required that the leading singularity in both the homogenous and particular solution should cancel each other. This fetches the value for the parameter p in four dimensions to be,
It is noticed that once the leading singularity terms in the full solution for α are made zero, then the coefficient of next to leading singularity terms match with the strength of the singularity of the flat space-time massive propagator given in eq. (90). The function β(z) can be determined using the eq. (76) which when the transformation from σ to z is made acquires the following form,
In four dimensions the relevant functions are,
Here for simplicity we have not written the expression for the function β(z). It should be noticed that all the functions θ(z), τ (z), α(z) and β(z) correctly reproduce the short distance limit, which matches with the strength of singularity in flat space-time. In the long distance (z → 0 limit), the functions are regular. However they do not tend to zero in the z → 0 limit. The limiting value of the massive transverse propagator at large distances is given by,
From this it will look like that the γ → 0 limit is singular. But this is misleading. If the γ → 0 limit is taken before the z → 0 limit, we will get a perfectly regular answer. In the present case the two limits are not commuting. The right thing to do when considering the massless limit, is to first take the γ → 0 limit and then consider the limit of z → 0. We then consider the longitudinal part of the full green's function for the massive vector field. This can be obtained using the eq. (58). The knowledge of transverse part, helps in solving for the longitudinal part. It should be noticed that in previous studies done for the massive vector field [29, 32] , this part has been taken to be zero due to the imposition of the supplementary constraint arising from eq. (55). In those studies it is like computing the propagator 'on-shell' (as one is using the equation of motion for simplification). For example in flat space-time, this is equivalent to using the equation of motion to simplify the propagator. In our study we use the language of the path-integrals (namely W and Γ) to obtain an equation satisfied by the connected two-point function, which is like obtaining an expression for the inverse of the Hessian of the theory. In the language of QFT this means computing the propagator 'off-Shell', meaning where the equation of motion has not been used (although the equation for the green's function turns out to be same, but the interpretation is different). Such 'off-shell' propagator has a longitudinal piece as seen from eq. (58). As the transverse part of the green's function is regular in the γ → 0 limit, therefore it is expected that the longitudinal part will have problem in the m 2 → 0 limit, due to the presence of 1/m 2 in the eq. (58). In the following we compute the longitudinal part of the green's function.
In the eq. (58) we first note that as the function G appearing in the LHS is just a function of σ alone, therefore the LHS can be written as,
where we have used the expansion of σ µν ′ on maximally symmetric space and wrote it in terms of g µν ′ and σ µ σ ν ′ using eq. (27) and in the second equality we just introduced new variables α L and β L as the coefficients of g µν ′ and σ µ σ ν ′ respectively. It should be noticed that due the dependence of α L and β L on G, one can write β L as follows,
As G T µν ′ has been written in terms of α and β in eq. (59), therefore we compute the action of the operator ( − R/d) on G T µν ′ . In particular we consider the coefficient proportional to g µν ′ . This coefficient can then be simplified using eq. (61 and 77). Finally after a bit of manipulation this is given by,
Once this is known, it is easy to consider the action of the operator ( − R/d − m 2 ) on the transverse green's function G T µν ′ . Using eq. (97) it is noticed that the coefficient of g µν ′ from the eq. (58) is given by,
where α and α L are transverse and longitudinal components of the green's function respectively. Once α L is known, the function β L can be computed using eq. (96). By doing a change of variable from σ to z, eq. (98) can be written in the following form,
We computed these functions using Mathematica in four dimensions. Here we write the function α(z) in four dimensions. This is given by,
The factor of 1/γ in front of the expression causes problems when the massless limit is taken. This is the source for creating well known infrared problems in a DeSitter background. A deeper probe in the study will tell, that it arises because there are zero modes involved. On the contrary the massless limit of the transverse functions α and β is perfectly well defined and we will later see that it matches the transverse part of the massless propagator correctly.
V. MASSLESS VECTOR FIELD
Now we consider the case for massless vector fields. Massless vector fields occur in many context. For example the photon field is described by a massless vector, and the same is true of the massless gluon field. For simplicity we consider the case of massless photon field, as the gauge group is simpler for them. The euclidean action for the photon field is given by,
where F µν = ∇ µ A ν − ∇ ν A µ as defined before is the field strength tensor for the vector field A µ . The action for the gauge field is given by the first term of eq. (101), which has a U(1) gauge invariance. When the path-integral is written for the U(1) invariant action, it is noticed that the measure over the field is not well defined and needs to be gauge fixed in order to prevent the over counting of gauge orbits. For this reason we have added the second term in the eq. (101) as the gauge fixing action. This is done via the Faddeev-Popov procedure and will generate ghost determinants in the analysis. However these determinants will not effect our study of the green's function, as they don't play any role in their analysis.
In the eq. (101) λ is the gauge parameter. One can they follow the steps of the previous sections and notice that the equation satisfied by the two-point function is given by,
is the green's function for the massless propagator. From this one can determine ∇ µ F µν A ν ′ analogous to eq. (55), which is given by,
These two equations will help us in determining the green's function for the massless vector fields on a DeSitter background. From now onwards we will follow some of the steps that were used in the computation of propagator of massive vector fields. As in eq. (56) we decompose the green's function G µν ′ for massless vector field in to transverse and longitudinal parts namely G T µν ′ and ∇ µ ∇ ν ′ G respectively, where the transverse part satisfies eq. (57). Plugging this decomposition in the eq. (102), gives us relation between the longitudinal and transverse part of the massless green's function to be,
From this we notice that the longitudinal part will be proportional to the gauge parameter λ. Therefore in Landau gauge it will be zero. This equation can be rewritten in the following form,
This implies as before that solving for one, will give us the other. We decide to solve for the transverse part of the green's function first. On a maximally symmetric background the transverse part can be written as in eq. (59). We then consider the quantity F µν F µ ′ ν ′ . As this quantity is gauge invariant therefore the longitudinal part of G µν ′ drops out from this as before and it depends only on the transverse part G T µν ′ . Then proceeding as before we write the quantity
] as in eq. (60), with the coefficients θ and τ as functions of σ respectively. Then θ and τ are given in terms of α and β as in eq. (61). Considering the covariant divergence of F µν F µ ′ ν ′ and making use of eq. (103), it is found that
where we have decomposed the vector field A µ in to transverse and longitudinal part as
As we are on a maximally symmetric background, therefore the expectation value on the RHS can be written as a linear combination of g µ ′ ν ′ and σ µ ′ σ ν ′ . However these quantities are symmetric in the pair (µ ′ , ν ′ ) thereby implying the quantity aF µ ′ ν ′ will be zero. This give us a supplementary condition,
This should be contrasted with the similar condition that is obtained in the massive case (check eq. (62)). It should be emphasised that the two equations (62 and 107) agree with each other in the massless limit. The condition stated in eq. (107) will translate in to a condition on the variables θ and τ . By making use of eq. (63) it is noticed that eq. (107) will imply
where the (′) here denotes the derivative of the variable with respect to the argument σ.
From the supplementary condition stated in eq. (108) one can eliminate τ by making use of the expressions given in eq. (61). After doing the algebra and some simplifications one acquires a simple looking equation for the variable θ. This is given by,
This should be compared with the equation for the function θ(σ) in the case of massive vector field, given in eq. (65). The two equations are exactly the same except for the presence of mass term in the massive vector case. Using the expression for A on a deSitter space from eq. (45) and making the change of variable from σ to z by making use of the definition for z given in eq. (66), we will get a differential equation for the variable θ in terms of z. This equation will have a hyper-geometric form and is given by following,
One should compare this equation with the equation for θ(z) in eq. (67). The two are same except for mass term in later. This differential equation is of Hyper-geometric form with the parameters,
The differential equation in (110) being of second order, will have two linearly independent solutions. But its only in the Bunch-Davis vacuum that we get the propagator with the required physical properties i.e 1) having the same short distance singularity as in flat space-time, 2) regularity at large distances. These two conditions helps us in finding the right solution for the homogenous equation. This can be written as,
where q is determined by comparing the value of θ(z) in the limit z → 1 with the flat space-time expression for θ(z) given in appendix D in eq. (D7). The value of q is,
On comparing this solution for the function θ(z) with the corresponding one in the massive vector case eq. (70), it is noticed that the later matches the former if the mass m 2 → 0 in the later. Once θ(z) has been found, it can be used to compute the value of τ (z) using the eq. (74). This is given by,
This also matches with the function τ (z) found in the massive vector case in the mass m 2 → 0 limit. Once we find the function θ(z), it can be used to compute the functions α and β. We make use of the transversality constraint stated in eq. (57), to write a relation between α and β. This is given in eq. (75). Using this relation and by eliminating β and β ′ from the equation by using eq. (76), we arrive at an equation for the function α. This is given by,
This should be compared with the corresponding equation (77) for the function α in the case of massive vector. It is worth noting that the LHS of the two equations are exactly the same. However although the RHS has the same structure but they are different as in massive case, the function θ has mass dependence. But in the limit of m 2 → 0 the two equation identical. We can do a change of variable from σ to z as previously done and obtain a differential equation for α(z). The equation for α(z) is given by,
This is an in-homogenous differential equation of hyper-geometric form with the parameters,
This equation being a second order in-homogenous differential equation, will have two linearly independent homogenous solution beside a particular solution. The particular solution is found by using the same steps as in previous section, namely the eq. (80 -85), and write the particular solution as in eq. (86) to be,
where θ(z) is given in eq. (112). In four dimensions the particular solution is given by,
The full solution for the function α(z) also contains a homogenous part. This homogenous part is given by,
where the parameters are written in eq. (117). The value of the parameter p is determined as before, by requiring that the nature of singularity of the full solution should match the strength of singularity of the transverse propagator in flat space-time. This requirement implies that the leading singularity in the particular and the homogenous solution, which goes like ∼ (1 − z) −d/2 should cancel each other. This imposition gives the value of p in four dimensions to be,
Once the value of p is fixed, it is noticed that the singularity proportional to (1 − z)
in the full α(z), matches the term proportional to g µν ′ in the transverse contribution of the flat space-time propagator, where the later is given by,
The solution to the function β(z) can be found using eq. (92). In four dimensions the functions α and β are therefore given by,
Once α(z) and β(z) are found, we have the information about the transverse part of the Green's function G (97) is the massless one. Then we consider the coefficient of g µν ′ in the ( − R/d)∇ µ ∇ ν ′ G. As ∇ µ ∇ ν ′ G has an expansion given in eq. (95), therefore it is found that coefficient proportional to g µν ′ is given by following,
Expressing β L in terms of α L using eq. (96) and using eq. (105), we obtain an equation for α L to be,
This is the differential equation for the longitudinal part of the Green's function. This can be rewritten by a change of variable from σ to z using eq. (66), after which it acquire the following form,
(126) This is a second order in-homogenous differential equation of hyper-geometric form with the parameters same as in eq. (117). This equation will again have a homogenous solution and a particular solution. The particular solution is obtained as before, and is given by,
while the homogenous solution is given by,
where the parameter p L is to be fixed later. In four dimension one can solve for the particular solution by using the known form of the function θ(z) given in eq. (112). This is given by,
The parameter p L in the homogenous solution is determined by requiring that the singularity proportional to (1 − z) −d/2 in the homogenous solution should cancel the corresponding singularity in the particular solution. This fixes the value for p L in four dimensions to be,
Once this is fixed it is noticed that the next to leading singularity, which is proportional to (1 − z) 1−d/2 in the full solution for the α L matches exactly the longitudinal contribution in the massless propagator in flat space-time. In four dimensions the full solution to the longitudinal α L (and the solution to β L using eq. (96)) is given by,
Once knowledge of α L (z) is acquired, it can be used to determine the function G using the relation,
This can be integrated using mathematica in four dimensions to obtain the function G(z) to be,
where Li 2 (z) is the poly-log function. In four dimensions the transverse part of the photon green's function is given by eq. (123) and the longitudinal part is given in eq. (131). In either case we notice that the z → 1 limit correctly matches the strength of singularity in flat space-time, while these functions are regular in the z → 0 limit. However in the z → 0 limit, these function don't approach zero, instead goes to some constant. In the massless case the propagator in the IR limit has the following form,
VI. SUMMARY AND CONCLUSIONS
In this paper we computed the propagator for vector fields on DeSitter background. We considered two cases of interest: massive and massless vector fields. For completeness we started with a discussion on bi-tensors in general 2 . This we covered in section II. After this we studied bi-tensors on a maximally symmetric space-times. We realise an important fact that on a maximally symmetric space-time an arbitrary bi-tensor can be uniquely written as a linear combination of bi-tensors constructed using σ µ , σ µ ′ and g µν ′ [25, 26] . This realisation helps very much in our analysis of the green's function on a maximally symmetric background. With this realisation we compute the expression for σ µν , σ µν ′ and g µν ′ ;ρ . These are basic tensors that are needed in our analysis of green's function. More complicated bi-tensors can be constructed by making use of them. Some of the more complicated ones that are used in the computation of green's function have been considered in the appendix A.
We then proceed to compute the propagator of the vector fields in the massive and massless case respectively. During the computation we keep in mind the following points,
• At short distance the propagator on a DeSitter background should match the known result for the propagator on a flat space-time.
• At large distance the propagator should fall off rapidly.
These considerations helps us in choosing the right vacuum on the deSitter background, which is the Bunch-Davis vacuum [10] , and the propagators are computed in this vacuum. In either case of massive and massless vector field, we follow the same strategy for computation. We use the path-integral language to write the equation satisfied by the green's functions (eq. (51)). In either case of massive and massless vector fields we compute an additional quantity ∇ µ F µν F µ ′ ν ′ using the equation satisfied by the connected two-point correlation function. Then we use these two equations to solve for the green's function. We decompose the full green's function in to transverse and longitudinal parts. They are given by G T µν ′ and ∇ µ ∇ ν ′ G respectively, where the transverse part satisfies the condition
It is shown that the transverse and longitudinal parts are related to each other, due to the equation satisfied by the full green's function. In the massive case we don't make use of the constraint m 2 ∇ ν A ν (x)A ν ′ (x ′ ) = 0. This allow us to study the effects of small mass correctly. When mass approaches zero, this constraint is identically satisfied and therefore will not give trustable results if used in the computation of green's function, where one is interested in studying massless limit. In this respect our study is new and different from the work done in [29, 32] , where the longitudinal part of the massive propagator is taken to be zero due to the imposition of this constraint. We decide to first solve for the transverse part of both the massive and massless propagator. On a maximally symmetric background we write the transverse part of propagator as linear combination of g µν ′ and σ µ σ ν ′ , with coefficients α and β respectively being functions of σ. Then we consider the 2 We used Synge's world function, the bi-scalar σ(x, x ′ ), in our study of green's function. This should be contrasted with the all past studies done in the area, where the bi-scalar µ(x, x ′ ) was used, which is actually proportional to square-root of the geodetic interval σ(x, x ′ ). We decided to work with σ(x, x ′ ) as it is always real (irrespective of the signature of metric), unlike µ(x, x ′ ) which can become complex in Lorentizian space-times quantity F µν F µ ′ ν ′ on a maximally symmetric background, where it can be written as a linear combination of
, with the coefficients named θ and τ . These coefficients are related to α and β through the relations given in eq. (61). By using the equation satisfied by ∇ µ F µν F µ ′ ν ′ , we find the differential equation satisfied by the function θ, which when written after a change of variable from σ to z (as defined in eq. (66)), acquires a recognisable form of differential equation for the hypergeometric function. This is a second order differential equation and has two linearly independent solutions. The right solution is picked by comparing the value of θ(z) with the corresponding one in flat space-time and requiring regularity at z → 0 limit. Once θ(z) is found, it used to find the function τ (z) using eq. (74). Finding these two functions determines the quantity F µν F µ ′ ν ′ completely. This is then used to determine α and β. As the transverse green's function satisfies the transversality constraint ∇ µ G T µν ′ = 0, therefore this gives a relation between the function α and β and their derivatives. This is given in eq. (75). From this β and β ′ are eliminated using the first equation from (61), which ultimately gives an equation for the function α. This when written by making a change of variable from σ to z, is an in-homogenous second order differential equation of hypergeometric type. This has both particular and homogenous solution. First we determine the particular solution, and then choose the homogenous solution. The coefficient in front of the homogenous solution is fixed by requiring that the leading singularity in both the particular and homogenous solution should cancel each other. Once the coefficient is fixed by using this requirement, it is noticed that the strength of next to leading singularity of the full solution for the transverse propagator matches the strength of singularity of the transverse propagator in flat space-time. Once the full solution for the function α(z) is found, it is used to determine β(z) by using eq. (92). This give us the knowledge of the full transverse propagator on deSitter background.
We then proceed to determine the longitudinal part of the propagator. The longitudinal part ∇ µ ∇ ν ′ G is first written as a linear combination of g µν ′ and σ µ σ ν ′ , with the coefficients α L and β L respectively, as in eq. (95). It is noticed that β L is related to α L through the relation given in eq (96). So one needs to solve for α L only. In the case of massive vector fields, it is simple to determine α L through the relation given in eq. (98), as it doesn't involve any derivatives of α L . However in the case of massless vector, solving for the longitudinal part is a bit involved, as the equation giving α L (125) is a second order in-homogenous differential equation of hypergeometric type (126). This has both particular and homogenous solution, which are found using the previously devised methods. This give us the knowledge of the longitudinal part of the green's function.
In both the case of massive and massless vector fields, we used same methodology to compute the connected two-point correlation function, while past studies used different methods to work out the green function of the fields for massive and massless case [29] . This allows to compare and contrast the two studies of massive and massless vectors at each level of the analysis. In our study of the green's function, we use path-integral methods to find the equation satisfied by the green's function. This should be contrasted with the previous studies [29] [30] [31] [32] , where the equation of motion is used to compute the green's function. At the tree level the two ideologies matches, however the differences arises when quantum corrections are incorporated. In particular our method is superior as it more like inverting the Hessian of the theory which is giving the propagator of the field for the virtual particle, in contrast to the propagator computed using equation of motion which is like computing the propagator 'on-shell'. Although the equation for the green's function turns out to be same, however the interpretation changes. Past studies done in the case of massive vector fields doesn't take in to account the contribution of the longitudinal part of the green's function. This part was taken to be zero due to imposition of the constraint coming from the equation of motion. Although a similar constraint also arises in our study, but we choose to not make use of it, as it bars us from studying the small mass limit correctly. In flat space-time quantum field theory, the propagator is computed directly by inverting the Hessian of the action in the momentum space, without using the equation of motion. In this way one sees the propagation of both the transverse and longitudinal modes clearly. When this is done, it is noticed that the propagator of massive vector fields in flat space-time also have a longitudinal piece which diverges like ∼ 1/m 2 . In our study of massive vectors, we have done a similar thing of inverting the Hessian but on a curved background. This allows us to see the longitudinal piece also, which diverges as ∼ 1/m 2 . It should be noticed that the transverse part of both the massive and massless vector propagator, exactly matches when the mass is taken to be zero in the massive case. However this massless limit cannot be applied to the longitudinal part of the massive propagator. Also any quantity constructed with the transverse propagator has a well defined massless limit. This can be explicitly checked for F µν F µ ′ ν ′ . This is completely independent of the longitudinal piece and depends only the transverse propagator, therefore it is expected that it will have a well defined massless limit. This can be seen from the function θ and τ , where the massless limit is not a problem. If one takes the z → 0 limit of the massive transverse propagator then it seen from eq. (94) that the propagator goes like 1/γ, giving a puzzling situation that perhaps the massless limit of the transverse propagator is not well defined. But this is misleading. If one takes the γ → 0 limit of the transverse massive propagator before the z → 0 limit then the one gets a completely regular answer. This tells that the two limits are not commuting, and demands for a deeper probe in the problem.
In the massless propagator, we do not witness any infrared pathologies in the z → 0 limit as opposed to those observed in [30] . Both the transverse and longitudinal part have well defined long distance limit. We do not see any growing behaviour in the propagator in the IR, which has been observed in [11, 30] . The gauge dependence is present in the longitudinal part, leaving the transverse part independent of it. In the Landau gauge the longitudinal part vanishes, as it is proportional to gauge parameter λ. But in all the gauges there are no pathologies associated to limit of antipodal point separation. Now we will like to compute ∇ µ ∇ ν (g ν ν ′ ) and ∇ µ ∇ ν (σ ν σ ν ′ ). They will occur during the computation of the green's function for the massless vector fields. They are given by,
From this series expansion we notice that the leading term proportional to g [µ [µ ′ g ν] ν ′ ] is given by,
been gauge fixed. In the euclidean signature this is given by,
where J µ is the source. One can obtain various correlation function of the field A µ by taking successive derivatives of the path-integral with respect to the source J. In particular two derivatives will give the two-point function of the theory. Being a free theory this will be the tree-level green's function of the theory. The path-integral being quadratic in the gauge field allows one to perform the gaussian type integral thereby giving an expression for the path-integral explicitly in terms of source and operators. This is given by,
where (∆ F ) µν = −δ µν + (λ − 1)/λ∂ µ ∂ ν . Then the green's function for the massless vector is given by,
