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Zusammenfassung 
Jeden Tag sind wir in unserem Umfeld fortlaufend vielfältigen Geräuschquellen 
(bspw. Stimmen, Melodien, Klingeltöne unserer Smartphones und vielem mehr) 
ausgesetzt, welche in erster Instanz von unseren Ohren aufgenommen werden und 
anschließend in unserem Gehirn weiterverarbeitet werden. Auf dieser Basis sind wir 
beispielsweise in der Lage für uns wichtige oder abweichende (sogenannte deviante) 
Reize zu identifizieren. Dieser Prozess ist außerordentlich wichtig, um effizient und 
adäquat mit unserem (akustischen) Umfeld interagieren zu können. Experiment 1. 
Bereits zahlreiche elektrophysiologische und funktionell bildgebende Studien haben 
durch den Einsatz von ereigniskorrelierten Potentialen (EKPs) sowie der funktionel-
len Magnetresonanztomographie (fMRT) die grundlegenden neuronalen Korrelate 
der auditiven Devianz- und Zielreizdetektion während passiver und/oder aktiver 
Experimetalbedingungen untersucht. Eine detailierte Beschreibung der räumlich-
zeitlichen Zusammenhänge wie bspw. der involvierten Netzwerke, welche der passi-
ven und aktiven Devianz- sowie Zielreizdetektion zugrunde liegen, sind jedoch bis 
heute trotz einiger aussagekräftiger Studien noch nicht hinreichend geklärt. Daher 
wurde in Experiment 1 sowohl die passive als auch die aktive Devianz- und Zielde-
tektion durch Analyse der Amplitudenmodulationen von frühen und späten evozier-
ten EKP-Komponenten sowie darauf aufbauend die grundlegenden Generatorquel-
len mittels standardized low resolution brain electromagnetic tomography (sLORE-
TA) näher untersucht. Hierbei wurden EKPs mithilfe eines 64-Kanal-EEGs aufge-
zeichnet, während Versuchspersonen (VPn, N = 12) im Zuge eines passiven und 
aktiven Oddball-Paradigmas über Kopfhörer Sinustöne dargeboten wurden. Jedes 
der beiden Oddball-Paradigmen bestand aus zwei unterschiedlichen akustischen 
Reizen: (1) einem Sinuston mit niedriger Frequenz (500 Hz) als sehr häufig darge-
botenen ‚Standard‘-Reiz sowie (2) einem Sinuston mit hoher Frequenz (1000 Hz) als 
sehr selten dargebotenen ‚Deviant‘-Reiz. Die Auftretenswahrscheinlichkeit der ‚De-
viant‘-Reize betrug p = 0.1875 (respektive p = 0.8125 für ‚Standard‘-Reize). Wäh-
rend der passiven Oddball-Bedingung mussten sich VPn die dargebotenen Töne 
lediglich anhören. Während der aktiven Oddball-Bedingung wurden sie instruiert, 
auf die dargebotenen Töne zu achten und so schnell und so akkurat wie möglich auf 
per Tastendruck auf sehr selten dargebotene ‚Deviant‘-Reize zu reagieren. Während 
beider Experimetalbedingungen wurden eine frühe N1-, späte P3-Komponente sowie 
als Differenzpotential eine frühe Mismatch Negativität (MMN, teilweise überlap-
pend mit der N1-Komponente) evoziert. Einerseits waren die Amplituden der evo-
zierten P3-Komponenten in Reaktion auf sehr selten dargebotene ‚Deviant‘-Reize 
während beider Experimentalbedingungen unterschiedlich stark ausgeprägt (P3 pas-
sive Oddball-Bedingung < P3 aktive Oddball-Bedingung). Anderseits waren die 
Amplituden der evozierten MMN-Komponenten während beider Experimentalbe-
dingungen gleich stark ausgeprägt (MMN passive Oddball-Bedingung = MMN akti-
ve Oddball-Bedingung). Für die passive Oddball-Bedingung zeigten sich signifikante 
Unterschiede der hirnelektrischen Aktivität (Kontrast: Deviants > Standards) wäh-
rend des N1/MMN-Zeitfensters im rechten Gyrus temporalis superior (STG) und in 
beiden Gyri lingualis (bilateral) sowie während des P3-Zeitfensters in der rechten 
und linken Insula. Während der aktiven Oddball-Bedingung zeigten sich signifikante 
Unterschiede (Kontrast: Deviants > Standards) der hirnelektrischen Aktivität im 
N1/MMN-Zeitfenster im rechten inferioren Parietallappen (IPL) sowie im P3-
Zeitfenster in mehreren räumlich voneinander getrennten Hirnregionen (z.B. Prae-
cuneus). Die gewonnenen Resultate untermauern die Hypothese, dass sowohl der 
passiven als auch der aktiven Devianz- und Zielreizdetektion kortikale Aktivierun-
gen in räumlich voneinander getrennten Hirnregionen und Netzwerken einschließlich 
des ventralen Aufmerksamkeitsnetzwerkes (VAN), des dorsalen Aufmerksamkeits-
netzwerkes (DAN) sowie des Salienznetzwerks (SN) zugrunde liegen. Basierend auf 
den ERP- und sLORETA-Befunden wird ein theoretisches Modell der passiven und 
aktiven Devianz- und Zielreizdetektion vorgeschlagen, das in zukünftigen Studien 
validiert werden kann. Experiment 2. Tagtäglich nehmen wir nicht nur die unter-
schiedlichsten Geräusche in unserer Umwelt wahr, sondern können diese auch einer 
eindeutigen Geräuschquelle zuordnen. Dabei stellen wir oft selbst eine zentrale Ge-
räuschquelle dar. Wie diese von uns (selbst) erzeugten auditiven Informationen von 
unserem Gehirn verarbeitet werden, ist bis heute noch nicht hinreichend geklärt. In 
Experiment 2 wurde daher untersucht, ob selbst- im Gegensatz zu fremderzeugte 
Fingerschnippgeräusche auf kortikaler Ebene unterschiedlich verarbeitet werden. 
Hierbei wurden EKPs erneut mithilfe eines 64-Kanal-EEGs aufgezeichnet, während 
VPn (N = 12) über Kopfhörer zuvor aufgenommene selbst- und fremderzeugte Fin-
gerschnippgeräusche während eines passiven Oddball-Paradigmas bestehend aus 
zwei Experimentalblöcken („Selbst“ als ‚Standard‘- und „Fremd“ als ‚Deviant‘-Reiz 
und umgekehrt) dargeboten wurden. Um Reihungseffekte zu vermeiden, wurden 
beide Blöcke pro VPn in einer randomisierten Reihenfolge präsentiert. Den VPn 
wurde im Vorfeld zur Kontrolle ein passives Ton-Oddball-Paradigma mit zwei un-
terschiedlichen Sinustönen (500 & 1000 Hz) dargeboten (vgl.  Experiment 1). Wäh-
rend des passiven Ton-Oddball-Paradigmas konnten signifikante EKP-Befunde im 
frühen N1/MMN- sowie P3-Zeitfenster gefunden werden (vgl. Experiment 1), wäh-
rend sich diese während des „Selbst-Fremd“-Oddball-Para-digmas im Zeitfenster der 
N2a/MMN- sowie der darauffolgenden P3-Komponenten zeigten. Im Gegensatz zum 
passiven Ton-Oddball-Paradigma mit Sinustönen konnte eine frühe N1-Komponete 
während des „Selbst-Fremd“-Oddball-Paradigmas nicht beobachtet werden. Mithilfe 
einer anschließenden sLORETA-Analyse konnte insbesondere während der Verar-
beitung von selbst- im Gegensatz zu fremderzeugten Fingerschnippgeräuschen im 
N2a/MMN-Zeitfenster eine erhöhte hirnelektrische Aktivität im rechten anterio-
ren/posterioren cingulären Cortex (ACC/PCC) sowie während des P3-Zeitfensters 
zusätzlich im rechten Lobulus parietalis inferior (IPL) lokalisiert werden. Ebenfalls 
zeigte sich während des „Selbst-Fremd“-Oddball-Paradigmas in beiden Zeitfenstern 
eine erhöhte hirnelektrische Aktivierung in Teilen des primären motorischen Cortex 
(M1) sowie des supplementär-motorischen Areals (SMA). Keine dieser Hirnregionen 
zeigte erhöhte hirnelektrische Aktivität während des Ton-Oddball-Paradigma mit 
Sinustönen (vgl. Experiment 1). Die gewonnenen Ergebnisse von Experiment 2 zei-
gen deutlich, dass in besonderem Maße motorische Areale während der Verarbei-
tung bewegungsbezogener Geräusche involviert sind (unabhängig davon, ob diese 
selbst- oder fremderzeugt sind) und die kortikale Verarbeitung selbst- im Gegensatz 
zu fremderzeugten Fingerschnippgeräuschen zusätzlich in räumlich voneinander 
getrennten Hirnregionen stattfindet. 
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Einleitung: Ziele der vorliegenden Arbeit 
 „Es gibt keine wissenschaftliche Studie, die für den Menschen wichtiger ist 
als das Studium des eigenen Gehirns. Unsere gesamte Sicht auf unser Uni-
versums hängt davon ab.”       
           
                     [übersetzt aus dem Englischen] 
 
Francis Crick, Britischer Physiker, Biochemiker und Nobelpreisträger 
 
 
Das oben angeführte Zitat von Francis Crick macht besonders deutlich, dass die Er-
forschung der grundlegenden Funktionsweise unseres Hirns eine fundamentale Rolle 
für die Sichtweise auf unser direktes Umfeld darstellt. Erst durch die Entwicklung 
sowie den Einsatz moderner neurowissenschaftlicher Methoden, wie bspw. der Posit-
ronen-Emissions-Tomographie (PET; im Englischen: positron emission tomography), 
der funktionellen Magnetresonanztomographie (fMRT; im Englischen: functional 
magnetic resonance imaging, fMRI) oder auch der Elektroenzephalographie (EEG; im 
Englischen: electroencephalography), ist es uns heute möglich, die grundlegenden neu-
ro- und elektrophysiologischen Mechanismen und Korrelate einzelner Aspekte der 
Kognition (wie bspw. Aufmerksamkeit, Wahrnehmung oder Handlung) äußerst präzi-
se zu untersuchen und detailliert zu beschreiben. Mithilfe der oben genannten Metho-
den lassen sich bedeutende Erkenntnisse gewinnen, in welchen Hirnregionen bzw. 
Netzwerken innerhalb des menschlichen Hirns diese einzelnen Aspekte der Wahrneh-
mung, Kognition und Handlung vorrangig verarbeitet werben. Anhand der Kombina-
tion sowie Analyse von Ereigniskorrelierten Potentialen (EKPs) und extrahierter Dif-
ferenzwellen mit einer anschließenden Quellenlokalisationsanalyse mittels standardized 
low-resolution brain electromagnetic tomography (sLORETA) soll in der vorliegenden 
Arbeit demonstriert werden, dass beide Untersuchungsmethoden sehr gut miteinander 
kombiniert werden können und daher das Potential bieten, neue Möglichkeiten bezüg-
lich wegweisender Perspektiven zukünftiger Studien eröffnen zu können. Diese vorges-
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tellte Kombination elektrophysiologischer und hirnelektrischer Hirnaktivität ist kei-
neswegs auf die nachfolgend untersuchten Verarbeitungsprozesse in der akustischen 
Modalität beschränkt. Das Ziel der vorliegenden Arbeit soll daher sein, an zwei konk-
reten und aufeinander aufbauenden Experimenten das Potential der verwendeten Me-
thoden, evozierte EKPs sowie extrahierte Differenzwellen mit anschließender Quellen-
lokalisationsanalyse mittels sLORETA, aufzuzeigen.     
 In Kapitel 1 sollen zunächst die grundlegenden psychologischen sowie neuro-
physiologischen Begriffe und Befunde der auditorischen Aufmerksamkeit, der Verar-
beitung von selbst- im Gegensatz zu fremdbezogenen Reizen und die Verarbeitung 
rein bewegungsbezogener Informationen näher vorgestellt werden. Anschließend wer-
den in Kapitel 2 und im folgenden Kapitel 3 die elektrophysiologischen Grundlagen 
des EEG, der evozierten EKPs und extrahierter Differenzpotentiale sowie Methoden 
zur Quellenlokalisation hirnelektrischer Aktivität mittels Dipolquellenanalyse, LO-
RETA sowie sLORETA näher umrissen. In Kapitel 4 werden die momentanen For-
schungslücken herausgearbeitet und darauf aufbauend die Arbeitshypothesen für bei-
de vorliegenden Experimente formuliert. Die Analyse der Verarbeitung einfacher 
akustischer Reize (im konkreten Fall Sinustöne) während einer passiven und aktiven 
Oddball-Bedingung mittels elektrophysiologischer Methoden (EEG mit anschließender 
sLORETA-Quellenlokalisationsanalyse der zugrunde liegenden neuronalen Generator-
quellen), ist in Kapitel 5 (Experiment 1) zu finden. Dieses Experiment wurde von 
Justen und Herbert (2018) als peer-reviewed Publikation veröffentlicht (siehe Appen-
dix). Die Analyse der Verarbeitung einfacher im Vergleich zu komplexen akustischen 
Reizen während einer passiven Oddball-Bedingung mit Sinustönen respektive natürli-
chen Fingerschnippgeräuschen mittels elektrophysiologischer Methoden (EEG mit 
anschließender sLORETA-Quellenlokalisationsanalyse der zugrunde liegenden EKP-
Komponenten) ist in Kapitel 6 (Experiment 2) zu finden. Dieses Experiment wurde 
von Justen und Herbert (2016) als peer-reviewed Publikation veröffentlicht (siehe 
Appendix). Das abschließende Kapitel 7 enthält eine kurze zusammenfassende Dis-
kussion der gewonnenen Ergebnisse vor dem Hintergrund eines neu vorgeschlagenen 
neurophysiologischen Modells der grundlegenden neuronalen Mechanismen und Korre-
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late, welches sowohl der passiven als auch aktiven Oddball-Bedingung zugrunde lie-
gen (Experiment 1). Zusätzlich sollen in diesem abschließenden Kapitel auf mögliche 
Limitationen sowie Forschungsperspektiven zukünftiger neurowissenschaftlicher Stu-
dien näher eingegangen werden, insbesondere im Hinblick auf die Integration einer 
zusätzlichen neurowissenschaftlichen Untersuchungsmethode, der sogenannten repeti-
tiven Transkraniellen Magnetstimulation (rTMS). 
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Schon vor der Geburt ist der Hörsinn der erste Sinn, mit dem wir (wenn auch unbe-
wusst), Reize aus unserem Umfeld wahrnehmen. Im weiteren Verlauf unseres Lebens 
sind wir fortlaufend vielfältigen Geräuschquellen ausgesetzt (bspw. Stimmen, musika-
lische Rhythmen, Geräuschen von Autos oder Lastwagen, Klingeltöne unserer Smart-
phones oder Wecker, Geräusche von Kaffeemaschinen und vielem mehr), welche von 
unseren Ohren aufgenommen werden und anschließend von unserem Gehirn weiterve-
rarbeitet werden. Durch komplexe neuronale Verarbeitung unseres Gehirns sind wir 
nicht nur in der Lage diese unendlich große Anzahl verschiedenster Geräusche in un-
serem akustischen Umfeld wahrzunehmen, sondern ebenso jedes dieser unendlich vie-
len Geräusche einer einzigartigen und charakteristischen Klangquelle zu zuordnen 
sowie für uns wichtige, signifikante oder abweichende Reize zu erkennen. Dieser Pro-
zess ist essentiell wichtig, um effizient mit unserem akustischen Umfeld interagieren 
zu können.  
1.1. Zum Wesen der akustischen Aufmerksamkeit 
 
„Jeder weiß, was Aufmerksamkeit ist. Es ist die Inbesitznahme eines von an-
scheinend mehreren simultan möglichen Gegenständen oder Gedankensträn-
gen durch den Geist in klarer und lebendiger Form. Die Fokusbildung, die 
Konzentration des Bewusstseins sind ihr Wesen. Sie setzt Rückzug von eini-
gen Dingen voraus, um effektiv mit anderen umgehen zu können.”          
                                                         [übersetzt aus dem Englischen] 
 
William James (1950), Amerikanischer Philosoph und Psychologe 
 
 
Die Verarbeitung akustischer Reize ist vor allem dadurch gekennzeichnet, dass wir 
unsere Aufmerksamkeit (im Englischen: attention) selektiv und sehr schnell auf für 
uns wichtige, signifikante oder auch abweichende Reize, ebenfalls als sogenannte ab-
weichende Töne bzw. als sogenannte Abweichler bekannt, in unserem direkten akusti-
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schen Umfeld, richten1 (Fritz, Elhilali, David, & Shamma, 2007). An dieser Stelle sei 
vor allem auf eine sehr spezielle Form der Aufmerksamkeit verwiesen, die sogenannte 
selektive Aufmerksamkeit (im Englischen: selective attention), welche auf einem Sys-
tem beruht, das abweichende Reize sehr schnell anhand vordefinierter Kriterien de-
tektiert (Näätänen, 1990, 1992). Diese sehr selektive und spezielle Form der Aufmerk-
samkeitszuwendung (im Englischen: attention allocation) bezeichnet also unsere Fä-
higkeit, gezielt für uns wichtige, signifikante oder abweichende Reize in unserem Um-
feld wahrzunehmen und dabei weniger relevante Reize auszublenden. Dieser Prozess 
wird durch folgende Schlüsselaspekte ermöglicht: (1) die Bewertung, welcher Reiz in 
unserem akustischen Umfeld der bedeutsamste ist und (2) die Fokussierung auf eben 
diesen speziellen Reiz bei der gleichzeitigen Berücksichtigung anderer wahrgenomme-
ner Reize. Auf dieser Grundlage lässt sich also sagen, dass uns Aufmerksamkeit befä-
higt, trotz vielfältiger akustischen Reize, die permanent von uns aufgenommen wer-
den, den Überblick zu behalten und einzelne Reize schlussendlich bewusst und selek-
tiv wahrzunehmen. Zudem ist Aufmerksamkeit für eine bewusste Wahrnehmung 
unabdingbar (Tamber-Rosenau & Marois, 2015).     
 Bis heute jedoch ist eine eindeutige und vollständige Definition des Begriffs 
„Aufmerksamkeit” überaus schwierig. Laut dem Fachlexikon ABC Psychologie (Clauß, 
Erhardt, & Helmut, 1995) versteht man unter Aufmerksamkeit den Zustand gerichte-
ter Wachheit (gemeinhin auch als sogenannte Vigilanz bekannt), welche sehr stark an 
unsere allgemeine Auffassungs- und Aktionsbereitschaft gekoppelt ist. Daher ist die 
Hauptaufgabe der Aufmerksamkeit die Selektion wahrgenommener Informationen aus 
unserem akustischen Umfeld, welche zu einer adäquaten Verhaltenssteuerung führen 
sollte (Kayser, Petkov, Lippert, & Logothetis, 2005). Auf dieser Basis kann konklu-
diert werden, dass Aufmerksamkeit für uns eine tragende Rolle für die grundlegenden 
und relevanten Aspekte von Wahrnehmung, Kognition und Handlung spielt (Johnson 
& Proctor, 2004).  
                                                          
1 Der internationalen Konvention entsprechend werden ‚Abweichler‘ in der vorliegenden Arbeit als 
‚Deviant‘-Reize bzw. ‚Deviants‘ bezeichnet. 
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1.1.1 Akustische Aufmerksamkeit infolge von Devianz 
Bereits im Jahre 1963 nahm Sokolov an, dass ein neuronales System im menschlichen 
Hirn existiert, welches sich insbesondere für die Detektion von Veränderungen (im 
Englischen: change detection) in unserem akustischen Umfeld verantwortlich zeigt. 
Neuere Forschungsergebnisse, welche vor allem mittels Studien in der akustischen 
Modalität gewonnen werden konnten, legen die Vermutung nahe, dass die Detektion 
von Veränderungen in unserem akustischen Umfeld durch zwei unterschiedliche Auf-
merksamkeitsformen moduliert werden kann: ungerichtete und gerichtete bzw. auto-
matische Aufmerksamkeit (im Englischen: involuntary and voluntary/automatic at-
tention) (Bledowski, Prvulovic, Goebel, Zanella, & Linden, 2004; Herrmann & 
Knight, 2001). Alternativ ist in der Literatur ebenso eine Einteilung in sowohl endo-
gene als auch exogene Kontrolle der Aufmerksamkeit beschrieben (Yantis, 2000). 
 Die Zuwendung ungerichteter Aufmerksamkeit tritt in erster Linie unabhängig 
von einer Aufmerksamkeitsmodulation auf, ist reizgetrieben und vor allem durch die 
aufwärtsgerichtete (im Englischen: bottom-up) Verarbeitung abweichender bzw. de-
vianter Reize in unserem akustischen Umfeld gekennzeichnet. Im Gegensatz dazu ist 
eine gerichtete Aufmerksamkeitszuwendung durch eine willentliche und absichtliche 
sowie kognitive Reizverarbeitung, also durch abwärtsgerichtete bzw. arbeitsgedäch-
tnisgetriebene (im Englischen: top-down) Informationsverarbeitung charakterisiert 
(Fritz et al., 2007; Kaya & Elhilali, 2017).       
 In der akustischen Modalität wurde in der Vergangenheit die Verarbeitung 
abweichender Reize durch Näätänen (1990, 1992) und Schröger (1997) bereits sehr 
gut untersucht. Besonders hervorzuheben ist hierbei, dass die Abweichung bzw. De-
vianz (im Englischen: deviance) eines wahrgenommenen Reizes bestimmt, inwieweit 
diesem Aufmerksamkeit zugewendet wird. Anders ausgedrückt bedeutet dies: Je de-
vianter ein dargebotener Reiz ist, desto mehr Aufmerksamkeit wird diesem speziellen 
Reiz zugewendet (Watkins, Dalton, Lavie, & Rees, 2007). Das Erkennen bzw. die De-
tektion devianter Reize ist gemeinhin auch als sogenannte Devianzdetektion (im Eng-
lischen: deviance detection) bekannt (Schröger, 1997). Bei diesem speziellen Prozess 
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wird jeder wahrgenommene akustische Reiz vollständig durch einen akustischen Ver-
änderungsdetektor (im Englischen: acoustic change detector) analysiert (Garrido, 
Kilner, Stephan, & Friston, 2009; Kraus & Nicol, 2009; Näätänen, 1990, 1992) und 
löst, wenn er von einem zuvor wahrgenommenen Reiz abweicht, ein Signal zum 
Wechsel der Aufmerksamkeit (im Englischen: attentional switch), aus (Schröger, 
1996). Genauer gesagt, führt die Detektion von Veränderungen und Devianz in unse-
rem akustischen Umfeld in Abhängigkeit ihrer abweichenden physikalischen Reizei-
genschaften (bspw. Frequenz, Reizintensität, Lautheit etc.) infolge der zuvor erfolgten 
Veränderungsdetektion zu einer sehr schnellen und automatischen Orientierungsreak-
tion (im Englischen: orientational response) (Näätänen, 1990, 1992). Infolgedessen 
kann es also zu einem unwillentlichen sowie willentlichen Wechsel der Aufmerksam-
keit kommen, welcher je nach aktueller Reizsituation in unserem akustischen Umfeld 
entweder zu einer unbewussten oder bewussten Devianzdetektion sowie Auslösung 
einer ungerichteten oder gerichteten Aufmerksamkeitszuwendung führen kann (Esce-
ra, Alho, Winkler, & Näätänen, 1998; Schröger, 1996). 
1.1.2 Akustische Aufmerksamkeit infolge von Salienz 
Laut Uddin (2017) können wahrgenommene Reize nicht nur aufgrund ihrer Devianz 
unterschieden werden (vgl. 1.1.1), sondern ebenfalls in Bezug auf deren Wichtigkeit 
sowie Auffälligkeit bzw. Salienz (im Englischen: salience bzw. saliency). Folglich un-
terscheidet sich ein salienter Reiz im Gegensatz zu einem nicht-salienten Reiz beson-
ders dadurch, dass wir unsere Aufmerksamkeit aufgrund bestimmter und auffälliger 
Reizmerkmale ganz konkret auf diesen speziellen und somit für uns wichtigen Reiz in 
unserem Umfeld richten. Dieses Phänomen ist in der Literatur ebenfalls als reizgetrie-
bene Salienz bekannt, da gezeigt werden konnte, dass dieser Verarbeitungsprozess 
automatisch und mühelos abläuft (Uddin, 2017). Folglich ist die reizgetriebene Sa-
lienz in besonderem Maße mit einer aufwärtsgerichteten Reizverarbeitung bzw. einer 
reizgetriebenen Aufmerksamkeitsmodulation assoziiert (Fritz et al., 2007; Kaya & 
Elhilali, 2017 und vgl. 1.1). Im Unterschied dazu kann Salienz aber auch in Folge ei-
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ner abwärtsgerichteten Reizverarbeitung sowie durch eine abwärtsgerichtete bzw. ar-
beitsgedächtnisgetriebene Informationsverarbeitung moduliert werden (Uddin, 2017).
 Bisher wurde Salienz bzw. die Verarbeitung salienter im Vergleich zu nicht-
salienten Reizen vorrangig in der visuellen Modalität untersucht (Desimone & 
Duncan, 1995; Itti & Koch, 2001; Koch & Ullman, 1987), wobei sich der saliente Reiz 
eindeutig von weiteren bzw. umgebenden Reizen unterscheiden und auf diese Weise 
besonders stark hervorsticht. Unterscheidet sich der saliente Reiz nur in einer einzi-
gen Dimension von den weiteren Reizen, wird dieser außergewöhnlich schnell erkannt. 
Unterscheidet sich der saliente Reiz von den nicht-salienten Reizen jedoch in mehre-
ren Merkmalen, dauert die Erkennung des salienten Reizes länger (Uddin, 2017). In 
der visuellen Modalität konnte gezeigt werden, dass die Verarbeitung salienter visuel-
ler Reize auf sogenannten visuellen Salienzkarten (im Englischen: visual saliency 
maps) basiert, auf denen die die Salienz des Reizes in unserer visuellen Umwelt auf 
zweidimensionalen Karten kodiert wird (Koch & Ullman, 1987; Uddin, 2017). 
 Im Unterschied zu den zuvor genannten Untersuchungen in der visuellen Mo-
dalität sind die grundlegenden Verarbeitungsprozesse akustischer salienter Reize noch 
weitestgehend unerforscht. Bis dato wurden nur sehr vereinzelt Forschungsergebnisse 
mit akustischen Reizen (z.B. Tönen) alleine oder in Kombination mit visuellen Reizen 
berichtet (McDonald, Störmer, Martinez, Feng, & Hillyard, 2013). Bereits im Jahre 
2005 wurde von Kayser et al. ein grundlegendes Modell basierend auf sogenannten 
auditiven Salienzkarten (im Englischen: auditory saliency maps), analog zum bereits 
vorhandenen und erfolgreich validierten Konzept der visueller Salienzkarten, postu-
liert. Genauer gesagt kann aktuell davon ausgegangen werden, dass akustische Reize 
unseres Umfelds auf zweidimensionalen Karten kodiert werden, wobei das salienteste 
Merkmal bzw. der salienteste Reiz in der Umwelt ausgewählt wird. Diese Hypothese 
konnte experimentell mithilfe verhaltensrelevanter Daten von sowohl Primaten als 
auch Menschen bestätigt werden (Kayser et al., 2005). Daher kamen die Autoren der 
Studie zu der Schlussfolgerung, dass Salienz entweder durch die Implementierung 
ähnlicher Verarbeitungsmechanismen in verschiedenen unisensorischen Hirnregionen 
oder aber durch denselben Mechanismus in multisensorischen Hirnregionen bestimmt 
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wird. Zusätzlich nehmen die Autoren der Studie an, dass verschiedene sensorische 
Hirnregionen auf gemeinsame Verarbeitungsprozesse salienter Reize angewiesen sind. 
Um diese Annahme zu bestätigen sind allerdings weitere neurophysiologische Befun-
de, vor allem in Bezug auf ihre grundlegenden Verarbeitungsprozesse salienter Reize 
in der auditiven Modalität, notwendig.       
 Auf neurophysiologischer Ebene deuten die Ergebnisse mehrerer bildgebender 
Studien, welche bspw. mittels fMRT gewonnen werden konnten daraufhin, dass sa-
liente Reize primär im sogenannten bilateralen Salienznetzwerk (im Englischen: sa-
lience network, SN) verarbeitet werden. Zu den Kernstrukturen des Salienznetzwerks 
zählen nicht nur der anteriore (vordere) Teil des cingulären Cortex2 (ACC; Brodmann 
Areale3 24/32/33) und beide bilateralen Lobi insularis4 (BA 13), sondern ebenfalls 
subkortikale Verarbeitungsregionen sowie bspw. Strukturen des limbischen Systems 
(allen voran die Amygdala) (Menon & Uddin, 2010; Seeley et al., 2007; Uddin, 2014, 
2017), siehe Abbildung 1. Ganz besonders sei an dieser Stelle an den Lobus insularis 
und den ACC verwiesen: In den letzten Jahren konnten vor allem einige bildgebende 
Studien aufzeigen, dass der Lobus insularis, allen voran der anteriore Teil (im Engli-
schen: anterior insula, AI), neben der Verarbeitung salienter Reize ebenfalls für die 
Aufrechterhaltung höherer kognitiver Kontrollprozesse sowie die Verarbeitung auf-
merksamkeitsrelevanter Prozesse zuständig ist (Menon & Uddin, 2010). Im Unter-
schied dazu zeigt der ACC in erster Linie eine signifikant höhere Aktivierung wäh-
rend (1) der Verarbeitung von  selbst- im Vergleich zu fremdbezogenen Reizen (Qin 
& Northoff, 2011), (2) der Detektion und Verarbeitung verhaltensrelevanter Fehler 
(Bush, Luu, & Posner, 2000) sowie (3) der Modulation von Aufmerksamkeitsprozes-
sen im Allgemeinen (Weissman, Gopalakrishnan, Hazlett, & Woldorff, 2005). Saliente 
bzw. deviante Reize werden auf neurophysiologischer Ebene nicht nur im zuvor be-
                                                          
2 im Englischen: anterior cingulate cortex (ACC) 
3 In der vorliegenden Arbeit werden diese der Einfachheit halber nachfolgend mit BA bzw. BAs abge-
kürzt. 
4 Im Deutschen ist diese Hirnregion ebenfalls als Inselrinde, Inselcortex, Insula sowie Reilsche Insel 
bekannt. 
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schriebenen SN verarbeitet, sondern ebenfalls in zwei weiteren Netzwerken, welche im 
nächsten Abschnitt kurz vorgestellt werden. 
1.1.3 Grundlegende neuronale Quellen der Verarbeitung 
devianter bzw. salienter Reize 
Basierend auf einem einflussreichen theoretischen Modell zur Aufmerksamkeitsmodu-
lation von Corbetta und Shulman (2002) sowie den gewonnenen Daten einer jüngsten 
Meta-Analyse von Kim (2014) kann postuliert werden, dass die Verarbeitung devian-
ter bzw. salienter Reize in Kombination mit einer gleichzeitig stattfindenden Auf-
merksamkeitsmodulation während der aufwärtsgerichteten und abwärtsgerichteten 
Reizverarbeitung nicht nur im zuvor genannten Salienznetzwerk verortet ist, sondern 
augenscheinlich ebenfalls in zwei klar voneinander getrennten fronto-parietalen Netz-
werken, nämlich im dorsalen sowie ventralen Aufmerksamkeitsnetzwerk. Die gewon-
nenen Daten der Meta-Analyse von Kim (2014) legen nahe, dass das bilaterale dorsa-
le Aufmerksamkeitsnetzwerk (im Englischen: dorsal attention network, DAN) aus der 
inferior frontalen Übergangszone5 (BAs 6/9/44), dem Lobus parietalis supe-
rior/superioren Parietallappen6 (BA 7), dem Sulcus intraparietalis medius7 (BA 6/ 
7/46) und dem Lobus temporalis medius/medialen Temporallappen8 (BA 21) besteht. 
Im Gegensatz dazu umfasst das vorwiegend rechts lateralisierte ventrale Aufmerk-
samkeitsnetzwerk (im Englischen: ventral attention network, VAN) die temporo-
parietale Übergangszone9 (BAs 39/40), den anterioren (vorderen) Teil des Lobus insu-
laris (BA 13), das Operculum frontale (BAs 44/45/47) bzw. den Gyrus frontalis infe-
rior10 (BA 5) und den ACC (BAs 24/32/33) (Corbetta & Shulman, 2002; Kim, 2014; 
                                                          
5 im Englischen: inferior frontal junction (IFJ) 
6 im Englischen: superior parietal lobule (SPL) 
7 im Englischen: medial intraparietal sulcus 
8 im Englischen: medial temporal lobe 
9 im Englischen: temporo-parietal junction (TPJ) 
10 im Englischen: inferior frontal gyrus (IFG) 
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Vossel, Geng, & Fink, 2014), siehe Abbildung 1.     
 Basierend auf den Befunden bisheriger fMRT-Studien kann davon ausgegangen 
werden, dass das DAN kontinuierlich Ressourcen bereit hält und sowohl auf deviante 
als auch auf nicht deviante Reize in unserem Umfeld reagiert und sich dieses Auf-
merksamkeitsnetzwerk speziell für die Aufrechterhaltung von Aufmerksamkeits- und 
Arbeitsgedächtnisressourcen verantwortlich zeigt. Im Gegensatz dazu wird angenom-
men, dass das VAN vorrangig für die Detektion devianter Reize in unserem Umfeld 
und daher spezifisch mit der Informationsverarbeitung salienter bzw. devianter (aber 
nicht irrelevanter Reize) verantwortlich ist und schlussendlich mit einer gerichteten 
Aufmerksamkeitszuwendung assoziiert ist. Daraus folgt, dass ein solcher Reiz zu einer 
Aktivierung des VAN führt, welche während der weiteren Verarbeitung mit einer 
Orientierungsreaktion einhergeht. Infolgedessen wird darauf aufbauend eine geeignete 
Verhaltensreaktion durch eine gerichtete Reizverarbeitung und Aufmerksamkeitsmo-
dulation initiiert (Palaniyappan & Liddle, 2012).      
 Wie auch das VAN, wird das SN mit der automatischen Selektion einer adap-
tiven und geeigneten (Verhaltens-)Reaktion assoziiert (Menon & Uddin, 2010). Ob-
wohl das VAN im Unterschied zum bilateralen SN eher rechts lateralisiert zu sein 
scheint, sehen einige wenige Forscher beide Netze angesichts der hohen funktionellen 
und anatomischen Überschneidungen als Teile eines einzelnen Netzwerks an (Kucyi, 
Hodaie, & Davis, 2012; Uddin, 2017). Die meisten Forscher jedoch vertreten die al-
ternative Hypothese, dass es sich um zwei voneinander getrennte Netzwerke handelt 
(Cole et al., 2013; Power et al., 2011). Um diese Grundannahme zu bestätigen sind 
allerdings weitere neurophysiologische Untersuchungen und Befunde, vor allem in 
Bezug auf die gemeinsamen sowie unterschiedlichen funktionellen und anatomischen 
Korrelate des VAN und SN, nötig.       
 Nicht nur die Devianz oder Salienz eines wahrgenommenen akustischen Reizes 
entscheidet darüber, ob und wann wir Aufmerksamkeit auf diesen richten, sondern 
auch ob dieser einen klaren Selbst- oder Fremdbezug aufweist. Daher soll auf die 
Wahrnehmung selbst- im Gegensatz zu fremdbezogenen Reizen (bzw. fremder Reize) 
im nächsten Abschnitt näher eingegangen werden. 
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1.2 Wahrnehmung selbst- und fremdbezogener Reize 
 
„Wer andere kennt, ist klug. Wer sich selber kennt, ist erleuchtet.” 
 
Laozi, Chinesischer Philosoph 
 
 
Wir sind fortlaufend vielfältigen Geräuschquellen in unserem akustischen Umfeld aus-
gesetzt (vgl. Einleitung Kapitel 1). Durch komplexe neuronale Verarbeitung unseres 
Hirns sind wir nicht nur in der Lage diese verschiedenen Geräusche wahrzunehmen, 
sondern diese auch einer eindeutigen Geräuschquelle zuzuordnen. Eine zentrale Ge-
räuschquelle stellen wir dabei selbst dar. Genauer gesagt müssen wir feststellen, ob 
ein wahrgenommener akustischer Reiz zu uns oder zu einer anderen Person gehört 
bzw. von uns selbst oder einer anderen Person produziert wurde und somit für unser 
Verhalten relevant ist (Gillihan & Farah, 2005). Daher wird ein wahrgenommener 
Reiz als verhaltensrelevant eingestuft, wenn dieser einen deutlichen Selbstbezug auf-
weist (Damasio & Meyer, 2009). Die Erforschung des „Selbst“ hat in der Geschichte 
der Philosophie eine lange Tradition und hat daher in den letzten Jahren auch die 
Aufmerksamkeit der Psychologie und der Neurowissenschaft sowie ebenfalls der kog-
nitiven Neurowissenschaft auf sich gezogen (Christoff, Cosmelli, Legrand, & 
Thompson, 2011). Tatsächlich ist die grundlegende Unterscheidung zwischen dem 
„Selbst“ und unserem Umfeld (das für uns „Fremde“) ebenso wie die Verarbeitung 
selbstbezogener Reize im Allgemeinen ein wesentlicher Bestandteil unseres psychologi-
schen Lebens (Gillihan & Farah, 2005; James, 1950).     
 In zahlreichen vorhergehenden Verhaltensstudien (Kaplan, Aziz-Zadeh, Uddin, 
& Iacoboni, 2008; Nakamura et al., 2001; Tacikowski, Cygan, & Nowicka, 2014; 
Tacikowski & Nowicka, 2010) sowie mithilfe von Meta-Analysen (Northoff et al., 
2006) wurden die zeitliche und neurophysiologische Ebene, die der nicht-attentierten 
und attentierten Verarbeitung von selbstbezogenen Reizen wie bspw. dem eigenen 
Gesicht oder dem eigenen Namen zugrunde legen, untersucht. Dies wurde auch durch 
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eine Reihe von neueren Studien belegt, die weniger vertraute selbstbezogene Reize 
(wie bspw. die eigenen Schuhe, der eigene Regenschirm oder das eigene Mobiltelefon) 
als Reizmaterial verwendeten (Esslen, Metzler, Pascual-Marqui, & Jäncke, 2008; 
Herbert, Herbert, Ethofer, & Pauli, 2011; Miyakoshi, Nomura, & Ohira, 2007; Roye, 
Schröger, Jacobsen, & Gruber, 2010; Sui, Zhu, & Han, 2006). Auf neurophysiologi-
scher Ebene konnten die Ergebnisse mehrerer vorhergegangener Studien mithilfe von 
EKPs (vgl. 2.2) eindeutig belegen, dass die Modulation evozierter EKPs bereits im 
Zeitfenster der N2/P2-Komponenten (vgl. 2.4) zu einer bevorzugten Verarbeitung 
selbstbezogener bzw. sehr vertrauter Reize (z.B. des eigenen Namens oder Gesichts) 
führt (Caharel et al., 2002). Ebenfalls wurde bereits vereinzelt von zeitlich frühen Un-
terschieden evozierter EKP-Komponenten berichtet, z.B. im Zeitfenster der P1-
Komponente, sowohl während der visuellen und akustischen Reizdarbietung selbst- 
im Gegensatz zu fremdbezogenen Pronomen (Blume & Herbert, 2014; Herbert, 
Blume, & Northoff, 2015; Herbert et al., 2011; Sui et al., 2006) als auch während der 
Darbietung für die Versuchsperson (VP) bekannter und unbekannter Gegenstände 
(Miyakoshi et al., 2007).         
 Selbstbezogene Reize erhalten daher einen privilegierten Zugang zu unserem 
Bewusstsein bzw. zu unserer Aufmerksamkeit und werden im Vergleich zu fremdbe-
zogenen (bzw. uns gänzlich unbekannten) Reizen bevorzugt und mit hoher Effizienz 
verarbeitet. Daher deuten die Befunde der zuvor benannten Studien darauf hin, auch 
solche, die weniger bekannte und weniger auffällige selbstbezogene Reize verwenden, 
dass unser Hirn schnell und mühelos zwischen selbst- und fremdbezogenen Reizen 
diskriminiert, selbst wenn wir dazu nicht explizit angewiesen werden. Daraus lässt 
sich schließen, dass die bevorzugte Verarbeitung selbstbezogener Reize ebenso wäh-
rend der reinen Reizdarbietung stattfindet, auch wenn keine explizite Reizidentifika-
tion in Bezug auf den Selbst- oder Fremdbezug erforderlich ist.   
 Trotz der zahlreichen oben zusammengefassten Beweise ist weiterhin unklar, 
ob die bevorzugte Verarbeitung selbstbezogener Reize auch für sensorische (bspw. 
akustische) Informationen gilt, die durch eigene oder fremde Bewegungen bzw. Hand-
lungen erzeugt wurden und wenn ja, welche neuronalen Generatorquellen dieser Art 
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der Selbstwahrnehmung während einer ungerichteten Aufmerksamkeitszuwendung 
zugrunde liegen. 
1.2.1 Grundlegende neuronale Quellen der Verarbeitung 
selbst- und fremdbezogener Reize 
Auf neurophysiologischer Ebene konnte eine große Anzahl von fMRT- und metaana-
lytischer Studien zeigen, dass die Verarbeitung von  selbstbezogenen im Vergleich zu 
fremdbezogenen Reizen (wie bspw. das eigene Gesicht oder der eigene Name) zu sta-
tistisch signifikanten Unterschieden in medialen Hirnstrukturen wie dem dorsomedia-
len präfrontalen Cortex11 (DMPFC; BAs 9/10), dem orbitomedialen präfrontalen Cor-
tex12 (OMPFC; BAs 10/11/12), dem Praecuneus (BA 7), dem posterioren cingulären 
Cortex13 (PCC; BA 23/32) und dem dorsalen ACC14 (BAs 24/32) (Northoff et al., 
2006; Northoff & Bermpohl, 2004; Qin et al., 2012) führt. Angesichts der medialen 
Lage der vorgenannten Hirnregionen wird angenommen, dass die Verarbeitung selbst-
bezogener Reize besonders hoch mit Aktivierungen in kortikalen Mittellinienstruktu-
ren (im Englischen: cortical midline structures, CMS) korreliert (Northoff et al., 2006; 
Northoff & Bermpohl, 2004), siehe Abbildung 1. Darüber hinaus konnten die Befunde 
zahlreicher fMRT-Studien zeigen, dass vor allem kortikale Strukturen, die vorrangig 
zum anterioren CMS gehören (wie bspw. der ACC), während der Verarbeitung von 
selbstbezogenen Reizen aktiviert sind (Qin et al., 2012).     
 Daher zeigen die beschriebenen Befunde eindrücklich, dass die Verarbeitung 
spezieller selbst- im Gegensatz zu fremdbezogener Reize (z.B. das eigene Gesicht oder 
die eigene Stimme) durch spezifische und funktionell unterschiedliche Repräsentatio-
nen im menschlichen Hirn fest verankert sind. Eine eindeutige und einheitliche Loka-
lisation selbstgezogener Prozesse basierend auf selbstbezogenen Bewegungsinformatio-
                                                          
11 im Englischen: dorsomedial prefrontal cortex
 
12 im Englischen: orbitomedial prefrontal cortex 
 
13 im Englischen: posterior cingulate cortex  
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nen kann hiernach noch nicht getroffen werden und bedarf daher der weiteren Unter-
suchung.           
 Nicht nur ein möglicher Selbst- oder Fremdbezug eines wahrgenommenen 
akustischen Reizes entscheidet wie dieser im Hirn verarbeitet wird, sondern auch ob 
dieser bewegungsbezogene Informationen enthält oder nicht. Daher soll auf die Wahr-
nehmung rein bewegungsbezogener Reize im nächsten Abschnitt näher eingegangen 
werden. 
1.3 Wahrnehmung rein bewegungsbezogener Reize sowie 
deren zugrunde liegenden neuronalen Korrelate 
Mittels Einzelzellableitungen im Makakenhirn konnte eine spezielle Art von Neuronen 
identifiziert werden, die nicht nur aktiv sind, wenn der Primat eine bestimmte Bewe-
gung oder Handlung ausführte (z.B. Greifen), sondern auch, wenn das Tier die ent-
sprechende Bewegung oder Handlung lediglich passiv beobachtete (Fogassi et al., 
2005; Gallese, Fadiga, Fogassi, & Rizzolatti, 1996; Rizzolatti, Fadiga, Gallese, & 
Fogassi, 1996). Daher wurde diese „spezielle“ Art von Neuronen auch als sogenannte 
Spiegelneuronen (im Englischen: mirror neurons, MN) bekannt, welche demnach eine 
sehr hohe Sensitivität für biologische, aber nicht mechanische (nicht-biologische) Be-
wegungen bzw. Handlungen zeigen. Im Makakenhirn finden sich diese Spiegelneuro-
nen vorrangig im Lobus frontalis (Bereich F5 im Frontallappen) sowie im Lobus pa-
rietalis inferior15 (Cattaneo & Rizzolatti, 2009; Giacomo Rizzolatti & Craighero, 
2004). Dementsprechend können diese beiden Hirnregionen zusammen als fronto-
parietales Netzwerk angesehen werden, das in der Literatur auch als sogenanntes 
Spiegelneuronensystem (im Englischen: mirror neuron system, MNS) bekannt gewor-
den ist. Basierend auf seiner funktionellen Spezifität kann dieses Netzwerk daher als 
neuronale Grundlage des Bewegungs- bzw. Handlungsverständnisses im Primatenhirn 
betrachtet werden.           
                                                          
15 im Englischen: inferior parietal lobule (IPL) 
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 Es stellt sich jedoch die Frage, ob dieses Netzwerk auch im menschlichen Hirn 
zu finden ist, da Einzelzellableitungen im gesunden menschlichen Hirn, im Gegensatz 
zu Einzellzellableitungen im Primatenhirn, bis heute praktisch nicht umsetzbar sind 
(Caspers, Zilles, Laird, & Eickhoff, 2010). Darauf aufbauend stellten Aglioti und 
Pazzaglia im Jahr 2010 die Hypothese auf, dass dieses Netzwerk während einer fun-
damentalen Phase der Informationsverarbeitung aktiviert ist und zudem nicht aus-
schließlich im Primatenhirn zu finden ist. Daher scheint es wenig überraschend, dass 
die Befunde zahlreicher aussagekräftiger fMRT-Studien zeigen konnten, dass analog 
zu den gewonnenen neurophysiologischen Befunden der Primatenforschung Spiegel-
neurone offenkundig ebenfalls im menschlichen Hirn zu finden sind (Cattaneo & 
Rizzolatti, 2009; Macuga & Frey, 2011). Auf Grundlage dieser Forschungsergebnisse 
wird postuliert, dass das menschliche MNS aus dem ventralen Teil des prä-
motorischen Cortex16 (PMC; BA 6), dem Lobus parietalis inferior (BAs 39/40) sowie 
dem Sulcus temporalis superior17 (STS; BA 22) besteht (Cattaneo & Rizzolatti, 2009), 
siehe Abbildung 1. Darüber hinaus regen Caspers et al. (2010) basierend auf den Er-
gebnissen einer koordinatenbasierten Meta-Analyse an, welche die Ergebnisse von 
insgesamt 87 bildgebender Studien (83 fMRT- sowie 4 PET-Studien) mit insgesamt 
1289 VPn zusammenfasste, dass die zuvor genannten Strukturen des „traditionellen“ 
MNS um folgende Hirnregionen erweitert werden sollten: dem supplementär-
motorischen Areal18 (SMA; BA 6), dem posterioren Teil des Gyrus temporalis me-
dius19 (BA 39), dem Lobus temporalis inferior20 (BA 37), dem Lobus parietalis supe-
rior21 (BAs 5/7) sowie dem Gyrus frontalis inferior22 (BAs 44/45), siehe Abbildung 1. 
Diese spezielle Art der Meta-Analyse zielt im besonderen Maße darauf ab, Hirnregio-
nen zu identifizieren, welche während einer bestimmten Klasse von Paradigmen sowie 
zusätzlich über mehrere verschiedene Studien kohärent aktiviert werden (Eickhoff et 
                                                          
16 im Englischen: ventral premotor cortex (vPMC) 
17 im Englischen: superior temporal sulcus (STS) 
18 im Englischen: supplementary motor area (SMA) 
19 im Englischen: medial temporal gyrus (MTG) 
20 im Englischen: inferior temporal lobe 
21 im Englischen: superior parietal lobe (SPL) 
22 im Englischen: inferior frontal gyrus (IFG) 
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al., 2009; Laird et al., 2009; Laird et al., 2005).     
 Wie bereits vorher beschrieben, konzentrierte sich die Erforschung der grund-
legenden neuronalen Korrelate des menschlichen MNS hauptsächlich auf neurophysio-
logischen Untersuchungen zur Bewegungs- und Handlungsbeobachtung in der visuel-
len Modalität. Interessanterweise zeigte eine Reihe neurophysiologischer Studie mit-
tels Einzelzellableitungen im Makakenhirn, dass Aktivierungsmuster der aufge-
zeichneten Aktivität einzelner Neuronen nicht nur bei der Darbietung rein visueller 
Reize, die komplexe Bewegungen oder Handlungen zeigten, feuerten, sondern ebenfalls 
als das Tier die entsprechende komplexe Bewegung bzw. Handlung nur hörte (Kohler 
et al., 2002). Folglich sind die hier berichteten Ergebnisse aus früheren Untersuchun-
gen mit Makaken in der visuellen Modalität konsistent und können dementsprechend 
auf die auditive Modalität übertragen werden. Darüber hinaus wird aufgrund der be-
richteten Ergebnisse angenommen, dass diese multimodalen Neuronen als auditiv-
visuelle Spiegelneuronen angesehen werden können, die zur Bewegungs- und Hand-
lungswahrnehmung beitragen, unabhängig davon, ob diese Bewegung bzw. Handlung 
auf visuellen oder akustischen Informationen beruht (D’Ausilio, 2007). Anders aus-
gedrückt bedeutet dies, dass Spiegelneurone auf neurophysiologischer Ebene demnach 
als maßgebliches Bindeglied zwischen perzeptuellen und handlungsbezogenen Informa-
tionen angesehen werden können. Folglich glauben einige Forscher, dass diese speziel-
le Art von multimodalen Spiegelneuronen für die Abbildung komplexer Bewegungs- 
bzw. Handlungsgeräusche auf ihre entsprechende kortikale Repräsentation verant-
wortlich sind, auch wenn diesem Prozess keine simultane Bewegungs- bzw. Hand-
lungsausführung vorangegangen ist. Um diese Annahme zu bestätigen sind allerdings 
weitere neurophysiologische Befunde, vor allem in Bezug auf ihre grundlegenden Ver-
arbeitungsprozesse im menschlichen Hirn, notwendig.  
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„Ich glaube also in der Tat, das Elektroenzephalogramm des Menschen ge-
funden und hier zum ersten Mal veröffentlicht zu haben. Das EEG stellt eine 
fortlaufende Kurve mit ständigen Schwankungen dar, an der man, wie schon 
immer wieder hervorgehoben, die großen Wellen erster Ordnung mit einer 
Durchschnittsdauer von 90 ms und die kleineren Wellen zweiter Ordnung von 
durchschnittlich 35 ms unterscheiden kann. Die größeren Ausschläge haben 
einen Wert von im Höchstmaß 0,00015-0,0002 Volt.“ 
 
Hans Berger (1929), deutscher Physiologe, Psychiater sowie Entdecker des humanen EEG 
 
 
Die grundlegenden neuronalen Korrelate der Aufmerksamkeit können nicht nur mi-
thilfe der fMRT-Methodik näher untersucht werden, sondern auch durch den Einsatz 
des Elektroenzephalogramms (EEG). Durch die Anordnung zahlreicher Elektroden 
auf der Oberfläche der Kopfhaut (Skalp) bietet das EEG die Möglichkeit, die hirne-
lektrische Aktivität des menschlichen Hirns nicht-invasiv mit einer hohen zeitlichen 
Auflösung, zumeist im Zeitfenster von einer Millisekunde, grundlegend zu untersuchen 
(Luck, 2005).   
 Nachfolgend wird mit den Methode des Elektroenzephalogramms (EEG) und 
der daraus extrahierten ereigniskorrelierten Potentiale (EKPs) ein neurophysiologi-
scher Untersuchungsansatz näher vorgestellt, der Aussagen zur funktionellen Neuroa-
natomie der Verarbeitung einfacher und komplexer akustischer Reize mit hoher zeitli-
cher Auslösung gestattet. 
2.1 Ursprung des EEG 
Der menschliche Kopf besteht grob gesagt aus drei unterschiedlichen Schichten: (1) 
dem Skalp, (2) dem Schädel(knochen) und (3) dem Hirn. Aufgrund der Dämpfung 
des Skalps und dem darunterliegenden Schädelknochen ist die hirnelektrische Aktivi-
tät eines einzelnen Neurons zu gering, um von den Elektroden als EEG aufgezeichnet 
werden zu können. Daher können nur große Populationen von aktiven und gleichzei-
tig synchron feuernden Neuronen, auch als sogenannter Neuronenverband (im Engli-
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schen: cluster) bekannt, ein genügend großes Potential erzeugen, welches als Summe 
der hirnelektrischen Aktivität des Gehirns aufgezeichnet werden kann. Diese elektri-
schen Spannungsdifferenzen auf dem Skalp entstehen vor allem durch die Aktivität 
der Zellen im zerebralen Cortex (Großhirnrinde), wobei weitergeleitete subkortikale 
Potentiale nur einen sehr geringen Anteil zum Gesamtsignal beitragen (Luck, 2005).
 Physikalisch kann diese gleichzeitig synchron feuernde Neuronenpopulation als 
elektrischer Dipol angesehen werden, dessen resultierendes elektrisches Feld sich 
räumlich auf dem Skalp ausbreitet und dort mittels EEG abgeleitet werden kann. 
Daher erfasst jede EEG-Elektrode die hirnelektrische Aktivität von vielen verschiede-
nen neuronalen Generatoren, welche senkrecht zur nahen Hirnoberfläche liegen 
(Michel & Murray, 2012). Da die auf dem Skalp resultierenden elektrischen Span-
nungsdifferenzen zwischen 50 und 150 Mikrovolt (µV) nur sehr schwach ausgeprägt 
sind, muss das kontinuierlich aufgezeichnete EEG-Signal während der Ableitung ver-
stärkt werden. Die Anzahl der digitalisierten und aufgezeichneten Datenpunkte pro 
Sekunde wird in der SI-Einheit Hertz (Hz) angegeben und ist ebenfalls als sogenannte 
Abtastrate (im Englischen: sampling rate/frequency) bekannt (Luck, 2005).   
2.2 Ereigniskorrelierte Potentiale (EKPs)  
Die aufgezeichnete Gehirnaktivität ist im rohen EEG-Signal sowohl in Form von Spi-
kes,  Rhythmen als auch als scheinbar zufällige Ereignisse sichtbar (Luck, 2005). Im 
Allgemeinen besteht das rohe EEG-Signal aus zwei wesentlichen Bestandteilen, einer-
seits den evozierten EKPs als zeitlich exakt fixierte Ereignisse (bspw. in Bezug auf 
einen dargebotenen Reiz) und anderseits dem zufälligen Hintergrund-EEG (Spontan-
EEG und Rauschen) (Kappenman & Luck, 2011). Die kontinuierlichen Frequenz- und 
Amplitudenveränderungen des Spontan-EEGs sind vorrangig vom Aktivitätsniveau 
der VP abhängig. Im Gegensatz dazu können EKPs als eigenständige und ereigniskor-
relierte Erscheinungen hirnelektrischer Aktivität angesehen werden, welche unter 
identischen Experimentalbedingungen jederzeit zuverlässig reproduzierbar sein sollten. 
Hierbei ist wichtig zu beachten, dass die Amplituden der gemittelten EKPs im Ver-
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gleich zu den Amplituden des rohen EEG-Signals (zwischen 50 und 150 µV) im Regel-
fall nur im Bereich von wenigen Mikrovolt (zwischen 1 und 15 µV) liegen (Fabiani, 
Gratton, & Coles, 2000).         
 Die Mittelung zahlreicher kleiner EEG-Segmente (auch als sogenannte Epochen 
bekannt) führt zur Extraktion der evozierten EKPs, die zeitlich an dargebotene Reize 
oder spezifische Ereignisse (z.B. Tastendruck der VP als Reaktion auf einen dargebo-
tenen Reiz) kausal gekoppelt sind. Durch die Mittelung (im Englischen: averaging) 
dieser reizgebunden Epochen wird die zufällige Hintergrundaktivität des EEG, also 
die reizunabhängigen Bestandteile, eliminiert und somit das Signal-Rausch-Verhältnis 
(im Englischen: signal-to-noise ratio) wesentlich verbessert (Luck, 2005). Das Resul-
tat ist ein repräsentatives Mittelwertsignal bzw. eine Wellenform, die im Regelfall aus 
einer Reihe von abwärts- und aufwärtsgerichteten Spitzen bzw. Gipfeln (im Engli-
schen: peaks) besteht. Diese lokalen Minima und Maxima des EKPs werden auch als 
Komponenten bezeichnet, welche üblicherweise aufgrund ihrer räumlichen Verteilun-
gen auf dem Skalp (auch als EKP-Topographie bekannt), ihrer Polarität (negativ 
oder positiv), ihrer Amplitude (Einheit: µV) und ihrer Latenz (Einheit: ms) näher 
charakterisiert werden (Luck, 2005). Zusätzlich wird angenommen, dass extrahierte 
EKP-Komponenten einem bestimmten Generatorprozess im Gehirn zugrunde liegen 
bzw. einen charakteristischen Indikator für die räumlich unterschiedliche Verteilung 
auf dem Skalp darstellen (Näätänen & Picton, 1987). Daher kann mittels dieser ex-
trahierten Komponenten vor allem die zeitliche Differenzierung neuronaler Aktivität 
in Echtzeit aufgezeigt werden. Ebenfalls können auf diese Weise sowohl die Interakti-
on als auch die Reihenfolge der beteiligten Haupt- bzw. Subprozesse näher untersucht 
werden. Dies beruht auf zwei wichtigen Grundannahmen: Einerseits findet die Infor-
mationsverarbeitung im menschlichen Gehirn seriell statt, weshalb jede EKP-
Komponente einen individuellen Schritt während der Informationsverarbeitung reflek-
tiert, andererseits kann jede EKP-Komponente einem bestimmten Verarbeitungs-
schritt zugeordnet werden. Da jedoch viele Verarbeitungsschritte im menschlichen 
Gehirn parallel stattfinden, kann es öfter zu einer Überlappung einzelner EKP-
Komponenten kommen (Luck, 2005). Die Latenz einer EKP-Komponente wird als 
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Zeitspanne, beginnend mit Reizbeginn (t = 0 ms) bis zum Extrempunkt des lokalen 
Minimums bzw. Maximums der gemittelten EKP-Wellenform, definiert. Neben dieser 
Kenngröße wird ebenfalls die Polarität zur Klassifizierung einer spezifischen Einzel-
komponente herangezogen23.         
 Laut Donchin, Ritter und McCallum (1978) können evozierte EKPs in exogene 
und endogene Komponenten unterteilt werden. EKP-Komponenten mit einer Latenz 
bis 100 ms werden per Definition den exogenen Komponenten und EKPs mit einer 
Latenz ab 100 ms den endogenen Komponenten zugeordnet. Laut Birbaumer und 
Schmidt (2010) sowie Luck (2005) ist die Auslösung der endogenen Komponenten 
einerseits abhängig von den physikalischen Reizeigenschaften (wie bspw. Lautheit, 
Amplitude, Frequenz etc.), anderseits aber unabhängig von der psychologischen Ver-
fassung (Aufmerksamkeit, Bedeutung des Reizes, Interpretation etc.) der VP. Aller-
dings ist die Bedeutung der exogenen EKP-Komponenten für die Informationsverar-
beitung noch nicht hinreichend und eindeutig geklärt. Endogene Komponenten wer-
den hauptsächlich durch kognitive Ereignisse ausgelöst und  sind somit von der Inter-
aktion der VP mit dem dargebotenen Reizen abhängig (z.B. Aufmerksamkeitszuwen-
dung und Aufgabenrelevanz). Des Weiteren zeigen endogene Komponenten eine eher 
unspezifische topographische Verteilung auf dem Skalp und unterscheiden sich in den 
verschiedenen sensorischen Modalitäten (z.B. Hör- oder Sehsinn) kaum voneinander. 
Anderseits sind endogene Komponenten, im Gegensatz zu exogenen, stark vom ver-
wendeten Experimentalparadigma abhängig und treten daher nur unter bestimmten 
Versuchsbedingungen auf. Sie sind ebenfalls als nicht-obligatorische EKP-Kompo-
nenten bekannt (Näätänen, 1990). Allerdings ist die Differenzierung der EKP-
Komponenten nur ein vereinfachtes Hilfsmittel, da in Wirklichkeit der Übergang zwi-
schen einzelnen Komponenten fließend ist und fast jede sensorische EKP-Komponente 
                                                          
23 Die Namensgebung der extrahierten EKP-Komponenten orientiert sich an der Polarität sowie der 
Latenz oder deren Ordnungszahl. Dementsprechend wird die Polarität durch die Buchstaben N (= 
negativ) oder P (= positiv) abgekürzt (z.B. N100 bzw. N1 oder P300 bzw. P3). Auch können Kompo-
nenten aufgrund funktionaler Abhängigkeiten in Teilkomponenten unterteilt werden, in diesem Fall 
wird zusätzlich ein lateinischer Buchstabe hinzugefügt (z.B. N2a, N2b oder N2c). 
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ebenfalls frühzeitig durch kognitive Faktoren beeinflusst werden kann, während spä-
tere EKP-Komponenten auch in Abhängigkeit physikalischer Reizeigenschaften va-
riieren können (Kraus & Nicol, 2009).       
 Ein konkretes Beispiel zur zuverlässigen Auslösung der bekanntesten EKP-
Komponenten ist das akustische „Zwei-Ton-Oddball-Paradigma” bzw. „Zwei-Stimulus-
Diskriminationsparadigma”, welches im nächsten Abschnitt näher vorgestellt wird. 
2.3 Das akustische Oddball-Paradigma  
Das akustische „Zwei-Ton-Oddball-Paradigma” bzw. „Zwei-Stimulus-Diskriminations-
paradigma” ist in der Fachliteratur auch als „klassisches” akustisches Oddball-
Paradigma bekannt, mit dessen Hilfe die grundlegenden Mechanismen der Devianz- 
und Zielreizdetektion (im Englischen: deviance and target detection) näher untersucht 
werden können (Opitz, Mecklinger, von Cramon, & Kruggel, 1999; Williams et al., 
2005). Während des akustischen „Zwei-Ton-Oddball-Paradigmas” werden zwei unglei-
che Reize (z.B. Sinustöne) zumeist binaural mittels Kopfhörer, als sehr selten darge-
botene Ziel- bzw. ‚Deviant‘-Reize (Deviants) und sehr oft wiederholt dargebotene 
Nicht-Ziel- bzw. ‚Standard‘-Reize (Standards) dargeboten. In aller Regel werden ‚De-
viant‘-Reize mit einer Auftretenswahrscheinlichkeit zwischen p = 0.05 und p = 0.20 
sowie die wesentlich häufiger dargebotenen ‚Standard‘-Reize mit einer Auftretens-
wahrscheinlichkeit (im Englischen: ecological frequency) zwischen p = 0.80 und p = 
0.95 dargeboten. Zusätzlich findet die Reizdarbietung beider Reiztypen randomisiert, 
also rein zufällig statt, wobei jedoch zumeist mindestens zwei bis drei ‚Standard‘-
Reize hintereinander dargeboten werden. Diese spezielle Darbietung von sowohl ‚De-
viant‘- als auch ‚Standard‘-Reizen kann daher als Abfolge sich wiederholender und 
strukturierter Reize näher beschrieben werden.      
 Ein modifiziertes Experimentalparadigma mit drei ungleichen akustischen Rei-
zen („Drei-Ton-Oddball-Paradigma” bzw. „Drei-Stimulus-Diskriminationsparadigma”) 
mit einem ‚Distraktor‘-, einem ‚Deviant‘- bzw. Ziel- sowie einem ‚Standard‘-Reiz ist 
ebenfalls möglich (Debener, Kranczioch, Herrmann, & Engel, 2002; Debener, Makeig, 
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Delorme, & Engel, 2005). Durch die Verwendung des „Drei-Ton-Oddball-Paradigmas” 
können demnach nicht nur die zugrunde liegenden Mechanismen der Devianz- und 
Zielreizdetektion näher untersucht werden, sondern ebenfalls die grundlegenden Me-
chanismen der sogenannten Neuheitsdetektion (im Englischen: novelty detection) in 
Reaktion auf gänzlich neue ‚Distraktor‘-Reize (Debener, Kranczioch, Herrmann, & 
Engel, 2002; Debener, Makeig, Delorme, & Engel, 2005)24.    
 Aufgrund seiner Einfachheit und Robustheit ist das akustische Oddball-
Paradigma, vor allem das „klassische” Zwei-Töne-Oddball-Paradigma, ein ideales Ex-
perimentalparadigma mit dessen Hilfe die grundlegenden Mechanismen und Prozesse 
der ungerichteten und gerichteten Aufmerksamkeitszuwendung sowohl auf zeitlicher 
als auch neurophysiologischer Ebene näher untersucht werden können (siehe bspw. 
Barry et al., 2016; Kennan et al., 2002; Kim, 2014; Lee, Yu, Wu, & Chen, 2011; 
Müller et al., 2003; Novak, Ritter, Vaughan, & Wiznitzer, 1990). Hierbei sind zwei 
unterschiedliche Szenarien möglich: Erstens kann die Reizdarbietung während einer 
Oddball-Bedingung ohne gerichtete Aufmerksamkeitszuwendung (auch als passive 
Oddball-Bedingung bekannt) der VP untersucht werden. Während dieser passiven 
Untersuchungsbedingung ist eine Zuwendung der Aufmerksamkeit und somit eine 
willentliche Unterscheidung zwischen sehr seltenen dargebotenen ‚Deviant‘-Reizen 
und wesentlich öfter dargebotenen ‚Standard‘-Reizen durch explizite Instruktion der 
VP nicht erforderlich. Die dargebotenen ‚Deviant‘-Reize können wie auch die ‚Stan-
dard‘-Reize also während der passiven Oddball-Bedingung als nicht-aufgabenrelevante 
Zielreize betrachtet werden. Zweitens ist eine Oddball-Bedingung mit einer expliziten 
Instruktion während einer willentlichen Reizpräsentation (auch als aktive Oddball-
Bedingung bekannt), mit gerichteter Aufmerksamkeitszuwendung der VP auf die dar-
gebotenen Reize, ebenfalls möglich. Während dieser Art der Reizpräsentation wird die 
VP in der Regel instruiert, zwischen beiden Arten dargebotener Reize aktiv zu unter-
scheiden und ausschließlich auf die selten dargebotenen ‚Deviant‘-Reize, beispielsweise 
per Tastendruck, zu reagieren. Oft wiederholt dargebotene ‚Standard‘-Reize sollen 
                                                          
24  Da das „Drei-Ton-Oddball-Paradigma” für die vorliegende Arbeit nicht weiter relevant ist, wird 
dieses im Folgenden nicht näher diskutiert. 
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dabei von der VP nicht weiter beachtet werden. Konkret bedeutet dies: Während der 
aktiven Oddball-Bedingung sind also nur die sehr selten und zufällig dargebotenen 
‚Deviant‘-Reize bzw. Zielreize aufgabenrelevant. Im Gegensatz dazu können die sehr 
häufig dargebotenen ‚Standard‘-Reize als nicht-aufgabenrelevante Reize angesehen 
werden.           
 Zusätzlich weichen ‚Deviant‘- und ‚Standard‘-Reize in mindestens einer physi-
kalischen Reizeigenschaft voneinander ab, was sich beispielsweise in einem perzeptuel-
len, also wahrgenommenen Unterschied in der Frequenz, Tonhöhe oder Lautheit 
zeigt. Für Experiment 1 der vorliegenden Arbeit ist vor allem die Detektion von Ver-
änderungen zwischen dargebotenen ‚Deviant‘-und ‚Standard‘-Reizen im Frequenzbe-
reich von großer Bedeutung. Diese speziellen ‚Deviant‘-Reize sind auch als sogenannte 
Frequenzdeviants (im Englischen: frequency deviants) bekannt (Liebenthal et al., 
2003). 
2.4 Grundlegende EKPs der Devianz- und 
Zielreizdetektion 
Folgende EKPs werden üblicherweise während des „klassischen“ Oddball-Paradigmas 
ausgelöst: die N1 (Alcaini, Giard, Thévenet, & Pernier, 1994; Risto Näätänen & 
Picton, 1987), die Mismatch Negativität (im Englischen: mismatch negativity, MMN) 
oder als auditive N2a bekannt (Grimm & Escera, 2012), die N2b (Picton, 2011) und 
die P3 (eine weitere Einteilung findet in die Teilkomponenten P3a und P3b statt, 
siehe Polich, 2007; Polich & Kok, 1995; Squires, Squires, & Hillyard, 1975). Die N1 
und N2a/MMN werden sowohl während einer ungerichteten als auch einer gerichteten 
Aufmerksamkeitszuwendung ausgelöst, ungeachtet dessen, ob die akustische Reize 
während eines passiven oder aktiven Oddball-Paradigmas dargeboten werden (für die 
N1 siehe z.B. Luck, 2005; für die MMN siehe z.B. Näätänen, Paavilainen, Rinne, & 
Alho, 2007). Im Gegensatz dazu werden die N2b und die folgende P3b, typischerweise 
nur bei einer gerichteten Aufmerksamkeitszuwendung während einer aktiven, also 
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attentierten, Oddball-Bedingung hervorgerufen (Novak et al., 1990; Patel & Azzam, 
2005). Folglich werden diese beiden Komponenten in der akustischen Modalität mit 
einer gerichteten Aufmerksamkeitszuwendung assoziiert (Fritz et al., 2007). Jedoch 
konnten Bennington & Polich (1999) mithilfe einer interessanten EKP-Studie zeigen, 
dass die P3b ebenfalls während einer passiven bzw. nicht-attentierten Oddball-Be-
dingung, also während einer ungerichteten Aufmerksamkeitszuwendung der VP, als 
Reaktion auf die sehr selten dargebotenen ‚Deviant‘-Reize, ausgelöst werden kann. 
2.4.1 Zu den EKP-Komponenten 
In den folgenden Abschnitten wird nun ausführlicher auf die jeweiligen EKP-
Komponenten, welche üblicherweise während sowohl einer passiven als auch einer 
aktiven Oddball-Bedingung ausgelöst werden, eingegangen. Zusätzlich werden die 
grundlegenden Generatorquellen dieser Komponenten näher vorgestellt. 
2.4.1.1 Die auditive N1 
Die auditive N1 ist eine frühe negative EKP-Komponente, wobei sich ihre Peak nor-
malerweise zwischen 80-120 ms nach Reizbeginn zeigt (Luck, 2005). Topographisch ist 
diese EKP-Komponente überwiegend an fronto-zentralen Skalp-Elektroden zu finden 
(Näätänen & Picton, 1987). Während des akustischen Oddball-Paradigmas wird die 
N1 Komponente zumeist als obligatorische Reaktion auf sowohl ‚Deviant‘- als auch 
‚Standard‘-Reize (mit höheren Amplituden für ‚Deviant‘-Reize) ausgelöst, welche 
auch als Korrelat einer automatischen Orientierungsreaktion (im Englischen: orienta-
tional response), gedeutet wird (vgl. 1.1.1 und Sokolov, 1975).   
 Frühere EKP-Studien konnten zeigen, dass die N1 als exogene Komponente 
angesehen werden kann, welche durch physikalische Eigenschaften der dargebotenen 
Reize (wie bspw. Frequenz oder Amplitude) moduliert wird, nicht aber durch höhere 
kognitive Prozesse der Reizverarbeitung (Coles & Rugg, 1995). Darüber hinaus unter-
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liegt die N1 ebenfalls dem Einfluss von Aufmerksamkeits- (Herrmann & Knight, 
2001) und Arbeitsgedächtnisprozessen (Hillyard, Hink, Schwent, & Picton, 1973; 
Luck & Hillyard, 1994). Ebenso ist diese frühe EKP-Komponente sehr stark vom 
verwendeten Interstimulusintervall (ISI) abhängig. Werden während der akustischen 
Reizdarbietung sehr kurze ISI (May & Tiitinen, 2010; Rosburg, Boutros, & Ford, 
2008) oder sehr lange ISI (Levänen, Hari, McEvoy, & Sams, 1993) gewählt, ist zu 
beobachten, dass die Amplitude der N1 sogar abgeschwächt bzw. komplett gedämpft 
werden kann. Ferner konnten EKP-Studien zeigen, dass die N1-Amplitude bei regel-
mäßiger bzw. konstanter Wiederholung gleicher Reize habituiert (Alcaini et al., 1994; 
Fitzgerald & Picton, 1981; Nelson & Lassman, 1968; Pereira et al., 2014), sich aber 
auch gleichzeitig die Amplitude der N1, bei gerichteter Aufmerksamkeit bzw. aktiver 
Aufmerksamkeitszuwendung auf die dargebotenen Reize, auch bekannt als sogenann-
ter N1-Effekt, steigern kann (Joos, Gilles, Van de Heyning, De Ridder, & Vanneste, 
2014; Luck, 2005; Näätänen & Picton, 1987). Dieser Befund belegt demnach eindeu-
tig, dass die Amplitude der N1-Komponente infolge von allgemeinen Aufmerksam-
keitsprozessen variieren kann.        
 Zusätzlich konnte bereits mehrfach eine unterschiedliche Modulation der N1-
Amplitude in Reaktion auf sowohl ‚Deviant‘- als auch ‚Standard‘-Reize beobachtet 
werden, wobei die Amplituden in Reaktion auf ‚Deviant‘-Reize stärker ausgeprägt 
sind als in Reaktion auf ‚Standard‘-Reize (Herrmann & Knight, 2001). Dieser Befund 
kann möglicherweise durch die Beobachtung erklärt werden, dass Neuronen‚ die ledig-
lich auf ‚Standard‘-Reize reagieren, aufgrund der wiederholten Reizdarbietung über 
die Zeit eine verminderte elektrischen Aktivität aufweisen. Im Gegensatz dazu weisen 
Neuronen, die auf sehr selten dargebotene ‚Deviant‘-Reize reagieren, eine wesentlich 
höhere elektrische Aktivität auf. Dieses Phänomen kann laut der vorhandener Litera-
tur sehr gut mit der sogenannten Refraktärität (im Englischen: refractoriness) be-
stimmter Neuronen und somit mit deren selektiven Sensitivität im unterschiedlichen 
Frequenzbereichen erklärt werden (Campbell, Winkler, & Kujala, 2007; McEvoy, 
Hari, Imada, & Sams, 1993; Näätänen et al., 1988). Ob diese Beobachtungen aller-
dings tatsächlich die unterschiedliche Modulation der N1-Komponente erklären kön-
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nen, ist noch nicht hinreichend geklärt und bedarf daher weiterer neurophysiologi-
schen Untersuchungen.         
 Befunde mehrerer neurowissenschaftlicher Studien deuten vermehrt darauf hin, 
dass die wichtigsten neuronalen Generatoren der auditiven N1 in beiden bilateralen 
Gyri temporalis transversi25 bzw. im umliegenden Planum temporalis (PT) zu finden 
sind (Godey, Schwartz, de Graaf, Chauvel, & Liégeois-Chauvel, 2001; Zouridakis, 
Simos, & Papanicolaou, 1998), siehe Abbildung 2. Diese Areale bilden zusammen den 
primären und sekundären auditiven Cortex (A1 und A2, BAs 41/42/22), welche im 
Allgemeinen auch als Hörzentrum bzw. Hörrinde bekannt sind (Read, Winer, & 
Schreiner, 2002). Vor allem in A1 werden alle ankommenden akustischen Informatio-
nen unbewusst (weiter)verarbeitet. Zudem zeigen A1 und A2 eine tonotopische Orga-
nisation (im Englischen: tonotopic organization), was bedeutet, dass Neuronen in die-
sen beiden Bereichen nach ihrer Spezifizität in Reaktion auf einen bestimmten Fre-
quenzbereich, in sogenannten tonotopischen Karten (im Englischen: tonotopic maps), 
konzentrisch organisiert sind (Humphries, Liebenthal, & Binder, 2010). Anders aus-
gedrückt bedeutet dies, dass sowohl A1 also auch A2 eine besonders präzise und 
räumlich klar definierte Organisation mehrerer Karten grundlegender und repräsenta-
tiver Frequenzregionen aufweisen.        
 Zusätzlich legen weitere neurophysiologische Befunde die Vermutung nahe, 
dass die N1 nicht nur in den zuvor genannten Arealen generiert wird, sondern ebenso 
in frontalen, medialen und motorischen Arealen, wie bspw. im dorsalen Teil des ACC 
(BAs 24/32/33), im inferioren parietalen Cortex26 (IPC; BAs 39/40) und im ventrola-
teralen präfrontalen Cortex27 (VLPFC; BAs 44/45/47) (Alcaini et al., 1994; Giard et 
al., 1994; Grau, Fuentemilla, & Marco-Pallarés, 2007; Levänen et al., 1993; Näätänen 
& Picton, 1987) sowie im Thalamus (Joos et al., 2014), siehe Abbildung 2. Laut der 
bekannten Literatur können vor allem der IPC und der VLPFC dem bereits vorges-
tellten VAN zugeordnet werden (vgl.  1.1.3). Auf die Auslösung der auditiven N1 
                                                          
25 im Deutschen ebenfalls als Heschl‘sche Querwindung bekannt
 
26 im Englischen: inferior parietal cortex (IPC)
 
27 im Englischen: ventrolateral prefrontal cortex (VLPFC) 
Kapitel 2: Das Elektroenzephalogramm (EEG) 31 
 
folgt zumeist die auditive N2-Komponente, welche im nächsten Abschnitt näher vor-
gestellt wird. 
2.4.1.2 Die auditive N2 und ihre Teilkomponenten  
Die auditive N2 ist, wie die auch die N1, eine negative EKP-Komponente und wird 
zwischen 200-350 ms nach Reizbeginn ausgelöst (Luck, 2005). Da sie bei der Bewer-
tung des dargebotenen Reizes durch die VPn ausgelöst wird, wird sie als endogene 
Komponente interpretiert (Joos et al., 2014; Sur & Sinha, 2009). Typischerweise wird 
die akustische N2-Komponente durch Sinustöne hervorgerufen (Luck, 2005). Jedoch 
wurde eine Auslösung der N2 als Reaktion auf komplexe Töne (wie bspw. Sprachlau-
te) bereits vereinzelt nachgewiesen (Dehaene-Lambertz, 1997; Graux et al., 2013; 
Graux, Gomot, Roux, Bonnet-Brilhault, & Bruneau, 2015). Die Skalp-Topographie 
dieser EKP-Komponente kann primär an fronto-zentralen sowie zentralen Elektroden 
beobachtet werden (Referenz: verknüpfte Mastoide oder Nase) (May & Tiitinen, 
2010; Näätänen & Kreegipuu, 2011; Näätänen, 1990).     
 Nach derzeitigem Erkenntnisstand kann die N2, in Abhängigkeit der Latenz 
und Topographie, in drei verschiedene Teilkomponenten unterteilt werden: (1) die 
auditorische N2a oder auch MMN, (2) die N2b und (3) die N2c28 (Patel & Azzam, 
2005). Alle drei der zuvor genannten Teilkomponenten können nur durch die Berech-
nung einer sogenannten Differenzwelle (im Englischen: difference wave) näher unter-
sucht werden (Luck, 2005). Hierbei werden die extrahierten EKPs in Reaktion auf die 
häufig dargebotenen ‚Standard‘-Reize von den extrahierten EKPs in Reaktion auf die 
sehr selten dargebotenen ‚Deviant‘-Reize subtrahiert (EKPDeviant minus EKPStandard) 
(May & Tiitinen, 2010; Näätänen & Kreegipuu, 2011; Näätänen, 1990). Anders aus-
gedrückt bedeutet dies: Die resultierende Differenzwelle ist eng mit der Detektion von 
devianten bzw. salienten Veränderungen der aktuellen Reizsituation (‚Deviant‘- im 
                                                          
28 Da die N2c für die vorliegende Arbeit nicht weiter relevant ist, wird diese im Folgenden nicht näher 
diskutiert. 
Kapitel 2: Das Elektroenzephalogramm (EEG) 32 
 
Vergleich zu ‚Standard‘-Reizen) verknüpft (vgl. 1.1.2 sowie 1.1.3).   
 Die auditive N2a bzw. MMN wurde erstmals im Jahr 1978 von Näätänen, 
Gaillard und Mäntysalo während einer passiven Oddball-Bedingung ausgelöst und ist 
eine negative Komponente der extrahierten Differenzwelle, welche eine Skalp-
Topographie an überwiegend fronto-zentralen Elektroden mit einer meist charakteris-
tischen Verlagerung über der rechten Hemisphäre zeigt (Luck, 2005). Da die MMN 
typischerweise zwischen 100 und 250 ms nach Reizbeginn ausgelöst wird (Garrido et 
al., 2009), kann es, wie bereits erwähnt, zu einer zeitlichen Überlappung und daher 
zur Konfundierung mit der bereits vorgestellten N1-Komponente kommen (Campbell 
et al., 2007). Eine Konfundierung ist besonderes dann zu beobachten, wenn der Un-
terschied zwischen ‚Deviant‘- und ‚Standard‘-Reizen besonders stark im Frequenzbe-
reich variiert (Tiitinen, May, Reinikainen, & Näätänen, 1994). Auf dieser Grundlage 
diskutieren einige Forscher, ob die N1 und die MMN als zwei voneinander getrennte 
neuronale Prozesse betrachtet werden können (Jääskeläinen et al., 2004; May & 
Tiitinen, 2010; Näätänen, Jacobsen, & Winkler, 2005). Neuere neurophysiologische 
Daten legen nämlich die Vermutung nahe, dass beide Komponenten bis zu einem ge-
wissen Grad, aber nicht vollständig, auf identischen neuronalen Mechanismen beru-
hen (Friston & Kiebel, 2009; Garrido et al., 2009). Es sind allerdings mehr neurophy-
siologische Beweise nötig, um diese Annahme untermauern zu können.  
 Zumeist wurde die Auslösung der MMN unter Verwendung einer passiven 
Oddball-Bedingung näher untersucht, da sie hierbei sehr zuverlässig und unabhängig 
einer möglichen gerichteten Aufmerksamkeitszuwendung der VP ausgelöst wird 
(Sams, Paavilainen, Alho, & Näätänen, 1985). Demzufolge gilt die MMN als automa-
tische und aufmerksamkeitsunabhängige EKP-Komponente (Näätänen, 1990), deren 
Auslösung als passiver Diskriminations- bzw. Reizkategorisierungsprozess (Garrido et 
al., 2009; Sams et al., 1985), sowie als auditorischer Veränderungsdetektor (im Engli-
schen: acoustic change detector) (Kraus & Nicol, 2009) infolge einer automatischen 
Aufmerksamkeitsorientierung, angesehen werden kann (Escera et al., 1998; Escera, 
Yago, Corral, Corbera, & Nuñez, 2003; Giard, Perrin, Pernier, & Bouchet, 1990; 
Grimm & Escera, 2012). Daher kann die MMN als neurophysiologisches Korrelat der 
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bereits vorgestellten Devianzdetektion in Folge der Detektion von Veränderung in 
unserem akustischen Umfeld angesehen werden (Schröger, 1997). Ferner wird sie 
ebenfalls als Index sensorischen Lernens und perzeptueller, also wahrgenommener Ak-
kuratheit interpretiert (Kraus & Nicol, 2009).      
 Auf neurophysiologischer Ebene konnten die grundlegenden neuronalen Gene-
ratoren der MMN in mehreren Hirnregionen lokalisiert werden, bspw. in A1/A2 (BAs 
41/42), im dorsalen Teil des ACC (BAs 24/32/33), im Lobus insularis (BA 13) (Alho, 
1995; Joos et al., 2014) sowie im Nucleus putamen (Joos et al., 2014), siehe Abbil-
dung 2. Auch ein neuronaler Generator wird öfters im frontalen Cortex beschrieben, 
genauer gesagt im vorwiegend rechten dorsolateralen präfrontalen Cortex29 (DLPFC; 
BAs 9/46) (Alho, 1995; Doeller et al., 2003; Garrido et al., 2009; Giard et al., 1990; 
Näätänen et al., 2007; Opitz, Rinne, Mecklinger, von Cramon, & Schröger, 2002), 
siehe Abbildung 2. Die Generatorquellen der MMN finden sich also vorrangig in Tei-
len des VAN bzw. SN. Einerseits variiert die genaue Position der neuronalen Genera-
torquelle innerhalb von A1/A2 abhängig des abweichenden Reizmerkmals (z.B. Fre-
quenz) sowie der Komplexität des dargebotenen Reizes (Alho, 1995). Anderseits 
konnten Frodl-Bauch, Kathmann, Möller, und Hegerl (1997) mittels einer Dipolquel-
lenanalyse zeigen, dass die neuronalen Generatorquellen bei Abweichungen in der 
Tondauer weiter posterior sowie superior liegen als die neuronalen Generatorquellen 
bei Frequenzabweichungen. Darüber hinaus wird vor allem die kortikale Aktivierung 
im rechten DLPFC wird als Orientierungsreaktion auf die wesentlich seltener darge-
botenen ‚Deviant‘-Reize interpretiert (Giard, Perrin, & Pernier, 1991), welche beson-
ders infolge einer erfolgreichen Devianzdetektion ausgelöst wird (Garrido et al., 2009; 
Näätänen et al., 2007). Wie bereits vorher beschrieben, ist eine Untersuchung wäh-
rend eines aktiven Oddball-Paradigmas bei einer gerichteten Aufmerksamkeitszuwen-
dung der VPn, als Reaktion auf die selten dargebotenen ‚Deviant‘-Reize, ebenfalls 
möglich. Hierbei ist allerdings zu beachten, dass die extrahierte MMN oft durch die 
N2b-Komponente, die nachfolgend näher diskutiert wird, konfundiert ist (Näätänen, 
1992).            
                                                          
29 im Englischen: dorsolateral prefrontal cortex (DLPFC)
 
Kapitel 2: Das Elektroenzephalogramm (EEG) 34 
 
 Üblicherweise hat die N2b eine etwas spätere Latenz als die MMN und wird 
durch aufgabenrelevante, physikalische Reizeigenschaften der wesentlich seltener dar-
gebotenen ‚Deviant‘-Reize ausgelöst (Sur & Sinha, 2009). Diese Teilkomponente 
weist, im Gegensatz zur MMN, eine Skalp-Topografie an zentralen Elektroden auf 
(Opitz et al., 1999). Die Skalp-Topographie der N2b ist also im Gegensatz zur 
N2a/MMN weiter posterior verortet (Sams et al., 1985) und tritt ferner nur bei ge-
richteter und somit willentlicher Aufmerksamkeitszuwendung auf, also wenn sich die 
VP auf die selten dargebotenen akustischen ‚Deviant‘-Reize konzentriert (Fritz et al., 
2007). Aufgrund dieses Befundes wird die N2b-Komponente folglich als aktiver Disk-
riminationsprozess interpretiert (Ritter et al., 1984), auf den immer die Auslösung der 
später vorgestellten P3-Komponente folgt (Luck, 2005). Ebenso kann die N2b als ak-
tiver Detektionsprozess betrachtet werden, welcher im späteren Verlauf der Informa-
tionsverarbeitung die Grundvoraussetzung für eine willentliche und bewusste Detekti-
on, Klassifizierung sowie Kategorisierung der wesentlich seltener dargebotenen ‚De-
viant‘-Reize darstellt (Näätänen, 1990; Ritter, Simson, Vaughan, & Friedman, 1979).
 Im Gegensatz zur MMN befinden sich die neuronalen Generatoren der N2b 
nicht nur im ACC (BAs 24/32/33), sondern ebenfalls im anterioren sowie superioren 
Teil des temporalen Cortex (BAs 21/22/41/42) (Folstein & van Petten, 2008; Patel 
& Azzam, 2005; Picton, 2011), siehe Abbildung 2. Auf die Auslösung der auditori-
schen N2a/MMN bzw. N2b folgt fast immer die P3-Komponente, welche im nächsten 
Abschnitt näher vorgestellt wird. 
2.4.1.3 Die auditive P3 und ihre Teilkomponenten 
Die auditive P3, welche als rein endogene EKP-Komponente angesehen werden kann, 
wird nur in Reaktion auf unerwartete (oder gänzlich neue) ‚Deviant‘-Reize ausgelöst. 
Erstmals wurde diese EKP-Komponente im Jahr 1965 von Sutton, Braren, Zubin und 
John berichtet. Zehn Jahre später konnten Squires, Squires, und Hillyard (1975) die 
P3-Komponete erstmals während eines „klassischen” akustischen Oddball-Paradigmas 
evozieren und näher untersuchen. Heute gehören sowohl die P3 als ihre Teilkompo-
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nenten zu den am meisten und besten untersuchten ERP-Komponenten.  
  Nach derzeitigen Erkenntnisstand kann die P3, in Abhängigkeit der Latenz 
und Skalp-Topographie, in drei verschiedene Teilkomponenten unterteilt werden: (1) 
die P3a, (2) die P3b und (3) die positive slow wave30 (Luck, 2005).  Die P3a hat eine 
Latenz zwischen 250 und 350 ms und zeichnet sich durch eine frontale Skalp-
Topographie aus (Herrmann & Knight, 2001). Diese Komponente wird vorrangig von 
selten dargebotenen gänzlich neuen bzw. nicht-aufgaben-relevanten Reizen (gemeinhin 
ebenfalls als sogenannte Distraktoren bekannt) während eines „3-Ton-Oddball-
Paradigmas“ bzw. „Drei-Stimulus-Diskriminationsparadigmas“ ausgelöst (vgl. 2.3 und 
Herrmann & Knight, 2001). Dieser Verarbeitungsprozess ist, im Gegensatz zur Auslö-
sung der P3b, auch ohne selektive Aufmerksamkeitszuwendung der VPn möglich. 
Laut Squires et al. (1975) kann die P3a daher, ähnlich wie die N1-Komponente, als 
Korrelat einer automatischen Orientierungsreaktion bzw. im Sinne einer sogenannten 
Neuheitsdetektion (im Englischen: novelty detection) in Reaktion auf die gänzlich neue 
‚Distraktor‘-Reize angesehen werden.31       
 Im Gegensatz zur P3a sind die Amplituden der P3b (nachfolgend vereinfacht als 
P3 bezeichnet) am stärksten im Zeitfenster zwischen 300 und 450 ms nach Reizbeginn 
zu beobachten und zeigen eine maximale Ausprägung an zentro-parietalen und parie-
talen Elektroden (Herrmann & Knight, 2001; Polich & Kok, 1995). Ihre Latenz ist 
also etwa 50 ms später als die der zuvor vorgestellten P3a (Herrmann & Knight, 
2001). Im Allgemeinen hängt die Auslösung der P3 vor allem davon ab, ob sich die 
‚Deviant‘-Reize wesentlich von den ‚Standard‘-Reizen unterscheiden und in infolge-
dessen eine gerichtete Aufmerksamkeitszuwendung, als Reaktion der VPn auf die we-
sentlich seltener dargebotenen ‚Deviant‘-Reize, stattfindet (Picton, 1992). Demnach 
kann die P3 als neurophysiologisches Korrelat der willentlichen Detektion aufgabenre-
levanter Zielreize angesehen werden, welches durch eine kontrollierte, aufmerksam-
                                                          
30  Da die positive slow wave für die vorliegende Arbeit nicht weiter relevant ist, wird diese im Folgen-
den nicht näher diskutiert (für eine Einführung siehe bspw. Luck, 2005; Picton, 1992; Squires et al., 
1975). 
31 Da die P3a für die vorliegende Arbeit nicht weiter relevant ist, wird diese im Folgenden nicht näher 
diskutiert. 
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keitsabhängige Reizverarbeitung charakterisiert ist (Schneider & Shiffrin, 1977). Frü-
here EKP-Studien konnten ebenfalls zeigen, dass die Modulation der P3 sowohl von 
psychologischen als auch kognitiven Faktoren abhängig ist, wobei Salienz, subjektive 
Auftretenswahrscheinlichkeit sowie Aufgabenrelevanz als wichtigste Faktoren zu nen-
nen sind (Johnson, 1986). Daher kann die P3 als Index subjektiv wahrgenommener 
Reizeigenschaften angesehen werden, deren Amplitude nicht nur umgekehrt propor-
tional zur Auftretenswahrscheinlichkeit der ‚Deviant‘-Reize moduliert wird (Squires et 
al., 1975), sondern ebenfalls basierend auf deren Informationsgehalt (Luck, 2005). 
Dies bedeutet vereinfacht ausgedrückt: Je unerwarteter, unwahrscheinlicher, informa-
tiver oder aufgabenrelevanter ein dargebotener ‚Deviant‘-Reiz ist, desto größer die 
Amplitude der evozierten P3 (Donchin et al., 1978; Donchin & Coles, 1988). Diese 
bedeutende Annahme konnte bereits in der jüngsten Vergangenheit anhand einiger 
interessanter EKP-Studien bestätigt werden (Bennington & Polich, 1999; Linden, 
2005; John Polich, 2007). Ferner wird angenommen, dass die P3 nicht nur infolge 
einer gerichteten bzw. bewussten Reizevaluierung und -kategorisierung (Kok, 2001), 
sondern auch durch eine sogenannte Kontextaktualisierung32 (im Englischen: context 
updating) (Donchin et al., 1978; Donchin & Coles, 1988; Polich, 2007) moduliert wer-
den kann. Im Gegensatz dazu konnten Bennington und Polich (1999) mittels einer 
interessanten EKP-Studie zeigen, dass die P3 auch während einer passiven Oddball-
Bedingung, als Reaktion der VP auf die dargebotenen ‚Deviant‘-Reize ausgelöst wer-
den kann. Auf Basis dieses Befundes kann die P3 daher ebenfalls als neurophysiologi-
sches Korrelat der ungerichteten Aufmerksamkeitszuwendung angesehen werden. Al-
lerdings sind weitere empirische Untersuchungen nötig, um diesen interessanten Be-
fund während einer ungerichteten Aufmerksamkeitszuwendung zu bestätigen.  
  Auf neurophysiologischer Ebene konnte der Einsatz intrakranieller Elektroden 
in menschlichen Gehirn zeigen, dass der Gyrus (para)hippocampalis bzw. der Hippo-
campus eine wichtige neuronale Generatorquelle der P3 sein könnte (Halgren et al., 
1980; McCarthy, Wood, Williamson, & Spencer, 1989). Im Gegensatz dazu deuten die 
gewonnenen Befunde bisheriger EKP- und fMRT-Studien vermehrt darauf hin, dass 
                                                          
32 Während der Reizverarbeitung erfolgt die Aktualisierung mittels eines internen mentalen Modells. 
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die neuronalen Generatorquellen der P3 während einer gerichteten Aufmerksamkeits-
zuwendung teilweise im TPJ (BAs 39/40) sowie in benachbarten parietalen und tem-
poralen Gebieten sowie im Thalamus zu finden sind (Joos et al., 2014; Polich, 2007), 
siehe Abbildung 2. Daher scheinen sich die neuronalen Generatoren der P3 teilweise 
mit denen des VAN zu überlagern, einschließlich des TPJ (BAs 39/40), des DLPFC 
(BAs 9/46), des ACC (BAs 24/32/33) sowie in großen Teilen der parietalen und tem-
poralen Cortices (Mulert et al., 2004a; Mulert et al., 2004b; Volpe et al., 2007), siehe 
Abbildung 2. Im Unterschied dazu sind die Funktion(en) und die zugrunde liegen-
de(n) neuronalen Quelle(n) der P3 während einer passiven Oddball-Bedingung bzw. 
einer ungerichteten Aufmerksamkeitszuwendung bis heute noch nicht hinreichend 
geklärt (Polich, 2007) und bedarf bzw. bedürfen daher weiterer neurophysiologischer 
Untersuchungen.  
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 „(...) um eine Funktion zu verstehen, ist es in der Regel eine gute Idee, ihre Struktur zu studieren." 
[übersetzt aus dem Englischen] 
Francis Crick & Christof Koch (2005), amerikanische Neurophysiologen 
 
Für die kognitive Neurowissenschaft ist nicht nur die Untersuchung der evozierten 
EKPs und die der extrahierten Differenzpotentiale von großer Bedeutung, sondern 
ebenso die Lokalisierung ihrer zugrunde liegenden neuronalen Generatorquellen. Hier-
zu stehen einerseits moderne bildgebende Verfahren wie die fMRT zur Verfügung, 
welche eine sehr hohe räumliche Auflösung, welche im Bereich von wenigen Millime-
tern liegt. Anderseits haben allerdings traditionelle und über viele Jahre sehr gut er-
probte EEG-Ableitungen mit ihrer hohen zeitlichen Auflösung im Bereich von weni-
gen Millisekunden in Kombination mit verschiedenen modernen Quellenlokalisations-
analysen (Dipolquellenanalyse oder elektrotomographische Verfahren wie LORETA 
oder sLORETA) ihre Daseinsberechtigung trotz ihrer geringeren räumlichen Auflö-
sung im Vergleich zur fMRT nicht verloren. Im Gegenteil, diese Untersuchungsme-
thoden konnten in den letzten Jahren sogar ihrer Position festigen und wurden durch 
aktuelle Forschungsarbeiten (Kombination von Methoden, wie bspw. kombinierte 
fMRT-EEG-Studien mit einer anschließenden Quellenlokalisationsanalyse) wieder 
vermehrt in den Fokus zur Beantwortung aktueller Forschungsfragen gestellt. Von 
unschätzbarem Vorteil ist vor allem die Tatsache, dass EEG-Ableitungen die zeitli-
chen Abläufe im menschlichen Hirn hoch präzise erfassen können, was schlussendlich 
zu einem verbesserten Verständnis der zeitlichen Zusammenhänge der zugrunde lie-
genden Hirnaktivität(en) führt (Mulert et al., 2004a).      
 Technisch bedingt lassen allerdings evozierte EKPs (wie bspw. die N1 oder P3) 
und extrahierte Differenzpotentiale (wie z.B. die MMN) sowie deren dazugehörigen 
Skalp-Topographien keinen unmittelbaren Rückschluss auf deren zugrunde liegende 
neuronalen Generatorquellen im Cortex zu. Anders ausgedrückt: Zu einem beliebigen 
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Zeitpunkt kann eine EKP-Komponente und die dazugehörige Skalp-Topographie 
durch eine unendlich große Anzahl von möglichen zugrunde liegenden Generatorquel-
len erklärt werden.          
 Dieses Problem kann durch den Einsatz von zwei unterschiedlichen Herange-
hensweisen gelöst werden: Die resultierende Stromdichteverteilung auf dem Skalp 
kann mathematisch eindeutig berechnet und gelöst werden, vor allem dann, wenn die 
zugrunde liegenden neuronalen Generatorquellen im Vorhinein bekannt sind. Diese 
Vorgehensweise ist in der Mathematik gemeinhin auch als sogenanntes Vorwärtsprob-
lem (im Englischen: forward problem) bekannt (Baillet, 2013)33. Im umgekehrten und 
plausibelsten Fall trifft dies jedoch nicht zu, da die Stromstärkenverteilung auf dem 
Skalp nur auf einer zweidimensionalen Oberfläche registriert wird, was zur Folge hat, 
dass die Stromstärkenverteilung auf dem Skalp von beliebig vielen unterschiedlichen 
Konfigurationen neuronaler Generatorquellen, welche sich in ihrer Anzahl, Stärke und 
Orientierung unterscheiden, erzeugt werden kann (Michel et al., 2009). Dieses Phä-
nomen ist in der Mathematik als sogenanntes Inverses Problem (im Englischen: in-
verse problem) bekannt (Baillet, 2013). Daher ist die Lösung des Inversen Problems 
aufgrund der unendlich großen Anzahl möglicher Konfigurationen der grundlegenden 
neuronalen Generatorquellen mathematisch nicht eindeutig lösbar. Nichtsdestotrotz 
wurden in den letzten 20 Jahren große Bemühungen unternommen, um neuere und 
elegantere Wege zu finden, das Inverse Problem dennoch lösen zu können. Diese mitt-
lerweile etablierten Forschungsansätze, allen voran die Dipolquellenanalyse und elekt-
rotomographische Verfahren, sollen in den folgenden Abschnitten näher vorgestellt 
und in Bezug auf maßgebliche Vor- und Nachteile evaluiert werden.  
 
3.1 Quellenlokalisation mittels Dipolquellenanalyse 
Das Inverse Problem wurde in der Vergangenheit häufig versucht dadurch zu lösen, 
dass a priori, also im Vorfeld, eine konkrete Festlegung über die exakte Anzahl der 
                                                          
33 Da dieses Szenario in der Realität meistens nicht zutrifft, wird in der vorliegenden Arbeit vorrangig 
auf das Inverse Problem und dazugehörige mögliche Lösungsansätze eingegangen. 
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grundlegenden neuronalen Generatorquellen erfolgen musste, welche folglich die An-
zahl aller möglichen Lösungen verringert. Diese Vorgehensweise ist auch als soge-
nannte Dipolquellenanalyse (im Englischen: dipole source analysis) bekannt (Gallinat 
& Hegerl, 1994). Ganz konkret werden bei diesem Verfahren simulierte, also künstlich 
erzeugte EEG-Daten mit der im Vorfeld festgelegten Konfiguration neuronaler Gene-
ratorquellen modelliert, welche in einem folgenden Schritt mit den tatsächlich abgelei-
teten EEG-Daten verglichen wird. Zusätzlich werden die Hauptparameter der Konfi-
guration der im Vorfeld festgelegten neuronalen Generatorquellen (Anzahl, Stärke 
und Orientierung) solange variiert, bis die Differenz zwischen simulierten und tat-
sächlich abgeleiteten EEG-Daten möglichst gering ist (Scherg & Berg, 1991).  
 Diese Art der Quellenlokalisation ist vor allem für die Untersuchung von Stu-
dienfragen von besonderer Bedeutung, die eine sehr geringe Anzahl von gleichzeitig 
aktiven neuronalen Generatorquellen annehmen. Im Gegensatz dazu ist diese spezielle 
Art der EKP-Quellenlokalisationsanalyse weniger geeignet, wenn davon auszugehen 
ist, dass möglicherweise eine unbekannte Anzahl neuronaler Generatorquellen gleich-
zeitig aktiv ist (bspw. während der Untersuchung höherer kognitiver Prozesse wie die 
Verarbeitung selbst- im Gegensatz zu fremdbezogenen Informationen). Für diese spe-
zielle Art von Forschungsfragen eignet sich ganz besonders die Anwendung elektro-
tomographischer Forschungsansätze, genauer gesagt die low-resolution brain electro-
magnetic tomography (LORETA) sowie deren konsequente Weiterentwicklung die 
standardized low-resolution brain electromagnetic tomography (sLORETA). Auf diese 
zwei verwandten und aufeinander aufbauenden Lösungsansätze, welche eine zuverläs-
sige und verbreitete Möglichkeit bieten das Inverse Problem zu lösen, wird in den 
nächsten Abschnitten näher eingegangen. 
3.2 Quellenlokalisation mittels LORETA  
Laut Pascual-Marqui, Michel und Lehmann (1994) sowie Pascual-Marqui (1999) ge-
lingt es mit Hilfe des LORETA-Softwarepakets erfolgreich, die vorhandenen neurona-
len Generatoren korrekt zu lokalisieren. Außerdem hat LORETA gegenüber der klas-
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sischen Dipolquellenanalyse den entscheidenden Vorteil, dass a priori keine Aussage 
über die exakte Anzahl der grundlegenden neuronalen Generatorquellen getätigt wer-
den muss (Scherg & Berg, 1991). Vereinfacht ausgedrückt bedeutet dies, dass die auf-
gezeichneten EEG-Signale auf dem Skalp durch die Aktivität von mehreren Quellen 
charakterisiert werden können, welche sowohl im Cortex als auch an den einzelnen 
Elektrodenpositionen unterschiedlich stark ausprägt sind (Michel & Murray, 2012). 
Allerdings besteht der größte Nachteil dieses Forschungsansatzes darin, dass nur ein 
unscharfes Abbild in geringer Auflösung der zugrunde liegenden neuronalen Generato-
ren dargestellt werden kann. Diese Beeinträchtigung kann jedoch bei bestimmten 
Studien, z.B. Pilotstudien, vernachlässigt werden.      
 Der implementierte mathematische Algorithmus des LORETA-Softwarepakets 
hat jedoch noch einen weiteren Nachteil: Bei einer Studie mit simulierten EEG-Daten 
war die LORETA-Software noch nicht im Stande die räumliche Verteilung von zwei 
voneinander getrennten hypothetischen neuronalen Generatorquellen in einem Ab-
stand von 15 mm als zwei voneinander unabhängige Generatorquellen korrekt zu lo-
kalisieren. Erst eine Vergrößerung des Abstandes zwischen beiden Generatorquellen 
auf über 30 mm führte zur einer erfolgreichen Trennung und korrekten Darstellung 
beider Generatorquellen (Pascual-Marqui et al., 1994).     
 Dieser augenscheinliche Nachteil konnte jedoch in einer interessanten Studie 
von Mulert et al. (2004a) entkräftet werden. In dieser Studie wurden die mittels 
fMRT gemessenen Hirnaktivierungen während einer „klassischen“ aktiven Oddball-
Bedingung mit Sinustönen mit denen verglichen, welche mittels EEG abgleitet und 
einer anschließenden LORETA-Quellenlokalisationsanalyse berechnet wurden. Die 
gewonnenen Ergebnisse dieser aussagekräftigen Studie haben gezeigt, dass LORETA 
in der Lage ist, die kortikalen Quellen, die der akustischen Zielreizdetektion zugrunde 
liegen, mit einem geringen und tolerierbaren Lokalisierungsfehler, aufgrund der gerin-
gen Auflösung der berechneten LORETA-Bilder, berechnen und abschätzen kann. 
Laut Pascual-Marqui (1999) und Mulert et al. (2004a) liegt die Genauigkeit der Loka-
lisierung mittels der LORETA-Software bei 14 mm. Bei dieser innovativen Studie 
konnten also die sehr hohe räumliche Auflösung von fMRT-Messungen mit der hohen 
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zeitlichen Auflösung von EEG-Ableitungen miteinander kombiniert werden. 
 In der vorliegenden Arbeit wird jedoch nicht das LORETA-Softwarepaket zur 
Quellenlokalisation eingesetzt, sondern die sogenannte standardized low-resolution 
brain electromagnetic tomography (Psychiatrische Universitätsklinik Zürich, Zürich, 
Schweiz sowie Pascual-Marqui, 2002), abgekürzt auch als sogenannte sLORETA be-
kannt. Auf diese Weiterentwicklung des LORETA-Softwarepakets wird in den näch-
sten Abschnitten näher eingegangen. 
3.3 Quellenlokalisation mittels sLORETA 
Das sLORETA-Softwarepaket ist eine konsequente Weitereinwicklung des LORETA-
Softwarepakets und stellt einen linearen und diskret verteilten Lösungsansatz des in-
versen Problems dar. Zur Modellierung und Darstellung der neuronalen Generator-
quellen, die den Veränderungen der aufgezeichneten hirnelektrischen EEG-Aktivität 
auf dem Skalp zugrunde liegen, verwendet das sLORETA-Softwarepakets einen be-
reits mehrfach erfolgreich erprobten Quellenlokalisationsalgorithmus (Michel, Koenig, 
Brandeis, Gianotti, & Wackermann, 2009). Dieser Algorithmus zeigt selbst bei der 
Anwesenheit und Ableitung von biologischem Rauschen, bspw. bedingt durch Bewe-
gungsartefakte o.ä., keine Lokalisationsfehler (Pascual-Marqui, 2007). Daher kann das 
sLORETA-Softwarepaket als wesentliche Verbesserung gegenüber des zuvor beschrie-
benen LORETA-Softwarepakets angesehenen werden (Pascual-Marqui et al., 1994). 
Dies wurde bereits mehrfach, wie ebenfalls für das vorhergehende LORETA-
Softwarepaket, durch verschiedene Studien und insbesondere mithilfe kombinierter 
EEG-fMRT-Studien, bestätigt (Mobascher et al., 2009; Olbrich et al., 2009). Auf die-
ser Basis kann die EKP-Technik in Kombination mit einer anschließenden sLORE-
TA-Quellenlokalisationsanalyse als eine kostengünstige, nützliche und leistungsfähige 
Methode angesehen werden, um die grundlegende Physiologie des menschlichen Ge-
hirns zu untersuchen, vor allem wenn eine fMRT-Untersuchung nicht durchgeführt 
werden kann. Es muss jedoch angemerkt werden, dass der größte Nachteil bei der 
Durchführung einer sLORETA-Quellenlokalisationsanalyse darin besteht, dass die 
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räumliche Auflösung mit zunehmender Tiefe abnimmt. Trotz dieser Einschränkung 
konnte die elektrokortikale Aktivität in tieferen Hirnregionen, wie bspw. im ACC 
oder auch im Lobus temporalis medius mittels sLORETA präzise lokalisiert werden 
(Pizzagalli et al., 2001; Zumsteg, Friedman, Wieser, & Wennberg, 2017), was bedeu-
tet, dass der implementierte Quellenlokalisationsalgorithmus der sLORETA-Software 
in der Lage ist die hirnelektrische Aktivität in tieferen Hirnregionen korrekt zu lokali-
sieren, schlussendlich aber nur ein eher unscharfes Bild dieser Aktivität berechnen 
und aufzeigen kann. 
3.3.1 sLORETA - Neurophysiologische Grundannahme  
Der implementierte mathematische Algorithmus des sLORETA-Softwarepakets be-
rechnet die aufgezeichnete Stromdichteverteilung (Einheit: A/cm2) auf dem Skalp. 
Diese hirnelektrische EEG-Aktivität wird durch hirnelektrische Aktivität hervorgeru-
fen, die vor allem in Neuronenverbänden (im Englischen: Clustern), bestehend aus 
Pyramidenzellen des Cortex cerebri, erzeugt wird. Der sLORETA-Algorithmus ver-
wendet diese hoch synchronisierte hirnelektrische Aktivität, um die dreidimensionale 
Verteilung der zugrunde liegenden neuronalen Generatoren abzuschätzen und zu be-
rechnen (Michel, Koenig, Brandeis, Gianotti, & Wackermann, 2009).   
 In der aktuellen Version der sLORETA-Software werden Berechnungen in ei-
nem realistischen 3D-Kopfmodell (Fuchs, Kastner, Wagner, Hawes, & Ebersole, 2002) 
unter Verwendung des probabilistischen digitalisierten MNI152-Template des Mont-
real Neurological Institute (MNI, McConnell Brain Imaging Center, McGill Universi-
ty, Kanada, für eine technische Einführung siehe Mazziotta et al., 2001), wie von 
Lancaster et al. (2000) vorgeschlagen, durchgeführt. Die insgesamt 152 anatomischen 
Hirnscans des MNI152-Templates wurden mit einer räumlichen Auflösung von 5 mm 
angefertigt und setzen sich aus insgesamt 6239 Voxeln (dreidimensionale Volumen-
elemente) mit einer räumlichen Auflösung von jeweils 5x5x5 mm zusammen. Somit 
stellen die erhaltenen sLORETA-Bilder die hirnelektrische Aktivität in jedem Voxel 
innerhalb des MNI-152-Templates als exakte Größe der geschätzten standardisierten 
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Stromdichtewerte dar. Die standardisierten Koordinaten des 10-5-Elektrodensystems 
des MNI-152-Templates basieren auf den Arbeiten von Jurcak, Okamoto, Singh und 
Dan (2005), Jurcak, Tsuzuki und Dan (2007) sowie Oostenveld und Praamstra 
(2001). In einem weiteren Schritt wurden die berechneten MNI-Koordinaten des MNI-
152-Template in korrigierte Talairach-Koordinaten umgewandelt und im Talairach-
Deamon (http://www.talairach.org/daemon.html), welcher auf dem digitalisierten 
Talairach-Atlas (Talairach & Tournoux, 1988) basiert, überführt (Lancaster et al., 
2000). Die anatomischen Labels und ihre korrespondierenden Brodmann Areale wer-
den auf Grundlage korrigierter Talairach-Koordinaten im MNI-Raum lokalisiert 
(Brett, Johnsrude, & Owen, 2002).        
 Basierend auf dem Talairach-Atlas von Talairach und Tournoux (1988) wur-
den Voxel, die eindeutig der grauen Substanz (Hirnrinde) zu geordnet werden konn-
ten und somit Teil des finalen Templates sein sollten, beibehalten. Konkret formuliert 
bedeutet dies, dass ein Voxel dem dreidimensionalen sLORETA-Lösungsraum34 zuge-
schrieben wurde, wenn dieses jede der folgenden drei Kriterien erfüllte: (1) es besteht 
eine höhere Wahrscheinlichkeit zur grauen als zur weißen Substanz (Hirnrinde bzw. 
Hirnmark) zu gehören, (2) weiterhin besteht eine höhere Wahrscheinlichkeit der Zu-
gehörigkeit zur grauen Substanz als zum Liquor (Hirnwasser) sowie (3) die Wahr-
scheinlichkeit der Zugehörigkeit zur grauen Substanz ist im Allgemeinen größer als 
33%. Da es anatomisch nicht möglich ist, dass neuronale Generatorquellen sowohl in 
den Ventrikeln als auch im Schädelknochen verortet sind, können auf dieser Basis 
viele Lösungsmöglichkeiten bereits im Vorfeld ausgeschlossen werden. Allerdings um-
fasst der dreidimensionale sLORETA-Lösungsraum nur die graue Substanz des Cor-
tex cerebri (Großhirnrinde) und den Hippocampus und enthält keine tiefer liegenden 
Hirnstrukturen, wie den Thalamus oder das Cerebellum (Kleinhirn) (Pascual-Marqui, 
1999). Das grundlegende Kopfmodell zur Lösung des inversen Problems wurde mit 
dem MNI152-Template ko-registriert (Fuchs et al., 2002). Das Resultat ist ein verbes-
sertes und realistischeres Kopfmodell, welches in der vorhergehenden Version der 
                                                          
34 Der dreidimensionale Raum, in dem das Inverse Problem mithilfe des sLORETA-Algorithmus be-
rechnet und gelöst wird. 
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LORETA-Software noch nicht implementiert war.     
 Die zuvor berechneten MNI- und Talairach-Koordinaten werden verwendet, 
um die sLORETA-Transformationsmatrix für jede der beiden experimentellen Bedin-
gungen zu berechnen. Die Aktivierung eines gegebenen Voxels basiert auf der 
smoothness assumption, welche besagt, dass benachbarte Voxel eine hochkorrelierte 
hirnelektrische Aktivität, also einen sehr ähnlichen Ladungszustand, aufweisen (Silva, 
Amitai, & Connors, 1991). Diese bedeutende Grundannahme konnte durch frühere 
elektrophysiologische Studien bestätigt werden, welche eindeutig zeigen konnten, dass 
die hirnelektrische Aktivität benachbarter neuronaler Populationen sehr hoch mitei-
nander korreliert (Haalman & Vaadia, 1997; Silva et al., 1991). Daher bietet die Ana-
lyse mittels sLORETA besonders in Szenarien eine sehr valide und exakte Lösung, in 
denen die hirnelektrische Aktivität benachbarter Voxel ein sehr ähnliches Aktivitäts-
muster aufweist. Diese Annahme ist zugleich auch die Grundvoraussetzung für die 
Ableitung der hirnelektrischen Aktivität auf dem Skalp (vgl. 2.1). Zudem wird die 
Stromdichteverteilung jedes der 6239 Voxel im dreidimensionalen sLORETA-
Lösungsraum als lineare und gewichtete Summe der elektrischen Ladungszustände 
berechnet. 
3.3.2 sLORETA - Statistische Auswertung und 
graphische Darstellung 
Um alle statistisch signifikanten Unterschiede zwischen beiden experimentellen Be-
dingungen darzustellen, berechnet sLORETA die intrazerebrale Stromdichtevertei-
lung auf Grundlage der dreidimensionalen sLORETA-Bilder mittels gepaarter t-Tests 
(Voxel für Voxel). Die statistische Signifikanz der berechneten t-Tests wird mittels 
einer nicht-parametrischen Randomisierung, basierend auf der Maximalstatistik, be-
stimmt (Nichols & Holmes, 2002). Zur Korrektur der statistischen Vergleiche aller 
Voxel wird ein nicht-parametrischer Test durch Definition eines kritischen Schwel-
lenwertes (tcrit) bewertet. Ausgehend von der Nullhypothese (H0), die besagt, dass es 
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keinem Unterschied zwischen den beiden Experimentalbedingungen gibt, werden Vo-
xel, die diese kritische Schwelle überschreiten, verworfen. Die Nullhypothese (H0) 
wird zurückgewiesen, wenn mindestens ein t-Wert eines Voxels oberhalb des kriti-
schen Schwellenwertes (tcrit) p < .01 respektive p < .05 liegt, welcher durch 5000 
Randomisierungen definiert wurde. Anders ausgedrückt, wird die statistische Signifi-
kanz durch die Definition kritischer Schwellenwerte (tcrit) für multiple Vergleiche (p < 
.01 und p < .05) korrigiert, sowie für alle getesteten Voxel und Zeitfenster getrennt 
bewertet. Der aktuelle Stromdichtewert jedes Voxels wird im dreidimensionalen sLO-
RETA-Lösungsraum als lineare und gewichtete Summe der elektrischen Potentiale 
auf der Skalpoberfläche berechnet. Wie von Nichols & Holmes (2002) vorgeschlagen 
wurde statistisches, nicht-parametrisches Mapping (im Englischen: statistical non-
parametric mapping, SnPM) angewendet, um die gemittelte intrazerebrale Stromdich-
teverteilung in allen Zeitintervallen, auf Basis von 5000 voxel-per-voxel basierten 
Permutationen, zu berechnen. Als Bewertungsgrundlage dienen hierbei die resultie-
renden dreidimensionalen sLORETA-Bilder. Wie von Friston (2002) vorgeschlagen, 
werden aktivierte Voxel, sowohl im Talairach- als auch MMI-Raum mit einem t-Wert 
größer tcrit, als Region kortikaler Aktivierung definiert. Schließlich führt die statisti-
sche Analyse zu einer entsprechenden intrazerebralen Stromdichteverteilung im drei-
dimensionalen sLORETA-Lösungsraum. Die gewonnenen Hirnregionen werden sowohl 
in Bezug auf normalisierte Talairach- und MMI-Koordinaten als auch ihrer entspre-
chenden BA gekennzeichnet (Brodmann & Gary, 2006).  
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4.1 Experiment 1 
Das vorrangige Ziel von Experiment 1 besteht darin, einen Vergleich der auditori-
schen Verarbeitung während einer passiven und aktiven Oddball-Bedingung innerhalb 
der gleichen VPn (im Englischen: within-subject design) zu untersuchen. Hierbei 
interessiert vor allem die Herausarbeitung der Unterschiede auf sowohl EKP- als auch 
auf sLORETA-Ebene. Die neurowissenschaftliche Forschung zeigt ein sehr uneinheit-
liches Bild bezüglich der neuronalen Mechanismen der Verarbeitung akustischer ‚De-
viant‘-Reize, was die Vergleichbarkeit bereits durchgeführter Studien wesentlich er-
schwert. Als wichtigster Grund sind hierbei methodische Differenzen zwischen den 
einzelnen Studien zu nennen. Daraus resultiert die Frage nach geeigneten For-
schungsansätzen mit dem Ziel der detaillierten Beschreibung der funktionellen Cha-
rakteristika und neuronalen Mechanismen, welche der Verarbeitung einfacher akusti-
scher Reize (z.B. Sinustöne) zugrunde liegen.       
 Da die akustische Modalität eine sehr schnelle und dynamische Reizverarbei-
tung zeigt, ist die sehr hohe zeitliche Auflösung der EKP-Technik im Millisekunden-
bereich ideal, um evozierte EKPs und extrahierte Differenzwellen mithilfe des akusti-
schen Oddball-Paradigmas näher zu untersuchen (Bennington & Polich, 1999; 
Gurtubay et al., 2001; Gurtubay, Alegre, Labarga, Malanda, & Artieda, 2004; 
Kennan et al., 2002; Lee et al., 2011). Der Vergleich zwischen EKP-Komponenten in 
Reaktion auf sehr selten dargebotene ‚Deviant‘-Reize und sich häufig wiederholende 
‚Standard‘-Reize, während beider experimentellen Bedingungen (passive und aktive 
Oddball-Bedingung) bietet daher die Möglichkeit, die unterschiedlichen Auswirkungen 
einer sowohl ungerichteten als auch gerichteten Aufmerksamkeitszuwendung in Bezug 
auf die grundlegenden psychologischen und kognitiven Prozesse auf funktionell ver-
schiedene Stadien der neuronalen Verarbeitung, die von spezifischen Hirnregionen 
ausgehen, aufzuzeigen (Näätänen & Picton, 1987). Dementsprechend spiegelt die Aus-
lösung evozierter EKPs in der akustischen Modalität während der passiven und akti-
ven Oddball-Bedingung die Grundlage für zeitliche und räumliche Veränderungen der 
hirnelektrischen Aktivierung wider (Kotchoubey, 2006).    
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 Eine kombinierte EEG-fMRI-Studie von Opitz, Mecklinger, von Cramon und  
Kruggel (1999) ist eine der wenigen verfügbaren Studien, welche den zeitlichen Ver-
lauf und die grundlegenden neuronalen Generatorquellen der auditorischen Devianz- 
und Zielreizdetektion sowohl während einer passiven als auch aktiven Oddball-
Bedingung mit Sinustönen näher untersuchten. Die gewonnenen EEG- und fMRT-
Daten wurden in festen Zeitfenstern zwischen 120 und 160 ms (äquivalent zur MMN-
Komponente) sowie zwischen 320 und 360 ms (äquivalent zur P3-Komponente) aus-
gewertet. EKP-Ergebnisse zeigten für die passive Oddball-Bedingung, dass sehr selten 
dargebotene ‚Deviant‘- im Vergleich zu häufig dargebotenen ‚Standard‘-Reizen eine 
MMN auslösten, aber keine deutliche P3-Komponente. Auf neurophysiologischer Ebe-
ne zeigte der Vergleich von ‚Deviant‘- und ‚Standard‘-Reizen im Zeitfenster der P3 
eine erhöhte Aktivität in beiden bilateralen Gyri temporales transversi35 und Gyri 
temporales superior36 (BAs 22/41/42). Die Ergebnisse der EKP-Analyse für die aktive 
Oddball-Bedingung zeigten, dass sehr selten dargebotene ‚Deviant‘- im Vergleich zu 
häufig dargebotenen ‚Standard‘-Reizen neben der MMN auch eine P3-Komponte aus-
lösten. Die fMRI-Analyse im Zeitfenster der P3-Komponente zeigte eine erhöhte Ak-
tivität in beiden bilateralen STG (BA 22) sowie in beiden bilateralen Neostriata 
(Nuclei caudatus und putamen). Für die aktive Oddball-Bedingung wurden leider 
keine Ergebnisse einer entsprechenden fMRT-Analyse im MMN-Zeitfenster berichtet, 
wodurch die Frage offen gelassen wird, ob unterschiedliche Aktivitäten in diesem frü-
hen Zeitfenster zwischen der passiven und aktiven Oddball-Bedingung zu finden sind.
 Experiment 1 dient in der vorliegenden Arbeit dazu, das Zusammenspiel der 
neuronalen Verarbeitung einfacher akustischer Reize (im konkreten Fall Sinustöne) 
während einer passiven und einer aktiven Oddball-Bedingung schlussendlich besser 
verstehen und beschreiben zu können.  
  
 
 
                                                          
35 im Englischen: transverse temporal gyrus (TTG) 
36 im Englischen: superior temporal gyrus (STG) 
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Auf dieser Grundlage werden folgende Arbeitshypothesen formuliert: 
1. Einfache akustische Reizen (Sinustöne) werden während der passi-
ven und aktiven Oddball-Bedingung unterschiedlich verarbeitet, so-
wohl auf zeitlicher (EKPs) als auch auf neurophysiologischer Ebene 
(sLORETA). 
2. Während der passiven und aktiven Oddball-Bedingung bestehend 
aus einfachen akustischen Reizen (Sinustönen) werden folgende 
EKP-Komponenten ausgelöst: einerseits eine frühe N1 (sichtbar in 
der gemittelten EKP-Wellenform) sowie eine MMN (sichtbar in der 
extrahierten Differenzwelle) und andererseits eine spätere P3 (sich-
tbar in der gemittelten EKP-Wellenform). 
3. Die Kombination der EKP-Methode und einer anschließenden  
Quellenlokalizationsanalyse mittels sLORETA ermöglicht die Diffe-
renzierung der unterschiedlichen sowie grundlegenden neuronalen 
Generatoren, welche sowohl mit der passiven als auch aktiven Odd-
ball-Bedingung assoziiert sind, bspw. Hirnregionen zugehörig zum 
DAN, VAN sowie zum SN. 
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4.2 Experiment 2 
Laut der verfügbaren Literatur waren Hauk, Shtyrov und Pulvermüller (2006) die 
Ersten, die auf EKP-Ebene die Verarbeitung von sowohl zuvor aufgenommenen na-
türlichen und künstlichen Fingerschnipp- als auch Zungenklickgeräuschen untersuch-
ten, welche eingebettet während eines passiven Oddball-Paradigmas dargeboten wur-
den. Als Kontrollreize dienten künstlich generierte Fingerschnipp- und Zungenklickge-
räusche, die ähnliche physikalische Eigenschaften aufwiesen, aber nicht mit dem ent-
sprechenden Bewegungsmuster assoziiert werden konnten. Die gewonnenen EKP-
Ergebnisse dieser Studie zeigten, dass natürliche bewegungsbezogene Töne (Finger-
schnipp- und Zungenklickgeräusche) bereits 100 ms nach Reizbeginn eine statistisch 
signifikant größere MMN als künstlich erzeugte Kontrollstimuli erzeugten. Darüber 
hinaus zeigte sich ein signifikanter Unterschied in den Skalp-Topographien der extra-
hierten MMN in Reaktion auf natürliche Fingerschnipp- und Zungenklickgeräusche. 
Die Ergebnisse einer zusätzlichen Dipolquellenanalyse ergaben hirnelektrische Aktivie-
rungen für natürliche Fingerschnippgeräusche im linken (und damit kontralateralen) 
primären motorischen Cortex (M1; BA 6). Dieser Befund steht im Einklang mit der 
etablierten Annahme, dass insbesondere sensomotorische Regionen (wie bspw. der 
prämotorische oder der motorische Cortex) während der Erkennung und Verarbeitung 
bewegungsbezogener Körpersignale maßgeblich aktiviert sind, auch wenn die Bewe-
gung selbst nicht ausgeführt wird (vgl. 1.3). Leider nutzten Hauk, Shytyrov und Pul-
vermüller (2006) ausschließlich natürliche und künstliche Bewegungsgeräusche, die 
keinen klaren Selbstbezug aufwiesen. Daher lassen die hier vorgestellten EKP- und 
Dipolergebnisse die Frage offen, welche EKP-Komponenten und neurophysiologischen 
Korrelate (Regionen bzw. Netzwerke) während der Verarbeitung natürlicher sowie 
zusätzlich selbstbezogener Bewegungsinformationen (z.B. Fingerschnippgeräusche) 
involviert sind.           
 Besonders im Sport gibt es viele verschiedene Arten selbstbezogener Bewe-
gungsgeräusche, die es zu identifizieren und zu analysieren gilt. Jede Sportart hat ihre 
ganz typischen und unverwechselbaren Geräusche. Man denke hier nur an leichtathle-
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tische Disziplinen wie den Weitsprung, Hammerwurf oder einen 100m-Sprint, um nur 
einige wenige zu nennen. Ein selbstbezogenes Bewegungsgeräusch gibt daher z.B. ei-
nem Sprinter während der Bewegungsausführung eine Rückmeldung darüber, ob die 
Schrittfrequenz während des Sprints optimal ist oder angepasst werden muss 
(Hodges, 2003). Ferner kann ein Bewegungsgeräusch daher als valider Reiz angesehen 
werden, der sich hauptsächlich aus einem charakteristischen Rhythmus bestehend aus 
Frequenzen, Amplituden und Phasen zusammensetzt und daher von Sportler zu 
Sportler bzw. von Athlet zu Athlet individuell sehr unterschiedlich sein kann 
(MacPherson, Collins, & Obhi, 2009). Aufbauend auf dieser Annahme konnte in ers-
ten Verhaltensstudien gezeigt werden, dass die Leistung von Sportlern und Athleten 
mittels akustischer Darbietung selbstbezogener Bewegungsinformationen verbessert 
werden konnte. Exemplarisch sei hier besonders auf eine Studie von Agostini, Righi, 
Galmonte und Bruno (2004) mit Hammerwerfern verwiesen: Die Befunde dieser Ver-
haltensstudie konnten eindeutig zeigen, dass Hammerwerfer nach der Darbietung ih-
res besten (selbstbezogenen) Hammerwurfgeräuschs nicht nur ihre Wurfweite (Leis-
tung) bei darauffolgenden Hammerwürfen signifikant steigern konnten, sondern auch 
ihre Leistung über mehrere Würfe stabilisieren konnten. Ferner konnte in einer jüng-
sten Verhaltensstudie mit Golfspielern gezeigt werden, dass diese zuvor aufgezeichne-
ten selbst- und fremdbezogenen Golfschläge erfolgreich diskriminiert werden konnten 
(Murgia, Hohmann, Galmonte, Raab, & Agostini, 2012). Diese beiden Befunde deuten 
auf Verhaltensebene eindeutig darauf hin, dass ein selbstbezogenes Bewegungsge-
räusch essentielle Informationen enthält, welche für eine erfolgreiche Selbstwahrneh-
mung eine wichtige Rolle spielen bzw. dass unser Hirn schnell und mühelos zwischen 
selbst- und fremdbezogenen Reizen diskriminiert (vgl. 1.2). Wie bzw. wo dieser Pro-
zess tatsächlich im Hirn verankert bzw. verortet ist, konnte bis heute noch nicht hin-
reichend geklärt werden.         
 Im Rahmen einer aktuellen Studie von Justen, Herbert, Werner und Raab 
(2014) wurden VPn aufgefordert, zuvor aufgezeichnete bewegungsbezogene Weit-
sprunggeräusche während einer Diskriminationsaufgabe (im Englischen: discriminati-
on task) in Bezug auf deren Selbstbezug zu bewerten, wobei ihnen Reize mit und oh-
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ne Selbstbezug dargeboten wurden. Währenddessen wurde zusätzlich von jeder VP 
das individuelle EEG aufgezeichnet. Eine anschließende Quellenlokalisationsanalyse 
mittels sLORETA im Frequenzbereich konnte als wichtigste neuronale Quellen den 
rechten ACC bzw. MPFC (BA 32) und den rechten TPJ (BA 40) lokalisieren. Diese 
Hirnregionen werden sehr häufig mit der Verarbeitung selbstbezogener Reize und dem 
CMS assoziiert (vgl. 1.2.1 sowie Qin & Northoff, 2011). Es wurde jedoch keine spezifi-
sche Aktivierung in rein motorischen oder assoziierten Hirnregionen (wie bspw. M1 
oder SMA) gefunden. Ferner konnten die dargebotenen Weitsprunggeräusche auf-
grund ihrer Komplexität und einer Länge von 3 Sekunden nicht näher auf EKP-
Ebene untersucht werden. Daher lassen die von Justen, Herbert, Werner und Raab 
(2014) berichteten Ergebnisse die Frage offen, in welchen Stadien der Reizverarbei-
tung selbst- im Gegensatz zu fremdbezogenen Bewegungsgeräuschen auf neurophysio-
logischer Ebene unterschieden werden. Hierbei interessiert vor allem, ob eine Unter-
scheidung zwischen Selbst- und Fremdbezug bereits bei einer ungerichteten Aufmerk-
samkeitszuwendung während einer passiven Reizdarbietung, vor allem in frühen Zeit-
fenstern (z.B. N1, P2, MMN), stattfindet. Ferner kann davon ausgegangen werden, 
dass die Verarbeitung passiv dargebotener selbstbezogener Reize hauptsächlich mit 
einer automatischen Reizverarbeitung assoziiert ist, welche unterhalb der Bewuss-
tseinsschwelle stattfindet und somit die Verarbeitung selbstbezogener Reize im Alltag 
passender widerspiegelt (wie bspw. beim Erkennen der eigenen Stimme; siehe Graux 
et al., 2013, 2015). Üblicherweise denken wir nicht bewusst darüber nach, ob wir 
bspw. mit unseren Fingern zum Rhythmus eines Musikstücks schnippen. Stattdessen 
werden wir von unserer eigenen unbewussten Selbsterkenntnis dahin gehend geleitet, 
automatisch, adaptiv sowie adäquat zu reagieren.      
 Experiment 2  der vorliegenden Arbeit dient dazu, das Zusammenspiel der 
neuronalen Verarbeitung akustischer Bewegungsinformationen in Kombination mit 
selbst- im Gegensatz zu fremdbezogenen Informationen, im konkreten Fall natürliche 
Fingerschnippgeräusche, besser verstehen zu können. Da ein Bewegungsgeräusch wie 
das Fingerschnippen ein komplexes motorisches Bewegungsprogramm bzw. ein hoch-
dynamischer Reiz ist, welcher sich über die Zeit entfaltet (anders als ein visueller 
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Reiz), kann sowohl die zeitliche Verarbeitung als auch die grundlegenden neuronalen 
Prozesse bzw. Mechanismen der Verarbeitung von auditiven Reizen sehr gut mithilfe 
des EEGs untersucht und dargestellt werden. Zentral steht hierbei der Vergleich zwi-
schen einer passiven Oddball-Bedingung mit Sinustönen und zwei modifizierten passi-
ven Oddball-Bedingungen mit zuvor aufgenommenen natürlichen Fingerschnippgeräu-
schen (mit und ohne Selbstbezug). 
 
Auf dieser Grundlage werden folgende Arbeitshypothesen formuliert: 
1. Passiv dargebotene Sinustöne werden im Vergleich zu passiv darge-
botenen Fingerschnippgeräuschen mit klarem Selbst- bzw. Fremd-
bezug sowohl auf zeitlicher Ebene (EKPs) als auch auf neurophysio-
logischer Ebene (sLORETA) unterschiedlich verarbeitet. 
2. Weiterhin werden selbst- und fremdbezogene Fingerschnippgeräu-
sche unterschiedlich verarbeitet, sowohl auf zeitlicher (EKPs) als 
auch auf neurophysiologischer Ebene (sLORETA). 
3. Passiv dargebotene Sinustöne führen zu keiner hirnelektrischen Ak-
tivierung in motorischen Hirnregionen (M1, SMA o.ä.) bzw. in Tei-
len des sogenannten MNS (vgl. 1.3). 
4. Ähnlich wie bereits von Hauk, Shytyrov und Pulvermüller (2006) 
berichtet, führt die Reizdarbietung passiv dargebotener Finger-
schnippgeräusche mit Selbst- und Fremdbezug zu signifikant höhe-
ren hirnelektrischen Aktivierungen in motorischen Hirnregionen 
(M1, SMA o.ä.) bzw. in Teilen des sogenannten MNS, auch wenn 
die Bewegung selbst nicht simultan ausgeführt wird (vgl. 1.3). 
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5.1 Methoden 
5.1.1 Versuchspersonen  
Am vorliegenden Experiment nahmen zwölf Studenten (sieben Frauen, fünf Männer) 
zwischen 19 und 26 Jahren (M = 21.3 Jahre; SD = 2.15) der Deutschen Sporthoch-
schule (DSHS) Köln teil. Alle VPn waren gesund und bekundeten keine Hörstörungen 
oder psychischen Leiden zu haben. Laut der Definition des Edinburgh Handiness In-
ventory (Oldfield, 1971) waren alle VPn Rechtshänder.  
5.1.2  Ethik 
Das experimentelle Protokoll wurde von der örtlichen Ethikkommission der Deut-
schen Sporthochschule Köln, Deutschland, genehmigt und entsprach zusätzlich der 
Erklärung von Helsinki. Vor Beginn des Experiments gaben alle VPn ihre schriftliche 
Zustimmung zur Teilnahme am Experiment. Weder der Versuchsablauf noch das 
Reizmaterial der Studie waren den VPn im Vorfeld bekannt. Das Experiment (ein-
schließlich aller EEG-Ableitungen) wurde am Psychologischen Institut, Abteilung 
Leistungspsychologie der Deutschen Sporthochschule (DSHS) Köln durchgeführt. 
5.1.3  Rekrutierung der VPn 
VPn wurden über Aushänge, persönliche Ansprachen, Flyer und Ankündigungen auf 
der Institutshomepage des Psychologischen Instituts der DSHS Köln angeworben. 
Wie in den ethischen Richtlinien vorgesehen, wurden VPn durch ein Informations-
schreiben sowie mündlich durch den Untersuchungsleiter auf mögliche Risiken der 
Studie und über die Freiwilligkeit ihrer Teilnahme aufgeklärt. Ferner wurde den VPn 
versichert, dass jederzeit die Möglichkeit bestehen würde, ohne dass Nachteile entste-
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hen, von der Teilnahme an der geplanten Studie zurückzutreten. Die erhobenen Da-
ten wurden  bzw. werden vertraulich und anonym behandelt und nicht länger als für 
die Auswertung und Publikation der Daten notwendig, aufbewahrt (entsprechend den 
offiziellen Richtlinien der Deutschen Forschungsgemeinschaft). 
5.1.4 Versuchsablauf 
Vor dem Beginn der EEG-Sitzung setzten sich alle VPn auf einen bequemen Stuhl 
und wurden über das generelle Prozedere der EEG-Ableitung und des Experiments 
informiert. Das Experiment bestand aus insgesamt zwei verschiedenen Blöcken: einer 
passiven Oddball-Bedingung (Block 1), gefolgt von einer aktiven Oddball-Bedingung 
(Block 2). Die Reihenfolge beider Experimentalblöcke war für alle VPn gleich, um die 
passive und aktive Oddball-Bedingung nicht mit einem möglichen Übertragungseffekt 
zu konfundieren. Wäre die aktive Oddball-Bedingung zuerst präsentiert worden, hätte 
eine Beeinflussung der passiven Oddball-Bedingung durch die Induktion einer offenen 
(verhaltensrelevanten) Reaktion auf die ‚Deviant‘-Reize und somit einer willentlich 
gerichteten Aufmerksamkeitszuwendung stattfinden können (vgl. Bennington & 
Polich, 1999).          
 Das Experiment gliederte sich in folgende Phasen: (1) Ausfüllen der Einver-
ständniserklärung, (2) Ausfüllen eines Händigkeitstests nach Oldfield (1971), (3) das 
Anlegen der EEG-Kappe sowie das Kleben der EOG-Elektroden, (4) die Instruktion 
sowie (5) die Durchführung der Untersuchung. 
5.1.5 Akustisches Oddball-Paradigma und verwendetes 
Reizmaterial  
In Anlehnung an Williams et al. (2005) bestand jedes der beiden Oddball-Paradigmen 
aus zwei verschiedenen akustischen Reizen: (1) einem niedrigen Sinuston (500 Hz) als 
‚Standard‘-Reiz und (2) einem hohen Sinuston (1000 Hz) als ‚Deviant‘-Reiz. Daher 
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unterschieden sich beide Sinustöne nur im Frequenzbereich voneinander. Darüber 
hinaus hatten beide Sinustöne eine Gesamtlänge von 50 ms (einschließlich einer auf- 
und absteigenden Flanke von 5 ms). Während des experimentellen Paradigmas wur-
den insgesamt 400 Durchläufe (im Englischen: trials) bestehend aus 325 ‚Standard‘- 
und 75 ‚Deviant‘-Reizen (mit Auftretenswahrscheinlichkeiten von p = 0.8125 respek-
tive p = 0.1875) sowie einem festen Interstimulusintervall (ISI) von 950 ms dargebo-
ten. Wie Williams et al. (2005) zeigen konnten, führt die Anwendung eines festen ISIs 
zur zuverlässigen Auslösung einer robusten frühen N1-Komponente als Reaktion auf 
sowohl ‚Deviant‘- als auch ‚Standard‘-Reizen sowie zur Auslösung einer stabilen und 
aussagekräftigen späten P3-Komponente als Reaktion auf sehr selten dargebotene 
‚Deviant‘-Reize (nicht aber auf häufig dargebotene ‚Standard‘-Reize). Sowohl die 
Reizdarbietung als auch die Aufzeichnung der Reaktionen der VPn wurde durch den 
Einsatz der Versuchssteuerungssoftware Inquisit (Millisecond Software, Seattle, WA, 
USA, Version 4) realisiert. Der entsprechende Programmcode der „Auditory Oddball 
Task“  wurde von der offiziellen Inquisit-Website heruntergeladen. 
5.1.6  Reizdarbietung 
Die akustischen Reize wurden mit einem konstanten Schallpegel von etwa 75 dB/SPL 
via Bügelkopfhörer der Firma Shure (Modell: SHR440; Shure, Niles, IL, USA) darge-
boten. Vor der passiven Oddball-Bedingung (Block 1) wurden die VPn instruiert, 
nicht auf die dargebotenen akustischen Reize zu achten. Im Gegensatz dazu wurden 
sie vor der aktiven Oddball-Bedingung (Block 2) angeleitet, mit dem rechten Zeigefin-
ger per Tastendruck der Leertaste so schnell wie möglich auf ‚Deviant‘-, aber nicht 
auf ‚Standard‘-Reize zu reagieren. Zur Vermeidung von Sakkaden (horizontale Au-
genbewegungen) während der EEG-Ableitung wurden die VPn instruiert, den Blick 
möglichst auf ein zentrales Fixationskreuz zu richten, das auf einem Computerbild-
schirm vor ihnen angezeigt wurde. Zusätzlich wurden sie gebeten, die Augen während 
der kompletten Reizpräsentationen möglichst geöffnet zu halten, um eine etwaige 
Konfundierung der EEG-Daten mit Alphawellen zu vermeiden. 
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5.1.7 EEG-Ableitung 
Das kontinuierliche EEG-Signal (Abtastrate: 2048 Hz) wurde mithilfe von 64 
Ag/AgCl-gesinterten Elektroden (Elektrodenpositionen: Fp1, Fpz, Fp2, AF7, AF3, 
AF4, AF8, F7, F5, F3, F1, Fz, F2, F4, F6, F8, FT7, FC5, FC3, FC1, FCz, FC2, FC4, 
FC6, FT8, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP7, CP5, CP3, CP1, CPz, CP2, 
CP4, CP6, TP8, P7, P5, P3, P1, Pz, P2, P4, P6, P8, PO7, PO5, PO3, POz, PO4, 
PO6, PO8, O1, Oz, O2, M1 und M2), welche auf einer EEG-Kappe der Firma Wave-
guard (Advanced Neuro Technology BV, Enschede, Niederlande) angebracht waren, 
abgeleitet. Die Elektroden dieser EEG-Kappe waren nach dem internationalen 10/10-
System (Jurcak et al., 2007) angeordnet und alle EEG-Kanäle wurden gegen die ge-
meinsame Durchschnittsreferenz (im Englischen: common average reference) aller 
Skalp-Elektroden gemessen. Als Erdungselektrode wurde die mittlere Stirnelektrode 
AFz verwendet. Kleine, scheibenförmige Klebeelektroden (Blue Sensor, Ambu, Balle-
rup, Dänemark) wurden jeweils an beiden äußeren Augenwinkeln bilateral und zu-
sätzlich sowohl unter als auch über dem linken Auge platziert, um mittels Elektroo-
kulographie (EOG) horizontale und vertikale Augenbewegungen (HEOG und VEOG) 
aufzuzeichnen. Zur Gewährleistung einer stabilen und möglichst artefaktfreien EEG-
Ableitung wurde darauf geachtet, dass alle Elektrodenimpedanzen einen Wert < 10 
Kiloohm (kΩ) aufwiesen. 
5.1.8  Vorverarbeitung und Analyse der abgeleiteten 
EEG-Daten  
Vor der weiteren Analyse der Daten mit MATLAB (The MathWorks Inc., Natick, 
MA, USA, Version: R2013a, 8.1.0.604) und EEGLAB (Swartz Center for Computa-
tional Neuroscience, La Jolla, CA, USA, Version: 13.4.4b, sowie Delorme & Makeig, 
2004) wurden die einzelnen Datensätze offline mit dem Softwarepaket ASALAB (Ad-
vanced Neuro Technology B.V., Enschede, Niederlande, Version: 4.7.8, sowie Zanow 
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& Knösche, 2004) vorverarbeitet. Die Vorverarbeitung umfasste das Herunterrechnen 
(im Englischen: down sampling) auf 512 Hz, das Filtern mit einem Bandsperrfilter 
(Kerbfilter) von 50 Hz (24 dB/Oktave) sowie einem Bandpassfilter zwischen 0,5 und 
20 Hz (24 dB/Oktave). Wie von Ille, Berg, und Scherg (2002) vorgeschlagen, wurden 
horizontale und vertikale Artefakte im HEOG und VEOG infolge von Augenbewe-
gungen (Augenblinzeln und Sakkaden) mit einer in ASALAB implementierten Arte-
faktkorrektur auf  Basis einer Hauptkomponentenanalyse (im Englischen: principal 
component analysis, PCA) korrigiert. Weitere Schritte der Vorverarbeitung der arte-
faktfreien EEG-Daten in EEGLAB beinhaltete die Re-Referenzierung auf verknüpfte 
Mastoide/verknüpfte Ohren (im Englischen: linked mastoids/ears, M1 und M2) und 
die Segmentierung in Epochen (100 ms vor und 700 ms nach Reizbeginn) für jede der 
vier verschiedenen gemittelten Experimentalbedingungen: „DEV_act“ (= „Deviant 
aktiv“), „ST_act“ (= „Standard aktiv“), „DEV_pas“ (= „Deviant passiv“) und 
„ST_pas“ (= „Standard passiv“). Abschließend wurde eine Baseline-Korrektur durch-
geführt, bei der die Baseline aller extrahierten Epochen in Bezug auf ein definiertes 
Intervall, 100 ms vor Reizbeginn, korrigiert wurde. 
5.1.9 EKP-Analyse und statistische Auswertung 
Auf Grundlage der Ergebnisse früherer EKP-Studien erfolgte die Analyse der gemit-
telten ERPs im N1- und N2-, sowie im P3-Zeitfenster. Die gemittelten ERPs der vier 
experimentellen Bedingungen wurden mithilfe der in EEGLAB implementierten 
Funktion „statcond“ auf statistisch signifikante Unterschiede untersucht (Delorme, 
2004). Hierbei wurde jeweils die Nullhypothese (H0) angenommen, die besagt, dass es 
zwischen den experimentellen Bedingungen keine statistisch signifikanten Unterschie-
de gab.           
 Für die statistische Analyse der passiven (nicht-attentierten) Oddball-
Bedingung (Block 1) wurden gemittelte ERPs aller 62 Elektroden in Reaktion auf 
‚Deviant‘- und ‚Standard‘-Reize („DEV_pas“ bzw. „ST_pas“) zu allen Zeitpunkten 
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zwischen 0 und 700 ms (nach Reizbeginn) einem nicht-parametrischen gepaarten t-
Test mit 5000 Permutationen unterzogen.      
 Für die statistische Analyse der aktiven  (attentierten) Oddball-Bedingung 
(Block 2) wurden gemittelte ERPs aller 62 Elektroden in Reaktion auf ‚Deviant‘- und 
‚Standard‘-Reize („DEV_act“ bzw. „ST_act“) zu allen Zeitpunkten zwischen 0 und 
700 ms (nach Reizbeginn) einem nicht-parametrischen gepaarten t-Test mit 5000 
Permutationen unterzogen.        
 Alle statistischen Analysen wurden mithilfe der False Discovery Rate (FDR; 
implementiert in der EEGLAB-Funktion „FDR“) und einem FDR-Wert von 5% (q = 
0.05) korrigiert (für eine Einführung siehe Benjamini & Hochberg, 1995). Die FDR-
Methode bietet die Möglichkeit, die erwartete Proportion aller fälschlicherweise posi-
tiven Tests im Verhältnis zu allen signifikanten Tests darzustellen. Somit bietet das 
FDR-Verfahren eine wesentlich bessere räumliche und zeitliche Auflösung im Ver-
gleich zu parametrischen t-Tests, bei denen eine Bonferroni-Korrektur angewendet 
wurde (Lage-Castellanos, Martínez-Montes, Hernández-Cabrera, & Galán, 2010). 
 Zur Bestimmung der MMN aus den gemittelten EKPs wurden, zusätzlich für 
jede der beiden experimentellen Bedingungen bzw. Blöcke, mithilfe der Maas Univa-
riate ERP Toolbox (o.D. sowie siehe Groppe, Urbach, & Kutas, 2011a, 2011b) zwei 
Differenzwellen berechnet (Deviant minus Standard; d.h. „DEV_pas“ minus 
„ST_pas“ bzw. „DEV_act“ minus „ST_act“). Zur zuverlässigen Erfassung statistisch 
signifikanter Unterschiede, in den zuvor genannten Zeitfenstern, wurden die extra-
hierten Differenzwellen einem zweiseitigen, clusterbasierten Permutationstest (im 
Englischen: two-tailed cluster-based permutation test), unter Verwendung eines fami-
liären Alpha-Niveaus von p < .05, unterzogen (Bullmore et al., 1999). Die folgenden 
Komponenten und dazugehörigen Zeitfenster wurden während der statistischen Tests 
mit allen 62 Skalp-Elektroden miteinbezogen: MMN (50-150 ms), N2 (150-225 ms) 
und P3 (225-400 ms), was insgesamt 3224, 2418 sowie 5642 Vergleichen entspricht.
 Unter Verwendung der ursprünglichen Daten und 2500 zufälligen Permutatio-
nen wurden t-Tests mit Messwiederholungen für jeden Vergleich berechnet (d.h. für 
die Vergleiche „DEV_pas“ minus „ST_pas“ sowie „DEV_act“ minus „ST_act“). Für 
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jede Permutation wurden alle t-Werte, die einem nicht-korrigierten p-Wert von .01 
oder weniger entsprachen, zu Clustern bestehend aus benachbarten t-Werten, gebil-
det. Elektroden, die innerhalb von 5,44 cm nebeneinander lagen, wurden als räumli-
che Nachbarn betrachtet. Die Summe aller t-Werte eines jeden Clusters kann daher 
als „Masse“ des Clusters angesehen werden. Die extremste Clustermasse, während 
jeder der 2501 durchgeführten Permutationen, wurde verwendet, um die Verteilung 
der Nullhypothese (H0) darzustellen. Das heißt, es gibt keine Differenz zwischen den 
Bedingungen. Anhand eines abschließenden Perzentil-Rankings wurden die resultie-
renden p-Wert geschätzt. Der resultierende p-Wert des Clusters wurde jedem Teil des 
Clusters zugewiesen, wobei t-Werte, die nicht in einem Cluster enthalten waren, einen 
p-Wert von 1 zugewiesen wurden.        
 Dieser spezielle Permutationstest wurde anstelle einer herkömmlichen Analyse 
der mittleren Amplitudenwerte verwendet, da dieser Test viel bessere räumliche und 
zeitliche Auflösung bietet, während die Kontrolle über das familiäre Alpha-Niveau 
beibehalten werden kann (d.h. das verwendete Verfahren ist in der Lage, eine große 
Anzahl von Vergleichen zu korrigieren (Groppe et al., 2011a, 2011b). Zusätzlich wur-
de die Clustermassenstatistik für diesen Permutationstest gewählt, da frühere Studien 
ausdrücklich zeigen konnten, dass dieser spezielle Test für breitverteilte EKP-Kom-
ponenten wie bspw. der P3, eine relativ große Power aufweist (Groppe et al., 2011b; 
Maris & Oostenveld, 2007). Insgesamt wurden 2500 Permutationen verwendet, um 
die Verteilung der Nullhypothese zu schätzen. Dieser Wert ist mehr als doppelt so 
hoch ist wie der von Manly (1997) für ein familiäres Alpha-Niveau von p = .01 vorge-
schlagen. 
 
5.1.10 EKP-Quellenlokalizationsanalyse mittels sLORETA 
Zur Lokalisation der grundlegenden neuronalen Generatorquellen wurde die sLORE-
TA-Software verwendet (vgl. 3.3). Hierbei wurden folgende Vergleiche in den zuvor 
berichteten und gemittelten Zeitfenstern „DEV_pas“ minus „ST_pas“ sowie 
„DEV_act“ minus „ST_act“ näher untersucht. 
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5.2 Ergebnisse 
In den folgenden Abschnitten werden die Ergebnisse der Datenanalyse genauer erläu-
tert und auf die Implikationen eingegangen. 
5.2.1  Aktive Oddball-Bedingung – Verhaltensdaten  
Während des zweiten experimentellen Blocks lagen die Reaktionszeiten (im Engli-
schen: reaction times, RTs) der VPn zwischen 223 und 379 ms (M = 285.6 ms; SD = 
38.5). Im Durchschnitt reagierten diese mit hoher Genauigkeit auf die dargebotenen 
‚Deviant‘-Reize und zeigten eine sehr niedrige Fehlerrate (< 3.0 %). 
5.2.2  Passive Oddball-Bedingung – EKPs und 
Differenzwelle 
Die statistische Analyse der evozierten EKPs des passiven Oddball-Paradigmas zeigte 
zwei unterschiedliche Zeitfenster, in denen extrahierte EKPs der passiven Oddball-
Bedingung signifikante Unterschiede im Vergleich zwischen ‚Deviant‘- und ‚Stan-
dard‘-Reizen zeigten. Diese wurden zwischen 67 und 129 ms (äquivalent zum gemit-
telten Zeitfenster der N1-Komponente, mit einer Peak bei etwa 95 ms) und zwischen 
232 und 354 ms (äquivalent zum gemittelten Zeitfenster der P3-Komponente mit ei-
ner Peak bei etwa 300 ms) nach Reizbeginn ermittelt.    
 Statistische Ergebnisse der extrahierten Differenzwelle (‚Deviant‘- minus 
‚Standard‘-Reize) bestätigten zwei unterschiedliche Zeitfenster, in denen diese statis-
tisch signifikante Unterschiede aufwiesen. Für die extrahierte MMN-Komponente 
(zeitlich überlappend mit dem gemittelten Zeitfenster der N1-Komponente, welche 
u.a. bereits von Campbell, Winkler, & Kujala, 2007 berichtet wurde) wurden statis-
tisch signifikante Unterschiede zwischen 66 und 128 ms nach Reizbeginn ermittelt. 
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Die maximale Anzahl der statistisch signifikanten Unterschiede wurde zwischen 82 
und 103 ms nach Reizbeginn beobachtet. Dieser Befund ist im Einklang mit den ge-
gewonnenen EKP-Ergebnissen früherer Studien, die auf eine ‚frühe‘ MMN-
Komponente (Peak: bei etwa 90 ms) schließen lassen (Luck, 2005). Um die Gültigkeit 
dieser Interpretation sicher zu stellen, wurden alle verwendeten Elektroden auf eine 
gemeinsame Durchschnittsreferenz (im Englischen: common average reference, CAR) 
re-referenziert, da laut bestehender Fachliteratur davon ausgegangen werden kann, 
dass entweder mittels einer gemeinsamen Durchschnitts- oder aber eine Nasenreferenz 
die MMN am stabilsten bestimmt werden kann (Koelsch, 2012). Erwartungsgemäß 
bestätigte das CAR-Verfahren die charakteristische Polaritätsinversion der extrahier-
ten MMN an beiden Mastoid-Elektroden (M1 und M2). Für die P3-Komponente 
wurden statistisch signifikante Unterschiede zwischen 226 und 347 ms nach Reizbe-
ginn festgestellt, wobei zusätzlich die maximale Anzahl dieser zwischen 269 und 322 
ms nach Reizbeginn beobachtet wurde. 
5.2.3 Aktive Oddball-Bedingung – EKPs und 
Differenzwelle 
Statistische Ergebnisse, die mithilfe von EEGLAB errechnet wurden, ergaben zwei 
unterschiedliche Zeitfenster, in denen EKPs der aktiven Oddball-Bedingung signifi-
kante Unterschiede zwischen Deviants und Standards zeigten. Diese wurden zwischen 
60 und 114 ms (gleichbedeutend zum gemittelten Zeitfenster der N1-Komponente, 
Peak: bei etwa 90 ms) und zwischen 232 und 378 ms (gleichbedeutend mit dem ge-
mittelten Zeitfenster der P3-Komponente, Peak: bei etwa 300 ms) nach Reizbeginn 
ermittelt.           
 Statistisch signifikante Unterschiede für die MMN-Komponente konnten zwi-
schen 56 und 117 ms nach Reizbeginn gefunden werden, wobei die maximale Anzahl 
zwischen 83 und 95 ms nach Reizbeginn beobachtet werden konnte. Diese Negativie-
rung wurde als ‚frühe‘ MMN mit einer Peak bei etwa 90 ms interpretiert (Luck, 
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2005). Ähnlich zur passiven Oddball-Bedingung bestätigte die erneute Re-
Referenzierung, auf eine gemeinsame Durchschnittsreferenz, die charakteristische Po-
laritätsinversion der extrahierten MMN an den linken und rechten Mastoiden (M1 
bzw. M2). Für die P3-Komponente wurden statistisch signifikante Unterschiede zwi-
schen 228 und 384 ms nach Reizbeginn gefunden. Das Maximum dieser Komponente 
wurde zwischen 253 und 351 ms nach Reizbeginn beobachtet. 
5.2.4 Passive Oddball-Bedingung – sLORETA-Analyse 
Für den Vergleich zwischen passiven ‚Deviant‘- und ‚Standard‘-Reizen (Kontrast: 
„DEV_pas“ > „ST_pas“) zeigten sich im gemittelten Zeitfenster der MMN-
Komponente (zwischen 80 und 126 ms) statistisch signifikante Unterschiede zum ei-
nen in beiden bilateralen Gyri lingualis (BAs 17/18/19) zu finden im medialen visuel-
len Cortex und zum anderen im rechten Gyrus temporalis superior (BAs 
13/22/39/42), der sich im rechten Temporallappen befindet, siehe Tabelle 1. 
 Zusätzlich zeigten sich für das gemittelte Zeitfenster der P3-Komponente (zwi-
schen 244 und 343 ms) statistisch signifikante Unterschiede für den Kontrast zwi-
schen sehr selten dargebotenen ‚Deviant‘- und sehr häufig dargebotenen ‚Standard‘-
Reizen während der passiven Oddball-Bedingung in beiden bilateralen Insulae (BA 
13) und im rechten Gyrus lingualis (BA 18), siehe Tabelle 2. 
5.2.5 Aktive Oddball-Bedingung – sLORETA-Analyse 
Für das gemittelte Zeitfenster zwischen 61 und 133 ms (entsprechend der MMN-
Komponente) zeigte sich ein statistisch signifikanter Unterschied zwischen sehr selten 
dargebotenen ‚Deviant‘- und sehr häufig dargebotenen ‚Standard‘-Reizen (Kontrast: 
„DEV_act“ > „ST_act“) während der aktiven Oddball-Bedingung im rechten Lobus 
parietalis inferior (BA 7/39/40), siehe Tabelle 3.     
 Im rechten und linken Praecuneus (BAs 7/19/23/31), im rechten cingulären 
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Cortex (BA 31), im rechten Gyrus temporalis superior (BA 13/22/39/41) und im 
rechten Gyrus praecentralis (BA 4/6) zeigten sich für das Zeitfenster zwischen 253 
und 351 ms (überlappend mit dem gemittelten Zeitfenster der P3-Komponente) sta-
tistisch signifikante Unterschiede zwischen ‚Deviant‘- und ‚Standard‘-Reizen während 
der aktiven Oddball-Bedingung, siehe Tabelle 4. 
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5.3 Diskussion 
5.3.1 Vergleich beider Oddball-Bedingungen – EKPs 
und Differenzwellen 
Erwartungsgemäß lösten sehr selten dargebotene ‚Deviant‘-Reize sowohl in der passi-
ven als auch in der aktiven Oddball-Bedingung eine N1- und P3-Komponente sowie 
eine MMN als Differenzpotential aus, wenn ‚Deviant‘- gegen ‚Standard‘-Reize kont-
rastiert wurden. Darüber hinaus steht die Modulation der N1-Komponente (d.h. eine 
größere N1-Amplitude in Reaktion auf ‚Deviant‘- als auf ‚Standard‘-Reize) im Ein-
klang mit bereits bekannten Ergebnissen früherer EKP-Studien, welche ein vergleich-
bares Oddball-Paradigma mit Sinustönen verwendeten (Godey et al., 2001; 
Zouridakis et al., 1998). Ferner unterscheiden sich die N1-Amplituden, zwischen der 
passiven und aktiven Oddball-Bedingung in Reaktion auf Deviants und Standards, 
nicht signifikant voneinander. Dies unterstützt die Annahme, dass die N1 während 
des Oddball-Paradigmas als ein verlässlicher Indikator für die Modulation von selek-
tiven Aufmerksamkeits- (Luck & Hillyard, 1994) und Arbeitsgedächtnisprozessen 
(Hillyard et al., 1973) angesehen werden kann (vgl. 2.4.1.1). Wie in Abbildung 4 er-
sichtlich, waren die Amplituden der N1 in Reaktion auf Standards während der pas-
siven als auch der aktiven Oddball-Bedingung signifikant reduziert. Dennoch, wie 
bereits in Kapitel 2.4.1.1 dargelegt, hat die ungerichtete Aufmerksamkeitszuwendung 
in Reaktion auf ‚Deviant‘-Reize keinen Einfluss auf die kortikale Reizverarbeitung in 
früheren Zeitfenstern (wie bspw. in Bezug auf die N1- oder MMN-Komponente). 
 Ferner lösten sehr selten dargebotene ‚Deviant‘-Reize eine P3-Komponente, so- 
wohl während der passiven als auch der aktiven Oddball-Bedingung, aus (vgl. 
2.4.1.3). Basierend auf den Befunden früherer Oddball-Studien wird die P3 bevorzugt 
ausgelöst, wenn die VP aktiv eine Aufgabe bearbeitet, ihre Aufmerksamkeit demnach 
willentlich auf sehr seltene ‚Deviant‘-Reize richtet oder wenn sich diese Reize signifi-
kant von den wesentlich häufiger dargebotenen ‚Standard‘-Reizen unterscheiden (z.B.  
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Polich, 2007, Polich & Kok, 1995, Squires et al., 1975). Im Einklang mit einer frühe-
ren Studie von Bennington & Polich (1999) deutet dies darauf hin, dass die Auslö-
sung der P3 auch während eines Oddball-Paradigmas mit passiver Oddball-
Bedingung hervorgerufen werden kann. Dieser EKP-Befund zeigt deutlich, dass die 
beobachtete unwillkürliche Aufmerksamkeitszuwendung gegenüber den sehr selten 
dargebotenen ‚Deviant‘-Reizen ein unwillentlicher Prozess ist, der keine explizite Ver-
haltensreaktion (z. B. Tastendruck) der VP erforderlich macht. 
5.3.2  Vergleich der passiven und aktiven Oddball-
Bedingungen – sLORETA  
In den folgenden Abschnitten wird nun ausführlicher auf die jeweiligen gewonnenen 
Befunde der sLORETA-Quellenlokalisationsanalyse während sowohl der passiven als 
auch aktiven Oddball-Bedingung eingegangen. Zusätzlich werden die grundlegenden 
Generatorquellen dieser Komponenten näher diskutiert. 
5.3.2.1 Passive Oddball-Bedingung  – MMN (nicht- 
aufgabenrelevante Devianzdetektion) 
Die Ergebnisse der sLORETA-Quellenlokalisationsanalyse für die passive Oddball-
Bedingung (Kontrast: „DEV_pas“ > „STA_pas“) zeigten im gemittelten Zeitfenster 
der MMN-Komponente (82-103 ms) eine signifikant höhere hirnelektrische Aktivität 
in visuellen und temporalen Hirnregionen, nämlich in beiden bilateralen Gyri lingualis 
(BA 18), im rechten Gyrus temporalis superior (BA 22) und in multisensorischen As-
soziationsgebieten (BAs 39/22). Dieser Befund steht im Einklang mit der Idee einer 
reizgetriebenen bzw. aufwärtsgetriebenen Modulation der Aufmerksamkeit (Fritz et 
al., 2007).           
 Zusätzlich wurde während der passiven Oddball-Bedingung eine deutlich höhe-
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re hirnelektrische Aktivierung in posterioren Hirnarealen, vorrangig visuellen, sowohl 
im gemittelten Zeitfenster der MMN als auch der P3-Komponente, beobachtet. Dieser 
Befund zeigt deutlich die Beteiligung visueller Verarbeitungsbereiche während einer 
ungerichteten Aufmerksamkeitszuwendung der VPn. Frühere Studien konnten deut-
lich zeigen, dass selbst spezielle Bereiche im visuellen Cortex (wie bspw. die Sehrinde) 
bei Aufgaben involviert sind, die normalerweise während der Modulation von räumli-
cher Aufmerksamkeit aktiviert werden (Murray & Wojciulik, 2004). Die Aktivierung 
visueller Verarbeitungsregionen konnte bereits mithilfe früherer fMRT-Studien nach-
gewiesen werden (Bénar et al., 2007; Goldman et al., 2009). Die Ergebnisse dieser 
Studien dokumentierten zudem, dass die zugrunde liegenden neuronalen Generatoren 
der P3-Komponente ebenfalls in Teilen des visuellen Cortex zu finden sind. Bereits 
bekannte EKP-Befunde werden daher durch die Ergebnisse des vorliegenden Experi-
ments erweitert und zeigen deutlich, dass im gemittelten Zeitfenster der MMN passiv 
dargebotene ‚Deviant‘-Reize in visuellen Hirnregionen verarbeitet werden.  
 Während der passiven Oddball-Bedingung wurde mittels sLORETA-Quellen-
lokalisationsanalyse sowohl im gemittelten Zeitfenster der extrahierten MMN- als 
auch der evozierten P3-Komponente eine erhöhte hirnelektrische Aktivität in der lin-
ken und rechten Insula gefunden. Dieser Befund des vorliegenden Experiments wird 
zusätzlich durch Ergebnisse einer fMRI-Studie von Müller, Achenbach, Oades, Bender 
und Schall (2002) gestützt, welche die Beteiligung insbesondere der rechten Insula 
während der Verarbeitung devianter bzw. abweichender unimodal akustischer Reize 
aufzeigen konnte. Darüber hinaus stimmen die Ergebnisse des vorliegenden Experi-
ments mit vorhergehenden Studien überein, welche die spezifische Rolle der Insula 
während der akustischen Reizverarbeitung untersucht haben (für eine Einführung 
siehe Bamiou, Musiek, & Luxon, 2003). 
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5.3.2.2 Passive Oddball-Bedingung  – P3 (nicht- 
aufgabenrelevante Zielreizdetektion) 
Im gemittelten Zeitfenster der evozierten P3-Komponente während der passiven 
Oddball-Bedingung (Kontrast: „DEV_pas“ > „STA_pas“) wurde eine signifikant hö-
here hirnelektrische Aktivität in beiden bilateralen anterioren Insulae (AI; BA 13) 
sowie im rechten Gyrus linguaris (LG; BA 18) lokalisiert. Die Aktivierung beider bila-
teralen Insulae im gemittelten Zeitfenster der P3- Komponente steht im Einklang mit 
den Befunden früherer fMRT-Studien, die die Beteiligung der Insulae (insbesondere 
die der rechten Insula), während sowohl der Verarbeitung akustischer Reize (z.B. Si-
nustöne) als auch einer ungerichteten Aufmerksamkeitszuwendung, zeigen konnten 
(Bamiou et al., 2003; Müller et al., 2003, 2002). Beide Insulae (BA 13) sind Teil des 
VAN  bzw. ebenfalls eine Kernstruktur des sogenannten Salienznetzwerks (im Engli-
schen: salience network, SN) (Menon & Uddin, 2010; Seeley et al., 2007), das vor al-
lem mit der weiteren Verarbeitung salienter Reize assoziiert ist. Im gemittelten Zeit-
fenster der MMN, während der passiven Oddball-Bedingung, waren demnach Hirnre-
gionen sowohl des DAN als auch des VAN aktiviert, während hirnelektrische Aktivie-
rungen im gemittelten Zeitfenster der evozierten P3, während der passiven Oddball-
Bedingung, mit alleinigen hirnelektrischen Aktivierungen im VAN assoziiert sind. 
Somit überlappen sich die gefundenen hirnelektrischen Aktivierungen beider gemittel-
ten Zeitfenster (MMN bzw. P3) zu einem großen Teil in Hirnregionen, die sowohl 
zum DAN als auch VAN gehören. 
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Abbildung 7. Ergebnisse der sLORETA-Quellenlokalizationsanalyse (Kontrast: „DEV_pas“ > „ST_pas“) 
für die passive Oddball-Bedingung (modifiziert nach Justen & Herbert, 2018). sLORETA-Bilder wurden 
mittels statistischem, nicht-parametrischem Mapping (im Englischen: statistical non-parametric map-
ping, SnPM) und Ko-Registrierung mit dem stereotaxischen Talairach-Raum auf Basis des digitalisier-
ten Talairach-Atlas des menschlichen Hirns (Talairach & Tournoux, 1988) sowie des probabilistischen 
MNI-152-Templates (Mazziotta et al., 2001) berechnet. Nach Korrektur für mehrere statistische Signi-
fikanztests (p < .01 bzw. p < .05) wurden aktivierte Voxel durch gelbliche und rötliche Farben darges-
tellt. A: Während der passiven Oddball-Bedingung wurde im gemittelten Zeitfenster der MMN-
Komponente (zwischen 82 und 103 ms) das Maximum der höchsten hirnelektrischen Aktivität im rech-
ten Gyrus lingualis (BAs 17/18/19) und sowie im rechten Gyrus temporalis superior (BAs 
13/22/39/42) lokalisiert. B: Während der passiven Oddball-Bedingung wurde im gemittelten Zeitfens-
tern der P3-Komponente (zwischen 269 und 322 ms) wurde das Maximum der hirnelektrischen Aktivi-
tät sowohl in beiden bilateralen Insulae (BA 13) als auch im rechten Gyrus lingualis (BA 18) lokali-
siert. Abkürzungen: L = links; R = rechts; A = anterior; P = posterior; MNI = Montreal Neurological 
Institute; X, Y, Z = entsprechende MNI-Koordinaten; BA = Brodmann-Areal; LG = Gyrus lingualis; 
STG = Gyrus temporalis superior. 
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5.3.2.3 Aktive Oddball-Bedingung  – MMN 
(aufgabenrelevante Devianzdetektion) 
Während der aktiven Oddball-Bedingung (Kontrast: „DEV_act“ > „STA_act“) wur-
de der größte Voxelcluster im rechten Lobus parietalis inferior (BAs 39/40) lokali-
siert. Der Lobus parietalis inferior ist Teil des ventralen Aufmerksamkeitsnetzes 
(VAN) und spielt eine wichtige Rolle bei der Modulation visuell-räumlicher Aufmerk-
samkeit sowie der bewussten Kontrolle von Reizen, die für die Ausführung zielgerich-
teter Augen- sowie Gliedmaßenbewegungen wichtig sind (Singh-Curry & Husain, 
2009). Während der aktiven Oddball-Bedingung kann die frühe Aktivierung des Lo-
bus parietalis inferior im N1/MMN-Zeitfenster demzufolge als Konsequenz einer vor-
ausschauenden Aufmerksamkeitszuwendung interpretiert werden, welche es erlaubt,  
aktuelle Aufgabenziele (d.h. die gerichtete Auswahl devianter Reize) aufrecht zu er-
halten. Dementsprechend können während der passiven und aktiven Oddball-
Bedingung frühe Stadien der Reizverarbeitung, wie sie durch die N1 und die MMN 
reflektiert werden, durch verschiedene Hirnregionen und Prozesse moduliert werden. 
Dieser Befund ist bemerkenswert, da sich die Amplituden der N1 und der MMN auf 
neurophysiologischer Ebene in Bezug auf die gemittelten EKPs zwischen passiver und 
aktiver Oddball-Bedingung nicht signifikant voneinander unterscheiden.  
5.3.2.4 Aktive Oddball-Bedingung  – P3 
(aufgabenrelevante Zielreizdetektion) 
Während der aktiven Oddball-Bedingung wurde im gemittelten Zeitfenster der P3 
(Kontrast: „DEV_act“ > „STA_act“) die signifikant höchste hirnelektrische Aktivie-
rung innerhalb des Praecuneus und umliegenden Lobulus parietalis superior (im Eng-
lischen: superior parietal lobe, SPL, BA 7), sowie dem posterioren Teil des cingulären 
Cortex (PPC, BAs 23/31) gefunden. Hervorzuheben ist der Befund, dass der größte 
Cluster (Größe: 132 Voxel) innerhalb des bilateralen Praecuneus/SPL lokalisiert wer-
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den konnte. Der Praecuneus ist eine kortikale Struktur, die dem übergeordneten Pa-
rietalbereich zugeordnet wird und traditionell mit der Modulation visueller Aufmerk-
samkeit assoziiert ist (Le, Pardo, & Hu, 1998). Ebenfalls legen die Befunde mehrerer 
fMRT-Studien die Vermutung nahe, dass der Praecuneus als eine Kernstruktur des 
DAN angesehen werden kann (Corbetta & Shulman, 2002; Kim, 2014). Erwartungs-
gemäß spiegelt die erhöhte hirnelektrische Aktivität, des Praecuneus bzw. des umge-
benden Lobulus parietalis superior, eine Modulation der Aufmerksamkeit als Resultat 
einer gerichteten Aufmerksamkeitszuwendung wider. Diese Annahme wird zusätzlich 
dadurch unterstützt, dass Aktivierungen in diesen Arealen während der Auslösung 
der evozierten P3-Komponente in der passiven Oddball-Bedingung gänzlich fehlten. 
Somit lassen die vorliegenden sLORETA-Ergebnisse der aktiven Oddball-Bedingung 
darauf schließen, dass die signifikant höhere hirnelektrische Aktivität im Praecuneus 
bzw. Lobulus parietalis superior mit einer signifikanten Erhöhung von Aufmerksam-
keitsressourcen verbunden ist.   
 Zusammenfassend lässt sich daher sagen, dass die Aktivierung des Praecuneus 
bzw. SPL (vorrangig in BA 7) im gemittelten Zeitfenster der P3-Komponente wäh-
rend der passiven Oddball-Bedingung nicht beobachtet werden konnte und  somit die 
Modulation der P3 während der aktiven Oddball-Bedingung signifikant größer war. 
Anders ausgedrückt bedeutet dies eine Erhöhung einer gerichteten Aufmerksamkeits-
zuwendung in Reaktion auf sehr selten dargebotene ‚Deviant‘-Reize während der ak-
tiven Oddball-Bedingung. 
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Abbildung 8. Ergebnisse der sLORETA-Quellenlokalizationsanalyse (Kontrast: „DEV_act“ > „ST_act“) 
für die aktive Oddball-Bedingung (modifiziert nach Justen & Herbert, 2018). sLORETA-Bilder wurden 
mittels statistischem, nicht-parametrischem Mapping (im Englischen: statistical non-parametric map-
ping, SnPM) und Ko-Registrierung mit dem stereotaxischen Talairach-Raum auf Basis des digitalisier-
ten Talairach-Atlas des menschlichen Gehirns (Talairach & Tournoux, 1988) sowie des probabilisti-
schen MNI-152-Templates (Mazziotta et al., 2001) berechnet. Nach Korrektur für mehrere statistische 
Signifikanztests (p < .01 bzw. p < .05) wurden aktivierte Voxel durch gelbliche und rötliche Farben 
dargestellt. A: Während der aktiven Oddball-Bedingung wurde im gemittelten Zeitfenster der MMN-
Komponente (zwischen 83 und 95 ms) wurde das Maximum der hirnelektrischen Aktivität im rechten 
Lobus parietalis inferior (BAs 7/39/40) gefunden. B: Während der aktiven Oddball-Bedingung wurde 
im gemittelten Zeitfenster der P3-Komponente (zwischen 253 und 351 ms) wurde das Maximum der 
hirnelektrischen Aktivität in beiden bilateralen Praecuneus gefunden (BAs 7/19/23/21). Abkürzungen: 
L = links; R = rechts; A = anterior; P = posterior; MNI = Montreal Neurological Institute; X, Y, Z 
= entsprechende MNI-Koordinaten; BA = Brodmann-Areal; IPL = Lobus parietalis inferior; SPL = 
Lobus parietalis superior. 
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Tabelle 1. Ergebnisse der sLORETA-Quellenlokalisationsanalyse (Kondition: passive Oddball-Bedingung; „DEV_pas“ > „ST_pas“) im gemittelten Zeitfenster der N1/MMN-
Komponente (82-103 ms nach Reizbeginn). Talairach/MNI-Koordinaten und t-Werte werden als max. Aktivität in jedem Gehirnareal angegeben. Fett gedruckte Ziffern bezie-
hen sich auf die höchste Aktivität im korrespondierenden Brodmann-Areal (BA). Es werden nur aktivierte Voxel mit einer Clustergrößen ≥ 9 berichtet. 
Gehirnregion Koordinaten (X, Y, Z) t-Wert Anzahl Voxel 
Anatomische Struktur  , 1BA Hemisphäre Lobus Talairach (max.) MNI (max.) max. min.  
Gyrus linguaris 17, 18, 19 R/L occipitalis 20 -82 4 20 -85 0 4.06** 3.30* 30 
Gyrus temporalis superior 13, 22, 39, 42 R temporalis 64 -38 20 65 -40 20 3.97* 3.29* 9 
** = p < 0.01, * = p < 0.05, L = links, R = rechts, BA = Brodmann-Areal, MNI = Montreal Neurological Institute. 
 
Tabelle 2. Ergebnisse der sLORETA-Quellenlokalisationsanalyse (Kondition: passive Oddball-Bedingung; „DEV_pas“ > „ST_pas“) im gemittelten Zeitfenster der P3-
Komponente (269-322 ms nach Reizbeginn). Talairach/MNI-Koordinaten und t-Werte werden als max. Aktivität in jedem Gehirnareal angegeben. Fett gedruckte Ziffern be-
ziehen sich auf die höchste Aktivität im korrespondierenden Brodmann-Areal (BA). Es werden nur aktivierte Voxel mit einer Clustergrößen ≥ 9 berichtet. 
Gehirnstruktur Koordinaten (X, Y, Z) 
t-Wert Anzahl Voxel 
Anatomische Struktur BA Hemisphäre Lobus Talairach (max.) MNI (max.) 
max. min.   
Insula 13 R/L insularis 30 -33 20 30 -35 20 4.80** 3.59* 11 
Gyrus linguaris 18 R occipitalis 10 -78 0 10 -80 -5 4.78** 3.59* 11 
** = p < 0.01, * = p < 0.05, L = links, R = rechts, BA = Brodmann-Areal, MNI = Montreal Neurological Institute. 
 
 
Tabelle 3. Ergebnisse der sLORETA-Quellenlokalisationsanalyse (Kondition: aktive Oddball-Bedingung; „DEV_act“ > „ST_act“) im gemittelten Zeitfenster der N1/MMN-
Komponente (83-95 ms nach Reizbeginn). Talairach/MNI-Koordinaten und t-Werte werden als max. Aktivität in jedem Gehirnareal angegeben. Fett gedruckte Ziffern be-
ziehen sich auf die höchste Aktivität im korrespondierenden Brodmann-Areal (BA). Es werden nur aktivierte Voxel mit einer Clustergrößen ≥ 9 berichtet. 
Gehirnregion Koordinaten (X, Y, Z) t-Wert Anzahl Voxel 
Anatomische Struktur BA Hemisphäre Lobus Talairach (max.) MNI (max.) max. min.  
Lobus parietalis inferior 7, 39, 40 R Parietalis/temporalis 45 -66 40 45 -70 40 8.12** 4.66** 10 
** = p < 0.01, R = rechts, BA = Brodmann-Areal, MNI = Montreal Neurological Institute. 
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Tabelle 4. Ergebnisse der sLORETA-Quellenlokalisationsanalyse (Kondition: aktive Oddball-Bedingung; „DEV_act“ > „ST_act“) im gemittelten Zeitfenster der P3-Komponente 
(253-351 ms nach Reizbeginn). Talairach/MNI-Koordinaten und t-Werte werden als max. Aktivität in jedem Gehirnareal angegeben. Fett gedruckte Ziffern beziehen sich auf 
die höchste Aktivität im korrespondierenden Brodmann-Areal (BA). Es werden nur aktivierte Voxel mit einer Clustergrößen ≥ 9 berichtet. 
Gehirnstruktur Koordinaten (X, Y, Z) 
t-Wert   Anzahl Voxel 
Anatomische Struktur BA Hemisphäre Lobus Talairach (max.) MNI (max.) 
max. min.   
Praecuneus 7, 19, 23, 31 R/L parietalis/occipitalis 20 -75 45 20 -80 45 5.11** 4.03** 132 
Gyrus cingularis 31 R/L limbicus 15 -42 25 15 -45 25 4.86** 4.06** 20 
Gyrus praecentralis 4, 6 R frontalis 45 -8 37 45 -10 40 4.81** 4.08** 13 
Gyrus temporalis superior 13, 22, 39, 41 R/L temporalis -50 -28 15 -50 -30 15 4.79** 4.04** 9 
Gyrus postcentralis 2, 3, 7, 40 R/L parietalis -50 -24 15 -50 -25 15 4.64** 4.03** 11 
Cuneus 7, 18, 19, 30 R/L occipitalis -10 -76 36 -10 -80 35 4.62** 4.04** 35 
 Cortex cingularis posterior 23, 30, 31  R limbicus 10 -53 16 10 -55 15 4.59** 4.05** 13 
Lobus parietalis inferior 39, 40 R     parietalis 35 -47 39 35 -50 40 4.45** 4.04** 22 
** = p < 0.01, L = links, R = rechts, BA = Brodmann-Areal, MNI = Montreal Neurological Institute. 
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6.1 Methoden 
6.1.1  Versuchspersonen 
Am vorliegenden Experiment nahmen zwölf Studenten (sieben Frauen, fünf Männer) 
zwischen 19 und 26 Jahren (M = 21.3 Jahre; SD = 2.15) der DSHS Köln teil. Alle 
VPn waren gesund und gaben an, keine Hörstörungen oder psychischen Leiden zu 
haben. Laut der Definition des Edinburgh Handiness Inventory (Oldfield, 1971) waren 
neun VPn Rechtshänder.  
6.1.2  Ethik und Rekrutierung der VPn 
Die zugrundelegende Ethik  sowie die Rekrutierung der VPn stimmen mit der von 
Experiment 1 überein. Die Vorgehensweisen wurden bereits für Experiment 1 ausführ-
lich beschriebenen (vgl. 5.1.2-5.1.3 ).  
6.1.3  Versuchsablauf 
Vor dem Beginn der EEG-Ableitung wurden von jeder VPn die individuellen Finger-
schnippgeräusche aufgezeichnet. Es wurde ihnen mitgeteilt, dass die Aufnahmen ver-
wendet würden, um eine standardisierte Datenbank zu erstellen, die natürliche Bewe-
gungsgeräusche enthält, welche vor allem in zukünftigen Studien verwendet werden 
sollen (siehe bspw. Graux et al., 2013, 2015 für eine ähnliche Coverstory). Die aufge-
nommenen Bewegungsgeräusche wurden vom Experimentator bearbeitet, während die 
VPn Fragenbögen zur Händigkeit und Gesundheit ausfüllten. Anschließend wurden 
die VPn für die EEG-Ableitung vorbereitet. Vor dem Beginn der EEG-Sitzung setz-
ten sich die VPn in einen bequemen Stuhl und wurden über das allgemeine Prozedere 
der EEG-Ableitung und das bevorstehende Experiment informiert. Das Experiment 
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enthielt insgesamt drei verschiedene Blöcke: Es begann immer mit der passiven Odd-
ball-Bedingung mit Sinustönen (Block 1), gefolgt von zwei Blöcken mit passiven 
„Selbst-Fremd“-Oddball-Bedingungen mit selbst- und fremderzeugten Fingerschnipp-
geräuschen (Blöcke 2 und 3). Diese beiden letzteren Blöcke wurden für alle VPn in 
einer zufälligen Reihenfolge dargeboten. Das Zeitintervall zwischen der Aufzeichnung 
der individuellen Fingerschnippgeräusche und dem Beginn des „Selbst-Fremd“-
Oddball-Paradigmas betrug in etwa 45 min. 
 Nach dem Ende des Experiments wurden die VPn eingeladen, sowohl offene als 
auch geschlossene Fragen bezüglich des experimentellen Aufbaus zu beantworten, 
einschließlich ihrer Fähigkeit, ihre eigenen zuvor aufgezeichneten Fingerschnippgeräu-
sche zu identifizieren. Abschließend wurden die VPn über den Zweck des Experiments 
informiert. 
6.1.4 Aufnahme der Fingerschnippgeräusche für die 
passiven „Selbst-Fremd“-Oddball-Bedingungen 
Die individuellen Fingerschnippgeräusche wurden mit einem stationären Tonaufnah-
megerät (Zoom H1, Zoom, Tokyo, Japan), welches auf einem kleinen MAGNESIT 
COPTER CB2.7 Stativ (Cullmann Germany GmbH, Langenzenn, Deutschland) mon-
tiert war, aufgenommen. Die Teilnehmer saßen mit einem Abstand von ca. 30 cm vor 
dem Tonaufnahmegerät. Jede VP wurde angewiesen, insgesamt zehn Fingerschnipper, 
unter Verwendung der dominanten Hand, mit einem Intervall von ungefähr 1 s auszu-
führen, um überlappende Tonaufzeichnungen zu vermeiden. Meistens wird ein Finger-
schnipp durch abruptes Aneinanderreiben von zwei Fingern, typischerweise mit dem 
Daumen und Mittelfinger, erzeugt. Intra- und interindividuelle Kreuzkorrelationen 
zeigten statistisch signifikante Unterschiede über alle zehn Fingerschnippgeräusche 
(Spearmans Rho, alle p < .01), während interindividuelle Fingerschnippgeräusche, bis 
auf wenige Ausnahmen, unkorreliert waren. Darüber hinaus weisen einzelne Finger-
schnippgeräusche eine hohe interne Konsistenz (Cronbachs Alpha = .92) auf. Um je-
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doch körperliche Unterschiede zwischen einzelnen Fingerschnippgeräuschen zu ver-
meiden, die in den gemittelten EKPs unterschiedliche Effekte hervorrufen könnten, 
wurde pro VP nur einer der zehn Fingerschnippgeräusche als tatsächlicher Experi-
mentalreiz gewählt. Dieser charakteristische Reiz wurde aus den Fingerschnippgeräu-
schen 4-7 ausgewählt, um eine mögliche Variabilität beim Fingerschnippen (Finger-
schnipp 1-3 bzw. 8-10), aufgrund von Ermüdungs- oder Vertrautheitseffekten, auszu-
schließen. Zudem lieferten diese individuell ausgewählten Reize die beste akustische 
Qualität. Unbearbeitete Sounddateien (Stereo, 32-Bit-Float und 44100 Hz) der Bewe-
gungsgeräusche wurden offline mithilfe des Audacity-Softwarepakets (Version 1.2.6) 
weiterbearbeitet. Das Bearbeiten dieser umfasste das Schneiden (Reizdauer = 300 
ms), das Ein- und Ausblenden (10 ms) und das Normalisieren auf die gleiche Spitzen-
amplitude (0 dB). 
6.1.5 Reizmaterial 
6.1.5.1 Passive Oddball-Bedingung mit Sinustönen 
(Block 1) 
Die passive Oddball-Bedingung wurde bereits bei Experiment 1 in Kapitel 4 genauer 
erläutert. 
6.1.5.2 Oddball-Bedingungen bestehend aus selbst- und 
fremderzeugten Fingerschnippgeräuschen (Blöcke 2 
& 3) 
Für jede VP diente das zuvor aufgenommene eigene Fingerschnippgeräusch als 
selbstbezogener Reiz und das Fingerschnippgeräusch einer anderen VP als nicht-
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selbstbezogener (fremdbezogener) Reiz. Daher bestand das „Selbst-Fremd“-Paradigma 
aus zwei Blöcken mit „Selbst“ als Standard und „Fremd“ als Deviant und umgekehrt. 
Jeder der beiden Blöcke bestand aus insgesamt 400 Durchläufen (im Englischen: 
trials) (325 Standards und 75 Deviants) mit einem fixen ISI von 700 ms, vgl. 5.1.6. 
Block 1 (passive Oddball-Bedingung mit Sinustönen) unterschied sich von den Blö-
cken 2 und 3 nur in Hinblick auf die unterschiedlichen ISIs (950 ms im Vergleich zu 
700 ms) und des verwendeten Reizmaterials (Sinustöne im Vergleich zu vorher aufge-
nommenen Fingerschnippgeräuschen). Das gesamte hier beschriebene Paradigma mit 
allen drei Versuchsblöcken dauerte in Summe, einschließlich kurzer Pausen, etwa 25 
bis 30 Minuten.          
 Zum Zweck des Experiments wurden die zuvor aufgenommenen Fingerschnipp-
geräusche der VPn zu Paaren gleichen Geschlechts gematcht. Aufgrund der Verwen-
dung dieses speziellen  experimentellen Paradigmas konnten gemittelte EKPs in Be-
zug auf physikalisch, identischen Reizen verglichen werden. Auf physikalischer Ebene 
wurden alle Fingerschnippgeräusche paarweise, bezüglich ihrer fundamentalen Fre-
quenz (f0), gematcht. Die mittlere Frequenzdifferenz in f0 zwischen selbst- (M = 
2532.75 Hz, SD = 481.99) und fremdbezogenen (M = 2520.42 Hz, SD = 378.67) Fin-
gerschnippgeräuschen unterschieden sich nicht signifikant voneinander (t (11) = - .07, 
p = .944). Folglich waren Selbst- bzw. Fremdbezug die einzigen Reizparameter, die zu 
Unterschieden in den evozierten EKPs (Blöcke 2 und 3) führen konnten. 
6.1.6 Reizdarbietung und EEG-Ableitung 
Die Reizdarbietung und die Ableitung des EEG erfolgte analog zur Vorgehensweise 
wie bereits vorher detailliert für Experiment 1 beschrieben (vgl. 5.1.6).  
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6.1.7 Verarbeitung, Analyse der elektrophysiologischen 
Daten sowie deren statistische Auswertung  
Die Vorverarbeitung der kontinuierlichen EEG-Daten und der darauf aufbauenden 
statistischen Analysen waren an die Vorgehensweise von Experiment 1 angelehnt (vgl. 
5.1.9). Analog zu Experiment 1 wurden EKPs separat für jeden Reiztyp gebildet: 
„SDe“ (= „Selbst Deviant“), „SSt“ (= „Selbst Standard“), „ODe“ (= „Fremd Deviant“) 
und „OSt (= „Fremd Standard“).        
 Zur Durchführung der statistischen Analysen und der Quantifizierung der ein-
zelnen EKP-Komponenten wurden, basierend auf der visuellen Überprüfung der EKP-
Daten, die unter 5.1.9 definierten Zeitfenster verwendet. Alle für dieses Experiment  
relevanten statischen Analysen der EKP-Daten wurden analog zu Experiment 1, wie 
bereist ausführlich unter 5.1.9 beschrieben, durchgeführt.  
6.1.8 sLORETA-Quellenlokalizationsanalyse 
Die sLORETA-Analyse war mit der von Experiment 1 bereits ausführlich beschriebe-
nen Vorgehensweise identisch (vgl. 5.1.10).  
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6.2 Ergebnisse  
In den folgenden Abschnitten werden die Ergebnisse der Datenanalyse genauer erläu-
tert und auf die Implikationen eingegangen. 
6.2.1 Posttest-Fragebögen 
Offene Fragen nach den Blöcken 2 und 3 zeigten, dass zehn von 12 VPn die präsen-
tierten Reize während beider „Eigen-Fremd“-Oddball-Bedingungen eindeutig als Fin-
gerschnippgeräusche identifizieren konnten. Darüber hinaus waren sich die VPn nach 
dem Experiment sicher, dass einer ihrer zuvor aufgezeichneten Fingerschnippgeräu-
sche während des Experiments als experimenteller Reiz verwendet wurde. Allerdings 
konnten nur vier von 12 VPn das zuvor aufgenommenes Fingerschnippgeräusch ein-
deutig als ihr eigenes identifizieren. 
6.2.2 Passive Oddball-Bedingung mit Sinustönen – 
EKPs  
Evozierte EKPs während des Oddball-Paradigmas mit Sinustönen zeigten sowohl für 
‚Deviant‘- als auch ‚Standard‘-Reize die folgenden EKP-Komponenten: N1 (Peak: bei 
etwa 95 ms) und P3 (Peak: bei etwa 300 ms), siehe Abbildung 9. Eine Analyse zwi-
schen ‚Deviant‘- und ‚Standard‘-Reizen zeigte statistisch signifikante Unterschiede in 
zwei unterschiedlichen Zeitfenstern, nämlich zwischen 82-129 ms und zwischen 233-
358 ms nach Reizbeginn, siehe Abbildung 9. 
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6.2.3 Passive Oddball-Bedingung mit Sinustönen – 
Differenzwelle  
Die extrahierte Differenzwelle („Deviant“ minus „Standard“) bestätigte zwei unter-
schiedliche Zeitfenster, die statistisch signifikante Unterschiede aufwiesen. Für das 
erste Zeitfenster (überlappend mit dem gemittelten Zeitfenster der N1-Komponente) 
wurden statistisch signifikante Unterschiede zwischen 72 und 138 ms nach Reizbeginn 
gefunden. Die maximale Anzahl statistisch signifikanter Unterschiede wurde zwischen 
84 und 129 ms nach Reizbeginn an 14 Elektroden, einschließlich FP2, F4, F8, FC2, 
FC6, C4, T8, AF4, F2, F6, FCz, FC4, C6 und FT8 beobachtet. Diese negative Ab-
lenkung kann als ‚frühe‘ MMN (Luck, 2005) mit einer Peak bei etwa 120 ms interpre-
tiert werden, siehe Abbildung 11. Um die Gültigkeit dieser Interpretation zu gewähr-
leisten, wurden alle Skalpelektroden auf eine gemeinsame Durchschnittsreferenz (im 
Englischen: common average reference, CAR) re-referenziert. In der gegenwärtigen 
Literatur werden entweder CAR oder eine Nasenreferenz empfohlen, da mithilfe die-
ser Montagen die MMN am besten bestimmt werden kann (Koelsch, 2012). Erwar-
tungsgemäß bestätigte dieses Verfahren die charakteristische Polaritätsinversion der 
extrahierten MMN an beiden Mastoidelektroden (M1 und M2). Somit überlappt die 
extrahierte MMN der Differenzwelle sich mit der ausgelösten N1-Komponente der 
gemittelten EKP-Wellenform (Campbell, Winkler, & Kujala, 2007). Für das zweite 
Zeitfenster wurden statistisch signifikante Unterschiede zwischen 203 und 363 ms 
nach Reizbeginn gefunden. Die maximale Anzahl statistisch signifikanter Unterschie-
de wurde zwischen 242 und 344 ms nach Reizbeginn und an allen 62 Elektroden beo-
bachtet. Diese positive Peak bei etwa 295 ms wurde als P3-Komponente interpretiert 
(Luck, 2005), siehe Abbildung 11. 
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Tabelle 5a.  Übersicht aller berechneten statistisch signifikanten Ergebnisse (nicht-parametrische ANOVAs oder t-Tests mit 5000 Per-
mutationen, FDR-korrigiert, q = .05) in den Zeitfenstern, entsprechend der N1-, P1-, N2a/MMN- sowie P3-Komponente. 
EKP-Kontraste (EEGLAB)      Komponente 
Konditionen      P1 N1 N2a/MMN P3 
Selbst Deviant 
(„SDe“) 
Fremd Standard 
(„OSt“) Fremd Deviant ("ODe") Selbst Standard ("SSt") n.s. n.s. 181-223 ms 267-391 ms 
Selbst Deviant 
(„SDe“) 
Fremd Standard 
(„OSt“) 
  
n.s. n.s. 179-220 ms 279-385 ms 
Fremd Deviant 
(„ODe“) 
Selbst Standard 
(„SSt“) 
  
n.s. n.s. n.s. 260-400 ms 
Selbst Deviant 
(„SDe“) 
Selbst Standard 
(„SSt“) 
  
n.s. n.s. 193-221 ms 275-375 ms 
Fremd Deviant 
(„ODe“) 
Fremd Standard 
(„OSt“) 
  
n.s. n.s. 189-221 ms 274-386 ms 
Selbst Deviant 
(„SDe“) 
Fremd Deviant 
(„ODe“) 
  
n.s. n.s. n.s. n.s. 
Selbst Standard 
(„SSt“) 
Fremd Standard 
(„OSt“)     n.s. n.s. n.s. n.s. 
ANOVA = Varianzanalyse (im Englischen: analysis of variance), n.s. = nicht signifikant, ms = Millisekunden. 
 
Tabelle 5b. Übersicht aller statistisch signifikanten Ergebnisse für den Kontrast zwischen die extrahierten Differenzwellen, entsprechend 
der Zeitfenster der N2a/MMN- bzw. P3-Komponente. 
Differenzwellen (Mass Univariate ERP Toolbox)     
Konditionen     
Selbst Deviant („SDe“) Fremd Standard („OSt“) 
  Fremd Deviant („ODe“) Selbst Standard („SSt“) 
  ANOVA = Varianzanalyse (im Englischen: analysis of variance), n.s. = nicht signifikant, ms = Millisekunden. 
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6.2.4 Passive „Selbst-Fremd"-Oddball-Bedingungen – 
EKPs  
Für das „Selbst-Fremd“-Oddball-Paradigma zeigte die visuelle Inspektion der extra-
hierten EKPs beider ‚Deviant‘-Reize („SDe“ und „ODe“) folgende EKP-Komponenten: 
P1, N2, P3 (auch als sogenannter „N2-P3-Komplex“ bekannt) mit Peaks bei etwa 155, 
215 bzw. 330 ms, siehe Abbildung 10. Im Gegensatz zur passiven Oddball-Bedingung 
mit Sinustönen wurde keine eindeutige N1-Komponente in Reaktion auf beide ‚De-
viant‘-Reize beobachtet. Dieser Befund steht im Einklang mit elektrophysiologischen 
Untersuchungen, welche zeigen konnten, dass eine Reduktion des ISIs (950 ms wäh-
rend der Oddball-Bedingung mit Sinustönen gegenüber 700 ms während beider 
„Selbst-Fremd“-Oddball-Bedingungen) zu einer Reduzierung der N1-Amplitude führen 
kann (Alcaini et al., 1994; Fitzgerald & Picton, 1981; Nelson & Lassman, 1968; 
Pereira et al., 2014). Ferner wird die Amplitude der auditorischen N1 sehr stark 
durch Stimulusparameter, wie Frequenz oder Amplitude der präsentierten Reize, be-
stimmt. Wie mehrere parametrische Studien zeigen konnten, nehmen die Amplitude 
und die Latenz der N1 ab, wenn die Frequenz der Reizdarbietung zunimmt. Im Ex-
tremfall nimmt die Amplitude der auditorischen N1 insbesondere bei Frequenzen > 
2000 Hz gänzlich ab (Antinoro, Skinner, & Jones, 1969; Wunderlich & Cone-Wesson, 
2001). Angesichts der Tatsache, dass die im vorliegenden Experiment verwendeten 
Fingerschnippgeräusche ebenfalls eine mittlere fundamentale Frequenz (f0) > 2000 Hz 
aufwiesen (vgl. 6.1.6.2), kann davon ausgegangen werden, dass der zuvor beschriebene 
Mechanismus ebenso für diese Reize gelten könnte. Ferner konnten in den EKPs kei-
ne eindeutigen N2- oder P3-Komponenten für ‚Standard‘-Reize („OSt“ bzw. „SSt“) 
beobachtet werden. Die weitere Analyse der gemittelten EKPs zeigte zwei unter-
schiedliche Zeitfenster, in denen EKPs statistisch signifikante Unterschiede zwischen 
allen vier experimentellen Bedingungen („SDe“, „ODe“, „SSt“ und „OSt“) beobachtet 
werden konnten. Ferner wurden keine statisch signifikanten Effekte in früheren Zeit-
fenstern (z.B. P1 oder N1) gefunden.         
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Der Kontrast „SDe“ > „OSt“ ergab zwei statistisch signifikante Unterschiede, zwi-
schen 180 und 219 ms sowie zwischen 279 und 385 ms nach Reizbeginn. Im Gegensatz 
dazu zeigte der Kontrast „ODe“ > „SSt“ nur einen statistisch signifikantes Unter-
schied, im Zeitfenster zwischen 260 und 395 ms nach Reizbeginn. In früheren Zeit-
fenstern (z.B. P1 oder N1) wurden keine statistisch signifikanten Unterschiede gefun-
den. 
6.2.5 Passive „Selbst-Fremd"-Oddball-Bedingungen – 
Differenzwellen 
Statistische Ergebnisse auf Grundlage einer Analyse mit der „Mass Univariate ERP 
Toolbox“ bestätigten zwei unterschiedliche Zeitfenster bei denen die extrahierte Diffe-
renzwelle statistisch signifikante Unterschiede zeigte. Für das erste Zeitfenster wurden 
statistisch signifikante Unterschiede zwischen 166 und 232 ms nach Reizbeginn gefun-
den, siehe Abbildung 11. Die maximale Anzahl statistisch signifikanter Unterschiede 
wurde zwischen 180 und 219 ms nach Reizbeginn an 13 Elektroden (F7, F3, Fz, F8, 
FC5, FC1, C4, AF7, AF3, F5, F1, C5 und FT7) beobachtet. Diese Negativierung 
wurde als N2a bzw. als auditorische MMN (Luck, 2005) mit einer Peak bei etwa 215 
ms interpretiert. Ähnlich zur passiven Oddball-Bedingung mit Sinustönen bestätigte 
eine erneute Referenzierung auf CAR die charakteristische Polaritätsinversion der 
extrahierten MMN an den linken und rechten Mastoidelektroden (M1 bzw. M2). 
 Für das zweite Zeitfenster wurden statistisch signifikante Unterschiede zwi-
schen 260 und 404 ms nach Reizbeginn gefunden, siehe Abbildung 11. Die maximale 
Anzahl statistisch signifikanter Unterschiede wurde zwischen 295 und 367 ms nach 
Reizbeginn an 51 Elektroden (F3, Fz, F4, F8, FC1, FC2, FC6, C3, Cz, C4, T8, CP5, 
CP1z, CP3, CP2, CP4, CP3, CP3, CP4, CP3, CP4, CP3, CP3, CP4, CP3, CP4, P3, 
P1, F3, F4, F8, F5, F1, F2, F6, P5, P1, P2, P6, PO5, PO3, PO4, PO6, FT8, TP7, 
TP8, PO7 und PO8) gemessen. Diese Positivierung entspricht der bekannten P3-
Komponente (Luck, 2005) mit einer Peak bei etwa 355 ms, siehe Abbildung 10.  
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Abbildung 11. Extrahierte ERP- und Differenzwellen und entsprechende Skalp-Topographien während 
der Oddball-Bedingung mit Sinustönen und der „Selbst-Fremd“-Oddball-Bedingungenmit Fingerschnipp-
geräuschen (modifiziert nach Justen & Herbert, 2016). A: EKP-Wellenform und entsprechende Diffe-
renzwelle („Deviant“ minus „Standard“) an Elektrode Cz. Darüber hinaus werden berechnete Skalp-
Topographien der N1/MMN- und der P3-Komponente dargestellt. B: EKP-Wellenform und entspre-
chende Differenzwellen („SDe“ minus „OSt“ sowie „ODe“ minus „SSt“) an Elektrode Cz. Darüber hi-
naus werden topographische Plots der N2a/MMN- und P3-Komponete dargestellt. Abkürzungen: MMN 
= Mismatch negativity. 
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Im Gegensatz hierzu zeigte der statistische Test der extrahierten Differenzwelle 
(„ODe“ minus „SSt“) nur einen signifikanten Unterschied, nämlich im Zeitfenster zwi-
schen 256-402 ms nach Reizbeginn. Die maximale Anzahl statistisch signifikanter Un-
terschiede zeigte sich zwischen 275 und 387 ms nach Reizbeginn und konnte zudem 
an allen 62 Elektroden beobachtet werden. Diese Positivierung (Peak bei etwa 335 
ms) wurde als P3-Komponente interpretiert (Luck, 2005), siehe Abbildung 10. Zwi-
schen den ‚Deviant‘- („ODe“ und „SDe“) und ‚Standard‘-Reizen („OSt“ bzw. „SSt“) 
konnten keine signifikanten Unterschiede gefunden werden, siehe Tabellen 5a und 5b. 
6.2.6 Passive Oddball-Bedingung mit Sinustönen – 
sLORETA  
Für das gemittelte Zeitfenster zwischen 84 und 129 ms (überlappend mit dem gemit-
telten Zeitfenster der ‚frühen‘ MMN-Komponente) wurde in folgenden Hirnregionen 
eine signifikant höhere hirnelektrische Aktivierung in Reaktion auf sehr selten darge-
botene ‚Deviant‘- im Vergleich zu sehr häufig dargebotenen ‚Standard‘-Reizen gefun-
den: rechter Gyrus temporalis superior (BA 22), rechte Insula (BA 13), rechter sub-
gyrale Lobus temporalis (BAs 20/21), rechter Gyrus temporalis inferior (BA 20), 
rechter Gyrus post- und precentralis (BAs 4/6/43), rechter Gyrus temporalis trans-
versi (BAs 41/42) und linker Gyrus fusiformis (BAs 20/36), siehe Abbildung 11 und 
Tabelle 6.           
 In folgenden Hirnregionen wurde für das gemittelte Zeitfenster zwischen 242 
und 344 ms (überlappend mit dem gemittelten Zeitfenster der P3-Komponente) eine 
signifikant höhere kortikale Aktivierung in Reaktion auf ‚Deviant‘- im Vergleich zu 
‚Standard‘-Reizen gefunden: beide bilateralen Gyri lingualis (BA 18), rechter Cuneus 
(BAs 17/18/19/23/30), rechter Gyrus fusiformis (BAs 18/19/37), rechter Gyrus pa-
rahippocampalis (BAs 19/27/30/36), posteriorer Teil des rechten cingulären Cortex 
(BA 30), rechter Gyrus temporalis medius (BA 19) und rechter Gyrus occipitalis su-
perior (BA 19), siehe Abbildung 12 und Tabelle 7. 
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Tabelle 6. Resultate der sLORETA-Quellenlokalisationsanalyse für den Kontrast zwischen ‚Deviant‘- und ‚Standard‘-Reizen (500 vs. 
1000 Hz Sinustöne) im gemittelten Zeitfenster der „frühen“ N2a/MMN-Komponente. Talairach/MNI-Koordinaten und t-Werte entspre-
chen der maximalen elektrokortikalen Aktivität im korrespondierenden Hirnareal. 
 
Hirnregion  Koordinaten (X, Y, Z) t-Wert 
Anatomische Struktur  BA Hemisphäre Lobus Talairach MNI max. min. Anzahl aktivierter  
Voxel 
Gyrus temporalis superior 22 R temporalis 45 -15 -3 45 -15 -5 5.69** 4.51** 16 
Insula 13 R insularis 45 -15 1 45 -15 0 5.67** 4.49** 22 
Sub-Gyral 20, 21 R temporalis 45 -10 -8 45 -10 -10 5.48** 4.47** 5 
Gyrus temporalis inferior 20 R temporalis 50 -11 -25 50 -10 -30 5.28** - 1 
Gyrus praecentralis 3, 4, 6 R frontalis 54 -4 14 55 -5 15 4.91** 4.44** 18 
Gyrus postcentralis 43 R parietalis 50 -14 15 50 -15 15 4.85** 4.44** 3 
Gyrus temporalis transversus 41, 42 R temporalis 50 -19 10 50 -20 10 4.80** 4.52** 3 
Gyrus fusiformis 20, 36 L temporalis -45 -40 -23 -45 -40 -30 4.56** 4.44** 5 
** = p < 0.01, L = links, R = rechts, min. = Minimum, max. = Maximum, BA = Brodmann-Areal, MNI = Montreal Neurological Insti-
tute. 
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Tabelle 7. Resultate der sLORETA-Quellenlokalisationsanalyse für den Kontrast zwischen ‚Deviant‘- und ‚Standard‘-Reizen (500 vs. 
1000 Hz Sinustöne) im gemittelten Zeitfenster der P3-Komponente. Talairach/MNI-Koordinaten und t-Werte entsprechen der maxima-
len elektrokortikalen Aktivität im korrespondierenden Hirnareal. 
 
Hirnregion Koordinaten (X, Y, Z) t-Wert 
Anatomische Struktur BA Hemisphäre Lobus Talairach MNI max. min. Anzahl aktivierter  
Voxel 
Gyrus lingualis 18 R/L occipitalis -5 -88 -8 -5 -90 -15 5.16** 3.97* 48 
Cuneus 
17, 18, 19, 23, 
30 R occipitalis 10 -72 13 10 -75 10 4.87* 3.93* 14 
Gyrus fusiformis 18, 19, 37 R occipitalis 25 -74 -13 25 -75 -20 4.58* 3.96* 16 
Gyrus parahippocampalis 19, 27, 30, 36 R limbicus 20 -54 -6 20 -55 -10 4.56* 3.91* 21 
Cortex cingularis posterior 30 R limbicus 10 -67 13 10 -70 10 4.53* 4.52* 2 
* 19 R occipitalis 15 -59 -5 15 -60 -10 4.48* - 1 
Gyrus temporalis medius 19 R temporalis 40 -81 23 40 -85 20 4.47* 4.21* 2 
Gyrus occipitalis superior 19 R occipitalis 35 -76 27 35 -80 25 4.13* 3.97* 3 
** = p < 0.01, L = links, R = rechts, min. = Minimum, max. = Maximum, BA = Brodmann-Areal, MNI = Montreal Neurological  
Institute. 
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6.2.7 Passive „Selbst-Fremd"-Oddball-Bedingungen – 
sLORETA 
Der Vergleich zwischen den experimentellen Bedingungen „SDe“ und „OSt“  zeigte im 
gemittelten Zeitfenster zwischen 179 und 221 ms (entsprechend der N2a/MMN) sta-
tistisch signifikante Unterschiede in folgenden Hirnregionen: beide bilateralen anterio-
ren Gyri cingularis (BAs 23/24/32), beide bilateralen Gyri frontalis superior (BAs 
6/8/9), linker Gyrus temporalis superior (BA 39), beide bilateralen Gyri frontalis me-
dius (BA 6), linker posteriore cinguläre Cortex (PPC; BAs 6/32), rechter  Lobus pa-
rietalis superior (BA 7), beide bilateralen sub-gyralen Bereiche (BA 6), linker Lobus 
parietalis inferior (BA 40), linker Praecuneus (BA 19/31), linker Gyrus praecentralis 
(BAs 6/9), linke Insula (BA 13), linker Gyrus parahippocampalis (BA 36) und linker 
Gyrus fusiformis (BA 37), siehe Tabelle 13.  
 Im Zeitfenster zwischen 295 und 367 ms (entsprechend der P3-Komponente) 
wurden statistisch signifikante Unterschiede zwischen den experimentellen Bedingun-
gen „SDe“ und „OSt“ in folgenden Hirnregionen beobachtet: rechter Lobus parietalis 
inferior (BA 40), rechter Gyrus pra-ecentralis (BA 6), rechter Gyrus frontalis superior 
(BA 6), linker Gyrus temporalis superior (BA 41), rechter Gyrus frontalis medius 
(BA 6), linker Cuneus (BAs 28/34), linke Insula (BA 13) und linker Gyrus parahip-
pocampalis (BA 34), siehe Abbildung 14.  
 Der Vergleich zwischen den experimentellen Bedingungen „ODe“ und „SSt“ 
zeigten im gemittelten Zeitfenster der N2a/MMN keine statistisch signifikanten Un-
terschiede.  
 In folgenden Hirnregionen wurden statistisch signifikante Unterschiede, im 
Zeitfenster zwischen 275 und 387 ms (entsprechend der P3-Komponente), beobachtet: 
rechter Praecuneus (BAs 7/31), rechter Gyrus postcentralis (BAs 3/5/7), rechter Lo-
bus parietalis superior (BAs 5/7), rechter Lobus paracentralis (BAs 5/31), rechter 
sub-gyrale Bereich (BAs 7/40), rechter Gyrus cingularis (BAs 23/24/31), beide bilate-
ralen  Gyri frontalis superior (BA 6), beide bilateralen  Gyri frontalis medius (BA 6) 
und rechter posteriorer cingulärer Cortex (PPC;BAs 29/30), siehe Abbildung 15. Für 
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eine vollständige Übersicht aller berechneten statistisch signifikanten Ergebnisse ein-
schließlich aller anatomischen Regionen und aktivierter Voxel, siehe 8, 9 und 10. 
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Abbildung 14. Ergebnisse der sLORETA-Quellenlokalizationsanalyse für das Oddball-Paradigma mit 
Fingerschnippgeräuschen (Kontrast: „SDe“ > „OSt“) überlappend mit dem gemittelten Zeitfenster der 
N2a/MMN-Komponente (zwischen 180 und 219 ms) (modifiziert nach Justen & Herbert, 2016). A: Das 
Maximum der hirnelektrischen Aktivität wurde in Teilen des rechten ACC/PCC (BA 32) in der rech-
ten Hemisphäre gefunden. B: Eine Draufsicht auf das Gehirn (Schaubild links) zeigt das Maximum der 
hirnelektrische Aktivität im linken SMA (BA 6). Eine Seitenansicht auf die rechte mediale Oberfläche 
des Gehirns (Schaubild rechts) zeigt hirnelektrische Aktivierungen im rechten ACC/PPC (BA 32). 
Abkürzungen: L = links; R = rechts; A = anterior; P = posterior; MNI = Montreal Neurological In-
stitute; X, Y, Z = ent-sprechende MNI-Koordinaten; BA = Brodmann-Areal; SMA = supplementär-
motorisches Areal; ACC = anteriorer cingulärer Cortex; PCC = posteriorer cingulärer Cortex. 
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Abbildung 15. Ergebnisse der sLORETA-Quellenlokalizationsanalyse für das Oddball-Paradigma mit 
Fingerschnippgeräuschen (Kontrast: „SDe“ > „OSt“) überlappend mit dem gemittelten Zeitfenster der 
P3-Komponente (zwischen 295 und 367 ms) (modifiziert nach Justen & Herbert, 2016). A: Das Maxi-
mum der hirnelektrischen Aktivität wurde im rechten Lobus parietalis inferior (im Englischen: inferior 
parietal lobule, IPL; BA 40) lokalisiert. B: Eine Seitenansicht auf der rechten Hemisphäre (Schaublid 
rechts) sowie eine Draufsicht auf das ganze Gehirn (Schaubild links) zeigen das Maximum der hirne-
lektrischen im rechten IPL (BA 40) und im linken SMA (BA 6). Abkürzungen: L = links; R = rechts; 
A = anterior; P = posterior; MNI = Montreal Neurological Institute; X, Y, Z = entsprechende MNI-
Koordinaten; BA = Brodmann-Areal; SMA = supplementär-motorisches Areal. 
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Abbildung 16. Ergebnisse der sLORETA-Quellenlokalizationsanalyse für das Oddball-Paradigma mit 
Fingerschnippgeräuschen (Kontraste: „ODe“ > „SSt“) überlappend mit dem gemittelten Zeitfenster der 
P3-Komponente (zwischen 275 und 387 ms) (modifiziert nach Justen & Herbert, 2016). A: Das 
Maximum der hirnelektrischen Aktivität wurde in Teilen des rechten Praecuneus gefunden (BA 7). B: 
Eine Draufsicht des ganzen Gehirns (Schaubild rechts) und zusätzlich eine mediale Ansicht der rechten 
Hemisphäre (Schaubild links) zeigen hirnelektrische Aktivierungen im rechten Praecuneus (BA 7) und 
in beiden SMA bilateral (BA 6). Abkürzungen: L = links; R = rechts; A = anterior; P = posterior; 
MNI = Montreal Neurological Institute; X, Y, Z = entsprechende MNI-Koordinaten; BA = 
Brodmann-Areal; SMA = supplementär-motorisches Areal. 
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Tabelle 8. Resultate der sLORETA-Quellenlokalisationsanalyse für den Kontrast zwischen Deviant- und Standard-Reizen („SDe“ vs. 
„OSt“) überlappend mit dem gemittelten Zeitfenster der N2a/MMN-Komponente. Talairach/MNI-Koordinaten und t-Werte entspre-
chen der maximalen elektrokortikalen Aktivität im korrespondierenden Hirnareal. 
  
Hirnregion  Koordinaten (X, Y, Z) t-Wert 
Anatomische Struktur  BA Hemisphäre Lobus Talairach MNI max. min. Anzahl aktivierter  
Voxel 
Gyrus cingularis 23, 24, 31, 32 R/L limbicus 10 7 41 10 5 45 4.42** 3.28* 68 
Gyrus frontalis superior 6, 8, 9 R/L frontalis -25 -2 65 -25 -5 70 3.89* 3.27* 15 
Gyrus temporalis medius 39 L temporalis -50 -62 22 -50 -65 20 3.87* 3.28* 9 
Gyrus frontalis medius 6 R/L frontalis -25 -7 60 -25 -10 65 3.86* 3.28* 22 
Cortex cingularis posterior 23 L limbicus -5 -38 25 -5 -40 25 3.84* 3.43* 3 
Gyrus temporalis superior 22, 39 L temporalis -45 -57 21 -45 -60 20 3.80* 3.39* 7 
Gyrus frontalis medius 6, 32 R frontalis 10 7 50 10 5 55 3.68* 3.29* 13 
Lobus parietalis superior 7 R parietalis 30 -71 45 30 -75 45 3.65* 3.45* 2 
Sub-Gyral 6 R/L frontalis -20 -7 56 -20 -10 60 3.59* 3.32* 5 
Lobus parietalis inferior 40 L parietalis -64 -42 25 -65 -45 25 3.50* 3.29* 7 
Praecuneus 19, 31 L parietalis -20 -42 30 -20 -45 30 3.43* 3.34* 2 
Gyrus praecentralis 6, 9 L frontalis -25 -12 56 -25 -15 60 3.38* 3.27* 5 
Insula 13 L insularis -40 -43 21 -40 -45 20 3.36* 3.36* 2 
Gyrus parahippocampalis 36 L limbicus -20 -39 -6 -20 -40 -10 3.32* 3.30* 4 
Gyrus fusiformis 37 L temporalis -25 -40 -15 -25 -40 -20 3.29* - 1 
** = p < 0.01, * = p < 0.05, L = links, R = rechts, min. = Minimum, max. = Maximum, BA = Brodmann-Areal, MNI = Mon-
treal Neurological Institute. 
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Tabelle 9. Resultate der sLORETA-Quellenlokalisationsanalyse für den Kontrast zwischen Deviant- und Standard-Reizen („ODe“ vs. 
„SSt“) überlappend mit dem gemittelten Zeitfenster der P3-Komponente. Talairach/MNI-Koordinaten und t-Werte entsprechen der 
maximalen elektrokortikalen Aktivität im korrespondierenden Hirnareal. 
 
Hirnregion Koordinaten (X, Y, Z) t-Wert 
Anatomische Struktur BA Hemisphäre Lobus Talairach MNI max. min. Anzahl aktivierter  
Voxel 
Lobus parietalis inferior 40 R parietalis 45 -42 39 
 
-45 40 3.83* 3.32* 9 
Gyrus praecentralis 6 R frontalis 35 -3 37 35 -5 40 3.68* 3.29* 3 
Sub-Gyral 6 R frontalis 35 -3 42 35 -5 45 3.62* - 1 
Gyrus frontalis superior 6 R frontalis 20 -2 65 20 -5 70 3.61* - 3 
Gyrus temporal superior 41 L temporalis -40 -34 6 -40 -35 5 3.53* - 1 
Gyrus temporalis transversus 41 L temporalis -35 -33 11 -35 -35 10 3.47* - 1 
Gyrus frontalis medius 6 R frontalis 35 -8 42 35 -10 45 3.46* 3.29* 6 
Uncus 28, 34 L limbicus -15 -1 -25 -15 0 -30 3.46* 3.31* 5 
Insula 13 L insularis -30 -38 20 -30 -40 20 3.34* - 1 
Gyrus parahippocampalis 34 L limbicus -15 -1 -17 -15 0 -20 3.31* - 1 
* = p < 0.05, L = links, R = rechts, min. = Minimum, max. = Maximum, BA = Brodmann-Areal, MNI = Montreal Neurological In-
stitute. 
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Tabelle 10. Resultate der sLORETA-Quellenlokalisationsanalyse für den Kontrast zwischen Deviant- und Standard-Reizen („SDe“ vs. 
„OSt“) überlappend mit dem gemittelten Zeitfenster der P3-Komponente. Talairach/MNI-Koordinaten und t-Werte entsprechen der 
maximalen elektrokortikalen Aktivität im korrespondierenden Hirnareal. 
 
Hirnregion Koordinaten (X, Y, Z) t-Wert 
Anatomische Struktur BA Hemisphäre Lobus Talairach MNI max. min. Anzahl aktivierter  
Voxel 
Praecuneus 7, 31 R parietalis 15 -46 48 15 -50 50 4.73** 3.37* 8 
Gyrus postcentralis 3, 5, 7 R parietalis 20 -45 67 20 -50 70 4.60* 3.35* 9 
Lobus parietalis superior 5, 7 R parietalis 20 -45 62 20 -50 65 4.53** 3.37* 10 
Lobus paracentralis  5, 31 R frontalis/limbicus 20 -41 53 20 -45 55 4.47** 3.39* 5 
Sub-Gyral 7, 40 R parietalis 20 -46 53 20 -50 55 4.22** 3.35* 7 
Gyrus cingularis 23, 24, 31 R limbicus 15 -32 38 15 -35 40 4.14** 3.32* 14 
Gyrus frontalis superior 6 R/L frontalis -5 13 64 -5 10 70 4.06** 3.34* 28 
Gyrus frontalis medius 6 R/L frontalis 5 3 55 5 0 60 3.75* 3.33* 18 
Cortex cingularis posterior 29, 30 R limbicus 10 -53 16 10 -55 15 3.70* 3.35* 6 
** = p < 0.01, * = p < 0.05, L = links, R = rechts, min. = Minimum, max. = Maximum, BA = Brodmann-Areal, MNI = Montreal 
Neurological Institute. 
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6.3 Diskussion  
6.3.1 Passive Oddball-Bedingung mit Sinustönen – 
EKPs 
Sinustöne lösten, wie zu erwarten war, zwei allgemein bekannte EKP-Komponenten 
aus, nämlich eine N1 (einschließlich einer frühen MMN als Differenzpotential, wenn 
die evozierten EKPs von ‚Standard‘- und von ‚Deviant‘-Reizen subtrahiert wurden 
(vgl. 2.4.1.2), sowie eine darauffolgende P3-Komponente in Reaktion auf ‚Deviant‘-
Reize. Die unterschiedliche Modulation beider EKP-Komponenten (d.h. größere N1- 
und P3-Amplituden in Reaktion auf ‚Deviant‘- im Vergleich zu ‚Standard‘-Reizen 
steht im Einklang mit mehreren zuvor durchgeführten EKP-Studien, die ein ver-
gleichbares passives akustisches Oddball-Paradigma mit Sinustönen verwendeten (für 
die N1-Komponente siehe Godey et al. (2001); für die P3-Komponente siehe 
Bennington & Polich, 1999; Patel & Azzam, 2005). Ebenfalls in Übereinstimmung mit 
vorangegangenen Studien wurde die P3-Komponente nur durch die Darbietung von 
‚Deviant‘-Reizen (Sinustöne) evoziert (Debener et al., 2005; Escera, Alho, Schröger, & 
Winkler, 2000; Escera et al., 1998). 
6.3.2 Passive Oddball-Bedingung mit Sinustönen – 
sLORETA 
Im gemittelten Zeitfenster der N1-Komponente (entsprechend der ‚frühen‘ MMN zwi-
schen 82 und 129 ms) zeigte die sLORETA-Analyse eine signifikant erhöhte hirne-
lektrische Aktivität im rechten Gyrus temporalis superior (BA 22) sowie zusätzlich 
im rechten Lobus insularis (BA 13). Vor allem die Aktivierung des Lobus insularis 
wurde in der Vergangenheit bereits in einer fMRT-Studie von Müller et al. (2003) 
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berichtet, bei der ein vergleichbares passives Oddball-Paradigma mit Sinustönen ver-
wendet wurde. Die Ergebnisse dieser Studie bestätigen somit die Beteiligung des rech-
ten Gyrus temporal superior und des Lobus insularis bei der Verarbeitung von rein 
akustischen ‚Deviant‘-Reizen. Zusätzlich deuten die Ergebnisse der funktionellen 
Bildgebung von Müller et al. (2003) daraufhin, dass die Aktivierung des Lobus insula-
ris mit der Verarbeitung und Diskrimination einfacher akustischer Reize (bspw. Si-
nustöne) assoziiert ist (für eine Einführung siehe Bamiou et al., 2003) und somit keine 
spezifische Aktivierung für eine bestimmte Klasse von Reizen zeigt. Darauf aufbauend 
haben mehrere bildgebende Studien zeigen können, dass der Lobus insularis Teil des 
‚Salienznetzwerks‘ (im Englischen: salience network, SN) ist und somit während der 
Detektion salienter bzw. bedeutsamer akustischer Reize aktiviert ist (Seeley et al., 
2007; Uddin, 2014).          
 Zusätzlich zur Aktivierung des Lobus insularis führte die Darbietung von ‚De-
viant‘-im Vergleich zu ‚Standard‘-Reizen zu einer signifikant höheren hirnelektrischen 
Aktivität im bzw. in Randgebieten des rechten primären auditorischen Cortex (A1, 
BA 42), sowie zusätzlich in angrenzenden auditorischen Assoziationsbereichen (A2, 
BA 42). Anatomisch gesehen befinden sich diese speziellen Verarbeitungsregionen be-
finden sich im rechten Planum temporalis (PT). Auf Basis bisheriger fMRT-
Ergebnisse kann davon ausgegangen werden, dass das PT als sogenannter computa-
tional hub für die komplexe Klangverarbeitung im spektrotemporalen Bereich be-
trachtet werden kann (Griffiths & Warren, 2002), welcher ebenfalls mit der Modula-
tion der Aufmerksamkeit assoziiert ist (Woldorff et al., 1993).  
 Des Weiteren konnte eine signifikant höhere hirnelektrische Aktivität im Tem-
porallappen (z.B. Gyrus temporalis superior; BA 22) lokalisiert werden. Dieses Akti-
vierungsmuster steht in engem Einklang mit Ergebnissen einer zuvor durchgeführten 
Neuroimaging-Studie, welche die fMRT-Methodik und die Ableitung eines mehrkana-
ligen EEGs während einer passiven Oddball-Bedingung miteinander kombinierte 
(Liebenthal et al., 2003). Die Befunde der zuvor genannten fMRT-Studie bestätigen 
die gefundenen hirnelektrischen Aktivierungen der vorliegenden sLORETA-
Quellenlokalisationsanalyse und belegen somit, dass der rechte Gyrus temporalis su-
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perior (BA 22) und das rechte Planum temporale superior (BAs 41/42) eine wichtige 
Rolle bei der Verarbeitung devianter Sinustöne spielen.    
 Schließlich wurde eine Aktivierung der medialen und lateralen visuellen Hirn-
regionen [z.B. in Teilen des rechten lateralen okzipitalen Cortex (LOC, BAs 18/19)] 
im gemittelten Zeitfenster der P3-Komponente beobachtet, obwohl diese Regionen 
primär während der „klassischen“ rein visuellen Reizverarbeitung aktiviert sind. Die-
ser Befund ist bemerkenswert, da VPn während des Experiments nur rein akustische 
Reize dargeboten wurden. Eine Ausnahme stellte ein schwarzes Fixationskreuz auf 
weißem Hintergrund dar, das während der Dauer des gesamten Experiments perma-
nent in der Mitte des Computerbildschirms als Fixationspunkt eingeblendet wurde. 
Mehrere fMRT-Studien konnten jedoch aufzeigen, dass diese normalerweise rein vi-
suellen Hirnregionen auch während der Zuwendung von Aufmerksamkeit beteiligt 
sind (Grill-Spector et al., 1999; Grill-Spector, Kourtzi, & Kanwisher, 2001) und das 
vor allem speziell bei Aufgaben, die ein hohes Maß räumlicher Aufmerksamkeit erfor-
dern (Murray & Wojciulik, 2004). Ebenso konnten mehrere fMRT-Studien zeigen, 
dass „klassische“ rein visuelle Verarbeitungsregionen ebenfalls während der Darbie-
tung akustischer Reize aktiviert werden können (Bénar et al., 2007; Goldman et al., 
2009). Diese Studien kombinierten die simultane Messung mittels der EEG- und 
fMRT-Methodik während einer vergleichbaren passiven Oddball-Bedingung mit Si-
nustönen und modellierten anhand der gemessenen fMRT-Daten und den gemittelten 
EKPs die evozierte P3-Komponente. Die Ergebnisse dieser Studien konnten eindeutig 
zeigen, dass der Kontrast zwischen ‚Deviant‘- und ‚Standard‘-Reizen (im gemittelten 
Zeitfenster der P3-Komponente) stabil unter anderem in medialen und lateralen Tei-
len des Lobus occipitalis/Okzipitallappens lokalisiert werden konnte (Bénar et al., 
2007; Goldman et al., 2009). 
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6.3.3 „Selbst-Fremd“-Oddball-Bedingungen  
6.3.4 EKPs 
Im Gegensatz zum passiven Oddball-Paradigma mit Sinustönen wurden erst im 
Zeitfenster der N2a/MMN-Komponente (beginnend bei ca. 180 ms nach Reizbe-
ginn) statistisch signifikante Unterschiede zwischen ‚Deviant‘- und Standard-
Reizen beobachtet. Wie in Abbildung 12 ersichtlich, wurde während des „Selbst-
Fremd“-Oddball-Paradigmas keine charakteristische N1-Komponente als Reaktion 
auf ‚Deviant‘-Reize („SDe“ bzw. „ODe“) evoziert. Ein Grund hierfür könnte das 
verwendete fixe Interstimulusintervall (ISI) während des „Selbst-Fremd“-Oddball-
Paradigmas sein, das wesentlich kürzer war als während des Oddball-Paradigmas 
mit Sinustönen (950 ms gegenüber 700 ms). Vorherige EKP-Studien konnten näm-
lich zeigen, dass die Amplituden der N1-Komponente bei längeren ISIs stärker aus-
geprägt sind (Alcaini et al., 1994; Fitzgerald & Picton, 1981; Nelson & Lassman, 
1968; Pereira et al., 2014). Daher ist es sehr wahrscheinlich, dass das fixe ISI des 
vorliegenden Experiments die N1-Amplitude während des „Selbst-Fremd“-Oddball-
Paradigmas gedämpft haben könnte. Bemerkenswerterweise wurde die differentielle 
Modulation der N2a/MMN-Komponente nur während des Kontrasts „SDe“ > 
„OSt“ beobachtet, nicht jedoch während des Kontrasts „ODe“ > „OSt“. Dieser Be-
fund deutet darauf hin, dass die Diskrimination zwischen selbst- und fremdbezoge-
nen Reizen gedämpft oder verdeckt wird, wenn selbstbezogene Reize als Standards 
dargeboten werden. Somit werden selbstbezogene Fingerschnippgeräusche, ähnlich 
wie andere saliente Reize (bspw. das eigene Gesicht, der eigene Name oder die ei-
gene Stimme), vorrangig unbewusst verarbeitet und können sehr gut von anderen 
Reizen unterschieden werden, auch wenn wir nicht explizit dazu aufgefordert wer-
den (vgl. Graux et al., 2013, 2015). Selbstverständlich sind weitere EKP-Studien 
nötig, um die bevorzugte Verarbeitung selbst- im Gegensatz zu fremdbezogenen 
Fingerschnippgeräuschen in einer größeren Population zu untersuchen. 
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 Im gemittelten Zeitfenster der P3-Komponente (beginnend bei etwa 260 ms 
nach Reizbeginn) wurden keine statistisch signifikanten Unterschiede in Reaktion 
auf selbst- im Vergleich zu fremdbezogenen Fingerschnippgeräuschen (Kontraste: 
„SDe“ > „OSt“  bzw. „ODe“ > „SSt“) beobachtet. Dieser Befund deutet darauf hin, 
dass die frühzeitige Auslösung der extrahierten N2a/MMN-Komponente, nicht aber 
die spätere Auslösung der evozierten P3-Komponente, ein fundamentales neuro-
physiologisches Korrelat der impliziten Diskrimination selbst- im Gegensatz zu 
fremdbezogenen Bewegungsgeräuschen sein könnte. Auf Grundlage früherer EKP-
Studien kann daher angenommen werden, dass die extrahierte N2a/MMN-Kom-
ponente eine kontinuierliche Analyse der Merkmale des Reizes widerspiegelt, ge-
folgt von einer Aktualisierung und eines internen Vergleiches auf Grundlage einer 
bereits gespeicherten Gedächtnisrepräsentation (für einen Überblick siehe bspw. 
Patel & Azzam, 2005). Daher könnte die frühzeitige sensorische Diskrimination 
selbstbezogener Fingerschnippgeräusche im Zeitfenster der extrahierten N2a/ 
MMN-Komponente mit einer verminderten Aktualisierung des Arbeitsgedächtnis-
ses assoziiert werden. 
6.3.5 sLORETA 
Für den Kontrast „SDe“ > „OSt“ zeigte die sLORETA-Quellenlokalisationsanalyse 
bereits im Zeitfenster der N2a/MMN-Komponente eine erhöhte hirnelektrische Akti-
vität im lateralen Teil des linken primären motorischen Cortex (M1, BA 6), sowie 
zusätzlich in Teilen des rechten anterioren und posterioren cingulären Cortex 
(ACC/PCC; BAs 32/24), siehe Abbildung 14. Während motorische Areale dem Spie-
gelneuronensystem (MNS) zugeschrieben werden, gehören der ACC und der PCC zu 
den kortikalen Mittellinienstrukturen (CMS) (Northoff & Bermpohl, 2004). Somit 
kann die signifikant höhere hirnelektrische Aktivierung in Teilen des MNS und des 
CMS im zuvor genannten Zeitfenster als neurophysiologisches Korrelat einer automa-
tischen Verarbeitung (und somit während einer ungerichteten Aufmerksamkeitszu-
wendung) selbstbezogener, mit der Bewegung assoziierter akustischer Informationen, 
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im Gegensatz zu einer bewusst reflektierenden Reizverarbeitung interpretiert werden 
(Esslen et al., 2008; Uddin, Iacoboni, Lange, & Keenan, 2007).    
 Der Kontrast „SDe“ > „OSt“ im gemittelten Zeitfenster der evozierten P3-
Komonente zeigte als wichtigste neuronalen Quellen den rechten Lobus parietalis in-
ferior, der in der Literatur auch als Teil des rechten TPJ (BA 39) bekannt ist, sowie 
Teile des rechten supplementär-motorischen Areals (im Englischen: supplementary 
motor area, SMA, BA 6), siehe Abbildung 15. Die Beteiligung des rechten TPJ 
stimmt mit einer großen Anzahl von bisherigen Befunden überein, die darauf hinwei-
sen, dass der rechte TPJ zusammen mit dem zuvor genannten CMS eine der wich-
tigsten Hirnregionen ist, die während der „Selbst-Fremd“-Diskrimination aktiviert 
sind, wodurch schlussendlich die Verarbeitung selbstbezogener Reize begünstigt wird 
(Lou et al., 2004). Weiterhin wird angenommen, dass der TPJ neben der Beteiligung 
an einer rein unimodal visuellen sowie auditiven Reizverarbeitung ebenfalls während 
der Integration sensorischer Informationen im Zusammenhang mit dem Selbst und 
der daraus resultierenden „Selbst-Fremd“-Diskrimination eine wichtige Rolle spielt. 
Insbesondere wird darüber spekuliert, dass der TPJ die phänomenologischen und 
kognitiven Aspekte des Selbsts, nicht nur basierend auf unimodalen Reizen (rein 
akustisch oder visuell), sondern ebenfalls multimodale Reize (z.B. eine Kombination 
aus akustischen und visuellen Reizen), kodiert und weiterverarbeitet (Laureys, 2005). 
 Für den Kontrast „ODe“ > „SSt“  konnte eine erhöhte hirnelektrische Aktivi-
tät im SMA (BA 6) und in Teilen des rechten Praecuneus (BA 7) gefunden werden, 
siehe Abbildung 16. Die Beteiligung des rechten Praecuneus  während der Verarbei-
tung fremdbezogener akustischer Bewegungsinformationen ist bemerkenswert, da die-
se zum CMS gehörende Hirnstruktur laut Northoff et al. (2006) klassischerweise mit 
der Verarbeitung fremdbezogener Reize assoziiert ist. Umgekehrt bestätigt eine ak-
tuelle Meta-Analyse von Qin und Northoff (2011) nicht nur eine entscheidende Rolle 
des rechten Praecuneus während der Verarbeitung von fremd-, sondern auch selbst-
bezogenen Reizen. Während die Aktivierung der Strukturen des CMS über alle Zeit-
fenster und Kontraste beträchtlich variierte, konnte in allen drei vorgenannten Kont-
rasten eine Aktivierung im supplementär-motorischen Areal (SMA) beobachtet wer-
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den. Besonders für den Kontrast „SDe“ > „OSt“ konnte bereits im Zeitfenster der 
N2a/MMN-Komponente eine erhöhte hirnelektrische Aktivität in unmittelbarer Nähe 
des linken (und somit kontralateralen) primären motorischen Cortex (M1) lokalisiert 
werden, vgl. Abbildung 14. Dieser Befund ist bemerkenswert, da neun von zwölf VPn 
des vorliegenden Experiments rechtshändig waren und diese spezifische Aktivierung 
ebenfalls beobachtet werden konnte, wenn linkshändige VPn von der Analyse ausge-
schlossen wurden. Mithilfe einer aussagekräftigen fMRT-Studie konnten Yousry et al., 
1997 ein dezidiertes Areal in der linken Hemisphäre identifizieren (auch bekannt als 
motorisches Handareal; im Englischen: cortical hand knob), welches sich spezifisch für 
die Ausführung von Fingerbewegungen der rechten Hand verantwortlich zeigt. Darü-
ber hinaus sind die Ergebnisse des vorliegenden Experiments im Einklang mit frühe-
ren Befunden, welche Aktivierungen in vergleichbaren Hirnregionen in M1, kontrala-
teral zur dominanten Hand der VPn, zeigen konnten (Hauk et al., 2006).   
 Basierend auf den vorliegenden Ergebnissen von Experiment 2 kann davon 
ausgegangen werden, dass die zuvor diskutierte erhöhte hirnelektrische Aktivität in 
verschiedenen Teilen der primären sowie supplementär-motorischen Cortices (mit bi-
lateralen Aktivierungen in sowohl der rechten als auch linken Hemisphäre) durch die 
Reizdarbietung bewegungsbezogener akustischer Informationen ausgelöst wurde. Die-
ses spezifische Aktivierungsmuster scheint unabhängig davon zu sein, ob das dargebo-
tene Bewegungsgeräusch einen klaren Selbst- oder Fremdbezug aufweist. Daher kann 
angenommen werden, dass die implizite Reizverarbeitung nicht spezifisch bei der Ver-
arbeitung selbstbezogener Bewegungsinformationen aktiviert ist, sondern stattdessen 
als überaus wichtige zentrale Verarbeitungsregion (im Englischen: neural hub) ange-
sehen werden kann, der die Verarbeitung dieser spezifischen Bewegungsinformationen 
steuert, selbst wenn die Bewegung während der Reizdarbietung nicht ausgeführt wird. 
Diese Annahme wird zusätzlich durch die Tatsache gestützt, dass während der passi-
ven Oddball-Bedingung mit Sinustönen (Experiment 1 & 2) keine hirnelektrischen 
Aktivierungen in M1 und/oder SMA beobachtet wurden. 
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7.1 Zusammenfassung 
Die Untersuchung der zugrunde liegenden neurophysiologischen Prozesse und Mecha-
nismen stellt für die moderne kognitive Neurowissenschaft bis heute eine große He-
rausforderung dar, da uns diese ein detailliertes Verständnis der Arbeitsweise des Ge-
hirns erlaubt. Jedoch zeichnete die Erforschung der funktionalen und neuronalen Or-
ganisation auditorischer Verarbeitungsprozesse mittels neurophysiologischer, behavio-
raler sowie neurowissenschaftlicher Forschungsansätze aufgrund methodischer und 
konzeptueller Limitationen ein eher inkonsistentes Bild. Die Zielsetzung der vorlie-
genden Arbeit war daher die Prozesse und Mechanismen, welche der Verarbeitung 
einfacher und komplexer akustischer Reize zugrunde liegen, auf funktionaler Ebene 
näher zu beschreiben sowie Aussagen darüber zu treffen, durch welche Hirnstrukturen 
und elektrophysiologischen Prozesse diese umgesetzt werden. In der vorliegenden Ar-
beit wurde daher ganz konkret der Einsatz elektrophysiologischer (EEG bzw. evozier-
te EKPs und extrahierte Differenzwellen) sowie eine valide elektrotomographische 
Methode (sLORETA) zur Quellenlokalisation miteinander kombiniert.   
 Auf der einen Seite untersuchte das vorliegende Experiment 1 die grundlegen-
den räumlichen und zeitlichen Zusammenhänge der ungerichteten und gerichteten 
Aufmerksamkeitszuwendung während einer passiven und aktiven Oddball-Bedingung 
innerhalb des gleichen Experiments (Block 1 & 2) sowie den gleichen VPn. Zu diesem 
Zweck wurden diese während Block 1 instruiert, sich dargebotene Sinustöne (‚De-
viant‘- und ‚Standard‘-Reize) lediglich anzuhören (passive Oddball-Bedingung ohne 
motorische Reaktion). Im Anschluss daran sollten VPn während des zweiten Blocks 
so schnell wie möglich per Tastendruck auf ‚Deviant‘-, aber nicht auf ‚Standard‘-
Reize, reagieren (aktive Oddball-Bedingung mit expliziter Verhaltensreaktion). Die 
Analyse der EEG-Daten beinhaltete (1) die Identifizierung statistisch signifikanter 
Unterschiede in den gemittelten EKPs (EKP-Komponenten) zwischen den dargebote-
nen Deviant- sowie Standard-Reizen während der passiven und aktiven Oddball-
Bedingung sowie (2) die Lokalisierung der zugrunde liegenden neuronalen Generator-
quellen mittels einer anschließenden sLORETA-Quellenlokalisationsanalyse. 
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 Auf der anderen Seite untersuchte das vorliegende Experiment 2 die zugrunde 
liegenden neuronalen Mechanismen und Generatorquellen der impliziten Verarbeitung 
selbst- im Vergleich zu fremdbezogenen akustischen Bewegungsinformationen. Zu die-
sem Zweck wurden die individuellen Fingerschnippgeräusche jeder VPn vor Beginn 
der EEG-Ableitung aufgezeichnet. Den VPn wurden zuerst Sinustöne (Block 1) und 
später zuvor aufgezeichnete Fingerschnippgeräusche (Blöcke 2 und 3) während einer 
passiven Oddball-Bedingung dargeboten. Selbst- und fremdbezogene Fingerschnippge-
räusche wurden in Bezug auf die fundamentale Frequenz (f0) gematcht, so dass sich 
die dargebotenen Fingerschnippgeräusche nur in Hinblick auf deren Selbst- und 
Fremdbezug unterschieden. Die Analyse der EEG-Daten beinhaltete (1) die Identifi-
zierung statistisch signifikanter Unterschiede in den gemittelten EKPs zwischen den 
dargebotenen Reiztypen (Sinustöne ohne jegliche persönliche oder bewegungsbezogene 
Information gegenüber bewegungsbezogenen Fingerschnippgeräuschen) und (2) die 
Lokalisierung der zugrunde liegenden neuronalen Generatorquellen mithilfe einer an-
schließenden sLORETA-Quellenlokalisationsanalyse (analog zu Experiment 1). 
7.2 Ein neurophysiologisches Modell der ungerichteten 
und gerichteten Aufmerksamkeitszuwendung  
Basierend auf den gewonnenen Daten von Experiment 1 kann ein grundlegendes Mo-
dell vorgeschlagen werden, welches einen ersten Versuch darstellt, die zugrunde lie-
genden Hirnregionen und Netzwerke der Devianz- bzw. Salienzdetektion sowie der 
Zielreizdetektion sowohl während der passiven als auch der aktiven Oddball-Be-
dingung näher zu beschreiben (siehe Abbildung 17).     
 Während der passiven Oddball-Bedingung führte die Verarbeitung von ‚De-
viant‘- im Gegensatz zu ‚Standard‘-Reizen zu hirnelektrischen Aktivierungen im rech-
ten Gyrus lingualis und im rechten Gyrus temporalis superior (im gemittelten Zeit-
fenster der N1/MMN-Komponente) sowie in beiden bilateralen Lobi insularis und im 
rechten Gyrus lingualis (im gemittelten Zeitfenster der evozierten P3-Komponente). 
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Im Gegensatz dazu führen ‚Deviant‘- im Vergleich zu ‚Standard‘-Reizen während der 
aktiven Oddball-Bedingung zu hirnelektrischen Aktivierungen in Teilen des DAN 
(Gyrus prefrontalis, SPL sowie Praecuneus für die P3-Komponente) und in Teilen des 
VAN (IPL für die N1/MMN-Komponenten sowie STG für die P3-Komponente). 
Während der passiven und aktiven Oddball-Bedingung fanden sich sowohl im gemit-
telten Zeitfenster der berechneten MMN als auch der evozierten P3-Komponente sta-
tistisch signifikante Aktivierungen im Gyrus temporalis superior (BAs 13/22/39/42). 
Die Aktivierung dieser Hirnregion korrespondiert mit den Befunden einer bereits vor 
einigen Jahren durchgeführten bildgebenden Studie, welche die hohe räumliche Auflö-
sung der fMRT mit der hohen zeitlichen Auflösung des EEG während eines passiven 
Oddball-Paradigmas mit einfachen akustischen Reizen miteinander kombinierte 
(Liebenthal et al., 2003). Die gewonnenen Ergebnisse dieser Studie zeigten vergleich-
bare kortikale Aktivierungen im rechten Gyrus temporalis superior37 (BA 22) sowie 
zusätzlich im rechten Planum temporale superior38 (BA 41/42). Darüber hinaus be-
stätigen die gewonnenen Befunde von Experiment 1 die Daten einer fMRT-Studie von 
Müller et al. (2003), welche eine vergleichbare passive Oddball-Bedingung mit einfa-
chen Sinustönen verwendeten. Diese Studie bestätigte die Beteiligung kortikaler Be-
reiche wie dem rechten Gyrus temporalis superior und der rechten anterioren Insula 
während der Verarbeitung einfacher akustischer ‚Deviant‘-Reize, vor allem wenn sich 
diese von den ‚Standard‘-Reizen im Frequenzbereich unterschieden. Daher zeigen die 
Ergebnisse der vorliegenden sLORETA-Quellenlokalisationsanalyse sehr deutlich, dass 
sowohl der Gyrus temporalis superior als auch benachbarte Hirnregionen wie das 
Planum temporale superior eine bedeutende Rolle bei der Verarbeitung und Diskri-
mination einfacher akustischer Reize, wie z.B. Sinustöne, spielen (für eine Einführung 
siehe Müller et al., 2003).         
 Zusätzlich bestätigen die Ergebnisse der sLORETA-Quellenlokalisierungs-
analyse, dass der TPJ sowohl während der passiven als auch aktiven Oddball-
Bedingung aktiviert wurde. Dieser Befund ist bemerkenswert, da die Erkenntnisse 
                                                          
37 im Englischen: superior temporal gyrus (STG) 
38 im Englischen: superior temporal plane (STP) 
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neuerer neurophysiologischer Studien darauf schließen lassen, dass der TPJ zusammen 
mit anderen Hirnregionen (wie bspw. der anterioren Insula, dem Operculum frontale 
und dem ACC) als eine der wichtigsten Strukturen des VAN angesehen werden kann. 
Weiterhin zeigen die Ergebnisse der vorliegenden Quellenlokalisationsanalyse mittels 
sLORETA im gemittelten Zeitfenster der evozierten P3-Komponente (Vergleich: „De-
viants“ > „Standards“) eindeutig, dass der TPJ nicht nur während der Verarbeitung 
attentierter Deviant-Reize während der aktiven Oddball-Bedingung aktiviert ist, son-
dern ebenfalls spezifisch während der Verarbeitung von nicht-attentierten ‚Deviant‘-
Reizen während der passiven Oddball-Bedingung (siehe ebenfalls Mulert et al., 2004a; 
Mulert et al., 2004b; Volpe et al., 2007).      
 Außerdem unterstützen die Daten der vorliegenden sLORETA-Quellenloka-
lisationsanalyse von Experiment 1 die Hypothese, dass sowohl eine ungerichtete als auch 
eine gerichtete Aufmerksamkeitszuwendung auf hirnelektrischen Aktivierungen in meh-
reren räumlich verteilten Hirnregionen beruhen, welche basierend auf der aktuellen Da-
tenlage zu unterschiedlichen Netzwerken gezählt werden können. Insbesondere überlap-
pen sich die gefundenen hirnelektrischen Aktivierungen der Insula und des ACC, die 
weitestgehend mit dem SN, wie von Seeley et al. (2007) vorgeschlagen, übereinstimmen. 
Wie auch das VAN, wird das SN mit der automatischen Selektion einer adaptiven und 
geeigneten (Verhaltens-)Reaktion assoziiert (Menon & Uddin, 2010). Die Kernstruktur 
des SN besteht aus dem dorsalen Teil des ACC (dACC; BAs 24/32/33), dem subkorti-
kalen und den Strukturen des limbischen Systems (wie z.B. der Amygdala) sowie aus 
beiden bilateralen Insulae (BA 13) (Uddin, 2014), vgl. 1.1.3. Hinsichtlich der bereits er-
wähnten Aktivität der Insula konnten mehrere fMRT-Studien zeigen, dass diese spezifi-
sche Hirnregion eine wichtige Struktur ist, welche durch die Detektion von ‚Deviant‘-
Reizen in unserem akustischen Umfeld aktiviert werden kann (Bamiou et al., 2003; 
Uddin, 2014). Angesichts der hohen funktionellen und anatomischen Überschneidungen 
zwischen SN und VAN sehen einige Forscher beide Netze als Teile desselben Systems 
(Kucyi et al., 2012), wobei die meisten Forscher davon ausgehen, dass es sich um zwei 
voneinander getrennte Netzwerke handelt (Cole et al., 2013; Power et al., 2011). Interes-
santerweise wurde in dem vorliegenden Experiment im gemittelten Zeitfenster der MMN 
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keine Aktivierung der Insula während der aktiven Oddball-Bedingung gefunden. Auf-
grund dieses Befundes kann die Hypothese aufgestellt werden, dass das VAN und das 
SN als zwei voneinander getrennte Netzwerke angesehen werden können. Wie jedoch 
beide Netzwerke zusammenarbeiten und im Weiteren während der passiven und aktiven 
Oddball-Bedingung moduliert werden, sollte Gegenstand zukünftiger neurophysiologi-
scher Studien sein.  
7.3 Die Rolle visueller Hirnregionen während der 
passiven Oddball-Bedingung mit Sinustönen 
Der Befund, dass spezifische Regionen im vor allem medialen visuellen Cortex während 
der passiven Oddball-Bedingung von sowohl Experiment 1 als auch Experiment 2 infolge 
einer rein akustischen Reizdarbietung mit Sinustönen aktiviert werden, ist auf den ers-
ten Blick sicherlich sehr überraschend. Bereits Kiehl, Laurens, Duty, Forster und Liddle 
(2001) konnten jedoch mithilfe einer fMRT-Studie Aktivierungen in visuellen Verarbei-
tungsregionen während einer aktiven, aber nicht passive, Oddball-Bedingung mit Sinus-
tönen nachweisen, welche von den Autoren aber bedauerlicherweise nicht näher unter-
sucht bzw. diskutiert wurde. Die plausibelste Erklärung war bis vor kurzem, dass es sich 
hierbei wahrscheinlich um ein Artefakt handeln müsse. Forscher waren bis dato nämlich 
davon ausgegangen, dass Hirnregionen im visuellen Cortex wie bspw. der laterale okzipi-
tale Cortex39 typischerweise alleine mit der Verarbeitung rein visueller Informationen 
wie bspw. visueller Objekte (Grill-Spector et al., 1999; Grill-Spector, Kourtzi, & 
Kanwisher, 2001) sowie zusätzlich mit der Modulation räumlich-visueller Aufmerksam-
keit (Murray & Wojciulik, 2004) assoziiert sind. Jüngste Studien konnten diese Annah-
me jedoch klar widerlegen und eindeutig aufzeigen, dass spezifische Regionen im visuel-
len Cortex (wie bspw. der LOC oder auch der Gyrus Lingualis im medialen visuellen 
Cortex) ebenfalls während der Verarbeitung rein akustischer, salienter Reize aktiviert 
werden können (McDonald et al., 2013).      
                                                          
39  im Englischen: lateral occipital cortex (LOC) 
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 Zusätzlich kann davon ausgegangen werden, dass der LOC nicht direkt durch die 
Verarbeitung akustischer Reize aktiviert wird, sondern ebenfalls durch eine kon-
tinuierlich anhaltende Modulation, also eine kontinuierliche Zu- und Abnahme der Auf-
merksamkeitszuwendung, welche die Aktivität einer großen Zahl von Hirnregionen mo-
duliert, einschließlich jener, welche nicht per se während der Verarbeitung akustischer 
Reize aktiviert sind (Goldman et al., 2009). Anders ausgedrückt heißt dies: Die berichte-
ten Befunde von Experiment 1 & 2 legten nahe, dass die Aktivität in Hirnregionen des 
visuellen Cortex vor allem durch eine ungerichtete Aufmerksamkeitszuwendung während 
der passiven Oddball-Bedingung mit Sinustönen moduliert werden kann und dies sowohl 
im gemittelten Zeitfenster der evozierten N1/MMN-Komponente als auch im gemittelten 
Zeitfenster der evozierten P3-Komponente beobachtet werden kann. Besonders bemer-
kenswert ist ebenfalls, dass während der aktiven Oddball-Bedingung sowohl in frühen 
als in späten Zeitfenstern die Verarbeitung 'Deviant'- im Vergleich zu 'Standard'-Reizen 
zu keinen hirnelektrischen Aktivitäten des Gyrus lingualis oder des LOC führte. Anders 
ausgedrückt bedeutet dies: Dieser Effekt tritt also demnach augenscheinlich alleine wäh-
rend einer ungerichteten Aufmerksamkeitslenkung der VPn auf, welche einerseits nicht 
nur mit Aktivierungen in visuellen Hirnregionen assoziiert sind, sondern ebenfalls in 
Kombination mit frühen Aktivierungen in Teilen der Insula, welche wie bereits vorher 
beschrieben mit der Detektion sowie Verarbeitung salienter Reize im gemittelten Zeit-
fenster der evozierten N1/MMN-Komponente assoziiert ist (Menon & Uddin, 2010; 
Seeley et al., 2007; Uddin, 2014, 2017). Aber nicht nur im frühen gemittelten Zeitfenster 
der evozierten N1-Komponente zeigt der Gyrus lingualis eine erhöhte hirnelektrische 
Aktivität, sondern auch im späten Zeitfenster überlappend mit der evozierten P3-
Komponente. Hierbei findet sich außerdem eine zusätzliche hirnelektrische Aktivierung 
im rechten IPL, in der Literatur ebenfalls als rechte temporo-parietale Übergangszone 
(TPJ) bekannt. Weiterhin konnten frühere Studien eindeutig belegen, dass der TPJ als 
eine von mehreren grundlegenden Generatorquellen der P3-Komponente angesehen wer-
den kann (siehe z.B. Mulert et al., 2004a; Mulert et al., 2004b; Volpe et al., 2007). Trotz 
dieser aussagekräftigen Befunde kann die gefundene hirnelektrische Aktivität, vor allem 
im medialen visuellen Cortex, noch nicht hinreichend geklärt werden. Daher sind an die-
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ser Stelle weiterführende Forschungen nötig, um ein noch detailliertes Bild seiner funk-
tionellen Rolle während einer vor allem passiven (unwillentlichen) Aufmerksamkeitszu-
wendung zu gewinnen. 
7.4 Limitationen  
In den folgenden Abschnitten werden mögliche Limitationen, welche sich nur auf ein 
Experiment alleine beziehen, näher erläutert. Daran anschließend werden mögliche 
Limitationen, welche für beide Experimente gleichermaßen gelten, diskutiert. 
7.4.1 Experiment 1 
Ein wesentlicher Nachteil von Experiment 1 ist die recht kleine Stichprobengröße (N 
= 12), welche die Generalisierbarkeit der vorliegenden Befunde erschwert. Jedoch 
belegen die vorliegenden Befunde die Robustheit der beiden verwendeten Oddball-
Bedingungen, in denen signifikante (p < .05) bzw. teilweise sogar hochsignifikante (p 
> .01) Effekte zwischen beiden Reiztypen (‚Deviant‘- im Vergleich zu ‚Standard‘-
Reizen) trotz der kleinen Stichprobe aufgezeigt werden konnten.   
 Nach Subtraktion der extrahierten EKPs in Reaktion auf ‚Standard‘-Reize von 
den extrahierten EKPs in Reaktion auf ‚Deviant‘-Reize zeigten extrahierte Differenz-
wellen sowohl in der passiven als auch aktiven Oddball-Bedingung eine MMN-
Komponente, deren Amplituden in beiden Oddball-Bedingungen gleichmäßig ausgep-
rägt waren, was darauf schließen lässt, dass die ungerichtete Aufmerksamkeitszuwen-
dung keinen signifikanten Einfluss auf die Erkennung von selten dargebotenen ‚De-
viant‘-Reizen hatte. Dieser Befund stimmt mit der bekannten Annahme überein, wel-
che besagt, dass die MMN als vor allem neurophysiologischer Marker einer prä-
attentierten sensorischen Reizdiskrimination (Näätänen & Alho, 1995) sowie einer 
automatischen Veränderungsdetektion während der ungerichteten Aufmerksamkeits-
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zuwendung, angesehen werden kann (Escera, Alho, Schröger, & Winkler, 2000; Escera 
et al., 1998; Näätänen, 1992).  
Besonders hervorzuheben ist an dieser Stelle, dass sich sowohl die evozierte 
N1-Komponente als auch die extrahierte MMN-Komponente in beiden Oddball-Be-
dingungen größtenteils überlagerten (vgl. 2.4.1.1 sowie Campbell, Winkler, & Kujala, 
2007). Während der passiven Oddball-Bedingung zeigte die anschließende sLORETA-
Quellenlokalisationsanalyse im gemittelten Zeitfenster der N1/MMN-Komponente, 
vor allem im Hinblick auf die Anzahl signifikanter Voxel (> tcrit), stärkere Effekte im 
visuellen und nicht im auditorischen Cortex, welche teilweise die Theorie der neuro-
nalen Adaption bzw. Refraktärität bestimmter Neuronen und somit deren Sensitivität 
in unterschiedlichen Frequenzbereichen erklären könnte (vgl. 2.4.1.1 sowie McEvoy, 
Hari, Imada, & Sams, 1993; Näätänen et al., 1988). Da die verwendeten ‚Deviant‘- 
und ‚Standard‘-Reize einen recht großen Frequenzunterschied von 500 Hz aufwiesen, 
kann nicht gänzlich ausgeschlossen werden, dass sich die N1 als evozierte EKP-
Komponente und die MMN als extrahiertes Differenzpotential überlagerten. Diese 
mögliche Konfundierung der N1- und MMN-Komponente könnte sowohl in den evo-
zierten EKPs bzw. Differenzpotentialen als auch den Ergebnissen der anschließenden 
Quellenlokalisationsanalyse mittels sLORETA reflektiert sein. Da die während Expe-
riment 1 gefundene charakteristische Polaritätsinversion an beiden Mastoidelektroden 
beobachtet werden konnte, kann nach derzeitigem Erkenntnisstand davon ausgegan-
gen werden, dass es sich hierbei (jedenfalls zu einem sehr großen Teil) um die MMN-
Komponente handelt. Trotz zahlreicher neurophysiologischer Studien konnte das Zu-
sammenspiel zwischen der N1- und MMN-Komponente sowie deren funktionelle Un-
terschiede und Gemeinsamkeiten noch nicht hinreichend geklärt werden. Daher sind 
in diesem Bereich weiterführende neurophysiologische Forschungen nötig, um ein 
noch detailliertes Bild der funktionellen Rolle beider Komponenten zu erhalten. 
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7.4.2 Experiment 2 
Eine Limitation von Experiments 2 könnte der Faktor Vertrautheit (im Englischen: 
familarity) sein. Die Unterschiede der Vertrautheit in Bezug auf selbst- im Gegensatz 
zu fremdbezogenen Reizen sind von besonderem Interesse für Studien, die die grund-
legende Verarbeitung dieser speziellen Reize untersuchen (Graux et al., 2013, 2015). 
Reize mit hohem Selbstbezug, wie z.B. der eigene Name oder das eigene Gesicht,  
gelten gemeinhin als sehr vertraute Reize, die auch unter ungünstigen Bedingungen 
sehr gut erkannt und demzufolge erfolgreich identifiziert werden können. Im Gegen-
satz zum eigenen Namen oder dem eigenen Gesicht könnte das zuvor aufgenommene 
selbstbezogene Fingerschnippgeräusch möglicherweise ein Reiz sein, der weniger ver-
traut ist. Auch wenn die wahrnehmbaren Unterschiede der Vertrautheit zwischen 
selbst- und fremdbezogenen Fingerschnippgeräuschen durch das vorliegende Mat-
ching-Verfahren (basierend auf der sensorischen Verarbeitung von f0) vermindert 
werden konnten, können Effekte in Folge von Vertrautheit jedoch nicht vollständig 
ausgeschlossen werden, da die verwendeten akustischen Reize in Bezug auf diesen 
wichtigen Faktor nicht explizit getestet wurden (z.B. durch einen anschließenden  
Ratingfragebogen). Ob also mögliche Unterschiede in der Vertrautheit der dargebote-
nen Reize tatsächlich zu neurophysiologischen Verarbeitungsunterschieden zwischen 
selbst- und fremdbezogenen Fingerschnippgeräuschen führen können, sollte bei der 
Durchführung zukünftiger Studien berücksichtigt werden.     
 Ein weiterer konfundierender Faktor könnte der Einfluss des episodischen Ge-
dächtnisses sein. Wie bereits erwähnt, wurden vor dem eigentlichen Experiment die 
individuellen Fingerschnippgeräusche jeder VP aufgezeichnet (vgl. 6.1.5). Nach dem 
Experiment konnten nur vier der insgesamt 12 VPn ihre eigenen zuvor aufgezeichne-
ten Fingerschnippgeräusche explizit benennen bzw. korrekt erkennen. Auf dieser 
Grundlage kann davon ausgegangen werden, dass sowohl Erinnerungseffekte als auch 
die Auswirkungen des episodischen Gedächtnisses während der Reizpräsentation ge-
ring gewesen sein müssen. Trotzdem sollte versucht werden, dass zukünftige Studien 
mögliche Gedächtniseffekte kontrollieren, da bisher, im Vergleich zu Studien zum se-
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mantischen Gedächtnis, wenig über Gedächtniseffekte für sensorische Informationen 
in Bezug auf zuvor aufgezeichnete selbstbezogene Bewegungsgeräusche (z.B. Finger-
schnippgeräusche) bekannt ist. 
7.4.3 Experimente 1 & 2 
Obwohl die gewonnenen Befunde und kortikalen Aktivierungsmuster von sowohl Ex-
periment 1 als auch Experiment 2  sehr plausibel erscheinen und diese mit Ergebnis-
sen früherer EEG- und fMRT-Studien vergleichbar sind, sollte an dieser Stelle ange-
merkt werden, dass die gewonnenen Ergebnisse der sLORETA-Quellenlokalisations-
analysen nur einen korrelationalen Charakter aufweisen und sollten daher, ebenso wie 
die Ergebnisse herkömmlicher fMRT-Studien, nicht kausal interpretiert werden. Eine 
Möglichkeit diese Limitation auszuräumen ist der Einsatz der sogenannten repetitiven 
Transkraniellen Magnetstimulation (im Englischen: repetitive transcranial magnetic 
stimulation, rTMS) (Walsh & Cowey, 2000). Diese Untersuchungsmethode bietet 
durch die wiederholte sowie sehr schnelle Applikation elektromagnetischer Impulse, 
genauer gesagt sehr kurzer sowie sehr starker Magnetfelder, eine elegante und nicht-
invasive Möglichkeit zur selektiven Blockierung und/oder Stimulation hirnelektrischer 
Aktivität in zumeist eher oberflächlichen Hirnregionen (wie bspw. des rechten TPJ 
oder motorischer Hirnregionen). Achtförmige Spulen, auch als sogenannte Schmetter-
lingsspulen (im Englischen: butterfly coil) bekannt, ermöglichen eine sehr fokale Blo-
ckierung/Stimulation der darunterliegenden Hirnregion (Walsh & Cowey, 2000). Im 
Gegensatz dazu konnte in der jüngsten Vergangenheit eine sehr interessante rTMS-
Studie aufzeigen, dass die Blockierung tieferliegender Hirnregionen, wie bspw. des 
Lobus insularis (BA 13), heute durch den Einsatz speziell geformter Spulen ebenfalls 
möglich ist (Ciampi de Andrade et al., 2012). Dieser Befund ist bemerkenswert, da 
eine Stimulation/Blockierung tieferliegender Hirnstrukturen wegen der abnehmenden 
Magnetfeldstärke in tieferen Hirnregionen lange Zeit als nahezu unmöglich erschien. 
 Zusammengefasst kann festgehalten werden, dass zukünftige rTMS-Studien das 
Potenzial besitzen, kausale Zusammenhänge zwischen interessanten Hirnregionen 
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(Experiment 1: Hirnregionen des DAN und VAN; Experiment 2: Hirnregionen des 
CMS und/oder motorische Hirnregionen) aufzuzeigen und können daher auf eine in-
novative und elegante Weise erklären, ob diese Hirnregionen kausal für eine spezielle 
Aufgabe wichtig sind und zusätzlich wie diese spezifischen Hirnregionen während ver-
schiedener Verarbeitungsstadien aktiviert bzw. moduliert werden. Diese Hirnregionen 
sollten bereits im Vorfeld einer TMS-Studie idealerweise hypothesengestützt anhand 
einer vorangegangenen Studie mittels fMRT oder SLORETA eingegrenzt und spezifi-
ziert worden sein. 
7.5 Schlussbemerkungen 
Die in dieser Arbeit berichteten Ergebnisse von sowohl Experiment 1 als auch Expe-
riment 2 zeigen deutlich auf, dass die Kombination einer konventionellen EEG/EKP-
Analysen und einer nachfolgenden Quellenlokalisierungsanalyse mittels sLORETA 
einen validen und effizienten experimentellen Ansatz darstellt, mit dessen Hilfe die 
grundlegenden Mechanismen und Netzwerke der ungerichteten und gerichteten Auf-
merksamkeitszuwendung sowie die grundlegenden neuronalen Generatorquellen der 
Verarbeitung selbst- im Gegensatz zu fremdbezogenen akustischen Informationen, 
näher untersuchen werden können. Insbesondere mittels Kombination der EKP-
Methode und einer anschließenden sLORETA-Quellenlokalisationsanalyse konnte ge-
zeigt werden, wann und wo im menschlichen Hirn einerseits deviante bzw. saliente 
einfache akustische Reize (Sinustöne) während einer passiven und aktiven Oddball-
Bedingung sowie anderseits (2) selbst- im Gegensatz zu fremdbezogenen komplexe 
akustische Reize (Fingerschnippgeräusche) während einer passiven Oddball-Beding-
ung verarbeitet werden. 
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7.5.1 Experiment 1 
Zusammenfassend lässt sich für Experiment 1 feststellen, dass die die grundlegenden 
neuro- und elektrophysiologischen Mechanismen und Korrelate der ungerichteten und 
gerichteten Aufmerksamkeitszuwendung während der passiven und aktiven Oddball-
Bedingung in Folge einer ganz spezifischen Modulation in gemittelten Zeitfenster der 
akustischen N1/MMN- und P3-Komponente sowie mit Aktivierungen in frontalen, 
temporalen, parietalen und okzipitalen Hirnregionen einhergeht. Trotz einer großen 
Anzahl früherer Oddball-Studien in der akustischen Modalität wurde zum jetzigen 
Zeitpunkt noch nicht hinreichend untersucht, wie das menschliche Hirn einfache 
akustische Reize (Sinustöne) während einer passiven im Vergleich zu einer aktiven 
Oddball-Bedingung verarbeitet. Die gewonnen Befunde von Experiment 1 bieten da-
her die Möglichkeit, diese Forschungslücke zu schließen.   
7.5.2 Experiment 2 
Die gewonnen Ergebnisse von Experiment 2 zeigen eine frühzeitige Diskriminierung 
zwischen selbst- und fremdbezogenen Fingerschnippgeräuschen im Zeitfenster der 
N2a/MMN-Komponente sowie eine differenzierte Aktivierung unterschiedlicher Hirn-
strukturen im Vergleich zur auditiven Verarbeitung einfacher Sinustöne. Bis dato 
wurde noch nicht näher untersucht, wie früh das menschliche Hirn selbst- im Ver-
gleich zu fremdbezogenen akustischen Bewegungsinformationen unterscheidet. Daher 
bieten die vorliegenden Befunde von Experiment 2 das Potential, die bisher uner-
forschte Forschungslücke früherer neurophysiologischer Studien zu schließen (Aziz-
Zadeh, Iacoboni, Zaidel, Wilson, & Mazziotta, 2004; Hauk et al., 2006; Justen et al., 
2014; Pizzamiglio et al., 2005). Des Weiteren deuten die Ergebnisse von Experiment 2 
eindeutig darauf hin, dass selbst- im Gegensatz zu fremdbezogenen Fingerschnippge-
räuschen während einer frühen Phase der akustischen Informationsverarbeitung un-
terschieden werden, selbst wenn die Bewegung zum Zeitpunkt der Reizdarbietung 
nicht ausgeführt wird. Zusätzlich deutet dieser Befund darauf hin, dass eine bevor-
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zugte Verarbeitung der charakteristischen sensorischen Merkmale selbstbezogener 
Bewegungsgeräusche während einer ungerichteten Aufmerksamkeitszuwendung er-
folgt, ohne dass wir uns dessen bewusst sind. Obwohl eine bevorzugte Verarbeitung 
dieser speziellen Art von Reizen bereits theoretisch beschrieben wurde (Legrand & 
Ruby, 2009) und empirisch in einigen Studien unter Verwendung selbstbezogener  
Reize, wie bspw. der eigenen Stimme demonstriert werden konnte (Graux et al., 2013, 
2015; Holeckova, Fischer, Giard, Delpuech, & Morlet, 2006; Kaplan et al., 2008; 
Nakamura et al., 2001), ist Experiment 2 das erste seiner Art, das einen solchen Ver-
arbeitungsmechanismus während der impliziten Verarbeitung selbstbezogener sensori-
scher Bewegungsinformationen bestätigt.       
 Zusammenfassend konnte Experiment 2 demnach nachhaltig aufzeigen, dass 
nicht nur Regionen des CMS (z.B. der ACC und der Praecuneus), sondern ebenfalls 
rein motorisch assoziierte Hirnregionen (wie z.B. der SMA) aktiv bei der Verarbei-
tung selbst- im Vergleich zu fremdbezogenen Fingerschnippgeräuschen beteiligt sind.
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