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CANONICAL MEASURES ON METRIC GRAPHS AND
A KAZHDAN’S THEOREM
FARBOD SHOKRIEH AND CHENXI WU
Abstract. We extend the notion of canonical measures to all (possibly non-compact) metric
graphs. This will allow us to introduce a notion of “hyperbolic measures” on universal covers
of metric graphs. Kazhdan’s theorem for Riemann surfaces describes the limiting behavior
of canonical (Arakelov) measures on finite covers in relation to the hyperbolic measure.
We will prove a generalized version of this theorem for metric graphs, allowing any infinite
Galois cover to replace the universal cover. We will show all such limiting measures satisfy a
version of Gauss-Bonnet formula which, using the theory of von Neumann dimensions, can be
interpreted as a “trace formula”. In the special case where the infinite cover is the universal
cover, we will provide explicit methods to compute the corresponding limiting (hyperbolic)
measure. Our ideas are motivated by non-Archimedean analytic and tropical geometry.
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1. Introduction
1.1. Background. Metric graphs, in many respects, can be thought of as non-Archimedean
analogues of Riemann surfaces. The analogy between metric graphs and Riemann surfaces
can be made precise, for example, by using Berkovich’s theory of non-Archimedean analytic
geometry or by using tropical geometry; any metric graph may be thought of as a skeleton for
a Berkovich analytic curve. For metric graphs, there is a well-behaved theory of divisors and
Jacobians ([BN07,MZ08,ABKS14]). In geometric group theory, the analogies between the
Teichmu¨ller space and the outer space ([CV86]), the curve complex and the free factor (free
splitting, cyclic splitting) complex ([HM13,BF14,Man14]), and Teichmu¨ller polynomials and
McMullen polynomials ([DKL15]) are subjects of active research.
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In this paper, we pursue this analogy further in the context of metrics and measures. For
example, a basic question that arises from this analogy is the following: what is the correct
notion of the hyperbolic measure on metric graphs of genus at least 2? Our main results,
in particular, will provide a satisfactory answer to this question. Our approach is guided by
non-Archimedean analytic and tropical considerations.
It is instructive to first consider the case of Riemann surfaces. A compact Riemann surface
X of genus at least 2 can be given canonical metrics in a few different ways. One obvious
choice is by uniformization; since the Poincare´ metric on the unit disc (the universal cover) is
invariant under the action of PSL(2,R), it induces a metric onX , which is the usual hyperbolic
metric. We will refer to the associated volume form as the hyperbolic measure. Another choice
is by embedding the surface inside its Jacobian, and pulling back the Euclidean metric. This
metric is referred to as the canonical metric, the Bergman metric, or the Arakelov metric
in the literature. The associated volume form is usually called the canonical measure, or
the Arakelov measure. A natural question is the relationship between these two metrics
(resp. measures). A celebrated theorem of Kazhdan ([Kaz75, §3], see also [Mum75,Kaz71,
Rho93,McM13]) states that the hyperbolic metric (resp. the hyperbolic measure) is, up to
scaling, the limit of the canonical metrics (resp. the canonical measures). More precisely,
let Xn → X be a cofinal ascending sequence of finite Galois covers which converge to the
universal cover. Then the metrics on X inherited from canonical metrics under Xn → X
converge to a multiple of the hyperbolic metric. It is well-known that the canonical metric
on the unit disc is the same as the hyperbolic metric (up to a constant multiple). So this
result can be restated as follows: the limit of the induced canonical metrics (resp. canonical
measures) coincides with the induced canonical metric (resp. canonical measures) from the
limiting space (the universal cover). So, informally, Kazhdan’s theorem can be interpreted as
saying that the two tasks “taking limit” and “computing the inherited metrics (or measures)”
commute.
For metric graphs, we will adopt the language of measures instead of metrics. There
is already a satisfactory analogue of the notion of canonical measures for compact metric
graphs. This was introduced by Zhang in [Zha93] (see also [CR93]) in terms of potential
theory (electrical networks) on graphs (see Definition 5.1). The notion was related to the
Abel-Jacobi map in tropical geometry by Baker and Faber in [BF11]. The analogy goes
far; canonical measures on metric graphs are closely related to the non-Archimedean Monge-
Ampe`re (Chambert-Loir) measures on Berkovich curves (see [CL11, 3.2.3] and [Hei04]). The
Archimedean version of this statement is also true: the canonical measures are closely related
to the Archimedean Monge-Ampe`re measures on Riemann surfaces. Furthermore, Amini in
[Ami14] proves that the limiting distribution of Weierstrass points on a Berkovich curve is
closely related to the canonical measure on its skeleton (which is a compact metric graph).
This result corresponds to a similar result on Riemann surfaces due to Mumford and Neeman
([Mum75], [Nee84]). In fact, one expects that the canonical measure on metric graphs should
be a “limit” of canonical measures on Riemann surfaces, where the limit should perhaps be
taken in the sense of Boucksom and Jonsson ([BJ17]). See [dJ15] (especially Remark 16.4)
for a result in this direction.
1.2. Our contribution. Our first contribution is to extend the notion of canonical measures
to all metric graphs. The existing definitions in terms of electrical networks or in terms of
CANONICAL MEASURES ON METRIC GRAPHS AND A KAZHDAN’S THEOREM 3
tropical Jacobians does not work for non-compact metric graphs. We will give two new
definitions (in Definition 5.3 and in Proposition 5.4), which make sense for all metric graphs,
including non-compact ones.
As a first application of this notion, one obtains an appropriate candidate for the notion
of hyperbolic measures for metric graphs. As already mentioned, there is no satisfactory
analogue of this notion for metric graphs, although candidates can certainly be found in the
literature (see e.g. [McM15, Appendix] and [GGL+18]). Motivated by the above discussion
on Riemann surfaces and our non-Archimedean considerations, we will define the hyperbolic
measure to be the measure induced from the canonical measure on the universal cover.
Having established these notions, one might hope to have an analogous theorem to Kazh-
dan’s for metric graphs. We will, in fact, prove a much stronger statement for metric graphs:
Theorem A. Let Γ′ be any infinite Galois cover of a compact metric graph Γ. Let {Γn} be
a sequence of finite Galois covers converging to Γ′. Then the following two measures on Γ
coincide:
(1) limit of measures induced from the canonical measures on Γn, and
(2) the measure induced from the canonical measure on Γ′.
See Theorem 6.1 for a precise statement.
It is easy to check on examples (see e.g. Example 7.14) that our measure is different from
the candidates for hyperbolic measures mentioned above. Most importantly, other measures
will not satisfy the desired analogue of Kazhdan’s theorem.
A fundamental property of the hyperbolic measure on compact Riemann surfaces is the
well-known consequence of the Gauss-Bonnet formula that the total mass of the measure
has a simple expression in terms of the Euler characteristic of the surface. Our second
main theorem states that all limiting measures coming from infinite Galois covers satisfy the
following analogue of the Gauss-Bonnet formula:
Theorem B. Let Γ be a compact metric graph, and Γ′ be an arbitrary infinite Galois
cover. Let µ denotes the measure on Γ induced from the canonical measure on Γ′. Then
µ(Γ) = −χ(Γ), where χ(Γ) denotes the Euler characteristic of the metric graph Γ.
See Theorem 5.10 for a precise statement.
Indeed, Theorem B is also the most technical ingredient in the proof of Theorem A. This
is a rather technical result if one restricts oneself to elementary tools: if the infinite cover is
transient (in the sense of Definition 7.5), the theorem could be proved by a difficult compu-
tation. If the infinite graph is not transient, the result is significantly more complicated. In
this paper, we manage to avoid all the difficulties by taking a more sophisticated approach,
namely the theory of von Neumann algebras and dimensions (see §4). This also has the
advantage of interpreting our Gauss-Bonnet identity as a trace formula. Moreover, it follows
that one can interpret the Gauss-Bonnet identity as giving a canonical measure-theoretic
decomposition of the first L2 Betti number of Γ (see Remark 5.11).
While the universal cover of all Riemann surfaces of genus at least 2 is the Poincare´ disc,
different metric graphs have different universal covers. This means, for universal covers, our
limiting (hyperbolic) measure does closely depend on the geometry of the particular universal
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cover. We will therefore study this case in some detail. For example, we prove the following
result.
Theorem C. On a compact metric graph Γ, the hyperbolic measure can be computed by
solving an explicit collection of algebraic equations described in terms of the combinatorics
of Γ.
See Theorem 7.11 and Theorem 7.12 for precise statements.
We also show the following result about regular graphs (Corollary 7.2).
Theorem D. Let k ≥ 3, and assume G is a finite weighted graph with uniform edge lengths
which is k-regular. Then the hyperbolic measure µ on the corresponding metric graph satisfies
µ(e) = 1− 2/k for all edges e in G.
The fact that the hyperbolic measures for regular graphs should give equal mass to edges
was anticipated by Curtis McMullen in a private communication.
Finally, we will show that our hyperbolic measure is closely related to other important
measures on the universal cover:
Theorem E. On a compact metric graph Γ, the hyperbolic measure can be explicitly com-
puted in terms of a Poisson-Jensen (or equilibrium) measure on its universal cover.
See Theorem 7.17 for a precise statement.
1.3. Further directions. From the non-Archimedean point of view, the universal cover of
a graph is, in fact, the analogue of the Schottky cover of a Riemann surface. More precisely,
if a compact metric graph Γ is considered as a skeleton of a Berkovich analytic Mumford
curve Xan, then the universal cover Γ′ is the geodesic hull of the limit points of the action of
the Schottky group on the Berkovich analytic P1,an (see [Ber90] and [GvdP80]).
This leads one to wonder if one could also prove a Kazhdan type theorem for the Schottky
cover of Riemann surfaces. In an upcoming paper ([BSW18]), the authors (together with
Hyungryul Baik) give a positive answer to this question. In fact, we show that for any infinite
Galois cover of a Riemann surface, one has a Kazhdan theorem analogous to Theorem A.
The proof uses some of the fundamental ideas in this paper, adapted to the Archimedean
situation. For example, we also prove an analogue of Theorem B for Riemann surfaces, using
ideas from von Neumann algebras.
McMullen, in [McM15, Appendix A], makes an explicit connection between the notion of
optimal metrics on graphs and the thermodynamics formalism. It is conceivable that our
discussion on equilibrium measures in §7.2.3 may fit into that perspective as well.
Our results generalize easily to “augmented metric graphs” (in the sense of [ABBR15a]),
and “admissible measures” (in the sense of [Zha93]). See Remark 5.5.
Finally, one might expect our techniques could be slightly modified to prove a Kazhdan’s
theorem for other types of limits of graphs, most importantly Benjamini-Schramm limits (in
the sense of [BS01,ABB+17,ACFK16]). On another direction, motivated by the viewpoint
offered by Berkovich’s theory, one might want to prove similar theorems for unramified har-
monic covers (in the sense of [ABBR15a,ABBR15b]) which include topological covers. One
might also want to consider covers corresponding to “tempered fundamental groups” (in the
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sense of [And03,Lep10]). At the moment, a clear description of the notion of the “universal
cover” (or any limiting cover) in these generalized situations seems to not have been studied.
1.4. Structure of the paper. In §2 we will review some basic notions and properties of
metric graphs. Our main focus is to appropriately extend the existing notions for compact
metric graphs to all (possibly non-compact) metric graphs. In §3 the notions of (piecewise
linear) forms, functions, and measures on metric graphs are studied. Again, since non-
compact metric graphs will appear in our work, care must be taken to appropriately generalize
these tropical notions. In §4 we quickly review the parts of the theory of von Neumann
algebras and dimensions that arise in the presence of group actions, which is the situation
appearing in our context. In §5 we first review the notion of canonical measures on compact
metric graphs, including the (original) formula in terms of electrical networks due to Zhang.
We then give our generalization to all metric graphs. Next, some basic properties of the
canonical measure are established, including the behavior under contraction maps, and an
approximation theorem in terms of exhaustions by compact subgraphs. The most important
result in this section is the proof of our Gauss-Bonnet type formula (Theorem B). In §6 our
generalized Kazhdan’s theorem for metric graphs (Theorem A) is proved. In §7 we provide
some basic examples, including the case of regular graphs (Theorem D). We then study the
case of universal covers closely, describing how one can compute the corresponding induced
(hyperbolic) measures (Theorem C). We also make precise connections with certain Poisson-
Jensen or equilibrium measures (Theorem E).
Acknowledgments. We would like to thank Matthew Baker and Curtis McMullen for help-
ful remarks and suggestions. We also thank Omid Amini, Matthew Baker, Robin de Jong,
and the anonymous referee for valuable comments on an earlier draft.
2. Metric graphs, models, and Galois covers
2.1. Metric graphs.
Definition 2.1. A metric graph (or a locally finite abstract tropical curve) Γ is a connected
metric space such that every point p ∈ Γ has a neighborhood isometric to a star-shaped set
of finite valence and of radius at least ǫ, for some fixed ǫ > 0, endowed with the path metric.
By a star-shaped set of finite valence n and radius r we mean a set of the form
S(n, r) = {z ∈ C : z = tek 2piin for some 0 ≤ t < r and some k ∈ Z} ,
where distance between two points in S(n, r) is the length of the shortest path connecting
the two points.
In tropical geometry, metric graphs are usually compact. We do not require them to be
compact in our definition because we will also be working with infinite covers of (compact)
metric graphs.
2.2. Models.
Definition 2.2. A weighted graph G is a connected combinatorial graph (i.e. 1-dimensional,
locally finite simplicial complex) with a positive R-valued length function ℓ defined on its
edge set.
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As usual, the vertex set and the edge set of G will be denoted by V (G) and E(G). A
bridge is an edge e ∈ E(G) such that G\e is disconnected.
Any weighted graph G gives rise to a metric space Γ as follows: for each edge e ∈ E(G),
make an open line segment of length ℓ(e), then identify the different ends of different line
segments according to the combinatorics of G. If we further assume that the length function
ℓ is uniformly bounded below, then the metric space Γ obtained in this way is a metric graph
in the sense of Definition 2.2.
Under this construction, a subgraph of G will give a closed subset of the corresponding
metric space, which we will also refer to as a subgraph of Γ.
Let E(G) denote the set of oriented edges of G; for each edge in E(G) there are two edges
e and e¯ in E(G). An element e of E(G) is called an oriented edge, and e¯ is called the opposite
of e. For an oriented edge e ∈ E(G) we will use the same letter e ∈ E(G) to denote the
underlying (unoriented) edge. We have a map
E(G)→ V (G)× V (G)
e 7→ (e−, e+)
sending an oriented edge e to its tail (or its initial vertex) e− and its head (or its terminal
vertex) e+. An orientation of G is a choice of subset O ⊂ E(G) such that E(G) is the disjoint
union of O and O¯ = {e¯ : e ∈ O}.
A walk β in G is an alternating sequence of vertices vi and oriented edges ei,
v0, e0, v1, e1, v2, . . . , vk−1, ek−1, vk
such that (ei)
− = vi and (ei)
+ = vi+1. A closed walk is one that starts and ends at the same
vertex.
Definition 2.3. Given a metric graph Γ, by a vertex set we mean a discrete V ⊂ Γ which
includes all the points of valence not equal to 2, such that all the connected component of
Γ\V are isometric to bounded open intervals.
With the choice of vertex set V ⊂ Γ, one can build a weighted graph G as follows. Let
V (G) = V . Identify E(G) with the connected components of Γ\V . Note that, by assumption,
all these connected components are isometric to open intervals. The length function on E(G)
will record the distance between the endpoints of the corresponding interval in Γ. An edge
e ∈ E(G) corresponding to an open interval I ⊆ Γ, connect the point u and v (not necessarily
distinct) in Γ if and only if {u, v} = cl(I)\I. Here cl(·) denotes the topological closure. As a
result, the metric space obtained from G is isometric to Γ. See Figure 1.
Definition 2.4.
(i) Given a metric graph Γ, we call the weighted graph G constructed as above a model
for Γ.
(ii) Let G and G′ be two models for Γ. We call G′ a refinement of G if V (G) ⊆ V (G′).
Models for Γ form a directed set under refinement, as any two models for Γ have a common
refinement.
Let Γ be a metric graph and fix x, y ∈ Γ. We call γ a (piecewise linear) path from x to y
if there exists a model G for Γ such that x, y ∈ V (G), and γ is represented by a walk on G.
A path from x to x will be called closed.
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2 1 2
Γ (G,O)
Figure 1. A Metric graph Γ, a model G with ℓ ≡ 1 and an orientation O.
Remark 2.5. A weighted graph can be naturally thought of as an electrical network, where
each line segment of length ℓ(e) is thought of as a resistor with resistance ℓ(e).
Definition 2.6.
(i) The genus g(Γ) of a metric graph Γ is its topological genus, i.e. the dimension of its
first homology or the rank of its fundamental group.
(ii) The Euler characteristic of a metric graph of Γ is its topological Euler characteristic,
i.e. χ(Γ) = 1− g(Γ).
If Γ has a finite model G, then the genus of Γ is simply g(Γ) = |E(G)| − |V (G)|+ 1.
2.3. Galois covers.
Definition 2.7.
(i) Given any metric space X , by a covering space we mean a metric space Y together
with a continuous map Y → X , called the covering map, such that for any point
p ∈ X , there is an open neighborhood U of p whose preimage under the covering
map consists of a disjoint union of open sets that are sent to U isometrically by the
covering map.
(ii) The degree of the covering map is the number of these disjoint copies.
Remark 2.8. Any path-connected covering space of a metric graph is also a metric graph.
Definition 2.9. When bothX and Y are path-connected, a covering map φ : Y → X induces
a map φ∗ : π1(Y, y) → π1(X, x), where φ(y) = x. If φ∗ ((π1(Y, y)) is a normal subgroup of
π1(X, x), we call Y a Galois cover of X .
Alternatively, a covering Y → X between path-connected spaces is Galois if and only if
there is a free action of a discrete group Λ on Y such that Y/Λ is isometric to X .
3. Functions, forms, and measures on metric graphs
3.1. Piecewise linear functions and piecewise constant forms.
3.1.1. Bilinear forms on chains and cochains. Let G be a model for the metric graph Γ. As
usual, we let C1(G,R), C
1(G,R), H1(G,R) ≃ H1(Γ,R), and H1(G,R) ≃ H1(Γ,R) denote
the 1-chains, 1-cochains, first homology, and first cohomology with coefficients in R. We fix
an orientation O on G so that we can represent the space of 1-chains by
C1(G,R) =
⊕
e∈E(G) Re
〈e+ e¯ : e ∈ O〉 ≃
⊕
e∈O
Re .
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We define an inner product
(1) 〈·, ·〉 : C1(G,R)× C1(G,R)→ R
by
〈e, e′〉 =
{
ℓ(e) , if e = e′
0 , if e 6= e′
for all e, e′ ∈ O.
The space of 1-cochains is denoted by C1(G,R), which is the vector space of all real-
valued functions on E(G) that are symmetric in the sense that for ω ∈ C1(G,R) we have
ω(e¯) = −ω(e). Here ω(e) denotes the evaluation of the functional ω on e ∈ C1(G,R). For
e ∈ O, we denote by de ∈ C1(G,R) the functional defined by
(de)(e′) =
{
ℓ(e) , if e = e′
0 , if e 6= e′
for all e, e′ ∈ O. Any element ω ∈ C1(G,R) can be written as a (possibly infinite) sum
ω =
∑
e∈O
ωe de , where ωe = ω(e)/ℓ(e) .
We have a (partially defined) bilinear form
(2) 〈·, ·〉 : C1(G,R)× C1(G,R)→ R
sending the pair
ω =
∑
e∈O
ωe de, ω
′ =
∑
e∈O
ω′e de
to
〈ω, ω′〉 =
∑
e∈O
ωe ω
′
e ℓ(e) .
Remark 3.1.
(i) If G is an infinite graph, then the sum on the right in (2) might not converge, or
might be ∞.
(ii) The bilinear form (2) on C1(G,R) coincides with the bilinear form obtained from (1)
on C1(G,R) by transport of structure.
3.1.2. Piecewise constant forms. Let G be a weighted graph with a length function ℓ. Assume
G′ is the graph obtained by subdividing an edge e ∈ E(G) into two edges e1 and e2 with
ℓ(e1) + ℓ(e2) = ℓ(e) (see Figure 2). For any ω ∈ C1(G,R) there is a natural ω′ ∈ C1(G′,R)
defined by
(3) ω′e′ =


ωe , if e
′ = e1
ωe , if e
′ = e2
ωe′ , otherwise.
The association ω 7→ ω′ gives an injection ι : C1(G,R) →֒ C1(G′,R) respecting the associ-
ated bilinear forms 〈·, ·〉.
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e e1 e2
Figure 2. Subdivision of an edge: ℓ(e) = ℓ(e1) + ℓ(e2)
With this observation, we may consider the family {C1(G,R)}, where G varies over all
models for the metric graph Γ, as a directed system. Naturally, we will look at the direct
limit
(4) Ω1(Γ) = lim−→C
1(G,R) .
Because all the maps induced by refinements are injective, we may (and will) identify
C1(G,R) with its image in Ω1(Γ). Since the bilinear form 〈·, ·〉 is respected under ι, we also
obtain a bilinear form 〈·, ·〉 on Ω1(Γ).
Definition 3.2.
(i) We call an element of Ω1(Γ) a piecewise constant 1-form (or just a form) on Γ
(ii) A form ω ∈ Ω1(Γ) that can be represented by an element in C1(G,R) is said to be
compatible with the model G.
3.1.3. L2 spaces. If the metric graph Γ is not compact, then any model G for Γ must be
an infinite graph. As noted in Remark 3.1 (i), the bilinear pairing on C1(G,R) (hence on
H1(G,R) and on Ω1(Γ)) is only partially defined.
Definition 3.3.
(i) We call an element of
Ω1L2(Γ) = {ω ∈ Ω1(Γ) : 〈ω, ω〉 <∞}
an L2 piecewise constant 1-form (or just an L2 form).
(ii) We call an element of
C1L2(G,R) = {ω ∈ C1(G,R) : 〈ω, ω〉 <∞}
an L2 cochain.
For any model G, we will identify C1L2(G,R) with its image in Ω
1
L2(Γ). The bilinear
space
(
C1L2(G,R), 〈·, ·〉
)
is an L2 Hilbert space (with respect to the measure νℓ defined by
νℓ({e}) = ℓ(e)). However,
(
Ω1L2(Γ), 〈·, ·〉
)
is only a pre-Hilbert space.
3.1.4. Piecewise linear functions, derivatives, and integrals.
Definition 3.4. Let Γ be a metric graph. A continuous function f : Γ→ R is called piecewise
linear if there is a model G for Γ such that the restriction of f to each edge of G is linear.
We call such a model G compatible with f . The collection of all piecewise linear continuous
functions on Γ will be denoted by PL(Γ).
Consider a function f ∈ PL(Γ) with a compatible model G. The restriction of f to V (G)
gives an element in C0(G,R). Its image under the coboundary map will be denoted by
df ∈ C1(G,R). In other words,
df =
∑
e∈O
(df)e de ,
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where (df)e is the slope of f on the oriented edge e:
(df)e =
f(e+)− f(e−)
ℓ(e)
.
By (4), we have the canonical (injective) function φG : C
1(G,R) → Ω1(Γ) sending each
element to its equivalence class. In this way, we obtain a map
(5) d : PL(Γ)→ Ω1(Γ)
sending f to φG(df). We refer to df as the derivative of f . The kernel of d consists of constant
functions on Γ.
Let γ be a piecewise linear path in Γ, and let G be a model such that γ is represented by
a walk β in G:
v0, e0, v1, e1, v2, . . . , vk−1, ek−1, vk .
For this path γ, we have an associated 1-cochain ωγ =
∑k−1
i=0 dei. The equivalence class of
ωγ in Ω
1(Γ) will also be denoted by ωγ, and will be referred to as the 1-form associated to γ.
Definition 3.5. Let γ be a path on Γ and ω ∈ Ω1(Γ). We define the integral of ω along γ
by ∫
γ
ω = 〈ωγ, ω〉 .
We have the following metric graph analogue of (the converse of) the Gradient theorem or
the Poincare´ lemma.
Lemma 3.6. Let Γ be a metric graph, and let ω ∈ Ω1(Γ). Assume
(6)
∫
γ
ω = 0 ,
for all closed paths γ. Then ω = df for some f ∈ PL(Γ).
More precisely, fix a point z ∈ Γ, and for any x ∈ Γ let γzx be a path from z to x. Then
the function f ∈ PL(Γ) given by
(7) f(x) =
∫
γzx
ω
is well-defined and ω = df .
Remark 3.7. Since the kernel of d consists of constant functions, any other such f differs
from (7) by a constant function. The choice of the constant is fixed by the choice of the base
point z ∈ Γ.
Proof. The function f in (7) is well-defined (independent of the choice of the path γzx)
because any two different paths differ by a closed path.
Next we show ω = df , for f as in (7). Let G be a model for Γ compatible with ω such
that z ∈ V (G). Let e be an arbitrary oriented edge of G. For any x ∈ e consider the model
Gx whose vertex set is V (G) ∪ {x}. The refinement from G to Gx is the decomposition of e
into two edges e1 = {e−, x} and e2 = {x, e+}. By definition (see (3)) ωe1 = ωe2 = ωe. Let γ0
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be a path from z to e−. Then, a path γzx from z to x can be chosen to be the concatenation
of γ0 and e1. Then∫
γzx
ω = 〈ωγzx, ω〉 = 〈ωγ0 + de1, ω〉 = 〈ωγ0 , ω〉+ ℓ(e1)ωe .
This is a linear function of ℓ(e1) with slope ωe. Hence, (df)e = ωe. This proves the claim,
since e was an arbitrary edge. 
3.2. Harmonic forms and Laplacians.
3.2.1. Harmonic forms. Let Γ be a metric graph and let G be a model for Γ. Let C0c (G,R) ⊆
C0(G,R) be the space of 0-cochain with compact support: for each φ ∈ C0c (G,R) there exists
some compact K ⊆ Γ such that φ vanishes on all 0-chains supported on Γ\K. We have
already observed that C0(G,R) may be identified with those functions in PL(Γ) that are
compatible with the model G. The coboundary map d : C0(G,R)→ C1(G,R) induces a map
d∗ : C1(G,R)→ (C0c (G,R))∗
defined by
(8) (d∗ω)(φ) = 〈ω, dφ〉 ,
where 〈·, ·〉 is the bilinear pairing (2), and φ is a piecewise linear function with compact
support and compatible with G. Note that, since φ has compact support, the bilinear product
〈ω, dφ〉 is a well-defined.
We may also identify an element β ∈ (C0c (G,R))∗ with a locally finite signed Borel measures
on Γ
β =
∑
v∈V (G)
β(v)δv ,
where δv denotes the Dirac measure at v. Clearly, Supp(β) ⊆ V (G), where Supp(β) denotes
the support of the measure β.
With this notation, we may explicitly write, for ω =
∑
e∈O ωe de ∈ C1(G,R),
(9) d∗ω =
∑
v∈V (G)
(∑
e+=v
ωe −
∑
e−=v
ωe
)
δv .
Let Meas(Γ) denote the the space of all locally finite signed Borel measures on Γ. It follows
from (9) that, for a vertex v ∈ V (G) of valence 2, we have (d∗ω)(v) = 0 if and only if ω is
constant around v. Therefore, we obtain a well-defined map
(10) d∗ : Ω1(Γ)→ Meas(Γ) .
For any ω ∈ Ω1(Γ), a model G is compatible with ω if and only if Supp(d∗ω) ⊆ V (G).
Definition 3.8. Given a subset A ⊆ Γ, we call a form ω ∈ Ω1(Γ) harmonic on A if
A ∩ Supp(d∗ω) = ∅ .
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We have the space of (global) harmonic forms on Γ:
H(Γ) = {ω ∈ Ω1(Γ) : d∗ω = 0} .
Furthermore, the space of L2 (global) harmonic forms on Γ is:
HL2(Γ) = {ω ∈ Ω1L2(Γ) : d∗ω = 0} = H(Γ) ∩ Ω1L2(Γ) .
The following straightforward result on harmonic forms is quite useful:
Lemma 3.9. Let G be a model for a metric graph Γ, and let ω ∈ H(Γ). Assume e ∈ E(G)
is a bridge and (at least) one of the two connected components Γ1 and Γ2 of Γ\e is compact
(see Figure 3). Let ω(i) = ω|Γi denote the restriction of ω to Γi (for i = 1, 2). Then
(a) ωe = 0.
(b) ω(1), ω(2) ∈ H(Γ).
(c) The contraction map Γ→ Γ/e induces an isomorphism H(Γ) ∼−→ H(Γ/e).
e
Γ1 Γ2
Figure 3. e is a bridge and Γ1 or Γ2 is compact.
Proof. We assume Γ1 is compact. Let G1 ⊆ G be the finite subgraph of G that is a model
for Γ1. Fix an orientation O for G such that e is directed towards G1. By (9), we have∑
e′∈O,e′+=v
ωe′ −
∑
e′∈O,e′−=v
ωe′ = 0 , for all v ∈ V (G) .
Summing over all (finitely many) vertices in V (G1) we obtain
0 =
∑
v∈V (G1)

 ∑
e′∈O,e′+=v
ωe′ −
∑
e′∈O,e′−=v
ωe′

 = ωe .
This proves (a). Part (b) follows from (a) and (9). Part (c) follows from (a) and (b). 
3.2.2. Hodge decomposition.
Proposition 3.10. Let Γ be a metric graph, G be any model for Γ. Then:
(a) The space HL2(Γ) is a closed subspace of the Hilbert space C1L2(G,R).
(b) The orthogonal complement of HL2(Γ) in C1L2(G,R) is contained in
Image
(
d : PL(Γ)→ Ω1(Γ)) ∩ C1L2(G,R) .
(c) The orthogonal complement of HL2(Γ) in C1L2(G,R) is cl (d(C0c (G,R))).
Proof. For any ω ∈ HL2(Γ), since Supp(d∗ω) = ∅, we know ω must be compatible with any
model G for Γ, so HL2(Γ) ⊆ C1L2(G,R) ⊆ Ω1L2(Γ). It follows
HL2(Γ) ={ω ∈ C1L2(G,R) : d∗ω = 0}
={ω ∈ C1L2(G,R) : 〈ω, df〉 = 0, ∀f ∈ C0c (G,R)}
=
(
d(C0c (G,R))
)⊥
,
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where (·)⊥ denotes the orthogonal complement. As a consequence, HL2(Γ) is closed because
any orthogonal complement in a Hilbert space is closed, which proves (a). Part (c) follows
from the fact that for any subspace V of a Hilbert space we have (V ⊥)⊥ = cl(V ).
It follows from equation (9) that, for any closed path γ on Γ, we have ωγ ∈ H(Γ). Because
ωγ is supported on γ which is a compact set, we further have ωγ ∈ HL2(Γ). As a conse-
quence, if α ∈ C1L2(G,R) is orthogonal to HL2(Γ) then α is orthogonal to all the 1-forms ωγ
corresponding to closed paths γ in Γ. Part (b) now follows from Lemma 3.6. 
For compact metric graphs, we have the following version of “Hodge decomposition”.
Proposition 3.11. Let Γ be a compact metric graph.
(a) There is a direct sum decomposition Ω1(Γ) = dPL(Γ)⊕H(Γ), which is an orthogonal
decomposition under the bilinear pairing on Ω1(Γ).
(b) The composition
(11) H(Γ) →֒ C1(G,R)։ H1(Γ,R)
is an isomorphism.
Proof. Because Γ is compact, it has a finite model G and C1L2(G,R) = C
1(G,R), and
HL2(Γ) = H(Γ). Because H(Γ) is a subspace of a finite dimensional vector space C1(G,R),
it is of finite dimension and is closed and complete under the L2 norm. Furthermore, all
piecewise linear functions are compactly supported, hence it follows from Proposition 3.10
that the orthogonal complement of H(Γ) in C1(G,R) is
(12) (H(Γ))⊥ = d(C0(G,R)) .
Let ω ∈ Ω1(Γ) be in the orthogonal complement of H(Γ). Then ω ∈ C1(G′,R) for some
model G′. It follows from (12) that ω ∈ d(C0(G′,R)). Therefore ω ∈ dPL(Γ). This proves
part (a).
Part (b) follows from H1(Γ,R) ≃ C1(G,R)/d (C0(G,R)) and (12). 
Definition 3.12. Let Γ be any metric graph. The operator
∆ = d∗ ◦ d : PL(Γ)→ Meas(Γ)
(the composition of maps (5) and (10)) is called the Laplacian operator.
Alternatively, ∆ is the usual Laplacian operator in the sense of distributions. More con-
cretely, the Laplacian ∆(f), for f ∈ PL(Γ), is the discrete measure
(13)
∑
p∈Γ
σp(f) δp ,
where σp(f) is the sum of incoming slopes of f at p.
Definition 3.13. We call f ∈ PL(Γ) harmonic on A if A ∩ Supp(∆f) = ∅.
It follows from Definition 3.2.1 and Definition 3.13 that f ∈ PL(Γ) is a harmonic function
on A if and only if df ∈ Ω1(Γ) is a harmonic form on A.
Lemma 3.14. Let Γ be a metric graph and f ∈ PL(Γ).
(a) (Maximum principle) If f is harmonic on some open set U , and is not locally constant,
then f cannot attain its maximum (or minimum) in the interior of U .
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(b) If Γ is compact, then any f ∈ PL(Γ) which is harmonic on Γ must be a constant.
(c) If f ∈ PL(Γ) is harmonic on U and p ∈ U has valence 2, then f must be linear on a
neighborhood of p.
Proof. (a) and (c) follow immediately from (13). (b) follows from (a). 
3.3. Fundamental kernel of the Laplacian. For compact metric graphs, a fundamental
solution of the Laplacian is given by j-functions. We follow the notation of [CR93] (see also
[Zha93,BR07,BR10,Sho10,BS13]). The main result in this section is an explicit formula in
Proposition 3.17 for jz(x, y), which we will need later and it might also be of independent
interest.
Definition 3.15. Let Γ be a compact metric graph and fix two points y, z ∈ Γ. We denote
by jz(·, y) or jΓz (·, y) the unique function in PL(Γ) satisfying:
(i) ∆xjz(x, y) = δy − δz,
(ii) jz(z, y) = 0.
Remark 3.16. The function jz(x, y) has a nice electrical network interpretation: it denotes
the electric potential at y if one unit of current enters the network at x and exits at z, with
z “grounded” (i.e. has zero potential). So, the existence and uniqueness of jz(·, y) ∈ PL(Γ)
are well known to electrical engineers.
For any compact metric graph Γ, the fundamental kernel jz(·, y) ∈ PL(Γ) exists and is
unique. The uniqueness of jz(·, y) follows from Lemma 3.14 (b); if j and j′ are two functions
satisfying Definition 3.15, F (·) = jz(·, y)−j′z(·, y) is harmonic on Γ, so F must be a constant.
Furthermore we have F = F (z) = jz(z, x) − j′z(z, x) = 0. The existence of jz(·, y) follows
from the explicit formula in Proposition 3.17.
Proposition 3.17. Let Γ be a compact metric graph. Let
π : Ω1(Γ)→H(Γ)
be the orthogonal projection. Then for all x, y, z ∈ Γ we have
(14) jz(x, y) =
∫
γzx
(ωγzy − π(ωγzy)) ,
where γuv denotes a path from u to v.
Proof. First, we will show that (14) is well-defined, i.e. different choices of paths γzx and γzy
does not change the value of the integral. Different paths γzy will differ by a closed path.
Therefore, since π is identity on H(Γ), the form ωγzy − π(ωγzy) is independent of the choice
of γzy. For any path γ, we have ωγ − π(ωγ) ∈ (H(Γ))⊥ because
π (ωγ − π(ωγ)) = π(ωγ)− π2(ωγ) = π(ωγ)− π(ωγ) = 0 .
Therefore (14) does not depend on the choice of the path γzx either.
Next, by Lemma 3.6, we know the derivative (with respect to x):
d
(∫
γzx
(ωγzy − π(ωγzy))
)
= ωγzy − π(ωγzy) .
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Therefore
∆
(∫
γzx
(ωγzy − π(ωγzy))
)
= d∗
(
ωγzy − π(ωγzy)
)
= δy − δz ,
because d∗
(
ωγzy
)
= δy − δz by (9), and d∗
(
π(ωγzy)
)
= 0 since π(ωγzy) is harmonic.
If z = x then the constant path gives ωγzx = 0 and therefore jz(z, y) = 0. 
3.4. Measures and their convergence.
3.4.1. Piecewise Lebesgue measures.
Definition 3.18. Let Γ be a metric graph. We will call a real-valued Borel measure µ on Γ
piecewise Lebesgue, if
µ = fdx ,
where dx is the Lebesgue measure when restricted to any interval embedded in Γ, and f is
piecewise constant (i.e. locally constant on Γ except for a discrete set).
Let G be a model for Γ which is compatible with µ, meaning V (G) includes all the points
in Γ such that f is not continuous. Then the piecewise Lebesgue measure µ is uniquely
determined by its values {µ(e)}e∈E(G) because
µ|e = µ(e)
ℓ(e)
dx .
3.4.2. Convergence of measures. The definition of the convergence of a sequence of measures
{µn} is convergence of all integrals against a given continuous compactly supported func-
tion. When we restrict to measures on Γ which are compatible with a fixed model G, this
convergence is equivalent to the convergence of the sequences {µn(e)} for all e ∈ E(G).
When G is finite (Γ is compact) the space of signed measures compatible with G is a
finite dimensional vector space (because each measure is determined by the evaluation on
E(G)), hence the above convergence coincides with the notions of strong convergence and
weak convergence.
3.4.3. Pullback and pushdown of measures. Let φ : Γ′ → Γ be a continuous map that is
simplicial for models G′ for Γ′ and G for Γ. After possible refinement, we can assume that it
send each edge in G′ to a vertex or an edge in G.
Let µ be a piecewise Lebesgue measure on Γ compatible with G. Then the pullback of µ is
a measure on Γ′ compatible with G′ defined by (φ∗µ)(e) = µ(φ(e)).
If φ : Γ′ → Γ is a Galois covering, pullback gives a bijection between the set of measures
on Γ and the set of measures on Γ′ which are invariant under deck transformations. If
µ′ is a measure on Γ′ which is invariant under the deck transformations, we will call the
corresponding measure µ on Γ under this bijection the pushdown of µ′.
Remark 3.19. Our notion of pushdown is inspired by the concept of the pushdown of metrics,
and is different from the notion of pushforward in measure theory; we do not record the total
measure of the preimage, we only record the measure of one connected component of the
preimage. So, in the case of a finite Galois cover of degree d, the pushforward of a measure
µ′ is d times the pushdown of µ′.
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4. Hilbert G-modules and G-dimensions
Here we present the von Neumann algebras and dimensions that appear in our context. See
[Lu¨c02] and [Pan96] for proofs and a more thorough treatment. The computations appearing
in Example 4.6 will be used in the proof of Theorem 5.10.
By a Hilbert G-module we mean a Hilbert space H together with a (left) unitary action
of a discrete group G. For any Hilbert space H, let B(H) denote the algebra of all bounded
linear operators on H. Let
B(H)+ = {A ∈ B(H) : 〈Ax, x〉 ∈ R≥0, ∀x ∈ H} .
Definition 4.1. A free HilbertG-module is a HilbertG-module which is unitarily isomorphic
to ℓ2(G) ⊗ H, where H is a Hilbert space with the trivial G-action and the action of G on
ℓ2(G) is by left translations. In other words, the representation of G on ℓ2(G)⊗ H is given
by g 7→ Lg ⊗ I.
Recall, for each g ∈ G, we have the left and right translation operators Lg, Rg ∈ B(ℓ2(G))
defined by:
Lg(f)(h) = f(g
−1h) , Rg(f)(h) = f(hg) , for h ∈ G .
Let {uα}α∈J be an orthonormal basis for H. Then we have an orthogonal decomposition
ℓ2(G)⊗ H =
⊕
α∈J
ℓ2(G)(α) = {
∑
α∈J
fα ⊗ uα : fα ∈ ℓ2(G),
∑
α∈J
‖fα‖2 < +∞} ,
where ℓ2(G)(α) = ℓ2(G) ⊗ uα is just a copy of ℓ2(G). Moreover, an orthonormal basis for
ℓ2(G)⊗ H is {δg ⊗ uα : g ∈ G, α ∈ J}.
We are interested in the von Neumann algebraMr(G)⊗B(H) on ℓ2(G)⊗H, whereMr =
Mr(G) is the von Neumann algebra generated by {Rg : g ∈ G} ⊆ B(ℓ2(G)). Alternatively
Mr(G) is the algebra of G-equivariant bounded operators on ℓ2(G).
Definition 4.2. Let {uα}α∈J be an orthonormal basis for H. For every A ∈ (Mr(G) ⊗
B(H))+, define
TrG(A) =
∑
α∈J
〈A(δh ⊗ uα), δh ⊗ uα〉 ,
for h ∈ G. This is independent of the choice of h, so it is convenient to use h = id, the
group identity. It can be checked that this is a “trace function” in the sense of von Neumann
algebras.
Definition 4.3. A projective Hilbert G-module is a Hilbert G-module V which is unitarily
isomorphic to a closed submodule of a free Hilbert G-module, i.e. a closed G-invariant
subspace in some ℓ2(G)⊗ H.
Note that the embedding of V into ℓ2(G)⊗H is not part of the structure; only its existence
is required.
For the moment, we will fix such an embedding. Let PV denote the orthogonal projection
from ℓ2(G)⊗ H onto V. Then PV ∈Mr(G)⊗ B(H) because it commutes with all Lg ⊗ I.
Definition 4.4. Let V be a projective Hilbert G-module. Fix an embedding into a free
Hilbert G-module ℓ2(G)⊗H, and let PV ∈Mr(G)⊗B(H) denote the orthogonal projection
onto V. The G-dimension of V is defined as
dimG(V) = TrG(PV) .
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An elementary fact is that dimG(V) does not depend on the choice of the embedding of V
into a free Hilbert G-module. Therefore it is a well-defined invariant of the projective Hilbert
G-module V.
Remark 4.5. G-dimension satisfies the following properties:
(i) dimG(V) = 0⇐⇒ V = {0}.
(ii) dimG(ℓ
2(G)) = 1.
(iii) dimG(ℓ
2(G)⊗H) = dimC(H).
(iv) dimG(V1⊕V2) = dimG(V1) + dimG(V2).
(v) V1 ⊆ V2 ⇒ dimG(V1) ≤ dimG(V2). Equality holds if and only if V1 = V2.
(vi) If 0 → U → V → W → 0 is a short weakly exact sequence of projective Hilbert
G-modules, then dimG(V) = dimG(U) + dimG(W).
(vii) V and W are weakly isomorphic, then dimG(V) = dimG(W).
A sequence of U
i−→ V p−→ W of projective Hilbert G-modules is called weakly exact at V
if Kernel(p) = cl(Image(i)). A map of projective Hilbert G-modules V → W is a weak
isomorphism if it is injective and has dense image.
The main application of this general theory to our work is related to the following example,
which will be used in the proof of Theorem 5.10.
Example 4.6. Let φ : Γ′ → Γ be an infinite Galois covering of a compact metric graph Γ. Fix
models G and G′ for Γ and Γ′, compatible with the covering map φ. Let G = π1(Γ)/π1(Γ
′)
be the deck transformation group. We claim
C1L2(G
′,C) = C1L2(G
′,R)⊗R C
is a projective Hilbert G-module. More precisely, we have a unitary isomorphism
C1L2(G
′,C)
∼−→ ℓ2(G)⊗ C1(G,C).
To see this, let F be a fundamental domain for the action of G on G′. Then we have a
decomposition of G′ ≃ G×F given by gx 7→ (g, x) for g ∈ G, x ∈ F . This induces a unitary
isomorphism
UF : C
1
L2(G
′,C)
∼−→ ℓ2(G)⊗ C1(F,C) ,
where the action of Lg on C
1
L2(G
′,C) becomes Lg ⊗ I on ℓ2(G) ⊗ C1(F,C). We also have a
unitary isomorphism
VF : C
1(F,C)
∼−→ C1(G,C) ,
because φ restricts to an isomorphism from F to G.
It follows
dimG(C
1
L2(G
′,C)) = dimC(C
1(G,C)) = |E(G)| .
Similarly, one may consider C0L2(G
′,C), the L2 space of functions on V (G′) (endowed with
the counting measure). Then we also have a unitary isomorphism
C0L2(G
′,C)
∼−→ ℓ2(G)⊗ C0(G,C) .
Consequently,
dimG(C
0
L2(G
′,C)) = dimC(C
0(G,C)) = |V (G)| .
We note that our base-change from R to C is purely for convenience; the existing literature
on von Neumann algebras is usually written over C.
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5. Canonical measures on metric graphs
5.1. Canonical measures on compact metric graphs. We will briefly review the notion
of canonical measures on compact metric graphs. This notion was introduced in [Zha93] (see
also [CR93]). In [BF11], Baker and Faber give an interpretation in the framework of tropical
geometry.
Definition 5.1. Let Γ be a compact metric graph and G be a model for Γ with no loops.
We let
(15) R(e) =
{
j
Γ\e
e− (e
+, e+) , if e is not a bridge,
+∞ , if e is a bridge.
The canonical measure on Γ is the piecewise Lebesgue measure determined by
(16) µcan|e = 1
R(e) + ℓ(e)
dx .
The following result is well-known.
Proposition 5.2. Let Γ be a compact metric graph, G be a model for Γ without loops and
with a fixed orientation O, and let π : Ω1(Γ)→ H(Γ) be the orthogonal projection. Then for
any e ∈ O we have
µcan(e) = (π(de))e =
1
ℓ(e)
〈π(de), de〉 .
This follows from Kirchhoff’s celebrated formula for the orthogonal projection matrix in
terms of spanning trees [Kir47,Big97]. See also [BF11].
5.2. Canonical measures on metric graphs. Guided by Proposition 5.2, we define the
canonical measure on a (possibly non-compact) metric graph as follow:
Definition 5.3. Let Γ be a (possibly non-compact) metric graph. Let G be a model with a
fixed orientation O, and let
π : Ω1L2(Γ)→ HL2(Γ)
denote the orthogonal projection map. The (generalized) canonical measure µcan (or µ
Γ
can if
we need to clarify the underlying graph) is the unique measure characterized by
µcan(e) := (π(de))e =
1
ℓ(e)
〈π(de), de〉
for all e ∈ O.
It is easily seen that this measure does not depend on the choice of the orientation or the
model G. Moreover, this measure is compatible with any model G, and is invariant under
isometries of Γ.
An alternate characterization of canonical measures, which closely mirrors McMullen’s
definition of Bergman metrics for Riemann surfaces in [McM13, (A.3)], is the following:
Proposition 5.4. Let Γ be a metric graph with a model G and an orientation O. Let e ∈ O.
Let ‖ω‖ =√〈ω, ω〉 denotes the usual L2 norm on forms.
CANONICAL MEASURES ON METRIC GRAPHS AND A KAZHDAN’S THEOREM 19
(a) If HL2(Γ) 6= {0} we have
(17) ℓ(e)µcan(e) = sup
06=ω∈H
L2
(Γ)
|ω(e)|2
‖ω‖2 = max06=ω∈HL2 (Γ)
|ω(e)|2
‖ω‖2 .
(b) We always have
(18) ℓ(e)µcan(e) = sup
ω∈H
L2
(Γ),‖ω‖≤1
|ω(e)|2 = max
ω∈H
L2
(Γ),‖ω‖≤1
|ω(e)|2 .
Proof. We will assume HL2(Γ) 6= {0}; otherwise the statement in (18) boils down to 0 = 0
and there is nothing to prove. We will first prove part (a). Let π : Ω1L2(Γ)→ HL2(Γ) be the
orthogonal projection as in Definition 5.3. Then de− π(de) is orthogonal to HL2(Γ) because
π2 = id. For any ω ∈ HL2(Γ) we have
ω(e) = 〈ω, de〉 = 〈ω, de− π(de)〉+ 〈ω, π(de)〉 = 〈ω, π(de)〉 .
So, by the Cauchy–Schwarz inequality,
(19) |ω(e)| = |〈ω, π(de)〉| ≤ ‖ω‖‖π(de)‖ ,
and the equality is achieved if and only if ω and π(de) are linearly dependent. Therefore
sup
06=ω∈H
L2
(Γ)
|ω(e)|2
‖ω‖2 = ‖π(de)‖
2 = 〈π(de), π(de)〉 = 〈π(de), de〉 = ℓ(e)(π(de))e = ℓ(e)µcan(e) .
This proves (17). To obtain (18), first note that, by (19), we have
sup
ω∈H
L2
(Γ),‖ω‖≤1
|ω(e)|2 ≤ ‖π(de)‖2 .
But, by (17), the equality is attained for a form of norm 1. 
Remark 5.5. Our results generalize immediately to “augmented metric graphs” (in the sense
of [ABBR15a]), and “admissible measures” (in the sense of [Zha93]). There is an easy trick:
if a point p has genus g(p), one can build a usual metric graph, where there are g(p) loops (of
arbitrary lengths) attached to the point p. Then, the total genus multiplied by the admissible
measure is equal to the (measure-theoretic) pushforward of the canonical measure (in our
sense) of the new metric graph under the map collapsing those loops.
5.3. Properties of the (generalized) canonical measure.
5.3.1. Total mass. We begin with the following well-known result, which is essentially due
to Foster [Fos48] (see also [Fla74,Zha93,BF11]).
Proposition 5.6. Let Γ be a compact graph, G be a model for Γ. Then∑
e∈E(G)
µcan(e) = dimRH
1(Γ,R) .
In other words, µcan(Γ) = g(Γ).
The result can be thought of as a “trace formula”, as both sides of the equality compute
the trace of the projection matrix from C1(G,R) onto H1(G,R).
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5.3.2. Canonical measures and contractions. Here we study the behavior of the canonical
measure under contractions.
Let A ⊆ Γ be a subgraph. Then Γ/A is the quotient metric graph whose equivalence
classes are A and all one point subsets {x} for x 6∈ A. Geometrically, one is contracting
(collapsing) A to a single point pA. The natural contraction map c : Γ → Γ/A is defined by
c(x) = x for x 6∈ A, and c(x) = pA for x ∈ A.
We may choose a model G with orientation O for Γ such that G contains a subgraph H
which is a model for A. Then Γ/A has a model whose edge set is E(G)\E(H) and whose
vertex set is (V (G)\V (H)) ∪ {pA}. The contraction map c : Γ→ Γ/A induces a map:
c∗ : C
1
L2(G,R)→ C1L2(G/H,R)
define by (c∗(ω))e = ωe for all e not in H . Clearly c∗ contracts the L
2 norm. It is easy to
check (using (9)),
c∗(HL2(Γ)) ⊆ HL2(Γ/A) .
The contraction map c : Γ→ Γ/A also induces a map:
c∗ : C1L2(G/H,R)→ C1L2(G,R)
define by (c∗(ω))e = ωe if e is not in H , and (c
∗(ω))e = 0 if e is in H . This map preserves
the L2 inner product, but it does not necessarily send harmonic forms to harmonic forms.
The following result is essentially equivalent to Rayleigh’s monotonicity law in electrical
networks (see [DS84, Chapter 4] or [LP16, Chapter 2], and (16)):
Proposition 5.7. Let Γ be a metric graph, e ⊆ Γ be any line segment. Let A ⊆ Γ\e be a
compact subgraph. Then
µΓcan(e) ≤ µΓ/Acan (e) .
5.3.3. Approximation theorem. The following result shows that the canonical measure on
a non-compact graph can be approximated by canonical measures on any exhaustion by
compact metric subgraphs. It follows immediately from [LP16, Proposition 9.2]. See also
[Lyo03, §7].
Proposition 5.8. Let Γ be a non-compact metric graph, and let G be a model for Γ.
(i) Let {Ai} be an increasing sequence of compact metric subgraphs, compatible with G,
such that Γ =
⋃
Ai.
(ii) Let A′i = Γ/ cl(Γ\Ai).
(iii) Let ci : Γ→ A′i be the contraction map.
(iv) Let πi : Ω
1(A′i)→H(A′i) and π : Ω1L2(Γ)→HL2(Γ) be the orthogonal projections.
Then
(a) For any oriented edge e of G, we have
lim
i→∞
c∗i (πi(de)) = π(de) ,
as elements in C1L2(G,R) with L
2 convergence. Note that, for any edge e, the projec-
tion πi(de) is well-defined for sufficiently large i.
(b) We have the convergence of measures (in the sense of §3.4.2)
lim
i→∞
c∗i (µ
A′i
can) = µ
Γ
can
CANONICAL MEASURES ON METRIC GRAPHS AND A KAZHDAN’S THEOREM 21
on Γ. Here c∗i (·) denotes pullback of measures (in the sense of §3.4.3).
5.4. Induced measures from Galois covers. Let φ : Γ′ → Γ be a Galois covering map
between metric graphs. Since the canonical measure µΓ
′
can is invariant under isometries it is,
in particular, invariant under the deck transformation group. Hence, there is a pushdown
measure on Γ of µΓ
′
can under the covering map φ, which we will denote by µφ,can.
5.4.1. Finite Galois covers. We first study µφ,can in the case that φ is a finite covering map
between compact metric graphs:
Proposition 5.9. Let φ : Γ′ → Γ be a Galois covering of degree d between two compact metric
graphs. Then
µφ,can(Γ) = g(Γ)− 1 + 1/d .
Proof. Let G and G′ be models for Γ and Γ′ compatible with φ. We have
µφ,can(Γ) =
∑
e∈E(G)
µφ,can(e) =
1
d
∑
e∈E(G′)
µΓ
′
can(e) =
1
d
(1−χ(Γ′)) = 1
d
(1−dχ(Γ)) = g(Γ)−1+ 1
d
.
The second equality follows from the definition of the pushdown measure. The third equality
is Proposition 5.6. The forth follows from χ(Γ′) = dχ(Γ). 
5.4.2. Infinite Galois covers. As one expects, there is an infinite covering analogue of Propo-
sition 5.9, which may be thought of as a Gauss-Bonnet type theorem. The proof is, however,
much more subtle.
Theorem 5.10. Let φ : Γ′ → Γ be an infinite Galois covering of a compact metric graph Γ.
Then
(20) µφ,can(Γ) = g(Γ)− 1 .
Proof. Let G and G′ be compatible models for Γ and Γ′. Let H = π1(Γ)/π1(Γ
′) be the deck
transformation group.
Let π : C1L2(G
′,R)→HL2(Γ′) be the orthogonal projection. Let C0L2(G′,C) be the L2 space
of functions on V (G′) (endowed with the counting measure). We first prove the sequence
(21) 0→ C0L2(G′,R) d−→ C1L2(G′,R) π−→ HL2(Γ′)→ 0
is weakly exact. To see this, consider the coboundary map d : C0L2(G
′,R)→ C1L2(G′,R).
- d is continuous: it is a bounded operator whose operator norm is bounded above by
sup{2δ/√ℓ(e) : e ∈ E(G′)}, where δ denotes the maximum valence of vertices in G. This
is a finite number, by our definition of metric graphs.
- d is injective: if f ∈ C0L2(G′,R) has df = 0 then f is constant. Since it is also L2 integrable,
we must have f = 0.
- Kernel(π) = cl(Image(d)): by Proposition 3.10 (c) we know Kernel(π) = cl (d(C0c (G,R))).
But C0c (G
′,R) is dense in C0L2(G
′,R) and d is continuous. Therefore cl (d(C0c (G,R))) =
cl(d(C0L2(G
′,R)).
Tensoring (21) with C, we conclude that the sequence:
0→ C0L2(G′,C) d−→ C1L2(G′,C) π−→ HL2(Γ′)⊗ C→ 0
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is also weakly exact and hence, by Remark 4.5 (iv), we have
dimG(C
1
L2(G
′,C)) = dimG(HL2(Γ′)⊗ C) + dimG(C0L2(G′,C)) .
By Example 4.6 we obtain:
(22) dimG(HL2(Γ′)⊗ C) = |E(G)| − |V (G)| = g(Γ)− 1 .
If π : C1L2(G
′,R)→HL2(Γ′) is the orthogonal projection, let π′ : C1L2(G′,C)→ HL2(Γ′)⊗C
be the projection π ⊗ 1 (extension of scalars), and let 〈·, ·〉C : C1L2(G′,C) × C1L2(G′,C) → C
be the extension of 〈·, ·〉 : C1L2(G′,R)× C1L2(G′,R)→ R.
An orthonormal basis for C1L2(G
′,C) ≃ ℓ2(G)⊗ (C1(G,R)⊗ C) is{
δg ⊗ (de⊗ 1)/
√
ℓ(e) : g ∈ G, e ∈ O
}
.
For xe = δid ⊗ (de⊗ 1)/
√
ℓ(e) ∈ ℓ2(G)⊗ (C1(G,R)⊗ C), it follows from Definition 5.3 that
(23) 〈π′(xe), xe〉C = 1
ℓ(e)
〈π(δid ⊗ de), δid ⊗ de〉 = µΓ′can(e) .
On the other hand, by Definition 4.2 and Definition 4.4, we know
(24) dimG(HL2(Γ′)⊗ C) =
∑
e∈O
〈π′(xe), xe〉C .
The result follows from putting together (22), (23), and (24). 
Remark 5.11.
(i) As is clear from the proof, one might interpret (20) in Theorem 5.10 as a “trace
formula”.
(ii) It is well known that g(Γ)− 1 (the right-hand side of (20)) is the first (and the only
nonzero) L2 Betti number of Γ. So one might interpret the induced measure µφ,can
on Γ as giving a measure-theoretic decomposition of the first L2 Betti number. This
measure theoretic decomposition is independent of the choice of models for Γ.
(iii) Our base-change from R to C in the proof of Theorem 5.10 is for convenience; the
existing literature on von Neumann algebras is usually written over C.
Remark 5.12. We are also able to prove Theorem 5.10 without the use of von Neumann
algebras and dimensions. However, that proof is far more technical, especially in the case
that the infinite cover is not transient (in the sense of Definition 7.5). Moreover, the “trace
formula” interpretation of (20) is not clear from the more technical proof.
6. A generalized Kazhdan’s theorem for metric graphs
In this section, we will show that the canonical measure satisfies a (generalized) Kazhdan-
type theorem.
Theorem 6.1. Let φ : Γ′ → Γ be an infinite Galois covering of compact metric graph Γ. Let
{φn : Γn → Γ: n ≥ 1} be an ascending sequence of finite Galois covers converging to Γ′, in
the sense that the equality
(25)
⋂
n≥1
π1(Γn) = π1(Γ
′)
holds in π1(Γ). Then we have the strong convergence of measures limn→∞ µφn,can = µφ,can.
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Remark 6.2.
(i) We have omitted the base points for the fundamental groups in (25), because by our
Galois assumption, we have π1(Γ
′)E π1(Γ) and π1(Γn)E π1(Γ) for all n.
(ii) One can replace the tower of covers {Γn} in Theorem 6.1 with a cofinal family F
of finite covers between Γ and Γ′, provided that the covering group π1(Γ)/π1(Γ
′) is
residually finite. In particular, this applied to the case where Γ′ is the universal cover
of Γ, in which case π1(Γ)/π1(Γ
′) = π1(Γ) ≃ Fg is a free group on g generators. Note,
however, it is not hard to find examples of quotients of free groups which are not
residually finite (see e.g. [Mag69, Section 2]).
Proof. Let G, Gn, and G
′ denote models for Γ, Γn, and Γ
′, compatible with the covering
maps.
Claim 1. For any e ∈ E(G),
(26) lim sup
n
µφn,can(e) ≤ µφ,can(e) .
Proof of Claim 1. Let e′ ∈ E(G′) be a fixed lift of e ∈ E(G). Let {Ai} be an increasing
sequence of compact subgraphs compatible with G′ and containing e′, such that Γ′ =
⋃
iAi.
Let A′i = Γ
′/ cl(Γ′\Ai). By Proposition 5.8 (b), we have convergence
lim
i
µ
A′i
can(e
′) = µΓ
′
can(e
′) = µφ,can(e) .
Because Ai has a model which is a finite subgraph of G
′, it contains only finitely many
vertices of G′. Hence, the number of simple paths in Ai starting and ending at vertices of
G′ must be finite. Consider the simple paths in Ai that are sent to loops γ in Γ. Each such
loop γ represents a conjugacy class [γ] in π1(Γ) which is not contained in π1(Γ
′). Because⋂
π1(Γn) = π1(Γ
′), for each conjugacy class [γ] there is some integer Nγ such that [γ] 6⊆
π1(ΓNγ ). Let Ni be the maximum of all these finitely many Nγ. Then Ai is sent isometrically
to its image under φNi as no two points in Ai can be sent to the same point in ΓNi . Because
all our coverings are Galois, the deck transformation group acts transitively on preimages of
any edge. Hence, for any lift e′′ of e in any Γn, n ≥ Ni, there is a subgraph in Γn isometric to
Ai such that the isometry sends e
′′ to e′. Therefore, by Proposition 5.7, for n ≥ Ni we have
µφn,can(e) = µ
Γn
can(e
′′) ≤ µA′ican(e′) .
Therefore
lim sup
n
µφn,can(e) ≤ lim sup
i
µ
A′i
can(e
′) = lim
i
µ
A′i
can(e
′) = µφ,can(e) .
Claim 2. For any e ∈ E(G),
(27) µφ,can(e) ≤ lim inf
n
µφn,can(e) .
Proof of Claim 2. Consider the function Fn : E(G)→ R defined by
Fn(f) = µφn,can(f)− µφ,can(f) .
By Claim 1 we know, for all f ∈ E(G),
(28) lim sup
n
Fn(f) ≤ 0 .
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On the other hand, using Proposition 5.9 and Theorem 5.10, we have
(29) lim
n

 ∑
f∈E(G)
Fn(f)

 = lim
n
(µφn,can(Γ)− µφ,can(Γ)) = 0 .
Claim 2 follows from the following:
lim inf
n
Fn(e) = lim inf
n
(∑
f
Fn(f)−
∑
f 6=e
Fn(f)
)
≥ lim inf
n
(∑
f
Fn(f)
)
+ lim inf
n
(
−
∑
f 6=e
Fn(f)
)
= 0− lim sup
n
(∑
f 6=e
Fn(f)
)
by (29)
≥ −
∑
f 6=e
(
lim sup
n
Fn(f)
)
≥ 0 by (28) .
Since Γ is compact, it follows from (26) and (27) that we have the desired strong convergence
of measures. 
7. Interpretations of limiting measures
In this section, we provide a few examples for measures inherited from infinite covers. We
will study canonical measures on universal covers in detail, as one might want to consider
them as an analogue of the “hyperbolic measure”. We will study this case from a computa-
tional point of view. We will also relate the “hyperbolic measure” to other notions such as
Poisson-Jensen and equilibrium measures.
7.1. Basic examples. We start with the following easy observation:
Lemma 7.1. Let Γ be a metric graph and let G a model for Γ. Assume the group of isometries
of Γ acts transitively on E(G). Then the canonical measure µcan on Γ is proportional to the
standard Lebesgue measure on Γ.
Proof. The canonical measure is preserved under isometries, so the value of µcan evaluated
on every edge must be the same. 
As an immediate corollary, we have the following result on regular graphs. Recall a (com-
binatorial) graph is called k-regular if every vertex has the same valency (or degree) k.
Corollary 7.2. Let Γ be a compact metric graph, G be a model for Γ such that G is a k-
regular graph where k ≥ 3. Assume all edges of G have the same length. Let φ : Γ′ → Γ be
the universal covering map. Then µφ,can(e) = 1− 2/k for all e ∈ E(G).
Proof. Since Γ′ is an infinite k-regular tree with uniform edge lengths, we are in the situation
of Lemma 7.1, and the canonical measure on Γ′ is proportional to the Lebesgue measure.
From Theorem 5.10, we know the pushdown of this canonical measure under φ : Γ′ → Γ has
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total mass g(Γ)−1. Let |E(G)| = m and |V (G)| = n. We havemµφ,can(e) = g(Γ)−1 = m−n,
and therefore µφ,can(e) = 1− n/m = 1− 2/k. The last equality is by the handshake lemma:
kn = 2m. 
Next example shows that, on the same metric graph, different infinite covers might induce
different limiting measures.
Example 7.3. Let Γ be a metric graph with a model G, which is a “rose” consisting of one
vertex and d loops of length 1 (see Figure 4).
(i) Let φ′ : Γ′ → Γ be the maximal abelian covering. Then G is the usual Zd grid graph.
By Lemma 7.1, we know that µφ′,can(·) is constant on E(G). By Theorem 5.10 we
know µφ′,can(Γ) = d− 1. Therefore µφ′,can(e) = 1− 1/d for all e ∈ E(G).
e1 e2
e′1
e′2
Figure 4. Left: a rose graph with 2 loops. Right: the maximal abelian
covering, the Z2 grid graph.
(ii) Let d = 4 and let E(G) = {e1, e2, e3, e4}. Consider the surjective homomorphism
π1(Γ)։ Z
3 which sends e1, e2, e3 to the three standard generators of Z
3, while sending
e4 to 0. The Galois covering space φ
′′ : Γ′′ → Γ corresponding to this homomorphism
is the usual Z3 grid with one loop attached to each vertex. It follows from part (i)
and Lemma 3.9 that the induced measure on Γ is given by µφ′′,can(e1) = µφ′′,can(e2) =
µφ′′,can(e3) = 2/3, µφ′′,can(e4) = 1.
7.2. Transient metric graphs and universal covers.
7.2.1. Transient metric graphs. Infinite covers which are “transient” are easier to work with.
The following result is essentially [LP16, Theorem 2.10].
Lemma 7.4. Let Γ be a metric graph. The following are equivalent:
(i) For some x ∈ Γ, there exists ω ∈ Ω1L2(Γ) such that d∗ω = δx.
(ii) For all x ∈ Γ, there exists ω ∈ Ω1L2(Γ) such that d∗ω = δx.
Definition 7.5. A metric graph Γ is called transient, if it satisfies the equivalent conditions
in Lemma 7.4.
Remark 7.6. The name “transient” is compatible with the notion of transience of random
walks on infinite combinatorial graphs: a metric graph Γ is transient in our sense if and only
if any model G of Γ is transient in the sense of random walks. See [LP16, Chapter 2] and
references therein for the random walk literature.
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The following result implies that the universal cover of a metric graph of genus at least 2
is always transient.
Proposition 7.7. Let Γ be a metric graph. Assume
(i) there exists a model G for Γ which is an infinite tree with only finitely many valence
1 and 2 vertices,
(ii) there exists a real number C such that for all e ∈ E(G), we have ℓ(e) < C, i.e. the
edge lengths are uniformly bounded from above.
Then Γ is transient.
We will need the following terminology for the proof. A full binary tree is a rooted binary
tree in which every node has two children. The level of a vertex in a rooted tree is the number
of edges for the shortest walk from the root.
x
1
2
1
2
1
4
1
4
1
4
1
4
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
...
...
...
...
...
...
...
...
Figure 5. The full infinite binary subtree of Γ rooted at x. The labels on
edges denote the values of ω′e.
Proof. It follows from the assumptions that Γ contains a subgraph Γ′ with a model G′ which
is a full, infinite, binary tree rooted at some vertex x. Clearly C is an upper bound for
the edge lengths in G′ as well. We fix an orientation on G′ such that all edges are directed
towards the root x. We define ω′ ∈ C1(G′,R) by ω′e = 2−level(e−) (see Figure 5). Consider
its class in Ω1(Γ′), denoted again by ω′. The extension by zero of ω′ gives a form ω ∈ Ω1(Γ)
which has the property d∗ω = δx. Therefore the condition in Lemma 7.4 (i) is satisfied for
Γ. 
Remark 7.8. One can alternatively prove Proposition 7.7 using a theorem of Lyons [Lyo83]
(see also [LP16, Chapter 2]).
7.2.2. Universal covers and the corresponding limiting measures. Let Γ be a compact metric
graph with g(Γ) ≥ 2, and let φ : Γ′ → Γ be the universal cover.
Let G′ be a model for Γ′ compatible with a model G for Γ, so V (G′) is the preimage of
V (G) under the covering map. Because Γ′ is a universal cover, G′ is a tree, hence every edge
of G′ must be a bridge. Given any directed edge e′ in G′ which is a lift of a directed edge e
in G, let T (e′) be the connected component of G′ minus the interior of e′, which contains e′+
(see Figure 6).
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e′
T (e′) T (e′)
Figure 6. The subgraph T (e′) corresponding to e′ in the universal cover.
By the definition of covering map, different choices of the lift of e result in isometric metric
graphs T (e′). By Proposition 7.7, we know T (e′) is not transient if and only if it is compact.
Definition 7.9. Let R : E(G)→ R>0 ∪ {+∞} be the function defined as follows:
(30) R(e) =
{
+∞ , if T (e′) is not transient,
inf ‖ω‖2 , if T (e′) is transient.
Where the infimum is taken over all ω ∈ C1L2(T (e′),R) ⊂ C1L2(G′,R) with d∗ω = δe′+ .
Remark 7.10.
(i) The value ofR(e) is well-defined because different choice of the lift e′ result in isometric
T (e′), the value of R(e) is independent of the choice of the lift e′.
(ii) When T (e′) is transient, the infimum in (30) is always attained by a unique νe′ ∈
C1L2(G
′,R), so R(e) = ‖νe′‖2. This is because d is a bounded operator (see the proof
of Theorem 5.10) hence so is d∗, and d∗ω = δe′+ defines an affine closed subspace of
C1L2(T (e
′),R). By the Hilbert projection theorem, on any affine closed subspace of a
Hilbert space, there is a unique point for which the norm is minimized.
(iii) The value R(e) has the following electrical network interpretation: in the case that
T (e′) is not compact, identify all of its ends with a single point at infinity p∞. Then
R(e) is the effective resistance between e′+ and p∞. This intuition comes from
“Thompson’s principle” which states the electrical current is the unique flow that
minimizes the energy functional. Using a similar interpretation, one could extend
some results on universal covers (e.g. Theorem 7.11) to all transient covers.
(iv) In Theorem 7.12, we will give algebraic equations, in terms of the finite graph G, that
one can use to compute the values R(e).
Our next result gives a formula for the canonical measure on the universal cover Γ′, and
its pushdown on Γ. The formula (31) should be compared with (16).
Theorem 7.11. Let Γ be a compact metric graph with g(Γ) ≥ 2. Let φ : Γ′ → Γ be the
universal covering map. Let µφ,can be the pushdown of the canonical measure of Γ
′, and let
G be a model for Γ. For e ∈ E(G) we have
(31) µφ,can|e = 1
S (e) + ℓ(e)
dx ,
where S (e) = R(e) +R(e).
Proof. If either T (e′) or T (e′) is not transient then S (e) = +∞. But in this case µφ,can(e) = 0
by Lemma 3.9. So we may assume that both T (e′) or T (e′) are transient. Let νe′ and νe′ be
as in Remark 7.10 (ii), so R(e) = ‖νe′‖2 and R(e) = ‖νe′‖2.
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Let ω ∈ HL2(Γ′) with ‖ω‖ = 1 be the form attaining the maximum in (17) (Proposi-
tion 5.4), so ℓ(e)µΓ
′
can(e
′) = |ω(e′)|2. By elementary convex duality, this ω has the smallest
possible norm among all harmonic forms α ∈ HL2(Γ′) with |α(e)| = |ω(e)|:
‖‖ω‖‖α‖α‖ = ‖ω‖ ⇒ |
‖ω‖
‖α‖α(e
′)| ≤ |ω(e′)| ⇒ ‖ω‖‖α‖ ≤
|ω(e′)|
|α(e′)| = 1 .
Let β = de′ − νe′ + νe′ . We have:
• β is harmonic on Γ′ because d∗(de′ − νe′ + νe′) = (δe′+ − δe′−)− (δe′+) + (δe′+) = 0.
• β has the smallest norm between all harmonic forms α ∈ HL2(Γ′) with α(e) = β(e′) =
ℓ(e′). This is because ‖β‖2 = ‖de′‖2 + ‖νe′‖2 + ‖νe′‖2.
By the uniqueness of the minimizers, we conclude
ω =
|ω(e′)|
|β(e′)| β
and, therefore
1 = ‖ω‖2 = |ω(e
′)|2
|β(e′)|2 ‖β‖
2 =
ℓ(e)µΓ
′
can(e
′)
ℓ(e)2
(ℓ(e) + S (e)) .
We conclude µΓ
′
can(e
′) = ℓ(e)/(ℓ(e) + S (e)), which completes the proof. 
Theorem 7.12. Let G be a finite metric graph. Then the function R in Definition 7.9
satisfies:
(32)
1
R(e)
=
∑
ei∈Se
1
ℓ(ei) +R(ei)
for all e ∈ E(G), where Se = {ei ∈ E(G) : ei 6= e, e−i = e+}.
Remark 7.13.
(i) One could alternatively prove Theorem 7.11 and Theorem 7.12 using [Ami16, Theorem
4.9]. One could also deduce from [Ami16, Theorem 4.9] that (35) has a positive
solution.
(ii) We expect (32) will always have a unique positive solution. The intuition is that
(32) may be thought of as “parallel laws” in the infinite electrical network given
by the universal cover. Since the universal cover is transient, presumably there is
a well-behaved electrical network theory. So we expect that parallel laws should
determine all effective resistances uniquely. We have, however, not made this intuition
precise. It is not immediately clear whether the uniqueness statement follows from
[Ami16, Theorem 4.9].
Proof. As before, let e′ denote an arbitrary lift of e to the universal cover. Let {e′i : 1 ≤ i ≤ p}
be the oriented edges in T (e′) whose initial vertex is e′+.The tree T (e′) can be decomposed
into the union of e′i’s and T (e
′
i)’s (see Figure 7).
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e′
e′1
e′2
e′p
...
T (e′)T (e′1)
T (e′2)
T (e′p)
...
T (e¯′)
Figure 7. A decomposition of T (e′).
Let νe′ and νe′i be as in Remark 7.10 (ii), so R(e) = ‖νe′‖2 and R(ei) = ‖νe′i‖2 for all ei ∈ Se.
Let ωi be the restriction of νe′ to the connected component of T (e
′)\e′+ containing T (e′i). Let
βi = de
′
i − νe′i. Both ωi and βi are harmonic on the connected component of T (e′)\e′+ that
contains T (e′i). They both are the unique norm minimizers among harmonic forms with a
prescribed valuations on e′i. Therefore we must have ωi = aiβi for some ai ∈ R. We conclude:
νe′ = ωi =
∑
aiβi =
∑
ai(de
′
i − νe′i) .
The condition that d∗νe′ = δe′+ implies that
∑
ai = 1. Finally, we have:
R(e) = min∑
ai=1
‖
∑
ai(de
′
i − νe′i)‖2 = min∑ ai=1
∑
i
a2i (ℓ(ei) +R(ei)) =
(∑ 1
ℓ(ei) +R(ei)
)−1
.
The last step is by the Cauchy–Schwarz inequality. 
We finish this section with the following amusing example, which shows that the induced
“hyperbolic measure” on very simple metric graphs can be highly nontrivial.
Example 7.14. Consider the banana graph as in Figure 8 (left). We use Theorem 7.11 and
Theorem 7.12 to compute the measure induced from the canonical measure on the universal
cover. By symmetry, for every oriented edge e we have R(e) = R(e¯). Let xi = R(ei) = R(e¯i).
2 1 1
e1
e2
e3
ℓ1 ℓ2 ℓ3
Figure 8. Left: A metric graph Γ. Right: the associated “hyperbolic”
lengths on Γ will assign ℓ1 = (11−
√
41)/10 and ℓ2 = ℓ3 = (
√
41− 1)/20.
By (32) we need to solve the following equations:
1
x1
=
1
1 + x2
+
1
1 + x3
,
1
x2
=
1
2 + x1
+
1
1 + x3
,
1
x3
=
1
2 + x1
+
1
1 + x2
.
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With a routine computation, one finds this system has only one positive solution:
x1 = (3 +
√
41)/8 , x2 = x3 = (
√
41− 1)/4 .
By (31) we compute:
µφ,can(e1) = (11−
√
41)/10 , µφ,can(e2) = µφ,can(e3) = (
√
41− 1)/20 .
7.2.3. Relation to Poisson–Jensen and equilibrium measures. There is a relationship between
the measure inherited from the canonical measure on the universal cover, and the Poisson-
Jensen (and equilibrium) measure.
Let Γ′ be the universal cover of compact metric graph Γ. Let ∂Γ′ denote the ends (Gromov
boundary) of Γ′, and let Γˆ′ = Γ′ ∪ ∂Γ′ denote the end compactification of Γ′.
We want to define, for any x ∈ Γ′, a Radon measure µx on ∂Γ′ = Γˆ′\Γ′. It suffices to
describe µx on a base for the topology on ∂Γ
′. This is because any Borel probability measure
on a locally compact Hausdorff space with a countable base for its topology is regular.
Let G′ be a model for Γ′. For e′ ∈ E(G′), let T (e′) be as defined in §7.2.2. Let ∂T (e′)
denote the ends of T (e′). Then {∂T (e′) : e′ ∈ E(G′)} gives a base for the topology on ∂Γ′.
Let ωx ∈ C1L2(Γ′,R) be the unique element that minimizes the norm on the affine subspace{α : d∗ω = δx}. The existence and uniqueness of ωx follows from the Hilbert projection
theorem.
Definition 7.15. Let µx be the probability measure on ∂Γ
′ defined by
µx(∂T (e
′)) = (ωx)e′ =
ωx(e
′)
ℓ(e′)
for all e′ ∈ E(G).
Remark 7.16. The measure µx defined above can be interpreted as a Poisson-Jensen measure
and as an equilibrium measure:
(i) The measure µx is the Poisson–Jensen measure for (Γ
′, ∂Γ′); it is the unique measure
supported on ∂Γ′ satisfying:
(a) µx depends only on x, and
(b) for any harmonic function f on Γ′ that extends continuously to ∂Γ′ and df is L2
integrable, and for any x ∈ Γ we have
f(x) =
∫
∂Γ′
fdµx .
(ii) The measure µx is the equilibrium measure for ∂Γ
′ relative to x; it is the unique
measure satisfying:
(a) µx is a Borel probability measure, and
(b) among all ν Borel probability measures on ∂Γ′, the measure µx it is the unique
measure minimizing the energy integral:
Ix(ν) =
∫∫
∂Γ′×∂Γ′
distx(y, z)dν(y)dν(z) ,
where distx(y, z) = (y, z)x is the usual Gromov product on the metric space Γˆ
′,
defined as the length of the intersection of the geodesic rays from x to y and from
x to z.
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We do not use these interpretations, so we skip the (straightforward) proofs. See also [Ami16]
for an interesting connection to generalized factorial sequences.
Our final result relates the canonical measure on universal covers to the measure µx of
Definition 7.15. For a signed measure µ, the total variation of µ is denoted by |µ|.
Proposition 7.17. Let Γ′ be the universal cover of a compact metric graph Γ with g(Γ) ≥ 2.
For x ∈ Γ′, let µx be the measure on ∂Γ′ as in Definition 7.15. Then
(a) Let e be an edge in Γ and e′ be a lift of e to Γ′. Then
µφ,can(e) =
1
2
|µe′+ − µe′−|(∂Γ′) .
(b) For any line segment e′ ∈ Γ′ and x ∈ e′ we have
µΓ
′
can|e′ =
(
1
2
∣∣∣∣ ddxµx
∣∣∣∣ (∂Γ′)
)
dx .
Here d
dx
µx denotes the the signed measure limδ→0
1
δ
(µx+δv − µx), where v is any unit
tangent direction at x.
Proof. Let G′ be any model for Γ′ compatible with the covering map. For e′ ∈ E(G′) we let
T (e′) and νe′ be as in §7.2.2. Since ωe′− has minimum norm, it must be proportional to νe′
when restricted to T (e′) and proportional to de′ − νe′ when restricted to T (e′) ∪ e′. So
ωe′+ = aνe′ + (1− a)(de′ − νe′)
for some real number a. Similarly,
ωe′− = bνe′ + (1− b)(de′ − νe′)
for some real number b. The values of a and b must minimize the quantities
‖ωe′+‖2 = a2R(e) + (1− a)2(R(e) + ℓ(e)) and ‖ωe′−‖2 = b2R(e) + (1− b)2(R(e) + ℓ(e)) ,
so one computes:
a =
R(e) + ℓ(e)
R(e) +R(e) + ℓ(e)
and b =
R(e) + ℓ(e)
R(e) +R(e) + ℓ(e)
.
Therefore,
|µe′+ − µe′−|(∂Γ′) = |µe′+(∂T (e′))− µe′−(∂T (e′))|+ |µe′+(∂T (e′))− µe′−(∂T (e′))|
= ((ωe′+)e′ + (ωe′−)e′) + ((ωe′−)e′ + (ωe′+)e′)
= 2(1− (ωe′+)e′ + (ωe′−)e′)
= 2(1− (1− a)− (1− b))
= 2ℓ(e)/(S (e) + ℓ(e))
= 2µφ,can(e) .
The last equality is by (31). Part (b) follows from part (a) after refining G′. 
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