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ABSTRACT
The hypothesis that the atmosphere may be constrained
to operate at nearly maximum efficiency is examined. If
atmospheric efficiency is defined as the ratio of the rate
of production of kinetic energy to the rate at which solar
energy reaches the top of the atmosphere, the problem be-
comes equivalent to finding the maximum rate at which dia-
batic heating generates available potential energy (APE),
which can be estimated independently of any frictional
processes. Since diabatic heating includes long and short
wave radiative heating, the vertical flux of sensible heat
by the small scale eddies, and the release of latent heat,
this would entail finding the maximizing fields of temper-
ature, water vapor, carbon dioxide, ozone, cloudiness, and
surface wind speed. By specifying the relative humidity
to be constant and less than 100%, by ignoring ozone as an
atmospheric constituent, and by using the observed mixing
ratio of carbon dioxide as basic simplifying assumptions,
the release of latent heat and clouds are eliminated, and
for a specified solar forcing the efficiency becomes a
function of the temperature field only.
A series of numerical models, increasing in sophis-
tication and resolution, are used to investigate the hypo-
thesis. Fast but reliable calculations of the long and
short wave radiative fluxes are obtained by modifying the
techniques used in the NCAR general circulation model.
Eddy diffusion is used to simulate the vertical flux of
sensible heat. Maximization procedures include both
graphical searching methods and gradient methods in phase
space.
Observational studies indicate that the actual rate
of generation of APE is from 2-6 watts m-2 , which corres-
ponds to an atmospheric efficiency of about 1-2%. Initial
experiments with a 3-level, 2-latitude model in which the
transfers of heat are accomplished only by long-wave
radiative processes yield a maximum generation of APE
near 2.5 watts m-2 . Higher resolution models up to 5
levels and 9 latitudes, which also include atmospheric
absorption of solar radiation and small scale sensible
heat fluxes, lead to maximum generations near 10 watts m-2 .
The corresponding maximizing temperature fields show many
qualitative agreements with the observed zonally averaged
temperature field, including horizontal temperature grad-
ients whose magnitudes decrease with height and the absence
of superadiabatic lapse rates. The results are relatively
insensitive to relative humidity, albedo, or surface wind
speed, but do have a strong dependence on the sensible
heat distribution scheme. These solutions suggest that
the general circulation may indeed be operating at nearly
its maximum efficiency.
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1. Introduction
1.1 The energy cycle and atmospheric efficiency
The atmosphere may be regarded as a heat engine driven
by solar radiation, and as such possesses an energy cycle.
Following Lorenz (1955a, 1967) this basic energy cycle was
shown to consist of a net generation (G) of available poten-
tial energy (APE) by diabatic heating, a net conversion (C)
of APE into kinetic energy (KE) by adiabatic processes, and
a net dissipation (D) of KE by friction. In the long term
each of the three steps of the global energy cycle must
take place at the same rate.
The rate at which the energy cycle proceeds must be
related to the intensity of the incoming solar radiation
and in fact must be less than the rate at which this solar
energy enters the atmosphere. More specifically, the ratio
of the rate at which KE is produced in the atmosphere, C,
or equivalently G or D, to the rate at which the solar
energy reaches the outer portions of the atmosphere, is a
measure of the efficiency of the atmospheric heat engine.
As a basic quantity in atmospheric energetics many
observational studies have been directed at determining the
efficiency of the general circulation, by evaluating either
G, C, or D.
A direct evaluation of D is limited by a poor under-
standing of the dissipation processes. However, Brunt
(1926), using an assumed surface wind distribution and an
estimated global mean coefficient of eddy viscosity,
obtained a value of 3 watts m-2 in the planetary boundary
layer. He speculated that the remainder of the atmosphere
should contribute an additional 2 watts m- 2. Indirect
attempts at estimating D as a residual term in the kinetic
energy equation have been made, most notably by Kung (1966,
1967, 1969) and Holopainen (1963). Holopainen found a
value of 10.4 watts m-2, while Kung's most recent estimate,
using one year of North American data at many levels, yields
a total dissipation of 5.6 watts M-2
A direct global estimate of C is also difficult to
achieve, since it involves measurement of the vertical
velocity, or equivalently, cross isobar flow. Kung had to
compute C in the course of determining D in his residual
method, but the average of C over a limited region is not
representative of a global estimate since its sign, unlike
that of D, changes from region to region. Brunt's estimate
of D was also linked with C, since his coefficient of eddy
viscosity was based on observations of cross isobar flow.
A direct evaluation of G, however, largely depends
only upon the covariance of temperature and non-frictional
heating within isobaric surfaces; APE is generated by a
heating of the warmer regions and a cooling of the colder
ones at the same elevation. The evaluation of G therefore
yields an estimate of the atmospheric efficiency which is
virtually independent of friction, and offers the most
reliable means of investigating the energy cycle.
Global computations by Newell, Vincent, Kidson and
Boer (1974) yield a value of near 3 watts m-2 for G, while
Dutton and Johnson (1967), using temperature cross sections
for a single meridian, found a value of 5.6 watts m-2
Oort (1964), in a comprehensive summary, chose a value of
-2
2.3 watts m
The solar constant is observed to be about 2.0 cal
-2 .- l
cm min , which corresponds to an incoming flux of solar
energy of approximately 350 watts per square meter of the
earth's surface. Therefore from the various estimates of
G, the atmospheric efficiency can be estimated to be about
one or two percent.
An explanation of why the atmospheric efficiency should
be as low as one or two percent, or why it should not be
even lower, has been characterized by Lorenz (1967) as the
fundamental theoretical problem of atmospheric energetics.
1.2 The hypothesis and the approach
An explanation of the rate of generation of APE, and
hence an explanation of the atmospheric efficiency, requires
an explanation of the atmospheric temperature distribution.
Since the temperature field is influenced by the atmospheric
motions, this is apparently no less a fundamental problem
than explaining the general circulation itself.
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The problem of explaining the atmospheric efficiency
can be approached indirectly, however, by first consider-
ing the less complex problem suggested by the following
simplified argument for a dry atmosphere. Since the gen-
eration of APE depends essentially upon the horizontal
covariance of heating and temperature, with no horizontal
temperature contrast there would be no generation, despite
the strong heating and cooling which would then prevail.
At the other extreme, if the horizontal temperature con-
trast were so great that the atmosphere was in radiative
equilibrium, there would be no net heating and again no
generation of APE. Therefore, since the temperature and
heating are positively correlated, the maximum possible
rate of generation of APE should accompany some intermed-
iate temperature contrast. The important simplification
brought about by seeking the maximum rate of generation of
APE and the distribution of temperature with which it cor-
responds, is that this problem does not require a knowledge
of the atmospheric motions leading to the temperature dis-
tribution.
This simplified approach is still quite complicated.
The non-frictional heating of the atmosphere is due to a
combination of radiative heating, the vertical flux of
sensible heat by small scale eddies, and the release of
latent heat. Radiative heating depends not only on the
temperature field, but also upon the distribution of clouds
which reflect short-wave radiation and absorb long-wave
radiation, and upon the distribution of the constituents
of the atmosphere which absorb long and short wave radia-
tion. Similarly, the surface fluxes of sensible and latent
heat depend upon the surface values of wind speed, water
vapor mixing ratio, and albedo, in addition to the surface
temperature. These quantities are all affected by atmos-
pheric motions.
Two ways of eliminating the effects of the atmospheric
motions are immediately obvious. Either the combination of
the fields of temperature, water vapor, carbon dioxide,
ozone, cloudiness, and surface wind speed which maximizes
the rate of generation of APE can be found, or certain sim-
plifying assumptions involving the atmospheric quantities
or heating processes can be introduced which will make them
independent of the atmospheric motions.
Lorenz (1955b) explored the second choice with a crude
2-dimensional model (to be discussed in more detail in the
following section) and found a maximum atmospheric effi-
ciency of about two percent. Based on those preliminary
results, the hypothesis that the atmosphere may be con-
strained to operate at nearly maximum efficiency will be
examined.
The approach of this thesis will be to investigate a
series of simple numerical models, increasing in sophisti-
cation and resolution, in which the rate of generation of
APE is completely determined by the temperature field and
the distribution of the incoming solar radiation at the
top of the atmosphere, or more simply, the solar forcing.
This can be accomplished by dealing with a hypothetical
atmosphere whose major simplifications include specifying
the relative humidity to be some constant value less than
100%, ignoring ozone as an atmospheric constituent, and
using the observed mixing ratio of carbon dioxide. In
this manner the release of latent heat and clouds are
eliminated, and the only variable absorption constituent
in the radiative flux computations is solely a function of
temperature. Ozone and carbon dioxide bear no such direct
temperature dependence, and are not nearly as important as
water vapor in atmospheric heating. Sensible heating with-
in this hypothetical atmosphere is simulated by the aero-
dynamic bulk formula, which relies on a surface temperature
difference, and an eddy diffusion scheme in which the eddy
coefficient depends only on the lapse rate of potential
temperature. Other modelling assumptions, which are pri-
marily necessary for simplicity and consistency of the
atmospheric energetic processes will be presented in sec-
tion 2.1.
The temperature field can be thought of as some mean
state temperature field. Since the atmospheric efficiency
can be expressed for a given solar forcing as a function
of the temperature field only, and recalling that a maximum
G should accompany some temperature contrast weaker than
that associated with radiative equilibrium, there should
exist a temperature field for each solar forcing pattern
for which the atmospheric efficiency is a maximum.
Furthermore, if it is assumed that the solar forcing
is independent of longitude then the temperature distri-
bution leading to the maximum atmospheric efficiency should
be independent of longitude also, and the same maximizing
temperature field should exist at each longitude. Thus,
since in reality eddies do exist in a state compatible
with the dynamic constraints, the atmospheric efficiency
can be only nearly a maximum, since the atmospheric motions
would require temperature differences within latitude cir-
cles. These differences would lower G below its maximum
value. A more general statement of this reasoning is that
a zero solar forcing contrast in any horizontal direction
should yield a zero contribution to the rate of generation.
This investigation will only determine the 2-dimensional
maximizing temperature field without eddies, realizing that
the generation accompanying the actual 3-dimensional maxi-
mizing field will be somewhat lower.
The models need not be thought of as 2-dimensional.
For reasons which will become clear later, G can be com-
puted independently of the horizontal spatial distribution
of the solar forcing. Although the vertical is represented
by a space coordinate, the horizontal can be represented by
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a group of unordered locations, of which a space coordin-
ate is a special ordered case. The model can therefore
be considered to consist of an unordered ensemble of ver-
tical columns of temperature, in which each column receives
a given magnitude of solar radiation at its top, and a
resultant G can be computed. However, for ease of visual-
ization in the thesis the models will be treated as 2-
dimensional with latitude as the horizontal coordinate, and
comparisons can be drawn between the maximizing temperature
fields of the models and the observed zonally averaged tem-
perature field. Since the atmosphere is not in steady
state no specific observed temperature field can be direct-
ly compared with the maximizing fields of the models. How-
ever, as an illustration of the magnitude and general fea-
tures of the observed zonally averaged temperature field
the annual mean estimate of Oort and Rasmusson (1971) is
presented in figure 1.1.
The procedure used to find the temperature field
yielding the maximum atmospheric efficiency varies with the
particular model employed; a graphical searching scheme is
employed for the simplest model, and a numerical technique
using gradient methods in phase space is employed for the
remaining models.
The numerical maximization scheme is presented in
chapter 2 along with the methods used for computing the
various components of the diabatic heating, and a more
20
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Figure 1.1. The zonally averaged annual mean temperature
field as estimated by Oort and Rasmusson
(1971) for the Northern Hemisphere.
Units are *K.
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detailed discussion of the modelling assumptions and
constraints.
Chapter 3 presents results from a simple model in
which all atmospheric heating is accomplished solely by
long-wave radiation. Also described is a graphical search-
ing maximization scheme, which is used only in this model.
Chapter 4 presents results from a model which includes
sensible heating. The models of chapters 5 and 6 add pro-
gressively more resolution, and also include the absorption
of short-wave radiation as a source of diabatic heating.
Results from all the models suggest that the general
circulation may indeed be operating at nearly maximum
efficiency.
1.3 A summary of previous research
An early attempt to compute the efficiency of the
atmosphere was made by Wulf and Davis (1952). They defined
efficiency as the ratio of the observed dissipation by fric-
tion to the maximum possible dissipation allowed by atmos-
pheric distributions of temperature and heating. However,
their maximum rate of dissipation was based upon the
observed fields of temperature and heating, and as such
their computed efficiency should have been equal to 100%.
The only other theoretical investigation of the atmos-
pheric efficiency, as previously mentioned, was performed
by Lorenz (1955b), and it is his study which has provided
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the impetus for the present research. Lorenz sought the
maximum possible value of atmospheric efficiency using a
simple 2-dimensional model. As in the present approach,
the rate of generation of APE was completely determined
by the temperature field and the solar forcing. He
assumed a hypothetical atmosphere containing only one
absorbing constituent with a constant mixing ratio, and
with an absorption coefficient independent of wave length.
Solar radiation which was not reflected back to space was
absorbed by the ground, which radiated as a black body.
As in chapter 3 of this thesis, all atmospheric heating
was accomplished by long-wave radiation. However, major
differences between Lorenz's model and the model of chap-
ter 3 do exist. The present investigation does not use
the grey approximation for radiative transfer, nor does
its main absorbing constituent, water vapor, have a con-
stant mixing ratio. In addition, a surface temperature
discontinuity, present in Lorenz's model, is not included
in this initial model described in chapter 3.
on the basis of his simple model, Lorenz speculated
that the atmosphere might be constrained to operate at
nearly maximum efficiency, and reasoned further that the
more efficient circulation patterns might be favored over
the less efficient ones.
Several other researchers have presented theories
exploring the mechanics of mode choice in atmospheric flow
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from other viewpoints. Two of them have based their ideas
on the maximization or minimization of some quantity.
Dutton and Johnson (1967) proposed a theory based on the
principle of least action. The action was defined to be
the integral of the difference between the local kinetic
and total potential energy densities. It was suggested
that the natural atmospheric motions, subject to con-
straints such as the equation of continuity and the first
law of thermodynamics, would minimize this integral.
Dutton (1973) studied mode selection in the atmosphere
from the viewpoint of entropy. The central quantity in his
theory was the total entropic energy, SO-S, where S is the
entropy of any natural state of the atmosphere and S. is
the entropy of its associated equilibrium or maximum en-
tropy state. This is the motionless, hydrostatic and iso-
thermal state toward which an atmosphere is isolation will
naturally tend. Dutton suggested that atmospheric mode
selection was related to the development of the entropy
producing mechanisms which would most efficiently hold the
total entropic energy to a minimum value, or in other words,
minimize the departure of the atmosphere from its associated
equilibrium state.
2. Modelling Assumptions and Techniques
2.1 The generation of APE and basic modelling assumptions
As derived by Lorenz (1955a) the rate of generation
of APE per unit area of the earth's surface is given by
with
N = q P&
where m is the mass of the atmosphere per unit area; Q
is the rate of diabatic heating per unit mass; p is the
pressure; pR' the reference pressure at a point, is equal
to the average pressure on the isentropic surface passing
through that point; and K is a constant approximately
equal to 0.286. N may be thought of as the effectiveness
of the heating at any point in generating APE.
Assuming hemispherical symmetry for the 2-dimensional
model
G = Q Cos~PY
0 0
in which j is the latitude; p. is the surface pressure,
assumed constant at 1000 mb; and g is the acceleration of
gravity.
If we let
S = Si) qb
then
PofI
9
so that equal increments of s represent equal increments
of surface area.
In addition to those regarding the constant value of
relative humidity (R) and the distribution of the other
absorbing constituents, several assumptions must be made
to ensure a consistent model for the evaluation of G from
the field of temperature.
A uniform smooth surface will be taken as the lower
boundary. There will be no heat storage or transport
within the surface, so that a flux balance is necessary at
each latitude. The surface will absorb all of the short-
wave flux incident upon it, and will be black in the infra-
red. The atmosphere will be taken as non-scattering, and
as a result of the constant relative humidity, will be
cloudless. A planetary albedo (o), reflecting the incom-
ing solar radiation at the top of the atmosphere, will be
assigned as a function of latitude. As such, it can be
regarded strictly as a modification of the solar forcing.
Taking this viewpoint of albedo, there can be no absorption
of the reflected short-wave radiation in those models for
which it is applicable.
The temperature field, given at specified levels in
the models, will be interpolated within the atmosphere by
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assuming that the potential temperature (f-) varies
linearly in space. - is defined as a function of the
pressure and temperature (T) through Poisson's equation
This interpolation procedure was chosen to facilitate
the computation of N, which depends upon the average pres-
sure of an isentropic surface. The method of computation
will be included in the presentations of the individual
models.
In the maximization scheme repeated computations of G
are necessary, making it imperative that fast but reliable
methods for calculating Q also be used. For the models of
this thesis Q can be separated into 3 components,
q = Q4 +Q qS+
where Q and Qs are heating resulting from long and short
wave radiative flux divergence, respectively; and Qd is the
sensible heating due to the small scale turbulent transfers
of heat from the surface to the atmosphere, and within the
atmosphere.
Their computations are simplified through the use of
parameterizations and empirical formulas, and are presented
in sections 2.3 - 2.5. The computation of the water vapor
path length, needed in the radiative flux calculations, is
discussed in section 2.2.
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For the main results of the thesis, basic values of
R = 50% and oe< = 30% everywhere will be assumed. Several
other constants needed in the sensible heat scheme will be
assigned values in section 2.5. Experiments will be con-
ducted varying the fields of R, oc< , and the other constants
to determine the sensitivity of the models to the chosen
values. Efforts will also be made to determine which com-
bination of values maximize the atmospheric efficiency.
2.2 Water vapor path length
If the fields of temperature and relative humidity
are known the water vapor distribution and the resulting
path lengths are completely determined.
In all models temperatures are interpolated from the
given field at selected levels to ten 100 mb intervals (100,
200, 300, ...1000 mb). The saturation water vapor pressure
(es) can be computed at these levels from the temperature
field using an approximation presented by Phillips (1970)
(s -, o o 6.3 (il. - - 73 - 6/ - )
Then, from the field of relative humidity the water vapor
mixing ratio (q) is given by
c(PT) P 0. 6 ZZ(T))
and the water vapor path length from the top of the atmos-
phere to level p in a vertical air column of unit cross
section is approximated by
(-LW (p)T") ( / dp
based on the common assumption that the absorption lines
change their width in linear proportion to the pressure.
If we let P = p/p. and assume that the mixing ratio
varies exponentially between levels of the model,
= 1 o P
then for each interval between pressure levels of the
model, AP = P2 -P 1  (P2  1) , the path length can be
written as
U W (P-7. P) - )
and evaluated exactly
C'z. (p2) k~w(PI')=
with
rAo / P
PM+J
-~ c~(r~+1 (FPM72 P'W'2)
R-114
0
P
29
In this form p./g represents the mass of air in the entire
vertical column of unit cross section from the ground to
the top of the atmosphere.
For P1 = 0, m would be undefined. Therefore q has
been assumed constant above 100 mb so that
Ltw(10r) ,00-5 ~ (too r4)
u w(p) can then be computed by summing the contribu-
tions from the pressure intervals between the top of the
atmosphere and the level p.
The observed distribution of carbon dioxide is used
in the models. Since it possesses a constant mixing ratio
(qc ) throughout the atmosphere, the carbon dioxide path
length (u c) in the model is given by
U, c (P) = . -- c
2.3 Long-wave radiation
Fast but accurate computations of the long-wave
radiative fluxes in the models are obtained by using a
modified version of the procedure suggested by Sasamori
(1968). His program was originally developed for use in
the NCAR general circulation model. Basically, his method
consists of expressing the absorption functions of water
vapor and carbon dioxide in Yamamoto's (1952) radiation
chart as easily evaluated empirical formulas, which greatly
simplifies the numerical integration of the radiative flux
equations.
In a cloudless atmosphere the downward and upward long-
wave radiative fluxes at level p are given by
= 4f I ~('-~ T~pj)'T S
and
T(P) 1
JFYp = - A i EF~) [-pI7- (T))T T A(T()
where A(u,T) is the normalized absorptivity, u is the path
length of the absorbing consitutents, C- is the Stefan-
Boltzman constant, and T is the ground temperature, as
opposed to T(p0 ), the temperature of the air a few meters
above the ground. The transitional layer from T to T(pO)
is essentially transparent and contributes no flux. Tg
will be discussed in section 2.5.
The corresponding rate of heating due to the long-wave
flux divergence can be obtained from
a F2.k ()
Q, (P)
where F (p) , the net long-wave flux at level p is
defined as
The net long-wave flux at the air-ground interface,
written as F , is equal to Fg(p.) .
The normalized absorptivities are too complicated for
easy evaluation. However, the mean absorptivities used in
Yamamoto's chart change only slightly with temperature from
around 200*K to over 300 *K. At extremely low temperatures
the mean absorptivity increases rapidly with decreasing
temperature. Using this information, and letting p1
denote the level above which the path length changes very
little (assumed less than 50 mb for the model), the radia-
tive fluxes at level p may be rewritten
F(P) , 'T3 _
T4L~p p,)~pD T(
+ cj-T (01 A ~ -u. j~~ (f 1
and
T(p)
q= 4c." 5 , o L-T(p} -((T')~ T0 LT
where A0 (u) denotes the average absorption function
K(u,T') for temperatures of approximately 200*K to 320*K,
and A (u,T(p9) may be referred to as the isothermal
absorptivity. These functions can be easily evaluated.
For simplicity in choosing p1 and computing A, the
temperature field will be assumed constant above 100 mb
in the 5-level models, and constant above 200 mb in the
3-level models. This assumption will also greatly sim-
plify the calculation of the net long-wave flux at the
top of the atmosphere, F. (O), which becomes equal to the
upward long-wave flux at the base of the isothermal layer.
The flux divergence in this isothermal layer is then ex-
actly equal to the downward long-wave flux at the base of
the layer.
The average absorption functions, T.(u) and
A (u,T (p 1 )), depend upon the absorptivity of both water
vapor and carbon dioxide through the relations
= P Uwc) + W ' qiC; R(jL4
and
(Lk T~p,))= A,, (uvT(p)) +4-T PC U CT
in which. and A represent the absorption functionsw w
for water vapor, and A and Ac the absorption functionsc c
for carbon dioxide. , the transmissivity of water vapor
near 15, serves as a correction factor for the overlapping
of the 15 band of carbon dioxide by water vapor.
Empirical expressions for these absorption functions
were obtained from Yamamoto's chart by Sasamori. For water
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vapor
O.8%4(U ,+2.5~9 xA0~ - oob9o = w,
for 4 0-01 5M c.'
and
+ 0. 6'x2..
for LLW . 0-0 e
However, these formulas possess a discontinuity in the
first derivative of A at uw = 0.01 gm cm-2 which causes con-
vergence difficulties for the numerical maximization scheme
described in section 2.7. They were therefore combined to
yield the smooth function
... (k. - - -.2) e ( (q. )
which is approximately valid for all uw'
Also, for water vapor
: u3 (0(o3 2Lof4 f)( ... (o.O3 45-.Qog 4.w + 0 .'70<)
The absorption curve of carbon dioxide is fitted by
= 0 -L4& AO Lt' + '0S 8
and assuming T = 213 0K
kW
=0.'Ao,.40 K 4- 0 .$00)
= o. o Lt 61 -A O 0.07 'f
From Yamamoto's chart the transmissivity of water
vapor near 15,t is fitted by
o.-Xio
=1, 33 V3 Q32- (u.kW+. OV? C)
The radiative flux equations are integrated using a
trapezoidal method with unequal vertical temperature in-
crements, and the net long-wave fluxes are computed for
each 100 mb interval. The numerical procedure is given
in Appendix A.
A test calculation of the net radiative fluxes was
made to compare the speed and accuracy of the modified
Sasamori method with other numerical models of infrared
cooling. The test was based on a hypothetical distribu-
tion of temperature, water vapor, and carbon dioxide given
at 20 pressure levels, which was previously used by Stone
and Manabe (1968) to compare the long-wave radiation scheme
incorporated into the GFDL general circulation model with
the sophisticated but time-consuming method of Rogers and
Walshaw (1966). The Rogers and Walshaw model, which in-
cludes a frequency integration over absorption bands and
the influence of temperature on line intensity, is gener-
ally considered the most complete and reliable available.
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Figure 2.1. Comparison of the net long-wave radiative flux
from different schemes using the hypothetical
atmospheric profile given by Stone and Manabe
(1968).
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A more recent version of this method, presented by Rogers
(1967), was also used in the comparison. The results are
shown in figure 2.1.
The modified Sasamori method compares favorably in
accuracy with the other radiation schemes, despite the
various simplifying assumptions, and with only half the
vertical resolution. The largest deviations from the more
reliable computations occur between 200 mb and 600 mb, but
are still less than 10%. Partly because of the fewer num-
ber of levels, Sasamori's method is also much faster. Com-
putation times were given as approximately 1.5 seconds for
the Rogers and Walshaw scheme and 0.4 seconds for the GFDL
scheme on the UNIVAC 1108 computer. The modified Sasamori
scheme took only about 0.1 seconds on the comparable IBM
370/165 computer.
2.4 Short-wave radiation
The absorption of solar radiation in the models is
computed using a modified empirical formula of Mdgge and
Moller (1932). This method assumes a non-scattering cloud-
less atmosphere, and also neglects the absorption by carbon
dioxide which, according to Roach (1961), accounts for only
a very small portion of the atmospheric heating. A similar
scheme was also adopted for use in an early version of the
NCAR general circulation model [Kasahara and Washington
(1967)].
Using this procedure, the flux of the direct solar
radiation that is absorbed by water vapor in a vertical
column extending from the top of the atmosphere to the
level p on a given day and at a given latitude is obtained
from (in units of ergs cm-2 sec ~)
F )= i.xxo L (- s z.) c-o -
where z is the instantaneous zenith angle of the sun, L
is the fraction of the entire 24 day with the sun above the
horizon, and the overbar represents an integrated average
over these daylight hours. The corresponding rate of heat-
ing due to the short-wave flux divergence can then be com-
puted from
The two quantities, cos z and L can both be obtained
from the relation
C= Sir Sir) + Cos C..oS 5)CoS
in which is the solar declination and /8 is the hour
angle in radians. 24 hours corresponds to 27T radians.
At sunrise or sunset cos z = 0 and 1 = B is called
the half-day length, but B can better be described as half
the number of daylight hours. By integrating over the
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daylight hours
5 3( Sin 0 sing -+- co CO co c.53 lp
coSz = _
-8
which reduces to
C o2= In < Sin C + C s Sin
and B can be computed from the non-averaged equation with
cos z = 0 or
From the definition of L we can then find
As an estimate of the accuracy of this simple empiri-
cal scheme, computations of the solar heating were compared
with those presented by Roach (1961), based upon the sea-
sonal distributions of water vapor and carbon dioxide given
in his pdper. Roach used a fairly sophisticated procedure
which included an integration of the laboratory compiled
water vapor and carbon dioxide absorptivities of Howard,
Burch and Williams (1955) over wavelength. His daily
averaged heating rates were obtained by integrating over
the 24 hour period in 30 minute steps. The results for
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Figure 2.2. Averaged daily solar heating in *K day 1 s
computed by the Mdgge and M11er (1932) empirical
formula and Roach (1961). Computations are based
on January data given by Roach.
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January are compared in figure 2.2. Differences in the
computed heating rates range between 0.1 - 0.2*K day~ ,
which is well within the error limits expected in any
radiative flux calculation.
Computation of the incident solar flux, or solar
forcing for the models, as a function of latitude and time
of year is given by
where S. is the solar constant, taken as 1395 watts m-2
For the main thesis results cos z will be computed assum-
ing equinoctial forcing, or = 0.
After reflection at the top of the atmosphere the
short-wave flux available for absorption becomes
EF(s7) =I~)(
It follows that the short-wave flux absorbed by the
ground can be written as
Fs~ F- - F~cpo)
2.5 Small scale vertical flux of sensible heat
A surface flux of sensible heat is necessary to ensure
a surface flux balance at each latitude, or
()= Ps (5) -
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where Fdg is obtained from the bulk aerodynamic formula
Fj CpczV T, -T(p'))
in which cp is the specific heat at constant pressure,
is the air density at 1000 mb, and CD is the surface drag
coefficient. Based on observations at the air-sea inter-
-3.
face, Kraus (1972) estimated CD to be 1.3 x 10 . V0 is
the anemometer height wind speed, and the constant value
of 10 m sec is assumed for the main thesis results. How-
ever, in section 5.23 experiments varying V0 will be con-
ducted, and an upper limit placed on its magnitude.
For a given atmospheric temperature profile there is
a unique value of T which will maintain the surface flux
balance, since only F and Fdg depend upon Tg, and both
increase with increasing T . If Tgi is the ith estimate
of T and
g
then using the secant iterative method the proper T is
chosen by the relation
~. (~Y T,-1c.-O
The sensible heat from the surface is distributed
within the atmosphere by the small scale turbulent eddies.
This can only be considered a source of diabatic atmospheric
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heating with the assumption that the small scale eddies,
as distinguished from the large (synoptic) scale, are not
regarded as part of the circulation. If only molecular
scales of motion were not considered part of the circula-
tion, conduction would lead to extremely large values of
sensible heating in a very thin layer next to the ground.
The turbulent flux of sensible heat at a level p
within the atmosphere has been parameterized by eddy
diffusion, or
Fa.? 4 ~Cp /< (;zoo ri& ~'
with the assumption that
Fj.(p) ( P S!oo~L
where Q is the atmospheric density at level p, and KH
is the eddy coefficient of sensible heat. The parameter-
izations of both Fdg or Fd (p) and Fd (p) are similar
to those used in the initial NCAR general circulation
model.
The'sensible heating at level p can then be obtained
from
Little is known about the functional form of the de-
pendence of KH upon stability and height. However, KH
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should increase with decreasing stability to account for
an upward heat flux in an atmosphere that is, on the
average, stable. Deardorff (1967) has proposed an empir-
ical formulation of KH which depends upon the vertical-. w.ind
shear as well as the lapse rate and includes a correction
to the lapse rate intended to account for the observed
upward heat flux when is zero or slightly negative.
However, since diabatic heating is solely a function of the
temperature field in this study, the formulation of Fisher
and Caplan (1963) has been adopted
=0(9
* 5 2 - 4
where K H = 1.5 x 10 cm sec and =1.3 x 10 cm K
are the values of the empirical constants chosen for use in
the thesis. As with the assumed values of other parameters,
experiments effectively varying the magnitude of K H will be
conducted.
An alternate formulation by Asai (1965), which will
serve as a comparison in several models, is given by
-K
*
In this case the empirical constants are set at K H = 1.0
5 2 -1 4 -1
x 10 cm sec and =5.0 x 10 cm *K.
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Figure 2.3. Estimated mean small scale vertical eddy sensible
heat flux during winter for region 32*N - 90*N
by Palme'n and Newton (1969).
Palmen and Newton (1969) have crudely estimated the
mean vertical distribution of the small scale sensible
heat flux during the winter for the region north of 32*N.
Their flux estimate, which depicts a uniform heating up to
about 500 mb and a cooling above, is presented in figure
2.3. They arbitrarily selected 600 mb as the level above
which turbulent convection is negligible and where mechan-
ically forced turbulence, leading to a downward heat flux,
begins to dominate.
Since the temperature fields in the models of this
thesis represent mean state temperatures, which are usually
stable, the eddy diffusion schemes confine the bulk of the
positive sensible heating to the lowest layer of the models.
To investigate the influence of this apparent limitation
on the maximizing fields of temperature, two alternate
sensible heating schemes, which arbitrarily distribute a
larger portion of the sensible heat through a greater depth
of the atmosphere, are the subject of a series of experi-
ments conducted for the models of chapters 4, 5, and 6.
2.6 Balances and constraints
Only those temperature fields which satisfy two basic
energetic constraints will be considered in seeking the
field which maximizes the rate of generation of APE. The
first constraint is that there must be no net gain of
energy by the mean state model atmosphere, or
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With the assumption of a surface flux balance at each
latitude this requirement can be rewritten as
or that the net incoming and outgoing radiation integrated
over the top of the atmosphere must also balance. The
imposition of this constraint will be discussed as part of
the numerical maximization scheme in the next section.
Secondly, as in the real atmosphere, the model atmos-
phere will be constrained to undergo no net change in en-
tropy. Since frictional heating is positive everywhere,
the non-frictional heating must act to decrease the entropy,
or
This second constraint is satisfied by a heating of the
warmer rdgions and a cooling of the colder regions. Rough-
ly speaking, such a distribution of temperature and heating
also leads to a positive rate of generation of APE, and in
fact the constraint was satisfied by almost all the fields
encountered in this thesis. However, it is possible to
construct a model atmosphere for which both G and E are
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greater than zero, and so the constraint is still
necessary.
2.7 The numerical maximization scheme
An iterative "gradient" or "hill climbing" method in
temperature phase space is the basis of the numerical
scheme used to find the maximizing temperature fields.
The n-point temperature field can be represented in tem-
perature phase space by the n-dimensional vector
For each temperature field Tg , after the surface flux
balance has been imposed and T9 found for each latitude,
values of G and H can be computed. A schematic example
of hypothetical fields of G and H is given in figure 2.4
for 2 dimensions of the temperature phase space.
A maximizing temperature field, subject to the con-
straint that the net flux exchange with space be zero,
satisfies the equations
2?~T~L @T L
where A is of the nature of a Lagrange multiplier and is
determined in such a way that the constraint is satisfied.
In the maximization procedure the initial temperature field
is chosen so that H = 0. Subsequent temperature fields in
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Figure 2.4. Hypothetical fields of G and H in 2-dimensional
temperature phase space. Superimposed are some
vectors showing the changing temperature field
during convergence to the maximum allowable G,
which is represented by a small circle.
the iterative process need only satisfy the constraint
that H remains zero, or = 0 , where t is just ana t
iteration parameter. A convergence to the maximizing
temperature field is then attained by a series of suc-
cessive approximations to the equations
tA
in which k is a constant chosen to keep the convergence
stable, and A is found from
GH 1H )T /0 14 G PH G)H
so that
The computed changes to the temperature field are applied
simultaneously at the completion of each iteration. Then
the additional correction
9T- H
is applied uniformly to this new temperature field at the
end of each iteration to more accurately maintain H = 0.
This is necessary since in general H does not vary linearly
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in phase space. Hypothetical changes of the temperature
field in 2-dimensional phase space during the maximization
procedure are also displayed in figure 2.4.
As mentioned previously, t does not denote time, but
only that the procedure is an iterative one. More specif-
ically, for the (m + 1) th approximation
Q~ -H
Values of ( I t) less than 0.02*K 2 cm2 sec ergs~- were
found to lead to convergence.
The "time-differencing" is accomplished by an uncen-
tered-difference approximation. Lorenz's (1971) N-cycle
scheme was programmed into the maximizing procedure, but the
convergence with one cycle was found to be as fast, or even
faster, than the higher order schemes. One cycle is equiva-
lent to the simple forward-difference approximation. The
space derivatives Gand were evaluated using a
centered-difference approximation with aT equal to 0.01*K
and 0.001*K. The results were the same for both temperature
increments.
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3. A 3-Level, 2-Latitude Model Without Sensible Heating
3.1 The model
A very simple model, which avoids the complications
of short-wave and sensible heating, is initially used to
investigate the hypothesis. It is hoped that the model
will still be capable of exhibiting some of the features
of the temperature field which would prevail with the at-
mosphere operating at its maximum efficiency, and perhaps
give a reasonable value for that efficiency.
In this model all of the atmospheric heating is ac-
complished solely by long-wave radiation. Incident solar
flux which is not reflected is absorbed at the surface and
re-radiated as long-wave flux. Without sensible heat
fluxes we assume
T' Tpa)
and the surface flux balance requires that
F4 F):) =Fs
Only certain types of temperature fields can satisfy this
requirement. In particular, temperature profiles which
included warm surface temperatures and strong superadia-
batic lapse rates in the lowest 100 mb were found necessary.
This greatly increases the net upward long-wave flux at the
ground and leads to a positive heating of the lower tropo-
sphere. A similar temperature profile was obtained in the
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radiative equilibrium computations of Manabe and M8ller
(1961), where energy transport from the ground to the
atmosphere by turbulent eddies was also neglected.
The model is simple in design as well as conception.
The atmosphere is represented by only 6 independent poten-
tial temperatures which are specified at 3 levels for each
of 2 latitudes. The independent levels are chosen as 1000
mb, 900 mb, and 200 mb. The purpose of the higher resolu-
tion near the surface is to accomodate those strong local-
ized superadiabatic lapse rates which are necessary for
the surface flux balance. Potential temperatures at pres-
sures between 200 mb and 900 mb are found by linear inter-
polation. The isothermal layer extends from 200 mb to the
top of the atmosphere. The 2 latitudes are chosen at
a = 0.25 and s = 0.75 ( 16= 14.50 , 48.6* ) with each
assumed to be representative of half the hemisphere. The
incident solar flux absorbed at the surface of each lati-
tude is determined using the basic assumed values of the
albedo and the solar declinationangle at that latitude.
The atmospheric heating is computed at 100, 300, 500, 700,
and 900 mb of each latitude by a centered-difference ap-
proximation of the flux divergence. The approximation uses
values of Fg at the levels 0, 200, 400, 600, 800, and
1000 mb. N is determined at the same pressure levels as
Q for each latitude, and G is then evaluated by the rec-
tangular integration method. As always, only those
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Figure 3.1. The 3-level, 2-latitude model without sensible
heating. Independent parameters, other than the
solar forcing, are shown on the lefthand side
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independent levels.
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temperature fields for which H = 0, in addition to the
surface flux balance, are considered in the maximization
scheme. The model is depicted in figure 3.1.
The evaluation of the reference pressure PR at a
point with potential temperature -&p is necessary for the
computation of N at that point. PR is a measure of the
fraction of the total mass of the atmosphere whose potential
temperature exceeds e-( . That fraction is given by the
ratio PR/P . The pressures at which the isentropic sur-
face 43. intersect each latitude are easily determined.
p
If the sum of those pressure intervals in which the poten-
tial temperatures exceeds -&e is calculated for each
latitude, and this sum denoted by p, , then
0
In a completely statically stable atmosphere PR becomes
simply the average pressure of the surface of constant-e-
I
3.2 The graphical maximization scheme
Since the numerical maximization scheme requires a
surface flux balance at each latitude for each of the suc-
cessive temperature fields, it can only be applied to models
with sensible heating. Therefore another maximization
scheme, which is applicable only in the absence of sensible
heating has been devised. This second scheme uses a graphical
searching technique to find the maximizing temperature
field. It is a much more direct "brute force" approach.
Although the same model cannot be used to compare the
results of the two schemes, their performance in different
models still represents some independent means of deter-
mining the general characteristics of the maximizing tem-
perature field.
The simplified notation for the temperatures and fluxes
used in describing the graphical maximization scheme is
visually displayed in figure 3.2 The original notation is
on the right-hand side of the arrows. Pressure is denoted
by the shorthand form 0 f-+ 0 mb, 1 +- 100 mb, 2 +-> 200 mb,
... 10 <-4 1000 mb.
------------------------------------ 0 mb
F1, 'Gl -- > FR (0) , G(2) F4 4 +- F~g (0) ,9 -(2)
F 2, 2 0- Fe (9), -9(9) F 5, 5 4--+ Fgq (9), 9(9)
F3, e3 o FR (10), G(10) F6, -6 <--A F, (10), e(10)
,,,, ,,, ,,, ,,, ,  ,, ,,,, ,,, ,,, ,,, ,,, ,,, ,,, 1000 mb
FS &- Fsw FN f-+ F
a = 0.25 s = 0.75
Figure 3.2
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Using this notation the required surface flux balances at the
2 latitudes can be rewritten FS = P3 and FN = F6. The atmos-
pheric heating constraint, H = 0, is now satisfied when
Fl + F4 = FS + FN.
A systematic search of a set of 13,299 temperature pro-
files formed from the potential temperatures at 200 mb, 900 mb,
and 1000 mb is conducted to find those profiles (referred to
hereafter as subset profiles) which satisfy the surface flux
balances within a tolerance of less than 1.0%. Approximately
100 subset profiles, or less than 1.0% of those searched, are
found for each latitude. The profiles covered by this search
are depicted by the diagrams of figure 3.3. For a fixed 900 mb
potential temperature the different profiles are generated by
incrementing the 200 mb potential temperature by 20*K and the
1000 mb potential temperature by 2*K. The 900 mb pivot point
temperature is then incremented by 5*K. The profiles include
superadiabatic lapse rates as steep as 80*K per 100 mb between
900 mb - 1000 mb and nearly 6*K per 100 mb between 200 mb -
900 mb. Stable lapse rates up to 400K per 100 mb are considered
between 900 mb - 1000 mb and 23*K per 100 mb between 200 mb
900 mb. Surface temperatures as low as 183*K or as high as
368 0K are encountered.
If the subset profiles of the tropical latitude were
combined in all possible ways with the subset profiles of
the polar latitude there would be about 10,000 temperature
fields satisfying the surface flux balances. However,
not only would these fields be formed by a search of discrete
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Figure 3.3. A display of the 13,299 potential temperature pro-
files examined for a surface flux balance in the
graphical maximization scheme. Only 3 of the 21
diagrams are shown. The profiles are obtained by
combining all lapse rates above 900 mb with all
lapse rates below 900 mb. Diagrams (1) to (14)
each represent 671 such profiles. Diagrams (15)
to (21) contain less because of an imposed cutoff
of 368*K for G 3 or -6.
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308 K
483 K
58
rather than continuous profiles, but most would not satisfy
the constraint H = 0. The task of finding a maximizing
temperature field from among these fields would seem un-
reliable at best.
These difficulties can be overcome by introducing the
graphical concept, in which continuous fields satisfying
all the constraints can be generated from the discrete sub-
set profiles. With each of the potential temperature fields
(01, e2,-43, G4,.G5,-G6) satisfying the surface flux bal-
ance is an accompanying long-wave flux field (Fl, F2, FS,
F4, F5, FN). Graphs can be constructed storing el, a2
and G3 as functions of Fl and F2, and G4, a5 and -G6 as
functions of F4 and F5. These 6 temperature surface graphs
are indicated in figure 3.4.
F2 F5
(G1,-G2,-G3) (- 4,-95, e6)
Fl F4
F3 = FS F6 = FN
Figure 3.4
Applying F1 + F4 = FS + FN, temperature fields as functions
of F2 and F5 for a specified choice of Fl, and satisfying
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all the constraints, can be inferred from the graphs.
Corresponding values of G can then be computed. By con-
sidering many values of F2, F5, and Fl the graphs of
figure 3.5 are constructed.
F5
G
F2
for a specified Fl
Figure 3.5
In actual practice, of course, the graphs of figure 3.4
are represented by analytical functions stored in computer
memory. The values of G in the graphs of figure 3.5 are
also stored, but in tabulated form. A maximum G and sub-
sequently its accompanying temperature field are then
determined by searching through the 3-dimensional array
(F2, F5, Fl). I
A point of flexibility in the graphical technique lies
in the choice of the surface fitting scheme. The tempera-
ture surfaces of figure 3.4 must be created from the dis-
crete and irregular data input of long-wave fluxes and their
corresponding temperature profiles. As a check on reliabil-
ity, two different methods of surface fitting are used in
the maximization procedure. The first method is a least
squares fit of 2-dimensional orthogonal polynomials to the
input data. Two library subroutines available at the MIT
Computation Center, TRNSF1 and VALUAT, are employed for
this purpose. These routines offer various options. The
degree of the polynomial may be chosen from 1 to 8. In
general, the more irregular the surface the higher the
degree necessary, although such a surface fit may give
unrealistic results between data points. In evaluating
the polynomial all the coefficients can be used, or cer-
tain unwanted terms may be omitted.* An array of the per-
cent reduction of the sum of the error squared for each
term is available in the routines to guide the user in
selecting the significant orthogonal terms. Depending
upon the choices made in the maximization procedure dif-
ferent polynomial fits, and subsequently different maxi-
mizing fields, are obtained.
The second method is a least squares fit of 2-dimen-
sional cubic splines to the input data. The actual pro-
cedure was developed by Dave Fulker of the NCAR Computing
Facility and is available for use as the NCAR library sub-
routine SPLPAK. After a grid of evenly spaced nodes is
specified, the class of natural splines on these nodes can
be defined. This class of splines has as many degrees of
freedom as there are nodes. The spline coefficients are
then chosen to minimize the sum of the squared errors be-
tween the spline and the input data. An exact fit can
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be obtained only if the data locations are the same as
the node locations. Thus by varying the number and spac-
ing of the nodes different fits are obtained.
3.3 'Experiments and results
The two surface fitting schemes and their various op-
tions formed the basis of the series of experiments search-
ing for the maximum G and its accompanying temperature
field. The maximization experiments were all conducted
with R = 50% and e< = 30%. The effect of varying these
basic values is later examined with the more sophisticated
model of chapter 5.
One of the most interesting results of these experi-
ments was the importance of superadiabatic lapse rates in
the generation of APE. An unstable lapse rate, in at least
the lowest 100 mb is necessary for the surface flux balance.
However, above 900 mb there is no such requirement. Allow-
able atmospheres which satisfy all the constraints can
contain either stable or unstable lapse rates above 900 mb.
Since in the real atmosphere unstable lapse rates quickly
give way to convective overturning, large amounts of APE
can be generated by a distribution of heating tending to
intensify a vertical instability. The manifestation of
this process in the model is the decrease of p and hence
the increase of N at 900 mb, and the increase of pR and
decrease of N at 300 mb that results when a temperature
profile is changed from slightly stable to slightly un-
stable. In an atmosphere with no sensible heat fluxes the
accompanying heating field is virtually unchanged. Since,
in general, heating occurs at the lower elevations and
cooling at the higher elevations, this ensures that the
largest rates of generation of APE will be associated with
superadiabatic lapse rates. The process should be impor-
tant primarily in the tropical latitude where the warmest
potential temperatures and the large lower level heating
occur.
Using the polynomial surface fitting scheme a maxi-
mum G of 5.2 watts m-2 was found. The distributions of -&,
N, and Q for the maximizing field are shown in figure 3.6.
As expected, the temperature profile at the tropical lati-
tude'is unstable. The 900 mb potential temperature is also
greater than most of the potential temperatures of the polar
latitude. This combination yields a value of N at 900 mb
almost triple that which would exist with a slightly stable
tropical profile. The subsequent contribution to G from
the 1000 - 800 mb tropical layer represents the major part
of the total generation. Although the generation rate is
sensitive to the tropical stability, the stability of the
maximizing polar profile seems inconsequential because of
the small associated heating.
The dominance of the instability mechanism as a gen-
eration process can be clearly illustrated by considering
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Figure 3.6. Maximizing fields of -G6, N, and Q for the
3-level, 2-latitude model without sensible
heating.
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the model atmosphere of figure 3.7. For the purposes of
this illustration the solar forcing has been assumed equal
for both latitudes, specifically FN = FS. Each latitude
also has the same temperature profile, chosen such that
Fl = F3 = F4 = F6 = FS. In stable atmospheres horizontal
isentropic surfaces always lead to a zero generation because
N is zero everywhere. The isentropic surfaces are also
horizontal in figure 3.7, but the rate of generation of APE
is nearly 9.4 watts m 2 . The entire generation can be
attributed to the instability mechanism.
It will be seen, however, that in models with sensible
heating superadiabatic lapse rates actually act to decrease
G, and in most instances lead to negative generations. This
is simply because the strong positive sensible heating of
the lower atmosphere by the ground would be rapidly convec-
ted upward into regions of negative N by the eddy diffusion
scheme. Using this hindsight the maximization experiments
were conducted with the additional constraint that the lapse
rate above 900 mb must be stable. By largely eliminating
the undesirable instability generation better comparisons
can be made between the present model results and the real
atmosphere.
A summary of some of the experiments is given in table
31. The fields of -G, T, N, and Q accompanying the maxi-
mum generation of 2.6 watts m-2 are presented in figure 3.8.
As in the unstable atmosphere of figure 3.6, the major
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Figure 3.7. Fields of -G , N, and Q in a model atmosphere
illustrating the dominance of generation by the
instability mechanism.
65
p(mb)
100
500
70C
90C
-20
-20
.25
0.50
0
66
Table 3.1 A summary of some maximization experiments with
the 3-level, 2-latitude model without sensible
heating. Only stable lapse rates are allowed
above 900 mb.
Polynomial Surface Fitting Scheme
Order of Polynomial Coefficients Used
entire set
truncated set*
entire set
truncated set
truncated set
G maximum (watts m-2)
1.44
1.71
1.69
2.57
2.57
Cubic Spline Surface Fitting Scheme
Number of Nodes** G maximum (watts m-2)
1.43
1.60
1.60
1.60
1.60
* only coefficients of terms for which the percent
reduction of the error squared is greater than 1.0%
are used
** equally spaced over the same range of Fl, F2, and F4, F5
p(mb) E (*K)
100- 304.8 298.6
250.0 244.9
300- 249.3 243.5
248.6 242.1
500- 247.9 240.7
247.1 239.2
700- 246.4 237.8
245.7 236.4
900- 245.0 235.0
309.0 270.0
0.25 0.50
S
075
T (0 K)
157.8 154.6
157.8 154-6
176.7 172.6
191.3 186-3
- 203.3 197.4
213.5 206.7
- 222.5 214.8
230.5 221.8
- 237.7 228.0
309.0 270.0
1.0 0 0.25 0.50
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100F
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Figure 3.8. Maximizing fields of -G-,T, N, and Q for the 3-level,
2-latitude model without sensible heating, but
with the additional constraint of allowing only
stable lapse rates above 900 mb.
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contribution to G is from the 1000 - 800 mb layer of the
tropical latitude. In fact, aside from the differences in
N at 300 mb and 900 mb of the equatorial latitude, the N
and Q fields of these two atmospheres are substantially
the same.
Although the maximum values of G in table 3.1 vary by
as much as 80%, the corresponding temperature fields differ
by only a few degrees. This is a result of the large depen-
dence of G on the contribution from the 1000 - 800 mb layer
of the equatorial latitude. As a final check of the pro-
cedure's reliability -1 through 466 of the maximizing
temperature field of figure 3.8 were each raised and lower-
ed a few degrees, but no G higher than 2.57 watts m-2 was
found.
The crudity of the model makes it difficult to compare
the maximizing temperature field of the model with the ob-
served atmospheric temperature structure, or to draw any
definite conclusions about the hypothesis. The necessity
of strong superadiabatic lapse rakes in the lowest 100 mb
makes this especially true. Yet, some general characterist-
ics are fairly realistic. The small horizontal temperature
contrast of the upper levels and the large 40*K horizontal
contrast at the surface are features both observed in the
real atmosphere (see figure 1.1) The magnitudes of the sur-
face temperatures are also fairly realistic. On the other
hand, the rest of the temperature field, probably because
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of the superadiabatic lapse rates, is too cold. The more
sophisticated models of chapters 4, 5, and 6 are needed to
further supplement these preliminary, yet encouraging
results.
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4. A :3-Level, 2-Latitude: Model With Sensible Heating
4.1 The model
The second model used to investigate the hypothesis
includes small scale sensible heat fluxes as well as long-
wave radiation as a source of atmospheric heating, but
still maintains the coarse resolution of 3 levels and 2
latitudes. With sensible heat fluxes eliminating the
troublesome requirement of superadiabatic lapse rates in
the lowest 100 mb, the 3 independent levels of the model
are more evenly spaced at 1000 mb, 600 mb, and 200 mb.
This should yield more realistic results. Temperatures,
rather than potential temperatures, are specified at these
levels. The surface temperature T and the corresponding
sensible heat fluxes are then computed as described in
section 2.5. As in the initial model there is no atmos-
pheric absorption of the incident short-wave radiation.
The full model is depicted in figure 4.1.
4.2 -Experiments and results
In this model, and in all the models to follow, the
numerical maximization scheme is used. Maximization ex-
periments using the basic assumed values are described in
section 4.21. Different means of distributing the sensible
heat within the atmosphere are explored in the experiments
of section 4.22. Finally the effect of varying the initial
temperature field in the maximization procedure is the subject
of section 4.23.
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Figure 4.1. The 3-level, 2-latitude model with sensible-
heating. Parameter descriptions are the same
as for figure 3.1.
Q = Q1 + Qd
4,21 Basic assumed values and schemes
The maximum value of G is computed assuming R = 50%,
c(= 30%, V. = 10 m sec~1 and 0. KH is defined by
* 5 2
the Fisher and Caplan formulation with KH 15 x 10 cm
sec 1 and E = 1.3 x 10 cm*K~. The initial temperature
field used in the maximization scheme and the corresponding
fields of -9, N, and Q are given in figure 4.2. Somewhat
resembling a very cold atmosphere, they satisfy the re-
quirement H = 0, and yield an initial generation of 4.1
-2
watts m .
Applying the maximization procedure to the initial
temperature field, a maximum generation of 7.8 watts m-2
was found. Its accompanying fields are shown in figure 4.3.
With sensible heating the maximum generation is more than
triple the value attained in the initial "long-wave radia-
tion" model of chapter 3. This can be directly attributed
to the confinement of the large sensible heating to the
lowest 200 mb by the diffusion scheme. A strong positive
correlation of this heating with N is then assured by keep-
ing the upper level potential temperatures of the polar
latitude smaller than the 900 mb potential temperature of
the equatorial latitude. However, other effects keep
those upper level polar temperatures from becoming too cold.
A small effect is the decreased positive contribution to G
from that region that would result because of the reduced
long-wave and sensible heat flux cooling. A second, and
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Figure 4.2. The initial temperature field used in the maximi-
zation procedure for the 3-level, 2-latitude model
with sensible heating and its accompanying fields
of -G-, N, and Q.
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Figure 4.3. Maximizing fields of T, 0-e, N, and Q for the
3-level, 2-latitude model with sensible heating.
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much larger effect, is the resulting increased negative
contribution to G from the upper levels of the equatorial
latitude because of the increase of N in a region of sub-
stantial cooling.
This anticipated stability of the polar latitude, ob-
served in the real atmosphere (see figure 1.1), is not as
pronounced as in the initial model. There is only a slowly
decreasing horizontal temperature gradient with height.
This stability will be more evident in the higher resolu-
tion models. Other observed features are not well repre-
sented. As in the initial model the atmosphere is too cold.
However, these cold temperatures'are not surprising in view
of the 5-10*K ground-air temperature difference necessary
to supply the balancing sensible heat fluxes. With the
increased outgoing long-wave radiation due to the warm
ground temperatures, colder atmospheric temperatures are
needed to maintain H = 0. Still, the gross characteristics
of the maximizing field are encouragingly similar to the
observed zonal field for such a low resolution model. Most
importantly the general magnitude of the temperature field,
and its horizontal and vertical gradients are fairly real-
istic. Also, no superadiabatic lapse rates are present.
When they were arbitrarily imposed the sensible heating
was invariably concentrated in the upper levels, or regions
of smaller N. Even with the increased radiational heating
at the lower levels, small positive or negative generations
76
resulted. Other arbitrary displacements of the maxim-
izing temperature field of a few degrees at the indepen-
dent levels were attempted, but no higher generation rate
was attained.
The convergence to the maximum G encountered problems.
A plot of G and - during the maximization procedure
with k Ot = 0.010K2 cm2 sec ergs- 1 is given in figure 4.4.
The plot of T; for the same iterations is given in figure
4.5. There was a smooth increase in G from 4.1 to 7.3
watts m-2 . However, with further iterations the scheme
became unstable and the values of G oscillated between 7.2
and 7.8 watts m -2. Attempts to stop the oscillations by
introducing smaller values of k 9t were unsuccessful.
Other attempts used 2, 3, and 4 cycles in the N-cycle
iteration procedure rather than 1 cycle. These also were
unable to stabilize the convergence. However, since the
values of - oscillated alternately positive and negative
on successive iterations, a maximum was known to exist near
7.8 watts m-2.
The instability was eventually traced to the problems
associated with evaluating an N whose 6& surface passesp
very near to 200 mb or 600 mb. If on successive temperature
field iterations G9 moves to a position on the oppositep
side of either of those pressures a large change in
can sometimes cause a large enough change in N to alter
the sign of the converging -) . It will be seen that the
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Figure 4.4. Convergence of G with the accompanying six values
of ( -A ZH ) for k 9t = 0.01*K 2 cm2 sec ergs-.
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Figure 4.5. The six values of T; accompanying the convergence
of G for k 9t = 0.01*K 2 cm2 sec ergs-1.
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increased vertical resolution of the succeeding models
eliminates the instability by greatly reducing the changes
in at the lapse rate junction points.
ap
Another interesting feature of the convergence in
figures 4.4 and 4.5 is the secondary maximum of G at 5.8
watts m-2 . The temperature field associated with this
secondary maximum shows a stronger resemblance than the
primary maximum to the observed atmosphere, since the
horizontal temperature gradient at 200 mb is very small.
However, in the higher resolution models not only will the
secondary maximum disappear, but the primary maximum will
strongly exhibit a decreasing horizontal temperature
gradient with height.
4.22 Different sensible heating schemes
As described in section 2.5, two alternate sensible
heating schemes that arbitrarily distribute a larger por-
tion of the sensible heat through a greater depth of the
atmosphere are substituted for the eddy diffusion scheme
in the maximization experiments. In this manner the sensi-
tivity of the model results to the sensible heating scheme
can be explored.
For a given temperature profile the sensible heat
flux from the ground to the atmosphere, Fdg, is uniquely
determined. The two alternate schemes assign a specific
fraction of that heating to specific model layers. The
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first scheme, referred to hereafter as the (3/4, 1/4)
scheme, places 3/4 of the sensible heating in the 1000 -
800 mb layer and 1/4 in the 800 - 600 mb layer by desig-
nating
Fd (800 mb) = 0.25 Fdg
Fd (600 mb) =Fd (400 mb) = Fd (200 mb) = Fd (0 mb) = 0
The second scheme, referred to hereafter as the (1/2, 1/3,
1/6) scheme, distributes 1/2 of the sensible heating in the
1000 - 800 mb layer, 1/3 in the 800 - 600 mb layer, and 1/6
in the 600 - 400 mb layer by assigning
Fd (800 mb) = 0.50 Fdg
Fd (600 mb) = 0.17 Fdg
Fd (400 mb) = Fd (200 mb) = Fd (0 mb) = 0
Assigning the sensible heating to the upper level
regions of lower N and eliminating the cooling by eddy
diffusion in those regions lowers the rates of maximum
generation. Using the (3/4, 1/4) scheme a maximum G of
5.1 watts m-2 was found. When the (1/2, 1/3, 1/6) scheme
was implemented this value fell to only 2.4 watts m-2. The
accompanying fields of temperature and N are shown in
figure 4.6.
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Figure 4.6. The maximizing fields of temperature and N obtained
using the (3/4, 1/4) scheme and the (1/2, 1/3, 1/6)
scheme in the 3-level, 2-latitude model with
sensible heating.
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The most notable changes brought about by the alternate
sensible heating schemes occur below 600 mb. The increase
in the lower level polar temperatures decreases the amount
of positive sensible heating that must be distributed up-
ward into the layers of large negative N. The decrease in
the lower level tropical temperatures then serves not only
to maintain H = 0, but also to increase the positive sensi-
ble heating in regions of positive N. With the (3/4, 1/4)
scheme the resulting values of N at 500, 700, and 900 mb
of the tropical latitude still have nearly the same magni-
tude as in figure 4.3, and with the increased sensible heat-
ing and zero diffusive cooling the tropical contribution to
G under this scheme is actually slightly increased. It is
the reduced polar contribution resulting from a positive
sensible heating in the regions of large negative N and the
absence of diffusive cooling in those same regions which is
largely responsible for the decrease in G. With the (1/2,
1/3, 1/6) scheme the values of positive N at the tropical
latitude are lower and the reduced contributions to G are
more evenly distributed between the two latitudes.
Several observations should be made. Firstly from a
quantitative viewpoint, the magnitude of the maximum G
appears to be sensitive to the sensible heating scheme
chosen, varying by over a factor of 3. However, taken as
an efficiency the variation is less than 2%. Also it should
be noted that the scheme assumed for the main thesis results
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yields the highest magnitude. In fact it can be inferred
that the greater the volume over which the sensible heat
is distributed, the lower the resulting maximum generation.
Secondly, from a qualitative viewpoint, the maximizing
temperature fields obtained with the alternate sensible
heating schemes do not agree as well with the observed
zonally averaged field in the lower levels as does the
maximizing temperature field obtained with the eddy dif-
fusion scheme. However, the accompanying N fields do
appear to be more realistic, especially with regard to the
occurence of the positive maximum in the middle levels of
the tropics rather than at the surface. These observations
will all be verified with the higher resolution models.
4.23 Different initial temperature fields
The identical initial temperature field was used in
all the preceeding maximization experiments. This initial
field, however, is not radically different from the result-
ing maximizing field, and the possibility of higher maxima
in other regions of the temperature phase space should not
be overlooked. Two other special initial temperature fields
are used to investigate this possibility. The first field
consists of the two thermal equilibrium profiles for the
model, so that Q should equal zero everywhere. The second
field consists of the arithmetic average of these two pro-
files at all latitudes so that there is no horizontal
temperature contrast and N should equal zero everywhere,
Both fields should also satisfy the requirement H = 0.
Since Q is completely determined by the temperature
field and the solar forcing, the thermal equilibrium pro-
file for a specified latitude can be determined as the
steady state solution of the equations
'aT (200 mb) = Q (100) + Q (300)
* T (600 mb) = Q (500) + Q (700)
at
B T(1000 mb) = 2 Q (900)
at
This solution is obtained by a series of successive ap-
proxiMations to the temperature profile using the forward
time-difference scheme
T (p , t + 2t) =T (pr t) + 2T(PF t) 9t
About 100 iterations with t = 1 day were found necessary
to converge to each equilibrium profile. Different initial
profiles still converged to the same equilibrium profile.
The two alternate initial temperature fields are shown
in figure 4.7. The fields are superadiabatic. This is
necessary for thermal equilibrium because it allows the eddy
diffusion scheme to shift the positive sensible heating into
the middle and upper layers and balance the infrared cooling.
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Figure 4.7. Two alternate initial temperature fields used in
the maximization procedure with the 3-level,
2-latitude model.
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For the thermal equilibrium field G is not exactly zero as
expected, but equals -0.7 watts m-2 . This is because the
three independent temperatures determine five values of Q
in the model and so only the sum of the net heating at two
levels need approach zero, However, no value of Q exceeds
-1
0.15*K day in the solution. Since N cannot be zero in a
statically unstable atmosphere the generation rate of the
averaged profile field is also negative. Its value is
-1.3 watts m-2
The variations of G during the maximization experiments
conducted with each of the two alternate initial temperature
fields are shown in figure 4.8. The results with the orig-
inal initial field from figure 4.4 are shown for comparison.
G rose very rapidly in the first few iterations for both
alternate initial fields. By 30 iterations the values of
G were already oscillating between 7.2 and 7.8 watts m-2
Most importantly, the associated maximizing temperature
fields were nearly identical to the one shown in figure
4.3. This is a fairly good indication that 7.8 watts m-2
is probably the maximum G for the 3-level, 2-latitude model.
The rapid convergence to 7.8 watts m-2 can be attri-
buted to the fact that no secondary maximum was encountered.
The original initial temperature field has a reversal in the
horizontal temperature gradient at 100 mb as does the tem-
perature field associated with the secondary maximum of
5.8 watts m-2. However, the subsequent temperature field
5G (Watts)
Mz4
-2
40 80 - 120 160
Iteration
200
Figure 4.8. The convergence of G with the two alternate
initial temperature fields of figure 4.7 for
k 9t = 0.005*K 2 cm2 sec ergs~'. The convergence
with the original initial field (figure 4.4) is
shown for comparison.
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associated with the primary maximum of 7.8 watts m-2 does
not. Apparently, by using initial fields that do not have
this temperature gradient reversal at 100 mb the secondary
maximum is avoided.
5, A 5-ILevel, 5-Latitude Model With Sensible Heating
The problems encountered in searching for the maximum
G with the 3-level, 2-latitude model indicated the need for
a model with more horizontal and vertical resolution. A
compromise between this need and the greatly increased com-
putation time associated with the higher resolution models
led to the development of the 5-level, 5-latitude model.
This model is used as the main tool in the investigation
of the hypothesis, and produces the bulk of the primary
thesis conclusions.
5.1 The model
Atmospheric heating is accomplished by long and short
wave radiation and small scale sensible heat fluxes. How-
ever, the short-wave heating will not be included until
section 5.3. The five independent temperature levels are
chosen as 100, 300, 500, 700 and 900 mb. They are chosen
to coincide with the levels at which Q and N are computed.
The isothermal layer extends from 100 mb to the top of the
atmosphere. The five latitudes afford full hemispheric
coverage. They are represented by s = 0.0, 0.25, 0.50,
0.75 and 1.0 ( = 0.00, 14.50, 30.0*, 48,6*, and 90.0*).
G is then evaluated by the trapezoidal integration method
which doubly weights the three interior latitudes. The full
model is depicted in figure 5,1.
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Figure 5.1. The 5-level, 5-latitude model with sensible
heating. Parameter descriptions are the same
as for figure 3.1.
Q = Q1 + Qs + Qd
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The horizontal resolution is temporarily increased in
the computation of N. The potential temperatures at the
5 latitudes are linearly interpolated in the horizontal to
a finer grid of the 41 latitudes s = 0.0, 0.025, 0.050,
0.950, 0.975, 1.000. With the additional 9 latitudes between
each of the independent latitudes the isentropic surfaces
can be described more precisely, and better estimates of pR
can be obtained. This is especially true when adiabatic
or near adiabatic lapse rate conditions prevail at the
independent latitudes.
5.2 Experiments and results without solar absorption
Maximization experiments without atmospheric absorption
of solar radiation and using the basic assumed values are
described in section 5.21. The rates and the relative im-
portance of these basic parameters and schemes are examined
in sections 5.22 - 5.26.
5.21 Basic assumed values and scfemes
The initial temperature field used in most of the
experiments of chapter 5 is presented in figure 5.2. As
in chapter 4 it resembles a very cold atmosphere and yields
a generation rate of 7.3 watts m-2. Larger generations are
associated with the 5-latitude model because of the inclu-
sion of the equator and the pole as independent latitudes.
The extremes of heating and cooling as well as the extremes
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Figure 5.2. The initial temperature field used in the
maximization procedure for the 5-level, 5-latitude
model and its accompanying fields of -G , N, and Q.
Tg:
of N occur at these locations and lead to a high positive
covariance.
Applying the maximization procedure to the initial
temperature field a maximum generation of 12.2 watts m-2
was found. Its accompanying fields are shown in figure 5,3.
The temperature field is smooth and has the same general
magnitude and horizontal and vertical gradients as the ob-
served zonally averaged field (see figure 1.1). No super-
adiabatic lapse rates are present. Also, the greater sta-
bility of the polar region lapse rates (as evidenced by
the decreasing horizontal temperature gradient with height)
is much more pronounced than in previous models. These
similarities appear to lend additional support to the hypo-
thesis that the atmosphere may be constrained to operate
at nearly its maximum efficiency.
As hoped, the convergence to the maximum G was stable.
An interesting feature of the convergence was the apparent
encountering of the analog to the secondary maximum of
chapter 4. During the maximization procedure a field yield-
ing a G of 11.9 watts m-2 was thought to be the maximizing
field (see figure 5.4). This field still manifested the
reversal in the horizontal temperature gradient at 100 mb
that is present in the initial field. However, after many
more iterations the temperature gradient reversal slowly
disappeared and the maximizing fields of figure 5.3 emerged.
The only changes in the temperature field during the transition
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5-level, 5-latitude model using the basic assumed
values.
15
14
13
12
G(Watts
M'11
10
9
8
7
6
Figure 5.4 Convergence of G to the maximum of 12.2 watts m-2
using the initial temperature field of figure 5.2
(solid line), and a thearly identical initial
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from 11.9 to 12.2 watts m-2 were in the 100 mb temperatures.
The values of a G were small throughout. When the 100 mba Ti.
initial temperatures were all set equal to 180 0 K the con-
verging G passed quickly through 11.9 watts m-2 and a more
rapid convergence to the maximum of 12.2 watts m-2 was
attained. This result is in accordance with the discussion
at the end of section 4.23. The result of main importance,
of course, is that the maximizing horizontal temperature
gradient at 100 mb is very small, regardless of its direc-
tion. The direction is probably more a product of the model-
ling assumptions, i.e. an isothermal layer from 100 mb to
the top of the atmosphere, than of the physical processes.
This feature of the convergence scheme was not discovered
until after most of the thesis computations had been com-
pleted. Therefore the other maximization experiments using
the initial temperature field in sections 5,22 - 5.26 were
carried out to only 100 iterations, and so no conclusions
should be implied about the resulting directions of the
100 mb temperature gradients.
The 0.3 watts m-2 increase in G following the disap-
pearance of the temperature gradient reversal is indicative
of the small contribution to the generation from the 100 mb
level. Local contributions to G from other regions are
shown in table 5,1. The largest positive contributions
are from 900 mb of the equatorial latitude and 300 mb of
the polar latitude. However, when the individual
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Table 5.1 Local contributions to the integrand QN by
the maximizing fields of figure 5.3 and the
resulting weighted latitudinal contributions.
Units are in erg gm 1l sec-1 .
a = .in 0
0.0 0.25 0.50 0,75 1,00
p (mb)
100
300
500
700
900
-l.6
-21.2
-23.1
-22.2
127.9
-3.7
4.1
-2.9
-13.1
70.7
2.2
15.4
6.2
-2.1
34.2
3.9
33.7
14.9
7.8
3.7
45.9
19.1
9.7
5.4
weighted latitudinal contributions:
110.3 111.7 115.0 83.959.8
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contributions within each latitude are summed, all lati-
tudes contribute nearly equally.
The contributions to G from the different diabatic
heating sources can be seen from figure 5.5 which presents
the components of the maximizing heating field. Infrared
cooling causes a net destruction of APE, while sensible
heating yields a net generation of APE. The large positive
sensible heating in the regions of positive N and substan-
tial negative sensible heating in the regions of negative
N are the largest positive contributors. Long-wave cooling
in the tropical regions is the largest negative contributor.
The maximizing temperature field is again somewhat
too cold, and is a direct result of the high surface tem-
peratures needed to supply the balancing sensible heat
fluxes. The contribution to the outgoing long-wave flux
attributable solely to the surface temperature, c- (T -g
T(pe) ), can be as large as 50 watts m2 , or almost 15% of
the total outgoing long-wave flux. The radiative and
sensible heat fluxes at the surfice and at the top of the
atmosphere for the maximizing temperature field are illus-
trated in figure 5.6, and the flux balances at both atmos-
pheric boundaries can easily be seen. The excess of in-
coming solar radiation over the outgoing long-wave radiation
in the lower latitudes is smaller than observed in the real
atmosphere because of the large surface contribution to the
Xong-wave flux. Fluxes of sensible heat are smaller than
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Figure 5.5. The components of the maximizing heating field
of figure 5.3.
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the long-wave fluxes at all latitudes and in fact become
negative near the pole where the incident solar flux goes
to zero.
5.22' Different sensible heating schemes
Maximization experiments using the (3/4, 1/4) and -
(1/2, 1/3, 1/6) sensible heating schemes were next con-
ducted with the 5-level, 5-latitude model and resulted in
generations of only 6.5 watts m-2 and 5.6 watts m-2 res-
pectively. The associated temperature fields are given
in figure 5.7. The factor of 2 reduction in the magnitude
of the maximum G accompanying the change from the diffusion
sensible heating scheme to these alternate schemes is com-
parable to the reduction experienced with the 3-level, 2-
latitude model of chapter 4. These results verify the
sensitivity of the maximum G to the choice of sensible
heating scheme. In fact, except for the increased detail,
the temperature fields of figure 5.7 are very much the same
as those found with the 3-level, 2-latitude model. As such,
the discussions concerning the features found in these
fields, already presented in section 4.22, will not be
reproduced here.
5.23 Variations of sensible heating parameters
The eddy diffusion sensible heating scheme has used
the Fisher and Caplan formulation of KH with the assumed
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Figure 5.7. The maximizing temperature fields obtained using
the (3/4, 1/4) and the (1/2, 1/3, 1/6) sensible
heating schemes in the 5-level, 5-latitude model.
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values K=l .5 x 10 m2 sec and E =.3 x 10 cm 9K(1
in the computation of Fd p). The aerodynamic bulk formula
has assumed V, = 10 m sec'l in the computation of Fd(P*).
These parameters are varied to determine the sensitivity
of the diffusion scheme to their values.
The surface wind speed cannot be increased arbitrarily.
Since the rate at which kinetic energy is dissipated by
friction should -be correlated with Vo, and cannot exceed
G, there should be some upper bound on the magnitude of
V.. Using classical Ekman theory (the analysis is presented
in Appendix B) the dissipation per unit area in the friction
layer can be written
D J .
in which q is the coefficient of turbulent viscosity, f
is the coriolis parameter, and
Sin.mW
A = COP p - S)
where y is the angle between the surface wind and the
geostrophic wind. With the values .A( = 1 kg m"' sec"4
(conservative estimate), f = 10~4 sec~ 1 kg m-3
and =25*
D3 G 23
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Letting G = 25 watts m-2, the corresponding upper bound
surface wind speed is approximately 33 m sec"l. Ignoring
dissipation in the free atmosphere and choosing 40 m sec~1
as the upper bound of V. for all generations below 25 watts
M- 2 , maximization experiments were conducted and the results
shown in table 5.2.
The magnitude of maximum G does not vary appreciably
with V0 . It appears to increase only about 10% with each
doubling of V0 . Increasing the ventilation for a given
temperature profile decreases the value of T necessary to
provide the same surface sensible heat flux. However, a
smaller surface long-wave flux is also associated with the
decreased Tg, and so a larger value of Fd (p) is needed
to maintain the surface flux balance. It is this increased
sensible heating accompanying the larger values of V0 which
increases the generation rates. Smaller T also reduce
the surface contributions to the outgoing long-wave flux
so that a warmer atmosphere can exist without violating
the requirement that H = 0.
*
K H can be varied by changing the values of KH or
in the Fisher-Caplan formulation or by using a different
formulation. The results of maximization experiments
*
conducted with different values of KH are presented in
table 5.3. Results using the Asai formulation of K des-
cribed in section 2.5 are presented in table 5.4.
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Table 5.2 Variation of maximum G with surface wind speed
V, (m sec.
5
10
20
40
G maximum (watts m- 2
10.4
12.2
13 *1
14.0
Table 5*.3 Variation of maximum G with K H in Fisher and
Caplan formulation of KH.
E = 1.3 x 10 (cm *K"4 )
K1 (cm2 sec'1 )
0.3 x 10 5
0.5 x 10 5
1.0 x 10 5
1.5 x 10 5
4.5 x 10 5
G maximum (watts M-2)
7.6
9.0
10.1
124'2
23.5
Table 5.4 Variation of maximum G with
formulation of KH'
K* = 1.0 x 105 (cm2 sec')
cc in Asi
G Maximum (watts m-2)S(cm *K-l)
5.0 x 10 .
1.0 x 10
8,9
10,5
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Increasing KH above the assumed value of 1,5 x 10 cm2
sec 1 greatly affects the magnitude of the maximum G. Since
Fd(p)-is always negative in a stable atmosphere, increasing
the values of KH increases the sensible heat flux conver-
gence in the 1000 mb - 800 mb surface -layer and increases
*
the divergence in the upper layers. For example, when KH
was tripled, the sensible heating associated with the maxim-
izing fields was almost 10*K day"1 in the 1000 mb,- 800 mb
layer and -40K day~1 in the 400 mb - 20D mb layer. This re-
sulted in a maximum generation of 23.5 watts m-2. On the
*
other hand decreasing KH reduced the values of the heating
and cooling and somewhat lowered the maximum generations.
The Asai formulation also generally led to lower rates of
generation with its more moderate values of sensible
heating.
5.24 Variations of the relative humidity field
Maximization experiments varying the field of relative
humidity were conducted and the results are presented in
figures 5.8(a) and 5.8(b). The magnitude of the maximum
generation increases with the relative humidity [see part
(a)] and the largest value occurs with R =.100% everywhere
(with no condensation). However, this G value is only 7%
-2
higher than the 12.2 watts m maximum accompanying R = 50%
everywhere.
p(mb) Gmaximum 12.7
100j-
300- 50 %
500k
700
900
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-t
0.50 1.0 0
Gmaximum 10,6
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0.50
p(mb)
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Gmoximum 12.4
800%
0 0.50
S
1.0 0
Gmaximum 13.0
100 %
0.50
Figure 5.8(a). Different relative humidity fields used in the
5-level, 5-latitude model and the resulting
maxima of G in watts m-2
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Figure 5.8(b). Same as 5.8(a).
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On closer inspection of part (b), it is the changes in
the magnitude of the relative humidity in the middle and
lower tropical levels to which G is most sensitive. In-
creasing R in this region increases the long-wave counter
radiation and thus decreases FA(pQ). The surface flux bal-
ance must then be maintained by an increase in Fd(po)'
which leads to increased sensible heating in the 1000 mb -
800 mb layer of large positive N. Increasing R also leads
to increased infrared cooling, but almost all of the addi-
tional cooling occurs in the upper-layers where smaller
positive values of N prevail. The net effect is an increase
in the rate of generation. However, since the magnitude of
the increased sensible heating and infrared cooling is only
on the order of 0.5*K day~1 for a five fold increase in R,
the increases in generation are small.
5.25 Variations of the albedo
The incident solar forcing can be changed by varying
the distribution of albedo with latitude. Maximization
experiments exploring the effect of these changes on the
maximum G were conducted and the results are shown in fig-
ure 5.9. As would be expected the magnitude of the maximum
generation increases as the solar forcing contrast with
latitude increases. Raising the incoming solar flux where
it is already large or lowering the incoming solar flux
where it is already small increases the magnitude of the
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Figure 5.9. Different distributions of albedo ( a<) used in
the 5-level, 5-latitude model, the accompanying
distributions of the solar forcing (Fsw), and
the resulting maxima of G in watts m-2.
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heating and cooling, respectively, in those regions and
thus increases the generation of APE. This effect can best
be seen by a comparison of the F sw(s) slopes for the.13.2,
16.2, and 17.8 watts m-2 maxima in figure 5.9.
The rate of the maximum generation does not appear to
be as sensitive to changes in the albedo distributions-as
it is to the sensible heating scheme. Over the range of
realistic albedo distributions the results show the varia-
tion of the maximum G to be less than 30%.
5.26 Zero solar forcing contrast
The results of the previous section indicate that, as
expected, increasing the solar forcing contrast with lati-
tude increases the magnitude of the maximum generation.
Conversely, decreasing the contrast lowers the generation.
It would also be expected (as reasoned in section 2.1)
that a zero solar forcing contrast with latitude would yield
a maximum generation of zero. The accompanying temperature
field would necessarily have N = 0 everywhere (barring
superadiabatic lapse rates). Maximization experiments to
check this assertion were conducted. A uniform solar forc-
ing of 269 watts m-2 , the value of Fsw at s = 0.50 with
c = 30%, was applied to the model but a maximum generation of
8.3 watts m-2 was attained. However, when the (1/2, 1/3, 1/6)
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sensible heating scheme was used the maximum generation fell
to only 0.9 watts m-2. The corresponding temperature and
heating fields are shown in figure 5.10.
A close comparison of the resulting maximizing fields
of these two schemes with the desired zero generation field
suggests that some further constraint on the heating field
is needed. A clue as to the nature of such a constraint
can be gotten by momentarily considering the atmospheric
circulation for a mean state 2-dimensional model. From the
thermodynamic equation
where m is the velocity in the 2-dimensional plane, it
follows that there should be no net heating in the isolated
region of lowest potential temperature. Considering suc-
cessive isentropic surfaces this additional constraint can
be specified more generally for all & as
ern 
Oft Qf -4&
Since H = 0, h(e) -- 0 near the top of the atmosphere.
Indeed, if this constraint is imposed in the case of
zero solar forcing contrast the resulting maximum generation
113
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Figure 5.10 The maximizing fields of -G and Q with a solar
forcing of 269 watts m-2 at each latitude. The
top diagrams are the results with the diffusion
sensible heating scheme, and the bottom diagrams
are the results with the (1/2, 1/3, 1/6) scheme.
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is zero, and the associated temperature field must be the
thermal equilibrium field (N = 0, Q = 0), This can be
seen by examining the fields accompanying the maximum of
8.3 watts m-2 (see figure 5410). The 80K day~1 heating
rate at the lowest potential temperature places it in gross
violation of the constraint. Raising the temperatures of
the polar latitude uniformly until they were no longer the
coldest, and lowering the other temperatures to maintain
H = 0, would only place some other latitude in obvious vio-
lation. By alternately raising and lowering the tempera-
tures at all the latitudes it soon becomes apparent that
only the thermal equilibrium profile for F sw = 269 watts m~2
can avoid a large sensible heating at the lowest potential
temperature without yielding a negative generation.
The question now arises as to whether the previous
model results grossly violate this constraint. The eval-
uation of h(-G) for the zero solar contrast maximizing
field is compared with the evaluation of h(-e) for 3 pre-
vious maximizing temperature fields. The results are
presented in figure 5.11. The zero contrast field, which
yielded the unexpected generation of 8.3 watts m-2 , bla-
tantly violates the constraint. In comparison the
field associated with the maximum generation of 12.2
watts m"2 , the main result of chapter 5, yields an h(-&) which
is initially negative, and whose largest positive value is
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Figure 5.11. The evaluations of h(-e-) for various maximizing
fields of the 5-level, 5-latitude model.
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still much less than the magnitude of the local heating.
Furthermore, in a model with only infrared cooling in the
upper layers h(4G) must approach zero from the positive
domain, and so some violation must be expected, The eval-
uations of h(49) for the two maximizing fields of section
5.22 are in the bottom diagram, and they also only slightly
violate the constraint. It is concluded that imposition
of the constraint, although it results in the expected
maximum G of zero for the zero solar forcing contrast
case, would have only a minor effect on the main thesis
results. This is a fortunate circumstance considering the
difficulty in accurately evaluating h(4&), and the uncer-
tainty as to how the constraint would be applied,
5.3 Experiments and results with solar absorption
Thus far only long-wave and sensible heat fluxes have
been included in determining the atmospheric heating., In
this section the effects of solar absorption are added by
using the scheme of section 2.4.' A maximization experiment
using the basic assumed values is presented in section 5.31.
Results with different initial temperature fields are exam-
ined in section 5.32,
5.31 Basic assumed values and schemes
Applying the maximization procedure to the initial
temperature field in figure 5.2 yields a maximum generation
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of 11.5 watts M-2. Its associated fields, including the
short-wave heating contribution to the total diabatic
heating, are shown in figure 5.12. The maximizing tem-
perature field is a few degrees warmer at the equator and
a few degrees cooler at the pole than the maximizing field
without solar absorption presented in figure 5.3. This
increased horizontal temperature contrast serves to in-
crease the magnitude of positive N at the equatorial lati-
tude where the additional heating from the solar absorption
is taking place. The contrast is limited by the increased
long-wave cooling also accompanying the warmer equatorial
temperatures.
Even with the increased contrast the magnitude of the
maximum G is still 0.7 watts m-2 lower with solar absorption
because of the decreased net heating in the 1000 mb - 800 mb
layer at the low latitudes. The depletion of the solar beam
by water vapor decreases the value of Fd(p,) needed for the
surface flux balance by as much as 35 watts m-. The accom-
panying drop in sensible heatin4 in the 1000 mb - 800 mb
layer outweighs the short-wave heating in that region, and
it the dominant effect in determining the total generation,
5.32 Different initial temperature fields
As with the 3-level, 2-latitude model other initial
temperature fields are used to determine the possibility
of higher maxima in other regions of the temperature phase
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Figure 5.12. The maximizing fields of T, N, Qs, and Q for
the 5-level, 5-latitude model with solar
absorption.
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space. Two fields chosen for this purpose are shown in
figure 5.13. The first field is a mirror image about s
0.50 of the original initial field presented in figure 5.2.
The associated net heating at small N and net cooling at
large N reduce the initial generation to 1.3 watts m-2
The second field consists of a representative mid-latitude
profile at all latitudes so that there is no horizontal
temperature contrast and N is equal to zero everywhere.
The initial generation is of course zero.
Maximization experiments were conducted with each of
the two alternate initial temperature fields and convergence
to nearly the same maximizing fields of figure 5.12 and its
associated generation of 11.5 watts m-2 were attained.
Other experiments with initial fields uniformly 20*K higher
and lower than the original initial fields yielded the same
results. This suggests that the previously computed maxim-
izing fields for the 5-level, 5-latitude model are indeed
the primary maxima.
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Figure 5.13. Two alternate initial temperature fields used
in the 5-level, 5-latitude model with solar
absorption.
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6.' Results from a 5-Level, 9-Latitude Model with Sensible
'Heating and Solar Absorption
A further refinement of the maximizing fields was
achieved by increasing the horizontal resolution. Nine
independent latitudes were specified at s = 0.0, 0.125,
0.25, 0.375, 0.50, 0.625, 0.75, 0.875, and 1.0 ( 95= 0.0*,
7.2@, 14.50, 22.0*, 30.00, 38.70, 48.60, 61.00, 90.0*).
With the exception of the additional independent latitudes
the model is identical to the 5-level, 5-latitude model.
However, since the computation time was nearly tripled
only a few experiments were conducted.
The initial temperature field used in the 5-latitude
model and presented in figure 5.2 is also used in the 9-
latitude model. The corresponding generation, however, is
6.8 watts m-2, or 0.2 watts m-2 less than was found with
the 5-latitude model. This decrease is simply a result
of the changed resolution. The large positive contribu-
-tion to the generation integral from the equator and pole
is given decreased weight because of the additional inde-
pendent latitudes. The values of Q and N at these inter-
mediate latitudes do not have as high a covariance as at
the equator and pole and thus lead to the difference in
generation rates between the two models.
The moderating influence of the additional latitudes
appears also to have affected the resulting maximum gener-
ation. Applying the maximization procedure to the initial
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temperature field and using the basic assumed values, a
maximum generation of 10.3 watts m-2 was found. This is
fully 1.3 watts m-2 lower than the maximum found with the
5-latitude model with solar absorption, and represents the
best estimate of the maximum rate of generation-of this
thesis. However, the direction of the horizontal tempera-
ture gradient at 100 mb should not be considered signifi-
cant since only 100 iterations were performed in the maxi-
mization procedure. The accompanying fields of T, --, N
and Q are shown in figure 6.1.
The fields are very similar to those found with the
5-latitude model (figure 5.12) and possess the same general
characteristics. Encouragingly, some of the features of
the 9-latitude maximizing temperature field compare even
more favorably with the observed zonally averaged field
(figure 1.1) than do those found with the 5-latitude model.
The most notable such feature is the smaller horizontal
temperature gradient at the surface. This is brought about
by an equatorial surface temperature 40K cooler than in the
5-latitude maximizing field and surface temperatures from
s = 0.125 to s = 1.0 that are progressively 1 - 10*K warmer.
The decreased temperature gradient is most evident in the
low latitudes. From the equator to s = 0.25 the surface
temperature drops only 50K, less than half of the 12*K drop
found with the 5-latitude model. The observed mean field
typically decreases 1 - 2*K over the same interval. A
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Figure 6.1.
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The maximizing fields of T,-& , N, and Q for
the 5-level, 9-latitude model with solar absorption
and using the basic assumed values.
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direct consequence of the smaller contrast is less extreme
values of N near the equator and pole.
The 9-latitude model atmosphere, in general, is a few
degrees warmer than previous models. However, because of
the large outgoing long-wave flux, it is still colder than
the observed temperature field. The radiative and sensible
heat fluxes describing the balances at the surface and 0 mb
are presented in figure 6.2. The selective absorption of
the incoming short-wave flux in the low latitudes and the
subsequent decreased sensible heating of the 1000 mb - 800 mb
layer in those regions can easily be seen.
Other experiments using the Asai formulation of KH and
the (3/4, 1/4) sensible heating scheme were conducted, and
yielded maximizing fields similar, yet more refined, than
with the 5-latitude model. The results of the 5-level, 9-
latitude model give further reason for believing the hypo-
thesis that the atmosphere may be constrained to operate
at nearly maximum efficiency.
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Figure 6. 2. The radiative and sensible heat fluxes at the
top of the atmosphere (top graph) and at the
ground (bottom graph) associated with the
maximizing fields of figure 6.1.
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7.~ SUMary and Conclusions
This thesis has examined the problem of explaining
the atmospheric efficiency, or equivalently, the rate of
generation of APE. However, as seen earlier, a solution
to this problem would require an explanation of the atmos-
pheric temperature distribution, which is no less a prob-
lem than explaining the general circulation itself. This
has been circumvented by considering the less complex problem
of determining the maximum possible rate of generation of APE
and its accompanying temperature field, which does not re-
quire a knowledge of the atmospheric motions leading to
that temperature distribution. Using this approach a pre-
liminary study by Lorenz (1955b) has suggested that the
atmosphere may already be operating at nearly its maximum
efficiency. Because of the importance of such a conclusion
a much more thorough investigation of this hypothesis has
been made.
To make the problem tractable an atmosphere was assumed
in which the relative humidity was constant and less than
100%, ozone was ignored as an atmospheric constituent, and
the observed distribution of carbon dioxide was used, These
assumptions eliminated the release of latent heat and clouds,
and for a specified solar forcing made the atmospheric ef-
ficiency a function of the temperature field only. Since
the solar forcing does not vary with longitude it was argued
that essentially 2-dimensional models could be used to
127
determine the maximum efficiency. It followed that the
3-dimensional maximizing field with eddies would always
lead to a somewhat lower efficiency.
A series of these simple 2-dimensional numerical models
increasing in sophistication and resolution yielded maximum
efficiencies ranging from 1 - 5%. These computed maximum
efficiencies are comparable to the actual atmospheric effi-
ciency of approximately 1 - 2% indicated by observational
studies. Most importantly, the features of the observed
atmosphere and the maximizing fieldsof the models bore more
than just a vague resemblence. Several prominent atmospheric
features were duplicated. Foremost among these was the ab-
sence of superadiabatic lapse rates and a horizontal tempera-
ture gradient whose magnitude decreased with height, culmin-
ating in a small horizontal contrast near 100 mb. This
resulted in a greater static stability in polar latitudes.
With the highest resolution model the surface horizontal tem-
perature contrast at the low latitudes was also found to be
small.
In addition to the horizontal and vertical gradients, the
general magnitude ofthe maximizing temperature fields also
agreed well with observations. They tended to be somewhat
cold, but this was largely due to the modelling assumptions
regarding the surface sensible heat flux. Not surprisingly,
the maximizing fields of the most sophisticated and highest
resolution models compared most favorably with the observed
fields.
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Many model parameters and schemes were varied to ex-
plore the sensitivity of the resulting maxima. The maxima
were found to be relatively insensitive to variations of
relative humidity, albedo, or surface wind speed, but did
display a strong dependence on the sensible heat distribu-'
tion scheme. Yet, even the highest maxima attained with
these variations corresponded to an efficiency of only
about 5%. With the most realistic parameter values the
maximum efficiency was more nearly 3%. Furthermore, when
the sensible heating was arbitrarily distributed through
a greater depth of the model, instead of being mainly con-
fined to the lowest layer, the maximum efficiencies dropped
to less than 2%.
These qualitative and quantitative results indicate
that the atmosphere may be operating within approximately
a factor of 2 of its maximum efficiency.
Other evidence supporting the hypothesis was furnished
by the results of experiments which used different initial
temperature fields in the maximization procedure. Several
initial fields exhibiting no features resembling the ob-
served field were employed to test the possibility of
larger maxima in other regions of the temperature phase
space. The generation rates of most of these fields were
negative. However, in all cases convergence to the same
maxima and their realistic temperature fields was found.
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Assuming that the atmosphere is constrained to operate
at nearly its maximum efficiency, the fundamental problem
now reduces to an explanation of why this should be so.
Lorenz (1955(b), 1967) has suggested that the less effi-
cient circulation modes may be unstable and give way to
the more efficient modes. of course, the possibility exists
that the atmosphere may maximize some other quantity closely
related to the efficiency. Such a quantity might be more
nearly maximized with the eddies present. These questions
have not been addressed in this thesis.
The next logical extension of this thesis would seem
to be some representation of the moist processes. An in-
dependent water vapor field which allows for condensation,
the release of latent heat, and clouds on all scales would
certainly be difficult to model. Not only will it require
new parameterization schemes, but the simultaneous computa-
tion of the maximizing fields of temperature and water
vapor. However, it should add further worthwhile insight
into the problems of atmospheric energetics, Perhaps, such
experiments might someday even be performed with a general
circulation model.
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Appendix A. Computation of Long-wave Radiative Fluxes
Using the trapezoidal method of integration the finite
difference equations for the net long-wave radiative flux
at each level become (subscripts 0 +-4 0 mb, 1 - 100 mb, .. )
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Appendix A:
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Appendix A: (cont'd)
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Appendix B. Estimate of Kinetic Energy Dissipation
The dissipation per unit area can be estimated from
the rate of working by the friction force in the planetary
boundary layer
D
0
where is height above the bottom of the planetary bound-
ary layer, V = (u,v) is the horizontal velocity vector, and
F is the frictional force per unit mass, which is approxi-
mated by
~~(( _
in which
cosity.
.4( is the constant coefficient of turbulent vis-
Substituting F and integrating by parts
VC -,+ A
0
Using the classical Ekman theory relations
V ~+ e73 (I vnt c os a i
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where is the geostrophic wind, Vn, = X. - V, f is the
coriolis parameter, and a = ( )1/2, the dissipation in
the friction layer becomes
0
Applying the lower
the relation
I/4I
where 1P
boundary condition V // ( ). and
2. C S)r) Y
CosW Sin /yo/
is the angle between V0 and V it follows that
'5:
- (c2~~<~~) S* z)/ e* 2
Cos W - sin Y/
D
where
Vy%av)
.01*%
+ A Ot. )
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