Introduction
As calculus developed, eventually turning into analysis, concepts first explored on the real line (e.g., a limit of a sequence of real numbers) eventually extended to other spaces (e.g., a limit of a sequence of vectors or of functions), and in the early 20th century a general setting for analysis was formulated, called a metric space. It is a set on which a notion of distance between each pair of elements is defined, and in which notions from calculus in R (open and closed intervals, convergent sequences, continuous functions) can be studied. Many of the fundamental types of spaces used in analysis are metric spaces (e.g., Hilbert spaces and Banach spaces), so metric spaces are one of the first abstractions that has to be mastered in order to learn analysis.
Metric spaces
In R, the magnitude of a number x is its absolute value |x| and the distance between two numbers x and y is the absolute value of their difference: |x − y|. In R m , the length of a vector x = (x 1 , . . . , x m ) is its norm ||x|| = x 2 1 + · · · + x 2 m and the distance between two vectors x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y m ) is the norm of their difference: ||x − y|| = (x 1 − y 1 ) 2 + · · · + (x m − y m ) 2 . The distance between points is essential in defining limits, the central idea of calculus. There are limits of function values and limits of sequences. Focusing on the case of sequences (we will deal with limits and continuous functions in Section 8), we say a sequence {x n } of real numbers has limit x, and write lim n→∞ x n = x or just x n → x, if for every ε > 0 there is an N ≥ 1 (it is understood that N = N ε is an integer depending on ε) such that n ≥ N =⇒ |x n − x| < ε.
For a sequence {x n } in R m , we write lim n→∞ x n = x or x n → x for an x ∈ R m if for every ε > 0 there is an N = N ε such that n ≥ N =⇒ ||x n − x|| < ε.
Distances are useful not only between points in Euclidean space, but also between functions. For continuous functions f, g : [0, 1] → R, here are two different ways of defining how far apart they are:
What do these mean for the graphs of the functions below (in red and blue)?
The first formula in (2.1) is the length of the largest vertical line separating the graphs (the dashed line in the diagram), so saying f and g are close in this way means their graphs never get far apart from each other. The second formula is the area of the region over [0, 1] that is enclosed by both graphs ("area between the curves"), so f and g are close in this way if, roughly speaking, the graphs can only be far apart over small regions (thereby not affecting the total area between the curves that much).
The desire to create a single framework for all the known settings where limit ideas are used inspired Maurice Fréchet in his 1906 PhD thesis [2] to make the following definition. Definition 2.1. A metric on a set X is a function d : X × X → R satisfying the following three properties: A set X together with a choice of a metric d on it is called a metric space and is denoted (X, d), or just denoted X if the metric 1 is understood from context.
The third property in the definition of a metric is called the triangle inequality since it abstracts the fact that the length of one side of a triangle is at most the sum of the lengths of the other two sides (see figure below). 
This is the usual distance used in R m , and when we speak about R m as a metric space without specifying a metric, it's the Euclidean metric that is intended.
To check d E is a metric on R m , the first two conditions in the definition are obvious. The third condition is a consequence of the inequality ||x + y|| ≤ ||x|| + ||y|| (replace x and x − z and y with z − y), and to show this inequality holds we will write ||x|| in terms of the dot product: ||x|| 2 = x 2 1 + · · · + x 2 m = x · x, so ||x + y|| 2 = (x + y) · (x + y) = x · x + x · y + y · x + y · y = ||x|| 2 + 2x · y + ||y|| 2 ≤ ||x|| 2 + 2|x · y| + ||y|| 2 .
The famous Cauchy-Schwarz inequality says |x · y| ≤ ||x||||y||, so ||x + y|| 2 ≤ ||x|| 2 + 2||x||||y|| + ||y|| 2 = (||x|| + ||y||) 2 and now take square roots. A different metric on R m is
Again, the first two conditions of being a metric are clear, and to check the triangle inequality we use the fact that it is known for the absolute value. If max |x i − y i | = |x k − y k | for a particular k from 1 to m, then d ∞ (x, y) = |x k − y k |, so
While the metrics d E and d ∞ on R m are different, they're not that different from each other since each is bounded by a constant multiple of the other one: Checking these are metrics is left to the reader. 2 Notice for d 1 that the condition d 1 (f, g) = 0 =⇒ f = g for being a metric uses continuity of the functions to know 1 0 |f (x)−g(x)| dx = 0 =⇒ |f (x) − g(x)| = 0 for all x ∈ [0, 1]. 3 Unlike with the two metrics on R m in Example 2.2, while we have d 1 (f, g) ≤ d ∞ (f, g) there is no constant A > 0 that makes d ∞ (f, g) ≤ Ad 1 (f, g) for all f and g. These metrics d 1 and d ∞ on C[0, 1] are quite different. In terminology we'll meet later, C[0, 1] is complete for d ∞ but not for d 1 .
Example 2.4. If (X, d) is a metric space and Y is a subset of X, then Y with the metric d| Y that is d with its domain restricted to Y × Y is also a metric space (check!). For example, each subset of R is a metric space using d(x, y) = |x − y| for x and y in the subset. Example 2.5. Every set X can be given the discrete metric d(x, y) = 0, if x = y, 1, if x = y, 2 For d∞ to make sense requires each continuous function on [0, 1] to have a maximum value. This is the Extreme Value Theorem, which we'll prove later as Theorem 8.2. It is convenient to have d∞ available strictly for examples before then. 3 For p ≥ 1 the function dp(f, g) = p 1 0 |f (x) − g(x)| p dx is a metric on C[0, 1], and as p → ∞, dp(f, g) → max 0≤x≤1 |f (x) − g(x)|, which is why the metric d∞ has the notation it does.
which sets all pairs of (distinct) points in X at distance 1 from each other. All three conditions for being a metric are easy to check.
Example 2.6. If d is a metric on X, then the functions d (x, y) = min(d(x, y), 1) and d (x, y) = d(x, y)/(1 + d(x, y)) are also metrics on X. The only part that requires careful checking is the triangle inequality, which is left to the reader. Note d and d are both bounded: they never take a value larger than 1. These two metrics are similar to the original metric d when d has value at most 1:
d(x, y) ≤ 1 =⇒ d (x, y) = d(x, y) and 1 2 d(x, y) ≤ d (x, y) ≤ d(x, y).
If d(x, y) > 1 then d and d change the distance between x and y in different ways: d redefines the distance to be 1, while d makes the distance less than 1 in a smoother way.
Limit of a sequence in a metric space
Armed with a notion of distance, as codified in a choice of a metric, we can carry over the definition of the limit of a sequence from Euclidean space to metric spaces. Definition 3.1. For a sequence x n in a metric space (X, d), we say x n converges to x ∈ X, and write lim n→∞ x n = x or x n → x, if for every ε > 0 there is an N = N ε such that n ≥ N =⇒ d(x n , x) < ε.
If a sequence in (X, d) has a limit we say the sequence is convergent.
Example 3.2. For x ∈ X, the constant sequence {x, x, x, . . .} is convergent with limit x. Similarly, an eventually constant sequence (x n = x for all large n) is convergent. This is true no matter what metric is used. Example 3.3. If d is the discrete metric on X then a convergent sequence must be eventually constant: if d(x n , x) < 1 for large n then x n = x for large n.
These examples are boring. The reader should know many interesting examples of convergent sequences in R from calculus. Saying x n → x in a metric space (X, d) is the same as saying d(x n , x) → 0 in R: convergence of a sequence to a specific value means the distance between the terms of the sequence and that value tends to 0.
To get used to the terminology, let's prove four intuitively reasonable theorems about convergent sequences (try drawing a picture for each one).
Proof. Showing the numbers d(x n , x n+1 ) tend to 0 means we want to show for every ε > 0 that there is an N such that n ≥ N =⇒ d(x n , x n+1 ) < ε. (We don't need to say |d(x n , x n+1 )| < ε since values of a metric are nonnegative.) Say lim n→∞ x n = x. Using the triangle inequality,
The two terms on the right get small when n is large, so d(x n , x n+1 ) gets small when n is large. To be precise, for ε > 0 also ε/2 > 0, so there's an N ≥ 1 such that for all m ≥ N we have d(x m , x) < ε/2. Therefore
Remark 3.5. If we had stuck with ε rather than ε/2 all the way through the proof then we'd get 2ε at the end instead of ε, and then we'd have to say "Now go back and replace ε with ε/2 . . ." to get the desired conclusion. The idea of using ε/2 in place of ε in the middle in order to get a single ε at the end is called an ε/2 argument. This type of reasoning occurs all the time in analysis. Instead of ε/2 one might use ε/3, √ ε, or ε/2 n (the last one is good if we have a whole sequence of terms that need bounds whose sum is still less than ε). Theorem 3.6. Every subsequence of a convergent sequence in a metric space is also convergent, with the same limit.
Proof. Let x n → x in (X, d) and let {x n i } be a subsequence of {x n }. Then n 1 < n 2 < · · · . Set y i = x n i . We want to show y i → x.
For ε > 0 there is an N such that n ≥ N =⇒ d(x n , x) < ε. Since the integers n i are increasing, we have n i ≥ N if we go out far enough: there's an I such that
Theorem 3.7. In a metric space (X, d), if two sequences {x n } and {x n } converge to the same value then d(x n , x n ) → 0.
, x) and the last two terms get small for large n. This suggests using an ε/2 argument.
For each ε > 0 there's an N 1 such that n ≥ N 1 =⇒ d(x n , x) < ε/2 and an N 2 such that
The converse to Theorem 3.7 is false: sequences for which d(x n , x n ) → 0 do not have to converge. After all, let {x n } be an arbitrary sequence and let x n = x n for all n, so d(x n , x n ) = 0 all the time.
The next result is a partial converse to Theorem 3.7.
Theorem 3.8. In a metric space (X, d), if x n → x and {x n } is a sequence such that d(x n , x n ) → 0 then x n → x.
Proof. This will be an ε/2 argument. Pick ε > 0. We want to find an N such that n ≥ N =⇒ d(x n , x) < ε. There's an N 1 such that n ≥ N 1 =⇒ d(x n , x) < ε/2. Since the real numbers d(x n , x n ) tend to 0, there's an N 2 such that n ≥ This sequence converges to 0 in the metric d 1 but not in the metric d ∞ :
In fact the sequence {x n } in C[0, 1] has no limit at all relative to the metric d ∞ .
To prove {x n } has no limit in (C[0, 1], d ∞ ), not just that the constant function 0 is not a limit, we seek a property that all convergent sequences satisfy and the sequence {x n } in (C[0, 1], d ∞ ) does not satisfy. Theorem 3.4 tells us every convergent sequence in a metric space has the distance between consecutive terms tending to 0. Might d ∞ (x n , x n+1 ) not tend to 0? Well,
is is maximized on [0, 1] at x = n/(n + 1), where the value is (n/(n + 1)) n (1 − n/(n + 1)) ∼ (1/e)(1/(n + 1)) → 0. Our idea failed to help.
Rather than looking at the distance between consecutive terms in a sequence, we can look at the distance between the nth and (2n)th terms. In the proof of Theorem 3.4 it wasn't so crucial that the terms from the sequence were consecutive. The exact same reasoning used there works with the nth and (2n)th terms, so if the sequence {x n } in (C[0, 1], d ∞ ) has a limit then d ∞ (x n , x 2n ) → 0 as n → ∞. Since
x n (1 − x n ) and the function x n (1−x n ) on [0, 1] has its maximum value at x = 1/ n √ 2, where x n (1−x n ) = (1/2)(1/2) = 1/4, which is independent of n, this proves {x n } has no limit in (C[0, 1], d ∞ ).
To know what a metric on a set X means, know what it means to say two points are close in that metric. For example, when we say f n → f in (C[0, 1], d ∞ ), it means the graph of f n is getting close to f uniformly (at the same rate) over all of [0, 1] as n → ∞. A picture of f (in blue) and an approximation f n (in red) in the metric d ∞ is pictured below.
However the converse is false: if f n (a) → f (a) for each a ∈ [0, 1] it does not mean d ∞ (f n , f ) → 0. Pointwise convergence does not imply convergence can be controlled in the same way simultaneously on the whole domain [0, 1]. Consider the functions f n (x) on [0, 1] graphed below which are an isoceles triangle of height 1 over [0, 1/n] and 0 for x ≥ 1/n. We have f n (0) = 0 for all n, and for each a ∈ (0, 1] we have f n (a) = 0 for large enough n, so f n (a) → 0 for each a ∈ [0, 1], but d ∞ (f n , 0) = 1 so f n does not get close to the function 0 as n gets large because every f n has a peak of height 1.
Changing metrics from d ∞ to d 1 , saying f n → f in (C[0, 1], d 1 ) does not guarantee pointwise convergence. For example, d 1 (x n , 0) → 0 and numerically a n → 0 for 0 ≤ a < 1, but not at a = 1.
Cauchy sequences and completeness
One aspect of infinite series that many students find hard to understand is how convergence tests really work: one may prove with the comparison test that k≥1 x k /k 2 converges for x in the interval [−1, 1], but what does it converge to? The subtlety here is that we are saying something converges without identifying the limit in a concrete way. (Saying "the series is what the limit is" sounds more circular than explanatory.) Often we want to prove a sequence (of numbers or functions or shapes) has a limit even if we don't yet have a tidy name for the limiting object. How can convergence be detected before the limit is known?
A clue is in Theorem 3.4: if x n → x in a metric space (X, d) then d(x n , x n+1 ) → 0. The conclusion makes no reference to the original limit x. Unfortunately, this property that the terms become "consecutively close" is not good enough to characterize convergence in general metric spaces. We saw this in Example 3.11, where the sequence of power functions x n in (C[0, 1], d ∞ ) does not converge but d ∞ (x n , x n+1 ) ∼ (1/e)(1/(n+1)) → 0. A more basic example is the harmonic series, which diverges and its partial sums H n = 1 + 1/2 + · · · + 1/n are consecutively close: |H n − H n+1 | = 1/(n + 1) → 0.
By making a slight change in the proof of Theorem 3.4, we get a much stronger conclusion than consecutive closeness, and this stronger conclusion will be exactly what we need.
Theorem 4.1. If {x n } is a convergent sequence in a metric space (X, d) then the terms of the sequence become "uniformly close": for every ε > 0 there is an N ≥ 1 such that m, n ≥ N =⇒ d(x m , x n ) < ε.
Proof. We run through the proof of Theorem 3.4 and make a few changes. Letting x = lim n→∞ x n , the triangle inequality tells us for all m and n that
We now make an ε/2 argument. For every ε > 0 there's an N ≥ 1 such that for all n ≥ N we have d(x n , x) < ε/2. Therefore
This concept of uniform closeness, which is a property of a sequence involving no direct reference to a hypothetical limit, is much more stringent than consecutive closeness. For example, if H n = 1 + 1/2 + · · · + 1/n then the numbers H n are consecutively close (that is, |H n − H n+1 | → 0) but they are not uniformly close. It can be shown, for instance, that |H n − H 2n | → log 2 ≈ .693.
When calculus was acquiring rigorous foundations in the 19th century, it was realized that uniform closeness in Theorem 4.1 captures the idea of convergence for sequences without mentioning a limit for the sequence. This property is not actually called uniform closeness, but is named in honor of Cauchy, who articulated and used it in the setting of infinite series. Proof. This is Theorem 4.1.
Corollary 4.4. If (X, d) is a metric space and Y is a subset of X given the induced metric d| Y , then each sequence in Y that converges in X is a Cauchy sequence in (Y, d| Y ).
Proof.
A sequence {y n } in Y that converges in X is Cauchy in X by Theorem 4.3. Since the metric d on X is the metric we are using on Y , the Cauchy property of {y n } in X can be viewed as the Cauchy property in Y .
Example 4.5. Consider the interval (0, ∞) as a metric space using the absolute value metric induced from R. We have 1/n → 0 in R, but the sequence {1/n} has no limit in (0, ∞) since 0 ∈ (0, ∞). The sequence {1/n} is a Cauchy sequence in (0, ∞) by Corollary 4.4 but it is not a convergent sequence in (0, ∞).
Example 4.6. On R m , the metrics d E and d ∞ satisfy d ∞ ≤ d E ≤ √ m d ∞ , so a sequence in R m is Cauchy with respect to one of these metrics if and only if it is Cauchy with respect to the other one.
Being a Cauchy sequence means if you go out far enough into the sequence then all the terms from some point onwards are as close together as you wish. While this property is much stronger than being a consecutively close sequence, a sequence whose terms get consecutively close rapidly enough is a Cauchy sequence. The next theorem says that being consecutively close at least at the rate of a geometric progression is rapid enough.
Theorem 4.7. If {x n } is a sequence in a metric space (X, d) such that d(x n , x n+1 ) ≤ ar n for all n, where a > 0 and 0 < r < 1, then {x n } is a Cauchy sequence.
Proof. For 1 ≤ m < n, a massive use of the triangle inequality tells us
Since 0 < r < 1, the terms ar n tend to 0 as n → ∞. Now if we pick an ε > 0, choose N large enough that r N < (1 − r)ε/a. (Why (1 − r)ε/a and not ε? You'll soon see.) For m, n ≥ N , without loss of generality m ≤ n so by our prior calculation d(x m , x n ) < ar m /(1 − r) ≤ ar N /(1 − r), which is less than ε, so our sequence is Cauchy.
More generally, if d(x n , x n+1 ) ≤ c n and the infinite series ∞ n=1 c n in R converges then {x n } is a Cauchy sequence.
Just as convergence is preserved when passing to a subsequence (Theorem 3.6), so is the Cauchy property.
Theorem 4.8. Every subsequence of a Cauchy sequence in a metric space is also a Cauchy sequence.
Proof. Adapt the proof of Theorem 3.6. Details are left to the reader. Theorem 3.8 also has an analogue for Cauchy sequences.
Theorem 4.9. In a metric space (X, d), if {x n } is a Cauchy sequence and {x n } is a sequence such that d(x n , x n ) → 0 then {x n } is a Cauchy sequence.
Proof. Use d(x m , x n ) ≤ d(x m , x m ) + d(x m , x n ) + d(x n , x n ). and an ε/3 argument to adapt the proof of Theorem 3.8.
A Cauchy sequence in a metric space X should be thought of as a sequence that wants to have a limit in X, but we saw in Example 4.5 that not all Cauchy sequences in X necessarily have a limit in X. If a metric space has a non-convergent Cauchy sequence then we should imagine the space has a point missing where the "ideal limit" for that nonconvergent Cauchy sequence ought to be. A metric space in which all Cauchy sequences converge has no missing points, and such spaces have a special name.
Definition 4.10. A metric space (X, d) is called complete if every Cauchy sequence in X converges in X: if {x n } is Cauchy in X then there's an x ∈ X such that x n → x.
Convergent sequences are always Cauchy (Theorem 4.3), and metric spaces are complete when the converse is true, so Cauchy = convergent for sequences in complete metric spaces. Analysis uses completeness of a metric since often the only way to construct a limit is to create a Cauchy sequence first and then pass to its limit.
Let's take a look at some complete and incomplete metric spaces. The open intervals (0, 1) and (0, ∞) with metric from R are not complete: a sequence in the interval that tends to 0 is Cauchy but does not converge in the interval.
Example 4.13. The rational numbers Q with the absolute value metric d(r, s) = |r − s| are not complete. To prove this, pick an irrational real number L (like √ 2 or π) and let r n be the sequence of decimal approximations to L truncated at the 1/10 n place. Each finite decimal is rational, so r n ∈ Q. Since r n → L in R, {r n } is a Cauchy sequence in Q (Corollary 4.4). However, {r n } has no limit in Q, so Q is not complete.
Example 4.14. The integers with the absolute value metric are complete: each Cauchy sequence in Z (as a metric space inside R) is eventually constant. This is boring.
Example 4.15. A set X with the discrete metric on it (Example 2.5) is complete: if d is the discrete metric and d(x m , x n ) < 1 then x m = x n , so every Cauchy sequence for the discrete metric is an eventually constant sequence, which clearly converges.
Example 4.17. The metric space (C[0, 1], d 1 ) is not complete. To prove this we will follow the idea of Example 4.13 by writing down a discontinuous function that is a d 1 -limit of continuous functions. Note the d 1 -metric makes sense for piecewise continuous functions on [0, 1], since they are integrable.
In the picture below, let f (x) (in red) be the discontinuous function that's 0 for 0 ≤ x < 1/2 and 1 for 1/2 ≤ x ≤ 1. For n ≥ 2 let f n (x) be a piecewise linear approximation (in blue) breaking from values 0 and 1 at x = 1/2 ± 1/n, where it's linear in between.
The region below f n (x) and above the x-axis to the left of x = 1/2 is a right triangle with a base of width 1/2 − (1/2 − 1/n) = 1/n and height 1/2, so
Therefore
which tends to 0 as m, n → ∞. Thus {f n } is Cauchy in (C[0, 1], d 1 ), but it has no limit in this metric space. If f n → g in (C[0, 1], d 1 ) then for 1/2 < b < 1. Therefore g(x) = 0 for 0 ≤ x < 1/2 and g(x) = 1 for 1/2 < x ≤ 1, but no value can be assigned to g(1/2) to make this continuous.
When a metric space is not complete, like (Q, | · |) or (C[0, 1], d 1 ), we want to "fill in all the holes" to create a complete metric space containing the original one. To describe this larger space, we need one more concept. Definition 4.20. A completion of a metric space (X, d) is a complete metric space ( X, d) that contains X, the metric d restricted to X is d, and X is a dense subset of X.
Example 4.21. The completion of (Q, | · |) is (R, | · |). If we think of R inside R 2 as the x-axis then the completion of Q is not R 2 even though R 2 is complete because Q is not dense in R 2 . The idea of a completion is filling in the holes (missing limits of Cauchy sequences) and not adding anything more, which is why the completion of a metric space is required to have the original space as a dense subset. Allowing the endpoints to be ±∞ introduces the distinction between bounded and unbounded intervals. There are theorems about continuous or differentiable functions on intervals (Intermediate Value Theorem, Extreme Value Theorem, Mean Value Theorem), definite integrals are defined on intervals, and the set of numbers where a power series converges is an interval. What is so special about intervals?
It turns out that the key feature of intervals for one application may be quite different from the key feature needed for another application. Over the next few sections we will isolate several of these features and present the generalization of each one in metric spaces. This leads to many special types of subsets of a metric space, such as open balls, closed balls, compact subsets, and connected subsets. We will see that When r = 0, B(a, 0) = ∅ and B(a, 0) = {a} by the axioms for a metric. Some writers only consider balls to have positive radius.
In a general metric space, the picture to have in mind of open and closed balls should be discs in the plane: the interior of a disc for open balls and the interior of a disc together with its boundary circle for closed balls, as shown below. Theorem 5.3. Every convergent sequence in a metric space is bounded.
so d(x n , x) < r for all n ≥ 1. Thus the whole sequence is contained in B(x, r).
Theorem 5.4. Every Cauchy sequence in a metric space is bounded.
Proof. Let {x n } be Cauchy. There's an N such that m, n ≥ N =⇒ d(x m , x n ) < 1. In particular, d(x N , x n ) < 1 for n ≥ N , so as in the proof of Theorem 5.3 (using x N here in place of x there) an r can be found such that the whole sequence is in B(x N , r).
Since convergent sequences are Cauchy, Theorem 5.3 is a special case of Theorem 5.4.
We also consider the empty subset of X to be an open subset.
The idea behind the concept of a subset U being open is that the property of being in U is stable under small perturbations: if we wiggle each element of U a little bit "in all directions" then we stay inside of U . Exactly how much we can wiggle a point in U without leaving U depends on how close we are to the "edge" of U . A generic picture to have in mind for an open set in a metric space is a blob without its boundary, as in the picture below. For the second part, we may assume each U i is nonempty, since otherwise the intersection is empty, and ∅ is open by definition. Pick x ∈ U 1 ∩ · · · ∩ U n . For each j = 1, . . . , n we have B(x, r j ) ⊂ U j for some r j > 0, so B(x, r) ⊂ U 1 ∩ · · · ∩ U n when r = min(r 1 , . . . , r n ) > 0.
It is false that the intersection of infinitely many open sets has to be open. For example, in R we can write [0, 1] = n≥1 (−1/n, 1 + 1/n) and [0, 1] is not an open subset of R.
Definition 5.8. A subset C ⊂ X is called closed if for each sequence in C that has a limit in X, the limit is in C: if c n ∈ C and c n → x ∈ X then x ∈ C. We also consider the empty subset of X to be a closed subset. A subset being closed means limit operations don't take us outside the set. The following picture is a closed blob. It includes the boundary curve, so no sequence in the closed blob can have a limit outside the closed blob.
Theorem 5.9. Every closed ball B(a, r) in X is a closed subset.
Proof. We need to show for each sequence
Assume to the contrary that d(a, x) > r. We are going to prove from x n → x that d(a, x n ) > r for some n, which would be a contradiction since every x n is in B(a, r). Consider the open ball with center x and radius r = d(a, x) − r. Then r > 0. The picture above suggests that no element of B(x, r ) lies in B(a, r), and we can prove this using the triangle inequality:
, so x n ∈ B(a, r) and that's a contradiction. Thus "d(a, x) > r" is false, so d(a, x) ≤ r.
Here is the "closed" counterpart of Theorem 5.7.
Theorem 5.10. In a metric space, if {C i } is a collection of closed subsets then i∈I C i is closed. If C 1 , . . . , C n are finitely many closed subsets then C 1 ∪ · · · ∪ C n is closed.
Proof. We can assume i∈I C i = ∅, since the empty set is closed by definition. Thus we can assume each C i is nonempty.
Call the metric space X and let {c n } be a sequence in i∈I C i that converges to some
For the second part, we can assume at least one of C 1 , . . . , C n is nonempty, so the union is nonempty. Let {c n } be a sequence in C 1 ∪ · · · ∪ C n with limit x ∈ X. We want to show x is in the union. A sequence has infinitely many terms, so one of C 1 , . . . , C n contains infinitely many terms of the sequence. That is, a subsequence of {c n } lies entirely inside some C j . Since each subsequence of a convergent sequence also converges with the same limit (Theorem 3.6), and C j is closed, it follows that x ∈ C j ⊂ C 1 ∪ · · · ∪ C n .
It is false that the union of infinitely many closed subsets has to be closed. For example, in R we can write (0, 1) = n≥1 [1/n, 1 − 1/n] and (0, 1) is not a closed subset of R.
Theorem 5.11. Every closed subset of a complete metric space is complete.
Proof. Let C be a closed subset of X. Each Cauchy sequence in C is Cauchy in X, so it has a limit x ∈ X by completeness of X. Since C is a closed subset of X, we must have x ∈ C. Thus all Cauchy sequences in C converge in C, so C is complete.
Definition 5.12. A limit point of a subset S ⊂ X is a point of X that is the limit of some sequence in S.
Definition 5.13. The closure of a subset S ⊂ X is the union of S and its limit points in X. This set is denoted S. Theorem 5.15. For every subset S ⊂ X, its closure S is closed in X and S is the smallest closed subset of X containing S. In particular, S is closed if and only if S = S.
Proof. If S ⊂ C ⊂ X and C is closed in X then each limit point of S lies in C, so S ⊂ C. It remains to show S is closed.
Let {x n } be a sequence in S with limit x ∈ X. Since each x n is a limit point of S, there's some s n ∈ S such that d(x n , s n ) < 1/n. Then x n → x and d(x n , s n ) → 0, so s n → x by Theorem 3.8. Therefore x ∈ S.
Dense subsets were defined in Definition 4.18. They can also be described using closures. Proof. Saying S is dense means every element of X is a limit point of S, so X ⊂ S. The reverse containment is true by definition.
We have developed properties of open subsets and closed subsets separately. The following theorem shows they are in fact complementary concepts! Proof. Pick an open subset U . To prove its complement X − U is closed, we can assume X − U = ∅ since the empty set is closed by definition.
Let {x n } be a sequence in X − U with limit x ∈ X. To prove x ∈ X − U , assume this is not true, so x ∈ U . Then there's some r > 0 such that B(x, r) ⊂ U . However, since x n → x the ball B(x, r) must contain some x n , which is impossible since x n ∈ X − U . Thus x ∈ U . Now pick a closed subset C. We want to prove its complement X − C is open, and as before we can assume X − C = ∅ since the empty set is open by definition. Pick a point x ∈ X − C. We want to find an r > 0 such that B(x, r) ⊂ X − C. Assume there is no such r, so for every r > 0 the ball B(x, r) contains an element of C. Using the sequence of radii 1/n, for each n ≥ 1 the ball B(x, 1/n) contains some element, say x n , of C. Then d(x, x n ) < 1/n for all n, so x n → x. Since every x n is in C and C is closed, we deduce that x ∈ C too. That is a contradiction, so X − C is open. 
so from Theorem 5.6 saying i∈I U i is open, Theorem 5.17 implies that i∈I C i is closed.
Compact subsets
Closed bounded intervals are nice for functions: every continuous real-valued function on a closed bounded interval is bounded and has maximum and minimum values (see below on left), but 1/x on (0, 1) is unbounded above and has no minimum (see below on right). What lies behind the better properties of continuous real-valued functions on closed bounded intervals turns out to be a property of the interval having nothing to do with functions: every sequence in a closed bounded interval has a subsequence converging in that interval. Even if a sequence itself does not converge, some subsequence does. In a general metric space X, subsets with this property get a special name. Definition 6.1. A subset K of a metric space is called compact if every sequence in K has a subsequence that converges in K.
The notion of a compact set (in a metric space) was first defined by Fréchet. We will see in Section 8 some reasons why it is important. It is not an exaggeration to say compactness is one of the most important concepts in mathematics. Its initial applications were in analysis, but it is used in geometry, number theory, and even mathematical logic.
Here we will give some examples (and non-examples) and discuss some properties. We start with the fundamental example.
All the terms of the sequence are within distance b − a of each other. To extract a convergent subsequence, we use a repeated bisection method.
where m = (a+b)/2 is the midpoint. Infinitely many of the terms in the sequence {x n } have to be in [a, m] or infinitely many have to be in [m, b] (or maybe both happen). Focusing on a subinterval with infinitely many x n in it, we get a subsequence denoted x (1) n in which all terms are within (b − a)/2 of each other. Take that subinterval we chose and divide it into left and right halves (overlapping at the midpoint). Once again, infinitely many terms of {x (1) n } have to be in one of the two halves, so by passing to the terms of the subsequence in such a half we get a new (refined) subsequence {x (2) n } in which all the terms are within (b − a)/4 of each other. Repeating this process, we get for each k ≥ 0 a subsequence {x n = x n ). The way we construct these subsequences makes them nested:
Now set y n = x (n) n for n ≥ 1. The sequence {y n } is a subsequence of {x n } and |y n − y n+1 | ≤ (b − a)/2 n . Since the sequence {y n } gets consecutively close at least as quickly as the geometric progression (b − a)/2 n , it is a Cauchy sequence by Theorem 4.7. By completeness of R, the sequence y n has a limit in R, and this limit is in [a, b] since closed intervals are closed subsets (Theorem 5.9). Thus {x n } has a subsequence that converges in [a, b].
Example 6. 3 . The open interval (0, 1) is not compact in R since the sequence 1/2, 1/3, 1/4, . . . , 1/n, . . . does not have a convergent subsequence within (0, 1): the sequence converges to 0, so all of its subsequences converge to 0, but 0 ∈ (0, 1). In a similar way, no
Proof. Let x n = (x n1 , . . . , x nm ) be a sequence in the box. Look at the sequence of first components: {x n1 } is a sequence in [a 1 , b 1 ], so by compactness of this interval (Theorem 6.2) there is a convergent subsequence {x n i 1 } where n 1 < n 2 < . . ., with limit
Consider the subsequence x n i = (x n i 1 , . . . , x n i m ). The first components converge to y 1 . Look now at the second components x n i 2 : it is a sequence in [a 2 , b 2 ], so by compactness of this interval there is a convergent subsequence x n i j 2 with limit y 2 ∈ [a 2 , b 2 ]. The corresponding subsequence of first components x n i j 1 still converges to y 1 since a subsequence of a convergent sequence has the same limit (Theorem 3.6). Now the sub-subsequence x n i j in the box has its first components converge to y 1 and its second components converge to y 2 . Repeating this argument until we exhaust all the components, we will finally get a subsequence of {x n } in which the kth components have a limit y k ∈ [a k , b k ], so that subsequence converges to (y 1 , . . . , y m ), which is in the box.
Every bounded sequence in R m lies in a closed bounded box, so Theorem 6.4 tells us that every bounded sequence in R m has a convergent subsequence. 5 Theorem 6.5. Every closed and bounded subset of R m is compact. 4 A student taking a real analysis course told me the instructor focused a lot on [a, b] and the student didn't understand why there is a big fuss about distinguishing between [a, b] and (a, b) since "they only differ in two points." Those two points make a huge difference, since it's why [a, b] is compact and (a, b) is not. 5 This property of bounded sequences in Euclidean space is called the Bolzano-Weierstrass theorem.
Proof. Let C be a closed and bounded subset of R m and {c n } be a sequence in C. We want to show {c n } has a subsequence that converges in C.
Since C is bounded in R m it lies in some open ball B(a, r), which in turn lies in the closed box [a 1 − r, a 1 + r] × · · · × [a m − r, a m + r]. This box is compact (Theorem 6.4), so {c n } has a subsequence converging in this box, and the limit of this subsequence lies in C since C is closed.
Example 6.6. Every closed ball in R m is compact, since closed balls are closed subsets and are clearly bounded.
Theorem 6.7. Every compact subset of a metric space is closed and bounded.
Proof. Let K be a compact subset of the metric space X.
K is closed: Suppose c n ∈ K and c n → x ∈ X. We want to show x ∈ K. By compactness of K, there is a subsequence c n i with a limit c ∈ K. When a sequence converges, every subsequence converges to the same limit (Theorem 3.6), so c n i → x. Thus c = x, so x ∈ K.
K is bounded: We will prove, contrapositively, that an unbounded subset S of a metric space is not compact. Pick s 0 ∈ S. Since S is unbounded, for each integer n ≥ 1 there is an s n ∈ S such that d(s 0 , s n ) > n. It should be intuitively clear that the sequence {s n } is not bounded. To prove this, we show every open ball in X can contain only finitely many s n : if s n ∈ B(a, r), and then
which is false for large enough n. Since no open ball contains infinitely many s n , every subsequence of {s n } is unbounded. Therefore no subsequence of {s n } can converge, since convergent sequences are bounded (Theorem 5.3). Theorems 6.5 and 6.7 together give the following important characterization of compact subsets of Euclidean space. Proof. By Theorem 6.7, every compact subset of a metric space is closed and bounded. By Theorem 6.5, every closed and bounded subset of R m is compact. Theorem 6.8 is not true in general metric spaces: a closed and bounded subset of a metric space does not have to be compact. That is, the converse of Theorem 6.7 in some metric spaces is false. Example 6.9. On R m change the Euclidean metric d E to one of the bounded metrics min(1, d E ) or d E /(1 + d E ). Convergent sequences and limits in R m for these metrics are the same as for d E (Example 3.10), so they define the same closed subsets (and, by taking complements, the same open subsets) of R m as d E does. All closed subsets of R m are bounded in these metrics, but many closed subsets of R m (like R m itself) are not compact.
Here's a less weird counterexample to the converse of Theorem 6.7 (no strange metric).
Example 6.10. We will show in the complete metric space (C[0, 1], d ∞ ) that the closed unit ball B(0, 1) is not compact. 7 The sequence of functions x n lies in this ball and we will show it has no convergent subsequence. In Example 3.11 we showed this sequence is not convergent, but saying it has no convergent subsequence is much stronger.
Suppose a subsequence {x n i } has a limit f in (C[0, 1], d ∞ ). For each a ∈ [0, 1] we have
and since d ∞ (x n i , f ) → 0 as i → ∞ it follows that a n i → f (a) as i → ∞. The exponents n 1 , n 2 , . . . are increasing, so if 0 ≤ a < 1 then a n i → 0. Thus f (a) = 0. If a = 1 then a n i = 1 for all n i , so f (1) = 1. But the function that's 0 on [0, 1) and 1 at 1 is not continuous.
The property of a subset S of a metric space X being compact can be described in a completely different way than with sequences and subsequences, using instead open coverings: an open covering of S is a collection of open subsets U i in X such that S ⊂ i∈I U i . Here is a picture of an open covering of a closed ball in the plane.
Theorem 6.11. The following properties of a subset K ⊂ X are equivalent.
(1) K is compact, i.e., every sequence in K has a subsequence converging in K.
(2) Every open covering of K in X has a finite subcovering:
Proof. (1) =⇒ (2):
Step 1: For each r > 0, K is contained in a finite union of balls of radius r centered at points in K.
We prove this by contradiction: assume K is not in a finite union of balls B(x, r) for x ∈ K. Then starting with an x 1 ∈ K we can build a sequence {x n } inductively: if n ≥ 2 and we have x 1 , . . . , x n in K, by assumption K is not contained in B(x 1 , r) ∪ · · · ∪ B(x n , r), so there's some x n+1 ∈ K that's not in that union. The sequence {x n } we have made has the property d(x n+1 , x k ) ≥ r for k = 1, . . . , n and all n, which is equivalent to saying d(x m , x n ) ≥ r for all pairs of distinct integers m and n.
From (1), the sequence {x n } has a subsequence {x n j } with a limit x ∈ K, so for all large enough n j we have d(x n j , x) < r/2. Then for two different large n j and n j we get
and that contradicts the property at the end of the previous paragraph. This ends Step 1.
Step 2: Let {U i } i∈I be an open covering of K in X. Then there is a number r > 0 such that for all x ∈ K the ball B(x, r) is in some U i . (Stop at this point and check for K = [0, 1] and its open covering by the two intervals (−.3, .75) and (.5, 1.5) that this claim is true with r = .25.)
We will prove r exists by assuming it does not and getting a contradiction. If there is no such r then we can't use the numbers 1/n for n = 1, 2, . . . as r, so for each n ≥ 1 there's an x n ∈ K such that B(x n , 1/n) is not in each U i . We have built a sequence {x n } in K, so by (1) there is a subsequence {x n j } converging to some x ∈ K. The point x has to be in some member of the open covering, say x ∈ U i . Since U i is open, we have B(x, 1/m) ⊂ U i for some m ≥ 1. Since n j → ∞ and d(x n j , x) → 0, for suitably large n j we have both n j > 2m and d(x n j , x) < 1/(2m). For that n j we have the implication (2) =⇒ (1): Let {x n } be a sequence in K. We want to show (2) implies there is a convergent subsequence, or equivalently the sequence {x n } has a limit point in K. (This includes the possibility that a point occurs infinitely often in the sequence, making it a limit of a constant subsequence.) Assume there is no limit point: no point in K is the limit of a subsequence of {x n }. Then for each y ∈ K there must be an r y > 0 such that the ball B(y, r y ) contains only finitely many terms from {x n }: if every ball centered at y had infinitely many terms from {x n } in it then we could build a subsequence tending to y by using radius 1, 1/2, 1/3, . . ..
The balls B(y, r y ) for y ∈ K are an open covering of K, so by (2) there is a finite subcovering: K is contained in a union of finitely many of these balls. Each of these balls has only finitely many terms from {x n } in it, so we'd get that the sequence {x n } has only finitely many terms, which is absurd.
We call condition (2) in Theorem 6.11 the open covering criterion for compactness. It leads to a second proof that compact subsets of metric spaces are closed and bounded (Theorem 6.7).
Compact subsets are closed: (This will be similar to the proof that (2) =⇒ (1) above.) If {x n } is a sequence in K that converges to some x ∈ X then we want to show x ∈ K. Every subsequence of {x n } also tends to x, so if x is not in K then every element of K is contained in an open ball that contains only finitely many terms of the sequence {x n }.
(If this were not true then some point in K would be the limit of a subsequence, which is impossible since all subsequences tend to x.) These open balls are an open covering of K, so by the open covering criterion for compactness we can extract a finite subcovering, but that implies the sequence has only finitely many terms, a contradiction.
Compact subsets are bounded: One open covering of K is x∈K B(x, 1) . By the open covering criterion for compactness there is a finite subcovering, so K ⊂ n k=1 B(x k , 1) for some finite set of points x 1 , . . . , x n in K. Thus K is in a finite union of balls, so it is bounded.
As an application of the open covering formulation of compactness, we show that all compact subsets of R, no matter how complicated they may be, share a property with closed bounded intervals: they contain maximum and minimum elements.
Theorem 6.12. For every nonempty compact subset K of R there are a ∈ K and b ∈ K such that all x ∈ K satisfy a ≤ x ≤ b.
Proof. Suppose K does not have a maximum element. Then for each x ∈ K there is y > x in K, so x ∈ (−∞, y). Thus K ⊂ y∈K (−∞, y) . This open covering of K has a finite subcovering, say K ⊂ (−∞, y 1 ) ∪ · · · ∪ (−∞, y n ) with y i ∈ K. But max(y 1 , . . . , y n ) is in K and is not in the finite subcovering, so we have a contradiction. The proof that K has a minimum element is similar.
If we try covering compact sets with subsets slightly different from open subsets, there may not be a finite subcovering. Consider [0, 1] covered by the intervals [1/(n + 1), 1/n] together with {0}, or by the intervals [1/2 + 1/2 n , 1] for n ≥ 2 together with [0, 1/2].
Connected subsets
A connected subset of a metric space is a subset that is in "one piece." What does that mean? It's easier to say what it means not to be in one piece: the subset can be covered by two disjoint open sets. For example, two closed discs in the plane that don't overlap should not be considered to be one piece. We can surround them by two open discs that don't overlap, as shown below. To say a metric space X is connected means that writing X = U ∪ V with U and V disjoint open subsets of X requires U or V to be empty. Since U and V are complements in X, saying U and V are open is the same as saying U is open and closed (or "clopen"), so X being connected is equivalent to saying there are no subsets of X that are both open and closed other than ∅ and X. Set S = {x ∈ A : x < b}, which is nonempty since a ∈ S. Since S is bounded above it has a least upper bound, say . Then a ≤ ≤ b, so ∈ [a, b] ⊂ (0, 1) = A ∪ B.
If were in A, then = b so < b. Since A is an open set in R, some interval ( − ε, + ε) would lie in A. That means all numbers very close to on its right lie in A, but such numbers (taken close enough to ) are less than b, and that contradicts being an upper bound on S. So ∈ A.
If were in B, which is also an open set in R, then some interval around would lie entirely in B. However, since is the least upper bound of S there must be elements of S in every interval of the form ( − δ, ], and S ⊂ A, so we have a contradiction. Thus ∈ B.
Since is in neither A nor B, we have a final contradiction, so (0, 1) is connected.
Step Combining the last two theorems, the nonempty connected subsets of R are precisely the intervals. There is no simple characterization of connected subsets of R m for m > 1. In practice nice subsets of R m for m > 1 are proved to be connected by proving they have a stronger, more visually intuitive, property called being path-connected.
Definition 7.5. A subset S of a metric space X is called path-connected if, for every pair of points s and s in S, there is a continuous function p : [0, 1] → X such that p(t) ∈ S for all t, p(0) = s, and p(1) = s .
We call such a function p a path from s to s . Since q(t) = p(1 − t) is also continuous with q(0) = p(1) = s and q(1) = p(0) = s, we can think of a path going in either direction, from s to s or from s to s.
The picture to have of a path-connected space is the inside of the blob below, where every pair of points can be linked by a path.
Theorem 7.6. Every path-connected subset of a metric space is connected.
Proving Theorem 7.6 requires information about continuous functions on metric spaces, the topic of Section 8, so we defer the proof until then (see after Example 8.12). Using Theorem 7.6 we can "see" right away that nice regions in R 2 , R 3 , or R m for m > 3 are connected because a path can be drawn within the region between every two of its points. For example, the surface of a sphere or a solid ball in R 3 are path-connected and thus are connected. Theorem 7.6 does not imply [0, 1] is connected by being path connected since the proof of Theorem 7.6 uses the connectedness of [0, 1]! The converse of Theorem 7.6 in general is false: connectedness does not imply pathconnectedness. An example is the "infinite broom" pictured below: it is the union of the closed line segments L n from (0, 0) to (1, 1/n) as n runs over positive integers together with the (red) point (1, 0) . The x-axis strictly between 0 and 1 is not part of the set. This is connected, but there is no path from (1, 0) to another point of the set. See [1] for a proof.
(0,0) (1,1)
There is an important partial converse to Theorem 7.6: for open subsets of R m , being connected implies being path connected. The proof is omitted.
The concept most unlike being connected is being totally disconnected. A subset of a metric space is called totally disconnected if its only nonempty connected subsets are oneelement subsets (a point is always connected). Examples of totally disconnected subsets of the metric space R include Z, Q, and fractals like the Cantor set. The p-adic integers and p-adic numbers, for a prime p, are important totally disconnected metric spaces in number theory. In R m for m > 1 all open and closed balls are connected, which is a nice analogy with the one-dimensional case, but in a totally disconnected metric space no open or closed balls are connected (aside from closed balls of radius 0, i.e., points).
Continuous functions between metric spaces
Up until now the only limits we have discussed in metric spaces were limits of sequences. Now we turn to limiting values of functions defined on a metric space, and specifically continuous functions on a metric space. This is where we will see the importance of connected sets and compact sets.
Specifically, we want to prove the following two properties of continuous functions. (1, 2) . Its values are bounded above by 1, but no value of the function is greater than all other values. The difference between closed bounded intervals and open intervals is that closed bounded intervals are compact, and we'll see that is what makes the Extreme Value Theorem work.
Before we prove theorems about continuous functions we have to define continuous functions. The definition of continuity for a real-valued function on an interval, usually called the (ε, δ)-definition, goes as follows. For a real number a and a real-valued function f (x) defined on an interval containing a, we say f (x) is continuous at a and write lim x→a f (x) = f (a) if for every ε > 0 there is a δ = δ a,ε > 0 such that
If we have a real-valued function f : R m → R, and a ∈ R m , then we say f (x) is continuous at a and write lim x→a f (x) = f (a) if for every ε > 0 there is a δ = δ a,ε > 0 such that
Notice the different distances being used here, one on R m (where the function is defined) and one on R (where the function takes its values).
Definition 8. 3 . A function f : X → Y between two metric spaces is called continuous at a ∈ X if for every ε > 0 there is a δ = δ a,ε > 0 such that
If f is continuous at each point of X then we say f is continuous on X.
As a warm-up, let's show every metric is a continuous function on its metric space when we view it as a function of one of its variables, keeping the other one fixed.
Theorem 8.4. For a metric space (X, d) and point c ∈ X, the function f c : X → R that is "distance to c", namely f c (x) = d(c, x), is continuous.
Proof. Pick a ∈ X and ε > 0. We need a δ > 0 such that
The inequality on the right says |d(c, x) − d(c, a)| < ε.
Using the triangle inequality in two ways, Remark 8.5. By a two-way triangle inequality argument like the one used in this proof, show |d(x, y) − d(x n , y n )| ≤ d(x, x n ) + d(y, y n ) for x n , x, y n , y ∈ X. Therefore if x n → x and y n → y in X then this inequality shows d(x n , y n ) → d(x, y), an intuitively reasonable property.
Theorem 8.6. For a metric space (X, d) , the identity function X → X where x → x is continuous.
Proof. This is straightforward, using δ = ε.
Theorem 8.7. Addition and multiplication, as functions R 2 → R given by A(x, y) = x + y and M (x, y) = xy, are both continuous.
Proof. First we prove continuity of addition. Pick (a, b) ∈ R 2 and ε > 0. We need δ > 0 such that
We will use δ = ε/2.
To prove multiplication is continuous we estimate |M ( In this proof notice that for continuity of multiplication our choice of δ depends not only on ε, but also on the point (a, b) where we are checking continuity. This is typical: in practice the choice for δ may depend on the point at which we are proving continuity. (In the definition of continuity at a, we wrote δ = δ a,ε .) This did not happen for addition, where δ = ε/2 everywhere. Such "independence of the point" is special; it will lead later to the concept of uniform continuity. To illustrate the open-set formulation of continuity of a function, we now prove Theorem 7.6: path-connected sets are connected. The proof will use connectedness of [0, 1].
Proof. Let S be a path-connected subset of a metric space X. We will use paths in S to show that if S is not connected then [0, 1] is not connected, which of course is a contradiction, so S has to be connected.
Suppose Then
By continuity of g, g −1 (U ) is open in Y , and by continuity of f , f −1 (g −1 (U )) is open in X.
Thus g • f is continuous.
Think about why this proof of Theorem 8.8 and the first proof of Theorem 8.8 really are the same argument even though at first glance they might look different. Mathematicians consider the second proof, using open sets, to be more elegant.
As a substantial application of continuity being preserved under composition, we will prove polynomials with real coefficients are continuous. We'll need one lemma. Around each point in U there is a small square, not just a small disc, centered at the point and contained in U . See the picture below.
Thus for some suitably small ε > 0 we have (f (a) − ε, f (a) + ε) × (g(a) − ε, g(a) + ε) ⊂ U . By continuity of f and g,
Theorem 8.14. Every polynomial function in one variable with real coefficients is a continuous function R → R.
Proof. We will use Theorem 8.8 to get continuity of all polynomials from that of constant functions, f (x) = x, and addition and multiplication on R. In particular, no ε's or δ's or open sets will appear. They were used in previous results that we will invoke.
First we prove by induction that x n is continuous for each positive integer n. When n = 1 this is the identity function (Theorem 8.6). For n ≥ 2 assume by induction that x n−1 is continuous. We can think of the function x n as the composite R → R 2 → R where the first function is x → (x, x n−1 ) and the second function is multiplication (x, y) → xy: their composite is x → (x, x n−1 ) → xx n−1 = x n . The first function is continuous by Lemma 8.13 and the second function is continuous by Theorem 8.7, so their composite is continuous.
Since x n is continuous, a general monomial cx n for c ∈ R can be regarded as a composite function R → R 2 → R where the first function is x → (c, x n ) and the second function is multiplication (x, y) → xy. The first function is continuous by Lemma 8.13 since constant functions 10 and power functions are continuous. The second function is continuous by Theorem 8.7, so their composite is continuous.
Polynomials are finite sum of monomials, and we will prove they are continuous by induction on the number of monomials in the polynomial. The base case of monomials was proved above. A sum of two monomials, ax m + bx n , is a composite function R → R 2 → R where the first function is x → (ax m , bx n ) and the second function is addition (x, y) → x+y.
Both of these functions are continuous by the base case, Lemma 8.13, and Theorem 8.7, so their composite is continuous. The general inductive step is left to the reader.
Proof. We will give two proofs, one using the convergent subsequence description of compactness and the other using the open covering description of compactness.
First proof: Let {y n } be a sequence in f (S), so we can write y n = f (x n ) for some x n ∈ S. By compactness of S, the sequence {x n } in S has a convergent subsequence, say x n i → x ∈ S. Then by continuity, f (x n i ) → f (x), so y n i → f (x) ∈ f (S). We proved every sequence in f (S) has a convergent subsequence, so f (S) is compact.
Second proof:
Then f (S) ⊂ U 1 ∪ · · · ∪ U n , so every open covering of f (S) has a finite subcovering. Theorem 8.17. If X is a compact metric space and f : X → R is a continuous function with positive values everywhere then there is some c > 0 such that f (x) ≥ c for all x ∈ X, and we can take c = f (x 0 ) for some x 0 ∈ X.
Proof. The image f (X) is compact in R by Theorem 8.15, so Theorem 6.12 implies there is an
Positive continuous functions on non-compact spaces need not have a positive lower bound. Consider 1/x as a function (0, ∞) → R. There is no c > 0 such that 1/x ≥ c > 0 for all x > 0.
Corollary 8.18. If K is a compact subset of the metric space X then for each x ∈ X the distance from x to the elements of K has a minimum: there is some y 0 ∈ K such that d(x, y) ≥ d(x, y 0 ) for all y ∈ K.
Proof. Let f : K → R by f (y) = d(x, y) . This is continuous by Theorem 8.4 so its image f (K) is compact in R. By Theorem 6.12 (with K in that theorem being f (K) here) some value d(x, y 0 ) for y 0 ∈ K is a minimum value of f .
We now turn to the final topic about continuous functions that we'll discuss. It is an important refinement of continuity.
Definition 8. 19 . A function f : X → Y between two metric spaces is called uniformly continuous if for every ε > 0 there is a δ = δ ε > 0 such that for all a ∈ X,
Uniform continuity is a special kind of continuity. The difference is that uniform continuity says the value of δ can be chosen in terms of ε alone, independently of a choice of point a (so we can choose δ "uniformly in a," hence the name). Look at the graphs of y = x 2 and y = 2x below. In each case we use ε = .75 and indicate in red the largest δ-intervals around a = 1 and a = 2 on the x-axis that make |x − a| < δ =⇒ |f (x) − f (a)| < .75. For f (x) = x 2 we need a shorter interval around a = 2 to keep the f -values within .75 of f (2) than we need around a = 1 to keep f -values within .75 of f (1), but for f (x) = 2x intervals of the same radius around 1 and 2 lead to intervals of the same radius around f (1) and f (2). Linear functions on R are uniformly continuous while x 2 on R is not uniformly continuous. It is instructive to compare the definitions of continuity and uniform continuity using quantifier notation. Continuity of a function f :
The only difference is where "∀a ∈ X" appears: in continuity it is at the start while in uniform continuity it is after δ. The order of quantifiers has a substantial impact on what something means. A simpler example: it's true that ∀x ∈ R s.t. x > 0 ∃ y ∈ R s.t. y 2 = x (every positive real number has a real square root), but it's false that ∃ y ∈ R s.t. ∀x ∈ R s.t.
x > 0, y 2 = x (there's a universal square root of all positive numbers?). Definitions in real analysis have many nested quantifiers, so it's understandable why even a mathematician of the stature of Cauchy, who introduced the (ε, δ)-definition 11 of continuity, confused it with uniform continuity in proofs.
Unlike continuity, uniform continuity can't be described as a property at individual points of the domain (why?). Also unlike continuity, there no way to convert uniform continuity into a statement about general open subsets. 12 Proofs about uniform continuity use (ε, δ)language.
The last general comment we have about uniform continuity is that in its definition a and x play symmetric roles (they are quantified at the same time, unlike in the definition of continuity), so we can express uniform continuity in a way that puts a and x on an equal footing, which we therefore will write as x and x . A function f : X → Y is called uniformly continuous if for every ε > 0 there is a δ = δ ε > 0 such that for all x, x ∈ X,
This is the formulation of uniform continuity that we will use below. (Note: we are not saying all x and x satisfy d X (x, x ) < δ, but rather that they satisfy the total implication written above:
Example 8.20. We saw before that x 2 is not uniformly continuous on R, since for a given ε the function values stay within ε of each other at larger numbers that are within δ of each other only if δ is made progressively smaller. We can't use the same δ as the points get too big. But if we restrict ourselves to a bounded domain then x 2 becomes uniformly continuous. For instance, on the interval
we can use δ = ε/(2b).
Example 8.21. For a > 0 the function 1/x on [a, ∞) is uniformly continuous: Here is the fundamental property that gives rise to uniformly continuous functions.
Theorem 8.23. A continuous function f : X → Y from a compact metric space to a metric space is uniformly continuous.
This doesn't say continuous functions can't be uniformly continuous on non-compact metric spaces (see Example 8.21), only that they must be uniformly continuous on compact metric spaces.
Proof. We prove the theorem in two ways, using the subsequence description of compactness and using the open covering description of compactness.
First proof (using subsequences): Our argument will be by contradiction, starting with the assumption that f is not uniformly continuous. Figuring out what it means not to be uniformly continuous is going to take up the bulk of the proof! One way to say f is not uniformly continuous is to say it is not true that for every ε > 0 there is a δ > 0 such that all x and x in X satisfy
But this is not really progress; adding "It is not true that" to the start of a sentence in order to negate it doesn't usually let us understand the meaning of the negation.
The negation of a statement of the form "for every ε > 0 there is a δ > 0 such that something happens" is "there is an ε > 0 such that for all δ > 0 the thing does not happen." Using quantifier notation, for a proposition P the negation of
where ∼ P is the negation of P . Negating turns ∀ into ∃ and vice versa.
For us, P is "all x and
turned into "≥ ε" at the end, as a negation.) Putting everything together, the negation of f being uniformly continuous says:
The numbers x and x here may depend on δ (each δ needs an example of x and x ). Now that we can express what it means not to be uniformly continuous, assume f is not uniformly continuous. For the special ε that occurs, use δ = 1/n with n = 1, 2, 3, . . .: for each n there are x n and x n in X such that d X (x n , x n ) < 1/n and d Y (f (x n ), f (x n )) ≥ ε. We have built two sequences in X: {x n } and {x n }. By compactness of X, some subsequence {x n i } of {x n } converges in X, say to x. Also x n i → x by Theorem 3.8. By continuity of f , f (x n i ) → f (x) and f (x n i ) → f (x), so d Y (f (x n i ), f (x n i )) → 0. This contradicts the inequality d Y (f (x n ), f (x n )) ≥ ε for all n, so we're done.
Second proof (using open coverings): This proof will not be by contradiction. Pick ε > 0. For each x ∈ X, continuity of f at x implies there is some δ x > 0 such that
The balls B(x, δ x ) are an open covering of X, so by compactness there is a finite subcovering, say by B(x 1 , δ x 1 ), . . . , B(x n , δ xn ). Set δ = min(δ x 1 /2, . . . , δ xn /2) > 0. Pick x and x in X with d X (x, x ) < δ. We have x ∈ B(x i , δ x i /2) for some i = 1, . . . , n.
Thus
To illustrate the better control that is built into uniform continuity compared to continuity, we will prove uniformly continuous functions can be extended from dense subsets to the whole space. We need a lemma about a basic property of uniformly continuous functions that is not generally true of continuous functions.
Lemma 8.24. If f : X → Y is uniformly continuous and {x n } is a Cauchy sequence in X then {f (x n )} is a Cauchy sequence in Y .
Proof. Pick ε > 0. By uniform continuity there is a δ > 0 such that for all x and x in Proof. If f has an extension to a continuous function f on X then for each x ∈ X, f (x) has to equal lim n→∞ f (x n ) where {x n } is a sequence in D that converges to x (such a sequence in D exists for each x since D is dense in X). Therefore the uniqueness of a continuous extension is clear. What we have to address is the existence:
(1) If x n → x and x n → x with x n and x n in D for all n, why do the sequences {f (x n )} and {f (x n )} have a common limit? (2) Why is the function f :
continuous?
For x ∈ X, let {x n } be a sequence in D such that x n → x. Then {x n } is a Cauchy sequence in D. By Lemma 8.24 for the uniformly continuous function f : D → Y , {f (x n )} is a Cauchy sequence in Y , so this sequence has a limit since Y is complete.
We want to label lim n→∞ f (x n ) as f (x), but why is the limit well-defined from x: if {x n } and {x n } are sequences in D that tend to x, why do the convergent sequences {f (x n )} and {f (x n )} in Y have the same limit? It suffices to show d Y (f (x n ), f (x n )) → 0 (Theorem 3.8). That is, for every ε > 0 we want an N such that n ≥
From uniform continuity of f on D, for each ε > 0 there is a δ > 0 such that for all It remains to show f is continuous. We will use uniform continuity of f to prove f is in fact uniformly continuous. This will be an ε/3 argument.
By uniform continuity of f on D, for every ε > 0 there is δ > 0 such that
Suppose x and x in X satisfy d X (x, x ) < δ. There are sequences {x n } and {x n } in D such that x n → x and x n → x . Then
Since, by definition, f (x) is the limit of the f (x n ) and f (x ) is the limit of the f (x n ), for large enough n both d Y ( f (x), f (x n )) and d Y (f (x n ), f (x )) are less than ε/3. Also for large enough n, d X (x n , x n ) < δ since x n and x n both tend to x, so d Y (f (x n ), f (x n )) < ε/3 for large enough n by (8.4). Plugging this all into the above inequality, for large enough n Example 8.27. The function f (x) = 1/(x 2 − 2) on Q ∩ [1, 2] is continuous, but it is not uniformly continuous: if it were uniformly continuous then the function would extend to a continuous function on [1, 2] , which is clearly false due to a problem at x = √ 2.
Example 8.28. As a positive application of Theorem 8.23, for each a > 1 we use the theorem to construct 13 a x for irrational x > 0 from the case of rational x ≥ 0 and show a x is continuous in x. To use Theorem 8.23 we restrict attention to bounded intervals of x.
We will take for granted as background the existence of positive rational powers. For each r ∈ Q with r > 0, written as the ratio of positive integers m/n, the number a r = a m/n is the unique solution of x n = a m in (1, ∞). Its existence and uniqueness follow from the Intermediate Value Theorem since x n is continuous, increasing, and unbounded as x → ∞ with value 1 at x = 1. Take for granted that a r a s = a r+s for rational r, s ≥ 0. From this it follows that 0 ≤ r < s =⇒ a r < a s : s − r > 0 =⇒ a s−r > 1 =⇒ a s = a r a s−r > a r . Then a r → 1 as r → 0 + through rational numbers because it is true when r = 1/N and a r is increasing. 13 All we do could be adapted to 0 < a < 1, but we stick to a > 1 to keep the notation simple. , which we will also denoted by a x . For example, a √ 2 is the limit of a r for rationals r tending to √ 2. The function a x on [0, M ] for larger M has to agree with a x on [0, M ] for smaller M since there's at most one continuous extension on each [0, M ]. Therefore letting M → ∞ we get a single continuous function a x for all x ≥ 0 that agrees with the originally defined a x when the exponent x is rational.
Exercises.
(1) On R, prove the function d(x, y) = |x − y| is a metric but the function d(x, y) = (x − y) 2 is not. In Example 4.16 we stated the following theorem, which we will now prove.
Proof. To show every Cauchy sequence {f n } in this space has a limit in this space falls into three steps:
Step 1: Create a candidate limit function f .
For each a ∈ [0, 1] the sequence of numbers {f n (a)} is Cauchy since
and the value on the right is arbitrarily small for all large enough m and n. Therefore lim n→∞ f n (a) exists by completeness of R. Call the limit f (a). We have defined a function f : [0, 1] → R using pointwise considerations.
Step 2: Show f is continuous.
This will be proved with an ε/3 argument. Pick a ∈ [0, 1] and ε > 0. We need to find δ > 0 such that
which proves f is continuous at each a ∈ [0, 1].
We essentially repeat the beginning of Step 2. From {f n } being Cauchy there is an N such that m, n ≥ N =⇒ d ∞ (f m , f n ) < ε/3, so for all x ∈ [0, 1] and m, n ≥ N we have |f m (x) − f n (x)| < ε/3. Letting m → ∞ here, we get |f (x) − f n (x)| ≤ ε/3 for all x ∈ [0, 1]. Therefore d ∞ (f, f n ) ≤ ε/3 < ε.
Next we will prove Theorem 4.22, which we restate.
Theorem A.2. Every metric space has a completion.
Proof. Let the metric space be (X, d). We seek a complete metric space ( X, d) containing (X, d) as a dense subset. The purpose of the proof is to show some construction is possible, but in practice nobody thinks about a completion by the way it will be constructed here. In particular, analysts want to work with concrete complete metric spaces, not abstract completions. More comments about creating completions will be given after the proof.
Before building X, here are properties it must have if it exists.
(1) Each x ∈ X is a limit of a sequence from X since X is dense in X: x = lim n→∞ x n with x n ∈ X, so {x n } is a Cauchy sequence in X (Theorem 4.3) and thus is also a Cauchy sequence in X since d = d on X.
(2) A second Cauchy sequence {x n } in X converges to the same limit x if and only if d(x n , x n ) → 0 (Theorems 3.7 and 3.8), which is the same as d(x n , x n ) → 0 since d = d on X.
(3) The metric on X can be expressed as a limit of values of the metric on X: if x and y are in X and x n → x and y n → y with x n , y n ∈ X, then d(x n , y n ) → d( x, y) by Remark 8.5 (because d(x n , y n ) = d(x n , y n )).
Since each element of X is a limit of a Cauchy sequence in X, and two Cauchy sequences in X tend to the same value in X exactly when their termwise distance tends to 0, this suggests an idea for how to define X: let it be the set of all Cauchy sequences in X, with sequences identified when the termwise distance goes to 0. This will turn out to work, and is a generalization of one of the constructions of the real numbers out of the rational numbers: a real number is an equivalence class of Cauchy sequences of rational numbers relative to the absolute value on Q.
Let C be the set of all Cauchy sequences in X. Introduce a relation ∼ on C by {x n } ∼ {y n } if d(x n , y n ) → 0.
It is left to the reader to check ∼ is an equivalence relation on C. Denote the equivalence class of {x n } in C as [x n ], so [x n ] = {{y n } ∈ C : d(x n , y n ) → 0}.
We embed X into C by viewing each x ∈ X as the constant Cauchy sequence {x, x, x, . . .}.
For different x and y in X, the constant sequences (x, x, x, . . .) and (y, y, y, . . .) are not equivalent since d(x, y) > 0. Define X to be the set of equivalence classes in C for the relation ∼. The motivation for this definition of X is to have a set that has the first and second properties that we already observed a completion of (X, d) should have. To put a metric on X we will get motivation from the third property listed above. It suggests the definition d([x n ], [y n ]) = lim n→∞ d(x n , y n ).
There are now three things we need to verify:
(1) The function d makes sense and is a metric on X.
(2) We can view X as a dense subset of X and d restricts on X to be d.
(3) The metric space ( X, d) is complete.
(1) d makes sense and is a metric on X. First we show for Cauchy sequences {x n } and {y n } in X that the sequence {d(x n , y n )} in R is Cauchy, so it has a limit by completeness of R. (In the motivation to define d we discussed how a metric behaves on convergent sequences, but we are no longer dealing with convergent sequences, only Cauchy sequences, so knowing the numbers d(x n , y n ) have a limit really requires a proof.) By the inequality in Remark 8.5, |d(x m , y m ) − d(x n , y n )| ≤ d(x m , x n ) + d(y m , y n ).
From the Cauchy property in X both d(x m , x n ) and d(y m , y n ) become arbitrarily small for sufficiently large m and n, so the above inequality tells us that the sequence {d(x n , y n )} is Cauchy in R. Thus lim n→∞ d(x n , y n ) exists.
Since X is not the Cauchy sequences in X, but equivalence classes of them, to show d makes sense we have to check its formula doesn't change if we replace Cauchy sequences by equivalent Cauchy sequences: if {x n } ∼ {x n } and {y n } ∼ {y n } in C, we need to show lim n→∞ d(x n , y n ) = lim n→∞ d(x n , y n ). Once again we appeal to the inequality in Remark 8.5, writing it now in the form |d(x n , y n ) − d(x n , y n )| ≤ d(x n , x n ) + d(y n , y n ).
The terms on the right side both tend to 0 as n → ∞ by the definition of the relation ∼, so d(x n , y n ) − d(x n , y n ) → 0 in R. Thus the convergent sequences {d(x n , y n )} and {d(x n , y n )} in R have the same limit, and this finishes the proof that d makes sense on X.
It is left to the reader to show d is a metric on X. We raise one issue: the fact that relies on the equivalence relation used to define X. This is why it's important for X to be equivalence classes of Cauchy sequences in X and not the Cauchy sequences in X. If we had tried to work with the Cauchy sequences as the primary object, then wanting a metric on them would force us to introduce the equivalence relation ∼ anyway.
(2) X can be viewed as a dense subset of X and d = d on X.
Associate to x ∈ X the equivalence class of the constant sequence where each term is x:
x := [(x, x, x, . . .)].
If x = y in X then d(x, y) = lim n→∞ d(x, y) = d(x, y) > 0. so the function X → X where x → x is injective. This is how we view X as a subset of X, and the calculation we just made shows d = d on the copy of X inside X.
Why is the copy of X in X a dense subset? Pick an element [x n ] of X and an ε > 0. We want to find an x ∈ X such that x is within ε of [x n ]. We'll show that each element deep enough into the Cauchy sequence {x n } can be used as x. Since {x n } is Cauchy, there's an N such that m, n ≥ N =⇒ d(x m , x n ) < ε. Setting x = x N ,
Anyone who is pedantic can replace ε with ε/2 to make the limit strictly less than ε. By the same reasoning, for all m ≥ N we have d(x m , [x n ]) ≤ ε, so [(x 1 , x 2 , x 3 , . . .)] is the limit of {x m } as m → ∞. This shows that, in a loose sense, each Cauchy sequence in X has been turned into the limit of its own terms (but we have to work with equivalence classes of Cauchy sequences to make everything proper).
(3) ( X, d) is complete.
Let x 1 , x 2 , x 3 , . . . be a Cauchy sequence of elements of X. (This is a "Cauchy sequence of equivalence classes of Cauchy sequences from X," but don't think too hard about it that way.) By (2), for each n ≥ 1 we can pick y n ∈ X such that d( x n , y n ) → 0. (For example, we can make the distance at most 1/n.) Then y 1 , y 2 , y 3 , . . . is Cauchy in X by Theorem 4.9, so y 1 , y 2 , y 3 , . . . is Cauchy in X since d(y m , y n ) = d(y m , y n ). Define y = [y n ] in X. We will show x n → y.
Pick ε > 0. For all m and n, d( x n , y m ) ≤ d( x n , y n ) + d(y n , y m ) = d( x n , y n ) + d(y n , y m ).
For all sufficiently large m and n (depending on ε) we can make d( x n , y n ) < ε/2 by the definition of y n and d(y n , y m ) < ε/2 by the Cauchy property. Therefore d( x n , y m ) < ε for all sufficiently large m and n. Since For sufficiently large n, this limit is at most ε. That proves x n → y in X.
The method we just gave for constructing a completion is not the only possible construction. Let's describe a second one. For every metric space X, define C b (X) to be the set of all continuous bounded functions X → R. This is a metric space where the distance between two functions f and g is defined as sup x∈X |f (x) − g(x)|. (We use a supremum here since a continuous bounded function might not have a maximum; X could be non-compact.)
The space C b (X) with this metric is complete. A proof can be made by adapting the proof of Theorem 4.16, which is the special case X = [0, 1]. We can embed X into C b (X) by fixing a choice of a ∈ X and, in terms of this choice, associating to each y ∈ X the function f y : X → R given by f y (x) = d(y, x) − d(a, x). The function f y is continuous by Theorem 8.4 and it is bounded since |f y (x)| ≤ d(a, y) by the proof of Theorem 8.4. 14 It turns out that sup x∈X |f y (x) − f z (x)| = d(y, z), so y → f y is an embedding of X into C b (X) and the metric on C b (X) restricts to the metric d on X under this embedding. Closures of subsets are closed (Theorem 5.15) and closed subsets of complete spaces are complete (Theorem 5.11), so the closure of the embedded copy of X in C b (X) is a completion of X.
Our first construction of a completion, using equivalence classes of Cauchy sequences, is a much more robust method than the one using C b (X). The reason is that often when X has some additional structure that interacts well with the metric (e.g., being a normed vector space or a field), the method of completing using equivalence classes of Cauchy sequences shows the completion has the same additional structure automatically, whereas this is not clear by embedding of X into C b (X).
Sometimes no abstract construction of a completion shows a particular feature of X persists in its completion, so a more specific technique is needed to reveal that feature in the completion. For example, the metric space of functions (C[0, 1], d 1 ) is incomplete (Example 4.17) and analysts want to think of elements in the completion as functions on [0, 1]. Part of a course on measure theory is devoted to explaining why the completion consists of certain real-valued functions on [0, 1].
