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7INTRODUCCION
La presente Memoria tiene por objeto la construccio´n y el estudio de cierto
tipo de ı´ndices asociados a los conjuntos compactos, invariantes y aislados
de sistemas dina´micos discretos. Estos ı´ndices, de propiedades ana´logas a las
del ı´ndice de Conley, nos permitira´n obtener informacio´n sobre la dina´mica
en los conjuntos mencionados. El desarrollo de nuestra investigacio´n re-
querira´ el empleo de te´cnicas de ı´ndice de Conley.
Dividimos el contenido de este texto en tres partes. En la primera de
ellas (Cap´ıtulo I) construimos el ı´ndice shape asociado a un compacto in-
variante y aislado de un sistema dina´mico discreto definido sobre un espacio
me´trico. Lo novedoso de esta construccio´n es que prescinde de la condicio´n
de compacidad local del espacio, que hasta ahora siempre se hab´ıa exigido.
A cambio impondremos cierta condicio´n, ma´s de´bil, de compacidad sobre la
aplicacio´n (condicio´n de Rybakowski).
En la segunda parte (Cap´ıtulos II y III) asociamos a un compacto inva-
riante y aislado de un sistema dina´mico discreto f en un ANR localmente
compacto X, los ı´ndices de punto fijo de las aplicaciones inducidas por f en
ciertos hiperespacios de X. Calcularemos sus valores y veremos cua´l es su
significado dina´mico.
Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen y sea K
un compacto invariante, aislado y conexo. La tercera y u´ltima parte de este
estudio (Cap´ıtulo IV) calcula el ı´ndice de punto fijo, en los entornos aislantes
de K, de las iteraciones de f , i 2(fk, U(K)). Este co´mputo, que generaliza
un reciente teorema de Le Calvez y Yoccoz, proporciona resultados sobre la
existencia de soluciones perio´dicas de f en K. De igual modo obtenemos un
corolario que niega la existencia de homeomorfismos minimales en ciertos
subconjuntos de S2.
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9CAPITULO I
INDICE SHAPE EN ESPACIOS METRICOS
Resumen. En este cap´ıtulo se resuelven dos problemas planteados por
M.Mrozek en [97]. Sea X un espacio me´trico localmente compacto, U un
subconjunto abierto de X y f : U → X una aplicacio´n continua. Sea K
un conjunto compacto, invariante y aislado para f . Mrozek introdujo, en
este contexto, el ı´ndice shape de K como cierto l´ımite inverso en la categor´ıa
shape, con punto base, y propuso la posibilidad de extenderlo al marco de los
espacios me´tricos. Las dificultades te´cnicas para dicha extensio´n se deben
fundamentalmente a que los functores shape y l´ımite inverso no conmutan,
en general, fuera de la clase de los espacios compactos. Resolveremos este
problema compensando la ausencia de compacidad local del espacio con la
imposicio´n de algu´n tipo de compacidad sobre la aplicacio´n. Demostraremos
que este ı´ndice coincide con el de Mrozek en espacios localmente compactos
y resolveremos el problema de la propiedad aditiva.
Estudiaremos, adema´s, que´ shapes pueden aparecer como ı´ndice de con-
juntos compactos, invariantes y aislados para f , en ANRs localmente com-
pactos. Veremos que todos los solenoides q-a´dicos aparecen con naturales
modificaciones de la herradura de Smale y demostraremos que, en este
marco, el ı´ndice no puede ser arbitrariamente complejo. Los solenoides ge-
neralizados no son el ı´ndice shape de ningu´n compacto invariante y aislado
de ninguna aplicacio´n continua definida localmente en un ANR localmente
compacto. Probaremos que, en esta situacio´n, el ı´ndice siempre puede com-
putarse suponiendo que nuestra aplicacio´n esta´ definida en el cubo de Hilbert
de lo que se deduce que el ı´ndice siempre sera´ el shape de un compacto
obtenido como l´ımite inverso de una sucesio´n (Pn, gn, ), siendo Pn = P un
poliedro finito y gn = g : P → P para cada n ∈ .
I.1. Introduccio´n
El problema de construir un ana´logo al ı´ndice homoto´pico de Conley
para sistemas dina´micos discretos fue planteado por el propio Conley en
[25]. Robbin y Salamon, en [108], dieron una solucio´n positiva a la cuestio´n
para difeomorfismos de una variedad diferenciable y compacta. La mayor
dificultad para trasladar las ideas de Conley en sistemas dina´micos continuos
al caso discreto se encuentra en la ausencia de homotop´ıas a lo largo de
las trayectorias del flujo. Robbin y Salamon usan la teor´ıa de shape para
solventar este problema. Sin embargo, la biyectividad y la diferenciabilidad
de la aplicacio´n se utilizan fuertemente.
Independientemente, Mrozek, en [95], introduce un invariante algebraico
(cohomolo´gico) para homeomorfismos de espacios me´tricos localmente com-
pactos. Mrozek y Rybakowski, en [98], extienden las ideas de Mrozek a
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aplicaciones, no necesariamente inyectivas, en espacios me´tricos no necesari-
amente localmente compactos.
Mas recientemente, Mrozek, en [97], presenta un esquema general para la
construccio´n de varios ı´ndices del tipo de Conley unificando los resultados
de [108] y [95] para aplicaciones definidas localmente en espacios me´tricos
localmente compactos. Esta simplificacio´n de las hipo´tesis es importante
porque permite aplicar la teor´ıa cuando se pretende estudiar las funciones
de Poincare´ generadas por algu´n feno´meno perio´dico. Como consecuencia
de este art´ıculo, Mrozek obtiene, de manera unificada, y en este amplio
contexto, tanto el ı´ndice cohomolo´gico como el ı´ndice shape. Este u´ltimo se
introduce como el l´ımite inverso en la categoria Sh∗, (shape con punto base),
de un sistema inverso en Sh∗. Sin embargo, Mrozek plantea dos problemas:
a) Verificacio´n de la propiedad aditiva.
b) Extensio´n del ı´ndice shape si se elimina la hipo´tesis de la compacidad
local del espacio.
El obsta´culo principal para la resolucio´n del segundo problema estriba en
que, en la teor´ıa de shape, cuando se trabaja con espacios no compactos, no
es cierto que los functores shape y l´ımite inverso conmuten.
Para hacer esta memoria lo ma´s autocontenida posible y para facilitar
su lectura, en la Seccio´n I.2 recopilaremos los preliminares necesarios sobre
la teor´ıa de shape y recordaremos algunas construcciones utilizadas en la
elaboracio´n del ı´ndice de Conley.
En la Seccio´n I.3 resolvemos los dos problemas arriba expuestos siguiendo
las ideas de [98]. En ausencia de compacidad local, utilizamos las condiciones
de Rybakowski, ver tambie´n [109] y [111], que suponen, al igual que con la
extensio´n de la teor´ıa del grado de Leray-Schauder, exigir algu´n tipo de
compacidad sobre la funcio´n. En este sentido, Benci, ver [4], introduce
un ı´ndice sobre entornos aislantes en espacios me´tricos en una teor´ıa muy
general. So´lo necesita hipo´tesis de compacidad, una vez la teor´ıa ha sido
completamente desarrollada, para obtener conclusiones. La clave de nuestra
demostracio´n se encuentra en que en los sistemas inversos que aparecera´n se
podra´ demostrar que los functores shape y l´ımite inverso conmutan aunque
los espacios con los que trabajemos no sean necesariamente compactos.
Mientras que el ı´ndice shape (homoto´pico) para flujos considerado en [108]
es siempre el tipo shape (homoto´pico) de un poliedro punteado y compacto,
el ı´ndice shape para el caso discreto puede ser ma´s complicado, incluso bajo
hipo´tesis muy favorables.
Los espacios movibles constituyen una clase muy importante en la teor´ıa
de shape. Todo espacio shape dominado por un poliedro es movible. En-
tonces, una condicio´n necesaria para que un sistema dina´mico discreto sea
deformable a uno inducido por un flujo es que su ı´ndice sea el shape de
un espacio movible. Los pro-grupos de homolog´ıa, que contienen ma´s in-
formacio´n que los grupos de homolog´ıa de Cˇech, son, con frecuencia, una
buena herramienta para detectar la ‘no movilidad’ de los espacios.
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El objetivo de la Seccio´n I.4 sera´ el estudio de los tipos shape que pueden
aparecer como ı´ndices de compactos invariantes y aislados en sistemas dina´-
micos discretos en ANRs localmente compactos. Demostraremos que el
shape de todos los solenoides q-a´dicos aparece como ı´ndice en el estudio
de modificaciones naturales de la herradura de Smale y que, sin embargo,
el shape de los solenoides generalizados no es el ı´ndice de ningu´n conjunto
compacto, invariante y aislado de una aplicacio´n definida localmente en
un ANR localmente compacto. Probaremos que, en ANRs localmente com-
pactos, el ı´ndice es siempre el shape del l´ımite inverso de una sucesio´n inversa
de poliedros punteados, finitos, ((Pn, ∗)n, fn, ), donde, para todo n ∈ ,
Pn = P fijo y fn = f fija. Este resultado es natural aunque su demostracio´n
requerira´ algu´n esfuerzo, dado que no se sabe si, en todo ANR localmente
compacto, cada subcompacto tiene una base de entornos compactos y ANRs.
El problema que aqu´ı estudiamos tiene similitudes con el del estudio
de la geometr´ıa global de los atractores. Gu¨nther y Segal, en [53], de-
mostraron que la clase de los compactos que pueden ser atractores de sis-
temas dina´micos continuos sobre variedades topolo´gicas es exactamente la
de los compactos finito dimensionales con el shape de un poliedro finito.
Por otro lado, debido a la existencia de funciones de Lyapunov (ver [7] por
ejemplo), se puede ver que cualquier atractor invariante M , de un sistema
dina´mico continuo sobre un ANR localmente compacto, tiene el shape de
un poliedro finito. Se demuestra que existe una base {Un}n∈ de entornos
compactos de M tal que Un+1 es un retracto de deformacio´n fuerte de Un y
Sh(Un) = Sh(M) para todo n ∈ . Una demostracio´n diferente de este re-
sultado, utilizando la aproximacio´n al shape por aplicaciones multivaluadas
fue dada por Sanjurjo en [113].
El caso discreto parece ser ma´s complicado. En [52], Gu¨nther probo´ que
un solenoide generalizado no puede ser un atractor de una aplicacio´n sobre
una variedad. Sin embargo, los solenoides q-a´dicos s´ı son atractores de
sistemas semidina´micos definidos en 3 . Ma´s recientemente, Kato, en [65],
ha caracterizado los espacios susceptibles de ser atractores en variedades
topolo´gicas.
Los resultados anteriores dan informacio´n sobre el ı´ndice de Conley de
sistemas dina´micos continuos, al menos cuando el conjunto invariante es un
atractor o un repulsor.
I.2. Resultados preliminares
En este punto hacemos acopio de las principales definiciones y teoremas
que iremos manejando a lo largo del cap´ıtulo. En caso de que sea necesario
hacer alguna modificacio´n en cualquier resultado al que hagamos referencia,
lo destacaremos convenientemente.
La primera parte de esta seccio´n esta´ dedicada a la construccio´n de la ca-
tegor´ıa shape, que utilizaremos en la definicio´n del ı´ndice. Tambie´n hablare-
mos de la nocio´n de resolucio´n, concepto semejante al de l´ımite inverso, y
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que extiende a espacios topolo´gicos arbitrarios las propiedades del l´ımite
inverso en la teor´ıa de shape para espacios topolo´gicos compactos. Final-
mente, enunciamos el teorema de continuidad, que permitira´ demostrar la
consistencia de la definicio´n del ı´ndice.
El lector interesado en la teor´ıa de shape puede encontrar en los trabajos
de Borsuk [11], [12], [14] y [15] la nocio´n de shape para espacios me´tricos
compactos. Mardeˇsic´ y Segal en [77], [79] y [80] atacan el problema desde un
punto de vista diferente que les permite generalizar el concepto a espacios
compactos y Hausdorff. La nocio´n para espacios me´tricos, no necesariamente
compactos, fue introducida por Fox en [41] (ver tambie´n [13] y [15] para las
teor´ıas de´bil y fuerte, diferentes extensiones a este contexto). Finalmente,
Mardeˇsic´, en [78], extiende el marco de la teor´ıa de shape a cualquier espacio
topolo´gico. Otros trabajos de referencia son los de Dydak y Segal [38] y, el
ma´s utilizado por nosotros, el libro de Mardeˇsic´ y Segal [81].
La segunda parte se dedicara´ a exponer las construcciones previas a la
definicio´n del ı´ndice de Conley. Recordaremos conceptos como el de entorno
aislante y admisible de un conjunto compacto, invariante y aislado, o el
de index pair asociado a un entorno aislante y admisible. Finalmente, con
la ayuda de los index pairs y de ciertas aplicaciones entre ellos, podremos
construir sistemas inversos de utilidad para nosotros. Una vez hecho todo
esto, estaremos en condiciones de definir el ı´ndice shape.
Para conseguir informacio´n acerca del ı´ndice de Conley en sistemas dina´-
micos continuos pueden verse, adema´s de [25], los trabajos de Rybakowski
[109], [110] y [111], que extienden la teor´ıa a espacios me´tricos no necesa-
riamente localmente compactos, Salamon [112] y Mischaikow [85]. Para el
estudio de sistemas dina´micos discretos ve´anse mejor, adema´s de los citados
en la introduccio´n, Mrozek [94], donde se establece una relacio´n entre los
index pairs y el ı´ndice de punto fijo y Szymczak [123] y [125]. Este u´ltimo
proporciona criterios para detectar caos en ciertos conjuntos invariantes. En
este sentido, tambie´n resulta de intere´s el trabajo de Mischaikow y Mrozek
[87].
I.2.1. Shape , resoluciones y teorema de continuidad. Dada una
categor´ıa C, un sistema inverso en C consiste en un conjunto dirigido Λ, un
objeto Xλ de C para cada λ ∈ Λ, y un morfismo de C
pλλ′ : Xλ′ → Xλ
para cada par λ ≤ λ′. Estos morfismos deben cumplir que pλλ = idXλ para
todo λ ∈ Λ y, si λ ≤ λ′ ≤ λ′′, entonces pλλ′ ◦ pλ′λ′′ = pλλ′′ .
Denotaremos al sistema inverso como
X = (Xλ, pλλ′ ,Λ).
Un morfismo de sistemas inversos entre los sistemas inversos
X = (Xλ, pλλ′ ,Λ) e Y = (Yξ, qξξ′ ,Ξ)
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consiste en una aplicacio´n φ : Ξ→ Λ y en morfismos de C, fξ : Xφ(ξ) → Yξ,
uno por cada ξ ∈ Ξ, tal que si ξ ≤ ξ′, entonces existe un λ ∈ Λ con
λ ≥ φ(ξ), φ(ξ′) y
fξ ◦ pφ(ξ)λ = qξξ′ ◦ fξ′ ◦ pφ(ξ′)λ.
Denotaremos a los morfismos de sistemas inversos como
(fξ, φ) : X → Y.
Llamamos inv(C) a la categor´ıa cuyos objetos son los sistemas inversos
en C y cuyos morfismos son los morfismos de sistemas inversos (ver [81] p.
6).
Decimos que el morfismo (fξ, φ) : X → Y es equivalente a (f ′ξ, φ′) : X → Y
si cada ξ ∈ Ξ admite un λ ∈ Λ con λ ≥ φ(ξ), φ′(ξ) y tal que
fξ ◦ pφ(ξ)λ = f ′ξ ◦ pφ′(ξ)λ.
Sea pro(C) la categor´ıa cuyos objetos son los sistemas inversos en C y
cuyos morfismos son las clases de equivalencia de morfismos de sistemas
inversos respecto de la relacio´n de equivalencia arriba definida (ver [81] p.
7).
Lo que a continuacio´n veremos sera´ la definicio´n de expansio´n, elemento
esencial en la construccio´n de la categor´ıa shape.
Definicio´n 2.1.1. ([81] pa´g. 19). Sean T una categor´ıa y P una subca-
tegor´ıa de T . Para un objeto X ∈ T , una T -expansio´n de X (respecto de
P ) es un morfismo
p : X → X = (Xλ, pλλ′ ,Λ)
en pro(T ) tal que se cumple la siguiente propiedad universal:
Para cualquier sistema inverso Y = (Yξ, qξξ′ ,Ξ) en la subcategor´ıa P ,
y cualquier morfismo h : X → Y en pro(T ), existe un u´nico morfismo
f : X → Y en pro(T ) tal que h = f ◦ p.
Decimos que p es una P -expansio´n de X si X y f son de pro(P ).
Definicio´n 2.1.2. ([81] pa´g. 22). Sean T una categor´ıa y P una sub-
categor´ıa suya. Decimos que P es densa en T si todo objeto X ∈ T admite
una P -expansio´n
p : X → X .
Observacio´n 2.1.3. ([81] pa´g. 19). Sean p : X → X y p′ : X → X ′ dos
P -expansiones del mismo objeto X. Entonces existe un u´nico isomorfismo
i : X → X ′ tal que i ◦ p = p′.
Definicio´n 2.1.4. ([81] pa´g. 25). Sean T una categor´ıa y P ⊆ T una
subcategor´ıa densa. Sean p : X → X , p′ : X → X ′ P -expansiones de X ∈ T
y sean q : Y → Y, q′ : Y → Y ′ P -expansiones de Y ∈ T . Decimos que los
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morfismos f : X → Y y f ′ : X ′ → Y ′ en pro(P ) son equivalentes, f ∼ f ′, si
el siguiente diagrama es conmutativo en pro(P ):
X ′ X
Y ′ Y
i
j
ff ′
Aqu´ı, tanto i como j son los isomorfismos naturales que cumplen i◦p = p′,
j ◦ q = q′. Es inmediato demostrar que e´sta es una relacio´n de equivalencia.
Definimos, ahora, una nueva categor´ıa, llamada la categor´ıa shape para
(T,P ), con P densa en T . Sus objetos son los objetos de T y los morfis-
mos son las clases de equivalencia respecto de la relacio´n de equivalencia ∼
definida arriba entre los morfismos f, f ′ en pro(P ). Denotamos a la categor´ıa
shape por Sh. Si dos objetos X,Y de Sh son isomorfos en esta categor´ıa
decimos Sh(X) = Sh(Y ).
Observacio´n 2.1.5. ([81] pa´g. 25). Si f : X → Y es un morfismo en
T y p : X → X , q : Y → Y son P -expansiones, ocurre que existe un u´nico
morfismo (al que tambie´n llamaremos f)
f : X → Y
en pro(P ) tal que q ◦ f = f ◦ p en pro(T ).
Definicio´n 2.1.6. ([81] pa´g. 26). Definimos, a continuacio´n, un functor
covariante S : T → Sh. Sera´ S(X) = X para todo objeto X ∈ T . Si
f ∈ T (X,Y ) (f es morfismo en T de X en Y ), llamamos S(f) a la clase de
f ∈ pro(P )(X ,Y) de la observacio´n anterior. A este functor S lo llamaremos
functor shape.
Definicio´n 2.1.7. ([81] pa´g. 9). Sean T una categor´ıa y P ⊆ T una
subcategor´ıa. Diremos que P es plena en T si P (X,Y ) = T (X,Y ) para
todo par de objetos X,Y ∈ P .
Teorema 2.1.8. ([81] pa´g. 27). Sean X ∈ T e Y ∈ P . Entonces todo
morfismo shape F : X → Y admite un u´nico morfismo f : X → Y en T tal
que S(f) = F .
Corolario 2.1.9. ([81] pa´g. 27). Si P es una subcategor´ıa plena de T ,
entonces S induce un isomorfismo entre P y la subcategor´ıa plena de Sh
restringida a los objetos de P .
Definicio´n 2.1.10. Sea Top la categor´ıa cuyos objetos son los espacios
topolo´gicos y cuyos morfismos son las aplicaciones continuas entre ellos.
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Sea Top∗ la categor´ıa de los espacios topolo´gicos punteados, con objetos
los espacios topolo´gicos punteados y morfismos las aplicaciones continuas
entre ellos que respetan el punteado. Decimos que dos morfismos f, g ∈
Top∗((X, ∗), (Y, ∗)) son homo´topos si existe una homotop´ıa entre ellos que
respeta el punto base.
Definicio´n 2.1.11. ([81] pa´g. 53). Sea HTop∗ la categor´ıa con objetos
los de Top∗ y morfismos las clases de equivalencia de morfismos homo´topos
en Top∗. Denotamos por HPol∗ a la categor´ıa homoto´pica de los poliedros
punteados, que es una subcategor´ıa densa y plena de HTop∗, cuyos objetos
son los espacios topolo´gicos punteados con el tipo de homotop´ıa (punteada)
de un poliedro. HTop y HPol denotan las correspondientes categor´ıas sin
punto base.
Definicio´n 2.1.12. ([81] pa´g. 53). La categor´ıa que a nosotros nos va
a interesar es Sh con T = HTop∗ y P = HPol∗. Hablaremos entonces de
la categor´ıa del shape punteado, y lo denotaremos por Sh∗. Tendremos el
functor shape S : HTop∗ → Sh∗.
Definicio´n 2.1.13. ([81] pa´g. 54). Sea C una categor´ıa con X ∈ pro(C)
un sistema inverso. Entendemos por l´ımite inverso del sistema inverso X
a un objeto X ∈ C y un morfismo p : X → X en pro(C), con la siguiente
propiedad universal:
Para todo morfismo g : Y → X en pro(C), existe un u´nico morfismo, que
tambie´n denotaremos por g, g : Y → X en C, tal que p ◦ g = g en pro(C).
Al objeto X lo denotaremos por
X = limX .
Si p′ : X ′ → X es otro l´ımite inverso de X , entonce existe un u´nico
morfismo (isomorfismo) i : X → X ′ en C, tal que p′ ◦ i = p.
Observacio´n 2.1.14. ([81] pa´g. 57). Sea f : X → Y un morfismo de
pro(C) entre sistemas inversos que admiten l´ımites inversos p : X → X y
q : Y → Y. Entonces existe un u´nico morfismo f0 : X → Y en C tal que
f ◦ p = q ◦ f0 . Nosotros denotaremos a f0 como lim(f). En categor´ıas con
l´ımites, lim es un functor lim : pro(C)→ C.
Como consecuencia de esto, es claro que un isomorfismo de sistemas in-
versos induce un isomorfismo de l´ımites.
Definicio´n 2.1.15. ([81] pa´g. 65). Sea H : Top → HTop el functor
homotop´ıa sobre Top, que deja los objetos de Top fijos, y a cada aplicacio´n
continua le asigna su clase de homotop´ıa.
De igual manera se define el functor H : Top∗ → HTop∗ que deja los
objetos fijos y env´ıa las aplicaciones continuas h : (X, ∗) → (Y, ∗) a sus
clases de homotop´ıa (punteada) H(h) = [h] : (X, ∗)→ (Y, ∗).
H asigna a un sistema (X , ∗) = ((Xλ, ∗), pλλ′ ,Λ) en pro(Top∗), otro sis-
tema H((X , ∗)) = ((Xλ, ∗), [pλλ′ ],Λ) en pro(HTop∗). Por otro lado, dado un
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morfismo p = (pλ) : (X, ∗) → (X , ∗) en pro(Top∗), H(p) = ([pλ]) : (X, ∗) →
H((X , ∗)) pertenece a pro(HTop∗).
Denotamos por Cpt ⊂ Top (Cpt∗ ⊂ Top∗) a la subcategor´ıa plena de los
espacios topolo´gicos compactos (punteados) y Hausdorff.
Teorema 2.1.16. ([81] pa´gs. 65 y 71). Sea X un sistema en pro(Cpt),
y sea p : X → X un l´ımite inverso de X . Entonces H(p) es una HTop-
expansio´n de X.
De igual manera, si (X , ∗) es un sistema en pro(Cpt∗) y p : (X, ∗) → (X , ∗)
es l´ımite inverso de (X , ∗), entonces tendremos que H(p) es una HTop∗-
expansio´n de (X, ∗).
El teorema de continuidad, que a continuacio´n enunciamos, sera´ clave ma´s
adelante y su misio´n consiste, en u´ltima instancia, en relacionar el l´ımite
inverso del shape con el shape del l´ımite inverso. Esta relacio´n permitira´,
entre otras cosas, demostrar la consistencia de la definicio´n del ı´ndice shape.
Teorema 2.1.17. (De continuidad, [81] pa´g. 29). Sea T una categor´ıa,
con P ⊆ T una subcategor´ıa densa. Si
q : Y → Y
es una T -expansio´n de Y ∈ T , entonces q es un l´ımite inverso de Y en la
categor´ıa Sh.
Enunciamos, ahora, el teorema de continuidad tal como nosotros lo vamos
a utilizar.
Teorema 2.1.18. Si q : (X, ∗) → (X , ∗) es una HTop∗-expansio´n de
(X, ∗) ∈ HTop∗, entonces q es un l´ımite inverso de (X , ∗) en la categor´ıa
Sh∗.
Corolario 2.1.19. Aplicando los teoremas 2.1.16 y 2.1.18, se obtiene que
para l´ımites inversos p : (X, ∗)→ (X , ∗) en pro(Cpt∗), ocurre que
H(p) : (X, ∗)→ H((X , ∗))
es una HTop∗-expansio´n de (X, ∗) y, por tanto, un l´ımite inverso de (X , ∗)
en la categor´ıa Sh∗.
A continuacio´n, introducimos un concepto importante en este trabajo, la
resolucio´n. El comportamiento de las resoluciones respecto de la teor´ıa de
shape en espacios topolo´gicos gene´ricos sera´ como el del l´ımite inverso en
espacios topolo´gicos compactos.
Definicio´n 2.1.20. ([81] pa´g. 74). Sea X un espacio topolo´gico. Una
resolucio´n de X es un sistema inverso X = (Xλ, pλλ′ ,Λ) ∈ pro(Top) y un
morfismo p : X → X en pro(Top) con las siguientes dos propiedades:
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(R1) Sean P un ANR, V un recubrimiento abierto de P y h : X → P una
aplicacio´n continua. Entonces, existe un λ ∈ Λ y una f : Xλ → P tal que
las aplicaciones f ◦ pλ y h son V-cercanas ([81] p. 39).
(R2) Sean P un ANR y V un recubrimiento abierto de P . Existe un
recubrimiento abierto V ′ de P con la siguiente propiedad: si λ ∈ Λ y f, f ′ :
Xλ → P son aplicaciones continuas tales que f ◦pλ y f ′ ◦pλ son V ′-cercanas,
entonces existe un λ′ ≥ λ tal que f ◦ pλλ′ y f ′ ◦ pλλ′ son V-cercanas.
Si en una resolucio´n p : X → X de X cada Xλ es un ANR (poliedro),
entonces decimos que p es una ANR-resolucio´n (resolucio´n polie´drica) de X.
Teorema 2.1.21. ([81] pa´g. 75). Sea p : X → X una resolucio´n de X.
Entonces H(p) : X → H(X ) es una HTop-expansio´n de X.
Teorema 2.1.22. ([81] pa´g. 79). Sea p : X → X un morfismo en
pro(Top) cumpliendo las propiedades B1 y B2 que a continuacio´n enuncia-
mos:
B1) Sea λ ∈ Λ y sea U un conjunto abierto de Xλ que contiene a la
clausura de pλ(X) en Xλ, cl(pλ(X)). Entonces existe un λ′ ≥ λ tal que
pλλ′(Xλ′) ⊆ U .
B2) Para todo recubrimiento normal U de X existe un λ ∈ Λ y un re-
cubrimiento normal V de Xλ tal que p−1λ (V) refina a U .
Entonces p es una resolucio´n.
Definicio´n 2.1.23. ([81] pa´gs. 86 y 90). Sean (X, ∗) ∈ Top∗ y
p : (X, ∗)→ (X , ∗) = ((Xλ, ∗), pλλ′ ,Λ)
un morfismo en pro(Top∗). Entonces, llamamos a p una resolucio´n de (X, ∗)
si cumple las propiedades R1 y R2 para ANRs punteados (P, ∗). Aqu´ı V y V ′
son recubrimientos abiertos de P , pero todas las aplicaciones (homotop´ıas)
sera´n aplicaciones (homotop´ıas) punteadas. Decimos que una resolucio´n p
de (X, ∗) es una ANR-resolucio´n (resolucio´n polie´drica) de (X, ∗) si todos
los (Xλ, ∗) son ANRs punteados (poliedros punteados).
Teorema 2.1.24. ([81] pa´g. 87). Sea p : (X, ∗) → (X , ∗) un morfismo en
pro(Top∗). Entonces, si p|X : X → X es una resolucio´n de X, ocurre que p
es una resolucio´n de (X, ∗).
Teorema 2.1.25. ([81] pa´gs. 86 y 90). Sea p : (X, ∗) → (X , ∗) una
resolucio´n de (X, ∗). Entonces H(p) : (X, ∗) → H((X , ∗)) es una HTop∗-
expansio´n.
Los teoremas 2.1.18 y 2.1.25 nos permiten obtener, con espacios topolo´-
gicos gene´ricos y resoluciones, un resultado ana´logo al del corolario 2.1.19.
Corolario 2.1.26. Sea p : (X, ∗) → (X , ∗) una resolucio´n de (X, ∗).
Entonces,
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H(p) : (X, ∗)→ H((X , ∗))
es una HTop∗-expansio´n de (X, ∗) y, por tanto, un l´ımite inverso de (X , ∗)
en la categor´ıa Sh∗.
I.2.2. Indice de Conley. En este punto hacemos una recopilacio´n de
definiciones y resultados ba´sicos, empleados en la construccio´n del ı´ndice de
Conley, que necesitaremos manejar en adelante y que aparecen, con ligeras
modificaciones, en [97] y [98]. Obse´rvese que el dominio de nuestra aplicacio´n
f sera´ algo ma´s general que en el art´ıculo [98] mencionado, detalle e´ste que
no influira´ en los resultados obtenidos ni en sus demostraciones.
Sea Y un espacio topolo´gico y sea A ⊂ Y . Llamaremos cl(A), int(A) y
∂(A) a la clausura, el interior, y el borde de A en Y .
Sea X un espacio me´trico fijo y sea f : U → X una aplicacio´n continua
con U abierto de X. Una aplicacio´n σ : J → U ⊂ X, con J un intervalo en
, es llamada solucio´n de f si (f ◦σ)(i− 1) = σ(i) para todo i− 1, i ∈ J . Si
0 ∈ J y σ(0) = x, se dice que σ es solucio´n de f por x.
Dado N ⊂ U , los conjuntos
Inv+(N, f) = {x ∈ X tal que f i(x) ∈ N para todo i ∈ },
Inv−(N, f) = {x ∈ X tal que existe una solucio´n σ : − → N de f por
x} e
Inv(N, f) = Inv+(N, f) ∩ Inv−(N, f)
son llamados parte positivamente invariante, parte negativamente invariante
y parte invariante de N con respecto a f .
Definicio´n 2.2.1. ([98] pa´g. 148). Un conjunto A ⊂ U es llamado
invariante con respecto a f si Inv(A, f) = A o, de manera equivalente,
si f(A) = A. Sera´ llamado positivamente invariante con respecto a f
si Inv+(A, f) = A. Sera´ negativamente invariante con respecto a f si
Inv−(A, f) = A. Las alusiones a la f de estas definiciones se obviara´n
cuando no haya confusio´n posible.
Definicio´n 2.2.2. ([98] pa´g. 149). Un subconjunto cerrado N ⊂ X, con
N ⊂ U , es admisible si para cada par de sucesiones {xn : n ∈ } ⊂ N y
{mn : n ∈ } ⊂ + tales que {f i(xn) : 1 ≤ i ≤ mn} ⊂ N para todo n y
{mn} → ∞, ocurre que la sucesio´n {fmn(xn) : n ∈ } tiene una subsucesio´n
convergente.
Observacio´n 2.2.3. Todo conjunto compacto es admisible.
Lema 2.2.4. ([98] pa´g. 149). Sea N admisible y supongamos que existen
sucesiones {xn : n ∈ } ⊂ N y {mn : n ∈ } ⊂ + tales que {f i(xn) : 1 ≤
i ≤ mn} ⊂ N para todo n y {mn} → ∞. Entonces Inv(N, f) 6= ∅.
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Proposicio´n 2.2.5. ([98] pa´g. 149). Si N es admisible, entonces
Inv−(N, f) e Inv(N, f) son conjuntos compactos. Si {xn : n ∈ } y
{mn : n ∈ } cumplen que {f i(xn) : 1 ≤ i ≤ mn} ⊂ N para todo n y
{mn} → ∞ , entonces todo punto de acumulacio´n de {fmn(xn) : n ∈ }
pertenece a Inv−(N, f).
Definicio´n 2.2.6. ([98] pa´g. 150). Sea K ⊂ U un conjunto invariante.
Si existe un entorno N de K, N admisible, tal que K = Inv(N, f), entonces
K es llamado conjunto invariante y aislado y N se dice entorno aislante y
admisible de K.
Observacio´n 2.2.6. Si K es un conjunto invariante y aislado, entonces
K es compacto.
El conjunto ∅ es invariante y aislado, siendo ∅ un entorno aislante y ad-
misible suyo.
La definicio´n de index pair asociado a un entorno aislante y admisible, N ,
que nosotros adoptaremos, es la expuesta en [98].
Definicio´n 2.2.7. ([98] pa´g. 152). Sea N ⊂ X un conjunto admisible
y sea A ⊂ N . A es llamado positivamente invariante con respecto a N si
f(A) ∩N ⊂ A. Se dice que A es N -positivamente invariante.
Un par P = (P1, P2) de cerrados de N , entorno aislante y admisible de
K, es llamado un index pair para K en N (respecto de f) si se dan las
condiciones siguientes:
a) P1, P2 son N -positivamente invariantes.
b) K ⊂ int(P1 \ P2).
c) cl(P1 \ P2) ⊂ int(N) ∩ f−1(int(N)).
La familia de los index pairs en N se denotara´ por IP (N).
Teorema 2.2.8. ([98] pa´g. 153). Sean N y N ′ entornos aislantes y
admisibles de K, tales que N ⊂ int(N ′)∩f−1(int(N ′)). Entonces, para todo
W , entorno abierto de K, existe un P ∈ IP (N) tal que cl(P1 \ P2) ⊂W .
Hacemos notar que la demostracio´n, expuesta en el teorema 4.4 de [98],
utiliza la primera parte del teorema 3.11 de [98] que, a su vez, necesita, para
garantizar la semicontinuidad de ciertas aplicaciones, de los remark 9, remark
10 y lema 3 de [94]. El dominio de definicio´n de nuestra f dara´ lugar a algu´n
ligero cambio en las pruebas de estos resultados, aunque, sustancialmente,
seguira´n siendo las mismas.
Corolario 2.2.9. Para todo conjuntoK invariante y aislado, existe unN ,
entorno aislante y admisible de K, suficientemente pequen˜o, tal que admite
un P ∈ IP (N).
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Llegados a este punto, introduciremos ciertas categor´ıas y functores que
nos permitira´n definir, posteriormente, el ı´ndice shape. So´lo estableceremos
demostraciones en aquellos casos en que difieran de las hechas en [97].
Definicio´n 2.2.10. ([97]). Definamos la categor´ıa de pares, Prs, cuyos
objetos son los pares de espacios topolo´gicos P = (P1, P2), P2 ⊂ P1 subespa-
cio cerrado. Los morfismos entre los objetos P = (P1, P2) y Q = (Q1,Q2)
sera´n las aplicaciones continuas, definidas localmente, h : P1 → Q1 tales
que:
a) El dominio de h, dom(h), es cerrado en P1.
b) h(P2) ⊂ Q2.
c) h(∂P1(dom(h))) ⊂ Q2.
La demostracio´n de que, en efecto, Prs es una categor´ıa aparece en la
proposicio´n 5.1 de [97].
Definimos, a continuacio´n, un functor covariante Quot : Prs → Top∗,
ana´logo al que se introduce en [97].
Definicio´n 2.2.11. Dado un objeto P = (P1, P2) ∈ Prs, podemos aso-
ciarle el espacio cociente P1/P2. Denotaremos por qP : P1 → P1/P2 a la
correspondiente proyeccio´n.
Dados P,Q ∈ Prs, y dado α : P → Q un morfismo en Prs, definimos el
espacio punteado
Quot(P ) = (P1/P2, [P2]) ∈ Top∗
y la aplicacio´n continua (ver [97]) entre espacios punteados
Quot(α) : (P1/P2, [P2])→ (Q1/Q2, [Q2])
tal que si x ∈ dom(α), x 6= [P2], entonces Quot(α)(x) = qQ(α(x)). En otro
caso, Quot(α)(x) = [Q2].
Sea f : U → X una aplicacio´n continua, con U abierto del espacio me´trico
X. Sean P,Q ∈ Prs pares de subconjuntos cerrados de X, con P1 ⊂ U .
Definimos fPQ : P1 ∩ f−1(Q1) 3 x → f(x) ∈ Q1. Esta aplicacio´n no tiene
por que´ ser un morfismo de P a Q en Prs. En la siguiente proposicio´n se
dan condiciones suficientes para que fPQ sea un morfismo en Prs.
Proposicio´n 2.2.12. ([97] pa´g. 31). Sea f cumpliendo:
1) P1 \ P2 ⊂ f−1(Q1).
2) P2 ∩ f−1(Q1) ⊂ f−1(Q2).
Ocurre, entonces, que fPQ ∈ Prs(P,Q).
Observacio´n 2.2.13. Sean X un espacio me´trico y f : U → X una
aplicacio´n continua, con U abierto de X. Sea N un entorno aislante y
admisible de un conjunto invariante y aislado K. Dado P = (P1, P2) ∈
IP (N), asociamos a e´ste un objeto de la categor´ıa Prs al que llamaremos,
igualmente, P y que definimos como P = (P1, P1 ∩ P2) ∈ Prs. Resulta
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evidente que el nuevo objeto es un index pair. Ocurre, entonces, que fPP ∈
Prs(P,P ).
Para demostrar esto basta ver que estamos en las condiciones de la u´ltima
proposicio´n.
Definicio´n 2.2.14. ([97] pa´g. 30). Dados los pares P = (P1, P2) y
Q = (Q1,Q2), un morfismo H ∈ Prs(P × I,Q), con I = [0, 1], sera´ llamado
homotop´ıa de P a Q en Prs. Para cada t ∈ I se define Ht ∈ Prs(P,Q) como
Ht = H ◦ it, donde it ∈ Prs(P,P × I) es el morfismo it : P 3 x → (x, t) ∈
P × I. Decimos que dos morfismos f y g en Prs(P,Q) son homo´topos si
existe una homotop´ıa H ∈ Prs(P × I,Q) tal que H0 = f y H1 = g.
Resulta inmediato demostrar que la homotop´ıa entre morfismos en Prs
es una relacio´n de equivalencia, y coincide en la composicio´n de morfismos.
La proposicio´n 5.7 de [97] nos garantiza que si f y g son homo´topas en
Prs, entonces Quot(f) y Quot(g) lo son en Top∗.
Definicio´n 2.2.15. Sea HPrs la categor´ıa homoto´pica de pares cuyos
objetos son los de Prs y cuyos morfismos son las clases de equivalencia de
morfismos homo´topos en Prs.
Definicio´n 2.2.16. ([97] pa´g. 30). Podemos conseguir, a partir de estas
definiciones, el functor
Quot : HPrs→ HTop∗.
Notacio´n. Sea fP = Quot(fPP ) : (P1/P2, [P2]) → (P1/P2, [P2]). Tene-
mos que fP es un morfismo de Top∗. Resulta que Quot([fPP ]) = [fP ], con
[fPP ] y [fP ] las respectivas clases en HPrs y HTop∗. Sea
T = S ◦Quot : HPrs→ Sh∗
siendo S el functor shape.
I.3. Indice shape en espacios me´tricos y propiedades principales
Esta seccio´n queda dividida en dos puntos. El primero de ellos extiende
el concepto de ı´ndice shape dado por Mrozek en [97] a espacios metrizables,
no necesariamente localmente compactos. Si el espacio no es localmente
compacto, tendremos dificultades a la hora de demostrar la consistencia de
la definicio´n de ı´ndice, tal como aseguraba Mrozek en [97]. Superar los
problemas de consistencia que surgen es la misio´n de esta primera parte. El
segundo apartado lo dedicamos a enunciar y demostrar la propiedad aditiva
del ı´ndice en este tipo de espacios, dando, as´ı, una respuesta afirmativa a la
pregunta planteada a este respecto en [97]. Concluiremos este punto con el
estudio de las propiedades de invariancia por homotop´ıas y conmutatividad.
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I.3.1. Definicio´n y consistencia del ı´ndice shape. Sean X un espacio
me´trico, U un subconjunto abierto de X y f : U → X una aplicacio´n
continua. Sea K un conjunto invariante y aislado, con N un entorno aislante
y admisible de K, y P = (P1, P2) ∈ IP (N). Si P = (P1, P2) es un index
pair, tambie´n lo sera´ (P1, P1 ∩ P2), de manera que consideraremos, en todo
momento, que los index pairs P = (P1, P2) ∈ IP (N) ∩ Prs.
Definicio´n 3.1.1. Definimos el ı´ndice shape de K, al que denotare-
mos por Clim,S(K, f), como Clim,S(K, f) = (limS[(X , ∗)], lim({S([fP ])}n))
donde
S[(X , ∗)] = ((P1/P2, [P2])n, (S([fP ]))n′−n, ) ∈ pro(Sh∗), {S([fP ])}n es un
morfismo de nivel de S[(X , ∗)] en s´ı mismo y lim : pro(Sh∗) → Sh∗ es el
functor l´ımite inverso.
Diremos que los pares (Y, g) e (Y ′, g′) (donde Y, Y ′ ∈ Top∗ con g : Y → Y
y g′ : Y ′ → Y ′ morfismos de Sh∗) son isomorfos si existe un isomorfismo
ϕ : Y → Y ′ de Sh∗ que cumple ϕ ◦ g = g′ ◦ ϕ.
Para que la definicio´n del ı´ndice sea consistente debo ver:
1) Existe limS[(X , ∗)]. Por la observacio´n 2.1.14, esto garantizara´ la
existencia de lim({S([fP ])}n).
2) (limS[(X , ∗)], lim({S([fP ])}n)) no depende, salvo isomorfismo, de la
N ni del P ∈ IP (N) escogidos.
Empecemos por 1).
Como comenta´bamos en la introduccio´n, Mrozek, en [97], se val´ıa del
teorema de continuidad (ver corolario 2.1.19) para, as´ı, resolver el proble-
ma de la existencia del l´ımite inverso, de sistemas inversos compactos, en
la categor´ıa shape. Aqu´ı, sin embargo, si X no es localmente compacto, no
podemos garantizar que haya un N compacto y no tendremos asegurada
la existencia de un P ∈ IP (N) tal que los P1/P2 del sistema inverso sean
compactos.
Hemos optado por debilitar la condicio´n impuesta sobre el entorno aislante
N en [97] y, al no poder exigirle compacidad, le pediremos que sea admisible.
Esta condicio´n bastara´, como veremos ahora, para que los P = (P1, P2) ∈
IP (N) que encontremos garanticen la consistencia del ı´ndice, aunque P1/P2
no sea un compacto.
Lema 3.1.2. Sea P = (P1, P2) ∈ IP (N) un index pair asociado a K. En-
tonces, el sistema inverso ((P1/P2, [P2])n, fn
′−n
P , ) admite un l´ımite inverso
(X, ∗) (en Top∗ siempre existe l´ımite inverso) con X compacto.
Demostracio´n. Sea
Q = (Q1,Q2) = (Inv−(N, f) ∩ P1, Inv−(N, f) ∩ P2).
Ocurre que Q ∈ Prs. Adema´s, fQQ ∈ Prs(Q,Q). Para verlo basta
observar que estamos en las condiciones de la proposicio´n 2.2.12.
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Veamos 1) (P1∩Inv−(N, f))\(P2∩Inv−(N, f)) ⊂ f−1(P1∩Inv−(N, f)).
Si x ∈ (P1 ∩ Inv−(N, f)) \ (P2 ∩ Inv−(N, f)), entonces x ∈ P1 \ P2 ⊂
int(N) ∩ f−1(int(N)). As´ı, f(x) ∈ int(N) ⊂ N . De este modo, tenemos
que f(x) ∈ P1.
Por otro lado, sabemos que x ∈ Inv−(N, f), lo que garantiza que f(x) ∈
Inv−(N, f), al ser f(x) ∈ N .
Veamos 2), es decir, que
(P2 ∩ Inv−(N, f)) ∩ f−1(P1 ∩ Inv−(N, f)) ⊂ f−1(P2 ∩ Inv−(N, f)).
Si x ∈ (P2 ∩ Inv−(N, f)) ∩ f−1(Inv−(N, f) ∩ P1), entonces x ∈ P2 y
f(x) ∈ Inv−(N, f) ⊂ N , lo que implica que f(x) ∈ P2.
Como x ∈ Inv−(N, f) y f(x) ∈ N tenemos, para acabar, que f(x) ∈
Inv−(N, f).
Podemos afirmar ya que fQQ ∈ Prs(Q,Q), lo que garantiza (ver definicio´n
2.2.11 o´ [97], proposicio´n 5.2) que Quot(fQQ) = fQ es continua.
En estas condiciones podemos construir el sistema inverso, con como
conjunto dirigido,
(X ′, ∗) · · · fQ→ (Q1/Q2, [Q2]) fQ→ (Q1/Q2, [Q2])
donde (X ′, ∗) es el l´ımite inverso, con X ′ compacto ya que Q1/Q2 6= ∅ lo es.
Consideremos, ahora, el morfismo inclusio´n j entre los dos sistemas in-
versos:
j = (jn, φ) : ((Q1/Q2, [Q2])n, fn
′−n
Q , ) → ((P1/P2, [P2])n, fn
′−n
P , )
con φ = id.
Este morfismo esta´ considerado en la categor´ıa pro(Top∗). Tenemos el
diagrama
(X ′, ∗) · · · (Q1/Q2, [Q2]) (Q1/Q2, [Q2])
(X, ∗) · · · (P1/P2, [P2]) (P1/P2, [P2])
fQ fQ
fP fP
u jn+1 jn
Claramente, j esta´ bien definida y es continua. Es sencillo ver que el
diagrama conmuta, lo que nos garantiza que el morfismo entre los sistemas
inversos esta´ bien construido. Si vemos que u es sobreyectiva (de hecho sera´
un homeomorfismo) estara´ demostrado el lema.
Tenemos
(X ′, ∗) u→ (X, ∗)
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que, por definicio´n, es u(([x′n])n) = (jn([x′n]))n, donde los x′n ∈ Q1 para
todo n ∈ , que es el conjunto dirigido de los dos sistemas inversos, y las
[x′n] = qQ(x′n) ∈ Q1/Q2.
Veamos la sobreyectividad de u.
Es claro que el punto base va al punto base. Por otro lado, dado ([xn])n 6=
∗, con ([xn])n ∈ X ⊂ Π∞n=1(P1/P2)n, tenemos que existe un n0 ≥ 0 tal que
para todo n ≤ n0 se cumple [xn] = ∗, y para todo n > n0 ocurre [xn] 6= ∗.
Tenemos que xn ∈ P1 \ P2 para todo n > n0, con f(xn) = xn−1. As´ı,
xn ∈ Inv−(N, f) ∩ (P1 \ P2) para todo n > n0.
De este modo, basta construir un ([x′n])n donde [x′n] = [xn] para todo
n > n0, y [x′n] = [Q2] para todo n ≤ n0.
Ocurre que u(([x′n])n) = ([xn])n con ([x′n])n ∈ X ′.
Adema´s, la inyectividad de u resulta clara. As´ı, tenemos que u es biyec-
tiva, continua (es l´ımite inverso de continuas) y cerrada, al ir de un espacio
compacto X ′ a un Hausdorff X. Afirmamos, por tanto, que u es un homeo-
morfismo.
El resultado que a continuacio´n enunciaremos es clave en esta seccio´n
ya que permitira´ aplicar, utilizando la nocio´n de resolucio´n, el teorema
de continuidad de la teor´ıa de shape. As´ı, garantizaremos la existencia de
limS[(X , ∗)], siendo
S[(X , ∗)] = ((P1/P2, [P2])n, (S([fP ]))n′−n, ) ∈ pro(Sh∗).
De hecho, ocurrira´ que limS[(X , ∗)] es el shape de lim(X , ∗). Escribiremos
limS[(X , ∗)] = Sh(lim(X , ∗))
donde
(X , ∗) = ((P1/P2, [P2])n, fn′−nP , ) ∈ pro(Top∗).
En definitiva, lo que tendremos es que el shape conmuta con el l´ımite
inverso de nuestros sistemas inversos, que esta´n constituidos por espacios
P1/P2 no necesariamente compactos.
Proposicio´n 3.1.3. Sea K un conjunto invariante y aislado, con N un
entorno aislante y admisible de K, y sea P ∈ IP (N) un index pair con
P2 ⊂ P1. Consideremos el sistema inverso punteado
(X , ∗) = ((P1/P2, [P2])n, (fP )nn′ , )
y su l´ımite inverso (en pro(Top∗))
p : (X, ∗)→ (X , ∗).
Entonces, p : (X, ∗) → (X , ∗) es una resolucio´n.
Demostracio´n. Para probar que p : (X, ∗) → (X , ∗) es una resolucio´n,
basta demostrarlo con p|X : X → X (ver teorema 2.1.24).
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Sera´ suficiente verificar el cumplimiento de las propiedades B1 y B2 del
teorema 2.1.22, que a continuacio´n enunciamos:
B1) Sea n ∈ , con U abierto de (P1/P2)n y tal que cl(pn(X)) ⊂ U .
Entonces existe un n′ ≥ n tal que (fP )nn′(P1/P2) ⊆ U .
B2) Para todo recubrimiento normal U de X, existe un n ∈ y un
recubrimiento normal V de (P1/P2)n tal que p−1n (V) refina a U .
Veamos B1.
Supongamos que la afirmacio´n no es cierta para algu´n n y algu´n U . En-
tonces, para todo m ≥ n, el conjunto Ym = (P1/P2) \ (fP )−1nm(U) es distinto
de ∅.
Como (fP )mm′(Ym′) ⊆ Ym, obtenemos un sistema Y = (Ym, qmm′ ,M),
donde qmm′ = (fP )mm′ |Ym′ y M = {m ∈ : m ≥ n}. Ocurre que ∗ /∈ Ym
para todo m. Obse´rvese que, entonces, podremos identificar Ym con un
subconjunto de P1 \ P2, para todo m.
La aplicacio´n inclusio´n im : Ym → (P1/P2)m, m ∈ M , determina un
morfismo entre sistemas inversos
i : Y → X ′
siendo X ′ = ((P1/P2)m, (fP )mm′ ,M). Llamamos X ′ al l´ımite inverso de X ′
(sera´ el mismo que en X ), y llamamos Y al l´ımite inverso de Y. Veamos que
Y 6= ∅:
Tenemos que Ym 6= ∅, m ≥ n. Podemos escoger, entonces, elemen-
tos yn+1 ∈ Yn+1, yn+2 ∈ Yn+2, yn+3 ∈ Yn+3 . . .. Ocurre, adema´s, que
(fP )mm′(ym′) = (fP )m
′−m(ym′) ∈ Ym.
Conviene considerar la sucesio´n {yn+1, yn+2, . . . } = {[x1], [x2], . . . }, donde
xm ∈ (P1\P2) ⊂ P1, que es admisible. Tendremos otra sucesio´n {m : m ∈ }
que, junto a {xm : m ∈ }, cumple que {f i(xm) : 1 ≤ i ≤ m} ⊂ P1\P2 ⊂ P1
para todo m, y m→∞. Demostrar esto es sencillo ya que, de existir un i0
tal que 1 ≤ i0 ≤ m, f i0(xm) /∈ P1 \P2, entonces f i0P ([xm]) = ∗ /∈ Yn+m−i0, lo
cual es absurdo.
Como P1 es admisible, la sucesio´n {fm(xm)}m tiene una subsucesio´n
convergente y, por la Proposicio´n 2.2.5, existe un punto de acumulacio´n
x0 ∈ Inv−(P1, f).
Resulta sencillo ver que fmP ([xm]) = [f
m(xm)] ∈ Yn ⊂ (P1/P2)n. Como x0
es un punto de acumulacio´n de {fm(xm)}m, ocurre que {fmP ([xm])}m tiene
a [x0] como punto de acumulacio´n. Teniendo en cuenta que fmP ([xm]) ∈ Yn
para todo m, e Yn es cerrado de (P1/P2)n, entonces [x0] ∈ Yn, lo que implica
que x0 ∈ P1 \ P2.
Ocurre, pues, que x0 ∈ Inv−(P1, f) \P2. Llamemos {x′m} a una ‘historia
previa’ de x0 en P1. Es fa´cil ver que x′k ∈ Inv−(P1, f)∩ (P1 \P2) para todo
k. Por un lado es obvio que x′k ∈ Inv−(P1, f), y x′k ∈ P1 \ P2 ya que, de
estar en P2, ocurrir´ıa que fk(x′k) = x0 ∈ P2, lo cual es absurdo.
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Teniendo esto en cuenta, es inmediato que, para todo [x′k] ∈ (P1/P2)n+k
se cumple fkP ([x
′
k]) = [f
k(x′k)] = [x0] ∈ Yn, de modo que [x′k] ∈ Yn+k para
todo k. De hecho fP ([x′k]) = [f(x
′
k)] = [x
′
k−1].
Construimos, de este modo, un y = ([x′k])k, con y ∈ Y , el l´ımite inverso
de Y. Queda demostrado que Y 6= ∅.
Conside´rense los sistemas inversos y morfismos siguientes:
i : Y → X ′ inclusio´n.
j : X → X ′ con jm = id : (P1/P2)m → (P1/P2)m para todo m ∈M .
q : Y → Y l´ımite inverso del sistema inverso Y.
p : X → X l´ımite inverso del sistema inverso X .
p : X ′ → X ′ l´ımite inverso del sistema inverso X ′.
i0 : Y → X ′, l´ımite inverso de i, lim(i) = i0.
j0 : X → X ′, l´ımite inverso de j, lim(j) = j0.
Dado y ∈ Y , tenemos (pn ◦ i0)(y) = (in ◦ qn)(y) ∈ in(Yn) = (P1/P2) \ U .
Por otro lado, (pn ◦ i0)(y) = (pn ◦ j0)(x) = pn(x) ∈ U para cierto x ∈ X, lo
cual es una contradiccio´n. Queda, pues, demostrado B1.
Veamos B2.
Para todo x ∈ X, podemos escoger un m(x) ∈ y un abierto Wx ⊆
(P1/P2)m(x) tal que x ∈ (pm(x))−1(Wx) ⊆ Ux para algu´n Ux ∈ U (ver remark
3 de [81], pa´g. 58). Por el lema anterior, tenemos que X es compacto y pode-
mos garantizar la existencia de una coleccio´n finita {m1,m2,m3, . . . ,mn} ⊂
y subconjuntos abiertos Wi ⊆ (P1/P2)mi tal que {(pmi)−1(Wi)}i∈{1,...,n}
es un recubrimiento abierto de X que refina a U . Escogemos, ahora, un
m ≥ m1, . . . ,mn y definimos Vi = ((fP )mim)−1(Wi), i ∈ {1, . . . , n}. Clara-
mente, V = {V1, . . . , Vn, (P1/P2)m \ pm(X)} es un recubrimiento abierto de
(P1/P2)m y (pm)−1(V) = {(pm)−1(V1), . . . , (pm)−1(Vn)} refina a U .
Como la paracompacidad es un invariante de las aplicaciones cerradas,
(ver teorema de Michael en [40]), aplicando este resultado a la proyeccio´n
qP : P1 → P1/P2 obtenemos que P1/P2 es paracompacto. De este modo,
podemos garantizar que nuestro recubrimiento V sera´ normal.
Corolario 3.1.4. Nuestro l´ımite inverso p : (X, ∗) → (X , ∗), que es
resolucio´n de (X, ∗), cumple que H(p) : (X, ∗) → H((X , ∗)) es una HTop∗-
expansio´n. Consecuentemente, S[(X , ∗)] admite l´ımite inverso y, de hecho,
limS[(X , ∗)] = Sh(lim(X , ∗)) = Sh((X, ∗)).
La demostracio´n es automa´tica a partir del corolario 2.1.26.
Acabada ya la demostracio´n del punto 1), u´nicamente nos falta ver, para
garantizar la consistencia de la definicio´n de Clim,S(K, f), que
2) (limS[(X , ∗)], lim({S([fP ])}n)) no depende, salvo isomorfismo, de la
N ni del P ∈ IP (N) escogidos.
Para ello requeriremos de varios pasos previos. Todos ellos aparecen,
ligeramente modificados, en [98].
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Sea f : U → X una aplicacio´n continua, con U abierto de un espacio
me´trico X, y sea K un conjunto invariante y aislado, con M y N entornos
aislantes y admisibles de K, y P ∈ IP (N),Q ∈ IP (M). Necesitamos de-
mostrar que
S[(X , ∗)] = ((P1/P2, [P2])n, (S([fP ]))n′−n, ) ∈ pro(Sh∗)
y
S[(Y, ∗)] = ((Q1/Q2, [Q2])n, (S([fQ]))n′−n, ) ∈ pro(Sh∗)
cumplen que
(limS[(X , ∗)], lim({S([fP ])}n)) ≡ (limS[(Y, ∗)], lim({S([fQ ])}n))
son isomorfos.
Lema 3.1.5. ([98] Lema 5.5). Sea N un entorno aislante y admisible
del conjunto invariante y aislado K, con P ∈ IP (N). Entonces, existen
un M entorno aislante y admisible de K, M ⊂ int(N) ∩ f−1(int(N)), y
P ′ ∈ IP (N), Q ∈ IP (M), Q ⊂ P ′ tales que si
S[(X , ∗)] = ((Q1/Q2, [Q2])n, (S([fQ]))n′−n, ) ∈ pro(Sh∗)
y
S[(Y, ∗)] = ((P ′1/P ′2, [P ′2])n, (S([fP ′ ]))n
′−n, ) ∈ pro(Sh∗),
ocurre que
lim({(S ◦Quot)([iQP ′ ])}n) : limS[(X , ∗)]→ limS[(Y, ∗)]
es un isomorfismo en Sh∗.
Demostracio´n. Este resultado es una modificacio´n del enunciado en el
lema 5.5 de [98], y para demostrarlo se han de seguir los mismos pasos. De
esta manera se obtendra´n los pares P ′ y Q del enunciado.
Ocurre que P ′,Q ∈ Prs con Q ⊂ P ′, de manera que, por la proposicio´n
2.2.12, la aplicacio´n inclusio´n iQP ′ ∈ Prs(Q,P ′). Por el teorema 5.5 de [97],
resulta que Quot([iQP ′ ]) = [Quot(iQP ′)] es un isomorfismo de HTop∗. Por
lo tanto, el morfismo de nivel {(S ◦Quot)([iQP ′ ])}n de pro(Sh∗) que va de
S[(X , ∗)] en S[(Y, ∗)] sera´ un isomorfismo. Si hallamos el l´ımite inverso de
este isomorfismo entre sistemas inversos, obtenemos otro isomorfismo, y el
resultado esta´ demostrado.
Como corolario inmediato, al cumplirse
lim({S([fP ′ ])}n) ◦ lim({(S ◦Quot)([iQP ′ ])}n) =
= lim({(S ◦Quot)([iQP ′ ])}n) ◦ lim({S([fQ])}n)
donde {S([fP ′ ])}n y {S([fQ])}n son morfismos de nivel de S[(Y, ∗)] y S[(X , ∗)]
en s´ı mismos, tendremos que
(limS[(X , ∗)], lim({S([fQ ])}n)) ≡ (limS[(Y, ∗)], lim({S([fP ′ ])}n))
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son isomorfos.
Teorema 3.1.6. Sea f : U → X continua, con N entorno aislante y
admisible fijo, y sean P,Q ∈ IP (N), P ⊂ Q. Si [iPQ] : P → Q es el morfismo
inclusio´n en HPrs y T = S ◦ Quot, entonces T ([iPQ]) es un morfismo en
Sh∗, y cumple lim({T ([iPQ])}n) es un isomorfismo en Sh∗,
lim({T ([iPQ])}n) : limS[(X , ∗)] ≡→ limS[(Y, ∗)]
donde
S[(X , ∗)] = ((P1/P2, [P2])n, (T ([fPP ]))n′−n, ) ∈ pro(Sh∗)
y
S[(Y, ∗)] = ((Q1/Q2, [Q2])n, (T ([fQQ]))n′−n, ) ∈ pro(Sh∗),
siendo {T ([iPQ])}n el morfismo de nivel entre S[(X , ∗)] y S[(Y, ∗)].
Como corolario de esto, tendremos, al igual que en el lema anterior, que
(limS[(X , ∗)], lim({S([fP ])}n)) ≡ (limS[(Y, ∗)], lim({S([fQ ])}n))
son isomorfos
Demostracio´n. Este teorema es una ligera modificacio´n del teorema 5.6
de [98]. La demostracio´n, que es pra´cticamente igual, tiene alguna variacio´n
que introduciremos en el momento oportuno. Se divide en tres casos y cada
uno necesita del anterior para ser demostrado.
Caso 1. Supongamos:
a) P esta´ relacionado con Q, esto es, P ⊂ Q y (Q1, P2) ∈ IP (N) o, lo
que es equivalente, P ⊂ Q y cl(Q1 \P2) ⊂ int(N)∩ f−1(int(N)) (ver [98] p.
155).
b) f(Q) ∩N ⊂ P .
En esta situacio´n, ocurre que fQP ∈ Prs(Q,P ) al darse las condiciones
de la Proposicio´n 2.2.12.
Se tiene el siguiente diagrama conmutativo
P P
Q Q
fPP
fQQ
iPQiPQ fQP
Aplicando T , obtenemos
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T (P ) T (P )
T (Q) T (Q)
T ([fPP ])
T ([fQQ])
T ([iPQ])T ([iPQ]) T ([fQP ])
Ocurre, por el lema de Morita ([81] p. 112) y las propiedades del functor
lim, que
limS[(X , ∗)] lim({T ([iPQ])}n)→ limS[(Y, ∗)]
es un isomorfismo.
Caso 2. Supongamos:
a) P esta´ relacionado con Q.
Este caso es ide´ntico al paso 2 del teorema 5.6 de [98], hasta el momento en
que se demuestra que f(Qi+1) ⊂ TN (Qi). Nosotros necesitamos el contenido
f(Qi+1)∩N ⊂ Qi. Pero esto resulta claro ya que, como f(Qi+1)∩N ⊂ Qi+1,
entonces f(Qi+1)∩N = f(Qi+1)∩Qi+1 ⊂ f(Qi+1)∩Q ⊂ Qi. De este modo,
tenemos que f(Qi+1) ∩N ⊂ Qi.
Sea
S[(Xi, ∗)] = ((Qi1/Qi2, [Qi2])n, (T ([fQiQi ]))n
′−n, ) ∈ pro(Sh∗).
Naturalmente, estos sistemas inversos admiten l´ımite inverso. El resto de
la demostracio´n del caso 2 es igual que en la referencia.
Caso 3. (Caso general). La demostracio´n sera´ igual que el paso 3 de la
demostracio´n del teorema 5.6 de [98].
Corolario 3.1.7. Para todo P,Q ∈ IP (N) ocurre que limS[(X , ∗)] es
isomorfo a limS[(Y, ∗)], siendo
S[(X , ∗)] = ((P1/P2, [P2])n, (T ([fPP ]))n′−n, ) ∈ pro(Sh∗)
y
S[(Y, ∗)] = ((Q1/Q2, [Q2])n, (T ([fQQ]))n′−n, ) ∈ pro(Sh∗)
Resultara´, entonces, inmediato que
(limS[(X , ∗)], lim({S([fP ])}n)) ≡ (limS[(Y, ∗)], lim({S([fQ ])}n))
son isomorfos.
Demostracio´n. Sea R = P ∩Q. Ocurre que R ∈ IP (N) (ver Proposicio´n
4.3 de [98]), R ⊂ P , R ⊂ Q y, por el teorema anterior, el resultado es
evidente.
Nos encontramos, ya, en condiciones de demostrar el teorema que garan-
tiza la consistencia de la definicio´n del ı´ndice shape.
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Teorema 3.1.8. ([98] teorema 5.8). Sea f : U → X continua y sea
K un conjunto invariante y aislado. Entonces para todo N,M entornos
aislantes y admisibles de K, y para todo P ∈ IP (N),Q ∈ IP (M) ocurre
que limS[(X , ∗)] es isomorfo a limS[(Y, ∗)], siendo
S[(X , ∗)] = ((P1/P2, [P2])n, (T ([fPP ]))n′−n, ) ∈ pro(Sh∗)
y
S[(Y, ∗)] = ((Q1/Q2, [Q2])n, (T ([fQQ]))n′−n, ) ∈ pro(Sh∗).
Como corolario, resultara´ evidente que
(limS[(X , ∗)], lim({S([fP ])}n)) ≡ (limS[(Y, ∗)], lim({S(fQ])}n))
son isomorfos.
Demostracio´n. Se divide en dos casos.
Caso 1. Supongamos que M ⊂ N y que existe un N ′ entorno aislante y
admisible de K tal que N ⊂ int(N ′) ∩ f−1(int(N ′)).
La demostracio´n de este caso es como la hecha en el teorema 5.8 de [98],
pero con las modificaciones pertinentes.
Consideramos las R y R′ de la referencia. Denotamos
(R′, ∗) = ((R′1/R′2, [R′2])n, fn
′−n
R′ , ) ∈ pro(Top∗),
(R, ∗) = ((R1/R2, [R2])n, fn′−nR , ) ∈ pro(Top∗),
S[(R′, ∗)] = ((R′1/R′2, [R′2])n, (T ([fR′R′ ]))n
′−n, ) ∈ pro(Sh∗),
S[(R, ∗)] = ((R1/R2, [R2])n, (T ([fRR]))n′−n, ) ∈ pro(Sh∗)
y
{T ([iR′R])}n : S[(R′, ∗)]→ S[(R, ∗)]
morfismo de nivel. Entonces
lim({T ([iR′R])}n) : limS[(R′, ∗)]→ limS[(R, ∗)]
es un isomorfismo.
Esto, junto al corolario anterior, nos garantiza que
limS[(X , ∗)] ≡ limS[(R, ∗)] ≡ limS[(R′, ∗)] ≡ limS[(Y, ∗)].
Caso 2. Sean, ahora, M,N arbitrarios.
Su demostracio´n es muy parecida a la de la referencia. Escogemos M ′,N ′,
P ′,Q′ y R como en [98]. Denotamos por S[(P ′, ∗)], S[(Q′, ∗)] y S[(R, ∗)] a
los objetos de pro(Sh∗) definidos como se hizo en el caso 1 para S[(R, ∗)] y
S[(R′, ∗)].
Por el caso 1, ocurre que
limS[(P ′, ∗)] ≡ limS[(R, ∗)] ≡ limS[(Q′, ∗)].
31
Falta ver que limS[(X , ∗)] ≡ limS[(P ′, ∗)] y limS[(Y, ∗)] ≡ limS[(Q′, ∗)].
Si la eleccio´n de M ′,N ′,Q′ y P ′ es como la hecha en la construccio´n del
lema 5.5 de [98], los dos isomorfismo u´ltimos sera´n evidentes.
Observacio´n 3.1.9. El ı´ndice del conjunto vac´ıo es Clim,S(∅, f) = (∗, id).
Para demostrarlo basta tomar como index pair a P = (P1, P2) = (∅, ∅).
Obse´rvese, por tanto, que si el ı´ndice calculado en un N entorno aislante y
admisible es distinto de (∗, id), ocurrira´ que K 6= ∅.
I.3.2. Propiedades principales del ı´ndice. Propiedad aditiva. Sea
f : U → X una aplicacio´n continua y supongamos que un conjunto in-
variante y aislado K es unio´n disjunta de otros dos conjuntos invariantes y
aislados K1 y K2. En el pro´ximo teorema daremos respuesta al problema,
planteado por Mrozek en [97], de la relacio´n existente entre Clim,S(K, f) y
el par Clim,S(K1, f), Clim,S(K2, f).
Definicio´n 3.2.1. Dados (Y1, ∗), (Y2, ∗) ∈ Top∗ espacios topolo´gicos
punteados, la expresio´n (Y1, ∗) ∨ (Y2, ∗) ∈ Top∗ denota el espacio unio´n
punteada. Este espacio surge de la unio´n de Y1 e Y2, identificando los
dos puntos base. Si tenemos aplicaciones punteadas (morfismos de Top∗)
h1 : (Y1, ∗) → (Y1, ∗) y h2 : (Y2, ∗) → (Y2, ∗), definimos la aplicacio´n
h1 ∨ h2 : (Y1, ∗) ∨ (Y2, ∗) → (Y1, ∗) ∨ (Y2, ∗) que asigna a cada yi ∈ Yi el
valor hi(yi), para i ∈ {1, 2}. Es claro que h1 ∨ h2 es un morfismo de Top∗.
Teorema 3.2.2. Sea K un conjunto invariante y aislado, unio´n disjunta
de otros dos conjuntos invariantes y aislados K1 y K2. Entonces
Clim,S(K, f) = (lim(X , ∗) ∨ lim(Y, ∗), S([lim({fP }n) ∨ lim({fQ}n)]))
donde
(X , ∗) = ((P1/P2, ∗)n, fn′−nP , )
e
(Y, ∗) = ((Q1/Q2, ∗)n, fn′−nQ , )
con P = (P1, P2) ∈ IP (N1) y Q = (Q1,Q2) ∈ IP (N2), siendo N1 y N2
entornos aislantes ‘suficientemente pequen˜os’ de K1 y K2. Las expresiones
{fP}n y {fQ}n representan morfismos de nivel de (X , ∗) e (Y, ∗) en s´ı mis-
mos.
Demostracio´n. Sean K1 ⊂ U1 y K2 ⊂ U2 con U1, U2 abiertos contenidos
en U tales que cl(U1) ∩ cl(U2) = ∅.
Para i = 1, 2 escogemos entornos aislantes y admisibles de Ki, Ni, tales
que Ni ⊂ Ui∩f−1(Ui). Este es el significado de la expresio´n ‘suficientemente
pequen˜o’ que mencionamos en el enunciado del teorema. No resulta dif´ıcil
darse cuenta, debido a eleccio´n de los Ni, de que N1 ∪ N2 es un entorno
aislante y admisible de K1 ∪K2.
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Sean P ∈ IP (N1) y Q ∈ IP (N2). Resulta sencillo demostrar que P ∪Q =
(P1 ∪Q1, P2 ∪Q2) es un index pair de K en N1 ∪N2. Vea´moslo:
a) Si x ∈ P1 ∪Q1 y f(x) ∈ N1 ∪N2, existen dos posibilidades,
a1) x ∈ P1, lo que implica que f(x) ∈ N1. Es inmediato, entonces, que
f(x) ∈ P1 ⊂ P1 ∪Q1.
a2) x ∈ Q1, lo que implica que f(x) ∈ N2. Es inmediato, entonces, que
f(x) ∈ Q1 ⊂ P1 ∪Q1.
Por otro lado, si x ∈ P2 ∪Q2 y f(x) ∈ N1 ∪N2, haremos igual.
b) Es claro que
K = K1 ∪K2 ⊂ int(P1 \ P2) ∪ int(Q1 \Q2) ⊂ int((P1 ∪Q1) \ (P2 ∪Q2)).
c) Ocurre que
cl((P1 ∪Q1) \ (P2 ∪Q2)) = cl((P1 \ P2) ∪ (Q1 \Q2)) ⊂
⊂ cl(P1 \ P2) ∪ cl(Q1 \Q2) ⊂
⊂ (int(N1) ∩ f−1(int(N1))) ∪ (int(N2) ∩ f−1(int(N2))) ⊂
⊂ int(N1 ∪N2) ∩ f−1(int(N1) ∪ int(N2)) ⊂
⊂ int(N1 ∪N2) ∩ f−1(int(N1 ∪N2)).
Tenemos demostrado que P ∪Q es un index pair de K en N1 ∪N2.
Obse´rvese que
((P1 ∪Q1)/(P2 ∪Q2), ∗) ' (P1/P2, ∗) ∨ (Q1/Q2, ∗).
Definimos la aplicacio´n punteada
fP ∨ fQ : (P1/P2, ∗) ∨ (Q1/Q2, ∗)→ (P1/P2, ∗) ∨ (Q1/Q2, ∗)
que establece la asignacio´n
fP ∨ fQ([x]) = fP ([x]) para todo [x] ∈ P1/P2
y
fP ∨ fQ([y]) = fQ([y]) para todo [y] ∈ Q1/Q2.
Resulta claro, por la construccio´n de N1 y N2, que
fP∪Q ≡ fP ∨ fQ
determinan una conjugacio´n topolo´gica.
Sea (Z, ∗) = (((P1 ∪Q1)/(P2 ∪Q2), ∗)n, fn′−nP∪Q , ).
Sea (W, ∗) = (((P1/P2, ∗) ∨ (Q1/Q2, ∗))n, (fP ∨ fQ)n′−n, ).
Es sencillo confirmar, por la construccio´n de los entornos aislantes y el
comportamiento de fP y fQ, que
lim(W, ∗) = lim(X , ∗) ∨ lim(Y, ∗).
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Tendremos, entonces, que
Clim,S(K, f) = (limS[(Z, ∗)], lim({S([fP∪Q])}n)) =
= (lim(Z, ∗), S([lim({fP∪Q}n)])) = (lim(W, ∗), S([lim({fP ∨ fQ}n)])) =
= (lim(X , ∗) ∨ lim(Y, ∗), S([lim({fP }n) ∨ lim({fQ}n)])).
La segunda igualdad es consecuencia directa del corolario 3.1.4 (la igual-
dad es u´nica salvo isomorfismo). La igualdad entre los morfismos
lim({S([fP∪Q])}n) = S([lim({fP∪Q}n)])
es inmediata si observamos la unicidad del morfismo l´ımite inverso (ver
observacio´n 2.1.14).
Acabado el estudio de la propiedad aditiva, ahora analizaremos el compor-
tamiento del ı´ndice tras pequen˜as modificaciones continuas de la f : U → X.
Los resultados y sus demostraciones son muy semejantes a los que aparecen
en [98]. En las pro´ximas l´ıneas comentaremos, u´nicamente, aquellos resul-
tados sobre la propiedad de invariancia por homotop´ıas que difieran en algo
de los expuestos en la referencia, cuya lectura previa recomendamos.
Sea f : Λ × U → X una aplicacio´n continua con Λ un intervalo real.
Denotamos por fλ : U → X a la aplicacio´n que establece la asignacio´n
fλ(x) = f(λ, x).
Si J es subintervalo de Λ, entonces denotamos por fJ a la aplicacio´n
fJ : J × U 3 (λ, x) 7→ (λ, fλ(x)) ∈ J ×X.
Identificaremos las aplicaciones fλ y f{λ}.
Supondremos que N ⊂ X es tal que J×N ⊂ J×U es admisible y aislante
con respecto a fJ en J ×X.
Diremos que P ∈ IP (N,λ) si P es un index pair en N con respecto a fλ.
Dado P ∈ IP (N), denotamos por TN (P ) = (P1 ∪ (X \ int(N)), P2 ∪ (X \
int(N))).
Todas las proposiciones y lemas que aparecen en [98], y sus demostra-
ciones, son va´lidas para nosotros, salvo un par de resultados que sera´n lige-
ramente modificados. Una de las cosas que habra´ que modificar es el lema
6.3. Lo cambiaremos por el siguiente.
Lema 3.2.3. ([98] pa´g. 163). Sean κ, λ ∈ J , P ∈ IP (N,λ), Q ∈
IP (N,κ), P ⊂ Q y fµ(P ) ⊂ TN (Q) para todo µ ∈ J . Entonces, el diagrama
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(P1/P2, ∗) (P1/P2, ∗)
(Q1/Q2, ∗) (Q1/Q2, ∗)
fλP
fκQ
Quot(iPQ)Quot(iPQ)
conmuta salvo homotop´ıa (hemos denotado a (fλ)P como fλP ).
Esto implicara´ que el diagrama
((P1/P2, ∗), S([fλP ])) ((P1/P2, ∗), S([fλP ]))
((Q1/Q2, ∗), S([fκQ])) ((Q1/Q2, ∗), S([fκQ]))
S([fλP ])
S([fκQ])
T ([iPQ])T ([iPQ])
tambie´n conmuta.
Demostracio´n. Denotaremos TN (Q) = T (Q) = (T1(Q), T2(Q)). Ocurre
que
(P1, P2)
fµ
PT (Q)→ (T1(Q), T2(Q))
donde fµPT (Q) denota (fµ)PT (Q). Es claro que f
µ
PT (Q) ∈ Prs(P, T (Q)).
Sean iPQ : (P1, P2) → (Q1,Q2) y iQT (Q) : (Q1,Q2) → (T1(Q), T2(Q)) las
aplicaciones inclusio´n entre los pares respectivos.
Resulta fa´cil ver que la aplicacio´n
(P1/P2, ∗)
Quot(fλ
PT (Q)
)
→ (T1(Q)/T2(Q), ∗)
es igual a la composicio´n
(P1/P2, ∗)
fλP→ (P1/P2, ∗) Quot(iPQ)→ (Q1/Q2, ∗)
Quot(iQT(Q))→ (T1(Q)/T2(Q), ∗).
Obse´rvese que Quot(iQT (Q)) es un homeomorfismo punteado (ver [98],
proposicio´n 4.6).
De igual modo, tendremos que la aplicacio´n
(P1/P2, ∗)
Quot(fκ
PT (Q)
)
→ (T1(Q)/T2(Q), ∗)
es igual a la composicio´n
(P1/P2, ∗) Quot(iPQ)→ (Q1/Q2, ∗)
fκQ→ (Q1/Q2, ∗)
Quot(iQT(Q))→ (T1(Q)/T2(Q), ∗).
Construyamos la homotop´ıa
H : (P1/P2, ∗)× I → (T1(Q)/T2(Q), ∗) ' (Q1/Q2, ∗)
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que establece la asignacio´n
([x], t) 7→ (Quot(iQT (Q)))−1([f(tλ+ (1− t)κ, x)]).
Es evidente que H esta´ bien definida y es continua, cumplie´ndose Ht(∗) =
∗ para todo t.
Ocurre, adema´s, que
H0 = (Quot(iQT (Q)))
−1 ◦Quot(fκPT (Q)) = fκQ ◦Quot(iPQ)
mientras
H1 = (Quot(iQT (Q)))
−1 ◦Quot(fλPT (Q)) = Quot(iPQ) ◦ fλP .
La conmutatividad del segundo diagrama del lema resulta ya obvia.
Lema 3.2.4. ([98] Lema 6.5). Sea µ ∈ J . Entonces, para cada k ∈
existe un intervalo abierto J0 ⊂ J que contiene a µ y, para cada λ ∈ J0 y
j ∈ {1, . . . , k} existe un index pair P (j, λ) = (P (j, λ)1, P (j, λ)2) ∈ IP (N,λ)
tal que
P (j, κ) ⊂ P (j + 1, λ) para j ∈ {1, . . . , k − 1} y κ, λ ∈ J0
y la inclusio´n iP (j,κ)P (j+1,λ) : P (j, κ) → P (j + 1, λ) induce un morfismo
{T ([iP (j,κ)P (j+1,λ)])}n : S[(X , ∗)]→ S[(Y, ∗)]
siendo
S[(X , ∗)] = ((P (j, κ)1/P (j, κ)2, ∗)n, T ([fκP (j,κ)P (j,κ)]), )
y
S[(Y, ∗)] = ((P (j + 1, λ)1/P (j + 1, λ)2, ∗)n, T ([fλP (j+1,λ)P (j+1,λ)]), ).
La demostracio´n sera´ ide´ntica a la hecha en la referencia, y hara´ uso del
lema 3.2.3 anterior.
Teorema 3.2.5. ([98] pa´g. 167). Sea f : Λ×U → X una aplicacio´n con-
tinua y sea N ⊂ U un conjunto cerrado de X tal que para todo µ ∈ Λ existe
un entorno J de µ en Λ de manera que J×N ⊂ J×U es un entorno aislante
y admisible con respecto a fJ en J ×X. Entonces Clim,S(Inv(N, fλ), fλ) es
independiente de λ ∈ Λ.
Demostracio´n. Basta ver, tal como se hace en [98], que Clim,S(Kλ, fλ) es
localmente constante. El proceso de la demostracio´n es ide´ntico, hasta llegar
a la construccio´n del diagrama conmutativo de cohomolog´ıas, que nosotros
sustituiremos por lo siguiente:
Sea
S[(P(µ), ∗)] = ((P (µ)1/P (µ)2, ∗)n, T ([fµP (µ)P (µ)]), ) ∈ pro(Sh∗).
De ide´ntica manera definimos S[(Q′(λ), ∗)], S[(P ′(λ), ∗)] y S[(Q(µ), ∗)].
Consideremos el morfismo de nivel
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{T ([iP (µ)Q′(λ)])}n : S[(P(µ), ∗)]→ S[(Q′(λ), ∗)].
Ocurre que {T ([iP (µ)Q′(λ)])}n es igual a la composicio´n
S[(P(µ), ∗)] {T ([iP (µ)P ′(λ)])}n→ S[(P ′(λ), ∗)]→
{T ([iP ′(λ)Q(µ)])}n→ S[(Q(µ), ∗)] {T ([iQ(µ)Q′(λ)])}n→ S[(Q′(λ), ∗)].
Aplicando el teorema 3.1.6 y el functor lim, tenemos que
lim({T ([iP (µ)Q′(λ)])}n) es un isomorfismo entre Clim,S(Inv(N, fµ), fµ) y
Clim,S(Inv(N, fλ), fλ).
Consideremos X,Y espacios metrizables, con U ⊂ X y V ⊂ Y abiertos.
Sean ϕ : U → Y y ψ : V → X aplicaciones continuas de modo que K ⊂ U
sea un conjunto invariante y aislado con respecto a f = ψ ◦ ϕ.
Teorema 3.2.6. Ocurre, en estas condiciones, que ϕ(K) es invariante y
aislado con respecto a g = ϕ ◦ ψ. Adema´s, tendremos que Clim,S(K, f) =
Clim,S(ϕ(K), g).
Demostracio´n. La primera parte de la demostracio´n consistira´ en ver que
ϕ(K) es invariante y aislado respecto de g.
Basta escoger las M,N de la demostracio´n hecha en [97], pero con M ⊂
dom(f) = ϕ−1(V ) entorno aislante y admisible de K respecto de f .
La igualdad Inv(N, g) = ϕ(K) aparece probada en [97]. Veamos que N
es tambie´n admisible.
Sea {xn} una sucesio´n en N y {mn}n →∞, con
{gi(xn) : 1 ≤ i ≤ mn} ⊂ N para todo n.
Consideremos
{ψ(gi(xn)) = f i(ψ(xn)) : 1 ≤ i ≤ mn − 1} ⊂M.
Es claro que {mn−1} → ∞. Entonces, la sucesio´n {fmn−1(ψ(xn))}n tiene
una subsucesio´n convergente en M . Si le aplicamos la aplicacio´n continua
ϕ, obtenemos
{(ϕ ◦ fmn−1)(ψ(xn))}n = {gmn(xn)}n,
que tendra´ subsucesio´n convergente en N . Queda demostrado que N es
admisible.
Veamos la segunda parte del teorema, que consiste en demostrar la igual-
dad
Clim,S(K, f) = Clim,S(ϕ(K), g).
Consideremos, ahora, ϕ : U → Y y ψ′ : ψ−1(U)→ U restriccio´n de ψ.
Definimos, entonces
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f0 = ψ′ ◦ ϕ : ϕ−1(ψ−1(U))→ U
y
g0 = ϕ ◦ ψ′ : ψ−1(U)→ Y
Resulta claro que g0 = g y Clim,S(K, f) = Clim,S(K, f0).
Sea N un entorno aislante y admisible de ϕ(K) para g. Veamos que
ϕ−1(N) es un entorno aislante y admisible de K para f0.
1. ϕ−1(N) es cerrado en U .
2. ϕ−1(N) es admisible.
Sean {xn}n ⊂ ϕ−1(N) y {mn}n →∞ tal que
{f i0(xn) : 1 ≤ i ≤ mn} ⊂ ϕ−1(N) para todo n.
Ocurre que {ϕ(xn)}n ⊂ N . Consideremos {mn − 1}n →∞.
Es claro que gi(ϕ(xn)) = ϕ(f i0(xn)). Esto garantiza que
{gi(ϕ(xn)) : 1 ≤ i ≤ mn − 1} ⊂ N
con N admisible. Entonces {gmn−1(ϕ(xn))}n tiene una subsucesio´n conver-
gente. Al ser ψ continua, tendremos que
{(ψ ◦ gmn−1)(ϕ(xn))}n = {(fmn−10 ◦ ψ ◦ ϕ)(xn)}n = {fmn0 (xn)}n
tiene un punto de acumulacio´n.
3. ϕ−1(N) es aislante de K.
Resulta claro que es un entorno cerrado en U de K.
Sea x ∈ ϕ−1(N) de modo que existe una σx : → ϕ−1(N) solucio´n de f0
por x. Entonces ϕ ◦ σx cae en Inv(N, g) = ϕ(K). Esto implica que σx esta´
en ϕ−1(ϕ(K)).
Si existe un n ∈ tal que σx(n) ∈ ϕ−1(ϕ(K)) \K, entonces tenemos
f0(σx(n− 1)) = σx(n) /∈ K,
pero
f0(ϕ−1(ϕ(K))) = (ψ′ ◦ ϕ)(ϕ−1(ϕ(K))) =
= ψ′(ϕ(K)) = f0(K) = K,
de modo que f0(σx(n−1)) = σx(n) ∈ K lo cual es absurdo. Por consiguiente,
σx esta´ totalmente contenida en K.
As´ı, tenemos que Inv(ϕ−1(N), f0) = K. Queda demostrado que ϕ−1(N)
es un entorno aislante y admisible de K para f0.
Sea (Q1,Q2) ∈ IP (N) con Q2 ⊂ Q1. Definimos P1 = ϕ−1(Q1) y P2 =
ϕ−1(Q2).
Veamos que P = (P1, P2) ∈ IP (ϕ−1(N)).
a) Pi positivamente invariante respecto de ϕ−1(N).
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Si x ∈ Pi con f0(x) ∈ ϕ−1(N), entonces ϕ(x) ∈ Qi con g(ϕ(x)) =
ϕ(f0(x)) ∈ N . De modo que g(ϕ(x)) = ϕ(f0(x)) ∈ Qi. Esto implica que
f0(x) ∈ ϕ−1(Qi) = Pi.
b) K ⊂ int(P1 \ P2).
Como ϕ(K) ⊂ int(Q1 \Q2), existe un abierto U0 ⊂ ϕ−1(N), con K ⊂ U0,
tal que ϕ(U0) ⊂ int(Q1 \Q2).
Entonces U0 ⊂ int(ϕ−1(Q1)\ϕ−1(Q2)). De modo que K ⊂ U0 ⊂ int(P1 \
P2).
c) cl(P1 \ P2) ⊂ int(ϕ−1(N)) ∩ f−10 (int(ϕ−1(N))).
Sea x ∈ cl(P1 \ P2). Entonces
ϕ(x) ∈ cl(Q1 \Q2) ⊂ g−1(int(N)) ∩ int(N).
Aplicando g, tendremos que g(ϕ(x)) = ϕ(f0(x)) ∈ int(N), de modo que
f0(x) ∈ ϕ−1(int(N)) ⊂ int(ϕ−1(N)).
As´ı, x ∈ f−10 (int(ϕ−1(N))).
Por otro lado, x ∈ ϕ−1(int(N)) ⊂ int(ϕ−1(N)).
Tenemos, entonces, que P = (P1, P2) ∈ IP (ϕ−1(N)).
El resto de la demostracio´n es ana´logo a lo hecho en [97].
Observacio´n 3.2.7. Sea f : U → X continua con K un conjunto
invariante y aislado por N , un entorno aislante y admisible. Considere-
mos P ∈ IP (N). Utilizaremos u´nicamente el functor l´ımite inverso lim :
pro(Top∗) → Top∗ para construir un objeto, semejante al ı´ndice shape que
ya tenemos, y al que llamaremos ı´ndice l´ımite inverso. El nuevo ı´ndice
tendra´ todas las propiedades del ı´ndice shape, salvo la de invariancia por
homotop´ıas, y su definicio´n es la siguiente
Clim(K, f) = (lim(X , ∗), lim({fP }n)),
siendo (X , ∗) = ((P1/P2, ∗)n, fn′−nP , ). Obse´rvese que el ı´ndice l´ımite in-
verso es el resultante de quitarle el functor shape y el functor homotop´ıa al
ı´ndice shape.
Debemos demostrar que esta definicio´n es independiente del P y del N
escogidos. Sin embargo, si nos fijamos en los resultados obtenidos con el
ı´ndice shape cuando demostrabamos esto, veremos que se puede hacer un
trasplante casi total de todos los pasos seguidos.
As´ı, se ve sin dificultad que el lema 3.1.5 se reenuncia del siguiente modo
Lema 3.2.8. Sea N un entorno aislante y admisible del conjunto inva-
riante y aislado K, con P ∈ IP (N). Entonces existen un entorno aislante
y admisible M de K, M ⊂ int(N) ∩ f−1(int(N)), y P ′ ∈ IP (N),Q ∈
IP (M),Q ⊂ P ′ tales que si
(X , ∗) = ((Q1/Q2, [Q2])n, fn′−nQ , ) ∈ pro(Top∗)
e
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(Y, ∗) = ((P ′1/P ′2, [P ′2])n, fn
′−n
P ′ , ) ∈ pro(Top∗),
resulta que
lim({Quot(iQP ′)}n) : lim(X , ∗)→ lim(Y, ∗)
es un isomorfismo en Top∗ (un homeomorfismo), donde denotamos como
{Quot(iQP ′)}n al morfismo de nivel en pro(Top∗) que va de (X , ∗) en (Y, ∗).
lim({Quot(iQP ′)}n) es un isomorfismo entre (lim(X , ∗), lim({fQ}n)) y
(lim(Y, ∗), lim({fP ′}n)). Aqu´ı, por isomorfismo entendemos un homeomor-
fismo de Top∗ que cumple
lim({Quot(iQP ′)}n) ◦ lim({fQ}n) = lim({fP ′}n) ◦ lim({Quot(iQP ′)}n).
La demostracio´n es ide´ntica a la hecha en el lema 3.1.5.
Teorema 3.2.9. Sea f : U → X continua, con N un entorno aislante
y admisible, P,Q ∈ IP (N), P ⊂ Q. Si iPQ : P → Q es el morfismo
inclusio´n en Prs, entonces Quot(iPQ) es un morfismo en Top∗, y cumple
que lim({Quot(iPQ)}n) es un isomorfismo en Top∗ (un homeomorfismo),
lim({Quot(iPQ)}n) : lim(X , ∗) ≡→ lim(Y, ∗)
donde
(X , ∗) = ((P1/P2, [P2])n, fn′−nP , ) ∈ pro(Top∗)
e
(Y, ∗) = ((Q1/Q2, [Q2])n, fn′−nQ , ) ∈ pro(Top∗),
siendo {Quot(iPQ)}n el morfismo de nivel entre (X , ∗) e (Y, ∗).
La demostracio´n de este resultado es pra´cticamente igual a la hecha para
el teorema 3.1.6.
Corolario 3.2.10. Dados P,Q ∈ IP (N), ocurre que lim(X , ∗) es iso-
morfo (homeomorfo) a lim(Y, ∗), siendo
(X , ∗) = ((P1/P2, [P2])n, fn′−nP , ) ∈ pro(Top∗)
e
(Y, ∗) = ((Q1/Q2, [Q2])n, fn′−nQ , ) ∈ pro(Top∗).
La prueba es ana´loga a la del corolario 3.1.7.
Teorema 3.2.11. Sea f : U → X continua y sea K un conjunto inva-
riante y aislado. Entonces, dados N,M entornos aislantes y admisibles de
K , y dados P ∈ IP (N),Q ∈ IP (M), ocurre que (lim(X , ∗), lim({fP }n))
es isomorfo (homeomorfo) a (lim(Y, ∗), lim({fQ}n)), siendo
(X , ∗) = ((P1/P2, [P2])n, fn′−nP , ) ∈ pro(Top∗)
e
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(Y, ∗) = ((Q1/Q2, [Q2])n, fn′−nQ , ) ∈ pro(Top∗).
La demostracio´n se hace en te´rminos muy semejantes a los del teorema
3.1.8.
Observacio´n 3.2.12. El ı´ndice del conjunto vac´ıo es Clim(∅, f) = (∗, id).
Para demostrarlo basta tomar como index pair P = (P1, P2) = (∅, ∅).
Obse´rvese, por tanto, que si el ı´ndice calculado en un N , entorno aislante y
admisible, es distinto de (∗, id), ocurrira´ que K 6= ∅.
Adema´s, el ı´ndice l´ımite inverso cumplira´ las propiedades aditiva y conmu-
tativa. Basta echar un vistazo a las demostraciones ya hechas con el ı´ndice
shape, y veremos co´mo las modificaciones son mı´nimas. Hacemos observar
tambie´n que nuestro ı´ndice queda caracterizado por un espacio topolo´gico
punteado y un homeomorfismo punteado del espacio en s´ı mismo.
Sera´, sin embargo, la invariancia por homotop´ıas la propiedad que falle
para nuestro nuevo ı´ndice, lo cual lo convierte en un objeto muy inestable
y de poco intere´s desde ese punto de vista.
I.4. Algunos resultados acerca de los tipos shape que aparecen
como ı´ndice en un sistema dina´mico discreto
En contra de lo que ocurre con el ı´ndice shape (homoto´pico) para flujos
en variedades, que es siempre el tipo shape (homoto´pico) de un poliedro
punteado y compacto, el ı´ndice para el caso discreto suele ser ma´s complejo.
Para todo n ∈ escogemos S1n = {z ∈ : |z| = 1}, y tomamos 1 =
zn ∈ S1n como punto base. Dado q ∈ , el solenoide q-a´dico, Sq, es el l´ımite
inverso del sistema inverso ((S1n, zn), qn, ) donde las aplicaciones punteadas
qn : S1n+1 → S1n se definen como qn(z) = zq para todo n ∈ .
Si {dn}n∈ es una sucesio´n arbitraria de enteros y nosotros tomamos
diferentes aplicaciones punteadas hn : S1n+1 → S1n, hn(z) = zdn para todo
n ∈ , obtendremos, pasando al l´ımite, el solenoide generalizado.
En esta seccio´n, T denotara´ un solenoide generalizado (punteado) obtenido
de cualquier sucesio´n de enteros {dn}n∈ , primos entre s´ı. Los solenoides
son compactos, conexos, no movibles (punteados).
Nuestro objetivo es obtener el shape (punteado) de todos los solenoides
q-a´dicos como el ı´ndice de conjuntos invariantes y aislados de sistemas
dina´micos discretos (modificando la G-herradura). Por otro lado, el shape de
los solenoides generalizados no es el ı´ndice de ningu´n conjunto compacto, in-
variante y aislado de una aplicacio´n definida localmente en un ANR me´trico
localmente compacto. Entonces, el ı´ndice no puede ser ‘arbitrariamente
complejo’. De hecho, sera´ el shape del l´ımite inverso de un sistema inverso
((Pn, zn), gn, ) donde, para todo n ∈ , (Pn, zn) = (P, ∗) y gn = g, con P
un poliedro finito fijo y g : P → P fija (punteada).
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Si f : N ⊂ X → X es una aplicacio´n continua y K ⊂ int(N) es
un conjunto compacto, invariante y aislado, denotaremos por S(K, f) al
ı´ndice shape del par (K, f), considerando so´lo el objeto (sin morfismo) de
Clim,S(K, f).
Proposicio´n 4.1. Para todo q ∈ existe un difeomorfismo definido
localmente fq : [0, 1]2 → 2 , y un conjunto compacto, invariante y aislado,
Kq, para fq, tal que S(Kq, fq) = Sh(Sq). El caso q = 2 se obtiene de la
G-herradura.
Demostracio´n. Probaremos, primero, que S(K2, f2) = Sh(S2). Sea G2 un
conjunto compacto (punteado) obtenido como l´ımite inverso de la sucesio´n
inversa asociada a un index pair P = (P1, P2) tal que el cociente P1/P2 es
homoto´picamente equivalente a la unio´n punteada de dos c´ırculos (ver figura
I.2).
Debemos, entonces, ver que Sh(G2) = Sh(S2). El solenoide S2 se obtiene
como l´ımite inverso de la sucesio´n inversa
· · · z2→ (S1, 1) z2→ (S1, 1) z2→ (S1, 1).
Por otro lado, tenemos que G2 es el l´ımite inverso de la sucesio´n inversa
· · · φ→ (S1 ∨ S1, ∗) φ→ (S1 ∨ S1, ∗) φ→ (S1 ∨ S1, ∗)
donde φ : (S1 ∨ S1, ∗) → (S1 ∨ S1, ∗) es cualquier aplicacio´n punteada que
transforma los caminos a y b en ab (ver figura I.1).
Figura I.1
Definimos
ψ = (idS1 , idS1) : (S
1 ∨ S1, ∗)→ (S1, 1).
Sea ρ : (S1, 1)→ (S1 ∨ S1, ∗) cualquier aplicacio´n punteada, morfismo de
HTop∗, que transforma el camino identidad S1 → S1 en el camino ab.
Tenemos, por tanto, que el siguiente diagrama es conmutativo salvo ho-
motop´ıa punteada,
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S1 S1
S1 ∨ S1 S1 ∨ S1
z2
φ
ρρ
ψ
Ahora, usando el teorema de Morita para isomorfismos de nivel en pro-
categor´ıas ([91]), la demostracio´n del caso q = 2 esta´ completa.
Sea q arbitrario. Tomaremos el difeomorfismo definido localmente fq :
[0, 1]2 → 2 como en la figura I.2. Ahora, la demostracio´n es similar a la
del caso q = 2. Aqu´ı S(Kq, fq) = Sh(Gq), donde Gq es el l´ımite inverso de
una sucesio´n inversa definida en la unio´n punteada de q circunferencias.
Figura I.2
El resto de la demostracio´n resulta ya evidente.
Aplicaremos, en nuestro contexto, las te´cnicas del lema 5.1 de [125], con
el fin de asegurar la existencia de index pairs adecuados para todo con-
junto compacto, invariante y aislado con respecto a un sistema semidina´mico
definido en Q = Π∞n=1[0, 1/n], el cubo de Hilbert. Teniendo en cuenta que
estas te´cnicas requieren el uso de aplicaciones multivaluadas, introducimos,
a continuacio´n, algunos resultados sobre sistemas dina´micos multivaluados,
que necesitaremos para proseguir con nuestro estudio. La mayor parte de
estos resultados ha sido tomada del art´ıculo de Kaczynski y Mrozek [63].
Sea f : Q→ Q una aplicacio´n continua. Dado ² > 0, consideremos
A(²) = {A ∩Q,A =
∞∏
i=1
Ai : ∀i ∃k ∈ con Ai = k² o´ Ai = [k², (k + 1)²].}
Definimos las aplicaciones multivaluadas T², F² : Q→ P(Q) del siguiente
modo
T²(x) =
⋃
{A ∈ A(²) : x ∈ A}
y
F²(x) = (T² ◦ f ◦ T²)(x).
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Definicio´n 4.2. ([63]). Sean Y,Z espacios me´tricos. Una aplicacio´n
F : Y → P(Z) es semicontinua superiormente (scs) si F−1(A) = {y ∈ Y :
F (y)∩A 6= ∅} es cerrado para todo A ⊂ Z cerrado o, de manera equivalente,
si el conjunto {y ∈ Y : F (y) ⊂ U} es abierto para todo abierto U ⊂ Z.
Denotamos F (A) =
⋃{F (y) : y ∈ A} ⊂ Z. Dado un entero positivo n,
denotamos Fn(y) = F (Fn−1(y)).
Toda aplicacio´n scs con valores compactos env´ıa conjuntos compactos a
conjuntos compactos.
Definicio´n 4.3. ([63]). Una aplicacio´n scs F : X× → P(X) con valores
compactos se llama sistema dina´mico multivaluado discreto (sdmd) si:
1) Para todo x ∈ X, F (x, 0) = {x}.
2) Para todo n,m ∈ con nm ≥ 0 y todo x ∈ X, F (F (x, n),m) =
F (x, n+m).
3) Para todo x, y ∈ X, y ∈ F (x,−1) si, y so´lo si, x ∈ F (y, 1).
Usaremos la notacio´n F (x, n) = Fn(x). Obse´rvese que Fn es equivalente
a aplicar repetidamente F 1 : X → P(X) o su inversa (F 1)−1. Por ello
llamamos a F 1 generador del sdmd F .
Una aplicacio´n scs con valores compactos F : X → P(X) genera un sdmd
si, y so´lo si, es propia, esto es, si F−1(K) es compacto para todo compacto
K ⊂ X (ver [63]).
Diremos que un conjunto A ⊂ Q es un prisma si existe un m ∈ y un
poliedro finito P tal que A = P ×Q ⊂ Πmn=1[0, 1/n]×Q (ver p. 104 de [10]).
Lema 4.4. Sea F : I ×Q× → P(Q), definida del siguiente modo
F (², x, n) = Fn² (x).
Entonces, F es una aplicacio´n scs, con valores compactos, tal que para
todo ² ∈ I, F² : Q× → P(Q) es un sdmd.
Demostracio´n. Primero veremos que F 1² : Q → P(Q) es una aplicacio´n
scs, con valores compactos, propia, de modo que genera un sdmd.
Para todo ² > 0 existe un n(²) ∈ tal que 1n(²) ≤ ² < 1n(²)−1 .
Entonces
T²(x) = P ×Q ⊂ Πn(²)−1n=1 [0, 1/n] ×Q
con P poliedro finito. Por tanto, para todo x ∈ Q, T²(x) es un prisma.
De manera ana´loga, para todo x ∈ Q
F²(x) = (P1 ∪ · · · ∪ Pk)×Q ⊂ Πn(²)−1n=1 [0, 1/n] ×Q
donde Pi es un poliedro finito para todo i ∈ {1, . . . , k}. Como k es finito,
para todo x ∈ Q, F²(x) es un prisma.
En particular, T² y F² toman valores compactos.
Veamos que T² y F² son scs.
Con T² debemos demostrar que, dado U abierto de Q, el conjunto {x ∈
Q : T²(x) ⊂ U} es abierto. Sea x ∈ Q fijo. Si x′ ∼ x es suficientemente
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pro´ximo a x, resulta claro que T²(x′) ⊆ T²(x), de modo que, si T²(x) ⊂ U ,
entonces T²(x′) ⊂ U . Consecuencia inmediata es que F²(x′) ⊂ F²(x).
Queda, entonces, demostrado que F 1² : Q → P(Q) es scs, con valores
compactos, propia (Q es compacto), y genera un sdmd.
Para ver que F es scs, to´mese un subconjunto abierto U ⊂ Q. Entonces,
el conjunto
{(², x, n) ∈ I ×Q× : F (², x, n) ⊂ U} ≡
≡
⋃
n∈
{(², x, n) ∈ I ×Q× n : F (², x, n) ⊂ U}
es abierto de I ×Q× . Sera´ suficiente demostrar que
F 1, F−1 : I ×Q→ P(Q)
son scs.
La demostracio´n para F 1 se reduce a verlo para T : I × Q → P(Q),
donde T (², x) = T²(x). Dado (²0, x0) fijo, con T²0(x0) ⊂ U abierto de Q,
si (²1, x1) ∼ (²0, x0) es suficientemente pro´ximo a (²0, x0), tendremos sin
dificultad que T²1(x1) ⊂ U .
Veamos que F−1 es scs. Sea (²0, x0) ∈ {(², x) ∈ I ×Q : F−1(², x) ⊂ U}.
Ocurre que
F−1² (x) ⊂ U cuando ²→ ²0 y x→ x0.
En efecto, de no ser as´ı, tendr´ıamos que existen sucesiones {²n}n → ²0,
{xn}n → x0, {yn}n → y0, con yn /∈ U para todo n, y tal que yn ∈ F−1²n (xn).
Como F 1 es scs, dado m ∈ , existe un nm ∈ de modo que
xn ∈ F 1²n(yn) ⊂ B1/m(F 1²0(y0)) para todo n ≥ nm
siendo B1/m(F 1²0(y0)) = {x ∈ Q : d(x,F 1²0(y0)) < 1/m}.
Entonces x0 ∈ F 1²0(y0), con lo que tendremos que y0 ∈ F−1²0 (x0) ⊂ U , que
es una contradiccio´n.
Definicio´n 4.5. ([63]). Sea X un ANR localmente compacto, con F :
X → P(X) una aplicacio´n scs, con valores compactos, propia (genera un
sdmd). Dado I, un intervalo en con 0 ∈ I, diremos que σ : I → X es una
solucio´n de F por x ∈ X si σ(n + 1) ∈ F (σ(n)) para todo n, n + 1 ∈ I, y
σ(0) = x.
Dado un conjunto compacto N ⊂ X, denotamos
Inv(N,F ) = {x ∈ N tal que existe σ : → N solucio´n de F por x}.
Como N es compacto, ocurre que Inv(N,F ) es un conjunto compacto.
Sea diamNF = sup{diamF (x) : x ∈ N} y dist(A,B) = min{d(x, y) :
x ∈ A, y ∈ B}, A,B ⊂ X.
Definicio´n 4.6. ([63]). Un conjunto compacto N ⊂ X es llamado en-
torno aislante para F si
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BdiamNF (Inv(N,F )) ⊂ int(N)
o, de manera equivalente,
dist(Inv(N,F ), ∂(N)) > diamNF.
Definicio´n 4.7. ([63]). Sea N un entorno aislante para F . Un par
P = (P1, P2) de conjuntos compactos, P2 ⊂ P1 ⊂ N , se llama index pair
para Inv(N,F ) si se cumplen las siguientes condiciones:
1) F (Pi) ∩N ⊂ Pi, i ∈ {1, 2}.
2) F (P1 \ P2) ⊂ N .
3) Inv(N,F ) ⊂ int(P1 \ P2).
Teorema 4.8. ([63]). Sea N un entorno aislante para F y sea W un
entorno de Inv(N,F ). Entonces existe un index pair P para Inv(N,F ) tal
que P1 \ P2 ⊂W .
Lema 4.9. ([63]). Sea Λ ⊂ un intervalo compacto y sea
F : Λ×X × → P(X)
una aplicacio´n scs, con valores compactos, tal que para cada λ ∈ Λ, la apli-
cacio´n Fλ : X × → P(X) definida como Fλ(x, n) = F (λ, x, n) es un sdmd.
Si N ⊂ X es un conjunto compacto, entonces la aplicacio´n λ→ Inv(N,Fλ)
es scs.
Tras esta recopilacio´n de resultados sobre aplicaciones multivaluadas y los
sistemas dina´micos multivaluados que determinan, estamos en condiciones
de seguir con nuestro estudio.
Proposicio´n 4.10. Sea f : Q → Q una aplicacio´n continua y sea K un
conjunto compacto, invariante y aislado. Entonces existe un entorno aislante
y admisible, M , de K, y un index pair (Q1,Q2) ∈ IP (M), tal que Q1 y Q2
son prismas.
Demostracio´n. Sera´ parecida a la hecha en el lema 5.1 de [125]. Sabemos
que las aplicaciones multivaluadas T², F² toman valores compactos y son
aplicaciones scs.
Recordemos que, dado ² > 0, existe un n(²) ∈ tal que 1n(²) ≤ ² < 1n(²)−1 ,
de manera que
T²(x) = P ×Q ⊂ Πn(²)−1n=1 [0, 1/n] ×Q
siendo P un poliedro finito. As´ı, para todo x ∈ Q, T²(x) es un prisma.
De igual modo, tenemos, para todo x ∈ Q, que
F²(x) = (P1 ∪ · · · ∪ Pk)×Q ⊂ Πn(²)−1n=1 [0, 1/n] ×Q
siendo Pi poliedros finitos para todo i = 1, . . . , k. Como k es finito, para
todo x ∈ Q, F²(x) es un prisma.
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Sea N un entorno aislante y admisible de K (y por tanto compacto), por
ejemplo N un prisma (ver lema 4.3, pa´g. 105, de [10]). Definimos
N² =
⋃
{A ∈ A(²) : A ⊂ N}.
Si ² es suficientemente pequen˜o, tendremos que N² es un prisma, entorno
aislante respecto de F², que contiene a K. Vea´moslo.
N = P ×Q ⊂ Πn1n=1[0, 1/n] ×Q, N² = P ′ ×Q ⊂ Πn1n=1[0, 1/n] ×Q
siendo P ′ ⊂ P poliedros finitos.
Resulta evidente, si ² es suficientemente pequen˜o, que N² es un prisma
que contiene a K.
Para ver que N² es un entorno aislante para F², con ² suficientemente
pequen˜o, basta utilizar el lema 4.4 y el lema 4.9.
Es claro que K ⊂ K² = InvN²F². Sabemos, por el teorema 4.8, que
existen (P1, P2) compactos, P2 ⊂ P1 ⊂ N², tales que
1) F²(Pi) ∩N² ⊂ Pi, i ∈ {1, 2}.
2) F²(P1 \ P2) ⊂ N²
3) K² ⊂ int(P1 \ P2).
Interesa encontrar, ahora, un index pair prisma´tico para K, esto es, un
entorno aislante M de K y un par (Q1,Q2) de compactos (prismas) en M
tal que:
a) f(Qi) ∩M ⊂ Qi
b) Inv(M,f) = K ⊂ int(Q1 \Q2).
c) cl(Q1 \Q2) ⊂ int(M) ∩ f−1(int(M)).
EscogemosM = N². Consideraremos los (P1, P2) descritos antes, de modo
que
cl(P1 \ P2) ⊂ int(N²) ∩ f−1(int(N²)) = W.
Sea d ∈ . Definimos, entonces, (Q1,Q2) del siguiente modo:
Q1 = T²/d(P1) ∩N²
y
Q2 = T²/d(P2) ∩N².
Por prisma de cola n(²/d) entendemos P = P ′×Q ⊂ Πn(²/d)−1n=1 [0, 1/n]×Q
siendo P ′ un poliedro finito.
Hacemos notar que (Q1,Q2) son dos prismas de cola n(²/d), con P1 ⊂ Q1
y P2 ⊂ Q2. Obse´rvese, adema´s, que, variando al alza el valor de d, tendremos
que Qi es tan pro´ximo, con la me´trica de Hausdorff (ver [40], pa´g. 370), a
Pi como sea necesario. Veamos que (Q1,Q2) ∈ IP (M).
Como K² ⊂ int(P1 \ P2) y Qi → Pi, entonces existe un d tal que K² ⊂
int(Q1 \Q2). En consecuencia, Inv(N², f) = K ⊂ int(Q1 \Q2), con lo que
b) esta´ demostrado.
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Para d suficientemente grande, tenemos que cl(P1 \P2) ∼ cl(Q1 \Q2) son
suficientemente pro´ximos (con la me´trica de Hausdorff), de modo que
cl(Q1 \Q2) ⊂W = int(N²) ∩ f−1(int(N²)),
lo que demuestra c).
Ocurre que f(Qi) ∩N² ⊂ F²(Pi) ∩N², ya que, al ser Qi = T²/d(Pi) ∩N²,
tendremos
f(Qi) ⊂ f(T²/d(Pi)) ⊂ T²/d(f(T²/d(Pi))) = F²/d(Pi) ⊂ F²(Pi).
Como F²(Pi) ∩N² ⊂ Pi ⊂ Qi, ya tenemos que f(Qi) ∩N² ⊂ Qi, y queda
demostrado a).
Teorema 4.11. Sea f : U ⊂ X → X continua, conX un ANR localmente
compacto y U abierto de X. En estas condiciones, afirmamos que para todo
conjuntoK compacto, invariante y aislado, S(K, f) = Sh(lim(X , ∗)), siendo
(X , ∗) = ((Q1/Q2, ∗)n, gQ, ), donde (Q1,Q2) es un index pair prisma´tico
para cierta aplicacio´n continua g, extensio´n de f , g : Z ⊂ Q→ Q.
Demostracio´n. Podemos considerar a X sumergido como un subconjunto
cerrado de un espacio normado B. Sea N un entorno aislante, compacto,
de K. Al ser X un ANR, existen un entorno abierto de X, UX ⊂ B, y
una retraccio´n r : UX ⊂ B → X. Debido a [46] tendremos que se puede
construir un ANR compacto, AN , con N ⊂ AN ⊂ UX .
Sea V un subconjunto abierto de X tal que K ⊂ V ⊂ N , con f(V ) ⊂ N .
Sea W = r−1(V ) ∩AN , subconjunto abierto de AN .
Consideremos la aplicacio´n
f1 = f ◦ r|W : W ⊂ AN → AN .
Resulta sencillo ver, por la propiedad conmutativa del ı´ndice shape, que
S(K, f) = S(K, f1).
En consecuencia, el estudio de S(K, f) se puede considerar ide´ntico al del
ı´ndice S(K, f1) en AN , que es un ANR compacto.
Por compacidad, tenemos que AN ⊂ Q, contenido como un cerrado en el
cubo de Hilbert.
Existen, entonces UA
N ⊂ Q, entorno abierto de AN , y una retraccio´n
r1 : UA
N ⊂ Q→ AN .
Sea Z = r−11 (W ) ⊂ UA
N
un subconjunto abierto de Q. Definimos
g = f1 ◦ r1|Z : Z ⊂ Q→ Q.
Resulta claro, por la propiedad conmutativa del ı´ndice, que S(K, f1) =
S(K, g).
Basta, ahora, aplicar la u´ltima proposicio´n para obtener, de manera in-
mediata el resultado buscado.
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Corolario 4.12. Sea f : U ⊂ X → X continua, con X un ANR lo-
calmente compacto. Entonces, para todo conjunto compacto, invariante y
aislado, K, S(K, f) 6= Sh(T ).
Demostracio´n. Tenemos S(K, f) = Sh(lim((Q1/Q2, [Q2])n, gQ, )) =
Sh(Z), con Z el l´ımite inverso.
Si S(K, f) = Sh(T ), ocurre que Sh(T ) = Sh(Z). Existe, entonces, un
l ∈ y aplicaciones punteadas α : Q1/Q2 → S1, β : S1 → Q1/Q2 tales que
β ◦ α ' glQ : Q1/Q2 → Q1/Q2
donde el s´ımbolo ' se refiere a la relacio´n de homotop´ıa punteada.
Tendremos, entonces, el siguiente diagrama conmutativo (salvo homo-
top´ıa punteada)
Q1/Q2 Q1/Q2
S1 S1
glQ
α ◦ β
αα
β
De este modo, resulta S(K, f) = Sh(Z) = Sh(T ) = Sh(Sq) donde Sq es
el solenoide obtenido como l´ımite inverso de
· · ·S1 α◦β→ S1 α◦β→ S1.
Pero esto, por el teorema 17 de [79], es una contradiccio´n.
Corolario 4.13. El ı´ndice de un conjunto compacto, invariante y aislado
de una aplicacio´n definida localmente en un ANR localmente compacto, es
el shape del l´ımite inverso de una sucesio´n inversa ((Pn, zn), gn, ) donde,
para todo n ∈ , (Pn, zn) = (P, ∗) fijo y gn = g : (P, ∗)→ (P, ∗) fija, siendo
P un poliedro finito.
El poliedro P sera´ finito debido a que podemos conseguir un Q1/Q2, ANR
compacto (ver teorema 1.2, pa´g. 178, de [58]), que, por el teorema de West
[126], tiene el tipo de homotop´ıa de un poliedro finito. Tendremos que el
ı´ndice es el shape de un compacto de dimensio´n de deformacio´n finita.
Observaciones finales. Del u´ltimo corolario se deduce que el shape de
un espacio de dimensio´n de deformacio´n infinita, como el compacto, unio´n
punteada de esferas,
∨∞
j=1 S
j, no sera´ el ı´ndice de un sistema dina´mico en
un ANR localmente compacto. Sin embargo, la demostracio´n del corolario
4.12 puede modificarse para ver que espacios ma´s simples, como el pendiente
hawaiano H, de dimensio´n 1, tampoco aparece como ı´ndice en un sistema
dina´mico.
Por otro lado, si la sucesio´n inversa de poliedros que construimos es movi-
ble punteada y los grupos shape son numerables, tenemos que el ı´ndice
obtenido es el shape de un FANR (teorema 18, pa´g. 235, de [81]). Parece
49
dif´ıcil encontrar ı´ndices que sean el shape de espacios movibles que no sean
FANRs. En este sentido, el ejemplo dado en el corolario 4.12 es interesante
ya que nos brinda un caso unidimensional, no movible, compacto, conexo y
cuyos grupos shape son triviales.
El u´ltimo corolario tambie´n puede verse como un resultado generalizado
sobre la finitud del tipo del ı´ndice de Conley, ver [125].
50
.
51
CAPITULO II
INDICE DE PUNTO FIJO EN HIPERESPACIOS: UN
INDICE DEL TIPO DE CONLEY PARA SISTEMAS
SEMIDINAMICOS DISCRETOS
Resumen. Sean X un ANR me´trico, localmente compacto, U un subcon-
junto abierto de X y f : U → X una aplicacio´n continua. El objetivo del
presente cap´ıtulo es estudiar el ı´ndice de punto fijo de la aplicacio´n que f
induce en ciertos hiperespacios de X. Para cualquier conjunto compacto,
invariante y aislado con respecto a f , K ⊂ U , calcularemos este ı´ndice de
punto fijo y determinaremos su significado dina´mico. El valor del ı´ndice
dependera´ u´nicamente del comportamiento de f en cierta regio´n de K, que
denominaremos parte atractora de K. Nuestro ı´ndice permitira´ caracterizar
los compactos que aislan a un atractor.
Por otro lado, las propiedades que demostraremos de nuestros ı´ndices nos
proporcionara´n algunas observaciones interesantes. As´ı, la conmutatividad
y la invariancia por homotop´ıas permitira´n reducir el ana´lisis de la dina´mica
de f en K, que puede ser complejo, al estudio de nuestro ı´ndice en otros
sistemas dina´micos, eventualmente ma´s simples.
II.1. Introduccio´n y comentarios preliminares
La tarea de asignar a un conjunto invariante y aislado de un sistema di-
na´mico un ı´ndice, tal como hace Conley en [25] con los sistemas dina´micos
continuos, o como proponen Robbin y Salamon en [108] y, de modo ma´s
general, Mrozek en [97] con los sistemas dina´micos discretos, se sirve de la
nocio´n de index pair. La independencia de la eleccio´n de los index pairs
para introducir tales ı´ndices es uno de los resultados claves en los art´ıculos
mencionados.
El lector que este´ familiarizado con la teor´ıa del grado notara´ que los
ı´ndices de Conley tienen propiedades similares a las del ı´ndice de punto fijo.
Sea f : U ⊂ X → X una aplicacio´n continua, con U un conjunto abierto
y X un ANR localmente compacto. Construiremos, bajo estas hipo´tesis,
un ı´ndice del tipo de Conley, con valores enteros, asociado a un conjunto
compacto, invariante y aislado, K, utilizando el ı´ndice de punto fijo de
la aplicacio´n inducida sobre el hiperespacio de X (dotado con la me´trica
de Hausdorff). Nuestra construccio´n es completamente natural y, por las
propiedades del ı´ndice de punto fijo, sera´ independiente de las elecciones
que hagamos en las definiciones. No necesitaremos utilizar index pairs para
introducir nuestro ı´ndice, aunque s´ı emplearemos una clase especial de index
pairs que nos permitira´ calcularlo. Estos nuevos ı´ndices, de propiedades muy
semejantes a las del ı´ndice de Conley, dara´n informacio´n sobre la dina´mica
de f en K.
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A lo largo de todo el cap´ıtulo, salvo mencio´n expresa, X denotara´ un
ANR me´trico y localmente compacto. Recalquemos algunas nociones que
utilizaremos con asiduidad. La mayor´ıa de las definiciones que siguen han
sido tomadas de [97] y [26], y varias de ellas ya fueron utilizadas en el cap´ıtulo
anterior.
Sea U ⊂ X un conjunto abierto. Un sistema semidina´mico (local) es
una aplicacio´n continua, definida localmente, f : U → X. Una funcio´n
σ : → X es solucio´n de f por x en N ⊂ X si f(σ(i)) = σ(i+ 1) para todo
i ∈ , σ(0) = x y σ(i) ∈ N para todo i ∈ . La parte invariante de N ,
Inv(N, f), se define como el conjunto de todos los x ∈ N que admiten una
solucio´n de f por x en N .
Un conjunto compacto K ⊂ X es invariante si f(K) = K. Un conjunto
compacto e invariante K es aislado con respecto a f si existe un entorno
compacto N de K tal que Inv(N, f) = K. El entorno N es llamado entorno
aislante deK. Diremos queK es un conjunto compacto, invariante y aislado,
sin especificar la f , cuando no exista confusio´n posible.
Dado un ANR me´trico X, con una me´trica acotada d, denotamos por 2X
al hiperespacio de subconjuntos compactos no vac´ıos de X, dotado con la
me´trica de Hausdorff, dH , definida como
dH(E,F ) = inf{² > 0 : E ⊂ B(F, ²) y F ⊂ B(E, ²)}
donde B(Z, ²) = {x ∈ X : d(x,Z) < ²} para todo conjunto compacto
Z ⊂ X.
Hacemos notar que la topolog´ıa de 2X no dependera´ ma´s que de la
topolog´ıa de X y no de la me´trica d escogida.
Un hiperespacio de desarrollo Λ de X es cualquier subespacio cerrado de
2X que cumpla la siguiente condicio´n: si C ∈ Λ y D ∈ 2X son tales que
C ⊂ D y toda componente de D corta a C, entonces D ∈ Λ. 2X y el
espacio C(X) de subconjuntos compactos, conexos y no vac´ıos de X son
hiperespacios de desarrollo de X.
Un espacio me´trico X es continuo-conexo si cada par de puntos en X esta´
contenido en un subcontinuo. X es localmente continuo-conexo si tiene una
base de entornos abiertos que son continuos-conexos. Para demostar esta
propiedad local basta encontrar, para cada entorno U de un punto x, un
entorno V ⊂ U de x tal que cada y ∈ V se conecta con x por un conjunto
compacto conexo contenido en U (ver [26]).
El siguiente teorema, debido a D.W.Curtis, es de gran importancia en
nuestra construccio´n.
Teorema 1.1. ([26], pa´g. 141). Si X es localmente continuo-conexo
(conexo y localmente continuo conexo), entonces todo hiperespacio de de-
sarrollo Λ de X es un ANR (AR). De manera rec´ıproca, si existe un hiperes-
pacio de desarrollo Λ tal que C(X) ⊂ Λ y Λ es un ANR (AR), entonces X
es localmente continuo-conexo (conexo y localmente continuo-conexo).
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Para obtener ma´s informacio´n sobre hiperespacios, se pueden ver los tra-
bajos de Wojdyslawski [127] donde se demuestra que el hiperespacio de un
continuo de Peano es un AR, o Kelley [66], que prueba que todo hiperes-
pacio de desarrollo de un continuo de Peano es un AR. Ma´s recientemente,
Curtis [27], caracteriza ciertos hiperespacios de desarrollo de los continuos
de Peano, que sera´n homeomorfos al cubo de Hilbert. Curtis y Schori, en
[28], [30] y [29], demuestran que los hiperespacios de los continuos de Peano
son cubos de Hilbert. En 1978, Kodama, Spiez˙ y Watanabe, en [67], ven que
para todo espacio X compacto, Hausdorff y conexo, el hiperespacio 2X tiene
shape trivial. Siguiendo esta l´ınea de resultados, Curtis, en [26], prueba el
teorema 1.1. Otro trabajo de referencia sobre hiperespacios es el libro de
Nadler [99].
Un sistema semidina´mico f : U → X induce, de manera natural, otro
sistema semidina´mico 2f : 2U → 2X .
Sea K ⊂ U un conjunto compacto, invariante y aislado con respecto a f
y sea N un entorno aislante de K. Consideremos un conjunto abierto W tal
que K ⊂ W ⊂ N y tomemos 2f |2W : 2W → 2X . Claramente, Fix(2f |2W ) ⊂
2K , que es compacto, con lo que Fix(2f |2W ) es un subconjunto compacto
de 2W .
Por otro lado, 2f |2W es una aplicacio´n compacta porque admite una ex-
tensio´n evidente a 2N , que es un conjunto compacto.
Como X es un ANR, resulta que X es localmente continuo-conexo y, por
el teorema 1.1, 2X es un ANR. Por tanto, el ı´ndice de punto fijo de 2f |2W
en 2X , i2X (2f |2W , 2W ), esta´ bien definido.
El lector interesado en la teor´ıa del ı´ndice de punto fijo en ANRs puede
acudir a los trabajos de Dold, [35] y [36], Dugundji y Granas, [37], Lefschetz,
[68], [69] y [70], Dold, [35] y [36], Nussbaum [102] y [101], Brown, [22], o
Granas [49], [50] y [51]. Esta teor´ıa puede introducirse con me´todos de
topolog´ıa diferencial y algebraica. El lector puede encontrar en los libros de
Deimling, [33], o Brown, [23], por ejemplo, todas las te´cnicas necesarias de
la teor´ıa del grado.
Definicio´n 1.2. Definimos el ı´ndice de compacto fijo del par (K, f) como
IX(K, f) = i2X (2
f |2W , 2W ).
Observacio´n 1.3. Por la propiedad de escisio´n del ı´ndice de punto fijo
tenemos que IX(K, f) no depende de las elecciones del entorno aislante N
de K ni del conjunto abierto W .
Observacio´n 1.4. Resulta sencillo encontrar ejemplos donde IX(K, f) 6=
iX(f,W ), el ı´ndice de punto fijo de f en W . En efecto, si consideramos un
flujo pi en 2 con un atractor K que es una o´rbita cerrada, podemos tomar
t > 0 tal que el per´ıodo de x ∈ K no es mu´ltiplo de t. Sea N un ANR
conexo, entorno aislante de K. Si f = pit, tenemos que i 2(f,W ) = 0 ya que
el conjunto de puntos fijos es vac´ıo, pero usando el teorema 1.1, 2N es un
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AR (ver, por ejemplo en [29], que 2N es homeomorfo al cubo de Hilbert),
con lo que, por el teorema 2.8, I 2(K, f) = 1.
Observacio´n 1.5. Si X no es localmente compacto, au´n podemos intro-
ducir nuestro ı´ndice si suponemos que f es compacta. En este sentido, la
condicio´n de Rybakowski (ver Cap´ıtulo I o´ [98], [95], [94]) se introduce para
definir el ı´ndice de Conley cuando la compacidad local de X no es requerida.
Observacio´n 1.6. Indices similares pueden ser definidos si nos restringi-
mos a un hiperespacio de desarrollo particular de X. Al final de este cap´ıtulo
presentamos los resultados que se obtienen si consideramos el hiperespacio
de desarrollo Cm(X) de subconjuntos compactos, no vac´ıos, de X con, a lo
sumo, m componentes conexas.
Por otro lado, usando el hecho de que los espacios Fk(X) ⊂ 2X de los
subconjuntos no vac´ıos de X consistentes en, a lo sumo, k puntos son tam-
bie´n ANRs ([100], [88]), podemos introducir ı´ndices que detectan puntos
perio´dicos de f . En el cap´ıtulo siguiente haremos un estudio de estos ı´ndices.
Definicio´n 1.7. Sea f : U ⊂ X → X un sistema semidina´mico. Se dice
que un conjunto compacto, invariante y aislado, K ⊂ U , es un atractor si
existe un entorno abierto U0 ⊂ U de K tal que:
i) fm(U0) ⊂ U para todo m ≥ 1.
ii) Para todo entorno abierto V deK existe unm(V ) ∈ tal que fn(U0) ⊂
V para todo n ≥ m(V ).
Cuando calculamos el ı´ndice de punto fijo de una aplicacio´n f : W ⊂
n → n tal que Fix(f |W ) es un conjunto finito de puntos fijos hiperbo´licos,
i n(f,W ) = Σa∈Fix(f |W )sign(J(Id− f)(a))
donde J denota el determinante Jacobiano. Entonces cada punto fijo atrac-
tor contribuye con +1 en la suma anterior.
En este cap´ıtulo veremos que el ı´ndice de punto fijo en el hiperespacio no
toma en cuenta los conjuntos compactos e invariantes que no son atractores.
El cap´ıtulo se divide en dos partes: la Seccio´n II.2 se dedica al ana´lisis de
las propiedades principales del ı´ndice, como son la propiedad de Waz˙ewski,
la aditividad, la invariancia por homotop´ıas o la conmutatividad. Se desa-
rrollara´n, tambie´n, los resultados ma´s importantes (teorema 2.12 y teorema
2.22), que determinan la relacio´n entre el valor nume´rico del ı´ndice de com-
pacto fijo y la dina´mica de f en un entorno de K. Una consecuencia sor-
prendente del teorema 2.22 sera´ que el ı´ndice de punto fijo i2X (2f |2W , 2W )
es siempre mayor o igual que cero.
Desde que Wojdislawski, en 1939, demostrara que un continuo X es lo-
calmente conexo si, y so´lo si, para cada entero positivo m, Cm(X) es un
retracto absoluto, casi nada se ha hecho acerca de estos hiperespacios. El
lector puede encontrar en los trabajos de Mac´ıas, [75] y [76] algunas inves-
tigaciones recientes sobre ellos. La Seccio´n II.3 se encarga del estudio de
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ı´ndices ana´logos al ı´ndice de compacto fijo, pero inducidos sobre los hiperes-
pacios de desarrollo Cm(X), que ampliara´n los resultados ya obtenidos en
la Seccio´n II.2 (teorema 3.4 y teorema 3.8).
Algunos ejemplos de las consecuencias de los resultados de este cap´ıtulo
son los siguientes corolarios.
Corolario 1.8. Sea f : U ⊂ X → X un sistema semidina´mico. Un
continuo, invariante y aislado K es un atractor si, y so´lo si, IX(K, f) = 1.
Corolario 1.9. Sea f : U ⊂ X → X un sistema semidina´mico. Conside-
remos un conjunto abierto W de modo que cl(W ) sea un entorno aislante de
Inv(cl(W ), f), que suponemos minimal. Entonces W contiene un atractor
si, y so´lo si, i2X (2f |2W , 2W ) 6= 0.
Corolario 1.10. Sea f : U ⊂ X → X un sistema semidina´mico y sea
W ⊂ X un subconjunto abierto, tal que cl(W ) es un entorno aislante. Si
i2X (2f |2W , 2W ) = 2r − 1 entonces 2f tiene, al menos, r o´rbitas perio´dicas
atractoras en 2W .
Corolario 1.11. Sea f : → un sistema semidina´mico y sea K un
conjunto compacto, invariante y aislado. Si I (K, f) = 2r − 1, entonces K
contiene al menos r o´rbitas perio´dicas.
Corolario 1.12. Sea f : U ⊂ X → X un sistema semidina´mico y sea
K un conjunto compacto, invariante y aislado cuyas componentes conexas
tienen shape trivial. Si IX(K, f) = 2r − 1 entonces K contiene, al menos, r
o´rbitas perio´dicas.
Corolario 1.13. Sea f : U ⊂ X → X un sistema semidina´mico y sea
W ⊂ X un subconjunto abierto, tal que cl(W ) es un entorno aislante de un
conjunto compacto, invariante y aislado, K. Si el ı´ndice shape de (K, f) es
el shape de un espacio punteado (Y, ∗) (ver [97] y [108]), y i2X (2f |2W , 2W ) =
IX(K, f) = 2r − 1, entonces Y tiene al menos r + 1 componentes.
II.2. Propiedades del ı´ndice de compacto fijo y resultados
principales
Comenzaremos exponiendo las principales propiedades, ana´logas a las del
ı´ndice de Conley, de nuestro ı´ndice. Todas ellas son consecuencia inme-
diata de las correspondientes propiedades del ı´ndice de punto fijo. So´lo la
propiedad aditiva no es obvia.
Proposicio´n 2.1. (Propiedad de Waz˙ewski). Sea f : U → X un sistema
semidina´mico y sea K un conjunto compacto, invariante y aislado. Entonces
IX(K, f) 6= 0 implica K 6= ∅.
Proposicio´n 2.2. (Propiedad aditiva). Sea f : U → X un sistema
semidina´mico y sea K un conjunto compacto, invariante y aislado. Supon-
gamos que K es unio´n disjunta de dos conjuntos compactos, invariantes y
aislados, K1 y K2. Entonces
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IX(K, f) = IX(K1, f) + IX(K2, f) + IX(K1, f)IX(K2, f).
Demostracio´n.
Tomemos N = N1 ∪N2 entorno aislante de K tal que N1 ∩N2 = ∅ y Nj
es entorno aislante de Kj, j = 1, 2.
Escogemos entornos abiertos U1 ⊂ N1 y U2 ⊂ N2 de K1 y K2 respectiva-
mente tal que f(Ui) ∩ Uj = ∅ si i 6= j.
Entonces,
IX(K, f) = i2X (2
f |2U1∪U2 , 2U1∪U2)
y
IX(Ki, f) = i2X (2
f |2Ui , 2Ui), i ∈ {1, 2}.
Sean W1 = 2U1∪U2 y W2 = 2U1 ∨ 2U2 ∨ (2U1 × 2U2).
Sean X1 = 2X y X2 = (2X)1 ∨ (2X)2 ∨ (2X × 2X).
Consideremos la aplicacio´n i∗ : W1 →W2 definida como sigue:
Si K ′j ⊂ Uj, entonces i∗(K ′j) = K ′j, j = 1, 2. Por otro lado, si K ′ ∈W1 es
tal que K ′∩U1 = K ′1 6= ∅ y K ′∩U2 = K ′2 6= ∅, entonces i∗(K ′) = (K ′1,K ′2) ∈
2U1 × 2U2 ⊂W2.
Resulta sencillo ver que i∗ es un homeomorfismo.
Sea
F∗ = 2f ∨ 2f ∨ (2f × 2f ) : W2 → X2
y sea
j∗ : X2 → X1
definida as´ı:
j∗(K ′j) = K
′
j si K
′
j ∈ (2X)j y j∗(K ′1,K ′2) = K ′1 ∪ K ′2 para (K ′1,K ′2) ∈
2X × 2X .
Ocurre que 2f = j∗ ◦ F∗ ◦ i∗.
Denotamos
f1 = i ◦ i∗ : W1 → X2
donde i : W2 → X2 es la inclusio´n y
f2 = 2f ◦ i−1∗ : W2 → X1.
Entonces, S = {x ∈ f−11 (W2) : (f2 ◦ f1)(x) = x} = {x ∈ W1 : 2f (x) = x}
es un conjunto compacto.
Usando la propiedad commutativa del ı´ndice de punto fijo aplicada a f1
y f2,
i2X (2
f , 2U1∪U2) = iX1(f2 ◦ f1, f−11 (W2)) = iX2(f1 ◦ f2, f−12 (W1)) =
= i(2X)1∨(2X)2∨(2X×2X)(i ◦ i∗ ◦ 2f ◦ i−1∗ , (2f ◦ i−1∗ )−1(2U1∪U2)).
57
Como 2f = j∗ ◦ F∗ ◦ i∗,
i ◦ i∗ ◦ 2f ◦ i−1∗ |i∗((2f )−1(W1)) = i ◦ i∗ ◦ j∗ ◦ F∗|F−1∗ (j−1∗ (W1)).
Adema´s,
i ◦ i∗ ◦ j∗ ◦ F∗|F−1∗ (j−1∗ (W1)) = F∗|F−1∗ (j−1∗ (W1)).
De modo que
i(2X )1∨(2X )2∨(2X×2X)(i ◦ i∗ ◦ 2f ◦ i−1∗ , (2f ◦ i−1∗ )−1(2U1∪U2)) =
= i(2X )1∨(2X )2∨(2X×2X)(i ◦ i∗ ◦ j∗ ◦ F∗, F−1∗ (j−1∗ (W1))) =
= i(2X )1∨(2X )2∨(2X×2X)(F∗, F
−1
∗ (j
−1
∗ (W1))) =
= iX2(F∗, F
−1
∗ (j
−1
∗ (W1))) = iX2(F∗,W2) =
= iX2(F∗|2U1 , 2U1) + iX2(F∗|2U2 , 2U2) + iX2(F∗|2U1×2U2 , 2U1 × 2U2) =
= i2X (2
f |2U1 , 2U1) + i2X (2f |2U2 , 2U2) + i2X×2X (2f × 2f |2U1×2U2 , 2U1 × 2U2) =
= i2X (2
f |2U1 , 2U1) + i2X (2f |2U2 , 2U2) + i2X (2f |2U1 , 2U1)i2X (2f |2U2 , 2U2).
Proposicio´n 2.3. (Propiedad conmutativa). Sean X,Y ANRs me´tricos
y localmente compactos. Sean
ϕ : U ⊂ X → Y
ψ : V ⊂ Y → X
aplicaciones definidas localmente.
Tomemos f = ψ ◦ϕ y g = ϕ ◦ψ. Si K ⊂ X es un conjunto compacto, in-
variante y aislado con respecto a f , entonces ϕ(K) es un conjunto compacto,
invariante y aislado con respecto a g y IX(K, f) = IY (ϕ(K), g).
Demostracio´n. Es resultado conocido que ϕ(K) es un conjunto compacto,
invariante y aislado con respecto a g (ver teorema 1.12 de [97]). Tendremos
que
IX(K, f) = i2X (2
f , 2U1) = i2X (2
ψ ◦ 2ϕ, (2ϕ)−1(2V1)) =
= i2Y (2
ϕ ◦ 2ψ, (2ψ)−1(2U1)) = i2Y (2g, 2V1) = IY (ϕ(K), g).
donde cl(U1) es un entorno aislante de K y cl(V1) es un entorno aislante de
ϕ(K). La segunda y cuarta igualdades son evidentes, y la tercera se debe a
la propiedad conmutativa del ı´ndice de punto fijo aplicada a
2ϕ : 2U1 → 2Y y 2ψ : 2V1 → 2X .
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Corolario 2.4. Sea f : U → X un sistema semidina´mico. Supongamos
que f(X) ⊂ Y , donde Y ⊂ X es un ANR localmente compacto. Si K es un
conjunto compacto, invariante y aislado con respecto a f , entonces K es un
conjunto compacto, invariante y aislado con respecto a f |Y y IX(K, f) =
IY (K, f |Y ).
Proposicio´n 2.5. (Propiedad de invariancia por homotop´ıas). Sea
f : U×Λ→ X una aplicacio´n continua, tal que U es un subconjunto abierto
de X y Λ ⊂ es un intervalo compacto. Supongamos que N es un entorno
aislante para cada aplicacio´n fλ : U → X. Entonces IX(Inv(N, fλ), fλ) no
depende de λ ∈ Λ.
Demostracio´n. Sea U0 un conjunto abierto tal que Inv(N, fλ) ⊂ U0 ⊂ N
para todo λ ∈ Λ.
Consideremos la aplicacio´n f , restringida en su dominio,
f : U0 × Λ→ X.
Como fλ ' fλ′ , entonces 2fλ ' 2fλ′ para todo λ, λ′ ∈ Λ.
Tenemos
2fλ : 2U0 → 2X
con 2fλ(K) = fλ(K).
Definimos la aplicacio´n
F : 2U0 × Λ→ 2X
como F (K,λ) = 2fλ(K) = fλ(K). Al ser f continua, resulta sencillo ver
que F es continua.
Ocurre que
Sλ = Fix(2fλ) ⊂ 2Inv(N,fλ) ⊂ 2U0 ⊂ 2N
es un conjunto compacto para todo λ ∈ Λ. De hecho, el conjunto Σ =
{(K,λ) ∈ 2U0 × Λ : F (K,λ) = K} ⊂ 2N × Λ es compacto. Adema´s, resulta
claro que la homotop´ıa F es compacta (se puede extender su dominio al
compacto 2N × Λ). En estas condiciones, podremos aplicar la propiedad
de invariancia por homotop´ıas del ı´ndice de punto fijo en ANRs a nuestra
homotop´ıa F , y tendremos que IX(Inv(N, fλ), fλ) no depende de λ ∈ Λ.
El siguiente resultado que probaremos constituye una primera aproxima-
cio´n al significado dina´mico completo de nuestro ı´ndice. La demostracio´n
utiliza un teorema, debido a H.Steinlein (ver [102] y [122]), que enunciamos
a continuacio´n.
Teorema 2.6. Sea f : U → X un sistema semidina´mico y sea H ⊂ U un
conjunto abierto tal que fm esta´ definida sobre H para m = pt con p primo.
Supongamos que
Σ = {x ∈ H : fm(x) = x}
es compacto, f(Σ) ⊂ Σ y f es compacta en algu´n entorno de Σ. Entonces
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iX(fm,H) ≡ iX(f,H)(mod p).
Definicio´n 2.7. ([94], pa´g 181). Sea f : Z → Z una aplicacio´n continua
definida en un espacio me´trico. Decimos que f es de atraccio´n compacta si
es localmente compacta y existe un conjunto compacto A ⊂ Z tal que para
todo z ∈ Z
cl({fn(z) : n ∈ +}) ∩A 6= ∅.
Teorema 2.8. Sea f : U → X un sistema semidina´mico. Si K ⊂ U es
un atractor conexo, entonces IX(K, f) = 1.
Demostracio´n. To´mese un conjunto abierto y conexo U0 como en la
definicio´n de atractor. Por el teorema 1.1, 2U0 es un AR.
Sean q primo y t tales que p = qt ≥ m(U0). Entonces
(2f )p = 2f
p
: 2U0 → 2U0 .
Resulta sencillo ver que estamos en las hipo´tesis del teorema de Steinlein
para H = 2U0 .
Por otro lado, tendremos
i2X ((2
f )p, 2U0) = i2U0 ((2
f )p, 2U0) = Λ((2f )p) = 1
donde Λ((2f )p) denota el nu´mero de Lefschetz de (2f )p (ver [94]).
La primera igualdad es consecuencia de la propiedad conmutativa de nues-
tro ı´ndice. La segunda es resultado de aplicar la propiedad de normalizacio´n
del ı´ndice de punto fijo (ver [94]) a (2f )p : 2U0 → 2U0 , que es de atraccio´n
compacta. Veamos esto u´ltimo. Resulta evidente que (2f )p es localmente
compacta. Adema´s, por la definicio´n de atractor, dado N ⊂ U0 un entorno
compacto de K, para todo x ∈ 2U0 se tiene que
cl({(2f )np(x) : n ∈ +}) ∩ 2N 6= ∅.
En consecuencia, (2f )p : 2U0 → 2U0 es de atraccio´n compacta.
Queda por ver que Λ((2f )p) = 1. Al ser 2U0 contractible, tendremos que
Hn(2U0) = 0 para todo n ≥ 1 mientras que H0(2U0) = . Es claro, entonces,
que
Λ((2f )p) = Λ((2f )p∗) = (−1)0tr(((2f )p∗)0)
siendo ((2f )p∗)0 : H0(2U0)→ H0(2U0).
Resulta inmediato que tr(((2f )p∗)0) = 1.
As´ı, aplicando el teorema de Steinlein a 2f : 2U → 2X con H = 2U0 ,
tendremos que para todo primo q
1 = i2X ((2
f )p, 2U0) ≡ IX(K, f)(mod q).
Entonces IX(K, f) = 1.
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Por el u´ltimo teorema y la propiedad aditiva se obtiene el siguiente coro-
lario.
Corolario 2.9. Sea f : U → X un sistema semidina´mico y sea K un
conjunto compacto, invariante y aislado, K = K1 ∪ K2 ∪ · · · ∪ Kn unio´n
disjunta de n atractores conexos. Entonces IX(K, f) = 2n − 1.
Sea K un conjunto compacto, invariante con respecto al sistema semidi-
na´mico f : U → X. Supongamos que K tiene un nu´mero finito de compo-
nentes K1,K2, . . . ,Kp. Como f(K) = K, f produce una permutacio´n de
los elementos de esta descomposicio´n de K. Entonces podemos ordenar las
componentes de K del siguiente modo:
K = K1,1∪K1,2∪· · ·∪K1,k1∪K2,1∪K2,2∪· · ·∪K2,k2∪· · ·∪Kr,1∪Kr,2∪· · ·∪Kr,kr
donde k1 + k2 + · · ·+ kr = p, y para i ∈ {1, 2, . . . , r} y j ∈ {1, 2, . . . , ki − 1}
tenemos que f(Ki,j) = Ki,j+1 y f(Ki,ki) = Ki,1.
Definicio´n 2.10. En la situacio´n arriba descrita se dice que f descom-
pone a K en r ciclos. Para cada i ∈ {1, 2, . . . , r}, el correspondiente ki es
llamado longitud del ciclo i.
Lema 2.11. Sea K un atractor para el sistema semidina´mico f : U → X.
Como X es localmente conexo, K tiene un nu´mero finito de componentes.
Demostracio´n. En efecto, tomemos un entorno aislante N = N1∪· · ·∪Np
de K donde Ni es conexo y Ni ∩K 6= ∅ para todo i = 1, . . . , p. Considere-
mos un n0 ∈ tal que, para cada n ≥ n0, fn(N) ⊂ N . Es claro que para
todo i ∈ {1, . . . , p} existe un p(i) ∈ {1, . . . , p} tal que (fn0)p(i)(Ni) ⊂ Ni. Si
Ki = K ∩Ni, entonces (fn0)p(i)(Ki) = Ki y Ki ⊂ Inv(Ni, (fn0)p(i)) ⊂ Ni.
Por otra parte, si x ∈ Inv(Ni, (fn0)p(i)), como fn0(N) ⊂ N , tenemos que
x ∈ Inv(N, f) = K. En consecuencia, x ∈ Ki, Ki = Inv(Ni, (fn0)p(i)) y Ki
es conexo.
Hacemos observar que si X es un espacio me´trico y no es localmente
conexo, existen ejemplos de atractores con infinitas componentes conexas
(ver [47]).
Teorema 2.12. Sea f : U → X un sistema semidina´mico y sea K un
atractor. Entonces
IX(K, f) = 2r − 1
donde r es el nu´mero de ciclos de K.
Demostracio´n. Consideremos la descomposicio´n en ciclos de K
K = K1,1∪K1,2∪· · ·∪K1,k1∪K2,1∪K2,2∪· · ·∪K2,k2∪· · ·∪Kr,1∪Kr,2∪· · ·∪Kr,kr
donde para i ∈ {1, 2, . . . , r} y j ∈ {1, 2, . . . , ki−1}, se tiene f(Ki,j) = Ki,j+1
y f(Ki,ki) = Ki,1.
Por la propiedad aditiva, es suficiente ver que
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IX(Ki,1 ∪Ki,2 ∪ · · · ∪Ki,ki , f) = 1
para todo i ∈ {1, 2, . . . , r}.
Entonces podemos suponer que K tiene un u´nico ciclo K = K1 ∪ K2 ∪
· · · ∪Kk.
Sea N un entorno aislante de K como en el lema 2.11 y sea W ⊂ N
un abierto que contiene a K. W es unio´n de componentes abiertas, W =
W1 ∪W2 ∪ · · · ∪Wk.
2W =
⋃
A⊂{1,...,k}
WA
donde
WA = {C ∈ 2W : C ∩Wj 6= ∅ para todo j ∈ A y C ∩Wj = ∅ si j /∈ A}.
Resulta sencillo ver que WA es homeomorfo al producto Πj∈A2Wj , con lo
que se tiene que las componentes de 2W son ARs ya que el producto finito
de ANRs (ARs) es ANR (AR).
Sea m > k cualquier primo tal que fm(W ) ⊂ W . Ocurre, por las
propiedades conmutativa y de normalizacio´n del ı´ndice de punto fijo, que
i2X (2
fm , 2W ) = i2W (2
fm , 2W ) = Λ(2f
m
).
Para calcular Λ(2f
m
) debemos fijarnos en
H0(2W ) = ⊕ · · · ⊕ con 2k − 1 generadores.
Los generadores de H0(2W ) se corresponden con las componentes de 2W .
Supongamos que
fm(Ki1 ∪ · · · ∪Kip) = Ki1 ∪ · · · ∪Kip
con p < k.
Entonces {Ki1 , . . . ,Kip} es un ciclo o unio´n de ciclos para fm y
pm = nk
para algu´n n ∈ .
Como m es primo, m > k, tenemos que n = n1m y p = n1k. Entonces
n1 = 1, n = m y p = k, lo cual es una contradiccio´n.
En consecuencia,
{Ki1 , . . . ,Kip} = {K1, . . . ,Kk}
y el generador de H0(W{1,...,k}) produce un nu´mero distinto de cero en la
traza de la matriz de (2f
m
∗ )0, que tendra´ la siguiente forma
0
. . .
0
1

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Por el teorema 2.6,
i2X (2
fm , 2W ) = i2W (2
fm , 2W ) =
= Λ(2f
m
) = (−1)0tr((2fm∗ )0) = 1 ≡ IX(K, f)(mod m).
Como m > k es arbitrario, se tiene IX(K, f) = 1.
Para calcular el ı´ndice de compacto fijo en situaciones ma´s generales recor-
damos, a continuacio´n, la nocio´n de index pair, introducida en el cap´ıtulo
anterior, pero ligeramente modificada. Cierto tipo de index pairs, los index
pairs regulares, sera´ de gran utilidad.
Definicio´n 2.13. ([94]). Sea f : U ⊂ Z → Z una aplicacio´n continua,
con U un subconjunto abierto del espacio me´trico Z. Consideremos un
conjunto compacto, invariante y aislado, K, y un entorno aislante suyo N .
Supongamos que (P1, P2) es un par de subconjuntos cerrados de N tales que
P2 ⊂ P1. El par (P1, P2) es un index pair para K si se dan las siguientes
condiciones:
i) P1 ∩ f(P2) ⊂ P2,
ii) f(P1 \ P2) ⊂ P1,
iii) K = Inv(P1 \ P2, f) ⊂ Int(P1 \ P2).
Diremos que el index pair (P1, P2) es regular si
a) Existe un conjunto V , abierto en P1, tal que P2 ⊂ V y f(V \P2) ⊂ P2
y
b) cl(f(P2) \ P1) ∩ cl(P1 \ P2) = ∅.
Sea f : U → X un sistema semidina´mico. Consideremos el sistema
semidina´mico inducido 2f : 2U ⊂ 2X → 2X . Si K es un conjunto com-
pacto, invariante y aislado con respecto a f y N es un entorno aislante de
K, entonces 2N es un entorno aislante de Inv(2N , 2f ) = 2K .
Proposicio´n 2.14. Sea f : U → X un sistema semidina´mico y sea
P = (P1, P2) un par compacto de subconjuntos de X.
Consideremos el conjunto⋂
P2 = {C ∈ 2P1 : C ∩ P2 6= ∅}.
Si (P1, P2) es un index pair (index pair regular) para un conjunto com-
pacto, invariante y aislado, K, entonces (2P1 ,
⋂
P2) es un index pair (index
pair regular) para 2K .
Demostracio´n. Resulta inmediato demostrar que el par de compactos
(2P1 ,
⋂
P2) es un index pair para el conjunto compacto, invariante y aislado,
2K = Inv(2P1 , 2f ) ⊂ int(2P1), esto es, se cumplen las propiedades:
i) Dado C ∈ ⋂P2 con 2f (C) ∈ 2P1 , entonces 2f (C) ∈ ⋂P2.
ii) Sea C ∈ 2P1 , 2f (C) /∈ 2P1 . Entonces C ∈ ⋂P2.
iii) 2K = Inv(2P1 \⋂P2, 2f ) ⊂ int(2P1 \⋂P2).
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Veamos que, si (P1, P2) es un index pair regular, entonces (2P1 ,
⋂
P2) es
regular.
a) Existe un V ′ abierto en 2P1 tal que
⋂
P2 ⊆ V ′ y 2f (V ′ \
⋂
P2) ⊂
⋂
P2.
Sea V ′ =
⋂
V = {C ∈ 2P1 : C ∩ V 6= ∅} ⊂ 2P1 . Hemos denotado por V al
abierto de P1 que cumple la condicio´n a) de regularidad en el par (P1, P2).
Ocurre que V ′ es un abierto de 2P1 .
Como P2 ⊂ V , entonces
⋂
P2 ⊂ V ′.
Por otro lado, dado C ∈ V ′ \ ⋂P2, ocurre que existe un x ∈ C tal que
x ∈ V \ P2. Esto implica que f(x) ∈ P2. Adema´s, para todo x ∈ C es claro
que x ∈ P1 \ P2, con lo que f(x) ∈ P1. As´ı, 2f (C) ∈
⋂
P2.
b) cl(2f (
⋂
P2) \ 2P1) ∩ cl(2P1 \
⋂
P2) = ∅.
Si existe un D1 ∈ cl(2f (
⋂
P2) \ 2P1) ∩ cl(2P1 \
⋂
P2), entonces D1 =
limn→+∞{2f (Cn)}n con Cn ∈
⋂
P2 ⊂ 2P1 , 2f (Cn) /∈ 2P1 .
Como
⋂
P2 es compacto, existe {Cnl}l → D0 ∈
⋂
P2. Entonces
{2f (Cnl)}l → 2f (D0), {2f (Cnl)}l → D1
de modo que 2f (D0) = D1, D0 ∈
⋂
P2.
Como D1 ∈ 2P1 , entonces D1 ∈
⋂
P2.
Resulta sencillo demostrar que existe una sucesio´n {xnl}l con xnl ∈ Cnl ∩
P2 para todo l, tal que f(xnl) ∈ f(Cnl) \ P1, y {xnl}l → x0 ∈ D0.
Tendremos que x0 ∈ D0 ∩ P2.
{f(xnl)}l → f(x0) ∈ f(D0) = D1 ⊂ P1.
Entonces f(x0) ∈ P2.
Sea x1 = f(x0). Tenemos que x1 ∈ cl(f(P2) \ P1) ya que
x1 = f(x0) = lim
l→+∞
{f(xnl)}l, f(xnl) /∈ P1, xnl ∈ P2.
Por otro lado, al ser D1 ∈ cl(2P1 \
⋂
P2), D1 = limn→+∞{C ′n}n con
C ′n ∈ 2P1 \
⋂
P2, para todo n.
Ocurre que x1 = f(x0) ∈ D1 cumple x1 = limn→+∞{x′n}n con x′n ∈ C ′n,
esto es, x′n ∈ P1 \ P2, de modo que x1 ∈ cl(P1 \ P2).
En consecuencia, x1 ∈ cl(f(P2) \ P1) ∩ cl(P1 \ P2). Pero esto es una con-
tradiccio´n al ser P = (P1, P2) regular. Por tanto no existeD1 ∈ cl(2f (
⋂
P2)\
2P1) ∩ cl(2P1 \⋂P2).
Proposicio´n 2.15. En las condiciones de la proposicio´n anterior, si P1 es
localmente continuo-conexo, entonces 2P1 y
⋂
P2 son unio´n finita, disjunta,
de ARs.
Demostracio´n. Veamos que 2P1 es una unio´n finita de ARs. Como P1 tiene
una cantidad finita de componentes (es compacto y localmente arcoconexo)
basta, con la ayuda del teorema 1.1, aplicar el mismo argumento del teorema
2.12 para 2W .
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La demostracio´n para
⋂
P2 se apoya en el hecho de que
⋂
P2 es un hiperes-
pacio de desarrollo de P1.
En efecto, si P1 = P11∪P12∪· · ·∪P1k es la descomposicio´n en componentes
conexas de P1, entonces
2P1 =
⋃
A⊂{1,...,k}
P1A
donde
P1A = {C ∈ 2P1 : C ∩ P1j 6= ∅ para todo j ∈ A y C ∩ P1j = ∅ si j /∈ A}
son ARs, y ⋂
P2 =
⋃
A⊂{1,...,k}
(P1A ∩
⋂
P2)
es una unio´n finita de ANRs (
⋂
P2 es un ANR). De hecho, cada conjunto
de la unio´n distinto de vac´ıo es contractible. Para demostrar esto basta ver
que, dado A ⊂ {1, . . . , k}, existe una homotop´ıa
HA : (P1A ∩
⋂
P2)× I → P1A ∩
⋂
P2
con HA(0) = id y HA(1) =
⋃
j∈A P1j constante, que ‘expande’ cualquier
punto de P1A ∩
⋂
P2 al punto
⋃
j∈A P1j ∈ P1A ∩
⋂
P2. Demostremos la
existencia de HA.
Sabemos que existe una homotop´ıa GA : P1A× I → P1A tal que GA(0) =
id y GA(1) =
⋃
j∈A P1j constante.
Definimos entonces
HA(K0, t0) =
⋃
t∈[0,t0]
GA(K0, t).
ResultaHA(K0, 0) = GA(K0, 0) = K0 y HA(K0, 1) =
⋃
t∈[0,1]GA(K0, t) =⋃
j∈A P1j .
Queda por demostrar que HA esta´ bien definida y es continua. Para ello
bastara´ ver:
a) HA(K, t) es un subconjunto compacto de X para todo K ∈ P1A∩
⋂
P2
y para todo t ∈ I.
b) HA es continua.
Probemos a). Sean K0 ∈ P1A ∩
⋂
P2 y t0 ∈ [0, 1]. Sea U = {Uα}α un
recubrimiento abierto del conjunto HA(K0, t0) ⊂ X. Ocurre que GA(K0, t)
es un subconjunto compacto de X para todo t ∈ [0, t0]. Existe entonces una
unio´n finita de abiertos de U , que denotaremos por U(K0, t), que recubre a
GA(K0, t).
Es claro que GA(K0 × [0, t0]) ⊂ P1A es un subconjunto compacto de 2X ,
de modo que cualquier recubrimiento abierto suyo tendra´ un subcubrimiento
finito. Consideremos el recubrimiento abierto {2U(K0,t)}t∈[0,t0] de GA(K0 ×
[0, t0]). Entonces GA(K0 × [0, t0]) ⊂
⋃
t∈[0,t0] 2
U(K0,t). Como existe un sub-
cubrimiento finito,
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GA(K0 × [0, t0]) ⊂
p⋃
i=1
2U(K0,ti).
Esto quiere decir que cada GA(K0, t), que es un subconjunto compacto
de X, cumple
GA(K0, t) ⊂ U(K0, ti) para algu´n i ∈ {1, . . . , p}
De manera que HA(K0, t0) ⊂ X cumple
HA(K0, t0) =
⋃
t∈[0,t0]
GA(K0, t) ⊂
p⋃
i=1
U(K0, ti).
siendo U(K0, ti) una unio´n finita de abiertos de U para todo i ∈ {1, . . . , p}.
Queda demostrado que HA(K0, t0) es compacto.
Por otra parte, por la definicio´n de HA, resulta evidente que HA(K, t) ∈
P1A ∩
⋂
P2, para todo K ∈ P1A ∩
⋂
P2, t ∈ I.
Probemos b). Resulta inmediato, a partir de la continuidad de GA y de
la definicio´n de me´trica de Hausdorff
dH(E,F ) = Max{Supe∈E{d(e, F )}, Supf∈F {d(f,E)}}.
Sea (K0, t0) ∈ (P1A ∩
⋂
P2) × I y sea ² > 0. Denotamos por d′ a la
me´trica inducida en el espacio producto P1A × I. La aplicacio´n continua
GA : P1A × I → P1A es uniformemente continua (P1A × I es un espacio
compacto), de modo que existe un δ > 0 tal que si d′((K, t), (K ′, t′)) < δ
entonces dH(GA(K, t), GA(K ′, t′)) < ².
Sea (K1, t1) ∈ (P1A ∩
⋂
P2)× I, de modo que
d′((K1, t1), (K0, t0)) =
√
(dH(K1,K0))2 + (t1 − t0)2 < δ.
Dado x ∈ HA(K1, t1), entonces x ∈ GA(K1, tx) con tx ≤ t1. Consideremos
t′x ≤ t0 tal que d′((K1, tx), (K0, t′x)) < δ. Entonces
d(x,HA(K0, t0)) ≤ d(x,GA(K0, t′x)) ≤ dH(GA(K1, tx), GA(K0, t′x)) < ².
De igual modo se ve que d(x,HA(K1, t1)) < ² para todo x ∈ HA(K0, t0).
Por consiguiente, resulta inmediato que dH(HA(K0, t0),HA(K1, t1)) < ².
Sea f : U → X un sistema semidina´mico y sea K un conjunto compacto,
invariante y aislado, con P = (P1, P2) un index pair para K tal que P1 es
unio´n finita de componentes conexas.
Podemos ordenarlas como sigue,
P1 = P 11 ∪ · · · ∪ P k01 ∪ · · · ∪ P k11 ∪ · · · ∪ P l1
donde
a) P j1 ∩K 6= ∅ y P j1 ∩ P2 = ∅ si j ≤ k0.
b) P j1 ∩ P2 6= ∅ si j ≥ k1.
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Lema 2.16. Bajo las hipo´tesis anteriores, tenemos:
1) Si x ∈ P i1, k1 ≤ i ≤ l y f(x) ∈ P j1 , entonces k1 ≤ j ≤ l.
2) Si x ∈ P i1, 1 ≤ i ≤ k0, entonces f(x) ∈ P j1 , 1 ≤ j ≤ k0.
Demostracio´n. 1) Si f(P i1) ⊂ P j1 , entonces f(y) ∈ P j1 ∩ P2 para todo
y ∈ P i1 ∩ P2.
Si P i1 \ f−1(P j1 ) 6= ∅, como P i1 es conexo, existe p ∈ clP i1(P i1 \ f−1(P
j
1 )) ∩
(f−1(P j1 ) ∩ P i1).
Es sencillo ver que p ∈ P2 ∩ f−1(P j1 ). Entonces f(p) ∈ P2 ∩ P j1 .
2) Sea P i01 con i0 ≤ k0 y tal que f(P i01 ) ⊂ P j01 para j0 ∈ {k1, . . . , l}. Por
1) existe i1 ≤ k0 tal que (P i11 ∩K) ∩ f(P1) = ∅. Esto es una contradiccio´n.
Observacio´n 2.17. En las hipo´tesis del u´ltimo lema,
(P ′1, P
′
2) = (P
1
1 ∪ · · · ∪ P k01 ∪ P k11 ∪ · · · ∪ P l1, P2)
es tambie´n un index pair (regular si lo es (P1, P2)). Resulta que
K = [K ∩ (P 11 ∪ · · · ∪ P k01 )] ∪ [K ∩ (P k11 ∪ · · · ∪ P l1)]
y
f(K ∩ (P 11 ∪ · · · ∪ P k01 )) = K ∩ (P 11 ∪ · · · ∪ P k01 ),
f(K ∩ (P k11 ∪ · · · ∪ P l1)) = K ∩ (P k11 ∪ · · · ∪ P l1).
Denotamos K∩(P 11 ∪· · ·∪P k01 ) = KA. Es claro que K∩(P k11 ∪· · ·∪P l1) =
K \KA.
KA y K \KA son conjuntos compactos, invariantes y aislados. Llamare-
mos al atractor KA la parte atractora de K.
Hacemos notar que cada componente conexa de P 11 ∪ · · · ∪P k01 contendra´
una, y so´lo una, componente conexa de KA (ver lema 2.11).
Por otra parte, aunque la definicio´n de KA se hace en funcio´n de un
index pair, ma´s adelante veremos que este conjunto no depende del index
pair elegido para construirlo.
A continuacio´n enunciamos, ligeramente debilitado, un teorema debido a
Mrozek (ver teorema 4 de [94]) que necesitaremos ma´s adelante.
Teorema 2.18. Sea Z un ANR me´trico y sea f : Z → Z una aplicacio´n
de atraccio´n compacta. Si (M,N) es un index pair regular para el conjunto
compacto, invariante y aislado, Inv(M \N, f), y M,N son ANRs, entonces
IM,N = (iM,N )−1∗ ◦ (fM,N)∗ es un endomorfismo de Leray y
iZ(f, int(M \N)) = Λ(IM,N ).
Llamamos iM,N : (M,N)→ (M∪f(N),N∪f(N)) a la aplicacio´n inclusio´n
entre los pares (M,N) y (M ∪ f(N),N ∪ f(N)). De igual modo, hemos
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denotado por fM,N : (M,N) → (M ∪ f(N),N ∪ f(N)) a la aplicacio´n f
entre dichos pares. Λ(IM,N ) es el nu´mero de Lefschetz de IM,N .
Teorema 2.19. Sea f : X → X un sistema semidina´mico y sea K un
conjunto compacto, invariante y aislado, que admite un index pair regular
P = (P1, P2) con P1 localmente continuo-conexo. Supongamos que 2f es de
atraccio´n compacta. Entonces,
IX(K, f) = IX(KA, f) = 2q − 1
donde q es el nu´mero de ciclos de KA.
Demostracio´n. Mantendremos la notacio´n de la u´ltima observacio´n. Uti-
lizando la propiedad aditiva, es suficiente ver que IX(K \KA, f) = 0.
P ′ = (P ′1, P
′
2) = (P
k1
1 ∪ · · ·∪P l1, P2) es un index pair regular para K \KA.
Entonces (2P
′
1 ,
⋂
P ′2) es un index pair regular para 2
K\KA , que es un
conjunto compacto, invariante y aislado con respecto a 2f : 2X → 2X .
2P
′
1 y
⋂
P ′2 son ANRs compactos (unio´n finita de ARs).
Consideremos la sucesio´n de homolog´ıas singulares del par (2P
′
1 ,
⋂
P ′2)
· · · → Hp(
⋂
P ′2)→ Hp(2P
′
1)→ Hp(2P ′1 ,
⋂
P ′2)→ Hp−1(
⋂
P ′2)→
· · · → H1(
⋂
P ′2)→ H1(2P
′
1)→ H1(2P ′1 ,
⋂
P ′2)→
→ H0(
⋂
P ′2)→ H0(2P
′
1)→ H0(2P ′1 ,
⋂
P ′2)→ 0
Como Hp(2P
′
1) = Hp(
⋂
P ′2) = 0 para todo p ≥ 1, entonces tenemos
Hp(2P
′
1 ,
⋂
P ′2) = 0 para todo p > 1.
Adema´s, 2P
′
1/
⋂
P ′2 es un AR al ser unio´n punteada de ARs, con lo que
0 = H1(2P
′
1/
⋂
P ′2, ∗) ≡ H1(2P
′
1 ,
⋂
P ′2).
De manera ana´loga
0 = H˜0(2P
′
1/
⋂
P ′2) ≡ H0(2P
′
1/
⋂
P ′2, ∗) ≡ H0(2P
′
1 ,
⋂
P ′2).
Ahora, por el teorema 2.18 aplicado al par (2P
′
1 ,
⋂
P ′2) y a la aplicacio´n
2f ,
IX(K \KA, f) = i2X (2f , int(2P
′
1 \
⋂
P ′2)) = Λ(I2P ′1 , P ′2
) = 0.
Sea Q = Π∞n=1[0, 1/n] el cubo de Hilbert. Tenemos el siguiente corolario.
Corolario 2.20. Sea f : U ⊂ Q → Q un sistema semidina´mico y sea
K un conjunto compacto, invariante y aislado, que admite un index pair
regular P = (P1, P2) tal que P1 es localmente continuo-conexo. Entonces
IX(K, f) = IX(KA, f) = 2q − 1
donde q es el nu´mero de ciclos de KA.
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Sea f : U → X un sistema semidina´mico y sea K un conjunto compacto,
invariante y aislado. Si no imponemos condiciones adicionales, el ca´lculo de
nuestro ı´ndice IX(K, f) va a requerir la extensio´n del sistema semidina´mico
f a Q, de ah´ı el corolario anterior y los pro´ximos resultados.
Aplicaremos las te´cnicas del lema 5.1 de [125], ya utilizadas en el cap´ıtulo
anterior, con el fin de asegurar, para todo conjunto compacto, invariante y
aislado con respecto a un sistema semidina´mico definido en Q, la existencia
de index pairs (tal como se han definido en este cap´ıtulo) adecuados.
Sea f : Q → Q una aplicacio´n continua. Dado ² > 0, consideremos, tal
como hicimos en la Seccio´n I.4,
A(²) = {A ∩Q,A =
∞∏
i=1
Ai : ∀i ∃k ∈ con Ai = k² o´ Ai = [k², (k + 1)²]}
y las aplicaciones multivaluadas T², F² : Q → P(Q), definidas del mismo
modo.
Proposicio´n 2.21. Sea f : Q→ Q un sistema semidina´mico y sea K un
conjunto compacto, invariante y aislado con respecto a f . Entonces existe
un index pair regular (Q1,Q2) para K, tal que Q1 y Q2 son prismas.
Demostracio´n. Sera´ semejante a la hecha en la proposicio´n 4.10 del
Cap´ıtulo I. Sabemos que T², F² toman valores compactos y son aplicaciones
scs.
Sea N un entorno aislante de K, por ejemplo N un prisma (ver lema 4.3,
p. 105 de [10]). Definimos
N² =
⋃
{A ∈ A(²) : A ⊂ N}.
Si ² es suficientemente pequen˜o, tendremos que N² es un prisma que
contiene a K, y es un entorno aislante para F². Vea´moslo.
N = P ×Q ⊂ Πn1n=1[0, 1/n] ×Q, N² = P ′ ×Q ⊂ Πn1n=1[0, 1/n] ×Q
siendo P ′ ⊂ P poliedros finitos.
Resulta evidente, si ² es suficientemente pequen˜o, que N² es un prisma
que contiene a K.
Para ver que N² es un entorno aislante para F², con ² suficientemente
pequen˜o, basta utilizar los lemas 4.4 y 4.9 del Cap´ıtulo I.
Es claro que K ⊂ K² = Inv(N², F²). Por el teorema 4.8 del Cap´ıtulo I,
sabemos que existen (P1, P2) compactos, P2 ⊂ P1 ⊂ N², tales que
1) F²(Pi) ∩N² ⊂ Pi, i ∈ {1, 2}.
2) F²(P1 \ P2) ⊂ N²
3) K² ⊂ int(P1 \ P2).
Interesa encontrar, ahora, un index pair prisma´tico para K, esto es, un
par (Q1,Q2) de compactos (prismas), Q2 ⊂ Q1 ⊂ N , tal que:
i) f(Q2) ∩Q1 ⊂ Q2.
ii) f(Q1 \Q2) ⊂ Q1.
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iii) Inv(Q1 \Q2, f) = K ⊂ int(Q1 \Q2).
Sea d ∈ . Definimos
Qi =
⋃
{A ∈ A(²/d) : A ⊂ Pi, A = P ×Q ⊂ Πn(²/d)−1n=1 [0, 1/n] ×Q}
con P un poliedro finito.
Si ²/d es suficientemente pequen˜o (si d es suficientemente grande), po-
dremos afirmar que K ⊂ int(Q1) 6= ∅. No se puede decir lo mismo de Q2,
que puede ser vac´ıo para todo d. Tenemos que (Q1,Q2) son de la forma
Qi = Ri ×Q ⊂ Πn(²/d)−1n=1 [0, 1/n] ×Q con Ri poliedro finito para i ∈ {1, 2}.
De hecho (Q1,Q2) son dos prismas ²/d-regulares, esto es, unio´n de elementos
de A(²/d).
Veamos que, si d es suficientemente grande, el par (Q1,Q2) es un index
pair regular para K.
Para probar que (Q1,Q2) es un index pair basta ver el lema 5.1 de [125].
Quedar´ıa por demostrar la regularidad del par (Q1,Q2), esto es:
a) Existe un entorno V de Q2 en Q1 tal que f(V \Q2) ⊂ Q2.
b) cl(f(Q2) \Q1) ∩ cl(Q1 \Q2) = ∅.
Veamos a). Sea V = int(T²(Q2))∩Q1. Si x ∈ V \Q2, entonces x ∈ Q1\Q2,
por lo que f(x) ∈ N².
Adema´s, x ∈ T²(y) para cierto y ∈ Q2, de modo que f(x) ∈ F²(Q2) ⊂
F²(P2).
En consecuencia, f(x) ∈ N² ∩ F²(P2) = R × Q ⊂ Πn(²/d)−1n=1 [0, 1/n] × Q,
siendo R×Q un prisma ²/d-regular contenido en P2. Entonces f(x) ∈ Q2.
Veamos b). Supongamos que existe un y0 ∈ cl(f(Q2) \Q1)∩ cl(Q1 \Q2).
Como y0 ∈ cl(f(Q2) \Q1), entonces existe una sucesio´n {yn}n → y0, con
yn = f(xn) ∈ Q \Q1, xn ∈ Q2, y esto para todo n. Podemos suponer, sin
pe´rdida de generalidad, que {xn}n → x0 ∈ Q2, con f(x0) = y0 ∈ Q1. Como
consecuencia tenemos que y0 ∈ f(Q2) ∩Q1 ⊂ Q2.
Por otro lado, como y0 ∈ cl(Q1 \Q2), existe una sucesio´n {y′n}n → y0 con
y′n ∈ Q1 \Q2 para todo n.
Dado ² suficientemente pequen˜o, consideremos K² ⊂ W ⊂ N², siendo W
un entorno de K² tal que
⋃
x∈W B(x, ²) ⊂ int(N²).
Escogemos, de antemano, (P1, P2) de modo que cl(P1 \ P2) ⊂ W (ver
teorema 4.8 del Cap´ıtulo I). Sea, entonces, An el menor conjunto en A(²/d),
An = S ×Q ⊂ Πn(²/d)−1n=1 [0, 1/n]×Q, tal que y′n ∈ An. Ocurre que An ⊂ P1.
Existe, pues, un y′′n ∈ An ∩ P1 \ P2. Construimos as´ı una sucesio´n {y′′n}n
contenida en P1 \ P2.
Podemos suponer, sin pe´rdida de generalidad, que {y′′n}n → y ∈ cl(P1 \
P2) ⊂W .
Te´ngase en cuenta que, si d es suficientemente grande, diam(An) < ², de
modo que d(y′n, y′′n) < ². En consecuencia, d(y0, y) ≤ ². Por tanto, al ser
y ∈W , ocurre que y0 ∈ int(N²).
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De lo u´ltimo se deduce que existe un n0 tal que para todo n ≥ n0, yn ∈ N².
Pero entonces tendremos que
yn = f(xn) ∈ f(Q2) ∩N² ⊂ Q2 ⊂ Q1,
resultado que se contradice con el hecho de que yn ∈ Q \Q1 para todo n.
Teorema 2.22. Sea f : U ⊂ X → X un sistema semidina´mico y sea K
un conjunto compacto, invariante y aislado. Entonces
IX(K, f) = IX(KA, f) = 2q − 1
donde q es el nu´mero de ciclos de KA, conjunto que no depende del index
pair elegido para definirlo.
Demostracio´n. Podemos considerar a X sumergido como un subconjunto
cerrado de un espacio normado B. Sea N un entorno aislante de K. Al ser
X un ANR, existen un entorno abierto de X, UX ⊂ B, y una retraccio´n
r : UX ⊂ B → X. Debido a [46] tendremos que se puede construir un ANR
compacto AN , con N ⊂ AN ⊂ UX .
Sea V un subconjunto abierto de X tal que K ⊂ V ⊂ N , con f(V ) ⊂ N .
Sea W = r−1(V ) ∩AN , subconjunto abierto de AN .
Consideremos la aplicacio´n
f1 = f ◦ r|W : W ⊂ AN → AN .
Resulta inmediato ver, por la propiedad conmutativa, que IX(K, f) =
IAN (K, f1).
En consecuencia, el estudio de IX(K, f) se puede considerar ide´ntico al
de IAN (K, f1), donde AN es un ANR compacto.
Por compacidad, tenemos que AN ⊂ Q, sumergido como un cerrado en el
cubo de Hilbert.
Debido a que AN es un ANR, existen un entorno abierto deAN , UA
N ⊂ Q,
y una retraccio´n
r1 : UA
N ⊂ Q→ AN .
Sea Z = r−11 (W ) ⊂ UA
N
un subconjunto abierto de Q. Definimos
g = f1 ◦ r1|Z : Z ⊂ Q→ Q.
Es claro, por la propiedad conmutativa, que IAN (K, f1) = IQ(K, g).
Basta ahora, tras extender adecuadamente g a todo Q, aplicar el corolario
2.20 y la proposicio´n 2.21 para obtener de manera inmediata
IX(K, f) = IQ(K, g) = IQ(KA, g) = 2q − 1.
Resulta sencillo ver que, dado un index pair prisma´tico (como en la
proposicio´n 2.21) (Q1,Q2) para K en el sistema semidina´mico g : Q →
Q, el conjunto KA sera´ el mismo que con el index pair (P1, P2) = ((r ◦
r1)(Q1), (r ◦ r1)(Q2)) para K en el sistema semidina´mico f : U ⊂ X → X.
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El nu´mero de ciclos correspondiente es tambie´n el mismo para los dos sis-
temas semidina´micos.
Por otro lado, resulta que el conjunto KA no va a depender del index pair
elegido para definirlo. Dado (Q1,Q2) un index pair prisma´tico para K en el
sistema semidina´mico g : Q→ Q, ocurre que KA es igual al conjunto⋃
{C ⊂ K : g(C) = C atractor, compacto y g(K \ C) = K \ C compacto}
Comprobar que KA esta´ contenido en el conjunto arriba mencionado es
automa´tico.
Veamos el otro contenido. De no darse, existira´ un C0 ∈
⋃{C ⊂ K :
g(C) = C atractor, compacto y g(K \ C) = K \ C compacto} tal que C0 6⊂
KA. Sabemos que C0 es una unio´n finita de ciclos, de modo que, como
g(C0 \KA) = C0 \KA, ocurre que C0 \KA es un conjunto atractor, unio´n
finita de componentes conexas de K \KA.
Entonces,
0 = IX(K \KA, g) = IX((K \KA) \ (C0 \KA), g) + IX(C0 \KA, g)+
+IX((K \KA) \ (C0 \KA), g)IX (C0 \KA, g).
La primera igualdad es evidente y la segunda es consecuencia de aplicar
la propiedad aditiva de nuestro ı´ndice.
Sea a = IX(C0 \KA, g). Resulta a > 0 al ser C0 \KA un atractor. Sea
b = IX((K \KA) \ (C0 \KA), g). Sabemos que b ≥ 0.
Como 0 = a+ b+ ab con a > 0 y b ≥ 0, llegamos a contradiccio´n.
Por otro lado, es inmediato que⋃
{C ⊂ K : g(C) = C atractor, compacto y g(K\C) = K\C compacto} =
=
⋃
{C ⊂ K : f(C) = C atractor, compacto y f(K\C) = K\C compacto}.
Queda demostrado que el conjunto KA esta´ caracterizado por las igual-
dades arriba expresadas y que, por tanto, no depende ma´s que del conjunto
K y de la dina´mica de f en un entorno de K.
Corolario 2.23. (Propiedad producto). Sean f : U ⊂ X → X y g :
V ⊂ Y → Y dos sistemas semidina´micos. Sean K y L conjuntos compactos,
invariantes y aislados con respecto a f y g respectivamente.
EntoncesK×L es un conjunto compacto, invariante y aislado con respecto
a f × g : U × V ⊂ X × Y → X × Y y
IX×Y (K × L, f × g) = 2pq − 1
donde p y q son el nu´mero de ciclos de KA y LA respectivamente.
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II.3. Definicio´n y estudio del m-´ındice de compacto fijo
En esta seccio´n introduciremos cierta clase de hiperespacios de desarrollo
de X que nos permitira´n definir ı´ndices ana´logos al ı´ndice de compacto fijo,
IX(K, f), y que dara´n ma´s informacio´n sobre la dina´mica de f en KA. En
concreto determinaremos, no so´lo el nu´mero de ciclos de KA, sino tambie´n
la longitud de cada uno.
Sea Cm(X) ⊂ 2X el conjunto de todos los subconjuntos compactos de X,
no vac´ıos, que tienen, a lo sumo, m componentes conexas. Resulta inmediato
ver que Cm(X) es un hiperespacio de desarrollo de X.
Si f : U ⊂ X → X es un sistema semidina´mico, entonces f induce otro
sistema semidina´mico
Cm(f) : Cm(U) ⊂ Cm(X)→ Cm(X).
Sea K ⊂ U un conjunto compacto, invariante y aislado con respecto a f ,
y sea N un entorno aislante de K. Tomemos un conjunto abierto W tal que
K ⊂W ⊂ N .
Conside´rese Cm(f) : Cm(W ) → Cm(X). Ocurre que Fix(Cm(f)|Cm(W ))
es un conjunto compacto al ser un subconjunto cerrado del compactoCm(K).
Adema´s Cm(f) : Cm(W )→ Cm(X) es compacta, y Cm(X) es un ANR (bas-
ta aplicar el teorema 1.1 a X).
Entonces, el ı´ndice de punto fijo iCm(X)(Cm(f)|Cm(W ), Cm(W )) esta´ bien
definido.
Definicio´n 3.1. Definimos el m-´ındice de compacto fijo del par (K, f)
como
ImX (K, f) = iCm(X)(Cm(f)|Cm(W ), Cm(W )).
Observacio´n 3.2. Las propiedades de estos ı´ndices son similares a las
propiedades del ı´ndice de compacto fijo, expuestas en las proposiciones 2.1-
2.5, a excepcio´n de la propiedad aditiva, que queda reducida al siguiente
resultado para m = 1, 2.
Proposicio´n 3.3. (Propiedad aditiva). Sea K un conjunto compacto,
invariante y aislado. Supongamos que K es unio´n disjunta de dos conjuntos
compactos, invariantes y aislados, K1 y K2. Entonces
I1X(K, f) = I
1
X(K1, f) + I
1
X(K2, f)
e
I2X(K, f) = I
2
X(K1, f) + I
2
X(K2, f) + I
1
X(K1, f)I
1
X(K2, f).
Demostracio´n. Sea K = K1 ∪ K2 con entornos aislantes disjuntos N1
y N2. Consideramos dos subconjuntos abiertos U1, U2 con Ki ⊂ Ui ⊂ Ni,
i ∈ {1, 2}, y tales que f(Ui) ∩ Uj = ∅ si i 6= j.
Resulta evidente que los siguientes espacios son homeomorfos,
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C1(U1 ∪ U2) ' C1(U1) ∨ C1(U2)
y
C2(U1 ∪ U2) ' C2(U1) ∨C2(U2) ∨ C1(U1)× C1(U2).
Teniendo en cuenta lo escrito arriba, y siguiendo los pasos dados en la
demostracio´n de la propiedad aditiva para el caso compacto, se obtiene el
resultado buscado.
Desgraciadamente no tendremos una propiedad aditiva para todo m ∈ .
A continuacio´n desarrollamos los principales resultados obtenidos con este
ı´ndice.
Teorema 3.4. Sea f : U ⊂ X → X un sistema semidina´mico y sea K
un atractor. Entonces
ImX (K, f) = lm
donde lm es el nu´mero de uniones de ciclos de K cuya suma de longitudes
es menor o igual que m.
Demostracio´n. Sea K = K1 ∪ · · · ∪Kk unio´n de k componentes conexas
y sea W = W1 ∪ · · · ∪ Wk un entorno abierto de K, con k componentes
conexas, de modo que Ki ⊂Wi para todo i ∈ {1, . . . , k}, y tal que W ⊂ N ,
un entorno aislante de K.
Veamos que Cm(W ) es una unio´n finita de ARs.
Cm(W ) =
⋃
A⊂{1,...,k}
WmA
donde
WmA = {C ∈ Cm(W ) : C ∩Wj 6= ∅ para todo j ∈ A y C ∩Wj = ∅ si j /∈ A}.
Demostremos que, salvo para el caso en que m < card(A) donde WmA
sera´ vac´ıo, los conjuntos WmA son ARs, esto es, ANRs contractibles. Como
Cm(W ) es un ANR, tenemos que los conjuntos WmA son ANRs. Queda ver
la contractibilidad.
En el teorema 2.12 denotabamos por WA a
WA = {C ∈ 2W : C ∩Wj 6= ∅ para todo j ∈ A y C ∩Wj = ∅ si j /∈ A}.
Como WA es un AR, existe una homotop´ıa rA : WA × I → WA tal que
rA(0) = id y rA(1) = LA constante. Supondremos que LA ∈WmA ⊂WA.
Definimos, entonces, una homotop´ıa HA : WmA × I → WmA del siguiente
modo
HA(L, t0) =
{ ⋃
t∈[0,2t0] rA(L, t) si t0 ∈ [0, 1/2]⋃
t∈[2t0−1,1] rA(L, t) si t0 ∈ [1/2, 1]
Resulta que HA(L, 0) = rA(L, 0) = L y HA(L, 1) = rA(L, 1) = LA cons-
tante, y esto para todo L ∈WmA .
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Queda por demostrar que HA esta´ bien definida y es continua. Para ello
bastara´ ver:
a) HA(L, t0) es un subconjunto compacto de X para todo L ∈WmA y para
todo t0 ∈ I.
b) HA(L, t0) tiene, a lo sumo, m componentes conexas.
c) HA es continua.
Probemos a). Sean L ∈WmA y t0 ∈ [0, 1/2] (si t0 ∈ [1/2, 1] la demostracio´n
sera´ ana´loga). Tomemos U = {Uα}α un recubrimiento abierto del conjunto
HA(L, t0) ⊂ X. Ocurre que rA(L, t) es un subconjunto compacto de X para
todo t ∈ [0, 2t0]. Existe entonces una unio´n finita de abiertos de U , que
denotaremos por U(L, t), que recubre a rA(L, t).
Es claro que rA(L× [0, 2t0]) ⊂WA es un subconjunto compacto de 2X , de
modo que cualquier recubrimiento abierto suyo tendra´ un subcubrimiento
finito. Consideremos el recubrimiento abierto {2U(L,t)}t∈[0,2t0] de rA(L ×
[0, 2t0]). Entonces rA(L × [0, 2t0]) ⊂
⋃
t∈[0,2t0] 2
U(L,t). Como existe un sub-
cubrimiento finito,
rA(L× [0, 2t0]) ⊂
p0⋃
i=1
2U(L,ti).
Esto quiere decir que cada rA(L, t), subconjunto compacto de X, cumple
rA(L, t) ⊂ U(L, ti) para algu´n i ∈ {1, . . . , p0}.
De manera que el subconjunto de X, HA(L, t0), verifica
HA(L, t0) =
⋃
t∈[0,2t0]
rA(L, t) ⊂
p0⋃
i=1
U(L, ti)
con U(L, ti) una unio´n finita de abiertos de U para todo i ∈ {1, . . . , p0}.
Queda, pues, demostrado que HA(L, t0) es un subconjunto compacto de X.
Resulta claro, por la definicio´n de HA, que HA(L, t) ∈ WA para todo
(L, t) ∈WmA × I.
Probemos b). Sean L ∈ WmA y t0 ∈ [0, 1/2] (para t0 ∈ [1/2, 1] se hara´ de
modo ana´logo). Supongamos que el compacto HA(L, t0) =
⋃
t∈[0,2t0] rA(L, t)
tiene ma´s de m componentes conexas. Podremos conseguir entonces m+ 1
abiertos disjuntos de X, {U1, . . . , Um+1}, de modo que HA(L, t0) ⊂
⋃m+1
i=1 Ui
y Ui ∩HA(L, t0) 6= ∅ para todo i ∈ {1, . . . ,m+ 1}.
Es claro que L ⊂ Ui1 ∪ · · · ∪ Uir , r ≤ m, con L ∩ Uij 6= ∅ para todo
j ∈ {1, . . . , r}. Entonces L ∈ 2Ui1∪···∪Uir .
Por otro lado, existe un Ui0 /∈ {Ui1 , . . . , Uir} tal que HA(L, t0) ∩ Ui0 6= ∅.
En consecuencia, existe un t1 ∈ [0, 2t0] tal que rA(L, t1) ∩ Ui0 6= ∅.
Tenemos que el conjunto rA(L × [0, 2t0]) ⊂ 2 m+1i=1 Ui es conexo. To´mese
el conjunto abierto de 2X , V = 2
m+1
i=1 Ui \ 2 rj=1 Uij .
Ocurre que V ∪ 2 rj=1 Uij = 2 m+1i=1 Ui , con V ∩ 2 rj=1 Uij = ∅.
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Como rA(L × [0, 2t0]) es conexo y rA(L, 0) ∈ 2
r
j=1 Uij , entonces rA(L ×
[0, 2t0]) ⊂ 2
r
j=1 Uij . Sin embargo, sabemos que existe un t1 tal que rA(L, t1)∩
Ui0 6= ∅, lo cual nos lleva a una contradiccio´n.
Demostrar c) resulta inmediato a partir de la continuidad de rA, y de la
definicio´n de me´trica de Hausdorff
dH(E,F ) = Max{Supe∈E{d(e, F )}, Supf∈F {d(f,E)}}.
Sea (K0, t0) ∈ WmA × I y sea ² > 0. Denotamos por d′ a la me´trica
inducida en el espacio producto WA × I.
Sea K0 ∈ Z ⊂ WmA , con Z un entorno compacto en WmA del punto
K0. Consideremos (K ′, t′) ∈ Z × I, que es compacto. Tendremos, por la
continuidad de rA, que existe un δ > 0 tal que si d′((K0, t), (K ′, t′)) < δ,
entonces dH(rA(K0, t), rA(K ′, t′)) < ².
Sea (K1, t1) ∈ Z × I ⊂WmA × I, de modo que
dH(K1,K0) + 2|t1 − t0| < δ.
Obse´rvese que
d′((K1, t1), (K0, t0)) =
√
(dH(K1,K0))2 + (t1 − t0)2 ≤
≤ dH(K1,K0) + 2|t1 − t0| < δ.
Dado x ∈ HA(K1, t1), ocurre que x ∈ rA(K1, tx) para cierto tx ∈ [2t1 −
1, 2t1]∩ [0, 1]. Consideremos t′x ∈ [2t0−1, 2t0]∩ [0, 1] con |t′x−tx| ≤ 2|t1−t0|.
Entonces
d′((K1, tx), (K0, t′x)) =
√
(dH(K1,K0))2 + (tx − t′x)2 ≤
≤ dH(K1,K0) + 2|t1 − t0| < δ.
As´ı
d(x,HA(K0, t0)) ≤ d(x, rA(K0, t′x)) ≤ dH(rA(K1, tx), rA(K0, t′x)) < ²
De igual modo se ve que d(x,HA(K1, t1)) < ² para todo x ∈ HA(K0, t0).
Resulta ya inmediato ver que dH(HA(K0, t0),HA(K1, t1)) < ².
Por consiguiente, el espacio
Cm(W ) =
⋃
A⊂{1,...,k}
WmA
es una unio´n finita de ARs.
Obse´rvese que si m < k, algunos de estos WmA sera´n vac´ıos (W
m
A = ∅ si,
y so´lo si, m < card(A)).
Al ser K un atractor, podemos escoger q0 ∈ fijo y W , de modo que
fp(W ) ⊂W para todo p ≥ q0.
Entonces
Cm(fp) = (Cm(f))p : Cm(W )→ Cm(W ) para todo p ≥ q0.
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Resulta que (Cm(f))p es de atraccio´n compacta, con lo que, por la pro-
piedad de normalizacio´n del ı´ndice de punto fijo (ver [94]),
iCm(X)((Cm(f))
p, Cm(W )) = iCm(W )((Cm(f))
p, Cm(W )) = Λ((Cm(f))p).
Al ser Cm(W ) una unio´n finita de ARs, tendremos las homolog´ıas singu-
lares con coeficientes racionales
Hn(Cm(W )) = 0 para todo n ≥ 1
H0(Cm(W )) = ⊕ · · · ⊕
con tantos generadores comoWmA 6= ∅ existan. Interesa calcular Λ((Cm(f))p).
Supondremos que p es primo, p ≥ q0 y p ≥ k.
Tenemos
(Cm(f))p :
⋃
A⊂{1,...,k}
WmA →
⋃
A⊂{1,...,k}
WmA .
Diremos que WmA es ciclo o unio´n de ciclos para f si el conjunto A esta´
formado exactamente por los sub´ındices de una unio´n completa de ciclos de
K.
Supongamos que WmA es ciclo o unio´n de ciclos para f . Como f
p(K) = K,
tendremos, automa´ticamente, que (Cm(f))p(WmA ) ⊂WmA .
Por otro lado, si WmA no es ciclo o unio´n de ciclos para f , resulta, si
tenemos en cuenta que p ≥ k, p primo, que (Cm(f))p(WmA ) ⊂WmA′ 6= WmA .
En consecuencia,
iCm(X)((Cm(f))
p, Cm(W )) = Λ((Cm(f))p) = (−1)0tr(((Cm(f))p∗)0) = lm
siendo lm la cantidad de uniones de ciclos de K cuya suma de longitudes
es menor o igual que m, y esto para todo p primo suficientemente grande.
Entonces, por el teorema 2.6, tendremos que ImX (K, f) = lm.
Observacio´n 3.5. Sea f : U ⊂ X → X un sistema semidina´mico y sea
P = (P1, P2) un par compacto de subconjuntos de X.
Consideremos el conjunto⋂
m
P2 = {C ∈ Cm(P1) : C ∩ P2 6= ∅}.
Si (P1, P2) es un index pair (index pair regular) para un conjunto com-
pacto, invariante y aislado, K, entonces (Cm(P1),
⋂
m P2) es un index pair
(index pair regular) para Inv(Cm(P1), Cm(f)) ⊂ Cm(K) ⊂ int(Cm(P1)).
La demostracio´n de esta observacio´n es ide´ntica a la de la proposicio´n
2.14.
Proposicio´n 3.6. En las condiciones de la observacio´n anterior, si P1 es
localmente continuo-conexo, entonces Cm(P1) y
⋂
m P2 son unio´n finita de
ARs disjuntos.
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Demostracio´n. Utilizaremos las te´cnicas de las demostraciones del teo-
rema 3.4 y de la proposicio´n 2.15. Denotamos P1 = P11 ∪ · · · ∪P1k. Resulta
evidente que Cm(P1) es un ANR, al ser P1 localmente continuo-conexo. Por
otro lado,
Cm(P1) =
⋃
A⊂{1,...,k}
P1
m
A
donde
P1
m
A = {C ∈ Cm(P1) : C ∩ P1j 6= ∅ para todo j ∈ A y C ∩ P1j = ∅ si j /∈ A}
Tal como se hizo en el teorema 3.4 con los conjuntos WmA , se demuestra
que los P1mA distintos de vac´ıo son ARs.
Resulta sencillo comprobar que
⋂
m P2 es un hiperespacio de desarrollo
de P1, lo cual implica que
⋂
m P2 es un ANR. Para ver que, adema´s, es una
unio´n finita de ARs, basta tener en cuenta que⋂
m
P2 =
⋃
A⊂{1,...,k}
(P1mA ∩
⋂
m
P2)
donde cada P1mA ∩
⋂
m P2 distinto de vac´ıo es un AR (ver proposicio´n 2.15).
Teorema 3.7. Sea f : X → X un sistema semidina´mico y sea K un
conjunto compacto, invariante y aislado que admite un index pair regular
P = (P1, P2), con P1 localmente continuo-conexo. Supongamos que Cm(f)
es de atraccio´n compacta. Entonces, dado m ∈ ,
ImX (K, f) = I
m
X (K
A, f).
Demostracio´n. Tenemos
P1 = P 11 ∪ · · · ∪ P k01 ∪ · · · ∪ P k11 ∪ · · · ∪ P l1
con K ∩ P i1 6= ∅ si i ∈ {1, . . . , k0, k1, . . . , l} y P2 ∩ P j1 6= ∅ si j ∈ {k1, . . . , l}.
Consideremos el par
P ′ = (P ′1, P
′
2) = (P
1
1 ∪ · · · ∪ P k01 ∪ P k11 ∪ · · · ∪ P l1, P2)
Ocurre que P ′ es un index pair regular paraK, con P ′1 localmente continuo-
conexo.
Adema´s,
Cm(P ′1) =
⋃
A⊂{1,...,k0,k1,...,l}
P ′1
m
A
donde
P ′1
m
A = {C ∈ Cm(P ′1) : C ∩ P j1 6= ∅ para todo j ∈ A y C ∩ P j1 = ∅ si j /∈ A}
Estos conjuntos son, por la proposicio´n 3.6, ARs o vac´ıos.
De igual modo, por la proposicio´n 3.6, tenemos que el ANR
⋂
m P
′
2 es
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⋂
m
P ′2 =
⋃
A⊂{1,...,k0,k1...,l}
(P ′1
m
A ∩
⋂
m
P ′2)
donde cada P ′1
m
A ∩
⋂
m P
′
2 es un AR (si no es vac´ıo).
Cada componente conexa de Cm(P ′1) contiene una o ninguna componente
conexa de
⋂
m P
′
2.
Las componentes de Cm(P ′1) que se cortan con
⋂
m P
′
2 son los P
′
1
m
A tales
que A ∩ {k1, . . . , l} 6= ∅.
Sabemos, por la observacio´n 3.5, que (Cm(P ′1),
⋂
m P
′
2) es un index pair re-
gular para el conjunto compacto, invariante y aislado, Inv(Cm(P1), Cm(f)),
con Cm(f) : Cm(X)→ Cm(X).
Calculemos, a continuacio´n, las homolog´ıas singulares con coeficientes
racionales Hn(Cm(P ′1),
⋂
m P
′
2).
Tenemos la sucesio´n exacta de homolog´ıas
· · · → Hn(
⋂
m
P ′2)→ Hn(Cm(P ′1))→ Hn(Cm(P ′1),
⋂
m
P ′2)→ Hn−1(
⋂
m
P ′2)→
→ · · · → H1(
⋂
m
P ′2)→ H1(Cm(P ′1))→ H1(Cm(P ′1),
⋂
m
P ′2)→
→ H0(
⋂
m
P ′2)→ H0(Cm(P ′1))→ H0(Cm(P ′1),
⋂
m
P ′2)→ 0.
Como Hn(
⋂
m P
′
2) = Hn(Cm(P
′
1)) = 0 para todo n ≥ 1, entonces se
deduce con facilidad que Hn(Cm(P ′1),
⋂
m P
′
2) = 0 para todo n > 1.
Calculemos H1(Cm(P ′1),
⋂
m P
′
2). Es sabido que H∗(Cm(P ′1),
⋂
m P
′
2) ≡
H∗(Cm(P ′1)/
⋂
m P
′
2, ∗).
Por otro lado, la sucesio´n
H1(∗)→ H1(Cm(P ′1)/
⋂
m
P ′2)→ H1(Cm(P ′1)/
⋂
m
P ′2, ∗)→ H˜0(∗)→
→ H˜0(Cm(P ′1)/
⋂
m
P ′2)→ H0(Cm(P ′1)/
⋂
m
P ′2, ∗)→ 0
es tambie´n exacta.
Obse´rvese que existe un homeomorfismo entre los espacios
Cm(P ′1)/
⋂
m
P ′2 ' (
⋃
A∩{k1,...,l}=∅
P ′1
m
A ) ∪ (
∨
A∩{k1,...,l}6=∅
(P ′1
m
A /
⋂
m
P ′2)).
La unio´n punteada
∨
es una unio´n punteada de ARs (cada cociente de
ARs es un AR), de modo que Cm(P ′1)/
⋂
m P
′
2 es una unio´n finita de ARs.
Podremos decir, en consecuencia, que H1(Cm(P ′1)/
⋂
m P
′
2) = 0, con lo que
H1(Cm(P ′1)/
⋂
m P
′
2, ∗) = 0. Esta u´ltima igualdad se debe a la exactitud de
la u´ltima sucesio´n de homolog´ıas. Finalmente, como H∗(Cm(P ′1),
⋂
m P
′
2) ≡
H∗(Cm(P ′1)/
⋂
m P
′
2, ∗), tenemos que H1(Cm(P ′1),
⋂
P ′2) = 0.
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Tambie´n la exactitud de la u´ltima sucesio´n de homolog´ıas dice que
H0(Cm(P ′1),
⋂
m
P ′2) ≡ H0(Cm(P ′1)/
⋂
m
P ′2, ∗) ≡ H˜0(Cm(P ′1)/
⋂
m
P ′2)
que es finitamente generado. De hecho
H0(Cm(P ′1),
⋂
m
P ′2) = [T1]⊕ · · · ⊕ [Tr]
donde los generadores [Ti] se corresponden con las componentes conexas
(ARs) P ′1
m
A con A ⊂ {1, . . . , k0}.
Denotamos M = Cm(P ′1) y N =
⋂
m P
′
2. Consideremos
Cm(f)M,N : (M,N)→ (M ∪ Cm(f)(N),N ∪Cm(f)(N)),
una aplicacio´n entre pares determinada por Cm(f), y
iM,N : (M,N)→ (M ∪ Cm(f)(N),N ∪ Cm(f)(N)),
una aplicacio´n entre pares determinada por la inclusio´n i.
Ocurre que
[iM,N ]∗ : H∗(M,N)→ H∗(M ∪ Cm(f)(N),N ∪Cm(f)(N))
es un isomorfismo (ver lema 1 de [94]). Tambie´n tenemos el morfismo
[Cm(f)M,N ]∗ : H∗(M,N)→ H∗(M ∪ Cm(f)(N),N ∪Cm(f)(N)).
Aplicaremos remark 2 de [94] al par de morfismos
[iM,N ]−1∗ ◦ [Cm(f)M,N ]∗ : H∗(M,N)→ H∗(M,N)
y
[Cm(f)|
A⊂{1,...,k0} P
′
1
m
A
]∗ : H∗(
⋃
A⊂{1,...,k0}
P ′1
m
A )→ H∗(
⋃
A⊂{1,...,k0}
P ′1
m
A )
Te´ngase en cuenta que
Hn(Cm(P ′1),
⋂
m
P ′2) =
{
0 si n ≥ 1
[T1]⊕ · · · ⊕ [Tr] si n = 0
y
Hn(
⋃
A⊂{1,...,k0}
P ′1
m
A ) =
{
0 si n ≥ 1
[T1]⊕ · · · ⊕ [Tr] si n = 0
Definimos el morfismo
[i]∗ : H∗(
⋃
A⊂{1,...,k0}
P ′1
m
A )→ H∗(Cm(P ′1),
⋂
m
P ′2)
donde [i]∗([Ti]) = [Ti]. Resulta claro que [i]∗ es un isomorfismo.
Si consideramos el diagrama conmutativo que se construye con los iso-
morfismos [i]∗, [i]−1∗ y con [iM,N ]−1∗ ◦[Cm(f)M,N ]∗ y [Cm(f)| A⊂{1,...,k0} P ′1mA ]∗,
tendremos que el remark 2 de [94] y el teorema 2.18 garantizan que
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ImX (K, f) = Λ(ICm(P ′1), m P ′2) = Λ(Cm(f)| A⊂{1,...,k0} P ′1mA ) =
= iCm(X)(Cm(f), Cm(P
1
1 ∪ · · · ∪ P1k0)) = ImX (KA, f).
Teorema 3.8. Sea f : U ⊂ X → X un sistema semidina´mico y sea K
un conjunto compacto, invariante y aislado con respecto a f .
Entonces
ImX (K, f) = I
m
X (K
A, f) = lm
donde lm es el nu´mero de uniones de ciclos de KA cuya suma de longitudes
es menor o igual que m.
La demostracio´n es ide´ntica a la del teorema 2.22. La primera igualdad
sera´ consecuencia del teorema 3.7 y, la segunda, del teorema 3.4.
Observacio´n 3.9. Debido al teorema 2.22 y al teorema 3.8 tendremos
que, dado un conjunto compacto, invariante y aislado, K, con respecto a
un sistema semidina´mico f : U ⊂ X → X, existe un m0 ∈ tal que
ImX (K, f) = IX(K, f) para todo m ≥ m0.
Observacio´n 3.10. Sean f : U ⊂ X → X y g : V ⊂ Y → Y dos
sistemas semidina´micos. Sean K1 y K2 dos conjuntos compactos, invariantes
y aislados con respecto a f y g respectivamente. Entonces ImX (K1, f) =
ImY (K2, g) para todo m ≤ r si, y so´lo si, el nu´mero de ciclos de longitud m
de KA1 y K
A
2 coincide para todo m ≤ r.
Corolario inmediato es que, debido a la propiedad de invariancia por
homotop´ıas, tenemos garantizada la estabilidad (invariancia bajo pequen˜as
perturbaciones en el sistema dina´mico) tanto del nu´mero de ciclos como de
las longitudes de los mismos.
Otro hecho, destacable por su utilidad, es que, dado un sistema semidi-
na´mico f : U ⊂ X → X, y dado K, un conjunto compacto, invariante y
aislado con respecto a f , la combinacio´n de las propiedades conmutativa y
de invariancia por homotop´ıas podra´ permitir el ca´lculo de nuestros ı´ndices
ImX (K, f) a partir del estudio de los mismos en otros sistemas semidina´micos,
eventualmente ma´s simples.
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CAPITULO III
INDICE DE PUNTO FIJO EN PRODUCTOS SIMETRICOS
Resumen. Sea f : U → X un sistema semidina´mico, con X un ANR lo-
calmente compacto. En este cap´ıtulo estudiaremos el ı´ndice de punto fijo
de la aplicacio´n que f induce en los n-productos sime´tricos de X, Fn(X).
Centraremos nuestra atencio´n en el ca´lculo de este ı´ndice para K = {0¯}, un
conjunto compacto, invariante y aislado con respecto a f : U ⊂ m → m ,
una aplicacio´n lineal. Su conocimiento nos permitira´ determinar la carac-
ter´ıstica de Euler del n-producto sime´trico de una variedad X, X (Fn(X)).
Hallaremos expl´ıcitamente X (Fn(X)) para toda X superficie compacta, sin
borde y orientable. La adecuada utilizacio´n de las propiedades de este tipo
de ı´ndices permitira´ tambie´n analizar sistemas dina´micos no triviales y de-
terminar todas sus o´rbitas perio´dicas, como haremos con la G-herradura.
III.1. Introduccio´n
Sea f : U ⊂ X → X una aplicacio´n continua, con U un subconjunto
abierto de un ANR localmente compacto X. Sea K ⊂ U un conjunto com-
pacto, invariante y aislado con respecto a f . Resultar´ıa de gran utilidad
profundizar en el estudio de la dina´mica de f en K, en la l´ınea de lo hecho
en el cap´ıtulo anterior. De especial intere´s ser´ıa tener alguna informacio´n
acerca de las o´rbitas perio´dicas contenidas en K. Para ello, en el presente
cap´ıtulo construiremos ı´ndices de la misma naturaleza que los ya desarro-
llados, esto es, ı´ndices de punto fijo de la aplicacio´n inducida, en este caso,
sobre el espacio Fn(X) de los subconjuntos finitos de X, no vac´ıos, con, a lo
sumo, n elementos. Este espacio fue definido en 1931 por Borsuk y Ulam en
[16] con el nombre de n-producto sime´trico de X. Los autores investigaron
las propiedades topolo´gicas que heredaban de X los n-productos sime´tricos
Fn(X), y consideraron X = I para estudiar las propiedades topolo´gicas de
Fn(I).
Por la naturaleza del nuevo espacio, el ı´ndice que desarrollaremos dara´
informacio´n sobre las o´rbitas perio´dicas, contenidas en K, de per´ıodo menor
o igual que n. Su estudio sera´ ma´s dif´ıcil e incompleto que el hecho para
el ı´ndice de compacto fijo, debido a que ciertas propiedades topolo´gicas
de Fn(X) son ma´s complejas que las de 2X y Cn(X), y esto dificulta su
manipulacio´n para hacer los ca´lculos. Adema´s, mientras en los ı´ndices ya
estudiados se sabe con exactitud cua´l es el significado dina´mico de su valor
nume´rico, aqu´ı no siempre sera´ as´ı.
Dividimos el cap´ıtulo en cuatro secciones. En la Seccio´n III.2 veremos,
tal como se hizo con el ı´ndice de compacto fijo, que esta construccio´n es
consistente y mostraremos sus propiedades ma´s importantes.
La Seccio´n III.3 la dedicamos a hacer un estudio del ı´ndice en las situa-
ciones ma´s sencillas, esto es, con K un punto fijo y f una aplicacio´n lineal
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en m , dedicando atencio´n especial a los casos m = 1, 2 ( teorema 3.16 y
teorema 3.17).
En el apartado III.4 aplicamos las propiedades del ı´ndice de punto fijo y
los resultados obtenidos en III.2 y III.3 al estudio completo de las o´rbitas
perio´dicas de un sistema como la G-herradura.
Finalmente, en la Seccio´n III.5, y gracias al soporte teo´rico de III.2 y III.3,
proporcionaremos te´cnicas para hallar la caracter´ıstica de Euler de Fn(X),
cuando X es una variedad de dimensio´n finita. Nuestro intere´s en este punto
se debe a que, aunque diversos autores han considerado el estudio de la es-
tructura topolo´gica de los espacios Fn(X), las caracterizaciones topolo´gicas
completas so´lo se han conseguido en un nu´mero muy limitado de casos. As´ı,
en [16], Borsuk y Ulam demuestran que Fn(I) ' In para n ≤ 3. Borsuk, en
[9] afirma, equivocadamente, que F3(S1) ' S1 × S2. Es Bott, en [17], quien
prueba que F3(S1) ' S3, mientras en [89], Molski ve que F2(I2) ' I4. En
la misma direccio´n tenemos el trabajo de Schori, [114], donde se observan
varios resultados que caracterizan espacios del tipo de Fn(Im), mediante la
utilizacio´n de relaciones de equivalencia adecuadas. Asimismo, se han con-
seguido algunos resultados sobre propiedades topolo´gicas de n-productos
sime´tricos. En [16] se demuestra que dim(Fn(I)) = n para todo n, y Fn(I)
no es sumergible en n para n > 3. Algo parecido se observa en [89] con
Fn(I2), que no es sumergible en 2n , y con F2(Im) que no es sumergible
en 2m para m ≥ 3. Wu, en [128], probo´ que, si n es impar, la homolog´ıa
de Fn(S1) es la de Sn y, si n es par, H0(Fn(S1)) = Hn−1(Fn(S1)) = , y
Hi(Fn(S1)) = 0 si i 6= 0, n − 1. Schori, en [114], demuestra que, dada una
2-variedad M , entonces F2(M) es una 4-variedad. En [60], Illanes prueba
que, si X es localmente conexo y normal, entonces Fn(X) es unicoherente
para n ≥ 3. Igualmente, Mac´ıas demuestra en [73] que, si X es compacto y
conexo, entonces Fn(X) es unicoherente para n ≥ 3. De hecho, prueba que
Hˇ1(Fn(X), ) = 0. En este marco, el desarrollo de te´cnicas que permitan
el ca´lculo de las caracter´ısticas de Euler de los n-productos sime´tricos de
variedades de dimensio´n finita puede ser de cierto intere´s, y a ello se dedica
la u´ltima seccio´n del cap´ıtulo. Pondremos especial atencio´n en las superfi-
cies compactas, orientables y sin borde, para las que haremos el co´mputo
completo.
Tambie´n reciben el nombre de productos sime´tricos los espacios denotados
por SPn(X) y que se construyen como el cociente de Xn por la accio´n
del grupo de permutaciones de n elementos. SPn(X) = Fn(X) si n = 2.
Recomendamos el libro de Aguilar, Gitler y Prieto, [1], en el que se utilizan
estos espacios para dar un enfoque homoto´pico a varios conceptos cla´sicos
de la topolog´ıa algebraica.
Podr´ıa ser interesante estudiar, cuando sea posible, el ı´ndice de punto fijo
en SPn(X) dado que se puede esperar un comportamiento aditivo mejor
que en los espacios Fn(X). Masih y Rallis, en [82], [83] y [107] han definido
ciertos ı´ndices para aplicaciones X → SPn(X).
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III.2. Definiciones y resultados preliminares
Sea X un ANR me´trico y localmente compacto. Denotamos por Fn(X) al
n-producto sime´trico de X, esto es, el subespacio cerrado de 2X consistente
en los subconjuntos no vac´ıos de X con, a lo sumo, n elementos. Contraria-
mente a lo que suced´ıa con 2X y Cn(X), resulta evidente que Fn(X) no es
un hiperespacio de desarrollo de X. Este dato resulta de gran relevancia, ya
que, dado un espacio N localmente continuo-conexo (conexo y localmente
continuo-conexo), no se podra´ garantizar que Fn(N) sea un ANR (AR). En
consecuencia, la eleccio´n de index pairs adecuados no garantizara´ el ca´lculo,
como ocurr´ıa en el cap´ıtulo anterior, del nu´mero de Lefschetz que caracteriza
el ı´ndice.
Si f : U ⊂ X → X es un sistema semidina´mico, entonces tenemos, dado
n ∈ , que f induce otro sistema semidina´mico
Fn(f) : Fn(U) ⊂ Fn(X)→ Fn(X).
Sea K ⊂ U un conjunto compacto, invariante y aislado con respecto a f ,
y sea N un entorno aislante de K. Tomemos un conjunto abierto W tal que
K ⊂W ⊂ N .
Conside´rese Fn(f)|Fn(W ) : Fn(W ) → Fn(X). Resulta claro que el con-
junto S = Fix(Fn(f)|Fn(W )) es un subconjunto cerrado del compacto Fn(K),
con lo que S es compacto. Adema´s, Fn(f)|Fn(W ) es compacta (se puede ex-
tender al compacto Fn(N)).
Por otro lado, Fn(W ) es un abierto de Fn(X) y, al ser X un ANR me´trico,
Fn(X) tambie´n lo es para todo n ∈ ([100], [88]).
En consecuencia, el ı´ndice de punto fijo iFn(X)(Fn(f)|Fn(W ), Fn(W )) esta´
bien definido.
Definicio´n 2.1. Definimos el n-´ındice finito de compacto fijo del par
(K, f) como
IFnX (K, f) = iFn(X)(Fn(f)|Fn(W ), Fn(W )).
Obse´rvese que la condicio´n de que K sea aislado es suficiente pero no
necesaria para garantizar la consistencia de la definicio´n de este ı´ndice.
Observacio´n 2.2. Por la propiedad de escisio´n del ı´ndice de punto fijo,
se tiene que IFnX (K, f) no depende de la eleccio´n del entorno aislante N de
K, ni del abierto W .
Las proposiciones que a continuacio´n enunciamos tienen demostraciones
ana´logas a las del caso compacto y no las repetiremos aqu´ı.
Proposicio´n 2.3. (Propiedad de Waz˙ewski). IFnX (K, f) 6= 0 implica que
K ⊃ S 6= ∅, esto es, existe alguna o´rbita perio´dica de f en K de per´ıodo
menor o igual que n.
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Proposicio´n 2.4. (Casos particulares de aditividad). Sea f : U → X
una aplicacio´n continua y sea K = K1 ∪ K2 un conjunto compacto, inva-
riante y aislado, unio´n disjunta de dos conjuntos compactos, invariantes y
aislados. Entonces,
IF1X (K, f) = I
F1
X (K1, f) + I
F1
X (K2, f),
IF2X (K, f) = I
F2
X (K1, f) + I
F2
X (K2, f) + I
F1
X (K1, f)I
F1
X (K2, f).
Proposicio´n 2.5. (Propiedad conmutativa). Sean X,Y ANRs local-
mente compactos, U abierto de X y V abierto de Y .
Sean
ϕ : U → Y
y
ψ : V → X
aplicaciones continuas.
Definimos f = ψ ◦ϕ y g = ϕ ◦ψ. Si K ⊂ X es un conjunto compacto, in-
variante y aislado con respecto a f , entonces ϕ(K) es un conjunto compacto,
invariante y aislado con respecto a g y IFnX (K, f) = I
Fn
Y (ϕ(K), g).
Proposicio´n 2.6. (Propiedad de invariancia por homotop´ıas). Sea f :
U × Λ → X una aplicacio´n continua, con U un abierto de X y Λ ⊂ un
intervalo compacto. Supongamos que N es un entorno aislante para cada
aplicacio´n fλ : U → X. Entonces IFnX (Inv(N, fλ), fλ) no depende de λ ∈ Λ.
Proposicio´n 2.7. (Indice de un atractor. Caso particular). Sea f : U →
X un sistema semidina´mico y sea K un conjunto compacto, invariante y
aislado, con U0 un entorno abierto, contractible, de K tal que:
i) fm(U0) ⊂ U para todo m ≥ 1,
ii) Para todo entorno abierto V deK existe unm(V ) ∈ tal que fn(U0) ⊂
V para todo n ≥ m(V ).
Entonces
IFnX (K, f) = 1.
Demostracio´n. Sabemos que existe un m(U0) tal que fm(U0) ⊂ U0 para
todo m ≥ m(U0). Por otro lado, Fn(U0) es un AR al ser U0 un AR. Entonces
existe una homotop´ıa H : Fn(U0)× I → Fn(U0) tal que H0 = id y H1 = cte.
Si consideramos p primo, p ≥ m(U0), tendremos (Fn(f))p = Fn(fp) :
Fn(U0)→ Fn(U0).
Es sencillo ver que S = {x¯ ∈ Fn(U0) : (Fn(f))p(x¯) = x¯} es un conjunto
compacto, al ser cerrado en el compacto Fn(K).
Adema´s, (Fn(f))p : Fn(U0) → Fn(U0) es compacta en algu´n entorno de
S. Resulta, pues, que tenemos definido el ı´ndice
IFnX (K, f
p) = IFnU0 (K, f
p).
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Ver que (Fn(f))p : Fn(U0) → Fn(U0) es de atraccio´n compacta resulta
sencillo, y nos permitira´, por la propiedad de normalizacio´n del ı´ndice de
punto fijo, igualar el ı´ndice al nu´mero de Lefschetz.
IFnU0 (K, f
p) = Λ((Fn(f))p).
Como Fn(U0) es un AR, tendremos los grupos de homolog´ıa singular con
coeficientes racionales
Hm(Fn(U0)) = 0 para todo m > 0 y H0(Fn(U0)) = .
Entonces,
IFnX (K, f
p) = Λ((Fn(f))p) = 1,
y esto para cualquier p primo suficientemente grande. En estas condiciones,
aplicando el teorema de Steinlein a Fn(f) : Fn(U)→ Fn(X), tendremos que
1 = IFnX (K, f
p) = IFnX (K, f)(mod p).
En consecuencia, IFnX (K, f) = 1.
III.3. Estudio del ı´ndice para X = m y f : B(0¯, ²) ⊂ m → m lineal
con 0¯ un punto fijo hiperbo´lico
En esta seccio´n consideraremos el caso en que f : U ⊂ m → m es una
aplicacio´n lineal con 0¯ ∈ U , un abierto de m . Impondremos la condicio´n de
que K = {0¯} sea un conjunto compacto, invariante y aislado, y estudiaremos
el ı´ndice IFnm({0¯}, f).
Hacemos notar que, si f : M → M es un difeomorfismo de una variedad
M , de dimensio´n m, y p es un punto fijo hiperbo´lico para f , entonces, de-
bido al teorema de Grobman-Hartman, ver, por ejemplo, [39], que garantiza
que f es topolo´gicamente conjugada con Df(p) en un entorno de p, po-
dremos reducir el ca´lculo de IFnM ({p}, f) al del caso lineal IFnm({0¯},Df(p))
(la propiedad conmutativa asegura que nuestro ı´ndice sera´ invariante por
conjugacio´n topolo´gica).
Observacio´n 3.1. Dada una aplicacio´n lineal f : U → m , denotamos
por J a la matriz de Jordan asociada. Dado ² > 0, existe una matriz J(²),
semejante a J , que cambia los ‘unos’ sobre la diagonal de J por ² > 0.
Demostracio´n. Sea la matriz de Jordan
J =

∣∣∣∣∣∣∣∣
. . .
A(λk)
. . .
∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣
. . .
A(αl, βl)
. . .
∣∣∣∣∣∣∣∣

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donde
A(λk) =

∣∣∣∣∣∣∣
A1(λk)
. . .
A1(λk)
∣∣∣∣∣∣∣
. . . ∣∣∣∣∣∣∣
Ap(λk)
. . .
Ap(λk)
∣∣∣∣∣∣∣

con
Ai(λk) =

λk 1
. . . . . .
. . . 1
λk

matriz i× i.
De igual manera,
A(αl, βl) =
=

∣∣∣∣∣∣∣
A1(αl, βl)
. . .
A1(αl, βl)
∣∣∣∣∣∣∣
. . . ∣∣∣∣∣∣∣
Aq(αl, βl)
. . .
Aq(αl, βl)
∣∣∣∣∣∣∣

con
Ai(αl, βl) =

αl βl 1 0
−βl αl 0 1
. . . . . . . . . . . .
αl βl 1 0
−βl αl 0 1
αl βl
−βl αl

matriz 2i× 2i.
Dado ² > 0, veamos que existe una semejanza entre las matrices J y J(²),
que sera´ igual que J pero sustituyendo los unos sobre la diagonal por ².
Consideremos, para Ai(λk), la matriz diagonal
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Si =

²i−1
. . .
²
1

y para Ai(αl, βl), la matriz diagonal
Ti =

²i−1
²i−1
. . .
²
²
1
1

Resulta sencillo ver que
SiAi(λk)S−1i = Ai(λk)(²)
siendo Ai(λk)(²) como Ai(λk), pero cambiando los unos sobre la diagonal
por ² > 0.
De igual manera tenemos
TiAi(αl, βl)T−1i = Ai(αl, βl)(²)
siendo Ai(αl, βl)(²) como Ai(αl, βl), pero cambiando los unos sobre la dia-
gonal por ² > 0. De este modo se consigue
SJS−1 = J(²)
donde S es la matriz diagonal compuesta por las Si y las Tj adecuadamente
colocadas.
Por consiguiente, la matriz de Jordan J sera´ semejante a una del tipo
J(²). As´ı, cuando trabajemos con aplicaciones lineales, podremos manipular
matrices del tipo J(²), que hara´n ma´s sencillos algunos ca´lculos.
Observacio´n 3.2. Sea f : U → m una aplicacio´n lineal con 0¯ ∈ U .
Entonces K = {0¯} es un conjunto compacto, invariante y aislado si, y so´lo
si, todos los autovalores de f tienen norma distinta de 1.
Demostracio´n. Supongamos, primero, que todos los autovalores de f tie-
nen norma distinta de 1. Entonces, el resultado sera´ consecuencia inmediata
de la descomposicio´n de m en subespacios invariantes atractores y repul-
sores que determinan las cajas de la matriz J(²) asociada a f .
Veamos el rec´ıproco. Si existe algu´n autovalor λ con |λ| = 1, tendremos:
a) λ ∈ o´ b) λ = α+ iβ, β 6= 0.
Caso a):
Existe una caja en la matriz de Jordan del tipo
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J =

. . . ∣∣∣∣∣∣∣∣∣
λ 1
. . . . . .
. . . 1
λ
∣∣∣∣∣∣∣∣∣
. . .

Puede ocurrir que los unos sobre la diagonal de la caja no existan, en
cuyo caso la demostracio´n no cambiara´.
Sea v¯ = (0, . . . , 0, µ︸︷︷︸
i)
, 0, . . . , 0), siendo i) la primera columna en J de la
caja de Jordan arriba descrita.
Tendremos Jnv¯ = (0, . . . , 0, λnµ, 0, . . . , 0) de modo que |Jnv¯| = |λn||v¯| =
|v¯|. As´ı, en el subespacio V = 〈v¯〉, el conjunto compacto e invariante {0¯} no
sera´ aislado, lo cual es una contradiccio´n.
Caso b):
Existe una caja de Jordan
J =

. . . ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
α β 1 0
−β α 0 1
. . . . . .
α β 1 0
−β α 0 1
α β
−β α
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . .

Puede ocurrir que los unos sobre la diagonal no existan, en cuyo caso no
cambiara´ nada en la demostracio´n.
Sean v¯1 = (0, . . . , 0, µ︸︷︷︸
i)
, 0, . . . , 0), v¯2 = (0, . . . , 0, µ︸︷︷︸
i+1)
, 0, . . . , 0) con i, i+1
las dos primeras columnas en J de la caja de Jordan descrita arriba. Defi-
nimos el subespacio V = 〈v¯1, v¯2〉. Resulta inmediato ver que la restriccio´n
de nuestra aplicacio´n lineal a V no es ma´s que un giro si la norma de α+ iβ
es igual a 1.
Pero al tener J(V ) = V (giro) es claro que la aplicacio´n lineal f no tiene
al {0¯} como conjunto compacto, invariante y aislado, lo que nos lleva a una
contradiccio´n.
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En lo que queda de seccio´n haremos el ca´lculo detallado de IFn({0}, f) y
IFn2 ({0¯}, f), que sera´n los casos de ma´s utilidad para nosotros, y daremos
algunas ideas que ayuden a obtener el caso general IFnm({0¯}, f), para m > 2,
limita´ndonos a presentar un esquema de la demostracio´n de este resultado
debido a que no sera´ empleado por nosotros a lo largo del trabajo.
Proposicio´n 3.3. Sea f : U → 2 una aplicacio´n lineal, con {0¯} un
conjunto compacto, invariante y aislado, y sea la matriz de Jordan
J =
(
λ1 δ
0 λ2
)
donde δ ∈ {0, 1}. Entonces
IFn2 ({0¯}, f) = IFn2 ({0¯},D(δ(λ1), δ(λ2)))
siendo
D(δ(λ1), δ(λ2)) =
(
δ(λ1) 0
0 δ(λ2)
)
una matriz diagonal con
δ(λi) =
 2 si λi > 1−2 si λi < −10 si |λi| < 1
Demostracio´n. Como la conjugacio´n topolo´gica implica conmutatividad
para nuestro ı´ndice, es claro que
IFn2 ({0¯}, f) = IFn2 ({0¯}, J) = IFn2 ({0¯}, J(²)).
Sea U0 = (−1, 1) × (−1, 1) ⊂ 2 (con respecto al sistema de referencia
que determina J(²)) con cl(U0) entorno aislante de {0¯}. Construyamos la
homotop´ıa H : Fn(cl(U0))× I → Fn( 2),
H({x¯1, . . . , x¯r}, t) = {A(t)x¯1, . . . , A(t)x¯r}
siendo
A(t) = (1− t)J(²) + tD(δ(λ1), δ(λ2)).
La continuidad de H resulta clara. Veamos que H(F, t) 6= F para todo
F ∈ ∂(Fn(U0)) y para todo t ∈ I.
Sea F = {x¯1, . . . , x¯r} ∈ ∂(Fn(U0)). Existe, entonces, un x¯i = (xi1 , xi2)
tal que |xik | = 1 para algu´n k ∈ {1, 2}. Supongamos xik = 1 (en caso de
que xik = −1 se trabaja de manera ide´ntica). Pueden darse las situaciones:
a) λk > 1.
b) λk < −1.
c) |λk| < 1.
Denotaremos por pik a la proyeccio´n sobre la coordenada k-e´sima.
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En el caso a), |pik(A(t)x¯i)| ≥ |(1−t)λk+t(2)−²| > 1, si ² es suficientemente
pequen˜o. En consecuencia, resulta inmediato que H(F, t) 6= F para todo
F ∈ ∂(Fn(U0)), t ∈ I.
En el caso b), |pik(A(t)x¯i)| ≥ |(1− t)λk + t(−2) + ²| > 1, si ² es suficien-
temente pequen˜o.
En el caso c), |pik(A(t)x¯i)| ≤ |(1 − t)λk + ²| < 1, si ² es suficientemente
pequen˜o. De igual modo, para todo x¯j ∈ F = {x¯1, . . . , x¯r} se obtendra´
que |pik(A(t)x¯j)| ≤ |(1− t)λk + ²| < 1, si ² es suficientemente pequen˜o. En
consecuencia, H(F, t) 6= F para todo F ∈ ∂(Fn(U0)), t ∈ I.
Podemos concluir, aplicando la propiedad de invariancia por homotop´ıas,
que
IFn2 ({0¯}, f) = IFn2 ({0¯}, J(²)) = IFn2 ({0¯},D(δ(λ1), δ(λ2))).
Proposicio´n 3.4. Sea f : U → 2 una aplicacio´n lineal con {0¯} un
conjunto compacto, invariante y aislado, y sea la matriz de Jordan
J =
(
α β
−β α
)
Entonces
IFn2 ({0¯}, f) =
{
IFn2 ({0¯},D(2, 2)) si α2 + β2 > 1
IFn2 ({0¯},D(0, 0)) si α2 + β2 < 1
Demostracio´n. Resulta
J =
(
α β
−β α
)
=
√
α2 + β2
(
cos(θ0) sin(θ0)
− sin(θ0) cos(θ0)
)
para cierto θ0, siendo 0 <
√
α2 + β2 6= 1, de modo que la matriz repre-
senta un giro compuesto con una contraccio´n o un giro compuesto con una
expansio´n.
Sea U0 = B(0¯, 1) ⊂ 2 (con respecto al sistema de referencia que deter-
mina J), con cl(U0) entorno aislante de {0¯}. Construyamos la homotop´ıa
H : Fn(cl(U0))× I → Fn( 2),
H({x¯1, . . . , x¯r}, t) = {A(t)x¯1, . . . , A(t)x¯r}
siendo
A(t) =
√
α2 + β2
(
cos(θ0t) sin(θ0t)
− sin(θ0t) cos(θ0t)
)
Resulta inmediato que H es continua, con H(F, t) 6= F para todo F ∈
∂(Fn(U0)), t ∈ I.
En consecuencia,
IFn2 ({0¯}, f) = IFn2 ({0¯},D(
√
α2 + β2,
√
α2 + β2)) =
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=
{
IFn2 ({0¯},D(2, 2)) si α2 + β2 > 1
IFn2 ({0¯},D(0, 0)) si α2 + β2 < 1
La primera igualdad es resultado de aplicar la propiedad de invariancia
por homotop´ıas a H, mientras que la segunda es consecuencia de la propo-
sicio´n 3.3.
Observacio´n 3.5. IFn2 ({0¯},D(2, 2)) = IFn2 ({0¯},D(−2,−2)).
Demostracio´n. Sea U0 = B(0¯, 1) ⊂ 2 . Basta construir una homotop´ıa
H : Fn(cl(U0))× I → Fn( 2) del tipo
H({x¯1, . . . , x¯r}, t) = {A(t)x¯1, . . . , A(t)x¯r}
con
A(t) = 2
(
cos(pit) sin(pit)
− sin(pit) cos(pit)
)
y aplicar la propiedad de invariancia por homotop´ıas.
Observacio´n 3.6. Por ser D(0, 0) la aplicacio´n constante igual a 0¯,
tendremos que
IFn2 ({0¯},D(0, 0)) = 1.
Proposicio´n 3.7. IFn2 ({0¯},D(2, 2)) = 1.
Demostracio´n. Consideremos U0 = B(0¯, 1) un entorno abierto de 0¯.
Definimos la homotop´ıa H : Fn(cl(U0))× I → Fn( 2) que establece
H({x¯1, . . . , x¯r}, t) =
=
{ {A(t)(2x¯1), . . . , A(t)(2x¯r)} si t ∈ [0, 1/2]
{2(1− t)A(1/2)(2x¯1), . . . , 2(1− t)A(1/2)(2x¯r)} si t ∈ [1/2, 1]
siendo
A(t) =
(
cos( 2pin+12t) sin(
2pi
n+12t)
− sin( 2pin+12t) cos( 2pin+12t)
)
Hacemos observar que consideramos x¯i 6= x¯j si i 6= j. Es obvio que r ≤ n.
Resulta claro queH es continua, conH0 = Fn(D(2, 2)) yH1 = Fn(D(0, 0)).
Veamos que H(K, t) 6= K para todo (K, t) ∈ ∂(Fn(U0)) × I. Primero lo
demostraremos para t ∈ [0, 1/2].
Sea K = {x¯1, . . . , x¯r} ∈ ∂(Fn(U0)). Entonces existe un x¯i tal que x¯i ∈
∂(B(0¯, 1)). Ocurre que |(xi1 , xi2)| = 1.
Es claro que
|A(t)2x¯i| = 2|(xi1 , xi2)| = 2.
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La primera igualdad se debe a que A(t) es un giro (que preserva el
mo´dulo).
Por consiguiente, A(t)2x¯i /∈ cl(U0) para todo t ∈ [0, 1/2], lo que implica
que H(K, t) 6= K para todo (K, t) ∈ ∂(Fn(U0))× [0, 1/2].
Veamos, ahora, el caso en que t ∈ [1/2, 1].
Sea K = {x¯1, . . . , x¯r} ∈ ∂(Fn(U0)). Tendremos que existe un x¯i ∈
∂(B(0¯, 1)). Entonces |(xi1 , xi2)| = 1.
Razonaremos por reduccio´n al absurdo. Si existiese un t0 ∈ [1/2, 1] tal
que
{x¯1, . . . , x¯r} = {2(1− t0)A(1/2)2x¯1 , . . . , 2(1− t0)A(1/2)2x¯r},
entonces tendr´ıamos un x¯j ∈ {x¯1, . . . , x¯r} que cumple
2(1− t0)A(1/2)2x¯j = x¯i.
Resulta
2(1−t0)A(1/2)2x¯i = 4(1−t0)
(
cos(2pi/n+ 1) sin(2pi/n+ 1)
− sin(2pi/n+ 1) cos(2pi/n + 1)
)(
xi1
xi2
)
De manera que
|2(1− t0)A(1/2)2x¯i | = 4(1− t0)|(xi1 , xi2)| = 4(1− t0).
Tenemos, por hipo´tesis, que existe un x¯k ∈ {x¯1, . . . , x¯r} tal que
x¯k = 2(1− t0)A(1/2)2x¯i.
Como |x¯k| ≤ 1 y |x¯k| = 4(1− t0), entonces
1 ≥ 4(1− t0) = |4(1− t0)
(
cos(2pi/n+ 1) sin(2pi/n+ 1)
− sin(2pi/n+ 1) cos(2pi/n+ 1)
)(
xi1
xi2
)
| ≥
≥ |4(1− t0)
(
cos(2pi/n+ 1) sin(2pi/n+ 1)
− sin(2pi/n + 1) cos(2pi/n+ 1)
)(
xj1
xj2
)
| =
= |2(1− t0)A(1/2)2x¯j | = |x¯i| = 1.
As´ı, 4(1 − t0) = 1 de modo que t0 = 3/4. Sustituyendo t0 por su valor,
obtenemos
x¯i = 2(1− t0)A(1/2)2x¯j = A(1/2)x¯j =
=
(
cos(2pi/n+ 1) sin(2pi/n + 1)
− sin(2pi/n+ 1) cos(2pi/n + 1)
)(
xj1
xj2
)
lo que no es sino un giro de a´ngulo 2pi/(n + 1).
Igualmente
x¯k = 2(1− t0)A(1/2)2x¯i = A(1/2)x¯i = A(1/2)2x¯j .
De este modo se obtiene que el cardinal de {x¯1, . . . , x¯r} es mayor o igual
que n+ 1, lo cual es una contradiccio´n.
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Por consiguiente, no existe un t0 ∈ [1/2, 1] tal que
{x¯1, . . . , x¯r} = {2(1− t0)A(1/2)2x¯1 , . . . , 2(1− t0)A(1/2)2x¯r},
con lo que H(K, t) 6= K para todo (K, t) ∈ ∂(Fn(U0))× I.
Podemos afirmar, por la propiedad de invariancia por homotop´ıas apli-
cada a H, que
IFn2 ({0},D(2, 2)) = IFn2 ({0},D(0, 0)) = 1.
Observacio´n 3.8. Sea f : U → 2 una aplicacio´n lineal con {0¯} un
conjunto compacto, invariante y aislado. El estudio de IFn2 ({0¯}, f) se reduce,
por lo visto hasta ahora, a los siguientes casos:
1) IFn2 ({0¯},D(0, 0)).
2) IFn2 ({0¯},D(2, 0)).
3) IFn2 ({0¯},D(−2, 0)).
4) IFn2 ({0¯},D(2,−2)).
Observacio´n 3.9. Sea f : U ⊂ → una aplicacio´n lineal con {0} un
conjunto compacto, invariante y aislado. El estudio de I ({0}, f) se reduce,
tal como se hizo con 2 a los siguientes casos:
1) IFn({0},D(0)).
2) IFn({0},D(2)).
3) IFn({0},D(−2)).
El caso 1) no ofrece dificultades ya que, por ser constante igual a 0,
IFn({0},D(0)) = 1.
El ana´lisis de los casos repulsores 2) y 3) facilitara´ el estudio del ı´ndice
en m . En particular resolvera´ los casos 2) y 3) de la observacio´n 3.8.
Lema 3.10. Sea f : U → un sistema semidina´mico, con 0 ∈ U y
f(x) = 2x. Entonces IF1({0}, f) = −1 y IF2({0}, f) = 0.
Demostracio´n. La primera igualdad es un resultado conocido. Demostremos
la segunda.
Sea U0 = (−1/2, 1/2) y sea H : F2(cl(U0))× I → F2( ) la homotop´ıa
H({x1, x2}, t) = {(1− t)f(x1) + t(−1), (1− t)f(x2) + t(1)}
para todo x1 ≤ x2.
Ocurre que H0 = F2(f) y H1 = {−1, 1} constante.
Resulta sencillo demostrar la continuidad de H.
Veamos que H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F2(U0))× I.
Sea x¯ = {x1, x2} ∈ ∂(F2(U0)) con x1 ≤ x2. Entonces, a) x1 = −1/2 o´ b)
x2 = 1/2.
Si se da a), tenemos que, para todo t ∈ I,
{(1− t)f(x1) + t(−1), (1 − t)f(x2) + t(1)} =
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= {−1, (1− t)f(x2) + t} 6= {−1/2, x2}.
Si se da b), la demostracio´n es ana´loga.
De este modo, aplicando la propiedad de invariancia por homotop´ıas del
ı´ndice de punto fijo, tendremos
IF2({0}, f) = iF2( )({−1, 1}, F2(U0)) = 0.
Proposicio´n 3.11. Sea f : U → un sistema semidina´mico, con 0 ∈ U
y f(x) = 2x. Entonces, dado n ≥ 3,
IFn({0}, f) =
{
0 si n es par
−1 si n es impar
Demostracio´n. Para calcular este ı´ndice seguiremos un camino indirecto
que pasa por el estudio de IFnJ ({0}, g), siendo g : J → J , con g(x) = x1/3 y
J = [−1, 1].
Resulta
IFn({0}, f) = IFnJ ({0}, f) = IFnJ ({0}, g).
La primera igualdad se debe a la propiedad conmutativa del ı´ndice de
punto fijo en ANRs. La propiedad de invariancia por homotop´ıas garantiza
la segunda igualdad. Basta considerar, dado U0 = (−1/2, 1/2), la homotop´ıa
H : Fn(cl(U0))× I → Fn(J) que establezca la asignacio´n
H({x1, . . . , xr}, t) = {(1− t)f(x1) + tg(x1), . . . , (1− t)f(xr) + tg(xr)}.
Por otro lado, tenemos que
IFnJ (J, g) = Λ(Fn(g)) = Λ(Fn(id)) = 1.
La primera igualdad se debe a la propiedad de normalizacio´n del ı´ndice
de punto fijo. Al ser id ' g obtenemos la segunda de las igualdades. La
u´ltima es consecuencia de que Fn(J) es un AR, por lo que las homolog´ıas
singulares con coeficientes racionales son
Hm(Fn(J)) = 0 ∀m ≥ 1, H0(Fn(J)) = .
Dado ² > 0, denotaremos V1 = B(−1, ²), V2 = B(0, ²) y V3 = B(1, ²).
Sean, para ² ∼ 0,
Un({−1}) = {x¯ ∈ Fn(J) : x¯ ⊂ V1},
Un({−1, 0}) = {x¯ ∈ Fn(J) : x¯ ⊂
⋃
i=1,2
Vi y x¯ ∩ Vi 6= ∅ para todo i = 1, 2},
Un({−1, 0, 1}) = {x¯ ∈ Fn(J) : x¯ ⊂
3⋃
i=1
Vi y x¯ ∩ Vi 6= ∅ para todo i = 1, 2, 3}.
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Resulta claro que Un({−1}), Un({−1, 0}) y Un({−1, 0, 1}) son entornos
abiertos en Fn(J) de los puntos respectivos de Fn(J).
Entonces, debido a la propiedad aditiva del ı´ndice de punto fijo en ANRs,
tendremos
1 = IFnJ (J, g) = iFn(J)(Fn(g), Un({−1})) + iFn(J)(Fn(g), Un({0}))+
+iFn(J)(Fn(g), Un({1})) + iFn(J)(Fn(g), Un({−1, 0}))+
+iFn(J)(Fn(g), Un({0, 1})) + iFn(J)(Fn(g), Un({−1, 1}))+
+iFn(J)(Fn(g), Un({−1, 0, 1})).
Nuestro objetivo, que es el ca´lculo de IFnJ ({0}, g) = iFn(J)(Fn(g), Un({0})),
sera´ posible hallando el resto de los ı´ndices de la igualdad arriba expresada.
Veamos, primeramente, que
iFn(J)(Fn(g), Un({−1})) = iFn(J)(Fn(g), Un({1})) =
= iFn(J)(Fn(g), Un({−1, 1})) = 1.
En los tres ı´ndices, el conjunto compacto, invariante y aislado, es un punto
x¯ ∈ Fn(J), atractor para Fn(g), que admite un entorno Un(x¯), abierto de
Fn(J), con Un(x¯) contractible.
Teniendo en cuenta estas observaciones, so´lo queda construir, para cada
x¯ una homotop´ıa, ana´loga a la del lema 3.10, H x¯ : cl(Un(x¯)) × I → Fn(J)
de manera que H x¯0 = Fn(g), H
x¯
1 = x¯ constante y H
x¯(y¯, t) 6= y¯ para todo
(y¯, t) ∈ ∂(Un(x¯))× I.
Una vez hecho esto, tendremos que
iFn(J)(Fn(g), Un(x¯)) = iFn(J)(x¯, Un(x¯)) = 1.
Un modo alternativo de probar este resultado es imitar la demostracio´n
hecha en la proposicio´n 2.7.
En las pro´ximas l´ıneas, dedicaremos nuestro esfuerzo a ver que
iFn(J)(Fn(g), Un({−1, 0})) = iFn−1(J)(Fn−1(g), Un−1({0})).
Sea x¯ = {x1, . . . , xr} ∈ Un({−1, 0}), x1 < · · · < xr, con {x1, . . . , xq} ⊂
B(−1, ²) y {xq+1, . . . , xr} ⊂ B(0, ²).
Sea F : Un({−1, 0}) → Fn−1(J) una aplicacio´n definida as´ı
F ({x1, . . . , xr}) = {g(xq+1), . . . , g(xr)}.
Veamos que F es continua.
Sea ²0 > 0, y sean x¯, x¯′ ∈ Un({−1, 0}),
x¯ = {x1, . . . , xq, xq+1, . . . , xr} y x¯′ = {x′1, . . . , x′q′ , x′q′+1, . . . , x′r′}
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de modo que dH(x¯, x¯′) < δ, siendo δ tal que si d(x, y) < δ, entonces
d(g(x), g(y)) < ²0.
En esta situacio´n ocurre que
Max{Supxi∈x¯{d(xi, x¯′)}, Supx′i∈x¯′{d(x′i, x¯)}} < δ.
Queremos ver que
dH(F (x¯), F (x¯′)) = dH({g(xq+1), . . . , g(xr)}, {g(x′q′+1), . . . , g(x′r′)}) < ²0.
Dado l con r ≥ l > q, tendremos que d(g(xl), F (x¯′)) < ²0. En efecto, como
existe un x′l′ ∈ {x′q′+1, . . . , x′r′} tal que d(xl, x′l′) = d(xl, x¯′) < δ, entonces,
aplicando g, es inmediato que d(g(xl), F (x¯′)) < ²0.
De manera ana´loga, dado l′ con r′ ≥ l′ > q′, tendremos que d(g(x′l′), F (x¯)) <
²0.
Por consiguiente, dH(F (x¯), F (x¯′)) < ²0, lo que demuestra la continuidad
de F .
Sea G : Un−1({0}) → Fn(J), definida as´ı
G({x1, . . . , xr}) = {−1, x1, . . . , xr}.
Resulta evidente que G es continua.
Aplicaremos, ma´s adelante, la propiedad conmutativa del ı´ndice de punto
fijo a las aplicaciones F y G.
F ◦G : Un−1({0})→ Fn−1(J) cumple que
(F ◦G)({x1, . . . , xr}) = {g(x1), . . . , g(xr)} = Fn−1(g)({x1, . . . , xr}).
Por otra parte, G ◦ F : F−1(Un−1({0}))→ Fn(J) es
(G ◦ F )({x1, . . . , xr}) = {−1, g(xq+1), . . . , g(xr)}.
Es claro que G ◦ F se extiende de manera natural a cl(F−1(Un−1({0}))).
Veamos que G ◦ F es homo´topa a Fn(g) : cl(F−1(Un−1({0})))→ Fn(J).
Sea la homotop´ıa
H : cl(F−1(Un−1({0}))) × I → Fn(J)
con
H({x1, . . . , xr}, t) =
= {(1− t)g(x1) + t(−1), . . . , (1− t)g(xq) + t(−1), g(xq+1), . . . , g(xr)}.
Es obvio que H0 = Fn(g),H1 = G ◦ F .
Demostraremos que H es continua y que se comporta adecuadamente en
el conjunto ∂(F−1(Un−1({0}))) × I.
Veamos la continuidad de H. Sea ²0 > 0 y (x¯, t) ∈ cl(F−1(Un−1({0})))×I.
Consideremos (x¯′, t′) ∈ cl(F−1(Un−1{0}))) × I con d(t, t′) < δ, dH(x¯, x¯′) <
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δ, siendo δ < ²0/4 suficientemente pequen˜o, de modo que si d(x, y) < δ,
entonces, d(g(x), g(y)) < ²0/4.
Tenemos
H(x¯, t) = {(1− t)g(x1) + t(−1), . . . , (1− t)g(xq) + t(−1), g(xq+1), . . . , g(xr)}
y
H(x¯′, t′) = {(1− t′)g(x′1) + t′(−1), . . . , (1− t′)g(x′q′) + t′(−1),
, g(x′q′+1), . . . , g(x
′
r′)}.
Dado l con q ≥ l ≥ 1, tendremos que
d((1− t)g(xl) + t(−1),H(x¯′, t′)) < ²0.
Esto se debe a que
d((1− t)g(xl) + t(−1),H(x¯′, t′)) ≤
≤ d((1− t)g(xl) + t(−1), (1− t′)g(x′l′) + t′(−1))
siendo x′l′ ∈ {x′1, . . . , x′q′} aquel que cumpla
d(xl, x′l′) = d(xl, x¯
′) < δ.
Obse´rvese que esto implica, aplicando g, que d(g(xl), g(x′l′)) < ²0/4.
Podemos decir que
d((1− t)g(xl) + t(−1), (1− t′)g(x′l′) + t′(−1)) ≤ |g(xl)− g(x′l′)|+
+|t′g(x′l′)−tg(xl)|+|t′−t| < ²0/4+|(g(x′l′ )−g(xl))t+g(x′l′)(t′−t)|+²0/4 < ²0.
De modo que
d((1− t)g(xl) + t(−1),H(x¯′, t′)) < ²0.
Veamos, dado l, con r ≥ l > q, que
d(g(xl),H(x¯′, t′)) < ²0.
Es claro que existe un x′l′ ∈ {x′q′+1, . . . , x′r′} tal que d(xl, x′l′) = d(xl, x¯′) <
δ, de modo que, aplicando g, conseguimos
d(g(xl),H(x¯′, t′)) ≤ d(g(xl), g(x′l′ )) < ²0/4 < ²0.
De manera ide´ntica obtendremos que
d((1− t′)g(x′l′) + t′(−1),H(x¯, t)) < ²0 con q′ ≥ l′ ≥ 1
d(g(x′l′),H(x¯, t)) < ²0 con r
′ ≥ l′ > q′.
Resulta, pues, que dH(H(x¯, t),H(x¯′, t′)) < ²0, de modo queH es continua.
Demostremos que H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F−1(Un−1({0}))) × I.
Sea x¯ = {x1, . . . , xr} ∈ ∂(F−1(Un−1({0}))). Se pueden dar los supuestos
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a) xq = −1 + ²,
b) xq+1 = −²3,
c) xr = ²3.
En el caso a) tenemos
xq > (1− t)g(xq) + t(−1) ≥ · · · ≥ (1− t)g(x1) + t(−1)
para todo t ∈ I.
xq < g(xq+1) ≤ · · · ≤ g(xr).
De modo que x¯ 6= H(x¯, t) ∀t ∈ I.
En el caso b),
g(xq+1) < xq+1 ≤ · · · ≤ xr,
g(xq+1) > xq ≥ · · · ≥ x1.
Por consiguiente, H(x¯, t) 6= x¯ para todo t ∈ I.
En el caso c) ocurre
g(xr) > xr ≥ · · · ≥ x1.
As´ı, H(x¯, t) 6= x¯ para todo t ∈ I.
Podemos afirmar ya que
iFn(J)(Fn(g), Un({−1, 0})) = iFn(J)(Fn(g), F−1(Un−1({0}))) =
= iFn(J)(G ◦ F,F−1(Un−1({0}))) = iFn−1(J)(F ◦G,Un−1({0})) =
= iFn−1(J)(Fn−1(g), Un−1({0})).
La primera y cuarta igualdades son evidentes. La segunda es consecuen-
cia de la propiedad de invariancia por homotop´ıas del ı´ndice de punto fijo,
aplicada a H. La tercera igualdad es fruto de la propiedad conmutativa,
aplicada a F y G.
De manera parecida se demuestra que
iFn(J)(Fn(g), Un({−1, 0, 1})) = iFn−2(J)(Fn−2(g), Un−2({0})).
Sea x¯ = {x1, . . . , xr} ∈ Un({−1, 0, 1}), con x1 < · · · < xr, y {x1, . . . , xp} ⊂
B(−1, ²), {xp+1, . . . , xq} ⊂ B(0, ²), {xq+1, . . . , xr} ⊂ B(1, ²)
Sea F : Un({−1, 0, 1}) → Fn−2(J) con F (x¯) = {g(xp+1), . . . , g(xq)}.
Resulta, tal como se hac´ıa en el caso anterior, que F es continua.
Definimos G : Un−2({0})→ Fn(J) como
G({x1, . . . , xr}) = {−1, x1, . . . , xr, 1},
que tambie´n es continua.
Tenemos F ◦G : Un−2({0}) → Fn−2(J), que cumple
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(F ◦G)({x1, . . . , xr}) = {g(x1), . . . , g(xr)} = Fn−2(g)({x1, . . . , xr}),
y G ◦ F : F−1(Un−2({0}))→ Fn(J), que establece la asignacio´n
(G ◦ F )({x1, . . . , xr}) = {−1, g(xp+1), . . . , g(xq), 1}.
Ocurre que G ◦ F se extiende de manera natural a cl(F−1(Un−2({0}))).
Veamos que F ◦G es homo´topa a Fn(g) : cl(F−1(Un−2({0}))) → Fn(J) v´ıa
la homotop´ıa
H : cl(F−1(Un−2({0}))) × I → Fn(J)
que definimos como
H({x1, . . . , xr}, t) = {(1− t)g(x1) + t(−1), . . . , (1− t)g(xp) + t(−1),
, g(xp+1), . . . , g(xq), (1− t)g(xq+1) + t(1), . . . , (1− t)g(xr) + t(1)}.
Es claro que H0 = Fn(g) y H1 = G◦F . Como en el caso anterior, resulta
rutinario demostrar que H es continua.
Igualmente se ve que H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F−1(Un−2({0})))×
I.
De esta manera,
iFn(J)(Fn(g), Un({−1, 0, 1})) = iFn(J)(Fn(g), F−1(Un−2({0}))) =
= iFn(J)(G ◦ F,F−1(Un−2({0}))) = iFn−2(J)(F ◦G,Un−2({0})) =
= iFn−2(J)(Fn−2(g), Un−2({0})),
que es el resultado que esta´bamos buscando.
Si recordamos la igualdad del comienzo de la demostracio´n,
1 = IFnJ (J, g) = iFn(J)(Fn(g), Un({−1})) + iFn(J)(Fn(g), Un({0}))+
+iFn(J)(Fn(g), Un({1})) + iFn(J)(Fn(g), Un({−1, 0}))+
+iFn(J)(Fn(g), Un({0, 1})) + iFn(J)(Fn(g), Un({−1, 1}))+
+iFn(J)(Fn(g), Un({−1, 0, 1})),
y sustituimos adecuadamente, caeremos en la cuenta de que
IFnJ ({0}, g) = −2− 2IFn−1J ({0}, g) − IFn−2J ({0}, g).
Por otro lado, sabemos que
IF1J ({0}, g) = −1,
IF2J ({0}, g) = 0.
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De modo que, por un argumento de induccio´n, resulta
IFn({0}, f) = IFnJ ({0}, g) =
{
0 si n es par
−1 si n es impar
Lema 3.12. Sea f : U → un sistema semidina´mico, con 0 ∈ U y
f(x) = −2x. Entonces IF1({0}, f) = 1 y IF2({0}, f) = 0
Demostracio´n. La primera igualdad es inmediata. Veamos la segunda.
Sea U0 = (−1/2, 1/2). Definimos la homotop´ıa H : F2(cl(U0)) × I →
F2( ) como
H({x1, x2}, t) = {(1− t)f(x1) + t(1), (1− t)f(x2) + t(−1)}
siendo x1 ≤ x2.
Ocurre que H0 = Fn(f) y H1 = {−1, 1} constante. La demostracio´n de
la continuidad de H es sencilla.
Veamos que H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F2(U0))× I.
Sea x¯ = {x1, x2} ∈ ∂(F2(U0)). Tendremos, entonces, que
a) x1 = −1/2 o´ b) x2 = 1/2.
Si se da a),
{(1− t)f(x1) + t(1), (1 − t)f(x2) + t(−1)} =
= {1, (1 − t)f(x2) + t(−1)} 6= {−1/2, x2}
y esto para todo t ∈ I.
Si se cumple b), el ca´lculo es ana´logo.
En consecuencia, IF2({0}, f) = iF2( )(H1, F2(U0)) = 0.
Proposicio´n 3.13. Sea f : U → un sistema semidina´mico, con 0 ∈ U
y f(x) = −2x. Ocurre, entonces, que
IFn({0}, f) =
{
0 si n es par
(−1)k si n = 2k + 1
Demostracio´n. Bastara´ estudiar los casos en que n ≥ 3. El modo de
calcular este ı´ndice sera´ semejante al utilizado para el caso de f(x) = 2x.
Utilizaremos un camino indirecto que pasa por el estudio de IFnJ ({0}, g),
donde g : J → J es la aplicacio´n g(x) = −x1/3, con J = [−1, 1].
Resulta claro que {0} es un conjunto compacto, invariante, aislado y
repulsor para g. Es sencillo comprobar que
IFn({0}, f) = IFnJ ({0}, f) = IFnJ ({0}, g).
La primera igualdad se debe a la propiedad conmutativa del ı´ndice de
punto fijo. La propiedad de invariancia por homotop´ıas garantiza la se-
gunda igualdad. Basta considerar, dado U0 = (−1/2, 1/2), la homotop´ıa
H : Fn(cl(U0))× I → Fn(J), que establece la asignacio´n
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H({x1, . . . , xr}, t) = {(1− t)f(x1) + tg(x1), . . . , (1− t)f(xr) + tg(xr)}
para x1 < · · · < xr.
Por otro lado,
IFnJ (J, g) = Λ(Fn(g)) = Λ(Fn(id)) = 1.
La primera igualdad se debe a la propiedad de normalizacio´n del ı´ndice
de punto fijo. La segunda, a que id ' g, mientras que la u´ltima es imputable
al hecho de que Fn(J) es un AR, por lo que las homolog´ıas singulares con
coeficientes racionales son
Hm(Fn(J)) = 0 ∀m ≥ 1, H0(Fn(J)) = .
Debido a la propiedad aditiva del ı´ndice de punto fijo,
1 = IFnJ (J, g) = I
Fn
J ({0}, g) + iFn(J)(Fn(g), Un({−1, 1}))+
+iFn(J)(Fn(g), Un({−1, 0, 1})).
Nuestro objetivo, que es calcular IFnJ ({0}, g), sera´ posible hallando el resto
de los ı´ndices de la igualdad arriba expresada.
Por lo comentado en el caso de g(x) = x1/3, resulta inmediato que
iFn(J)(Fn(g), Un({−1, 1})) = 1.
Bastara´ construir la homotop´ıa H : cl(Un({−1, 1}))× I → Fn(J) definida
como
H({x1, . . . , xr}, t) = {(1− t)g(x1) + t(1), . . . , (1− t)g(xq) + t(1),
, (1− t)g(xq+1) + t(−1), . . . , (1− t)g(xr) + t(−1)}
donde {x1, . . . , xq} ⊂ B(−1, ²) y {xq+1, . . . , xr} ⊂ B(1, ²). Ocurre que H0 =
Fn(g) y H1 = {−1, 1} constante.
Podemos afirmar que
iFn(J)(Fn(g), Un({−1, 1})) = iFn(J)(H1, Un({−1, 1})) = 1.
A continuacio´n veremos que
iFn(J)(Fn(g), Un({−1, 0, 1})) = iFn−2(J)(Fn−2(g), Un−2({0})) = IFn−2J ({0}, g).
Sea F : Un({−1, 0, 1}) → Fn−2(J) la aplicacio´n definida como
F ({x1, . . . , xr}) = {g(xp+1), . . . , g(xq)}
donde x1 < · · · < xr, con {x1, . . . , xp} ⊂ B(−1, ²), {xp+1, . . . , xq} ⊂ B(0, ²)
y {xq+1, . . . , xr} ⊂ B(1, ²).
Resulta, tal como se vio en la proposicio´n anterior, que F es continua.
Sea G : Un−2({0}) → Fn(J) con G({x1, . . . , xr}) = {−1, x1, . . . , xr, 1}.
Es claro que G tambie´n es continua.
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Tendremos que F ◦G : Un−2({0})→ Fn−2(J) cumple
(F ◦G)({x1, . . . , xr}) = {g(x1), . . . , g(xr)}.
Por otro lado, G ◦ F : F−1(Un−2({0}))→ Fn(J) es
(G ◦ F )({x1, . . . , xr}) = {−1, g(xp+1), . . . , g(xq), 1}
para x1 < · · · < xr. Resulta evidente que existe una extensio´n natural de
G ◦ F a cl(F−1(Un−2({0}))).
Veamos que G ◦ F es homo´topa a Fn(g) : cl(F−1(Un−2({0}))) → Fn(J).
Construimos, para ello, la homotop´ıa H : cl(F−1(Un−2({0}))) × I → Fn(J)
definida como
H({x1, . . . , xr}, t) = {(1− t)g(x1) + t(1), . . . , (1− t)g(xp) + t(1),
, g(xp+1), . . . , g(xq), (1− t)g(xq+1) + t(−1), . . . , (1− t)g(xr) + t(−1)}.
Resulta que H0 = Fn(g) y H1 = G◦F . La continuidad de H se demuestra
como en el caso de f(x) = 2x.
Veamos que H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F−1(Un−2({0}))) × I.
Sea x¯ = {x1, . . . , xr} ∈ ∂(F−1(Un−2({0}))) con x1 < · · · < xr. Entonces
pueden darse varias situaciones:
a) xp = −1 + ²,
b) xp+1 = −²3,
c) xq = ²3,
d) xq+1 = 1− ².
Si se da a), entonces
xp < (1− t)g(xp) + t(1) ≤ · · · ≤ (1− t)g(x1) + t(1),
xp < g(xp+1), . . . , xp < g(xq),
xp > (1− t)g(xq+1) + t(−1) ≥ · · · ≥ (1− t)g(xr) + t(−1).
Si se da b), tendremos
g(xp+1) > xq ≥ · · · ≥ x1,
g(xp+1) < xq+1 ≤ · · · ≤ xr.
En el caso c) ocurre
g(xq) < xp+1 ≤ · · · ≤ xr,
g(xq) > xp ≥ · · · ≥ x1.
Finalmente, en d) se da la situacio´n siguiente
xq+1 > g(xp+1), . . . , xq+1 > g(xq),
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xq+1 > (1− t)g(xq+1) + t(−1) ≥ · · · ≥ (1− t)g(xr) + t(−1),
xq+1 < (1− t)g(xp) + t(1) ≤ · · · ≤ (1− t)g(x1) + t(1).
Por consiguiente, H(x¯, t) 6= x¯ para todo (x¯, t) ∈ ∂(F−1(Un−2({0}))) × I.
Volviendo a los ı´ndices, tenemos
iFn(J)(Fn(g), Un({−1, 0, 1})) = iFn(J)(Fn(g), F−1(Un−2({0}))) =
= iFn(J)(G ◦ F,F−1(Un−2({0}))) = iFn−2(J)(F ◦G,Un−2({0})) =
= iFn−2(J)(Fn−2(g), Un−2({0})).
La primera igualdad y la cuarta resultan evidentes. La segunda y la ter-
cera se deben a las propiedades de invariancia por homotop´ıas y conmutativa
del ı´ndice de punto fijo.
De este modo, recordando que
1 = IJFn(J, g) = IJFn({0}, g) + iFn(J)(Fn(g), Un({−1, 1}))+
+iFn(J)(Fn(g), Un({−1, 0, 1}))
obtenemos que
1 = IFnJ ({0}, g) + 1 + IFn−2J ({0}, g).
Por consiguiente,
IFnJ ({0}, g) = −IFn−2J ({0}, g).
Adema´s, como IF1J ({0}, g) = 1 y IF2J ({0}, g) = 0, resulta inmediato ver
que
IFn({0}, f) = IFnJ ({0}, g) =
{
0 si n es par
(−1)k si n = 2k + 1
Una vez resuelto el problema del co´mputo de IFn({0}, f), con {0} un
conjunto compacto, invariante y aislado con respecto a la aplicacio´n lineal
f , el paso siguiente consiste en calcular los ı´ndices
1) IFn2 ({0¯},D(0, 0)),
2) IFn2 ({0¯},D(2, 0)),
3) IFn2 ({0¯},D(−2, 0)),
4) IFn2 ({0¯},D(2,−2)),
que determinara´n, por lo dicho en la observacio´n 3.8, el valor de IFn2 ({0¯}, f)
cuando 0¯ es un conjunto compacto, invariante y aislado con respecto a la
aplicacio´n lineal f : U ⊂ 2 → 2 .
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Los ca´lculos de 2) y 3) son corolario de los resultados conseguidos en .
Corolario 3.14.
IFn2 ({0¯},D(2, 0)) = IFn({0¯}, 2x) =
{
0 si n es par
−1 si n es impar
IFn2 ({0¯},D(−2, 0)) = IFn({0¯},−2x) =
{
0 si n es par
(−1)k si n = 2k + 1
La demostracio´n es consecuencia inmediata de la aplicacio´n de la propiedad
conmutativa de nuestro ı´ndice.
Proposicio´n 3.15. Sea f : U → 2 un sistema semidina´mico, con 0¯ ∈ U
y f(x¯) = D(2,−2)x¯. Entonces
IFn2 ({0¯},D(2,−2)) =
{
1 si n es par
−1 si n es impar
Demostracio´n. Dado un sistema dina´mico determinado (X,F ), denotare-
mos, para abreviar, iFn(X)(Fn(F ), Un({p1, . . . , pr})) = in({p1, . . . , pr}).
Consideremos el sistema dina´micoG = s◦f : S2 → S2, donde s : S2 → S2
es una simetr´ıa con respecto al plano {z = 0} y f : S2 → S2 es el sistema
dina´mico
Figura III.1
La demostracio´n de la proposicio´n va a requerir el ca´lculo previo de
IFn
S2
(S2, G). A ello dedicaremos casi todos nuestros esfuerzos. Tenemos
que el punto fijo a es un conjunto compacto, invariante y aislado, de tipo
D(2,−1/2) (teorema de Grobman-Hartman) o, lo que es lo mismo a efec-
tos del ca´lculo del ı´ndice, de tipo D(2, 0). Igualmente, el punto fijo b es
un conjunto compacto, invariante y aislado, de tipo D(−2, 1/2) o, lo que
es equivalente a efectos de ı´ndice, de tipo D(−2, 0). Los pares {c1, c2} y
{d1, d2} son o´rbitas de per´ıodo 2, atractoras.
Entonces, si n ≥ 6, por la propiedad aditiva del ı´ndice de punto fijo, se
tiene
IFn
S2
(S2, G) = in({a}) + in({b}) + in({a, b}) + in({c1, c2}) + in({d1, d2})+
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+in({a, c1, c2}) + in({a, d1, d2}) + in({b, c1, c2}) + in({b, d1, d2})+
+in({a, b, c1, c2}) + in({a, b, d1, d2}) + in({c1, c2, d1, d2})+
+in({a, c1, c2, d1, d2}) + in({b, c1, c2, d1, d2}) + in({a, b, c1, c2, d1, d2}).
Si n < 6, basta quitar los sumandos que no procedan.
Al ser {c1, c2} y {d1, d2} o´rbitas atractoras, aplicando la propiedad conmu-
tativa y la de invariancia por homotop´ıas del ı´ndice de punto fijo, obtenemos,
para n ≥ 6, que
IFn
S2
(S2, G) = in({a})+in({b})+in({a, b})+1+1+2in−2({a})+2in−2({b})+
+2in−2({a, b}) + 1 + in−4({a}) + in−4({b}) + in−4({a, b}).
Consideremos el sistema dina´mico f : X → X,
Figura III.2
Requerimos esta construccio´n para completar el ca´lculo de IFn
S2
(S2, G).
Resulta sencillo ver, si se apela a la propiedad de normalizacio´n, que
IFnX (X, f) =
{
2 si n = 1
3 si n > 1
Entonces, si n ≥ 6,
3 = 1 + in({p0}) + 1 + in({q0}) + in−1({p0}) + 1 + in−1({q0}) + in−1({p0})+
+in({p0, q0}) + in−1({q0}) + 1 + in−2({p0}) + in−1({p0, q0}) + in−2({q0})+
+1 + in−1({p0, q0}) + in−2({p0}) + 1 + in−2({q0}) + in−2({p0, q0})+
+in−3({p0}) + 1 + in−3({q0}) + in−3({p0}) + in−2({p0, q0}) + in−3({q0})+
+in−4({p0}) + in−3({p0, q0}) + in−4({q0}) + in−3({p0, q0}) + in−4({p0, q0}).
En caso de que 1 < n < 6, basta quitar del miembro de la derecha de la
igualdad los sumandos que corresponda.
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Si n = 2, entonces 3 = i2({p0, q0}) + 4, con lo que
i2({p0, q0}) = −1.
Si n = 3, entonces 3 = i3({p0, q0}) + 2, con lo que
i3({p0, q0}) = 1.
Si n = 4, entonces 3 = i4({p0, q0}) + 3, con lo que
i4({p0, q0}) = 0.
Si n = 5, entonces 3 = i5({p0, q0}) + 3, con lo que
i5({p0, q0}) = 0.
Si n ≥ 6, n = 2k par, entonces
3 = 2(−1) + 2(−1)k−1 + in({p0, q0}) + 2in−1({p0, q0}) + 2in−2({p0, q0})+
+2(−1) + 2(−1)k−2 + 2in−3({p0, q0}) + in−4({p0, q0}) + 7.
En consecuencia,
in({p0, q0}) = −2in−1({p0, q0})− 2in−2({p0, q0})−
−2in−3({p0, q0})− in−4({p0, q0}).
Si n ≥ 6, n = 2k + 1 impar, tenemos
3 = (−1) + (−1)k + in({p0, q0}) + 2(−1) + 2(−1)k−1 + 2in−1({p0, q0})+
+2in−2({p0, q0}) + (−1) + (−1)k−2 + 2in−3({p0, q0}) + in−4({p0, q0}) + 7.
Por tanto,
in({p0, q0}) = −2in−1({p0, q0})− 2in−2({p0, q0})−
−2in−3({p0, q0})− in−4({p0, q0}).
Se deduce de todo esto que
in({p0, q0}) =

−1 si n = 4k + 2
1 si n = 4k + 3
0 si n = 4k + 4
0 si n = 4k + 5
con k ∈ .
Volvamos al estudio de IFn
S2
(S2, G).
Por la propiedad conmutativa del ı´ndice de punto fijo se observa que
in({p0, q0}) = in({a, b}). En adelante utilizaremos este hecho para calcular
IFn
S2
(S2, G).
Si n = 2,
IF2
S2
(S2, G) = i2({a}) + i2({b}) + i2({a, b}) + 2 = 1.
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Si n = 3,
IF3
S2
(S2, G) = i3({a}) + i3({b}) + i3({a, b}) + 2 + 2i1({a}) + 2i1({b}) = 1.
Si n = 4,
IF4
S2
(S2, G) = i4({a}) + i4({b}) + i4({a, b}) + 2 + 2i2({a})+
+2i2({b}) + 2i2({a, b}) + 1 = 1.
Si n = 5,
IF5
S2
(S2, G) = i5({a}) + i5({b}) + i5({a, b}) + 2 + 2i3({a}) + 2i3({b})+
+2i3({a, b}) + 1 + i1({a}) + i1({b}) = 1.
Si n ≥ 6, tendremos que en todos los casos n = 4k + 2, n = 4k + 4,
n = 4k + 3 = 2(2k + 1) + 1 y n = 4k + 5 = 2(2k + 2) + 1, resulta
IFn
S2
(S2, G) = in({a}) + in({b}) + in({a, b}) + 2 + 2in−2({a}) + 2in−2({b})+
+2in−2({a, b}) + 1 + in−4({a}) + in−4({b}) + in−4({a, b}) = 1.
Consideremos el sistema dina´mico F = s ◦ f : S2 → S2, donde s es la
simetr´ıa de la figura III.1 y f : S2 → S2 es el sistema dina´mico
Figura III.3
Resulta sencillo ver que F ' G en S2. En consecuencia, si n ≥ 2,
1 = IFn
S2
(S2, G) = IFn
S2
(S2, F ) = in({p}) + in({q}) + in({p, q}) =
= in({p}) + 1 + in−1({p}).
Entonces in({p}) + in−1({p}) = 0. Como i1({p}) = −1, tenemos
IFn2 ({0¯},D(2,−2)) = in({p}) =
{ −1 si n es impar
1 si n es par
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Teorema 3.16. Sea f : U ⊂ 2 → 2 una aplicacio´n lineal, con {0¯} un
conjunto compacto, invariante y aislado. Denotamos por λ1, λ2 los autova-
lores de f . Entonces
Si λ1 > 1, |λ2| < 1,
IFn2 ({0¯}, f) =
{
0 si n es par
−1 si n es impar
Si λ1 > 1, λ2 < −1,
IFn2 ({0¯}, f) =
{
1 si n es par
−1 si n es impar
Si λ1 < −1, |λ2| < 1,
IFn2 ({0¯}, f) =
{
0 si n es par
(−1)k si n = 2k + 1
En el resto de casos se tiene
IFn2 ({0¯}, f) = 1.
La demostracio´n es consecuencia de aplicar la observacio´n 3.8, la propo-
sicio´n 3.7, el corolario 3.14 y la proposicio´n 3.15.
Enunciamos, a continuacio´n, el resultado del ca´lculo de IFnm({0¯}, f) para
f : U ⊂ m → m una aplicacio´n lineal, con {0¯} un conjunto compacto,
invariante y aislado, y esbozamos una prueba, que no desarrollaremos por
completo, ya que nuestro intere´s se centrara´, en adelante, en el caso bidi-
mensional, ya demostrado al detalle.
Teorema 3.17. Sea f : U ⊂ m → m una aplicacio´n lineal, con {0¯} un
conjunto compacto, invariante y aislado. Consideremos el conjunto de los
autovalores reales (repetidos), de norma mayor que 1, {λ1, . . . , λr}.
Sea r2 el nu´mero de autovalores mayores que 1, y r−2 el nu´mero de auto-
valores menores que -1. Naturalmente r = r2 +r−2. Entonces, pueden darse
los siguientes casos:
IFnm({0¯}, f) =

Si r2 es impar y r−2 es par ,
IFn({0}, 2id) =
{
0 si n es par
−1 si n es impar
Si r2 es par y r−2 es impar ,
IFn({0},−2id) =
{
0 si n es par
(−1)k si n = 2k + 1
Si r2 es impar y r−2 es impar ,
IFn2 ({0¯},D(2,−2)) =
{
1 si n es par
−1 si n es impar
Si r2 es par y r−2 es par,
IFnr ({0¯}, 0¯) = 1
109
Demostracio´n. Si recurrimos a la matriz de Jordan J(²) definida en la ob-
servacio´n 3.1, se puede trabajar con cada uno de los subespacios vectoriales
invariantes en que queda descompuesto m por las cajas de Jordan. Ma-
nipulando homotop´ıas en cada uno de estos subespacios, tal como se hac´ıa
en 2 , se puede construir otra homotop´ıa adecuada, H, en todo m , que
garantiza la igualdad
IFnm({0¯}, f) = IFnm({0¯},D(δ(λ1), . . . , δ(λm)))
con {λ1, . . . , λm} los autovalores de f , y
δ(λj) =
 2 si λj > 1 o´ λj = α+ iβ, β 6= 0, con α
2 + β2 > 1
−2 si λj < −1
0 si |λj | < 1
Aplicando la propiedad conmutativa de nuestro ı´ndice,
IFnm({0¯},D(δ(λ1), . . . , δ(λm))) = IFnr+2t({0¯},D(δ(λ1), . . . , δ(λr+2t)))
donde {λ1, . . . , λr} son los autovalores reales (repetidos) de norma mayor que
1, y {λr+1, . . . , λr+2t} son los autovalores complejos (repetidos) de norma
mayor que 1.
Utilizando las te´cnicas de la proposicio´n 3.7 con D(δ(λ1), . . . , δ(λr+2t)), y
aplicando la propiedad conmutativa del ı´ndice de punto fijo, se consigue el
resultado sin dificultad.
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III.4. Aplicacio´n: Estudio de la G-herradura
Consideremos la aplicacio´n continua F : I2 ⊂ C → C de la figura III.4,
donde C es la corona circular que contiene a I2.
Figura III.4
Realizaremos, siguiendo las te´cnicas de punto fijo aplicadas a los n-pro-
ductos sime´tricos, un estudio de las o´rbitas perio´dicas de este sistema se-
midina´mico. Aplicando las propiedades principales de nuestros ı´ndices, re-
duciremos este problema al de analizar otros sistemas semidina´micos menos
complejos.
Sean F : C → C una extensio´n continua de F , y Π : C × I → C una
proyeccio´n de C sobre S1, su circunferencia interior, tal como se indica en
la figura III.5.
Figuras III.5a y III.5b
Tenemos que Π0 = id y Π1 = pi : C → S1.
Dado I × {0} ⊂ I2 ⊂ C, consideramos la aplicacio´n
g = Π1 ◦ F |I×{0} : I → S1.
Sea g = Π1 ◦ F |S1 : S1 → S1 una extensio´n continua de g.
Ocurre que Π1 ◦ F ' Π0 ◦ F = F v´ıa la homotop´ıa H : C × I → C, con
H(x, t) = Π(F (x), t). De manera que
IFnC (Inv(C,Π1 ◦ F ),Π1 ◦ F ) = IFnC (Inv(C,F ), F )
Si aplicamos la propiedad conmutativa del n-´ındice finito de compacto
fijo a las aplicaciones i : S1 ↪→ C y Π1 ◦ F : C → S1, tenemos
IFnC (Inv(C,Π1 ◦ F ),Π1 ◦ F ) = IFnS1 (S1, g).
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Por consiguiente,
IFnC (Inv(C,F ), F ) = I
Fn
S1
(S1, g).
Por ide´ntica razo´n, observando el buen comportamiento de la homotop´ıa
H en ∂C(I2), tenemos
IFnC (Inv(I
2, F ), F ) = IFn
S1
(Inv(I, g), g).
Figuras III.6a y III6.b
Adema´s, resulta sencillo ver que g ' 2x, siendo 2x : S1 → S1 la aplicacio´n
que multiplica por 2 el a´ngulo, esto es,
Figura III.7
As´ı, por la propiedad de invariancia por homotop´ıas de nuestro ı´ndice,
IFn
S1
(S1, g) = IFn
S1
(S1, 2x)
con lo que tendremos
IFnC (Inv(C,F ), F ) = I
Fn
S1
(S1, 2x).
Observacio´n 4.1. F |I2 es una ‘contraccio´n’ en la direccio´n vertical y
una ‘expansio´n’ en la direccio´n horizontal. De igual manera tenemos que
g = g|I es una ‘expansio´n’.
Proposicio´n 4.2. Sea p¯ = {p1, . . . , pq} ⊂ I2 una o´rbita perio´dica de
F , de per´ıodo q ≤ n. Por la observacio´n 4.1 resulta claro que el punto
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p¯ ∈ Fn(I2) admite un entorno Un(p¯) ⊂ Fn(C) tal que Fix(Fn(F )|Un(p¯)) = p¯.
Entonces
iFn(C)(Fn(F ), Un(p¯)) =
{ −1 si (2m− 1)q ≤ n < 2mq
0 si 2mq ≤ n < (2m+ 1)q
con m ∈ .
Demostracio´n. Consideremos el sistema dina´mico G : X → X,
Figura III.8
Resulta, por la observacio´n 4.1, la invariancia por homotop´ıas y la propiedad
conmutativa del ı´ndice de punto fijo, que
iFn(C)(Fn(F ), Un(p¯)) = iFn(X)(Fn(G), Un({p1, . . . , pq})).
Es inmediato ver, utilizando la propiedad de normalizacio´n del ı´ndice de
punto fijo, que
1 = IFnX (X,G).
Dado l ≤ n, llamamos in({c1, . . . , cl}) = iFn(X)(Fn(G), Un({c1, . . . , cl})).
Denotamos por p¯ = {p1, . . . , pq}, r¯ = {r1, . . . , rq} y s¯ = {s1, . . . , sq}.
Dividimos el estudio de in(p¯) en tres casos.
Caso 1. Si n < 2q, entonces tenemos
1 = IFnX (X,G) = in(r¯) + in(s¯) + in(p¯) = 1 + 1 + in(p¯).
Por tanto,
iFn(X)(Fn(G), Un(p¯)) = −1.
Caso 2. Si 2q ≤ n < 3q, entonces
1 = IFnX (X,G) = in(r¯) + in(s¯) + in(p¯) + in(r¯ ∪ s¯) + in(r¯ ∪ p¯)+
+in(s¯ ∪ p¯) = 1 + 1 + in(p¯) + 1 + 2in−q(p¯).
En consecuencia,
iFn(X)(Fn(G), Un(p¯)) = −2iFn−q(X)(Fn−q(G), Un−q(p¯))− 2 =
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= −2(−1)− 2 = 0.
La penu´ltima igualdad se debe a que n− q < 2q, lo que nos lleva al caso
1.
Caso 3. Si n ≥ 3q, entonces
1 = IFnX (X,G) = in(r¯) + in(s¯) + in(p¯) + in(r¯ ∪ s¯)+
+in(r¯ ∪ p¯) + in(s¯ ∪ p¯) + in(r¯ ∪ s¯ ∪ p¯) =
= 1 + 1 + in(p¯) + 1 + 2in−q(p¯) + in−2q(p¯).
De modo que
in(p¯) = −2in−q(p¯)− in−2q(p¯)− 2.
Estamos en condiciones de aplicar un argumento de induccio´n sobre m.
Supongamos que
in(p¯) =
{ −1 si (2m− 1)q ≤ n < 2mq
0 si 2mq ≤ n < (2m+ 1)q
con m ∈ , m ≥ 1.
Veremos entonces que
in(p¯) =
{ −1 si (2m+ 1)q ≤ n < (2m+ 2)q
0 si (2m+ 2)q ≤ n < (2m+ 3)q
Si (2m+ 1)q ≤ n < (2m+ 2)q, tenemos n ≥ (2m+ 1)q ≥ 3q. Resulta
in(p¯) = −2in−q(p¯)− in−2q(p¯)− 2.
Como (2m+ 1)q > n− q ≥ 2mq y 2mq > n− 2q ≥ (2m− 1)q, entonces
in(p¯) = −2(0)− (−1)− 2 = −1.
Si (2m+ 2)q ≤ n < (2m+ 3)q, tenemos n ≥ (2m+ 2)q ≥ 4q > 3q. Como
(2m+ 1)q ≤ n− q < (2m+ 2)q y 2mq ≤ n− 2q < (2m+ 1)q, ocurre que
in({p¯}) = −2(−1)− (0)− 2 = 0.
Corolario 4.3. Dada una o´rbita perio´dica de per´ıodo n de F , {p1, . . . , pn} ⊂
I2, entonces
iFn(C)(Fn(F ), Un({p1, . . . , pn})) = −1.
Corolario 4.4. Dada una o´rbita perio´dica de g, {p1, . . . , pq} ⊂ I, q ≤ n,
entonces
iFn(S1)(Fn(g), Un({p1, . . . , pq})) =
{ −1 si (2m− 1)q ≤ n < 2mq
0 si 2mq ≤ n < (2m+ 1)q
Corolario 4.5. En las condiciones del anterior corolario
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iFn(S1)(Fn(g), Un({p1, . . . , pn})) = −1.
Proposicio´n 4.6. Sean αq1, . . . , αqr o´rbitas perio´dicas de F , de per´ıodos
q1, . . . , qr, con
∑r
i=1 qi ≤ n, y con la unio´n de todos los puntos de todas las
o´rbitas αq1 ∪ · · · ∪ αqr cumpliendo
αq1 ∪ · · · ∪ αqr ∈ Fn(I2).
Sean, de modo ana´logo, βq1, . . . , βqr o´rbitas perio´dicas de g, de per´ıodos
q1, . . . , qr, y con la unio´n de todos los puntos de todas las o´rbitas βq1∪· · ·∪βqr
cumpliendo
βq1 ∪ · · · ∪ βqr ∈ Fn(I).
Sea Un(αq1 ∪ · · · ∪ αqr) ⊂ Fn(I2) un entorno del punto αq1 ∪ · · · ∪ αqr de
modo que
Fix(Fn(F )|Un(αq1∪···∪αqr )) = αq1 ∪ · · · ∪ αqr .
De igual modo definimos Un(βq1 ∪ · · · ∪ βqr) ⊂ Fn(I) para Fn(g).
Entonces
iFn(C)(Fn(F ), Un(αq1 ∪ · · · ∪ αqr)) = iFn(S1)(Fn(g), Un(βq1 ∪ · · · ∪ βqr)).
Demostracio´n. Consideremos el sistema dina´mico G : X → X,
Figura III.9
Resulta sencillo ver que
iFn(C)(Fn(F ), Un(αq1 ∪ · · · ∪ αqr)) = iFn(X)(Fn(G), Un(γq1 ∪ · · · ∪ γqr)) =
= iFn(S1)(Fn(g), Un(βq1 ∪ · · · ∪ βqr)).
Esto se debe a que g|I es expansiva, y los entornos de las o´rbitas perio´dicas
βqi son como los de las o´rbitas centrales γqi de (X,G).
De igual modo ocurre con F |I2 . La direccio´n vertical se puede contraer
a un punto sin que var´ıe el valor del ı´ndice (invariancia por homotop´ıas) y
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lo que queda es algo ide´ntico a lo que tenemos en las o´rbitas centrales de
(X,G).
Proposicio´n 4.7. El nu´mero de o´rbitas perio´dicas de cualquier per´ıodo
de F |I2 es el mismo que el de g|I .
Demostracio´n. Sabemos, por lo dicho al comienzo de la seccio´n, que
IFnC (Inv(I
2, F ), F ) = IFn
S1
(Inv(I, g), g). Adema´s
IFnC (Inv(I
2, F ), F ) =
k∑
i=1
iFn(C)(Fn(F ), U
i
n) +
ln∑
j=1
iFn(C)(Fn(F ), Un(α
j
n))
siendo los conjuntos U in entornos de las o´rbitas y uniones de o´rbitas perio´dicas
de F de per´ıodo menor que n, cuya suma de per´ıodos es menor o igual que
n, y siendo los conjuntos Un(α
j
n) entornos de las o´rbitas perio´dicas α
j
n de F ,
de per´ıodo exactamente n. Estamos suponiendo que la familia de todas las
o´rbitas de per´ıodo menor o igual que n de F en I2 es finita, algo evidente
por la observacio´n 4.1. Consideramos U in ⊂ Fn(I2) y Un(αjn) ⊂ Fn(I2) para
todo i, j.
De igual modo,
IFn
S1
(Inv(I, g), g) =
k′∑
i=1
iFn(S1)(Fn(g), V
i
n) +
l′n∑
j=1
iFn(S1)(Fn(g), Un(β
j
n))
siendo los conjuntos V in ⊂ Fn(I) entornos de las o´rbitas y uniones de o´rbitas
perio´dicas de g de per´ıodo menor que n, cuya suma de per´ıodos es menor o
igual que n, y siendo los conjuntos Un(β
j
n) ⊂ Fn(I) entornos de las o´rbitas
perio´dicas βjn de g, de per´ıodo exactamente n.
Para demostrar la proposicio´n utilizaremos un argumento de induccio´n.
Veamos primero que F |I2 y g|I tienen el mismo nu´mero de puntos fijos.
Ocurre, por el corolario 4.3, que
IF1C (Inv(I
2, F ), F ) =
l1∑
j=1
iF1(C)(F1(F ), U1(α
j
1)) = −l1,
IF1
S1
(Inv(I, g), g) =
l′1∑
j=1
iF1(S1)(F1(g), U1(β
j
1)) = −l′1.
Por lo dicho al principio de la demostracio´n, tenemos l1 = l′1.
Entonces, debido a los corolarios 4.3 y 4.5,
IFnC (Inv(I
2, F ), F ) =
k∑
i=1
iFn(C)(Fn(F ), U
i
n)− ln
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IFn
S1
(Inv(I, g), g) =
k′∑
i=1
iFn(S1)(Fn(g), V
i
n)− l′n
siendo ln y l′n el nu´mero de o´rbitas de per´ıodo n de F |I2 y g|I . Supongamos
que el nu´mero de o´rbitas perio´dicas de cualquier per´ıodo menor o igual que
n− 1 es el mismo para F |I2 que para g|I . Entonces el sumatorio de ı´ndices
de las dos igualdades de arriba vale lo mismo (proposicio´n 4.6), con lo que
ln = l′n. Como l1 = l′1, la proposicio´n esta´ demostrada.
Observacio´n 4.8. F |I2 y g|I tienen dos puntos fijos.
Demostracio´n. Ocurre que
IF1
S1
(S1, g) = IF1
S1
(S1, 2x) = −1.
La u´ltima igualdad es consecuencia de que la aplicacio´n 2x : S1 → S1
tiene un u´nico punto fijo, de tipo D(2).
Asimismo, resulta inmediato que g tiene un u´nico punto fijo fuera de I,
que es atractor. Entonces IF1
S1
(S1, g) = IF1
S1
(Inv(I, g), g) + 1.
Ocurre, por tanto, que IF1
S1
(Inv(I, g), g) = −2, con lo que l′1 = 2.
Proposicio´n 4.9. El conjunto {x ∈ I2 : (F |I2)n(x) = x} tiene 2n puntos.
Demostracio´n. Consideremos el c´ırculo S1 que surge de identificar los dos
extremos del segmento [p, q] (p y q son los puntos fijos de g|I). Resulta, por
la naturaleza de g, que p y q son los extremos de Inv(g|I).
Figura III.10
Sea h : S1 → S1, con S1 = [p, q]/(p ≡ q), definida como sigue
h(x) =
{
g(x) si g(x) ∈ [p, q]
p ≡ q si g(x) /∈ [p, q]
Resulta inmediato ver que h es continua y tiene un u´nico punto fijo (p ≡
q). En eso difiere de g|I , que tiene dos puntos fijos, precisamente p y q. Por
otro lado, es claro que las o´rbitas perio´dicas de per´ıodo mayor o igual que 2
de h coinciden con las de g|I .
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Adema´s, el u´nico punto fijo de h es un repulsor de tipo D(2), y h da dos
vueltas a S1, como 2x.
Figura III.11
Resulta claro que h ' 2x : S1 → S1. Por consiguiente
IFn
S1
(S1, h) = IFn
S1
(S1, 2x)
de modo que las o´rbitas perio´dicas de cualquier per´ıodo son las mismas, en
nu´mero, para h que para 2x (la demostracio´n es ide´ntica a la de la proposi-
cio´n 4.7).
Como h y g|I tienen las mismas o´rbitas perio´dicas de per´ıodo mayor o
igual que 2, y g|I y F |I2 tienen el mismo nu´mero de o´rbitas perio´dicas de
cualquier per´ıodo, entonces 2x y F |I2 tienen el mismo nu´mero de o´rbitas
perio´dicas de cualquier per´ıodo mayor o igual que 2. Los puntos fijos de
F |I2 sabemos que son dos, mientras que para 2x so´lo hay uno.
Basta, por tanto, estudiar el sistema dina´mico 2x : S1 → S1 para calcular
el nu´mero de o´rbitas perio´dicas de cualquier per´ıodo mayor o igual que 2 de
F |I2.
Sea f = 2x : S1 → S1 con S1 = [0, 1]/(0 ≡ 1). Es fa´cil ver que
{x ∈ [0, 1] : fn(x) = x} = {0, 1
2n − 1 ,
2
2n − 1 , . . . ,
2n − 2
2n − 1 , 1}.
Al ser 0 ≡ 1, el conjunto {x ∈ S1 : fn(x) = x} tiene 2n − 1 puntos. Por
consiguiente, para F |I2 , el conjunto
{x ∈ I2 : (F |I2)n(x) = x}
tiene 2n puntos (debe an˜adirse un punto fijo que no se contaba con 2x).
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III.5. Aplicacio´n: Caracter´ıstica de Euler de los n-productos
sime´tricos de variedades
El objetivo de esta seccio´n es desarrollar te´cnicas que permitan calcu-
lar, en la medida de lo posible, la caracter´ıstica de Euler del n-producto
sime´trico Fn(X) de una variedad X de dimensio´n finita. Para ello efectua-
remos el ca´lculo con las superficies compactas, orientables y sin borde. Este
ejemplo proporcionara´, de manera impl´ıcita, la pauta a seguir para cualquier
variedad X.
Construiremos un sistema dina´mico F : X → X, tal que Fn(F ) sea de
atraccio´n compacta, F ' id, con una cantidad finita, lo ma´s pequen˜a posible,
de o´rbitas perio´dicas de per´ıodo menor o igual que n (si es posible puntos
fijos), αip, donde p ∈ {1, . . . , n} es el per´ıodo, y de modo que los ı´ndices
iFn(X)(Fn(F ), Un(α
i1
p1 ∪ · · · ∪αirpr)), en los entornos de las uniones de o´rbitas
perio´dicas, sean calculables por nosotros mediante el uso de los resultados
obtenidos en las primeras secciones.
Tendremos que la caracter´ıstica de Euler de Fn(X) es
X (Fn(X)) = Λ(Fn(id)) = Λ(Fn(F )) = iFn(X)(Fn(F ), Fn(X)),
de manera que el ca´lculo de X (Fn(X)) se reduce, por aditividad, a hallar el
valor de los ı´ndices iFn(X)(Fn(F ), Un(α
i1
p1 ∪ · · · ∪ αirpr)).
En adelante, y hasta el final de cap´ıtulo, centraremos nuestro estudio en la
caracter´ıstica de Euler de n-productos sime´tricos de superficies compactas,
orientables y sin borde.
Consideremos el sistema dina´mico f : Xk → Xk,
Figura III.12
Para abreviar notacio´n llamaremos a IFnXk({0}, f) = in(k).
Interesa averiguar el valor de in(k) ya que, ma´s adelante, podremos re-
ducir, mediante las te´cnicas arriba comentadas, el ca´lculo de la caracter´ıstica
de Euler de los n-productos sime´tricos de k-toros al co´mputo de este tipo
de ı´ndice. Supondremos que k > 1, 2, ya que los casos en que k = 1 o´ k = 2
esta´n resueltos en la Seccio´n III.3.
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Para hallar in(k) nos serviremos de los sistemas dina´micos F : Yk → Yk
y G : Yk → Yk siguientes
Figuras III.13a y III.13b
Si n ≥ 2 tenemos, aplicando las propiedades del ı´ndice de punto fijo
(aditividad, invariancia por homotop´ıas y conmutatividad), que
IFnYk (Yk, F ) = I
Fn
Yk
({a}, F ) + IFnYk ({b}, F ) + iFn(Yk)(Fn(F ), Un({a, b})) =
= in(k) + 1 + in−1(k).
IFnYk (Yk, G) = I
Fn
Yk
({a}, G) + IFnYk ({b}, G) + iFn(Yk)(Fn(G), Un({a, b})) =
= in(k − 1) + 0 + 0 = in(k − 1).
Como F ' G, resulta que IFnYk (Yk, F ) = I
Fn
Yk
(Yk, G). Entonces
in(k − 1) = in(k) + 1 + in−1(k).
Si n = 1, entonces
i1(k − 1) = i1(k) + 1.
Supongamos que n es impar. Entonces
in(k − 1) = in(k) + in−1(k) + 1
−in−1(k − 1) = −in−1(k)− in−2(k)− 1
in−2(k − 1) = in−2(k) + in−3(k) + 1
...
−i2(k − 1) = −i2(k)− i1(k)− 1
i1(k − 1) = i1(k) + 1.
Sumando, obtenemos
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in(k) =
n−1∑
j=0
(−1)jin−j(k − 1)− 1 =
n∑
m=1
(−1)m+1im(k − 1)− 1.
Supongamos que n es par. Entonces
in(k − 1) = in(k) + in−1(k) + 1
−in−1(k − 1) = −in−1(k)− in−2(k)− 1
in−2(k − 1) = in−2(k) + in−3(k) + 1
...
i2(k − 1) = i2(k) + i1(k) + 1
−i1(k − 1) = −i1(k)− 1.
Sumando, obtenemos
in(k) =
n−1∑
j=0
(−1)jin−j(k − 1) =
n∑
m=1
(−1)mim(k − 1).
Denotaremos por Crs a las combinaciones de r elementos tomados de s en
s. Hacemos notar que Cr0 = 1 y, si r < s, entonces C
r
s = 0.
Recurriendo a argumentos de induccio´n se obtiene la siguiente proposicio´n:
Proposicio´n 5.1. Sea n impar fijo, k fijo, y p ∈ , con p ≥ 1 y k−p ≥ 1.
Resulta
in(k) =
n−1∑
j=0
(−1)jCp−1+jj in−j(k − p)−R(p)
siendo R(p) = 1 +
∑n−1
2
j=0 C
p−1+2j
1+2j .
Demostracio´n. Recurriremos a la induccio´n sobre p. Es claro que para
p = 1 el resultado es cierto.
Supongamos cierto el resultado para p = p0−1 ≥ 1. Veamos que tambie´n
lo es para p = p0.
Tenemos
in(k) =
n−1∑
j=0
(−1)jCp0−2+jj in−j(k − p0 + 1)−R(p0 − 1).
Aplicando lo observado antes de la proposicio´n,
in(k) =
n−1∑
j=0
Cp0−2+jj [(
n−j∑
m=1
(−1)m+1im(k − p0))− δ(j)]−
n−1
2∑
j=0
Cp0−2+2j1+2j − 1
siendo δ(j) = 1 si j es par, y δ(j) = 0 si j es impar.
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Si reordenamos la fo´rmula, obtenemos
in(k) =
n∑
m=1
(−1)m+1im(k−p0)[
n−m∑
j=0
Cp0−2+jj ]−
n−1
2∑
j=0
(Cp0−2+2j2j +C
p0−2+2j
1+2j )−1.
Como consecuencia de las propiedades del tria´ngulo de Tartaglia, se tiene∑m0
j=0C
j0+j
j = C
j0+m0+1
m0 ,
Figura III.14
con lo que resulta la igualdad
in(k) =
n∑
m=1
(−1)m+1im(k− p0)Cp0−1+n−mn−m −
n−1
2∑
j=0
(Cp0−2+2j2j +C
p0−2+2j
1+2j )− 1.
Apelando de nuevo a las propiedades del tria´ngulo de Tartaglia, se observa
que Cj0m0 + C
j0
m0+1
= Cj0+1m0+1, de manera que
in(k) =
n∑
m=1
(−1)m+1im(k − p0)Cp0−1+n−mn−m −
n−1
2∑
j=0
Cp0−1+2j1+2j − 1 =
=
n−1∑
j=0
(−1)jin−j(k − p0)Cp0−1+jj −
n−1
2∑
j=0
Cp0−1+2j1+2j − 1,
que es el resultado buscado.
Proposicio´n 5.2. Sea n par fijo, k fijo, y p ∈ con p ≥ 1 y k − p ≥ 1.
Resulta
in(k) =
n−1∑
j=0
(−1)jCp−1+jj in−j(k − p) +R(p)
siendo R(p) =
∑n−2
2
j=0 C
p+2j
2+2j .
Demostracio´n. Recurriremos a la induccio´n sobre p. Es claro que para
p = 1 el resultado es cierto.
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Supongamos cierto el resultado para p = p0−1 ≥ 1. Veamos que tambie´n
lo es para p = p0.
Tenemos
in(k) =
n−1∑
j=0
(−1)jCp0−2+jj in−j(k − p0 + 1) +
n−2
2∑
j=0
Cp0−1+2j2+2j .
Aplicando lo observado antes de la proposicio´n 5.1,
in(k) =
n−1∑
j=0
Cp0−2+jj [
n−j∑
m=1
(−1)mim(k − p0) + δ(j)] +
n−2
2∑
j=0
Cp0−1+2j2+2j
siendo δ(j) = 1 si j es impar y δ(j) = 0 si j es par.
Si reordenamos la fo´rmula, obtenemos
in(k) =
n∑
m=1
(−1)mim(k − p0)[
n−m∑
j=0
Cp0−2+jj ] +
n−2
2∑
j=0
(Cp0−1+2j1+2j + C
p0−1+2j
2+2j ).
Como consecuencia de las propiedades del tria´ngulo de Tartaglia resulta
la igualdad
in(k) =
n∑
m=1
(−1)mim(k − p0)Cp0−1+n−mn−m +
n−2
2∑
j=0
Cp0+2j2+2j ,
que es el resultado buscado.
Corolario 5.3. Si n es impar, k ≥ 3, y p = k − 1, entonces
in(k) = −1−
n−1
2∑
j=0
Ck−2+2j1+2j .
Si n es par, k ≥ 3, y p = k − 1, entonces
in(k) =
n−2
2∑
j=0
Ck−1+2j2+2j .
Estamos ya en condiciones de calcular la caracter´ıstica de Euler de los
n-productos sime´tricos de k-toros, X (Fn(kT )).
Proposicio´n 5.4. Las caracter´ısticas de Euler de los n-productos sime´tricos
de k-toros, X (Fn(kT )), con k ≥ 2, son
X (Fn(kT )) =
 −1−
∑n−1
2
j=0 C
2k−3+2j
1+2j si n es impar∑n−2
2
j=0 C
2k−2+2j
2+2j si n es par
Si k = 1, entonces X (Fn(T )) = 0.
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Demostracio´n. Consideremos el sistema dina´mico F ′ : kT → kT
Figura III.15
El sistema dina´mico cumple F ′ ' id en kT , con 2(k−1) o´rbitas perio´dicas,
todas ellas puntos fijos, hiperbo´licos, de tipo D(2, 1/2).
Ocurre que X (Fn(kT )) = Λ(Fn(F ′)) = IFnkT (kT, F ′).
Consideremos el sistema dina´mico G′ : Y ′k → Y ′k
Figura III.16
Veamos que
IFnkT (kT, F
′) = IFnY ′k (Y
′
k, G
′).
El ı´ndice de punto fijo de Fn(G′), en un entorno de un punto fijo del tipo
{di1 ∪ · · · ∪ dir ∪ d0} ∈ Fn(Y ′k), es
iFn(Y ′k)(Fn(G
′), Un({di1 ∪ · · · ∪ dir ∪ d0})) = 0
y esto para cualesquiera i1, . . . , ir ∈ {0, 1, . . . , 2(k − 1)}.
Para demostrarlo basta construir una homotop´ıa adecuada que traslade
todos los puntos Fn(G′)(x¯), con x¯ ∈ Un({di1∪· · ·∪dir∪d0}), a una constante
fuera de ese entorno. Esto se podra´ hacer gracias a la dina´mica de G′ sobre
el lazo de Y ′k que tiene a d0 como u´nico punto fijo.
124
En consecuencia,
IFnY ′k
(Y ′k, G
′) =
∑
A⊂{d1,...,d2(k−1)}
iFn(Y ′k)(Fn(G
′), Un({A})).
Asimismo
IFnkT (kT, F
′) =
∑
B⊂{c1,...,c2(k−1)}
iFn(kT )(Fn(F
′), Un({B})).
Utilizando los argumentos expuestos en la proposicio´n 4.6, tenemos que
los sumandos de ambas igualdades coinciden, de modo que esta´ demostrada
la igualdad IFnkT (kT, F
′) = IFn
Y ′k
(Y ′k, G
′).
Obse´rvense los siguientes sistemas dina´micos
H ′ : Y ′k → Y ′k y f : X2k−1 → X2k−1
Figuras III.17a y III.17b
Resulta claro que G′ ' H ′ en Y ′k, con lo que
X (Fn(kT )) = IFnY ′k (Y
′
k,H
′) = in(2k − 1).
La u´ltima igualdad es consecuencia inmediata de aplicar la propiedad de
invariancia por homotop´ıas y la propiedad conmutativa de nuestro ı´ndice.
Tendremos, si k ≥ 2, que 2k−1 ≥ 3, y entonces el resultado del enunciado
es inmediato.
En el caso en que k = 1, lo que tenemos es el sistema dina´mico F ′ : T → T
Figura III.18
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con lo que
X (Fn(T )) = Λ(Fn(F ′)) = IFnT (T,F ′) = 0.
La siguiente proposicio´n permite hallar la caracter´ıstica de Euler de los
n-productos sime´tricos de k-esferas, X (Fn(Sk)).
Proposicio´n 5.5. La caracter´ıstica de Euler de los n-productos sime´tricos
de k-esferas, X (Fn(Sk)), es
X (Fn(S2k+1)) = 0
para todo n ∈ , mientras que
X (Fn(S2k)) =
{
2 si n = 1
3 si n ≥ 2
Demostracio´n. Consideremos los sistemas dina´micos J : Sk → Sk,
Figura III.19
Tenemos dos puntos fijos hiperbo´licos, un repulsor p, y un atractor q.
Supongamos que n ≥ 2. Como J ' id en Sk,
X (Fn(Sk)) = Λ(Fn(J)) = IFnSk ({p}, J)+IFnSk ({q}, J)+iFn(Sk)(Fn(J), Un({p, q})).
Como q es un atractor,
X (Fn(Sk)) = IFnSk ({p}, J) + 1 + I
Fn−1
Sk
({p}, J).
En caso de que n = 1, tendremos
X (F1(Sk)) = IF1Sk({p}, J) + 1.
Supongamos que k es par y n ≥ 2. Entonces X (Fn(Sk)) = 1 + 1 + 1 = 3.
Esto se debe a que IFn
Sk
({p}, J) = IFn−1
Sk
({p}, J) = 1. Para demostrarlo
basta observar que p es un punto fijo del tipo D(2, . . . , 2). Utilizando el
teorema 3.17, ya tenemos el resultado.
Supongamos que k es par y n = 1. Entonces, por ide´ntica razo´n,
X (F1(Sk)) = 1 + 1 = 2.
Supongamos que k es impar y n ≥ 2.
126
Entonces, si n es impar, sabemos, por el teorema 3.17, que IFn
Sk
({p}, J) =
−1 y IFn−1
Sk
({p}, J) = 0, de modo que
X (Fn(Sk)) = −1 + 1 + 0 = 0.
Si n es par, ocurre, por la misma razo´n, que
X (Fn(Sk)) = 0 + 1− 1 = 0.
Supongamos que k es impar y n = 1. Entonces es claro que
X (F1(Sk)) = −1 + 1 = 0.
Queda, por tanto, demostrado el resultado.
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CAPITULO IV
INDICE DE PUNTO FIJO DE ITERACIONES DE
HOMEOMORFISMOS LOCALES DEL PLANO
Resumen. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen, con U
homeomorfo a una bola abierta, y sea K un conjunto compacto, invariante,
aislado y conexo. Introduciremos la nocio´n de filtracio´n fuerte. El ca´lculo
del ı´ndice de punto fijo de cualquier iteracio´n de f en un entorno aislante
de K, i 2(fk, U(K)), es relativamente sencillo para todo K que admita una
filtracio´n fuerte. La existencia de tales filtraciones para compactos de shape
trivial permite obtener de manera corta y elemental un resultado general del
que se desprende, como caso particular, un teorema de Le Calvez-Yoccoz, en
[72], que computa los ı´ndices en condiciones menos generales, con K = {p},
y f preservando la orientacio´n. Las te´cnicas que utilizaremos nos permitira´n
calcular, despue´s, el ı´ndice de punto fijo de toda iteracio´n de f en entorno
aislante de cualquier conjunto compacto, invariante, aislado y conexo.
IV.1. Introduccio´n
La discusio´n sobre la existencia de homeomorfismos minimales de m con
un u´nico punto omitido fue uno de los problemas propuestos por S.Ulam,
e incluido en el famoso Scottish Book, ([84], problema 115). Existen varias
respuestas parciales (ver por ejemplo [3], [5], [6], [84], [104]), pero el pro-
blema permanece abierto. Como consecuencia del teorema de traslacio´n
de Brouwer ([18], [43]) tenemos que no existen homeomorfismos minimales
f : 2 → 2 . Para el plano multiperforado el problema ha resultado ser mu-
cho ma´s complicado. En [54], M. Handel probo´ la no existencia de homeo-
morfismos minimales de 2 \K, donde K es un conjunto finito con, al menos,
dos puntos, y ma´s recientemente Le Calvez y Yoccoz, en [72], han resuelto
completamente este problema. En [42], J. Franks dio´ una demostracio´n
alternativa, ma´s corta, usando te´cnicas del ı´ndice de Conley.
Le Calvez y Yoccoz probaron la no existencia de homeomorfismos mini-
males de 2 \K, para cualquier conjunto K finito, utilizando la teor´ıa del
ı´ndice de punto fijo. Dado un homeomorfismo local que preserva la orien-
tacio´n, f : U ⊂ 2 → 2 , ellos hacen un estudio local en un entorno de un
punto fijo p que es, localmente, un conjunto invariante maximal y que no es
ni repulsor ni atractor. Prueban que existen enteros q, r ≥ 1 tales que
i 2(fk, p) =
{
1− rq si k ∈ r
1 si k /∈ r
Aunque el ı´ndice de Conley facilita una demostracio´n muy breve de la
no existencia de homeomorfismos minimales de 2 \ K, con K finito, sin
embargo no proporciona el profundo ana´lisis local necesario para probar
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este teorema. No obstante, nosotros veremos que manipulando adecuada-
mente cierta clase de objetos, los pares filtrantes, las claves para los ca´lculos
aparecen de manera natural y puede darse una demostracio´n elemental.
El principal objetivo de este cap´ıtulo es proporcionar una prueba alter-
nativa, ma´s breve y simple, del resultado enunciado, as´ı como una genera-
lizacio´n del mismo a conjuntos compactos, conexos, invariantes y aislados.
Nuestras te´cnicas esta´n basadas en las ideas del ı´ndice de Conley, y pueden
ser aplicadas a homeomorfismos, definidos localmente, arbitrarios. Obtene-
mos, de este modo, un teorema general que nos permite calcular el ı´ndice
de punto fijo de cualquier iteracio´n de cualquier homeomorfismo local en un
punto fijo, no repulsor, que sea localmente un conjunto maximal invariante.
Introducimos un tipo especial de index pairs que llamaremos filtraciones
fuertes. Un hecho remarcable es que, una vez obtenido uno de tales index
pairs, el ca´lculo del ı´ndice de punto fijo y los enteros q y r es inmediato. Se
demuestra que estos enteros dependen del comportamiento de f en el con-
junto de salida de una filtracio´n fuerte dada (ver ejemplo 1). De modo ma´s
general, el mismo argumento permite determinar el ı´ndice de punto fijo de
las iteraciones de homeomorfismos en entornos aislantes de conjuntos com-
pactos, invariantes y aislados, que admiten filtraciones fuertes. Finalmente,
con la ayuda de las te´cnicas utilizadas en la primera parte del estudio, ob-
tendremos que se calcula con facilidad el ı´ndice de punto fijo de cualquier
iteracio´n de un homeomorfismo definido localmente, en cualquier conjunto
compacto, invariante, aislado y conexo.
Existe una interesante literatura dedicada al estudio del ı´ndice de punto
fijo en un entorno de un punto fijo aislado (como punto fijo pero no nece-
sariamente como compacto invariante) y su relacio´n con la dina´mica de la
funcio´n. En este sentido recomendamos los trabajos de Alonso y Campos
([2]), M.Brown ([19], [20], [21]), Dancer y Ortega, ([31]), Handel ([55]),
Hirsch ([56], [57]), Le Calvez ([71]), Pelikan y Slaminka ([105]), Shub y Sul-
livan ([117]) y Simon ([118]).
El cap´ıtulo se organiza del siguiente modo: en la Seccio´n IV.2 se prueba
el teorema principal. La Seccio´n IV.3 se dedica a demostrar la existencia de
filtraciones fuertes. Esta parte contiene tambie´n dos teoremas que prueban
la existencia de ciertos bloques aislantes y pares filtrantes peculiares, que
pueden ser aplicados a la teor´ıa del ı´ndice de Conley. Por u´ltimo, la Seccio´n
IV.4 generaliza los resultados obtenidos en las dos secciones precedentes,
sirvie´ndose de las te´cnicas empleadas en ellas. Primeramente se estudian
algunas propiedades topolo´gicas de los conjuntos compactos, invariantes,
aislados y conexos, y de ciertos entornos aislantes suyos. Demostraremos,
por ejemplo, que, dado f : U ⊂ 2 → 2 , un homeomorfismo sobre la
imagen, con U homeomorfo a una bola abierta, tendremos que cualquier
conjunto compacto, invariante, aislado y conexo K tendra´ el shape de un
poliedro finito.
Posteriormente se construyen pares filtrantes adecuados, que permitira´n
extender al caso compacto conexo el teorema principal. Corolario de estos
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teoremas sera´ un interesante resultado sobre homeomorfismos minimales en
la esfera en el que se demuestra que si f : S2 → S2 es un homeomorfismo y
K es un conjunto compacto, propio e invariante con una cantidad finita de
componentes, entonces f : S2 \K → S2 \K no es minimal.
IV.2. Resultados preliminares y teorema principal
Sea la aplicacio´n continua, definida localmente, f : U ⊂ X → X, con U
abierto de X. Dado un conjunto N ⊂ U , definimos el conjunto de salida de
N como
N− = {x ∈ N tal que f(x) /∈ int(N)}.
Definicio´n 2.1. (Ver [44]). Sea K un conjunto compacto, invariante y
aislado, y sea (N,L), con L ⊂ N , un par compacto contenido en el interior
del dominio de f . El par (N,L) se denomina par filtrante para K si N y L
son las clausuras de sus interiores y
1) cl(N \ L) es un entorno aislante de K.
2) L es un entorno de N− en N y
3) f(L) ∩ cl(N \ L) = ∅.
La pro´xima definicio´n esta´ basada en el concepto de par filtrante, y es
clave para poder efectuar un ca´lculo inmediato del ı´ndice de punto fijo de
cualquier iteracio´n de un homeomorfismo, definido localmente, del plano.
Definicio´n 2.2. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen y sea K un conjunto compacto, invariante y aislado. Supongamos
que (N,L), con L ⊂ N , es un par compacto contenido en el interior de U .
El par (N,L) se llama filtracio´n fuerte para K si N y L son las clausuras de
sus interiores y
1) N y ∂(N \ L) son homeomorfos a un disco y a S1 respectivamente.
2) cl(N \ L) es un entorno aislante de K.
3) f(cl(N \ L)) ⊂ int(N).
4) Para toda componente Li de L, ∂N (Li) es un arco, y existe un disco
topolo´gico Bi tal que ∂N (Li) ⊂ Bi ⊂ Li, Bi∩N− 6= ∅ y f(Bi)∩cl(N \L) = ∅.
El teorema que a continuacio´n enunciamos garantiza, en determinadas
circunstancias, la existencia de filtraciones fuertes. Ofreceremos la demostra-
cio´n en la seccio´n siguiente (tras el teorema 3.4).
Teorema 2.3. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen,
con U abierto, y sea K un conjunto compacto, invariante, aislado, conexo
y no repulsor, K = Inv(V, f), donde V ⊂ U es homeomorfo a una bola
abierta. Entonces existe una filtracio´n fuerte (N,L) para K.
Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen y sea (N,L)
una filtracio´n fuerte para K, un conjunto compacto, invariante y aislado. L
es la unio´n de sus componentes L = L1 ∪ · · · ∪ Lm.
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Tenemos que
f |cl(N\L) : cl(N \ L)→ N
y, para todo i, existe un j tal que f(∂N (Li)) ⊂ int(Lj).
Consideremos el espacio cociente cl(N \ L)/ ∼ que resulta de identificar
cada ∂N (Li) a un punto qi (si i 6= j entonces qi 6= qj).
Consideremos la aplicacio´n proyeccio´n
pi : cl(N \ L)→ cl(N \ L)/ ∼
y
r : N → cl(N \ L)
retraccio´n en la que cada Li se retrae a ∂N (Li), con r(x) = x si x ∈ cl(N \L).
Definimos, ahora, f ′ = pi ◦ r ◦ f ◦ pi−1,
f ′ : cl(N \ L)/ ∼ \{q1, . . . , qm} → cl(N \ L)/ ∼
Resulta que f ′ es continua y, en un entorno suficientemente pequen˜o de
K, f ′ ≡ f . Como f(∂N (Li)) ⊂ int(Lj), f ′ admite una u´nica extensio´n
continua
f ′ : cl(N \ L)/ ∼→ cl(N \ L)/ ∼
tal que f ′(U ′(qi)) = qj para un entorno U ′(qi) de qi.
Tenemos f ′({q1, . . . , qm}) ⊂ {q1, . . . , qm}. De hecho f ′(qi) = qj si, y so´lo
si, f(∂N (Li)) ⊂ int(Lj).
Es claro que
Fixcl(N\L)/∼(f ′) ⊂ K ∪ {q1, . . . , qm}
y como cl(N \ L) es un entorno aislante de K,
Fixcl(N\L)/∼((f ′)k) ⊂ K ∪ {q1, . . . , qm}.
Ejemplo 1. Presentamos, a continuacio´n, algunos homeomorfismos para
los que calculamos el ı´ndice de punto fijo y los enteros r y q del teorema de
Le Calvez-Yoccoz y nuestro teorema principal. Daremos ejemplos para el
caso en que el homeomorfismo preserva la orientacio´n y para el caso en que
la invierte.
Sea N = {x ∈ 2 tal que ‖x‖ ≤ 21/2} y sea f : 2 → 2 un homeomor-
fismo que genera el sistema dina´mico discreto de la figura IV.1a. Conside-
remos un ² > 0 suficientemente pequen˜o y L la unio´n de los ²-entornos,
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en N , de (1, 1), (−1, 1), (−1,−1) y (1,−1) (ver figura IV.1b).
Figuras IV.1a y IV.1b
Sean g, s : 2 → 2 una pi/2-rotacio´n y una simetr´ıa con respecto a
{x− y = 0} respectivamente.
El punto 0 ∈ N es un conjunto compacto, invariante, aislado y no repulsor,
yN es un entorno aislante de {0} para f, g◦f y s◦f . En todos los casos el par
(N,L) es una filtracio´n fuerte. Consideramos qi = pi(∂N (Li)) ∈ cl(N \L)/ ∼
para i ∈ {1, 2, 3, 4}.
Ocurre que
Fixcl(N\L)/∼((f ′)k) = {0, q1, q2, q3, q4}.
En este caso tenemos, adema´s de {0}, cuatro o´rbitas perio´dicas de per´ıodo
uno. Entonces r = 1 y q = 4. Por tanto, para todo k ∈ ,
i 2(fk, 0) = −3.
F ixcl(N\L)/∼(((g ◦ f)′)k) =
{ {0, q1, q2, q3, q4} si k ∈ 4
{0} si k /∈ 4
Aqu´ı (g ◦ f)′ tiene, adema´s de {0}, una o´rbita perio´dica de per´ıodo cuatro.
Entonces r = 4, q = 1 y
i 2((g ◦ f)k, 0) =
{ −3 si k ∈ 4
1 si k /∈ 4
Por otro lado, s ◦ f invierte la orientacio´n.
Fixcl(N\L)/∼(((s ◦ f)′)k) =
{ {0, q1, q2, q3, q4} si k ∈ 2
{0} si k /∈ 2
(s ◦ f)′ tiene, adema´s de {0}, q = 1 o´rbitas perio´dicas de per´ıodo dos y
dos puntos fijos. Entonces, nuestro teorema principal garantiza que
i 2((s ◦ f)k, 0) =
{ −3 si k es par
−1 si k es impar
Definicio´n 2.4. Sea θ(p1) = {p1, . . . , ps} ⊂ {q1, . . . , qm} una o´rbita
perio´dica de f ′. Decimos que pi, pj ∈ θ(p1) son adyacentes en θ(p1) si existe
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un arco γ contenido en ∂(N \ L)/ ∼, que es un conjunto homeomorfo a S1,
de modo que γ conecta a pi con pj y γ ∩ θ(p1) = {pi, pj}.
Lema 2.5. Sea θ(p1) = {p1, . . . , ps} ⊂ {q1, . . . , qm} una o´rbita perio´dica
de per´ıodo s de f ′. Si pi y pj son adyacentes en θ(p1), entonces sus ima´genes
pi+1 y pj+1 tambie´n son adyacentes.
Demostracio´n. Si f ′ fuese un homeomorfismo, la demostracio´n ser´ıa sim-
ple. Desafortunadamente f ′ nunca es inyectiva, de modo que la prueba sera´
ma´s elaborada, aunque las ideas esenciales son las mismas.
Consideremos el arco de la definicio´n 2.4 que une pi con pj, y que deno-
taremos por pipj. Diremos que pipj hace adyacentes en θ(p1) a pi y pj .
Sea
LiLj = (pi)−1(pipj) ⊂ ∂(N \ L).
LiLj es un arco, de extremos a ∈ ∂N (Li) y b ∈ ∂N (Lj). Entonces
f(LiLj) ⊂ int(N) es un arco.
Sean Li+1, Lj+1 tales que f(∂N (Li)) ⊂ int(Li+1) y f(∂N (Lj)) ⊂ int(Lj+1).
Como N−∩Bi 6= ∅, se puede construir un arco γi en Bi que conecta el punto
a con a′ ∈ N−, γi ∩N− = {a′} y γi ∩ ∂N (Li) = {a}.
Resulta que f(γi) es un arco, f(γi) ⊂ Li+1, uniendo el extremo f(a) con
∂(N), f(γi) ∩ ∂(N) = {f(a′)}, f(γi) ∩ f(∂N (Li)) = {f(a)}.
Denotamos Ki+1 = f(γi). Consideramos un arco similar γj para Lj, y
llamamos Kj+1 = f(γj).
Es claro que f(LiLj) ∪Ki+1 ∪Kj+1 es un arco que descompone a N en
dos componentes.
Sea R la componente (cerrada) tal que R ∩K = ∅ (no es necesario que
K sea conexo para poder afirmar esto). ∂(R) es homeomorfo a S1, con
f(LiLj) ∪Ki+1 ∪Kj+1 ⊂ ∂(R) (ver figura IV.2).
Figura IV.2
Consideremos el arco
A = ∂(N) ∩R ⊂ ∂(N).
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Definimos pi+1pj+1 = (pi ◦ r)(A), un arco en ∂(N \ L)/ ∼≡ S1 que une
pi+1 con pj+1.
Veremos que pi+1 y pj+1 son adyacentes (en θ(p1)) ya que
pi+1pj+1 ∩ θ(p1) = {pi+1, pj+1}.
Supongamos que existe un pk ∈ θ(p1) ∩ pi+1pj+1, con pk /∈ {pi+1, pj+1}.
Consideremos pk−1 ∈ θ(p1), tal que f ′(pk−1) = pk. Resulta evidente que
pk−1 /∈ pipj y f(∂N (Lk−1)) ⊂ int(Lk).
(pi)−1(pk−1) = ∂N (Lk−1)
(pi)−1(pk) = ∂N (Lk) ⊂ (pi)−1(pi+1pj+1).
Denotamos (pi)−1(pi+1pj+1) = Li+1Lj+1.
Adema´s, f(∂N (Lk−1)) ⊂ int(R). En efecto, si x ∈ ∂N (Lk−1) es tal que
f(x) ∈ Lk\int(R), existe un arco γyx ⊂ Bk−1, γyx con extremos x ∈ ∂N (Lk−1),
y ∈ Bk−1 ∩N−, γyx ∩N− = {y} y γyx ∩ ∂N (Lk−1) = {x}. As´ı, f(y) ∈ ∂(N).
Es claro que f(γyx) ⊂ Lk.
Como f(x) /∈ int(R) y f(y) ∈ ∂(N) ∩ Lk ⊂ A ⊂ R, entonces existe un
z ∈ γyx tal que f(z) ∈ ∂(R). Pero f(γyx) so´lo podra´ cortar a ∂(R) en f(LiLj)
ya que, por construccio´n, no lo puede hacer con Ki+1 y Kj+1. As´ı que
f(z) ∈ f(LiLj), y z ∈ LiLj . Consecuentemente z ∈ intN (Lk−1) ∩ LiLj, lo
que nos lleva a una contradiccio´n.
Como K esta´ en la componente acotada de 2 \ f(∂(N \L)), ocurre que
f(LiLj) = f(∂(N \ L)) ∩R.
Por otro lado, f(∂N (Lk−1)) ⊂ int(R)∩f(∂(N \L)). Entonces tendr´ıamos
que ∂N (Lk−1) ⊂ LiLj. Obtenemos, de este modo, una contradiccio´n con el
hecho de que pk−1 /∈ pipj.
Lema 2.6. Utilizando la notacio´n del lema anterior, sean ∂N (Li) 6=
∂N (Lj), tales que Li+1 6= Lj+1. Consideremos un arco LiLj . Si ∂N (Lk) ⊂
LiLj, entonces
∂N (Lk+1) ⊂ Li+1Lj+1
donde Lk+1 ∈ {L1, . . . , Lm} es tal que f(∂N (Lk)) ⊂ int(Lk+1).
Demostracio´n. Sabemos que es posible construir un arco γk en Bk que
conecta el punto ak, extremo del arco ∂N (Lk), con a′ ∈ N− y tal que
γk ∩ N− = {a′}. Entonces f(γk) ⊂ Lk+1 es un arco que conecta f(ak) ∈
int(Lk+1) con ∂(N),
f(γk) ∩ ∂(N) = {f(a′)} y f(γk) ∩ f(∂N (Lk)) = {f(ak)}.
Dada la regio´n R como en el lema anterior, tenemos que
f(γk) ∩ ∂N (R) = {f(ak)}.
Entonces
1) f(γk) ⊂ (N \R) ∪ {f(ak)},
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o bien
2) f(γk) ⊂ R.
Es claro que f(ak) ∈ int(f(cl(N \ L)) ∪R).
Si se da 1), como f(a′) ∈ ∂(N), resulta que
f(γk) ∩ (f(∂(N \ L)) \ {f(ak)}) 6= ∅.
Por la construccio´n de γk esto es imposible.
Si se da 2), f(a′) ∈ Lk+1∩(∂(N)∩R). Entonces f(a′) ∈ A (arco que deter-
minaba Li+1Lj+1). As´ı, r(f(a′)) ∈ ∂N (Lk+1) ∩ Li+1Lj+1. En consecuencia,
∂N (Lk+1) ⊂ Li+1Lj+1.
Proposicio´n 2.7. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen, con (N,L) una filtracio´n fuerte para K, un conjunto compacto,
invariante y aislado. Entonces
a) Si f preserva la orientacio´n, todas las o´rbitas perio´dicas de f ′ en
{q1, . . . , qm} tienen el mismo per´ıodo.
b) Si f invierte la orientacio´n, entonces f ′ no tiene ma´s de dos puntos
fijos en {q1, . . . , qm} y el per´ıodo de sus puntos perio´dicos es menor o igual
que 2.
Demostracio´n. a) Fijemos una orientacio´n en ∂(N \ L). Recue´rdese que
f(∂(N \ L)) circunda a K, preservando la orientacio´n.
Entonces, los arcos orientados LiLj y Li+1Lj+1 tienen la misma orienta-
cio´n en ∂(N \L). En consecuencia, pi+1pj+1 preserva la orientacio´n de pipj
en ∂(N \ L)/ ∼.
Consideremos dos o´rbitas perio´dicas, distintas, de f ′ en {q1, . . . , qm} a las
que denotaremos por θ(p1) = {p1, . . . , pr} y θ(p′1) = {p′1, . . . , p′s}.
|θ(p1)| = r y |θ(p′1)| = s. Veamos que r = s.
Si p′1 ∈ pipj , arco que hace adyacentes en θ(p1) a pi y pj, entonces
(pi)−1(p′1) = ∂N (L′1) con L′1 ∈ {L1, . . . , Lm} cumpliendo que ∂N (L′1) ⊂
LiLj = (pi)−1(pipj).
Debido al u´ltimo lema, si f ′(p′1) = p′2, entonces (pi)−1(p′2) = ∂N (L′2)
es tal que ∂N (L′2) ⊂ Li+1Lj+1 = (pi)−1(pi+1pj+1). Tenemos, pues, que
p′2 ∈ pi+1pj+1.
Por otro lado, como pipj es un arco que hace adyacentes en θ(p1) a sus
extremos, ocurre que, como se hac´ıa en el lema 2.5 para definir pi+1pj+1, se
pueden definir ahora los arcos pi+kpj+k, que hara´n tambie´n adyacentes en
θ(p1) a sus extremos, y esto para todo k.
Si pi+lpj+l ∩ pi+l′pj+l′ 6= ∅ con l 6= l′ menores que r, entonces
pi+lpj+l ∩ pi+l′pj+l′ ⊂ {pi+l ∪ pj+l}.
La otra posibilidad ser´ıa pi+lpj+l = pi+l′pj+l′, pero entonces, al preser-
varse la orientacio´n, pipj mantiene la orientacio´n de pi+lpj+l, y la de pi+l′pj+l′
con lo que llegamos a la contradiccio´n de que pi+l = pi+l′ y pj+l = pj+l′ con
l, l′ < r.
135
Se obtiene p′1 ∈ pipj , p′2 ∈ pi+1pj+1, . . . , p′r ∈ pi+r−1pj+r−1, de modo que
p′l 6= p′l′ para todo l 6= l′ (≤ r). En consecuencia
s = |θ(p′1)| ≥ r = |θ(p1)|.
Por un argumento ide´ntico obtendremos r ≥ s con lo que resulta r = s.
b) Veremos primero que el per´ıodo de los puntos perio´dicos es menor o
igual que 2. Supongamos lo contrario, esto es, que existe θ(p1) con |θ(p1)| =
r > 2. Sean pi, pj adyacentes en θ(p1). Consideremos el arco orientado
pipj que no contiene ningu´n otro elemento de θ(p1). Tendremos que el
arco orientado pi+1pj+1 que hace adyacentes a pi+1 y pj+1, tiene orientacio´n
opuesta a la de pipj . Como r > 2, ocurre que
pipj ∩ pi+1pj+1 = ∅.
Repitamos el argumento. Consideremos el arco orientado pjpk1, que hace
adyacentes a pj y pk1 6= pi en θ(p1), y construyamos pj+1pk1+1, un arco que
hace adyacentes en θ(p1) a pj+1 y pk1+1, cambiando la orientacio´n de pjpk1.
Tendremos que
pjpk1 ∩ pj+1pk1+1 = ∅.
Repitiendo el proceso se obtienen {k2, . . . , kr}, de manera que pkr−1pkr
hace adyacentes en θ(p1) a pkr−1 y pkr . Ocurre que
pkr−1pkr ∩ pkr−1+1pkr+1 = ∅,
con orientaciones opuestas, y tal que existe un arco pkrpkr+1 que hace ad-
yacentes en θ(p1) a pkr y pkr+1.
Tenemos, por un lado, a pkrpkr+1, un arco de extremos adyacentes en
θ(p1) y, por otro, a f ′(pkr)f ′(pkr+1), un arco de extremos adyacentes en
θ(p1), de orientacio´n opuestas. Entonces
f ′(pkr+1) = pkr .
Como f ′(pkr) = pkr+1 llegamos a contradiccio´n, al ser r > 2.
So´lo nos queda ver que f ′ no tiene ma´s de dos puntos fijos en {q1, . . . , qm}.
Supongamos que pi, pj ∈ {q1, . . . , qm} son dos puntos fijos de f ′. Con-
sideremos un arco pipj en ∂(N \ L)/ ∼ de extremos pi, pj . Entonces pipj y
pi+1pj+1 tienen orientaciones opuestas, de modo que
pipj ∩ pi+1pj+1 = {pi ∪ pj}.
En consecuencia no existen ma´s puntos fijos.
Teorema Principal 2.8. Sea f : U ⊂ 2 → 2 un homeomorfismo
sobre la imagen y sea K un conjunto compacto, invariante, aislado, conexo
y no repulsor, K = Inv(V, f), con V ⊂ U homeomorfo a una bola abierta.
Escojamos una filtracio´n fuerte (N,L) para K. Pueden darse dos casos,
a) f preserva la orientacio´n. Entonces,
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i 2(fk, V ) =
{
1− rq si k ∈ r
1 si k /∈ r
siendo k ∈ , q el nu´mero de o´rbitas perio´dicas de f ′ en {q1, . . . , qm} y r el
per´ıodo de todas ellas.
b) f invierte la orientacio´n. Entonces:
1) Si f ′ no tiene puntos fijos en {q1, . . . , qm} ocurre
i 2(fk, V ) =
{
1 si k es impar
1− 2q si k es par
2) Si f ′ tiene un u´nico punto fijo en {q1, . . . , qm} ocurre
i 2(fk, V ) =
{
0 si k es impar
1− (2q + 1) si k es par
3) Si f ′ tiene dos puntos fijos en {q1, . . . , qm} ocurre
i 2(fk, V ) =
{ −1 si k es impar
1− (2q + 2) si k es par
siendo q el nu´mero de o´rbitas de per´ıodo 2 de f ′ en {q1, . . . , qm}.
Demostracio´n. a) {q1, . . . , qm} se descompone en puntos eventualmente
perio´dicos y perio´dicos. Por la proposicio´n 2.7 existen q ≥ 1 o´rbitas perio´-
dicas, todas ellas de per´ıodo r ≥ 1.
Por otro lado, usando el hecho de que cl(N \ L)/ ∼ es un AR,
1 = icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) =
= icl(N\L)/∼((f ′)k, V ′) +
∑
qi∈Fix((f ′)k)
icl(N\L)/∼((f ′)k, qi)
siendo V ′ un entorno aislante suficientemente pequen˜o de K.
No´tese que icl(N\L)/∼((f ′)k, V ′) = i 2(fk, V ) y , como (f ′)k es constante
en un pequen˜o entorno de cada qi ∈ Fix((f ′)k), entonces icl(N\L)/∼((f ′)k, qi) =
1 para todo qi ∈ Fix((f ′)k).
Resulta evidente, entonces, que
i 2(fk, V ) = 1−
∑
qi∈Fix((f ′)k)
icl(N\L)/∼((f ′)k, qi) =
{
1− rq si k ∈ r
1 si k /∈ r
b) Ana´logo al caso a).
Corolario 2.9. Supongamos que estamos en las condiciones del teorema
principal. Entonces
a) Si K = {p} y f preserva la orientacio´n, obtenemos el teorema de Le
Calvez-Yoccoz, enunciado en la introduccio´n, pero para k ∈ .
b) Si f invierte la orientacio´n y i 2(f, V ) es par (impar), entonces i 2(fk, V )
es par (impar) para todo k ∈ .
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Observacio´n 2.10. Hacemos notar que el teorema principal esta´ enun-
ciado para iteraciones fk, con k ∈ , mientras que el teorema de Le Calvez-
Yoccoz se aplica para k ∈ con f preservando la orientacio´n y K = {p} no
atractor ni repulsor. Nuestras te´cnicas de demostracio´n del teorema princi-
pal tambie´n sera´n va´lidas con k < 0, preserve f o no la orientacio´n, siendo K
un conjunto compacto, invariante, aislado, conexo, no atractor ni repulsor,
K = Inv(V, f), con V homeomorfo a una bola abierta, ya que se puede pro-
bar que tanto f como f−1 admiten filtraciones fuertes en K con las mismas
propiedades. La demostracio´n de esto, aunque no dif´ıcil, es engorrosa y no
la haremos aqu´ı.
Corolario 2.11. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen. Supongamos que existe una filtracio´n fuerte (N,L) para K =
Inv(cl(N \ L), f), no necesariamente conexo. Entonces ocurre que los ar-
gumentos utilizados nos sirven para demostrar que el teorema principal es
tambie´n cierto en este caso.
Observacio´n 2.12. Sea f : U ⊂ 2 → 2 una aplicacio´n continua.
Supongamos que existe una filtracio´n fuerte (N,L) para f enK = Inv(cl(N\
L), f) y que se cumplen las condiciones:
a) f |∂(N)∪( mi=1Bi) es un homeomorfismo sobre la imagen,
b) f(∂(N \ L)) genera un dominio de Jordan que contiene a K.
Entonces los argumentos utilizados sirven, palabra por palabra, para de-
mostrar el teorema principal en esta situacio´n.
M.Shub y D.Sullivan probaron, en [117], que, para aplicaciones C1, f :
U ⊂ m → m y un punto fijo aislado p ∈ U , i m(fk, p) es funcio´n acotada
de k. El siguiente corolario es un resultado similar en nuestro contexto.
Corolario 2.13. Sea f : U ⊂ 2 → 2 un homeomorfismo local. Sea
p ∈ U un punto fijo de f , no repulsor, tal que {p} es un conjunto invariante
y aislado. Entonces i 2(fk, p) es funcio´n acotada de k.
IV.3. Existencia de filtraciones fuertes
Definicio´n 3.1. Un conjunto compacto N es llamado bloque aislante si
f(N) ∩N ∩ f−1(N) ⊂ int(N).
En el libro de Easton [39] se encuentra una demostracio´n muy elegante de
la existencia de bloques aislantes para cada compacto invariante y aislado.
Observacio´n 3.2. Una definicio´n equivalente de bloque aislante es la
siguiente:
Para todo x ∈ ∂(N) ocurre que f(x) /∈ N o´ f−1(x) /∈ N .
Demostracio´n. Supongamos que f(N)∩N∩f−1(N) ⊂ int(N). Entonces,
dado x ∈ ∂(N), debe ocurrir que f(x) /∈ N o´ f−1(x) /∈ N , ya que, en
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caso contrario tendr´ıamos que f(x), f−1(x) ∈ N , con lo que llegamos a una
contradiccio´n.
Supongamos, ahora, que para todo x ∈ ∂(N), o bien f(x) /∈ N , o f−1(x) /∈
N . Entonces, si no se diese f(N) ∩N ∩ f−1(N) ⊂ int(N), tendr´ıamos que
existe un x0 ∈ f(N)∩ ∂(N)∩ f−1(N), lo que nos lleva a una contradiccio´n.
Teorema 3.3. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen,
con U abierto, y sea K = Inv(V, f) un conjunto compacto, invariante,
aislado y conexo, con V ⊂ U homeomorfo a una bola abierta (siK = {p} esto
siempre es posible). Entonces existe un bloque aislante, N , arbitrariamente
pequen˜o, tal que N es homeomorfo a un disco y K = Inv(N, f) ⊂ int(N).
Demostracio´n. Sea U0 una bola abierta tal que cl(U0) es una bola cerrada
con K = Inv(cl(U0), f) ⊂ U0.
Sea M una variedad compacta, M ⊂ cl(U0), M bloque aislante de K =
Inv(M,f) ⊂ int(M) (ver en teorema 3.7 de [44] la existencia de tal M).
M es un disco con una cantidad finita de agujeros {D1, . . . ,Dn}. De-
notamos por D(M) al disco que se obtiene de rellenar los agujeros de M ,
D(M) = M ∪ (⋃ni=1Di).
Estudiemos el comportamiento de f en {D1, . . . ,Dn}. Existen tres casos
posibles:
A) Existe un D0 ∈ {D1, . . . ,Dn} tal que
f(D0) ⊂M o´ f−1(D0) ⊂M.
B) Existe un D0 ∈ {D1, . . . ,Dn} tal que
f(D0) 6⊂ D(M) o´ f−1(D0) 6⊂ D(M).
C) Negacio´n de los dos anteriores, esto es, para todo Dj tenemos
f(Dj) ⊂ D(M), f(Dj) ∩ int(
n⋃
i=1
Di) 6= ∅.
y
f−1(Dj) ⊂ D(M), f−1(Dj) ∩ int(
n⋃
i=1
Di) 6= ∅.
Para cada uno de los casos enunciados transformaremos M en una varie-
dad M1 con, al menos, un agujero menos. Vea´moslo.
Caso A). Sea D0 tal que f(D0) ⊂ M (si f−1(D0) ⊂ M , el argumento
es similar). Definimos, entonces, M1 = M ∪ D0 ⊂ cl(U0). Ocurre que M1
sigue siendo una variedad, con n− 1 agujeros, y tal que K = Inv(M1, f) ⊂
int(M1).
Demostremos que M1 es un bloque aislante. Sabemos, debido a que f(D0)
esta´ contenido en el bloque aislante M , que f−1(D0) ∩M = ∅. Por otro
139
lado, es claro que f−1(D0) 6⊂ D0, ya que D0 ⊂ cl(U0), que es un entorno
aislante de K, de modo que f−1(D0) ∩M1 = ∅.
Sea x ∈ ∂(M1). Entonces x ∈ ∂(M) y, al ser M un bloque aislante, ocurre
1) f(x) /∈M o´ 2) f−1(x) /∈M .
Si se da 1), entonces f(x) /∈M1, ya que, de ser f(x) ∈M1 \M , entonces
f(x) ∈ int(D0). Esto es contradictorio con el hecho de que f−1(D0)∩M1 =
∅.
Si se da 2), entonces f−1(x) /∈ M1, ya que, de ser f−1(x) ∈ M1 \M ,
entonces f−1(x) ∈ int(D0). Como f(D0) ⊂M , tenemos un absurdo ya que
x = f(f−1(x)) ∈ int(M) y x ∈ ∂(M).
En consecuencia, M1 es un bloque aislante, y una variedad (bola) con un
agujero menos que M , tal que K = Inv(M1, f) ⊂ int(M1).
Caso B). Sea D0 tal que f(D0) 6⊂ D(M) (si f−1(D0) 6⊂ D(M) la de-
mostracio´n es ana´loga). Existe un D′0 ∈ {D1, . . . ,Dn} (probablemente
D′0 6= D0) y un arco
γ : I → f(M) \D(M),
con γ(0) = p1, γ(1) = q1, γ((0, 1)) ⊂ int(f(M)), tal que
p1 ∈ ∂(f(D′0)) \D(M)
q1 ∈ ∂(f(D(M))) \D(M).
Consideraremos un entorno suficientemente pequen˜o, γ², de γ(I), tal que
γ² es homeomorfo a una bola cerrada y γ(I) ⊂ intf(M)(γ²) ⊂ f(M)\D(M).
Tenemos que f−1(p1) ∈ ∂(D′0), f−1(q1) ∈ ∂(D(M)) , f−1(γ((0, 1))) ⊂
int(M) y f−1(γ(I)) es un arco en M que une el borde de D′0 con el borde
del disco D(M).
Sea V²′ un entorno, abierto en M , de f−1(γ(I)). Por ejemplo, V²′ =
B²′(f−1(γ(I))) ∩M , con ²′ > 0 tan pequen˜o como para que V²′ sea con-
tractible, f−1(γ(I)) ⊂ V²′ ⊂ f−1(γ²), y
M1 = M \ V²′
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sea una variedad conexa.
Figuras IV.3a y IV.3b
M1 es una bola con n− 1 agujeros porque D′0 ha desaparecido. Resulta
claro que K = Inv(M1, f) ⊂ int(M1).
Veamos que M1 es un bloque aislante. Sea x ∈ ∂(M1). Entonces puede
ocurrir 1) x ∈ ∂(M) o´ 2) x ∈ ∂(V²′).
Si se da 1), entonces f(x) /∈ M o´ f−1(x) /∈ M , con lo que f(x) /∈ M1 o´
f−1(x) /∈M1.
Si se da 2), entonces f(x) ∈ γ² ⊂ f(M) \M , luego f(x) /∈M1.
Caso C). Sea n0 ∈ , de modo que |n0| ∈ es el menor natural tal que
fn0(D1 ∪ · · · ∪Dn) 6⊂ D(M).
Es claro que n0 existe al ser K = Inv(cl(U0)). Adema´s, |n0| ≥ 2.
Supondremos, sin pe´rdida de generalidad, que n0 es positivo. Sea D0 ∈
{D1, . . . ,Dn} tal que fn0(D0) 6⊂ D(M). Sea pn0 = fn0(p0) ∈ fn0(int(D0)),
con pn0 /∈ D(M).
Sabemos que existen Di1 , . . . ,Din tales que
(1) f(D1) ∩ int(Di1) 6= ∅, . . . , f(Dn) ∩ int(Din) 6= ∅.
Definimos
A0(M) = D1 ∪ · · · ∪Dn
A1(M) = A0(M) ∪ V1
siendo V1 una variedad compacta, homeomorfa a f(A0(M)). Podemos es-
coger V1 ⊂ int(f(A0(M))), transversal a A0(M), tan pro´ximo a f(A0(M))
como para que p1 = f(p0) ∈ int(V1) y, de modo que , en virtud de (1), la
variedad A1(M) tenga un nu´mero de componentes conexas menor o igual
que n. Entonces A1(M) es una cantidad finita de bolas (a lo sumo n), con
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una cantidad finita de agujeros cada una (A1(M) es una variedad compacta).
Figura IV.4
Sea D(A1(M)) el conjunto obtenido de tapar los agujeros de A1(M).
D(A1(M)) es una unio´n finita de discos que contiene a A1(M). Existen dos
situaciones posibles para K:
a) K ⊂ cl(D(A1(M)) \A1(M)).
b) K 6⊂ cl(D(A1(M)) \A1(M)).
Si se da a), ocurre, al ser K conexo, que K ⊂ G, siendo G un agujero de
alguna componente conexa ,[A1(M)]K , de A1(M). Definimos
M1 = G \
n⋃
i=1
int(Di).
Figura IV.5
Es claro que K = Inv(M1, f) ⊂ int(M1) ya que K∩A1(M) = ∅. Adema´s,
M1 es una variedad compacta (bola) con, a lo ma´s, n−1 agujeros ([A1(M)]K
contiene al menos uno).
Veamos, ahora, que M1 es un bloque aislante. Sea x ∈ ∂(M1). Entonces
x ∈ ∂(A1(M)) ∪ ∂(A0(M)). Por tanto x ∈ ∂(A0(M)) o´ x ∈ ∂(V1).
En el primer caso x ∈ ∂(Di) para algu´n i ∈ {1, . . . , n}. Por ello f(x) /∈M
o´ f−1(x) /∈M . Como M1 ⊂M , f(x) /∈M1 o´ f−1(x) /∈M1.
En el segundo caso, al ser x ∈ ∂(V1), tenemos f−1(x) ∈ int(A0(M)).
Luego f−1(x) /∈M .
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As´ı, en el caso a), pasamos de M , una variedad con n agujeros, a M1, que
es una variedad con, a lo ma´s, n− 1 agujeros.
Si se da b), comoK∩A1(M) = ∅ yK es conexo, entoncesK∩D(A1(M)) =
∅. Definimos
M1 = M \ int(D(A1(M))).
Tenemos que M1 ⊂ M , A0(M) =
⋃n
i=1Di = D(A0(M)) ⊂ D(A1(M))
con K = Inv(M1, f) ⊂ int(M1). Adema´s {p0, f(p0)} ⊂ D(A1(M)), que son
los agujeros de M1. Tenemos que M1 es una bola con, a lo ma´s, n agujeros.
Veamos que M1 es un bloque aislante. Sea x ∈ ∂(M1). Entonces x ∈
∂(M) o´ x ∈ ∂(A1(M)) \ ∂(M).
En el primer caso tenemos que f(x) /∈M o´ f−1(x) /∈M . Como M1 ⊂M ,
ocurre que f(x) /∈M1 o´ f−1(x) /∈M1.
En el segundo caso x ∈ ∂(V1), luego f−1(x) ∈ int(A0(M)). En conse-
cuencia, f−1(x) /∈M1.
Si n0 = 2, M1 esta´ en las condiciones del caso B), lo que nos permitira´
reducir el nu´mero de agujeros de la variedad. Si n0 > 2, resulta evidente
que las componentes conexas de D(A1(M)) cumplen, en M1, las condiciones
del caso C). Repetimos el argumento arriba expuesto y construimos
A1(M1), D(A1(M1)) y M2
con K = Inv(M2, f) ⊂ int(M2), siendo M2 una variedad compacta (bola
con agujeros) y un bloque aislante, y siendo D(A1(M1)) la familia de agu-
jeros de M2, con n componentes conexas o menos.
Adema´s, {p0, f(p0), f2(p0)} ⊂ D(A1(M1)) y n0 − 1 es el menor natural
tal que fn0−1(D(A1(M1))) 6⊂M1 ∪D(A1(M1)) = M ∪D(A0(M)).
Por induccio´n obtenemos A1(Mn0−2), D(A1(Mn0−2)) y Mn0−1, una varie-
dad compacta (bola con agujeros), bloque aislante, conK = Inv(Mn0−1, f) ⊂
int(Mn0−1), siendo D(A1(Mn0−2)) la familia de agujeros de Mn0−1, con
n componentes conexas o menos. Adema´s {p0, f(p0), . . . , fn0−1(p0)} ⊂
D(A1(Mn0−2)).
Como pn0 = f(f
n0−1(p0)) /∈M ∪D(A0(M)), y Mn0−1∪D(A1(Mn0−2)) =
M ∪D(A0(M)), entonces
pn0 /∈Mn0−1 ∪D(A1(Mn0−2)).
Estamos, por tanto, en las condiciones del caso B) y la demostracio´n
acaba aqu´ı.
Teorema 3.4. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen,
con U ⊂ 2 abierto, y sea K = Inv(V, f) un conjunto compacto, invariante,
aislado, conexo y no repulsor, siendo V ⊂ U homeomorfo a una bola abierta.
Entonces, existe un par filtrante (N,L) para K, N bloque aislante, con N
y las componentes de L discos topolo´gicos.
Demostracio´n. Sea N el bloque aislante construido en el teorema anterior.
Siguiendo la demostracio´n del teorema 3.7 en [44], tendremos que existe
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L = L1 ∪ · · · ∪ Ln de modo que (N,L) es un par filtrante para K, y L es
una variedad de dimensio´n 2. Entonces L es la unio´n finita de n bolas, cada
una con una cantidad finita de agujeros.
Dado G, un agujero de Li, veamos que K ∩ G = ∅. Supondremos lo
contrario. Sea G0 el menor de todos los agujeros que contienen a K (te´n-
gase en cuenta que estos agujeros son encajados). Entonces, como f(L) ∩
cl(N \ L) = ∅, tendremos f(∂(G0)) ∩ cl(N \ L) = ∅. Como K es invariante
y no repulsor, llegamos a contradiccio´n de manera inmediata.
Consideremos el par (N,D(L)), donde D(L) es el conjunto que se obtiene
de rellenar los agujeros de L. Resulta L ⊂ D(L), que es una unio´n finita de
discos. Veamos que (N,D(L)) es el par filtrante buscado en el enunciado
del teorema.
1) cl(N \D(L)) es entorno aislante de K.
Evidente ya que acabamos de demostrar que K ⊂ N \D(L).
2) f(cl(N \D(L))) ⊂ int(N).
Como cl(N \ D(L)) ⊂ cl(N \ L), entonces, aplicando f , el resultado es
obvio.
3) f(D(L)) ∩ cl(N \D(L)) = ∅.
Sean {D(L1), . . . ,D(Ln)} las bolas obtenidas al tapar los agujeros de los
Li. Tenemos D(L) =
⋃n
i=1D(Li).
cl(N \D(L)) ⊂ cl(N \ L), por lo que f(L) ∩ cl(N \D(L)) = ∅.
Denotamos a cl(D(Li) \ Li) = Di1 ∪ · · · ∪Dip(i) unio´n finita de bolas (los
agujeros de Li).
Entonces,
f(D(L)) ∩ cl(N \D(L)) = (f(
p(1)⋃
j=1
D1j ) ∪ · · · ∪ f(
p(n)⋃
j=1
Dnj )) ∩ cl(N \D(L))
∂(Drj ) ⊂ ∂N (L), as´ı que, por las propiedades del par filtrante,
f(∂(Drj )) ⊂ int(L) ⊂ int(D(L)),
de modo que f(Drj ) ⊂ int(D(L)). En consecuencia, f(Drj )∩cl(N\D(L)) = ∅
y f(D(L)) ∩ cl(N \D(L)) = ∅.
Observacio´n 3.5. Cualquier par filtrante (N,L), en las condiciones del
enunciado del teorema anterior, puede suponerse de modo tal que
N− ∩ Li 6= ∅
para todo i ∈ {1, . . . , n}.
Demostracio´n. Si existen Li1, . . . , Lir ∈ {L1, . . . , Ln} tales que Lij∩N− =
∅ para j ∈ {1, . . . , r}, entonces basta considerar el par
N ′ = N y L′ = L \
r⋃
j=1
Lij
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y tendremos que (N ′, L′) es un par filtrante para K.
1) cl(N ′ \ L′) es un entorno aislante de K.
Evidente, ya que K ⊂ cl(N \ L) ⊂ cl(N ′ \ L′) ⊂ V .
2) f(cl(N ′ \ L′)) ⊂ int(N ′).
Ocurre que cl(N ′ \ L′) = cl(N \ L) ∪ (⋃rj=1Lij ). Adema´s f(cl(N \ L)) ⊂
int(N) y f(Lij) ⊂ int(N) para todo j ∈ {1, . . . , r}. En consecuencia, tene-
mos que f(cl(N ′ \ L′)) ⊂ int(N ′).
3) f(L′) ∩ cl(N ′ \ L′) = ∅.
Sea L0 ∈ L′. Sabemos f(L0) ∩ cl(N \ L) = ∅.
Debemos ver que f(L0) ∩
⋃r
j=1Lij = ∅. Supongamos lo contrario. En-
tonces existe L1 ∈ {Li1 , . . . , Lir} tal que f(L0) ∩ L1 6= ∅. Como L0 ∈ L′,
entonces f(L0) 6⊂ int(L1), esto es, f(L0) ∩ ∂(L1) 6= ∅ y f(L0) ∩ ∂(N) 6= ∅.
Al ser f(L0)∩ cl(N \L) = ∅ podemos decir que f(L0)∩∂(L1)∩∂(N) 6= ∅.
Como N es un bloque aislante,
f(f(L0) ∩ ∂(L1) ∩ ∂(N)) ⊂ N c,
pero sabemos que f(L1) ⊂ int(N), con lo que
f(f(L0) ∩ ∂(L1) ∩ ∂(N)) ⊂ int(N),
lo cual nos lleva a una contradiccio´n.
No´tese que el par filtrante que se construye en el teorema 3.4 puede
cumplir, sin necesidad de ninguna modificacio´n, la condicio´n de la anterior
observacio´n (ver teorema 3.7 de [44]).
Observacio´n 3.6. Cualquier par filtrante en las condiciones de la obser-
vacio´n 3.5 cumple que Li 6⊂ int(N) para todo i ∈ {1, . . . , n}.
Demostracio´n. De existir un L0 ⊂ int(N), entonces f(∂(L0)) ⊂ int(N),
luego f(L0) ⊂ int(N), algo imposible, ya que, como L0 ∩ N− 6= ∅, f(L0 ∩
N−) 6⊂ int(N).
Demostracio´n de teorema 2.3. Sea f : U ⊂ 2 → 2 un homeomor-
fismo sobre la imagen, y sea K un conjunto compacto, invariante, aislado,
conexo y no repulsor, K = Inv(V, f), siendo V ⊂ U homeomorfo a una bola
abierta. Escogemos un par filtrante para K, (N,L), como en el teorema 3.4.
El disco N es un bloque aislante, y L = L1 ∪ · · · ∪Ln es una unio´n disjunta
de discos. Podemos suponer, por la observacio´n 3.5, que Li ∩N− 6= ∅ para
todo i ∈ {1, . . . , n}. Dividimos a {L1, . . . , Ln} en dos clases:
1) Los Li tales que N \ Li no es conexo. De estos Li diremos que son
transversales con respecto a N .
2) Los Li tales que N \ Li es conexo.
Denotamos por {L1, . . . , Lp} a la familia de las componentes transversales
de L que se pueden conectar con K por algu´n camino en N que no corta
a ninguna otra componente transversal de L, y llamamos {Lp+1, . . . , Lm} a
la familia de las componentes no transversales de L que se conectan con K
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por algu´n camino en N que no corta a ninguna componente transversal de
L.
Para cada i ∈ {1, . . . , p} definimos
Li = N \ c.c.(N \ Li,K)
donde c.c.(N \Li,K) es la componente conexa de N \Li que contiene a K.
Consideramos el par (N,L) con
L = (
p⋃
i=1
Li) ∪ (
m⋃
i=p+1
Li) =
m⋃
i=1
Li.
Figuras IV.6a y IV.6b
Veamos que (N,L) es una filtracio´n fuerte para K.
Tenemos que L ⊂ N es un par de compactos tal que N y L son las
clausuras de sus interiores.
Resulta evidente que Li ∩ ∂(N) es un arco para todo i ∈ {1, . . . , p}.
Asimismo, gracias a lo expuesto en la observacio´n 3.6, se demuestra que
Li ∩ ∂(N) es tambie´n un arco para todo i ∈ {p+ 1, . . . ,m}. Entonces,
1) N es homeomorfo a un disco y, por lo dicho arriba, ∂(N \L) es homeo-
morfo a S1.
2) cl(N \ L) es un entorno aislante de K.
Resulta evidente, ya que, por la construccio´n de L, tenemos que cl(N \
L) ⊂ cl(N \ L) es un entorno de K.
3) f(cl(N \ L)) ⊂ int(N).
Obvio ya que cl(N \ L) ⊂ cl(N \ L).
4) Para toda componente Li de L, ∂N (Li) es un arco, y existe un disco
topolo´gico Bi tal que ∂N (Li) ⊂ Bi ⊂ Li, Bi∩N− 6= ∅ y f(Bi)∩cl(N \L) = ∅.
Resulta, debido a que Li ∩ ∂(N) es un arco, que ∂N (Li) es tambie´n un
arco. Sea Bi = Lk(i) ∈ {L1, . . . , Ln} tal que Lk(i) ⊂ Li y ∂N (Li) ⊂ ∂N (Lk(i)).
Como Lk(i) ∩N− 6= ∅, y f(Lk(i)) ∩ cl(N \ L) ⊂ f(Lk(i)) ∩ cl(N \ L) = ∅, el
resultado queda demostrado.
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IV.4. Generalizacio´n del teorema principal
Como consecuencia de los resultados obtenidos en los puntos anteriores,
as´ı como de las te´cnicas utilizadas para demostrarlos, estamos en situacio´n
de obtener conclusiones ma´s generales.
Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen, con U homeo-
morfo a una bola abierta, y sea K un conjunto compacto, invariante, aislado
y conexo. Dado k ∈ , interesa calcular
i 2(fk, U(K)).
Para comenzar este estudio escogeremos un entorno aislante N de K
con propiedades topolo´gicas que faciliten su posterior manipulacio´n y que
expliciten, en la medida de lo posible, la dina´mica de f en las inmediaciones
de K.
Sea N un bloque aislante de K, N variedad compacta, conexa (la cons-
truccio´n de un tal N aparece en el teorema 3.7 de [44]) y con una canti-
dad mı´nima de agujeros {D1, . . . ,Dp}, entendiendo por agujero a una bola
cerrada.
Denotamos por D(N) al disco obtenido de rellenar los agujeros de N ,
D(N) = N ∪ (⋃pi=1Di). Dado x ∈ D(N), denotamos por γ∂x a cualquier
arco, contenido en D(N), de extremos γ∂x (0) = x y γ∂x(1) = y ∈ ∂(D(N)).
Definimos
C(K) = K ∪ I(K)
donde
I(K) = {x ∈ D(N) \K : γ∂x ∩K 6= ∅ para todo γ∂x}.
Ocurre que I(K) es un conjunto abierto en 2 y C(K) es un conjunto
compacto y conexo.
Figura IV.7
Observacio´n 4.1. f(C(K)) = C(K).
Demostracio´n. Sea I(K)0 una componente conexa de I(K). I(K)0 es un
abierto de 2 .
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Resulta evidente que ∂(I(K)0) ⊂ K. Tenemos, adema´s, que ∂(f(I(K)0))
= f(∂(I(K)0)) ⊂ K.
As´ı, el conjunto I(K)1 = f(I(K)0) es una componente conexa de I(K).
De modo que f , al igual que f−1, transforma componentes conexas de
I(K) en componentes conexas de I(K) de manera homeomorfa. En conse-
cuencia, f(C(K)) = C(K).
Lema 4.2. Sea I(K)0 una componente conexa de I(K). Ocurre que
I(K)0 contiene, al menos, un agujero D0 ∈ {D1, . . . ,Dp}.
Una consecuencia interesante de este resultado sera´ que, dada f : U ⊂
2 → 2 , un homeomorfismo sobre la imagen, con U homeomorfo a una
bola abierta, se tiene que cualquier conjunto compacto, invariante, aislado
y conexo K tendra´ el shape de un poliedro finito.
Demostracio´n. Veamos que, si no existe un D0 ⊂ I(K)0, entonces el
conjunto f(I(K)0) = I(K)1 tampoco tiene agujeros.
En efecto, si existiese un agujero D1 ⊂ I(K)1, entonces f(∂(D1)) ⊂
int(D2) ⊂ I(K)2, con D2 un agujero de I(K)2. Esto es consecuencia in-
mediata de que N es un bloque aislante.
Por otro lado, f−1(∂(D2)) ⊂ N , ya que, en caso contrario, existe algu´n
punto x ∈ I(K)1 tal que x ∈ f−1(∂(D2)) ∩ ∂(N). Pero entonces, como
f−1(x) ∈ I(K)0 ⊂ N , resulta que N no es un bloque aislante, lo cual es una
contradiccio´n.
Al ser f−1(∂(D2)) ⊂ N , entonces f(∂(D2)) ⊂ int(D3) ⊂ I(K)3. De este
modo, las ima´genes por f de I(K)0 tienen, todas, agujeros. Al haber una
cantidad finita de agujeros, existe un n0 tal que fn0(I(K)0) = I(K)0, que
deber´ıa tener agujeros. Obtenemos as´ı una contradiccio´n.
En consecuencia, si I(K)0 no tiene agujeros, tampoco los tiene ninguna
de sus ima´genes por f (o preima´genes por f−1).
As´ı que, denotando I(K)n = fn(I(K)0), se tiene que K∪cl(
⋃
n∈ I(K)n),
que es distinto de K, es un conjunto compacto, invariante y aislado con res-
pecto a f , contenido en N . Pero esto se contradice con el hecho de que
Inv(N, f) = K.
Por lo tanto, I(K)0 siempre tendra´ algu´n agujero D0.
Consecuencia inmediata de esto u´ltimo es que I(K) tiene una cantidad
finita de componentes que se descomponen como unio´n finita de ciclos de
longitud finita.
As´ı, por el teorema 9.1 de [11], dada f : U ⊂ 2 → 2 , un homeomorfismo
sobre la imagen, con U homeomorfo a una bola abierta, se tiene que cualquier
conjunto compacto, invariante, aislado y conexo K tendra´ el shape de un
poliedro finito.
Observacio´n 4.3. Sea D0 un agujero de I(K)0. No se dara´ ninguna de
las situaciones siguientes:
1) f(D0) ⊂ N o´ f−1(D0) ⊂ N .
2) f(D0) 6⊂ D(N) o´ f−1(D0) 6⊂ D(N).
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En consecuencia, la u´nica posibilidad sera´
f(D0) ⊂ D(N), f(D0) ∩ int(
p⋃
i=1
Di) 6= ∅
y
f−1(D0) ⊂ D(N), f−1(D0) ∩ int(
p⋃
i=1
Di) 6= ∅.
Demostracio´n. Resulta evidente que 2) no se dara´, ya que D0 ⊂ C(K) =
f(C(K)).
Veamos que 1) no se da. Si f(D0) ⊂ N (el caso en que f−1(D0) ⊂ N se
hara´ de manera ana´loga), entonces f−1(D0) ⊂ int(D−1) ⊂ I(K)−1. Esto se
debe a que N es un bloque aislante.
Adema´s, debido a que f(D0) ⊂ N , es evidente que f−1(D0) 6⊂ int(D0).
De modo que D−1 6= D0.
Definimos N1 = N ∪D0, que es una variedad compacta, conexa, con un
agujero menos que N , y con Inv(N1, f) = Inv(N, f) = K.
Veamos que N1 es un bloque aislante. En efecto, dado x ∈ ∂(N1), ocurre
que x ∈ ∂(N). Como N es un bloque aislante, entonces f(x) /∈ N o´ f−1(x) /∈
N .
En el primer caso f(x) /∈ N1 ya que, de no ser as´ı, f(x) ∈ N1 \ N =
int(D0). Entonces x ∈ int(D−1) 6= int(D0), con lo que tendr´ıamos el ab-
surdo de que x /∈ N1.
En el segundo caso f−1(x) /∈ N1 ya que, de no ser as´ı, f−1(x) ∈ N1 \N =
int(D0). Como f(D0) ⊂ N , entonces x = f(f−1(x)) ∈ int(N), lo cual nos
lleva a una contradiccio´n.
Tenemos, entonces, que N1 es un bloque aislante.
Consecuencia de todo lo dicho es que la variedad compacta y conexa N1 es
un bloque aislante de K con un agujero menos que N (que ten´ıa la cantidad
mı´nima de agujeros posibles). Esto es una contradiccio´n. Queda, por tanto,
demostrado que la situacio´n 1) tampoco se puede dar.
Observacio´n 4.4.
⋃p
i=1Di ⊂ C(K).
Demostracio´n. Supongamos que no es as´ı. Resulta que N ∪ C(K) es
un entorno aislante del conjunto compacto, invariante y aislado C(K). Sea
B(C(K)) un disco, con C(K) ⊂ int(B(C(K))), B(C(K)) ⊂ N ∪ C(K), tal
que B(C(K)) no se corta con los Di que no esta´n en C(K).
Claramente B(C(K)) es un entorno aislante del conjunto compacto y
conexo C(K). Entonces, por el teorema 3.3, existe un bloque aislante de
C(K), M , que es una variedad sin agujeros, con M ⊂ B(C(K)).
Resulta evidente que M \⋃Di sera´ un bloque aislante de K, y M \⋃Di
tiene menos agujeros que N , lo cual es absurdo.
Lema 4.5. I(K)0 tiene un u´nico agujero D0.
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Demostracio´n. Supongamos que existen D0,1 6= D0,2 ⊂ I(K)0 agujeros
distintos. Sea B0 un disco topolo´gico, con D0,1 ∪ D0,2 ⊂ B0 ⊂ I(K)0.
Consideremos un recubrimiento finito del compacto B0, en I(K)0, formado
por bolas cerradas {B(x)}x∈F , siendo F un subconjunto finito de B0, de
modo que para toda B(x) existe algu´n n ∈ tal que fn(B(x)) ⊂ int(⋃Di).
Consideremos el conjunto
F− = {x ∈ F : ∃n ≤ 0 con fn(B(x)) ⊂ int(
⋃
Di)}.
Dado x ∈ F−, denotaremos
n−(x) = Max{n ≤ 0 : fn(B(x)) ⊂ int(
⋃
Di)}.
Sea
n0 = Max{|n−(x)| : x ∈ F−}.
Construiremos, a continuacio´n, un bloque aislante de K, de caracter´ısticas
ana´logas a las de N (una bola con una cantidad finita de agujeros), con los
mismos o menos agujeros, al que llamaremos Nn0 , y que cumplira´ que el
conjunto
⋃
x∈F− B(x) esta´ contenido en los agujeros de Nn0 .
Reproduciendo la construccio´n hecha en el teorema 3.3, definimos
A0(N) = D1 ∪ · · · ∪Dp
A1(N) = A0(N) ∪ V1
con V1 una variedad compacta, homeomorfa a f(A0(N)), y contenida en
int(f(A0(N))). Asimismo, V1 debe ser transversal a A0(N), tan pro´ximo a
f(A0(N)) como para que⋃
{x∈F−:n−(x)=−q}
f1−q(B(x)) ⊂ int(V1) y esto para todo q ∈ {1, . . . , n0}
y tal que A1(N) tenga un nu´mero de componentes conexas menor o igual
que el de A0(N) (ver observacio´n 4.3). Se observa que A1(N) es una familia
finita de bolas con una cantidad finita de agujeros cada una (A1(N) es una
variedad compacta).
Definimos D(A1(N)) como el conjunto que resulta de rellenar los agujeros
de A1(N). Se tiene que A1(N) ⊂ D(A1(N)), que es una unio´n finita de
bolas. Es claro que K ∩D(A1(N)) = ∅. Definimos
N1 = N \ int(D(A1(N))).
Ocurre que K ⊂ int(N1) ⊂ N y A0(N) = D(A0(N)) ⊂ D(A1(N)), que
es la familia de agujeros de N1.
Resulta sencillo ver que N1 es un bloque aislante de K y una variedad
compacta, conexa y con los mismos o menos agujeros que N . Es claro que
N1 y sus agujeros, D(A1(N)), esta´n en las condiciones de la observacio´n 4.3.
Dado x ∈ F−, definimos
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n−1 (x) = Max{n ≤ 0 : fn(B(x)) ⊂ int(D(A1(N)))}.
Es claro, por la construccio´n de V1, que
n−1 (x) > n
−(x) si n−(x) < 0.
Naturalmente, si n−(x) = 0, entonces n−1 (x) = 0.
Se tiene que
F− = {x ∈ F− : n−(x) ∈ {−n0, . . . , 0}} =
= {x ∈ F− : n−1 (x) ∈ {−n0 + 1, . . . , 0}}.
Repitiendo la construccio´n anterior n0 veces, obtenemos
D(A1(N)) ⊂ D(A1(N1)) ⊂ · · · ⊂ D(A1(Nn0−2)) ⊂ D(A1(Nn0−1))
y
Nn0 ⊂ Nn0−1 ⊂ · · · ⊂ N1 ⊂ N,
siendo todos los D(A1(Ni)) uniones finitas de discos. Si D(A1(Ni)) ⊂
D(A1(Nj)), entonces cada componente conexa de D(A1(Nj)) contiene, al
menos, una componente conexa de D(A1(Ni)).
Adema´s, tendremos que Nn0 es una variedad compacta, conexa y bloque
aislante de K. El conjunto D(A1(Nn0−1)) es la familia de agujeros de Nn0
(la misma cantidad o menos que en Nn0−1).
Si x ∈ F−, denotamos por
n−n0(x) = Max{n ≤ 0 : fn(B(x)) ⊂ int(D(A1(Nn0−1)))}.
Naturalmente
n−n0(x) > n
−
n0−1(x) si n
−
n0−1(x) < 0.
Es evidente que si n−n0−1(x) = 0, entonces n
−
n0(x) = 0.
Tendremos
F− = {x ∈ F− : n−(x) ∈ {−n0, . . . , 0}} =
= {x ∈ F− : n−1 (x) ∈ {−n0 + 1, . . . , 0}} =
= · · · = {x ∈ F− : n−n0(x) = 0}.
De manera que la variedad Nn0 cumple que⋃
{x∈F−}
B(x) ⊂ int(D(A1(Nn0−1))),
esto es, el conjunto
⋃
{x∈F−}B(x) esta´ contenido en los agujeros de Nn0 , que
es una variedad compacta, conexa y bloque aislante de K, con los mismos
o menos agujeros que N .
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Interesa sumergir todo B0, y no so´lo una parte, como tenemos ahora, en
los agujeros de una variedad del tipo de Nn0.
Sea
F+ = {x ∈ F : ∃n ≥ 0 con fn(B(x)) ⊂ int(
⋃
Di)}.
Dado x ∈ F+, definimos
n+(x) = Min{n ≥ 0 : fn(B(x)) ⊂ int(
⋃
Di)}.
Denotamos n′0 = Max{n+(x) : x ∈ F+}.
Consideremos la variedad Nn0 con agujeros D(A1(Nn0−1)), que tambie´n
denotamos como A0(Nn0).
Repetiremos el argumento desarrollado en F−, pero ahora con F+.
Dado x ∈ F+, definimos
n+n0(x) = Min{n ≥ 0 : fn(B(x)) ⊂ int(D(A1(Nn0−1)))}.
Resulta evidente que para todo x ∈ F+ se tiene n′0 ≥ n+(x) ≥ n+n0(x) ≥ 0.
Construimos
D(A1(Nn0)), Nn0+1 ⊂ Nn0
del siguiente modo
A1(Nn0) = A0(Nn0) ∪ V1
siendo V1 una variedad compacta, homeomorfa a f−1(A0(Nn0)) y contenida
en int(f−1(A0(Nn0))). Adema´s, V1 debe ser transversal a A0(Nn0), y tan
pro´ximo a f−1(A0(Nn0)) como para que⋃
{x∈F+:n+n0 (x)=q}
f q−1(B(x)) ⊂ int(V1) y esto para todo q ∈ {1, . . . , n′0}.
En virtud de lo visto en la observacio´n 4.3, construimos A1(Nn0) de modo
que tenga un nu´mero de componentes conexas menor o igual que el de
A0(Nn0). A1(Nn0) sera´ una familia finita de bolas, con una cantidad finita
de agujeros cada una (A1(Nn0) es una variedad compacta).
Definimos D(A1(Nn0)) como el conjunto que resulta de rellenar los agu-
jeros de A1(Nn0). Se tiene A1(Nn0) ⊂ D(A1(Nn0)), que es una unio´n finita
de discos, y K ∩D(A1(Nn0)) = ∅. Definimos
Nn0+1 = Nn0 \ int(D(A1(Nn0))).
Sucede que Nn0+1 es una variedad compacta, conexa y bloque aislante
de K. Asimismo, se cumple que D(A1(Nn0−1)) ⊂ D(A1(Nn0)), que son los
agujeros de Nn0+1 (la misma cantidad o menos que en Nn0).
Dado x ∈ F+, existe un
n+n0+1(x) = Min{n ≥ 0 : fn(B(x)) ⊂ int(D(A1(Nn0)))}.
Se tiene, por la construccio´n de V1, que
n+n0+1(x) < n
+
n0(x) si n
+
n0(x) > 0.
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Es evidente que si n+n0(x) = 0, entonces n
+
n0+1
(x) = 0.
Repitiendo el proceso n′0 veces, se construyen
D(A1(Nn0)) ⊂ · · · ⊂ D(A1(Nn0+n′0−1)),
y
Nn0+n′0 ⊂ Nn0+n′0−1 ⊂ · · · ⊂ Nn0 ⊂ N
siendo todos los D(A1(Ni)) uniones finitas de discos. Si D(A1(Ni)) ⊂
D(A1(Nj)), entonces cada componente conexa de D(A1(Nj)) contiene, al
menos, una componente conexa de D(A1(Ni)).
Adema´s, Nn0+n′0 es una variedad compacta, conexa y bloque aislante de
K. El conjunto D(A1(Nn0+n′0−1)) es la familia de agujeros de Nn0+n′0 (la
misma cantidad o menos que en Nn0+n′0−1).
Tendremos
F+ = {x ∈ F+ : n+(x) ∈ {0, . . . , n′0}} = {x ∈ F+ : n+n0(x) ∈ {0, . . . , n′0}} =
= {x ∈ F+ : n+n0+1(x) ∈ {0, . . . , n′0−1}} = · · · = {x ∈ F+ : n+n0+n′0(x) = 0}.
De manera que la variedad Nn0+n′0 cumple que⋃
{x∈F+}
B(x) ⊂ int(D(A1(Nn0+n′0−1))).
Adema´s, D(A1(Nn0−1)) ⊂ D(A1(Nn0+n′0−1)), y⋃
{x∈F−}
B(x) ⊂ int(D(A1(Nn0−1))),
con lo que tendremos⋃
{x∈F}
B(x) ⊂ int(D(A1(Nn0+n′0−1))).
Como
D0,1 ∪D0,2 ⊂ B0 ⊂
⋃
{x∈F}
B(x),
resulta que B0, que contiene a D0,1 y D0,2, esta´ contenido en uno de los agu-
jeros deNn0+n′0, con lo que el nu´mero de agujeros de Nn0+n′0 es estrictamente
menor que el de N (cada agujero de Nn0+n′0 contiene, por construccio´n, al-
guno de N).
Proposicio´n 4.6. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre
la imagen, con U homeomorfo a una bola abierta, y sea K un conjunto
compacto, invariante, aislado y conexo. Entonces existe un par de compactos
(N,L), donde N es una variedad de dimensio´n 2, compacta, conexa, bloque
aislante de K y con una cantidad finita, mı´nima, de agujeros {D1, . . . ,Dp},
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y L = L1 ∪ · · · ∪ Lm ⊂ N es una unio´n finita de variedades compactas,
conexas, de dimensio´n 2 con, a lo ma´s, un agujero. Este par (N,L) cumple
1) ∂N (Li) es un arco con ∂N (Li) ∩ ∂(N) = {ai, bi} dos puntos, o ∂N (Li)
es una curva de Jordan.
2) cl(N \ L) es un entorno aislante de K.
3) f(cl(N \ L)) ⊂ int(N).
4) Para todo Li existe un conjunto Bi, disco con, a lo ma´s, un agujero,
tal que ∂N (Li) ⊂ Bi ⊂ Li, Bi ∩N− 6= ∅ y f(Bi) ∩ cl(N \ L) = ∅.
Demostracio´n. Sea N1 un bloque aislante de K, N1 variedad compacta,
conexa y con una cantidad mı´nima de agujeros {D1, . . . ,Dp}. Consideremos
un entorno abierto V de N1, donde cl(V ) es un pequen˜o engorde de N1,
difeomorfo a N1 y entorno aislante de K. Resulta elemental construir una
funcio´n diferenciable ϕ : cl(V )→ + que se anule exactamente sobre N1, y
de modo que ϕ−1([0, δ]) sea difeomorfo a N1 para todo δ ≥ 0.
Entonces, apelando a la construccio´n hecha en el teorema 3.7 de [44],
se obtiene un par (N,J) donde N es un bloque aislante de K y variedad
compacta, con una cantidad mı´nima de agujeros, que tambie´n denotaremos
por {D1, . . . ,Dp}, mientras que J = J1 ∪ · · · ∪ Jn es una unio´n finita de
variedades compactas, conexas, de dimensio´n 2, y de modo que el par (N,J)
es un par filtrante para K, con J subvariedad de N , y Ji ∩ N− 6= ∅ para
todo i ∈ {1, . . . , n}.
Si a J le an˜adimos el conjunto de agujeros suyos tales que no se salen de
N ni tocan a K, obtenemos una variedad compacta que denotaremos por
D(J).
Consideremos el par (N,D(J)). Veamos que es un par filtrante para K.
Como K ⊂ cl(N \D(J)), resulta obvio que cl(N \ D(J)) es un entorno
aislante de K.
Dado que cl(N \D(J)) ⊂ cl(N \ J), entonces f(cl(N \D(J))) ⊂ int(N).
Falta ver que f(D(J))∩cl(N \D(J)) = ∅. En efecto, como cl(N \D(J)) ⊂
cl(N \ J), ocurre que f(J) ∩ cl(N \D(J)) ⊂ f(J) ∩ cl(N \ J) = ∅.
Cada D(Ji), definido igual que D(J), tiene, a lo ma´s, un agujero, ya que
u´nicamente pueden darse estas tres situaciones:
a) Ji ⊂ I(K)0, una componente conexa de I(K). En este caso D(Ji)
tiene, como mucho, un agujero. De existir, dicho agujero contendra´ a D0, el
agujero de N contenido en I(K)0.
b) Ji posee un agujero que contiene a K. En esta situacio´n D(Ji) tiene
uno y so´lo un agujero (el que contiene a K).
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c) Negacio´n de a) y b), en cuyo caso D(Ji) no tiene agujeros.
Figuras IV.8a, IV.8b y IV.8c
Por otro lado, podemos suponer que existe un n1 ≤ n tal que D(J) =
D(J1) ∪ · · · ∪ D(Jn1), bolas con, a lo ma´s, un agujero, disjuntas (aunque
puedan estar encajadas).
cl(D(Ji) \ Ji) = Di1 ∪ · · · ∪Dip(i) es una unio´n finita de bolas (agujeros de
Ji contenidos en N y que no se cortan con K).
Entonces
f(D(J)) ∩ cl(N \D(J)) = (f(
p(1)⋃
j=1
D1j ) ∪ · · · ∪ f(
p(n1)⋃
j=1
Dn1j )) ∩ cl(N \D(J)).
Ocurre que ∂(Drj ) ⊂ ∂N (J), luego f(∂(Drj )) ⊂ int(J) ⊂ int(D(J)).
Por tanto f(Drj ) ⊂ int(D(J)), ya que, de no ser as´ı, f(Drj ) contiene algu´n
agujero D0. Pero sabemos que
f−1(D0) ∩ int(
⋃
Di) 6= ∅,
que se contradice con el hecho de que f−1(D0) ⊂ int(Drj ) ⊂ N .
Como f(Drj ) ⊂ int(D(J)), resulta que 3), de la definicio´n de par filtrante,
esta´ demostrado.
Definimos, a continuacio´n,
Li = N \ c.c.(N \D(Ji),K)
donde c.c.(N \D(Ji),K) recordamos que es la componente conexa de N \
D(Ji) que contiene a K.
Sea, entonces,
L =
n1⋃
i=1
Li =
m⋃
i=1
Li
con m ≤ n1, de modo tal que
⋃m
i=1 Li es una unio´n disjunta de discos con,
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a lo ma´s, un agujero.
Figura IV.9
Entonces el par (N,L) esta´ en las condiciones del enunciado de la propo-
sicio´n. Vea´moslo.
Resulta que N es un bloque aislante de K, variedad compacta, conexa,
de dimensio´n 2 y con una cantidad mı´nima de agujeros. Asimismo, L es una
subvariedad compacta de N , y una unio´n finita de variedades compactas y
conexas con, a lo ma´s, un agujero. Adema´s
1) ∂N (Li) es un arco donde ∂N (Li) ∩ ∂(N) son dos puntos, o ∂N (Li) es
una curva de Jordan.
Sera´ una curva de Jordan si D(Ji) tiene un agujero, y un arco en otro
caso.
2) cl(N \ L) es un entorno aislante de K.
Evidente por la construccio´n de L.
3) f(cl(N \ L)) ⊂ int(N).
Inmediato ya que cl(N \ L) ⊂ cl(N \D(J)).
4) Para todo Li existe un Bi = D(Ji) disco con, a lo ma´s, un agujero, tal
que ∂N (Li) ⊂ Bi ⊂ Li, Bi ∩N− 6= ∅ y f(Bi) ∩ cl(N \ L) = ∅.
Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen, con U homeo-
morfo a una bola abierta, y sea K un conjunto compacto, invariante, aislado
y conexo. Consideremos un par (N,L) como el del enunciado de la propo-
sicio´n 4.6.
Tenemos I(K) = I(K)1 ∪ · · · ∪ I(K)p, con Di ⊂ I(K)i para todo i ∈
{1, . . . , p}.
Observacio´n 4.7. a) Si ∂N (Lj) es homeomorfo a S1, entonces Lj tiene
un agujero. Adema´s, o Lj contiene a C(K) en su agujero y ∂(Lj) = ∂N (Lj)∪
∂(D(N)), o bien Lj ⊂ I(K)i para algu´n i, de modo que el agujero de Lj es
Di.
b) Si, por contra, ∂N (Lj) es un arco, entonces Lj es un disco sin agujeros.
De todo esto se deduce que cl(N \L) es una variedad compacta, conexa y
de dimensio´n 2. De hecho, sera´ un disco con la misma cantidad de agujeros
que N .
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Demostracio´n. a) Como Lj ∩ K = ∅, entonces Lj ⊂ I(K)i para algu´n
i ∈ {1, . . . , p} o´ Lj ∩ C(K) = ∅. Si se da lo primero, como ∂N (Lj) es
homeomorfo a S1, la u´nica posibilidad es que Lj tenga un agujero (ver 3) y
4) de proposicio´n 4.6 y observacio´n 4.3), y que e´ste sea Di ∈ {D1, . . . ,Dp}.
Si se da lo segundo, la u´nica situacio´n posible es que Lj tenga un agujero
(ver 3) y 4) de proposicio´n 4.6 y observacio´n 4.3) que contiene a C(K) y tal
que ∂(Lj) = ∂N (Lj) ∪ ∂(D(N)).
b) Tanto si Lj ⊂ I(K)i, como si Lj∩C(K) = ∅, el resultado es inmediato.
Consecuencia de todo esto es que cl(N \ L) es una variedad compacta,
conexa, de dimensio´n 2 y con la misma cantidad de agujeros que N .
Consideremos las aplicaciones
f |cl(N\L) : cl(N \ L)→ N,
pi : cl(N \ L)→ cl(N \ L)/ ∼,
r : N → cl(N \ L),
definidas de modo ana´logo a como se hizo en la Seccio´n IV.2. Lo dicho en
la observacio´n 4.7 garantiza el buen comportamiento de la retraccio´n r.
Las propiedades de estas aplicaciones sera´n las mismas que en la Seccio´n
IV.2. Definimos tambie´n, de manera ide´ntica, las aplicaciones
f ′ : cl(N \ L)/ ∼ \{q1, . . . , qm} → cl(N \ L)/ ∼
y su extensio´n
f ′ : cl(N \ L)/ ∼→ cl(N \ L)/ ∼
tal que f ′(U ′(qi)) = qj para un entorno U ′(qi) de qi.
Tenemos f ′({q1, . . . , qm}) ⊂ {q1, . . . , qm}. De hecho f ′(qi) = qj si, y so´lo
si, f(∂N (Li)) ⊂ int(Lj).
Es claro que
Fixcl(N\L)/∼(f ′) ⊂ K ∪ {q1, . . . , qm},
y como cl(N \ L) es un entorno aislante de K, resulta que
Fixcl(N\L)/∼((f ′)k) ⊂ K ∪ {q1, . . . , qm}.
Al aplicar f a la familia de abiertos {I(K)1, . . . , I(K)p} obtenemos que
e´sta se comporta como una unio´n finita de ciclos.
Resulta p = t1 + · · · + tl, siendo {t1, . . . , tl} las longitudes de los ciclos.
Cambiaremos la notacio´n de {I(K)1, . . . , I(K)p}, y les llamaremos, distin-
guiendo unos ciclos de otros, del siguiente modo
{I(K)11, . . . , I(K)1t1 , . . . , I(K)l1, . . . , I(K)ltl}
donde cada familia {I(K)i1, . . . , I(K)iti}, con i ∈ {1, . . . , l}, es un ciclo de
longitud ti.
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Tenemos que
f tj : I(K)ji → I(K)ji i ∈ {1, . . . , tj}, j ∈ {1, . . . , l}
son homeomorfismos.
De igual modo, cambiamos la notacio´n de la familia {D1, . . . ,Dp}, y
pasamos a llamarla
{D1,1, . . . ,D1,t1 , . . . ,Dl,1, . . . ,Dl,tl}.
Se ve con facilidad que
Observacio´n 4.8. a) Dado un ciclo {I(K)11, . . . , I(K)1t1}, si I(K)11 cumple
que existe un Lj(1) ⊂ I(K)11, con D1,1 ∈ {D1, . . . ,Dp} agujero de Lj(1), en-
tonces existe un Lj(i) ⊂ I(K)1i con D1,i ∈ {D1, . . . ,Dp} agujero de Lj(i) para
todo i ∈ {1, . . . , t1}. De hecho existe uno, y so´lo un, Lj(i) en cada I(K)1i .
b) Dado un ciclo {I(K)11, . . . , I(K)1t1}, si I(K)11 cumple que no existe un
Lj(1) ⊂ I(K)11, entonces no existe un Lj(i) ⊂ I(K)1i para todo i ∈ {1, . . . , t1}.
Para demostrar esta observacio´n basta considerar lo visto en la obser-
vacio´n 4.7.
La definicio´n de puntos adyacentes en una o´rbita con la que aqu´ı traba-
jaremos es ide´ntica a la expuesta en la definicio´n 2.4. La u´nica diferencia es
que antes ∂(N \L)/ ∼ era una curva de Jordan, y ahora es una unio´n finita
de curvas de Jordan y puntos (ver observacio´n 4.7).
Del mismo modo, los dos lemas que desarrollamos a continuacio´n son
ana´logos, salvo por pequen˜os detalles, al lema 2.5 y al lema 2.6.
Lema 4.9. Sea θ(p1) = {p1, . . . , ps} ⊂ {q1, . . . , qm} una o´rbita perio´dica
de per´ıodo s de f ′. Sean pi y pj adyacentes en θ(p1), donde pi = pi(∂N (Li))
y pj = pi(∂N (Lj)), con Li, Lj ⊂ I(K). Entonces sus ima´genes por f ′, pi+1
y pj+1, tambie´n son adyacentes en θ(p1).
Demostracio´n. Supondremos que Li, Lj ⊂ I(K)11. Sabemos que existe
una curva de Jordan en ∂(N \ L)/ ∼, que denotaremos por S1(pi, pj), con
pi, pj ∈ S1(pi, pj) adyacentes.
Consideremos el arco, en ∂(N \ L)/ ∼, que une pi con pj de manera
adyacente, y que denotaremos por pipj ⊂ S1(pi, pj).
Sea
LiLj = (pi)−1(pipj) ⊂ ∂(N \ L).
LiLj es un arco, de extremos a ∈ ∂N (Li) y b ∈ ∂N (Lj). Entonces
f(LiLj) ⊂ int(N) ∩ I(K)12 es un arco.
Sean Li+1, Lj+1 tales que f(∂N (Li)) ⊂ int(Li+1) y f(∂N (Lj)) ⊂ int(Lj+1).
Es claro que ∂N (Li+1) y ∂N (Lj+1) son arcos con Li+1, Lj+1 ⊂ I(K)12. Con-
sideremos, definie´ndolos de modo ide´ntico a como se hac´ıa en el lema 2.5, los
arcos Ki+1 ⊂ Li+1 y Kj+1 ⊂ Lj+1. Resulta claro que f(LiLj)∪Ki+1∪Kj+1
es un arco que une dos puntos de ∂(N), f(a′) y f(b′) ∈ ∂(D1,2) (D1,2 ∈
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{D1, . . . ,Dp} es el agujero de I(K)12), y que tiene el resto de puntos en
int(N).
Consideremos la curva de Jordan que determina
f(LiLj) ∪Ki+1 ∪Kj+1 ∪ f(a′)f(b′)
donde f(a′)f(b′) es el arco de ∂(D1,2) que hace que la curva de Jordan
definida tenga dominio de Jordan en N .
Llamamos R a la regio´n cerrada determinada por esa curva de Jordan.
Tenemos R ⊂ I(K)12.
Figura IV.10
Consideremos el arco
A = ∂(N) ∩R = f(a′)f(b′).
Definimos pi+1pj+1 = (pi ◦ r)(A), un arco en ∂(N \ L)/ ∼ que une pi+1
con pj+1.
Veremos que pi+1 y pj+1 son adyacentes (en θ(p1)) ya que
pi+1pj+1 ∩ θ(p1) = {pi+1, pj+1}.
Supongamos que existe un pk ∈ θ(p1) ∩ pi+1pj+1, con pk /∈ {pi+1, pj+1}.
Consideremos pk−1 ∈ θ(p1), tal que f ′(pk−1) = pk. Resulta evidente que
pk−1 /∈ pipj, aunque pk−1 ∈ S1(pi, pj). Adema´s, f(∂N (Lk−1)) ⊂ int(Lk),
donde
∂N (Lk−1) = (pi)−1(pk−1)
∂N (Lk) = (pi)−1(pk) ⊂ (pi)−1(pi+1pj+1).
Denotamos Li+1Lj+1 = (pi)−1(pi+1pj+1).
Por la construccio´n de Ki+1 y Kj+1,
f((pi)−1(S1(pi, pj))) ∩R = f(LiLj).
Te´ngase en cuenta, para ver esto, que f((pi)−1(S1(pi, pj))) ' S1 circunda
a D1,2, ya que, por la observacio´n 4.3, f(D1,1) ∩D1,2 6= ∅.
Ocurrira´ que f(∂N (Lk−1)) ∩R = ∅.
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Pero, por otro lado, se demuestra, como en el lema 2.5, que f(∂N (Lk−1)) ⊂
int(R), lo que nos lleva a una contradiccio´n.
En consecuencia, no existe pk.
Lema 4.10. Utilizando la notacio´n del lema anterior, sean pi = pi(∂N (Li))
y pj = pi(∂N (Lj)) con Li, Lj ⊂ I(K)11, y tales que Li+1 6= Lj+1. Cualquier
arco pipj ⊂ ∂(N \ L)/ ∼, de extremos pi y pj, con LiLj = (pi)−1(pipj),
cumple que si ∂N (Lk) ⊂ LiLj , entonces
∂N (Lk+1) ⊂ Li+1Lj+1
donde Li+1Lj+1 se define como en el lema 4.9.
Demostracio´n. Consideremos, tal como se define en el lema 2.6, un arco
γk ⊂ Bk, de extremos ak y a′, cumpliendo las propiedades que cumple aquel.
Se obtiene, dada la regio´n R del lema 4.9, que
f(γk) ∩ ∂N (R) = {f(ak)}.
Entonces, como f((pi)−1(S1(pi, pj))) circunda a D1,2, y f(γk) ∩ ∂(N) =
{f(a′)} ∈ ∂(D1,2), so´lo puede ocurrir que
f(γk) ⊂ R.
Tenemos que f(a′) ∈ Lk+1 ∩ (∂(N) ∩ R). Entonces f(a′) ∈ A. As´ı,
r(f(a′)) ∈ ∂N (Lk+1) ∩ Li+1Lj+1. En consecuencia, ∂N (Lk+1) ⊂ Li+1Lj+1.
Proposicio´n 4.11. Si f preserva la orientacio´n y {I(K)11, . . . , I(K)1t1}
es un ciclo, ocurre que las o´rbitas perio´dicas de f ′|
(pi◦r)( t1i=1 ∂(D1,i))
, que son
o´rbitas del conjunto {q1, . . . , qm}, tienen todas el mismo per´ıodo.
Demostracio´n. Fijamos una orientacio´n en I(K)11 ∩ ∂(N \ L) ' S1.
Recue´rdese que f(I(K)11 ∩ ∂(N \ L)) ⊂ I(K)12 circunda a D1,2 ⊂ I(K)12,
preservando la orientacio´n.
Si se da la situacio´n b) de la observacio´n 4.8, el resultado es evidente ya
que (pi ◦ r)(⋃t1i=1 ∂(D1,i)) ∩ {q1, . . . , qm} = ∅.
Si se da la situacio´n a) de la observacio´n 4.8, existe una u´nica o´rbita
perio´dica de per´ıodo t1.
Si no se dan a) ni b) de la observacio´n 4.8, dado un arco orientado LiLj en
∂(N \L) (que es una unio´n finita de curvas de Jordan) tal que Li+1 6= Lj+1,
ocurre que Li+1Lj+1 tiene la misma orientacio´n en ∂(N \ L). De modo
equivalente, pi+1pj+1 preserva la orientacio´n de pipj en ∂(N \L)/ ∼, que es
una unio´n finita de curvas de Jordan y puntos. De hecho,
(pi ◦ r)(
t1⋃
i=1
∂(D1,i)) = (∂(N \ L) ∩ (
t1⋃
i=1
I(K)1i ))/ ∼
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es una unio´n de t1 curvas de Jordan. El resto de la demostracio´n es ide´ntica
a la hecha en la proposicio´n 2.7, salvo por el hecho de que, en vez de aplicar
el lema 2.5 y el lema 2.6, aqu´ı se utilizara´n el lema 4.9 y lema 4.10.
Llamaremos r1 al per´ıodo de las o´rbitas perio´dicas de f ′ en el conjunto
(∂(N \ L) ∩ (⋃t1i=1 I(K)1i ))/ ∼. Es claro que r1 = n1t1 con n1 ∈ .
Corolario 4.12. En las condiciones de la proposicio´n anterior, y dado
k ∈ , para que (f ′)k tenga puntos fijos en (∂(N \ L) ∩ (⋃t1i=1 I(K)1i ))/ ∼⊂
∂(N \ L)/ ∼ es necesario y suficiente que
k ∈ r1 .
Si k es mu´ltiplo de r1, el nu´mero de puntos fijos de (f ′)k en el conjunto
(∂(N \ L) ∩ (⋃t1i=1 I(K)1i ))/ ∼ sera´ r1q1, siendo q1 el nu´mero de o´rbitas
perio´dicas de f ′ en (∂(N \ L) ∩ (⋃t1i=1 I(K)1i ))/ ∼.
Dado j ∈ {1, . . . , l}, tenemos que existen qj o´rbitas perio´dicas de per´ıodo
rj de f ′ en (∂(N \ L) ∩ (
⋃tj
i=1 I(K)
j
i ))/ ∼.
A continuacio´n descomponemos el conjunto de las longitudes de los ciclos
de I(K), {t1, . . . , tl}, en tres subconjuntos disjuntos tA, tR, tS ⊂ {t1, . . . , tl}
tales que tA ∪ tR ∪ tS = {t1, . . . , tl}, siendo tA el conjunto de las longitudes
de los ciclos que se corresponden con el caso b) de la observacio´n 4.8 (atrac-
tores), tR el conjunto de las longitudes de los ciclos que se corresponden con
el caso a) de la observacio´n 4.8 (repulsores), y tS el resto de las longitudes
de {t1, . . . , tl} (sillas).
Resulta evidente que para todo tj ∈ tA se tiene rj = qj = 0, y para todo
tj ∈ tR se tiene rj = tj y qj = 1.
Sabemos contar los puntos fijos de (f ′)k en ∂(N \ L) ∩ I(K)/ ∼, que
son puntos del conjunto {q1, . . . , qm}, pero quedan au´n por contabilizar los
puntos fijos de (f ′)k en el conjunto ∂(N \L)\I(K)/ ∼, que sera´ homeomorfo
a S1 o a un punto. Si es homeomorfo a un punto, e´ste sera´ un punto fijo
de f ′. Si es homeomorfo a S1, se deduce de manera evidente de lo hecho en
la Seccio´n 2, que las o´rbitas perio´dicas de f ′ en ∂(N \ L) \ I(K)/ ∼ tienen
todas el mismo per´ıodo (q0 o´rbitas de per´ıodo r0).
Si ∂(N \ L) \ I(K)/ ∼ ∩{q1, q2, . . . , qm} = ∅, diremos que r0 = q0 = 0, y
si ∂(N \ L) \ I(K)/ ∼ es un punto, diremos que r0 = q0 = 1.
Corolario 4.13. (f ′)k tendra´ puntos fijos en ∂(N \ L) \ I(K)/ ∼ si, y
so´lo si,
k ∈ r0 .
En esta situacio´n, el nu´mero de puntos fijos de (f ′)k sera´, en (∂(N \L) \
I(K))/ ∼, igual a r0q0.
Resumiendo los u´ltimos resultados, tenemos una familia {r0, r1, . . . , rl} de
per´ıodos, y otra familia {q0, q1, . . . , ql}, que determina el nu´mero de o´rbitas
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de cada per´ıodo, y que nos permitira´n calcular, de manera inmediata, el
nu´mero total de puntos fijos de (f ′)k en {q1, . . . , qm} para todo k ∈ .
Proposicio´n 4.14. Supongamos que f preserva la orientacio´n y que K
no es repulsor. Entonces
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) =
 1−
∑
ti∈tA∪tS
k∈ti
ti si ∂(D(N)) 6⊂ L
2−∑ti∈tA∪tS
k∈ti
ti si ∂(D(N)) ⊂ L
Demostracio´n. Al no ser K repulsor, no todas las curvas de Jordan de
∂(N \ L) se pueden colapsar a un punto al hacer el cociente cl(N \ L)/ ∼.
De modo que cl(N \ L)/ ∼ sera´ homeomorfo a una bola con una cantidad
finita de agujeros.
Denotamos a
∑
ti∈tA ti = A,
∑
ti∈tS ti = S y
∑
ti∈tR ti = R.
Tenemos entonces
H0(cl(N \ L)/ ∼) =
H1(cl(N\L)/ ∼) =
{ ⊕ · · · ⊕ A+ S generadores si ∂(D(N)) 6⊂ L
⊕ · · · ⊕ A+ S − 1 generadores si ∂(D(N)) ⊂ L.
H2(cl(N \ L)/ ∼) = 0.
Estas igualdades se deben a que cl(N \ L)/ ∼ es del tipo de homotop´ıa
de una unio´n punteada de A+S lazos si ∂(D(N)) 6⊂ L, y de A+S− 1 lazos
si ∂(D(N)) ⊂ L.
Como consecuencia de esto, y recordando que icl(N\L)/∼((f ′)k, cl(N \
L)/ ∼) = Λ((f ′)k), obtendremos que
1) Si ∂(D(N)) 6⊂ L el resultado es inmediato.
2) Si ∂(D(N)) ⊂ L, cl(N \ L)/ ∼ sera´ una esfera con A + S agujeros o,
lo que es lo mismo, una bola con A+ S − 1 agujeros.
H1(cl(N \ L)/ ∼) tiene A + S − 1 generadores, y resulta inmediato ver
que la imagen por (f ′)∗ de cada uno de estos generadores es otro generador,
salvo para uno, cuya imagen es la suma de todos los generadores, cambiados
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de signo.
Figura IV.11
Consecuencia directa de esta observacio´n es el valor del ı´ndice, enunciado
en la proposicio´n.
Definimos, a continuacio´n, un conjunto rS ⊂ {r0, r1, . . . , rl} del siguiente
modo:
Dado i ≥ 1, ri ∈ rS si, y so´lo si, ti ∈ tS . Por otro lado, r0 ∈ rS si, y so´lo
si, ∂(D(N)) 6⊂ L y ∂(D(N)) ∩ L 6= ∅.
Enunciamos, a continuacio´n, la generalizacio´n del teorema principal
para el caso en que f preserva la orientacio´n.
Teorema 4.15. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen que preserva la orientacio´n, con U homeomorfo a una bola abierta,
y sea K un conjunto compacto, invariante, aislado, conexo, y no repulsor.
Entonces,
i 2(fk, U(K)) = 1−
∑
ti∈{t1,...,tl}
k∈ti
ti −
∑
ri∈rS
k∈ri
riq
i.
Demostracio´n. Resulta, por la propiedad aditiva del ı´ndice de punto fijo,
que
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = i 2(fk, U(K))+
+
∑
qi∈{q1,...,qm}∩Fix((f ′)k)
icl(N\L)/∼((f ′)k, U(qi)),
siendo el u´ltimo sumatorio una suma de unos. Esto se debe a que f ′ es
constante en un entorno de cada qi. Entonces tendremos
i 2(fk, U(K)) =

1−∑ti∈tA∪tS
k∈ti
ti −
∑
ri∈{r0,...,rl}
k∈ri
riq
i si ∂(D(N)) 6⊂ L
2−∑ti∈tA∪tS
k∈ti
ti −
∑
ri∈{r0,...,rl}
k∈ri
riq
i si ∂(D(N)) ⊂ L
Consecuencia inmediata es el resultado del enunciado.
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Teorema 4.16. En las condiciones del teorema anterior, pero con K
repulsor, se obtiene
i 2(fk, U(K)) = 1−
∑
ti∈tR
k∈ti
ti.
Demostracio´n. Como K es un repulsor, todas las curvas de Jordan de
∂(N \ L) se colapsan a puntos al hacer el cociente cl(N \ L)/ ∼, de modo
que cl(N \ L)/ ∼ es homeomorfo a S2. Entonces
H0(cl(N \ L)/ ∼) = , H1(cl(N \ L)/ ∼) = 0, H2(cl(N \ L)/ ∼) = .
Resulta que
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = 1 + 1 = 2.
Definimos rR = {ri : ti ∈ tR} ⊂ {r1, . . . , rl}.
Obtenemos, aplicando la propiedad aditiva del ı´ndice de punto fijo, que
2 = icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = i 2(fk, U(K)) + (
∑
ri∈rR
k∈ri
riq
i) + 1 =
= i 2(fk, U(K)) + (
∑
ti∈tR
k∈ti
ti) + 1.
El sumatorio y el uno que aparecen en la segunda igualdad se deben a
que, al ser K repulsor, so´lo vamos a tener este tipo de sumandos (caso a)
de la observacio´n 4.7) y a que r0q0 = 1, mientras que la tercera igualdad se
debe a que ri = ti y qi = 1.
Como corolario de los dos u´ltimos resultados se obtiene:
Corolario 4.17. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen que preserva la orientacio´n, con U homeomorfo a una bola abierta,
y sea K un conjunto compacto, invariante, aislado y conexo. Entonces
i 2(fk, U(K)) = 1−
∑
ti∈{t1,...,tl}
k∈ti
ti −
∑
ri∈rS
k∈ri
riq
i.
Proposicio´n 4.18. Supongamos que f invierte la orientacio´n. Dado un
ciclo {I(K)11, . . . , I(K)1t1}, puede ocurrir:
a) t1 es par. Entonces todas las o´rbitas perio´dicas de f ′|(pi◦r)( t1i=1 ∂(D1,i))
tienen el mismo per´ıodo r1 = t1n1.
b) t1 es impar. En ese caso todas las o´rbitas perio´dicas de f ′|(pi◦r)( t1i=1 ∂(D1,i))
tienen per´ıodo r1 = t1 o´ r1 = 2t1. Adema´s el nu´mero de o´rbitas de per´ıodo
r1 = t1 es menor o igual que dos.
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Demostracio´n. Supondremos que el ciclo {I(K)11, . . . , I(K)1t1} no esta´ en
las condiciones a) ni b) de la observacio´n 4.8 , ya que, en esos casos, el
resultado es evidente.
a) Consideremos dos o´rbitas perio´dicas, distintas, de f ′ en la unio´n finita
de curvas de Jordan (pi ◦ r)(⋃t1i=1 ∂(D1,i)).
Denotamos a las o´rbitas por θ(p1) = {p1, . . . , pr} y θ(p′1) = {p′1, . . . , p′s}.
|θ(p1)| = r y |θ(p′1)| = s. Veamos que r = s.
Si p′1 ∈ pipj , arco que hace adyacentes en θ(p1) a pi y pj, entonces f ′(p′1) =
p′2 ∈ pi+1pj+1.
Por otro lado, como pipj es un arco que hace adyacentes en θ(p1) a sus
extremos, ocurre que los pi+kpj+k hara´n tambie´n adyacentes en θ(p1) a sus
extremos, y esto para todo k.
Si pi+lpj+l ∩ pi+l′pj+l′ 6= ∅ con l 6= l′ menores que r, entonces, teniendo
en cuenta que t1 es par, ocurre
pi+lpj+l ∩ pi+l′pj+l′ ⊂ {pi+l ∪ pj+l}.
La otra posibilidad ser´ıa pi+lpj+l = pi+l′pj+l′ , pero entonces, al ser |l′− l|
un mu´ltiplo de t1 par, pi+lpj+l mantiene la orientacio´n de pi+l′pj+l′ con
lo que llegamos a la contradiccio´n de que pi+l = pi+l′ y pj+l = pj+l′ con
l, l′ < r.
Se obtiene p′1 ∈ pipj , p′2 ∈ pi+1pj+1, . . . , p′r ∈ pi+r−1pj+r−1, de modo que
p′l 6= p′l′ para todo l 6= l′ (≤ r). En consecuencia
s = |θ(p′1)| ≥ r = |θ(p1)|.
Por un argumento ide´ntico obtendremos r ≥ s, con lo que resulta r = s.
b) Veremos primero que el per´ıodo de las o´rbitas perio´dicas es menor
o igual que 2t1. Supongamos lo contrario, esto es, que existe θ(p1) con
|θ(p1)| = r > 2t1. Sean pi, pj adyacentes en θ(p1). Consideremos el arco
orientado pipj que no contiene ningu´n otro elemento de θ(p1). Tendremos,
debido a que t1 es impar, que el arco orientado pi+t1pj+t1, que hace adya-
centes a pi+t1 y pj+t1 , tiene orientacio´n opuesta a la de pipj. Como r > 2t1,
ocurre que
pipj ∩ pi+t1pj+t1 = ∅.
Repitamos el argumento. Consideremos el arco orientado pjpk1, que hace
adyacentes a pj y pk1 6= pi en θ(p1), y construyamos pj+t1pk1+t1 , un arco
que hace adyacentes en θ(p1) a pj+t1 y pk1+t1 , cambiando la orientacio´n de
pjpk1.
Tendremos que
pjpk1 ∩ pj+t1pk1+t1 = ∅.
Repitiendo el proceso se obtienen {k2, . . . , kr}, de manera que pkr−1pkr
hace adyacentes en θ(p1) a pkr−1 y pkr . Adema´s
pkr−1pkr ∩ pkr−1+t1pkr+t1 = ∅,
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con orientaciones opuestas, y existe un arco pkrpkr+t1 que hace adyacentes
en θ(p1) a pkr y pkr+t1 .
Tenemos, entonces, a pkrpkr+t1 , un arco de extremos adyacentes en θ(p1),
y a (f ′)t1(pkr)(f ′)t1(pkr+t1), otro arco de extremos adyacentes en θ(p1), de
orientaciones opuestas. De modo que
(f ′)t1(pkr+t1) = pkr .
Como (f ′)t1(pkr) = pkr+t1 , llegamos a contradiccio´n al ser r > 2t1.
So´lo nos queda ver que f ′ no tiene ma´s de dos o´rbitas de per´ıodo t1 en
(pi ◦ r)(⋃t1i=1 ∂(D1,i)).
Supongamos que θ(p1) y θ(p′1) son dos o´rbitas perio´dicas, de per´ıodo t1, de
f ′, con p1, p′1 ∈ (pi ◦ r)(D1,1). Consideremos un arco p1p′1 en ∂(N \L)/ ∼ de
extremos p1, p′1. Entonces p1p′1 y p1+t1p′1+t1 tienen orientaciones opuestas,
de modo que
p1p′1 ∩ p1+t1p′1+t1 = {p1 ∪ p′1}.
En consecuencia, no existen ma´s o´rbitas de per´ıodo t1.
Observacio´n 4.19. La familia de longitudes de ciclos {t1, . . . , tl} se
descompone en dos conjuntos disjuntos que son el conjunto de las longitudes
pares tP y el conjunto de las longitudes impares tI .
Para cada tj ∈ tP , el conjunto (∂(N \ L) ∩ (
⋃tj
i=1 I(K)
j
i ))/ ∼ contiene qj
o´rbitas perio´dicas de per´ıodo rj de f ′.
Si tj ∈ tI , existen qj,1 o´rbitas perio´dicas de per´ıodo rj,1 = tj, y qj,2 o´rbitas
perio´dicas de per´ıodo rj,2 = 2tj, siendo qj,1 ≤ 2.
Falta computar el nu´mero de o´rbitas perio´dicas de f ′ en el conjunto ∂(N \
L) \ I(K)/ ∼. Pero sabemos ya, por la proposicio´n 2.7, que so´lo habra´ q0,1
o´rbitas perio´dicas de per´ıodo r0,1 = 1 y q0,2 o´rbitas perio´dicas de per´ıodo
r0,2 = 2, siendo q0,1 ≤ 2.
Denotamos rP = {ri : ti ∈ tP} y rI = {r0,1 ∪ r0,2} ∪ {ri,j : ti ∈ tI}.
Proposicio´n 4.20. Supongamos que f invierte la orientacio´n y que K
no es repulsor. Entonces
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) =
=

1−∑ti∈(tA∪tS)∩tP
k∈ti
ti +
∑
ti∈(tA∪tS)∩tI
k∈ti
ti si ∂(D(N)) 6⊂ L
1 + (−1)k −∑ti∈(tA∪tS)∩tP
k∈ti
ti +
∑
ti∈(tA∪tS)∩tI
k∈ti
ti si ∂(D(N)) ⊂ L
=

1−∑ti∈tA∪tS
k∈ti
(−1)titi si ∂(D(N)) 6⊂ L
1 + (−1)k −∑ti∈tA∪tS
k∈ti
(−1)titi si ∂(D(N)) ⊂ L
166
Demostracio´n. Sabemos que cl(N \L)/ ∼ es homeomorfo a una bola con
una cantidad finita de agujeros.
Tenemos, entonces,
H0(cl(N \ L)/ ∼) = ,
H1(cl(N\L)/ ∼) =
{ ⊕ · · · ⊕ A+ S generadores si ∂(D(N)) 6⊂ L
⊕ · · · ⊕ A+ S − 1 generadores si ∂(D(N)) ⊂ L
H2(cl(N \ L)/ ∼) = 0.
Como consecuencia de esto, y recordando que icl(N\L)/∼((f ′)k, cl(N \
L)/ ∼) = Λ((f ′)k), obtendremos que
1) Si ∂(D(N)) 6⊂ L el resultado es inmediato. Basta con calcular la traza
de ((f ′)k)∗ : H1(cl(N \ L)/ ∼) → H1(cl(N \ L)/ ∼). Para ello, te´ngase
en cuenta que habra´ A + S generadores y que la imagen por (f ′)∗ de cada
generador es otro generador con signo negativo.
2) Si ∂(D(N)) ⊂ L, cl(N \ L)/ ∼ sera´ una esfera con A + S agujeros,
esto es, un disco con A+ S − 1 agujeros, con lo que H1(cl(N \L)/ ∼) tiene
A+S−1 generadores. Resulta inmediato ver que la imagen por (f ′)∗ de cada
uno de estos generadores es otro generador con signo negativo, salvo para
uno, cuya imagen es la suma de todos los generadores, con signo positivo. De
este comentario, y del ca´lculo de la traza de ((f ′)k)∗, se deduce con facilidad
el resultado del enunciado.
Figura IV.12
Observacio´n 4.21. En las condiciones de la proposicio´n anterior, si k es
impar, se tendra´ que
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) =

1 +
∑
ti∈(tA∪tS)∩tI
k∈ti
ti si ∂(D(N)) 6⊂ L∑
ti∈(tA∪tS)∩tI
k∈ti
ti si ∂(D(N)) ⊂ L
Seguidamente enunciamos la generalizacio´n del teorema principal
para el caso en que f invierta la orientacio´n.
167
Teorema 4.22. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen que invierte la orientacio´n, con U homeomorfo a una bola abierta,
y sea K un conjunto compacto, invariante, aislado, conexo y no repulsor.
Entonces
a) Si ∂(D(N)) 6⊂ L,
i 2(fk, U(K)) = 1−
∑
ti∈tA∪tS
k∈ti
(−1)titi−
−
∑
ri∈rP
k∈ri
riq
i −
∑
ri,j∈rI
k∈ri,j
ri,jq
i,j.
b) Si ∂(D(N)) ⊂ L,
i 2(fk, U(K)) = 1 + (−1)k −
∑
ti∈tA∪tS
k∈ti
(−1)titi−
−
∑
ri∈rP
k∈ri
riq
i −
∑
ri,j∈rI
k∈ri,j
ri,jq
i,j.
Demostracio´n. Resulta, por la propiedad aditiva del ı´ndice de punto fijo,
que
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = i 2(fk, U(K))+
+
∑
qi∈{q1,...,qm}∩Fix((f ′)k)
icl(N\L)/∼((f ′)k, U(qi)),
siendo la u´ltima igualdad una suma de unos. Consecuencia inmediata son
los resultados del enunciado.
Teorema 4.23. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la imagen
que invierte la orientacio´n, con U homeomorfo a una bola abierta, y sea K
un conjunto compacto, invariante, aislado, conexo y repulsor. Entonces
i 2(fk, U(K)) = (−1)k −
∑
ti∈tR
k∈ti
ti.
Demostracio´n. Como K es un repulsor, todas las curvas de Jordan de
∂(N \ L) se colapsan a puntos al hacer el cociente cl(N \ L)/ ∼, de modo
que cl(N \ L)/ ∼ es homeomorfo a S2. Entonces
H0(cl(N \ L)/ ∼) = , H1(cl(N \ L)/ ∼) = 0, H2(cl(N \ L)/ ∼) = .
Resulta, al invertir f la orientacio´n, que
icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = 1 + (−1)k.
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Obtenemos, aplicando la propiedad aditiva del ı´ndice de punto fijo, que
1 + (−1)k = icl(N\L)/∼((f ′)k, cl(N \ L)/ ∼) = i 2(fk, U(K)) +
∑
ti∈tR
k∈ti
ti + 1.
El sumatorio y el uno que aparecen en la segunda igualdad se deben a
que, al ser K repulsor, so´lo vamos a tener este tipo de sumandos (caso a)
de la observacio´n 4.7) y a que ∂(N \ L) \ I(K)/ ∼ es un punto fijo.
Teniendo el cuenta el u´ltimo corolario, resulta inmediato que el teorema
4.22 se generaliza a cualquier conjunto compacto y conexo K.
Corolario 4.24. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen que invierte la orientacio´n, con U homeomorfo a una bola abierta,
y sea K un conjunto compacto, invariante, aislado y conexo. Entonces
a) Si ∂(D(N)) 6⊂ L,
i 2(fk, U(K)) = 1−
∑
ti∈tA∪tS
k∈ti
(−1)titi−
−
∑
ri∈rP
k∈ri
riq
i −
∑
ri,j∈rI
k∈ri,j
ri,jq
i,j.
b) Si ∂(D(N)) ⊂ L,
i 2(fk, U(K)) = 1 + (−1)k −
∑
ti∈tA∪tS
k∈ti
(−1)titi−
−
∑
ri∈rP
k∈ri
riq
i −
∑
ri,j∈rI
k∈ri,j
ri,jq
i,j.
Observacio´n 4.25. Sea f : U ⊂ 2 → 2 un homeomorfismo sobre la
imagen, con U homeomorfo a una unio´n de bolas abiertas, y sea K un con-
junto compacto, invariante y aislado, unio´n finita de componentes conexas,
K = K1,1 ∪ · · · ∪K1,k1 ∪ · · · ∪Kr,1 ∪ · · · ∪Kr,kr ,
donde f(Ki,j) = Ki,j+1 y f(Ki,ki) = Ki,1, esto es, K es la unio´n de r ciclos
de longitudes {k1, . . . , kr}. Entonces
i 2(fk, U(K)) =
∑
k∈ki
kii 2(fk, U(Ki,1)).
La demostracio´n de este resultado es consecuencia inmediata de aplicar la
propiedad aditiva del ı´ndice de punto fijo a la aplicacio´n fk. Obse´rvese que
los ı´ndices del sumatorio se podra´n calcular utilizando las te´cnicas empleadas
para el caso en que K es conexo.
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Corolario 4.26. Sea f : S2 → S2 un homeomorfismo, y sea K un
conjunto propio, compacto, invariante y con una cantidad finita de compo-
nentes conexas. Entonces f : S2 \K → S2 \K no es minimal.
La demostracio´n es ana´loga a la de [72], pa´g 243, pero trabajando con
conjuntos compactos, invariantes, aislados y conexos, en vez de con puntos
fijos, y utilizando el teorema 4.15.
Observacio´n 4.27. No hemos podido hallar ejemplos de ninguna apli-
cacio´n f : U ⊂ 2 → 2 , homeomorfismo sobre la imagen, que invierta
la orientacio´n, con U homeomorfo a una bola, y tal que exista un K com-
pacto, conexo, invariante y aislado con respecto a f , que posea algu´n ciclo
{I(K)11, . . . , I(K)1t1} con t1 > 2.
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