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Abstract--We present a regular algorithm for solving linear systems over the finite field GF(2) from the 
viewpoint of linear functionals. The algorithm is quite useful for solving a system of linear equations 
Ax = b of which the determinant of the matrix A is zero. The time complexity of the algorithm is O(n). 
A number of 2 n - 1 processing elements (PEs) connected in a full binary tree are required to accomplish 
the computations of the algorithm for systems of n equations in n unknowns, and all PEs can be 
implemented in an m x m (the least square greater than 2 n - 1) array of processors inquite a simple logic. 
INTRODUCTION 
In a wide span of literature, the best known computation methods for solving a linear system 
such as 
Ax=b,  where A~F"  ×"x,b~F" ×~, F=GF(2) ,  
concern mostly in those fields of characteristic zero and consider only the system with a nonzero 
determinant. In this paper, we are interested in solving systems of linear equations over F, in 
particular for those of det(A)= 0. 
First of all, we compute the probability of det(A)= 0 for the system Ax = b over F. Then 
we describe some basic concepts about linear functionals and develop an algorithm to solve 
for such a system. We give tree data structure to accomplish the computation tasks of the 
algorithm. Finally, we discuss the advantages and the disadvantages of the algorithm for VLSI 
implementations based on considerations of speed, chip areas, and regularity. 
A PROBABILISTIC ANALYSIS 
We know that the number of the n x n matrices over the finite field F = GF(2) is 2 "2 and among 
them there are 
n-- I  
I-I (2, - 2 t) 
/=0  
nonsingular matrices. The above result was already mentioned in Dickson [1]. The following lemma 
is a different proof for this formula. 
Lemma 
The number of nonsingular n x n matrices over F is 
n-¿  
1-I (2" - 2'). 
i=O 
(1) 
Proof Let n x n matrix be 
A =(ao), i , j=  l . . . . .  n, aueF, 
and let at and the ith row of A. Then at is a vector (a, . . . . .  a~) over F. The following two properties 
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of determinant are well known: (a) a, = (0 . . . . .  0) implies det(A ) = 0; (b) If ai and a~ are rows of 
the n x n matrix A and  
a ,=~k/a j  and k jeF,  
j# i  
then det(A) = 0. 
Now, consider the construction of a nonzero n x n matrix A. Start from the 1 st row of A, there 
are 2" -  1 nonzero vectors can be chosen for a,. For the 2nd row, by property (b), a2 cannot be 
any ofk ,a ,  for k, ~ Fso  that a2 has 2 n - 2 ~ choices. Inductively, a, cannot be any vector of the form 
klal + k2a2 + " • • + k ,_  la,_ l. 
Hence an and 2" -2" -~ choices. 
It follows that the number of nonsingular n x n matrices is 
n- - I  
(2n -- 2°)(2 n - 2 ' ) - . .  (2" - 2" - ' )  = 1-I (2" - 2'). Q.E.D. 
/=0  
(Note that for more general cases, the above Lemma can also be proved by the similar process 
for F = GF(pm), where p is any prime number and m is a positive integer.) 
Now, we may ask an interesting question: what is the probability of det(A ) = 0 for an arbitrary 
n x n matrix A over F = GF(2)? This equation can be answered easily by the above lemma. The 
probability that A is nonsingular can be expressed by 
Pr[det(A)"  0 )= [h't_,~0 (2" -  2')1/e"2 
= [(2" - 1)/2"][(2" - 2') /2"] • •.  [(2" - 2" - ' ) /2" ]  
= h (1 -2 - ' ) ,  (2) 
/=1  
and the probability that A is singular can be obtained by 
Pr[det(A ) = 0] = 1 - Pr[det(A) ~ 0]. (3) 
Waterhouse [2] has shown that the probability 
Pr[det(A) • 0], as n ~ oo, 
never converges to zero; i.e. the probability, by formula (3), 
Pr[det(A) = 0], as n ~ oo, 
never converges to one. However, a direct computation gives 
Pr[det(A) = 0] ~ 0.7 for n = 5; 
and this probability, obviously, will become larger as n > 5. Hence, we may conclude that the 
determinant of an arbitrary n x n matrix A over F has a high probability to vanish. 
It is well worth mentioning that an algorithm for solving a system Ax = b of det(A) = 0 has an 
important application in the decoding of algebraic linear codes over GF(2). In the decoding of 
algebraic odes [3], the systems generated by syndromes of the received words frequently have 
determinant zero. Because, for a t-error-correcting code of blocklength N the errors actually 
occurred in a received word usually less than t, where t (=n,  in this paper) is the number of error 
positions correctable by the code. The subject of algebraic oding thoery is out of the scope in this 
paper. We are only interested in finding a way to solve this class of systems. 
THE COMPUTATION ALGORITHM 
There are monographs (e.g. [4] etc.) covering the subject of generalized inverse of singular 
matrices over fields of characteristic zero; for singular n × n matrices over fields of characteristic 
Solving linear systems 375 
p, the Berlekamp-Massey Algorithm [5] is the most efficient method but is not regular if one 
considers hardware implementations. Our method to solve such a peculiar system of equations 
over F is to consider it as a set of linear functionals on V of n-dimensional vector space over F; 
then the solution space of an equation is the null space of the corresponding linear functional on 
V. Before going further, we will review some well known facts from the linear algebra text 
book [6]: 
(a) The set of linear functionals on V forms a vector space V* of same dimension as V, where 
V* = L(V, F) is called the dual space of V; 
(b) If B ={~ . . . . .  ~,} is an ordered basis of V, then there is a unique dual basis 
B* = ~ . . . . .  f~} for V* withf(aj)  = 60, the Kronecker delta. Each linear functional f in  V* can 
be expressed as 
n 
f = ~ f(~i) f ,  
i=l 
and each vector a in V can be expressed as 
= ~ f~(~)~,; 
i=1 
(c) For a subset S of V, the annihilator of S is the set S O of linear functionals f on V such that 
f (a )  = 0 for all a in S. 
Suppose that we want to solve the following homogeneous linear system: 
~ aux j=O, i = l . . . . .  n, and ajj, x jeF=GF(2) .  
j= l  
Define 
(4)  
f (x l  . . . . .  x.) = ~ aqxj (5) 
j= l  
be the linear functionals on V; then the solution space oftbe system (4) is the subspace S annihilated 
by the set S O of linear functionalsf,  i = 1 . . . . .  n. This is obvious, because if we define the n-tuple 
(xm, . . . ,  x,) be the coordinates of a vector a in V relative to the standard basis of V and the n-tuples 
(all . . . . .  aj,) be the coordinates of the linear functionalsf relative to the dual basis of the standard 
basis of V, then f (a )  -- 0 implies • ¢ N~ (the null space o f f ) ,  and the solution space of system (4) 
can be obtained by taking intersections of the sets iV,. for i = 1 . . . . .  n. 
To solve the nonhomogeneous systems Ax = b with the above-mentioned algorithm, we need a 
data structure for the algorithm and will describe it in the next section. 
THE DATA STRUCTURE 
full binary tree consists of a pipelined systolic array of PEs will be used for the computations 
of the algorithm. Fig. la shows such a small tree of height 2 for the case n = 3. Each node in the 
full binary tree stands for a PE which has an (n + 1)-bit register and a binary adder as shown in 
Fig. lb. The signal connection paths from such internal node to its two sons, the L-son and the 
R-son, are definied as follows: 
the bit 0 of its L-son = bit 0 of the node; 
the bit 0 of its R-son ffi (bit 0 ~ bit 1) of the node; 
the bit i o fboth i t s  L-son and R-son=Bit  ( i+ l )  of the node for i= l  . . . . .  n -1 .  (6) 
Each PE in the terminal nodes of the tree has two ouput latches (as shown in Figs la and lc) to 
receive the final results. In the beginning of a computation, the coefficients a# and bi associated with 
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Fig. I. (a) A full binary trc¢ of 3 levels with terminal nodes connect to a set of output latches; (b) signal 
connections from a node to its two sons, L-son and R-son; (c) the lo~c dis&cam of an output latch. 
Solving linear systems 377 
Root. node 
I I'l"°l 
0 101  
1 011  
I 1'°'1 I°1'° 1 0 01~ I 01  1 11~ 1 11  
i 1o . .  o ilol I I1"1 1 ,It ~ g" Terminot. I I * * I ,~ N nodes I *~ I I01  1*X  I I * *  0 I * *  
k: 0 4 2 6 I 5 :5 7 
Fig. 2. Computation steps for solving the system of the given example. 
the linear functional f~ are loaded simultaneously to the PE in the root node of the tree. Each PE 
then sends data to both of its two sons during each systolic cycle with the rules defined by (6). 
The whole tree requires 2" - 1 PEs which can be implemented in an m x m (the least square greater 
than 2" - 1) array of PEs [7]. Figure 3a shows a 4-level binary tree embedded in a 4 x 4 array with 
only one redundant PE, and Fig. 3b shows a 5-level binary tree embedded in 6 x 6 array with 5 
redundant PEs. 
For implementations, one only needs to design a PE and the whole tree can be obtained easily 
by CAD (computer-aided design) tools. This good property of highly regularity in the architecture 
of a binary tree is attractive when one considers to implement the tree with VLSI technologies. 
We are now ready to describe the algorithm for solving systems of linear equations. Consider 
the following nonhomogeneous system: 
Let 
Ax=b,  where AeF"X", x, beF"Xl,  F=GF(2) .  
R,~ = b, + ~ a,~xj, i = ~ . . . . .  . ,  k = ~ xjZ- ', (7) 
j=] j=] 
be the sum corresponding to the path (x~, . . . ,  x,) from the root node to the output latch labelled 
k during the computations of the linear functional ft (as shown in Fig. 2). The n-tuple (x~ . . . . .  x.) 
is used in the computations oflinear functionals using formula (7). After finishing the computations 
of n linear functionals, if for some k 
R~ffi0 for iffi 1 . . . . .  n, 
then the n-tuple (xm . . . . .  x,) corresponding to the label k for 
k = ~ xj2 ~- I 
j - I  
is a solution of the system. The set of solutions can easily be detected by sensing the output latches. 
We will given an example in the next section to end the discussion on this subject. 
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Fig. 3. Tree architecture embedded inthe square array. (a) A 4-level binary tree embedded ina 4 x 4 array 
with one redundant PE; (b) a 5-level binary tree embedded in the 6 × 6 array with 5 redundant PEs. 
AN EXAMPLE 
Consider the following system of three l inear equat ions  over GF(2): 
f l :  x l  + x2 = 1 
f2: xl +x3=0 
f3 :x2  + x3 = 1 (8) 
(one may refer to Fig. 2 for details of the computation steps in solving the system (8)). 
The null spaces of linear functionals f~ can be found by formula (7) for i = 1 . . . . .  3, and they 
are listed as follows: 
N, -- {(100), (010), (101), (011)}, 
N2 -- {(000), (010), (101), (11 l)}, 
N3 -- {(001), (010), (101), (110)}. 
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The solutions of the system (8) are in the intersections of Ni for i = 1, 2, 3, and are shown below: 
{(010), (101)}. 
We note that f3 is a linear combination off, and f2, thus system (8) does not have a unique solution. 
However, one can choose a solution by putting restrictions on the n-tuples; e.g. in the decoding 
of linear algebraic odes, one prefers to have a solution with minimum degree if the n-tuples are 
expressed inpolynomials. For such a restriction, the solution of the system (8) is the n-tuple {(010)}. 
CONCLUSIONS 
The tree data structure recommended in this paper takes 2n - 1 systolic cycles to obtain the 
solutions of a linear system of n equations in n unknowns; thus the time complexity of the algorithm 
is O(n). Actually, we pay more chip areas for fast computation; but an extra advantage is that 
we can fully utilize CAD tools because of the highly regularity of the architecture. 
Although our approach is an exhaustive one, it should not be ignorant because n is small in the 
algebraic decoding systems of medium blocklength. Theoretically, our method for solving linear 
systems over GF(2) is also true for over GF(p), where p # 2. However, for the restrictions of 
current echnologies and for practical application considerations, we suggest to use it in the smallest 
field GF(2). Hopefully, in the strong movement of IC (integrated circuit) technology, we may 
consider our approach for the fields GF(p) of small prime p and with a modification of the 
algorithm to fit the residue classes modulo p operations in the near future. At least, this algorithm 
is still attractive for systems of n equations (with moderate n) over GF(2), particularly for systems 
of determinant zero. 
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