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Resumen: La energía eléctrica constituye un recurso muy valioso en la economía 
de un país. En esta investigación, se pretende solucionar un problema de 
estimación de costos de mantenimiento de una línea de media tensión en 
poblaciones españolas. Para ello, se utiliza un nuevo sistema genético difuso que 
mejora una técnica de modelado y simulación cualitativa, el Razonamiento 
Inductivo Difuso (FIR). Se proponen dos algoritmos genéticos para el aprendizaje 
de las particiones difusas en la metodología FIR. Se analizan en detalle las 
características de estos dos métodos y los resultados obtenidos son comparados 
tanto con técnicas clásicas así como con técnicas híbridas evolutivas de análisis de 
datos. 
 
Palabras clave: Ingeniería eléctrica, algoritmos evolutivos, algoritmos genéticos, 
razonamiento inductivo difuso, machine learning. 
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I. Introducción 
El sector eléctrico constituye por sí mismo una parte importante de la actividad 
económica de cualquier país, siendo un servicio imprescindible para la vida diaria 
de los ciudadanos y que incorpora un valor estratégico innegable al resto de los 
sectores de la economía. A su vez cubre un amplio espectro en la actividad 
económica, desde la explotación de los recursos naturales hasta su utilización final 
en la industria, servicios y transporte.  
 
A partir del 1 de enero de 1998, la organización del sector eléctrico español 
experimenta una profunda renovación a través de una nueva ley, la cual supone un 
cambio importante en el funcionamiento y regulación del sistema que hasta esa 
fecha se había adoptado [Cordón et al., 1998]. Esta legislación del sector (Ley 
54/1997 del 27/11/1997) y los reales decretos que la desarrollan (Real Decreto 
2018/1997 de 26/12, Orden Ministerial de 12/04/1999, Real Decreto 6/2000 de 
23/06, Real Decreto 1955/2000 de 01/12, Real Decreto 1164/2001 de 26/10, entre 
otros)  establecen lo siguiente: 
a) Las normas, 
b) El acceso de los diferentes actores al mercado español (OMEL, REE, los 
productores, los agentes externos, los clientes cualificados, los distribuidores, los 
comercializadores), 
c)  Los principios de remuneración del transporte, la reducción de los costes de 
transición a la competencia  (CTCs), de los diferentes agentes que participan en el 
sistema, los sistemas de servicios y la garantía de potencia, 
d) La organización y el funcionamiento del mercado mayorista, 
e) El transporte, la distribución y la explotación del sistema quedan como 
actividades reguladas y sometidos al régimen de monopolio, mientras que la 
producción y la comercialización de electricidad quedan totalmente liberalizadas, 
f) Se pone en práctica una nueva estructura: 
o La Comisión Nacional de la Energía, bajo la supervisión del Ministerio de 
Industria y Energía, garantiza la función del Regulador,  
o Una sociedad independiente: Red Eléctrica de España, S.A.(REE), la cual  
toma la función de administradora de la red de transporte, es decir, asegura la 
operación del sistema y la gestión técnica de la red,  
o Una sociedad independiente: Compañía Operadora del Mercado Español de 
Electricidad (OMEL), la cual gestiona el mercado mayorista de electricidad.  
  
Dichas disposiciones legales tienen una decidida voluntad de propiciar una mayor 
liberalización del sector eléctrico, asegurando la competencia empresarial y 
garantizando un menor coste de la energía eléctrica. Sin embargo, el panorama 
anterior muestra que el mercado eléctrico español está aún evolucionado hacia la 
competencia, aun no está completamente liberalizado. En un futuro lo que se 
persigue es la liberalización efectiva del sector, la cual permitirá que las empresas 
puedan empezar a competir en precios y no se centren en competir por el reparto 
de mercado. Por su parte, la contención de las emisiones de gases de efecto 
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invernadero (Protocolo de Kioto) y las directivas de la Unión Europea pueden 
introducir importantes cambios en la estructura de la generación eléctrica. 
 
Hay cuatro grandes agentes (Unión FENOSA, HidroCantábrico, ENDESA, 
IBERDROLA)  que poseen simultáneamente la mayoría de las plantas de 
generación de energía y las redes de distribución en España. De acuerdo a las 
características del mercado español cualquiera de estas empresas podría tener una 
gran influencia sobre el precio de la energía eléctrica, el cual tiene un gran 
impacto estratégico en el desarrollo económico del país. Es por ello, que el 
gobierno español decidió nacionalizar hace algunos años las líneas de alta tensión 
y separar los mercados de distribución y de generación, obligando así a las 
compañías antes mencionadas a proceder en cada situación como dos actores 
diferentes. De esta manera, las plantas de generación venden la energía que 
producen en un mercado parcialmente regulado y las compañías de distribución 
compran la energía en ese mismo mercado (se permiten en ciertos casos los 
contratos bilaterales entre proveedores de energía y consumidores). Cabe señalar, 
que las compañías eléctricas no reciben integralmente la factura que pagan los 
usuarios, dichos pagos se redistribuyen según cierto criterio complejo (cantidad de 
generación de energía de la compañía, número de clientes, etc) con el objetivo de 
equilibrar el mercado. 
 
Actualmente varias compañías han solicitado revisar estas reglas. Se discuten 
algunos modelos originados de las nuevas propuestas de redistribución de los 
costos de mantenimiento de la red. Los costos de mantenimiento dependen (entre 
otros factores) de la longitud total de línea eléctrica que cada compañía posee, y 
en su tipo (si es de alta tensión, media tensión, baja urbana/rural tensión). Para 
justificar los gastos de las compañías, se usan modelos de longitud de línea. Esto 
es así ya que no todas las líneas pueden medirse fácilmente, las únicas son las de 
alta tensión. El grado de dificultad aumenta cuando se requiere estimar el costo de 
mantenimiento de las líneas de media y baja tensión, ya que están contenidas en  
pueblos y ciudades, por lo cual resulta muy difícil y costoso medirlas. Es así como 
se hace necesario un método indirecto para determinar la longitud de línea. 
 
Por otra parte, algunas de las modificaciones de la estructura de pago son basadas 
en la red óptima y no en la red real. Se defiende que las líneas de baja tensión  y 
de media tensión que existen en un pueblo, han sido instaladas de forma 
desordenada de acuerdo a las necesidades de electricidad de la población a lo 
largo de los años. De este modo la distribución real de las mismas está lejos de la 
óptima. Si se premian redes extensas, no hay incentivos para modernizar las redes 
de distribución obsoletas. 
 
Por las razones expuestas anteriormente, es evidente la importancia de los 
modelos de longitud de líneas en el mercado eléctrico español. Todas las 
compañías desarrollan sus propios modelos y el gobierno también usa algunos de 
estos modelos para decidir la parte del pago que las compañías reciben. Se pide 
que se resuelva el siguiente problema: a) estimar el costo de mantenimiento de la 
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red de media tensión instalada en ciertos pueblos, y b) relacionar ese costo de 
mantenimiento con otras características de estos pueblos [Cordón et al., 1998; 
Sánchez, 1997]. Además, es preferible que las soluciones obtenidas verifiquen 
otro requisito: que no sólo sean precisas a la resolución del problema sino que 
también sean hasta cierto punto interpretables por los seres humanos. 
 
En esta investigación, se propone el uso de un nuevo sistema genético difuso 
(SGD) para encontrar soluciones al problema de distribución de energía eléctrica 
antes planteado. Este nuevo SGD mejora una técnica de modelado y simulación 
cualitativa, el Razonamiento Inductivo Difuso (FIR). Se pretende aprovechar las 
ventajas y potencialidades de los algoritmos genéticos (AGs) para aprender los 
parámetros de fusificación de la metodología FIR, es decir, el número de clases 
por variable y las funciones de pertenencia que definen su semántica. Debido a 
que es una metodología basada en lógica difusa, la eficiencia de identificación del 
modelado cualitativo y de predicción de FIR están influenciados por estos 
parámetros de discretización. 
 
En los últimos años la metodología FIR ha sido aplicada a la identificación y 
predicción de diferentes sistemas en las áreas de control, biomedicina, ecología, 
etc., obteniendo buenos resultados, especialmente cuando el conocimiento de la 
estructura es escaso o no está disponible [Mugica and Cellier, 1994; Nebot et al., 
1996; Nebot et al., 2001]. En estos trabajos, se usaron frecuentemente valores por 
defecto para determinar el número de clases y las funciones de pertenencia 
asociadas. El valor por defecto del parámetro que corresponde al número de clases 
para cada variable del sistema es tres y se usa Equal Frequency Partition (EFP) 
como técnica para obtener las funciones de pertenencia de las clases. Sin 
embargo, la experiencia ha demostrado que en algunas aplicaciones, como por 
ejemplo las biomédicas y las ecológicas, la determinación de los parámetros 
necesarios en el paso de la discretización se vuelve relevante para la identificación 
de un buen modelo que capture el comportamiento del sistema de una manera 
precisa. Por consiguiente, la determinación automática de buenos parámetros de 
fusificación (número de clases y funciones de pertenencia) en la metodología FIR 
es una alternativa de gran interés y utilidad al uso de valores heurísticos y/o 
valores por defecto. En esta investigación se estudian ambos casos. Se desarrolla 
un AG para atacar el primer caso, es decir, el aprendizaje del número óptimo de 
clases para cada variable del sistema. En vista de los resultados obtenidos, el 
segundo caso que se refiere al aprendizaje de las funciones de pertenencia de las 
clases, es también considerado en este trabajo. 
 
La metodología FIR es presentada en la sección II. Los AGs propuestos son 
detallados en la sección III. La sección IV presenta la aplicación eléctrica y la 
discusión de los resultados obtenidos. Finalmente, se dan las conclusiones de la 
investigación. 
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II. Metodología de Razonamiento Inductivo Difuso 
El razonamiento inductivo difuso, FIR, surge o emerge de la Teoría General de 
Sistemas (GSPS) desarrollada por [Klir, 1985]. FIR es una metodología basada en 
el comportamiento de los sistemas más que en el conocimiento de su estructura. 
Es una herramienta muy útil para modelar y simular aquellos sistemas de los 
cuales no hay conocimiento previo disponible. FIR realiza dos tareas principales, 
la primera es identificar las relaciones causales y temporales entre las variables 
del sistema y construir el modelo cualitativo del sistema observado; y la segunda 
es predecir el comportamiento futuro del sistema a partir de las observaciones 
pasadas y del modelo previamente identificado. Para cumplir con estas tareas, la 
metodología  FIR  cuenta con cuatro funciones básicas: fusificación, modelado 
cualitativo, simulación cualitativa y defusificación. 
El proceso de fusificación se encarga de convertir los valores cuantitativos del 
sistema (datos sin procesar) en sus  valores cualitativos equivalentes (datos 
discretizados). En el proceso de codificación difusa un valor cuantitativo se 
convierte en una tripleta cualitativa, donde el primer elemento de la tripleta es el 
valor de la clase, el segundo elemento el valor de pertenencia difusa y el último 
elemento corresponde al valor del lado. El valor de lado permite conservar en la 
tripleta cualitativa el conocimiento completo del valor cuantitativo original, 
determinando con mayor precisión donde se encuentra el valor cualitativo, esto es, 
a la derecha, al centro o a la izquierda del máximo de la función de pertenencia. 
De esta forma no se pierde información durante el proceso de fusificación.   
 
El proceso de identificación del modelado cualitativo es capaz de obtener las 
relaciones casuales y temporales entre las variables y por consiguiente de obtener 
el mejor modelo que representa el sistema.  
 
Un modelo FIR está compuesto de una máscara (estructura del modelo) y de la 
base de reglas patrón (behaviour matrix). Un ejemplo de ambos se presenta en la 
 
 
Figura 1. Esquema del Razonamiento Inductivo Difuso (FIR) 
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figura 2.  Cada fila de la máscara representa un instante de tiempo en función del 
intervalo de muestreo. Al número de filas se le conoce como profundidad de la 
máscara. Cada elemento negativo en la máscara es denominado m-entrada 
(entrada de la máscara).  Denota la existencia de una relación casual con la 
variable de salida. La secuencia en que las m-entradas son numeradas no tiene 
ningún significado especial. El valor positivo denota la salida. En notación de 
posición, la máscara de la figura 2 puede ser escrita como sigue (2,6,7,9), 
enumerando las celdas de la máscara de arriba a abajo y de izquierda a derecha. El 
proceso de identificación del modelado cualitativo evalúa todas las posibles 
máscaras y concluye cual de ellas tiene el más alto poder de predicción por medio 
de una medida de reducción de entropía, denominada la calidad de la máscara Q. 
La máscara con el máximo valor de Q es la máscara óptima. Una vez que la mejor 
máscara ha sido identificada puede ser aplicada a los datos cualitativos obtenidos 
desde el sistema resultando la base de reglas patrón, véase figura 1. Ambos, la 
base de reglas patrón y la máscara  constituyen el modelo FIR y una vez 
disponibles, la predicción del sistema puede llevarse a cabo usando el motor de 
inferencia de FIR. Este proceso es llamado simulación cualitativa. El motor de 
inferencia de FIR es una especialización del método de los k-vecinos más 
cercanos (5NN), comúnmente usado en el campo de reconocimiento de patrones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Proceso de identificación del modelado cualitativo de FIR. 
La defusificación es el proceso inverso al de fusificación.  Convierte la salida 
cualitativa predicha  en una variable cuantitativa que se pueda entonces utilizar 
como entrada a un modelo cuantitativo externo.  
 
Para definir una codificación del cromosoma idónea y establecer los parámetros 
de discretización de las variables del sistema, es necesario conocer profundamente 
el proceso de fusificación de la metodología FIR.  
 
La forma más común de las funciones de pertenencia en FIR son triangulares o 
gausianas. Estás últimas son las consideradas por defecto. La figura 3 ilustra el 
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proceso de fusificación por medio de un ejemplo. Como se mencionó 
anteriormente, un valor cuantitativo se convierte en una tripleta cualitativa, donde 
el primer elemento de la tripleta es el valor de la clase, el segundo elemento el 
valor de pertenencia difusa y el último elemento corresponde al valor del lado. El 
valor de lado, el cual es específico de FIR y no es usado comúnmente en lógica 
difusa, es el responsable de preservar en la tripleta cualitativa el conocimiento 
completo del valor cuantitativo original. 
En la figura 3 una temperatura de 23ºC podría ser fusificada en la clase "normal", 
con un valor de pertenencia a esta clase de 0.75 y un valor de lado “derecho”. 
 
Muchos enfoques de inferencia difusa preservan el conocimiento total por medio 
de la asociación con cada valor cuantitativo de las múltiples reglas difusas 
basándose en  tuplas de clases y valores de pertenencia. Estos representarían así la 
temperatura de 23ºC como “normal” con una probabilidad de 0,75 y “templada” 
con una probabilidad de 0,25. FIR  logra lo mismo por medio de la asociación con 
cada valor cuantitativo de una simple regla difusa  basándose en una tripleta 
cualitativa. Es por ello, que en la metodología FIR las colas de las funciones de 
pertenencia se descartan y solamente se usa la parte de las funciones de 
pertenencia en el rango [0,5...1].  El punto donde dos clases adyacentes se cortan 
con el valor de pertenencia de 0,5 es denominado landmark.  Es así como, el 
componente a ser optimizado por el algoritmo genético es la anchura de la función 
de pertenencia de cada clase, especificada por ambos landmarks. En el ejemplo de 
la figura 3 la función de pertenencia de la clase “normal” es definida por los 
landmarks {13,27}, siendo este par los valores de la temperatura que especifica 
los límites entre la clase “normal” y sus clases adyacentes, “fresco” y “templado”, 
respectivamente. Para mayores detalles de la metodología FIR, referirse a [Nebot, 
1994]. 
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Figura 3. Proceso de fusificación de FIR, variable temperatura 
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III. Algoritmo Genético para la optimización de particiones 
difusas 
Los AGs son algoritmos de búsqueda de propósito general que se basan en 
principios inspirados en la genética de las poblaciones naturales para llevar a cabo 
un proceso evolutivo sobre soluciones de problemas. Fueron inicialmente 
propuestos por [Holland, 1975] y han sido posteriormente estudiados en 
profundidad por otros autores [Goldberg, 1989; Michalewicz,1996]. Son muy 
robustos y destacan por su capacidad de adaptación o buen comportamiento en 
problemas difíciles en los que el espacio de búsqueda es grande, discontinuo, 
complejo y poco conocido, en los que las técnicas clásicas de búsqueda 
(enumerativas, heurísticas,...) no presentan buenos resultados. Aunque no 
garantizan la obtención de la solución óptima al problema, suelen proporcionar 
soluciones bastante aceptables en un tiempo razonable. 
 
Los AGs han sido aplicados con éxito en distintas áreas. Algunas de las razones 
de este éxito son las siguientes: 1) pueden resolver problemas muy complejos de 
una forma rápida y sencilla, por su habilidad para explotar la información que van 
acumulando sobre el espacio de búsqueda que manejan, desconocido inicialmente, 
lo que les permite redirigir posteriormente la búsqueda hacia subespacios útiles, 2) 
pueden ser enlazados fácilmente con simulaciones y modelos existentes, y 3) 
presentan gran facilidad para ser hibridizados con otras técnicas. Es por ello, que 
se ha logrado que su aplicación haya crecido enormemente a lo largo de los 
últimos años en campos tan diversos como la optimización de funciones 
numéricas y la optimización combinatoria [Goldberg, 1989; Michalewicz,1996], 
Inteligencia Artificial [Belew and Booker,1991; Forrest, 1993],  Investigación 
Operativa [Nissen, 1993], Redes Neuronales [Whitley and Schaffer, 1992], 
Sistemas Difusos [Herrera and Verdegay,1996; Pedrycz, 1997], Robótica 
[Davidor, 1991], Vida Artificial [Belew and Booker,1991],  Aprendizaje 
Automático [DeJong et al., 1997; Janikov,1993], etc. 
 
La idea básica de estos algoritmos consiste en mantener una población de 
individuos que codifican soluciones del problema. Dichos individuos emplean una 
representación genética para codificar los valores de las características parciales 
que definen las distintas soluciones. Debido a ello, cada individuo recibe el 
nombre de cromosoma y cada una de sus componentes el de gen. 
 
Los cromosomas se generan inicialmente a partir de la información disponible 
sobre el problema, o bien de un modo aleatorio cuando no se dispone de esta 
información, y la población se hace evolucionar a lo largo del tiempo mediante un 
proceso de competición y alteración controlada que emula los procesos genéticos 
que tienen lugar en la naturaleza. A lo largo de sucesivas iteraciones, 
denominadas generaciones, los cromosomas se ordenan con respecto a su grado 
de adaptación al problema, es decir, con respecto a lo bien que resuelven dicho 
problema y, tomando como base estas evaluaciones, se construye una nueva 
población mediante un proceso de selección y una serie de operadores genéticos 
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tales como el cruce y la mutación. Como en todos los Algoritmos Evolutivos, es 
necesario diseñar una función de adaptación o de evaluación para cada problema 
que se desee resolver. Dado un cromosoma de la población, esta función devuelve 
un único valor numérico que se supone proporcional al grado de bondad de la 
solución que dicho cromosoma codifica. Esta función es la encargada de guiar al 
AG por el espacio de búsqueda. Por esta razón, debe estar bien diseñada para que 
sea capaz, no sólo de distinguir de un modo claro los individuos bien adaptados de 
los que no lo están, sino también de ordenar éstos en función de su capacidad para 
resolver el problema. 
 
La figura 4, en la que P(t) denota la población en la generación t, muestra la 
estructura general de un AG básico. 
Los aspectos principales a ser considerados para implementación de un AG son: 
a) representación genética, b) función objetivo o de adaptación, c) operadores 
genéticos y d) parámetros genéticos. Estos puntos son muy importantes para 
alcanzar un buen funcionamiento del algoritmo. 
 
 
III.1. Determinación del número de clases 
A. Representación Genética 
Cada cromosoma (C) estará compuesto por el número de clases (etiquetas). El 
número de términos lingüísticos para N variables se codifica en un vector entero 
de longitud N en el rango [2,…,9]. Los valores de los genes son forzados a estar 
en este intervalo, por lo cual los operadores genéticos controlan este requisito. 
 
Si denotamos por Xi el número de clases de la variable i, una representación 
 
Procedimiento Algoritmo Genético 
    EMPEZAR 
        t = 0; 
        inicializar P(t); 
        evaluar P(t); 
        MIENTRAS NO (condicion de parada) HACER 
          EMPEZAR 
             t = t + 1; 
             seleccionar P0(t) a partir de P(t _ 1); 
             cruzar y mutar P0(t); 
             P(t) = P0(t); 
             evaluar P(t); 
          FIN 
   FIN 
 
Figura 4. Estructura básica de un Algoritmo Genético. 
 
Jesús Acosta  y  Angela Nebot 
"Uso del razonamiento inductivo difuso para solucionar un problema  
de distribución de energía eléctrica." 
 
UNIVERSIDAD POLITECNICA DE CATALUÑA 2005 
10
completa para un sistema de N variables (incluyendo entradas y salida), esta 
definida del siguiente modo:  C = (X1,X2,…,XN) 
B.  Función objetivo o de adaptación 
Para evaluar un cromosoma se ejecuta una función de costo de FIR que hace lo 
siguiente:  
 
1) Decodifica la información del cromosoma, construyendo su correspondiente 
partición difusa en la estructura de datos que utiliza FIR para representar dichas 
particiones.  
2) Ejecuta el proceso de identificación de modelado cualitativo de la metodología 
FIR con los datos de entrenamiento, usando la partición construida en el paso 
anterior. Por lo tanto, se obtiene la máscara asociada a esa partición con la medida 
más alta de calidad.  
3) Calcula una función objetivo. En esta investigación se proponen dos funciones 
de adaptación: a) la calidad de la máscara óptima o b) el error de predicción de 
parte del conjunto de datos de entrenamiento. 
 
Como se ha señalado, en el proceso de identificación del modelo cualitativo de la 
metodología FIR, la máscara óptima (la mejor estructura del modelo) es 
identificada por medio de una medida de calidad, Q  (véase sección II). La calidad 
de una máscara es un valor entre 0 y 1, donde 1 indica la más alta calidad. Por lo 
tanto, la primera función de costo propuesta es 1-Q, debido a que la tarea del 
algoritmo es minimizar la función de costo. 
 
La segunda función de costo se define como la predicción del error de una porción 
del conjunto de datos de entrenamiento. El error cuadrático medio normalizado en 
porcentaje (MSE), dado en la ecuación 1, es usado para este propósito. 
( )2
var
ˆ( ) ( )
.100%
E y t y t
MSE
y
 − =                                      (1) 
ŷ(t) es la salida predicha, y(t) la salida del sistema y yvar denota la varianza de y(t). 
La idea es usar parte del conjunto de datos de entrenamiento para identificar el 
modelo y el resto del conjunto de datos para evaluar la eficiencia (performance) 
de la predicción del modelo encontrado con la partición difusa evaluada. Cabe 
recordar que el modelo FIR está compuesto por la máscara óptima y la base de 
reglas patrón (behavior matrix). Esto implica que ambos han de ser generados en 
el proceso de evaluación de una determinada partición difusa cuando se usa esta 
función de costo. El error de predicción de la porción del conjunto de datos de 
entrenamiento no usado en el proceso de identificación del modelo es usado como 
la función de costo para el AG.  Por lo tanto, es necesario llamar a la función de 
predicción de la metodología FIR para obtener el costo del cromosoma evaluado. 
En este sentido, es evidente que el costo computacional de esta función de costo 
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será notablemente mayor al obtenido con la función que depende únicamente de la 
calidad de la máscara. Sin embargo, el poder de predicción del modelo óptimo 
resultante de la partición propuesta en este caso será superior. El tamaño de la 
porción del conjunto de datos de entrenamiento usado para la evaluación de la 
función de costo propuesto se define con respecto al tamaño del conjunto de datos 
de entrenamiento. Concretamente se ha especificado que para conjuntos de datos 
de entrenamiento con un número superior a 2000 el 25% final se usa para la 
evaluación de cada cromosoma, si está entre 400 y 2000 sería el 20% final y si es 
menor o igual a 400 se utilizaría sólo el 8% final. 
C. Operadores Genéticos 
El mecanismo de selección empleado ha sido el Muestreo Universal Estocástico, 
propuesto por [Baker, 1987], incorporando además una selección elitista. Los 
operadores considerados son: 
 
1) Operador de Cruce: este operador es ejecutado cuando dos padres tienen 
diferente granularidad en una o más variables. En este caso la operación de cruce 
es simple, se selecciona aleatoriamente un punto de corte dentro del cromosoma  y 
se cruzan las dos partes en ambos cromosomas de acuerdo al operador clásico de 
cruce. A continuación, se muestra una representación gráfica del funcionamiento 
de este cruce, sean 
1 1( ,..., , ,..., )t p p NC X X X X+=  
' ' ' ' '
1 1( ,..., , ,..., )t p p NC X X X X+=  
 
dos individuos que se van a cruzar en el punto p, los dos descendientes resultantes 
son: 
' '
1 1( ,..., , ,..., )t p p NC X X X X+=  
' ' '
1 1( ,..., , ,..., )t p p NC X X X X+=  
 
2)  Operador de Mutación:  Debido a la naturaleza de los valores almacenados en 
el cromosoma, el operador de mutación seleccionado es el propuesto por 
[Thrift,1991]. En este caso, la granularidad asociada al gen del cromosoma 
seleccionado se le aumenta o disminuye en una unidad (la decisión es tomada de 
manera aleatoria). Cuando el valor que se pretende cambiar es el mínimo (2) ó el 
máximo (9), se realiza el único cambio posible, esto es, incrementar o 
decrementar en uno la granularidad, respectivamente. 
D. Parámetros genéticos 
Las probabilidades se han establecido de acuerdo a lo señalado por [Grefenstette, 
1986]. Los valores que se han definido son: 
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a) Tamaño de la población inicial: 50 individuos 
b) Probabilidad de cruce: 0,6 
c) Probabilidad de mutación: 0,1 
d) Número de evaluaciones de cromosomas: {500, 1000, 2000} 
 
Se han considerado tres criterios de parada del AG: alcanzar 500, 1000 y 2000 
evaluaciones de cromosomas, respectivamente. El AG fue capaz de converger a 
una solución con el máximo número de iteraciones estipuladas.  
 
La población inicial está compuesta por individuos que tienen el mismo número 
de clases para las N variables, y el resto de los cromosomas tienen valores 
escogidos aleatoriamente. No se admiten cromosomas repetidos.   
 
 
III.2. Determinación de las funciones de pertenencia 
A. Representación Genética 
La representación genética elegida toma en cuenta el número de elementos 
observados para cada variable. Una variable específica está representada por la 
proporción de  elementos de datos que contiene cada clase, codificada en el rango 
[0..1]. Un ejemplo de representación de un cromosoma para una única variable 
que tiene 4 clases podría ser (0,1 0,4 0,3 0,2), significando que la función de 
pertenencia de la primera clase contiene el 10% de los elementos de datos 
disponibles para esta variable, y la segunda, la tercera y la cuarta función de 
pertenencia contiene el 40%, 30% y 20% de los registros de datos, 
respectivamente.  
 
Por lo tanto, si denotamos Dij, la proporción de datos para la clase i de la variable 
j, una completa representación para un sistema de N variables (incluyendo 
entradas y salida) con n clases por variable, se define del siguiente modo: 
C= (D11...Dn1, D12...Dn2,...,D1N...DnN) 
La mínima proporción (VMIN) se ha establecido en 0,05 y la máxima proporción 
(VMAX) es definida por ( )11 −∗−= NETIQVMINVMAX , donde NETIQ es el 
número de clases de la variable. Lógicamente, cada vez que cambie la distribución 
de los landmarks de una variable por la acción de los operadores genéticos, se 
tendrá que construir la partición difusa  correspondiente a esa nueva distribución. 
La ventaja primordial de esta representación es que ésta facilita el cómputo de los 
landmarks. 
B.  Función objetivo o de adaptación 
En este apartado se estudian las mismas funciones de costo propuestas para la 
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determinación del número de clases. Se realiza la evaluación de los cromosomas 
siguiendo los pasos descritos en la sección III.1.B. 
C. Operadores Genéticos 
El mismo mecanismo de selección empleado en la sección III.1 se usa también 
aquí. Los operadores genéticos elegidos son: 
1) Operador de Cruce: El operador de cruce aritmético es considerado el más 
adecuado para la representación del cromosoma que se ha definido. Este operador 
de cruce genera dos hijos como una media ponderada del valor de los padres. Un 
valor real, “u”, en el rango [0...1] se selecciona de manera aleatoria y se usa para 
generar los nuevos hijos por medio de la ecuación 2. 
MADREuPADREuCt ∗−+∗= )1(  
MADREuPADREuCt ∗+∗−= )1('  
Una de las ventajas de este operador de cruce es que a partir de dos padres 
“válidos” (la suma de los valores de las proporciones de datos para todas las 
clases de cada variable es uno), se obtienen dos hijos igualmente  “válidos” 
(siempre que se utilice el mismo valor de “u” para generar todos los genes 
descendientes de esa pareja de padres). 
 
2) Operador de Mutación: Debido a la naturaleza de los valores almacenados en 
el cromosoma, el operador de mutación seleccionado está también basado en las 
ideas de [Thrift,1991]. En este caso, la proporción de datos asociada al gen del 
cromosoma seleccionado se le aumenta o disminuye (la decisión es tomada de 
manera aleatoria) por un factor entre el rango [VMIN..MAX], también aleatorio.  
Donde 0,50 ( 1)MINMAX V NETIQ= − ∗ − . Las otras proporciones de la misma 
variable son ajustadas para mantener  la sumatoria a 1.  
 
Cuando el valor que se pretende cambiar más el factor sobrepasa los límites del 
rango [VMIN...VMAX] se realiza el único cambio posible, esto es, incrementar o 
decrementar por el factor, respectivamente.  
D. Parámetros genéticos 
Los valores de las probabilidades han sido establecidas de la misma manera como 
en la sección III.1. Los valores que se han definido como parámetros del AG son: 
a) Tamaño de la población inicial: 50 individuos 
b) Probabilidad de cruce: 0,6 
c) Probabilidad de mutación: 0,1 
d) Número de evaluaciones de cromosomas: {5000, 10000, 20000} 
(2)
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Se han considerado tres criterios de parada del AG: alcanzar 5000, 10000 y 20000 
evaluaciones de cromosomas, respectivamente. Nótese que el espacio de búsqueda 
del AG es ahora mayor.  
 
La población inicial está compuesta por un individuo distribuido por el método 
EFP (Equal Frecuency Partition), y el resto de los cromosomas tienen valores 
escogidos aleatoriamente. No se admiten cromosomas repetidos.   
IV. Modelado de las redes de distribución de electricidad 
El problema en estudio no se basa en datos reales sino en estimaciones de los 
costos mínimos de mantenimiento de una línea de media tensión, las cuales están 
basadas en un modelo de la red eléctrica óptima para un pueblo, es decir, como si 
se pudiese tender toda la línea de nuevo.  
 
Han sido proporcionados datos que involucran cuatro características diferentes de 
los pueblos (véase Tabla I) y su costo mínimo de mantenimiento en una muestra 
de 1059 núcleos urbanos. En trabajos previos [Cordón et al., 1999] fueron 
divididos en 847 ejemplos (conjunto de entrenamiento) y 212 ejemplos (conjunto 
de prueba), es decir, el 80% y el 20% del conjunto de datos disponible, 
respectivamente. Esta misma distribución de datos se utiliza en la presente 
investigación para poder comparar los resultados obtenidos en una forma precisa. 
El conjunto de prueba permite validar el modelo obtenido, ya que utiliza datos que 
no han sido utilizados en el proceso de identificación. 
 
Es necesario señalar que no existen relaciones temporales entre dos ejemplos 
consecutivos del sistema de cinco variables, debido a que cada ejemplo representa 
un pueblo específico. En esta investigación se persigue estimar y relacionar la 
variable costo de mantenimiento (CMT) con las otras cuatro variables (LTC, 
AOC, AOE y ESC) aplicando la metodología FIR. Es la primera vez que FIR se 
aplica a un sistema no dinámico. Las relaciones pueden ser encontradas  
 
TABLA I 
NOTACIÓN CONSIDERADA PARA LAS VARIABLES DEL  PROBLEMA  DE    
ESTIMACIÓN  DE  LOS  COSTOS DE MANTENIMIENTO  DE  LA  LÍNEA  DE  MEDIA  TENSIÓN. 
 
Símbolo Significado Rango 
x1 (LTC) Suma de la longitud de todas las calles de la 
ciudad (en Kms) 
[0,5:11] 
x2 (AOC) Área total ocupada por la ciudad (en kms2)  [0,15:8,55] 
x3 (AOE) Área ocupada por edificios (en kms2) [1,64:142,5] 
x4 (ESC) Energía suministrada a la ciudad (MWh) [1:165] 
Y (CMT) Costo de mantenimiento de la línea de 
media tensión (millones PTA) 
[0:8546] 
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definiendo una máscara de una fila, como se muestra en la ecuación 3. Los 
elementos -1 de una máscara inicial representan las relaciones causales 
potenciales con la variable de salida (elemento +1). 
 
       t \x        LTC   AOC   AOE   ESC   CMT 
         
         t           -1        -1        -1       -1      +1                                   (3) 
 
Con la máscara inicial propuesta, el proceso de modelado cualitativo de la 
metodología FIR calcula todas las posibles máscaras y aquella con el máximo 
valor de la medida de calidad Q se considera como la óptima. 
A. Trabajos previos 
La Tabla II contiene las predicciones obtenidas para el problema de estimación de 
los costos de mantenimiento de la línea de media tensión, primero aplicando 
métodos clásicos y luego usando técnicas híbridas evolutivas de análisis de datos 
[Cordón et al., 1999]. En lo que concierne a métodos clásicos, se consideraron 
modelos lineales, polinomiales y redes neuronales perceptrónicas multicapa 
(RNPM). Por su parte, en relación a las otras técnicas de análisis de datos se 
usaron: a) algoritmos GA-P (un híbrido entre  programación genética y algoritmos 
genéticos) para realizar regresiones simbólicas, y b) sistemas genéticos basados en 
reglas difusas (SGBRD) para el diseño y optimización de modelos difusos (Wang-
Mendel, Mandami y TSK).  Una completa descripción de un algoritmo GA-P se 
encuentra en [Howard and D’Angelo, 1995]. Todas las metodologías usan el 
mismo conjunto de datos de entrenamiento y de prueba descrito previamente.  Los 
errores presentados corresponden: a) Error cuadrático medio del modelo con 
respecto al conjunto de entrenamiento (ECMtrain), y b) Error cuadrático medio del 
modelo con respecto al conjunto de prueba (ECMtest). El error cuadrático medio 
viene dado por la ecuación 4: 
( )2
1
1 ( ) ( )
2
N
i i
i
ECM y t y t
N =
= −∗ ∑ ?                              (4) 
ŷ(t) es la salida predicha, y(t) la salida del sistema y N denota el número de 
ejemplos. 
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B. Aprendizaje del número óptimo de clases para cada sistema de variables 
(AG1) 
 
En este apartado se evalúa la utilidad del algoritmo genético propuesto para la 
optimización del número de clases (AG1). Se han realizado 30 ejecuciones del 
AG1 para cada función de costo y criterio de parada (Véase Apéndice I). Se 
utilizó un computador Pentium III (0.6 GHz) para realizar todas las simulaciones. 
Este algoritmo se ejecuta para obtener el número óptimo de clases tanto para las 
variables de entrada como para la variable de salida del problema en estudio. El 
método “Equal Frecuency Partition (EFP)” se usa para obtener las funciones de 
pertenencia de las clases. 
 
La Tabla III muestra los resultados obtenidos para la estimación de los costos de 
mantenimiento de la línea de media tensión usando las funciones de costo: a) 1-Q,  
y  b) Error de predicción MSE de una porción del conjunto de datos de 
entrenamiento (MSEtrain). En esta aplicación el último 20% de la señal de 
entrenamiento se usa para la evaluación de la función de costo MSEtrain  y 
solamente el primer 80% de la señal se usa para obtener los modelos FIR 
(máscaras y base de reglas patrón). 
 
La tabla ha sido organizada de la siguiente manera: 
• # Eval. : indica el número de evaluaciones de cromosomas realizadas por 
el AG. 
• Part.: señala la partición sugerida por el AG cuando finaliza su ejecución. 
Nótese que la partición sugerida es el parámetro de entrada al proceso de 
fusificación de la metodología FIR 
• Opt. Mask y Q: contienen la máscara óptima (en notación de posición) por 
FIR para esta partición específica y la calidad asociada a esta máscara, 
respectivamente. 
• 1-Q: corresponde a la función de costo  de la calidad. 
• MSEtrain: corresponde a la función de costo del error de predicción MSE 
TABLA II. 
ERRORES DE PREDICCIÓN  ECM  DE  LOS  MODELOS  OBTENIDOS DEL  PROBLEMA  DE  ESTIMACIÓN  
DE  COSTOS  DE  MANTENIMIENTO DE  LA  LÍNEA  DE  MEDIA  TENSIÓN  USANDO TANTO  
 MÉTODOS  CLÁSICOS COMO TÉCNICAS HÍBRIDAS EVOLUTIVAS DE  ANÁLISIS  DE  DATOS 
 
Método ECMtrain ECMtest 
 
Complejidad 
Linear 164662 36819 17 nodos, 5 part. 
Polinomial (Segundo orden) 103032 45332 77 nodos, 15 part. 
RNPM  (perceptrón 4-5-1) 86469 33105 35 part. 
GA-P 18168 21884 50 nodos, 5 part. 
GA-P Intervalo   16263 18325 15 nodos, 4 part. 
Modelo difuso WM 20318 27615 66 reglas 
Modelo difuso Mandami 19679 22591 63 reglas 
Modelo difuso TSK (α = 0) 25579 26450 268 reglas 
Modelo difuso TSK (α = 0,2) 11074 11836 268 reglas 
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del último 20% de los datos del conjunto de entrenamiento.  
• ECMtrain: indica el error de predicción ECM con respecto al conjunto de 
datos de training. 
• ECMtest: indica el error de predicción ECM con respecto al conjunto de 
datos de test. 
• Time: contiene el mejor tiempo de CPU (en segundos) usado por el AG 
para encontrar la partición sugerida. 
Para un número de evaluaciones de 2000 y función de costo 1-Q, el AG sugiere 
una simple partición y  para la función de costo MSEtrain sugiere tres particiones 
diferentes. Cuando se usan 1000 evaluaciones como criterio de parada, el AG 
sugiere dos y cuatro particiones diferentes para las funciones de costo 1-Q y 
MSEtrain, respectivamente. Mientras que para el último criterio de parada el AG 
sugiere dos y seis particiones diferentes, respectivamente.  
 
Las particiones encontradas por el AG1 tienen valores muy similares para la 
función de costo 1-Q. La solución óptima sugerida por el AG corresponde a la 
partición (X,X,3,2,2) con una calidad de 0,8365. Se encontró sólo una solución 
TABLA  III 
RESULTADOS DE PARTICIONES PARA EL PROBLEMA DE   ESTIMACIÓN  DE  COSTOS  DE  
MANTENIMIENTO  DE  LA  LÍNEA  DE  MEDIA  TENSIÓN  USANDO  LAS  FUNCIONES  DE  COSTO:      
A) 1-Q  Y, B) ERROR  DE  PREDICCIÓN MSE DEL ULTIMO 20%  DE  DATOS  DEL CONJUNTO  DE  
ENTRENAMIENTO  (MSETRAIN).   METODO EFP.  (X SIGNIFICA  ALGUN  VALOR  ENTRE [ 2..9]) 
 
# 
eval. 
Part. Opt. 
Mask 
Q 1-Q ECMtrain ECMtest Time 
2000 (X,X,3,2,2) (3,4,5) 0,8365 0,1635 1094 5111 85,42 
1000 (X,X,3,2,2) (3,4,5) 0,8365 0,1635 1094 5111 55,46 
1000 (2,2,2,6,2) (3,4,5) 0,8308 0,1692 1094 2805 90,09 
500 (X,X,3,2,2) (3,4,5) 0,8365 0,1635 1094 5111 28,48 
500 (X,X,2,6,2) (3,4,5) 0,8308 0,1692 1094 2805 29,80 
1-Q 
Solución óptima sugerida: Opt. Mask= (X,X,3,2,2);  Q=0,8365 
# 
eval. 
Part. Opt. 
Mask 
Q MSEtrain ECMtrain ECMtest Time 
2000 (X,X,4,9,7) (3,4,5) 0,5704 0,1625 1055 3305 150,29 
2000 (X,X,4,9,4) (3,4,5) 0,6417 0,1667 1049 3379 155,04 
2000 (5,3,7,9,7) (3,4,5) 0,5742 0,1696 1055 3572 159,33 
1000 (X,X,4,9,7) (3,4,5) 0,5704 0,1625 1055 3305 75,59 
1000 (X,X,4,9,8) (3,4,5) 0,5452 0,1648 1047 3375 80,42 
1000 (7,6,7,9,7) (3,4,5) 0,5742 0,1696 1055 3572 83,55 
1000 (X,X,2,2,2) (3,4,5) 0,8010 0,1923 1056 7851 84.52 
500 (X,X,4,9,7) (3,4,5) 0,5704 0,1625 1055 3305 39,25 
500 (X,X,4,9,8) (3,4,5) 0,5452 0,1648 1047 3375 38,57 
500 (X,X,4,9,9) (3,4,5) 0,5433 0,1651 1048 3342 40,61 
500 (6,9,4,9,5) (3,4,5) 0,6224 0,1675 1056 3349 41,02 
500 (7,8,7,9,9) (3,4,5) 0,5484 0,1721 1048 3614 42,65 
500 (7,5,5,2,7) (3,4,5) 0,5273 0,2005 1055 7236 39,65 
MSEtrain 
Solución óptima sugerida: Opt. Mask= (X,X,4,9,7);  MSEtrain=0,1625 
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subóptima, la partición (X,X,2,6,2), con una calidad de 0,8308. Es necesario 
señalar, que todas las particiones encontradas por el AG tienen en común que una 
partición de 2 clases se sugiere siempre para la variable de salida CMT, mientras 
que 3 ó 2 clases son buenas particiones para la variable de entrada “Área ocupada 
por edificios (AOE)” y 2 ó 6 clases para la otra variable de entrada “Energía 
suministrada a la ciudad (ESC)”.  
 
Sin embargo, esto no sucede para la función de costo MSEtrain. Aquí cuando se 
utilizan como criterios de parada 1000 y 500 evaluaciones, el AG1 sugiere dos 
particiones cuyos valores MSEtrain están alrededor de 0,20% y un poco alejados 
del resto de las soluciones cuyos valores son similares. Tal situación se debe a que 
el AG encontró una zona no prometedora en el espacio de búsqueda y convergió a 
esas soluciones. La solución óptima sugerida por el AG es la partición (X,X,4,9,7) 
con un MSEtrain de 0,1625%. Los errores MSEtrain de la mayoría de las soluciones 
encontradas están alrededor de 0,17%, pero la mejor solución subóptima es la 
partición (X,X,4,9,8). Se ha indicado que cuando el error de  predicción de una 
parte del conjunto de datos de entrenamiento se usa como función de costo para el 
AG, la función que se minimiza es MSEtrain. En este caso, es necesario destacar 
que la máscara se obtiene usando exclusivamente el primer 80% de los datos de la 
señal de entrenamiento, por lo tanto, los datos usados para la evaluación de la 
función de costo no han sido usados en el proceso de modelado. Esta es la razón 
por la cual las mejores predicciones obtenidas del último 20% de los valores del 
conjunto de entrenamiento no correspondan necesariamente a las particiones con 
la máscara óptima asociada de más alta calidad. En la aplicación en estudio, la 
calidad de las máscaras óptimas encontradas para las particiones sugeridas no han 
resultado ser altas, por ejemplo 0,5704. Por otro lado, se puede señalar que el AG 
sugiere en la mayoría de los casos 9 clases para la variable de entrada ESC. 
 
Es interesante destacar que en todas las particiones sugeridas por el AG, las 
primeras dos variables, suma de la longitud de todas las calles de la ciudad (LTC) 
y área total ocupada por la ciudad (AOC), no son consideradas relevantes para la 
determinación del costo de mantenimiento de la línea de media tensión (CMT). 
FIR encuentra que no existen relaciones causales importantes entre LTC y AOC 
con respecto a la variable de salida CMT. Por otra parte, se puede observar que 
los modelos obtenidos por FIR tienen mayor eficiencia tanto en el entrenamiento 
como en la predicción del conjunto de test que los presentados por las técnicas 
mostradas en la Tabla II. Los ECMtrain y ECMtest más bajos obtenidos en trabajos 
previos son de 11074 y 11836, respectivamente. Mientras que los ECMtrain y 
ECMtest más altos obtenidos por FIR son de 1094 y 7851, respectivamente. Las 
reducciones de los errores son significativas. Es por ello, que FIR es capaz de 
obtener modelos más fiables y precisos para la estimación de los costos de 
mantenimiento de la línea de media tensión. 
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Es importante analizar los resultados obtenidos usando el AG1 por las dos 
funciones de costo: 1-Q y MSEtrain del último 20% de la señal de entrenamiento. 
En la Tabla III se puede observar que cuando se usa la función de costo MSEtrain 
los valores de ECMtest son menores en la mayoría de los casos y tienen una gran 
similitud entre ellos. La excepción son las dos particiones sugeridas por el AG que 
convergieron en una zona no prometedora con un MSEtrain de alrededor de 0,20% 
y cuyos ECMtest son 7236 y 7851, respectivamente. Dichas particiones tienen en 
común 2 clases para la variable de entrada ESC. El ECMtest más alto obtenido por 
la función de costo 1-Q fue de 5111. Como se ha especificado el tiempo de CPU 
de la función de costo MSEtrain se incrementa con respecto a la función de costo 1-
Q, debido a que el proceso de predicción de FIR necesita ser ejecutado para la 
evaluación de cada partición. No obstante, este incremento no es realmente 
significativo porque en esta aplicación las máscaras óptimas encontradas por las 
particiones sugeridas son muy simples (la salida sólo depende de dos entradas), y 
por ello, el proceso de predicción es muy rápido. El usuario debe decidir qué 
función de costo utilizar considerando el tamaño del problema de optimización al 
que se enfrenta y a los requerimientos de precisión. 
Los valores absolutos de los errores ECM son altos debido al rango [0...10000] de 
la variable costo de mantenimiento y a que la fórmula del ECM no está 
normalizada por la varianza. Sin embargo, en las figuras 5 y 6 puede verse, para 
un criterio de parada de 2000 evaluaciones de cromosomas, que los modelos FIR 
tanto para la función de costo 1-Q como para la función de costo MSEtrain, siguen 
la señal real del costo de mantenimiento de una manera muy precisa.  
 
0 50 100 150 200 250
0
2000
4000
6000
8000
10000
Solución óptima: Partición (2,2,3,2,2). Método EFP
Ejemplos Test
C
os
to
s 
de
 M
an
te
ni
m
ie
nt
o
Señal real    
Señal predicha
0 50 100 150 200 250
0
2000
4000
6000
8000
10000
Solución Subóptima: Partición (2,2,2,6,2). Método EFP
Ejemplos Test
C
os
to
s 
de
 M
an
te
ni
m
ie
nt
o
Señal real    
Señal predicha
Figura 5. Predicciones de modelos FIR usando la función de costo 1-Q. Método EFP
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En la figura 5, la solución óptima sugerida por el AG1: (2,2,3,2,2) presentó un 
ECMtest de 5111 y la solución subóptima: (2,2,2,6,2),  un ECMtest de 2805. En este 
caso, la solución subóptima estimó más idóneamente los costos de mantenimiento 
de la línea de media tensión. 
Con respecto a la figura 6, se puede indicar que la solución óptima sugerida por el 
AG1: (2,2,4,9,7) presentó un ECMtest de 3305 y la mejor solución subóptima: 
(2,2,4,9,8), un ECMtest de 3379. Aquí la solución óptima fue la que mejor siguió el 
comportamiento de la señal real del sistema en estudio. 
C. Aprendizaje  de las funciones  de pertenencia de las clases (AG2) 
En este apartado se presentan los resultados obtenidos del algoritmo genético 
propuesto para la optimización de las funciones de pertenencia (AG2). Como en 
el AG1, se han realizado 30 ejecuciones para cada función de costo y criterio de 
parada (Véase Apéndice II). El AG2 considera el número óptimo de clases 
obtenida por el AG1 descrito previamente. Cabe destacar que aquí el espacio de 
búsqueda se incrementa considerablemente. 
 
Para las clases de las variables de entrada “Suma de la longitud de todas las calles 
de la ciudad (LTC)” y “Área total ocupada por la ciudad (AOC)” que podían 
tomar un valor entre el rango [0...9] sin influir en los resultados, se les asignaron 
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Figura 6. Predicciones de modelos FIR usando la función de costo MSEtrain. Método EFP. 
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valores mínimos de 2 y 3 clases en las simulaciones. Se utilizó un computador 
Pentium III (0.6 GHz) para realizar todas las ejecuciones. 
 
Los resultados son presentados en dos secciones denominadas en base a la función 
de costo usada para la evaluación de los cromosomas. 
 
Función de costo 1-Q: 
 
Las Tablas IV y V presentan los resultados del AG para la partición (2,2,3,2,2) y 
(3,3,3,2,2) cuando se usa la función de costo 1-Q, respectivamente. Las tablas 
están organizadas como se describe a continuación. La primera columna se divide 
en tres secciones. La sección A corresponde al mejor resultado obtenido por el 
AG2. La sección B corresponde al peor resultado obtenido por el AG2. La sección 
C muestra el resultado cuando éste AG no es usado, es decir, cuando se usa el 
método EFP para determinar la proporción de datos para cada variable. De esta 
forma,  C se usa como referencia. La segunda columna indica el criterio de 
parada, es decir, el número de evaluaciones de cromosomas realizadas por el AG. 
La tercera columna muestra la proporción de datos para las variables de entrada 
(LTC, AOC, AOE, ESC) y la variable de salida (CMT). El número de elementos 
de la proporción de datos corresponde al número de clases para cada variable 
 
TABLA  IV 
RESULTADOS  DE  LA METODOLOGIA FIR CUANDO SE IMPLEMENTA EL AG2 PARA APRENDER LAS FUNCIONES DE PERTENENCIA. 
ESTUDIO DE LA  FUNCIÓN DE COSTO 1-Q  CUANDO SE USA LA PARTICIÓN (2,2,3,2,2) OBTENIDA POR EL AG1. 
 
Núm. Clases: (2,2,3,2,2)    
 # eval Proporción de datos Opt. Mask Q 1-Q ECMtrain ECMtest 
A 20000 LTC:(0.85,0.15) 
AOC:(0.49,0.51) 
AOE: (0.79,0.13,0.08) 
ESC:(0.81,0.19) 
CMT:(0.85,0.15) 
(1,3,4,5) 0,9475 0,0525 927 2727 
 10000 LTC:(0.92,0.08) 
AOC:(0.58,0.42) 
AOE: (0.82,0.10,0.08) 
ESC:(0.85,0.15) 
CMT:(0.85,0.15) 
(1,3,4,5) 0,9505 0,0495 927 2728 
 5000 LTC:(0.75,0.25) 
AOC:(0.63,0.37) 
AOE: (0.66,0.12,0.22) 
ESC:(0.78,0.22) 
CMT:(0.73,0.27) 
(1,3,4,5) 0,9386 0,0614 928 2721 
B 20000 LTC:(0.52,0.48) 
AOC:(0.51,0.49) 
AOE: (0.35,0.24,0.41) 
ESC:(0.46,0.54) 
CMT:(0.49,0.51) 
(1,3,4,5) 0,8886 0,1114 951 5094 
 10000 LTC:(0.63,0.37) 
AOC:(0.60,0.40) 
AOE: (0.43,0.26,0.31) 
ESC:(0.59,0.41) 
CMT:(0.63,0.37) 
(1,2,4,5) 0,8844 0,1156 53134 94458 
 5000 LTC:(0.51,0.49) 
AOC:(0.46,0.54) 
AOE: (0.31,0.26,0.43) 
ESC:(0.53,0.47) 
CMT:(0.58,0.42) 
(1,3,4,5) 0,8723 0,1277 965 5063 
C  Método EFP (3,4,5) 0,8365 0,1635 1094 5111 
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(mostradas en el título de cada tabla). La proporción de datos es la salida del AG2 
y el segundo parámetro de entrada del proceso de fusificación de la metodología 
FIR. La cuarta columna presenta la máscara óptima (en notación de posición) 
encontrada por FIR cuando la proporción de datos obtenida es usada como 
conjunto de landmarks. La quinta columna corresponde a la calidad asociada a la 
máscara óptima. La sexta columna es el valor de la función de costo 1-Q. Las dos 
últimas columnas muestran el error de predicción ECM (véase ecuación 4) para el 
conjunto de datos de entrenamiento y para el conjunto de datos de test, 
respectivamente. 
Si se observan detenidamente las Tablas IV y V, se ve que el peor resultado 
obtenido por el AG en todas las evaluaciones (valores de 1-Q en la fila B) es 
mejor que el resultado de referencia, es decir, cuando se utiliza por defecto el 
método EFP para obtener las funciones de pertenencia de cada clase. Es decir, 
aunque el AG no asegura la solución óptima, todas las soluciones obtenidas son 
mejores que las encontradas cuando no se usa el AG. Los errores de predicción 
del conjunto de datos de test (última columna) se presentan para ver la precisión 
de cada modelo obtenido. Nótese que aunque el ECMtest usualmente es menor 
cuando se usa el AG2, esto no sucede siempre debido a que el conjunto de datos 
 
TABLA  V 
RESULTADOS  DE  LA METODOLOGIA FIR CUANDO SE IMPLEMENTA EL AG2 PARA APRENDER LAS FUNCIONES DE PERTENENCIA. 
ESTUDIO DE LA  FUNCIÓN DE COSTO 1-Q  CUANDO SE USA LA PARTICIÓN (3,3,3,2,2) OBTENIDA POR EL AG1. 
 
Núm. Clases: (3,3,3,2,2)    
 # eval Proporción de datos Opt. Mask Q 1-Q ECMtrain ECMtest 
A 20000 LTC:(0.40,0.15,0.45) 
AOC:(0.74,0.16,0.10) 
AOE: (0.18,0.18,0.64) 
ESC:(0.92,0.08) 
CMT:(0.94,0.06) 
(2,4,5) 0,9273 0,0727 53410 93865 
 10000 LTC:(0.21,0.42,0.37) 
AOC:(0.72,0.14,0.14) 
AOE: (0.85,0.10,0.05) 
ESC:(0.83,0.17) 
CMT:(0.90,0.10) 
(3,4,5) 0,9333 0,0667 1078 2759 
 5000 LTC:(0.50,0.37,0.13) 
AOC:(0.32,0.19,0.49) 
AOE: (0.75,0.12,0.13) 
ESC:(0.80,0.20) 
CMT:(0.81,0.19) 
(3,4,5) 0,9237 0,0763 1078 2759 
B 20000 LTC:(0.35,0.38,0.27) 
AOC:(0.36,0.36,0.28) 
AOE: (0.44,0.25,0.31) 
ESC:(0.47,0.53) 
CMT:(0.53,0.47) 
(3,4,5) 0,8831 0,1169 1109 5136 
 10000 LTC:(0.38,0.24,0.38) 
AOC:(0.42,0.32,0.26) 
AOE: (0.32,0.28,0.40) 
ESC:(0.48,0.52) 
CMT:(0.49,0.51) 
(3,4,5) 0,8751 0,1249 1109 5116 
 5000 LTC:(0.33,0.45,0.22) 
AOC:(0.40,0.31,0.29) 
AOE: (0.31,0.28,0.41) 
ESC:(0.47,0.53) 
CMT:(0.49,0.51) 
(3,4,5) 0,8751 0,1249 1109 5116 
C  Método EFP (3,4,5) 0,8365 0,1635 1094 5111 
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de test no ha sido utilizado en el proceso de modelado cualitativo de FIR. Es 
necesario señalar que cuando se consideraba una máscara óptima que incluyera 
una relación casual con la variable de entrada AOC, por ejemplo (1,2,4,5) ó 
(2,4,5),  los ECMtrain y ECMtest eran peores que los obtenidos por las otras técnicas  
mostradas en la Tabla II. Por otro lado, se puede indicar que en todos los casos  en 
donde en la máscara existiera una relación casual de las variables de entrada 
(LTC, AOE y ESC) con respecto a la variable de salida CMT se obtenían buenos 
resultados en la predicción de los conjuntos de datos de entrenamiento y de test. 
 
El tiempo de CPU necesario para realizar las treinta ejecuciones por cada criterio 
de parada, está obviamente relacionado con el número de evaluaciones de 
cromosomas hechas por el AG. Es así como el tiempo promedio que necesitó el 
AG para las 20000, 10000 y 5000 evaluaciones fue de 6:36 horas, 3:22 horas y 
1:40 horas, respectivamente. Como se puede observar a medida que se aumentaba 
el número de evaluaciones, el tiempo de CPU se incrementaba cerca del doble que 
el obtenido en la fase anterior. 
En la figura 7, se muestran las predicciones de los modelos FIR para la partición 
(2,2,3,2,2) correspondientes a la mejor solución (A) y a la peor solución (B) 
encontradas por el AG, usando como criterio de parada 20000 evaluaciones de 
cromosomas.  Los errores ECM para ambas soluciones son 2727 y 5094, 
respectivamente. Se observa que los modelos FIR siguen de manera precisa el 
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Figura 7. Predicciones de modelos FIR para la partición (2,2,3,2,2)  usando la 
función de costo 1-Q. Mejor y peor solución de proporción de datos (20000 
evaluaciones)   
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comportamiento de la señal real del costo de mantenimiento de la línea de media 
tensión en núcleos urbanos. 
Función de costo MSEtrain: 
Las Tablas VI y VII  muestran los resultados del AG para la partición (2,2,4,9,7) y 
(3,3,4,9,7) cuando se usa la función de costo MSEtrain, respectivamente. Estas 
tablas están organizadas como las Tablas IV y V. La única diferencia es que la 
sexta columna contiene los valores de MSEtrain en vez de 1-Q. Como también se 
puede observar a partir de las Tablas VI y VII, todos los resultados del AG2 son 
buenos respecto a aquellos obtenidos cuando se usa por defecto el método EFP 
para obtener las funciones de pertenencia.  
Como ya se ha explicado, el tiempo necesario de CPU por el AG cuando se usa la 
función de costo MSEtrain es mayor que el consumido cuando se usa la función de 
costo 1-Q. Esto es debido, a que ahora los procesos de identificación del 
modelado cualitativo y de predicción de FIR necesitan ser ejecutados para cada 
evaluación de cromosoma. En este caso, el tiempo promedio necesario por el AG 
para realizar las treinta ejecuciones por cada criterio de parada (20000, 10000 y 
 
TABLA  VI 
RESULTADOS  DE   LA  METODOLOGIA FIR CUANDO SE  IMPLEMENTA  EL AG2  PARA  APRENDER  LAS FUNCIONES  DE   PERTENENCIA. 
ESTUDIO DE LA  FUNCIÓN DE COSTO MSETRAIN CUANDO SE USA LA PARTICIÓN (2,2,4,9,7) OBTENIDA POR EL AG1. 
 
Núm. Clases: (2,2,4,9,7)    
 # eval Proporción de datos Opt. Mask Q MSEtrain ECMtrain ECMtest 
A 20000 SLS:(0.52,0.48) 
TA:(0.59,0.41) 
AB (0.19,0.33,0.29,0.19) 
ES:(0.11,0.12,0.12,0.12,0.12,0.14,0.08,0.08,0.11) 
MC:(0.17,0.07,0.11,0.19,0.08,0.25,0.13) 
(3,4,5) 0,5245 0,1228 1069 2973 
 10000 SLS:(0.56,0.44) 
TA:(0.49,0.51) 
AB (0.19,0.35,0.28,0.18) 
ES:(0.11,0.11,0.14,0.12,0.11,0.14,0.09,0.07,0.11) 
MC:(0.09,0.08,0.09,0.09,0.26,0.31,0.08) 
(3,4,5) 0,5343 0,1246 1078 3028 
 5000 LTC:(0.59,0.41) 
AOC:(0.42,0.58) 
AOE: (0.20,0.34,0.26,0.20) 
ESC:(0.10,0.16,0.15,0.09,0.09,0.14,0.09,0.07,0.11) 
CMT:(0.13,0.10,0.12,0.40,0.10,0.08,0.07) 
(3,4,5) 0,5212 0,1272 1059 3016 
B 20000 LTC:(0.40, 0.60) 
AOC:(0.55,0.45) 
AOE: (0.27,0.27,0.23,0.23) 
ESC:(0.13,0.11,0.11,0.08, 0.10,0.13,0.15,0.14,0.05) 
CMT:(0.12,0.11, 0.20,0.12,0.21,0.05,0.19) 
(3,4,5) 0,5741 0,1306 1061 3005 
 10000 LTC:(0.52,0.48) 
AOC:(0.58,0.42) 
AOE: (0.34,0.26,0.22,0.18) 
ESC:(0.10,0.11,0.12,0.11,0.18,0.14, 0.10,0.05,0.09) 
CMT:(0.19,0.24,0.17,0.12,0.15,0.08,0.05) 
(3,4,5) 0,5465 0,1332 1045 2985 
 5000 LTC:(0.40,0.60) 
AOC:(0.64,0.36) 
AOE: (0.32,0.33,0.16,0.19) 
ESC:(0.15,0.13,0.12,0.11,0.12,0.13,0.08,0.07,0.09) 
CMT:(0.15,0.13,0.16,0.14, 0.10,0.15,0.17) 
(3,4,5) 0,5124 0,1331 1046 2975 
C  Método EFP (3,4,5) 0,5704 0,1625 1055 3305 
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5000 evaluaciones) fue de 11:39 horas, 5:58 horas y 3:04 horas, respectivamente. 
 
Si analizamos las últimas columnas de las Tablas VI y VII,  una vez más se puede 
observar que los ECMtrain y ECMtest obtenidos por la metodología FIR, son 
significativamente menores que los obtenidos por las otras metodologías de la 
Tabla II.  El mejor resultado de ECMtest=11874 obtenido por modelos difusos 
TSK es mas alto que el ECMtest=2727 obtenido cuando se implementa el AG2 en 
la metodología FIR. Como era de esperar, los resultados obtenidos por FIR (Véase 
Tablas IV,V,VI y VII) cuando se utilizan ambos algoritmos genéticos (GA1 y 
GA2) son mejores que los obtenidos cuando sólo se implementa el AG1 en FIR 
(Véase Tabla III).  De las Tablas IV,V,VI y VII se puede observar que los 
resultados obtenidos por ambas funciones de costo son equivalentes. En este caso, 
la eficiencia de los modelos FIR cuando se usa la función de costo MSEtrain no es 
superior a la eficiencia de la función de costo 1-Q. De esta manera, la función de 
costo 1-Q es preferible por su menor tiempo computacional. 
Para finalizar la figura 8 muestra las predicciones de los modelos FIR para la 
partición (2,2,4,9,7), correspondientes a la mejor solución (A) y a la peor solución 
(B) encontradas por el AG2, usando como criterio de parada 20000 evaluaciones 
 
TABLA  VII 
RESULTADOS  DE  LA METODOLOGIA FIR CUANDO SE IMPLEMENTA EL AG2  PARA  APRENDER  LAS  FUNCIONES  DE   PERTENENCIA. 
ESTUDIO DE LA  FUNCIÓN DE COSTO MSETRAIN CUANDO SE USA LA PARTICIÓN (3,3,4,9,7) OBTENIDA POR EL AG1. 
 
Núm. Clases: (3,3,4,9,7)    
 # eval Proporción de datos Opt. Mask Q MSEtrain ECMtrain ECMtest 
A 20000 LTC:(0.24,0.37,0.39) 
AOC:(0.27,0.33, 0.40) 
AOE: (0.19,0.34,0.28,0.19) 
ESC:(0.10,0.12,0.13,0.12,0.12,0.14,0.08,0.08,0.11) 
CMT:(0.11, 0.10,0.07, 0.20,0.06,0.06, 0.40) 
(3,4,5) 0.5447 0.1228 1090 2903 
 10000 LTC:(0.34,0.29,0.37) 
AOC:(0.32,0.36,0.32) 
AOE: (0.18,0.34, 0.30,0.18) 
ESC:(0.10,0.11,0.12,0.13,0.13,0.16,0.07,0.06,0.12) 
CMT:(0.11,0.11,0.15,0.16,0.15,0.09,0.23) 
(3,4,5) 0.5489 0.1252 1052 2969 
 5000 LTC:(0.25,0.36,0.39) 
AOC:(0.23,0.35,0.42) 
AOE: (0.19,0.34,0.28,0.19) 
ESC:(0.07,0.15, 0.10,0.09,0.18,0.14,0.09,0.07,0.11) 
CMT:(0.14, 0.10,0.12,0.16, 0.1,0.27,0.11) 
(3,4,5) 0.5066 0.1238 1053 2959 
B 20000 LTC:(0.31,0.34,0.35) 
AOC:(0.57,0.22,0.21) 
AOE: (0.19,0.14,0.49,0.18) 
ESC:(0.16,0.11,0.05,0.14,0.22, 0.10,0.07,0.06,0.09) 
CMT:(0.09,0.13,0.06,0.16,0.24,0.09,0.23) 
(3,4,5) 0.4993 0.1300 1058 2954 
 10000 LTC:(0.31,0.49, 0.2) 
AOC:(0.44,0.19,0.37) 
AOE: (0.26,0.26,0.28, 0.2) 
ESC:(0.13,0.10,0.12,0.12,0.13,0.09,0.10,0.09,0.12) 
CMT:(0.15,0.08,0.23,0.09,0.09,0.28,0.08) 
(3,4,5) 0.5964 0.1312 1051 2975 
 5000 LTC:(0.29,0.40,0.31) 
AOC:(0.25,0.35,0.40) 
AOE: (0.14,0.19,0.48,0.19) 
ESC:(0.13,0.07, 0.1,0.14,0.17,0.09,0.12,0.08, 0.10) 
CMT:(0.14,0.16,0.13,0.11,0.20,0.07,0.19) 
(3,4,5) 0.5101 0.1342 1059 3049 
C  Método EFP (3,4,5) 0.5704 0.1625 1055 3305 
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de cromosomas y como función de costo MSEtrain. Los ECMtest  para ambas 
soluciones son 2973 y 3005, respectivamente. Los modelos FIR siguen la señal 
real de forma idónea. 
 
5. Conclusiones 
En esta investigación, la metodología de Razonamiento Inductivo Difuso (FIR) ha 
sido utilizada para solucionar un problema real de distribución de energía 
eléctrica, es decir, el modelado de costos de mantenimiento de la línea de media 
tensión en núcleos urbanos españoles. FIR es una metodología basada en lógica 
difusa, y por lo tanto, es sensible a las variaciones en las particiones difusas. De 
este modo, se ve influenciada la eficiencia de los procesos de modelado 
cualitativo y de predicción de FIR. Para solventar esta situación, se han 
desarrollado dos algoritmos genéticos para aprender las particiones difusas (el 
número de clases por variables y las funciones de pertenencia). Los métodos de 
aprendizaje establecidos pueden ser vistos como un pre-proceso de la metodología 
FIR, aunque también se pueden catalogar como sistemas híbridos por sí mismos. 
A estos nuevos métodos se les ha denominado sistemas genéticos difusos (SGDs), 
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Figura 8. Predicciones de modelos FIR para la partición (2,2,4,9,7)  usando la función 
de costo MSEtrain. Mejor y peor solución  de proporción de datos (20000 evaluaciones)  
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ya que los AGs desarrollados necesitan interrelacionarse con los procesos 
principales de la metodología FIR.  
 
La eficiencia de la metodología FIR para el modelado del costo de mantenimiento 
de las línea de media tensión se comparó con la eficiencia de otras metodologías 
presentadas en trabajos previos para el mismo problema en donde se utilizaron 
herramientas clásicas (regresión y redes neuronales) y  técnicas híbridas 
evolutivas de análisis de datos (algoritmos GA-P y SGBRD tales como Wang-
Mendel, Mandami y TSK). Es así como, se concluye que los modelos FIR son 
más fiables y precisos que los propuestos por las otras metodologías para la 
aplicación estudiada. FIR es capaz de obtener modelos con un ECMtest  de  2727 
mientras que el ECMtest más pequeño obtenido por las otras metodologías es de 
11836, siendo las unidades millones de pesetas. 
 
Por otro lado, hay que indicar que FIR encuentra que existen relaciones causales 
importantes entre las variables de entrada: “Área ocupada por los edificios 
(AOE)” y “Energía suministrada a la ciudad (ESC)”, con respecto a la variable de  
salida “Costo de mantenimiento (CMT)”.  
 
Resulta interesante analizar la eficiencia de los modelos FIR cuando las 
particiones difusas se aprenden usando los SGDs desarrollados. Se estudiaron dos 
SGDs, el primero sugería el número de clases para el sistema de variables, y el 
otro, proponía las funciones de pertenencia para cada clase. Los resultados 
muestran que los mejores resultados se obtienen cuando se implementan en la 
metodología FIR ambos SGDs para el aprendizaje del número de clases y las 
funciones de pertenencia. Por último, se señala que las dos funciones de costo 
establecidas han sido evaluadas y comparadas desde la perspectiva de su 
eficiencia y tiempo computacional. 
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