Abstract: This paper tests for nominal salary rigidity using panel data from two large service-sector firms. Distributions of the firms' salary changes exhibit nominal rigidity: few nominal wage cuts, a pile-up of observations at zero, and positive skewness and asymmetry. In addition, these characteristics become more pronounced in periods of low inflation. These results are much stronger than those found in the previous literature. Further analysis shows that the sizable measurement error in the PSID and the fact that establishment surveys typically follow average wages within jobs may bias results in the previous literature toward rejecting downward nominal wage rigidity.
1.
See Abraham and Haltiwanger (1994) and Fleischman (1997) for good reviews of the literature. See also Estevão and Wilson (1998) for a discussion of the inappropriateness of wage cyclicality tests for evaluating nominal wage rigidity models.
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As inflation drops to around 2 percent, there has been renewed interest in determining if inflation "greases the wheels" of the labor market. If true, when firms experience negative shocks, their ability to lower costs by cutting real wages is limited because workers resist nominal pay declines. The lower the inflation rate, the less wiggle room firms have to adjust real wages without cutting nominal pay, and firms must resort to other means to reduce costs. One standard response is to cut jobs. The existence of downward nominal wage rigidity, therefore, can imply a permanent relationship between inflation and unemployment.
While of obvious concern to economists and policy makers alike, documenting the existence and extent of nominal wage rigidity has always been difficult. Tests of nominal wage rigidity traditionally involved estimating the macroeconomic correlation between real wages and business cycle variables. One implication of nominal wage rigidity is that real wages are negatively correlated with the business cycle. However, tests based on this prediction have been notoriously inconclusive.
1 Recent empirical work takes a different tack. Instead of focusing on the macro implications, the current literature tests for downward nominal wage rigidity (DNWR) at the micro level. In order to perform such tests, specific information is needed. The greasing-the-wheels scenario refers to behavior occurring inside firms, within jobs, and to wages for individuals.
Therefore, an ideal dataset would follow wages of employees in specific jobs within establishments. In addition, the micro data must be unusually free of measurement error, as the focus is on the razor's edge between wage changes above and below zero. Even measurement error that is small and normally distributed around zero can have large effects on the proportion of negative observations. Finally, if wages are rigid, adjustments can be made on margins besides employment. For example, firms can reduce other forms of compensation such as health care or bonuses, vary hours, demote workers, adjust quality, and workers can quit rather than take a pay cut. Because firms and workers can respond in a variety of ways, downward nominal wage rigidity may be near impossible to identify on an aggregate level.
So far, two main types of micro data have been used: survey datasets that track individuals, in particular, the Panel Study of Income Dynamics (PSID); and establishment datasets that track jobs, such as the data used in constructing the Employment Cost Index or the Federal Reserve Bank of Cleveland Salary Survey. Research using both types of datasets has looked at the shape of the distribution of wage changes and how that distribution varies with inflation.
Downward nominal wage rigidity implies that the distribution have few negative observations, a pile-up of observations at zero, and be positively skewed. The last two characteristics should become more pronounced in periods of low inflation.
Studies using the PSID have found mixed evidence of nominal wage rigidity. With about 20 percent of all wage changes in the PSID below zero, employers do not appear to shy away from wage cuts. However, all the studies show that the distribution of wage changes in the PSID has a spike at zero and some degree of positive skewness. Beyond that, Lebow, Stockton, and Wascher (1995) find that for hourly wage earners (but not salaried workers) the relative mass in the upper and lower tails of the distribution of wage changes is significantly negatively correlated with inflation while the spike at zero is not. Kahn (1997) finds significant evidence that the distribution of wage changes is truncated below zero--again just for hourly wage earners. Card and Hyslop (1996) , using both the PSID and matched CPS samples, show evidence of wage rigidity in the annual distributions of wage changes but "only a weak statistical relationship between the rate of inflation and the pace of relative wage adjustments across local labor markets." McLaughlin (1998) , building on earlier work (1994) , reports that although the distribution of wage earners is skewed to the right, there is no correlation between the skewness measure and inflation.
The PSID has the advantage of following large numbers of people over the period from 1968 to the present. It contains detailed information on individuals' personal characteristics, wage, industry, and union status. But, it has two serious drawbacks. First, the PSID and other datasets that use self-reported information contain far less accurate data on wages and salaries than would an establishment level dataset (Bound et al., 1989 and Akerlof, Dickens, and Perry, 1996) . And, in addition to general measurement error, these datasets are plagued by recall and rounding bias. This is particularly relevant when quantifying the extent and the sensitivity to inflation of changes in wages around zero (Shea, 1997) . Second, standard aggregate and longitudinal datasets cannot identify within-firm job switching, which is especially important because there is probably more 2.
Two of the traditional explanations of DNWR--money illusion and perception of one's ranking relative to one's peers--should both be less relevant if the tasks performed, peer group, and job are changed. 4 flexibility in wages for those workers who change jobs, even inside firms. Unfortunately, the 2 PSID measures of job switching and tenure are also very inaccurate (Brown and Light, 1992) .
More problematic, after 1979, the PSID does not inquire about intra-firm job changes.
The other type of data used is from establishments. Most recently, Lebow, Saks, and Wilson (1999) , uses the micro data from the Employment Cost Index produced by the Bureau of Labor Statistics. This dataset contains detailed compensation data on roughly 20,000 jobs in about 4,500 establishments over the period from 1980 to the present. Lebow et al. find that the number of nominal wage cuts is about half what one would expect in the absence of DNWR.
These results are less extreme when benefits are included but the amount of rigidity in total compensation is still substantial. Another study with establishment data, Groshen and Schweitzer (1996) , uses the Federal Reserve Bank of Cleveland Community Salary Survey (CSS), an extensive dataset that tracks the average salaries of multiple occupations at almost 200 employers over 37 years. They find evidence of inflation-induced inter-occupational wage-changes which they argue is consistent with some grease-effect of inflation.
Unlike the PSID, these establishment datasets follow jobs rather than individuals, giving a clearer picture of within job and establishment wage changes. The data are also more accurate because they are taken from establishment records rather than self-reports. Finally, the micro-ECI data contain detailed information on benefits, allowing tests to see if firms respond to wage and salary rigidity by varying other forms of compensation.
However, these data also have limitations. By tracking jobs rather than individuals, the unit of observation in salary survey data is the average wage or salary for all workers in a given job. Therefore, wages can vary simply if the number or type of workers in the job varies. For example, the average wage in a job could drop if a more tenured worker retired, even if all workers received pay raises. The opposite is also true, if a more senior worker joined the job group, the wage change might be coded as a raise even if everyone had pay cuts. Or one large pay raise could mask cuts and vice versa. Moreover, because the data just track jobs, they cannot present a dynamic picture of how firms might alter workforce hours and promotions or demotions in response to changes in aggregate conditions. From the above discussion, it is clear that what is needed is a more comprehensive dataset. This paper seeks to fill this gap by using two firm-level datasets that track both individuals and jobs. While limited in scope--only two service-producing firms in the private sector are studied here--these datasets contain very detailed information on the salary, job, age, sex, and tenure of the workers. The dataset for the first firm follows about 6,000 workers from 1982 to 1994 and the dataset for the second firm spans 1969 to 1988 and follows about 12,000 workers.
The results using these data show strong evidence of nominal wage rigidity: Workers in both firms experience almost no nominal wage cuts, a number of workers receive constant nominal salaries across years, and the distribution is positively skewed. In addition, the skewness is negatively correlated with inflation. These results indicate a much more sizable and significant degree of downward nominal wage rigidity than those found in the PSID and suggest that the significant measurement error in that dataset may cloud those results.
I also use my datasets to examine the costs of using data that follows only individuals or only jobs. Testing for the impact of intra-firm movement, workers who switch jobs and/or hours within the firm show much less evidence of nominal wage rigidity. However, they make up a relatively small fraction of total observations in my samples and, therefore, results controlling for intra-firm hours and worker movement are similar to the those calculated using the total sample.
In the case of establishment data, salary data constructed from averaging salary levels within job code appear much more flexible that the data on individuals from which it was constructed. This indicates that the micro-ECI data, for example, may understate the true extent of downward nominal wage rigidity.
The structure of the paper is as follows: after the introduction, section two describes and summarizes the datasets; section three presents the results; and section four discusses the conclusions.
II. THE DATA
This section provides a brief overview of the two datasets used in the paper. Firm 1 is a 4. This classification is more restrictive than that in the literature. In the PSID studies, the term "stayers" refers to workers who do not switch firms and includes those who switch jobs within the firm.
5. Unlike firm 1, for firm 2 the date the worker enters the firm is not available. Therefore, tenure is calculated and is known only for employees who entered the firm after 1969. Because firm employment grew strongly over the period, this restriction eliminates fewer than 20 percent of the sample, leaving more than 48,000 worker-year observations. 6 1,700 workers per year from 1982 to 1994. In total it includes about 22,000 observations on approximately 6,000 workers. The variables are salary, standard hours per week, job code (including level and job title), tenure, age, sex, and an identification number for each support staff employee as of January 1 of each year.
The pay structure for these support staff workers is fairly standard for large firms. Jobs are classified into four pay grades based on the skill, training, experience, and education required to perform the tasks of the job. Within each grade are numerous job titles. The salaries for all the jobs in a given pay grade are restricted to fall within the minimum and maximum salaries that define each grade's pay range. Benefits are constant across levels. Workers are labeled as "stayers" if they did not switch pay grades during a given year. Workers are classified as "movers" in a given year if they switched pay grades.
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The information for firm 2 comes from the personnel records of management workers in a large, for-profit, service-sector firm. The dataset was compiled by George Baker, Michael Gibbs, and Bengt Holmstr7m (BGH) and is detailed in BGH (1993 BGH ( , 1994a BGH ( , and 1994b The number of management employees in firm 2 more than quadrupled during the 20-year sample period to over 5,000 by 1988.
Unlike the dataset for the first firm, this firm's pay structure is not known explicitly--i.e. this dataset does not contain the official pay compensation matrix, pay range, and annual salary budget or "raise allocations". To circumvent this problem, BGH generated a hierarchy using 6. To assign jobs to levels they begin with 14 major job titles--about 90 percent of all observations. Titles assigned to level 1, the lowest level in the hierarchy, are selected based on hiring patterns. Almost all workers holding these titles are hired in rather than transferred from other positions. To determine titles in other levels, the salary matrix plays a larger role. Titles that represented the primary source of shifts from level 1 are assigned to level 2 and so on. The assignment of titles to levels is fairly straightforward and a diagram of the hierarchy is presented in the first graph in BGH (1994a).
7. For this paper, the dataset does not contain the job code variable, only the job switching measure. period, while data from firm 2 span 1969 to 1988--close to the period covered by the PSID dataset. The firms are from separate industries and firm 1 is non-profit while firm 2 is for profit.
Workers in firm 1 are in support occupations and from a local labor market while firm 2 workers are in managerial occupations and are drawn from a national labor market. 
III. TESTS FOR NOMINAL WAGE RIGIDITY A. Basic Results
The standard way of testing for nominal wage rigidity in disaggregated data is to look at the distribution of nominal salary changes. If workers resist pay cuts and wages are rigid, the distribution should contain very few observations below zero, a spike at zero (arguably the minimum acceptable wage change if DNWR exists), and be positively skewed. However, these features are not enough. If wages are nominally rigid than the asymmetry and massing at zero should become more pronounced in low inflation times.
Beginning with the shape of the distribution, chart 1 presents the distribution of salary changes for workers who did not switch pay grades for both firm 1 and firm 2. For firm 1, the chart presents only those nominal salary changes for which the standard weekly hours of the worker were also unchanged. From the chart, the salaries in these firms appear to display all the signs of nominal wage rigidity.
In contrast to the other survey and establishment data where almost 20 percent of changes in salary/hour are negative, both firms have only a trivial number of total nominal salary changes below zero--in total for firm 1 there were only 614 cases of negative nominal salary growth.
Nominal salaries fell in only 13 cases when hours worked did not change, and only 4 of those were declines in the wages of stayers. In firm 2 only 24 salaries ever fell; 19 of them were stayers. (Real salaries fell for about 25 percent of the observations in both firms.) A massing at zero is visible in both cases. In firm 1, 2.5 percent of the observations for stayers had no salary change compared with 8.2 percent of the observations in firm 2 (table 2) . Finally, both distributions are positively skewed with skewness coefficients for stayers' salaries of 1.4 and 1.6
for firm 1 and firm 2, respectively. Calculated by dividing the number of observations above twice the median minus the number of observations 2 below 0 by the total number of observations and multiplying by 100.
Note that the PSID uses salary/hour measures rather than salary. Another plausible explanation for the lack of small salary changes may be that workers are more offended by very small pay gains than no change at all. A constant salary, especially in low inflation times, could be viewed as containing little signal value whereas a 1/2 percent raise or of only $300 or $400 a year is read by the worker as a signal of poor performance relative to one's peers. From the firm's perspective, the deleterious effect on worker morale and effort from a small pay raise may then be greater than no raise at all.
9. The firm's median wage change is often used in studies of wage rigidity as a way of capturing both average price and productivity changes for the firm. Tables in the appendix show results using 12-month changes
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One problem with the skewness measure is that it is quite sensitive to outliers and may be driven by asymmetry anywhere in the distribution, not just from a lack of negative observations. Lebow, Stockton, and Wascher (1994) build another measure of asymmetry that is almost insensitive to outliers and better able to capture differences in the mass of observations in the tails. This measure is the difference between the cumulative frequency above two times the median and the cumulative frequency below zero: LSW = [1-F(2*median)]-F(0). This statistic is designed to capture relative differences in the size of the two tails--zero and two times the median being equidistant from the median--and targets exactly that part of the distribution affected by downward nominal wage rigidity--the mass below zero. This measure of asymmetry is zero if the distribution is symmetric and positive if the distribution contains disproportionately few salary cuts. As can be seen on table 2, this asymmetry measure is very positive for both firms, with 10.6 and 6.5 percent more observations above two times the median than below zero for firms 1 and 2 respectively.
One further characteristic of both distributions is the absence of small salary changes.
Chart 2 shows a more truncated distribution, better highlighting the lack of salary changes near zero in both firms. This censoring around zero may reflect administrative costs to changing the salary of workers--so-called "menu costs". In the case of these firms, the costs of small salary changes do not appear to be outweighed by the benefits of higher wages. The next step is to determine if the distributions of stayers' salary changes are sensitive to inflation. If the firms' behavior is affected by rigidity then the higher the inflation rate, the greater the ability of the firms to give a full distribution of salary changes. In this case, skewness, the asymmetry measure, and the fraction of wage changes at zero would all fall in response to higher inflation.
Charts 3 and 4 show the distribution of salary changes for each firm during periods of high median wage change and low median wage change. In chart 3, the distribution of salary 9 in the log of the metropolitan CPI-U for firm 1 and the experimental CPI for firm 2. The results using the CPI are qualitatively the same.
11 change for firm 1 shows much more truncation and skewness during the low wage change period than the high wage change period, consistent with binding nominal wage rigidity. For firm 2, the overall shape of the distribution also changes between the high and low median wage change periods; the skewness and asymmetry measures fall and the massing at zero is reduced noticeably in higher inflation times. Both firms, therefore, have additional visual evidence of downward salary rigidity. Table 3 presents the results of more rigorous tests for the effects of nominal wage rigidity on the distribution of salary changes. In order not to confound changes in salary with changes in hours worked, salary levels rather than salary per hour measures are used here. Salary per hour measures will be used later, when direct comparisons are made with the previous literature. In the first column, the annual asymmetry measure for each firm is regressed on the average annual change in the median wage and the coefficient on the median wage change is presented. In order to control for the influence of other business cycle factors that may be correlated with the wage inflation rate, the annual average unemployment rate is added. The next two columns contain the results from regressing the annual skewness measure or the fraction of observations at zero for each year on the annual change in the median wage and unemployment.
The results in table 3 support binding nominal wage rigidity. For firm 1, the coefficient on the wage inflation variable in the asymmetry and skewness regressions are negative, indicating that as inflation rises asymmetry and skewness fall. Growth in the firm's median salary significantly reduces skewness, while the coefficient in the asymmetry equation is marginally significant. In terms of magnitude, the imbalance between the right and left tails decreases by 1-1/2 percentage points for every one percentage point rise in the median salary change and skewness falls by 0.4 when the change in the median increases by one percentage point. The only contradictory result, though not significant, is that inflation seems to increase the massing at zero.
For firm 2, the distribution of salary growth is consistently negatively related to the inflation variables. Median salary growth significantly reduces the asymmetry of the distribution and the massing at zero. Here, a one percentage point rise in median salary increase lowers asymmetry by about the same amount, lowers skewness by about 0.1, and the massing at zero 10. Note that because the PSID uses all intrafirm workers the salary changes are for both job stayers and job switchers within the firm. 12 drops almost 2 percentage points. All told, especially given the limited number of annual observations, the results provide notable evidence of binding downward wage rigidity. 
B. Comparison with PSID
How do results using these firm-level datasets correspond to those in the previous literature? Table 4 shows a comparison of results using the firm data with results using the PSID.
These results differ from those shown earlier in that, in order to make the samples as comparable as possible, I have constructed results using all the observations for the two firms (not just job stayers) and constructed a salary per hour measure where possible. These results are compared 10 to PSID results based on workers who do not switch firms, and are taken for the most part from Lebow, Stockton, and Wascher (1995) . The PSID results are from the regression of asymmetry 11. For a detailed discussion of the strengths and weaknesses of the various tests for DNWR see Lebow, Saks, and Wilson (1999) .
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on the median wage and unemployment and refer only to salary workers. The "Kahn test" results using the PSID, discussed in more detail below, are for salaried workers and are taken from Kahn (1997).
As can be seen in comparing the summary statistics, the fraction of observations below zero is trivial in Firm 1 and Firm 2 but almost 20 percent in the PSID. The asymmetry and skewness statistics are much more positive for the two firms than for the PSID. Only the spike at zero seems more pronounced for the PSID. All these results are consistent with the greater measurement error in the PSID; the higher spike at zero in the PSID distribution reflecting rounding error on the part of respondents that would be absent in the firm data. (Indeed, Lebow, Stockton, and Wascher calculate that 40 percent of the spike at zero in the PSID is due to rounding.)
The last two columns of the table present results testing the sensitivity of the distributions to inflation. The coefficient on the change in the median wage on the regression of asymmetry on median wage change and unemployment is negative, sizeable, and significant to the 10 percent level for firm 1 and firm 2. For salaried workers in the PSID the coefficient is significantly positive. The final set of results is for the test detailed in Kahn (1997) . This tests estimates whether histogram bars a given distance from the median of the wage distribution are truncated when they fall below zero. This test makes no assumptions about the underlying shape of the distribution and is targetted directly at identifying effects of downward nominal wage rigidity.
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The results from firm 1 and firm 2 suggest that the mass of the bars is cut 75 to 100 percent if it goes below zero. However, Kahn actually finds the bars' mass increases about 30 percent. The results are more supportive of DNWR, when only wage earners are used, but are still not as sizable as in those shown here. In sum, the firm results differ markedly from those using the PSID and are much more supportive of nominal wage rigidity. 2. Results in columns 1-6 are for all stayers and are taken from Lebow, Stockton, and Wascher (1995) . Results in column 7 are taken from the proportional models in Kahn (1997) and are for salaried workers only in row 3.
One further criticism of the PSID, discussed earlier, was the fact that it was difficult to control for intra-firm job and hours changes. Recall that even with resistance to nominal pay cuts for a given job, firms may alter the wages of their workers in other ways. One way firms could manipulate salaries is by moving their workers into different jobs or pay grades. For example, in times of low inflation firms may choose to demote a greater proportion of their workforce as a way of giving lower salaries. Alternatively, the firm may also manipulate the hours of workers when it cannot adjust the salary. For example, firms might keep a worker's salary constant but increase hours, causing the hourly cost to the firm of the worker to fall, even when their salaries did not.
The question, then, is whether this manipulation of hours and worker placement has a significant impact on the overall distribution of firm wages. Charts 5 and 6 address this question.
In chart 5, the first panel shows the distribution of stayers with fixed hours, as seen before in chart 1. The second panel plots the distribution of salary changes for workers who did not switch pay grades but who did change standard hours. As can be seen, the latter distribution is far more uniform and shows no evidence of truncation below zero. By changing hours, the firm is able to See appendix tables for the results of direct tests on the sensitivity of grade switching and hours changes to inflation.
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of workers who change hours or pay grades, they seem to have little impact on the overall distribution of wages--it looks very similar to the top panel. The same can be seen in chart 6, for firm 2, movers have a slightly less truncated distribution, but the overall distribution appears very similar to that of stayers--a massing at zero, few negative wage changes, and positive skewness.
The charts do not allow for a particularly rigorous comparison between the distribution of stayers and totals, however. To get a clearer picture, results from regression tests of the sensitivity of the total distribution of salaries to the inflation measures are shown in table 5. The first row of results for each firm are the results for salary per hour measures for workers who do not switch jobs. The second row of results for firm 1 shows the results using just the group of workers who switches jobs within the firm. The last row of results for each firm shows the regressions using the total sample. Although the evidence of nominal wage rigidity is much weaker for workers who switch jobs within the firm, these workers' share of the total workforce of each firm is probably not enough to drive the results. As can be seen, there is little difference 12 between the evidence for DNWR using the stayers or the total sample. These results suggest that, if the fraction of intra-firm job switchers is similar to that in the PSID, then not being able to control for these workers is of second-order importance. 
C. Comparison with Establishment Datasets
Recall that establishment surveys such as the Cleveland Community Salary Survey (Groshen and Schwitzer, 1996) and micro-ECI data (Lebow, Saks, and Wilson, 1999) track jobs rather than individuals. Therefore, tests are based on changes in average salary in sampled jobs.
As discussed above, the averaging of salary and wage levels can mask negative wage changes or lead to the appearance of them. Does this matter?
While there are no data on individuals within the micro-ECI and CCS surveys, the data for firm 1 contains individual job codes as well as individual identifiers. Thus, using this data, salary levels and growth rates by job can be constructed and compared to distributions constructed using salary growth by individuals. Since the micro-ECI data are salary per hour, for the comparison, salary per hour measures are also constructed with the firm 1 data. 13 Turning to chart 7, the upper panel depicts the distribution of changes in salary per hour for all individuals in firm 1 while the bottom panel shows the distribution of changes in salary per hour for all jobs. The difference between the two panels is striking. Averaging individual salaries within jobs leads to measures of growth in salary per hour that are much more symmetric.
The distribution for jobs also has a far greater number of negatives. Not surprisingly, the distribution also becomes smoother--masking possible evidence of menu costs. 1. OLS regression of annual asymmetry measure on inflation measure, unemployment rate, and a constant.
2. Results of SUR of the fraction of salary changes in a given year t, in the region between r and r-1 percentage points below the median on a constant and a set of dummy variables. n is the proportion of negative salarychange observations estimated to be piled-up at zero.
IV. CONCLUSION
Strong evidence of downward nominal wage rigidity has been particularly difficult to find.
Traditional studies relying on the correlation of wages with business cycle variables have been remarkably inconclusive. More recent work using micro datasets such as the PSID have been troubled by issues of measurement error and by the difficulty of controlling for across and within firm movement. Data on establishments also have problems, most notably, that the unit of observation is the average salary for jobs and is thus variations in worker composition alone can generate or obscure wage cuts. Economists have even resorted to telephone polls to determine if workers receive nominal pay cuts on a regular basis. (Akerlof, Dickens, and Perry, 1996) This paper uses datasets on two firms that contain extensive information on the pay structure of the firms and track all support staff or managerial workers over a period of at least 12 years. Because these data are establishment data, they should be considered more accurate than individual survey data. In addition, because they contain both individual and job related information, the salary changes for both jobs and workers can be calculated--allowing for a far clearer measurement of wage rigidity than seen in the past. Moreover, the importance of hours and job switching for overall wage rigidity can be calculated.
Data for these two firms show substantial evidence of downward nominal wage rigidity.
Exceptionally few workers receive nominal pay cuts, a significant number of workers receive no change in their nominal salaries across years, and the distribution of salary changes for workers who do not switch jobs within the firm is positively skewed and asymmetric. For both firms, the measures of skewness and asymmetry are negatively related to measures of inflation--a further sign of downward nominal wage rigidity.
Studies using the PSID have found a significant number of nominal pay cuts and less sensitivity of the distribution to measures of inflation. One explanation for this is that the high level of measurement error associated with individual responses obscures the true level of DNWR.
The evidence from these two firms is consistent with that explanation. Another explanation is that the PSID cannot identify intra-firm job switching. In this paper, the rate of promotion and demotion, and the standardized hours of workers are all sensitive to inflation. However, the results based on the distributional characteristics of the salary changes for all workers are basically the same as for those who do not switch jobs or change hours worked over the year.
Using the detailed firm level data here also sheds light on the possible cost of using establishment data on wages for jobs where the wage measure is the average wage of all workers in that job. With my firm data, comparing distributions constructed using salary measures of the individuals to wage measures for jobs constructed by averaging those individual salaries shows forcefully that averaging acts to increase the incidence of negative wage changes and reduce the sensitivity of the distribution to inflation. Judgments based on only data for jobs in my data would dramatically underestimate the true extent of downward nominal wage rigidity.
Although only two companies are used in this study, the results raise larger issues about tests for nominal wage rigidity. They point to the importance of datasets that track the wages associated with both workers and jobs to gain a clearer understanding of the source, extent, and costs of wage rigidity. Note: Regressions in the top rows are of the fraction of workers with hours changes, increases, and decreases in each year regressed on a constant, the inflation measures, and the unemployment rate.
