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Abstract
Let Mn(F) be the space of all n × n matrices over a field F of characteristic not 2, and
let Pn(F) be the subset of Mn(F) consisting of all n × n idempotent matrices. We denote
by n(F) the set of all maps from Mn(F) to itself satisfying A − λB ∈ Pn(F) if and only
if φ(A) − λφ(B) ∈ Pn(F) for every A,B ∈ Mn(F) and λ ∈ F. It was shown that φ ∈ n(F)
if and only if there exists an invertible matrix P ∈ Mn(F) such that either φ(A) = PAP−1
for every A ∈ Mn(F), or φ(A) = PATP−1 for every A ∈ Mn(F). This improved Dolinar’s
result by omitting the surjectivity assumption and extending the complex field to any field of
characteristic not 2.
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1. Introduction
Suppose C is the complex number field and F is an arbitrary field of characteristic
not 2. Let Mn(F) be the space of all n × n matrices over F and Pn(F) be the subset
of Mn(F) consisting of all n × n idempotent matrices. We denote by n(F) the set
of all maps from Mn(F) to itself satisfying A − λB ∈ Pn(F) if and only if φ(A) −
λφ(B) ∈ Pn(F) for every A,B ∈ Mn(F) and λ ∈ F. For a matrix A ∈ Mn(F), let AT
denote the transpose of A.
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In the past six decades, many authors studied linear preserver problems (see
[3,4] and the references therein) which are concerning with characterizing maps on
matrix spaces satisfying two assumptions: they are linear and they preserve some
property, set or relation. Recently, linear preserver problems were extensively studied
by relaxing or changing these two assumptions. Here we mention only two results.
Šemrl [7] showed that when n  3, φ ∈ n(C) is bijective and continuous if and
only if either φ is of the form φ(A) = PAP−1 for every A ∈ Mn(C), or φ is of
the form φ(A) = PATP−1 for every A ∈ Mn(C), where P ∈ Mn(C) is invertible.
Dolinar [2] improved the result of Šemrl by relaxing the bijectivity assumption
to the surjectivity and also omitting the continuous assumption and the restriction
on n  3. The approaches of Dolinar and Šemrl are, respectively, based on the
results in [5,6] on automorphisms of the poset of idempotent matrices. Further-
more, Dolinar [2] also pointed out that the surjectivity assumption can be omitted
in the low dimensional cases n = 1 and n = 2, and it would be interesting to find
out whether in higher dimensions the surjectivity assumption can be omitted as
well.
The purpose of this paper is to improve Dolinar’s result in the following two ways.
1. Investigate that the surjectivity assumption can be omitted for any n;
2. Extend the complex number field C to any field F of characteristic not 2.
That is to prove the following theorem.
Theorem 1. Suppose F is any field of characteristic not 2 and φ ∈ n(F). Then
there exists an invertible matrix P ∈ Mn(F) such that either φ(A) = PAP−1 for
every A ∈ Mn(F), or φ(A) = PATP−1 for every A ∈ Mn(F).
It should be pointed out that Dolinar [2] use
√
3
4 ∈ F when n = 2 and Jordan’s
canonical forms of matrices when n  3. Since
√
3
4 ∈ F may be false for some fields
F of characteristic not 2 and Jordan’s canonical form theory is not available if F /= C,
we can not use the approach of Dolinar to prove Theorem 1. However, the following
lemma provided by Dolinar is still available for any field of characteristic not 2.
Lemma 1 [2]. If φ ∈ n(F), then
(i) φ(Pn(F)) ⊆ Pn(F);
(ii) φ is injective;
(iii) φ is homogeneous, i.e., φ(λA) = λφ(A) for every A ∈ Mn(F) and λ ∈ F.
Based on Lemma 1, when n = 1 the proof of Theorem 1 is very simple. Thus, we
can assume that n  2 in the rest of this paper.
For any positive integer k  n, we denote k(F) = {X ⊕ On−k|X ∈ Mk(F)},
where ⊕ denotes the usual direct sum of matrices. Obviously, 1(F) =
{a ⊕ On−1|a ∈ F} and n(F) = Mn(F). Notice that if φ ∈ n(F), then both the
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map A −→ Pφ(A)P−1 and the map A −→ φ(A)T are also in n(F). Therefore,
based on the inductive idea on n, the proof of Theorem 1 is equivalent to prove the
following three propositions. The first two propositions show that Theorem 1 is true
for n = 2, and the third one shows that if Theorem 1 is true when n = s (s  2), then
it is also true for n = s + 1.
Proposition 1. Suppose φ ∈ n(F). Then there exists an invertible matrix T1 ∈
Mn(F) such that φ(Z) = T1ZT −11 for every Z ∈ 1(F).
Proposition 2. Suppose φ ∈ n(F) satisfying φ(Z) = Z for every Z ∈ 1(F). Then
there exists an invertible matrix T2 ∈ Mn(F) such that either φ(Y ) = T2YT −12 for
every Y ∈ 2(F), or φ(Y ) = T2Y TT −12 for every Y ∈ 2(F).
Proposition 3. Suppose 2  s  n − 1 and φ ∈ n(F) satisfying φ(Z) = Z for
every Z ∈ s(F). Then there exists an invertible matrix Ts+1 ∈ Mn(F) satisfying
φ(Y ) = Ts+1YT −1s+1 for every Y ∈ s+1(F).
The paper is organized as follows. Some preliminary results are provided in the
next section. The proof of Proposition 3 is presented in Section 3. Finally, we prove
Propositions 1 and 2 in Section 4.
We end this section by denoting a notation. Denote by Eij the n × n matrix which
has 1 in the (i, j) entry and is 0 elsewhere. For any positive integer k  n, let Fk be
the set of all k × 1 matrices over F. For every nonzero elements y ∈ Fn, we denote
Sy = {P ∈ Pn(F)|Py /= y}. We denote by Ik and Ok the k × k identity matrix and
zero matrix, respectively. We also write them as I and O, respectively, when the
dimensions of these matrices are clear.
2. Preliminary results
This section provides some preliminary results which can be used to prove Pro-
positions 1–3 stated in Section 1.
Lemma 2 (see [1] or [9, Lemma 2.1.1]). Given M, N ∈ Pn(F) satisfying M + N ∈
Pn(F). Then MN = NM = O.
Lemma 3 [8, Lemma 3.1 (i)]. Suppose N1, . . . , Nn are n × n nonzero idempotent
matrices satisfying NiNj = O for any distinct i and j. Then there exists an invertible
matrix Q ∈ Mn(F) such that Nt = QEttQ−1 for t = 1, . . . , n.
Lemma 4. Suppose N1, . . . , Nn are n × n nonzero idempotent matrices such that
Nj − Ni is nonzero idempotent for every 1  i < j  n. Then there exists an invert-
ible matrix Q ∈ Mn(F) such that Nt = Q(It ⊕ O)Q−1 for t = 1, . . . , n.
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Proof. For every 1  i < j  n, it follows from Nj , Ni , Nj − Ni ∈ Pn(F) that
NjNi + NiNj = 2Ni. (1)
Pre- and post-multiplying both sides of (1) by Ni , respectively, we obtain NiNjNi +
NiNj = 2Ni and NjNi + NiNjNi = 2Ni , and hence NiNj = NjNi . This, together
with (1), gives
NjNi = NiNj = Ni, ∀1  i < j  n. (2)
Denote
M1 = N1, Mk = Nk − Nk−1, k = 2, . . . , n. (3)
Clearly, Mi is nonzero idempotent for all 1 i  n. Furthermore, by (2), the matrices
M1, . . . ,Mn satisfy that MiMj = O for any distinct i and j . From Lemma 3, there
exists an invertible matrix Q ∈ Mn(F) such that Mt = QEttQ−1 for t = 1, . . . , n.
This, together with (3), completes the proof. 
Lemma 5. Suppose G and H are n × n nonzero idempotent matrices satisfying
rankG = rankH and a(G − H) ∈ Pn(F) for some nonzero scalar a ∈ F. Then
G = H.
Proof. Since H is n × n nonzero idempotent, there exists an invertible matrix W ∈
Mn(F) satisfying H = W(Ir ⊕ O)W−1, where r = rankH. Let
G = W
[
A B
C D
]
W−1, A ∈ Mr(F).
Then
a(G − H) = aW
[
A − I B
C D
]
W−1.
Since G, a(G − H) ∈ Pn(F), it can be concluded that either G = W(Ir ⊕ D)W−1
with D ∈ Pn−r (F), or G = W(A ⊕ O)W−1 with A ∈ Pr(F). This, together with
rankG = rankH , completes the proof. 
Lemma 6. Let G ∈ Mn(F), and β ∈ Fn be nonzero. Then there exist nonzero scal-
ars a1, . . . , aq ∈ F and G1, . . . ,Gq ∈ Sβ such that G = ∑qu=1 auGu.
Proof. Without loss of generality, we can assume that β = [1 O]T and G = [gij ].
For k = 1, . . . , n − 1, denote

ak = 1, Gk = g1 k+1(E11 + E1 k+1)
+(1 − g1 k+1)(Ek+1 1 + Ek+1 k+1) if g1 k+1 /= 1
ak = −1, Gk = −g1 k+1(E11 + E1 k+1)
+(1 + g1 k+1)(Ek+1 1 + Ek+1 k+1) if g1 k+1 = 1.
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Then it is easily verified that Gk ∈ Sβ for all 1  k  n − 1, and
G −
n−1∑
u=1
auGu =
[
h O
H1 H2
]
, h ∈ F, H1 ∈ Fn−1, H2 ∈ Mn−1(F).
Case 1. Suppose h = 0 and H1 = [1 · · · 1]T. Without loss of generality,
we can assume that H2 = [hij ] with h11 = · · ·hp+1 p+1 = 0 and hqq /= 0 for q =
p + 2, . . . , n − 1. Denote
an−1+k = −1, Gn−1+k = Ekk + Ek1, k = 1, . . . , p + 1.
Then Gn−1+k ∈ Sβ for all 1  k  p + 1, and
G −
n+p∑
u=1
auGu =


0 0 · · · 0
d21 d22 · · · d2n
· · · · · · · · · · · ·
dn1 dn2 · · · dnn

 ,
where dii /= 0 and di1 /= 0 for i = 2, . . . , n. Denote
an+p+k = dk+1 k+1,
Gn+p+k = d−1k+1 k+1
n∑
w=1
dk+1 wEk+1 w, k = 1, . . . , n − 1.
Then Gn+p+k ∈ Sβ for all 1  k  n − 1, and G = ∑qu=1 auGu with q = 2n +
p − 1.
Case 2. Suppose h = 0 and H1 /= [1 · · · 1]T. Denote
an = 1, Gn =
[ 0 O
H1 −
[
1 · · · 1]T I
]
.
Then
Gn ∈ Sβ, G −
n∑
u=1
auGu =
[ 0 O[
1 · · · 1]T H2 − I
]
.
This is Case 1.
Case 3. Suppose h /= 0 and H1 /= [1 · · · 1]T. Denote
an = h, Gn =
[
1 O
h−1
(
H1 −
[
1 · · · 1]T) O
]
.
Then
Gn ∈ Sβ, G −
n∑
u=1
auGu =
[ 0 O[
1 · · · 1]T H2
]
.
This is Case 1.
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Case 4. Suppose h /= 0 and H1 = [1 · · · 1]T. Denote
an = 2h, Gn =
[
1 O
h−1H1 O
]
, an+1 = −h, Gn+1 =
[
1 O
2h−1H1 O
]
.
Then
Gn,Gn+1 ∈ Sβ, G −
n+1∑
u=1
auGu =
[ 0 O[
1 · · · 1]T H2
]
.
This is Case 1.
This proof is completed. 
Lemma 7. Suppose that φ ∈ n(F) and that X, Y,Z ∈ Mn(F) satisfy X + Y, X +
Y + Z ∈ Pn(F) and φ(Y + Z) − φ(Y ) = Op ⊕ Iq ⊕ O for some integers 0  p,
q  n. Then
φ(X) + φ(Y ) =

A O BO O O
C O D

 with [A B
C D
]
∈ Pn−q(F), A ∈ Mp(F).
Proof. By our assumption, it is easy to verify φ(X) + φ(Y ), φ(X) + φ(Y ) + (Op ⊕
Iq ⊕ O) ∈ Pn(F). Applying Lemma 2 to M = φ(X) + φ(Y ) and N = Op ⊕ Iq ⊕
O, we complete the proof. 
Lemma 8. Suppose φ ∈ n(F), 1  k  n − 1 and E1, E2 ∈ Mk(F). Furthermore,
assume φ(E1 ⊕ O) = E2 ⊕ O and φ((I + E1) ⊕ O) = (I + E2) ⊕ O. Then there
exists an invertible matrix T (E1) ∈ Mn−k(F) such that φ(−E1 ⊕ It ⊕ O) = −E2 ⊕
T (E1)(It ⊕ O)T (E1)−1 for every 1  t  n − k.
Proof. Let X = −E1 ⊕ It ⊕ O, Y = E1 ⊕ O and Z = Ik ⊕ O. From our assump-
tion, it can be obtained that X + Y , X + Y + Z ∈ Pn(F) and φ(Y + Z) − φ(Y ) =
Ik ⊕ O. Applying Lemma 7, we have
φ(−E1 ⊕ It ⊕ O) = −E2 ⊕ X(t), ∀1  t  n − k, (4)
where X(t) ∈ Pn−k(F). Since φ is injective and homogeneous, we can conclude
from φ(E1 ⊕ O) = E2 ⊕ O that X(t) /= O for all 1  t  n − k.
If k = n − 1, then (4) turns into φ(−E1 ⊕ 1) = −E2 ⊕ 1, and hence we ob-
tain the conclusion of the lemma by choosing T (E1) = 1. If k < n − 1, because of
(−E1 ⊕ Ij ⊕ O) − (−E1 ⊕ Ii ⊕ O) ∈ Pn(F) for every 1  i < j  n − k, it fol-
lows from φ ∈ n(F), (4) and the injectivity property of φ that X(j) − X(i) is
nonzero idempotent. Therefore, X(1), . . . , X(n − k) are (n − k) × (n − k) nonzero
idempotent matrices such that X(j) − X(i) is nonzero idempotent for every 1  i <
j  n − k. By Lemma 4, there exists an invertible matrix T (E1) ∈ Mn−k(F) such
that X(t) = T (E1)(It ⊕ O)T (E1)−1 for every 1  t  n − k. This, together with
(4) completes the proof. 
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Lemma 9. Suppose 1  s  n − 1 and φ ∈ n(F) satisfying φ(Z) = Z for every
Z ∈ s(F). Then there exists an invertible matrix Q ∈ Mn−s(F) such that φ(A ⊕
zIt ⊕ O) = A ⊕ Q(zIt ⊕ O)Q−1 for all 1  t  n − s, A ∈ Ms(F) and z ∈ F.
Proof. It follows from our assumption that φ(−A ⊕ O) = −A ⊕ O and φ((I −
A) ⊕ O) = (I − A) ⊕ O. Applying Lemma 8 to k = s and E1 = E2 = −A, we
have that there exists an invertible matrix T (A) ∈ Mn−s(F) satisfying
φ(A ⊕ It ⊕ O) = A ⊕ T (A)(It ⊕ O)T (A)−1,
∀1  t  n − s, A ∈ Ms(F). (5)
For any nonzero scalar a ∈ F, C ∈ Ms(F) and B ∈ Ps(F), we see that
a((C + a−1B) ⊕ It ⊕ O) − a(C ⊕ It ⊕ O) ∈ Pn(F),
so aφ((C + a−1B) ⊕ It ⊕ O) − aφ(C ⊕ It ⊕ O) ∈ Pn(F). Using (5) yields
aT (C + a−1B)(It ⊕ O)T (C + a−1B)−1 − aT (C)(It ⊕ O)T (C)−1 ∈ Pn−s(F).
Applying Lemma 5 to G = T (C + a−1B)(It ⊕ O)T (C + a−1B)−1 and H =
T (C)(It ⊕ O)T (C)−1, we obtain T (C + a−1B)(It ⊕ O)T (C + a−1B)−1 =
T (C)(It ⊕ O)T (C)−1. Since t is arbitrary, we have T (C + bB) = T (C) for all
C ∈ Ms(F), B ∈ Ps(F) and b ∈ F, where = (b, C,B) is diagonal and invertible.
This, together with (5), implies that
φ((C + bB) ⊕ It ⊕ O) = (C + bB) ⊕ T (C + bB)(It ⊕ O)T (C + bB)−1
= (C + bB) ⊕ T (C)(It ⊕ O)−1T (C)−1
= (C + bB) ⊕ T (C)(It ⊕ O)T (C)−1
= (bB ⊕ O) + (C ⊕ T (C)(It ⊕ O)T (C)−1)
= (bB ⊕ O) + φ(C ⊕ It ⊕ O),
∀C ∈ Ms(F), B ∈ Ps(F), b ∈ F. (6)
Let A ∈ Ms(F) be arbitrary but fixed. It is obvious that there exist nonzero scalars
a1, . . . , ap ∈ F and A1, . . . , Ap ∈ Ps(F) such that A = ∑pu=1 auAu. The combina-
tion of (5) and (6) yields
φ(A ⊕ It ⊕ O) = φ
((
a1A1 +
p∑
u=2
auAu
)
⊕ It ⊕ O
)
= (a1A1 ⊕ O) + φ
((
p∑
u=2
auAu
)
⊕ It ⊕ O
)
= ((a1A1 + a2A2) ⊕ O) + φ
((
p∑
u=3
auAu
)
⊕ It ⊕ O
)
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= · · ·
= (A ⊕ O) + φ (Os ⊕ It ⊕ O)
= A ⊕ T (O)(It ⊕ O)T (O)−1.
Let Q = T (O). Then φ(A ⊕ It ⊕ O) = A ⊕ Q(It ⊕ O)Q−1 for any 1  t 
n − s and A ∈ Ms(F). This, together with φ(A ⊕ O) = A ⊕ O and the homogen-
eous property of φ, completes the proof. 
For φ and Q defined in Lemma 9, denote a new map
φ1 : X → (Is ⊕ Q−1)φ(X)(Is ⊕ Q), ∀X ∈ Mn(F).
Then φ1 ∈ n(F) and φ1(A ⊕ zIt ⊕ O) = A ⊕ zIt ⊕ O for all 1  t  n − s, A ∈
Ms(F) and z ∈ F. Therefore, without loss of generality, we can assume from Lemma
9 that
φ(A ⊕ zIt ⊕ O) = A ⊕ zIt ⊕ O, ∀1  t  n − s, A ∈ Ms(F), z ∈ F.
(7)
Lemma 10. Suppose s is a positive integer  n − 1, and φ ∈ n(F) satisfies (7).
Then φ(A ⊕ O ⊕ zIt ) = A ⊕ O ⊕ zIt for all A ∈ Ms(F), z ∈ F and 1  t  n − s.
Proof. For arbitrary but fixed 1  t  n − s, it follows from (7) that φ(−A ⊕
On−s−t ⊕ O) = −A ⊕ On−s−t ⊕ O and φ((I − A) ⊕ In−s−t ⊕ O) = (I − A) ⊕
In−s−t ⊕ O. Applying Lemma 8 to k = n − t and E1 = E2 = −A ⊕ On−s−t , we
have that φ(A ⊕ O ⊕ It ) = A ⊕ O ⊕ It for all A ∈ Ms(F) and 1  t  n − s. This,
together with φ(A ⊕ O) = A ⊕ O and the homogeneous property of φ, completes
the proof. 
Lemma 11. Let s be a positive integer  n − 1. Suppose φ satisfies the assumption
of Lemma 10. Then for each A ∈ Ms(F) and each nonzero element x ∈ Fs , there
exist u = u(A, x), v = v(A, x) ∈ Fs with uvT = Os such that
φ
([
A x
O 1
]
⊕ O
)
=
[
A u
vT 1
]
⊕ O. (8)
Proof. For arbitrary but fixed A ∈ Ms(F) and nonzero element x ∈ Fs , let
X =
[
A x
O 1
]
⊕ O, Y = −A ⊕ O, Z = O ⊕ In−s−1.
Clearly, by Lemma 10, X + Y , X + Y + Z ∈ Ps(F) and φ(Y + Z) − φ(Y ) =
O ⊕ In−s−1. Applying Lemma 7, we have
φ
([
A x
O 1
]
⊕ O
)
=
[
+ A u
vT d
]
⊕ O (9)
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with [
 u
vT d
]
∈ Ps+1(F), d ∈ F. (10)
Because of([
A x
O 1
]
⊕ O
)
−
([
A − I O
O 1
]
⊕ O
)
∈ Pn(F),
it follows from φ ∈ n(F), (7) and (9) that[
+ Is u
vT d − 1
]
∈ Ps+1(F).
This, together with (10), gives that  = O, uvT = Os and d = 1. Thus, by (9), we
complete the proof. 
Lemma 12. Let s be a positive integer  n − 1 and φ ∈ n(F). Suppose that there
exists a nonzero scalar w ∈ F satisfying

φ
([
A x
O z
]
⊕ O
)
=
[
A wx
O z
]
⊕ O
φ
([
A O
xT z
]
⊕ O
)
=
[
A O
w−1xT z
]
⊕ O
, ∀A ∈ Ms(F), x ∈ Fs , z ∈ F.
(11)
Then there exists an invertible matrix Ts+1 ∈ Mn(F) satisfying φ(V ) = Ts+1V T −1s+1for every V ∈ s+1(F).
Proof. For arbitrary but fixed A ∈ Ms(F), x ∈ Fs , and z ∈ F, let
E1 = −
[
A x
O z
]
, E2 = −
[
A wx
O z
]
.
Then, by (11) and the homogeneous property of φ, it can be concluded that φ(E1 ⊕
O) = E2 ⊕ O and φ((I + E1) ⊕ O) = (I + E2) ⊕ O. Applying Lemma 8, one can
obtain that
φ
([
A x
O z
]
⊕ I
)
=
[
A wx
O z
]
⊕ I, ∀A ∈ Ms(F), x ∈ Fs , z ∈ F.
(12)
For any V ∈ s+1(F), we can write
V =
[
W α
βT µ
]
⊕ O, W ∈ Ms(F), α, β ∈ Fs , µ ∈ F.
Let
Y0 =
[
I − W −α
O −µ
]
⊕ O, Z0 = O ⊕ In−s−1.
176 X. Zhang / Linear Algebra and its Applications 387 (2004) 167–182
It follows from (11) and (12) that
φ(Y0) =
[
I − W −wα
O −µ
]
⊕ O, φ(Y0 + Z0)
[
I − W −wα
O −µ
]
⊕ In−s−1,
and hence φ(Y0 + Z0) − φ(Y0) = O ⊕ In−s−1. Further since V + Y0, V + Y0 +
Z0 ∈ Pn(F), applying Lemma 7 to V , Y0 and Z0, we have
φ (V ) =
[
+ W − I ξ + wα
η d + µ
]
⊕ O (13)
with [
 ξ
η d
]
∈ Ps+1(F), d ∈ F. (14)
Noting
V +

−W −α OO 1 − µ O
O O O

 ∈ Pn(F), V +

I − W O O−βT −µ O
O O O

 ∈ Pn(F),
we have from φ ∈ n(F), (11) and (13) that[
− I ξ
η d + 1
]
∈ Ps+1(F),
[
 ξ + wα
η − w−1βT d
]
∈ Ps+1(F).
This, together with the injectivity property of φ, (11) and (14), gives  = I , d = 0,
ξ = O and η = w−1βT. Thus, (13) turns into
φ(V ) =
[
W wx
w−1yT z
]
⊕ O = Ts+1V T −1s+1, ∀V ∈ s+1(F),
where Ts+1 = Is ⊕ w−1 ⊕ In−s−1. The proof is completed. 
3. The proof of Proposition 3
The proof of Proposition 3 is divided into the following two steps.
Step 1
φ
([
A x
O z
]
⊕ O
)
=
[
A f (x)x
O z
]
⊕ O,
∀A ∈ Ms(F), x ∈ Fs \ {O}, z ∈ F, (15)
where f is a map from Fs \ {O} to F \ {0} satisfying
f (cx) = f (x), ∀x ∈ Fs \ {O}, c ∈ F \ {0}. (16)
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Let A ∈ Ms(F) and x ∈ Fs \ {O} be arbitrary but fixed. Clearly, there exists an
invertible matrix P ∈ Ms(F) such that x = P [1 O]T. Let
H1 = P(1 ⊕ Os−1)P−1, H2 = P
([
1 1
0 0
]
⊕ Os−2
)
P−1.
Then ([
A x
O 1
]
⊕ O
)
−
([
A − Hv O
O 1
]
⊕ O
)
∈ Pn(F), v = 1, 2.
Using φ ∈ n(F), (7) and Lemma 11, one can obtain that[
Hv u(A, x)
v(A, x)T 0
]
∈ Ps+1(F), v = 1, 2,
and hence v(A, x) = O and u(A, x) = δ(A, x)x for some δ(A, x) ∈ F. This,
together with Lemma 11, implies that
φ
([
A x
O 1
]
⊕ O
)
=
[
A δ(A, x)x
O 1
]
⊕ O,
∀x ∈ Fs \ {0}, A ∈ Ms(F). (17)
For any nonzero scalar a ∈ F, B ∈ Ms(F) and D ∈ Sx, because of
a−1
([
B + aD x
O 1
]
⊕ O
)
− a−1
([
B x
O 1
]
⊕ O
)
∈ Pn(F),
it follows from φ ∈ n(F) and (17) that[
D a−1[δ(B + aD, x) − δ(B, x)]x
O 0
]
∈ Ps+1(F).
This, together with D ∈ Sx and x /= O, deduces
δ(B + aD, x) = δ(B, x),
∀B ∈ Ms(F), x ∈ Fs \ {0}, D ∈ Sx, a ∈ F. (18)
For the above matrices A and x, it follows from Lemma 6 that A = ∑qu=1 auAu
for some nonzero scalars a1, . . . , aq ∈ F and A1, . . . , Aq ∈ Sx. Using (18), we have
δ(A, x) = δ

q−1∑
u=1
auAu + aqAq, x

 = δ

q−1∑
u=1
auAu, x

 = · · · = δ(O, x),
i.e., δ(A, x) is independent of the choice of A. This, together with the injectivity
property of φ and (17), implies that
φ
([
A x
O 1
]
⊕ O
)
=
[
A f (x)x
O 1
]
⊕ O, ∀A ∈ Ms(F), x ∈ Fs \ {O},
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where f is a map from Fs \ {O} to F \ {0}. Since φ is homogeneous, we have
φ
([
A x
O c
]
⊕ O
)
= cφ
([
c−1A c−1x
O 1
]
⊕ O
)
= c
[
c−1A c−1f (c−1x)x
O 1
]
⊕ O
=
[
A f (c−1x)x
O c
]
⊕ O,
∀A ∈ Ms(F), x ∈ Fs \ {O}, c ∈ F \ {0}. (19)
Let
X =
[
A x
O 0
]
⊕ O, Y = (I − A) ⊕ O, Z = O ⊕ In−s−1.
It follows from Lemma 10 that φ(Y ) = Y and φ(Y + Z) = Y + Z, and hence φ(Y +
Z) − φ(Y ) = O ⊕ In−s−1. Further since X + Y, X + Y + Z ∈ Pn(F), applying
Lemma 7, one can obtain
φ
([
A x
O 0
]
⊕ O
)
=
[
+ A − I ξ
η µ
]
⊕ O (20)
with [
 ξ
η µ
]
∈ Ps+1(F), µ ∈ F. (21)
Noting
A x OO 0 O
O O O

+

−A −x OO 1 O
O O O

 ∈ Pn(F),

A x OO 0 O
O O O

+

I − A −x OO 1 O
O O O

 ∈ Pn(F),
we deduce from φ ∈ n(F), (19) and (20) that[
− I ξ − f (−x)x
η µ + 1
]
∈ Ps+1(F),
[
 ξ − f (−x)x
η µ + 1
]
∈ Ps+1(F).
This, together with (21), gives  = I , η = O, µ = 0 and  = f (−x)x, i.e., (20)
turns into
φ
([
A x
O 0
]
⊕ O
)
=
[
A f (−x)x
O 0
]
⊕ O,
∀A ∈ Ms(F), x ∈ Fs \ {O}. (22)
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For any nonzero scalar c ∈ F, using φ ∈ n(F) and([
c(c−1 + 1)I − cA cx
O 1
]
⊕ O
)
+ c
([
A − I −x
O 0
]
⊕ O
)
∈ Pn(F),
we have
φ
([
c(c−1 + 1)I − cA cx
O 1
]
⊕ O
)
+ cφ
([
A − I −x
O 0
]
⊕ O
)
∈ Pn(F).
This, together with (19) and (22), completes the proof of Step 1.
Step 2. There exists an invertible matrix Ts+1 ∈ Mn(F) satisfying φ(V ) =
Ts+1V T −1s+1 for every V ∈ s+1(F).
By an argument similar to Step 1, we can deduce that
φ
([
A O
xT z
]
⊕ O
)
=
[
A O
ϕ(x)xT z
]
⊕ O,
∀A ∈ Ms(F), x ∈ Fs \ {O}, z ∈ F, (23)
where ϕ is a map from Fs \ {O} to F \ {0} satisfying
ϕ(cx) = ϕ(x), ∀x ∈ Fs \ {O}, c ∈ F \ {0}. (24)
Set S = {(α, β)|α, β ∈ Fs satisfy βTα = 1}. Then it is easy to verify that
2−1
([
αβT α
O 0
]
⊕ O
)
+ 2−1
([
O O
βT 1
]
⊕ O
)
∈ Pn(F), ∀(α, β) ∈ S.
Using φ ∈ n(F), (15) and (23), we have that
2−1
[
αβT f (α)α
ϕ(β)βT 1
]
∈ Ps+1(F), ∀(α, β) ∈ S,
and hence
ϕ(β)f (α) = 1, ∀(α, β) ∈ S. (25)
For any positive integer k  s, let ek denote the matrix in Fs with 1 in the kth
entry and 0 elsewhere. Further, denote e = ∑sk=1 ek . By a direct computation, one
can obtain that (ei, e), (e, ei) ∈ S for every 1  i  s. Thus, it can be concluded
from (25) that
ϕ(ei)
−1 = f (e), f (ei)−1 = ϕ(e), ∀1  i  s. (26)
For an arbitrary but fixed nonzero element x ∈ Fs , it is obvious that (cx, et ),
(et , cx) ∈ S for some positive integer t  s and nonzero scalar c ∈ F. Using (25),
we have ϕ(cx) = f (et )−1 and f (cx) = ϕ(et )−1. This, together with (16), (24) and
(26), implies that f (x) = f (e) = ϕ(x)−1. Therefore, by (15) and (23), one can
obtain (11), where w = f (e). This, together with Lemma 12, completes the proof
of Proposition 3.
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4. The proofs of Propositions 1 and 2
Proof of Proposition 1. For any distinct 1  i, j  n, because of Eii , Ejj , Eii +
Ejj ∈ Pn(F), it follows from φ ∈ n(F) and i) of Lemma 1 that φ(Eii), φ(Ejj ),
φ(Eii) + φ(Ejj ) ∈ Pn(F). By the injectivity property of φ and Lemmas 2 and 3,
there exists an invertible matrix T1 ∈ Mn(F) such that φ(Ekk) = T1EkkT −11 for every
1  k  n. From the homogeneous property of φ, we complete the proof. 
Proof of Proposition 2. In this proof we always assume that Z = O ⊕ In−2.
Let X1 = E12 and Y1 = E11. In view of Lemma 10, we obtain φ(Y1) = Y1 and
φ(Y1 + Z) = Y1 + Z, and hence φ(Y1 + Z) − φ(Y1) = O ⊕ In−2. Further since
X1 + Y1, X1 + Y1 + Z ∈ Pn(F), applying Lemma 7 to X1, Y1 and Z, we have
φ(E12) =
[
a1 − 1 b1
c1 d1
]
⊕ On−2 with
[
a1 b1
c1 d1
]
∈ P2(F).
This, together with Lemma 10, φ ∈ n(F) and E12 + (0 ⊕ In−1) ∈ Pn(F), deduces[
a1 − 1 b1
c1 d1 + 1
]
∈ P2(F).
Thus, a1 = 1, d1 = 0 and b1c1 = 0. By the injectivity property of φ, there exists a
nonzero scalar w ∈ F such that either φ(E12) = wE12, or φ(E12) = wE21.
Case 1. Suppose φ(E12) = wE12 holds. For any b ∈ F, it follows from φ ∈ n(F)
and (E11 + E22 + bE12) − bE12 ∈ Pn(F) that φ(E11 + E22 + bE12) − bφ(E12) ∈
Pn(F). This, together with φ(E12) = wE12 and Lemma 11, gives φ(E11 + E22 +
bE12) = E11 + E22 + bwE12. By the homogeneous property of φ, it can be con-
cluded that
φ(aE11 + aE22 + bE12) = aE11 + aE22 + bwE12, ∀a, b ∈ F. (27)
Furthermore, if n  3, let
E1 = −
[
a b
0 a
]
, E2 = −
[
a bw
0 a
]
.
It follows from (27) that φ(E1 ⊕ O) = E2 ⊕ O and φ((I +E1) ⊕ O) = (I +E2) ⊕
O. Using Lemma 8, we have
φ
([
a b
0 a
]
⊕ I
)
=
[
a wb
0 a
]
⊕ I, ∀a, b ∈ F. (28)
Since E11 + E21, E22 + E21, 2−1(E11 + E12 + E22) + 2−1E21 ∈ Pn(F), it fol-
lows from φ ∈ n(F), (7) and (27) that E11 + φ(E21), E22 + φ(E21), 2−1(E11 +
E12 + wE22) + 2−1φ(E21) ∈ Pn(F). By a direct computation, we have φ(E21) =
w−1E21. By an argument similar to (27), we have
φ(aE11 + aE22 + bE21) = aE11 + aE22 + bw−1E21, ∀a, b ∈ F. (29)
Let X2 = E12 + E21 and Y2 = 12E11 + 12E22 − 34E12. From (27) and (28), one
can conclude that φ(Y2) = Y2 and φ(Y2 + Z) = Y2 + Z, and hence φ(Y2 + Z) −
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φ(Y2) = O ⊕ In−2. Further since X2 + Y2, X2 + Y2 + Z ∈ Pn(F), applying Lemma
7 to X2, Y2 and Z, we have
φ(E12 + E21) =
[
x1 − 12 y1 + 34w
z1 u1 − 12
]
⊕ O with
[
x1 y1
z1 u1
]
∈ P2(F).
(30)
Noting (E12 + E21) + ( 12E11 + 12E22 − 34E21) ∈ Pn(F) and 12 (E12 + E21) +
( 12E11 + 12E22) ∈ Pn(F), it follows from φ ∈ n(F) that φ(E12 +E21)+φ( 12E11 +
1
2E22 − 34E21) ∈ Pn(F) and 12φ(E12 + E21) + φ( 12E11 + 12E22) ∈ Pn(F). By (7),(29) and (30), we obtain
φ(E12 + E21) = wE12 + w−1E21. (31)
For arbitrary but fixed b ∈ F, let X3 = E11 + bE12 and Y3 = E22 − E11. From
Lemma 10, it can be concluded that φ(Y3) = Y3 and φ(Y3 + Z) = Y3 + Z, and
hence φ(Y3 + Z) − φ(Y3) = O ⊕ In−2. Further since X3 + Y3, X3 + Y3 + Z ∈
Pn(F), applying Lemma 7 to X3, Y3 and Z, we have that
φ(E11 + bE12) =
[
p1 + 1 q1
s1 t1 − 1
]
⊕ O with
[
p1 q1
s1 t1
]
∈ P2(F). (32)
Because of E11 + bE12, (E11 + bE12) − bE12, (E11 + bE12) − b(E12 + E21) ∈
Pn(F), it follows from φ ∈ n(F) and i) of Lemma 1 that φ(E11 + bE12), φ(E11 +
bE12) − bφ(E12), φ(E11 + bE12) − bφ(E12 + E21) ∈ Pn(F). Using φ(E12) =
wE12, (31) and (32), one can obtain that φ(E11 + bE12) = E11 + wbE12 for any
b ∈ F. By the homogeneous property of φ, it can be concluded that
φ(aE11 + bE12) = aE11 + wbE12, ∀a, b ∈ F. (33)
It follows from φ ∈ n(F), (8), Lemma 11 and (aE11 + E22 + bE12) − ((a −
1)E11 + bE12) ∈ Pn(F) that φ(aE11 + E22 + bE12) = aE11 + E22 + wbE12 for
any a, b ∈ F. By the homogeneous property of φ, we have
φ(aE11 + dE22 + bE12) = aE11 + dE22 + wbE12, ∀a, b, d ∈ F. (34)
Similarly,
φ(aE11 + dE22 + cE21) = aE11 + dE22 + w−1cE21, ∀a, c, d ∈ F. (35)
In view with (34), (35) and Lemma 12, there exists an invertible matrix T2 ∈
Mn(F) such that φ(A) = T2AT −12 for every A ∈ 2(F).
Case 2. Suppose φ(E12) = wE21 holds. By a similar argument to Case 1, there
exists an invertible matrix T2 ∈ Mn(F) such that φ(A) = T2ATT −12 for every A ∈
2(F).
The proof is completed. 
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