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Commzlnicated by P. K. Sen 
Distribution-free tests for permutational symmetry of correlated variables 
have been offered recently in the literature. However, situations arise when 
all the planned measurements are available only on some subjects, while others 
drop out at various stages of the experiment. The present paper offers a distribu- 
tion-free statistic for testing permutational symmetry of correlated variables in 
such hierarchical data, and develops a large-sample chi-square approximation. 
Explicit expressions for the test statistic have been provided for some special 
cases. 
1. INTRODUCTION 
Suppose in a drug trial a certain response (say blood pressure) is measured 
on each patient at fixed intervals (say one day or one week, etc.) over a period of 
time (say r days or 7 weeks, etc.) The drug alone may be administered or placebos 
may be substituted at some times, or, more generally, different drugs may be 
tried over different periods. Evidently the set of measurements on the same 
patient will be correlated. Here invariance of the joint distribution of all observa- 
tions on a patient under permutations among themselves implies failure of the 
treatment to cause any change in the mean response over time. See Bell and 
Haller [l] and Hollander [3] for discussion of tests of permutation invariance in 
bivariate case. For tests of symmetry in multivariate random variables see Bell 
and Smith [2]. For r-variate responses, the hypothesis of permutation invariance 
can be tested using Friedman’s test for treatment effect in a two-way layout; for, 
when the observations on the same patient are ranked among themselves, all 
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rankings are equally likely when the hypothesis is true, and this is a sufficient 
condition to establish the validity of Friedman’s test procedure. Indeed Sen [6] 
has pointed out that all the tests based on within-block ranking are valid tests of 
the above hypothesis. 
However, situations arise when all the planned measurements are available 
only on some of the subjects, while others drop out at various stages. In such a 
case, typically one has c, vectors (each vector denoting a set of measurements on a 
specific patient) with all the Y components when subject participates in the 
complete experiment, c,-r vectors with the last component missing when the 
subject fails to report for the last period, etc. and c, vectors with only two first 
components, XL=, cr = N (say). A subject reporting only the first time does not 
give any information about the effect of the treatment, hence may be neglected. 
We shall then assume that cr = 0. Usually c1 > 0, 1 > 2; however, in an 
experimental situation it is quite conceivable that cr takes the value zero for some 
values of Z, e.g. if the number of subjects who reported only first three times out 
of Y, is zero, then cs = 0. Roy and Srivastava [5] pointed out the need to develop 
tools to analyze this type of data (called “hierarchical” mainly because it is 
assumed that if thejth component is observed, all the (j - 1) earlier components 
are also observed). Here the aforementioned tests (e.g. Friedman’s) cannot be 
applied directly. 
One method of getting around this difficulty might be to construct a statistic 
for each of these groups of cr , I = 2,..., Y, vectors and then combine them in a 
suitable way. (In some cases they may cancel each other out.) This may result at 
worst in accumulation of errors due to approximation by asymptotic distribution 
theory. If the component and overall statistics have limiting chi-square distribu- 
tions, which is very often the case, the degrees of freedom would increase rapidly. 
This would tend to reduce the power (or sensitivity) of the overall test. Further- 
more, there appears to be no easy way of giving appropriate weights to the 
component statistics while combining them and still hope for a nice limiting 
distribution of the resultant statistic. We shall present, therefore, another route 
towards the same end. 
Formally suppose XL’) = (X,, ,..., X,,)’ is an observation on a l-variate 
random vector with continuous distribution function F&X, ,..., x,), a! = l,..., ~1 , 
1 = 2,..., Y. Also, all the random vectors corresponding to different experimental 
units (i.e., subjects) are assumed independent. Given this set-up we wish to test 
the null hypothesis 
&,:F&, 1.. ,x1) = FL&~, v..., xj,) 
a = I,..., Cl ) 1 = 2,..., r, 0.1) 
where (jr ,..., jr) is any permutation of the first I positive integers. Observe that 
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here we do not assume a common distribution for vectors in the same group. In 
other words, each experimental unit (or subject) works as a separate Ezblock” in 
the terminology of design of experiments. 
2. THE TEST STATISTIC 
Let U:“) equal the proportion of Z-dimensional vectors XLr), 0: = l,..., cr 
(observations on different independent random variables), such that the ith 
component of the vector is largest among the 1 components, if c1 > 0, and let Ul”’ 
equal zero if cr = 0. Let U, (‘) = 1. In view of the continuity assumption, ties 
do not occur with probability 1. Define 
vi = i $4( up - l/l) = i a,lc;‘al(u;z’ - l/l), (2.1) 
1-i 1=2 
where ail = 1 if I > i and = 0 otherwise. Let U = (V, ,..., U,.)‘. Then the test 
statistic proposed is 
s = U’C-u, (2.2) 
where C- is a generalized inverse of the covariance matrix of U, given in (3.2) 
below. When Ho is true, expected value of Uiz) is I/Z and U, is a linear combina- 
tion of the deviations of Ujz)‘s from their expectations. Thus, S may be regarded 
as a measure of deviation from H, . The test consists in rejecting Ho at a level (y. 
when S exceeds a predetermined constant S, . Given H,, , all rankings within 
each vector are equally likely and it is easy to see that S, is independent of the 
underlying distributions so that the test based on S is exactly distribution-free. 
We shall show that asymptotically, S has a &i-square distribution with degrees 
of freedom equal to p(C), the rank of Z. It follows that a large sample approxima- 
tion for S, is given by upper lOOol-percent point of the chi-square distribution 
with degrees of freedom equal to p(C). p(C) will be shown to be equal to r - 1 if t 
is the largest 2 such that cr > 0. 
3. THE ASYMPTOTIC DISTRIBUTION UNDER Ho 
Letting Uz) = (Viz),..,, Uiz))‘, it is easy to see that under H,, , if c1 > 0, 
WJ”‘) = (110 Jz , 
Cov(U’Z’) = (l/Zc,) 11 - (l/&r) Lr , 
where J and L are a column vector and matrix, respectively, with all the elements 
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equal to 1. Moreover, U(I) is an average of c1 i.i.d. random vectors so that, as 
cz -+ co, c;‘~[IJ(~~ - (l/Z)Jz] h as a limiting Z-variate normal distribution with null 
mean vector and covariance matrix C,* = [u~~~~], i, i’ < 1, where 
z,* = (l/Z) I, - (l/22) Li . (3.1) 
Furthermore, we note from (2.1) that, under H,, , E(U) = 0 and Cov(U) = 
I: = [+,4-j, i, i’ < r, where 
U{i = i (I - 1) dZ = i U$ZdZ(Z - 1)~ 
1-i Z& 
(3.2) T t 
uii’ = -1 4 = --c az+vzdz , i # i’, 
Z=max(i i’) 24 
where dz = 1 if cc > 0 and = 0 otherwise, in view of (3.1) and independence of 
V)‘s. It then follows that, under H,, , U has a limiting r-variate normal distribu- 
tion with null mean vector and covariance matrix Z if all (nonzero) cl’s --+ CD. 
Observe that U’);. = 0 so that CJV = 0 regardless of whether cc > 0 for all 2 
or otherwise. C is thus necessarily singular. Furthermore, we note that 
I: = i d,PZ, , where C, = 
c,* 0 
14 [ 1 0 0 Txr * (3.3) 
Since each Z, is nonnegative definite of rank (1 - 1), and d, is either 0 or 1, it 
follows that Z is nonnegative definite of rank p(E) = t - 1 where t is the 
largest 1 such that d, = 1, i.e., c1 > 0. The following theorem then follows. 
THEOREM 3.1. If  H, is trzce and all nonzero cI -+ co, then for any generalized 
inverse C- of C the statistic U’C-U has a limiting (central) chi-square distribution 
with t - 1 degrees offreedom, t being the largest 1 such that c1 > 0. 
4. SPECIAL CASES 
Theoretically it is possible to obtain the statistic S for all values of Y and cl, 
I = 2,..., r. However for some special cases the simpler structure of Z can be 
exploited to obtain a generalized inverse and the statistic can be computed 
explicitly. We consider here two such special cases. 
(i) c1 = 0, Z < r - 2; c,-, > 0, c, > 0 (or case of two sets of vectors, 
of dimensions r - 1, and r). In particular, the case r = 3, c2 > 0, c, > 0. 
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(ii) cr = 0, I < r - 3; cr > 0 for 1 > r - 2 (or case of three sets of 
vectors, of dimensions r - 2, r - 1, and r). In particular, the case r = 4, 
c, > 0, c, > 0, c4 > 0. 
Case (i). Here d, = 0, I < r - 2, and d,-, = d,. = 1. If Qi denotes the top 
left side principal minor of C, then 
* = (2r - 1) I,-, - 2L,, 
so that a-l = (1/2r - l)&l + 2L,-J. Using the generalized inverse [F-’ t], 
we get 
s = 1/(2r - 1) ii .?J,2 + urj. (4.1) 
\i=l 
Case (ii). Here dl = 0, I < Y - 3, and d, = 
cp = 3(Y - 1) I,, - 3L,-, + 
1 for Z > Y - 2. Then 
Using a generalized inverse as in case (i) we get 
l s = 3(r - 1) i=l i u: + 3(2,1 1) UL + 3(2ry 1) u, 
2ur,u, 
+ 3(r - 1)(2r - 1) . (4.2) 
5. DISCUSSION 
We have proposed a distribution-free test for the hypothesis of permutation 
invariance in hierarchical data. The test statistic is explicitly given for the cases 
I = 3,4 and also for the cases when only one or two of the last components in 
the vector observations are missing. 
The statistic is based on (2.1) where the compounding coefficients have been 
arbitrarily selected on a heuristic basis so as to give more weightage to IJit) if Z 
is large and/or cr is large. The square-root of cr is mainly for allowing normal 
apprximation for large c1 . One could try to determine an optimal choice of 
compounding coefficients, if possible, so as to maximize power in some sense. 
However it is unreasonable to expect one particular choice to be optimal for all 
underlying distributions. 
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Suppose one uses a particular choice say, (a,}, and defines 
and 
S = U’B’(BcB’)-l BU, (5.2) 
where I: is the null covariance matrix of U and B is an (Y - 1) x Y matrix of 
rank Y - 1 such that BJ = 0. Consider the Pitman sequence of shif alternatives 
HN: FtN’(zI , x2 ,... , x1) = F&V, + W1’26, ,..., x1 + N-“26,), (5.3) 
where not all 6’s are equal, Fz is permutationally invariant and IV = Zc, . Note 
that we are now assuming a common distribution for all subjects (unlike in (1 .l)). 
By standard methods it is now possible to establish the following theorem under 
the standard regularity conditions. 
THEOREM 5.1. Let S be defined by (5.1) and (5.2), N = 22, and suppose 
c,N-l + A, , 0 < Al < 1, 1 = 2, 3 ,..., Y as N + M. Assume the sequence of 
alternatives (HJ,,} given by (5.3), where F, is permutationally invariant and satisfies 
regularity conditions 
(9 8T (x1 , x2 , . . . . 4 = Gl(xl , x2 ,.. ,x2, 
(ii> 1 F,(x, + h, ~2 ,... > xl> - F&i ,..., -- 4 h < f&(x, , x2 ,..., 4 
for suftciently small h, such that JTa Ht( y, y,..., y) dF,( y) < co, 
(iii) j-1 G-,(Y, Y,..., Y) dF,(y) = 4 , 
for 1 = 2, 3,..., r. Then, as N -+ co, S is asymptotically distributed as a noncentral 
~2 with (Y - 1) d.f. and the noncentrality parameter 
where 9 = Cz, @‘a& and 8 = C 6$/r. 
Note that we have used al = I in Sections 3 and 4 and also in the numerical 
example in the next section. 
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6. A NUMERICAL EXAMPLE 
It is suspected that haemolytic anaemia develops during administration of the 
antituberculosis drug thioacetozone (see Masel and Johnston [4]). Suppose a 
thioacetozone experiment involving eight patients was carried out taking one 
observation on each patient every month, with the following results. 
Haemoglobin value (grammes per 100 c.c.) 
Months of Patient no. 
thioacetozone 
therapy 1 2 3 4 5 6 7 8 
0 13.8 14.5 15.8 14.1 12.6 11.0 10.2 12.0 
1 13.9 14.1 13.7 13.2 11.5 11.2 8.3 11.8 
2 12.8 12.1 12.3 11.9 11.3 10.2 7.0 8.1 
3 12.3 11.1 12.4 12.5 - - - - 
Note that in four cases four successive observations are obtained while in the 
other four, the last observation is missing. These data therefore fit the case (i) 
discussed in Section 4. Here, using the notation of Section 2, Ui4’ = Q, Vi”’ = &, 
lJJ4' = 0, lJ:4' = 0, U:"' = 2, Up = 2, Uf' = 0, U, = 6(4 - +)+ 8($ - 4) = 
6.5, U, = 6(4 - $) + 8($ - 4) = -0.5, U, = 6(0 - Q) + 8(0 - 4) = -4, 
U, = 8(0 - a) = -2. H ence S = (42.25 + 0.25 + 16 + 8)/7 = 9.50. This 
exceeds the 5 Q/0 value of a chi-square variable with 3 degrees of freedom which is 
7.815. 
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