Response time (RT) and response accuracy are the two most common dependent variables in experimental psychology. These two variables are often measured together to assess the possibility of a speed-accuracy trade-off (SAT): That is, at a given level of sensitivity, faster responses tend to produce more errors. The SAT phenomenon is often unrelated to the underlying mental processes of interest and, therefore, has been regarded as a nuisance variable in most studies.
Response time (RT) and response accuracy are the two most common dependent variables in experimental psychology. These two variables are often measured together to assess the possibility of a speed-accuracy trade-off (SAT): That is, at a given level of sensitivity, faster responses tend to produce more errors. The SAT phenomenon is often unrelated to the underlying mental processes of interest and, therefore, has been regarded as a nuisance variable in most studies.
One strategy for controlling SAT is to formulate a quantitative model for the decision process. For example, sequential sampling models of decision making account for SAT with a criterion parameter, which determines the amount of information accumulated by the participant before he or she responds (Link, 1992; P. L. Smith, 2000) . This criterion parameter can be estimated simultaneously with other parameters, including those that index the strength and variability of underlying representations. However, full specification of a sequential sampling model requires a number of detailed, and often highly technical, assumptions about the model architecture, and the models are usually fitted to entire distributions of both correct and error RTs. It is not surprising, then, that routine application of sequential sampling modeling is rare in experimental psychology. 1 Here, we will focus on an alternative, and more popular, method known as the response signal paradigm.
Response Signal Paradigm
The response signal paradigm is a popular method for controlling SATs (Dosher, 1979; Reed, 1976; Wickelgren, 1977) . This method allows the effects of discriminability to be decoupled from those of criterion shifts, because the experimenter specifies the time at which a response must be made. On each trial, observers are instructed to respond as soon as they hear a response signal (an auditory tone), which is presented at one of several deadline lags. At early lags, the observer often responds at close to chance, because there is not enough time to fully integrate the available information. As lag increases, accuracy improves monotonically to an asymptote. This time-accuracy curve is often referred to as the SAT function.
When accuracy is measured in d units, the data are usually fitted by a three-parameter shifted exponential function:
where is the asymptotic accuracy, 1/ is the rate at which accuracy approaches the asymptote from chance (d 0), and is the time at which accuracy begins to exceed chance.
The response signal paradigm allows us to characterize the effect of experimental manipulations across the entire time course of decision processing. One of the primary reasons for using this paradigm is to compare estimates of processing dynamics across conditions in which asymptotic accuracy varies. In principle, observed differences between conditions may be due to changes in one or more parameters of the shifted exponential function. Such direct inferences are generally not available in other experimental paradigms. For example, SATs are often dismissed when responses in one condition are faster and more accurate than those in another condition. This pattern does not necessarily imply an advantage at asymptote, however, and is also consistent with an advantage due solely to rate, to intercept, or to both (see Dosher, Han, & Lu, 2004, p. 6) .
The traditional approach to analyzing time-accuracy curves proceeds as follows. First, a set of nested models is formulated. This set includes a full model that allocates separate asymptote, rate, and intercept parameters to each
Group Analysis
The first question is whether the analysis should be performed on data from each individual participant or on data pooled across participants. When the data are sufficiently precise, it is often preferable to analyze each individual separately; fitting nonlinear functions (such as the shifted exponential) to averaged data may yield distorted estimates that do not reflect the true underlying process for any individual (Brown & Heathcote, 2003; Estes & Maddox, 2005; Myung, Kim, & Pitt, 2000) . Because response signal experiments usually involve a small number of participants who complete a large number of trials, analysis of individual curves is the more common practice. The issue of individual differences will be discussed in greater detail.
Dependent Variable (Accuracy)
The second question is what the relevant measure of accuracy should be. In most studies, the accuracy in each condition is calculated in d units, using the formula
where z [·] denotes the inverse normal (z score) transformation, P S (C) denotes the proportion of correct responses to signal trials, and P N (C) denotes the proportion of correct responses to noise trials. When the measure of accuracy is chosen, an important consideration is the sampling variability of that measure. Explicit assumptions about sampling variability are crucial for carrying out the analyses proposed here (see Lee, 2004) . For large sample sizes, the sampling distribution of d is well approximated by a normal distribution with variance calculated as
where n S and n N are the number of signal and noise stimuli, respectively, in each condition and (·) is the standard normal density function evaluated at the specified abscissa (Gourevitch & Galanter, 1967) . (Miller [1996] has discussed alternative calculations that are necessary for small sample sizes.) This approximation implies that the sampling variability is not constant across the timeaccuracy curve; in fact, sampling variability generally increases as accuracy increases.
Independent Variable (Time)
The third question is whether accuracy should be analyzed as a function of either the deadline lag alone or some measure of total processing time. This dilemma arises because RTs (calculated from response signal onset) are not constant across lags; instead, RTs decrease with increasing lag and remain constant at long lags (see Dosher, 1982 Dosher, , 1984 Reed, 1976) . In addition, RTs can vary across conditions. Various mechanisms have been proposed to explain these patterns (Nikolic & Gronlund, 2002; Ratcliff, 2006; Usher & McClelland, 2001 ), but no definitive consensus has yet emerged. As has been argued by McElree and Dosher (1989) , differences in RT across conditions can be controlled for by the use of total processing time condition. Other models, which are special cases of the full model, are specified by setting certain parameters to be invariant across conditions. Point estimates for each model are then computed by minimizing a squared-error loss function. The best model is then chosen on the basis of three criteria (e.g., Öztekin & McElree, 2007) : (1) the value of an adjusted-R 2 statistic (Reed, 1973) , (2) the consistency of the parameter estimates across participants, and (3) evaluation of whether systematic deviations could be accounted for by additional parameters. Once the best model is chosen, the corresponding point estimates are used for inference.
Although this approach has proven, over many years, to be a generally useful one (Dosher, 1981; McElree, 1996 McElree, , 1998 McElree, , 2001 McElree & Dosher, 1989 , 1993 Wickelgren & Corbett, 1977) , we believe that it could be improved upon. First, estimates derived by ordinary least squares will not, in general, correspond to the maximum likelihood estimates, because the variability of d is not constant across the time-accuracy curve. Second, model selection criteria can be used to quantitatively determine (1) the balance between goodness of fit and parsimony, (2) the consistency of parameter estimates across participants, and (3) whether additional parameters could account for systematic deviations. Finally, the interpretation of point estimates alone can be misleading when there is no measure of uncertainty associated with those estimates. These issues will be expanded upon in the remainder of this article.
Overview
The remainder of this article is divided into five sections. First, we will raise a number of issues that must be addressed before analyzing time-accuracy curves. We also will describe a hypothetical data set in order to demonstrate various analysis methods. Second, the hypothetical data will be analyzed by the traditional method of maximizing adjusted-R 2 . Using these adjusted-R 2 statistics, we will compare the full shifted exponential model against simpler nested models. Third, the same models will then be compared using information criteria: the Akaike information criterion (AIC) and the Bayesian information criterion (BIC). These criteria are preferable for the purposes of model selection because they account for both goodness of fit and model complexity (in terms of number of free parameters) in a principled manner. Finally, we will highlight the importance of parametric uncertainty by calculating interval estimates derived, first, from a bootstrap method and, second, from a Bayesian method. One of the goals of this article is to broaden the range of methods available to experimental psychologists for analyzing response signal data.
ISSUES IN RESPONSE SIGNAL STUDIES
Whenever time-accuracy curves are analyzed, a number of key questions about the nature of the data must first be addressed. These questions include the following: How should individuals within groups be analyzed; what is the dependent variable; what is the independent variable; and what is the functional form of the curve? maximize the proportion of variance accounted for by the model. This method is equivalent to least-squares estimation (LSE), which yields the parameter values that minimize the sum-of-squares error between the observations and the predictions. One justification for this square-loss function is that, under certain conditions, parameter values derived from LSE may coincide with those from maximum likelihood estimation (MLE). The basic idea behind MLE (see Myung, 2003 , for a tutorial) is to seek the parameter values that are most likely to have generated the data. Parameter values from LSE are equivalent to those from MLE when the sampling distributions are normal with constant variance. Because the constant variance assumption will rarely hold in response signal experiments, LSE will yield estimates different from those from MLE. (For normal sampling distributions, MLE will be equivalent to weighted LSE, with variances equal to the reciprocal of the weights.)
Because we assumed constant variance in our hypothetical data set, the LSE and MLE procedures would give the same results in this case. Nonetheless, we will use MLE here because this procedure will also serve as a foundation for other analysis methods described later.
The likelihood is denoted by L( ), which is defined as the probability of the data, given a model with fully specified parameter values. 2 The likelihood is a function of the parameter vector , which represents the vector of asymptote, rate, and intercept parameters for the two curves. Given the assumption that the data are normally distributed, the likelihood can be defined as follows:
(lag mean RT) as the independent variable. In this way, estimates of processing dynamics remain undistorted.
Functional Form
Finally, a researcher must decide whether to fit the more common shifted exponential function or an alternative, such as the shifted diffusion function, derived from the diffusion model (Ratcliff, 1978) . According to the shifted diffusion function, the growth of sensitivity over time can be described by the following equation:
where A is the asymptotic sensitivity, R is the rate of growth (in time units), and I is the intercept, or the time at which accuracy begins to exceed chance. McElree and Dosher (1989) systematically compared fits of the shifted diffusion and the shifted exponential functions to short-term memory data and found that the exponential function produced slightly better fits. A recent Monte Carlo study has shown that the shifted exponential and shifted diffusion statistically mimic one another (Wagenmakers, Ratcliff, Gomez, & Iverson, 2004) . These simulations are consistent with empirical results showing that analyses of the two functions often yield similar conclusions (e.g., Gronlund & Ratcliff, 1989; McElree & Griffith, 1995; Mulligan & Hirshman, 1995) .
Hypothetical Data
Here, we will present some hypothetical data from a response signal experiment. For concreteness, we will assume that these hypothetical data were obtained from a spatial cuing experiment (e.g., Carrasco & McElree, 2001) , although the same ideas could be applied to data from other domains. On a typical trial in this task, a cue is used to direct attention to a particular location. Following a lag that is too short for the eyes to refixate, a target stimulus is presented at either the cued location or an uncued location. Responses to cued targets are often faster and more accurate than responses to uncued targets.
Our hypothetical data are plotted in Figure 1 . We assume that these data came from a single participant, so our analysis is at the individual level. We will also make the (unrealistic) assumption that the variability is constant: that each of the observed d scores was sampled from a normal distribution with a standard deviation of 0.2. (The corresponding standard error bars are plotted in Figure 1 .) Following most researchers in this area, the independent variable is defined as the deadline lag plus the mean RT.
Finally, although we will analyze only the shifted exponential in this article, all of the methods can be applied in the same way to the shifted diffusion function.
MAXIMIZING GOODNESS OF FIT
In this section, we will attempt to infer, via parameter estimation, the true shifted exponential function that generated the hypothetical data. In response signal studies, the conventional method for parameter estimation is to where d i is the observed d values, dˆi is the predicted values, d -is the mean, n is the number of data points, and k is the number of free parameters. These statistics are reported in Table 2 .
The best-fitting model was the full six-parameter model (2A-2R-2I), and the worst-fitting model was the null threeparameter model (1A-1R-1I). For any pair of nested models (i.e., where one is a special case of the other), the model with more parameters yielded a better fit. The null model can be rejected because there is a substantial margin between the fit of the null model and those of the other models. The four best-fitting models were the four models (2A-1R-1I, 2A-2R-1I, 2A-1R-2I, and 2A-2R-2I) in which different asymptote parameters were allocated to the two conditions.
We can conclude from these analyses that there is likely to be a difference in asymptotes between the two conditions. It is more difficult, however, to judge whether there is also a difference in rates, a difference in intercepts, or both, because these models yielded similar values of adjusted-R 2 . Although adjusted-R 2 is a useful measure of goodness of fit, the adjustment for additional parameters is a reflection of computing unbiased estimates of mean where d i is the observed d values, dˆi is the predicted values, n 16 is the number of data points, and 0.2 is the standard error. The predicted values, dˆi, are defined by the shifted exponential function in Equation 1 and the parameter vector . The maximum likelihood estimates are denoted by ˆ. Computationally, the MLE procedure can be achieved by minimizing the negative likelihood or negative log-likelihood. (Minimization routines are available in common software packages, such as fminsearch in MATLAB, or optim in R.)
The MLE values are shown in Table 1 and were used to generate the time-accuracy curves in Figure 1 . We report the rate estimates in units of time (where a longer time means a slower rate), so that they are on the same scale as the intercept estimates.
The obtained parameter values suggest the following conclusions. First, the cued condition produced higher discriminability (i.e., asymptote) than did the uncued condition. Second, the rate at which discriminability approached asymptote was faster in the uncued condition than in the cued condition. Finally, the minimal retrieval time (i.e., intercept) was shorter in the cued condition than in the uncued condition.
FITTING SIMPLER MODELS
In the previous section, we analyzed the full sixparameter model (2A-2R-2I ), in which the two conditions were fit with separate asymptote (A), rate (R), and intercept (I) parameters. In this section, we will consider whether simpler models that are special cases of the full model can fit the data equally well. Each nested model is specified by whether the cued and uncued conditions are fitted with the same or different (asymptote, rate, and intercept) parameters. Including the full model, there were eight candidate models (1A-1R-1I, 2A-1R-1I, 1A-2R-1I, 1A-1R-2I, 2A-2R-1I, 2A-1R-2I, 1A-2R-2I, and 2A-2R-2I). The relationships among the eight models are shown in Figure 2 (see Batchelder & Riefer, 1990, p. 552) . The full six-parameter model is shown at the top. The second row shows the five-parameter models. The third row shows the four-parameter models. And the null three-parameter model is shown at the bottom. The directed arrows represent nested relations between models.
For each model, we computed the adjusted-R 2 statistic (Dosher et al., 2004, p. 13 worse fit. These values reveal the same ordering of models as that of adjusted-R 2 , although on a different scale. The difference in deviance values between any two nested models (the G 2 statistic) can be used to conduct hypothesis tests. When the simpler model is "true," the difference in deviance values between the two nested models has an asymptotic 2 distribution, with degrees of freedom equal to the difference in the number of parameters. Thus, the simpler model can be rejected when the observed difference in deviance exceeds the relevant critical value. For example, the 2A-1R-2I model fits better than the 2A-1R-1I model [G 2 (1) 4.95, p .05], but there is no difference between the 2A-1R-2I model and the full model [G 2 (1) 0.38, p .54]. These hypothesis tests suggest that the 2A-1R-2I model is the most parsimonious model that adequately fits the data. The AIC and BIC analyses below give similar conclusions but also provide a measure of uncertainty across models. Table 2 reports the AIC values for the same models: The AIC values are on the same scale as the deviance values but are shifted upward by an amount that is proportional to the number of parameters in each model. The addition of the complexity penalty means that the full model is no longer the best model. The model with the lowest AIC is the 2A-1R-2I model. This is also the model with the lowest BIC (see Table 2 ). We can conclude from these information criteria that the two conditions differ in asymptotes and intercepts, but not rates.
2A-
The AIC was derived under a philosophical framework different from that of the BIC. The AIC (Akaike, 1973; Bozdogan, 2000; Burnham & Anderson, 2002) for a model was derived as an estimate of the relative expected Kullback-Leibler divergence between the fitted model and the unknown true model. The BIC (Raftery, 1995; Schwarz, 1978; Wasserman, 2000) for a model is directly related to the marginal likelihood, which is computed by averaging the likelihood over the parameter space for a model. According to Wagenmakers and Farrell (2004) , The BIC assumes that the true generation model is in the set of candidate models, and it measures the degree of belief that a certain model is the true datagenerating model. The AIC does not assume that any of the candidate models is necessarily true, but rather calculates for each model the Kullback-Leibler discrepancy, which is a measure of the distance between the probability density generated by the model and reality. . . . A formal comparison in terms of performance between AIC and BIC is very difficult, particularly because AIC and BIC address different questions. (pp. 194-195) To apply these two criteria, however, one need not accept the stringent assumptions embodied in their respective frameworks. Instead, one can adopt a more pragmatic approach that was suggested by Penny, Stephan, Mechelli, and Friston (2004) . It is well known in the model selection literature (Kass & Raftery, 1995) and is evident from Equations 7 and 8 that the AIC tends to favor more complex models, whereas the BIC tends to favor simpler models, whenever the sample size, n, exceeds seven. When the squared error, rather than being a principled penalty for model complexity (Anderson-Sprecher, 1994) . A principled penalty for model complexity is necessary to avoid overfitting (Myung, 2000; . This refers to fitting of random noise that is specific to a single set of data but unrelated to the true underlying process.
One strategy to avoid overfitting is to conduct null hypothesis significance tests. However, there are at least two limitations to such a strategy (see Wagenmakers, 2007 , for many more limitations). First, classical hypothesis tests are restricted to comparisons of nested models; nonnested models cannot be directly compared. Second, hypothesis tests do not provide an intuitive measure of evidence for, or against, either hypothesis. In the next section, we will use two model section criteria that can overcome these limitations.
MODEL SELECTION
To strike an appropriate balance between goodness of fit and parsimony, some researchers rely on the AIC or the BIC. Together, these criteria have been used in many domains of psychology (see Wagenmakers & Farrell, 2004 , for applications of the AIC, and Wagenmakers, 2007, for applications of the BIC). The AIC and BIC for a given model can be calculated as follows:
where L( ˆ) is the maximized likelihood, k is the number of parameters, and n is the number of observations (in our case, n 16) entering the likelihood calculation. Models with lower values on these criteria are preferred to models with higher values. Note that both criteria are calculated as the sum of two terms. The first term is known as the deviance and is a measure of goodness of fit, where a higher deviance implies a worse fit. (The classical definition of deviance includes a constant term that represents the fit of a saturated model. The omission of this constant does not affect the model comparisons in this case.) The second term for each criterion is a measure of model complexity: Models with more parameters suffer a greater penalty. These criteria implement a form of Occam's razor; that is, the selected model should use the fewest number of free parameters to provide a good fit to the data.
The deviance values for the eight candidate models are reported in Table 2 , where higher deviance values imply a where IC denotes the value of the information criterion (either the AIC or the BIC) and i (IC ) is the difference between the IC value of model i and the lowest IC value obtained for the set of K candidate models. These model weights (plotted in Figure 3 ) are expressed as probabilities-ranging from 0 to 1-that a particular model is the best model.
The likelihood ratio LR ij (Glover & Dixon, 2004) 
One advantage of using model weights over null hypothesis significance testing is that model weights are able to quantify the degree of evidence in favor of simpler models. 3 In this case, the 2A-1R-2I model is 2.2 times as likely as the 2A-2R-2I model according to the AIC weights and 3.3 times as likely according to the BIC weights. Furthermore, the model weights (unlike hypothesis tests) can be used to directly compare nonnested models. The parameter estimates for the 2A-1R-2I model are shown in Table 3 . The estimates from the 2A-1R-2I model are slightly different from those from the full model in Table 1 . Because the information criteria favored the 2A-1R-2I model, which assumes the same rate for both same model is selected by both the AIC and the BIC (as is the case for this hypothetical data set), one may be more confident that the best model was selected.
Although it is beyond the scope of this article to discuss the relative merits of the AIC and BIC (see, e.g., Kuha, 2004) , both criteria are useful alternatives to the adjusted-R 2 statistic for comparing time-accuracy curves. To our knowledge, there is no principled justification for the penalty implied by the adjusted-R 2 statistic (as there is for the AIC and BIC). Myung (2000, p. 196 ) made a similar comment about the root-mean squared deviation (RMSD):
which is a statistic equivalent to the adjusted-R 2 . Both the adjusted-R 2 and the RMSD have been shown to perform poorly in model selection scenarios (Myung, 2000; Myung & Pitt, 1997; Raftery, 1995) .
Model Weights
Some researchers have suggested that raw differences between models in AIC or BIC values can be transformed into model weights (Glover & Dixon, 2004; Wagenmakers, 2007; Wagenmakers & Farrell, 2004) . The model weights, w k , can be computed as 
Figure 3. Akaike information criterion (AIC) weights (top panel) and Bayesian information criterion (BIC) weights (bottom panel) for eight candidate models. Weights can be interpreted as the probability that a model is the best model, according to the relevant criterion.
still use the information criteria to select the optimal partitioning. Some participants may exhibit an experimental effect (and, therefore, require more parameters), whereas other participants may show no experimental effect (and, therefore, require fewer parameters). The entire sample of participants may then be split into qualitatively different groups. The likelihood ratios can be combined across participants in the same way as was described above, but without the constraint that all the participants should be fitted by the same model. For example, Lee and Webb (2005) used the BIC in a similar fashion to identify the number of clusters of participants who showed qualitatively different responses.
Another limitation of these information criteria is that they do not directly address possible parameter trade-offs. In particular, it can often be difficult to statistically distinguish between differences in rate from differences in intercept. To overcome this difficulty, a new variable can be computed by summing the rate and intercept parameters in time units (see, e.g., Carrasco, Giordano, & McElree, 2004) . This yields a composite measure of processing "speed,"
, which indexes how quickly the curve rises from stimulus onset.
A third limitation is that the information criteria do not account for the direction of experimental effects. For example, suppose that all the participants who performed a spatial cuing task are best fitted by the 2A-1R-1I model that requires two asymptote parameters. Despite this apparent consistency, it is possible that although most of the participants exhibit a cuing advantage (i.e., higher asymptote in the cued condition than in the uncued condition), some participants may exhibit a cuing disadvantage (i.e., higher asymptote in the uncued condition than in the cued condition). 4 Given such a scenario, one could use a t test to determine whether the mean difference in asymptotes across all participants is different from zero (McElree, 1998) , where the dependent measure is the difference in asymptote estimates from each participant.
Although this t test can be used to examine a significant effect at the group level, potential significant effects at the individual level may also be informative. In addition, point parameter estimates can be misleading when there is no measure of uncertainty associated with those estimates. These issues will be addressed in the next section.
ACCOUNTING FOR PARAMETRIC UNCERTAINTY
There are two common approaches to testing nested hypotheses (Kass, 1993) . In the first approach (known as model selection), a set of constrained models is formulated, and the goal is to find the most parsimonious model that adequately fits the data. Using this approach, the 2A-1R-2I model was selected. In the second approach (known as estimation), only the full model is assumed to be true. Nested hypotheses can be tested by examining the difference between the relevant parameter estimates, with some measure of uncertainty that is expressed as an interval. Very small differences in parameter estimates could be regarded as "nonsignificant." Inferences based on inconditions, the apparent rate differences in the full model may be attributed to overfitting.
Group Data
The model selection criteria could also be applied when data are collected from multiple participants (as is often the case in response signal experiments), to quantify the consistency of an effect across participants. Assuming that the data from N individuals are statistically independent, the N likelihood ratios from all individuals can be multiplied to produce a group likelihood ratio (GLR), as suggested by Stephan and Penny (2007) :
where LR n ij denotes the likelihood ratio for model i over model j for individual n. To complement the GLR, Stephan and Penny recommended the reporting of an average likelihood ratio (ALR), which is the geometric mean of the individual likelihood ratios:
ALR ij can be interpreted on the same scale as an individual likelihood ratio: Greater than 1 implies a preference for model i over model j, and less than 1 implies a preference for model j over model i, on average, across all participants.
There are, however, a number of limitations to the strategy outlined above. First, it is assumed that all participants should be fitted by the same model. Second, the potential problem of parameter trade-off is not adequately addressed. Finally, the direction of the experimental effect is not accounted for. We will describe each of these limitations briefly below.
The strategy above involves fitting a particular model to all of the participants, so it assumes that all the participants exhibited the same pattern of experimental effects. Although this is a reasonable initial assumption, such an analysis can be sensitive to outliers. Consider the scenario in which we have 11 participants, where the data from 10 individuals are best fit (according to the AIC or BIC) by a 2A-2R-1I model, whereas the data from a single individual are best fit by a 2A-2R-2I model. It is possible that both the GLR and the ALR will favor the 2A-2R-2I model, because the likelihood ratio for the single individual overwhelms that of the other 10 individuals. The more reasonable conclusion (that the outlier shows a pattern qualitatively different from the others) can be realized by relaxing the assumption that all participants should be fitted by the same model.
In cases in which a few individuals exhibit patterns very different from those for all the other individuals, one can To compare the cued and uncued conditions, we computed a 95% confidence interval for the difference in parameter estimates between the two conditions. For each of the 1,000 bootstrap samples, the asymptote, rate, and intercept estimates in the cued condition were subtracted from the corresponding estimates in the uncued condition. This procedure produced a bootstrap distribution for the difference between the two conditions on each of the three parameters (see Figure 4) .
The results in Figure 4 can be interpreted as follows. The asymptote in the cued condition was higher than that in the uncued condition, and the size of this accuracy advantage could be anywhere from very small up to quite large (up to 1 d ). The difference in rate estimates was close to zero. Given that the interval is relatively wide, no strong conclusions can be made about the difference in rates. The intercept in the cued condition was shorter than that in the uncued condition, and this advantage could be anywhere from small to large (up to 220 msec). The meaning attached to the magnitude of such differences must be interpreted within the particular theoretical context: What may be considered a small effect in one domain may be considered a large effect in another domain. Finally, the inferences made in this section are similar to those made in the previous section, where the 2A-1R-2I model was considered the best model. Given that the interval for the rate difference was terval estimates avoid overfitting (as compared with those based on point estimates), because the intervals express a range of possible values.
One argument in favor of estimation over model selection is that in some cases, the simpler models are not plausible. For example, consider the 2A-1R-2I model, which assumes that the two rates are identical; in other words, the difference in rates is precisely zero. In contrast, the full model assumes that the difference in rates is not precisely zero but may be so small that it is practically zero. The plausibility of this assumption will, of course, vary from one domain to the next. For example, one of the strengths of process models, such as the diffusion model, is that they assume parameter invariance (Ratcliff, 2006) : Parameters that represent psychological variables should not be free to vary across conditions, unless it is meaningful to do so. 5 In contrast, parameter invariance need not hold for descriptive models, such as the shifted exponential function. Instead, it may be more reasonable to assume that different conditions could potentially have any effect on the model parameters, even if very small. To demonstrate the estimation approach to hypothesis testing, we will fit the full model (2A-2R-2I ) only.
Interval Estimates: Bootstrap
We will return to fitting the full model but will include a measure of uncertainty for the parameter estimates that were reported in Table 1 . There are many methods available for calculating interval estimates for parameters (Huber, 2006; Verguts & Storms, 2004) . In this section, we will use an intuitive and flexible method known as the parametric bootstrap. Wichmann and Hill (2001) showed, in greater detail, how the parametric bootstrap can be used to analyze psychometric functions. Carrasco, Giordano, and McElree (2006) have recently applied the bootstrap to analyze time-accuracy curves.
The basic idea behind the parametric bootstrap is to produce a distribution of parameter estimates by refitting the model to a large number of replicate data sets sampled from the original MLEs (see , for a related bootstrap procedure). We first took the original MLEs of the full model (shown in Table 1 ) and generated 1,000 replicate data sets from these parameter values. These replicate data sets were produced by adding sampling error to the predicted time-accuracy points. (In this demonstration, the standard error was 0.2, the known standard deviation in our simulated data set. In practice, when the standard deviation is unknown, an estimate based on Equation 3 would be used.) As in the original data set, each replicate data set comprised 8 points on each timeaccuracy curve. We then treated each replicate data set as if it were observed in some hypothetical study and found the corresponding MLE. The 1,000 resampled estimates of the parameter vector could then be used to express the uncertainty about the original parameter estimates. For example, a 95% central confidence interval is obtained for each parameter by reporting the 2.5 and 97.5 percentiles of the bootstrap estimates. (This is known as the percentile method for calculating confidence intervals; more sophisticated methods have been presented in Efron & Tibshi- This estimate implies either that the task can be performed with perfect accuracy or that the true error rate is so low that it cannot be detected with a small sample size. Most researchers would probably make the latter attribution and would consider the MLE to be implausible. Moreover, the likelihood function itself cannot be used to make simple inferences, such as "what is the probability that the true rate is greater than chance (.5)?" These limitations can be overcome using Bayesian methods (see Lee & Wagenmakers, 2005) .
Bayesian analysis begins with a prior distribution, denoted here by ( ), which represents the uncertainty about the true rate before the data are observed. Two different prior distributions were considered and are plotted as dashed lines in Figure 5B . The straight horizontal line is the uniform distribution, which is a standard noninformative prior for rates. This distribution expresses the prior belief that all possible values of the true rate (between 0 and 1) are equally likely. The curved line is an informative prior distribution that expresses the prior belief that the true rate cannot be 0 or 1 but lies somewhere in between. Although this prior is informative, it nevertheless represents a high degree of prior uncertainty about the true rate. Bayesian parameter estimation then combines the prior distribution ( ) with the likelihood L( ) to produce a posterior distribution:
where D denotes the data. The posterior distribution represents the uncertainty about the true rate after the data have been observed (see the Appendix). The two resulting posterior distributions look very different from each other. The posterior arising from the uniform prior ( Figure 5C ) is simply proportional to the likelihood. This fact can be easily deduced from Equation 15: ( ) is a constant for the uniform prior. Thus, the posterior mode in Figure 5C is identical to the MLE of 1. In contrast, the posterior mode arising from the informative prior ( Figure 5D ) is slightly biased away from 1, which appears to be a more plausible estimate than is the MLE.
When reporting point estimates from a Bayesian analysis, one is not restricted to the posterior modes. For example, the posterior means are also valid point estimates, and here they offer a very intuitive interpretation (see the Appendix). The posterior mean from the uniform prior (plotted as a circle in Figure 5C ) is calculated as (10 1)/ (10 2) 11/12. The posterior mean from the informative prior (plotted as a circle in Figure 5D ) is calculated as (10 2)/(10 4) 12/14. Compared with the sample proportion (10/10), these posterior means can be interpreted as observed proportions that are calculated with additional prior observations. For example, the posterior mean from the uniform prior is equivalent to having observed one correct response out of two trials, before the data were collected. These calculations are very similar to those used to adjust perfect scores to avoid infinite d estimates in signal detection experiments (Snodgrass & Corwin, 1988) . The Bayesian framework offers a meaningful, alternative justification for these adjustments. relatively wide, however, it may have been premature to assume that the two rates were precisely identical.
The procedure that we have demonstrated here is known as the parametric bootstrap. An alternative is the nonparametric bootstrap, in which replicate data sets are generated by resampling, with replacement, from the original set of correct and incorrect responses (e.g., hits and false alarms). As an illustration of how parametric and nonparametric analyses might diverge, consider the following example adapted from Wichmann and Hill (2001) . Assume that 2 observers perform the same response signal task. Although the hit rates and false alarm rates across lags are slightly different for the 2 observers, the maximum likelihood fits to the two data sets happen to yield identical parameter estimates. In this situation, the parametric bootstrap would produce identical estimates of parametric uncertainty for both observers. In contrast, the nonparametric bootstrap would not produce identical estimates for both observers, given the individual differences in the raw data. According to Wichmann and Hill, "the choice of parametric versus nonparametric analysis concerns how much confidence one has in one's hypothesis about the underlying mechanism [parametric] that gave rise to the raw data, as against the confidence one has in the raw data's precise numerical values [nonparametric]" (p. 1316). Although we have demonstrated only the parametric approach here, it should be noted that the nonparametric bootstrap could also be used to produce interval estimates for parameters, and the latter has the advantage of accounting for individual differences at the level of the raw data.
Interval Estimates: Bayesian
All of the methods discussed so far have relied on maximizing likelihood. Likelihood forms an essential component of statistical inference because it expresses, in an objective manner, the information that the data provide about the parameters. Nonetheless, there is often important subjective information about the parameters even before the data are observed. If this prior information is ignored, one may end up with unreasonable parameter estimates. 6 We first will offer a simple example to demonstrate how parameter estimates can be misleading when they are based on likelihood alone.
Consider a participant who has completed a block of 10 trials in a binary choice task. For simplicity, assume that these responses are independent and identically distributed. We wish to estimate true , the participant's true rate of responding correctly, given the data. Suppose that the participant responds correctly on all 10 trials. The binomial likelihood function L( ) for these data is L n r r nr
where n r 10. This function (plotted in Figure 5A ) gives the probability of observing 10 correct responses out of 10 trials, for different values of . The MLE is the sample proportion (10/10 1) and is marked by the cross in Figure 5A ; of all the possible values of the true rate, 1 is the most likely value, given these data. tools available in free software packages: WinBUGS 1.4 (Lunn, Thomas, Best, & Spiegelhalter, 2000) and the Bayesian Output Analysis package (B. J. Smith, 2005) . We first assume an independent uniform prior, with subjectively determined upper and lower bounds, for each of the six parameters in our model. The priors for the two asymptote parameters are uniform between 0 and 4 d , the priors for the two rate parameters are uniform between 10 and 400 msec, and the priors for the two intercept parameters are uniform between 200 and 600 msec. These upper and lower bounds are chosen to avoid implausible parameter estimates.
On the basis of background knowledge, experimenters will often have an intuitive sense of the range of parameter values that they would regard as reasonable. The Bayesian approach allows experimenters to quantify this intuition. By specifying the range of the prior parameter space, any samples from the posterior that lie outside this range will, effectively, be ignored. Although the specification of Bayesian priors requires subjective judgment, similar decisions are commonly made in other data analysis contexts (see , for a discussion). For example, researchers often exclude from further analyses any responses, or participants, that are considered to be Although we have reported only point estimates above, the entire posterior distributions can be used for inferences about the true rate. For example, the probability that the true rate is greater than .5 is over 99% for both posterior distributions. With respect to the hypothetical response signal data, we will report 95% (Bayesian) confidence intervals for the differences in asymptote, rate, and intercept parameters.
When the posterior density cannot be derived analytically, simulation methods are available to approximate the posterior. A significant proportion of modern Bayesian data analysis relies on a set of simulation methods known as Markov chain Monte Carlo, or MCMC. The purpose of these algorithms is to explore the parameter space of a model in such a way that parameter values are sampled in direct proportion to the posterior probability (or density) of those parameter values. As with all Monte Carlo methods, the precision of the estimates can be improved by increasing the number of Monte Carlo samples. Below, we will report estimates that are based on 10,000 samples. A detailed discussion of these methods is beyond the scope of this article; introductions for experimental psychologists are presented in Kuss, Jäkel, and Wichmann (2005) , Lee (2008) , and . Here, we used the plotted as a point. These Bayesian intervals offer at least two advantages, when compared with the bootstrap intervals reported previously. The first advantage is that the Bayesian intervals are more precise than the bootstrap intervals, because prior information was incorporated into the former. This increase in precision was possible even with rather vague prior distributions. The bootstrap intervals were calculated from a distribution of MLEs, and many of these estimates may have been unreasonable. The second advantage is that the Bayesian intervals are easier to interpret than the bootstrap intervals. Recall that the bootstrap distribution is a hypothetical sampling distribution of MLEs. The probabilities associated with bootstrap confidence intervals refer to coverage probabilities-that is, how often the confidence intervals will cover the true parameter values in repeated sampling. For the nominal coverage probability to be valid, one is forced to "accept" all parameter values within an interval and "reject" those outside the interval. Probabilities associated with Bayesian confidence intervals do not refer to coverage probabilities but to degrees of belief. One can infer, for example, that there is a 50% probability that the true parameter value lies above (or equivalently, below) the posterior median. Intuitive probabilistic inferences such as these are possible within the Bayesian framework only.
CONCLUSIONS
In this article, we have raised a number of important issues that must be addressed when researchers wish to compare time-accuracy curves. Although time-accuracy curves were the primary focus here, similar issues arise in other domains as well. Some of these domains include forgetting or retention curves (Rubin & Wenzel, 1996) , learning curves (Heathcote, Brown, & Mewhort, 2000) , psychometric functions (Kuss et al., 2005) , and multinomial processing models (Batchelder & Riefer, 1990) .
One of the key issues is whether to use model selection or parameter estimation for hypothesis testing. The choice between these two approaches is not trivial and depends on the ultimate purpose of the analysis (see Chechile, 1977, p. 183) . On the one hand, if a researcher is interested specifically in how two curves might differ in any way, estimation of the full model may be preferred. In this case, interval estimates of the differences between parameters can protect against overfitting. On the other hand, if a researcher wishes to identify the most parsimonious model that adequately describes the data, model selection may be preferred. In this case, researchers should use a principled information criterion that balances goodness of fit and complexity. A strong assumption of the model selection approach is that some parameter values may be constrained to be identical. In the cognitive modeling literature, this principle is known as parameter invariance (Ratcliff, 2006 ; see also Busemeyer & Wang, 2000) . As was suggested earlier, whether such assumptions are justified will depend on the researcher's goals.
For model selection purposes, the criteria described here (AIC and BIC) are not the only criteria available, outliers. The criteria used to judge the presence of outliers are clearly subjective. In fact, such criteria may be reinterpreted within the Bayesian framework as representing prior knowledge about the expected distribution of the data. 7 Figure 6 shows a histogram of 10,000 samples for the asymptote parameter in the cued condition. Point and interval estimates can be based on these 10,000 samples for any of the parameters or for any function of the parameters. For example, if we subtract the asymptote of the cued condition from that of the uncued condition at each iteration, we obtain a posterior distribution of the difference in asymptotes.
The 95% Bayesian confidence intervals for the difference in asymptote, rate, and intercept are shown in Figure although they are the most commonly used. One criticism that has been raised against both AIC and BIC is that they are sensitive to only one aspect of model complexity (the number of parameters) but insensitive to functional form. For example, Pitt, Myung, and Zhang (2002) gave several illustrations of models that differ in complexity (which can be regarded, loosely, as how well a model fits random data), even though they have the same number of parameters. Other criteria that account for functional form complexity include cross-validation and minimum description length methods (see Myung, 2000; .
For parameter estimation, both bootstrap and Bayesian methods have their relative advantages and disadvantages. For example, bootstrap methods are often easier to implement than Bayesian MCMC methods (see , for a discussion). Nonetheless, Bayesian methods offer an attractive alternative approach to statistical inference. For example, the Bayesian approach extends naturally to hierarchical or multilevel designs, in which time-accuracy curves are obtained from multiple participants. In experimental psychology, hierarchical Bayesian modeling has been successfully applied to signal detection models , RT distributions (Rouder, Lu, Speckman, Sun, & Jiang, 2005) , and many other domains (Lee, 2008) . Future comparisons of timeaccuracy curves could also benefit from the application of hierarchical Bayesian methods.
