Abstract-This paper presents an algorithmic method for measurements of relaxed statistical properties of point processes (PPs). In particular, this method makes it possible to determine the probability density function of the residual waiting time, which is the distance between an arbitrary origin and the first point of the PP posterior to this origin and also the probabilities of counting n points of the PP in an interval open by an instant independent of the PP. These quantities are rarely accessible from a theoretical calculation. However, in the cases where this is possible, various experiments show quite good agreement with the theory.
an exponential probability density function (PDF). Renewal PPs also introduce a large class of models important for the applications. They are defined by the fact that the lifetimes are positive RVs that are IID but with arbitrary PDFs. It is obvious that stationary Poisson PPs are also renewal processes. For various applications, it is necessary to delete the assumption of stationarity, and nonstationary (or nonhomogeneous) Poisson PPs are the most important examples. Finally doubly stochastic Poisson PPs, or Poisson processes with a random density, play a central role in statistical optics in order to describe the fluctuations of the electromagnetic field, and various theoretical or experimental papers have been published on their properties. A good summary of this field of research can be found in [5] , [6] and their use in quantum optics is summarized in [7] , [8] .
But PPs appearing in physical phenomena are sometimes too complicated to make possible a clear mathematical analysis. It is then often much easier to work with simpler PPs obtained by computer simulations, and we will now recall the most significant methods for this purpose. The first idea that can be used comes from the following remark. A PP, or a sequence of random points T i , is completely determined by the sequence of lifetimes X i defined by X i = T i − T i−1 . Any sequence of points {T i } is then equivalent to a sequence of positive values {X i } that constitutes the trajectory of a positive discrete time (DT) signal. This means that the problem of the simulation of a random PP is equivalent to the simulation of a random positive DT signal. There is a long series of methods for the simulation of such signals, widely described in classical books on signal processing.
The simplest case appears when this signal is strictly white, which means that the {X i }s are a sequence of IID RVs. In this case the PP is called a renewal PP. This implies that the simulation of renewal PPs is equivalent to that of positive white noises. This is a classical problem well described in [9] .
The simulation of nonstationary and doubly stochastic Poisson processes is a more difficult problem. The first attempt in this direction appeared in the fundamental paper [10] by using the so-called thinning method, well known for the simulation of RVs (see also [9] ). This method is discussed in [11] . But various other procedures have been proposed and applied in statistical optics [12] , biology [13] , or in mathematical finance problems [14] [15] [16] . Models of heartbeat PPs and their simulation have been presented in [17] .
It is worth pointing out that the simulation procedures are not always limited to the generation of simulated PPs but can also be used for the simulation of some physical operations on such processes. One of the best examples is the dead time effect on PPs. This effect appears practically in every physical system and means that if the time interval between points is too small, some of these points are deleted. There are various different possible mechanisms of dead time effects. A rather elementary treatment of the two most important was presented in [2] . Their theoretical analysis is rather complicated, and an approach where the PPs and the dead time effect are simulated is presented in [18] , [19] for the so-called output or input dead time effects that are quite different. Similarly the use of adaptive filtering for PPs models of heartbeat is presented in [20] .
There are many kinds of measurements to determine the statistical properties of PPs, whatever their mode of production (simulation or registration of physical phenomena). For example, in insurance or risks problems, one is interested in the use of the methods of estimation or prediction well established in signal processing. Their transposition to PPs requires some specific analysis [21] . In some applications in physics or astronomy, measurements of some properties of PPs have a direct interpretation. This is, for example, the case in statistical optics where the measurement of the variance of the number of points of the PP measured in some time intervals is a practical means to make a difference between classical or quantum optical fields [7] , [8] . Indeed for the classical fields this variance is necessarily greater than the mean value, which justifies the precise measurements of this mean value and this variance. Measurements of moments or cumulants of order higher than two is also used in astronomy [22] . Finally the importance of second order analysis with its consequences concerning the spectral properties of PPs justifies a specific interest in their measurements [23] , [24] .
But the most fundamental measurements concerning the statistical properties of PPs are those of counting probabilities and of time intervals distributions because they appear, as seen later, in the mathematical definition of these processes. In physical and engineering literature, the basic devices for such measurements are counters and time-to-amplitude converters (TACs). A counter is a linear filter with an impulse response h(t) equal to 1 in the interval [0, T ] and to 0 otherwise. If its input is a sequence of pulses at random time instants T i , its output is the signal s(t) = h(t − T i ), sometimes called shot noise of the PP (see p. 321 of [25] ), and it results from the specific value of h(t) that s(t) is equal to the number N(t, T ) of random points T i appearing in the interval [t − T, t]. From the processing of a great number of values of N(t, T ) we can deduce the counting probabilities. On the other hand, by using a TAC system, we can convert time intervals in pulses, and the statistical analysis of these pulses can yield their PDF that appears in the mathematical definition of PPs. A great number of such results obtained some time ago in statistical optics are reported in [5] .
The purpose of this paper is to transpose these methods of measurements by using an algorithmic procedure in such a way that they can easily be applied for simulated PPs. In this case the primary data are the distances between successive points X i introduced above. Because of the structure of these data, the use of the shot noise signal is no longer the simplest way to reach the counting probabilities and a quite different approach appears necessary. For this purpose, let us first recall some fundamental definitions and notations on PPs.
II. Overview of Fundamental Notations on PPs
A PP is a random distribution of points in some space. In everything that follows this space is the time axis, which introduces the expression of time PP. There exist two main ways to describe the statistical properties of PPs. Consider a PP P and let us denote T i its random points, which are time instants classed in an increasing order (T i < T i+1 ). The intervals X i between successive points (X i = T i − T i−1 ) are called the lifetimes, or sometimes interevents times. These quantities are positive RVs and, as noted above, P is described as well by the sequences of T i or of X i . This implies that the statistical properties of P are entirely described by those of the X i s that can be considered as the values of a positive DT signal. For this description, we can apply all the standard methods used in random signal theory. In this case, we use the expression of time intervals description of a PP.
The second approach is called counting description. Consider M arbitrary nonoverlapping time intervals k and let N k be the random number of points T i of P appearing in k . If for any M and for each M for any set on intervals k we know the statistical properties of the set of RVs N k , we also have a complete description of the statistical properties of P. In this case, we use the term of counting approach, which comes from the fact that the random numbers N k are physically obtained by a counting procedure.
The relationship between these two approaches to the description of a PP is a well-documented question. It appears in the books indicated above and in [26] , [27] and in the references therein.
Let us now introduce the concept of relaxed properties. Consider an arbitrary time θ which is not a point of P. Let T (θ) be the first point of P posterior to θ. The positive time interval T (θ) − θ is called the residual lifetime or also the residual waiting time (RWT). It is obviously an RV and, in principle, its statistical properties can be deduced from those defining the PP but the calculations are often rather complicated. It is clear, however, that if P is stationary, these properties do not depend on θ. The RWT is the simplest example of a relaxed property in which a time instant θ that does not have any relation with the PP P is introduced. In contrast, the lifetime, which is the interval between two successive points of the PP, is called a triggered property. It is clear that for practical application the relaxed properties have the same importance as the triggered ones. For example, in the analysis of the behavior of a switching system for telephone calls, the customer is more interested in his waiting time than in the interval between successive calls, even if these two properties are closely interconnected.
The same distinction can be introduced in the case of counting properties. If the intervals k introduced above have no relation with the PP P we talk about relaxed counting. On the other hand, if these intervals have, for example, the form [T i , T i + T ], which means that the beginning of the interval is a point of P, we talk about triggered counting. In the case where P is stationary, the statistical properties of the number of points N recorded in [ [18] , [19] and references herein).
There is, however, a case where this distinction between relaxed and triggered properties disappears. This is the case of stationary Poisson processes mentioned above. Indeed one of the characteristic properties of such processes is the fact that they have no memory, which suppresses the difference between triggered and relaxed properties.
Measurements of relaxed properties are in general more complicated than those of triggered ones. This appears clearly in the case of renewal processes, which, after the Poisson processes, are the most important for practical applications. Such PPs are defined by the fact that the intervals between successive points (lifetimes) are IID positive RVs. Consequently the statistical properties of these PPs are entirely defined by the distribution function (DF) of all the lifetimes. It is clear that the triggered properties of such processes result from certain properties of the sums of IID RVs, which is a rather classic problem of probabilities.
Let us finally note a property of renewal processes shown in [2, pp. 8 and 54]. For such processes the PDF of the RWT is given by
where m X and F X (x) are the mean value and the DF of the lifetime respectively. Note that, since the lifetimes are IID RVs, the DF F X (x) defines completely all the statistical properties of a renewal process. On the other hand, for PPs that are not renewal processes, measurement and calculation of relaxed properties are in general much more complicated and, in some cases, almost impossible. It is the purpose of this paper to present some measurement methods for these properties and when calculations are affordable to compare their results with those obtained with our measurement methods in order to evaluate their performances.
III. Principles of the Algorithms
Let P S be a stationary PP, the index S meaning that it is the signal that we want to analyze. Its ordered sequence of instants is noted {s i }. In order to obtain their relaxed properties it is convenient to have at our disposal another stationary and ordered sequence of time instants t i independent of P S . They are the instants opening its analysis according to the procedure described below. These instants constitute the analysis PP called P A . The only property of P A required at this step is to be independent of P S and we will discuss below the relative interest of the various possible choices.
To each point t i of P A we associate the point of P S noted s j(i) which is the last point of P S anterior to t i , which means that (t i −s j(i) ) > 0 and (t i −s j(i)+1 ) < 0. It is then characterized by the fact that it is the only point of the sequence {s j } such that the product (t i −s j )(t i −s j+1 ) is negative. This property can be used for its calculation. Indeed for each t i we can calculate the products
where M is the number of possible values of j and j(i) is the only value of j among possible M for which this product is negative.
This direct procedure, however, requires very long calculation times and can be used only for relatively small values of M. As this is not the case in our statistical measurements, another approach is necessary.
It uses a recursive procedure that can significantly reduce the calculation time. This results from the following principle. Suppose that s j(i) is known and consider the difference
with
where u(x) is the unit step function equal to 1 if x > 0 and to 0 otherwise, and v(x) = u(−x). The advantage of (2) seems a priori weak, because of the presence of a series of an infinite number of terms. This number, however, can in practice be very small under some conditions. Suppose, for example, that the density λ of P S is much smaller than the one of P A . This means that the expected value of the lifetime of P A is much smaller than the one of P S . In this case it is clear that s j(i+1) is in general equal to s j(i) or to s j(i)+1 . This means that there is practically only one term corresponding to n = 1 in the series of (2). Even if our experiments are not realized in this limit situation, we have introduced a procedure ensuring that replacing the series by a sum of a finite number of terms does not introduce an error in the calculation of (2). Once the sequence j(i) is known, it can be used for the measurements of some relaxed properties of the PP P S . Let us begin by the analysis of the RWT.
The RWT associated with each instant t i of the PP P A is, from the definition of the sequence s j(i) , the quantity s j(i)+1 −t i . It is a positive RV, and if the sequence of the t i s contains M A values, there are also M A outcomes of this RV. We assume that the PPs P S and P A are stationary and that it is possible to measure ensemble averages from time average (ergodic property). We can then deduce from the normalized histogram of these values the PDF of the RWT that is in general rather difficult to obtain from a theoretical calculation, except for some cases discussed below. For a less extensive analysis it is possible to limit the measurements to the determination of the mean and the variance of the RWT.
Consider now the counting analysis. The problem is to determine the statistics of the number of points of P S in time intervals of duration T open by the points t i of P A . Let D n (i) be the time interval between t i and the nth point of P S posterior to t i . It results from the definition of 
, where u(.) and v(.) have been defined after (3). We note then that G n (i) takes only the values 0 or 1, and furthermore that G n (i) = 1 characterizes the fact that there are n points in [t i , t i + T ]. As the expected value of an RV taking only the values 0 or 1 is equal to the probability that this RV is equal to 1, we deduce that the probability p n that there are n relaxed points in the interval [t i , t i + T ] is the expected value E[G n (i)]. Finally, it results from our assumptions of stationarity and ergodicity that this expected value is the time average, or ( 
where M A is the number of time instants t i introduced for the analysis. Finally it is clear that if n = 0, the corresponding relaxed probability p 0 is simply the ensemble, or time, mean
It is interesting to note that all this method can also be used for the measurement of the triggered properties of P S . For this purpose it suffices to replace P A by P S itself. This implies that the instants t i opening the measurements intervals are simply the instants s i of P S , which leads to the triggered properties of this PP.
Let us finally summarize the principal steps of the algorithms. Its purpose is to determine some statistical properties of a given PP P S of density λ observed from the sequence of M S data {x i }, outcomes of M S RVs X i , which are the distances between the M S points {s i } of P S . These data {x i } can come not only from the observation of some physical phenomenon, such as electron emission or radioactive decay, but also from a computer simulation. They are assumed to be one particular realization of a stationary positive DT signal. The assumption of stationarity can be verified by various preliminary tests.
The first step is to introduce another PP P A obtained by computer simulation and also defined by the sequence of M A lifetimes {A i }. Its points are noted t i . It is assumed to be stationary and independent of P S . Its statistical properties can be chosen arbitrarily. Its density μ must be adapted to λ in such a way that the series appearing in (2) contains a finite number or terms, number in general smaller than 10. A test of verification of this property is indicated below.
The second step is to associate at each t i of P A the value s j(i) defined above and obtained from (2) and (3). To verify that the determination of the s j(i) s is correct, we use the following test deduced from their definition. Let us introduce the quantities
It results from the definition of s j(i) that if t 1 > s 2 and t M A <
which is a test of the exact calculation of the s j(i) . It remains to calculate the quantities s j(i)+1 − t i to obtain samples of the RWT and to measure their PDF by using normalized histograms. For measuring the counting probabilities we calculate the quantities G n (i) defined above, and the p n are obtained by taking their expected values.
IV. Experimental Results

A. Principles of the Experiments
We will now present various experimental results for the analysis of PPs obtained by applying the previous algorithms. The starting point is the definition of the PP P S subject of this analysis. As indicated in the introduction, P S can be defined by the sequence X i of the distances between successive points, which are positive RVs, or constitute a positive DT signal. This signal is obtained either from a physical experiment or from a computer simulation. We use this second procedure exclusively in everything that follows. In other words, we realize computer measurements on simulated data, but the computer measurements can also be carried out with real physical data.
Our purpose is to measure some properties of P S from a sequence of M S realizations x i of its lifetimes X i . To use the algorithms discussed in the previous section, we must introduce an analysis stationary PP P A . The only requirement concerning this PP is the relation introduced above between its density μ and the density λ of P S . In all the experiments presented below we have chosen μ = 10λ. On the other hand, we have verified that the statistical properties of P A do not play any role in the results of the analysis, in such a way that we have chosen the simplest PP possible defined by the fact that the lifetimes are constant and equal to 1/μ. The other important point to define is the number M A of values of P A chosen for the experiment. We must adapt this number to the number M S of values of P S . Indeed it results clearly from the structure of the calculation of j(i) that, if M A is too small, a large number of values of P S are not taken into account, and on the contrary, if M A is too high, many values of P A are useless. Since the mean duration of the sequence of P S and P A are M S /λ and M A /ν, respectively, we have chosen the compromise M A = (ν/λ)M S . Finally, it is appropriate to choose values of M A that are sufficiently large to obtain a fairly good statistical precision when measuring time averaging. In most of our experiment, M A is of the order of 10 6 . Greater values are sometimes necessary, but at the expense of longer experiment time.
The last question to address is the choice of the probability distributions used in our experiments. Since the first purpose of these experiments is to verify the correct behavior of our method, it is necessary to begin with probability distributions such that the properties measured with our algorithms can also be obtained by theoretical calculations. The purpose is then to verify in these cases that results of measurements correspond with a good accuracy to those deduced from a theoretical analysis. This condition introduces a very strong reduction of the possible choice, because in most of the examples of probability distributions theoretical calculations are almost impossible.
This leads immediately to Poisson processes, which are studied in the next subsection. Indeed for these processes all the quantities measured with our algorithms can be calculated in closed form with relatively simple expressions. Furthermore, the practical applications of Poisson processes in a wide variety of fields and the simplicity of their simulations are strong arguments for their use in the first place of our set of experiments.
The second category of PPs that can be used in our experiments are renewal PPs introduced above. For them also there are physical properties described by relatively simple mathematical expressions. The best example is given by (1) expressing the PDF of the RWT in terms of the DF of the lifetimes. On the other hand it is often very complicated to obtain the mathematical expressions of the counting properties that can be measured with our algorithm. There are however some exceptions and this is especially the case of Erlang processes that then appear in the second place of our set of experiments.
If our objective is no longer the comparison of experimental with theoretical results, the choice of probability distributions is almost infinite and we have effectively a large number of experimental results that are not reported in this paper due to its limited size. The choice of a renewal process with triangular distribution results mainly from the simplicity of its simulation and from the fact that counting properties cannot be obtained with simple analytical expressions. In order, however, to show that our method is not limited to renewal processes, even if they are especially important, we present experimental results concerning a specific nonrenewal PP introduced some time ago and for which no theoretical results are available. Our results are then the first published on some counting and time interval properties of such processes.
B. Poisson Processes
In order to verify the behavior of our method, we will begin with the simplest and most common example of PP, which is the stationary Poisson process. Such a process is defined by the fact that the positive RVs X i are IID and with an exponential distribution. There are various standard programs for the generation of a sequence of such RVs, the most common consisting in realizing a specific nonlinear transformation of a sequence of IID RVs uniformly distributed in the interval [0, 1]. More precisely, let W i be such a sequence. It is then easy to verify that the RVs X i defined by X i = −(1/a) ln(W i ) are IID and with the PDF p(x) = a exp(−ax). Their mean value and variance are 1/a and 1/a 2 , respectively. It is well known that the PDFs of the RWT and of the lifetimes of a stationary Poisson process are the same and equal to p(x). In Fig. 1 we present experimental results of measurements of these PDFs obtained from normalized histograms either of the X i s or of the results of the measurements of the RWT by using the algorithms described above. In this figure, as in all the others that follow, the continuous curves correspond to the theoretical PDF while the points represent the values of the measurements of these PDFs from a standard processing of experimental histograms. For this experiment the value chosen for the parameter a of the PDF is a = 1. As expected the experimental points are very well located on the continuous curve which with the choice of semilogarithmic coordinates is simply a straight line. This figure clearly shows that the PDF of the RWT is exp(−x) which means, as predicted by the theory, that the RWT and lifetime have the same exponential PDF.
Let us now consider the case of relaxed counting experiments. They are realized for two values of T , T = 0.5 and T = 1. The theory predicts that the random number of relaxed points in these intervals are Poisson RVs with mean m = λT . Since λ = 1, which results from the choice of the value a = 1 for the coefficient of the exponential distribution of the lifetimes, these mean values are 0.5 and 1 for the two experiments reported in Table I . In this table we present in the line TH the theoretical values of the counting probabilities p n given by p n = exp(−m)(m n /n!). The last two columns of the table indicate the values of the sum of the p n s appearing on the same line and the corresponding mean values. We observe a fairly good agreement between the theoretical results (TH) and those measured with our algorithms (EXP), which indicates a good performance of the method introduced above.
C. Erlang(2) Processes
Let U and V be two IID RVs defined by their common exponential PDF p(x) = a exp(−ax) and X be the sum X = U + V . Its PDF is f (x) = a 2 x exp(−ax) and the corresponding mean value is 2/a. An Erlang(2) PP is a renewal PP (lifetimes are a sequence of IID RVs) in which the PDF of the lifetimes is p L (x) = f (x). Its density λ is clearly λ = a/2. It is rather simple to calculate the PDF p RWT (x) of the RWT and the results expressed with the density λ are
Furthermore, a more complicated calculation yields the relaxed counting probabilities given by p 0 = (1+μ/2) exp(−μ) 
and for k ≥ 1
where μ = 2λT . It is clear that it is very easy to simulate an Erlang(2) PP, because it only requires the generation of two IID positive exponential RVs. In other words, the complexity of its simulation is on the same order as that of a Poisson process.
In the following experiments we have generated samples of an Erlang(2) process of density λ = 1, which yields a = 2. As mentioned earlier, these samples are used for time or counting measurements.
In Fig. 2 we present results of measurements of the PDFs of the lifetime and of the RWT of Erlang(2) PPs. As in the previous figure, the continuous curves correspond to the theoretical values while the points are coming from experimental normalized histograms. But the great difference with the case of the Poisson process is that the PDFs p L (x) and p RWT (x) of the lifetime and the RWT respectively are quite different. This clearly appears in Fig. 2 in which we also observe that the experimental points are located with quite a good degree of precision on the theoretical curve. So, in this case where calculations are also possible, these results confirm the validity of the measurements method.
Let us now present the results of counting probabilities measurements. They are listed in Table II, presented in the  same manner as Table I . For three values of the time duration T we present the theoretical and measured values of the counting probabilities. We observe that the results are quite similar, which again confirms the validity of the measurement procedure presented above.
D. Erlang(3) Processes
These PPs are natural extensions of those presented in the previous section. Instead of starting from two RVs U and V , we add a third one W independent of the others and with the same exponential distribution and we consider the sum X = U + V + W. An Erlang(3) PP is a renewal PP in which the distances between successive points are IID RVs with the distribution of X. It is easy to find the PDF p L (x) of the lifetime and a little less easy to obtain p RWT (x), PDF of the RWT. The results are
where, as in (8), λ is the density of the PP. In order to obtain an Erlang(3) PP of density λ = 1 from simulations of three sequences of IID exponential RVs with PDF p(x) = a exp(−ax), it suffices to take a = 3. Experimental results presented on the same manner as those of Fig. 2 appear on Fig. 3 . As in the previous figures, the position of the experimental points on the theoretical curves deduced from (10) shows excellent agreement between experiment and theory. Let us now consider counting experiments. After rather complex algebra we obtain the values of the relaxed counting probabilities p n of a Erlang(3) PP given by p o = (1/3)e −m [3 + 2m + m 2 /2] and for n > 0 where m = 3λT and
Experimental results for an Erlag(3) PP of density λ = 1 compared with theoretical values given by these equations appear in Table III. The other examples presented above show a quite good correspondence between the theoretical values of the counting probabilities and those obtained from experiments using the algorithms discussed in the previous sections. These results open the use of these algorithms in the cases where theoretical calculations are almost impossible, as seen in the example discussed in the next section.
E. Renewal Processes with Triangular Distribution
As indicated above, a renewal PP is entirely defined by the PDF common to all its lifetimes that also are IID RVs. In this section we assume that this PDF p X (x) is triangular with mean value equal to 1. This implies that
, where u and v are defined after (3). Its DF F X (x) is then equal to
The simulation of the renewal PP characterized by the DF (13) is especially simple. Indeed it is obvious that (13) The situation of the counting measurements is quite different. Indeed it is almost impossible to obtain in closed form the mathematical expression of the counting probabilities, as it was the case for the other experiments displayed in this paper. This is the reason why Table IV presents only experimental measurements realized in the same conditions as in the other experiments.
Finally, it is interesting to compare the measured counting probabilities p n of the four PPs discussed above for the same value T = 1 of the counting interval. Since these four PPs have the same density λ = 1, they also introduce the same mean value of the relaxed number of points in this interval. The results appear in Table V .
F. Example of a Point Process With Correlated Lifetimes
We will apply our method to a PP very similar to the exponential autoregressive of order 1 process first introduced in [28] and discussed in [2, p. 62] . Shortly speaking, it is a PP for which the lifetimes are positive exponential RVs, as for a stationary Poisson process, but instead of being independent, these RVs are correlated and their covariance function is a symmetric exponential function. The same structure can be obtained by using the results of [29] where AR signals with arbitrary covariance function are introduced. Let us shortly recall their construction in the case of AR(1) signals.
Let W k be a sequence of IID positive RVs with an exponential PDF and X k a sequence of RVs defined by the recursion
where B k is a sequence of IID Bernoulli RVs, independent of the W k s, taking only the values 0 or 1 and defined by Pr(B k = 1) = α. It is shown in [29] that the RVs X k have the same PDF as the W k s but are correlated and that their covariance function is γ n = σ 2 α |n| , where σ 2 is the variance common to W k or X k . This is then a DT exponential covariance function. Since the RVs are positive, they can be used as lifetimes of It is then interesting to use the measurements method described previously to investigate some of the properties of these PPs. Let us begin by the measurements of the PDF of the RWT. It is interesting to note that, whatever is the value of α, the experimental results are the same as those appearing in Fig. 1 . This means that, even though the PPs analyzed are not Poisson, the lifetime and the RWT have the same statistics. This means that this property is not characteristic of the Poisson processes. This is an illustration of a comment presented in [2, p. 8] . It is indeed noted that the reasoning arriving at a result quite similar to (1) does not require that the lifetimes are independent, which means that the PP is a renewal process. We have here an example of nonrenewal processes for which (1) remains valid.
This makes still more interesting studying the counting probabilities in order to verify whether or not there is a difference between the PPs defined by the X i s given by (14) and the Poisson processes which are the renewal processes with the same exponential distribution of the lifetimes. The results obtained for various values of α and for a density λ = 1 and a counting interval T = 0.5 appear in Table VI .
In this table we first verify that the mean value λT of the number of points counted in this interval is, as expected, equal to 0.5 with a precision of 4×10 This shows clearly that the PPs obtained with the model of lifetime given by (13) are not Poisson processes, even though the PDF of the lifetimes is the same as that of a Poisson process. Similar other experiments confirm this conclusion.
V. Conclusion
The purpose of this paper was to introduce an algorithmic procedure to measure some relaxed properties of point processes defined from the sequences X i of their lifetimes, or the distances between successive points. These lifetimes could be obtained either from physical experiments or from computer simulations. Our results were obtained uniquely in the latter case, but the method was general. We chose the simplest methods from the wide literature on simulation of PPs, since our objective was mainly to introduce and verify the performance of our algorithmic procedure. Our measurements concerned mainly RWT and relaxed counting probabilities. The RWT was the distance between an arbitrary instant θ without relation with the PP P S analyzed and the first point of P S posterior to θ. The relaxed counting probability p n was the probability of obtaining n points in intervals such as [θ, θ + T ]. The main idea of the method was to introduce another PP P A independent of P S and the algorithm made possible to associate at each point t i of P A the point s j noted s j(i) such that t i − s j was positive and minimum. The value of the RWT associated with t i was s j(i)+1 − t i and by making a statistical analysis of these quantities it was possible to obtain a measurement of the PDF of the RWT. It was also possible to deduce from the s j(i) s the number of points of P S in the intervals [t i , t i + T ], which were the relaxed counts since t i had no relation with P S . The statistical analysis of these numbers yielded the relaxed counting probabilities p n .
To verify the performance of this algorithmic procedure, various simulated PPs were used. In the case of stationary Poisson processes and for some particular renewal processes, the PDF of the RWT and the counting probabilities p n could be obtained theoretically. The simulation of such PPs was especially simple. Their experimental analysis with the use of our algorithmic method yielded a quite good agreement between theoretical and experimental results, which meant that the algorithm worked conveniently. Some results concerning PPs where the theoretical calculations were almost impossible were finally presented and it was a way for obtaining interesting results in the case where no theoretical result was available.
