



















Entendendo a Entropia de von Neumann
(Understanding von Neumann’s entropy)
Revisamos os postulados da mecânica quântica necessários para discutir a entropia de von
Neumann, a introduzimos como uma generalização da entropia de Shannon e propomos um jogo
simples que facilita o entendimento do seu significado físico.
Palavras chave: Mecânica quântica, Operador densidade, Entropia de von Neumann
We review the postulates of quantum mechanics that are needed to discuss the von Neumann’s
entropy. We introduce it as a generalization of Shannon’s entropy and propose a simple game that
makes easier understanding its physical meaning.
Keywords: Quantum mechanics, Density operator, Von Neumann’s entropy
I. INTRODUÇÃO
A entropia é uma função de estado de fundamental im-
portância em física, em teoria da informação e em várias
outras áreas da ciência esteadas nestas duas. A entro-
pia é, em geral, primeiramente introduzida de maneira
fenomenológica no contexto da termodinâmica [1]. Em
mecânica estatística, a entropia é obtida usando teoria de
probabilidades em conjunção com as leis dinâmicas que
governam o movimento dos constituintes microscópicos
do sistema [2]. Investigações sobre a entropia geraram
um longa e interessante história, deixando pelo caminho
algumas controversas e questões em aberto. Para mais
discussões sobre esses aspectos históricos, fundamentais
e também sobre temas atuais de pesquisa relacionados
ao assunto, indicamos ao leitor as seguintes referências
bibliográficas [3–15]. Neste artigo focaremos nossa aten-
ção na definição para a entropia fornecida no contexto do
formalismo matemático da mecânica quântica (MQ). Na
sequência apresentamos uma breve revisão sobre a MQ,
com ênfase especial em aspectos necessários e motivacio-
nais para a introdução da entropia de von Neumann como
uma medida de falta de conhecimento, ou de incerteza,
no contexto de preparações e testes. Por fim, introdu-
zimos um jogo simples que ajuda na compreensão dessa
função.
II. POSTULADOS DA MECÂNICA QUÂNTICA
A. Postulados dos estados
Para descrever um certo sistema físico, começamos as-
sociando a ele um espaço de Hilbert, que, para nossas
propostas nesse artigo, nada mais é do que o espaço ve-
torial formado por todas as listas com n números com-
plexos, conhecido como Cn, com uma função produto in-
terno bem definida [16, 17]. O próximo passo é associar
cada estado, ou configuração, possível do sistema com
um único vetor de Cn. Aqui usaremos a notação de Di-
rac para estes vetores, ou seja, para ~z ∈ Cn, denotaremos








ou seja, |z〉 é uma matriz coluna. É frequente também a
utilização da adjunta (transposta conjugada) dessa ma-
triz, que escreveremos como
〈z| ≡ |z〉† = [z∗1 · · · z∗n] , (2)
que é uma matriz linha.
A função produto interno entre dois vetores quaisquer
|z〉, |w〉 ∈ Cn, comentada anteriormente, é denotada por
〈z|w〉 e é definida como o seguinte produto de matrizes











Note que se trocarmos a ordem das matrizes no pro-
duto interno da última equação não teremos mais um
número complexo, mas sim uma matriz nxn:











1 · · · wnz∗n

 . (4)
Este tipo de produto de matrizes, conhecido como pro-
duto externo, será utilizado na sequência para discutir-
mos a descrição de observáveis em MQ e também quando
introduzirmos o operador (ou matriz) densidade para
descrever o estado de um sistema.
B. Postulado das medidas
Este postulado nos fornece uma regra para calcular as
probabilidades (as chances) de obtermos um certo valor
de um observável quando montamos um experimento ca-
paz de discernir entre seus possíveis valores. Do ponto
de vista matemático, um observável é representado por
um operador linear e hermitiano Oˆ, o que garante que
este pode ser escrito na forma de uma decomposição es-
pectral: Oˆ =
∑n
i=1 oi|oi〉〈oi|, com seus autovalores sendo
números reais (oi ∈ R) e seus autovetores, normalizados,
correspondentes a autovalores diferentes sendo ortogonais
(〈oi|oj〉 = δij). Por simplicidade, consideramos somente
espectros discretos e não degenerados [18].
Na MQ não há, em geral, como prever de antemão
qual valor oi será obtido em uma medida (em um teste)
2do observável Oˆ [19]. O que podemos computar é a pro-
babilidade condicional de obter oi quando o sistema foi
preparado no estado |z〉. Para esse propósito usamos a
regra de Born:
Pr(oi|~z) ≡ |〈z|oi〉|2. (5)
Vocês devem estar se perguntando: Mas como determi-
namos que o sistema está preparado no estado |z〉? Aqui
entra o papel fundamental do conceito de preparações e
testes, enfatizado por Asher Peres em seu livro sobre MQ
[20]. Um padrão importante que percebemos observando
o que ocorre em experimentos é que se fizermos medidas
subsequentes, uma imediatamente depois da outra, obte-
remos sempre o mesmo valor para o observável. Então,
quando dizemos que o estado no qual o sistema foi pre-
parado é |z〉, queremos dizer que um certo observável foi
medido e que se obteve o valor dele correspondente ao seu
autovetor |z〉. Ou seja, o estado quântico de um sistema
representa o conhecimento (a informação) que possuímos
acerca de sua preparação. Usando essa informação, e a
regra de Born, podemos fazer previsões sobre medidas
(testes) de outros observáveis.
C. Princípio de superposição
Este princípio é uma consequência imediata da estru-
tura do espaço de estados usado na MQ. Note que o con-
junto de autovetores de qualquer observável de um certo
sistema físico forma uma base para Cn, pois qualquer ve-
tor desse espaço vetorial pode ser escrito como uma com-





com ci = 〈oi|z〉 ∈ C. Para um número muito grande
de medidas do observável Oˆ, as probabilidades forneci-
das pela regra de Born, |〈z|oi〉|2, nos informam qual é
a frequência relativa com que os autovalores correspon-
dentes de Oˆ serão obtidos. Vemos assim que sempre que
existir dois ou mais coeficientes não nulos na superposi-
ção, ou seja, sempre que o estado preparado não for um
autovetor do observável, existirão também duas ou mais
probabilidades não nulas. Isso implica que, no forma-
lismo da MQ, há obrigatoriamente incerteza sobre qual
será o resultado obtido em uma dada realização do ex-
perimento para medir o valor de Oˆ. Essa incerteza, que
chamaremos de incerteza quântica, tem sua origem na
existência de observáveis incompatíveis em MQ. Estes
observáveis são representados por operadores que não co-
mutam e que, portanto, não compartilham uma mesma
base de autovetores [16]. E é isso que possibilita, atra-
vés da medida de um observável Zˆ, a preparação de um
estado |z〉 que não é autovetor de Oˆ.
Preparação Medida de
Sequência aleatória de estados
Figura 1: Se não conhecemos com certeza qual é o estado de
um membro de um de partículas, mas sabemos que a chance
do seu estado ser |ψj〉 é pj , podemos usar o operador densi-
dade, ρˆ, para calcular a probabilidade de obter o valor oi em
medidas de um observável Oˆ desse sistema.
D. Operador densidade
Consideremos a possibilidade de existência de incerteza
em relação ao estado no qual o sistema foi preparado. Por
exemplo, considere que alguém, ou algo, com acesso a vá-
rias cópias idênticas de um sistema físico prepare essas
cópias em um conjunto qualquer de estados {|ψj〉}mj=1 de
Cn com probabilidades respectivas {pj}mj=1. Claro, se ne-
nhum sistema for perdido,
∑m
j=1 pj = 1. Estes estados
não precisam ser autovetores de observáveis compatíveis.
Nossa tarefa é encontrar o objeto matemático que pode
ser usado para obter a expressão mais simples possível
para a probabilidade de medir o valor oi de um observá-
vel Oˆ desse sistema. Sabemos que, para cada medida, o
sistema foi preparado em um dos estados puros desse en-
semble (desse conjunto) e que, por conseguinte, a regra
de Born pode ser aplicada ao sub-ensemble preparado
no estado |ψj〉. Ou seja, a probabilidade de medirmos
oi no conjunto de sistemas preparados no estado |ψj〉 é:
Pr(oi|~ψj) = |〈ψj |oi〉|2. Com isso, a probabilidade que
queremos calcular, que é a chance de medida de oi consi-
derando todo o ensemble, pode ser escrita como a média
dessas probabilidades calculada usando as probabilidades











pj |ψj〉〈ψj |oi〉 = 〈oi|ρˆ|oi〉, (7)
onde definimos o operador densidade, que descreve com-
pletamente o estado do sistema, como a seguinte mistura




pj |ψj〉〈ψj |. (8)
Este processo de dedução de ρˆ está ilustrado na Fig.
1. Uma representação esquemática do espaço de esta-
dos pode ser vista na Fig. 2.
Note que, para um ensemble com um número N muito
grande de elementos, pjN fornece o número de partículas
preparadas no estado puro |ψj〉. Outra observação per-
tinente aqui é que nossa incerteza sobre a preparação do
3Figura 2: Espaço de estados: Estados puros (vetores de es-
tado) estão na borda de uma hiperesfera com raio igual a
um. Por sua vez, os operadores densidade (que são misturas
estatísticas de vetores de estado) estão no interior dessa hipe-
resfera (ρˆ1 = p1|ψ1〉〈ψ1|+ p2|ψ2〉〈ψ2| e ρˆ2 = ρˆ1 + p3|ψ3〉〈ψ3|).
estado do sistema não tem nada de especial no que con-
cerne a MQ. Isso porque a informação sobre qual estado
foi preparado, para cada membro do ensemble, está pre-
sente na memória clássica do preparador. Por isso, essa
incerteza é chamada de incerteza clássica.
III. ENTROPIA DE VON NEUMANN
Por razões didáticas, abdicaremos da sequência histó-
rica dos fatos e introduziremos a entropia de Shannon
antes da entropia de von Neumann. Para isso, começa-
remos respondendo a seguinte pergunta: Se quisermos
associar uma medida de informação a um evento, que
função matemática devemos usar? Podemos obter uma
pista sobre tal função notando que o que ocorre frequen-
temente (que possui grande chance de acontecer) não nos
chama a atenção. O nascer do Sol, apesar de bonito e
de avisar que o dia começa, não nos fornece nenhuma
informação realmente nova. Por outro lado, se o céu es-
tiver sem nuvens às 14 h e 40 min do dia 14 de dezembro
de 2020 em Montevidéu, quem perdeu as notícias nos
dias anteriores provavelmente vai ficar assustado quando
perceber o dia virando noite, até descobrir que está ocor-
rendo um eclipse solar. Esse evento, que não ocorre fre-
quentemente (é pouco provável), nos fornece bastante in-
formação pois nos causa surpresa. Este raciocínio nos
induz a quantificar a informação, I, obtida ao tomar-
mos conhecimento da ocorrência de um evento (ou, de
forma equivalente, nossa incerteza sobre o evento antes
dele acontecer) usando o recíproco da sua probabilidade
de ocorrência p, i.e., I ≡ 1/p.
Uma exigência mínima que deve ser feita para uma fun-
ção que quantifica informação é que ela seja aditiva para
eventos independentes. Ou seja, se I1 e I2 são as infor-
mações obtidas ao tomarmos conhecimento dos eventos
independentes 1 e 2, se espera que a informação total
obtida seja a soma das duas: I12 = I1 + I2. Tratando es-
ses eventos como variáveis aleatórias, sabemos, da teoria
de probabilidades [21, 22], que a probabilidade conjunta
de eventos independentes é o produto das probabilida-
des individuais, ou seja, p12 = p1p2. Mas isso implica
que a informação total será: I12 = 1/p12 = 1/p1p2 6=
1/p1 +1/p2 = I1 + I2. Para obter aditividade da medida
de informação, podemos aplicar a função logaritmo ao
recíproco da probabilidade:
I ≡ log2(1/p) = log2 p−1 = − log2 p. (9)
É fácil verificar que essa medida de informação é aditiva
para eventos independentes (pois log2 p1p2 = log2 p1 +
log2 p2). Na última equação e doravante utilizamos o
logaritmo na base dois para medir informação em bits (ao
tomarmos conhecimento de um evento que possui 50 %
de chances de ocorrer, i.e., p = 1/2, adquirimos 1 bit de
informação).
Vamos considerar uma variável aleatória X que pode
assumir um conjunto discreto e finito de valores {xi}ni=1
com probabilidades respectivas {pi}ni=1. Cada um des-
ses valores é associado a um evento. Por exemplo, X
pode representar uma moeda, e os dois eventos seriam
a ocorrência de cara ou de coroa em um jogo dessa mo-
eda. Podemos medir nossa incerteza média sobre o valor
de X usando a média da informação dos eventos indivi-





pi(− log2 pi) = −
n∑
i=1
pi log2 pi. (10)
Esta função, que foi introduzida por Claude Shannon na
Ref. [23], é denominada entropia de Shannon e estabele-
ceu a base para a teoria clássica da informação [24].
Como os operadores densidade são operadores hermi-
tianos e positivos semidefinidos (seus autovalores são nú-
meros reais maiores ou iguais a zero) e possuem traço
igual a um (o traço de uma matriz é a soma dos ele-
mentos na sua diagonal principal), podemos escrever
ρˆ =
∑m
j=1 pj|ψj〉〈ψj | =
∑n
i=1 λi|λi〉〈λi|, com λi ∈ R,
λi ≥ 0,
∑n
i=1 λi = 1 e 〈λi|λj〉 = δij . Ou seja, os au-
tovalores de ρˆ formam uma distribuição de probabilida-
des. Então, operadores densidade podem ser vistos como
uma generalização para distribuições de probabilidades.
Como a função traço é independente da base usada na
representação do operador densidade, a entropia de von
Neumann, que foi definida na Ref. [25], pode ser escrita
como:
S(ρˆ) ≡ −Tr(ρˆ log2 ρˆ) = −
n∑
i=1
λi log2 λi, (11)
em que Tr é a função traço. Ou seja, a entropia de von
Neumann S(ρˆ) é a entropia de Shannon da distribuição
de probabilidades obtida usando os autovalores de ρˆ, i.e.,
S(ρˆ) = H({λi}). (12)
4Esta é uma das funções mais utilizadas atualmente para
medir incerteza sobre o estado de um sistema quântico.
Porém é válido observar que, embora na teoria quântica
da informação [26, 27] exista uma interpretação opera-
cional para essa função [28], critérios mais fortes para
quantificar incerteza sobre o operador densidade são co-
nhecidos, como por exemplo aquele obtido via teoria de
majoração [29]. Deixaremos para discutir essas questões
em uma outra oportunidade.
A entropia de von Neumann é comumente escrita na
seguinte forma: S(ρˆ) = −kBTr(ρˆ ln ρˆ), com kB sendo a
constante de Boltzmann e ln o logaritmo natural. Vale
observar que esta expressão, que aparece naturalmente no
contexto da mecânica estatística, difere daquela que usa-
mos neste artigo (Eq. (11)) somente por uma constante
multiplicativa [30]. Ou seja, não há nenhuma diferença
fundamental entre elas, é só a unidade da entropia for-
necida que muda. Por isso usamos a expressão (11), que
se encaixa melhor dentro do contexto de teoria de infor-
mação quântica, onde recebe um significado operacional
em termos número mínimo, médio, de bits quânticos (sis-
temas quânticos com dois níveis de energia) necessários
para representar o estado de um sistema [28].
IV. O JOGO
Por simplicidade, vamos considerar um sistema com
dois níveis de energia, cujo espaço de estados é C2. Das
várias escolhas disponíveis, usaremos partículas de spin
1/2 cujo momento magnético é medido utilizando um
aparato de Stern e Gerlach [31]. Os observáveis que con-
sideraremos são as componentes do momento magnético
dessas partículas na direção z, Sˆz = (+~/2)|z+〉〈z+| +
(−~/2)|z−〉〈z−|, e na direção x, Sˆx = (+~/2)|x+〉〈x+| +















2)(|z+〉 ± |z−〉). (14)
As regras para o jogo são as seguintes: Considere um
ensemble de partículas de spin 1/2 preparado no estado
ρˆ =
∑
j pj |ψj〉〈ψj |. Você poderá escolher um único ob-
servável do sistema para ser medido e precisará escolher
também um único autovetor desse observável. Cada vez
que o valor do observável correspondente a este autove-
tor for obtido você ganha um ponto, caso contrário você
perde um ponto. O objetivo é obter o maior saldo de
pontos, Np, possível para um número muito grande, N ,
de medidas realizadas. Queremos relacionar sua pon-
tuação com a entropia de von Neumann, S(ρˆ). Para
calculá-la, você precisará escolher uma base, por exemplo
{|z+〉, |z−〉}, obter a representação matricial de ρˆ nessa
base (ρ11 = 〈z+|ρˆ|z+〉, ρ12 = 〈z+|ρˆ|z−〉, ρ21 = 〈z−|ρˆ|z+〉
e ρ22 = 〈z−|ρˆ|z−〉) e diagonalizar essa matriz 2x2. Feito
isso, precisarás ainda somar o produto dos autovalores de
ρˆ pelo seu logaritmo, como na Eq. (11). Se ρˆ possuir um
autovalor nulo, usamos limx→0 x log2 x = 0 para justifi-
car 0 log2 0 = 0. Com o objetivo de criar intuição sobre o
problema, vamos considerar alguns casos particulares de
ensembles preparados:
• ρˆ1 = |z+〉〈z+|
Nesse caso, como você sabe que todas as partículas do
ensemble estão no mesmo estado, tudo fica mais fácil.
Você pode escolher medir o observável Sˆz e pode escolher
como seu autovetor o autoestado |z+〉 de Sˆz. Como a
probabilidade de obter o valor +~/2 para Sˆz é um para
um sistema preparado no estado |z+〉, você ganha em
todas as medidas e faz um saldo de Np = N − 0 = N
pontos, o máximo possível. Isso é esperado pois não há
incerteza alguma sobre a preparação do sistema, o que é
confirmado pelo valor da entropia de von Neumann desse
estado, S(ρˆ1) = S(|z+〉) = −1 log2 1− 0 log2 0 = 0.
Note que, como ocorreu para este ensemble, a entro-
pia de von Neumann é nula para qualquer estado puro,
i.e., S(|ψ〉) = 0. Entretanto, isso não significa que po-
demos prever o resultado de qualquer medida que possa
ser feita nesse sistema, mas sim que existe um observá-
vel cujo valor é totalmente previsível, pois está definido
antes que testes sejam feitos (seu valor é o seu autovalor
correspondente ao autovetor |ψ〉).
• ρˆ2 = p1|z+〉〈z+|+ p2|x+〉〈x+|
Neste exemplo, é aconselhável analisar com cuidado o es-
tado preparado antes de fazer suas escolhas. Veja que
existe incerteza clássica sobre se |z+〉 ou se |x+〉 foi pre-
parado. Além disso, esses estados são autovetores de ob-
serváveis incompatíveis, o que implica na existência de
incerteza quântica (pois você pode escolher um único ob-
servável para medir). Para facilitar sua escolha, use o fato
de que |x+〉 é uma superposição dos autovetores de Sˆz.
Assim 〈z±|x+〉 = (1/
√
2)(〈z±|z+〉 + 〈z±|z−〉) = 1/
√
2.
Usando a regra de Born vemos que, para as partícu-
las preparadas no estado |x+〉, a probabilidade de medir
+~/2 ou −~/2 para Sˆz é 1/2. Por conseguinte, se você
escolher medir Sˆz e escolher |z+〉, seu número de pontos
seráNp = p1N+p2N(1/2)−p2N(1/2) = p1N.O primeiro
termo dessa equação aparece pois para todos os mem-
bros do ensemble preparados no estado |z+〉 você ganha.
O segundo e terceiro termos são obtidos notando que
para as partículas preparadas no estado |x+〉 você ganha
metade das vezes e perde em metade das medidas. De
forma análoga, podemos usar |z+〉 = (1/
√
2)(|x+〉+|x−〉)
para verificar que se Sˆx e |x+〉 forem escolhidos, então
Np = p1N(1/2) − p1N(1/2) + p2N = p2N. A diferença
entre os Np das duas escolhas é N(p1 − p2). Assim, usa-
mos o viés nas probabilidades, ou seja, verificamos se
p1−p2 é maior ou menor que zero, para fazer nossa esco-
lha de forma apropriada a maximizar Np. Por exemplo,
se p1 = 3/4 e p2 = 1/4 a primeira escolha nos fornece
Np = 0, 75N e a segunda escolha resulta emNp = 0, 25N .
Por outro lado, se p1 = p2 = 1/2 as duas escolhas resul-
tarão em Np = 0, 5N . Esse será nosso pior saldo de






Figura 3: Entropia de von Neumann, S, e pontuação máxima
normalizada, P ≡ Np/N , para os ensembles ρˆ1, ρˆ2 e ρˆ3 como
função da probabilidade de preparação p1 = 1− p2.
pontos, pois a incerteza clássica é máxima nesse caso.
Para este ensemble a entropia de von Neumann é dada
por S(ρˆ2) = −λ1 log2 λ1 − (1 − λ1) log2(1 − λ1), com
λ1 = (1 −
√
1− 2p1p2)/2, e está mostrada na Fig. 3.
• ρˆ3 = p1|z+〉〈z+|+ p2|z−〉〈z−|
Este ensemble é obtido trocando-se |x+〉 por |z−〉 no úl-
timo exemplo. Portanto a análise é, de certa forma, pa-
recida. Nesse caso é natural escolher Sˆz para ser me-
dido. Então, se o autovetor escolhido for |z+〉, o saldo
de pontos será Np = p1N − p2N = (2p1 − 1)N. Se, no
entanto, escolhermos |z−〉, então Np = p2N − p1N =
(2p2 − 1)N. A diferença entre essas expressões para Np
é 2(p1 − p2)N . Usamos o sinal desse número para esco-
lher o autovetor que maximiza nossa pontuação. Aqui
é interessante considerar o caso de equiprobabilidade
p1 = p2 = 1/2, para o qual Np = 0. Note que nossa
pontuação nesse caso, além de ser menor quando compa-
rada com o mesmo caso no exemplo anterior, é a mínima
possível. A entropia de von Neumann desse ensemble é:
S(ρˆ3) = −p1 log2 p1 − (1 − p1) log2(1 − p1), e possui o
máximo valor possível quando p1 = 1/2 (veja a Fig. 3).
A entropia de von Neumann, S, e o máximo saldo de
pontos normalizado, P ≡ Np/N , estão mostrados na Fig.
3 para os três ensembles considerados. Note que, para
um dado ensemble, P diminui (aumenta) com o aumento
(decrécimo) de S. Além disso, o aumento de S de ρˆ3
(que é uma mistura estatística de estados ortogonais) em
relação a ρˆ2 (que é uma mistura estatística de estados não
ortogonais) está associado a uma diminuição relativa de
P . Vale observar que S depende só do estado do sistema,
enquanto que P depende também do observável medido
e do autovalor escolhido. Mas a principal mensagem que
gostaríamos de passar com esses exemplos é que o seu
saldo de pontos está relacionado com a sua capacidade
de, usando a informação que tens sobre como o sistema
foi preparado, prever o que acontecerá em uma medida
de um observável desse sistema. Por sua vez, a falta
dessa informação, ou seja, a incerteza sobre o estado do
sistema, que pode ser quantificada usando a entropia de
von Neumann, diminuirá sua capacidade de previsão e
por consequência o seu saldo de pontos.
Com esse jogo fica claro que o que é incerteza quântica
quando o observável medido é incompatível com o ob-
servável usado na preparação do sistema, na presença de
incerteza clássica torna-se informação que pode ser uti-
lizada para aumentar nossa pontuação no jogo, ou seja,
para diminuir nossa incerteza sobre o estado do sistema e
aumentar nossa capacidade de previsão concernindo re-
sultados de testes. Essas observações podem ser gene-
ralizadas para sistemas discretos com um número finito
d de níveis de energia. Nesse caso, se {|oi〉} são auto-
vetores do observável Oˆ, S(
∑d
i=1(1/d)|oi〉〈oi|) = log2 d
é o valor máximo que a entropia de von Neumann pode
assumir. A presença de um ou mais estados que não são
autovetores de Oˆ nessa mistura diminuirá o valor de S.
V. CONSIDERAÇÕES FINAIS
Nesse artigo apresentamos os postulados da mecânica
quântica de forma orientada a facilitar o entendimento da
entropia de von Neumann. Um jogo simples foi proposto
para ajudar nessa tarefa. Com esse jogo enfatizamos o
papel distinto da incerteza clássica, que está relacionada
com a falta de informação sobre a preparação do sistema,
e da incerteza quântica, que existe quando medimos um
observável para um sistema preparado em um estado que
não é seu autovetor. Esperamos que essa exposição ajude
também na compreensão de vários outros tópicos inte-
ressantes relacionados à entropia de von Neumann, como
por exemplo a sua interpretação operacional [28] e seus
vínculos em sistemas quânticos compostos [32].
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