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Abstract Recent literature on border effect has fostered research on informal
barriers to trade and the role played by network dependencies. In relation to social
networks, it has been shown that intensity of trade in goods is positively correlated
with migration flows between pairs of countries/regions. In this article, we inves-
tigate whether such a relation also holds for interregional trade of services. We also
consider whether interregional trade flows in services linked with tourism exhibit
spatial and/or social network dependence. Conventional empirical gravity models
assume the magnitude of bilateral flows between regions is independent of flows to/
from regions located nearby in space, or flows to/from regions related through
social/cultural/ethic network connections. With this aim, we provide estimates from
a set of gravity models showing evidence of statistically significant spatial and
network (demographic) dependence in the bilateral flows of the trade of services
considered. The analysis has been applied to the Spanish intra- and interregional
monetary flows of services from the accommodation, restaurants and travel agencies
for the period 2000 2009, using alternative datasets for the migration stocks and
definitions of network effects.
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1 Introduction
In spite of decreases in transportation costs, recent literature on border effect shows
how countries still engage more in internal trade than external trade with other
countries (McCallum 1995; Helliwell 1996; Wolf 2000; Chen 2004; Okubo 2004;
Evans 2006). In an effort to explain this, research has increasingly focused on
informal barriers to trade. One such barrier is a lack of information about
international trade and investment opportunities (Rauch and Casella 2003). Social
and business networks are seen as possible channels to overcome such barriers and
increase the volume of international trade (Portes and Rey 2005). Evidence
supporting such channels has been found for business groups operating across
national borders (Belderbos and Sleuwaegen 1998), immigrants (Gould 1994) and
long-settled ethnic minorities that maintain co-ethnic business societies.
This literature distinguishes two main mechanisms through which bilateral trade
could be promoted by immigration. The first mechanism is related to ‘idiosyncratic’
preferences of immigrants or ‘taste effects’, where the positive impact of
immigrants on trade intensity reflects tastes for goods from their countries of
origin. The second mechanism is the reduction of transaction costs or ‘information
effects’, since immigration reduces transaction costs since migrants are familiar
with preferences, social institutions, language and legal institutions of both
countries, which reduces communication costs and cultural barriers. Moreover,
communication between immigrants and those living in their country of origin is
facilitated by social and business networks that is thought to be the explanation for
higher levels of bilateral trade flows. Helliwell (1997) argued that given that
institutions might be more different across countries than between regions within
the same country, the trade creation effect of migrants should be bigger on
international than on interregional trade. However, several papers (Combes et al.
(2005), Millimet and Osang (2007), Garmendia et al. (2012)) have found that even
at the regional level, the presence of networks can explain a part of the border effect
puzzle. In fact, given that a higher percentage of both migration and trade takes
place between regions within the same country, we could expect that this effect will
be greater in absolute terms for domestic than for international trade.
Motivated by this literature, we investigate whether similar results exist for
regional trade in services. We focus on the special case of interregional trade flows
of some sectors related with tourism: accommodation, restaurants and travel
agencies. Trade in these sectors usually implies a cross-border movement of people.
The motivation for this focus is fourfold: first, it is well known that in all the
developed countries, services account for the largest part of all economic activity;
second, due to the lack of information on bilateral trade of services, it is difficult to
find empirical work on quantification of border effects for services. Therefore, the
relation between distance, the trade of services and the presence of informal barriers
remains an open question. Third, we can expect that given the characteristics of
services, information and tastes should affect more trade than for the case of goods.
And finally, due to data restrictions, most studies have focused on the link between
international migration and international trade, not taking into consideration that the
bulk of people and trade flows between regions within countries.
Focusing on the link between tourism and migration at the international level, the
network effects in absolute terms could be reduced by the limited number of foreign
immigrants in a country given the restrictions to migrate, the low-income
composition of the immigration structure, and the high cost of travel back to the
home country. However, when the analysis focuses on the internal or interregional
tourism flows, we might expect to see higher magnitudes of flows. According to a
recent report by the World Bank (The World Bank 2008), the largest migration
movements in the world are taking place nowadays within rather than between
countries. According to this report, while 500,000 Chinese emigrated abroad in
2005, more than 150 million people moved internally in China itself. Similarly, in
Brazil, during the 1960s and 1970s, almost 40 million people left the countryside for
cities. However, these huge displacements are not just observed in developing
countries where mass rural exodus are on course, but in OECD countries as well.
For example, in the US cumulative moves over the 5-year period from 1995 to 2000
involved 112 million people for the United States, of which 22 million involved
moves between states (Perry and Schachter 2003). Spain is a much smaller country,
but with a strong tourist tradition, since Spain ranks 3rd in the world in terms of
tourists inflows, and with a large tradition of interregional migration and intense
internal movements during holidays and weekends. In 2001, there were 552 million
overnight stays by Spanish citizens within Spain, despite the fact that Spain has only
42 million citizens. In addition, mobility of Spanish citizens is such that 16 % of the
population live in a region different from that in which they were born. An
important distinction between interregional and international movement of citizens
is that lodging expenses may be lowered by ownership of ‘second residences’ or the
ability to ‘share’ accommodations with relatives and friends in the case of
interregional flows of visitors, augmenting potential savings on ‘transaction costs’
induced by the presence of ‘social networks’ that would apply in the case of
international tourism flows.
Despite these intuitively appealing reasons to believe that the potential for
significant relationships between trade flows in sectors linked with tourism and
stocks of immigrants in the interregional case is greater than for international
tourism, the lack of information has limited the ability to explore this type of
interregional flows. To our knowledge, there have been no previous attempts to
measure this type of relation for internal flows in service sectors linked with the
touristic activity in Spain or worldwide.1 In terms of social networks, there are
several mechanisms that could induce positive correlation between trade and the
intensity of the demographic linkages. In addition to the traditional trade creation
effect of emigrants and immigrants found in the literature, we find that there are also
potential sources of cross-sectional autocorrelation based on the regional concen-
tration of the stocks of interregional emigration and immigration. This source of
cross-sectional autocorrelation that we have labelled as ‘network autocorrelation’ or
1 There are some studies analysing internal tourism flows, but they use input output models (Eriksen and
Ahmt 1999), or time series approaches (Athanasopoulus and Hyndman 2008), but not a gravity model
with cross sectional data or attention paid to network effects.
‘demographic-based autocorrelation’ could also affect the bilateral flows between
two regions. These channels will be explained in Sect. 2.2
Recently, several articles have made use of spatial econometrics techniques when
analysing different topics in international economics such as the determinants of
foreign direct investment or the effects of entering in a bilateral agreement. This fact
has highlighted the importance of including the geographic perspective in the
analyses in order to control for the spatial dependence caused by spatial
aggregation, spatial externalities, spillover effects and the spatial heterogeneity
(Anselin 1988). Porojan (2001) revisited the gravity model of trade using the
increasingly acknowledged findings of spatial econometrics. He examined the effect
of being a member of a regional trade agreement incorporating the spatial effects in
the analysis. He found that substantial changes occur in the magnitude and the
statistical significance of the estimated parameters when the interdependence among
countries is controlled. More recently, Egger and Larch (2008) examined the
determinants of entering in a bilateral preferential trade agreement (PTA) making
use of techniques drawn from spatial econometrics. They employ models for
discrete choice panel data and a Bayesian spatial discrete choice model for
interdependent cross-sectional data, paying attention on the interdependence of PTA
memberships. Ledyaeva (2009) analysed empirically the determinants of the FDI in
the Russian regions. This paper showed how adjacent regions have influenced FDI
inflows to a particular region using a lag-dependent variable and the market
potential. Finally, Behrens et al. (2010) derived a structural gravity equation system
in which both trade flows and error terms are cross-sectionally correlated that can be
estimated using techniques from the spatial econometrics literature. According to
their findings, controlling directly for cross-sectional interdependence reduce
measured border effects by capturing ‘multilateral resistance’ that is not totally
controlled using origin and destination specific fixed effects.
Based on these recent approaches, in this paper, we study the relation between
interregional trade flows of services linked to the tourism sector using a gravity
model that relies on conventional distance measures thought to inhibit flows, plus
spatial econometric methods for incorporating social network relationships between
regions into the gravity model. The latter are based on use of the stock of
interregional immigrants living in each region to form a spatial weight structure
linking regions. This type of interregional dependence is contrasted with more
conventional weight structures based on geographic proximity of the regions. We
exploit recent estimates of the intra- and interregional trade flows of service sectors
linked with tourism activity between the Spanish regions for the period 2000 2009
(De la Mata and Llano 2012), as well as efficient Bayesian econometric approaches
based on Markov chain Monte Carlo (MCMC) estimation methods. Such methods
are used for three alternative spatial model specifications, namely, a spatial lag
model (SAR), a general spatial model (SAC) and a spatial Durbin model (SDM).
These specifications have been defined in such a way that embed two different
2 In previous versions, we described as ‘direct effects’ the trade creation effect of social networks that has
been traditionally described in the literature and as ‘indirect of effect’ the spatial autocorrelation of the
flows (based on the demographic structure). In this version, we have abandoned these concepts in order to
be more consistent with the terms used in the spatial econometrics literature and in the trade literature.
weight matrices, which attempt to capture independently and simultaneously the
two complementary autocorrelation effects described before, spatial and demo-
graphic. Additional robust analysis are also reported, using migration flows from
previous years (census 1981) as well as alternative definitions of demographic
neighbourhood.
We show that in the case of a simple gravity model, a strong ‘internal border
effects’ exists, and trade of services linked with the tourism sector responds with a
small negative but significant response to distance while controlling for intrare-
gional trade flows. More sophisticated models that introduce an increasing number
of autocorrelation effects tend to diminish the importance and significance played
by geographic distance in the simpler models. These results are interpreted as an
indication that people in their domestic trips express a preference for consumption
of services from regions with which they have strong migration linkages. Spatial
econometric methods draw upon the concept of ‘neighbouring regions’, where this
is typically measured using geographic proximity. We broaden this concept to
include regions that could be considered ‘neighbours’ based on the structure of
emigration and immigration for each region. The role played by this type of regional
connectivity could be labelled ‘network effects’, since past migration flows in
conjunction with social networks represent an alternative to conventional
geographic proximity of regions.
An interesting finding is that after taking into account conventional geographic
proximity and network connectivity of regions, the role played by distance between
exporting and importing regions drops. This means that the presence of social
networks reduces the frictions that introduce distance.
In Sect. 2, we discuss some aspects of trade on services as well as network
influences on trade flows of services. Section 3 presents an empirical gravity model,
detailing a series of increasingly complex specifications that control for spatial/
geographic as well as network dependencies. Empirical results obtained from
applying the model to intra-and interregional trade flows associated with tourism in
Spain are presented and discussed in Sect. 4.
2 Trade and social networks: background and definitions
2.1 Previous literature
An economic network has been defined as a group of agents that pursue repeated,
enduring, exchange relations with one another (Podolny and Page 1998). Based on
this definition, several authors have analysed the impact on bilateral trade between
origin and destination regions of the stock of immigrants or emigrants from/to the
importing and exporting region. As Rauch (2001) pointed out in his review, an
immediate concern is that any positive impact of immigration on trade may simply
reflect immigrant preferences for goods from their countries of origin, or a
correlation of immigration with country of origin or destination characteristics that
promote trade, for example geographic proximity. However, different authors have
demonstrated that apart from these ‘taste effects’, there are also ‘network effects’
induced by the social linkages that immigrants maintain with their countries of
origin. Such linkages may lead to important reductions in transaction cost resulting
in increased bilateral trade flows.
Some authors have tried to quantify the relevance of social and business networks
on trade in goods between countries. For example, Gould (1994), an early article
analysed US trade with 47 other countries over the period from 1970 to 1986
arguing that immigration reduced information costs and or resistance due to border
effects. Head and Ries (1998) carried out a similar analysis of Canadian bilateral
trade involving 136 countries for the period 1980 to 1992. Dunlevy and Hutchinson
(1999, 2001) studied US imports and exports over the period from 1870 to 1910,
finding that immigration affected both imports and exports. They argue that for the
case of imports ‘taste effects’ are larger than what they term ‘information effects’.
For exports, they contend that ‘information effects’ are more important because this
facilitates knowledge needed to promote trade opportunities between both countries.
Similarly, Wagner et al. (2002) studied the effects of immigration on the
international trade of Canadian provinces, and Rauch and Trindade (2002) studied
how the presence of Chinese ethnics affect bilateral trade. In countries where a large
presence of Chinese ethnics who maintained connections with their home land, as in
southeast Asia, the effects on the bilateral trade were found to be greater. Digging
deeper into the historic causes of the social networks induced by stocks of
immigrants, Girma and Yu (2002) carried out an analysis using data on immigration
and trade for the United Kingdom. They distinguished between migration from
countries with historic relations to the commonwealth and countries with no such
relation. White and Tadesse (2008) measured the effect of immigration on trade,
using state-level US data, 75 countries, and a novel indicator of cultural distance.
They too confirmed that immigrants tend to counteract the negative effect on trade
arising from cultural distance. However, their results indicated that the influence of
immigrants on trade was not large enough to overcome resistance to trade associated
with information costs induced by cultural distance or separation.
The role played by migration in determining patterns of trade flows within a
single country has been examined by a reduced number of papers. Helliwell (1997)
analysed the interregional and international trade of Canada and the US, finding that
interregional migration played a minor role compared to that of international
migration. The argument was that ‘taste and information effects’ are smaller
between regions than between countries because differences in institutions are
smaller. More recently, Combes et al. (2005) quantified the impact of social and
business networks on the intensity of interregional trade between 94 French regions
(departments). Using different gravity models, they verified that despite the
traditional impediments to trade (distance and boundaries), networks facilitate
bilateral trade, finding larger effects for business than for social networks. Finally,
for the Spanish case, Garmendia et al. (2012) found out that the large border effect
for the domestic Spanish trade disappear once the higher density of social and
business networks within regions than between regions are considered.
As already noted, most of these studies focus on trade of goods, without
considering interregional trade of services and the role played by interregional
migration flows. To this regard, although the results found by Helliwell (1997) and
others may point out to a less relevant effect of migration on trade of goods within a
country than between countries (due to the lower differences within countries in
terms of flavours, culture, institutions, etc.), there are also several reasons to expect
larger effects when dealing with services: first, the magnitude of domestic trade in
services is much larger than goods in all OCDE countries;3 second, within countries
immigration flows could be very intense and some times larger and more persistent
over time than between countries; third, considering that information is more
important for trade in services than for trade in goods (in relation with the ‘face-to-
face relation’, also called the ‘proximity burden’), the effect of a reduction in
transaction costs driven by the presence of social networks is expected to be larger;
finally, as we have commented before, when focussing on interregional trade flows
of services related to the tourism sector, one has to consider that apart from the
information and taste effects operating in goods, there is a potential reduction of
lodging costs for those tourists that take advantage of second homes and
accommodations owned by relatives and friends, a case that is more likely to
occur within countries, when travelling back to the regions where they were born.
Note that at least in some Mediterranean countries like Spain, Italy or France, this
phenomenon is far from sporadic and may be repeated almost every weekend.
2.2 Relation between trade flows linked to tourism and migration
For generality and simplicity, in this section, we describe concepts related to both
international and interregional trade and the role of past migration flows embodied
in stocks of migrants from various origins. This approach might be more appealing
to an international audience, despite the fact that our empirical application uses
interregional data exclusively. More specifically, in our empirical application, we
will just consider interregional trade and migration flows between the 17 Spanish
regions (NUTS2).
For our purposes, an immigrant is defined as an individual who was born in a
different region (‘home land’) from his current region of residence (‘host region’).
Note also that, when considering interregional monetary flows of sectors linked to
touristic activity, an ‘exporting region’ is the one producing the service, in our case,
the region receiving the tourists. Focusing on these sectors, there are several
channels that may lead to a positive relationship between the intensity of trade and
the presence of social networks. We classify these channels in two groups to
differentiate between relations affecting the trading regions (‘emigrants and
immigrants effects’, as has been traditionally labelled in the literature) or relations
affecting neighbours of the trading regions (cross-sectional autocorrelation).
Before going deeper in explaining the emigrants and immigrants effect on trade
in services, it is useful to show that regarding trade on services, the movement of the
people and the trade flow go in opposite directions. As an example, when one person
travels from region j to region i, and this person consumes services in region i, it
will be a service provision of firms in regions i to a resident in region j; that is, an
3 For example, according to the Spanish National Accounts, more than 60 % of the Spanish GDP is
produced by services, and more than 70 % of the total output is consumed within the country.
export of services from i to j. Then, the origin of the monetary flow (export)
corresponds with destination of the trip and vice versa.
Related to the channels considered in the empirical literature on the trade
creation effect of social networks, two main ways can be described connecting our
trade flows linked to tourism and the interregional migration stocks:
1. The destination choice of an internal touristic trip by immigrants is conditioned
by familiar ties with their homeland. Since tourists take advantage of vacations
to visit their homeland, they may own homes or have access to property in these
regions. Then, the larger the stock of emigrants in a region, the larger the
exports from the regions of origin of the emigrants (region where they were
born) to the host regions. We label this as ‘emigrants effect’.
2. Conversely, relatives and friends (that have not migrated) may tend to visit
immigrants in their host regions, since these visits are made easier by access to
information and less expensive dwelling options than other possible tourism
destinations. Then, the larger the stock of immigrants in a region, the larger the
exports from the host region to the homeland of the people that had migrated.
We label this the ‘immigrants effect’.
Apart from these two effects that would enhance bilateral flows and that have
been traditionally analysed in trade literature, there are additional channels of
influence that could impact bilateral trade flows of the sectors linked to tourism
activity. These additional channels arise from what could be considered as cross-
sectional autocorrelation based on ‘spatial or demographic’ neighbouring, and they
tend to connect each bilateral trade flow of services with the outflows or/and inflows
from/to the neighbouring locations of the exporting and importing regions under
consideration.
For origin and destination flows, Lesage and Pace (2008) described an ‘origin-
based dependence’ and a ‘destination-based dependence’. The former refers to the
fact that a flow from i to j is associated with those flows from neighbours of i to j;
the latter (destination-based dependence) captures the relation between the flow
from i to j and the flows from i to the neighbours of j.4 Then, in the case of bilateral
trade flows between regions i and j, exports from i to j could be associated with
exports from i to neighbours of j (importer-based dependence) and with the exports
from the neighbours of i to j.
Moreover, the concept of ‘neighbouring region’ could be defined from a
geographic proximity or spatial contiguity perspective as in Lesage and Pace
(2008), or more generally using proximity measured in terms of population
demographic composition.
There could be cross-sectional dependence between a given flow and a flow
from the spatial neighbour (contiguous regions) of the neighbour of the exporting
to the importing region (exporting-based dependence) and another flow from the
4 In LeSage and Pace (2008) a third ‘origin destination based dependence’ was described, which
captures the relation between the flows between the neighbours of i and the neighbours of j. Like in Fisher
and Griffith (2008), in this paper, this relationship is not considered.
exporting region to a neighbour of the importing region (importing-based
dependence):
1. Export flows from a region i to a given region j can be correlated with exports
from i’s neighbours to j. This spatial dependence could be caused because of
different mechanisms:
(a) Due to the ‘taste effect’, exports of service sectors linked to tourism from
one region and the contiguous to a specific region may be related because
people living in the importing region may choose one, the other or both
destinations because these regions will have similar unobserved charac-
teristics, such as weather, culture, etc.
(b) In addition, it is easy to assume that people also have more information
about the touristic options of any other region contiguous to the
destination of the trip. Sharing common infrastructures can reinforce this
channel.
2. Conversely, from the perspective of the importing region, there could also be
some correlation between exports from a given region i to j and between the
exports of the same region i and the neighbours of j. The mechanisms causing
this type of spatial autocorrelation are equivalent to those described for the
regions of origin of the flow (destination of the trips) but with forces acting in
the opposite direction:
(a) Due to the ‘taste effect’, people living in a specific region (importing
region, j) may choose similar destinations than those people living in a
spatial neighbour of this region (neighbours of the importing region), since
the probability that they will have similar unobserved characteristics
(tastes, culture, preferences, etc.) is higher than with people living in
remote regions.
(b) In addition, we can assume that people living in contiguous regions will
have access to similar infrastructures and they could also have similar
information about tourist options of any other region (exporting region, i).
For the case of cross-sectional autocorrelation based on the demographic
structure (network dependence) of the regions, we can also delineate two of these
mechanisms (based on the concentration of the emigration stocks of each region):
1. The first one relates to historic patterns of emigration in a region with the
current tourist decisions through the ‘importing-based dependence’. If
emigrants from a given region have concentrated in a group of host regions,
then it is likely that a social network between the home and the host regions
appears. People in this social network (i.e. The members of a family all of them
living in different regions) decide to travel periodically as tourist to the same
region. Then, the imports of one region are not independent on the imports of its
demographic neighbour. This cross-relation between demographic neighbours
of a region may introduce enhancing or competing effects for the positive
relation of migrants and trade of our three services sectors. As noted earlier,
immigration is influenced by gravity so ‘demographic neighbours’ could
coincide with ‘spatial neighbours’. However, alternative situations might also
arise. For example, one might consider the Jewish Diaspora in general terms,
and specifically after WWII when strong Jewish communities were organized in
countries such as Israel, the US or Argentina, which are considerable distant
one from the other, have strong community links, intense network ties and
tourism relations. For the case of Spanish regions, both Madrid and Catalun˜a
have large shares of immigrants that were born in Andalucı´a or Extremadura.
2. A second type of situation could give rise to an ‘exporting-based dependence’.
If the emigrants of one region are highly concentrated in other region, exports
from the homeland to any other region j will be correlated to the exports from
the host region to region j. The mechanisms that explain this dependence on the
flows are similar to the one explained before, but acting in a different direction,
affecting the destination of the trip (exporting region).
Finally, it is important to highlight that immigrants could also affect ‘tourism
decisions’ of other non-immigrants living in the same region. For example, if we
think of the large number of immigrants who form families with natives in a region,
it is easy to suppose that there is an influence on immigrant tourism decisions arising
from tastes and family ties that exert an influence on non-immigrants. For example,
in the case of a ‘mixed couple’ (immigrant and non-immigrant) with two children,
the decision to visit a relative in the homeland of one immigrant is conditioning
travel decisions of three ‘non-immigrants’. Moreover, relatives and friends of the
immigrants who are still living in the homeland (but could interact regularly with
them) could also spread their travel experiences and tastes among their co-nationals
in the homeland. Although the diffusion of information and preferences would
mainly take place within each region (the homeland and the host region), it could
also be progressively spread to neighbouring regions. In Combes et al. (2005), this
effect is described as the main force driving the relation between the ‘information
effect’ and the ‘border effect’ in the case of interregional trade of goods. In our case,
this force is mixed and strengthened by the effects described above.
In conclusion, we have described how the stock of immigrants and emigrants can
influence the bilateral flows between two regions through different channels, but
also how a given trade flow can be related to the flows to and from the contiguous
regions and the demographic neighbours (regions that are demographically related
because there is a large concentration of emigrants from one region in the other one,
or because of a large share of the immigrants living in one region were born in the
other one). Furthermore, it could be assumed that all these influences could affect
both immigrants and non-immigrant tourism decisions. These effects are summa-
rized in Fig. 1 and in Fig. 2.
3 The empirical model
In this section, we first discuss the cross-sectional dependence of the flows based
on spatial and demographic neighbouring and how they are related to our
spatial econometric model. A series of alternative specifications of increasing

sophistication are set forth. These allow us to engage in a model comparison
exercise that examines the alternative model specifications. The spatial econometric
models introduced to accommodate spatial and network dependence in the flows
follow from work by Autant-Bernard and LeSage (2011), LeSage and Pace (2008)
and LeSage and Fisher (2008a, b).
3.1 Spatial and demographic dependence affecting gravity model estimates
Black (1992) suggested that network and spatial autocorrelation may bias classical
estimation procedures typically used for spatial interaction models. He suggested
that ‘autocorrelation may (…) exist among random variables associated with the
links of a network’. Bolduc et al. (1992) suggested that classical gravity models do
not consider the socio-economic and network variables adjacent to the bilateral
origin destination regions i and j, arguing that these should also be incorporated in
the relationship that attempts to explain flows (Tij) between these regions. He
emphasized that omission of neighbouring variable values gives rise to spatial
autocorrelation in the regression errors. Sources of spatial autocorrelation among
errors are model misspecification and omitted explanatory variables that capture
effects related to the physical and economic characteristics (distances between
zones, size of zones, lengths of frontiers between adjacent zones, etc.) of the region.
More recently, LeSage and Pace (2008) challenged the assumption that origin
and destination (OD) flows in the classical gravity model contained in the dependent
variable vector Tij exhibit no spatial dependence. They note that use of distance
alone in a gravity model may be inadequate for modelling spatial dependence
between observations. For most of socio-economic spatial interactions (migration,
trade, commuting, etc.), there are several explanations for these effects. For
example, neighbouring origins (exporting regions) and destinations (importing
region) may exhibit estimation errors of similar magnitude if underlying latent or
unobserved forces are at work so that missing covariates exert a similar impact on
neighbouring observations. Agents located at contiguous regions may experience
similar transport costs and profit opportunities when evaluating alternative nearby
destinations. This similar positive/negative influence among neighbours could also
be explained in terms of common factor endowments or complementary/
competitive sectoral structures. For example, if natural factor endowments are
key variables explaining patterns of trade specialization, neighbouring regions with
similar factor endowments may be affected in a similar way by demand and supply
shocks. Since a large number of factor endowments are conditioned by space
(similar natural resources and climate, joint transport infrastructures, etc.), it would
be easy to find spatial autocorrelation in the sector specialization of production and
trade of regions, when the spatial scale is fine enough.
As we have explained in the previous section, bilateral trade flows of services
linked with the tourist sector could also be affected by these sources of spatial
dependence. In the next section, we formally test an extended gravity model
specification that accounts for spatial and network (demographic in our case)
autocorrelation effects in interregional trade flows associated with tourism. The
extended model subsumes models that exclude spatial and network dependence as
special cases of the more elaborate model and provides a simple empirical test for
the presence of significant spatial and network dependence.
Departing from this literature, our empirical model will be based on several
alternative specifications that allow for considering two different weight matrices:
the first one will be based on Autant-Bernard and LeSage (2011), which considers a
spatial lag model with two different weight matrices; the second will be based on
the SAC model described in LeSage and Pace (2009, pp. 32), which considers
spatial dependence in both the dependent variable and the disturbances.
3.2 Introducing spatial and network effects in the gravity model
A conventional least-squares gravity model specification is shown in Eq. (1), where
the bilateral flows (Tij) between the exporting region i and the importing j are
modelled as a function of a set of explanatory variables reflecting economic size of
the two regions, and distance (dij) between the regions. Tij denotes the exports in
monetary units (current Euros) of the services produced by restaurants ? accom-
modation ? travel agencies in region i and imported by region j. The size of the
origin of the flow (exporting region) is proxied by the gross value added of ‘hotels
and restaurants’ in region i (gvai), while the size of the importing region, j, is
modelled as depending on the population (popj) and income (incj).
Tij ¼ aiN þ gvaib1 þ popjb2 þ incjb3 þ dijb4 þ eij ð1Þ
The next two specifications in Eqs. (2) and (3) include two alternative ways of
controlling for the different nature of intraregional trade flows Tii, which include
expenses related to trips within each region as well as daily expenditures of
residents on restaurants, coffee-shops and pubs. The model described in (2) adds a
dummy variable ownregij that takes a value 1 when trade is intraregional and 0
otherwise. Past studies interpret the coefficient associated with this dummy variable
as an ‘internal border effect’ or ‘home bias’ (McCallum 1995; Helliwell 1997; Wolf
2000; Chen 2004; Okubo 2004; Combes et al. 2005). The coefficient c is interpreted
as how many times one region tends to trade more within itself than with any other
region in the country after controlling for size and bilateral distance.
Tij ¼ aiN þ gvaib1 þ popjb2 þ incjb3 þ dijb4 þ ownregijcþ eij ð2Þ
An alternative approach in (3) is that proposed by LeSage and Pace (2008), who
created a separate set of explanatory variables to model intra-and interregional trade
flows, those on the main diagonal of the flow matrix versus the off-diagonal.
Regressors corresponding to the intraregional flows are set to zero in the set of
explanatory variables X = (gvai, popj, incj) and used to form a new set of
explanatory variables that we label XI = (gdpj) for the ith observation. This
prevents the large magnitudes typically associated with intraregional flows from
entering the interregional flow model explanatory variables and produces a separate
set of explanatory variables to model variation in the intraregional flows (Tii,
i = 1,…,n). Use of separate explanatory variables to explain variation in
intraregional commodity flows should down-weight the impact of large intrare-
gional flows on the main diagonal of the flow matrix, preventing them from exerting
undue impact on the resulting estimates for b1, b2 and b3 which are intended to
explain interregional flow variation. Since the matrix XI contains only n nonzero
observations, we limit the number of explanatory variables used to explain variation
in intraregional flows, using just the gdp of the region for this purpose. This suggests
that the larger the economic activity in a region (gdp), the larger the intraregional
flows of services, mainly due to daily expenditures in restaurants and the like
services. Note that since interregional and intraregional trade flows are now
modelled separately, the border dummy is meaningless and drops from this model.
Note also that intraregional and interregional trade flows have also their
corresponding intercept term.
Tij ¼ aiN þ aiii þ gvaib1 þ popjb2 þ incjb3 þ dijb4 þ XIbi þ eij ð3Þ
The next model described in Eq. (4) has been used to account for trade
creation effect of social networks. They will be measured by introducing the
variable mij that captures variation in flows attributable to the stock of emigrants
from region i that are living in region j, and similarly, the variable mji that captures
the variation in flows due to the stock of immigrants from region j living in region i.
As in Combes et al. (2005), they can be introduced separately in such a way that if
we set b5 to be zero, we will just consider that there exist the immigrants effect, and
similarly, if we force b6 to be zero, we will only obtain the emigrants effect. Both
effects can be estimated simultaneously if we impose no restrictions in coefficients
b5 and b6.
Tij ¼ aiN þ aiii þ gvaib1 þ popjb2 þ incjb3 þ dijb4 þ XIbi þ mijb5 þ mjib6 þ eij
ð4Þ
One may want to consider the presence of potential multicolinearity problems
due to a high correlation between the emigrants and immigrants bilateral flows. In
order to cope with this limitation, Eq. (5) will use a single vector of bilateral ‘net
migration’ mig netij = (migji ? migij) for capturing the aggregate effect of
immigrants ? emigrants on trade. This specification will be considered also for
the forthcoming augmented models including spatial and network effects.
Tij ¼ aiN þ aiii þ gvaib1 þ popjb2 þ incjb3 þ dijb4 þ XIbi þ mig netijb5 þ eij
ð5Þ
3.2.1 The spatial lag gravity model
In order to figure out whether the spatial dependence on the bilateral flows that have
been discussed in the previous sections are consistent with the data, the next spatial
regression models rely on spatial lags of the dependent variable following the
approach set forth in LeSage and Pace (2008). They also include all the explanatory
variables from the previous models, allowing these models to subsume the non-
spatial regression models as special cases. A spatial lag of the dependent variable
(WspaTij) is introduced in Eq. (6), where W
spa represents a spatial weight matrix of
the form suggested by LeSage and Pace (2008), T is the n2 9 1 vector representing
the n 9 n flows matrix transformed to a vector; iN is an n
2 9 1 vector of ones; d is
the n 9 n matrix of interregional distances transformed to an n2 9 1 vector; gva,
pop and inc are n2 9 1 vectors containing the explanatory variables appropriate for
each bilateral flow; and e is an n2 9 1 vector of normally distributed constant
variance disturbances.
In a typical cross-sectional model with n regions, where each pair of regions
represent an observation, spatial regression models rely on an n 9 n non-negative
weight matrix that describes the connectivity structure between the n regions. For
example, Wij [ 0 if region i is contiguous to region j. By convention, Wii = 0 to
prevent an observation from being defined as a neighbour to itself, and the matrix W
is typically row standardized. In the case of bilateral flows, where we are working
with N = n2 observations, LeSage and Pace (2008), Chun (2008), Chun and Griffith
(2011) and Fischer and Griffith (2008) suggest using W spa ¼ W spaj þ W spai , where
W
spa
j ¼ In  Ws represents an N 9 N connectivity between the importing region and
its neighbour and W
spa
i ¼ Ws  In is another N 9 N spatial weight matrix that
captures connectivity between the exporting region and its neighbour.5 We row
standardize the matrix Wspa to form a spatial lag of the N 9 1 dependent variable.
LeSage and Pace (2008) note that the spatial lag variable captures both
‘destination-’ and ‘origin-’based spatial dependence relations using an average of
flows from neighbours to each origin (exporting) and destination (importing) region.
Specifically, this means that flows from any origin to a particular destination region
may exhibit dependence on flows from neighbours to this origin to the same
destination, a situation labelled origin-based dependence by LeSage and Pace
(2008). The spatial lag matrix, Wspa, also captures destination-based dependence,
which is a term used by LeSage and Pace (2008) to reflect dependence between
flows from a particular origin region to neighbouring regions of the destination
region.
We take a similar approach to produce a network dependence weight matrix,
Wnet, which captures network autocorrelation effects. As in the case of Wspa, the
Wnet matrix was formed as a sum of two matrices that specify ‘demographic
neighbours’ to the origin and destination regions, specifically Wnet ¼ Wneti þ Wnetj :
The matrix Wnetj ¼ In  Wm where Wm was constructed using the stock of emigrants
from each region living in each other region, with details provided in the next
section. Similarly, Wneti ¼ Wm  In and the matrix Wnet was row standardized. This
allows us to include in the model a network lag of the dependent variable shown in
Eqs. (4) and (5).
In the case of ‘network autocorrelation’, the ‘tastes and information’ could flow
in both directions, which resulted in use of the two explanatory variables (mij, mji).
Moreover, the additional ‘lodging savings’ could also work in both directions: a
person could take advantage of a second home (or a lodging owned by friends and
relatives) located in the region where she was born (home region), but also this
person can be visited by these friends and relatives in his house located in the region
where he lives (host region), Thus, a rotated network weight matrix Wnet0 ¼
Wnet0i þ Wnet0j can be used to capture the network autocorrelation acting in the
5 We use the symbol  to denote a Kronecker product.
opposite direction. This matrix could be used to replace the spatial lag Wnet in
Eq. (6).
We can include the two types of autocorrelation simultaneously, then a spatial
lag as well as a network lag is included to account for the presence of both spatial
and network dependence for origins and destinations. For the case of the spatial lag
models (SAR), following Autant-Bernard and LeSage (2011) and LeSage and
Fisher (2008a, b), we adjust the weight matrices to produce row standardization
across both of these, accomplished by scaling each matrix by 0.5. Then, the scalar
parameter q denotes the strength of spatial dependence in flows, and when this
parameter takes a value of zero in the model in Eq. (6), it becomes the independent
regression model. This allows us to carry out a simple empirical test for the
statistical significance of spatial dependence in the flows. If both types of
autocorrelation are not statistical significant, then the model in Eq. (6) becomes the
one in Eq. (4).
Tij ¼ aiN þ aiii þ q1W spaTij þ q2WnetTij þ gvaib1 þ popjb2 þ incjb3 þ dijb4
þ Xibi þ mijb5 þ mjib6 þ eij ð6Þ
Then, as in Eq. (5), a new Eq. (7) can be defined, where immigrants and emigrant
effects are added in a single net migration vector.
Tij ¼ aiN þ aiii þ q1W spaTij þ q2WnetTij þ gvaib1 þ popjb2 þ incjb3
þ dijb4 þ Xibi þ mig netijb5 þ eij ð7Þ
3.2.2 Alternative specifications and robustness checks
In this section, a number of alternative specifications are described:
The first alternative specification is based on the spatial general model (SAC)
described in LeSage and Pace (2009, p. 32). Such model, which considers spatial
dependence in both the dependent variable and the disturbances, is described in Eq.
(8):
Tij ¼ aiN þ aiii þ q1W1Tij þ gvaib1 þ popjb2
þ incjb3 þ dijb4 þ Xibi þ mijb5 þ mjib6 þ uij
uij ¼ ðIN  hW2Þeij
eij ð0; r2INÞ
ð8Þ
Note that the model described in Eq. (8) considers two different weight matrices
W1 and W2, each of them will capture the effects affecting the dependent variable
and the disturbance. Following the recommendations by LeSage and Pace (2009,
pp. 32), in the next section, we will consider 4 alternative cases, without imposing a
preferred structure to the data in advance: (1) (W1 = W
spa; W2 = W
net); (2)
(W1 = W
net; W2 = W
spa); (3) (W1 = W2 = W
spa); and (4) (W1 = W2 = W
net).
The second alternative specification is based on the spatial Durbin model (SDM).
This model is described in LeSage and Fischer (2008a, b) among others and has
been applied in the context of gravity equations by Angulo et al. (2011). In contrast
to the previous models, it assumes spatial dependence in the dependent and the
independent variables as it is described in Eq. (9):
Tij ¼ aiN þ q1W1Tij þ Xbþ W1Xcþ eij ð9Þ
where W1Xc is the spatial lag of all the dependent variables included in X. Note that,
in contrast to previous specifications included in this paper, just one constant term
and one weight matrix W1 will be used for lagging both groups of variables. A SDM
gravity model with two alternative W matrices has not been reported in the litera-
ture. However, departing from this common specification, three alternative models
have been estimated using the following weight matrices: (1) (W1 = W
spat); (2)
(W2 = W
net); and (3) (W3 = W
spa ? Wnet).
For briefness, we omit including a new equation for describing the corresponding
models in which the ‘net migration’ vector is used instead of their emigrant and
immigrant counterparts. However, the corresponding results are also analysed in the
next section.
Finally, some robustness checks are also developed in this section. The first
robust exercise is an attempt to tackle with the endogeneity problem that is likely to
arise when considering trade and migration flows. In addition, we have also
computed two alternative weight matrices for capturing the network effects derived
from similar demographic structures. With this aim, we proceed to the following
robust checks:
1. All the models (SAR, SAC and SDM) have been re-estimated using the average
flows for the period 2000 2009 (as before), but with a time-lagged set of
variables for the migration stocks. Now, the migration variables (mij, mji, and
mig netij) and the weight matrix capturing the demographic structure (W
net or
Wnet0) were obtained based on the interregional migration stocks of the Spanish
census in 1981, instead of the corresponding ones for the period 2000 2009.
2. Furthermore, all the models (SAR, SAC and SDM) have been re-estimated
again using the previous dataset (average flows versus migration stocks in
1981), but using two alternative method for computing the demographic weight
matrices (Wnet or Wnet0). These two alternative weight matrices consider specific
thresholds for narrowing the concept of demographic neighbours and will be
labelled Wnet81 born and W
net
81 residence.
The two new weight matrices were obtained following the following steps: (1)
We take the matrix containing the stock of interregional migrants in 1981 according
to the Spanish Census; (2) For Wnet81 born, we get the share of every home region with
respect to the total interregional immigrants in each host region (shares along the
rows), while for Wnet81 residence, we obtain the share of each host region with respect to
the total interregional emigrants from each home region (shares along the columns).
(3) Next, we compute the percentile 90 in the distribution of the shares of the
interregional migration for each home region and host region.
Therefore, two regions will be considered as neighbours when the threshold
defined by the percentile 90 is lower than the corresponding share. In this case, the
corresponding W matrix will contain this share and a value 0 otherwise. Then,
departing from each of these two matrices, we obtain the corresponding Wnet81 born ¼
Wnet81borni þ Wnet81bornj as the addition of the origin-based and destination-based matrices,
row normalized as usual. The same procedure is used for obtaining
Wnet81 residence ¼ Wnet81 residence i þ Wnet81 residence j:
Note that by defining the W matrix in this way, it is assured that every region has
a positive number of neighbours and this relation will not depend on the sizes of
both region, but on the weight that each region represent in the demographic
structure of the rest of the regions.6
4 An application to the Spanish domestic trade of some services sectors
4.1 The data
As in most of the countries, there are no official data on monetary interregional trade
flows associated with the 3 sectors related to tourism in Spain that we are
considering here: restaurants, accommodation and travel agencies. Our application
takes advantage of recent estimates of intra- and interregional trade flows for the
grouping of these sectors between the Spanish regions. The dataset has been
obtained for the period 2000 2009 (De la Mata and Llano 2012) based on an
improved methodology presented for the year 2001 in Llano and de la Mata
(2009a). This dataset has been constructed as part of a larger research project
(www.c-intereg.es). Schematically, the methodology used can be summarized in
two steps:
1. The estimation of output in each region consumed by Spanish citizens, that is to
say, that is not exported internationally;
2. Determining for each region the bilateral distribution of the output not exported
internationally. This last step is based on existing information regarding daily
expenses of national travellers in the destination region and origin and
destination matrices (Familitur surveys and Occupancy Surveys) that capture
overnight stays and displacements of Spanish residents, depending on the type
of dwelling options at the destination of the trip. The estimation uses different
daily expenses in ‘accommodation’ and ‘restaurants and the like’ for hotels,
apartments, campings, rural tourism, friends and relatives homes, second
residences and excursions, covering all possible trip motives (leisure, work,
education, etc.). The estimation has been done separately for accommodation,
restaurants and travel agencies. Therefore, our data does not include expenses
6 For example, emigrants from Islas Canarias do not represent more than 2 % over the interregional
immigrants living in any other region, given its small size in terms of population. The largest shares are
found in Andalucı´a, Baleares and Murcia. In these regions, people from Islas Canarias represent a 1.4, 1.2
and 1.3 % in respect to the total interregional immigrants. Then, their relative weight is higher than in
Madrid (although in absolute terms are higher) where immigrants from Islas Canarias represent just the
0.2 % of the total interregional immigrants. Then, according to our definition, Canarias is a demographic
neighbour of Andalucı´a, Baleares and Murcia and not of Madrid, because its relative magnitude is higher
in the former group of regions than in Madrid.
related to transportation, shopping or any other good or service bought during
the stay. This fact avoids endogeneity problems between the interregional trade
flows of the tourist services and the transport cost linked to the bilateral
distance.
3. The bilateral flows of accommodation is proportionally adjusted to the total
output; the sum of the interregional exports of ‘restaurants and the like’ are
adjusted to the output assuming that the difference is the daily consumption in
this sector, and travel agencies are considered to be an intraregional
consumption.7
In summary, the estimates for the interregional monetary flows of the three
service sectors analysed (accommodation, restaurants and travel agencies) the most
accurate statistical sources available in Spain, obtaining figures that are constrained
by the regional and national output of the sector (Instituto Nacional de Estadı´stica,
INE), the Balance of Payment (Bank of Spain) and the widest available sample of
surveys on people movements within the country (Familitur 2001).
Regarding remaining variables, we used gross value added of the ‘hotels and
restaurants’ sector, the regional income (inc) obtained from the Spanish Regional
Accounts (INE) and population (pop) from the Spanish Register (INE). Similarly,
the interregional migration matrices are also obtained from the Spanish Register
(INE), which offer information on the stock of people living in a region born other
regions. The direct effects captured by the mij and the mji terms enter as two
independent column vectors. In order to avoid collinearity problems between the
population and the intraregional migration stock (number of people born in a region
living in that region), the latter is considered to be null for individuals that live in the
same place where they were born (mii = 0). Following this strategy, this analysis
differs from others that include the stock of people born in the same region and that
measure how this produces a reduction in the coefficient related with the border
effect (Garmendia et al. 2012).
The spatial weight matrices are built taking into account first order contiguity
relations based on shared borders, with islands treated as having no adjacent
regions. The demographic network weight matrix is built using a row-standardized
OD matrix of immigrants born in one region who are living in another, with
diagonal elements set to zero values.8
Finally, the distance used was obtained from the Movilia survey 2001 (Ministerio
de Fomento 2001), which is the actual distance travelled by the Spanish residents in
their displacements, both within and between regions. One of the most interesting
features of this measure is that it includes not just interregional distance but also
7 The econometric analysis has been also done without considering the daily consumption in restaurants
and without the consumption in travel agencies and similar results has been found. Note that these two
types of flows just increase the intraregional flows.
8 In previous versions in which the empirical application used a previous dataset for 2001, alternative
specifications of the Wnet matrix were explored based on percentages of the destination region population,
or a binary matrix used in conjunction with a threshold (i.e. 5 % of the population in the destination
region). In the final analysis, since our trade flows are measured in levels, we choose the current
specification. This specification showed stronger results and avoids subjective decisions regarding a
threshold level.
intraregional. Thus, in the line of Head and Mayer (2010), we are able to escape
from the a priori quantification of intraregional distances assumed in other papers.
Moreover, the distance used is an average of the actual distance travelled by each of
the more than 500 million displacements estimated by the Movilia survey in 2001.
These displacements cover all motives, so that the distance reported is not
constrained by distance between capitals, which could be predominant for business
trips, but not distances between tourist spots (beaches, skiing resorts, countryside,
etc.) located in the periphery.
As an overview of internal flows of the sectors considered in this work in Spain,
Fig. 3 shows the largest average interregional monetary flows in accommodation
and restaurants,9 as well as the distribution of the population and the location
coefficient for the ‘hotels and restaurants’ sector (LCRegion = Regional Hostel
Industry GVA/National Hostel Industry GVA). Arrows between east-coastal regions
(Andalucı´a, C. Valenciana and Catalun˜a) to the landlocked region of Madrid show
that there are a large part of the interregional exports (in current Euros) of
accommodation and restaurants from these regions to Madrid. These are the
consequence of a large number of travels from Madrid to Andalucı´a. From the
figure, it is easy to see that the major exporting regions are located along the coast,
with the largest importers located in the most populated high-income regions. There
are also large exports from the islands to highly populated regions (Canarias to
Madrid and Baleares to Madrid and Catalun˜a). In addition, there is a large share of
the flows between the largest regions such as the exports from Catalun˜a to Madrid
and Madrid to Catalun˜a or Andalucı´a. Note also that some of the largest
interregional flows are between distant regions. Finally, there are strong flows from
the landlocked larger regions to contiguous, richer regions (Castilla y Leo´n and
Castilla La Mancha to Madrid). These results can be explained firstly because of
the size of the regions (in terms of population and income or gross domestic
product) and secondly by important social networks that have arisen as a result of
historic bilateral migration flows (Table 1).
4.2 Estimation results
We compare estimation results from the sequence of models beginning with non-
spatial models that assume no spatial or network dependence.
The alternative model specifications were estimated using 17 NUTS2 level
Spanish regions with Ceuta and Melilla excluded.10 This results in dependent and
independent variable vectors having N = 17 9 17 = 289 observations based on the
average of the flows in the period 2000 2009. All the variables were averaged and
log-transformed (except the dummy variables) as is traditional when estimating
gravity models. The same specifications have been estimated for each year (the
9 Note that Travel Agencies are not included in this analysis because according to the methodology used,
it is considered that this type of expense is done in the region of residence. Then, the whole part of the
output not internationally exported is part of the intraregional flows.
10 Ceuta and Melilla are not regions, but autonomous cities. Their relevance from the spatial and touristic
view point is very small. The data for these cities has not the required quality. In order to avoid noise in
the estimation, they are omitted in the sample.
results for 2000 and 2009 each year are shown in the Appendix, and the results for
the rest of the period are available upon request), but in this section, we will
comment the results with the averaged data that will reduce the effect of outliers.
Table 2 shows least-squares estimation results for six different model specifi-
cations that we have labelled M1 to M7 in the table. Model M1 in the first column of
the table shows estimates for the simplest gravity model, which attempts to explain
variation in the 289 bilateral (Euro) flows between regions (Tij) using gvai, popj, incj
Fig. 3 Main interregional flows (€) of accommodation and restaurants. % of total interregional flows.
(Average 2000 2009)
Table 1 Description and source of the X variables
Variable Abbreviation Description Source
Gross domestic product gdpi Regional GDP. Average 2000 2009 INE
Population popj Regional population. Average 2000 2009 INE
Income per capita incj Regional income per capita. Average
2000 2009
INE
Gross value added gvai G. V. A. of Hostel industry. Average
2000 2009
INE
Interregional migration
stock
mij, mji Municipal register. Average 2000 2009 INE
Distance dij Actual distance in km travelled between
regions. 2001
Movilia
(2001)
Source: Own elaboration
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and the distance dij as explanatory variables. The simplest model based on these four
explanatory variables is able to explain 70 % of the variation in flows. All the
explanatory variables are highly significant and have expected signs. For example,
there are positive coefficients associated with the measures of economic size of
importing and exporting regions involved in the bilateral flow, and a negative
coefficient for distance between origin and destination regions.
In the second column, the intraregional flows are controlled including the border
effect dummy ‘ownreg’. The ‘border effect’ coefficient estimate (3.984) is very
large and consistent with other empirical findings regarding border effects in Spain,
for industries such as ‘Chemical products’ or ‘Non-metallic minerals’ (Ghemawat
et al. 2010; Requena and Llano 2010). In this case, this large border effect is not
expected to be driven by an external barrier to trade. By contrast, as discussed in
Llano and de la Mata (2009b), a large coefficient of the border effect for the services
sectors analysed likely arises from the importance of ‘restaurants’ within the
grouping of sectors considered (more than the 50 % of the output), which is heavily
oriented towards intraregional trade flows.11 An interesting consequence of
introducing the border dummy is that the negative coefficient on the distance
variable decreases in absolute value from -1.087 to -0.469. As a robustness check,
model M3 produced similar estimates when the border dummy variable in Eq. (2) is
replaced by the XI matrix as explained in the discussion surrounding Eq. (3). The
stability of the results obtained for these two last models points out to the validity of
both methods for controlling for the different nature of intraregional/interregional
flows.
Next, models M4, M5 separately include the two variables regarding the stock of
migrants in order to measure the trade creation effect of social networks. The
coefficient estimates for these two variables point to a positive (and significant)
relation between the bilateral stocks of emigrants and immigrants and domestic
flows when they are considered separately. It is noteworthy that the coefficient of
distance drops to -0.393 when the stock of emigrants is included and to -0.131
when we include the stock of immigrants. Finally, it is important to highlight that
although both emigrants and immigrants are significant when they are included
separately, when we include both together, it is just the stock of immigrants the one
that is significant. In addition to the control variables, mij and mji lead to a higher
R2 = 92 % than the simpler model specifications.
At this point, it is interesting to discuss in more detail the results obtained
regarding the relation between the trade flows and the stock of interregional
emigrants and immigrants. Although the inclusion of these two variables is standard
in the literature (Combes et al. 2005), both are highly correlated (87 % between mij
and mji, when both vectors include ‘0’ values for the intraregional flows). In order to
avoid multicolinearity problems, an additional model (M7) is included, where the
two variables are added together as net migration vector mig nettij = (mji ? mij).
11 This is partially a result of own region holiday spending in restaurants and pubs which accounts for a
large share of income spent relative to expenditures on hotels, travel agencies, restaurants and similar
businesses in other regions.
As we can see, now the coefficient for the new variable of net migration is positive
and significant, but the rest of the results are not altered.
Departing from these first estimates, and with the aim of motivating the inclusion
of spatial lag and/or spatial error terms, several statistical tests are considered. This
analysis is conducted by computing the I-Moran, and the classic and robust versions
of the LM lag and the LM error statistics over the residuals obtained for the 7
models. In all of them, the spatial structure based on three different spatial weight
matrices were considered (each one of them row normalized): (1) Wi
spa: for
capturing the ‘spatial-origin-based’ autocorrelation; (2) Wj
spa: for capturing the
‘spatial-destination-based’ autocorrelation; and (Wspa = Wi
spa ? Wj
spa): for captur-
ing the aggregate spatial autocorrelation (omitting, as said before, the origin-to-
destination-based element). The results for these 7 models, 5 tests and 3 spatial
autocorrelation matrices are reported in Table 3, showing that all cases show spatial
autocorrelation in the residuals (Moran I-analysis). Such result is found for the
‘origin-based’ and ‘destination-based’ weight matrices, as well as when both are
mixed in a single spatial matrix (Wspa = Wi
spa ? Wj
spa). Regarding the LM tests, in
all cases but 1 (Model 1, LM error tests for spatial correlation in the dependent
variable) the test confirmed the suitability of a spatial lag model (SAR) as well as a
spatial autoregressive error model (SEM). However, when the robust version of
these two previous tests is used, non-significant results are obtained for models 3 to
7 in the Robust LM error tests for spatial autocorrelation in the dependent variable
when using W = Wi ? Wj.
Then, a similar exercise is conducted using the network (demographic) weight
matrices for analysing the results for the same 7 models. Now, the results are
reported in Table 4, considering three alternative demographic base weight
matrices, namely, the origin-based demographic neighbour structure (Wi
net), the
destination-based demographic neighbour structure (Wj
net) and the aggregate
origin ? destination based demographic neighbour structure (Wnet = Wi
net
? Wj
net). Like in the previous table, the results confirm the presence of ‘network’
autocorrelation in the residuals (Moran I analysis test). Although the majority of the
tests confirm the presence of network (demographic) autocorrelation effects when
using the origin-based and destination-based weight matrices, some tests are non-
significant for some models and weight matrices.12
In conclusion, although there are some non-significant cases,13 the significant
results obtained when considering Wi and Wj separately, both for spatial and
demographic weight matrices, point out to the convenience of estimating a number
of alternative specifications, which, preferably, may be able to consider two
potential sources of autocorrelation (spatial and demographic), affecting the
dependent variable and/or the disturbance term. For this reason, we now proceed
12 For Wi: M1 (for the LM error in the dependent variable and the robust LM error in the dependent
variable and the residuals) and M4 (for the robust LM error in the residuals); For Wj: M2 and M3 just in
the robust LM error in the dependent variable; For W = Wi ? Wj: M4 7 for the the robust LM error in the
dependent variable.
13 For these non significant results, it is important to remark that the tests used here are not able to
combine the two alternative autocorrelation effects at the same time, while some of our models are.
Table 3 Spatial autocorrelation tests
M1 M2 M3 M4 M5 M6 M7
Spatial ‘origin based’ autocorrelation with row normalized ‘Wo’ (neighbours of the exporting region i)
Moran I test for spatial correlation in residuals (SD = 0.041)
Moran I 0.087 0.239 0.229 0.220 0.192 0.186 0.191
Moran I statistic 2.414 6.137 5.868 5.686 5.012 4.918 4.976
Marginal probability 0.016 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in residuals [v(1) 0.01 value = 6.635]
LM value 4.432 33.233 30.379 28.180 21.377 20.210 21.240
Marginal probability 0.035 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 32.189 12.480 15.470 54.866 42.891 65.461 72.477
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for spatial correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 12.185 40.172 37.291 42.667 30.385 32.851 34.605
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 39.943 19.419 22.383 69.354 51.899 78.101 85.842
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Spatial ‘destination based’ autocorrelation with row norm. ‘Wd’ (neighbours of the importing region j)
Moran I test for spatial correlation in residuals (SD = 0.041)
Moran I 0.234 0.369 0.350 0.402 0.385 0.397 0.424
Moran I statistic 5.938 9.236 8.758 10.120 9.668 10.062 10.643
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in residuals [v(1) 0.01 value = 6.635]
LM value 31.786 79.218 71.183 93.929 86.294 91.780 104.618
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 0.630 37.456 31.881 40.069 19.728 24.095 32.775
Marginal probability 0.427 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for spatial correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 35.529 65.811 59.888 79.719 77.318 81.219 91.750
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 4.373 24.050 20.586 25.859 10.752 13.534 19.907
Marginal probability 0.037 0.000 0.000 0.000 0.001 0.000 0.000
Spatial autocorrelation using row normalized first contiguity matrix ‘W = (Wo ? Wd)’
(neighbours of ij)
Moran I test for spatial correlation in residuals (SD = 0.033)
Moran I 0.186 0.339 0.327 0.406 0.352 0.372 0.421
Moran I statistic 5.954 10.578 10.205 12.705 11.029 11.763 13.133
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in residuals [v(1) 0.01 value = 6.635]
LM value 29.820 99.117 92.312 142.119 106.882 119.307 152.844
to analyse the results obtained using the spatial lag model (SAR), the spatial general
model (SAC) and the spatial Durbin model (SDM).
In addition, Fig. 4 reports the Moran scatterplots for the residuals of the main 6
models using the row-normalized spatial (Wspa = Wi
spa ? Wj
spa), for capturing the
aggregate spatial autocorrelation of both exporting and importing regions. As in
LeSage and Pace (2009) each graph is divided in 4 quadrants: Q-I (red points): ij
flows that have residuals above the mean, where the average neighbouring ij flows
(orgin-based ? destination-based) is also greater than the mean; Q-II (green points):
ij flows that have residuals below the mean, but the average of neighbouring ij flows
is above the mean; Q-III (blue points): ij flows with residuals below the mean and
the average of the neighbouring ij flows is also below the mean; Q-IV (purple
points): ij flows that have residuals above the mean, and the average neighbouring ij
flows is below the mean. In a similar way, Fig. 5 reports the Moran scatterplots for
the residuals of the main 6 models using the row-normalized network (demo-
graphic) weight matrix (Wnet = Wi
net ? Wj
net).
By means of the Moran scatterplot, we can verify a positive association between
the residuals (horizontal axis) and the spatial lag (vertical axis). The magnitude of
this positive association will be greater the shorter the number of green and purple
points and the larger the number of blue and red ones. Conversely to other papers
using scatterplot, since our dataset is referred to origin destination flows, the
residuals cannot be plotted in a map. Such graphical analysis will require the use of
specialized GIS systems for transport modelling (Berglund and Karstro¨m 1999a, b;
Berglund 2001), which is beyond the scope of this paper. The results shown in
Figs. 4 and 5 suggest the presence of a positive association between the residuals of
the 6 main models obtained by a simple OLS estimate procedure and the two
different cross-sectional autocorrelation structures one pure spatial and the other
pure demographic under consideration. It is also worth mentioning the differences in
the shapes of the dot clouds obtained with each weight matrix, which indicates the
Table 3 continued
M1 M2 M3 M4 M5 M6 M7
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.635]
LM value 3.907 21.024 11.789 10.209 5.578 5.597 7.200
Marginal probability 0.048 0.000 0.001 0.001 0.018 0.018 0.007
Robust LM error tests for spatial correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 45.373 82.310 81.592 131.971 101.307 113.744 145.716
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for spatial correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 19.461 4.216 1.069 0.062 0.003 0.035 0.072
Marginal probability 0.000 0.040 0.301 0.803 0.956 0.852 0.788
Source: Own elaboration. All variables are averages in the period 2000 2009
Dependent variable: interregional monetary flows of accommodation, restaurants and travel agencies.
Average flows 2000 2009
Table 4 Testing demographic dependence
M1 M2 M3 M4 M5 M6 M7
Demographic ‘origin based’ autocorrelation using row norm ‘Wo’ (neighbours of exporting region i)
Moran I test for ‘network’ correlation in residuals (SD = 0.030)
Moran I 0.068 0.074 0.109 0.107 0.066 0.063 0.072
Moran I statistic 2.582 2.764 3.864 3.832 2.531 2.474 2.712
Marginal probability 0.010 0.006 0.000 0.000 0.011 0.013 0.007
LM error tests for ‘network’ correlation in residuals [v(1) 0.01 value = 6.635]
LM value 4.361 5.105 11.044 10.781 4.049 3.728 4.916
Marginal probability 0.037 0.024 0.001 0.001 0.044 0.054 0.027
LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 1.833 60.136 60.750 52.951 39.417 38.765 41.739
Marginal probability 0.176 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for ‘network’ correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 2.564 6.940 2.892 2.432 2.950 3.501 3.932
Marginal probability 0.109 0.008 0.089 0.119 0.086 0.061 0.047
Robust LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 0.035 61.971 52.598 44.602 38.318 38.538 40.755
Marginal probability 0.851 0.000 0.000 0.000 0.000 0.000 0.000
Demographic ‘destination based’ autocorrelation. Row norm ‘Wd’ (neighbours of importing region j)
Moran I test for ‘network’ correlation in residuals (SD = 0.031)
Moran I 0.238 0.357 0.368 0.441 0.402 0.421 0.470
Moran I statistic 7.771 11.541 11.880 14.450 13.027 13.883 15.295
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for ‘network’ correlation in residuals [v(1) 0.01 value = 6.635]
LM value 52.803 119.074 126.545 182.193 151.505 165.831 207.204
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 1.536 30.837 34.952 28.108 14.631 14.390 17.292
Marginal probability 0.215 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for ‘network’ correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 88.290 89.191 93.450 176.766 163.223 188.897 239.238
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 37.022 0.954 1.857 22.681 26.350 37.456 49.325
Marginal probability 0.000 0.329 0.173 0.000 0.000 0.000 0.000
Demographic autocorrelation using row normalized ‘W = (Wo ? Wd)’ (neighbours of ij)
Moran I test for ‘network’ correlation in residuals (SD = 0.026)
Moran I 0.191 0.251 0.275 0.368 0.290 0.317 0.382
Moran I statistic 7.634 9.939 10.844 14.550 11.491 12.694 15.036
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
LM error tests for ‘network’ correlation in residuals [v(1) 0.01 value = 6.635]
LM value 47.371 82.022 98.469 176.726 109.485 131.075 190.143
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
complementary nature of both structures. Such differences would also be observed
when running the 4 alternative SAC models.
Next, we analyse the results obtained for the augmented gravity models that
consider the presence of spatial and/or network (demographic in our case) effects.
Before doing that, it is important to have in mind that the coefficient estimates on
the explanatory variables in these models are not interpretable in the same fashion
as those from the non-spatial models, a point made in LeSage and Pace (2009),
Chapter 8. However, as we will see, the sign of the coefficient estimates reflect the
correct direction of impact on flows that would arise from changes in the
explanatory variables.14
Estimation results for the spatial lag model (SAR) specifications are shown in
Table 5. These models were estimated using maximum likelihood methods (see
LeSage and Pace (2009), Chapter 3). As opposed to the non-spatial least-squares
estimates, these models allow for the spatial spillover effects to neighbouring
regions as well as network spillover influences, both of which were motivated in the
previous section. The non-spatial models restrict spatial and network spillover
influences to be zero, since each bilateral flow is treated as independent of all other
flows.
In model M8, the M1 is extended by including the 2 autocorrelation terms q1
(spatial effects) q2 (network effects) without the immigration variables. All the
coefficients are significant and with the expected signs, including the ones
indicating the presence of spatial and demographic autocorrelation effects in the
bilateral trade flows. Then, models M9 and M10 add separately the variables
capturing the emigrant (mij) and immigrant (mji) effects. In this case, all the new
variables have positive and significant coefficients, with the exception of the spatial
Table 4 continued
M1 M2 M3 M4 M5 M6 M7
LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 2.630 36.057 35.653 34.856 17.258 18.176 24.885
Marginal probability 0.105 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for ‘network’ correlation in the residuals [v(1) 0.01 value = 6.640]
LM value 54.835 52.136 66.655 141.872 92.309 113.436 166.678
Marginal probability 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Robust LM error tests for ‘network’ correlation in the dependent variable [v(1) 0.01 value = 6.640]
LM value 10.094 6.171 3.839 0.001 0.082 0.537 1.420
Marginal probability 0.001 0.013 0.050 0.971 0.775 0.464 0.233
Source: Own elaboration. All variables are averages in the period 2000 2009
Dependent variable: interregional monetary flows of accommodation, restaurants and travel agencies.
Average flows 2000 2009
14 The correct approach to calculating partial derivatives showing the impact of changes in the
explanatory variables on the dependent variable in spatial gravity models is an issue studied in Lesage and
Thomas Agnan (2012).
Fig. 4 I Moran scatterplot on residuals from OLS estimates. Y = Residuals from Models 1 6.
Wspa = (Wi
spa ? Wj
spa) 1st order contiguity matrix row normalized
Fig. 5 I Moran scatterplot on residuals from OLS estimates. Y = Residuals. Models 1 6.
Wnet = (Wi
net ? Wj
net) 1st order demographic matrix row normalized
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autocorrelation effect that appears to be non-significant when it is included with the
immigrant vector in M10. The difference between the fully saturated models
M11 and M12 (that include the full set of explanatory variables) is the use of
the rotated version Wnet0 in model M12 in place of Wnet for model M11. This
alternative specification of the network effect is supported by the idea that the
demographic linkages are bi-directional, that is, they can produce pull and push
effects (through taste and information channels) in the ‘demographic’ neighbours of
the exporting and importing regions, both based on the historic patterns of
emigration and immigration. As before, in M11 and M12, the emigrant effect (mij) is
non-significant when it is included together with the immigrants (mji). The spatial
effect appears to be non-significant for M11 but it is for M12. According to the
likelihood function values, the higher pseudo R2 and lower noise variance estimate
(r_
2
)15 model M11 has the best goodness of fit. Finally, two more models (M13 and
M14) are included, with the aim of testing to what extent the results are sensible to
the inclusion of one single vector of net migration instead of the 2 previous ones for
emigrants and immigrants. It is worth mentioning that like in M11, the spatial effect
also appears to be non-significant in M13. The rest of the results do not vary too
much.
After confirming the presence of spatial and demographic autocorrelation of the
flows, it is interesting to test whether similar patterns exist in the residuals of the
model and if a SAC model could beat the SAR specification capturing such effects
and explaining the bilateral trade flows.
Now, we focus on the results using the general spatial model and the 4 specifications
described before: SAC-I: (W1 = W
spa; W2 = W
net); SAC-II: (W1 = W
net;
W2 = W
spa), SAC-III: (W1 = W2 = W
spa); and SAC-IV: (W1 = W2 = W
net). For
brevity, we will focus on the results for M11 and M13 the two with the better fits in
the SAR model , which are reported in Table 6.
The first thing to note is the strong similarity between M11 and M13 in the four
cases. In addition, it is important to make notice that the spatial and network effects
appear to be significant for all the models and specifications with the exception of
the spatial effects in the dependent variable for M11 and M13 in SAC-I.
Surprisingly, the lag of the dependent variable in SAC-II-III and IV is significant but
negative, that is, the opposite sign that the one found in the SAR specifications. To
this regard, it is worth mentioning that the negative coefficient for this element in
SAC-III is very low (M11: -0.055**; M13: -0.056**) compared to the one on
SAC-II and SAC-III when the lag is based on the ‘network’ (demographic
structure). i.e.: SAC-II-M11: -0.157***; SAC-II-M13: -0.154***. Another
remarkable difference is found on the coefficient of the log of distance: when the
trade flows are modelled in the SAC-I and the SAC-IV version of Eq. (7), which
both have in common the use of Wnet on the disturbance term, the negative
coefficient is around -0.2, that is, a value that is close to the one obtained for M13
in the SAR specification. However, the negative value of distance in SAC-II and
15 The pseudo R2 was calculated using T^ 0T^=T 0T; where T^ ðiN q1Wspa q2WnetÞ1Xb^:
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SAC-III, that is, when Wspa is used for the disturbance term, drops to -0.08 or
-0.09, reaching the smallest values of all the specifications tested in this article.
However, the rest of the coefficients even the ones referred to migration effects
remain almost invariant in the four alternative specifications.
Next, in Fig. 6, we show the Moran scatterplots for the residuals obtained in M11
using the SAR, SAC-I-IV estimation procedures, and a row-normalized weight
matrix obtained as a sum over all the weight matrices described here
(W3 = W
spa ? Wnet).16 The use of such approach is an attempt to show in a single
picture whether after using these 5 spatial models the residuals still show a
significant association with a lag based on spatial and demographic structure. The
interpretation is like the one in Figs. 4 and 5. Based on these graphs, just the scatter
plot for the first quadrant (M11-SAR) and less clear for the M11-SAC-I and the
M11-SAC-IV still shows a positive relation. This result can be interpreted as if the
SAC specifications specially SAC-II and SAC-III did a better job on eliminating
all the positive association between the residuals and the spatial and demographic
lags plotted in Fig. 4 and in Fig. 5.
We now proceed with the alternative specifications and robustness analysis
described in Sect. 3.2.2. The main results are reported in Table 7, 8, 9, 10. The rest
of the results are available upon request.
Briefly, the results reported in Table 7 for the SDM are complementary to
the ones offered by the SAR and the SAC estimates: the coefficients for the
spatial and network (demographic) autocorrelation terms are positive and
significant for the dependent variable obtaining high values for q in the 6
specifications reported. Moreover, the coefficients for the spatial and network
(demographic) autocorrelation terms for the explanatory variables are not
always significant and the signs varied depending on each variable. For
example, variables such as W-gvai or W-popj show negative and significant
coefficients for all the specifications, suggesting that on average the flows
between the trading regions decreases when the value of population and gross
value added in the touristic sector of their neighbours increases (considering
neighbourhood in a spatial, demographic or both terms). Such results would be
pointed out to some kind of competing effect between regions, which deserves
further research.
Another aspect that should be noticed is the difference in the significance of the
coefficients of the migration variables depending on the model estimated. When a
SAR model is estimated, there is not a significant effect of the stock of emigrants,
but it does of the stock of immigrants (0.3 in M11 in Table 5), while a significant
positive effect of both variables is found when a SAC model is estimated.17 Finally,
when a SDM is estimated, the significant effect is found for the stock of emigrants
16 The Moran scatterplots for the residuals of each model and weight matrix is available upon request.
17 In Table 6, the effect of emigrants is: 0.133 in SAC I, 0.257 in SAC II, 0.223 in SAC III and 0.175 in
SAC IV; and the effect of immigrants: 0.241 in SAC I, 0.237 in SAC II, 0.225 in SAC III and 0.269 in
SAC IV.
Fig. 6 I Moran scatterplot on residuals from SAR and SAC estimates. Y = Residuals from M10.
(W3 = W
spa ? Wnet)
Table 7 Bayesian spatial Durbin model
Wspa Wnet Wspa ? Wnet
M11 M13 M11 M13 M11 M13
R2 0.940 0.922 0.929 0.894 0.935 0.913
Mean sige draws 0.145 0.151 0.183 0.197 0.159 0.168
Sige, epe/(n k) 0.199 0.257 0.237 0.350 0.216 0.286
const 11.245*** 9.831*** 0.601 8.392** 4.097 1.323
1.348 1.291 4.388 4.162 3.541 3.233
log(gvai) 0.514*** 0.461*** 0.676*** 0.573*** 0.634*** 0.543***
0.051 0.050 0.059 0.048 0.058 0.053
log(popj) 0.612*** 0.587*** 0.578*** 0.659*** 0.67*** 0.697***
0.064 0.064 0.084 0.083 0.080 0.081
log(incj) 0.194* 0.152 0.64*** 0.856*** 0.425*** 0.562***
0.144 0.137 0.153 0.147 0.152 0.151
log(dij) 0.064 0.073 0.215*** 0.212*** 0.129** 0.121**
0.061 0.063 0.059 0.061 0.062 0.063
log(intra gdp) 1.556*** 1.48*** 1.884*** 1.99*** 1.807*** 1.844***
0.076 0.074 0.090 0.091 0.096 0.097
log(mij) 0.385*** 0.366*** 0.397***
0.052 0.048 0.048
log(mji) 0.069 0.039 0.006
0.058 0.05 0.053
log(mig netij) 0.238*** 0.203*** 0.207***
0.023 0.024 0.025
W gvai 0.379*** 0.23*** 0.685*** 0.476*** 0.597*** 0.406***
0.091 0.081 0.126 0.117 0.116 0.109
W popj 0.399*** 0.351*** 0.333** 0.543*** 0.485*** 0.57***
0.091 0.089 0.161 0.153 0.142 0.136
W incj 0.743*** 0.525*** 0.717** 1.668*** 0.017 0.467*
0.151 0.141 0.387 0.367 0.341 0.324
W intra gdp 0.591*** 0.643*** 1.481*** 2.137*** 1.238*** 1.505***
0.063 0.059 0.317 0.292 0.283 0.254
W dij 0.027 0.052 0.245** 0.101 0.105 0.004
0.088 0.085 0.106 0.107 0.101 0.100
W mij 0.48*** 0.575*** 0.58***
0.062 0.074 0.072
W mji 0.076 0.273*** 0.155*
0.082 0.093 0.095
W mig netji 0.259*** 0.222*** 0.268***
0.032 0.043 0.039
q 0.675*** 0.751*** 0.573*** 0.76*** 0.726*** 0.831***
0.055 0.050 0.091 0.072 0.078 0.059
Dependent variable: Interregional monetary flows of accommodation, restaurants and travel agencies and
Average flows 2000 2009. Interregional migration stock: Average 2000 2009
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and not for the immigrants (between 0.366 and 0.397 depending on the W considered
in Table 7).18 Independently on whether the effect goes in one direction (effect of
emigrants) or in the other (effect of immigrants) it seems that there is an effect of
these variables on the bilateral trade flows that does not disappear when the spatial
autocorrelation of the flows is controlled for and this has been tested for different
kinds of autocorrelation.
Finally, regarding the effect of distance on bilateral trade flows when a SDM is
estimated, it is remarkable that the coefficient is negative and significant when the
pattern of the spatial autocorrelation considered includes the Wnet matrix (in
Table 7, -0.215 and -0.212 with the Wnet and -0.129 and -0.121 with
Wspa ? Wnet), while it seems not to have a significant effect when we use Wspa
based on contiguity.
The results obtained when using the 1981 Spanish census for computing the
migration variables as well as the weight matrix capturing the demographic
linkages between the regions do not alter significantly the results for all the
models and specifications. The same conclusions can be derived from the results
obtained using two alternative matrices for computing the demographic
neighbours based on 1981 census stocks which strongly reduce the number of
neighbours in ‘demographic terms’ for each trading pair. The main findings are
reported in Tables 8, 9, 10 and can be summarized in tow main ideas: (1)
interestingly, when using the data from the 1981 census for migrants and the
demographic links, the SAR models reach to same non-significant results for
emigrants (mij) than the ones obtained when using the stocks for the average
period 2000 2009. In these models, the spatial and demographic cross-sectional
effects are significant and positive but like in Table 5, the spatial effects are non-
significant for the model M13 (Table 8). Such effects are also non-significant for
the model M11 (Table 9) when using Wnet81 born matrix. (2) The SAC models also
show non-significant or significant and negative coefficients for the autocorrelation
terms, both when the 1981 census stocks are used with no constrains and when they
are used subjected to the thresholds considered in Wnet81 born and W
net
81 residence
matrices.
As a final step, Fig. 7 shows the Moran scatterplots for the residuals obtained in
the most notable alternative specifications. Such plots were obtained in the same
way than in Fig. 6. As before, just the Moran scatterplots for the SAC-II and SAC-
III seem to better control for the whole autocorrelation effects (spatial and
demographic), showing no significant relation (random dot cloud and a flat fit lane)
between the residuals and its lags using a row-standardized weight matrix such as
W3 = W
spa ? Wnet. These results are in line with the ones obtained in Fig. 6 using
the same specifications but alternative migration stocks and network weight
matrices.
18 Two exceptions in Table 10 columns 5 and 8 when both the emigration and immigration variables
have a positive and significant effect.
Fig. 7 I Moran scatterplot on residuals from SAR and SAC estimates. Y = Residuals from M10.
(W3 = W
spa ? Wnet)
5 Conclusions
In this article, we analyse the relation between interregional trade of services and
social networks. We also considered whether interregional trade flows in services
linked with tourism exhibit spatial and/or social network dependence. Conventional
empirical gravity models assume the magnitude of bilateral flows between regions
are independent of flows to/from regions located nearby in space or flows to/from
regions related through social/cultural/ethic network connections.
We provide an extended empirical specification that relaxes the assumption of
independence between bilateral flows which is inherent in any least-squares
regression. Our argument is that bilateral flows between an exporting region i and an
exporting region j may exhibit dependence on (1) flows to regions that are spatially
near the exporting and importing regions i and j (spatial dependence) and (2) flows
to regions that are socially/demographically ‘related’ to the exporting and importing
regions i and j. A spatial weight matrix elaborated in the way suggested by LeSage
and Pace (2008) was used to quantify the spatial structure of connectivity between
regions involved in bilateral flows. A novel social network matrix was constructed
using information on the bilateral stock of interregional migrants between the 17
Spanish regions.
Estimates from a set of nested models show evidence of statistically significant
spatial and network (demographic) dependence in the bilateral flows of the trade of
services considered. The analysis has been applied to average data for the period
2000 2009, using alternative datasets for the migration stocks and definitions of
network effects, finding robust results. The significant social network dependence
can be interpreted as an indication that people exhibit preferences for destinations in
or near their homeland regions, or destination regions in or near where co-nationals
have settled heavily. Significant spatial dependence is an indication that people
consider intervening opportunities taking the form of visits to regions nearby the
origin of their vacation trip, as well as competing destinations, represented by
regions nearby the destination trip.
One finding of interest is that introduction of explanatory variables that control
for the stock of emigrants and immigrants as well as spatial and network
dependence (and the conventional measures of origin and destination economic
size) results in a low coefficient estimate for bilateral distance between origin and
destination regions. This suggests that cultural/social as well as intervening
opportunities and competing destinations considerations may exert an important
enough influence on destination trip decisions to overcome the traditional resistance
role played by distance that typically diminishes the magnitude of bilateral flows.
Departing from these results, a number of extensions could be considered in the
future agenda. First, it is convenient to explore alternative specifications of spatial
models such as the SLX. Then, based on Fischer and Griffith (2008), it will be
interesting to explore the sensibility of the results obtained here with the ones that
could be obtained through the combination of spatial filtering techniques and PPML
estimators. Finally, although such routines are still under development, our current
analysis could be enriched by considering the dynamic dimension exploiting the
panel data and including the spatial autocorrelation effects.
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