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Abstract 
We study the tail behaviour of the supremum of sample paths of Levy prows> with 
exponential tail of the Ltivy measure. Our approach is based on the theory of sojourn time\ 
developed by S. Berman. It allows us to compute the value of the limit of the ratio 
P(sup,, , /. , X(t) > .x)/p(s, x) as x + YL. where p is the L&y measure of the process. 
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1. Introduction 
Throughout this paper X = (X(t), 0 z_ t < 1 i_ X(O) = 0 as., is a LC+.,~ /,~oc.e.s,s. i.e. 
a process with stationary independent increments. Its characteristic function can bc 
written in the form 
E exp(iOX(tl) = exp(t$(U)), 
where 
s 
, 
$((I) = ihO - a2f12/2 + (ei”-’ - I - ilIsl(ls/ < l))p(d.\-) 
--I 
with h E R. (T 2 0 and p a Bore1 measure such that [I , (I A .?)~(dr) < x (the LA.\. 
III~U.SCI~(’ of X). 
The problem of the tail behaviour of the supremum of X. P(sup,, . , _ , X(t ) > Y ). 
was considered by various authors. Berman (1986) and Marcus (1987) showed thal 
,im P(sup,,, I < I x(t) > .x1 = lim 
P(X(1) > .Y) 
1 
\ - I j,(-‘;, a) j’(S. IL- = 
(I..{) 
*-+ I 
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if the right tail of the Levy measure, p(x) = p((x, a)), is regularly varying at infin- 
ity. Later Rosinski and Samorodnitsky (1993) proved these relations under the 
assumption of subexponentiality of the right tail of the Levy measure. See also 
Willekens (1987). Braverman and Samorodnitsky (1995) considered Levy processes 
with exponential right tails and they obtained that in this case the limits in (1.3) 
also exist, but are not equal in general. The value of the second limit is easily 
computed (see Braverman and Samorodnitsky (1995, Proposition 3.1)). The goal 
of this paper is to find the value of the first limit in terms of characteristics of the 
process. 
Our approach is based on the theory of sojourn times which has been developed by 
S. Berman and is presented in his book Berman (1992). 
Let us first recall some facts about exponential classes Y(a), M 3 0, of distributions. 
The distribution F on [0, a) belongs to Y(a) if 
exists and is finite (1.4) 
and FE P’(x), where 
(1.5) 
Here, as usual, P(x) = F((x, m)). If x = 0 we have the subexponential class Y(0). 
These classes were introduced by Chistiakov (1964) and Chover et al. (1973). The 
reader can find a detail analysis of the exponential and subexponential distributions in 
Teugels (1975), Embrechts and Goldie (1982) and Cline (1986, 1987). It should be 
mentioned that the distribution with the densityf(x) = xe-““. x > 0 does not belong 
to the class Y(X). 
In this paper we will denote by Y(x) the collection of the distributions on the whole 
ofR which are in Y;“(X) and for which (1.4) holds. The extentions of the quoted results 
to this case are entirely straightforward (see Willekens, 1986; Bertoin and Doney, 
1993). In particular, the law of X is in Y(cY) if and only if when the law of Xf is. 
Lemma 1.1. Let FE 9’(a). Then 
(i) (Chover et al., 1973) mF(r) = J”jcc e”“F(dx) < m and 1 = 2m,(z) in (1.4). 
(ii) (Embrechts and Goldie, 1982; Cline, 1987). If the limit 
c,= *imC’(x) 
t x+x F(x) 
exists and is finite for two distributions G1, G2, then 
Moreover, Gi E Y(a) if CL > 0. 
F”“(r)‘F(s) < K(l + r+(r))l’~‘. 
(iv) (Embrechts and Goldie. 19821 For (I /. > 0 Irt G = Ed ‘I,:_,, (/.“~u!)F*“. Tllc~ 
,im G(.\ 1 
~ = if?l~(J). 
\-I F(.Y) 
A function /I: R --f R is said to be equivalent to the tail of a distribution in .‘I (2) ii‘ 
there is an F E A/(r) such that 
lim ‘1’2) , 
,’ I F(.Y) 
The following statement is a corollary of Theorem 2.1 from Braverman and 
Samorodnitsky (1995). It can also be easily derived from Lemma 1.1. 
0 < lim inf 
Qsup,,.,., X(f) > s) _ d ,im sup (SUPO~ / ;; ;:” 1 > .x1 < x. 
\-I P(S) \- / , 
, im OX(t) > -*-I = tE exp(xX(t)) 
\- I P(z) 
In the next section we state the main results of the paper. 
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2. Results 
Denote 
g(r) = E exp(xX(t)- ), (2.1) 
k(t) = tE exp(xX(t)) (2.2) 
and 
v, = 
s 
h(t)g(s,) ... g(s,) dt ds, ... ds,. (2.3) 
t+s,+ --+&<I 
f 2 O.s, 2 O(1 s k < nl 
Theorem 2.1. Let X = {X(t), 0 6 t < 1) be a LCoy process and suppose that the right 
tail of its L&y measure, p((x) = p(x, x)), is equivalent to the tail of a distribution in 
Y(cY). Then here is a (unique) probability distribution G supported on [0, 11, suck that 
&ItP’ G(dt) < x, its moments are 
,uJG) = ;:,‘c:, :; (M = 1, 2, . . . ) 
and 
lim QsuP,,,., X(t) > x) 
*- cc P(x) 
= J:’ t-'G(dt) j; k(t)dt. 
(2.4) 
(2.5) 
This theorem is based on the next result. Denote for x > 0 
s 
1 
L, = L,(X) = lIx,Ij> \.; dt. (2.6) 
0 
It is the sojourn timefunctional (see Berman, 1992, p. 2). 
Lemma 2.1. [fX = {X(t), 0 d t d l} is the same as in Theorem 2.1, then 
lim lim sup P(sup, < f 4 I X(t) > .x, Lx d El = o, (2.7) t-o x-‘*, P(x) 
Using these statements we obtain the following: 
Theorem 2.2. Under the assumptions of Theorem 2.1 
Iirn P(sup, < f < I X(t) > x, L, < E) 
x- z P(X) 
= Jz’ t-‘G(dt) Jo1 k(t) dt. (2.8) 
The proofs of these results are arranged as follows. First we show that Lemma 2.1 
implies Theorems 2.1 and 2.2 and then we prove this lemma. 
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3. Preliminary results 
Here we prove some auxiliary statements which will be used further. 
Lemma 3.1. Let {Xi )r= 1, n > 2, be independent random uariuhles \r.ith the distrihutiom 
Fj E .‘f(r) and let FJ he the distribution ofX,-. Then 
13.1) 
Proof. First let II = 2. Then 
P(X, + x, > x,x1 > x) = P(X, > x,x2 3 0) + P(X, + xz > -x. x2 < 0) 
= P(X, > .Y)P(Xz 3 0) + F, (x - ~‘1 Fz(d_r). 
_I 
From here and (1.5) the needed relation follows. Using the induction we get (3.1) in 
general case. 0 
Lemma 3.2. Let X = [X(t), 0 d t < 1 ) hr (I L&y prows and its right toil p hr 
cquicalmt to the tail qf the distribution in ,Y(s(). Then,fhr eccr~’ II > 1 
P(X(t,) > Y, ,X(t,,,,) > z)dt, ... dt,,+, - Y,,/?(S) (3.2) 
Cl,,) < I 
(IS .Y + x, ichew v,, is determined b_y (2.3. 
Proof. We have 
P(X(t,) > x, . . . ,X(t,+,) > x) 
P(x) 
P(X(t,) >x, . ,X(t,+,) > x)X P(X(t,) > .qx P(X(1) > u) 
P(X(f, ) > x) P(X( 1) > .Y) P(s) 
According to Proposition 1.1 
P(X(t,) > s) < P 
c 
sup X(t) > .Y < C/T,(x). 
OCiS I > 
Proposition 1.3 implies P(X(l) > x) - Cam? and it is clear that the first fraction in 
the right-hand side does not exceed 1. Hence, we can divide the integral in (3.2) by p(x) 
and take the limit under the sign of the integral. Since the considered process has 
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stationary independent increments, it follows from Lemma 3.1, Proposition 1.3 and 
formulas (2.1) and (2.2) that 
j=2 
as x -+ cx;. Putting sk = fk+i - tk (1 < k d n), we get (3.2). 0 
Now, using Berman’s ideas (see Berman, 1992, pp. 1 l-14) we prove some results 
about the sojourn times. It follows from (2.6) and Fubini’s theorem that 
EL, = P(X(t) > x) dt. (3.3) 
Applying Proposition 1.3 one may easily check that if X is a Levy process with the 
exponential right tail p, then 
s 1 EL, - ,5(x) h(r) dt (x -+ z). 0 
Denote 
G,(t) = & 
s 
* L’ dP(L, ,< 4‘). 
I 0 
It is a distribution function and it is clear that its nth moments are 
n+1 EL 
~4G.x) = EL. 
\ 
(3.4) 
(3.5) 
(3.6) 
Lemma 3.3. Under the assumptions of Lemmcl 3.2 
lim pn(G,) = ,nH (n = 1, 2, . . ), 
I+ x 
where ,LL, is determined by (2.4) 
Proof. A direct computation using Fubini’s theorem gives us 
ELn+’ = x 
s 
~(x(t,) > x, . . . ,X(t,+,) > x)dt, ... dt,+l 
O<r,<I 
ISGA<llfl 
P(X(t,) > x, ,X(t,+,) > .x)dtl ... dt,+i. 
Applying (3.4), (3.6) and Lemma 3.2 we obtain the desired equality. 0 
Proof. It can be easily seen that the sequence ~1, is bounded and therefore the series 
I,:=, p,,:“~~! converges for all z. From here, Lemma 3.3 and the classical results about 
the weak convergence lemma follows. [] 
Now wc consider some elementary estimates for the arrival times of Poisson 
process. Let (Z,.j < I i be i.i.d. random variables with exponential distribution with 
mean I ji. 
Lemma 3.5. Let m rrrd k be positive inteyers ad 
(3.7) 
(3.8) 
Proof. Let r,, = 2, + ... + Z, and N(t) = max {I? : r,, < t 1. t > 0. Denoting by 
PI the continuous part of the distribution of U and applying the standard properties 
of Poisson processes we get 
=i 
I 
-k -if t 
k-1 
/. e 
~ P(.W( 1 - t) > 171) dt 
0 (I, - l)! 
for 0 < x < 1, and so 
From here and the relation 
’ i(1 - u)’ 
P(!V(I - s) 3 n2) = c 
i=m j! 
the needed formula follows. 0 
The next lemma is a direct consequence of Lemma 3.5. 
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Lemma 3.6. Let 
Then the continuous part of V has the density 
zj(x) = j_ke-” e-“” _ 
forO<x<l tfm>Oand 
c(x) = /IkeeJ.” --x) (1 - X)k+r 
(k - I)! 
forO<x<l ifm=O. 
Remark. It follows from Lemma 3.5 that for 0 < x < 1 
j”k+m 
‘(‘I ’ (k _ l)!m! 
where (- l)! = 1. Lemma 3.6 yields the same estimate for v(x). 
(3.9) 
(3.10) 
(3.11) 
4. Proofs of theorems 
It is clear that if L, > c for some E > 0, then supOirc , X(t) > x. So, for every \ , 
positive E 
P 
( 
sup X(t) > x = P(Lx > e) + P sup X(t) > x, L, < E (4.1) 
O<fCI 1 O<r<l 
From here and Proposition 1.1 
lim sup Wk > c) ,<C<m, 
x-raa P(x) 
where C does not depend on E. But it follows from (3.5) that 
P(L, > E) l 
EL, = E s 
t-‘G,(dt). 
Using (3.4) and Lemma 3.4 we get from here that 
(4.2) 
(4.3) 
In particular, this relation and (4.2) yield Ii0 t-‘G(dt) < co. 
Now we USC (2.7) and (4.1) and conclude that 
which, together with (4.3). yields (2.5). Applying (2.5) and once again (4.1) and (4.3). wc 
obtain (2.8). 0 
5. Proof of Lemma 2.1 
We divide the proof into some steps. 
Step 1. First suppose our process is compound Poisson. Hence, its Levy exponent 
with a ,finitc measure p. So, 
where i, > 0 and F E -U(x). Let 
distribution E and 
( yk );=, be i.i.d. random variables with the common 
has the form 
M,, = max 0, f Y, . 
I, : ,I ! i j= 1 
Denote by N(r) a Poisson process with the rate i and independent of Y,. Then. 
putting N = N(l), we get 
As usual. rk is the sequence of the arrival times of N(f). Denote 
z,=r,-r,_,, (5.2) 
where r, = 0. 
It is clear that the condition N = PI is equivalent to r,, < 1 < I-,,_ 1 and that the 
event (N = II, M,, > X. L, < 6) implies at least one of the events 
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so, 
P(N = n, M, > x, L, d E) 
< i P(Z, < F, r, d 1, M, > x) + P(0 d 1 - r, < c, M, > x) 
k=l 
= ,$, no <z c k<E,r,<l)+P(O<l -r,<E) P(M,>x). 1 
Lemmas 3.5 and 3.6 and the estimate (3.11) give us the bounds 
(5.3) 
and 
qn 
P(0 d 1 - r, < t.) d (n ” l)!. 
From here and (5.3) 
&(n + 1))“” 
P(N = n, M, > x, L, d E) < (n _ l)! P(M, > x). 
(5.4) 
(5.5) 
(5.6) 
It follows from Lemma l.l(iii) that 
P(M,>x)<P i (Y,)+ >X 
( > 
< a”P( Y1 > x) = an3,- ‘p(x), (5.7) 
k=l 
where the constant a depends on the distribution F only. Hence, (5.1) implies 
lim sup 
f%UP” < t $ I X(t) > x, Lx d E) < (‘ .f (n + l)a”A”-’ 
\ , 
x*x_ P(x) n=l (n - l)! 
and (2.7) follows. 
Step 2. Now we consider the process of the form X(t) = X,(t) + bt, where X,(t) is 
a compound Poisson and b is a constant. So, we can write 
N(r) 
x(t) = c Y, + bt, 
k=O 
(5.8) 
where Yk and N(t) are the same as above. 
Denoteforn=O,l, . . . andafixeda>O 
A,(x) = 
( 
N = n, sup X(t) > x, L, < & 
0<t<1 
and 
B,(x) = &(x)n 
( 
fi (0 < Zk < &)u(O < 1 - r, < &) , 
k=l > 
C,(x) = &,(x)n(Zk > E, 1 < k < n and 1 - r, > E). 
(5.9) 
(5.10) 
(5.11) 
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Then 
A,(x) = B,(x)uC,(x). (5.12) 
First we estimate P(B,(x)). Since X(t) < X,(t) + Ib( we get as above 
P(B,,(.x_)) 
d 
1:(n + l)nn 
(I7 - l)! 
P(A4, > x - lb]). 
Using (5.7) and (1.5) one obtains 
lim sup ____ V&(x)) d 
P(x) 
E(?l + 1)2- la” ,im /3(x - Jhl) E(Y1 + l)2-‘un?h1 
(n - l)! (5.‘3) J - x 5- J P(x) = (,j _ l)! 
Turn now to the term P(C,(x)). We have for o E (N = n) 
sup (X,(r) + hr) 
Ohi<l 
= max 
( sup sup (1;: yJ+bt)~,,,~p,(,I$I yj+br)). 
(5.14) 
I<kcnt; ,$TC/, 
where, as usual, I:= r = 0. So. if o E C,(x), then at least one of the following events 
takes place: 
(5.15) 
where k < II, or 
>x andmes tE(r,.l): i Yj+ht>x ( j=l 
We consider the cases b > 0 and b < 0 separately. Supposejrst b > 0. In this case 
we have 
k- 1 
j& Yj<x, k=2 ,..., n+l 
for every (0 E C,(x). Indeed, suppose 151: Yj > x for some k d ~1. Then 
L,(x,) 3 Zk < E, 
(5.17) 
(5.18) 
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which follows from the definition of C,(x). On the other hand X(t) > X1(t), since 
b > 0, and therefore (t:Xi(t) > x) c (t:X(r) > x), which yields L,(Xr) 6 L,(X) < E. 
This contradicts (5.18). 
If k = n + 1, we consider the interval (r,,, l), for which 1 - r, > c. As above, the last 
inequality and the assumption IS= i Yj > x lead to the contradiction. 
The relations (5.15)-(5.17) imply that for every o E C,(x) there are k d n + 1 and 
to E (r,_ 1, I’,) such that 
k-1 k-l 
c Yj + bt d X, t E (rk- 1, to] and c Yj + bt > .x, t E (to, rk) (5.19) 
j=l j= 1 
if k d n, and 
i Yj + bt < X, t E (r,, to] and i Yj + bt > X, t E (to, 1) 
j=l .j= 1 
(5.20) 
if k = n + 1. From here 
k-l 
lllfX tE(rk__l,rk): c Yj+bt>X =rk-to 
j= 1 > 
if k d n and 
mes t E (r,, 1): i Yj + bt > x =1-t, 
j=l 
if k = n + 1, which imply that 
rk-t,<L,(X)<& ifk<n, and O< 1 -to<& if k=n+ 1. (5.21) 
According to (5.19) and (5.20) 
k-l k-l 
x = jzl Yj + bt, = C Yj + bTk - b(Tk - to) 
j=l 
if k < n and 
x = ~ Yj + bt, = f, Yj + b - (1 - t,)b 
j=l j=l 
if k = n + 1. Taking into account (5.21) we obtain 
k-l 
* - brk d c Yj d x - brk + be, k < n, 
j=l 
and 
x-b< f: Yj<x-b+bE, k=n+l. 
j=l 
(5.22) 
(5.23) 
So, if (0 E C,(x), then at least one of the last bounds hold true. Also r,, < 1 for such 
(0. Denote by u~,~ the density of the continuous part of r,_, 1 II., ~ , I. We may assume. 
without loss of generality, that x > h. Then (5.22) does not hold for k = 1. According 
to (5.22) and (5.23) 
+ P ( Y - h < i: Y,, < s - h( I - E ). 0 < r,, < 1 j= 1 1 
t -p 
c 
X-h< i Yj<X-h(l-r:) P(O<f,<l) 
i= 1 i 
It follows from (3.1 l), (3.10) and Lemma 3.6 that for 0 < _r‘ < 1 
i” 
“‘-“(~)~(k-2)!(n-k+1)!‘(n--l)!jzo ,i < Lc- “C’ n-l i i 
2” ’ j.” 
I_ 
(M ~ l)! 
and 
‘?I 
fw < r,, < 1) d ( n  ” l)!. 
Hence, denoting by Fk the distribution of CtI: Y,, we get for .Y > h 
P(C,(s)) 
< $$ [ ,$ s’ (p/‘(X - hJ) - F,(x ~ hl’ + hE)) d_r 
h2 0 1 
+ ; [(Fn+l(.x - b) - F,+,(.u - h f hc))]. 
From here 
+ lim sup 
-i- x 
1 F,+,(-Y - b + hc) 
F,,. 1 (.y) 
(5.24) 
(5.25) 
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Since Fk(x - by) < FL(x - b) for 0 < y d 1, one may take the limits under the sign of 
the integrals. Using (5.7) we obtain 
_ eab(x -“‘) dx + qeab _ eab(l p”‘) 1 
because a > 1. 
So, (5.9))(5.13) and (5.26) imply 
cc W,(x)) 
,< 1 lim sup _ + fi lim sup---- 
P(G(4) 
*=I x+7LI P(X) n=i x-m P(x) 
(5.26) 
(5.27) 
From here (2.7) follows. 
Turn to the case b < 0. The estimate (5.13) does not depend of the sign of b. Instead 
of (5.17) we now have the condition: 
k-l 
there is k < n + 1 such that c Yj > x. 
j=l 
(5.28) 
Indeed, if for every k < n + 1 the converse inequality takes place, then 
X,(t) + bt d x, 0 < t d 1, because b < 0. From here the contradiction follows, since 
supoGra 1 X(r) > x on G(x). 
Now, using the condition b < 0 and reasoning as above, we get the next statement. 
If (5.28) holds for some k < n, then there is to E (r,_ 1, r,) such that an analogue of 
(5.19) holds good, where the sign d is to be changed by 3 and the sign > is to be 
changed by < The same is true for k = n + 1 and the inequalities (5.20). Since 
L,(X) < E, we get f0 - rk_ 1 d E for a k < n + 1, which is the analogue of (5.21). Using 
the same reasons as above, we obtain from here the needed estimates. 
Step 3. Now we consider the Levy process in the most general form, i.e. the Levy 
exponent now is (1.2). Our reasons are similar to the reasons used in the proof of 
Theorem 3.1 of Braverman and Samorodnitsky (1995). 
Denote 
pn = pl[-l,,,,,,~ + $b:n; + fl’d(./,,) + n36( - dn” / (5.29) 
and let X, = {X,(t), 0 < t d l} be the corresponding Levy process. Let 
W, = {W,(t), 0 d t d 11, Z, = {Z,,(t), 0 d t < l} and U, = (U,(t), 0 d t < 1 $ be 
Levy processes with the exponents 
(e”” - 1 - iO.xl(lx 6 l))p(dx). 
and 
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l/?lr,,(O) = n(eihHi”’ - 1) + n[,l(eiu”‘” - 1) + nZ(e-““‘“’ - I)]. 
We can write 
x(r) = W,(t) + Z,(r) 
and 
X,(r) = W,(r) + LJf&)> 
where the processes in the right-hand sides are independent. 
270 
(5.30) 
(5.31) 
(5.3’) 
(5.33) 
(5.34’1 
Denote by B = (B(c), 0 < t < 1) a Brownian motion with the drift h and the 
dispersion cr. Then 
Z, 9 B and U,, * B 
weakly in D(0, l] equipped with Skorohod’s Jr topology. 
Now we use an embedding theorem (see e.g. Theorem IV. 3.13 of Pollard, 1984) and 
put everything on the same probability space by the following way. Let W, live on 
(Q,, -F,, P,). We may assume that U,,. Z, and B live on another probability space, 
(Q2, .F2, PI). in such a way that 
Z,, --f B as. 
U,, + B a.s. 
in lI[O. l] as n --f X. Let (a, .F, P) be the product of these spaces. 
Put 
D,(t) = G(r) - v,(t), 
D,, = sup P,,(f)l> 
0 < i 5 1 
z, = sup z,(t), 
(ICI<, 
and 
u,, = sup U,(t). 
OCrCI 
According to (5.33)-(5.35) 
(5.35) 
(5.36) 
(5.37) 
(5.38) 
X(t) = w,(t) + U,(t) + o,(t) = X,(t) + D,(t). (5.39) 
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and we have for a fixed y > 0 
P sup X(t) >x, L, < & 
04fSl > ( 
= P SUP x(t) > x, L, < E, D, < y 
O<tCI 
+P sup X(t) > x, L, < F, D, > y 
O<f<l 
:= u(x) + h(x). (5.40) 
First we estimate a(x). If D, < y, then it follows from (5.39) and (5.36) that 
X(t) 3 X,(t) - y and, therefore, 
L,(X) d & * L,(X, - y) < E. 
But according to (2.6) L,(X, - y) = L,+,(X,,). So,
a(x) d p sup X,,(t) + y > X, L,+,(X,) < E 
O<f<l 
<P ( SUP X,(t) > x + Y, JL+,(XJ d t‘ o<t<1 1 
+p 
( 
x --‘/ < sup X,(t) <x +‘/ 
O<t<l ) 
:= c(x) + d(x). (5.41) 
The processes X,, and W, are of the type considered in the step 2 and this is why 
lim lim sup c(x) = 0. 
&+O x*Lc P(X) 
(5.42) 
In addition, according to Section 4, Eq. (2.5) holds for these processes and Lemma 
l.l(ii) implies that the distribution G, of the random variable sup, G f i , X,(t) is 
a-exponential. Hence 
lim d(x) G,(x) ~ = 
x* OCI P(x) 
(eY - eeY) lim __ 
x-3(, P(x) . 
The relations (5.34) and (5.38) together with Lemma l.l(ii) yield that the last limit does 
not exceed 
lim P(suPo < f < 1 w,(t) + u, > xl = Eea”” lim P(SUPO,,< 1 w,(t) > xl 
x-x P(x) x-x P(x) 
because P(U, > x) = o(p(x)) as x + co. It follows from Proposition 1.2 that the limit 
in right-hand side is uniformly bounded from above by, say, a constant c. The 
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maximal inequality for submartingales gives us the same bound Ee”r’n with a constant 
c, So. the last relations together with (5.41) and (5.42) imply 
limlimsup~<cc,(e~--e-:). 
i-0 l’, 
(5.43) 
Turn now to the term h(x) determined by (5.40). We have from (5.33) and (5.37) 
h(r) < P sup w,(t) + z, > N, D,, > ;’ 
O<lSl 1 
Once again applying Lemma l.l(ii), we obtain from here 
lim sup s < E(e”Z~~l(D, > y)) lim P(sup, 4 i 2: ,W,(f) > s) 
I- I /1(.X) I- X ,,(x) 
Using Cauchy-Schwartz inequality and once again the maximal inequality for sub- 
martingales we get 
E(e”‘,~l(D, > y)) < (Ee2”Z~)1~2(P(D, > 7))“’ < c?(P(D,, > ;I))~‘~, 
where c2 is an absolute constant. So, 
lim sup h(x) < cc2(P(D, > 7))’ * 
\‘I p(s) 
(5.44) 
Now (5.43) (5.44) and (5.40) give us 
lim limsup P(sup0 < I < I ’ ’ 
X(t) > x, L, < E) 
< cc,(e;’ - e -i’) + cc,(P(D, > y))’ 2. 
F-n .x-x P(x) 
Putting first n + ry, and then 7 + 0, we get (2.7). 0 
6. Remarks 
1. In the proof of Theorem 2.1 we do not use the assumption that the limit (2.5) 
exists. So, we obtained another independent proof of Theorem 3.1 from Braverman 
and Samorodnitsky (1995). 
2. All the reasons of the proof of Lemma 2.1 (with slight variations) are true in the 
subexponential case (a = 0) and we get Theorems 2.1 and 2.2 for Levy processes with 
subexponential right tails p. But now (2.1) and (2.2) yield that s(t) = 1 and h(t) = t for 
all t > 0. Simple computations show that Eq. (2.4) gives for all n = 1, 2, 
KdG) = t” dt2 (6.1) 
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and, therefore, 
G(dt) = 2t dt (0 < t d 1). (6.2) 
So, we get from here that the expression in the right-hand side of (2.5) is equal to 1. 
This is the result of Rosifiski and Samorodnitsky (1993) mentioned above. 
Putting (6.2) in (2.8) we get for the L&y process with subexponential right tail: 
lim P(sup0 < f < 1 X(t) > x, L, < E) 
x*ic P(x) 
=E (6.3) 
for all E E (0, 11. 
3. Consider now the integrals in the right-hand side of (2.8). According to (2.2) 
and (1.1) 
h(t) = te’@L(-ia), (6.4) 
where Ic/ is determined by (1.2). By integration, we get from here 
s 1 h(t) dt = 1 + e@L’-ia)(IC/( - ia) - 1) 0 $“(-iu) (6.5) 
Unfortunately, in the general case, we cannot get a simple expression for the 
function g(t) = E exp(aX(t)-) and, therefore, for the distribution G. So, the problem 
about a computation of the integral 1: t -‘G(dt) remains unsolved. It is possible to 
represent this integral in some other form, but it is bulky and inconvenient. 
4. Suppose now that x > 0 and the Ltvy measure p is supported on [0, co), i.e. 
X(t) 3 0 as. for every t. Then g(1) = 1 and it may be easily checked that 
- t dh(l -t) 
G(dt) = @z(t)dt ’ 
This formula, (6.4) and Theorem 2.2 gives us 
* im fwP0 c t 6 1 
x-m 
;;;; ’ x, Lx d &) = h(l) - h(l - &) 
= ecWid _ (1 _ E)e(l -dti(-ia). 
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