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' PREFACIO 
De um certo ponto d& vistay o avanço do cont1ecimento se 
justifica b medida em ~ue J colocado a serviço do be1n estar da 
humanidadey 
arnbi>2·nt~.;.~ A 
na busca de continuidade e 
' ESTATISTICA, dE•SI?I1V01Vida 
evolução dos s~:·rE•s 
p8los hiJITiens a 
vivos e do 
partir da 
procura de soluções 
favor da melhoria 
coletadas a partir 
para suas necessidadesr busca o conhecimento em 
coletiva.. Grandes massas dE' infortt1açÕE's são 
dE' quaisquer perguntas que seja~ for~uladas no 
interesse de estudar comportamentos espec{ficos de uma populaçlo .. 
Este fato tanto 4 devido ao consider4vel aumento populacio11al da 
humanidade como ~ ampliaçio dos mecanismos de coletar 
tratamento de dados. A complexidade crescente das relaç8es no mundo, 
devida ao avanço da prÓpr-ia •:itn.:ia. impÕe a utiliza•;â'o simultânea dl? 
um gr-ánd~ ndmer-o de var-i~veis em cada fen6meno social ou natural em 
estudo. A pr6rria complexificaçlo do saber exige uma maior quantidade 
,je direo;õ.::•s observadas em cada contE•xto. Por isso7 tamb.?m. seu <?studo 
demanda a aplicação de m~todos e t~cnicas cada vez mais abrangentes e 
complexas. Atrav4s deles deve ser possivel fazer uma depuraçio nestas 
variá'vej.s 7 auxiliando na compreensio do que .{. fundaiTI>.:·ntal '""' do que .? 
se•:undár.io ou irr.;;•levantE• no E•studo qu~~~ .;.stá s.;;·ndo r.;.alizado. 
111.?t o dos e tJcnicas que desenvolvam urua anális.::-
variáveis. Sua utill.za<;,~ão torna-se mais ac.:= .. ssível po:.:•la evolução da 
inforruática e subseqUente difusão do uso dos micro-computadores. Os 
programas estatísticos utilizados transformam os mais complicados 
cJlculos em simples operaç5es, liberando o estatístico para a busca 
de avanço na análise. De posse desta capacidade de entendimento 4 
possível auxiliar a d.;.finir .;. traçar diretrizes d•? açõ.;;.s-·econônd.cas 
os cidadãos. 
des.;;·nvolvidas no sentido d,. ·JTrelhorar 
poder interferir na sua t~ajetdria .. 
um modo geralr as aç5es sio 
a •:ompreensão do mundo dE· modo a 
Ao se falar em m~todos e t~cnicas mais abrangentes e 
com capacidade de analisar conjuntos r-dimensionais, justifica-se 
expor um tratamento estatístico de Análise Multivariada. AN~LISE DE 
COMPONENTES PRINCIPAIS ( ACP > um m4todos e possibilita a 
análise de um conjunto de dados independente do conhecimento de sua 
estrutura probabilÍstica permitindo a redução da dimensionalidade dos 
dados e tamb~m o estudo das relações entre as vari&veis. Consiste 
numa mudança de baser urua rotação no espaço que garante variáveis não 
correlacionadas. Basicaffiente trata-se de uma transformaçlo dos dados 
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reescritos como uma funçio destas 
escrever Y=c'X. onde: 
. ' . 
varl.avo?.~s 
Y: vetor p-dilflo:?nsional do:? COMPONENTES F'RINCIPAIS,. 
c: vetor p-dimensional de coeficientes 
X: matriz nxp de dados originais. 
F'ro?.t>?nde-st;:-
Esta transformaçio conserva as dist.Sncias do espaço 
original. utilizando-se de uma transformaçio ortogor1al sujeita a duas 
r •: .. s t r i o;õ•::·s: 
i)c'c=l 
ii)ci'cj=Or i t j 
. ' Est•: metodo. iniciado por F'earson em 1901,. ~ bastant9 
conhecido e v~rios autores, COR•O HOTELLING< 1933 ) ' ANDERSON< 1958 ) , 
RAO( 1964), MARDIW 1979), CHATFIELI<< 1980 ), JACKSONI, 1980), 
detalharam sua teoria. Algumas das formas mais comuns de aplicações 
de CF' são para; 
* - observar e dimo?.nsionar os principais fatores explicativos do 
cornportam-ent.o d•::- u111 conjunto d•2 dados. Co1T1 esta ap lica•;ão .f.. possív .. ;:-1 
conhecer as relações que existem entre as vari~veis presentes no 
estudo e observar como os registros se agrupam. 
1t: - possibilitar o estudo de um grande ndm~ro de . ' . var~avo:-~s 
quantit~""'tivas das quais não s.::· tem, a priori,. 
estrutura de dados, sendo possivel diminuir a dimensionalidade do 
conjunto quar1do muitas das direções observadas sio repetitivas nos 
aspectos comportamo:-ntais que devem explicitar. 
fazer uma seleçâo das variAveis de interesse. Esta pesquisa das 
fam{lias de variJveis bem como da triagem no interior de cada famÍlia 
pode ser realizada cow1 a aplicaçio 
rE"alizaç:ão desta s·~·leção É- a r•::·duç:ão 
mensurados em estudos posteriores. 
de RCP. Uma das vantagens da 
da dimer1sionalidade dos aspectos 
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* - reagrupar observaç5es segundo caracter{sticas observadas 
' durante sua aplicação~ E a forn.ação de blocos ou de estr·atos pela 
pr6pria participaçio de cada vari~vel no resultado multidimensional 
de cada observação~ A ACP permite 
disposiçio gr~fica dos indiv{duos 
a forn.ação destes blocos po.?la 
analisados ou Po.?la obso.?rvaçio das 
semelhanças e diferenças dos indiv{duos atrav6s dos coeficientes~ Cir 
apres .. :•ntados~ 
E"' i"I:?SUIT!O, aplíca-se A CF' a f i DI de saber COifrO estão 
estruturadas ' quais são ' estão as variavo::·is. as variaveis quE< 
cor r e la•: i o nadas.- quais são não correlacionadasr quais são as que 
apresentam aspectos de contrastes entre os n{veis de participação, em 
que aspectos os indiv{duos se assemelham, em que eles se 
desassemelharu, como se pode agrup~-los em função de suas semelhanças 
e de suas diferE·nças. Do::··Finida con.o un.a transforn.a•;ão lin.::~ar·.- Y=c'X, 
.{. un.a rota•;ão orto·.~onal.- tal quE' o novo •:onjunto do:· variáveis 
satisfaz: 
* as distSncias do espaço original serão mantidas; 
* as novas variáveis são não correlacionadas; 
* os Compon€'ntt:os F'rincipais são definidos •je tal forma 
que Y1 , o primeiro componente tem variSncia 
assin• por diante os outros con,ponentes terão 
decrescE<nte atJ a de Yp que~será a ~{nima; 
, 
max11na~ e 
. . . var1ar .. :1a 
* a dimensão p do espaço original pode ser reduzida a 
um espaço r-dimensional tal que r < P. 
Hotelling(1933) diz que: ''No s•ntido de ir tio rdpido 
quanto É< razoavelmente possível E'RI um dado casa expressando os 
escores dos testes x 1 em 
procedimento ordenado 
sentido de sua exist.?ncia 
propÓsitosr e rejeitando 
um pequeno n~mero de componentesr um 
requerido para selecionar os componentes no 
.- ou de sua import~ncia para nossos 
qualquer um que prove ser de pequena 
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import.Sncia, ou os quais não são clar.:ur,ente- de-finidos pe-los dados. 
Un1a situação análoga surge- no ajustame-nto de curvas E'lliPÍricas. Un,a 
s.?rie da forma 
y = a + bx + cx 2 + ••• 
pode ser ajustada, o nÚntero de terrrtos usado é linlitado pela 
probabilidade crescente dos erros dos coeficientes de arde• superior~ 
e tan.b.?m p.;.la diminuição das contribuições para a vari~ncia total d.;. 
y por estes termos de ordem mais alta. Se uma s.?rie ~ modificada para 
consistir de fi.mçõo?s ortogonais, os coeficientes sucessivos t.?m 
intercorr.;olação zero .. Somente os termos ~ue são si•3nificantes pod.;-m 
sE>r rE>tidos. Uma outra analogia t o uso de o:-quações de regrE>ssão 
o:-nvolvendo mais e mais vari4veis x 1 , x 2 , x 3 , ••• para explicar ou 
pro;:.diz.:-r y, estas são e-scolhidas de- acordo coiJt suas contribuiçõeos 
para a variância de r. 
infinidade dt? 
Estas analogias sug.;.rem que, 
possÍvo?is RtOdo?los do? resolução 
escolhendo E>ntre • 
de nossas vari~veis em 
compon.;.ntes, nós começamos com unt compan.;.nte '{ 1 cuja contribuição 
para a vari~ncia r.;.sidual ~ a maior possível; e que n6s procedemos 
neste caminho dt?terminando os componentes, não excedendo ' n em numero, 
e talvez no::-9li•.;Jenciando aquO:?les cujas contribuições para a vari~ncia 
t t 1 · I t ' r_•,arroar d~- "o o a seJa pequena. s o nos quero?mos ' n • .?toda 
Componentes Principais''. '' 
HotellingC1933) procurou resolvo?r o problema do ndmero 
de fatores que deveriam participar de um processo quando do estudo de 
algum fen8meno de interesse. Assim ele avalia o m~todo sob duplo 
aspecto: o gerenciamento dos significados dos fatores como elementos 
interpretativos e o gerenciamento do n~mero de vari~veis que serio 
utilizadas considerando-se a 
outro lado. ~ significativo 
Re9ressâo Linear para o 
evidenciado que a preocupaçâo 
variáveis e a aná'll.s•: das 
mesmo a sua formulaçro. 
sua participaçlo na variancia total. Por 
observar a influ~ncia da An~lise de 
pr6prio desenvolvimento de CP. fica 
em termos de correlaçâo entre as p 
resÍduos encaminharam os estudos e, at~ 
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Para CHATTFIELDC19801 " Nd prdtica n~o ~ sempre f~cil 
re-duzir 
análises 
de lhe achar um significado tanto que o seu uso fica mais em 
a dimensionalidade dos dados no sentido de simplificar 
posteriores. Por exemplar graficar os escores dos dois 
componentes para cada indivÍduor é um caminho útil 
primo?iros 
para tentar 
encontrar os ''clusters'' nos dados ( ••• >quando efetivamente reduzimos 
a dimensionalidade para dois''. 
Chattfield(1980l ~centua a dificuldade de interpretaçlo 
dos CP concordando com seu uso para a reduçio de dimensionalidade de 
que fala Hotelling. No seu trabalho admite que cada observaçio pode 
ser classificada num grupof para o caso r=2r onde r ~ o n2 reduzido 
dl? CP. A base d•;:•sta concepção está na ot•seTva•;ão da dispo?r'são dos 
dados. Quanto maior a vari&ncia entre as observaç8es. maior ser~ o 
poder de discriminar os poss{veis grupos formados no interior do 
conjunto d•? observaçõ.;;.s. As observações redinrensionadas irão 
explicitar quais os elementos formadores de cada ''cluster''• bem como 
esclarecerão quanto ao ndmero que pode ser formado. Este procedimento 
~ Jtil principalmente naqueles casos em que não se estJ de posse do 
conh.;;.cimento ''a priori'' de uma estrutura dos dados. impossibilitando 
a elaboraçio de estratos com anteced&ncia. Assinr. como os CF' são 
resultado ,je uma metodologia que garante uma 
. . . 
Vd7'ldi1Cld 
.::·staria assegurado unr poder d.::· definir os "cluste;o-s" o?, a partir dos 
coeficientes - ci• de classificar um indiv{duo quanto ao grupo ao 
qual pertence. Os co.:•fi•:ientes aqui referidos são os autov.;;.tores - Ci 
- associados aos autovalores - Ai - calculados a partir da Matriz de 
Covariância I:. Est.;.s coeficiE<ntE<s inforn1anr a contribuição de cada uma 
dci::. p-varit:Ív.;:.is ori•Jinais no CF'r apÓs to::·r passado pela transformação 
de RCP~ Em termos de an~lise o quo? se pode observar ~ que eles 
l;;'v.i.den•:iam as rela•;Ões E·ntr'e as variáveis numa •::--spécie de mensuração 
da participao;ão dE< cada uma. Un1 CF' tanto podE· den1onstrar a E<xist4ncia 
de um contraste entre as p-vari~veis como podE' represE-ntar um peso de 
partl.•:ipação nurrr nP::•smo ç,e•ntido ou direçãoM Quando est.;:.!; PE-SOS So? 
assemelham podem representar um valor mJdio semelhante a m~dia 
aritm~tica" O grau de complexidade destes contrastes pode dificultar 
sua interpretação. No ~::-ntanto posslvel avaliar seu significado 
buscando-se formas R1ais simplificadas 
formas ' ~ o 
d~ 
uso do:-
e-xpr.;ossão 
aprox in.ações 
de-stes 
•:u ja coeficie-ntes. Uma destas 
utiliza~ão foi estudada por Gro:-en(l977) e por Bibby(1980). 
Se·3tmdo ANDERSON( 19;:i8) "[lo ponto de- vista da te-oria 
e-statística, o conjunto Componentes Principais leva a um 
conveniente conjunto de coordenadas e o acompanhamento das vari.ncias 
dos componentes caracteriza suas propriedades estatísticas. Nas 
aplicaçõe-s estat{sticas, o m~todo de Componentes Principais 6 
utilizado para e-ncontrar as combinaçõo?s lin&aro?s •:om a maior 
vari~ncia. Em muitos &studos o:-xplorat6rios o n~mo:-ro de variAveis o?ITI 
consideraç-ão .? muito grande. Desde que são os desvios, nestes estudos 
que mais interessam , um caminho para ro?duzir o ndmero de variAveis a 
serem tratadas 6 descartar as combinações lineares que t~m as menores 
variâncias e estudar somente aqu.;.las com g·rand~:?s variâncias." 
So::- Xr a matr'iZ de dados ori,.:;,inaJsr tem uma distribtd.ção 
normal rflultivariada E•ntão os contornos d•? i~]uais d•::nsidade são 
elips6ides. Neste casor se os componentes podem ser referidos como um 
conjunto de o:oord•::-nadds +?IT! "p" di1nensÕE-s do o?Spa•;or r•::quer-se quE• 
cada ponto represente um indivíduo posj.cionado neste espaço segundo 
•::stas "p" ANDERSON(1958) define como principal finalidade 
da aplicaçâo de CP o descarte de . ' . VarlaV€<15. São consE>rvadas as 
combinaç5es lino:-ares que apro:-sentam variancia mAxima desprezando 
aquelas que apresentarem as menores variâncias, atitude j~ altamo?nte 
questionada pelo valor que os menores, principalmeri~e o dltimo CP tem 
•:?m termos dE'. de •::-stabilidad.;:. e para dr::•t.;:.ctar "outli.::•r". Se·.;;Jundo 
Rnderson(1958) CP tem sua aplicaçio ao n{vel da anJlise explorat6ria 
de dados. ACP faz un.a an~lise do conjunto de dados de uma forma mais 
expl{cita interrelacionando a 
o::-ntanto ficar limitado pela 
originais em estudo. 
informação •:ont.ida nos dados sem no 
correlação apresentada pelas variJveis 
Tamb6m PERESCsnt> diz sobre o assunto que ''A An~lise de 
Con.ponentes Principais e a ANÁLISE rATORIAL são usadas quando o 
conjunto de vari~veis não pode ser dividido em conjunto de vari~veis 
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dependentes e outro de variávE-is independentes. Transforma-se E-ntão o 
conjunto de variáveis em outro de interpretação conjunta mais fdcil 
( ••• ). A Análise de Componentes Principais constitui-se num IMhodo 
para a andlise da estrutura de interrelaç~o de u~ conjunto de 
varidveis aleatdrias.'' 
Peres considera um vetor-resposta onde as direções 
observadas sio a pr6pria definiçio da observaçio. f o seu comprimento 
·que interessa: o CP capta o m~xiruo de variação dos dadosr nurua 
ro?lação do? ordi?IYr dl?•:r.;:.scent.;:.. Esta propri€-dad€< traria condições do? 
diferE-nciação dos indiv{duos. Cada E-strato pode ser definido pelo 
valor dos coeficiE-ntes. Deste ruodo, Peres, define o uso de CP em dois 
aspectos al~m dos que usualmente são dados: for~r~açio dos 
seu emprego na construção de {ndices. Id4ia que, em 
pr~sente tamb4m no pensamento de ChattfieldC1980) e 4 
Mardia( 1975 ). A do::·finit;,.~ão dos "clusters" to:?m por base 
"cluste-r·s" e 
parte, E<stá 
d·:;.fo:mdida por 
a •:apacidade 
estrutu~a de interrelaçio entre as variáveisr captada pela 
vari~nciar to?m dl? separar o grupo d~ dados segundo os d~svios ~m 
r~laç:ão ao ponto o:~nt.ral~ Já a construção de Índico::•s a partir da 
transformaçio CP tem por base a d~finiçio dos autovetores como o 
n{vel de participaç:io de cada vari~vel no vetor-ro?sposta de cada 
indivÍduo~ 
a informação 
Par .a Ben( 1985} 
das I variáveis 
''A primeira Componente Principal resume 
em UJYra Única variável que ' .. uma 
combinação linear das variáveis originais. ou seja que para a unidade 
'd 'X ' ' j a componl?. te e a forma a j· O vetor sera construido de tal modo 
que a primeira compono?nte seja um resumo da totalidade dos dados. no 
sentido dE- se ndniJYrizar os erros quo:- so:- comete ao pretender 
reconstruir - predizo::-r - cada U1Y1a das variáveis originais como função 
linE<ar da primo?ira componente.'' 
autovalor- À 1 r 
Esta obser-vação do? Ben t.:·m por- base a 
definida como sendo aquele que maximiza a 
€'scolha do 
do 
pr-imE-iro CP e a conseqüente escolha do autovo?tor c 1 v associado a ele. 
Isto garante ao primeiro componente a possibilidade de captar o 
- o / 8 -
máximo di? 
Então, ao 
difer.;.nciaçio .;.xiste11t.;. entr.;. os individuas observados. 
reduzir a dinro:nsionalidade encontra-so:;o uma o:;oxpressão 
preditiva baseada num menor nJmero do:;- variávo:;ois, ampliando seu poder 
preditivo e diffiinuindo a margem de erro. 
TOHASSONE< 1987) diz "A Aná líse de 
para descrever 
p variáveis. É 
Conrponentes 
uma tabela de 
unr mÉ-todo com 
Principais ( •••• ) 6 um m..?todo utilizado 
dados; cada observaçio est~ definida por 
base o?Rr análise do:- dados cujo conhe-cirrro:-nto .{. indispensável porquo;. vai 
do:-screver grandes tabelas de dados, em particular aquelas que provJm 
de enquetes. Ela pertence ao ..:Jrupo de nrétodos conhe•:ido pelo nonro? do? 
Análise fatorial cujo objl?tivo é dete-rnrinar d função dl? p . ' . varldVt?lS 
ou fatoro?s. Esto?s fatores so?rvirão para ro?Pro?sentar as observa•;Õt?s de 
uma maneira geralmente mais simples.'' 
A Escola francesa coloca o emprego de RCP ao nível da 
anAlise descritiva ITtultivariada de um conjunto de dados , anAlise 
.;.sta que perrTtite conhecer a estrutura dos dados e que fornece as 
priiTteiras relações que podem ser observadas entre os indivÍduos pela 
participaç~o de cada direç~o avaliada no espaço multidimensional no 
vetor resposta. Este enfoque pode, tamb6ffir ser encontrado em trabalho 
de PhillipeauC1988). Estas estatisticas t~m um cunho descritivo pois 
d~,rr.onstr·am as dir.;:-çÕE·s dos pontos nos planos do tipo 1, 2 além de que 
possibilitaiTt visualizar os agrupamentos dos pontos, enumerando-os de 
forma a identificar os indivÍduos que estio nos mesmos sub-espaços. 
Estudos posteriores descrevendo 
participa•;ão de cada variável 
separação e alocaiTtento de novas 
Para MARDIAC1979) 
a composio;ão do ·Jrupo p,;olo n{vel d,;o 
l.:·vam a formação de critérios de 
obs•::-r va•;Õ•::-s. 
" ( ••• ) Como um prim,;oiro objetivo 
Análise de Compono?nteos Principais busca a SLC ( con.binação linear 
padronizada) das variáveis ori•3ina1s quo? t.;;.rr, variSncia n.áxirrra .. ( ••• ) 
a variância nráxin.a separaria os candidatos, facilitando conside-rações 
sobre diferenças entro? eles. ( ••• )Considerações preliminares aplicam 
em outras si tua•;Ões, ta 1 como a construção de un, Índio? de custos dl? 
vida. Mais geno::·ricamente. a Análise de Componentes Principais olha 
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para algumas combinações Lineares as quais podem ser usadas para 
sumarizar os dados. perdo?ndo no processo tão pouca informação quanto 
possível. Esta ato?nção para ro?duzir a di~o?nsionalidade pode ser 
do?scrita coma uma "parcin1oniosa sumarização" dos dados". 
O grau de participaçio de cada variável nas respostas 
~ mensurado e expresso atrav~s dos coeficientesy ci~ que deste modo 
representam um peso de cada varidvel na elaboraçlo do {ndice. O sinal 
com que se apresenta este peso pode estar indicando contraste entre 
as vari~veis mensuradasy e, como caso particulary se forem todos do 
mesmo tamanho7 positivos, podem representar um valor m~dio do 
indivÍduo se·3undo aqu.;:.les "p" aspectos. 
Esta retrospectiva demonstra que os autores concordam 
em que o m~todo serve para reduzir a dimensionalidade do conjunto 
original de variJveis sem que se perca a informaçio conquistada. Este 
procedimento sumariza toda informaçio original mas ao mesmo tempo 
leva a rt:·duzir os "p" aspectos sob os quais O':* rE"3istros estão sendo 
observados. Para autores a uti li zaç:ão prática dos CF' 
dificultada em muitos casos p&la interpretaçio dos 
preferindo utiliz~-lo como ffi~todo auxiliar nos estudos 
de dados para apoiar anJlises subseqUentes. 
co.::·ficientes, 
E·x p lor·at.Ór ias 
ACP ~ vista tamb4m como um m4todo que permite a 
s~::-paração do? uma .,;~rande rroassa d.;o indivÍduos em "•:lusto:-rs". No 
entanto, para que isso ocorra ~ necess~rio que a vari~ncia entre os 
grupos seja maior que a vari~ncia interna dos mesmos. Mardia(1979) 
define a construção de um escore geralr indicando inclusive o seu uso 
t N ...1 ; _,. qu~ "Jl·t n I> 'f' "' "'· un para a •:ons ru•;ao '-'"" 10•-1lCO::•s ._- pe. Ir a 1 a c c ss1 1caç:ao '-''=' 1 
indivÍduo p.;;.la participa•;io de cada variávE·l original ell, seus r 
primeiros componentes. Neste sentido os coeficientes, ci, revelam a 
contribuição de cada variJvel na formação dos ''clusters'' como 
verdadeiros Índices. Portanto, com o uso de RCP~ 6 possível conhecer 
o que varia de indivÍduo para indivÍduo. 
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Segundo Mardia<1979>~ uma das propriedades dos CP est~ 
expressa da seguinte 
aleatório não são 
ffianeira: '' Os Componentes Principais de uro vetor 
escalarmente invariantes.'' Devido ~ esta 
propried.:H:I'i:', quando não ocorrer uni•jade de medida Única os CP s~:":"rão 
calculados a partir da m,triz de correlaçio ao inv~s da matriz de 
o:ovariância • SE"3Undo Wold< 1978) " ( ••• ) 6 o:ostun1e padronizar as 
varidveis antes da andlise dando a todas as varidveis a m4dia zero e 
vari~ncia um." 
uma n1atr i z Y 
correspond•::-m à 
Com este procedimento pretende-se estar operando com 
apropriadamente escalada, cujos parametros e resíduos 
mesma matriz de dados. 
O descarte das vari~veis pode ser realizado horizontal 
' E possível d•?scartar CF' nâ'o 
contribuição efetiva de vari~veis originais, descartar r variJveis, 
as p variJveis originalmente pesquisadas. Se o m~ximo de 
variabilidade jd est~ cor~tido nos componentes ou vari~veis que devem 
permanecer, os demais podem ser descartados pois nada acrescentam 
para ampliar o conhecimento da estrutura dos dados ~m terffioS de 
r~lações entre as vari~veis enfocadas. 
A r>?du•;ão da di.m.=:•n'.:' .. iona lidad~_:. ocor're e111 dois ' . fllVE<lS: 
a) REDUÇAO DE COMPONENTES PRINCIPAIS- Yi 
ai - Descartar os componento:s com a mo:nor participação na variância 
total explicada. 
R reduçio de dimensionalidade tem por base algumas 
propriedad~s dos CP, conforrr1e ser~ relatado a seguir : 
- a proporç:ro da variação total explicada pelos primeiros "q" 
componentes principais J dada por : 
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pois a "variação total" é dada pelo tr L. uma ve-z que-: 
p 
I: V<Yt>=tri: 
i=t 
V< y 1 ) ~ ~ V< Yp) 
V< y i ) 
R razão apresentada d~ uma id~ia do montante de variaçâo 
retida pelas q primeiras componentes. 
-·Se a 
total 
ntatriz do? 
dE- X pode 
covariSncia de- X tem posto q ( 
ser inteiramente explicada 
p , então a variação 
pelos primeiros q 
componentes principais. 
' e obtido pelo fato de que se o posto de 
t .{. q t os ( p 
nu los T isto 
- q) restantes Àir autovalores de I, 
= o. e neste caso: 
são 
' . . 
E•"y Hq +i = . . • = Ap 
--! 1 
total explicada 
coeficiente de correlação 
Dimensiona-se as perdas 
atrav.{.s de r 2 acumulado. 
--tO 
' e 
da participaçio de cada vari~vel na 
definida a partir do coeficiente de 
explicada calculado com 
entre a vari~vel original xi o 
em 2 r i j,. 
CF' Yi. 
de inforn,ação ocorridas com cada variável 
a2 - Descartar aqueles autovalores que, na relação entre a soma 
parcial dos autovalor€'s e a soma total, não sejam necessários para 
9arantir uma razão de aproximadamente 90 ~. 
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CattelC1966> prop8s um grJfico entre Aj e j~ sempre 
decro:-scente e111 tern.os de valor uma vez que os autova lares são 
escolhidos para maximizar a variSncia do componente nesta ordem att 
' ser a o menor deles. Com este grJfico ~ poss{vel visualizarp 
onde t.;:-rn.ina o 
autovalores e onde iniciam os m.::-nores autovalores. 
desie procedimento pode ser a de conservar autovalores 
de maiores 
A rE"!Wd básica 
qu.::o garantan, 
90% de variSncia total contida nos com~onentes a serem conservados. A 
visualiza•;ão o::-n. termos de 9ráfico auxilia 
de componentes pois permite que se avalie 
a9rupamento e não apenas pela definição do 
casos. pode nio captar amplamente a questão 
dois grupos de autovalores. 
na determinação do n~mero 
os pontos segundo seu 
percentual quer em alguns 
da separação entre os 
a3 - Descartar os componentes que não atir•gemr em seu autovalor. o 
valor Uffir isto ,, Ai ( 1. 
A justificativa para utilizar este critJrio deve-se ao 
fato de que na rr.atriz de correlaçãor Rr a variSncia original ~ 
crii /aii = 1. Como Ai 6 a vari~ncia do CP ir sendo menor do que 1 
está explicando menos do que a variável original sozinha. 
a• - Excluir aqueles componentes cujos autovalores sejam menores qu~ 
a sua n1édia. 
Na prJticaf ambos os crit4rios n~c~ssitam de ajuste 
para o caso em qu~· r .f. 20f isto~ .. o critÉ-rio a• tt?ndo::J a subestin•ar o 
ndmero de componentes a serem conservados enquanto que o crit~rio a 3 
superestimar o ndmero de comrone11tes. não correspondendo a 
necessidade real de dimensionalidade. Tamb8.u, critérios 
necessitam de urua metodologia auxiliar que cons19a avaliar a validade 
do n~mero indicado pelo critério utilizado. 
utilizaçio do grJfico de Cattel. 
Esta pode sE<r 
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a 
as - VALIDAÇÃO CRUZADA 
subjetivo~ as 
informação~ O 
Qualquer um dos crit4rios citados acima ~ um tanto 
•jecisões são tomadas conro a nrelhor forma do? não p.;.rde-r 
posto da matriz de dados tem sido utilizado para este 
fim. A tentativa de encontrar um crit~rio mais objetivo na escollha 
d.;:. "q" r-esulta na d.;.fini•;ão do modelo de Ydlidação cruzada~ Nesto:o 
modelo o n6mero de CP a serem retidos ~ aquele que garante uma melhor 
previsão da matriz Y. 
EastmE<nt .;:d Krzanowski(1982F1983) realizaram estudos 
sobro;;- o 
método r 
m.?todo de v a li dação 
desenvolvido por 
cruzada para a 
Wold( 1976,1978), 
daqueles componentes para . ' ' 1 OS qUd1S e POSSlVo? 
da nratriz 
seleção de 
pressupõe 
r .;;o a lizar uma 
• 
CP. EstE< 
escolha 
predição 
onde: a r B e 8 expressam a parte sisteffiJtica dos dados Yik e Eik 
representam os resÍduos, ou seja. o ruÍdo , parte aleat6ria. Estes 
par~ffietros sio estimados par•a minimizar a vari~ncia dos res{duos. 
A estimação do posto de Y deve considerar o quanto dos 
dados 6 devido l parte sistemAtica e o quanto ao ruído. Assim a 
matriz de dados 6 particionada em 9 grupos sendo que estes. um a um, 
vio s•?ndo deletados ao mesmo t•::·n•ro """' qu•: são substituÍdos por 
valores predj.tos a partir do restante da matri~. Tem-se entio a 
possibilidade de calcular as diferenças entre os valores verdadeiros 
de Y1 e os valores pre•jitos d.;o Yt• no caso, obt.?n,-s..:• (Yi -- 9i)~ o::·sta 
diferença constitui-se no Eik• Ar6s esta comparaçio a matriz t 
recoffiposta e deleta-se outra linha de coffiponentes. percorrendo todos 
os passos enunciados anteriormente. Quando todos os grupos de CP 
passaram pelo processo de deleçio. prev1sao e comparaçio. estar-se-~ 
apto a de-terminar para qual valor de ''q'' o processo desenvolvido 
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apresentou o melhor poder de previsão. 
componentes que garantam o menor res{duo. 
Assim~ serão ret.idos os q 
to - REDUÇÃO DAS VARIÁVEIS ORIGINAIS X; 
O descarte de varidveis originais 4 aconselh~vel tendo 
em vista~ principalmente, dois aspectos : 
1~ Crescimento da pr.::•c1são . ' . dos estimadores nas var1ave1s retidas~ 
22 Reduçio do nJmero 
futuros. 
de vari~veis ' . n.::•cessarlas estudos similares 
b1 -· Ex·:luir •I "'J, as var1aveis com a contribuiçao max1ma nos 111enoro?s CF' 
o méto•jo utiliza(io para 
originais consiste em observar seu grau de participação tanto a nível 
dos componentes definidos para serem conservados como a nivel de sua 
participação naqueles compone11tes 
autovalores. Aquela variAvel que 
que formam o grupo 
apresentar o maior 
de menores 
ÍndicE< d.::• 
part1cipaçâo em Ypr componente corr1 o rr1enor valor de Ar serJ 
d.;:.s•:artada pr·oco?d.;;.ndo-·s·::· da m•::-SJI!a rr,ant-ira .::·m r.::dla·;~ão ao ( p - 1 )-··fsimo 
componente, até que todos os (p- q) menores componentes tenham sido 
investigados e as vari~veis originais tenham sido descartadas sempre 
que não tenham ain•ja sido •jE<scartadas en1 um dos compono?nto?s 
invE<stigados. EstE< procedimento justifica-se pela pr6pria definiçlo 
dos CP. Eles devem conter o m~ximo de vari&ncia em seus primeiros 
q componentes e, nesse caso, a variação dos 
vari~veis que a{ apresentam os maiores Índj.ces de 
autov0tores correspondentes. 
b2 - Proc•dimento iterativo 
dados ~ dada pelas 
participaçio r1os 
Este m~todo é uma variante do anterior. Ap6s haver sido 
descartada a vari~vel X que apresentar o 
o menor autovalorr deve-se recalcular 
maior· coeficiente na CP com 
os CP. 
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processo serd mantida at~ que permaneçam soment~ aqueles componentes 
com as mais altas vari&ncias. Segundo Mardia nio existe diferença 
muito significativa entre os dois m4todosy estudos recentes vªm 
comprovando a 
1972.1973) 
vali•jade d·::-sta afirma•;â'o do autor. 
REDUÇÃO DA DIMENSIONALIDADE NA REGRESSÃO MÚLTIPLA 
(V!?r Jollife 
N·a análise d.;:. re•,;;~ro;.ssão o intt>ro?sso::~ está na estrutura 
d < d"' . -I • I • I e uepen enc1a ~as var1ave1s. Variaveis altamente dependentes 1mpoem 
muita imprecisão nas E<SU.n1ativas ojos coo::-ficientes de re•3ít>ssão. Com o 
objetivo d.;. E>XP licar a variáv.;.l toma-s.;. aquelo?s 
component~s que apresentam as maiores corro;.laç5es com ela. Na 
regro:·ssão mÚltipla, as •:orro:•la•;Õo:-s •:on1 cada variável dependente d•::-vo:•m 
ser examinadas. 
y X~ + E 
onde E ~ N ( o . crzl-l ) E• H , -· I 1 1' EstE" ""' r e•:or ;·· t?n tE·,. pois os •::·r r os são cor r"" la c i onadt1s. 
Dado quE" os coeficientes nos CP t~m um significado em 
termos de participação das variáveis originais X, pode-se expressar a 
regr.;:.ssão dE• CP coll10 s,:;-ndo~ 
W - XG : transformaçio ortogonal dos CP 
a::::G'rLGG':::I 
Assim, dada a sua ortogonalidade, o descarte de alguns 
componentes. supondo que os Últimos ai sio identicamente nulos, nio 
altera os estimadores de mÍnimos quadrados &i . 
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Breve refertncia ao comportamento assintdtico dos CP 
da construção dos componentes A base principal 
principais está na utilização dos 
R matriz de covari~ncia E J uma 
autovalores e dos autovetores de I. 
matriz positiva definida com a 
informação da . ' . var1anc1a populacional e. como salienta Mardia<1979}y 
sem a suposiçio de normalidade dificilme11te conseguir-se-á encontrar 
a distribuiçâo assint6tica das raízes características e dos vetores 
associados a elas. Se os dados amo~trais são provenientes de uma 
popu la•;ão com N---H:o, os autores prefere1T1 assumir os autova lor·es 
e os autovetores associados da matriz de covari~ncia amostrai S 
não como estimadores, ' ' Àp, mas como os proprios autova lares 
À 1 T T Àp 0 
Com base na suposição de que 
multivariada utilizar-se-~ 
X uma nor1T1a 1 
* S como o estimador de E 
liE as raízes de s -· di 1 O são os estimadores de ;i 
H matriz . ' . covar-1anc1a E pode ser reescrita como 
onde r 4 uma matriz ortogonal com tii > O e O 4 uma matriz 
diagonal com &1 ~ ••• ~ 5p. R representação 4 dnica se as raízes ~i 
são todas diferentes e não existe tii nulo. A matr·iz de •:ovari.Sn•:la 
amostrai S pode tamb4m ser representada por C'D C e a representação 4 
Jnica com probabilidade 1. Se a representaçio populacional 4 assumida 
como Jnica, C 4 o estimador de mAxima verossimilhança de r e ( n/N )D 
4 o estima doi" de 1nAx in1a v·~·rossinli lh.an•;a do? O . 
entre s1, os d·::·svios (di - Ai) e (c i 
normalmente distribu{dos. 
;) sio assintoticame11te, 
Se as qr Jltimas raízes são asssumidas como iguais 4 
outro caso em que se pode tirar uma posiçio com base nessa suposição. 
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Utilizando a ffiaior das menores para testar • hipÓtese de 
i9ualdade das raÍzes populacionais tem-se quo? a distribuição 
. t 't . j . j ' ' l t ' ass~n .o .~ca 'a ma~or ,-as qr mo:-nores ra1zes o:- norma e nes e caso o? 
possível qu.;:oro::-r determinar s.;;- o::-stas raÍzE-s são pequenas o suficiE-nte 
par~ quo? os componentes correspondentes sejam descartados . Um teste 
visando conhecer o?sta suficiência .f. dado pela razão da "vari&ncia não 
explicada'' pelo total 
que uma fração f. 
• isto .f., quer-se d.;;·te.:-tar se o?la não . .f: maior 
para algum q e que pode ser testada atrav.f.s do valor amostrai. onde 
p 
L di - f 
q ·1-1 
p q 
- L di - f E 
qh 1 
= 
p 
L d; --
' 
p 
di ·- f E di -
qt1 
p 
+ ( 1 - f } .,.. di 
qh 
o qual .f. assint6ticamente normal. 
Se9un•jo Krzanows~;i( 1985). ~.?lfl ACF' não existe nenhuma 
estrutura imposta a priori na matriz de dados ori9inais e ela .f. 
tratada silltP lesrnE·ntt? como unta dispersão do::• n pontos E•m v dimensÕE-s • 
Olha-se para uma rotaçio dos eixos tal que a . ' . var~an•:J.d to ta 1 das 
proj•:"•;Ões dos pontos no primeiro •::-ixo .{. um máx :i.mo. a do se·aundo '"'ixo 
6 ortogonal para o primeiro ~ cont~m tanto quanto possível da 
vari~ncia remanescentet e assim por 
Krzanowski~ a estrutura nio est~ sendo 
diante. Mesmo assim. diz 
considerada. Hotelling(1933) 
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considerou apenas os sistemas de COI~ponentes normalmente distribuÍdos 
e os conjuntos de dados que tem o quarto momento nulo. Esta categoria 
de informações possibilita o estudo do ~omportamento assint6tico dos 
autovalores e autovetoresM 
TMW.Anderson(1963) fez um estudo sobre a 
assint6tica de CP para dados calculados a partir de uma 
covari~ncia amostrai quando as observaç5es prov4m de uma distribuiçio 
normal multivariada CUJa matriz de covari&ncia tem autov~lores de 
' multiplicidade arbitrJria. E possível 
reduzida de ~ para r tal que r < p, 
sio iguais e aproximadamente nulas. 
SE' 
que a dimensionalidade seja 
for provado que (p- r) raízes 
No caso normal, considera-se importante o uso de duas 
aproximações das quais David Tyler<1983) faz 
artigo. J"an1es( l960) fo:=·z 
pr>?cursores na que~,tio 
~:·studos que 
da d.::·nsidad•:-
p od12rr1 
conjunta 
amostrais e G.A.Anderson (1965) de1~onstrou 
refer&ncias em seu 
ser 
exata 
ccmsiderados 
das ' ra1zes 
densidad•:- tE•m 
funçio hipergeom?trica. Estes serviram de base para a formulaçio dada 
por MuirhE>.ad( 19l8)r el~;· verifi•::ou que a funçio hiperg~~Oil1•?tri•:.a da 
densidade J assintoticamente normal. 
Outra aproximaçâo foi 
Girshick(1939) e T.W.Andeorson(1963) 
apr~~sentada pr imE·ir·amente por• 
expansio das ralzes amostrais em torno da 
populacional .. TylE<r( 1983) • propos uma 
são estirr1adores 
I">?Sumo refere-se ' • 
classe 
"affine" 
. . . 
covar1anc1a 
est in1adores 
invariantE-s r 
assintoti._amente normais 
invariância. 
possuindo c•:ortas 
F'ara a "po;·rfol'lr~<'Hl•:e" do::·sta classe dE· .;:o-st.imadoresr TYlE-r 
propos matrizes aleat6rias sim4tricas esfericamente invariantes. 
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Estas matrizes, Zn~ satisfazem as seguintes restriçSes: 
( 1) A distribuição d•? 
transfarmaçâ'a Z0 ---+ Q Z0 Q' p_ara qua lquE·r 
' Zn e invariante 
Q ar t a·3on a 1. 
( 2) Z 0 z distribuição onde Z 
multivariadc .. 
sob 
nor·mal 
Os estiruadores M-affine invariantes foram definidos por 
Maronna( 1976) .:on,o estirr.adorE·S d•t· Jo•:a•;ão e •:k· dispers=,~i'o .. 
SE·j a 
Y1 , •••• Y0 amostras aleat6rias do vetor Y distribu{das 
elipticamo;:-nto?. 
n ·-1 l: u' (di ) ( y . -· ~n) = o J. 
i 
n-1 ~ u" ( dj_ ) ~ ( )'i - l-1n>':: Sn 
i 
ond·~· diz::: <>'i- f-1n)' ~n) 
u 1 e Uz são funções que satisfazem as suposiç5es gerais 
feitas por Maronna(1976). 
Então 
C f-ln• S0 ) sio estin1adores dos parAmetras ( }-1, E >. 
Maronna(1976l mostrou que n 1 / 2 (80 
distr-ibuição sendo que N t•:;onl uma distribuição norn.al 
n1•?dia z>::·r'o. 
-Ll --t N 
lliUlt.iVcH'iada 
0/2!0 
com 
Tyler(1983) demonstrou que 
das raízes d~ S0 ~ ~ncontrada sob a 
alternativas locais d~ raízes mdltiplas. 
''a distribuição assintdtica 
seguinte seqU~ncia de 
c=· i E 4'r ' r ( ,, 0 1 1 2 ( Àj ( Lo ) - r IIIz [} } __, di• i E "'"' rm,n -- co • J. E 'I' r ' r ) "' 
ondE< \P 1 • ' partição do conjunto Ci, p} ' 'l'k ~ uma ' conr 
1 (nr) + 1• Í(m) + q(nr)-1)) E• r nr, ' n e a 
A;< ~ ~n ) sobrt• i E "'"' ' isto 
implica que Àj( Z:n) __, 1 s~: .. 
Àj( I:n) 
i E "'"' 
e qUE' ;: d; - o. 
i c "'"' 
Jonsson(1982) realizou estudos sobre teoremas limites 
para autovalm'.::•s da matr·iz d·~· o:ovariSnci~1 amostrai guando a dimr-:·nsão 
da matriz assim como o tamanho da amostra tende a infinito. foi 
utilizado o m~todo dos momentos como limite da fllnção de distribuiçâo 
acumulada dos autovalores amostrais. Atrav6s desse m~todo concluiu 
dos autovalores, o k-6simo posto k = 1 ••••• m ~ 
assintoticamente normal. 
Dauxois. Pousse e Romain(1982) atrav6s de um estudo 
sobre a teoria assintótica da função de um veto'' aleatório para a RCP 
"A ACF' de unr processo 
infinito-dimensional~ portanto o uso 
.{. do;.finida 
da t.: .. oria 
num .;.spaço linear 
de matrizes .{. 
imposslv~l. Cons~qU~nt~m~nte duas dificuldades aparecem: a primeira 4 
dE"vida à dim€-nsão e a segunda para o fato que- o processo pode não SE<r 
um ~nico escalar " Neste trabalho foi 
dualidad0'' onde qualqu.;.r espaço Hilbert e seu dual 6 identificado. 
F·ltrav~f.s d.::•l.::·. foram f.;: .. itas- algumas apli•:a•;Ões para a Infer~ncia 
Estatística: •::·sb.n.a•;:ão no pont.o; intr-:·rvalos do? confiança para o 
principal valor, para a vari&ncia total. 
0/21. 
* Com estes resultados foram constru{dos testes para a 
razio da vari~ncia explicada e para o principal fator. 
* lylerC1983) apresenta a hipdtese de que um conjunto 
de vetores cai no subespaço expandido por um prescrito subconjunto de 
vetores CP para uma populaçio normal. Os testes sio derivados para o 
subespaço expandido por um conjunto de vetores CP que a matriz dos 
valores do estit{stico tem uma distribuiçio assintdtica Wishart. A 
suposição de norma lida de neste caso não é tão r-i·3orosamE·nto? obsE·rvada 
quando do uso da matriz de covari~ncia amostrai. Novamente Tyler 
busca a generalização para qualquer estimador de dispersio M-affine 
invarianto? para populações .:-l{pticas. 
N< O .1 ) m•: .. smo 
Wishart. Elo? 
Silverstein<1984) comprovou que M11 converge para uma 
em casos e1~ que a matriz nâo 4 um caso de matriz 
fez estudos dos teoremas limites para autovetores de ma-
trizes de covari~ncia de grande dimensão 
BoenteC1987) demonstra que'' A distribuiçlo assintdtica 
dos autova lares da 1J1dtriz de- dispersão 
em 1976 ~ dadd quando as observaçSes 
robusta proposta por Maronna 
provÉ-m de uma distribuição 
vetor cara•:terístico são os elipsÓide. Os elementos de cada 
coefici.;:ontes de un1a versão robustificada dos Componentes Principais. 
D~ uma definiçio para a eficitncia assint6tica destes estimadores e 
avalia sua influ4ncia na curva. O problema de maximizar a efici4ncia 
da curva 4 resolvido,. No entanto os estimadores são Ótin,os sob- a 
suposição de distribuição normal n1ultivariada". 
RuymgdartC 1981 ) apresenta umd ACP robusta para o caso 
de funçio de distribuiçio bivariada. O ponto de partida sio os 
estimadores robustos para a dispersio no caso univariado estendido 
para a estrutura bivariada. ''Ao lado da continuidade funcional 
definindo a direção de un1a aceitável mo•jifi•:ação no eixo principaL 
prova a consist~ncia da seqU~ncia correspondente de estimadores'' 
Novamente estes restjltados são estabelecidos sob uma 
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normalida,j.;- assintótica atingida sob r.;-stri•;õt?s adicionais ond.::o a 
s.:-qu>tncia .{. composta d.:- al.:-atórios identicam.:-nt.;;. 
distribuÍdos em alguma função no espaço. 
Para os casos de nio-normalidader diversos .:-studos 
foram realizados com a finalidade de conhecer o comportamento dos CP. 
SugiuraC1976) derivou uma aproximação subassint6tica 
para a distribuição das ra{zes amostrais a qual foi utili~ada tamb.?m 
em casos para os quais o quarto momento ~ não nulo. 
Wat.;-rnaux( 19"16) e David( 19'76 ), P•?!:,guisando • 
distribuição assint6tica 
covari~ncia amostrai em 
das ' ra1z.:os 
populações 
caracter{sticas da matriz de 
não nor'IT1ais,. utilizaran1 e·sta 
aproximação. Mais recentementer Fujikoski( 1980l e11contr6u uma 
d:i.st.ribui·;â'o suba~>sistótica para o •:aso não noi"mal,. s~:·ndo que este 
estudo considera tio so1~ente os casos de raízes distintas. Isto 4, se 
li • raiz caract>::·{'Ística dE• S t?ntão O < li < < lp. Wat>?rnaux 
(1976) realiza um estudo e comprova que retiradas de normalidade 
afetam a distribui•;ão das raízes •:aractE<rÍsti.:as d~.:- S. A teoria 
assint6tica e os resultados amostrais indicam que esta distribuiçio 
aprE<sent.a n lt.E•raçÕE<s consid~?rando-se os quartos cumu lantes não nu los 
da populaçâ'o par.:·nte. Esta ~ consist.:onte •:on1 outros estudos sobre 
robusto::..:~: de o?statísticos n1ultivariados Mardia( 19"71) 
LayardC1972T1974) para o teste do? igualdade das matrizes de 
Em aplicações tal como ACP e Rn~lise Fatorial,. sio 
r•::.-a lizados t.~,st"?s U<E--ando os 1\'rOIIP'i.<ntos assintóti•:os derivados para a 
populaçio normal nrultivariada .. Estes testes sio incorretamente 
empregados quando se trata 
para coi"reções que podem 
cumulamente nio nulo .. 
d•::- populações não noi"mais .. Ex ist€'11'1 
ser aplicadas para o caso de 
estudos 
quarto 
WaternauxC1976) desenvolveu o estatístico Wq para 
testar hir6tese de igualdade de ''q'' raÍzes características da matriz 
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de covariSncia. O que 
robusto para retiradas de 
distribuiç5es d~ caudas 
foi observado 
norma lidad+::o e 
longas. Outro 
desenvolvido e estudador p~ra o caso de 
espaços de dimens5es mais reduzidas. 
neste estudo é que Wq não /:: 
nao pode s~r utilizado em 
estat{stico W *q foi entior 
distribuiçõe-s elÍpticas o:-m 
UMA AF'LICAÇÃO DE ACP EM ANÁLISE DE DADOS DE SOBREVIVÊNCIA 
Se')undo RAO( 1965) 11 O n.étodo de Componentes Principais 
t&m se mostrado um dtil instrumento para resolver o problema d~ 
i1jentificaçio d>? fatores essenciais afetando os resultados dB um 
trataruento m4dico.•• Coru este pressuposto Danielyanr Zharinov e 
Osipova (1986) empregaram CP para a identificaçio e interpretaçio das 
vari~veis segundo a participaçio das mesmas atrav~s do grau dos 
coeficientes associados a cada uma delas. Pretende-se delinear os 
principais fatores relacionados com o tempo de sobrevivtncia dos 
pacientes portadores de c&ncer cervical. O tratamento estat{stico 
adotado deve servir para selecionar os fatores que exercem as maior~s 
influências pelo Índice dr;:. parti•:ipação nos componentes. 
A matriz de dados originais 4 composta de 12 vari~veis. 
Este conjunto de vari~veis contemplam três aspectos: a caracterizaçio 
do paciente, do tumor e do m~todo de tratamento. Ao todor 603 
pacientes com • cancer- foram obsE-rvados estas 12 
variávt-1,iSr pacient•?S r::,stes subm~_,tidÜ-s a tratan.entos de to?rapia dt? 
radia<;â'o no "CE,ntra 1 F:e!:;.•::-arch Insti tu tE' o·f Roentgenology and 
Radiology " 
Com a aplicação de ACP o conjunto de vari~veis passou 
por uma redução de sua dimensionalidade e 4 Componentes Principais 
foram selecionadosT tendo sido considerados suficientes com sua 
participação dP 63% na variação total. 
A1 , autovalor 
A análise dos coeficientes, autovetor c 1 assoctado ' a 
de Y1 o primeiro CP demonstrou resultados um tanto 
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surpreendentes: os fatores com os maiores coeficientes em Y1 slo 
aqueles relacionados com a pr6pria doença enquanto que em Y~ o 
segundo CP evidencia principalmente os fatores relacionados com o 
tratamento. Uma vez que Y1 concentra o m~ximo de variabilidade pela 
pr6pria defini~io de- ACPr pode-se atribuir neste o maior poder 
discriminatdrio para os pacientes aos fatores bioldgicos que 
caracterizam a situaçâo do organismo do paciente quanto ao tumor. 
Se,.:~undo o Ilanielran allii< 1986) "ApÓs estab.;ole<cE<r 
quais fatores iniciais entram linearmente neste Componente Principal 
e com grandes pesosr o m~todo permite interpretar o componente como 
um fator generalizado retirado por grupos de caracter{sticas as quais 
slo mais significantes para a previsio dos resultados da terapia de< 
radiação .. 
quadi"O os r<?su ltados 
Componentes Principais selecionados quando da 
dimensionalidade de p = 12 para q = 4: 
Tabe-la n! 1 Matriz d .. fator .. " Caract~ríatic:oo;; CoPt?on~nte-s Prin.cipaia 
( 63% da variaç:Oo l 
COHF'ONENTES PRINCIPAIS 
' " "' " " ' " ' 10 ' 9 ' '. Ida dOi!' '"' pach·nt"'s 0.05 -0.20 -0.79 -0.20 '· Tipo bi!itolÓ9iCO O o tumor -0.01 0.06 -0.2<1 0.01 '· EatS9io " doença 0.71 -0.12 0.37 -0.15 '· VolUiflfo do tu111or o. 73 -0.25 0.36 -0.15 '· T ... IIIPO doubl1n9 o o tu11or -0.60 0.13 -0.05 0.19 •• DosE- ,. irradiaç:Io intracavi- -0.15 0.82 0.03 -0.19 
tár ia 00 ponto • 
7. IIO!ifo combinada o. irr.tdiaçio -0.13 o.ao 0.07 -0.<12 
o o ponto • •• Dose- ,. irradiação re-J•ota 09 0.079 0.35 0.15 -0.51 
ponto • •• Dos~ inte-9ral abo;;orvida 0.022 0.04 -0.06 -0.82 
lO.Razio ,. attvidadll' e-ndocE"rvt- -0.02 0.67 -0.10 0.13 
cal/Endovaginal 
11.T.,..,po ,. f;,lha -0.87 -0.05 o.zs -0.20 
12. Te-mpo ,. r.,.corr.lincta -0.89 -0.05 0.27 -0.17 
- O I 
dos quatro 
da 
As conclus5es do trabalho deffionstram uma import~ncia 
fundamental das caracter{sticas biol6gicas em primeiro lugar e do 
tipo de tratamento, dose e local de irradiaçâo realizada em segundo 
lugarT para a sobreviv&ncia dos pacientes com esse tipo de tumor. 
Assim estes autores utilizaram ACP para detectar quais 
os fatores determinantesT em primeira inst~ncia. na previsâo do tempo 
de sot•reviv&ncia dos pacientesr sendo o grau de importSncia mensurado 
pelo peso dos coeficientes nos primeiros CP. Neste caso, ACP al~m 
de fornecer elementos para a reduçio da dime11sionalidade original 
(p = 12 para q = 4, garantindo 63 /. dt:? variação total explicada) 
foram utilizados os coeficientes como elementos determinantes na 
1 - j . • . se eçao re var1ave1s para cornpor a análise previsiva a 
doen•;a r e Ja'tada. 
I NTF<ODUÇAO 
A aplicaçâo dos Coffiponentes Principais - CP implica e1h 
acompanhar e avaliar• COlhO determinadas mudanças n.as 
pr·ovocan1 ,~ .l.tel~•'ii•;Õ.:;,s no!~ 1'•::·~::-u ltado~5 do lf1É-t.odo r isto 
Efetivamente. nio interessa s6 conhecer a sensibilidade do prdprio 
ruJtodo de An~lise de Componentes Principais ante a presença destes 
elementos perturbadoresr bem como interessa saber como ela pode ser 
utilizada no processo de identificaçio dos elementos perturbadores. 
Estes elementos perturbadores decorrem possivelmente da mobilidade na 
populaçâo-alvo. do uso de amostragem gerar o conhecimento da 
estrutura de variaçio dos dados e a estimaçio dos rr6rrios resultados 
de RCP a partir de uma Matriz de Covari&ncia amostrai. ocasionam 
mudanças 
d•õ•scart':'' 
si•Jnificativas 
de vari!veis de 
na variabilidade. 
interesse que podem 
R pn:Srria s.;-leção e 
flutuar l medida em que 
t 
• . o empo avança,. a1- cnam a um aprofundamento no 
o::·studo das p-:-ri:.t! baç:Ões que apresentam os coeficientes quando 
sujeitos a estas s1tuações. 
Qual a sua estabilidade? 
Qual J a sua estabilidade nestes casos? 
Como detectar se foram ou não est&veis? 
Entender o comportamento dos Componentes Principais ~ 
um tema que gerou diversos estudos buscando. pri11cipalmente, a v a lia r 
o efeito na var1~nc1a, de arredondamentos dos coeficientes e de 
zer~-los. Green(1977) e de Bibby(1980) pesquisaram as distribuiç5es 
lirrd.tes par·~" variSncia nos casos acima. Mas,. 
comportamento dos coeficientes em funç:âo de pequenas retiradas de 
otimalidade na vari~ncia, de arredondamentos dos dados originaisT da 
"out liers" preocupa muito mais pois na maioria dos 
casos, mesmo se tratando de a1~ostras provenientes de populaç6es com 
N ----t c•:~, os resultados dos Compon~;·nto::•s F'~'incipais s.;:.râ'o infl?~'idos a 
perda dl? otimalidade na variSncia 4 um 
fator a ser muito consid~?rado. As interpreta~5es serio feitas a 
partir destes coeficientes, portanto, ~ necess&rio conl1ecer a sua 
estabilidade. Krzanowski<1984) propÓs uma medida dessa estabilidadew . ' . charr1ada Analise de Sensibilidade e que devera acompanhar a A11alise de 
Componentes Principais. 
2 
Avaliar-se-~ as formas de mensurar a 
observando o comportamento destas tJcnicas e sua 
estabilidade, 
capacidade ,je 
analisar a estabilidade dos autovetores em dados provenientes de 
desconhecidas mas com um tamanho 
bastant~ grande, tendendo a infinito. ÜlJtros estudos que estio sendo 
apresentados envolvem a presença de ''Outliers'' na amostra e sua 
influ&ncia nos coeficientes e a questio dos arredondame11tos. 
F' ara avalia r a solidez destes esclarecimentos seria 
empregadas t~cnicas de simtJlaçio ut1lizando os diferentes tipos de 
alterações propostas neste trabalho. Apcis a geraçâo de dados com os 
diferentes casos de interesse, ser~ aplicado o rn~todo de ACP para 
>?studar o de seus coeficier1·tes frente ' a estas 
perturbaç6es. Algumas conclusões poderio ser tiradas qua11to ~ 
0stabilidade dos coeficientesr Ci• quando se verifica qualquer 
perturbaçâo, seja na vari&r1cia com pequenas retiradas de otimalidad~ 
na matriz de covari~nciar seja pela presença de ''Outliers'', seja pelo 
uso d~ Arredondamentos nos dados or191na1s. Entre a~ situaçBes 
observadas, poder~ ser percebido, em especial. o comportamento do 
primeiro !:ornponente Pr·incipal quar1to ~ sua ·estabilidade. quaisquer 
que s~jam as alteraç5es que forem procedidas. O 61tirno Componente 
Principal parece ser um elemento chave na An~lise de Sensibilidade. 
na id·::·ntificação de "Outli>::·r·s"y o::· ptin•:ipalm•:·nt~:· na obs•.:-tvaçio do? sua 
estabilidade quando ocorreram perturbaç8es na vari~ncia de um tamanho 
máxuno E. 
Apresentar-se-A um estudo com dados coletados numa 
indtÍstria d!7.· produ•;:á\:.~ d•.:· balas cOifp::·~::.tÍvel.s. Trata·-se do? U1T1a aplicação 
de Componentes Principais cujo objetivo ~ analisar os fatores que 
interferem na qualidade do produto final para reduzir perdas no 
processo produtivo. Dois aspectos sergo enfocados neste estudo: a 
an~lise de· fatores ambientais interagindo com a umidade da bala e o 
e~tudo lat•oratorial das condiç5es da massa em termos de doçura. 
Acidez e umidade. Uma aplicação en1 ter·mos de AnAlise de Componentes 
F'rincipais--F~•?·Jr'~"ssão pod<2 ampli<H' a anális~=· dos fatoro;;·s E•!T1 discussão. 
Estas aplicaç5es devem ser acompanhadas de uma Rn~lise de 
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Sensibilidade. Verifica-se, aSS1ffi, na prática a aplicabilidade da 
t~cnica de an~lise de Sensibilidade. Os componentes ma1s sens{veis 
nio sio sempre os mesmos apesar de haver uma forte tend&ncia em 
apresentar o 1~ e o dltiffio Co~ponente Principal como os mais estáveis 
e os componentes intermedi~rios como os mais perturbados. 
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CAPÍTULO 1 
O ESTU1JO DA SENS I B I L_ IDADE DOS 
COMPONENTES PRINCIPAIS 
V~rios m4todos de An~lise Multivariada, AnAlise 
Fatorial, AnAlise Discriminante, AnJlise de Componentes Principais, 
utilizam uma transformaçio linear do tipo Yi=ci'X. A semelhança entre 
elo::-s está na •:escolha de uma funr;ão V, a par-tir da qual serão 
calculados os autovalores e os autovetores. Na sua grande maioria 
estas fun•;:Ões são quadrJticcs em c. Se•,3undo Krzanowski( 1971) "Sua 
otimização lE-va para a solu•;ão de uma equação dE- autovalor/autovetor, 
onde cada autovalor leva o valor d.;. V à um ponto l?stacionário e o 
corrl?spondente autovetor providencia os coeficientes apropriados.'' 
Um modelo estatístico para o estudo de um processo 
•?nvolvendo p RCP que possibilita a redução oja 
dimensionalidade do conjunto de vari~veis que estio sendo estudadas e 
sua recomposição, apresE-ntand() o grau e a forma de parti•:ipao;:ão oj.;:. 
cada vari~vel no vetor respostar permite que seja interpretado o tipo 
de informaçio contida elh cada CP. [la{ a responsabilidade do 
estat{stico em aval.iar se pequenas alteraç5es na estrutura de dados 
correspondem ~ alterações nos coeficientes afetando a ir1terpretação 
dos mesmos. As decis5es serão talhadas a partir desses resultados. 
Muitas interpretaç5es são realizadas sem avaliar com rigor a 
sensibilidade do m.?todo no caso de ocorrerent perturbações nas 
•:ondições- id-::·ais d.:· sua aplicação. 
Alguns conceitos b~sicos sio definidos elfl funçio de 
favorecer seu emprego no decorrer do texto. 
O mo6todo gu€' 
SE-gundo Anderson(1984) '' 
linearizadas de variáveis 
em termos de vari&ncia.'' 
serve de base para este estudo ~ ACP. 
Componentes Principais são combinações 
aleatórias que t3m propriedades especiais 
Trata-se, basicamente. 
estabilidade~ perturbações em RCP. 
de ""' 12studo sob;· e a As pprturbaç5es sio elementos da 
estrutura de dados, conjunturais ou 
condiç5.;.s id,;:.ais ar licaçio do 
impostosy 
1n~todo. 
que modificam as 
•:ontt:?x to, 
sensibilidade~ o reflexo que os componentes apresentam frt:?nte b 
ocorrtncia de elementos perturbadores. Assim um componente est~vel 
' .v A • j t ~ sera aquele que nao se alterar com a ocorrenc1a re per urbaçoes. ou, 
entâo, apresentar mudanças estatisticamente insignificantes. 
Entre os elementos que podem afetar os resultados de 
ACP, foram selecionados os seguintes: 
* ARREDONDAMENTOS 
Algumas vezes para favorecer a anAlise dos dados 4 
necessArio fazer uso de aproximaç8es. Esta atitude produz uma 
modificaçgo na estrutura de Yariancia. Qual a modificaçlo que esta 
mudança provoca nos CP? R perturbaçlo pode alterar significativamente 
seus coeficientes? Em que casos isto vai ocorrer? 
* Pf<ESENÇA DE "OUTLIERS" 
"out li.;:.rs" Pi'OYO•:a 
variabilidade dos dados. Como os CP se comportam neste caso se sua 
estrutura estA definida em funçio da anAlise da concentração e 
disper'são das informações ? Se os CP são sensÍv•::·is à pres•: .. nça de 
"outlio?rs"y quais 
estabilidade? Como 
utilizada em ACP? 
os ma1s sensíveis. 
s•::nsibi lidade 
' * MUDANÇAS NA VRRIRNCIA 
Quais os que apresentam maior 
aos "out lier~," ser 
Quais as mudanças que apresentam os CP quando a 
variancia apresenta perdas de tamanho mJximo E em seu valor real, 
implicando numa perda de otimalidade? Quais as alteraç8es nos 
co•::•ficient.s·s quando as pertur·baçÕ•?S são do tipo aun-~~~nto ou din1inui•;ão 
da variSncia? Existe uma forma de 1~ensura~io destas alteraç6es para 
avaliar seus efeitos? Quais os CP que apresentamr de um modo em 
geral, maiores alteraç5es nesse caso? Quais os componentes que slo 
m.: .. nos s•:~nsÍv.;;-is à p.;--rturbações desse gênero? Como realizar a Análise 
de Sensibilidade em cada caso, simultaneamente, com a ACP? 
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1.1 REFERfNCIAS BIBLIOGRÁFICAS SOBRE APLICAÇÕES E EVOLUÇÃO DE CP 
ACP t8m sido aplicado com efici~ncia em muitos campos e 
com as mais diversas finalidades • Alguns artigos foram selecionados 
•:on. a finalidadE" do;. acon.panhar a •:ontribuição gue o?stá so:-ndo dada com 
vistas ~ evolução da aplicaçlo de ACP. A Análise de Sensibilidade de 
ACP deve considerar seu emprego e sua evoluçiow uma vez 
procedimentos cl~ssicos podem j~ estar superados. 
qu.;:o a 19Uns 
' 1.1.1 ACP EM METODOS DE CONTROLE DE QUALIDADE 
Jacks0~( 1959) utilizou • ACP para m>?lhor<:~r • 
determinaçgo dos n{veis de Controle de Qualidade de um processo de 
produ•;ão~ D•::-sta fDr'líld pro;-t.;;·nd•: el.;:o ampUar os níveis d.;;- aplicação da 
estatística T2 de Hotelling. R interpretaçio dos coeficientes, c 1 , 
apresentados pelos CP encaminha a um tratamento estatístico posterior 
e~ uma an~lise da representatividade dos mesmos. 
JacksonC1959) '' O m4todo de Componentes Principais 6 
introduzido tanto como um m6todo de caracterizar um processo 
multivariado assim como um instrumento de controle associado com os 
procedi111entos de control.;:.." A <~uestão principal qu.;;• se colo•::a É- no 
processo de produçlo. ''O processo estA sob controle?'' Esta questâo 
nio corresponde na maioria dos casos a avaliar o comportamento 
univariado dentro das linhas do controle. Na verdade, quase sempre 
duas ou mais vari~veis precisam simultaneamente estar sob controlew O 
que comumente se entende por isso ~ a observaçio simultSnea do 
comportamento das mesmas em dois ou mais gr~ficos de controle, 
construídos a partir das observações feitas. Isto ~. observa-se 
comparativamente comportamentos univariados. Como 
''fora do controle'' especificado pelas 
controle. individualizadas por gr~fico? 
construir o ''fora de controle'' conjunto do 
Er não só 
coin•:idir 
linhas 
isso, 
• 
CO !TIO 
caracterizado 
considerando simultaneamente o mesmo nas p direç5es? Entio poder-se-~ 
considerar Uffi ponto como fora do controle quando o processo estd 
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exatam~nte no padrio estabelecido. O tipo de erro que se estabelece~ 
' no:ostE· caso, .:aract.::·riza un.a falha onde .:-la 1'€-aln•o?nto:- não .:-xisto:-. E UR1 
erro do tipo I, cujo valor mAxi~o pode ser pr~-fixado num tamanho a. 
Considerando para cada variJvel do processo p-dimensional, o = 0.05, 
o tratan.ento univariado, sendo p=2, _faz com quo::• a probatdlidade ,j.;. 
que o ponto est.;.ja sob controle em ambos tenha efeito multiplicativo. 
Pode-se considerar a independ$ncia das observaç5es neste caso, por 
isso P[ <X 1 EI 1 >n(X 2EI 2 > J::: F'(X 1 EI 1 ).f'(XzEI 2 >, on•jE< Xi: variável e 
Ii:regiâo de controle, i:::1,2 e como tal obter-se-á 
(0.95)(0.95)=0.9025 elevando dessa maneira a probabilidade de Erro 
Tipo I para aproximadamente 10 %. Este tipo de erro, portanto, cresce 
com o crescimento da dimensionalidade levando as conclusões obtidas 
ao des•:rédito. 
Jackson(1959) prop8e o estabelecimento de uma regiio 
definida a partir da rotação dos eixos ·~· que dE•ixa qualquer 
ponto ~.;.m seu 
r•::·a lidad•2 urr.a 
p E· r í rflet r· o 
rotaçâo 
.,: .. quiprováv.::•l. 
ortoo;~onal 
A 
qu~::· 
rota•;ão dos ' e na 
p.;;·rmi te- o 
varic{v~:·is, ainda qu.;;. altc11l!ent.;;. .:orrE•1a.::i.on,;P::Ia!e, pois o?sta rota,;ão l•::·va 
l varidveis nio correlacionadas. '' O eixo maior ~ chamado de linha de 
soma de quadrados regressio ortogonal em que ~ minimizada a 
perpendiculares a esta linha. O comprimento 
igual a J A1 T2 a e o comprimento do eixo menor 
onde A1 e ~ 2 sio ambos ra{zes da equaçio : 
do semi-eixo maior ~ 
~ igual ~ J A2 T 2 a 
À [ 
( ' c< - ' + sZ ) ± } sz + ,:::2 -· v )Z - 4 ( c· Z _, ' , .. -- v 
" "" 
•:· 
Tza " ,, ( N - 1 ) f" 
N -- r:: 
onde r tem n1 = 2 e nz ::: N - 2 graus d~ liberdadeF s 2 xs 2 , 
sido obtidos de um per{c~~ b~se amo~t~~l j~ tamanho N. •• 
estivE·r s~ndo consider~·Ju p = 2T u~ ~~pa~n bidimensional. 
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s2 - ) 
( 1 ) 
( 2 ) 
o:- Sxy to:n1 
Isto se 
A regi~o sob çontrole defi11ida no grdfiço de çontrole 
T2 de Hot&lling tem identidade çom a região definida pela elips6ide. 
Coincidem na definição dos pontos qu.;;o .;;ost.ão "sob controle" e ojos que 
estão ''fora do controle''. A 
resulta da aplicação de 
d-=-nondnada ACP. 
rotação que ,jA ori9em a 
uma transformação nos 
esta 
dadl)S 
e lipsÓirje 
originais 
Ti"ês m~~todos a 1 to?rnat i vos d•?" co-ntra le são assint 
considerados: Registro gr~fico das observaç6es originaisr Gr~fico T2 
para a quantidade x s- 1 x' e Gi"~fico T2 para a quantidade r y'. Conto 
primeiro m4todo visualiza-se graficamente o ponto fora de contr·ole. O 
segundo e o terceiro m6todosr al~m da escala de 
preservadar tamb4m expressamr por meio de um n~meror a 
t~:·RtPO que 
condi•;ão do 
processo multidimensional. O procediJhento de T2 . 4 baseado na 
distribuição T 2 de Hotelling e requer que os dados sejam provenientes 
de uma distribuição normal multivariada com uma matriz de covari~ncia 
conh•?•:ida M 
Como i lustr·a·;ão~ Jac~;son apresenta um estudo de 
Controle de Qualidade Multivariada em teste bal{stico de m{ssJ.l. Este 
trabalho pr·át. i•:o proposto como aplicação d~:· ACF' no Contr·o 1.::• d.;. 
Qualidade Multivariada baseia-se no estudo da compor1ente desempenho 
de um m{ssil bal{stico segundo o imptJlso produzido durante o disparo. 
Tat•e-la n! 1.1 - Conjunto de autovetore11 do estudo d"' JacJ.:son 
COMf'ONENTES F'RINCIPAIS 
I II III IV 
' A x, o. 02~6 -0.0897 -0.10~~. -0.0642 
'· '• 0.0332 -o.02SB 0.1403 -0.0361 o x, 0.0251 0.0200 -0.0310 0.2127 
R x. 0.025-4 0.1081 -0.0-483 -0.101'5 
Como se pode observar, o primeiro CP apresenta quase 
que uma igualdade de pesos assumidos pelos coeficientes de cada 
variJvel original configurando uma m6dia aritm6tica dos dados. Seja 
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E-ntro? as 
Y1 = 0.0256 X1 t 0.0332 X2 t 0.0251 X~+ 0.0254 X~ 
Quanto à 
duas formas 
y z• 
dE' 
o segundo CP trabalha com a diferença 
m•:·nsuração adota•jas .;-n• cada medidor, 
r:•::·pr(·s•::·ntando um contraste .;-ntre os •joi<:,. Quanto a Y3 e Y+ a relação 
entre as vari~veis originais pode ser interpretada como privilegiando 
entre a variJvel que estJ associada ao n.ais alto 
coeficiente e as demais. Estas, se for pensado em termos de descarte 
de vari~veis originais, seriam as indicadas para serem descartadas 
conforrr•E· o ststema aprE·sentado por Mar•dia ( 1979 ). Olhando, então, 
para os componentes que apresentam as menores vari~ncias ( Y3 e Y4 ) 
v~-se que as variJveis originais X3 com peso c 34 = 0.2127 referente a 
leitura do integrador com o medidor 2 e a vari~vel X2 com peso 
c 23 = 0.1403 referente a medida do plan{metro pelo medidor 1 poderiam 
ser descartadas. Esta indicação poderia estar indicaRdo que a leitura 
dos dois medidores podE-ria s0r reduzida a cada um apr~sentar um dos 
aspectos, Llm contra o outro, 
pr·et·~·n•j).da. 
suficiente para fazer 
Uma transforrr1aç:ão .[., .;:·nt.ão, indicada como cons . .;:•qi.iÊ·ncia 
dos CF': 
' u, - 2: X· 1 
i:: 1 
Para estas novas t•ases são requeridas tr&s rE>striç6es: 
Ortogonalidade Com a ortogonalidade garante-se que a soma dos 
produtos cruzados dos coeficiE-ntes de quaisquer linhas devem ser 
i9uais a 
partir de sua interpretação 
indicando que a transformaçio 
Ui devem ser altamente correlacionadas 
~ uma boa aproximaçio da informaçio 
contida nos mesmos. R j f .. •> J f '" I X' · • .;:· 1n1•;:ao • e Ui •:omo un•;;:ao co!:, i s uma VE•z 
- l.l. --
quo::~ é função dos CP que- por sua y.;:-z tan.bém são função dos X i' s d.;:.y.;:. 
garantir dlta correla~io entre eles. 
- lndepend~ncia Como as Yi's 
indl?""::.ndent.o•sy Cov< Y1yY2 )=0 
independentes. PorJm como é 
garantida, 4 sugerido que 
são dE·finidas garantindo que os CF' são 
• ' t t ' . requer-se que as ui s am ·e~ SI?Jam 
dif{cil que essa independ&ncia seja 
a restriçlo se atenha a garantir 
• A . I • 
covar1anc1a m1n1ma. 
' u· s l 
Dado que 
y y' 
são 
p [ L ( i=1 
~ T2 de Hotelling 
u· - u· >" 
Su i z J 
' 
T z u ( 3 ) 
Então a aproximaçio 
distribuiçio T2 • 
e vtsta COliJO llr<::.lhor pois 
isto ~. tendendo a 1 entre 
T z u • 
os 
uma correlaçio direta 
valores apresentados 
a aproximaçio a ser 
utilizada 4 um instrumento para o controle de qualidade multivariado 
entio. este tipo de aproximaçio. principalmente a aproximaçio T2 • é a 
que me-lhor se ajusta ao caso. 
1.1.2 ACP POR REGRESSÃO NA PESQUISA EXPLORATÓRIA ESTATÍSTICA 
Conforme Draper(1981) afirma em seu livro "flpplied 
Regression Analysis''. os clAssicos modelos preditivos de AnAlise do;:. 
' . Regressio baseados no uso de estimador·es de ITrlOllT!OS quadrados 
calculados utilizando apenas as informaç6es contidas 
originais esbarramy muitas vezes, em probl0mas 
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. ' . nas var1av•::·1s 
C:OIT!O o da 
autocorrelaçio dos res{duos~ proble~as de multicolinearidade para os 
quais a ''Ridge regression'' J uma t~cnica alternativa de superaçio. As 
dificuldades residem principalmente no desconhecimento da 
variabilidade- u 2 e na altísssima intercorrelaçio entre as 
variáveis X, uma questão de n.ulticolinE-aridade-·ü Isto intpede que as 
contribuiç5es individuais se]am avaliadas isoladamente, prejudicando 
o pr6prio modelo preditivo ao superpor informações. Necessita-se 
obviamente de uma 
de m~todos de 
outra solução que pode vir na forma da 
An~lise Multivariada constru{dos 
perspectivas. Em se tratando de um caso em que a 
contribuição 
conr estas 
E·strutura dt? 
1 " ' cor-re aç.ao e in1prescin•jÍvel para o pr6rr1o suct?sso do modelo 
preditivo, uma alternativa que se apresenta neste caso especÍfico ~ o 
m~todo de ACP cujos pressupostos incluem Cov X i r X j ) ::-. O r i i. j . 
Este mJtodo permite analisar a estrutura de ·:orrelação 
' ' " em alguns detalhes e neste caso e poSSlVel buscar uma soluçao 
conjunta dos CF e da Re•;~ressão. O proceç,so da aproximação de RCF'-R 
d~t~rmina que inicialment~ seja aplicada a transformação CP, com a 
reduçgo da dimensionalidade do conjunto de varidveis originais, se 
assim for o casoT para depois aplicar o modelo preditivo definido 
para Regressão com as variJveis j~ transformadas. 
Massy(1965). partindo de id4ias de Kendall e de alguns 
resultados de Stone, combinou as ap licaç:Ões de ACF' co1I1 mJtodos .j.;;-
Re•.:.:~r.;;•ssão tentando r~?solv-::•r probl.E•mas com a multicolineari~ade. 
Massy, apds realizar uma aplicação tamb4m para 
comparação entre o tratamento de Regressão clissica e a ACP-R 
concluiu que esta aproximação J muito boa e 
tratam:::·nto E·xrloratór·io de r.::•la•;:Ões complexas 
6 um bom ajuste no 
entre variávE-is 
~~p~ctalmente quando 6 o caso de colinearidade. 
regrc··Jsão, ar6s a aplicação de CP facilita a AnJlise 
O cá l.:tJ lo 
ExploratÓriaM 
da 
R 
trans+orn.ação CP vai per-ud.tir quE• seja simplificado o manus"::•io deste 
tipo Je variáveis. 
Massr<1965) afirma que o uso de Regressão Multivariada 
clássica não é indi.cado nos se']uintes casos: " ( ••• ) i) quando as 
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variáv~is ind~pend~ntes são colineares com alguma outra7 tornando 
irr.poss{vel a inversão da n.atriz de correlação e os elementos beta 
indo:oto:orndnados; i i) quando, por causa da alta ( mas não completa > 
colineoaridadeo ou por al·3Uma outra razão J. deosej.:Svo?l o colapso do 
e-spaço das vari~Vo?is indo?pendentes p~la d~leção de um ou n.ais 
Con.ponentes Principais da relação de Regressão." 
No primeiro caso, trata-se do posto da ~atriz • s~ 
alguns dos ·vetores são dependentes , ou entio, podem ser considerados 
como tal, o posto da matriz 6 reduzido de p para q de tal n.odo que 
q( P .. No entanto, a análise de R·::·gr'€•ssio Clássica tem soluç;.i'c1 
ind ·terminada sob estas condiç5es, estimulando o uso de CP pelas suas 
propr·i·c·dad·~·s quanto a redução da dirr • .::·nsionalidade. F~ntá~o, 11 ( ••• ) " 
possível E'stirr.ar os par~metros de RE-·3ressão sobre as projeções das 
variáveis ori~inais no m-plano do espaço E n expandido pelas linhas 
d,.. Z " A deh:·ção dos CP quando os Àj_S são não nulos pod•::· afE·tar o 
cJlculo d~ R~gr~ssio no sentido de que ocorre uma reduçio na 
informação a ser trabalhada. No entanto, 0 caso cl~ssico de Regressio 
Multivaria,ja apresenta problemas mais s6rios Assim ap6s o uso de 
ACP, a deleçio, se este for o caso, deve ocorrer considerando dois 
' . 
n1v~:·1.s: 
i- F·rediçio das vari6veis originais independentes X 
Deleta-se as vari~veis aleat6rias que t&m os menores 
E'XPli•:at.ivo 
variaçgo total, o que 
previsão. 
as coloca d . ' . como 1spensave1s 
ii- Prediç~o das varidveis dependentes Y 
Deleta-se aquelas que apresentam menor corr~laçgo cntr(" 
os CP e Y. Este crit4rio apresenta uma relaç~o maior com os estudar~ 
para an~lise explorat6ria de dados pois se privjlegia a necessidad~·· 
de prever as vari~veis dependentes. 
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No estudo realizado por Massy os focos centrais effi 
terrT•DS ojt:? variáveis do;;opt:?ndt:?ntt:?s sao posse do? t.;.lo;;.visão, posso? do? 
refrigerador, calefação central e Superpopulação. Estas v~riáveis 
qualitativas são trata•jas em tE-rmos de pr·opor•;ão afim de se adaptarE-m 
à ap licaçâ'o de A CF'~ 
Com o propdsito de comparar o desenvolvimento da 
análise de regressão clássica , que faz uso do m~todo dos m{niffios 
quadrados como modelo pre•iitivo ,ja Re']ressi:ro 11ultivaria•ia Clássica. 
com o eruprego da ACP-R ~ necessário conhecer o modelo delineado para 
o estudo da Regressão nos dois casos. 
-Análise de Componentes Principais- Regressão( ACP-R) 
Os r.::-sultados ~:;ão obtidos por r.::,.:Jião .:· por intervalo, 
assim o modelo preditivo para tratamento ACP-R foi padronizado pela 
m~dia de saturação e 4 um modelo aditivo. Senão, observe: 
- Relativo ao rendimento: 
- Relativo ~ educaçio 
14 
L bJj C F'Iij 
j:::1 
9 
::: L btj ( F'Eij 
j:::1 
( 4 ) 
Considerando cor1juntamente rendimento e educaçio num 
modelo preditivoF faz-se (4) mais (5) obtendo-se Yi = YJi t Y[i , 
ond•:~ Y i é a r•:;•ta d•:;• reqrE•ssão obsE•rvada na rE•9ião i,. i ::: 1 T 
Então: 
14 
Yri+YEi ::: E brj< 
j:::1 
9 
F'Iij - Prj) t Yi t '"'i t ~ bt:j( F'Eij 
J=i 
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n. 
z 'i 
Y· 1 
onde 
• 
F'Iij - F'Ij) + ~ bEj<PEij 
J=l 
• .. 
L(1/2bJj)( 
j=1 
F'Iij - Pr; l t E ( t/zbEj )( 
J=1 
"i=~::-i+ui 
2 
F' r i j - F' E j > + Y i + v i 
( 6 ) 
Os coeficientE·s de Regressio - ai - representam o 
•?feito dos d<?svios nas dist.ribui•;Ões de r·endimento e d~:- educação •je 
uma determinada regiio. Os coeficientes de Regressio conforme foram 
avaliados a partir de (6) sio estimados por 
( 7l 
O modelo adotado permite: 
i) atrav~s do perfil dos betas avaliar os efeitos da saturação--renda 
e da saturação-educaçãor isto 4r foi possível uma base ''a rriori''; 
i i) os resultados de ACP-R podem ser comparados com os resultados da 
Regressio Cl~ssica pois sio construÍdos na mesma base~ 
-
iii) uma vez obtidos os r•::-rfis dos bet.as_,. 4 possível avaliar a 
sensibilidade dos CP-Regressâo atr•avJs de retiradas no valor esperado 
de sua forma alisada. 
O suco::·sso na aplicaçlo de um 
está inteiramente dependente 
modelo preditivo, no 
da capacidade preditiva 
intrínseca ao modelo adotadow mas absolutamente ligada 
preditiva dos dados analisados baseadas em suas propriedades em 
termos de correlaçio. Se Y 
.:·x p licado PE·las v ar· i ações 
ôiSP•:•rsão •:1os dados nos 
pode ser inteiramente ou, entio, alta1~1211te 
de X e admitindo a concentraçio da 
primeiros CP~ proporcionada pela prÓPria 
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definição do? ACPF podo?-s.:o ter qualidad•?S sup.;.riort?s t?nt t~?riJ!OS de 
predição con, o uso di? RCP-R ~ 
- Regressão Multivariada Clássica 
A Re•;~ressão Multivariada Clássica pode so?r avaliada 
atrav~s do seguinte modeloF diferente do modelo utilizado na ACP-R 
porque os conjuntos rE-ndimento e educa•;ão - são colinearE-s , ca•ja unta 
das somas parciais em termos de ~roporçâo devem somar um. Assim, 
Y; + 
Conclusões 
+ ,- E. 2 
-· 1 
( 8 ) 
a> A maioria das conclus5es obtidas atrav~s de RCP-R sobre os efeitos 
dos rendimentos e da educação sio semelhantes aos obtidos com o 
m~f.todo cl.3ss-ico; 
b > RCP-·R maior F isto 
~xplicativo pois utiliza menos regressares 
poss{veis duplicações de 
alta~ente correlacionadas; 
~. concentra ma1or 
atrav~s de seu poder para 
. ' . Ydf'laVE'lS 
.-: tu:r· -F~ pt?rmite uma sel•:•;ão dos CP quando os p.;:•rfis dos betas sao 
~tili~ados para o estudo da estrutura. Quando ~valiado ~m relaçio ~ 
~~~yuisa estatística exploratdria pode-se concluir que o uso de RCP-R 
agiliza a percepçio da participaçio das vari&veis dependentes nos CP, 
o qu~ pela pr6rria natur&zaF implica em avaliar a participaç:io dos 
;:,."-~':JiOS na variabilidade, al6m de relacionar os resultados da 
Regresslo como projeçfo das variJveis originais. 
o maior problema no uso de ACP-R prov~m da 
dificuldade de interpretar seus coeficientes que neste caso ref~re-se 
tamb6m ~ interpretaçio dos coeficientes de Regressio os betas. 
Entretanto o que se vem observando em relaçlo ao uso de CP 4 que a 
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dificuldade de interpretação est~ mais relacionada com os mr?norr?s 
autovalores, enquanto que os primeiros CP principalmente o primeiro 
tem uma interpretação quase mediata. 
1.1.3 ACP EM DOIS ESTUDOS DE CASO POR JEFFERS 
JEF'fERS< 1967) realizou um estudo para a 
qualidad>::• das vigas d.: sust.;:•ntação, feitas d•::· madei.rar e que s12rão 
empregadas para sustentar o teto dos tJneis de mina~. Como se v~r no 
processo de produçio destas vigas a escolha da madeira adequada 
fundamental importancia e, por issor a aplicação de RCP 
' e de 
para 
estabelecer quais os fatores determinantes na seleção 
de participaçio de cada fator no processo de escolha 
fundamental. Aparentementer um crit~rio baseado na 
sustentar um peso de 2.440 lb J utilizado como fator 
e qual o grau 
das toras ' • 
•:apacidade de 
dE• corto:;., as 
toras. con1 menor capacidade serão rejeitadas, caso contr~rio ser~o 
aceitas como suficientemente fortes. 
Foi observada alta corr~lação. principalmente7 entr~ as 
vari~v~is f{sicas e concluiu-se que seria dif{cil interpretar os 
coeficientes de Regressão parcial individualmente. Segundo 
Ehr•1·nber'·.;;J( :1.962), a possibilidade 
''clusters'' a partir da Matriz 
quanto aquela realizada a partir 
•.:~arante melhor- clas::.:.ificao;ão dos 
a dos 
de Correlação ~ um modo tão eficaz 
da ACP7 por4m este Jltimo m4todo 
rE•sultados. 
rlpÓs a aplicação de CP verifica-se que as 6 primeiras 
comPonent~s j~ cont4m 87 % da variação total se11do considerados 
suficientes para evidenciar o modelo de 
Jeffers<1967) utilizou como crit4rio para 
comportamento dos dados. 
o descarte dos CPr o 
alguns primeiros CP e a obs•:--rva•;.â'o dos seus autove·tores permite 
interpretação dos a•:::o1T1Panhar a 
co·~·.f i •::: ient .;:·s. 
análise realizada pelo 
- Hl -
autor na 
Y1 =0.96X 1 +X 2 +0.31X 3 +0.43X 0 t0.14X 5 +0.7X 6 t0.99X 7 t0.72X 8 +0.88X 9 t0.93X 10-
-0.03X11-0.28X12-0.27X13 
Y2 =0.40X 1 t0.34X 2 tX 3 t0.84X,-0.31X 5 -0.26X 6 -0.35X 7 -0.35X 8 +0.32X 9 -0.46X1o 
t0.3BX 11 +Ç.63X 12t0.57X 13 
Eu1 r (•sumo. os coeficientes 
contraste par-a avalia r 
uma das v~ri~veis originais. Assim o 
•:oeficiE·nt.;:ds positivos do:· participação 
or'i·;tinais as. quaj_=: . .::•stão r"::·la<:ionadas com 
das vigas. O segundo CP di uma id6ia 
primeiro CP te·m altos 
das 10 primeiras variJveis 
as características físicas 
do grau d~ influ&ncia da 
O em rego de ACP num segundo estudo de Jeffers( 1967) 
r•::-sultou na comprovação que· na r•::·;:didad•: .. o po-=:-to da t-1atriz do::· 
CovariSncia pode ser reduzido de p = 19 para q = 4, pois os quatro 
primeiros CP contribuem para 92 % da variaçio total. Destas, ainda 
seria possível descartar u1ais duas, pois 
L Ai = o. 85 
i:: 1 
Gr6fico n ~ 1.1 Plano Y1 e Yz evidenciando a formaçâo de ''clusters'' 
.. 
.. 
.. 
.. ... 
mostra 
grandes grupos de 
o primeiro CPr ~ Y2 , o 
a formaçio de quatro 
indiv{duos. Com este 
destaque ~ poss{vel ver 
dois pr irM?ir'os CP. Um aPr•,•!:,.::·ntc1dos nos 
indivíduo pod•;;o entio ser classificado pelas 
suas caracteristicas 
participaçKo das variJveis originais segundo 
os dois primeiros componentes • 
CONCLUSÕES 
Segundo JeffersC1967) 
objetivos de ACP no que segue: 
PO•JE'-SE' resumir os 
''1. O exame da correlação entre vari~veis de um conjunto selecionado; 
2. a redução da dimensão t•ásica no conjunto mo:-dido para um nÚmero 
mE-nor de dimE<nSÕt?s si•3nificativas; 
3 .. a eliminação de variJvE-is qut:? contribuem com re-lativame-nt.;o muito 
pouca informação extra; 
4. o exame do agrupamento dos indiv{duos num espaço o-dimensional; 
5 deterndnação do p&so objetivo das variáveis n.edidas na •:onstrução 
de Índices significativos; 
6. a alocação dos individuas para grupos previamente demarcados; 
7. o reconhecimento de individuas identificados erroneamente; 
8 .. cálculo de R"?'·:;Jressão orto·3onalizado. 11 
ACP no primeiro estudo teve o objetivo de contribuir na 
prediçio da força de compressio suportadas pelas vig~s de ffiadeira 7 
•:?nquanto que no s•?·;Jund<.1 •?studo a ap li•::a•;~ío dE, HCP foi o o::-lem•::·nto 
dim~nsionalidade. sem o 
classificar os indiv{duos 
dos 
qu~" 
através 
"clust•~'rs" e na redu•;iQ da 
efetivam~nte se tornaria difÍcil 
das 19 . ' . varlaVE'J.S originalmente 
mensuradas. Jeffers 
que sua utilizaçio 
exigem outrQ tipo 
quadrJticasr etc. 
pÕe restrições ao uso generalizado de ACP uma vez 
exige modelos lineares pois modelos nio lineares 
de tratamento: bases logarítmicasr formas 
1.1.4 RCP em avaliaçio de perfil de textura alimentar 
A avaliaçio de perfis dos alimentos tem sido realizada 
considerando seu aspeçto qualitativo. Na verdade t•usca-se saber da 
presença ou da aus~ncia de determinados atributos. Dois tipos de 
métodos contrapõem-se nesta avaliaçio e eles diferem nio somente pela 
forma como a resposta ~ dada mas pela pr~pria natureza do teste. Nos 
testes sensoriaisr de natureza qualitativa, a base ~ a 
consciensiosidade do degustador que o leva a detalhar um quadro tio 
preciso e completo quanto possível do alimento sob diversos aspectos 
previamente determinados. Este nlvel de consci~ncia implica que o 
prdprio degustador deve criar crit~rios nâo enunciados de associaçio 
-do atributo ao ali111ento. Já no proc€•sso "quantitativo"r apÓs teren. 
sido estabelecidas as variáveis em observaçior o degustador ~ chamado 
a dar un.a nota.- e11fim a atribuir um escore de presença ou aus4ncia do 
atributo avaliado em termos de magnitude. 
O nd·todo "quantitativo 11 pod•.:· ser.- uma 
extensio do qualitativo. Segundo Frutjers(1976) ''Assumindo que cada 
r6tulo do perfil representa uma sensaçio subjacente cont{nua e 
posteriormenter que isto continua independentemente.- ~ possível 
representar que o resultado final da construçio de um perfil ~ um 
sistema o-dimensional ortogonal dos eixos num espa~o euclidiano. Po~ 
meio de uma m4trica quantitativa ~ poss{vel determinar par~ cada 
produto do tipo investigado as coordenadas neste espaço ( isto ~ .. as 
projeções nos eixos ).'' 
6 altamente vantajosor tanto em termos 
práticos co1~0 econ&micos, a red1Jçâo da dimensionalidade do conjunto 
de vari~veis observadas. ACP pode ser dtil como t.?cnica multivariada 
com as qualidades 
reunidos visando este perfil 
Se9undo 
são 
Frut.i.::·rs( 1916) 
analisados por 
"Os dados 
Análise de 
Componentes Principais para encontrar qual a proporção de variáveis 
<:""!!~C·f':i..ais que sâ'o inder~::-n•jente-s e quantas ditTP:msõe-s tE>xturais 
~~~jacentes elas representam.'' Existe muita i1·1terrelaçio entre os 
atributos,. isto ~ .. entre as vari~veis. A RCP ~ calculada a partir da 
matriz de correlaç~o.- para que estas intercorrelaç5es possam ser 
avaliadas no julgamento final. Para a reduçâo da dimensionalidade foi 
adotado o cr-it~rio qu.;:o propffe o do::oscarte dos compon.;:ont.;:os cujos 
autovalores são menor•?S do qu.;• L isto.?,. ( Ài ( 1 >. 
Na matriz de correlaçãoF observa-se que . ' . as var1ave1s 
nsa i o r intercorrelação são rigidez x coesividade,. 
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0"1:.:: = 0.85 ; rigidez x elasticidade, rr13 = 0.64 
x E-lasticidadE> , a 23 = 0.67 rela~5es diretas positivas enquanto que 
a ~astigabilidade relacionada co~ a rigidez apresentou rr17 
co~ a coesividade rr 27 = - 0.82 e com a elasticidade rr37 = 
portanto s~·'1pre nu1~a relação inver~a • 
Uma avaliaçio dos . ' A s pelo crit~rio ~enor 
descartou ( ., q ) ' ra1zE>s de modo 
- 0.76, 
0.79, 
1 
conservadas q = 3 autovalores e, conseqUenteme11te, os tr4s primeiros 
CP. Al~m do crit6rio jJ relacionando, obteve-se: 
7 
Os CF', 
dos co.;:.fici•::·nt•:·s conf•:re a Y 1 a :i.dentificação d,z. " fator mecâni.:o ", 
sio altos os coeficientes de dureza, coesividade e de elasticidade; 
quanto ~ mastigabilidade tamb~m 6 alto o coeficiente por~m apresenta 
um valor negativo logo um contraste. No segundo component~. Y2 , sâo 
a secura e a aspereza que caracterizam o chamado fator fluidicidade. 
O t•::·rceiro .::on1ponente. Y3 , está r•:•lacionado com a participação do 
Ít•:m 90rdura •:om um cij::0.99. Este Ít•:?m ainda não tinha .;·st.ado 
presente de modo significativo nos dois componentes anteriores, 
portanto est.r~ cOiliPOnent•::· E·st.á totaliTp::·nte do11dnado pela avaliação do 
grau de gordura da carne de peito de frango cozida. 
A conclusio ~ de que nem todos os Ítens medidos servem 
para discriminar os indivÍduos da populaç%o no estudo do perfil de 
textura de carne de peito de galinha cozida. A ACP demonstrou que 
estudos posteriores podem basear-se numa estrutura tri-dimensional: 
coesividadep secura e gordura, considerando os altos coeficientes 
apresentados nos CP e observando o valor de 
pois o d~gustador 
d~monstrado c~rtos fatorE-s 
fator~s a obs~í'var. F'o?lo 
de r':?sultados 
que foi 
anteriores 
confundindo a sua classificação .. 
1.1.~• ACF' o?IJ• proco;:.diiTr~ntos d.;,. control.;,. d':? resÍduos 
A import&ncia de ACP reside muito na sua versatilidade. 
Como forma de desenvolver novas aplicações e interpretar seus 
rt?suJ.tados f: ' n•?CE•ssar 10 t.;:.r o doiTrÍnio do compartamento de seus 
parârno;:.tro=,. A ! C'E·sença de ACF' torna--s.;;- rotineira •:m anális.;- do? dados 
pelas caracter1sticas de praticabilidad~ que apresenta ao nível do 
trabalho computacional. suas propriedades 6timas como m~todo para a 
reduçio da dimensionalidade. tamb~m pela sua aplicaçio em modelos 
preditivos em regressão multivariada e como instrumento do Controle 
Estatístico de Qualidade Multivariada. Necessariamente a reduçio dos 
CP realizada pela pressuposição de que : 
p q 
~ 
À i ~ À· 4 1 
q+i quando l ::: 1 -1 o I 
p p 
,-
4 À i ;;:,: r. 1 
1 ::: 1 1=1 
leva-nos a avaliar os resíduos num subconjunto de CP, o que resulta 
numa perda de parte da inforffiaçio sobre a variaçfo dos dados. 
e MudhoH;ar( 19-19) 
t~cnica de redução 
" s~ Componentes 
dados , UIJr 
SE>•::Jundo Jackson 
Principais sio usados como uma 
instrumento de diagn6stico ou um dispositivo de controle então os 
resíduos associados com !?le sâ'o úteis para checar o ajuste e testar 
os "out liers" " 
F'ara a 
desenvolvim~nto de : 
definição dos o 
ondE< • 
i\ 1 > >Ap>Oe-
de tal modo que c'c 
devido a condição de 
c';;: c = A ( 9 ) 
n1atriz diagonal com os autovalore-s distintos 
C ~ uma matriz ortogonal de coeficientes definida 
=I. Os autovetores t4m comprimento mAximo umCllr 
ortonormalidade e passa • instrum<:?ntos 
utilizados para .j.;oscartar variáv.,:.is originais. Sua n.afor participação 
nos menores CP ~ um indicativo de que a vari~ve-1 aleatdria deva ser 
d.;;-s•:artada. 
A qu.;.stão do:-
diferenteme-nte escalados provoca 
que os autovetores podem ser 
alguma confusão ·~ntre os autores. A 
se9uir algumas das definições para o c~lculo dos autovetores. 
Seja: 
( 10) 
onde W : vetor caracter{stico utilizado como dispositivo de controle-r 
C: autovetores associados aos autovalores de- I, matriz de covariSncia 
1\: matriz diagonal dos autovalor.:•s. Usando ( 10 >. Y .:f, rees•:rito 
( 11 ) 
ta 1 que 
y W' E W ) 
mas 
w'r: w ' c'r: c 
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= I 
y ~ Np ( o I ) 
·=· n.;.stE< caso: 
Tz = x':-1 X ( 12) 
reduz para: 
Tz:::: y'y 
Outra normalizaçâo 4 
[ l 
J 
( 13 ) 
tal que 
V' I: v = A i/2 c'~ c A 112 C' L c = A L ' 
= A 1/2 A A 1/z 
= A 2 
o?ntdo 
c'c =I 
r> c:· - ,.;. .... -
logo 
V' :E v - "2 -
A' " 
= V'V V'V 
• E = v v' 
Com esta dltima no~malizaçio, os CP ficam escalados nas 
m+:·snras uni.da,jo:·s das variáv.:•is originais. CorTr a rE•duç:iío da 
dimensionalidade, a matriz de covari~ncia dos res{duos serd dada pela 
diferença entre a matriz de covari&ncia original e a correspondente 
aos component~s remanescentes, ou seja, sendo ~uma matriz pxp , 
q(p ~ o posto da matriz de covari&ncia, entio esta fica reduzida a 
deduzindo-se que 
se 
' onde Âq e UlTra rrratr i z 
ma1ores autovalores 
diagonal qxq cujos valores da diagonal 
de E, selecionados por alguma das 
( 14 ) 
são os q 
técnicas 
usuais. ConseqUentemente quo::• so::• ( p - q ) ~ O, o:mtão 
Ep Eq~ = E c-,r~ Aq Cq ' -
E Vq Vq ' = - ( 15 ) 
Segundo Jackson e Mudholkar(1979) ''( ••• )a adequacidade 
do rTrodo:-lo podo:- ser obti•::la pela predição dtE< um v a lo r dE< X através da 
relação : 
X = Cq Â i/:z y q 
donde •:alcula-s.:- a soma dos quadrados dos resíduos: 
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( 16 ) 
Q = < X-~ >'< X-~ > ( 1 7 ) 
que< é un1a m.;.dida ge-ral de- ajustE< dE- uma ot•se-rvação con. o rr.od.;.lo 
( 16 ) • 
p . 
S.;.ja 9t = E Aj 1 • i - 1.2 e 3 e h 0 : 
j=kti 
E ( ••• ) quE< a quantidade: 
1 - (29193)/392 2 • 
( 19) 
(Q/9 1 )ho- 1- 9 2 h 0 (h 0 - ll/9 1
2 J 
J 292ho2 
( 19) 
é aproximadamente normalmente distribuída com média ze-ro e variSncia 
um. O limite de controlE- para Q vem a ser 
+ 1 ( 20) 
' 
ondE' c 0 é o perc.:-ntil superior ( 1 - a) da distribuição normal. 
As funçÕP.s das Últinras ( p - k) ' ra1zes características 
dE< L apar~c.:ondo nesta aproxinração podt? So?r obtida conr •.3rande 
acuracidade pelas relaç5es: 
1=1.2,.3 ( 21 ) 
espe-cialn,.;.nto? quando as ( p - k) ro?n.anE<scentes ra{ze-s s:ii'o pequo?nas e 
nu1nerosas." 
O enfoquer neste casor 4 com a adequacidade do 
modelo e•r•rre•.::Jado enr to?rn,os do? suas qua lidad.;. previsivas e o?m t.:-rmos 
de sua capacidad.;. de detectar a presença de ''outliers''. Pretende-se 
organizar uma t~cnica baseada na an~lise dos res{duos concluindo-se 
que se os res{duos tiverem presença mais significativa que a 
capacida•je pr·evísiva dos CP ou ":?ntão do que a estatísti•:a T2 • o 
modelo adota(jo nio 4 adequado para os dado• coletados naquele momento 
ou o:•ntão a pro:sE·nça de "outlil?.'rs" est~ interferindo na_ atri.buição d':? 
importancia decisiva ~ vari&ncia dos dados. Existe Prl?.'sença forte de 
covarl.ação entre as variávfds do rr.odelo. 
Os menores autova lares serão tP.stados sobrE• o nível •je 
sisnific&ncia de sua rejeição. A aplicação das estat{sticas de teste 
aqui propostas baseiam-~e na análise da soma dos quadrados dos 
resíduos em contrapartida com a performance das estat{sticas 
calculadas a partir da ACP e outras a seguir relatadas. 
A an~lise da adequacidade do modelo pode ser realizada 
pela comparaçio entre as estatísticas T2 de Hotelling, CP, e Q, uma 
estatística dos resÍduos • Como T2 e CP analisam os dados que 
permanecem ap6s o descarte de componentes, pode-se considerar que um 
modelo que apresente, em 
significativos confirmaria 
termos previsivos, valores altamente 
a adequacidade do modelo. Pois nesse caso 
ter-se-ia Q, soma de quadrados dos desvios entre o valor observado e 
o valor predito, minimamente significa~~ •. Caso as evidtncias sejam 
contr&rias conclue-se que o modelo ACP nio ~ adequado para aquele 
conjunto dl?.' dados. 
Por outro lado, deve-se observar que se as matrizes nio 
tem posto •:ompletor ehtão 
afetar de modo geral os 
Morris( 19~•r) propõ.:.:.m: 
a presE-nça de 
Res ~ SS = ( p - ~; ) Q 
s, 
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Para 
um simples ''outlier'' pode 
eosse caso Jackson • 
( :;::2 ) 
Res SS p - k ) 
SI? o modelo adotado não contivo?r o m.;:.smo nÚmo?ro d.;:. 
CP que as p variAveis originais então o Ro?s SS to?nde a apresentar os 
limites em Q confundindo os efeitos dos ''outliers''. 
Em resuffio os instrume11tos de contr•ole relatados são: 
T2 : para casos especiais de controle multivariado geral, 
empregada assocj.ada ~ ACP ou nio. 
Q para processar com resÍduos relacionados coffi 
No caso de uso do estatlstico Q num 
pode ser 
ACF', 
vetor de 
ot•sE•rvaç:ões individual é nE•co?ssário previamente rE-alizar o 
O. Se Q nâo é significativo então o modelo ACP 4 adequado e 
t.::•ste do 
T 2 pode 
então ser testado. Se T2 não 4 significativo isto sig11ifica que o 
modelo estA sob controle. Se T 2 4 significativo então o CP individual 
pode ser testado no sentido de avaliar a causa de sua perturbação. No 
entanto, se Q 6 significativo deve-se olhar para os res{duos e Q pode 
sE< r visto coFJ.o d.;:.t.;:.ctor de "out li~:·rs". 
Outras estat{sticas propostas: 
Q0 e QL são estatísticas alternativas calculadas como 
~studo dos r~s{duos ~ vio ser utilizadas de forffia conjunta para a 
obtenç:ão d.;:. informaç:6es adicionais sobre a adequacidade do modelo 
n 
Q0 =- 2 E ln Pir tal que Q0 
i=1 
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( 23) 
J 
outra estatística é 
3( 5n + 4 > 
n< 5n + 2 > 
qualgu>:-r n 
' - ny Y ' 
1 - P· 
F'; 
) ' 
.. z 
A ( n - 1 )k 
( 24) 
( 25) 
onde x 2 D 6 uma medida da variabilidade dos valores amostrais em torno 
de sua pr6rria m~dia. 
Estas três são IJol?'didas que procuram mensurar a 
estabilidade do processo. Se os dois primeiros sio significativos, 
isto pode representar que existe uma falta de ajuste do modelo CP aos 
dados quo? .;:ostão sendo avaliados. Essa falta de ajuste pode ser uma 
condi~âo geral do processo ou então. pode ser devida 1 presença de um 
ou mais ''outliers''. Se a falha se deve 1 variabilidade do processo em 
twrno de sua pr6rria m~diay esta havendo excessiva variabilidade nos 
dados. Um exame mais cuidadoso dos T2 individuais pode detectar onde 
ocorrem os "outliE•rs"~ 
Para o çaso em que nenhum destes estat{stiços J 
signifiçativo os autores prop5em dois outros estat{stiçosT os quais 
estio intimamente interdefinidos. isto Jy a definiçâo de um deles 6 a 
condição d<2 d.:=·finiç:ão do outro: QM e X2M . 
. . 
QM = n ( X X ) ' ( X - X ) ( 26) 
- J"\k 1/:<: ondi:i' X - C f; y ( 27 ) -
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que pode y se for significativoy indicar a 
mod~lo CP. s~ nenhum t significativo então 
inadequacidade geral do 
( 28) 
pode indicar alterações no processo 
nio t significativo, atravts do CP 
ge ador do problema. 
que devem ser estudadas. Se x 2 M 
ru4dio ~ poss{vel encontrar o 
1.1.6 ACP NA SEPARAÇÃO DE MISTURA DE NORMAIS 
Desdo;:o Fleiss Zubin( 1969 )y Do;:ompt~?r(1969) 
Gnanadesikan e Ko;:ottenring(1972) os critJrios cl~ssicos de descarte 
,jos 1J1enoro;:os CP v.;;.m sendo criticados. Chang( 1983) propÔs a ut i lizaç:ão 
de um crittrio assint6tico para selecionar um subconjunto de CP. 
Trabalhando com a dist~ncia de Mahalanobis entre as 
duas subpopula•;Õ•:s. ondE- y é u111a variáv.;:.l aleatória p-dimensional com 
mistura de duas distribuiç5es normais tal qu~? o vetor de ru~dias das 
duas normais ~ 1-1':::-. ( 1-! 1 • 1-l:;: ), misturadas nas se·3uint.:;·s propor·ç:Ões p 
e ( 1 - p ) com matriz de covariâncid comum :. 
Seja: 
V : matriz de covariância de Y. 
v p ( 1 - p )d d' + : ( 29) 
ó : distância de Mahalanobis 
tal qu.;:-~ 
( 30) 
onde: 
d=~1-ll2 (31) 
Se um subconjunto de CP de tamanho m. ~utilizado, tal 
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que ~(k onde ci slo os autovetores e ~i slo os autovalores, tenta-se 
E>StabE>h:·c.;or a 
população E< os 
r e la•;ão (~ntre a 
autovalores através 
dist3ncia de Mahalanobis desta 
da proposição 1 à se•.3Uir! 
Conforns':? E>stab.;;.l.,.•:o:;. Chan•.3< 1983 >, " ( ••• ) a relação Om e 
os autovalores é estabelecida. Nós a estabelecemos em tern10S de Om 2 
Proposi•;ão 1 
m 
r (ci'd)2 
i=i À· ( 32) 
o., 2 
[ 1 
"' J - p ( 1 - p ) r ( c.\ d )2 i=i 1 À i 
E no particular, para lfl=l r 
(c 'd )2 
)\· 
A, 2 
[1 
- p( 1 - p ) (ç1 'd)2 J il, 
i - O CP com a maj.or quantidade de informação nem sen,pre ~ aquele que 
t&m o maior Ài· Como se pode perceber na 
.:til leu la da é uma função monótona da razão 
(~ do autovalor e não simp l•::•sment.::• do 
proposição 1 
.;:·ntre o valor 
autova lar•. 
a 
da 
dist.~ncia 
corr,pnnente 
proposição pod.;:o-se concluir que o sutu:onjunto qUE' 
apresenta a maior distSncia 6 o melhor pois tem maior poder de 
discriminaçio no caso de formação de ''clusters''. Mesmo com o emprego 
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de estimadores tanto para os autovalores como para os autovetores ~m 
função de se- e-star tratando cosr, valores amostrais, a proposição 
ndme-ro 1 ~ v~lida. 
O descarte de componentes justifica-se 
.;.ntre os ro;.manesco;.ntes pode-se garantir • ma1or 
apenas, quando 
quantidade de 
informaç5es sobre os dados 
de encaminhamentos para 
originais. A proposição 2 traz 
a avaliar o comportamento 
URJa 
dos 
' . ser1e 
dados 
rotacionados e reduzidoE na 
dist~ncias m~ximas. Se·Jundo 
sua din,ensiona lida dE< em relação às 
Chan9( 1983 ), a sr;.·.:.;~unda proposição pode 
ser colocada nos seguintes termos: 
11 A informação 
Componentes Principais se 
est~ sendo distribuÍda em m ou n1enos que- 111 
E, a matriz de covari.ncia populacional 
interna comum das duas sub-populações, tem m autovalores distintos." 
Esta proposiçgo pode ser estendida para o caso de 
mistura de mais de duas normais concluindo-se que a informação ' 
inteiramente contida em m(k - 1) ou menos CP ' ra1zeos 
distintas. Os autores comprovam ainda qu8 as informaç5es podem estar 
.:ontidas E-11'! outros CP qu•::- não os primeiros atrav4s de U11'1 exemplo, 
utilizando a matriz de .:orrelação. Atrav4s de estudos simulados e de 
representaçio gr~fica dos resulta~os ~ possível existir um maior 
poder discriminatdrio entre os dados provenientes das duas normais 
misturadas quando se observa o gr~fico de Ym, o dltimo CP contra Y1, 
o prirr11:?iro CF'. Est~::- poder dis•:rirrdnatório qu.;. •::·stá sendo utilizado 
para s.;: .. par·ar as duas sub-populaçÕ•s normais n1istur'adas perde 
grandemente seu poder quando se observar Y1 r o primeiro CP contra Y2 , 
o segundo maior CP. Seja: 
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' 
' • 
• • . 
• 
• 
' ' . 
Gráfico n~ 1~2 Dispersão do? pontos do? Y1 vE-rsus Ym 
.... . .... . •••• . .... . .... ' .... . .... . .. , . .... . .... . -·· , . . ..... . ..... . ..... . 
-··" . -···· . -··" . ...... 
' 
' " " " ' " ' " " " " '' . '''"" .. . ''" " "" o.. . . • • o ' '" ' ' 
... .. _ .... ,. 00 o ' ,, 
............... o. " ' ................. .................. . ........... . 
• .. o """' 000 00 I . .. . . 
EstE< gr~fico deixa ffiUito claro a exist4ncia 
de dois •3rupos de pontos ondo? n1uito poucos 
pontos est~o situados numa faixa 
na qua 1 S€' 
' a sua 
in t •n' lf1o?d i á r i a 
dÚvida quanto 
Entretanto os "clusters" 
€'Vidr:;.nto;.s. 
deve-sE< ao 
Este 
fato de que a 
podo?ria admitir 
•: lassif i cação • 
for·n1ados são muito 
do;. diScriminação 
distSncia entre os 
I Oo ooo •100<0 I 
: pontos e mais evidenciada quando avalia 
---··--·---·---....... ···---·----o----o-----··· -··· -··· -··· ... . .. ... ... . .. 
OIIOT ~"•"<OI•l 
os 
no 
pares de 
pr•irw:-ird 
se 
valores quanto ao seu desempenho 
.;. no Último componente. 
Compara-se este resultado com o observado no gr~fico de 
Y1 com o Y2 • A diferenciaçio pretendida se confunde uma vez que as 
distâncias são muito semelhantes difi•:ultando a visualização Neste 
caso, ~ possível questionar-se sobre a absolutização da escolha dos 
' CF' ck•finida do::·sd•::- F'•::·arson e Hotellin·a. E n.::~•:.::·ssário, t?ntãoy 
investjgar nio s6 a adequacidade do modelo mas tamb4m as dist~ncias 
entre as observações avaliadas como dist~ncias de Mahalanobis. A 
maior distSnciay provavelmenter estará entre Y1 e Ym • 
... . ... . .... ... . 
'" . ... . 
... ... ... ... . ... . ... ... . ... : ... 
. . 
. .. . .. .. 
. . ' ' o .. • • • ' ' ... . ... . ... . . . . .. . ... " .. . ....... '".' .. . ... . .... . .. . . . .. ........ ' 
O I 00 O oo o< 001 O .. .. ...... ' " 
Esta comparaçlo permite 
pr~tica usual na escolha 
dt?monstrar que a 
dos CP nem sempre ~ 
a ma1s corretar a mais indicada no caso de 
se estar pretendendendo separar 
sub-•:onjuntos d.::• dad()S P•?la formação de 
"cluster·s". Como cada "c lustE•r" . -··· . . -··· . . -···. . -··· . ' -···. 
... .. """"""' o o . ..... . . . . ...... "' 
O 0 10 O tO . . . pela variabilidade 
necess~rio buscar 
entre os 
maior 
se forma 
pontos .? 
poder ....-··· . ....  .... . 
..... 
-··· . 
. --· 
..... .... . '" . .. " . .... 
• 
.. 
·•·•. l 
-----------~-----·------·-
•••• -··· -··· -··· ••• ..1 •• 1 ••• • •• . , . ., , ........ . 
o 
discriminaçio, Este poder 
atribu{do d alta •:onco:-ntração da 
A formação "clustt?rs" 
- 34 -
se11rpre foi 
variância • 
pr.;.ssupõ,;. 
homogeneidade no interior do grupo, mas heterogeneidade entre os 
grupos. Isto poderia estar explicando a seleçio da menor faixa de 
variaçia como senda a que possibilita uma melhor assaciaçio de pontos 
Chan9( 1983) 11 
dependE" de ComponE"ntes Principais 
vantagem distinta sobre os dados 
( ••• ) o sucesso da Análise do? 
vá'rios fatores. D.;-ve haver uma 
nio transformados na qual as 
nrelhores nr componE-ntes individuais constituo?m o melhor subconjunto de 
componentes, pelo menos assint6ticamente. O teste e o gráfico podem 
ser utilizados para ajudar a selecionar aqueles componentes que 
•:ont.?nr as maiores informações. O su•:eosso disto é criticam.,;.nt.,;. 
dt?pendente do ta11ranho da amostra e da distribuição de informaçõ.,;.s." 
O uso de CP pode trazer grandes vantagens em estudos de 
papulaç5es compostas por dois ou mais estratos, quando se desconhecem 
critérios de classifica•;ão dos indivíduosfl 
1. 2 SIMULAÇI'lü 
Para realizar os estudos que serâa apresentados a 
seguir foram geradas amostras normais multivariadas com n=20~ n=50 e 
n=200 qu~ seria utilizadas como unidades experimentais de tal forma 
que a geraçio inicial ser~ alterada de acordo com os objetivos que 
seria ':?nfocadosu Est~:-s dados foram •;:J•:.:-r·ados numa distr·ibuição normal 
p-variada com p=5~ vetor de médias ~ e matriz de covari~ncia. E. 
1-'up =C 11.7166 2~.7411 9.58361 46.2059 33.2548) (341 
condições de 
l:pxp = 
A matriz 
inter~: .. ss€< 
-0.<100363 
42.90602 
-o .<182933 -o. 567155 
-1.45298 -13.3242 
12.3814 -2.8519 
166.653 
( 35) 
'·'""] -1.13109 -3.63819 
5.87478 
<19.2751 
( 35) 
' de covariância. 
nf<ste estudoft o espaço de variaçio das 
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variAv~is 4 difer~nte s~m se constituir ~m ~xcess5es, os coeficientes 
de variaç~o variam de 17/. a 37/., garantindo homo•;Jeno:idadl? nos dados. 
Por outro lado J poss{vel observar que muitas das variAveis sio 
praticamente independentes 
entre -0.07 e 0.07, m~s r 24= 
com coeficientes de 
-0.16 e r 3 ,=-0.15 
correlação que varia 
ApÓs a dados, ori•;~inais com as 
tipo descrito, serio çalculados os CP e avaliadas as 
mudanças verificadas nos coefici~ntes dos Jflt?SITtOS~ Esta 
permitirA que se conclua a respeito da sensibilidade dos CP. 
Após a de ACP nos dados originais obteve-s~ 
os seguintes resultados: 
Taboe-h "' 1.2 Resultados d• ap licaç3'o '• ACI" nD!< dados com &mtrutura ( 34) (> ( 35 ), par• n::::;w, n:::SO e- n=200 
n:::20 
Compono;.nto;.s ' < < < < < n:::20 
x, !19,64 -0.04326 0.02127 -0.09122 -0.28930 0.95165 
x, 19.11 0,1'1013 -0.12817 0.97538 0.02284 0.10968 
'· 18.67 0.04010 -0.24972 -0.09152 0.92188 0,27888 '• 2,19 0,97193 -0.11007 -0,1~·345 -0.08914 0,00511 
'· 0.39 0,14324 o. 95322 0,09149 0.24014 0,06716 n=50 
x, 64.67 -0,02834 -o.oo475 0,02332 -0.04286 0,99840 
x, 18,95 -0.08799 -0.32498 0.93975 0.0~·490 -0.02207 
x, 12,10 0,04021 -o.07532 -0.07917 0,99215 0,04558 
x, 2.94 0.99299 0.03276 0,10665 -0.03037 0,02439 
x, 1,34 -0,06167 0.942141 0,31412 0,09931 -0.00486 
n:::200 
x, 61,16 -0,00281 0.02359 -0.01028 -0.05348 0,99823 
x, 17.92 -0,10568 -0.0389'5 0,99186 0,05757 0,01392 
'• 15.12 .:o.ota33 -0.09217 -0,06392 o. 99207 0.05462 
'· 4,32 0,99294 -0,05629 0.10237 0.019373 0,00622 X 1,46 0,05049 0,99310 0,0390:!. 0.09670 -0.01775 
Os resu lt"'1dos da aplicação dos CP d<?monstram quo::• o 
ndmero de componentes pode ser reduzido para 3 pois o X de variSncia 
explicada pelos trts primeiros CP J, respectivamE-nte, 97.4%, 95.7% e 
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94.2/.. Un1a ot•s>õ"rvação das dois rr.enor-=-s CF' -=-vid-=-1-l':ia qui? as duas 
variJveis que mais contribuem na vari~ncia destes são respectivamente 
' X3 e X1 • E -=-ssencial obs-=-rvar que os coefici-=-nt-=-s concentrando quas-=-
toda a infor'mação em cada CF' são os mesmos, ainda que COIJJ pequenas 
varia•;Ões. 
GrJfico nº 1.4 Plano Y1 e Y2 com a aplicaçlo de ACP nos dados 
,_.r·i·.3inais. 
----• -- ' --- • • -
• ·- I ;i: o:;;:ÍÕ 
• ' ' -----
- =!! • --• - • -- ' : 
' ' • ' • I 
' ' --
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CAF'ÍTULD 2 
ESTABILIDADE DOS CP NO uso DE 
ARREDONDAMENTOS 
Os estudos que existem? em geral avaliam o efeito nos 
autovalores para casos em que sio realizadas transfor~aç5es nos 
autovetores do tipo arredondamento dos co~ficientes Ci e como muitas 
vez•: .. s o.:orr.::· quando os •:i .........-+ O, serão i9ualados a Z•:ror isto .{., 
literalm&nte zerados. Os E<studos r.;.alizados por Bibby( 1980 > 
Green(1977) estabelec.;.raffi o tipo dl? sensibilidade que os autovalores 
apr.;.sentam i·D s":?rBn• E>f":?tivadas E-stas alto::-ra•;Õo::-s nos autovetores. 
Bibby( 198"0) trata o "erro de a r r .;.donoja lfll?n to" "" 
Portanto~ passa sE-r ""' ponto 
conh.;.cimento do comportamento dos resultados ' apos o 
importante~ o 
arrE·dondamento 
dos coeficientes. Elo::- justifica o uso de arredondamentos pelo fato de 
que os resultados da aplicaçio das t~cnicas deveria ser interpretados 
e os coeficientes~ Ci~ arredondados 
i) facilitam a into:;·rpr+?tação; 
ii) facilitam os cJlculos dos autovalor+?s; 
iii )" são infE>riores aos 
.;.stillld•jori?S "Ótimos" 
de otil'l,alidade". 
m.;.smo usando seu pr6prio critJrio 
F'ara realizar seu arti•;;Jo~ Bibby( 1980) e•nfocou 
sot•re Ftnálise 
o::4 x •:4 mp los 
utilizou 
SE'';;JU Ü' Fisher apr>?s.;:·ntado por 
apresentar-se-~ os resultados do primeiro CP~ neste .;.studo dl? Fisher~ 
quanto ao comportamento do % de vari&ncia total abrangida pelo mesffio~ 
al~m do? demonstrar o tipo de arredondam.;.nto realizado~ para efeito de 
con1paração: 
Tab .. ta nt 2.1 Variaçl>o;.s no X d"' vari~ncia "'XPlicada apÚs as 
p .. rturb~çõ .. s por arr~donda~ento nos autoYetor .. s 
estSgio do• ,, X ,, variJncia •• ., . , •• 
original ,. o.6B67 0.30::>3 0.6237 0.2150 
aproximaçll'o n OJ '·' 0.6 0.2 ratll'o inteiro " '·' '.o 2.0 '.o 
Na tabela 2.1 ~ possív.;.l verificar uma ligeira perda da 
va~i~~~0 total contida no priffieiro CP. As perturt.aç5es aprese11tadas 
n~ ·~·ariância dos •::onspon.;;.nt.;:·s~ faz decro:;-s•:E·r o% do;;· varia•;ão ~::-xplicada 
ens apenas 1?. 2% o uso aproximações nos 
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coeficientes, Cir produziram pequenas perdas na varilncia. 
O teorema, a seguir apresentado, traz os limites para a 
redução do percentual de vari~ncia explicada ao serem utilizados 
arredondamentos em RCP. Este teorema~ apresentado por Bibby(1980) 
denotando por ók a perturbação da variância associada a un1 vetor 
arbitrário ,_,,. s.;;.u d.;;.svio l?m r.:•la•;ão a A~u a variân•:ia associada ao 
k-6simo autovetor: 
TEOREMA 1 
k=l.. • •• 
Então, 
ondo:-
F'rova 
então, 
Seja S uma matriz real sim4trica pxp com autovalores A1 
Àp ~ O e corr.;;.spondentE-s autovetores ortonormalizados l'~;,. 
,p. Seja h um vetor e seja 
- -,-
h h 
( 36) 
rz = li h - Vk li 
Seja !:; ::.(h- t~-;> .. tal que h- (l'J.; +!:;)e r= li ~li 
h'Sh = (V;; + !;;)'S ( Vf; + !;;) 
= r 's r + 2 rk's s + t:;'s t:; k k 
( 37) 
resultado este dado pelas pr6prias propriedades dos autovalores e dos 
a u t ov":~t o r ":~s. 
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Agora ~ to?nl uma Única rE-presE-ntação canânica. 
escrever~ = Eiqiti• Deste modo J posslvel substituir~ 
escrevendo-o em termos de coeficientes qk como ~=qkrk 
Então 
ainda 
~'s ~ = r:,· q . t' s r q. 1 1 
substituindo então em C36>r obt~m-se 
quanto a 
•'s • · + - •., ~.- • •· •'s • 1 J 11 :: Ãk :::; llr 'r '-> "I '-> '-> 
h'h = 
= 
= 
= 
( Yk + <; 
' Yk Yf: + 
1 + CJk 
h'S h 
h'h 
) ' ( Yk 
2 Yk'~ + 
+ rz 
+ ~ 
<;'~ 
) 
-q·· 1 
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Pode-s~? 
em ( 36 > 
= »t; + 2 Àk qt; + ,-. -· À· J Gi 1 " ~ qk 
= E i ;.., q·' - "t t;'t; I ' 
1 + 2 qh + r• 
= Lj Àj qi2 - À!:; :i 
1 + 2 qk + rz 
= :i ( Àj - Àk ) q p: 
1 t 2qk + r 2 
qi2 
2 -Ãl; -2 Àl; ql; - Àl; r• 
+ r" 
t;'t; - E; qi (; (; q; -
= E; qi2 ' ti\ (i = 1 
( 38) 
Entio os liruit~s para âk podem s&r encontrados. Para 
tanto, assumindo que k=l, se for assumido tambJm um qk• e r fixos 
obter-se-dum d~norninador Cl t 2 Gk t r 2 ) tamb6m fixo. Nesse caso 
quem estJ variando slo os autovalores Ài• 1 = 1. , r. Para 
IJraxillrizar- Lj( Ài - Ak )qi 2 r•?GU•n•-se q 1 tão •Jrande quanto poss{vo:-1,. uma 
vez que q 1 esti multiplicando o maior dos termos Ci\i- i\k)· Isto~. 
q 1
2 = r• 2 - q~;z e qj =O, ( j 7 1,~: ). Conso;;.qUo:?nterllente, o máximo que 
àk pode assum1r, para um dado valor de qk e de r 2 y ~ 
( 39) 
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então 
' e 
f ( q ) = 
1 + 2q + r 2 
f(q)-r 2 - ( 40 ) 
Uma obs~rvaçio mais cuidadosa leva, entio. a concluir 
limitada pois para q = -r 2 , obt4m-se o limite m~ximo de 
( 41 ) 
Similarmente, prova-se o limite inferior de Ok. 
2,1 A QUESTÃO DO ARREDONDAMENTO 
Pod•=--se di z.::·r ogu.;:o os arredondamentos sâ'o t:?rros sobre os 
qua1s não se t~m uma id4ia precisa de qual foi o montantE< de 
afastamentos realizados. Nio se pode prever com certeza quanto vai 
ser descontado de cada valor original. O que se pode avaliar 4 apenas 
o dom{nio desses valores~ entre C - c~ c }, dependendo do tipo de 
aprox i.JTJação (~f•:tuada ft Bibby( 1980), baseado ~:m estudos d.::~ 
Fisher(1944). Eisenhart(1947), procurou estabeJ.ecer as propriedades 
o?stocásti.:as dessas aproxima•;:õo::·s. Assim, St?ja 
ó X. - X·* l l ' onde x 1 ~: valor aproximado 
entâo os ~i s~o as diferenças com o valor verdadeiro e. portanto, uma 
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vari~vel aleatdria cont{nua que pode tomar valores num intervalo 
(-c~cJP de tal forma que a probabilidade da vari~vel assumir valores 
num sub-intervalo ~ a mesma para qualqu~r outro sub-intervalo do 
mesmo comprimento, 
Podemos assumir que 
i)os si sio independentes entre si; 
i i ) os se distribuem uniformemente no intervalo 
entrE' {-c;r:}; 
iii) os Ói são indep+?ndentes dos valor·.::·s verdadeirosy 
não arredondados 
Então, SE' ondr;:. 
, 
o num.::•ro do;:· v a lares 
observadosy são as dif.::·r~::·nças entrE< os va lares observados e os 
valores arredondados~ tem-se que . ) 
b ) 
E<Oi) =(-c+ c) = o 
E< ó · 2 ) = V< ó 1· ) = [ c - ( -c ) J 2 = J. 
c> V ar( Oi z) - 4 •:"' 
45 
se for considerada 
3 
a in f lu4nr::ia dos 
arr•:dondam~~ntos na função crit•:?rio, isto .?, na variânr::ia, devE--se 
avaliar o comportamer1to da soma dos quadrados dos arredondamentos. 
S.;:.ja 
( 42 ) 
•:nt ão 
F.( r z ) 1/3 pc 2 o::· Var( r 2 ) - 4/45 pc'~-
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No caso dE- ACF' o efE<ito do arrE<dondamento dos valorE-s 
ori•3inais po•je sE<r assumido colltO St?·~uindo a distribuição conformE< foi 
•jF.-scrita acima. 
SE- for atribuÍdo a r um valor fixo estE' estudo passa a 
tE-r um carJtF.-r um tanto dF.-terruin{stico, no entanto valor do 
arredondamt?nto em si 6 aleatdrio e com uma estrutura probabillstica 
b81Tt d.;.f in ida.. Os va lor.;.s observados não pr.;:oci sam apr-E-sentar uma 
estrutura de dados tio bem definida. Nesse caso Ok• definido 
anteriormente tamb~m 4 aleat6rio e pode-se supor que 
a ) ó· l ~ U< ·-0. o::.; o .. o::.>; 
b ) JSi• Ój são indo?pendentE<s. id•::onticamente distribu{dos; 
c ) Ói .. x· l são independ•I·nt~:?s. 
r 2( Ap - A f; ) ;; Óf; ~ r Z( "• -· À f; ) 
E( r 2 )( Ap - Af; ) ;; ( E Llk ) ~ E< r 2 )( '· -· ;,k ) 
Desse modo quando se t~:?m k=l .. obt~m-se 
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O arredondam~nto dos dados originais para uma casa 
decimal, num vetor aleat6rio de quinta di1r1ensio apresenta o ~ de 
vari~ncia explicada reduzido em menos do que 1/240( ~P - A1 >. Assim 
o arredondamento, tendo por base a expressio acima definida pode ser 
•?SP<:?rado por ou diminuir a vari&ncia explicada P':?los 
primeiros CP. Pode-se, entio, concluir que o preço pago pela 
sub-otimalidade est~ representado pelo montante de mudança ocorrida 
no Z de variaçio exp~icada, isto ~. na vari&ncia e, 
nos coef1c1entes Ci. 
conseqlientemente 
Portanto avaliar as mudanças ocorridas nos autovetores 
como efeito dos arredol·ldamentos consiste <:?m conl1ecer o intervalo de 
variaçio do % de vari~ncia explicada, dada por Ok· No entanto, esta 
t·:kni•:a n;)o d.: .. ixa •:x_plÍcito qual o autovetor 1J1ais PE·rturbado, 
remetendo ~ necessidade de definir outras formas de detectar a 
de estabilidade individual. 
2.2 RESULTADOS OBTIDOS COM OS ARREDONDAMENTOS DOS Xi 
falta 
Utilizando um conjunto de dados gerados a partir de 
(34) •::- (3~:i) obt~m-sE· aphcando CP, os s•::-guinto:.·s resultados, 
diferenciando as amostras geradas para n=20, n=50 e n=200. Foram 
realizados tr,ts tipos d.::· altt-ra•;Õe-:=.: 
12 arredondamento nos dados com aproximaçio em d~cimos~ 
22 arredondamento nos dados aproximaçio para o inteiro 
. ' . 1T1a1S prOXliTIO. 
3Q arredondamento na de 
. . . 
covar·J.anc.ta corr, 
aproximação para o int~;oiro mais prÓxirr.o 
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Como se observa na tabela 2.2. abaixo. o 
varia•;do explicada. após • aplicação dos 
ar~~dondaffientos citados acima. apresentou pequenas 
muito pouco significativas. Esta proximidade cresce 
tende a infinito aproxiffiando-se do valor original. 
tipos de 
a 1 teraçÕ•:·s porém 
a medida em que n 
O :Y. de variância 
explicada ap~esentou mais 
inteiro 
quando os dados foram 
ap~oximados para o mais 
, . 
prOXliJrO 
, 
porem 
semelhantes a pequenos ru{dos. não significativos. 
Tat•o;.la "' 2.2 AltE-raçõ"'s 00 ' 
,, varf~ncia .. xplicada ,. função . 
as a lt.era•;Ões são 
do• 
arredond~ .. ..-ntoo; ,,, . ' •' " • " tipo " ~rros-dondano&nto J • o• noatriz M covariJncia ' " tipo ,. ar r .. dondam"'n to). 
Con,po, .. nt .. s ' ' ' ' ' 
n " 20 ~-9.64 19.10 18.67 2,18 0.39 
" :59.66 19 .lO 18.66 2.19 0.38 " 59.36 19.18 18.83 2.14 0.48 " :59,64 19,11 18.6'5 2.19 0.39 
" " so 64.70 18,95 12,09 3,02 1,21 
" 64.72 1B.'i'4 12,07 3,03 1,22 "' 64.79 18.8-4 12.29 2,90 1.16 ,. 64.69 ta. 9'5 11.98 3.09 1.26 
n " 200 61.16 17,92 15,12 4,32 1,46 
" 61.13 17.93 15,12 4.32 1.-48 ~H 61.04 17.98 15.18 4,24 1.55 
" 61.35 17.86 15.16 4,21 1,40 
Com base no Teorema lp 
finalidade de detectar o~ limites 
calculou-se ok pa~a p:5 a 
possível variação do % 
variância explicada. int.::·rva lo, a rna i o r falta 
det~ctada para os casos em qu~ n = 20 .;. n = 50. 
Os intervalos demonstram a posslvel exist4ncia 
<:OITI v a lo r 
, 
max 11110 de 0.07 0.83 
obse·rvar na Tabela 2.3 muitas quest5es ficam sem 
caso. Nâo ~ possível verificar. po~ exemplo, quais 
mais pe~turbadas. 
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CO !TIO s.;. pod.;. 
r.;.spostas 
~ . ' . sao as var1ave1s 
Tab•lil "' 2.3 Int~trvalo• dlt .. - lhiJtn d1t varhçio do Pltrceontual •• vari,l}c:ta •:o:P lic:ada ••~Uildo o CP • ••gundo o ta ... u•llo •• " . 
' " " 20 " " 
., 
" " 200 
1 -0.87 o -0.83 o -0,68 o 
2 -0.28 0.60 -0.23 0.59 -0.19 0,50 
3 -0.27 0.61 -0.14 0.68 -0.16 0,53 
• -0.03 0.85 -0.02 0.80 -0.03 0.65 
' o 0,87 o 0,83 o 0,68 
Observe-se, atrav~s das Tabelas 2.4 A 2.8, os reflexos 
nos coeficientes, ci, do uso d& arredondamentos nos 
ou .;;.ntão na matriz oje covariância. F'o!'é1T1 não é só a prat icabi lidad.;;. 
do pro•:•?din • .::·nto 
do:::· gu•? muitos 
infor'fJráU.ca já 
tipo d•:scrito. 
gue torna int.;;.ressante seu estudo mas tamb4m o fato 
tratamentos estatísticos desenvolvidos com o apoio da 
trazo:::-m o?!"l!butidos errr so:::-u cálculo ar.ro::·dondam>:?ntos do 
amostra. 
Tat•E-h n~ 2.4 Variações do co~<>ficiE-nte C1: 1! autov ... tor associado ~ 
h1 , 12 autoval~r, co• aplic:açio de arrE-dondam~nto~. 
c < < < < < 
" " 20 -0.04326 0.14013 
0.04010 o. 97793 0.14324 
" -0.04379 0.14t50 -0,03935 0,97746 0,14151 " -0.0~·020 0,14425 0.03861 0.97690 0.14432 .. -0.04347 0,14071 0.03828 0.97817 0,14151 
" " 50 -0.04968 -0.08851 
0.04001 0,99189 -0.06514 
" -0.04974 -o.oaa81 0,04038 0,99186 -0.06495 2! -0.05166 -0.08701 0,04261 0,99191 -0.06362 .. -0.05123 -0.09082 0.03938 0.99157 -0,06605 
" " 200 -0,00281 -0.10568 
-0.01833 0.99:!94 0,05049 
" -O.OO!:l70 -0.10662 -0.01810 0.99287 0.04990 2! -0.00224 -0.10851 -0.01881 o. 99245 0,05391 .. -0.00559 -0.10297 -0.01962 0.99315 0.05124 
O 1~ CP se apresenta estável independente do tamanho da 
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Tabe-la n~ 2.5 
Tabe-h "' '·' v.r i aç8' ... do co'"'l ict ... nt• Cz: " '•· •• •utov•lor • 000 o ... •• •prox1.,•ç6••· 
c - < --" ~ " 0.02127 -0.12822 -0.24971 " 0.027SO -0.193~6 -0.24348 2! 0.03407 -0.18762 -o.:w519 
" 0.01623 -0.08160 -0.25712 
" ~ 
,. -O.OOfl26 -0.32795 -0.07463 
" -o.oo800 -0.32508 -0.07534 .. 0.00151 -0.35085 -0.06449 
" -0.00971 -0.33139 -0.07675 
" ~ , .. 0.02359 -0.03895 -0.09217 
" 0.02361 -0.03898 -0.09213 2! 0.02126 -0.04436 -0.09366 
" 0.02549 ... o.02675 -0.10238 
pode ser 
P•?qU•:•nclS amostras, onde~ por ex l?llrP lo, 
quando n=20. 
Tab .. la •• '-' Variaç8es •• co,..fict ... ot ... c .. : " autov ... tor '·· " autovalor -·· o ,.. •• ar r edonda•o<'nto". 
c < - - < 
" • •• 0.09122 o. 97538 -0.09153 -0.153<16 .. -o .oa929 0.96<131 -0.10084 -0.16221 
2~ -0.08597 0.96479 -0.11428 -0.16416 
" -0.08872 0.98096 -0.07318 -0.14906 
" 
,. -0.00654 0.93898 -0.0793'1 0.10747 
" -0.00715 o. 93998 -0.07872 0.107":·8 ~! -0.01557 0.92953 -0.09724 0.10664 
" 0.000731 o·. 93641 -0.09814 0.11089 
" • 
, .. -0.01028 0.99186 -0.06392 0.10237 .. -0.01097 0.99172 -0.06424 0.10330 
" -0.00831 0.9908:;1 -0.07281 0.10455 " -0.0006B 0.993'11 -O.O·H29 0.10061 
- 49 •. 
2~ autov&tor associado à 
•utove-tor as!lociado 
< --0.11006 0.95322 
-0.10123 0.94457 
-0.10049 0.94520 
-0.11575 0.9':õ5GO 
0.03513 0.94104 
0.0352<1 0.94198 
0.03195 0.9336'S 
0.03479 0.93967 
-0.05628 0.99310 
-0.05638 0.99311 
-0.06050 0.992':.4 
-0.05586 0.99248 
verificada 
aumenta dr;;• 
as .. ociado • 
< 
0.09154 
0.15479 
0.14751 
0.047~·2 
0.31687 
0.31401 
0.33895 
0.31812 
0.03902 
0.03959 
0.04404 
0.027'57 
• 
no caso d·~· 
iR'rPDI"tância 
O 3! autov~tor apres~nta alt~raçõesT 
quando s~ trata de aproximações nos dados originais. 
principalmo::-nto?, 
Tabela n~ 2.7 Variaçõ.;.·s do coeficiente c .. : 4!? autov.;.tor associado à 
Ta !:o~ la "' '-' Uar iaçõ,.,. do co,.fic:i<>nt,. r:.: .. .. utov.,.tor assoc:i .. do . • '·· " .. utov~lor con o "'o d• aprox inoot~Õ"l'S, 
' < < < < < n " 20 -0.28930 0,02283 0.92!89 -0.08914 0,24074 
" -0.28794 0,02363 o. 92809 -O,Ofl9:ll 0,24143 " -0.:::~·917 0,0335<1 o, 928:;i7 -0.0'7148 0,2471~· " -0.30137 0",01626 0.91791 -0.08679 0.24289 
" " 
,. -0.21346 0.0~288 0,97010 -0.03Afl7 0,09494 
" -0.21376 0,05227 0,97002 -0,03929 0,09528 2! -0.19061 0,06869 0.97385 -0.03966 0.0947~ 
" -0,30361 0,06992 0,94408 -0,04011 0.10011 
" " 200 -0,05348 0.0~·757 0,99201 0,01937 0,09670 
" -0,05499 0,05715 0,991FJ6 0,0192':'< 0,09733 " -o .o~·4':ó1 0,06':ó03 0,99120 0,02048 0,09890 " -0,11817 0,04211 0,98616 0,01767 0,10689 
Tatu:·la n~ 2.8 ~· ·-·- autovetor associado A 
Tal;..,. la "' '·' Variaçõ.,.s do c:o~f1c:1,.nt,. c,.: " .. utovetor at>sociado • '·. 52 u•tovalor no "'o d• aproxiOoaç;õ .. s. 
' < < . c < < n " " 0.95165 0.10968 0,27888 0,00"'•11 0,06716 " 0,95206 0.10975 0.27759 0,00056 0,06662 22 0,96008 0.10965 0,25115 0.01525 0.05393 ,. 0,9<1823 0,10480 0,29101 0,00529 0.07177 
" " 50 0,97~·63 0,010~58 0.21312 0,04302 0,027~·5 
" 0.9755~· 0,01115 0.21341 0.0<1304 0,02760 22 0,98018 0,02408 0,19018 0,04621 0,01901 
" 0,9'5136 0.01332 0,30270 0.04087 0,03773 
n " 200 0,99823 0,0139::'! 0,05<162 0,00622 -0.0177'5 
" 0,99813 0,01474 0,0:5611 0,00622 -0.01786 " 0_99924 0,01!!'55 0,05:547 0,005"-10 -0.01~~~ " 0,99264 0,00580 0,11981' 0,00920 -0.01246 
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Como se pode otrservar os cor:of icientes do primeiro CF' 
nJo demonstram sensibilidade tanto no uso de arredondamentos nas 
observações registradas •:o mo no caso de- aproximações das variânr:ias 
. ' ~ e o:ovar1anc1as, independente da utilizaçao de pequenas ou de grandes 
aruostras. Inclusive, ~possível detectar, ~ medida em que n cresce. 
uma maior aproximaçio com o valor original. Quando o arredondamento 
determina perdas ou acr~scimos nos dados observados que variam no 
intervalo C 0.5; + 0.5 ), o 2~ e o 4~ CP apresentam pequenas 
perturbaç5es. estas alteraçõe~ podem tamb~m ser relacionadas com o 
tamanho da amostra pois se evidenciam quando se trata de pequenas 
amostras. t poss{vel concluir que a estabilidade neste caso cresce 
quando n ~ c:::~. As altera•;Ões observadas não são significativas pois 
não interfero::·rn nas interpretações dos coeficientes. 
As perturbaç5es m~1s significativas ocorrem quando a 
matriz do::· . ' . •:ovar1anc1a aproximada para o ' 11Uili€'r0 inteiro mais 
pr6x1mos, significando perdas de no m~ximo ± 0.5, denominada de 32 
tipo de arredonda!ltE·nto. Com E•xces.sio do 12 CF' que P•?rn,anE•C•?U •:•stáv.;;·l. 
todos os outros apresentaraffi algumas alteraç3es que. em alguns casos. 
1Jrodifica111 a int.:·rprEota•;ão dos coeficient.es, especialmente quando se 
trata de pequenas amostras. Observando-se a Tabela 2.5 verifica-se 
que o 22 CP tem o coeficiente 
coeficientes mais perturbados 
possivel concluir que o 42 
cz 2 alterado~ na Tabela 2.6 do 3! CP os 
são •: 33 e ·= 3 s• Rtr'av.1.s da Tab•?la 2~ 7 ~ 
CP J sensivel ~ todos os tipos de 
arredondamentos independente do tamanho da amostra~ sendo alguns mais 
significativos como 4 o caso do coeficiente c 41 • A .. ~n~lise da Tabela 
2.8 leva a concluir que o Último CF' ~ bastante S•?nsível à intro•ju•;ão 
de arredondamento nos dados originais ou na matriz de covariJncia 
qualquer que seja o tamanho da amostra. Neste caso observa-se em 
especial o comportamento dos coeficientes c 51 T quando n=20 e n=50, e 
do coeficiente c 53 , qua~quer que seja n. Esta sensibilidade reforça a 
id~ia de sua utilizaçro para detectar a ocorrtncia de perturbaç6es. 
Desta forma. conclu·:·-se que as aproximaçÕ•?s r•:·alizadas 
nos Vdlor~s observados original111ente nio perturt•am os coeficientes, 
C i, -=Juando n ---i O:J. F·or outro lado~ em caso de p~:·quE•nas aJI,ost.ras os 
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coo:-fici.:ont.:-s qu.;. sofrem alto:?raç:ões sao os dos CF' intermediários. 
Os limites propostos 
grandes alterações no caso de n 
por Bibbr para ~k não 
200. que-
alteraç8es. Constata-se tarub4m que nio necessáriaruente 
apresE'ntan1 
apro?sentou 
os i! de 
variSncia explicada refletem o coruportamento dos autovetores ainda 
que estes sejam definidos em função dos autovalorE-s principalmenttõo 
quando s.:o trata? como neste caso. de peque-nas alterações. O uso das 
aproximaç5es altera estrutura de vari~ncia modificando as ruedidas de 
escala por~m as proporç8es não refletem estas modificaç8es. Os 
autovo;;.tore-s? no o::·ntanto. são associados aos autovalores portanto nio 
permanecem est&veis. Sob estas condiç8es. as limitações no uso da 
forma proposta por Bibby. 6 necessário encontrar outras maneiras de 
ruensurar o desajuste dos coeficientes. Estas alternativas podem ser: 
* Aplicar o mesmo m4todo que será aplicado quando se verificar a 
ocorr~ncia de perdas de otimalidade na variSncia; 
* Comparar graficamente os intervalos de 6k observados. 
As conclusÕ.;;•s quase está 
neco::•ssaria1T1~:·nt.e associada a norrr1alidade dos dados. Outros estudos são 
necessários para que se possa concluir quando esta norrualidade nio 
possa ser garantida. 
CAPÍTULO 3 
ESTABILIDADE DOS CP NA F"RESENÇA DE 
•• OUTL I ERS •• 
No caso multivariado pod~-se ter diferentes tipos de 
"outlier-s"~ valorE-s extr.;:oll'!()S altamo::-nt.;:- improv.:Ív.;:-isn Ur:Ja observação 
pode ser considerada como uru ''outlier'' por apresentar uma ou mais das 
p-vari~veis com valor muito diferente do valor esperado. A influ~ncia 
qu.;. podt? apres.;.ntar um "outlio?r" sobro? as m.;.didas que .:-stão s.:-ndo 
calculad~s torna complicada a sua presença no conjunto de dados. Em 
dados multivariados, a preso?nça de um ''outlier'' distorce as medidas 
oje locaç~o. as nredidas de escala o:, também. as nrE-didas de orio:ntação 
( corrE-la•;ão ). F'odt?-se dizer. no=.:-ss,:;. caso, que 
incha inapropriadamente a vari&ncia e 
a presença de ''outlier'' 
. . . a covar1anc1a ou as 
correlaç8es. Todas estas medidas bem como as medidas de locaçio slo 
de grand~? irT•POrtdncia na ACF' e por isso toda uma pro?ocupação t?m 
d.;.t€-ctar quanto os CP são S>?nsÍvt?is à presença dos "out liers". Aliado 
à Antlise de Sensibilidade se pode realizar um processo de 
identificação da observação que se caracteriza corr•o um "out lio::-r". U1T1 
estudo de Hawkins<1974) trata dos sérios problemas rt?sultantes da 
presença de erros em dados multivariados, verificando, inclusive, a 
grande dificuldade de reabilitar grandes conjuntos de dados. Quando a 
base do conjunto de dados segue uma distribuição normal multivariada~ 
e-xistem três O:?statísticas, dt?r'ivadas de ACP, que demonstr'am 
comport~mento superior' quando comparadas com to=.:-st~s do tipo X2 • Na 
pesquisa da presença de ''outlier'' atrav.?s de uma Análise 
Sensibilidade aliado 
para uma análisO:? 
com ACPr pretende-se 
explorat6ria informal 
a utilização 
e outros 
d.;:o 1111?t o dos 
pro•:essos 
3.1 A IMPORTÂNCIA DA EXF'LORAÇÃO DE DADOS UTILIZANDO O MENOR 
COMPONENTE 
O emprego de ACP to?m por objetivo avaliar a estrutura 
subjacente dos vetores de dados. EstE- procedimento, baseado na 
an~lis~ da variabilidade dos dados. classicamente utiliza os maiores 
CF'. Esta o?scolha leva em consideração qu.;:o associado a eles ten1-se as 
maiores varidncias supondo-se que dev~:~n~ as maiores 
diferenças observadas entre os dados. Uma vez comprovado que o posto 
da matriz de covari&ncia ~ rr tal quo: r ( Pr estar-se-á aceitando que 
os (p -r )-~ltimos vetores são linearmente dependentesr podendo 
reescreve-los como combinaç50:?s lineares dos r-primeiros vetores. 
Deste modo~ colaboram, a rigor, com nenhuma informaçio extra para o 
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conht?ci•r•.;;.nto da composição dos dados. Com t?sse argumento a grande 
maioria dos autort?s considera esta informaçio dispens~vel e portanto 
os M.;.nore-s Componentes Principais(MCP) são d.;.scartados. 
Hawkins e 
resgata a imPortSncia da 
estão associa•jos aos 
Fatti( 1984) propuseram Ullr trabalf"10 que 
informa•;io contida nos MCP~ aqueles que 
m.;.nores autovalores. Sua utilização est~ 
progra1~ada para detectar a interrelação entre vari~vt?is no interior 
dos vt?tor.;;os de dados. " É bt?m conht?cido qut? a inclusão de variáveis 
rt?dundantes no vetor de dados pode resultar em mais componentes co111 
falsos grandes autovalores,. como un.a consequência das altas 
correlações positivas entre as vari~veis originais t? suas redundantes 
contrapartidas.'' Define-se assim a capacidade dos MCP de detectarem 
justamente estas variáveis redundantes. Outro aspecto a ser 
considerado ~ a possibilidade de usar o MCP pela ocorr&ncia de urua 
' variável dependente t? outras preditoras. St?·.:Jundo Ch.:n1·3( 1984) "E um 
caso dE' idt?ntificar as subre•.;Jressões interpoladas &ntre a variáv.::-1 
d.:op.:ond.:onte e dif&r.:ontes conjuntos de variáveis preditoras." Outra 
alternativa dt? uso dos MCP €'st.3 em seu podt?r de detectar a presença 
de ''outliers'' em dados multivariados, poder t?ste que ~ maior que o 
apresentado pelos maiores CP. 
Jolliffe<1982) e Chang(1983) analisam a utilizaçio dos 
MCP onde o ~ltimo CP - nestt? caso o menor deles~ pois os autovalores 
sio selo?cionados de modo que 1 1 ~ ~ lp ~O, .? utilizado nu~!­
diagrama do? dispo:-rsio ~ contra Y 1 , o n.aior· CP conso?guindo atingir o 
máx in10 na st•paração dos pontos quando .? o caso do? duas normais 
misturadas. R padronização permite superar problemas causados PE'la 
invariSncia escalar dos CP assegurando com isto o poder de comparar 
os divE'rsos coeficientes uma vez que ~ atribu{da uma escala comum aos 
dadosM Na verdade, a transforiT•ação aplicada é linear e garante vetor 
de mÉ-dia zE'ro e vari&ncia 1. Os autovalort?s de S, a matriz de 
covari~ncia amostralv são calculados de tal forma qu€' O~ 1 1 ~---~ lp 
com os autovetores correspondentes ai'=<ai 1 .•• aip), i=l, P. 
AssiiT• os ú 1t ill'10S CP o:·stão asso•:iados aos 11'1aiores autova leres, 
as malort?s 
. . . var1anc1as ' . pOSSlVelSr com tr S = tr L, onde 
L= diag( 11 ••• lp }, .,;. colli isso det4m o llidximo em termos de 
explicaçio da variaçio dos dados. 
Por outro lado, o primeiro CP, W1 = a 1X, a 1 'a 1 = 1, tem 
variância mínin.a· e .f. nio •:orr.,;.lacionado com os outros CP, isto 4, 
Cov( WpWi ) = O, i 
CP sio escolhidos 
> 1. A proposição d.,;. Mardia .f. de que os r menor.,;.s 
como aqueles que estia associados ~ au~ovalores 
menores do que um, lt << 1 , i = 1, .••• r. Como se pode observar na 
n.aioria das vo;.zes são quaso;. todos constanto;.s ou aproximadan.-.:-nte 
constantes pelo Ínfimo valor que assumem. 
F'atti< 1984 ), "( ••• ) por causa do escalonan••nto 
Segundo Hawkins o? 
dO:? X, as m.f.dias de Wt• 
i=l. ,p são todas zero. As equaçÕP.s 
isto .{., 
p 
~ ai j Xj = O , i = 1, 
J=1 
repr.,;.sentam r hip.,;.rplanos ortogonais 
estão n.ais densan.ente agrupados, 
em 
isto 
' r 
torno 
' h 
( 43) 
dos quais os dados 
eles representam 
matematicamente quase constantes não correlacionadas e linearmente 
independentes (por causa da ortogonalidade) relaçÕ•s lino?ares o?ntre 
os elementos d• X" Esta propriedade dá suporto? ~s id.?ias 
desenvolvidas no t~:~xto, que são proce-din.entos ,j.;::•scritivos,. não Sl?ndo 
considera•jas suas propriedades inferenciais, o que garanto? sua 
aplicabilidad•;:· sem a suposição do? normalidaçh;· o::- lllo?Smo quo? al•.3umas 
do?la sejam não estocásticas. 
- ' 1~ caso IDENTIF'ICAÇAO DE VARIAVEIS REDUNDANTES 
Na suposi•;ão do::• 
id~ntica~ent~ nulos então os 
lineares exatas, indo::-pendentes 
que os s pri~o?iros 
CP corro?spondentes 
na amostra entre os 
autovaloro::-s são 
do::-fine~ relaçBo::-s 
e-len.entos dtE> X, 
isto permitiria reE•screver s •j•:das em t~~·rmos das d•,.m.r.~is. A proposição 
fica em trabalhar com aquele subconjunto s de X que pode ser escrito 
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con.o combinação linear dos demais. 
Para tanto defin~m-se dois vetores: 
x< 1 >: v.;.tor do subconjunto s de X 
x< 2 >: vetor das r.:•stantes Xj 
F'ártir:ionando r:-ntão dos a u t. ov.;:.t o:" es 
correspondentes aos s autovalores nulos, A5 ' , obtem-se: 
A5 ( 
1 >: subrnatriz sxs do? A5 corro?sPond.;:.nt.;. à x< 1 ) 
A5 (z): subruatriz sx(p-s) d~ A5 correspondent~ a x<z) 
Então 
x< 1 ' - A ( • >- • n ( o >x( 2 > s s J ( 44 ) 
x< 1 ) reescrito, pode-se afirruar 
redundantes nada acrescentando em termos 
compr":;·~:·nsão do fE•nÔmeno~ Assim X( 1 ) pod•? 
numericamente est4vel, como funçJo de 
que seus e·lementos são 
d<? informação extra na 
estimada de maneira 
outros vetorr;.s os CP 
assa•::iados aos menorl?s au·tova lares, e· que tendr:;.m à z.;;-ro vão ser 
utilizados para, atrav~s dos coeficientes, identificar as variAveis 
que podem ser previstas em função das outras. 
Uma nova pa•jronização proposta. São ' . nece•ssar1as as 
seguintes suposições: 
I!( varidvo?is redundantE·& entre as 
vari~veis originais que foram removidas; 
~ variJveis restantes foram renumeradas de l, ••.• P 
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OU So;;oja, 
A transfor~açlo proposta ~ a seguinte: 
z, 
z = 
• 
p 
zi = :E dij xj 
J=1 
p 
X; = r élij 
j=1 J li 
N•:,ste caso • Z "' N ( O • I ). na anrostra u 
p 
I: aijXj. 
j=i 
Para Zi=O. seja Xm um vetor de dados tal que 
( 46) 
Zi/dim: bom preditor de X~. nâo viciado com um 
certo erro de prediçJo com vari&ncia residual -
1 l. = d 2 i 111 e dinr 
2. 
a ~ ITr 
Portanto dim J grande quando estA associado com grandes 
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coeficientes e menor autovalor < li ) caracterizando o MCP. 
Outra proposiçio baseada na ortogonalidade da rotaçlo 
CP leva a uma nova rotação: 
L = ASA~, D - L -i/z A 
então 
DSD' = 
= 
r 
S.;;.jar .;;.ntão 
~ : uma matriz ortogonal qualquer 
F'ropÕ.;;.·-se um~l nova rotação dos dados de tal for'llla quo?: 
DJ!E = 41 [I 
então 
( ~fi ) s ( 4l Il >'= 4l [I s [1'$' 
= <I> I <I>' 
= !li !li' = I 
Comprova-ser 
vari~veis or1ginais detecta 
prediçio baseada nas 
a transformação [I ~ mal.s 
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eficiente mas D* apr~senta m~lhores resultados pois 
estruturada. 
nte lho r 
Neste caso urr.a conclusão interessante se•3ue pois s.;:. 
j ~. I lDI --t CD 
j = mr indi·:a que a subro:-9ressão inclue um subconjunto pequeno de 
outras variáveis. 
Uma estrutura recomendada ~ aquela que leva os dados a 
apres€•ntar grandes elE-111entos o::• zeros E-IJI suas linhas. A su•.;JE-stão 
apresentada neste caso 4 o uso do crit4rio Varimax~ simPlificando as 
vari~veis no seu conjunto e nio apenas aquelas altamente previs{veis. 
A questão da melt.or interpretação a partir do uso do:-sta rotação foi 
introduzida por GibsonC1978). 
SUBCONJUNTOS ALTERNATIVOS DE PREDITORES 
variável 
suas variJveis preditorasr nesse caso,. 
do?pend~~·nter e ( 
'' qualquer linha i 
X2 .... Xp) 
de D com 
grande valor dt 1 na 
para r: 
1!! coluna identifica uma equação de regressão 
y ( 47) 
Assim são definidos como ''colinearidades preditivas'' 
( ••• )os Menores Componentes Principais com acJmulo no elemento Y e'' 
colin.;:.aridade não- ..,r·.,;.ditlva" aquelE-s que não tem sobrecar·3a no 1!! 
elemento .. " O priiT:•:·il"o ·=aso indi•:a subre'.)rt2ssões alt~~·rnativas para Y e 
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o segundo caso demonstra relações lineares apenas entre as variáveis 
restantes. 
Websto:::r o2t 
un.a forn.a 
all< 1974) 4-
a lto;;ornativa 
denominada de " 
proposta 
Anális>? 
por 
de 
variáveis latentes " que faz uma combinaçio da 
preditiva com os mínimos quadrados. 
onde 
p 
Y -L bj Xj• 
J=:Z 
Stõ?ndo 
- r: 
iEl 
Hawkins( 1973 ), 
regressão das 
•:o 1 in .:~ar idadE" 
( 48) 
I : conjunto de Índices das linhas correspondentes ~s colinearidades 
pro::·ditivas, e 
1/I:dzi 1 • 
i E! 
variSncia residual 
As t6cnicas propostas com base nos MCP sio diferentes 
da RCP-Re9ressâo que utiliza , como tradicionalmente, os maiores CP, 
Hawkins(1973l e JolliffeC1982l confirmam que apesar de conseguirem 
captar a maior variabilidade nas varidveis preditoras nio conseguem 
os melhores estimadores da variável dependente. 
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3° caso DETECTAR "OUTLIERS" EM DADOS MULTI VARIADOS 
A proposi.;ão da utilização •jos MCF' para 
''outliers'' parte da suposição d• que 
X ~ N ~ uma normal multivariada, •ntlo 
Z· l ' p ( 49) 
tal que Zi ~ N ( O; I ), independ,mtes, s~;. n .{. grand•?~ Assj.m a 
presença do ''outlier'' ser~ identificada pela existtncia de valor fora 
dos lind.tes de vartação de un,a normal padrão. O valor limitE· aqui 
adotado ~ de zi à 3.j4. Justificando o uso dos MCP destaca-se que os 
coeficientes mais altamente sensíveis ~ presença de ''outliers'' nos CP 
estão associados aos m.:.:·norE<s autovalores li<< 1, i= 1, •.. , r, 
muito mais do que aqueles correspondentes aos maiores CP. 
Duas tÉ<cni•:as para "out.lJ.ers" são 
apresentadas por Hawkins baseadas nos k zi's correspondentes aos 
MCP: 
k 
=.:: ziz 
i=! 
.;:• T 3 - máx I Zi I 
1~ i~k 
( 50 ) 
Se foi avaliada urna observaçio que estd fora do domínio 
sendo, entâo, considerada um ''outlier'', uma an~lise do tamanho e do 
sinal dos coeficientes permite saber qual dos X' 5 6 ''outlier''. O uso 
da rr.atriz D e da rota•;:ão n* facihtam a idBntificação e são indicados 
nest.;:· caso~ 
Uma conclusão 
maioro?s CP o:orr"?spond.;. a urr.a 
pequena) no ''tamanho'' geral 
~~ qu~::- " ( ••• ) um "out lier" junto dos 
observação ·3era ln,.;;.nte mui to grand.;;.( ou 
que o resto da população, .;.nquanto um 
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"outlier" junto dos MCP indica un,a observaç3'o cuja 
multivariada difere daqu.;ola do r.;.sto da população." 
3.2 CARACTERIZAÇÃO DE UM "OUTLIER" 
11 estrutura" 
Uma das formas de caracterizar um dado como ''outlier'' 4 
a represeniaçio gr~fica dos dados e outro 4 o estudo de um intervalo 
padrio d~ refer4ncia que apresentasse parS~r~etros para detectar um 
''outlier''. De um modo geral este intervalo ~ constru{do com base na 
concentraçio central dos dados. Assim, percebe-se que este crit~rio ~ 
perfeitamente vdlido quando se estd tratando de varidveis que t4m uma 
distribuiçio normalv ou, aproximadamente normal. Caso contr~rio, o 
ponto de corte pode podar valores que, apesar das diferenças entre 
ele e o restante dos dados, apresentam valores explicados por uma 
distribuiçio assim~trica com dispersâo acentuada numa das 
o;;oxtrernidad•:·s dà distribui•;ão dos valor.;:•s. O cr'it.?.rio •3rdfico telft uma 
desvantagem quando se trata do caso multivariado. Se o n~mero de 
variJveis 6 p) 3 opta-se por apresentar os dados parcialmente, 
combinando as vari&veis que 
a Iterando a entrada d.;:. 
seria representadas graficamente e tamb~m 
vari&veis. Atrav4s disto ~ possível 
caracterizarr graficamente. a exist4ncia de ''outlier'' ruultivariado. 
Alguns tipos diferentes de "out liers" podem ser 
caracterizados pelas conseqU3ncias que geram nas observações. A 
importancia de definir o ''outlier'' deve-se ao fato de que os diversos 
tipos vão gerar •jifer.;:.ntes procE•dimentos de ido:ontificação e a AnálisE< 
de Sensibilidade do pr6prio m~todo empregada para detectar as 
alteraçõ.;,-s ante sua especificamente r 
caracterizar dois tipos de ''outliers'': 
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GrJfico n~ 
covariância 
• • 
• 
3.1 
• • • 
• 
• 
'• 
''Outlier'' do tipo que in r: h a a variância e a 
• 
•• 
~Um "outlier" pode 
apresentar r:onro ··" . consequenc1a 
o 11 ind·ranrE-nto" da . ' . var1anr:1a 
e da 
nrodo, 
. ' . covar1anc1a deste 
ser a 1 tanrentl? 
pr~?judicial pelos efeitos nos 
resultados quando da 
m~todos r:o11r0 
ACP y definiojos em função da 
estrutura de variância. 
Gráfico n~ 3.2 "Outlier" do tipo que obscurece um comportamento 
sin•;~u lar 
•• 
• • • 
'· 
" • • .. • 
. ., 
• 
• 
• 
"out lier" pode 
obscurecer a 
comrortanro;;onto 
p~:;-rr:ep•;ão de urrr 
muito 
r:aracter{stico de um conjunto 
d.:· dados r levando • 
redimensionar erroneamente a 
análise realizada. Observando 
o exemplo abaixo, verifica-se 
que o gráfi·:o 
utilizando os 
d•;- dispersão 
pontos já 
transformados pelo uso de CP 
mascara a concentraçlo dos 
pontos enr função da presen•;a 
de ''outliers''. Uma análise cuidadosa revela que o eixo do primeiro CP 
cont61Tr praticamente toda a variabilidade dos dados, no entanto a 
presença de um ''outlier'' no e1xo de Y2 , o segundo CP certamente 
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a lt~?rará a 
concentrada 
relação 
em Y1 
~?ntr~? o P~?rcentual de variância e-xp h cada 
~? o percentual de vari~ncia explicada concentrada 
e-m Y~. Isto perturbar~ a an~lise- a ser f~?ita. 
Toda a 
fundamental no estudo 
constatação da pr~?SE-nç:a 
e uso dos resultados devido ~s 
dE- "aut li~?r" 
imp licaçõo?s qu.,;. 
sua presença podE< prova•:ar. Uma das pr~?ocupaç:ÕE-5 •:om a pro?s.:onça 
·Jo ''outlier'' ~ a verificaçio de que tipo de erro est~ sendo cometido: 
~ O erro cometido pode SE-r num dos componentes do vetor resposta~ e 
nesse casoy alterar~ as conclus5es que partilharem aquele componente. 
Este tipo de erro pode alterar um dos componentes afetando apenas as 
interpretaç6es que fossem feitas a partir de seus coeficientes. 
-
~ Erros sistemJticos podem ser cometidos~em todas as suas componentes 
e, nesse casoy podem afetar todas os componentes, alterando toda a 
ACP. Este fato~ praticamente, invalida os resultados obtidos. 
~ O erro pode serr no entantoy 
par4m em todas as componentes do vetor-resposta afetando desta forma 
os coeficientes Ci· 
Os efeitos podem ser minimizados se for conhecido o 
tipo de perturbaçio que comumente ocorre. Estas consideraçõ~s rem~tem 
a busca dE- proc~:?dinP:;.ntos ma1s 9•::-rais de controle da presença de 
''outliers'' bem como procedimentos que permitam realizar a An~lise de 
Sensibilidade da t~cnica ~ presença de ''outliers'' • 
3.3 F'ROCESSO [IE I[IENTiflCAÇAO E ANÁLISE [IE SENSIBILI[IR[IE NO CASO [IE 
"OUTLIERS" 
f-ls a lteraçÕ•:-s que a presença de ''outliers'' podem 
provocar na variancia eT consequentementeT nos coeficientes ci• podem 
invalidar~ na prJtica, todos os resultados obtidos com a aplicaçlo da 
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\ 
ACP, dai a necessidade de realizar uma An~lise de Sensibilidade 
que forneça elementos para avaliar a sensibilidade da t4cnica ~ 
presença de um ''outlier'', Pretende-se verificar que tipo de 
a lterao;Õ.;;·s s.;:. processam n.:-stes casos, que- n.udano;as o•:or·r+::oram nos 
resultados como consequ~ncia desta presença. Quer-se saber como os 
coE-fi•:ientes foran• afetados, pois atrav.?s d.;. sua interprt:?tação 
p r l?t o?nd•=---s.;;• 
prÓpria ACP 
estudar a estrutura de relaç:Õo?s entr·e as p-variávo:-is. A 
va1 ser utilizada para avaliar, simultaneamente com sua 
aplicação, a Sensibilidade. Esta aplicação ~ mais apropriada, 
prin•:ipa lmente quando se tratanr de dados de uma amostra quo? não 
apresenta uma estrutura de distribuiçio muito padrio. Est~ tratam~nto 
sr? justifi•:a a medida .E<m quE< a aplicação da t~o1ica de CF' indepen•je 
do conhecimento da estrutura dos dados. As possíveis singularidades 
lineares apresentadas pelos valores obtidos podem ser observados • 
descritos atrav~s de um processo 
valor~s J~ transformados como 
ajustarr~~~·nto 
- ' 
A'<X-X>. E 
de uma reta aos 
possível observar as 
projo::Jç:Õo:-s das ot•servaç:Õ•:;os nas coordenadas dos CF' correspon·j~:·nto:;.s aos 
menores auto~alores, isto ~. correspondentes ~s Jltimas linhas de Y. 
Supondo p=2, observa-se este efeito atrav~s da se9Yinte ilustraç:~o: 
Gráfico n.2 3.3 
"' 
•• 
• • • • • • 
• 
ajusto::- obtidc) 
Coordenadas dos dois primeiros CP 
• 
• 
'• •• •• 
• 
~ • 
• 
'• 
a partir· da soma 
O grJfico, apresenta X1 , Xz 
as variJveis originais 
enquanto que Y1, 
as coordo;;>nadas dos dois 
prin1E>iros CP 
partir da 
;:ovari~ncia dos 
calculados a 
matriz dE' 
dados 
bivariados. Para analisar o 
co~portamento destes dados 
observa-se que o ajustamo::-nto 
I ' ~· 1 - ' coE ro~-== -~-se em r• açao a 
v . " ~ o::oxatam.;:.nt.;:. o 
d c.·-= '!'..!::i.:Jr·ados dos dE<svios 
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pE-rPE-ndiculares. Observa-si? a projeção dl? UITt ponto tÍpico dos dados, 
P', como mostra a figura acima. O res{duo ortogonal de um ponto P 4 o 
do;.svia d.;;.ste ponto ent relação a sua ro:-ta ajustada formando o vE-tor OF' 
o qual so:- for observada a projeção dE" P, qui? 4 P', part?ce ser o mesmo 
quo:- o' p' no E'ixo y 2' o SE'9Undo CP. So?o;~undo (;narrad~-~sH:an o? 
Ko:ottenring( 1972): '' Mais genE-ricamo?nto?, com dados r-dimensionais, as 
praje-çõ.;;.s nos ml?noro?s ( isto É-, com vari.;n•:ia ntlnima) Componentes 
Principais pode SE'r relevantE- para E-studar uma ot•sE<rvação de um 
hipE-~plano d• ajuste fl?chado nas q-meonores coordenadas dos 
Componentes Principais. Podem ser relevantes para estudar os desvios 
de uma observação do? um espa.;o sub-lin.:-ar ajustado d~S" 
dimensionalidade (p- q).'' 
Por outro lado, pretl?ndl?-se atrav4s de uma 
ITtl?nsur·aç:o.;.s estar capa.:itado a dl?tE-ctar 7 com uma •:E-rta pr.;;.·:~são, 
quais das informa•;Ões s.=:- constituE-m o?llt "outliE<rs". EstE' duplo asr.:•cto 
r•::-ft:?rido, Análise de SensibilidadE< E' F'rocE'SSO d.;:• IdE-ntificação da 
' informação que E' "outlier", 4 essencial no processo de .:-studo do 
•:onjunto dl? dadosft 
Estas •::onsidt:?rações remetem a busca dE· um sistema de 
proteção 9er·a 1 E-ITI ri? lar;ão 
informaç6es. Nesse caso. 
diferentes sensibilidades. 
' a PrE-sença de ''outliers'' no conjunto de 
' ' . e nE<cessar• 10 
É pr•::-•:iso 
empre·;~ar 
ajustar o 
t.?.:nicas 
tratamE-nto 
com 
aos 
crit,rios de caracterização de um ''outliE-r''. Entre os procedimE-ntos 
mais razo.lv.::·is c-itamos: 
* os procedimentos caudais de 
extremas tÍpicas. Neste caso. 
correlação entre as vari4veis qu.;;. 
dt:?tectação qu.::· avaliam si tua•;Ões 
pode ser citado como exemplo a 
vai apresentar alta distorção; 
* o uso da padronj.zação normal, z = ( x - ~)/rr. E'm casos que se trata 
de uma análise multivariada do tipo normal. Este procedimE-nto permite 
detectar quando uma observação J muito isolada. Pode-se constatar que 
se trata de um ponto isolado quandor numa de suas componentes ou em 
' . 
var~as E'r .linda, em todas elas verificamos que a observaçio, quando 
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padronizada. segundo os crit.?rios da distribuição normal padrão. 
apr,:_;.senta z > 3.4 ou z < -3.4, pois a probabilidade de que ocorra um 
valor ne-ss.;:o into:orvalo é o:-xtro?lfldHrE-ntE< pequo::,•na con1 F' --tO. Isto .f., so;:. 
trata d.;;. um ponto quase inrpossíve-1.. Em g.;:.ral, s.;:o obs.;;.rva que os 
pontas distorcidos na correlaçio 
''outliers''. O cuidado que s.;;o 
pad.::-m prenunciar 
ter- ' e com 
a 
a 
pr.;;osença" 
suposição 
normalidad.;:. >?ITI função ojas rE·striçõ.;:.s imposta<:::, ato? o momE>nto; 
ltE D.;:ovE<-se cónstruir um •;Jrand.;;. conjunto d.;;. t.?.:ni•:as para avaliação da 
sensibilidade do proc.;;.dim~nto ' a prE-sE-nÇa ''outliers'' de modo a 
podt?r opE-rar E<Hr .jifo::orNttE-s situaçÕt?s. S:ii'o casos •=·m quo? os .;:.rros são 
num E•lE-nro::•nto do vo::-tor rE<sposta ou. E•ntão, casos em quE- E-rros 
sistem~ticos são cometidos E'ID todos os componentes do vetor resposta. 
Assim se um conjunto do::- t.?cnicas gerais de detecção ,je "out li.;;.rs" for 
empregada na mesma amostra pode-se considerar que a 
E-ficiente e,· indica, tamb4m. qUE< se est4 de poss~ de 
dados p.::~rfeitame'nte avaliáv.;.l estatisti•:am.:.?-nte .. Na 
st?le•;ão foi 
um conjunto de 
busca deste 
sistE,ma de prot.;:•çâ'o en. ro:-la•;ão à presr::<nça de "outlú::,rs". .? 
perfeita1~ente vJlido procurar uma t.f.cnica que se adapte l grandes 
quantidades de dados pois estatística opera com uma grande massa de 
dados er ao mesmo temror interessa buscar· simplicidade computacional. 
t interessante aliar ao prdprio estudo da Sensibilidade e do processo 
de identificação de ''outliers'' o c~lculo de outras tÉ-cnicas que 
intE<ressem na an~lise das dados. 
O desconhecimento quanto ~ presença ou não de 
"outU.;;.rs" •:.;ler•a inc.;:,rtEoza na utilização dos r.;:,sultados obtidos E<, .;:.m 
ACP, espo::ocificamente, a incertE-za fica por conta da insegurança na 
int.;:.rpretaçio dos coeficientes, ci· Por outro lado com base no 
montante de variaçio explicada pelos prim0iros Componentes conforme a 
soma dos autovalores, Ai, i:l, ••• ,k. k(p pretende-se redimensionar o 
ndmero de variAveis em estudo reduzindo os CP à um ndmero menor que 
satisfaça em termos de vari&ncia. Neçessariamente~ este corter 
prt?ssup5e um domlnio do grau de sensibilidade da variancia frente a 
O prdprio m~todo permite realizar este 
controle pois conforme pode ser obGervado, aplicação 
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realizada 111ais abaixo~ e conformo? a discussão ':?ncontrada ':?lf• autor':?s 
como Gnanadesikan e K':?tt':?nrin9<1972)r os primeiros e os dltimos CP 
são os n.ais int':?ressant':?s do ponto de vista da Análise dl? 
Sensibilidade e de constatação sobre qual observação se constitue num 
"outlier". Estí? autores diz+?n. qu+? " Os prim.,;.iros são e-sp.,;.cialme-nte-
sens{veis a ''outliers'' que incham inapropriadam':?nte a variSncia e 
covariSncia( st? traba lhan.os con, S) ou as corrt?lações (se- traba lhamas 
com R>. ( .... ) Os Últimos Compone-ntes Principais são s.;ons{v.;ois às 
questões de "outliers" relacionados com o resíduo em relação à função 
ajustada.'' Uma observação problem~tica que pode ser detectada aD 
lun•3o de•st•::os .,;.ixos apr•.?sentando resÍduos po::ola adi•;ão de din.ensõe;o 
insi.·3nificantes ouT entãoT obscure•:endo particularidades no prÓprio 
conjunto de dados. 
' e a ' . UOlCa font.;:o d.;:o para a 
an~lise pois s.;:o pode utilizar tanto os valores originais, Xjr como os 
CP, Yi. Al4m disto. com uma amostra multivariada, pode-s.;:. utilizar 
algumas estatísticas unj.variadas do tipo grdficos de probat•ilidade 
sobre as linhas de X ou de Y~ Estes procedimentos auxiliaria a 
acumular ~vid&ncias quanto ~ 
isoladas. Esta participação 
no sentido de realizar de 
improbabilidade das observaçõe~ que sio 
ao reunir as evid~ncias colabora tamb4m 
maneira mais eficiente a An~lise de 
Sensibilidade. t importante que 
corretamente identificada. Muitos 
a presen~a de ''outliers'' seJa 
são os métodos propostos para 
detectar a falta de ajuste de uma observação individual. 
Rao(1964) prop8s um estudo dos quadrados das somas 
dos comprimentos das projeç:Ses de uma observação nas Jltimas 
q coordenadas dos CP. Para tanto deve-se computar uma medida ~ qual 
R ao d•::·nominou dl? "d 2 j ": 
Seja 
p 
dzj = : [ li'<Yi- Y> J2 
i:.~p-·q+l 
( ~i 1 ) 
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= ( 
p-q 
r: 
i=t 
[li'(yi - Y)J2 
A m.:~dida obtida so;;.rá avaliada .;;~n, função da IJ1d·3nitudP. 
dos afastamentos. Quando forem observados grandes valores de d 2 j, 
estes seria considerados como indicativos de quo;;. ocorre um ajuste 
(p- q)-dfmensional muito pobre para a observação. 
Esta estatística proposta por 
complementada pelo estudo das projeções dos 
coordenadas dos CP, isto ~. naqueles componentes 
Rao pode ser 
dados nas dltimas 
que apresentam os 
menores autovalor&s. EstE< estudo podo;;. ser realizado utilizando-se: 
--t Gráfi•:os d•:- dispersão, 
tri-variados das ~ltimas 
bi ou tridimensionais de subconjuntos 
linhas -d€' Y, •?lfl várias dtr.;:·ç:ÕE·S ao 
bi ou 
t.;;.mpo de modo a agir como se fosse um fator. 
--t Gráficos de probabili•jad•: .. dos valores entre cada uma das linhas de 
Y ~ Unican1o;:.nto;;. porquo;;. a transforn1a•;ão de que- trata ACF' .{. linear' não se 
pode aguardar que- estes valores sejam normalmente distribuÍdos mesmo 
que esta seja a condição apresentada pelos dados originais. Nesse 
caso? o gr~fico de probabilidado;;.s normal pode contribuir de forma um 
tanto eficiente para a an~lise. Quando se utiliza a estatística dj 2 
num gr~fico de probabilidade gamar a an~lise que este gr~fico 
proporciona pode ser ampliada com a utilização dos gr~ficos de 
probabilidade normal. A visão que este gr~fico proporciona do 
comportamento dos pontos permite observar quais projeções definem 
uma ot•sE•rva•;ão como anorma 1. 
~Gráficos dos valorr::·s •:"'IJI •:ada un1a 
certas distSncias nos primeiros CP. 
verificar como a grande variabilidade 
dois primeiros CP. Em se tratando 
das dltimas linhas de r versus 
Com este trabalho vai se 
dos •jados est.3 •:onc•: .. ntracla nos 
amostra mlAltivariada 
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p-dimensional com p=5, J interessante observar as projeções das 
obsl?rvações nos eixos das coordenadas ,jos CP assocta,jos 
autovetores a partir da distSncia de '' ••• um centrdide 
projetado no plano bi-dirr":-nsional com os dois .,,aiores 
Isto pode mostrar uma certa inadequacidade 
a os IJro?n or-es 
do;- cada ponto 
autova lares. 
do ajuste 
multidimensional, pr-incipalmente, se a nra·.:mitude dos r.;osíduos nas 
coordenadas associadas COIJ• os 
o agrupamento dos pontos 
autovetores correspondentes 
menores autovalores está associdda 
no espaç:o bi-dimensional dos 
aos dois maiores autovalores." 
COÍJI 
dois 
o 
tratamento aqui proposto não estA considerando dados nio-lineares. 
Este tipo de dados exige um tratamento pr6prio tanto a nível da 
pr6pria definiçio de erro multivariado como da computação dos 
tratamentos e da expressio estatística das diferenças ocorridas entre 
a reta ajustada e as ot<-::-erva•;ÕE"s re•3istradas. 
S..:·ja qual for o meio utilizado para • 
observa•;â'o duvidosa. distorcida 
digitação ~ possível. sugerir que 
por erro d.::~ mensura•;io ou de 
* o valor suspeito de ser um ''outlier'' seja excluÍdo do conjunto de 
valores e que seja f•:~ita a ro:?•:uperação da informação contida .:·m ACF' 
agora com (n-k) ·ObservaçBes, onde k: n~ de ''outliers'' existentes; 
~ seja feito uso de estimadores robustos para os parSmetros que foram 
afetados como os de ..:-s•:a la ( S) ou os de orj . ..:-ntação (R). 
3.4 APLICAÇÃO ATRAVÉS DE DADOS SIMULADOS 
A partir da estrutura do.:-finida em (34) e C35), fOi"dlfl 
gerados tr&s conjuntos de dados~ com difei"entes tamanhos de n. nos 
quais foram introduzidos ''outliers''. A introduçlo dos ''outliers'' •foi 
conduzida de modo a caracterizar dois tipos de perturbaç8es. 
entendendo-se como ponto isolado padronizados PE-la 
transformaçio Z , da normal padrio. ~ maior que 3.5 sendo considerado 
um ponto altan.~:"nte improvávE-l. S•::"SJUe a d•;:ofinição das altE<raçõ.;;-s. 
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19. Alt&raçâ'o são pontos isolados em r .jas 
dcr estudo, r < p. 
p YariáVE'ÍS 
Alteração são pontos isolados t?IT• p . ' . Vdf'ldYE'lS. 
Gráfico n!!: 
11 out liE-f's 11 
3.4 ComPof'tamo,;.nto dos dados sob o efE-ito da prE-s.:•nça 
a lteraçÕo?s quo,;. incham as llredidas d.:- escala ( 19. 
sE-gundo o tamanho da amostf'a. 
:~:r~ 
0
010203{) 
' ' ' 
29. 
dE' 
B: "Out li.;;.r " do tipo qUE' obscur f•Ce a p o? r co?pç:ã o do comPor t. <:HJ1E<n t. o 
tÍpico do conjunto de dados. 
39. Altera1;ão 
distribuiçõe:.:. 
outros quando 
Pontos isolados nas caudas 
em oposição: 
n ----t + c:·:> • 
alguns quando xij ----t 
das 
GráficrJ 3, 5 Comport.arTP:mto dos dados com a intr·odu,;ão de "out liers" 
quo? confundem as caracter{sticas dos mesmos( 3~ altef'ação>. segundo a 
variação no tamanho da amostra. 
- 72 -
Desta forma, varia-se, simu 1 tar\l?diTI'ii'nte, o tamanho da 
antostra e o tipo de ''outlier''. 
ntodificações nas medidas 
Com 
do? 
a dos "outliers" 
ocorreram ..;.scala, esta 
pr..;.sença alterou a m4dia das varidveis em maior ou menor grau onde as 
distorções d•::opende111 dcJ tamanho do;· n, n --t co ou não. 
Como se pode observar nos grAficos acima, a pro?so;onça 
,jos "outliers" to?nde a "ind·tar" a variân.:id, ou o?ntão mascarar sua 
o?strutura do? variação, causando s4rias alteraçõo;.s no cál•:ulo do;. ACF'. 
Este tipo de 1'outlier'' do;.sestabiliza as medidas de. locação, do? escala 
e de orientaçio. Todas estas mo?didas estão ro?lacionadas do? forma 
' ' ' direta com o ruetodo de RCP. E portanto valido considerar que houve 
unta ITtUdança ·.;;Jeral nas •:ondições do:- aplicação do m4todo. 
Tabela "' '·' Rlteraç6es no vetor '" .. o:otdhs após • introduçlo " "out liE"rs" ,. trh tiPOS, '"" n:::20, ~o "' 200. 
Vilri4veis X X X X X 
" " 20 11.:57 22.67 8. 92 49.62 33.41 
" •Iteração 12.17 29.69 10.99 47.87 38.69 " a lteraçlo 13.53 31.78 12.58 51.04 38.69 " altE"ração 12.94 30.56 1'1.05 53.13 36.70 
" o ;o 11.85 25.40 8,98 47.20 :;12.91 
" alt ... raçll'o 12.05 26.12 9.61 48.49 35.12 "" altE'ração 12.59 26.99 10.36 49.99 35.12 " a ltE'ração 12.36 26.51 11.10 51.07 34.62 
" o 200 11.71 25.74 9.57 46.20 33.24 ,, altE'ração 11.80 25.91 9. 71 46.44 33.90 
" alteraç3'o 11.92 2l..1B 9.90 46,57 33.90 " alteração u.a7 26.06 10.04 46.85 33.74 
Pelo tipo de alteraç5es impostas aos dados era de se 
E•sperar modificações nas medidas do:- lo.:a•;ão. No E·ntanto~ verificou-se 
uma variaçâo ITtUito pequena nas mo:-didas d.;;. loca•;:ão para o o::aso do:o 
grandes amostras o:ovidenciando qu• o tamanho da amostra funcionaria 
como um redutor de p.;:·rtui"bações. 
pr•::-s•~·n•;a dos "out li.:•rs" não d•?VE' 
caso, que a 
perturbar muito os resultados de 
f1CF'. O rrn:~smo não st? Vt?rifica quando SE< trat..-1 de pequo:: .. nas an1ostras quo:-
tendem a cresc<?r l?ffi t<?rmos d<? m~dia quanto maior for o ndmero de 
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vari.3veis qu.;. apres<?ntan. alt<?ra•;Õ<?s do tipo 11 outlier 11 • A falta d.:-
<?stabilidade nos coeficientes produz alterações significativas nos 
mesmos~ inviabilizando as interpro?tações d<?corrent.€'S •ja aplicação de 
ACP. Outra observaçio que pod€' ser feita relaciona-se com as medidas 
Elas • po::orturbaç:ão apo::onas que apresentaram 
naquelas variáveis 
são calculadas de 
que cont~m ''outliers'', pois 
forma univariada ainda que 
as medidas de locação 
sua apresentação +? sua 
utilizaçio seja como um vetor multivariado. 
Tab~l~ n! 3.2 Var1Jnct~ ob~~rvada nos dado~ g~rados após a introdução 
de> "outliO!'r'll", variando o ta111anhO d:J aJiostra. 
v~ri.fvli'is X X X X X 
" ~ 20 
2.88 68.21 11.81 204.57 66.87 
" alte>r1çll'o 14.77 114.58 43.58 363.28 385.28 " altOi'ração 47.81 19~.34 101.53 482.16 385.28 " a ItE-ração 55.69 248.84 138.58 600.96 464.04 
" ~ 50 4.54 41.22 9.95 199.12 57.09 
" alto?ração 8."16- 65.74 22.80 270.36 186.21 " a lte>ração 21.87 103.'59 47.70 309.31 186.21 " alte>ração 24.56 119.01 63.88 357.83 210.08 
" : 200 4.09 42"96 12.38 166.65 49.27 
" alte>ração '5.24 48.82 15.61 184.28 81.46 " alt~r•çi'o 8.66 sa.oa 21.78 194.42 81.46 " .llh·raçio 9.26 61.74 26.31 208.61 87.49 
Conforme s~? pode observar pelos dados acima,. • 
variSncia apresenta quando n=20 e n=50, por 
exemplo a v.a. X1 cresce 1833% 
alterada<8.88) em relação ~ 
alt@raçio(55.69) quando n 
Concluindo-se desta maneira 
entre a 
. . . 
var1an•:1a da 
da ar11ostra 
. . . 
var1anc1a com 
amostra não 
O 3~ tiPO dt? 
80 126/. quando n 200. 
que a perturbação ,;; mais significativa 
nas pequenas amostras do que nas grandes a~ostras. Este fato, como se 
poderJ verificar nas tabelas 
resultados dos CP. 
abaixo~ 
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fort•::·mti.~nte nos 
T•b~l• n! 3.3 Votri•çÕ~g da % d• v•riSncl• •xplic•d• s~gundo a tiPo d~ 
•lt•r•çia intraduzid• nas d•dos • o t•m•nho d• •~oatr•. 
n = 20 
11! •lt•r•ç:la 
21 •lt•r•ção 
31 •lt•r•çia 
n = 50 
1!! •ltt>r•çia 
2!! •It•rotçio 
3!! •lt•r•çia 
n = 200 
,, 
59.6 
68,<4 
83.6 
67.2 
6<4.7 
54.7 
68,4 
59.4 
" 
t9.1 
21.4 
e.o 
24:a 
19.9 
30.9 
20.0 
28.7 
18.7 
'·' •• 3 
'·' 
12.1 
9.1 
9.2 
7 .o 
2.2 
3.6 
2 •• 
2 •• 
3.0 
3.7 
2.S 
3.9 
61.1 17.9 15.1 4.3 
'·' 0.3 
0.3 
'·' 
1.2 
o.e 
'·' '·' 
1!! •ltt>r•ç:lo ':i8.0 22.1 13.8 4.5 1.4 
2!! •lt~r•çâ'o 58.1 22,9 12.4 4.9 1.4 
-''='-'•"'"'=•cc~••'~""'------"---c'c'c·c''-----"'2~-,•c_ __ _c>"'"·"''-----õ'c·'''----''"·''-----
A prE-sença de "outliers" alto?ra~ effi grande parte. o 
percentual de vari&ncia explicada pelos componentes. Observa-se 
·=~m gera 1. o primeiro componente apresenta um percentual decrescente 
de variSncia, na medida effi que mais vari~veis apres~.;-ntam a lto.?raç:ões 
em alguns registros. Esta perda de poder de explicaçâo do primeiro 
va1 "inchar" o% do sr::J9undo CF'. na maioria dos casos. e al9u1nas v,;:·zE·s 
também 
último 
pouco. 
do terceiro e at4 do quarto componentE-. O % do 
compon.;,.nte uma relativd 
' 
estabilidade~ variando muito 
Esta variaçio cresce com o numero j . ' . t '•=- var1avE•ls rert.IH' ··adas. 
Tab~la "' '·' Ca••partalrl.,nta 
,,. autova larE-s diant"' ,. p<>rturbaçêí"'s ,, 
lipo "outli,..rs" <o• ;olftostras ,. ta~r~anha " o 20. so • 200. 
Ru to v a lor .. s ' ' ' ' ' 
" o " 211.35 67.71 66.15 7.75 1.38 
" a lt,.ração 630.80 197.41 56.94 33.25 3.10 " alt .. raçio 1014.31 97.72 64,92 31.02 4.15 " alt<!-raçãa 1014.44 374.68 76.25 36.51 6.22 
" o " 2.01 .84 59.13 37.71 9.44 3.79 
" altera~ão 302.55 171.33 53.66 20.8t. 4.52 " alt•ra~ão 457:29 133.95 54.89 16.64 4.92 " .. u ... r.ção .ol61.oe 223.04 54.78 30.24 6.21 
" o 200 168.42 49.3'1 41.63 11.91 4.04 
" alt ... raçãa 194.59 74. ta 4t..56 15.38 4.70 2!! alt<>ração 212.08 83.60 45.49 18.01 5.22 
" alteraçio 220.27 9B. 99 45.61 22.82 5. 72 
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Os autovalor~s r12·flo:-to:-m dire-tamentE" as alterações na 
vari&ncla~ apr12sentando uma tend4ncia a o:-stabilidade~ ainda quE< 
ro:-lativa, apenas quando se trata de grandes aiTIOStras. Os autovalores 
apresentam valores crescE-nto:-s a em quE< aumenta o ndmero de 
vari~VE-is que apresentam observaçães 
observações. Como os autovetores são a 
às roz.stantes 
partir dos 
autovalores qualquer p.;:-rturbação ocorrer vai significar 
r.;:o-alocamento oje pesos nas variáveis quo? compõem o estudo. 
Tabeh nt 3,5 F'erturbotç8e!l no H autovetor co111 a pres..-l'lça de 
"outlier11", segundo a alteraç3'o il'ltroduzida e o t .. n,anho da .tllostra, 
< < < < < 
n = 20 -0.04 0,14 0.04 0,98 0.14 
" 0,00 0,30 0.06 0,66 0,68 " 0,18 0,37 0,28 0,65 0.57 " 0.18 0.36 0.28 0.66 0,56 
n = 50 -0.04 -o.o8 0.04 0.99 -0.06 
" -0.01 0.17 0,00 0.87 0.45 zo 0,16 0.31 0.26 0,74 0.51 
" 0.15 0.27 0,28 o. 79 0,45 
n = 200 0.00 . -0.10 -0.02 0.99 0,05 
" 0,01 0,00 0,00 o. 96 0.29 " O,OB 0.11 0,10 0,93 0,32 " 0.06 0,06 0.13 0,96 0,25 
Obs.;:orva·-so::· na tabela 3.5 que C 1 ~ autovetor associado ~ 
~ 1 , o primeiro autovalor e o maior delesT continua concentrando valor 
' . maXllfJO em COR'! O origina lm.;:-nte, por4m modo decr"õ·scente 
aUITI~:;.ntando os outros coeficientes principalment.;:- c 51 • Quando n = 200 
dois fatos podem ser observados: a ~stabilidad~ de à C.q.i a 
sensit•ilidade de ,-·- 5 i a pr•?senç:a de "outliers"~ 
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T•b•h "' 3 .• Poe-rturb.sçõoe-a 00 " •utov•tor <o• • P,. .. ,.,.nç• •• "out li•ra" .,.,.undo o tipo •• •lt .. r•s;lo • o t1111anho " illloatr•, 
c < < < < < 
" = " 0.02 -0.13 -0.2~ -0.11 0.9':5 u 0.22 -0.18 0.2~ -0.6-4 0.67 ,, 0,22 -0.15 0.06 -0.63 0,72 
30 0.17 0.-40 -0.28 -0,63 0,':57 
" = " 0.00 -0.33 -0.07 0,03 0,9-4 u 0,10 0.20 0,13 -0.47 0.84 
•• 0,15 0.40 0.15 -0.67 0,59 
30 0.19 -0,46 -0,06 -o.~~ 0.66 
" = 200 0,02 -0.04 -0.09 -0.06 0,99 u 0,05 0.31 o.oo -0.27 0.91 .. 0.14 0,54 0.18 -0.35 0,72 .. 0,16 0.5~ o.or -0.26 o. 77 
o 2!! autov.;:otor fica pe-rturbado com a 
introdução dos ''outliers''. Todos os co.;:oficient.;:os se alt':?ram causando 
erros de interpretaçio e esta 
tamanho da amostra. Quando 
Esto:- coeficienter quando o 
conclusão .? PE-rtin.::•nte independente do 
n = -200 ocorro:- um 0 inchamo:-nto" d.::• c 22 • 
caso de amostras com tendt~ncia à 
asssimetria invE<rtem a concentração com o coeficiente c 52 • 
TabE-la "' 3. 7 p.,rturbaç!'l.;.s o o .. auto11,.tor 000 • pre-s .. nça ,, "out lie-rs'', sE''3undo o tipo ,, altoe-ração • o tamanho ,, alllostra. 
c < < < < < 
" = " -0,09 0.91 -0,09 -0.1'5 0.09 " -0.10 0.91 -0.12 -0,38 -0.03 " -0.03 0,90 0,06 -0.40 -0.15 .. -0.17 0.83 -0.15 0,09 -0.~1 
" = 50 o.oo 0.94 -o.oa 0.11 0,32 
" -0.06 0,95 -0.20 -0.07 -0.23 " 0,04 o.B2 o.oa 0,01 -o.:H .. 0.0<1 0,81 0.10 o.oo -0.'57 
" = 200 -0,01 0.99 -0.06 o.to 0.04 u -o.os 0,94 -0.11 0.09 -0.29 
" 0.00 0.81 0,06 0.09 -0.58 " 0,00 0,82 0,10 o.oa -O,Só 
O 3~ autovetor apresenta uma relativa estabilidade, com 
perdas de valor do coeficiente c 23 • perda esta que vai se acumular em 
-TI 
c 5 ;p E-X•:etuando-se o caso de n 20 quando todos os 
ficam desestabilizados menos o c 23 • 
hb•h nO 3.8 P•rturb.oçõ ..... no .. •utav .. tor o o• • prese.nç.o •• 
"outli•r•" s•:illundc o tipo •• 1lt•r•çio 
nlo .. tr•. 
' < < 
n , " -0.29 0,02 " 0.23 0.18 " 0.<10 -0.1<1 " 0.32 0.1<1 
n " " -0.21 0.05 " 0.3<1 0,17 " 0.33 -0.27 " 0.12 -0.16 
n , "' -0.05 0.06 " 0.11 o.u " o .19 -0,18 " 0.10 -0.1<1 
as 
autovetor o:: .. stão r-e•la.:.ionadas COIT1 
tÍpico dados. 
• 
É 
• v•rtaçio no t"11anha •• 
< < < 
0,92 -0.09 0.2<1 
o. 91 0.10 -0.27 
o .• B<I -0.11 -0.32 
0.8<1 -0.37 -0.19 
0.97 -0.0<1 0,09 
o. 90 0.07 -0.19 
0.86 -0.09 -0.24 
0.9<1 -0.27 -0,06 
o. 99 0.02 0,10 
0.99 0.00 -0,0<1 
0,95 -0.04 -0.16 
0.98 -0.11 -0.05 
mais 
os ''outliers'' que 
significativav no •::OJT•P nr ta mE•n t.o 
eostat:oi lid-ado;;· 
n = 20. 
de apres•::-nta perdas 
Tabela n• 3.9 Po;orturbaçffes "" " autovetor causadas po;ola introdu-;:il'c •• "autlie-rs", so;ogundo o tipo • o tamanho •• atmstra. 
' < < < < < 
n , " 0.95 0.11 0.28 o.oo 0.07 " 0,9<1 0,09 -0.30 0,07 -0.10 " 0.87 0.06 -0.45 0.06 -0.16 " 0,90 -0.0<1 -0.33 0,13 -0.25 
n , 50 o. 97 0.01 0.21 0.04 0,03 
" 0.93 -0.01 -0.3'5 0,0<1 -0.03 "' 0,91 -0.06 -0.39 0.00 -0.07 " 0.96 -0.15 -0.15 0.01 -0,17 
" " 200 0,99 0,01 0.05 0.00 -0.01 
" 0.99 0.02 -0.12 o.oo -0,07 "' o. 97 -0,05 -0,22 -0.02 -0.11 
" 0.98 -o.oe -0.12 o.oo -0.1<1 
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•:oE-ficientes 
no 
mas•::aram o 
entanto. a 
A variávo?l gu.;;- mais •:ontribue para • variância 
Último CP • mais est~vel. qualquer que seja o tamanho da 
amostra e o tipo de ''outlier''. 
Gráfico n!! 3.6 Comparaçâo do comportamento dos coeficientes~ c 1 • com 
a introduçio de ''outliers''. 
c24 ~ 
c14 
c41 
c31 
c11 
IZl o r i g 200
2 0 t1p0 
Clt1p0 ~ 
mor101' 20 
e t1 pO 2 
CltlpO 5~3 li:l orlO!' 
[[) t!pÕ 
li:l ti PC 3 
I 
De U!lr Jrrodo geral 4 possível definir o primeiro CP e o 
Último como sendo os com • 
Analisando "out li.::·rs". ' a 
comprova-se que Y1 , apresenta valores modificados quando se trata de 
casos dE· 
apresenta 
CF' p odE• 
pequenas amostrasr n=20 e n=50. O Último 
a maior estabilidade. Qualquer conclusâo baseada 
estar sendo prejudicada pelas significativas 
apresentadas pelos das . ' . p-var1av.::-1s~ Como 
CF' .? o que 
no so?•:Jundo 
a lt.::-ra•;Ões 
já foi dito 
anteriormente a vari&ncia apresenta grandes alterações no segundo CF'T 
em geral o ''inchamento'' da vari&ncia resulta •?ITI .:r•?scim.::•nto do 
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autovalor, conforme pode constatar nas tabelas 3.3 e 3 .. 4. As 
modificaçffes nos coeficientes com a pres~nça de 
realocamento dos pesos das variJveis. Na maioria 
"out li.;ors", produz 
dos casos o 2~, o 3~ 
e o 4~ autovetor apresentam inversio dos coeficientes, alocando maior 
peso +?IT1 vari.-áv,:;.l dif•?rent."?" da observada nos dados originais. sem a 
ocorr&ncia de ''outlierS 11 • Por4m verifica-se que o componente C4 ~ 
est~velno ca5D de grandes amostras, rt = 200. Estes fato,altera a 
forma de anJlise da par·ticipaçio de cada variJvel no fen&meno em 
estudo. Estes resulta~os, vtm ao encontro da teoria d~ Hawkin~C1985), 
que prop6e o ~ltimo CP para uma an&lise da presença de ' 1 otJtliers' 1 • t 
aconselh~vel. no et1tanto, que o prim~iro e o ~ltimo sejam utilizados 
na aná lis.::· do comPorta rr11:m to dos dados. Um gráfico dos mesmos pode 
revelar a presença das observaç5es que apresentam distorções. Sabe-se 
tamb4m que este tipo de dispersio 4 bastante poderoso quando se trata 
de separar duas normais misturadas conforme ChangC1983). f poss~Ível 
utilizar o mesmo para melhor avaliar as grandes aglomeraç5es de 
obs·~·rva.;ÕE•s que podem .::·star formando "•:lusters' 1 • Por outro lado, eSta 
relação su·,;E-rE- quE- é possível ~:onstruir uma medJda para AnálisE< do? 
Sensibilidade dos CP na ocorr4ncla de 11 0Utliers 1' baseada noZ de 
vari&ncia explicada. 
Gráfico n! 3.7 Plano Y1 e Y5 comparado com o plano Y1 e Y2 7 
dos "out liers". 
• 
., 
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Como se observa acirr1a, o plano Y1 
e Y5 demonstra claramente quais 
são as observa,_;.~ões quE" ""stio 
inchando a 
descaracterizando o 
ACP. Enquanto isto 
. . . var1anc1a 
E•studo d~ 
o plano Y1 e 
Y 2 se presta mais para evidenciar 
casos de "out lier·s" que 
obscurecem o comportamento tÍPico 
do conjunto de dados em termos de 
variSncia. Portanto, a utilizaçio 
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do dltimo componente auxilia na pesquisa de 
sensibilidade. 
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''outliers'' pela sua 
CAPÍTULO 4 
ESTABILIDADE DOS 
PERTURBAÇÕES 
CP FRENTE 
NA VARIÂNCIA 
' A 
H té~nica d€':' RCP têm por basE> uma transforma·;â'o lin.::·ar, 
Yi = c'X~ X = X - X, capaz dE> rotacionar ortogonalment~ os pontos no 
espaço, de modo quE> novas vari~veis sio escritas a partir das 
originais, s~m que se perca a variabilidade original. isto 
conservando o espalhamento original. 
Do:- ta 1 n.odo qu€': 
tr L = tr 1"\, 
ond.;. 
tr E= !:i CTii t r A - ri À i • i = 1 • ... ' p 
A transformaçâo, no entanto, r·:~·str-utura 
garantindo qu•? ao pr irtreiro CP •:orr•:sponda 
permitindo que os pri1~eiros CP captem o ' . 1t1aX liTIO 
a 
da diversidade dos 
dados observados 
o?m ro?lação ao 
Krzanows~;i( 1979 ), 
simplesmente. uma 
eixos são tais 
ao apresentarem os maiores afastamentos dos valores 
vetor· rtrÉ-dia. IIE·sse modo, tem-se, So29Undo 
quo:· "Análise de Componentes Principais é 
rotação ·dos o:-ixos para novas posi•;Õo:-s. Estes novos 
que as projeções orto•.3onais dos pontos amostrais t&m 
espalhamento decrescente.'' 
Sob o:-sto::· ponto vista. qua lqu•::-r a lto::-ração na 
estrutura de vari&nc1a deve ser avaliada quanto 1 seus efeitos nos 
U IY1d v.:~z que estes estio do::•finidos como os 
autovetores associados aos autovalores da 
Krzanowski vai definindo 
artigos: ( 19"11 ), ( 1979a ), 
a quo:-stão, ponto a 
(1979b), (1982), 
covariância. 
ponto, numa sucessâo de 
( 1983 ) ' (1984), Esto:-s 
artigos começam com estudos sobro:- os m4todos de Andlise Multivariada 
mostrando suas semelhanças alg4bricas e culminam no artigo de 1984 
sobre An~lise de Sensibilidade dos CP. Neste ~ltiffio estudar o autor 
definiu Uffia expressâo anal{tica siffiples para a realizaçio da An&lise 
de SensibilidadE", baseada no ~ngulo 9 formado entre o autovetor 
original e o autovetor calculado 
otimalidade, perdas nio maior do 
definida por Krzanows~i(1984) como V 
a 
que 
partir 
'~ C L C • 
de retiradas de 
funçâo crit~rio V, 
A magnitude de e 
representa o grau de afastaffiento entre o valor original e o valor 
perturbado. Este testo:- ~ bastante simples e pode ser ro:-alizado 
simultaneamente com a ACP. A AnJlise de Sensibilidade conduzida desta 
forma permite que se verifique a estabilidade dos CP e, neste caso, 
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r~f~r~nda ou nio, qualquer interpretaçlo realizada a 
autovetores encontrados. O estudo de Krzanowski parte da 
funçio crit~rio utilizada para o c~lculo de ACP. 
partir dos 
avaliação da 
Observa-se que ACF' .? utilizado para a redução d.a 
dim•:nsionalidade, a re•juçio das variáv+.:ois ori•;;~in.ais,. a id.;:.ntifica•;ão 
,j.;;. "outliers",. a forn.a.;ão de- "cluste;'s", o cálculo de ACP -R<:>gro:ssio, 
etc. Poré11• a mais •:lássica finalidade. ao lado da redu•;io da 
dimo:nsionalidader ttm sido o uso dos coeficientes,. c 1 , para 
intE•rpretar a cornposição ,jos dados .:-·11• t.;.rn.os d<? <O•strutura dE> relaçÕE·s 
entre as variáveis na construção do vetor-resposta. Este aspecto 
remete b percepç:io do rigor necessário nos cálculos para sustentar 
esta interpr•:ta•;ão. F'undann:-ntaln1E>nte, 4 prE-ciso garantir a sua 
Eostabilida•jl? ante a dE>SE•stabilização da variância,. nesto? •:aso, o 
principal aspecto a ser considerado-~ o de pequenas perdas na mE-sma. 
retiradas de otimalidade significam aumentos ou 
decr~scimos na vari&ncia, qualquer que seja a causa. Existe um 
trabalho de Green(1977) tentando estabel+.:ocer uma forffia de ffiensurar a 
estabilidade quer no entanto, nio consegue definir uffia t~cnica que se 
ajuste aos usuais n.~todos qu.: são aplicados o?m ACF'. 
A proposição do ns.ftodo de flnálise dE> S<?nsibi lida de por 
Krzanowski(1984) foi fundamentada elh estudos de De Sarbo et a1.(1982) 
que, no decorrer de investigaç5es o?ffi torno de An~lise de Correlaç5es 
Can8nicasT chegou a uma linha geral de aproximações effi casos de 
Análise de Sensibilidade. 
4.1 UMA APROXIMAÇÃO PARA DEFINIR A REGIÃO DE INDIFERENÇA 
para •jefinir 
Com a finalidade de embasar o estudo de uma 
unsa re•;,iio d€- indiferença em torno d.;. 
V, definida por Krzanowski(84) 
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aprox insação 
quE> leva a 
S~ja 
[ T J " a : ~atriz simttrica positiva definida 
f'3 : Uff1 vE-tor 1 x p 
bases ortonor~ais 
' 1 
Zp 
Pretende-se realizar u~a 
orig1nais com a finalidade de conseguir express~-los atrav~s de 
variJveis nio-correlacionadas. Esta mudan~a leva ~ expressio de uma 
elipse. Segundo Boldrini( 1986)r 
[v [ T J 
urr1a função a '!:-er definida ern terrr10S de mudança de baso?. 
•:o mo 
[v] 
[v J 
ll 
[ I ] " [ v ] 8 , então 
[ I ] ~[ J  v 11 
' 8 
11<[r]" 
' 
) [ T J 
l [ T J 
- 8~i -
(52 ) 
mas como a e a sJo bases ortonormais entJo 
ortogonal e portanto 
( 
n 
[I]al = ( [ I 
" [I ] n 
COITIO 
,, 
[ I J a 
" = [I ] n 
= 
e, utilizando <56; em (55), vem 
[ J [ J 
n 
[ J 
p 
T ~ À i 
o 
u 11 n u 11 -- L z i~ 
i= 1 
;..1 2 1 
2 + ÀzZz ·- 2 
n 
[ I J a 
+ ... 
' e 
+ 
uma matriz 
( 54 ) 
( 55) 
ÀpZp 2 (57 ) 
O fato da ACP ter sido funda1~entalrnente delineada para 
acumular o rn~ximo de vari~ncia nos primeiros CP remete ~ necessidade 
de se estabelecer uma Análise de Sensibilidade quando se pretende 
avaliar os efeitos da retirada de otimalidade da fur1çio crit?rio. 
Esta maximalidade em termos de vari~ncia nos CP implica em encontrar 
os limites para o seu máximo. Com ].ssor querer-se-~ o tipo de 
comportamento dos coeficientesr cir nos limites da funçio crit4rior 
quando es·ta passa por um mJximo. Quer-se conhecer como se comportam 
os coE-fici,:_:.ntes, ci• nos limit•::-s de P•2rturbações da funçio critério. 
maxirr,izada. Vai-s•::· avaliar ·:;-~_,ta r•:~•:.:Jião utilizando unsa aproximaç~fo do;. 
- B6 -· 
De Sarbo et allii<1982) baseados numa s4rie de Taylor. 
SE-ja 
V(c) uffia funçio crit~rio quadrJtica em ,--' que dE-VI? SE-r 
v~ -V< c*)~ ponto de n1áxi1YJO atin·.;:Jido t::·m 
Um ~rro suportAvel caracteriza uma 
ponto de máximo tal quE< pt?qUE<nas os~:ilao;Õt?s, p•:?GU( .. nas perdas ou 
acr~scimos em V, sio definidas como no m~ximo E de v*. Com isto 
o?Stá-·se C.onstruindo UllJd rf.:'SJião df.:' uindifE•rf.:'OÇdu (CI Vlj( - V ~ E) qUE-
deve ser limitada de modo que se possa obter (cl v* -V E}. Para 
obter este limite utiliza-se uma expansio em sJrie de Taylor prdximo 
a c*, o ponto onde V atinge seu m~ximo. 
Desenvolvimento em s~rie de Taylor: 
f(a +v)- f(a) t Õ f(a)v t 1/2 6 2 f(a)v 2 t ..• t 1/p! óP f(a)vP t r(v) 
Como V( c ) ' e a 
c -- c* + r ondE· r + (c 
entio: 
funç:ão 
-· c*) 
a ser II!axindzada e tem- se que 
(58) 
o que, em lirtguagem matricial pode ser traduzido por: 
V< •: ) "' V( c• ) + [óV( c* ) . . • õV( c>~< )]'r + 1 r' 
ox 1 oxp 2 
. 
ó 2 V( c*) 
ÕXpX 1 
- E!l -
õ 2 V( c*) 
OX 1 ÕX p 
. 
-zv<·-*) ••••••• ó -
r 
V< c > 
ond.;. 
r :::: ( r: - c*) 
'ô 2 X 1 
6x pX 1 
g*:::: vetor gradiente de V(r:) avaliado em -- -* , __ ,_ 
H*= matriz Hessiana de V(r:) avaliada 
c-clll) 
Quando V atinge o ponto m~ximo. g* ~ nula e H~ ne9ativa 
< s€:~mi) definida, portanto: 
V( c) ~ v* + 1/2 r' H*r I 
~-
qu~:· a r•:··3ião d·::- "indifero;:-n•;a" 
de tamanho E, obt~m-se: 
{ cl v* - v ' E J 
-- BB -
( 60 ) 
seja lirrdt.ada a 
entâ"o,. faz-se 
/ r' HIIE r / ~ 2 E 
Como H111 , 
d~fin~-se A = - H*, 
caso pod~-s~ faz~r: 
a n1atriz Hessiana .? no=: .. .;~ativa ( s•?nd) definida, 
de ~odo que R~ positiva (semi) definida e nesse 
I 
•:?lipsÓid•:·. 
crit•2rio V 
r'R r 2 E I ( 61 ) 
Como 
"'R~ - • z t t , 2 I I H! l 1 o o 0 " 0 Hp Zp = 2 E 
Esta 6 UIJJa 
Como se vÊ- ( ~59 ) 
c':::.:: c, 
+ .. • . + z 2 -'-"---
1 
Àp 
2 e: ( 62 ) 
•:dquaç:}o 
(dstá 
s•?•;Jundo 
p-dimensional que define uma 
definida semelhante ~ função 
KrzanowskiC 1984), esta elipsÓide 
define uma regiio dentro do espaço dos coeficientes com r mudanças 
nos coeficientes as quais resultam numa redução de no 
funçâo crit6rio V. 
' . maxJ.mo E na 
No •:aso dt:? RCF' a po:;orturbar;:ão que into;: .. ressa É- o limite 
m~ximo que pode ocorrer nos coeficientes,. ci• sem que as alteraç5es 
na função crit6rio sejam maior que e: .. Como r = c - c~ .. para obter a 
vai ser maximizada ' r r sujeito ' a 
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rt::strição: r'A r = 2E. A solução deste sistema é encontrada através 
da aplicação d~ multiplicadort::s de Lagrange. na 
como: 
L- r'r M r' A r - 2E ) 
L - r r - Ar'A r + 2AE 
função L, 
Para conhecer quando L passa por um ponto de m~ximo 
l -- . l' l deve-se obter a derivada primeira em re açao a r e 1gua a- a a zero e 
a derivada segunda deve ser negativa. Diferenciando L em relação ~ r, 
obtém·-se: 
par'a c, r' i. O 
O L( r ) -· O ( r' r ) 0( Ar' A r ) t O< 2 AE ) 
O r o r O r o r 
::: 2 r - f~A F1 r 
Para que O L(r)::: O• precisa-se que 
0( r ) 
r -- iiAr ... O 
<A- 1 1-A)r:::O 
~ Como •:stá se buscando a per'turbação 
então resulta em (64). Logo quer-se que 
( 63) 
( 64 ) 
' . 1T1aXllfld aceitável 
A solução existe e é dada pelo valor de r que satisfaz 
(62). Neste caso, o valor de r que satisfaz a equação~ dado pelo 
autovetor associado ao ffiaior autovalor de A- 1 • Quando se olha para 
sua inversa, AC se A ,[. singular), r estar~ associado ao menor 
autovalor • não··-nulo, dtO· A, sujeito à r•:stri•;ão (61) imposta acima. 
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p-variado as realizadas são n pontos 
p-dim.;;.nsionais~ 
Supondo 
c: uma ,jireção no l?spaço p-dilln?nsional 
c*: uma direçio perturbada no espaço p-dimensional 
S•:-ndo - -* ,_ , ' · definidos como os autovetores associados 
com os autovalores calculados a partir dl? I: matriz de covariSncia e 
o r t.o·3011 a li z a dos 
r-:-str i·;ão 
a ind•?t.;o·rrrdnação 
= r:*'r:* = 1. 
escalar r-:-tirada pela 
da 
r :::: ( - -*> ._1. ,_-,_ ,~ O IJIE'SIJIO max irrrizar (c -
maximizar r r, 
c*)' ( c - c*) 
(c- c*)'(c- c~) ' c c 
1 + 1 
- 2 ( 1 - c*' c), 
1T1aS 
< c*,c> 
o: os 9=---------·-----·-----·-·- •li c* li = " " 
11 c* 11 11 •: 11 
1 
~: .. n tão 
•::Os 9:: (c!tl,,:) 
portanto 
( ·= - c* ) ' (c - c~) = 2< 1 - ·::o se) 
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irr.posição 
dado <:~ue 
( 65) 
( 66) 
onde e : ~ngulo entre c. c* • assiffi a ffiaior diferença entre c, c* tal 
que r'A r = 2E, 6 encontrar o componente c, cujo Sngulo e com c* 6 um 
m~x1mo mas cuja vari~ncia ~ pelo menos E menor que a de c*. Para 
realizar a Análise de Sensibi lirjade basta ap li•:ar, concorni tanten,.;.nte 
com o estuda de RCP, o c~lculo do ~ngulo e formado entre c, c* quando 
ocorre uma po?rda ou um crescin,r:-nto de no máxin,o E na função crit~rio, 
V = /'\ • isto apÓs a ap li•:aç:ão de CF'. 
Se-gundo Krzanowski<1984) " Na an~lise • se-guir, 
estaremos olhando para os 
correspondentes autovetores da 
maior autovalor não-nulo e seu 
< ••• ) a mais sensível das 
menorE-s autovalores não-nulos e 
ne•3ativa da matriz Hr;.ssiana A. ( ••• ) o 
correspondente autovetor providencia 
d'ireções de partida. Isto dá a mt?nor 
perturbação em c o qual lr;.va a um' decrr?scin,o E na função critério,. 11 
4.2 O F'RIMEIRO COMF'ONENTE F'RINCIF'AL 
das id.?ias devem ser vistas 
inicialmente num dos CP, antes da dos resultados. o 
primeiro CP, Y1 - c 1 'X, ~de maior interesse neste caso. pois pela 
prÓpria ~etodologia de CP, ret~m a variSncia mtxima. Ap6s terem sido 
calculados os autovalores e os autovetores associados a estes e se 
escolhe X~= A1 = c 1'S c 1 para ser o máxiffio. Por Mardia<1979), cap 8T 
t.;;·m-se: " Teoren,a 8.2.2 No:-nhuma Combinação Linear Padronizada tem uma 
vari~ncia maior qu~ ~ 1 ~ 
Principal." 
• do prim~iro 
V= c's c T restrito~ c'c- 1 
V= c'S c- .>.<c'c -1), 
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Compon~nte 
c' s" s,p 
c = s = 
çP 
Sp 1 Spp 
~ 
511 c' 
ç1 
o:'c::: (.:1 .::2 ••• cP) .:2 
•:?ntdo 
v c's c - }\( ' - I ) = c c 
v r: i :j i cj Sij - ),( :i [ 
_; ]2 - 1 ) -- c c. ( 67) 
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•:onr 
= c1 
E, seja 
62 v 02 v 02 v . . . . . . . 
õc 1 õc 1 O c 1 Oc z õc 1 ocP 
H = . . 
oz v oz v . . . . . . . oz v 
ôcP Í:K 1 O•:P Õ•: z õcP OcP 
2(s 11 - fló 1 1) ~( s -•.• - 1 z 
... 
H = 
~(c .• .. ) C>( '. 
~ ~pz- ••Opz ••• G Spp- A0pp 
= [:: i. t. j 
Coffio foi requerido que c~ - c 1 .. * = ' -~ 11 Ai 1 .. 1- modo quo? 
( 68) 
E, dé!do que À i (i :.~1 •••• , p), \ 1 ~ ••• ~ i\p são os 
c1utovalor~s de Se os ci seus correspondentes autovetores, pode-se 
concluir que os autovalores d~ H~ vio ser da forffia flh=2Ci\ 1-i\ 1 ), com 
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autovetores correspondentes 
A = - H*, os autovalores de 
<i=l, •.. ,p). Con•o 
do tipo 2CA 1 -Ai ), 
foi definido quE-
sE<us autovetoro::-s 
associados aos seus autovalor.:-s são tan.tu?m do ITIE'SITIO tipo' Ci, 
( i =1 T ... , p ) • 
Seja, entio, os autovalores de A: 
o ( ( 2( À 1 - Àp ) p 
respectivamente associados a c 2 , c 3 , •••• cp. 
Como foi demonstrado 
menor autovalor, não-nulo de A 
anteriormente, deve-se 
e seu autovetor associado 
usar o 
•:i, como 
E 
autovalor não-nulo de A 
na fun•;ão 
dado por I 2( 
•:rit4rio V. 
11,- 11,> 1 ,. 
associado com o s.::••.;:Jundo n.aior autovalor d.;:· S. 
8•::- j a , •?nt.ão, o n.enor 
autovetor c 2 , 
r'Ar = 2E, a perturbação m~xima que pode ocorrer em c 1 
' . ' com o max1mo E de retirada de otimalidade d~ n 1 implica em definir 
r = kc 2 • Deste requerimento, pode-se retirar o valor de k, como sendo 
r'A r = 2E • r 
-· .SE A:::S(f.. 1 I-S) 
-'(~A·I-'-·z ·=·· 1 · 2E,. 
Cz' Cz 
-- 9~i -
( 69) 
segue deste resultado que 
f; 
= [~(~À-,~E--~À-z~) J 1/2 ( 70) 
Portanto o coeficiente que correspondente b uma 
alteraçio ruixj.ma em ~~~ eT conseqUentemente, com uma diferença m~xima , 
E de c 1 e dado por c = c 1 + r, r = k c 2 : 
( 71 ) 
Ortonormalizado, deve-se requerer que c r - 1, logo 
' -·· •: 1 c! 
' = c, c, 
.-'c--1+ 
+ n_ ' + ,;,1 __ 1 r r r· 
+c; ·=z[ "· E ÀJ ± 
propr i •::·dad•:;·s 
obtÉ·m·-s•::•: 
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n ' [ r2 ....,,-1 Cz E 
>. 2 > <7;) ( À i 
dos CP, que garantem 
( 73) 
ApÓs todas estas consideraçõ~:~s~ -~ poss{vo?l .,;.ncontrar o 
componentE- PE-rturbado que provoca uffia do?sestabilizaçio na 
C( 1 > = c/ J c' c 
c 1 ± 
ç [ • ]''" ~ ( i\1 -· i\2) 
( 7 4 ) 
( 
F'rocura-·se. •:mtão, como 1T10dida da estabilidadE• o ângulo 
e, ' C( i).:~ •: 1 , E• dado por 
(C( i )•C i) ( 75) 
C05 Si=-------------------
1 h 1 ,,, 11 c, 11 
( 7 6 ) 
4.3 GENERALIZAÇÃO DA ANÁLISE DE SENSIBILIDADE 
Exan1inar o efeito de uma 
j-6simo CP, implica em verificar as perturbaç6es ocorridas em Cj 
quando ocorre uma perda m4xima E na funçlo crit6rio V correspondente 
Àj· S·::·ja. •:·ntão 
- ' '-' 
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Àj--i (Cj-·i )( c\ j- i )( 77 ) 
Obv1amente t..J É- o autovalor n1áx in•o de c' Se j) c e será 
atingida no Ponto c* = Cj· A álgebra repete o que ocorre com o 
primeiro CP~ seguindo o desenvolvimento já visto anteriormente. Dado 
que os autova),res de A são 
O < 2( Àj - Àjt 1 ) < •••• < 2( Àj - Àp) < 2Aj 
[h?sta ,jo;;·finição, tira-se quo::· o menor· autovalor· não-nulo 
de R para o j--.~simo CP 6 dado por 2( Àj -!..jt 1 ) o;.• s.;.•u autovo;.·tor 
associado 6 Cjt 1 . Deste resultado, obtÉ-m-se que 
E ]'/z 
- Àj+1) 
c ( i ) ( 78) 
[
] t E J 1/z 
<><;-A;ttl 
o Sngulo ej formado entre o verdadeiro 
coefj.ciente e o coeficiente maximamente perturbado com uma retirada 
de tamanho limitado em E, pode ser calculado da seguinte forma: 
,, 
L-----------------------------~ 
j::: l •••• ,(p -1) 
( -,9 ) 
Esta Análise de Sensibilidade pode s&r calculada para 
diferentes tamanhos de Er e k 6 um valor muito 
pequeno pois representa a perda de otimalidade da 
Logo, k= 0.10; 0.05; ou 0.01. 
Se, ~Q invJs da pequena perda E na funçio critJrio, se 
estd olhando pa~~ ~~ pequeno acr~scimo E na funçio crit6rio, a forma 
'" na o novas 
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demonstrao;ÕE•S matE<ntáticas. Basta 
Difer~?nciando E<m rela·;â'o à r 
diferenças, basta que a derivada 
que se olhe para a minimizaçio de S. 
= c- Cj• no sentido de minimizar as 
so?gunda seja positiva. O coeficiente 
que apresenta a diferença mJxima quando a vari~nc1a 
'. j '· d 'jj -acresci mo , t? no max uno E quo? a e •:j .;:J • a• o por• 
Quanto ao ângulo 9j E•ntre C( j) .:;. 
atrav6s do seguinte c~lculo: 
,- . 
-)' podc? 
apresE•nta um 
( 80) 
obtido 
• -1") J-.:.., ••• ,P 
( 81 ) 
O estudo das perturbações dos CP conforme pode ser 
visto nas equaç6es derivadas 
arbitrariedade que existe em 
para •=( 1 )• 
ACF' quanto 
C( j > dão •:onta 
à escolha do sinal. 
da 
Isto 
remete a um questionamento sobrea ordem de import&ncia entre a 
direção e a magnitude. A direçio significa perda ou acr6scim~ de um E 
na funçio critJrio e basta que se mtJltiplique R por (-1) para que os 
invE•r•tidos. Portanto, o Rná lis•::-
Sensibilidade reside a magnitude da mudança nos 
coeficientes que irlo definir a estabilidade dos componentes. Por 
outro lado, verifica-se que medir o &ngulo ej entre o coeficiente 
original e o pertur·bado 6 uma 
autova lorE•s. Isto 
função inversa da diferença que 
resulta nullia constataçlo d0 
<:·xistE· 
qu.;;. a 
variSncia nio aloca estabilidade ao co o? f :i. cientE>. 
indep~nd~nte de sua posiçio no conjunto dos autovalorE>s pode ocorrE>r 
perturbaçio ou nio. Neste caso, a perturbaçio d aleat6ria e deve ser 
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constatada particularm•nte em cada conjunto de observações. 
4.4 UM EXEMPLO NO ESTUHO [IE KRZANOWSKI 
Krzanowski utiliza dados apresentados por Mardia( 1979) 
recalculados com a finalidade de evitar interfertncia quanto ~ adoçio 
de arredondamentos. Dois valores sio assumidos para k. k 1 =0.10 e 
kz=0.05, para o cálculo de E= ~;Aj. ExanJinE--s<:·, •:ntão os ro:·sultados 
obtidos comparando os coeficientes maximamente perturbados e o valor 
de e, ~ngulo formado entre o coeficiente original e o perturbado. 
Na Tabela 4.1, os componentes 2 e são os quo:;. 
mostram as maJ.ores 
p•::·r-turbaçÕe;:.s rer·r'es.;:·ntadas pelo ângulo formado E•ntrE< a dir.;;·çâ'o 
orj.•_;linal e a ejir.:·çâ'o perturbada con1 um valor 1T1áXiiT1D E dE• alt.;:oraçâ'o n;:. 
variância. Observa11do o ân•.;JU lo forneado entre os coeficientes 
. • . j or·i•;linc1ÍS o::· os quE· tiv(·ram sua var1anc1a com un1a per• a de otimaU.dade 
ao nlvel de 5%, observa-se que e= 14,19,16,17 e 24. Logo as maiores 
p~rturbaçõ~s ficam por conta do segundo e quinto componente. Quando 
as alteraç5es provocadas na vari5ncia estiveram ao n{vel dos 10%, o 
Engulo entre a direção original e a perturbada aprese11tou os 
seguintes resultados e = 19,26,23,23 e 33 Sendo que novamente as 
"t ~ ' . y a~ eraçoes max1mas ocorreram em " e Y5 • Com uma perturbaçio de 5%, 
em c 2 que apresenta um valor 
outros coeficientes decrescem. J~, 
~xiste uma alteraçJo significativa 
os crescente enquanto que todos 
nurTr-d P€•rturb.açâ'o nrdx i ma de 10%, 
não permaneceu estável pois 
praticamente todas as vari~veis 
alterando a interpretação do 
observa-se que o sE·gundt") componE·nte:· 
mudança 
diminuiram os 
concentrando o peso mJximo em 
mesmo. Já o terceiro componente 
em Br apresenta estabilidade 
de 
X z' 
que 
nos 
coeficientes pois nio altera significativamente as interpretações dos 
compon.;:ontes quanto 1 participaçio das variáveis originais. O quarto 
componente que apresenta o menor Angulo entre as direções observadas 
faz uma irlv>:~>são de inlportAncia E•ntrf• X 5 .. :;. X 6 , .. :~llr oposição. Enquanto 
cresce o coeficiente de X6 , decresce o de X5 • Por outro lado, ao se 
considerar a reduçio da dimensionalidade pelo % de variaçio retida •m 
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CP. Este foi, tamb~ru. o que apresentou os valoro:os e 
tan,b~n, a ma:Lor .:-stabilidade nos coeficiento:os. E possív.:-1, o:ontão, 
proc.:-do:or a irlto:orpretação das relações entre as variá'vo:-is ao nívo::-1 do 
primeiro Componente pela sua estabilidade. 
T~b~l• n! 4.1 Ef~lto nos 1utovetor~5 • Angulo 8 for~ado ~ntre ci• 
co~fici,.nt ... origin•l,.. C(il• co.,.fici,..nt"' alt..,.rado. 
COMPONtNTE UARIANCIA COEFIClt:NTI:S AN&ULO 
' ' < < < < < < ' 
" 4. ~,68 0.35 0,33 0.44 0.44 0.43 0,44 p.,.rt. " 4.J52 o. 47 0,48 0,39 0,37 0,36 0.37 H p"'rt. '" 4,159 0,50 0.'54 0.36 0.33 0.32 0,34 " '· o. 714 0.53 o. 70 -0.19 -0.25 -0.28 -0.22 p"'rt. " 0,682 0.26 0,87 -0,16 -0.24 -0.24 -0,20 " pli'rt. '" 0.656 0,15 0.90 -0.15 -0,23 -0.22 -0.18 26 '• 0,412 -0.76 0,64 0,05 -0.02 0.06 0.05 
p~rt. " 0,393 -o. 12 0.61 -0,11 -0.15 0.21 0.18 " p&rt, '" 0,377 -0.69 0.59 -0.16 -0.20 0.25 0.22 ., ,, 0.173 0.05 0,00 -0.52 -0.49 0,51 0,47 
p~rt. sx 0,16'5 0.04 o.oo -0,55 -0.42 0.30 0.65 " p~rt. ,., 0.1'56 0.03 0,00 -0.'5'5 -0.39 0,21 o. 71 ., 
'• 0.076 -0.04 -o.oo -0.19 0.1'5 -0.67 0.70 
PE-rt. " 0.073 -0.03 -0,03 0.13 -0.15 -0.67 o. 72 " p~rt. ,., 0.068 -0.02 -0,04 0,22 -0.2'5 -0.64 o. 70 , 
Pode-se visualizar tanto a dist&ncia o:-ntre o 
coefiçiente original o pe-rturbado, como observar graficamente os 
coeficientes, comparando-os. Desta forma, enriquece-se a an~lise pois 
aumenta o poder de comparaçao. f possível concluir que a RCP 
apresenta estabilidade quando o ~ngulo e entre o autovetor original e 
os autovetores p~rturbados por alterações de tamanho m~ximo E ~ 
mÍnimo. Neste caso. observando-se os gr~ficos comparativos dos 
quE- as alterações sio mínimas. Por outro 
concluir que os autovetores que forem 
e • ainda não alt.eram 
autovetores verifica-se 
lado. pode-ser tamb~mr 
mJxirr1amente perturbados 
significativamente o padrio 
compone11te, podem permanecer 
do;;- par'ticipaçio di?.' cada 
auxiliando na interpretação 
var·i~vel no 
do f( .. nÔmenon 
Obherv.::·-SO::•r 
visualizaçio do &ngulo e. 
no h 
Os CP 
abaixo r~?." la•:ionado 
Yz •::· Ys 
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com a 
4.1 ComParação ~ntr~ os autov~t.or~s apÓs s~rem subrr1,.ti•jos 
. . . à a lt~raç:Õ.:·s na var1anc1a com os valor~s originais 
- -ÃUTOoJri'OR " AUTO'JETOR " AUTOVETOR " o6> o62 lg' c63 """ o 
c 51 E-' c 52 5 m F ê = oH ' o<' o <O "" L_= ' = = d' on E o33 ""' c.21 - c22 c23 
Cl1 c12 Eco_ ~13 
ao.::;, 2;. :,, .... ~J. 6 -0.-t). ';). ';). :::>. : •• 1;1. 9 --o.a-0.~.zo.1 0.4 o. 7 
HUTü••ET•:•~ '" AUTO'.'ETOP cs 
oH = o.;:: 
c5-l, êc= c55 fJ Ol"19'lr>ªl 
~ = 
g ~ni 1c:;; 
o.;,4 "' ~ 
o34 E==:J c:::5 
~ 
=F' 
oU I o" ~ 
oH I o >O 
-o. 6--0. 3 o 0.30.60.9 o.' 
4.~; AF'LICAÇAO EM DADOS GERADOS COM ESTRUTURA NORMAL 
Com a finalidad~ •:omprovar• ap licabi lida.:k• dos 
resultados obtidos acima ·~·m (79) e (81). realizou-·se estudos em 
ar ostr·as g.: .. radas a partir de um ve-tor do::• médias e de ur11a rnatr·iz d•:-
covariSncia. definidos em (34) e (35). PretendG-se aplicar ACP com as 
grand~s amostras. A qu~stio 
para um E m~ximo de C 0.05~ 
COII10 o caso de pequenas e 
.. 1' I t b u .J ·" • pr1nC1pa e a ca per ur açao úd var1anc1a 
0.101. Interessa avaliar quais os CP que 
s•: .. mantém E•st.ávo:·is fr•:;ont.E• a estas p•:;ortur·baç[)es e, tamt,.:f.m,. avaliar 
quais as mudanças m~ximas que ocorrem ao nlvel dos coeficientes 
n.::·stes casos. Esta anális.;:. será confrontada com o poder de detec.tr:~ção 
do m?tqdo de AnAlise de Sensibilidade dado por Krzanowski( 1984). 
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Tab~tll nt 4,2 V1rhçio dos co~tf1c1ent ... !l do 1! autov ... tor ..... função do 
CI"E'SCill,.nto dl v1ri$nci1 •• 5 • 10%, s,.gundo o ta .. anho d" ""'"'"tr1 • 
resultados d1 An~lts• dE' Sensibilid•d• 
COMPONENTE VARIANCI COEfiCIENTES ANOULO 
y ' < < < < < • '• " 
" ~ 20 211,3~4 -0,043 0.140 0,040 0,978 0,143 • ' 280,334 -0.05'5 0.1'54 0.037 0,969 0,183 ,. 
" ' 363.172 -0.062 0,165 0.035 0,961 0,210 2' 
" ~ " 201.8<19 -0,050 -o.o8e 0,0<10 0,992 -0,06'5 5 ' 261.<173 -0,033 -0.091 0,040 0,993 -0.051 ,. 
"' 333,1!·29 -0,036 -0,09<1 0,039 0,993 -0,037 2' 
" ~ 200 168,<12-4 -0,003 -0.106 -0.018 o. 993 0,050 
5 ' 223,303 -0,005 -0.112 -0,019 0,991 0,071 
,. 
"' 300.079 -0.002 -0,102 -0.023 0.990 0.095 2' 
H na lisando os resultados de e. 6 possível concluir que 
o 1~ CP apresenta uma diferença entre c 1 
alterações na vari4rlcia constante de 
qualquer que seJa o tamanho de n. Estes 
o 
1 ~ "-' E• 21 r 
autov.::·tor COIJI 
indicall'r qUE' o 
aulflE•nto do tamanho da arnnstra nio se refletiu na estabilidade dos 
coe f icient•::-s. 
Tabela n~ 4,3 Variação dos coefici•ntes do 2~ autov..-tor em função do 
cr,.scimento da vo~riância em 5 "' 10%, segundo o tamanho da anoostra "' 
r,.sultados da AnJlis ... de Sensibilidad ... 
CONF'ONENTE VARI!'iNCIA COEriCIENTES ANGULO 
y ' < < < < < • 
" ~ 20 67,712 0.021 -0.128 -0.250 -0.110 0.953 5 ' 90.226 -0.009 0,298 -0,245 -0,208 0,899 " " ' 117,896 -0,00<1 0.32-4 -0,22-4 -0.2-42 0.887 .. 
" ~ " 59.131 -o.ooa -0.328 -0,075 0,035 o. 941 5 ' 94.182 -0.005 -0.317 -0.064 0,022 0,946 20 
" ' 115.304 -0.009 ~0.311 -0.056 0,009 o. 949 " 
" ~ 200 49,347 0,023 -0.039 -0.092 -0.056 0.993 5 ' 71,136 0,030 -0,020 -0,092 -0,075 0,992 " " ' 99,723 0.033 0.005 -0.089 -0.096 0.991 39 
' E surpre·~nd•ent.<· o valor' assumido por e na Rn~lise de 
S:~Gibilidade. A desestabilizaçic m~xima ocorre quando trata de 
e assume 64 par· a o caso de n=20r mas slo 
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m~ximos tambJm os valores 
Este fato demonstra qui? o 
de 6 quando aUihl?nta 
tamanho da amostra 
o ta1nanho da 
podE- ansl?nizar 
amostra. 
os .;.f.;;.itos 
.jas perdas ou acr4scin,os ocorridos na var·iância. R Análise 
Sensibilidade indicou valores de 20 e 28 para n=50 e de 29.;. 39 para 
n=200. F'or outro lado~ foi possivel observar que este autovetor.-
' juntamente com C 3 ~ e o que mais apresenta problemas quando da 
de dados aieat6rios. o problema n.ais comum pode sendo 
indicado pelos coeficientes perturbados. Nestas amostras perturbadas 
---------
Tab~la nt <1.4 Vari.tçl'o dos coE'fici.,.nt ... ,. do 3! ,.utov ... tor .,.. função do 
cr,.sciatE'nto dot v•ri,nci.t ,.111 S E- 10%, Sl"51Undo o tamant10 d• amostra .,. 
rl"sultados da An,lis.,. de SE'nsibilidad.,. 
COMPONENTE VARIHNCI COEfiCIENTI:S ] ANGULO 
y ' o o o o o ' -
" o " 66.151 -0.091 o. 975 -0.091 -0.153 0,091 ' ' 84.035 -o.o97 0,936 0,042 -0.095 -0.321 " 10 ' 104.348 -0.101 0.925 0.062 -0.091 -0,348 19 
" o so 37. 71'1 -0.006 o. 939 -0.079 0.107 0.317 5 ' ~0.~·93 0.043 0.9<12 -o .o6s o .107 0.309 os 
10 ' 66,551 0.059 0.943 -o.oss 0,105 0.306 ,. 
" o , .. 41.638 -0.010 o. 992 -0.064 0.102 0,039 
' ' 55.846 -0.015 o. 992 -o.o~.s 0.110 0.024 os 
10 ' 74.206 -O.Oll, 0.994 -0,046 0.101 0.001 " 
:ab.,.la n~ 4,5 Variação dos coefici,.ntE's do 4~ autovetor E'm função do 
cr.,,;cil!>.,.nto da variSnci.:o .,., 5 .,. 10%, S.,,;jundo o tamanho da amostra ., 
r~sultados da An~lis"' d., S~nsibilidade 
COMPONENTE VARif!NClA COEfiCIENTES ANGULO 
y ' o o o o o ' 
" o ,. 7,7::03 -0.289 0,023 0.922 -0.069 0.241 
5 ' 10.360 -o .369 -o .012 0.897 -0.095 0.222 .. 
10 ' 13.733 -0.432 -0.038 0,872 -0,098 0,205 " 
" o 50 9.'1'1':5 -0_213 0.052 0.970 -0.039 0.095 
5 ' 11.569 -0.021 0.046 o. 995 -0,032 0,083 " 10 ' 14.371 0,017 0.036 0.996 -0.032 0.072 22 
o "' 11,912 -0,0~3 0.057 0,99Z 0.019 0.097 • ' -; .642 -0_056 0.050 0.992 0.019 0,096 os ' - - - ! \1,991 -0,071 0,043 0,992 ú.úll:l 0,093 21 
' ,_ 
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Tab~h n! .(.6 Variaçio dos co.,.ficie-ntoe-s do 5! autov .. tor o&., funçio do 
cre-sci~e-nto da vari~ncia o&~ 5 .,. 10%, se-9undo o tamanho da a .. ostra ~ 
rf'sultadoa da AnJlis., d .. Sensibilidad• 
COHPONI:NTE VARlfiNCI COI:flCII:NTES I fiNGUlO 
y ' c c c c c • 
" 
" ~ 20 1.382 0.952 0.110 0.279 0.005 0.067 ' ' 1.960 0.923 0.105 0.363 0.007 0.075 •o ' 2, 758 0.894 0.099 0.430 o.ooe 0.019 
" ~ 50 3.794 0.991 -0.062 -0.013 0.030 -0.012 ' ' 6.279 0.998 -0.045 0.024 0.027 -o.ooe 
" ' 9.016 0,997 -0.062 -0.013 0,030 -0.012 
" ~ 200 .(,043 0.998 0.013 0.055 0.006 -0.018 
' ' 6,201 o. 998 0.018 0.058 0.010 -0.023 ,o ' 9.100 0.997 0,018 0.073 0.009 -0.026 
ApÓs a rE-alização do cJlculo de ACP. apresenta-ser no 
quadro acima. os principais resultados obtidos com os dados si1~ulados. 
O c~lculo de e evidenciou alterações m~ximas nos coeficientes C2 e C3 
quando n 20. PorJm o autovetor C2 mostrou as diferenças mJximas 
~ntre origina]. e o valor perturbado. mesmo em amostras grandes como ~ 
o caso de n=SO e n=200. O 5! autovetor foi o mais est~vel neste caso. 
Gr~fico n! 4,2 Autovetores do 2! e do 3! 
variSncia em 5 e 10%. 
CP ' aro~.:. 
AUTOVETOR C2 AUTOVETOR C3 
c 52 c 53 
c42 ~ c43 .,§ 
c32 c33 IJl 
"' 
I!IIliiill 
c22 = c23 
""' 
c12 ci3 
-0.3 o 0.3 o. 6 1.2 -0.4-0.1 
a PE'rt.urba·;ã"o 
• 1 
fZl oriainal 
0 per~ 5.7. 
rn pert 10r< 
da 
Tanto o primeiro CP como o quarto e o quinto apresentam 
- lO~i -
o?stabilidade. Y, 
componentes que apresentam a 
e Y5 podem ser observados como sendo os 
maior estabilidade, seja qual for tamanho 
de Er a perturbaçio da vari&ncia a que estio submetidos. Como se pode 
constatar, com os dados gerados se 1uindo o modelo normal, variou-se o 
tamanho da amostra e o tipo de Perturbaçio. Independentemente do tipo 
de tratamento observadD nos daJos, os coeficientes de Y1 apresentaram 
apenas li9~1ras y,,riaç5es que nio podem ser consideradas como 
significativas. Quanto ao CP que apresenta os maiores valores de e, 
con•:lu.;.-s~::· qU•? a do?S•:stabilização do Cz faz coll1 que haja um 
deslocamento do ponto de conc.;.ntraçio em termos de coeficientes. Nas 
observaç5es originais, constata-se que este componente tem como 
vari~vel predominante X5 • Com E ; 0.05, qualquer que seja n, o 
coeficiente de X2 cresce de imllOrtSncia alterando a interpretaçio do 
2Q CP. Em Y2 e Y3 7 quando E=0.10. ocorre uma realocaçâo de valores e 
os componentes passam a ser funçio de duas vari~veis. X2 e X5 • Ambas 
dividindo o poder de explicaçio de11tra do componente. Observa-se que o 
comportathento dos componentes Y2 e Y3 fica desestabilizado quando a 
vari~ncia ~ perturbada em 5 ou 10 %. O mesmo pode ser obser' v a do no 
estudo Krzanowski com os componentes centrais 7 que concentram as 
< J 'j. ~ " ~~· N f < variancias de va .or 111e• ~o sao os qut;:o apr-o::·sen1.dlfl a i.eraço~~s maXlll1dS nos 
co,;•f lci•:nt•::•s. Obset·va-s<:? n<:?st<:? caso a v a li•jadt? da uti h.zação do 111~todo 
de An~lise de Sensibilidade proposto por Krzanowski. 
Comparando-se estes 
apresentados por Krzanowski, reforça-se a tese 
prop5e a utilizaçio do dltimo CP para detectar 
Estas conclus5es devem-se ao fato de que o 
' l ; t t·l· ~ d .• . N~ sens1ve a ~eses·a~l .1zaçao a var1anc1a. ao 
neste componente independente. do tamat1l1o da 
com os quE< fora111 
de HawkinsC1974) que 
E•rr·os nas observações. 
Último componentE< nio É< 
se observou mudanças 
amostra. F'ode-se tambJm 
concluir que a an~lise de ''clusters'' ser~ mais eficiente se forem 
analisados as r-epresentações grdficas dos dados de Y1 e Ypr primeiro 
e ~ltimo componet1te. Chang(1983) prop5e este procedimer!to quando se 
trata de separar duas normais multivar-iadas. A utilizaçio do ~ltimo 
CP apres0nta grande eficitncia quando se trata de erros que ''incham'' 
inarropriadamente a var-iSncia, 
otimalidade na vari~ncia. 
como 4 o caso de retiradas 
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CAPÍTULO 5 
ANÁLISE DE SENSIBILIDADE 
UMA APL I CAÇAO 
A modernidade traz o 
•:omputador- pessoal permitindo a massif:i.ca•;;:ão 
o?statístio:as que, apo?sar do;- não •::•nvolverem 
do 
no uso de t~cnicas 
mate1n.~ticas muito 
complexas, nro se prestam a serem cor1sumidas em larga escala. Este 4 
o caso do Controle Estatístico do;:. Qualidade(CEQ> multivariado .. roi 
grandemente ativado durante a segunda guerra mundial que exigia altos 
n{veis d~ qualidade nos produtos pois d~les muitas vezes dependia o 
sucesso ou insucesso do;;o uma missão .. foi, depois disser um tanto 
do:-sativado nos Estados Unidos, passando a t€:'r maior desenvolvinr":?nto 
encontraram maior •:apao::itaç:ão no suporte t4cnico para a sua 
divul·~aç:ão e utilização. Re•:o:-nto:mo:nte reencontrou seu papel junto ao 
desenvolvim~nto industrial americano. 
Neste trabalho pro:tende-se utilizar t.?cnicas do:- CEQ 
como os gr~ficos de Controle de Qualidade e tamb~m da t~cnica de ACP 
acompant,ada de uma A11~lise de Sensibilidade dos CP. O mesmo ser' 
aplicado em dados obtidos numa empresa de m~dio porte com processo de 
produçâo de baias comestíveis. Processo este que envolve diversas 
variáveis. Pro•:ura-so;;. en•:ontrar parâm~:-tr'os para a rE•dução da produç.ão 
de artigos que nio atendam ~ especificaçio da empresar sendo que o 
f ator principa 1 oje rejeiç;:ío ojas balas .? a umidade fora do padrão 
especificado para o produto. Quando esta ~ excessivar o produto 
apresenta a primeira camada derretida sendo inutilizado para consumo 
iffiediato. Quando a umidade 4 insuficiente a dureza da massa faz com 
que a bala qur:.~bre durantE· o processo de produ·;~{o.- Como parte deste 
processar pretende-se definir os fatores que mais interferem nos 
resultados e como mensurar o nivel de participação de cada vari~vel 
no vetor-resposta. 
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Gráf i•:o n~ 5.1 Gráfico da proporçio d~ balas do tipo A306 r~jeitadas 
com dt?staquo:o das amostras que estão fora dos U.mito;:.s espo;;.çificados. 
u 
m 
' d 
b 
a 
1 
a 
' . ·-· .... 10.6 
8.6 . ·=· .•. :- . ;. 
I i . " i li 6.•r~~~iUyU~UL~~ 
I ' I 
'i ' 4.6'·~~~~~~~~~. o 5 10 15 20 25 so 
10.6 ... : .... ~ ...... . 
8.6 . . . . . . ~ . . . ) 
6 • .[1 J. ' . ..... ' .... ; ... .. ; .. 
Num pr:t.me:t.ro momo:onto~ o tratamo:onto o:ostat{stico 
obrigatoriamente dever~ manter-se em torno das vari~veis para as 
quais já existe1T1. instrum•:.•ntos d~S" 111ensuração na o:.~uipro::•sa com sistE>ma do? 
r<?•Jula9•::•tr•. Esta colo?ta dl:'? dados deu-se com a supervisão do? 
estat{sticosr buscando garantir a precisão o? confiabilidade dos dados 
coletados. Inicialmente. dois aspectos seria considerados o;:.m relação 
~s balas: fatores ambientais (externos), e fatores internos da massa. 
As vari~veis que estão sendo controladas, atualmente. são umidade e 
temperatura do ambiente em que as balas estio sendo produzidas. 
denominados neste texto 
os perÍodos em que as 
de fatores externos. Al~m destas duas. tamb~m 
amostras foram coletadas. Como a questão 
principal ~ o estudo da umidade da balay interessam neste estudo 
todos aqueles elementos que possam o?star interferindo para explicar 
as var1açoes que 
das variAveis em 
o fen8meno umidade apresenta. Um estudo descritivo 
estudo de1"onstrou que se pode considerar • 
norffialidade dos dados, isto aliado ao fato de se tratar de amostras 
de populações infinitasy N-ioo. 
As qu.;;,stÕ·~·s prin•:ipais nE·sto::- estudo ro::-fE>rem--se ao 
proeo:~,so produtivo: Está ou não sob controle'?' Como definir o padrão 
de regulagem 6tima'?' 
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Com este estudo pretende-se realizar uma comparaçlo 
entre os resultados do CEQ calculado a partir dos dados originais e 
os c a leu lados apÓs a aplicação 1je ACP e ACP-RI:':~·.;JressãoT no so:ntido de 
conse9uir dett?ctar 
simultaneamente. Na 
como o?Sto?s 
to?ntativa de 
f atoro::·s 
ITtanter 
ser ajustados 
o processo sob cantroler 
prl:':~t€•nd.;.-s€· ao ITti?SITtO tempo r€·unir informações sobre a participação do? 
cada vari~vel no vetor resposta como um todo e mensurar o nível de 
participação destas quando o vetor resposta alcança Índices 
~'lctõ•iL~veis ou Ótimos. Isto .{.T pret•::·ridE>-se avaliar a participação das 
vari~veis aleatórias originais de modo a obter um padrão de rotina 
multivariado para o ajustamento do processo de Produção. Outro 
aspecto a ser desenvolvido no sentido de ajustar os fatores na 
produção são os "clustE .. rs". RtravÉ•s dl?lE•s prE·tende·-se evidE·nciar os 
grupos d~:· vetoro?s r.;.spostas SE•gundo a parU.cipação dos fatorE-s 
controlados. Ainda deve-se fazer uma AhAlise de Sensibilidade com a 
finalidadE< dt::• obs·~·rvar a validade das int.;.rpretações dos 
co,:•fict.:nt.o::·s. ci• E•ncontrados apÓs a transforJr,ação CF'. 
5.1 UMA BREVE REFERÊNCIA ÀS TÉCNICAS EMPREGADAS NOS !IA!IOS AMOSTRAIS 
COMPONENTES PRINCIPAIS 
Os CP devem proporcionar um conjunto de variáveis não 
correlacionadas atrav~s da rotaçio ortogonal 
origj.nais. Conform€· propÕ•::' And~:?rson( 1958 ), 
dji variáv•is al•at6rias 
a transformação CP po1je 
ser escrita da seguinte maneirar centrada na m~dia: 
Y 1 = r' < x 1 - 1-1 > • r = < "1· ... • "i'p > 
( 79) 
autovetores associados aos autovalores da matriz de covariSncia I dos 
dados ori•;;Jinais. Com 1::•sta rotaç:io no espa•;o 9arantE•-"!:,·~~ qu•: Y1 , Yj são 
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nâ'o correolacionados sE- i 'i jr PodEo-se- re-•:alcular o CEQ Multivariador 
co~ ~ais eofici$nciar usando co~o base os CP. O primeiro CP cont4m o 
máx in'1o dE- dive-rsidade .;:ontre- as obse-rva•;ÕE-s pois foi c a leu lado para 
maximizar a variSncia. Deste modo 6 possiv.;:-1 utilizar os coeficiente-s 
tanto deste primeiro como dos outros componentes para captar o grau 
de- participação de cada varidvel observada no vetor resposta. Esta 
rotaçio ortogonal favorece a andlise dE- comrosiçio deste vetor 
resposta e-rn termos de- participação conjunta 
causadas pela correla•;ão entre as variávr:-is do:- interr:-sse. Com basE· na 
distribuição dos registros apds a sua transformaçio e reescritos 
segundo a aplica~io de CP num plano bivariado ~ possível observar a 
forma•;â'o de "clusters". Com estas inforrr1açõo;;.s constata--se qual a 
mE-lhor configuraçio em termos de ajuste tendo E'ITI vista detE-rminados 
tipos de resposta. 
Propriedades da elipse: 
1. O eixo maior ~ a linha 
variJveis originais. Esta linha 
usual porque minimiza a soma 
de re•3res~.ão orto•.::ronal entrE< as ojuas 
tf: dif•::·rent..;:. da linha de re•.:wessão 
de quadrados perpendiculares para a 
prÓpria linha. A característica apresE·ntada ser mui to 
importante quar1do as varj.~veis sio uma funçio do processo que estd 
sendo m.;:.n!:.urado. 
2. A v ar ia•;:ão do •::-ixo maior, no caso de Ul11 procE•sso bivariador 
repr.;:.senta a variaçio no processo e a do eixo menor representa a 
falta d.;:. ajuste entre as varidveis. 
1 2 - de Hottelling adaptado a A11~lise de Componentes Principais 
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1:-;ráfico n~ 5.2 R~gi~o de controle elipsóide proposta por Jackson 
apÓs a aplicaçâo de ACP. 
" 
j• 
• 
. • 
'· 
• • 
Mot .... I 
base a estat{stica 
estatística prodtJZ 
• • 
Jackson( 1980) propoe a constru•;ão .je 
uma elirs6ide que deve servir de regiio 
de controle no CEQ multidimensional. 
Sua ap li•:ação foi desenvolvida 
casos de pequenas amostras. Os 
para 
pontos 
que caem no interior da regiio definida 
por este elipse indicam que o processo 
est~ sob controle. O ''fora do controle'' 
so:-rá indicado por pontos quo:- o?stão fora 
da o:-lipse. Este procedimento tem por 
T2 de Hotellir"J par•a a quantidado? X s- 1 X'. Esta 
um gr~fico com um limite de controle superior o 
qual indica quando o processo saiu de controle~ 
A estatística de Hotelling 
x = X - X ( 83) 
~.:·st,:í r·elacionado com a distribuiç:ão f' do seo;~uinte 1nodo: 
Este valor representa o limite superior do gráfico T2 • 
Este resultado pode ser aproximado para uma X2 p. 
Um problema que afeta a interpretaç:io do modelo ~r no 
entantor a pr.;.s.;.n•;a dE• •:orrt::·lação entr.:- as variáveis observadas. No 
caso de correlaçJo entre varidveis, um po11to fora do controle pode 
ser altamente pouco prov~vel quando as vari~veis estio dentro dos 
limito:·sv mas quando ocoiTer que uma observac;ão tt?lfl valor mais alto 
qu.;. o esperado e quando outra tem valor menor que o esperado. Esta 
li~r~itaçio pode ser superada empregando-se ACP que faz uma rotação 
ortogonal no espaço de respostas satisfazendo a restriçio de que 
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' •:i Cj=O, 
F'ortanto 
quando i;tj_ Esta r.,..stri~ão garante 
se os CP são avaliáv.:-is~ ent.ão 
Co v( Y i r Y j ) 
o cá l•:u lo do 
O, i;tj. 
T 2 pode ser 
feito da seguinte maneira: 
' ( s::. ) 
onde T2 passa a ser ·justamente a soma dos quadrados dos CP. Esta 
estatística miJltivariada permite visualizar quando o vetor-resposta 
~:-stá "fora do •:ontrolE-" c·omo r.::osposta oje um proc.;:osso IJIIJltivariado. 
An~lise de Sensibilidade 
Realizar uma AnálisE< de Sensibilidade implica em 
avaliar a estabilidade dos CP quando ocorre uma perturbaçio de no 
m~ximo tamanho E na . ' . var~anc1a. Procurando as a IteraçÕE-s máximas, 
pode-se definir o conjunto de variáveis 
devidamente utilizado para interpretar 
cujo coeficiente pode ser 
as relaçffes das vari~vei~ com 
o vetor-r~sposta. Por outro lado, ~ poss{vel 
interf.;:-rir.;:-m 
detectar aquelas CjUE' 
modo podem ser por no 
insignificant.;:- e que, por falta de estabilidade, 
interpretações efetuadas a partir dos autovetores. 
Os CF' são analisados quanto 
calculando-s.;:- o Sngulo e formado entre o 
O cdlculo deste gn9ulo. 
' • 
comprometem as 
estabilidade, 
ori"Jinal e o 
•:onform,;. coeficiente perturbado. 
detalhado, vai depender 
' . UITI maXJ.JTJO 
dos autovalores da funçio crit~rio V, 
V( c*). 
jd foi 
quando 
cos e 
( 86) 
C O.O::i; 0.10 } 
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5.2 fATORES AMBIENTAIS E INTERNOS EH ESTUDO 
A produção aqui avalia da sE-gundo aspE-ctos internos do 
produto e elementos externos ambientais que interferem no m&smo 
auxiliando a definir o resultado finalr est4 representada poc 
observaç6es obtidas por amostragem. A amostra consta da coleta 
aleat6ria de cinco balas em per{odos selecionados ao acaso_ NE-sta 
ocasião forarn obs>?r-vados fatores internos e ext.;.rnos .. Os fatorE's 
' externos foram anotados pelos operar1os previamentE' educados para 
realizar o procedimento com o rigor necessJrio. Ap~s o recolhimento a 
amostra foi encaminhada ao laborat6rio qu{mico da empresa onde foram 
mensurados diversos aspectos do produto. 
FATORES AMBIENTAIS 
X1: Hora 
Xz: Temperatura dó ambiente 
X3: Umi1jad12 do anrbiente 
Y : Umidade da bala 
FATORES INTERNOS ILABORATORIRISI 
X"'-: Grau brix < do•;ura 
a•:id·::·z 
) 
) Xs: PH ( 
X6: Umidade da massa 
A un.idade 
controlada. Observou-se 
da bala ~ a resposta que 
uma variaçlo de 4.6% a 12.6%. 
está 
s•::•ndo que os 
limites padr6es de controle para a umidade da bala vio de 6.2% a 
8.3%. Das amostras realizadas mais unidades estiveram acima do 
padrio<50%) que abaixo 
extremos ~ prejudicial 
do padrão< 14% >. Ainda 
provocando rejeiçio do 
assim 
produto. 
de balas comestlveis cujo teor de açJcar ~ alto. 
qualquer dos 
Como so;· trata 
a umidade 
insuficiente provoca rigidez ou seja excessiva dureza. R rejeiçio vai 
ocorrer quase na etapa final do processo de produçio. Quando o 
produto vai para o estampamento nessas .::ondiç:õ~:-s >::JU•::-bra COIII 
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facilidado: provo•:ando ro:sÍojuos o;- ro:jo:ição total com o envio o:ntão da 
bala para r~aproveitamento em forma de ro:ch€'io de outras balas. Mesmo 
contorn~velr porque existe o reaproveitamento das sobras. implica em 
a Iterações nos custos. Ainda eiJ• fun•;ão do alto teor d<2< açúcar nas 
talas quando a umidade~ excessiva as balas iria ''m<2<lar''. Isto~. vai 
derreter a camada externa da bala a partir do;- um certo tempo de 
armazenamo;-nto( em 9eral 4 a 6 meses ) provocando devoluções pelos 
clientes. Este tipo de rejeiçio ~ altamento: prejudicial para a 
empresa pois al6m de f~gir ao seu controle, provoca perdas de produto 
e de clientes. Estes dados podem ser observados no grAfico de 
controle apresentado abaixo para a umidado: da bala. 
Gr~fico n2 5.3 Controle da umidade da bala Gr~fico das m~dias 
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i\ i .i i i 4.6UW~~~~~~~~~~LUWU 
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san1p 1 e number 
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Ainda na questio dos fatores ambientais constata-se que 
duas das an.ostras: a de n! 7 e a de n! 25 apresentam valores extremos 
e inversos quando se observa a umidade da bala e a temperatura do 
ambiente. Na amostra n~ 7 ocorr~u temp~ratura m~xima 19 graus ~ na 
amostra n~ 25 ocorreu a temperatura mJxima. Esta r~laçio inversa 
confirnta-·se quando s& êlPlica um .:~studo de •:orr•::-laç:io .;:·ntre as duas, 
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rxy = -0.586685. A ~quaçio de r~gr~ssio definida 4 Y = 28.59 -1.19BX. 
Por4m este aspecto privilegia uma explicaçlo univariada. Outro 
aspecto observado .? que o:•xiste UR•a ro;:.la•;ão direta o?ntro:- a unddado? da 
bala ,. a uruidade do a~biente. Umidade crescentE' correspondeu a 
unddado? cr.;:·s.cento:- da bala e umidad..;- decrescente •:orrespondeu a 
uruidade do:-cresc~nte da bala. Quanto ao per{odo do dia em que o 
produto foi produzido observou-se quo;:. em geral quanto mais cedo maior 
a uruidade da bala que decresce aD longo do perÍodo, por4m esta 
relação .f: fTruito oscilant.;;- do?monstrando qu•::- existem outros fatores que 
influen•:iam na variação do:·so:?stabilizando a rBla•;ão. 
Gr~fico n~ 5.4 Aspectos tri-dimensionais das amostras observadas 
segundo os valoro:?s dos fatores ambientais 
63 / 
60 
u 57 m 
i "54 d 
u.-.-,i d 
O modelo ajustado aos dados originais apresentaru a 
seguinte equaçio de regressio 
Y = 21.79 i· 0.0785X1 -1.2237Xz t 0.1167X3 
Estes valores ocorrem com um nível de probat•ilidad~ de 
53% no caso do perÍodo do dia. 0.12% no caso da temperatura ambiente 
e 35% no caso da uruidade ambiente. Estes resultados evidenciam a 
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rE-lação obsE-rVatja t?ntrE' a tt?ntpo?ratura o? a umidadE- da bala. 
Quanto ao de Hotelling~ grJfica do;. controlo? 
ntultivariada a um nív,:,;-1 a=O.lO considE-rou o sist.:oma fora d.:o 
controle t?nt tro::rs ocasiÕE-s: na H!~ 89 o? 259 an.ostra. Em t.:-rmos da 
vari~vel umidade da bala qu& ' a resposta d~ interesse do estudo~ o 
gr~fico T2 coincide com o processo efo?tivam.;.nt.;. fora da controle 
apenas na amostra n2 25T quo?~ uma situação extr.;.ma. 
Gr~fico n2 5.5 T2 de Hotelling para 
Laboratoriais, a=O.lO. 
fatores Ambio?ntais E' fatores 
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A estatística multivariada T2 de Hotteling evidencia, que 
apesar de algumas amostras apresentarem valores um tanto fora dos 
padrÕes ~::·m t.:::Jrmos da produção, nenhum ponto pod<? ser consid,:;.rado fora 
de controle a um nivel de 10%. A an~lise laboratorial da amostra de 
balas apresentou resultados que na sua íntegra em termos de an4lise 
não são muito dif.;:Jrent•?S dos obti•jos cOilt os fatorE-s ambientais, por.2m 
ll11:<nos I?XtrE•mos. 
Observando o gr~fico abaixo ~ possível distinguir em 
tE<rn,os de fatorE<s lat•Oi"atoriais( intE•i"nos ) qu.;;. dois grupos dE< 
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respostas podem ser definidos: o primeiro grupo apresenta baixa 
umida•je e alto grau brix e ph e o se•3undo grupo apresenta valores com 
alta umidade baixo ph e m~dio grau brix. Estes dois grupos reforçam 
a idéia de que a doçura oja bala apreso?nta um.a ro.?lação inversa conr a 
umidad~ da massa. 
GrJfico nº 5.6 Distribuiçlo dos pontos amostrais segundo os fatores 
internosr laboratoriais. 
90.0 
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Constata-sE· qu.;:- a umidadE• da massa E•stá .;:-m oposição 
ao grau brix e ao ph da massa~ por~m estes dois dltimos el.;:-mentos 
estão definidos no mesmo subespaço. Isto quer dizer que em termos de 
informação contribuem do mesmo modo para a análise da umidade da 
massa. Uffi terceiro elemento foi considerado: a quantidade de massa 
produzidar por~m observa-se que este montante apresenta uma relação 
direta fraca<0.21) com o ph apenasr insignificante e inversa com o 
grau br ix <--O .11 ) e a umidade da IT!dssa( -O .10). Invest i9ada apenas • .;:.sta 
informaçio foi abandonada no decorr.;:.r do estudo. Constata-s"" que a 
umidad• estJ inversamente relacionada com o ph(-0.51>. inversament~ 
relacionada com intensidade forte com o grau brix(-0.90) deixando a 
id4ia de que quanto maior a doçura da massa met1or a umidade da massa. 
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O 9rau tan1bÉ-m É- dt:oterminant.;. no caso ,jo pl"l( O~ 70) por.?m d.;o modo 
direto~ Deste modo ' poss{vel r.;olacionar o control~ 
massa atrav~s do controle do grau brix e do ph. 
da umidadE< da 
Gr~fico n2 5.7 Corr.;.laç5~s as . ' . var1ave1s nos dois aspectos 
enfocados: Fator.;.s Ambie11tais o? Fatores Laboratoriais 
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participaçio que ser adotado para cada vari~vel no sentido de 
obt>.':'r o processo dentro do controle quando se trata de avalia r as 
vari.:{v.:·is ori•;~inais. Ot•serve·-s·~·. a•;loi"a. os ro?sultados da aplicação do? 
ACF' aplicado aos dois conjuntos do? inforn1aÇÕo?s: 
' ' ' ~ 5 1 fATORES AMBIENTAIS "' .;;. 1t n . VARIAVEL \ CP ' ,. o o o 9 sx a lOX HORA " 12.6345 -o. 70378 0.71002 -O.OZ349 " " TEMPERATURA ., 4.5374 o. 71036 o. 70295 -0.03554 .. " UMIOADE ' 0.9174 0.08715 0.0"1171 0.99909 . 
119 -
T•b'"'h nl S.2 FATORES AHliiENTAIS ( V.Ior'"'s P;odroniudos I 
VARIAVEL \ CP ' ' < < < '" e 1ox HORA .. 1.4809 o. 70209 0.13117 0.69969 " " TEMPERATURA 34 1.0031 -0.70805 0.02413 0.10~15 19 24 
UH IDADE l7 0.5160 0.07~69 0.99107 -0.10992 
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O primeiro CP pode ser interpretado como um 
entre o fator temperatura e o fator perlodo do dia. A 
r:onr:orr4ncia dos dois ,f, ,je oposição. Este resultado 
contraste 
relação d<:o 
defini? a 
necessidade de evitar um controle fixo da temperatura ao longo dia, 
como estJ institu{do na empresa. Evidencia a importancia do ajuste da 
temperatura sistematicamente. As condi~Bes ambientais em que as balas 
sio produzidas formam um micro ambiente que deve favorec<:or a 
micro o produção. Este 
constituÍ,jo das condições atmosf4ricas externas. 
nracro 
Do:·sta 
arrrbi ente 
forma um 
controle rÍgido e ' un~co da 
' 1 -n1ve da produçao. O segundo 
destas duas variJveis como 
temperatura pod~ determinar perdas ao 
CF' novamente aprt:•senta uma contribuição 
dominantes. O terceiro CP 4 o fator 
umidade do ambiente, uma vez que a contribuiçio 
terceiro componente J de 99.9%. Neste caso, tendo 
d~sta vari~vel no 
sido verificado que 
o primeiro & o segundo componentes acumulam um p~rcentual de variação 
explicada de 95%, poder-se-ia tratar o processo como bivariado 
reduzindo o número de componentes de 3 para 2B Como se obso:•rva, no 
entanto, caso assim fosse procedido perder-se-ia toda a informação 
sobre a umidade do ambiente. Uma padronizaçio dos dados apresentaF 
UlTra inversão •:dnt.re OS r:OE·fir:ientes dO Se'3tJndO e terceiro COmponent<?S. 
A padronização asse•3ur·a idE·nt.idade em tE•rmos de uniddde de valor das 
. I . . . . 
var1ave~s or1g1na1s o que exp U.car nos 
resultados. Pelo que pode 
ACP pode ser contornada pela 
sE-r observado a "invartanc:i.a esr:alar" da 
padronização, e neste •:aso,. possível 
reduzir a dimensionalidade par·a r = 2. O 1~ CP pode ser visto coma o 
fator temperatura numa r~laçio inversa com a hora e o 22 CP ' o fator 
umidade. O fator umidade foi o que apresentou maior 
uml.•jade da bala( rxy = -O.~i87 ). Quanto à UITddado::- é 
r'elação 
' pOSSlVr?l 
com a 
afiriJrar 
que as alterações que apres.;:.nta estão e~ parte s~ndo explicadas pel.a 
hora( rxy = -0.418). 
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A Andlis~? d~? SensibilidadE- da fun•;ão critério demonstra 
uma diversidade muito pequena em termos de observar a sensibilidad~ 
frente~ perturbaç8es mdximas de E= 0.05 e 0.10. O componente E-
"'ax imam.;:.ntE> perturbado F e causan•jo uma Pl?rturba,;ão m.3x i ma E na função 
cri tli?r·io é 
não dif.;.r.;;. 
o pri111o?iro CP. Mas é pro?ciso observar quo;:. E·sta alt..;:-raç:ão 
significativamento? da obso;:.rvada no s.;:-gundo compone11te. 
S12jar entior os valoro;:.s de 6 = 16; 21 para o o primeiro e 14; 19 para 
o segundoF ligeiramente menor. O que SE' constata neste caso li? dt? que 
os resultados padronizadosF frente aos resultados centrados na média 
apresentam-se mais sens{veisr e = 21 ; 29 para o primeiro componente 
e 18; 24 para o segundo. 
Tat•eoh nt ":5.3 FATORES JNTI:RNOS 
VARI m ' CP % ' o o o e sx ' "' PH " 2.3.ol11 -0.1170 -0,3819 0,9168 " " ORAU BRIX • 0.1437 o. 705.ol -0.6818 -0.1940 14 20 
UHWRDE HfiSSA 1 0.0327 -0.6991 -0.62.ol0 -0.3492 
Tabela n! 5.4 rATDRES INTERNOS (Valores Padroni7ados) 
VARIIWEL ' CP ' ' o o o 95% e '" PH " 2.4118 0.5182 0.8234 0.2311 14 20 ORAU BRIX 17 0.~·138 0,6244 -0.1796 -0.7601 " 19 UMIDR[fE H ASSA 3 0,0744 -0.5844 0.5382 -0.6073 
Os fatores internos examinados a nível de laboratÓi"io 
do:;•IJronstram que o primeiro CP 4 um contraste entre o grau brix: n{vel 
de doçura da massa e correspondente a massa compacta da mesma 
umidt:r•::k· 
s.:·•;;rundo 
t.::·rceiro 
variáv-::-1 
da massa 
compon.::·nte 
"ph", com 
qu•::· 
ainda 
""' 
IJredida da parte l{quida da massa. O 
dA maiores pesos ~ estas duas variáveis, o 
que discrimina os dados pela participaçio da 
p.;,oso p.;,oqueno para 
r~:~ lação de contraste COITr o O ITr•::-smo 
a vari~vel umidade nu~a 
tipo de comportamento 
constatado quando os obs.::·rvado nos aiJrbientais podE- ser 
resultados dos fatores internos observados sio padronizados. 
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Um rBsulta•jo into:-ro:-ssanto:- 6 a apli•:a•;ão da 
Sensibilidade que apresenta um 8 maior nos fatores 
indicando maior sensibilidade de seus coeficientes. 
Y1 e Y2 - Fatoro?s Ambientais 
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An á liso? de-
ambio;:.ntais , 
e 99% respectivamentelr 
caso bivariado. Com a 
l.ndica que 
redução 
o estudo pode ser reduzido para um 
da dimensionalidade~ constata-se 
atrav.?s do gr<:Ífico 5. 7, a formação de •Jrupos com os quõis .? possível 
parâm.;:-tros 
valor 
desejados. Observa-se que arenas uma 
altamente improv~vel ou distorcido 
das 
por amostras aprE-senta 
problemas t~cnl.cos. f~elacionando r·esultado com a AnálisE< de 
Sensibill.dade constata-se que esta detectou altera~ffes nos 
coeficientes. Já no 2Q conjunto de dados~ sob o ponto de vista 
laborat.or'ial não s~~" obso::orva no;:onhurJr valor quo.? não possa ser a•Jr'Upaojo 
junto com os do;:omais. Esta situa~io pode ser confirmada pela 
estatística T2 de Hotelling, onde nenhuma amostra multivariada se 
encontra acima do limite de contr61e. 
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G~~fico n2 5.9 Plano Y1 ~ Y2 - Fato~es Laboratoriais 
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Dois ·.:wupos podenr s+?r obs+?rvados no caso dos Fatores 
ext+?rnos ap6s ter sido reduzida a dimensionalidade de p=3 para r=2, e 
reescritos elh funçio da aplicaçio de ACP. Confirmando o que pode ser 
obsE-rvado pelas re•.:wessões. 
Gr~fico ne 5.10 T2 de Hotteling definida como T2 
a.=O.lO - Fatores flmbient.ais e Laboratoric:d.s .. 
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nÍv.;:·l 
S.647S 
A aplicaçJo de grJficos de controle ~ vari~vel umidade 
apresentou muitas amostras com uma umidade fora dos limites 
aceit~veis de umidade. O 
usualmente 4 utilizado~ 
padrões. ApÓs ap lie"açâ'o 
ambientais apenas duas 
gr~fico de T~ de Hottelling aplicado como 
c'E- 1 c~ apresentou tr4s amostras fora dos 
de ACP constatou-se que nos fatores 
amostras continuam indicando o processo de 
produo;â'o fora do? contrÔle. Verifica-se~ também quo;;. no caso dos 
fatores laboratoriais o gr~fico da estat{stica T 2 y com ou sem a 
transformaçâo CP~ apresenta os mesmos resultados com todos os pontos-
sob controle. Isto se deve aos valores 
de valores isolados. Estes resultados 
obsE•rvados p.;:. la não ocorr4ncia 
podem evitar que erros sejam 
•:om•::·tidos durante a emissão de parecE-res sobre os mesmos. Assinry a 
aplicação de RCF' evita que o erro de coleta. de mensuração tenha 
efeito multiplicativo. 
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CONCLUSA O 
Exigir um certo rigor no tratam~nto de ACP torna-se um 
fato, pois baseado em suas 6ti1~as proprj.edadesT v~m sendo a~pliadas 
suas aplicações nas mais diversas Jreas. Os resultados obtidos podem 
.;;•star r•?·fletindo mudan•;as nas condi·;õ.;:.s id•?ais d~? apli•:aç:ão d() 
nP?todo, alteraçõo:os E-stas que R1DdificaR1 a t?strutura dt:? variância dos 
dados. 
Segundo Jackson(1959), ACP pode ser utilizado E<m CEQ, 
urua vez que a estat{stica, definida a partir dos coeficientes dos CP, 
apr0senta uma distribuição T2 com a vantagem que a nova base garante 
componentes nâ'o-.::;orrela•:::ionados. R desvanta·3em de sua utilização está 
nas restri•;Ões in,postas para a aplica•;ão dE· T2 : os dados devem ter 
uma distribuiçio normal e a estrutura de variância conhecida. 
Outra aplicação de RCP está relacionada 
Multivariada. Segundo Massy(1965), isto permite tratar com dados que, 
v a lares ori•.3inais, multicolinearidade. As 
propri.:: .. •j2pjes dos CF' per111item que seja encontrada uma solu•;io, o que 
não pode ser realizado com a ·r·::o·Jressão clássi•:a pela in•PD'::>Sibi lida de 
de inverter a matriz. Pode ocorrer colineariedade entre as 
independ0ntes e algumas das varidveis dependentes. Neste 
oportuniza a deleçio das vari~veis redundantes. A utilizaçio 
. ' . varlaV€'lS 
caso ACP 
di? flCF'-R 
traz uma desvantag~m justam~nte no redim~nsiona111ento do nQ 
vari~veis. A deleçio das vari~veis redundantes implica em perda de 
informa•;ão e isto afeta o cálculo da re•.3ressão. Mesmo assi111r o fato 
de superar os problemas de colineariedade o coloca em vantagem em 
relaçio ~ forma cl~ssica. Outro problema pode estar na dificuldade de 
interpretar os coeficientes restringindo sua aplicabilidade po1s 
estes repr.;:·s~·ntam tamb.?m os •:::o':O·fi•:i.;:-n__t~"·s d•::-- re·Jressio - 1'3i -. F'or4n. 
com a aplicaçio dos CP-Ry os perf{s dos betas poderio ser avaliados 
atrav4s de uma An~lise de Sensibilidade. A An~lise de Sensibilidade 
dos CP-R pode ser realizada atrav4s de retiradas no valor esperado da 
forma alisada dos perf{s dos betas. 
A utilização de ACF' na classifi•:::a•;ão de indiv{durJs a 
partir de um conjunto multivariado di? informaçff~s foi tratado tamb4m 
por MardiaC1979). Contrastar o 12 e o 2~ CP permite observar como os 
indiv{duos se agrupam por influ$n~ia do processo multidiffiensional. 
Dessa maneira, pode-se classifi~Ar i,~ i~div{duos em ''clusters 11 pelo 
valor dos coefic1~ntes. nem sempre os CP que melhor 
dicriminam os grupos slo o 1~ e o 2~ CP. O maior contraste 
apres~ntado pela dispersio dos pontos observados a partir 
~ltimo CP. Chang( 1983) avaliou a contribuiçio de ACPr e em 
pode ser 
1jo H e 1jo 
particular 
do uso do ~ltimo CP para separar a mistura de duas normais reforçando 
a id~ia d~ que os dados apresentam maior contraste no diagrama de 
ojispersão entre o H e o dltimo CP. Un1a outra análise está 
relacionada com os res{duos apresentados. Res{duos estes que 
ter origem no escalonamento das vari~veis. Qualquer mudança de escala 
interfere nos resultados da aplicaçio do m6todo. Diferentes 
definiç6es dos autovetores permitem normalizá-los superando a 
ojificuldad~? tnicial. Assim são do?finl.das for'ncas de verl.ficar a 
adequacidade do modelar analisando-se o quadrado m6dio dos resíduos 
como uma medidi geral do ajuste de uma observaçlo com o modelo 
adotado. Com est'i" pro•::E•dimo;:-nto é possível constatar a presen•;a ou não 
de "out lier-s". 
A difusão do o;:-nlpro;:o-·30 d.:o ACP o?Xi•;;Je a ro?alização de uma 
Rn á li se de S•:msil:d.lidado:? quE' a estabilidade dos 
coeficientes, c 1 • Tr&s principais po?rturbaç5es devem ser inicialmente 
analisadas.: pr•:?senç:a d.:o "outlio?rs", uso dE' arrE•dondan1E'ntos E· po?rdas 
de otimalidado? na variancia. 
V~rios sJo os testes e t~cnicas ro?lacionadas com a 
ava lia•;ão da E•stabi lida de dos CF' frentE• à ocorr.?no:ia de "out li•:rs". 
Estes são realizadosr o?m geral, atrav6s de uma análise de res{duosr 
com dois motivos principais: constatar a pro?s.::..nça de "outliers" e 
verificar a adequacidade do modelo RCF' ~quele conjunto de dados. 
Jackson €' Mudholkar(1979) propõem a ro?alização de uma análise dos 
res{duos atrav~s da estat{stica Q, tal que 
Q = ( X-- X )'( X -X ) 
onde 
11 out lio:·r-s". 
atravo:r;s de 
Uma regra de decisão para o caso ~ 
Q < E modelo ~ adequado 
Q ~ E modelo não ~ adequado 
Quando .,.xiste 
Jackson e Morris( 
suspeita d.,. que haja a presença d.,. 
1957) propuseram uma an~lise de res{duos 
R•s. SS = (p- kl Q 
e, 
Esta andlise de res{duos pode nio ser eficiente para 
d~·t•::-ctar "out lier·s" no caso de ro:•du•;:ão da •jimensiona lidad<?. Se o 
modelo adotado nio contiver as p variJveis originais entio o Res SS 
t.:-nd.:- a apres.:-nt.:.r os limit.:-s de Q. (20). alt.:-rados confundindo os 
efeitos da pres.:-nça de ''outlier~··. A expressio d.:- e 1 ~dada em (21). 
O uso da estatística Qr (17). para um vetor individual pode ser 
resumida pelo quadro abaixo. acerca do resultado de Q~ 
Q 
j 
I I 
I si·.:mificativo I I não significativo I 
I I 
I modelo não ' ad~:~quado I I nrod.;. lo ' ad•quado I • • 
I I 
]Q det.;:-._tor d• "outli.;;.r"/ / testar com r• I 
I 
I I 
I observar rJ?sÍduo I L significativq/ não significativo 
I I 
testar v.;:-tor p/t.l modo;;- lo sob 
causa da perturb controle 
10:8 -
Al~m d~stas~ outras estat{sticas alternativas podem ser 
definidas para o caso de verifica~io da sensibilidade dos CP na 
' . ' 1 ocorrE>n•=la d.;o "outliers". Por.;om grande parte dos estwjos rea izados 
rerr,etem ~ verificaçio d€ que nem sempre ~ o CP associado ao maior 
autovalor que cont~m a maior quantidade de informaç~o. t poss{vel 
delhDnstrar que o sub-conjunto de CP que apresentar a maior dist&ncia 
entre os pontos é o Jnelhor pelo alto poder de discrin1inação que 
apresenta. Para Chang(1983) a seleçio dos maiores autovalores na ACP 
não é essencial .::· atualrr11:mte não mais se justifica. Na qu.:;.stão da 
Sensibilidade dos CP verifica-se que o maior poder de discriminação 
est~ no estudo da dispersão entre os pontos no gr~fico Y1 e Yp. 
Vari3ncias m~ximas e variSncias mínimas podem ser desejáveis sob o 
ponto de vista de que a separaçâo dos ''clusters'' exige homogeneidade 
no ·J~'upo. ' . IT!li11Rid . ' . var1anc1a interna, e heterogeneidade entre os 
grupos, variSncia m~xima entre os grupos. 
F'ara detE•ctar a 
individual, Rao(1964l prop8s o <:"·studo 
ajust.::• d<? un.a obser•vaç:ão 
do quadrado da soma dos 
comprimentos das projeç:5es de uma observação nas Jltimas coordenadas 
dos CP, avaliando a magnitude dos afastaJnentos. 
Yi - Y 
d2· 
J = [ 
p-·q 
) ' ( Yi - Y ) -
·3randes 
p•:·gu•::•nos 
1. 
~-
a f asta!flentos 
afastamo::-ntos 
1 . \ ( 
1 
___, 
___, 
) J~ 
Ajusto::- pobr·e 
Bom ajuste 
Outras alternativas podem ser o uso de grdficos: 
gr~fico normalF gr~fico de dispersio Y1 x Yp. 
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' E possível observar que a falta de estabilidade dos CP 
na ocorrtncia do? '~outli.;:ors" cres.:e- na medida em qu.:- o tamanho da 
amostra decresce. O tamanho da amostra desestabiliza a variância e 
pode ter pouca representatividade em 
da população. Para a apli•:ação d.: 
restrição baseada na normalidade 
população •:om N ---+ co, existe á 
exist4ncia de normalidade. No caso de 
relação ao tipo dE- ,jfstrit•uição 
um modelo linear existe uma 
dos dados. Considerando uma 
suposição, questionável, 
pequenas amostras a garantia 
da 
di? 
normalidade nem sempre se sustenta modificando as condiç5es de 
Neste caso dever-se-ia 
investigação de normalidade, talvez aplicando 
caso multivariado) ou~ talvez testar quanto ao 
fazer primeiro uma 
um ·3ráfico( difÍ•:il no 
quarto momento. Por 
outro lado seria possível definir uru fator de co~reçio para pequenas 
amostras que garantissem a validade dos r.:-su ltados de A CF' 
pos:-sibi li tando uso dos coeficient.:-s na an~lise dos dados. 
Quando os valores sio arredondados 4 possível utilizar 
o teoreffia dado por· Bibby(1980) que estabelece os limites da var1a~io 
do:- ~k~ a perturbaçio da variancia associada a um vetor arbitr~rio h. 
que representa seu desvio em relaçio a Ak• a vari&ncia de Yk· 
Na expressao acima são do:;.d1JZidos os limites de variaç:ão 
de 5k• No entanto este procedimento não permit~ que se verifique qual 
4 o autovetor mais significativamente perturbado. Este conhecimento ~ 
impor·tante porque a anAlise serJ realizada a partir dos coeficientes. 
ci· Verificou-se que a estabilidade foi mantida no caso de grandes 
anrostras quando n ---+ co. Por outro lado houve uma coin•::id•2ncia ~::-ntre 
os autove·tores perturbados em casos de pequenas a1~ostras na pres~nça 
de ''outliers'' e na retirada de otimalidade na vari~r1cia. Este fato 
indicando a necessidade de investigar se a Rn~lise de 
Sensibilidade definida por KrzanowskiC1984) poderia tamb?m detectar a 
sensibilidade no caso de arredondamentos. Esta relaçio precisa ser 
estudada com mais profundidade. 
:1.30 -
Esta ~statística d~ KrzanowskiC1984), baseada na 
suposição de PE•rdas de otimalidade na variância PE<rmit.:o verificar o 
grau de sensibilidade apresentado pelos CP. A sensibilidade vai ser 
avaliada pela magnitude do ângulo Bj formado entre os coeficientes 
ob!:,•:?rvados, Cj, ~ os coo?ficientes alto?r'ados, C( j )· 
[t+E/( 
-1/z 
Àj - Àjfi ) J , E 
De uma certa forma a AnJlise de Sensibilidade proposta 
at•::•ndl? às E·sp•: .. cifi,:açõt?s quando É• possÍV>:?l 9arantir uma estrutura do:· 
vari5ncia conhecida e a normalidade dos dados. No entanto in~meros 
.: .. studos envolv•: .. n1 r•:da•;Õ.;:os não lineares E', tarnbém, r·ela•;Õ<?s não 
param~tricas e neste caso resta saber -se a estatística definida por 
Krzanowski satisfaz igualmente as necessidades de an~lise. 
J•;;offers( 1967) aponta para as re•stri•;Õ•z·s no uso 
generalizado de ACP, por se tratar de um modelo linear. No caso 
não-·hno;:-ar é nece•ssár·io reforrnular as condiçÕ•:?S dE< aplicação ou, 
.: .. ntão, bus•:ar outras forn.as d•::• tratamo::•nto. Yohai( 1985) consido:orou uma 
fun•;ão, f' 1 , mais un• erro •:c,mo a .;:-xpr<::·ssão da transformação CP 
onde E 1 i assume pequo:ono valor I? g 1 i pertenco:o 
G1 M Estas funç:ÕE•s podE·IT! ser- não d<::•cresc.;;•ntes 
solução mais simples 6 a de escolher- a classe 
d•C•Cr' >~•SC>::•n t E•S! 
~ uma classe de funç6es 
ou não crescentes. A 
d•? fun•;Ões li.n.::·ar·es não 
G 1 = [ g: g( f ) = a f + b, d ~ O J 
Restringir G1 ~ classe de funções 
incL::'JE·niE•nte C·:· --;uc para garanti•' c::: 1 i f';:'r. :'':.':'JE'no quanto 
.? :'~'"-'' iso que ,;, , -.,-I,..,.ão E•ntro:o ql: .. : -;.-:;;;,-:.r r~:.:·.-; de Vdriáveis 
s.: .. ja J"',"1•?ar. No . __ .dsO <::•ll1 quE• .{. E•sp,.,:·.;,i.:. .jf: . .:. :"::;-,ção côncava, 
l31 -
originais 
O H10do2 lo 
lino;.ar não satisfaz. A mo;.lhor o;.scolha rev<:?lou-so:- con1o so:-ndo a •:lass.:-
dos so:-gm.:-ntos de pardbolas quadrAticas nio decresco:-ntes. Estas 
funções 9i são do tipo 
g(f >-= afz + bf t c 
com 
a ) o ~ f ~ - t•/2a ou 
a ) o ~ f ~ - b/2a ou 
a = o ~ b ~ o 
Uma ap licaç:ão realizada por Yoha H 198':i ) • E-nvolvendo o 
estudo de 5 indicadores d<:? desenvolvimento em pa{ses da Am4rica 
1 
u h I 
Latina e Caribe apresentou uma re açao concava entre as variaveis X1 
e X3 • O uso do modo?lo linear foi comparado com o uso do modelo 
quadr&tico não apresentando diferenças significativas nos resultados 
de Y1 • por~m permitiu uma avaliação mais precisa sobre o montante de 
perda de infonJ•.ação. •3arantindo 1 tan,b.?m, r.;:,s{duos menores~ O 2~ CF' 
mostrou grandes diferenças nos resultados da aplicação de um ou outro 
modelo. De um modo em geral, observa-se que o modelo não linear 
consegu.;. melhoro;.s coeficientes de explicaç:io das vari~veis Xis• 
Outras qu('stÕE-s ' a um 
definição de estat{sticas que consigam realizar 
aprofundamento na 
uma Anállse de 
sensibilidade quando ocorrem mudanças na estrutura de variSncia como 
efeito de alteraç6es na populaçio. Uma situaçio em que o tempo var1a 
~ntre uma aplicaçio e outra. Variaçio esta que faz parte do 
delineamento experimental pois se podo;.ria estar interessado na 
construçgo de Índices. Como comparar 
inte;·valos de tE•mpo ou com var·ia•;ão do 
os Ín•jic<::-s 
E•spaço d•;;o 
construÍ•jos •:om 
referªncia. que 
s•::•ria o caEo d8 comparação de . r.::,;;~i68s? N•?St8 caS() pr8tende-s8, 
obs•:·;·var se os coefi•:i8ntes .:ro::,sceram ou d•:cr·esceran. como função da 
mobilidade do tempo e do espaço. 
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