In this paper, we consider a spectral analysis of discrete time quantum walks on the path. For isospectral coin cases, we show that the time averaged distribution and stationary distributions of the quantum walks are described by the pair of eigenvalues of the coins as well as the eigenvalues and eigenvectors of the corresponding random walks which are usually referred as the birth and death chains. As an example of the results, we derive the time averaged distribution of so-called Szegedy's walk which is related to the Ehrenfest model. It is represented by Krawtchouk polynomials which is the eigenvectors of the model and includes the arcsine law.
Introduction
by U = SC with the coin operator C and the shift operator S (flip-flop type shift) defined as follows:
where C x (x = 0, . . . , n + 1) are 2 × 2 unitary matrices. Since the bases of the Hilbert space corresponding to x = 0 and x = n + 1 are restricted to |0, R and |n + 1, L , respectively. Thus C 0 and C n+1 are restricted to C 0 = c 0 |R R| and C n+1 = c n+1 |L L|, where c 0 , c n+1 ∈ C with |c 0 | = |c n+1 | = 1. By the restriction of C 0 and C n+1 , the action of the shift operator S is closed on the Hilbert space H. Thus the time evolution operator is the following:
S (|x x| ⊗ C x ) + |n n + 1| ⊗ c n+1 |R L|.
Furthermore if C x = c L |L L| + c R |R R|, where c L , c R ∈ C with |c L | = |c R | = 1, for some x = 1, . . . , n then the action of the coin operator C on the Hilbert space H n+2 is separated into that of two parts Span{|0, R , |1, L , |1, R , . . . , |x − 1, L , |x − 1, R , |x, L } and Span{|x, R , |1, L , |1, R , . . . , |n, L , |n, R , |n + 1, L }. So we avoid such a choice of the coin.
Let X t be the position of our quantum walker at time t. The probability that the walker with initial state |ψ is found at time t and the position x is defined by P |ψ (X t = x) = ( x| ⊗ I 2 ) U t |ψ 2 .
In this paper, we consider the DTQW starting from a vertex 0 ∈ V n+2 and choose the initial chirality state as |ψ 0 = |0 ⊗ |R . For the sake of simplicity, we write P 0 (X t = x) for P |ψ 0 (X t = x). We consider the time averaged distributionp 0 (x) = lim
where the expectation takes for the choice of the initial chirality state.
A connection between DTQWs and DTRWs on the path
In this section, we make a connection between DTQWs and discrete-time random walks (DTRWs) on the path P n+2 using the Jacobi matrices. Let ν 1,x , ν 2,x and |w 1,x , |w 2,x be the eigenvalues and the corresponding orthonormal eigenvectors of C x (x = 0, . . . , n + 1) which is used in the coin operator C = n+1 x=0 |x x| ⊗ C x . We consider the spectral decomposition of each unitary matrix C x as follows:
where I k is the k × k identity matrix. Here we use the relation I 2 = |w 1,x w 1,x | + |w 2,x w 2,x | coming from unitarity of C x . This shows that we can represent C x without |w 2,x . We define the (n + 2) × (n + 2) Jacobi matrix J QW for the DTQW as follows:
if the pair of vertices x and y (x < y) is adjacent, 0 otherwise, (3.2) where
, w x (R)] and z means the complex conjugate of z ∈ C. In this setting, the corresponding Jacobi matrix is the following:
This Jacobi matrix represents the following inner products:
This properties help our spectral analysis in Sect. 4. Next, we consider the corresponding DTRW on P n+2 . Let p x = |w x (R)| 2 and q x = |w x (L)| 2 for x = 0, . . . , n + 1. We assign p x (resp. q x ) as the transition probability to the right (resp. left) of the walker on the vertex x ∈ V n+2 in the DTRW. Note that p x + q x = 1, p x q x = 0 and the DTRW has reflecting walls at the boundaries 0, n + 1 ∈ V n+2 , i.e., the walker moves to the right (left) with probability 1 at the vertex 0 (n + 1), respectively from the definition of the coin operator. This type of DTRW on P n+2 is usually called as birth and death chain.
Let P RW be the transition matrix of the DTRW, i.e., (n + 2) × (n + 2) matrix with
We set an unit vector
where
Then we have the following proposition. 
Proof of Proposition 3.1.
We can directly obtain the result. In fact,
,
This means that
This is so-called reversible measure for the DTRW, i.e., it satisfies the following relation:
The Jacobi matrix J RW related to the DTRW is defined by In this case, we have
We obtain the following lemma for the two Jacobi matrices J QW and J RW :
Lemma 3.3 J QW and J RW are isospectral. In addition, all the eigenvalues are simple.
Proof of Lemma 3.3.
As same as the proof of Proposition 3.1, if we take D π = diag (π(0), . . . , π(n + 1)) then we have
. This shows that J RW and P RW are isospectral. Combining with Proposition 3.1, we obtain the desired result. Simplicity is followed from general argument for the Jacobi matrix (see e.g. Proposition 1.86 of [9] ). ✷ Combining Proposition 3.1 and Lemma 3.3, we have a fact that J QW and P RW are isospectral and all the eigenvalues are simple. We also have more detailed information for Spec(J QW ) by using that of Spec(P RW ). 
Lemma 3.4 Every element in
with a convention q 0 = p n+1 = 0. By multiplying (−1) x+1 to both side of the equation, we obtain
for x = 0, . . . , n + 1. Therefore from Proposition 3.1, we obtain that if we take λ( = 0) ∈ Spec(J QW ) and the corresponding eigenvector
. Thus noting that every element in Spec(J QW ) is simple, we have 0 ∈ Spec(J QW ) if and only if n is odd. Recall that p x + q x = 1 for all x = 0, . . . , n + 1, we obtain ±1 ∈ Spec(J QW ). ✷
A spectral analysis of DTQWs on the path
In this section, we give a framework of spectral analysis for DTQWs on P n+2 . In order to do so, we restrict the coin operator as follows:
Assumption 4.1 We assume that the coin operator consists of isospectral unitary matrices, i.e., we use
as the coin operator, where
Let λ m (m = 0, . . . , n + 1) be the eigenvalues and |v m (m = 0, . . . , n + 1) be the corresponding (orthonormal) eigenvectors of J QW . For each λ m and |v m , we define two vectors 
We also obtain |a m | = |b m | = 1 and the inner product (a m , b m ) = λ m . This shows that if
For cases with λ m = ±1, we see from Eq. (4.9) that the operator U is a linear operator acting on the linear space Span (a m , b m ). In order to obtain the eigenvalues and eigenvectors, we take a vector αa m + βb m ∈ Span (a m , b m ). The eigen equation for U is given by U (αa m + βb m ) = µ(αa m + βb m ). From Eq. (4.9), this is equivalent to
Therefore we can obtain two eigenvalues µ ±m of U which are related to the eigenvalue λ m of J QW as solutions of the following quadratic equation:
Also we have the corresponding eigenvectors ν 2 a m + µ ±m b m by setting α = ν 2 , β = µ ±m . The quadratic equation above is rearranged to
Thus we have
where cos θ m = −ℑ(ν 1/2 1 ν 2 1/2 )λ m . Therefore if we put ν j = e iψj then the eigenvalues µ ±m are given by the following procedure:
2. Map the rescaled eigenvalue upward and downward to the unit circle on the complex plane. 
for m = 1, . . . , n.
Time averaged distribution of DTQWs on the path
Let X 0 be a random variable with distribution p 0 , i.e., P(X 0 = x) = p 0 (x). Now we estimate the distribution p 0 of the random variable X 0 . By the assumption of the choice of the initial state, we have
x,R |R , be the orthonormal eigenvector corresponding to the eigenvalue µ ±m for each m = 0, 1, . . . , n.
Using the spectral decomposition U t = n m=0
(±) µ t ±mũ ±mũ † ±m and lim T →∞ (1/T )
because all eigenvalues of U are nondegenerate. Using this observation, Lemma 4.2 and Remark 4.3, we build concrete expressions of the components in p 0 (x). By direct calculation, we have
with a convention p −1 |v m (−1)| 2 = q n+2 |v m (n + 2)| 2 = 0. Note that from the derivation procedure of µ ±m , we have ℜ(ν 2 µ +m ) = −ℜ(ν 2 µ −(n+1−m) ). Combining with Lemma 3.4, we obtain λ m ℜ(ν 2 µ +m ) = λ n−m ℜ(ν 2 µ −(n+1−m) ). In addition,
Recall Proposition 3.1, if we take
Combining with Eq. (3.4) and Eq. (3.7), we obtain
From Eq. (5.10), we have the following result: Here
Under Assumption 4.1, the time averaged distribution of DTQW is given by
As it mentioned before, µ m = (−ν 1 ν 2 ) 1/2 e iθm with cos θ m = −ℑ(ν 
(5.12)
is referred as the Szegedy's walk.
The proof of Theorem 5.1 is to calculate the concrete forms of |u
x,R | 2 for m = 0, 1, . . . , n. These are nothing but stationary distributions for the DTQW. Combining with Lemma 3.4 and its proof, there are at least ⌈n/2⌉+ 1 numbers of stationary distributions for the DTQW, where ⌈r⌉ means the smallest integer which is greater than or equal to r.
In particular, for ν 2 = −ν 1 case,
Szegedy's walk related to the Ehrenfest model
In this section, we consider the Szegedy's walk related to the Ehrenfest model [6] which is defined by p x = 1 − x/(n + 1), q x = x/(n + 1). This corresponds directly to the simple random walk on hypercube [5] . There is a result on time averaged distribution for this model [16] . In this section, we give more concrete form of the time averaged distribution.
For Ehrenfest model, it is known that
with the conventions
Note that φ m (x) is referred as Krawtchouk polynomial [7, 8] . By the binomial relation, we obtain the following identities:
By adding and subtracting above equations we obtain
Using these identities, we have
Thus we obtain
It is known [7, 8] This shows that this result is consistent with Eq. (14) in [16] .
Conclusion
In this paper, we considered DTQWs on the path graph. We gave a procedure for construction of the corresponding birth and death chain at first. Using this correspondence, we obtained a formal form for the time averaged distribution of the DTQWs with isospectral but need not be the same coins. This form consists of the pair of eigenvalues of the coins as well as the eigenvalues, eigenvectors and the stationary distribution of the corresponding birth and death chain. Therefore we will be able to compare various DTQWs and the corresponding birth and death chains directly. One of an interesting example of the corresponding birth and death chain is the Ehrenfest model. We have shown that the time averaged distribution of the Szegedy's walk corresponding to the Ehrenfest model includes the discrete version of arcsine law. Making the scaling limit of this model clear can be an interesting future problem.
