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Abstract
Despite the superior performance of deep learning in many applications, challenges remain in the area of
regression on function spaces. In particular, neural networks are unable to encode function inputs compactly
as each node encodes just a real value. We propose a novel idea to address this shortcoming: to encode an
entire function in a single network node. To that end, we design a compact network representation that
encodes and propagates functions in single nodes for the distribution regression task. Our proposed Distri-
bution Regression Network (DRN) achieves higher prediction accuracies while being much more compact
and uses fewer parameters than traditional neural networks.
Keywords: Supervised Learning, Distribution Regression
1. Introduction
Deep neural networks have achieved state-of-the-art results in many machine learning tasks. By con-
structing deep and complex architectures from simple units, deep networks have the ability to perform
difficult prediction tasks well. However, this manner of network construction results in a large number
of parameters, which leads to problems such as difficulties in optimization, overfitting and large memory
usage. Indeed, these problems have motivated many research efforts in deep learning. For instance, the use
of shared weights and pooling layers in convolutional neural networks reduces the optimization search space
and alleviates overfitting (LeCun et al., 1989; Lin et al., 2013). Regularization techniques like dropout and
DropConnect are used to prevent overfitting in large networks (Srivastava et al., 2014; Wan et al., 2013).
Furthermore, numerous network compression techniques have been proposed to aid deployment of neural
nets in low-memory devices (Han et al., 2015; Novikov et al., 2015).
In spite of these efforts on reducing number of parameters, challenges remain in the area of regression
on function spaces: f : G → H, where G and H are function spaces (g ∈ G, h ∈ H, where g : R → R and
h : R → R) and f is the regression from G to H. The challenge lies in encoding the functions g and h in
a neural network. One method is to sample the function with a discretized grid of points, while another is
to use basis functions approximation (Oliva et al., 2015). In any case, the function has to be broken into
smaller parts before feeding as inputs to the network. In neural networks, each node only encodes a real
value. Hence to represent functions, we require many input nodes and weights, resulting in large parameter
sizes. Instead of decomposing a function into different nodes, we propose a novel idea: to use a single node
to encode the entire function.
In this paper, we propose a network design inspired by statistical physics with the use of harmonic energy
functions and Boltzmann distributions. Indeed, as we show later, our network representation is very compact
and it models the Ornstein-Uhlenbeck stochastic process with just one node in the hidden layer. We use this
network specifically for the distribution regression task where we regress from input distributions to output
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Figure 1: (Left) An example DRN with multiple input distributions mapping to an output distribution. (Right) A connection
unit in the network, with 3 input nodes in layer l − 1 connecting to a node in layer l. Each node encodes a probability
distribution. The tunable parameters are the connecting weights and the bias parameters at the output node.
distributions. This idea is illustrated in Fig. 1. Our network, named Distribution Regression Network
(DRN), has a more compact representation than traditional neural nets such as multilayer perceptrons
(MLP) and convolutional neural networks (CNN). On real-world datasets, DRN outperforms neural nets
while using much fewer parameters. We also demonstrate the advantages of our network by comparing with
other state-of-the-art distribution regression methods (Oliva et al., 2015).
2. Related work
Regression on distributions has many relevant applications. In the study of human populations, appli-
cations include predicting voting outcomes of demographic groups (Flaxman et al., 2016) and predicting
economic growth from income distribution (Perotti, 1996). In particular, distribution-to-distribution re-
gression is useful in predicting outcomes of phenomena driven by stochastic processes. For example, the
Ornstein-Uhlenbeck diffusion process is used to model commodity prices (Schwartz and Smith, 2000) and
phenotypic traits in quantitative biology (Bartoszek et al., 2016).
Variants of the distribution regression task have been explored in literature (Po´czos et al., 2013; Oliva
et al., 2014). For the distribution-to-distribution regression task, Lampert (2015) proposed the Extrapolating
the Distribution Dynamics method which predicts the future state of a time-varying distribution given a
sequence of samples from previous time steps. However, it is unclear how it can be used for regressing
distributions of different objects. For general distribution regression, Oliva et al. (2013) proposed an instance-
based learning method where a linear smoother estimator (LSE) is applied across the data. However, the
computation time of LSE scales badly with the size of the dataset. Oliva et al. (2015) developed the Triple-
Basis Estimator (3BE) for function-to-function regression, where the prediction time is independent of the
number of data by using basis representations of functions and Random Kitchen Sink (RKS) basis functions.
The authors have extended 3BE for distribution regression, showing improved accuracy and speed compared
to LSE. Hence, 3BE is considered state-of-the-art for distribution-to-distribution regression and we compare
with 3BE and other neural network architectures in our experiments.
The notion of mapping from a distribution to another is seen in generative models such as generative
adversarial networks and variational autoencoders. In such models, the network learns to map a single latent
distribution to a single data distribution (Goodfellow et al., 2014; Kingma and Welling, 2013; Dinh et al.,
2016). However, we emphasize this is different from our supervised distribution regression task as we learn
a mapping from multiple pairs of input-output distributions.
3. Distribution Regression Network
Given a training dataset with M data points D = {(X11 , · · · , XK1 , Y1), · · · , (X1M , · · · , XKM , YM )} where
Xki and Yi are univariate continuous distributions with compact support, the regression task is to learn the
function f which maps the input distributions to output distribution: Yi = f(X
1
i , · · · , XKi ). It is trivial to
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generalize our method to multiple output distributions but for simplicity of explanation we shall restrict to
single output regressions in the discussions.
3.1. Forward propagation
Fig. 1 illustrates how the regression is realized. DRN adapts the conventional neural network by encoding
an entire probability distribution in a single node. Each layer of nodes is connected to the next layer by real-
valued weights. The input consists of one or more probability distributions which are propagated layerwise
through the hidden layers. Even though each node encodes a probability distribution, DRN is different from
a bayes net. Unlike bayes net where the conditional probability among variables are learnt by maximizing
the likelihood over observed data, DRN regresses distributions using a feedforward network.
At each node in the hidden layer, the probability distribution is computed using the distributions of the
incoming nodes in the previous layer and the weights and bias parameters. P
(l)
k represents the probability
density function (pdf) of the kth node in the lth layer and P
(l)
k (s
(l)
k ) is the density of the pdf when the node’s
random variable is s
(l)
k . Before obtaining the probability distribution P
(l)
k , we first compute its unnormalized
form P˜
(l)
k . P˜
(l)
k is computed by marginalizing over the product of the unnormalized conditional probability
Q˜(s
(l)
k |s(l−1)1 , · · · , s(l−1)n ) and the incoming probabilities.
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(
s
(l)
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= exp
[
−E
(
s
(l)
k |s(l−1)1 , · · · , s(l−1)n
)]
(2)
s
(l−1)
1 , · · · , s(l−1)n represent the variables of the lower layer nodes and E is the energy for a given set of node
variables, which we define later in Eq. (3). The unnormalized conditional probability has the same form
as the Boltzmann distribution, except that the partition function is omitted. This omission reduces the
computational complexity of our model through factorization, shown later in Eq. (4).
Our energy function formulation is motivated by work on spin models in statistical physics where spin
alignment to coupling fields and critical phenomena are studied (Katsura, 1962; Lee et al., 2002, 2003; Wu,
1982). Energy functions are also used in other network models. In the energy-based models of Teh et al.
(2003) and LeCun et al. (2007), the parameters are learnt such that the observed configurations of the
variables have lower energies than unobserved ones. Our DRN is different as the energy function is part of
the forward propagation process and is not directly optimized. For a given set of node variables, the energy
function in DRN is
E
(
s
(l)
k |s(l−1)1 , · · · , s(l−1)n
)
=
n∑
i
w
(l)
ki
(
s
(l)
k − s(l−1)i
∆
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+ b
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q,k
(
s
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∆
)2
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(l)
a,k
∣∣∣∣∣s
(l)
k − λ(l)a,k
∆
∣∣∣∣∣ . (3)
w
(l)
ki is the weight connecting the i
th node in layer l−1 to the kth node in layer l. b(l)q,k and b(l)a,k are the values
of the quadratic and absolute bias terms which act at the positions λ
(l)
q,k and λ
(l)
a,k respectively. The purpose
of the individual terms in Eq. 3 is discussed in detail in Section 3.1.1 and Fig. 2. The support length of the
distribution is given by ∆. All terms in Eq. (3) are normalized so that the energy function is invariant to
the support length. Eq. (1) can be factorized such that instead of having multidimensional integrals, there
are n univariate integrals:
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Figure 2: Propagation behavior: (a)When weight is zero, the output distribution is flat. Positive weights cause the output
to have the same peak position while negative weights cause the output to be lowest at the input peak position. When the
weight is a sufficiently large positive number, the propagation tends towards the identity. (b) A positive quadratic bias shifts
the input peak towards the bias position. A negative absolute bias splits the peak into two, centered about the bias position.
where B(s
(l)
k ) captures the bias terms in Eq. (3).
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Finally, the distribution from Eq. (1) is normalized.
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The propagation of probability distributions within a connection unit forms the basis for forward propa-
gation. Forward propagation is performed layer-wise from the inputs to obtain the prediction at the final
layer.
3.1.1. Propagation behavior
We design the DRN model to exhibit important properties required to perform distribution regression
tasks. Fig. 2a illustrates the propagation behavior for a connection unit with one input node where the bias
values are set as zero. When the weight is zero, the output distribution is flat. Since there is no influence
from the input distribution or the bias terms, all output variables are equally likely. This corresponds to
the principle of maximum entropy in information theory.
With a positive weight, the output distribution has the same peak position as the input distribution
whereas a negative weight causes the output distribution to be lowest at the input peak position. Such
properties are important in capturing the correlation between the input and output distributions. In ad-
dition, the weight magnitude represents the strength of the effect. When the weight is a sufficiently large
positive number, the propagation tends towards the identity mapping as the input distribution has full in-
fluence on the output. The implication is that like in neural networks, a deeper network should have at least
the same complexity as a shallow one, as the added layers can produce the identity function. Conversely,
a small positive weight causes the output peak to be at the same position as the input peak, but with
more spread, hence it is able to model diffusive processes. The propagation behavior is a consequence of
DRN’s propagation formulation. The Boltzmann distribution in Eq. (2) coupled with the quadratic form
of the weight term in Eq. (3) causes the conditional probability to follow a Gaussian function, where the
magnitude of a positive weight controls the spread.
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The remaining quadratic and absolute bias terms play a similar role as the bias in traditional neural
networks. The absolute and quadratic bias terms, as controlled by b
(l)
a,k and b
(l)
q,k, act at the positions λ
(l)
a,k and
λ
(l)
q,k respectively. The absolute and quadratic bias terms have different mathematical forms which give rise
to the respective propagation behaviors, as shown in Fig. 2b. The quadratic bias is used to shift the input
distribution towards the bias position. In the energy function, the quadratic term from the bias is added to
the quadratic term from the weight, the resulting function, which is also quadratic, is shifted towards the
bias location.
While the quadratic bias term is able to shift the input peak, it is unable to give rise to bifurcations
since the summation of quadratic functions is a quadratic function with only one stationary point. For this,
we introduce the absolute bias. A summation of an inverted absolute function and a quadratic function
can exhibit two stationary points in the energy function. Hence, a negative absolute bias can split an input
peak into two, centered about the bias position (see Fig. 2b). The ability to model bifurcations, along with
its simple mathematical form, makes the absolute bias a useful term in our formulation. Since shifting and
bifurcation of distributions are common in many real-life phenomena, it is important to have both absolute
and quadratic bias terms in our model.
3.2. Network cost function
The cost function of the network given a set of network parameters is measured by the Jensen-Shannon
(JS) divergence (Lin, 1991) between the label (Yi) and predicted (Yˆi) distributions, denoted here asDJS(Yi||Yˆi).
The JS divergence is a suitable cost function as it is symmetric and bounded. The network cost function
Cnet is the average DJS over all M training data: Cnet =
1
M
∑M
i DJS(Yi||Yˆi).
3.3. Discretization of probability distributions
In our experiments, the integrals in Eq. (4) are performed numerically. This is done through discretiza-
tion from continuous probability density functions (pdf) to discrete probability mass functions (pmf). Given
a continuous pdf with finite support, the range of the continuous variable is partitioned into q equal widths
and the probability distribution is binned into q states. The estimation error arising from the discretization
step will decrease with larger q.
3.4. Optimization by backpropagation
The network cost is differentiable over the parameters. Similar to backpropagation, we derive at each
node a q-by-q matrix which denotes the derivative of the final layer node distribution with respect to the
current node distribution:
∂P
(L)
1 (s
(L)
1 )
∂P
(l)
k (s
(l)
k )
=
n∑
i
∑
s
(l+1)
i
∂P
(L)
1 (s
(L)
1 )
∂P
(l+1)
i (s
(l+1)
i )
∂P
(l+1)
i (s
(l+1)
i )
∂P
(l)
k (s
(l)
k )
, (7)
where P
(L)
1 (s
(L)
1 ) is the final layer output distribution. From the derivative ∂P
(L)
1 (s
(L)
1 )/∂P
(l)
k (s
(l)
k ), the
cost gradients for all network parameters can be obtained. Detailed derivations of the cost gradients are in
Appendix A. The network weights and bias magnitudes are randomly initialized with a uniform distribution,
though other initialization methods are also feasible. The bias positions are uniformly sampled from the
range corresponding to the support of the distributions.
4. Experiments
In the following experiments we evaluate DRN on synthetic and real-world datasets. For the benchmark
MLP architectures, we explored two ways of representing a distribution - by discretizing the bins and
by decomposition into sinusoidal basis coefficients. We compared with 1) MLP with discretized bins as
inputs (MLP-bins), 2) MLP with sinusoidal basis coefficients as inputs (MLP-basis), 3) one-dimensional
convolutional neural net (1D-CNN) with discretized bins as inputs and 4) 3BE (Oliva et al., 2015). 3BE
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OU Fokker-Planck Cell Stock
L2(×10−2) Nparam NLL Nparam NLL Nparam NLL Nparam
DRN 3.8(0.1) 10 −1291.8(0.2) 280 −148.5(0.4) 5 −474.4(0.1) 7
MLP-bins 5.2(0.2) 5800 −1290.7(0.5) 4960 −147.8(0.1) 4120 −471.5(0.1) 4110
MLP-basis 6.0(0.3) 900 −1291.6(1.3) 302 −145.7(0.4) 162 −459.8(3.3) 350
1D-CNN 4.4(0.2) 1140 −1291.5(0.2) 4620 −146.2(0.2) 381 −471.5(0.1) 1415
3BE 4.5(0.3) 8800 −1288.3(3.2) 95000 −139.7(3.7) 45 −466.7(0.7) 8100
Table 1: Performance of DRN and other regression methods for all datasets. L2 denotes the L2 loss measurement following
Oliva et al. (2014), NLL denotes the negative log-likelihood and Nparam is the number of model parameters used. For L2 and
NLL, lower values reflect better regression accuracies. The number in the parentheses is the standard error of the performance
measures, over repeated runs with random initializations. DRN achieves the best performance for each dataset while using the
least number of parameters.
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Figure 3: A comparison of the DRN, MLP (on discretized bins), MLP (on sinusoidal basis coefficients) and 1D-CNN network
architectures for the OU process experiment. The DRN network consists of one hidden node in between the input and output
nodes, and has only 2 weight and 8 bias parameters. For MLP-bins, MLP-basis and 1D-CNN, the numbers below each layer
denotes the number of nodes. In 1D-CNN, the convolutional filters have a width of 3 and 5 feature maps.
is chosen as it is state-of-the-art for distribution regression, and we benchmark with MLP and 1D-CNN to
study the advantages of encoding a distribution in each node. In particular, we chose 1D-CNN as it captures
the continuity and locality in distributions through shared weights.
For MLP-bins and 1D-CNN, each distribution is represented by q nodes. MLP-bins consists of fully
connected layers and a softmax final layer. 1D-CNN consists of convolutional layers, fully-connected layers
and a softmax final layer. MLP-bins and 1D-CNN are optimized with mean squared error; we also tried JS
divergence but it gave worse performance. For MLP-basis and 3BE, each distribution is represented by its
sinusoidal basis coefficients, where the number of basis was chosen by cross-validation. MLP-basis has fully-
connected layers with a final linear layer for the basis coefficients of the output distribution, and the cost
function is the mean squared error. In all our experiments, we conduct cross-validation for hyperparameter
tuning and to avoid overfitting. In Appendix B, we include the details of the experimental setup (eg.
number of data, discretization size) and model architectures.
4.1. Ornstein-Uhlenbeck process
Because of the Boltzmann distribution term (ref. Eq. (2)), DRN models the diffusion process very well.
For this experiment, we evaluate our model on data generated from the stochastic Ornstein-Uhlenbeck (OU)
process which combines the notion of random walk with a drift towards a long-term mean (Uhlenbeck and
Ornstein, 1930). The OU process has wide-ranging applications. In the commodity market, prices exhibit
mean-reverting patterns due to market forces and hence modelling the prices with the OU process helps
form valuation strategies (Schwartz and Smith, 2000; Zhang et al., 2012). The OU process is also used to
model the stochastic resonance of neurons in the brain (Plesser and Tanaka, 1996).
The OU process is described by a time-varying Gaussian distribution. With the long-term mean set at
zero, the pdf has a mean of µ(t) = y exp(−θt) and variance of σ2(t) = D(1−e−2θt)θ . t represents time, y is the
initial point mass position, and D and θ are the diffusion and drift coefficients respectively. The regression
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task is to map from an initial Gaussian distribution at tinit to the resulting distribution after some time
step ∆t. The Gaussian distributions are truncated with support of [0, 1]. With different sampled values for
y ∈ [0.3, 0.9] and tinit ∈ [0.01, 2], pairs of distributions are created for ∆t = 1, D = 0.003 and θ = 0.1.
All methods were trained with 100 training data; we also tried increasing the training size and attained
similar results. Following Oliva et al. (2014), the regression performance is measured by the L2 loss. The
results are shown in Table 1 and the network architectures for DRN, MLP and 1D-CCN are shown in Fig. 3.
DRN attained the best test L2 loss with a small network containing a single hidden layer of one node, with
a total of 2 weights and 8 bias parameters. In contrast, MLP-bins, MLP-basis, 1D-CNN and 3BE require
more parameters but achieved lower regression accuracies. DRN achieves a compact network because the
diffusion and drift effects of OU process are represented by the propagation properties of peak spreading
and peak shifting respectively, as illustrated in Fig. 2. Using a few network parameters, DRN is able to
represent the physical behavior of the OU process and achieve better test accuracies.
4.2. Brownian motion with Fokker-Planck equation
Noise plays an important role in all physical systems and the fundamental equation to describe evolving
systems influenced by noise is the Fokker-Planck equation (Risken, 1996). The Fokker-Planck equation is
a differential equation for Markovian stochastic processes, relating how a probability distribution changes
under drift and diffusion forces. Due to space constraints, we refer the reader to a good introductory
book by Risken (1996). The Fokker-Planck equation has been used in a wide range of applications such
as plasma physics (Peeters and Strintzi, 2008), structural safety (Tsurui and Ishikawa, 1986), chemistry
(Gillespie, 2002), animal swarm behavior (Kolpas et al., 2007), finance (Friedrich et al., 2000) and many
more (Edwards et al., 2013; Cohn and Kulsrud, 1978; Chavanis, 2008; Hirshman and Sigmar, 1976; Kim and
Keller, 2003; Walton and Rafelski, 2000; Jafari et al., 2003; McCaskill and Gilbert, 1979).
We investigate the suitability of our Distribution Regression Network for learning time-varying distri-
butions governed by the Fokker-Planck equation. In particular, we study the problem of Brownian motion
in a periodic potential (Risken, 1996) which is applicable in many fields (Josephson, 1962; Ambegaokar
and Halperin, 1969; Fulde et al., 1975; Geisel, 1979; Dieterich et al., 1977; Haken et al., 1967; Lindsey,
1972). In this experiment, our system consists of a one-dimensional sinusoidal potential with a constant
external force. The resulting total potential is V (s) = −0.4 cos(0.2s)− 0.002s, where s is the random vari-
able with support of [−11pi, 11pi] (see Fig. 4a). With this potential, we solve the Fokker-Planck equation:
∂
∂tP (s, t) = − ∂∂xV ′(s)P (s, t) + 12 ∂
2
∂sσ
2P (s, t), with diffusion coefficient σ = 3.0, to derive the probability
distribution at various time steps.1 We create our regression data as follows: The random variable s is
discretized into 100 bins. For each data, the distribution at t = 0 is initialized to start at either one or two
positions. For single position, we set the pmf to be 1.0 at a randomly sampled bin while for two positions,
we set the pmf to be 0.5 at two randomly sampled bins. The regression task is to map from an initial distri-
bution at tinit ∈ [1, 5] to the resulting distribution after some fixed time step ∆t = 10. 1000 training data
were generated. Fig. 4b shows some example data pairs, with transformations such as peak spreading, peak
sharpening, peak shifting, peak splitting, peak merging and the identity function. For each distribution,
1000 samples were generated. For DRN, MLP-bins and 1D-CNN, kernel density estimation was performed
to estimate the pdf while MLP-basis and 3BE derive the sinusoidal basis coefficients from the samples.
The regression performance is measured by the negative log-likelihood of the test samples, following Oliva
et al. (2013). The performance is shown in Table 1 where lower negative log-likelihood is favorable. DRN
achieves the best regression performance with the smallest number of model parameters. We show DRN’s
predicted distributions on some test data in Fig. 4b where the prediction closely matches the ground truth
label. The distribution transformations shown in Fig. 4b closely relates to DRN’s propagation behavior
described in Fig. 2. This validates that DRN’s formulation and propagation behavior allows it to learn
distribution transformations following the Fokker-Planck equation more efficiently than traditional neural
networks.
1Source of solver code: www-math.bgsu.edu/∼zirbel/sde/matlab/index.html
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Figure 4: (a) For the Fokker-Planck experiment, the total potential V (s) acting on the particles is a combination of a sinusoidal
potential and a constant external force. (b) Example input-output pairs from the test data, with characteristics such as peak
spreading, peak sharpening, peak shifting, peak splitting and peak merging and the identity function. DRN’s prediction for
each data closely matches the ground truth.
4.3. Cell length data
Next we conducted experiments on a real-world cell dataset similar to the one used in Oliva et al. (2013).
The dataset is a time-series of images of fibroblast cells (see Appendix B for sample images). At each time-
frame, given the distribution of cell length, we predict the distribution of the cell width. The regression
performance is measured by the negative log-likelihood of the test samples, as in Oliva et al. (2013). The
performance is shown in Table 1 where lower negative log-likelihood is favorable. DRN has the lowest
negative log-likelihood, using the simplest network of one input node connecting to one output node. In
contrast, the other methods use more parameters but achieve poorer performance.
DRN MLP-bins
3BE1D-CNN Individual cellregression
MLP-basis
R=0.68 R=-0.51 
R=0.59 R=0.41
R=-0.41
R=0.37 
(a)
R=0.70 R=-0.13 
R=0.35 R=0.72 
R=0.57 
R=0.67 
DRN MLP-bins
3BE1D-CNN Individual cellregression
MLP-basis
(b)
Figure 5: Comparison of the (a) mean and (b) variance of the label distributions and predicted distributions on the cell
length test set. DRN outperforms the rest as its data points are closest to the diagonal line and it has the highest correlation
coefficients, as denoted by R).
To visualize the regression results on the test set, we compare the first two moments (mean and variance)
of the predicted and the ground truth distributions (see Fig. 5a and Fig. 5b). Each point represents one
test data and we show the correlation coefficients between the predicted and labeled moments. DRN has
the best regression performance as the points lie closest to the diagonal line where the predicted and labeled
moments are equal, and its correlation values are highest.
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Next, we demonstrate the need for regressing the distributions instead of treating individual cells as
independent objects. In principle, one could perform regression between the length and width of individual
cells and then build the cell width distribution from the regression results. However, direct regression
does not capture the biological variations of cell widths (ie. cells with the same length can have different
widths). We trained an MLP where the input is an individual cell’s length and the output is its width.
The ‘Individual cell regression’ plots in Fig. 5 show the moments for the output distributions. While the
predicted means are close to the labeled means, the variance of the output distributions are underestimated.
This is analyzed further by studying the regression function learnt, which we elaborate in Appendix B. We
also measure the negative log-likelihood by performing density estimation on the predicted widths where
the kernel bandwidth is set following Bowman and Azzalini (1997). The negative log-likelihood is -64.48,
which is much poorer than the other methods, validating that regressing on individual cells does not capture
the underlying stochastic noise of the data. This demonstrates that distribution-to-distribution regression
is fundamentally different from performing many real-to-real regression and then aggregating the result into
a distribution.
Figure 6: Single-layer network used in DRN for the stock data.
4.4. Stock data
We demonstrate that DRN can be useful for a real-world stock prediction task and outperforms MLP
and 3BE. With greater integration of the global stock markets, there is significant co-movement of stock
indices (Hamao et al., 1990; Chong et al., 2008). In a study by Vega and Smolarski (2012), it was found that
the previous day stock returns of the Nikkei and Dow Jones Industrial Average (Dow) are good predictors of
the FTSE return. Modelling the co-movement of global stock indices has its value as it facilitates investment
decisions.
Stock indices are weighted average of the constituent companies’ prices in a stock exchange, and existing
research has focused on the returns of the indices. However, studies have shown improved portfolio selection
when predicting the entire distribution of stock returns (Cenesizoglu and Timmermann, 2008). Our regres-
sion task is as follows: given the current day’s distribution of returns of constituent companies in FTSE,
Dow and Nikkei, predict the distribution of returns for constituent companies in FTSE k days later. The
stock data consists of 9 years of daily returns from 2007 to 2015. To adapt to changing market conditions,
we use a sliding-window training scheme (Kaastra and Boyd, 1996) (details are in Appendix B). Following
common practice (Murphy, 1999), we performed exponential window averaging on the price series of each
stock over 50 days to reduce noise.
We performed predictions on the next-day distributions. Table 1 shows the result of the negative log-
likelihood. The single-layer network in DRN (see Fig. 6) performs well, using only 7 network parameters.
In comparison, the other methods require at least 300 times more parameters. The moment plots are shown
in Fig. 7 and 8. DRN has the best regression performance as the points lie closest to the diagonal line and
its correlation values are highest. As an extension, we predict the FTSE returns distribution several days
ahead. Expectedly, the performance deteriorates as the number of days increases. Still, DRN’s performance
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DRN MLP-bins 3BE
1-day ahead
5-days ahead
10-days ahead
R=0.92 R=0.89 R=0.90 
R=0.38   R=0.30 R=0.62 
R=0.14R=0.09 R=0.45 
R=0.89 
R=0.49   
R=0.19
1D-CNNMLP-basis
R=0.84 
R=0.40   
R=0.20
Figure 7: Comparison of the mean of the label and predicted distributions on the stock data, for varying number of days-ahead.
DRN outperforms the rest as its data points are closest to the diagonal line. The other methods exhibit regression to the mean,
as marked by the red ovals.
R=0.72 
R=0.16 
R=0.16 R=0.22 
R=0.30 
R=0.43 
R=0.51 R=0.40 
R=0.11 
R=0.11 
R=0.43 
R=0.13 R=0.13 
R=0.13 
R=0.25 
DRN MLP-bins 3BE
1-day ahead
5-days ahead
10-days ahead
1D-CNNMLP-basis
Figure 8: Comparison of the variance of the label and predicted distributions on the stock data. DRN outperforms the rest
as its data points are closest to the diagonal line. 1D-CNN outputs show some anomaly where the predictions of variance for
several data are the same, as marked by the red ovals.
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remains the best, while the other methods exhibit some regression towards the mean which worsens when
predicting more days ahead (see red circles in Fig. 7). In particular, 1D-CNN’s variance plots show several
data obtaining the same predicted variance regardless of the true variance. Fig. 9 summarizes the results
by showing the average absolute error of the mean and variance. Even as the prediction task increases in
difficulty, DRN consistently has the lowest error.
Figure 9: The average absolute error of mean and variance with predicting several days-ahead, where DRN’s error is consistently
the lowest.
5. Comparison of prediction times
We compare the mean prediction times in Table 2. MLP-basis is the fastest, followed by MLP-bins. This
is expected as the computations consist of highly-optimized matrix multiplications and MLP-basis has fewer
network parameters than MLP-bins. This is followed by DRN and 1D-CNN. DRN is fast due to the small
number of parameters and the matrix multiplications in Eq. (4) and 1D-CNN has fewer parameters than
MLP because of the tied weights. 3BE has the longest prediction time as it involves many computation
steps. Although runtime is important, we first need a compact model that represents the distributions well.
Now that we have a compact DRN model, we can work on computation speed up in future work.
Mean prediction time (ms)
OU Fokker-Planck Cell Stock
DRN 0.01 0.34 0.01 0.03
MLP-bins 0.01 0.01 0.06 0.01
MLP-basis 0.005 0.003 0.005 0.005
1D-CNN 0.03 0.02 0.20 0.08
3BE 0.98 1.25 0.32 5.95
Table 2: Mean prediction time per data, all runs were conducted on the CPU.
6. Discussion
The encoding of functions in neural networks poses a challenge in the task of function-to-function regres-
sion. Since each node in the network encodes only a real value, the function has to be broken into smaller
parts, either via discretized grid of points or basis functions, and encoded using multiple nodes. This results
in larger number of parameters which may give rise to several problems such as difficulty in optimization,
overfitting and large memory usage. To that end, we propose a novel idea of encoding an entire function in
a single node. We present such a model for the distribution regression task. Our Distribution Regression
Network (DRN) is a compact network model for distribution regression that exhibits useful propagation be-
havior. We benchmark DRN’s performance with the multilayer perceptron, one-dimensional convolutional
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neural network and the state-of-the-art Triple-Basis Estimator. For the datasets tested, DRN achieved
higher test accuracies while using fewer parameters. In particular, on the stock prediction dataset, DRN
uses at least 300 times fewer parameters than the rest. This validates that by encoding entire functions
within a single node, DRN is able to achieve compact networks for the distribution regression task.
Our idea of encoding a function in a single node can be extended to other applications. For future
work, we look to extend DRN for variants of the distribution regression task such as distribution-to-real
regression (Oliva et al., 2014) and distribution classification. Another possibility is to adapt DRN for
handling sequences of data using architectures similar to recurrent neural networks. Extensions may also
be made for handling multivariate distributions.
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Appendix A. Derivations of cost gradients
In Section 2.4, we presented the key equation for deriving backpropagation gradients:
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To derive the cost gradients for optimization, we need the derivative of the final output node distribution
with respect to the network parameters. For instance, for the network weights:
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We first derive the intermediate gradient terms required to obtain the gradients in Eq. (A.1) and proceed
to derive gradients for the network parameters. All of the equations work on the discretized distributions,
where the integrals are now expressed in summations.
Appendix A.1. Derivation of intermediate backpropagation terms
We start with deriving the final term of Eq. (A.1) which is the gradient of the upper layer node
distribution with respect to the incoming lower node distribution. The subscripts and superscripts are
renamed for ease of explanation in later derivations.
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The above derivative is a consequence of the normalization step taken in Eq. (6) of the main manuscript. At
each node, we need to compute the derivative of the normalized distribution with respect to the unnormalized
distribution. Recall P
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For the final term of Eq. (A.3),
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reproduced here in discrete form.
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Eq. (A.6) is a product of variables and its derivative with respect to any variable is obtained by product
rule.
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Appendix A.2. Derivation of gradients with respect to network parameters
The derivatives of the unnormalized probability distribution of a node with respect to the connecting
weights and bias parameters can be derived from Eq. (A.7).
First, for each node, we compute the derivative of its unnormalized distribution with respect to an
incoming weight.
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Similarly, for the bias parameters, we derive the gradients from Eq. (A.7). Here we show for b
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The derivatives for the other bias parameters can be obtained similarly.
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Appendix B. Experimental details
Appendix B.1. Ornstein-Uhlenbeck process
For DRN, MLP-bins and 1D-CNN, q = 100 was used for discretization of the pdf while 10,000 samples
were taken for each distribution to train 3BE. For MLP-basis, there are 50 basis functions for the input
distribution and 20 basis functions for the output distribution. These values are chosen by cross-validation
to optimize the regression performance. Table B.3 shows the details of the models.
Appendix B.2. Brownian motion using Fokker-Planck equation
The total potential consisting of a sinusoidal potential and a constant external force is V (s) = −0.4 cos(0.2s)−
0.002s, where s is the random variable with support of [−11pi, 11pi]. With this potential, we solve for the
Fokker-Planck equation using a solver available online2. The diffusion coefficient is set as 3.0. 1000 training
data was generated and for each distribution, 1000 samples were generated from the pdf. For DRN, MLP-
bins and 1D-CNN, the pdf is estimated using kernel density estimation with a Gaussian kernel of bandwidth
0.02 and discretization of q=100. Table B.4 shows the details of the models.
2Source of solver: www-math.bgsu.edu/∼zirbel/sde/matlab/index.html
14
Table B.3: Comparison of L2 loss on the Ornstein-Uhlenbeck data and the number of model parameters, with descriptions
of the models. For DRN, MLP-bins and MLP-basis, the network architecture is denoted as such: Eg. 1 - 4x3 - 1: 1 input
node, followed by 4 fully-connected layers each having 3 nodes, and 1 output node. For 1D-CNN, all convolutional layers are
one-dimensional with a filter width of 3. convf5s2 means a convolutional layer with 5 feature maps and stride 2.
L2(×10−2) Model description No. of parameters
DRN 3.8(0.1) 1 - 1x1 -1 10
MLP-bins 5.2(0.2) 100 - 5x20 - 100 5800
MLP-basis 6.0(0.3) 50 - 3x10 - 20 900
1D-CNN 4.4(0.2) 100 - convf5s1 - 3 x convf5s2 - 5 - 100 1140
3BE 4.5(0.3) 11 basis functions, 800 RKS features 8800
Table B.4: Comparison of negative log-likelihood (NLL) on the Fokker-Planck data and the number of model parameters, with
descriptions of the models. For DRN, MLP-bins and MLP-basis, the network architecture is denoted as such: Eg. 1 - 4x3 -
1: 1 input node, followed by 4 fully-connected layers each having 3 nodes, and 1 output node. For 1D-CNN, all convolutional
layers are one-dimensional with a filter width of 3. convf5s2 means a convolutional layer with 5 feature maps and stride 2.
NLL Model description No. of parameters
DRN −1291.8(0.2) 1 - 5x6 -1 280
MLP-bins -1290.7(0.5) 100 - 3x20 - 100 4960
MLP-basis -1291.6(1.3) 27 - 2x5 - 22 302
1D-CNN -1291.5(0.2) 100 - 2 x convf5s2 - 20 - 100 4620
3BE -1288.3(3.2) 19 basis functions, 5000 RKS features 95000
(a) (b)
Figure B.10: (a) Cropped image from the cell dataset. (b) Results from regressing from individual cell length to width. The
line shows the regression learnt by the MLP while the points plots the individual cell’s width against the length for the first
image frame. This plot illustrates that regression on individual cell fails to capture the full variance of the actual measurements,
resulting in the underestimated distribution variance as discussed in the main text.
Appendix B.3. Cell length data
There are 277 frames containing 176 to 222 cells each. Fig. B.10a shows a crop of an image from one of
the frames in the cell dataset. The elliptic shapes are the fibroblast cells. In each frame, we measured the
length and width of the cells and scaled them to [0, 1]. From the 277 frames, the first 200 frames were used
for training and last 77 for testing. For DRN, MLP-bins and 1D-CNN, the pdf is estimated using kernel
density estimation with a Gaussian kernel of bandwidth 0.02 and discretization of q = 100. Table B.5 shows
the details of the models.
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Table B.5: Comparison of negative log-likelihood (NLL) on the cell length data and the number of model parameters, with
descriptions of the models. For DRN, MLP-bins and MLP-basis, the network architecture is denoted as such: Eg. 1 - 4x3 -
1: 1 input node, followed by 4 fully-connected layers each having 3 nodes, and 1 output node. For 1D-CNN, all convolutional
layers are one-dimensional with a filter width of 3. convf5s2 means a convolutional layer with 5 feature maps and stride 2. For
the individual cell regression, the single input node is for the cell length while the single output node is for the cell width.
NLL Model description No. of parameters
DRN −148.5(0.4) No hidden layer 5
MLP-bins -147.8(0.1) 100 - 1x20 - 100 4120
MLP-basis -145.7(0.4) 11 - 2x5 - 12 162
1D-CNN -146.2(0.2) 100 - 3 x convf5s1 - 100 381
3BE -139.7(3.7) 9 basis functions, 5 RKS features 45
Individual cell regression -64.8(2.0) 1 - 20 - 1 61
Appendix B.3.1. Individual cell regression results
Here we give insights as to why regression on the individual cell results in underestimation of the variance
of the output width distribution, as shown in Fig. 4(b) of the main paper. Fig. B.10b shows the regression
line learnt by the MLP and also the individual cell’s width against the length for the first frame in the
test set. As the MLP predicts only one width value for every input of the cell length, it is unable to
account for the fact that in the real biological data, cells with the same length can have different widths.
Hence, regression on the individual cells leads to gross underestimation of the variance of the output width
distribution. This demonstrates the need for regressing the distributions instead of treating individual cells
as independent objects.
Appendix B.4. Stock data
The return of a company’s stock is measured by the logarithmic return. The log-return of a company’s
stock at day t is given by ln(Vt/Vt−1), where Vt represents the closing price of the company’s stock at day
t. We conduct a sliding window training scheme to account for changing market conditions. A new window
is created and the network is retrained after every 300 days (which is the size of test set). For each test set,
the previous 500 and 100 days were used for training and validation.
For DRN, MLP-bins and 1D-CNN, the pdf is estimated using kernel density estimation with a Gaussian
kernel function with bandwidth of 0.001 and q = 100 was used for discretization. The authors of 3BE have
extended their method for multiple input functions (see joint motion prediction experiment). We followed
their method and concatenated the basis coefficients obtained from the three input distributions. Similarly
for MLP-basis, we concatenated the basis coefficients from the three distributions to use as data inputs to
the MLP. Table B.6 shows the detailed model descriptions.
Table B.6: Comparison of negative log-likelihood (NLL) on the stock data and the number of model parameters, with de-
scriptions of the models. For DRN, MLP-bins and MLP-basis, the network architecture is denoted as such: Eg. 1 - 4x3 - 1: 1
input node, followed by 4 fully-connected layers each having 3 nodes, and 1 output node. For 1D-CNN, the input consists of 3
stock distributions of 100 bins each and all convolutional layers are one-dimensional with a filter width of 3. convf5s2 means a
convolutional layer with 5 feature maps and stride 2.
NLL Model description No. of parameters
DRN −474.4(0.1) No hidden layer 7
MLP-bins -471.5(0.1) 300 - 10 - 100 4110
MLP-basis -459.8(3.3) 45 - 2x5 - 15 350
1D-CNN -471.5(0.1) (3x100) - convf5s1 - 2 x convf5s2 - 5 - 100 1415
3BE -466.7(0.7) 18 basis functions, 450 RKS features 8100
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