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Introduction
Rigorously demonstrating that a protocol "does its job securely" is an essential component of cryptographic protocol design. This requires coming up with an appropriate mathematical model for representing protocols, and then £ IBM T.J. Watson Research Center. Email: canetti@us.ibm.com.
formulating, within that model, a definition of security that captures the requirements of the task at hand. Once such a definition is in place, we can show that a protocol "does its job securely" by demonstrating that it satisfies the definition of security in the devised mathematical model.
However, coming up with a good mathematical model for representing protocols, and even more so formulating appropriate definitions of security within the devised model, turns out to be a tricky business. The model should be rich enough to represent a large variety of realistic adversarial behaviors, and the definition should guarantee that the intuitive notion of security is captured, for any adversarial behavior under consideration. This in particular means that security should be maintained when the protocol is used as a component within a larger system.
In contrast, cryptographic primitives (or, tasks) were traditionally first defined as stand-alone protocol problems. This allowed for relatively concise and intuitive problem statement, as well as simple analysis of protocols. However, in many cases it turned out that the initial definitions were insufficient in more complex contexts, and especially when deploying protocols within larger systems or protocol environments. Examples include encryption (where semantic security [GM84] was later augmented with several flavors of security against chosen ciphertext attacks, e.g. [NY90, DDN00, RS91, BDPR98] and adaptive security [BH92, CFGN96] ), commitment (where the original notions were augmented with some flavors of non-malleability [DDN00, DIO98, FF00] and equivocability, e.g., [BCC88, B96] ), Zero-Knowledge protocols (where the original notions [GMRa89,  GO94] were shown not to be closed under parallel and concurrent composition [GK88, F91, DNS98] ), Key Exchange [BR93, BCK98, Sh99, CK01] , Oblivious Transfer [R81, EGL85, GM00] , and more.
One way to capture the security concerns that arise in some specific protocol environment or in a given application is to directly represent the given environment or application within an extended definition of security. (Such an approach was taken, for instance in the cases of concur-rent zero-knowledge and oblivious transfer [DNS98,  GM00] as well as non-malleability of protocols [DDN00] , where the definitions explicitly model several adversarially coordinated instances of the protocol in question.) This approach, however, results in definitions with ever-growing complexity, and is inherently limited in scope since it addresses only specific environments and concerns.
An alternative approach, taken in this work, is to use definitions that treat the protocol as stand-alone but guarantee secure composition. That is, here definitions of security inspect only a single copy of the protocol in vitro. Security in complex settings (where a protocol instance may run concurrently with many other protocol instances, on potentially related inputs and in an adversarially controlled way) is guaranteed via a general composition theorem. On top of simplifying the process of formulating definitions and analyzing protocols, this approach guarantees security in arbitrary protocol environments, even unpredictable ones which have not been explicitly stated.
In order to make such an approach (and in particular, such a composition theorem) meaningful, we first need to have a general framework in which to represent cryptographic protocols and the security requirements of cryptographic tasks. Indeed, several general definitions of secure protocols were developed over the years, e.g. [GL90, MR91, B91, BCG93, PW94, C00, HM00, DM00, PSW00, PW00].
Some of these definitions were shown to maintain security under natural composition operations. These definitions are obvious candidates for such a general framework. However, the composition operations considered in those works fall short of guaranteeing general secure composition of cryptographic protocols, especially in settings where security holds only for computationally bounded adversaries and numerous protocols may be running concurrently in an adversarially coordinated way. Moreover, many of these works choose to concentrate on the task of secure function evaluation which, in spite of its generality, does not capture the requirements of many cryptographic primitives, which are reactive in nature. (Secure function evaluation is the task where a set of parties wish to jointly compute a known function of their secret inputs.) We further elaborate on some of these works and their relation to the present one in Section 1.4.
This work proposes a new framework for representing and analyzing cryptographic protocols. Within this framework, we propose a general methodology for expressing the security requirements of practically any cryptographic task in a clear, concise and intuitively satisfying way. The salient property of definitions of security generated using this methodology is that they guarantee security even when the given protocol is running in an arbitrary and unknown multi-party environment. In particular, security is preserved under a very general composition operation that captures, as special cases, the standard notions of concurrent composition (with arbitrarily many instances of either the same protocol or other protocols), non-malleability, and more. We call this composition operation universal composition, and say that definitions of security in this framework are universally composable (UC).
UC definitions of security tend to be more stringent than other definitions of security. Nonetheless, we show that in settings where parties have access to a set of servers, at most a minority of which may be corrupted, standard cryptographic techniques (e.g., [BGW88, RB89, CFGN96] ) can be used to carry out practically any cryptographic task in a universally composable way. We also formulate UC definitions of a number of well known cryptographic tasks, such as authenticated and secure communication, key-exchange, public-key encryption, signature, commitment, oblivious transfer, Zero-Knowledge, secret sharing, and general function evaluation. In some cases, we present initial results regarding the realizability of the definitions. In other cases realizing the definitions is left open.
The proposed framework
We briefly sketch the proposed framework and highlight some of its properties. Let us first briefly sketch the definitional approach of [C00] , which is the starting point of this work. (The work of [C00] is, in turn, based to a large extent on [B91, MR91, GL90] ). This work is geared towards capturing the task of secure function evaluation in a synchronous, ideally authenticated network. The idea is to first formulate a model representing the process of protocol execution in real-life. This is called the real-life model. Next, in order to capture the security requirements of a given task, formulate an ideal process for carrying out the task. Then say that a protocol securely realizes the task at hand if running the protocol in the real-life model amounts to "emulating" the ideal process for that task.
The real-life model of computation in [C00] consists of a set of interactive Turing machines (ITMs) representing the parties running the protocol, plus an ITM representing the adversary. The parties and adversary interact on a given set of inputs and each party generates local output. The concatenation of the local outputs of all parties and adversary is called the global output. The ideal process for evaluating some function is defined similarly, with the important exception that the parties hand their inputs to an incorruptible trusted party, which evaluates and hands the corresponding outputs back to the parties. A protocol securely evaluates a function if for any real-life adversary there exists an ideal-process adversary Ë such that, for any input vector, the global output of running with in the real-life model is indistinguishable from the global output of the ideal process for with adversary Ë. This def-initional approach is sufficient for capturing "stand-alone" security of protocols. It is also shown to be closed under non-concurrent composition.
The present framework preserves the overall structure of that approach. The difference lies in new formulations of the models of computation and the notion of "emulation". Specifically, we introduce an additional computational entity, called the environment machine, to both the real-life model and the the ideal process. The environment machine is an ITM that represents "whatever is external to the current protocol execution". This includes other protocol executions and their adversaries, human users, etc. The environment provides all the inputs to all parties and reads all their outputs. More importantly, the environment interacts with the adversary freely throughout the computation. That is, between any two atomic operations carried out by the adversary (e.g., delivery of a message, or corruption of a party) the adversary and the environment may exchange arbitrary information. The security requirement is now that executing the protocol in the real-life model should "look the same" as the ideal process from the point of view of the environment. More precisely, a protocol securely realizes a trusted party for some function if for any real-life adversary there exists an ideal-process adversary Ë such that no feasible environment can tell with non-negligible probability whether it is interacting with and in the real-life model or with Ë in the ideal process for . In a way, the environment serves as an "interactive distinguisher" between the protocol execution and the ideal process. Note that the same ideal-process adversary Ë is required to work for all environments. Thus, the interaction between Ë and the environment is inherently "black-box" from the point of view of Ë. This requirement is essential for our proof of the composition theorem.
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Another modification to the definition allows capturing not only secure function evaluation but also reactive tasks where new input values become known throughout the computation, and may depend on previously generated output values. This is obtained by replacing the "trusted party" in the ideal process for secure function evaluation with a general algorithmic entity called an ideal functionality. The ideal functionality, which is modeled as another ITM, repeatedly receives inputs from the parties and provides them with appropriate output values. This way, it is guaranteed that the outputs of the parties in the ideal process have the expected properties with respect to the inputs, even when new inputs are chosen adaptively based on previous outputs.
Yet another difference from [C00] is that here we model networks where the communication is open, unauthenticated, and asynchronous (without guaranteed delivery of messages). We also concentrate on the case where the adversary is probabilistic polynomial time (PPT). This modeling seems more suitable for analyzing protocols in realistic settings. Universal Composition. We show that the following property holds with respect to a protocol that securely realizes some ideal functionality . Let be some arbitrary protocol (we think of as an "application protocol") that operates in a model where all parties have ideal access to multiple instances of . That is, in this model (which we call the -hybrid model) the parties, the adversary and the environment interact as in the real-life model, and in addition the parties can privately communicate with as many instances of as they wish. It is stressed that the different instances of are running at the same time without any global coordination. They are distinguished via special identifiers, generated by the calling protocol. Now, construct the composed protocol from by replacing each call to a new instance of with an invocation of a fresh copy of . Similarly, a message sent to an existing instance of is replaced with an input value given to the corresponding invocation of , and any output of an invocation of is treated as a message received from the corresponding instance of . (Note that a run of protocol may have an unbounded number of copies of which are running concurrently on related inputs.)
The universal composition theorem states that running protocol in the plain real-life model has essentially the same effect as running protocol in the -hybrid model. More precisely, it guarantees that for any real-life adversary there exists an adversary À in the -hybrid model such that no environment machine can tell with non-negligible probability whether it is interacting with and parties running in the plain real-life model, or with À and parties running in the -hybrid model. In particular, if securely realizes some ideal functionality in the -hybrid model then securely realizes from scratch. Notice that, while other composition theorems address only the case where a single protocol instance is composed with another protocol, here the hybrid model allows for an unbounded number of instances of the composed protocol to run concurrently. It may appear that this more complex formulation of the composition operation is not necessary, since it can be obtained by iteratively composing all instances of the protocol, one at a time, with an outside protocol. However, in our computational setting the composition theorem can be safely applied only a constant number of times, otherwise the complexity of the adversary À in the hybrid model may become super-polynomial. Consequently, this weaker formulation of the composition theo-rem only guarantees secure composition of a constant number of protocol instances running concurrently. Interpreting the composition theorem. Traditionally, composition theorems are treated as tools for modular design and analysis of complex protocols. (For instance, this is the main motivation in [MR91, C00, DM00, PW00].) That is, given a complex task, first partition the task to several, simpler sub-tasks. Then, design protocols for securely realizing the sub-tasks, and in addition design a protocol for realizing the given task in a model where ideal evaluation of the sub-tasks is possible. Finally, use the composition theorem to argue that the protocol composed from the alreadydesigned sub-protocols securely realizes the given task. (An example of a context where this interpretation is put to use is the proof of security in [CKOR00] .) Note that for this application it suffices to use composition theorems where it is known in advance which protocol instances are running together and how the protocol executions are going to be interleaved.
In contrast, here we use the composition theorem as a tool for gaining confidence in the sufficiency of a definition of security in some protocol environment. Indeed, protocols that satisfy a universally composable definition are guaranteed to maintain their security within any protocol environment -even environments that are not known a-priori, and even environments where the participants in a protocol execution are unaware of other instances of the protocol (or other protocols altogether) that may be running concurrently in the system in an adversarially coordinated manner. This is a strong guarantee.
General satisfiability of the definitions
Definitions of security in the proposed framework tend to be more stringent than other definitions. Moreover, the existing proofs of security of many known protocols do not work in the present framework. Examples include most known Zero-Knowledge protocols, the protocol generator of [GMW87, G98] and more. This is mainly due to the fact that a common proof-technique, namely black-box simulation with rewinding of the adversary, does not work in the present framework. (Indeed, here the ideal-process adversary has to interact with the environment machine which cannot be "rewound".)
Nonetheless, it can be seen that some known protocols for the general task of secure function evaluation are, in fact, universally composable. For instance, the [BGW88] protocol (say, with the simplification of [GRR98] ), together with encrypting each message using non-committing encryption [CFGN96] , is universally composable as long as less than a third of the parties are corrupted. Using [RB89] , any corrupted minority is tolerable. The asynchronous setting can be handled using the techniques of [BCG93, BKR94] .
We use this fact to demonstrate that practically any ideal functionality -even reactive ones and even "two-party functionalities" (i.e., functionalities where only two parties have inputs and outputs) -can be securely realized in the proposed framework. Specifically, our solution assumes that the network contains a set of parties (called "servers") such that only a minority of these parties can ever be corrupted. The servers have no local inputs or outputs; they only assist other parties in realizing the given functionality. All parties share their inputs among the servers, who run the appropriate multiparty function evaluation protocol and send the output values to the appropriate parties. Iterated evaluations (which may involve implementing ideal functionalities that maintain internal state between invocations) are handled in standard ways.
UC definitions of some specific tasks
We formulate and study universally composable definitions of a number of standard cryptographic tasks. In fact, much of the definitional work is already done by the general framework described above. All that is left to do on the definitional side is to formulate ideal functionalities that capture the security requirements of these tasks.
We first address the task of message authentication: the corresponding functionality, AUTH , is invoked with a request by some party, È , to transmit a message Ñ to another party, È . Then AUTH ideally sends´È Ñ µ to È and the adversary, and halts. (Forwarding´È Ñ µ to the adversary captures the fact that secrecy is not provided.) This way, the standard computational model where the communication is ideally authenticated is rephrased as the AUTH -hybrid model. This notion is the natural universally composable extension of the authenticators of [CHH00, BCK98] . In particular, the two authenticators presented in [BCK98] securely realize AUTH given an authenticated initialization phase.
The task of providing secure (i.e., authenticated and secret) transmission of individual messages is addressed next. It is seen that standard semantically secure encryption (or alternatively non-committing encryption for adaptive adversaries) are sufficient in order to realize the secure communication functionality in the AUTH -hybrid model, if any message is encrypted using a different public/private key pair.
Next we formulate ideal functionalities that capture the tasks of secure sessions and key exchange. Secure sessions is an extension of secure transmission of individual messages to the case where a sequence of messages between a pair of parties are secured together. The main advantage of this functionality over the previous ones is that it allows for more efficient realizations, via key-exchange combined with symmetric cryptography using the generated keys. The key exchange functionality essentially provides parties with "ideally chosen keys." In particular, protocols that securely realize KE are guaranteed to satisfy the security notion of [CK01] . Furthermore, most of the Key-Exchange protocols presented in [CK01] securely realize KE .
Next the tasks of public-key encryption and digital signatures are addressed. Securely realizing the signature ideal functionality turns out to be essentially equivalent to existential security against chosen message attacks as in Goldwasser Micali and Rivest [GMRi88] . In the case of publickey encryption (where many messages may be encrypted by different parties using the same key), securely realizing the proposed functionality turns out to be closely related (but incomparable) to security against adaptive chosen ciphertext attacks [DDN00, RS91, BDPR98] .
We then proceed to formulate UC definitions of "classic" two-party primitives such as coin-tossing, commitment, zero-knowledge, and oblivious-transfer. These primitives are treated as two-party protocols in a multi-party setting. As usual, the composition theorem guarantees that security is maintained under concurrent composition, either with other copies of the same protocol or with other protocols, and within any application protocol. In particular, nonmalleability with respect to an arbitrary set of protocols is guaranteed. Unfortunately, these functionalities cannot be securely realized by two-party protocols in the bare model of computation (or even in the AUTH -hybrid model). This result is shown in [CF01] for the cases of commitment and coin-tossing. Using similar techniques, we extend this result to the cases of oblivious transfer and zero-knowledge. Nonetheless, as demonstrated in [CF01] , the commitment and zero-knowledge functionalities can be securely realized by two-party protocols in a hybrid model with ideal access to the coin-tossing functionality. (It is interesting to note that hybrid model with ideal access to the coin-tossing functionality turns out to essentially identical to the popular common random string model of [BFM89] .) Finally, we formulate ideal functionalities that capture traditional multi-party tasks such as Verifiable Secret Sharing and Secure Function Evaluation in synchronous networks. In particular, we obtain the first definition of protocols for secure function evaluation that is closed under concurrent composition in a setting where all the communication is public. (Two-party Secure Function Evaluation is obtained as a special case.)
Related work
Numerous definitional works on security of protocols have been carried out over the years. The works of [GL90, MR91, B91, C95] are surveyed in [C00] . Here we very briefly review some definitional efforts that are closely related to the present work.
Pfitzmann et. al. [PW94, PSW00, PSW00a, PW00, PW01] were the first to formally model the security requirements of general reactive systems. In a series of works that contain many interesting ideas, they model security of reactive systems in an extended finite-state machine model of computation that is essentially equivalent to the I/O automata model of [L96] . In particular, they introduce the notion of an honest user that 'sees' the functionality (i.e., the inputs and outputs) of a given system, and say that one system "simulates" another if the honest user cannot tell the difference between the two systems. However, they stop short of defining security of protocols for realizing a given task. They also state a composition theorem with respect to their framework; their composition theorem is weaker than the one here in that it deals only with the case where a single protocol execution is carried out concurrently with the calling protocol. (In contrast, much of the complexity in protocol composition appears only when the number of composed copies is not a-priori bounded.) These works contain also descriptions of ideal systems for public-key encryption and certified mail. Canetti [C00] presents a definition of secure function evaluation in a variety of computational settings, including the case where the communication is public and security is guaranteed only against a computationally bounded adversary. Some of the definitions there also use an "environment machine". however, there both the purpose of the environment and its pattern of interaction with the other participants are different than here. The definitions of [C00] are shown to be closed under a composition theorem similar to the one here, but only in the non-concurrent case where no more than a single protocol execution is running at any point in time.
Dodis and Micali [DM00] build on the definition of Micali and Rogaway [MR91] for information-theoretically secure function evaluation in synchronous networks, where ideally private communication channels are assumed. In that setting, they prove that their definition of security is closed under a general concurrent composition operation similar to the one in this work. They also formulate an additional and interesting composition operation (called synchronous composition) that provides stronger security guarantees, and show that their definition is closed under that composition operation in cases where the scheduling of the various invocations of the protocols can be controlled. However, their definition applies only to settings where the communication is ideally private. It is not clear how to extend this definitional approach to realistic settings where the adversary can eavesdrop to the communication between honest parties.
The pioneering work of Dolev, Dwork and Naor [DDN00] points out some important security concerns that arise when running cryptographic protocols within a larger system. In particular, they define and construct encryp-tion schemes secure against chosen ciphertext attacks, nonmalleable commitment schemes, and more. That work provides motivation for the present one. In particular, making sure that the concerns pointed out in [DDN00] are answered plays a central role in the present framework. Connections with the formal-methods approach to analyzing security. A large body of work on analyzing security of protocols using techniques for formal verification of computer programs has been carried out over the years (a very partial list of works includes [DY83, BAN90, M94, KMM94, L96, AG97]). The approach and framework presented here may serve as a "bridge" for connecting that approach with the complexity-based approach pursued in the cryptographic community, with advantages to both approaches. See more details in our Technical Report [C01] . Organization. Section 2 defines the notion of securely realizing an ideal functionality. Section 3 presents the composition theorem and very briefly outlines the proof. Section 4 states the general satisfiability theorem. Throughout, the presentation is kept high-level and informal for brevity and clarity. Details are available in our Technical Report [C01] . UC definitions of the tasks mentioned in Section 1.3 also appear there.
The basic framework
As sketched in Section 1.1, protocols that securely carry out a given task (or, protocol problem) are defined in three steps, as follows. First, the process of executing a protocol in the presence of an adversary and in a given computational environment is formalized. Next, an "ideal process" for carrying out the task at hand is formalized. In the ideal process the parties do not communicate with each other. Instead they have access to an "ideal functionality", which is essentially an incorruptible "trusted party" that is programmed to capture the desired functionality of the task at hand. A protocol is said to securely realize an ideal functionality if the process of running the protocol amounts to "emulating" the ideal process for that ideal functionality. In the rest of this subsection we overview the model for protocol execution (called the real-life model), the ideal process, and the notion of protocol emulation.
We concentrate mainly on the following standard model, aimed at representing current realistic communication networks (such as the Internet). The network is asynchronous without guaranteed delivery of messages. The communication is public and unauthenticated. That is, the adversary may delete, modify, and generate messages at wish. Parties may be broken into (i.e., become corrupted) throughout the computation, and once corrupted their behavior is arbitrary (or, Byzantine). Finally, all the involved entities are restricted to probabilistic polynomial time (or, "feasible") computation. Most other standard models of computation (e.g., authenticated communication, synchronous message delivery, the common reference string model, or computationally unbounded adversaries) can be captured via appropriate modifications to the basic model. See more details within. Protocol syntax. Following [GMRa89, G01] , a protocol is represented as a system of interactive Turing machines (ITMs), where each ITM represents the program to be run within a different party. Specifically, the input and output tapes model inputs and outputs that are received from and given to other programs running on the same machine, and the communication tapes model messages sent to and received from the network. Adversarial entities are also modeled as ITMs. We concentrate on a model where the adversaries have an arbitrary additional input, or an "advice". From a complexity-theoretic point of view, this essentially implies that adversaries are non-uniform ITMs. Protocol execution in the real-life model. We sketch the process of executing a given protocol (run by parties È ½ È Ò ) with some adversary and an environment machine with input Þ. All parties have a security parameter ¾ AE and are polynomial in . The execution consists of a sequence of activations, where in each activation a single participant (either , , or some È ) is activated. The environment is activated first. In each activation it may read the contents of the output tapes of all parties, and may write information on the input tape of either one of the parties or of the adversary. Once the activation of the environment is complete (i,e, once the environment enters a special waiting state), the entity whose input tape was written on is activated next.
Once the adversary is activated, it may read its own tapes and in addition the contents of the outgoing communication tapes of all parties. It may either deliver a message to some party by writing this message on the party's incoming communication tape 2 , or corrupt a party. Upon corrupting a party, the adversary gains access to all the tapes of that party and controls all the party's future actions. Finally, the adversary may write arbitrary information on its output tape. If the adversary delivered a message to some uncorrupted party in an activation then this party is activated once the activation of the adversary is complete. Otherwise the environment is activated next.
Once a party is activated (either due to an input given by the environment or due to a message delivered by the adversary), it follows its code and possibly writes local outputs on its output tape and outgoing messages on its outgoing communication tape. Once the activation of the party is complete the environment is activated. The protocol exe-cution ends when the environment completes an activation without writing on the input tape of any entity. The output of the protocol execution is the output of the environment. Without loss of generality we assume that this output consists of only a single bit.
Let REAL ´ Þ Öµ denote the output of environment when interacting with adversary and parties running protocol on security parameter , input Þ and random input Ö Ö Ö Ö ½ Ö Ò as described above (Þ and Ö for , Ö for ; Ö for party È The ideal process. Security of protocols is defined via comparing the protocol execution in the real-life model to an ideal process for carrying out the task at hand. A key ingredient in the ideal process is the ideal functionality that captures the desired functionality, or the specification, of that task. The ideal functionality is modeled as another ITM that interacts with the environment and the adversary via a process described below. More specifically, the ideal process involves an ideal functionality , an ideal process adversary Ë, an environment with input Þ, and a set of dummy parties È ½ È Ò .
As in the process of protocol execution in the real-life model, the environment is activated first. As there, in each activation it may read the contents of the output tapes of all (dummy) parties, and may write information on the input tape of either one of the (dummy) parties or of the adversary. Once the activation of the environment is complete the entity whose input tape was written on is activated next.
The dummy parties are fixed and simple ITMs: Whenever a dummy party is activated with input Ü, it forwards Ü to the ideal functionality , say by writing Ü on the incoming communication tape of . In this case is activated next. Whenever a dummy party is activated due to delivery of some message it copies this message to its output. In this case is activated next. Once is activated, it reads the contents of its incoming communication tape, and potentially sends messages to the parties and to the adversary by writing these messages on its outgoing communication tape. Once the activation of is complete, the entity that was last activated before is activated again.
Once the adversary Ë is activated, it may read its own input tape and in addition it can read the destinations of the messages on the outgoing communication tape of . That is, Ë can see the identity of the recipient of each message sent by , but it cannot see the contents of this message (unless the recipient of the message is Ë). Ë may either deliver a message from to some party by having this message copied the party's incoming communication tape or corrupt a party.
3 As usual, upon corrupting a party, the adversary gains access to all the tapes of that party and controls all the party's future actions. If the adversary delivered a message to some uncorrupted (dummy) party in an activation then this party is activated once the activation of the adversary is complete. Otherwise the environment is activated next.
As in the real-life model, the protocol execution ends when the environment completes an activation without writing on the input tape of any entity. The output of the protocol execution is the (one bit) output of .
Let IDEAL Ë ´ Þ Öµ denote the output of environment after interacting in the ideal process with adversary Ë and ideal functionality , on security parameter , input Þ, and random input Ö Ö Ö Ë Ö as described above (Þ and Ö for , Ö Ë for Ë; Ö for ). Let IDEAL Ë ´ Þµ denote the random variable describing IDEAL Ë ´ Þ Öµ when Ö is uniformly chosen. Let IDEAL Ë denote the ensemble IDEAL Ë ´ Þµ ¾AE Þ¾ ¼ ½ £ .
Securely realizing an ideal functionality. We say that a protocol securely realizes an ideal functionality if for any real-life adversary there exists an ideal-process adversary Ë such that no environment , on any input, can tell with non-negligible probability whether it is interacting with and parties running in the real-life process, or it is interacting with Ë and in the ideal process. This means that, from the point of view of the environment, running protocol is 'just as good' as interacting with an ideal process for . (In a way, serves as an "interactive distinguisher" between the two processes. Here it is important that can provide the process in question with adaptively chosen inputs throughout the computation.) More precisely, say that a distribution ensemble 
REAL
Sometimes we will want to restrict the definition so that it quantifies only over adversaries from a certain class (say, the class of adversaries that corrupt only a certain number of parties.) This is done in a straightforward way. See [C01] . Remark: On the requirement to generate output. Recall that the ideal process does not require the ideal-process adversary to deliver messages that are sent by the ideal functionality to the dummy parties. Consequently, the definition provides no guarantee that a protocol will ever generate output or "return" to the calling protocol. (In fact, a protocol that "hangs," never sends any messages and never generates output securely realizes any ideal functionality.) Indeed, in our setting where message delivery is not guaranteed it is impossible to require that a protocol "terminates", or generates output. Instead, the definition concentrates on the security requirements in the case that the protocol generates output.
In cases where message delivery is guaranteed (such as in synchronous networks) the ideal process can be modified to exclude protocols that do not generate output. See more details in [C01] .
The composition theorem
The hybrid model. In order to state the composition theorem, and in particular in order to formalize the notion of a real-life protocol with access to an ideal functionality, the hybrid model of computation with access to an ideal functionality (or, in short, the -hybrid model) is formulated. This model is identical to the real-life model, with the following additions. On top of sending messages to each other, the parties may send messages to and receive messages from an unbounded number of copies of . Each copy of is identified via a unique session identifier (SID); all messages addressed to this copy and all message sent by this copy carry the corresponding SID. (The SIDs are chosen by the protocol run by the parties.)
The communication between the parties and each one of the copies of mimics the ideal process. That is, once a party sends a message to some copy of , that copy is immediately activated and reads that message off the party's tape. Furthermore, although the adversary in the hybrid model is responsible for delivering the messages from the copies of to the parties, it does not have access to the contents of these messages. It is stressed that the environment does not have direct access to the copies of . (Indeed, here the security definition will require that the environment will be unable to tell whether it is interacting with the real-life model or the hybrid model.) Replacing a call to with a protocol invocation. Let be a protocol in the -hybrid model, and let be a protocol that securely realizes (with respect to some class of adversaries). The composed protocol is constructed by modifying the code of each ITM in so that the first message sent to each copy of is replaced with an invocation of a new copy of with fresh random input, and with the contents of that message as input. Each subsequent message to that copy of is replaced with an activation of the corresponding copy of , with the contents of that message given to as new input. Each output value generated by a copy of is treated as a message received from the corresponding copy of .
If protocol is a protocol in the real-life model then so is . If is a protocol in some -hybrid model (i.e., uses ideal evaluation calls to some functionality ) then so is . Theorem statement. In its general form, the composition theorem basically says that if securely realizes then an execution of the composed protocol "emulates" an execution of protocol in the -hybrid model. That is, for any real-life adversary there exists an adversary À in the -hybrid model such that no environment machine can tell with non-negligible probability whether it is interacting with and in the real-life model or it is interacting with À and in the -hybrid model. Discussion: On the hybrid model. It may seem sufficient at first to formulate a simplified version of the hybrid model and the composition theorem, where only a single copy of the ideal functionality is available (instead of multiple copies, as defined above). One could then handle protocols that use multiple copies of by repeated applications of the composition theorem until all copies of are replaced by calls to a protocol that securely realizes . This would work even in the concurrent case, since the simplified hybrid model would allow the evaluation of to run concurrently with the calling protocol, .
However, in our setting the composition theorem can be safely repeated only a constant number of times. This is so, since the complexity of the hybrid model adversary À may depend on (in fact, it can be any polynomial in) the complexity of . Thus, if the theorem is applied a non-constant number of times, the resulting À may not be polynomial in the security parameter. Consequently, the above simplified hybrid model would result in a composition theorem that applies only to the limited case where at most a constant number of concurrent executions of a protocol take place. In contrast, the composition theorem here handles polynomially many concurrent executions, and even cases where the number of concurrent executions is determined by the adversary in an adaptive manner.
On the proof of the composition theorem. We briefly outline the main ideas in the proof of the composition theorem. Let be an ideal functionality, let be a protocol in the -hybrid model, let be a protocol that securely realizes and let be the composed protocol. Let be a real-life adversary, geared towards interacting with parties running . We wish to construct an adversary À in the -hybrid model such that no will be able to tell whether it is interacting with and in the real-life model or with and À in the -hybrid model. For this purpose, we are given an idealprocess adversary Ë that works for a single execution of protocol as stand-alone. Essentially, À will run a simulated copy of and will follow the instructions of . The interaction of with the various copies of will be simulated using multiple copies of Ë . For this purpose, À will play the environment for the copies of Ë . The ability of À to obtain timely information from the multiple copies of Ë , by playing the environment for them, is at the crux of the proof. The validity of the simulation is demonstrated via reduction to the validity of Ë . Dealing with many copies of Ë running concurrently is done using a hybrids argument in which we define many hybrid executions where in each hybrid execution a different number of copies of the ideal functionality are replaced with copies of . This hybrid argument is made possible by the fact that Ë must be defined independently of the environment (this is guaranteed by the order of quantifiers), thus it remains unchanged under the various "hybrid environments".
Realizing general ideal functionalities
This section argues that realizing ideal functionalities in the present formalization is, in general, feasible. That is, we demonstrate that a large class of ideal functionalities can be securely realized in some standard settings, using known techniques, as long as the protocol involves a set of parties such that only a certain fraction of these parties are corrupted.
As remarked in Section 2, in models where message delivery is not guaranteed the protocol that generates no messages and no outputs securely realizes any ideal functionality. Consequently, a general feasibility theorem is of no interest in such cases. In contrast, a general feasibility theorem is indeed of interest in settings where message delivery is guaranteed, and protocols are required to generate output. Two important such settings are the cases of synchronous networks and asynchronous networks with guaranteed delivery The rest of this section concentrates on synchronous networks (see precise definition in [C01] ).
We restrict the discussion to authenticated networks, i.e. to networks with ideally authenticated communication.
(See more discussion and formal definition in [C01] .) In this setting, assume that there exists a set of parties (called "servers") such that less than ¿ of the servers may be corrupted by the adversary throughout the computation. In this case we show:
Theorem 4 Consider a synchronous network with a set of servers as described above, and assume that trapdoor permutations exist. Then, for any ideal functionality there exists a protocol that securely realizes in this network.
A crucial ingredient in the proposed protocol is to have the protocol include "assistant programs" to be run by the servers. These programs will not have local inputs or outputs; instead, they will be invoked by incoming messages from other parties, and will generate messages to other parties (and other servers). Specifically, we use the construction of [BGW88] , with the simplification of [GRR98] , and in addition encrypt each message using non-committing encryption [CFGN96] .
A sketch of proof is given in [C01] . Let us remark that variants of the above theorem hold in most other standard models of computation. In the case of ideally secure communication, encrypting messages (and the assumption that trapdoor permutations exist) is not necessary. In the case of synchronous networks with a broadcast channel, Ø Ò ¾ is sufficient using the techniques of [RB89, CDDHR99] . In the case of non-blocking asynchronous networks a similar result holds using the techniques of [BCG93, BKR94] .
