Abstract. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3. For a metric g on M , we let λ 2 (g) be the second eigenvalue of the Yamabe operator Lg := 4(n−1) n−2 ∆g + Scalg. Then, the second Yamabe invariant is defined as
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3. We denote the scalar curvature by Scal g . Let This problem consists in finding a metric g conformal to g such that the scalar curvature Scal g of g is constant. For more information, the reader may refer to [17, 13, 7] . An important geometric meaning of µ(M, g) and σ(M ) is contained in the following well known result: Proposition 1.1. Let M be a compact differentiable manifold of dimension n ≥ 3. Then,
• if g is a Riemannian metric on M , the conformal class Classifying compact manifolds admitting a positive scalar curvature metric is a hard open problem which was studied by many mathematicians. Significant progresses were made thanks to surgery techniques. We recall briefly that a surgery on M is the procedure of constructing from M a new manifold
by removing the interior of S k × B n−k and gluing it withB k+1 × S n−k−1 along the boundaries. Gromov-Lawson and Schoen-Yau proved in [12] and [19] the following Theorem 1.2. Let M be a compact manifold of dimension n ≥ 3 such that σ(M ) > 0. Assume that N is obtained from M by a surgery of dimension k (0 ≤ k ≤ n − 3). Then, σ(N ) > 0.
Using cobordism techniques, one deduces: Corollary 1.3. Every manifold M of dimension n ≥ 5 simply connected and nonspin, carries a metric of positive scalar curvature.
Later, Kobayashi [15] and Petean-Yun [18] obtained new surgery formulas for σ(M ). These works were generalized by B. Ammann, M. Dahl and E. Humbert in [4] where they proved in particular Theorem 1.4. If N is obtained from M by a surgery of dimension 0 ≤ k ≤ n − 3, then σ(N ) ≥ min(σ(M ), Λ n ), where Λ n is a positive constant depending only on n.
As a corollary, they obtained the following Corollary 1.5. Let M be a simply connected compact manifold of dimension n ≥ 5, then one of this assumptions is satisfied (1) σ(M ) = 0 (which implies that M is spin); (2) σ(M ) ≥ α n , where α n is a positive constant depending only on n. Now, let us define the Yamabe operator or conformal Laplacian L g := a∆ g + Scal g , where a = 4(n−1) n−2 and where ∆ g is the Laplace-Beltrami operator. The operator L g is an elliptic differential operator of second order whose spectrum is discrete: Spec(L g ) = {λ 1 (g), λ 2 (g), · · · }, where λ 1 (g) < λ 2 (g) ≤ · · · are the eigenvalues of L g . The variational characterization of λ i (g) is given by
where Gr i (H 2 1 (M )) stands for the i-th dimensional Grassmannian in H 2 1 (M ). One important property of the eigenvalues of L g is that their sign is a conformal invariant equal to the sign of the Yamabe constant (see [10] ). Consequently, a compact manifold M possesses a metric with positive λ 1 if and only if it admits a positive scalar curvature metric. Now, if µ(M, g) ≥ 0, it is easy to check that µ(M, g) = inf
where [g] is the conformal class of g and λ 1 is the first eigenvalue of the Yamabe operator L g . Inspired by these definitions, one can define the second Yamabe constant and the second Yamabe invariant by
and
The second Yamabe constant µ 2 (M, g) or µ 2 (g) if no ambiguity was introduced and studied in [6] when µ(M, g) ≥ 0. This study was enlarged in [10] where we started to investigate the relationships between the sign of the second eigenvalue of the Yamabe operator L g and the existence of nodal solutions of the equation
The present paper establishes a surgery formula for σ 2 (M ) in the spirit of Theorem 1.4. More precisely, our main result is the following Theorem 1.6. Let M be a compact manifold of dimension n ≥ 3 such that σ 2 (M ) > 0. Assume that N is obtained from M by a surgery of dimension 0 ≤ k ≤ n − 3, then we have
where Λ n is a positive constant depending only on n.
Note that Bär and Dahl in [8] proved a surgery formula for the spectrum of the Yamabe operator with interesting topological consequences.
The proof of Theorem 1.6 is inspired by the one of Theorem 1.4 but some new difficulties arise here. Let us recall the strategy: first, we fix a metric g on M such that µ 2 (M, g) is close to σ 2 (M ). Then the goal is to construct on N a sequence of metrics g θ such that lim inf Hence if M is simply connected (not necessarily spin) connected of dimension n ≡ 0 mod 8, |Â| ≤ 1 then σ 2 (M ) ≥ α n , where α n is a positive constant depending only on n.
• In dimensions 4 mod 8, when M is spin, we have α(M ) = 1 2Â (M ). When M is spin andÂ(M ) ≤ 2, we get that |α(M )| ≤ 1 and consequently, for any simply connected (not necessarily spin) connected M of dimension n ≥ 5, n ≡ 4 mod 8 with |Â| ≤ 2, we obtain that σ 2 (M ) ≥ α n , where α n is a positive constant depending only on n.
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2. Joining manifolds along a submanifold 2.1. Surgery on manifolds. Definition 2.1. A surgery on a n-dimensional manifold M is the procedure of constructing a new n-dimensional manifold
by cutting out f (S k × B n−k ) ⊂ M and replacing it by B k+1 × S n−k−1 , where f : S k ×B n−k → M is a smooth embedding which preserve the orientation and ∼ means that we paste along the boundary. Then, we construct on the topological space N a differential structure and an orientation that makes a differentiable manifold such that the following inclusions
and B k+1 × S n−k−1 ⊂ N preserve the orientation. We say that N is obtained from M by a surgery of dimension k and we will denote M k → N.
Surgery can be considered from another point of view. In fact, it is a special case of the connected sum: We paste M and S n along a k-sphere. In this section we describe how two manifolds are joined along a common submanifold with trivialized normal bundle. Strictly speaking this is a differential topological construction, but since we work with Riemannian manifolds we will make the construction adapted to the Riemannian metrics and use distance neighborhoods defined by the metrics etc. Let (M 1 , g 1 ) and (M 2 , g 2 ) be complete Riemannian manifolds of dimension n. Let W be a compact manifold of dimension k, where 0 ≤ k ≤ n. 
We say that N ǫ is obtained from M 1 , M 2 (andw 1 ,w 2 ) by a connected sum along W with parameter ǫ. The diffeomorphism type of N ǫ is independent of ǫ, hence we will usually write N = N ǫ . However, in situations when dropping the index causes ambiguities, we will keep the notation N ǫ . For example the function r : M → [0, ∞) gives a continuous function r ǫ : N ǫ → [ǫ, ∞) whose domain depends on ǫ. It is also going to be important to keep track of the subscript ǫ on U N ǫ (θ) since crucial estimates on solutions of the Yamabe equation will be carried out on this set. The surgery operation on a manifold is a special case of taking connected sum along a submanifold. Indeed, let M be a compact manifold of dimension n and let
be an embedding defining a surgery and let w 2 :
we have in this situation that N is obtained from M using surgery on w 1 , see [16, Section VI, 9] .
3. The constants Λ n,k 3.1. Definition of Λ n,k . In this paragraph, we define some constants Λ n,k in the same way than in [4] . The only difference is that the functions we considered are not necessarily positive. More precisely, let (M, h) be a Riemannian manifold of dimension n ≥ 3. For i = 1, 2 we denote by Ω (i) the set of C 2 functions v (not necessarily positive) solution of the equation
where µ ∈ R . We assume that v satisfies
, for i = 2.
For i = 1, 2, we set
If
Definition 3.1. For n ≥ 3 and 0 ≤ k ≤ n − 3, we define
n,k ), where
When considering only positive functions v, B. Ammann, M. Dahl and E. Humbert proved in [4] that these constants are positive. It is straightforward to see that the positivity of v has no role in their proof and hence it remains true that Λ n,k > 0. They gave also explicit positive lower bounds of these constants and many of their techniques still hold in this context but we will not discuss this fact here. For more informations, the reader may refer to [2] , [3] and [5] .
Limit spaces and limit solutions
Lemma 4.1. Let M be an n-dimensional manifold. let (g θ ) be a sequence of metrics which converges toward a metric g in
Using Theorem 9.11 in [11] , one easily checks that
Using the diagonal extraction process, we deduce that v θ tends to v in C 1 on any compact set and that v verifies the same Yamabe equation as v θ . Since for each compactly supported smooth function ϕ, we have
we obtain that L g v = 0 in the sense of distributions. Using standard regularity theorems, v is smooth.
L 2 -estimates on W S-bundles
We suppose that the product P := I × W × S n−k−1 is equipped with a metric g WS of the form
and we mean by W S-bundle this product, where h t is a smooth family of metrics on W and depending on t and ϕ is a function on I. Let π : P → I be the projection onto the first factor and
, and the metric induced on F t is defined by
Let H t be the mean curvature of F t in P , it is given by the following
with e(h t ) := 1 2 tr ht (∂ t h t ). The derivative of the element of volume of F t is
From the definition of H t , when t → h t is constant, we obtain that
Definition 5.1. We say that the condition (A t ) is verified if the following assumptions are satisfied:
Similarly, for the condition B t , we should have another assumptions to verify
We suppose also that one of the conditions (A t ) and (B t ) is satisfied. We assume that we have a solution v of the equation
where s, ǫ ∈ C ∞ (P ), A ∈ End(T * P ), and X ∈ Γ(T P ) are perturbation terms coming from the difference between G and g WS . We assume that the endomorphism A is symmetric and that X and A are vertical, that is dt(X) = 0 and
Then there exists c 0 > 0 independent of α, β, and ϕ, such that if
where γ := √ 32
Remark that we should have β − α > 2γ to obtain our result and note that this theorem gives us an estimate of v L 2 .
For the proof of this Theorem, we mimic exactly the proof of Theorem 6.2 in [4] . The only difference is that we consider here a nodal solution (and not a positive solution) of the equation
Other details are exactly the same.
6. Main Theorem Theorem 1.6 is a direct corollary of Theorem 6.1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 such that µ 2 (M, g) > 0 and let N be obtained from M by a surgery of dimension 0 ≤ k ≤ n − 3. Then there exists a sequence of metrics g θ such that
where Λ n > 0 depends only on n.
Indeed, to get Theorem 1.6, it suffices to apply Theorem 6.1 with a metric g such that µ 2 (M, g) is arbitrary closed to σ 2 (M ). The conclusion easily follows since
. This section is devoted to the proof of Theorem 6.1.
6.1. Construction of the metric g θ .
6.1.1. Modification of the metric g. For a technical reason, we will need in the proof of Theorem 6.1 that µ(g) = 0. To get rid of this difficulty, we need the following proposition:
Indeed, let us assume for a while that Theorem 6.1 is true if µ(g) = 0 and let us see that the result remains true if µ(g) = 0. A first observation is that if g ′ is close enough to g in C 2 , then as one can check, µ 2 (g ′ ) is close to µ 2 (g). Let us consider a metric g ′ given by Proposition 6.2 close enough to g so that µ 2 (g ′ ) > µ 2 (g) − ǫ > 0 for an arbitrary small ǫ. From Theorem 6.1 applied to g ′ , we obtain a sequence of metrics g θ on N such that
Letting ǫ tend to 0, we obtain Theorem 6.1. It remains to prove Proposition 6.2.
Proof of Proposition 6.2:
At first, in order to simplify notations, we will consider g as a metric on M ∐ S n and equal to the standard metric g = σ n on S n . Since µ(g) = 0, we can assume that Scal g = 0, possibly making a conformal change of metrics. Let us consider a metric h for which Scal h is negative and constant and whose existence is given in [7] . Consider the analytic family of metrics g t := th + (1 − t)g. Since the first eigenvalue λ t of L gt is simple, the function t → λ t is analytic (see for instance Theorem VII.3.9 in [14] ). Since λ 0 = 0 and λ 1 < 0, it follows that for t arbitrary close to 0, λ t = 0. Proposition 6.2 follows since µ(g t ) has the same sign than λ t . 6.1.2. Definition of the metric g θ . As explained above, we will use the same construction as in [4] . Consequently, we give the definition of g θ without additional explanations. The reader may refer to [4] for more details. We keep the same notations than in Section 2. Let h 1 be the restriction of g to the surgery sphere S ′ 1 ⊂ M and h 2 be the restriction of the standard metric
In the following, r denotes the distance function to S ′ in (M ∐ S n , g ∐ σ n ). In polar coordinates, the metric g has the form
Here T is a symmetric (2, 0)-tensor vanishing on S ′ which is the error term measuring the fact that g is not in general a product metric (at least near S ′ 1 ). We also define the product metric
for X, Y, U, V ∈ T x M and x ∈ U (R max ). We define T 1 := T | M and T 2 := T | S n . We fix R 0 ∈ (0, R max ), R 0 < 1 and choose a smooth positive function
Next we choose a sequence θ = θ j of positive numbers tending to 0. For any θ we then choose a number δ 0 = δ 0 (θ) ∈ (0, θ) small enough to suit with the arguments below. For any θ > 0 and sufficiently small δ 0 there is A θ ∈ [θ −1 , (δ 0 ) −1 ) and a smooth function f : U (R max ) → R depending only on the coordinate r such that
as θ → 0. Set ǫ = e −A θ δ 0 that we assume smaller than 1 and use this ǫ to construct
One checks that
, or equivalently if |t| + ln ǫ ≤ ln R 0 and hence 
Moreover, the metric g θ can be written as
where g ′ θ is the metric without error term and it is equal to g
where the metric h t is given by
and T t is the error term and his expression is given by the following
We further have the following properties of the error term
where ∇ is the Levi-Civita connection with respect to the metric g ′ θ , for all X, Y ∈ T x N and x ∈ U N (R 0 ).
6.2.
A preliminary result. In order to prove Theorem 6.1, we will start by proving the following results.
Theorem 6.3. Part 1: let (u θ ) be a sequence of functions which satisfy
and λ θ → θ→0 λ ∞ , where λ ∞ ∈ R. Then, at least one of the two following assertions is true (1) λ ∞ ≥ Λ n , where Λ n > 0 depends only on n;
such that for all compact sets K ⊂ M ∐ S n \ S ′ (note that K can also be considered as a subset of N ), F n−2 2 u θ tends to u in C 2 (K), where F is defined in Section 6.1. Moreover, we have (a) the norm L 2 of u θ is bounded uniformly in θ;
Part 2: let u θ be as in Part 1 above and assume that Assertion 2) is true. Let v θ be a sequence of functions which satisfy
and such that for all compact sets 
such that N |u θ | N dv g θ = 1 and λ θ → θ→0 λ ∞ , where λ ∞ ∈ R. We proceed exactly as in [4] where here, the manifold M 2 is S n equiped with the standard metric σ n , and where W is the sphere S k . The only difference will be that u θ may now have a changing sign.
Remark 6.4. In the proof of the main theorem in [4] , it was proven that
Here, we made the assumption that λ ∞ has a limit. Without this assumption, one could again prove that λ ∞ > −∞ but the point here is that there is no reason why λ ∞ should be bounded from above contrary to what happened in [4] .
The argument of Corollary 7.7 in [4] still holds here and shows that lim inf
Several cases are studied:
and choose x θ ∈ N such that u θ (x θ ) = m θ . After taking a subsequence, we can assume that lim θ→0 m θ = ∞. We have to study the following two subcases. 
.
Subcase II.2.
In Subcases I.1 and I.2, it is shown in [4] that λ ∞ ≥ µ(S n ). The proof still holds when u θ has a changing sign. In Subsubcase II.1.1 and Subcase II.2, we obtain that λ ∞ ≥ Λ n,k where Λ n,k is a positive number depending only on n and k. The definition of Λ n,k in [4] is the infimum of energies of positive solutions of the Yamabe equation on model spaces (see Section 3). This definition has to be slightly modified to allow nodal solutions. As explained in Section 3 the proof that Λ n,k > 0 remains the same.
In Subcases I.1, I.2, II.1.1 and II.2, we then get that λ ∞ ≥ Λ n , where
{Λ n,k , µ}.
In particular, Assertion 1) of part 1 in Theorem 6.3 is true. So let us examine Subsubcase II.1.2. The assumption of Subcase II.1 allows to obtain as in [4] that
for some C > 0. The assumptions of Subcase II.1.2 are that
and that lim sup
Step 1. We prove that lim b→0 lim sup θ→0
Let b > 0. We have, by Relation (8)
where A 0 is a positive number which does not depend on b and θ. The claim then follows from (10).
Step 2. C 2 convergence on all compact sets of M ∐ S n \ S ′ .
Let (Ω j ) j be an increasing sequence of subdomains of (M ∐ S n \ S ′ ) with smooth boundary such that
. Using standard results on elliptic regularity (for more details, see for example [11] ), we see that the sequence (u θ ) is bounded in the Sobolev space
The Sobolev embedding Theorem implies that (u θ ) is bounded in C 1,α (Ω j ) for any α ∈ (0, 1). (See Theorem 4.12 in [1] for more informations on Sobolev embedding Theorems). Now we use a diagonal extraction process, by taking successive subsequences, it follows that (u θ ) converges to functions u j ∈ C 1 (Ω j ) and such that u j | Ωj−1 = u j−1 . We define u = u j on Ω j . By taking a diagonal subsequence of u θ , we get that u θ tends to u in C 1 on any compact subset of M ∐ S n \ S ′ and by C 1 -convergence of the functions u θ , the function u satisfies the equation
We recall that
. By conformal invariance of the Yamabe operator we obtain for all v
We obtain
This shows that u is a solution on (M ∐ S n \ S ′ , g) of the following equation
Moreover, using
Step 1 and the fact that N u N θ dv g θ = 1, the function u satisfies
Step 3. Removal of the singularity The next step is to show that u is a solution on all M ∐ S n of
To prove this fact, we will show that for all
First, we have
Then, it remains to prove that
We have
According to Lebesgue Theorem, it holds that
Further, we have
where
which implies that
Let us compute
We recall that F = 1 r on C ǫ . Coming back to (13), we deduce
Finally, we get that u is a solution on M ∐ S n of the equation
Step 4. We have either u ≡ 0 on S n either λ ∞ ≥ µ(S n ).
Note that the function u verifies
Since
Assume that u ≡ 0 on S n . Setting w = u |S n and using equations (12) and (15), we have
Then we obtain that λ ∞ ≥ µ(S n ) and hence, the conclusion 1) of Theorem 6.3 Part 1 is true.
Proof of Theorem 6.3 Part 2.
We consider a function v θ satisfying
A first remark is the following: as in Lemma 7.6 of [4], we observe that
Then, for b small enough, we have
We then can apply Theorem 5.2 on U N (b) and the proof of Lemma 7.6 of [4] shows that there exists numbers c 1 , c 2 > 0 independent of θ such that
As a consequence, we get that
Indeed, assume that lim
By Equation (17), we have
This gives the desired contradiction. In the rest of the proof, we will study several cases. In what follows, only Subcase II.1.2 will be a big deal: Subcases I.1, I.2 and II.1 will be excluded by arguments mostly contained in [4] . So we will just give few explanations for these cases. (N ) and choose x θ ∈ N with v θ (x θ ) = m θ . After taking a subsequence we can assume that lim θ→0 m θ = ∞.
By taking a subsequence we can assume that there existsx ∈ M ∐ S n \ U (b) such that lim θ→0 x θ =x. We defineg θ := m 4 n−2 θ g θ . For r > 0, [4] tells that for θ small enough, there exists a diffeomorphism
such that the sequence of metrics (Θ * θ (g θ )) tends to the flat metric ξ n in C 2 (B n (0, r)), where B n (0, r) is the standard ball in R n centered in 0 with radius r. We let
Since u θ L ∞ (N ) ≤ C, it follows that Lg θṽ θ L ∞ (N ) tends to 0. Applying Lemma 4.1, we obtain a solution v ≡ 0 of the following equation on R n L ξ n v = 0. Since Scal ξ n = 0, v is harmonic and admits a maximum at x = 0. As a consequence, v is constant equal to v(0) = 1. This is a contradiction, since v L N ≤ 1.
We proceed as in Subcase I.2 in [4] . As in Subcase I.1 above, we get from Lemma 4.1 a function v which is harmonic on R n and admits a maximum at x = 0. This is again a contradiction.
By (17), there exists a constant A 0 independent of θ such that
We split the treatment of Case II into two subcases.
Again mimicking what is done in [4] , we obtain from Lemma 4.1 a function v which is a solution of
In Subcases I.1 and I.2, we used the fact that 
As in [4] , the function v is obtained as the limit of v θ on each U θ (r, r ′ ) (with r, r ′ > 0). The fact that L Gc v = 0 follows from the observation that
By the same method than in Subsection 6.2.1, we obtain that there is a function v solution of the following equation
Suppose that v ≡ 0 on S n , then we have
since u ≡ 0 on S n . This is a contradiction. This proves that v ≡ 0 on S n . By the same argument than in Part 1, we have M |v| N dv g = 1.
We finally obtain that the function v satisfies all the desired conclusions of Theorem 6.3 Part 2.
6.3. Proof of Theorem 6.1. Let (g θ ) the sequence of metrics defined on N as in Section 6.1.
Step 1: For θ small enough, we show that if
where λ k is the k th eigenvalue associated to the Yamabe equation.
Remark 6.5. Note that this step implies that the existence of a metric with positive λ k is preserved by surgery of dimension k ∈ {0, · · · , n − 3}. This is an alternative proof of a result already contained in [8] .
We proceed by contradiction and we suppose that λ k (N, g θ ) ≤ 0. Let u θ be a minimizing solution of the Yamabe problem. By referring to [10] , there exists functions
By conformal invariance of the sign of the eigenvalues of the Yamabe operator (see [10] ), we have
Moreover, by construction, it is easy to check that λ θ,1 = µ θ where µ θ = µ(N, g θ ) is the Yamabe constant of the metric g θ . The main theorem in [4] implies that lim θ→0 λ θ,1 = lim θ→0 µ θ > −∞. It follows that there exists a constant C > 0 such that −C ≤ λ θ,1 ≤ · · · ≤ λ θ,k ≤ 0. Then, for all i, λ θ,i is bounded and by restricting to a subsequence we can assume that λ ∞,i := lim θ→0 λ θ,i exists. Parts 1) and 2) of Theorem 6.1 give the existence of functions
The functions v i are solutions of the following equation
Moreover, we have
Let us show that for all i = j, we get that
where we used dv g θ = F n dv g . Using now the fact that N u
We write
Using the assertion
we obtain that
We get finally that
We now write
since each λ ∞,i ≤ 0. This gives the desired contradiction.
Step 2: Conclusion Since µ 2 (M, g) > 0, from Step 1, we get that µ 2 (N, g θ ) > 0. Assume µ 2 (N, g θ ) < µ(S n ) (otherwise, we are done). Using [10] we construct a sequence (v θ ) solution of
By Theorem 6.3 Part 1), this holds that lim θ→0 µ 2 (N, g θ ) ≥ Λ n (and the conclusion of Theorem 6.1 is true) or there exists a function v solution on M of the equation:
This is what we assume until now.
As explained in Paragraph 6.1.1, we can assume that µ(g) = 0.
Assume that M is connected (so is N ) and let us prove that v has a changing sign. We suppose by contradiction that v ≥ 0. The maximum principle gives that v > 0. Let u be a positive solution of the Yamabe equation on M, i.e.
Since v > 0, we can write:
Multiplying the second equation by u and integrating, we get
This gives a contradiction. Then v have a changing sign and this implies that
If M is now disconnected, then the Yamabe minimizer u is positive on a connected component of M . If uv ≡ 0, the same proof holds. If uv ≡ 0 then
In any case, the conclusion of Theorem 6.1 is true.
In [10] , it is established that the sign of the eigenvalues of the Yamabe operator is conformally invariant. Consequently,
g θ ) and let u θ be associated to µ 1 . Since associated to the first eigenvalue of the Yamabe operator, u θ is positive on at least one connected component of N (and 0 on the other). In addition, u θ is a solution of the equation
Using Theorem 6.3
Step 2), there exists a function u solution on M of the following equation
where µ ∞,1 := lim θ µ 1 . Note that this limit exists after a possible extraction of a subsequence since 0 ≤ µ 1 ≤ µ 2 (N, g θ ). Proceeding as in Step 1, we show that
By maximum principle and since u θ > 0, u > 0 on at least one connected component of M . Then, u and v satisfy the equations
These equations implies that µ ∞,1 and µ ∞ are some eigenvalues of the generalized metric |v| N −2 g (see [10] ). Since positive, u is associated to the first eigenvalue of L |v| N −2 g i.e. µ ∞,1 = λ 1 (M, |v| N −2 g). Hence, µ ∞,1 ≤ µ ∞ . Finally, we obtain that µ 2 (M, g) ≤ λ 2 (|v| N −2 g)Vol |v| N −2 g (M )
• For µ = 1 and λ → +∞, we have
→ λ→+∞ λ 2 Vol g 2 n (V ) = µ 2 (g).
• For λ = 1 and µ → +∞, in this case
Finally we get that σ 2 (V ∐ M ) ≥ min(µ 2 (g), σ(M )). It is important that α is a ring homomorphism, i.e. for any connected closed spin manifolds M and N , α(M ∐ N ) = α(M ) + α(N ) and α(M × N ) = α(M ).α(N ). Noting that KO n (pt) vanishes if n = 3, 5, 6, 7 mod 8, is isomorphic to Z if n = 0, 4 mod 8 and is isomorphic to Z/2Z if n = 1, 2 mod 8. Recall also that α is exactly theÂ-genus in dimensions 0-mod 8 and equal to 1 2Â -genus in dimensions 4 mod 8. In [9] , Proposition 3.5 says that in dimensions n = 0, 1, 2, 4 mod 8, there exists a manifold V such that α(V ) = 1 and V carries a metric g such that Scal g = 0.
• When α(M ) = 0 then Thm A in [20] applies and σ(M ) ≥ α n where α n depending only on n. Remember that a cobordism is a manifold W with boundary whose boundary is partitioned in two, W = M ∐ (−N ). 
where α n is a positive constant depending only on n.
Proof: Proposition 3.5 in [9] gives us that for each n = 0, 1, 2, 4 mod 8, n ≥ 1, there is a manifold V of dimension n such that V carries a metric g such that Scal g = 0 and α(V ) = 1.
• First case: If α(M ) = 0, then M is cobordant to a manifold N such that Scal g on N is positive. In this case we can obtained M from N by a finite number of surgeries of dimension k ≤ n − 3. Hence, by Corollary σ(M ) ≥ c n with c n is a positive constant depending only on n.
• Second case: If α(M ) = 1, then α(M ∐ (−V )) = 0, so there exists a manifold N with Scal g > 0 such that M ∐ (−V ) is cobordant to N which is equivalent to say that M is cobordant to V ∐ N . Consequently M can be obtained from V ∐ N by a finite number of surgeries of dimension k ≤ n − 3. Applying the main theorem of this paper, we get the desired result.
