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a b s t r a c t
In this paper, we investigate a class of impulsive BAM neural networks with time-
varying delays. By establishing the delay differential inequality with impulsive initial
conditions and employing M-matrix theory, we find some new sufficient conditions
ensuring the existence, uniqueness and global exponential stability of the equilibrium
point for impulsive BAM neural networks with time-varying delays. In particular, the
estimate of the exponential convergence rate is also provided, which depends on the
system parameters. An example is given to show the effectiveness of the results obtained
here.
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1. Introduction
The bi-directional associative memory (BAM) neural network was first introduced by Kosto [1]. It is important model
with the ability of information memory and information association, which is crucial for application in pattern recognition,
solving optimization problems and automatic control engineering [2–4]. In such applications, the stability of networks plays
an important role, it is of significance and necessary to investigate the stability. In both biological and man-made neural
networks, the delays arise because of the processing of information [5]. Time delays may lead to oscillation, divergence, or
instability which may be harmful to a system [5,6]. Therefore, study of neural dynamics with consideration of the delayed
problem becomes extremely important to manufacture high quality neural networks. Recently, BAM neural networks have
been extensively studied both in theory and applications, for example, see [3–16] and references therein.
On the other hand, in the real world, many evolutionary processes are characterized by abrupt changes at certain
time. These changes are called impulsive phenomena, which are included in many fields such as physics, chemistry,
population dynamics, optimal control, etc. Fundamental theory of impulsive differential equations has been developed
in [17]. Furthermore, researches of impulsive differential equations and impulsive neural networks have been receivedmuch
interesting in recent years [18–37]. Meanwhile, several kinds of neural networks with impulse have been investigated. In
particular, in [27], Li introduce a class of BAMneural networkswith delays and impulses, provided some sufficient conditions
for the global exponential stability of unique equilibriumpoint for BAMneural networkswith delays and impulses. Recently,
in [28–32], the authors have, respectively, investigated global exponential stability and global asymptotic stability of
equilibriumpoint for impulsive BAMneural networkswith (constant) delays. In addition, someauthors have investigated the
existence and exponential stability of equilibrium point of BAM neural networks with impulses and distributed delays [33,
34], as well as the existence and exponential stability of periodic solution of BAM neural networks with impulses and
time-varying delays [35,36] or distributed delays [37]. To the best of our knowledge, few results for the problem of global
exponential stability of impulsive BAM neural networks with time-vary delays have been reported in the literature.
I This work was supported by grant 2006A109 from the Scientific Research Fund of Sichuan Provincial Education Department.
E-mail address: lkl@suse.edu.cn.
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.03.038
K. Li / Computers and Mathematics with Applications 56 (2008) 2088–2099 2089
Motivated by the above discussions, the objective of this paper is to analyze impulsive BAM neural networks with
time-varying delays. By establishing the delay differential inequality with impulsive initial conditions and employing M-
matrix theory, we give a set of sufficient conditions ensuring existence, uniqueness and global exponential stability of the
equilibrium point for impulsive BAM neural networks with time-varying delays.
2. Model description and preliminaries
Consider impulsive BAM neural networks with time-varying delays
x˙i(t) = −aixi(t)+
m∑
j=1
bjigj(yj(t))+
m∑
j=1
cjigj(yj(t − τji(t)))+ Ji, t 6= tk,
xi(t+) = xi(t−)+ Iik(xi(t−)), t = tk, k ∈ N , {1, 2, . . .},
y˙j(t) = −a¯jyj(t)+
n∑
i=1
b¯ijfi(xi(t)+
n∑
i=1
c¯ijfi(xi(t − σij(t)))+ J¯j, t 6= tk
yj(t+) = yj(t−)+ I¯jk(yj(t−)), t = tk, k ∈ N , {1, 2, . . .}
(1)
for i = 1, 2, . . . , n, j = 1, 2, . . . ,m, t > 0, where xi(t) and yj(t) are the state of the ith neuron and the jth neuron at time
t , respectively; fi and gj denote the signal functions of the ith neuron and the jth neuron at time t , respectively; Ji and J¯j
denote inputs of the ith neuron and the jth neuron at the time t , respectively; ai > 0, a¯j > 0, bji, cji, b¯ij, c¯ij are constants,
ai and a¯j represent the rate with which the ith neuron and the jth neuron will reset their potential to the resting state in
isolation when disconnected from the networks and external inputs, respectively; bji, cji, b¯ij, c¯ij are the connection weights,
respectively; τji(t) (0 ≤ τji(t) ≤ τji) andσij(t) (0 ≤ σij(t) ≤ σij) correspond to the transmission delays at time t , respectively.
tk is called impulsive moment, and satisfies 0 < t1 < t2 < · · ·, limk→+∞ tk = +∞; xi(t−k ) and xi(t+k ) denote the left-hand
and right-hand limit at tk, respectively; Iik and I¯jk show impulsive perturbation of the ith neuron and jth neuron at time tk,
respectively. We always assume xi(t+k ) = xi(tk) and yj(t+k ) = yj(tk), k ∈ N . The initial conditions are given by{xi(t) = φi(t), −τ ≤ t ≤ 0, τ = max
1≤i≤n,1≤j≤m
{τji},
yj(t) = ϕj(t), −σ ≤ t ≤ 0, σ = max
1≤i≤n,1≤j≤m
{σij},
where φi(t), ϕj(t)(i = 1, 2, . . . , n; j = 1, 2, . . . ,m) are continuous on [−τ , 0], [−σ , 0], respectively.
If impulsive operators Iik(xi) = 0, I¯jk(yj) = 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, k ∈ N , then system (1) may reduce to the
following model:
x˙i(t) = −aixi(t)+
m∑
j=1
bjigj(yj(t))+
m∑
j=1
cjigj(yj(t − τji(t)))+ Ji, t > 0,
y˙j(t) = −a¯jyj(t)+
n∑
i=1
b¯ijfi(xi(t)+
n∑
i=1
c¯ijfi(xi(t − σij(t)))+ J¯j, t > 0.
(2)
System (2) is called the continuous system of model (1).
If τji(t) = τji, σij(t) = σij, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, then system (1) become impulsive BAM neural networks
with constant delays:
x˙i(t) = −aixi(t)+
m∑
j=1
bjigj(yj(t))+
m∑
j=1
cjigj(yj(t − τji))+ Ji, t 6= tk,
xi(t+) = xi(t−)+ Iik(xi(t−)), t = tk, k ∈ N,
y˙j(t) = −a¯jyj(t)+
n∑
i=1
b¯ijfi(xi(t)+
n∑
i=1
c¯ijfi(xi(t − σij))+ J¯j, t 6= tk
yj(t+) = yj(t−)+ I¯jk(yj(t−)), t = tk, k ∈ N
(3)
for i = 1, 2, . . . , n, j = 1, 2, . . . ,m, t > 0.
Throughout this paper, we make the following assumptions:
(H1) The neurons activation functions fi and gj (i = 1, 2, . . . , n; j = 1, 2, . . . ,m) are Lipchitz-continuous, that is, there exist
constants Fi > 0 and Gj > 0 such that
|fi(ξ1)− fi(ξ2)| ≤ Fi|ξ1 − ξ2|, |gj(ξ1)− gj(ξ2)| ≤ Gj|ξ1 − ξ2|
for all ξ1, ξ2 ∈ R.
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(H2) Let Iˆk(x) = x + Ik(x) and ˆ¯Ik(y) = y + I¯k(y) be Lipschitz continuous in Rn and Rm, respectively, that is, there exist
nonnegative diagnose matrices Γk = diag(γ1k, γ2k, . . . , γnk) and Γ¯k = diag(γ¯1k, γ¯2k, . . . , γ¯mk) such that
|Iˆk(x)− Iˆk(y)| ≤ Γk|x− y|, for all x, y ∈ Rn, k ∈ N,
|ˆ¯Ik(u)− ˆ¯Ik(v)| ≤ Γ¯k|u− v|, for all u, v ∈ Rm, k ∈ N,
where Iˆk(x) = (Iˆ1k(x1), Iˆ2k(x2), . . . , Iˆnk(xn))T, ˆ¯Ik(x) = (ˆ¯I1k(y1), ˆ¯I2k(y2), . . . , ˆ¯Imk(ym))T, Ik(x) = (I1k(x1), I2k(x2), . . . ,
Ink(xn))T,I¯k(y) = (I¯1k(y1), I¯2k(y2), . . . , I¯mk(ym))T.
To begin with, we introduce some notation and recall some basic definitions.
PC[J, Rl] , {z(t) : J → Rl|z(t) is continuous at t 6= tk, z(t+k ) = z(tk) and z(t−k ) exists for t, tk ∈ J, k ∈ N}, where J ⊂ R is
an interval, l is a positive integer.
PC , {ψ : [−ω, 0] → Rl|ψ(s) is bounded, and ψ(s+) = ψ(s) for s ∈ [−ω, 0), ψ(s−) exists for s ∈ (−ω, 0], φ(s−) =
φ(s) for all but at most a finite number of points s ∈ (−ω, 0]}.
For anm×nmatrixA, |A|denotes the absolute valuematrix givenby |A| = (|aij|)m×n. For any vector z = (z1, z2, . . . , zl)T ∈
Rl, ψ(s) = (ψ1(s), ψ2(s), . . . , ψl(s))T ∈ PC , denote
‖z‖ = max
1≤i≤l
|zi|, ‖ψ‖ = sup
−ω≤s≤0
max
1≤i≤l
|ψi(s)|.
For A = (aij)m×n, B = (bij)m×n ∈ Rm×n, A ≥ B (A > B)means that each pair of corresponding elements of A and B such that
the inequality aij ≥ bij (aij > bij).
Definition 1. A function (x, y)T : [−ω,+∞)→ Rn+m is said to be the special solution of system (1) with initial condition
x(s) = φ(s), y(s) = ϕ(s) s ∈ [−ω, 0],
if the following two conditions are satisfied
(i) (x, y)T is piecewise continuous with first kind discontinuity at the points tk, k = 1, 2, . . .. Moreover, (x, y)T is right
continuous at each discontinuity point.
(ii) (x, y)T satisfies model (1) for t ≥ 0, and x(s) = φ(s), y(s) = ϕ(s) for s ∈ [−ω, 0].
Especially, a point (x∗, y∗)T ∈ Rn+m is called an equilibrium point of model (1), if (x(t), y(t))T = (x∗, y∗)T is a solution of
(1).
Throughout this paper, we always assume that the impulsive jumps Ik and I¯k satisfy (referring to [18–32])
Ik(x∗) = 0 and I¯k(y∗) = 0, k ∈ N, i.e., Iˆk(x∗) = x∗ and ˆ¯I(y∗) = y∗, k ∈ N, (4)
where (x∗, y∗)T is the equilibrium point of continuous systems (2). That is, if (x∗, y∗)T is an equilibrium point of continuous
system (2), then (x∗, y∗)T is also the equilibrium of impulsive system (1).
Definition 2 ([38]). A real matrix D = (dij)n×n is said to be a nonsingularM-matrix if dij ≤ 0, i, j = 1, 2, . . . , n, i 6= j, and all
successive principal minors of D are positive.
Lemma 1 ([38]). Let D = (dij)n×n with dij ≤ 0 (i 6= j), then D is a nonsingular M-matrix if and only if the diagonal elements of
D are all positive and there exists a positive vector d such that Dd > 0 or DTd > 0.
Definition 3. The equilibrium point (x∗, y∗)T of model (1) is said to be globally exponentially stable, if there exist constants
λ > 0 andM ≥ 1 such that
n∑
i=1
|xi(t)− x∗i | +
m∑
j=1
|yj(t)− y∗j | ≤ Me−λt(‖ φ − x∗ ‖ + ‖ ϕ − y∗ ‖)
for all t ≥ 0.
3. Existence and uniqueness of equilibrium point
In this section, we will discuss the existence and uniqueness of the equilibrium point of BAM neural networks with
time-varying delays, and give their proofs.
Theorem 1. Under assumption (H1), if the following condition is satisfied
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(C1) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0, η = (η1, η2, . . . , ηm)T > 0 and positive number λ > 0 such that
(λ− ai)ξi +
m∑
j=1
(|bji| + |cji|eλτji)Gjηj < 0, i = 1, 2, . . . , n
(λ− a¯j)ηj +
n∑
i=1
(|b¯ij| + |c¯ij|eλσij)Fiξi < 0, j = 1, 2, . . . ,m.
Then there is exactly one equilibrium point of model (1).
Remark 1. From Lemma 1, we easily prove that (C1) holds if and only if one of the following conditions is true:
(i) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0 and η = (η1, η2, . . . , ηm)T > 0 such that
−aiξi +
m∑
j=1
(|bji| + |cji|)Gjηj < 0, i = 1, 2, . . . , n,
−a¯jηj +
n∑
i=1
(|b¯ij| + |c¯ij|)Fiξi < 0, j = 1, 2, . . . ,m.
(ii) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0 and η = (η1, η2, . . . , ηm)T > 0 such that
−aiξi + Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj < 0, i = 1, 2, . . . , n,
−a¯jηj + Gj
n∑
i=1
(|bji| + |cji|)ξi < 0, j = 1, 2, . . . ,m.
(iii) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0, η = (η1, η2, . . . , ηm)T > 0 and positive number λ > 0 such that
(λ− ai)ξi + Fi
m∑
j=1
(|b¯ij| + |c¯ij|eλσij)ηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj + Gj
n∑
i=1
(|bji| + |cji|eλτji)ξi < 0, j = 1, 2, . . . ,m.
In fact, if (C1) holds, let λ = 0 in (C1), we know that (i) holds. Also, set A = diag(a1, a2, . . . , an), A¯ =
diag(a¯1, a¯2, . . . , a¯m), B = (|bji|)m×n, C = (|cji|)m×n, B¯ = (|b¯ij|)n×m, C¯ = (|c¯ij|)n×m,G = diag(G1,G2, . . . ,Gm), F =
diag(F1, F2, . . . , Fn). From ξ = (ξ1, ξ2, . . . , ξn)T > 0, η = (η1, η2, . . . , ηm) > 0, we have( −A (BT + CT)G
(B¯T + C¯T)F −A¯
)(
ξ
η
)
< 0,
which implies that D =
(
A −(BT + CT)G
−(B¯T + C¯T)F A¯
)
is a singular M-matrix, from Lemma 1, we know that DT is a nonsingular
M-matrix. So,
(
A −(BT + CT)G
−(B¯T + C¯T)F A¯
)T (
ξ
η
)
> 0 or
( −A (BT + CT)G
(B¯T + C¯T)F −A¯
)T (
ξ
η
)
< 0, this is,
( −A F(B¯+ C¯)
G(B+ C) −A¯
)T (
ξ
η
)
< 0.
It follows that
−aiξi + Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj < 0, i = 1, 2, . . . , n,
−a¯jηj + Gj
n∑
i=1
(|bji| + |cji|)ξi < 0, j = 1, 2, . . . ,m.
That is, (ii) holds. By the continuity, there exist a positive number λ > 0 such that
(λ− ai)ξi + Fi
m∑
j=1
(|b¯ij| + |c¯ij|eλσij)ηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj + Gj
n∑
i=1
(|bji| + |cji|eλτji)ξi < 0, j = 1, 2, . . . ,m.
This implies (iii) holds. Of course, the reverse of the above process is also true.
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Proof. Let (x∗, y∗)T be an equilibrium point of system (1), then we have
−aix∗i +
m∑
j=1
bjigj(y∗j )+
m∑
j=1
cjigj(y∗j )+ Ji = 0, i = 1, 2, . . . , n,
−a¯jy∗j +
n∑
i=1
b¯ijfi(x∗i )+
n∑
i=1
c¯ijfi(x∗i )+ J¯j = 0, j = 1, 2, . . . ,m.
We denote h(x1, . . . , xn, y1, . . . , ym) = (h1, . . . , hn, h¯1, . . . , h¯m)T, where
hi = aixi −
m∑
j=1
bjigj(yj)−
m∑
j=1
cjigj(yj)− Ji, i = 1, 2, . . . , n,
h¯j = a¯jyj −
n∑
i=1
b¯ijfi(xi)−
n∑
i=1
c¯ijfi(xi)− J¯j, j = 1, 2, . . . ,m.
Obviously, the equilibrium points of model (1) are the solutions of system of equations{
hi = 0, i = 1, 2, . . . , n,
h¯j = 0, j = 1, 2, . . . ,m. (5)
Define the following homotopic mapping:
H(x1, . . . , xn, y1, . . . , ym) = λh(x1, . . . , xn, y1, . . . , ym)+ (1− λ)(x1, . . . , xn, y1, . . . , ym)T,
where λ ∈ [0, 1]. Let Hk(k = 1, 2, . . . , n+m) denote the kth component of H(x1, . . . , xn, y1, . . . , ym), then we can get the
following inequalities
|Hi| ≥ λai|xi| − λ
m∑
j=1
(|bji| + |cji|)Gj|yj| − λ
m∑
j=1
(|bji| + |cji|)|gj(0)| − λ|Ji|,
|Hn+j| ≥ λa¯j|yj| − λ
n∑
i=1
(|b¯ij| + |c¯ij|)Fi|xi| − λ
n∑
i=1
(|b¯ij| + |c¯ij|)|fi(0)| − λ|J¯j|,
(6)
for i = 1, 2, . . . , n, j = 1, 2, . . . ,m. In fact, for i = 1, 2, . . . , n, we have
|Hi| ≥ (1− λ)|xi| + λai|xi| − λ
m∑
j=1
(|bji| + |cji|)|gj(yj)| − λ|Ji|
≥ λai|xi| − λ
m∑
j=1
(|bji| + |cji|)|gj(yj)− gj(0)+ gj(0)| − λ|Ji|
≥ λai|xi| − λ
m∑
j=1
(|bji| + |cji|)|gj(yj)− gj(0)| − λ
m∑
j=1
(|bji| + |cji|)|gj(0)| − λ|Ji|
≥ λai|xi| − λ
m∑
j=1
(|bji| + |cji|)Gj|yj| − λ
m∑
j=1
(|bji| + |cji|)|gj(0)| − λ|Ji|.
By the same reason, for j = 1, 2, . . . ,m, we have
|Hn+j| ≥ λa¯j|yj| − λ
n∑
i=1
(|b¯ij| + |c¯ij|)Fi|xi| − λ
n∑
i=1
(|b¯ij| + |c¯ij|)|fi(0)| − λ|J¯j|.
Since (C1) holds, from Remark 1, there exist ξ = (ξ1, ξ2, . . . , ξn)T > 0 and η = (η1, η2, . . . , ηm)T > 0 such that
−aiξi + Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj < 0, i = 1, 2, . . . , n,
−a¯jηj + Gj
n∑
i=1
(|bji| + |cji|)ξi < 0, j = 1, 2, . . . ,m.
It follows that
n∑
i=1
ξi|Hi| ≥
n∑
i=1
[
ξiλai|xi| − λ
m∑
j=1
ξi(|bji| + |cji|)Gj|yj| − λ
m∑
j=1
ξi(|bji| + |cji|)|gj(0)| − λξi|Ji|
]
(7)
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and
m∑
j=1
ηj|Hn+j| ≥
m∑
j=1
[
ηjλa¯j|yj| − λ
n∑
i=1
ηj(|b¯ij| + |c¯ij|)Fi|xi| − λ
n∑
i=1
ηj(|b¯ij| + |c¯ij|)|fi(0)| − ληj|J¯j|
]
. (8)
We obtain from (7) and (8) that
n∑
i=1
λi|Hi| +
m∑
j=1
ηj|Hn+j| ≥ λ
n∑
i=1
[
aiξi − Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj
]
|xi| + λ
m∑
j=1
[
a¯jηj − Gj
n∑
i=1
(|bji| + |cji|)ξi
]
|yj|
− λ
n∑
i=1
[
ξi|Ji| + |fi(0)|
m∑
j=1
(|b¯ij| + |c¯ij|)ηj
]
− λ
n∑
j=1
[
ηj|J¯j| + |gj(0)|
n∑
i=1
(|bij| + |cij|)ξi
]
, (9)
Define
ρ0 = min
1≤i≤n
{
aiξi − Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj
}
,
µ0 = max
1≤i≤n
{
|Ji|ξi + |fi(0)|
m∑
j=1
(|b¯ij| + |c¯ij|)ηj
}
,
ρ1 = min
1≤j≤m
{
a¯jηj − Gj
n∑
i=1
(|bji| + |cji|)ξi
}
,
µ1 = max
1≤j≤m
{
|J¯j|ηj + |gj(0)|
n∑
i=1
(|b¯ji| + |c¯ji|)ξi
}
,
‖x‖1 =
n∑
i=1
|xi|, ‖y‖1 =
m∑
j=1
|yj|.
Let
Γ =
{
(x, y)T
∣∣∣∣‖x‖1 ≤ n(µ0 + 1)ρ0 , ‖y‖1 ≤ m(µ1 + 1)ρ1
}
,
then, for any (x, y)T ∈ ∂Γ , we have
n∑
i=1
ξi|Hi| +
m∑
j=1
ηj|Hn+j| ≥ λρ0‖x‖1 − λnµ0 + λρ1‖y‖1 − λmµ1
= λρ0 n(µ0 + 1)
ρ0
− λnµ0 + λρ1m(µ1 + 1)
ρ1
− λmµ1
> 0, λ ∈ (0, 1].
This means H(x1, . . . , xn, y1, . . . , ym) 6= 0, for any (x1, . . . , xn, y1, . . . , ym)T ∈ ∂Γ , λ ∈ (0, 1]. Also, as λ = 0,
H(x1, . . . , xn, y1, . . . , ym) = (x1, . . . , xn, y1, . . . , ym) 6= 0, for any (x1, . . . , xn, y1, . . . , ym)T ∈ ∂Γ . Hence, we have
H(x1, . . . , xn, y1, . . . , ym) 6= 0, for any (x1, . . . , xn, y1, . . . , ym)T ∈ ∂Γ , λ ∈ [0, 1].
From homotopy invariance theorem, we get
deg(h,Γ , 0) = deg(H,Γ , 0) = 1,
by topological degree theory, we know that system (2) has at least one solution in Γ . That is, model (1) has at least an
equilibrium point.
In order to prove the uniqueness of equilibrium point, let (x1, x2, . . . , xn, y1, y2, . . . , ym)T and (x∗1, x
∗
2, . . . , x
∗
n, y
∗
1, y
∗
2,
. . . , y∗m)T be two equilibrium points of the model (1), by using of Lemma 1 and (H1), we easily obtain the following
inequalities
aiξi|xi − x∗i | ≤ ξi
m∑
j=1
(|bji| + |cji|)Gj|yj − y∗j | (10)
and
a¯jηj|yj − y∗j | ≤ ηj
n∑
i=1
(|b¯ij| + |c¯ij|)Fi|xi − x∗i |. (11)
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It follows from (10) and (11) that
n∑
i=1
[
aiξi − Fi
m∑
j=1
(|b¯ij| + |c¯ij|)ηj
]
|xi − x∗i | +
m∑
j=1
[
a¯jηj − Gj
n∑
i=1
(|bji| + |cji|)ξi
]
|yj − y∗j | ≤ 0.
This implies from (C1) that xi = x∗i , yj = y∗j , i = 1, 2, . . . , n, j = 1, 2, . . . ,m. Therefore, the system (1) has one unique
equilibrium point. The proof is completed. 
4. Global exponential stability of equilibrium point
Lemma 2. Let a < b ≤ +∞, (u(t), v(t)) (u(t) = (u1(t), u2(t), . . . , un(t))T ∈ PC[[a, b), Rn], v(t) = (v1(t), v2(t),
. . . , vm(t))T ∈ PC[[a, b), Rm]) be arbitrary solution of the following delay differential inequality with the initial conditions
u(a+ s) ∈ PC[[−τ , 0], Rn] and v(a+ s) ∈ PC[−σ , 0], Rm]:
D+ui(t) ≤ −aiui(t)+
m∑
j=1
pjivj(t)+
m∑
j=1
qjivj(t − τji(t)), i = 1, 2, . . . , n,
D+vj(t) ≤ −a¯jvj(t)+
n∑
i=1
p¯ijui(t)+
n∑
i=1
q¯ijui(t − σij(t)), j = 1, 2, . . . ,m,
(12)
where ai > 0, pji > 0, qji > 0, a¯j > 0, p¯ij > 0, q¯ij > 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m. If the initial conditions satisfies{
u(s) ≤ κξe−λ(s−a), s ∈ [−τ , 0],
v(s) ≤ κηe−λ(s−a), s ∈ [−σ , 0], (13)
in which λ > 0, ξ = (ξ1, ξ2, . . . , ξn)T > 0 and η = (η1, η2, . . . , ηm)T > 0 satisfy
(λ− ai)ξi +
m∑
j=1
(pji + eλτjiqji)ηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj +
n∑
i=1
(p¯ij + eλσij q¯ij)ξi < 0, j = 1, 2, . . . ,m.
(14)
Then {
u(t) ≤ κξe−λ(t−a), t ∈ [a, b),
v(t) ≤ κηe−λ(t−a), t ∈ [a, b).
Proof. For i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . ,m} and arbitrary ε > 0, set zi(t) , (κ + ε)ξie−λ(t−a), z¯j(t) , (κ + ε)ηje−λ(t−a),
we prove that{
ui(t) ≤ zi(t) = (κ + ε)ξie−λ(t−a), t ∈ [a, b), i = 1, 2, . . . , n,
vj(t) ≤ z¯j(t) = (κ + ε)ηje−λ(t−a), t ∈ [a, b), j = 1, 2, . . . ,m. (15)
If this is not true, no loss of generality, suppose that there exist i0 and t∗ ∈ [a, b) such that
ui0(t
∗) = zi0(t∗), D+ui0(t∗) ≥ z˙i0(t∗), ui(t) ≤ zi(t), vj(t) ≤ z¯j(t), t ∈ [a, t∗] (16)
for i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . ,m}.
However, from (12), (15) and (16), we get
D+ui0(t
∗) ≤ −ai0ui0(t∗)+
m∑
j=1
pji0vj(t
∗)+
m∑
j=1
qji0vj(t
∗ − τji0(t∗))
≤ −ai0(κ + ε)ξi0e−λ(t
∗−a) +
m∑
j=1
pji0(κ + ε)ηje−λ(t
∗−a) +
m∑
j=1
qji0(κ + ε)ηje−λ(t
∗−τji0 (t∗)−a)
=
[
−ai0ξi0 +
m∑
j=1
(pji0 + qji0eλτji0 (t
∗))ηj
]
(κ + ε)e−λ(t∗−a)
≤
[
−ai0ξi0 +
m∑
j=1
(pji0 + qji0eλτji0 )ηj
]
(κ + ε)e−λ(t∗−a).
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Since (14) holds, it follows that−ai0ξi0 +
∑m
j=1(pji0 + qji0eλτji0 )ηj < −λξi0 < 0. Therefore, we have
D+ui0(t
∗) < −λξi0(κ + ε)e−λ(t
∗−a) = z˙i0(t∗),
which contradicts the inequality D+ui0(t
∗) ≥ z˙i0(t∗) in (16). Thus (15) holds for all t ∈ [a, b). Letting ε→ 0, we have{
ui(t) ≤ κξie−λ(t−a), t ∈ [a, b), i = 1, 2, . . . , n,
vj(t) ≤ κηje−λ(t−a), t ∈ [a, b), j = 1, 2, . . . ,m.
The proof is completed. 
Theorem 2. Under assumptions (H1) and (H2), if the following conditions hold,
(C1) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0, η = (η1, η2, . . . , ηm)T > 0 and positive number λ > 0 such that
(λ− ai)ξi +
m∑
j=1
(|bji| + |cji|eλτji)Gjηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj +
n∑
i=1
(|b¯ij| + |c¯ij|eλσij)Fiξi < 0, j = 1, 2, . . . ,m,
(C2) µ = supk∈N
{
lnµk
tk−tk−1
}
< λ, where µk = max1≤i≤n,1≤j≤m{1, γik, γ¯jk}, k ∈ N.
Then the unique equilibrium point of system (1) is globally exponentially stable, and its exponential convergence rate equals
λ− µ.
Proof. Let (x∗, y∗)T be the unique equilibrium point, (x(t), y(t))T is an arbitrary solution of system (1). Now let ui(t) =
xi(t)− x∗i , i = 1, 2, . . . , n, vj(t) = yj(t)− y∗j , j = 1, 2, . . . ,m. It is easy to see that system (1) can be transformed into the
following system
u˙i(t) = −aiui(t)+
m∑
j=1
bjig˜j(vj(t))+
m∑
j=1
cjig˜j(vj(t − τji(t))), t 6= tk,
ui(t+k ) = I˜ik(ui(t−k )), k ∈ N,
v˙j(t) = −a¯jvj(t)+
n∑
i=1
b¯ij f˜i(ui(t))+
n∑
i=1
c¯ij f˜i(ui(t − σij(t))), t 6= tk,
vj(t+k ) = ˜¯I jk(vj(t−k )), k ∈ N,
(17)
for t > 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, where
f˜i(ui(t)) = fi(ui(t)+ x∗i )− fi(x∗i ), g˜j(vj(t)) = gj(vj(t)+ y∗j )− gj(y∗j ),
I˜ik(ui(t)) = Iˆik(ui(t)+ x∗i )− Iˆik(x∗i ), ˜¯I jk(vj(t)) = ˆ¯I jk(vj(t)+ y∗j )− ˆ¯I jk(y∗j ).
Define the initial conditions of (17){
φ˜(s) = x(s)− x∗ = φ(s)− x∗, s ∈ [−τ , 0],
ϕ˜(s) = y(s)− y∗ = ϕ(s)− y∗, s ∈ [−σ , 0].
From (H1), we calculate the upper right derivative along the solutions of first equation and third equation of (17), we can
obtain
D+|ui(t)| ≤ −ai|ui(t)| +
m∑
j=1
|bji|Gj|vj(t)| +
m∑
j=1
|cji|Gj|vj(t − τji(t))|, i = 1, 2, . . . , n,
D+|vj(t)| ≤ −a¯j|vj(t)| +
n∑
i=1
|b¯ij|Fi|ui(t)| +
n∑
i=1
|c¯ij|Fi|ui(t − σij(t))|, j = 1, 2, . . . ,m.
Let pji = |bji|Gj, qji = |cji|Gj, p¯ij = |b¯ij|Fi, q¯ij = |c¯ij|Fi, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, then we have
D+|ui(t)| ≤ −ai|ui(t)| +
m∑
j=1
pji|vj(t)| +
m∑
j=1
qji|vj(t − τji(t))|, i = 1, 2, . . . , n,
D+|vj(t)| ≤ −a¯j|vj(t)| +
n∑
i=1
p¯ij|ui(t)| +
n∑
i=1
q¯ij|ui(t − σij(t))|, j = 1, 2, . . . ,m,
(18)
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and from (C1), we get
(λ− ai)ξi +
m∑
j=1
(pji + eλτjiqji)ηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj +
n∑
i=1
(p¯ij + eλσij q¯ij)ξi < 0, j = 1, 2, . . . ,m.
(19)
Taking κ = ‖φ˜‖+‖ϕ˜‖min1≤i≤n,1≤j≤m{ξi,ηj} , it is easy to prove that{|u(t)| ≤ κξe−λt , −τ ≤ t ≤ 0 = t0,
|v(t)| ≤ κηe−λt , −σ ≤ t ≤ 0 = t0. (20)
From Lemma 2, we obtain that{|u(t)| ≤ κξe−λt , t0 ≤ t < t1,
|v(t)| ≤ κηe−λt , t0 ≤ t < t1. (21)
Suppose that for l ≤ k, the inequalities{|u(t)| ≤ κµ0µ1 · · ·µl−1ξe−λt , tl−1 ≤ t < tl,
|v(t)| ≤ κµ0µ1 · · ·µl−1ηe−λt , tl−1 ≤ t < tl. (22)
hold, where µ0 = 1. When l = k+ 1, we note that
|u(tk)| = |I˜k(u(t−k ))| ≤ Γk|u(t−k )| ≤ κµ0µ1 · · ·µk−1Γkξ lim
t→t−k
e−λt ≤ κµ0µ1 · · ·µk−1µkξe−λtk , (23)
and
|v(tk)| = |˜¯Ik(v(t−k ))| ≤ Γ¯k|v(t−k )| ≤ κµ0µ1 · · ·µk−1Γ¯kη lim
t→t−k
e−λt ≤ κµ0µ1 · · ·µk−1µkηe−λtk . (24)
From (23) and (24) and µk ≥ 1, we have{|u(t)| ≤ κµ0µ1 · · ·µk−1µkξe−λt , −τ ≤ t ≤ tk,
|v(t)| ≤ κµ0µ1 · · ·µk−1µkηe−λt , −σ ≤ t ≤ tk. (25)
Combining (18), (19) and (25) and Lemma 2, we obtain that{|u(t)| ≤ κµ0µ1 · · ·µkξe−λt , tk ≤ t < tk+1,
|v(t)| ≤ κµ0µ1 · · ·µkηe−λt , tk ≤ t < tk+1. (26)
Applying the mathematical induction, we can obtain the following inequalities{|u(t)| ≤ κµ0µ1 · · ·µkξe−λt , t ∈ [tk, tk+1), k ∈ N,
|v(t)| ≤ κµ0µ1 · · ·µkηe−λt , t ∈ [tk, tk+1), k ∈ N. (27)
According to (C2), we have µk ≤ eµ(tk−tk−1) < eλ(tk−tk−1), so we have
|u(t)| ≤ κeµt1eµ(t2−t1) · · · eµ(tk−1−tk−2)ξe−λt = κξeµtk−1e−λt ≤ κξe−(λ−µ)t , t ∈ [tk−1, tk), k ∈ N,
and
|v(t)| ≤ κeµt1eµ(t2−t1) · · · eµ(tk−1−tk−2)ηe−λt = κξeµtk−1e−λt ≤ κηe−(λ−µ)t , t ∈ [tk−1, tk), k ∈ N.
That is{|u(t)| ≤ κξe−(λ−µ)t , t ∈ [−τ , tk), k ∈ N,
|v(t)| ≤ κηe−(λ−µ)t , t ∈ [−σ , tk), k ∈ N. (28)
It follows that
n∑
i=1
|xi(t)− x∗i | +
m∑
j=1
|yj(t)− y∗j | =
n∑
i=1
|ui(t)| +
m∑
j=1
|vj(t)|
≤
n∑
i=1
κξie−(λ−µ)t +
m∑
j=1
κηje−(λ−µ)t
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=
n∑
i=1
ξi +
m∑
j=1
ηj
min
1≤i≤n,1≤j≤m{ξi, ηj}
(‖φ˜‖ + ‖ϕ˜‖)e−(λ−µ)t
=
n∑
i=1
ξi +
m∑
j=1
ηj
min
1≤i≤n,1≤j≤m{ξi, ηj}
(‖φ − x∗i ‖ + ‖ϕj − y∗j ‖) e−(λ−µ)t .
LetM =
∑n
i=1 ξi+
∑m
j=1 ηj
min1≤i≤n,1≤j≤m{ξi,ηj} , then we have
n∑
i=1
|xi(t)− x∗i | +
m∑
j=1
|yj(t)− y∗j | ≤ M
(‖φ − x∗i ‖ + ‖ϕj − y∗j ‖) e−(λ−µ)t .
The proof is completed. 
Remark 2. In Theorem 2, the parameters µk and µ depend on the impulsive disturbance of system (1), and λ is actually an
estimate of exponential convergence rate of continuous system (2), which is delay-dependent. Condition (C2) shows the fact
that the exponential stability of system (1) still remains when the impulsive intensity µ ∈ [0, λ). Thus, Theorem 2 actually
characterizes the robustness of stability for the impulsive perturbed BAM neural networks (1), which provides flexibility for
the design and analysis of impulsive BAM neural networks with time-varying delays.
Remark 3. For computational consideration, the bigger λ satisfying (C1) is better because the bigger λ will lead to obtain
the bigger right side of (C2). This may reduce the conservatism of (C2). In order to obtain the biggest λ satisfying (C1), we
suggest the following optimization problem
(OP)
{
max λ,
s.t. (C1) holds.
Corollary 1. Under assumption (H1), if the following conditions hold
(C1) there exist vectors ξ = (ξ1, ξ2, . . . , ξn)T > 0, η = (η1, η2, . . . , ηm)T > 0 and positive number λ > 0 such that
(λ− ai)ξi +
m∑
j=1
(|bji| + |cji|eλτji)Gjηj < 0, i = 1, 2, . . . , n,
(λ− a¯j)ηj +
n∑
i=1
(|b¯ij| + |c¯ij|eλσij)Fiξi < 0, j = 1, 2, . . . ,m,
(C2
′
) the impulsive operators Iik(xi(t−k ) and I¯jk(yj(t
−
k ) satisfy{
Iik(xi(t−k )) = −δik(xi(t−k )− x∗i ), 0 < δik < 2, i = 1, 2, . . . , n, k ∈ N,
I¯ik(yj(t−k )) = −δ¯jk(yj(t−k )− y∗j ), 0 < δ¯jk < 2, j = 1, 2, . . . ,m, k ∈ N.
Then the unique equilibrium point of system (1) is globally exponentially stable, and its exponential convergence rate equals λ.
Proof. From (C2′), it is easy to verify that assumption (H2) holds, and we have γik = |1− δik| < 1 and γ¯jk = |1− δ¯jk| < 1.
It follows that µk = max1≤i≤n,1≤j≤m{1, γik, γ¯jk} = 1, k ∈ N , which implies µ = lnµktk−tk−1 = 0 < λ, that is, (C2) holds. From
Theorem 2, we know that this proposition holds. the proof is completed. 
Remark 4. Assumption (C2′) about the impulsive operators is a special case of (H2), which demands that the impulsive
operators must be bounded. Hence, the assumptions about the impulsive operators in [18–21,25,27–31] are conservative
and restrictive for the impulsive part.
Remark 5. Above all Theorems and Corollary are applicable to system (3), which includes those models that have been
investigated in [27–32]. All results in [27–31] were basically built on the impulsive condition (C2
′
) and the nonsingularM-
matrix condition between the network parameters of BAM neural networks. Thus it can be seen that our criteria generalize
and improve those in [27–31].
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5. An illustrate example
In order to illustrate the feasibility of our above-established criteria in the preceding sections, we provide a concrete
example. Although the selection of the coefficients and functions in the example is somewhat artificial, the possible
application of our theoretical theory is clearly expressed.
Example. Consider the following impulsive BAM neural networks with time-varying delays:
x˙i(t) = −aixi(t)+
2∑
j=1
bjigj(yj(t))+
2∑
j=1
cjigj(yj(t − τji(t)))+ Ji, t 6= tk
xi(t+) = xi(t−)+ Iik(xi(t−)) = xi(t−)− (1+ e0.025k)(xi(t−)− 1), t = tk, k ∈ N,
y˙j(t) = −a¯jyj(t)+
2∑
i=1
b¯ijfi(yi(t))+
2∑
i=1
fi(yi(t − σij(t)))+ J¯j, t 6= tk
yj(t+) = yj(t−)+ I¯jk(yj(t−)) = yj(t−)− (1+ e0.025k)(yj(t−)− 1), t = tk, k ∈ N
(29)
for i = 1, 2, j = 1, 2, t > 0, t0 = 0, tk = tk−1 + 0.5k, k ∈ N , where(
a1
a2
)
=
(
4
6
)
,
(
b11 b21
b12 b22
)
=
(
1 0.5
2 0.5
)
,
(
c11 c21
c12 c22
)
=
(
1 0.5
−1 0.5
)
,(
τ11(t) τ21(t)
τ12(t) τ22(t)
)
=
( | sin t| 0.5(cos t + 1)
sin t + 1 | cos t|
)
,
(
J1
J2
)
=
(
4
3
)
,(
a¯1
a¯2
)
=
(
3
2
)
,
(
b¯11 b¯21
b¯12 b¯22
)
=
(
0.5 0.5
0.5 −1
)
,
(
c¯11 c¯21
c¯12 c¯22
)
=
(
0.5 −0.5
0.5 2
)
,(
σ11(t) σ21(t)
σ12(t) σ22(t)
)
=
(
0.5(sin t + 1) 0.25(cos t + 1)
| sin t| 0.25(sin t + 2)
)
,
(
J¯1
J¯2
)
=
(
2
1
)
,
fi(x) = gj(x) = |x+ 1| − |x− 1|2 , i, j = 1, 2.
From above parameters, we have F1 = F2 = 1,G1 = G2 = 1, (τji)2×2 =
(
1 1
2 1
)
, (σij)2×2 =
(
1 0.5
1 0.75
)
, Γk =(
e0.025k
e0.025k
)
, Γ¯k =
(
e0.025k
e0.025k
)
.
Solving the following optimization problem
max λ
(λ− a1)ξ1 +
(|b11| + |c11|eλτ11)G1η1 + (|b21| + |c21|eλτ21)G2η2 < 0,
(λ− a2)ξ1 +
(|b12| + |c12|eλτ12)G1η1 + (|b22| + |c22|eλτ22)G2η2 < 0,
(λ− a¯1)η1 +
(|b¯11| + |c¯11|eλσ11) F1ξ1 + (|b¯21| + |c¯21|eλσ21) F2ξ2 < 0,
(λ− a¯2)η2 +
(|b¯12| + |c¯12|eλσ12) F1ξ1 + (|b¯22| + |c¯22|eλσ22) F2ξ2 < 0,
λ > 0, ξ = (ξ1, ξ2)T > 0, η = (η1, η2) > 0.
We get λ ≈ 0.187 > 0, ξ = (ξ1, ξ2)T = (449 290, 361 464)T > 0 and η = (η1, η2)T = (310 945, 931 490)T > 0, so (C1)
holds. From Theorem 1, we know system (29) has a unique equilibrium point, this equilibrium point is (1, 1, 1, 1)T. Also,
µk = max
1≤i≤2,1≤j≤2
{1, γik, γ¯jk} = e0.025k, µ = sup
k∈N
lnµk
tk − tk−1 =
0.025k
0.5k
= 0.05 < 0.187 = λ.
That is, (C2) holds. From Theorem2, the unique equilibriumpoint (1, 1, 1, 1)T of system (29) is globally exponentially stable,
and its exponential convergence rate is about 0.137.
6. Conclusions
We have dealt with the problem of global exponential stability analysis for impulsive BAM neural networks with
time-varying delays. The general sufficient conditions have been obtained to ensure the existence, uniqueness and global
exponential stability of the equilibrium point for impulsive BAM neural networks with time-varying delays. In particular,
an illustrate example is given to show the effectiveness of obtained results. In addition, the sufficient conditions what we
obtained are delay-dependent and easily verified. This has practical benefits, since easily verifiable conditions for the global
exponential stability are important in the design and applications of neural networks.
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