Summary. Environmental epidemiological studies of the health effects of air pollution frequently utilize the generalized additive model (GAM) as the standard statistical methodology, considering the ambient air pollutants as explanatory covariates. Although exposure to air pollutants is multi-dimensional, the majority of these studies consider only a single pollutant as a covariate in the GAM model. This model restriction may be because the pollutant variables do not only have serial dependence but also interdependence between themselves. In an attempt to convey a more realistic model, we propose here the hybrid generalized additive model-principal component analysis-vector auto-regressive (GAM-PCA-VAR) model, which is a combination of PCA and GAMs along with a VAR process. The PCA is used to eliminate the multicollinearity between the pollutants whereas the VAR model is used to handle the serial correlation of the data to produce white noise processes as covariates in the GAM. Some theoretical and simulation results of the methodology proposed are discussed, with special attention to the effect of time correlation of the covariates on the PCA and, consequently, on the estimates of the parameters in the GAM and on the relative risk, which is a commonly used statistical quantity to measure the effect of the covariates, especially the pollutants, on population health. As a main motivation to the methodology, a real data set is analysed with the aim of quantifying the Address for correspondence: Márton Ispány, Faculty of Informatics, University of Debrecen, Debrecen, Kassaí ut 26, 4028 Debrecen, Hungary. E-mail: ispany.marton@inf.unideb.hu 2 J. B. de Souza, V. A. Reisen, G. C. Franco, M. Ispány, P. Bondon and J. Meri association between respiratory disease and air pollution concentrations, especially particulate matter PM 10 , sulphur dioxide, nitrogen dioxide, carbon monoxide and ozone. The empirical results show that the GAM-PCA-VAR model can remove the auto-correlations from the principal components. In addition, this method produces estimates of the relative risk, for each pollutant, which are not affected by the serial correlation in the data. This, in general, leads to more pronounced values of the estimated risk compared with the standard GAM model, indicating, for this study, an increase of almost 5.4% in the risk of PM 10 , which is one of the most important pollutants which is usually associated with adverse effects on human health.
Introduction
The effect of air pollutants on human wellbeing has motivated the study and control of atmospheric pollution, which affects human health even for low levels of air pollutants concentrations within air quality guidelines suggested by the World Health Organization (2006) . Many studies have found significant association between daily pollutant concentration levels and hospital admissions for respiratory and cardiovascular diseases; see Schwartz (2000) , Ostro et al. (1999) and Chen et al. (2010) , among others. The adverse effects of atmospheric pollutants on human health are a source of concern to environmental and public health regulatory agencies. Population studies and epidemiological research have been used to identify these adverse health effects and to guide the development of practices and legislation to control emissions and air quality.
The generalized additive model (GAM) with a Poisson marginal distribution has been the most widely applied method to measure and quantify the non-linear association between adverse health effects and covariates such as ambient concentrations of air pollutants and meteorological conditions, mainly because it allows for non-parametric adjustments of non-linear confounding effects of seasonality and trends.
In spite of its widespread use, many researchers claim that care is needed when applying the GAM to time series. The fit can be affected, for instance, by a wrong choice of the number of degrees of freedom in the smooth component and by the presence of auto-correlation in the series under study, among others (see for example, Dionisio et al. (2016) ). Some works that aim to solve these problems include Dominici et al. (2002) , who proposed a correction to the degrees of freedom in the smooth component, Dominici et al. (2006) , Lall et al. (2011) and Michelozzi et al. (2007) , who have used lag-distributed models to relate the response variable to lagged values of a time-dependent predictor, and Figueiras et al. (2005) and Ramsey et al. (2003) , who have proposed some approaches to control the problem of concurvity (the non-linear dependence that can remain among the covariates). Additionally, most of the references in the epidemiological research area related to the study of the association between pollution and adverse health effects usually consider only one pollutant whereas the population under study is exposed to a complex mixture of pollutants; a broad discussion of the effect of correlated measurement errors in time series on the relative risk estimates has recently been given in Dionisio et al. (2016) . The choice of a simple model may be, in general, due to the fact that the pollutants are linearly time-correlated variables, which implies bias in regression estimates since the presence of multicollinearity (the linear dependence between the covariates) can inflate the variance of the estimators. This model restriction may not provide the true picture of the scenario in a real problem. As a result, this incorrect analysis may lead to serious consequences on the health of the population under study such as a false positive conclusion of the pollution health risk.
One way to circumvent the problem of multicollinearity is to perform a principal component analysis (PCA) on the pollutants covariance matrix. PCA is a multivariate statistical technique and it is generally used to reduce the dimensionality of a set of data while preserving, as much as possible, the variability in the covariates; see Johnson and Wichern (2007) . Evaluating the adverse health effects of a combination of pollutants may be easier to interpret and more feasible than isolating the effects of a single pollutant. Some researchers have explored this relevant research direction. For example, Roberts and Martin (2006) evaluated how the pollutants PM 10 , ozone .O 3 /, sulphur dioxide .SO 2 /, nitrogen dioxide .NO 2 / and carbon monoxide (CO) affect health, where the issue of multicollinearity was handled by using PCA. Roberts and Martin (2006) also developed a PCA supervised method in which the relationship between the covariates (the pollutants) and deleterious health effects are determined before the covariates are inserted into the regression model. Recently, Wang and Pham (2011) studied the combined effects of pollutants on daily mortality by using PCA and a robust method. The relative risk estimates RR of the results were more significant when the multivariate PCA technique was used. Nevertheless, application of the PCA technique generally requires the data to be obtained through independent replications. All the time series that are considered in this paper are supposed to be stationary (including the covariates). As the principal components (PCs) are linear combinations of the covariates, their properties are linearly transferred to the PCs. Therefore, the use of PCA to perform statistical inferences on time-correlated covariates, such as ambient concentration of atmospheric pollutants, should be further examined. Zamprogno (2013) has addressed this issue by using theoretical and empirical methods to determine the effect of neglecting the time correlation of the covariates in the PCA technique. Zamprogno (2013) showed that the PCs are auto-correlated if the covariates are also autocorrelated. The PCs contain the time structure of the covariates and must therefore be used judiciously in the regression analysis. To remove the temporal correlation structures of PCA, Zamprogno (2013) suggested filtering the series by using a multivariate auto-regressive moving average model in the pollution variables before performing any statistical analysis using PCA. In the same context, Matteson and Tsay (2011) and Hua and Tsay (2014) applied vector autoregressive (VAR) models to remove the serial correlation of time series of stock returns before carrying out PCA on the residuals of the VAR model. The use of Box-Jenkins methodology to eliminate the serial correlation in the data was also considered in Campbell (1994) who discussed the relationship between sudden infant death syndrome with environmental temperature by using time regression for counts with Poisson marginal distribution.
In the current study, the multicollinearity issue is solved by using PCA on the pollutants, with the components obtained being used as covariates in the GAM. This procedure is called GAM-PCA. Additionally, the problem that is associated with the presence of auto-correlation in the PCs when applying the GAM is circumvented by using a VAR model on the time series of covariates before obtaining the PCs. This new model is called here GAM-PCA-VAR. These two models are formulated theoretically as probabilistic latent variable models in Section 2. The GAM-PCA and GAM-PCA-VAR models are compared with the conventional GAM by means of adequate goodness-of-fit statistics and, also, in terms of the relative risk estimate RR, which is a commonly used tool to measure the effect of the covariates, especially the pollutants, on population health. Some results that are related to the methods proposed and the effect of auto-correlated covariates on the PCA are theoretically and empirically discussed. In addition, the estimate of the relative risk RR is evaluated for each model in a real data problem. The objective of estimating RR is to verify whether there is any change in this statistic due to the characteristics of the covariates under study, such as temporal correlation, among others. As a main result of this paper, we find that the two procedures (GAM-PCA and GAM-PCA-VAR) evidenced larger relative risk estimates than those obtained by using a conventional GAM. A simulation study demonstrates that the intercorrelation and auto-correlation that are found in the explanatory pollutant variables may be responsible for this divergence. This is important evidence that prevents use of the standard GAM, from the epidemiological point of view, since the time series phenomena in the explanatory pollutant variables can produce unrealistic risk impacts on the health of the population under study, i.e. this may indicate a false positive result.
The paper is organized as follows. Section 2 presents the statistical models that are addressed here, such as GAMs, PCA and VAR models, in detail. Section 3 discusses some simulations results and the analysis of a real data set. Section 4 concludes the work.
The data that are analysed in the paper and the programs that were used to analyse them can be obtained from http://wileyonlinelibrary.com/journal/rss-datasets 2. Methodology: generalized additive models, principal component analysis, vector auto-regressive models and relative risk
In this section, we present the methodology that is employed to relate the covariates to the count time series under study. As there are both linear and non-linear relationships between the explanatory variables and the response, a GAM model is used. The procedures are implemented by using count data with a Poisson distribution, as this is a very useful model in practical situations.
We also present, in detail, the PCA and VAR methodologies, to explain how these procedures are linked to solve problems that can occur with the kind of data that we are working with, which means multicollinearity and serial correlation in the explanatory variables.
Generalized additive models
The GAM (see Hastie and Tibshirani (1990) ) with a Poisson marginal distribution is typically used to relate a discrete outcome variable with a set of covariates in the epidemiological area, for example, to quantify the association between health problems and air pollution concentrations. The GAM is widely used to describe non-linear correlations between the variables of interest; see, for example, Schwartz (2000) , Ostro et al. (1999) and Chen et al. (2010) .
Let {Y t } ≡ {Y t } t∈Z be a count time series, i.e. it is composed of non-negative integer-valued random variables. The conditional distribution of Y t , given the past F t−1 which contains the available information up to time t − 1, is characterized by the weights p.y t |F t−1 / := P.Y t = y t |F t−1 / where y t ∈ {0, 1, : : :}. If Y t has a conditional Poisson distribution with mean μ t , then p.y t ; μ t |F t−1 / = exp.−μ t /μ y t t y t ! , y t = 0, 1, : : : :
Thus, the conditional log-likelihood function of the mutually conditionally independent random variables Y 1 , : : : , Y n is given by
where the vector μ := .μ 1 , : : : , μ q / T depends on the covariates and the parameters of the process {Y t }. Let X t = .X 1t , : : : , X pt / T be the vector of covariates of dimension p at time t, where 'T' denotes the transpose, which may include past values of Y t and other auxiliary variables, such as the pollutants and confounding variables (i.e. trends, seasonality and meteorological variables, among others). In what follows, X 1t , : : : , X qt denote the pollutants, whereas X .q+1/t , : : : , X pt denote the confounding variables at time t (q p).
The relationship between Y t and the vector X t of covariates is obtained by setting (see, for example, Kedem and Fokianos (2002) 
where .β 0 , β/ with β := .β 1 , : : : , β q / T is the vector of the coefficients to be estimated (β j is the coefficient of the jth covariate), and f j is a smoothing function of an appropriate function space for the jth confounding variable (e.g. the temperature or the humidity variables). Moreover, β 0 denotes the curve intercept and is associated with X 0t = 1 for all t. For simplicity it is assumed that the pollutant covariates are centred. The aforementioned model is usually referred to as a semiparametric model because it involves parametric and non-parametric functions. The parameters of the parametric functions are generally estimated by using maximum likelihood or quasi-likelihood methods, by optimizing the log-likelihood defined in expression (1), with the asymptotic properties given in Kedem and Fokianos (2002) . The non-parametric functions are evaluated by using 'splines', 'LOESS' or moving average functions, among others (see Friedman (1991) and Wahba (2001) ). The relative risk RR is frequently used in epidemiological studies to measure the effect of atmospheric pollutant concentrations on the health of the exposed population. RR for a pollutant covariate X j , j = 1, : : : , q, is defined as the relative change in the expected count of respiratory disease events per ξ-unit change in the covariate while keeping the other covariates fixed. More precisely, see formula (8) in Baxter et al. (1997) :
For Poisson regression RR does not depend on the values x i , i = j, of the other covariates and it can be expressed as
RR is often called the relative rate or rate ratio; see, for example, page 265 in Dalgaard (2008) . Note that for binary outcomes RR is defined as the ratio of probabilities that an event will occur following a certain exposure or non-exposure to a risk factor; see Zou (2004) . RR can also be interpreted in this study as the ratio of probabilities that a patient is suffering from respiratory diseases per ξ-unit change in a pollutant covariate. RR and its approximate confidence interval at an α level of significance of a covariate X j , j = 1, : : : , q, in the GAM with Poisson marginal distribution are estimated as follows:
where ξ is the variation in the pollutant concentration (e.g. a value of 10 μg m −3 of interquartile variation),β j is the estimated coefficient for the pollutant X j being studied with standard error se.β j / and z α=2 denotes the .1 − α=2/-quantile of the standard normal distribution. At an α level of significance, the hypothesis to be tested is defined as H 0 : RR X j = 1 against H 1 : RR X j > 1 where RR X j := RR X j .1/, i.e. RR for a unit change in X j . The rejection of H 0 statistically implies that the pollutant has a significant adverse health effect.
Principal component analysis
PCA is a multivariate statistical technique that aims, in general, to reduce the dimensionality of a data matrix space through linear transformations of the original variables. The correlation between the variables implies the occurrence of multicollinearity in the regression models. In this study, the PCA technique is used to circumvent the problem of pollutants that are correlated with each other. In general, the whole variability of a system determined by q variables can only be explained by using all the q PCs. However, a large part of this variability can be explained by using a lower number r of components (r q); see Johnson and Wichern (2007) .
Consider the following pairs of eigenvalues and eigenvectors of the covariance matrix Σ X of the random vector X = .X 1 , : : : , X q / T : .λ 1 , a 1 /, .λ 2 , a 2 /, : : : , .λ q , a q /, where λ 1 λ 2 : : : λ q . The ith PC of Σ X is
.2/ i = 1, 2, : : : , q, with the properties
For a stationary vector time series {X t } ≡ {X t } t∈Z , X t = .X 1t , : : : , X qt / T , with covariance matrix Σ X , the PCs are defined as Z it = a T i X t , i = 1, : : : , q, and
where Γ X .h/ denotes the autocovariance matrix function of {X t } at lag h with Γ X .0/ = Σ X . This result is proved in Zamprogno (2013) . Equation (3) shows that at zero lag the PCs are uncorrelated whereas equation (4) demonstrates that PCA preserves the auto-correlation structures in time-correlated covariates, i.e., for all i = 1, : : : , q, Z i ≡ {Z it } t∈Z is a time series and the auto-correlation of Z i , ρ Z i .h/ = 0, h = ±1, : : : , provided that the eigenvector a i is not in the null space of the autocovariance matrices Γ X .h/, h = 0, which holds clearly, for example, if these matrices have full rank. In addition, Z i and Z j , j = i, are cross-correlated, i.e. ρ Z i ,Z j .h/ = 0 for all h = ±1, ± 2 : : : :
Thus, PCA must be used judiciously in time series regression models. We propose in Section 2.4 an alternative method to eliminate the auto-correlation of the PCs.
Generalized additive modelling and principal component analysis
One of the research directions that is developed in this paper is the combined use of the PCA technique and a GAM, which is denoted here as GAM-PCA. This hybrid method was previously considered in Wang and Pham (2011) without taking into account the temporal effect in the model parameter estimates. Note that this model is also referred to as a PCA-based GAM (see Zhao et al. (2014) ), where the model is applied to quantify the relationships between fish populations and their environment.
In the GAM-PCA model the covariates Z 1t , : : : , Z qt that are generated by the PCA are linear combinations of the original variables X 1t , : : : , X qt . Mathematically, Z it = a T i X t , similarly to equation (2), but the PCs are now time dependent for all i = 1, : : : , q. These new covariates are used in the GAM. Let r q and, considering the first r pairs of eigenvalues and eigenvectors of the covariance matrix Σ X , define the matrices Λ r := diag.λ 1 , : : : , λ r / and A r := .a 1 , : : : , a r /, i.e. the eigenvectors form columns of matrix A r . We can see that A r is an orthogonal matrix of dimension q × r, i.e. A T r A r = I r where I r is an identity matrix of dimension r. Moreover, A T r Σ X A r = Λ r . Let Λ = Λ q and A = A q . Then Λ r is the top left-hand block of Λ of size r × r and A r consists of the first r columns of A; see, for example, page 11 in Jolliffe (2002) . Any linear combination of the first r new covariates can be expressed as a linear combination of the original covariates in the following way:
where υ := .υ 1 , : : : , υ r / T and β Å := .β Å 1 , : : : , β Å q / T are vectors of dimensions r and q respectively, and the relationship between vectors υ and β Å is given by β Å = A r υ and thus υ = A T r β Å , i.e., in the GAM-PCA model, the new parameter vector β Å of the original covariates is in the range of matrix A r . Then, the link function of the GAM-PCA model using the first r PCs is given as
with r q p, where X t := .X 1t , : : : , X qt / T is the vector of covariates, υ 0 corresponds to the curve intercept with Z 0t = 1 for all t, υ is the vector of coefficients of the first r PCs and f j s are the smoothing functions for the confounding variables (i.e. the temperature and the humidity in this study). In the definition of the link function we denote only the parameters of the new PC covariates and the transformation matrix of the PCA.
The GAM-PCA model can be considered as a probabilistic latent variable model defined by
with link function (6), where Po.·/ denotes the Poisson distribution, the latent variables {Z t } form a vector white noise process of dimension q with diagonal variance matrix Λ (see definition 11.1.2 in Brockwell and Davis (1991) ) and A is an orthogonal matrix of dimension q × q. The quadruple .υ 0 , υ, A, Λ/ forms the parameters of the GAM-PCA model to be estimated. Clearly, the latent variables can be expressed as Z t = A T X t for all t. Hence, GAM-PCA can also be interpreted as a two-stage model where, in the first stage, new variables (PCs) are derived by the PCA using the original covariates and, in the second stage, a GAM is fitted by using these new variables. If {Z t } and thus {X t } are Gaussian processes then the joint distribution of .Y t , X t / can be expressed as a product of a Poisson and a Gaussian distribution. Thus, given a sample .X 1 , Y 1 /, : : : , .X n , Y n /, the log-likelihood, up to a constant, is derived as a hybrid sum of a Poisson and a Gaussian log-likelihood:
where μ t depends on the parameters by the link function (6). The parameters of the GAM-PCA model can be estimated, for example, by the maximum likelihood method. Since the log-likelihood (7) is quite complicated the maximization with respect to its parameters is more complex; hence a two-stage method is proposed. Firstly, the parameter matrices A and Λ are estimated by applying the PCA to the estimated covariance matrixΣ X . Secondly, the parameters υ 0 and υ are estimated by fitting the GAM with link function (6) using the first r PCs. Note that this procedure works without assuming any distribution assumption for the covariates. In the case of Gaussian covariates the maximization of the Gaussian part of the log-likelihood (7) is equivalent to the application of PCA to these covariates. In what follows, the assumption of a normal distribution for covariates is used only in computing the standard information criteria for model selection. The approach that was discussed above is similar to PC regression (see, for example, chapter 8 in Jolliffe (2002)), and it can be considered as a two-stage regression method, which is a procedure that is well known in the econometric area; see Amemiya (1985) . In this context, the estimate of RR per ξ-unit change in the pollutant concentration for the original covariate X j , j = 1, : : : , q, is
where ξ is, for example, the interquartile variation. The termβ Å j is given bŷ
jiυi , j = 1, : : : , q, .9/ whereυ i is the estimated coefficient of the ith PC in equation (6) andâ i , i = 1, : : : , r, are the first r estimated eigenvectors. Equation (9) can be easily derived by using equation (5). Since the PCs are uncorrelated the standard error ofβ Å j can be estimated by
Generalized additive modelling, principal component analysis and vector autoregressive modelling
As previously discussed, the use of PCA for time series produces auto-correlations and crosscorrelations between the PCs. In this paper, we suggest a procedure to eliminate the autocorrelations and cross-correlations of these components by applying a vector auto-regressive moving average (VARMA) filter to the original data to obtain a white noise process; see, also, Greenaway-McGrevy et al. (2012) . The model proposed, called here GAM-PCA-VAR, aims to eliminate the temporal correlation to obtain estimates of the regression parameters, and consequently RR-estimates, which are free from the serial correlation in the covariates that could lead to spurious analysis in real applications. Let now {X t }, X t = .X 1t , X 2t : : : , X qt / T , be a VARMA.p Å , q Å / process defined as the solution to the following system (see Hamilton (1994) ):
.10/ where B is the delay operator, γ is a q-dimensional vector and the innovation process {ε t } is q-dimensional white noise with E.ε t / = 0 and var.ε t / = Σ ε , where Σ ε is a q × q variance matrix. The operators
are polynomial matrices of orders p Å and q Å respectively, and the Φ i s and Θ i s are matrices of constants with dimension q × q. If det{Φ.z/} = 0 for all complex z such that |z| 1 then the VARMA model (10) has exactly one stationary solution; see theorem 11.3.1 in Brockwell and Davis (1991) . Seasonal VARMA models are built by using the same structure as in equation (10), but with the lag time being a multiple of the seasonal period.
The VAR(1) model is a particular case of the VARMA.p Å , q Å / model with p Å = 1 and q Å = 0. Without loss of generality, it is here assumed that γ = 0. Therefore, model (10) simplifies to
. 11/ A VAR(1) process has a unique stationary solution provided that all the eigenvalues of Φ are less than 1 in absolute value. In this case, the unique solution of the VAR(1) model can be expressed as the almost surely convergent infinite series X t = Σ ∞ j=0 Φ j ε t−j ; see example 11.3.1 in Brockwell and Davis (1991) . The autocovariance matrix function of {X t } is given by Γ X .h/ = Σ ∞ j=0 Φ j+h Σ ε .Φ T / j , h = 0, ± 1, : : :. The identification and estimation procedures for model (10) are given in Hamilton (1994) and Brockwell and Davis (1991) . The seasonal VAR(1) model with period s, which is usually denoted by SVAR s .1/, is an extension of model (11) with a seasonal matrix auto-regressive coefficient at lag s. This seasonal matrix must satisfy a similar stationary condition to that of the VAR(1) model; see, for example, Brockwell and Davis (1991) . In what follows, the model proposed here, which combines PCA, VAR and GAM procedures, is discussed.
The GAM-PCA-VAR model is a combination of the VAR(1) model (11), where X t represents the pollution variables at time t in the context of this paper, and the GAM-PCA model by using the white noise error process (11) as covariates. Mathematically, let Z 1t , : : : , Z qt at time t be given by
where .λ i , a i /, i = 1, : : : , q, denote the first r eigenvalues and eigenvectors of the variance matrix Σ ε of the white noise innovation in equation (11), and, therefore, the PC vector Z t has now uncorrelated components Z i ≡ {Z it }, i = 1, : : : , q, and these components are white noise processes with variances λ i , i = 1, : : : , q, respectively. The effect of the VAR(1) filter in the GAM-PCA-VAR model is to eliminate the serial correlation in the original pollutant covariates. Large positive values in a co-ordinate of the innovation ε t indicate locally high environmental influence according to this pollutant at time t. In contrast, large negative values indicate negligible influence. The GAM-PCA-VAR model that is based on the first r PCs is defined by
.13/ which clearly shows that, in contrast with GAM-PCA, Y t depends on both X t and X t−1 , demonstrating the presence of serial dependence in the GAM-PCA-VAR model. The GAM-PCA-VAR model can also be considered as a probabilistic latent variable model defined by
with link function (13), where the latent variables {Z t } form a vector white noise process of dimension q with diagonal variance matrix Λ, A is an orthogonal matrix of dimension q × q and Φ is a matrix of dimension q × q. The quintuplet .υ 0 , υ, A, Λ, Φ/ forms the parameters of the GAM-PCA-VAR model to be estimated. Clearly, the latent variable can be expressed as Z t = A T .X t − ΦX t−1 / for all t; see also equation (12). Hence, GAM-PCA-VAR can be interpreted as a three-stage model, where in the first stage the temporal dependence is eliminated by taking the new serially uncorrelated variable ε t = X t − ΦX t−1 at time t; in the second stage new uncorrelated variables (PCs) {Z t } are derived by using the PCA for the innovation process {ε t }, and in the third stage a GAM is fitted by using the first r PCs as covariates. The order of models in the term GAM-PCA-VAR corresponds to these stages starting with the third and finishing with the first, which is generally accepted in the time series literature.
Under the assumption that the distribution of the innovation vector is multivariate normal, the conditional log-likelihood of the GAM-PCA-VAR model, given a sample .X 1 , Y 1 /, : : : , .X n , Y n /, is derived as
where μ t depends on the parameters by the link function (13). Since maximization of this loglikelihood is also quite computationally expensive, a three-stage estimation method is proposed: firstly, a VAR(1) model is fitted to the original covariates by applying standard time series techniques; secondly, using PCA for the residuals defined by" t = X t −ΦX t−1 , t = 2, : : : , n, wherê Φ denotes the estimated auto-regressive coefficient matrix in the fitted VAR(1) model, the first r PCs are computed; thirdly, a GAM model is fitted using these PCs by maximizing the Poisson part of log-likelihood (14). The relative risk of the GAM-PCA-VAR model, which is computed similarly to expression (8), is denoted here by RR ÅÅ . Remark 1. Another model, called hereafter GAM-VAR-PCA, can be derived by interchanging the order of the VAR filter and PCA. Namely, the multicollinearity between the original covariates is eliminated by PCA firstly and then the serial dependence is handled by VAR modelling. More precisely, let A r be defined as in Section 2.3 and Z .r/ t = A T r X t for all t. We fit a VAR(1) model to the r-dimensional process {Z 
.15/ which looks like equation (13). Nevertheless, there is an important difference between these two formulations. Whereas, in the GAM-PCA-VAR model, the vector Z .r/ t = .Z 1t , : : : , Z rt / T in equation (13) is a white noise process with uncorrelated components Z i ≡ {Z it }, i = 1, : : : , r, in the GAM-VAR-PCA model, the vector W .r/ t in equation (15) is also a white noise process but its components are not necessarily uncorrelated. Hence, the new covariates of the GAM-VAR-PCA model that are involved in the GAM model are no longer uncorrelated and, thus, the estimators of its parameters may present bias and high variance. For this reason, the GAM-VAR-PCA model is not a correct alternative.
Goodness of fit
A comparison of the procedures proposed is performed by means of some goodness-of-fit statistics, such as the mean-square error MSE, Akaike information criterion AIC and Bayesian information criterion BIC. The estimated MSE is defined as
whereŶ i is the predicted value of Y i , the number of hospital treatments. The Akaike information criterion AIC (see Akaike (1973) ) and the Bayesian information criterion BIC (see Schwarz (1978) ), which are widely applied for model selection, are defined as AIC = −2l + 2k, BIC = −2l + k ln.n/, wherel is the maximized value of the log-likelihood function defined by expressions (1), (7) and (14) for the GAM, GAM-PCA and GAM-PCA-VAR models respectively, k is the number of free parameters to be estimated and n is the sample size. Note that k = 1 + r.q + 2/ − r.r + 1/=2 for GAM-PCA and k = 1 + r.q + 2/ + q 2 − r.r + 1/=2 for GAM-PCA-VAR models since the degree of freedom in q × r orthogonal real matrices is rq − r.r + 1/=2. In this study, the log-likelihood l is evaluated at the parameter values resulting from the proposed two-and three-stage estimation methods for GAM-PCA and GAM-PCA-VAR models respectively.
Results

Simulation study
To evaluate the effect in the parameter estimation, and hence in the RR-estimates, of a GAM in the presence of temporal correlation in both the dependent Y t and independent X t = .X 1t , : : : , X qt / T vector, a simple simulation study was conducted. The data were generated under three scenarios: independent data (scenario 1); the dependent variable is a time series and the covariates are independent random vectors in time (scenario 2); both the dependent and independent variables are time series (scenario 3). For the three scenarios, the data were generated from a conditional Poisson model, Y t |X t ∼ Po.μ t /.
Initially, only one covariate X 1 was considered. In this case, for (scenario 1), the predictor is given by log.μ t / = β 0 + β 1 X 1t where X 1t ∼ N.0, 1/ for all t, which means that neither {Y t } nor {X 1t } are time series. Under scenarios 2 and 3, the predictor is given by log.μ t / = β 0 + β 1 X 1t + t , where { t } ∼ AR.1/ with auto-regressive coefficient ϕ = 0:1, 0:5, 0:9. The difference between scenarios 2 and 3 is that, for the first, X 1t ∼ N.0, 1/ for all t and, for the latter, {X 1t } ∼ AR.1/ with φ = 0:5. Thus, scenario 2 represents the case where {Y t } is a time series, but {X 1t } is not and scenario 3 represents the case where both {Y t } and {X 1t } are time series. For these three scenarios, β 0 = 1, β 1 = 1:5, the sample size is n = 100 and the number of Monte Carlo simulations was equal to 1000. The empirical values of the mean, bias and MSE are displayed in Table 1 . All results were obtained by using R code.
In the case of independent data (scenario 1), the estimate of β 1 is very close to the true value, as expected. However, the picture changes dramatically especially in scenario 3. It can be seen that the estimate of β 1 is heavily affected by the auto-correlation structure in the data, by presenting a negative bias which increases in absolute value as ϕ increases positively. Hence, the estimated MSE also increases substantially with ϕ. In particular, for the last scenario when both {Y t } and {X 1t } are time series, it can be seen that the fitted GAM tends to underestimate β 1 severely. As RR is a function of β 1 , its bias also introduces bias in the RR-estimates in the sense that it tends to decrease when the auto-correlation structure increases. Hence, the correlation structure in the data may attenuate the true RR-estimate, which can lead to a false positive conclusion (this empirical evidence was also discussed in Dionisio et al. (2016) in a different simulation scenario). Thus, if a GAM is fitted to time series variables, without mitigating the temporal correlation structure of the covariates as, for example, by removing this from the data, the RR-estimate may not correspond to the true relationship between the variables.
Next, we evaluate the effect in the parameter estimation of a GAM when there are two covariates, X t = .X 1t , X 2t / T . The set-up is the same as described previously for scenarios 1, 2 and 3, with two covariates instead of a single one. Thus, under scenario 1 the predictor is given by log.μ t / = β 0 + β 1 X 1t + β 2 X 2t , where X 1t , X 2t ∼ N.0, 1/ are independent for all t.
Under scenarios 2 and 3, the predictor is given by log.μ t / = β 0 + β 1 X 1t + β 2 X 2t + t , where { t } ∼ AR.1/, with ϕ = 0:5. Now the difference between scenarios 2 and 3 is that, for the first, X 1t , X 2t ∼ N.0, 1/, mutually independent, and, for the latter, .X 1t , X 2t / T forms a VAR(1) process with auto-regressive coefficient matrix Φ of dimension 2 × 2. The results are displayed in Table 2 . From Table 2 , similar conclusions are drawn to those in the case of a single covariate (Table  1) , i.e. the coefficients of X 1 and X 2 are always underestimated when the process is generated by time series, either in the response or in the covariate vector. Nevertheless, the bias in the estimates is much larger in a more complex model structure compared with the case of a single covariate.
The next empirical study has the aim to illustrate, with a simple simulated model, the time correlation effect in the PCA as discussed in Section 2.2, more specifically, the result of equation The estimated PCs, i.e.Ẑ 1t ,Ẑ 2t , t = 1, : : : , 500, were computed from the 2 × 2 sample covariance matrix of {X 1 , : : : , X 500 }. The sample correlation and cross-correlation functions of the PCs are displayed in Fig. 1 , in whichẐ 1t andẐ 2t correspond to PC 1 and PC 2 respectively. As can be seen, the plots clearly indicate that the correlation structure of the models is transferred to the PCs as shown in equation (4). On the basis of the above empirical evidence as well as on the discussion of the previous sections, it is clear that the temporal correlation cannot be neglected when using PCA in regression models with covariates being time series data; otherwise the conclusions can be totally erroneous and lead to severe consequences. Therefore, the use of the proposed methodology discussed in Section 2.4 can be an alternative approach to mitigate this problem. These issues are also discussed in the next section, but with a real data set.
Data analysis
In this study, the number of daily hospital admissions for respiratory diseases was obtained from the main childrens' emergency department in the Vitória metropolitan area (called the Hospital Infantil Nossa Senhora da Gloria). Respiratory diseases are classified according to the 10th international classification of diseases, and the group investigated consisted of children under 6 years old. The study was performed between January 1st, 2005, and December 31st, 2010 .n = 2191/.
The following atmospheric pollutants were studied: PM 10 particulate matter, SO 2 , NO 2 , O 3 and CO. Information on the daily levels of these pollutants and data for meteorological variables were obtained from the State Environment and Water Resources Institute, where the data were collected at eight monitoring stations.
The data collection for all the pollutants occurred over a 24-h period that began in the first halfhour of the day. The following data were obtained at each station: the 24-h average concentration for PM 10 and SO 2 , 8-h moving average concentrations for CO and O 3 , and the 24-h maximum concentration for NO 2 . The daily averages among the stations at which these variables were recorded were used as the covariates in the regression approaches that are suggested here. Table 3 shows the descriptive statistics (i.e. the averages, standard deviations and quantile values, among others) of the variables considered. The average number of daily treatments was 27.1 with a standard deviation of 6.15. The concentrations of the pollutants that were considered exceeded neither the primary air quality standard recommended by the Brazilian National Council for the Environment, nor the guidelines suggested by the World Health Organization. However, other studies have shown that human exposure to air pollutants levels below the acceptable standards can also cause deleterious human health effects; see Bakonyi et al. (2004) .
The average maximum temperature that was used in the model was 29:35 • C with a standard deviation of 3:28 • C, and the average relative humidity of the air was 77.43% with a standard deviation of 6.03%. Fig. 2 shows that the series of air pollutants concentration and the number of hospital admissions for respiratory diseases have seasonal behaviour, which was to be expected for these phenomena. Another characteristic that was observed in the series was an apparently weak stationarity. This result is confirmed in the graphs of the sample auto-correlation functions shown in Fig. 3 . Table 4 shows the correlations between the atmospheric pollutants, the meteorological variables and the treatments. Although some sample correlations appear not to be numerically significant, the non-parametric Pearson correlation test indicated that correlation between the atmospheric pollutants is significant for all pairs of variables at level 5% and for most pairs at level 0.1%. For example, the test displayed 0.0476 as the maximum empirical level, which was temperature . • C/; RH, air relative humidity (%); all correlations were significant at a 5% level. found for the correlation between PM 10 and O 3 . The minimum and maximum temperatures were negatively correlated with the pollutants O 3 and NO 2 and positively correlated with the pollutant PM 10 . The positive correlation between the maximum and minimum temperatures and the pollutant PM 10 could be explained by the acceleration of the pollutant dispersion during the hotter periods and the accumulation of pollutants in the air at low temperatures, which impeded the dispersion of the particles and kept them at atmospheric level.
The aforementioned descriptive and graphical analysis motivated the use of the PCA technique in the GAM for the atmospheric pollutant data, even though the pollutants had an apparently weak correlation and self-correlation structure. Table 5 shows the results of applying the PCA technique to the correlation matrix of the PM 10 , SO 2 , NO 2 , O 3 and CO data. Here, to keep the notation consistent with the previous sections, PC 1, : : : , PC 5 correspond toẐ 1t , : : : ,Ẑ 5t respectively. The first three components correspond to 83.2% of the total variability. The highest coefficients (in eigenvectors) of PCs 1, 2 and 3 are those of the pollutants CO, O 3 and SO 2 respectively. As a complement to the analysis in Table  5 , a cluster division was performed for each component to group, for example, the pollutants with factor loadings higher than 0.45. In Table 5 , a double-dagger symbol indicates the possible clusters for each PC. Fig. 4 shows the time behaviour of some PCs obtained from the pollutant concentration series, i.e. the original data. Fig. 4 shows that PC 1 is auto-correlated and that the cross-correlations are non-null, corroborating the results that were discussed in Sections 2.2 and 3.1. The components also clearly exhibited the seasonal behaviour of the pollution variables, as expected, i.e. the graphs show that the auto-correlation structure of the pollutants persists in the components. Therefore, the PCA technique should be applied carefully even for processes with an apparently weak auto-correlation structure. This is an argument contrary to page 299 in Jolliffe (2002) , in which the author argues that 'when the main objective of PCA is only descriptive, complications such as non-independence (temporal) does not seriously affect this objective' (see, also, Zamprogno (2013) and Vanhatalo and Kulachi (2016) ). The cumulative proportion of the variance was the choice criterion for the components to be included in the GAM. Thus, following the parsimony criterion, the first three components were chosen as covariates (highlighted in italics in Table 5 ), which corresponds to 83.2% of the total variability and the simplest model as possible to handle the complex correlation structure of the data. The number of daily treatments for respiratory diseases was considered to be the dependent variable, and each outcome was modelled on the basis of the assumption that the count of respiratory disease events (i.e. hospital admissions) followed a conditional Poisson distribution.
The analysis involved several procedures implemented in stages. Initially, the short-term seasonality was treated by using indicator variables for week days and holidays. A LOESS smoothing function (see Friedman (1991) ) was used to model the long-term seasonality to control for the non-linear dependence. The confounding covariates (i.e. the temperature and the relative humidity) were modelled by using spline smoothing curves (see Friedman (1991) and Wahba (2001) ). The best GAM-PCA fit was obtained on the basis of a residual analysis and the Akaike information criterion AIC (Akaike, 1973) .
As previously mentioned, the unfiltered PCs are auto-correlated. Consequently, this property was transferred to the residuals of the GAM-PCA model (Fig. 5) . Therefore, as a post-processing step, a seasonal auto-regressive SAR.1/.1/ 7 , model was fitted to the residuals of the GAM-PCA, resulting in the final GAM-PCA model with SAR residuals, briefly the final GAM-PCA model, which has eliminated the auto-correlation in the data. The parameter estimates for this model are given in Table 6 . It should be noted that the temperature was no longer significant and thus was dropped from the final model. Fig. 6 shows that there is no auto-correlation structure in the residuals of the final GAM-PCA model after SAR filtering the residuals of the GAM-PCA model.
For the GAM-PCA-VAR model that is proposed in this paper, a seasonal VAR model with a 7-day period, SVAR 7 .1/, was used to adjust the pollutant vector. Although the model that was discussed in the previous section is related to VAR(1), its extension using an SVAR 7 .1/ model instead is straightforwardly obtained. The seasonal VAR(1) model was selected on the basis of the standard fitting tools of multivariate time series models, e.g. the VAR package of R. Table 7 displays the results of applying the PCA technique to the residual matrix of the seasonal VAR(1) model. It shows that the time structure of the pollutants did not alter the cumulative proportion of the variance, i.e. the variability in the first three components explains 83% of the variability in the filtered data, which is equivalent to the results in Table 5 . This may be explained by the fact that the serial dependence of the pollutants was not sufficiently strong to produce an effect on the PCA (Zamprogno, 2013) , or because of the effect of the high levels of the pollutant on the estimation of the covariance matrix (see, for example, Reisen et al. (2017) , Cotta et al. (2017) and Zamprogno (2013) ).
However, the clustering of the pollutants by factor loadings resulted in a different interpretation, which is more coherent with the behaviour of the variables considered. The clusters are indicated with a double-dagger symbol in the analysis. The results showed cross-correlations between the NO 2 and O 3 pollutants that were not observed in the previous case. These two pollutants are physically associated with each other because the formation of O 3 depends on the release of NO 2 . Fig. 7 shows that the fitting of the seasonal VAR(1) model virtually eliminated the autocorrelation of PC 1 and the cross-correlation, as expected from the aforementioned discussion. The residual plots (auto-correlation function and partial auto-correlation function) of GAM-PCA-VAR displayed similar behaviour to that of the GAM-PCA with SAR residuals (the final GAM-PCA) shown in Fig. 6 . These plots are available on request. Additionally, Fig. 8 shows the fit (predicted values) that was obtained by using the GAM-PCA-VAR model. This graph shows that the model provided a good fit to the data for the variable of interest, i.e. the number of daily treatments for children under 6 years old in the Vitória metropolitan area. The goodness-of-fit results for the three models (GAM, GAM-PCA and GAM-PCA-VAR) by using the MSE-, AIC-and BIC-statistics, are given in Table 8 . MSE for the GAM model is approximately 35% higher than MSE for the other two models, which was an expected result since a more complex model may yield a better residual fit. AIC and BIC indicate that the GAM-PCA-VAR model is the best to fit the data. All these empirical analyses, i.e. the plots of the auto-correlation function and partial auto-correlation function of the residuals which were shown to be uncorrelated, the behaviour of the estimated PCs (Fig. 7) , the final fit (Fig. 8 ) and the results in Table 8 support the fact that the proposed model GAM-PCA-VAR is suitable, for the purpose of the paper, to model these data. The final performance of this procedure to quantify the association between respiratory diseases and pollution is evaluated by means of the estimated RR as follows.
The RR-estimates for each pollutant and model were calculated to compare the performances of the GAM ( RR), GAM-PCA ( RR Å ) and GAM-PCA-VAR ( RR ÅÅ ) models for the variables under consideration. The results are displayed in Table 9 in terms of the increase in the interquartile variation, which was based on performing the RR-analysis for pollutants at different scales. Most RR-estimates were significant for all the models considered, i.e., in general, the pollutants contributed significantly to the increase in the number of treatments for respiratory diseases. In the majority, the most significant RR-estimates were obtained by using the developed GAM-PCA-VAR model.
As an example of a specific and comparative analysis of the RR-values, the RR-estimates for the pollutant PM 10 increased from approximately 2% ( RR) to 3% ( RR Å ) and 7% ( RR ÅÅ ). Substantial increases in the RR-estimates were also observed for the pollutant CO. In this case, RR = 1:020, RR Å = 1:048 and RR ÅÅ = 1:077.
Therefore, the developed GAM-PCA and GAM-PCA-VAR models generally showed more pronounced results than the conventional GAM for the expected increase in the number of treatments for respiratory diseases, since the procedure allows a set of pollutants to be the explanatory variable.
Conclusion
A hybrid of three statistical tools, the VAR model, PCA and the GAM, with Poisson marginal distribution, was developed in this study to correlate the effect of atmospheric exposure to pollutants PM 10 , SO 2 , NO 2 , O 3 and CO with the number of treatments for respiratory diseases in children under 6 years old in the Vitória metropolitan area, Brazil, between 2005 and 2010. Because of the complexity of the real data, a marginal Poisson assumption would not be the most appropriate choice in this case since the series presented an overdispersion problem, which may come from many features of the data such as changes in the mean and variance, and observations with high levels (which increase substantially the variance) among others. Overdispersion is common in this kind of data, and the negative binomial and the generalized Poisson models are frequently used to account for this problem. For example, several statistics were proposed by Yang et al. (2007) in testing for a Poisson regression model against the negative binomial or generalized Poisson alternatives. However, the Poisson distribution is the most popular distribution used in real applications when dealing with association between pollution and health adverse problems. Besides, in this work the main objective was to investigate the effect of serial and cross-correlation of the pollutants that were included in the fit. Therefore, the use of a model that also handles overdispersion is an interesting and important issue to be considered in the context of the data analysed here. Hence this point, and the effect of high concentration levels of the pollutants in the estimate of RR and bootstrap intervals for this quantity, will be part of our future work.
The models developed were denoted here by GAM-PCA and GAM-PCA-VAR. The first model used the PCs of the original pollutants as covariates in the GAM. The residuals of this model were fitted by using the SAR.1/.1/ 7 model, resulting in the final GAM-PCA model. In the second approach, a seasonal VAR(1) model was used to filter the original pollutants, before building the PCs. These modified PCs were then used as covariates in the GAM, resulting in the hybrid model defined as GAM-PCA-VAR. In this model, the auto-correlation and crosscorrelations of the PCs were removed by the VAR model.
A simulation study was conducted to evaluate the effect in the parameter estimates of GAMs when the explanatory variables have serial correlation. The results showed that, if the autocorrelation in the independent variables is not taken into account, the GAM fit tends to underestimate the true value of the coefficients and, consequently, it leads to biased RR-estimates. This means that a true effect of a pollutant in population health can be underestimated if the model is not correctly adjusted. This issue was also recently explored in a different scenario by Dionisio et al. (2016) .
The adequacy of fit of the aforementioned models was compared by means of goodness-of-fit statistics, such as MSE, AIC and BIC. On the basis of these quantities, in general, the three methods displayed close results, where the standard GAM presented the worst performance.
The deleterious health effects of the exposure to pollutants for the population of children in the Vitória metropolitan area were obtained by estimating the relative risk RR of the GAM, GAM-PCA and GAM-PCA-VAR regression models. In general, the RR-estimates were significant for all the models that were considered in the study. It should be stressed here that, in most cases, the estimated RR is larger for GAM-PCA-VAR when compared with the GAM. This can be explained by the results obtained in the simulation study. Thus, the real effect of these pollutants in a number of respiratory diseases can be underestimated if we use the standard GAM under an inappropriate scenario as was the case of the data used here. For example, for the pollutant PM 10 , the estimated relative risk increased from approximately 2% ( RR) to 3% ( RR Å ) and 7% ( RR ÅÅ ). For the GAM-PCA model, an increase of 10:49 μg m −3 (interquartile range) of the particulate material (PM 10 ) resulted in an RR Å -value of 1.029 with 95% confidence interval (1.001,1.09), whereas for the GAM-PCA-VAR model a higher RR ÅÅ -value of 1.075 with 95% confidence interval (1.001,1.092). Similar interpretations could be made for the other pollutants and models developed.
In this study, the results that were obtained by using the GAM and GAM-PCA model were coherent with those reported in Wang and Pham (2011) , in which the morbidity was correlated with the atmospheric pollutant concentrations by using data registered in Korea. Although the serial correlation of the data was ignored by them when using PCA, the study also shows that the PCA technique improved the final relative risk estimates.
