This paper considers mixtures of structural equation models with an unknown number of components. A Bayesian model selection approach is developed based on the Bayes factor. A procedure for computing the Bayes factor is developed via path sampling, which has a number of nice features. The key idea is to construct a continuous path linking the competing models; then the Bayes factor can be estimated ef ciently via grids in [0, 1] and simulated observations that are generated by the Gibbs sampler from the posterior distribution. Bayesian estimates of the structural parameters, latent variables, as well as other statistics can be produced as by-products. The properties and merits of the proposed procedure are discussed and illustrated by means of a simulation study and a real example.
Introduction
Mixture models arise in many contexts, including behavioural, medical, economic and environmental sciences. They have been used, for example, in modelling heterogeneity, handling outliers (Pettit & Smith, 1985) , and density estimation (Roeder & Wasserman, 1997) . It is well recognized that statistical analysis of mixture models is not straightforward (see, for example, McLachlan & Basford, 1988; Titterington, Smith, & Makov, 1985) . A variety of methods have been proposed for estimation with a xed number of components, say K (see Lindsay & Basak, 1993; Hathaway, 1985; Diebolt & Robert, 1994; Robert, 1996) . For mixture models with unknown K, Richardson and Green (1997) developed a full Bayesian analysis on the basis of the jump Markov chain Monte Carlo (MCMC) method (Green, 1995) . However, there are serious dif culties with classical likelihood-based inference for the challenging problem of testing for the number of components. Bootstrap methods have been proposed for dealing with problems involved in the likelihood ratios (see Aitkin, Anderson & Hinde, 1981; Feng & McCulloch, 1996; McLachlan, 1987) . On the other hand, as pointed out by Richardson and Green (1997) , the Bayes paradigm is particularly suited to the problem when K is unknown.
In behavioural sciences such as psychology, sociology and education, heterogeneity of population is inevitable and an important concern. Recently, nite mixtures have been applied to latent variable models in order to deal with heterogeneous populations; see, for example, Arminger and Stein (1997) , Jedidi, Jagpal, and DeSarbo (1997) , Yung (1997) , Dolan and van der Maas (1998) and Arminger, Stein, and Wittenberg (1999) for two-stage methods and maximum likelihood (ML) based methods with various algorithms. Zhu and Lee (2001) proposed a Bayesian analysis coupled with MCMC methods for nite mixtures in the LISREL model. Although these are signi cant contributions to estimation, only limited work has been devoted to the important issue of testing the number of components for nite mixtures of structural equation models (SEMs). Jedidi et al. (1997) gave a brief discussion of the problem of model selection. However, their procedure is based on the rough Bayesian information criterion (BIC) with a xed number of components. Arminger et al. (1999) brie y discussed an ad hoc test and a procedure based on the parametric bootstrap for testing the number of unknown components. However, the associated statistical properties were not addressed.
The aim of this paper is to propose a Bayesian approach for analysing mixtures of SEMs with unknown numbers of components. We formulate the problem as a model selection problem for choosing between mixture SEMs with different numbers of components, and develop an approach based on the Bayes factor (Berger, 1985; Kass & Raftery, 1995) . The Bayes factor is the most important method in Bayesian model selection and has been applied widely to many statistical problems, such as non-nested regression (Carlin & Chib, 1995) , density estimation (Escobar & West, 1995; Roeder & Wasserman, 1997) , multivariate regression with polytomous variables (Song & Lee, 2002) , multiple change-point problems (Green, 1995) and latent variable models (Raftery, 1993; . It is well known that computation of the Bayes factor is highly non-trivial, and various analytic and numerical methods have been proposed in the Bayesian literature (see DiCiccio, Kass, Raftery, & Wasserman, 1997 ). An ef cient procedure is important for mixtures of SEMs that involve a large number of unknown parameters and latent variables. In this paper, an algorithm is developed on the basis of the path sampling (Gelman & Meng, 1998) . In the implementation, random observations need to be sampled from appropriate conditional distributions. An algorithm based on the Gibbs sampler (Geman & Geman, 1984) is constructed for that purpose. It will be shown that the proposed procedure is exible and ef cient, and produces Bayesian estimates and other related statistics as by-products.
The paper is organized as follows. In Section 2, the basic model for mixtures of structural equation models is described. A procedure for computing the Bayes factor via path sampling is brie y outlined in Section 3. Section 4 describes how the proposed procedure can be applied to analyse mixtures of SEMs with an unknown number of components. In particular, an algorithm for computing the Bayes factor for model selection is presented. A simulation study and an example on the basis of a real data set are presented in Section 5 to illustrate the key features of the proposed procedure. A discussion is given in Section 6. Some technical details are presented in the appendices.
Model description
The K-component mixture of SEMs for a random vector y i is de ned as
where K is the number of components, p k are component probabilities which are non-negative and sum to 1.0, and f k (y | m k , S k ) is a multivariate normal density function with unknown mean vector m k and a covariance matrix S k = S k (s k ) that is a matrix function of an unknown parameter vector s k . Here, K is unknown and our main objective is to develop a procedure for selecting a model with the most appropriate K. Suppose that, conditional on the k th component, the p´1 random vector y satis es the measurement model
where m k is an intercept vector, L k is a p´q factor loading matrix, z k is a random vector of latent variables, and e k is a random vector of error measurements with distribution N(0, W k ), independent of z k , and where W k is a diagonal matrix. To handle more complex situations, the latent vector z k is partitioned into (h
, where h k is a q 1´1 vector, y k is a q 2´1 vector and q 1 + q 2 = q. The structural equation of the k th component model, which describes causal effects among the corresponding latent variables, is de ned as
where B k and G k are q 1´q1 and q 1´q2 matrices of unknown parameters such that B 0 k = (I q 1 ± B k ) ± 1 exists and | I q 1 ± B k | is independent of B k . Random vectors y k and d k are independently distributed as N(0, F k ) and N(0, W dk ) respectively, and W dk is a diagonal matrix. Let P k = (B k , G k ) and s k be the parameter vector that contains the free unknown parameters in L k , W k , P k , W dk and F k . The covariance structure of z k is given by
and
Any of these unknown parameter matrices can be set invariant across components.
Because the mixture model de ned in (1) is invariant with respect to permutation of labels k = 1, . . . , K, it is important to adopt unique labelling for identi ability. On the basis of the suggestion in Roeder and Wasserman (1997) , and Zhu and Lee (2001) , the ordering m 11 < . . . < m K 1 is imposed to eliminate label switching, where m k1 is the rst element of the mean vector m k . It is well known that for each k = 1, . . . , K, structural parameters in the covariance matrix S k corresponding to the model de ned by (2) and (3) are not identi ed. There are no suf cient and necessary conditions for identi cation. A common method in structural equation modelling for identifying the covariance matrix is to x appropriate elements in L k , B k and/or G k at preassigned values which are chosen on a problem-by-problem basis (see Section 5 for more concrete examples). For the sake of clarity, we let v be the vector which contains all unknown parameters that de ne an identi ed model.
Computation of Bayes factor via path sampling
In this section, we discuss the Bayes factor (Berger, 1985; Kass & Raftery, 1995) for model selection and its computation via path sampling (Gelman & Meng, 1998) . In general, suppose that the observed data Y have arisen under one of the two nested or non-nested competing models M 0 and M 1 . Let p(Y | M k ) be the probability density of Y given M k . The choice between M 0 and M 1 is commonly based on the Bayes factor de ned by
The Bayes factor is thus a summary of the evidence provided by the data in favour of a statistical model M 1 as opposed to the other model M 0 . It measures how well M 1 predicts the data relative to M 0 . It is useful to consider the natural logarithm of the Bayes factor and interpret the resulting statistic based on the following criterion given in Kass and Raftery (1995) : a negative log B 10 is taken as support for M 0 , while a value between 1 and 3 indicates support for M 0 and a value in excess of 3 points to strong support for M 0 ; a value between 0 and 1 does not allow any conclusion to be drawn. In general, p (Y | M k ) is obtained by integrating over the parameter space, that is,
Since this marginal density cannot usually be obtained in analytic form, various numerical methods have been proposed to estimate the Bayes factor. These include the BIC (Schwarz, 1978) , the Laplace approximation (Tierney & Kadane, 1986) and its Bartlett adjustment (DiCiccio & Stern, 1993) , importance sampling and bridge sampling (DiCiccio et al., 1997) , reciprocal importance sampling (Gelfand & Dey, 1994) , methods based on the Gibbs sampler and Metropolis-Hastings algorithm (Chib, 1995; Carlin & Chib, 1995; Chib & Jeliazkov, 2001 ) and the reversible Markov chain jump sampler (Green, 1995) . Recently developed MCMC tools for simulating observations from posterior distributions greatly enhance the applicability of these methods. Generally, with the exception of the BIC, all these methods directly involve the prior density of v. Most of them also require estimates of the location and scale of the posterior, the computation of which may involve substantial effort, either directly from iterative procedures or from outputs of simulation from the posterior. In this paper, a procedure based on path sampling (Gelmen & Meng, 1998 ) is developed for mixtures of SEMs. As we will see, the path sampling procedure has several desirable features. First, instead of requiring estimates of the posterior mean and covariance matrix, it produces these estimates as by-products. Second, it is ef cient, conceptually simple and easy to implement. Third, it computes the logarithm of the Bayes factor, which is more stable than the Bayes factor itself. Fourth, as pointed out by Gelman and Meng (1998) , it can be applied to any two competing models with the same support. Let Z be the matrix of latent variables which are augmented with the observed data Y to simplify the estimation. Path sampling (see Gelman & Meng, 1998) for computing the ratio of normalizing constants of probability densities (or equivalently, the difference of their logarithms) will be used to compute log B 10 . From
the marginal density p (Y ) can be treated as the normalizing constant of p (Z, v | Y ), with the complete-data probability density p (Y , Z, v) taken as the unnormalized density.
Consider the following class of densities with a continuous parameter t [ [0, 1] :
where
with p(v) the prior density of v which is independent of t. In computing the Bayes factor, we need to construct a path using a parameter t [ [0, 1] to link the two competing models M 1 and M 0 together, so that B 10 = z(1)/z(0). Taking the algorithm and then differentiating (7) with respect to t, assuming that it is legitimate to interchange integration and differentiation, we have
where E z , v is the expectation with respect to the distribution
which does not involve the prior density p(v). It follows from (7) and (8) that
Let p(t) be a prior density of t [ [0, 1] , and E z , v, t be the expectation with respect to the joint density p(Z, v | Y , t)p (t). It follows from (9) that
An unbiased estimate of log B 10 is given by
,
. An effective method for obtaining simulation draws is direct sampling, in which we sample (Z, v, t) by rst drawing t from the known prior density p (t) or choosing t systematically over a grid (see Ogata, 1989; Gelman & Meng, 1998) , and then simulating (Z , v) from (Z, v| Y , t). Sampling t is easy since we have the freedom to specify p (t). Drawing (Z , v) given Y and t can be done by MCMC methods.
In this paper, we follow a procedure in Gelman and Meng (1998) for numerically evaluating the integral over t via the trapezoidal rule. Specially, we rst order the unique values of S different xed grids f t (s) g S s = 0 such that t (0) = 0 < t (1) < t (2) < . . . < t (S) < t (S + 1) = 1, and then estimate log B 10 by
where U (s) is the mean of the U(Y , Z, v, t) on the basis of all simulation draws for which t = t (s) , that is,
Path sampling is simple to implement and the main computation is in simulating observations Z ( j ) and v ( j ) . In our experience of analysing path sampling for SEMs, the estimated value of the Bayes factor is not greatly affected by the number of grids, S, in [0, 1]. In practice, S = 20 is suf cient to give quite accurate results. Bayesian estimates of Z and v as well as other statistics under M 0 and M 1 can be obtained via these simulated observations from their joint posterior distributions, at t = 0 and t = 1, respectively. Another key advantage is that the logarithm of the Bayes factor is computed, which is generally more stable than the Bayes factor itself.
Model selection procedure for mixtures of SEMs

Development of the procedure via path sampling
The general procedure based on path sampling for computing the Bayes factor will be applied to select the mixture of SEMs with the most appropriate number of components. Let Y = ( y 1 , . . . , y n ) be the observed data with y i de ned as in (1) and (2),
corresponding to a model with K components, and
corresponding to a model with h components with component probabilities p k , where 1 # h < K. To apply the proposed method as given in Section 3 for computing log B 10 , these competing models are linked by a path with t [ [0, 1] as follows:
where a 1 , . . . , a h are given non-negative weights such that a 1 + . . . + a h = 1. Clearly, when t = 1, M t reduces to M 1 ; when t = 0, M t reduces to M 0 with
The weights a k represent the increase in the corresponding component probabilities from a K-component model to an h-component model. The optimal choice of a k may be dif cult to achieve in general. A natural and simple suggestion for practical applications is to take a k = h ± 1 . To apply the proposed procedure for computing the Bayes factor ef ciently, we use the idea of data augmentation (Tanner & Wong, 1987) in the analysis by augmenting the latent variables Z = f z 1 , . . . , z n g with the observed data Y . This has been demonstrated to be a useful strategy in many statistical problems (Albert & Chib, 1993; Lee & Zhu, 2000; Rubin, 1991; Shi & Lee, 1998; ). In the current analysis, when Z is observed, the underlying SEM will become a linear simultaneous equation model which is easier to handle. The complete log-likelihood function can be written as
By differentiation with respect to t, we have
k y i g . Thus, the Bayes factor can be estimated by (11) with
Implementation of the Gibbs sampler
is the major task in the proposed procedure. This posterior distribution is very complicated and dif cult to cope with. Inspired by existing work on mixture models, we again employ the idea of data augmentation to introduce a grouping variable w i for y i as a latent allocation variable. Following common practice, we assume that w i is independently drawn from the distribution
and, given w i , observations are drawn independently from the respective subpopulation. The observed data Y will be augmented with the matrices of latent variables Z and W = (w 1 , . . . , w n ) in the posterior analysis. Note that p(Z, v, p, W | Y , t (s) ) involves complex intractable integrals, and direct evaluation of it is impossible. Hence, the following Gibbs sampler (Geman & Geman, 1984 ) is applied to simulate observations from this posterior distribution. At the (r + 1) th iteration with a current v (r) and p (r) , proceed as follows:
Step 1.
Step 2. (1) can be further decomposed into the following two substeps:
Step 1(a). Generate
Step 1 (b) .
and does not involve Z. In order to derive the above conditional distributions required in the Gibbs sampler, we need to specify the prior distributions of v and p. In general, it is well known that Bayesian estimation is not sensitive to the prior, especially if the sample is fairly large. However, as pointed out by Kass and Raftery (1995) and others, the Bayes factor for general model selection tends to be more sensitive to the choice of prior. In fact, the Bayes factor may be problematic for hypothesis testing if the prior distributions of the parameters involved in the hypotheses are improper, that is, non-informative; see, for example, Spiegelhalter and Smith (1982) in the context of linear and log-linear models. For mixture models, it has been pointed out (see Diebolt & Robert, 1994; Roeder & Wasserman, 1997 ) that using fully non-informative prior distributions may lead to improper posterior distributions. So, most Bayesian analysis of mixtures of the normal distribution hitherto has used conjugate-type prior distributions (see Roeder & Wasserman, 1997) . Moreover, conjugate priors are commonly recommended in the Bayesian literature (see Broemeling, 1985; Lindley & Smith, 1972) and in Bayesian analysis of SEMs (see Arminger & Muthe n, 1998; Lee, 1981; Shi & Lee, 1998; . Hence, prior distributions of this type for elements of v are adopted in our analysis: for m = 1, . . . , p and l = 1, . . . , q 1 , we take
where w km and w d kl are the m th diagonal element of W k and the l th diagonal element of W d k , respectively; L T km and P T kl are vectors that contain unknown parameters in the m th row of L k and l th row of P k , respectively; a 0 e k , b 0 ek , L 0 km , a 0 dk , P 0 kl , r 0 , and positive de nite matrices H 0 ykm , H 0 z kl and R 0 are hyperparameters whose values are assumed to be given, and IW q 2 ( ? , ? ) denotes the inverse Wishart distribution of dimension q 2 . In addition, the prior distribution of p is taken to be the following symmetric Dirichlet distribution:
with hyperparameter a. Since in general the Bayes factor can be sensitive to the prior, it is desirable to assess the sensitivity of prior inputs that are represented by the given hyperparameter values. Under natural and mild assumptions on the prior distributions as given in 
This derivation is sketched in Appendix 1. Since these conditional distributions are the familiar distributions, the computational burden for simulating the required observations is not heavy.
We follow the usual method of monitoring convergence of the Gibbs sampler by inspecting several sequences of observations generated from very different starting values to see whether they are well mixed together (see Gelman & Rubin, 1992) . For each t (s) , a suf ciently large number of iterations are run after convergence to collect
. . , J g for computing the Bayes factor; see (11) and (18).
In this paper, the posterior mean is used as the Bayesian estimate. Hence, the Bayesian estimates of v, p and z i under M 0 can be obtained as follows:
where v ( j ) , p ( j ) and z ( j ) are the simulated observations from the appropriate posterior distribution at t = 0. Bayesian estimates under M 1 are computed in exactly the same way with simulated observations at t = 1. Standard errors of estimates under M 0 and M 1 are computed via the corresponding sample covariance matrices. One purpose of Bayesian posterior inference is to summarize marginal posterior distributions. This can be achieved by tabulating the 100(1 ± a)%highest probability density (HPD) interval (see Box & Tiao, 1992; Chen, Shao, & Ibrahim, 2000) for the parameters of interest, even when the marginal distribution is not symmetric. Let n be a parameter of interest in v.
The (1 ± a) HPD interval for n is given by H(a) = fn : p(n | Y ) $ cg, where c is chosen so that
In this paper, HPD intervals presented in the real example were estimated via the following Chen-Shao algorithm (Chen & Shao, 1999) :
Step 2. Sort f n j , j = 1, . . . , Tg to obtain the ordered values n (1) # n (2) # . . . # n (T) .
Step 3. Compute the 100(1 ± a)% credible intervals (n (i ) ,
Step 4. The 100(1 ± a)% HPD interval is the one with the smallest interval width among all credible intervals.
Other statistics for inference such as Bayesian classi cation and residual analysis can also be derived similarly as in via the observations generated. Details are omitted to save space.
A simulation study and a real example
Simulation study
Results obtained from a simulation study are presented to illustrate the properties of the proposed procedure for model selection in mixtures of SEMs. The true model is a twocomponent LISREL model, de ned in (1) and (2). In each component there are six manifest variables, which are related to three latent factors in h k = (y 
of these two components is equal to 4.128. Using n = 400, a random sample of observations that satisfy the above speci cations was generated to illustrate the sensitivity of the proposed procedure for computing the Bayes factor with respect to prior distributions. Since there are so many hyperparameters involved in the prior distributions, it would be very tedious to give a detailed analysis of the impact of each one. We therefore concentrate on the important hyperparameters and x the following less important ones at the following given values: H 0 ykm = I, H 0 z kl = I, for all k, m and l, r 0 = 8, and R 0 = 5.0, where I denotes an identity matrix of appropriate order and R 0 is a 1´1 matrix. According to the nature of the parameters, we divide the remaining more important hyperparameters into three groups: (20) and (21). In the sensitivity analysis, we follow the suggestion of Kass and Raftery (1995) that the hyperparameters in these groups are perturbed instead. We take a = 1, and a = 2 in the symmetric Dirichlet distribution, the prior distribution of p. (c) f L 0 km , P 0 kl g , m 0 and S 0 are set equal to twice of the values given in (a). Type II. For each k = 1, 2, m = 1, . . . , 6, l = 1, 2 , x f L 0 km , P 0 kl g at the true values, m 0 = y , and S 0 = S y /2. Hyperparameters in the remaining group are set at:
The proposed procedure, with 20 grids in [0, 1], was applied to estimate the logarithm of the Bayes factors. In simulating the required observations, we rst conducted a few test runs in a pilot study to obtain some idea of the number of Gibbs iterations required for convergence. We found that in all cases, the Gibbs sampler converged quickly within 100 iterations. For each t (s) in every replication, J = 1000 observations were collected after discarding 100 burn-in iterations. The log Bayes factors for different types of hyperparameters were estimated via (11) and (18). The results are presented in Table 1 . All the estimated log B 21 are signi cantly larger than 3.0 and the estimated log B 32 are less than zero. These results give the same conclusion that M 2 is much better than M 1 and also better than M 3 . On the basis of the criterion for interpreting the Bayes factor given in Section 3, it is concluded that a two-component model should be selected. This conclusion is consistent with the true situation.
To deepen our understanding of the sensitivity of the Bayes factor to prior inputs, we conducted a further study on the basis of some changes to a 0 ek , a 0 dk , b 0 ek and b 0 dk under the Type I hyperparameter values. Here, we took a 0 e1 = a 0 d1 = 7, a 0 e2 = a 0 d2 = 5, b 0 e1 = b 0 d 1 = 4, and b 0 e2 = b 0 d2 = 3, while the other hyperparameters values under (a), (b) and (c) remained as before. Moreover, to provide some idea about the Bayes factor estimates under different choices of the number of grids in [0, 1], we considered S = 20 and S = 10. The estimated log Bayes factors are reported in Table 2 . We observe that the estimates given in Table 2 are close to those given in columns under Type I in Table 1 . From the d log B 21 and d log B 32 values under various choices of hyperparameters, it is interesting to observe that the Bayes factor for analysing mixtures of SEMs is not sensitive to prior inputs. This phenomenon may be due to the nature of the SEM. See Section 6 for further discussion.
To study the accuracy of the Bayesian estimates produced by the proposed procedure, we conducted more simulations for computing log B 21 with prior inputs under Type I, (c) and a = 1, using sample sizes n = 400 and 1000. In all, 100 replications were taken for each case. As Bayesian estimates obtained via the posterior means are not sensitive to prior inputs in analysing SEMs, especially with fairly large sample sizes, other prior inputs are not considered. For the 44 parameters under the selected model with two components, the mean (MEAN), and the standard errors (STD) of the estimates, the 90%coverage (CVR) for each parameter as well as the root mean squares (RMS) between the Bayesian estimates and the true values under different priors were computed from the results of 100 replications. The coverage is computed as follows. First, for each replication, we consider whether the interval from the 5th to the 95th percentile in the empirical distribution of the observations generated by the Gibbs sampler covers the true parameter. Then, we obtain the coverage from computing the proportion out of the 100 replications for which this event occurred (see Arminger & Muthe n, 1998) . The results are reported in Table 3 . On the basis of these, it can be concluded that results produced by the proposed procedure are accurate.
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A real example
To provide a real example to illustrate the proposed method, a small portion of the ICPSRdata set collected for the World Values Survey 1981 -1984 and 1990 -1993 (World Values Study Group, 1994 was analysed. The data set as a whole was collected in 45 societies around the world on various topics relating to work, attitudes towards competition, the meaning and purpose of life, family life, religious belief, interest in politics, contemporary social issues, and other matters. Here only the data obtained from the United Kingdom were used. Eight variables in the original data set (variables 116, 117, 180, 132, 96, 255, 254 and 252) , concerned with respondents' work and home lives, were taken as manifest variables y = ( y 1 , . . . , y 8 ) T . For completeness, the questions corresponding to these variables are presented in Appendix II. These variables were measured on a 10-point scale and hence were treated as continuous in this illustration. For brevity, observations with missing entries were deleted, leaving a sample size of 819. From the questions associated with the manifest variables, it is natural to consider a measurement model (2) with three latent variables, h, y 1 and y 2 , such that the rst two manifest variables are indicators for h, the third, fourth and fth manifest variables are indicators for y 1 and the remaining variables are indicators for y 2 . Although other structures for the loading matrix can be considered, we choose the structure that gives non-overlapping latent variables for clear interpretation and model identi cation. Hence, the following speci cations on the parameter matrices of each component are used:
and W = diag(w 1 , . . . , w 8 ). The latent variables can be roughly interpreted as job satisfaction (h), home life (y 1 ), and attitude to work (y 2 ). The data set was analysed by Zhu and Lee (2001) , who used a mixture LISREL model with the number of components xed at 2. They obtained the Bayesian estimates with conjugate prior distributions and tested the goodness of t of the two-component model by the posterior predictive (PP) p-value (Gelman, Meng, & Stern, 1996) . It was concluded that a two-component model is a plausible one for the data. However, they did not compare the two-component model with those having more components. Moreover, as pointed out by Carlin & Louis (1996) , the PP p-value is not suitable for model comparison. This data set was reanalysed by our proposed approach on the basis of a mixture LISRELmodel with an unknown number of components. The formulation of the LISREL model for every component was taken to be same as in (23). The proposed procedure was used to select a model with the most appropriate number of components. In the implementation of the Gibbs sampler, certain hyperparameter values need to be chosen. Clearly, if available, hyperparameter values obtained on the basis of accurate prior information from suitable sources should be used. Similar to the method given in for situations without accurate prior information, hyperparameter values with regard to the data can be obtained as follows. First, a = 1, m 0 = y , S 0 = S y /2, r 0 = 6, R ± 1 0 = 5 I, H 0 ykm = I and H 0 z kl = I were selected. Moreover, f a 0 ek , b 0 ek g and f a 0 dk , b 0 dk g were selected such that the means and standard deviations of the prior distributions associated with w m and w d were equal to 5.0. Finally, we took L 0 km =L 0 km and P 0 kl =P 0 kl for all k, m and l, whereL 0 km andP 0 kl were corresponding Bayesian estimates obtained via a single component model. Again, for each t (s) , the convergence of the Gibbs sampler algorithm was monitored by parallel sequences of the generated observations from very different starting values. We observed that the algorithm converged quickly within 200 iterations. Since the convergence behaviours are similar to those in the simulation study, they are omitted to save space. J = 1000 additional observations were simulated by the Gibbs sampler after a burn-in phase of 200 iterations for computing U (s) in (18), and then the log Bayes factors were estimated via (11) log B 43 = ± 0.824, and d log B 53 = ± 1.395. According to the criterion given in Section 3, the one-component model is signi cantly worse than the twocomponent model which is signi cantly worse than the three-component model; while the three-component model is better than the four-component and ve-component models. Hence, although the two-component model suggested in Zhu and Lee (2001) is plausible it can be concluded that a mixture model with three components should be chosen.
Bayesian estimates, which are the estimates of the posterior means, of the selected mixture model with three components are presented in Table 4 . The corresponding standard errors and the HPD intervals are also reported. For parameters directly associated with manifest variables y 1 , . . . , y 5 (m 1 , . . . , m 5 , l 21 , l 42 , l 52 , and w 1 , . . . , w 5 ), we observe from Table 4 that their Bayesian estimates under component 2 are close to those under component 3, and these estimates are quite different from those under component 1. In contrast, for parameters directly associated with manifest variables y 6 , . . . , y 8 (m 6 , . . . , m 8 , l 73 , l 83 , w 6 , . . . , w 8 ), estimates under component 1 are close to those under component 3, and these estimates are quite different from those under component 2. Hence, it is quite clear that there are three components, obtaining d 12 = 2.257, d 13 = 2.590 and d 23 = 2.473. All these results indicate that the proposed procedure is able to select an appropriate three-component model whose components are not well separated.
Discussion
The analysis of mixtures of SEMs has recently received much attention. Most analyses have hitherto emphasized estimation on the basis of the maximum likelihood approach with a xed number of components. However, due to the technical dif culties associated with the likelihood ratio test (see Arminger et al., 1999) , only limited results have been achieved in testing for the number of components. In addition to these dif culties, the likelihood ratio test also has the following general disadvantages (Kass & Raftery, 1995) : First, it tends to reject the null hypothesis frequently with very large sample sizes. Second, it cannot be used to test between non-nested hypotheses. Third, it provides only a measure of evidence against the null hypothesis, not a measure of support for the alternative hypothesis. In contrast, the Bayes factor does not have these disadvantages and is quite appropriate for model comparison of mixtures of SEMs. It can be seen from (5) 
will be very different. Most probably, log B 01 will be larger than 1.0, giving clear evidence in favour of M 0 ; whilst log B 01 will be in (0, 1), giving very little evidence in favour of M 0 . Hence, the evidence provided by the Bayes factor in favour of including the (K + 1) th component with weight 0.3 is stronger than the evidence in favour of including the (K + 1) th component with weight 0.05. Moreover, the Occam's window search strategy given in Raftery (1993) can be applied to situations with a large number of competing models (for an application, see Song, Lee, & Zhu, 2001). Here, an ef cient procedure of model selection for mixtures of SEMs has been developed based on the Bayes factor and path sampling. In general applications of the Bayes factor to model selection, we need to pay attention to prior distributions of the parameters for two main reasons. One is that the computation of the Bayes factor can be sensitive to the prior. Another is due to the nature of the model selection problem. For instance, for mixture normal distributions with parameters m k and j 2 k in the k th component, we expect the Bayes factor to be sensitive to the prior distribution of j 2 k . Basically, prior inputs that give a high probability of a small j 2 k are likely to select a comparatively large number of components. In contrast, prior inputs associated with a large j 2 k are likely to select a smaller number. However, the impact of the prior inputs may be reduced in the analysis of SEMs, because j 2 k is a function of many other structural parameters such as L k , P k , F k , W dk and W k . The effect of the prior inputs of j 2 k may be replaced by subtle interplay among the prior information of the structural parameters. Hence, the Bayes factor may be less sensitive to the prior distributions of these parameters. More detailed empirical and theoretical studies are required for a deeper understanding of this issue.
To keep this paper to a reasonable length, we focus the model selection on the unknown number of components. Further research is required to generalize the proposed procedure to models with different and more complicated within-component mean and/or covariance structures. Other issues that require further research are the identi cation and treatment of in uential observations and outliers (see Yuan & Bentler, 2001; Poon & Poon, 2002) . Finally, as pointed out by a reviewer, research is needed to develop methods for computing standard errors for the Bayes factor estimates. p(v z ) = p (P, W d )p(F). Also, for each k, the distribution of y k only involves F k ; hence, p(Z 2 | W, v z ) = p(Z 2 | W, F). As a result,
The marginal densities of (P, W d ) and F can also be treated separately.
The prior distribution of p is taken as the symmetric Dirichlet distribution, that is, p , D(a, . . . , a) . Then p(p | W)~D(a + n 1 , . . . , a + n K ), where n k is the total number of i s such that w i = k. Let Y k and Z k be the submatrices of Y and Z respectively such that all the i th columns with w i Þ k are deleted. It is natural to assume that for k Þ k ¢ , (m k , v yk , v z k ) is independent of (m k ¢ , v y k ¢ , v z k ¢ ). Moreover, when W is given, the complicated mixtures of SEMs reduce to multi-sample SEMs. If there are no crossgroup constraints, the analysis can be carried out separately with each individual sample. Under some mild assumptions on the conjugate prior distributions, for example, (w km , L km ) is independent of (w kh , L kh ) for m Þ h, and (w d kl , P kl ) is independent of (w d kh , P kh ) for l Þ h and so on, it can be shown by a similar derivation to that in Zhu and Lee (2001) that the conditional distributions of components of v k are the following familiar normal, gamma, and inverse Wishart distributions: in whichỸ km is the m th row ofỸ k which is a matrix whose columns are equal to the columns of Y k minus m k , and Z 1 kl is the l th row of Z 1 k . The computational burden in simulating observations from these conditional distributions is light. The situation with xed parameters can be handled similarly to Shi and Lee (2000) ; details are omitted to save space.
