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Webster's New Collegiate Dictionary defines plenary as
"complete in every aspect: absolute, unqualified."
Roget's International Thesaurus, Third Edition, adds:
(56.12)
full, filled, replete, ample, good, plump,
plenary, pleny [naut.], pregnant, flush, round;
brimful, brimming; chock-full, chuck-full, choke-
full, chug-full [dial.], chock or chuck [coll.],
cram-full, topfull; jam-full, cramp-full, cram-
jam-full, jam-packed, pack-jammed, jam-up, full-up
[all slang]; stuffed, packed, crammed; bursting,
ready to burst, fit to bust [slang]; as full as a
tick, as full as a vetch, as full as an egg is of
meat, packed like sardines or herrings; replete
with, crawling or oozing with; saturated, capaci-
tated [coll.]; congested, overfull.
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ABSTRACT
The discovery in 1973 (Klebesadel, et al., 1973) of the
phenomenon of gamma-ray bursts (GRBs), seen as short (durations
of 1-60 seconds), sudden (risetimes of less than a second) out-
bursts of y-rays from deep space, has led to intense efforts to
discover the source of these mysterious emissions. Observations
in the last ten years with a series of interplanetary and terres-
trial satellites have led have led to hundreds of detections of
GRB events. Analyses of observational data support the hy-
pothesis of a highly-magnetized (1012-13 Gauss) neutron star as
the source of GRBs, yet the low precision of localization of most
GRBs (tens of arc-minutes to degrees) has hindered the a pos-
teriori identification of a quiescent counterpart to a GRB source
in any energy band. To date, no convincing quiescent optical
counterparts to GRB sources have been established. The discovery
by Schaefer (1981) of transient optical radiation from a small
GRB error region, recorded on an archived photographic plate in
1928, led to the hope the precision of localization of GRB
sources might be greatly improved through the detection of opti-
cal radiation emitted during the GRB.
In 1982, the Explosive Transient Cmera (ETC), a wide-field
sky monitor sensitive to celestial optical flashes with risetimes
of the order of one second, was proposed as a ground-based coun-
terpart to gamma-ray satellites with the expressed intent of
detecting optical radiation from outbursting GRBs (Ricker, et
al., 1983). In 1983, construction was begun of a sub-unit of the
plenary ETC, designed to test the feasibility of a full wide-
field ETC. This thesis discusses the motivation, design, con-
struction and implementation of the ETC test unit. Calculations
of estimated event rates from several known sources of celestial
optical transients in the plenary ETC are presented. In addi-
tion, this thesis includes the presentation and discussion of
results from observations made the test unit, which comprise the
most ccnplete wide-field saarch for celestial optical flashes to
date. The observations with the ETC test unit covered a solid-
angle-time product of 3.0 steradian-hours and included the error
regions of GRB1200+21 (24 November 1978), GRB1152+20 (1 January
1979) and GRB1140+20 (2 May 1979) (Baity, et al., 1984) as well
as the flare stars V475 Her, Ross 867 and Ross 868 (Gurzadyan,
1980). The observations were expected, based on assumptions
presented within, to have detected optical transient events from
1.5 flare stars and 0.008 GRBs. These observations resulted in
the determination of a new upper limit on the celestial optical
flash rate of 2.2 optical flashes per hour per steradian at 10th
magnitude, lower by a factor of 10 than the previous best upper
limit determined by Schaefer, Vanderspek, Bradt and Ricker
(1984).
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CHAPTER 1
Introduction
In 1969, orbiting y-ray satellites intended to detect y-rays
from nuclear explosions in near-Earth orbit detected unusual, sudden
flashes of y-rays from deep space (Klebesadel, et al., 1973).
Analysis of the flashes showed that 1) the bursts were not created by
the interaction of high-energy particles with the y-ray detectors and
2) that the Earth or Sun were not the sources of the V-rays, and
therefore that the y-rays were cosmic in origin. Several hundred of
these flashes, dubbed gamma-ray bursts (GRBs), have been detected by
balloon- and satellite-borne y-ray detectors since 1969. Despite the
large number of GRB detections, the source of GRBs has largely
remained a mystery, primarily due to the low precision of localiza-
tion of most GRBs.
Many of the observed characteristics of GRBs provide clues to
the source, location and mechanism of GRB production. The short
risetimes of many GRBs (typically 10-200 ms; one lower than 200 us;
Mazets, et al., 1981) point to a small y-ray emitting region (<60-
1000 km). This fact, combined with the detection in some GRB spectra
of line features which can be interpreted as gravitationally-
redshifted e+-e- annihilation radiation (near 400 keV) and cyclotron
resonance features (near 50 keV) and the detection of pulsations in
the tails of a few GRB light curves suggest that a GRB originates
near the surface of a highly-magnetized (1012 Gauss) neutron star.
Due' to the large error regions of typical GRBs, this association has
not been confirmed by observations of a quiescent GRB source.
In 1981, B. Schaefer of MIT discovered an optical flash on an
archived photographic plate in the atypically-small error region of a
known GRB (Schaefer, 1981). This discovery made clear the possibil-
ity that GRBs may emit optical radiation during outburst. Schaefer's
finding is very significant, since the detection of optical radiation
from an outbursting GRB would permit precise localization of the
burst source, thus leading to more meaningful follow-up observations
in all energy bands. Since 1981, two further archived optical
flashes from GRB error regions have been found by Schaefer (Schaefer,
et al., 1984), further supporting the claim that GRB sources can emit
bursts of optical radiation.
In 1983, a program was initiated at MIT to design and construct
an instrument capable of detecting and precisely locating optical
flashes from GRBs in real time. This instrument, known as the Explo-
sive Transient Camera (ETC), was to be a wide-field sky monitor sen-
sitive to tenth-magnitude optical flashes with risetimes of the order
of one second. The instrument would operate automatically, and would
be able to provide the location of an optical flash with sub-arc-
minute precision within a fraction of a second after its detection
(Ricker, et al., 1984).
The design, construction and testing of the initial stage of the
Explosive Transient Camera is the subject of this thesis. The fol-
lowing four chapters will discuss the motivation and concept of the
ETC, as well as some of the possible mechanisms for the production of
optical light from GRBs. Thereafter, the ETC instrumentation will be
presented in detail. Finally, estimates of event rates from known
possible sources of optical flashes, both celestial and terrestrial,
are presented, as well as the results of observations made with the
ETC test unit. These observations, made during March and May of
1985, comprise the most sensitive wide-field search for optical
flashes made to date. These observations have defined an upper limit
of 2.2 optical flashes per hour per steradian at a visual magnitude
of mv < 10, a factor of 10 lower than the previous best limit defined
by the work of Schaefer, Vanderspek, Bradt and Ricker (1984).
CHAPTER 2
Motivation
Introductian
This chapter-is intended to give the reader an overview of the
history and morphology of detected gamma-ray bursts. More detail on
GRB morphology can be found in reviews by Mazets (1981), Cline
(1983), and Hurley (1983). Following the morphology, a review of
observations at quiescence of GRB sources at other energies is given,
with an emphasis on follow-up work in the optical band. The chapter
concludes with a comparison of present methods of searching for opti-
cal flashes from GRBs, indicating the pressing need for a dedicated
all-sky monitor for optical flashes, such as the Explosive Transient
Camera.
2.1. Gamma-Ray Burst Morphology
Gamma-ray bursts were first discovered in 1973 by the Los Alamos
Group from data taken with Air Force Vela satellites to detect y-rays
from nuclear explosions in space (Klebesadel, et al., 1973). In the
discovery paper from the Los Alamos group, a GRB was reported as gen-
erating an intense burst of gamma-rays (fluence S > 10-5 erg cm- 2 )
with a risetime of a fraction of a second. Since 1969 a series of
interplanetary and terrestrial satellites, (including the Vela satel-
lites, the Soviet Venera spacecraft, the Pioneer Venus Orbiter,
ISEE-3, Prognoz 7, Helios-B, IMP-6 and IMP-7) have detected more than
100 bursts (Cline, 1983; Baity, 1984).
2.1.1. Characteristics of Typical GRB
The characteristics of detected GRBs vary over a wide range: it
is therefore difficult to present information about a "typical" GRB.
(See Baity, et al. (1984) and references within for a complete review
of GRB observations). GRBs as a group can be described by charac-
teristics common to all bursts and the range of values of these
characteristics in detected bursts. The GRBs detected to date are
distributed roughly isotropically over the celestial sphere (Hurley,
1983). The peak fluxes of detected GRBs range from 10-2 to 107 erg
cm 2 s 1. The fluences, S, of all GRBs detected to date are between
10- 3  and 108 erg cm 2 . The number of burst sources N(>S) having a
fluence greater than a value S roughly follows a power law, N(>S) ~
S~2, where 3/2 for values of S > 10-5 erg cm-2 and upper limits
indicate a 0.7 for S < 10-5 erg cm-2 . A plot of log N(>S) vs. log
S is shown in Figure 2.1.
The light curves of most GRBs are characterized by a fast rise
(risetimes of ~50-1000 ms) and an exponential decay (decay times of
1-30 seconds). Total durations of typical GRBs range from less than
one second to minutes. A few GRB sources have shown periodic pulsa-
tions (periods of 4-10 seconds) during the decay of the brightness of
the GRB (Mazets, et al., 1979b; Wood, et al., 1981). A few "typical"
GRB light curves are shown in Figure 2.2.
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Figure 2.2: Four GRB light curves. Figures (a) and (b), taken from Klebesadel (1982)
and Cline (1983) show the lightcurves with the slowest and second-fastest
rise to peak recorded to date. Figures (c) and (d) are two views of a GRB
whose lightcurve is typical of the GRB phenomenon.
The spectra of GRBs can, in general, be fit by a power-law func-
tion, F(v) - v-lehv/kT, where F(v) is the flux (in cm-2s-lerg ) of
y-rays of energy hv. Typical GRB temperatures (kT) fall in the range
of 100 to 500 keV. The spectra show substantial time variations,
presumably due to changes in the physical characteristics of the y-
ray source (Mazets, et al., 1981). Some GRB spectra show line
features at energies in the range of 30-70 keV. Roughly 15% of all
GRB spectra show an emission feature near 400 keV (Cline, 1983). A
few characteristic GRB spectra are shown in Figure 2.3.
These characteristics allow one to make a rough sketch of the
source of the GRB. Many workers in the field argue that GRBs are
associated with neutron stars with strong (~1012 Gauss) magnetic
fields, based on the following interpretations:
1) The short burst risetimes (~50 ms) point to a source size
<10 9 cm.
2) The line features near 30-70 keV can be interpreted as
the cyclotron resonance features in a 1012-1013 Gauss
magnetic field.
3) The emission features near 400 keV are consistent with
the 511 keV e+-e~ annihilation line gravitationally red-
shifted in the field of a neutron star.
4) The brief pulsations (with periods of 4-10 second) are
reminiscent of a slow pulsar.
2.1.2. GRB0528-66: An 'Atypical' GRB
On 5 March, 1979, nine interplanetary and terrestrial satellites
detected an exceptionally strong GRB from the direction of the Large
Magellanic Cloud (Mazets, et al., 1979b). This burst, designated
GRB0528-66 from its celestial coordinates, has significantly added to
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Figure 2.3: Four GRB spectra, taken from Teegarden (1982). The spectra show
the standard (1/E)exp(-E/kT) dependency, along with line features
present in -15% of all GRB spectra. The 30-70 keV feature is
interpreted as being due to cyclotron radiation in a high magnetic
field and the -400 keV feature as 511 keV positron-electron
annihilation line gravitationally-redshifted in the gravitational
field of a neutron star.
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the controversy surrounding GRBs because of its many unique charac-
teristics (Cline, 1982):
1) A very fast risetime (200 microsecond) - - shorter than
any other burst.
2) An extremely high peak flux (2x10-3 erg/cm2/s) - - an
order of magnitude higher than the flux detected from any
other GRB.
3) A very soft spectrum (kTb 30 keV) - - softer than
that of almost all other s.
4) Prolonged, repetitive afterpulses (~8 second period),
lasting much longer than those of any other detected GRB
(see Figure 2.4).
5) The possible association of the GRB source with a known
celestial object: the error box of GRB0528-66, 20"x80" in
size, contains part of the supernova remnant N49 in the
Large Magellanic Cloud.
6) The burst source has been seen to recur more than a dozen
since the initial burst, although none of the recurrences
had a fluence greater than 10-3 of the original burst
(Golenetskii, et al., 1984). It is the only GRB source
to recur more than a few days after the original burst.
The unique characteristics of GRB0528-66 have lent much support
to the theory that a neutron star is the source of a GRB. In partic-
ular, the short risetime (<0.2 ms, limited by instrument precision)
points to an emission source size of less than 60 km. In addition,
the strong 8-second pulsations favor a rotating neutron star as the
source of the burst. Finally, the association of the error region
with the supernova remnant N49 - - if it is true - - strongly favor
the neutron star remnant of the supernova as the source of the GRB.
It is this last point - - the possible association of the GRB
with the LMC - - that has stirred the most controversy. The proba-
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Figure 2.4: The light curve of the peculiar GRB0528-66 (5 March 1979) as seen
by ISEE-3 (above) and Venera 12 (below; both taken from Cline
(1983)). Ncte the fast rise to peak, the high peak flux and the strong
8s pulsations.
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bility of the GRB error region randomly overlapping the supernova
remnant is small. Yet, if the association is correct, the total
energy of the burst was prodigious: the total energy would have been
5x10 44 ergs, assuming isotropic emission, and the average luminosity
during the first 120 ms of the burst would have been ~3x10 4 5
ergs/second, or ~1012 Lsolar. The possible association of GRB0528-66
with the LMC lends support to the theory that GRBs are generally
located at distances of 50-500 kpc from the Earth: this idea is dis-
cussed further in section 2.4.
2.1.3. GRB source localization
The precision of localization of y-ray detectors used on balloon
gondolas and y-ray satellites is generally low. Consequently, a sin-
gle y-ray satellite detecting a GRB cannot provide the precise coor-
dinates of the outbursting GRB. The celestial coordinates of an out-
bursting GRB can be determined much more precisely by measuring the
difference in arrival times of y-rays at three or more satellites
detecting the burst. The precision of the localization of the burst
increases with the number of detecting satellites (see Figure 2.5 and
its caption). Typical error regions determined by this method have
dimensions ranging from tens of arc-minutes to degrees. Several
(~10) bursts have been detected by many widely-separated satellites
and have been localized to a precision of a few arc-minutes. Such
small error regions allow for reasonable searches for the quiescent
GRB source. Despite this, no GRB has yet been positively associated
with any other celestial object (see section 2.2).
Figure 2.5: Gamma-ray Burst Arrival-Time Localization Method. The location
of a gamma-ray burst in space is determined from the differences in
the arrival times of the gamma-ray wavefront at several terrestrial and
interplanetary satellites. Detection of the GRB by two satellites allows
localization of the burst source to an annulus on the celestial sphere.
Detection by three satellites allows localization to two diametrically
opposite "diamonds" formed by crossings of two inclined annuli.
If the GRB is detected by at least four satellites, the localization is
unique.
2.1.4. GRB Source Dstne
Since no definite correlation exists between a GRB source and
another celestial object, the distances to GRB sources are unknown.
An estimate of source distance or the population as a whole can be
made by determining the spatial distribution of the GRB population:
whether the GRBs we see are generally local (d<300 pc), belong to a
disk or halo population, or are extragalactic.
Some insight into the question of GRB source distances can be
gained by examining the log N(>S) - log S distribution of GRBs, shown
in Figure 2.1. Jennings and White (1980) and Jennings (1982) have
attempted to reconcile models of GRB source distribution with the log
N(>S) - log S curve. An infinite spherical distribution of GRB
sources around the Sun will follow an N(>S) ~ S-3/ 2 function, while a
disk population would follow N(>S) ~ S- . The S-3/2 function is
superimposed on Figure 2.2. The actual logN-logS curve roughly fol-
lows N(>S) ~ S2, with a~0.7 for S < 10-5 erg cm 2 . The monoluminos-
ity models of GRB distribution of Jennings and White (1980) could not
account for this value of a. Jennings (1982) has calculated a
theoretical logN-logS distribution based on a galactic population of
GRB sources with an intrinsic luminosity function. His calculations
show that the observed log N(>S)-log S curve can be explained by
varying parameters in his model: most notably, biassing the concen-
tration of the luminosity function of GRBs toward low-luminosity
bursts permitted a good match to the observed log N(>S)-log S curve.
However, in a recent paper, Jennings (1985) questions the validity of
using GRB statistics in determining the distance scale to GRBs.
The nearly-isotropic distribution of GRB sources on the celes-
tial sphere is an indication of the nature of the GRB population
(Jennings, 1982). This isotropy favors models that visible GRBs
belong to either a local population of GRB sources (d<~200 pc) or
that place GRB sources in an extended halo about the galaxy (d~50-200
kpc). A disk population of visible GRBs is excluded by the lack of
concentration of GRBs in the plane of the galaxy. Models of GRB
source population in a halo of ~10 kpc radius about the center of the
galaxy are not considered because there is no concentration of GRBs
in the galactic hemisphere containing the galactic center. The vali-
dity of an extragalactic population of GRBs is reduced by the absence
of associations of GRBs with known extragalactic objects, as well as
by the unimaginable energetics involved in the creation of a GRB at
extragalactic distances.
There is no definitive proof for either a local or extended halo
distribution. The association of the GRB0528-66 with the LMC may be
considered in favor of an extended halo distribution, but 1) this
association is not definite and 2) GRB0528-66 is generally considered
an anomalous event (because of its many unique features) and its
association with the LMC would not be considered contrary to the con-
cept of a local GRB population.
2.2. Obeervaticos of Knot GRB Sources
The a posteriori observation of GRB source is difficult for two
reasons:
1) GRBs do not repeat regularly or often (only two GRBs have
been seen to recur: GRB0528-66 (5 March 1979a) has
rebursted more than a dozen times since the initial out-
burst (Golenetskii, et al., 1984) and the source
GRB1900+14 recurred twice within four days of the initial
event (Mazets, et al., 1981)).
2) The GRB error boxes are generally too large for a reason-
able follow-up observation. Only a few (~10) error boxes
are small enough for sensible follow-up work (Hurley,
1982).
Most of the follow-up observations of GRB sources are intended
to detect the GRB source in quiescence at various energies. Few
attempts have been made, to date, to detect radiation from a GRB
source during outburst. The error regions of GRB0528-66 and
GRB0116-29 (19 November 1978) have been most extensively searched:
the former because of its unique features and the latter because of
the discovery of an archived optical transient in its error region
(Schaefer, 1981). Cline (1983) provides an excellent detailed review
of the observations of these and other GRB sources. The results of
observations of several error regions are briefly summarized below.
2.2.1. Radio Observatics
Hjellming and Ewald (1981) searched the error region of
GRB0116-29 for quiescent radio emission at 6 and 18 cm with the VLA.
They found three point radio sources (designated B, C and Q) inside
the error region: one (Q) is also located inside the error circle of
a weak X-ray source detected by Einstein (Pizzichini, et al., 1985;
see section 2.2.3). None, however, is consistent with the error box
of the associated archived optical transient (section 2.2.4.2).
2.2.2. Infrared Observaticos
Infrared observations of the error regions of GRB2312-50 (6
April 1979) and GRB0528-66 and of the radio sources in the error
region of GRB0116-29 were carried out by Apparao and Allen (1982) on
the 3.9m Anglo-Australian telescope. The error region of GRB2312-50
was seen to be empty to J=17.5. Their observations of the point
radio sources detected by Hjellming and Ewald (section 2.2.1)
revealed a J=18.4 magnitude object consistent with one of them (B),
but no source consistent with the error circle of a weak X-ray source
in the field (Pizzichini, et al., 1985; section 2.2.3). The search
of the error region of GRB0528-66 was confusion-limited and resulted
in no reliable detection.
Schaefer and Ricker (1983) searched the error box associated
with the archived optical transient in the error region of GRB0116-29
(section 2.2.4.1). They found no infra-red sources in the error box
to a limiting magnitude of K=18.8.
Recently, B. Schaefer searched the IRAS data base for infra-red
sources in the 23 smallest known GRB error regions. The sensitivity
of the observations used in the search varied considerably: Schaefer
reports no infra-red sources detected with an estimated average 4a
sensitivity of ~1 Jansky (B. Schaefer, private communication).
2.2.3. X-ray Observatics
Pizzichini, et al. (1985) report observations of five GRB error
regions (those of GRB2008-22 (4 November 1978), GRB0116-29,
GRB1704+01 (21 November 1978), GRB0528-66 and GRB2312-50) with the
Einstein Observatory. Although no overwhelming evidence for the
existence of quiescent X-ray counterparts in any of the regions was
found, X-ray observations of the error regions of GRB0116-29 and
GRB0520-66 have yielded some positive results. The optical and y-ray
error regions of GRB0116-29 are consistent with the error circle of a
weak (~10-13 erg/cm 2 /sec - - a 3a level-of-confidence detection) X-
ray source (Pizzichini, et al., 1981), which may be a quiescent X-ray
counterpart. The supernova remnant N49, which is included in the
error region of GRB0528-66, was also detected by Einstein (Helfand
and Long, 1979).
2.2.4. Optical Observations
Optical observations of GRBs have been carried out in a variety
of ways. These optical searches have looked for optical radiation
from both quiescent and outbursting GRB sources.
2.2.4.1. Search for Quiescent Optical Coumterparts
Deep searches of several small GRB error boxes with large tele-
scopes have been carried out by Chevalier, et al. (1981), Fishman, et
al. (1981), Laros, et al. (1981), Pedersen, et al. (1983), Schaefer
and Ricker (1983), Schaefer, Seitzer and Bradt (1983), among others.
The investigation of the error region of GRB0116-29 has uncovered
several faint (mv~ 22) sources, including an apparently highly-
variable (Am 2) object (Schaefer, Seitzer and Bradt, 1983; Schaefer
and Ricker, 1983; Pedersen, et al., 1983). No definite quiescent
optical counterpart to GRB0116-29 has yet been confirmed.
The error region of GRB2312-50 is empty to a limiting visual
magnitude of 22.5 (Laros, 1981). The error region of the GRB1412+78
(13 June 1979) contains >5 faint (my = 22) objects (Vanderspek,
Ajhar and Ricker; work in progress). The error region of GRB0528-66
contains the supernova remnant N49 (Cline, 1982).
2.2.4.2. Searches for Optical Light fran an Outbursting GRB
Optical transient events have been noted in the literature for
more than half a century. In addition to transient events of short
timescales from known astrophysical objects, such as cataclysmic
variables and flare stars, several unknown optical transient events
have been reported. Klemola (1983) reports two possible optical
transient events, first recognized by Hertzsprung (1927) and Popovic
(1982). Although the Hertzsprung object has been recently recognized
as a plate defect by Schaefer (1983), the Popovic object, which was
seen as a fifth-magnitude event with a duration of less than 20
minutes, remains without explanation or verified quiescent counter-
part. In addition, recent analysis of SEC Vidicon meteor observa-
tions made in 1969 revealed that the 4th-magnitude double star A Cam
underwent a 0.7 magnitude brightening in a period of 0.25 seconds
(Wdiowiak and Clifton, 1985).
In 1981, B. Schaefer of MIT began a survey of historic photo-
graphic plates of three small GRB error regions, in the hope of find-
ing an optical transient which may have been associated with a GRB.
In the scanning of plates stored at the Harvard plate archives total-
ling roughly three years of exposure, Schaefer discovered three tran-
sient images which are now generally accepted as being optical
flashes from historical GRBs (Schaefer, 1981; Schaefer, et al.,
1984). The three events were of magnitude 3.0, 6.6 and 4.3, assuming
the optical radiation was emitted in one second. Schaefer reported
an upper limit on the total duration of the optical bursts of 7 <
500s. The ratio of optical fluence in the three archived optical
transients, Sopt, to the y-ray fluence, S, of the associated GRB is
roughly 10-3 for each of the three bursts.
Schaefer's work initiated an entirely new approach to GRB
research: it created the hope that the location of GRB sources could
be precisely determined by observing optical light emitted during a
GRB. His work has sparked a series of new, real-time searches for
optical counterparts to outbursting GRBs: some of these experiments
are described below.
2.2.4.2.1. Pic diu Midi SIT TV Flash Search
In the summer of 1982, Kevin Hurley and collaborators (Hurley,
private communication) observed the night sky at Pic du Midi with a
wide-field lens on a SIT TV camera in an effort to measure the opti-
cal flash background rate and perhaps detect an optical counterpart
to a GRB. The Pic du Midi system records images of the night sky at
15a
arc min
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Figure 2.6: The archived optical transient in the field of GRB01 16-29 (19 November1978), discovered by Schaefer (1981). The upper plate shows thetransient event, found on a 45 minute exposure taken in 1928. Thelower plate was taken of the same field 45 minutes before the upperplate. The lack of trailing of the burst image puts an upper limit of500s on the burst duration. The ratio of 1928 optical fluence to the1978 gamma-ray fluence is 0.001.
video rates, which are viewed after the fact by a human worker. Its
time resolution was 0.04 seconds and its sensitivity m = 5.5.
Because of its low angular resolution (one degree), the Pic du Midi
system cannot differentiate between head-on meteors and real celes-
tial optical flashes, thus making them reliant on simultaneous detec-
tion of a GRB by a y-ray satellite to confirm any optical counter-
part. In over 100 hours of observations with a three-steradian
field-of-view, no optical counterparts to GRBs have been reported.
2.2.4.2.2. Two-Schiddt Sky Survey
In October, 1982, a unique set of observations designed to
detect celestial optical flashes was carried out (Schaefer, Vander-
spek, Bradt and Ricker, 1984b). Simultaneous observations of several
patches of sky were made with identical 0.4m Schmidt telescopes
located at the Cerro Tololo Inter-American Observatory in Chile and
at Kitt Peak National Observatory in Tucson, Arizona. Two telescopes
were used in order to confirm any optical flashes detected, thus
eliminating local sources of optical flashes. In addition, the 6000
km baseline between the sites allowed the use of trigonometric paral-
lax to recognize sources of optical flashes within ~10 AU of the
Earth. A total of 890 square-degree-hours (0.27 sr-hrs) of observa-
tions were made, with a median one-second sensitivity of 13th magni-
tude. No flashes were detected, resulting in a 3a upper limit on the
celestial optical flash rate of 54 flashes/hr/sr at 13th magnitude
and 22 flashes/hr/sr at 10th magnitude.
2.2.4.2.3. GRB0528-66 Mnitoring
Holger Pedersen and co-workers at the European Southern Observa-
tory (ESO) have recently monitored the error box of the peculiar
GRB0528-66 (5 March 1979) with a photometer mounted on a 50 cm tele-
scope (Pedersen, et. al., 1984). The aperture of the photometer
matched the shape of the 3 a level-of-confidence error region of
GRB0528-66. The output of the photometer was stored on magnetic
tape. The ESO team has published the detection of three significant
optical flashes in 910 hours of observation of the error region of
GRB0528-66. No coincident gamma-ray events were detected by any
satellite operating at the time. Pedersen notes, however, that none
of these bursts could have been detected at y-ray energies by any of
3the satellites, based on the ratio L Y/Lopt 10
Pedersen's method, although quite sensitive, suffers from the
inability to reject terrestrial sources of optical flashes. The
detector is a simple photometer without any anticoincidence detector,
so that any object moving quickly through the field of view, such as
a satellite or meteor, could create a light curve similar to that of
an optical flash. Indeed, the three detections may be consistent
with a meteor or satellite crossing the detector field (see Chapter
11).
2.2. 4. 2.4. Cclusion
The discoveries by Schaefer (1981; Schaefer, et al., 1984) of
optical transients associated with GRBs have demonstrated that bursts
of optical radiation can be expected from GRB sources. The detection
and study of optical radiation from GRBs would lead to better under-
standing of the GRB phenomenon. In addition, a comparison of the
characteristics of the optical and y-radiation would provide greater
insight into the mechanism of the production of y-rays and optical
light in GRBs. Optical detections of outbursting GRBs would lead to
a more precise source localization than presently possible with y-ray
satellites, leading to more fruitful a posteriri observations of the
GRB source.
The methods for searching for optical light from GRBs described
in the preceding section are all effective for searching for flashes
from limited regions of the sky, yet are ineffective as general moni-
tors of optical flashes from GRBs. To be more specific:
(1) Hurley's Pic du Midi sky monitor has the advantage of a dedi-
cated, wide-field instrument, yet the data collected must be
analyzed after the fact, in real time, by a human observer.
This method is time-consuming and fraught with human frailities.
In addition, the low detector resolution and the absence of a
coincidence detector limit the effectiveness of the method in
general.
(2) Schaefer's archived plate method leaves thousands of plates at
the investigator's disposal, yet no optical flash detected can
ever be confirmed as coming from a GRB. In addition, the method
is very time-consuming, since each plate must be visually
scanned by the investigator.
(3) The Two-Schmidt survey method combines large viewing solid angle
with a moderately large observing time, and with its use of
coincidence is effective as a survey method. However, it relies
on the acquisition of observing time on two telescopes at the
same time, and suffers from the long analysis time of Schaefer's
method.
(4) Pedersen's monitoring of GRB0528-66 has the advantage of a being
done with a dedicated telescope, but its small field-of-view
limits the applicability of the method to a single object. In
addition, its lack of anticoincidence detector significantly
reduces its reliability as a detector of optical flashes from a
point source. (This limitation has been recognized by the ESO
team, and they are planning to incorporate a second, imaging
instrument operating in coincidence with their photomultiplier
detector).
Ideally, it would be desirable to assemble an instrument which
combines the positive features of all methods: a dedicated,
automated, wide-field detector of sudden optical flashes with coin-
cidence detectors to confirm any flashes. Such an instrument is the
Explosive Transient Camera (ETC), described in the following
chapters.
CHAPTER 3
Theories of Radiation from GRBs
Intrvdction
Since the discovery of GRBs (Klebesadel, et al., 1973), many
theories have been proposed to explain the phenomenon of the GRB. It
is only in the last ten years that the understanding of the GRB has
progressed to the point where the number of GRB detections has
exceeded the number of models attempting to explain GRBs. The
increased number of detected GRBs has enabled workers in the field to
cull out implausible theories of the mechanism and space distribution
of GRBs. Still, because of the large number of unknown facts about
GRBs, many theories can still explain the observed characteristics of
GRBs.
With the discovery in 1981 of transient optical radiation from a
GRB error region (Schaefer, 1981), new data about GRB sources have
become available. As a result, several new theories of the produc-
tion of optical radiation from GRB sources have been proposed since
1981. The discovery of transient optical radiation from a GRB source
has introduced new constraints on the theories of GRB emission which
would predict optical radiation from the same source. Only a few
self-consistent models of transient y-ray and optical radiation from
a GRB source have emerged since 1981.
This chapter is designed to give the reader an overview of the
most accepted theories of the production of gamma-rays and of optical
light during a gamma-ray burst. Space limitations dictate that the
discussion of these theories be in the form of short explanations:
the reader should refer to the appropriate reference for more
detailed information about a specific model. Ventura (1983), Katz
(1984), and Lamb (1984) also provide excellent reviews of the physics
and proposed theories of y-ray emission from GRB sources.
3.1. Models of Gam-Ray Production in GRBs
Any theory of GRB production and source location must be able to
explain the most common observed characteristics of GRBs:
1) Short risetimes (0.05 - 1 second).
2) Spectral shape (N(E) ~ E~le-E/kT, with kT 100-500 keV).
3) Total energies (based on detected fluences ranging from
10-3 to 108 erg/cm2 and an assumption of the distance to
the source).
4) Line features near 30-70 keV and near 400 keV in some
burst spectra.
5) Pulsations (4-10 second periods) in a few (2-3) burst
lightcurves (Mazets, et al., 1979b; Wood, et al., 1981).
6) Low quiescent flux in energy bands from radio to y-rays.
7) An estimate of the recurrence rates of some GRBs of the
order of 1 yr~ 1 (Schaefer and Cline, 1985), based on the
detection of three archived optical transient events of
Schaefer, et al (1984a).
Because of the wide variety of detected GRB characteristics, it is
possible that no single GRB theory can explain every characteristic
of every observed GRB.
3.1.1. GRB Spectral Shape and Feture
The physics explaining the continuum shape and low-energy
features of a GRB spectrum are in principle independent of the phy-
sics explaining the other GRB characteristics. The energy dependence
of the GRB continuum spectra (E-le-E/kT) are consistent with the
emitting material being an optically-thin plasma. The 30-70 keV line
features are consistent with cyclotron emission (or absorption) lines
from an optically-thin plasma in a high (~10 12 Gauss) magnetic field.
The energy dependence of the continuum spectra can be described
by a variety of different models. Liang (1984b) points out that
single-temperature thermal bremsstrahlung or inverse-Compton models
cannot explain GRB continuum spectra because the high-energy cutoff
(at a few times kT) predicted by these models has not been observed.
The thermal synchrotron model of Liang (1984a) fits the observed
spectra well out to high energies and predicts the 30-70 keV line
features. However, Liang (1984a) notes that the exponential continuum
shape can be explained by any number of models. (For a good review,
see Lamb (1984)).
3.1.2. She Energy Sources of GRBs
As discussed in section 2.1.1, the observed characteristics of
GRBs (short risetime, pulsations, gravitationally-redshifted e+,-
line) point to a neutron star as the source of the burst. Various
energy sources have been proposed to power the burst, including the
neutron star's gravitational and rotational energy, the gravitational
energy of impacting matter and the nuclear energy of matter on the
surface of the neutron star. These energy sources will be discussed
in the sections below.
Several models of the energy source of GRBs require a companion
star and/or an accretion disk. The existence of a companion has pro-
found consequences for the detection of a quiescent source: any com-
panion star or accretion disk would most likely be more visible than
the neutron star primary in the optical band, and any significant
accretion onto local (d<~200 pc) neutron stars will create an X-ray
flux detectable at the Earth (see Rappaport and Joss (1985) and sec-
tion 3.1.2). These models are also important in the discussion of
mechanisms producing optical burst radiation to follow in section
3.3.
Most models of the source of the total energy of GRBs are based
on an assumption of the distance to the GRB source. The theories of
y-ray production from a local (d < 500 pc) distribution of GRB
sources will propose total burst energies in the range of 1035-1039
erg (based on the range of detected fluences of 10-3-10~7 erg/cm2 ).
The theories of y-ray production from an extended-halo population of
GRBs (d > 50 kpc), or to explain GRB0528-66 (5 March 1979) as being
in the LMC, derive total burst energies of 1039-1043 erg.
It should be noted that the Eddington luminosity for a 1.4M
solar
neutron star is ~1038 erg/s. Any GRB mechanism which predicts signi-
ficantly super-Eddington luminosities has to contend with a fraction
of the total burst energy going into the kinetic energy of matter
driven from the surface of the neutron star by radiation pressure
(Colgate and Petschek, 1981). One proposed means of avoiding this
problem is to confine the ejected matter near the surface of the neu-
tron star with a large surface magnetic field, thereby increasing the
y-ray production efficiency of the burst (Woosley and Wallace, 1982).
The following sections contain discussions of some of the more
widely-accepted mechanisms for the production of GRBs. Each section
is based on the source of the energy of the GRB, as follows:
1) Sudden accretion of matter onto a neutron star, which
liberates 1020 ergs of gravitational energy per gram of
accreted matter.
2) Thermonuclear detonation of accreted matter on the sur-
face of the neutron star, which liberates ~1038-1039 ergs
in y-rays (Woosley and Wallace, 1982).
3) Physical changes in the state of the neutron star, which
may liberate large amounts of energy (up to ~10 46 ergs).
The energies quoted here are total energies liberated by the particu-
lar mechanism. The energy of the GRB in y-rays depends of the effi-
ciency of the burst mechanism.
3.1.2.1. GRB Production by Smdri Accretion onto a Neutron Star
The sudden accretion of matter on to a neutron star involves the
collision of a 5-10 km solid body with a neutron star. Various
theories have been put forth describing the effects of such a colli-
sion. A body approaching close enough (within ~105 km) to a neutron
star is broken up tidally and continues to orbit the neutron star as
a stream of particles. These particles can lose enough of their
angular momentum to the neutron star's magnetic field to strike the
star, releasing GMNS/RNS 1020 ergs per gram of accreted matter in
gravitational energy. Most of this energy would appear as thermal
X-rays from the heated neutron star's surface, but nuclear collisions
and non-thermal radiation from infalling and re-ejected material
could lead to an appreciable y-ray flux (Colgate and Petschek, 1981).
Colgate and Petschek (1981) and Van Buren (1981) discuss event
rates based on impacts of interstellar asteroids onto neutron stars,
while Joss and Rappaport (1983) propose the in situ formation of
asteroids in a cold accretion disk. Harwit and Salpeter (1973) and
Tremaine and Zytkow (1985) explore the energetics and event rate of
collisions of comets from a comet cloud about a neutron star or white
dwarf.
3.1.2.1.1. Collisian of an Asteroid with a Neutrcn Star
Colgate and Petschek (1981) analyze the direct collision of a 5
km body with a neutron star. In their model, the body is tidally
disrupted within ~108 cm: the resulting matter is deformed tidally
and thermally into a long (~10 km), thin (~3 mm) curtain of matter,
which strikes the neutron star surface along a line of magnetic long-
itude. The total impact time of the matter is of the order of ~1 ms.
The impact sends up a plume of plasma, which then radiates in the
magnetic field of the neutron star. The total gravitational energy
available for the burst is ~1040 ergs from a body with m 5x10 19g.
A strong surface magnetic field is required in this model to confine
the bursting material. If no magnetic field is present, the effi-
ciency of the GRB would be low because the impact energy is converted
to the kinetic energy of material ejected by radiation pressure.
This model does not require any neutron-star companion or accre-
tion disk and does not predict any detectable quiescent flux in any
energy band. However, the recurrence rate based on the random
collison with an asteroid-sized body with a neutron star has been
estimated to be low (a few times 10~7 yr~ ; Newman and Cox (1980)).
Calculations by Van Buren (1981) of the rate of collisions of inter-
stellar asteroids deflected by gravitational interactions with a
planetary system about the neutron star (thereby increasing the col-
lision cross-section of the neutron-star system) have yielded
slightly higher, yet similarly low collision rates (~10-6 yr-1 ).
Joss and Rappaport (1983) have proposed the possibility of the
condensation of iron-nickel bodies at a rate of up to ~1 yr~ 1 from a
cold accretion disk about a neutron star. In their scenario, the
neutron star is in a close orbit with a low-mass companion from which
matter had been accreting for several billion years. When the com-
panion mass drops below a certain level, the rate of accretion to the
disk and onto the neutron star drops steadily. The viscosity of the
disk may then very well decrease, in which case the disk cools slowly
until the temperature is such that iron-nickel grains could condense
out of the disk. These grains would settle into a thin plane inside
the accretion disk and condense into asteroid-sized bodies by a
series of inelastic collisions. The resulting body could then possi-
bly give up its angular momentum to the neutron star's magnetic
field, causing it to strike the neutron star surface and create a GRB
as in the model of Colgate and Petschek (1981).
This scenario has many positive aspects. The recurrence rate
estimated by Joss and Rappaport agrees well with the estimates of
Schaefer and Cline (1985). The absence of accretion onto the neutron
star's surface accounts for the absence of a quiescent X-ray flux.
In addition, the existence of an accretion disk and companion has
important implications for some theories of the generation of optical
radiation, as will be seen in section 3.3.
3.1.2.2. Impact of a Cet onto a Neutron Star
Harwit and Salpeter (1973) have proposed that GRB could be pro-
duced on a regular basis by impacts onto a neutron star of comets
from a comet cloud surrounding the neutron star. In their model,
comets straying within ~105 km of the neutron star are tidally broken
up into a stream of smaller bodies which spread along the comet's
orbit. Comets with periastron distances much less than 105 km are
compressed and heated and spread into a set of orbits about the neu-
tron star. Disrupted comet matter could lose its angular momentum to
the magnetic field of the neutron star and then be guided onto the
surface of the neutron star along magnetic field lines. Such a col-
lision of a comet of mass 3x10 17g would release ~3x10 37 erg of gravi-
tational energy: if ~3% of the available energy were released in the
GRB (a very uncertain estimate), ~1036 ergs of energy would be avail-
able for the burst.
Harwit and Salpeter did not discuss a key aspect of the creation
of GRBs by the impact of comets from a comet cloud about the neutron
star: the retention of the comet cloud by the neutron star during
the formation of the neutron star. Their model has been reanalyzed
by Tremaine and Zytkow (1985). Besides rediscussing the basic
aspects of the collision of a comet with a neutron star, Tremaine and
Zytkow address the problem of the retention of the comet cloud during
the formation of the neutron star. They conclude that it is indeed
possible to create a neutron star without losing the cloud of comets
present around the parent star, thus enabling the system to be a pos-
sible source of GRBs.
In their paper, Tremaine and Zytkow note that a cloud of comets
orbit a star at a mean distance of ~20,000 AU is very loosely bound
to the star (the escape velocity is of the order of 1 km/s). If,
during the creation of a neutron star from the parent star, the neu-
tron star is given a peculiar velocity significantly greater than ~1
km/s, the comet cloud will not remain bound to the neutron star.
Measurements of pulsar radial velocities indicate that many neutron
stars are created with high peculiar velocities, presumably due to
asymmetries in the supernova explosion creating the neutron star. At
typical velocities of ~100 km/s, such a neutron star would escape a
cloud of comets at a mean distance of 20,000 AU from the progenitor
star (which has an escape velocity of the order of 1 km/s) within 103
years. Tremaine and Zytkow discuss four scenaria for the creation of
a neutron star with low enough peculiar velocity so that the comet
cloud remains bound. These scenaria are:
1) The symmetric type II supernova explosion of a single mas-
sive star. Tremaine and Zytkow quote results of calcula-
tions by Hills (1983) that imply that a good fraction
(roughly half) of the comets in high eccentricity orbits
would remain bound during a sudden mass loss by the cen-
tral star. The fraction of type II supernovae that
satisfy this criteria is unknown.
2) The creation of a neutron star in a cataclysic variable
due to mass accretion by the white dwarf until its mass
exceeds the Chandrasekhar limit. The result is a binary
system, generally including a neutron star and a low-mass
secondary. Those systems which would retain their comet
cloud would have secondaries with masses less than
0.03M ar (This binary system is very similar to one
proposed by Rappaport and Joss (1985) to explain optical
flashes from GRBs (see section 3.3)).
3) The creation of a neutron star from a white dwarf accret-
ing matter from a giant companion in a wide binary orbit.
Tremaine and Zytkow propose that the resulting system
would be a neutron star in orbit with the white dwarf
core of the giant companion. The peculiar velocity of
the resulting system would be small due to the its large
period.
4) The merging of a close pair of white dwarfs, possibly
creating a Type I supernova and/or neutron star.
The analysis of the physics of the interaction of the comet with
a neutron star is similar to the analysis of Colgate and Petschek
(1981). The comet is tidally disrupted at a distance from the neu-
tron star dictated by the tensile strength of the cometary material.
Gravitational forces compress the disrupted comet into a long, thin
stream of conducting material, which can lose angular momentum to the
neutron star's magnetic field through the generation of Alfven waves.
If the energy loss by the cometary material is not large enough to
allow the material to strike the neutron star, the probability is
high that the material will impact the neutron star in a following
passage. Indeed, since the maximum impact parameter for accretion on
the first encounter is relatively small, most bursts will occur when
the comet is disrupted on the first pass by the neutron star and
accretes on the second pass. The total time in which the cometary
material strikes the neutron star depends on the extent of its spread
during previous encounters with the neutron star. GRBs of duration
0.1 to 30 seconds are in principle allowed by this model, with burst
times less than one second restricted to comets with an impact param-
eter of less than a few hundred kilometers.
The estimated rate of impacts onto the neutron star by comets
"straying" near the neutron star is ~10-4 yr-1 for either a solitary
neutron star or one in a binary system. Tremaine and Zytkow note
that Hills (1981) has pointed out that a close encounter of the comet
cloud with a field can create a relatively brief period (duration
~30,000 years) of high comet influx into the neutron star system.
During these periods, the observed impact rate is enhanced: burst
recurrence rates of ~1 yr~ 1 are easily explained by this model. As a
result, the mean impact rate increases to ~10~3 yr~ 1 Tremaine and
Zytkow emphasize that these numbers are conservative and fairly unc-
ertain, and that the rates could be much higher.
The intriguing possibility of creating bursts of optical radia-
tion by impacting a comet onto the white dwarf companion of the neu-
tron star is discussed further in section 3.3.1.
3.1.2.2.1. Unstable Accretion of Interstellar Matter
Lipunov et al. (1982) propose that interstellar material can
accumulate as an. envelope of matter in the magnetosphere of a
highly-magnetized neutron star. When enough matter has accumulated,
the envelope becomes unstable and accretes quickly onto the poles of
the neutron star, releasing ~1037 ergs of gravitational energy. The
accretion rate, and therefore the recurrence time, is very sensitive
to the neutron star velocity. Slower neutron stars will accumulate
mass more quickly than faster ones and will therefore recur more
often. Lipunov estimates a recurrence time of (0.1 years)*(O.lV)3
where V is the neutron star's velocity in km/sec. According to this
model, then, a neutron star with V=100 km/sec will therefore recur
every ~100 years.
3.1.2.3. GRB Emission from the Detonation of Accreted Matter
Woosley and Wallace (1982) and Fryxell and Woosley (1982) pro-
pose models of GRB production in which matter accreted onto a neutron
star from a companion star or accretion disk ignites explosively to
create a gamma-ray burst. Matter (mostly hydrogen) accreting from an
accretion disk onto a neutron star accumulates on the surface of the
neutron star and fuses non-explosively into helium. The accreted
matter can collect in a kilometer-sized area , either due to the fun-
neling of the matter onto the poles of the neutron star by the strong
magnetic field or due to the presence of "wrinkles" in the magnetic
field at the neutron star surface (Woosley and Wallace, 1982). The
accreted hydrogen and helium form a "blister" on the surface of the
neutron star. The blister measures tens of meters deep and has a
surface are of the order of ~1-10 km2. The matter in the blister
will tend to spread over part of the neutron star surface: the
extend of the spread determines the total mass of the blister at the
time of detonation, and so the energy of the burst. When the pres-
sure and temperature at the base of the blister reach the point where
helium at the base of the blister undergoes runaway thermonuclear
fusion, a blast wave of fusion propagates through the blister,
releasing 1038-1039 ergs in y-rays per km2 of accreted matter. The
hot (T = 109-1010 oK) plasma thrown up by the explosion interacts
with the magnetic field of the neutron star, creating the GRB.
It should be noted that matter accreting onto the surface of a
neutron star will emit X-rays. Depending on the distance to the
source and the mass transfer rate, these X-rays may be detectable at
the Earth. According to Rappaport and Joss (1985, equation 4), the
quiescent X-ray flux of GRB0116-29 (10-13 erg/cm2/s; cf. section
2.2.3) is such that the recurrence time between bursts is 4x10 5 years
if the source is at 100 pc, 3500 years at 1 kpc and four months at
100 kpc, assuming isotropic emission.
Application of this model to GRB0116-29 (19 November 1978)
presents some difficulties. The apparent detection of two bursts
from this source within 50 years imply an accretion rate which would
create the detected X-ray flux if the source is at a distance of ~8
kpc. On the other hand, a total burst energy of ~1038 ergs places
GRB0116-29 (fluence = 3.2x10-4 erg/cm2 ) at a distance of 50 pc from
the Earth. Since all models of optical radiation from GRBs favor a
local (d < 100 pc) population of GRB sources, it is probable that
either this model does not apply to GRB0116-29 or the X-ray flux is
from a serendipidious source in the error region of GRB0116-29.
3.1.3. GRB Emission fram Phase Changes inside a Neutrn Star
A phase change inside a rotating neutron star is usually seen as
a starquake accompanied by a release of energy from the neutron star.
Pulsar "glitches", where the period of a pulsar changes suddenly and
discontinuously, are thought to be associated with some change in the
physical state of the neutron star. The amount of energy release in
a neutron star glitch is roughly Etotal(&P/P), where &P is the change
in the neutron star rotational period P. Pulsar glitches have been
observed at intervals of ~10 years, so each glitch model would allow
recurrence times of the order of 10 years.
In pulsar-glitch models of the production of GRBs, the starquake
in the neutron star causes a sudden change in the magnetosphere of
the neutron star, which creates a strong electric field near the neu-
tron star surface. This electric field pulls charged particles from
the surface of the neutron star, which than radiate in the neutron
star magnetosphere. The fraction of the energy released by the
*
Assuming the X-rays are emitted isotropically from the neutron
star: if the emission occurs in a small area on the surface of the
neutron star, the distance to the source will decrease as the ratio
of the emission area to the area of the neutron star. However, any
significant concentration of emission onto one spot on the surface of
the neutron star would most likely be noticed as the neutron star ro-
tates; yet, no reports of pulsations in the quiescent X-ray flux have
been published.
glitch that appears in fast particles and the total energy radiated
in y-rays is model-dependent.
Several theories of GRB production from starquakes have been
proposed, with different results. Mitrofanov (1984) has calculated
that a starquake in an old pulsar could release of the the order of
1046 ergs of the gravitational energy of the neutron star (~10 53
ergs), based on the assumption that the change in the neutron star
period is accompanied by a change in the neutron star radius, and
that AP/P = ARns/Rns. Pacini and Ruderman (1974), on the other
hand, calculate total energies of ~1035 ergs, assuming the GRB
derives its energy from the rotational energy of the neutron star
(Erotational = 1045 erg for a neutron star with a period of 6s).
The starquake model of GRBs are, in principle, capable of creat-
ing the short risetimes (10-500 ms) seen in GRBs. If the source of
the GRB energy is the rotational energy of the neutron star, the
characteristic timescale of radiation of energy is the time needed
for an Alfven wave to cross the neutron star magnetosphere, which is
about 1 ms (Lamb, 1984). If the energy source is the gravitational
energy of the neutron star, the characteristic timescale of energy
conversion is the orbiting time of a particle just above the neutron
star surface, which is ~0.1 ms (P. Joss, private communication).
Because of the six orders of magnitude difference in the burst
energy predicted by the models of Pacini and Ruderman (1974) and
Mitrofanov (1984), the mean distances to GRB sources predicted by the
two theories differs by three orders of magnitude. As a result, the
two theories prefer different source distributions: Pacini and Ruder-
man have proposed a local GRB source population, while Shklovskii and
Mitrofanov (1985) have proposed an extended-halo GRB source popula-
tion based on the model of Mitrofanov (see section 3.2).
3.2. The Distribution of GRB Sources
Since GRBs are thought to originate near the surface of neutron
stars, some insight into the space density of GRB sources can be
gained by an analysis of the space density of neutron stars. Iso-
tropy arguments (section 2.1.4) point to a spherical distribution of
detected GRB sources about the Earth. The GRB sources are either
close to the Earth (d < 100-300 pc) or in an extended halo about the
Galaxy (d = 50 - 200 kpc).
The present best estimate of the rate of creation of neutron
stars is ~0.03 yr~ 1 (Shklovskii and Mitrofanov, 1985). If this rate
has persisted throughout the life of the Galaxy (~1010 years), there
have been Nns = 3x108 neutron stars created in our Galaxy. If only
a fraction, fGRB of these neutron stars are responsible for GRBs
observable by present instruments (perhaps because only a fraction of
all neutron stars can create GRBS, or perhaps because only a fraction
of all neutron stars are close enough to be detected in outburst),
then there are fGRBNns observable GRB sources in the Galaxy.
If one can assign some sort of mean recurrence time, Trec, to
GRBs as a population, then the observed GRB detection rate (of the
order of 30 yr~1) can be compared with the expected rate
fGRBNns/Trec. From this comparison, it is clear that if every neu-
tron star is a potential site of a detectable GRB (fGRB = 1), the
mean recurrence time is ~107 years. On the other hand, if the
recurrence time of about one year calculated by Schaefer and Cline
(1985) is correct, the value of fGRB is 10~ -
Shklovskii and Mitrofanov (1985) point out that typical pulsar
peculiar velocities are high (~100-200 km/s) and that, therefore, the
galactic population of old pulsars is spherically distributed within
100-200 kpc of the center the Galaxy. It is not clear whether this
statement can be made of neutron stars in general. First, the
observable pulsars make up only a small fraction (<10%) of the
expected number of young (age < 106 years) neutron stars in the
Galaxy. Second, Tremaine and Zytkow (1985) have suggested four
scenaria for the production of neutron stars with low peculiar velo-
cities (cf. section 3.1.2.2), implying that not all neutron stars are
born with velocities typical of pulsars. Neutron stars as a group
have some intrinsic velocity function: the validity of the use of
pulsars as a tracer of this function is questionable.
Shklovskii and Mitrofanov have used the arguments listed above
and suggested that GRBs belong to a class of "switched-off" radio
pulsars. These old pulsars all have high peculiar velocites (>100
km/s) and populate an extended halo about the Galaxy at a mean dis-
tance of ~100 kpc. The old pulsars create GRBs through the mechanism
proposed by Mitrofanov (1984), described in section 3.2.3.3.
Shklovskii and Mitrofanov suggest that high peculiar velocity, early
pulsar activity and late GRB activity are intimately related: only
fast, old pulsars are capable of bursting. Because the fast pulsars
are far away from the plane of the Galaxy before they start their
bursting phase, no nearby GRBs can be expected. In this case, the
value of fGRB is just the fraction of all neutron stars capable of
pulsar activity and, therefore, of GRB activity. If this value is
roughly 0.05 (from the ratio of the number of known pulsars to the
number of neutron stars expected to have been created in one pulsar
lifetime (~106 years)), then there are roughly 107 GRB sources; the
average recurrence time is, then, ~5x105 years.
On the other hand, perhaps most (>~50%) neutron stars are poten-
tial GRB sources, and the observed GRBs are distributed close to the
Earth. The fraction, f, of all neutron stars capable of GRBs would
be dictated by the mechanism of the burst: if, for example, all GRB
source are in binary systems, then the value of f would be dominated
by the fraction of binary systems which would allow and survive the
transformation of one member into a neutron star.
It is interesting to examine the specific case where T rec yr
and fGRB 10~. If all neutron stars are evenly distributed within
100 kpc of the center of the Galaxy, and all neutron stars are GRB
sources, then the nearest 10 7Nns GRB sources would be located within
300 pc of the Earth. If T rec = 10 yr, the distance scale increases
to ~600 pc. Pacini and Ruderman (1974) have suggested that GRB
sources are distributed in a disk 2 kpc thick in the plane of the
Galaxy. If the radius of this disk is 15 kpc, the nearest 300 GRB
sources (corresponding to T rec = 10 years) are located within 70 pc
of the Sun.
3.3. optical Raiation from ruaim-Ray Burst Sources
Since the discovery of transient optical radiation from out-
bursting GRB sources, several theories have been published attempting
to explain its existence. The number of theories has remained small
to date, much lower than the number of theories originally proposed
to explain y-ray emission from GRBs. The emission of optical light
is much more strongly constrained by observations than the emission
of y-rays. Specifically, any theory of optical emission from GRBs
must satisfy the following requirements:
1) The ratio of gamma-ray to optical fluence, F /F must
be of the order of 10 This value was determioned from
the three archived optical flashes found by Schaefer
(1981) and Schaefer, et al. (1984a), assuming a short
(<~5 second) optical burst time. This ratio could drop
by a factor of several if the duration of the optical
flashes significantly exceeds a few seconds (Rappaport
and Joss, 1985).
2) The quiescent blue magnitude of the object mB>23 , based
on various deep searches of small GRB error regions.
3) The duration of the optical flash, T , must be less
than ~500 seconds, based on the limit of image trailing
in the 1928 archived optical flash found in the error
region of GRB0116-29 (Schaefer, 1981).
The theories describing optical emission from GRBs describe the
emission as being either 1) an integral part of the burst emission
spectrum, or 2) a by-product of the burst (such as in the absorption
of high-energy photons from the burst and their re-emission at opti-
cal wavelengths). Each of these types of emission model brings new
restrictions on the mechanism producing the optical radiation.
It has been noted by several workers in the field that if the
mechanism of emission of optical radiation is thermal, the radiation
cannot be emitted at or near the surface of a neutron star because of
the neutron star's low surface area. (Katz (1985) calculated that
the brightness temperature of the archived 1928 optical flash was
~1016 oK (based on an estimate of mv=3 for Topt=ls; if opt = 500s,
Tb is still greater than 1015 oK). Because typical temperatures seen
in GRBs are of the order of 109 OK, Katz concluded that any mechanism
producing optical radiation from the surface of a neutron star must
not be thermal in nature.)
Schaefer and Ricker (1983) calculated that if the optical emis-
sion process is thermal, the emission must come from a region of
radius > 108 cm (for a GRB source distance of ~50 pc) in order to be
able to explain the optical flux at the Earth. Katz (1985) also
noted that if the optical light is the result of thermal reprocessing
of y-rays from the burst in a neighboring object (a companion star
and/or accretion disk), the quiescent temperature of the reprocessing
surface must be ~16000K to be able to explain the 20 magnitudes
difference between the quiescent and outburst visual magnitudes.
Several theories for the production of optical light from GRBs
have been proposed to date:
(1) Tremaine and Zytkow (1985) noted that thermal optical and UV
radiation would be produced by the impact of a comet onto the
surface of a white dwarf. This interaction would lead to
optical/UV bursts with no GRB counterpart.
(2) Woosley (1984) proposed that optical light could be produced by
cyclotron radiation at a distance of ~108 cm from a highly-
magnetized, outbursting neutron star. Woosley's assumptions on
the structure and content of the neutron star magnetosphere are
rather uncertain, yet are critical to the details of his model.
For this reason, Woosley states that his results are uncertain
but that the observational criteria could "in principle" be
satisfied.
(3) London and Cominsky (1983) first investigated the reprocessing
of y-rays from a GRB on a main-sequence companion star. Their
model, which did not work for a main-sequence companion, was
improved by work of Rappaport and Joss (1985), whose model is
able to explain the observed characteristics.
All of these theories point to a local (~100 pc) distribution of
GRB sources. Some details of these theories are listed below.
3.3.1. The Impact of a Ccnet onto a Wiite Dwarf
An interesting possibility presented by the model of Tremaine
and Zytkow (1985) is for the creation of GRBs from neutron star
impacts of comets from a comet cloud about the neutron star (cf. sec-
tion 3.1.2). In the case of the formation of a neutron star by
accretion of matter from a giant companion, impacts of comets onto
the white dwarf remnant of the giant companion could give rise to
bursts of radiation in the UV and optical bands from the heated sur-
face of the white dwarf. The gravitational energy released in the
impact is inversely proportional to the radius of the star impacted,
so the ratio of optical to y-ray burst energy would be RNS/RWD' or
~10-3, which is consistent with observations. Typical quiescent
absolute magnitudes of white dwarfs of M=11-16 yield source distances
of ~250-2500 pc (given that the minimum quiescent visual magnitude of
a GRB source is ~23). The intriguing aspect of this theory is that
optical and y-ray bursts would not be simultaneous, since comet
impacts onto the white dwarf are independent of impacts onto the neu-
tron star. The impact rate onto the two stars would be comparable,
so the y-ray and optical burst rates from the system would be compar-
able.
This theory can also easily be extended to solitary white dwarfs
which have retained their Oort cloud. The same analysis of event
rates applies to a solitary white dwarf as to a solitary neutron
star: the average impact rate is ~10~3 yr~ 1 , with periods of comet
storms when an average impact rate of ~1 yr~ 1 can easily be achieved.
3.3.2. Self-absorbed Cyclotrni ein
Woosley (1984) proposes that optical radiation emitted from a
GRB is cyclotron radiation intrinsic to the GRB itself. In his
model, gamma-rays from the burst strike and accelerate electrons in
the neutron star magnetosphere (whether from a burst wind or from
accretion). These electrons then gyrate in the magnetic field of the
neutron star and emit cyclotron radiation. The y-ray emitting region
near the neutron star is optically thick to the cyclotron fundamental
frequency and its first ~100 harmonics, leading to self-absorption of
the cyclotron radiation. Due to Doppler smearing of the lines and
the magnetic field gradient (assuming a roughly dipole magnetic field
about the neutron star), the emitted radiation is the Rayleigh-Jeans
tail of a blackbody spectrum, spanning the energy range from the
cyclotron fundamental to the ~100th harmonic.
In a dipolar magnetic field with surface strength of ~1012 Gauss
about a neutron star, the cyclotron energy at a distance of 108 cm is
0.046 eV (27 am), so the emitted spectrum, which spans a factor of
~100 in energy, covers the range of ~2700 A to 27 Am, which includes
the optical band. With this model and taking into account the large
uncertainties in the magnetic field strength and distribution and the
electron density distribution about the neutron star, Woosley states
that the observed ratio of F /F of ~103 could be achieved. The
y opt
duration of the optical flash would be the same as that of the GRB
(Topt<100s), and the intrinsically faint neutron star satisfies the
criterion of a faint quiescent source.
Because of its general applicability, the Woosley model of opti-
cal radiation from GRBs should be valid in any case: i.e., optical
radiation should be emitted from virtually every GRB at some level.
The validity of the application of this model to the optical tran-
sient events detected to date depends on whether the observed ratio
of F /Fopt can be achieved.
3.3.3. IeRn Gemma-Radiation
London and Cominsky (1983) have proposed that optical radiation
could be produced by the reprocessing of GRB y-rays in a close com-
panion star. They have roughly calculated the brightness of the
absorbing surface of a close (separation ~ 1011 cm) main-sequence or
white-dwarf companion. They concluded that although this scenario
would indeed produce optical light, it was inadequate to explain the
observed quiescent criteria. Specifically, they found that their
proposed binary companion object was too bright and should be detect-
able if it were a main-sequence star or white dwarf. (As a refer-
ence, a star of m = 23 at a distance of 100 pc has an absolute mag-
nitude of 18. Typical white dwarfs have absolute magnitudes of 11-16
and main sequence stars have absolute magnitudes of up to M 9).
Rappaport and Joss (1985) improved on the analysis of London and
Cominsky by considering a low-mass brown dwarf as a companion. They
found that this system could produce optical radiation which satis-
fied the observed criteria over a range of companion masses, burst
energies and source distances. Their model favors a companion mass
of Mc<0.05 Msolar, quiescent temperature Tquiescent<18000 K and burst
energy E <1038 erg; the favored distances range from <~50 pc to
<~250 pc for Schaefer's three archived optical transients (Schaefer
(1981) and Schaefer, et al. (1983)).
3.4. Discussion
The previous sections have outline the various theories for the
production of y-rays and optical bursts. Many possible stellar sys-
tems were proposed to explain GRBs and optical transients. However,
only a few stellar systems were able to act as the source of both
GRBs and optical transients. These scenaria are the most important
for instruments such as the Explosive Transient Camera, since one can
hope to learn about GRB sources from optical transients directly
associated with the GRB itself.
The model of optical radiation from GRBs proposed by Woosley
predicts optical burst radiation from virtually all GRBs, regardless
of the GRB production mechanism. The optical burst would have a
duration comparable to that of the GRB, and the optical light curve
would be very similar to the y-ray light curve, after accounting for
the smearing of the optical light curve features ove the larger opti-
cal emission region. The Woosley model of optical radiation from
GRBs would therefore predict optical transients of short duration (a
few seconds) with light curves that track the y-ray light curve well.
On the other hand, the models of Rappaport and Joss (1985) and
Tremaine and Zytkow (1985) both predict optical burst durations of
tens to hundreds of seconds. All of these models require y-
ray/optical burst sources to be in binary systems. The only scenario
of the model of Tremaine and Zytkow that allows GRBs and optical
transients from the same binary system places the neutron star in a
wide binary orbit with a white dwarf. The optical and y-ray bursts
are created by the impact of a comet with the white dwarf and the
neutron star, respectively. In principle, of course, the y-ray burst
could be created by many of the y-ray production mechanisms described
above. The model of Rappaport and Joss puts the neutron star in a
close binary orbit with a low-mass dwarf star. In their model, GRBs
are created by virtually any mechanism described in section 3.3. The
optical radiation would be y-radiation from the neutron star, repro-
cessed in the surface layer of the companion star.
Both optical reprocessing models predict similar optical burst
durations, consistent with the upper limit of Schaefer (1981). The
model of Rappaport and Joss predicts optical burst duration of <500s.
In order to satisfy the constraint of F /FB = 103, the model of
Tremaine and Zytkow predicts that the temperature of the white dwarf
surface during outburst is ~90000 K, so that most of the thermal
energy of the burst emerges in the blue band. In that case, the
burst duration would be ~100s (based on a total burst energy of 1033
ergs and a white dwarf radius of 109 cm).
Both of these models explicitly predict that the y-ray and opti-
cal burst rates from such systems should be similar. The main
difference between the models is the timing of the y-ray and optical
bursts. Woosley (1983) and Rappaport and Joss (1985) predict simul-
taneous optical and y-ray bursts, while Tremaine and Zytkow impli-
citly predict independent GRBs and optical transients. The predic-
tion of the model of Tremaine and Zytkow that isolated white dwarfs
will not be able to differentiate between the models, since the cal-
culated optical transient rate from solitary white dwarfs is very low
(see Chapter 10).
CHAPTER 4
The Concept of the Explosive Transient Camera
Introduction
The discovery in 1981 of an apparent optical transient associ-
ated with a gamma-ray burst error region (Schaefer, 1981) sparked the
interest in trying to detect optical light from a GRB source in out-
burst. Specifically, it became clear that an instrument to monitor
the full sky for optical transient events was needed to complement
the y-ray detectors currently in operation in deep space. Data taken
from y-ray and optical transient detectors operating in parallel
would provide useful information about the nature and mechanism of
GRBs.
In early 1982, George Ricker and co-workers at MIT began the
conceptual development of an automated, wide-field instrument to
detect celestial optical flashes from space. This instrument, dubbed
the Explosive Transient Camera (ETC), would be sensitive to increases
of brightness of celestial objects on timescales of 1-4 seconds. The
design, construction and testing of a sub-unit of the plenary ETC
began in the Spring of 1983.
The ETC would be a very effective ground-based sky monitor, com-
bining a large viewing solid angle (~1.5 steradians) with the large
observing time available to a dedicated, automated instrument. As a
detector of celestial brightenings on timescales of 1-4 seconds, the
ETC would investigate an entirely new range of parameter space in
astronomy, since most astronomical measurements are made on times-
cales of minutes to hours (standard imaging or spectroscopic observa-
tions) or milliseconds (photometric studies with photomultiplier
tubes). It is quite possible, therefore, that the ETC may detect
optical transients with no astrophysical precedent.
The following chapters describe the ETC test instrument and the
operations of the ETC in detail. This chapter discusses the ETC as
it will stand in its final configuration; a description of the opera-
tion operation of the ETC will follow in Chapter 5. Chapters 6
through 9 describe the test instrument and the details of the
software-controlled operation, data flow and instrument control in
the ETC.
4.1. The Plenary ETC
The plenary ETC will consist of 32 CCD cameras monitoring the
night sky. Each CCD camera consists of a wide-field lens illuminat-
ing a cooled CCD, resulting in a 150 x 200 field-of-view. The 32 CCD
cameras will monitor 16 150 x 200 fields: two CCD cameras will moni-
tor a given patch of sky. In this way, the ETC will operate in coin-
cidence: no optical flash detected in one camera will be considered
real unless confirmed by the detection of a flash at the the same
celestial coordinates in the other camera monitoring the field.
Operating the CCD cameras in coincidence virtually eliminates the
possibility of the detection of false optical flashes due to local
effects, either in the CCD or in the immediate vicinity of the
cameras.
The two sets of 16 CCD cameras will be located on two sites
separated by ~1.5 km on Kitt Peak, near Tucson, Arizona. (Site 1 is
located on the summit of Kitt Peak; Site 2 will be located on the
southwest ridge of Kitt Peak, near the picnic area and the NRAO 12m
telescope: see Figure 4.1). Sources of optical flashes located in
the Earth's atmosphere can be recognized by virtue of the parallax
afforded by the distance between the two sites. The precision of
localization of an optical flash by an ETC camera is 1.5 arc-minutes,
sufficient to recognize (and reject as non-celestial) sources of opt-
ical flashes at altitudes of up to 3000 km.
4. 2. ETC Observations
The sixteen cameras at each site will be mounted on two sidereal
drives, which will track the sky in order to avoid the smearing of
stellar images (see Figure 4.2 for an illustration of the layout of
eight ETC cameras on one tracking drive). Each set of eight cameras
will begin observations at a predetermined hour angle east of the
meridian and monitor the sky for about two hours. The drives will
then slew back to their original hour angles and monitor a new patch
of sky for the next two hours.
The plenary ETC will be entirely automatic. Operations will be
initiated by a human user: the ETC computers will then be in com-
plete control of the the ETC instrument and operations. The ETC will
operate between evening and morning astronomical twilight, and then
Site 2:
16 ETC I
Site 1:
16 ETC Came
RMT
Intersite communications link(Fiber-optic cables)
1.4 km 0
Figure 4.1: The proposed layout of the full-up ETC at Kitt Peak. Site 1, presently
the location of the ETC test unit, is the former Airglow Laboratory and
Twelve-Inch Schmidt Dome on the summit of Kitt Peak. Site 2 is to be
located on the southwest ridge at Kitt Peak, several hundred meters
east of the sites of the NRAO and McGraw-Hill telescopes. Intersite
data flow will likely be over fiber-optic cable. The Rapidly Moving
Telescope (RMT) will be located in the refurbished Airglow Laboratory
adjacent to the ETC dome at Site 1. Through the use of two sites,
terrestrial sources of optical flashes (such as satellites and meteors)
can be eliminated by the use of parallax afforded by the separation
between the sites.
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Figure 4.2: A schematic layout of the future ETC tracking mount, showing
four of eight CCD cameras.
only under photometric or nearly-photometric conditions. The con-
tinuous monitoring of weather sensors near each site will allow the
ETC control computer to know whether precipitation is present or
imminent and thus whether the protective dome should be closed or not
opened. The ETC will be able to tell whether the sky is cloudy from
an analysis of stellar brightnesses in the CCD camera images; thus,
the ETC will be able to judge the quality of the night sky and from
this, to be able to determine whether observations should commence or
continue. Synthesized voice communication will allow for telephone
calls for human assistance or intervention if required.
Observations with the ETC consist of a series of contiguous,
short (1-4 second) exposures of the night sky. The observations are
controlled and directed by a small, powerful microprocessor known as
the Overseer computer; the real-time analysis of ETC image data (at a
rate of 105 bytes/camera/second) is done by a Trigger processor asso-
ciated with each camera. The plenary ETC will consist of one
Overseer computer, 32 CCD cameras and 32 Trigger processors analyzing
CCD image data in parallel. During observations with the ETC, all
CCD images are read out simultaneously at regular intervals of 1-4
seconds. Since the duty cycle of the ETC is 100% (i.e., a new
integration in each CCD commences immediately after the readout of an
image), the ETC computer system must complete its analysis and
storage of image data in less than an exposure time. When the expo-
sure time of an image has expired, the CCDs are read out in parallel:
the output of each CCD is amplified and digitized and sent to a dedi-
cated Trigger processor, which analyzes the image for sudden bright-
enings by an arithmetic comparison of the image to its immediate
predecessor. The location on the CCD of any optical flashes detected
by a Trigger processor are sent to the Overseer computer, which cal-
culates the celestial coordinates (right ascension and declination)
of the event from its location on the CCD. After all Trigger proces-
sors have finished image analysis, the Overseer computer compares the
celestial coordinates of the events reported by the Trigger proces-
sors during the last analysis period. If the Trigger processors
associated with a pair of cameras pointing at the same patch of sky
report events from the same celestial coordinates (to a programmed
precision), the reports are considered to have come from a true
celestial optical flash.
In the time between the end of the analysis of the image data by
the Trigger processors and the readout of the images being exposed
concurrently, the Overseer computer will record and analyze data from
any celestial flashes detected in this or previous images. The data
stored from a flash are taken from both cameras detecting the event,
and include 30'x30' image subarrays centered on the flash and on
several photometric standards near the flash. These data are moved
from the Overseer computer's volatile memory and stored on magnetic
tape at regular intervals. If, in subsequent exposures, the Overseer
computer determines that the brightness of a flash has returned to
its quiescent level or has subsided below the detection threshold of
the ETC, it will no longer store data from that flash event.
The celestial coordinates of any confirmed celestial flash will
be sent upon detection to the Rapidly Moving Telescope (RMT; Teegar-
den, et al., 1984) (presently under construction at the Goddard Space
Flight Center), which will be located in a building adjacent to the
building housing ETC Site 1. The RMT (see Figure 4.3) consists of a
7" telescope pointing down at a two-axis gimballed mirror, capable of
slewing to any spot on the sky within one second with an accuracy of
one arc-second. The RMT, with a one-second image sensitivity of
mv 14 (10a significance), will take contiguous <1s exposures of the
event and store data from the event until the brightness of the event
drops below the detection threshold of the RMT.
4.3. The Sensitivity of the Plenary ETC
The sensitivity of the ETC.can be described in two ways: 1) the
sensitivity of a single camera in imaging the sky and 2) the sensi-
tivity of a single camera to the detection of an event. The sensi-
tivity of an ETC camera as an imaging device is given by the equation
S
q = (S + a2 + BT) 1/2  (4.1)
where qi is the significance of the detection in a single camera,
S is the signal at the CCD (in electrons)
aR is the CCD readout noise (in electrons/pixel),
B is the sky rate per pixel at the CCD (in
electrons/second/pixel)
7 is the exposure time (in seconds)
An image of signal S electrons in one CCD pixel will be detected at a
signal-to-noise ratio qi in a CCD camera of readout noise aR and sky
brightness Br.
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Figure 4.3: Cross-sectional view of Rapidly Moving Telescope (RMT) presently
under construction at the Goddard Space Flight Center. The two-axis
gimballed mirror can slew to any part of the sky within one second with
arc-second accuracy. Light is reflected from the mirror into the aperture
of a standard 7" Questar telescope and then focussed onto a
thermoelectrically-cooled CCD. The field of view of theRMT is
5x8 arc-minutes. The sensitivity of the RMT is m = 14 in a one-second
exposure (ten sigma level-of-confidence).
Thermo-electrically-cooled
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The sensitivity of the ETC to the detection of a brightening in
a CCD image frame differs from the qi because a difference measure-
ment from two image frames is necessary to detect a brightening.
Because both images have an associated sky noise and readout noise,
the total noise associated with the difference between the images is
larger than the- total noise associated with a single image. In the
calculation of the total noise of the difference of two images, the
sky and readout noises must be taken into account twice. The formula
for the significance of a difference detection is, then,
as 2 (4.2)
(&S + 2 aA + 2Br) 1 /2
where qd is the significance of a difference detection in a single
camera, and &S is the signal level (in electrons) above the sky+bias
level in the CCD. (This equation is a specific instance of equation
11.1 for the situation where the star is not visible before the
event).
In order to relate the detected signal S to stellar magnitudes,
one must have a complete understanding of the effects of absorption
due to the various media between the star and the CCD. A star which
is seen as N photons/s/cm2/A at the top of the atmosphere will be
measured as eaefeleweCevNAAXr electrons at the CCD, where ea' ef, el,
and ew are the transmissivities of the atmosphere, filter, lens and
window, respectively; eC is the efficiency of the CCD (in e /photon);
ev is the averaged effect of the reduction of overall lens transmis-
sivity due to vignetting; A is the area of the lens; and AX is the
bandpass of the filter (in A). When the fact that the point-spread-
function of the lens spreads the image charge over several pixels is
taken into account, the number of electrons in the peak pixel of a
stellar image is eaefelewevesNAakT, where es is the fraction of a
stellar image in the highest pixel of the image (see Figure 4.4 for a
schematic illustration of the transmissivity of the ETC CCD camera
system). Thus, given a detected signal of S electrons above the
sky+bias level in a CCD, the value of N can be calculated as N =
S/eaefelewevesAXT. For visual magnitudes, the value of N can be
related to my by the formula N = 1.05xlO310-0.4mv photons/cm2 /s/A.
The sky rate, B electrons per pixel per second, can be calcu-
lated from the sky brightness, H photons/cm2 /s/"2/A, as B =
efeleweCAHTAQ&X electrons/pixel at the CCD, where &Q is the solid
angle subtended per pixel. The value of H is 2.35x10-6 in V-band
(5000A to 6000A).
The values of the above variables projected for the full-up ETC
are tabulated in Table 4.1 along with the expected ETC threshold sen-
sitivity to detected events, as calculated from equation 4.2. The
plenary ETC can be expected to detect a flash at a signal-to-noise
ratio of 10 at visual magnitude mv = 10.3 in a one-second exposure
and at 11.3 in a four-second exposure. (A 10a flash detection in the
ETC is achieved by 7a flash detections in each of two cameras in the
ETC; a 7a flash detection corresponds to a level of confidence of
0.9999997 in a single pixel (this level of confidence does not
correspond directly to that given by Gaussian statistics: cf. Chapter
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Figure 4.4: This figure schematically represents the path of photons incident to
the Earth's atmosphere in reaching the ETC as digitized data. The
values given here are those corresponding to the ETC test unit(see Chapter 11).
11 and Figure 11.3)). Note from Table 4.1 that the a psteriori
signal-to-noise ratio of a detected event is greater than the detec-
tion signal-to-noise ratio, because the signal electrons from the
full stellar image can be taken into account. These a posteriori
detection sensitivities are also listed in Table 4.1, under "full
image sensitivity".
4.4. The Sky Coverage of the Plenary ETC
The ideal arrangement of the ETC's sixteen 15x20 degree fields-
of-view on the night sky is one that maximizes the observed solid
angle coverage of the CCD cameras while minimizing atmospheric
effects. The total solid angle is maximized by minimizing the over-
lap of adjacent fields. Atmospheric effects, which include a reduc-
tion of atmospheric transmissivity and an increase in image and field
distortion, increase with zenith angle. Atmospheric effects are, in
general, minimized by minimizing the mean angular distance of all
fields-of-view from the zenith.
The mapping of the sixteen ETC fields-of-view is dependent on
the structural constraints of the ETC instrumentation. The sixteen
cameras at each site are divided into eight pairs: each pair of cam-
eras is structurally required to point at the same right ascension.
The relative right ascensions of all pairs is continually variable,
as is the declination of each individual ETC camera.
The problem of finding an analytic method to find the ideal
orientation of the fields-of-view was presented to a graduate
CHARACTERISTICS OF THE CCD CAMERAS OF THE PLENARY ETC
Symbol Value
Focal length F 25 mm
f-number f 0.85
Area A 6.8 cm2
Angular size 0 9-55 '2
Bandpass Ax 4500A - 7500A
Sky brightness H 2.4x10-6 ph/cm2/s/A
Atmospheric tranmissivity ea 0.85
Filter tranmissivity ef 1.0 (no filter)
Lens tranmissivity ea 0.8
Window tranmissivity ea 0.95
CCD efficiency e 0.53 e /photon
CCD gain 1 g 12 e~/adu
CCD readout noise aR 25 e
Stellar image splitting ea 0.7
10a event sensitivity (1s) 10.3
10a event sensitivity (4s) 11.3
10a event sensitivity (10s) 11.8
10a full image sensitivity (1s) 10.7
10a full image sensitivity (4s) 11.7
10a full image sensitivity (10s) 12.2
Table 4.1: Optical Characteristics of Plenary ETC
mathematics seminar led by Professor Dan Kleitman, the chairman of
the mathematics department at MIT. This group concluded was that a
simple analytic solution was not possible: they suggested that an
adequate solution could be found by trial-and-error, mapping the
fields-of-view onto the night sky by hand according to the structural
constraints. Figure 4.5 shows the result of such a trial-and-error
analysis: the proposed layout of the sixteen ETC camera fields-of-
view.
4.5. Survey Capabilities of the Plenary ETC
The ETC will operate under photometric conditions during dark
and grey time (in the period between third and first quarters of the
Moon) at Kitt Peak. Thus, the ETC could potentially observe ~180
nights per year. Given that the mean night is nine hours long, if
half of these nights are clear enough to allow observations, then the
ETC will observe roughly 820 hours per year. Combining this with the
observed ETC efficiency of ~75% (see Chapter 11) leads to the esti-
mate of the time the ETC is actually observing per year of 616 hours.
2
The total observing solid angle of the plenary ETC is 16 x 2820
2
45120 = 1.37 steradians. The total actual solid-angle-time product
of the plenary ETC, taking all above considerations into account, is
850 sr-hours per year.
An estimate of event rates from known sources of celestial opti-
cal flashes can be made form the estimate of the observing time per
year of the plenary ETC and the analysis presented in Chapter 10.
Specifically, the value of 850 sr-hrs observed per year yields direct
estimates of event rates from Figure 10.6. Given the sensitivities
of event detection listed in Table 4.1, the ETC can be expected to
detect optical flashes from GRBs at a rate of 0.5 per year for one-
second exposures, 4 per year for four-second exposures and 8 per year
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20 degrees
30 degrees
Figure 4.5: Possible layout of the plenary ETC camera fields-of-view on the
night sky. The view shown is a zenith projection from Kitt Peak.
Coordinates inside each field are the coordinates of the field
center. Each field-of-view has an angular size of 15 x 20 degrees.
for ten-second exposures. In addition, the ETC should detect 14, 420
and 3800 flare stars per year in one-, four- and ten-second expo-
sures, respectively, assuming a mean flare risetime of 30 seconds
(see Chapter 10).
*
Assuming the duration of the optical burst to be five seconds.
CHAPTER 5
ETC Operations
Introduction
The plenary ETC is intended to be a completely independent,
automated instrument completely under computer control. It must be
able to think and react with the flexibility of a human observer, but
more quickly and more consistently. In addition, the operation and
data storage of the ETC must occur smoothly and efficiently. As a
result, controlling software for the ETC instrument is quite complex.
Through its interactions with the peripheral computers, the ETC
software must control every aspect of ETC operations. In addition,
it must operate in a fashion that assures that any and every failure
mode which we can possibly anticipate is rendered "failsafe"
This chapter is intended to give the reader an overview of ETC
operations, ranging from the highest (day-to-day) level to the lowest
(second-to-second) level. (Extensive details of the ETC software are
given in chapters 7, 8 and 9.)
5. 1. ETC Insitrument Control
All aspects of ETC operations are controlled by computer. In
the plenary ETC, the control system will be set into operation by a
human user, and then operate for months at a time with no significant
human interaction. The only exceptions to this complete computer
control are 1) when the system detects an instrument failure and
requests human help, 2) the periodic replacement of magnetic storage
media and 3) the periodic cleaning of optical surfaces.
The computers controlling the ETC are divided into three dis-
tinct units. Each computer has a specific set of tasks and works
independently of the others. The master computer is a small, power-
ful Motorola 68000-based computer known as the Overseer computer.
The Overseer computer is responsible for controlling and coordinating
ETC operations and thus is in a very real sense the "brain" of the
ETC.
The Overseer computer controls ETC hardware operations and data
flow through two sets of slave computers. The first, the Instrumnt
Control Electronics (ICE), is the Overseer computer's link to the
system's CCD cameras and most of the ETC instrumentation. The ICE is
truly a slave computer, having no independent control over any part
of the system: it simply executes commands given by the Overseer com-
puter.
The second, the Trigger processor, on the other hand, is more of
an "idiot savant": its primary responsibility is to analyze incoming
CCD data quickly and efficiently. Each Trigger processor analyzes
data from a single ETC camera: the plenary ETC will therefore include
32 Trigger processors. Each Trigger processor accepts successive
images from its associated camera and examines them for flash events.
Any potential events detected by a Trigger processor is reported to
the Overseer computer at the time of detection.
ETC operations consist of the reading out and analysis of con-
tiguous, precisely-timed exposures of the night sky. Data flow in
the ETC is initiated by the Overseer computer, which, at the end of
an exposure, commands the ICE to read out all CCDs. The CCD image
data is amplified and digitized in the ICE and then sent to the
Trigger processors, which analyzes the image for any significant
brightenings by, among other things, comparing it to the preceding
exposure. Reports of brightening are sent from the Trigger processor
to the Overseer computer over RS-232 serial link, while image data is
transferred over a custom high-speed serial link (HSSL) at a rate of
250 kpixels/second. After the analysis and any data storage are com-
pleted, the next image is read out for analysis.
5.2. A Typical Observing Night
A typical observing night for the ETC is moonless and nearly
photometric, and is about nine hours long. The ETC begins operations
shortly before astronomical twilight, when an on-board clock alerts
the Overseer computer that it is time to observe. The Overseer com-
puter then commands all sidereal drives to slew to their designated
starting points, generally two hours east of the meridian, and then
to begin tracking the sky. The Overseer computer then checks all
weather sensors to make sure that it is safe to open the protective
dome. If so, the Overseer computer opens the dome with a command to
the ICE (a flow diagram of the setup operation is given in Figure
5.1).
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Figure 5.1: Flow chart of the setup of ETC operations
Once the dome is open, the Overseer computer analyzes images of
the night sky for patchy clouds or an extended cloud cover, since any
clouds in the field-of-view can create false optical flashes by
briefly covering a star in an ETC field. The Overseer computer com-
pares the brightnesses of stellar images in a CCD exposure to their
expected brightness: if the transmissivity of the atmosphere is high
enough (>~80%) and if no individual stars are significantly dimmer
than expected (e.g., due to patchy clouds), the Overseer computer
initiates observations.
A single observation cycle consists of monitoring a given patch
of sky for about two hours, after which the sidereal drives will be
commanded to slew back to their initial position. A new observation
cycle then begins, with all cameras observing a new patch of sky.
This method assures that the cameras will always be observing at or
near the meridian, so that the effects of atmospheric extinction are
minimized.
5.2.1. An Observation Cycle
An observation cycle consists of a series of short (1-4s) con-
tiguous exposures of the night sky taken simultaneously by all CCD
cameras. (A flow diagram of an exposure cycle is given in Figure
5.2; a timing diagram of an ETC exposure can be found in Figure 5.3).
The exposures are timed by the Overseer computer's high-precision
countdown timer (the frame tiuer). Near the end of an exposure, the
Overseer computer notifies all Trigger processors that data transfer
is imminent. When the frame timer expires, the Overseer computer
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Figure 5.2: Flow chart of an ETC exposure cycle during observations.
Frame timer expires Sift timer expires
Reports of any events detected
by a Trigger Processor
are sent to the Overseer computer
I ' 't=0.0 s
CCD
Sifting starts
I I I I i
t=1.0 s
readout complete
The Overseer Computer
may use this time to
acquire image data from
the Trigger Processors
t=2.0 s
Frame timer expires
Sifting complete
The Overseer Computer sends
an "end-queries" command to
all Trigger Processors and
then commands the ICE to
read out all CCDs.
ETC exposure cycle timing diagram. This figure schematically describes
the sequence and timing of events during a single exposure cycle. Soon after
the CCDs are read out, each Trigger processor begins the process of analysis
(sifting) of the incoming CCD image data. Any event detected by a Trigger
processor are reported to the Overseer computer, which tabulates and correlates
them as they come in. Sifting continues until completion or until the sift time
expires, whichever comes first. After the sift timer expires, the Overseer
computer has time to request data from the Trigger processors. Immediately
before the frame time expires and the CCDs are to be read out, the Overseer
Computer issues an "end queries" command to the Trigger processors,
notifying them of incoming data. (See text for details).
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Figure 5.3:
commands the ICE to read out all CCDs. The CCD images from each cam-
era are transmitted to the corresponding Trigger processor: each
Trigger processor then analyzes its image for brightenings by, among
other things, comparing the image to its direct predecessor (see
Chapter 8 for details). Any potential flash candidate noted by a
Trigger processor is reported to the Overseer computer in the form of
a candidate report, which lists the location on the CCD of the poten-
tial flash. The Overseer computer converts this location to celes-
tial coordinates, and stores the coordinates in a table. By compar-
ing the celestial coordinates of all candidate reports from a given
exposure, it can use a coincidence requirement to determine whether a
legitimate celestial flash has been detected.
Any confirmed celestial flash is added to the Overseer
computer's active flash list. In the time after the analysis of a
set of images by the Trigger processors and before the next set of
images is read out, the Overseer computer collects and stores image
data from each flash in the active flash list. This data, which con-
sists of small subarrays (9x9 pixels) centered on the locations of
the flash and several nearby photometric standards, is transferred
from the appropriate Trigger processor to the Overseer computer at
the request of the Overseer computer. If the Overseer computer
determines that a flash has subsided to its pre-event brightness, it
removes the flash from the active flash list: after this point, no
further data from the flash is collected.
The Overseer computer will report the coordinates of any con-
firmed celestial flash to the RMT (see section 4.1.2), which will
immediately slew to the coordinates of the flash and collect data
from the flash until the flash brightness has subsided below the
detection threshold of the RMT.
This series of exposures will continue until the end of the
observation cycle. The Overseer computer will automatically inter-
rupt the observation cycle periodically in order to a) check the sky
conditions by measuring atmospheric throughput, b) recalibrate the
mapping of CCD location to celestial coordinates (see section
7.1.4.2) and c) store onto magnetic tape any data taken in the last
observing period.
In addition, observations can be unexpectedly interrupted for
the following reasons:
1) Data has been taken from the maximum allowable number of
flashes. If more than a certain number of flashes
(presently 6) are detected in any observing period, the
Overseer computer must interrupt operations in order to
store this data on magnetic tape.
2) The weather sensor reports impending precipitation. A
protective dome is then automatically closed and the
Overseer computer halts operations.
5.2.2. End of the night
When the Overseer computer's onboard clock reports that the
observing night is over (generally shortly after morning astronomical
twilight), the Overseer computer will shut the system down. The last
data are stored onto magnetic tape, the mounts are slewed to the
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meridian and locked into position and the dome is closed. The
Overseer computer can then proceed with any daytime activities, which
potentially include some further reduction of stored data, the
analysis of cosmic-ray interactions with the CCDs or the transmission
via modem of collected data to MIT. Otherwise, the Overseer computer
waits for night to fall, when the cycle begins anew.
CHAPTER 6
The ETC Test Instrument
Introcctiai
The completed ETC will consist of 32 CCD cameras and their asso-
ciated hardware located at two sites on Kitt Peak. The instrument
described in this this thesis is a sub-unit of the plenary ETC,
intended to test the concept and design of the Explosive Transient
Camera as a whole. The expansion of this instrumentation to the com-
plete, 32-camera ETC requires the construction of several copies of
this sub-unit and their integration with the ETC system as a whole.
The test unit is a four-camera "mini-ETC" set up at Site 1 at
Kitt Peak (see Figure 4.1). The test unit is controlled by a com-
plete Overseer computer (the same Overseer computer which will con-
trol the plenary ETC). The CCDs and ETC instrumentation are con-
trolled by a set of Instrument Control Electronics (ICE), which
respond to commands issued over RS-232 serial link by the Overseer
computer. Image data from the four CCD cameras is analyzed for sud-
den brightenings by four parallel Trigger processors, which communi-
cate with the Overseer computer over RS-232 serial links. (A
schematic layout of the data and communications paths in the proto-
type ETC can be found in Figure 6.1). The ETC sub-unit is completely
functional, and through the Overseer computer and Trigger processor
software is able to conduct observations in a semi-automatic mode.
Figure 6.1: A schematic view of the ETC test unit command and dataflow. The Overseer computer controls the peripheral Trigger
processors and Instrument Control Electronics over RS-232
serial links. Mass data transfer is made over a custom
high-speed serial link (HSSL) at 2 Mbits/second.
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The ETC test unit was constructed between May, 1983 and October,
1984, at the Center for Space Research's Balloon Laboratory at MIT.
The test unit consists of four cooled-CCD cameras mounted on a side-
real drive, sharing a common vacuum and cooling source.
The test unit's CCD cameras were based on an existing LN2-cooled
CCD camera used in X-ray experiments at MIT. As the ETC is intended
to be a completely automatic sky-monitoring instrument, the use of
expendibles (such as LN2 ) which require daily human maintenance must
be avoided. As a result, a closed-cycle refrigerator, which can run
unattended for months or years without maintenance, is used to cool
the CCD cameras.
Detailed design for several important elements of the ETC test
unit was performed by DFM Engineering, Inc., of Longmont, Colorado.
The cameras, support structure and sidereal drive were all con-
structed by DFM Engineering, Inc. The test unit's CCD cameras, each
with a field-of-view of 150 x 200, are mounted on a single sidereal
drive in order to track the sky during an observation. The interface
between the cameras and the drive is the manifold: the cameras are
mounted to the manifold, which in turn is mounted to the sidereal
drive. The expansion probe of the closed-cycle refrigerator is
situated on the axis of the manifold: the CCDs in the cameras are
kept at a temperature of -850C by thermal contact to the expansion
probe.
A picture of the ETC test unit is shown in Figure 6.2, and a
sketch of the manifold and cameras, giving views of the insides of
both, is in Figure 6.3. A sketch of the ETC prototype building and
the layout of the instrument in the building can be seen in Figure
6.4. Detailed descriptions of each aspect of these figures can be
found in the figure captions and in the text of this chapter.
The following sections describe each part of the ETC test unit
in some detail.
6.1. The ETC CCD Camera
The ETC CCD camera consists of a cooled CCD placed at the focal
plane of a 25mm lens. A vacuum-tight aluminum camera body houses the
CCD, its thermal-control heater unit, its protection electronics and
an output signal preamplifier. Signals from the Instrument Control
Electronics (ICE) reach the CCD through the connectors in the camera
back plate. (A sketch of an ETC CCD camera is included in Figure
6.3).
6.1.1. amera Body COi3truction
The camera body is cylindrical, measuring 7" length by 6" diame-
ter. Four bolts through the side of the camera body fasten the camera
body to the manifold. Small (1.5 inch) holes in the camera body and
manifold at the camera/manifold interface allow the manifold and cam-
era to share a common vacuum cavity as well as create room for a
thermal path from the CCDs to the cooling probe inside the manifold.
Figure 6.2: A view of the ETC instrument during test operations. The four ETC cameras are
mounted on the manifold, which is mounted to the sidereal drive. The vacuum
hose at lower left runs from the ion pump (not in picture) to the base of the manifold.
In this picture, the four cameras are outfitted with three 75 mm lenses and one 25 mm
lens. (See Figure 6.4 for a complete schematic overview of the ETC instrument.)
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CCD Camera (top view)
Front plate removed, showing
camera electronics and
CCD mounting plate.
Figure 6.3:
NORTH
manifold
CCD Camera (side view)
Showing CCD cold sink
and cold strap and the
skeleton of the stainless-
se port structure
CCD Camera (side view)
Showing stainless-steel
tube CCD support
structure
Cross-sectional view of the ETC prototype instrument. View is
of manifold and four cameras, showing various aspects of
the instrumentation.
Figure 6.4: Schematic representation of the ETC test instrument within
its building at Site 1 on Kitt Peak.
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The CCD rests on an aluminum cold sink, which makes thermal con-
tact with the cooling probe through a braided copper strap, as
described in section 6.3. The temperature of the cold sink (and
therefore of the CCD) can be measured with a thin-film, temperature-
sensitive resistor mounted on the cold sink. The temperature of the
cold sink can be raised by passing current through a 25 ohm, 10 Watt
power resistor mounted on the cold sink.
A thin, triangular aluminum plate with a rectangular opening for
the CCD imaging area presses the CCD against the cold sink, assuring
good thermal contact. This triangular plate is mounted on a struc-
ture of thin-walled stainless steel tubing extending up from the back
plate of the camera. The thinness of the wall and length of the tub-
ing create a large thermal resistance between the CCD and the back
plate.
Electrical connections to the camera contents are made through
two hermetically-sealed connectors in the back plate of the camera. A
32-pin connector feeds the CCD clocking signals, power to the pream-
plifier and the signals to and from the CCD temperature sensor and
heater from the ICE to the CCD camera. A 6-pin connector feeds the
preamplified CCD output signal out of the housing.
6.1.2. The ETC Optical System
The CCDs are Texas Instruments virtual-phase devices, consisting
of an array of 390 x 584 22.3 Mm pixels. They are divided into imag-
ing and memory halves, and are operated in "frame-store" mode. In
frame-store mode, an exposure made in the imaging area can be clocked
quickly (in a few milliseconds) into the memory area. Then, as the
first image is being read out into the processing circuitry at a
slower rate (in about 0.5 seconds), the imaging area can be collect-
ing photons from the next exposure, assuring a duty cycle of nearly
100%.
The camera lens used in the ETC survey is a commercial 25mm,
f/0.85 CCTV lens manufactured by Kowa, Inc, of Japan. It is a wide-
field lens (focal plane scale = 2.3 degrees per millimeter) with a
large collecting area (6.8 cm2 ) due to its low f-number. Its back-
focal-distance, unfortunately, is quite low (4.5 mm), thereby requir-
ing that the CCD imaging area be within 1.5 mm of the front plate of
the camera.
The chromatic aberration of the lens allows good focus to be
achieved only with the use of a filter (typical AX = 1000 A). Even
then, the point-spread-function of the lens is such that a point
source is imaged onto two to four pixels at image center. The off-
axis reduction in response of this lens is also significant: the vig-
netting of the lens is ~30% at an image radius of 5 mm. The average
loss of transmissivity over the CCD due to vignetting is ~15%. Typi-
cal images made by the ETC are shown in Figure 6.5.
6.1.3. The Internal Electrcnics of the CC| cmera
CCD clocking signals entering the camera body pass through the
internal protection electronics. The protection electronics prevent
Figure 6.5:
(a)
(b)
Two ten-second exposures made with ETC camera C. The images
were made through a) the ETC 25 mm lens, as described in section
6.1.2, and b) a high-quality 75 mm lens. The vertical streaks visibile
in Figure 6.5a are due to a column defect in the CCD in camera C.
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voltage spikes on CCD clocking lines from reaching the CCD. The CCD
output signal is fed directly into the preamplifier inside the CCD
camera. The preamplifier has a gain of ~25, and its output travels
to the analog signal processor board in the ICE through the 6-pin
connector in the camera back plate.
6. 2. Manifold
The manifold is a hollow aluminum cylinder, 24" long by 4" diam-
eter, flattened on two sides. Two holes in each flattened side locate
the camera mounting points. A unique design of the interface between
camera body and manifold allow for a continuous rotation of the cam-
eras parallel to the flattened face while holding vacuum, so that the
declination of each camera is continuously adjustable.
The cooling probe of the closed-cycle refrigerator is located
along the axis of the manifold. The mounting flange of the expansion
probe of the closed-cycle refrigerator mounts with an 0-ring seal to
the southern end of the manifold. To prevent cantilevering, the
northern end of the expansion probe is supported by means of a short
thin-walled stainless-steel tube (for a large thermal resistance)
between the tip of the probe and the end cap of the manifold.
The manifold is bolted to a short aluminum spacer which is
bolted onto the disk of the sidereal drive. The flexible hose from
the cooling probe is wrapped once around this space to assure that
the stress on the hose from the motion of the drive is longitudinal,
since the hose is very sensitive to axial twists.
6.3. CD Cooling System
The cooling probe is the expansion head of the MFC-100 freon-
based closed-cycle refrigerator manufactured by FTS Systems, Inc. The
MFC-100 is a 1/2 horsepower, two-stage closed-cycle refrigerator,
quoted to deliver ~200 Watts of cooling power at -80 C. The MFC-100
pumps liquid freon through a flexible line to the expansion head,
where it evaporates and cools the head. The gaseous freon returns
along a second, parallel flexible line to the refrigerator's con-
denser.
Thermal contact from the expansion head to the CCD cold sinks is
made at four points on the expansion head which appear at the camera
mounting ports on the manifold. Short (4") threaded copper rods
screw into tapped bosses on the expansion head and extend ~2" into
each camera housing. A short metal strap completes the thermal path
from the end of the copper rod to the CCD cold sink (see Figure 6.3).
6.4. VacuM System
The ETC camera and manifold system is kept at a pressure of
~4x10-6  Torr by a 20 1/s Vacion pump. Rough vacuum (~5 microns Hg)
is achieved using a standard LN2-trapped oil roughing pump; a sorp-
tion pump reduces the pressure to ~10~5 Torr, where the ion pump is
safely started.
The pressure of the system is reduced significantly when the
refrigerator is in use, since the expansion probe acts as a cryopump,
adsorbing many of the molecules leaking into the system. On the
other hand, when the electronics inside the camera head are powered
up, the outgassing of the warm elements of the electronics raises the
pressure a small, but noticeable amount (~2x1O-6 Torr).
The ion pump is mounted at the back of the sidereal drive. A
flexible metal hose connects it to the manifold. Vacuum access to
the manifold is a 2.75" Conflat flange located at the southern end of
the manifold.
6.5. Sidereal Trackirg Drive
The sidereal drive is a polar-mount tracking drive for small
telescopes designed and built by DFM Engineering of Boulder, Colorado
(this drive is in its concept a twin to the 2.4m telescope recently
constructed at the McGraw-Hill Observatory on Kitt Peak). The unit
has a 14" steel disk which is friction-driven by one of the two roll-
ers upon which it rests: one roller is driven by the tracking motor,
the other by the slewing motor. The manifold bolts directly to the
steel disk.
The tracking drive motor is a standard 1 RPM DC motor. The rate
of tracking can be varied by a thumbwheel switch mounted on the
drive. The slewing motor is a 0.88 amp Slo-Syn stepper motor, which
is controlled by a stepper motor controller circuit in the ICE. The
maximum slewing rate is greater than 40 degrees/minute. Both motors
and the clutches associated with each are controlled by the Instru-
ment Control Electronics.
The angle of the friction disk about the polar axis can be meas-
ured through a synchro shaft encoder mounted directly onto the south-
ern end of the polar axis of the drive. The shaft encoder delivers
three 400 Hz signals, mutually 1200 out of phase, to a synchro-to-
digital converter (SDC) in the ICE. The SDC can calculate the abso-
lute angle of the.shaft encoder to 14-bit precision from the relative
amplitudes of the three signals.
Electrical connections between the ICE and the tracking drive
pass through a 14-pin cable. This cable contains signals for clutch
control, motor control, synchro input and output. The drive is
powered with standard 115 VAC; the stepper motor is powered by a 24
Volt, 6 amp power supply located near the sidereal drive.
6.6. Thermal Analysis of the ETC
The operating temperature of the CCD is determined by the cool-
ing rate of the closed-cycle refrigerator and the ambient warming of
the chips and how each varies with temperature. The rate of cooling
is determined by the cooling power of the MFC-100 and the thermal
resistance of the metal strap between the cold copper rods and the
CCD cold sink. The ambient warming of the chip is due to heat gain
through conduction and radiation from the walls of the camera. The
final temperature of the CCDs cannot be calculated exactly because
the variation of the cooling power with final temperature is not
known. The various rates of heating and cooling are analyzed in
Appendix F. This analysis shows that the heat gain by the cold sur-
faces in the CCD cameras is insignificant when compared to the
cooling power of the MFC-100 at -800C. Therefore, the minimum tem-
perature of the CCDs should be well below -800C.
6.7. ETC Site 1
The ETC test unit is located in the former twelve-inch Schmidt
observatory, a two-story circular building on Kitt Peak, near Tucson,
Arizona. The second story is covered with a 16' dome with a 42"
slit. The angle subtended by the open slit is ~240, (as seen by the
ETC cameras), which is slightly smaller than a single ETC camera's
field-of-view. Because the diagonal angular length of an ETC field
is 250, partial occultation by the dome can occur for some camera
orientations. The ETC test instrument views the sky through this
slit: the dome is rotated at appropriate intervals to prevent sub-
stantial occultation of a camera's field-of-view by the dome. For
the plenary ETC, the dome will be replaced by a roll-off roof to
allow coverage of the entire night sky. Schematic views of the ETC
dome and contents can be seen in Figure 6.4.
The ETC instrument is mounted on a 2' x 2' concrete pier in the
second story. The Instrument Control Electronics and ion pump are
located near the test instrument in the second story. The vacuum
roughing stages are located on the first floor and are plumbed to the
upstairs vacuum through a network of vacuum plumbing. The closed-
cycle refrigerator is located on the first floor: the flexible hose
to the cooling probe feeds through a 6" hole in the floor between.
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The first floor is primarily occupied by the Overseer computer,
Trigger processors and all user peripherals (e.g. color graphics
display, printer, terminals, magnetic tape drives, etc.). Cables
leading to the ICE are fed through holes in the ceiling.
CHAPTER 7
The ETC Overseer Computer
Introdluctimi
The Overseer-computer is a fast, powerful microcomputer that is
the center of organization for the ETC. It controls the ETC through
software written in C. Through RS-232 serial links, the Overseer
communicates with and controls the peripheral instrumentation of the
ETC. The Overseer computer is capable, through its sophisticated
control software, of making the ETC a completely automated observa-
tional instrument.
This chapter describes the Overseer computer hardware and
software in some detail. The full complement of Overseer computer
software is located in Appendix A.
7.1. Overseer Ccapnter Hardware and Peririsrals
The Overseer computer is a powerful microcomputer based on the
single-board, Motorola 68000 microprocessor. It is the third "gen-
eric" computer developed and constructed at the Center for Space
Research at MIT for use in X-ray and optical astronomy. The Overseer
computer consists of eight Multibus computer boards, which, together,
control the Overseer computer operation, data flow and several peri-
pheral units responsible for data storage and display.
The Overseer computer consists of the following hardware:
1) A PM68K 8 MHz, 68000-based CPU board.
2) A Rodime R0204 20 Mbyte, 5.25" Winchester disk.
3) A Konan Taisho disk-controller board, which controls the
system's Winchester and floppy-disk drives.
4) A Texas Instruments TMM40020-04 512 kbyte memory board, used
as CPU core memory.
5) A high-speed serial link (HSSL) receiver board, used for the
high-speed (2 Mbits/second) acquisition of image data from
the Trigger processors.
6) A second TMM40020-04 memory board, used as dedicated memory
for the HSSL.
7) Two Central Data Corporation octal serial I/0 boards. Through
these boards, RS-232 serial connections can be made to six-
teen peripheral units, including terminals, modems and other
computers (specifically, the ICE and Trigger processors - -
see chapter 5). Data rates can be varied between 110 and
19200 baud.
8) An Omnibyte 0B68K230 parallel I/0 board, which allows for
communication with any peripheral over parallel interface.
9) A Ciprico Tapemaster tape drive controller board, which con-
trols the Cipher tape drive used for mass storage of image
data.
10) An AED 512x512 color graphics monitor for the inspection of
CCD image data. Images are transferred to the AED over
parallel interface.
11) A GC-1000 WWV receiver. The GC-1000 receives WWV signals and
can communicate the time to the Overseer computer via serial
link.
12) A Tandon 101-4 5 1/4" floppy disk drive.
13) A Cipher F880 1600 bpi streaming magnetic tape drive.
The Overseer computer runs Pacific Microcomputer's Unix Version
Programs written in C and 68000 assembler7 operating system.
control all aspects of the Overseer computer. The high-speed serial
link (HSSL) receiver card, the only completely custom-built card in
the Overseer computer, is the receiving end of a high-speed data link
developed at MIT. The transmitters are mounted on the Triggers and
are used to transfer image data to the Overseer computer at ~250
kpixel/second. More details on the Multibus HSSL can be found in
section 8.1.2. The HSSL has its own 512 kbytes of RAM for image data
storage.
Three custom-built circuits on the 0B68K230's prototyping area
play key roles in the operation of the ETC. One circuit is used to
transmit image data to the AED color graphics unit. A second circuit
makes use of signals available on the 0B68K230 board. These signals,
when sent to a Trigger processor, reset the Trigger processor to its
start-up state. The third circuit taps a high-precision (4 As) timer
on the 0B68K230 board and makes it available to the Overseer computer
for the precise timing of CCD images (the frame timer).
7. 2. Interpoem Cmrunatim
The Overseer computer communicates with both the Instrument Con-
trol Electronics and the Trigger processors in its execution of ETC
operations. All communication with the ICE and the Trigger proces-
sors takes place over RS-232 serial link at 4800 baud. The Overseer
computer has the control software for the ICE and the Trigger proces-
sors stored on disk: when necessary, the Overseer computer downloads
the software to the particular unit over RS-232 serial link. A
schematic diagram listing possible Overseer computer commands or
requests to the Trigger processors and the ICE is given in Figure
7.1.
7.2.1. Overseer computer- ICE cenmmication
The primary communication between the Overseer computer and ICE
is in the form of commands to the ICE. Most Overseer computer com-
mands to the ICE require no response from the ICE. In the interest
of time, there is no handshaking between the Overseer computer and
the ICE in time-critical situations (since the Overseer computer can
generally establish independently whether a command to the ICE was
properly executed). The only situation where a handshaking by is
used is to inform the Overseer computer that a command which takes
substantial time to execute (such as the slewing of the sidereal
drive) has been completed.
7.2.2. Overseer Coqputer-Trigger Processor Crmminications
Communications from the Overseer computer to a Trigger processor
are divided into two types: those during the analysis of image data
by the Trigger processors ("sift" mode - - see section 8.3.1) and
those after the analysis, where the Overseer computer can make
requests for data from the Trigger processors ("query" mode).
Sift mode in the Trigger processors is initiated by a command
from the Overseer computer immediately before reading out the CCDs.
In sift mode, the Trigger processors analyze incoming data and report
any events to the Overseer computer via serial link. The Overseer
computer's job during sift mode is to listen and wait for "candidate
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Figure 7.1: Schematic summary of Overseer communications with the ICE
and Trigger Processors.
Send subarrays from (x,y) from current, recent
and old frames.
Send subarrays from predefined location #N
from current, recent and old frames.
Send an entire current, recent or old frame.
Send row and column vectors from threshold
frame (cf. Appendix E).
REQUESTS FOR DATA FROM TRIGGER PROCESSOR
Assign CCD location (x,y) to location #N.
Calculate threshold frame from current image.
Set sift time, threshold offset or brightened delta.
COMMANDS TO TRIGGER PROCESSOR
reports" and the analysis-ending "sift-termination report". (For
more detail on Trigger processor analysis procedures, see Chapter 8).
A single handshaking byte is returned to the Trigger processor after
every candidate report for efficiency.
After transmitting the sift-termination report, which marks the
end of sift mode in the Trigger processors, the Trigger processors
are automatically in query mode and are open to requests from the
Overseer computer. The commands from the Overseer computer now take
the form of requests for data or organizational commands. The
requests for data include:
1) Send an image subarray of any size from any part of the
CCD.
2) Send 9x9 image subarrays from a predefined location
corresponding to either a flash or a standard star.
3) Send an entire image.
4) Send the row and column vectors whose vector sum make up
the threshold image (cf. section 8.3.2.1 and Appendix E).
All image data is transferred to the Overseer computer over the
high-speed serial link at 2 Mbits/second.
The organizational commands from the Overseer computer to the
Trigger processors include the following:
1) Assign to a given location (x,y) on the CCD a number
corresponding to a standard star image located at that
spot on the CCD.
2) Calculate a threshold frame from the frame presently in
memory (cf. section 8.3.2.1 and Appendix E).
3) Set the parameters used in the analysis of image data by
the Triggers: sift time, threshold offset, and brightened
delta (see Chapter 8).
7.3. Overseer Ccaputer Utility Routines
Overseer computer utility routines are larger subsections of the
ETC Overseer computer software which are too detailed to be included
in the general overview of chapter 4, yet play a major role in the
operation of the Overseer computer during observations. A descrip-
tion of these routines follows.
7. 3.1. Timekeeping
The Overseer computer has two system clocks. The first clock,
associated with the CPU board of the Overseer computer, keeps year,
month, day and time to a precision of 5 milliseconds. This clock is
used for recording the time of events. It can be set by the user or,
via software, with the GC-1000 WWV receiver. The GC-1000 clock
receives WWV time signals and can transmit the precise date and time
over RS-232 serial link on command. Thus, the Overseer computer can
set the day-date clock from information received from the GC-1000 WWV
clock.
The second system clock is used for timing CCD exposures: the
Overseer computer's day-date clock is inadequate for this task
because of low precision and its long access time. For these rea-
sons, the 10 MHz clock from the Overseer computer's parallel I/0
board (the OB68K230) is used for exposure timing. The 0B68K230's
timer has a precision of 4 microseconds and can act as a countdown
timer, so that once the timer is set (for example, at the beginning
of an exposure), it will count down until the time has expired, and
then restart itself. The Overseer computer only needs to watch the
timer and read out the next exposure when the frame timer expires.
Time in the ETC is stored in "modified Julian day" format for
simplicity: a four-byte modified Julian day gives the year, date and
time to a precision of one second. The modified Julian day is the
Julian day minus 2400000.5 (Nautical Almanac, 1985): for reference,
12.00 UT on 1 June 1985 is modified Julian day 46216.5.
7.3. 2. Astrometry
The Overseer computer must have a precise knowledge of the map-
ping of pixel location to celestial coordinates in each CCD in order
to judge the validity of an optical flash based on whether it has the
same celestial coordinates in two cameras. The Overseer computer can
make a reasonably good estimate of this mapping given the details of
the optical system: the focal length of the lens, the pixel size on
the CCD, any first-order distortions in the lens and the angle of the
rows and columns of the CCD with respect to lines of right ascension
and declination. The sub-pixel precision necessary for the ETC is
achieved by calculating the parameters of the astrometric mapping
using the centroided location of several (~20) SAO standard stars in
the field of the CCD and the celestial coordinates of those stars.
The mapping used in the ETC is a simple linear relation between
pixel coordinates (x,y) and the reduced coordinates (t,,). The
reduced coordinates are calculated from the celestial coordinates
(a,b) in the tangent-plane approximation, given the celestial coordi-
nates of the field center (cx,b 0 ), as in Podobed (1965, p. 180).
t cos(b 0 )sin(a-a 0 ) (7.1a)
sin(b)sin(b0 )+cos(b)cos(b0 )cos (a-a0 )
sin(b)cos(b0 )-cos(b)sin(b0 )cos(a-ao) (7.1b)
sin(b)sin(b0 )+cos(b)cos(b 0 )cos (a-ao)
The mapping of pixel coordinates (x,y) to reduced coordinates (t,v)
is
X = a +bgt+cyn (7.2a)
y = a2+b2t+c2, (7.2b)
The values of the parameters of the mapping (a1,2,3 and b1,2,3)
can be roughly estimated from details of the CCD optical system. For
example, if a CCD has one axis oriented east-west, then (al,a 2 ) are
the coordinates of the center of the CCD, b1 and c2 are the focal-
plane scale and b2 = c1 = 0.
The Overseer computer calculates the precise values of the
astrometric parameters from the estimated values of these parameters
in the following way. The Overseer computer has a rough idea of the
celestial coordinates of the center of each CCD, since the declina-
tion of each camera is specified in software and the right ascension
can be calculated from the hour angle of the camera and the sidereal
time. The hour angle of the camera is easily calculated from the
value of the synchro shaft encoder mounted on the polar axis of the
drive: the mapping of shaft encoder units to hour angle is specified
in software and does not change. Given these celestial coordinates
of the center of a CCD, the rough calculation of the parameters of
the astrometric mapping is sufficient to allow Overseer computer to
estimate the locations on the CCD of several (~20) SAO stars to an
accuracy of 10'. In order to determine the locations of these stars
on the CCD more precisely, the Overseer computer then acquires small
image subarrays of each SAO star from the appropriate Trigger proces-
sor. The Overseer computer can then determine the location of each
standard star on the CCD to a precision of ~0.1 pixels with a simple
interpolation algorithm (see Appendix D). The Overseer computer is
now able to calculate the values of the astrometric parameters from a
least-squares fit of the precise locations of the SAG stars to the
celestial coordinates of the SAO stars. If the least-squares fit
yields an rms deviation of predicted stellar coordinates from actual
stellar coordinates of more than 0.5 pixels, the star with the
highest residual to the fit is discarded and the least-squares fit is
repeated. After iterating the above procedure until the rms devia-
tion is below 0.5 pixels, the celestial coordinates of any stellar
image on the CCD can be calculated by 1) determining the location of
the image on the CCD precisely and 2) inverting equations 7.1 and 7.2
to map the precise image location onto its celestial coordinates with
a final precision of better than 0.5 pixel.
The celestial coordinates of the SAO stars used in the above
procedure are found in a file on disk which contains a portion of the
SAO catalog. The celestial coordinates in the SAO catalog file are
epoch 1950.0; therefore, all celestial coordinates used in the ETC
are epoch 1950.0 for simplicity. The effects of stellar proper
motions of the stars and differential precession across the field are
insignificant when compared to 3' pixels. The effect of precession is
ignored, since precession only introduces a rotation into the
astrometric mapping, which is accounted for by the cross terms in the
fit parameters.
7.3.3. Data Storage by the ETC
The data from flashes detected by the ETC is stored in an exten-
sive data storage structure, diagrammed in table 7.1. The stored
data includes:
1) 9x9 pixel subarrays about the flash event and local pho-
tometric standards from immediately before the detection
and for the course of the flash.
2) Flash information, including the time of the flash, which
CCD cameras detected it, the precise location of the
flash on the detecting CCDs and the calculated flash
coordinates.
During observations, the ETC stores data onto magnetic tape at
thirty-minute intervals, including any data taken from detected
flashes in that thirty-minute period. In addition, the ETC will
always store data indicative of the operating conditions of the ETC
in that period, regardless of whether flashes were detected (see
table 7.2).
FLASH EVENT DATA STORED BY THE ETC
Data stored per Number of flashes detected.
observation cycle Data from all detected flashes.
Data stored from each Number of exposures taken of the flash.
detected flash Data from the flash.
Data stored from Subarrays from standard stars
each flash from old, recent and current frames.
Coordinates and position of flash
in both cameras detecting.
Threshold frame information
(see Appendix E).
Data from all exposures.
Data stored from Time of the exposure
each exposure Data from each camera
Data stored from Subarrays around flash location.
each camera Subarrays around locations of
standard stars.
Table 7.1: List of data stored frca a flash event detected by the ETC.
ETC OPERATIONAL DATA STORED AT REGULAR INTERVALS
Archives All system constants (see section 7.1.5.3.10)
Start and end times of cycle
Coordinates, positions and magnitudes
of all SAO standards used in each FOV
Subarrays about all SAO standards at start
and end of cycle
Camera data Right ascension, declination of field center
Focal length, f-number, area of lens
Angle of CCD, angle of camera to north-south
CCD gain, noise, bias level, total noise
Trigger processor constants
CCD temperature
Trigger processor data Sift time
Mount data Synchro units to hour angle
calibration information
Right ascension of mount
Hour angle at start and end of observations
System data Exposure time
Interval at which to slew the mounts
Interval at which to redo astrometry
Table 7.2: Instrument Status Data Stored by ETC
This archived information includes all pertinent information
about the configuration of the CCD cameras, readout and sift times,
and throughput and vignetting information. The ETC also regularly
stores subarrays around five standard stars in the field of each CCD
at the beginning and end of each thirty-minute observing period as an
after-the-fact check of sky conditions.
7.3.4. The ETC Overseer Cimpter Software
The Overseer computer software is completey written in C. It is
divided into 19 modules, each restricted to a particular aspect of
the Overseer computer software. Some overlap of functions is, of
course, unavoidable. Nonetheless, the modulization of the code is an
attempt to enhance the organization, readability and maintainability
of the code.
This section will describe each module in some detail: further
details can be found in the code and documentation found in Appendix
A. All module names begin with two capital letters in order so that
subroutines can be identified with the modules they are found in.
(The ".c" suffix indicates a module written in C).
The modules are broken up into control, I/0 and utility rou-
tines. Control routines are primarily concerned with the actual
operation of the instrument and the flow of the data, and use utility
routines to assist them. I/0 routines are used to communicate with
other processors.
7.3.4.1. Control Ruie
The ETC control routines are listed and briefly described below:
e) STart.c is the execution module: it simply executes ENtry,
which is the real entry-level module.
e) ENtry.c is the primary user-interation module. Here the user
chooses whether to start automatic observations (through
OPerations) or human-aided observations (through USer), or to
do some preliminary image location work (IMage).
e) OPerations.c is the node at which the Overseer computer
software is directed into its various day-to-day modes. For
example, during the day OPerations will execute the "wait
until dark" routine. When it gets dark, OPerations will
first execute the "set up the mounts" code, followed by the
observation code. Any panic or failure flags in the observa-
tion code will return control of the code to OPerations.
e) OBservations.c is the module which controls all aspects of
observations. It coordinates exposures, sets up and reads
from Trigger processors, watches the and looks for peripheral
failures. At the end of an observation cycle, it returns
control to the module from which it was entered.
e) USer.c is the semi-automatic observation control code used in
observations with the ETC test unit. It executes the obser-
vations automatically, but requires user assistance during
setup to position the mount, to line up the cameras properly
and to determine observation thresholds.
a) IMage.c is a collection of user-interactive code used in
determining the celestial coordinates of a CCD field center,
in focussing a camera and in testing certain sift parameters.
7.3.4.2. I/O Routines
The three I/O modules in the ETC Overseer computer software are:
e) COsmacIO.c contains all software used in communication with
the ICE, including downloading software.
e) TRigger_IO.c contains all software used in communication with
the Trigger processors, including downloading software.
e) EXternalIO.c contains code to communicate with external
instruments, such as the RMT.
7.3.4.3. Utility Routines
The ETC Overseer software's utility routines are a collection of
useful subprograms which are used during the execution of ETC opera-
tions.
a) AStrometry.c consists of all astrometry routines for the ETC,
including code to calculate the astrometric mapping parame-
ters, given precise locations and coordinates of astrometric
standards, as well as code to calculate celestial coordinates
.of a stellar given the precise location on a CCD, and vice
versa (see section 7.1.4.2).
e) DAytime.c contains code to determine whether it is day or
night and code to wait for night if it is day.
a) DEclarations.c contains look-up tables regarding the cameras
and their operating parameters.
e) DOme.c contains code to move and read out the location of the
ETC building's dome.
e) JPD.c is a module devoted to the software contributions of
John Doty. These routines include faster algorithms for
time-critical ETC operations, such as a fast median-filtering
routine and a fast standard star choosing algorithm.
e) PHotometry.c contains the system's photometry routine, which
calculates the brightness above, background of any array
passed to it. It returns the sum over all pixels in the
array of the difference between the brightness of the pixel
and the sky+bias level in the same pixel.
e) SAo.c contains all code pertaining to the SAO stars used as
standards by the ETC. It is primarily used to select SAO
stars for use as standards in a given field.
e) UTility.c is a collection of various routines with general
applicability. The reader is referred to Appendix A for more
detail of its many features.
e) WEather.c contains weather-detection software and is presently
not implemented
e) WWv.c is a module designed to read the precise time from the
GC-1000 clock into the Overseer computer's day-date timer.
a) The modules Globals.c and extern.h contain all initial
declarations of system global variables.
a) The module constants.h contains all system-wide fixed con-
stants.
CHAPTER 8
The ETC Trigger Processor
Introduction
The ETC Trigger processors are responsible for real-time data
reduction of in ETC. The Trigger processors are powerful micropro-
cessors dedicated to the quick, efficient analysis of CCD image data
taken by the ETC. Each Trigger processor is responsible for the
analysis of the image data from one CCD camera: the job of a Trigger
processor is to cull through the CCD image data and report signifi-
cant brightenings to the Overseer computer. Through the Trigger pro-
cessors, the rate of data leaving the ICE (~100 kbytes/second/camera)
is reduced by four to six orders of magnitude before entering the
Overseer computer. This efficient, dedicated method of data analysis
is what makes the ETC a viable instrument for real-time astronomy at
the one-second timescale.
8.1. Trigger Proeor Harcdware
A Trigger processor in the ETC test unit consists of three Mul-
tibus (reference) boards in its own enclosure:
1) An Omnibyte OB68K1A 10 MHz microprocessor.
2) A Texas Instruments TMM40020-04 512 kbytes memory board.
3) A custom Direct Memory Access (DMA) board with a High
Speed Serial data receiver/transmitter Link (HSSL).
The data from each ETC camera is transferred to Trigger processor
memory over the HSSL receiver at ~250 kbytes/second. Image data from
the CCDs is processed as it streams in. Information about an event
detected by a Trigger processor is sent to the Overseer computer via
an RS-232 serial link on the OB68K1A board.
8.1.1. The 0m11byte G3681QA
The Omnibyte OB68K1A single-board processor is a Motorola
68000-based microprocessor and supports code written in C and 68000
assembler. Two on-board EPROMs provide the OB68K1A with a power-up
operating program, known as ETRM (ETC Trigger ROM Monitor), accessi-
ble by the Overseer computer via RS-232 serial link. Through ETRM,
memory locations and I/O registers in the Trigger processor can be
accessed by the Overseer computer or a human user. The Trigger
software is stored as a file in the Overseer computer and is down-
loaded using ETRM: the executable Trigger software is stored in RAM
on the OB68K1A board. via RS-232 serial link.
The Omnibyte OB68K1A board also includes a timer chip with which
the Trigger processor times the data analysis process (the sift
timer: see section 8.3.1). The precision of the on-board timer is
better than 0.01 seconds.
8.1.2. The Multibus D4/aSr. board
The Direct Memory Access/High Speed Serial Link
receiver/transmitter board consists of discrete circuitry linked to
DMA circuitry which interacts through the Multibus with the Omnibyte
OB68K1A board. The DMA/HSSL board is used for fast, uninterrupted
transfer of data to and from the Trigger processor's memory. Direct
Memory Access (DMA) circuitry makes possible the hardware-controlled
storage of data without wait states or software control. The High-
Speed Serial Link (HSSL) allows for transfer of image data at a rate
of 2 Mbits/second. The Trigger processor HSSL receiver circuitry
accepts image data from the ICE, while the transmitter sends
requested image data to the Overseer computer. Together, the DMA and
HSSL are an efficient method of mass data transfer and storage which
does not require any software intervention. This leaves the Trigger
software free to analyze CCD image data as it strens in, making it
possible to detect events before all the data has been received.
The DMA controller is based on the Motorola 68450 DMA chip. The
controller has four transmitter/receiver channels and is controlled
by bitwise manipulation of the 68450 registers. In the case of
incoming data, the DMA circuitry is responsible for the control and
organization of data and address bytes, making sure that each incom-
ing byte goes where it is supposed to be in RAM. For outgoing data,
the DMA circuitry must acquire the data from the requested memory
locations and feed them to the data transmitter circuit in the
correct order.
8.1.3. Trigger Processor Memory
The Trigger processor memory is broken up into the following
sections:
1) Eight kbytes of read-only-memory (ROM) on two ROM chips on the
Omnibyte board. ETRM firmware (sectin 8.1.1) is located in
this ROM, so that the the Overseer computer can communicate
with the Trigger processors through ETRM immediately after
power-up.
2) 32 kbytes of RAM on the Omnibyte OB68K1A board. The execut-
able Trigger software is stored in this memory.
3) 512 kbytes of RAM on the TMM40020-04 Multibus memory board.
This memory is used for frame and data storage and is large
enough to hold four full 400x292 byte ETC frames.
8.2. Overview of Trigger Software
The software for the Trigger processors was written as part of a
senior thesis project by Steven Rosenthal of MIT. It includes the
code setting up the OB68K1A environment, the DMA control code, the
ETRM firmware (the ETC Trigger ROM Module, described in section 8.1),
as well as all of the real-time analysis software.
8.2.1. Trigger processor mmory allocation
The Trigger processor memory is large enough for four 400x292
CCD images. The Trigger processor 512 kbyte memory is broken up into
four image regions, with the remaining 45 kbytes of memory used for
data storage. The four image areas are named the current, recent,
old and threshold frames. In the current frame is stored the most
recent image to enter the Trigger processor (data flowing into the
Trigger processor is always stored in the current frame). The recent
frame generally contains the image taken immediately prior to the
current frame. During sifting, the current frame is compared to the
recent frame. After sifting, as is explained below, the current
frame becomes the recent frame, and the recent frame is overwritten
with an incoming image.
The old frame is a frame of data taken at some point and set
aside in memory, expressly designated to be the old, or archival,
frame. It can be used as the comparison frame during sifting, but it
generally is viewed as archival information. The threshold frame is
a construction which is used in the first level of sifting (see sec-
tion 8.3.2.1). It consists of a sky frame with the stars artifi-
cially removed. Frames being analyzed are compared to the threshold
frame. The method of calculating the threshold frame is explained in
detail below and in Appendix E.
The frame labels (current, recent, old and threshold) are not
fixed to a memory location in the Trigger processor, but rather are
names which can be dynamically attached to any of the four areas of
memory. For example, in the sifting process, the current frame is
always being compared to the recent frame. When the analysis of the
current frame is over and a new image is to be read in, the current
frame becomes the recent frame. Rather than move the data from the
current frame into the memory locations associated with the recent
frame, the names of the memory locations are simply swapped: the next
image read in goes into the current frame, overwriting the old recent
frame, while the old current frame is the new recent frame. In this
fashion, the analysis of consecutive images can proceed quickly and
without lengthy transfers of data within Trigger processor memory.
8.3. Trigger Processor Operations
The Trigger software runs in one of two states. In sift na,
the Trigger processor waits for CCD image data to come in across the
HSSL from the ICE. As soon as the first byte of data enters the
Trigger processor, analysis of the data begins. If, during the
analysis, the Trigger processor discovers a candidate flash event, it
will report the event (in the form of a candidte report) to the
Overseer computer over the RS-232 serial link. The analysis contin-
ues until the entire image has been analyzed or the time allotted for
analysis has been exceeded. In either case, the Trigger processor
issues a sift-termination report to the Overseer computer: the sift-
termination report indicates any errors that occurred in the
analysis.
After the issuance of the sift-termination report, the Trigger
processor automatically enters query inde, its other mode of opera-
tion. During sift mode, no communication is possible between the
Overseer computer and Trigger processors, except for candidate and
sift reports, since any communication can slow the processing of
incoming data by the Trigger processor. The only exception to this is
a handshaking byte sent from the Overseer computer to the Trigger
processor after a candidate report. In query mode, the Trigger pro-
cessor awaits commands or requests for data from the Overseer com-
puter. During this period, the Overseer computer can check or change
the operational parameters of the Trigger processor, as well as
request transmission over the HSSL of arrays of data from any of the
three data frames stored in Trigger processor memory. When appropri-
ate (usually immediately before the next CCD image is to be read into
the Trigger processor), the Overseer computer returns the Trigger
processor to sift mode with the issuance of an "end queries" command.
If for some reason the software in a Trigger processor halts,
the Trigger processor is left in a non-communicative, non-productive
state: the Trigger processor will have to be reset, the Trigger
software re-downloaded and re-executed. A signal on the RS-232
serial link acts as an Overseer computer-activatable reset. The
reset is generated on the parallel I/0 board of the Overseer Computer
(see section 7.1), and is sent to the halted Trigger processor over
an RS-232 serial link, followed by the reloading of the Trigger
software.
8.3.1. sift mode
In sift mode, the Trigger processor single-mindedly devotes
itself to the analysis of incoming CCD data. As soon as the Trigger
software recognizes the reception of the first byte of data from the
CCD, it begins the process of data analysis; the DMA hardware in the
HSSL stores the data automatically as it streams in. At the same
time, the Trigger processor starts an internal countdown timer (the
sift timer) which indicates the time at which sifting will be ter-
minated, whether all the data has been analyzed or not. The sift
timer, in conjunction with the Overseer computer's frame timer (sec-
tion 7.3.1), assures that a known amount of time is spent in both
sift and query modes, and that these times will not change from expo-
sure to exposure.
At the onset of sifting, the Trigger processor allows data from
several rows of the CCD image to stream into memory before beginning
actual data analysis, to permit the sift algorithm to reference data
in adjacent rows. The analysis of CCD data then begins. Because the
HSSL transfers CCD data by DMA, the continuing storage of CCD image
data proceeds without interrupting the analysis processes.
The analysis of a CCD image consists of sequentially passing
each pixel of the image through the "sifter", which is described in
the following section. The analysis of this image, known as the
current frame, requires a threshold frame (see section 8.3.2.1 and
Appendix E), as well as an image against which to compare the current
frame to detect any brightening. This image, the recent frm, is
the image taken immediately before the current frame.
If any portion of a CCD image is considered an event by the
Trigger processor, the Trigger processor issues a carilcdate report to
the Overseer computer over RS-232 serial link. This report consists
of seven bytes and communicates the column and row numbers of the
event, interpolated to a within a fraction of a pixel and reported in
centipixels (.01 pixels), as well as the value of the triggering
pixel in both the current and recent frames. The format of this
report is included in Table 8.1. Upon receipt of the candidate
report, the Overseer computer transmits a handshaking byte to the
Trigger processor. The Trigger processor must receive this byte
before it can issue any further reports. The handshaking byte is
implemented to avoid having so many candidate events report to the
Overseer computer that the Overseer computer falls behind in receiv-
ing incoming bytes and, as a result, does not receive all the report
data.
When the Trigger processor's internal sift timer expires, the
Trigger processor issues a sift-termination report to the Overseer
computer over the RS-232 link and enters query mode, regardless of
whether the sift has finished. If the sift is still in progress, it
is terminated immediately. Use of DMA by the HSSL assures that any
data still coming in over the HSSL are stored correctly in the
Overseer computer memory. A sift-termination report consists of
three bytes which indicate the type of sift and the status of the
sift when the sift timer expired. The format of the sift-termination
report is included in Table 8.1.
The first byte of the sift-termination report includes a three-
bit binary error code which indicates any errors in the sift. Each
of these bits, the lowest three bits in the byte, indicates an error
in the sift when it is transmitted in the high state. The informa-
tion passed is 1) the sift was aborted before completion (bit 0), 2)
too few bytes were received (bit 1) and/or 3) no sifting was done
(bit 2). (See Appendix B for more detail). The possible errors are:
0: Sift completed, no errors. The Trigger processor
received all the image bytes and successfully completed
the sift procedure in the allotted time.
1: Sift incomplete. The sift process was interrupted by the
sift timer. The last two bytes of the sift-termination
report indicate the number of rows successfully sifted.
2: Not enough data. The number of bytes received by the
Trigger processor is not the same as the number of bytes
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expected. This error usually indicates a problem with
the ICE or, more likely, the HSSL.
3: Sift incomplete and not enough data (see 1 and 2).
4: No sift. The Trigger processor had no image against
which to compare the current image during the sift.
Sifting was not attempted, but the image was placed in
memory for use in future sifts.
5: Not possible.
6: No sift and not enough data (see 2 and 4).
7: Not possible.
8.3.2. Sifting
The real-time analysis, or sifting, of the CCD images is done
with a series of sift algorithms which, together, represent all of
the criteria for recognizing an event in the ETC. Each algorithm, or
level of sifting, is a test of whether an image pixel meets a certain
criterion. A pixel meeting the criterion of a given level is passed
Format of Trigger Processor Reports to the Overseer Computer
Column number of event in centipixels
Row number of event in centipixels
Candidate Report Value of event pixel in recent frame
Value of event pixel in current frame
Value of threshold offset
Report Row number of sift termination
(0 if sift completed)
Table 8.1: Format of Trigger processor Reports to the Overseer ccmputer
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to the next level for further testing; a pixel rejected by any level
is not analyzed further and the sifter proceeds to examine the next
pixel. Any pixel passing all sift levels is considered by the
Trigger processor to be an event candidate and becomes the subject of
a candidate report to the Overseer computer.
Since an ETC image of 105 bytes must be analyzed in about one
second, an average of 5-10 microseconds of sifting time is allowed
per pixel. Because this time is so short, the first level of sifting
is a quick, simple algorithm which rejects most pixels in an ETC
image. The small fraction of the image pixels which pass the first
level of sifting are analyzed in increasing detail (at the cost of a
higher analysis time per pixel) by the next levels of the sifter.
The following subsections describe each level of sifting in
detail, proceeding in the order of levels encountered by a triggering
pixel.
8.3.2.1. emel 1: Threshold Crenxrisen
The first level of sifting is a check of whether the brightness
of a pixel exceeds the expected sky brightness in a statistically
significant way. This level is passed if the value of the current
image pixel is greater than the value of the same pixel in the thres-
hold fram, which is located in a specific area in Trigger processor
memory. The value of each pixel of the threshold frame is the sum of
the sky-plus-bias level in the image frame (in the absence of stars)
and a constant integer offset, the threshold offset (specified by the
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Overseer computer).
The threshold frame is constructed at the request of the
Overseer computer by the Trigger processor before the beginning of an
observation cycle from a normal ETC image through the process of
median filtering. This method, described in detail in Appendix E,
removes all high-spatial-frequency images (such as stars) from the
CCD image, leaving an image of the sky without the stars. The value
of the threshold offset reflects a statistical criterion programmed
into the ETC software. The value of threshold offset is determined
by the level of statistical significance: the Overseer computer cal-
culates the value of threshold offset from the total noise per pixel
of the CCD image. The value of threshold offset is added to the
value of each pixel of the median filtered image to create the thres-
hold frame.
Use of a threshold frame permits high speed processing of incom-
ing CCD image data. Because the threshold offset is already added to
the median filtered image, the Level 1 test consists of a single com-
parison of single-byte values. The Level 1 test requires a process-
ing time of 4.8 microseconds per pixel.
The pixels which pass Level 1 have a value exceeding the star-
less sky value by a few ADU. These pixels are usually a part of a
stellar image, a "hot" CCD column or a cosmic ray. The fraction of a
full image's pixels passing Level 1 and thereby reaching Level 2 is
dependent on the value of threshold offset and the number of bright
stars in the field of the CCD: the fraction is of the order of ~0.01
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to ~0.03.
8.3.2.2. Iavel 2: Brightening Test
The second level test checks whether a pixel is significantly
brighter than the same pixel in the recent frame. The second level
is passed by those pixels whose value in the current frame exceeds
their value in the comparison frame by an amount greater than a con-
stant known as brightene delta, which is specified by the Overseer
computer. The value of brightened delta is calculated in the same
way as the value of threshold offset (see above). The pixels that
pass Level 2 are potentially very interesting to the ETC: they con-
sist of cosmic rays, hot pixels and, hopefully, flash events. The
fraction of incoming pixels passing Level 2 depends very much on the
value of brightened delta and the total noise associated with the
image: it will generally be <~0.005.
8.3.2.3. Level 3: Centering Test
A flash event may cause several adjacent pixels to brighten
enough to pass Level 2. Since the sifter should only issue one can-
didate report per event and report the center of the event, the Level
3 test checks the pixels neighboring the current pixel to determine
whether the current pixel is the center of the event.
The third level of sifting is passed if the current pixel
brightened more than any of its immediate neighbors. The fraction of
incoming pixels passing Level 3 is ~0.5.
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8.3.2.4. Level 4: Anti-streak Algoritin
The fourth level of sifting is a test of whether the current
pixel is part of a streaked image. This tests for meteor trails and
perhaps fast satellite or airplane trails. The Level 4 sift tests
all pixels on the perimeter of a seven-by-seven pixel box centered on
the pixel under consideration: if any of these pixels pass the Level
2 brightening test (section 8.3.2.2), the image is considered a
streak and the pixel being analyzed is rejected. If any part of the
box is off the edge of the CCD, the pixel is rejected.
Estimates of the rate of meteors which have trails short enough
(in angular size) to falsely satisfy the anti-streak algorithm are
given in Chapter 10.
8.3.2.5. Ievel 5: Bright Star Test
This level was devised when it was noticed that pixels surround-
ing bright stars were frequently the subjects of candidate reports.
These brightenings were interpreted as being due to a shifting of the
stellar image on the CCD, perhaps due to of local atmospheric effects
or the effects of high shot noise near bright stars in the CCD. In
order to recognize this effect, Level 5 checks whether the value of
any of a pixel's immediate neighbors exceeds the value of the pixel
by more than three times brightened delta (generally ~20 ADU).
8.3.3. Sift Paramveters
The performance of the Trigger software can be controlled by the
Overseer computer by changing one of several sift parameters during
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query mode. These adjustable parameters include:
1) The variable thresxold offset is the criterion used in the
first level of sifting (see section 8.3.2.1).
2) The variable brightened delta is used in the second and
fifth sifting levels (see sections 8.3.2.2 and 8.3.2.5).
3) The sift time is the upper limit on the amount of time
allowed for sifting. The amount of sift time needed is
dependent on the values of threshold offset and
brightened delta, and should be sufficiently shorter than
the exposure time to allow time for requests for data by
the Overseer computer.
8.3.4. Querynare
Query mode is the free time between the termination of sifting
and the next "end-queries" report. This time is available to the
Overseer computer for 1) changing Trigger processor parameters, 2)
making requests for data, or 3) requesting calculation of a thres-
hold frame. A list of possible requests was given in section 7.2.2
and Figure 7.1.
CHAPTER 9
The Instrument Control Electronics
Introducticn
The Instrument Control Electronics (ICE) are a set of custom-
built analog and digital electronics which control the instrumenta-
tion of the ETC. Through the ICE, the Overseer computer or a human
user can interface with and control the ETC instrument (e.g., read
out the CCDs, measure and adjust the CCD temperature, slew the tele-
scope drive and read the hour angle of the mount). Such software
manipulation of the instrument hardware is essential to the automated
ETC.
9.1. Instrunrit Ontrol Electranics Harcare
The ICE are controlled directly by a single-board microcon-
troller, known as the "COSMAC" board, which is based on the RCA 1802
"COSMAC" microprocessor. Overseer computer communication with the
ICE occurs over an RS-232 serial port on the COSMAC board.
The ICE are divided into two groups: the "digital" and "analog"
electronics. "Digital" electronics consist of all those boards shar-
ing a common bus with the COSMAC microprocessor board. The COSMAC
bus is a well-defined standard, allowing for 16-bit wide memory
addresses, 8-bit data and eight I/0 lines for communications with
other boards sharing the bus. All boards sharing this bus are
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directly controlled by the COSMAC.
The "analog" electronics are primarily concerned with CCD clock
generation and CCD signal processing and transmission. The CCD clock
generation ("driver") and CCD signal processing ("analog") boards are
very noise-sensitive, since any noise present on these boards reduces
the quality and consistency of the CCD images. For this reason, the
analog electronics are physically separated and RF-shielded from the
digital electronics to reduce the extent of infiltration of digital
noise. The output and input signals from the Analog Electronics to
the CCDs are wired directly from the analog backplane to the cable
connectors leading to the cameras.
The sections that follow give a general description of the func-
tion and layout of each board in the Instrument Control Electronics.
More attention will be paid to the Analog Electronics, since they are
more specific to the operation of low-noise CCD cameras and generally
the more intricate boards of the ICE. A schematic diagram of the
boards and the data and signal flow in the ICE is given in Figure
9.1.
9.1.1. D-igital Electronics
The ICE digital electronics consist of several boards which are
necessary for primary computer and CCD control (the COSMAC, memory,
sequencer and DAC boards). In addition, the digital electronics
include boards which control details of the ETC instrumentation (CCD
temperature control, shaft encoder readout, clutch control, stepper
CCD Output Signals from Cameras (4)
CCD Clocking Signals to Cameras (4)
High-Spoed To Trigger
Analog
Processing
Board
Driver
Board
CCD Temperature Control Signals
and Output to and from Cameras (4) Temperature
Analog Electronics
Digital Electronics
Temturature
DCBoard
Sequencer
COSMAC
Memory
fjfh
ii
'One unit per Camera
1...I.IIIILz::: One pair of boards perOne pair of boards perfour cameras
Two boards per four cameras
4- One board per four cameras
To ETC Sidereal Drive
Figure 9.1 : Layout of the Instrument Control Electronics into Analog and
Digital electronics
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motor control and dome control boards).
9.1.1.1. COSMAC Bard
As mentioned above, the COSMAC controller board is based on the
RCA 1802 "COSMAC" microprocessor. The COSMAC is an eight-bit, bit-
level controller: higher-level control is made possible by a FORTH-
like language developed for the COSMAC. This code is stored in a set
of four "boot ROMs", so the COSMAC is in a user-accessible state
immediately after power-up.
The COSMAC board contains a UART (Universal Asynchronous
Receiver/Transmitter) for serial communication at data rates from 300
to 9600 baud. Higher level instruction code can be created for the
COSMAC and loaded into the COSMAC from another processor (e.g. the
Overseer computer) over the RS-232 serial link. The collection of
higher-level code for the ETC's Instrument Control Electronics, known
as the operating system, contains intermediate level building blocks,
the Sequel compiler (see section 9.1.1.3) and upper-level instrument
control code. A copy of the basic operating system and command
definitions can be found in Appendix C.
9.1.1.2. CO9A Memory Board
The COSMAC memory board provides 16K of RAM to the COSMAC board
through 8 2K RAM chips. The COSMAC memory board also houses the four
2K "boot ROMS" which store the COSMAC start-up instructions. The
memory available to the COSMAC is allocated in part to certain peri-
pheral boards of the Digital Electronics: the major portions of the
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COSMAC memory are reserved for the boot ROMs and the Sequencer com-
piler (see section 9.1.1.3). In addition, many small control func-
tions of the Digital Electronics are accessed through memory loca-
tions, rather than through the available I/O lines. A map of the
functions of memory locations of the ETC four-camera test unit is
shown in Table 9.1 (see the appropriate subsections for details of
the control functions).
9. 1.1. 3. Progranable Sequencer
The Sequencer is responsible for the creation of the timing of
the CCD clocks (see discussion of the CCD clocking in sections 9.1.2
and Figure 9.2). The sequencer, based on the Signetics 8x300 bipolar
microcontroller, is run at 8 MHz, producing pulses 250 ns wide. The
sequencer can produce up to 16 distinct streams of programmable timed
pulses. The streams are generated by the sequential reading and exe-
cution (in 250ns steps) of 16-bit memory locations. The state of
each of the 16 bits reflects the state of the appropriate stream in
any given 250 ns time period: if a bit is high, the stream level is
Table 9.1: COSWC Mienry Map
Memory location (hex) Function
0000 - 1FFF Boot ROM
7300 - 73F7 DACs
E000 - EFFF Sequencer compiler
FF00 - FFFF Device control
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high.
The programming and sequential execution of the sequencer memory
locations is done through a high-level language called Sequel,
developed at MIT by John Doty, which runs in the COSMAC environment.
The Sequel program as well as the stream execution memory are stored
in fast-access RAM on the sequencer board.
In addition to the creation of the three clocks used to drive
the CCDs, the sequencer is also responsible for timing operations in
the analog processing of the CCD signal. The timing of the hold
pulse in the analog processing chain is controlled by a sequencer
stream (see Figure 9.2).
The signals from the Sequencer are fed to the Analog Electronics
through a 26-pin flat ribbon cable to any of the driver boards.
Since all the CCDs in the ETC test unit are timed identically, the
sequencer signals are bussed along the Analog backplane to all the
driver boards. Sequencer signals to the Analog boards are fed from
the drivers along the backplane.
9.1.1.4. IAC Board
The DAC board produces the analog voltages used in clocking out
the CCDs (see section 9.1.2 and Figure 9.2). It is filled with 24
Digital to Analog Converters (DACs), each of which will produce a 0
to 10 Volt analog DC output based on an eight-bit digital input. The
24 DACs provide voltages to two cameras (three DACs per each of three
tri-level CCD clocks and two bias voltages per CCD). The DAC signals
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are brought to each driver board on 26-pin flat ribbon cable connec-
tors.
9.1.1.5. CCD Temperature control
The CCD is cooled to ~-900 C by a closed-cycle refrigerator.
The temperature of the CCD can be held constant by passing a con-
trolled amount of current through a power resistor mounted on the CCD
cold sink. The temperature of the CCD is read via a thin film detec-
tor (a temperature-dependent resistor). The temperature of the CCD
is controlled by an analog feedback loop which regulates the current
through the power resistor to within i10C.
9.1.1.6. Stepper motor driver board
The slewing of the ETC telescope mount is done with a 0.88 amp
stepper motor mounted on the telescope drive. The stepper motor
driver board is designed to provide power to any winding or any com-
bination of windings of a stepper motor given the appropriate low-
level software command. Thus, the motor can be stepped by a series
of commands powering the windings of the stepper in the correct
sequence. The stepper motor in the ETC is stepped as quickly as the
software will allow (~500 steps/second), which is sufficent to slew
the mount at a rate in excess of 40 degrees per minute.
9.1.1.7. Synchro readout board
The synchro readout board services the synchro shaft-angle
encoder on the ETC tracking mount. It utilizes a CMOS synchro-to-
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digital converter, which converts the three 400 Hz signals from the
synchro shaft-angle encoder on the polar axis of the telescope mount
to a single 14-bit absolute shaft angle. This angle can be cali-
brated to give the absolute hour angle of the telescope mount. A
14-bit S/D gives an angular resolution of 1.3 arc-minutes, which is
comparable to the'angular size of an ETC pixel.
9.1.1.8. Clutch control board
The clutch control board controls the motor clutches in the
telescope drive. The drive has a slewing motor, a tracking motor and
a clutch associated with each. In order to prevent both clutches
from being engaged at the same time, they are controlled by a single
double-pull, single-throw relay on the clutch control board.
9.1.1.9. Dome Control Board
The dome at ETC Site 1 is equipped with an incremental encoder
designed and built by Gerard Luppino of MIT. The output of the
incremental encoder is monitored by circuitry on the dome control
board. The dome encoding circuitry allows the determination of the
location of the dome to 10-bit precision (~21 arc-minutes). The dome
control card also includes circuitry which controls the two relays
controlling the motion and direction of motion of the dome.
9.1.2. Analog Electronics
The primary function of the analog electronics is the acquisi-
tion, processing and transmission of image data from the CCDs. The
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clock signals used in reading out the CCD are created on the driver
board using the timing signals from the sequencer and the voltages
from the DACs. Each clock requires three DAC signals and two
sequencer streams. When the CCDs are read out, the CCD output signal
is amplified by a preamplifier inside the camera housing and sent to
the analog processing hreard. Here the signal is sent through a delay
line and several stages of amplification and digitized to 12 bits.
These 12 parallel bits are sent to the High Speed Serial Link (HSSL)
where they are converted to eight serial bits and transmitted to the
appropriate Trigger Processor. A schematic layout of the analog pro-
cessing circuitry can be found in Figure 9.2a.
9.1.2.1. Driver Bcerd
The driver board creates CCD clocking signals by combining vol-
tage levels from the DAC board according to timing signals from the
sequencer. The CCD clocking signal is created by combining three
analog voltage levels. One voltage level is always present in the
clocking signals: the other two voltage levels are added to the
clocking signal depending on the states of the two sequencer streams.
The combination of the sequencer streams' timing and the three analog
voltages allows for the production of the tri-level clocks used in
reading out the CCDs. (See Figure 9.2c for a simplified schematic
illustration).
Each driver board includes drivers for three separate CCD clocks
and a bias voltage for the on-chip FET circuit. DAC and sequencer
signals travel to the board over two flat ribbon cables. The CCD
V W
CCD Camera Analog Processing Board HSSL board
Figure 9.2a: The CCD output analog processing chain. The output of the CCD is preamplified inside the camera housing and sent to the analog
processing board. There the signal is separated from the background (via correlated double sampling (see below)), passed through
several stages of amplification (one stage being a programmable amplifier (PRAM) controlled by the COSMAC), and
digitized to 12 bits. The 12 bits are mapped to 8 on the HSSL board and converted to a serial stream, which is transmitted over
coaxial cable at 250 kbytes/second. (see section 9.1.2 for details)
Figure 9.2b: Correlated Double Sampling. The delay line converts the
time dimension of the CCD output signal to a spacial
dimension along the delay line, allowing the signal and
reset level to be input simultaneously to the balanced-
difference amplifier.
_________________________________________________________________________________________________ 
A
Va
Vb
Voffset -6 V
Figure 9.2c: Simplified sketch diagramming the creation of tri-level clocking signals
for the CCD. The voltages V (a, b and offset) are supplied by the DAC
board. The timing signals o (a and b) are two bits in a sequencer stream
(see section 9.1.2.1 for details). The voltages V(a) and V(b) are added to
the always-present V(offset) at the input of the high-speed inverting
amplifier depending on the states of (a) and (Ab).
1W
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clocking signals are taken directly from the analog backplane to the
cable connectors leading to the CCD cameras.
9.1.2.2. Analog Board
When a CCD is read out, the output signal is passed through a
preamplifier in the CCD camera housing. The preamplified CCD signal
is then fed directly to the analog processing board. The CCD image
information in the signal is separated from the signal background by
an analog delay line and a balanced difference amplifier via corre-
lated double sampling (see Figure 9.2b). The image signal is then
passed through a software-controlled programmable variable-gain
amplifier (PRAM), the gain of which is controlled by a sequencer
stream, which is controlled by the COSMAC. The signal out of the
PRAM is re-amplified, digitized to 12 bits and passed to the High
Speed Serial Link.
9.1.2.3. High Speed Serial Link (HSSL) board
The HSSL board accepts the 12-bit digital output from the Analog
processor and converts it to an eight-bit serial stream readable by
the HSSL receiver in the Trigger processor (see section 8.1.2). The
twelve-to-eight-bit conversion is done through UV-erasable Programm-
able Read-Only Memory chip (EPROM) on the HSSL board, which maps its
12-bit input onto its 8-bit output based on a lookup table stored in
its memory.
The high-speed serial link is based on the National Semiconduc-
tor DP8342/3 serial transmitter/receiver pair. The transmitter
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accepts 8-bit parallel data and transmits in a serial form readable
by the receiver in the Trigger Processor. The receiver then
translates the serial data back into parallel data. The
transmitter/receiver pair in the ETC are run at 20 MHz, resulting in
a 2 Mbit/second data transfer rate.
9.2. ICE Softwre
The Instrument Control Electronics are entirely controlled by
low-level commands to the COSMAC microprocessor. A bit-level operat-
ing language was developed for the COSMAC microprocessor by Robert
Goeke of MIT. This FORTH-like language was built upon to form a
mid-level language, whose commands form the basis of the ICE software
operating system.
The ICE control software consists of about four dozen mid-level
commands to other boards on the COSMAC bus. Most commands involve
the movement of data to and from locations in the ICE memory. The
rest are commands to the sequencer, either to read out the CCDs or to
change the CCD signal creation and analysis environment.
The ICE operating system and working software can be found in
Appendix C. The bulk of the code defines the COSMAC software
environment and the Sequel compiler: ETC control code is located
near the back of the file.
CHAPTER 10
Expected Results
Introduction
Historically, it has generally been true that important scien-
tific discoveries are made after the introduction of new instrumenta-
tion that opens the door to the investigation of an as-yet-unexplored
physical regime. As a detector of optical flashes with risetimes of
the order of one second, the ETC is investigating a relatively
untouched region of parameter space in astronomy. The ETC has the
potential to discover an entirely new c]ass of astrophysical
phenomena, characterized by brightness changes on the timescale of
one second.
While the potential new discoveries of the ETC cannot be
predicted, the detection of fast optical transients from astrophysi-
cal objects can be foreseen. The rate and brightness of optical
flashes from GRBs and flare stars can be estimated from previous
theories for expected transient optical radiation from the sources.
By the same token, the rate and brightness of optical flashes from
terrestrial sources, such as meteors and satellites, can be
estimated.
As a bank of solid-state, electronic detectors, the ETC is also
susceptible to local events which mimic optical flashes, such as
cosmic rays and shot noise in the CCD. This chapter includes a
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discussion of the sources of events as seen by the ETC and estimates
their expected rates. The results are graphed in Figures 10.3-10.7.
10.1. Rate of Optical Flashes fran Guanm-Ray Burst Sources
The expected rate of optical events from GRB sources is very
uncertain at present, due to the lack of solid data on optical
flashes from GRBs. A rough estimate can be made by convolving 1) the
logN-logS curve for detected GRBs (Jennings, 1982), 2) the ratio of
F /FB = 750 (for short (~5 second) optical bursts; Rappaport and
Joss, 1985), 3) an estimate of the B-V for such a burst (Rappaport
and Joss, 1985) and 4) an assumed fraction of GRBs which emit optical
light.
The convolution of the log N(>S)-log S curve for GRBs (see sec-
tion 2.1.4) and the ratio of gamma-ray to optical fluence is
straightforward, as it is a simple recalibration of the axes of the
log N(>S)-log S curve, based on the duration of the optical flash.
Since the burst duration is rather loosely constrained by observation
(1burst<500 seconds), the optical event rate was calculated for burst
times of 1, 5 and 30 seconds. The calculated rates of optical tran-
sient events from GRBs, assuming B-V = 0.0, are plotted in Figure
10.1.
An estimate of the B-V value of an optical burst from a GRB
source requires an assumption of the mechanism for the production of
optical light from GRBs. If the optical radiation is gamma-radiation
reprocessed on the surface of a companion star, an assumption of the
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burst temperature of the companion is sufficient to give a value for
B-V. Rappaport and Joss' (1985) value for a typical burst tempera-
ture, Tb = 8500 degrees K, yields the value for B-V of -0.15; the
resulting curve is not significantly different from the B-V = 0.0
curve which is plotted in Figure 10.1.
Finally, since no observer can make a statement at present about
the fraction of GRBs which emit optical light, the plots in Figure
10.1 assume that all GRBs produce optical light.
10. 2. Rate of Optical Flashes from Ccoet Impacts onto Wiite Dwarfs
Tremaine and Zyktow (1985; see Chapter 3) have proposed that
optical burst events could be created by the impact of a comet onto a
white dwarf. The comets, which are bound in a cloud about the white
dwarf, impact the white dwarf at an average rate of 1.2x10-3 yr-1.
If, as proposed in a scenario by Tremaine and Zytkow, the impact of a
comet (mass = 1016 g) heats the surface of a typical (M = 0.5Msolar)
white dwarf to 300000K, resulting in a burst duration of ~10s, the
absolute magnitude of the burst would be Mv = 9.9 (Lang (1980), pp.
564-5). Given that the space density of white dwarfs is 0.03-0.1
pc-3 (say 0.05 pc- 3), the rate of optical flashes with mv<9.9 is
2.3x10-6 sr~1 hr~ 1 . Assuming the white dwarfs are isotropically dis-
tributed, the log N(>S) - log S relation for white dwarfs will follow
an S-3/2 dependence. The rate R(m<m0 ) of optical flashes brighter
than magnitude m from white dwarfs is included in the plots in Fig-
ures 10.7, 10.8 and 10.9.
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Figure 10.1: The expected rate of optical transient events associated
with GRBs, based on a ratio of gamma-ray to optical
fluence of 750 and optical burst times of 1, 5 and 30s.
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The rate of optical flashes expected from white dwarfs increases
if one assumes that the missing mass in the Galaxy (~0.1 Msolar pc-3 )
consists solely of 0.5M solar white dwarfs. In this case, the space
density of white dwarfs is 0.2 pc- 3 , and the rate of optical flashes
with my < 9.9 is ~105
10.3. Rate of Optical Flashes fran Flare Stars
Flare stars are a class of red (primarily M) stars which exhibit
frequent brightenings with risetimes of from a few to hundreds of
seconds. These flares are brightest (in magnitudes) in the UV (where
the star is not very bright), decreasing in brightness with increas-
ing wavelength, until they are virtually undetectable in the red.
The frequency of the flares has been empirically determined to be an
exponential function of the quiescent absolute magnitude of the star,
with fainter flare stars flaring more frequently (Gurzadyan (1980)).
Observed flare stars have absolute magnitudes ranging from 8 to 15
and are generally found within 50 pc of the Sun. (A complete review
of flare star observations and theory can be found in Gurzadyan
(1980)).
Observed flare stars have the following properties, based on
information given in Gurzadyan (1980):
1) The rate of flares from a given star is a function of its
absolute magnitude M log fB = 1.78 + 0.148Mv
flares/hours. V
2) The probability of a flare star flaring by more than an
amount AV can be roughly modelled as ln P(AV) = -apAV,
where 1.4<ap <2.2.
3) The rate of flares of a given Am in V-band is roughly
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one-quarter of the rate in B-band.
4) Most flare stars are of spectral type M.
5) About 40% of all M stars within 6.5 pc of the Sun have
been observed to flare; about 3% of all M stars within 20
pc have been observed to flare. This is evidently a
selection effect.
Given these observational constraints, an estimate of the rate
of flares versus peak flare magnitude can be made with a simple Monte
Carlo analysis. In this procedure, the volume of space inside 20 pc
is randomly filled with 1000 M stars, according to the density dis-
tribution of M stars in Allen (1976). Each star is assigned an abso-
lute magnitude M, distance r, apparent magnitude m (based on M,r) and
a flare probability (per hour) based on the absolute magnitude M. In
the Monte Carlo simulation, all stars are checked at regular time
intervals (small compared to the smallest flare period). It is esta-
blished whether each star flared in the preceding interval by compar-
ing a random number to the individual flare probability. If so, the
change in visual magnitude during the flare is determined from the
rough probability distribution quoted above. The magnitude, dis-
tance, flare magnitude and time of each flare are recorded: after the
Monte Carlo simulation has ended, these data are used to determine
the rate of flares (in sr-lhr- 1 ) above a threshold magnitude W.
Such a Monte Carlo simulation of flare stars was executed, based
on the observed flare star characteristics listed above. The value
of ap was assumed to be 1.8, and the fraction of M stars that flare
was assumed to be 0.5. The simulation was executed in shells of
volume about the Sun in order to observe the dependence of flare rate
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on distance from the Sun. The shells used were 0-20 pc, 20-50 pc,
50-100 pc and 100-200 pc, with each shell being observed for 100000
flares. The flare rates from the various shells were summed to give
flare star rates for populations of stars within 20, 50, 100 and 200
pc of the Sun. The results of these simulations are included in Fig-
ure 10.2. The straight line in Figure 10.2 represents an extrapola-
tion of these curves to an infinite spherical distribution about the
Sun. It is interesting to note how quickly the various curves con-
verge to the infinite-distribution (S-3/2 ) rate: for the sensitivity
of the ETC (mv~11-12), the majority of flare star events will come
from stars within 100 pc of the Sun.
In order to account for instrument sensitivity, the Monte Carlo
simulation was modified to calculate the rate of flare events exceed-
ing 400e~ (a sensitivity of m~10.8). This curve is displayed in Fig-
ure 10.3.
The uncertainty in the flare star event rate reflects the uncer-
tainty in the observed flare star characteristics. The fact that the
value of a is seen to lie between 1.4 and 2.2 affects the event rate
by a factor of e0.4=1.2. An additional element of uncertainty is
introduced with the assumption that 50% of all M stars exhibit
flares: the fraction is seen to be at least 0.4, yet could be as
high as 1.0, so the flare rate calculated by the Monte Carlo simula-
tion could be low by a factor of 2 because of this assumption.
A factor which has not been included in these calculations is
the fact that the ETC is sensitive to changes in brightness in of the
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Figure 10.2: The results of the Monte Carlo simulation of flare star event rates
discussed in section 10.3. The curves are the flare event rates from
populations of flare stars located within 20 pc, 50 pc, 100 pc and
200 pc of the Sun. The straight line is the extrapolation of these
curves to an infinite spherical distribution of flare stars about the Sun
(log N ~ (-3/2)log S).
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Figure 10.3: The effect of considering a detection threshold on the rate of detection
from the 200 pc flare star population of Figure 10.2. The lower curve is
of flare stars events by the ETC. The upper curve is the rate of events
the convolution of the upper curve with a detection threshold of 400
electrons (m = 10.4).
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order of 1-4s. If the risetime of an optical burst is significantly
longer than this, the sensitivity to the burst will drop, since only
a fraction of the increase in brightness will be observed in a single
exposure. If the rise of brightness to peak is roughly linear, the
effective magnitude of the burst (as seen by the ETC) is increased by
-2.510g(t /tr ), where texp and trise are the exposure and rise-
times, respectively.
This effect is potentially greater for flare stars, which have
typical risetimes of 10-60 seconds, than for optical flashes from
GRBs, which may have risetimes of the order of seconds. If we take a
typical flare star risetime to be 30 seconds, the decrease in detec-
tion sensitivity of a one-second exposure is 3.7 magnitudes. The
effects of the typically long flare star brightening times is taken
into account in Figure 10.4, which assumes a flare star risetime of
30 seconds. (It is important to note that 30 seconds is a rough
median risetime and that actual event risetimes vary over almost two
orders of magnitude (Moffett, 1974)).
This effect is, in principle, the same for optical bursts from
GRB sources; yet, because of the absence of reliable data on GRB-
related optical transient risetimes, the magnitude of the effect is
difficult to estimate. This effect is taken into account in Figure
10.7, 10.8 and 10.9, assuming an optical burst time of five seconds.
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Figure 10.4:
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The effect of a long flare star risetime on the rate of detected events in
the ETC. The lines are the event rates from an infinite distribution of
flare stars (Figure 10.2), adjusted for the amount of brightening
detected in one exposure time. The flare star risetime is assumed to
be 30 seconds: the three curves plotted are detection rates in 1 s, 4s
and 1 Os exposures, assuming a linear rise to peak.
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10.4. Terrestrial Sources of Optical Flashes
The primary known sources of terrestrial optical flashes are
satellites and meteors. These flashes would be a particular problem
for a single-site ETC, which would not be able to use parallax to
discern the terrestrial origin of optical flashes from these sources.
The streak-rejection algorithm in the Trigger software (section
8.3.2.4) is capable of rejecting fast satellites and most meteors.
However, any source of optical transient radiation with an angular
speed small enough to pass the streak-rejection test, such as slower
satellites or head-on meteors, would be considered real events by a
single-site ETC.
This section describes the rough calculation of event rates due
to these sources.
10.4.1. Meteors
A meteoroid is a particle or group of particles, ranging in size
from 0.001 cm (micrometeoroids) up to tens of kilometers (asteroids).
A meteor is produced when such a particle enters the Earth's atmo-
sphere and is partially or totally vaporized, creating a luminous
trail sometimes visible with the naked eye. Upon entry into the
Earth's atmosphere, the meteoroid is heated by contact with air
molecules and begins to melt and evaporate at a rate dependent on
the meteoroid temperature and mass. The rate of emission of meteoroid
vapors determines the luminosity of the meteor trail.
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A meteor can.create a false trigger in the ETC if the angular
size of the portion of the trail bright enough to trigger the ETC is
smaller than the streak criterion in the Trigger software (section
8.3.2.4). The angular length depends on the angle of incidence of
the meteor into the atmosphere, the peak brightness of the meteor,
the meteor velocity and the image exposure time. The rate of
triggering meteors is a convolution of the probability of a meteor of
a given brightness creating a false event in the ETC and the flux of
meteors of that brightness entering the atmosphere.
10.4.1.1. Meter light curve
The "typical" meteor light curve has been modelled by Oepik
(1958). (Since meteors come in a variety of types, sizes and
brightnesses, no one type can be considered "typical"; however, most
of the meteors in the magnitude range of ~2 - 10 are considered to
created by the steady ablation of matter from a melted meteoroid, the
rate of which was roughly modelled by Oepik). From his model, the
meteor light curve has the form j a X(1-X)2 , where j is the bright-
ness of the meteor and X = e-Ah/a, where Ah is the change in altitude
of the meteor and a is the scale height of the atmosphere at the
altitude of ablation. From this light curve, Oepik calculates the
27
relative intensity of the meteor to be j/j = -X(1-X)
4
Expressed in magnitudes, Am = m - mpeak = 2.510g(X(1-X)2) + 0.83.
Observations of meteor light curves have substantiated this model
(Bronshten, 1983).
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From the above relation, given a detector sensitivity g, and the
peak effective magnitude, meff, of the meteor as seen by the detector
(taking image exposure time into account), one can calculate the
length of the trail (in scale heights) that has a magnitude brighter
than 0; i.e., the length, Ah/a, of the trail with &m < meff -
10.4.1.2. Meteor Geometry
The geometry of the incident meteor is shown in Figure 10.5. A
meteor which enters the atmosphere with zenith angle Z which creates
a visible trail over a range of altitudes Ah at a mean altitude H
will create a trail of angular size e = tan- 1 (&h tan(Z)/H). The pro-
bability of a meteor entering the atmosphere with a zenith angle Z is
proportional to cos(Z)sin(Z) (Oepik (1958), p. 67): the probability
of the meteor entering the atmosphere with zenith angle less than Z
is sin 2 (Z).
Given a detection threshold magnitude, y, some vertical length,
Ah, of the trail of a meteor of peak effective magnitude mef f will be
brighter than A. In this situation, there will be a range of zenith
angle Z which creates a visible trail length e < e0 . For a given
threshold magnitude U, the rate of meteors with trails brighter than
4 yet with an angular size e less than a threshold e0 is determined
by convolving the rate of meteors of effective magnitude meff with
the probability associated with the zenith angle Z.
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Figure 10.5: The geometry of a typical meteor trail. A meteor entering the
atmosphere at altitude H with a zenith angle Z will subtend an
angle 0 = arctan(L sin Z /H), where L is the length of the meteor
trail. If the angle is less than the anti-streak criterion for the ETC
(presently 13 arc-minutes), the meteor will trigger a single-site ETC
as an event. A two-site ETC will be able to reject the meteor by virtue
of its parallax over the 1.4 km baseline between the sites.
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10.4.1.3. The Effective Magnitude of a Meteor Trail
The effective peak magnitude of a meteor of actual peak magni-
tude mpeak is given by meff = mpeak - 2.5log(t/T), where t is the
time the meteor spends in a single pixel and T is the image exposure
time. The time spent by a meteor in a single pixel depends on the
velocity V of the meteor: the value of t is Vsin(Z)/Ha, where a is
the angular size of a pixel. The value of meteor velocity V is typi-
cally ~40 km/s; the value of H ranges between 80 km and 100 km.
10.4.1.3.1. Meteor flux
The flux of meteors in the magnitude range -2.4 to +12 has been
measured by Cook, et al. (1981). The result of the observations is
consistent with those of Hawkins and Upton (1958) and is
log fB (cm~1s1) = -17.89 + 0.5 3 4mB
(This equation is consistent to within a factor of ~2 with values
found in Allen (1976)). This value can be converted to
meteors/frame/second by assuming a typical altitude of 90 km:
B (f -1s-1) = 8.35x10-6 
0.534B
Given the typical colors of a typical meteor (B-V = -1.41 (Allen,
1976)),
fV (fr is 1) = 1.4710-
6 100.534mV
For the ETC, one frame has a solid angle of .086 steradians, so
the calibration of frame-is~ 1 to sr-1 hr~ 1 is a multiplicative factor
127
of 41900. The flux of triggering meteors in sr~ 1hr~ 1 are
fB (sr1 hr-1 ) = 0.350 X 
100.534mB
f (srM1~1) = 0.062 
X 100.534
10.4.1.4. The Net Rate of Head-cn Meteors
The total flux of triggering meteors was calculated by consider-
ing the threshold magnitude, g, and effective magnitude of a meteor,
meff, based on the zenith angle Z and its associated probability.
The results for a typical meteor velocity and several exposure times
are graphed in Figure 10.6.
It should be noted that a meteor can create a trigger not only
if it comes into the atmosphere with a low zenith angle Z, but also
at larger values of Z, when the section of the meteor trail brighter
than the threshold magnitude is small enough to trigger the ETC.
This effect is noticeable as an increase of 20-30% in the event rate
at fainter threshold magnitudes (M > 10).
10.4.2. Satellites
The impact of satellites on the ETC could be very large, yet the
magnitude of their effect is difficult to calculate. A tumbling
satellite can create a false optical flash in the ETC by momentarily
reflecting sunlight and appearing to the ETC as an optical glint.
The ETC would also consider a moving, non-glinting satellite to be an
event if the length of the satellite trail in a single exposure is
less than the ETC anti-streak criterion.
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Figure 10.6: The calculated rate of false events due to head-on meteors (see
section 10.4.1). The rates assume a meteor velocity of 40 km/sec
and exposure times of 1s, 4s and 1Os. The criterion for being
detected as a head-on meteor by the ETC is an angular extent of
less than 13 arc-minutes.
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The problem of glinting or moving low-Earth-orbit satellites
will presumably disappear once the ETC has spread to two sites at
Kitt Peak. (The 1.5 km baseline between the two ETC sites on Kitt
Peak allows the recognition of terrestrial sources of optical flashes
at altitudes of up to 3000 km). A single-site ETC, however, would
possibly have to contend with a major fraction of satellite-induced
events without the benefit of parallax. Presently, a non-glinting,
moving satellite will be detected as an optical flash by a single-
site ETC if its angular motion in a single exposure is less than 13
arc-minutes. This means that faster satellites (those in lower
orbits) are more likely to be rejected by the anti-streak algorithm.
One method of reducing the event rate due to moving satellites
might be to increase the exposure time, so that low-Earth-orbit
satellites would always be rejected. Another possibility is the a
posteriori rejection of satellite events based on three or more col-
linear glints in a single frame. Nevertheless, the problem of glint-
ing satellites remains a problem until the second ETC site is ready,
since, to a single-site ETC, a short glint looks like a point flash
of light.
10.4.3. Instrument-related Spurious Events
There is a finite probability of the detection of spurious
events due to non-optical effects in the CCD detectors. One source
of such false triggers is statistical fluctuations due to shot noise
in the CCD: a thorough discussion of this effect is given in Chapter
11. A second source of non-optical false triggers is the interaction
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of cosmic-rays with the CCDs in the ETC cameras. A cosmic ray pass-
ing through a CCD ionizes the silicon it encounters, thereby freeing
typically ~400 electrons (for a 3ym path length in silicon). A
cosmic-ray interaction can mimic an optical flash in a single CCD
camera (400 electrons corresponds to a star of m = 10.j): properly
placed cosmic rays in two CCD cameras can therefore create a false
event in the ETC.
The calculation of the rate of false events due to coincident
cosmic rays in two cameras is straightforward. The flux of cosmic
rays on Kitt Peak is 5-10 per cm2 per minute. The rate per 22.3ym
pixel per hour is 1.49x10-5 . The probability per CCD (of 105 pixels)
of a false trigger is 2.23x10-5/hour. At 0.086 steradians per CCD,
the cosmic-ray spurious event rate for the plenary ETC will be
2.6x10-4/hr/sr, independent of sensitivity. This rate is included in
Figures 10.7, 10.8 and 10.9.
10. 5. The Rate of Events Due to All Ccsideratico
The total rate of events due to celestial and terrestrial
sources of optical flashes is presented in Figures 10.7, 10.8 and
10.9. The exposure times assumed in these figures are one, four and
ten seconds. The duration of optical flashes from GRB sources is
assumed to be five seconds in all three figures. Superimposed on
each of these graphs is the sensitivity of the plenary ETC to optical
flashes in one year of observations. Also included in each figure is
a curve representing the sensitivity of the observations made by
Schaefer, Vanderspek, Bradt and Ricker (1984), which had been the
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most sensitive wide-field search for optical flashes before the ETC.
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Caption to Figures 10.7, 10.8 and 10.9
Figures 10.7, 10.8 and 10.9 display the expected rate of optical
transients from known terrestrial and celestial sources in one-, four-
and ten-second exposures in the plenary ETC, as described in Chapters
4 and 10. Included are the rates of optical transients due to GRBs (as
discussed in section 10.1), assuming both one-second and five-second
burst durations, flare stars (section 10.2), assuming a thirty-second rise to
peak, and comet impacts onto solitary white dwarfs (section 10.3). In
addition, the rates of "false" optical transients due to head-on meteors
(section 10.4.1) and cosmic rays (section 10.4.2) are included. The
three-sigma Poisson sensitivity of the plenary ETC in one year of observations
is indicated on each plot (see Chapter 4), as is the sensitivity of the
Two-Schmidt survey of Schaefer, Vanderspek, Bradt and Ricker (1984).
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Figure 10.7: The expected event rates in one-second exposures in the plenary ETC.
130c
C)
c0
V
Figure 10.8: The expected event rate in four-second exposures in the plenary ETC.
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Figure 10.9: Expected event rate in ten-second exposures in the plenary ETC.
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CHAPTER 11
Results of Observations with the ETC
Introductiri
The ETC test instrument was set up at Kitt Peak in October and
November of 1984. During the following December, January, and early
March, the Overseer software was tested and refined. In late March
and mid-May, 1985, observations of portions of the night sky were
made with the ETC test unit. The goals of the observations with the
ETC test unit were 1) to test the concept and operation of the
Trigger and Overseer software, 2) to explore the limits of operation
of the ETC software package, 3) to test the durability and reliabil-
ity of the test instrument itself, and, of greatest astronomical
interest, 4) to carry out the most sensitive wide-field optical flash
search to date. These goals were achieved during the observation
period. The following sections describe the tests of the ETC
hardware and software; in addition, the observations with the ETC
test instrument and the results of the observations are discussed.
11.1. Observations with the ETC Test Unit
The "shakedown" observations with the ETC test unit were made in
December, January, March and May, 1985. The quality of the observa-
tions software progressed from "very crude" in December to "working
and useable" in March of 1985, to "quite satisfactory" in May of
1985. Observations made after 23 March 1985 are particularly useful
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in the sense that the software was working well enough that events
could be detected and all data would be stored. Before 23 March
1985, the quality of the data stored made its astronomical use very
difficult.
11.1.1. Description of the ETC Test Unit Hardware
The test observations were made with just two of the four avail-
able cameras (cameras B and C of A, B, C and D) due to a malfunction
in camera D's support hardware. Camera A, though useable, did not
have a coincidence "mate", so that it could not be used to survey an
independent part of the sky. Each camera was equipped with a 25 mm
lens and a filter covering either the V-, R- or I-band. The filters
were necessary because the chromatic aberration of the lenses made
wide-band focus impractical (even with the filter, the point-spread-
function of the lens was such that a stellar image was smeared over
three or four pixels).
The hardware (including Overseer computer, Trigger processors
and ICE) in the test unit were as described in chapters 6 through 9.
The HSSL transmitter in the ICE was equipped with an EPROM which
mapped the 12-bit output of the analog processing board to an 8-bit
format according to a half linear, half logarithmic mapping known as
the "linlog" mapping (see section 9.1.2.3). The linlog function maps
the values 0-150 on the input to 0-150 on the output (linearly) and
the values 151-4095 on th input to 151-255 on the output in loga-
rithmic steps, such that each output step above 150 ADU corresponds
to 0.0341 magnitudes. (A plot of this mapping can be found in Figure
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11.1.) The linlog mapping gives the ETC a full 12 bits of dynamic
range: with this mapping, the ETC is sensitive to faint events, which
would have peak brightnesses of less than 150 ADU (150 ADU
corresponds roughly to an 8th magnitude star in a ten-second expo-
sure), while retaining sensitivity to flare events of Am > ~0.25 from
bright stars (mv < ~8). In order to utilize the full range of the
linear portion of the mapping, the Overseer software adjusts the
sky+bias level in each camera to be between 20 and 50 ADU prior to
each observation cycle (see section 11.2.1).
11.1.1.1. ETC Canera Seinsitivity and Gain
The sensitivity of the ETC test unit to detected events can be
calculated from equation 4.2. However, in order to have a good
understanding of the system sensitivity, the gain (in ADU/e~) and
readout noise (in e~) of each CCD camera must be well determined.
Therefore, the gain and readout noise of each CCD camera was measured
in three different ways: through a light-transfer curve (LTC), from
the brightness of stars of known magnitude in the CCD, and from the
dark-sky brightness.
The light-transfer curve (LTC) method requires the measurement
of the total noise in the CCD at various light levels (the noise is
the standard deviation of the values of the difference between two
consecutive frames at the same light level). Since the total noise
2 2is given by aT = Signal(ADU)/g + areadout, several data points allow
for an estimate of the system gain (g) and readout noise (areadout)'
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Figure 11.1: The mapping of the 12-bit output of the analog processing
board to the 8-bit image data used in the ETC. The mapping
is stored on a UV-eraseable programmable read-only memory
chip (EPROM). The 12-bit input to the EPROM (in units of
linear ADUs) is mapped onto its 8-bit output (in linlog units)
with the linlog mapping. Input values between 0 and 150 are
mapped linearly onto output values 0 to 150. Input values between
151 and 255 are mapped logarithmically onto 151 through
255, so that each output step corresponds to 0.0341 magnitudes.
40 9 5 T
Linear ADU
0
255150
"Linlog" ADU
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The second method involves calculating of the relation of the
brightness of stellar images (in ADU) to their visual magnitudes.
This was done with SAO standard star images on a full CCD image
recorded at Kitt Peak for both cameras B and C, and both analyses
yielded mappings of the form log(#ADU) = constant - mv*(0.4±0.02), as
was to be expected. Given the transmissivities of the atmosphere and
the CCD camera optical system, and the efficiency of the CCD, the
system gain can be calculated from this mapping.
The third method requires measuring the brightness of a moonless
sky, also on a stored image. From a comparison of the measured dark
sky brightness (in ADU/pixel/second) with the actual sky brightness
(in photons/pixel/seconds) the gain can be calculated, given the
tranmissivity of the optical system and the CCD efficiency.
These three methods were used in the calculation of the gain and
readout noise of each CCD camera. The results are summarized in
Table 11.1. From the analysis, the values of 62 e~/ADU and 51 e~/ADU
were adopted for cameras B and C, respectively. The readout noise
was determined from the LTC to be 70 e in camera B and 52 e in cam-
era C.
The values of the various parameters of the ETC optical system
implicitly used in the calculation of the sensitivity of the ETC test
unit (equation 4.2) are listed in Table 11.2. The values of I-band
lens throughput and CCD efficiency are estimates, due to incomplete
data in that wavelength band. The values of atmospheric characteris-
tics (transmission and sky brightness) were taken from Allen (1983):
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Method Camera B gain Camera C gain
LTC 62 t 5 e~/ADU 46 t 7 e~/ADU
(areadout = 1.15 ADU) (areadout = 1.01 ADU)
Stellar 67 t 15 e/ADU 48 t 18 e /ADU
brightnesses
Dark sky 63 t 6 e~/ADU 58 t 6 e /ADU
brightness
Table 11.1: Results of Gain Calibration of the ETC Cameras
these values are for sea level and differ somewhat from the values at
Kitt Peak. The window transmissivity was calculated from the Fresnel
equations, which give the reflection losses at each surface of the
window. The values for the sensitivity to a detected event in each
of the cameras at a signal-to-noise level of 10 are also listed in
Table 11.2.
11.2. Testing and Operation of the ETC Software
During testing of the ETC test unit, the Overseer software was
run in "user" mode, which allows for automatic observations and data
storage after human-aided setup. User mode allows the observer to
change observational parameters in order to test the performance of
the instrument. The following sections describe "user" mode in
detail: the methods used in the testing of the limits of the
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Focal length 25 mm
f-number 0.85 2
Area of lens 6.8 cm
Pixel angular size 3.09 arc-minutes
Camera C gain 51 e~/adu
Camera C readout noise 52 e
Camera B gain 62 e /adu
Camera B readout noise 70 e
V-band R-band I-band
Sky rate (e~/pixel/second) 138 602 1046
Filter bandpass 1160 A 1200 A 1600 A
Atmospheric transmission .82 .92 .95
Filter transmission .71 .80 .77
Lens transmission .85 .80 .70
Window transmission .91 .91 .91
CCD efficiency .45 .60 .38
Image splitting .5 .5 .5
One-second event sensitivity 7.5 8.4 8.0
Four-second event sensitivity 9.0 9.7 9.3
Ten-second event sensitivity 9.9 10.5 10.0
Table 11.2: ETC Prototype Optical Characteristics
Overseer and Trigger software are described in section 11.2.2.
11.2.1. User Mode
The "user" mode of ETC observations was developed as a prelim-
inary to full instrument automation. User mode allows the observer
to specify every aspect of the ETC observations, in order to test the
quality and speed of the Overseer and Trigger software, whereupon the
Optical Characteristics of the ETC Test Unit
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ETC observes the sky without further interaction by the observer. An
example of the observer's interactions with the ETC software's user
mode is shown in Figure 11.2: the details of user mode are given
below.
Upon entering user mode, the software asks the observer to move
the telescope drive (manually or through the slewing motor) to the
right ascension appropriate to the observations. Once the right
ascension is correct, the software asks the observer to input the
exposure time, sift time and the statistical criteria used in the
calculation of the thresholds used in the Trigger software (see sec-
tion 8.3.2). The Overseer computer then measures the sky+bias level
of each CCD from images taken by each camera: the bias level is
adjusted (if necessary) until the sky+bias level is between 25 and
60.
Once the sky+bias level is correct, the observer has the oppor-
tunity to save full images from all cameras onto disk files. The
observer is then asked to rotate the dome slit until the cameras view
the slit center. The relationship between the dome azimuth and the
dome encoder value can then be calibrated. Next, the Overseer com-
puter then calculates the values of threshold offset and brightened
delta (see Chapters 7 and 8) from the observer-specified statistical
criteria and a measurement of the total noise per pixel in each cam-
era.
At this point, the observer participates in precisely calibrat-
ing "pixel address" to celestial coordinates for each CCD camera in
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Figure 11.2: A transcription of the observer-computer interaction during the
setup phase of "user" mode, described in section 11.2.1.
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turn. The Overseer computer roughly calculates the coordinates of
the center of a camera field from its knowledge of the date, time and
location of the site, the hour angle of the sidereal drive (through
the absolute synchro shaft encoder mounted on the drive) and the
declination of the camera (specified in the software). The Overseer
computer then calculates the expected locations of 16 SAO standard
stars in the field based on these rough coordinates: these locations
are circled over an image of the sky taken by that CCD camera and
displayed on the color graphics monitor. The observer is requested
to tell the Overseer computer how far the circles are from the actual
locations of the SAO standard stars. This is an iterative process,
which ends when the observer reports that the SAO stars are all cir-
cled. The Overseer computer then calculates the precise position of
the stellar images on the CCD and calculates the precise astrometric
mapping of the CCD location to celestial coordinates (see section
7.1.4.2).
Once all the CCD fields are calibrated, the threshold frames are
calculated by the Trigger processors from actual image frames. The
Trigger processors are then initialized: at this point, the sequence
of observation cycles can begin. The observation cycles run com-
pletely automatically, so no observer need be present. An observa-
tion cycle consists of twenty minutes of observations, followed by
data storage (see section 7.4.2), a check of the sky+bias level, a
recalculation of the astrometric mapping and a recalculation of the
threshold frames. If the sky+bias level in a CCD has changed signi-
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ficantly, the bias level in the CCD is adjusted automatically. The
recalculation of the astrometric parameters is necessary due to a
slight (~30') misalignment of the polar axis of the telescope drive;
however, the misalignment is small enough that the Overseer computer
can recalibrate the mapping without the assistance of an observer.
This periodic recalibration is also necessary because of the effects
of atmospheric refraction, which vary with hour angle.
The sequence of observation cycles continues indefinitely until
1) sunrise, or 2) the hour angle of the mount exceed six hours. In
all, the net efficiency of ETC observations, including startup and
recalibration pauses, is 75%: i.e., three-quarters of the time the
observation software is running in the Overseer computer, the ETC is
taking and analyzing images of the night sky. An individual observa-
tion cycle is halted when data has been taken from six prospective
candidate events: the data are then stored and the observation cycle
is immediately restarted.
11.2.2. The Testing of the ETC Software
During testing of the ETC software, the values of threshold
offset and brightened delta were varied to determine their effect on
the performance of the software. No attempt was made to unduly
minimize the rate of "false" (statistical) events: the values of
threshold offset and brightened delta were set as low as possible to
maximize the chance of detecting a real event. The lower limit on
the values of these two variables (which were generally set equal to
one another) was the point where the sift algorithm was unable to
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complete the sifting of a typical frame in the time allotted, because
of the large number of pixels passing the first level of sifting (see
section 8.3.2.1). The sift time was then increased to allow further
decrease in the values of the detection variables until the amount of
time left to the Overseer computer for data transfer (data transfer
time = exposure time - sift time) was too small and exposure time
limits were exceeded when the Overseer computer attempted to collect
data from the Trigger processors. It was determined that the present
Overseer software requires ~0.6 seconds per flash to acquire data
from two Trigger processors. The bulk of actual observations was
performed with ten-second integrations, with sift times of four to
six seconds. The values of threshold offset and brightened delta
were adjusted until the rate of single events from a given camera was
between 10 and 20 per exposure. These observation settings assured
that >90% of all exposures were "good" (an exposure was considered
"good" if the sifting completed with no errors and the Overseer com-
puter had sufficient time to collect all the image data).
11. 3. Details of Observations with the Test Instrument
The observations with the ETC test instrument were conducted
between 24 March and 1 April 1985 and again between 12 May and 28
May, 1985. The observations were made primarily in V-band, with some
bright-time observations in R- and I-band. A list of the times and
filters of observation can be found in Table 11.3.
Cameras B and C were used in coincidence with a total field
overlap of 236 square degrees (after accounting for imaging area lost
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Table 11.3: Dates and Times Observed with ETC Prototype
to CCD defects, pixels disregarded by the Trigger processors, a small
degree of misalignment between the cameras and an average of 5% of
the imaging area lost to dome occultations). A total of 41.1 hours
were observed in V-band, 8.3 hours in R-band and 6.9 hours in I-band.
The solid-angle-time product observed, then, was 2.95 steradian-hours
in V-band, 0.60 steradian-hours in R-band and 0.50 steradian-hours in
I-band.
The choice of fields observed by the ETC test unit was affected
in part by the potential for detection of possible sources of optical
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transients. The declination of the center of each camera was +250±
20: the right ascensions of the center of the fields observed were
within a few minutes 1 0h, 1 2h, 1 5h and 1 7h Generally, the fields
were chosen to be near the meridian at certain hours of the night,
(in order to reduce the effects of occultation by the dome and
extinction by the atmosphere) but some effort was made to include
potential sources of optical flashes. One of these fields (1 2h) con-
tained the error circles of three gamma-ray bursters (GRB1200+21 (24
November 1978), GRB1152+20 (1 January 1979) and GRB1140+20 (2 May
1979); Baity, et al., 1984), while another (1 7h) contained the flare
stars V475 Her, Ross 867 and Ross 868 (Gurzadyan, 1980).
Observations were made primarily during dark or grey time
(roughly six days on either side of new moon). The sky brightness
during bright time was found to be so high that the vignetting of the
lens (see section 6.1.1.2) becomes significant. If the sky bright-
ness at the center of the CCD is 200 ADU per pixel (a typical value
during bright time), the sky brightness at the edge of the CCD is 140
ADU, due to the 30% vignetting of the lens. Since the Overseer Com-
puter will set the bias level of the CCD to a point where the
sky+bias level at the center of the CCD is ~40, a large area near the
edge of the CCD will have sky+bias levels less than zero, rendering
it useless for observations. Raising the bias level to bring the
values of the edge pixels above zero would bring the values of most
of the CCD pixels close to the logarithmic section of the linlog map-
ping, thereby reducing the sensitivity of the CCD as a whole. In
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addition, the increased sky noise during bright time significantly
reduced the overall sensitivity.
11.4. Results of the Observations with the ETC Test Unit
A total of 725 coincident events were reported during the obser-
vations with the ETC test unit. These events were categorized by
hand, primarily through the analysis of the 9x9 pixel image subarrays
of the event location from before and during the flash event. The
data fell into several categories, based on the event profiles. The
event categories are:
1) Satellite events: a satellite passing through the field-of-
view created the event. A satellite is confirmed by
second and third triggers from its trajectory. (see sec-
tion 11.6 for a further discussion)
2) Inconsistent coordinate events: the events in the two cameras
were obviously unrelated. This is usually determined by
the relative positions of bright objects in the 9x9 image
subarrays of the event from the detecting cameras.
3) Cloud triggers events: the events (always in groups of five
or six, because the maximum allowd number of events per
observation cycle is six) were due to patchy clouds.
These events were recognized a) because of the low number
of "good" integrations in that observation cycle and b)
from notes made at the time in the observations log.
4) Occultation events: the event occurred in a portion of camera
which was partially obscured by the dome.
5) General brightening events: the event was induced by a sudden
increase in the background light level in the CCD, due to
such causes as a flashlight in the dome, a passing car
with its lights on, or distant lightening.
6) Streak events: the image has a streak-like appearance, but no
second trigger to confirm it to be a satellite.
7) No trigger events: the data stored show no evidence of an
event having occurred. This is currently an unsolved bug
in either the Overseer or Trigger software.
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8) Statistical events: the event was created by statistical
variations in the brightness of a corresponding pixels in
both detecting cameras.
A breakdown of the freqency of these types of event is given in Table
11.4, based on 16,700 exposures taken during the test observations.
11.4.1. Statistical Events
After the events of types 1-7 had been identified in the ETC
data bank, a total of 355 statistical events remained. These events
are subclassified into four groups, based on their morphology:
1) Class I events occurred when the brightest pixel in a stellar
image brightened in both detecting cameras.
2) Class II events occurred when the brightest pixel of a stellar
image brightened in one detecting camera while an immediate
neighbor pixel brightened in the other.
3) Class III events occurred when a pixel neighboring the bright-
est pixel of a stellar image brightened in both cameras.
Number/exposure% of totalNumber detectedType of event
__________________________ 
I
0.0095
0.0020
0.0066
0.0003
0.0008
0.0010
0.0008
0.0116
0.0028
0.0055
0.0026
Satellite
Inconsistent coordinates
Cloud trigger
Occultation
General brightening
Streak
No trigger
Statistical Class I
Statistical Class II
Statistical Class III
Statistical Class IV
159
34
110
5
13
17
14
194
46
92
43
21.9
4.7
15.2
0.7
1.8
2.3
1.9
26.8
6.3
12.7
5.9
Total 725 _ 100.0 0.0434
Table 11.4: Brerirmai of Events Detected by the ETC Test Unit
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4) Class IV events occurred when background pixels brightened in
both cameras, or when a pixel near, but not immediately
neighboring a very bright star triggered in both cameras.
Most of these events barely exceeded the event thresholds, and all
but a few of these events showed no appreciable light curve in both
cameras. Because of the high CCD readout noise (50-70 e~/pixel), it
is probable that most, if not all of these events were caused by sta-
tistical fluctuations in the CCDs. The rate of these events (355
events in 16,700 exposures, or ~.021 events per exposure) are shown
below to be comparable to the expected rate of correlated events due
to statistical fluctuations in the CCD. The calculation of the
expected false event rate is based on the fact that the ETC software
does not detect sudden brightenings of image pixels, per se, but
rather large differences in the value of image pixels from one image
to the next.
11.4.1.1. The Differece-Sensitivity of the ETC
When discussing the statistics of an ETC event, one must take
into account that the ETC instrument is not level-sensitive, but
difference-sensitive. The ETC is not an instrument monitoring a sky
of static brightness levels with a noiseless CCD, waiting for a part
of the sky to increase its brightness by more than a certain amount
in a single exposure time; rather, the ETC is monitoring a sky where
the brightness levels vary from frame to frame due to shot noise and
readout noise, waiting for the difference between two frames to
exceed a certain amount in a single exposure time. The difference-
sensitivity of the ETC has significant implications for the
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sensitivity and expected statistical trigger rate of the ETC.
The first implication of the ETC's difference-sensitivity is the
fact that the event sensitivity is lower than the sensitivity of a
camera to the detection of a stellar image by a factor of ~2, as
briefly mentioned in chapter 4. This is due to the fact that the
readout and shot noises must be taken into account twice in the cal-
culation of the total noise associated with an event, because two
frames are involved in the event detection. The equation giving the
level of significance, qd, of a detected event is
Safter.- Sbefore
q 2 1/2(S fo+Sate + 2aR
where Sbefore and Safter are the total signal above the bias level
(in electrons) in a given pixel in two consecutive images. Substi-
tuting Safter Sbefore + AS, where AS is the amount of brightening
in the event, one gets
-q-=-(11.1)
(2(S + ) + as)1/2
The second and more important implication of the ETC's
difference-sensitivity is that the significance of a detected event
is not simply that determined by Gaussian statistics: that is, an
event that showed a brightening corresponding to a statistical signi-
ficance of Na, where a is the total noise (the denominator of equa-
tion 11.1), cannot be assigned a confidence level associated with the
Gaussian probability of an Na event occurring randomly. The problem,
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again, is the fact that the ETC detects an event when the value of a
pixel increases by a certain value from one exposure to the next.
This means that an No event can be created if, for example, the pre-
event pixel value is Na/2 below the mean value and the event pixel is
Na/2 above the mean value. The probability of this situation occur-
ring randomly is (pG(N/2))2 (where pG(x) is the probability of an
event of >xa occurring according to Gaussian statistics), which is
significantly greater than pG(N) for most values of N. In assigning
a confidence level to an event, one must therefore not use the Gaus-
sian probability function pG(x), but rather the probability function
P (x), which is defined as
P (x) = f_ prob(<y)prob(>(x+y))dy
where prob(<y) is the Gaussian probability of an event being less
than ya (including the probability of an event being below average)
and prob(>(x+y)) is the Gaussian probability of an event being
greater than (x+y)a. The function p (x) gives the probability that
the difference between a pixel's value in consecutive images will
have a significance greater than xo. The value of p (x) exceeds the
value of pG(x) significantly for more values of x, as can be seen in
Figure 11.3.
11.4.1.2. Calculation of the expected statistical event rate
The expected rate of false ETC events due to Gaussian variations
of the values of image pixels can be estimated, given the function
P (x) and the distribution of the pixel values in a typical ETC
147a
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Figure 11.3: The relative probability of a random event in the ETC. The curve
marked "Gaussian probabilit " indicates the probability of a pixel
value being N sigma above its mean value. The curve marked
"Difference probability" indicates the probability of the difference
in the value of a pixel in two consecutive measurements beinggreater than N sigma (see section 11.4.1.1).
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image. The distribution of pixel values in a CCD image can be
divided into three populations, each with a different rate of sta-
tistical brightening. The pixels with values between a few ADU above
the median of all pixel values in an image and ~140 ADU are parts of
stellar images and, because of their larger shot noise, are more
likely to create a statistical event than pixels with values near the
median value. However, 90% of the image pixels have values within 5
ADU of the median, so the net rate of statistical events from these
two populations is balanced somewhat. (Empirically, it was deter-
mined that the majority of statistical events occurred near stellar
images; cf. Table 11.4). Those pixels with values greater than 150
are in the range of pixel values where each step is logarithmic, and
therefore significantly larger than those in the linear range: sta-
tistical events with values greater than 150 are therefore very rare.
The expected rate of events was calculated with a computer pro-
gram which, using a full ETC frame from either camera, calculates the
probability of detecting a correlated event in the two cameras, based
on the values of the total noise and the detection threshold in each
camera. The program reads the values of the image pixels in order,
calculating for each the total noise, a, (based on twice the signal
shot noise and readout noise) in both cameras (after converting the
pixel value in the one camera to the equivalent value in the other
camera by multiplying by the ratio of the camera gains). From the
ratio of the detection threshold value to the total noise in a pixel
the probability of a random fluctuation in that pixel leading to an
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event in a single camera is calculated, using the p (x) function
described above. The probability of a correlated event due to random
fluctuations is just the product of the two single-camera probabili-
ties. The probability is calculated for all pixels and summed to
give the probability of statistical triggers per exposure.
A direct comparison of the results of this computer analysis
with the observed rate of correlated events is complicated for
several reasons. First, the observations were made under many dif-
ferent sky conditions (dark time, grey time, bright time) and at
various values of detection thresholds in both cameras (typical
values were 7 ADU in camera B and 6 or 7 ADU in camera C). Those
observations made under bright sky conditions (partial moon) suffer
from a higher sky noise and therefore would be expected to have a
higher rate of statistical events. Observations made under brighten-
ing sky conditions (during sun- or moonrise) are also expected to
have a higher event rate because the sky brightness is increasing
slowly during observations, thereby increasing the fraction of pixels
able to pass Level 1 of sifting (see chapter 8 and below).
In addition, the rate of statistical events from pixels with
values near the median value is significantly reduced by the fact
that there is a probability of ~50% that the pre-event pixel value is
below its mean value, in which case a typical brightening will not
pass Level 1 of sifting.
Nonetheless, in order to show that statistical fluctuations are
sufficient to account for the rate of correlated events observed in
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the prototype ETC, the program described above was run with a dark-
time image with both detection thresholds set at 7 ADU (so that a
NS>8 ADU will trigger - - a typical situation during test observa-
tions). The rate of correlated events based on camera B and convert-
ing to camera C was .063 per exposure and the rate based on camera C
was .048 per exposure, averaging to .05 per exposure. Taking into
account that about half of the pixels with values near the median
value will not trigger because they are not able to pass Level 1 of
sifting (as discussed above) reduces the expected event rate by ~20%,
to 0.045 events per exposure. This is more than sufficient to
account for the bulk of the 355 "statistical", "stellar" and "other"
events, which occurred at a rate of ~0.02 events/exposure.
A final complication of this analysis process is that the
Overseer software allowed fluctuations to be considered a correlated
event even if the celestial coordinates differed by up to two pixels.
This means that a pixel in one camera can trigger not only with its
direct counterpart in the other camera, but also with neighbors of
the counterpart. The program described above was modified to deliver
the probability of a correlated flare with the nine nearest pixels in
the other camera: the result was an increase in the expected event
rate by a factor of 2-3. Because the actual software allowed corre-
lated events to occur not from the nearest nine pixels, but rather
from an area of <21 pixels, the actual effect is more modest. The
expected increase in event rate is ~75%, raising the expected rate to
~0.08 events per exposure.
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11.4.2. Satellite Detections by the ETC Test Unit
The high frequency of detection of satellites by the ETC was
somewhat surprising. It had been assumed that low-Earth-orbit satel-
lites would be moving too fast to be accepted as ETC events, due to
the fact that their long trails on the CCD would be noticed by the
Trigger processor streak-rejection algorithm (section 8.3.2.5). Gen-
erally, the detected satellite trails were indeed long enough to have
tripped the streak rejection algorithm, yet none of the perimeter
pixels had brightened sufficiently. This may be attributable to sta-
tistical fluctuations in the perimeter pixels. Indeed, the bulk of
the satellite trail across the CCD very likely was rejected as a
streak; only those few images of the satellite trail where the perim-
eter pixel was lower than it should have been due to statistical
fluctuations escaped rejection. (A typical satellite triggered the
ETC an average of six times during its traversal of a field: during
this time, roughly 200 exposures were made of the field).
A total of 29 satellite trails were detected by the ETC during
prototype observations. The satellites were divided into those with
a roughly east-west trajectory and those with trajectories making an
angle of roughly 600 with east-west. Judging by the times of detec-
tion and angles of the paths of some of the trails, several trails
may have been made by the same satellite. Data from two typical
satellite detections are shown in Figure 11.4.
The satellite trails detected were made by satellites of visual
magnitudes from 6 to 9. The angular speeds of the satellites at the
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Figure 11.4: Two views of ETC data collected during March and May, 1985. Figure 11.4a is a display
of all image data-collected after the detection of an optical flash event. The data displayed
are 9x9 pixel image subarrays about the locations of the flash event and five SAO standard
stars in each camera. In Figure 11.4a, the left-hand six rows contain data from camera B and
the right-hand six rows contain image data from camera C. Of each set of six rows, the upper
five rows contain images of SAO standard stars and the lowest row, set apart from the
others, contains data from the flash location. The images are order chronologically from
the left. The far left column contains the 'old' images, taken at the beginning of the
observation cycle. The next column contains the 'recent' images, taken immediately
before the detection of the event. The remaining columns contain data taken at and after
the flashevent. All exposure times are ten seconds. Figure 11.4a shows the detection of an
east-west-moving satellite; Figure 11.4b, a close-up of another set of flash data, shows the
detection of a satellite withan inclination of -60 degrees. Both satellites are of roughly 6th to
8th magnitude.
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time of detection were consistent with circular orbital periods of 4
to 12 hours: it should be noted, however, that no estimate of the
orbital eccentricity was made from these detections, so that esti-
mates of orbital periods are uncertain.
The rate of expected satellite events (~0.01 per ten-second
exposure) will pose a problem for the plenary ETC, since the associ-
ated event rate is very large compared to celestial event rates.
(The rate is one event per 15 minutes, on the average, but the events
are clumped in groups and trigger at a rate of one event per one or
two minutes in these groups). One solution is to lower the streak-
rejection criterion from 7 to 5 pixels (cf. section 8.3.2.5): this
criterion would have rejected a significant number of the satellites
detected during the observations with the test instrument. Another
possibile means of rejecting satellite events is for the Overseer
computer to monitor the coordinates of reported events: if any three
are shown to be collinear, they would be considered having been due
to a satellite crossing the field.
11.5. Interpretatim of 1esults
The observations with the ETC test instrument yielded no optical
flashes which could not be explained by local, terrestrial or sta-
tistical sources of optical transient events. The total solid-
angle-time product observed by the ETC in the visual band is 2.9
steradian-hours. Given the ten-second sensitivity of the ETC test
unit to detected events (my = 9.9: a 10a criterion), the test obser-
vations were expected to have detected 1.5 flare stars and 0.008
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optical transients from GRB sources (see Figure 11.5). The test
results define a 3a Poisson upper limit of 2.2 optical flashes per
hour per steradian at mv = 10 (Gehrels, 1985). This result is
superimposed on the graph in Figure 11.5.
The results of the observations with the ETC test unit have no
significant impact on differentiating between the models of optical
transient events described in Chapter 3. However, the observations
made with the ETC test unit make up by far the most substantial
wide-field survey of the night sky for short-timescale optical tran-
sients. The 3a Poisson upper limit of <2.2 flashes per hour per
steradian is an order of magnitude lower than the 3a upper limit of
<22 flashes per hour per steradian determined by the previous best
effort of Schaefer, Vanderspek, Bradt and Ricker (1984). It should
be noted that this upper limit result was determined with fm
sixteenth of the plenary ETC in five weeks of observation! The
results achievable by the plenary ETC in one year of observation
should be a factor of 160 better than the results presented here, and
a factor of 1600 better than the efforts of Schaefer, Vanderspek,
Bradt and Ricker (1984)!.
The observations with the test unit indicate that the flash
background rate (the rate of flashes from non-cosmic sources) is dom-
inated by satellite events. The plenary ETC, with its capability of
recognizing a satellite by its trail across a CCD as well as by the
use of parallax, will be able to reduce significantly the event rate
due to satellites. The detection of these satellites indicates that
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Figure 11.5:
m
V
The expected rates of optical flashes in ten-second exposures in the
ETC test unit. The curves represent the expected event rates due to
GRBs (section 10.1), flare stars (section 10.2), comet impacts onto
white dwarfs (section 10.3), and head-on meteors (section 10.4.1)
and the upper limit on the event rate due to cosmic rays
The three-sigma Poisson sensitivity of ETC observations to date are
indicated, as well as the sensitivity of theTwo-Schmidt survey,
conducted by Schaefer, Vanderspek, Bradt and Ricker (1984).
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the events detected by Pedersen, et al. (1985), may have been created
by a satellite. The angular speed of a typical satellite (detected
by the ETC) is ~70"/second. The longest dimension of the photometer
aperture used by Pedersen was ~80": therefore, optical events with
durations less than 1.2 seconds could be created in Pedersen's pho-
tometer by the passage of a typical satellite.
CHAPTER 12
Future Work
Introduction
Although the.four-camera ETC test instrument was able to operate
successfully in a semi-automatic mode during the test phase, there
are a number of weak links in the ETC instrumentation. These weak
links must be corrected before the ETC can be expected to operate for
long periods without an observer on site. The general problem with
the ETC instrumentation is that several of its components are not
reliable: under certain situations, the state of the instrument
hardware cannot always be consistently predicted. plans for the
correction of the problems. In addition, the weak spots in the ETC
software, which all center around its operational speed, will be men-
tioned.
12.1. General Plans for the Improiement of the ETC
The observations made with the ETC test instrument revealed
several areas for general improvement in the ETC. These improvements
include:
1) The Overseer computer disk memory will be upgraded by at least
20 Mbytes to allow for more disk data storage, so that the
interval between successive data storage onto magnetic tape
is longer.
2) The Overseer computer core memory will be upgraded to at least
2 Mbytes to increase the speed of the Overseer software.
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3) A Cipher Floppy Tape unit will be introduced as the medium for
mass data storage. The Floppy Tape unit stores data onto
standard 1/2" cartridge tapes.
4) The Trigger processors will be replaced by Heurikon HK68
single-board microcomputers with built-in DMA. The Heurikon
board will include 1 Mbyte of hard memory to allow for sub-
stantial data storage in the Trigger processors.
5) The HSSL will be replaced by a new, more reliable fiber-optic
link.
6) The ETC CCD cameras will be replaced by thermoelectrically-
cooled CCD cameras designed by Gerard Luppino of MIT. The
use of these cameras will eliminate the problem of the bulky
coolant hose associated with the closed-cycle refrigerator.
In addition, since each camera is cooled individually, a sin-
gle camera can be warmed and brought to atmospheric pressure
without affecting the operation of the other CCD cameras. In
addition, the preamplifiers, which had been housed inside the
CCD cameras, will be moved outside of the CCD housing, remov-
ing both a source of heat and a source of noise from inside
the CCD housing.
7) The ETC CCD cameras will be outfitted with new, better lenses.
These custom-built lenses will allow one- or two-pixel focus
over a broad band (3000 A) of wavelengths, which will signi-
ficantly improve the signal-to-noise performance of the ETC.
The following sections will discuss specific problems encoun-
tered during the test phase of the ETC instrument.
12. 2. The ETC Electrcnics
The majority of the problems with the ETC electronics are
related to reliability. Specifically,
1) Some parts of the Instrument Control Electronics, which are
located in the second floor of the ETC dome, tend to stop
working correctly when the ambient temperature drops below
00C. The symptoms indicate that the problems are not
construction-related (e.g., a cold solder joint on a circuit
board), but rather are related to design flaws or the choice
of chips used in the boards. The intermittent nature of
these problems has hindered their exact localization to date.
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2) The High Speed Serial Link (HSSL) receivers in the Trigger
processors occasionally lose data. This problem is due to
improper ground return wiring of the receiver chips in the
HSSL receiver. Although the rate of data loss has been
reduced (less than .1% of all frames are affected, and the
presence of the problem is always apparent), it still should
be eliminated completely.
3) One of the Digital-to-Analog converter (DAC) boards has a ten-
dency to drop out of operation altogether every few weeks.
This problem has not yet been definitively located, but the
application of pressure on one or more chips on the board
generally solves the problem. This problem is most likely
due to the use of a prototype construction technique in
fabricating the DAC boards, a method which has occasionally
resulted in reliability problems in the past.
4) The ICE in general have a problem with the loss of static-
sensitive CMOS chips because of electrostatic discharges.
Although the loss rate due to static electricity is low, it
must be reduced to zero in the plenary ETC.
The solutions to these problems which have been proposed to date are:
1) Put the ICE in a warm place. The locations of the sources of
the problems of cold-sensitivity to date have not yet been
found. Even if they were, the problem could occur in other
locations in the ICE. The best solution is to create a warm
area in the dome for the ICE.
2) The problems with the HSSL receivers is not so severe as to
warrant major revisions of its construction. However, the
new fiber-optic HSSL should eliminate all the problems asso-
ciated with the present HSSL.
3) Recently, printed-circuit DAC boards were constructed for use
at MIT. These boards do not have the problem of loose sock-
ets and should prove to be error-free in use in the ETC.
4) Much effort must be yet put into static protection of the ICE.
The carpeting in the second floor of the ETC dome must be
covered with static-free matting to guard against accidental
static discharges to the electronics.
In addition to the above reliability problems, two specific
aspects of the ETC electronics should be improved. First, the effec-
tive CCD readout noise is higher than specified for the CCDs. This
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increased noise is due to improper "tuning" of the CCD analog elec-
tronics. Future ETC CCD camera systems should be thoroughly "tuned"
before they are sent out into the field. The latest generation of
CCD electronics has a much better noise performance than the present
ETC cameras: system noises of less than 20 e~ with good charge
transfer efficiency are being achieved regularly.
Second, the dome encoding scheme should be improved. Presently,
it is a relative encoder, with no absolute zero point. This situa-
tion makes it necessary to rotate the dome to a specific position
regularly in order to zero the encoder. This problem will be
corrected in the Fall of 1985 by encoding the dome absolutely.
12.3. The ETC Instrument Mecbanical Hardware
The current ETC mechanical hardware also has a number of prob-
lems which will hamper progress towards automation. The major prob-
lems are:
1) The vacuum cavity which is shared by the four ETC cameras and
the manifold is not leak-free. The system maintains a good
vacuum (with the closed-cycle refrigerator on) for ten days
to two weeks at a time, but then can spontaneously return to
near atmospheric pressure with little warning. Evidently,
the cooling probe acts as a cryopump when cold, adsorbing
molecules leaked into the system onto its surface. When the
surface of the cooler is saturated, the pressure increases
slowly due to a leak in the system, until the ion pump shuts
off, resulting in a rapid pressure rise.
2) The telescope mount is misbalanced, primarily due to the
weight of the coolant hose wrapped around the axis of the
manifold. The result is that it is very difficult to slew
the telescope mount at hour angles of more than ~3 hours.
Proposed solutions to these problems are:
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1) A new camera/manifold system will be used in future ETC cam-
eras. The present system relies heavily on rubber 0-rings
between flat aluminum faces. The improved system will util-
ize steel knife-edge vacuum interfaces with rubber gaskets,
so the vacuum integrity of the system will be much improved.
2) The cooling system in future ETC cameras will not require
stiff cooling hoses. The new cameras, designed by Gerard
Luppino, are cooled by thermoelectric coolers and will not
impede the slewing of the mount. Without the coolant hose,
which tended to accumulate ice when cold, balancing the tele-
scope will also not be as difficult a problem as it is now.
Another advantage to the new ETC camera/manifold design is that
access to the camera interiors will be much simpler than it is now.
The method of cooling individual cameras will allow one camera to be
taken off line without warming the others.
12.4. ETC Software
The main problem with the ETC software is that it is not fast
enough to support one- to three-second integration times. There are
several bottlenecks in the software which slow it down substantially:
1) Whenever a candidate report is received by the Overseer com-
puter, the location of the event is converted into its celes-
tial coordinates. The conversion of event location to celes-
tial coordinates involves calculating of ~10 trigonometric
functions, with each function requiring 10 milliseconds.
Thus, each candidate report requires ~0.1 seconds to be
fielded.
2) The transfer of event image data between the Trigger proces-
sors and the Overseer computer takes ~0.6 seconds per flash
event per exposure.
The next revision of the ETC software will transfer more of the
computational burden from the Overseer computer to the Trigger pro-
cessors, which should improve overall system speed. Specifically,
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1) Each Trigger processor will be given the parameters of the
astrometric mapping of its associated camera, so that it may
calculate the celestial coordinates of each candidate event
itself. In this way, the Overseer computer will act as a
bookkeeper of candidate events, and not as a calculator. In
addition, the coordinates will be calculated in the form of
three-vectors, which avoids the calculation of slow tri-
gonometric functions.
2) Each Trigger processor will store image data in its own memory
structure during observations. At the end of an observation
cycle, each Trigger processor can then transfer its image
data to the Overseer computer without time pressures.
Some general areas for the improvement of the ETC software are:
1) The sifting algorithms do not reject signal fluctuations in
bright stars. Some method of recognizing the higher shot
noise in bright stars must be devised.
2) The criteria for coincidence of celestial coordinates must be
tighter than in the test observations, in order to reduce the
rate of statistical false triggers.
3) The calculation of the precise celestial coordinates of the
center of each CCD, presently observer-aided in "user" mode
(see Chapter 11), must be made automatic. A field-finding
algorithm, used by the third Small Astronomical Satellite
(SAS-3), will be altered for use in the ETC.
CHAPTER 13
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APPENDIX A
The Overseer Computer Software
Introduction
This Appendix contains the entire ETC Overseer Software code as
it was used in the test observing runs of March and May, 1985. There
is no separate documentation for the Overseer software: instead,
individual subroutines are documented in the code as necessary. The
reader is referred to Chapter 7 for an overview of the functions of
the different modules in the Overseer software.
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Nov 19 01:08 1985 constants.h
SUBARRAYSIZE
S_SQUARED
COINCIDENCE
#define NUM ofCAMERAS
#define NUMCOSMACS
9
SUBARRAYSIZE*SUBARRAYSIZE
1 /* 0 if not in coincidence
1 if in coincidence
2
1
/* 1
/* 0
#define SQRTROM
NUMSTANDARDSperFLASH
NUMof _STANDARDSper_FOV
MAXEXPOSURESperFLASH 10
MAXFLASHES_per _NIGHT
MAXNUMofACTIVE_FLASHES
NROWS
NCOLUMNS
PIXELSIZE
usins sqrt ROM */
usins other ROM */
40
292
400
22300000 /* picometers
#define NUMPIXELDEFECTS
#define EAST LONGITUDE
#define LATITUDE
4335398 /* microradians,
557865 /* microradians
at KPNO */
at KPNO */
PI
TWO PI
PIe6
TWOPIe6
NUMofHOUSEDATA
MAX TRIES
MAXTEMPERATURE
#define PARALLAX
3.1415926535
6.2831853070
3141593
6283185
10
10
150
891
/* adu */
/* two 50 mm pixels */
MAX RMS
MAX HOURANGLE
PATIENCE
MAXBYTES
INITREQUEST
STARTTIMER
ZERODETECT
100
1178000 /* 4.5 hours */
0.001389 /* two minutes
1000000 /* after which data is
/* an tape */
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#det
#det
#def
#def
#def
#def
#def
#def
#def
*/
stOrE
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Nov 19 01:06 1985 Globals.c Page 1
#include "constants.h"
struct Positionstr
int x~y;
} ;
struct Coordinatestr
int x'y;
};
struct Doublepairstr
double ab;
struct Subarraystr
unsigned char array[SSQUARED];
}2;
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struct Per_camerastr
struct Subarray str FlasharrayStandarray[NUMSTANDARDSperFLASH];
int FlashKphotometryStand_photometry[NUMSTANDARDS-perFLASH];
};
struct Per_exposurestr
{
struct Double_pair _str Exposuretime;
struct Per camerastr Data from_exposureECOINCIDENCE+1];
};
struct Perflash_datastr
struct Subarray str Rarray[COINCIDENCE+1];
struct Subarraystr
Recarraystandard[(COINCIDENCE+1)*NUMSTANDARDS_per_FLASH];
struct Subarray str 0_arrayECOINCIDENCE+1];
struct Subarraystr Oldarrstandard[(COINCIDENCE+1)*NUMSTANDARDSperFLf
int Rec_photometry[COINCIDENCE+1];
int Rec standard-photometryE(COINCIDENCE+1)*NUMSTANDARDS per_FLASH);
int Old_photometry[COINCIDENCE+1];
int Oldstandard_photometry[(COINCIDENCE+1)*NUMSTANDARDS perFLASH];
struct Coordinatestr Flash_coordinates[COINCIDENCE+1];
struct Coordinatestr Standcoordinates[NUMSTANDARDSperFLASH];
struct Positionstr Flash_positionECOINCIDENCE+1];
struct Position-str Stand-position[(COINCIDENCE+1)*NUMSTANDARDSperFLASI
unsigned char Standnumber[(COINCIDENCE+1)*NUMSTANDARDSperFLASH];
unsigned char Flash_number[COINCIDENCE+1];
int Cameranumber[COINCIDENCE+1];
unsigned char Row_threshold[(COINCIDENCE+1)*NCOLUMNS];
char Column_thresholdC(COINCIDENCE+1)*NROWS];
struct Per_exposurestr Single_exposuredata[MAXEXPOSURES_perFLASH];
};
struct Storagestr
int Number _of _exposures;
struct Per _flash _data _str Singleflash_data;
) Datastorase[MAXFLASHESperNIGHT];
int Num stored flashes;
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struct Activeper camerastr
(
int Cameranumber;
struct Positionstr Flash_position;
struct Coordinatestr Flash-coordinates;
struct Position str StandpositionCNUMSTANDARDS_perFLASH];
unsigned char Trigger-flash_number;
unsigned char Standtrigger numberENUMSTANDARDS_perFLASH];
};
struct Peractiveentrystr
(
struct Coordinatestr Standcoordinates[NUMSTANDARDS-perFLASH];
double Updatetime;
int Storase_number,Number _ofexposures;
struct Activeper _camera str Live cameraentry[COINCIDENCE+1];
} Liveflashfile[MAXNUMofACTIVEFLASHES];
int Numofactive-entries;
struct Standardarchivestr
{
struct Coordinatestr saccoords[NUMofSTANDARDS_per _FOV];
struct Positionstr sao_pos[NUM_ofSTANDARDS_per_FOV];
short saomagENUMofSTANDARDS_perFOV];
int saobrightness[NUMof _STANDARDS_perFOV];
int saonumberENUM_ofSTANDARDSperFOV];
struct Subarray str saostart _array[NUMofSTANDARDSperFOV];
struct Subarray-str saoendarrayENUMofSTANDARDSperFOV];
};
struct archivestr
{
double start _time _of _ runiend time_ofrun;
int numstored flashesnumof _cameras.num-cosmacscoincidence;
int maxexposuresper flashamaxflashespernightinumofstandards_per_fo
int num _standards_perflashy nrowsncolumnssubarray-size;
int dstr_lengthc_str_length,m_str_lengtht_strlength,sstrlength;
int good exposure-counter[NUMofCAMERAS],countercameraCNUMofCAMERAS];
struct Standardarchivestr standardarchives[NUMofCAMERAS];
} Archives;
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struct C-option str
(
int declination;
int right ascension;
int ra difference;
int dec difference;
int focal length;
float f number;
float fudge_factor;
int ccd ansle;
int area of lens;
int tiltansle;
microradians */
microradians */
difference from
difference from
M data[].RA
M_data[].RA
/* microns */
/*
/*
/*
microradians */
square microns
zero */
double c to_pparameters[6];
double p to_c_parameters[6];
int radiansperpixel;
I oat
I oat
I oat
int
int
uns
uns
uns
uns
f I oat
f I oat
f I oat
ga i n;
readout noise;
total noise;
quiescent _difference;
bias level;
gned char threshold offset;
gned char aduoffset;
gned char brighteneddelta;
gned char adudelta;
linear _ termiquadraticterm;
peak _efficiency;
fifteenth_mag;
unsigned char temperature;
} Cdata[NUMofCAMERAS];
/*
/*
/*
/*
/*
/*
/*
/*
/*
adu/electron
electrons */
electrons */
adu */
adu */
number
in adu
number
in adu
sigma */
sigma */
/* vignetting data
/* e/photon */
/* adu */
struct Moption_str
int
int
nt
nt
}M
synchro_angleofmeridian;
synch-unitsperradian;
right.ascension;
start hasend_ha;
.dataCNUMCOSMACSJ;
start and end hourangles for */
normal operation in microradians
struct T-option_str
C
unsigned char cosmicsensitivity;
short sift time;
} T data;
struct Soption_str
{
short exposuretime;
double astrometry_interval;
double slew time;
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double time_aftersubsidal;
double domeinterval;
J Sdata;
struct jpdfitxy
{
double xOyOzOfxO,fxlfx2,
} Jpdcto_p[NUMofCAMERAS];
fx3,fyOfy1,fy2,fy3;
struct jpdxyfit
double ftIf2,f3,fxfx2,fx3,
) Jpdpto_c[NUMofCAMERAS];
fyIfy2,fy3;
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struct SAOentrystr /* the trigger number is the sequence number */
C
struct Coordinatestr SAOcoordinates[NUMofSTANDARDS-per _FOV];
struct Positionstr SAOposition[NUMofSTANDARDSperFOV];
short SAOmagnitudeENUMof _STANDARDS_per _FOV];
int SAObrightness[NUMofSTANDARDS_perFOV];
int SAOstar number[NUMofSTANDARDSper_FOV];
} SAOfile[NUMofCAMERAS];
double SunriseSunset,Slew _timeAstrometrytimeDome adjust _time;
double StarttimeofrunEndtime of runAM twilightPMtwilight;
int Cosmac_portENUMCOSMACS];
int Cosstatus[NUMCOSMACS];
int TrisgportENUMof _CAMERAS];
int Trigstatus[NUM_ofCAMERASJ;
int Overseerstatus;
int Timerport;
int Extrport;
int RMT_port;
int Automatic;
int Totalnumberof_exposures;
struct House str
C
unsigned char temp[4],current[4],tsetting[4],csetting;
} Housekeeping[NUMCOSMACS];
struct Subarraystr HSSLarray[3];
struct Double-pair _str Image-exposure time;
char Usedtrigger number[NUMofCAMERAS*64];
struct Astrdatastr
C
int radecxyexpectedbrightnessreal_brightnessi
} Astdata[NUMofSTANDARDSperFOV];
char Columnthreshold[NUMofCAMERAS*NROWS];
unsigned char Row_thresholdENUMofCAMERAS*NCOLUMNS];
int Cstr _ lengthM_strlength,T_strlengthS-strlength,D-strlength;
int Astrlength;
int Amplitudeof _synchro error[NUMCOSMACS];
int Zero-point_ofsynchro errorCNUMCOSMACS];
int Phaseof_synchroerror[NUMCOSMACS];
struct C-defectstr
{
int defectivecolumn[NCOLUMNS];
} Coldefecttable[NUM_ofCAMERAS];
struct Pdefectstr
C
struct Positionstr location[NUMPIXELDEFECTS];
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} Pixeldefecttable[NUMofCAMERAS];
short rom mapping[256];
char letters[NUMofCAMERAS];
int Offset[NUMofCAMERAS];
float Skybrightness[NUMofCAMERAS];
float SkysismaGlobalbrightness; /* a UTskybrightness
int CamazimuthOomeazimuth;
int DAYTIMEWEATHERBADMOUNTSLOCKEDTRACKINGDOMEOPENPANICKINGCLOUDS;
int OBSERVEDENCODER_WORKEDENCWORKING;
k I use
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#include "constants.h"
#include "extern.h"
#define CAMA 0
#define CAMB 0
#define CAMC 1
#define CAMO 3
DEclarations()
/*
Routine contains simple declarations of system constants, such as
gain, noise, and so on.
Present configuration is set for ECAMA] corresponding to camera A,
[CAMB] corresponding to camera B,
ECAMC] corresponding to camera C.
*/
int ijchan;
/*chan = open("linlosgtable",0);*/
chan = open("sqrt _ROM",0);
if (chan == -1) printf("Cannot open sqrtROM\n");
read(chanrommappins,512);
close(chan);
letters[CAMA] = 'A';
lettersECAMB] = 'B';
letters[CAMC] = 'C';
A_str _length = sizeof(struct archivestr);
C_str _length = sizeof(struct C-options _str);
M_str _length sizeof(struct Moptions _str);
S str length = sizeof(struct Soptions _str);
0_str _length = sizeof(struct Storagestr);
Tstrlength = sizeof(struct T_optionsstr);
Archives.max_ flashes pernight = MAXFLASHES_perNIGHT;
Archives.num_ofstandardsperfov = NUMofSTANDARDSperFOV;
Archives.numstandards_per flash = NUMSTANDARDS_perFLASH;
Archives.numofcameras = NUMofCAMERAS;
Archives.numcosmacs = NUMCOSMACS;
Archives.coincidence = COINCIDENCE;
Archives.max exposuresper-flash = MAXEXPOSURESperFLASH;
Archives.nrows = NROWS;
Archives.ncolumns = NCOLUMNS;
Archives.subarray_size = SUBARRAYSIZE;
Archives.dstr _length = D-str-length;
Archives.cstr _length = Cstrlength;
Archives.mstr _length = M str_length;
Archives.tstr _length = Tstr_length;
Archives.sstrlength = S-str_length;
T data.cosmic sensitivity = 0;
T data.sifttime = 220;
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S data.exposuretime = 500;
S_data.time_after subsidal = 0.000347;
S_data.astrometry interval = 0.0138889;
S-data.domeinterval = 0.0138889;
M_data[0].synchro_angleof _meridian = 9400;
M_data[0].synchunitsperradian = 2608;
/* 30 seconds
/* 20 minutes
/* 20 minutes
C data[CAMA]
C_data[CAMBJ
C_data[CAMC]
C_data[CAMA]
C data[CAMB]
C-data[CAMC]
C_data[CAMA]
C_data[CAMB]
C_data[CAMC]
C_data[CAMA]
C_data[CAMB]
C_data[CAMC]
focal _length
focal _length
focallength
= 25000;
= 55000;
= 50000;
fnumber = 0.85;
fnumber = 1.2;
fnumber = 1.4;
fudgefactor
fudge_factor
fudse-factor
.ccd_ang I
.ccdangl
.ccd_angl
= 1.01;
= 1.005;
= 1.00;
TWO_PIe6/4;
-10700;
-3000;
C data[CAMA].declination = 312100;
C data[CAMB].declination = 548400;
C data[CAMC].declination = 541100;
/* difference[i] = value[i] - value[CAMA]
C_data[CAMA].
C_data[CAMB].
C_data[CAMC).
C_data[CAMA].
C data[CAMB].
C_data[CAMC].
C data[CAMA].
C_data[CAMB].
C data[CAMC].
C_data[CAMA].
C_data[CAMB].
C_data[CAMC].
C_data[CAMA].
C_data[CAMB].
C-data[CAMC].
C_data[CAMA].
C_data[CAMB].
C_data[CAMC].
ra d
ra d
ra_d
dec d
dec d
dec_d
sa i n
ga in
ga in
fference
fference
fference
ifference
ifference
ifference
= 1.0/66.0
= 1.0/62.0
= 1.0/51.0
readoutnoise
readoutnoise
readoutnoise
brightenedde
brightenedde
brightenedde
thresholdoffset
thresholdoffset
thresholdoffset
= 0;
= 0;
-8000;
= 0;
- 0;
- 3700;
I;
100.0;
: 70.0;
: 52.0;
25;
8;
8;
25;
8;
8;
Amplitude-of-synchro -error[0] = 19000;
Zeropointofsynchroerror[0] = -8500;
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Phaseofsynckroerror[0] = 9000;
OBSERVED = 0;
PANICKING = 0;
for(j=O;J<NUM ofCAMERAS;jt+)
{
for(i=O;i<NUMPIXELDEFECTS;i++)
{
Pixel _defect_table[j].location[i].x = 0;
Pixeldefecttable[J].locationi].y = 0;
}
for(i=0;i<NCOLUMNSHi++) Cotl_defect_table[jJ].defective_columnni] = 0;
}
for(i=99;iC105;i++)
for(i=93;i<108;i++)
Coldefecttable[CAMBJ.defectivecolumn[i]
Coldefecttable[CAMC].defectivecolumn[i]
= 1;
= 1;
These declarations are set so that the value of */
Archives.gcod_exposurenumber is incremented correctly
Archives
Archives
Archives
countercamera[CAMA]
counter cameraCCAMB]
countercamera[CAMC]
/*
General calculative phase
for (i=0;i<NUMofCAMERAS;i++)
C_data[i].radians_perpixel = PIXELSIZE/C _data[i].focal_lenqth;
Cdata[i].area _of _ lens = PI*(CdataEi].focal lensth/C-dataEi].fnumber)
(Cdata[i].focal-length/C-dataEi].fnumber)/4.0;
} /* DEclarations */
= CAMA;
= CAMB;
= CAMB;
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#include "constants.h"
extern struct Positionstr
{
int x~y;
extern struct Coordinatestr
{
int xy;
}1;
extern struct Doublepairstr
{
double ab;
}1;
extern struct Subarraystr
{
unsigned char array[SSQUARED];
};
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extern struct Per-camerastr
struct Subarraystr FlasharrayStandarray[NUMSTANDARDSper_FLASH];
int Flash.photometryStand-photometry[NUMSTANDARDSper_FLASH];
2;
extern struct Perexposurestr
struct Double-pairstr Exposuretime;
struct Percamerastr Datafrom_exposureECOINCIDENCE+1];
2;
extern struct Perflashdatastr
struct Subarraystr Rarray[COINCIDENCE+1];
struct Subarray str
Recarraystandard[(COINCIDENCE+1)*NUMSTANDARDSperFLASH];
struct Subarray str 0-array[COINCIDENCE+1];
struct Subarraystr Oldarrstandard[(COINCIDENCE+1)*NUMSTANDARDSperFL
int Rec_photometry[COINCIDENCE+1];
int Recstandard_photometry[(COINCIDENCE+1)*NUMSTANDARDS_per_FLASH];
int Old_photometry[COINCIDENCE+1];
int Oldstandard_photometryE(COINCIDENCE+1)*NUMSTANDARDSperFLASH];
struct Coordinate _str Flashcoordinates[COINCIDENCE+1];
struct Coordinatestr Standcoordinates[NUMSTANDARDSperFLASH];
struct Position _str Flashposition[COINCIDENCE+1];
struct Positionstr Stand-position[(COINCIDENCE+1)*NUMSTANDARDSperFLAS
unsigned char Standnumber[(COINCIDENCE+1)*NUMSTANDARDSperFLASH];
unsigned char Flash_number[COINCIDENCE+1];
int Camera number[COINCIDENCE+1];
unsigned char Row_ threshold[(COINCIDENCE+1)*NCOLUMNS];
char Column_threshold[(COINCIDENCE+1)*NROWS];
struct Per_exposurestr Sinsle_exposuredata[MAXEXPOSURESperFLASH];
extern struct Storage_str
int Numberofexposures;
struct Per_ flash_datastr Single flash_data;
} DatastoraseEMAX_FLASHESperNIGHT];
extern int Numstoredflashes;
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extern struct Activeper camerastr
t
int Camera _number;
struct Positionstr Flash_position;
struct Coordinatestr Flash_coordinates;
struct Positionstr Stand-position[NUMSTANDARDS_perFLASH];
unsigned char Tri9ger-flash_number;
unsigned char Standtri99er-number[NUMSTANDARDS_perFLASH];
};
extern struct Peractiveentrystr
(
struct Coordinatestr Standcoordinates[NUMSTANDARDS-perFLASH];
double Updatetime;-
int StoraSe_numberNumberof_exposures;
struct Active_per _camera _str Livecameraentry[COINCIDENCE+1];
} Liveflash_file[MAXNUMofACTIVEFLASHES];
extern int Numofactiveentries;
extern struct Standard archive str
(
struct Coordinatestr saocoords[NUMofSTANDARDSperFOV];
struct Positionstr saapos[NUM_ofSTANDARDSperFOV];
short sao_mas[NUMofSTANDARDSperFOV];
int sacbrightnessENUMof _STANDARDS_perFOV];
int sac number[NUMtofSTANDARDS-perFOV];
struct Subarraystr saostart _array[NUMofSTANDARDS-perFOV];
struct Subarray-str saoendarray[NUMofSTANDARDSperFOV];
};
extern struct archivestr
{
double start _timeof _ runendtimeofrun;
int num _stored_ flashes.numof _camerasnum_cosmacscoincidence;
int maxexposuresper _ flash,max_ flashes per_nishtnumofstandardsperfok
int num _standardsperjflash,nrowsncolumns5subarray_size;
int dstr _ lengthscstrlengthm_strlengtht_strlenethsstrlensth;
int eood-exposurecounter[NUMofCAMERAS],countercameraENUMofCAMERAS];
struct Standardarchivestr standardarchives[NUMofCAMERAS];
} Archives;
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extern struct Caoptionstr
int declination;
int right ascension;
int ra difference;
int dec difference;
int focal _ length;
float f number;
float fudge_factor;
int ccdangle;
int area of lens;
int tiltangle;
microradians */
microradians */
difference from M data[].RA */
difference from Mdata[].RA */
/* microns */
/*
/*
/*
microradians */
square microns */
zero */
double c _to_p_parameters[6];
double p _ to_cparameters[6];
int radians_perpixel;
I oat
I oat
I oat
i nt
int
uns
uns
uns
uns
f I oat
f I oat
f I oat
/*
/*
/*
a i n;
readout _noise;
total noise;
quiescent _difference;
bias level;
gned char threshold _offset;
gned char aduoffset;
gned char brightened _delta;
gned char adudelta;
linear _ term.quadraticterm;
peak _efficiency;
fifteenth_mas;
unsigned char temperature;
) Cdata[NUM_ofCAMERAS];
extern struct M_optionstr
int synchroangleofmeridian;
int synch unitsper-radian;
int right ascension;
int start hasend ha;
} M_dataCNUMCOSMACS];
extern struct Toption_str
unsigned char cosmicsens
short sift time;
} T data;
extern struct Soptionstr
{
adu/electron */
electrons */
electrons */
adu */
adu */
number
in adu
number
in adu
sigma */
sigma */
vignetting data
e/photon */
/* adu */
/* start and end hourangles for */
/* normal operation in microradians
i t i vitY;
short exposuretime;
double astrometry-intervali
double slew-time;
Nov 19 01:08 1985 extern.h Page 5
double time_aftersubsidali
double domeinterval;
} S data;
extern struct jpdfitxy
double xO,yOzOx0,fx1,fx2,
} Jpdcto_p[NUM_ofCAMERAS];
extern struct jpdxyfit
{
double f1,f2,f3,fx1,fx2,fx3,
} Jpdpto_c[NUMofCAMERAS];
fx3, fy, fy1,fy2,fy3
fy1,fy2, fy3;
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extern struct SAOentry_str /* the trigger number is the sequence numbei
struct Coordinatestr SAOcoordinates[NUMofSTANDARDS_perFOV];
struct Positionstr SAOposition[NUMofSTANDARDS_perFOV];
short SAOmagnitude[NUMof _STANDARDS_perFOV];
int SAObrightness[NUMof _STANDARDS_perFOV];
int SAOstar _number[NUMofSTANDARDSperFOV];
) SAOfile[NUMotCAMERAS];
extern double SunriseSunsetSlew_ timeAstrometry-timeDomeadjusttime;
extern double Starttime_of runEndtime_ofrunAMtwilight,PMtwilight;
extern int Cosmac_part[NUMCOSMACS];
extern int CosstatusENUMCOSMACS];
extern int Tris-portENUM_of _CAMERAS];
extern int Tris-status[NUMftCAMERAS];
extern int Overseerstatus;
extern int Timer-part;
extern int Extr_port;
extern int RMTporti
extern int Automatic;
extern int Totalnumberof_exposures;
extern struct Housestr
unsigned char temp[4],current[4],t_settins[4],c_settins;
} Housekeepins[NUMCOSMACS];
extern struct Subarray-str HSSLarray[3];
extern struct Double_pair _str Imase_exposure time;
extern char Usedtri99er number[NUMofCAMERAS*64];
extern struct Astrdatastr
int radecx,y,expectedbrightnessrealbrightnessi
) Astdata[NUMofSTANDARDSperFOV];
extern char Column_threshold[NUMof _CAMERAS*NROWS];
extern unsigned char Row_threshold[NUMofCAMERAS*NCOLUMNS];
extern int C _str _ length,M_strlength,T_str _length,S_strlensth,D_str length
extern int Astrlength;
extern int Amplitudeof_synchroerror[NUMCOSMACS];
extern int Zeropoint_ofsynchroerrorENUMCOSMACS];
extern int Phaseofsynchroerror[NUMCOSMACS];
extern struct C defect str
int defective columnENCOLUMNS];
} Caldefecttable[NUMofCAMERAS];
extern struct Pdefectstr
struct Position str location[NUMPIXELDEFECTS];
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} Pixeldefecttable[NUMofCAMERASJ;
extern short rom_mappinE[256];
extern char letters[NUM of CAMERAS];
extern int Offset[NUM of CAMERAS];
extern float Sky_brightness[NUMof _CAMERAS];
extern float SkysismaGlobalbrightness; /* a UTsky-brightness kluse
extern int Cam azimuthDome azimuth;
extern int DAYTIMEWEATHERBADMOUNTSLOCKEDTRACKINGDOMEOPENPANICKING;
extern int CLOUDSOBSERVEDENCODER WORKEDENCWORKING;
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/* Frame file header for
/* 10/27/83 jpd */
struct ccheader {
char xframe[20];
short nimS;
short nph;
short npv;
short O;
short 10;
short iseq;
short texp;
short tmsec;
char idt[3];
char itmO[3];J
char itm1[3];
char iwp;
char ids;
char ib;
char iff;
char id;
char iv;
char nbpx;
short 10act;
short Ilact;
short pOact;
short plact;
char Icom[80];
ccphot */
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
1*
Fi le name */
# of images in file */
# columns */
# rows */
first column # */
first row # */
sequence # */
exposure in seconds */
additional millisec*/
month, day, year */
start hour, min, sec */
end hour, min, sec */
write protect switch */
0 = direct, 1 = spectrometer */
1 it bias subtracted */
1 if flat field corrected */
1 if dark subtracted */
1 if overclock subtracted */
bytes per pixel */
first active row */
last active row */
first active column */
last active column */
comment */
Nov 19 01:06 1985 ENtry.c Page 1
This module
the setti
alI seria
computers
contains
ng of prog
l ports to
(Triggers
the entry-level modules of the ETC
rammed values (via DEclarations())
peripherals, and testing whether
and COSMACs) are alive.
, including
opening
peripheral
I ude
I ude
I ude
I ude
J"constants.h"
"extern.h"
(stdio.h>
<sgtty.h>
/*** DECLARE EXTERNAL ROUTINES ***/
extern OPsetupoperati'onso)OPsetup-trigsers();
extern
extern
extern
COdownload(),COslew clutch(),COtrack clutch(),COsinito;
COenter _hostcomoCOrouse_cosmaco)COexithostcomo;
COcheck full loadoCOsend break();
extern EXphone_home();
extern WWu)v;
extern
extern
extern
extern
TRsetupoTRreset_triggeroTRIoadtrisero;
char TRnull_queryo;
TRso-trisseroTRset_ flashsubarray-sizeo;
TRset__standardsubarray_sizeo;
extern UTperipheral_checkoUTinitializevariableso;
extern DEclarationso;
extern USero;
extern IMageo;
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/ ************************/
/* 'ENtry.c' ROUTINES */
/ ************************/
struict sgttyb our _port _settings;
ENtry()
/*
The program where all the overseer routines start. Assumes system
was just powered up. Checks to see whether Cosmacs and triggers
are downloaded and downloads to them if necessary. Also checks
to see whether the Cosmacs and triggers are working correctly
(if they respond to a prompt). Sets Overseerstatus to 3 (daytime)
and runs operations().
*/
char commandC];
int iflag = 1;
ENopen-ports(;
DEclarations( ;
/* WWv();*/
/* opens trigger and cosmacs ports */
/* check trigger stati and download if necessary */
ENtrigger check(); /* routine determines trigger status and records it
/* check COSMAC stati and download if necessary */
printf("Should I check the COSMAC? ");
fflush(stdout);
scanf('"%s",command);
if (command[E] == )yJ)
ENcosmac check(; /* routine determines
COenter_hostcom(Cosmac_portEo);
cosmac status and records it */
for(i=0;i<NUMCOSMACS;i++) COtrackclutch(i);
UTperipheral-check(); /* checks peripherals */
UTinitial izevariables();
while(flag)
printf("\n\n\nETC Entry Menu\n\nCommand? ");
fflush(stdout);
scanf("Ks" ,command);
switch(command[0])
case 'n':
for(i=0;i<NUMCOSMACS;i++) COtrackclutch(i);
OPsetup-operations();
break;
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case U'):
for( i=0; i
USer ();
break;
case i :
IMage ()
break ;
case x':
for (i=0;
{
<NUMCOSMACS;i++) COtrackclutch(i);
i<NUMCOSMACS;i++)
COslew clutch(i);
COexit_hostcom(Cosmac_portCi]);
ex i t (0);
flag = 0;
break;
defau I t:
printf("\n\nETC
printt("n
pr i ntf ("u
pr i ntf ( " i
printf("x
break;
} /* while */
) /* ENtry */
entry routine menu:\n\n");
Normal automatic operation (out of order)\n");
User-guided observing software\n");
User image I/O software\n");
Stop tracking and exit\n");
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ENcosmaccheck()
{:
Routine checks COSMACs,
if so, whether loaded),
then downloading the se
the COSMAC's dac values
first by
download
quel rout
are init
determi
ing the
ine for
ial ized
ning their status (whether up,
operating system if necessary,
reading out the CCDs. Finally,
int iresponseloadflag;
char space[];
for(i=0;i<NUM_COSMACS;i++)
response = COrouse_cosmac(i);
switch(response)
case 0:
case 2:
printf("Please reset COSMAC
printf("\nHit any character
fflush(stdout);
s can f("%s", space) ;
if (COdownload(i)==0)
{:
COdownload(i,1);
C~download( i,2);
else
Cos statusEi] = -1;
printf("COSMAC #%d not
break;
case 3:
COdownload(i,0);
COdownload(i,1);
COdownload(i,2);
break;
case 1:
loadflag = COch
if (loadflag ==
#%d a few times\n",i);
and return when ready:
loading proper ly\n", i);
eck _fullload(i);
3)
COdownload(i,1);
COdownload(i,2);
}
if (loadflag == 0)
COsend break(i);
COdownload(i,0);
COdownload(i,0);
COdownload(iO);
break;
"i) ;
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} /* ENcosmaccheck */
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ENtrigger-check()
/*
Routine loops through and checks the status of each trigger
int i;
for(i=0;i<NUMof _CAMERAS; i++) triggercheck(i);
} /* ENtrisgercheck */
trigger _check(triger)
int trigger;
C
/*
Routine prepares trigger for running trigger software by
whether triser.bin is already loaded and running - - if
trigger is reset and trisger.bin is loaded and executed.
still does not respond to a null query, it is considered
first checking
not, the
If the trisse
dead.
char status;
if (Trig status[tris er] -1)
status = TRnullquery(triser);
printf("Nul I query (%c) responds with Vd\n" lettersEtriSger],status);
if (status 1= 0) /* then trigger.bin is not running */
C
printf("Trieger %c does not respond to a null query\n", letters[trisee
fflush(stdout);
TRreset-trigger(trigger); /* put the trigger into ETRM */
TRIcad-triser(trigger); /* attempt to download triser.bin */
TRgo-trigger(trigger); /* execute triser.bin */
status = TRnullquery(triger);
printf("Null query responds with %d\n",status);
if (status != 0) /* then trigger is dead */
I
I
I 1*
printf('Trigger %c is dead\n",letters[triser]);
Trigstatus[trigger] = -1;
}
else
{
TRset_ flash_subarray-sizeo;
TRset__standardsubarraysize(;
}
trigger check */
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ENopen-ports()
/*
Routine opens parts for timer on paral lel board, al I COSMACs and
triggers as well as for the RMT and other external devices.
Port settings for all COSMACs and triggers are set to raw, no echo.
int i;
Cosmac-port[O] = open("/dev/tty7",2);
Trig-port[O] = open("/dev/ttyO'",2);
Trig-port[1] = open(-"/dev/tty4",2);
/*Trig_part[2] = open("/dev/tty9",2);*/
/*Trigport[3] = open("/dev/tty10"-,2);*/
Timer-part = open("/dev/tmr",O);
RMT_port = open("/dev/null",2);
for(i=O;i<NUMCOSMACS;i++)
{
if (Cosmac_port[i] -1)
gtty(Cosmac _port[i],&our port_settings);
our-portsettings.sg-flags = (our_part _settings.sgflags RAW) & EC
stty(CosmacportEi],&our port_settings);
Cos _status~i] = 1;
}
}
for(i=0;i<NUMofCAMERAS;i++)
{
if (Trigport[i] ! -1)
gtty(Trig-port[i],&our-port_settings);
our_portsettings.sgflags = (ourportsettings.sg_flags RAW) & EC
stty(Trisport[i],&ourport_settings);
Trigstatus~i] = 1;
else Trigstatus[i] = -1;
2 /* ENopen-ports */
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/*
This module allows the user direct interaction with the ETC
camera fields. It will display the field of the current camera
when read out. In addition; when requested, it will list the
pixels in a subarray at any part of the chip, locate the centroid
and give a FWHM. Exposure times and offset levels can be varied.
*/
#include "constants.h"
#include "extern.h"
#include "ccphot.h"
#include <stdio.h>
#include <sgtty.h>
#include <math.h>
#include <time.h>
#include <sys/types.h>
#include (sys/timeb.h>
#define SKYSIZE 40 /* Used in calculation of sky noise */
int listarrayon = 0,FWHMon = 0,showarray_on = 0; /* tosgle switches
int cameranumber = 0,x_array = 0,y_array = 0; /* basic data */
int imase_in_buffer = 01 /* image flag */
int hish-pixelx-centroidycentroid~arraymedian;
float x_fwhmy_fwhm;
short array[S_SQUARED];
unsigned char ucarray[S_SQUARED];
unsigned char firstarray[SKYSIZE*SKYSIZEJsecond array[SKYSIZE*SKYSIZE
int diffarray[SKY_SIZE*SKYSIZE];
extern JPDsnth(;
extern TRsndentire_imase(),TRend_queries(),TRdsccurrent frame(;
extern TRrandomarray();
extern UTreadout one frame(),UTadjust offsets(),UTskybrightness();
extern UTslewto(),UTha_fromra(),UThour-ansle(),UTra_of_ha();
extern COflush CCDs(),COtrack clutch(),COset offset(;
extern unsigned char COset_offset();
extern DOmecheck();
extern double Timjd_time();
struct tm *Iocaltimeo,*mtime();
IMase()
/* Routine is the node to all IMase() routines. */
int raflag = 1;
char response[],he lp;
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T data.sift_time = 90;
C~track-clutch(0);
whi Ie(f las)
printf("\n\nlmage 1/0 Routine: command? ");
fflush(stdout);
scanft("%htresponse);
Help = responseC0];
sw itch(hel p)
case )c):
change_camerao;
break ;
case Id':
disp();
break;
case )D :
Disp()i
break ;
case 'n':
newexposuretim
break ;
case 'r: :
readnewimage()
break ;
case 'R':
Read_ newimage()
break ;
case 'a':
/* change camera
/* display image
/* display image
/
e
*
()
number */
stored in trigger */
stored in trigger */
input new exposure time
/* read new image from CCDs
/* read new image from CCDs
/* enter array location */
getarray location(;
break;
case 't': /* modify
get-tosgles(response);
break ;
case Jo):
UTadjustoffsets(;
break;
case IIl:
longexposures();
break;
case Ib':
offset();
break;
case )s':
printf("The mount is at a
UTra _of _Ha(UThour angle(
printf("'Enter ra to slew t
fflush(stdout);
scanf("l%d",&ra);
UTslew to(UTha from ra(ra)
printf('The mount is at a
UTraof _ha(UThour-angle(
break;
case 'q':
*1
*1
*1
toggle status
ght ascension
"i) ;
of %d\n",
,0);
right ascension of %d\n"3
0)));
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no i se();
break;
case )h':
DOmecheck();
break;
case Ix':
flag = 0;
break;
defau I t:
pr intf ("c\ tC
pr i ntf("d\tD
pr intf("D\tB
pr i ntf("n\tE
hange camera
isplay image
rute-force d
nter new exp
printf("r\tRead in
printf("R\tRead in
printf("a\tlnput a
printf("o\tAutomat
printf("b\tAdjust
printf("s\tSlew to
printf("q\tCaicula
printf("tf\tToggle
printf("ts\tToggle
printf("tI\tToegle
printf("l\tLong ex
printf("x\tExit to
fflush(stdout);
break;
number\n");
presently in trigger memory\n");
isplay of image presently in trigger memory
osure time\n");
new imase\n") ;
new image and display w/o framebuf\n");
rray location\n");
ic bias level adjust\n");
individual bias levels\n");
any right ascension\n");
te noise in a small subarray\n");
FWHM display switch\n");
show-array switch\n");
list-array switch\n");
posure images\n");
entry level\n");
change_camera()
/* Routine changes camera viewed */
printf("Present camera number is %d\nEnter new camera number: ",
camera number);
fflush(stdout);
scanf("%d",&cameranumber);
IMcheck-togsies()
C
/* Routine executes any subroutine indicated by a high toggle value */
if (Mimage _ in _buffer) return;
collectarray();
if (list array_on) list( ;
if (showarrayon) aedarray();
if (FWHMon) getfwhm(;
new exposuretime()
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{
/* Routine changes the image exposure time */
int value;
printf("Present exposure time is %d centiseconds\n",S_data.exposuretime)
printf("Enter new exposure time in centiseconds: ");
fflush(stdout);
scanf('%d",&value);
if (value >= 10D) Sdata.exposure_ time = value;
else printf("Exposure time is too low\n");
read new_ imase()
/* Routine reads in and displays on the AED an imase from a given camera
UTreadout one frame();
disp();
}
Read_ new_ image()
Routine is the same as readnew_ image(), except it
in the transfer of the CCO image to the AED
*/
UTreadout one frame();
Disp();
get-arraylocation()
/* Routine allows input of array location */
printf("Enter array location in pixels: "1);
fflush(stdout);
scanf("%d %d",&x_array,&y-array);
if((xarray<O) !! (xarray>=NCOLUMNS)
printf("Bad chip location!\n");
return;
}
if(!image in-buffer) return;
surround arrayo;
IMchecktosleso;
}
avoids framebuf
:1 (y-array(O) :| (yarray>=NROWS))
collectarray()
/* Routine grabs a subarray from the specified location out of framebuf
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int ij,chan'counter=O;
chan = open("/dev/framebut".,0);
for(j=y_array-SUBARRAYSIZE/2;j<=y-array+SUBARRAYSIZE/2;j++)
{
Iseek(chanNCOLUMNS*j+x_array-SUBARRAYSIZE/2,0);
read(chan,&ucarray~counter*SUBARRAY_SIZE],SUBARRAYSIZE);
for(i=counter*SUBARRAYSIZE;i<(counter+1)*SUBARRAYSIZE;i++)
arrayCi] = rom-mappin[(int)ucarray[i]];
counter++;
}
c I ose ( chan) ;
}
I ist()
/* Routine lists a subarray from the specified location out of frame buf -
int iJ;
printf("\n\nArray I
j = SUBARRAYSIZE;
while(--J 1= -1)
ocated at (%d,%d)\n\n"',xarrayy-array);
for(i=0;i<SUBARRAYSIZE;i++)
pr i ntf("\n");
aprint(arrayEj*SUBARRAYSIZE+i]);
aprint(number)
int number;
G
1* Generic number printin9 routine */
pr intf("%d",number);
(number>999) printf(" ");
(number(1000) && (number>99)) printf("
(number<100) && (number>9)) printf("
(number<10) printf(" ) );
") ;
"i) ;
aedarray()
/* Routine displays specified subarray to AED */
int iJaed;
aed = open("/dev/aed",1);
for(j=0;jCSUBARRAYSIZE;j++)
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{
Iseek(aed,(350+j)*512,0);
write(aed,&ucarrayCSUBARRAYSIZE*J],SUBARRAYSIZE);
close(aed);
}
aed _ image()
/* Routine transfers a full image from framebuf to the AED */
int Jaedsframe buf;
unsigned char buf[NCOLUMNS];
aed = open("/dev/aed")1);
framebuf = open("/dev/frame_buf",0);
for(j=0;j<NROWS;j++)
read(frame bufbufNCOLUMNS);
lseek(aedj*512,0);
write(aedbufNCOLUMNS);
I
ci ose(aed);
close(frame buf);
median value()
{
/* Routine calculates the median value of a given subarray */
array_median = JPDsnth(array,S_SQUAREDS_SQUARED/2);
}
set-fwhm()
/*
Rout
This
then
ine ostensibly returns the centroided value of
is done by 1) finding the highest pixel and
performing a dotyfit centroiding operation on
*/
int xhyh;
hish pixel IMget_high_pixel();
yh = hih_p ixeI/SUBARRAY_SIZE;
xh = high_pixel - yh*SUBARRAYSIZE;
IMdotyfit(&xh,&yh);
if ((xh == -1) && (yh -1)) xcentro
else
C
the image in array.
that pixel
/* returns value in unit pixels */
/* returns values in centipixels */
id = ycentroid = -i;
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x centroid +=
y_centroid +=
}
xh - 100*(SUBARRAYSIZE/2);
yh - 100*(SUBARRAYSIZE/2);
} /* return-centroid */
IMget_hish_pixel()
/*
Routine returns high pixel from the array array
unsigned char High;
int ijhighjyspot;
high = 0;
for(i=1;i<SUBARRAYSIZE-1;i++)
{
for(j=1;j<SUBARRAYSIZE-1;j++)
spot = SUBARRAYSIZE*i+J;
if (arrayEspot]>high)
high = array[spot];
high_j = spot;
}
return(high_J);
} /* IMgethigh-pixel */
IMdotyfit(xy)
int *x,*y;
/*
Routine returns the centroided location of a stellar image.
Centroiding algorithm is a fit to a parabola, based on an
algorithm developed by John Doty
int rclst~b;
median-value();
if ((*x == 0) 1! (*x == SUBARRAYSIZE) H0) !! (*y == SUBARRAY_SI
{
= 100 * (*x);
= 100 * (*y);
elIse
)+1,( y )
)-1, (*y))
) ,(*y)) -)
arraymedian;
arraymedian;
rraymedian;
arraymedian;
IMva
IMva
IMva
IMva
((*x
((*x
((*x
((*x
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b = IMvalue((*x),(*y)-1) - arraymedian;
printf("(%d,%d,%d,%d,%d)\n",r, Ircstyb);
if ((r+l==2*c) H (t+b==2*c)) *x = *y = -1;
else
=
*x = (int)(100.0 * (float)(*x) + 50.0 * ((float)(l-r)/(float)(r+l-2*c
*= (int)(100.0 * (float)(*y) + 50.0 * ((float)(b-t)/(float)(t+b-2*cl
/* now calculate the FWHM in both directions */
fwhm(rlctb);
}
} /* IMdotyfit */
IMvalue(xy)
int xy;
/* Routine returns value of subarray at location (xy) */
printf("v%d ",arrayCSUBARRAYSIZE*y+x]);
return((int)array[SUBARRAYSIZE*y+x]);
} /* value */
fwhm(yrylsycytyyb)
int yrsy lycytyb;
/* Routine returns FWHM of a stel lar image. Presently not working */
float a,b,c,xlx2,yly2,xmaxiymaxinsq;
/* first, the x-direction*/
a = 0.5*(yr+yl-2.0*yc);
b 0.5*(yr-yl);
c = yc;
xmax = -0.5*b/a;
ymax = a*xmax*xmax+b*xmax+c;
insq = b*b-4*a*(c-ymax/2);
printf("insq is %f\n",insq);
x1 = (-b + sqrt(b*b-4*a*(c-ymax/2)))/2.0/a;
x2 = (-b - sqrt(b*b-4*a*(c-ymax/2)))/2.0/a;
x_+whm = x1-x2;
/* now, do y-direction */
a = 0.5*(yt+yb-2.0*yc);
b = 0.5*(yt-yb);
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xmax = -0.5*b/a;
ymax = a*xmax*xm ax+b*xmax+c;
insq = b*b-4*a*(c-ymax/2);
printf("insq is %f\n"s insq);
y1 = (-b + sqrt(b*b-4*a*(c-ymax/2)))/2.0/a;
y2 = (-b - sqrt(b*b-4*a*(c-ymax/2)))/2.0/a;
y-fwhm = y1-y2;
printf("'X FWHM is %.2f, Y FWHM is %.2f\n"x_fwhmy_fwhm);
set-tosgies(response)
char response[];
/* Routine allows for the input of various toggles */
if (strlen(response) 1= 2) return;
if (response[l] == 'l')
printf("Turning list
if (listarrayon)
pr intf ("oft\n\n");
fflush(stdout);
listarrayon = 0;
}
else
printf("on\n\n");
fflush(stdout);
listarray_on = 1;
}
array toggle ");
if (response[l] == as')
printf("'Turning show
it (show-arrayon)
printf("off\n\n");
fflush(stdout);
show arrayon = 0;
}
e I se
printf("on\n\n");
fflush(stdout);
showarray_on = 1;
}
i
it
array toggle ");
(response[1] == 'f')
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printf("Turning FWHM toggle ");
if (FWHMon)
pr intt ("off\n\n") ;
fflush(stdout);
FWHM on = 0;
}
else
printf(on\n\n");
fflush(stdout);
FWHM on = 1;
}
}
}
disp(
{
/* Routine gets full image from a Trigger and displays it on the AED */
TRsnd entire image(cameranumber,0);
imageinbuffer = 1;
aed i mage (;
if(!image_ inbuffer) return;
surroundarray();
IMchecktosgleso;
Disp()
/* Routine differs from disp() only in that it does not use framebut */
int aednbytesn_readishsslport;
unsigned char buf[NCOLUMNS];
char fourteen = 14;
char zero = 0;
hssl port = open("/dev/hssI",0) ;
aed = open("/dev/aed"',1);
write(Trig-port[camera _ number],&fourteen,1);
write(Trigport[cameranumber],&zero,1);
for(i=0;i<NROWS;i++)
n read = 0;
while (n read < NCOLUMNS)
nbytes = read(hsslport,&buftn_read],NCOLUMNS-nread);
n_ read += nbytes;
}
Iseek(aed,512*i,0);
wr ite(aedbutNCOLUMNS);
close(hssi_port);
10
Nov 19 01:06 1985 IMase.c Page
close(aed);
imagejin-buffer = 1;
surroundarray()
{
/* Rout
int ix
char co
ine draws a circl
,yaed;
lor;
e around the array location */
aed = open("/dev/aed",1);
color = 3;
for(i=1;i<22;i++)
x*
x = xarray + 8.0*cos(0.314159*i);
Y = Y-array + 8.O*sin(0.314159*i);
lseek(aedy*512+xO);
write(aed,&color,1);
}
close(aed);
}
long exposures()
/*
Routine allows the acquisition and storage
from both cameras. Image data is stored
per pixel, in de-mapped format.
int n_ readijkHSSLfilecountnbytes,
unsigned char bufCNCOLUMNS];
double longdaysendstart;
struct ccheader hd;
struct tm *ttime str;
long seconds;
short outbuf[NCOLUMNS];
char response[14],filename[30];
pr
hd
hd
hd
hd
hd
hd
hd
on disk of long time-exposur
in CCPHOT format, two bytes
error, long time;
ntf("Setting header variables\n");
nph = NCOLUMNS;
npv = NROWS;
p0 = hd.10 = 0;
10act = hd.p~act = 0;
llact = NROWS - 1;
plact = NCOLUMNS - 1;
nbpx = 1;
printf("Enter exposure time in seconds: ");
fflush(stdout);
scant("%d",&lon9_time);
fflush(stdout);
Nov 15 01:06 1985 IMase.c Page 12
seconds = time(0);
ttimestr = smtime(&seconds);
hd.idt[0] = (char)(ttimestr->tmmon)+1;
hd.idtE1] = (char)(ttimestr->tmmday);
hd.idt[2] = (char)(ttimestr->tmyear);
hd.itml[0] = (char)(ttime str->tm hour);
hd.itml[1] = (char)(ttime str->tm min);
hd.itml[2] = (char)(ttime str->tm sec);
seconds += longtime;
ttimestr = smtime(&seconds);
hd.itmOC[] = (char)(ttime str->tm hour);
hd.itmO[1] = (char)(ttime str->tm min);
hd.itmO[2] = (char)(ttimestr->tm sec);
hd.texp = longtime;
hd.tmsec = 0;
lons-days = (double)lonstime/86400.0;
UTreadout one frame(;
printf("Exposure starting\n");
TRdsccurrent frame(;
TRend_queries();
start = TimJd_time(;
end = start + iongdays;
while(TImJd_time() < end);
printf("Exposure ended\n");
fflush(stdout);
COreadout CCDs();
error = lMwatch triggers();
if (error) printf("There was an error #Yed in the readout\n"lerror);
for (i=0;i<NUM of CAMERAS;i++)
C
UTskybrightness(i);
do
printf(("Enter name of file for camera %c's image: "Iletters~i]);
fflush(stdout);
scanf("%s";,response);
sprintf(filename,"data/%s",response);
file = open(filename,1);
if (file !-1) printf("File %s already exists!\n"',filename);
}
while(file != -1);
creat(filename,0777);
file = open(filename,1);
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C_data[i].risht_ascension = UTra_of_ha(UThour_ansle(0));
sprintf(hd.Icom,"ETC Camera %c, centered on (%.2th,%.2fd)", letters[i],
C_data[i].rightascension/261800.0,C_data[i].declination/17453.3
TRsndentire_image(iO);
aedimase();
HSSL = open("/dev/frame_buf",0);
write(file,&hd,140);
for (j=O;j<NROWS;j++)
read(HSSLbufNCOLUMNS);
/*for (k=0;k<NCOLUMNS;k++) outbuftk]
/*write(fileoutbuf,2*NCOLUMNS);*/
write(filebufNCOLUMNS); /*
= (short)rom_mappinq[(int)buf[k]:
ONE byte per pixel
close(file);
close(HSSL);
IMwatch-triggers()
/*
Routine watches al I
after the readout
isgers for sift-termination
Ions time-exposures.
reports expected
int iknbytesdone_processins,
unsigned char errorrepr1,r2;
short row;
response = done_processing = 0;
for (i=0;i<NUMof _CAMERAS;i++)
{
if (Trisstatus~i] == -1)
C
done processins++;
report[i] = 1;
}
else
report[i] = 0;
}
report[NUM_of_CAMERAS],countflasresponse
f las = 0;
while((done-processinsCNUM_ofCAMERAS) && (flag == 0))
{
for(i=0;i<NUMofCAMERAS;i++)
{
itf(reportE i]==O)
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ioctl(Tri_port~i],FIONREAD,&count);
if (count!=0)
for(k=O;k(MAXTRIES;k++)
ioctl(Tris-portEi],FIONREAD
if (count) break;
if (count == 0) error = 7;
else nbytes = read(Tris_port[
for(k=0;k<MAX TRIES;k++)
ioctl(Trisport[i],FIONREAD
if (count)- break;
}
if (count == 0) error = 7;
else nbytes = read(Tris-portE
for(k=0;k<MAXTRIES;k++)
C
iOcti(Tris-portEi],FIONREAD
if (count) break;
if (count == 0) error = 7;
else nbytes = read(Tris-port[
for(k=0;k<MAXTRIES;k++)
{
ioctl(TrisportEi],FIONREAD
if (count) break;
if (count == 0) error
else nbytes = read(Tr
row = 256*(short)rl +
,&count);
i],&rep,1);
,&count);
i],lerror,1);
,&count);
i ,&r1,1);
,&count);
= 7;
is-porti ],&r2,1);
(short)r2;
if (rep != 64)
printf("rep: %d
consume-bytes (Tr i _
error: %d
port[ i ]);
row: %d\n",reperrorrow);
e I se
printf("%c complete", lettersEi]);
if (error != 4) printf(", error = %d",error);
printf("\n");
fflush(stdout);
}
if ((error == 2) | (error == 6) |H (rep != 64)) response = 1;
done_processing++;
reportEi] = 1;
}
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}
printf("\n");
return(response);
} /* IMwatch.triggers */
offset()
C
/* Routine allows variation of offset levels in any camera */
int camerasoffsets
while(1)
printf("Which camera? (-1
fflush(stdout);
scanf('%d">&camera);
if (camera == -1) return;
to quit) ");
printf("Present offset is %d\n",COgetoffset(camera,0));
printf("Enter new offset: "1);
ff lush(stdout);
scanft("%d",&offset);
if (offset != -1)
COset offset(cameraoffset,0);
noise ()
int averagesize = SKYSIZEisum;
float faveragesismafsum;
UTreadout one frame(;
TRrandomarray(cameranumber
UTreadout one frameo;
TRrandomarray(cameranumber
,175,15Osizefirstarray);
,175,150,sizesecondarray);
disp();
sum = 0;
i = size*s
while (--i
average =
ze;
!= -1)
(int)((
i = size*size;
while (--i != -1)
sum
i =
whi
= 0;
s i ze*s
le (--i
ize;
!= -1)
sum += (int)first-arrayEi];
float)sum/(float)(size*size)+0.5);
diffarrayEi] = (int)first-array[i] - (int)secondarray
sum += diffarray[i];
faverage = (float)sum/(float)(size*size);
fsum = 0.0;
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i = size*size;
while (--i != -1)
fsum += ((double)dif arrayEi]-faverase)*((double)diff-array[i]-faveras
sigma = sqrt(fsum/(double)(2*size*size-1));
printf('Mean diff is %.2f COU, average is %d, sigma is %.2f CDU\n",
faverage.averagesisma);
}
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/*
This module contains all the subroutines involved in actual
observations with (by) the ETC. The flow of the observation
software is described in the documentation.
*/
#include "constants.h"
#include "extern.h"
#include <stdio.h>
#include <setty.h>
#include <math.h>
#define centi(p) (int)(p/100.0 + 0.5)
#define micro(p) (double)(p/1000000.0)
#define LEFT 800
#define RIGHT 100*NCOLUMNS - 800
#define BOTTOM 800
#define TOP 100*NROWS - 800
#define DEFECT BOX 500
#define PPARALLAX 876 /* two 50 mm pixels */
#define RALOW 814238 /* Define for one-desree box around */
#define RA HIGH 843824 /* ostensible Aries Flasher location */
#define DEC LOW 541925
#define DECHIGH 576831 /* Not implemented 11/85 */
/ ************************************/
/* DECLARE EXTERNAL ROUTINES */
/ ************************************/
extern ENtriseer-check();
extern DOadjustdome(;
extern TRendqueries(),TRsndstandardsubarraysoTRassisn_standard(;
extern TRset sift time(;
extern TIwatch frame timer(;
extern double TImjd_time();
extern COreadoutCCDs(),COtemperature();
extern ASgetcoordinates(;
extern PHotometry(;
extern SAfi llSAO structure(;
extern UTinitializevariables(),UTsetup-mounts(),UTeet medianframes(;
extern UTdoastrometry(),UTreadout _one frame(;
extern UTperipheral_check(,UTclearactiveentry();
extern JPDmove(;
extern WEclouds();
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/*** DECLARE INTERNAL VARIABLES ***/
int deadtriggersreport[NUM_ofCAMERAS],doneprocessins;
int raparal lax[NUMofCAMERAS],exposurestatus;
float too lons;
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/ **************************************/
/* 'OBservations' SUBROUTINES */
/ **************************************/
OBservations()
/*
Main observing routine for ETC. Contains the continuous loop
of reading out CCDs, waiting for reports of flash candidates
from triggers, storing data from flash candidates, if necessary,
and requesting and storing data from flashes in progress.
Check _time(
the time
the time
) wil
to sl
for a
Send routine if time is 1) past sunrise,
ew the mounts to their starting positions
refresh of the astrometry parameters.
Check weather() will end routine if weather threatens to be bad.
Checkperipherals will end routine if a peripheral is not
functioning proper ly.
A final check of the time since last
the next exposure is a valid one.
*/
1* start by reading in the first frame of
readout will determine whether
the run */
int itime-flag;
unsigned char temp[NUMofCAMERAS];
printf("\nBeginning observing sequence\n");
ff lush(stdout);
ENtrigger checko;
dead-triggers = 0;
for(i=0;i<NUM of CAMERAS;i++)
if (TrigstatusEi]==-1)
report[i] = -1;
dead-triggers++;
else report[i] = 1;
Archives.goodexposurecounter[i] =
COtemperature(0,temp);
for(i=O;iCNUM_of_CAMERAS;i++)
Cdata[i].temperature = temp[i];
UTinitialize variables();
for (i=0;i<NUM_of _CAMERAS;i++)
raparallax[i] = PPARALLAX/cos(m
0;
/* only if #cameras <= 4 */
icro(Cdata[i].declination));
past
3) at
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Totalnumberofexposures
if (UTreadoutoneframe()
Overseerstatus = 7;
return;
= 0;
== -1)
Archives.start timeofrun = TImjdtime();
Dome-adjusttime = TimJd_time() + Sdata.domejinterval;
store standards(O); /* store pre-run standard arrays */
OBSERVED = 1;
too-lons = 1.1*(float)Sdata.exposuretime/100.0;
printf("Too long is.%.2f\n",too_long);
/* start continuous observations */
while(Overseerstatus == 1)
C
TRendqueries(;
Tiwatch_ frame _timer(;
exposurestatus = recordexposuretime();
COreadoutCCDs();
Totalnumberof_exposures += 1;
if (watchfortriggerreports() == 1) restart(;
e lse
if (Overseerstatus L 1) /* then a trigger has died */
break;
getdatafromactiveflasheso;
/* All check routines check to see whether the circumstances require an
interruption of the current run - - if so, Overseerstatus is set to
the appropriate value and a 1 is returned. */
checktime(; /* alters Overseerstatus appropriately if some
/* time limit has been exceeded */
/*wete heck()i */
UTperipheral _check();
/* Sets Overseerstatus to 4 when a peripheral dies */
ioctl(Timer_portZERODETECT,&timeflas);/* in case the readout time
if (timeflag == 1) restart(); /* was exceeded in getdata
} /* else */
/* store post-run standard arrays */
if (Overseerstatus!=9) storestandards(1l);
} /* OBservations() */
*/
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watch_fortriserreports()
/*
Polls all active triggers for candidate and sift termination reports:
candidates reported are stored in Active flash file
resister short
int countstime
i ;
_flagsfull-flas = 0;
/* account for those triggers or cameras which are down */
doneprocessing = deadtriggers;
if (deadtriggers) printf("Number
for (i=0;iCNUMofCAMERAS;i++) if
of dead triggers = %d\n">dead triseers)
(report~i] != -1) report[i] = 8;
/* start watching the triggers for reports */
time_flag = 0;
if (Numstoredflashes == MAXFLASHES_perNIGHT) full_flag = 1;
while ((done-processing != NUMofCAMERAS) && (time flag == 0))
{
for(i=0;i<NUM of CAMERAS;i++)
ioctl(Trig-portEi],FIONREAD,&count);
if (count!=0) readandtile trigger_report((int)i);
/* check to see whether the exposure time has run out,
one or more triggers are dead or slow */
in which case
ioctl(Timer_portZERODETECT,&timeflag);
} /* while */
if(!fullflag)
{
for (i=0;i<NUM ofCAMERAS;i++)
C
it ((report[i] == 0) && (reportCArchives.countercamera[i] = 0))
Archives.goodexposurecounter[i]++;
return(timeflag);
} /* watch_fortriggerreports */
readand_ filetriggerreport(trigger)
int triggeri
(
/*
Reads data from a trigger which has bytes
Returns a 1 if the trigger reports either
a sift termination; else, returns a 0
on the 1/O line.
a flash candidate or
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int portinbytes;
unsigned char token;
port = Trig port[trigger];
nbytes = read(port,&token,1);
if (token==64) sift_ termination report(trigger);
else if (token==128) candidate -report(trigser);
else printf("g %c: %d\n", letters triger],token);
) /* readandfile triggerreport */
sift terminationreport(trigger)
int trigger;
/*
Absorbs the data from a sift termination
*/
int nbytesportcount;
char errorflag;
unsigned char alah;
short abort row;
port = Trisgport[triseer];
nbytes = read(port,&errorflas,1);
ioctl(portFIONREAD,&count);
if (count == 0) report~trigger] = 7;
else nbytes = read(port,&ah,1);
iocti(portFIONREAD,&count);
if (count == 0) reportEtrigger] = 7;
else nbytes = read(port,&al,1);
abort row = (short)(ah<<8) + (short)al;
if (report~trigger] != 7) report[trigger] (int)error _flas;
printf(" stc(%d,%d;%d)", etters[triser],Num of activeentries,
report[trigger],Numstoredflashes);
fflush(stdout);
doneprocessing++;
} /* sifttermination_report */
candidate_ report(trigger)
int trigger;
/*
Absorbs and stores the data from a flash candidate report
*/
register int i;
int kinbytes portcount;
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unsigned char trigger _ candidatenumbersquality[3],xhyh,xl,yl;
short xcandidatesy_candidate;
port = Trisport[trigger];
nbytes = read(port,&triggercandidatenumber,1);
nbytes = read(port,&xcandidate,2);
if (nbytes 1)
nbytes = read(port,(char *)&xcandidate+1,1);
nbytes = read(port,&y_candidate,2);
if (nbytes == 1)
nbytes = read(port,(char *)&y-candidate+1,1);
}
tor(i=0;i<3;i++)
C
ioctl(portFIONREAD,&count);
if (count 1= 0) nbytes = read(port,&quality~i],1);
write(port,&triggercandidate_ number,1); /* handshaking */
printf("\nc%c "1,letters~trigger]);
if (Numnstoredflashes == MAXFLASHESperNIGHT) return;
if (exposurestatus) return;
storecandidatedata(triggertriggercandidatenumberx_candidate,
y_candidate quality);
} /* candidatereport */
store candidate data(triggernumber,xyquality)
int trigger;
unsigned char number; /**** DO SOMETHING WITH THIS ****/
short x~y;
unsigned char quality[3];
/*
Store data requested from a recently reported flash candidate
in the active flash file for later scrutiny
*/
register short i;
int flagxintyintraidecdeiradeldeccamOcam1;
converttooverseer-positions(xy,&xint,&yint);
if (defect(xintyintytrigger)) return;
if ((xintCLEFT) '' (xint>RIGHT) '! (yint<BOTTOM) (yint)TOP)) return;
ASget_coordinates(trigerxintyint,&ra,&dec);
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if ((ra(RALOW) H: (ra>RAHIGH) H (dec<DECLOW) H (dec>DECHIGH))
printf("R ");
return;
pr intt ("(%d,%d;%d)", x int/100, y int/100, qual ity[0]) ;
fflush(stdout);
flag = 0;
if (COINCIDENCE)
for(i=O;i<Numofactiveentries;i++)
register struct Peractive entry_str *ltf = &Live_ flashfile[i];
if (flag == 1) break;
delra = abs(iff->Livecameraentry[0].Flash_coordinates.x-ra);
deldec = abs(iff->Livecameraentry[0].Flash_coordinates.y-dec);
camO = Iff->Live camera entry[0].Camera number;
cami = ltf->Livecameraentry[1].Cameranumber;
if (cam1 == -1) /* otherwise it would at best be a brightened flash
if ((deldec < PPARALLAX) && (delra < raparallax[cam0]))
{ /* Then we have a brightening detected */
/* Assuming each candidate will yield only one report per exposure... */
if (camO != trigger)
C /* Then we have a real coincidence detection */
f I ag = 1;
pr intf("COINCIDENCE! (%d,%d)\n",)radec)
fflush(stdout);
prepare_activeentry(1, tr iger, ( int) i ,radecxintyint);
if (fla==0) /* if no coincidence was found, or if not in coincidence mo
if ((Num of active entries < MAXNUM of ACTIVEFLASHES)
&& (Num stored flashes < MAXFLASHES-perNIGHT))
prepareactiveentry(OtriggerNumofactiveentriesradecxintyint
Numof _active entries++;
} /* storecandidatedata */
Nov 19 01:06 1985 OBservations.c Pase 9
prepareactiveentry(oneorzerostriseersentry_numberraydecxy)
int oneorzerostriSgerientry-numbersradec,x>y;
t
/*
Actual storage routine for data from a flash candidate. Above data
is stored, with others, in Live flash file
*/
int flascounter;
resister short is
resister struct Active_per_camerastr *lfflce
&Liveflashfile[entry-number].Livecameraentry~oneorzero];
/* first, find a triseer number */
flag = 0;
for (i=NUMofSTANDARDSper_FOV;iC64;i++)
C
if ((Used-trisgernumber[trisser*64+i] == 0) && (flag == 0))
ifflce->Triseerflash_number = (unsigned char)i;
Used_ trigger number[trigger*64+i] = 1;
flag = 1;
}
/* now, store passed data */
resister struct Peractiveentry_str *lff = &Liveflashfile[entrynumber
lfflce->Cameranumber = triser;
lff->Update-time = Image_exposuretime.a;
lff->Number _of _exposures = 0;
lfflce->Flash-position.x = x;
Iffice->Flash-position.y = Y;
lfflce->Flash coordinates.x = ra;
lffice->Flashcoordinates.y = dec;
}
if (one or zero)
{
Live_ flashfile~entrynumber].Storage number = Numstoredflashes;
Num stored flashes++;
}
3 /* prepare_active entry */
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set-data-fromactiveflashes()
/*
Major routine in second phase
reported in or reported sick,
all active flashes in active
storage structure
of observations. All triggers have
so it is time to request data for
flash file and store it in the data
Routine first
and then asks
sorts out solos in Active flash
for and stores appropriate data
file (if COINCIDENCE is 1
in Datastorase
resister short jki;
int camcam0,caml>counterstoragenumber, I;
if (COINCIDENCE)
i= 0;
while (i<Num of active entries)
if (Live_ flashfileEi].Live_cameraentry[1].Cameranumber == -1)
remove _activeentry((int)i);
else i++;
i = 0;
while (i<Num of active entries)
register struct Per _active_entry str
if (iff->Numberofexposures == 0)
camO
cami
if
||
*lff = &Liveflashfile~i];
= Iff->Livecameraentry[0].Cameranumber;
= lff->Livecameraentry[l].Cameranumber;
report[cam0]==2) (report[cam0]==3) (report[camO]==6)
(report[cam1]==2) (reportEcam1]==3) H (report~cam1]==6))
storase_number = Iff->Storase_number;
for(I=0;l<Num of active entries;l++)
if (Liveflash file[l].Storase_number > storase_number)
Live flash file[I].Storase number--;
removeactiveentry((int)i);
Num stored flashes--;
3
else
for(k=0;k<=COINCIDENCE;k++)
cam = Iff->LivecameraentryEk].Cameranumber;
counter = 0;
for(j=0;j<NUMofSTANDARDS_per_FOV;j++)
if (counter == NUMSTANDARDSperFLASH) break;
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if (SAOfile[camO1.SAOcoordinatesEj].x 0)
C
Iff->Stand coordinates[counter] =
SAO fileEcam].SAOcoordinates[j];
lff->Livecamera _entryEk].StandpositionEcounter] =
SAO_ fileEcam].SAO_positionEj];
Iff->LivecameraentryEk].Standtrisernumber[counter] =
(unsigned char) J;
counter++;
} /* if */
} /* for j */
} /* for k */
++;
} /* else */
/* if */
i ++;
whilIe *
for(i=0;i<Numofactiveentries;i++)
if (Numstoredflashes <= MAXFLASHES_perNIGHT)
{
if (Live_ flash_ file[i].Number_ofexposures == 0)
store nth data((int)i);
}
storefirstdata((in
else if (LiveflashfileEi].Number_ofexposures > 0) storenthdata((in
}
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store _first _data(number)
int number;
/*
Routine stores data from the flash immediately after discovery.
This data includes data from the recent and old frames, as well
as "discovery" data, such as where and when.
Routine presently takes ~2 seconds per frame.
*/
resister short j,k;
int istorase_number~camera;
int xyxi,yiH
storagenumber = Liveflash_file[number].Storase-number;
register struct Per _ flashdata _str *dssfd =
&Datastorase[storase_number].Singleflash data;
for (j=0;j<=COINCIDENCE;J++)
register struct Active_percamerastr *fflce =
&Liveflashfile[number].Livecameraentry[Jl;
camera = dssfd->CameranumberCj] = lfflce->Cameranumber;
dssfd->Flash_number[j] = lffice->Trisgerflash_number;
Datastorase[storase-number].Number _ofexposures = 1;
dssfd->Flash_coordinates[j] = lffice->Flash_coordinates;
dssfd->Flash positionCJ] lIfflce->Flash_position;
x = dssfd->Flash-position[j].x;
y = dssfd->Flash_positionEj].y;
xi = (int)(x/100.0+0.5);
yi = (int)(y/100.0+0. 5 );
TRassisn_standard(cameralffIce->Trisgerflash_numberxiyi);
JPDmove(&Row_threshold~camera*NCOLUMNS],&(dssfd->Row_threshold[j*NCOLUM
NCOLUMNS);
JPDmove(&ColumnthresholdEcamera*NROWSJ,&(dssfd->Column_threshold[j*NRO_
NROWS);
TRsndstandardsubarrays(cameraidssfd->Flash_number[J]);
copy(1,dssfd->R _array[J].array);
copy(2,dssfd->Oarray[J].array);
/* dssfd->Rec_photometry[J] = PHotometry(HSSLarray[1].array,x,y,camera);*
/* dssfd->Old_photometry[J] = PHotometry(HSSL-array[2].array,x,y,camera);*
for (k=O;k<NUMSTANDARDS_perFLASHik++)
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dssfd->Standcoordinates[k] =
Live_ flash_file[number].StandcoordinatesEk];
dssfd->Stand.position[J*NUMSTANDARDSperFLASH+k]
= Ifflce->StandpositionEk];
dssfd->Standnumberj*NUMSTANDARDSperFLASH+k]
= Ifflce->Standtrisser2number[k];
TRsndstandardsubarrays(camera,
dssfd->Standnumber[j*NUMSTANDARDSperFLASH+k]);
copy(1,dssfd->Rec _array_standard[j*NUMSTANDARDSperFLASH+k].array);
copy(2,dssfd->Oldarr _standard[j*NUMSTANDARDS_per _FLASH+k.array);
} /* k */
1 /* J */
}
Datastorage~storase_number].Number_ofexposures = 0;
} /* storefirstdata */
store nth data(number)
int number;
C
/* Routine stores image data subsequent to the initial detection. */
resister short jksnumberofexposure.storagenumbercamera;
int xy;
short photometry[CO1NCIDENCE+1];
number _ofexposure = Liveflash_ file[number].Numberof_exposures;
storage number = Live flash _file[number].Storage-number;
C
resister struct Per _exposurestr *dssfdsed = &Datastorase[storase-number
Single flash_data.Singleexposuredata~numberof exposure];
resister struct Per _ flash_datastr *dssfd =
&Datastorase[storage-number].Single_flash_data;
for (j=0;j<=COINCIDENCE;J++)
camera = Live flash_file[number].Livecameraentry[j].Cameranumber;
if ((report~camera]==2) | (report[camera]==3) H (report[camera]==6))
return;
TRsndstandardsubarrays((int)cameradssfd->Flash_numberEj]);
copy(Odssfdsed->Datafromexposure[J].Flash_array.array);
dssfdsed->Exposuretime = Imageexposure time;
/* Now, do photometry */
x = dssfd->Flash_position[j].x;
y = dssfd->Flash_positionCj].y;
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/* photometry[J] = dssfdsed->Data _ from exposure[j].Flash_photometry
= PHotometry(HSSL_array[0].array,x,y,(int)camera);*/
for(k=0;k<NUMSTANDARDSperFLASH;k++)
C
TRsndstandardsubarrays((int)camera,
dsstd->StandnumberEj*NUMSTANDARDS-perFLASH+k]);
copy(0,dssfdsed->DatafromexposureEj].StandarrayEk].array);
Data _ storaseEstorase number].Numberofexposures++;
Liveflash_file[number].Number_of_exposures++;
/* now check whether flash lives! */
if (Datastorase~storage_numberl.Numberofexposures >=
MAXEXPOSURES_perFLASH)
if ((Num _of _active _entries
(Numstored_ flashes ==
/* break to store data */
== 1) &&
MAXFLASHESper_NIGHT)) Overseerstatus = 8;
removeactiveentry(number);
)
/* Suppressing this section to speed up storenth_data from 0.6sec/flash *
/*else
for(j=0;jC=COINCIDENCE;j++)
if ((photometry[j] - dssfd->Rec_photometry[J])
> C-data~camera].quiescentdifference)
Liveflash_file[number].Update time = Image_exposuretime.a;
if ((Live_ flash_ file[numnber].Update_ time
((Image-exposure time.a - Live_ flash_
> S data.time after
!= Image_exposuretime.a) &&
file~number].Updatetime)
subsidal))
if ((Numof _activeentries == 1) &&
(Num stored flashes == MAXFLASHESper _NIGHT))
Overseer status = 8; */ /* break to store
removeactive entry(number);
}
3 */
data *//*
/* store nth data */
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/ *********************************/
1* OBservation.c SUBROUTINES */
/ ********************************* /
copy(which_onesarray)
int which one;
unsigned char array[SUBARRAYSIZE*SUBARRAYSIZE];
/* Routine simply copies subarrays */
JPDmove(HSSLarray~which_one].arraysarrayS_SQUARED);
}
removeactiveentry(which_one)
int which one;
/*
Routine removes all traces
after the flash has been
*/
register short isk;
int camera~fn;
of an active entry from the Live_ flash_ file
declared either dead or unconfirmed.
Numof _active entries--;
for(k=0;k<=COINCIDENCE;k++)
camera = Live_ flash_ file[which_one].Livecamera entry~k].Cameranumber;
fn = Live _ flash file[whichone].Live cameraentryCk].Trigger_flashnumb
Usedtrigger number[64*camera+fn] = 0;
}
for(i=which_onesiCNum-ofactiveentries;i++)
Live _ flash_file[i] = Liveflash_fi leEi+1];
}
UTclear _active entry(Num_ofactiveentries);
} /* end */
check time()
/*
Routine checks time to determine whether it is time to slew,
close, or refresh astrometry.
*/
double ti
t = TImjd_time(;
if (t > AM twilight) Overseerstatus = 3;
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else if (t>Slewtime)
if (Numof _activeentries != 0)
if (t > Slew time + PATIENCE)
else Overseer status = 0;
}
else if (t > Astrometry _time)
Overseer status = 6;
if ((Numofactiveentries
Overseer status = 1;
Overseer status = 0;
!= 0) && (t < Astrometrytime + PATIENCE))
else if ((t>Domeadjusttime) && (Numstoredflashes(MAXFLASHESperNIGH
DOadjustdome(; -
Domeadjust_time +=
}
S data.dome interval;
recordexposuretime()
{
/*
Routine increments Imageexposure time to reflect the start and end
times of the last exposure made
*/
float e time;
Imageexposuretime.a = Image_exposuretime.b;
Image-exposure_ time.b = TImJdtime();
e_time = 86400.0*(Imageexposuretime.b-Image_exposuretime.a);
printf("\nXt %.2t\n"setime);
if (e_ time > too_long) return(1);
else return(0);
2 /* record_exposuretime */
convert_ to _overseer-positions(x,
short xy;
int *xf,*yf;
y, xf, yf)
/* Routine converts positions from format used by
*xt = x*1.5625;
*yf = y*1.5625;
}
defect(xy>camera)
int xyscamera;
trigger to centipixels
/* xy in centipixels */
/* Routine checks to see whether xiy are near a pixel or column defect */
register short is
if (Col defect table[camera].defectivecolumn[x/100]) return(1);
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for (i=0;i<NUMPIXELDEFECTS;i++)
if ((abs(x-Pixel defecttab
&& (abs(y-Pixeldefecttab
return(1);
le[camera].location[i].x)
le[camera].locationEi].y)
< DEFECTBOX)
< DEFECTBOX))
return(0);
}
restart()
/* Routine restarts observations cleanly after an exceeded readout time *
int iJcount;
char buf[50];
printf("\nReadout
fflush(stdout);
s leep(1);
count = 0;
for (i=0;i<NUM of_
time exceeded!\n");
CAMERAS; i++)
for (j=0;j<MAXTRIES;j++)
ioctl(Tris_portEi],FIONREAD
if (count = 0) break;
}
while(count !=0)
,&count);
read(Tris-port[i],buf,50);
ioctl(Tri_port[i],FIONREAD,&count);
if (COINCIDENCE)
i= 0;
while (i<Num _of _activeentries)
if (Live_ flash_ file[i].Livecameraentry[1].Cameranumber == -1)
remove active entry(i);
else i++;
} /* while */
/* now restart the run */
TRset sift time( ;
UTset frame timer(;
COflush CCDs();
TIstart timer( ;
record _exposure time(;
TRdsc current frame();
}
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store standards(which)
int which;
/* Routine stores standards at beginning or end of an observation cycle *,
int i>J;
printf("\nStoring archival standards at observation's ");
if (which) printf ("end\n");
else printft("start\n");
for(j=0;j<NUMofCAMERAS;j++)
C
for(i=O;i<NUMofSTANDARDSperFOV;i++)
TRsnd standard subarrays(Ji);
if (which) copy(OArchives.standardarchives[J].saoendarray[i].arra
else
copy(OArchives.standardarchivesEj].saostartarray[i].array);
Archives.standard _archives[J].sao_coords~i] =
SAO_ file[J].SAOcoordinatesEi];
Archives.standardarchives[j].sao_pos~i] = SAO file[J].SAO-position
Archives.standardarchives[J].saormag[i] = SAO_ file[J].SAOnmagnitud
Archives.standardarchives[j].saa_ number~i] -
SAO_ tile[J].SAOstarnumberEi];
Archives.standardarchivesEj].saobrightness~i] =
SAOfileEj].SAObrightnessEi];
weather check()
/* Routine checks sky for clouds. Presently unimplemented */
if (WEclouds()) printf("WEclouds claims the sky is cloudy\n');
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#include "constants.h"
#include "extern.H"
/*** DECLARE EXTERNAL ROUTINES ***/
extern DAytimeo;
extern ENtrigser_ckeck();
extern OBservations();
extern ASroughastrometryo;
extern double TImjd_time(;
extern TIset frame timer(;
extern TRset _sift _time(),TRsetcosmicsensitivity(),TRsetbrighteneddelta(
extern TRsetflashsubarray-size(),TRset__standardsubarraysize();
extern UTinitializevariables(),UTidlemounts(;
extern UTstore_ flash_dataoUTdoastrometry(),UTweather_check();
extern UTcalculatenoise(),UTtapestorase();
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/ ***************************** /
/* 1OPerations.cl ROUTINES */
/*****************************/
operat ions ()
Routine controls the flow of the overseer software by calling
based on the value of Overseer _status. (see overseer _flow for
information). Overseerstatus is set to 3 in entry routine.
pr i ntf ("In operat ions () \n") i
UTinitializevariables(;
while(1)
switch(Overseerstatus)
case 0:
/*
Make preparations for a
and all systems are go,
/*OBpreparetotrack();*/
Overseer status = 1;
break;
case 1:
/*
Start main observing cycle
*/
UTcalculate noise(;
OBservations(;
UTstore flash data();
UTinitialize variables(;
break;
case 2:
/*
Invoked
is worse
Data is
feels it
when weath
ning. The
stored and
is safe t
routines
more
tracking cycle. Assumes sky is clear
including that the dome is open
er or some peri
tracking run i
the mounts are
o open again
phera I
n prog
d I ed
indicates the weather
ress is considered over.
until the overseer
UTidle mounts( ;
OPwait _untilclear();
break
case 3:
Daytime and entry routine. Closes
any data around. Waits until dusk
is checked and operations begin
dome, idles mounts, store
breaks; whereupon the sky
*1
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UTtape-storage();
DAytime();
break;
case 4:
/*
Invoked in any panic mode. Shop is closed up and panic
procedures are implemented
*/
UTidle mounts();
OPpanic(;
break;
case 5:
/*
Exit case. Closes shop and exits to the entry routine
*/
UTidle mounts( ;
exit(1);
case 6:
/*
Pauses and recalculates the astrometry parameters
*/
UTdo astrometry(); /* NEED A NOISE CALCULATION ROUTINE
Overseer status = 1;
break;
case 7:
/*
Invoked from OBservations, if a trigger suddenly refuses
to report in. System is kept tracking, in the assumption
that the trigger needs to be reset
*/
printf("Not all triggers reported in\n\n");
ENtrigger check(); /* now set up the triggers again */
Overseer status = 6;
break;
case 8:
Overseer status = 1;
break;
default:
Overseer status = 3;
break;
} /* switch */
} /* while */
2 /* operations */
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OPsetupoperations()
printf("\n\nThis routine is presently out of order - try the )u) option'
OPwait untilclear()
Routine simply watches weather station reports
checking continuously if day has broken in the
*/
int flag;
printf("In OPwaitunti
flag = 0;
while (flag == 0)
C
i f
for clear skies,
meantime.
Sclear()\n");
(UTweather_check() == 1)
if (Tlmjd-time() > Sunrise)
Overseerstatus
flas = 1;
= 3;
e I se
Overseer status
flag = 1;
= 0;
) /* OPwaituntilclear */
OPsettrisgers()
printf("In setuptr isers()\n");
TRset sift time(;
TRsetcosmic sensitivity();
TRset brighteneddelta(;
TRset_ flash subarray-size();
TRset standardsubarraysize(;
OPpanic()
C}
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/*
This module contains
operation software.
elsewhere.
# i nc I ude
#inc I ude
I ude
I ude
I ude
subroutines used in the semi-automatic, user-aided
The implementation of this code is discussed
J"constants .h"
"extern.h"
<math.h>
<sgtty.h>
<stdio.h>
#define micro(p) (double)p/1000000.0
#def
#def
#def
#def
MAX DIFFERENCE
MAXRADIFF
AF RA
AFDEC
0.0
10000
829031
559378
/*** DECLARE EXTERNAL ROUTINES ***/
extern ENtrisger-check();
extern
extern
extern
extern
extern
extern
extern
extern
UTinitializevariables(),UTreadoutone_ frame(),UTdetermine-threshold!
UTcalculate noiseo,daastrometry(),UTsky-brightness(),UTdoastrometi
UTslewto(,UTha_fromra(,UThouransle(),UTraof _ha);
UTadjust _offsets(,UTfind biasses(),UTeet medianframes();
UTstoreflash_data(,UTsaveframes(),UTdirtyframe(;
TRsndentireimase(),TRset _cosmicsensitivit
TRsndstandardsubarrays();
TRsetbrishteneddelta(;
y(),TRsetmediandata(;
extern COslew_clutch();
extern ASroush-astrometry(),ASget_position(;
extern SAsetstars(),SAassign-standards(),SAautolineup();
extern OBservations(;
extern DOadjust-dome(,DOinitializedome(;
extern TIset rise-andsettimes();
extern double TImjd_time();
extern DEclarations();
extern DAytime();
extern WEclouds();
int report[NUMofCAMERAS],automaticastrometryflag;
#i nc
# i nc
# i nc
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USer()
/* Routine is node for user software */
int ibiastimeoffsetsflag;
char response[];
DEclarations( ;
announcetime();
DAytime();
while (USadjust-mount() 0)
C
userqueries();
announce timeo;
if (!SQRTROM)
pr intf("\n\nAdjusti
printf(" sky level
UTadjustoffsets();
nq the offsets of
is in the linear
the cameras so that the\n");
range\n\n");
announce time(;
UStime check();
if (Overseerstatus == 3)
C
COslew clutch(0);
return;
}
flag = 1;
while (flas 0)
announce time();
printf('Save frames?
fflush(stdout);
scanf("%s")response)
if (response[0] == )
;
yJ)
UTreadout one frame(;
for(i=0;i<NUM of CAMERAS;i++)
{
printf("Displaying field of
fflush(stdout);
TRsndentireimase(iO);
display fromframebuf();
sleep(2);
}
flag = 2;
UTsave frames(;
}
else flag = 0;
view of camera %c\n",letters[i]);
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announcetime(;
TRsndentire_ imase(0,0);
display from_ frame _buf();
printf("Enter a character and
printf("properly aligned with
fflush(stdout);
scant ("%s" response)i
DOinitialize dome();
hit return when the dome slit is\n");
the cameras\n");
announce time(;
if (!SQRT_ROM)
C
UTfind biasses();
printf('Calculatins total noise
for(i=O;i<NUMofCAMERAS;i++)
{
UTcalculate noise(i);
Sky-brishtness~i] = Globalbr
2
UTdetermnine _thresholds()
in each camera\n"));
ightness;
announce time(;
sao();
announce time();
UTsetmedian_frames();
announce time(;
printf("\nSettins the necessary trigger parameters\n");
TRsetbrighteneddelta();
TRsetcosmicsensitivity();
announce time(;
observe(;
if (Overseerstatus == 3) DAytime();
}
COslew clutch(0);
2 /* USer */
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user queries()
/* Routine fields responses from user to questions regarding operations *
int is timesoffset;
char responseE];
printf("The present exposure time is %d\n">S_data.exposure_time);
printf("Enter new exposure time (0 for no change) : ");
fflush(stdout);
scant ("%d")&t ime) ;
if (time != 0) Sdata.exposuretime = (short)time;
printf("\nThe present exposure time is %d\n\n", S data.exposuretime);
printf("The present sift time is %d\n", T_data.sift_time);
printf("Enter new sift time (0 for no change): ");
fflush(stdout);
scant("I%d">&time);
if (time != 0) T data.sitt time = (short)time;
printf("\nThe present sift time is %d\n\n",T_data.sift _time);
automaticastrometry_flag 1;
for(i=0;i<NUM of CAMERAS;i++)
printf("Present number of sigma used for th
letters~i]>C _dataEi].threshold_offset);
printf("Enter new number of sigma (0 for no
fflush(stdout);
scanf("'Id">&offset);
if (offset 1= 0) C datari].thresholdoffset
reshold offset
change): "1);
%c is %d\n"
= (unsigned char) offset;
for(i=0;i<NUM_ofCAMERAS;i++)
pr
pr
ffl
sca
if
ntf("Present number of sigma used for brightened delta %c is %d\n"y
etters[i]>C _data[i].brighteneddelta);
ntf("Enter new number of sigma (0 for no change): ");
ush(stdout);
nf("%d",&offset);
(offset != 0) Cdata[iL.brighteneddelta = (unsigned char) offset;
USadjustmount()
I
/*
Routine allows for iterative adjustment of tracking mount to any
hour angle
int hasras tlas;
char response[];
Nov 19 01:07 1985 USer.c Page 5
flag = 1;
while(flag == 1)
printf("You are now at a right ascension of %d\n",
UTraof _ha(UThouransle(0)));
printft("Acceptable? ")
fflush(stdout);
scanf("%s">response);
if (response[0] == Jy)) flag = 0;
else if (response[O] == "xI) return(1);
else if (response[0] == 'a')
C
UTslew to(UTha from ra(AFRA),0);
fla = 1;
else if (response[0] == 's')
printf("Enter right ascension to slew to: I));
fflush(stdout);
scant("%d">;&ra) ;
UTslew to(UTha from ra(ra),0);
f lag = 1;
}
else
printf("y to continue\na to slew to Aries Flasher\n");
printf("s to slew to any RA\nn to report the RA of the mount");
printf(("\nx to abort\n");
flag = 1;
}
return(0);
}
UStime check()
/* Routine checks time to see whether we should be observing at al I */
int hours minutesshaidiff;
char response[];
double time;
time = TimJd-timeo;
if (Tlget riseandsettimes() == 3)
printf("It is still daytime. Should we continue? "1);
fflush(stdout);
scanf("%s">response);
if (response[0] )y I)
Overseer status = 3;
return;
Nov 19 01:07 1985 USer.c Page 6
ha = UThour-ansle(0);
if ((MAXHOURANGLE - ha) > (Sunrise - time)*TWOPle6)
diff = (Sunrise - time)*TWO_Ple6;
else diff = MAXHOURANGLE - ha;
minutes = diff/4363.3;
hours = minutes/60;
minutes -= 60*hours;
printf("\nThe observations will end in %d hours, %d minutes\n",hoursminu-
Slewtime = TImjd_time() + (double)diff/6283185.3;
2
sao()
{
/* Routine al lows for manual and automatic alienment of the CCD fields */
int iraaed;
ra = UTra _of_ha(UThouransle(0));
printf("\n\nPreparins to alien cameras with the sky\n\n");
C_data[0].declination = 2.0165*COsynchroansle(0) + 516100;
C dataCl].declination = -1.8818*COsynchroansle(0) + 560784;
for(i=0;iCNUM of _CAMERAS;i++)
C _data~i].right ascension
ASrough_astrometry(i);
SAsetstars(i);
TRsndentire_ imase(i,0);
display-from_ framebuf(;
plot _standards(i);
aed = open("/dev/aed",Y1);
circle standards(iaed);
close(aed);
if (SAauto_lineup()) manual
else
= ra + Cdata[i].radifference;
_astrometry(0);
UTdirtyframe(;
for(i=0;i<NUM of CAMERAS;i++)
C
TRsndentire-imase(i,0);
displayfromframebuf(;
plot standards(i);
aed = open("/dev/aed",1);
circle standards(iaed);
close(aed);
2
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observe()
Rout i ne
Rout i ne
begins a semi-automatic observation sequence.
assumes all relevant parameters are preset.
int i~minutesyreadouttimeskyfla9,xaf~yafiaed;
printf("\n\nBesinning observation cycle\n\n");
Overseer status = 1;
WEclouds();
flas = 0;
while ((Overseer-status 0)
DOadjustdome();
if (Overseerstatus 8)
&& (Overseerstatus != 3))
announce time();
printf("\nCheckinS for dome occultation...\n");
UTdirty-frame(;
for(i=O;i<NUMofCAMERAS;i++)
c
TRsnd entire imase(i,0);
displayfrom_ framebuf();
if (i == 0)
printf("\nYOU HAVE 5 SECONDS TO MAKE A JUDGEMENT\n");
sleep(5);
aed = open("/dev/aed">l);
ASsetposition(1>AFRAAFDEC,&xaf,&yaf);
draw circle(xaf>yaf,60,aed);
close(aed);
Domeadjust_time = TImjdtime() + Sdata.domeinterval;
Overseer status =1;
if (flag == 0) Astrometrytime = TImjd_time() + Sdata.astrometry_inter
announce time(;
OBservations();
flag = 0;
announce timeo;
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UTstore_ flash _data();
if (Overseerstatus 8) flas =
if((Overseerstatus 3) H (Ov
UTinitializevariables(;
if(Overseerstatus 8)
DOadjustdome();
if (!SQRT ROM)
C
if (UTadjustoffsets() == 1)
UTfind biasses();
UTreadoutoneframeo;
}
announce time(;
if (!SQRTROM)
1;
erseerstatus == 0)) break;
for(i=O;i<NUMof _CAMERAS;i++) UTcalculatenoise(i);
UTdetermine_thresholds();
announcetime(;
UTeet medianframes(;
if (!SQRTROM)
for(i=0;i<NUMofCAMERAS;i++)
UTsky-brishtness(i);
Sky_brishtness[i] = Global_brightness;
}
if (Overseer _status ==6)
printf("\nRefresh
manual _astrometry
DOadjustdome(;
Overseer-status =
inS the astrometry of all the cameras\n\n");
(automaticastrometry-flas);
1;
if (Overseer status == 7)
C
ENtrisser-check();
Overseer status = 1;
}
} /* while */
COslew clutch(0);
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display-fromjframebuf()
/* Routine displays image in framebuf to AED */
int chansaedjin_ readsnbytes;
unsigned char buf[NCOLUMNS];
aed =open("/dev/aed"'1);
chan = open("/dev/framebuft"20);
for (i=O;i<NROWS;i++)
n read = 0;
while (nread(NCOLUMNS)
C
nbytes = read(chan,&buf[n read],NCOLUMNS-n read);
n _ read += nbytes;
lseek(aed,512*(i+50)+50,0);
write(aedsbufNCOLUMNS);
3
close(chan);
close(aed);
} /* display-fromframebuf */
plotsubarray(number)
int number;
{
/* Routine displays image subarrays to AED */
int iijksaedsdiff;
unsigned char foo[SUBARRAYSIZE*SUBARRAYSIZE];
aed = open("/dev/aed",1);
for(j=0;J<number;j++)
{
for (i=0;i<SUBARRAYSIZE;i++)
{
Iseek(aed,512*(400+i)+50+20*j,0);
write(aed,&HSSLarrayCJ].arrayCSUBARRAYSIZE*i]>SUBARRAYSIZE);
}
}
close(aed);
}
plot-standards(camera)
int camera;
{
/* Routine displays standard subarrays to AED */
int ijJaed;
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unsigned char numberbuf[SUBARRAYSIZE];
aed = open("/dev/aed",1);
for(i=0;i<SUBARRAYSIZE;i++) buf[i] = 0;
for (i=0;i<NUMofSTANDARDS per_FOV;i++)
{
if (Used-tri99er_numberEcamera*64+i] == 1)
C
number = (unsigned char) i;
TRsndstandardsubarrays(cameranumber);
for(j=0;j<SUBARRAYSIZE;j++)
{
Iseek(aed,512*(380+j)+50+10*i,0);
write(aed,&HSSLarray[O].array[SUBARRAYSIZE*j],SUBARRAYSIZE);
else
{
for(j=0;jCSUBARRAY-SIZE;j++)
{
Iseek(aed,512*(380+j)+50+10*i,0);
write(aedbufSUBARRAYSIZE);
}
}
close(aed);
I
circle _standards(cameraaed)
int camera;
{
/* Routine circles SAO standards stars on AED */
int i,x,>radius;
for(i=0;i<NUMofSTANDARDS-per_FOV;i++)
{
if (SAO-filercamera].SAOstarnumber~i] != 0)
{
ASset_position(cameraSAOfile[camera].SAOcoordinates[i].x,
SAOfile[camera].SAOcoordinates[i].y,&x,&y);
radius = 10 - SAOfile[camera].SAO-magnitudeEi]/10;
drawcircle(xy radiusaed);
}
}
draw _circle(xysizeaed)
int x,y.sizeaed;
/* Generic circle-drawing routine */
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int ixfyf;
char fifteen;
double phase;
if ((x>51200) ! (y>51200) (x<0) (y<O)) return;
fifteen = 3;
for(i=1;i<22;i++)
{
phase = 0.314159*i;
xf = 50 + x/100 + (int)(size*cos(phase));
yt = 50 + Y/100 + (int)(size*sin(phase));
lseek(aed,(lon9)(yf*512+xf),0);
write(aed,&fifteen,1);
}
if (size(20) return;
for(i=1;i<220;i++)
{
phase = 0.0314159*i;
xf = 50 + x/100 + (int)(size*cos(phase));
yt = 50 + y/1 0 0 + (int)(size*sin(phase));
iseek(aed,(long)(yf*512+xf),0);
write(aed,&fifteen,1);
clear aed()
{
/* Routine clears AED screen */
int iaed;
char bufE512];
for (i=0;i<512;i++) buf~i] = 0;
aed = open("/dev/aed',1);
for (i=0;i<512;i++) write(aedbuf,512);
close(aed);
}
manual _astrometry(autoflas)
int autoflag;
{
/*
Routine does astrometry on all fields with present astrometric
parameters.
Improvement of (radec) queries suppressed when autoflag = 1
*/
int iJaed,x,y,xoffsetyoffsetra _c,dec_cyerrorra_offsetdec offset;
double cos-decisinanslecosansle;
UTdirty-frame(;
for (i=0;i<NUMof _CAMERAS;i++)
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C
cos dec =
cosansle
sin_angle
c I earaed
cos((micro(C data[i].declination))
= cos((micro(C dataEi].ccdansle))
= sin((micro(C data[i].ccd angle))
printf("\nDisplaying f
TRsnd _entireimage(i,0
display fromframebut
error = 1;
while (error == 1)
ield-of-view of camera
error = 0;
x _offset = y_offset = 1;
while((xoffset != 0) 't (y_offset
aed = open("/dev/aed",1);
printf("\nCircling expected locations
ASgetposition(iAFRAAFDEC,&x,&y);
draw_circle(xy,60,aed);
SAassign_standards(i);
close(aed);
plotstandards(i);
aed = open("/dev/aed",1);
circle standards(iaed);
close(aed);
of SAO stars on AED\n\n");
if (autoflas) x_offset = y_offset
else
C
printf("\nEnter amount to move circ
printf("Enter x first, then Y, sepa
printf("Enter '0 O' if close enough
fflush(stdout);
scanf("%d %d",&x_offset,&y_offset);
0;
les to find stars (
rated by a space\n"
to do astrometry:
in pixels)
J) ;
display from_ framebuf;
aed = open("/dev/aed",1);
ra _offset = (xoffset*cosangle
decoffset = y-offset*cosansle
+ yoffset*sin-angle)/cosdec;
- xoffset*sin_angle;
C_data~i].right_ascension -= Cdata[i].radiansper_pixel*raoffse
C_data[i].declination -= Cdata~i].radiansperpixel*dec_offset;
}
close(aed);
i
pr intf("\n\nAttempting astrometry on field displayed\n\n");
!= 0))
%c\n\n", letters~i]);
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error = doastrometry(i
if (error) auto flag =
if (error) printf("\nPl
}
0;
ease attempt to line up fields again\n\n");
announce time()
C
/* Routine announces present time to user */
int minhour;
double time;
time = TImjd_time();
time = time - (double)(int)time;
min = time * 1440.0;
hour = min/60;
min -= hour*60;
if (min < 10) printf("\nThe time is %d:0%d UT\n",hourmin);
else printf("\nThe time is %d:%d UT\n",hourmin);
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This module contains al
of the parameters of
The subroutines were
routines. They were
nclude "constants.h"'
nclude "extern.h")
nclude <math.H>
I subroutines which
the astrometric fit
developed by Charles
adapted for use with
are used in the calculation
in the ETC CCDs.
Lawrence for plate-fitting
the ETC.
#def i ne
#def i ne
#def i ne
#def i ne
micro(p) ((double)p/1000000.0)
mesa(p) ((double)p*1000000.0)
DEGREESPERRADIAN 180/3.1415926536
MINIMUMNUMBER-ofSTARS 6
/*** DECLARE EXTERNAL ROUTINE ***/
extern SAassign_standards();
/*** DECLARE INTERNAL GLOBALS (LOCAL GLOBALS?) ***/
double dx[50]>dy[50],dxiC50],deta[50];
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/ ***************************** /
/* 'AStrometry.c' ROUTINES */
/ ***************************** /
ASroughastrometry(camera)
int camera;
/*
Routine sets up rough astrometry parameters based on a linear fit and
the solid angle subtended by each pixel, which depends on the focal
length of the lens, the size of the pixel and which is aided by the
use of a fudge factor which will take out the uncertainty (< 5%)
in the focal length of the lens
*/
int isr_p_p;
double alaZ,bl,c1,b2,cZbetalbeta2,sammalsamma2,cosanglesinansle;
float fudge;
register struct C_option str *cdc = &C_data[camera];
fudge = cdc->fudge_factor;
cosangle = cos(micro((double)cdc->ccd angle));
sin_angle = sin(micro((double)cdc->ccd angle));
r_pp = cdc->radiansper_pixel;
for(i=0;i<6;i++)
cdc->p _ to_c _parameters[i] = 0.0;
cdc->cto-p-parameters~i] = 0.0;
b1 = cdc->p_to_cparameters[1] = 0.01 * r_p_p * cos_angle;
c1 = cdc->p_to_cparameters[2] = 0.01 * r-p-p * sin-angle;
b2 = cdc->p_to_c-parameters[4] = -0.01 * r_p_p * sin-ansle;
c2 = cdc->p_to_cparameters[5] = 0.01 * r_p_p * cosangle;
al = cdc->p_to_cparameters[0] = -bl*NCOLUMNS*50 - cl*NROWS*50;
a2 = cdc->p_to_cparametersC3] = -b2*NCOLUMNS*50 - c2*NROWS*50;
betal = cdc->c to_p_parameters[1] = tudge*c2/(c2*bl-b2*cl);
sammal = cdc->cto_p_parameters[2] = -fudge*cl/(c2*bi-b2*cl);
beta2 = cdc->c to_p_parameters[4] = fudge*b2/(c1*b2-b1*c2);
samma2 = cdc->cto_p_parameters[5] = -fudge*bi/(c1*b2-b1*c2);
cdc->c _to_pparameters[0] = -beta1*a1-gamma1*a2;
cdc->c_ to_pparameters[3] = -beta2*a1-gamma2*a2;
) /* ASrough-astrometry */
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ASeet coordinates(cameraxiyradec)
int cameraxy;
int *ra,*deci
/*
Routine returns
camera, based
*/
(radec) corresponding to an
on the parameters found in C_
(x1y) in a given
dataEcamera]
resister struct Coption str *cd = &C_dataEcamera];
prdsq(x,y,cd->rightascensioncd->declinationcd->p_to_c_parametersradet
((*ra) >
((*ra) <
TWO_Ple6) (*ra) -= TWOPle6;
0) (*ra) += TWO_Ple6;
ASgetposition(cameraradecxy)
int cameraradec,*x,*y;
/*
Routine returns
camera, based
*/
(x,y) corresponding to an (radec) in a given
on the parameters found in Cdata~camera]
register struct C_optionstr *cd = &Cdata[camera];
pxysq(cd->right-ascensioncd->declinationradeccd->c to p parametersx,
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ASdo astrometry(camera)
int camera;
{
/*
Routine calculates the precise astrometric parameters for a given
camera from a linear least-squares fit of the (xiy) location of
SAO stellar images on a CCD to their reduced coordinates.
The fit process is iterative, throwing out those stars with
residuals to the fit exceeding a programmed value.
Routine returns 0 if the rms error of the fit is higher than a programm
value AND the number of stars used in the fit exceeds a programmed va
Routine returns 1 if this does not apply.
*/
register short icounter;
int RADECflagaldmaxiJ,diffradiffdecmaxnum;
int x[NUMofSTANDARDSperFOV],y[NUMofSTANDARDS_perFOV];
int ra[NUMof _STANDARDS_perFOV],decCNUMofSTANDARDSperFOV];
double xi[NUMofSTANDARDSperFOV],eta[NUMofSTANDARDS-perFOV];
long diffmaxdiffmaxsquared;
register struct C_optionstr *cdc = &C_data[camera];
counter = 0;
for(i=0;i<NUMofSTANDARDS-perFOV;i++)
{
register struct Astr _data _str *adi = &Astdata[i];
if((adi->ra!=0) H (adi->dec!=0))
{
ra~counter] = adi->rai
dec[counter] = adi->deci
x[counter] = adi->x;
y[counter] = adi->yi
radxin(cdc->right-ascensioncdc->declination,
ra[counter],decEcounter],&xi[counter],&eta[counter]);
counter++;
}
/*Begin iterative fitting process */
flag = 0;
max cdc->radiansperpixel;
maxsquared = (long)max*max/4.0;
while (counter >= MINIMUMNUMBER_ofSTARS)
C
fitxy((int)counterxyxietacdc->p_to_c_parameters);
fit xieta((int)counterxietaxycdc->ctop_parameters);
old = counter;
maxdiff 0;
maxnum = -1;
for(i=0;i<counter;i++)
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ASget coordinates(cameraxEi
diffra = (double)(abs(RA-ra[
diffdec abs(DEC-dec~il);
diff = ((long)diffra*diffra)
if (diff > maxsquared)
I
if (diff > maxdiff)
maxdiff = diff;
maxnum = i
it (maxdiff != 0)-
C
],y[i],&RA,&OEC);
i]))/cos(micro(decEi]));
+ ((lons)dittdec*dittdec);
printf("Throwing #%d out of linear fit\n",maxnum);
counter--;
for (j=maxnum;j<counter;J++)
ra[JJ = ra[j+1];
dec[J] = dec[j+1];
xi[J] = xi[j+1];
eta[JJ = eta[j+1];
x[J] = x[j+1];
y[J] = y[j+1];
if (old == counter) break;
}
if (counter < MINIMUMNUMBER_ofSTARS) flas = 1;
return(flag);
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ASrecenter(camera)
int camera;
/*
Routine uses the calculated
(radec) of the center of
need be invoked, the roug
find all the SAO stars in
fit parameters
a CCD, so that
h astrometry wi
the field.
to calculate the actual
IF ASrough_astrometry
1I be sufficient to
double cos _deccos_angleasin_angle;
float xcycdeIradeldecxy;
register struct C-optionstr *cdc = &C_dataEcamera];
cos dec
cos-ang
sin_ans
= cos(micro(cdc->declination));
le = cos(micro(cdc->ccd-angle));
le = sin(micro(cdc->ccd-angle));
xc = NCOLUMNS*0.5*cdc->fudge_factor;
yc = NROWS*0.5*cdc->fudge_factor;
x = cdc->c_to_p_parameters[0]/100.0;
y = cdc->cto_p_parameters[3]/100.0;
delra = -(x-xc)*cos _angle - (y-yc)*sinangle;
deldec = -(y-yc)*cosangle + (x-xc)*sin angle;
cdc->right _ascension +=
delra*cdc->radiansperpixel/cosdec;
cdc->declination +=
deldec*cdc->radiansperpixel/cosdec;
cdc->cto_p_parametersE0] =
cdc->cto_p_parameters[3] =
SAassign_standards(camera);
) /* ASrecenter */
100.0*xc;
100.0*yc;
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/ ******************************/
/* AStrometry.c SUBROUTINES */
/ ******************************/
titxy(numberxy,xietafitpar)
int number;
int x[],y[];
double xi[],eta[];
double titpar[6];
/*
Routine calculates parameters of
(i.e. (xiieta) = f(xiy))
linear fit of (xieta) to (xy)
register short i = number;
while (--i != -1)
dxE i I
dy i3
dx i E
deta[
double)xEi];
double)y[i];
xici];
eta[ i];
linear_ fit(number
} /* fitxy */
fit _xieta(numberxi
int number;
double xi[],etaE];
i nt x[], y[];
double fitpar[6];
,dxdydxi detafitpar);
,etax yftitpar)
Routine calculates parameters of
(i.e. (xpy) = f(xiieta))
*/
register short i = number;
while (--i != -1)
dxE i 3
dy i]
dx i C
deta[
}
= (
= (
1=
linear fit of (xy) to (xi~eta)
double)x[i];
double)y~i];
xi Ci];
eta[ i];
linear _tfit(numberdxi
) /* fit xieta */
,detadxdyfitpar);
linearfit(numberxyxietafitpar)
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int number
double x[],y[],xi[],etaE,itpar[6];
/*
Routine calculates parameters of
(i.e. (xiseta) = f(x>y), where
*/
double matrixE3][3],sumE2]E3];
int ij;
linear fit
x)yxi and
of (xiseta) to (xiy)
eta are just dummy variable!
/* initialize sums and counters
for(i=0;i<3;i++)
{
for(j=0;j<3;j++)
{
matrix~i][J] = 0.0;
if (i<2)
{
fitpar[3*i+J] = 0.0;
sum~i]J]j = 0.0;
c
}
}
/* calculate sums */
for(i=0;i<number;i++)
{
matr
matr
matr
matr
matr
ix[0][1]
ix[O][2]
i x[1][1]
i x[2][2]
ix[1 [2]
doub
daub
daub
daub
daub
e)x[
e)y[
e)x[
e)y[
e)x[
:];
]* (
sum[0][0]
sumE1][0]
sum[0]1]
sum[1][1]
sum[0] [2]
sum[1][2]
daub
daub
daub
daub
daub
daub
)xi i ] ;
)eta[ i ];
)x[i]*(double)xi i];
)x[i]*(double)eta[i];
)y[i]*(double)xi[i];
)y[i]*(double)eta[i];
matrix[D][0] = (double)number;
matrix[1][0] = matrix[0][1];
matrix[2][1] = matrix[1][2];
matrix[2][0] = matrix[0][2];
matinv3(matrix);
for(i=0;i<3;i++)
for(j=0;J<3;j++)
fitpar[i] += (matrixEi][j])*(sum[0][J]);
*/
daub I
daub I
daub I
e)x[
e)y[
e)y[
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fitpar[3+i] += (matrix[i][J])*(sum[1Jj);
} /* linearfit */
matinv3(array)
double array[3][3];
{
Routine is a generic matr
by Charles Lawrence and
inverts a 3x3 matrix.
*/
double savesamaxdet;
int ik[10]jk[10]>i ,jk, I;
ix inversion
adapted for
rout i ne,
use with
taken from Bevinston
the ETC. Routine
det = 1.0;
for(k=0;k<3;k++)
C /* find largest el
amax = 0.0;
i= -1;
J = -1;
while(j<k) /* this i
whi le( i<k)
i = k;
j = k;
for(i=k;i<3;i++)
ement in rest of
nequality should
matrix */
be checked with the original prosri
for(j=k;J<3;j++)
if (fabs(amax)<=fabs(array[i]J]j))
amax array[i]J]j;
ik[k] =i;
jkk] =j;
} /* if */
} /* for J */
} /* for i */
if (amax==0.O)
{
det = 0.0;
return;
}
i= ik~k];
} /* while i */
/* interchanse rows and columns to put amax in array[kJ[kJ */
if (i>k)
for(j=0;J<3;j++)
{
Nov 19 01:05 1985
save = arrayEk]J];
arrayEk][J] = array~i][J];
array~i]CJ] = -save;
) /* for j */
} /* if */
= jk~k];
/* while j */
if (j>k)
for(i=0;i<3;i++)
save = array[i][k];
array[i][k] = array[i][J];
array[i][JJ = -save;
} /* for i */
} /* if */
/* accumulate elements of inverse matrix */
for(i=O;i<3;i++)
(i!=k) arrayli]Ek] = -array[i][k]/amax;
for(i=0;i<3;i++)
for(j=Q;j<3;j++)
if((i!=k) && (j!=k))
array[i][J]
} /* if */
3 /* for J */
} /* for i */
for(j=0;j<3;j++)
= arrayiJ] j + (arrayEi][k])*(arrayEk][j]);
if (j!=k) arraylk]J ]
} /* for j */
array[k]Ek] = 1.0/amax;
det = det*amax;
/* restore ordering of
array[k][J]/amax;
matrix */
for(1=0;1<3;l++)
k = 2-1i
J = ikEk];
if (j>k)
for(i=0;i<3;i++)
save = arrayEi][k];
arrayEi]Ek] = -arrayEi][jJ;
arrayi]J]j = save;
AStrometry.c Pase
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= Jk~k];
f (i>k)
for(j=0;J<3;j++)
C
save = array[k]Jj];
array~k]j] = -array~ijJ];
array~i][J] = save;
prdsq(xyra0,dec0,ti
int x,y,ra0,dec0;
double fitparC6];
int *ra,*dec; /* ra
tparradec)
and dec are pointers!! */
/*
prdsq calculates the ra and dec of a
parameters from a linear fit.
*/
int i;
double *p,*qxieta;
given xy given the
p = fitpar;
q = &fitpar[3];
xi = p[O]+p[1]*(double)x+p[2]*(double)y;
eta = qEO+q[1]*(double)x+q[2]*(double)y;
xinrad(ra0,decOxi~etara~dec); /* ra and
} /* end */
xinrad(ra0,dec0,xietaradec)
int ra0,decO;
double xiyeta;
int *ra,*dec; /* ra and dec are pointers!!
xinrad converts reduced coordinates xi and eta
using the tangent-plane approximation.
*/
dec are pointers!!
to RA and dec
double argddec0,ddradennumisindecDcosdec0,etad;
ddec0 = micro(((double)dec0));
cosdecO = cos(ddecO);
sindecO = sin(ddecO);
etad = eta;
den = cosdec0 - micro(etad)*sindec0;
if (den == 0.0)
AStrometry.c Page 11
Nov 19 01:05 1985 AStrometry.c Pase 12
if (xi ! 0.0) *ra = ra0 + Ple6/2*xi/abs((int)xi);
else *ra = raO;
I
else
{
ars = micro(xi/den);
*ra = ra0+mesa(atan(ars));
}
ddra = micro(((double)((*ra) - ra0)));
num = ((micro(eta))*cosdec0+sindecO)*sin(ddra);
if (xi == 0.0)
if (num ! 0.0) *dec = Ple6/2*num/abs((int)num);
else *dec = 0.0;
2
e I se
ars = num/(micro(xi));
*dec = mesa(atan(arg));
2
it ((dec0>500000) && ((*dec)<0)) (*dec) += PIe6;
}
pxysq(ra0,decOraidecfitparx,y)
int ra0,decOrasdec;
double fitparE6];
int *x,*y; /* x and y are pointers!!
pxysq calculates the (xy) in centipixels of a siven (radec)
in microradians given the parameters of a linear fit.
*/
it i;
doub I e
doub I e
*p*qa
xi ;eta;
= fitpar;
= &fitparC3];
radxin(ra0,decOradec,&xi,&eta);
*x = p[O]+p[l*xi+p[2]*eta;
*y = q[0]+q[1]*xi+qC2]*eta;
}
radxin(raOdecOradecxieta)
int ra0,decOradec;
double *xi,*eta; /* xi and eta are pointers!!
Routine converts RA and dec to reduced coordinates xi and eta
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using the tansent-plane approximation.
*/
double den,ddecaddec0,ddra~sddra,cddra,cddec,cddec0,sddec~sddec0;
ddec = micro(((double)dec));
ddec0 = micro(((double)decO));
ddra = micro(((double)(ra-raO)));
sddra
cddra
cddec
sddec
cddec0
sddec0
sin(ddra);
cos(ddra);
cos(ddec);
sin(ddec);
= cos(ddec0
= sin(ddec0
den = sddec*sddecO + cddec*cddec0*cddra;
if (den == 0.0) *xi = *eta = 0;
else
*xi mega(cddec*sddra/den);
*eta = mesa((sddec*cddecO-cddec*sddec0*cddra)/den);
}
}
float rms(camera)
int camera;
/*
Routine calculates rms of fit and returns it in microradians
i nt is;
double delraidel
int sigma~r'd;
decsum;
sum = 0.0;
for(i=0;i<NUM_ofSTANDARDSperFOV;i++)
prdsq(Astdatali].xAstdata[i].yC_data[camera].
C data~camera].declination,
C_data[camera].pto_c_parameters,&r,&d);
delra = (double)(Ast -data~i].ra) - (double)mega(r
deldec = (double)(Astdata[i].dec) - (double)mega
sum += delra * delra + deldec * deldeci
risht_ascension,
(d)
sigma = (int)(sqrt(sum/((double)(2*NUMotSTANDARDSperF0V-1))));
return(siema);
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ASreturn centroid(xsy)
int *x,*y
Routine ostensi
HSSLarray[0].
then performing
*/
int highixh,yh;
bly returns
This is do
a dotyt it
the cent
ne by 1)
centroidi
roided value of
finding the His
ng operation on
the image
hest pixel
that pixel
sethiSh_pixel();
Sh/SUBARRAYSIZE;
Sh - yh*SUBARRAYSIZE;
dotyfit(&xh,&yh);
/* returns
/* returns
value in unit pixels */
values in centipixels */
if ((xh
e I se
== -1) && (yh == -1)) *x = *y = -1;
= (*x)
= (*y)
+ xh - 100*(SUBARRAYSIZE/2);
+ yh - 100*(SUBARRAYSIZE/2);
) /* ASreturncentroid */
get-high-pixel()
Routine returns High pixel from the array
resister struct Subarray_str
unsigned char hish;
int j,hiSh_J;
HSSLarray[0]
*hssl = &HSSLarray[o];
high = 0;
for(j=O;J<SUBARRAY_SIZE*SUBARRAYSIZE;j++)
C
if (hssl->array[j]>high)
high = hssl->arrayEj];
hishj = j;
return(hiSh_j);
} /* get_high_pixel */
dotyfit(xy)
int *x,*y;
Routine finds the centroid of a stellar image
image profile, adapted by John Doty.
via a parabolic
h i gh
yh =
xh =
in
and
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Routine returns centroided coordinates in centipixels.
*/
int r,c,I,tsb,xv'yv;
xv =*x;
yv =*y;
if ((xv <= 0) !!
(yv <= 0) ::
= 100 *
= 100 *
(xv >= SUBARRAYSIZE -
(yv >= SUBARRAYSIZE -
(*x)
e I se
ue(xv+1,yv)
ue(xv-1,yv)
ue(xvyv);
ue(xvyv+1)
ue(xvyv-1)
if ((r+l==2*c) I
else
: (t+b==2*c)) *x = *y = -1;
= (int)(100.0
= (int)(100.0
(float)(*x)
(float)(*y)
+ 50.0 *
+ 50.0 *
((float)(1-r)/(float)(r+1-2*c
((float)(b-t)/(float)(t+b-2*c
} /* dotyf it *
value(xy)
i nt x) y;
Routine returns value of
in its de-mapped form.
pixel (x,y) in the array HSSLarray[0]
int val;
(int)rom-mappin[(int)HSSLarray[0].array[SUBARRAYSIZE*y+x]];
n(val);
value */
1) !!
1))
va
va
va
va
va
val
retu
} /*
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/*
This module contains all subroutines involved in the execution
of daytime tasks by the ETC, when automated.
*/
#include <stdio.h>
#include (sgtty.h>
#include "constants.h"
#include "extern.h"
/*** DECLARE EXTERNAL ROUTINES ***/
extern double TImjd_time();
extern Tletriseandsettimes(;
extern UTidle-mounts(),UTtape-storage();
DAyt ime()
/*
Routine is used as entry point of overseer software, as well as
being the routine to run at dawn. It simply idles the mounts at
the meridian and then waits until dusk, when it starts again.
As the entry routine, it checks whether this is an entry (by
checkins Sunset), sets sunrise and sunset times, determines the
time of day, doing dusk routines if night and re-running this
routine (with Sunset ! 0.0) if day.
*/
DAYTIME = 0;
if (Sunset==0.0) /* then just starting system up */
if ((Overseer _status = TIset_rise _and _set _times() 2) return;
/* sets Sunrise and Sunset, returning 2 if night, 3 if day */
}
UTidle mounts();
DAYTIME = 1;
TIset-riseandsettimes();
DAwait until dark();
Overseer status = 2;
}
DAwait until dark()
printf("\n\n\nWaiting for night to fall\n\n\n\n");
fflush(stdout)i
while(Tlmjd_time()(Sunset) sleep(60);
DAYTIME = 0;
printf("Proceeding to observation software...\n\n\n");
} /* DAwaituntildark */
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/*
This module contains all
motion and encoding.
ude
ude
ude
ude
ude
subroutines which control the dome
<math.h>
<std i o .>
<sgtty.h>
"constants .h"
"exter n.h"
#define micro(p) (double)p/1000000.0
HUNDREDMS
HALFSECOND
ONE SECOND
FIVESECONDS
THIRTYDEGREES
FIFTEEN DEGREES
TWODEGREES
10000
45900
82100
358300
523599
.2618
34907
/* values
/* pauses
calibrated using half-second */
between pulses 12/14/84 */
extern UThourangle(,UTraof _ha();
extern double Tllocal sidereal time();
DOread encoder()
/*
Routine reads dome encoder value.
means the dome encoder circuitry
*/
A returned value of 2313 (0x0909)
is not work ing
unsigned char hibytelobyte;
int count;
write(Cosmac_port[0],"azimuth ; ",10);
read(Cosmac_port[0],&hibyte,1);
s leep(1);
ioctl(Cosmac-port[O],FIONREAD,&count);
if (count) read(CosmacportE0],&lobyte,1);
e I se
write(Cosmac port[0],"azimuth ; ",10);
read(Cosmacport[0],&hibyte,1);
ioctl(Cosmacport[0],FIONREAD,&count);
if (count) read(Cosmac_port[0],&lobyte
else
write(Cosmacport[0],"azimuth
read(Cosmac _pcrt[0],&hibyte,1
read(Cosmac_port[0],&lobyte,1
,1);
; ",10) ;
return((int)(hibyte<<8)+(int)lobyte);
}
#def
#def
#def
#def
#def
#def
#def
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DOazimuth()
{
Routine calculates the dome azimuth from its encoder
The dome encoder is presently incremental, so the
value need not have anything to do with reality.
va I ue.
returned
int azimuthencoder;
encoder = DOreadencoder();
if (encoder 2313) return(-1);
if (encoder == 2312) return(-1);
encoder fault symptom */
encoder fault symptom */
azimuth = 6041.5*encoder;
while (azimuth > TWOO_Ple6) azimuth -= TWO_Ple6;
while (azimuth < 0) azimuth += TWO_Ple6;
return(azimuth);
}
DOcalculateazimuth()
/* Routine calculates the azimuth of the ETC cameras */
int dec, lat;
double dhaddecidlatA~dennum;
dha = micro(Tllocalsiderealtime() - C_data[0].rightascension);
dec = 523600;
ddec = micro(dec);
lat = LATITUDE;
dlat = micro(lat);
den = cos(ddec)*cos(dha)*sin(dlat)-sin(ddec)*cos(dlat);
num = cos(ddec)*sin(dha);
if (den == 0.0)
if (num == 0.0) A =
else if (num < 0.0)
else A = 1.5707963;
else A = atan(num/den);
printf("A is %f\n">A);
if (A < 0) A += 2.0*PI;
if (dha < 0.0)
{
if (A > PI) A -= PI;
}
elIse
0.0;
A = 4.7123390;
/* compensates for negative azimuth */
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if (A < PI) A += PI;
printf("A is %f\n",A);
return((int)(A*1000000.0));
DOmove dome(directionmicroradians)
int directionmicroradians;
/*
Routine moves
angle. The
the dome in a specified
motion is made in small
direction a specified
time steps
int ifiveonehundredhalf;
char byte;
if (microradians < 0) microradians = -microradians;
printf("WilI be moving the dome ");
if (direction) printf("left"'l);
else printf("right");
printf(" %d microradians\n\n",microradians);
if (direction == 1) write(Cosmac_port[0],"l
else write(Cosmacport[0],"right ; ",8);
sleep(1);
five = microradians/FIVESECONDS;
for (i=0;i<five;i++)
{
write(Cosmac-port0," longpulse ; ",13);
read(Cosmacport[O],&byteil);
eft ; "',7);
one = (microradians - five*FIVE_SECONDS)/ONESECOND;
for (i=0;i<onesi++)
I
write(Cosmacport[0],"mediumpulse ; ",15);
read(Cosmacport[0],&byte,1);
half = (microradians - five*FIVESECONDS - one*ONESECOND)/HALFSECOND;
for (i=0;i<half;i++)
write(Cosmacport[0],"half_pulse i ",13);
read(Cosmac_port[0J&byte,1);
hundred = (microradians - five*FIVESECONDS - one*ONESECOND
- half*HALFSECOND)/HUNDREDMS;
for (i=0;i<hundred;i++)
{
write(Cosmac-portE0],"short-pulse ; ",14);
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read(Cosmacport[0],&byte,1);
}
write(Comacport[OJ,"right ; ",8);
}
DOadjustdome()
{
/*
Routine attempts to move the dome an amount corresponding to
the motion of the cameras since the last dome motion.
The routine presently sucks, since the dome encodins hardware
does not work consistently.
*/
int new azimuthdelta azimuthazimuthi;
printf("Old dome azimuth was %d\nOld camera azimuth was %d\n",Domeazimutl
Cam azimuth);
printf("The new camera azimuth is %d\n",D0calculateazimuth());
deltaazimuth = DOcalculateazimuth() - Camazimuth;
printf('"Delta is %d\n",deltaazimuth);
while (deltaazimuth > PIe6) deltaazimuth -= TWO_PLe6;
while (delta azimuth < -PIe6) deltaazimuth += TWO_PIe6;
azimuth = 00azimuth(); /* present dome azimuth */
if (ENCODERWORKED)
if (azimuth == -1)
{
ENC WORKING = 0;
printf("The dome encoder is not workine!!\n\n");
if (deltaazimuth > 0) DOmovedome(Odeltaazimuth);
else DOmovedome(1,delta _azimuth);
Domeazimuth += delta azimuth;
}
e se
C
ENC WORKING = 1;
for(i=0;i<4;i++)
{
if (deltaazimuth > 0) 00movedome(0,deltaazimuth);
else DOmove dome(1,deltaazimuth);
new azimuth = DOazimuth();
if (new-azimuth == -1)
C
ENC WORKING = 0;
printf("The dome encoder is not working!\n\n");
break;
else deltaazimuth -= new azimuth - Domeazimuth;
Domeazimuth = newazimuth;
if (!ENCWORKING) Domeazimuth += deltaazimuth;
} /* if (ENCODERWORKED) */
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else
if (azimuth == -1)
ENC WORKING = 0;
printf("The dome encoder is not workins!!\n\n");
if (delta azimuth > 0) 00move_dome(0,deltaazimuth);
else DOmovedome(1,delta-azimuth);
Domeazimuth += deltaazimuth;
}
elIse
ENC WORKING = 1;
if (deltaazimuth > 0) DOmo
else DOmovedome(1,delta az
Domeazimuth += deltaazimu
}
} /* else (ENCODER_W~ORKED) */
ve_dome(0,deltaazimuth);
imuth);
th;
Cam azimuth
pr intt("New
Cam
= DOcalculate-azimuth(;
dome azimuth is %d\nNew camera azimuth
azimuth);
is %d\n"1,Domeazimuth,
DOinitializedome()
int azimuth;
azimuth = 00azimutho;
if (azimuth == -1)
ENC_WORKING = ENCODERWORKED = 0;
Dome azimuth = DOcalculate-azimuth();
Cam azimuth = DOcalculate azimuth();
printf('Dome encoder is not working\n\n");
printf("BE AWARE THAT THE DOME MAY NOT MOVE!!\n");
}
else
ENCL-WORKING = ENCODERWORKED = 1;
Dome azimuth = azimuth;
Cam azimuth = DOcalculateazimuth();
printf("The dome encoder worked at initialization!\n");
}
DOmecheck()C
int i;
char response[];
C_data[0].
CdataC1].
pr i ntf ("RA
printf("In
right ascension = UTraof _ha(UThourangle(0))
right ascension = C data[0].right_ascension;
is %d\n",C_data[0].right_ascension);
itialize dome! "1);
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scanft("%s">response);
DOinitializedomeo;
for(i=0;i<3;i++)
printf("Adjust dome! ");
scan f("%s", response);
C_data[0].rightascension UTraof_ha(UThour angle(O));
D0adjust-dome();
}
}
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/*
This module is
for the commu
specifically
i nc I uded
n i cat i on
the RMT.
have a place to put all future routines
information to peripheral computer systems,
#inc ude
#i nc I ude
"constants.h"
"extern.h"
EXsend toRMT(raydec)
double rasdec;
int nbytes;
pr i ntf("
nbytes =
nbytes =
In EXsendtoRMT()\n");
write(RMT_port)&ra,8);
write(RMT-port;&dec,8);
/* wait for response?? */
}
EXphone_home()
{}
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This module contains only subroutines contributed by John Doty
to improve the speed of execution of the Overseer software.
Comments below are jpd's
I ude
I ude
I ude
"constants.h"
extern.h"
<math.h>
#define micro(p)
#define mesa(p)
JPDmove(
char *so
unsigned
((double)p/1000000.0)
((double)p*1000000.0)
source, dest, count )
urce, *dest;
count;
/* 2/25/85 jpd */
/* Move bytes from source to destination:
After the JPDmove, the destination area always contains an
exact copy of what the source area contained before the move.
Simple cases are done very fast. */
r es
res
r eg
r es
ster
ster
ster
ster
char *s source;
char *d = dest;
unsigned c = count;
int key = (int) d - (int) s;
if( !c ) return;
if(( key & 1 ) == 0
&& key <= -4 :! key
&& c > 4 ) C
>= c
if((int) s & 1 ) C
*d++ = *s++;
/* Degenerate
/* Compatable
/* No overlap
/* Enough for
/* Fixup odd
case */
alignment */
trouble */
one iter */
addrs */
/* Move four
register long *qs =
register long *qd =
register unsigned qc
bytes at a time */
long *) s;
lons *) d;
= c >> 2;
do {
*qd++ =*qs++;
} while( -- qc
if(( c = c & 3 ) 0 ) return; /* No residue */
s = (char *) qs;
d = (char *) qd
if( s > d )
do { /* Forward is safe */
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*d++ *s++;
} while( --c
} else C
s += c; /* Adjust for predecrement */
d += c;
do C
*--d *--s;
} while( --c
}
}
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JPDsnth( data,
short data[];
int numdata;
int n;
numdata, n)
/*
/*
/*
Data array (wil I be scrambled on return) */
lemsth of data array */
index if item to find:
1 <= n <= numdata */
Find the nth from the minimum value in an array */
Monte Carlo method intended for finding medians */
2/13/85 jpd */
For random data, this routine takes about */
2.6*numdata + O( los( numdata )) comparisons */
If the data is tightly clustered about the mean, */
there is a speedup; it may take as few as
0.5*numdata comparisons. */
There is a slight penalty if the array is completely */
or partially sorted; it is at most 25%. */
reg
res
shor
int
ster short boundary, thisdata;
ster short *lowp, *hiShp;
t v1, v2;
nIowbin;
/* Init data pointer */
v1 = data[ ixrand( numdata )];
{
register short v1r = v1;
int nc = 1 + numdata - n;
if( nc > n )
highp =
elIse
/* "Complement" of n */
lowp + nc;
highp = Iowp + n; /* Limit to test for done *
/* Scan for the first point which
doesn't match the boundary point
If we encounter enough
matching points,
the boundary is the answer */
while( *lowpt+ == vir ) C
if( lowp >= highp ) return( vir );
v2 = *--lowp;
}
boundary =( vi >> 1 ) + ( v2 >
highp = data + numdata;
thisdata = *lowp;
/* Back up to set point */
1 ); /* Beware overflows */
/* Now process the whole thing */
/* Prime the pump */
if( v2 < v1 ) {
for( ; lowp
i f (
< highp; thi
thisdata <=
*lowp =
/* Bin 2 is low
sdata = *lowp )
boundary ) { /*
*--highp;
bin */
Bin 2 */
/* Exchange */
/*
/*
/*
/*
/*
/*
/*
lowp = data;
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*hiShp = thisdata;
else ++lowp; /* Data point in right place */
nlowbin = numdata - ( lowp
if( niowbin >= n ) return(
else return( JPDsnth( data,
- data );
JPDsnth( highp,
lowp - data, n
niowbin, n
- nIowbin ));
/* Primary bin is
for( ; lowp < highp; thisdata = *1
if( thisdata > boundary )
*lowp = *--highp;
*highp = thisdata;
else ++lowp;
nlowbin = (
if( nlowbin
else return
low bin */
owp ) C
{ /* Bin 2 */
/* Exchange */
/* Don't move point */
lowp - data );
>= n ) return( JPDsnth( data, nlowbin, n
( JPDsnth( Highp, numdata - nlowbin, n - nlowbin
}
else {
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3/16/85 jpd */
Select a well spaced set o
To use this package, first
the field of view. Next, c
star in the larger set. Th
selected stars, one star p
JPDfreestars() to release
larger set. Comments below
function.
f stars from a larger set.
call JPDstarlim() to define
all JPDputstar() for each
en call JPDgetstar() to obtain
er call. Finally, call
the memory occupied by the
describe details of each
/* keep lint happy */char *malloc( ;
struct stars (
int nearest, x, y;
long id;
struct stars *link
#define NULLSTAR ((struct stars *) 0 )
struct
struct
int xm
stars *f
stars **
in, xmax,
NORM(xy)
ABS(x) (((
MIN(xy) (
irststar = NULLSTAR;
lastlink = &first-star;
ymin, ymax;
(ABS(x)+ABS(y
x)<0)?(-(x)):
((x)<(y))?(x)
(x))
(y))
/* Minkowskian norm */
JPDgetstar() returns the id of the star which is "farthest"
from all other selected stars and from the borders.
*/
long JPDgetstar()
resister
register
resister
int norm, x,
struct stars
struct stars
y, dx, dy;
*this star;
*beststar = NULLSTAR;
/* Scan to find star farthest from anything */
this _star = firststar;
norm = 0; /* best distance so far */
while( this _star ) (
if( this star->nearest > norm ) {
norm = thisstar->nearest;
beststar = thisstar;
thisstar = thisstar->Iink; /* Next */
if( NULLSTAR == beststar ) return( -1
/*
/*
stat
stat
stat
#def
#def
#def
/* tailI */
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/* readjust distances as needed */
x = best star->x;
y = best-star->y
this star = firststar;
while( this star ) C
dx = x - this _star->x;
dy = y - thisstar->y;
norm = NORM( dx, dy );
if( norm < thisstar->nearest )
this star->nearest = norm;
this-star = thisstar->link;
}
return( best_star->id );
JPDputstar() places a
"lid" is an arbitrary
identify the selected
JPDgetstar(). "x"l and
star within the field
It sets the initial d
to the nearest field
outside the field wil
and will never be sel
*/
JPDputstar( id, x, y
long id;
int x, Y;
register
register
star on the list of stars.
Ions integer which will
star to the caller of
"y " are the location of the
of view.
istance to be the distance
of view boundary. Stars
I receive negative distances
ected.
struct stars *newstar;
int dx, dy, dxl, dx2, dy1, dy2;
new star = (struct stars *) mal loc(
new star->id = id;
new star->x =x
newstar->y =y
dxl = x - xmini
dx2 = xmax - x;
dyl = y - ymini
dy2 = ymax - v;
dx = MIN( dxl, dx2 );
dy = MIN( dyl, dy2 );
new star->nearest = MIN( dx, dy )*2;
newstar->link = NULLSTAR;
*last _link = newstar;
last link &(new star->link);
sizeof(struct stars));
/*
JPDfreestars() removes all stars from the list and
releases the memory occupied by the list for other
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use.
*/
JPDfreestars()
reSister struct stars *star = first star;
while( star ) {
first star = star->link;
free( (char *) star );
star firststar;
}
lastlink = &first-star;
/*
JPDstarlim() sets the boundaries of the field of view.
*/
JPDstarlim( xlow, xhigh, ylow, yhiH
int xlow, xhigh, ylow, yhiSh
xmin = xlow;
xmax = xhishi
ymin = ylow;
ymax = yhiShi
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JPDxytoradec( x, y, f, ra, dec )
int x, Y;
struct jpdxyfit *f;
int *ra, *dec;
double v1, v2, v3;
v1 =
v2 =
v3 = f->f3
f->fx1 *
f->tx2 *
f->fx3 *
/* ccd coordinates
/* parameters */
/* output pointers
/* Vector coordinates */
f->fyf1
f->fy2
f->fy3
* Y;
* y;
* y;
*ra = mesa( atan2( v2, v1 ));
if( *ra < 0 ) *ra += 2*Ple6;
*dec = mega( atan2( v3, hypot( v1, v2 )));
JPDmkxyf
int raO,
double t
struct j
it( ra0, decO,
decO;
itpar[ 6 ];
pdxyfit *f;
fitpar, f )
double p0 = micro( fi
p1 = micro( fi
p2 = micro( ti
qO = micro( ti
q1 = micro( ti
q2 = micro( fi
double dra = micro( r
ddec micro(
double sr = sin( dra
cr = cos( dra
sd = sin( ddec
cd = cos( ddec
double crsd = cr * sd
srsd = sr * sc
+f-> f 1
f->f2
f->t3
f->fx I
t->fx2
f->fx3
f->fy1
f-> fy2
f->ty3
cr
sr
sd
sr
cr
cd
sr *
cr *
cd *
+ sr
+ cr
+ cd
* p1
* pi
* q1;
p2
p2
q2
p0
p0
qO;
tpar[0]
tpar[1]
tpar[2]
tpar[3]
tpar[4]
tpar[5]
aO ),
decO );
- crsd *
- srsd *
- crsd * q1;
- srsd * q1i
- crsd *
- srsd *
q2;
q2;
q0
q0;
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JPDradectoxy( ras
int ras dec;
struct jpdftitxy *
int *x, *y;
dec, f, x, y )
double dra = micro( ra ),
ddec = micro( dec
double vx = cos( dra ),
vy = sin( dra ),
vz = sin( ddec );
double tpcos = vx * f->xO
double vtx = vx / tpcos,
vty = vy / tpcos,
vtz = vz / tpcos;
*x = mesa (
f->
t ->
+ vy * f->y0 + vz * t->z0;
f->fx0 +
fx1 * vtx
fx2 * vty
fx3 * vtz
= mesa ( f->fy0 +
f->tyl * vtx
f->fy2 * vty
f->ty3 * vtz
JPDmktitxy( ra0, decO, fitpar, t
int ra0, decO;
double fitpar[ 6 ];
resister struct jpdfitxy *f;
double p0 =
p1 =
p 2 =
q2 =
double dra =
ddec
double er =
cr =
sd =
cd =
double crsd
srsd
t->xO
f->yf :
f->x2:
f->fx1t->tfx2 3
f->tfx3 0
f i tpar[O],
f i tpar[l1]
f i tparC2],
fitpar[3],
fitpar[4],
f i tpar[5];
micro( raO ),
= micro( decO
sin( dra ),
cos( dra )>
sin( ddec ),
cos( ddec );
= cr * sd,
= sr * sd;
cr
sr
sd;
P1
p1
p2
p0
sr - p2 * crsd;
cr - p2 * srsd;
cd;
cr * t->fxl - sr * t->tx2 - sd * t->tx3;
Nov 19 01:06 1985 JPO.c Page 10
f->fyl = R1 * sr - q2 * crsd;
f->fy2 = qi * cr - q2 * srsd;
t->ty3 = q2 * cd;
f->tyO = qO - cr * f->fyl - sr * f->fy2 - sd * f->fy3;
}
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This module
flash and
includes all tools for calculating the brightness of
stellar images. Presently unimplemented.
#include "constants.h"
#include "extern.h"
PHotometry(arrayxycamera)
unsigned char array[SUBARRAYS
int x,ycamera;
IZE*SUBARRAYSIZE];
/*
Routine calculates
of the pixels in a
and column vectors
the amount of
rray[] exceeds
previously cal
adu by which the sum of the values
the background, based on the row
culated.
register char *column;
register unsigned char *row;
int ij,hsum;
= 0.01*x
= 0.01*y
+ 0.5;
+ 0.5;
I = SUBARRAY SIZE/2;
sum = SSQUARED*(int)Cdata[camera].aduoffset;
row = &Row_threshold[NCOLUMNS*camera+x-h];
column = &Column_threshold[NROWS*camera+y-h];
for(i=0;i<SUBARRAYSIZE;i++)
{
for(j=0;J<SUBARRAYSIZE;j++)
sum += rommapping[(int)(*array++)] - *row++ - *column;
row -= SUBARRAYSIZE;
column++;
return(sum);
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This module contains all subroutines involved in the selection,
assignment and display of SAO standard stars used in the ETC.
*/
# i nc I ude
#inc I ude
# i nc
# i nc
#inc
#def
#def
#def
#def
#def
#def
#def
#det
#def
I ude
I ude
I ude
"constants .h"
"extern.h"
<stdio.h>
<sgtty.h>
<math.h>
m i cro(p)
MAX(xy)
MIN( x, y)
BORDER 5
SEARCH SIZE
S_SIZE_SQ
SPS
SSAS
PIXDIST
(p/1000000.0)
(((x)> y))? x):(y))
(((x)-((y))?x):(y))
131 /* Subarray size (add
SEARCHSIZE*SEARCHSIZE
3 /* Number of location
3 /* Sub-subarray size
number).
s checked in algorithm
(odd num.) */
/*** DECLARE EXTERNAL ROUTINES ***/
extern
extern
extern
extern
TRassisn_standard(;
ASsetposition(;
long JPDgetstars(;
JPDputstars(),JPDfreestars()iJPDstarlim();
/*** TWO INTERNAL VARIABLES ***/
int SAO_channelmaxramaxdec;
unsigned char lineuparray[SSIZESQ],freq-array[SSIZESQ];
struct pix
(
unsigned char value;
int is
int J;
} highESPS];
SAo.c ROUTINES
SAfillSAOstructure()
/* Routine runs SAget stars for al I cameras */
int i;
for(i=0;iCNUMofCAMERAS;i++) SAsetstars(i);
}
SAsetstars(camera)
int camera;
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Routine finds NUMofSTANDARDS_per_FOV stars in the FOV of camera
given that it is centered on (ra0,dec0) and based on the angle of
on the sky. To promote smoothness in the distribution, the field
in fourths, the quarter to the right of center being filled first.
The structure SAO file is filled with the pertinent data.
#came
the C'
is fi
int ijkstraddlera urra _ I1,dec urdec ll,hash[NUMofSTANDARDSperFO'
int x,yra-highralowdechishdeclownbytesoffsetcounter=O;
struct star str
int numberrasdec;.
short vmag;
} star[100];
register struct SAOentrystr *saof = &SAOfile[camera];
SAO channel = open("/usr/ETC/overseer/SAOfile",0);
printf("Filling SAO structure for camera %c\n",
lseek(SAO_channel,0,O);
letters[camera]);
ASget_coordinates(cameraNCOLUMNS*100,NROWS*100,&raur,&decur);
ASget_coordinates(camera,0,0,&rall,&dec _ I);
ra_high = MAX(ra urra_ II);
ra low = MIN(ra urra 1l);
dec-high = MAX(decurdecI I);
declow = MIN(decurdec _ I);
JPDstar lim(BORDER*100,(NCOLUMNS-BORDER)*100,BORDER*100,(NROWS-BORDER)*100
straddle = 0;
if (ra_high - ralow > PIe6) straddle = 1;
for(i=0;i<NUMofSTANDARDSperFOV;i++) saaf->SAOstarnumberEi] = 0;
while ((nbytes=read(SAOchannelstar,1400)) > 0)
for (j=0;j<nbytes/14;j++)
{
register struct star _str *sj = &starEj];
if ((sj->dec > declow) && (sj->dec < dec high))
{
if ((sj->ra < ra_high) && (sj->ra > ralow) && (!straddle))
{
ASgetposition(camerasj->rassj->dec,&x,&y);
JPDputstar(tell(SAO_channel)-nbytes+14*jxy);
counter++;
}
if (straddle)
if (((sj->ra > ra _high) && (sj->ra < TWO_Ple6)) |
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((sj->ra < ralow) && (sj->ra > 0)))
ASget-position(camera,sj->ra~sj->dec,&x,&y);
JPDputstar(tel|(SAO_channel)-nbytes+14,xy);
counter++;
}
printf("There are %d SAO stars in this field\n",counter);
for(i=0;i<NUMofSTANDARDSperFOV;i++)
{
register struct starstr *sj;
offset = JPDgetstar();
if(offset != -1)
lseek(SAO channeloffsetO);
read(SAO_channelsj,14);
saof->SAO coordinates~i].x
saof->SAO coordinates~i].y
ASqetposition(camerassj->
saof->SAO_position[i].x =
saof->SAO_position~i].y =
saof->SAO star number~i] =
saof->SAOmagnitude[i] = s
/* saaf->SAObrightness[i] =
}
}
close(SAO channel);
SAassign-standards(camera);
JPDfreestars();
}
calc_brightness(mascameraxy)
short mag;
int cameraxy;
C
Routine calculates the expected
magnitude star, based on the th
of the chip, the vignetting of
lens. Presently unimplemented.
= sj->ra;
= sj->dec;
rasj->dec,&x,&y);
x;
Y;
sj->number;
j->vmas;
(short)calcbrightness(sj->vmascameraxjy)
brightness in adu of a mag-th
roughput of the lens, the gain
the lens and the area of the
register struct Coptionstr *cdc = &C.data[camera];
area = cdc->area _of _lens/10000000 0 .0;
photons = cdc->fifteenth_mas * pow(10,15-mas);
time = Sdata.exposuretime/100.0;
inv_sain = 1.0/cdc->sain;
efficiency = cdc->peakefficiency;
I oat
I oat
I oat
I oat
I oat
Nov 19 01:06 1985 SAo.c Page
int radius;
float throughput;
printf("In calc _brightness\n")
radius = sqrt((double)(x*x) + (double)(y*y));
throughput = 1+cdc->linearterm*radius+cdc->quadraticterm*(radius*radius
return(photons*area*time/(throughput*inv_sain*efficiency));
}
SAassignstandards(camera)
int camera;
{:
Routine assigns each SAO standard selected
number used by the Trigger in the transf
*/
register struct SAOentrystr *saof = &SAOf
int isra~decxy;
for(i=0;i<NUMofSTANDARDSperFOV;i++)
{
Usedtrigger-number[64*camera+i] = 0;
if (saof->SAOstarnumber[i] ! 0)
{
ra = saof->SAO coordinates[i].x;
dec = saof->SAOcoordinates[i].y;
ASget-position(camera~ra~dec,&x,&y);
by the ETC
er of image
ileEcamera];
a reference
data.
if ((x>BORDER*100)
(y>BORDER*100)
&& (x<(NCOLUMNS-BORDER)*100) &&
(Y<NROWS*100))
TRassignstandard(camera,i,x/10 0,y/100);
UsedtriggernumberC64*camera+i] = 1;
}
}
SAlineup(camera)
int camera;
(x, y) coords to
eaa (E. Ajhar)
line up with SAO stars.
Routine is an automatic field-finding subroutine, which determines
the locations of the SAO standard stars in the field by finding
the brightest pixels in a subarray around the predicted locations
of the SAO stars (from ASrough astrometry). The location
most frequently containing the brightest pixel in the field
is supposed to be the location of the SAO standards in the
field.
/*
/*
/*
Shift
10/85
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int hi ishji _jdeltaxdelta _ y,checkjksOK-countlocation,i,kikj;
double cos _decsin-anglecosangle;
unsigned char hi = 0;
pr i ntf (
ff lush(
cosdec
cosang
sin _ang
"Attempting to autoalign camera %c\n",letters[camera]);
stdout);
= cos((micro(CdataEcamera].declination)));
le = cos((micro(C data[camera].ccdangle)));
le = sin((micro(Cdata[camera].ccd_angle)));
i = S SIZE SQ;
while (--i != -1) freq_array[i] = 0;
for(s=0;s<NUMofSTANDARDSper_FOV;s++)
register struct Positionstr *saop = &SAOfile[camera].SAOposition[s];
TRrandomarray(camera,(int)(saop->x/100.0+.5),(int)(saop->y/100.0+.S),
SEARCHSIZE, lineup-array);
for (k=0; k(SPS; ++k) high[k].value = highk].i = hish[k].j = 0;
for (ki=0; ki<SEARCHSIZE; ++ki)
{
for (kj=0; kJCSEARCHSIZE; ++kj)
{
for (i=0; i<SPS; ++i)
{
location = SEARCHSIZE*ki+kj;
if (lineuparray~location] > highiL.value)
{
OK count = 0;
for (k=0; k<SPS; ++k)
if ((abs(high[k].i-ki)
(abs(hi9h[k].j-kj)
}
if (OK count == SPS)
> PIXDIST)
> PIXDIST)) OK count++;
for (j=SPS-1; J>i; -- j) hishEj] = highEJ-1];
high[i].value = lineup-array[location];
high[i].i = ki;
high[i].j = kJ;
} /* if OKcount */
} /* if lineup */
} /* i */
} /* kJ */
2 /* ki */
ncrement _frequency-array(high)i
/* S */
for (i=O; i<SEARCHSIZE; ++i)
{
for (j=0; j<SEARCHSIZE; ++j)
location = i*SEARCH SIZE+j;
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if (freq-array[location] > hi)
= freqarray[location];
i = j;
_=J
deltax =
delta-y =
hi j
hii
- (SEARCHSIZE-1)/2;
- (SEARCHSIZE-1)/2;
C_data[camera].right ascension -= Cdata[camera].radiansperpixel*
(delta _ x*cos _angle+deltay*sinangle)/cosdec;
C dataEcamera].declination -= CdataEcamera].radiansper-pixel*
(delta y*cos_angle-deltax*sinansle);
printf("Completed field alignment!\n");
fflush(stdout);
}
increment _ frequency-array(hish)
struct pix high[SPS];
/*
Routine increments a counter of
a given location as containing
in a subarray (see SAlineup)
*/
the frequency of selection of
one of the brightest pixels
int ijk, location'xy;
for (k=O;k<SPS;k++)
= high~k].i;
= high~k].J
for (x=i-1;x<i+2;++x)
for (y=j-1;y<j+2;++y)
if (x >= 0 && x <= SEARCHSIZE-1 && y >=0 && y <= SEARCHSIZE
{
location = x*SEARCHSIZE+y;
++freq-arrayElocation];
}
}
}
}
}
SAautolineup()
/* Routine executes the automatic field-finding routine for all CCDs */
int iserror = 0;
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for(i=O;i<NUM-ofCAMERAS;i++)
SA! i neup( i );
SAassignstandards(i);
if ( do-astrometry(i) && (error == 0)) error = 1;
2
return(error);
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#include (stdic.h>
extern WWuvO)
extern ENtry();
maino
/*
This routine simply enters ENtry.c and lets it do all the work.
This routine is necessary because sifttest also wants to access ENtry.
*/
/*WWv() ;*/
ENtry();
}
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This module contains all subroutines involved in the tim
operations, including the frame timer and the day-date
")constants .h"
extern.h"
(sys/types.h>
<sys/timeb.h>
<math.h>
<stdio.h>
#define frac(p)
#define micro(p)
double sunrise(),sunset(
extern UThouranle();
ing of ETC
t i mer.
(double)p - (double)(int)p
(double)p/1 0 0 0 0 0 0 .0
),TImJd-time(),TIlocalsiderealtime();
double TImjd_time()
{
/* Routine returns present time in modified Julian days UT */
struct timeb seconds;
ftime(&seconds);
return((seconds.time + seconds.millitm/1000.0)/86400.0 + 40587.0);
double TIlocalsiderealtime()
{
/* Routine returns present local sidereal time in real radians */
double timeSmst, lmst;
time = TImid-time(;
gmst = 0.97321 + 0.01720279*((double)(int)time)
Imst = gmst + micro(EASTLONGITUDE);
while(lmst>TWO_PI) Imst -= TWO_PI;
/*printf("LMST = %f RA = %d\n", mstC_data[0].r
UThour _angle(O);
return(imst);
}
Tlget _rise _and _set _times()
+ 6.300288*(frac(time));
ight-ascension);*/
/*
Routine calculates sunrise and sunset, returnins 3 if it is daytime,
a 2 if it is night
*/
double timeday;
int response;
# i nc I ude
#inc I ude
#inc I
#inc I
#i nc I
#inc I
ude
ude
ude
ude
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time Tlmjd-time();
day = (double)(int)time;
Sunrise =sunrise() + day;
Sunset = sunset() + day;
Tiam twilight();
TIpmntwilight();
if (PMtwilight > AMtwilight) /* PMtwilight before 5
C
if ((time > AMtwilight) && (time < PMtwilight))
C
response = 3;
Sunrise += 1.0;
}
else if (time < AM_ twilight) response = 2;
else if (time > PMtwilight)
C
response = 2;
Sunrise += 1.0;
2
e I se
C
if
if
if
PM KPNO tim
/* day */
/* night */
/* night */
/* sunset after 5 PM AST */
((time > PMtwilight) && (time < AMtwilight)) response = 2; /*
(time < PMtwilight) response = 3; /*
(time > AMtwilight) /*
C
response = 3;
Sunrise += 1.0;
Sunset += 1.0;
n i Ih
day
day
}
TIam_ twilight( ;
TIpmtwilight(;
return(response);
2 /* Tlgetriseandsettimes */
solar coordinates(rasdec)
double *ra;
double *dec;
(
/* Routine returns present solar coordinates in decimal (float) radians *
double 9,1, lambdatime;
time = Tlmjd-time();
g = 5.5024 + 0.01720279*time;
I = 4.1151 + 0.01720279*time;
lambda = I + 0.03344*sin(g) + 0.000345*sin(2.0*g);
while(lambda > TWO_PI) lambda -= TWOPI;
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while(lambda < 0.0) lambda += TWO_P
*ra = atan(0.91747*tan(lambda));
while (lambda - (*ra) > TWO_PI/4.0)
while (lambda - (*ra) < -TWO_PI/4.0
*dec = asin(0.3978*sin(lambda));
}
double sunrise()
{
/* Routine returns time of sunrise
double timeradec, Imstsmst0,r ise
time = TImjd_time();
solarcoordinates(&ra,&dec);
Imst TIlocal sidereal time( ;
smstO = Imst - micro(EASTLONGITUD
risetime = 0.1587205*(ra-micro(EA
if (rise time(0.0) rise time += 1.
if (rise time>1.0) rise time -= 1.
return(rise time);
*ra += TWO_PI/2.0;
*ra -= TWO_PI/2.0;
in fractional (<1.0) days UT */
t i me;
E) - 6.300288*(frac(time));
STLONGITUDE)-acos(-tan(micro(LATITUDE)
double sunset()
C
/* Routine returns time of sunset in fractional days UT */
double timeradec, lmstsmst0,settime;
time = TImJd_time(;
solar coordinates(&ra,&dec);
imst = TIlocal sidereal timeo;
smst0 = Imst - micro(EASTLONGITUDE) - 6.28319*(frac(time));
settime = 0.1587205*(ra-micro(EASTLONGITUDE)+acos(-tan(micro(LATITUDE))
if (set _time<0.0) set _time += 1.0;
if (set time>1.0) set time -= 1.0;
return(set time);
I
TIam _twilight()
/* Routine sets AM twilight to be 1.1 hours before sunrise */
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ight = Sunrise - 1.1/24.0;
Tlpmntwi light()
/* Routine sets PM twilight to be 1.1 Hours after sunset */
PM_ twit
}
ight = Sunset + 1.1/24.0;
AMtwil
}
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TIset frame-timer(tmrunits)
int tmr units;
Sets frame timer to time indicated in argument
Units are multiples of 4 microseconds.
ioctl(Timer_portINITREQUEST,&tmrunits);
TIstart timer()
/* Routine starts frame timer */
ioctl(TimerportSTARTTIMER,0);
Tlwatch frame timer()
C
/* Routine watches frame timer until it expires
int signal;
signal = 0;
while(signal == 0) ioctl(TimerportZERODETECT,&signal);
list.
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Introduced to ETC Overseer Computer software 12/84
This module contains many software subroutines
one defineable module. The subroutines foun
functional subroutines from other module and
subroutines which have a single, user-friend
The subroutines are roughly grouped by funct
which fit in no
d here bring together
create small, concise
lier function.
ion:
Median frame acquisition
CCO image acquisition through Trigger processors
Sidereal drive control
Astrometry-related routines
Weather and peripheral 1/0 routines (presently undefined)
Data storage and management routines
Imase-measurement and calculation routines
Timing control
All subroutines in this module
Al I subroutines are in a state
were
of co
RKV
wr i tten
nstant
21.10.
by Roland Vanderspek.
update.
85
ude "constants.h"
ude "extern.h"1
ude "ccphot.h"
ude
ude
ude
ude
<std i o.>
<sStty .>
<math.h>
(time.H>
#define mega(p) (double)p*1000000.0
#define micro(p) (double)p/1000000.0
STEPS_per _SYNCH
SKY ARRAY SIZE
MAX SKY
MIN SKY
IDEAL_SKY
4.166667
35
55 /* was
20 /* was
30
75 */
40 */
/ ************************************ /
/* DECLARE EXTERNAL ROUTINES */
/ ************************************/
TRendqueries(),TRcalculate_thresholdfromoffset(),TRsndentireima
TRsndstandardsubarrays(),TRset_mediandata(),TRdsccurrent_ frame()
TRsift_againstold()TRdscoldframe(,TRsndarray(),TRassisn_standa
TRrandom_array(),TRsetsifttime(),TRiong _query();
extern TIwatch_ frametimer(),Tlsetframetimer(;
extern double Tilocalsiderealtime(,TImJd-time();
COreadoutCCDs(),COflush_CCDs),COtemperature(,COslewclutch();
COtrack _clutch(),COeastT),COeastM(),COeastC(,COsetoffset(;
COwestT(),COwestM(),COwestC(),COsynchro ansle();
unsigned char COget_offset();
/* UTility.c:
#def
#def
#def
#def
#def
extern
extern
extern
extern
extern
extern
extern
extern
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extern ASdoastrometry(),ASsetposition(,ASreturncentrcid();
extern ASroush-astrometry(),ASrecenter();
extern SAassisn-standards(;
extern PHotometry();
extern JPDsntk();
struct tm *Iocaltime(),*mtime();
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UTset medianframes() /* asks all trissers to calculate a median frame
based on the frame in 'current' memory and
return the row and column vectors */
{ /* start */
int i;
printf("\nCalculating comparison frame for all cameras\n");
fflush(stdout);
UTreadoutone_ frame();
for(i=O;i<NUMofCAMERAS;i++)
{
if (Triestatus~i] -1)
printf("Requesting of %c with offset of %d\n",lettersEi],
C_data[i].aduoffset);
TRcalculate_thresholdfromoffset(iC_data[i].aduoffset);
}
pr
ff l
ntf("\n");
ush(stdout);
for(i=O;i<NUM_ofCAMERAS;i++)
{
if (Trig_status[i] != -1)
{
TRionsquery(i);
printf("Camera %c responded\n",letters~il);
TRset mediandata(i);
}
pr intf("\n");
fflush(stdout);
} /* UTsetmedianframes() */
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UTreadout one frame()
{
/*
UTreadoutoneframe does necessary manipulations to get one
clean frame into trigger memory without it being sifted.
CCDs are read out twice to make VERY sure that the image exposure
time is precisely what it is supposed to be.
Returns -1 if any error condition persists
*/
int errorscounter;
printf("\nReading a clean frame i
fflush(stdout);
eat_ loose _bytes();
COflush_CCDs(; /*
TRset sift time( ;
UTset frame timer();
TIstarttimer( ; /*
error = 1;
counter = 0;
while ((error == 1) && (counter
nto trigger memory\n\n");
first, flush to get out the bad data */
then read out one image */
< MAXTRIES))
/* TRdsc current frame(); */
TRdsc old frame();
TRsift_againstold(;
TRend-queries(;
TIwatch frame timer(;
COreadout CCDs();
error = watch_triggers();
counter++;
}
if (counter == MAXTRIES) return(-1);
error = 1;
counter = 0;
while ((error == 1) && (counter < MAXTRIES))
TRdsccurrent frame(;
TRendquerieso;
TIwatch frame timer();
Image_exposure time.b = TImJdtime(;
COreadout CCDs();
error = watchtriggers();
if (counter == MAXTRIES) return(-1);
return(0);
2 /* UTreadout one frame */
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UTdirty-frame()
/*
UTdirty.frame
clean frame
Returns -1 if
does
into
any e
int errorcounter;
printf("\nReading a
fflush(stdout);
eat_ loosebytes();
COflushCCOs();
TRset sift time( ;
UTset frame timer(;
TIstart timer( ;
necessary manipulations to get one
trigger memory without it being sifted
rror condition persists
dirty frame into trigger memory\n\n");
/* first, flush to get out
/* then read out
the bad data */
one image
error = 1;
counter = 0;
while ((error == 1) && (counter < MAXTRIES))
TRdsc current frame(;
TRendqueries(;
TIwatch frame timer(;
COreadout CCOs();
error = watch_trigsers();
counter++;
}
if (counter == MAXTRIES) return(-1);
return(0);
} /* UTdirty-frame */
watchtrigers()
C
Routine moni
issued by
The copious
tors triggers for
each Trigger after
ioctl calls are to
expected sift-termination
each image is read into
prevent confusion due to
reports
Trigger memory.
the loss of byt
int i,k,nbytesdone_processinsreport[NUMofCAMERAS],countflasresponse
unsigned char errorrep,r1,r2;
short row;
response = done_processing = 0;
for (i=0;i<NUM_of_CAMERAS;i++)
{
if (Trig_status~i] == -1)
{
done processing++;
reportEi] = 1;
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e I se
reportli] = 0;
flas = 0;
while((doneprocessin9(NUM_ofCAMERAS) && (flag == 0))
C
for(i=0;i<NUMofCAMERAS;i++)
if(reportEi]==0)
I
iocti(Tri gport[i],FIONREAD,&count);
if (count!=0)
{
for(k=O;k<MAXTRIES;k++)
C
ioctl(Tri 9porti]JFIONREAD,1 &count);
if (count) break;
}
if (count == 0) error = 7;
else nbytes = read(Tris-portEi],&rep,1);
for(k=0;k<MAXTRIES;k++)
C
ioctl(Trie3port[i],FIONREAD,&count);
if (count) break;
}
if (count == 0) error = 7;
else nbytes = read(Trisport~i],&error,1);
for(k=0;k<MAXTRIES;k++)
C
ioctl(Tris-port[i],FIONREAD,&count);
if (count) break;
2
if (count == 0) error = 7;
else nbytes = read(Tris-port~i],&r1,1);
for(k=0;k<MAXTRIES;k++)
C
ioctl(Tris-portEi],FIONREAD,&count);
if (count) break;
}
if (count == 0) error = 7;
else nbytes = read(Tris-port~i],&r2,1);
row = 256*(short)rl + (short)r2;
if (rep 64)
C
printf("rep: %d error: %d row: %d\n"3reperrorrow);
consume-bytes(Tri_port~i]);
else
printf("%c complete", lettersEi]);
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}
ioctlI
if (error != 4) printf(", error = %d"error);
pr intf("\n")i
fflush(stdout);
if ((error == 2) | (error == 6) | (rep 64)) response = 1
doneprocessing++;
reportEi] = 1;
}
(Timer _port,ZERO_DETECT,&flae);
i f (f las == 1)
response = 1;
printf("Readout t
fflush(stdout);
pr int f("\n") ;
return(response);
} /* watchtriggers
consumebytes(port)
int port;
C
int count;
unsigned char byte;
ioctl(portFIONREAD,
ime exceeded\n");
*/
&count);
if (count!=0)
printf ("Unrecosnized bytes:
while(count!=0)
read(port
pr i nt f ("
ioct I(por
,&byte,1);
%c %d\n",bytebyte);
tFIONREAD,&count);
\n" ) ;
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/*** Mount-related utility routines ***/
UTsetup_mounts()
{
/*
Routine slews the ETC sidereal mounts to their programmed
(in DEclarations.c) starting positions.
*/
int i~ra limit;
double time;
printf("\nSettins up the tracking mounts\n");
time = TImjd_time();.
for(i=0;i<NUMCOSMACS;i++)
if (UTslew to(M data[i].start ha,i) == 1)
printf(I"Slew error on mount number %d\n",i);
else Slew time =
time + (Mdata[i].endha - Mdata[i].start_ha)/(double)(TWO_PIe6);
} /* UTsetupmounts */
UThour-an le(mount)
int mount;
C
/*
Returns hour angle of mount in microradians.
Synchro units decrease goins west.
Assumption: zero point on synchro is at or near nadir
*/
int haouthaansle;
angle = COsynchroansle(0);
printf("\t\t\t\t(Synchro reads %d)\n"lansle);
fflush(stdout);
ha = -(ansle - Mdata[mount].synchroansleofmeridian);
outha = (int)(mesa(ha)/2607.5946);
outha = -384.26*ansle + 3603630; /* from calibration of 10/21/85 */
return(outha);
} /* UThour_angle */
UTha _ fromra(ra)
int ra;
/*
Returns hour angle of any' right ascension passed.
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Units are microradians.
*/
int ha;
ha = (int)(mesa(Tl
if (ha>Ple6) ha -=
return(ha);
ocal _siderealtime()))
TWO_PIe6;
UTra of ha(ha)
int ha;
{
/*
Returns right ascension of any hour angle
Units are microradians.
*/
int rassyn_ha;
double phase;
- ra;
passed.
ra = (int)(mesa(TIlocal _sidereal _time())) - ha;
syn_ha = M_data[0].synchro-ansleofmeridian-Phase of synchroerror[0];
/* [0] should be Emount] */
phase = ((double)syn-ha)/1303.7973;
/*
ra -= Amplitudeofsynchro errorE0]*cos(phase)+Zero-point_of_synchroerro
*/
/* [0] should be [mount] */
/*ra += (int)(31482.0*sin(phase));*/
while (ra <
while (ra >
0) ra += TWOPle6;
TWO0PIe6) ra -= TWOPle6;
printf("Synchro angle converts to
ff lush(stdout);
return(ra);
ra of %d\n">ra);
UTslewto(houranglermount)
int houranglesmount;
{
/*
Generic slew routine.
hour angle, provided
allowable hour angle
Slews a
the hou
defined
given sidereal
r angle does not
in constants.h.
drive to a passed
exceed the maximum
int ha,T,M,C,stepperdiff time;
char response[];
printt("\nPREPARING TO SLEW...\n\n");
fflush(stdout);
if ((abs(hourangle))>(MAXHOURANGLE))
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C
pr intf(I"Source
return(1);
is presently not viewable\n");
ha = UThouransle(mount);
diff = hourangle - ha;
stepper = (int)(.0026075946*(double)diff*(double)STEPSperSYNCH);
time = abs((int)((float)stepper/133.2 5 ));
printf("\nThe slewine motor will move %d steps (- is east)\n",stepper);
printf("The mount will be in motion for %d seconds\n",time);
fflush(stdout);
sleep(1);
C
i
e
Os lew clutch(mount);
f (stepper>0) stepper = 100*(int)(stepper/100.0
Ise stepper = -100*(int)(-stepper/100.0 + 0.5);
+ 0.5);
if (stepper<0)
stepper = abs(stepper);
T = stepper/10000.0;
COeastT(Tmount);
M = (stepper - 10000.0*T)/1000.0;
COeastM(Mmount);
C = (stepper - 10000.0*T - 1000.0*M)/100.0;
COeastC(Cmount);
e I se
T = stepper/10000.0;
COwestT(Tmount);
M = (stepper - 10000.0*T)/1000.0;
COwestM(Mmount);
C = (stepper - 10000.0*T - 1000.0*M)/100.0;
COwestC(Cmount);
COtrack clutch(mount);
return(O);
} /* UTslewto */
UTidle mounts()
{
/*
Routine slews the sidereal
the slewing clutch.
Routine is implemented at
must be stowed safely.
*/
int i;
drives to the meridian and engages
daybreak and any other time the mounts
printf("\n\nldling tracking mounts at the meridian\n\n");
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fflush(stdout);
for(i=0;i<NUMCOSMACS;i++)
{
UTslewto(Oi);
COslewclutch(i);
I
MOUNTS LOCKED = 1;
2 /* UTidle mounts */
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/*** Astrometry-related utility routines ***/
UTdoastrometry()
/*
Calculates accurate astrometric parameters
SAO stars in each FOV with their tabulated
*/
int is
by comparing locations of
coordinates.
UTreadout one frame();
for(i=0;i<NUM of CAMERAS;i++) doastrometry(i);
Astrometrytime = TImJd-time() + Sdata.astrometry_interval;
} /* UTdoastrometry */
doastrometry(camera)
int camera;
/*
Uses rough parameters calculated in ASrough astrometry()
SAO catalog stars accurately and use these locations to
more precise astrometry parameters
to locate
ca I cu late
Routine starts by reading in a frame, then analyzes the frame
for astrometric purposes
int error;
UTfillastrometry_structure(camera);
intparameters(camera);
ror = ASdoastrometry(camera);
intparameters(camera);
/* returns 1 if rms too large */
if (error)
printf("\nError in astrometry\n");
fflush(stdout);
ASrough_astrometry(camera);
else
ASrecenter(camera);
ASrough astrometry(camera);
ASdo-astrometry(camera);
printparameters(camera);
SAassign-standards(camera);
}
return(error);
) /* doastrometry */
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printarameters(camera)
int camera;
{
int i;
for(i=0;i<6;i++) printf(("%.3f
pr intf ("\n") i
for (i=0; i<6; i++) pr intf ("%.3f
fflush(stdout);
printf("\n");
",C_data[camera].c_to_p_parametersEi]);
"),C data[camera].p_to_c_parameters[i])
UTfill _astrometry-structure(camera)
int camera;
C
Routine selects SAO standard stars to be used in the calculation
of the astrometry parameters. The structure Astrdatastr
is filled for later use.
*/
int x,y,raidecfla icounter;
register struct SAOentrystr *ses = &SAOfile~camera];
for(i=0;i<NUMofSTANDARDS-per_FOV;i++) AstdataEi].ra = Astdata~i].dec
counter = 0;
for(i=0;i<NUMofSTANDARDS-per_FOV;i++)
register struct Astr _data _str *ad = &Astdata[counter];
if (ses->SAOstarnumber[i] 0)
{
flag = 0;
ra = ad->ra = ses->SAO_ coordinates~i].x;
dec = ad->dec = ses->SAOcoordinates[i].y;
ad->expected_brishtness=ses->SAObrightness[i];
ASset-position(cameraraidec,&x,&y);
if ((x>NCOLUMNS*100) || (y>NROWS*100) |' (x<0) || (y(0))
ad->ra = ad->dec = 0;
flag = 1;
TRassi n-standard(camera,i,(int)(x/100.0),(int)(Y/1 0 0 .0));
TRsndstandardsubarrays(camerai);
ASreturn centroid(&x,&y);
if (flag == 0)
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TRassisn_standard(camerai,(
TRsnd-standardarray(camera,
showsubarray(i);
if ((x == -1 ) && (y== -1))
int)(x/100.0),(int)(y/100.0));
i);
/* it there is a problem in dotytit i
ad->ra = ad->dec = 0;
}
ad->rea I
ad->x =
ad->y =
counter++;
I
_brightness = PHotometry(HSSL-array[0].arrayxycamera);*/
x;
Y;
} /* UTtil lastrometry-structure */
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UTweathercheck()
{
return(O);
UTperipheral_ckeck()
return(O);
}
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/*** Data storage management utility routines ***/
UTinitializevariables()
int i;
for (i=0;i<MAXNUM_of_ACTIVE_FLASHES;i++)
UTclearactive_entry(i);
for (i=0;i<MAXFLASHESperNIGHT;i++)
Datastorase~i].Numberofexposures = -1;
Num stored flashes = 0;
Num of active entries = 0;
for (i=0;i<NUMof _CAMERAS;i++) Archives.good_exposurecounter~i] = 0;
} /* MUCH more to come! */
UTclear active entry(entry)
int entry;
reSister struct Per _activeentrystr *lff = &Liveflash_file[entry];
Iff->Storage-number = -1;
lff->Numberofexposures = -1;
lff->Updatetime = 0.0;
lff->Livecamera_entry[O].Cameranumber = -1;
Iff->Livecameraentry[1].Cameranumber = -1;
zero data structure()
int ijkl;
for(i=O;i<MAXFLASHESperNIGHT;i++)
for(j=O;J<MAXEXPOSURESperFLASH;j++)
for(k=0;k<=COINCIDENCE;k++)
zero_array(Datastorage[i].Single_
Datafromexposure[k].F
for(I=0; <NUMSTANDARDSperFLASH;
flash_data
lasharray
1++)
.Single_exposuredata[J
.array);
zeroarray(Datastorase~i].Single flash_data.Singleexposuredata
Datafromexposure[kl.Stand-arrayEl].array);
zeroarray(array)
unsigned char array[SUBARRAYSIZE*SUBARRAYSIZE];
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unsigned char *end = array + SSQUARED;
for (;array<end;array++) *array = 0;
}
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/*** Data storase utility routines ***/
UTstoreflashdata()
/*
Routine stores all data taken in the last observation cycle in
a disk file coded by the time of storase. The format is
modified Julian day.
*/
int chani;
char response[30];
sprintf(response,"data/EK.4f",TImJdtime());
printf("\nStorins flash data in file %s\n",response);
fflush(stdout);
chan = open(response,2);
if (chan == -1)
{
creat(response,077 7 );
chan = open(response,2 );
lseek(chan,0,2); /* EOF */
Archives.end _time _of _run = Imageexposuretime.b;
Archives.numstoredflashes = Numstoredflashes;
write(chan,&A_s tr_ Iength,4);
write(chan,&ArchivesA_str leneth);
write(chanC_dataC _strlength*NUMof _CAMERAS);
write(chanM_dataM_str_lensth*NUMCOSMACS);
write(chan,&T _dataT_str _ lenqth);
write(chan,&SdataS_strlength);
for(i=O;i<Num _storedflashes;i++)
write(chan,&Datastorase[i],D_strlensth);
OBSERVED = 0;
close(chan);
zero data structure();
) /* UTstoreflashdata */
UTtape_storage(file)
char file[];
int chantape,nbytesfdcount;
char buf[10240];
tape = open("/dev/nrmt8",1);
if (tape == -1)
{
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printf("Cannot access Cipher\n");
fflush(stdout);
return;
count =1
chan =open(file,0);
nbytes = 1;
while(nbytes 1= 0)
nbytes = read(chanbuf,10240);
write(tapebufnbytes);
close(chan);
close(tape);
}
UTsave frames()
/*
Routine allows the optional storage of full-field frames on disk.
The frame is stored in CCPHOT format, two bytes per pixel, with
the effects of the ROM mapping mapped out again.
*/
int n_ readiJkHSSLfilecount~nbytes;
unsigned char bufENCOLUMNS]
struct ccheader hd;
struct tm *ttimestri
long seconds;
short outbuftNCOLUMNS];
char response[14],filename[30];
hd.nph = NCOLUMNS;
hd.npv = NROWS;
hd.pO = hd.10 = 0;
hd.10act = hd.p0act = 0;
hd.liact = NROWS - 1;
hd.plact = NCOLUMNS - 1;
hd.nbpx = 2 - SQRTROM;
hd.texp = Sdata.exposuretime/100;
hd.tmsec = 1O*(S-data.exposuretime - 100*Hd.texp);
seconds = time(O);
ttimestr = gmtime(&seconds);
hd.idt[0] = (char)(ttimestr->tmmon)+1;
hd.idt[l] = (char)(ttime _str->tm _mday);
hd.idt[2] = (char)(ttime_str->tm_year);
hd.itm1[0] = (char)(ttime.str->tmhour);
hd.itmll = (char)(ttime_str->tm_min);
hd.itml2] = (char)(ttimestr->tm_sec);
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seconds -= 15;
ttimestr = smtime(&seconds);
hd.itm0[0] = (char)(ttime _str->tm_hour);
Hd.itm0[1] = (char)(ttimestr->tm_min);
kd.itmO[2] = (char)(ttimestr->tmsec);
for (i=0;i<NUM of CAMERAS;i++)
printf("Enter name of file for camera %c's imase: ",)letters[i]);
fflush(stdout);
scanf("%s",response);
sprintf(filename,"data/Ks",response);
creat(filename,0777);
file = open(filename,1);
C_data[i].right_ascension = UTraof_ha(UThour_ansle(O));
sprintf(hd.lcom,"ETC Camera %c, centered on (%.2fh,%.2fd)",letters[i],
Cdata[i].right_ascension/261800.0,C_data~i].declination/17453.
TRsndentire image(i,0);
HSSL = open("/dev/framebuft",0);
write(file,&hd,140);
for (j=0;j<NROWS;j++)
{
read(HSSLbufNCOLUMNS);
if (SQRTROM) write(filebufNCOLUMNS);
else
{
for (k=0;k<NCOLUMNS;k++) outbufEk] = (short)rommappinsE(int)buf~k]
write(fileoutbuf,2*NCOLUMNS);
3
close(file);
close(HSSL);
2
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/*** Image-related utility routines ***/
UTcalculate_noise(camera)
int camera;
Routine calculates total noise in a given camera from the sky
level and readout noise per pixel.
*/
double sky_noise_squared;
if (SQRTROM) return;
UTsky-brightness(camera);
sky_ noisesquared = (double)(Globalbrightness -
Cdata[camera].biaslevel)/Cdata[camera].gains
if (sky-noise squared > 0.0)
Cdata[camera].total_noise =
pow((double)C data~camera].
else Cdata[camera].total_noise
printf("\nCalculated total nois
C data[camera].tota
fflush(stdout);
}
UTaverageoneframe()
resister long sum = 0;
register int is
int chann_ readnbytesJi
unsigned char buf[NCOLUMNS];
chan = open("/dev/framebuf"0)
for (i=0;i<NROWSi++)
n read = 0;
while(n read(NCOLUMNS)
{
(float)sqrt(sky noisesquared +
readout _ noise,2.0));
= Cdata[camera].readoutnoise;
e to be %.1f electrons for %c\n"
I noiseletters[camera]);
nbytes = read(chan,&buf[n_read],NCOLUMNS-nread);
n_ read += nbytes;
}
for(j=0;j<NCOLUMNS;j++) sum += buf[j];
}
return((int)(sum/NROWS/NCOLUMNS));
}
showsubarray(which_one)
int which one;
C
int i,aed;
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aed = open("/dev/aed",1);
if (aed == -1 ) printf("Cannot access AED monitor\n");
for (i=0;i<SUBARRAYSIZE;i++)
{
Iseek(aed,512*(440+i)+50+10*which_one,0);
write(aed,&HSSLarray[0].array[SUBARRAY_SIZE*i],SUBARRAYSIZE);
}
close(aed);
UTadjustotfsets()
{
Routine adjusts
sky+bias level
values defined
bias levels in all CCDs so that the average
in the CCO lies between the maximum and minimum
at the beginning of the file.
*/
int i,sky,delta~tlag,sky level[NUM_oft_CAMERAS],rflag;
if (SQRTROM) return(0);
for(i=O;i<NUMofCAMERAS;i++) Otfset[i] = (int)COsettoffset(iO);
fla = 1;
rf lag = 0;
while (flag == 1)
flag = 0;
UTreadout one frame();
for(i=0;i<NUMofCAMERAS;i++)
UTskybrightness(
skylevel[i] = (i
if ((sky-level~i]
((sky-level[i]
i)
nt )(Global _brightness+0.5);
MAX SKY) ||
0) && (skylevel[i] < MI N_SKY)))
printf("Adjusting offset of camera %c\n',letters~i]);
rflag = flag = 1;
if (sky-level
else delta =
[i] > MAXSKY) delta = (sky levek~i]
(skylevek~i] - MAXSKY)/35;
- MINSKY)/35;
Offset~i] += delta;
if (Offset~i] < 0) Offset[i] = 0;
COset offset(iOffset~i],f);
if (skyleveli] == 0)
printf("Zeroing offset of camera %c\n",letters[i]);
flag = 1;
Offset~i] = 0;
COset offset(iOffset~i],O);
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fflush(stdout);
}
return(rf lag);
}
UTdetermine thresholds()
{
/*
Routine uses the values of total noise in each
threshold criteria defined in DEclarations.c
*/
int i ;
CCD and the
or interactively.
printf("\nDetermining thresholds for all cameras\n");
for (i=0;i<NUMofCAMERAS;i++)
C
if (!SQRTROM)
C_data i].
C_dataCi
C_datali].
Cdata i
aduoffset
].gain * (f
adudelta =
].sain * (f
(unsigned char)(Cdata[i].totalnoise
cat)Cdata~il.thresholdoffset);
(unsigned char)(Cdata[i].totalnoise
oat)Cdata[i].brighteneddelta);
e I se
{
C _data[i].aduoffset (unsigned char)C _ data[i].thresholdoffset;
C_data~i].adudelta (unsigned char)Cdata~i].brighteneddelta;
C _data[i].quiescentdifference = 0;
printf("'Threshold level of %c is %d\n",IlettersEi],C_data[ i].aduoffset)
fflush(stdout);
UTfind biasses()
{
/*
Routine calculates the
sky+bias levels in a
bias level in the CCD by comparing
T and a T+5 second exposure.
int iskym[NUMof _CAMERAS],skyn[NUMofCAMERAS],brightnesserrors
short old _sift,oldexposuremn;
if (SQRT ROM) return;
error = 1;
while (error == 1)
C
error = 0;
printf("'Attempting to determine bias level from two separate exposures\
fflush(stdout);
the
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old_sift = T data.sift _time;
old_exposure = Sdata.exposuretime;
S_data.exposuretime += 500;
m = Sdata.exposuretime;
printf("\nTaking a %d-centisecond exposure\n">m);
fflush(stdout);
UTreadout one frame();
for (i=0;i<NUM of CAMERAS;i++)
C
UTskybrishtness(i);
brightness = (int)(Globalbrightness + 0.5);
skymr[i = (int)rommappin9[brightness];
S_data.exposuretime -= 500;
n = Sdata.exposuretime;
printf("\nTaking a %d centisecond exposure\n">,n);
fflush(stdout);
UTreadout one frame();
for (i=0;iCNUMofCAMERAS;i++)
UTsky-brightness(i);
brightness = (int)(Global_brightness +
skyn~i] = (int)rommappin9[brishtness];
}
0.5);
for (i=0;i<NUM of CAMERAS;i++)
if (skym[i] < skyn[i])
error = 1;
printf("Bias level error in camera %c\n",
fflush(stdout);
C _data~i].biaslevel = (n*skymEi]
printf("Bias level of Yoc is %d\n"
fflush(stdout);
}
letters[i]);
- m*skynEi])/(float)(n-m);
,letters~i],Cdata[i].biaslevel);
T_data.sifttime = oldsift;
S_data.exposuretime = old_exposure;
}
}
UTsky-brightness(camera)
int camera;
{
/*
Routine calculates the average of the sky+bias level in a smallI
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square patch at the physical center of the CCD.
The value of Global brightness is set to the average in
The value of Skysigma is set to the standard deviation
A0U.
in CDU.
*/
int ij,csumasumcounterjsize;
unsigned char array[SKYARRAYSIZE*SKYARRAYSIZE];
short sa[SKYARRAYSIZE*SKYARRAYSIZE],sarray[SKYARRAYSIZE];
float fasumfcsumaaveragecaverage;
size = SKYARRAYSIZE;
TRrandomarray(cameraNCOLUMNS/2-25,NROWS/2,sizeyarray);
J = size*size;
csum = asum = 0;
while(--J != -1)
sa[J]
asum
csum
aaverage
caverage
rommappin9[(int)arrayEj]];
sa[J];
(int)arrayEj];
= (float)asum/size/size;
= (float)csum/size/size;
i = size*size;
fcsum = fasum = 0.0;
while(--J != -1)
C
fasum +=
fcsum +=
(aaverase-sa[J])*(aaverage-sa[J]);
(caverase-(int)array[j])*(caverase-(
)(size*size)-1.0)
..Average is %.2f
Skysisma = sqrt(fcsum/((float
printf("Sky-sisma is %.2f COU.
printf(", %.2f CDU\n",caverase
int)array[J]);
AOU",Sky-sismaaaverage);
i = size*size;
counter = 0;
asum = csum = 0;
while(--J -1)
if (fabs(saCj]-aaverage) < 4.0*Sky_sisna)
asum += sa[j];
counter++;
}
if (counter 0)
{
aaverage = (float)asum/(float)counter;
Global_brightness = aaverage;
I
e I se
Nov 19 01:07 1985 UTility.c Page 26
C
printf('Counter is zero!\n");
Globalbrightness = aaverase;
}
eat_ loosebytes()
int ijcount;
char buf[];
s I eep( 1);
for(i=0;i<NUMofCAMERAS;i++)
for (j=0;j<MAXTRI-ES;j++)
C
ioctl(Tris-portli],FIONREAD,&count);
if (count 1= 0) break;
}
while (count 0)
{
read(Tris-port[i],bufcount);
ioctl(Tris-port[i],FIONREAD,&count);
UTsetreadouttime()
C
/* Routine calculates and returns readout time in centiseconds */
return(500);
UTset frame timer()
TIsetframetimer(2500*(int)Sdata.exposuretime);
}
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This module contains all weather-related subroutines.
More subroutines will be added when the ADC is fully implemented.
# i nc I ude
#i nc I ude
<std io. h>
(sstty . h>
#include "constants.h"
#include "extern.h"
#define CLOUDCRITERION 1.5
extern UTreadoutoneframeoUTskybrightness();;
WEclouds()
/*
Routine uses standard deviation of an
whether any stars are visible.
*/
int i;
float sismaaverase = 0.0;
image subarray to determine
UTreadout one frame(;
for(i=0;iCNUMofCAMERAS;i++)
UTskybrightness(i);
sisma-averase += Skysigma;
sisma_average = sigma7average/NUM__of CAMERAS;
printf("Average sky sigma = %.2f\n">sima-avera9e);
if (sigma average < CLOUDCRITERION) return (1);
else return(0);
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/*
This module allows for the automatic setting of the day, date and
time via the Heathkit GC-1000 'Most Accurate Clock'.
Routine was originally written by George Mitsuoka, and was modified
by Ed Ajhar to take the delay in setting the date into account.
*/
#include <stdio.h>
#include <sys/ioctl.h>
#define WWV "'/dev/wwv"
#define RW 2
#define ADJUSTMENT 3 /* Number of seconds to add to time. */
struct time str
char ten hours, hours;
char colon 1;
char ten minutes, minutes;
char colon 2;
char ten seconds, seconds, period, tenthsseconds;
char space _1;
char A_or_P_orspace, M-or-space;
char space 2, space_3;
char ten months, months;
char slash 1;
char tendays, days;
char slash_2;
char ten years, years;
char terminator;
char null;
} wwv time;
char datearg[20];
adjusttime (;
WWv() /* sync the computer time to wwv */
{
int wwv receiver, status;
if ((wwv receiver = open(WWVRW)) == -1)
{
fprintf(stderr,"stwwv: can't open %s\n",WWV);
exit(1);
if (ioctl(wwvreceiver, EXTRESET)) /* tell receiver to send time */
I
fprintf(stderr,"stwwv: bad ioctl\n");
exit(1);
sleep(2); /* wait for wwv - receiver to send time */
if (read(wwvreceiver,(char *) &wwvtimesizeof(struct timestr)) == -1)
{
fprintf(stderr,"lstwwv: read error\n");
exit(1);
Nov 17 01:07 1785 WWv.c Page 2
adjust-time ();
spr i ntf (date 7ars,"%c%c%c%c%c%c%c%c.%c%c",wwv -time.ten -months,wwv-time.moi
wwv _time.ten _ dayswwv time.dayswwvtime.ten_hours~wwv-time.hours
wwvtime.tenminuteswwvtime.minuteswwvtime.tensecondswwvtir
if (fork() == 0)
printf("%s\n",(char *
execl("I/bin/date","1/b
fprintf(stderr,"wwv:
exit(1);
else
) &wwv_t
in/date"
exec of
ime);
,datears
/b in/date
,0); /* set the correct time */
failed\n");
wait(&status);
close(WWV);
}
adjusttime ()
C
/* Routine adjusts time for the delay incurred during setting date */
int month,
char *m[2],
day, hour,
*d[2], *h[2],
minute, second;
*mi[2], *s[2];
wwv_ t
wwv_t
wwv_ t
wwvt
wwvt
(m,
(d,
(h,
(mi
(s,
ato
ato
ato
ato
ato
ime
ime
ime
ime
ime
ten _months,
tendays,
ten_hours,
tenminutes,
tenseconds,
wwv_t
wwv _t
wwv _t
wwv_t
wwvt
months);
days);
hours);
m i nutes)
seconds)
second += ADJUSTMENT;
if (second > 59)
{
second -= 60;
++minute;
if (minute > 59)
minute -= 60;
++hour;
if (hour > 23)
spr
spr
spr
spr
spr
ntf
ntf
ntf
ntf
ntf
month
day
hour
m i nute
second
"%cc"
"%cc"
"%cc"
"%cc"
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hour -= 24;
++day;
if (day>28 && month==2)
day -= 28;
++month;
if (month > 12)
else if (day>30 &&
(month == 4
day -= 30;
++month;
if (month >
month -= 12;
|| month == 6 month == 9 month
12) month -= 12;
else if (day > 31)
day -= 31;
++month;
if (month > 12) month -= 12;
sprintf (&wwv _time.tenmonths, "%d", (int) month/10);
sprintf (&wwvtime.months, "%d", (int) month%10);
sprintf (&wwv _time.tendays, "%d"), (int) day/10);
sprintf (&wwvtime.days, "%d", (int) day%10);
sprintf (&wwvtime.ten_hours, "%d", (int) hour/10);
sprintf (&wwvtime.hours, "%d", (int) hour%10);
spr i ntf
spr i ntf
(&wwv _time.ten minutes, "d", (int) minute/10);
(&wwu-time.minutes, "%d", (int) minute%10);
sprintf (&wwvtime.tenseconds, "%d" (int) second/10);
sprintf (&wwvtime.seconds, "%d", (int) second%10);
return;
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This module contains all
the COsmac(s).
routines involved with communications with
#inc I ude
#inc I ude
#i nc I ude
# i nc I ude
#def
#def
#de f
#def
#def
#def
#de f
#de f
<stdio.h>
<sgtty . h>
"constants
" extern.h"
TRUE
FALSE
NOPAR
MARK
SPACE
000
EVEN
SIZ
1
0
0
1
2
3
4
100
#define ESC ((char)OxlB)
COdownload(cosmacfileselector)
int cosmacfile selector;
Rout i ne
Returns
down
0 if
1 if
loads a COSMAC routine defined by 'file _selector'
operating system is proper ly downloaded
not
Routine is a modification (and extreme reduction) of Steve Rosenthal's
'call _cos' used for Cosmac 1/0
*/
char in_char[1],byte; /*
int c read; /*
int inputfileportchildjidchil
char child buf[SIZ];
input character
input character
d countcounts
*/
counter */
ign nbytesflas;
/* comment processing */
int incomment=FALSE;
static char commnstart[]
static char commend[] =
/* currently trashing a comment?? *
/* comment start del imiter */
/* comment end del imiter */
= " (
char *comm_ptr;
char *finger;
/* Used in
/* input file */
comment processing from
port = Cosmac_port[cosmac];
if (fileselector != 0) COexit_hostcom(port); /* take it out of hostcom *
pr i ntf ("Download i ng ' ;
fflush(stdout);
if (file-selector == 0)
.h"
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C
inputfile = open("Q_opsys" ,0);
printf("operating system\n\n");
else if (fileselector==1)
{
inputfile = open("Sequel",0);
printf("sequel routine\n\n");
}
else if (file selector==2)
{
input_file = open('Setup",0);
printf("lsetup file\n\n");
}
fflush(stdout);
if (input file == -1)
printf("Error opening input file(%d)\n\n",file_selector);
return(-1);
comm_ptr = commstart; /* set up for comment
in-comment = FALSE;
/* spawn child process for reading download echoes */
child id = fork(;
if (child id == 0)
C /* in child */
printf("In child!");
while(1)
childcount = read(portschildbufSIZ);
write(Ichild_bufchildcount);
} /* end of child */
sleep(10);
while (TRUE)
C
c read = read(input file, in_char, 1); /* 1
it (c read == 0) /* EOF */
C
printf("Closing input file\n");
close(input file);
sleep(3);
kill(child id,9);
sign = 0;
swallow echoes(port);
wr ite(port,"\n\r\n\r",4);
sleep(1);
ioctl(portFIONREAD,&count);
processing */
char at a time */
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flag = 0;
while(flag == 0)
{
sleep(1);
ioctl(portFIONREAD,&count);
while(count!=0)
read(port,&byte,1);
if (byte == '$1) flag = 1;
ioctl(portFIONREAD,&count);
}
/* Try to put it into hostcom */
nbytes = write(port,"Hostcom
sleep(1);
ioctl(port,FIONREAD,&count);
while(count!=0) *
nbytes = read(port,&byte,1)
if (byte == "?') /*
{
sign = 1;
printf("Error in download
}
ioctl (port,FIONREAD,&count)
}
\n\r",10);
eat up echoed hostcom (if there is one)
then operating system is not loaded */
swallowechoes(port);
if ((file selector == 2) && (sign == 0)) COsinit(cosmac);
return(sign);
}
else
{
if (in comment) /* looking for comment end */
{
if (*in_char == *commptr)
{ /* matches end string so far. */
commptr++;
if (*comm-ptr == '\0') /* found end of comment */
C
in-comment = FALSE;
commptr = commstart;
}
}
else /* no match. Try again from start of commend */
{
comm_ptr = commend;
}
}
else
if (*inchar == *commptr) /* looking for comment start */
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commptr++;
if (*commptr == '\01)
{
in-comment = TRUE;
comm-ptr = commend;
}
/* found a comment! */
else /* write out chars weve been looking at */
{
finger = commstarti
while (finger ! comm_ptr)
write(portfineer,1);
finger++;
wr i te ( por
comm_ptr
}
}
} /* end */
COreadoutCCDs()
{
/* Routine reads
t,in _char,1);
= commstart;
out all CCDs */
int i;
for(i=0;iCNUMCOSMACS;i++)
{
if (Cos status[i]!=-1)
write(Cosmac-port[i],"segso ; ",8);
}
COhousekeeping(cosmac)
int cosmac;
{
/* Routine collects all housekeeping data from the COSMACs */
if (Cos status[cosmac]!=1)
COtemperature(cosmacHousekeepins[cosmac].temp);
current(cosmacHousekeeping[cosmac].current);
tsettinS(cosmacHousekeeping[cosmac].tsettins);
c settin(cosmac,&HousekeepinEcosmac].csetting);
}
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COflush CCDs()
/* Routine flushes all CCDs. Routine returns only after flush is complete
int i~nbytes;
char byte;
for(i=0;i<NUMCOSMACS;i++)
write(Cosmac_portij"so so so so so go 1 Kemit ; ">28);
for(i=0;i<NUMCOSMACS;i++)
nbytes = read(Cosmac_portEi],&byte>1);
return(1);
COtemperature(cosmactemp)
int cosmac;
unsigned char temp[4];
{
/* Routine col lects CCD temperatures from all cameras */
int is
write(Cosmac_port[cosmac],"'stemps ; "9);
for(i=0;i<4;i++) read(Cosmac-part~cosmac]>&temp[i],1);
printf("%d %d %d %d\n"stempE0]tempE1]>temp[2]temp[3]);
current(cosmac current)
int cosmac;
unsigned char current[4];
/* Routine collects the heater currents from al I cameras */
int portsi;
printf("In current(%d)\n",cosmac);
port = Cosmac_port[cosmac];
write(part,"scurrents ; "12);
for(i=O;i<4;i++) read(port,&current[i],1);
}
t_settins(cosmacit_setting)
int cosmac;
unsigned char tsettinE[4];
/* Routine collects the temperature (thermostat) settings from all camera
int portsi;
printf("In tsetting(%d)\n">cosmac);
port = Cosmac_port[cosmac];
write(port,"st-settings ; ">14);
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for(i=0;i<4;i++) read(port,&tsettingEi],1);
c _setting(cosmac~c_setting)
int cosmac;
unsigned char *csetting;
{
/* Routine col lects the current (thermostat) settings from all cameras */
int portinbytes;
printf("In csetting(%d)\n",cosmac);
port = Cosmac_port[cosmac];
write(port,"sc tc _settin ",13);
nbytes = read(port~c-settinesi);
COrouse cosmac(cosmac)
int cosmac;
attempts to determine the
nses to various queries.
returns 0 if the COSMAC i
1 if the COSMAC o
2 if something
3 if the COSMAC i
state of a COSMAC from its
s "dead" (no response)
perating system is loaded
s alive but unloaded.
int portnbytescountresponse;
char byte;
port = Cosmac_port[cosmac];
printf("In COrouse_cosmac\n");
swallowechoes(port);
nbytes = write(port,"\n\r\n\rquit
sleep(3);
ioctl(portFIONREAD,&count);
printf("locti count is %d\n",count);
if (count ==
response =
0) /* then the system
0;
is either dead or VERY confused */
else
I
response = 2;
while(count!=O)
C
nbytes = read(port,&byte,1);
pr intf ("%c",byte) ;
Rout i ne
respo
Rout i ne
"
"
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if ((byte == i$J) && (response 3)) response = 1;
if (byte '?') response = 3;
ioctl(portFIONREAD,&count);
if ((count == 0) && (response == 1))
{
sleep(3);
iactl(portFIONREAO,&count);
} /* while
} /* else if
*/
count */
printf('After all that, response is %d\n",response);
if (response == 2) swall
return(response);
}
COcheck full load(cosmac)
int cosmac;
Routine is similar
determine whether
been downloaded.
Routine returns 0 i
"iL 1 i
2 i
3 i
*/
owechoes(port);
to COrouse_cosmac, but is attempting to
the Sequel routine and Setup file have
the COSMAC
Sequel and
something
the Sequel
i s "dead"
Setup fil
and Setup
(no response)
es are loaded
files are unloaded.
int portnbytescountresponse;
char byte;
port = Cosmac-port[cosmac];
printf("In COcheckfullload\n");
swallowechoes(port);
nbytes = write(port,"\n\rcheckload\n\r",13);
sleep(3);
ioctl(portFIONREAD,&count);
printf("loctl count is %d\n",count);
if (count == 0) /* then the system
response = 0;
else
is either dead or VERY confused */
response = 2;
while(count!=0)
nbytes = read(port,&bytel);
printf("%c"),byte);
if ((byte == J$)) && (response 3)) response = 1;
if (byte == '?') response = 3;
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iocti(portFIONREAD,&count);
if ((count == 0) && (response == 1))
{
s I eep(3);
ioctl(partiFIONREAD,&count);
} /* while */
2 /* else if count */
printf("After all that, response is %d\n">response);
return(response);
}
COenterHostcom(port)
int port;
C
/* Routine puts the COSMAC into hostcom */
wr ite(por t ,"\n\r \n\r qu it ; \n\r", 13) ;
swallowechoes(port);
write(port,"Ihostcom\n\r",9)
swallowechoes(port);
}
COexit_hostcom(port)
int part;
/* Routine takes the COSMAC out of hostcom */
wr ite (por t ,"\n\r \n\r qui t ;\n\r", 13) ;
swal lowechoes(port);
}
swallow _echoes(port)
int part;
/* Routine is used to read in any responses from the COSMAC */
int count~nbytes;
char byte;
sI eep(2);
ioctl (portFIONREAD,&count);
while(count!=0)
nbytes = read(port,&byte>l);
ioctl(portFIONREAD,&count);
}
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COslew clutch(mount)
int mount;
(
/* Routine engages ETC slewing clutch */
printf("\nEnsasins slewins clutch\n\n") i
if(Cos _status[mount] != -1) write(Cosmac-port~mount],"lsIewon ")9);
TRACKING = 0;
}
COtrack clutch(mount)
int mount;
/* Routine engages ETC tracking clutch */
printf("\nEngagin tracking clutch\n\n");
if(Cos _statusEmount] -1) write(Cosmac-port[mount],"trackon ; ",10);
TRACKING = 1;
MOUNTSLOCKED = 0;
}
COsynchroansle(mount)
int mount;
{
/*
Returns synchro angle of mount, in synchro units
*/
unsigned char blb2;
short ha;
int count;
if(Cos status~mount] != -1)
{
write(Cosmacport[mount], "habyte ; ")9);
read(Cosmac_port~mount]>&b1,2);
sleep(1);
iocti(Cosmac-port[mount],FIONREAD,&count);
if (count) read(Cosmac_port~mount]>&b2,2);
else
C
write(Cosmac_port[mount],"habyte ; "Y9);
read(Cosmac port~mount]>&b1,2);
read(Cosmac_port~mount]>&b2,2);
}
ha (int)(b1<(8) + (int)b2;
}
else ha = -1;
if (ha == 25441)
{
printf("Synchro is wedsedi\n");
return(-1);
}
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return((int)ha);
} /* COsynchroansle */
COeastT(numbermount)
int numbermount;
/* Routine slews tracking mount 10000 steps east */
int inbytes;
char sign;
if (Cos status[mount] ! -1)
I
for (i=0;i<number;i++)
{
write(Cosmac_port[mount],"eastT ; ",8);
nbytes = read(Cosmac_port[mount],&signl);
}
}
}
COeastM(numbermount)
int numbermount;
{
/* Routine slews tracking mount 1000 steps east */
int iynbytes;
char sign;
if (Cosstatus~mount] != -1)
C
for (i=0;i<number;i++)
write(Cosmacport[mount],")eastM ; "-,8);
nbytes = read(Cosmacport[mount],&sign,1);
}
}
}
COeastC(numbermount)
int numbermount;
/* Routine slews tracking mount 100 steps east */
int inbytes;
char sign;
if (Cos status[mount] ! -1)
for (i=0;i<number;i++)
write(Cosmac_port[mount],"eastC ; ",8);
nbytes = read(Cosmacport[mount],&sign,1);
}
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}
COwestT(numbermount)
int numbermount;
/* Routine slews tracking mount 10000 steps west */
int inbytes;
char sign;
if (Cos status[mount] != -1)
for (i=o;i<number;i++)
{
write(Cosmacport[mount],"westT ; ",8);
nbytes = read(Cosmac_part~mount],&signl);
}
}
COwestM(numbermount)
int numbermount;
/* Routine slews tracking mount 1000 steps west */
int inbytes;
char sign;
if (Cos status[mount] != -1)
for (i=0;i<number;i++)
{
write(Cosmacport~mount],'westM ; ",8);
nbytes = read(Cosmacport[mount],&sign,1l);
}
}
}
COwestC(numbermount)
int numbermount;
/* Routine slews tracking mount 100 steps west */
int inbytes;
char sign;
if (Cos status[mount] -1)
for (i=0;i<number;i++)
write(Cosmac-port[mount,"westC ; ",8);
nbytes = read(CosmacportEmount],&sign,1);
}
}
COsinit(cosmac)
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int cosmac;
/* Routine initializes COSMAC state via COSMAC command 'cosinitall' */
int nbytes;
nbytes = write(Cosmac_port[cosmac],"cosinitalI ; ",13);
}
COset offset(cameraoffsetcosmac)
int camera,offseticasmac;
/* Routine al lows the setting of any offset of any camera to any level */
int part = Cosmacport~cosmac];
char strinsE5];
sprintf(string,"%d ",offset);
write(portstrinsstrlen(strins));
write(port, "offs",4);
sprintf(strinq,"%d",camera+2); /* KLUGE FOR CAMERAS B & C */
write(portstrins,1);
write(port," ; \r",4);
nsisned char COset _offset(cameracosm
nt cameracosmac;
/* Routine returns offset DAC value
unsigned char offset;
int port = CosmacportEcosmac];
char strins[5];
write(port,"poff",4);
sprintf(strins,"%d",camera+2);
write(portstringstr ien(strins));
write(part," ; \r",4);
read(port,&offsetil);
return(offset);
of any camera */
/* KLUGE FOR CAMERAS B & C */
COsend break(cosmac)
int cosmac;
/*
Routine attempts to send the COSMAC a software reset, via two
ioctl commands developed by John Doty
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int portflag;
unsigned char byte;
part = Cosmac-port~cosmac];
printf("Before system\n");
system("cosbrk")i
printf("After system\n");
/*flag = ioctl(portTIOCSBRKNULL);
printf("First flag was %d\n">flag);
flag = ioctl(port,TIOCCBRKNULL);
printf ("Second flag was %d\n", t aq);*/
ex i t (1);
wr ite (por t;,"\n\r">)2) ;
swal low echoes(port);
byte = 27;
write(port,&bytei1);
wr ite(por t,"\n\r",;2) ;
swallowechoes(port);
}
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This module
the Trigge
Details of
contains all
r processors
the Trigger
subroutines involved in communication with
including downloading and parameter setting.
software can be found in the Trigger documentatit
ude
ude
ude
ude
ude
(sstty. h>
<std i o >
<ctypeIh>
")constants
" extern.h"
#define MAXERR 10
struct sgttyb port-settings;
int HSSL_port;
. h"
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char TRnull_query(trisger)
int trigger;
/*
Routine queries Trigger for nullI response (to check if Tri99er is alive
int nbytes;
char byte;
write-trisser(triger,1);
s leep( 1);
ioctl(Tris-port[tr
if (nbytes 0)
{
nbytes = read(Tr
return(byte);
e I se
return(-1);
}
TRlongquery(trigger)
int trigger;
/* I'm not sure what this
igser],FIONREAD,&nbytes);
is-portEtr iser],&byte,1);
routine does! */
char byte;
wr ite-tr iseer(trigs er,1);
read(Tris-port[trieser],&byte,1);
return;
}
char TRversion(trieger)
int trigger;
{
/* Routine queries Trigger for version number */
int nbytes;
char byte;
wri te trisger(tri s er,2);
nbytes = read(Tris-port[triseer],&byte,1);
return(byte);
}
TRETRM(trisser)
int trigger;
C
/* Routine returns Tri9eer to ETRM (not used) */
Page 2
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writetriseer(trigs er,3);
TRendqueries()
C
/*
Routine sends all Trigsers an 'end-queries' command, preparins
them to receive data from the CCDs.
*/
int i;
for(i=0;i<NUMof _CAMERAS;i++)
writetrisser(i,4).;
}
}
TRtest _modeon(trieger)
int trisger;
C
/* Routine sends TriSgers into test made (not used) */
write-trigser(trigger,9);
}
TRtestmode _off(trisser)
int trigger;
/* Routine takes Triggers out of test mode (not used) */
writetr isser(trisger,10);
TRsiftasainstold()
/* Routine commands Trissers to sift asainst old frame */
int i ;
for(i=0;i<NUMof _CAMERAS;i++)
wri tetr iseer(i,11);
}
TRdsccurrentframe()
C
/* Routine commands Triseers to discard current frame */
int i;
for(i=0;iCNUMof _CAMERAS;i++)
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writetrisger(i,12);
}
TRdsc old frame()
/* Routine commands Triggers to discard old frame */
int i;
for(i=0;i<NUMof _CAMERAS;it+)
writetrisser(i,13);
}
}
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TRset _sifttime()
{
/* Routine sets sift timer in Triggers to be Tdata.sifttime */
int i ;
for(i=0;i<NUM of CAMERAS;i++)
wr itetr iger(i,5);
write(Trisport[i],&Tdata.sifttime,2);
}
}
TRset _cosmic sensitivity()
/* Routine sets Trigger cosmic-ray sensitivity to T-data.cosmic-sensitivi-
int i ;
for(i=0;i<NUM_of_CAMERASii++)
wr ite _ trigger(i,6);
writetrisser(i,T-data.cosmicsensitivity);
}
TRset_brighteneddelta()
{
/* Routine sends value of brishteneddelta to Trisers */
int i;
for(i=0;i<NUM ofCAMERAS;i++)
writetrigger(i,8);
writetrisg er(iC-data~i].adudelta);
}
}
TRset _ flashsubarray-size()
{
/* Routine sends value of subarray size to Triggers */
int i;
for(i=0;i<NUMof _CAMERAS;i++)
{
write _tris er(i,18);
write _trigger(i,(unsigned char)SUBARRAYSIZE);
writetrigger(i,(unsiened char)SUBARRAYSIZE);
}
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TRset__standard-_subarraysize()
/* Routine sends value of subarray size around standard stars to Triggers
int i;
for(i=0;i<NUM of CAMERAS;i++)
wr itetrisser(i,19);
write_ trigger(i,(unsisned
writetrisser(i,(unsisned
}
char)SUBARRAYSIZE);
char)SUBARRAYSIZE);
TRassisn-standard(trisernumberxy)
int triseernumberxy;
/* Routine assigns a reference number to a specific location on a CCD */
te _ tr iser(trigger,20);
tetriseer(trisser,(unsisned
te_2_bytes(trieser,(unsigned
te_2_bytes(trisger,(unsisned
char)
short)
short)
number);
x)
TRcalculate _thresholdfromoffset(tri9seroffset)
int trigger;
unsigned char offset;
/*
Routine commands a Trigger to calculate a threshold frame from
the current frame and the value of threshold offset
unsigned char byte;
write trigser(tri9gger
write-triseer(triSg er
}
,7);
,offset);
wr
wr
wr
wr
}
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TRsnd _entireimage(triegerframenumber)
int trigger;
unsigned char framenumber;
{
/* Routine requests Trigger to send an entire image to framebuf */
int chan;
HSSL_port = open("/dev/hssl",O);
printf("\nSending ent
write _tr iseer(trigger
write trigger(trigger
readframefromHSSL(
}
ire image to GC-HSSL\n");
,14);
,framenumber);
read_ framefromHSSL() /* puts data into framebuf */
R
/* Routine reads image data from the HSSL */
resister
unsigned
int inbytesnread;
char buf[NCOLUMNS];
for(i=0;i<NROWS;i++)
n read =
while (n
0;
read NCOLUMNS)
nbytes = read(HSSL_port,&buf[n_read],NCOLUMNS-n_read);
n read += nbytes;
} /* while */
} /* for i */
close(HSSL_port);
} /* end */
TRsnd row vector(trisger)
int trigger;
{
Routine requests Trigger to send the row vector used in the threshold f
The definition of row vector is the Overseer definition; i.e., the res
of the median filtering of columns. The Overseer row vector, being t
first to be filtered, is made up of unsigned characters; the Oversee
column vector is char.
HSSL_port = open("/dev/hssl",0);
write _ trigger(trigger)15);
read row fromHSSL(triseer);
TRsndcolumn vector(trieger)
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int trigger;
/*
Routine requests T
threshold frame.
definition; i.e
The Overseer col
made up of unsig
*/
rigger to send
The definiti
., the result
umn
ned
vector, be
characters
the column vector
on of column vector
of the median filte
ing the first to be
; the Overseer row
used in the
is the Overseer
ring of rows.
filtered, is
vector is char.
HSSL-port = open("/dev/hssi",0);
write triger(trigger,16);
readcolumnfromHSSL(trigger);
}
TReetmediandata(trieger)
int trigger;
/* Routine requests Trigger to send row and column vectors */
TRsnd_ column _ vector(trigger);
TRsnd-rowvector(triger);
}
readcolumnfromHSSL(trigger)
int trigger;
/* Routine reads transmitted column vector from HSSL */
resister int nbytesn_read;
n read = 0;
while(n read(NROWS)
nbytes =
read(HSSL-port,&Column_threshold[trieger*NROWS+n
nread += nbytes;
3
close(HSSL-port);
}
read_ row_fromHSSL(triger)
int trigger;
/* Routine reads transmitted row vector
_read,NROWS-nread);
from HSSL
resister int nbytesnread;
n read = 0;
while(n read(NCOLUMNS)
nbytes =
read(HSSL-port,&Row_threshold[triseer*NCOLUMNS+nread],NCOLUMNS-nrea
n_ read += nbytes;
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close(HSSL.port);
TRsnd_ flash_subarrays(triseer~flashnumber)
int trigger;
unsigned char flash_number;
{
/* Routine requests Trigger to send subarrays from flash #flash_number */
unsigned char bit_pattern;
HSSL_port = open("/dev/hss">0) ;
bitpattern = 128 + flash_number;
write_tr iSeer(triS9erbitpattern);
readsubarraysfromHSSL(3);
}
TRsndstandardsubarrays(trissersstandardnumber)
int trigger;
unsigned char standardnumber;
/* Routine asks Trigger to send subarrays from standard #standardnumber
unsigned char bit_pattern;
HSSL_port = open("/dev/hssI'0f);
bitpattern = 192 + standard _ number;
write _ trigser(trigser bit_pattern);
readsubarraysjfromHSSL(3);
3
TRsndarray(trisserywhere_x,where_ywidth,heisht)
int trigger;
unsigned short where_xi
unsigned short where_y;
unsigned char width;
unsigned char Height;
{
/* Routine requests the transfer of an image array of random size */
HSSL_port = open("/dev/hssi">0);
writetrigger(trisger:17);
write 2_bytes(trisger,wherex);
write_2_bytes(trisser~wherey);
write _trigger(trisgerwidth);
write tr igser(trisserheight);
readsubarraysfromHSSL(3);
2
readsubarraysfromHSSL(howmany)
int howmany;
{
/* Generic subarray-readins routine */
register int isnbytes~nreadj;
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for(i=0;i<howmany; i++)
n read = 0;
while (nread SUBARRAYSIZE*SUBARRAYSIZE)
{
nbytes = read(HSSL_port,&HSSLarray[i].array[n-read],
SUBARRAYSIZE*SUBARRAYSIZE - nread);
n_ read += nbytes;
} /* while */
} /* for i */
close(HSSL_port);
} /* end */
TRrandomarray(tri99erwhere-x,where_y~sizearray)
int triSeerwhere_xwherey,size;
unsisned char array[];
I
/* Routine requests the transfer of a square image subarray of random sizi
resister int nread~nbytes;
int count;
HSSL_port = open("/dev/hssl",0);
writetrieger(trisser,17);
write_2_bytes(tri99er,(unsisned short)where_ x);
write_2-bytes(trisser,(unsisned short)where-y);
writetrieger(trigger,(unsigned char)size);
write-trisser(trisser,(unsigned char)size);
n read = 0;
while (n read ! size*size)
nbytes = read(HSSL-port,&array[n read],size*size - n read);
n_ read += nbytes;
close(HSSL-port);
} /* TRrandom array */
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write trisser(triseersbyte)
int trigger;
unsigned char byte;
/* Generic write-to-trisger
int nbytes;
nbytes = write(Trig-port[tr
}
routine */
write_2_bytes(trisgerstwobytes)
int trigser;
unsigned short two_bytes;
(
/* Generic write-to-triSeer routine, at two bytes per write */
int nbytes;
nbytes = write(Tris_port[trisser],&twobytes,2);
}
igger]>&byte,1);
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/*
The following subroutines were appropriated from omni _comm.c, written
by Steve Rosenthal for use with the Trigger processors.
*/
TRicad-tr iser(triser)
int trigger;
/* Routine downloads trigger software */
int tchanserrors
tchan = open("../tri.sser/trisser.bin">0);
Iseek(tchanO,0);
error = writefromfile(Trig-port[trieger],tchanOx800);
if (error != 0) Tris_status~trigger] = -1;
else Trig status[triser] = 1;
close(tchan);
return(error);
}
TRgotrisger(triser)
int trigger;
{
/* Routine executes trigger software */
int error;
error = 0;
if (Trigstatus~triser] -1)
error = go(Trig-port[triser],0x800);
if (error == 1) error = so(Tris-port[trigger]>0x800 );
if (error == 1) Trigstatus[triSger] = -1;
}
go(portaddr)
int port.addri
C
/*
effect commands ETRM to begin execution at specified
address.
signals 0: no error; execution beginning
1: bad address
2: address xfer error
NOTE: This routine does do up to MAXERR retries.
*/
char cmd charresponse;
int err cnt = 0;
int countflas;
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clear(port);
cmd char = '91;
while (errcnt < MAXERR)
write(port,&cmd_char,1);
sendaddr(portaddr);
s leep(1);
/* send address and complement */
/* to give response a chance to get back */
/* get response */
/* kluge ioctl response added by rkv 10/20/84 */
ioctl(portFIONREAD,&count);
flag = 0;
if(count != 0)
C
read(port,&response,
if (response = y')
if (response == 'n')
err _cnt++;
1);
f lag
flIag
= 1;
= 1;
/* if
/* using f+
/* because
response was
e I se
err cnt++;
if (flag == 1) break;
}
if (err _cnt >= MAXERR) return(2);
if (response == 'n') return(1);
else return(0);
write_ fromfile(portfile-desaddr)
int portfiledesaddr;
effect
si gna I s
The contents of the
the Omnibyte at the
0: Xfer successful
1: Error (what kind
supplied file are
specified address.
sent to
error is not signalled)
*/
int err cnt.errval~num_read;
int err-flag = 0;
char buf[256];
while((numread = read(filedes, buf, 256)) 0)
err cnt = 0;
while (errcnt < MAXERR)
err _val = send_b
if (err val 0
if (err val 1
if (err val == 2
if (errval == 3
ock(portaddr
break;
break;
err cntt+;
err cnt++;
numreadbuf);
/* no error */
/* parameters refused */
/* parameter xmit error */
/* data checksum error */
ag instead of break */
of if brackets */
anything else */
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if (errcnt >= MAXERR)
errflas = 1;
break;
}
if (errval == 1)
{
err flas = 1;
break;
}
addr += numread;
}
if (errflas) return(1);
else return(O);
}
sendaddr(portaddr)
int portaddr;
/*
effect Pack the given
and the 3 comp
/* for next block */
addr into 3
lement bytes
bytes; send these bytes
to ETRM.
unsigned
int n;
buf[0] =
buf[1] =
buf[2] =
char buf[6];
(uns
(uns
(uns
ened
ened
ened
char)
char)
char)
for (n = 0 ; n < 3 ; n++) buf[n+3] = ~(buf[n]);
write(port, buf, 6);
}
clear(port)
int port;
/*
effect
*/
flush serial line input
struct sgttyb port_settines;
etty(port,&port settings);
ioctl(port,TIOCFLUSH,&port_settines);
sendblock(portaddr, s
int portaddrsize;
unsigned char *block;
/*
effect Sends b
command
ize, block)
lock of bytes to ETRM using the "s" ETRM
(addr
(addr
addr;
16)
8);
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requires
s i gna Is
MAX ERR retries added by necessity 10/20/84 (rkv)
size is in the range 1-256 inclusive.
0: Successful data xfer.
1: Parameter error (lands outside RAM)
2: Parameter xmit error
3: Data checksum error
int s _size,
unsigned int
char respons
unsigned char
nnbytescount
our _checksum;
ecmd_char;
s_checksum;
,tlagerr cnt;
clear(port);
if (size == 256) s _size = 0;
else s size = size;
flag = 0;
err cnt = 0;
while((errcnt<MAXERR) && (fIas == 0))
cmd char = 's';
write(port, &cmd_char, 1);
sendaddr(portaddr);
send_size(ports size);
sleep(1);
ioctl(portFIONREAD,&count);
if (count !=0)
nbytes = read(port,&response,1);
flas = 1;
err cnt++;
} /* while */
(errcnt >
(response
(response
(response
MAXERR) return
-- )n') return(1)
== 'e') return(2)
'y ) return(2)
/* ETRM swallowed parameters.
out checksum. */
our checksum = 0;
for (n = 0 ; n < size ; n++)
C
our _checksum += (unsigned) b
write(port, &block[n], 1);
}
/* write checksum */
s_checksum = (unsigned char) o
write(port, &schecksum, 1);
Send data block while figuring
lockEn];
ur_checksum;
/* get ETRM response to checksum */
read(port, &response, 1);
(1);
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if (response == ly'
else return(3);
a
send_ size(port~size)
int pOrtsize;
unsigned char c;
c = (unsigned char)
write(port, &c, 1);
c = ~c;
write(port, &c, 1);
}
) return(O);
size;
TRreset-trisger(triser)
int trigSer;
/* Routine written by Howard Stearns to
int *argp;
Extr_port = open("/dev/extr">O);
argp = 0;
clear(Tr is-port~tr ieser]);
if (ioctl(Extr_portstrigerargp) == -1)
{
printf("Error resetting trigger #%d\n"
}
else
printf("Reset trigger #%d\n"s trieger);
close(Extr_port);
) /* TRreset triggers */
send a software reset to a Trissei
) tr i ser);
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if (*ACIA1 & RORF) /* char available at terminal in
{
c = *(ACIA1 + 2); /* pick up char and queue it if
not ful I */
if ( !fullq(&queues[0]) ) enqueue(c, &queues[0]);
}
if (*ACIA2 & RDRF) /* char available at modem input
{
c = *(ACIA2 + 2);
if ( !ful l_q(&queues[2]) ) enqueue(c, &queues[2]);
2
if (*ACIA1 & TDRE)
{
if ( !emptyq(&queues[1]) ) /* is there data to send
{
*(ACIA1 + 2) = dequeue(&queues[1]); /* send
/* Turn on xmit interrupt if not already on */
if (!(wordl & TINTEN))
{
word = TINTEN;
*ACIA1 wordl;
}
else if (word1 & TINTEN)
{
word1 &= ~TINTEN;
*ACIA1 = word1;
put */
queue is
*/
? */
data */
/* queue is empty. Shut off xmit
interrupt if it is on */
/* no xmit interrupt */
2
if
{
if
*ACIA2 & TDRE)
!empty-q(&queues[3]) ) -
C
*(ACIA2 + 2) = dequeue(&queues[3]);
if (!(word2 & TINTEN))
{
word2 1= TINTEN;
*ACIA2 = wordi;
else if (word2 & TINTEN)
{
word2 &= ~TINTEN;
*ACIA2 = word1;
/* routines to manipulate character queues. RS-232 interrupts are
shut off while diddlins these queues for atomicity*/
static initq(q)
struct queue *q;
/*
effect Initialize the head and tail pointers of the
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requires
*/
q->head =
q->tail =
I
specified queue.
Unlike the other queue
this one does not mask
be done by the caller.
manipulation
interrupts.
primitives,
This must
q->buf;
q->buf;
static enqueue(c, q)
char c;
struct queue *q;
/*
effect places the given character onto the
If the queue is full, this routine w
space to appear in the queue before
the character and returning.
*/
int lev;
whi le( ful l_q(q) ) {I
given queue.
aits for
enqueuins
/* wait for room in the queue */
/* queue has room.
lev = spl5();
Go ahead and
/* disable
*(q->head++) c; /* put char
if ((q->head - q->buf) >= Q_SIZE)
put the character on
acia interrupts */
on q and advance poi
q->head = q->buf;
the queue */
nter */
/* fix ptr *
intr omni io();
splx(lev); /
/* poke interrupt handler into life */
* restore interrupt level */
static char dequeue(q)
struct queue *qi
/*
effect PulIs a character off the queue. If the queue is
empty, this routine waits for the queue to become
non-empty before pul ling a character off and
returning.
*/
int lev;
char c;
while( empty-q(q) ) {}
Iev = spl5() ;
/* wait for something in q */
/* disable acia interrupt */
c = *(q->tail++)i /* pull a character and
if ((q->tail - q->buf) >= Q_SIZE) q->tail = q->buf;
advance pointer
/* fix ptr */
splx(lev); /* restore interrupt level */
return(c);
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static int fullq(q)
struct queue *qi
/*
effect Determines whether queue is ful l.
returns 0: queue not fulI
1: queue full
int lev;
int answer;
lev = splS();
if ( (q->tail - q->head) == 1
else if ( (q->head - q->tail)
else answer = 0;
splx( lev);
return(answer);
) answer = 1;
== QSIZE-1 ) answer = 1;
static int emptyq(q)
struct queue *q;
/*
effect Determines whether queue is empty
returns 0: queue not empty
1: queue empty
*/
int levi
int answer;
lev = spl 5 ()
if (q->head == q->tail) answer =
else answer = 0;
spl x( lev) ;
return(answer);
I
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial changes/bus-fixes.
*/
#include "frame.h"
extern FRAMEPTR Fmvleft(), Fmvright(), Fmvup(), Fmv _down();
extern int cosmic _sensitivity, brighteneddelta, globalthresholdoffset;
extern long recoffset;
/*
predi cates = Pcosmicray, Pcentered, Psoodprofile, Pbright_staredse
These predicates evaluate a pi
of frame sifting.
All routines return 1 i
*/
#define UINT unsigned int
#define delta(p) (int) *p
/* UINT changed to int
static int got_bright( ;
xel in the third through fifth levels
f true, 0 if false.
- (int) *REC(p)
to preserve negative values by rkv 12/4/84 */
/* forward referenced function */
/* operations */
#if 0
/* calculated explicitl
int PbriShtened(pixel)
FRAMEPTR pixel;
/*
effect Compare
y in sift.c to save call overhead */
s specified pixel t
recent frame. If the valu
programmed threshold (bris
1 (true); otherwise false.
This simple scheme will work
because the pixel values are
using a square-root scheme, t
noise values across all 8-bit
*/
{
return( delta(pixel) > brighteneddelta);
i
#end if
#def i ne
#def i ne
#def i ne
LOWER
UPPER
SATURATED
ts counterpart in the
differ by more than the
ned delta), then we return
(we think as of 1/84)
compressed into 8-bits
hus yielding constant
pixel values.
0.0
0.66667
255
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int Pcosmicray(pixel)
FRAMEPTR pixel;
/*
effect Calculates
spec i f i ed
immediate
to a progr
Erica index on delta values for the
pixel and its row neighbors (to the
left and right). Result is compared
ammed threshold.
We use delta values (the difference of t
over the recent value of the pixel) to e
fixed pixel-to-pixel variations in the C
to make sure that we are looking only at
contributions from brightening.
he
I im
CD,
p i xe I
inate
and
The idea is that an optical point source is recorded
in several closely spaced pixels; the profile along
a row is not very narrow. But a cosmic ray's profile
is very narrow, and can thus be differentiated from
an optical point source.
If the specified pixel is at
the CCD (and thus is missing
say that it IS a cosmic ray
UNRESOLVED
the very left or right of
a neighbor) we punt and
(and not a real event).
What to do if the denominator in the eindex expression
is zero. Currently we punt and say we've got a
cosmic ray. The idea is that a 0 denominator in
the e index should never arise and if it does the
frame data is probably weird and should not be
taken seriously.
FRAMEPTR left_pix, rightpix;
int left _delta, right delta, centerdelta;
float e index, threshold;
if ( ((leftpix
((rightpix
return(1);
= Fmv _left(pixel)
= Fmvright(pixe
/* punt (by
if
) == NULL_FP)
l)) == NULLFP
saying there
we are at left
))
is a cosmic ray)
or right edge */
left delta = delta(leftpix);
right _dlta delta(right-pix);
center delta = delta(pixel);
threshold = LOWER + ((UPPER - LOWER) * cosmicsensitivity / 255.0);
if zero denominator, punt by saying
((leftdelta + rightdelta + center
eindex = (leftdelta +
(float) (left
we've sat a cosmic ray */
_delta) == 0) return(1);
right delta) /
delta + rightdelta + centerdelta);
return(e index < threshold);
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#define EDGEMULTIPLIER 3
int Pbright star _edge(pixel)
FRAMEPTR pixel;
/*
author Roland Vanderspek 3/18/85.
effect Checks whether a
at the edge of a
whether neighbori
than the triggeri
The level of sign
times the thresho
*/
FRAME PTR leftrightupdownup
register int-amount'reccenter;
left Fmnv_ left(pixel);
right Fmvright(pixel);
up = Fmvup(pixel);
down = Fmvdown(pixel);
upleft = Fmvup(left);
upright Fmv _up(right);
downleft = Fmv_down(left);
downright = Fmvdown(right)i
amount = EDGEMULTIPLIER * globa
rec center = (int) *REC(pixel);
if ((
if ((
if ((
if ((
if ((
if ((
if ((
if ((
r etur
3
pixel passing the centering test is
bright star. This is done by checking
ng pixels are significantly brighter
ng pixel in the recent frame.
ificance is a multiplicative factor
ld offset.
left,upright,downleftdownright;
I_thresholdoffset;
int)*REC(left) - rec _center > amount) return(1);
int)*REC(right) - reccenter > amount) return(1);
int)*REC(up) - rec center > amount) return(1);
int)*REC(down) - rec _center > amount) return(1);
int)*REC(upleft) - rec _center > amount) return(1);
int)*REC(upright) - reccenter > amount) return(1);
int)*REC(downleft) - reccenter > amount) return(1);
int)*REC(downright) - reccenter > amount) return(1);
n(0);
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int Psaturated(pixel)
FRAMEPTR pixel;
/*
author Roland Vanderspek 3/18/BE5.
Checks whether
centering test
the neighbors of a pixel passing the
were saturated in the recent frame.
FRAMEPTR leftrightupdownupleftuprightdownleft~downright;
register int amountreccenter;
left Fmv _left(pixel);
right Fmvright(pixel)i
up = Fmv _up(pixel);
down = Fmv _down(pixel);
upleft Fmv_up(left);
uprisht Fmv_up(right);
downleft = Fmv _down(left);
downrisht Fmvdown(risht);
if ((int)*REC
if ((int)*REC
if ((int)*REC
if ((int)*REC
if ((int)*REC
if ((int)*REC
if ((int)*REC
if ((int)*REC
return(0);
I
(left) == SATURATED) return(l);
(right) SATURATED) return(1);
(up) == SATURATED) return(1);
(down) == SATURATED) return(1);
(upleft) == SATURATED) return(1);
(upright) == SATURATED) return(1);
(downleft) == SATURATED) return(1);
(downrisht) == SATURATED) return(1);
effect
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int Pcentered(pi
FRAME PTR pixe
/*
effect
requires
xel)
I;
Figure out if the specifi
of a region of brightenin
the delta values of the s
von Neumann neighborhood.
We are centered if the gi
than its right and lower
more than or just as much
neighbors.
The specified pixel must
the CCD. If one of the n
of the CCD, we say that t
NOT centered.
ed pixel
g. Do th
iven pixe
ven pixel
neighbors
as its I
be away f
eighbors
he specif
at
by
and
the center
look ing at
its
brightened more
and if brightened
eft and upper
rom the edge of
is at the edge
ied pixel is
FRAME PTR
register
I ef
int
t, right, up, down;
centerdel, leftdel , right del, up-del, downdel;
left = Fmv _ left(p
right = Fmvright
up = Fmv _up(pixel
down = Fmvdown(p
n(o); /*
ixel)) == NULL_FP) |:
(pixel)) == NULL_FP) |1
)==
xel)
say
NULL_FP) ||
) == NULL_FP) )
not centered if at edge of CCD */
center del
left del =
right _ del
updel = d
down del =
e
= delta(pixel);
delta(left);
delta(right);
lta(up);
delta(down);
return( (center _del > right-del) &&
(center _del > down del) &&
(center _del >= up-del) &&
(centerdel >= left-del) );
if ( ((
r etur
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int Pgoodprofile(pixel)
FRAMEPTR pixel;
/*
effect This predicate tries to distingui
point-like images and "streaked"
as might be produced by a meteor
sh between
images (such
or an airplane).
This goal is accomplished by examining the perimeter
of a box surrounding the specified pixel. If any point
on the perimeter of this box has brightened (passes
the brightened test) also, then we conclude that the
image is not from a point source (it is streaked).
UNRESOLVED
*/
#define BOXSIZE
If the specified pixel is sufficiently cl
edge of the frame so that the box cannot
then we punt and claim that the pixel is
If the specified pixel is REALLY bright t
take a couple of things into account: We
to use a larger box, and there may be blc
its column.
/* must be odd; gives length
ose to the
be constructed,
ill-formed.
hen we must
may have
oming along
of side of box */
ster
ster
ster
int n;
int size;
FRAMEPTR fpl, fp2;
size = BOXSIZE;
find upper left and lower rish
1 = pixel; /* start in
2 = pixel;
r (n 0 i n < size/2 ; n++)
C
fp1 = Fmv _left(Fmvup(fpl));
fp2 = Fmv_r ight(Fmv_down(fp2));
}
t corners */
middle */
seek
seek
upper left corner */
lower right corner */
/* could we reach extreme corners of box? We can't i
is too close to the edge of the CCD */
if ( (fp1 == NULL_FP) | (fp2 == NULL_FP) )
return(0); /* no, say ill
/* OK, look at perimeter pixels. */
/* first, slide fpl to the right and fp2 to the left
for (n = 0 ; n < size-1 ; n++)
/* if
if (g
fp1 =
fp2 =
}
a perimeter point brightened, pixel is not a
otbright(fpl) || sotbright(fp2)) return(0);
Fmvright(fpl);
Fmvleft(fp2);
/* now slide fp2 up and
for (n = 0 ; n < size-1
f the pixel
formed */
point source */
/* exit */
fpl down */
; n++)
/* if a perimeter point brightened, not a point source */
res
reg
reg
/*
fp
fp
fo
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if (9ot_brisht(fp1
fpl = Fmvdown(fpl
fp 2 = Fmv-up(fp2);
}
Ssotbri9ht(fp2)) return(O);
/* Perimeter quiet, so the pixel is point-like */
return(1);
/* internal procedures */
/* replaced by macro at top */
#if 0
static int delta(pixel.)
FRAMEPTR pixel;
c
return((int) ( *pixel - *REC(pixel) ));
}
#endi i t
static int sotbright(pixel)
FRAMEPTR pixelI
/*
effect
*/
Determines if the pixel brightened.
Pbrightened (no longer defined), wh
what the sifter uses to determine i
br i shtened.
Same as
ich is
f a pixel
return( delta(pixel) > brighteneddelta);
}
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/*
Original Author: Steve Rosenthal
Please put your name next to any
*/
/* perform
quer i es
query operations; for
see "query.doc" */
non-trivial changes/bus-fixes.
descriptions of individual
nc I ude
nc I ude
nc I ude
nc I ude
"confis.h"
"frame.h"
"coord.h"
"Jomni io.h"
#define BYTE unsigned char
#define WORD unsigned short
extern Hinit(), Hsnd confis();
extern int Hsnd _done(, Hsnd _busy();
extern Finit(, Fmakesub _frame();
extern FRAMEPTR Fget base();
extern Cmakeentry();
extern int Cgetx() Cset_y();
extern Sinit( ;
extern int Sreadout(;
extern THcalc threshold(;
extern BYTE *THget _col _vec(;
#ifndef REFCOLVEC
extern char *THsetrowvec();
#endif
extern int r _chan, tchan;
extern BYTE *subarea;
extern long framearea;
int current _frame,
long rec _offset;
OLDFRAME
int old _frame;
long oldoffset;
int cur discarded,
OLD FRAME
int olddiscarded;
recentframe;
recdiscarded;
extern unsigned int sifttime;
extern int f _width, f _height, s _width,
extern COORD flashes[], standards[];
s_height;
extern int cosmic _sensitivity, brighteneddelta;
extern int test mode;
/* declare private functions before use */
extern
extern
#i fdef
extern
extern
#end i f
extern
#i fdef
extern
#end i f
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static BYTE
static WORD
int doquer
/*
effect
returns
*/
set-char();
set_short();
ies()
Perform query operations as requested by the
Overseer.
0: Queries terminated by the endqueries operation.
-1: Queries terminated by the go-toETRM operation.
char cmd char, answer;
int n, x, y, w, h;
COORD *which table;
int num left;
BYTE *vec;
while(1)
read(TERMIN, &cmd char, 1);
switch( (unsigned int) cmd_char)
case 1: /* query */
answer = 0;
write(TERMOUT, &answer, 1); /* respond with null */
break;
case 2: /* version */
answer = VERSION;
write(TERMOUT, &answer, 1); /* respond with version number
break;
case 3: /* sotoETRM */
return(-1); /* indicate we should quit */
break;
case 4: /* endqueries */
/* swap current_ frame and recentframe */
n = current frame;
current _ frame = recent frame;
recent frame =n
/* swap discarded flags for current and recent */
n = cur discarded;
cur discarded = rec discarded;
rec discarded = n;
/* calculate new recoffset and maybe oldoffset */
rec _offset = Fsetbase(recentframe) - Fsetbase(currentframe);
fdef OLD FRAME
oldoffset = Fsetbase(oldframe) - Fsetbase(currentframe);
nd if
return(0); /* terminate query mode, prepare for sift */
break;
case 5: /* set sift time */
sift _ time = (unsigned int) setshort(; /* pick up are */
break;
case 6: /* setcosmicsensitivity */
cosmic _ sensitivity = (int) setchar();
break;
*/
# i
#e
Nov 19 01:04 1985 query.c Page 3
case 7: /* calc _ thresholdfromcurrent */
/* calculate threshold vector(s) or frame using offset */
THcalc _threshold(currentframe, (int) set char() );
break
case 8: /* set brighteneddelta */
brighteneddelta (int) get char(;
break;
case 9: /* test_mode */
test mode = 1;
break ;
case 10: /* operational */
test mode = 0;
break;
case 11: /* siftagainstold */
#ifdef OLD FRAME
/* swap old frame and current frame */
n = current frame;
currentframe = oldframe;
old frame = n;
/* swap discarded flags */
n = cur discarded;
cur _discarded = olddiscarded;
old discarded = n;
oldoffset = Fgetbase(oldframe) - Fget-base(currentframe);
rec _offset = Fgetbase(recentframe) - Fgetbase(currentframe);
/* Last line added 11/7/85 by RKV */
#end i f
break;
case 12: 1* discardcurrentframe
cur discarded = 1;
break;
case 13: 1* discard-oldframe
#ifdef OLD FRAME
old discarded = 1;
#end i f
break;
case 14: 1* send entire_ image
n = (unsigned int) get char(; 1* frame-number
if (n > NFRAME-1) n = 0;
n = current frame; /* current frame fix by RKV */
/* 10/19/85 - - let's hope it work
Hsnd config( (BYTE *) Fgetbase(n), (unsigned long) FRAMESIZE);
break;
case 15: /* sendcolumnvector */
/* send column vector out. The catch is that we must place
it in Multibus memory so the HSSL can find it; we use
the subarray area for this. But the subarray area may
not be big enough for the vector, so break up the vector
into pieces if needed.
*/
num left = COL; /* bytes to send */
vec = THet _col _vec();
while(num left)
C
if (num_ left <= MAXSUBSIZE)
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for (n = 0 ;
Hsndconfis(
num left = 0;
}
else
n < num _left ;
subarea, (unsi
n++)
gned
for (n = 0 ; n < MAXSUBSIZE ;
Hsnd_ confis( sub area, (unsigned
while(!Hsnd-done()) C)
num left -= MAXSUBSIZE;
}
break;
case 16: /* s
#ifndef REFCOLVEC
num left = ROW;
vec = (BYTE *) THgetrowvec();
while(num left)
subarea[n] = *vec++;
long) numleft );
n++) subarea~n] = *vec++;
long) MAXSUBSIZE )
end row vector */
if ( num left <= MAXSUBSIZE )
for (n =
Hsnd _con
numI left
0 ;
f i9(
= 0;
n < num_ left ; n++)
subarea, (unsigned
subarea[n] = *vec++;
long) numleft );
else
for (n = 0 ; n < MAXSUBSIZE
Hsnd _config( sub _area, (unsigned
while(!Hsnd done()) C)
num _ left -= MAXSUBSIZE;
}
#end if
break;
case 17:
x = (unsigned int) get short()
y = (unsigned int) get short()
w = (unsigned int) get char( ;
h = (unsigned int) get_char();
if ( (w * H) <= MAXSUB_SIZE )
Fmake _subframe(currentframe, x, y, w
Hsndconfig(sub _area, (unsigned long)
while(!Hsnd done()) C)
Fmake _subframe(recentframe, x, y, w,
Hsndconfig(subarea, (unsigned Iong)
#ifdef OLDFRAME
while(!Hsnd done()) C)
Fmake _sub _ frame(oldframe, x, y, w, h,
Hsnd_config(subarea, (unsigned long)
#end i f
break;
case 18:
w = (unsigned int) set char(;
n++) subarea[n] = *vec++;
long) MAXSUBSIZE );
send_ subarray */
where x */
where>y */
width */
height */
, h, subarea);
w * h);
h, subarea);
w * H);
subarea);
w * h);
/* setflash_subarraysize */
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h = (unsigned int) set char(;
if ( (w * h) <= MAXSUBSIZE )
f width = w;
f _height = h;
break;
case 19:
w = (u
h = (u
if ( (
ns i sned
ns i sned
w * H)
/* setstandardsubarraysize */
int) set char(;
int) set char( ;
<= MAXSUBSIZE )
/* assign standard
char(); /* standardnum */
short(; /* where_x */
short(); /* wherey*
1 ) Cmakeentry(standards,
*/
n, x, y)
/* clear stats */
s _width = w;
s _he i ht = h;
break;
case 20:
n = (unsigned int) set
x = (unsigned int) set
y= (unsigned int) set_
if ( n <= MAXSTANDARD-
break ;
case 22:
Sinit(;
break;
case 23: /* send _stats report */
n = Sreadout(subarea); /* readout operation returns
size of report for our
convenience only; Overseer
must know size and format
of the report */
Hsnd_ confis(subarea, (unsigned Ions) n);
break;
case 24: /* setbusmemoryoffset */
n = (unsigned int) set short( ;
framearea = (Ions) (n * 1024) + MBMEM;
Finit( (FRAME PTR) frame area);
sub area = (BYTE *) frame-area + NFRAME*ROW*COL;
break ;
case 25: /* receive channel */
n = (int) set_char();
if ( (n == 0) |, (n == 2) )
r chan = n;
Hinit(r chan, t chan);
break;
case 26:
n (int) setchar();
if ( (n 1) | (n == 3)
{
t chan = n;
Hinit(r chan, t chan);
break;
case 27:
/* xmit channel */
/* HSSL busy */
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answer = (BYTE)
write(TERMOUT,
break;
defau It:
Hsndbusy();
&answer, 1);
/* check for flash or standard
request */
if ( !(cmd char & 0x80) ) break; /* no high bit
subarray
*/
/* figure out
a standard
if this is a flash subarray request
subarray request */
/* pick up flash or standard
n = (int) cmd_char & Ox3f;
if (cmd char & 0x40)
number and coords */
/* retain lower 6
/* standard??
/* catch bad standardnum */
if ( n > MAXSTANDARD-1 ) break;
w = s width;
h = s _height;
which table = standards;
else
/* catch bad flashnum */
if ( n > MAXCANDIDATE-1 )
w = f width;
h = f _height
which table = flashes;
}
= Cset-x(whichtable,
= Csety(which_table,
break;
n);
n) ;
/* send subarrays from current,
Fmake _sub _ frame(currentframe,
Hsndconfi9(sub area, (unsigned
while( !Hsnddone() ) {)
recent
x, y, w
I one)
/* wai
and maybe old
h, sub area);
* H);
for it to xmi
*/
t ful ly */
Fmake _sub _ frame(recentframe, x, y, w, H,
Hsnd_confis(sub area, (unsigned lons) w *
sub _area);
H);
#ifdef OLD FRAME
while( !Hsnddone()
Fmake sub frame(old _ f
Hsnd_config(subarea,
#end i f
break;
C}
rame,
(uns
x, y, w, h
isned lone)
sub-area);
w * H);
} /* switch */
} /* whi le(1) *1
} /* doqueries() */
static BYTE set-char()
/*
effect Reads TERMIN for a sinele byte.
or
bits */
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*/
BYTE ci
read(TERMIN,
return(c)i
(char *) &c, 1);
static WORD
/*
ettect
setshort()
Reads TERMIN for two bytes and combines them into
an unsigned short. First byte read should be
the high order byte of the short; the second
should be the low order byte.
WORD answer;
answer = (WORD) setchar()
answer += set-char();
return(answer);
* 256;
Nov 19 01:04 1985 sift.c Page 1
/*
Original Author
Please put your name
*/
ude
ude
ude
ude
ude
: Steve Rosenthal
next to any non-trivial changes/bug-fixes.
"conf is.h"
"frame.h"
"coord.h"
"jomni io.h"
")stats.h"
#def ine
#def i ne
#def i ne
#def i ne
#def i ne
/*
BOTTOM 15 /* added 12/6/84 by RKV */
TOP 293 /* added 10/7/85 by RKV */
BYTE unsigned char
UINT unsigned int
delta(p) (int) *p - (int) *REC(p)
UINT changed to int to al low for negatives by RKV 12/3/84 */
/* functions to evaluate a pixel according to the various
extern int Pcosmicray(), Pcentered(, Pgoodprofile();
extern int Pbright star _edge(); /* added 3/18/85
extern int Psaturated(; /* added 11/8/85
/* functions to record
extern Sstartingsift(
Sendingssift();
/* Sreached level() is
cr i ter i a
RKV */
RKV */
various statistics about this sift */
), Smadereport(, Saborting-sift(),
now a macro defined in "stats.h" */
Cmakeentry();
int Hrec _done(;
unsigned long Hrec_where(;
int THet-sky();
BYTE *THget threshold();
REF 2 VECS
BYTE *THset rowvec(;
extern FRAMEPTR Fgetbase(),
extern int Frow(), Fcol();
Fmv_lefto), Fmvrighto), Fmvup(), Fmvdowno)
COORD flashes[];
int current_ frame, recentframe,
int timer-expired;
int brighteneddelta;
long rec _offset;
struct stats sp;
int testmode;
recdiscarded, curdiscarded;
int waiting forhandshake;
si ft(
effect Performs six-level sift of frame
flash candidates while rejecting
pair to find
noise events.
# i nc
#i nc
# i nc
#i nc
# nc
extern
extern
extern
extern
extern
#ifdef
extern
#end i f
extern
extern
extern
extern
extern
extern
extern
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requires
side-effects
terminates
Current and recent CCD frames contain valid
data. Frame processins proceeds from the
beginning of the frame in a sequential fashion.
This means that the entire current frame need
not be in place when the sift is started -- the
incomins data must, however, always be at least a
few rows ahead of the sift routine.
All reports (candidates or sift) will look for
a handshake byte from the Overseer corresponding
to the last report sent in this sift (therefore,
the first report will not look for the byte).
Signals Overseer (over the RS-232 link) upon each
candidate identification (candidate report) and
upon completion of frame processing (sift termination
report).
When finished siftins entire image or when sifting
time is exhausted.
BYTE *pixel;
BYTE *threshptr;
#ifdef REF_2_VECS
char *row vector;
resister char rowoffset;
#end i f
resister short innerouter;
int flash num;
int coded _x, codedy;
int toomany;
/* loop counters */
/* flag indicating we should quit
siftins because limit on number
of candidate reports has been reached */
toomany = 0;
flash num = 0;
inner = COL - 1;
outer = ROW - 1;
/* set ptr to current frame */
pixel = (BYTE *) Fset-base(cur
/* set ptr
thresh_ptr
#ifdef REF 2
/* set ptr
rowvector
row _offset
#end i f
rentframe);
to threshold vector or frame
= THset_threshold(;
VECS
to row offset vector */
= THset_row _vec();
= *row_vector++;
if ((curdiscarded | recdiscarded) && !testmode)
/* do not sift -- we do not have two valid frames. Just wait
for the sift timer to expire */
while(!timer _expired) {)
no sift ; /* tell overseer */
return;
resister
resister
Nov 19 01 :04 1985
Nov 19 01:04 1985 sift.c Page 3
}
Sstartinsesift(); /* tell stat package */
waitinftorhandshake = 0;
do
do
/* first level: See if pixel is greater than a pre-set value */
#ifdef REF 2 VECS
if (*pixel++ > rowoffset + *threshptr++)
#eI se
if ((*pixel++ > *thresH_ptr++) && (Frow((FRAMEPTR)pixel) > BOTTOM)
&& (Frow((FRAMEPTR)pixel) < TOP))
#end if
/* second level: Compare pixel to recent frame */
Sreached level(2); /* tell stat packase */
if ( delta(pixel) > brighteneddelta )
{
/* third level: see if we are centered on the brightened area */
Sreached level(3);
if (Pcentered((FRAMEPTR) pixel))
if (!Psaturated((FRAMEPTR) pixel))
/* no more criteria to satisfy; signal overseer */
locate(pixel, &coded _ x, &codedy); /* figure
out location of flash to
better than single pixel res*/
report _candidate(pixel, flash_ num, codedx, codedy);
Cmakeentry(flashes , flashnum ,
(int)((float)coded _x/64.0 + 0.5) 1
(int)((float)codedy/ 6 4 .0 + 0.5));
/* correction to Cmakeentry command made 12/3/84 by RKV */
Smadereport(); /* tel I stat packase */
/* see if we reached per-sift limit on
reported candidates. If we did, stop siftins */
if (++flash_num >= MAXCANDIDATE)
{
too_many = 1; /* indicate condition */
break;
}
}
}
} /* inner do */
while(--inner != -1);
inner = COL - 1;
#ifndef REFFRAME
thresh_ptr = THeetthreshold();
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#end i f
#ifdef REF_2_VECS
row offset = *row vector++;
#end i f
if (!test-mode)
C
/* see if HSSL data is sufficiently ahead of us before
resuming sifting on next row. But do not wait if we are
done receiving data or we have run out of time. */
while( ((Hrec where() / COL) < (ROW - 1 - outer)) &&
!timer-expired && !Hrecdone() ) {} /* wait */
}
if (timerexpired H toomany) break;
} /* outer do */
whi le(--outer != -1).;
if (timerexpired)
sift aborted((ROW - 1) - outer);
Saborting-sift((ROW - 1) - outer);
/* tel I Overseer */
/* tell stats pack */
else /* we finished or issued maximum # of candidate reports */
while(!timer _expired) {}
sift _complete( ;
Sendinssift( ;
/* internal procedures */
/* wait for s
/* te
/* te
. interval */
Overseer */
stats pack */
SIFTTERMINATIONREPORT Ox40
SIFT ABORTED Ox01
REC ERROR Ox02
NOSIFT 0x04
static sift_complete()
/*
effect Tell Overseer that sifting
writes RS-232
*/
if (waitingfor handshake) get_han
write_char(SIFTTERMINATIONREPORT
/* DMA should be finished. If it
if (!Hrec _done() && !testmode) wr
else write char(0);
is complete.
shakebyte();
s not, then an error occurred */
techar(RECERROR);
write char(0);
write char(0);
static no sift()
/*
effect Tell Overseer that no sift was done.
writes RS-232
#def
#def
#def
#def
ne
i ne
ne
ne
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(waiting for Handshake) get_handshakebyte(;
ite_char(SIFTTERMINATIONREPORT);
(!Hrec_done() && !testmode) write_char(RECERROR NOSIFT);
se write_char(NOSIFT);
ite char(0);
ite char(O);
static siftaborted(rownum)
int row num;
/*
TelI Overseer
at the given
RS-232
that sifting has been aborted
row number
if (waiting for handshake) set_handshake_byte();
write _char(SIFTTERMINATIONREPORT);
if (!Hrec _done() && !testmode) write_char(RECERROR SIFTABORTED);
else write _char(SIFTABORTED);
write _ char( (BYTE) (rownum / 256) ); /* high byte */
write_char( (BYTE) rownum); /* low byte */
}
static write_char(c)
BYTE c;
write(TERMOUT, (char *) &c, 1);
}
static locate(f
BYTE *flash;
int *coded x,
effect
marg i na I
lash, codedx, codedy)
*codedy;
Locate the gi
resolution.
Algorithm use
Y axes. For
is examined w
Let L, M, and
middle and ri
frame. Then
value of the
ven flash to
d is a parab
the X axis c
ith its left
R be the am
ght pixels b
the displace
middle pixel
better
ol
as
a
ou
r i
me
i
Similarly for Y.
We then multiply x and y by
part, and place the result
In this manner fractional i
an integer.
The three pixels along X or
of brightening leading to a
the calculation (they exhib
In this case, we return the
specified pixel.
than single p i xe I
a fit along the X and
e, the specified pixel
nd right neighbors.
nt by which the left,
ghtened over the recent
nt in X from the X
s (R-L) / (L+R-2M)
64, take the integer
in coded _x and codedy.
nformation is coded in
exhibit an amount
ero denominator in
no curvature).
or Y of the
effect
wr i tes
*/
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requires
For best results, the specified pixel should be
the one that brightened the most. That is, we
should be centered up on the event.
The specified pixel must not be at the edge of the
CCD.
*/
FRAME PTR middle, left, right, up, down;
int L, M, R, U, D;
middle = (FRAMEPTR) flash;
if ( ( (left = Fmv _left(middle)) == NULL_FP )
( (risht Fmvright(middle)) == NULL_FP)
( (up = Fmvup(.middle)) == NULL_FP) :
( (down = Fmvdown(middle)) == NULL_FP) )
return; /* specified pixel at edge of CCD
ta( left);
ta(middle);
ta(r ight)
ta(up);
ta(down)
if ((L + R - 2*M) =
*coded x = 64 * F
e I se
*coded x = (64 *
/* correction
= 0)
co I(midd I e);
Fcol(middle)) + ( (32 * (L
to dotyfit alorithm made
- R)) / (L + R - 2*M) );
11/13/84 by roland */
if ((U + D - 2*M) == 0)
*coded_y = 64 * Frow(middle);
else
*codedy = (64 * Frow(middle)) + ( (32
/* correction to dotyfit alsorithm
* (U - D)) / (D + U - 2*M) );
made 11/13/84 by roland */
#define CANDREPORT Ox80
static rep
BYTE *pi
int flas
/*
effect
requires
wr i tes
*/
ort _candidate(pixel, f
xe I
h_num, codedx, coded_
lashnum, codedx, coded>v)
Tells Overseer all about this candidate.
flash_num between 0 and 63, inclusive.
RS-232
(waitins-for handshake) set_handshakebyte(;
te char(CAND REPORT);
techar((BYTE) flashnum);
te _char((BYTE)
te _char((BYTE)
te_char((BYTE)
techar((BYTE)
(coded _x / 256));
coded _x);
(codedy / 256));
codedv');
high order */
low order */
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write_char(*pixel);
write char(*REC(pixel));
write_char((BYTE) TH9et_s
waitins-for_handshake = 1
}
/* current value */
/* recent */
ky(pixel)); /* expected sky value */
sethandshake_byte()
char byte;
read(TERMIN,&byte,1);
waitinsfor_handshake = 0;
}
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/*
Original Author: Steve Rosenthal
Please put your name next to any
*/
#nc I ude
#nc I ude
non-trivial chanses/bus-fixes.
"iconfis.h"
"stats.h"
#define BYTE unsigned char
/*
stats Sinit, Sstartins-sift, Sendinqsift, Sabortins sift,
Smadereport, Sreadout, (replaced Sreachedlevel)
Stat i st i c
foIl ow in
1. How m
2. Total
Si ft.
3. Total
I eve I
4. Total
s package for sifting process. We accumulate data on the
any sifts are started, ended, and aborted.
of row numbers at time of abort for each aborted
number of times each sifting level (past first
) is reached. Done with a macro defined in stats.h
number of candidate reports made to Overseer.
s package provides for the
the col lection of the data
initialization of the
and the reporting of
statistics
the data.
/* the rep */
extern struct stats sp;
rep
sp
sp
sp
sp
invariants:
started _sifts >= 0
endedsifts >= 0
aborted _sifts >= 0
t_reportedcandidates >= 0
Althoush space is allocated in t_ level _ reached for levels 0 and 1,
this package only keeps track of levels reached beginning with
level 2 (the first sifting level is level 1 and is reached by
every pixel). And there is no level 0. So these extra spaces
in the array are unused.
No
t_
is
va
provision is made for guarding against
levelreached vector, or in tabortrow
used to much before readout and an re-
lues may overflow.
overflow in the
If the stats package
initialization, these
/* operations */
Thi
data,
*/
/*
1.
2.
3.
4.
NOTE:
NOTE:
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Sinit()
/*
effect
*/
int n;
Initializes the state of the statistics
All recorded data (if any) is lost.
This operation MUST be performed before
operations of this package are invoked.
package.
any other
sp.startedsifts = 0;
sp.endedsifts = 0;
sp.abortedsifts = 0;
sp.tabort _ row = 0;
for (n = 2 ; n <= MAX_LEV ; n++
sp.t-reportedcandidates = 0;
Sstartins-sift()
effects
requ ires
) sp.tlevelreached[n] = 0;
Prepares to receive statistics for a new sift.
A sift must not already be in progress.
C
sp.startedsifts++;
Sendinssift()
/*
effect Rec
requires A s
cal
*/
{
sp.ended_sifts++;
}
ords that this sift
ift must have been
I).
has been ended.
started (with the Sstarting-sift
Sabortins-sift(rownum)
int row num;
/*
effect
requires
*/
Records that this sift was aborted
number, updating the average abort
A sift must have been started.
at the given row
row value.
sp.tabort_ row += rownum;
sp.aborted sifts++;
}
/* update abort row total */
/* record aborted sift */
#if 0
/* replaced by macro in stats.h */
Sreached level(level num)
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int level num;
/*
effect record that sifting has reached the
requires levelnum must be between 2 and MAX
*/
specified level.
LEV (inclusive).
sp.tlevelreached[levelnum]++;
}
#endi+
Smadereport()
/*
effect
sp.t_reported_
}i
int Sr
re s
/*
records that a candidate report was made
overseer.
to the
candidates++;
eadout(dest)
ster BYTE *dest;
effect
returns
requires
*/
resister
resister
Contents of accumulated statistics are read into
the supplied destination buffer. Handy to prepare
statistics report to Overseer.
Size of statistics report.
dest should be big enought to (sizeof sp) bytes.
int n;
char *stats;
stats = (char *) &sp;
for (n = 0 ; n < (sizeof sp) ; n++) *dest++ = *stats++;
return(sizeof sp);
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/*
Ori gi na
3/13/85
3/13/85
Author: Steve Rosenthal
jpd - Better median algorithm
jpd - eliminate some subscripts for speed
Please put your name next to any non-trivial
*/
#include "confie.h"
#include "frame.h"
#define BYTE unsigned char
extern FRAMEPTR Fsetbase(;
extern int Frow(, Fcol();
extern int global_thresholdoffset;
#fidef
extern
extern
#end if
changes/bus-fixes.
REFFRAME
int reference-frame;
lone refoffset;
/*
thresholId = THcalc _ threshold, THset threshold,
THset-calvec, THsetsky
THsetrowvec,
Module to calculate and disseminate sky information.
a fixed offset is used during the first sifting leve
if the pixel under consideration is bright enough to
further.
The sky plus
to determine
be examined
There are three modes of use, depending
REF_2_VECS, or REFFRAME are defined in
may be defined.
on which of
"confis.h".
REFCOLVEC,
Note only one
If REF COL VEC
each of which
offset. In th
is used, then we calculate a vector of COL elements,
s the median value of a column of the CCD plus a fixed
s case, THeetrowvec is undefined.
If REF 2 VECS is used, then we calculate a second vector in addition
to the vector of COL elements described above. This vector has ROW
elements, each of which is the median of a row of the CCD (each
element has had the median of its column subtracted).
By using median values, we capture sky brightness information (and
not star brightnesses, assuming a sparse population of stars in
the field).
If REF FRAME is defined, the
to create a reference frame,
plus an offset. Each point
the corresponding entries in
two vectors discussed
which contains spatial
n the reference frame
each vector.
above are used
sky information
is the sum of
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/* the rep */
static int offset_ from_ sky;
static BYTE threshcolvec[COL];
#ifndef REFCOL_VEC
static char row_vecCROW];
#end i f
/* two vectors or reference frame */
/* operations */
THcalc _threshold(framenum, offset)
int frame num, offset;
/*
effect
requires
Use the specified frame to calculate
vector(s) or frame, depending on the
configuration.
The specified framenum must be betw
NFRAME-1.
reference
system
een 0 and
offset _ from_sky = offset;
global _ thresholdoffset = offset;
calc col _vec(Fsetbase(framenum));
#ifndet REFCOLVEC /* that is, two vectors or ref frame */
calcrow_vec(Fsetbase(framenum));
#endit
#ifdef REFFRAME
calc _ refframe(Fsetbase(referenceframe));
#endif
BYTE *THeet-threshold()
/*
effect Returns a
or to the
pointer to the column threshold vector
reference frame (if REFFRAME is set).
*/
#ifdef REF FRAME
return( (BYTE *) Feet-base(referenceframe) );
#else
return(thresh_colvec);
#end i f
}
#ifndef REFCOLVEC
char *THeet rowvec()
/*
effect Returns a pointer to the row vector
*/
return(row vec);
}
#end i f
BYTE *THget-colvec()
/*
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Returns a pointer ot the column vector
return(thresh.col-vec);
}
int THset-sky(pixel)
FRAMEPTR pixel;
/*
effect Gets the sky value to be expected at the given pixel.
*/
#ifdef REF COL VEC
return( (int) thresh_col_
#end if
#ifdef REF 2 VECS
return( (int) threshcol_
(int) rowvec[Fro
vec[Fcol(pixel)] - offsetfromsky);
vec[Fcol(pixel)] -
w(pixel)] );
#end i f
#ifdef REF FRAME
/* return( (int) *REF(pixel) - of
return( (int) offsetfromsky );
#end if
offsetfromsky +
fsetfrom_sky );*/
/* introduced 11/11/84 by rkv */
/* internal operations */
static calc _col _vec(frame)
register FRAMEPTR frame;
/*
effect
requires
*/
register
register
register
short col
Finds the median
adds offset _from
thresh col vec.
offsetfromsky
of each column of
sky, and places t
the given frame,
he result into
must be set to the desired value.
short x, y;
FRAMEPTR from;
short *to;
umn[ROW];
for (x= 0 x < COL ; x++)
to = column;
from = &frameEx];
y = ROW;
while( --y -1 )
{ /* Collect pixels
*to++ = *from;
from += COL;
to take median of */
thresh col vec[x] = (BYTE)
+ offset from_sky);
( nths( column, ROW, ( ROW + 1 ) / 2 )
effect
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#ifndef REFCOLVEC /*
static calc _row _vec(frame)
resister FRAMEPTR frame;
/*
effect Finds the mi
requires
that is, two vectors or ref frame */
edian of
using column-median
thresh_cal _vec and
calculated.
each row o
corrected
offsetfrom
f the
pixel
_sky
given frame,
values.
must have bee
resister short x, y;
resister FRAMEPTR from;
resister short *to;
resister BYTE *thptr;
short row[COL];
for (y =0 ; y < ROW ; y++)
to = row;
from = &frameE y * COL ];
thptr = thresh_colvec;
x = COL;
while( -- x -1
{
*to++ = (short) *from++ - (short) *thptr++;
row_vec[y] = (char) (nths( row, COL, ( COL + 1 )/ 2 )
( short ) offset _ from _sky);
/* chansed to + sign by Roland 3/15/85 -------------
}
#end if
#ifdef REF FRAME
static calc _ref _frame(frame)
resister FRAMEPTR frame;
/*
effect Usins thresh
C
re s
r es
res
r es
ster
ster
ster
ster
frame by add
thresh_col_v
/* destination */
col _vec and rowvec, build up
ing elements of the two vector
ec and rowvec must have been
reference
c u I a ted.
short x, y;
BYTE *co I;
char *row;
char rowval;
row = row vec;
for (y = 0 ; y < ROW;
row val = *row++;
col = thresh col veci
x = COL;
while( -- x != -1
+
A 
-- *
requires
*/
n
Nov 19 01:04 1785 threshold.c Pase 5
*frame++ = *col++ + row val;
}
#enditf
Find the nth from the minimum value in an array */
Monte Carlo method intended for finding medians */
2/13/85 jpd */
For random data, this routine takes about */
2.6*numdata + O( los( numdata )) comparisons */
If the data is tightly clustered about the mean, */
there is a speedup;, it may take as few as
0.5*numdata comparisons. */
There is a slight penalty if the array is completely */
or partially sorted; it is at most 25%. */
/* NTH will be nthis nths, etc., dependins on DATATYPE
#define NTH nths
#define DATATYPE short
NTH( data, numdata, n
DATATYPE data[];
int numdata;
int n;
/* Data array (will be scrambled on return)
/* lemeth of data array */
/* index if item to find:
1 <= n <= numdata */
resister DATATYPE boundary, thisdata;
resister DATATYPE *lowp, *highp;
DATATYPE v1, v2;
int nlowbin;
lowp = data; /* Init data pointer */
v1 = data[ ixrand( numdata )];
resister DATATYPE v1r = v1;
int nc = 1 + numdata -n
if( nc > n )
highp = lowp + nc;
else
highp = lowp + n;
/* "Complement" of n */
/* Limit to test for done *
/* Scan for the first point which
doesn't match the boundary point
If we encounter enough
matchine points,
the boundary is the answer */
while( *lowp++ == v1r ) C
if( lowp >= highp ) return( v1r );
2
v2 = *--loop; /* Back up to Set point */
/*4
/*
/*
/*
/*
/*
/*
/*4
/*
/*
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boundary = ( v1 >> 1 ) + ( v2 >> 1 );
highp = data + numdata;
thisdata = *lowp;
/* Beware overflows */
Now process the whole thin9 */
Prime the pump */
if( v2 < v1 ) {
for( ;
/* Bin 2 is low
owp < highp; thisdata = *lowp )
if( thisdata <= boundary ) { /*
*lowp = *--highp;
*highp = thisdata;
bin */
Bin 2 */
/* Exchanse */
/* Data point in right place */
nIowbin = numdata - ( lowp - data );
if( nlowbin >= n ) return( NTH( highp,
else return( NTH( data, lowp - data, n
/* Primary bin is low
for( ; lowp < highp; thisdata = *lowp
if( thisdata > boundary ) C /*
*lowp = *--highp;
*highp = thisdata;
else ++lowp;
nlowbin, n
- nlowbin ));
bin */
Bin 2 */
/* Exchanse */
/* Don't move point */
nlowbin = ( lowp - data );
if( nlowbin >= n ) return( NTH( data, niowbin, n
else return( NTH( highp, numdata - nlowbin, n - nlowbin ));
else ++lowp;
I
else [C
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial chanses/bus-fixes.
#include "'ptm6840.h"
/*
timer =Tinit, Tset, Tabort, timer _expired
Timer chip abstraction. Counts in
When the programmed count expires,
is set. Note that a global variab
expiration of the timi.nq interval
bypass the overhead of a procedure
intervals
the elobal
e is used
as opposed
cal I.
of
ti
to
to
10 milliseconds.
merexpired flag
communicate the
a procedure) to
/* the rep */
static unsigned int timecount;
extern int timerexpired, h-t into ;
#define L4AUTOVECTOR Dx70
#define COUNT ( (EFREQ / 100) - 1) /* for 10 MS */
Ti nit(
/*
effect Sets up i
chip to i
1 (of 3);
*/
int lev;
int (**vector)();
lev = sp14();
vector (int (**)())
*vector = h t int;
nterrupt hand
nterrupt ever
the rest are
er, and configures 6840
10 Ms. We use counter
inactive.
/* disable timer interrupts */
L4AUTOVECTOR;
/* install interrupt hander */
*CR2
*CR3
*CR2
REG3;
0;
REG1;
*MSB1 = (char) (COUNT /
*LCH1 = (char) (COUNT %
di sab I e
di sab I e
PC
256); /*
256); /*
interrupts from counter 3 */
interrupts from counter 2 and
int to control register 1 */
high order of COUNT */
low order of COUNT */
*CR1 = INT_CLK | BIT_16 | CONT INTEN;
splx(lev);
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Tset (cs)
unsigned
/*
eftfect
requires
*/
int levi
int cs;
Sets up a delay of cs "centiseconds" (0.01 sec).
The global timer_expired is reset and will be
set upon the completion of the time interval.
Note that the time interval may be shorter than
the given cs by as much as one 10 millisecond
interval.
cs must be non-zero
if (cs == 0) return;.
lev = spl4();
time-count = cs;
timerexpired = 0;
splx(lev);
}
Tabort()
/*
*/
Shut timer chip down to disable interrupts.
int lev;
lev = spl4();
*CR2 = REG3;
*CR3 = 0;
*CR2 = REG1;
*CR1 = 0;
splx( lev);
exported but not called by anybody other than at interrupt
export it so that the assembler interrupt handler can call
Tint handler()
char dummy;
if (*STAT != (INTPENDING
dummy = *CTR1;
/* note: "lint" complains
This is OK. Note furth
into a variable or the
CT1_STAT) ) return; /* not me */
/* reset interrupt source */
that I am setting but not using dummy.
er that I must assign the value of *CTR1
compiler may "optimize" the *CTR1 away.
*/
if (time count == 0) return;
else if (--timecount == 0) timerexpired = 1;
/*
We
*/
t i me.
it .
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/*
Original Author
Please put your
*/
Steve Rosenthal
name next to any non-trivial changes/bus-fixes.
/* top level Trigger program.
/* NOTE: When loading
be the first module
ude
ude
ude
ude
the enti
loaded.
This is it, folks! */
re trigger package, this should
"conf i .H"
"frame.h"
omni io.h"
<stty .H>
#define BYTE unsigned char
extern
extern
extern
extern
extern
extern
extern
extern
Tinit(, Tabort(), Tset( ;
Hinit(, Habort(), Hrecconfig();
int Hrec done();
unsigned lons Hrec _where();
Finit(, Sinit();
FRAMEPTR Fget_base();
sift(), init omni _ io( ;
int do_queries();
/* system globals accessed here */
extern int r _chan, t chan;
extern unsigned int sifttime;
extern long framearea;
extern BYTE *subarea;
extern int current_ frame, recentf
extern Iong rec _offset;
#ifdef OLD FRAME
extern int old _ frame, olddiscarde
extern long oldoffset;
#end i f
#ifdef REF FRAME
extern int reference _frame;
extern long refoffset;
#endif
extern int was_current, wasrecent
extern int cur _discarded, recdisc
extern int test mode;
rame;
d ;
arded;
Tr i gger()
/*
effect
entered
ex i ted
*/
{
Initializes all modules in the system, initializes
certain global variables and runs the trigger from
the top-most perspective.
Via ETRM after being down-loaded into the Omnibyte.
Via the so _to_ETRM() call during queries.
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struct settyb
sp 17( );
r chan = 0;
t chan = 1;
Hinit(r chan, t chan);
Ti ni t();
init omni io();
Habort();
sp 12();
/* set up tty made; Ra
gtty(TERMIN, &tty);
tty.ss-flass '= RAW;
tty.ss-flags &= ~ECHO;
stty(TERMIN, &tty);
frame area = MB MEM;
Finit((FRAME_PTR) framearea);
Sinit();
test mode = 0;
/* inhibit al I interrupts (except
NMI which we don't use) */
/* receive on DMA channel 0 by default
/* xmit on DMA channel 1 by default */
/* set up interrupt handler and vector
for HSSL, and program channel
numbers */
/* initialize 10 ms Timer and interrupt
handler, vector */
/* intialize RS-232; install interrupt
handler for omni _o */
/* abort any HSSL activity */
/* al low interrupts now */
w, no echo */
/* use base of Multibus by default */
/* clear statistics */
/* not test mode */
/* set up initial frame numbers */
current frame = 0;
recent frame = 1;
recoffset = Feet _base(recentframe) - Feet_base(currentframe);
#ifdef OLD FRAME
old frame = 2;
old offset Fgetbase(old frame) - Feet-base(currentframe);
#ifdef REFFRAME
reference frame = 3;
ref _offset = Fgetbase(referenceframe) - Fsetbase(currentfram
#end i f
#else
#ifdef REFFRAME
reference frame = 2;
ref _offset = Feetbase(referenceframe) - Feet-base(currentfra
#end i f
#endif
was _current = current _ frame;
was recent = recent frame;
/* initialize with */
/* sensible values */
/* all images initially have no valid data */
cur discarded = 1;
rec discarded = 1;
#ifdef OLD FRAME
old discarded = 1;
#end i f
e);
e);
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/* use area above frame storage as area for subarray preparation */
sub-area = (BYTE *) framearea + NFRAME*ROW*COL;
whi le(1)
if ( doquer
/* set up to
Hrecconfis(
/* do it twi
Hrecconfis(
ies() == -1 ) break; /* return value of -1
we should return to
receive DMA image into current frame */
(BYTE *) Fset-base(currentframe),
(unsigned lone) FRAMESIZE);
ce to gobble up spurious data (if any) */
(BYTE *) Fset-base(currentframe)>
(unsigned lone) FRAMESIZE);
means
ETRM */
if (!test mode)
C
/* wait for image data to start flowing into triser */
while( Hrec_where() == 0 ) C}
I
/* set sift timer */
Tset(sift time);
if (!test mode)
/* wait for HEADSTART rows to
while( (Hrec where() / COL) <
accumulate */
HEADSTART ) {}
/* show current
cur discarded =
contains vali
0;
d data */
sift(); /* sifts, and issues sift
termination report */
/* remember which frames were used for this past sift */
was _current = current_ frame;
was _recent recent _frame;
/* discard current frame if there was an error receiving
the frame. An incomplete transfer is the only error
we can detect. If no error was detected, we claim
that the current frame now contains valid data. */
if ( Hrec done()
cur discarded = 0;
else
cur discarded = 1;
} /* whi le(1) */
/* return to ETRM. First shut down HSSL and Timer to thwart
their interrupts */
Habort();
Tabort();
}
/* wait */
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/*
Original Author:
Adapted by Steve
George Mitsuoka
Rosenthal
Please put your name next to any
/* DMAC chip description file */
#def i ne
#def i ne
#def i ne
BYTE
WORD
LONG
unsigned
unsigned
unsigned
/* note: The Omn
However, bytes
using word or
locations with
/* resisters with
such channels.
struct channe
struct channel*/
BYTE
BYTE
WORD
BYTE
BYTE
BYTE
BYTE
WORD
WORD
LONG
LONG
LONG
WORD
WORD
LONG
LONG
BYTE
BYTE
BYTE
BYTE
BYTE
BYTE
WORD
BYTE
BYTE
WORD
BYTE
BYTE
LONG
WORD
csr;
cer;
nr10;
dcr;
ocr
scr;
ccr;
nr100O;
mtc
mar;
nr10000;
dar;
nrO11000
btc;
bar;
nr100000;
nr100100;
niv;
nr1O0110;
eiv;
nr101000;
mfc;
nr 101010;
nr101100;
cpr;
nr101110;
nr110000;
dfc;
nr110010;
nr110110;
non-trivial changes/bus-fixes.
char
short
I ons
byte OB68K1A does not swap bytes on byte accesses.
are swapped within words and lonswords. So when
ongword access to read or write WORD or LONG
n the 68450, you must swap bytes
n a 68450 channel. The 68450 contains four
An appropriate declaration would be:
dma_chip[4]"
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
channel status register */
channel error resister */
null resister */
device control resister */
operation control resister */
sequence control resister */
channel control resister */
null register */
memory transfer counter */
memory address register */
null resister */
device address resister */
null resister */
base transfer counter */
base address resister */
null resister */
null resister */
normal interrupt vector */
null resister */
error interrupt vector */
null resister */
memory function codes */
null resister */
null resister */
channel priority resister */
null register */
nul I resister */
device function codes */
null register */
null resister */
Nov 19 01:02 1985
nrO111000
bfc;
nr111010;
nr111110;
Scr;
/*
/*
/*
/*
/*
null resister */
base fuction codes */
null resister */
null resister */
general control resister
channel 3, null on 0, 1,
/* values of bit fields within registers */
/* channel status reg
#define COC CSR Ox80
#define BTC CSR Ox40
#define NOT CSR Ox20
#define ERR CSR Ox10
#define ACT CSR Ox08
#define PCT_CSR Ox02
#define PCS CSR Ox01
#define RSTCSR OxFF
ster
/*
/*
/*
/*
/*
/*
/*
*/
channel operation c
block transfer comp
normal device termi
error */
channel active */
pcl/ transition */
state of pcl/ input
reset status */
omplete *
lete */
nation */
line */
/* channel error register */
NOERR ERR
CONFERR
OPERR
ADDM ERR
ADDD ERR
ADOBERR
BUSMERR
BUSD ERR
BUSBERR
CNTM ERR
CNTD ERR
CNTBERR
Ox00
Ox01
Ox02
Ox05
0x06
Ox07
Ox09
OxOA
OxOB
Ox0O
OxE
OxOF
/*
/*
/*
no error */
contiguration
operation tim
address
address
address
bus
bus
bus
coun
coun
coun
error
error
error
error:
error:
error
t error
t error
t error
error */
ing error */
: memory addres
: device addres
: base address
s or counter */
s */
or counter */
memory address or counter */
device address */
base address or counter */
: memory address or counter */
: device address */
: base address or counter */
#define XAB ERR
#define SABERR
Ox10 /*
Ox11 *
external
software
abort */
abort */
vice control regis
ne BTM OCR Ox00
ne CSMNH OCR Ox8O
ne CSMH DCR OxCO
ne EXPOOOOCR OxOO
ne EXPOO OCR Ox1O
ne IMPA OCR Ox20
ne IMPAR OCR Ox30
ne BIT8 OCR OxOO
ne BIT16 OCR Ox08
ne STAT OCR OxOO
ne STATI OCR Ox01
ne STRT _CR 0x02
ne ABRTDCR Ox03
ter
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
burst
cyc I e
cyc I e
68000
6800
dev i c
dev i c
8 bit
16 bi
PCL a
PCL a
PCL a
PCL a
transfer made */
steal made without hold */
steal mode with hold */
compatible device, explicitly addressed*/
ompatible device, explicitly addressed */
with ACK/, implicitly addressed */
with ACK/, READY/, implicitly addressed *
port */
port */
status input */
status input with interrupt */
start pulse */
abort input */
/* operation control register */
BYTE
BYTE
LONG
BYTE
BYTE on */
2 */
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
/* d,
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
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#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
/* sequ
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
#def i ne
M20_OCR Ox00
D2MOCR 0x80
BYTEOCR OxOO
WORDOCR Ox10
LONGOCR 0x20
NCH_OCR OxOO
ACHOCR OxOB
LCH OCR Ox0C
ARQ OCR Ox00
MARQ OCR Ox01
XRQ OCR 0x02
AXRQOCR 0x03
ence control regi
MNC SCR Ox00
MINC SCR 0x04
MDEC SCR 0x08
DNC 9CR OxOO
DINC SCR Ox01
DOEC_9CR Ox02
transfer from memory to
transfer from device to
byte operations */
word operations */
lone word operations */
chain operation disabled
array chaining */
linked chainins */
auto-request limited by
auto-request at maximum
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
ste
/*
/*
/*
/*
/*
r */
memory
memory
memory
dev i ce
dev i ce
address
address
address
address
address
/* device address
device */
memory */
*/
GCR */
rate */
ates a transfer */
rst operand, external request
on rest of operands */
does not count
counts up */
counts down */
does not count
counts up */
counts down */
/* channel contr
#define STR CCR
#define CNT CCR
#define HLT CCR
#define SAB CCR
#define INTCCR
/* channel
#define PR
#define PR
#define PR
#define PR
priori
10O CPR
11 CPR
12_CPR
13_CPR
/* function codes
#define USR DAT
#define USR PRG
#define SUP OAT
#define SUP PRG
#define IACK_FC
ol register */
0x80 /* start operation */
0x40 /* continue operation
Ox20 /* halt operation */
Ox10 /* software abort */
Ox08 /* interrupt enable */
ty reg
Ox00
Ox01
Ox02
Ox03
i ster */
/* highest priority*/
/* lowest priority */
(68000 definitions) */
0x01 /* user data space */
Ox02 /* user program space */
0x05 /* supervisor data space */
Ox06 /* supervisor program space */
0x07 /* interrupt acknowledge cycle: dma chip
should not assert this */
REQ/ line initi
auto request fi
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ACIA1 ((char
ACIA2 ((char
RESETACIA 3
DIV16 1
BITBS1 0x14
TINTEN 0x20
RINTEN Ox8O
CONFIG (DIV16
RDRF 1
TORE 2
Ox3FF01)
Ox3FF21)
/* "terminal" serial port */
/* "host" serial port */
#def
#det
#def
#def
#def
#def
#def
#def
#det
#det
ne
ne
ne
ne
ne
ne
ne
ne
ne
ne
/* 16x clock */
/* 8 bits, no parity, 1 stop bit *
/* enable xmit interrupt */
/* enable receive interrupt */
BIT891)
/* receive data register ful I */
/* transmit data resister empty */
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/*
Original Author: Steve Rosenthal
Please put your name next to any
*/
non-trivial chanses/bus-fixes.
#define VERSION 2
#def i
#defi
#defi
COL 400
ROW 292
FRAMESIZE (ROW*COL)
#define SATPIX -255
#define NFRAME 4
#define OLDFRAME
/* different flavors
Exactly one of the
/*#define REFCOLVEC
/*#define REF_2_VECS
#define REFFRAME
/* value of negatively saturated pixel, 6/19/84 by
current, recent, old, reference */
define to support an old frame */
reference for first level of sifting.
should be #defineld. */
/* reference done from a vector of medians
of columns (plus an offset). */
/* reference done with two vectors that
capture variations along both axes.
Better model, but somewhat slower than
REF COL VEC */
/* same model as REF_2_VECS, except information
is contained in an entire image, so it
is faster than REF 2 VECS (indeed, even
a tiny bit faster than REFCOLVEC). */
#define MB MEM 0x40000 /* where Multibus memory starts (default) */
#define MBMSIZE 0x80000 /* how much Multibus memory we can use */
/* leftover Multibus memory devoted to subarray constuction buffer */
#define MAXSUBSIZE (MB_M_SIZE - NFRAME*ROW*COL)
#define MAXCANDIDATE 64
#define MAXSTANDARD 64
/* maximum
may be reported in
maximum is 64 */
/* maximum
may be defined per
is 64 */
number of candidates that
a single sift. Absolute
number of
Trigger.
standard stars that
Absolute maximum
#define HEADSTART (ROW / 25) /* number of rows to accumulate before
beginning sift */
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial changes/bus-fixes.
*/
typedet struct
C
short x;
short y;
} COORD;
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial chanses/bus-fixes.
*/
#include "confis.h"
typedef unsisned char *FRAMEPTR; /* used to point at or within a frame */
#define NULLFP ((FRAMEPTR) 0)
/* macros to take us from a current pixel to a recent or old or
reference pixel */
#define REC(fp) (fp + recoffset)
#ifdef OLDFRAME
#define OLD(fp) (fp + oldoffset)
#end i f
#ifdef REFFRAME
#define REF(fp) (fp + refoffset)
#end i f
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Original Author: Steve Rosenthal
Please put your name next to any non-trivial changes/bus-fixes.
*/
1* this file replaces <stdio.h> for the Omnibyte environment */
/* #define TRIGGER
#define BUFSIZ
#define _NFILE
#ifndef TRIGGER
extern struct
char
int
char
char
char
} iob[ NFILE];
/* define if used in
to restrict omni_ iO t
subset of stdio. Don
define it in the comp
(say cc -DTRIGGER ...
512
4
Trigger software. Used
o a very restricted
It define it here;
iler line
obuf
*_ptr;
cnti
* base;
_f I as;
fi le;
IOREAD
IOWRT
IONBF
_IOMYBUF
_IOEOF
_IOERR
NULL
FILE
EOF
01
02
04
010
020
040
0
struct jiobuf
(-1)
STDIN 0
TERMIN STDIN
STDOUT 1
TERMOUT 1
MODIN 2
MODOUT 3
#ifndef TRIGGER
#define stdin (& iob[STDIN])
#define termin stdin
#define stdout (& iob[STDOUT])
#define termout stdout
#define modin (& iob[MODINI)
#define modout (& iob[MODOUT])
input from Omnibyte terminal
termin is alias for stdin */
port */
/* output to Omnibyte terminal port
/* termout is alias for stdout */
/* input from Omnibyte modem port */
/* output to Omnibyte modem part */
#def
#def
#def
#def
#def
#def
#def
#def
#def
#end if
#def
#def
#def
#def
#def
#def
Nov 19 01:03 1985 omniio.H Page 2
9etc (p)
setchar()
putc(xp)
putchar(x)
fef (p)
ferror(p)
fi Ieno(p)
(--(p)->_cnt>=0? *(p)->_ptr++&0377:_filbuf(p))
setc(stdin)
(--(p)->_cnt>=0? ((int)(*(p)->_ptr++=(unsigned)(x))): fIst
putc(x,stdout)
(((p)->_fla&_IEOF)!=0)
((p)->_flas&_IOERR)!=0)
p->_f i l e
#def
#def
#def
#def
#def
#det
#def
FILE
FILE
FILE
I ong
char
*fopen();
*freopen();
*fdopen();
fte I (;)
*fsets ();
#end i f
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial chanses/bus-fixes.
*/
/* describes 6840 timer chip as
#define EFREQ 1000000
#define PTM 0x3ff61
#define CR3 ((char *) PTM)
#define CR1 CR3
#define CR2 ((char *) PTM + 2)
#define STAT ((char *) PTM + 2)
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
#def
CTR1
LSB 1
CTR2
LSB2
CTR3
LSB3
MSB1
LCH1
MSB2
LCH2
MSB3
LCH3
char
char
char
char
char
char
char
char
char
char
char
char
PTM
PTM
PTM
PTM
PTM
PTM
PTM
PTM
PTM
PTM
PTM
PTM
used on the Omnibyte OB68K1A */
/* frequency of E input to 6840 */
/* base address */
/* w */
/* w */
/* w */
/* r */
4)
6)
8)
10)
12)
14)
4)
6)
8)
10)
12)
14)
/* valu
#def i ne
#def i ne
es for contr
INIT Ox1
REG1 Ox1
#define REG3 OxO
INTCLK Ox2
BIT 16 OxO
CONT OxO
INTEN Ox40
ol resisters (partial list) */
/* E input used as clock */
/* status masks */
#define INT PENDING Ox80
#define CT1 STAT Ox1
#define CT2 STAT Ox2
#define CT3_STAT Ox4
#de f
#def
#def
#def
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/*
Original Author: Steve Rosenthal
Please put your name next to any non-trivial chanses/bus-fixes.
*/
#define MAXLEV 6 /* number of siftins levels */
/* macro to record a reached level (instead of function call to
stats.c -- saves time */
#define Sreachedlevel(n) (sp.tlevelreached[n]++)
struct stats
C
lons started _ sifts;
lons ended _sifts;
lons abortedsifts;
lons tabortrow; /* total of row numbers at eacH
abort. */
lons tlevelreached[MAXLEV+1]; /* total number of time
each level is reache
lons treportedcandidates; /* total number of candidates
reported */
};
s
d *
APPENDIX C
The Instrument Control Electronics Software
Introcctim
This Appendix contains the operating system, instrument control
code and Sequel code used by the ICE in the ETC test unit. The
operating system and instrument control code are together in the
first file in this Appendix, while the Sequel code stands alone in
the second file.
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forget kx
kx :ascii Kernel Extensions
* (****~*****************************************************************
*( tools to compile from Host
* (*********************************************************************
-semic ;>text @ 1 - @8 \ 3B - if ] drop 0 ;>text 3!8+ <]
-Hostline %key dup \ 21 - ifn -semic ;>text @!8+ repeat
Hostline -einit \ 20 ;>text @!8+ -hostline
-hmon : Hostline -einit -initial -cinit -cdef -compile sexecute repeat
hostcom : -hmon
;>nest :variable
0 ;>nest
;>loops :variable
0 ;>loops !
-errnest repent 0 ;>nest 0 ;>loops 200 error
: ;>nest @ if -errnest ;>loops @ if -errnest
find ; _immediate
hostcom
* (********************************************************************
*( compi
-emit :
-em it8
e time util ities )
>compi le @!+ ;
;>compile 3!8+
*( Array stuff )
bytes : 2 - ;dictop @ + dup ;dictop @ @ swap ;dictop
words : 1 asl bytes ;
*( Block structure stack )
;>blks :variable
32 words ;
-pusH ;>nest @ dup 64 - ifpz -errnest dup 2 + ;>nest ;>blks +
-pop ;>nest @ dup 2 - ifn -errnest 2 - dup ;>nest ! ;>blks + @
*( ops for bI
-3skip :code
ock structure
-brf :code
43
52
83
F4
A3
93
7C00
B3
I da
str
e lo
add
plo
adci
phi
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: find -3skip -emit
: -pop if -errnest
ind -br
immed
i mmed
C imme
-em i t
ate
ate
iate
find -brf -emit ;>compile
-pop dup ;>compile 3 swap
;>compile @ -\zero
@ -push 0
1 - swap
} -push 0 -push i
-push -\zero
!8 ;
-[init :code
rx
rx
I dx
str
dec
dec
Idxa
str
dec
Idi
str
dec
Str
dec
--Set loop count
-- push it on return stackr7
r7
r2
r7
r7
0
r7
r7
r7
r7
-- init counter
-do[init :code
Id i
str
dec
Str
dec
str
dec
Str
dec
-- push four :-_ytes of zero on return stack
-[test :code
-- assume we'
-- transfer rsp
skip offset
r9
zero
13
87
A5
97
B9
E9 ?
60
72
60
F3
CA+17
29
72
60
F3
CA+10
60
60
FO
57
27
22
72
57
27
F800
57
27
57
27
F800
57
27
57
27
57
27
57
27
inc
SID
phi
sex
irx
I dxa
irx
xOr
if zero
dec
I dxa
irx
xor
if
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E2
17
17
17
17
23
43
52
83
F4
A3
93
7C 00
B3
end_ i f
end i f
sex r2
sex
no
nc
noc
nc
dec
I da
str
add
plo
adc i
ph I
-- do arith on usual stack
-- pop counters
-- point to offset
-- convenient place for off
r2
r7
r7
r7
r7
r3
r3
r2
r3
r3
r3
0
r3
r3 at loop end
-Enotest :code
-- always fall thru
-] :code
-- copy rsp
-- inc count
-- set offset of loop top
-- save it
-- find loop top
-- borrow
-i+ :code
-- copy rsp
-- point
E2
inc
87
A9
97
B9
E9
60
F801
F4
59
60
F800
74
59
E2
43
52
83
F7
A3
93
7F00
B3
plo
sh
sex
irx
I di
add
str
i rx
Id i
adc
str
sex
I da
str
slo
sm
plo
smb i
phi
r9
r2
r3
r2
r3
r3
r3
0
r3
87
A9
97
B9
Sl
plo
phi
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19
19
09
73
29
09
73
nc
nc
I dn
stxd
dec
I dn
stxd
910
pio
i cphi
inc
inc
Idn
stxd
dec
I da
str
inc
Id i
shr
I da
smb
str
irx
1d n
smb
stxd
dec
-return :code
-- set loop nest count
r7
r7
r7
r7 -- pop loop counts off rs
r9
r9
-- return
-break :code
87
A9
97
B9
19
19
09
73
29
49
52
19
F800
F6
49
77
52
60
09
77
73
22
r9
r9
r9
-- transfer current count
-- point to limit
-- set borrow
-- set count limit Isbs
-- subtract count
r7
r9
r7
r9
r9
r9
r9
r9
r9
r2
r 9
0
r2
43
A9
1da
plo
do
untiC2+OA
17
17
17
17
29
89
CO-QA
17
47
A3
07
B3
zero
no
no
inco
ino
dec
lo
r7
r7
r3
r7
r 3
repeat
nc
ldapI ca
plo
ph i
-- msbs
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-- copy rsp
87
A9
97
B9
E9
60
F801
F4
59
60
F800
74
59
E2
43
52
83
F7
A3
93
7F00
B3
17
17
17
17
43
52
83
F4
A3
93
7C 00
B3
*1
SIo
plo
phi
sex
i rx
idi
add
str
i rx
Id i
adc
str
sex
'da
Str
sm
plo
smbi
phi
nc
inc
nc
nc
I da
Str
add
ptO
adci
phI
for offset
-- point r3 at loop end
blastres :code
[ >loops @1+ find -[init -emit find -[test -emit ;>com
-\zero ;
do[ : ;>Icops @1+ find -doEinit -emit find -[notest -emit
1 -push -\zero
] : ;>loops @1- find -] -emit -pop ifz -errnest -pop dup
dup 3 + -emit8 swap !8 i
return: find -return -emit ;>loops 2 -emit8
-looptop : -pop -pop swap ifz ( drop repeat 2
break : ;>nest @ -looptop swap ;>nest !
find -break -emit ;>compile 6 swap - 1 + -emit8
pile @ -push 1 -pL
;>compi le @ -pus-
;>compile @ swap -
-- inc count
-- set offset of loop top
-- save it
-- find loop top
-- borrow
-- pop counters
-- convenient place
r9
r2
r3
r2
r3
r3
r3
0
r 3
r7
r7
r7
r7
r3
r2
r3
3
r3
F87F
B7
F8FE
B2
Idi
phi
Idi
phi
7F
r7
7E
r2
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fin [ _ immediate
frind do[ _ immediate
fin.d ] immediate ;
find return _immediate
find break immediate
-?ioop : ;>loops @ ifz -errnest
i+ :-?loop find -i+ -emit ;
i- : -?ioop find -i- -emit ;
find i+ -immediate ;
find i- -immediate ;
-err" : repent 201 error
- code
93 *hi r3 -- push literal addr
73 stxd
83 *(0 r3
73 stxd
do
43 *(Ida r3 -- look for terminating null
CA-02 *( repeat nonzero
find -" -emit ;>text @1+ do[ ;>text @@8+ dup ifz -err' dup \ 22 -
ifz ( break } -emit8 ] drop 0 -emit8
find " immediate ;
# blastree qmon ;
* (*****~*************************************************************
*( Bit manipulation Routines
* (******************************************************************
not :code 60 60 FO FBFF 73 F0 FBFF 73
*( .BCLR .NOT .AND )
bcir :code 60 72 60 FBFF F2 73 72 60 FBFF F2 73 22
*( Mask maker )
bits : 0 swap E 1 asl 1 + ]1
*( return bit <n>
bit : 1 swap asl
*( Word subscriptins )
[] :dup + +
* (******************************************************************
*( Low Level Arithmetic Routines
* (******************************************************************
mu! :code a2 BF 60 72 AB 72 BB 72 AA F0 BA F800 73 73 73 52 AF 9B B9 8B A9
8A F6 AA CB+OF 89 F4 52 60 99 74 52 60 SF 74 52 22 22 SA C2+0D
89 FE A9 99 7E 39 8F 7E AF CO-21 9A C2+09 AA F800 BA 60 CO-32 9F A2
div :code F00 AB BB 1B AA BA 60 72 A9 72 B9 99 F6 B9 89 76 A9 9A 76 BA 8A
AA 8B F6 8A CB+11 FS 52 60 9A 75 52 60 89 75 52 60 99 75 C0+OE
F4 52 60 9A 74 52 60 89 74 52 60 99 74 73 B 7E AB 9B 7E C3+07
BB 22 22 CO-3C 60 73 8B 73 F6 C3+09 22 8A F4 52 60 9A 74 52 22 22
It? :code 60 72 60 FS 22 72 60 75 C3+06 FFF C0+03 F800 73 73 ;
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F4
FS
F5S
73
22
22
72
72
72
74 76 73 FO 76 73 ;
75 22 22 C3+09 72 60 73 22 22 72
75 22 22 CB+09 72 60 73 22 22 72
*( Square root routine )
;-sqh :variable ;
;-sql :variable ;
;-sqlast :variable
-sqloop dup ;-sqlast
;-sqlast @ It?
sqrt ;-sql ! ;-sqh !
! dup ;-sqh a
if repeat ;
65535 -sqloop
swap ;-sql 9 swap div drop +/2 dup
drop ;-sqlast 9 ;
*( Composite Arithmetic)
;-sign tvariable
;-atemp :variable
abs : dup ifn csign
*( Double precision change sign )
chsd : dup ifz C swap csign }{ csien
*( Make sign and magnitude of
san : dup ifn C csign -1 }( 0
*( Extend
snx : dup
number
};
swap -1 xor 2 swap
)
sign single -> double precision
ifn C -1 }{ 0 2 swap i
*( Signed multiply with double precision result)
smul sgn ;-sign swap sgn ;-sign @ xor ;-slgn
*( Signed multiply with single precision result)
* smul swap drop
*( Signed divide - double precision
sdiv sgn ;-sign ! ;-atemp ! swap
-1 xor swap csign dup ifz C
;-atemp @ div ;-sign @ if C
*( all single
/ ;-atemp !
! mul ;-sign @ if C chsd 2
dividend, single divisor> quotient, rem
dup ifn C -1 ;-sign @ xor ;-sign
swap 1 + swap 2 }{ swap 2
csign swap csisn swap 2
signed divide, no remainder )
snx ;-atemp @ sdiv drop ;
*( sdiv with no remainder )
sdnr sdiv drop
*( Faster version of positive divide with remainder for num conversion)
/pIr : ;-atemp ! 0 swap ;-atemp 9 div swap
*( Formatting routines )
2E Kemit
20 Kemit
swap dup if C
swap \ 30 +
4 [ 10 /pIr
"sp dup ifn
return } drop
%emit 1 - dup
C "- csign 2
1 - dup if repeat swap
if repeat drop ;
+/2
max
min
code
code
code
60
60
60
72
72
72
73
73
-s Iz
-prest
-btbcd
-ps i gn
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= : -psien -btbcd 4 -s1z swap 1 + -prest
=.2 : -psien -btbcd 2 -slz swap 1 + -prest ". 2 -prest
=onoff if C " on" } " off" } ,t
* (********************************************************************
*( PROGRAMMABLE SEQUENCER STUFF
* (********************************************************************
quit
forget stacks
hostcom
stacks " Stacks" ,t "nl
&init : 0 swap !
&push : dup dup @ 2 + swap dup 3 +
&pop dup dup @ + @ swap dup @ 2 - swap
&depth : @ 1 asr
&top dup a + @
&drop : dup @ 2 - swap
stacks
quit ;
forget seqc
hostcom
seqc : " Sequencer commands" ,t "ni
;seqbase : 57344 ; *( Loc of sequencer memory in the COSMAC address space
;seqcs ;seqbase 4095 +
seqso ;seqcs @8 \ CO or ;seqcs !8
seqstop : ;seqcs @B \ 3F and ;seqcs !6
pss ;seqcs @8 dup 7 and " Gain " ,t = "ni not \ CO and dup " Sequencer
ifz C drop " running" } \ 80 - ifz ( " halted" }{ " reset" 2 }
"n
seqc
8xasm " The 8X300 assembler" ,t "ni
*( Instruction counter
.1 :variable ;
*( Stuff for load- the 8X300 from the COSMAC
*( Assembler support
emit .1 @ 2 asl ;seqbase + !. @ 1 + .1
3arss \ if and swap \ 07 and 5 asl + swap \ 1f and 8 asl +
2arss \ ff and swap \ if and 8 as! +
op : 13 asI + emit
errpage "Branch boundary violation." ,t "nl quit ;
*( The 8X300 instructions
MOVE 3arss 0 op
ADD 3arss 1 op
AND 3ares 2 op
XOR 3ares 3 op
XMITIO 3arss 6 op
XMITR 2arss 6 op
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NZTR dup \ FF00 and .1 @ \ FF00 and - if C errpase } 2arss 5 op
JMP : \ 1FFF and 7 op
8xasm
: " Sequencer support" >t "nl
Handy macros for sequencer ;
*( Make a status resister f
*( number of its LSB:
STAT : 16 + ;
*( Auxiliary resister speci
AUX : 0 ;
*( Control instructions
HALT : 0 STAT 1 1 XMITIO
RESET : 1 STAT 1 1 XMITIO
NOP : 0 0 0 MOVE
ss
ield specification glven the (Sisnetics) bit ;
fication ;
sequel : " The sequence compiler" >t "nl
*( The action location counter
.A :variable ;
*( The current action
;action :variable ;
*( Stacks for loop control
;forstack :variable
10 words
;dostack :variable
20 words
*( temp buffers for deferred action statement.3
;alist :variable
50 words ;
;dlist :variable
50 words ;
;alp :variable ;
;dip :variable ;
;alfp :variable
;dlfp :variable
;dsum :variable
*( Error
errcount
errnest
errf i e I d
mesages ;
: Loop count <1 or
Loops too deep or
: Il legal action."
>256.") >t "nl quit ;
not nested properly." st "ni quit;
>t "nl quit
*( Action compiler front end:
*( If control instructions have be
*( the specified action will be em
*( and delay are placed in a buffe
*( somethins to merge with. This c
*( single actions with summed dela
*( to 1 DELAY 1 DELAY").
emita : .A 3 2 asl 2 + ;seqbase +
backfill : do[ dup ifz C break }
;action 3 emita 1 - ]
en emitted
itted immed
r for later
ode also me
ys (mak ins
! .A 1 +
A @ .I @ -
ahead of the action counter
iately. Othewise, the action
processing when there is ;
rses duplicate actions into
"2 DELAY" equivalent
.A ! b
ifpz C break}
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mergelist ilp 9 2
emitlist ;action @
fillist ;alp @ ;ali
;alp @ 2 -
DELAY backfill dup
EXECUTE 1 DELAY
MICROSEC 2 asi
- 9 + ;dl
ip @!+
st - if 
@ ;action
if ( dup
9 2 - ! ;
dip @3!+
@ - ifz {
idsum @ +
mergelist }{ emitlist I } emitlis
;dsum ! fillist }{ drop I
Loop basics are defined here so that the compiler can use
for building delays. They are also used later by the regu
code.
ck and reformat loop count (256 -> 0) (also negate)
nt dup 1 - \ FF00 and if errcount csign \ FF and
ure out which 8X300 register to use for a loop counter
es ;forstack &depth dup 1 - ifn errnest dup 8 - ifpz
dup 7 - ifpz [ drop 9 2
ernal fast versions of for and next
.I @ 1 + ;forstack &push getcount get8xreg swap XMITR
t : get~xres 0 set8xreg ADD set8xres swap NZTR
: ;forstack &top addtest ;forstack &drop
ays
oop : dup 515 -
ifpz 1  - 0 swap 257 div swap qfor 127 qfor qnext q
dup 3 - ifn C [ NOP ] 1{ dup 1 - 1 asr qfor qnext
1 and fz { NOP 2 2
(n> sync
counters
behind t
by sync.
emptys the deferred action list and aligns the
so that the instruction counter 3 exactly (n>
he action counter. Most action code is actually
It is invoked before generating code for each
e
ac
them
lar (user) I oop
(1-6 or 9)
errnest
next 2
ocat ion
ocations
mitted
tion statement.
warn : "Warning -- " , = " DELAY inserted
need dup .I .A @ - + ;
ad : deineed ;dsum 9 swap It? if r delneed
nmid determines the number of extra states
before the new control statement ;
nmid : dup ;dsum @ swap
emitdelay dup delaylo
do[ .A @ . I
delwhole ;dlfp @@+ em
delsplit nmid dup ;dl
midfill do[ nmid ifz
nmid ;dlfp 9
nonull do[ ;dlfp @ @
*( merge emits the acti
merge :E nonull ;alfp
init iist ;dlist ;dip
sync : ;dlist ;dlfp ! ;
op
it
fp
if
on
!
;dsum @ swap - ;dsum
- ifz C break 2 ;alf
delay ;alfp @@+ drop
@ @ swap - ;dlfp !
break 2
It? if C delsplit }{
C break 2 ;dlfp @@+
code to be merged wi
@ emita ;dlfp @ dup @
;alist ;alp ! ; idsum
ist ;alfp ! xtrad mid
." ,t "nI i
;dsum @ - dup delwarn DELAY }
to occur
p @ @ emita ;
emitdelay
delwhole } ]
drop ;alfp @@+ drop ]
th the new control statement
1 - swap ! ]
fill merge initlist
*( backstate filis extra actions for control statements with out
*( of line stuff in them, given the distance back to look for state
backstate .A @ swap - 2 as! 2 + ;seqbase + @ emita
*( Start compi ling sequencer code. Initialize compiler variables and
*( Che
setcou
*( Fig
set8xr
*( int
qfor :
addtes
qnext
*( De l
de lay I
de l
de I
xtr
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*( emit 8X300 initialization code (1 to AUX).
BEGIN : 0 .1 0 .A 0 ;action ;forstack &init ;dostack &init initlist
AUX 1 XMITR ;
*( Finish up a sequencer program
END 2 sync RESET .1 @ JMP
*( Loops
FOR 2 sync .1 @ 2 + ;forstack &push
csien dup 8 asr setSxres swap XMITR
0 ;forstack &push
\ FF and set~xres swap XMITR
*( End of loop
NEXT : 5 sync .1 9 6 + addtest ;forstack &pop if errnest
.I @ 3 + addtest .I @ 4 + JMP ;forstack &pop JMP NOP I 9 2 - JMP
1 backstate 4 backstate 4 backstate
*( Indefinite loops ;
00 : 0 sync .1 @ ;dostack &push 0 ;dostack &push
*( backpatch, given an address, puts a jump to the current loc + 1 at it
backpatch : .I @ swap .1 ! dup 1 + JMP .1 ! ;
REPEAT : 1 sync do[ ;dostack &pop dup ifz C drop break } backpatch ]
;dostack &pop JMP
*( WHILE, UNTIL, and SET invert their data 'cause the 8X300 does.
wres : 3 sync ;forstack &depth 7 - ifpz ( errnest } 7 MOVE 7 .I @ 2 + NZTR
dojmp : .1 @ dup ;dostack &push 1 + .I
UNTIL : whres dojmp NOP 1 backstate
WHILE : whres .1 @ 2 + JMP dojmp 1 backstate
SET 1 sync 3 pick not \ 1F and XMITIO drop
PAGE 1 sync .1 9 \ 1FOO and \ 0100 + dup JMP dup .1 A
*( Control resister bit fields
HALT/ 0 STAT 1
RESET/ 1 STAT 1
SYNC 2 STAT 1
IDLE : 4 STAT 1
CNTL : 5 STAT 1
GAIN : 7 STAT 2
*( Action compiler
*( Check for legal action
fieldcheck : - if C errfield }
*( Action setup words ;
on and off are for one bit controls
*( hih and low work with anything (equivalent to on, off if field is 1 bit
*( mid is for tri-level drivers only
ON : 1 fieldcheck bit ;action @ or ;action
OFF 1 fieldcheck bit -1 xor ;action @ and ;action
HIGH : bits swap asl -1 xor ;action @ and ;action
LOW bits swap asl ;action @ or ;action
MID 2 fieldcheck dup 2 bits swap asl -1 xor ;action @ and swap 1 + bit
or ;action !
sequel ;
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seqnames
*( NAME
OP :
OM :
OT
OS
ENCOD
HOLDO0
HOLD1
HOLD2
SP1
SP2
SP3
SP4
seqnames
: Sequencer bit assignments" >t "nl
LSB #BITS
0 2;
2 2;
4 2
6 2
: 8 1;
: 9 1
: 10 1
: 11 1
: 12 1
: 13 1
: 14 1
: 15 1
* (*********~************************************************************
*( COSMAC tools for ccd system control
* (*********************************************************************
*(dac tools)
!dac1 : \ 73d0 + !8 ; *(set value of dac)
!dac2 : \ 73dc + !8 ; *(
!dac3 \ 73e8 + !8 ; *(
!dac4 \ 73f4 + !8 *(
@dac1 \ 73d0 + @8 ; *(return value of dac)
@dac2 : \ 73dc + @8 ; *(
@dac3 : \ 73e8 + Q8 ; *(
@dac4 \ 73f4 + @8 ;- *(
clksl : 47 98 130 49 96 130 67 75 137 77 10 [ i- !dacl ] ;
clks2 : 47 98 130 49 96 130 67 75 137 90 10 E i- !dac2 ] ;
clks3 : 70 75 100 70 75 100 50 95 100 50 10 [ i- !dac3 ]
ctks4 : 47 98 130 49 96 130 0 120 100 87 10 [ i- !dac4 ]
pdacl 12 [ i+ dup = Isp @dac1 = "nl ] ; *(print dac adu values)
pdac2 : 12 [ i+ dup = "1sp @dac2 = "nl ] ; *( "" " " " )
pdac3 : 12 [ i+ dup = "isp @dac3 = "-nl I ; *( "" " " "" )
pdac4 : 12 [ i+ dup = "sp @dac4 ="nl ] ; *( "" " "i "")
daczero : 48 [ 0 i+ !dac
dczrl 12 [ 0 i+ !dac1 ]
dczr2 : 12 [ 0 i+ !dac2 ]
dczr3 12 [ 0 i+ !dac3 ]
dczr4 : 12 [ 0 i+ !dac4 ]
offs1 10 !dac1
offs2 10 !dac2
offs3 10 !dac3
offs4 10 !dac4
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poff1 : 10 @dacl Kemit
poff2 : 10 @dac2 %emit
poff3 : 10 @dac3 %emit
poff4 : 10 @dac4 %emit
send ;seqcs 98 \ 3B and ;seqcs 18 ; *( sets CTL1 low to enable hssI )
notsend : ;seqcs @8 \ 04 or ;seqcs !8 ; *( sets CTL1 high to disable Hss
aO :variable ; -208 a3 ;
house : S E i+ dup = aO @ + 98 = "nl ]
*( temperature control tools )
temp: \ ff36 @8 \ ff37 98
heat1 \ 73c8 98 , \ 73cc 98
temp2 \ ff34 @8 , \ ff35 98
heat2 \ 73c9 @8 \ 73cc @8
temp3 \ ff30 @8 , \ ff31 @8
heat3 : \ 73cb @8 > \ 73cc @8
temp4 : \ ff32 @8 > \ ff33 @8
heat4 : \ 73ca @8 , \ 73cc @8
temp temp1 temp2 temp3 temp4
tempwatch : temp "nl 30000 delay
sethc \ 73cc 18
sett1 : \ 73c8 !8
sett2 \ 73c9 !8
sett3 \ 73cb !8
sett4 : \ 73ca !8
heaten : \ ff \ ff00 18
heatdis \ 00 \ ffQ0 !8
heatdis
0 sethc
gain : ;seqcs 18
time :variable
*( hostcom temperature routines )
scurrents \ ff37 @8 %emit \ ff35 @8 %emit \ ff31 @8 %emit \ ff33 @8 Kem
stemps : \ ff36 @8 %emit \ ff34 @8 Kemit \ ff30 98 %emit \ ff32 @8 %emit
st_settings \ 73c8 98 %emit \ 73c9 @8 %emit \ 73cb @8 %emit \ 73ca 98 %
scsetting \ 73ca 98 Kemit
* (************************************************************************
*( Telescope mount controls )
* (************************************************************************
ha 65528 @ >
habyte : 65528 @8 %emit 65529 98 %emit
slewon : \ ff 65530 !8
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trackon : 0 65530 !8 ;
*( hostcom telescope control routines )
s 2 %out7 Kout3
s1 114 s
s2 54 s
s3 39 s
s4 99 s
so 0 S
cw s s2 s3 s4
ccw s s4 s3 s2
westslew : cw iterate sO
eastslew : ccw iterate sO
westT
westM
westC
westX
westI
eastT
eastM
eastC
eastX
eastlI
10000 westslew 1 %emit
1000 westslew 1 Kemit
100 westslew 1 %emit
10 westslew 1 %emit
1 westslew 1 Kemit
10000 eastslew 1 %emit
1000 eastslew 1 %emit
100 eastslew 1 %emit
10 eastslew 1 Kemit
1 eastslew 1 %emit
*( Dome control )*
nesw dome : 0 \ ff23 !8
right : neswdome i
nwse dome : \ ff \ ff23 !8
left : nwse dome
start dome \ ff \ ff22 !8
stopdome 0 \ ff22 !8
azimuth :\ ff20 38 Kemit \ ff21 @8 %emit
enc : \ ff20 @8 256 * \ ff21 @8 + ,
micropulse : start _dome 50 delay
shortpulse : start _ dome 100 delay
halfpulse start _dome 500 delay
medium_pulse : start _ dome 1000 del
lons_pulse startdome 5000 delay
spin-dome startdome 30000 delay
stopdome 500 delay 1 %emit ;
stop-dome 500 delay 1 %emit
stopdome 500 delay 1 %emit ;
ay stop-dome 500 delay 1 %emit
stopdome 500 delay 1 %emit ;
30000 delay 30000 delay stopdome
*( define sequencer clock variables )
thp :vari
tmp :var i
ths :var i
tms :vari
tIs :vari
tvarset
tvarset
status
*( paral
*( paral
*( seria
*( ser ia
*( ser a
40 4 thp
el clock --
el clock --
clock ----
clock ----
clock ----
tmp ! ths
temp1
heat1
t i me
t i me
time
t i me
t i me
tms
high )
mid
high )
mid
low
tls
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Intesrat
pas ;
ion Time (mins.) = " it time 3 = ")nl
pclocks : "
"
"
J"
"
"
"
700 7 2 @dac4
700 7 5 @dac4
700 7 8 @dac4
=.2 " 5 p L vo
=.2 ))s vo
=.2 ")sp "v
Vpm " VPmid = "
sp " volts
Vmm " VMmid = "
sp " volts
Vsn :" VSmid - "
)SP " volts
Vpl :" VPlow ="
sp " volts
Vml :" VMlow = "
SP " volts
Vs: " VSIow = "
SP ") volts
>t 450 7
,t "ni
,t 450 7
"t "nI
,t 450 7
" ,t "in I
>t 300 7
" >t "nI
1 @dac4 *
4 @dac4 *
- 7 2 @dac4 * - =.2
- 7 5 @dac4 *
7 @dac4 * - 7 8 @dac4
2 @dac4 * - 7 1 @dac4
>t 300 7 5 @dac4
" >t "nl
t 300 7
" yt "nI
- 7 4 3dac4
8 @dac4 * - 7 7 @dac4 * -
=.2
- =.2
- 7 0 @dac4 * - =.2
7 3 @dac4 * -
7 6 @dac4 * -
pvolts : Vph Vpm Vpi "nI VmH
seqw : ;seqcs @8 6 b
9o :seqgo seqw
so repeat ;
Vmm Vml "ni Vsh Vsm Vsl
it and if repeat
: notsend so so so so 9o so
flush send so
60000 * delay;
C0
ital
9ain seqstop
Sain seqstop
sain seqstop
sain seqstop
I : csntl csn
clks1 0
clks2 0
clks3 0
c!ks4 0
t2 csnt3
OP hijH
mi d
1 ow
OM h i Sh
m i d
I ow
CS h i Sh
m i d
I ow
Vref
@dac4
@dac4
@dac4
@dac4
@dac4
@dac4
@dac4
@dac4
@dac4
@dac4
")n
"n
")n
")n
"n
")n
"in
"I
n I
"n I
Vph
VmH
Vsh
VPh i
VMhi
VSh i
= " -
- "
"nI
"nI
"n I
f lush
dark
sec:
csnti
csnt2
csnt3
csnt4
Cos n
quit ;
sethc
sethe
sethc
sethe
csnt4
heatd i s
heatd i s
heatd S
heatd i 9
slewon
offs1
of fs2
of fs3
of fs4
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hostcom
BEGIN ;
3 DELAY
OS LOW EXECUTE ;
10 FOR ;
2 DELAY
30 FOR
OM MID EXECUTE ;
tmp @ DELAY ;
OM HIGH EXECUTE
thp @ DELAY ;
OM LOW EXECUTE ;
16 DELAY
NEXT
1 DELAY
OS MID EXECUTE
800 FOR
OS HIGH EXECUTE
OS MID EXECUTE
2 DELAY
OS LOW EXECUTE
OS MID EXECUTE
2 DELAY
NEXT
5 DELAY
NEXT
2 DELAY
OS LOW EXECUTE
292 FOR ;
OP MID OM MID EXECUTE
tmp @ DELAY ;
OP HIGH OM HIGH EXECUTE
thp @ DELAY ;
OP LOW OM LOW EXECUTE
16 DELAY
NEXT ;
2 DELAY
OS MID EXECUTE
800 FOR ;
OS HIGH EXECUTE
OS MID EXECUTE
6 DELAY ;
OS LOW EXECUTE
OS MID EXECUTE
6 DELAY ;
NEXT
2 DELAY ;
292 FOR ;
OM MID EXECUTE
tmp @ DELAY ;
OM HIGH OS LOW EXECUTE
thp @ DELAY
OM LOW EXECUTE ;
20 DELAY ;
OS MID EXECUTE ;
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2 DELAY
400 FOR
OS HIGH EXECUTE
GS MID EXECUTE ;
8 DELAY ;
OS LOW EXECUTE ;
OS MID EXECUTE ;
2 DELAY ;
HOLDO ON EXECUTE
1 DELAY
HOLDO OFF EXECUTE
4 DELAY
NEXT
5 DELAY
NEXT
2 DELAY
END
qui t
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hostcom
clks1 : 75 70 85 75 70 85 70 85 110 77 10 [ i- !dacl ]
clks2 : 50 75 90 50 75 90 65 75 98 90 10 i- !dac2 I
clks3 : 70 75 100 70 75 100 65 75 72 53 10 [ i- !dac3 ]
clks4 : 47 98 130 49 96 130 0 120 100 87 10 [ i- !dac4 J
tempal : 0 setti 0 sett2 0 sett3 0 sett4 0 sethc heatdis
offall : 4 offs1 60 offs2 26 offs3 7 offs4
check load : 10 delay ;
cosinitall : 2 gain seqstop clksl clks2 clks3 clks4 tempall oftall slewon ri
cosinitall
quit ;
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hostcom
clksl : 75 70 85 75 70 85 70 85 110 77 10 C i- !dacl I
clks2 : 70 75 70 70 75 70 65 75 98 90 10 C i- !dac2 ]
clks3 : 70 75 100 70 75 100 65 75 72 53 10 C i- !dac3 ]
clks4 : 47 98 130 49 96 130 0 120 100 87 10 C i- !dac4 ]
tempall 0 setti 0 sett2 0 sett3 0 sett4 0 sethe heatdis
offall : 4 offsl 6 offs2 3 offs3 7 offs4 ;
casinitall : 3 gain seqstop clksl clks2 clks3 clks4 tempall offall slewon r
cosinitall
quit ;
APPENDIX D
ETC-specific Driver Code
Introcuction
This Appendix contains the Overseer computer driver code that is
unique to the ETC. This Appendix has no relevance to the random
reader of this thesis: it is meant solely as a reference for future
workers on the ETC.
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APPENDIX E
ETC Computational Algorithms
E. 1. Centroidirg
The location.of a stellar image on a CCD is determined to a pre-
cision of a fraction of a pixel by a simple interpolation algorithm
proposed by John Doty of MIT. The interpolation is the two-
dimensional fit of an inverted parabola to the peak of a stellar
image, using the value of the peak pixel of the image and the values
of the two points on either side of the peak pixel. Implementation
of the algorithm to the image profile in the x-direction and in the
y-direction leads to a specification of the image location on the
CCD.
The algorithm fits the three peak points to the formula z = ax2
+ bx + c, where the x-values of the three points in the fit are -1, 0
and 1. The maximum of this function is at -b/2a, which can be calcu-
lated to be
Z-1 - z
X =
max 2(z 1 + zI - 2Z0)
E.2. Median Filtering
The first level of Trigger sifting requires an image frame which
represents to level of the sky brightness plus the bias level (the
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sky+bias level) across the CCD. The sky+bias level across the CCD is
not constant, due to the effects of the vignetting of the lens and
possible gradients in sky brightness; therefore, a simple averaging
process for determining sky+bias level is not acceptable.
The median filtering process, adapted from use on MIT's Small
Astronomical Satellite (SAS-3), is a straightforward method of calcu-
lating a representation of the sky without stars from an image of the
sky with stars. In median filtering, a linear array of numbers is
represented by the median value of that array, a value which can be
considered typical for that array. In image median filtering, the
image is median filtered first by rows and then by columns. The
median values of the rows of an image are stored in a column vector.
This column vector is then subtracted from each column in the image.
The resultant image is median filtered along each column, the values
being stored in a row vector.
The column vector is a representation of the typical sky+bias
levels in the CCD, while the row vector represents deviations from
typical values. The vector sum of these two (orthogonal) vectors
yields the median-filtered image, which is essentially the original
image with all stars, hot pixels and cosmic rays removed.
APPENDIX F
Thermal Analysis of the ETC
TIntroduction
The operating temperature of the CCD is determined by the cool-
ing rate of the closed-cycle refrigerator and the ambient warming of
the chips and how each varies with temperature. The rate of cooling
is determined by the cooling power of the MFC-100 and the thermal
resistance of the metal strap between the cold copper rods and the
CCD cold sink. The ambient warming of the chip is due to heat gain
through conduction and radiation from the walls of the camera. The
final temperature of the CCDs cannot be calculated exactly because
the variation of the cooling power with final temperature is not
known. However, from the analysis that follows, it can be seen that
the CCDs will reach a temperature well below -800 C.
F. 1. Ambient Wiaing by Radiation
The rate of heat gain of the cold surfaces of the interior of
the camera is calculated by comparing the rate of energy radiation by
the cold surface with the rate of absorption by the cold surfaces of
radiation from the camera walls. The rate of radiation of the cold
surfaces is
p 4
emitted =aold'coldcold
where Tcold is the temperature (0 Kelvin) of the cold surface, Acold
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its area, Ecold its emissivity (and therefore also its emissivity),
and a is the Stefan-Boltzmann constant. The radiation flux from a
single surface of the wall is aT4 wallwall; the flux of radiation in
a cavity (such as an empty camera body) is just T4 wall. The
geometry of the cold surfaces inside the camera will make the actual
radiation flux hitting the surface somewhere between these values:
the value of cavity radiation flux will be used here as an upper
limit. Thus the rate of radiation absorption by the cold surfaces,
P absorbed, fulfills
P 4 A
aborbed < aTal coldE cold
The net rate of heat gain by the cold surfaces due to radiation
follows
net < CcoldE cold Twa1l cold)
0 TC2For T wa1-288 K, Tcol=1730K, -cold=.08 and Acold=100 cm p net(0.27
Watts. A rough estimate of the effects of geometry gives the value
of heat absorption by the cold surfaces to be
The rate of heat transfer to the cooling probe can be calculated
in a similar fashion. The net rate of heating is
P - T
4 )
net = CE * Tf fold probe
For obe200 cm probe=0.6, Tmanifold=288 and Tprobe=173 the
rate of radiation heat input to the probe P n= 11.1 Watts.
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It should be noted that these calculations are based on the
assumption that the walls of the camera and manifold are in thermal
contact with an infinite heat bath. In actual fact, they are not,
and their temperature is observed to drop when the system is cooled.
This difference will simply reduce the rate of heat flow to the cold
surface; thus, the numbers calculated above are good upper limits on
the heat flow to the camera's cold surfaces.
F. 2. Ambient Warming by Conducticn
The rate of heat gain of the cold surfaces due to conduction can
be roughly calculated from a simple kinematic model of the gas inside
the camera. At the operational pressures inside the ETC cameras
(~10-5 mm Hg), the mean-free-path of an air molecule is several
meters, so thermal molecules from the wall will strike another wall
or a cold surface before colliding with another molecule. The spec-
trum of velocities striking a cold surface can therefore be con-
sidered a Maxwellian, based on the temperature of the walls.
The rate of energy deposition by conduction into a cold surface
equals the rate of collision of molecules into the surface times the
average energy deposited per collision. The rate of collision of
molecules of number density n and velocity v onto area A is nvA. If
the average energy deposited is half the molecule's kinetic energy,
the rate of energy deposition for particles of velocity v is
P(v) = nvA(mV2/4).
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By integrating over the Maxwellian velocity distribution, the
total rate of energy deposition by all molecules becomes
00 p()~-V2 /2kT
j/ P(v)v2 e-2/k
conductiO 00 2
0/2kT
This reduces to
Pc ucti = 0.799m1/2 An(kT)3/2
For T=T wall=2880K, m=14m proton=2.3x10 2 3g and A=100 cm2
P d1ti .310 -n Watts. The value of n at 1 am Hg pressure is
1.5x10-1 5 , so Pconduction=20.0 Watts/um. At a pressure of 10- 2m
this rate is 0.2 Watts.
F. 3. Cunmilative Warirg Effect due to Conduction and Raiatim
The net rate of warming of the ETC CCD cameras and manifold at a
pressure of .01 am Hg is <15 Watts at -800C, according to the calcu-
lations in the sections above. Since the MFC-100 closed-cycle refri-
gerator is rated to deliver >~200 Watts of cooling power at -800C,
the ETC CCD cameras should reach temperatures between -850C and
-950C.
