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POPULATION STABILIZATION IN BRANCHING BROWNIAN MOTION
WITH ABSORPTION
CHRISTOPHER HENDERSON
Abstract. We consider, through PDE methods, branching Brownian motion with drift and ab-
sorption. It is well known that there exists a critical drift which separates those processes which die
out almost surely and those which survive with positive probability. In this work, we consider lower
order corrections to the critical drift which ensures a non-negative, bounded expected number of
particles and convergence of this expectation to a limiting non-negative number, which is positive
for some initial data. In particular, we show that the average number of particles stabilizes at the
convergence rate O(log(t)/t) if and only if the multiplicative factor of the O(t−1/2) correction term
is 3
√
pit−1/2. Otherwise, the convergence rate is O(1/
√
t). We point out some connections between
this work and recent work investigating the expansion of the front location for the initial value
problem in Fisher-KPP [7,8,15,16].
1. Introduction
In this paper we consider a probabilistic model, branching Brownian motion, through analytic
means. This process evolves as Brownian motion and splits at a constant rate into two particles
undergoing independent Brownian motion. In addition, we are interested in this model where the
particles are pushed by a given drift, −X˙ and where particles are killed upon reaching the origin.
This connection to the Fisher-KPP equation and its use as a model for populations undergoing
selection have made branching Brownian motion the subject of intense interest in recent years [1,2,4,
5,9,11,15,16,18–21,25,26,31]. Early work by McKean, [27], focused on understanding the statistics
of the rightmost particle of branching Brownian motion with neither drift nor absorption in order
to understand solutions to the Fisher-KPP equation. We describe in more detail the connection
between this work and Fisher-KPP at the conclusion of this section. In 1978, Kesten introduced
drift and absorption at the origin into the model in [21]. In this work, he showed that X˙ = 2 is
the critical drift, separating systems which die out with probability one from systems with positive
survival probability. Recently, more precise results have been obtained regarding the distribution of
particles at or near the critical drift and the convergence of the statistics of the rightmost particle;
see, for example, [1,4,5,9,18–20,25]. The preceding is an incomplete bibliography, and the interested
reader should investigate the references within the works referenced above.
Our perspective is slightly different. We wish to understand the effect of lower order terms in
expansion of the drift on the average number of surviving particles. To be more explicit, let Nt be
the number of particles at time t with the position of the ith particle given by Y it , and define
v(t, x) = Ex
[
Nt∑
i=1
v0
(
Y it
)]
,
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for some compactly supported function v0. Then v solves the equation
(1.1)


vt = vxx + v,
v(t,X(t)) = 0,
v(0, x) = v0(x),
see, e.g. the “many-to-one” lemma [17, 19]. In particular, if v0 is the indicator function of [a, b],
this is simply the expected number of particles in [a, b]. In [15, 16], the authors, using (1.1) as an
approximation for Fisher-KPP, show that, letting
X˙ = 2 +
r
t
,
the only choice for r which yields non-trivial long-time behavior is −3/2. We obtain a correction
of order t−3/2 which gives us more precise information on the average number of particles by a
refinement of their methods and using a connection between the mass of the solution of (1.1),
v, with the normal derivative at the origin, vx(0). This allows us to find an expansion for X˙ ,
independent of initial data, which yields faster convergence to the limiting mass. We now state this
precisely.
Statement of Results. Before we state the main theorem, we give a bit of notation and recast
our problem. For ease of exposition, we use the following notation in order to omit tracking
multiplicative constants that arise.
Notation 1.1. For two values a and b, which may depend on time and various other data, we
write
a . b,
if there is some multiplicative constant, C > 0, that is independent of time such that
a ≤ Cb.
Such a constant may depend on initial data or various other constants.
We note that, despite this notation, we occasionally need to introduce an arbitrary constant into
our equations. Whenever we do, we denote by C such an arbitrary constant which may change line
by line, but which is independent of time.
In addition, in order to avoid the complications inherent in a moving boundary, we shift to a
moving frame to obtain the equation
(1.2)


vt − X˙(t)vx = vxx + v,
v(t, 0) = 0,
v(0, x) = v0(x), .
Theorem 1.2. Let v satisfy (1.2) with X(t) given by
(1.3) X(t) = 2(t+ 1)− 3
2
log(t+ 1)− c√
t+ 1
.
Then there exists α0 ≥ 0 such that for any p ∈ [1,∞] we have
(1.4) lim
t→∞
‖v(t)− α0xe−x‖p = 0.
In addition, we have that if c = 3
√
pi, then
(1.5)
∣∣∣∣α0 −
∫ ∞
0
v(t, x)dx
∣∣∣∣ . log(t)t .
POPULATION STABILIZATION IN BRANCHING BROWNIAN MOTION WITH ABSORPTION 3
Otherwise, we have that
(1.6)
1√
t
.
∣∣∣∣α0 −
∫ ∞
0
v(t, x)dx
∣∣∣∣ . 1√t .
Finally, for certain initial data, we have α0 > 0.
The main focus of this paper is in obtaining the mass stabilization rates in (1.5) and (1.6). We
state the convergence in Lp and the positivity of α0 in order to reassure the skeptical reader that
these rates have meaning. The Lp convergence and the positivity of α0 arises naturally in our work,
and we make note when they become apparent.
Our proof of (1.5) in Theorem 1.2 involves no direct estimates on the mass of the solution. In
systems such as (1.2), there is a close relationship between the derivative of the solution at x = 0
and its total mass. Hence, we focus on obtaining estimates on the derivative of the solution at the
origin. To this end, the main ingredient of the proof of Theorem 1.2 is the following lemma.
Lemma 1.3. Let v satisfy (1.2) with X(t) given by (1.3). If c = 3
√
pi we have
|vx(0)− α0| . log(t)
t
.
On the other hand, if c 6= 3√pi, we have that, for t sufficiently large
1√
t
. |vx(0)− α0| . 1√
t
.
Connection With Front Speeds in Fisher-KPP. Much of the renewed interest in understand-
ing the system (1.1) and its probabilistic counterpart, branching Brownian motion with drift and
absorption, lies in its connection to the Fisher-KPP equation
(1.7)
{
ut = uxx + u(1− u),
u(0, x) = u0(x),
where u0 is some localized smooth function on R taking values in [0, 1]. This equation usually arises
as a model for population dynamics, see e.g. [12, 13,28,32].
The equation (1.7) was originally studied in the early twentieth century in [13, 22], and it was
observed that traveling wave solutions to the system exist. To be more explicit, there are global in
time solutions of the form u(t, x) = φc(x−ct) for profiles φc and speeds c ≥ 2. Later, in [3], Aronson
and Weinberger showed that solutions with more general initial data spread at the speed of the
traveling wave and admit the same behavior, in that the steady state u ≡ 1 invades the unsteady
state u ≡ 0. Namely, given a solution to (1.7) where u0 is compactly supported, non-negative, and
non-zero, we have
min
|x|≤ct
u(x) = 1, for all c < 2,
and
max
|x|≥ct
u(x) = 0, for all c > 2.
In this case, as in Kesten’s paper [21], the critical speed is 2.
In the celebrated papers [7,8], Bramson obtained more precise asymptotics of the front location
with probabilistic methods. More specifically, he showed that for any m ∈ (0, 1), there exists a
shift xm, depending on the initial conditions and m, such that
{x ∈ R : u(t, x) = m} ⊂
[
2t− 3
2
log(t)− xm − o(1), 2t − 3
2
log(t)− xm + o(1)
]
.
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Recently, Roberts simplified the proofs of these results [31]. Ebert and van Saarloos, in [10],
obtained, through non-rigorous methods, the next term in the expansion. Namely, using matched
asymptotics, they argue that the front speed is given by
(1.8) 2t− 3
2
log(t)− xm − 3
√
pi√
t
+O(t−1).
Interestingly, though the constant term has dependence on the initial data, the lower order term
is universal. We point out that the expansion obtained by Ebert and van Saarloos is the same as
the expansion we obtain in (1.3) through Theorem 1.2. In fact, part of the motivation of our work
has been to provide some understanding of the 3
√
pi term, as the Ebert and van Saarloos paper
does not provide any interpretation beyond the matched asymptotics in the formal derivation. The
most recent works regarding the front location in Fisher-KPP are [15,16] by Hamel et al. In these
papers the authors used PDE methods, which we have borrowed and expanded on here, in order
to obtain results similar to those of Bramson at the expense of the precision in the constant term.
In addition, we mention a work in preparation, [6], in which the authors, through probabilistic
methods, investigate the value of c given in (1.8) in the Fisher-KPP context.
That our expansion for the critical drift in (1.1) is the same as Ebert and van Saarloos’s expansion
for the front location for (1.7) is not a surprise. Solutions to (1.1) provide a convenient family of sub
and super solutions to (1.7), which are exceptionally faithful approximations of the tail of solutions
to (1.7) provided that X(t) is chosen carefully. As we mentioned above, the authors in [15,16,29],
use equations such as (1.1) in order to obtain precise results about the front position in Fisher-
KPP. In addition, we remind the reader that solutions of (1.1) and (1.7) are connected through
their interpretation as statistics of branching Brownian motion [27]. The close relationship between
these two probabilistic models has been leveraged to transfer understanding from one system to
the other, see e.g. [11, 15,26] and many of the papers mentioned above.
Outline of the Paper. The paper is organized as follows. In Section 2, we show how the mass
stabilization rates given in Theorem 1.2 follow from Lemma 1.3. This boils down to leveraging a
connection between the total mass of a solution to (1.2) and its derivative as x = 0 to obtain an
ODE governing the total mass. Then we apply the estimates provided by Lemma 1.3 to conclude.
In Section 3, we switch to self-similar variables in order to reduce the equation to a simple
parabolic PDE with a decaying forcing term. This change of variables also used in [15, 16] and
is convenient because it changes (1.2) into a PDE that has a discrete spectrum which we know
explicitly. This allows us to decompose our solution into three parts: a steady state, a slowly
decaying function with vanishing normal derivative, and a rapidly decaying remainder. This reduces
Lemma 1.3 to proving this decomposition. We note that the convergence of v to α0xe
−x is an easy
consequence of this, and, as such, we omit the proof of it.
Finally, in Section 4, we give the proof of this decomposition by explicitly solving for the steady
state and the slowly decaying function and by obtaining estimates for the quickly decaying re-
mainder. At some point in the analysis, the positivity of α0 becomes obvious; we share when this
happens.
Acknowledgements: The author would like to thank Lenya Ryzhik for suggesting the project
and E´ric Brunet for his lectures at the Banff workshop on deterministic and stochastic front prop-
agation in 2010.
POPULATION STABILIZATION IN BRANCHING BROWNIAN MOTION WITH ABSORPTION 5
2. Deducing Mass Stabilization Rates From Lemma 1.3
Proof of (1.5) and (1.6): We first cover the case where c = 3
√
pi. Let α0 be the constant from
Lemma 1.3. Integrating equation (1.2) and defining
M(t) =
∫ ∞
0
v(t, x)dx− α0,
we obtain
M ′(t)−M = −vx(0) + α0.
Define E(t) = e−tM(t), and notice that E′(t) = (M ′ −M)e−t. Hence we have that
E′(t) = (α0 − vx(0))e−t.
Integrating both sides of this and applying Lemma 1.3, we get
|M(t)|e−t =
∣∣∣∣
∫ ∞
t
E′(s)ds
∣∣∣∣ =
∣∣∣∣
∫ ∞
t
(α0 − vx(0))e−sds
∣∣∣∣
.
∫ ∞
t
log(s)
s
e−sds ≤ log(t)
t
∫ ∞
t
e−sds =
log(t)
t
e−t.
Multiplying both sides by the exponential finishes the upper bound for this choice of c.
If c 6= 3√pi, we may apply Lemma 1.3 in the same manner to get the desired upper bound in
the statement of the proof. In order to obtain the lower bound, let M and E be as above. For t
sufficiently large, we may apply Lemma 1.3 to obtain that
|M(t)|e−t =
∣∣∣∣
∫ ∞
t
E′(s)ds
∣∣∣∣ &
∫ ∞
t
e−s√
s
ds
≥ 1√
2t
∫
2t
t
e−sds &
e−t − e−2t√
t
.
Multiplying both sides by et and taking t sufficiently large, we obtain the desired lower bound.
This finishes the proof. 
3. Self-Similar Variables
In order to understand the solutions to (1.2), we change variables a number of times following the
development in [15,16]. First, we remove an exponential to obtain the function v = exv satisfying
(3.1) vt +
(
3
2t
− c
2t3/2
)
vx = vxx +
(
3
2t
− c
2t3/2
)
v.
Changing to self-similar variables τ = log(1 + t) and y = x(1 + t)−1/2, we obtain
(3.2) wτ − y
2
wy − wyy − 3
2
w =
(
c
2eτ
− 3
2eτ/2
)
wy − c
2eτ/2
w.
Let W (τ, y) = eτ/2ey
2/8w(τ, y) and we get
(3.3) Wτ +MW =
(
c
2eτ
− 3
2eτ/2
)(
Wy − y
4
W
)
− c
2eτ/2
W,
where
M = −∂2y +
(
y2
16
− 3
4
)
.
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We work mainly with W in the sequel. Notice that the operator on the left hand side of (3.3) is
the equation of a simple harmonic oscillator with a decaying forcing term. We use the fact that we
understand the eigenvalues and eigenfunctions of this operator in the analysis that follows.
In these coordinates, Lemma 1.3 can be reduced to proving the following decomposition.
Lemma 3.1. Let W satisfy (3.3) with smooth, compactly supported initial data. Then there exists
α, g, and R such that
(3.4) W (τ, y) = αye−y
2/8 + e−τ/2g(y) +R(τ, y).
In addition, |Ry(0)| . τe−τ . Finally, gy(0) = 0 if and only if c = 3
√
pi
We prove this lemma in the sequel by decomposingW into three functions: one part is the steady
solution of the equation, one is a slowly decaying function with zero derivative at z = 0, and one is
a quickly decaying function. First, we show that W is bounded in L2 and converges to the steady
state at the rate e−τ/2. This also shows the existence of α above. Then we prove the existence of
g and use the fact that we may solve for it explicitly. Finally, we leverage these facts to prove the
existence of R.
4. Proof of Lemma 3.1
Before we begin the proof, notice that M defines a non-negative definite, symmetric quadratic
form on the space
(4.1) X := H1 ∩ {φ ∈ L2 : yφ ∈ L2},
which we call Q. Namely, for all φ ∈ X, we define
(4.2) Q(φ) :=
∫
φ(Mφ)dy.
Note that Q satisfies the following inequality
(4.3)
∫
y
4
φ2dy ≤ Q(φ) + ‖φ‖22.
We use this inequality often in the sequel.
Let e0, e1, . . . denote the eigenfunctions of M and we know by [16] that the first two eigenvalues
are 0 and 1. Hence Q is non-negative on X and Q(φ) ≥ ‖φ‖22 on Span{e1, e2, . . . }. Moreover, we
know that
e0(y) =
1√
2
√
pi
ye−y
2/8.
First, we show that W converges in L2 to the steady state at the rate e−τ/2. In addition, this
shows the existence of α in Lemma 3.1 since e0 is the steady state of (3.3). We remark that the
potential positivity of the total mass in Theorem 1.2 follows from the work below.
Lemma 4.1. Suppose that W satisfies (3.3). Then there exists α such that
‖W − αye−y2/8‖2 . e−τ/2.
Proof. First, we show thatW is bounded in L2. To this end, multiplying (3.3) byW and integrating
by parts we get
1
2
d
dt
∫
|W |2dy +Q(W ) =
∫ [(
c
2eτ
− 3
2eτ/2
)
yW 2 − c
2eτ/2
W 2
]
dy . e−τ/2
[
Q(W ) + ‖W‖22
]
,
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where we used (4.3) to obtain the second inequality. Using the non-negativity of Q and solving the
differential inequality, we obtain
d
dt
‖W‖22 . e−τ/2‖W‖22.
Integrating this gives us that W is uniformly bounded in L2.
Now we finish the proof in two steps. First, we look at the projection of W onto e0. This gives
us the steady state. Then we look at the component of W orthogonal to e0. To be explicit, we
decompose W as
(4.4) W =W1(τ)e0 + W˜ ,
where W˜ is an element of Span{e1, e2, . . . }.
In order to understand W1, multiply (3.3) by e0 and integrate by parts to obtain
|(W1)τ | . e−τ/2‖W‖2 . e−τ/2.
Hence there exists α′ such that W1 tends to α
′ as τ tends to infinity. Moreover, we have that
|α′−W1| . e−τ/2. Hence we need only show that W˜ decays fast enough in order to finish the proof.
To obtain the decay of W˜ , we use (4.4) in (3.3) to obtain
W˜τ +MW˜ = e
−τ/2
[(
c
2eτ/2
− 3
2
)(
W˜y − y
4
W˜
)
− c
2
W˜
]
+ e−τ/2
[(
c
2eτ
− 3
2eτ/2
)(
W1(e0)y − y
4
W1e0
)
− c
2eτ/2
W1e0
]
− (W1)τ e0.
Noting that W˜ lives in the span of e1, e2, . . . , we have that Q(W˜ ) ≥ ‖W˜‖22. Hence, when we
multiply the equation above by W˜ , integrate by parts and use our inequality on Q, we obtain
1
2
d
dt
‖W˜‖22 +
(
1− Ce−τ/2
)
‖W˜‖22 . e−τ/2‖W˜‖2.
Solving this differential inequality yields
‖W˜‖2 . e−τ/2,
finishing the proof. 
Remark 4.2. By changing coordinates, we see that
W0(y) = e
y2/8eyv0(y),
which gives us that
〈W0, ye−y2/8〉 =
∫ ∞
0
yeyv0(y)dy =
∫ ∞
0
ξv0(ξ)dξ.
Hence, if
∫
ξv0(ξ)dξ is large enough, then α0 must be positive. When our equation, (1.2), is used
to approximate Fisher-KPP, this may be overcome by either choosing a larger initial condition or
running the system for sufficiently long in order that this integral is large, depending on whether
one is looking for a supersolution or subsolution.
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Now we investigate g and R in (3.4). The ansatz implicit in (3.4) gives us the following equation
−e
−τ/2
2
g+e−τ/2Mg +Rτ +MR
= e−τ/2
[
3α
4
y2e−y
2/8 − αc
2
ye−y
2/8 − 3α
2
e−y
2/8
]
+ e−τ
[
αc
2
e−y
2/8 − αc
4
y2e−y
2/8 − 3
2
gy +
3y
8
g − c
2
g +
ce−τ/2
2
(
gy − y
4
g
)]
+ e−τ/2
[(
ce−τ/2
2
− 3
2
)(
Ry − y
4
R
)
− c
2
R
]
,
where α is as in Lemma 4.1. We separate this into equations for g and R by associating the terms
on the right of order e−τ/2 with g and the rest with R. This yields
(4.5) Mg − g
2
= αe−y
2/8
[
3
4
y2 − c
2
y − 3
2
]
,
and
(4.6) Rτ +MR = e
−τf(y, τ) + e−τ/2
[(
ce−τ/2
2
− 3
2
)(
Ry − y
4
R
)
− c
2
R
]
,
where f is given by
f(τ, y) =
[
αc
2
e−y
2/8 − αc
4
y2e−y
2/8 − 3
2
gy +
3y
8
g − c
2
g +
ce−τ/2
2
(
gy − y
4
g
)]
.
We first show that (4.5) is well defined and that g satisfies the properties claimed. Then we show
(4.6) is well-defined as well.
Lemma 4.3. There exists a smooth solution g ∈ X of (4.5) which is locally bounded in C1. In
addition, gy(0) = 0 if and only if c = 3
√
pi.
Proof. First we show, abstractly, that such a solution exists. Then we write down an explicit
solution to the equation. This explicit solution allow us to understand gy(0).
In order to show the existence of a solution g ∈ X, we proceed as in Lemma 4.1. Namely, we
write
(4.7) g = g1e0 + g˜,
where g˜ is in the span of e1, e2, . . . . To bound g1, we multiply (4.5) by e0 and integrate. This gives
an explicit formula for g1 independent of g˜. Namely
(4.8) g1 = −2α
∫ [
3
4
y2 − c
2
− 3
2
]
e0(0)e
−y2/8dy.
Then, fixing g1 as this value, we simply write down the equation for g˜ given by
(4.9) Mg˜ − g˜
2
= α
[
3
4
y2 − c
2
y − 3
2
]
+
g1
2
e0.
On Span{e1, e2, . . . } with the norm of X, the operator M − 1/2 is coercive. Here we are using that
for φ ∈ X ∩ Span{e1, e2, . . . }, we have Q(φ) ≥ ‖φ‖22. Hence, the Lax-Milgram theorem implies that
(4.9) is uniquely solvable in Span{e1, e2, . . . }. This, along with (4.8), gives us that (4.5) is uniquely
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solvable in X. The standard elliptic theory, as in [14], then, implies that g is in fact in Hkloc for
every k. This, in addition, implies that g is smooth and locally bounded in C1.
We now solve (4.5) explicitly. By changing variables to z = y2/4 and letting G = ez/2g, we
obtain the equation:
−zGzz −
(
1
2
− z
)
Gz −G = α
[
3z − c√z − 3
2
]
.
Following the work of Ebert and van Saarloos in [10], shows us that the explicit solution is of the
form
G(z) = α
[
3
2
+ 2c
√
z − 3
2
F2(z) + a1(1− 2z) + a2H(z)
]
where F2 and H are given by
(4.10) F2(z) =
√
pi
∞∑
n=2
zn
n(n− 1)Γ(1/2 + n) , and H(z) = −
√
z
4
∞∑
n=0
zn
n!
Γ(−1/2 + n)
Γ(3/2 + n)
.
As in [10], one may check that
lim
z→∞
H(z)
z−3/2ez
= −1
4
, and lim
z→∞
F2(z)
z−3/2ez
=
√
pi.
Hence H and F2 are clearly not in L
2 in our original variables, even with the additional e−z/2
factor. Thus, we must choose a2 such that these terms cancel at z = ∞. In addition, we must
choose a1 such that G(0) = 0. Hence, we obtain
G(z) = α
[
3
2
+ 2c
√
z − 3
2
G2(z) +
−3
2
(1− 2z) − 6√zH(z)
]
= α
[
2c
√
z − 3
2
G2(z) + 3z − 6
√
piH(z)
]
.
By uniqueness, we may return to the original variables to obtain an explicit formula for gy(0). With
this formula, we can easily see that gy(0) = 0 if and only if 2c = 6
√
pi, finishing the proof. 
Lemmas 4.1 and (4.3) tell us that R must decay to zero in L2 as τ tends to infinity. This is a
key fact that we use in the following lemma, which finishes the proof of Lemma 3.1.
Lemma 4.4. Let R satisfy (4.6) with α and g given above. Then we have the following bounds
‖R‖2 . τe−τ , and |Ry(0)| . τe−τ .
Proof. We proceed by decomposing R as we did W and g in the proofs of Lemmas 4.1 and 4.3.
Namely, let
(4.11) R = R1(τ)e0 + R˜,
where R˜ is orthogonal to e0. To obtain a bound on R1, we first note that Lemmas 4.1 and 4.3
imply that R decays to zero in L2 as least at the rate e−τ/2. Then we multiply (4.6) by e0 and
integrate to obtain
(R1)τ = e
−τ 〈f, e0〉 − e−τ/2〈R,
(
ce−τ/2
2
− 3
2
)(
(e0)y +
y
4
e0
)
+
c
2
e0〉.
Applying Cauchy-Schwarz, we obtain
(4.12) |(R1)τ | . e−τ + e−τ/2‖R‖.
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Since we know that ‖R‖2 . e−τ/2, it follows that
|(R1)τ | . e−τ .
This gives us that
|R1(τ)| = |R1(∞)−R1(τ)| =
∣∣∣∣
∫ ∞
τ
(R1)τ (s)ds
∣∣∣∣ .
∫ ∞
τ
e−sds = e−τ .
This is the desired bound on R1.
In order to finish the proof, we need only bound R˜ in L2. To this end we use the decomposition
(4.11) along with (4.6), to note that R˜ satisfies
R˜τ +MR˜ = e
−τf(y, τ) + e−τ/2
[(
ce−τ/2
2
− 3
2
)(
R˜y − y
4
R˜
)
− c
2
R˜
]
+R1e
−τ/2
[(
ce−τ/2
2
− 3
2
)(
(e0)y − y
4
e0
)
− c
2
e0
]
− (R1)τe0.
Multiplying this by R˜ and integrating by parts yields
1
2
d
dt
‖R˜‖22 +Q(R˜) . e−τ‖R˜‖2 + e−τ/2
(∫
(y + 1)R˜2dy
)
+ e−τ/2R1‖R˜‖2 + |(R1)τ |‖R˜‖2.
Again using the inequality (4.3) along with the inequality on R1 and (R1)τ that we just obtained,
we note that
(4.13)
d
dt
‖R˜‖22 + (2− Ce−τ/2)‖R˜‖22 . e−τ‖R˜‖2,
where C is some universal constant. Solving this differential inequality gives us the desired inequal-
ity
‖R˜‖2 . τe−τ ,
which finishes the proof.
To finish the proof we need to bound Ry(0). This, however, is a simple consequence of our
bounds on the L2 norm of R and the right hand side of (4.6). Indeed, with these, the standard
parabolic regularity theory, which may be found, for example, in [23,24], give us the desired bound
on Ry(0), finishing the proof. 
References
[1] E. Aı¨de´kon, J. Berestycki, E´. Brunet, and Z. Shi, Branching Brownian motion seen from its tip, Probab. Theory
Related Fields 157 (2013), no. 1-2, 405–451.
[2] L.-P. Arguin, A. Bovier, and N. Kistler, The extremal process of branching Brownian motion, Probab. Theory
Related Fields 157 (2013), no. 3-4, 535–574.
[3] D. G. Aronson and H. F. Weinberger, Nonlinear diffusion in population genetics, combustion, and nerve pulse
propagation, Partial differential equations and related topics (Program, Tulane Univ., New Orleans, La., 1974),
Springer, Berlin, 1975, pp. 5–49. Lecture Notes in Math., Vol. 446.
[4] J. Berestycki, N. Berestycki, and J. Schweinsberg, Survival of near-critical branching Brownian motion, J. Stat.
Phys. 143 (2011), no. 5, 833–854.
[5] , The genealogy of branching Brownian motion with absorption, Ann. Probab. 41 (2013), no. 2, 527–618.
[6] J. Berestycki, E. Brunet, and S. Harris, In Preparation.
[7] M. Bramson, Maximal displacement of branching Brownian motion, Comm. Pure Appl. Math. 31 (1978), no. 5,
531–581.
[8] , Convergence of solutions of the Kolmogorov equation to travelling waves, Mem. Amer. Math. Soc. 44
(1983), no. 285, iv+190.
POPULATION STABILIZATION IN BRANCHING BROWNIAN MOTION WITH ABSORPTION 11
[9] E´. Brunet and B. Derrida, A branching random walk seen from the tip, J. Stat. Phys. 143 (2011), no. 3, 420–446.
MR 2799946 (2012f:60296)
[10] U. Ebert and W. van Saarloos, Front propagation into unstable states: universal algebraic convergence towards
uniformly translating pulled fronts, Phys. D 146 (2000), no. 1-4, 1–99.
[11] M. Fang and O. Zeitouni, Slowdown for time inhomogeneous branching Brownian motion, J. Stat. Phys. 149
(2012), no. 1, 1–9.
[12] P. C. Fife, Mathematical aspects of reacting and diffusing systems, Lecture Notes in Biomathematics, vol. 28,
Springer-Verlag, Berlin-New York, 1979.
[13] R. Fisher, The wave of advance of advantageous genes, Ann. Eugenics 7 (1937), 355–369.
[14] D. Gilbarg and N. Trudinger, Elliptic partial differential equations of second order, Classics in Mathematics,
Springer-Verlag, Berlin, 2001, Reprint of the 1998 edition.
[15] F. Hamel, J. Nolen, J.-M. Roquejoffre, and L. Ryzhik, The logarithmic delay of KPP fronts in a periodic medium,
preprint (2012), http://arxiv.org/abs/1211.6173.
[16] , A short proof of the logarithmic Bramson correction in Fisher-KPP equations, Netw. Heterog. Media 8
(2013), no. 1, 275–289.
[17] R. Hardy and S. C. Harris, A conceptual approach to a path result for branching Brownian motion, Stochastic
Process. Appl. 116 (2006), no. 12, 1992–2013. MR 2307069 (2008d:60107)
[18] J. W. Harris and S. C. Harris, Survival probabilities for branching Brownian motion with absorption, Electron.
Comm. Probab. 12 (2007), 81–92 (electronic).
[19] J. W. Harris, S. C. Harris, and A. E. Kyprianou, Further probabilistic analysis of the Fisher-Kolmogorov-
Petrovskii-Piscounov equation: one sided travelling-waves, Ann. Inst. H. Poincare´ Probab. Statist. 42 (2006),
no. 1, 125–145.
[20] S. C. Harris, Travelling-waves for the FKPP equation via probabilistic arguments, Proc. Roy. Soc. Edinburgh
Sect. A 129 (1999), no. 3, 503–517.
[21] H. Kesten, Branching Brownian motion with absorption, Stochastic Processes Appl. 7 (1978), no. 1, 9–47.
[22] A.N. Kolmogorov, I.G. Petrovskii, and N.S. Piskunov, E´tude de l’e´quation de la chaleurde matie`re et son appli-
cation a` un proble`me biologique, Bull. Moskov. Gos. Univ. Mat. Mekh. 1 (1937), 1–25, See [30] pp. 105-130 for
an English translation.
[23] N. V. Krylov, Lectures on elliptic and parabolic equations in Ho¨lder spaces, Graduate Studies in Mathematics,
vol. 12, American Mathematical Society, Providence, RI, 1996.
[24] , Lectures on elliptic and parabolic equations in Sobolev spaces, Graduate Studies in Mathematics, vol. 96,
American Mathematical Society, Providence, RI, 2008.
[25] P. Maillard, The number of absorbed individuals in branching Brownian motion with a barrier, Ann. Inst. Henri
Poincare´ Probab. Stat. 49 (2013), no. 2, 428–455.
[26] P. Maillard and O. Zeitouni, Slowdown in branching brownian motion with inhomogeneous variance, preprint
(2014), http://arxiv.org/abs/1307.3583.
[27] H. P. McKean, Application of Brownian motion to the equation of Kolmogorov-Petrovskii-Piskunov, Comm. Pure
Appl. Math. 28 (1975), no. 3, 323–331.
[28] J. D. Murray, Mathematical biology. I, third ed., Interdisciplinary Applied Mathematics, vol. 17, Springer-Verlag,
New York, 2002, An introduction.
[29] J. Nolen, J.-M. Roquejoffre, and L. Ryzhik, Power-like delay in time inhomogeneous Fisher-KPP equations,
preprint (2013), http://math.stanford.edu/~ryzhik/bigdelay-draft.pdf.
[30] P. Pelce´ (ed.), Dynamics of curved fronts, Perspectives in Physics, Academic Press Inc., Boston, MA, 1988.
[31] Matthew I. Roberts, A simple path to asymptotics for the frontier of a branching Brownian motion, Ann. Probab.
41 (2013), no. 5, 3518–3541.
[32] J. Xin, An introduction to fronts in random media, Surveys and Tutorials in the Applied Mathematical Sciences,
vol. 5, Springer, New York, 2009.
