Le simulateur temps réel TELLURIS pour le langage CORDIS-ANIMA. Modèles physiques, gestes, sons, images by Uhl, Claude et al.
Le simulateur temps re´el TELLURIS pour le langage
CORDIS-ANIMA. Mode`les physiques, gestes, sons,
images
Claude Uhl, Annie Luciani, Claude Cadoz
To cite this version:
Claude Uhl, Annie Luciani, Claude Cadoz. Le simulateur temps re´el TELLURIS pour le langage
CORDIS-ANIMA. Mode`les physiques, gestes, sons, images. Actes du se´minaire du Groupe de
travail Animation et Simulation, 1994, Lille, France. 3, pp.1-15, 1994. <hal-00910610>
HAL Id: hal-00910610
https://hal.archives-ouvertes.fr/hal-00910610
Submitted on 5 Jun 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Le simulateur temps réel TELLURIS
pour le langage CORDIS 'ANIMA
Modèles Physiques, Gestes, Sons, Images
Claude UHL, Annie LUCIAM, Claude CADOZ
ACROE
INPG - z16 av. Félix Viallet - 38031 Grenoble Cedex
Tél : 76 57 46 48 - Fax :76 57 46 02 - Email : luciani@imag.fr
Résumé :
La machine I.C.I. vise à définir I'ordinateur comme outil d'interface Homme - Machine généralisée par
I'introduction d'un mode de conmunicâtion natuIel bumain rypelé Communication Instrumentâle. Dans ce type
de communication, I'homme communique avec lâ tâche via un outl. Cet outl est un objet se comporfânt
comme un objet physique avec loquel I'bomme est en relation multi-sensorielle visuelle, acoustique et gestuelle.
Pour réaliser ce type <le communication entre I'bomme et I'ordinâteur, nous avons développé un langage de
de'scription dbbjets physiques (le langage CORDIS-ANIMA), des transduclculs Gssûels à rerour dbtrorr (IGR)
et un simulâteur ûemps ré€l de ces objets ptoduisant en temps ré€l les sons, les imâges et les signaux à
destination de la perception gestuelle. Nous paderons plus spécialement de I'archiûectue mâtérielle de ce
simulateur nommé "Machine TELLURIS"
l. Ul MACHINE ICI - Interlace de Communication lnsfiumentale
La machine I.C.I- (nterface de Commùnicâtion InsEumentâle) se rattâche au problème général de la
Communicâtiot Homne^{achine. Il visê au développement tiéorique, mâériel et applicarif du concept de
Communication Instrumentâle [Cad94]. tâ Communication InstrumenEle est une modalité d'interâctjon
informationnelle qui met en jeu le canâl gesnrel s'appliquânt à un objet physique (insmment âu sens lffge).
I-orque le cânal gestuel est exploité selon toutes ses fooctons d'émissiotr d'infomâtion Gest€ sémiodque),
d'actim Geste ergotique) et de perception Gest€ épistémique), il est d'uæ rès grande perfGnânce pour l'échange
inftrmationnel.
Lbxernple le plus atrcieD de communicaton insîrumentale est celui de la communication instrumenale
musicâle.
Nos travaux dans l'image ont fait depuis leur origine I'hypotlèse que la révolution informatique dâns la
production de I'image en mouv€metrt ésidait dâDS I'apparitiotr de I'instrumentâIité dâtrs lâ ploduction d'images
lLJFgrl. Le cmûôle proposé es celui de contrôle gestuel. C'est le même concept qui émerge arjoud'hui avec le
temre de "performance animâûon".
l.
Cette situation instrumentâle est insumciée d,ans le contÊxte de I'ordinatÊur en développant des simulâtions
d'objets pbysiques avec lesquels un opéraleur peut ineragir de mânière muld-seosorielle Gestuelle, acoustique,
visuelle et tâctlo-kinesthésique) et en temps réel.
Elle est d'autre patt élârgie et généralisée à d autres finâlités qæ lâ foduction d'événements sonores ou visuels.
La méthode met en âvant le concept d'objet ou 'insFument" de communication qui poufiait eEe vu comme une
généralisation de I'icône du Macintosh, en ce que cet objet, qui est I'inoemédiaire des processus de
communication, n'est pas seulement un graphisme métaphorique, mais un objet intégral, c'est-à-dire
intrinsèquement multi-sensoriel, et manipulable gesûelenent de nanière élâboée.
Le principe de lâ cornmunicafion insrumentâle avec I'ordinateur est basé sur lâ simulation d'm objet physique
par ce dernier, de telle façon que toutes les déterminations de cette relâlion soient prises en ccmpte. L'opéraFur,
pour la partie de la maîtrise de lâ Éche qui peut ainsi se fonEliser, est ainsi en int€raction avec un objet
(virtuel), dont les caractéristiques et les propriétés auont âé définies au préalablg à I'issue d'une analyse et d'une
modélisaton de la siûtation. Il peut alors s'établir un processus d'interaction entre I'opérateur et I'objet pendânt
lequel ils s'écbangent informâtion et énergie [I-uc93].
Dans la transposition informatique de cefie siluâtion, nous avons donc à considérer plusieurs problèmes
spécifiques :
1. la constitution d'organes d'interface qui autorisent la conmunicâtion gestuelle selon tous ces aspech (les
TGR). Ce premier point cotrstitue un premier axe des trâvâux d€ I'ACROE ainsi que du progranme I.CJ. ;
2. la mise en æuvre de programmes de calcul capables de recevoir les infomEtions ge$uelles captées par les
TGR e! pâriânt de là, de produke des signaux (cohérents enEe eux), à destination des interfaces (ransducûcurs)
acoustiqueE visuels et en retour au gesHel (tâctile).
3. Iæs algorithnes de simulatoD pâr modèles physiques, bâse du système CORDIS-ANIMA nécessitent des
performances et des conditions de structure et d architecûre partlculières pour les machines qui vont les exécuEr.
La conceptim et la mise en cuwe des conditions maÉrielles de cette simulâtion coostituent un roisième are des
travâux .
2.
r.c.r.
INTERFACE DE
COMMUNICATION INSTRUMENTALE
* Objet simulé : "icfoe généralisée",
communicadon s€nsori-motrice
et multis€nsorielle
Gesùre[e,
acoustque,
visuelle,
rætilo-kine.srhésique)
Simulation d'objets physiqu€s supporr de la communication
Iangage de définition de ces objes
Dalogue avec l'applicæion : sous la forme de la manioulation
d'un objet physique simulé (icône généralisée)
Communication de I'information extraite vers I'application
Retour de I'information de I'application vers ibb.iet
Traitement et édition de I'information de communication
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2. LES TRANSDUCTEURS GESTUELS RETROACTIFS . RAPPELS
La relation instnimentale s'appuie sl|Î trois modâIités sensorielles combinées et consécutives à une acton
gestuelle : me p€rceptim sonore, me perception visælle et une pelceptian proprio-tactilo-kinesthésique, appelée
par la suitÊ en abrégé dans le t€xte perception gestrelle. Pour les deux prenières modalités, des transduct€urs
classiques (écran et haut parleur) existenL PouI le canat de perception gestuelle, des trânsducteurs spéciliques
doivent être développés, appelés TGR - Transduct€urs Gesûiels Rétroactifs. Ceux-ci doivent assurer la double
fonction d'émission des doanées mécaniques du geste instrumentât (fonction de capture) et reproduire des
phénomènes (déplacem€n! force) concemant la perc€pÉon gesûrelte.
NoEe équipe a développé plusieurs prototypes successifs de TGR : un sysÈme I degré de liberté DDL sur 50 cm
de déplacement en 1978, un système à I DDL très compact en 19g0, 1 systrène très compao à 16 degrés de
libené en 1988 [CLF88]. Ce dernier dispositif est basé sur un module actionrpur câpieu très compact, développé
dans nore équipe, appelé "actionneur moduliaire plat". Ces modules s'âssemblent linéiqu€ment pour fomler le
dispositif 
' 
nommé "clâvier Réûoactif Modulaire", ayant le Dombre de degrés de liberté voulus.
Keyboard Stick lD
Figure 1.
Stick 2D
L'origmalité de ce dispositf éside dans les performanc€s dynamiques et énergétiques qu'il peut développer dans
un encombrement réduit. Ces dimensions sont celles d'une touche de piano et ryproxinrativement cplles d'un
clavier alphanumérique stâld{d Il permet de rcstituer lâ sensalion d€ cbocs très duls ou de ftictions fines sur une
surface. En plus de ses bonnes perfomunces dynamiques, le clavier rétroâctf modulaire peut s'adapt€r aux
différentes morpbologies du gest€ de manipularion. En plus de la conliguration type piano, diffâents mécanismes
d'habillâge du clavier ont été développés. Ce sont des accessoires mécaniques qui æ greffert sur les touches du
clâvier réroactif modulaire réâlismt ainsi des dispositifs de mânipulation gesûEls à deux ou à Eois degrés de
liberté, voire neme plus, par I'association mécanique de touches indépendantes à un degré de liberté du
clavier rétroactif modulaire.
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3. CORDIS ANIMA
Cordis - Anima est un système de modéIisaton et de simulation numérique en emps réel d'objets physiques
lCLF9ol. Autrement dit, Cordis - Anima est d'une pan un m@ de représentâtion des objets pbysiques de
I'univers, et d'auEe ptrq un outil de calcul de systèmes physiques et de Foduction de phénomèrcs audibles,
visibles et mânipulables.
Il a donc fallu fomulis€r les objets physiques par une représentation discÈte et d€ dimension finie [CLF91]. Les
plus peûts objets physiques de Cordis - Anima sont les éléments <MAT> et <LIA>, qui constituent le cadre
fomel des algGithmes.
<MAT>: point matériel, produir une position à partir d'une force, le point pouvæt êre dâns un espace à 1,
2, 3,... dimensions ; de même, lâ force peut être uni, bi, tri... dimensiomelle.
<LIA> : élément de liebon, produit deux forces opposées de rrême intensité à partir de deux positions.
Fiqure 2.
A I aide des éléments <lvlAT> et <LIA>, tous les objea CORDIS peuvent ete repésentés comme des résearx,
dit Réseaux <MAT-LIA>.
Les algoritbmes se rapportant au éléments MAT et LIA sont issus des lois de la physique. Ainsi, I'algorithme
fondamentâl d'une masse (module MAT) est donné par la relation fordamentâle de la dynamique : F = M.f.
Ensuite par une approximation simple, lout en tendant vers la Relation FondânenEle de la Dynamique, on
obtient I'algoritbme de la physique discrèæ : X(n) <- -2X(n-l) + X(n-2) + llùI.F(n-1).
On obtient par le mfuie type d'approximations, les algoritbmes se râpportânt aux modules LIÀ repÉsentânt des
interâctions de type rÊssort ou froft€menl
l-es nm linéariÉs mécaniques sont représenté€s par une logique condiûonnelle à I'intérieur des modules <LIA>.
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4. LE SIMULATEUR TELLARIS
Le projet Teuuris est pânie intégrante du prqet ICI (Inærface de Comnunication Instrumentale), et consiste à
définir une archit€cue de mâcbiûe performatrte pour la simulation d'objets physiques en temps réel. Dévelo@
Par I'ACROE Cordis Anima est un mode de représetrtâtion des objets physiques de I'univers, visant à les simuler
pâr le sûI, l'imâge et le geste. Cette représenhlion est possible en t€mp6 réel sous cenaines contrainæs. En effet,
si I'opérareu désire visualiser, entendæ et ressentir l'effort qu'il â produit de mânière instânanée, il faut que le
délai inévitable dû au tÊmps de calcul soit imperceptible, donc inférieur à ùne durée donnée. Cette durée est d'urp
milliseconde pour I'image et le geste (oÉrations cadencées à I kHz), ea de zz,7 microsecondes pour le son
(oFÉrâtims câdencês ù 44 kJlz).
Dans le cadre du projet Telluds, nous avons d'abord étudié la solution utilisant des processeurs RISC 1860
FN92l qui ne nous a pas satisfâitÊ tW92l. Puis, rous avons chiffté lâ puissance nécessaire à la simulation de
trois modèles typiques : le Piano, I'agglomérat et le véhicule plânétaire [Uhl93]. Iæs résultâts obtenus monrent
qu'un bon rendu des objets simulés nécessiteràit d'effectuer enEe 500 et 1000 millions d'opérations flottflltes en
une seconde. Compt€ teûu des caracéristiques actuell€s des machines existant€s tGB92l, ces performânces ne
peuvent être alteintes pæ I'utilisâtion d'un proc€sseur seul, ce qui nous conduit inévitablement au parallélisme
tHP9ll.
S. CONTRAINTES APPORTÉES PAR LA MODÊLISATION CORDIS ANIMA
5.1. Contraintes apportées au simulrteur
La simulation d'un objet physique dâns le temps consiste à modifier le réseâu d,interconnexion entre les
comllosants de I'objet (modules MAT) et à calculer les algorithmes numériques associés aux points de
communicâtion pour connâître les nouvelles positions et forces inærnes à I'objet.
Le simulateu est alors la machine numérique qui a pour rôle d'exécut€r les algoritbmes numériques du modèle
simulé' er la qualité de la simulation dépendra des performancæs de la mâchine. Eue comporte des progra111mes,
des mémoires, une hodogg- qui va conditonner rout le bon fonctionnement d,e lâ machine. EUe est rcliée au
monde extérieùr pù des convertisseurs : Analogiques Nurériques pour lui transmettre d€s données à Fai@r et
Numériques Analogiques pour retrârsmettre les résultâts du trait€ment aù monde extérieur. Les données
numériques en enEée et en sortie sont des signaux échantiltonnés obéissânt aux conditions de Shannon, ce qui
signifie que le signal ne contient pas de comlnsantes à des fréquenc€.s supérieures ou éga]es àtur, et est donc
entièrement déteûriné par la suite de ses vateus à des instânts régulièrement espac és de la dvéeT = lDfrut.
52. Contralntes apportées à la relation âu monde extérieur, à l,opérateur
Un modèle Cordis Anima résùlte de I'agencement selon une nânière particulière de modules élémentâires (réseau
MAT LIA). Un certâin nombre de cês modules peuvent être reliés au monde extérieur, c'est à dire à I'opérateur.
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Celui{i p€ut donc agir sùr l'objet en modifiant une variable dbnfée (il peut tout aussi bien s'agû d ùne force que
d'une positon). Ainsi, si lbbjet est au repos à l'étât initial, ceue modifrcation dune variable d'entée va induire
une modificatioD du réseau d'interconnexion d'éléments MAT et LIA rcprésentânt I'objet physique, que
I'opérateu veut pouvot observ€r en t€mpô rÉel.
I-es éléments extérieurs auxquels Ia mâchine est connecté€ €t doit transmeûe les résultâts à châque période T sont
les suivanls : les Eansducteus gesûtels à relour d'effon (appelés TGR.), le baut-pmler:r, l'Écran.
A I'instant nT, il y a arrivée d'une donnée ou d'un flot de données de type {position}, depuis les TGR. Le
simulateur exécute les algûriÛmes et, à l'instant (n+l)T, renvoie une donnée ou un flot de données de sortie de
type {force} aux TGR (retour d'effut), et une donnée ou un flot de données de type [positon ] à l,écran. D'auEe
part, les données ou nots de do É€s de défomalions acoustiques, câlculés à 44 kHz sont ûa:nsmis par paquets de
zl4 échantllons de manière synchrone à 1 kHz v€rs le système de sonie sonore numérique qui les restitue à rl4
kHz sur les hâut-padeurs.
Les entrécs sortles de la machine
T = 44kllz
T= I k{Iz
T= I kHz
Figure 3.
Récapitulatif des besoins chlffrés en entrée/sortie :
Besoins gestuels: 64 touches de Transducûeu Gesurel, codé€s sur 16 bits à une fréquence de I kHz,
représentent un débit de 130 Kc/s en unidirectio El, et 260 Ko/s en bidirecti@trel.
Besoins sotwres : 4 cânaux de sonie codés sur lg brts, à 44,1 kHz, représenEnt ùn débit de 350 Kc/s.
Besoins images : 1000 points à lÎois coordonné€s sur 32 bits à un taux de balayage de 32 fois par
seconde, représent€nt un débit de 380 Ko/s.
Tous accès concunetrts, on obtient 952 octetvms, et si on réserve g0% du ûemps au calcul, on aboutit
frnalement à 9,5 Mo/s.
5.3. La T-Simulabilité
Les instânts dbntrée et les instants de sonie doivent être syncbtones, et enre les enEées et les sonies qui en
résultent' il doit s'écouler âu pire une seule période T. Etant donné un câlculateu qui denande un temps Tc de
calcul enÛe une entrée de I'exÉriellr (par exemple de TGR) et une sortie ve$ l'extérieu C)ar exemple le TGR).
Pour que le modèle soit corect vu de lâ personne qui manipule I'objer vinuel viâ les sensenrs et actuatÊurs du
TGR ( corect veut dire qù'il s'agit bien d'un simulacre d'un objer réel donné, voulu), il fâut globalement que Ia
bande passante de cet objet soit inférieure ou égale à Tc. Ces objets seront dit T-simulâbles. Dans le câs itrverse,
ils seront dits non T-simulâbles. si I'objet est seul, en fonction du principe de synchronisme en6e les sortles,
- / L
Relau d'efrort
7.
.[ I
une sonie ne peut êtse influencée pâr me sortie quhvec un retârd T. Aussi, bien que les vadables dbnrée et de
sonie soi€nt cofiectem€nt dissétisées relâtivement aux oûrditions du tùéorème de Sbanncn, un .léFrâge t€mporel
peut apparsître enûË le moment où I'algorith'ne produit un évé[ement en strtie et celui où, s€lon son modèle,
cet événement âurâit dû se poduire. On considère alors deux typ€s dbbjets : c€ux Inur lesquels I'influence d'me
variatiot à I'enEée ne se fait jamais s€nti en sortie dans un délâi itrférieur à T, appelés objets T-sinulablcs,
et ceux pol.lr lesquels aucune valeur de T n'est assez petite pour obrenir cefie siûtâtion, appelés obje6 non T-
Simulables. Iæs dérives produites par la non T-simulabilité nc conespondent pas à des approximations plus ou
moins bonnes de l'objet physiqlE, nais à un modète dFamiquement fa[x. Il est aitrsi impossible de simuler un
resson F=-K.x, connecé sur I'extérieur puisque F(t)=K.x(t) se transfolme nécessairement en F(t+Dt)=K.x(t) et
I'opéraæur ne manipulera pas un ressort mais un ressort spécial "ressort-ligne à re{frd". La question de lâ T-
simulabilité vient du fait que I'objet nântrd est remplacé par un algoritbme où I'on transforme en oÉrations
aritbmétques donc sfuuentielles au moins localement, d€s opératons qui ne le sont pas. On pourait dire que
lbqiet nânrcl (le ressort vrâi pff exemple) a une puissânoe de calcul infinie c€ qui n'est pâs le câs d'une machine
à calculer nunérique.
Illushation des conditionr de lr T-simulabiltté
Extéri€ur
(côté ge$le)
hocesseur I Processeu 2 Proctsseur p Ertérieur
(côté Eo!/rEage)
nTl + Tp
(n+1)Tl
Figure 4.
6. LES MODELES EVALI]ATEARS
Dans la recherche duo simulÂteur efftcac€, il faut, loÎs de æsts de différent€s machines, disposer de modèles
t)?iques regroupmt les principales diffi@ftés liées à ce type de simulation.
6.1. le piano
Le piano est un m@le petit et homogèrc, nais simulé à haut€ frquence.
Dans la modélisation Clf,RDIS ANIMÀ un piano est constitué dun ensemble de cordes couplé€s €ntre elles par
des liaison d€ twe viscGélasdque. n prend en compte les couprâges entre cordes par lâ hbre. Le couprâge
physique enFe les éléments de cefie stucnlre, pour êfie simulé, nécessit€ des capæités de communicadon rnter
f@sseù(s élevées avec rme frer:errce d édmge des dormées de 44 kHz.
(n-1
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Scbéma d'une corde
Une corde est composée d'éléments fonctionnmt à 1 kHz : I'excitâEur (LiÂison viscoélastique), et d'élérnents
foocrionnant à zl4 kHz. : une ligne lianr M élémenrs MAT à (M - l) élémeots LlA.
(Transduct€ù GesùJel
Rétroactif)
Figure 5.
on chiffre lâ compleKité du modèle en tenant cotrlpte des deux frquences de travail, de l]trJ1rz et44kllz.
Nombre d'opérations pour une corde à M Masses : 6 + 12*M @rations à zl4 kHz
Nmrbre d'accès mémoire : lz+M lectures et 6*M écfiûrles à rl4 kHz
Selon la machine, il fâudra évaluer qui des accès mémoire ou des opérations" constituent le facteur limitanl
6.2. L'agglomérat
L'agglonérat est m modèle hcmogène et fonctionnant à basse tÉquence! mâis fiès volumineux.
Des masses en grand nombre (modules MAI) évolùent d.ms un espæ€ euclidien tridimensicnnel. Cbacune dbltes
est couplée à toutes les autres, par des aulonates de liâison qui simulent les interactions intffnes. Les frquenc€s
de calcul soot ici plus faibles, de I'ordre de I kHz. Quelque soit le partage entre les différenb processeurs, lâ
complexité serâ la même en raison de lÏmogénéiÎé ûotale du modèle. Les masses devrqrt envoy€r leur position
à tous leurs élémenb de liaison. Dans ce modèle, une implântâtion sur plusieurs proc€sseurs travaillânt en
pa'âllèle va dcnc gén&er m grand nombre de cqurunicatims à gérer à cbaque période T.
Figure 6.
Ce modèle possédant M masses, il comportera M(M-l)i2 liaisons. L'algorithme sera donc de complexité M2. II
peut croîEe très vite, et on peut rapidement aboutir à la saluration de la mâchine.
Le modèle, totalement homogène, nécessite peu de pammèEes. Néanmoins, on va dénombrer les opérations à
effecûrer et les accès mémoire pouLr un agglomérat à M masses.
L'Agglonrérat
9.
Nombre d oÉrations : 13*M2{6*M Opérations en I ms
Nombre d'accès mémoire : l0*M2 lecurres €t 3*M2 écritures en I ms.
6.3. Le véhicule planétâire
Un véhicule est un objet strucûfé so déplaçant sur un sol fixe, mobile ou déformable de type agglomérat, avec
lequel une pafiie du véhicule (les roues) est en interaction. Nos études ont montré que ce cas se ramène alors au
modèle Fécédent, avec la différenc€ de I'inhomogénéité du modèle, en t€rme de nombre de panmètres et
d'interactions différentes : si M masses entrent en interaction ayec P nâsses, t âlgorithme sera de complexité :
N4+M-1 *p*!1+M+p1a
6.4. Conclusion
Réc4itulatif des besoins chifftés en puissance pour les modères typiques piano et aggromérat :
Lâ puissance nécessaire en MFLOPS peut être d'âutant plus grande que lbn a d'interâctions en6e les processeurs
à '14 kHz. En effet, un modèle sontre devra être T-simulableù44yJIz, trndis que lâ plupart des autres modèles
le seront à I kHz. Le nombre de calcuts à effectuer dépend de la quantité de connexion des points de
cotrrmunication.
Piano : le modèle composé de 64 cordes à 20 masses couplées en anneau ù 44 wrz, comporûe r62m
opérations à effecûlet n 2L7 ms, cE qw conespond à 720 MFLOpS.
Agglomérat : avec 200 tru$ses en interaction totâle, le modèle calculé à I kHz néc€ssite 521200
opéralions à effectuer en I ms" c€ qui correspond à 521 MFLOPS, et avec 300 masses on atteint déjà le
GFLOPS.
Capacité mémoire : lâ capacité mémoire nécessaire dépend du modèle pa sa grosseur et son hcmogénéité et de la
structùre de la mâchine. Un gms modèle est celui de I'agglomérat à 300 masses, qui implanté sùr plusieurs
pmcesseurs néoessite de recopier l'ensemble d,es données dâtrs cbaque mémoiæ. Dans le cas d'un réseau distribué :
par pKrcesseur' on compte alors 380 Ko de mémoire. D'âutre part, on évalue le nombre de données différenæs
qu'un processelr râpide' TFP (SGI) peut Eaiter à I kHz : deux acoès mémote peuvent être effecbés par cycle
d'bodoge à 75 MHz, c€ qui équivaut à 1,2 Mo de mémoire.
Trouver le lxrn cnmlromis
Il s'agira de trouvff Ia meilleue architecture peflnerant d'êûe @liquée à tous les nodèles, sans qu,uæ contrainte
ne soit du tout solutionnée. Il fâur en panicurief, que les contrainæs des modèles I et 2 (corde et aggroméfa0
soient lotâlement résolus' Le troisième modèle, le véhicule planétâùg pourâ ensuite être testé, en partic:ulier
pour I'inhmngénéiré et le grand nombfe de pâramètes différents.
Aucun choix défmitif ne derra êfte fait avânt de s'êtse assué que ces tois modèles s€ront aisément simulés.
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7. CARACTERISTIQUES DU SIMUI.ITEUR
L'étude du parallélisme comprend souvent 2 approches, la première étânt d'utiliser un grand nombre de
proc€sseurs ne présentant pas de puissânce paniculièrement, la quantité permetlant d'obt€nir les pefformânc€s
voulues. La deuxième possibilité est d,e répartir I'applicâtion parallèle sur peu de processeurs (de 2 à 8), chæun
d'eux étant Eès performânt. Compte t€nu du baut degÎé d'int€rconnectiyité entres modules dans la ptupart des
réseaux MAT et LIA représentânt un objet pbysique, la première solution ne peur êtse retenùe et l'on sait
aujoud'hui que seul des processeurs dont les performârces sont déjà Eès élevées fonctioruunt en uniprocesseur
peuvent solutio ler la problématque de simùlation t€mps réel.
7.1. Spécificité du processeur
Les algorithmes Cordis Aninâ font inærvenir différents types de données à ftéquence variâble au cours d'une
période de simulation. En effet, on ne considère pas de la même mânière, paranètres, instnrtons, adresses <les
données variables et données (forces) et {positions }, qui varient au cours de la sinulaûon. Ces deux variables
sont elles-mêmes de type différent. Les pa'amètres et insfiuctions, invâriables tout au long de la simuladon dun
modèle donné, ne sont pas vus de I'extérieur, sauf lors de I'initiâlisadm, ou cbargement du modète. Les adresses
également invariables sont transmises lors du couplage d'une mass€ avec une rrnsse prés€nte sur m autre
pfocesseùr. Etrfin, les variâbles seront lues, modifiées : une variable {forc€) est lue une fois et modifiée une fois
par période de simulation, une variable {position) est lue deux fois et modifiée une fois par période de
simulÂtion. Puis c€rtÂines de ces variâbles sont é.hangées d'un processeur à ùn autre
Pour sâûsfaire la spécifrcité de chaque type de données, I'idéal serait de disposer de plusieurs mémotes
indépendantes auxquelles les différenûes uniés pourraient avoir accès simul[anément. Les données uûtsées le
plus fréquemment par un processêur sont bien évidemment les insfuctions. Un cache insrucdons serait assez
approprié' rnais il doit être sufhsânment grand âfin de ne générer aucun défaut cacbe lors de I'exécution <tu
prcgrâmme.
Aussi, on en déduit les Ègles suivanûes dâns une archiûecbfe multiprocesseurs :
- les donné€s non paflâgées sont les paramèEes, les instructions, les âdresses des données, les positons des
masses internes calculées à T' 2, les forces résullant des algorittmes des liaisons connecgnt les masses intemes
du gocesseur.
- les données paflagées par deux processeurs sont les forc€s résuttânt des algorithmes de liaison connecEnt les
nasses du femier plocesseul à celles du deuxiène.
- les données patâgées par plus de deux processeurs sont tes donné€s pGitions ésultânt des âlgoritbmes masses.
Dans le cas du modèle du piano avec couplâge en ânneau, aucune donné€ n'est partâgée pu, prus de deux
proc€sseurs. Pour le modèle de lhggomérat, les données positions sont pafiâgé€s pâr tous les processeurs. Entrn,
dans le cas dù modèle du véhidle, les positions des masses sol sont pafiagées par tous les processeurs (câr
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couplées à toùtes les autres mass€s du modèle), l,mdls qlE s€lon la répatitioq les alltres données positions s€rult
peu ou tre s€Iont pas partâgé€s.
Reprenons I'exemple des trois modèles t)?iques. pour le modèle du piano, chaque mâsse dune corde est
conn€ctée à deux liaisons, sauf la masse de couplage (à lbxtrémité), r€liée en plus à deux Iiaisons de couplage.
Pour le modèle de I'agglomérât à M masses, cbaque masse est reliée à (M-1) liâisons. Pour le véhicule, les
masses sont conoecté€s à plus ou moins de liaisons, selon qublles appârtiennent au châssis, à une roue ou au
sol.
On s'€fftrcera donc de r@artir les donné€s dâns différent€s mérnoircs de manière exploiter au mieux le typage des
domées.
7.2. Les communications
Les algorithmes décrivant les objets sont totâlement synchrones- Une définition du syDchronisme d N le cadre
d'âpplications p&allèles est donnée pù Tsitsiklis et Bertsekâs [BTs] :
Supposons qu'une séquence de calcltl ou d'opéraÉons soit divisée en segments consécufifs, rypelés ',phases,'. Les
calculs effedués à cbaque phase sont pafiagés entfe les n processeJrs du sysème. Durant une pbâse t, chaque
processeur i effectue des câlculs avec les données disponibles en mémoire, ainsi que les infoflnations reçues des
autres processeurs aux phases antérieues. Puis cbaque processeur i envoie des infonnations aux auEes
processeurs. La phas€ suivanæ peut coûmenc€f, lorsque trous les messages ont été transmis. Ce que l,on veut
pouvoir aniver à réduire, ce sont les temps de pénalisârion induits par les conmunicaticns.
Le synchmnisme, t€l qu'il est décrit ici, est assez ÉnalisanL car il faut altetrdre que toùs les processeus aient fini
leul phase de câlcùl pour la mise àjollf des données. cbst ce problème qui se pose pour les algoritbmes Cordis
Anima.
un aÙhe aspect à étudief est le phâsage des communicâtions des la simulâtion d'un modèle cofdis Anina. Au
jou' d'aujoud'hui, en temps réel, les communications sont mon@hasé€s (Figure 7.): la durée de la phase de
communications est h meme pour cbâque processeur. C'est ce qui limit€r le nombre maximum de masses que
I'on va pouvoir simuler (par modèle)' et qui correspond, selon la répartition sur les processen1s, au nombre
d'algoritbnes MAT et LIA sinurables dans ra durée T privé du temps nécessaire aux conmunicatifrls.
Deux autres possib irés sont envisageâbles er à étudier : les communications biphâsées (Figure g.), où l,on
sépare une période T en deux sous-périodes, de durée I et T-r, r n'étant pas de durée fixe et prédéfinie, nrais
variânt selon le modèle et lâ répartition. cette solution permet d€ toujours travailler sur les données effecùves,
c'est à dire mises à jour : en effet dans le premier cas, I'algorithme MAT utilise une force calculée au cycle
anÉrieur, qui n'est donc pas la force mise àjoùr au cycle coumnL La deuxième possibilité est l,asynchronisme
des conmunicâtions : seules les exécutions des âlgorithmes sont sfict€ment cadencês lors des cycles de période
T' ['es communications de toutes les données sont déclenchées dès qu'un certâitr nombre de données sont prêtes.
Des données sont utilisées par les Processeurs destinataires dès leur récepton, ce qui pmvoquera des âléas et une
non maîbise des données à cbaque instant. ce demier c,s devrail prutôt ête étudié expérùlentalemenq Lme fois la
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machine choisie, pour juger à la fois de la validité de la modélisaton, et de l'impact sur la machine (à voir en
terme de tes$ pràtques sul trEchine).
Communicatinns monopbasées TOP
SYNCHRO
t)T
erécution des
algos
MAT
Figure 7.
Communications biphasées
Lorsque I'on implanæ un modèle Cordis-Anima sur plusieurs processetrs [BYA89], on peut concevoir que I'on
effecoera les commmicâtons inter processeurs de nanière différente s€lon le type de la donnée : au cours de la
pénode d€ simulation T (à lkHz pour I'image,44k]12 pour le son), un prccesseur va utilis€r une ou plusieurs
données position imPortées depuis d'autres processeurs et câtcutées à T-1. Cette donnée position doit rester
inchângée dâns le processeùr hôt€, pendânt toute lâ période T. Or c'e$ pendant lâ dulée de c€fte période que le
processeu propriétaire de lâ donnée va en modifier la valern. Aussi, lâ transmission de la nouvelle pnsition ne
peut êEe effectuée avant lâ fin de ta phase d,e calcul. Pâr cotrtre, lorsqu'une donnée forcn a êtÉ utilisée dans le
calcul d'un algoritlme mâsse, eue peut être modifié€, cff elle n'est utilisée qu'une seule fois. t, transfert d'une
donnée force une fois sâ nouyelle valeur calo:lée, peut donc se faùe immédiâtement sans aûendrc la 6n de la
pbâse de calcul des LIA.
Eliminée jusqu'à présent, lâ solution des mémoires pafiagécs peut ere envisagée, depuis 1avènement de
prccesseurs très peffomants (4 .pérations pa cycre à 75 MI{z pou' TFp de SGI), disposânt de gfos câches et
d'une mémoire globâ.Ie. Elle est particulièrement adâptée aux modèles comportâ-ot des données {positions)
partâgées par plus de deux processeurs, comme l'agglomérat et le véhicule planétaire. Notons que dâns le câs de
l'â8glomérat, les données (positons) calculées par un processeur, sont utilisées par tous les autres processeurs.
La référence à une mémoire c€nûsle, commune à tous les præesseurs, peut alon se révéler très coûteuse lorsque
le nombre de processeu$ est importânt. Le processeur seul doit etfe suffisannetrt performânt, ;r,our que les
performânces nous satisfassent avec peu de processeurs (de 2 à 8 maxinum). pa contre, lorsque les données
{positionsl sont pafiâgées par deux processeurs au plus (le piano), le node de comnunication eû armeau sur
processeurs à mémoire disribuée serait plus adapté. Dans ce cr\ chque processeur ne @mmunique qu,avec ses
deux voisins, il n'y a donc pas de bus commun à gérer. Tous les processeurs communiquent pendant toute la
TOP
SYNCHRO
t=nT
communications
des
infomutions entre
processerus
Figpre 8.
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duré€ de lâ pbâse de @mmunication : les commudcâtions enûe prcc€ssenrs se feront par bloc mémoire les plus
gros possibles (pour diminu€r le lemps d'overhead). [.es communicatons se font pu fansfert de données de
mémoire à ménoire (si possible statiqùe, les plus rapides). Il est importânt de pouvoir instancier le type de
communicatim en anneâu avec we durée de cmtmrnication ccnslante quelque soit le nomhe de processeurs.
E. ÊTUDE DE CAS
Nos études se sont basées sur des tesls effectués sur divers process€urs [DBgl] : un prccesseur RISC (INTEL
1860) tJN921 [NT89], un DSP (Texas Insrrumenr TMS320C40) [TI92], un prcc€sseur VLIW -Very Large
Instruction word- (INTEL iwarp) [Bork90], un cRAy (J916) ainsi qu'un processeur spécihque (Silicon
Graphics TFP).
On donrp ci-dessous, un Ebleau et une courbe détâilLmt les Ésultâts obtenus :
Récepitnlatif dcs résultats obtenus à ce jour
Nombre dc rnrsscs simulsbles pour lcs 2 cas t]?iques
Processetus AGGTOMERAT PIANO
API2O I proc.
I proc.
loR
16 T 12T
IWARP I proc. 257 t7R
1860 I proc.
8 proc.
44 1
140 T
327
256 "1
DSP C40 I Dræ.
8 hoc.
407
toz T
387
304 T
TFP SGI I ploc. 76R 176 T
CRAYJ9I6 I proc.
4 proc.
100 R
150 R
300 R
900 R
R : résultats réels, obtenus benchs
T : ré6ultats théoriques, déduits des performances tbéoriques, ou des r6ultats éels dâns uD auù.e conterte.
Figme a.
Les machines udlisées æfiEllement sont tes AP120 et AQl20. Leurs performanc€s smt d€ 2xl2 MFLOPS peâk
(pointes)' et de 2\6 MFLOPS sustain en udlisation réelle, soit 12 MFLOPS. L'objectif sffair d'aneindre âu
moins 120 MFLOPS susrain, soit z!00 à 500 MFLops peak. Est.c€ réalisable à I'heure actuclle ? II
semblerait que oui, d'erès les résultâts annoncés par Cray et Silicm Graphics.
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