








ки  задач  нейросетевого  моделирования.  Показано  существова‐











туючої  моделі.  Для  формалізації  процедури  постановки  задачі
запропоновано  набір  базових  задач,  для  яких  обґрунтовано  ви‐
користання  різних  видів  нейронних  мереж.  Розглянуто  резуль‐




The paper  analyzes  the  approaches  to  formulation  the  problems  for
the  neural  network  simulation.  It’s  grounded  the  existence  of  cor‐
relation between formulation of  the problem and the performance of
the  resulting  model.  To  formalize  the  procedure  of  the  problem
formulation  it’s  proposed  a  set  of  basic  tasks  for which  justified  the
use  of  different  types  of  neural  networks.  Also  it’s  considered  the
results of the solution the foreign exchange dealer problem in various
formulations.
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clustering, regression.
Искусственные нейронные сети в настоящее время находят
применение в самых различных областях человеческой деятель-




автоматизация производственных задач, медицинская диагности-
ка, распознавание образов и многие другие. Теоретическим и
практическим особенностям применения аппарата искусствен-
ных нейронных сетей (ИНС) посвящено большое количество
трудов как отечественных, так и зарубежных исследователей.
Среди них следует особо отметить следующие:
В пионерской работе [1] У. Маккалока и У. Питтса в 1943 го-
ду впервые была предложена математическая модель биологиче-
ской нейронной сети, а позже, в 1949 году Д. Хебб сформулиро-
вал основные правила её обучения [2].
Ф. Розенблатт в 1957 г. одним из первых предложил исполь-
зовать математическую модель живого нейрона для распознава-
ния образов и провел серию экспериментов, доказавших возмож-
ность такого применения [3].
М. Минский и С. Пэйперт в работе «Персептроны» [4] прове-
ли детальный математический анализ свойств персептрона Розен-
блатта и, в частности, доказали, что имеющиеся алгоритмы обуче-
ния не позволяют использовать персептрон для решения линейно
неразделимых задач. Эта работа привела к резкому снижению
интереса к ИНС на протяжении более чем десятилетия.
Д. Румельхарт в работе [5], опубликованной в 1986 году, пред-
ложил метод обучения искусственных нейронных сетей с нели-
нейной активационной функцией и скрытым слоем, что позволи-
ло решить проблему линейно неразделимых задач и повлекло воз-
обновление интереса к теме применения искусственных нейрон-
ных сетей.
В 1982 году Т. Кохонен в [6] предложил структуру нейронной
сети, способной к самообучению, выражающемуся в кластериза-
ции пространства входных данных.
Дж. Хопфилд [7] в 1982 году разработал принципиально но-
вую архитектуру искусственной нейронной сети с обратными свя-
зями (рекуррентной). В отличие от ранее предложенных ИНС,
рекуррентные сети Хопфилда представляют собой модели физи-
ческих, а не биологических процессов и позволяют решить зада-
чи, связанные с применением ассоциативной памяти.
С. Хайкин в книге «Нейронные сети. Полный курс» [8] обоб-
щил около 1200 важнейших работ по теории нейронных сетей.
Первое издание книги вышло в 1998 году, второе — в 2006 году




Несмотря на столь обширную библиографию исследований в
области искусственных нейронных сетей, в них практически не
раскрыта роль постановки задачи для выбора инструментов её
решения, а также связь между постановкой и качеством получен-
ных результатов. Общие рекомендации по применению опреде-
ленных нейросетевых инструментов в рамках некоторого класса
экономических задач, в частности, задачах построения рейтин-
гов, прогнозирования, оптимизации даются лишь в некоторых
работах (например, см. [9-11]). Вместе с тем, исследования авто-
ра в области нейросетевого моделирования показали, что одна и
та же задача в некоторых случаях может быть поставлена по-
разному. При этом эффективность решения находится в сильной
зависимости от постановки. Соответственно, выявление этой за-
висимости и формализация подходов к решению экономических
задач с использованием инструментария искусственных нейрон-
ных сетей является актуальной задачей экономико-математичес-
кого моделирования. В статье рассматривается один из подходов
к её решению.
На рис. 1 показаны различные способы, которые используют-
ся или могут использоваться при решении задач средствами ней-
росетевого моделирования.
Способ, представленный на рис. 1.а, можно назвать «наив-
ным», но при этом он является одним из наиболее распростра-
ненных. В этом случае исследователь подстраивает задачу под
какой-то определенный инструмент нейросетевого моделирова-
ния. Такой подход может быть обусловлен недостаточными на-
выками владения другими методами нейросетевого моделирова-
ния, либо отсутствием возможности реализации других типов
нейронных сетей в рамках имеющегося у исследователя прог-
раммного обеспечения. Независимо от причин выбора такого под-
хода, при его использовании оптимальное решение может быть
получено лишь случайно.
На рис. 1.б, показан подход, который предполагает наличие в
арсенале исследователя нескольких инструментов нейросетевого
моделирования, один из которых выбирается на основании таких
неформализируемых критериев, как опыт или интуиция.
При использовании подхода, показанного на рис. 1.в, к преды-
дущей схеме добавляется этап постановки задачи, на котором
определяется, к какому из классов относится решаемая проблема
и соответственно классу выбирается инструмент моделирования.
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Рис. 1. Способы решения задач в нейросетевом моделировании
Подход, показанный на рис. 1.г, является наиболее трудоем-
ким, но вместе с тем позволяет найти наилучшее решение. Это
оправдано в том случае, когда задача может быть отнесена одно-
временно к различным классам и соответствующим образом по-
ставлена. Причем аналитически невозможно определить, какой
из вариантов постановки приведет к наилучшему решению.
Как следует из приведенного описания, необходимым услови-
ем использования способов, представленных на схемах 1.в и 1.г,
является отнесение экономической задачи к одному из известных
классов. Энциклопедический словарь экономики и права [12]
определяет экономические задачи как «задачи, решаемые в про-
цессе экономического анализа, планирования, проектирования,
связанные с определением искомых неизвестных величин на ос-
нове исходных данных». Таким образом, за основу для класси-
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фикации экономических задач можно взять способ преобразова-
ния входных данных в выходные.
Ежов и Шумский [9], а также ряд других исследователей в рам-
ках такого подхода выделяют два основных класса задач — клас-
сификации и регрессии. В задачах классификации нейронная сеть
должна отнести входной пример к одному из заранее определен-
ных классов. При этом на выходах сети могут быть только бинар-
ные значения (определяющие, соответствует вектор входных дан-
ных заданному классу или нет), а количество выходов равняется
количеству классов. В задачах регрессии требуется найти зави-
симость между выходным и набором входных показателей. Для
решения задач классификации и регрессии часто используются
многослойные персептроны.
Иногда к рассмотренным двум классам добавляют третий —
задачи кластеризации, сущность которых состоит в делении вход-
ного множества данных на кластеры, содержащие схожие приме-
ры. Количество кластеров изначально не задается, а сама задача
решается самоорганизующимися нейронными сетями с примене-
нием алгоритмов «обучения без учителя».
Рассмотренный способ классификации не может быть приме-
нен к рекуррентным нейронным сетям, в которых одни и те же
нейроны фактически являются и входными, и выходными, и
скрытыми. Такие сети эффективно решают ассоциативные зада-
чи, задачи, связанные с очисткой данных от шума (фильтрацией),
а также некоторые разновидности задач оптимизации и кластери-
зации.
Рассмотренные экономические задачи отнесем к базовым. Вза-
имосвязи между базовыми задачами и инструментами их реше-
ния представлены на рис. 2.
Существуют и другие подходы к классификации задач, решае-
мых с применением искусственных нейронных сетей. Так, С. Хай-
кин в [8], отталкиваясь от базовых возможностей различных ти-
пов ИНС, выделяет задачи ассоциативной памяти, распознавания
образов, аппроксимации функций, управления и фильтрации. Од-
нако эта классификация носит общий характер и применитель-
но к задачам экономико-математического моделирования требует
уточнения.
Так, в отдельные категории можно выделить задачи прогнози-
рования, оптимизации, поиска закономерностей, поддержки приня-
тия решений. В целом же понятие экономических задач настоль-
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ко обширно, что создание их единой и непротиворечивой клас-
сификации представляет собой отдельную научную задачу, вы-
ходящую за рамки данного исследования. Однако и без этого
можно предположить, что количество таких задач, как и класси-
фикационных признаков, будет велико, что усложняет выработку
рекомендаций по применению инструментария нейронных сетей
к решению задач различных классов.
Рис. 2. Возможности основных типов нейронных сетей
по решению базовых задач
По мнению автора, упростить постановку экономической за-
дачи для её решения с использованием ИНС можно, если доба-
вить промежуточный этап — приведение к одной из базовых за-
дач. При этом, однако, необходимо отметить, что в общем случае
экономическая задача может быть приведена к различным базо-
вым задачам и, соответственно, решена различными способами.
При этом эффективность каждого из решений может оказаться
различной. Покажем это на примере решения задачи валютного
дилера.
Задача валютного дилера в самом общем виде формулируется
следующим образом: необходимо разработать экономико-мате-
матическую модель, которая позволяла бы на основании данных
предыстории об изменении валютных курсов строить работу на
бирже (осуществлять покупку и продажу финансовых инструмен-
тов) таким образом, чтобы обеспечить получение стабильного до-
хода. При фиксированной стратегии работы на бирже задача ва-
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лютного дилера сводится к прогнозированию рыночной ситуа-
ции.
Покажем, что задачу валютного дилера можно привести ми-
нимум к трем различным базовым задачам — классификации, ре-
грессии и кластеризации и проведем сопоставление эффектив-
ности различных решений.
Базовый набор входных данных, описывающий состояние ва-
лютного рынка, в общем случае содержит информацию о курсо-
вых отношениях различных пар валют по временным периодам.
При этом в каждом периоде выделяется курс на начало периода
oi, на конец периода ci, а также максимальные hi и минимальные li
значения курса за период.
Практическую реализацию различных постановок задачи ва-
лютного дилера проведем на примере анализа ежедневных дан-
ных об изменении курса в валютной паре евро-фунт (EUR/GBP).
Эта пара валют сравнительно редко бывает объектом крупных бир-
жевых спекуляций и поэтому имеет достаточно низкую волатиль-
ность, вследствие чего лучше подходит для нейросетевого анали-
за, чем такие популярные в биржевой торговле пары валют, как
евро-доллар США (EUR/USD) либо фунт-доллар США (GBP/USD).
Для анализа взяты данные за период с сентября 2003 по декабрь
2011 года. Всего исходная выборка данных насчитывает 2134 за-
писи. Для обеспечения учета динамики изменения курсов данные
преобразованы во входные вектора с помощью скользящего окна
с глубиной погружения 10 периодов. То есть, для описания ры-
ночной ситуации вместо вектора { iiii clho ,,, } используется век-
тор { iiiiiiiiiiiii clhoclhooclho ,,,,,,,,...,,,,, 1111910101010 −−−−−−−−− }. Хо-
тя это не единственный и, возможно, не самый лучший метод
предварительной подготовки данных для нейросетевого анализа,
однако, учитывая цели и задачи данного исследования, его при-
менение вполне оправдано.
В качестве стратегии биржевой работы во всех случаях будем
использовать одну из простейших моделей, подразумевающих от-
крытие позиции (покупку либо продажу валюты) в начале прог-
нозируемого временного интервала (дня) и закрытие позиции (об-
ратную операцию) в конце временного интервала.
Основным критерием оценки эффективности прогнозирова-
ния в задаче валютного дилера является доход, полученный от
биржевых операций. При этом доход может быть рассчитан как
на всей выборке входных данных, так и на её проверочной части,
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то есть подмножестве данных, которые не использовались для об-
учения сети. При этом проверочные данные могут располагаться
как в конце исходной выборки, так и быть произвольно распре-
делены по ней. Последний вариант позволяет уменьшить влияние
изменений рыночных условий на результаты тестирования.
Рассмотрим решение задачи валютного дилера как задачи ре-
грессии. Результатом работы модели в этом случае должен стать
численный прогноз величины валютного курса в следующий пе-
риод, либо прогноз величины отклонения валютного курса в сле-
дующем периоде от текущего значения (рис. 3).
Рис. 3. Решение задачи валютного дилера как задачи регрессии
При решении задачи в данной постановке входной вектор фор-
мируют переменные { iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010 −−−−−−−−− },
а выходной, то есть вектор значений, которые должна прогнози-
ровать нейронная сеть, состоит из переменных { iii clh ,, }, либо
просто из { ic }.
Для решения задачи воспользуемся возможностями аналити-
ческой платформы Deductor, в которой создадим и обучим ИНС
со структурой 43-8-3, то есть сеть, содержащую 43 нейрона во
входном слое, 8 нейронов в скрытом слое и 3 нейрона в выход-
ном слое. Количество нейронов в скрытом слое выбрано из ком-
промиссных соображений скорости обучения и обеспечения спо-
собности аппроксимации сетью сложных зависимостей в бирже-
вых данных.
Рассмотрим критерии, по которым можно оценить качество об-
учения созданной ИНС. Теория нейронных сетей предлагает ис-
пользовать в качестве основного критерия оценки эффективности
настройки модели значения ошибок на обучающей и тестовой
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выборках. График изменения значений этих критериев в процес-
се обучения рассматриваемой нейронной сети показан на рис. 4.
Рис. 4. Динамика обучения ИНС
при решении задачи валютного дилера
как задачи регрессии
Как видно из рис. 4, в процессе обучения достигнут достаточ-
но низкий уровень средней ошибки как на обучающем, так и на
тестовом множестве. Вид графиков, отражающих процесс обуче-
ния, также близок к классическому виду, что обычно свидетель-
ствует об его успешном протекании.
С практической точки зрения, однако, гораздо важнее показа-
тели доходности, достигаемые с использованием нейронной сети.
В соответствии с принятой выше стратегией принятия торговых
решений покупка валюты (в нашем случае EUR) осуществляется,
если прогнозируемое значение курса на конец торгового периода
i больше, чем его значение на начало периода, то есть если ci>oi .
Продажа валюты осуществляется, если ci<oi. Если значения кур-
сов равны, транзакция не производится.
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В табл. 1 приведены результаты применения полученной ней-
росетевой модели к анализу реальных биржевых данных по вы-
бранной паре валют.
Таблица 1
РЕЗУЛЬТАТЫ БИРЖЕВЫХ ОПЕРАЦИЙ ПО ВАЛЮТНОЙ ПАРЕ EUR/GBP
ПРИ РЕГРЕССИОННОЙ ПОСТАНОВКЕ ЗАДАЧИ
НЕЙРОСЕТЕВОГО МОДЕЛИРОВАНИЯ




































(214) 119 55,9 94 44,1 1177 5,53
В соответствии с традициями, принятыми в биржевых опера-
циях, результат торговли рассчитывается в «пунктах», то есть
единицах, отражающих изменения курса. Один пункт соответст-
вует изменению курса на 1 в последнем значимом разряде. Не-
смотря на то, что существуют и более сложные методы оценки
эффективности торговых систем [13], для простого их сопостав-
ления достаточно и такого подхода. Обратим внимание на ре-
зультат, полученный при совершении операций на тестовой вы-
борке, расположенной в конце массива данных. Отрицательный
результат торговли, а также наименьшую долю удачных транзак-
ций в общем их количестве по сравнению с другими методами
расчета можно объяснить существенным изменением рыночных
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условий в сравнении с теми, которые были учтены нейронной
сетью при обучении. Исходя из этого, более корректным пред-
ставляется способ, при котором значения, отобранные в тестовую
выборку, равномерно распределены по всему множеству исход-
ных данных и не учитывались при обучении сети.
Дополнительный анализ эффективности работы нейронной се-
ти может быть проведен при помощи графика изменения накоп-
ленного результата торговли (рис. 5). График построен по тесто-
вой выборке, равномерно распределенной в массиве данных.
Рис. 5. Динамика изменения результатов торговли
при решении задачи валютного дилера как задачи регрессии
Как видно из рис. 5, выручка торговой системы достаточно
стабильно возрастает и постоянно находится в зоне положитель-
ного дохода. Это с положительной стороны характеризует полу-
чившуюся модель
Рассмотрим теперь решение этой же задачи как задачи клас-
сификации. В этом случае от нейронной сети требуется класси-
фицировать текущую биржевую ситуацию в зависимости от дей-
ствий, которые рекомендуется совершить валютному дилеру —
продать валюту, купить валюту или ничего не делать. Схемати-
чески это показано на рис. 6.
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Рис. 6. Решение задачи валютного дилера как задачи классификации
Решение задачи валютного дилера в данной постановке по-
дробно изложено автором в [14], однако, поскольку для обеспе-
чения сопоставимости результатов работу моделей целесообраз-
но рассматривать на одинаковых данных, ниже повторим реше-
ние задачи с использованием заданного ранее массива биржевой
информации.
Перед подачей биржевых данных на вход нейронной сети,
решающей задачу классификации, необходимо произвести их до-
полнительную обработку, суть которой заключается в определе-
нии ожидаемого результата doi по каждому входному вектору. На
практике при относительно небольшом количестве классов коли-
чество выходов нейронной сети может быть сокращено. Так, в
рассматриваемом случае можно обойтись двумя или даже одним
выходом. При двух выходах для определения ожидаемых резуль-


























где ibdo _  — выход, соответствующий покупке валюты;
isdo _  — выход, соответствующий продаже валюты.
Если по каким-либо причинам ИНС должна иметь только






















При обучении нейронной сети решению задачи классифика-
ции параметры { ii sdobdo _,_ } либо { ido } составляют выходной
набор переменных. Входной вектор при этом, как и ранее, форми-
руют переменные { iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010 −−−−−−−−− }.
Результаты применения нейросетевой модели классификации
к анализу биржевых данных по выбранной паре валют приведены
в табл. 2.
Таблица 2
РЕЗУЛЬТАТЫ БИРЖЕВЫХ ОПЕРАЦИЙ ПО ВАЛЮТНОЙ ПАРЕ EUR/GBP
ПРИ КЛАССИФИКАЦИОННОЙ ПОСТАНОВКЕ ЗАДАЧИ НЕЙРОСЕТЕВОГО
МОДЕЛИРОВАНИЯ
Сделано транзакций Результат тор-говли, пунктов
удачных неудачных№пп Способ расчета всего(при
объеме





1 Расчет по всемуобъему данных
243








(214) 18 62,1 11 37,9 628 21,66
Как видно из табл. 2, расчет по тестовой выборке, располо-
женной в конце массива данных, не производился, поскольку ра-
нее была обоснована его недостаточная целесообразность. Ана-
лиз табл. 2 показывает, что общий результат торговли в данном
случае несколько ниже, чем при решении задачи в регрессионной
постановке. Однако показатели, характеризующие качество прог-
нозирования, у данной модели гораздо выше, чем у рассмотрен-
ной выше регрессионной.
Рассмотрим график накопления прибыли на тестовой выборке
при использовании классификационной модели (рис. 7).
Как видно из анализа графика на рис. 7, выручка торговой си-
стемы, как и в рассмотренном ранее случае, возрастает достаточ-
но уверенно. Однако количество сделок, совершенных системой,




Рис. 7. Динамика изменения результатов торговли при решении задачи
валютного дилера как задачи классификации
В работе [15] автором произведена также постановка и реше-
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Рис. 8. Решение задачи валютного дилера как задачи кластеризации
Поводом к формулированию такой постановки задачи стало
осознание неспособности нейросетевых моделей, полученных в
результате решения задач классификации и регрессии, к анализу
степени детерминированности текущей рыночной ситуации. Ина-
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че говоря, с помощью таких моделей можно узнать, в каком на-
правлении будет изменяться рыночный курс, но затруднительно
определить степень возможности такого развития событий. Ре-
шение задачи валютного дилера как задачи кластеризации позво-
ляет разбить пространство возможных исходов на любое разум-
ное количество кластеров и в зависимости от того, к какому из
них ИНС отнесет текущую ситуацию, определять предполагае-
мое направление изменений в ту или иную сторону и их силу.
При обработке финансовых временных рядов самооргани-
зующейся нейронной сетью выборка данных, использующих-
ся при обучении, состоит только из векторов показателей
{ iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010 −−−−−−−−− }. Набор перемен-
ных, которые для рассмотренных ранее моделей были выходны-
ми, при работе с самоорганизующимися сетями используется уже
после окончания обучения для интерпретации содержания клас-
теров, выделенных нейронной сетью.
В процессе моделирования на рассматриваемой выборке дан-
ных построена карта Кохонена со следующими параметрами: 49
ячеек (размер карты 7х7), 7 кластеров. Результаты применения
нейросетевой модели кластеризации к анализу биржевых данных
по выбранной паре валют приведены в табл. 3, а график накопле-
ния прибыли в торговой системе показан на рис. 9.
Таблица 3
РЕЗУЛЬТАТЫ БИРЖЕВЫХ ОПЕРАЦИЙ ПО ВАЛЮТНОЙ ПАРЕ EUR/GBP
ПРИ ПОСТАНОВКЕ ЗАДАЧИ НЕЙРОСЕТЕВОГО МОДЕЛИРОВАНИЯ
КАК ЗАДАЧИ КЛАСТЕРИЗАЦИИ
Сделано транзакций Результат тор-говли, пунктов
удачных неудачных№пп Способ расчета всего(при объе-
ме выбор-











1152 54,5 962 45,5 6555 3,10








112 52,6 101 47,4 541 2,54
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Из анализа табл. 3 видно, что решение задачи валютного дилера
посредством кластеризации также позволяет получить положитель-
ные торговые результаты. Эффективность данной модели по всем
критериям оказалась ниже, чем у рассмотренных выше моделей
классификации и регрессии. Однако следует отметить, что для по-
лучения более высоких результатов с самоорганизующимися ней-
ронными сетями требуется несколько иной подход к подготовке
входных данных и более тщательный подбор параметров ИНС. Так,
в упомянутой уже работе [15] именно при использовании карт Ко-
хонена был получен наибольший экономический эффект.
Рис. 9. Динамика изменения результатов торговли при решении задачи
валютного дилера как задачи кластеризации
Анализ динамики накопления прибыли, представленной на
рис. 9, позволяет сделать вывод, что потенциальные возможности
данной модели достаточно высокие. Так, разница между мини-
мальными и максимальными значениями торгового результата
составляет почти 1300 пунктов. Однако, как и в случае модели,
полученной в результате регрессионной постановки задачи, этот
алгоритм принятия торговых решений при работе допускает до-
статочно много мелких убытков, что ухудшает общий результат.
В целом, на основании анализа проведенных модельных экспе-
риментов можно сделать вывод, что технологии решения задачи
валютного дилера в регрессионной и классификационной поста-
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новках мало отличаются друг от друга. Основные различия прояв-
ляются в интерпретации полученных данных. При этом, поскольку
классифицирующая модель обеспечивает лучшие удельные пока-
затели, чем регрессионная, она больше подходит для создания ав-
томатических торговых систем. В то же время регрессионная мо-
дель, как и кластеризационная, обеспечивает получение прогноза в
каждом торговом периоде, поэтому хорошо подходит для создания
автоматизированных систем поддержки принятия решений.
Отметим, что относительно низкие удельные показатели доход-
ности получены в результате решения задачи валютного дилера в
регрессионной и кластеризационной постановках. В значительной
мере это обусловлено применением достаточно примитивной ме-
тодики принятия торговых решений, которая не учитывает силу
прогнозируемых движений валютного курса. Однако, если эти мо-
дели применяются для создания систем поддержки принятия ре-
шений, то данный недостаток не носит принципиального значе-
ния, поскольку мозг трейдера — человека способен отфильтровы-
вать информацию о маловероятных изменениях курса.
Таким образом, полученные результаты ясно дают понять, что
результат решения задачи нейросетевого моделирования непосред-
ственно связан с её постановкой. При этом для разных задач опти-
мальной может оказаться своя постановка. Так, в результате сопос-
тавления рассмотренных моделей прогнозирования межбанковских
валютных курсов выяснилось, что при заданных условиях наиболь-
ший экономический эффект позволяет получить модель, реализую-
щая постановку задачи классификации рыночных ситуаций.
Вместе с тем следует обратить внимание на то, что результаты
данного исследования недостаточно представительны, чтобы сде-
лать однозначный вывод о большей эффективности классифика-
ционной постановки для решения задачи валютного дилера. Так,
для получения хорошего результата при реализации системы под-
держки принятия решений с использованием самоорганизующи-
хся нейронных сетей требуется тщательная подготовка входных
данных и подбор количества нейронов в сети [10, 15].
В целом же, полученные результаты позволяют аргументиро-
вать целесообразность использования в постановке задачи нейро-
сетевого моделирования промежуточного этапа — приведения
решаемой задачи к одной или нескольким базовым задачам. Окон-
чательный выбор способа решения конкретной задачи осуществ-
ляется на основании анализа результатов, полученных при её ре-
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