Abstract -Charge-capture/emission is ubiquitous in electron devices. Its dynamics often play critical roles in device operation and reliability. Treatment of this basic process is found in many text books and is considered well understood. As in many electron device models, the individuality of immobile charge is commonly replaced with the average quantity of charge density. This has worked remarkably well when large numbers of individual charges (ensemble) are involved. As device geometries become very small, the ensemble "averaging" becomes far less accurate. In this paper, the charge-capture/emission dynamic of metal-oxide-semiconductor field-effect transistor (MOSFET) is reexamined with full consideration of individual charges and the local field in their immediate vicinity. A dramatic modification of the local band diagram resulted, forcing a drastic change in emission mechanism. The implication is that many well-understood phenomena involving charge capture/emission will need to be reconsidered. As an example, this new picture is applied to the random telegraph noise (RTN) phenomenon. When the screening of a trapped charge by a polar medium such as SiO 2 is quantitatively accounted for in this local field picture, a new physically sound RTN emission mechanism emerges. Similarly, the dynamics of poststress recovery of negative-bias instability of p-channel MOSFET can be more rationally explained.
I. INTRODUCTION
C HARGE capture/emission is a fundamental process in electron devices. Its effect is beneficial at times and detrimental at other times. It is the basic operation principle of some nonvolatile memory [1] , [2] , including exotic new ones based on novel materials [3] ; the likely source of resistance fluctuation in resistive memory [4] and the primary reason for many performance degradation modes of metal-oxidesemiconductor field-effect transistors (MOSFETs), such as random telegraph noise (RTN) [5] - [7] . Thus, to understand a broad range of electron devices, one must understand the dynamics of charge capture/emission. For the case of an MOSFET, the most important charge capture happens at defect sites in the dielectric layer of the device. The defect sites are spatially distributed in 3-D and so are the trapped charges. The standard approach to treat trapped charges is to think of them as a thin sheet (2-D) of uniform charges at the centroid location along the thickness direction of the dielectric layer [8] . The thin sheet of uniform charges produces a uniform modification of the electrostatic field across the entire device and a uniform band bending in the semiconductor near the interface, as illustrated in Fig. 1 . Thus, the flat-band voltage shift V FB due to trapped charges can be expressed for this simple case as [8] 
where C ox is the oxide capacitance, x ox is the oxide thickness, ρ (x) is the location-dependent charge density, Q is the total trapped charges, x c is the charge centroid location within the dielectric, ε is the dielectric permittivity, ε 0 is the permittivity of free space, and A is the area of the MOS structure. Adoption of this approach greatly simplified the treatment of the chargecapture/emission dynamics, and therefore the operation of many electron devices. This paradigm has consequently dominated all the discussion of MOSFET charge capture/emission in the literature for decades. The practice of approximating a collection of immobile charges as a uniformly charged body with no local character U.S. Government work not protected by U.S. copyright. has been a common practice in the modeling of transistors. Until recently, this practice proved a quite capable construct to understand ionized channel dopants in larger area devices. As device dimensions scaled down such that individual ionized dopants have deterministic influence on device characteristics, it became necessary to treat the highly localized potential associated with each individual dopant ion. This resulted in the, now commonly accepted, fluctuating surface potential in the channel concept [9] - [12] . Since trapped charges in the oxide are electrostatically quite similar to ionized dopants in the substrate, they too should cause localized surface potential distortions in the channel. Fig. 2 is an illustration of a highly localized surface potential in the n-channel MOSFET channel. This is a modification of the dopant only picture presented by Asenov et al. [13] -each localized peak corresponds to an ionized dopant. In the middle of the channel, a peak corresponding to a dielectric trapped electron near the interface has been added. This peaked surface potential from the trapped electron is the basic idea behind the "hole-in-the-inversion-layer" model for the explanation of the amplitude of RTN in MOSFETs [5] , [14] - [19] . In this model, the trapped charge creates a localized region of reduced (a "hole") or zero (a cored-out "hole") inversion charge density in the inversion layer, leading to a reduction in drain current. This model presents a more physical and quantitative understanding of RTN amplitude in highly scaled devices. However, the effect of the local surface potential distortion on the emission kinetics of the trapped charge was, surprisingly, not considered. In other words, charges are assumed to emit to a nondistorted surface potential even though the model assumes a highly distorted surface potential locally. While the transistor is biased in inversion during the RTN measurement, these "holes" produce local band bending more akin to depletion or, more likely, accumulation.
In this paper, which is an expansion of a recent presentation [20] , we explore what this means to the charge emission process and reconcile experimental observations, using RTN as one of the examples. In general, we note that there is strong reason to believe that charge emission proceeds in a fashion quite different than conventional wisdom. We also make a strong case for large multiphonon relaxation consistent with the highly flexible amorphous SiO 2 network. This combination forces the consideration that the charge emission (detrapping) process, typically used to explain much device physics, does not proceed as expected. In many cases, it is quite conceivable that while the origin of the charge capture process may be the conduction band, the emission final state is likely located in the valance band, or vice versa. These observations are consistent with a wide body of the literature and have implications not only to RTN, but also to a variety of other device degradations/wearout mechanisms including the negative-bias temperature instability (NBTI).
II. RESULTS AND DISCUSSION
A. Local-Charge Model Fig. 3 schematically illustrates the electrostatics associated with a trapped electron at the oxide/channel interface. The schematic shows several band diagrams "snapshots" transitioning from outside the "hole" (inversion) to the center of the "hole" (strong accumulation). If the trapped electron was to emit to the inversion layer, as commonly assumed, it must tunnel laterally through a potential barrier of the oxide by a distance given by the radius of the "hole." As tunneling is a strong function of barrier thickness, this is possible only when the "hole" radius is well below the trap depth (distance from interface). This means the "hole" radius must be well below 1 nm, a condition is very difficult to achieve even in very strong inversion [14] - [19] . As most RTN experiments are done at or near threshold, this is an extremely low probability process. We see immediately that the common treatment of trapped electron-emission kinetics is substantially more complicated. Quantum mechanically, emission occurs through the shortest distance or thinnest barrier. However, the distance/barrier defined in this trapped electron situation corresponds to a region where the surface potential is strongly accumulated. Thus, the conventional understanding of electron emission from a dielectric trap to the conduction band must be reenvisaged. 
B. Trap Relaxation Energy
This somewhat simple explanation of the emission conditions has large implications to the current understanding of charge capture and emission in modern devices. Using the local-charge band diagram in Fig. 4 to explain the chargecapture/emission process leading to RTN in small transistors reveals an immediate problem. The electron-emission process corresponding to the local-charge model (lower left-hand side) is too efficient-tunneling is to an unbounded energy region in the semiconductor with a high density (continuum) of empty states that are ready to accept charge. This makes the emission time orders of magnitude shorter than the capture time so that conventional measurement windows of RTN will "miss" the transitions. Note that both capture and emission of charge involve tunneling processes. The distance of the defect site from the interface affects both capture and emission time constants and the range of time constants from different defects can be very large. For each defect, measures of the capture time constant to emission time constant ratio are not too large. For example, to cover the 10-s and 1-ms time constants simultaneously requires, at the least, 100 s of measurement at 0.1-ms sampling rate, or 1 000 000 data point pairs per data set. A more severe limitation is that when inspecting a 100-s data set, one cannot see the 10-ms break in the data. Thus, the meaning of measurement will "miss" the transition is that most of the RTN measurements in the literature would fail to capture these transitions. Throughout this paper, phenomena are deemed "unobservable" to indicate that typical experimental measurements are insufficient to resolve this behavior.
At first glance, the sheet-charge model (upper left-hand side) appears to present a better explanation of RTN. However, this elastic tunneling picture cannot explain many RTN observations. This forces the consideration of an inelastic picture involving the relaxation of the energy level of the trapped charge [21] , [22] . Emission must be considered from the energy level of the trapped electrons that have relaxed through a multiphonon process [23] , not as depicted on the left-hand side of Fig. 4 .
Upon charge localization (capture) inside a polar medium (dielectric), the dipoles surrounding the charge will rotate to screen the electric field of the charge and lower the overall energy. This is basic physics and the details of this multiphonon relaxation process were discussed by Henry and Lang [23] , as is depicted in Fig. 5 . An electron tunnels into a defect state. It can tunnel backout, or it can be captured by overcoming an energy barrier E B representing the configuration difference between the defect with unrotated surrounding dipoles and the defect with rotated surrounding dipoles. After crossing over to the defect complex with the proper configuration, the defect complex is in a highly excited vibrational state. Through the emission of many phonons, the complex loses energy, E R + E b , and relaxes to the lowest vibrational energy state. E R is the relaxation energy reflecting the energy difference between the initial and final state. (Note that relaxation energy is sometimes defined differently [24] .)
After multiphonon relaxation, the trapped charge is at an energy level below the original energy level of the defect when it was empty. With the energy of the trapped electron below the Fermi level, emission to empty states becomes a phonon-assisted tunneling process which is less probable. The larger the energy difference from the empty states, the slower the emission time constant. To reconcile with experimental emission data and using the sheet-charge model, both Kirton and Uren [21] and Palma et al. [22] are forced to conclude that the relaxation energy E R must be in the 20-150 meV range. Whether such a relaxation energy range makes physical sense was never given proper consideration.
The relaxation energy can be bounded by considering the solvation energy of an electron in water. Water molecules are polar and they are free to rotate (hydrogen bonding neglected). Thus, the solvation energy of an electron in water represents the ultimate relaxation energy. A consensus [25] , [26] of 3.3 eV has recently been reached for the solvation energy of an electron in water. Furthermore, the solvation energy of an electron at the surface of water is 1.6 eV, in agreement with the physical picture of the electron being only half screened. SiO 2 molecules in the dielectric layer are, obviously, not free to rotate. However, the estimated 20-150 meV of screening is strikingly small compared to the 3.3 eV in the freely rotatable water case. This comparison indicates that the RTN derived, 20-150 meV, relaxation energy should correspond to a highly rigid dielectric environment (very limited dipolar rotations). This notion is in stark contrast to the well-known high degree of flexibility present in the SiO 2 network [27]- [29] .
Experimentally, there are two independent reports that directly measure the relaxation energy in SiO 2 . The first report details the self-trap energy of a hole measured by Lu and Sah [30] . The second report details the relaxation energy of an inelastic tunneling electron measured by Takagi et al. [31] . Both experiments found the relaxation energy of a charge in the SiO 2 dielectric to be ∼1.5 eV-a value much more consistent with a flexible network. In other words, nearly half of the electric field by a trapped charge in the dielectric is screened by the rotation of the dipoles in SiO 2 . The unscreened portion is still very large and will produce a strong local field effect.
Recall that the 20-150 meV relaxation energy E R was deduced by the need to reconcile with measured emission time constants of RTN in the sheet-charge model [21] , [22] . With E R at 1.5 eV, the emission kinetics are very difficult to explain using the conventional sheet-charge model. Fig. 6 (A) illustrates the energy landscape involved. The shaded arrows indicate the electron emission route. To access the empty states, the trapped charge must absorb enough phonons to overcome a large energy barrier of ∼1.5 eV. The probability is simply too low to reconcile with experiment [21] , [22] . Note that calculation of emission probability often invokes the detailed balance principle, which requires the electron to follow the capture route in reverse. Such a route will have even lower probability. Emission could occur to the gate electrode as indicated by the dotted arrow, but such scenario is incompatible with the many early studies showing RTN in thicker gate oxide devices (>3 nm) as this tunneling pathway is effectively closed off due to the large barrier [32] .
Armed with a better grasp of the relaxation energy, it is possible to get a quasi-quantitative estimate of the strength of the accumulation in the region 1 of Fig. 3 . The electric field at the oxide-semiconductor interface created by a trapped charge in the dielectric can be estimated using a modified Coulomb equation
where d is the distance of the charge from the interface, s is the bulk dielectric screening factor (dipole rotation), q 0 is the unit charge, ε is the relative permittivity of the oxide (3.9), and s is the gate screening factor, which is given by
In this simple formalism, there is an assumption that at a finite distance from the charge (d > 0), the equation is applicable. Fig. 7 plots the electric field at the interface as a function of distance to the trapped charge for 40-[ Fig. 7(a) ] and 2-nm [ Fig. 7(b) ] oxide thicknesses. Since the bulk dielectric screening factor (s) is somewhat variable, we calculate the induced electric field at the interface for the two extreme screening cases. In the case that the dipoles are far away from the interface, s is taken as one minus the ratio of the SiO 2 electron relaxation energy to the free electron relaxation energy [1 − (1.5 eV/3.3 eV) ∼ = 0.55]. In the case that the dipoles are located closer to an interface and are less free to move, s is taken as one minus the ratio of ½ of the SiO 2 electron relaxation energy to the free electron relaxation energy [1 − (0.75 eV/3.3 eV) ∼ = 0.77]. This follows from the preceding bulk/interface solvation energy arguments. As shown in Fig. 7 , the electric field created by a trapped charge in the dielectric is a strong function of the location of the charge. At very short distances, the uncertainty in s is bounded by the bulk and surface values. At longer distances (>0.6 nm), the difference becomes unimportant. Overall, this simple exercise gives a crude estimate as to the field induced by the electric field at the interface and defines an applied field range where the one needs to account for differences in bulk and interface screening. Although we note that the bulk and interface screening differences introduce only small modifications to the field.
Depending on the device design, the operation field varies from 3 to 6 MV/cm. For most RTN experiments, the applied field is lower, ranging from 0.5 to 2 MV/cm. In this lower field measurement range, the near interface trapped charge completely overwhelms the applied field, turning inversion into extremely strong accumulation. As the location of the trapped charge extends deeper into the oxide, the effect weakens rapidly. It should be noted that depth more than 1 nm is not often encountered because reduced tunneling probability makes these locations too slow to respond in most experiments. Note that since RTN is often measured subthreshold, even the charge at 1-nm distance can turn inversion into accumulation. Overall, this simple exercise gives a crude estimate as to the field induced by the electric field at the interface and defines an applied field range where the one can safely assume that the trapped charge dominates the electrostatics.
C. RTN Time Constants
Returning to the emission problem, with the local-charge model, the available empty states for electron emission are in the valence band as indicated by the shaded arrows in Fig. 6(B) . In this case, emission becomes very efficient if the band diagram remains conventional (unconfined in the lateral directions). If electrons are captured from the first subband of the quantum-confined inversion layer (∼0.2 eV above the bottom of the silicon conduction band), the energy of the postrelaxation trapped electron would be ∼0.2 eV below the top of the silicon valence band. Locally this state is in strong accumulation. Capturing a hole from the accumulation layer is energetically extremely favorable. This would lead to very short emission times which would again render RTN unobservable (capture time to emission time ratio is too large) in most experiments. Thus, it appears that the inclusion of strong multiphonon relaxation (with more physically reasonable relaxation energies) poses difficult problems for both models.
The above discussed difficulty is the result of the assumed conventional band diagram that, in strong accumulation, has a high density of available holes (empty states)-a consequence of the sheet-charge model in which the band bending is uniform across the transistor. Recognizing that with the localcharge model, there exists a strong quantum confinement associated with the highly localized field, this difficulty can be removed. In addition to the vertical confinement, the local field adds confinement in the other two lateral dimensions. With confinement in all 3-D, the first subband not only shifts away from the top of the valance band, it is also further split into distinct levels.
As an example, if one compares the energy difference between the ground state of a 1 μm × 1 μm transistor to the "hole" size (arising from local confinement) with a 2-nm radius. Using the simple quantum-well equation, the ratio of the ground state energies scales as the well size squared (1000 nm/4 nm) 2 = 62 500. This simple calculation reveals that the energy spacing increases substantially such that the first few energy levels are very far from the band edge. Furthermore, one would expect the density of states to decrease by the same factor. Access to the first few energy levels requires the absorption of more phonons because they are now further away from the band edge. Fig. 6(B) shows the quantized energy levels in the accumulation layer. Since the tunneling rate depends on both the barrier (height and thickness) and the density of available tunneling states, the 3-D confinement very effectively suppresses the electron-emission probability and makes RTN observable in an experimentally relevant measurement window. Furthermore, even though the electron is ∼0.2 eV below the valence band edge, the emission still requires phonon-assisted tunneling to reach the empty states, as illustrated in Fig. 6(B) . This is consistent with the observed temperature dependence on capture and emission time constants [33] . Now that the local-charge model has resolved the electronemission difficulty encountered by the sheet-charge model, the objective of the rest of this paper is to support the proposed model by applying the local-charge model to a few wellstudied RTN observations. Experimentally, most of the reported RTN time constants have the following behavior: as gate bias decreases, the capture time constant increases and the emission time constant decreases [33] . The charge-capture model shown in the righthand side of Fig. 4 explains the gate bias-dependent capture time constant. For the local-field model to work, it needs to somehow also account for the gate bias-dependent emission time constant. The "hole" radius r from the "hole-inthe-inversion-layer" model [19] , already includes gate and inversion layer screening. Thus, dielectric screening s can be included with only a slight modification Fig. 8 . Solid lines are calculated "hole" radius as a function of inversion charge density using (4) for the trapped charge at the interface (triangle) and at ∼0.3 nm from the interface. Dotted line: density of state ratio to 2-nm "hole" radius for the charge at the interface case.
where q is electron charge, Q is inversion charge density, d is the distance of the trapped electron from the interface, and X Q is the distance (in equivalent oxide thickness) of the inversion layer from the interface (see the inset of Fig. 8 ). For gate overdrives slightly above threshold, the inversion layer distance is crudely approximated as 0.4 nm [34] . Equation (4) then allows one to calculate the hole radius for the case of screening by the gate, the inversion layer, and the dielectric. Fig. 8 shows the hole radius as a function of inversion charge density for the trapped charge distance d = 0 (red triangles) and d = 0.3 nm (black diamonds) in a 40-nm-thick oxide. For d = 0, the rigid substrate limits dipole rotation which as approximated as s = 0.77. For d = 0.3 nm, dipole rotation is easier which is approximated as s = 0.55. In general, the factor (x ox − d)/(x ox + X Q ) has very small impact except when oxide is very thin where the impact can easily be calculated using d and X Q . The main impact of distance from the interface is the decrease in the induced electric field.
As the gate bias decreases, the "hole" radius r increases. That is, the lateral quantum confinement of the accumulation layer decreases, leading to a rapid increase in the density of empty states near the top of the valence band, as shown in Fig. 8 . The result is a higher tunneling probability and emission rate of the trapped electrons. Furthermore, the lower gate bias also decreases the vertical quantum confinement at the charge-capture step (right-hand side of Fig. 4) , which lowers the first subband toward the conduction band edge. In other words, charge capture through tunneling is to a defect site at lower energy. After the 1.5-eV relaxation, the energy level of the trapped electron is now further below the valence band edge, and therefore able to access the higher density of empty states. Combining these two factors result in a drastic increase in the density of empty states available for tunneling with decreasing gate bias. This is equivalent to a rapid increase in emission rate-consistent with the experimental results [33] .
The general trend of lower gate bias leading to larger "hole" size has been observed by many groups [5] , [14] - [19] . Also note that (4) clearly illustrates the link between the distance of the trapped charge from the oxide/semiconductor interface and the "hole" radius. Coupled with the location's effect on the local field at the interface and the effect on tunneling probability, one should expect the observation of a wide range of time constants. Obviously, one cannot discuss all these cases in detail here. The important conclusion is that the deep relaxation and the associated modifications to the local field are unavoidable for SiO 2 and possibly many oxides.
It should be mentioned that the idea of a local field effect was briefly considered by Uren et al. [35] to explain the observed anomalous RTN-some rapidly switching RTN signal in the drain current of an MOSFET disappears for some period and then reappears. While they did not elaborate, they argued that when a charge is captured at a defect site, the nearby defect sites will experience a Fermi level shift such that the probability of this near defect site to capture charge is reduced. If this is valid, the anomalous RTN, at least the simple two-level cases, can be explained. They estimated that at least 75-100 meV (a few kT where k is the Boltzmann's constant and T is temperature in kelvin) of Fermi level shift is required for the neighboring defect site to experience suppressed charge capture. They claimed, without justification, that for such a large shift, the neighboring defect sites must be within 2 nm of the trapped electron. They estimated that the probability of finding a neighboring defect site at such short distance is about 40 times too small to explain the observed occurrence of anomalous RTN, they therefore discarded the explanation.
Within the confines of the local-field model, "shifting the Fermi level of a neighboring defect site" can be replaced by a change in band bending. Referring to Fig. 3 , the band bending within the "hole" is quite large. The boundary of the "hole" is where the inversion charge density changes rapidly. Intuitively, more than a few kT shifts in band edge are required for that to happen. Thus, the "distance" Uren et al. [35] needed to explain their anomalous RTN is simply the radius of the "hole" which can be found using (4), or Fig. 8 . Since Uren et al.'s [35] RTN measurements were taken at drain currents of about 10 nA (gate oxide = 40 nm), it is safe to assume that their transistor was at or below threshold. The inversion charge density for their experiment should therefore be somewhere in the shaded region of Fig. 8 . To account for Uren et al.'s [35] 40× probability miss match, the "hole" radius needs to be 6.3× larger than the 2 nm they assumed. As can be seen, the 12.6-nm radius is within the shaded area, and therefore, the local-field model can consistently explain the anomalous RTN without the introduction of further assumptions.
Using 3-D atomistic simulations, Asenov et al. [17] found that the "hole" radius is larger for thicker gate oxides. For transistors with a 7-nm gate oxide, they found that 2 nA/μm of drain current (below threshold) corresponded to a "hole" radius of approximately 11 nm-in agreement with Fig. 8 .
Given the size of the "hole" at these low inversion charge density situations, it is quite possible that more than two defects can be entangled by the local field and more complex anomalous RTN can be explained. One should remember that the defects are not all at the same distance from the interface. 
D. NBTI
So far, we have used RTN as an example to demonstrate how the local-field model of trapped charge works and showed that RTN explained with the local-field model is more consistent with experimental facts. Since charge capture/emission is central to so many phenomena associated with the electron device, this local-charge model likely plays a role in other well-known phenomenon such as the NBTI. The application of a negative bias and elevated temperature stress to modern p-channel MOSFETs evokes a wearout mechanism which manifests as a threshold voltage shift [36] . This threshold voltage shift recovers partly upon the cessation of the stress [37] - [39] . This threshold voltage shift and recovery is often linked in part to a hole capture and emission behavior, respectively [36] - [39] . It is widely agreed that hole capture occurs below the Si valence band. Emission of the trapped hole is often assumed to proceed back to the Si valence band. However, like in the RTN picture, the local-charge model leads to different conclusions. Fig. 9(a) shows the band diagram of hole capture during NBTI stress of a p-MOSFET. Fig. 9(b) shows the recovery in the sheet-charge model and Fig. 9(c) shows the recovery in the local-charge model. It should be note that we have assumed cold hole injection during stress, which is the real NBTI mechanism [40] instead of the high-field stress effects that confuse the issue in many modern studies [41] .
The most notable characteristic of NBTI is the poststress recovery, which is the emission of the trapped hole when the gate bias is lowered to threshold voltage. It is also known that the application of a higher recovery bias V R significantly slows the recovery rate [42] . From Fig. 9(b) , the sheet-charge model band diagram indicates that recovery requires phononassisted tunneling into the valence band. The energetics for a different V R are the same and cannot explain the biasdependent recovery rate. From Fig. 9(c) , the local-charge model band diagram indicates that the postrelaxation trapped hole requires phonon-assisted tunneling into the conduction band. The effect of V R is in its impact on the inversion charge density, and therefore the "hole" radius. Lowering V R (less negative) rapidly increases the density of states available for tunneling, as shown in Fig. 8 . Thus, the local-charge model naturally explains the observed V R -dependent recovery.
III. CONCLUSION
In summary, the sheet-charge approximation that has dominated charge-capture/emission in electron devices is reexamined in this paper. The effects of the local field from individual trapped charges are considered. The magnitude of the energy relaxation associated with a charged defect complex due to dipole screening is pinned down to be ∼1.5eV, based directly from two independent experiments and is consistent with the flexible network nature of SiO 2 . It is shown in this paper that once the full magnitude of energy relaxation of the trapped charge is accounted for, the local-field model offers a much more physically sound mechanism to charge emission kinetics, using RTN and NBTI in MOSFETs as examples. The new mechanism in each case differs from the traditional one drastically. The implication is that many well-known phenomena in electron devices involving charge capture/emission need to be reconsidered.
