Abstract-Classical linear controllers are widely used in the control of nonlinear stochastic systems and thus there is concern about the ability of the controller to adequately regulate the system. An alternative approach to cope with such systems is to avoid the need to build the traditional "open-loop" model for the system. Through the avoidance of model, controllers can be built for arbitrarily complex nonlinear systems via neural-networks trained by simultaneous perturbation stochastic approximation so that only the output error (between the plant and target outputs) is needed. In this paper, we discuss basic characteristics and limitations of both approaches and formally analyze this comparison in the case of linear quadratic regulators. The comparison is illustrated numerically on a simulated nonstationary multiple input, multiple output wastewater treatment system with stochastic effects.
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I. INTRODUCTION 1\ 4[ODERN control engineering is expanding rapidly to fill the needs in complex and challenging systems for regulation and control. Such modem systems go well beyond the traditional electrical, mechanical, and aerospace systems that have been at the heart of control systems research for many years. Included in the kinds of modem systems for which control is needed are, to name a few, communications and transportation networks [1] , biomedical systems (e.g., automated surgery and drug delivery [2] ), and the control of financial markets [3] . Such modem systems do not typically lend themselves to easy representation via linear differential equations. Hence, the majority of the techniques that have been developed over the years to control linear systems may be inappropriate for coping with the control of many modem systems. Furthermore, despite the considerable efforts of many researchers and practitioners over many years, formal control techniques for most real-world nonlinear systems are unavailable [4] . Simply put, closed-form (or other "easy") solutions to nonlinear problems are almost never available and hence linear methods are generally used.
Spall and Cristion [5] make a significant advance in coping with nonlinear, stochastic systems by using neural network based controllers trained via simultaneous Authors would like to thank Dr. James C. Spall The rest of this paper is organized as follows. Section II outlines model-free and classical controllers and briefly discusses their basic characteristics and limitations. Section III presents LQR and compares it to the model-free controller. Section IV describes the wastewater treatment problem and discusses implementations of the model-free controller and LQR for the problem, followed by a comparison of the two approaches. Section V summarizes our findings and relates them to those of Spall and Cristion [5, 6] and Dochain and Bastin [7] . Directions the system dynamics, Uk is the control input applied to the system at time k, and Wk is a random noise vector. Our focus will be on the case of direct measurements as in [5] and [6] . [13] [14] [15] 2006 mixture is then sent to a second tank at a controlled flow rate. In the second tank the mixture goes through an anaerobic digestion process, where the organic material in the mixture is converted by bacteria into byproducts such as methane. Therefore, the system consists of two controls (the mix of wastewater/dilution substance and the input flow rate) and two states (an effluent de-polluted water and methane gas, which is useful as a fuel). Since this system relies on biological processes, the dynamics are nonlinear and usually time-varying. Also, the system is subject to constraints (e.g., the input and output concentrations, the methane gas flow rate, and the input flow rate all must be greater than zero), which presents an additional challenge in developing a controller for the system.
The unknown process equations are assumed to be [7] , whose research also showed that the system exhibits preferential tracking of one state variable over the other. From a physical perspective, this can be explained by the wastewater system having been designed to prioritize the de-polluted water output over that of methane gas through the parameters proposed in [6] . Indeed, changing the weights of the weight matrix W offers slightly different results, but not by much, regardless of the weights used. ThlP8.3 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 C. Linear System Identification We perform the system identification task via linear regression in two steps: collecting the data from which a model will be constructed and constructing an appropriate model from this data. For data collection, open-loop training with random inputs was performed where the bounds on the control inputs are [.09, .4] for u1 and [1.5, 3 .0] for u2 (as in [7] ); with the system initialized at x0 = (.5, 1.6375). We generated 300 random controls within those bounds and evaluated the noisy state values when the process is subject to these controls, obtaining 300 random input-output pairs. Having generated the data, we fitted a first-order linear time invariant auto-regressive (ARX) model, which is given by where the 2 x 2 matrices A and B are estimated using least squares regression. We chose the first-order model since it is simple and increasing the order did not significantly increase the model quality. For model evaluation, we computed the R2 statistic associated with the regression, which revealed to be .98 for both x1 and x2. Thus, a first-order linear model is quite good even though the underlying system is stochastic and nonlinear, which indicates validity of designing classical linear controllers for the wastewater problem. [7] , and a solution to the MIMO control of this system implemented by Spall and Cristion [6] through SPSA, we attempt to solve this problem through a linear quadratic regulator (LQR). The implementation of the LQR controller for this problem allowed us to study the interesting coupling between the two states of the system and observe some interesting comparisons between LQR and model-free controllers. These comparisons are more insightful because both controllers incorporate a minimization function, which tailors their respective outputs accordingly. However, LQR has one disadvantage over the model-free controller in that it is model based and thus constrained by the values of the state equations by which the model is described. Furthermore, it was observed that the summation of error on behalf of the LQR controller actually makes it perform worse than the model-free controller, which looks at error at every iteration of the system. This gives the model-free controller the flexibility to adapt to changes in a monitored system, its only limit being the definition of its loss function. A comparison of the two algorithms shows that both choose to track this MIMO system preferentially; that is, tracking of a certain variable is prioritized over the tracking of the other. However, each algorithm "chooses" to do so differently. The model-free approach matches the gains of the desired outputs but offsets one of them at the cost of following the other. The LQR regulator matches the overall value of the outputs well, but "chooses" to have smaller steady state error on one output, at the cost of the other, again an effect of error summation rather than adaptation per iteration.
Another distinct advantage of the model-free controller is that it can attempt to control systems whose internal processes cannot be observed because of real world constraints. The model-free controller will assume a solution as long as it is mathematically possible. While this is advantageous to the designer, it is a tool that must be used carefully. In control systems design, the state equations are designed based on measured parameters of sensors and the physical properties of the components. Thus a user of the model-free controller will have to choose the cost function for this algorithm very wisely, to make sure that, if used in a design tool, certain physical properties are met, such as controllability and stability of a physical system.
VI. DIRECTIONS FOR FUTURE RESEARCH
The comparison of the model-free controller to LQR can be extended to formally account for stochastic effects and/or incorporate linearization error for certain classes of nonlinear dynamical systems. The model-free controller can further be compared to other methods of classical control, such as linear quadratic Gaussian (LQG) controllers or control via pole-placement. In addition, the model-free controller can be compared to neural network-based controllers as in [17] , which would provide significant information on the relative value of utilizing truly modelfree controllers versus first constructing a neural network representation of the system being controlled. These comparisons should be made generically to the extent possible, including effects of process and/or measurement noise.
