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Radially symmetric Dirichlet and Neumann problems for real and complex 
Mange-Ampere equations are considered. Existence of radially symmetric solutions 
is proved by transforming the differential equations into integral ones, solvable by 
means of fixed point arguments. Then, taking advantage of integral formulae, 
regularity and convexity of the radial solutions are checked. Fairly weak 
assumptions are required in that process. In the real case, a priori radial symmetry 
is also discussed. 0 1985 Academic Press, Inc. 
A. REAL MONGE-AMPERE EQUATIONS 
AI. The Dirichlet Problem 
A.I. 1. Introduction 
Let B be the open unit ball, centered at the origin, in the Euclidean space 
KY’ and let f~ C”( [0, 1) x (-co, 0] x [0, +oo)) be a given continuous real 
function. We shall use only orthonormal systems of coordinates (xi) and 
denote partial derivatives, such as a*/ax’axj, simply by a,. We look for a 
strictly convex solution Ic/ E C*(B) of the following Dirichlet problem: 
det(a,ll/)=yexpf(lxl*,~, IW’) in B, II/las=O. (1) 
1x1 is the euclidean length of XE R”, IV+1 is that of the gradient of II/, and 
y E (0, l] is a given real number. We shall prove 
THEOREM 1. There exists a number r( f ) E (0, l] such that Eq. (l), with 
0 < y < r( f ), admits a strictly convex radial solution $ E C*(B). A lower 
bound on ZJ f ) and a sufficient condition for r(f) to be attained, are 
* Research supported by an NSF grant and by the CNRS (LA.213). 
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provided in Section A.I.4. In particular, if f is bounded from above, (1) is 
solvablewithy=1.Foranyintegerk,f~Ck([O,1]~(-~,O]~[O,+~)) 
implies $ E Cki2(B). Moreover, denoting by (s, t, u) the arguments off, if 
f E C’ and zf aflat 2 0, (1) admits at most one strictly convex solution; it 
follows from the obvious SO(n) invariance of (1) that the solution is 
necessarily radially symmetric. A priori radial symmetry occurs also when f 
satisfies aflas g 0. 
Comments. (i) If f(s, t, u)= a(s) + b(u), the following condition is 
clearly necessary for Eq. (1) to admit a strictly convex solution 
It might not be satisfied with y = 1. 
(ii) Given KE C”( [0, l]), with K> 0 except on a set of Lebesgue 
measure zero, existence and regularity of a convex radial solution 4 of the 
equation 
~~~~~~~~=~~~l~12~~~~f~l~12~ VAIW’) in B, 
$ ( dB = 0, can be established by exactly the same techniques which we use 
hereafter. 
A.I.2. Existence of a Radial Solution 
Derivation of an integral equation. Since (1) is rotationally invariant, 
one may look for a radial solution 
VW) = #(I4 1. 
When applied to $, the Monge-Ampere operator then, simply becomes 
det(a&)= Ix~~-~(&)“-~ &‘, (2) 
where the prime denotes differentiation with respect to r = Ix/. Noting that 
(#‘I”-’ 4” = (b)C(4’Yl’, we can easily transform (1) into the following 
integral equation for 4, 
d(r)=j: (v J: T”--l 
IIn 
ew(f CT*, d(t), #‘*(~)I I& 
) &- 
(3) 
Existence via a fixed point method. We now study the existence of 
solutions of (3) by means of a fixed point method. Consider the convex 
cone 
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of the Banach space C’( [0, 11) of continuously differentiable real functions 
on [0, 11. For y E (0, 11, let T, be the operator defined on W by 
It is easy to check that T,(q) c %?. In this setting, solving (3) means prov- 
ing the existence of a fixed point of Ty. 
Differentiating once T,$ yields 
l/n 
(T,#)’ (r)= ny j: f-’ expf (z*, 4(~), Cb’(~)l*) dr . 
Hence both maps 
(4 E %‘, C’ topology) + (T,,qS, Co topology), 
(4 E %, C’ topology) -+ [(T, d)‘, Co topology] 
are continuous, since they are compsed of continuous maps. In other words, 
T,: (%‘, C’ topology) -, (V, C’ topology) 
is continuous. 
Given a real number R > 0, let %‘, = W n { 11411 Cl< R}. CR is convex. In 
order to prove that Ty restricted to C, has a fixed point, it suffices that it 
satisfy the following two conditions: 
(Cl) VdEgR, lIT,4llcl -CR. 
(C2) The set { (T,d)‘; +4 E VR} is equicontinuous. 
Indeed, if so, by (C 1) TyVR c %?R and by (C2), recalling Ascoli theorem, 
m is a compact subset of gR. Hence Schauder’s fixed point theorem [S] 
applies (see, e.g., [6, pp. 25, 261). 
Easy computations yield, Vd E V,, Vr and (r + E) in [0, 11, 
I(T,d)‘(r+&)-(T,d)‘(r)l< J‘r+‘nyr”~1expf[r2,((r),C)‘2(~)]d~ w  
, 
6 (ny)“” 1~1 ‘In exp , 
where 
M(R)=max{f(s,t,u);sE[O,l], tG0, u>o,,/~-~GR}. (4) 
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Hence condition (C2) is always satisfied. Moreover, given fe C”( [0, 1 ] x 
(-cc, 0] x [0, +a~)) there exists YE (0, 1] such that condition (Cl) is 
satisfied for some R > 0. For such y and R, T, admits a fixed point in $Y?~. 
Let r( f  ) be the least upper bound of the set of y E (0, l] having this 
property. Then for any y E [0, r( f )), T, admits at least one fixed point 
4 E C’( [0, 11). Providing C* regularity and convexity, t&x) = d( 1x1) solves 
Eq. (1) by construction. 
A.I.3. C*(8) Regularity and Strict Convexity of t,b 
Formal bare-hand computations yield for $(x) = b( 1x1), 
Since $ satisfies (3) we infer that 
$‘(r) = (ny ji ?-l 
m 
exp{f[t29 W, @‘WI> dz . (6) 
Hence, performing the change of variable r + 6’ = z/r, 
4’(r) -= 
r 
F’ exp{ f [r*O*, #(t-O), #“(rf9)]} dO)l’fl, (7) 
which shows that qS(r)/r is a strictly positive continuous function on [0, 11, 
because f is continuous and 4 E %?. In view of (5a) it implies that ti E C’(B). 
Moreover, differentiating (6) once and again performing the change of 
variable r + 8 = z/r yields 
4”(r) = Y (ny I,’ 
(1 -n)ln 
en-1 exp{ f  [r*O*, tj(rd), &*(rtl)] > de 
) 
x exp f  Cr*, 4(r), $‘*(r)l, (8) 
which shows that 4” > 0 and 4” E C”( [0, 11). In view of (5b), @(r)/r > 0 
and 4” > 0 imply that + is strictly convex. Furthermore $ E C’(B) n 
c*(B- (0)). w e now check the C* regularity of II/ at the origin. 
Recalling that d’(O) = 0, note that 
lim 
[ 
d”(r) - ?I!2 
r-0 r 1 - 4”(O) - (b”(O) = 0.
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Note also that (5b) can be rewritten as 
a,* = 6, 4/(r) -+$! [mff(r)-$!l], 
r 
Therefore, since Ix’xjl Jr” < 1, 8,$(x) admits a well-defined limit as x + 0, 
namely, 
lim a,$(x) = 6, lim 
x-0 r-0 [ 1 y =6,{yexpf[O, 4(O), 0]}1/n, 
which coincides with 
a,$(o) = liFo i [a,$(o,..., E, o,..., 0)) - a,+(o,..., o)] 
(E in the ith slot) using (5a). 
Hence 9 is a strictly convex function in C’(B) and, by construction, it 
satisfies Eq. (1). 
A.I.4. Estimates on r(f) 
Let f be a continuous function given as in Section A.I.l. Recall the 
definition of f( f ) (see condition (C 1 )), 
r(f):= sup(y~(O, 11, 3R>O, ‘@EWR, ll~,c&~<R}. 
A sufficient condition on f for lJ f) to be attained. Assume that f is C’ 
and that af/& 2 0. Then T( f ) is attained. 
In other words, under the previous assumptions on f there exists a 
strictly convex radial function tj E C*(B) which satisfies (1) with y = r( f ). 
Indeed, let (y,) be an increasing sequence of (0, l] converging to r( f ). 
By Schauder’s fixed point theorem [5], using our construction, there exists 
a corresponding sequence (Icli) of C2(B) radial strictly convex functions, tii 
satisfying (1) with y = yi. Since aflat 80 it follows from the Strong 
Maximum Principle [4, pp. 64-671 that t,hi is an increasing sequence and 
that on LIB, 
O<g (ii)<$ (Icli-I)< “’ < f (ll/o). 
This yields a uniform C’ a priori bound on di( 1x1) = Il/Jx), hence, recalling 
the integral formula (8), another one on the second derivatives of di. By 
Ascoli theorem, and since (c$~) is an increasing sequence, (#i) converges in 
@( [0, 1]), VU E (0, l), to a function 4 which by continuity of the operator 
(Y,u)E(O, llx~-+-~Y~)EC1w, 11) 
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must be a fixed point of Trc,,. We infer as in Section A.I.3 that 
e(x) = 4( 1x1) is a strictly convex C*(B) radial function satisfying (1) with, 
by construction, y = r( f ). Q.E.D. 
Remark. Suppose that we had considered instead of (1 ), the equation 
logCdet(a,ti)l =rf(lxl*, ICI, IWI’)~ 
with y E (0, l] directly bearing on f: Then the previous argument would not 
work unless we knew the sign off: Hence the place that y occupies in (1) is 
a natural one which may be interpreted as a Lagrange multiplier of an 
associated variational problem [ 11. 
A lower bound on r( f ) in terms of J: Let R E (0, + co) and let Q E %Z=: 
b-e CO, 11, 4’(r) - 4(r) = W(r)l + Id(r R. 
Given y E (0, 11, we look for an upper bound on 
IT,#(r)l+ I(T,d)’ @)I - (T,4)’ (r)- T,dr). 
Recall the definition (4) of M(R). An easy computation yields 
(T,d)’ (r) - T,d(r) < [y exp M(R)1 1’n Cf(1 - r*) + rl 
< [y exp M(R)] 1/n. 
Let, 
y(f)=sup{yE(O, 11, 3R>O, [yexpM(R)]““<R}. 
Then, by definition, 
?dfbmin{;;; {R" expC-M(M), l> 
and of course f( f ) > y( f ), hence a lower bound on r( f ). 
Note that if f is bounded from above, then M(R) does not depend on R, 
hence y( f ) = 1 and Eq. (1) is solvable with y = 1. 
One may assume without loss of generality that f( f ) > y( f ), as we now 
show. 
The case lJf)=y(f). Suppose r(f)=y(f)=yE(O, 11. Then, 
according to the definitions of y(f) and r( f ), 
3R, >O, 34, EQ’R,, IIT,~,II.I=R, 
and 
3R, > 0, [y exp M(R,)]‘/” = R,. 
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Suppose that there is no common value R E (0, +oo ) of R, and R1. Then 
there would exist & E wR1! such that 
II T,d211 c~ > R2 = Cr exp MUb)ll’“, 
which is impossible since, as above, 
W~R2~ II T,dll cl G CY ev ~(&)I”“. 
Hence there exists R E (0, +oo) such that R, = R2 = R, in other words, 
3R>O, @E%‘~, 11 T,qb(l =I = R = [y exp M(R)]““. 
But one would check easily that this cannot occur unless 
fb, t, u) = M(R) on {SE [0, 11, t<O, ~20, &--t<R}, 
in which case, 
$(x)=$R(lx12-1) 
solves (1). So one may discard that case 
A.I.5 Further Regularity 
In this section we assume that f~ C“( [0, 11 x (-co, 0] x [0, + co)), 
HEN, k>l, and that $(x)=&lx/) is a C’(8) strictly convex radial 
solution of Eq. (1). We shall prove that actually II/ E Ck + ‘(B). 
Note that Schauder elliptic regularity theory only asserts that 
$ E ck+La (B), tray (0, 1). In the sequel, we shall establish the Ck+’ 
regularity of II/ by means of the integralformulae (6) (7), and (8), and of so 
called bootstrap arguments. 
Ck+ 2( [O,l ] ) regularity of 4. Let us proceed by induction on k E N. For 
k = 0 we have established in section A.I.3 that 4 E C’( [0, 11). Suppose that 
f ECk-l*~ECk+y[O, l]), 
for some fixed k 2 1. Assume now that f E Ck. It follows in particular that 
4 E Ck+‘( [0, 11). Hence from the integral formula (8), 4” E Ck( [0, 11) so 
qd E Ck+2( [O, 11). Q.E.D. 
As a consequence, for k>, 1, $(x)=#((xI)EC~+~(~- {O))nC2(@. It 
remains to check the regularity of tj at the origin. 
Ck+‘(i?) regularity of $. At this stage, it is convenient to introduce the 
function x defined on [0, l] by 
n(R) = d(fi)- (9) 
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The Ck+2(B) regularity of $ is reduced to the Ck+2( [0, 11) regularity of 
7t, since 
tw) - ~(IX12)9 
and since x + 1x1 2 is of course a C” function. We already know that 
7TECk+2((0, l])fV?‘2([0, 1)). 
Differentiating (9) once with respect to R, and setting r = fi, yields 
Equation (7) implies that dx/dR E C”( [0, 11) and that dn/dR 2 E for some 
strictly positive constant E. Differentiating (9) once more yields, 
(10) 
(11) 
Recall thatfECk, kal, and #EC~+~ ( [0, 1 ] ). Compute the expression of 
d2x/dR2 by differentiating (7) once. Recall (10) and note that 
f[r202, 4(re), qY’(re)] = f { Re2, n(R612),4Re2 [g (RB~)]~}. (12) 
Thanks to the crucial integral formula (8) which expresses 4” in terms of 4 
and @‘, we obtain 
T!?$=i (27t)l-n 1: p+l exp[f(...)] 
i 
g (..-) + 7i(R02) g (...) 
+2yti(R02)[2ti(R02)]1-n exp[f(...)] g (...) de, 
I 
(13) 
where 7t E dx/dR and where f(***) stands for the right-hand side of (12). 
Since ti~C’([O,l]) and 7i.as>O, (13) shows that rc~C~([O,l]) 
whenever fe Cr. When f~ C2, since 7t belongs now to C’( [0, l]), (13) 
implies that rc E C3( [0, 11). Repeating this bootstrap argument yields 
~EC~+~([O, 11). Hence #ECU+‘, whenfeCk. 
It remains to check that the (k + 2)th derivatives of + are continuous on 
B. Given any (k + 2)-tuple (il ,..., i, +2) of integers in { 1 ,..., n}, formal dif- 
ferentiation yields 
505/58/3-3 
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where &+*(x) stands for polynomial terms in x and in the derivatives 
(&c/dRj)( 1x1’) of order j < (k + 1). Fk+ Jx) is continuous on B and we may 
concentrate only on the first term. Since, 
xi1 . . . xik t2 z (,x,2)+$..z Xik+Z 
)[ 
R(k+1)/2 dk’2n 
dRki2 1 R= 1x1* 
it is enough to show that the function 
R(k+ 1)/2 !f?$ (R), k> 1, 
is continuous for R E [0, 11. Equation (1) with $(x) - rc( 1x1’) can be writ- 
ten simply as 
(27i)“fz $ [(215)“] =~expf[R, z(R), 4Rti2(R)]. 
Since f is Ck we may differentiate this equality k times with respect to R 
and obtain an equation of the form 
4R(2ti)” - ’ 
dki27t 
d~k+2 CR)=% 
where 9, is made of polynomial terms in exp( f ) and in the derivatives off 
and TT of order at most, respectively, k and (k + 1). Recall 7t > E > 0, and 
k 2 1, therefore the function, 
R(k+‘W $2 (R)=1~(2i)‘-“R’k-1):2 
4 
is continuous for RE [0, 11. So $ E Ck+‘(B). Note also that 
7cECk+‘([0, 1])nck+2((0, 11). 
A.I.6. Uniqueness 
In this section we assume that f is continuously differentiable and that 
af/& 2 0. It follows from the Maximum Principle of Protter and Wein- 
berger [4, p. 641 that problem (1) admits at most one strictly convex 
solution in C2(B). 
In view of the SO(n) invariance of equation (l), a priori radial symmetry 
follows from uniqueness: indeed, if @ solves (l), then VW E SO(n), ($ o 9) 
also solves (1). Since the solution is unique, + = ($0 9) therefore tj is 
necessarily radially symmetric. 
Note that when f is nondecreasing in t and nonincreasing in u, M(R) 
does not depend on R (see (4)). So y( f ), defined in Section A.I.4, is equal 
to one and equation (1) is solvable with y = 1. 
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A.I.7. A Priori Radial Symmetry 
In this section we assume that f is continuously differentiable and 
satisfies af/as < 0. It follows that any strictly ccnuex solution of Eq. (1) in 
C’(B) must a priori be radially symmetric. It is a straightforward con- 
sequence of a symmetry principle, due to Gidas, Ni, and Nirenberg [2], 
which we include for completness and state in the following theorem, the 
analog of Theorem 2.1 in [2, p. 2161. 
THEOREM 2 (Gidas, Ni, Nirenberg). Let $ be a C2 strictly conuex 
solution of (1). Given any fixed direction in Iw”, which we choose as the x1 
axis, andgiuen any IZE [0, 11, let C(A)= Bn {x1 >A}, andforanyxEB, let 
x1 be the reflection of x across the plane {x1 = A}. Then 
VlE(O, l), VXEC(4, a, Nx) ’ 03 to) ’ 4w”) (14) 
Hence a, $ > 0 in C (0). Furthermore, if a, $ = 0 at some point in 
B n {x, = 0}, then $ is necessarily symmetric about the plane {x1 = 0 >. 
A priori radial symmetry is a straightforward consequence of the 
theorem. Indeed, the x1 axis being arbitrary, it follows in particular that 
a,@(x) <O if x1 CO, hence a,$ = 0 on {x1 =O}; we infer that $ is sym- 
metric in x,. Since this holds for any direction, J/ is radially symmetric. 
The proof of the theorem goes as in [2, pp. 218, 2191. In our case, since 
$ is a strictly convex C2 function on B, (14) is automatically satisfied for I 
close enough to 1. It remains only to establish the following 
LEMMA 1. If 31~(0, 1) such that a,$zO, $(x)>$(x’), and 
$(x) & +(x2) in C(A), then $(x)>Ic/(x”) in C(A) and a,$>0 on 
Bn {x1 = A}. 
Proof of the Lemma. In C’(L), the reflection of C(n) across the plane 
(x1 = 11, consider the strictly convex function: 
x1 E C(L), so by hypothesis, in C’ (A), 
In C’(A), c satisfies the equation 
1 a,,+ -a,,+ ... -a,,+ 
-a24 a22* - a,,+ 
det(a&(x)= . . 
l(x) = $(x1). x E C’(l) * 
(x”) = det(a&)(x”) 
=~exp{fCWl*, bW), IW* W)lI 
=yexp{fClx"l*, i(x), lW* (x)1). 
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Indeed, one can easily check that IV$l’ (x 
that 
a11 -a,, ... --a,, 
---a21 az2 ..* a,, 
- an1 42 ... arm 
) 3 IV[j’ (x) and by induction 
E det(av), 
where (au) is any symmetric n x n matrix (this shows that condition (c), or 
(I$.), of [2, pp. 220, 2211 is identically satisfied; it is not the case, for 
instance, for the analogous complex Monge-Ampere equation). Hence, in 
C’(n), 
deW,i~)(x) = Y expfClx12~ Icl(xh WI’ (x)1, 
det(~J)(x) =Y expfCIx’l*, C(x), IW’ (x)1. 
For 8 E [0, l] set ue = 0c + (1 - 0) Ic/ and g, = (V*u,). It follows that, 
s o1 $ [log detkdl do 
- s o1 -$ (fCl~‘l*, me, IVuel* (41) de 
=fClx”12? ti(x), IWI’ @)I -f[l4*~ VG), IWl’(~)l. 
Therefore, 
Trace {(I: g;’ dtl).V2(j-$)} 
-2 f [lo1 ~(lx”12,u,, lBu,l*)ayUgd~~a,(l~) 
i=l 
IVue12) de (i-ICI) 1 
=fW12, v+), WI2 (x)1 -fClx12, It/(x), IW2 (XII. 
When xeC’(l), x,<1, ~x”~*-(x~*=4il(~-xl)>0. Since c?J/&<O, the 
right-hand side of the equation is nonpositive. It follows from the Maximum 
Principle and the Hopf Lemma (e.g., [2, p. 212]), that in C’(n), (C- $) > 0 
anda,([--$)= -28,$cOonBn{x’=~}. Q.E.D. 
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A.11. The Neumann Problem 
A.II.1. Introduction 
Heuristical remarks. Given f~ C”( [0, 11) let us consider the following 
Neumann problem in the unit ball of KY’: 
deW,i~)=wfW12) 
a* 
ar aB= A 
in B, 
where r = 1x1. One is looking for a strictly convex solution $ E C’(B). By 
the strong Maximum Principle [4, p. 671, any two solutions of this 
problem may differ only by an additive constant. In view of the SO(n) 
invariance of the problem, the solutions must then be a priori radially sym- 
metric. If f were a C’ function f( lx12, $, IV+/‘) decreasing in the first 
argument, one could again prove that any solution should a priori be 
radially symmetric, arguing as in [2] (see Section A.II.3). 
It turns out that this Neumann problem is not well posed, in the follow- 
ing sense: if $ is a strictly convex radial solution, the hodograph transform 
x + p = V$(x) sends B to itself since the boundary data is one; therefore f 
should satisfy the constraint 
where w,,- i is the area of aB. This motivates the following set up. 
Set up of the radial Neumann problem. Let f be a given real function 
such that 
3aER, 3cr~(O,+c0),3~~(0,1], 
f e cO( [0, c2] x [a - 01, a] x [0, a2]). 
Let B, = EB be the ball of radius E in R” centered at the origin. We look for 
a strictly convex radial solution $ E C’(B,) of the following Neumann 
problem: 
detG$ti)= Cc,,,(lCI,f )I-’ expf(lx12, II/, IW12) in B,, 
a* (15) - =a 
ar aB, ’ 
where c&$, f ) is a constant ensuring that (15) is well posed, namely, 
c,,AI(I, f)= n tln~,_l jB evCf(142~ $, lWl’)l dx. 
E 
(16) 
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The expression of c,,,(Ic/, f ) is found a priori just by integrating both sides 
of (15) and by noting that, 
jB8 det(a&) dx = 1 dp, 
W’(&) 
where p(x) = V$( ) x , and that Vtj(B,) must be B,, the ball of radius a in 
R”, since $ is radial, strictly convex and satisfies at,+/& 1 dB, = c(. 
It is reasonable to look for radial solutions of (15) because this problem 
is obviously rotationally invariant. 
THEOREM 3. The Neumann problem (15) admits strictly convex radial 
solutions $$, and *l!a,E in C’(B,) which satisfy 
When f E C’, je N, j 2 1, these solutions are in C’+ 2(8,); if moreover 
f = f(s, t, u) satisfies afh?s < 0, then any strictly convex solution of (15) must 
a priori be radially symmetric. 
Comments. (i) We do not need to introduce any “Lagrange mul- 
tiplier” y E (0, 11, as one would do for the Dirichlet problem, since the 
Neumann data provides enough a priori bound in C’(B,) for a fixed point 
argument to hold. As a counterpart, we have to introduce the scaling 
functional c,,,(Ic/, f ). 
(ii) Because c,,,($, f ) occurs in the right-hand side of (15), the con- 
dition aflat > 0 does not imply uniqueness, as it would without c&1,9, f) 
by the strong Maximum Principle. 
(iii) When f(s, t, u) = fi(s, u) + It, 2 E R, if $ solves (15), then Vc E R, 
(1+9 + c) also solves (15). More generally, whenever an interval of amplitude 
c(, [b -LX, b], lies in the domain of the second argument off, the theorem 
asserts the existence of strictly convex radial solutions $ifi,E of (15), 
k = 0, 1. It is easily seen that I#;,, and $ht& may differ by an additive con- 
stant only if f z fi(s, u) + ;It for some 1 E R. 
(iv) We discuss in Section A.II.3, the solvability of the genuine 
Neumann problem, corresponding to (15) with c,,,($, f ) = 1, in terms of 
suitable sizes for the ball B, and for its image B, = V$(B,). 
(v) A separate treatment of the case 
exp f =K(lxl’)(l + (V$12)(n+2)‘2 
which corresponds to prescribed Gaussian curvature problems, is provided 
hereafter in Section A.II.4. 
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(vi) Existence and regularity could be established similarly if the 
right-hand side of (15) were 
c,,,Wf, W K(b12) evf(lx12, ICI, IW12)~ 
with KE C”( [0, s2]), K > 0 except on a set of Lebesgue measure zero, and 
c&$, f, K) suitably defined. 
A.I.2. Existence of C2(B) Strictly Convex Radial Solutions of (15) 
We shall only sketch the existence proof since it is very similar to that of 
Section A.I. 
Setting, for any radial function $ on B,, 
we are led to considering the following conuex subsets %?(O), G??(l), of 
C’( [0, l]), and the corresponding operators T’O), T(l): 
%?(O)= {#E C’([O, c]), #(O)=a-a, qY(O)=O, &>O}, 
W) = (d E C’( [0, E]), fj(c) = a, b’(O) = 0, fj’ > 0}, 
T(‘)qS(r)=(a-cc)+ji [@]‘(p)dp, 
r”)#(r) = a + [’ [ pqb]’ (p) dp, 
E 
where 
C,,,(& f ) z a? 1’ nF ’ exp{ f Cr2, d(z), df2(~)l > dz. 
0 
The expression of Z,,,(& f) is just, by (16), that of c,,,($, f ) for 
e(x) - @(1x1). For k= 0, 1, one easily verities that Tck) is a continuous 
operator of V (k) whose range a priori lies in the C’ closed ball 
.9i3 a,[X,E= (d~C’(CO, ~1)~ IMlc~ < I4 +2a), 
since, because of the scaling functional c”,,,(4, f ), one always has 
~4~C’(r%~l), (F(b)’ (E) = a. 
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Hence, given any R E ((a] + 2a, +co ), pk’ sends continuously the convex set 
to %T(k)nW (I,CI,E, which is a closed strict subset of %‘$). 
To prove that Vck) n go,,,, is a compact subset of %‘g), note that differen- 
tiating once (Tq+)’ yields the analog to (8): 
x LA f) Id 1 
(1 -nYn 
tP1 exp{f[r%*, d(r@, cp’*(r@l} d0 
x Wf Cr*, 4(r), 4’*(r)l) 
Clearly for any f$ E V ij, (Fk’q4)” is continuous and uniformly bounded in 
C”( [O, E] ). Hence Wck) n ,%?Q,a,E is compact and by Schauder’s fixed point 
theorem [S], Fk’ admits a fixed point 4$, which lies in W(k)n ga,,, 
Moreover dltJ,E E C’( [0, E]), in view of the integral formula giving ( T’k’d)“. 
The strict convexity and the C*(8,) regularity of 
lpk) (x) 3 4(k) ([XI ) cl,Lx.E ow 
follows as in Section A.I.3. By construction $I:&,, k=O, 1, solves (15) as 
asserted in Theorem 3. 
A.II.3. Further Properties 
Further regularity. Assuming f E Cj, je N, ja 1, one proves that the 
two radial solutions just exhibited II/L::,,, k = 0, 1, are in Cj’*(B,), by argu- 
ing exactly as in Section A.I.5. 
A priori radial symmetry. Assuming f E C’ and f is nonincreasing in its 
first variable, one infers that any strictly convex solution of (15) must 
actually be radially symmetric. 
The argument is the same as in Section A.I.7. It is not essential that a 
Dirichlet data be given on as,; the crucial observations are 
(i) a+/& > 0 still holds in B, - (0); 
(ii) the proof of L emma 1 still holds, by formally replacing y by 
CCZ,,(ll/> f )I -I; 
(iii) in [2, Theorem 2.11, the zero Dirichlet data comes into the 
proof (p. 219) to show that the domain is symmetric, which is not our pur- 
pose here. 
Possibility that c,,,($, f ) = 1 (the genuine Neumann problem). Given 
(~1~,~~)~(0,+co)x(O, 11, a~lFk’ and given fEC?([O,Eg]x[a-cco,a]x 
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[0, a;]), Theorem 3 asserts the existence of (at least) two strictly convex 
radial solutions $h:&,, E C’(B,), k = 0, 1, which moreover lie in ga,aOy). It 
follows that the set, 
is uniformly bounded for (a, E) E (0, ao] x (0, E,,]. Hence for k = 0, 1, 
satisfies 
As a consequence, since c,,,[ $$,, f ] depends continuously on c1 and E, 
(given a,, so, and f ) one may find appropriate sizes (a 1 , E 1 ) for the ball B, , 
E E (0, so], and for the Neumann data a E (0, ao] (i.e., for the image ball 
V$LkJ,(B,) = B,), such that the genuine Neumann problem 1 * 
det(a&)=evf(Ix12, $, WI’) in B,,, 
admits strictly convex radial solutions $L:i,,,, E C2(B,,), k = 0, 1. 
Furthermore, note that if f = f(s, t, U)E C’ and if df/& 20, aflat & 0 
uniqueness occurs by the Strong Maximum Principle [4, p. 671 and 
necessarily, 
If aflat = 0, $4&, and ti$,,,, may differ only by an additive constant. In 
any case, when af/i% 2 0, in view of the SO(n) invariance of (15), a priori 
radial symmetry occurs and by seeking radially symmetric solutions we 
actually obtain all the solutions. 
A.II.4. A Particular Case: The Equation of Prescribed Gaussian Curvature 
In this section, we provide a special treatment for the equation of 
prescribed Gaussian curvature, with given slope at the boundary, in the 
unit ball B of I$“, 
det(a&) =K(Jx12)(1 + IVI,Q/~)@+~)/~ in B, 
a+ 1. - = 
ar aB ’ 
(17) 
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K is a given continuous strictly positive function on [0, 11, which readily 
ought to satisfy the necessary condition (e.g., [3], p. 431 with n = 2), 
(18) 
Generalized solutions of such equations have been considered for instance 
by A. V. Pogorelov [3, p. 411 (see also p. 3 1 for entire solutions, i.e., 
solutions defined on all of OF). 
THEOREM 4. Solutions of (17) are necessarily radially symmetric. Con- 
dition (18) is sufficient for the Neumann problem (17) to admit a strictly con- 
vex radial solution + in C2(B) which vanishes on aB. II/ is given by the 
integral formulae 
(19) 
Condition (18) takes the simpler form: o( 1) = t. In view of these formulae, a 
solution $ E C2(B) of (17) still exists providing KE C”( [0, 11) only satisfies 
(18) and 
3~>0, VPE [0, 11, r ’ nz”-‘K(t*)dz>E, 
JO 
(20) 
This allows K to change sign and Eq. (17) to have a variable signature in 
suitable concentric annuli of B. 
Moreover if KE @(CO, l]), kE N, k> 1, Kjust satisfying (18) and (20), 
then Ic/ E Ck +2(B). 
Comments. (i) When K > 0 in B, the necessary condition (18) differs 
from the general constraint (recall (16)) 
Cl,l(lcIY f I= 19 
with f(s, t, u) - log[K(s)( 1 + u) (n+ 2)/2]. Since here the variable s and (t, u) 
split, (18) is the natural constraint to take under consideration. Hence we 
need a special existence proof. 
(ii) Theorem 4 is a first global result for Monge-Ampere equations 
with variable signature. However, in this article, we will restrict ourselves 
to radial symmetric elliptic equations. We will study more general variable 
signature ones, in a further separate work. 
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Proof of Theorem 4. A priori radial symmetry, when K > 0, is not dif- 
ficult to check, so we shall concentrate only on the existence part of the 
theorem. We set $(x)=4( r ), and since I,/J is clearly defined only up to an 
additive constant, we set for instance d( 1) = 0 and focus on the unknown 
function 
u(r) =4’(r), 
which satisfies the differential equation: 
(u”)’ 
(1 +U2)(n+2)/2=“r n- ‘K(r2) for ro [0, 11, 
with u(0) = 0 and u( 1) = 1 (recall that 4’(O) = 0 is a necessary condition for 
$(zx)=~([x~) to be differentiable at the origin). We only assume that 
KE C’([O, 11) satisfies (18) and (20). 
In order to integrate Eq. (21) we first establish by induction the follow- 
ing identity: 
n + 2k 
kzo (1 +U2;k+C(n+Wl 1 ’ 
using the integration by parts formula, 
(UP)’ up ’ [ 1 2q (up+y’ (1+242)“= (1 +u”)” +(p+2) (l+u2)“+” 
Setting, 
(note that o E [0, 1)) yields, 
Hence (21) can be integrated, 
o@/‘)(r) = 6 nF1K(z2) dz. 
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This makes sense as long as, 
s 
r 
nr n- ‘K(z2) dr > 0. 
0 
Formulae (19) readily follow. Condition (20) ensures that $ is actually in 
C2(8). Moreover if K> 0 one can check easily that + is strictly convex. 
Under condition (20), further regularity can be checked by means of 
integral formulae as in section A.15 so if KE @CO, l]), k> 1, ke N, then 
l+b E Ck+2(B). 
B. COMPLEX MONGE-AMPERE EQUATIONS 
B.I. The Dirichlet Problem 
B.I.1. Introduction 
Let B be the open unit ball centered at the origin in the hermitian space 
C” and let f~ C”( [0, 1 ] x ( - co, 0] x [0, +co)) be a given continuous real 
function. We shall use only orthonormal systems of complex coordinates 
(zi) and denote partial derivatives, such as a2/azi a.?j, simply by a,. We 
look for a strictly plurisubharmonic real function I,$ E C’(B), solution of the 
following Dirichlet problem: 
det(aiilCI)=Yexpf(lz12, II/, WI’) in B, I+G)~~=O. (22) 
IzI is the hermitian norm of ZE @“, lV$l is that of the gradient of tj and 
y E (0, l] is a given real parameter. We shall prove the following 
THEOREM 5. There exists a number F( f )E (0, 1 ] such that Eq. (22), with 
0 Q y < Z( f ), admits a strictly plurisubharmonic radial solution I++ E C’(B). A 
lower bound on F( f ) and a sufficient condition for Z’( f ) to be attained, are 
provided in Section B.I.4. In particular zf f is bounded from above, (22) is 
soluable with y= 1. For any integer k, f E C”([O, l] x (-co, 0] x [0, +a~)) 
implies * E Ck + ‘(I?). A4 oreover, denoting by (s, t, u) the arguments off, if 
f E C’ and tf aflat 2 0, (22) admits at most one strictly plurisubharmonic 
solution; it follows from the obvious W(m) invariance of (22) that the 
solution is necessarily radially symmetric. 
Comments. (i) As noted in the proof of Lemma 1, except in complex 
dimension one where it is trivial, it is not clear how to prove a priori radial 
symmetry for (22) under the assumption f E C’ and af/as < 0, in a Gidas- 
Ni-Nirenberg fashion [2]. 
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(ii) The last part of Theorem 5, dealing with uniqueness, is proved 
by arguing as in Section A.I.6. So we will not go over its proof. 
(iii) Comment (ii) of Theorem 1 still holds in C”. 
B.I.2. Existence of a Radial Solution 
Derivation of an integral equation. Since (22) is W(m) invariant, one 
may look for a radial solution 
One has the following formulae, where r E IzI and d/dr is denoted by a 
prime 
‘. (23b) 
In order to compute det(a&) at z ~0, choose coordinates such that 
z = (zl, O,..., 0). If $ satisfies (22), this yields for 4 the following ordinary 
differential equation: 
in r E [0, 11, with #( 1) = 0. Moreover, in view of formulae (23), 4 must also 
satisfy, 
qv(O)=O, 4’20, (b”>O, 
for $ to be differentiable and plurisubharmonic. 
For IzI #O, the above equation can be rewritten as 
m(qY)“+r[(f)“]‘=2 m+ lmrmy exp f [r’, 4(r), &b”(r)]. 
Set, 
(4’)” = y2m+ ‘mr-“H(r), 
for some unknown function H > 0 such that H(0) = 0. Then H satisfies, 
H’(r) = r2m- ’ exp f Cr’, 4(r), W2(r)l. 
Hence, 
H(r)=~~~2m-1 expf CT’, d(z), W2(~)l dr. 
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We infer that 
4’(r) = (2my)“” 2r 02m-1 1 
l/m 
exp f [r202, q5(r8), $V2(rf3)] d0 , (24) 
after performing in the integral the change of variable z -P 8 = z/r. Note 
that d’(O) = 0 and Q’(r) > 0 for r > 0. Recalling d( 1) = 0, we eventually look 
for 4, solution of the following integral equation 
4(r) = WwP” \,r p (ji tIzm- 1 exp f [p202, Q(pQ, &Y2(pe)] dtl 
) 
w  
dp. 
(25) 
Existence via a fixed point method. We are led to consider the same 
convex cone of C’( [0, 11) as in Section A.I.2, 
GF?= {qkC’([O, l]), &(l)=O, #‘(O)=O, #‘>O}, 
in which now acts the operator TY defined by 
T&r) = Ww 1”” fl’ P [ jol 
l/m 
Pm- 1 exp f [p2t12, b(pe), $p(pe)] de 1 dp. 
We look for a fixed point of FY. Differentiating once yields 
(T+$)’ (r) =2(2my)“” r 
P 
’ f12m-1 expf[r202, d(rO), &C2(re)] de 1 
l/m 
0 
Hence, since f is continuous, FY is easily seen to be a continuous operator 
of % for the C’ topology. 
Going back to the variable r = r0, ( pYb)’ can be rewritten as 
(Tyq5)’ (r)=2(2my)“mf[jrri”-’ 1 
l/m 
expfCz2, 4(z), ~~“(~)I dz . 
0 
If we differentiate this expression once and then perform again the change 
of variable z + 6’ = z/r, we obtain after a careful examination of powers, 
(T+j)” (r) = - 2(2my)l’m ’ e2m--1 exp f [r202, @(rO), $@*(re)] de 1 
l/m 
+ i (2my)“” 
[J 
’ 
(1 -m)lm 
exp f [r202, &rO), &Y*(rO)] de 
0 1 
x exp f Cr2, d(r), W’(r)l, (26) 
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which shows actually that F7# E C*( [0, 11) and that T7 is a continuous 
operator from (U, C’ topology) to (C* n %?, C* topology). 
Given R > 0, let %ZR = ‘8 n { llQIIcl CR}. As in Section A.I.2, T7 admits a 
fixed point in %ZR providing it satisfies the following two conditions: 
(c.1) V~E~R, ll1?;t&<R. 
(c.2) The set { (T,,4)‘; 4 E $ZR} is equicontinuous. 
Condition (e.2) is always satisfied, since by (26) ll( F,,;$)“l( e is uniformly 
bounded for 4 E gR. As for condition (c. 1) one may argue just as in Section 
A.I.2. This defines again in particular f(f). 
B.I.3. C*(B) Regularity and Strict Plurisubharmonicity of $. 
We now proceed to checking that $(z, Z) = #(lzl), where 4 is a fixed 
point of FY for some y E (0, r( f )), is a strictly plurisubharmonic function in 
C2( B). 
Since 4 satisfies (24), (25) and 4” - ( TYd)” given by (26), it is clear that 
f+h’(r)/r cz cO( [0, l]), 4” E C”( [0, 1]), b’(O) = 0. In particular, 
lili[qY(r)-y]=O. 
Hence, recalling (23a), (23b) and also 
-i-j 
[ 
4’(lzl) a,*=+ 4wi)- Izl 1 , (23~) 
and conjugate equality, it follows that $ E C’(B). 
To check that $ is strictly plurisubharmonic in B, note first that 
a,$(o) =i 6, lim w  = 6,(y exp f [0, b(O), O]}““. 
r+~ r 
Then, pick z # 0 and choose coordinates such that z = (zl, O,..., 0); (23b) 
yields 
0 
1 @(I4 1 
a,w, 3 = ! -- 2 IzI if i-c j, if i=j> 1, 
I[ 4 1 fy+qY(lzl)] if i=j=l. 
(24) and (26) show that &(lzl)/lzl and [&(lzl)/lzl +#“(lzl)] are both 
strictly positive at 1~1. Therefore the matrix (a,+) is positive definite at 
every point z E B. Q.E.D. 
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B.I.4. Estimates on r(f) 
r(f) is defined as 
r(f ):= sup(yW4 II, 3R>O, vb~%:R, ll~~~Ilc~<R}. 
As in Section A.I.4, a sufficient condition for r(f) to be attained is 
f = f (s, t, U) E C’ and aflat 2 0. The argument is the same. 
A lower bound on r( f ) in terms of jY Let 
fi(R)=max(f(s, t,u), SE[O, 11, t<O, ~20, 2,,6-t<R}. 
Assuming that 4 E %ZR, one infers after some computations, that 
II pyq41 c~ < 2Cy exp fi(R)]““. 
Hence, as in Section A.I.4, a lower bound on r( f ): 
exp[ -a(R)] , 1 I 1 . 
In particular, if f is bounded from above, a(R) does not depend on R and 
Eq. (22) is solvable with y = 1. 
B.I.5. Further Regularity 
In view of (26), using as in Section A.I.5 a bootstrap argument, we see 
that 
fd”, kEN, k>l=+ECk+*([O, 11). 
so ~(z,z)q75(~ZI)ECk+2(B-{O})nC2(B). 
Ck+ ’ regularity of $ at the origin. It is convenient to introduce the 
function, 
NV = &‘h RE CO, 11, 
and prove its Ck+’ regularity at R = 0. That of 
w, T) = 41z12) 
will readily follow. Again we compute ti = dx/dR; recall formulae (10) and 
(11). We compute it by differentiating b’(r)/r as given by (24). Taking in 
account 
f [r202, d(re), &Y2(r0)] 3 f [R02, n(R02), Rt12k2(R02)], 
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and setting f(=.*) equal to the right-hand side of that identity, recalling, 
from (26), (lo), and (24): 
f(r)= -2ti(R)+47[7t(R)]‘-“expf[R, x(R), Rfi*(R)], 
we obtain for il the following expression: 
3y(“)l-” 1; pm+1 exp[f(..*)] 
[ 
E (a**) + lt(R8*) g (.e.) 
+ -ti2(Rf12)+2y[7t(Rf32)]2-m exp [f(*+*)] E(+..) de. 
i I 1 
Arguing as in Section A.I.5, noting in particular from (10) and (24) that 
ti>s>O, it follows that rr~C’+l([O, 11) whenever fECk, FEN, k2 1. 
Ck+ * regularity of Ic/ at the origin. It is established by the same 
argument as in Section A.I.5. Indeed, one has 
where yk+* is already known to be continuous on B. So the trick is still to 
prove the continuity on [0, l] of, 
Rck+l)‘* $ (R), k> 1. 
This is done by noting that, since I(/ satisfies (22), ?I satisfies the equation 
(a)“+: f C(k)“] = y exp f [R, n(R), Rti*(R)]. 
Differentiating k times (since f E Ck) yields 
R@)“-‘~ dk’2n (R)=$, 
where gk is known to be continuous on [0, 11. Recall 15 > E > 0, and con- 
clude 
R’L+‘“*$ @)+)I-+‘R(k-I)/* 
is continuous for R E [0, 1 ] since k 2 1. Therefore $ E Ck+ *(8). 
505/58/3-4 
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B.11. The Neumann Problem 
B.II.1 Preliminaries 
Let z E C” and let $(z, Z) be a twice continuously differentiable real 
function defined for z E B,, where B, is the ball of radius E > 0 centered at 
the origin. Consider the hodograph transform, 
and its Jacobian determinant 
where 8 and d are the usual complex first order partial differential 
operators. Suppose IJI > 0 on B,, so that 2 is one-to-one. Let o be the 
volume element of the standard hermitian metric on C”, then 
(27) 
Observe that if m = 1, 
9 (28) 
where I,+(z, 5) - 6(x, y), x= Re(z), y= Im(z). This can be checked by a 
simple bare-hand computation. 
If $I is a radial function, 
then, according to formulae (23a), (23b) X is just a radial map 
(z, 3 + 1 1 ; y (z, Z), 
and rank(M+) = rank(&?@) = 1. Therefore when m > 1 and when + is 
radial. 
IJI = [det(iG$)]*. (30) 
B.II.2. Set Up of the Problem and a Theorem 
In the sequel we restrict ourselves, with no loss of generality, to complex 
dimension 
m> 1, 
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and study, for $ radial, boundary value problems of Neumann type for the 
operator, 
det(a&). 
Indeed, when m = 1, this would amount to studying either the well-known 
Laplace operator, since 
-g=~(~+f& 
or, by (28), the real Monge-Ampere operator, already considered in Sec- 
tion A.11. 
Let f be a given real function such that, 
3UER, 3aE(O,+co), 3&E[O, 11, fE C”( [0, e2] x [a-a, a] x [0, a2]). 
We look for a radial strictly convex real function tj E C2(B,), solution of the 
following problem: 
dW#)= CLWf)l-l evf(b12, II/, IW12) in B,, 
a* 
(31) 
ar a&=ay 
where r = Jz(. According to (30), (27), and (29) the scaling functional 
LWf) must be 
THEOREM 6. The Neumann problem (31) admits strictly convex radial 
solutions $Lyi,E and I/I:!:,, in C2(8,), which satisfy 
I/I(O) (O)=a-a %LI,E 9 v%ldB =a . 1, E 
When f E Cj, j E kJ, j 2 1, these solutions are in Cj+ 2(B,). Moreover, given f, 
one may find appropriate sizes of the balls B, and B, for the genuine 
Neumann problem, 
in B,, 
to admit such two solutions; rf (af/at)(s, t, u) 2 0, the two solutions 
necessarily coincide, possibly up to an additive constant in case aflat = 0. 
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Comments. (i) The proof of existence and regularity can be easily per- 
formed by combining the methods of Sections A.11 and B.I. So we will not 
go over it. 
(ii) By (32), since ll/(z, Z)=&JzI), we have 
D,,,(ll/, f) = B,,(qA f) = apm 
[ 
1: 2mZ2m-1 exp[2f(r2, q5, fqY”)] &Ii”. 
So we may argue as in Section A.II.3 and prove the last part of the 
theorem. 
(ii) Existence and regularity would hold as well in Theorem 6, if we 
replaced the right-hand side of (3 1) by 
CR&J K)l-’ W42~evf(142, 4h WI’), 
with K E C”( [0, Ed]), K > 0 except on a set of Lebesgue measure zero, and 
D,,,($, f, K) suitably defined. 
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