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Abstract-Quantized feedback control has been receiving much attention in the control community in the past few years. Quantization is indeed a natural way to take into consideration in the control design the complexity constraints of the controller as well as the communication constraints in the information exchange between the controller and the plant. In this paper, we analyze the stabilization problem for discrete time linear systems with multidimensional state and one-dimensional input using quantized feedbacks with a memory structure, focusing on the tradeoff between complexity and performance. A quantized controller with memory is a dynamical system with a state space, a state updating map and an output map. The quantized controller complexity is modeled by means of three indexes. The first index coincides with the number of the controller states. The second index is the number of the possible values that the state updating map of the controller can take at each time. The third index is the number of the possible values that the output map of the controller can take at each time. The index corresponds also to the number of the possible control values that the controller can choose at each time. In this paper, the performance index is chosen to be the time needed to shrink the state of the plant from a starting set to a target set. Finally, the contraction rate , namely the ratio between the volumes of the starting and target sets, is introduced. We evaluate the relations between these parameters for various quantized stabilizers, with and without memory, and we make some comparisons. Then, we prove a number of results showing the intrinsic limitations of the quantized control. In particular, we show that, in order to obtain a control strategy which yields arbitrarily small values of ln (requirement which can be interpreted as a weak form of the pole assignability property), we need to have that ln is big enough.
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I. INTRODUCTION
T HE stabilization problem by quantized feedback has been widely studied in the last few years; see [1] , [2] , [4] , [5] , [7] , [13] , [16] , [18] , and [19] , and the reference therein. Quantization can not be avoided in the digital control setting and it is indeed a natural way to insert into the control design complexity constraints of the controller and communication constraints of the channels which connect the controller and the plant.
In this paper, we consider the stabilization problem for general discrete time linear systems with one-dimensional input and full state observation. The quantized feedbacks considered here possess a memory structure. In this paper, we try to extend some of the results obtained in [7] and [8] under the assumptions that the state is one dimensional and the feedback is memoryless.
The main focus of this paper is on the trade off between controller complexity and the closed loop stability performance. The controller complexity will be described by three integer parameters. The number of discrete states of the controller will measure the computational complexity of the control algorithm. The number of quantization subsets of the controller output map and the number of quantization subsets of the controller state updating map are related to the information flow which is needed for the data transmission between the plant and the controller. The mean time needed to shrink the state of the plant from a starting set to a target set will instead measure the controller performance.
We can expect a tradeoff between the complexity and the performance indexes, namely, to obtain small times we need controllers with high complexity indexes , , and . In order to quantify this tradeoff we introduce another parameter , called the contraction rate, which coincides with the ratio between the volumes of the starting and target sets.
This framework constitutes a common general setting in which various quantized control strategies already appeared in the literature (including the quantized controller with memory proposed in [2] , [14] , [15] , and [18] ) can be analyzed and compared on the basis of these indexes. We then prove a number of results showing intrinsic limitations of the quantized control. The only hypothesis we need on the plant is that its state matrix possesses a real eigenvalue. As far as the quantized controller instead we need to impose some geometric characteristics on the quantization subsets of the state updating map. In this way, we can establish inequality constraints between the performance parameter and the complexity parameters , , , and the contraction . The geometric hypotheses imposed on the quantization subsets of the state updating map make the dependence on of these inequalities quite involved. For this reason, we prefer to consider it fixed and to use these bounds to study the relations of the parameters , , , and only.
In particular, we show that, under these assumptions, in order to obtain a controller yielding the value of the ratio arbitrarily small, requirement which can be interpreted as a weak form of the pole assignability property in the classical linear feedback theory, we need to have that the controller complexity is such that is big enough. On the other hand, the various examples presented show that this is also a sufficient condition: A logarithmic growth of or of with respect to insures arbitrarily small logarithmic time rate. These constraint 0018-9286/04$20.00 © 2004 IEEE results are obtained through the use of symbolic dynamics representations of the closed-loop maps (which turn out to be piecewise affine maps) and combinatorial results established in [8] for the one-dimensional case. We believe that this kind of analysis is missing in the literature on quantized control. The only complexity parameter considered in the literature is and the results proposed consists in lower bounds on , depending only on the system, which guarantee the existence of a quantized asymptotic stabilizer. This can be obtained at a price however of an unlimited number of discrete states, namely, . In [8] , the above result on logarithmic growth was proven in the special case of one-dimensional state systems and memoryless quantized feedbacks . In the remaining part of the introduction, we specify the problem, introduce all assumptions, definitions, and notations used in this paper, and we provide an interpretation of the control under communication constraints in out context. Sections II and III are devoted to a careful analysis of some examples of quantized feedback stabilization techniques for which we evaluate the various complexity and performance indexes. We first consider a memoryless uniform quantizer like the one considered in [16] . Then we show that, by nesting scaled version of this quantizer, we obtain a quantized feedback map with performance similar to the logarithmic quantizer proposed in [5] . Then, we consider dynamic quantized stabilizers illustrating the zooming in/zooming out procedure proposed in [2] , [15] , and [18] . In Section IV, we introduce the symbolic dynamics formalism, we recall some results established in [8] and we prove some inequality constraints. Section V contains some concluding remarks.
A. Problem Statement
Consider a linear discrete-time system (1) , the map is constant on the intersections and so also this map can be considered quantized with at most quantization subsets. We will assume that the initial condition of the controller state is fixed and it will be denoted by the symbol 0. Notice that a quantized controller is completely defined by the quadruple . The interconnection of the system and the controller yields the closed-loop system (3) where and . Observe that for each the map is a piecewise affine map, namely if Observe moreover that the dynamical system (3) is a hybrid system since its dynamic behavior is the result of the combination between a system with a continuous state and a system with discrete state. In fact, we can define a map Since the initial discrete state is fixed, to any we can associate, through , the double orbit . We denote by the canonical projection from to so that we have . The problem considered in this paper can be formulated as follows.
Problem: Given three subsets , find a quantized controller such that the closed-loop system satisfies the following properties.
1) For any , the evolution for every .
2) For any
, there exists such that for every . A controller satisfying the aforementioned properties is called -stabilizing and the corresponding closed loop is said to be -stable. In the case when , we are simply requiring to remain inside if we start from . The case has been considered in [19] , where it is called containability. The general case, beyond containability, also requires an attraction toward the smallest target subset . In the case when , we will simply talk of -stability. In this paper we assume that and are convex subsets of finite nonzero -dimensional Lebesgue measure.
There are some important complexity and performance parameters to be considered in the above problem. On the one hand, the number of the states of the controller state-space gives a measure of the complexity of the control algorithm and so of its computational demand (of course, we consider only that part of really used by the controller in driving the system from to ). On the other hand, and provide instead a measure of the required information flow between the system and the controller. Of course, we would like to have all these integer parameters as small as possible. This will clearly depend on the contraction rate , where is the Lebesgue measure in , which describes how small is the target set with respect to the starting set. It is important, however, to consider another index which should give an idea of the performance of the transient behavior of the closed loop system in its convergence from to . Many choices are possible. Here, we will consider the entrance time map defined as
There are various ways to obtain a performance index from this map. Here, we will consider the expected value of this map with respect to the uniform probability density on . Motivated by the results obtained in [7] and [8] in the one-dimensional case, we expect a tradeoff between and the complexity parameters , , and as functions of , illustrating a general feature of the control problem under computation and communication constraints: There is a strict link between the amount of information transmitted and elaborated in the control process and the level of performance that can be reached. If is -stable, then we can introduce two -invariant subsets of which are naturally linked to the definition of -stability. Indeed, consider A natural question to be posed in the quantized control context is for which values of the complexity parameters , and (as functions of ) we can obtain the same type of stabilization results which could be obtained with linear feedback controllers. In particular, we are interested in evaluating for which values of , and we can obtain the dead-beat controller, or arbitrarily small logarithmic time rate. These parameters will be evaluated for the various examples presented in Sections II and III. General bounds will be established in Section IV.
B. Control Under Communication Constraints
In this section, we will give an interpretation of the control under communication constraints in the context of the quantized control proposed in this paper. The example that follows is helpful for understanding this interpretation.
Example: Assume we have a number of vehicles moving on the plane according to the dynamic equations (6) where and are the two coordinates of one of these vehicles and , are the control inputs. Assume that this vehicle cannot measure its position, but that it receives through a communication channel an approximation of its position from a remotely positioned sensor, such as a camera positioned remotely, for instance on a satellite. Because of the great number of vehicles the sensor has to deal with, a very limited information rate is allowed from the sensor to the vehicle. Choose the following control strategy. It is clear that, under the previous assumptions, the control law yields the exponential convergence of the closed-loop system since the state converges to zero as . Therefore, the best convergence rate is given by , while guarantees some robustness. Notice that in this case and that the combined map has five quantization subsets. This is an example of the zooming strategy proposed in [2] and illustrated in Section III.
Notice that in this example the sensor has to send to each vehicle only one of the five possible scaled quantization subsets the vehicle belongs to. The vehicle needs to know the scaling factor and to this aim it needs to know only the updating map and the initial scaling . This works only in case we assume that there is no transmission error. In fact, a difference between the sensor scaling factor and the vehicle scaling factor will cause instability. So, it is necessary an absolute reliability when the sensor informs the vehicle about its being inside the set in order to maintain the synchronization between the encoder and the decoder state. The transmission of both the state and of the quantization subset prevents this problem. However, it requires the same transmission rate needed by memoryless quantized feedback strategies.
Moreover, notice that, from a more technological point of view, the communication complexity indexes and appear to be much more critical design parameters than the index describing the memory requirement of the control algorithm. It is our opinion that, under noisy communication, the presence of many states can make the state synchronization problem more critical and so we expect that should be more relevant in this case.
The idea illustrated in the previous example can be generalized in the context of general quantized controllers as follows. Define the map such that if and only if . Notice that there exist maps and such that and . Control under communication constraints can be formalized as illustrated in the following picture by letting the sensor/encoder to be:
by letting the controller/decoder to be
II. MEMORYLESS FEEDBACK QUANTIZERS
In this section, we will consider the class of quantized controllers which have no memory, namely, , . These controllers, called memoryless quantized feedback, are determined by a single quantized map
A. Uniform Quantized Feedback
The simplest way to obtain quantized feedback maps is by quantizing linear feedback maps uniformly or logarithmically. More precisely, define a uniform quantizer to be any quantized map such that . We can take, for instance for all such that (7) Define moreover the scaled version of as
It is easy to see that this quantizer has quantization intervals of length and that . We know that there exists a linear state feedback yielding a closed-loop system which control to zero any initial state in steps. The first strategy is simply to choose the quantized feedback Since the system is reachable, we can assume with no loss of generality that is in the controller canonical form, namely 
This implies that only levels of the quantized map are active and so this quantized feedback requires quantization subsets inside . With a little more effort we can obtain the same goal with quantization subsets. The technique just presented allows to obtain a quantized feedback making a hypercube invariant. A simple modification of the previous construction leads to a class of -stabilizing feedbacks, as shown in the following proposition (see [16] Notice that the contraction rate in the previous case is . Hence, we have, for where the last approximation, which holds when is big enough, shows that in this case the expected entrance time tends to be independent of the contraction . Notice that these estimates are in agreement with the results given in [7] and [8] .
If instead of considering uniform quantized approximations of linear state feedback, we consider logarithmic quantized approximations we obtain what has been proposed in [5] . A logarithmic quantizer is any quantized map such that where . This technique has the advantage to be less demanding in terms of the number quantization subsets. This is paid by a bigger expected entrance time, which grows at least logarithmically as a function of the contraction rate. We prefer not to investigate in detail the properties and the performance of this technique. Instead, we will present an alternative method which provides similar results but which is simpler to be analyzed.
B. Nested Quantizers
Different stabilization performance can be obtained by nesting quantized feedbacks. This method is inspired by the zooming techniques proposed in [2] . Assume we have three subsets and two feedback quantizers: which is -stabilizing and which is -stabilizing. Define the nested quantized feedback by where . It is clear that is -stabilizing. Moreover, if is the number of quantization subsets of inside , we have that the number of quantization subsets used by in is bounded by . The evaluation of the expected entrance time is more difficult and we will return to this question shortly.
This construction can be repeated as many times as we want. Let us see what we obtain by considering a nesting of the stabilizing feedbacks constructed in the previous section. Assume again for simplicity that the system (1) is already in the controller canonical form. Fix and and consider a quantized feedback such that where . Notice that this quantized feedback requires quantization subsets inside , where is defined in (8) . Consider the scaled quantized feedback . It is easy to verify that the corresponding closedloop map, which is , is such that
The nested quantized feedback defined as if (9) will be -stabilizing with contraction rate and quantization subsets. As far as the mean entrance time is concerned, we clearly have that , but we would like to have better estimates.
Consider the map where is the first entrance time function for . In this way, we obtain that the first entrance time for is
The map is a piecewise affine map and it induces an operator mapping probability densities on into themselves. This is called the Perron-Frobenius operator associated with and it satisfies the following duality relation [9] : (10) for all , . Consequently, we can write where and is the uniform probability density in and where the symbol means that the expected value of with respect to the density . We have the following result.
Theorem 1: Assume that the initial state is uniformly distributed on . Then, there exists a -invariant probability density such that where is a bounded sequence and where is the expected entrance time from to with respect to the probability density .
We do not furnish here a proof of this result but we make a few comments. In the one-dimensional case , it is proven in [8] . The proof is based on the well-known spectral properties of the Perron-Frobenius operator of one-dimensional piecewise affine maps on bounded variation densities. The multidimensional case is mathematically more delicate but can be treated in a similar way using the results in [3] and [17] which allows to have a similar spectral theory working on the quasi-Holder densities. Details will be discussed elsewhere.
Let us go back to the nesting. Notice that . From this it follows that, if denotes the number of quantization subsets and the expected entrance time, then where is defined in Theorem 1. Notice that . The number of nestings can be considered as a supplementary parameter which can be varied with , as goes to . In fact, if we keep fixed, we obtain that the number of quantization subsets grows slower with respect to the strategy presented in Proposition 1, while the expected entrance time is still independent of , but it is bigger. Another possibility is to vary with keeping the parameter fixed. In this way grows logarithmically in as which implies that (11) The growth of the number of quantization subsets needed here is sharply smaller with respect to the previous cases. This is paid in terms of performance. Indeed, while in the previous case we obtained an expected entrance time which was independent of , here we have that the expected entrance time grows logarithmically with . This is an alternative way to obtain a logarithmic quantized feedback with respect to what is proposed in [5] .
Remark: The nested quantizer, by the way it has been defined, will have the quantization subsets obtained by cutting each single subset with a bunch of parallel hyperplanes. In this way, in general, the final quantization of will not be obtained by cutting with parallel hyperplanes. However, there is an easy way to obtain such a quantization with the same complexity and performance parameters. First, observe that where is the linear dead-beat controller. This implies that the nested quantized feedback defined as if where , has the same properties of the nested quantized feedback defined in (9) and moreover its quantization subsets is obtained by cutting with hyperplanes which are orthogonal to .
III. QUANTIZED CONTROLLERS WITH MEMORY
In the literature, various time-varying quantized feedbacks have been proposed. They are all based on the same intuitive idea which both the logarithmic quantized feedback strategy and the strategy based on nesting is based on. Namely, the most convenient quantized feedback should be accurate only when the state is closed to the target, while it may be quite imprecise when the state is far from the objective. All these time-varying strategies can be seen in the unified framework proposed in [2] called zooming. The idea is quite simple. Use the same feedback but scaled in such a way that it is rough when the state is big and it becomes fine when the state approaches the origin. Here, we recall this method putting it in our framework. Then, we will analyze the properties and performance of this method. We will present in detail two techniques which are two particular cases of the general scheme presented at the end of the section.
A. One Step Zooming
In this section, we will present the simplest possible version of the zooming method. Assume that the controller state space and that we are given a family of open subsets , , such that i) for all ; ii) ; iii)
. Assume moreover that we have found a map such that the closed-loop map is such that
The controller is defined as if otherwise (12) This strategy ensures the convergence to zero for any initial state and , if the integer is chosen big enough compared to the degree of instability of (1). Notice that, in our setting, we can more precisely say that the controller is -stabilizing for every . Or also that, for every , there exists such that is -stabilizing for every . This is the general description of the zooming method. Now, we give more concrete example of this technique by presenting a specific choice of the family of subsets , and of the map satisfying the previous conditions. Assume again that, with no loss of generality, is in the controller canonical form. In the previous section, we have shown how to construct a quantized feedback map such that the closed-loop map is such that where , . Notice that this quantized feedback required quantization subsets inside , where is defined in (8 It is easy to verify that this is a zooming strategy satisfying the previous conditions and that it yields -stability for every . We want to evaluate now the entrance time of this strategy. Fix and assume that and that . We recall that where denotes . It is clear that in this case we have simply and so the evaluation of the expected time is trivial. In conclusion, this -stabilization strategy exhibits the following parameters: 1) contraction is ; 2) number of states is ; 3) number of quantization subsets of is ; 4) number of quantization subsets of is ; 5) expected entrance time . In fact, the combined map has only quantization subsets.
B. Two Steps Zooming
In this section, we will present another version of the zooming method which yields different performance. Assume The evaluation of the expected entrance time for this strategy is less obvious. Fix and assume that and that . We want to evaluate assuming that is distributed in according to the uniform probability density .
Consider the map where is the one step entrance time function. Notice that in this case we have that . In this way, we obtain that The map is a piecewise affine map. Let be the associated Perron-Frobenius operator [see (10) ]. We can write where and is the uniform probability density in . We have the following result which can be proved as Theorem 1.
Theorem 2: Assume that and is uniformly distributed on . Then there exists a -invariant probability density such that where is a bounded sequence and where is the expected entrance time from to with respect to the probability density .
Notice that this strategy appears to be more efficient with respect to the one step zooming also in terms of the number of the quantized controller states. Indeed, in the two steps zooming strategy each controller state transition corresponds to a contraction of while to obtain the same in the one step zooming case it is necessary to have state transitions. In other words, the set in the two steps zooming coincides with the set in the one step zooming and so to reach it we need only state transitions in the two steps zooming, and state transitions in the one step zooming.
In conclusion, in this case we have the following parameters: 1) the contraction is ; 2) number of states is ; 3) number of quantization subsets of is ; 4) number of quantization subsets of is ; 5) expected entrance time . In fact, the combined map has only quantization subsets.
In Table I , the performance and the complexity of the nesting, the one step zooming and the two steps zooming schemes are compared.
Observe that, if we consider the index not critical in the quantized controller design, then the zooming strategies clearly overperform the nesting strategies. This is true if we assume noiseless communication. As we pointed out above, in case of noisy communication, the problem of maintaining the synchronization between the encoder and the decoder state makes the design of the quantized controller with memory much more complex.
Remark: The zooming control strategy presented above can be generalized by modifying the state updating map given in (12) and (13 
IV. GENERAL PERFORMANCE BOUNDS
In this section, we study some general performance limitations of quantized control schemes, showing in particular that the controllers proposed in the previous section can not be improved much. To obtain these results we have to make some further assumptions on the quantized controllers we consider. These assumptions are verified by all the examples treated so far.
Assume that the map is -stable with bounded. In the examples treated in Section III, the set was infinite. However, in this section denotes only the subset of states really used by the controller in shrinking into and this is assumed to be finite. The number of its element is denoted by . We also assume that and are finite numbers for any . Moreover, we assume that the map has the form where is a scalar quantized map and . This hypotheses is equivalent to the fact that the quantization subsets are obtained by cutting with parallel hyperplanes orthogonal to a given vector. For what concerns the partitions , we introduce the integer which is the maximum number of intervals in which a straight line crossing the origin is divided by the partition and then we define . In the results, we are going to establish we assume that is a finite fixed parameter. Notice that in the example on one step zooming we gave in the previous section, is periodically varying in , while in the example on two steps zooming is constant.
We then make a geometric assumption on the sets and which roughly amounts to require that both and are not "too skinny" in some dimension. Formally, for a fixed , we assume that where is the Lebesgue measure and is the diameter of a set in . We also assume to have a real nonzero eigenvalue . This may be a serious limitation, but it is mainly made for the sake of simplicity. The general case leads to problems similar to considering quantization in more than one direction and will be treated elsewhere.
To resume, we have introduced two new parameters: which measures the complexity of the family of partitions and which is connected with the shape of and . Moreover, we have also considered a real eigenvalue of the matrix . These three parameters will be kept fixed in the sequel, as well which, on the other hand, is strictly linked to .
In the rest of this section, we are going to establish some tradeoff inequality constraints involving the performance parameters and , where was defined (5), and the two complexity parameters and . Actually, it is possible and useful to condense the role of and into just one complexity parameter defined as the number of quantization subsets effectively visited by the controller in transient evolution from into . More precisely, is the number of quantization subsets for which and for which there exists and such that
The inequalities we will prove will be in terms of , and , while the constants appearing will only depend on , and . Notice that (14) This implies that, if we keep also fixed, all the inequalities in terms of , , and we will obtain can be translated into inequalities in terms of , , , and .
Our strategy in obtaining the tradeoff inequalities will be the following. We will first use a one-dimensional reduction technique and some ideas in [8] to lower bound the expected entrance time in terms of the number of the words of a language emerging from the symbolic description of the closed-loop dynamics. We will then use a general result in [8] to lower bound this number of words in terms of . Finally, we will combine the various pieces together and obtain the inequalities.
A. One-Dimensional Reduction
With no loss of generality, we can assume that the eigenvector corresponding to the eigenvalue is , the first element of the canonical basis of . Given any , we define to be the projection of on the last components. For any fixed , define (15) We will denote by the one-dimensional Lebesgue measure of . Define the length of as
The construction of the set and the definition of are illustrated in Fig. 1 .
If , we define and The linear contraction of the pair is defined as
We can decompose (16) where depends on and is calculated with respect to the one-dimensional uniform probability density on . This shows that, if we obtain bounds on , then we can transfer them on using (16) . To estimate we will use a symbolic dynamics technique as in [8] . As a first step, we need to introduce a symbolic description of the dynamics. 
B. Symbolic Description of the Dynamics

Let
For any , the subset can be decomposed as the union of maximal disjoint affine intervals in the direction of . The family of all such intervals is denoted by . Let
We can associate to , a sublanguage of as follows. From any initial state and , the closed-loop system generates an evolution , . With this evolution, we can associate the word such that for every we have that , and . The sublanguage of constituted by all these words as varies in and will be denoted by .
If , we define For any with the symbol denotes the number of distinct words of length in starting from the symbol . Moreover, if is any interval in the direction of , then we define (17) The following result shows why the symbolic representation of the closed-loop system is helpful for estimating the probability distribution of the entrance time.
Lemma 1: Let be any interval in the direction of the first coordinate. For any , we have that
where here denotes the uniform probability on .
Proof: Fix and , and consider the word where . By definition of , the interval (20) is nonempty and the map is affine on it. Notice now that the value of the state is completely determined from from the fact that we know that . Hence
Since intervals (20) relative to different words are pairwise disjoint, we obtain This proves (18) . Estimate (19) immediately follows from (18) . From this, we obtain that, for any choice of , we have
Our fundamental goal is now to determine upper bounds on , when is any interval in the direction of . In order to do this, we will first exhibit a graph representation of the language and we will then use a result established in [8] .
C. Markovian Representation
The language can be represented by a graph as follows. Consider the directed graph with set of vertices and set of edges given by (22) Notice that the words in starting from are in one-to-one correspondence with the finite paths on the graph starting from the vertex . Straightforward considerations (see also [3] and [8] ) show that two words have the same symbolic future if and only if they have the same geometric future.
Using these equivalences it is possible to simplify the Markov representation of introduced previously (see [11] for a general treatment of this reduction method). Define to be the quotient of the set by the equivalence relation (23) The elements of will be called states and they will be denoted by the symbol . The symbol represents the state consisting of the equivalent class which contains the word . The equivalence relation defining ensures that any state has a well-defined geometric future . In fact, the geometric future uniquely determines the state . Edges can be naturally redefined on to obtain a new labeled graph denoted which is still a Markov representation of . The words in starting from are in one-to-one correspondence with the finite paths on starting from the state . This implies that if , then is exactly the number of distinct paths of length in starting from the vertex .
D. Estimation of Paths on the Graph
In this section, we will recall a result established in [8] which estimates the number of paths on a graph with a prescribed structure. Consider a direct graph on a vertex set (which is not necessarily finite or denumerable). We start from some notation. If , we define to be the number of paths on the graph such that . The conditions that must satisfy are the following. We assume there exists a finite partition a subset and a function with the following properties.
A)
There 
E. Application to the Expected Entrance Time Estimation
We now show that the graph constructed in Section IV-C indeed satisfies the assumptions of previous theorem. We start by defining the partition. For any such that , define
The number of nonempty as defined previously is bounded from above by the number defined at the beginning of Section IV.
We Inserting it in (28), we obtain the result.
Remark: In the case , an estimate very similar to (26) can be obtained using, in an analogous way, the second part of Theorem 3.
F. Main Results
Using the technical results of previous subsection, we can now obtain inequality constraints involving , , and . If we choose and (where denotes the maximum), we obtain the result.
Remark: The immediate application of the previous theorem shows that, for the class of memoryless deadbeat quantized feedback such as the ones considered in the previous section, we have that is constant and so we obtain the bound on which resembles the performance obtained there which was . The difference in the exponents of is due to the fact that the bound is consequence of an essentially one dimensional analysis and that we did not use the hypothesis that the system was controllable. In other words, it is easy see that for the -dimensional system in which In the rest of the section, we will show that when other results can be obtained. 
G. Some Interpretative Comments
Theorem 5 and Corollary 1 provide inequality constraints between the three parameters , and assuming that is sufficiently small. In particular, Corollary 1 shows that, if we want to obtain stabilization with sufficiently small logarithmic time rate, then the complexity parameter has to grow at least logarithmically in . Actually Corollary 1 also establishes an explicit quantitative link between and . Indeed, it follows from the proof of Corollary 1, that the map in (35), for sufficiently small, has the form (42) for some . Notice that this fact applies even if the matrix of the system to be controlled is already asymptotically stable but not nilpotent. Of course, in that case we would obtain logarithmic time rate without any control. However, if we want to decrease the logarithmic time rate below a certain threshold, then we must use in any case a logarithmic number of quantization subsets. Corollary 2 instead says that if remains bounded, we will obtain expected entrance times which will grow at least logarithmically in . In other words, sublogarithmic time growth, namely faster convergence, can not be obtained if we do not allow superlogarithmic growth in the complexity parameter . In the case when
we have more precise results. In fact, Corollary 3 says that in order to obtain any type of logarithmic time rate behavior, we need that also grows logarithmically in . We expect this to be true for any system which is not asymptotically stable, namely even when , but we have not been able to prove this, yet. Notice also that, since and is considered to be constant, Theorem 5 and Corollaries 1 and 3 still hold true substituting at the place of . This yields the results we had anticipated in the introduction and shows that we can not improve very much what it was obtained in the examples shown in the previous section. Both in the nesting and in the zooming schemes we have indeed logarithmic growth with respect to both of the mean entrance time and of the product as it can be seen from (11) and from Table I . Moreover the relation between and in these examples has the same form of the one in (42): if we call , we have where and are suitable constants which are different in the various cases.
Finally, observe that, in principle, Theorem 6 leaves the possibility of having stabilization with for . Actually, memoryless quantized stabilization strategies with a fixed , not depending on , do indeed exist and have been studied in [7] and [8] . They only yield what has been called "almost stability" in the sense that almost every point in the initial set is driven into the target set . However their expected time is finite and it was proven in [6] to grow linearly with in the one-dimensional case . This perfectly agrees with the result expressed in Theorem 6.
V. CONCLUSION
We have introduced a general setting which allowed us to analyze quantized feedback stabilizers of a linear discrete time system. We have introduced three indexes , , and describing the complexity of the quantized feedback, a performance index which is the expected time used by the controller to drive the state of the system from an initial set to a final target set , and finally the contraction rate which is the ratio between the volumes of and . We have compared various examples on the basis of these indexes and we have proven some results expressing fundamental bounds among the above indexes. All of our analysis has been carried on in the assumption that the system had only one input and that we had full state observation. The first goal of our future research is to remove these assumptions and to consider general input output linear discrete time systems. This will also force us to consider quantizations in more than one dimension which was one of the basic assumptions for the bounds we have obtained.
Another interesting open problem is related to the possibility of error transmission in the control with communication constraints framework we proposed. As we pointed out, such errors have catastrophic consequences for the quantized controllers with memory proposed in the literature. Therefore, different strategies need to be developed for solving this problem.
