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1. Introduction
Throughout this paper we consider simple connected graphs, i.e. connected graphswithout loops andmultiple edges. Let
G = (V , E) be a graph with vertex and edge sets V (G) and E(G), respectively. As usual, the distance between the vertices u
and v of G is denoted by dG(u, v) or d(u, v)which is defined as the length of a shortest path between u and v in G. The degree
of a vertex v in G, which is written as degG(v) or deg(v), is the number of edges incident to v and the set of neighborhoods
of v, denoted by NG(v), is the set of vertices adjacent to v. Also if u, v ∈ V (G) and uv ∈ E(G), then we write u ∼ v.
A graph invariant is a real number related to a graph G which is invariant under graph isomorphism, that is it does not
depend on the labeling or the pictorial representation of a graph. In chemistry, graph invariants are known as topological
indices. Topological indices have many applications as tools for modeling chemical and other properties of molecules. The
Wiener index is one of the most studied topological indices, both from a theoretical point of view and applications. This
index was the first topological index to be used in chemistry. The Wiener index of a graph G = (V , E), denoted by W (G),
was introduced in 1947 by chemist Harold Wiener [15] as the sum of distances between all vertices of G:
W (G) =

{u,v}⊆V (G)
d(u, v).
The first and the second Zagreb indices were introduced more than thirty years ago by Gutman and Trinajestic. They are
defined as
M1(G) =

v∈V (G)
deg(v)2, M2(G) =

uv∈E(G)
deg(u) deg(v).
For historical background and mathematical properties of Zagreb indices see [3,8,17].
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Fig. 1. Mycielski’s construction from a cycle of length 8.
Computing topological indices of graph operations has been the object of some papers. For instance, Yeh and Gutman
in [16] computed the Wiener index in the case of graphs that are obtained by means of certain binary operations (such as
product, join, and composition) on pairs of graphs. Stevanović in [13] generalized their results and computed the Wiener
polynomial (and henceWiener and hyper-Wiener indices) of product, join, and composition of graphs. Also in [9] the hyper-
Wiener index of these operations has been computed.
In this paper we consider some other operations, such as Mycielski’s construction, generalized hierarchical product, and
t-th subdivision of a graph. Our result on generalized hierarchical product, generalizes the result of Yeh and Gutman on
product of graphs (see [16]).
In Section 2 we compute the Wiener index of graphs which are produced by Mycielski’s construction. Mycielski’s
construction is a well-known construction on graphs which from a k-chromatic triangle-free graph, produces a (k + 1)-
chromatic triangle-free graph [14]. In Section 3 we compute theWiener index of generalized hierarchical product of graphs,
defined in [2], and as a result we compute the Wiener index of Cartesian and hierarchical product of graphs [1]. Also as an
application we compute the Wiener index of graphs introduced in [6]. Finally in Section 4 we compute the Wiener index
of trees which are constructed by replacing each edge by a path of length t . Then as a corollary, we obtain the result given
in [5]. Our results can be used to compute distance based topological indices, such as hyper-Wiener [11,10] and Schultz [12]
indices which are defined as:
WW (G) = 1
2
W (G)+ 1
2

{u,v}⊆V (G)
(d(u, v))2,
and
S(G) =

{u,v}⊂V (G)
(deg(u)+ deg(v))d(u, v),
respectively.
2. Mycielski’s construction
From [14, page 205], we recall the Mycielski’s construction. From a simple graph G, Mycielski’s construction produces a
simple graphM(G) containing G. Start with G having vertex set {v1, v2, . . . , vn}, add vertices U = {u1, u2, . . . , un} and one
more vertexw. Add edges tomake ui adjacent to allNG(vi) and finally letN(w) = U . One iteration ofMycielski’s construction
from the graph C8, where Cn is a cycle of length n, yields the graph shown in Fig. 1. In fact from a k-chromatic triangle-free
graph G, the Mycielski’s construction produces a (k+ 1)-chromatic triangle-free graphM(G).
We recall that the girth of a connected graph G is the length of the shortest cycle in G and it is denoted by g(G). If G is
acyclic or disconnected graph, then the girth of G is defined to be infinite. We want to compute the Wiener index of graphs
which are constructed by Mycielski’s construction from graphs with girth grater than 6. First we need the following lemma,
which seems to be well-known.
M. Eliasi et al. / Discrete Applied Mathematics 160 (2012) 1333–1344 1335
Lemma 2.1. Let G = (V , E) be a graph. Then the number of paths of length two in G is equal to 12M1(G)− |E(G)|. Also if G is a
triangle-free graph, then the number of paths of length three in G is equal to
M2(G)−M1(G)+ |E(G)|.
Proof. The number of paths of length 2 in which vertex v is an intermediate vertex is

deg(v)
2

. So the number of paths of
length two is equal to

v∈V (G)

deg(v)
2

. But

v∈V (G)

deg(v)
2

= 1
2

v∈V (G)
[deg(v)2 − deg(v)] = 1
2
M1(G)− |E(G)|.
Now let G be a triangle-free graph. For every edge e = uv there are deg(u)− 1 choices to select a vertex vk and deg(v)− 1
choices to select a vertex vl to perform the path vkuvvl of length three. So there are (deg(u) − 1)(deg(v) − 1) paths of
length three in which edge e = uv is an intermediate edge. So the number of paths of length three isuv∈E(G)(deg(u) −
1)(deg(v)− 1). This is equal to
uv∈E(G)
(deg(u) deg(v)− (deg(u)+ deg(v)))+ |E(G)| = M2(G)−M1(G)+ |E(G)|,
which completes the proof. 
Using Lemma 2.1, we can find the number of pairs at distance ≥4, in the graph with girth≥7, in terms of Zagreb indices.
Lemma 2.2. Let G = (V , E) be a connected graph with vertex set V = {v1, v2, . . . , vn} and g(G) ≥ 7. If D = {1, 2, . . . , n} and
A = {(i, j) ∈ D× D | d(vi, vj) ≥ 4}, then
|A| = n(n− 1)− 2|E(G)| +M1(G)− 2M2(G).
Proof. By complementarity we have
|A| = n2 − |{(i, j) | d(vi, vj) ≤ 3}|.
Let Ak = {(i, j) | d(vi, vj) = k}, k = 0, 1, 2, 3. Then by Lemma 2.1 we obtain
|A| = n2 −
3
k=0
|{(i, j) | d(vi, vj) = k}|
= n2 − (|A0| + |A1| + |A2| + |A3|)
= n2 − n− 2|E(G)| − (M1(G)− 2|E(G)|)− 2(M2(G)−M1(G)+ |E(G)|)
= n(n− 1)− 2|E(G)| +M1(G)− 2M2(G),
which completes the proof. 
Now, for a triangle free graph G, we find the distance of two arbitrary vertices inM(G).
Lemma 2.3. Let G be a connected triangle-free graph with vertex set V = {v1, v2, . . . , vn}.
Let M(G) be the graph obtained by Mycielski’s construction by adding U = {u1, u2, . . . , un, w} to G. Then
(a) dM(G)(vi, vj) =

dG(vi, vj) if dG(vi, vj) ≤ 3,
4 if dG(vi, vj) ≥ 4.
(b) dM(G)(ui, vj) =

2 if i = j,
dG(vi, vj) if dG(vi, vj) ≤ 3, i ≠ j,
3 if dG(vi, vj) ≥ 4, i ≠ j.
(c) dM(G)(vi, w) = dM(G)(ui, uj) = 2 and dM(G)(ui, w) = 1.
Proof. (a) Clearly dM(G)(vi, vj) ≤ dG(vi, vj). Since G is a connected triangle-free graph, so if dG(vi, vj) = 1, then
dM(G)(vi, vj) = 1 and if dG(vi, vj) = 2, then dM(G)(vi, vj) = 2. Suppose that dG(vi, vj) = 3. Suppose, on the contrary,
that dM(G)(vi, vj) = 2. Since dM(G)(vi, vj) = 2, there is a vertex uk such that viukvj is a path of length two in M(G). Since
uk is adjacent to both vertices vi and vj, so vk must be adjacent to both vertices vi and vj in G, which is a contradiction to
dG(vi, vj) = 3.
Now suppose that dG(vi, vj) ≥ 4 and let vivi+1 . . . vj−1vj be a path of length dG(vi, vj) in G. Then viui+1wuj−1vj is a path of
length 4, between vertices vi and vj inM(G). Hence dM(G)(vi, vj) ≤ 4. Nowwe show that dM(G)(vi, vj) = 4. If dM(G)(vi, vj) = 3,
then there are vertices uk and vl such that viukvlvj is a path of length three between vertices vi and vj inM(G) (note that the
set U is an independent set inM(G). So this path cannot contain two vertices of U). Hence vivkvlvj is a path of length three
between vertices vi and vj in G, and this contradicts to dG(vi, vj) ≥ 4. Similarly in the cases dM(G)(vi, vj) = 1, 2, we can find
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a path of length less than four between vertices vi and vj in G. So we must have dM(G)(vi, vj) = 4 and this completes the
proof of part (a).
(b) At first suppose that i = j and let vk be a neighborhood of vi. Then uivkvi is a path of length 2 between ui and vi inM(G).
Since there is no edge between ui and vi inM(G), we have dM(G)(ui, uj) = 2. Now let i ≠ j and dG(vi, vj) ≥ 4. Suppose that
vivi+1 . . . vj−1vj is a path of length dG(vi, vj) between vi and vj in G. Then uiwuj−1vj is a path of length three between vertices
ui and vj inM(G). With the same proof as the previous part, we can show that dG(ui, vj) = 3. Suppose that dG(vi, vj) = 3. If
dM(G)(ui, vj) = 2, then there is a vertex vk such that uivkvj is a path of length two between ui and vj in M(G). So vivkvj is a
path of length 2 between vi and vj in G, and this contradicts to dG(vi, vj) = 3. The cases dG(vi, vj) = 1, 2 are clear.
(c) By the definition it is clear. 
Now we are ready to compute the Wiener index of a graph which is constructed by Mycielski’s construction.
Theorem 2.4. Let G be a connected graph with vertex set V (G) and g(G) ≥ 7. Then
W (M(G)) = |V (G)|(6|V (G)| − 1)− 4|E(G)| −M1(G)−M2(G).
Proof. Let V (G) = {v1, v2, . . . , vn},D = {1, 2, . . . , n} and M(G) constructed by Mycielski’s construction by adding
U = {u1, u2, . . . , un, w} to G. By the definition
W (M(G)) = 1
2
 
(i,j)∈D×D
dM(G)(vi, vj)+

(i,j)∈D×D
dM(G)(ui, uj)

+

(i,j)∈D×D
dM(G)(ui, vj)+
n
i=1
dM(G)(w, vi)+
n
i=1
dM(G)(w, ui).
Let A = {(i, j) ∈ D× D | d(vi, vj) ≥ 4} and Ak = {(i, j) ∈ D× D | d(vi, vj) = k}, where k = 0, 1, 2, 3. Then
(i,j)∈D×D
dM(G)(vi, vj) =

(i,j)∈A
dM(G)(vi, vj)+

(i,j)∉A
dM(G)(vi, vj)
= 4|A| +
3
k=0

(i,j)∈Ak
dM(G)(vi, vj)
= 4|A| + |A1| + 2|A2| + 3|A3|
= 4|A| + 2|E(G)| + 4

1
2
M1(G)− |E(G)|

+ 6(M2(G)−M1(G)+ |E(G)|)
= 4|A| + 4|E(G)| − 4M1(G)+ 6M2(G).
Also
(i,j)∈D×D
dM(G)(ui, vj) =

i=j
dM(G)(ui, vj)+

i≠j
dM(G)(ui, vj)
= 2|V (G)| +

(i,j)∈A, i≠j
dM(G)(ui, vj)+

(i,j)∉A, i≠j
dM(G)(ui, vj)
= 2|V (G)| + 3|A| +
3
k=1

(i,j)∈Ak
dM(G)(ui, vj)
= 2|V (G)| + 3|A| + |A1| + 2|A2| + 3|A3|
= 2|V (G)| + 3|A| + 4|E(G)| − 4M1(G)+ 6M2(G).
So we have
W (M(G)) = 1
2
 
(i,j)∈D×D
dM(G)(vi, vj)+

(i,j)∈D×D
dM(G)(ui, uj)

+

(i,j)∈D×D
dM(G)(ui, vj)+
n
i=1
dM(G)(w, vi)+
n
i=1
dM(G)(w, ui)
= 1
2

4|A| + 4|E(G)| − 4M1(G)+ 6M2(G)

+ 2|V (G)|(|V (G)| − 1)

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+

2|V (G)| + 3|A| + 4|E(G)| − 4M1(G)+ 6M2(G)

+ 2|V (G)| + |V (G)|
= |V (G)|(6|V (G)| − 1)− 4|E(G)| −M1(G)−M2(G).
This completes the proof. 
Example 2.5. Let G be a r-regular graph with g(G) ≥ 7. SinceM1(G) = |V (G)|r2 andM2(G) = r32 |V (G)|, so by Theorem 2.4,
we obtain
W (M(G)) = 6|V (G)|2 − 1
2
(r3 + 2r2 + 4r + 2)|V (G)|.
In particular if n ≥ 7, then
W (M(Cn)) = 6n2 − 13n.
3. Generalized hierarchical product
In this section we compute the Wiener index of generalized hierarchical product. Then as a corollary, we compute the
Wiener index of Cartesian and hierarchical product of graphs. Also as an application, we compute theWiener index of some
graphs. Recall that the Cartesian product GH of graphs G and H has the vertex set V (GH) = V (G)× V (H) and edge set
(g1, h1) ∼ (g2, h2)⇔
g1 = g2 and h1 ∼ h2 in H,
or
h1 = h2 and g1 ∼ g2 in G.
Barrière et al. [1], defined a new product of graphs, namely hierarchical product, as follows. Let Gi = (Vi, Ei) be n graphs
with a distinguished or root vertex, labeled 0. The hierarchical product G1 ⊓ G2 ⊓ · · · ⊓ Gn−1 ⊓ Gn, is the graph with vertex
set V1 × V2 × · · · × Vn and the edges are defined as
(g1, g2, . . . , gn) ∼

(g ′1, g2, g3, . . . , gn) if g1 ∼ g ′1 in G1
(g1, g ′2, g3, . . . , gn) if g2 ∼ g ′2 in G2, g1 = 0
(g1, g2, g ′3, . . . , gn) if g3 ∼ g ′3 in G2, g1 = g2 = 0
...
(g1, g2, g3, . . . , g ′n) if gn ∼ g ′n in Gn, g1 = g2 = · · · = gn−1 = 0.
In [2], Barrière et al. defined a new product of graphs, namely a hierarchical product, as follows:
Definition 3.1. Given n graphs Gi = (Vi, Ei) and nonempty vertex subsets Ui ⊆ Vi, i = 1, 2, . . . , n − 1, the generalized
hierarchical product G1(U1) ⊓ G2(U2) ⊓ · · · ⊓ Gn−1(Un−1) ⊓ Gn is the graph with the vertex set V1 × V2 × · · · × Vn and the
adjacency is given by
(g1, g2, . . . , gn) ∼

(g ′1, g2, g3, . . . , gn) if g1 ∼ g ′1 in G1
(g1, g ′2, g3, . . . , gn) if g2 ∼ g ′2 in G2, g1 ∈ U1
(g1, g2, g ′3, . . . , gn) if g3 ∼ g ′3 in G3, gi ∈ Ui, i = 1, 2
...
(g1, g2, g3, . . . , g ′n) if gn ∼ g ′n in Gn, gi ∈ Ui, i = 1, 2, . . . , n− 1.
Note that if all the subsets Ui are singletons (that is, the trivial graph with only one vertex), then the resulting graph is the
hierarchical product. In the case n = 2, let G and H be two graphs and ∅ ≠ U ⊆ V (G). Then the adjacency in G(U) ⊓ H is
given by
(g, h) ∼ (g ′, h′)⇔
g = g ′ ∈ U and h ∼ h′ in H
or
h = h′ and g ∼ g ′ in G.
Fig. 2 shows the generalized hierarchical product of Pn(U)⊓ P2 with V (Pn) = {1, 2, . . . , n} and U = {1, 3, . . . , n}, where
n is odd.
The following lemma gives some basic properties of the generalized hierarchical product of graphs.
Lemma 3.2 (See [2]). Let G and H be graphs with U ⊆ V (G). Then we have
(a) If U = V (G), then the generalized hierarchical product G(U) ⊓ H is the Cartesian product of G and H,
(b) |V (G(U) ⊓ H)| = |V (G)∥V (H)|, |E(G(U) ⊓ H)| = |E(G)∥V (H)| + |E(H)|U|,
(c) G(U) ⊓ H is connected if and only if G and H are connected,
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Fig. 2. The hexagonal chain Ln .
(d) G(U) ⊓ H is a spanning subgraph of the Cartesian product GH,
(e) dG(U)⊓H((g, h), (g ′, h′)) =

dG(U)(g, g
′)+ dH (h, h′) if h ≠ h′
dG(g, g
′) if h = h′.
Let G = (V , E) be a graph and ∅ ≠ U ⊆ V . A path between vertices u and v through U , denoted by ρG(U)(u, v), is simply
a u− v path of G containing some vertex z ∈ U (vertex z could be the vertex u or v). Then, the distance through U , denoted
by dG(U)(u, v), between u and v is the length of the shortest path ρG(U)(u, v). Note that, if one of the vertices u or v belong
to U , then dG(U)(u, v) = dG(u, v). We define
W (G(U)) = 1
2

u,v∈V
dG(U)(u, v).
Themean distance a graph Gwith n vertices is denoted by dG and it is equal to dG = 2n2W (G). In [2], the authors, by using
a probability method, computed the mean distance, and hence the Wiener index, of graph H = G1 ⊓ G2. In the following
theorem, we compute the Wiener index of H by a new method.
Theorem 3.3 (Also see [2, Proposition 2.5]). Let G andH be graphswith U ⊆ V (G). Then theWiener index of graphΓ = G(U)⊓H
is equal to
W (Γ ) = |V (H)|W (G)+ |V (G)|2W (H)+ |V (H)|

|V (H)| − 1

W (G(U)).
Proof. Let V (G) = {g1, g2, . . . , gn}, V (H) = {h1, h2, . . . , hm} and Γ = G(U) ⊓ H . Then we have
W (Γ ) = 1
2

u,v∈V (Γ )
dG(U)⊓H(u, v)
= 1
2

(gj,hl)

(gi,hk)
dG(U)⊓H((gi, hk), (gj, hl))
= 1
2

m
k=1
n
i,j=1
dG(U)⊓H((gi, hk), (gj, hk))+
m
k≠l=1
n
i,j=1
dG(U)⊓H((gi, hk), (gj, hl))

= 1
2

m
k=1
n
i,j=1
dG(gi, gj)+
m
k≠l=1
n
i,j=1
[dG(U)(gi, gj)+ dH(hk, hl)]

= 1
2

m
k=1
n
i,j=1
dG(gi, gj)+
m
k≠l=1
n
i,j=1
dG(U)(gi, gj)+
n
i,j=1
m
k≠l=1
dH(hk, hl)

= |V (H)|W (G)+ |V (G)|2W (H)+ |V (H)|

|V (H)| − 1

W (G(U))
which completes the proof. 
Corollary 3.4. Let G and H be two connected graphs. Then
W (GH) = |V (H)|2W (G)+ |V (G)|2W (H).
Proof. Put U := V (G) andW (G(U)) := W (G) in Theorem 3.3. 
Let G be a graph and u be a vertex of G. We denote the summation of distances between u and all vertices in G by dG(u).
Proposition 3.5. Let G be a graph and U = {u} be a singleton vertex of G. Then W (G(U)) = |V (G)|dG(u).
Proof. We have
W (G(U)) = 1
2

x,y∈V (G)
dG(U)(x, y) = 12

x,y∈V (G)
(dG(x, u)+ dG(u, y))
= |V (G)|dG(u),
which gives the result. 
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By Theorem 3.3 and Proposition 3.5 we have
Corollary 3.6. If G and H are two graphs and U = {u} is a singleton vertex of G, then the Wiener index of graph Γ = G(U) ⊓ H
is equal to
W (Γ ) = |V (H)|W (G)+ |V (G)|2W (H)+ |V (H)|V (G)|(|V (H)| − 1)dG(u).
In [6], the authors introduced four new sums of graphs and obtained their Wiener indices. Here, as an application of
Theorem 3.3, we give a new method to compute the Wiener index of these graphs. At first we recall some definitions and
notations. Let G be a connected graph.
(a) S(G) is obtained from G by replacing each edge of G by a path of length two.
(b) R(G) is obtained from G by adding a new vertex corresponding to each edge of G, then joining each new vertex to the
end vertices of the corresponding edge.
(c) Q (G) is obtained fromG by inserting a new vertex into each edge ofG, then joiningwith edges those pairs of new vertices
on adjacent edges of G.
(d) T (G) has as its vertices the edges and vertices of G. Adjacency in T (G) is defined as adjacency or incidence for the
corresponding elements of G. (This graph is called the total graph of G.)
(e) The line graph of G, denoted L(G), has the edges of G as vertices with two vertices in L(G) adjacent if, as edges of G, they
have an endpoint in common.
Definition 3.7 (See [6]). Let F be one of the symbols S, R,Q or T . The F-sum G1+F G2 is a graph with the set of vertices
V (G1+F G2) = (V (G1)∪E(G1))×V (G2) and two vertices (g1, g2) and (g ′1, g ′2) of G1+F G2 are adjacent if and only if [g1 = g ′1
and g2 ∼ g ′2 in G2] or [g2 = g ′2 and g1 ∼ g ′1 in F(G1)].
TheWiener index of G+F H was computed in [6]. Note that if we set U = V (G) ⊆ V (F(G)), then G+F H = F(G)(U)⊓H .
Thus we have a new and short method in computing the Wiener index of G+F H .
Theorem 3.8. Let G = (V1, E1) and H = (V2, E2) be two connected graphs. Suppose that U = V (G) ⊆ V (F(G)). Then if F = Q
or T , then the Wiener index of graph G+F H is equal to:
|V2|2W (F(G))+

|V1| + |E1|
2
W (H)+ 1
2
(|E1|2 + |E1|)(|V2|2 − |V2|).
Also if F = S or R, then the Wiener index of graph G+F H is equal to:
|V2|2W (F(G))+

|V1| + |E1|
2
W (H)+ |E1|V2|(|V2| − 1).
Proof. At first suppose that F = S or R. Then for every y ≠ x ∈ V (F(G)) we have dF(G)(U)(x, y) = dF(G)(x, y). Also for every
x ∈ V (F(G)) \ U, dF(G)(U)(x, x) = 2. So we obtain
W (F(G)(U)) = 1
2
 
y∈V (F(G))

y≠x∈V (F(G))
dF(G)(U)(x, y)+

x∈V (F(G))\U
dF(G)(U)(x, x)+

x∈U
dF(G)(U)(x, x)

= 1
2
 
y∈V (F(G))

y≠x∈V (F(G))
dF(G)(x, y)

+ 1
2
 
x∈V (F(G))\U
dF(G)(U)(x, x)+ 12

x∈U
dF(G)(U)(x, x)

= 1
2

2W (F(G))+ 2|V (F(G)) \ U| + 0

= W (F(G))+ |E1|. (1)
By combining (1) and Theorem 3.3, we obtain the desired result when F = S, R.
Now suppose that F = Q or T . Then clearly for every y ≠ x ∈ V (F(G)) \U we have dF(G)(U)(x, y) = dF(G)(x, y)+1 and for
other vertices of F(G) dF(G)(U)(x, y) = dF(G)(x, y). Also note that for every y ≠ x ∈ V (F(G))\U wehave dF(G)(x, y) = dL(G)(x, y)
and for every x ∈ V (F(G)) \ U, dF(G)(U)(x, x) = 2. Hence, we obtain
W (F(G)(U)) = 1
2
 
y∈V (F(G))

y≠x∈V (F(G))
dF(G1)(U)(x, y)

+

x∈V (F(G))\U
dF(G)(U)(x, x)+

x∈U
dF(G)(U)(x, x)

= 1
2
 
y∈V (F(G))

y≠x∈V (F(G))
dF(G)(x, y)+ |E1|(|E1| − 1)

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Fig. 3. G′ = S(Cn)(U) ⊓ P2 where U = V (Cn).
+

x∈V (F(G))\U
dF(G)(U)(x, x)+

x∈U
dF(G)(U)(x, x)

= 1
2

2W (F(G))+ |E1|(|E1| − 1)+ 2|V (F(G)) \ U| + 0

= W (F(G))+ 1
2
|E1|(|E1| + 1). (2)
Again by Theorem 3.3 and (2) we obtain the desired result. 
Example 3.9. Let Cn and Pn denote a cycle and path with n vertices respectively. Then W (Pn) = n(n2−1)6 and W (Cn) =
n3
8
2 | n
n(n2 − 1)
8
2 - n.
If G = Cn and H = K2, then by Theorem 3.3 for graph G′ = S(Cn)(U) ⊓ P2, shown in Fig. 3, we have
W (G′) = n3 + 4n2 + 2n.
Also for hexagonal chains with n hexagonal Ln = S(Pn+1)(U) ⊓ P2, where U = V (Pn+1), shown Fig. 2, we obtain
W (Ln) = 16n
3 + 36n2 + 26n+ 3
3
.
In the following theorem we generalize Theorem 3.3 for more than two graphs.
Theorem 3.10. Let G1,G2, . . . ,Gn be graphs with Vi = V (Gi), 1 ≤ i ≤ n and nonempty vertex subsets Ui ⊆ Vi, 1 ≤ i ≤ n−1.
Then
W

⊓ni=1 Gi(Ui)

= |V |2

n
i=1

W (Gi(Ui))
|Vi|2 +
W (Gi)−W (Gi(Ui))
|Vi|2
j>i
|Vj|

,
where |V |2 =ni=1 |Vi|2,Gn(Un) = Gn and if i ≥ n, thenj>i |Vj| = 1.
Proof. The proof is by induction on n. We have proved in Theorem 3.3 that the claim holds for n = 2. Assuming that it holds
for n− 1, and consideringni=1 Gi(Ui) = G1(U1) ⊓ G2(U2) ⊓ G3(U3) ⊓ · · · ⊓ Gn−1(Un−1) ⊓ Gnwe have
W

⊓ni=1 Gi(Ui)

= W

G1(U1) ⊓

G2(U2) ⊓ · · ·Gn−1(Un−1) ⊓ Gn

=
n
i=2
|Vi|2

W (G1)−W (G1(U1))
n
i=2
|Vi|
+W

G1(U1)

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+ |V1|2

n
i=2
|Vi|2

n
i=2
W (Gi)−W (Gi(Ui))
j>i
|Vi| +
W (Gi(Ui))
|Vi|2

=
n
i=1
|Vi|2

n
i=1

W (Gi(Ui))
|Vi|2 +
W (Gi)−W (Gi(Ui))
j>i
|Vi|

,
which gives the result. 
Corollary 3.11 (See [7]). Let G1,G2, . . . ,Gn be graphs. Then
W (G1G2 · · ·Gn−1Gn) =
n
i=1
|V (Gi)|2

n
i=1
W (Gi)
|V (Gi)|2

.
In particular, W (Gn) = n|V (G)|2n−1W (G).
In the following corollary we obtain the Wiener index of hieratical product of graphs.
Corollary 3.12. Let G1,G2, . . . ,Gn be graphswith Vi = V (Gi), 1 ≤ i ≤ n and nonempty vertex subsets {ui} ⊆ Vi, 1 ≤ i ≤ n−1.
Then
W

⊓ni=1 Gi

= W

⊓ni=1 Gi(Ui)

= |V |2
W (Gn)|Vn| +
n
i=1



j>i
|Vj| − |Vi|
j≥i
|Vj|
 dGi(ui)+ W (Gi)
j≥i
|Vj|


where |V |2 =ni=1 |Vi|2 and if i ≥ n, thenj>i |Vj| = 1.
4. Graph subdivision
Definition 4.1. Let G be a graph. A subdivision of graph G is a graph obtained from G by replacing each edge of G by a path
of length t and denoted by St(G). If t = 2, then the subdivision of G is denoted by S(G).
In 1981, Buckley [4] established a relation between the Wiener index of a tree G and its line graph, as follows:
W (L(G)) = W (G)− n(n− 1)
2
.
Also in [5] it was shown that if G is a tree, then the Wiener index of its subdivision graph is
W (S(G)) = 8W (G)− 2n(n− 1).
In the following theorem, we generalize this result and prove that
Theorem 4.2. Let G be an n-vertex tree. Then
W (St(G)) = (t + 1)3W (G)− t(n− 1)(t + 1)(−t + 3tn+ 3n+ 1)6 .
Proof. In St(G)we consider two sets of vertices.White vertices that are the vertices of G, are denoted by x1, x2, . . . , xn. Black
vertices that add to graph G, y11, . . . , y1t , y21, . . . , y2t , . . . , ym1, . . . , ymt are the black vertices of S(G). We break down the
Wiener index of St(G) into three terms: pairs of white vertices (Pww), black vertices (Pbb) and pairs of differently colored
vertices (Pwb). So
W (St(G)) = Pww + Pbb + Pwb,
where
Pww = 12
n
j=1
n
i=1
d(xi, xj), Pbb = 12
m
j=1
m
i=1
t
r=1
t
s=1
d(yir , yjs),
Pwb = 12
n
i=1
m
j=1
t
r=1
d(xi, yjr).
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From the definition of St(G) it is easily seen that
dSt (G)(xi, xj) = (t + 1)dG(xi, xj).
Hence
Pww = (t + 1)W (G).
To compute Pbb, we first consider the black vertices on the same edges say yir and yis, where r, s ∈ {1, 2, . . . , t}. We have
1
2
t
r=1
t
s=1
dSt (G)(yir , yis) = W (Pt).
We show the sum of the distances between such vertices by S1. Therefore
S1 = 12
m
i=1
t
r=1
t
s=1
dSt (G)(yir , yis) = mW (Pt). (3)
Now for two different integers i and j in the set A := {1, 2, . . . ,m} let Yi = {yi1, . . . , yit} and Yj = {yj1, . . . , yjt}. Also
suppose that yia ∈ Yi and yja ∈ Yj are vertices that
dSt (G)(yia, yja) = minx∈Yi, y∈Yj dSt (G)(x, y) = 2dL(G)(yia, yja)+ (dL(G)(yia, yja)− 1)(t − 1).
Since G is a tree we have
t
s=1
d(yi1, yjs) = tdSt (G)(yi1, yia)+ tdSt (G)(yia, yja)+
t
s=1
dSt (G)(yjs, yja)
= tdSt (G)(yi1, yia)+ tdSt (G)(yia, yja)+ 0+ 1+ 2+ · · · + t − 1
= tdSt (G)(yi1, yia)+ tdSt (G)(yia, yja)+
t(t − 1)
2
,
and hence
Sij :=
t
r=1
t
s=1
d(yir , yjs)
=
t
r=1
tdSt (G)(yi1, yia)+
t
r=1
tdSt (G)(yia, yja)+
t
r=1
t(t − 1)
2
= t t(t − 1)
2
+ t2

dL(G)(yia, yja)(t + 1)− t + 1

+ t t(t − 1)
2
= t2(t + 1)dL(G)(yia, yja).
Let S2 = 12
m
i=1

j=m Sij. Then
S2 = t2(t + 1)W (L(G)). (4)
We conclude from (3) and (4) that
Pbb = S1 + S2 = mW (Pt)+ t2(t + 1)W (L(G)).
But G is a tree som = n− 1 andW (L(G)) = W (G)− n(n−1)2 . AlsoW (Pt) = (t−1)t(t+1)6 . Therefore
Pbb = (n− 1)(t − 1)t(t + 1)6 + t
2(t + 1)

W (G)− n(n− 1)
2

.
To compute Pwb, at first we consider the white vertex xi and the vertices in the set Yj, where i ∈ {1, . . . , n} and
j ∈ {1, . . . ,m}. Let yja ∈ Yj be a vertex such that
dS(G)(xi, yja) = max
y∈Yj
dS(G)(xi, y).
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Then since G is a tree we obtain
SSij =

y∈Yj
dS(G)(xi, y)
= dSt (G)(xi, yja)+ dSt (G)(xi, yja)− 1+ dSt (G)(xi, yja)− 1+ · · · + dSt (G)(xi, yja)− (t − 1)
= tdSt (G)(xi, yja)−
t(t − 1)
2
.
Let πij be the unique path connecting xi and yja. Also let yj´a be the vertex of St(G), belonging to πij and being adjacent to
xi and let xi´ be the vertex of St(G), not belonging to πij and being adjacent to yja. Both xi´ and yj´a are uniquely determined by
xi and yja. We have
dSt (G)(xi, yja) ≤ dSt (G)(xi, xi´)− 1 = (t + 1)dG(xi, xi´)− 1.
By similar argument for xi´ and yj´a one can obtain
dS(G)(xi, yja) = (t + 1)dG(xi, xi´)− 1.
Therefore
SSij = t(t + 1)

dG(xi, xi´)−
1
2

and
Pwb =
n
i=1
m
j=1
SSij
=
n
i=1
n
i≠j´=1
t(t + 1)

dG(xi, xi´)−
1
2

= 2t(t + 1)W (G)− t(t + 1)(n− 1)n
2
.
From what has already been proved and we conclude that
W (St(G)) = (t + 1)3W (G)− t(n− 1)(t + 1)(−t + 3tn+ 3n+ 1)6 ,
which proves the result. 
We recall that the kth power of G, is a graph with the same vertex set such that two vertices are adjacent if and only if
their distance is at most k in G and denoted by Gk. Clearly for every vertex u and v in Gwe have dGk(u, v) = ⌈ dG(u,v)k ⌉.
Lemma 4.3. Let G be an n-vertex graph with m edges.
(a) W (S(G)2) = 12W (S(G))+ mn2 .
(b) If G is a tree, then
W (S(G)2) = 4W (G)− n(n− 1)
2
.
(c) S(G)2 ≃ T (G).
Proof. (a)We note that V (S(G)) = V (G)∪E(G). Also for every u, v ∈ V (G) and every edge e, e′ ∈ S(G), distances dS(G)(u, v)
and dS(G)(e, e′) are even. Hence
dS(G)2(u, v) =
dS(G)(u, v)
2
, dS(G)2(e, e
′) = dS(G)(e, e
′)
2
.
Also since for every vertex u, e ∈ V (S(G)), distance dS(G)(u, e) is odd. Hence
dS(G)2(u, e) =
dS(G)(u, e)
2
+ 1
2
.
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So
W (S(G)2) =

u,e
dS(G)2(u, e)+ dS(G)2(u, v)+ dS(G)2(e, e′)
=

u,e

dS(G)(u, e)
2
+ 1
2

+

dS(G)(u, v)
2

+

dS(G)(e, e′)
2

= 1
2

u,e
(dS(G)(u, e)+ dS(G)(u, v)+ dS(G)(e, e′))+ mn2
= 1
2
W (S(G))+ mn
2
.
(b) For t = 2, by Theorem 4.2 and the previous part we get the result.
(c) By the definition of T (G) and S(G), it is clear. 
Corollary 4.4. Let G and H be trees with m and n vertices set, respectively. Then the Wiener index of graph G+T H is equal to
4n2W (G)+ (2m− 1)2W (H)− nm(m− 1)
2
.
Also the Wiener index of graph G+S H is equal to
8n2W (G)+ (2m− 1)2W (H)− n2(m− 1)(2m− 1)− n(m− 1).
Proof. Combining Theorems 3.8 and 4.2 and the previous lemma, we get the desired result. 
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