Abstract: A light-trail is a generalization of a lightpath such that multiple nodes can take part in communication along the path. A light-trail is a good candidate for optical layer traffic grooming. In this paper we investigate the grooming aspect of light-trails from a sub-system perspective. We introduce a new sub-system called burstponder card that enables efficient grooming of traffic in a light-trail. We describe the implementation of the burstponder card using FPGA and burst-mode optics. We show experiment results on efficiency and latency for a 4-node light-trail network demonstrating it as an effective solution for optical grooming.
I. INTRODUCTION
The growth of Internet traffic due to data networking has given a strong impetus to optical networking. Optical networking based on WDM technology is an efficient way to utilize the enormous bandwidth offered by the optical fiber. Lightpath communication represented the first step to optical networking. A lightpath is an end-to-end all-optical path that is setup on a wavelength channel. Lightpath communication provides the full granularity of a wavelength, such that the source and destination node connected via a lightpath occupies full bandwidth of a wavelength channel. Data networks embedded on optical networks signify a need to deploy dynamic re-configurable virtual topologies. The characteristic of traffic for such networks is that the demands are generally dynamic and the bandwidth requirement is of sub-wavelength granularity. Pure lightpath communication cannot efficiently match the dynamic sub-wavelength granularity requirements. An alternative is to deploy electronic grooming at every node such as in SONET/SDH networks and in the recent paradigm of Resilient Packet Rings (RPR). However the requirement of OEO conversion and regeneration at every node along a path means that such network deployments are expensive and are protocol/line-rate dependent. The lighttrail solution proposed in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , serves as a new mechanism for optical layer traffic grooming. A light-trail is defined as a generalization of a lightpath such that multiple nodes can take part in communication along the path. A light-trail provides salient features of dynamic subwavelength bandwidth provisioning, optical multicasting and it is facilitated through pragmatic implementation. Light-trail networks have been proposed for rings [1] [2] [3] and meshes [4] , and the light-trail philosophy has been considered as a solution for traffic grooming in [1, 7] . In this paper we investigate this technology further as to how to deploy lighttrail networks from a hardware perspective. We propose a new sub-system called the burstponder card that enables efficient optical layer grooming. We then describe the architectural details of this sub-system. We report results from our test-bed. We showcase grooming of Ethernet traffic over a bi-directional light-trail. The paper is organized as follows: Section II describes the light-trail technology. Section III details the node architecture and builds a motivation for the proposed burstponder card subsystem. Section IV describes the burstponder card design, analysis and our implementation. Section V showcases experimental results. Section VI summarizes the paper. 
II. LIGHT-TRAIL TECHNOLOGY
A node that supports the light-trail philosophy displays two signal flow characteristics: that of optical drop-and-continue and optical passive adding of signal [6] . When combined together, these two characteristics enable a light-trail to be analogous to an optical bus. However, in a light-trail there exists an out-of-band control channel (with respect to the data) that differentiates a light-trail from an optical bus. The out-of-band control enhances the known properties of an optical bus. The difference between a lightpath and a lighttrail at a conceptual level is shown in Fig. 1 . Light-trail supports multiple source-destination pairs as opposed to a single source-destination pair supported by a lightpath. When two nodes communicate in a preset light-trail they do so by establishing a connection. Connections can be setup and torn without optical switching by the control channel. The control channel serves as a medium for bandwidth arbitration in the light-trail. However, connections are constrained by the characteristic that at any given time only one connection can exist over a light-trail, though in principle a light-trail of n-nodes supports up to n C 2 number of source-destination connections. The non-switching aspect is because of the bus-like characteristic of the lighttrail. Connection provisioning is called micro-management (or soft-provisioning) while the provisioning of the underlying light-trail is called macro-management (or hardprovisioning). Macro-management involves the setting up of the optical bus via configuration of optical switches/wavelength blockers along the path. Due to the relatively less maturity of fast optical switching technology and to ensure good stability (insertion loss-extinction ratio trade-off), macro-management is slow.
Within a light-trail there is no wavelength reuse due to the bus-like optical pass-through property. However, two or more light-trails can co-exist on the same wavelength as long as they are graphically disjoint. Such a topology of light-trails over a network exemplifies a virtual embedded topology. Optimal light-trail topology design is an important issue under investigation [11] [12] [13] . Further, dynamic schemes for light-trail design lead to a selfoptimizing virtual topology [2] .
In contrast, micro-management is done purely through the control protocol that allows nodes to arbitrate for the lighttrail bandwidth. Bandwidth arbitration in light-trails can be static or dynamic. Typical static schemes for bandwidth management are based on round-robin and weighted round robin principles [14] . Dynamic schemes are based on heuristic protocols with one such protocol mentioned in [2] . The relative ease of setting up connections over a preset light-trail exemplifies the ability of such a solution to support on-demand bandwidth requirements.
Apart from their natural ability to provide dynamic provisioning, a light-trail is analogous to a multi-point flow pipe and hence serves as an ideal candidate for optical traffic grooming. Though the grooming solution is at the optical layer, the aggregation of the data to create the connections is carried about in the electronic domain. The actual grooming is due to the light-trail node architecture that encompasses both drop and continue and passive add characteristic. The optical grooming aspect circumvents the need for OEO processing at every node. However, grooming involves multiple nodes to time-share the bus bandwidth. Of critical importance is then the scheduling and aggregation policy of traffic in the connections over a lighttrail. The time-sharing aspect means that nodes must electronically buffer data when they are not supposed to send data into the light-trail.
A light-trail hence signifies a tradeoff: optical layer grooming leads to tight packing of connections enabling high utilization with the constraint that only one node can transmit into the light-trail at a given time. This means that other nodes in the light-trail have to wait for their 'turn' to transmit data. This aspect requires a unique node design for light-trail technology. In the work done so far on light-trails [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] to the best of our knowledge the node design has not been considered in detail. We, in this paper delve upon this aspect of light-trail technology.
To be able to provision revenue-bearing services over a light-trail, nodes in a light-trail must carry about the dual function of electrically buffering the service data flow as well as schedule when allocated their 'turn' in the light-trail. Note that revenue-bearing services are typically bi-directional and often are limited to continuous time services. The intermittent transmission characteristics of the light-trail physical layer means that network elements that expect continuous transmission when subject to a light-trail will trigger loss of signal alarms. However, with intelligent node design we will show how these can be circumvented. III. LIGHT-TRAIL NODE ARCHITECTURE Shown in Fig. 2 is an implementation of a node that supports a light-trail. The node architecture shown is a generic implementation that consists of the two signal flow characteristics of drop-and-continue and passive-add. The node shown in Fig. 2 supports a 2-fiber WDM ring. Traffic arriving from the ring is dropped at the first passive coupler and continues. Outgoing traffic is added into the ring using a second passive coupler. A wavelength blocker separates the two couplers and is used for setting up and tearing down the light-trail. The dropped traffic can be de-multiplexed using passive couplers, or tunable filters or even wavelength selectable switches. Similarly, the added traffic is multiplexed using couplers or arrayed waveguides. A control channel filter, removes the out-of-band control channel also called the optical supervisory channel (OSC) and the control channel is electronically processed at the node. Similarly, the control channel is added into the fiber at the end of the node enabling continuity of the control channel to the next downstream node. We introduce a new sub-system called the burstponder card that enables layer-2 or other data equipment 
IV. BURSTPONDER CARD DESIGN AND IMPLEMENTATION
This section details the implementation methodology of the burstponder card subsystem for light-trails. Due to the wide variety of layer-2 traffic protocols that exist in today's network, burstponder card design varies as per protocol definition. In this paper and the experiment that we conducted, we assume Ethernet type traffic due to the abundance and popularity of Ethernet technology [15] . Shown in Fig. 3 is a functional block diagram of a burstponder card subsystem in our test-bed called Shared Wavelength Optical Network (SWON) [14] . The burstponder card connects a client network to the light-trail network. Traffic arriving from the client network into the burstponder card has continuous characteristics while traffic that leaves the burstponder card into the light-trail has burstmode or intermittent characteristics. Transversely, traffic from the burstponder card to the client side network elements has to be continuous in flow, while the traffic that arrives into the burstponder card is intermittent or burstmode exemplifying connections in a light-trail. The burstponder card is a bi-directional device and typically a line card consists of two bi-directional burstponder card elements one for clockwise (upstream) direction and the other for counterclockwise (downstream) direction of communication in a typical 2-fiber WDM ring.
Burstponder card Optics
In a light-trail, the burstponder cards enable sharing of bandwidth across multiple nodes. Each burstponder card transmits into the light-trail during allocated timeslots. So the burstponder card must shut down its laser between timeslots. This mode of operation in which the laser is completely turned off between timeslots is called burstmode transmission. In burst-mode transmitters (BMTX), it is necessary that the laser power and wavelength stabilize quickly after being turned on. When the control channel allocates bandwidth to the node, the burstponder card at that node switches ON its laser and transmits the queued data onto the light-trail. The time to turn the laser ON/OFF contributes to the guard time between timeslots. To improve light-trail bandwidth utilization, the guard time is desired to be small and so burst-mode transmitters are needed. In our implementation, burst-mode transmitters based on Passive Optical Networks (PON) components are used at 1.25 Gb/s and customized to support 1.5µm wavelength. At higher data rates (10 Gb/s), a tunable laser with external modulator/shutter can be used.
In the burstponder card, the receiver on the network side needs to detect an incoming bit stream and adjust its threshold at the beginning of each received burst. This mode of operation in which a signal arrives at the receiver in bursts with varying power levels is called burst mode reception. Along with the burst-mode receiver (BMRX), a clock and data recovery (CDR) device is needed to acquire phase and frequency lock on the incoming bit stream. The ability to perform receiver adjustment and clock recovery quickly reduces the guard time thereby improving the light-trail bandwidth utilization. PON burst-mode receivers are used at 1.25 Gb/s in our implementation.
The client side optical interfaces on the burstponder card use standard off-the-shelf SFP (small form-factor pluggable) modules. Unlike the network side optics, these client interfaces transmit/receive continuous bit streams (data or idles). 
Payload Processing and Memory (PPM) Block
The heart of the burstponder card is the payload processing and memory block. This block consists of electronic queues and queue management blocks that enable the burstponder card to perform the dual functions of queuing and scheduling of data traffic.
This block stores native Ethernet as well as VLAN tagged Ethernet frames, in electronic buffers, and then schedules the frames from the buffers into the optical layer through the BMTX. In the client-to-network direction, the PPM block consists of three sub-blocks: an input physical coding sublayer (PCS), a FIFO buffer, and an optical payload assembler.
In the client-to-network direction, the PCS performs synchronization, 10B8B decoding of ordered sets and removes the Ethernet Idle /I1/ /I2/ characters. The PCS extracts the Ethernet frame (including Preamble and FCS) from the incoming bit stream and provides the data as 8-bit parallel interface called the Gigabit Media Independent Interface (GMII) [15] . When a frame arrives at the PCS input a data_valid signal goes high, thus informing devices connected to the GMII of the arrival of a new Ethernet frame. The data_valid signal remains high throughout the length of the Ethernet frame.
The second block in the PPM section is a FIFO buffer that is used to store Ethernet frames for transmission onto the light-trail. This FIFO is called Packet FIFO. The data_valid signal from the GMII triggers the buffering of each Ethernet frame in the packet FIFO. In addition, the associated frame lengths of frames in the packet FIFO are tracked for use by the optical payload assembler block. These frame length values are necessary to readout frames from the packet FIFO when a connection is provisioned. The packet FIFO at each burstponder card is sized based on the input client data rate, light-trail data rate and maximum delay between allocated timeslots. A medium access control (MAC) layer can be added to perform layer-2 filtering and processing. For example, the incoming Ethernet frames can be classified based on destination address and class of service (CoS) and stored in different queues for priority scheduling.
The last section of the PPM is called the optical payload assembler. This section is responsible for transmitting the data queued in the packet FIFO into the light-trail. When the out-of-band control channel allocates bandwidth to the node, the associated burstponder card receives a signal (from the control channel) called GRANT. The GRANT signal contains the start time of the timeslot (T start ) and size of the timeslot (T slot ). Upon receiving the GRANT the optical payload assembler turns the BMTX ON via the Laser_Enable signal at T start for duration of T slot . At the beginning of the timeslot, an optical preamble pattern is transmitted so that the BMRX in the prospective destination node can acquire clock and byte alignment. Then, the optical payload assembler transmits data from the packet FIFO to the BMTX via the egress PCS. This block efficiently packs Ethernet frames from the packet FIFO in the allocated timeslot (T slot ) by accounting for the number of frames and the individual frame lengths.
In the network-to-client direction, the burstponder card receives optical payload bursts (from connections), disassembles into Ethernet frames and sends them to the client. The PPM block in this direction also consists of three sub-blocks: an optical payload disassembler, packet FIFO and an egress PCS. The disassembler extracts Ethernet frames from received optical payload and stores in packet FIFO. This enables Ethernet address filtering and traffic engineering of traffic to the client. The egress PCS maintains standard operation of the client side Layer-2 Ethernet switches by generating continuous bit streams of Ethernet data and idles. In a light-trail, with nodes timesharing the bandwidth, data flow is intermittent. This means that when there is no data coming into the burstponder card from the network, then without the idle generation operation of the egress PCS the client side layer-2 devices would consider the Ethernet link being up only in discrete intervals.
All of the sub-blocks of the PPM block are implemented in a Xilinx Virtex II Pro FPGA. The hardware implementation of the burstponder card is shown in Fig. 4 . 
V. LIGHT-TRAIL TESTBED
We built a 4-node light-trail that encompasses all the necessary functions of Ethernet grooming at the optical layer. Shown in Fig. 5 is an optical layer set up of the 4-node lighttrail. The simplified nodal architecture configuration at each of the four nodes consists of two passive optical couplers and a pre-line amplifier that boosts signal power. The two couplers serve to facilitate the dual signal flow operations of drop-and-continue and passive add. The first coupler is called the drop coupler while the second coupler is called the add coupler. For our implementation these two couplers are directly connected to a burstponder card system, though in service provider WDM networks it is likely that multiplexing technology would be used to differentiate the wavelengths. The line-rate of the light-trail is fixed at 1.25 Gb/s exemplifying a Gigabit Ethernet system. We name the four nodes alphabetically "A" through "D".
We implemented a weighted-round-robin scheduling for connections in a light-trail. This scheduler allocates bandwidth to nodes in a predetermined sequence with the constraint that each node gets its 'turn' to use the light-trail for transmission with a fixed periodicity. We denote the 'period' by T and define it as the time in which every node in the light-trail gets exactly one 'turn' for transmission. The duration of the time-slots allocated to each node can be proportional to bandwidth required at each node. We define T slot (A) as the time allocated to node A when it gets its turn to transmit in the light-trail. Since physically there has to be time gap with no light between two consecutive slots in the light-trail to avoid collision, we define this time as T g calling it the guard time. This T g is lower bound by the time required to turn ON the shutter controlling the laser in addition to a training sequence of bits that are required for the BMRX to latch on to the incoming sequence. For a 4-node light-trail,
The value of 3T g corresponds to the number of guard band slots used in a single period. The number of guard slots in a period for a K node light-trail is K-1. 
NODE A NODE B NODE C
In the experiment that we conducted, the first three nodes (A, B, C) are possible sources, while nodes B, C, D are possible destinations. We fix the duration of the period to 1500 µs. The three nodes A, B, C are given fixed duration time-slots of 512, 512 and 366 µs. Two performance metrics of efficiency and latency were measured. The optical output signal of receiver at the end node D is shown in Fig. 6 . The guard bands between individual slots are of 30 µs length, while the end of a period includes a large guard band of 50 µs. The burstponder card's packet FIFO at each node can buffer up to 1024 µs of data (at 1 Gb/s). However, the actual amount of data stored in the packet FIFO depends on the size of the time-slot allotted and the period. The scheduler maintains tight (30 µs) guard band and hence the efficiency of the light-trail is very high. In this experiment we have shown that efficiency of the light-trail (defined as ratio of time light-trail carries data in a period to the total time period) is 92 %. The three timeslots from nodes A, B and C contain Ethernet data frames that are locally generated.
For the purpose of testing, we generate Ethernet frames using an Agilent Router-Tester 900®. The test configuration is shown in Fig. 7 . In the test configuration, the tester device generates Ethernet frames of sizes 64 to 1500 bytes. The frames are sent to the burstponder card at node A. The frames are queued up by the burstponder card at node A and when it receives a GRANT message from the light-trail scheduler, it transmits the frames into the light-trail.
Since data is queued up at a burstponder card before a GRANT signal allows transmission into the light-trail, another performance metric of interest is the end-to-end latency. The router-tester has built-in function for measuring latency. The measured latency is a function of the load subjected upon the light-trail. Load is defined as ratio of average occupancy of Ethernet frames in a time-slot to the average occupancy over the whole light-trail (i.e. all the slots in a period). In the dynamic scheduling case, the load subjected on a light-trail would determine the time-slot allotted to the node. However, in the round-robin scheme, the time-slots are of fixed duration and the load is varied in each of the time-slots using the router-tester. When the load is low, the delay is significantly low, as the inter-arrival gap between packets is high and most packets find a time-slot provisioned for transmission just upon their arrival in the packet FIFO. On the other hand, when the load is high, more packets are queued as inter-arrival gap is small and only few packets get the time-slot provisioned upon their arrival. Since most packets are buffered in the packet FIFO before transmission into the light-trail, the average latency is higher. This behavior of average latency (neglecting propagation delay) in the light-trail versus load is shown in Fig. 8 . The latency is measured as a function of load for 3 time-periods T of 1500 µs, 1700 µs, and 2000 µs. As expected, the latency increases with period T. In addition, as the load increases beyond the maximum allowed for the allocated time-slot, the frames overflow the packet FIFO. This is depicted in Fig.8 by the rapid up-turn in the latency plot at loads around 30% (e.g. 512 µs/1500 µs). Shown in Fig. 9 is the average latency experienced by Ethernet packets of 64 bytes compared to Ethernet packets of 1500 bytes for a 4-node light-trail with period T of 1500 µs. For a given load, the inter-arrival gap for 64-byte packet is much smaller compared to that for 1500-byte packets (i.e. larger number of 64-byte packets are queued in the packet FIFO for transmission into the light-trail). The average latency for 1500-byte packets is much smaller at low loads because the inter-arrival gap is of the order of the period T (i.e. packets are transmitted immediately without much wait in the packet FIFO). As the load increases, the inter-arrival gaps for both 64-byte and 1500-byte packets are much smaller compared to the period T (i.e. more packets wait in the packet FIFO for transmission) and so the average latency for both packet sizes converges to similar values as depicted in Fig. 9 . 
VI. CONCLUSION
Light-trail is a efficient candidate for optical traffic grooming. We have proposed a subsystem called burstponder card for pragmatic implementation of lighttrails. The burstponder card is an opto-electronic entity that allows nodes to time-share the optical channel. We described the architecture and implementation of a burstponder card for Ethernet traffic. We have demonstrated a four-node light-trail network with associated burstponder cards. The performance metrics of efficiency and latency were measured and characterized.
