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Structural equation modeling (SEM) is an important framework within the
social sciences that encompasses a wide variety of statistical models. In its most
simple form, path analysis allows for investigation of relations between observed or
manifest variables, including mediation and/or moderation effects. Often, however,
researchers are interested in unobserved or latent variables. Examples include per-
sonality, intelligence, depression, and values. Factor analysis provides a statistical
technique to infer relationships between manifest and latent variables through spec-
ification of a measurement model. Additionally, a structural model can be specified
in which causal relationships between multiple latent variables are hypothesized.
Furthermore, a hierarchical or multilevel structure can be present when latent vari-
ables are investigated in multiple groups such as countries or classes, or across time.
As a result, SEM provides an extremely powerful toolbox that enables researchers
to translate many substantive theories into a statistical model and estimate the
parameters of interest. Traditionally, estimation of SEMs has relied on maximum
likelihood (ML; Jöreskog, 1969). Since ML maximizes the likelihood function, it
results in estimates for which the observed data are most probable given the model.
This approach works well in many cases. Unfortunately, there also exist a variety
of situations in which ML performs subpar. Broadly, the problems with ML can be
divided into three categories: 1) problems due to empirical underidentification; 2)
sample size requirements; and 3) model flexibility.
First of all, empirical underidentification can lead to various problems due to
unstable estimation (Rindskopf, 1984). Empirical underidentification occurs when
the model is identified in theory, but not in practice given the data at hand (Kenny,
1979). For example, suppose we have a simple one-factor model with three indicators
which is, given the usual restrictions, exactly identified in theory. However, if one
of the loadings is close to zero in the application at hand, this value will be used
in the denominator of the formulas to estimate the other two loadings and lead to
unstable estimates with large sampling variance. Furthermore, the residual variances
for those two indicators are influenced and can have large sampling variance and
possibly negative estimates (i.e., Heywood cases). In extreme cases, these problems
might lead to nonconvergence of the model. For example, Revilla and Saris (2013)
investigated the occurrence of nonconvergence and Heywood cases in two rounds of
the European Social Survey for split ballot-multitrait multimethod models and found
that nonconvergence occurred in 30% of the cases while Heywood cases occurred in
46.7% of the cases. These problems can be traced back to rank deficiencies in the
model (Oberski, 2019).
Second, ML and other classical estimation methods such as generalized least
squares (GLS) or weighted least squares (WLS) rely on asymptotic theory and will
therefore not necessarily result in valid inferences when used on small samples. For
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large samples, the sample covariance matrix converges to the population covariance
matrix. Only then will the statistical properties of the estimators hold, will the
standard errors be estimated accurately, and will the distributions of test and fit
statistics be known. For example, Hoogland and Boomsma (1998) conclude that, in
general, a sample size of at least 500 observations is needed to obtain accurate stan-
dard errors. Furthermore, for the chi-square test, the sample size should be at least
five times the degrees of freedom of the model to obtain correct type 1 error rates, in
case of normal observed variables. Note that most of the studies included in Hoog-
land and Boomsma (1998) are based on relatively simple, single-level confirmatory
factor models. In more complex multilevel SEMs the sample size requirements for
ML can become even more impractical. For example, Meuleman and Billiet (2009)
concluded that at least 60 groups are needed to detect large structural effects at
the between level in a general multilevel SEM, whereas more than 100 groups are
necessary to detect smaller structural effects. This resembles the recommendation
by Hox and Maas (2001) who caution against the use of multilevel SEM with less
than 100 groups. Aside from low power to detect effects, a small number of groups
inadvertently influences the parameter estimates as well. Specifically, the between-
level variance components are generally underestimated with standard errors that
are too small (Hox & Maas, 2001).
The third problem with classical estimation of SEMs is that it limits the scope
of models that can be considered. Certain SEMs that are realistic in practice are
computationally inconvenient or impossible to estimate using ML. For example, a
simple structure is generally assumed in confirmatory factor analysis such that each
indicator loads on only one factor with zero so-called cross-loadings on the other
factors. Assuming that all cross-loadings are exactly zero might be too restrictive,
however, and it might be more realistic to allow indicators to have small loadings
on factors other than the factor they are hypothesized to load on (B. O. Muthén &
Asparouhov, 2012). Unfortunately, it is not possible to estimate all cross-loadings
freely using ML since this leads to a nonidentified model. In a similar vein, a re-
searcher might wish to estimate the correlations between the residuals of the factor
indicators. This is the case in the classical SEM example in which the influence
of industrialization in 1960 is measured on political democracy in 1960 and 1965
(Bollen, 1980). In this application, the indicators for political democracy are based
on expert ratings, some of which come from the same expert in 1960 and 1965. For
these ratings, we might expect the residuals to be correlated. Again, estimating all
these correlations freely is not possible within the ML framework since it results in a
nonidentified model (B. O. Muthén & Asparouhov, 2012). Apart from certain SEMs
not being identified, models that rely on numerical integration further restrict the
scope of feasible models in the traditional framework. This limitation is especially
6
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relevant in multilevel SEM in which the random effects need to be numerically in-
tegrated out whenever the likelihood does not have a closed form expression and
as the number of random effects increases, the dimension of numerical integration
increases. As a result, computational methods traditionally associated with ML
estimation will become slow and less precise, eventually resulting in convergence
issues. For example, when estimating a multilevel SEM with the latent centering
approach, ML will run into issues when the number of random effects exceeds four
(Asparouhov & Muthén, 2019). Similarly, in the case of categorical data, ML is
limited to four latent variables and no residual correlations between the categor-
ical indicators or the analysis becomes computationally infeasible (Asparouhov &
Muthén, 2007, 2010).
These limitations of ML have led researchers to turn to alternative estimation
methods. In particular, Bayesian estimation of SEMs or BSEM has recently gained
popularity (see, for example, Lee, 2007; B. O. Muthén & Asparouhov, 2012; Scheines,
Hoijtink, & Boomsma, 1999). The Bayesian framework is one of the main approaches
to statistical estimation and inference, dating back to the efforts of Thomas Bayes
and Pierre-Simon Laplace in the eighteenth century (see, for a historical overview,
Fienberg, 2006). It has not become popular, however, until more recent advances
in computing that allowed for the use of Bayesian methods in non-trivial and more
realistic applications. By this time, the well-established frequentist framework had
become the primary approach to statistics. However, the use of Bayesian estimation
has been rising steadily (Depaoli & van de Schoot, 2017, Figure 1).
There exist several important differences between the Bayesian and the fre-
quentist frameworks. Here, three main differences will be briefly discussed. For
more extensive introductions to Bayesian analysis the reader is referred to introduc-
tory textbooks on the topic, such as Gelman, Carlin, Stern, and Rubin (2004) or
the annotated reading list by Etz, Gronau, Dablander, Edelsbrunner, and Baribault
(2017). The first difference is of a philosophical nature and lies in the interpretation
of probability. In the frequentist framework, probability is defined as a long-run
relative frequency of an event. Within the Bayesian framework, however, the notion
of probability is used more broadly as a way to quantify uncertainty about the state
of the world. The advantage of this more extensive view on probability is that it
allows Bayesians to make probability statements about the parameters of a statis-
tical model. Consequently, the results of a Bayesian analysis can be interpreted in
a more intuitive manner. Specifically, given a frequentist 95% confidence interval
around some parameter, we cannot conclude that there is 95% probability that the
true population value lies within the interval. Instead, the interpretation of the
frequentist confidence interval relies on the idea that if we would repeat the study
multiple times then in 95% of the cases we would expect the resulting confidence
7
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intervals to contain the true population value, but for a given confidence interval
based on observed data we cannot make probabilistic statements in the frequentist
domain. A Bayesian 95% credibility interval, on the other hand, does allow the
intuitive interpretation of being the interval in which the true value lies with 95%
probability.
The second difference arises in the methods used to estimate parameters. Fre-
quentists estimate parameters by considering the value that is most likely given
the data at hand (i.e., maximum likelihood estimation). However, parameters are
ultimately viewed as fixed quantities and, due to the frequentist interpretation of
probability cannot be assigned probability distributions. Bayesians can assign prob-
ability distributions to parameters and do so to represent the uncertainty about
the parameters before observing the data. The resulting prior distribution ideally
reflects the available information about the problem at hand and is subsequently
updated by the data through Bayes’ theorem, which results in the posterior distri-
bution. Specifically, given data Y and a vector of model parameters θ,
p(θ|Y ) = p(Y |θ)p(θ)
p(Y )
, (1.1)
here, p(θ|Y ) is the posterior distribution, p(θ) denotes the prior distribution, and
p(Y |θ) denotes the likelihood of the data Y . The marginal likelihood P (Y ) is the




and serves as a normalizing constant.
The third main difference between the Bayesian and frequentist frameworks
lies in the tools used for estimation. The ML method used in the frequentist frame-
work relies on optimization to find the parameter estimates, i.e., the maximum of
the likelihood. Furthermore, a local quadratic approximation is used to estimate
the sampling variance which, although being exact in the limit for correct models,
can lead to unreliable standard errors, confidence intervals, and p-values when the
likelihood is not well-behaved. Bayesian estimation, on the other hand, generally
uses Markov Chain Monte Carlo (MCMC) sampling to directly draw observations
from the posterior distribution. The main reason for relying on MCMC sampling is
the fact that computing the integral necessary for the marginal likelihood P (Y ) is
difficult in any but the most simple, trivial models.
These differences lead to several advantages of the Bayesian framework in
general and, more specifically, in the context of SEM. An advantage of the use
of MCMC estimation is that it does not rely on approximations of the posterior
distribution that might not be realistic in practice, but rather, it directly draws
samples from the posterior distribution regardless of its form. Furthermore, the use
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of MCMC estimation allows credibility intervals to be computed in a straightforward
manner, even for functions of parameters. This is especially advantageous in SEM
where we are often interested, for example, in indirect effects and the uncertainty
around them. MCMC sampling obtains draws from the posterior distribution for
each parameter. For an indirect effect, we can simply multiply the draws for the
paths composing the effect to obtain the posterior distribution for the indirect effect.
We can then compute any summary statistic of interest, such as the posterior mean,
mode, median, standard deviation, or quantiles to obtain the credibility interval.
Note that, unlike frequentist confidence intervals, this computation does not rely
on normality assumptions but takes the true form of the posterior distribution into
account (see e.g., Y. Yuan & MacKinnon, 2009). Finally, the main advantage of the
Bayesian framework, especially in SEM, lies in the prior distribution.
As can be seen from Bayes’ theorem in (1.1), the posterior distribution is a
combination of the prior distribution and the likelihood of the data. As a result, the
information in the posterior is a compromise between the information from these
two sources. The relative contribution of the prior and the likelihood depends on
the amount of information in each of these sources. Specifically, a larger sample
provides more information and the corresponding likelihood will therefore have a
stronger influence on the posterior compared to a smaller sample. Similarly, the prior
distribution can vary in the amount of information it contains. A prior distribution
that is more peaked contains more information compared to a prior distribution that
is more flat or spread out.
In general, we can distinguish four types of prior distributions based on the type
and amount of information they contain: subjective, objective, regularization, and
data-dependent priors. Subjective priors contain information about the parameters
based on previous research or expert knowledge and are therefore very application-
specific. Although accurately specified subjective priors ultimately perform best
(see e.g., Depaoli, 2012, 2013, 2014; Depaoli & Clifton, 2015), it is difficult to elicit
subjective priors and specifically to accurately translate uncertainty in a probabil-
ity distribution (e.g., Garthwaite, Kadane, & O’Hagan, 2005; Tversky, 1974). As a
result, applied researchers often rely on so-called “objective” priors instead (van de
Schoot, Winter, Ryan, Zondervan-Zwijnenburg, & Depaoli, 2017). Objective priors
(Berger, 2006) do not contain external subjective information and can therefore be
used in an automatic fashion for a Bayesian data analysis. The third category, reg-
ularization or “weakly informative” priors, can be seen as a compromise between
objective and subjective priors, since they include only a small amount of exter-
nal information. For example, the prior can include the information that a factor
loading generally does not exceed some value or the prior can incorporate a prior
guess regarding the sparsity of the model. While this small amount of information
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can help stabilize the estimation, regularization priors do not depend as heavily on
the application at hand as subjective priors and are therefore more widely applica-
ble. The final type of prior is the data-dependent or empirical Bayes prior. Like
regularization priors, empirical Bayes priors do include external information, how-
ever, this information is based on the data at hand (see e.g., Carlin & Louis, 2000a,
Chapter 3). Empirical Bayes priors can vary in their informativeness. Throughout
this thesis, the main focus will be on regularization or “weakly informative” priors.
However, we will also discuss the other types of priors, mainly in Chapter 2.
The prior distribution used in BSEM has the power to solve the issues of ML.
First of all, since the prior is an additional source of information, it can ameliorate
problems due to empirical underidentification (Can, van de Schoot, & Hox, 2014;
Dagne, Howe, Brown, & Muthén, 2002; Kohli, Hughes, Wang, Zopluoglu, & Davi-
son, 2015). Similarly, the capability of the prior to add information to the analysis
reduces the minimum sample size requirements compared to ML (Depaoli & Clifton,
2015; Hox, van de Schoot, & Matthijsse, 2012). Finally, models that are not identi-
fied in a classical sense can be estimated in the Bayesian framework through careful
specification of the prior distribution (Gustafson, 2010). These advantages can be
accomplished through the specific type and amount of information that is incor-
porated in the prior distribution. However, it is currently unclear exactly how to
specify the prior distribution in order to attain these advantages. Therefore, the
goal of this thesis is to investigate prior specification in BSEM with a specific focus
on how we can use the prior to advance the field of SEM.
The first part of this thesis focuses on prior distributions for variance parame-
ters. It is well known in the Bayesian literature that variance parameters, especially
at higher levels in the model, are highly sensitive to the prior distribution. Chapter
2 investigates the use of so-called “default” priors in a general SEM. Default priors
are objective priors that can be used in an automatic fashion. We consider various
default priors, as well as novel empirical Bayes priors. We find in Chapter 2 that
the results from a BSEM analysis are generally quite sensitive to the specific default
prior used, especially in small samples. Therefore, we provide guidelines on how to
conduct a prior sensitivity analysis in BSEM to assess the sensitivity of the results
to the prior distribution. In Chapter 3, we examine more robust alternatives to the
default priors considered in Chapter 2. Traditionally, Bayesian analysis has relied
on the use of conjugate prior distributions since the resulting posterior will have a
known distributional form which eases computation. Nowadays, however, there is
no longer a need to rely on conjugate priors due to the advance of sophisticated
software packages. This opens up possibilities to use priors with other distribu-
tional forms that have more robust properties, such as heavier tails. In Chapter 3,




The second part of this thesis sets out to investigate the possibilities of using
shrinkage priors in SEM. Shrinkage priors have specific characteristics that enable
them to shrink small coefficients towards zero, while keeping large coefficients away
from zero. By doing so, shrinkage priors have the ability to automatically perform
variable selection. Many different shrinkage priors exist, which have mainly been
applied in simple regression models. In Chapter 4, we review the literature on
shrinkage priors and combine the most popular shrinkage priors in a comprehensive
overview. Furthermore, we compare the performance of the shrinkage priors in terms
of prediction accuracy and variable selection in a simple linear regression model.
The aim of Chapter 4 is to better understand the behaviors and characteristics of
shrinkage priors in a simple model, which can aid us in later applying the shrinkage
priors in more complex SEMs. Chapter 5 can be seen as a practical translation
of Chapter 4. In Chapter 5, the findings of Chapter 4 are discussed in a manner
that is accessible for applied researchers, with a focus on software and application.
Next, in Chapter 6, we apply two specific shrinkage priors, the spike-and-slab and
the regularized horseshoe prior, to a multiple group confirmatory factor model. The
goal of this chapter is to use the shrinkage prior to automatically model measurement
invariance, which is an important concept whenever latent variables are compared
across groups. This is a prime example of using the prior to identify a model that
would not be identified in a classical sense and by doing so a more robust and flexible
method is obtained to model measurement invariance. Finally, Chapter 7 concludes
this thesis with a discussion of the work so far and a look to the future of BSEM.
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Chapter 2
Prior sensitivity analysis in default
Bayesian structural equation
modeling
Based on van Erp, S., Mulder, J., and Oberski, D.L. (2018). Prior sensitivity analysis





Bayesian structural equation modeling (BSEM) has recently gained popular-
ity because it enables researchers to fit complex models while solving some of the
issues often encountered in classical maximum likelihood (ML) estimation, such
as nonconvergence and inadmissible solutions. An important component of any
Bayesian analysis is the prior distribution of the unknown model parameters. Of-
ten, researchers rely on default priors, which are constructed in an automatic fashion
without requiring substantive prior information. However, the prior can have a se-
rious influence on the estimation of the model parameters, which affects the mean
squared error (MSE), bias, coverage rates, and quantiles of the estimates.
In this paper, we investigate the performance of three different default priors:
noninformative improper priors, vague proper priors, and empirical Bayes priors,
with the latter being novel in the BSEM literature. Based on a simulation study, we
find that these three default BSEM methods may perform very differently, especially
with small samples. A careful prior sensitivity analysis is therefore needed when
performing a default BSEM analysis. For this purpose, we provide a practical step-
by-step guide for practitioners to conducting a prior sensitivity analysis in default
BSEM. Our recommendations are illustrated using a well-known case study from
the structural equation modeling literature and all code for conducting the prior
sensitivity analysis is made available in the online supplemental material.





Psychologists and social scientists often ask complex questions regarding group-
and individual differences and how these change over time. These complex ques-
tions necessitate complex methods such as structural equation modeling (SEM);
its Bayesian version (Bayesian structural equation modeling; BSEM), in particular,
has recently gained popularity (e.g., Kaplan, 2014) because it potentially resolves
some of the difficulties with traditional frequentist SEM. For example, frequentist
estimation of multilevel SEMs–often employed when studying multiple classrooms,
schools, or countries–has been found to perform badly in terms of bias and power
with a small number of groups (Lüdtke, Marsh, Robitzsch, & Trautwein, 2011; Maas
& Hox, 2005; Meuleman & Billiet, 2009; Ryu & West, 2009), while BSEM performed
well even with small samples (Depaoli & Clifton, 2015; Hox et al., 2012). BSEM
may also reduce issues with nonconvergence (Kohli et al., 2015) and inadmissible
estimates (Can et al., 2014; Dagne et al., 2002), it is computationally convenient
for models with many latent variables (Harring, Weiss, & Hsu, 2012; Lüdtke, Rob-
itzsch, Kenny, & Trautwein, 2013; Oravecz, Tuerlinckx, & Vandekerckhove, 2011),
and BSEM easily yields credible intervals (i.e., the Bayesian version of a confi-
dence interval) on functions of parameters such as reliabilities (Geldhof, Preacher,
& Zyphur, 2014) or indirect effects (Y. Yuan & MacKinnon, 2009). Furthermore,
BSEM allows researchers to assume that traditionally restricted parameters, such as
cross-loadings, direct effects, and error covariances, are approximately rather than
exactly zero by incorporating prior information (MacCallum, Edwards, & Cai, 2012;
B. O. Muthén & Asparouhov, 2012).
However, to take advantage of BSEM, one challenge must be overcome (Mac-
Callum et al., 2012): the specification of the prior distributions. Prior specification
is an important but difficult part of any Bayesian analysis. Ideally, the priors should
accurately reflect preexisting knowledge about the world, both in terms of the facts
and the uncertainty about those facts. Previous research has shown that BSEM has
superior performance to frequentist SEM from a subjective Bayesian perspective
when priors reflect researchers’ beliefs exactly; and from a frequentist perspective,
BSEM outperforms frequentist SEM when priors reflect reality. Priors that do not
reflect prior beliefs to infinite accuracy (Bayesian perspective), or that do not corre-
spond to reality (frequentist perspective), however, can lead to severe bias (Baldwin
& Fellingham, 2013; Depaoli, 2012, 2013, 2014; Depaoli & Clifton, 2015). Moreover,
eliciting priors is a time-consuming task, and even experts are often mistaken and
prone to overstating their certainty (e.g., Garthwaite et al., 2005; Tversky, 1974).
Additionally, in BSEM it is generally more difficult to specify subjective priors due
to the many parameters, some of which are not easily interpretable (e.g., latent
variable variances). Therefore, instead of relying fully on expert judgements, re-
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searchers employing Bayesian analysis often use “default” priors. Default priors can
be viewed as a class of priors that (i) do not contain any external substantive infor-
mation, (ii) are completely dominated by the information in the data, and (iii) can
be used in an automatic fashion for a Bayesian data analysis (Berger, 2006). For
this reason default priors seem particularly useful for SEM because they allow us
to use the flexible Bayesian approach without needing to translate prior knowledge
into informative priors.
Previous research has investigated the performance of several default priors
for BSEM. Thus far, the BSEM priors studied have been limited to proper priors
chosen to equal the true population values in expectation, or chosen purposefully
to be biased in expectation by a certain percentage (Depaoli, 2012, 2013, 2014;
Depaoli & Clifton, 2015). These studies yielded important insights into the conse-
quences of prior choice. However, commonly suggested alternative default priors in
the Bayesian literature, such as noninformative improper priors and empirical Bayes
priors (e.g., Carlin & Louis, 2000a; Casella, 1985; Natarajan & Kass, 2000), remain,
to our knowledge, uninvestigated. Moreover, while several authors agree that any
BSEM analysis should be accompanied by a sensitivity analysis, the available prac-
tical guidelines to do so focus on the situation in which substantive information was
used to specify the prior (Depaoli & van de Schoot, 2017). In addition, Depaoli and
van de Schoot (2017) provide specific guidelines on checking the sensitivity of the
results to different inverse Wishart priors for the covariance matrix. Our contribu-
tion is that we specifically focus on prior specification in BSEM, we focus on default
prior specification when prior information is weak or completely unavailable, and we
specifically focus on univariate priors (i.e., univariate normal, and inverse gamma)
which are easiest to interpret by applied researchers.
In addition to the lack of knowledge regarding priors in BSEM, there appears
to be a lack of awareness of the importance of the prior as well. A recent review
by van de Schoot et al. (2017) identified trends in and uses of Bayesian methods
based on 1579 papers published in psychology between 1990 and 2015. Of the
167 empirical papers employing regression techniques (including SEM), only 45%
provided information about the prior that was used. 31% of the papers did not
discuss which priors were used at all, while 24% did not provide enough information
to reconstruct the priors. In terms of the type of prior, 26.7% of the empirical papers
used informative priors, of which only 4.5% (2 papers) employed empirical Bayes
methods to choose the hyperparameters.
The literature review of van de Schoot et al. (2017) showed that a substantial
part of Bayesian analyses in psychology relies on default priors. Now the problem
is that the exact choice of the default prior may affect the conclusions substantially,
as has been shown in the general Bayesian literature (e.g., Gelman, 2006; Lambert,
15
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Sutton, Burton, Abrams, & Jones, 2005) and will be shown in the context of BSEM
in this paper. Different software packages have implemented different default or
weakly informative priors as their default software settings (Table 2.1). With the
development of more user-friendly Bayesian software, more non-expert users are
trying out Bayesian analysis in general and BSEM in particular and rely on the
default software settings, without being fully aware of the influence and importance
of the prior distributions. In the 167 empirical papers identified by van de Schoot
et al. (2017), WinBUGS (Lunn, Thomas, Best, & Spiegelhalter, 2000) was the most
popular software program until 2012, but since 2013 this position has been taken over
by the commercial SEM software Mplus (which has Bayesian methods implemented
since 2010; L. K. Muthén & Muthén, 1998-2012; van de Schoot et al., 2017).
Table 2.1: Overview of default priors in software packages for BSEM
Default prior
hyperparametersSoftware Type of parameter Default prior form
Mplus (L. K. Muthén &
Muthén, 1998-2012)
Intercepts/loadings/slopes Normal N(0, 1010)
Thresholds Normal N(0, 5)








inverse Wishart IW (I, p+ 1)
Class proportions mixture models Dirichlet D(10, 10, . . . , 10)
Blavaan (Merkle & Rosseel,
2018)





Precision residuals Gamma G(1, 0.5)
Blocks of precision parameters Wishart W (I, p+ 1)
Correlations Beta* B(1, 1)
Stan (Carpenter et al., 2017) All parameters Uniform
Amos (Arbuckle, 2013) All parameters Uniform
WinBUGS (Lunn et al.,
2000)
All parameters No defaults;
manually specify
proper priors
JAGS (Plummer, 2003) All parameters No defaults;
manually specify
proper priors
Note. p represents the number of variables. I represents the identity matrix. * The Beta prior for correlations
in blavaan has support (-1, 1) instead of (0, 1).
This paper aims to further develop the practice and utility of default BSEM
and to raise awareness that the exact choice of default prior in BSEM matters.
Specifically, this paper has the following three goals. First, we propose two novel
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empirical Bayes (EB) prior settings which adapt to the observed data and are easy
to implement. Second, we investigate the performance of several default priors, in-
cluding the novel EB priors, and compare them with the priors studied thus far,
thereby investigating prior sensitivity in default BSEM. Third, since the choice of
the default prior can have a large effect on the estimates in small samples, we provide
a step-by-step guide on how to perform a default prior sensitivity analysis. Note
that we focus on frequentist properties of the different default priors, such as bias,
mean squared errors, and coverage rates. We take this perspective because it is com-
mon to focus on frequentist properties when assessing the performance of default
priors (Bayarri & Berger, 2004). A different and popular perspective on Bayesian
statistics is that of updating one’s prior beliefs with the data. In this perspective,
instead of default priors, informative priors are used which contain external subjec-
tive information about the magnitude of the parameters before observing the data.
Specification of such subjective priors will not be explored in the current paper.
The rest of this article is organized as follows. We first introduce the BSEM
model using a running example from the SEM literature. In the subsequent section,
we discuss possible priors that have been suggested both in the BSEM and in the
wider Bayesian analysis literature. Subsequently, a simulation study investigates
the effect these prior choices have on BSEM estimates. We then provide practical
guidelines based on the results of the simulation for practitioners who wish to per-
form their own sensitivity analysis. Finally, we apply these guidelines to empirical
data from the running example, providing a demonstration of sensitivity analysis in
BSEM.
2.2 A structural equation model
Throughout this paper we will consider a linear structural equation model with
latent variables from the literature. We have selected this model because it is one of
the most popular example models in structural equation modeling. Furthermore the
model includes a mediation effect, which is of interest in substantive research. As a
result, investigation of this model will not only result in general insights regarding
default priors in BSEM but will also provide specific information about default priors
for mediation analysis. The model (Figure 2.1) describes the influence of the level
of industrialization in 1960 (ξ) on the level of political democracy in 1960 (η60) and
1965 (η65) in 75 countries. Industrialization is measured by three indicators and the
level of democracy by four indicators at each time point. The indicators for level
of democracy consist of expert ratings, and, since some of the ratings come from
the same expert at both time points or the same source in the same year, several
measurement errors correlate, which we model through pseudo-latent variables D,
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following Dunson, Palomo, and Bollen (2005).
Figure 2.1: Structural equation model describing the influence of industrialization
in 1960 (ξ) on political democracy in 1960 (η60) and 1965 (η65).
The structural model (for i = 1, . . . , n) is given by:
ηi = α+Bηi + Γξi + ζi with ξi ∼ N(µξ, ω2ξ ),
and ζi ∼ N(0,Ωζ)
The measurement model is given by:
yi = νy +Λyηi +Di + ϵ
y
i with Di ∼ N(0,ΩD),
and ϵyi ∼ N(0,Σy)
xi = νx +Λxξi + δ
x
i with δxi ∼ N(0,Σx)
Here, the structural mean and intercepts µξ and α reflect the mean structure
in the structural part of the model, while the measurement intercepts νy and νx
reflect the mean structure in the measurement part of the model. The loadings
Λy and Λx represent the relations between the latent variables and their indicators,
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and the structural regression coefficients B and Γ represent the relations between
the latent variables. The residual variances Σy and Σx reflect the variation in the
measurement errors, and the random variances ω2ξ , Ωζ, and ΩD reflect the variation
in the latent variables. In practice, researchers are often most interested in the rela-
tions between the latent variables, in this case the direct effect γ65 and the indirect
effect γ60 · b21 of industrialization in 1960 on political democracy in 1965. Note that
this specification is more restrictive than necessary since, following Dunson, Palomo,
and Bollen (2005), we fix the nonzero entries in the weight matrix for D to be 1.
As a result negative covariances are not allowed. A solution to this problem is im-
plemented in the R-package blavaan (Merkle & Rosseel, 2018; R Core Team, 2015).
The model is identified by restricting the first intercept and loading of each latent
variable, i.e., λ1y = λ5y = λ1x = 1 and ν1y = ν5y = ν1x = 0. The Appendix provides
the full model in matrix form and a more detailed description of the data and the
model can be found in Bollen (1980, 1989).
In the application we will use the original data containing observations from
75 countries (available in the lavaan package in R; Rosseel, 2012), and a subset of
the data containing only the first 35 observations. Maximum likelihood (ML) esti-
mation for this subset gives two warnings: 1) the standard errors of the parameter
estimates may not be reliable due to a non-positive definite first-order derivative
product matrix, and 2) the latent variable covariance matrix is not positive definite.
The first warning can be an indication of weak empirical identification due to the
small sample size, whereas the second warning indicates an inadmissible parameter
estimate; in this case the estimated variance of the pseudo-latent variable represent-
ing the relation between ϵy4 and ϵ
y
8, i.e., ω̂2D48, is negative. These warnings clearly
illustrate that when using classical ML estimation, researchers may encounter cer-
tain problems which may be overcome by adopting a Bayesian approach, where prior
distributions are specified in the subspace of admissible solutions.
2.3 Default priors for Bayesian SEM
Default priors have the following three key properties. First, they do not con-
tain external subjective information. Second, they are completely dominated by
the data. Third, they can be used in an automatic fashion for a Bayesian data
analysis. Because of the second property these priors are also referred to as “non-
informative” or “weakly informative” priors. Such priors are often used in Bayesian
analysis, including BSEM, when no substantive information is available or when the
researcher does not wish to incorporate any substantive information through the
prior distribution. Default priors allow researchers to use the powerful and flex-
ible Bayesian approach without needing to specify an informative prior based on
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one’s prior knowledge, which can be a difficult and time-consuming task. Differ-
ent software packages use different default priors in their automatic settings based
on various heuristic arguments (see Table 2.1). For example, the commercial SEM
software Mplus (L. K. Muthén & Muthén, 1998-2012) specifies a uniform improper
prior for variance parameters by default, while the Bayesian modeling software Win-
BUGS (Lunn et al., 2000) recommends vague proper inverse Gamma priors for the
variances.
Default priors can roughly be divided in the following three categories: non-
informative1 improper priors, vague proper priors, and empirical Bayes priors. The
first two have been used extensively in the BSEM literature, while the latter has,
to our knowledge, not been applied to BSEM yet, but it is popular in the general
literature on Bayesian modeling (Carlin & Louis, 2000a; Casella, 1985; Natarajan &
Kass, 2000). In this study, we will focus on different priors from each of these three
commonly used types of default priors. Some priors are chosen because they are
the default setting in popular software programs (specifically Mplus and blavaan),
while other priors are chosen because they are widely used, or because they have
been shown to perform well in certain situations. The EB priors are novel in BSEM
and have been included to investigate whether an EB approach can be advantageous
in BSEM.
For all three types, we focus on priors that have a conditionally conjugate
form. Conditionally conjugate priors have the advantage that they result in fast
computation because the resulting conditional posteriors have known distributional
forms (i.e., they have the same distribution as the prior) from which we can easily
sample. Specifically, the conditionally conjugate prior for a location parameter (e.g.,
intercepts, loadings, and regression coefficients) is the normal distribution, and for
a variance parameter it is the inverse Gamma distribution. Note that these are
univariate priors. Generally, it is possible to instead specify a multivariate normal
distribution for the vector of location parameters and an inverse Wishart prior for
the covariance matrix. However, in this paper we focus specifically on univariate
priors for separate parameters. We will now discuss these different default priors in
more detail.
Noninformative improper priors
Noninformative improper priors are most commonly used in “objective Bayesian
analysis” (Berger, 2006). In a simple normal distribution with unknown mean µ
and unknown variance σ2, for example, the standard noninformative improper prior
1Here, noninformative refers to the ultimate goal of the prior rather than its actual behavior.
In fact, many different noninformative priors exists (Kass & Wasserman, 1996), which often result
in slightly different estimates.
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p(µ, σ2) ∝ σ−2 (known as Jeffreys’ prior) yields exactly the same point and inter-
val estimates for the population mean as does classical ML estimation; hence the
name “objective Bayes”. An improper prior is not a formal probability distribution
because it does not integrate to unity. A potential problem of noninformative im-
proper priors is that the resulting posteriors may also be improper, which occurs
when there is too little information in the data (Hobert & Casella, 1996). In the
above example of a normal distribution with unknown mean and variance we need
at least two distinct observations in order to obtain a proper posterior for µ and σ2
when starting with the improper Jeffreys’ prior. Currently, little is known about the
performance of these types of priors in BSEM. Throughout this paper we will there-
fore consider the following noninformative improper priors for variance parameters
σ2:
• p(σ2) ∝ σ−2. This prior is most commonly used in objective Bayesian analysis
for variance components. It is equivalent to a uniform prior on log(σ2). There
have been reports, however, that this prior results in improper posteriors for
variances of random effects in multilevel analysis (e.g., Gelman, 2006). In a
simple normal model with known mean and unknown variance, at least one
observation is needed for this prior to result in a proper posterior for the
variance.
• p(σ2) ∝ σ−1. This prior was recommended by Berger (2006) and Berger and
Strawderman (1996) for variance components in multilevel models. For this
prior, at least two observations are needed in a normal model with known
mean and unknown variance to obtain a proper posterior.
• p(σ2) ∝ 1. This prior is the default choice in Mplus (L. K. Muthén & Muthén,
1998-2012). Gelman (2006) noted that it may result in overestimation of the
variance. When using this prior in a normal model with known mean and
unknown variance, at least three observations are needed to obtain a proper
posterior for the variance.
Each of these noninformative improper priors can be written as the conjugate









with shape α > 0 and scale β > 0
When the shape parameter α = 0 and the scale parameter β = 0, we obtain p(σ2) ∝
σ−2. When the shape parameter α = −1
2
and the scale parameter β = 0, we obtain
p(σ2) ∝ σ−1. When the shape parameter α = −1 and the scale parameter β = 0,
we obtain p(σ2) ∝ 1.
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Table 2.2 presents these priors for all variance components in our model. For
the intercepts, means, loadings, and regression coefficients, the standard noninfor-
mative improper prior is the uniform prior from −∞ to +∞. The vague proper prior
N(0, 1010) approximates this uniform prior. Thus, for the intercepts, means, load-
ings and regression coefficients, we will only investigate vague proper and empirical
Bayes priors, which are discussed next.
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π(σ2x) ∝ σ−1x IG(0.01, 0.01)
π(σ2x) ∝ σ−2x IG(0.1, 0.1)




b N(0, 1010) - N(0, 1010) N(0, b̂2 + ω̂2ζ )
- N(0, 100)








νy N(0, 1010) - N(0, 1010) N(0, ν̂2y + σ̂2y)
- N(0, 1000)
νx N(0, 1010) - N(0, 1010) N(0, ν̂2x + σ̂2x)
- N(0, 1000)
Loadings λy N(0, 1010) - N(0, 1010) N(0, λ̂2y + σ̂2y)
- N(0, 100)
λx N(0, 1010) - N(0, 1010) N(0, λ̂2x + σ̂2x)
- N(0, 100)




A common solution to avoid improper posteriors while keeping the idea of
noninformativeness in the prior is to specify vague proper priors. These priors are
formal probability distributions, where the hyperparameters are chosen such that the
information in the prior is minimal. In the case of variance parameters, vague proper
priors can be specified as conjugate inverse Gamma priors with hyperparameters
close to zero, typically 0.1, 0.01, or 0.001. These priors approximate the improper
prior p(σ2) ∝ σ−2 (Berger, 2006). The latter option, IG(ϵ, ϵ), with ϵ = 0.001 is used
as example throughout the WinBUGS manual. We will consider these three typical
prior specifications for the variance parameters in our model. Note that smaller
hyperparameters lead to a prior that is more peaked around zero. For means and
regression parameters, we will investigate a normal prior with a large variance. This
vague proper prior approximates a flat prior. Specifically, we shall use the normal
prior N(0, 1010), which is the default in Mplus. In addition, we will consider the
blavaan default setting for location parameters, which is the normal prior N(0, 1000)
for the measurement intercepts and the normal prior N(0, 100) for the loadings,
structural intercepts, and structural regression coefficients. We will label this prior
coupled with π(σ2) ∝ 1 for variances “vague normal”. The vague proper priors that
will be considered throughout this paper are summarized in Table 2.2.
A potential problem of vague proper priors is that the exact hyperparameters
are arbitrarily chosen, while this choice can greatly affect the final estimates. For
example, there is no clear rule stating how to specify the shape and scale parameter of
the inverse Gamma prior, namely, 0.1, 0.01, 0.001, or perhaps even smaller. Gelman
(2006) showed that in a multilevel model with 8 schools on the second level, the
posterior for the between-school variance was completely dominated by the inverse
Gamma prior with small hyperparameters. In addition, the inverse Gamma prior
depends on the scale of the data. Specifically, an IG(0.1, 0.1) prior might be a
noninformative choice when the data are standardized, but can be very informative
when the data are unstandardized. It is yet unclear how this prior performs in
structural equation models, which are considerably more complex than the 8 schools
example studied by Gelman (2006), in terms of the number of parameters and the
relations between them.
Empirical Bayes priors
The third type of default priors we consider is empirical Bayes (EB) priors.
The central idea behind the EB methodology is that the hyperparameters are chosen
based on the data at hand (see e.g., Carlin & Louis, 2000a, , Ch. 3). This results
in a prior with substantial probability mass in the region where the likelihood is
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concentrated. EB methodology can be seen as a compromise between classical and
Bayesian approaches (Casella, 1992). Since all the data are used to inform the prior
distribution, EB methods are useful for combining evidence (e.g., across neighbor-
hoods, Carter and Rolph (1974); or across law schools, Rubin (1980)). In our
application, we expect an EB prior informed by the data of all countries to provide
better estimates because it adds more information to the analysis than improper
or vague priors, or ML estimation. There is also a computational advantage of EB
priors as noted by Carlin and Louis (2000b) who state that the Markov Chain Monte
Carlo (MCMC) sampler based on EB priors can be more stable.
We focus on the parametric EB approach, in which a specific distributional
form of the prior is assumed, typically conjugate, with only the hyperparameters
unknown. Different methods have been proposed to obtain the hyperparameters
in this setting. First the hyperparameters can be estimated using the marginal
distribution of the data (i.e., the product of the likelihood and the prior integrated
over the model parameters: p(Data) =
∫
f(Data|θ)p(θ)dθ, where θ is the vector
with parameters, with prior p(θ), and f denotes the likelihood of the data given the
unknown model parameters) (see e.g., Carlin & Louis, 2000a; Casella, 1985; Laird
& Ware, 1982). An example is the EB version of the well-known g-prior of Zellner
(1986). The g-prior is centered around a reference (or null) value where g controls
the prior variance. In EB methodology, g is estimated from the marginal distribution
(see e.g., Liang, Paulo, Molina, Clyde, & Berger, 2008, , and the references therein).
The resulting EB prior can be seen as the best predictor of the observed data. The
difficulty with this approach, however, is that an analytic expression of the marginal
distribution of the data may not be available for large complex models. This is also
the case in structural equation models, and therefore we will not use the marginal
distribution of the data to construct an EB prior in this paper.
A second EB approach, which is simpler to implement, is to specify weakly in-
formative priors centered around the estimates (e.g., ML) of the model parameters.
These priors contain minimal information so that the problem of double use of the
data is negligible. This type of EB prior has been investigated in generalized mul-
tilevel modeling (Kass & Natarajan, 2006; Natarajan & Kass, 2000) and structural
equation modeling (Dunson et al., 2005). This approach, however, may perform
badly when the estimates that are used for centering the EB priors are unstable,
which is the case in structural equation modeling with small samples.
For this reason an alternative EB prior is proposed which is novel in the BSEM
literature. The idea is to first center the prior around a reference value to minimize
its dependence on unstable estimates. Subsequently, the other hyperparameters are
estimated from the data from a simplified model to keep the solution tractable.
The idea of this EB prior was inspired by the constrained posterior prior approach
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of Mulder, Hoijtink, and Klugkist (2010); Mulder et al. (2009) for Bayesian model
selection. As will be shown the proposed EB prior generally contains less information
than the information of one observation. For this reason, the double use of the data
and the resulting underestimation of the posterior variance, a known problem of EB
methodology (e.g., Carlin & Louis, 2000a; Darnieder, 2011; Efron, 1996), is expected
to be negligible.
EB priors for intercepts, means, factor loadings, and regression
coefficients
Here we discuss the EB prior for the intercepts, means, factor loadings, and
regression coefficients for which the conditionally conjugate prior is normally dis-
tributed. To estimate the hyperparameters, i.e., prior mean and the prior variance,
we simplify the endeavor by constructing a normal prior for α, denoted by N(µα, τ 2α),
for the following model
yi = α + ϵi with ϵi ∼ N(0, σ2), (2.1)
for i = 1, . . . , n observations, with unknown error variance σ2. Note that α in the
model in (1) denotes a location parameter, i.e., an intercept, mean, factor loading,
or regression coefficient in the model considered in this paper. The prior mean µα
is set equal to a reference (or null) point value to avoid the heavy dependence on
the data. In the current setting, we set the prior mean equal to zero because of
its special meaning of “no effect”. The prior variance τ 2α is then estimated as the
variance in a restricted model where the prior mean, µα = 0, is plugged in for α,
i.e., yi ∼ N(0, τ 2α), for i = 1, . . . , n. The variance in this model can be estimated as




i ≈ E[Y 2]. Subsequently, an expression for the estimate τ̂ 2α can be
obtained by deriving E[Y 2] from the original model (2.1) according to
E[Y 2] = Var(Y ) + (E[Y ])2 = σ2 + α2. (2.2)
Thus, the prior variance is chosen to be equal to the sum of the estimated error
variance and the square of the estimated effect, i.e., to τ̂ 2α = σ̂2 + α̂2.
This prior has two important properties. First, this prior has clear positive
support where the likelihood is concentrated, which is a key property of an EB prior.
This can be seen from the fact that the prior variance will be large (small) when
the difference between the observed effect and the prior mean, α̂, is large (small).
Note however that by centering the prior around a reference value instead of the
observed effect, the prior will be less sensitive to the instability of the ML estimates.
Second, this EB prior does not contain more information than the information of a





Furthermore, the EB prior standard deviation is smallest when α̂ = 0, in which case
τ̂α = σ̂, which corresponds to the standard error based on a single observation. If
α̂ ̸= 0, then τ̂α > σ̂, which implies less information than the information in a single
observation. For this reason, we expect the problem of using the data twice (i.e.,
for prior specification and estimation) to be negligible. This behavior is illustrated
in Figure 2.2. In the case of no effect, i.e., α̂ = 0 (Data 1), the prior variance is
equal to the error variance. When α̂ ̸= 0 (Data 2), the prior variance becomes
larger, i.e., the error variance plus the squared estimated effect, to ensure positive
support around α̂. Note that the EB prior behaves similarly to the constrained





EB prior data 1
Likelihood data 2
EB prior data 2
Figure 2.2: Illustration EB priors for location parameters. The EB prior for α is
N(0, τ 2α) with τ 2α equal to σ̂2 for Data 1, and equal to σ̂2 + α̂2 for Data 2.
This methodology will be used to construct EB priors for the intercepts, means,
factor loadings, and regression coefficients. For example for the measurement inter-
cept of y2, denoted by νy2 , the EB prior variance is equal to the squared ML estimate,
i.e., (ν̂y2 )2, plus the ML estimate of the variance of the error δ
y
2 , i.e., σ̂2y2, and thus,
the EB prior is distributed as, νy2 ∼ N(0, (ν̂
y
2 )
2 + σ̂2y2). An overview of all EB priors
for location parameters is given in Table 2.2.
EB priors for variance components
The above methodology to construct EB priors for location parameters cannot
be used for variance components because a clear reference (or null) value is generally
unavailable for these types of parameters. Therefore we will consider two alternative
approaches for the priors for the variances which will be combined with the EB
prior for intercepts, means, factor loadings, and regression coefficients. In the first
combination, which we will label EB1, the priors for the variance components are
centered around the ML estimate, as was also considered by Natarajan and Kass
(2000). Again we consider the conditionally conjugate prior which has an inverse
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gamma distribution with a shape parameter and a scale parameter. The shape
parameter controls the amount of prior information. By setting the shape parameter
to 1
2
, the prior carries the information that is equivalent to one data point (Gelman
et al., 2004, , p. 50). For this reason the double use of the data is also not a serious
concern in this case. The scale parameter is chosen such that the prior median




) with σ̂2 denoting the ML estimate of the
variance parameter and Q−1 denoting the regularized inverse Gamma function (see
Table 2.2). A potential issue of this prior is it heavy dependence on the ML estimates
of the variances. Therefore in the second combination, labeled EB2, noninformative
uniform priors are specified for the variances. Thus, the EB2 prior can be seen as a
hybrid EB prior, where the priors for location parameters depend on the data and
the priors for variance parameters are completely independent of the data. 2
2.4 A simulation study of default BSEM analyses
Even though all the discussed priors reflect some form of default noninforma-
tive BSEM analysis, each choice may result in different conclusions. A simulation
study was set up to investigate the performance of the different default priors in
the industrialization and political democracy model, a classical SEM application.
A common method to check the performance of objective priors is to look at their
frequentist properties (Bayarri & Berger, 2004). In particular, we were interested in
(1) convergence of the Bayesian estimation procedure, (2) (relative) bias, (3) mean
squared error (MSE), (4) coverage rates, (5) quantiles, and (6) type 1 error rates
of the direct and indirect effects. We will end the section with a general conclusion
regarding the performance of the different default priors.
For the data generation, we considered four different sample sizes: 35, 75,
150, and 500. For such a complex SEM, a sample size of 35 or 75 might seem
extremely small. However, BSEM is often recommended especially in situations
where the sample size is small (Heerwegh, 2014; Hox et al., 2012; Lee & Song,
2004). Furthermore, the original sample size was only 75. We expect the influence
of the prior to decline as sample size increases. The population values were equal
to the ML estimates of the original data (see the online supplemental material for
an overview). We manipulated the population values for the direct effect γ65 and
the indirect effect γ60 · b21, since these are the parameters of substantive interest in
2We also considered a third combination: an EB prior for the variances (i.e., an inverse Gamma
prior centered around the ML estimate) combined with the N(0, 1010) prior for the location pa-
rameters. Thus, this combination can also be seen as a hybrid EB prior, where the priors for the
variance parameters depend on the data and the priors for the location parameters are completely
independent of the data. However, this combination performed similarly to the uniform prior for




the model. We also manipulated two loadings of y (λy4 and λ
y
8) and the variances of
the pseudo-latent variables ΩD, which represent the measurement error correlations.
These variances were manipulated because previous research indicates that the vague
proper priors for variances are especially influential when the variance parameter is
estimated to be close to zero (Gelman, 2006). The manipulations of the population
values are shown in Table 2.3 and were selected in such a way that we obtained a
wide range of values. We used a fractional design in which we simulated data under
two combinations of population values: 1) combinations of population values for the
direct and indirect effect (3× 3 = 9 conditions), and 2) combinations of population
values for the loadings and variances of error correlations (3× 2 = 6 conditions). In
total, this resulted in 15 different populations. From each population, we generated
500 datasets per sample size. 3 Table 2.3 presents an overview of all 60 data-
generating conditions.
3We created cumulative average plots to assess whether 500 replications were enough to attain
Monte Carlo convergence, which was the case.
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Table 2.3: Overview of the data generating and analysis conditions included in the
simulation study.
Variable # Levels Values
Data generating conditions
Sample size 4 N ∈ {35, 75, 150, 500}
Direct effect 3 γ65 = 0
γ65 = 1
γ65 = 2
Indirect effect 3 γ60 · b21 = 0× 0.837
γ60 · b21 = 1× 0.837
γ60 · b21 = 2× 0.837









Error covariances 2 ΩD = 0
ΩD = 1
Analysis conditions
Priors 9 Noninformative improper:
π(σ2) ∝ 1 and N(0, 1010) (Mplus default)
π(σ2) ∝ σ−1 and N(0, 1010)
π(σ2) ∝ σ−2 and N(0, 1010)
Vague proper:
IG(0.001, 0.001) and N(0, 1010)
IG(0.01, 0.01) and N(0, 1010)
IG(0.1, 0.1) and N(0, 1010)
Vague normal:










and N(0, µ̂2 + σ̂2)
EB2: π(σ2) ∝ 1 and N(0, µ̂2 + σ̂2)
Maximum Likelihood 1
Note. The maximum likelihood (ML) estimates from the original data were: γ̂65 = 0.572; γ̂60 · b̂21 =
1.483·0.837; λ̂y4 = 1.265; λ̂
y
8 = 1.266; ω̂2D15 = 0.624; ω̂
2
D24
= 1.313; ω̂2D26 = 2.153; ω̂
2
D37
= 0.795; ω̂2D48 = 0.348;
and ω̂2D68 = 1.356.
Each condition was analyzed using the nine different default prior combinations
with the same type of prior being specified for all parameters in the model at once,
i.e., three noninformative improper priors, three vague proper priors, two EB priors,
and the vague normal setting. Note that in the case of the noninformative improper
and vague proper priors only the priors on the variance parameters change, while
the priors on the mean and regression parameters are specified as the normal prior
N(0, 1010). In addition, ML estimation was included for each condition, leading to
a total of 10× 15× 4 = 600 conditions, as shown in Table 2.3.
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The EB priors are based on the ML estimates, which sometimes included
Heywood cases (i.e., an estimated negative variance). In the case of negative ML
estimates for the variance parameters, we set the prior median for the EB prior on
variance parameters equal to 0.001. Preliminary analyses showed that the precise
choice had little effect on the posterior. For the mean, intercept, loading, and
regression parameters the residual variances of the model equations were sometimes
estimated to be negative, in which case we fixed them to zero for computation of
the prior variance. Again, preliminary analyses indicated that the exact choice did
not have any clear influence on the posterior, as long as the estimate was fixed to a
small number, e.g., 0.001.
For each analysis we ran two MCMC chains and discarded the first half of
each chain as burn-in. Convergence was originally assessed using the potential scale
reduction (PSR), taking PSR < 1.05 as a criterion, with a maximum of 75,000
iterations. Based on reviewers’ comments, we reran the conditions for N = 35
with a fixed number of iterations, first 50,000 for each chain and then 100,000 for
those replications that did not obtain a PSR < 1.05 (using the population values as
starting values). We then assessed convergence by selecting those replications with
a PSR < 1.1 4 and manually checked a part of the traceplots. Given that the results
did not differ substantially from the original results, we only took this approach for
N = 35. 5
Estimation error was assessed using (relative) bias and mean squared error
(MSE). Bias was computed as 1
S
ΣSs=1(θ̂s − θ) with S being the number of converged
replications per cell, θ being the population value of that parameter, and θ̂s being






) and is only defined in those population conditions where
θ ̸= 0. MSE was computed based on the true population value as: 1
S
ΣSs=1(θ̂s − θ)2.
We obtained the 95% coverage interval by computing how often the population
value was contained in the 95% credible or confidence interval. In addition, to check
how well the posteriors reproduced the sampling distributions, we investigated the
4Although less conservative, we used this cut-off because after 100,000 iterations some parame-
ters had a PSR slightly above 1.05 while the traceplots indicated convergence based on eyeballing.
An example is given in the supplemental material.
5Some priors and conditions were added later during the review process. Specifically, for
N = 150 and N = 500, two vague proper and two noninformative improper priors were added
later in those population conditions where the direct and indirect effect were manipulated, as well
as the vague normal and EB2 prior in all population conditions. For these conditions, we simply
ran all replications with 100,000 iterations and assessed convergence by selecting those replications
with a PSR < 1.1, given that this strategy had proven correct for N = 35.
6We compared the posterior medians with the posterior means. Overall, these two posterior
summaries did not differ substantially. However, in some replications the posterior mean for a
specific parameter was extremely high. This can happen when the MCMC sampler samples some
extreme values which have a large influence on the posterior mean, but not on the posterior median.
Therefore, we used the posterior median as point estimate.
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2.5% and 97.5% quantiles for every parameter. The 2.5% (97.5%) quantile was
computed as the proportion of times that the lower (upper) bound of the 95%
confidence/credible interval was higher (lower) than the population value. Ideally
these should equal 2.5% and 97.5%, respectively. Finally, we looked at the Type 1
error rates for the direct effect γ65 and the indirect effect γ60 · b21. The ML results
are included for comparison. All analyses were done in Mplus (version 7.2) and R,
using the package MplusAutomation (Hallquist & Wiley, 2014).
Convergence
Table 2.4 shows the percentage of converged replications for each prior and
sample size, averaged across the population values. For N = 35, the EB2 prior
resulted in the highest convergence (98.9%), followed by the vague normal prior
(94.1%). For all priors convergence generally increased with sample size and there
was almost no convergence for the improper prior π(σ2) ∝ σ−2 when N ≤ 150.
This is not surprising since this prior is known to result in improper posteriors for
variances of random effects in multilevel analysis (e.g., Gelman, 2006). Because of
the severe nonconvergence under this improper prior we shall not consider it further
in this paper. Note that this may imply that the vague proper priors IG(ϵ, ϵ), with
ϵ = 0.1, 0.01, or 0.001 can perform badly, as they approximate the improper prior
π(σ2) ∝ σ−2. Specifically, traceplots of converged replications for these vague proper
priors showed occassional peaks, resulting in relatively high posterior medians for
those replications. We will only present the results in those population conditions
with at least 50% convergence and we only consider the converged replications.
Convergence percentages for each separate population condition are available in the
supplemental material. The ML analysis always converged but often resulted in
estimated negative variances. Specifically, in 53.9% of the replications at least one
Heywood case occurred.
Table 2.4: Percentage converged replications for the default priors in the simulation
study, averaged across population values.
N Mplus default π(σ2) ∝ σ−1 π(σ2) ∝ σ−2 IG(0.001, 0.001) IG(0.01, 0.01) IG(0.1, 0.1) Vague normal EB1 EB2
35 73.7 53.3 0 51.4 68.9 88.7 94.1 83.3 98.9
75 99.6 99.5 1.03 97.2 99.9 99.9 99.0 99.6 100
150 100 100 1.77 100 100 100 95.0 99.9 99.6
500 100 99.8 45.6 99.8 100 100 98.7 99.8 98.8
Note. N = sample size. EB1 = Empirical Bayes prior location and variance parameters. EB2 = EB prior location parameters
combined with π(σ2) ∝ σ−1 prior variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance parameters combined
with the normal N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the other location parameters.
Mplus default = π(σ2) ∝ 1 combined with the normal N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper priors variance
parameters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters. Location parameters have




Table 2.5 presents the relative bias, with the bias in brackets, for selected
parameters in the model, for N = 35 and N = 75 averaged across population values.
Results for all parameters in the model are available in the online supplemental
material. Following (L. K. Muthén & Muthén, 2002), relative biases exceeding 10%
are regarded as substantial and shown in bold. Given that the influence of the prior
is greatest for small samples, we will focus on N = 35 and N = 75 in presenting the
results and only mention the results for N = 150 and N = 500 briefly. The results
for N = 150 and N = 500 can be found in the supplemental material.
For N = 35 the vague proper priors resulted in relative biases greater than
0.10 for most location parameters, followed by the EB priors. The noninformative
priors (Mplus default, π(σ2) ∝ σ−1) and the vague normal prior resulted in only a
few parameters with substantial bias. ML performed best, with relative bias close
to zero for all location parameters. For all priors, some parameters showed more
bias than others. Specifically, the measurement intercepts νy and the structural
intercepts α often resulted in large relative bias.
For N = 75, the bias decreased for all priors, resulting in only a few location
parameters with relative bias exceeding 10% for the noninformative improper, vague
proper, and vague normal priors. The EB priors performed worst, with 6 and
7 location parameters showing relative biases greater than 0.10, while ML again
resulted in relative bias close to zero for all parameters. Again, the measurement
intercepts νy showed most bias. For N = 150 only the vague proper and EB priors
showed relative biases greater than 0.10 for some location parameters, while for
N = 500 the relative bias was close to zero for all priors and location parameters.
For the variance parameters in the model, when N = 35, the vague proper
prior IG(0.1, 0.1), the vague normal prior, and the EB2 prior resulted in most cases
with substantial bias, followed by the improper priors, and the vague proper prior
IG(0.01, 0.01). The vague proper prior IG(0.001, 0.001) and the EB1 prior per-
formed good, with only 3 variance parameters having relative biases greater than
0.10, and ML performed best with only 2 parameters with relevant bias. Generally,
the estimated latent variable variances showed more bias then the estimated error
variances, especially ω2ζ65 which had relative bias greater than 0.10 for ML and all
priors, except the IG(0.001, 0.001) prior.
For N = 75, the vague normal and EB2 prior resulted in most biased variance
parameters, followed by the Mplus default setting (i.e., the improper prior π(σ2) ∝ 1
combined with the N(0, 1010) prior), then the vague proper priors IG(0.001, 0.001)
and IG(0.1, 0.1), and next the EB1 prior. The improper prior π(σ2) ∝ σ−1 and the
vague proper prior IG(0.01, 0.01) performed well, with only 2 variances exceeding
the relative bias of 10%, and ML performed best. Again, the estimates for the
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latent variable variances were generally more biased than the estimates for the error
variances. For N = 150, all methods resulted in some biased variance parameters,
except the improper prior π(σ2) ∝ σ−1 and ML estimation. For N = 500, only
IG(0.001, 0.001), IG(0.01, 0.01), the Mplus default, and the EB1 prior resulted in
some biased variance parameters.
Table 2.5: Relative bias and bias (in brackets) for each default prior and ML esti-
mation, averaged across population values, for selected parameters













Sample size = 35
Mplus default
0.044 0.026 -0.016 0.016 0.13 0.05 0.038 0.069 0.067 1.207 0.332 0.099 0.427
(0.053) (0.024) (-0.013) (0.017) (-0.264) (-0.118) (0.047) (-0.179) (0.266) (0.208) (0.239) (0.142) (0.051)
π(σ2) ∝ σ−1
0.051 -0.009 -0.003 0.035 0.185 0.006 0.026 0.078 0.014 0.373 0.011 -0.227 0.134
(0.068) (-0.002) (-0.003) (0.045) (-0.336) (-0.034) (0.053) (-0.181) (0.159) (0.082) (0.133) (-0.095) (0.017)
IG(0.001, 0.001)
0.037 0 0.271 0.035 0.137 0.611 0.468 1.411 -0.019 0.005 -0.053 -0.117 -0.111
(0.056) (0.005) (0.227) (0.043) (-0.278) (-1.426) (0.588) (-3.683) (-0.074) (0.001) (0.017) (-0.17) (-0.013)
IG(0.01, 0.01)
-0.05 -0.047 0.191 -0.042 -0.185 0.364 0.752 2.015 -0.134 0.161 0.378 -0.208 0.068
(-0.048) (-0.021) (0.274) (-0.027) (0.251) (-0.388) (1.133) (-2.444) (-0.631) (0.033) (0.238) (-0.097) (0.006)
IG(0.1, 0.1)
-0.04 0.01 0.034 -0.042 -0.15 0.119 0.155 0.417 -0.157 0.667 0.269 -0.238 0.339
(-0.046) (0.004) (0.046) (-0.038) (0.244) (-0.163) (0.255) (-0.715) (-0.728) (0.128) (0.25) (-0.111) (0.04)
Vague normal
-0.055 0.002 0.007 -0.069 -0.162 0.012 0.068 0.101 -0.042 1.186 0.424 0.099 0.436
(-0.062) (0.001) (0.006) (-0.067) (0.328) (-0.028) (0.086) (-0.264) (-0.167) (0.204) (0.294) (0.143) (0.052)
EB1
-0.077 -0.149 0.011 -0.079 -0.23 -0.2 -0.019 -0.162 -0.04 0.212 -0.037 -0.089 0.036
(-0.095) (-0.103) (0.009) (-0.08) (0.468) (0.467) (-0.023) (0.422) (-0.159) (0.036) (-0.002) (-0.128) (0.004)
EB2
-0.079 -0.155 -0.011 -0.099 -0.236 -0.251 -0.06 -0.229 0.084 1.491 0.268 0.096 0.499
( -0.100) (-0.109) (-0.009) (-0.102) (0.479) (0.585) (-0.075) (0.599) (0.334) (0.256) (0.200) (0.139) (0.060)
ML
0.021 0.002 0.017 0.032 0.074 0.036 0.018 0.038 -0.061 -0.246 -0.078 -0.107 -0.033
(0.030) (0.006) (0.015) (0.035) (-0.142) (-0.088) (0.024) (-0.101) (-0.235) (-0.043) (-0.053) (-0.159) (-0.004)
Sample size = 75
Mplus default
-0.016 0.036 -0.013 -0.036 -0.041 0.039 0.026 0.035 -0.003 0.688 0.189 0.016 0.211
(-0.018) (0.029) (-0.01) (-0.035) (0.084) (-0.092) (0.033) (-0.09) (-0.01) (0.118) (0.142) (0.023) (0.025)
π(σ2) ∝ σ−1
-0.018 0.038 -0.017 -0.041 -0.058 0.01 0.019 0.043 -0.016 0.232 0.118 -0.094 0.034
(-0.034) (0.017) (-0.003) (-0.04) (0.166) (-0.045) (0.041) (-0.123) (-0.107) (0.037) (0.075) (-0.002) (0.001)
IG(0.001, 0.001)
-0.034 -0.002 0.007 -0.038 -0.094 0.004 0.06 0.104 -0.055 -0.117 0.027 -0.062 -0.148
(-0.04) (0.002) (0.006) (-0.037) (0.192) (-0.009) (0.075) (-0.273) (-0.216) (-0.02) (0.03) (-0.089) (-0.018)
IG(0.01, 0.01)
-0.022 0 0.004 -0.022 -0.078 0.004 0.032 0.089 -0.052 -0.022 0.078 -0.097 -0.066
(-0.039) (0.008) (0.007) (-0.03) (0.196) (-0.053) (0.056) (-0.194) (-0.243) (0.002) (0.036) (-0.085) (-0.005)
IG(0.1, 0.1)
-0.005 0.023 -0.006 -0.016 -0.018 0.01 0.026 0.075 -0.051 0.334 0.063 -0.153 0.144
(-0.027) (0.019) (0) (-0.031) (0.143) (-0.075) (0.058) (-0.194) (-0.253) (0.079) (0.088) (-0.091) (0.018)
Vague normal
-0.036 0.025 -0.009 -0.051 -0.113 0.028 0.022 0.036 -0.004 0.632 0.18 0.032 0.169
(-0.044) (0.019) (-0.008) (-0.052) (0.23) (-0.065) (0.028) (-0.093) (-0.017) (0.109) (0.135) (0.046) (0.02)
EB1
-0.068 -0.102 0.012 -0.061 -0.205 -0.141 -0.012 -0.104 -0.023 -0.146 -0.046 -0.069 -0.092
(-0.087) (-0.076) (0.01) (-0.067) (0.416) (0.33) (-0.016) (0.272) (-0.09) (-0.025) (-0.015) (-0.099) (-0.011)
EB2
-0.068 -0.074 -0.01 -0.083 -0.211 -0.131 -0.027 -0.128 0.044 0.761 0.133 0.009 0.259
(-0.088) (-0.051) (-0.008) (-0.088) (0.429) (0.307) (-0.034) (0.333) (0.174) (0.131) (0.108) (0.013) (0.031)
ML
-0.009 0.020 0.008 -0.003 -0.029 0.045 0.010 0.024 -0.029 -0.135 -0.041 -0.061 -0.005
(-0.011) (0.018) (0.007) (-0.003) (0.000) (-0.021) (0.005) (-0.017) (-0.087) (-0.043) (0.000) (-0.010) (-0.038)
Note. ML = maximum likelihood estimation. EB1 = Empirical Bayes prior location and variance parameters. EB2 = EB prior location parameters
combined with π(σ2) ∝ σ−1 prior variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance parameters combined with the normal N(0, 1000)
prior for measurement intercepts and the normal N(0, 100) prior for the other location parameters. Mplus default = π(σ2) ∝ 1 combined with the
normal N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper priors variance parameters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague
proper priors variance parameters. Location parameters have the normal N(0, 1010) prior, except for the vague normal and EB priors. Values for the
relative bias greater than 0.10 are shown in bold.
Overall, ML estimation performed best in terms of relative bias for both the
variance and location parameters. This can be explained by the fact that ML esti-
mation does not force separate variance components to be positive. For the location
parameters, the vague proper priors and the EB priors performed worst and for
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the variance parameters, the vague normal and EB2 prior performed worst. Of
the Bayesian methods, the Mplus default setting performed best for the location
parameters and the EB1 prior performed best for the variance parameters.
Mean squared error
Figure 2.3 shows for each prior and type of parameter the mean squared errors
(MSEs) relative to the MSE of ML estimation per population value and parameter
on the logarithmic scale, ln(MSEBayes/MSEML). The results are categorized by struc-
tural regression coefficients, intercepts and latent mean, factor loadings, and variance
parameters. Note that the vertical axis is truncated at ln(MSEBayes/MSEML) = 4,
excluding the extreme situations in which the MSE of the prior is more than
exp(4) ≈ 55 times higher than the MSE of the maximum-likelihood estimate, which
occurred for the vague proper priors. Tables with the numerical values for the MSE
are available in the supplemental material. For N = 35, the vague proper priors
performed worst, especially for the intercepts and factor loadings. This can be ex-
plained by the occassional extreme values drawn for these priors, as noted previously,
and this unstability in the MCMC sampler is due to the fact that the vague proper
priors approximate the problematic improper prior π(σ2) ∝ σ−2 . All other Bayesian
methods resulted in smaller or approximately equal MSEs in comparison to ML es-
timation. In particular, the EB priors and the vague normal prior performed best
for the structural regression coefficients. For N = 75, N = 150, and N = 500, there
were hardly any clear differences between the MSEs using the different methods.
We can thus conclude that all methods perform similarly in terms of MSEs,
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Sample size = 75
Figure 2.3: Mean squared error (MSE) for Bayesian estimation using different default
priors divided by the MSE for maximum likelihood (ML) estimation on the natural loga-
rithmic scale. EB1 = Empirical Bayes prior location and variance parameters. EB2 = EB
prior location parameters combined with π(σ2) ∝ σ−1 prior variance parameters. Vague
normal = π(σ2) ∝ 1 prior for variance parameters combined with the normal N(0, 1000)
prior for measurement intercepts and the normal N(0, 100) prior for the other location
parameters. Mplus default = π(σ2) ∝ 1 combined with the normal N(0, 1010) prior.
π(σ2) ∝ σ−1 = noninformative improper priors variance parameters. IG(0.001, 0.001),
IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters. Location parame-
ters have the normal N(0, 1010) prior, except for the vague normal and EB priors. Vertical
dashed lines indicate where the MSE for the Bayesian estimates equals the MSE for the
ML estimates.
Coverage rates
Table 2.6 shows the coverage rates of the 95% confidence intervals and 95%
Bayesian credible intervals for selected parameters. Coverage rates higher than
97.5% or lower than 92.5% are considered as substantially deviating from the desired
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95%, and are marked in bold. Coverage rates for all parameters in the model are
available in the online supplemental material. For N = 35, the EB1 and EB2 priors
performed worst with low coverage for 13 and 12 location parameters, respectively,
followed by the vague proper prior IG(0.01, 0.01) which showed low coverage for 9
parameters. The vague normal prior showed coverage rates for 8 parameters that
were too high, as did the Mplus default setting for 5 parameters. ML estimation
resulted in coverage rates that were too low for 4 parameters. The improper prior
π(σ2) ∝ σ−1 and the vague proper priors IG(0.001, 0.001) and IG(0.1, 0.1) performed
best.
For N = 75, the vague proper prior IG(0.001, 0.001) performed worst with
low coverage rates for 16 location parameters, followed by the EB1 prior with low
coverage rates for 14 parameters. The EB2 prior also showed low coverage for 8
parameters. The vague normal prior showed coverage rates for 2 parameters that
were slightly too high. The other priors and ML estimation resulted in coverage
rates between 92.5% and 97.5% for all parameters. For N = 150 and N = 500, all
methods resulted in coverage rates for the location parameters close to 95%, except
for the EB priors when N = 150.
We will now discuss the coverage rates for the variance parameters. 7 For
N = 35, ML estimation performed worst with low coverage rates for 19 parameters.
The EB1 prior also showed low coverage for 14 parameters, as did the EB2 prior
for 9 parameters, while the Mplus default setting showed coverage rates for 11
parameters that were too high, as did the vague normal prior for 9 parameters.
The improper prior π(σ2) ∝ σ−1 and the vague proper priors showed coverage
rates for 6 or 8 parameters outside the range of 92.5% and 97.5%. For N = 75,
coverage rates improved for most priors and ML estimation, except for the vague
proper prior IG(0.001, 0.001) and the EB1 prior which resulted in extreme values
for 16 and 15 variance parameters, respectively. For N = 150, coverage rates for all
variance parameters were close to 95% for the vague normal and EB2 prior. The
EB1 prior performed worst, followed by the IG(0.001, 0.001) and π(σ2) ∝ σ−1 priors.
For N = 500, ML estimation performed best and the EB1 prior performed worst,
followed by the π(σ2) ∝ σ−1 and IG(0.001, 0.001) priors.
In summary, for location parameters the EB priors performed worst in terms of
coverage rates, while for the variance parameters ML estimation, the vague proper
7We deleted some values for the coverage rates for the vague normal prior, the vague proper
priors, the Mplus default, and the EB2 prior which were equal to zero. These values occurred
only for ΩD when the population value was zero. This happened because the lower bound of the
credible interval was always greater than zero for these priors and thus a population value of zero
is by definition never contained in the credible interval. For the EB1 prior and the improper prior
π(σ2) ∝ σ−1 the lower bound did equal zero in several replications thereby resulting in a coverage
not equal to zero in this situation. Note that, since the lower bound did not equal zero in all
replications, the resulting coverage for these priors was low when the population values were equal
to zero. For ML, the lower bound of the confidence interval can be negative.
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prior IG(0.001, 0.001), and the EB1 prior performed worst. Across all parameters,
the improper prior π(σ2) ∝ σ−1 and the vague proper prior IG(0.1, 0.1) performed
best.
Table 2.6: Coverage rates of 95% Bayesian credible intervals and 95% confidence in-
tervals for each default prior and ML estimation, averaged across population values,
for selected parameters













Sample size = 35
Mplus default 96.5 97.2 98.2 97 96.9 97.3 98.2 97.7 97.1 96.6 98 98 97.7
π(σ2) ∝ σ−1 96.2 96.3 96.7 96.4 96.2 96 97.2 97 96.4 98.2 83.3 95.3 98.8
IG(0.001, 0.001) 94.8 95 95.4 96 94.9 95 95.4 95.8 94.9 98.2 91.2 92.5 98.1
IG(0.01, 0.01) 91.8 94.5 94 93.6 91.9 94.3 90.8 91.3 86.2 98.8 94 94 99
IG(0.1, 0.1) 93.4 96.3 96 94.9 93.6 95.8 94.5 94.7 88.2 98.1 95.7 95.3 98.9
Vague normal 96.7 97.8 98.1 97 97 97.5 98.1 97.7 95.1 96.9 97.9 98.1 97.6
EB1 94.9 77.6 91.6 93.4 95 72.4 88.5 87.1 91.7 64.6 79.3 88.8 84.7
EB2 96.3 81.4 96.0 95.0 96.9 74.2 91.1 89.2 95.0 95.3 77.8 98.0 96.4
ML 93 90.2 93.7 93.8 92.7 90.9 92.9 93.1 87.4 90.7 90.4 92 94
Sample size = 75
Mplus default 94.3 95.8 95.6 94.1 94.5 94.8 95.3 95.4 94.7 94.5 95.8 94.5 95.6
π(σ2) ∝ σ−1 94.4 95.2 95.8 94.4 94.7 94.9 95 95.4 94.3 97.6 92.8 93.8 96.3
IG(0.001, 0.001) 91.6 92.2 92.7 91.6 91.8 91.8 91.5 91.8 90.5 94.7 72.5 87.9 89.9
IG(0.01, 0.01) 94.4 95 95.4 94.2 94.5 94.5 94.4 94.7 93.3 97.7 93 91.5 96.5
IG(0.1, 0.1) 94.4 95.8 95.3 94.3 94.4 95.2 94.4 94.8 93.5 97.1 95.1 92 97.9
Vague normal 95.3 96.6 97 95.1 95.6 96.3 96.2 95.9 95.2 96.3 96.4 94.9 96.3
EB1 92.8 82.5 89.1 90.8 93.3 80.6 91.3 90.3 92.6 73.2 81.5 89.1 86.3
EB2 94.2 87.4 95.1 92.5 94.8 83.3 92.9 92.2 94.6 94.1 76.8 95.1 95.2
ML 93.9 93.6 95.3 93.8 94.1 93.3 94.5 94.7 92.0 92.7 93.0 92.8 95.2
Note. ML = maximum likelihood estimation. EB1 = Empirical Bayes prior location and variance parameters.
EB2 = EB prior location parameters combined with π(σ2) ∝ σ−1 prior variance parameters. Vague normal =
π(σ2) ∝ 1 prior for variance parameters combined with the normal N(0, 1000) prior for measurement intercepts
and the normal N(0, 100) prior for the other location parameters. Mplus default = π(σ2) ∝ 1 combined with the
normal N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper priors variance parameters. IG(0.001, 0.001),
IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters. Location parameters have the normal
N(0, 1010) prior, except for the vague normal and EB priors. Coverage rates lower than 92.5% and higher than
97.5% are shown in bold.
Quantiles
Even in the case of perfect coverage rates of 95%, it may be that the under-
estimation of the interval estimate occurs much more often than overestimation (or
the other way around). To assess this, we investigated the lower 2.5% and upper
97.5% quantiles. The quantiles were obtained by computing how often the lower
2.5% and upper 97.5% bounds of the credible/confidence intervals were above or be-
low the true population value. Figure 2.4 shows the quantiles for N = 35 with the
dashed lines indicating 2.5% and 97.5%. The results are categorized by structural
regression coefficients, intercepts and latent mean, factor loadings, and variance pa-
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rameters. The numerical values on which Figure 2.4 is based are available in the
supplemental material. For the lower quantile, all priors resulted in quantiles close
to the desired 2.5% except for the two EB prior settings in the case of intercepts
and the vague proper priors in the case of factor loadings. For the upper quantile,
the noninformative improper priors and the vague normal prior generally performed
best with upper quantiles close to or slightly higher than 97.5%. For the structural
regression coefficients and factor loadings, the EB priors performed worst, followed
by ML estimation. For the variance parameters, the EB1 prior performed badly,
as did ML estimation. For the intercepts, all priors and ML estimation resulted in
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Figure 2.4: 2.5% and 97.5% quantiles for each default prior and maximum likeli-
hood (ML) estimation for N = 35. ML = maximum likelihood estimation. EB1
= Empirical Bayes prior location and variance parameters. EB2 = EB prior lo-
cation parameters combined with π(σ2) ∝ σ−1 prior variance parameters. Vague
normal = π(σ2) ∝ 1 prior for variance parameters combined with the normal
N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the
other location parameters. Mplus default = π(σ2) ∝ 1 combined with the normal
N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper priors variance param-
eters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance
parameters. Location parameters have the normal N(0, 1010) prior, except for the
vague normal and EB priors. Vertical dashed lines indicate the desired 2.5% and
97.5%.
Figure 2.5 shows the quantiles for N = 75, which were all closer to the desired
quantiles compared to N = 35. For the lower quantile, the EB priors resulted in too
high quantiles for the intercepts. Note also the outliers for the vague proper prior
IG(0.001, 0.001) across parameters. For the upper quantile, the EB priors again
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performed worst for the structural regression coefficients and loadings, followed by
ML estimation. For the variance parameters, the EB1 prior and ML estimation also
performed badly, while for the intercepts all priors and ML estimation resulted in
quantiles close to the desired 97.5%. For N = 150, most priors resulted in quantiles
close to the desired 2.5% and 97.5%, except for the vague normal and EB2 priors
which were slightly higher or lower for some parameters. For N = 500, all methods
generally resulted in correct quantiles.
To conclude, overall the EB priors performed worst in terms of quantiles, while
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Figure 2.5: 2.5% and 97.5% quantiles for each default prior and maximum likeli-
hood (ML) estimation for N = 75. ML = maximum likelihood estimation. EB1
= Empirical Bayes prior location and variance parameters. EB2 = EB prior lo-
cation parameters combined with π(σ2) ∝ σ−1 prior variance parameters. Vague
normal = π(σ2) ∝ 1 prior for variance parameters combined with the normal
N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the
other location parameters. Mplus default = π(σ2) ∝ 1 combined with the normal
N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper priors variance param-
eters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance
parameters. Location parameters have the normal N(0, 1010) prior, except for the
vague normal and EB priors. Vertical dashed lines indicate the desired 2.5% and
97.5%.
Direct and indirect effect
In practice, researchers often are mainly interested in those parameters related
to the research question. In this model the parameters of substantive interest are
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the direct effect γ65 and the indirect effect γ60 · b21. Figure 2.6 shows the MSEs of
the direct and indirect effect for the different priors and ML estimation for N = 35
and N = 75. The figure shows that for N = 35, the vague normal and EB priors
resulted in the smallest MSEs for the direct effect; the other methods showed slightly
worse results. For the indirect effect and N = 35, the smallest MSEs were obtained
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Figure 2.6: Mean squared error (MSE) for each default prior and maximum likeli-
hood (ML) estimation for the direct effect γ65 and the indirect effect γ60 · b21. ML =
maximum likelihood estimation. EB1 = Empirical Bayes prior location and variance
parameters. EB2 = EB prior location parameters combined with π(σ2) ∝ σ−1 prior
variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance parameters com-
bined with the normal N(0, 1000) prior for measurement intercepts and the normal
N(0, 100) prior for the other location parameters. Mplus default = π(σ2) ∝ 1 com-
bined with the normal N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative improper
priors variance parameters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague
proper priors variance parameters. Location parameters have the normal N(0, 1010)
prior, except for the vague normal and EB priors.
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Furthermore, we consider the type 1 error rates for the direct and indirect
effect, i.e., the percentage of replications for which zero is not included in the 95%
credible interval, or in the 95% confidence interval for the ML estimates, when the
population value is zero. Table 2.7 shows the type 1 error rates for the different priors
and different population conditions. For N = 35, the error rates for the direct effect
were closest to the nominal 5% for the vague proper priors. For the Mplus default
setting and the vague normal prior, the rates were too low. For the EB priors and
for ML estimation the type 1 error rates were too high. For the indirect effect, the
differences between priors were smaller and in general, most priors resulted in error
rates close to 5%, except for the vague normal and EB2 priors which resulted in
error rates that were too low. For N = 75, the EB priors again resulted in error
rates that were too high for the direct effect, while the rates for ML estimation were
closer to 5%. For the indirect effect, all priors and ML estimation generally resulted
in error rates slightly higher than 5%. For N = 150 and N = 500 all type 1 error
rates were generally close to 5%, except for the direct effect for the vague proper
priors and EB priors when N = 150.
Table 2.7: Type 1 error rates for the direct and indirect effect, for the different
default priors in different population conditions
Parameter Mplus default π(σ2) ∝ σ−1 IG(0.001, 0.001) IG(0.01, 0.01) IG(0.1, 0.1) Vague normal EB1 EB2 ML
Sample size = 35
Direct effect 2.6 NA 5.9 4.1 3.5 2.0 15.8 12.1 10.9
Indirect effect 4.2 4.0 NA 5.1 5.2 2.9 4.4 2.8 5.1
Sample size = 75
Direct effect 3.5 4.0 4.6 4.3 3.4 3.0 13.7 9.7 6.0
Indirect effect 6.1 6.1 6.5 6.4 6.1 5.4 7.1 6.1 6.3
Note. ML = maximum likelihood estimation. EB1 = Empirical Bayes prior location and variance parameters. EB2 = EB
prior location parameters combined with π(σ2) ∝ σ−1 prior variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance
parameters combined with the normal N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the other
location parameters. Mplus default = π(σ2) ∝ 1 combined with the normal N(0, 1010) prior. π(σ2) ∝ σ−1 = noninformative
improper priors variance parameters. IG(0.001, 0.001), IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters.
Location parameters have the normal N(0, 1010) prior, except for the vague normal and EB priors. Some results are not available
(NA) for conditions that did not have at least 50% convergence.
Based on these results, we can conclude that there is not one default prior that
performed consistently better than the other priors or than ML estimation across
all parameters or outcomes, especially in small samples. When looking across all
parameters for N = 35, ML estimation performed best in terms of bias; in terms
of MSE, the EB priors performed best. However, both the EB priors and ML
estimation performed badly in terms of coverage and quantiles. The vague proper
priors performed worst in case of bias and MSE but best in terms of coverage and
type 1 error rates for the direct effect and indirect effect. Overall, the noninformative
improper priors π(σ2) ∝ 1 and π(σ2) ∝ σ−1 performed best across all parameters and
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outcomes with good coverage rates and quantiles, and average bias and MSE. One
disadvantage of the improper priors in small samples is their high nonconvergence
percentage, especially for π(σ2) ∝ σ−1.
Of the noninformative improper priors, the Mplus default setting (i.e., π(σ2) ∝
1 for variances coupled with N(0, 1010) for location parameters) performed best in
terms of bias for the location parameters, but worse than π(σ2) ∝ σ−1 for the vari-
ance parameters. In terms of coverage rates, the Mplus default setting outperformed
the π(σ2) ∝ σ−1 prior, especially for the variance parameters. For the MSE and
quantiles, they did not differ substantially. When considering the direct and indi-
rect effect, the parameters of practical interest, both noninformative improper priors
performed good in terms of bias and coverage. Finally, although the type 1 error
rate for the direct effect was slightly too low for the Mplus default setting when
N = 35, this result was not available for the π(σ2) ∝ σ−1 prior, due to high non-
convergence. Based on these differences in performance between the noninformative
improper priors, we thus recommend the Mplus default priors as general choice for
BSEM, with the important observation that this setting does not perform perfectly.
Even though the different default priors that were investigated in this section
are routinely used in practice, their performance varies greatly across conditions.
Therefore a prior sensitivity analysis is highly recommendable, especially in small
samples when clear prior information is absent. The next section will provide guide-
lines on how to perform such an analysis in default BSEM.
2.5 A practical guide to prior sensitivity analysis
Given the results of the simulation study and in line with recommendations
by (B. O. Muthén & Asparouhov, 2012, p. 320), prior sensitivity analysis is an
important step in BSEM. The goal of a prior sensitivity analysis is to assess whether
the results of the BSEM analysis are influenced by the specific default prior that is
used. When the conclusions are similar using the different default priors, we can be
confident that the results are reliable and robust to default prior specification. On
the other hand, if the different default approaches result in substantially different
conclusions, some care must be taken regarding the reliability of the results.
A prior sensitivity analysis can be conducted by rerunning the analysis with
different choices for the prior. Due to the large number of parameters, possible prior
choices, and possible settings for each choice, conducting a sensitivity analysis can
become quite involved. Nevertheless, prior sensitivity analysis is particularly rele-
vant in the context of SEM. Due to the complex relationships inherent in structural
equation models, a prior on a specific parameter can indirectly influence other parts
of the model as well. Consequently, the effects of the prior for different parameters
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may cancel out, but can also accumulate. Moreover, some parameters are more
influenced by their prior distribution (e.g., variances of latent variables) compared
to other parameters (e.g., residual variances). If a parameter is highly influenced by
its prior distribution, this influence can carry through the model and affect other
parameters as well. Depaoli and van de Schoot (2017) provided guidelines on con-
ducting prior sensitivity analyses for Bayesian analyses with informative priors. The
goal of this section is to provide a step-by-step guide on how to conduct a prior sen-
sitivity analysis in BSEM using default priors. This analysis is recommended when
prior information is weak, or when a researcher prefers to exclude external informa-
tion in the statistical analysis. We will illustrate the guidelines on the democracy
and industrialization model from Section 2.
Step 1: Decide which parameters to investigate
The first step in conducting a sensitivity analysis for structural equation mod-
els is to decide which parameters to focus on. Although it is important to change the
prior on each parameter, there are generally only a few parameters of substantive
interest (e.g., the direct and indirect effect in the model considered throughout this
paper). Therefore, we recommend to focus primarily on the parameters of substan-
tive interest in determining the sensitivity to the prior. Which parameters are of
interest will, of course, vary across different applications. In addition to the param-
eters of substantive interest we recommend to focus on the latent variable variances
in the model as well since these are generally most sensitive to the choice of the
prior. These variance parameters can therefore unduly influence other parameters
as well. In this first step, it is also helpful to consider which magnitudes of changes
in the parameter values would constitute meaningful differences in the parameters.
These magnitudes will be used in Step 4 to determine when a parameter is sensitive
to the choice of the prior.
Step 2: Decide which priors to include
The second step consists of deciding which priors to include. Software such as
Mplus limits the choice of possible priors by allowing a limited set of prior choices,
such as normal priors for location parameters (e.g., intercepts, regression coefficients)
and inverse Gamma priors for variance parameters. Given the large number of
parameters in the model, it is infeasible to alter the prior for each parameter one
at a time. In addition, it is more realistic to change the prior for all parameters in
the model simultaneously because in general researchers will specify the same type
of default prior for all parameters in the model.
45
Chapter 2
Based on the results of the simulation study, we recommend to include the
following default priors in the prior sensitivity analysis: the noninformative improper
priors π(σ2) ∝ σ−1 and π(σ2) ∝ 1, and the vague proper priors IG(ϵ, ϵ) with ϵ =
0.001, 0.01, and 0.1 for variance parameters, combined with the vague proper prior
N(0, 1010) for location parameters; the vague normal prior; and the EB priors. Note
that it is important to consider multiple values for ϵ when considering the vague
proper prior IG(ϵ, ϵ), since the choice of ϵ can have a large influence on the results.
When the results are not robust to the exact choice of ϵ, we do not recommend
using these priors for drawing substantive conclusions. On the other hand, when the
results are robust to the choice of ϵ, the results are reliable for drawing substantive
conclusions. We do not recommend to include the improper prior π(σ2) ∝ σ−2, due
to its severe nonconvergence.
Furthermore, when prior knowledge is available, a researcher can use an in-
formative prior. This prior can be specified by choosing the hyperparameters in
such a way that the resulting prior has high probability on those parameter values
deemed plausible by previous research or by an expert in the field. The challenge in
specifying informative priors is to specify the hyperparameters such that the prior
probability that the parameter falls in a plausible parameter region equals a certain
percentage, e.g., 95%. When informative priors are used, we follow the recommen-
dation of Depaoli and van de Schoot (2017) to compare the results of the informative
priors to results obtained using default priors.
Step 3: Technical implementation (Mplus)
The R package MplusAutomation (Hallquist & Wiley, 2014) can be used to
automatically create and run the Mplus input files for the analyses with different
priors. Subsequently, the results of all analyses can be read into R simultaneously.
In the supplemental material we provide the code for our sensitivity analysis, which
can be used as a template for a prior sensitivity analysis using MplusAutomation.
One issue when conducting the analyses in an automatic way is how to as-
sess convergence. When using Markov Chain Monte Carlo (MCMC) sampling, it is
important to ensure that the chains converge to the posterior distribution. Mplus
provides an automatic criterion based on the potential scale reduction (PSR). Sam-
pling will continue until the cut-off for the PSR defined in the BCONVERGENCE
option is reached or before that if the maximum number of iterations is reached
(specified through the BITERATIONS option). The maximum number of itera-
tions should depend on the model under consideration, with more complex models
requiring a larger number of iterations and preliminary analyses can be conducted
to get an indication of the required number of iterations. In addition, when using
the PSR it is recommended to rerun the analysis with twice as many iterations to
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avoid preliminary fulfillment of the PSR criterion. More information on the PSR
can be found in Gelman and Rubin (1992) or the Mplus User guide (L. K. Muthén
& Muthén, 1998-2012). A second option is to not rely on the automatic criterion
to determine the number of iterations, but to specify a fixed number of iterations
(using the FBITERATIONS options) and subsequently assessing convergence diag-
nostics, such as the PSR. Again, preliminary analyses can be conducted to get an
indication of the required number of iterations. Note that there exist other methods
to automatically assess convergence, for example, blavaan has a setting which relies
on the PSR in combination with Raftery and Lewis (1991) convergence diagnostic to
determine the number of draws. Regardless of which automated criterion is used to
assess convergence, it is highly recommended to check the traceplots of the posterior
draws for all parameters.
Step 4: Interpretation of the results
The marginal posterior distributions for each parameter in the model can be
summarized in different ways. As Bayesian point estimates the mean, median, or
mode can be used. By default, Mplus provides the posterior median, which is also the
summary we used. In addition, we considered the 95% credible interval. As noted
in Step 1, in order to conclude whether the results are sensitive to the prior, the
researcher must first decide what constitutes a meaningful difference in parameters
of interest, based on the application at hand. In other words, boundaries must be
specified for the changes in results across the priors; if a change in a parameter
exceeds this boundary, the parameter can be classified as sensitive. Changes can
be evaluated by comparing the results obtained with a specific prior to the results
obtained with the original prior distribution. To define a meaningful boundary, it
may be helpful to set the bounds on the standardized estimates, which are generally
easier to interpret. In addition, because the standardized estimates automatically
include the scale of the variables, only the sensitivity of the latent mean, intercept,
loading, and regression parameters needs to be considered. However, other options
are possible, for example the threshold can be based on qualitative differences. One
such option is to classify a parameter as sensitive if a different prior results in a
different sign of the estimate, or if the EPC (Saris, Satorra, & van der Veld, 2009),
or EPC-interest (Oberski, 2014) exceeds a certain cut-off. The EPC or “expected
parameter change” estimates the change in a parameter when relaxing a constraint,
while the EPC-interest estimates the expected change in the parameter of interest.
Sensitivity with respect to other outcomes may also be evaluated, such as whether
the credible interval includes zero or not; or whether model fit measures, such as




The results of the prior sensitivity analysis can fall into one of three categories:
(1) the results are not sensitive to the choice of the prior; (2) the results obtained
using default priors do not vary, but these results differ from the result obtained
using informative priors; and (3) the results vary across all priors, both default
and informative. In scenario (1) we can conclude that the results are robust to the
choice of the prior. In scenario (2) the information embedded in the informative prior
influences the results, as would be expected. As noted by Berger (2006), subjective
prior elicitation is difficult and can generally only provide certain characteristics of
the prior (e.g., the location), whereas other features (e.g., the parametric form) are
typically chosen in a convenient way. Thus, in scenario (2), the researcher should
be certain that the chosen informative prior is an accurate reflection of one’s prior
belief, in terms of the prior guess (i.e., the prior mean) and the prior uncertainty
(i.e., the prior variance and prior’s distributional form). If the certainty about
the informative prior cannot be warranted, the analysis based on default priors is
recommended for substantive conclusions. If the informative prior is an accurate
representation of the prior beliefs, the results from this prior can be used for final
conclusions, while the results of the default analyses can be used as a reference.
In scenario (3) there is an additional difficulty that the results are also not
robust to the different default priors. This may occur when the sample is relatively
small and the prior is (possibly unintentionally) relatively informative. In this sit-
uation, one option is to collect more data.The advantage of Bayesian analysis is
that we can simply collect additional data and combine it with the original data,
whereas classical methods, such as confidence intervals and p-values, require a fixed
sampling plan before data analysis (e.g., Robert, 2007, p. 23). Thus, the researcher
can continue to collect additional observations until the results are no longer sensi-
tive to the priors. However, it is not always feasible or possible to collect more data.
In that case, we recommend that the researcher reports all results or the range of
results obtained using the different default priors. The range can be computed by
first combining all posterior draws from the different priors, and then computing
the median and the lower and upper bounds of the 95% credible interval of the com-
bined set of posterior draws. In addition, differences between default priors can be
examined graphically, for example using boxplots such as those shown in Figure 2.7.
The interpretation should then focus on how the substantive conclusions (e.g., the
effect size of the indirect effect) vary across the default priors. This mirrors the
recommendation of Leamer (1983) and relates to robust Bayesian analysis (Berger,
2006), where the results from multiple prior distributions are combined to obtain a
range of results.
Note that the three scenarios can occur for different parameters. If results
between priors vary only for the nuisance parameters and not for the parameters of
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interest (i.e., the direct and indirect effect), reliable conclusions can be drawn about
these parameters of interest. Only when the researcher wishes to draw conclusions
about the complete fitted model, sensitivity of the nuisance parameters to the priors
should be taken into account.
2.6 Empirical application: democracy and
industrialization data
We applied these steps to the original data from the democracy and industri-
alization application, which has a sample size of 75. In addition, we took the first 35
observations of the original data to illustrate a prior sensitivity analysis in a situa-
tion where the results are quite sensitive to the choice of the prior. For comparison,
we also include the ML estimates in the results.
Step 1
In this specific application, the parameters of substantive interest are the direct
effect γ65 and the indirect effect γ60 · b21. We decided that a standardized change
of 0.1 would constitute a meaningful difference in the parameters. Note that the
variables have been standardized with respect to the variances of both y and x.
Step 2
We include in our sensitivity analysis the noninformative improper prior π(σ2) ∝
σ−1 (combined with the vague proper prior N(0, 1010) for location parameters), the
Mplus default setting (i.e., π(σ2) ∝ 1 for variance parameters and N(0, 1010) for
location parameters), the vague proper priors (with ϵ = 0.1, 0.01, and 0.001, com-
bined with the vague proper prior N(0, 1010) for location parameters), the vague
normal prior, and the EB priors. The Mplus default prior setting is used as base-
line to which the other priors are compared. In general, however, the original prior
distribution will serve as baseline. Although we do not recommend the use of the
improper prior π(σ2) ∝ σ−2, we did include this prior in the sensitivity analysis for
illustrative purposes.
In addition, informative priors are available in Dunson et al. (2005) for this
model based on expert knowledge, which we included in our prior sensitivity analysis
(see the online supplemental material). We assume that these priors reflect the




We ran the analyses using MplusAutomation. All files for our analyses are
available in the supplemental material. We did not rely on the PSR criterion to
determine the amount of iterations, but instead specified a fixed number of 75,000
iterations (through the FBITERATIONS option). For each analysis, we checked
whether the PSR < 1.1 for all parameters and we eyeballed each traceplot to ensure
convergence. An example of a traceplot illustrating convergence and the correspond-
ing estimated posterior densities is available in the online supplemental material.
Step 4
To assess sensitivity, we compared the standardized median for each prior with
the standardized median obtained when using the Mplus default prior settings (the
baseline). The Mplus default settings correspond to a normal prior, N(0, 1010), for
means and regression parameters and an improper prior, π(σ2) ∝ 1, for variances,
implemented as an inverse Gamma prior, IG(−1, 0). Note that, in practice, the
original prior distributions will serve as baseline. As noted in Step 1, a standardized
change of 0.1 would constitute a meaningful difference. Consequently, if the stan-
dardized median of a prior deviated more than 0.1 from the standardized median
obtained under the baseline, we concluded that the results are sensitive to the prior.
We will first discuss the results for the original data (N = 75) followed by the results
for N = 35.
Results original data (N = 75)
Table 2.8 shows the standardized and unstandardized ML estimates and pos-
terior medians for the direct effect for each analysis and sample size, as well as the
95% confidence and credible intervals. Standardized estimates that deviate more
than 0.1 from the estimates obtained with the Mplus default setting are presented
in bold. It is clear that for N = 75, none of the estimates exceed the cut-off and
thus we can conclude that the direct effect is not sensitive to the prior. There are
differences between the priors in terms of credible intervals. Specifically, for the
informative prior, the lower bound is negative while it is positive for all other priors
and ML estimation. Consequently, a test for the direct effect using the informative
prior would result in the conclusion that the effect is not substantially different from
zero, while the other priors and ML estimation would lead to this conclusion. Note
that the informative prior results in the smallest credible interval because of the
additional information added through the prior. In addition, the EB priors have
slightly smaller credible intervals compared to the other default priors, because the
EB priors include more prior information than the default priors.
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Table 2.8: Standardized and unstandardized point estimates and 95% confidence











Sample size = 35
Mplus default 0.299 1.137 0.132 2.193 2.061
π(σ2) ∝ σ−1 0.284 1.052 0.090 2.087 1.997
IG(0.001, 0.001) 0.270 0.990 0.074 2.041 1.967
IG(0.01, 0.01) 0.278 1.019 0.059 2.029 1.970
IG(0.1, 0.1) 0.283 1.052 0.088 2.053 1.965
Vague normal 0.293 1.085 0.114 2.086 1.972
EB1 0.270 0.975 0.160 1.741 1.581
EB2 0.274 0.997 0.137 1.812 1.675
Informative 0.090 0.225 -0.427 0.791 1.218
Sample size = 75
Mplus default 0.183 0.574 0.098 1.092 0.994
π(σ2) ∝ σ−1 0.177 0.554 0.082 1.046 0.964
IG(0.001, 0.001) 0.174 0.552 0.089 1.023 0.934
IG(0.01, 0.01) 0.175 0.549 0.078 1.031 0.953
IG(0.1, 0.1) 0.177 0.555 0.084 1.052 0.968
Vague normal 0.182 0.569 0.096 1.080 0.984
EB1 0.153 0.475 0.055 0.873 0.818
EB2 0.158 0.488 0.064 0.910 0.846
Informative 0.109 0.288 -0.126 0.678 0.804
ML 0.182 0.572 0.114 1.030 0.916
Note. ML = maximum likelihood estimation. EB1 = Empirical Bayes prior location and
variance parameters. EB2 = EB prior location parameters combined with π(σ2) ∝ σ−1 prior
variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance parameters combined with
the normal N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the
other location parameters. Mplus default = π(σ2) ∝ 1 combined with the normal N(0, 1010)
prior. π(σ2) ∝ σ−1 = noninformative improper priors variance parameters. IG(0.001, 0.001),
IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters. Location parameters
have the normal N(0, 1010) prior, except for the vague normal, EB, and informative priors.
Standardized estimates deviating more than 0.1 from the estimate obtained under the Mplus
default prior settings are shown in bold.
Table 2.9 shows the point estimates and 95% confidence and credible intervals
for the indirect effect for each analysis and sample size. None of the estimates
exceed the cut-off of 0.1 and thus the indirect effect is not sensitive to the choice
of the prior. The confidence and credible intervals for the indirect effect show less
variation compared to the direct effect so that conclusions based on interval testing
for the indirect effect would not differ across the Bayesian methods or ML estimation.
Only the width of the credible intervals differ, with the informative prior showing
the smallest credible intervals, followed by the EB priors.
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Table 2.9: Standardized and unstandardized point estimates and 95% confidence











Sample size = 35
Mplus default 0.430 1.572 0.556 2.938 2.382
π(σ2) ∝ σ−1 0.446 1.599 0.580 2.962 2.382
IG(0.001, 0.001) 0.459 1.627 0.603 2.992 2.389
IG(0.01, 0.01) 0.456 1.622 0.609 2.996 2.387
IG(0.1, 0.1) 0.452 1.622 0.623 2.976 2.353
Vague normal 0.422 1.505 0.537 2.798 2.261
EB1 0.405 1.417 0.537 2.546 2.009
EB2 0.387 1.353 0.473 2.487 2.014
Informative 0.461 1.125 0.593 1.897 1.304
Sample size = 75
Mplus default 0.385 1.191 0.522 1.982 1.460
π(σ2) ∝ σ−1 0.394 1.221 0.548 2.017 1.469
IG(0.001, 0.001) 0.399 1.241 0.569 2.050 1.481
IG(0.01, 0.01) 0.397 1.229 0.561 2.035 1.474
IG(0.1, 0.1) 0.393 1.208 0.553 2.011 1.458
Vague normal 0.383 1.177 0.522 1.950 1.428
EB1 0.376 1.150 0.592 1.801 1.209
EB2 0.364 1.108 0.554 1.751 1.197
Informative 0.377 0.988 0.582 1.482 0.900
ML 0.396 1.242 0.542 1.941 1.399
Note. ML = maximum likelihood estimation. EB1 = Empirical Bayes prior location and
variance parameters. EB2 = EB prior location parameters combined with π(σ2) ∝ σ−1 prior
variance parameters. Vague normal = π(σ2) ∝ 1 prior for variance parameters combined with
the normal N(0, 1000) prior for measurement intercepts and the normal N(0, 100) prior for the
other location parameters. Mplus default = π(σ2) ∝ 1 combined with the normal N(0, 1010)
prior. π(σ2) ∝ σ−1 = noninformative improper priors variance parameters. IG(0.001, 0.001),
IG(0.01, 0.01) , IG(0.1, 0.1) = vague proper priors variance parameters. Location parameters
have the normal N(0, 1010) prior, except for the vague normal, EB, and informative priors.
Standardized estimates deviating more than 0.1 from the estimate obtained under the Mplus
default prior settings are shown in bold.
Results subset original data (N = 35)
For the subset of 35 observations from the original data, the ML analysis led to
empirical weak identification and inadmissible estimates due to the small sample size
and thus these results are excluded. The standardized and unstandardized posterior
medians, and 95% credible intervals for the direct effect are presented in Table 2.8.
The standardized median for the informative prior is shown in bold, indicating that
this estimate differs more than 0.1 from the estimate obtained under the Mplus
default setting. In addition, the informative prior is the only prior resulting in a
negative lower bound of the 95% credible interval. Thus, for N = 35, the direct
effect is sensitive to the choice of the prior. The results for the indirect effect are
presented in Table 2.9. Again, the indirect effect is less sensitive to the choice of
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the prior. None of the standardized estimates exceed the cut-off and the only clear
difference between the priors is that the width of the credible interval is smallest for
the informative prior, followed by the EB priors.
Conclusions from the prior sensitivity analysis
Based on the scenarios described in Step 4 of the prior sensitivity guide, we
can thus conclude that for N = 75, the estimates of the parameters of interest (i.e.,
the direct and indirect effect) are robust to the choice of the prior (scenario (1)).
However, the credible interval for the direct effect included zero for the informative
prior whereas it did not include zero for the default priors. Thus, when testing the
direct effect, we find ourselves in scenario (2). The same holds for N = 35, where
both the estimate and credible interval of the direct effect were sensitive to the
informative prior. Therefore, careful consideration of the informative prior for the
direct effect is necessary. The informative prior for the direct effect was the normal
prior N(0.5, 2), which results in 95% prior probability on the interval (−3.43, 4.42)
(see the online supplemental material). Compared to the default priors, which are
more spread out, the informative prior shrinks the estimate for the direct effect
towards the prior mean, resulting in a smaller estimate. If the informative prior has
been specified with care and accurately reflects the prior beliefs (we assume this was
the case), the results obtained with the informative prior can be used for substantive
conclusions, which implies no significant direct effect. The default analysis, which
suggest a significant direct effect, can be reported as a reference analysis to show
that the information in the data implies a significant direct effect.
For both sample sizes, the nuisance parameters were sensitive to the default
priors as well. Thus, if the goal of the analysis is to draw conclusions about the full
model, scenario (3) is applicable. If no informative priors were specified, and if it
is not possible to collect more data, the researcher should consider and report the
(range of) results from all default priors. By combining the posterior draws from all
default priors and computing the median and bounds of the 95% credible interval,
we can obtain a range for all parameters, which is reported in Table 2.10. Some
of the credible intervals based on all posterior draws are very wide. This common
behavior of a robust Bayesian analysis (e.g., Berger, 2006) can be explained by the
fact that there is very little information in the data to fit the relatively complex
SEM model.
Additionally, we can examine the differences between the default priors graphi-
cally, for example by plotting the standardized posterior medians for each parameter,
as is done in Figure 2.7 for the structural intercept α60. From Figure 2.7 we can
see that for N = 35, the estimated medians vary from -1.4 to -2 and the researcher
should further examine these differences between the priors. For example, in this
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case, the smallest estimates are obtained using the EB priors, whereas the improper
and vague proper priors generally result in estimates close to -2, and the vague nor-
mal prior lies in between. Of the default priors, the EB priors are most informative,
as they include information regarding the ML estimates. The improper and vague
proper priors are least informative, since they have the largest posterior variance,
and the vague normal prior lies in between. Thus, for more informative default
priors, the estimate for α60 becomes smaller. If informative priors were specified
and scenario (3) is applicable, the researcher should carefully consider each of the
informative priors and if in doubt whether the prior accurately reflects the prior
belief, the researcher should consider the results of all default priors.
Table 2.10: Posterior medians and lower and upper bounds of the 95% credible
interval based on all posterior draws from sensitivity analyses with default priors.
Parameter Lower bound 95% CI Median Upper bound 95% CI Lower bound 95% CI Median Upper bound 95% CI
Sample size = 35 Sample size = 75
γ60 0.211 0.538 0.771 0.211 0.428 0.617
γ65 0.032 0.281 0.530 0.032 0.172 0.323
b21 0.541 0.780 0.953 0.541 0.885 0.971
γ60 · b21 0.114 0.420 0.735 0.114 0.379 0.599
λy1 0.609 0.845 0.955 0.609 0.845 0.919
λy2 0.492 0.737 0.886 0.492 0.692 0.811
λy3 0.456 0.721 0.871 0.456 0.717 0.826
λy4 0.637 0.842 0.951 0.637 0.831 0.909
λy5 0.683 0.850 0.936 0.683 0.802 0.882
λy6 0.528 0.758 0.887 0.528 0.726 0.832
λy7 0.668 0.839 0.931 0.668 0.818 0.894
λy8 0.483 0.718 0.861 0.483 0.812 0.892
λx1 0.887 0.950 0.986 0.887 0.917 0.957
λx2 0.935 0.985 1.000 0.935 0.973 0.998
λx3 0.742 0.868 0.935 0.742 0.867 0.919
µξ 5.781 7.775 10.120 5.781 7.415 9.038
α60 -3.750 -1.694 0.898 -3.750 -0.723 0.972
α65 -3.458 -1.791 -0.179 -3.458 -0.999 0.022
νy2 -1.959 -0.741 0.015 -1.959 -0.600 -0.086
νy3 -0.637 0.258 1.091 -0.637 0.213 0.768
νy4 -1.575 -0.308 0.395 -1.575 -0.692 -0.226
νy6 -1.600 -0.850 -0.223 -1.600 -0.857 -0.370
νy7 -0.649 0.038 0.663 -0.649 -0.108 0.384
νy8 -1.076 -0.328 0.359 -1.076 -0.704 -0.238
νx2 -5.936 -4.254 -3.001 -5.936 -4.060 -3.095
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Figure 2.7: Standardized posterior medians for α60 in the prior sensitivity analysis.
2.7 Discussion
Bayesian methods are a useful alternative to ML estimation for structural
equation models. In the case of small samples, ML estimation can result in em-
pirical weak identification and inadmissible estimates whereas BSEM analyses can
prevent these problems. In order to use the BSEM framework, however, prior dis-
tributions must be specified for the model parameters. In this paper, we focused
on default priors that can be applied in an automatic fashion for a BSEM analysis
when prior knowledge is absent or if a researcher does not wish to include external
information. Based on the results, we recommend the Mplus default setting (i.e.,
the noninformative improper prior π(σ2) ∝ 1 for variance parameters, combined
with the vague proper prior N(0, 1010) for location parameters) as general default
prior for BSEM. In general, we recommend against the use of the improper prior
π(σ2) ∝ σ−2, since it suffers from major convergence problems, and against the
vague proper priors which approximate this improper prior and consequently lead
to instable MCMC estimation. The vague proper priors can be considered in the
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prior sensitivity analysis, only when multiple values for the hyperparameters are
included and the results do not vary across these choices. The performance of the
different default priors varied greatly across conditions. For this reason it is highly
recommended to consider several default priors when performing a default BSEM
analysis, to assess robustness of the results to the choice of the prior.
For N = 35, ML estimation performed better than the Bayesian methods
in terms of bias. This can be explained by the fact that ML estimation does not
force the separate variances to be positive, while the priors we have considered
are only defined in the region where the separate variances are positive. In the
case of small samples, the likelihood has support for negative variances while the
default priors give probability zero to negative variances to obtain interpretable
estimates at the cost of introducing some bias. Given that variance parameters
are often nuisance parameters, one might argue that minimizing bias is preferred
over interpretable estimates. It would be interesting to adopt a Bayesian approach
where priors for the variances have support in the negative subspace of certain
variance parameters and compare the bias to ML estimation (e.g., Mulder & Fox,
2013). Generally, however, ML estimation cannot be recommended for small samples
(N = 35) due to the low coverage rates for the variance parameters and high type
1 error rates for testing direct effects. For larger samples (i.e., N = 75, 150, 500)
ML performed good in terms of all outcome measures and generally outperformed
the Bayesian methods. Therefore, if ML estimation is feasible, it is recommended
for large samples (N ≥ 75). Note, however, that for more complex models than
the SEM studied here new simulations have to be performed to check whether the
sample size of the data at hand is large enough to fit this more complex model using
ML. Additionally, ML estimation has the disadvantage that confidence intervals
depend on the sampling plan. This implies that optional stopping or deciding to
collect more data because of inaccurate results (i.e., wide confidence intervals) is
not straightforward to incorporate in a classical analysis using confidence intervals
(e.g., Robert, 2007, p. 23). Bayesian credible intervals, on the other hand, abide
by the likelihood principle (Berger & Wolpert, 1984), and therefore the results are
invariant of the sampling plan.
We have proposed two EB priors which are novel in BSEM. Although the EB
priors performed best in terms of MSE, they did not perform well in terms of bias,
coverage rates, quantiles, and Type 1 error rates. Several studies have found that EB
priors can result in an underestimation of the posterior variance (Carlin & Louis,
2000a; Darnieder, 2011; Efron, 1996), which can partly explain the low coverage
rates. Furthermore, the EB priors considered in this paper were developed to be
generally applicable. For example, the proposed EB prior for location parameters is
centered around zero with the prior variance chosen such that the prior has positive
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support where the likelihood is concentrated. However, for some parameters such
as intercepts, the prior mean of zero might not be realistic and can lead to biased
estimates. In addition, it may be that in certain extreme situations (e.g., when
the error variances are approximately zero), data dependent priors, such as our EB
priors, should not be used. In general, we believe that the EB methodology offers
interesting possibilities for BSEM, however, more research is needed for further
development of good EB priors.
We provided guidelines on how to conduct a (default) prior sensitivity anal-
ysis in Mplus and illustrated these guidelines on a structural equation model from
the literature. An important step is choosing which parameters are of substantive
interest. If these parameters are insensitive to the default priors, the estimates can
be readily interpreted even if the estimates of some nuisance parameters show prior
sensitivity. If the estimated parameters of interest are sensitive to the default priors,
i.e., they differ more than the chosen threshold value, the (range of) results of all de-
fault priors should be reported. To obtain robust bounds for the interval estimates,
we recommend combining the posterior draws of the different default Bayesian anal-
yses, and subsequently, reporting the upper and lower bounds of the 95% credible
intervals based on the combined set of draws (e.g., Berger, 2006).
We investigated only conditionally conjugate priors since these are available
in Mplus. However, many non-conjugate priors have been proposed in the Bayesian
literature as more robust (i.e., less influential) alternatives. For example, Gelman
(2006) and Polson and Scott (2012) proposed the half-Cauchy prior for random ef-
fects variances, which can be implemented in a Gibbs sampler relatively easy through
parameter expansion. A second option for random effects variances is a Gamma
prior in combination with posterior mode estimates which has been proposed in the
context of meta-analysis by Chung, Rabe-Hesketh, and Choi (2013). Note that the
choice of the prior for residual variances is considerably less important than the
prior for the variances of latent variables (e.g., Polson & Scott, 2012). For intercept,
mean, and regression parameters a robust alternative is the t-distribution, which
has been proposed as prior for logistic models by Gelman, Jakulin, Pittau, and Su
(2008) and as error distribution to obtain robust models (e.g., robust growth curve
models; Zhang, Lai, Lu, & Tong, 2013). The t-distribution includes the Cauchy dis-
tribution as special case when the number of degrees of freedom is set to 1. These
priors should be investigated in the context of BSEM to assess their performance
and determine whether they can be used as default priors.
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Appendix: Industrialization and political
democracy model in matrix form


















With ξi representing industrialization level in country i in 1960, and η60i and η65i repre-
senting political democracy in country i in 1960 and 1965, respectively. The parameters
of interest in this model are the direct and indirect effect of industrialization in 1960 on
political democracy in 1965, γ65 and γ60 · b21, respectively.
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With D representing a vector of pseudo-latent variables used to model the correlations
between measurement errors in such a way that the covariance matrix Σy remains a di-
agonal matrix.


























investigation into robust prior
distributions
Based on van Erp, S. and Browne, W.J. (In preparation). Bayesian multilevel




Multilevel structural equation modeling (MLSEM) is a popular technique to
model latent variables in samples that are grouped in some way. Bayesian estimation
of MLSEMs offers specific advantages in terms of sample size requirements and
computational feasibility. The latter advantage is especially true when there are
categorical indicators, since Markov Chain Monte Carlo sampling does not require
multidimensional numerical integration, while existing maximum likelihood methods
do. The Bayesian approach, however, does require careful specification of the prior
distribution. A well known problem in the Bayesian literature on multilevel models
is the specification of the prior for the random effects variance parameter. The
traditional “non-informative” conjugate choice of an inverse-Gamma prior with small
hyperparameters has been shown time and again to actually be very informative and
sensitive to the exact choice of the hyperparameters. As a result, several weakly-
informative prior distributions have been proposed as alternative, more robust priors
for random effects variances or standard deviations (e.g., the half-cauchy prior). In
this paper, we investigate these alternative, state-of-the-art prior distributions in
the context of a MLSEM. In contrast to multilevel models without latent variables,
MLSEMs have multiple random effects variance parameters, both for the multilevel
structure and for the latent variable structure. It is therefore even more important
to construct reasonable and robust priors for these parameters.




Multilevel structural equation modeling (MLSEM) has become increasingly
popular to test complex theories in samples that are hierarchically structured (Muthén,
1994). While SEM allows researchers to control for measurement error due to the
fact that only a finite number of items are sampled, multilevel analysis takes into
account sampling error due to the fact that only a finite number of individuals is
sampled. Combined, MLSEM offers a powerful tool that is being used through-
out educational, psychological, and sociological research. MLSEMs have also been
termed doubly latent multilevel models (DLMM) (Marsh et al., 2009): they include
latent variables to account for measurement error and random effects (which are
essentially latent variables) to account for the hierarchical structure in the data.
Traditionally, maximum likelihood (ML) algorithms have been used to esti-
mate MLSEMs. However, in the case of categorical indicators, such algorithms
require multidimensional numerical integration which quickly becomes computa-
tionally infeasible (Asparouhov & Muthén, 2007). Weighted least squares (WLS)
algorithms avoid the high dimensional integration, but are restricted to random in-
tercept models (Asparouhov & Muthén, 2012). Additionally, both ML and WLS
rely on the frequentist asymptotical framework and thus require a substantial num-
ber of groups to obtain admissible and accurate parameter estimates (Hox & Maas,
2001). For example, Meuleman and Billiet (2009) concluded that for relatively sim-
ple MLSEMs, at least 60 groups are needed to detect large structural effects at the
between level.
Due to the problems with frequentist estimation methods, Bayesian estima-
tion of MLSEMs has become increasingly popular. In a Bayesian analysis, a prior
distribution is specified for each of the parameters in the model. Combined with
the likelihood of the data this results in a posterior distribution, which is generally
obtained through Markov Chain Monte Carlo (MCMC) sampling. The Bayesian
approach offers several advantages compared to the frequentist framework. First,
MCMC sampling does not require multidimensional numerical integration enabling
complex models with categorical indicators to be estimated (see e.g., Asparouhov
& Muthén, 2012). Second, estimates of transformed parameters, such as indirect
structural effects, can be easily obtained by transforming the MCMC samples and
credible intervals are obtained automatically (Y. Yuan & MacKinnon, 2009). Cred-
ible intervals are the Bayesian alternative of confidence intervals, but unlike confi-
dence intervals do not rely on normality assumptions or asymptotical theory. Third,
through the prior distribution, the problem of variances that are estimated to be
negative (i.e., Heywood cases) can be solved; so long as the prior on the variance
has zero mass at negative values, the estimate can never become negative. More-
over, prior information about parameters in the model can be included in the prior
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distribution. This information might be based on previous investigations or expert
knowledge. Finally, it has been shown that Bayesian MLSEM can provide accurate
estimates with a smaller number of groups compared to frequentist estimation (Hox
et al., 2012; Zitzmann, Lüdtke, Robitzsch, & Marsh, 2016).
A main focus of the Bayesian literature on multilevel models is the specification
of the prior for the random effects variance parameter. Historically, inverse-Gamma
priors were popular choices for variance parameters, including those at the between
level, since they are conjugate and thus result in a posterior that is an inverse-
Gamma distribution as well. Specifically, an inverse-Gamma(ϵ, ϵ) prior with small ϵ
has often been used as a default uninformative prior distribution. However, it is now
well-known in the literature that for random effects variances, this specification is
actually very informative and highly sensitive to the exact choice of the hyperparam-
eters (see e.g., Gelman, 2006; Klein & Kneib, 2016; Lunn, Spiegelhalter, Thomas,
& Best, 2009). A second often used class of default priors for variance parameters
are uniform improper priors. This is in line with the “objective” Bayesian approach
(Berger, 2006) since these priors will, in simple models, result in the same estimates
as classical ML estimation. Various improper uniform prior options exist. The most
straightforward approach is to specify a uniform prior directly on the variance, i.e.,
p(σ2) ∝ 1. A second option, advocated by Berger (2006), Berger and Strawderman
(1996), and Gelman (2006), is to specify a uniform prior on the standard deviation,
i.e., p(σ2) ∝ σ−1. Finally, a uniform prior can be specified on the logarithm of
the variance, i.e., p(σ2) ∝ σ−2. The main issue with specifying improper priors for
random effects variances is that the resulting posterior might be improper as well in
cases where there is a limited amount of information in the data on the higher level
(Berger, 2006; Gelman, 2006). This has been shown empirically in a SEM where
improper priors resulted in lower convergence rates (van Erp, Mulder, & Oberski,
2018). Note that the inverse-Gamma (ϵ, ϵ) prior approximates the improper prior
p(σ2) ∝ σ−2 as the ϵ goes to zero. As a result, the inverse-Gamma prior can also
lead to an unstable MCMC sampler.
Recently, several weakly-informative prior distributions have been proposed as
alternative priors for random effects variances. For example, Gelman (2006) and
Polson and Scott (2012) propose to use the half-Cauchy prior, which is proper and
thus avoids the issue of uniform improper priors. Additionally, the half-Cauchy prior
has heavy tails and is therefore considered robust to misspecification of the scale.
Simpson, Rue, Riebler, Martins, and Sørbye (2017) discuss a general approach to
construct so-called “scale dependent” priors, which can be straightforwardly applied
to random effects variances. Although some studies exist that compare some of
these priors in general multilevel models (see e.g., Klein & Kneib, 2016), they have
yet to be investigated in the context of MLSEM. Studies investigating prior choice
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in MLSEM generally focus on conjugate prior distributions that vary in the degree
of informativeness (Depaoli & Clifton, 2015; Helm, 2018; Zitzmann et al., 2016).
These studies show that informative priors, when correctly specified, perform best.
However, in reality we do not know the true population value and therefore require
prior distributions that are robust against possible prior misspecification. Moreover,
MLSEMs have multiple random effects variance parameters, both for the multilevel
structure and for the latent variable structure. It is therefore even more important
to construct reasonable and robust priors for these parameters.
The goal of this study is to compare robust prior distributions for random
effects variances in MLSEM. We will compare default specifications of the robust
priors as well as informative (in)accurate specifications. The outline of this paper is
as follows: in Section 3.2 we descibe an empirical application that will be used to
illustrate the MLSEM, followed by a description of the model in Section 3.3. The
robust prior distributions are presented and compared in Section 3.4 and applied to
the empirical application in Section 3.5. Section 3.6 presents three simulation studies
to investigate the performance of the priors, followed by a discussion in Section 3.7.
3.2 Empirical application
To illustrate the influence of the various prior distributions, we will focus on
a specific application of multilevel SEM to estimate the so-called “Big-Fish-Little-
Pond-Effect” (BFLPE). The BFLPE is a contextual effect that relates to students’
achievement and academic self-concept. Academic self-concept refers to students’
perception of their academic abilities and competencies. The BFLPE predicts that
at the individual (or within) level, student achievement has a positive effect on
academic self-concept. However, at the between level, school-average achievement
has a negative effect on academic self-concept. Thus, students with equal levels
of achievement are expected to have a higher academic self-concept when they
are in low-ability classes or schools compared to students in high-ability classes
or schools. This has important policy implications, especially given the many cor-
relations between academic self-concept and future academic performance (see e.g.,
Guay, Marsh, & Boivin, 2003; Marsh & Craven, 2006).
A large body of research has consistently found this effect to exist across coun-
tries, age groups, and academic domains (see for example the overview by Marsh
et al., 2008, and the references therein). Here, we replicate the analysis by Na-
gengast and Marsh (2011) who use data from the 2006 round of PISA (OECD,
2007) to investigate the BFLPE with regard to science in the United Kingdom.
For the purpose of illustration, we will only reanalyse the data from 2444 students
in 98 Scottish schools. Science achievement is measured using various open- and
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closed-format problems and test scores for each student are reported by five plau-
sible values. Plausible values are random draws from the posterior distributions
based on each primary test score and are used in PISA to increase the measurement
accuracy. Every analysis is run separately for each plausible value and the results
are combined appropriately to obtain the final estimates1. Science academic self-
concept was measured using six items with a 4-point Likert scale, with higher values
corresponding to more positive self-concept. Although the selection probabilities of
students in PISA vary, the use of survey weights is not straightforward in Bayesian
analysis. Since the aim of this application is to illustrate the influence of the differ-
ent priors, we do not include survey weights in the analysis. Moreover, we remove
all cases with missing data, resulting in a total of 2238 observations. We will now
turn to a discussion of the multilevel SEM used to estimate the BFLPE.
3.3 Bayesian doubly latent ordinal multilevel
model
Model
To estimate contextual effects like the BFLPE, Marsh et al. (2009) proposed
the use of doubly latent multilevel models (DLMM). The term “doubly latent” arises
from the fact that the model takes into account both measurement and sampling
error. Measurement error, which is a consequence of the fact that only a finite
number of items are sampled is controlled for by specifying a measurement model
for each of the factors. Sampling error, on the other hand, is the result of sampling
only a finite number of individuals and is controlled by including random effects in
the model.
Note that in the case of the PISA data, science academic achievement is mea-
sured by one indicator (i.e., the plausible value), such that it is not possible to
include a measurement model for this variable. Consequently, the model consid-
ered in this paper is doubly latent for the dependent factor academic self-concept,
but only accounts for sampling error, and not for measurement error, for academic
achievement.
The items for academic self-concept are measured on a 4-point Likert scale for
individual i in group j measured on item k. To model such ordinal variables, let
us assume that the observed responses yikj, which take on the values {1, 2, . . . , Ck}
1With a Bayesian analysis, results can be combined either by using Rubin’s rules on the pos-
terior estimates or by combining the posterior draws across analyses and computing the posterior
summaries based on the combined draws. Here, we used the latter approach which is recommended
when posterior densities deviate from normality (Zhou & Reiter, 2010).
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where Ck denotes the number of categories for item k, are generated by a latent
continuous variable ỹikj as follows:
{yikj = ck} ⇔ {γck−1,k < ỹikj ≤ γck,k} (3.1)
for ck = 1, . . . , Ck categories. In our case, Ck = 4 for all items k. The measurement
model can then be defined for the continuous latent responses ỹikj at the within
level:







where µkj denotes the intercept for item k in group j, λWk is the loading for item
k at the within level, ηWij is the factor score for individual i in group j, and ϵWikj
is the residual at the within level for individual i in group j measured on item k.
Throughout this paper, we assume a logistic distribution for the residuals at the
within level, i.e., ϵWikj ∼ logistic(0, σ2W,k). We focus on the random intercept model,
such that the measurement model at the between level is defined as:







where µk reflects the overall intercept for item k, λBk is the loading for item k at
the between level, ηBj is the factor score at the between level for group j, and ϵBkj
denotes the residual at the between level for item k in group j, which we assume to
be normally distributed, i.e., ϵBkj ∼ N(0, σ2B,k). Combining the measurement model
at the within and between level, we obtain:













The factor scores on self-concept are predicted by the academic achievement
scores xij leading to the following structural model:
ηWij ∼ N(βWxij, ω2W ) (3.5)
ηBj ∼ N(α + βBxb·j, ω2B) (3.6)
Here, βW represents the effect of achievement on self-concept at the within level,
whereas βB represents the effect of achievement on self-concept at the between level.
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As recommended by Asparouhov and Muthén (2019), we use latent mean centering
which estimates the group mean achievement in each group j, i.e., xb·j to take into
account measurement error. The parameter of interest is the contextual effect, which
equals βB − βW .
An important quantity in multilevel models is the variance partition coefficient
(VPC; Goldstein, Browne, & Rasbash, 2002), which is a measure of the correlation
between students in the same school. In multilevel SEM, the VPC ρk for item k is




















Certain restrictions are needed to identify the model. Specifically, we need to
identify the location and scales of the latent variables in the model. First, consider
the ordinal measurement model at the within level. Here, we are assuming ỹikj to
be generated by an underlying continuous latent variable. To identify this part of
the model, we fix the mean of the latent response to zero by setting µk to zero for
each item k and we fix the variance to that of the standard logistic distribution,
i.e., σ2W,k = π2/3. Alternatively, a probit link function can be used, in which case
ϵWikj ∼ N(0, 1). Second, we need to identify the latent variable ηW and ηB at the
within and between level. Again, we fix the mean to zero by restricting α = 0. To
identify the latent scales we set one loading to 1 at both levels, i.e., λB1 = λW1 = 1.
These restrictions are, in theory, sufficient to identify the model. However, it is
generally recommended to additionally impose cross-level invariance, i.e., λW = λB
to improve interpretability of the factors at both levels and to avoid estimation issues
(Jak, 2018).
Prior distributions
In a Bayesian analysis, prior distributions need to be specified for each param-
eter in the model, i.e., p(γck,k, λk, σ2B,k, βW , ω2W , βB, ω2B). The focus of this paper is
on priors for the random effects variances σ2B,k, ω2W , and ω2B and the next section
discusses the priors we consider for these parameters in detail. For the other param-




p(γck,k) ∝ 1, for k = 1, . . . , 6
p(λk) ∼ Normal (0, 5), for k = 1, . . . , 6
p(βW ) ∼ Normal (0, 1)
p(βB) ∼ Normal (0, 1).
Note that other choices are possible and it is always important to investigate
the sensitivity of the results to the specification of the prior distribution. We now
turn to a discussion of the priors for the random effects variance parameters.
3.4 Robust prior distributions for random effects
variances
The problems with the traditional inverse-Gamma family and the improper
uniform priors for random effects variances have inspired many researchers to in-
vestigate alternative, more robust prior distributions. Here, we focus on three such
alternative classes of priors: 1) Student’s t priors; 2) F priors; and 3) Scale de-
pendent priors. Note that some priors are specified on the variances while others
are specified on the standard deviations. Throughout this section, we will use θ to
denote standard deviations and θ2 to denote variance parameters.
Student’s t family
A widespread proposal for the prior on random effects is to specify a proper,
weakly-informative half-t distribution on the standard deviation (see for example,
Gelman, 2006; Polson & Scott, 2012). The probability density function of the half-t
distribution is given by:
















where σ20 denotes the scale and ν the degrees of freedom. Different choices for the
scale parameter σ20 are discussed in Subsection 3.4. For the degrees of freedom
ν, smaller values result in heavier tails. For ν = ∞, we obtain the half-normal
distribution, which has been proposed, among others, by Frühwirth-Schnatter and
Wagner (2010). Roos, Held, et al. (2011) have shown that the half-normal prior
indeed results in estimates of the random effects variances that are less sensitive to
the chosen hyperparameters compared to the inverse-Gamma prior. Nevertheless,
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the half-normal distribution still has very light tails and will therefore be less robust
to variance parameters that are larger than expected. Therefore, a more robust
proposal in the literature is to specify the degrees of freedom to be smaller. Gelman
(2006) notes the special case of the half-Cauchy prior with ν = 1 as a reasonable
default option. The half-Cauchy prior has been further investigated by Polson and
Scott (2012), who have shown that it has excellent frequentist risk properties. There
are some reports, however, that the heavy tails of the half-Cauchy prior can lead
to numerical difficulties in MCMC sampling (Ghosh, Li, & Mitra, 2018; Piironen &
Vehtari, 2015). This issue generally arises in situations when there is not enough
information in the data such that the parameter is weakly or non-identified. The
heavy tails of the (half-)Cauchy prior do not perform enough shrinkage in such cases
to identify the parameter.
F family
A popular family of distributions for variance parameters in the Bayesian liter-
ature is the family of F priors, also known as scaled Beta2 or generalized beta prime
priors (Fúquene, Pérez, & Pericchi, 2014; Mulder & Pericchi, 2018; Pérez, Pericchi,
& Ramírez, 2017; Polson & Scott, 2012). The probability density function of the F
prior is given by (Mulder & Pericchi, 2018)2:



















where σ20 > 0 denotes a scale parameter, the degrees of freedom ν1 > 0 de-
termines the behaviour around zero, and the degrees of freedom ν2 > 0 influences
the tail behaviour in a similar manner as the degrees of freedom for Student’s t
distribution. Specifically, ν2 = 2 results in similar tails as a Cauchy distribution.
With regard to the behaviour at zero, ν1
2
> 1 results in a density that is zero at the
origin, for ν1
2
= 1 the density is bounded at the origin, and for ν1
2
< 1 the density
goes to infinity at the origin.
Interestingly, if p(θ2) ∼ F(ν1 = 1, ν2, σ20), then the prior on the standard
deviation p(θ) corresponds to a half-Student’s t distribution with degrees of freedom
equal to ν2 and scale
√
σ20. Thus, the F family can be seen as a generalization of the
Student’s t family. Moreover, if p(θ2) ∼ F(ν1, ν2, σ20), then the prior on the precision
h = 1
θ2










To implement the F prior, the following Gamma mixture of inverse-Gamma
parametrization can be used:
p(θ2) ∼ IG(ν2
2
, τ 2) (3.10)
p(τ 2) ∼ G(ν1
2
, σ−20 ), (3.11)
which results in the F prior when integrating out τ 2.
Scale dependent family
Simpson et al. (2017) have proposed the use of penalised complexity priors as
general default priors. The basic idea of these priors is that deviations from a simpler
base model are penalised thereby avoiding a model that overfits. This characteristic
is especially useful in the context of random effects variance parameters which are
generally weakly identified due to the small amount of information available at the
higher level. Simpson et al. (2017) derive the penalised complexity prior for the
precision of a random effect as follows: first, define the base model. For example,
for the random effects component ϵBkj ∼ N(0, σ2B,k) in 3.3, the base model, which
is the simplest model in its class, would correspond to σ2B,k = 0 or the absence
of random effects. Next, the distance of the flexible extension of the base model,
i.e., ϵBkj ∼ N(0, σ2B,k) to the base model is computed based on the Kullback-Leibler
divergence (KLD). Simpson et al. (2017) define the distance between the two models
with densities f and g as: d(f ||g) =
√
(2KLD(f ||g)). Then a prior is specified for
the distance d such that deviations from the base model are penalised. By assuming
a constant rate of penalisation, Simpson et al. (2017) specify an exponential prior
for the distance p(d) = λexp(−λd), although they note that it is possible to relax
this assumption if needed. For example, when interest lies in variable selection, the
exponential tails are too light and a heavier tailed prior can be more sensible, for
example a half-Cauchy prior on the distance will recover the well-known horseshoe
prior. Transforming the prior on the distance to the original space leads to a type-2
Gumbel prior for the precision or, equivalently, an exponential distribution with







3We parametrise the exponential distribution in terms of the scale σ20 for consistency, but





Lower values for σ20 will result in an increased penalisation for deviating from
the base model. The choice of σ20 will be discussed in Subsection 3.4.
Specification of the hyperparameters
Table 3.1: Overview of robust prior distributions for random effects variances
Prior Parameter Scale Tail behaviour Behaviour origin
half-Normal θ σ20 ν = ∞ -
half-Student’s t θ σ20 ν -
half-Cauchy θ σ20 ν = 1 -
F θ2 σ20 ν2 ν1
Exponential θ σ20 - -
Note. θ denotes a standard deviation parameter and θ2 denotes a variance
parameter.
An overview of the different priors considered is provided in Table 3.1. It is
clear from Table 3.1 that the priors vary in flexibility. Each prior has a parameter
that determines the scale, or how spread out the prior is. In addition, the half-
Student’s t and F priors have a parameter that influence the tail behaviour of these
priors. Specifically, this degrees of freedom hyperparameter determines how heavy
the tails are and thus how much prior mass is put on extreme values. In general,
a prior with heavier tails is more robust since extreme values will not be shrunken
towards zero as much compared to a prior with thinner tails. For the half-Student’s
t prior, we consider the special cases of the half-normal prior (ν = ∞) and the
half-Cauchy prior (ν = 1), but other values for ν can be used, with higher degrees
of freedom leading to thinner tails. For the F prior, we will consider ν2 = 0.5
throughout this paper to obtain tails that are heavier than the Cauchy. The larger
ν2, the thinner the tails will be. Additionally, the F prior has a parameter that
determines the behaviour at the origin. This degrees of freedom hyperparameter,
ν1, is set to 1 so that the density goes to infinity at zero. Although other values for
ν1 are possible, it is important to ensure that ν12 ≤ 1 so that the prior has support
at zero.
Throughout this paper, we consider and compare various settings for the scales
in each prior (σ20). A general informal recommendation for a default prior is a half-
Student’s t prior with scale equal to 1 (see, for example, Stan Development Team,
2015, the section on priors for scale parameters in hierarchical models). Therefore,
we use σ20 = 1 throughout this paper as default prior specification. Additionally, if
prior information is available, this can be included in the priors as follows. Specify
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a value for the standard deviation C and a threshold α such that the probability
P (θ > C) = α. This equation can then be solved for θ using the cumulative
distribution function. Section 3.6 describes which values for C and α we will consider
in the simulation study and provide some examples of the resulting prior scales θ.
Comparison of the priors
In this section, we compare the probability density functions of the various
priors to better understand their behaviour. Figure 3.1 shows the densities for the
standard deviation. We use a scale of 1 for the robust priors and hyperparameters
equal to 0.1 for the inverse-Gamma prior. The main difference between the inverse-
Gamma prior and the more robust alternatives is that the inverse-Gamma prior has
zero density at zero. As a result, the prior favors standard deviations that are away
from zero which is problematic especially for standard deviations of random effects
which are often very close to zero. The other priors do have prior probability around
standard deviations equal to zero and are therefore more in line with what we might
expect in reality.
0.0 2.5 5.0 7.5 10.0
Standard deviation
exponential F half−Cauchy half−normal inverse−Gamma
Figure 3.1: Densities of the priors on the standard deviations.
There are multiple standard deviations in the model for which a prior needs
to be specified, specifically: σB,k, ωW , and ωB. Together with the factor loadings at
the between and within level, λBk and λWk , these standard deviations play a role in
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computing the VPC ρk for each item (see equation (3.7)). As a result, specifying
a prior on the standard deviations and factor loadings implies a certain prior on
the VPC. This prior is considered in Figure 3.2. Recall from Section 3.3 that we
fixed the loading of one item to 1 for identification purposes. The left figure shows
the VPC of the restricted item while the figure on the right shows the VPC of the
unrestricted items. It is clear that this restriction has consequences for the implied
prior of the VPC. This is due to the fact that the VPC depends on the loadings (see
equation (3.7)). Specifically, we see that some priors put less probability on a VPC
close to 1 for the restricted item compared to the free items. This is most pronounced
for the priors with the thinnest tails, i.e., the half-normal and exponential priors.
Furthermore, the implied priors on the VPC are not symmetrical. This is due to the
fact that we assume a standard logistic distribution for the residuals at the within
level. As a result, σ2W,k, which arises in the denominator of equation (3.7) is fixed as
well.
0.00 0.25 0.50 0.75 1.00
VPC item 1
0.00 0.25 0.50 0.75 1.00
VPC free items
inverse−Gamma half−normal half−Cauchy exponential F
Figure 3.2: Densities of the implied priors on the variance partition coefficient (VPC)
of the restricted and free items.
3.5 Priors applied to the empirical example
In this section, we will illustrate the various prior distributions on the empirical
data described in Section 3.2. Specifically, we will use the default prior setting with
σ20 = 1. We analyse the data from 2238 students in 98 Scottish schools (excluding all
cases with missing data) and we also consider a subset of 233 students in 10 of the
schools. We can expect the prior to be more influential in the latter case, since there
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is less data to dominate the posterior. One problem with the model using latent
group mean centering is that it resulted in multiple analyses that did not converge.
Recall that the PISA data uses five plausible values for science achievement, resulting
in five analyses for each prior. However, if one of these analyses did not converge, the
combined results across plausible values cannot be trusted. For the application, we
therefore relied on observed group mean centering instead of latent mean centering.
Here, we only report the results for selected parameters of interest. The full results
are available online at https://osf.io/pq8gm/.
Figure 3.3 shows the posterior mean estimates and 95% credible intervals for
ωB for the full (right) and partial (left) data set. The results are quite similar across
the robust and uniform priors. As expected, the results differ for the inverse-Gamma
priors and the estimates are sensitive to the exact choice of the hyperparameters for
the inverse-Gamma prior. The differences are less pronounced for the full data set
compared to the partial data set. Although not shown, the results for the residual
variances at the between level, σBY show a similar pattern: no substantial differences



















































































































Figure 3.3: Posterior mean estimates and 95% credible intervals for the latent vari-
able standard deviation at the between level ωB for the full (G = 98) and partial
(G = 10) data.
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Figure 3.4 shows the posterior mean estimates and 95% credible intervals for
ωW for the full (right) and partial (left) data set. For the partial data set, we see
some slight differences between the priors, with priors with thinner tails (such as the
half-Normal) pulling the standard deviation slightly more towards zero compared
to the heavier-tailed or uniform priors. However, the differences are small and we
do not see substantially different results for the inverse-Gamma prior. Within-level
variances are generally less sensitive to the prior because there is more information in













































































































Figure 3.4: Posterior mean estimates and 95% credible intervals for the latent vari-
able standard deviation at the within level ωW for the full (G = 98) and partial
(G = 10) data.
Ultimately, we are interested in the contextual effect, βB − βW , which in this
application corresponds to the BFLPE. Note that the BFLPE implies a negative
contextual effect. Figure 3.5 shows the posterior densities for the contextual effect
for the full (right) and partial (left) data set. Despite the varying estimates for
the standard deviations, especially for G = 10, the influence of the prior on the
contextual effect is negligible. Each prior results in a posterior mean estimate for
the BFLPE of approximately -0.004. We can thus conclude that there is no evidence
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Figure 3.5: Posterior densities for the contextual effect βB−βW for the full (G = 98)
and partial (G = 10) data.
3.6 Simulation studies
In order to investigate the performance of the robust priors for the random
effects variances, we conduct three simulation studies. In the first study, we vary
the population values for various parameters while keeping the number of groups
fixed. We focus on comparing the traditional priors for variance parameters to
a default setting of the more robust alternatives. In the second study, we use the
same generated data sets as in the first study, but now we focus on informative prior
settings with either correct or incorrect information to determine how robust the
priors are to misspecifications. Finally, since the influence of the prior distribution
decreases as the sample size increases, we vary the number of groups in the third
study for a subset of the population values from study 1. We analyse the data sets in
study 3 with the default and correct informative prior settings. Below, we describe
the conditions and rationale behind them in more detail per study.
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Study 1: Influence of population values
Since the focus of this study is on priors for random effects variances, the
population values for these parameters are the most important quantities to vary. As
a second variable, we consider various effect sizes for the contextual effect, which is
generally the parameter of interest. Specifically, we consider the following population
values:
1. Population values for the variance parameters. The sensitivity of the
inverse Gamma priors to the hyperparameter choice arises especially in situa-
tions in which the random effects variance is close to zero (Gelman, 2006). On
the other hand, it is of interest to consider variance parameters that are large
compared to the default prior specification in which the scale parameter equals
1. This gives an indication of the robustness of each of the priors. Therefore,
we consider the following population values for the latent variable variance
parameters: ω2 = c(.01, 1). Depending on which value is specified for each
variance parameter, the VPC will vary. Hedges and Hedberg (2007) provide
an overview of VPC values for educational achievement based on longitudinal
surveys conducted in the United States. They found VPCs ranging from .03
to .3. These values are in line with VPCs used in other simulation studies of
multilevel SEMs (Depaoli & Clifton, 2015; Helm, 2018; Zitzmann et al., 2016).
Therefore, we consider several combinations of the population values for the
variance parameters that result in VPCs within this range. Note that the VPC







(see (3.7)). We fix the population values for λ2,Bk and λ
2,W
k to 1, and σ2W,k to π
2
3
for all items. We consider different combinations of population values for the
variances of the latent variables, ω2B and ω2W and subsequently compute σ2B,k
given these values and a VPC = c(.03, .3). An overview of the different popu-
lation values for the variance parameters and the resulting VPC is presented
in Table 3.2.
2. Population values for the contextual effect. When using group-mean
centering, the contextual effect is defined as βB−βW . Marsh et al. (2009) pro-
vide three different standardised effect size measures that can be interpreted
similarly to Cohen’s d. They recommend to use either one of the two more
conservative effect sizes. Here, we rely on the second effect size in Marsh et
al. (2009) to define the population values for the regression coefficients at the
between and within level. This effect size standardises the contextual effect
with respect to the total variance of self-concept at the within level, i.e., ηW ,






W )2 + ωW
, (3.13)
where βC denotes the contextual effects which is equal to βB − βW in the
case of group-mean centering, and σBx and σWx denote the standard deviations
of the predictor at the between and within level, respectively. We consider
a small negative standardised contextual effect and no contextual effect, i.e.,
ES = c(−0.2, 0). We choose these values such that we are able to investigate
the power to detect a small contextual effect as well as the type 1 error rate.
We fix βW to 0.2 and σBx and σWx to 1 and compute the value for βB to
obtain the required standardised effect size. The resulting values are shown in
Table 3.2.
Table 3.2: Overview population values for the variance parameters and variance
partition coefficient.
Setting ω2B ω2W σ2B,k VPC ES βB
1 0.01 0.01 0.11 0.03 0.00 0.20
2 0.01 0.01 1.42 0.30 0.00 0.20
3 1.00 0.01 1.10 0.03 0.00 0.20
4 1.00 0.01 2.41 0.30 0.00 0.20
5 0.01 1.00 0.14 0.03 0.00 0.20
6 0.01 1.00 1.85 0.30 0.00 0.20
7 1.00 1.00 1.13 0.03 0.00 0.20
8 1.00 1.00 2.84 0.30 0.00 0.20
9 0.01 0.01 0.11 0.03 -0.20 0.19
10 0.01 0.01 1.42 0.30 -0.20 0.19
11 1.00 0.01 1.10 0.03 -0.20 0.19
12 1.00 0.01 2.41 0.30 -0.20 0.19
13 0.01 1.00 0.14 0.03 -0.20 0.10
14 0.01 1.00 1.85 0.30 -0.20 0.10
15 1.00 1.00 1.13 0.03 -0.20 0.10
16 1.00 1.00 2.84 0.30 -0.20 0.10
Combinations of the various population values result in 16 different conditions
(2 values ω2B × 2 values ω2W × 2 values VPC × 2 values ES). In this first study,
we consider these 16 conditions for a balanced design with 20 groups and a sample
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size of 20 within each group. We use 20 groups based on Hox et al. (2012) who
concluded that 20 groups are sufficient for multilevel SEM. Moreover, 20 groups is
still feasible in terms of data collection. The sample size of 20 within each group
is based on educational contexts in which this can be seen as a realistic size for a
school class.
We generate the data based on a doubly latent multilevel model such as the
one in Section 3.3. The only difference with the model in Section 3.3 is that we
use binary instead of ordinal indicators to keep the computation time feasible. We
analyse the data sets using the traditional uniform prior and the inverse-Gamma
prior with ϵ = .1, .01, .001 as well as the robust half-Normal, half-Cauchy, F, and
Exponential priors. For the robust priors we consider a default setting in which the
scale equals σ20 = 1, following a general recommendation often made for a robust
default specification (see also Subsection 3.4). This leads to a total of 8 different
prior distributions. For the other parameters in the model, we use the same weakly
informative priors as in Section 3.3.
Study 2: Influence prior misspecifications
In the second study, we use the same data sets as in Study 1 but now we
focus on informative prior distributions. Specifically, we choose the prior scale σ0 in
such a way that P (σ0 > σtrue) = α, where σtrue equals the population value under
which that parameter was simulated. We consider two settings: in the “correct”
informative prior, α = 0.5 such that the resulting prior has sufficient probability
around the population value. In the “incorrect” informative prior, on the other
hand, α = 0.05 such that the prior has only very little mass on the population
value. Since we never know the true value in practice, it is important to consider this
situation to assess the robustness of the various priors to possible misspecifications.
In total, we consider 8 different prior specifications (4 types of priors × 2 settings)
for 16 population conditions in Study 2. Figures 3.6 and 3.7 show the various
informative prior densities used in the simulation study when the population value
for the standard deviation equals 0.1 or 1, respectively. Note that the incorrect F
prior specification is missing when the population standard deviation equals 0.1,
since this setting resulted in a scale σ20 of 0, whereas the scale should be positive.
However, in order to be consistent across priors in specifying the incorrect setting,
we did not consider an alternative specification that did result in a positive scale.
All priors are more peaked around zero in the incorrect specification, and therefore
have less prior mass around the true population value compared to the correct
specification. It might appear that both the half-Cauchy and F priors have almost
no prior mass around the true population value, but this is just a visual consequence
of these priors being very spread out due to their heavy tails.
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Figure 3.6: Prior densities for the informative specifications when the population
value for the standard deviation equals 0.1
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Figure 3.7: Prior densities for the informative specifications when the population
value for the standard deviation equals 1
Study 3: Influence number of groups
Since the influence of the prior distribution decreases as the sample size in-
creases, we vary the number of groups in the third study to assess when the results
are no longer dependent on the prior distribution. Specifically, we consider a sample
size of 50 groups with 20 observations within each group 4. We do so for a subset of
the population conditions from Study 1 to keep the simulation feasible. Specifically,
we select those conditions with an effect size equal to -0.2, to be able to compute
the power with an increasing number of groups, and a VPC equal to 0.03, since we
4We also ran the simulation with 100 groups and 20 observations within each group. However
due to convergence issues and the fact that these results generally did not differ substantially from




expect the low VPC condition to be more problematic (see e.g., Hox & Maas, 2001).
This leads to 4 different conditions, which are analysed using the 8 prior settings
from Study 1, as well as the 4 correct informative priors from Study 2. Table 3.3
presents an overview of all the different priors that are considered in the various
simulation study, as well as the abbreviations used to describe their results.
Table 3.3: Overview prior distributions investigated in the simulation studies.
Prior Abbreviation Included in study
Uniform UN 1 & 3
inverse-Gamma(0.1, 0.1) IG.1 1 & 3
inverse-Gamma(0.01, 0.01) IG.01 1 & 3
inverse-Gamma(0.001, 0.001) IG.001 1 & 3
default half-Normal HNdef 1 & 3
default half-Cauchy HCdef 1 & 3
default F Fdef 1 & 3
default Exponential EXPdef 1 & 3
correct informative half-Normal HNinf 2 & 3
correct informative half-Cauchy HCinf 2 & 3
correct informative F Finf 2 & 3
correct informative Exponential EXPinf 2 & 3
incorrect informative half-Normal HNinc 2
incorrect informative half-Cauchy HCinc 2
incorrect informative F Finc 2
incorrect informative Exponential EXPinc 2
Outcomes
The specific point estimate used to summarize the posterior distribution can
influence the results (see e.g., Browne & Draper, 2006). Therefore, we consider the
posterior mean, median, and mode when computing the various outcomes. The
outcomes we consider are 5:
1. Bias. We consider the bias, computed as 1
N
∑N
i=1 θ̂i − θ, where N denotes
the number of replications, θ is the population value for the parameter of






i=1(θ̂i − θ̄)2, with θ̄ denoting the mean of θ̂i. However, the empirical SE
was sufficiently small in all conditions and for all priors (in the order of 1e-14) that we do not
include this outcome in the results.
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interest used to generate the simulation data, and θ̂i is the posterior summary
for that parameter in replication i. When |θ| > 0, we will also consider
the relative percent bias, which facilitates more straightforward comparisons
across population values.
2. Mean squared error (MSE). As a composite measure of the bias and




3. Coverage. Coverage rates are investigated by computing how often the pop-
ulation value is contained in the 95% credible interval.
4. Power/type 1 error. For the parameter of interest, the contextual effect,
we investigate the power and type 1 error. The power and type 1 error are
computed as the proportion of replications for which zero is not included in the
95% credible interval when the population ES equals -0.2 and 0, respectively.
We use 500 replications per condition and have computed the Monte Carlo
SE for every outcome measure to quantify the uncertainty in the simulation results
(Morris, White, & Crowther, 2019). All Monte Carlo SEs were sufficiently small to
conclude that 500 replications was enough (the maximum MCSE was 0.03 for the
coverage percentages).
All analyses are run using the R interface to Stan, RStan (Stan Development
Team, 2018). For each analysis, we ran two MCMC chains with 3000 iterations
each, half of which was used as burnin6. We used a maximum treedepth of 10 and
set adapt_delta to 0.90. We compared various convergence criteria. The results
presented below are based on “strict” convergence criteria in which a replication is
considered converged if the split R̂ (a version of the potential scale reduction factor,
PSRF; Gelman and Rubin (1992)) is smaller than or equal to 1.05, there are no
divergent transitions, and the maximum treedepth is not exceeded. We removed all
replications that did not meet these criteria and present the results for those condi-
tions with at least 50% convergence. However, we also checked whether the results
differ if they are based only on those replications that are converged for every prior
distribution to ensure comparability across priors. Unfortunately, given the strict
convergence criteria, there was not much overlap in converged replications across
priors and as a result most conditions included less than 100 converged replications.
Therefore, we also consider “weak” convergence criteria in which a replication is
considered converged if the maximum Rhat is smaller than or equal to 1.20, there
is a maximum of 10 divergent transitions, and the maximum treedepth is not ex-
ceeded. These criteria generally led to sufficient overlap in converged replications
6To assess the influence of the number of iterations on convergence, we reran one condition
with 6000 iterations. However, this did not increase the convergence percentage.
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across priors. Here, we present only a selection of the results. Specifically, we report
the results based on all converged replications according to the strict criteria and
we will note if these results differ from those obtained using only the replications
converged across all priors based on the weak criteria. We do not report the results
for the power and type 1 error rates. Across all conditions, the type 1 error rates
were generally close to the nominal 5% whereas the power to find a small contextual
effect was much too low, ranging from 0.01 to 0.09 even for 50 groups. Additional
results from the simulation study, including the type 1 error rates and power, as
well as all the code can be found online at https://osf.io/pq8gm/. Please note
that throughout the tables and figures below, we use the abbreviations for the priors
presented in Table 3.3.
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Figure 3.8 shows the percentages of converged replications according to the
strict criteria for each prior in the first study. The x-axis is ordered such that
the prior on the left has the lowest convergence percentage across conditions, while
the prior on the right has the highest convergence percentage. The dashed lines
indicate 50% convergence and conditions falling below this line are not included in
the results. This is the case in seven conditions, specifically for the inverse-Gamma
priors. Generally, there are only slight differences in convergence for varying effect
sizes (circles vs. triangles). With regard to the VPC, the smaller VPC of 0.03
generally leads to higher convergence compared to the larger VPC of 0.3 (grey vs.
blue).
Bias
Table 3.4 shows the relative bias with the absolute bias in brackets for the
variance parameters and the parameter of interest, βB −βW , based on the posterior
median estimates and strict convergence criteria. In general, if the posterior esti-
mates differ, the modes showed the least bias, followed by the posterior median and
finally the posterior mean. However, the posterior mode is computed in a slightly
adhoc manner using kernel density estimation. Therefore, we instead base the out-
comes on the posterior median estimates. Furthermore, since the results do not
differ substantially across effect sizes, we report the bias only for those conditions
where ES = −0.2. The full results are available online.
For the standard deviation of the latent variable at the between level, ωB, all
priors result in some bias, although the values are comparable across most priors
with the exception of the inverse-Gamma priors. Most priors underestimate ωB when
the population value equals 1 and when the population value equals 0.1 combined
with a VPC of 0.03. The IG(0.1, 0.1) prior, however, largely overestimates ωB when
the population value equals 0.1, regardless of the value of the VPC.
For the standard deviation of the latent variable at the within level, ωW , the
robust priors show only small biases when the population values equal 0.1, with
more substantial underestimation when the population values equal 1, whereas the
IG(0.1, 0.1) and IG(0.01, 0.01) priors show a substantial overestimation when the
population values equal 0.01.
For the standard deviation of the items at the between level, σBY , we see a
similar picture across all items. Specifically, the bias is generally small except for
the IG(0.1, 0.1) prior when ωB = 0.1 and V PC = 0.03.
All priors underestimate the parameter of interest, the contextual effect βB −
βW , regardless of the population condition. The relative bias is close to negative




Table 3.4: Relative bias with absolute bias in brackets for selected parameters based
on strict convergence criteria and all converged replications
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 -0.427 (-0.043) -0.393 (-0.039) 0.189 (0.019) 1.624 (0.162) -0.429 (-0.043) -0.435 (-0.043) -0.428 (-0.043) -0.46 (-0.046)
0.03 0.1 1 -0.2 -0.342 (-0.034) NA NA 1.577 (0.158) -0.351 (-0.035) -0.356 (-0.036) -0.358 (-0.036) -0.39 (-0.039)
0.03 1 0.1 -0.2 -0.834 (-0.834) -0.876 (-0.876) -0.801 (-0.801) -0.609 (-0.609) -0.827 (-0.827) -0.832 (-0.832) -0.829 (-0.829) -0.842 (-0.842)
0.03 1 1 -0.2 -0.84 (-0.84) -0.882 (-0.882) -0.814 (-0.814) -0.637 (-0.637) -0.835 (-0.835) -0.84 (-0.84) -0.838 (-0.838) -0.85 (-0.85)
0.3 0.1 0.1 -0.2 0.662 (0.066) 0.245 (0.024) 1.029 (0.103) 2.962 (0.296) 0.746 (0.075) 0.693 (0.069) 0.703 (0.07) 0.561 (0.056)
0.3 0.1 1 -0.2 0.948 (0.095) 0.32 (0.032) 1.094 (0.109) 2.985 (0.298) 1.046 (0.105) 0.906 (0.091) 1 (0.1) 0.83 (0.083)
0.3 1 0.1 -0.2 -0.772 (-0.772) -0.843 (-0.843) -0.758 (-0.758) -0.546 (-0.546) -0.755 (-0.755) -0.773 (-0.773) -0.771 (-0.771) -0.785 (-0.785)
0.3 1 1 -0.2 -0.759 (-0.759) -0.837 (-0.837) -0.758 (-0.758) -0.555 (-0.555) -0.734 (-0.734) -0.749 (-0.749) -0.749 (-0.749) -0.768 (-0.768)
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 0.119 (0.012) -0.179 (-0.018) 0.669 (0.067) 2.671 (0.267) 0.096 (0.01) 0.053 (0.005) 0.097 (0.01) -0.017 (-0.002)
0.03 0.1 1 -0.2 -0.818 (-0.818) NA NA -0.584 (-0.584) -0.826 (-0.826) -0.833 (-0.833) -0.827 (-0.827) -0.842 (-0.842)
0.03 1 0.1 -0.2 0.258 (0.026) -0.197 (-0.02) 0.507 (0.051) 2.145 (0.215) 0.129 (0.013) 0.089 (0.009) 0.133 (0.013) -0.001 (0)
0.03 1 1 -0.2 -0.814 (-0.814) -0.89 (-0.89) -0.821 (-0.821) -0.651 (-0.651) -0.835 (-0.835) -0.842 (-0.842) -0.837 (-0.837) -0.853 (-0.853)
0.3 0.1 0.1 -0.2 0.227 (0.023) -0.2 (-0.02) 0.481 (0.048) 2.085 (0.208) 0.072 (0.007) 0.05 (0.005) 0.094 (0.009) -0.023 (-0.002)
0.3 0.1 1 -0.2 -0.819 (-0.819) -0.892 (-0.892) -0.825 (-0.825) -0.667 (-0.667) -0.849 (-0.849) -0.845 (-0.845) -0.837 (-0.837) -0.859 (-0.859)
0.3 1 0.1 -0.2 0.297 (0.03) -0.158 (-0.016) 0.481 (0.048) 2.032 (0.203) 0.084 (0.008) 0.103 (0.01) 0.174 (0.017) 0.003 (0)
0.3 1 1 -0.2 -0.814 (-0.814) -0.89 (-0.89) -0.822 (-0.822) -0.669 (-0.669) -0.848 (-0.848) -0.843 (-0.843) -0.832 (-0.832) -0.859 (-0.859)
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation item 1 between σBy1
0.03 0.1 0.1 -0.2 -0.008 (-0.003) -0.248 (-0.083) -0.092 (-0.031) 0.187 (0.062) -0.036 (-0.012) -0.051 (-0.017) -0.032 (-0.011) -0.068 (-0.023)
0.03 0.1 1 -0.2 -0.038 (-0.014) NA NA 0.112 (0.042) -0.077 (-0.029) -0.091 (-0.035) -0.082 (-0.031) -0.122 (-0.046)
0.03 1 0.1 -0.2 0.04 (0.042) 0 (0) 0.005 (0.005) -0.016 (-0.017) -0.023 (-0.024) -0.004 (-0.005) -0.001 (-0.001) -0.013 (-0.014)
0.03 1 1 -0.2 0.02 (0.022) -0.037 (-0.039) -0.035 (-0.037) -0.031 (-0.033) -0.046 (-0.048) -0.039 (-0.042) -0.035 (-0.037) -0.034 (-0.036)
0.3 0.1 0.1 -0.2 0.033 (0.04) -0.015 (-0.017) -0.01 (-0.012) -0.014 (-0.017) -0.034 (-0.04) -0.025 (-0.029) -0.003 (-0.003) -0.018 (-0.022)
0.3 0.1 1 -0.2 0.046 (0.063) -0.005 (-0.007) -0.003 (-0.004) -0.002 (-0.003) -0.047 (-0.065) -0.019 (-0.026) -0.008 (-0.01) -0.027 (-0.037)
0.3 1 0.1 -0.2 0.054 (0.083) 0.01 (0.015) 0.019 (0.03) 0.022 (0.035) -0.049 (-0.077) -0.012 (-0.019) 0.019 (0.03) -0.014 (-0.022)
0.3 1 1 -0.2 0.021 (0.036) -0.009 (-0.014) -0.022 (-0.037) -0.016 (-0.028) -0.093 (-0.157) -0.037 (-0.062) -0.017 (-0.029) -0.049 (-0.083)
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 -1.132 (0.016) -1.141 (0.016) -1.266 (0.018) -1.435 (0.02) -1.103 (0.015) -1.115 (0.016) -1.165 (0.016) -1.122 (0.016)
0.03 0.1 1 -0.2 -0.982 (0.102) NA NA -0.957 (0.1) -0.969 (0.101) -0.99 (0.103) -0.985 (0.102) -0.978 (0.102)
0.03 1 0.1 -0.2 -1.165 (0.016) -1.118 (0.016) -1.393 (0.019) -1.078 (0.015) -1.202 (0.017) -1.179 (0.017) -1.252 (0.018) -1.238 (0.017)
0.03 1 1 -0.2 -0.979 (0.102) -0.987 (0.103) -0.949 (0.099) -0.917 (0.095) -0.99 (0.103) -0.974 (0.101) -0.933 (0.097) -0.981 (0.102)
0.3 0.1 0.1 -0.2 -0.693 (0.01) -0.745 (0.01) -0.718 (0.01) -0.479 (0.007) -0.831 (0.012) -0.601 (0.008) -0.878 (0.012) -0.742 (0.01)
0.3 0.1 1 -0.2 -0.976 (0.102) -1.013 (0.105) -0.997 (0.104) -1.083 (0.113) -1.03 (0.107) -1.019 (0.106) -1.022 (0.106) -1.017 (0.106)
0.3 1 0.1 -0.2 -1.01 (0.014) -1.125 (0.016) -1.248 (0.017) -1.63 (0.023) -1.219 (0.017) -1.462 (0.02) -1.172 (0.016) -1.376 (0.019)
0.3 1 1 -0.2 -1.054 (0.11) -1.037 (0.108) -0.973 (0.101) -1.066 (0.111) -0.96 (0.1) -1.007 (0.105) -0.985 (0.102) -1.03 (0.107)
Note. NA indicates that results are not available since the convergence percentage < 50% in this condition.
Mean squared error (MSE)
The mean squared error combines the influence of the bias and variance in one
estimate. Note, however, that since the methods are not all unbiased, the relative
influence of the bias and variance on the MSE can vary with the sample size (Morris
et al., 2019).
Table 3.5 shows the MSE for the variance parameters and the parameter of
interest, βB − βW , based on the posterior median estimates. Although the differ-
ences in MSE across posterior estimates were generally small, the median and mode
showed the lowest MSE when differences arose. Again, we only report the results for
the effect size of -0.2, since the results did not differ substantially across effect sizes.
For ωB, the MSE is close to zero for all priors when the population value equals
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0.1, but slightly larger when the population value equals 1. In this case, the IG(0.1,
0.1) prior shows the smallest MSE, while the MSE is comparable across the other
priors. A very similar picture arises for ωW , with small MSE when the population
value for ωW equals 0.1 and larger MSE when the population value equals 1. For
σBy1, all priors result in comparable small MSEs, with slightly larger values when the
VPC equals 0.3 combined with one or both of the population values for ω equal to




Table 3.5: Mean squared error (MSE) for selected parameters based on strict con-
vergence criteria and all converged replications
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 0.002 0.002 0.001 0.027 0.003 0.003 0.002 0.003
0.03 0.1 1 -0.2 0.002 NA NA 0.026 0.002 0.002 0.002 0.002
0.03 1 0.1 -0.2 0.701 0.769 0.644 0.378 0.690 0.698 0.693 0.714
0.03 1 1 -0.2 0.711 0.779 0.664 0.410 0.701 0.709 0.707 0.726
0.3 0.1 0.1 -0.2 0.011 0.003 0.014 0.094 0.012 0.010 0.011 0.007
0.3 0.1 1 -0.2 0.018 0.004 0.015 0.096 0.019 0.014 0.018 0.014
0.3 1 0.1 -0.2 0.603 0.715 0.579 0.307 0.579 0.605 0.601 0.622
0.3 1 1 -0.2 0.588 0.708 0.581 0.318 0.551 0.575 0.574 0.603
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 0.004 0.001 0.006 0.076 0.003 0.003 0.003 0.002
0.03 0.1 1 -0.2 0.677 NA NA 0.349 0.690 0.700 0.692 0.715
0.03 1 0.1 -0.2 0.005 0.001 0.004 0.049 0.004 0.003 0.004 0.003
0.03 1 1 -0.2 0.673 0.795 0.677 0.429 0.705 0.715 0.707 0.733
0.3 0.1 0.1 -0.2 0.004 0.001 0.003 0.046 0.003 0.002 0.003 0.002
0.3 0.1 1 -0.2 0.681 0.797 0.684 0.449 0.726 0.720 0.708 0.742
0.3 1 0.1 -0.2 0.004 0.001 0.003 0.043 0.003 0.002 0.003 0.002
0.3 1 1 -0.2 0.674 0.795 0.677 0.452 0.725 0.716 0.700 0.742
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation item 1 between σBy1
0.03 0.1 0.1 -0.2 0.021 0.029 0.015 0.011 0.020 0.020 0.020 0.021
0.03 0.1 1 -0.2 0.023 NA NA 0.011 0.023 0.022 0.022 0.024
0.03 1 0.1 -0.2 0.074 0.067 0.077 0.074 0.053 0.063 0.066 0.060
0.03 1 1 -0.2 0.063 0.060 0.061 0.061 0.051 0.052 0.057 0.052
0.3 0.1 0.1 -0.2 0.074 0.073 0.076 0.085 0.057 0.067 0.074 0.066
0.3 0.1 1 -0.2 0.109 0.096 0.097 0.105 0.070 0.088 0.088 0.081
0.3 1 0.1 -0.2 0.140 0.126 0.126 0.132 0.077 0.106 0.119 0.104
0.3 1 1 -0.2 0.141 0.128 0.136 0.134 0.106 0.130 0.132 0.114
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 0.002 0.002 0.004 0.012 0.002 0.002 0.002 0.002
0.03 0.1 1 -0.2 0.013 NA NA 0.020 0.013 0.013 0.013 0.013
0.03 1 0.1 -0.2 0.008 0.005 0.008 0.024 0.007 0.007 0.007 0.007
0.03 1 1 -0.2 0.016 0.014 0.016 0.027 0.016 0.016 0.014 0.016
0.3 0.1 0.1 -0.2 0.007 0.004 0.007 0.021 0.006 0.006 0.006 0.005
0.3 0.1 1 -0.2 0.020 0.017 0.019 0.038 0.020 0.020 0.021 0.019
0.3 1 0.1 -0.2 0.012 0.008 0.012 0.033 0.011 0.010 0.011 0.009
0.3 1 1 -0.2 0.025 0.019 0.030 0.037 0.021 0.021 0.022 0.021





Table 3.6 shows the coverage rates based on the 95% credibility intervals. For
ωB and ωW , the coverage rates are above the nominal 95% when the corresponding
population values equal 0.1 for all priors except the IG(0.1, 0.1), which results in
coverage rates of 0. When the population values equal 1, all coverage rates are much
too low. For σBy1, all coverage rates are close to the nominal 95% and are therefore
not reported. Finally, for the parameter of interest, the coverage rates are close to
95% when the effect size equals 0. When the effect size equals -0.2, the coverage
rates are close to 95% only when ωW = 0.1 and they are generally too low when
ωW = 1, except for the IG(0.1, 0.1) prior.
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Table 3.6: 95% coverage for selected parameters based on strict convergence criteria
and all converged replications
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 100.0 100.0 100.0 0.0 100.0 100.0 100.0 100.0
0.03 0.1 0.1 0 100.0 100.0 99.8 NA 100.0 100.0 100.0 100.0
0.03 0.1 1 -0.2 100.0 NA NA 0.0 100.0 100.0 100.0 100.0
0.03 0.1 1 0 100.0 100.0 NA 0.0 100.0 100.0 100.0 100.0
0.03 1 0.1 -0.2 10.9 1.1 5.2 24.5 6.4 6.8 5.9 3.8
0.03 1 0.1 0 10.8 1.3 5.1 27.4 6.2 6.0 6.4 5.5
0.03 1 1 -0.2 9.6 0.2 1.8 14.8 4.5 3.6 4.2 2.7
0.03 1 1 0 9.4 1.5 3.1 NA 4.7 4.9 5.7 4.1
0.3 0.1 0.1 -0.2 98.9 99.1 93.0 0.0 97.7 98.1 97.9 98.5
0.3 0.1 0.1 0 99.7 99.8 92.1 0.0 99.3 99.8 99.5 99.5
0.3 0.1 1 -0.2 96.7 97.9 90.6 0.0 96.2 97.1 95.9 96.6
0.3 0.1 1 0 99.1 99.3 94.1 0.0 97.1 98.2 98.3 98.0
0.3 1 0.1 -0.2 32.3 5.0 11.2 59.5 16.1 14.8 17.5 12.6
0.3 1 0.1 0 33.2 NA 15.4 62.1 22.1 16.9 20.5 12.0
0.3 1 1 -0.2 37.5 3.9 11.2 53.1 24.5 21.8 23.6 17.0
0.3 1 1 0 42.5 NA 14.7 62.3 24.8 21.6 29.9 17.7
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 99.5 99.8 97.9 0.0 99.5 99.5 99.5 99.5
0.03 0.1 0.1 0 99.3 100.0 98.1 NA 99.5 99.5 99.3 99.3
0.03 0.1 1 -0.2 10.2 NA NA 27.2 3.3 3.0 3.5 2.4
0.03 0.1 1 0 6.6 0.4 NA 25.8 2.3 2.4 3.3 1.6
0.03 1 0.1 -0.2 99.0 99.8 99.2 0.0 99.3 99.8 99.8 100.0
0.03 1 0.1 0 99.8 100.0 99.5 0.0 99.8 99.8 99.8 100.0
0.03 1 1 -0.2 8.8 0.9 3.1 8.7 4.3 3.4 4.5 3.6
0.03 1 1 0 6.1 0.2 0.9 NA 1.8 1.6 2.2 1.1
0.3 0.1 0.1 -0.2 99.7 100.0 99.8 0.0 99.8 99.8 99.7 99.8
0.3 0.1 0.1 0 99.7 100.0 99.3 0.0 100.0 99.8 99.5 100.0
0.3 0.1 1 -0.2 6.9 0.2 1.4 6.4 2.1 1.9 3.8 1.7
0.3 0.1 1 0 5.3 0.0 0.5 5.4 0.2 1.0 2.3 0.2
0.3 1 0.1 -0.2 99.7 100.0 99.2 0.0 99.7 99.7 99.4 100.0
0.3 1 0.1 0 100.0 NA 100.0 0.0 100.0 100.0 100.0 100.0
0.3 1 1 -0.2 11.1 0.6 1.1 5.6 2.3 2.0 4.7 1.4
0.3 1 1 0 7.9 NA 1.0 5.6 1.3 1.4 2.0 1.1
VPC ωB ωW ES UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 96.6 95.9 97.1 98.3 96.7 97.2 96.2 96.4
0.03 0.1 0.1 0 97.3 97.0 97.9 NA 97.0 97.9 98.3 97.2
0.03 0.1 1 -0.2 67.8 NA NA 92.8 65.4 62.2 65.0 62.2
0.03 0.1 1 0 95.1 95.1 NA 98.0 95.6 95.7 95.6 95.6
0.03 1 0.1 -0.2 95.0 93.8 94.5 96.1 94.5 94.4 95.1 94.4
0.03 1 0.1 0 91.3 91.6 92.8 93.6 92.5 91.2 92.2 91.0
0.03 1 1 -0.2 87.9 74.6 84.2 94.2 85.4 84.7 87.7 82.7
0.03 1 1 0 93.9 93.7 94.0 NA 94.8 93.8 94.7 94.6
0.3 0.1 0.1 -0.2 96.1 95.1 96.9 97.1 96.0 96.2 96.2 95.8
0.3 0.1 0.1 0 97.9 96.1 96.8 97.4 95.8 96.9 97.4 97.4
0.3 0.1 1 -0.2 88.4 79.4 86.7 91.9 86.2 86.4 87.1 87.3
0.3 0.1 1 0 97.6 96.3 97.6 97.2 98.1 97.2 97.7 97.8
0.3 1 0.1 -0.2 96.0 95.3 95.9 95.8 94.7 94.8 96.2 95.5
0.3 1 0.1 0 96.1 NA 95.5 96.4 96.2 94.8 96.1 95.1
0.3 1 1 -0.2 89.3 81.8 88.0 94.6 88.9 87.4 89.8 88.1
0.3 1 1 0 95.0 NA 95.3 96.2 94.2 95.8 95.6 96.1




Results Study 2: Influence prior misspecifications
We now turn to the results of the second simulation study in which we investi-
gate the same population conditions as in Study 1, but with informative priors. The






























































































● ●VPC = 0.03, ES = −0.2 VPC = 0.03, ES = 0 VPC = 0.3, ES = −0.2 VPC = 0.3, ES = 0
Figure 3.9: Percentages converged replications per condition according to the strict
convergence criteria
Figure 3.9 shows the percentages of converged replications according to the
strict criteria for each prior in the second study. The x-axis is again ordered such
that the prior on the left has the lowest convergence percentage across conditions
and the dashed lines indicate 50% convergence with conditions falling below this line
are not included in the results. It is clear that, compared to the default priors in
Study 1, the informative priors have more convergence problems. This is especially
the case for the incorrectly specified F and half-Cauchy priors. For the incorrectly
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specified F prior, the convergence of 0% when at least one of the population standard
deviations equals 0.1 is due to the fact that in these situations the prior scale equals
zero whereas it should be positive (see also Subsection 3.6). Only the informative
half-Normal priors and the incorrectly specified Exponential prior obtained more
than 50% convergence in all conditions.
In order to be able to compare the informative priors, we base the results
of the second simulation study not on the strict convergence criteria, but on the
weak convergence criteria. The convergence percentages based on these criteria
are shown in Figure 3.10 and are much better compared to the strict convergence
criteria. Although the average results do not differ substantially between the strict
and weak convergence criteria, this choice does complicate comparisons between the
first and second simulation study. The full results according to the strict criteria



















































































● ●VPC = 0.03, ES = −0.2 VPC = 0.03, ES = 0 VPC = 0.3, ES = −0.2 VPC = 0.3, ES = 0





Table 3.7 shows the relative bias with the absolute bias in brackets for the
variance parameters and the parameter of interest, βB −βW , based on the posterior
median estimates and weak convergence criteria. Again, we only report the bias for
those conditions in which ES = −0.2 and refer to the online materials for the full
results.
As expected, the bias is generally lower for the correctly specified informative
priors compared to the incorrectly specified informative priors. However, the value
of the difference between the priors varies across conditions. For example, for ωB, the
informative half-normal prior only shows a substantially lower bias when the V PC =
0.3 and ωB = 0.1. In these two conditions, the informative half-normal priors also
outperform the default half-normal prior from Study 1. In the other conditions, the
correctly specified informative half-normal prior performs comparably to the default
half-normal prior. In general, it depends on the population condition whether the
informative priors outperform the default priors in terms of bias.In theory, any
differences in bias between the default and informative priors might be due to the
difference in convergence criteria used. To check this, we compared the bias across
default and informative priors using the weak criteria for both types and found that
the differences in bias were due to the type of prior rather than the convergence
criteria. For ωW , we see that the smaller biases when the population values equal
0.1 that we found in Study 1 do not hold for all informative priors. We see this
pattern for the informative half-normal prior and, to a lesser extent, the incorrect
half-normal and exponential priors, but not for the informative half-Cauchy or F
priors. These priors show substantial biases regardless of the population values. The
biases for σBy1 are substantial especially when the V PC = 0.03 and ωB = 0.1, while
the contextual effect βB − βW is again underestimated across the board.
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Table 3.7: Relative bias with absolute bias in brackets for selected parameters based
on weak convergence criteria and all converged replications
VPC ωB ωW ES HNinf HNinc HCinf HCinc Finf EXPinf EXPinc
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 -0.563 (-0.056) -0.651 (-0.065) -0.873 (-0.087) -0.992 (-0.099) -0.916 (-0.092) -0.617 (-0.062) -0.721 (-0.072)
0.03 0.1 1 -0.2 -0.471 (-0.047) -0.61 (-0.061) -0.873 (-0.087) NA -0.906 (-0.091) NA -0.689 (-0.069)
0.03 1 0.1 -0.2 -0.859 (-0.859) -0.851 (-0.851) -0.873 (-0.873) NA -0.878 (-0.878) -0.865 (-0.865) -0.868 (-0.868)
0.03 1 1 -0.2 -0.841 (-0.841) -0.827 (-0.827) -0.843 (-0.843) NA -0.87 (-0.87) NA -0.856 (-0.856)
0.3 0.1 0.1 -0.2 -0.123 (-0.012) -0.534 (-0.053) -0.887 (-0.089) -0.996 (-0.1) NA -0.159 (-0.016) -0.625 (-0.063)
0.3 0.1 1 -0.2 -0.025 (-0.002) -0.552 (-0.055) -0.885 (-0.088) -0.99 (-0.099) NA NA -0.643 (-0.064)
0.3 1 0.1 -0.2 -0.812 (-0.812) -0.809 (-0.809) -0.837 (-0.837) NA -0.852 (-0.852) NA -0.834 (-0.834)
0.3 1 1 -0.2 -0.765 (-0.765) -0.763 (-0.763) -0.784 (-0.784) NA -0.834 (-0.834) NA -0.806 (-0.806)
VPC ωB ωW ES HNinf HNinc HCinf HCinc Finf EXPinf EXPinc
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 -0.309 (-0.031) -0.674 (-0.067) -0.898 (-0.09) -0.999 (-0.1) -0.96 (-0.096) -0.41 (-0.041) -0.772 (-0.077)
0.03 0.1 1 -0.2 -0.846 (-0.846) -0.89 (-0.89) -0.88 (-0.88) NA -0.9 (-0.9) NA -0.906 (-0.906)
0.03 1 0.1 -0.2 -0.247 (-0.025) -0.669 (-0.067) -0.898 (-0.09) NA -0.957 (-0.096) -0.322 (-0.032) -0.773 (-0.077)
0.03 1 1 -0.2 -0.823 (-0.823) -0.868 (-0.868) -0.838 (-0.838) NA -0.887 (-0.887) NA -0.895 (-0.895)
0.3 0.1 0.1 -0.2 -0.305 (-0.031) -0.689 (-0.069) -0.906 (-0.091) -0.999 (-0.1) NA -0.392 (-0.039) -0.783 (-0.078)
0.3 0.1 1 -0.2 -0.861 (-0.861) -0.904 (-0.904) -0.872 (-0.872) -0.993 (-0.993) NA NA -0.912 (-0.912)
0.3 1 0.1 -0.2 -0.207 (-0.021) -0.664 (-0.066) -0.9 (-0.09) NA -0.958 (-0.096) NA -0.77 (-0.077)
0.3 1 1 -0.2 -0.815 (-0.815) -0.87 (-0.87) -0.83 (-0.83) NA -0.884 (-0.884) NA -0.896 (-0.896)
VPC ωB ωW ES HNinf HNinc HCinf HCinc Finf EXPinf EXPinc
Standard deviation item 1 between σBy1
0.03 0.1 0.1 -0.2 -0.11 (-0.037) -0.48 (-0.161) -0.421 (-0.141) -0.976 (-0.327) -0.577 (-0.193) -0.124 (-0.042) -0.555 (-0.186)
0.03 0.1 1 -0.2 -0.12 (-0.046) -0.443 (-0.168) -0.375 (-0.142) NA -0.533 (-0.201) NA -0.512 (-0.193)
0.03 1 0.1 -0.2 0.018 (0.019) -0.116 (-0.121) -0.001 (-0.001) NA -0.032 (-0.034) 0.005 (0.005) -0.089 (-0.093)
0.03 1 1 -0.2 -0.01 (-0.01) -0.137 (-0.146) -0.03 (-0.031) NA -0.052 (-0.055) NA -0.116 (-0.123)
0.3 0.1 0.1 -0.2 0.017 (0.021) -0.107 (-0.128) 0.013 (0.016) -0.049 (-0.058) NA 0.022 (0.026) -0.087 (-0.103)
0.3 0.1 1 -0.2 0.022 (0.03) -0.104 (-0.142) 0.014 (0.019) -0.044 (-0.06) NA NA -0.079 (-0.107)
0.3 1 0.1 -0.2 0.032 (0.05) -0.093 (-0.144) 0.028 (0.043) NA -0.006 (-0.01) NA -0.064 (-0.099)
0.3 1 1 -0.2 0.006 (0.011) -0.117 (-0.197) 0.006 (0.011) NA -0.032 (-0.054) NA -0.093 (-0.157)
VPC ωB ωW ES HNinf HNinc HCinf HCinc Finf EXPinf EXPinc
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 -1.128 (0.016) -1.106 (0.015) -1.121 (0.016) -1.228 (0.017) -1.139 (0.016) -1.072 (0.015) -1.083 (0.015)
0.03 0.1 1 -0.2 -0.986 (0.103) -0.99 (0.103) -0.985 (0.102) NA -0.986 (0.103) NA -0.992 (0.103)
0.03 1 0.1 -0.2 -1.194 (0.017) -1.152 (0.016) -1.161 (0.016) NA -1.092 (0.015) -1.136 (0.016) -1.155 (0.016)
0.03 1 1 -0.2 -0.988 (0.103) -0.979 (0.102) -0.986 (0.103) NA -0.981 (0.102) NA -0.984 (0.102)
0.3 0.1 0.1 -0.2 -0.784 (0.011) -0.896 (0.013) -0.902 (0.013) -0.883 (0.012) NA -0.427 (0.006) -0.915 (0.013)
0.3 0.1 1 -0.2 -1.029 (0.107) -1.019 (0.106) -1.006 (0.105) -1.016 (0.106) NA NA -1.025 (0.107)
0.3 1 0.1 -0.2 -1.179 (0.016) -1.237 (0.017) -1.183 (0.017) NA -1.286 (0.018) NA -1.25 (0.017)
0.3 1 1 -0.2 -1.015 (0.106) -1.008 (0.105) -1.014 (0.105) NA -1.031 (0.107) NA -1.019 (0.106)
Note. Finc is missing due to complete nonconvergence. NA indicates that results are not available since the convergence percentage < 50% in
this condition.
Mean squared error (MSE)
Table 3.8 shows the MSE for the variance parameters and the parameter of
interest, βB − βW , based on the posterior median estimates and weak convergence
criteria. The results are very similar to those of Study 1. For ωB and ωW , the MSE
is close to zero for all priors when the corresponding population value equals 0.1,
but slightly larger when the corresponding population value equals 1. There are
no substantial differences across priors. All MSEs are small for σBy1 and generally
comparable across population values and the MSEs for βB − βW are close to zero
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across the board. The MSEs do not show substantial differences between priors.
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Table 3.8: Mean squared error (MSE) for selected parameters based on weak con-
vergence criteria and all converged replications
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 0.003 0.008 0.009 0.004 0.004 0.010 0.005
0.03 0.1 1 -0.2 0.003 0.008 0.008 NA 0.004 NA 0.005
0.03 1 0.1 -0.2 0.742 0.764 0.773 0.751 0.726 NA 0.756
0.03 1 1 -0.2 0.712 0.715 0.759 NA 0.688 NA 0.736
0.3 0.1 0.1 -0.2 0.001 0.008 NA 0.001 0.003 0.010 0.004
0.3 0.1 1 -0.2 0.001 0.008 NA NA 0.003 0.010 0.005
0.3 1 0.1 -0.2 0.664 0.704 0.729 NA 0.658 NA 0.698
0.3 1 1 -0.2 0.597 0.624 0.700 NA 0.590 NA 0.656
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 0.002 0.008 0.009 0.002 0.005 0.010 0.006
0.03 0.1 1 -0.2 0.721 0.778 0.812 NA 0.795 NA 0.823
0.03 1 0.1 -0.2 0.001 0.008 0.009 0.002 0.005 NA 0.006
0.03 1 1 -0.2 0.687 0.709 0.790 NA 0.758 NA 0.804
0.3 0.1 0.1 -0.2 0.001 0.008 NA 0.002 0.005 0.010 0.006
0.3 0.1 1 -0.2 0.747 0.764 NA NA 0.820 0.986 0.834
0.3 1 0.1 -0.2 0.001 0.008 0.009 NA 0.004 NA 0.006
0.3 1 1 -0.2 0.675 0.697 0.785 NA 0.761 NA 0.805
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation item 1 between σBy1
0.03 0.1 0.1 -0.2 0.018 0.039 0.064 0.022 0.032 0.111 0.045
0.03 0.1 1 -0.2 0.021 0.042 0.071 NA 0.036 NA 0.051
0.03 1 0.1 -0.2 0.061 0.061 0.065 0.067 0.049 NA 0.056
0.03 1 1 -0.2 0.054 0.054 0.059 NA 0.052 NA 0.057
0.3 0.1 0.1 -0.2 0.065 0.065 NA 0.064 0.052 0.076 0.059
0.3 0.1 1 -0.2 0.086 0.085 NA NA 0.067 0.090 0.073
0.3 1 0.1 -0.2 0.114 0.115 0.112 NA 0.077 NA 0.090
0.3 1 1 -0.2 0.122 0.125 0.120 NA 0.104 NA 0.111
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 0.002 0.001 0.001 0.001 0.001 0.001 0.001
0.03 0.1 1 -0.2 0.013 0.012 0.012 NA 0.012 NA 0.012
0.03 1 0.1 -0.2 0.005 0.004 0.003 0.005 0.004 NA 0.004
0.03 1 1 -0.2 0.017 0.016 0.014 NA 0.015 NA 0.014
0.3 0.1 0.1 -0.2 0.004 0.003 NA 0.003 0.003 0.003 0.003
0.3 0.1 1 -0.2 0.018 0.017 NA NA 0.016 0.014 0.016
0.3 1 0.1 -0.2 0.008 0.006 0.006 NA 0.007 NA 0.006
0.3 1 1 -0.2 0.023 0.022 0.019 NA 0.021 NA 0.019
Note. Finc is missing due to complete nonconvergence. NA indicates that results are
not available since the convergence percentage < 50% in this condition.96
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Coverage
Table 3.9 shows the coverage rates based on the 95% credibility intervals. It
is clear that the coverage rates differ greatly across conditions and priors. For ωB,
the informative half-Normal and exponential priors show coverage rates above the
nominal 95% when the ωB = 0.1 and much too low rates when ωB = 1. For the
incorrect half-Normal and exponential priors, the coverage rates are only above
95% when V PC = 0.3 and ωB = 0.1 and they are too low otherwise. For the other
informative priors, the rates are too low across all population conditions. For ωW , the
informative half-Normal and exponential priors show coverage rates of 100% when
ωW = 0.1 and much too low rates otherwise. For the other priors, the coverage of
ωW is too low across the board, but especially when ωW = 1. Note that the coverage
for the incorrectly specified half-Cauchy prior equals 0% for all conditions in which
enough convergence was obtained to include the results. For σBy1, the coverage rates
are generally close to 95%, although they are slightly lower for some of the priors
when V PC = 0.03 and ωB = 0.1. Again, the incorrect half-Cauchy prior shows
very low coverage rates, but only when V PC = 0.03. For the contextual effect, the
coverage rates are generally close to 95% when the effect size equals 0 and slightly
lower when the effect size equals -0.2.
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Table 3.9: 95% coverage for selected parameters based on weak convergence criteria
and all converged replications
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation latent variable between ωB
0.03 0.1 0.1 -0.2 99.4 14.7 25.1 99.1 29.5 1.1 29.7
0.03 0.1 0.1 0 99.2 13.5 25.1 97.8 29.1 1.8 28.4
0.03 0.1 1 -0.2 100.0 35.4 42.1 NA 56.9 NA 52.1
0.03 0.1 1 0 100.0 32.2 40.5 99.5 54.8 NA 48.3
0.03 1 0.1 -0.2 3.8 1.2 0.7 3.7 0.2 NA 0.2
0.03 1 0.1 0 5.2 2.1 1.2 3.8 1.0 NA 1.4
0.03 1 1 -0.2 7.2 4.0 0.8 NA 0.8 NA 0.8
0.03 1 1 0 7.5 3.8 1.6 5.7 1.0 NA 0.8
0.3 0.1 0.1 -0.2 100.0 57.0 NA 100.0 95.7 2.5 93.3
0.3 0.1 0.1 0 100.0 55.6 NA 100.0 97.6 2.5 95.0
0.3 0.1 1 -0.2 99.8 78.0 NA NA 99.6 1.9 98.1
0.3 0.1 1 0 100.0 79.0 NA 100.0 99.0 2.9 98.3
0.3 1 0.1 -0.2 9.5 3.8 1.2 NA 0.4 NA 0.2
0.3 1 0.1 0 12.0 5.3 2.2 7.9 1.6 NA 1.2
0.3 1 1 -0.2 27.8 17.0 2.2 NA 1.9 NA 1.3
0.3 1 1 0 30.5 17.4 5.8 21.0 3.9 NA 3.1
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation latent variable within ωW
0.03 0.1 0.1 -0.2 100.0 19.4 12.8 100.0 45.9 0.0 34.2
0.03 0.1 0.1 0 100.0 18.4 13.5 100.0 44.8 0.0 34.9
0.03 0.1 1 -0.2 2.4 0.8 0.2 NA 0.0 NA 0.0
0.03 0.1 1 0 1.8 0.8 0.2 0.9 0.2 NA 0.2
0.03 1 0.1 -0.2 100.0 43.1 33.3 100.0 65.6 NA 48.7
0.03 1 0.1 0 100.0 41.6 28.7 100.0 64.6 NA 50.8
0.03 1 1 -0.2 7.6 4.4 0.0 NA 0.0 NA 0.0
0.03 1 1 0 4.6 1.6 0.4 3.6 0.0 NA 0.2
0.3 0.1 0.1 -0.2 100.0 26.0 NA 100.0 39.3 0.0 32.8
0.3 0.1 0.1 0 100.0 29.4 NA 100.0 38.8 0.0 36.2
0.3 0.1 1 -0.2 2.4 0.9 NA NA 0.0 0.0 0.2
0.3 0.1 1 0 0.8 0.0 NA 1.0 0.0 0.0 0.0
0.3 1 0.1 -0.2 100.0 51.9 43.8 NA 71.4 NA 57.4
0.3 1 0.1 0 100.0 47.7 39.5 100.0 66.4 NA 54.5
0.3 1 1 -0.2 7.2 4.0 1.3 NA 0.2 NA 0.2
0.3 1 1 0 5.4 2.9 0.4 2.0 0.0 NA 0.0
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Standard deviation item 1 between σBy1
0.03 0.1 0.1 -0.2 98.0 86.2 74.7 97.6 78.0 9.1 73.0
0.03 0.1 0.1 0 97.8 86.7 75.6 97.6 78.4 6.3 73.1
0.03 0.1 1 -0.2 97.4 85.6 76.2 NA 77.4 NA 74.6
0.03 0.1 1 0 98.0 85.7 77.9 96.4 79.1 NA 75.4
0.03 1 0.1 -0.2 93.1 93.7 92.0 93.8 92.8 NA 92.8
0.03 1 0.1 0 93.4 93.2 93.1 93.4 92.4 NA 91.2
0.03 1 1 -0.2 95.2 94.2 92.5 NA 90.2 NA 90.4
0.03 1 1 0 95.4 95.2 93.1 95.1 90.8 NA 91.6
0.3 0.1 0.1 -0.2 94.3 94.9 NA 95.5 91.1 91.6 91.4
0.3 0.1 0.1 0 93.7 92.1 NA 93.4 92.4 91.9 92.2
0.3 0.1 1 -0.2 95.4 95.3 NA NA 90.6 92.0 92.1
0.3 0.1 1 0 97.8 98.2 NA 96.7 93.7 95.5 93.8
0.3 1 0.1 -0.2 94.9 95.3 94.0 NA 93.8 NA 94.0
0.3 1 0.1 0 93.8 94.0 94.4 94.2 94.9 NA 95.0
0.3 1 1 -0.2 94.9 95.6 93.7 NA 91.3 NA 91.6
0.3 1 1 0 94.6 95.2 93.1 95.7 91.8 NA 93.0
VPC ωB ωW ES HNinf HCinf Finf EXPinf HNinc HCinc EXPinc
Contextual effect βB - βW
0.03 0.1 0.1 -0.2 96.4 91.5 90.6 96.0 93.1 86.0 92.4
0.03 0.1 0.1 0 96.8 94.5 93.7 96.8 95.9 92.5 95.3
0.03 0.1 1 -0.2 56.9 44.5 39.6 NA 39.5 NA 37.2
0.03 0.1 1 0 95.4 93.4 92.5 95.0 94.2 NA 93.6
0.03 1 0.1 -0.2 95.2 94.3 93.7 94.9 93.2 NA 93.6
0.03 1 0.1 0 92.8 93.0 93.3 93.2 92.8 NA 93.0
0.03 1 1 -0.2 85.9 85.4 76.5 NA 81.1 NA 76.7
0.03 1 1 0 94.8 93.6 92.9 93.3 94.0 NA 93.0
0.3 0.1 0.1 -0.2 95.5 92.4 NA 96.2 93.5 92.7 92.9
0.3 0.1 0.1 0 96.4 94.2 NA 97.1 93.7 94.3 93.5
0.3 0.1 1 -0.2 78.8 75.6 NA NA 68.3 64.1 68.2
0.3 0.1 1 0 97.2 96.8 NA 96.9 94.7 94.2 95.1
0.3 1 0.1 -0.2 96.0 96.2 94.5 NA 95.1 NA 94.9
0.3 1 0.1 0 96.4 96.2 95.2 96.0 95.7 NA 95.7
0.3 1 1 -0.2 90.1 90.4 84.8 NA 88.0 NA 84.1
0.3 1 1 0 96.7 96.5 95.5 96.7 95.7 NA 95.3
Note. Finc is missing due to complete nonconvergence. NA indicates that results are
not available since the convergence percentage < 50% in this condition.
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Results Study 3: Influence number of groups
In this study, we investigate the influence of increasing the number of groups
from 20 to 50. We analyse a subset of the conditions from Study 1 and 2, with the
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Figure 3.11: Percentages converged replications per condition according to the strict
convergence criteria
Figure 3.11 shows the percentages of converged replications according to the
strict criteria for each prior in the third study (filled shapes). For comparison, the
convergence percentages for G = 20 are shown as well (empty shapes). Surprisingly,
convergence is not consistently higher for G = 50 compared to G = 20. This might
be due to the fact that with an increased number of groups, there are more factor
scores at the between level ηBj as well as latent group means xb.j to estimate which
means that there are more parameters for which Rhat might become too large.
Generally, for G = 50, convergence is above the required 50%, except for many
priors in the condition with ωB = ωW = 0.1 (grey dots) and for two priors when




Table 3.10 shows the relative bias with the absolute bias in brackets for the
variance parameters and the parameter of interest, βB −βW , based on the posterior
median estimates and strict convergence criteria. Differences between the priors
are generally small, with the exception of the inverse-Gamma priors which show
higher or lower biases depending on the population condition. Compared to the
bias found in Study 1 and 2, there are some differences in bias, in which case the




Table 3.10: Relative bias with absolute bias in brackets for selected parameters
based on strict convergence criteria and all converged replications
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable between ωB






































































ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable within ωW






































































ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation item 1 between σBy1






































































ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Contextual effect βB - βW






































































Note. In Study 3, only those conditions are considered in which V PC = 0.03 and ES = −0.2. NA indicates that results are not available
since the convergence percentage < 50% in this condition.
Mean squared error (MSE)
The MSE for the variance parameters and the contextual effect, βB − βW ,
is shown in Table 3.11. Since these values do not differ substantially from those
obtained based on 20 groups in Study 1 and 2, we will not discuss them further.
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Table 3.11: Mean squared error (MSE) for selected parameters based on strict con-
vergence criteria and all converged replications
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable between ωB
0.1 0.1 NA 0.002 0.001 0.019 NA NA NA NA NA NA NA NA
0.1 1 0.003 0.002 0.000 0.016 0.003 0.003 0.003 0.003 0.003 0.007 0.008 0.003
1 0.1 0.738 0.802 0.670 0.410 0.741 0.740 0.738 0.754 0.766 NA NA 0.770
1 1 0.777 0.827 0.708 0.465 0.765 0.773 0.780 0.784 0.779 0.780 0.812 0.788
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable within ωW
0.1 0.1 NA 0.001 0.003 0.061 NA NA NA NA NA NA NA NA
0.1 1 0.688 0.772 0.626 0.364 0.696 0.699 0.694 0.710 0.707 0.769 0.805 0.724
1 0.1 0.002 0.001 0.002 0.037 0.002 0.002 0.002 0.002 0.002 NA NA 0.002
1 1 0.689 0.780 0.673 0.442 0.708 0.711 0.719 0.737 0.702 0.715 0.774 0.720
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation item 1 between σBy1
0.1 0.1 NA 0.018 0.010 0.004 NA NA NA NA NA NA NA NA
0.1 1 0.013 0.020 0.012 0.006 0.013 0.013 0.013 0.014 0.013 0.022 0.037 0.014
1 0.1 0.022 0.022 0.021 0.023 0.018 0.021 0.020 0.018 0.018 NA NA 0.019
1 1 0.025 0.022 0.023 0.028 0.023 0.023 0.022 0.022 0.022 0.021 0.022 0.024
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Contextual effect βB - βW
0.1 0.1 NA 0.001 0.002 0.006 NA NA NA NA NA NA NA NA
0.1 1 0.011 0.011 0.012 0.014 0.011 0.011 0.011 0.011 0.011 0.011 0.011 0.011
1 0.1 0.004 0.002 0.006 0.017 0.003 0.003 0.004 0.003 0.003 NA NA 0.002
1 1 0.014 0.013 0.015 0.021 0.014 0.015 0.015 0.014 0.014 0.013 0.013 0.014
Note. In Study 3, only those conditions are considered in which V PC = 0.03 and ES = −0.2. NA indicates
that results are not available since the convergence percentage < 50% in this condition.
Coverage
The general structure of the coverage rates based on the 95% credibility inter-
vals (Table 3.12) is very similar to the values found in Study 1 and 2. However, if
the coverage rates differ, the coverage is generally lower in Study 3. One substantial
difference across all priors is that the coverage for the contextual effect, βB - βW is
much lower when ωW = 1 in Study 3 compared to Study 1 and 2.
102
Bayesian MLSEM
Table 3.12: 95% coverage for selected parameters based on strict convergence criteria
and all converged replications
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable between ωB
0.1 0.1 NA 98.5 100.0 0.0 NA NA NA NA NA NA NA NA
0.1 1 97.7 97.3 100.0 0.0 98.0 97.7 97.1 97.9 96.5 34.5 40.3 93.9
1 0.1 2.1 0.0 1.6 9.6 1.2 1.0 2.3 1.3 0.6 NA NA 0.0
1 1 2.1 0.3 1.1 4.2 1.4 0.6 0.3 1.2 1.4 1.2 0.8 1.3
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation latent variable within ωW
0.1 0.1 NA 100.0 99.2 0.0 NA NA NA NA NA NA NA NA
0.1 1 2.3 0.5 0.9 12.0 1.2 1.5 1.6 0.5 0.8 0.3 0.0 0.5
1 0.1 100.0 100.0 100.0 0.0 100.0 100.0 100.0 100.0 100.0 NA NA 100.0
1 1 3.6 0.3 0.5 5.8 2.0 1.2 1.0 0.9 3.4 1.8 0.0 2.3
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Standard deviation item 1 between σBy1
0.1 0.1 NA 89.6 96.6 99.3 NA NA NA NA NA NA NA NA
0.1 1 93.7 87.6 92.2 98.4 93.3 93.4 93.2 92.6 92.7 86.7 81.4 91.8
1 0.1 95.8 93.9 95.3 95.3 96.3 95.7 97.3 96.0 97.2 NA NA 96.0
1 1 94.9 96.8 94.5 93.9 94.2 95.3 96.5 95.6 96.0 95.6 95.8 96.8
ωB ωW UN IG.001 IG.01 IG.1 HNdef HCdef Fdef EXPdef HNinf HCinf Finf EXPinf
Contextual effect βB - βW
0.1 0.1 NA 92.9 96.3 98.6 NA NA NA NA NA NA NA NA
0.1 1 31.7 18.9 46.0 79.1 33.7 31.9 35.8 31.3 28.6 16.4 12.1 25.2
1 0.1 92.3 90.6 92.1 93.7 92.6 93.6 92.0 93.0 92.2 NA NA 93.5
1 1 63.0 44.5 61.4 83.1 61.6 58.0 58.1 57.3 62.2 61.6 50.9 57.9
Note. In Study 3, only those conditions are considered in which V PC = 0.03 and ES = −0.2. NA indicates
that results are not available since the convergence percentage < 50% in this condition.
Summary of the simulation studies
With these three simulation studies, we aimed to obtain more insight into the
performance of the various priors for random effects variances in MLSEM. Here, we
summarise the results across the three studies. Generally, the default robust priors
and the uniform prior show sufficient convergence, even with only 20 groups. The
inverse-Gamma priors and informative robust priors show more convergence issues.
In certain population conditions (i.e., ωB = ωW = 0.1), convergence percentages are
lower for some priors when G = 50 compared to G = 20. This might be due to the
strict convergence criteria used. Specifically, only one divergent transition, or one
parameter with an R̂ value larger than 1.05 result in a replication being flagged as




The varying results for the different inverse-Gamma specifications replicate
previous findings showing that these priors are highly sensitive to the choice of the
hyperparameters. The uniform and robust priors show substantial negative bias and
much too low coverage rates for both ωB and ωW when the population values for
these parameters are equal to 1. This indicates that, regardless of their heavy tails,
the robust priors shrink large variance parameters too heavily towards zero and are
not sufficiently robust for population values equal to 1. Moreover, these problems
are not remedied by specifying informative prior distributions. Coverage rates for
the latent variable standard deviations do improve when ωB and ωW are equal to
0.1, as does the bias for ωW when its population value equals 0.1. Interestingly, the
standard deviation of the items at the between level (σBy ) is much less sensitive to
the prior specification.
Although the priors we investigated are specified on the random effects vari-
ances, researchers using MLSEM are generally interested in the contextual effect
βB − βW . All of the investigated priors result in an underestimation of the contex-
tual effect, regardless of condition. Coverage of the contextual effect is generally
close to the nominal 95% when the population effect size equals 0 or when it equals
-0.2 in combination with ωW = 0.1. Otherwise, coverage rates are too low. Interest-
ingly, for G = 50 the coverage rates are substantially lower when ES = −0.2 and
ωW = 1 compared to G = 20. This can be explained by the fact that, in general,
the credibility intervals are smaller for G = 50 compared to G = 20. However, if the
parameter estimate is biased, this smaller credibility interval will not contain the
true value more often compared to the wider credibility interval, leading to worse
coverage rates. Finally, the power to detect a small contextual effect of -0.2 is much
too low across the board. This is not surprising given the small number of groups
used.
3.7 Discussion
The popularity of Bayesian MLSEM has inspired various investigations into the
required number of groups (see e.g., Depaoli & Clifton, 2015; Helm, 2018; Hox et al.,
2012). However, these studies mainly rely on traditional default prior specifications,
that have been proven to be unreliable, or correctly specified informative priors that
are not feasible in practice. The goal of this study was to investigate more robust
prior distributions for the random effects variances in the context of MLSEM. In
order to do so, we have conducted three simulation studies and applied the priors
to the PISA data to estimate the BFLPE.
Overall, the differences between the prior distributions were smaller than ex-
pected. The main differences in results in the simulation studies appear to arise
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due to the population conditions rather than the prior distribution. This might be
explained by the fact that the conditions considered in our simulations were not
extreme enough to result in substantial differences between the priors. Although
we tried to include a variety of realistic simulation conditions, limitations always
remain due to time constraints. Specifically, we only considered balanced designs
with a within-group sample size of 20. Future research should further investigate
non-balanced designs and vary the within-group sample size. Additionally, for a
smaller number of groups (e.g., 10), we would expect more differences between the
priors. However, the question arises how useful such a situation would be in prac-
tice, especially given the low power we encountered for 20 and even 50 groups. One
prior that did show substantially different results is the traditional inverse-Gamma
prior, which has once again shown to be highly sensitive to the specific choice of the
hyperparameters. Unfortunately, the informative priors resulted in low convergence
percentages which complicated a thorough investigation and comparison of their
performance. As expected, the bias was generally lower for the correctly specified
priors compared to the incorrectly specified priors, but the exact value depended
on the population condition. Thus, in certain conditions, there was some evidence
that these priors are robust against misspecification. Future research should further
investigate these and other informative specifications to fully assess their robustness
against misspecification.
One limitation of the simulation study lies in the fact that we removed the
non-converged replications from the results. If the non-convergence in these re-
moved replications is due to particular sample values this approach might bias the
simulations. We tried to partially remedy this problem by also considering weaker
convergence criteria, which resulted in less non-converged replications but generally
did not show substantial differences in terms of bias, MSE, and coverage. Still,
non-convergence and how to deal with it remains an issue in any simulation study
investigating extreme conditions in terms of sample size or population values. Com-
pared to other MCMC algorithms, the Hamiltonian Monte Carlo algorithm used
in Stan offers more convergence criteria. An advantage is that convergence can be
assessed more accurately, however, it will also flag a replication as non-converged
more easily. Especially for large models such as the model considered here, a few
divergent transitions can occur rapidly resulting in a replication that is flagged as
non-converged. However, in practice, removing all non-converged replications based
on only a few divergent transitions might result in more bias than when we do not
remove these replications. It can therefore be useful to compare the results obtained
using various convergence criteria.
Throughout this paper, we have focused on the prior for the random effects
variance or standard deviation. In regular multilevel models, several authors have
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proposed to specify priors on the intraclass-correlation coefficient, which leads to
an implied prior on the random effects variance (see e.g., Daniels, 1999; Gustafson,
Hossain, & Macnab, 2006; Mulder & Fox, 2018; Natarajan & Kass, 2000). Although
we have considered specifying a prior directly on the VPC, this approach is not
straightforward in MLSEM. Specifically, since the VPC depends on multiple other
model parameters (see Equation (3.7)), a choice needs to be made for which of those
model parameters a prior is directly specified and for which of the model parameters
the prior is implied. Future research is needed to investigate these choices and their
consequences.
Bayesian MLSEM offers a powerful modeling framework to incorporate both
measurement and sampling error within one model. However, the results presented
in this paper indicate that some caution is warranted in applying these models.
When the sample size is small, Bayesian estimation does not necessarily perform well
(Smid, McNeish, Miočević, & van de Schoot, 2019). In order for Bayesian estimation
to outperform classical estimation methods, the prior distribution needs to be well
thought out. This is especially the case for the complex MLSEM considered in this
paper: with only 20 groups, it is crucial for the prior distribution to add reasonable





Shrinkage priors for Bayesian
penalized regression.
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In linear regression problems with many predictors, penalized regression tech-
niques are often used to guard against overfitting and to select variables relevant
for predicting an outcome variable. Recently, Bayesian penalization is becoming in-
creasingly popular in which the prior distribution performs a function similar to that
of the penalty term in classical penalization. Specifically, the so-called shrinkage pri-
ors in Bayesian penalization aim to shrink small effects to zero while maintaining
true large effects. Compared to classical penalization techniques, Bayesian penaliza-
tion techniques perform similarly or sometimes even better, and they offer additional
advantages such as readily available uncertainty estimates, automatic estimation of
the penalty parameter, and more flexibility in terms of penalties that can be consid-
ered. However, many different shrinkage priors exist and the available, often quite
technical, literature primarily focuses on presenting one shrinkage prior and often
provides comparisons with only one or two other shrinkage priors. This can make
it difficult for researchers to navigate through the many prior options and choose a
shrinkage prior for the problem at hand. Therefore, the aim of this paper is to pro-
vide a comprehensive overview of the literature on Bayesian penalization. We pro-
vide a theoretical and conceptual comparison of nine different shrinkage priors and
parametrize the priors, if possible, in terms of scale mixture of normal distributions
to facilitate comparisons. We illustrate different characteristics and behaviors of the
shrinkage priors and compare their performance in terms of prediction and variable
selection in a simulation study. Additionally, we provide two empirical examples to
illustrate the application of Bayesian penalization. Finally, an R package bayesreg
is available online (https://github.com/sara-vanerp/bayesreg) which allows re-
searchers to perform Bayesian penalized regression with novel shrinkage priors in an
easy manner.





Regression analysis is one of the main statistical techniques often used in the
field of psychology to determine the effect of a set of predictors on an outcome
variable. The number of predictors is often large, especially in the current “Age of
Big Data”. For example, the Kavli HUMAN project (Azmak et al., 2015) aims to
collect longitudinal data on all aspects of human life for 10,000 individuals. Measure-
ments include psychological assessments (e.g., personality, IQ), health assessments
(e.g., genome sequencing, brain activity scanning), social network assessment, and
variables related to education, employment, and financial status, resulting in an
extremely large set of variables. Furthermore, personal tracking devices allow the
collection of large amounts of data on various topics, including for example mood, in
a longitudinal manner (Fawcett, 2015). The problem with regular regression tech-
niques such as ordinary least squares (OLS) is that they quickly lead to overfitting as
the ratio of predictor variables to observations increases (see for example, McNeish,
2015, for an overview of the problems with OLS).
Penalized regression is a statistical technique widely used to guard against
overfitting in the case of many predictors. Penalized regression techniques have
the ability to select variables out of a large set of variables that are relevant for
predicting some outcome. Therefore, a popular setting for penalized regression
is in high-dimensional data, where the number of predictors p is larger than the
sample size n. Furthermore, in settings where the number of predictors p is smaller
than the sample size n (but still relatively large), penalized regression can offer
advantages in terms of avoiding overfitting and achieving model parsimony compared
to traditional variable selection methods such as null-hypothesis testing or stepwise
selection methods (Derksen & Keselman, 1992; Tibshirani, 1996). The central idea
of penalized regression approaches is to add a penalty term to the minimization of
the sum of squared residuals, with the goal of shrinking small coefficients towards






||y − β01 −Xβ ||22 + λc||β ||q
}
, (4.1)








where y = (y1, . . . , yn)′ is an n-dimensional vector containing the observations on
the outcome variable, β0 reflects the intercept, 1 is an n-dimensional vector of ones,
X is an (n × p) matrix of the observed scores on the p predictor variables, and
β = (β1, . . . , βp)
′ is a p-dimensional parameter vector of regression coefficients. λc
110
Shrinkage priors
reflects the penalty parameter, with large values resulting in more shrinkage towards
zero while λc = 0 leads to the ordinary least squares solution. The choice of q
determines the type of penalty induced, for example, q = 1 results in the well-known
least absolute shrinkage and selection operator (lasso; Tibshirani, 1996) solution and
q = 2 results in the ridge solution (Hoerl & Kennard, 1970). We refer to Hastie,
Tibshirani, and Wainwright (2015) for a comprehensive introduction and overview
of various penalized regression methods in a frequentist framework.
It is well known that many solutions to the penalized minimization problem
in Equation (4.1) can also be obtained in the Bayesian framework by using a spe-
cific prior combined with the posterior mode estimate, which has been shown to
perform similar to or better than their classical counterparts (Hans, 2009; Kyung,
Gill, Ghosh, & Casella, 2010; Li & Lin, 2010).1 Adopting a Bayesian perspective on
penalized regression offers several advantages. First, penalization fits naturally in a
Bayesian framework since a prior distribution is needed anyway and shrinkage to-
wards zero can be straightforwardly achieved by choosing a specific parametric form
for the prior. Second, parameter uncertainty and standard errors follow naturally
from the posterior standard deviations. As shown by Kyung et al. (2010) classical
penalized regression procedures can result in estimated standard errors that suffer
from multiple problems, such as variances estimated to be 0 (in the case of sand-
wich estimates), and unstable or poorly performing variance estimates (in the case of
bootstrap estimates). Third, with Bayesian penalization it is possible to estimate the
penalty parameter(s) λ simultaneously with the model parameters in a single step.
This is especially advantageous when there are multiple penalty parameters (e.g., in
the elastic net; Zou & Hastie, 2005), since sequential cross-validation procedures to
determine multiple penalty parameters induce too much shrinkage (i.e., the double
shrinkage problem; see e.g., Zou & Hastie, 2005). Fourth, Bayesian penalization
relies on Markov Chain Monte Carlo (MCMC) sampling rather than optimization,
which provides more flexibility in the sense that priors that would correspond to
non-convex penalties (i.e., q < 1 in (4.1)) are easier to implement. Non-convex
penalties would result in multiple modes, making them difficult to implement in
an optimization framework. The cost of the flexibility of MCMC, however, is that
it requires more computation time compared to standard optimization procedures.
Finally, Bayesian estimates have an intuitive interpretation. For example, a 95%
Bayesian credibility interval can simply be interpreted as the interval in which the
true value lies with 95% probability (e.g., Berger, 2006).
Due to these advantages, Bayesian penalization is becoming increasingly pop-
ular in the literature (see e.g., Alhamzawi, Yu, & Benoit, 2012; Andersen, Vehtari,
1Note that from a Bayesian perspective, however, there is no theoretical justification for re-
porting the posterior mode estimate (Tibshirani, 2011).
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Winther, & Hansen, 2017; Armagan, Dunson, & Lee, 2013; Bae & Mallick, 2004;
Bhadra, Datta, Polson, & Willard, 2017a; Bhattacharya, Pati, Pillai, & Dunson,
2012; Bornn, Gottardo, & Doucet, 2010; Caron & Doucet, 2008; Carvalho, Pol-
son, & Scott, 2010; Feng, Wang, Lu, & Song, 2017; Griffin & Brown, 2017; Hans,
2009; Ishwaran & Rao, 2005; Lu, Chow, & Loken, 2016; Peltola, Havulinna, Salo-
maa, & Vehtari, 2014; Polson & Scott, 2011; Roy & Chakraborty, 2016; Zhao, Gao,
Mukherjee, & Engelhardt, 2016). An active area of research investigates theoretical
properties of priors for Bayesian penalization, such as the Bayesian lasso prior (for
a recent overview, see Bhadra, Datta, Polson, & Willard, 2017b). In addition to
the Bayesian counterparts of classical penalized regression solutions, many other
priors have been proposed that have desirable properties in terms of prediction and
variable selection. However, the extensive (and often technical) literature and sub-
tle differences between the priors can make it difficult for researchers to navigate
the options and make sensible choices for the problem at hand. Therefore, the aim
of this paper is to provide a comprehensive overview of the priors that have been
proposed for penalization in (sparse) regression. We use the term shrinkage priors
to emphasize that these priors aim to shrink small effects towards zero. We place
the shrinkage priors in a general framework of scale mixtures of normal distribu-
tions to emphasize the similarities and differences between the priors. By provid-
ing insight in the characteristics and behaviors of the priors, we aid researchers in
choosing a prior for their specific problem. Additionally, we present a straightfor-
ward method to obtain empirical Bayes (EB) priors for Bayesian penalization. We
conduct a simulation study to compare the performance of the priors in terms of
prediction and variable selection in a linear regression model, and provide two em-
pirical examples to further illustrate the Bayesian penalization methods. Finally,
the shrinkage priors have been implemented in the R package bayesreg, available
from https://github.com/sara-vanerp/bayesreg, to allow general utilization.
The remainder of this paper is organized as follows: Section 2 introduces
Bayesian penalized regression. A theoretical overview of the different shrinkage
priors can be found in Section 3. Further insights into the priors is provided through
illustrations in Section 4 and the priors are compared in a simulation study in Section




4.2 Bayesian penalized regression
The likelihood for the linear regression model is given by:





where β0 represents the intercept, βj the regression coefficient for predictor j, and
σ2 is the residual variance.
In a Bayesian analysis, a prior distribution is specified for each parameter in
the model, e.g., p(β0,β, σ2, λ) = p(β0)p(β |σ2, λ)p(σ2)p(λ). Note that the prior for β
is conditioned on the residual variance σ2, as well as on λ. The conditioning on σ2 is
necessary in certain cases to obtain a unimodal posterior (Park & Casella, 2008). In
Bayesian penalized regression, λ is a parameter in the prior (i.e., a hyperparameter)
but has a similar role as the penalty parameter in classical penalized regression.
Since this penalty parameter λ is used to penalize the regression coefficient, it only
appears in the prior for β . Throughout this paper we will focus on priors for the
regression coefficients β1, . . . , βj and we will assume noninformative improper priors
for the nuisance parameters, specifically, p(β0) = 1 and a uniform prior on log(σ2),
i.e., p(σ2) = σ−2. Please note that these priors are chosen as noninformative choices
for the linear regression model considered in this paper. However, other choices
(including informative priors when prior information is available) are possible and
might be preferred in other applications. We refer the reader to van Erp et al.
(2018) for general recommendations on specifying prior distributions. We generally
assume that the priors for the regression coefficients are independent, unless stated
otherwise.
The prior distribution is then multiplied by the likelihood of the data to obtain
the posterior distribution, i.e.,
p(β0,β, σ
2, λ|y,X) ∝ p(y|X, β0,β, σ2)p(β0)p(β |σ2, λ)p(σ2)p(λ). (4.3)
Here, the normalizing constant is not included such that the right-hand side is
proportional to the posterior. The only difference with the unpenalized problem
(e.g., Bayesian linear regression) is the introduction of the penalty parameter λ. As
a result of the shrinkage prior the posterior in (4.3) is generally more concentrated,
or ”shrunk towards”, zero in comparison to the likelihood of the model.
An important choice is how to specify the penalty parameter λ. There are
different possibilities for this.
1. Full Bayes. Treat λ as an unknown model parameter for which a prior needs
to be specified. Typically, a vague prior p(λ) is specified for λ. Due to its
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similarity with multilevel (or hierarchical) modeling, full Bayes (FB) is also
known as “hierarchical Bayes” (see e.g., Wolpert & Strauss, 1996). This re-
sults in a fully Bayesian solution that incorporates the uncertainty about λ.
The advantage of this approach is that the model can be estimated in one
step. Throughout this paper, we will consider the half-Cauchy prior on λ, i.e.,
λ ∼ half-Cauchy(0, 1), which is a robust alternative and a popular prior distri-
bution in the Bayesian literature (see e.g., Gelman, 2006; Mulder & Pericchi,
2018; Polson & Scott, 2012).
2. Empirical Bayes. Empirical Bayes (EB) methods, also known as the “evi-
dence” procedure (see e.g., Wolpert & Strauss, 1996), first estimate the penalty
parameter λ from the data and then plug in this EB estimate for λ in the model
(see van de Wiel, Beest, & Münch, 2017, for an overview of EB methodology
in high-dimensional data). The resulting prior is called an EB prior. Since
an EB estimate is used for λ, the EB approach does not require the specifi-
cation of a prior p(λ) as in the FB approach. Since the exact choice of this
prior can sometimes have a serious effect on the Bayesian estimates (Roy &
Chakraborty, 2016), the EB approach would avoid sensitivity of the results to
the exact choice of the prior p(λ), while keeping the advantages of the Bayesian
approach.
Empirical Bayes is a two-step approach: first, the empirical Bayes choice for
λ needs to be determined; second, the model is fitted using the EB prior.
In order to obtain an EB estimate for λ, we need to find the solution that
maximizes the marginal likelihood2, i.e.,
λEB = arg max p(y|λ). (4.4)
To obtain λEB, first note that the marginal likelihood is the product of the
likelihood and prior integrated over the model parameters, i.e.,
p(y|λ) =
∫∫∫
p(y|X, β0,β, σ2)p(β0)p(β |σ2, λ)p(σ2) dβ0 dβ dσ2. (4.5)
Instead of directly optimizing, we achieve (4.4) by sampling from the posterior
with a noninformative prior for λ.3 The EB estimate λEB is the mode of the
marginal posterior for λ, i.e., p(λ|y). This corresponds to the maximum of the
marginal likelihood p(y|λ) because of the noninformative prior for λ.
2The marginal likelihood quantifies the probability of observing the data given the model.
Therefore, plugging in the EB estimate for λ will result in a prior that predicts the observed data
best.
3Specifically, we use λ ∼ half-Cauchy(0, 10000) to ensure a stable MCMC sampler.
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3. Cross-validation. For cross-validation (CV), the data is split into a training,
validation, and test set. The goal is to find a value for λ which results in a
model that is accurate in predicting new data, i.e., a generalizable model that
captures the signal in the data, but does not overfit (Hastie et al., 2015). To
find this value for λ, a range of values is considered, using the training data
y train to fit all models with the different λ values. Next, each resulting model
is used to predict the responses in the validation set yval. The value for λ that
minimizes some loss function is selected, i.e.,
λCV = arg min L(y train, yval). (4.6)
Given that the loss function is the negative of the log likelihood, this is equiv-
alent to:
λCV = arg max p(yval|y train, λ). (4.7)
Finally, λCV is used to fit the model on the test set. Generally, the prediction
mean squared error (PMSE) is used to determine λCV , which corresponds to
a quadratic loss function.
In practice k-fold cross-validation is often used. k-fold cross-validation is a
specific implementation of cross-validation in which the data is split in only a
training and a test set. The training set is split in K parts (usually K = 5 or
K = 10) and the range of λ values is applied K times on K − 1 parts of the
training set, each time with a different part as validation set. The K estimates
of the PMSE are then averaged and a standard error is computed.
Frequentist penalization approaches often rely on cross-validation. In the
Bayesian literature, full and empirical Bayes are often employed, although cross-
validation is also possible in a Bayesian approach (see for example the loo package
in R; Vehtari, Gabry, Yao, & Gelman, 2018). The intuition behind empirical Bayes
and cross-validation is similar: empirical Bayes aims to choose the value for λ that
is best in predicting the full data set, while cross-validation aims to choose the value
for λ that is best in predicting the validation set given a training set. A possible dis-
advantage of empirical Bayes and cross-validation is that the (marginal) likelihood
can be flat or multimodal when there are multiple penalty parameters (van de Wiel
et al., 2017).4
4In the initial empirical Bayes approach we used a uniform prior for λ and this problem became
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Throughout this paper, we will focus on the full and empirical Bayes approach
to determine λ, and only consider cross-validation for the frequentist penalization
methods we will compare the priors to.
4.3 Overview shrinkage priors
In this section we will give a general overview of shrinkage priors that have
been proposed in the literature. Given the extensive number of shrinkage priors
that has been investigated, we will limit the overview to priors that are related to
well-known classical penalization methods and shrinkage priors that are popular in
the Bayesian literature. Given that most shrinkage priors fall into these categories,
the resulting overview, while not exhaustive, is intended to be comprehensive and
will help researchers to navigate through this literature. In total, we will discuss
nine different shrinkage priors.
Many continuous, unimodal, and symmetric distributions can be parametrized
as a scale mixture of normals meaning that the distribution is rewritten as a normal
distribution (i.e., Normal(µ, σ2)) where the scale parameter is given a mixing density
h(σ2) (see e.g., West, 1987). Where possible, we will present the different priors in a
common framework by providing the scale mixture of normals formulation for each
prior. Using this formulation, the theoretical differences and similarities between the
priors become more clear and, additionally, the scale mixture of normals formulation
can be computationally more efficient.
We will now describe each prior in turn. The densities for several of the
shrinkage priors are presented in Table 4.1 and plotted in Figure 4.1. We will
consider a full and empirical Bayes approach to obtain the penalty parameter λ (see
Section 4.2) for all shrinkage priors, unless stated otherwise. For the full Bayesian
approach, we will consider standard half-Cauchy priors for the penalty parameters
as a robust default prior choice. We have included this choice for the prior on λ in
the descriptions below, but note that other choices are possible as well.
evident through non-convergence of the sampler or extreme estimates for λEB . The problem was
solved by using the half-Cauchy prior instead.
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Table 4.1: Conditional prior densities for the regression coefficients β implied by the
various shrinkage priors and references for each shrinkage prior.
Shrinkage prior Conditional prior density p(βj|λ, . . .) Reference
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Figure 4.1: Densities of the shrinkage priors
Ridge
The ridge prior corresponds to normal priors centered around 0 on the regres-
sion coefficients, i.e., (see e.g., Hsiang, 1975)
βj|λ, σ2 ∼ Normal(0,
σ2
λ
), for j = 1, . . . , p. (4.8)
λ ∼ half-Cauchy(0, 1)
The posterior mean estimates under this prior will correspond to estimates obtained
using the ridge penalty or l2 norm, i.e., q = 2 in Equation (4.1) (Hoerl & Kennard,
1970). The penalty parameter λ determines the amount of shrinkage, with larger





We can extend the ridge prior in Equation 4.8 by making the prior variances
predictor-specific, thereby allowing for more variation, i.e.,
βj|τ 2j ∼ Normal(0, σ2τ 2j ) (4.9)






), for j = 1, . . . , p,
λ ∼ half-Cauchy(0, 1)
When integrating τ 2j out, the following conditional prior distribution for the regres-
sion coefficients is obtained:




where Student(ν, 0, σ2
λ
) denotes a non-standardized Student’s t distribution centered
around 0 with ν degrees of freedom and scale parameter σ2
λ
. A smaller value for
ν results in a distribution with heavier tails, with ν = 1 implying a Cauchy prior
for βj. Larger (smaller) values for λ result in more (less) shrinkage towards m.
This prior has been considered, among others, by Griffin and Brown (2005) and
Meuwissen et al. (2001). Compared to the ridge prior in (4.8), the local Student’s
t prior has heavier tails. Throughout this paper, we will consider ν = 1, such that
the prior has Cauchy-like tails.
Lasso
The Bayesian counterpart of the lasso penalty was first proposed by Park and
Casella (2008). The Bayesian lasso can be obtained as a scale mixture of normals
with an exponential mixing density, i.e.,
βj|τ 2j , σ2 ∼ Normal(0, σ2τ 2j ) (4.11)
τ 2j |λ2 ∼ Exponential(
λ2
2
), for j = 1, . . . , p,
λ ∼ half-Cauchy(0, 1)
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Integrating τ 2j out results in double-exponential or Laplace priors on the regression
coefficients, i.e.,
βj|λ, σ ∼ Double-exponential(0,
σ
λ
), for j = 1, . . . , p. (4.12)
With this prior, the posterior mode estimates are similar to estimates obtained
under the lasso penalty or l1 norm, i.e., q = 1 in Equation (4.1) (Tibshirani, 1996).
In addition to the overall shrinkage parameter λ, the lasso prior has an additional
predictor-specific shrinkage parameter τj. Therefore, the lasso prior is more flex-
ible than the ridge prior which only relies on the overall shrinkage parameter in
(4.8). Figure 4.1 clearly shows that the lasso prior has a sharper peak around zero
compared to the ridge prior.
Disadvantages of the lasso
The popularity of the classical lasso lies in its ability to shrink coefficients to
zero, thereby automatically performing variable selection. However, there are several
disadvantages to the classical lasso. Specifically, (i) it cannot select more predictors
than observations, which is problematic when p > n; (ii) when a group of predictors
is correlated, the lasso generally selects only one predictor of that group; (iii) the
prediction error is higher for the lasso compared to the ridge when n > p and the
predictors are highly correlated; (iv) it can lead to overshrinkage of large coefficients
(see e.g., Polson & Scott, 2011); and (v) it does not always have the oracle property,
which implies it does not always perform as well in terms of variable selection as if
the true underlying model has been given (Fan & Li, 2001). The lasso only enjoys
the oracle property under specific and stringent conditions (Fan & Li, 2001; Zou,
2006). These disadvantages have sparked the development of several generalizations
of the lasso. We will now discuss the Bayesian counterparts of several of these
generalizations, including the elastic net, group lasso, and hyperlasso. Note that
for the Bayesian lasso, coefficients cannot become exactly zero and thus a criterion
is needed to select the relevant variables. Depending on the criterion used, more
predictors than observations could be selected. However, the Bayesian lasso does
not allow a grouping structure to be included, it overshrinks large coefficients, and
it does not have the oracle property since the tails for the prior on βj are not heavier




The most popular generalization of the lasso is the elastic net (Zou & Hastie,
2005). The elastic net can be seen as a combination of the ridge and lasso. The
elastic net resolves issues (i), (ii), and (iii) of the ordinary lasso. The elastic net
prior can be obtained as the following scale mixture of normals (Li & Lin, 2010):



















, for j = 1, . . . , p,
λ1 ∼ half-Cauchy(0, 1)
λ2 ∼ half-Cauchy(0, 1)
where the truncated Gamma density has support (1,∞). This implies the following
conditional prior distributions for the regression coefficients:







for j = 1, . . . , p,
where C(λ1, λ2, σ2) denotes the normalizing constant. The corresponding pos-
terior modes for βj are equivalent to the estimates from the classical elastic net
penalty. Expression (4.14) illustrates how the elastic net prior offers a combination
of the double-exponential prior, i.e., the lasso penalty λ|βj|, and the normal prior,
i.e., the ridge penalty λβ2j . Specifically, the two penalty parameters λ1 and λ2 deter-
mine the relative influence of the lasso and ridge penalty, respectively. This can also
be seen in Figure 4.1: the elastic net is not as sharply peaked as the lasso prior, but
it is sharper than the ridge prior. As mentioned in the Introduction, a disadvantage
of the classical elastic net is that the sequential cross-validation procedure used to
determine the penalty parameters results in overshrinkage of the coefficients. This
problem is resolved in the Bayesian approach by estimating both penalty parameters
simultaneously through a full or empirical Bayes approach.
4.3.2 Group lasso
The group lasso (M. Yuan & Lin, 2006) is a generalization of the lasso primarily
aimed at improving performance when predictors are grouped in some way, for
example when qualitative predictors are coded as dummy or one-hot variables (as
is often implicitly done in ANOVA, for instance). Similarly to the elastic net, the
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penalty function induced by the group lasso lies between the l1 penalty of the lasso
in (4.12) and the l2 penalty of the ridge in (4.8). To apply the group lasso, the vector
of regression coefficients β is split in G vectors βg, where each vector represents the
coefficients of predictors in that group. Denote by mg the dimension of each vector
βg. The group lasso corresponds to the following scale mixture of normals (Kyung
et al., 2010):
βg|τ 2g , σ2 ∼ MVN(0, σ2τ 2g Img) (4.15)






), for g = 1, . . . , G,
λ ∼ half-Cauchy(0, 1)
where MVN denotes the multivariate normal distribution with dimensionmg and Img
denotes an (mg ×mg) identity matrix. Note that, contrary to the priors considered
thus far, the group lasso prior does not consist of independent priors on the regression
coefficients βj, but rather independent priors on the groups of regression coefficients
βg. If there is no grouping structure, mg = 1 and the Bayesian group lasso in (4.15)
reduces to the Bayesian lasso in (4.11). The scale mixture of normals in (4.15) leads
to the following conditional prior for the regression coefficients (Kyung et al., 2010):








, for g = 1, . . . , G, and j = 1, . . . , p,
(4.16)
where ||βg|| = (β ′gβg)
1
2 and C denotes the normalizing constant. Due to the si-
multaneous penalization of all coefficients in one group, all estimated regression
coefficients in one group will be either zero or nonzero, depending on the value for
λ.
4.3.3 Hyperlasso
Zou (2006) proposes the adaptive lasso as a generalization of the lasso that
enjoys the oracle property (limitation (v) of the lasso), i.e., it performs as well as
if the true underlying model has been given. The central idea of the adaptive lasso
is to separately weigh the penalty for each coefficient based on the observed data.
A Bayesian adaptive lasso has been proposed, among others, by Alhamzawi et al.
(2012) and Feng, Wu, and Song (2015). However, as noted by Griffin and Brown
(2011), the weights included in the adaptive lasso place great demands on the data,
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which can lead to poor performance in terms of prediction and variable selection
when the sample size is small. Therefore, Griffin and Brown (2011) propose the
hyperlasso as a Bayesian alternative to the adaptive lasso, which is obtained through
the following mixture of normals:
βj|ϕ2j ∼ Normal(0, ϕ2j) (4.17)
ϕ2j |τj ∼ Exponential(τj)
τj|ν, λ2 ∼ Gamma(ν,
1
λ2
) for j = 1, . . . , p.
λ ∼ half-Cauchy(0, 1)
This is equivalent to placing a Gamma mixing density on the hyperparameter of the
double-exponential prior:
βj|τj ∼ Double-Exponential(0, (2τj)1/2) (4.18)
τj|ν, λ2 ∼ Gamma(ν,
1
λ2
), for j = 1, . . . , p.
Note that the density of the hyperlasso prior strongly resembles the density of the
lasso prior (Figure 4.1), the main difference being that the hyperlasso has heavier
tails than the lasso. Contrary to the priors considered thus far, this prior corresponds
to a penalty that is non-convex implying that multiple posterior modes can exist.
Therefore, care must be taken to ensure that the complete posterior distribution
is explored. In addition, the hyperlasso prior for β is not conditioned on the error
variance σ2. Following Griffin and Brown (2011), we will consider the specific case of
ν = 0.5. However, whereas Griffin and Brown (2011) use cross-validation to choose
λ, we will rely on a full and empirical Bayes approach.
4.3.4 Horseshoe
A popular shrinkage prior in the Bayesian literature is the horseshoe prior
(Carvalho et al., 2010):
βj|τ 2j ∼ Normal(0, τ 2j ) (4.19)
τj|λ ∼ Half-Cauchy(0, λ), for j = 1, . . . , p
λ|σ ∼ Half-Cauchy(0, σ).
Note that Carvalho et al. (2010) explicitly include the half-Cauchy prior for λ in
their specification, thereby implying a full Bayes approach. This formulation results
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in a horseshoe prior that is automatically scaled by the error standard deviation σ.
The half-Cauchy prior can be written as a mixture of inverse Gamma and Gamma
densities, so that the horseshoe prior in (4.19) can be equivalently specified as:
βj|τ 2j ∼ Normal(0, τ 2j ) (4.20)













An expression for the marginal prior of the regression coefficients βj is not
analytically tractable. The name “horseshoe” prior arises from the fact that for
fixed values λ = σ = 1, the implied prior for the shrinkage coefficient κj = 11+τ2j
is similar to a horseshoe shaped Beta(0.5, 0.5) prior. Large coefficients will lead
to a shrinkage coefficient κj that is close to zero such that there is practically no
shrinkage, whereas small coefficients will have a κj close to 1 and will be shrunken
heavily. Note that the horseshoe prior is the only prior with an asymptote at zero
(Figure 4.1). Combined with the heavy tails, this ensures that small coefficients are
heavily shrunken towards zero while large coefficients remain large. The horseshoe
prior has also been termed a global-local shrinkage prior (e.g., Polson & Scott, 2011)
because it has a predictor-specific local shrinkage component τj as well as a global
shrinkage component λ. The basic intuition is that the global shrinkage parameter
λ performs shrinkage on all coefficients and the local shrinkage parameters τj loosen
the amount of shrinkage for truly large coefficients. Many global-local shrinkage
priors (including the horseshoe and hyperlasso) are special cases of the general class
of hypergeometric inverted-beta distributions (Polson & Scott, 2012). In addition to
the full Bayes approach implied by the specification in (4.19), we will also consider
an empirical Bayes approach to determine λ.
4.3.5 Regularized horseshoe
The horseshoe prior in Subsection 4.3.4 has the characteristic that large co-
efficients will not be shrunken towards zero too heavily. Indeed, this is one of the
advertised qualities of the horseshoe prior (Carvalho et al., 2010). Although this
property is desirable in theory, it can be problematic in practice, especially when
parameters are weakly identified. In this situation, the posterior means of the re-
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gression coefficients might not exist and even if they do, the horseshoe prior can
result in an unstable MCMC sampler (Ghosh et al., 2018). To solve these problems
Piironen and Vehtari (2017b) propose the regularized horseshoe, which is defined as
follows:
βj|τ̃ 2j , λ ∼ Normal(0, τ̃ 2j λ), with τ̃ 2j =
c2τ 2j
c2 + λ2τ 2j
(4.21)





τj ∼ half-Cauchy(0, 1)
c2|ν, s2 ∼ inverse Gamma(ν/2, νs2/2),
where p0 represents a prior guess of the number of relevant variables. The resulting
prior will shrink small coefficients in the same way as the horseshoe5, but unlike the
horseshoe, large coefficients will be shrunken towards zero by a Student’s t distri-
bution with ν degrees of freedom and scale s2. Piironen and Vehtari (2017b) use a
Student’s t distribution with ν = 4 and s2 = 2 and we use the same hyperparam-
eters, although other choices are possible. As long as the degrees of freedom ν are
small enough, the tails will be heavy enough to ensure a robust shrinkage pattern
for large coefficients.
It is possible to specify a half-Cauchy prior for the global shrinkage parameter
with a scale equal to 1 or the error standard deviation, i.e., λ ∼ half-Cauchy(0, 1) or
λ ∼ half-Cauchy(0, σ), for example when no prior information is available regard-
ing the number of relevant variables. However, as noted by Piironen and Vehtari
(2017b), the scale based on the a priori number of relevant variables will generally
be much smaller than 1 or σ. In addition, even if the prior guess for the number
of relevant parameters p0 is incorrect, the results are robust to this choice as long
as a half-Cauchy prior is used. Following the recommendations of Piironen and
Vehtari (2017b), we will only consider a full Bayes approach to determine λ in the
regularized horseshoe.
4.3.6 Discrete normal mixture
The normal mixture prior is a discrete mixture of a peaked prior around zero
(the spike) and a vague proper prior (the slab); it is therefore also termed a spike-
and-slab prior. It is substantially different from the priors considered thus far,
which are all continuous mixtures of normal densities. Based on the data, regression
5Because of the similarity to the horseshoe, the density and contour plots for the regularized
horseshoe are not substantially different from those of the horseshoe and are therefore not included
in Figure 4.1 and Figure 4.3.
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coefficients close to zero will be assigned to the spike, resulting in shrinkage towards
0, while coefficients that deviate substantially from zero will be assigned to the slab,
resulting in (almost) no shrinkage. Early proposals of mixture priors can be found
in George and McCulloch (1993) and Mitchell and Beauchamp (1988), and a scale
mixture of normals formulation can be found in Ishwaran and Rao (2005). We will
consider the following specification of the mixture prior:
βj|γj, τ 2j , ϕ2j ∼ (γj)Normal(0, τ 2j ) + (1− γj)Normal(0, ϕ2j) (4.22)
τ 2j ∼ inverse Gamma(0.5, 0.5), for j = 1, . . . , p,
where τj is given a vague prior so that the variance of the slab is estimated based on
the data and ϕ2j is fixed to a small number, say ϕ2j = 0.001, to create the spike. By
assigning an inverse Gamma(0.5, 0.5) prior on τ 2j , the resulting marginal distribution
of the slab component of the mixture is a Cauchy distribution.
There are several options for the prior on the mixing parameter γj. In this
paper, we will consider the following two options: 1) γj as a Bernoulli distributed
variable taking on the value 0 or 1 with probability 0.5, i.e., γj ∼ Bernoulli(0.5);
and 2) γj uniformly distributed between 0 and 1, i.e., γj ∼ Uniform(0, 1). In the
first option, which we label the Bernoulli mixture, each coefficient βj is given either
the slab or the spike as prior. The second option, labelled the uniform mixture, is
more flexible in that each coefficient is given a prior consisting of a mixture of the
spike and slab, with each component weighted by the uniform probabilities γj
The density of the normal mixture prior is presented in Figure 4.1, which
clearly shows the prior is a combination of two densities. The representation in
Figure 4.1 is based on a normal mixture with equal mixing probabilities, rather than
a Bernoulli or uniform prior on the mixing probabilities. Note that the mixture prior
is not conditioned on the error variance σ2. We will only consider a full Bayesian
approach for the mixture priors.
4.4 Illustrating the behavior of the shrinkage
priors
4.4.1 Contour plots
Contour plots provide an insightful way to illustrate the behavior of classical
penalties and Bayesian shrinkage priors. First, consider Figure 4.2 which shows the
frequentist and Bayesian contour plots for the lasso. In both plots, the green ellipti-
cal lines represent the contours of the sum of squared residuals, centered around the
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regular OLS estimate β̂OLS. The solid black diamond in the left plot represents the
constraint region for the classical lasso penalty function for two predictors β1 and β2.
The classical penalized regression solution β̂LASSO is the point where the contour of
the sum of squared residuals meets the constraint region. This point corresponds
to the minimum of the penalized regression equation in (4.1). In the right plot, the
diamond shaped contours reflect the shape of the lasso prior (Section 4.3). The con-
tour of the Bayesian posterior distribution based on the lasso prior is shown in blue.
As can be seen, the posterior distribution is located between the sum of squared
residuals contour and the prior contour. The Bayesian posterior median estimate
β̂BAY ES is added in blue and shrunken towards zero compared to the OLS estimate
β̂OLS. Note that the posterior mode would correspond to the classical penalized






















Figure 4.2: Contour plot representing the sum of squared residuals, classical lasso
constraint region (left), bivariate lasso prior and posterior distribution (right), and
the classical and Bayesian penalized point estimates.
Figure 4.3 shows the contour plots of the different shrinkage priors for two
predictors β1 and β2, while Figure 4.4 shows the contour plots for the lasso and group
lasso for three predictors. From a classical penalization perspective, the lasso and
elastic net penalties have sharp corners at β1 = β2 = 0. As a result, the contour of
the sum of squared residuals will meet the contours of these penalties more easily at
a point where one of the coefficients equals zero, which explains why these penalties
can shrink coefficients to exactly zero. The ridge penalty, on the other hand, does
not show these sharp corners and can therefore not shrink coefficients to exactly
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zero. From a Bayesian penalization perspective, the bivariate prior contour plots
illustrate the shrinkage behavior of the priors. For example, the hyperlasso and
horseshoe have a lot of prior mass where at least one element is close to zero, while
the ridge has most prior mass where both elements are close to zero. Figure 4.3
also shows that the ridge, local Student’s t, lasso, and elastic net are convex. This
can be seen when drawing a straight line from one point to another point on a
contour. For a convex distribution, the line lies completely within the contour. The
hyperlasso and horseshoe prior are non-convex, which can be seen from the starlike
shape of the contour. Frequentist penalization has generally focused on convex
penalties, due to their computational convenience for optimization procedures. In
the Bayesian framework, which relies on sampling (MCMC) techniques, the use
of convex and non-convex priors is computationally similar. It is recommendable,
however, to use multiple starting values in the case of non-convex priors due to
possible multimodality of the posterior distribution (Griffin & Brown, 2011).










Figure 4.4: Contour plots of the lasso (left) and group lasso (right) in R3, with β1
and β2 belonging to group 1 and β3 belonging to group 2. For the group lasso, if
we consider only β1 and β2, which belong to the same group, the contour resembles
that of the ridge with most prior mass if both β1 and β2 are close to zero. On the
other hand, if we consider β1 and β3, which belong to different groups, the contour
is similar to that of the lasso, which has more prior mass where only one element is
close to zero. This illustrates how the group lasso simultaneously shrinks elements
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Figure 4.5: Difference between the estimated and true effect for the shrinkage priors
in a simple normal model with the penalty parameter λ fixed to 1.
Prior shrinkage of small effects towards zero is important to obtain sparse
solutions. Figure 4.5 illustrates the shrinkage behavior of the priors in a simple
normal model: y ∼ Normal(β, 1). We estimate β based on a single observation y,
which is varied from 0 to 50. Using only a single observation is possible because
the variance is known. The penalty parameter λ for each shrinkage prior is fixed to
1. The resulting difference between the posterior mean estimates and true means
is shown in Figure 4.5. The behavior of the priors varies greatly. Specifically, for
the ridge and elastic net priors, the difference between the estimated and true effect
increases as the true mean increases. For the lasso prior, the difference increases for
small effects and then remains constant. Note how the difference for the elastic net
lies between the difference obtained under the ridge and lasso priors, illustrating that
the elastic net is a combination of the ridge and lasso priors. The other shrinkage
priors all show some differences between estimated and true means for small effects,
indicating shrinkage of these effects towards zero, but the difference is practically
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zero for large effects. The right column of Figure 4.5 provides the same figure, but
zoomed in on the small effects. Note how the regularized horseshoe shrinks large
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Figure 4.6: Difference between the estimated and true effect for the shrinkage priors
in a simple normal model with a half-Cauchy hyperprior specified for the penalty
parameter λ.
A similar illustration is presented in Figure 4.6, but based on a full Bayes
approach where λ is freely estimated. Thus, instead of fixing λ to a specific value, it
is given a standard half-Cauchy prior distribution and estimated simultaneously with
the other parameters in the model. Overall, all shrinkage priors show differences
between true and estimated means for small effects, which decrease towards zero as
the effect grows. Note that the difference is negative, indicating that the estimated
mean is smaller than the true mean. Thus, all shrinkage priors heavily pull small
effects towards zero, while asserting almost no influence on larger effects, although
some shrinkage still occurs even when the true mean equals 50. The mixture priors
result in the largest differences between true and estimated small effects, indicating
the most shrinkage, and the local Student’s t prior shows the smallest difference for
small effects. As the effect grows, the regularized horseshoe prior results in estimates
farthest from the true effects, indicating the most shrinkage for large effects.
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These illustrations indicate that when the penalty parameter is fixed, only the
local Student’s t, hyperlasso, and (regularized) horseshoe priors allow for shrinkage
of small effects while estimating large effects correctly. However, if a prior is specified
for the penalty parameter, so that the uncertainty in this parameter is taken into
account, all shrinkage priors show this desirable behavior.
4.5 Simulation study
4.5.1 Conditions
We conduct a Monte Carlo simulation study to compare the performance of
the shrinkage priors and several frequentist penalization methods. We simulate data
from the linear regression model, given by: y = β01+Xβ+ϵ, with ϵi ∼ Normal(0, σ2).
We consider six simulation conditions. Conditions (1)-(5) are equal to the conditions
considered in Li and Lin (2010). In addition, condition (1) and (2) have also been
considered in Kyung et al. (2010); Roy and Chakraborty (2016); Tibshirani (1996);
Zou and Hastie (2005). Condition (6) has been included to investigate a setting in
which p > N . The conditions are as follows6:
1. β = (3, 1.5, 0, 0, 2, 0, 0, 0)′; σ2 = 9; X generated from a multivariate normal
distribution with mean vector 0, variances equal to 1, and pairwise correlations
between predictors equal to 0.5. The number of observations is n = 240, with
40 observations for training and 200 observations for testing the model.
2. β = (0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85)′; the other settings are equal
to those in condition (1).
3. β = (3, . . . , 3︸ ︷︷ ︸
15
, 0, . . . , 0︸ ︷︷ ︸
15
); σ2 = 225; xj = Z1 +ωj, for j = 1, . . . , 5; xj = Z2 +ωj,
for j = 6, . . . , 10; xj = Z3 + ωj, for j = 11, . . . , 15; and xj ∼ Normal(0, 1),
for j = 16, . . . , 30. Here, Z1, Z2, and Z3 are independent standard normal
variables and ωj ∼ Normal(0, 0.01). The number of observations is n = 600,
with 200 observations for training and 400 observations for testing the model.
4. The number of observations is n = 800, with 400 observations for training and
400 observations for testing the model; the other settings are equal to those
in condition (3).
6We have also considered two additional conditions in which p > n and the predictors are not
highly correlated. Unfortunately, most shrinkage priors resulted in too much non-convergence to
trust the results. A description of these additional conditions and the available results for the
priors that did obtain enough convergence is available at https://osf.io/nveh3/. Additionally,




5. β = (3, . . . , 3︸ ︷︷ ︸
10
, 0, . . . , 0︸ ︷︷ ︸
10
, 3, . . . , 3︸ ︷︷ ︸
10
); the number of observations is n = 440, with
40 observations for training and 400 observations for testing the model; the
other settings are equal to those in condition (3).
6. The number of observations is n = 55, with 25 observations for training and
30 observations for testing the model; the other settings are equal to those in
condition (5).
We simulate 500 data sets per condition. All Bayesian methods have been
implemented in the software package Stan (Stan Development Team, 2017b), which
we call from R using Rstan (Stan Development Team, 2018). We include the classi-
cal penalization methods available in the R-packages glmnet (Friedman, Hastie, &
Tibshirani, 2010) and grpreg (Breheny & Huang, 2015), i.e., the ridge, lasso, elastic
net, and group lasso, for comparison. For the classical penalization methods, the
penalty parameter λ is selected based on cross-validation using 10 folds. We also
include classical forward selection from the leaps (Lumley, 2017) package and we
select the model based on three different criteria: the adjusted R2, Mallows’ Cp, and
the BIC. For both the Bayesian and the classical group lasso, a grouping structure
should be supplied for the analysis. We have used the grouping structure under
which the data was simulated. Thus, for conditions 3 until 6, we have four groups
with the following regression coefficient belonging to each group: G1 = β1, . . . , β5,
G2 = β6, . . . , β10, G3 = β11, . . . , β15, and G4 = β16, . . . , β30. All code for the simula-
tion study is available at https://osf.io/bf5up/.
4.5.2 Outcomes
The two main goals of regression analysis are: (1) to select variables that
are relevant for predicting the outcome, and (2) to accurately predict the outcome.
Therefore, we will focus on the performance of the shrinkage priors in terms of
variable selection and prediction accuracy. Unlike frequentist penalization methods,
Bayesian penalization methods do not automatically shrink regression coefficients
to be exactly zero. A criterion is thus needed to select the relevant variables, for
which we will use the credibility interval criterion.7 Using the credibility interval
criterion, a predictor is excluded when the credibility interval for βj covers 0, and
it is included when 0 is not contained in the credibility interval. This criterion thus
7We have also considered the scaled neighborhood criterion (Li & Lin, 2010) and a fixed
cut-off value to select the predictors. The scaled neighborhood criterion excludes a predictor




var(βp|y)] exceeds a certain threshold.
However, this criterion generally performed worse than the credibility interval criterion. For the
fixed cut-off value we excluded predictors when the posterior estimate |β̂| ≤ 0.1 based on Feng et




depends on the percentage of posterior probability mass included in the credibility
interval. We will investigate credibility intervals ranging from 0 to 100%, with steps
of 10%. The optimal credibility interval is selected using the distance criterion (see
e.g., Perkins & Schisterman, 2006), i.e.,
distance =
√
(1− correct inclusion rate)2 + (false inclusion rate)2, (4.23)
The credibility interval with the lowest distance is optimal in terms of the highest
correct inclusion rate and lowest false inclusion rate. For the selected credibility
interval, we will report Matthews’ correlation coefficient (MCC; Matthews, 1975),
which is a measure indicating the quality of the classification. MCC ranges between
-1 and +1 with MCC = -1 indicating complete disagreement between the observed
and predicted classifications and MCC = +1 indicating complete agreement.
To assess the prediction accuracy of the shrinkage priors, we will consider
the prediction mean squared error (PMSE) for each replication. To compute the
PMSE, we first estimate the regression coefficients β̂ on the training data only.
These estimates are then used to predict the responses on the outcome variable of
the test set, ygen, for which the actual responses, y, are available. Prediction of
ygen occurs within the “generated quantities” block in Stan, meaning that for each
MCMC draw, ygeni is generated such that we obtain the full posterior distribution for
each ygeni . The mean of this posterior distribution is used as estimate for y
gen
i . The




i − yi)2. For each
condition, this will result in 500 PMSEs, one for each replication, of which we will
compute the median. Furthermore, to assess the uncertainty in the median PMSE
estimate, we will bootstrap the standard error (SE) by resampling 500 PMSEs from
the obtained PMSE values and computing the median. This process is repeated 500
times and the standard deviation of the 500 bootstrapped median PMSEs is used
as SE of the median PMSE.
4.5.3 Convergence
Convergence will be assessed using split R̂, which is a version of the often
used potential scale reduction factor (PSRF; Gelman & Rubin, 1992) that is imple-
mented in Stan (Stan Development Team, 2017a, p. 370-373). Additionally, Stan
reports the number of divergent transitions. A divergent transition indicates that
the approximation error in the algorithm accumulates (Betancourt, 2017; Monna-
han, Thorson, & Branch, 2016), which can be caused by a too large step size, or
because of strong curvature in the posterior distribution. As a result, it can be
necessary to adapt the settings of the algorithm or to reparametrize the model. For
the simulation, we initially employed a very small step size (0.001) and high tar-
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get acceptance rate (0.999), however, these settings result in much slower sampling.
Therefore, in the later conditions we used the default step size (1) and a lower target
acceptance rate (0.85) and only reran the replications that did not converge with
the stricter settings (i.e., smaller step size and higher target acceptance rate). Only
if all parameters had a PSRF < 1.1 and there were no divergent transitions, did we
consider a replication as converged.8 We have only included those conditions in the
results with at least 50% convergence (i.e., at least 250 converged replications). The
convergence rates are available at https://osf.io/nveh3/.
8For the horseshoe prior, all replications in all conditions resulted in one or more divergent
transitions, despite reparametrization of the model. The regularized horseshoe also resulted in
divergent transitions for most replications, although the percentage of divergent transitions was
on average much lower for the regularized horseshoe compared to the horseshoe. The percentages
divergent transitions are available at https://osf.io/nveh3/. To be able to include these priors
in the overview, we have only considered the PSRF to assess convergence and manually checked
the traceplots. However, see Kaseva (2018) for a deeper investigation into the divergent transitions




Table 4.2: Median prediction mean squared error (PMSE) with bootstrapped stan-
dard errors in brackets for the shrinkage priors.
Prior Condition 1 Condition 2 Condition 3 Condition 4 Condition 5 Condition 6
Full Bayes
Ridge 10.95 (0.08) 10.49 (0.09) 243.09 (0.86) 236.07 (0.95) 319.84 (1.6) 371.61 (7.14)
Local Student’s t 10.83 (0.09) 10.71 (0.08) 242.79 (0.8) 236.04 (0.89) 317.72 (2.31) 359.32 (6.67)
Lasso 10.78 (0.07) 10.53 (0.09) 238.89 (0.84) 234.29 (0.99) 316.43 (2.14) 360.37 (5.84)
Elastic net 10.93 (0.08) 10.62 (0.08) 243.23 (0.86) 236.1 (0.93) 323.24 (1.86) 387.47 (6.12)
Group lasso NA1 NA1 241.06 (0.84) 235.35 (0.87) 316.23 (2.14) 358.17 (7.14)
Hyperlasso 10.77 (0.09) 10.52 (0.08) 238.69 (0.78) 234.24 (0.97) 316.29 (2.31) 356.45 (5.28)
Horseshoe 10.68 (0.07) 10.88 (0.09) 231.97 (0.87) 230.20 (0.82) 316.56 (2.43) 355.69 (4.18)
Regularized horseshoe true p02 10.69 (0.07) 10.58 (0.08) 233.42 (0.97) 230.43 (0.84) 316.51 (2.03) 356.93 (4.37)
Bernoulli mixture 10.57 (0.10) 11.26 (0.09) 230.34 (0.78) 229.12 (0.94) 322.35 (2.27) 357.62 (4.89)
Uniform mixture 10.57 (0.10) 11.24 (0.09) 230.42 (0.75) 229.36 (0.91) 322.40 (2.03) 359.25 (4.76)
Empirical Bayes
Ridge 10.96 (0.08) 10.29 (0.1) 242.71 (0.9) 235.91 (0.92) 317.85 (2.04) 421.86 (11.93)
Local Student’s t 10.97 (0.08) 10.30 (0.08) 242.85 (0.89) 236.05 (0.88) 317.33 (2.12) 375.99 (6.85)
Lasso 10.78 (0.09) 10.49 (0.08) 238.86 (0.77) 234.10 (0.95) 317.38 (2.02) 424.82 (12.56)
Elastic net 10.95 (0.09) 10.31 (0.09) 242.67 (0.9) 235.92 (0.88) 316.64 (1.79) 365.52 (5.91)
Group lasso NA1 NA1 240.89 (0.78) 235.29 (0.92) 315.05 (2.21) 369.00 (6)
Hyperlasso 10.79 (0.08) 10.43 (0.07) 238.62 (0.8) 234.02 (0.99) 314.44 (2.55) 436.24 (12.02)
Horseshoe 10.67 (0.08) 10.87 (0.08) 231.55 (0.89) 229.79 (0.82) 320.73 (3.08) 354.69 (4.13)
Classical penalization
Ridge 10.96 (0.07) 10.11 (0.06) 241.64 (1.13) 235.25 (1.04) 318.44 (2.48) 494.50 (7.29)
Lasso 10.70 (0.09) 11.06 (0.07) 235.76 (0.90) 231.23 (1.07) 339.09 (3.44) 410.84 (7.33)
Elastic net 10.72 (0.08) 10.89 (0.07) 235.96 (0.88) 231.54 (0.93) 335.50 (3.28) 394.76 (7.78)
Group lasso NA1 NA1 233.11 (0.70) 229.76 (0.98) 343.06 (3.14) 407.14 (7.47)
Forward selection
BIC 11.01 (0.07) 13.08 (0.11) 681.09 (3.95) 679.33 (2.85) 379.59 (4.48) 417.35 (8.34)
Mallows’ Cp 11.06 (0.10) 12.45 (0.11) 464.94 (3.81) 466.25 (3.09) 478.00 (33.33) 687.46 (12.26)
Adjusted R2 11.31 (0.12) 11.83 (0.10) 248.51 (2.35) 241.03 (1.98) 357.79 (3.20) 402.58 (8.73)
Note.
1 No results are available for the group lasso in condition 1 and 2, since no grouping structure is present in these conditions.
2 p0 denotes the prior guess for the number of relevant variables, which was set to the true number of relevant variables, except in
condition 2 where all eight variables are relevant, so we set p0 = 7.
3 The smallest median PMSE per condition across methods is shown in bold and the smallest median PMSE per condition for the
Bayesian methods is shown in italics.
Table 4.2 shows the median PMSE per condition for the shrinkage priors and
classical penalization methods. For the regularized horseshoe, the prior guess for the
number of relevant variables p0 was based on the data-generating model, however,
the results were comparable when no prior guess or an incorrect prior guess was
used. For all methods, the median PMSE increases as the condition becomes more
complex. The smallest median PMSE per condition across methods is shown in
bold and the smallest median PMSE per condition for the Bayesian methods is
shown in italics. In condition 1, 3, and 4 the full Bayesian Bernoulli mixture prior
performs best; in condition 2, the classical ridge performs best; in condition 5,
the empirical Bayesian hyperlasso performs best; and in condition 6, the empirical
Bayesian horseshoe performs best. However, the differences between the methods
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are relatively small. Only in condition 6, where the number of predictors is larger
than the number of observations, the differences between the methods in terms
of PMSE become more pronounced. As expected, forward selection performs the
worst, especially when Mallows’ Cp or the BIC is used to select the best model.
This illustrates the advantage of using penalization, even when p < n. Overall, we
can conclude that in terms of prediction accuracy the penalization methods perform
quite similarly, except when p > n.9
4.5.5 Variable selection accuracy
Table 4.3 shows MCC and the correct and false inclusion rates for the opti-
mal CIs for the shrinkage priors and MCC and the inclusion rates for the classical
penalization methods, which automatically select predictors. The bold values indi-
cate the best inclusion rates across all methods, whereas the italic values indicate
the best inclusion rates across the Bayesian methods. Again, for the regularized
horseshoe the results were comparable regardless of whether a correct, incorrect, or
no prior guess was used. In the first condition, the classical penalization methods
outperform the Bayesian methods in terms of correct inclusion rates, but at the cost
of higher false inclusion rates. This is a well known problem of the lasso and elastic
net when cross-validation is used to select the penalty parameter λ. A solution to
this problem is to use stability selection to determine λ (Meinshausen & Bühlmann,
2010). The optimal Bayesian methods in the first condition based on the highest
value for MCC are the mixture priors, both of which have reasonable correct and
false inclusion rates. Note that, generally, the differences with the other Bayesian
methods are relatively small in condition 1. In condition 3 and 4, the correct in-
clusion rates are generally high and the false inclusion rates are increased as well.
As a result, the optimal Bayesian methods in condition 3 show a trade-off between
correct and false inclusion rates, with the empirical Bayes group lasso having the
highest value for MCC. However, the differences in MCC between most Bayesian
methods are small and MCC is generally lower compared to condition 1 due to the
increased false inclusion rates. In condition 4, multiple methods show a correct in-
clusion rate of 1, combined with a high false inclusion rate. In terms of MCC, the
empirical Bayes ridge prior performs best. In condition 5, both rates and thus the
MCC values are slightly lower across all methods, which is a result of the optimal
CI being smaller. The full Bayes lasso and regularized horseshoe perform best in
terms of MCC, although the other shrinkage priors show comparable MCC values.
Condition 6 shows the most pronounced differences between the methods and the
9We have also computed the PMSE for a large test set with 1,000,000 observations as an
approximation to the theoretical prediction error. In general, the theoretical PMSEs did not differ
substantially from the PMSE in Table 4.2, except in condition 6 where the theoretical PMSE was
generally larger. The theoretical PMSEs are available online at https://osf.io/nveh3/
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greatest trade-off between correct and false inclusion rates. None of the Bayesian
methods attain a value for the MCC greater than 0.51, and some shrinkage priors
(i.e., the empirical Bayes ridge and lasso) result in a MCC value of only 0.28. In
conclusion, although there exist differences between the methods in terms of vari-
able selection accuracy, there is not one method that performs substantially better
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We will now illustrate the shrinkage priors on two empirical data sets. An R
package bayesreg is available online (https://github.com/sara-vanerp/bayesreg)
that can be used to apply the shrinkage priors. The first illustration (math perfor-
mance) shows the benefits of using shrinkage priors in a situation where the number
of predictors is smaller than the number of observations. In the second illustration
(communities and crime), the number of predictors is larger than the number of
observations, and it is necessary to use some form of regularization in order to fit
the model.
4.6.1 Math performance
In this illustration, we aim to predict the final math grade of 395 Portuegese
students in secondary schools (Cortez & Silva, 2008), obtained from the UCL ma-
chine learning repository10 (Lichman, 2013). The data set includes 30 predictors
covering demographic, social and school related characteristics, such as parents’ ed-
ucation and the time spent studying. The continuous predictors were standardized
and dummy variables were used for the categorical predictors, resulting in a total
of 39 predictors. We split the data into an approximately equal training (n = 197)
and test (n = 198) set.
Table 4.4 presents the computation time in seconds for each method, the pre-
diction mean squared error, and the number of included predictors. We have not
included the results for the horseshoe prior because this prior resulted in diver-
gent transitions, which in turn led to instable results (specifically, the PMSE varied
greatly when rerunning the analysis).




Table 4.4: Computation time in seconds (with a 2.8 GHz Intel Core i7 processor),
prediction mean squared error (PMSE), and number of included predictors for the
different methods for the math performance application
Shrinkage prior Computation time (seconds) PMSE Number of included predictors
Full Bayes
Ridge 179 19.53 22
Local Student’s t 361 19.44 22
Lasso 219 19.25 22
Elastic net 354 19.53 23
Group lasso 342 19.36 22
Hyperlasso 199 19.18 19
Regularized horseshoe with p0 1474 19.12 17
Bernoulli mixture 24524 19.31 9
Uniform mixture 4370 19.28 9
Empirical Bayes
Ridge 341 19.42 22
Local Student’s t 443 19.47 22
Lasso 444 19.26 22
Elastic net 603 19.41 22
Group lasso 534 19.50 22
Hyperlasso 387 19.11 19
Classical penalization
Ordinary least squares (OLS) 0.013 22.56 39
Ridge 0.118 18.95 38
Lasso 0.0.072 19.11 20
Elastic net 0.0.053 19.25 20
Group lasso 0.187 19.43 21
Forward selection
BIC 0.006 21.13 4
Mallows’ Cp 0.006 21.42 13
Adjusted R2 0.006 22.44 25
It is clear that the Bayesian methods are computationally much more inten-
sive than the classical penalization methods, especially the regularized horseshoe
and mixture priors. The advantage brought by this increased computation time,
however, is the more straightforward interpretation of results such as credibility in-
tervals and the automatic computation of uncertainty estimates. This can be seen in
Figure 4.7 which shows the posterior density for one regression coefficient β1 using
the lasso prior and its 95% credibility interval (i.e., the shaded dark blue area). The
bootstrapped 95% confidence interval obtained using the HDCI package (Liu, Xu, &
Li, 2017) in R is shown by the dashed grey lines and can be seen to underestimate
the uncertainty. This problem is often observed using classical lasso estimation
(Kyung et al., 2010). The PMSE clearly illustrates the advantage of penalization,
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even though the number of predictors is not greater than the sample size. Compared
to regression using OLS, all penalization methods show lower PMSEs. Moreover,
all penalization methods outperform forward selection in terms of PMSE. Between
the different penalization methods, differences in PMSE are small.
−2 −1 0 1
β1
Figure 4.7: Posterior density for β1 in the math performance application using the
Bayesian lasso. The dark blue line depicts the posterior median, the shaded dark
blue area depicts the 95% credibility interval. The black dashed lines depict the
bootstrapped 95% confidence interval of the classical lasso.
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The last column in Table 4.4 reports the number of included predictors for
each method. Figure 4.8 shows which predictors are included for each method.
Each point indicates an included predictor, based on the optimal CI from condition
5 in the simulation study. OLS does not exclude any predictors, neither does the
classical ridge generally although in this data set one coefficient was estimated to
be zero. Most shrinkage priors included 22 predictors, with the hyperlasso and
regularized horseshoe resulting in a slightly sparser solution. The mixture priors
selected much less predictors (9) compared to the other methods. The number of
included predictors for the forward selection method ranged from 4 to 25, depending
on the criterium used to select the best model.
Based on the predicted errors and the number of included predictors, we con-
clude that essentially all Bayesian methods and the classical penalization methods
performed best. The computation time for the Bayesian methods was considerably
larger than for the classical methods. However, this increased computation time re-
sults in automatic availability of uncertainty estimates which were generally larger
compared to classical bootstrapped confidence intervals.
4.6.2 Communities and crime
We illustrate the shrinkage priors on a data set containing 125 predictors of the
number of violent crimes per 100,000 residents in different communities in the US
(Redmond & Baveja, 2002) obtained from the UCL machine learning repository11
(Lichman, 2013). The predictor variables include community characteristics, such
as the median family income and the percentage of housing that is occupied, as
well as law enforcement characteristics, such as the number of police officers and
the police operating budget. We created dummy variables for the two nominal
predictors in the data set, resulting in a total of 172 predictors. For the group lasso,
all dummy variables corresponding to one predictor make up a group. The number
of observations is 319, after removing all cases with at least one missing value on any
of the predictors.12 We split the data into approximately equal training (n = 159)
and test (n = 160) sets. All predictors were normalized to have zero mean and unit
variance and the outcome variable was log transformed.
Table 4.5 reports the computation time in seconds for each method, as well as
the PMSE and the number of selected variables. Again, the horseshoe prior resulted
in divergent transitions and is therefore excluded from the results. The posterior
density using the lasso prior for β15 is shown in Figure 4.9, with the dark blue shaded
11We used the unnormalized data, available at
https://archive.ics.uci.edu/ml/datasets/Communities+and+Crime+Unnormalized
12Although the Bayesian framework allows for straightforward imputation of missing values,






















































































































































































































































































































































































































































































































































































































































































Figure 4.8: Overview of the included predictors for each method in the math perfor-
mance application. Points indicate that a predictor is included based on the optimal
credibility interval (CI) from condition 5 in the simulation study. The methods on
the x-axis are ordered such that the method that includes the least predictors is
on the left and the method that includes the most predictors is on the right. The
predictors on the y-axis are ordered with the predictor being included the least on
top and the predictor being included the most at the bottom.
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area depicting the 95% credibility intervals and the dashed black lines depicting the
bootstrapped 95% confidence interval of the classical lasso. Again, the bootstrapped
confidence interval is much smaller than the Bayesian credibility interval and located
far from the posterior median estimate (i.e., the dark blue line).
Table 4.5: Computation time in seconds (with a 2.8 GHz Intel Core i7 processor),
prediction mean squared error (PMSE), and number of included predictors for the
different methods for the crime application
Shrinkage prior Computation time (seconds) PMSE Number of included predictors
Full Bayes
Ridge 677 0.217 61
Local Student’s t 1973 0.216 60
Lasso 2068 0.216 46
Elastic net 242 0.216 62
Group lasso 3044 0.216 61
Hyperlasso 1066 0.215 46
Regularized horseshoe with p0 15803 0.226 31
Bernoulli mixture 60006 1.706 54
Uniform mixture 26080 1.683 54
Empirical Bayes
Ridge 1195 0.218 60
Local Student’s t 1912 0.216 57
Lasso 4207 0.215 46
Elastic net 417 0.217 57
Group lasso 3992 0.217 62
Hyperlasso 2016 0.215 46
Classical penalization
Ridge 0.376 0.258 160
Lasso 0.200 0.508 33
Elastic net 0.164 0.460 26
Group lasso 0.408 0.663 55
Forward selection
BIC 0.023 1.500 17
Mallows’ Cp 0.023 0.276 1
Adjusted R2 0.023 4.093 141
In addition, most Bayesian methods resulted in a lower PMSE than the classi-
cal methods, except for the mixture priors. The forward selection method resulted
in much larger PMSEs, except when Mallows’ Cp was used to find the best model,
however, this model retained only 1 predictor. On the other hand, using the Ad-
justed R2 criterion led to a model that included 141 predictors. This illustrates
the arbitrariness of using forward selection. Figure 4.10 shows which predictors are
included for each method. Each point indicates an included predictor, based on the
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optimal CI from condition 6 in the simulation study. Apart from the forward selec-
tion methods, the classical elastic net excludes most predictors. Interestingly, the
Bayesian elastic net and lasso retain many more predictors than the classical elastic
net and lasso. However, not all predictors that are retained by the classical lasso
and elastic net are also retained by the Bayesian lasso and elastic net. Specifically,
the predictors included by the classical methods but not by the Bayesian methods
all correspond to dummy variables for State. The hyperlasso and lasso methods all
include 46 predictors, whereas the ridge, local Student’s t, elastic net, and group
lasso priors all retain around 60 predictors. The mixture priors both include 54
predictors. The regularized horseshoe retains the least predictors of all Bayesian
methods, only 31. The classical ridge retains almost all predictors, but estimated
some coefficients to be equal to zero in this data set.
Based on this illustration, we conclude that the Bayesian penalization methods
outperform the classical penalization methods in terms of prediction error. The
prediction errors of the Bayesian penalization methods do not differ substantially,
except for the mixture priors which showed larger PMSEs. The shrinkage priors
differ in how much shrinkage they perform and thus in the number of predictors
that are selected.
−0.2 −0.1 0.0 0.1
β15
Figure 4.9: Posterior density for β15 in the crime application using the Bayesian
lasso. The dark blue line depicts the posterior median, the shaded dark blue area
depicts the 95% credibility interval. The black dashed lines depict the bootstrapped
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.10: Overview of the included predictors for each method in the crime appli-
cation. Points indicate that a predictor is included based on the optimal credibility
interval (CI) from condition 6 in the simulation study. The methods on the x-axis
are ordered such that the method that includes the least predictors is on the left




The aim of this paper was to provide insights about the different shrinkage
priors that have been proposed for Bayesian penalization to avoid overfitting of
regression models in the case of many predictors. We have reviewed the literature
on shrinkage priors and presented them in a general framework of scale mixtures
of normal distributions to enable theoretical comparisons between the priors. To
model the penalty parameter λ, which is a central part of the penalized regression
model, a full Bayes and an empirical Bayes approach were employed.
Although the various prior distributions differ substantially from each other,
e.g., regarding their tails or convexity, the priors performed very similarly in the
simulation study in those conditions where p < n. Overall, the performance was
comparable to the classical penalization approaches. The math performance exam-
ple clearly showed the advantage of using penalization to avoid overfitting when
p < n. As in the simulation study, the prediction errors in the math example were
comparable across penalization methods, although the number of included predic-
tors varied across methods. Finally, although classical penalization is much faster
than Bayesian penalization, it does not automatically provide accurate uncertainty
estimates and the bootstrapped confidence intervals obtained for the classical meth-
ods were generally much smaller compared to the Bayesian credibility intervals.
The differences between the methods became more pronounced when p > n. In
condition 6 of the simulation study, the (regularized) horseshoe and hyperlasso pri-
ors performed substantially better then most of the other shrinkage priors in terms
of PMSE. This is most likely due to the fact that the hyperlasso and (regularized)
horseshoe are non-convex global-local shrinkage priors and are therefore particu-
larly adept at keeping large coefficients large, while shrinking the small coefficients
enough towards zero. Future research should consider various high-dimensional sim-
ulation conditions to further explore the performance of the shrinkage priors in such
settings, for example by varying the correlations between the predictors. The crime
example illustrated the use of the penalization methods further in a p > n situation.
In this example, most Bayesian approaches resulted in smaller prediction errors than
the classical approaches (except for the mixture priors). Also in terms of the pre-
dictors that were included there were considerable differences between the various
approaches.
An important goal of the shrinkage methods discussed in this paper is the
ultimate selection of relevant variables. Throughout this paper, we have focused on
the use of marginal credibility intervals to do so. However, the use of marginal cred-
ibility intervals to perform variable selection can be problematic, since the marginal
intervals can behave differently compared to joint credibility intervals. This is espe-
cially the case for global shrinkage priors, such as the (regularized) horseshoe prior
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since these priors induce shrinkage on all variables jointly (Piironen, Betancourt,
Simpson, & Vehtari, 2017). Future research should investigate whether the variable
selection accuracy can be further improved by using methods that jointly select
relevant variables (for example, projection predictive variable selection; Piironen &
Vehtari, 2017a, or decoupled shrinkage and selection; Hahn & Carvalho, 2015).
Throughout this paper, we focused on the linear regression model. Hopefully,
the results presented in this paper and the corresponding R package bayesreg avail-
able at https://github.com/sara-vanerp/bayesreg will lead to an increased use
of penalization methods in psychology, because of the improved performance in
terms of prediction error and variable selection accuracy compared to forward sub-
set selection. The shrinkage priors investigated here can be applied in more complex
models in a straightforward manner. For example, in generalized linear regression
models such as logistic and Poisson regression models, the only necessary adaptation
is to incorporate a link function in the model. Although not currently available in
the R-package, the available Stan modelfiles can be easily adapted to generalized
linear models (GLMs). Additionally, packages such as brms (Bürkner, 2017) and
rstanarm (Stan Development Team, 2016) include several of the shrinkage priors
described here, or allow the user to specify them manually. Both packages support
(multilevel) GLMs, although rstanarm relies on precompiled models and is there-
fore less flexible than brms. Currently, an active area of research employs Bayesian
penalization in latent variable models, such as factor models (see e.g., Jacobucci &
Grimm, 2018; Lu et al., 2016) and quantile structural equation models (see e.g.,
Feng, Wang, et al., 2017). The characteristics and behaviors of the shrinkage priors




A tutorial on Bayesian penalized
regression with shrinkage priors
for small sample sizes
Based on van Erp, S. (2020). A tutorial on Bayesian penalized regression with
shrinkage priors for small sample sizes. In R. Van de Schoot & M. Miočević (Eds.),




Many of the methods provided in other chapters of this book offer solutions for
samples that are small in an absolute sense, for example in single-case designs. In this
chapter, the focus is instead on small samples relative to the complexity of the model.
I illustrate how Bayesian penalization offers a solution to this problem by applying
so-called “shrinkage priors” that shrink small effects towards zero while leaving
substantial effects large. A tutorial is provided on applying Bayesian penalization to
a linear regression model using the R package bayesreg, which has various shrinkage
priors implemented.





In the current “Age of Big Data”, more and more data is being collected
and analyzed. Personal tracking devices allow data to be continuously collected,
websites often track online behavior of their users, and large-scale research projects
combine data from various sources to obtain a complete picture. These efforts result
in large data sets with hundreds or thousands of variables. However, such data sets
pose problems in terms of small sample sizes relative to the number of variables.
As an example, consider the prediction of the number of murders in a community
based on 125 predictors (Redmond & Baveja, 2002). We might use a simple linear
regression model to determine the effects of each of the predictors. In order to fit
such a model, we would need at least 125 observations, i.e., communities in this case.
Now suppose we have collected data on 126 communities. We would be able to fit
our linear regression model, but we would be overfitting our model to that specific
sample and our results would not generalize well to a different sample from the
population (McNeish, 2015). This problem would be exacerbated if we wanted to fit
a more complex model including, for example, interactions between the predictors.
Penalization methods offer a solution to this problem. Regular ordinary least
squares regression minimizes the sum of squared residuals to find the estimates for
regression coefficients. Penalized regression adds a penalty term to this minimiza-
tion problem. The goal of this penalty term is to shrink small coefficients towards
zero, while simultaneously leaving large coefficients large. By doing so, penalization
methods aim to avoid overfitting such that the obtained results are generalizable to
a different data set from the same population. Popular penalized regression meth-
ods include the ridge, lasso, and elastic net penalties. An illustration of the classical
lasso penalty is provided in the left column of Figure 5.1. The contours of the sum
of squared residuals for two regression coefficients, β1 and β2 are shown as black
elliptical lines. The classical ordinary least squares solution, β̂OLS , is the minimum
of the sum of squared residuals which lies in the center of the contour lines. The
solid black diamond represents the constraint region for the classical lasso penalty
function. The lasso solution, β̂LASSO , is the minimum of the sum of squared residu-
als plus the lasso penalty term. Graphically, this solution corresponds to the point
where the sum of squared residuals contour meets the constraint region of the lasso.
It is clear that the lasso solution shrinks both coefficients, with β1 becoming ex-
actly zero in this example. This illustrates the main advantage of the classical lasso
penalty, namely that it can perform automatic variable selection due to its ability
to shrink small coefficients to exactly zero. By shrinking the coefficients, penalized
regression will lead to an increase in bias but at the same time avoids overfitting
(i.e., the bias-variance tradeoff). A comprehensive overview of classical penalized
























Figure 5.1: Contour plots illustrating classical and Bayesian penalization
The focus of this chapter is on Bayesian penalization, because of several advan-
tages it has over the classical framework. Aside from the usual advantages in terms
of automatic uncertainty estimates and intuitive Bayesian interpretations of quan-
tities such as credibility intervals, the Bayesian approach offers three advantages
specific to the context of penalization.
5.1.1 Advantage 1. Natural Penalization Through the
Prior Distribution
First, penalization can be incorporated naturally in a Bayesian framework
through the prior distribution, see also Chapters 1-4 (Miočević, Levy, & Savord,
2020; Miočević, Levy, & van de Schoot, 2020; van de Schoot, Veen, Smeets, Winter,
& Depaoli, 2020; Veen & Egberts, 2020). Specifically, we can choose the prior dis-
tribution in such a way that it will shrink small effects towards zero, while keeping
substantial effects large. By doing so, the prior performs similarly to the penalty
term in classical penalized regression. There are prior distributions that, combined
with a specific posterior estimate, lead to exactly the same solution as classical pe-
nalization methods. For example, specifying double-exponential prior distributions
for the regression coefficients will result in posterior modes that are the same as
the classical lasso estimates (Park & Casella, 2008). These Bayesian analogues of
classical penalization methods have been shown to perform similarly to and in some
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cases better than the classical penalization methods (Kyung et al., 2010; Li & Lin,
2010).
5.1.2 Advantage 2. Simultaneous Estimation of the
Penalty Parameter
The second advantage of Bayesian penalization lies in the fact that the penalty
parameter can be estimated with other model parameters in a single step. The
penalty parameter arises in the penalty function of classical penalization methods
and determines the amount of shrinkage towards zero. Large values of the penalty
parameter lead to more shrinkage towards zero and a penalty parameter equal to
0 will result in no shrinkage at all. Generally, the penalty parameter is determined
based on cross-validation, but in Bayesian penalization it is simply a parameter in
the prior distribution which can be given its own prior distribution.
5.1.3 Advantage 3. Flexibility in Types of Penalties
The final advantage of Bayesian penalization is that it offers flexibility in terms
of the type of penalties that can be considered. Classical penalization methods rely
on optimization techniques to find the minimum of the penalized regression function.
It is therefore easiest to consider penalty functions that are convex, meaning that
they will result in one minimum. Bayesian penalized regression, on the other hand,
employs MCMC sampling, which allows a more straightforward implementation of
penalties that are not convex.
The right column of Figure 5.1 illustrates Bayesian penalization using the
double-exponential prior on the regression coefficients. The elliptical contour lines
represent the sum of squared residuals, or the likelihood, centered around the clas-
sical ordinary least squares estimate β̂OLS. The diamond shaped contour lines rep-
resent the double-exponential prior, which is similar to the classical lasso constraint
region in the left side Figure. The main difference between classical and Bayesian
penalization, is the fact that Bayesian penalization results in a full posterior dis-
tribution while classical penalization results only in a point estimate. The contour
of the posterior distribution is shown in grey and is clearly a compromise between
the prior and the likelihood. The posterior mode estimate, β̂BAY ES is included and
corresponds to the classical lasso solution. This double-exponential or lasso prior
distribution is just one of many shrinkage priors available. In this chapter, I will
summarize the most popular shrinkage priors and illustrate their use in a linear
regression model using the flexible software program Stan (Carpenter et al., 2017),
see also Chapters 3 (van de Schoot et al., 2020) and 4 (Veen & Egberts, 2020).
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5.2 Running example: communities and crime
Throughout this chapter we will use a linear regression model to attempt to
predict the number of murders in US communities (Redmond & Baveja, 2002). All
code for running this example is available online at the OSF (osf.io/am7pr/). The
data set is obtained from the UCL machine learning repository (Dua & Graff, 2019)
and includes 125 possible predictors (4 are non-predictive and 18 are potential out-
comes to predict) of various types of crimes for 2,215 communities. We will focus on
the number of murders per 100,000 residents. The predictors include characteristics
of the community as well as law enforcement characteristics. Dummy variables are
created for the two nominal predictors in the data set, resulting in a total of 172
predictors. All continuous predictors are standardized to have a mean of zero and
a variance of one. This is generally recommended in penalized regression to avoid
the results depending on the scales of the predictors (Hastie et al., 2015). The im-
plementation of the methods in the bayesreg package also requires the predictors
to be on the same scale1.
5.3 Software
There are three different R packages that can be used for Bayesian penalized
regression with Stan: rstanarm (Stan Development Team, 2016), brms (Bürkner,
2017), and bayesreg. rstanarm and brms both allow the user to specify multilevel
generalized linear models with formula syntax in the same way as classical multi-
level generalized linear models are specified in the (g)lm(er) functions in R. Both
packages support various shrinkage priors. The bayesreg package is more restricted
since it currently only supports linear regression models. Contrary to rstanarm and
brms, the bayesreg package is specifically designed to perform Bayesian penalized
regression and has all the shrinkage priors implemented that will be discussed in the
next section. We will therefore use the bayesreg package to illustrate the shrink-
age priors in this chapter, although we will note which of the shrinkage priors are
available in rstanarm and brms. All three packages return a Stan fit object that
can be further processed and several package-specific post-estimation functions.
To fit the Bayesian penalized linear regression model with bayesreg, the pack-
age needs to be installed first following the instructions available here: https://
github.com/sara-vanerp/bayesreg. Currently, missing data is not supported in
1Throughout this chapter, we use the bayesreg package available from https://github.com/
sara-vanerp/bayesreg. Note that there is also a bayesreg package available on CRAN (Makalic
& Schmidt, 2016) which has implemented several of the shrinkage priors in linear and logistic
regression models. However, contrary to the bayesreg package used in this chapter, by Van Erp,
the bayesreg package on CRAN, by Makalic and Schmidt, only has a subset of the shrinkage
priors implemented that are discussed in this chapter.
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bayesreg. However, it is possible to first impute the missing data using a package
such as mice (van Buuren & Groothuis-Oudshoorn, 2011) and then fit the model
on each of the imputed data sets. The posterior draws for each fitted model can
subsequently be combined to obtain the results. For our example, we will simply
remove the observations with missingness and focus on the 343 communities with
complete data. After installation, the package can be loaded into R and the model
can be fit as follows:
library(bayesreg)￿
fit <- stan_reg_lm(X = X, y = y, N_train = 172, prior = "lasso")
The required arguments for this function are: a numeric predictor matrix X, a
numeric matrix of outcomes Y, the sample size of 172 is used to estimate the model,
and the prior choice. The remaining observations in the data are used to estimate
the prediction error of the model.
5.4 Shrinkage priors
The goal of a shrinkage prior is to shrink small coefficients towards zero, while
keeping large coefficients large. This behavior can be obtained through various types
of shrinkage priors, although most shrinkage priors share some general character-
istics to ensure this behavior. Specifically, shrinkage priors have a peak at zero to
shrink small coefficients. Most shrinkage priors have heavy tails, which allow large
coefficients to escape the shrinkage. In this section, we will discuss various shrink-
age priors that are popular in the literature. The shrinkage priors are classified into
two types: 1) classical counterparts, i.e., shrinkage priors that have been developed
as equivalents to classical penalty functions; and 2) Bayesian origin, i.e., shrinkage
priors that come from the Bayesian literature and do not have a clear classical coun-
terpart. Table 5.1 provides an overview of the shrinkage priors in each class with
references and the R packages in which each prior is implemented.
Table 5.1: Overview of the shrinkage priors
Class Prior Implemented in References
Classical counterparts Ridge bayesreg, brms, rstanarm Hsiang (1975)
Lasso bayesreg, brms, rstanarm Park and Casella (2008)
Elastic net bayesreg Li and Lin (2010)
Bayesian origin Student’s t bayesreg, brms, rstanarm Griffin and Brown (2005); Meuwissen et al. (2001)
Spike-and-slab bayesreg George and McCulloch (1993); Mitchell and Beauchamp (1988)
Hyperlasso bayesreg Griffin and Brown (2011)
Horseshoe bayesreg, brms, rstanarm Carvalho et al. (2010); Piironen and Vehtari (2017b)




Figure 5.2 shows the densities (left) and survival functions (right) for the
shrinkage priors corresponding to classical penalty functions. The survival func-
tion is equal to 1 minus the cumulative distribution function and is the probability
that the parameter has a value greater than the values on the x-axis. For example,
at x = 0, the survival function equals .5 for all shrinkage priors because each prior
is symmetric around zero and thus the probability mass on positive values equals
.5. The survival function is insightful to illustrate the tail behavior of the priors:
the slower the survival function goes to zero, the heavier the tails. The Bayesian
equivalent of the ridge penalty is a normal prior distribution centered around zero.
The classical lasso penalty corresponds to a double-exponential prior distribution
around zero. It can be seen from Figure 5.2 that the lasso prior is more peaked
and has heavier tails compared to the ridge prior. The lasso prior will therefore
exert more shrinkage towards zero for small coefficients, but less shrinkage for large
coefficients. The classical elastic net penalty is a combination of the ridge and lasso
penalties, which becomes apparent from Figure 5.2: its peak and tail lie in between
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Figure 5.2: Density plot and survival function for the shrinkage priors with a classical
counterpart
The exact form of the shrinkage priors depends on the values of the hyperpa-
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rameters in the priors. For the ridge and lasso priors, the only hyperparameter is the
scale which influences how spread out the prior will be. In bayesreg, these scales
are equal to σϵ
λ
, where σϵ is the standard deviation of the errors. Especially for the
lasso prior, including the error standard deviation in the prior is important to avoid
multimodal posteriors (Park & Casella, 2008). The λ parameter has a similar role to
the penalty parameter in classical penalized regression. Larger values for λ result in
a smaller prior variance and thus more shrinkage towards zero. The elastic net prior
requires specification of two penalty parameters: λ1 which determines the influence
of the lasso, and λ2 which determines the influence of the ridge. Thus, setting λ1
to 0 results in the ridge prior and setting λ2 to zero results in the lasso prior. In
bayesreg, the λ parameter is given a standard half-Cauchy prior distribution, so
that its value is automatically determined by the data. However, other options to
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Figure 5.3: Density plot and survival function for the shrinkage priors with a
Bayesian origin
Figure 5.3 presents the densities (left) and survival functions (right) for the
shrinkage priors with a Bayesian origin. Student’s t-distribution is similar to a nor-
mal distribution but has heavier tails. As a result, Student’s t prior is more adept
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at leaving substantial coefficients large compared to the ridge prior. However, Stu-
dent’s t prior is not as peaked around zero compared to the other shrinkage priors
with a Bayesian origin. The more peaked the distribution, the more shrinkage to-
wards zero for small coefficients. The hyperlasso prior is more peaked around zero.
The hyperlasso can be seen as an extension of the lasso, but with heavier tails to
avoid too much shrinkage of large coefficients. The hyperlasso is a so-called global-
local shrinkage prior, with a global shrinkage parameter that simultaneously shrinks
all coefficients towards zero and local shrinkage parameters for each regression co-
efficient that allow large coefficients to escape the global shrinkage. The horseshoe
prior is another global-local shrinkage prior that is very popular in the Bayesian
literature. It has an asymptote at zero and heavy tails, which make the horseshoe
very adept at shrinking small coefficients heavily towards zero but leaving the large
coefficients large. In practice, however, it might be necessary to have some shrink-
age of large coefficients. For example, some parameters might be weakly identified
meaning that there is not enough information in the data to estimate them. In this
case, the heavy tails of the horseshoe prior can lead to an unstable MCMC sampler.
The regularized horseshoe prior has been proposed to solve this issue. Its density is
not included in Figure 5.3 since it is very similar to that of the horseshoe. Specif-
ically, small coefficients will be shrunken in the same way as with the horseshoe
prior. The main difference is that the regularized horseshoe induces some slight
shrinkage on large coefficients as well. Finally, we have the spike-and-slab prior
which is a mixture of two distributions: a peaked distribution around zero for the
small coefficients (the spike), and a vague distribution for the large coefficients (the
slab). The bayesreg implementation of the spike-and-slab prior has a normal spike
with a very small variance of .001, which is very peaked around zero and a Cauchy
slab, which has heavy tails. This can also be seen from Figure 5.3.
The hyperparameters that need to be specified for each of the shrinkage pri-
ors with a Bayesian origin in bayesreg vary. For the Student’s t and horseshoe
priors, no hyperparameters need to be specified since all parameters are given a
prior distribution in the program. For the hyperlasso, the degrees of freedom need
to be specified with smaller degrees of freedom resulting in a heavier-tailed prior.
The default value in bayesreg is .5, but similar to the horseshoe prior, this might
not shrink weakly identified parameters enough so it might be necessary to spec-
ify a higher value for the degrees of freedom. The regularized horseshoe prior has
the most flexibility in terms of tuning. First, for the global shrinkage parameter
(which determines the general shrinkage for all coefficients simultaneously) a scale
(scale_global) and degrees of freedom (global_df) parameter need to be speci-
fied. The scale influences how wide the peak is and defaults to 1. A smaller scale
leads to more overall shrinkage of all coefficients. If prior information regarding the
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number of relevant predictors is available, it is better to determine the global scale
based on this information. This can be done by setting the p0 argument equal to the
a priori assumed number of relevant predictors. The global degrees of freedom pa-
rameter determine the tail behavior and defaults to 1, with larger values leading to
lighter tails. For the local shrinkage parameters (which allow truly large coefficients
to escape the global shrinkage), only the degrees of freedom (local_df) need to be
specified, with 1 as default and larger values resulting in lighter tails. Finally, the
regularized horseshoe differs from the horseshoe prior by asserting some shrinkage
on large coefficients. This shrinkage is determined by a t-distribution with some
scale (slab_scale) and degrees of freedom (slab_df). Both default to 1. Finally,
for the spike-and-slab prior, a decision needs to be made on the prior for the mixing
probabilities. The mixing probabilities influence whether a coefficient falls in the
spike or the slab of the prior, and thus whether the coefficient will be shrunken
heavily towards zero (in case of the spike) or not (in case of the slab). The first
option in bayesreg is a Bernoulli prior on the mixing probabilities, in which each
coefficient will be assigned to either the spike or the slab, with probability .5. The
second option is a uniform prior, which is more flexible since the prior on each coef-
ficient will be a mixture of the spike and the slab, where the influence of the spike
and the slab is weighted by the mixing probabilities.
5.5 Practical considerations
So far, we have discussed various shrinkage priors. However, in order to apply
these shrinkage priors, there are some practical issues to consider. These issues
include: 1) how to choose a shrinkage prior; and 2) how to select variables based on
the results.
5.5.1 Choice of the shrinkage prior
The type of prior information encoded in shrinkage priors is the same: some
of the values for the coefficients are so small, they should be shrunken towards
zero, and only substantial coefficients should remain large. However, the priors
vary in the way this information is translated in practice. First, depending on the
prior used and the hyperparameters chosen, the amount of shrinkage towards zero
for small coefficients varies. In general, the more peaked the prior is around zero,
the heavier the shrinkage for small coefficients. Second, the amount of shrinkage for
large coefficients varies across priors and hyperparameters. This is mainly influenced
by the heaviness of the tails. For example, compared to the lasso prior, the ridge
prior has lighter tails and will therefore shrink large coefficients more towards zero
than the lasso prior (given that the scale is the same in both priors). The first
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step in choosing a specific shrinkage prior and its hyperparameters is therefore to
understand its behavior. This can be easily done by sampling draws from various
priors and hyperparameter settings and comparing the density plots. To this end, the
code for creating Figures 5.2 and 5.3 are made available online at osf.io/am7pr/
and can be adapted to compare various hyperparameter settings.
In general, the goal of Bayesian penalization is to avoid overfitting. To evaluate
this property, we can split the data in a training and test set. We estimate the
model on the training set and then use the resulting estimates for the regression
coefficients to compute the responses in the test set. The prediction mean squared
error (PMSE) summarizes the prediction error by taking the mean of the squared
differences between computed and true responses in the test set. In bayesreg, the
function pmse_lm computes the PMSE. In general, when the number of predictors
is smaller than the sample size, most shrinkage priors discussed in this chapter
will lead to similar prediction errors. The shrinkage priors vary more in terms of
prediction errors when the number of predictors exceeds the sample size. There is
some evidence that global-local shrinkage priors such as the (regularized) horseshoe
and hyperlasso perform best in this situation (van Erp, Oberski, & Mulder, 2019),
but more research in this area is required. One option to choose a shrinkage prior
for the application at hand is to fit the model using various shrinkage priors and
then use the PMSE to guide the choice for the prior. When reporting the results,
it is important to describe that this strategy was used and which other shrinkage
priors (including their hyperparameters) were considered.
There are two other important criteria to consider when choosing a shrinkage
prior: 1) computation time, and 2) desired complexity of the resulting model. First,
the computation time can vary greatly between the shrinkage priors. In general, if a
shrinkage prior becomes more complex, the computation time increases, especially
when adaptation of the HMC sampler settings is needed. Second, since the shrink-
age priors vary in the amount of shrinkage they perform, the eventual number of
excluded predictors can vary across shrinkage priors. Thus, if a very sparse solution
is desired, a very peaked shrinkage prior should be chosen. Note that the num-
ber of excluded predictors depends heavily on the criterium that is used to select
predictors, which will be discussed in the next subsection.
To continue with the communities and crime example, let us compare several
shrinkage priors according to the criteria mentioned above. Recall that we have a
total of 172 predictors (including recoded dummy variables) and observations from
343 communities. Half of the observations (172) are used as training set and the
remaining 171 observations are used to test the model. Three different shrinkage
priors are compared: the lasso, the hyperlasso, and the spike-and-slab prior with




fit.ssp <- stan_reg_lm(X = X, y = y, N_train =172, prior = "mixture",
hyperprior_mix = "Bernoulli", iter = 2000, chains = 4, seed = 27022019)
The spike-and-slab prior takes longest with 367 seconds and results in 3851
transitions after warmup that exceeded the maximum treedepth. Therefore, we
need to increase the max_treedepth setting of the sampler above 10, which will
lead to an increased computation time. In general, the spike-and-slab prior has a
large computation time and we might decide to not choose this prior based on time
considerations. The computation time is lowest for the hyperlasso (20 seconds),
followed by the lasso (29 seconds). The PMSEs for the lasso and hyperlasso do
not differ much (55.4 and 55.2, respectively). Note there are no clear cutoffs out
there when a difference in PMSE is substantial or not, so it comes down on personal
interpretation.
5.5.2 Variable selection
One of the main goals of penalized regression is to automatically select rele-
vant predictors. Classical penalization methods such as the lasso are able to shrink
small coefficients exactly to zero, thereby performing automatic variable selection.
Bayesian penalization methods, on the other hand, do not perform automatic vari-
able selection and thus a criterion is needed to select relevant predictors. Different
criteria exist. One option is to simply include those predictors for which the poste-
rior estimate exceeds a certain cut-off value, such as .1. However, it has been shown
that this arbitrary choice of cut-off value leads to high false inclusion rates (van
Erp et al., 2019). A second option is to include a predictor when the credibility
interval for that coefficient does not cover zero. In this approach, a choice needs
to be made regarding the posterior probability to include in the credibility interval.
The optimal credibility interval in terms of correct and false inclusion rates varies
across priors and types of data sets. An overview of optimal credibility intervals
for various simulated data sets can be found in van Erp et al. (2019) and I use this
overview to determine the credibility interval to use for the communities and crime
example. Since we have 172 predictors and 172 observations in the training set, we
select the optimal credibility intervals corresponding to condition 6, in which the
ratio of predictors to observations is most equal to our example, leading to 30% in-




select_lm(fit, X = X, prob = 0.3)
In this case, the priors select almost the same number of variables, 50 for the
lasso and 47 for the hyperlasso. It appears that the shrinkage priors perform very
similarly in this application, both in terms of prediction error and in terms of vari-
able selection. To check this graphically, we can plot the posterior estimates and
credibility intervals for the priors. Here, we will use the 30% credibility intervals,
to immediately see which predictors are included in the model:
fitlist <- list(fit.lasso, fit.hyperlasso)￿
names(fitlist) <- c("lasso", "hyperlasso")￿
plots <- plot_est(fitlist, est = "mean", CI = 0.30, npar = 50, pred.nms
= colnames(X))
The function returns a list of plots such as the one presented in Figure 5.4 Indeed,
we see no substantial differences between the results of the lasso and hyperlasso.
Of the predictors shown in Figure 5.4, both shrinkage priors select the racial match
between community and police force, the number of police officers, and the per




































































Figure 5.4: Comparison of posterior mean estimates and 30% credibility intervals
obtained with the lasso and hyperlasso priors for a selection of predictors
One issue with the credibility interval criterion for variable selection is its de-
pendency on the posterior probability included in the interval, which differs across
shrinkage priors and data characteristics. Moreover, credibility intervals only con-
sider the marginal posteriors per regression coefficient separately. This might not
be optimal for shrinkage priors that shrink parameters jointly (e.g., the global-local
shrinkage parameters), in which case the joint credibility interval might perform
differently than the marginal intervals (Piironen et al., 2017; van der Pas, Szabó, &
van der Vaart, 2017). An alternative that does take into account the joint posterior
distribution is projection predictive variable selection which is implemented in the




Shrinkage priors for Bayesian
measurement invariance: A robust
approach for modeling and
detecting non-invariance
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Measurement invariance (MI) is of central importance whenever latent con-
structs are being compared across groups. Traditional approaches to model mea-
surement invariance often rely on unrealistic model restrictions followed by post-hoc
modifications. More recently, Bayesian approximate MI and the alignment method
have been proposed to avoid the use of such unrealistic restrictions. In this paper,
we propose a novel method to further improve on these state-of-the-art approaches.
We rely on the use of robust shrinkage priors to automatically model measure-
ment invariance. Robust shrinkage priors are heavily peaked around zero with thick
tails, allowing them to identify the model while simultaneously enabling noninvari-
ant measurement parameters to escape the shrinkage. Specifically, we focus on the
spike-and-slab prior and the regularized horseshoe prior. We discuss how the exact
and approximate invariance approaches can be viewed as specific types of shrink-
age priors and we compare them to the more robust spike-and-slab and regularized
horseshoe prior. We show how these more robust shrinkage priors outperform the
alignment method and approximate MI in terms of factor mean estimation when
large amounts of noninvariance are present. Finally, we apply the shrinkage priors
to data from the European Social Survey and we illustrate how the results might be
used to assess which measurement parameters show violations of invariance.




Measurement invariance (MI) is an important concept in any study where
latent constructs are being compared across groups, countries, or time-points. From
a conceptual point of view, MI implies that the latent construct under investigation
is measured in the same way across groups or time-points, while measurement non-
invariance (MNI) indicates that the measurement instrument behaves differently in
certain groups or on certain time-points. In the case of MNI, comparisons across
groups or time points become more complicated because differences in item scores
between individuals of different populations can either be caused by true differences
between the populations or by varying interpretations of the items.
Generally, multiple group confirmatory factor analysis (MGCFA) is used to
compare latent constructs across groups or over time. The focus of such analyses
lies mainly in comparing the factor means and variances. For example, cross-country
comparative surveys such as the European Social Survey (ESS) or the World Values
Survey (WVS) measure and compare different latent constructs such as values or
beliefs across countries. Surveys such as the World Health Survey (WHO) focus on
measuring health and health-related topics across countries. Achievement surveys,
such as the Programme for International Student Assessment (PISA), test students’
latent abilities in order to evaluate and compare educational systems across coun-
tries. In addition to these cross-sectional surveys which are conducted repeatedly,
panel surveys measure the same people multiple times. For example, the European
Community Household Panel (ECHP) repeatedly interviews a panel on topics re-
lated to living conditions. Instead of comparing latent constructs across groups,
such longitudinal studies aim to compare latent constructs over time.
In order to make any valid comparisons, restrictions need to be imposed on the
model to ensure that the latent construct under investigation has a similar meaning
across the groups. We can distinguish two types of restrictions in the multiple group
factor model: 1) restrictions to identify the scale of the latent variable in one group;
and 2) restrictions to link the scale of the latent variable across groups. The first type
of restrictions is needed in any factor model and can be achieved by fixing the mean
of the factor or fixing one intercept to zero in combination with fixing the variance of
the factor or fixing one loading to one. The second type of restrictions ensures that
the measurement model is invariant across the groups. Traditionally, equivalency
restrictions are imposed across the groups, starting with the loadings (metric in-
variance) and then adding the restriction that the intercepts should be equal across
groups (scalar invariance), and possibly continuing with the factor covariances and
error variances (Steenkamp & Baumgartner, 1998). At each level of invariance,
the fit of the model is assessed. In the case of many groups, full metric invariance
can already be hard to obtain, while full scalar invariance is practically impossible.
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Modification indices are often used to determine which parameter restrictions might
be freed to instead attain partial metric and/or scalar invariance (Byrne, Shavelson,
& Muthén, 1989). In the case of many groups, the two main problems with this
approach, however, are: 1) due to the many post-hoc adaptations to the model, the
final model might be the results of chance capitalization (MacCallum, Roznowski, &
Necowitz, 1992); and 2) it is inefficient and time-consuming since the model needs
to be re-estimated after each restriction has been freed.
To solve these problems, two approaches have been proposed that do not rely
on modification indices. The first approach is Bayesian approximate MI (B. O. Muthén
& Asparouhov, 2013). In this approach, a normal prior distribution is specified for
each pairwise difference between measurement parameters. By specifying a small
variance for the normal prior, the measurement parameters are restricted to be
approximately equal across groups, instead of exactly equal as in the traditional
approach. Inferences are then made based on the posterior distribution, which com-
bines the information in the prior distribution with the information in the data.
There are multiple advantages to using a Bayesian approach. First, it is possible
to incorporate prior knowledge in the analysis. In the case of approximate MI, the
prior knowledge that is included states that the measurement parameters are approx-
imately equal across groups, instead of exactly equal, which seems more plausible in
practice. Second, Bayesian methods provide a natural way to impute missing data
(see e.g., Gelman et al., 2013, Chapter 18). Third, the results are more straight-
forward to interpret. For example, 95% credibility intervals can be computed and
interpreted as the interval in which the true value lies with 95% probability (see
e.g., Berger, 2006). Disadvantages of Bayesian approximate MI, however, are: 1)
the results can be greatly influenced by the arbitrarily chosen prior variance (which
quantifies the degree of noninvariance; B. O. Muthén and Asparouhov (2013); van de
Schoot et al. (2013)); and 2) the approach is not robust in the sense that only small
deviations from MI can be modeled. If there are a few highly non-invariant param-
eters, the small variance priors will lead to bias in the estimates (van de Schoot et
al., 2013). Therefore, a two-step approach is needed when applying Bayesian ap-
proximate MI in which non-invariant parameters are first identified using the small
variance priors and then freed in a second analysis (B. O. Muthén & Asparouhov,
2013). Thus, Bayesian approximate MI does lessen the problems associated with
modification indices, but it does not fully solve them.
The second approach to modeling noninvariance without needing to rely on
modification indices is the alignment method (Asparouhov & Muthén, 2014). This
is a two-step procedure that first fits a base model, such as the configural model
with the factor means and variances fixed to 0 and 1 in each group. Next, a simplic-
ity function is minimized with respect to the factor means and variances to obtain
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a solution in which the number of non-invariant items is minimized. Asparouhov
and Muthén (2014) present both a maximum likelihood and a Bayesian approach
for the alignment method. In the Bayesian approach, the base model can be either
the configural model or the approximate MI model with all measurement parame-
ters approximately equal and only the factor means and variances in the first group
fixed. The simplicity function is then minimized in each Markov Chain Monte Carlo
(MCMC) iteration. Compared to Bayesian approximate MI, the Bayesian align-
ment method is more robust in the sense that some items are allowed to have large
violations from MI. Nevertheless, the alignment method still assumes only a small
to moderate amount of non-invariance (i.e., up to 25% of the items) and has been
shown to perform badly when there are many large violations of MI (Asparouhov
& Muthén, 2014; Flake & McCoach, 2018). Moreover, the alignment method does
not allow the user to incorporate prior knowledge, apart from the choice of the base
model (i.e., configural or approximate MI). Especially in large scale surveys which
are performed every few years, knowledge regarding the amount of non-invariance
of certain scales might be available from previous rounds. Asparouhov and Muthén
(2014) proposed an ad-hoc procedure to determine which measurement parameters
are (approximately) invariant. In a simulation study, Flake and McCoach (2018)
showed that this approach has low power to flag non-invariant items, especially when
itemscores are skewed. Finally, the alignment method can currently only be applied
in models without cross-loadings or covariates.
In this paper, we propose to extend the current toolbox for modeling and
assessing MI using so-called robust shrinkage priors. We refer to shrinkage priors
as any Bayesian prior distribution that is not flat, since it will exert some shrinkage
on the estimates. However, in this paper we focus specifically on what we refer to
as robust shrinkage priors. Robust shrinkage priors are heavily peaked around zero
with thick tails. As a result, these priors heavily shrink small deviations from MI
towards zero, while exerting no or almost no influence on large deviations from MI.
The methods are Bayesian, thus offering the advantages of the Bayesian framework
in terms of missing data handling and interpretability. Shrinkage priors are popular
in linear regression problems with many predictors since they aim to shrink small
coefficients towards zero, thereby preventing overfitting (van Erp et al., 2019). More
recently, shrinkage priors have been applied in latent variable models (see e.g., Feng,
Wang, et al., 2017; Jacobucci & Grimm, 2018; Lu et al., 2016), although not yet in
the multiple group confirmatory factor model.
We will focus on two state-of-the-art shrinkage priors for modelling MI: the
spike-and-slab prior and the regularized horseshoe prior. The spike-and-slab prior
has recently been applied in confirmatory factor models (Lu et al., 2016) as well as
in the three parameter logistic (3PL) model to model differential item functioning
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(DIF; Soares, Gonçalves, & Gamerman, 2009). The regularized horseshoe prior has
only been applied in regression models (Piironen & Vehtari, 2017b). Both priors pro-
vide a more robust alternative to approximate MI and the alignment method since
both small and large deviations from MI are automatically modelled. Addition-
ally, the proposed methods are expected to improve upon the (Bayesian) alignment
method because they allow the user to easily incorporate prior knowledge regard-
ing the number of non-invariant measurement parameters and they can be applied
in situations with more than 25% MNI as well as in more complex models with
cross-loadings and/or covariates.
The remainder of this paper is organized as follows: Section 6.2 presents the
Bayesian multiple group confirmatory factor model. Section 6.3 describes and com-
pares possible prior distributions to model measurement invariance, based on com-
monly used methods as well as the newly proposed shrinkage priors. Section 6.4
illustrates the behavior of the shrinkage priors in a small simulation study and the
priors are applied to empirical data in Section 6.5. Finally, the results are discussed
in Section 6.6.
6.2 The Bayesian multiple group confirmatory
factor model
6.2.1 Multiple group confirmatory factor model
The multiple group factor model for continuous items yijg loading on a single
factor ηig is given by:
yijg = νjg + λjgηig + ϵijg, with ηig ∼ N(αg, ω2g), (6.1)
and ϵijg ∼ N(0, σ2jg),
for i = 1, . . . , ng individuals, j = 1, . . . , J items, and g = 1, . . . , G groups.
The measurement intercepts and factor loadings in Model 6.1 can be reparametrized
in terms of deviances from the average value over the groups for each measurement










j )ηig + ϵijg, with ηig ∼ N(αg, ω2g), (6.2)
and ϵijg ∼ N(0, σ2jg).
Throughout this paper, we will work with the second parametrization.
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In a Bayesian analysis, a prior distribution is specified for each parameter
in the model. Thus, for the multiple group factor model we have the joint prior
distribution p(δνjg, µνj , δλjg, µλj , αg, ω2g , σ2jg) = p(δνjg)p(δλjg)p(µνj )p(µλj )p(αg)p(ω2g)p(σ2jg).
We specify independent priors for the model parameters, which is a standard default
choice. Only for the regularized horseshoe, which is discussed in Section 6.3.5, the
priors for the deviance parameters are conditional on the error variances σjg, i.e.,
p(δνjg|σjg) and p(δλjg|σjg).
The focus of this paper lies on the priors for the deviance parameters p(δνjg)
and p(δλjg), because these parameters represent the violations from MI. Specifically,
larger values for δνjg and δλjg imply greater violations of MI. By specifying heavy-
tailed shrinkage priors for these parameters, we aim to shrink the small, negligible
violations from MI towards zero while allowing the large, substantially important
violations to remain large.
For the other parameters in the model, we specify the following weakly infor-
mative priors:
p(µνj ) ∼ Normal(0, 100) (6.3)
p(µλj ) ∼ Normal(0, 100)
p(αg) ∼ Normal(0, 100)
p(ωg) ∼ half-Cauchy(0, 5)
p(σjg) ∼ half-Cauchy(0, 5)
Note that many other weakly informative prior options are possible. Moreover,
if prior information is available, informative priors can be specified instead. It is
always recommended to perform a sensitivity analysis to assess the sensitivity of the
results to the specific choice of the prior (van Erp et al., 2018).
After the prior distributions have been specified and the data has been col-
lected, the likelihood of the data and the joint prior distribution are multiplied to
obtain the posterior distribution, i.e.,
p(θ|y) ∝ p(y|θ)p(θ), (6.4)
with p(θ) containing all parameters in the model. Draws from the posterior distribu-
tion are generally obtained through Markov Chain Monte Carlo (MCMC) sampling.





As mentioned in the Introduction, we can distinguish between two types of
restrictions to identify the model: 1) restrictions to identify the factor in one group;
and 2) restrictions to link the latent variable scale across groups. Throughout this
paper, we will identify the factor in one group by fixing the factor mean in the
first group α1 to 0 and by fixing the average loading for item 1 across groups µλ1
to 1. Alternatively, we can fix the factor variance in one group to 1. However,
this approach results in bimodality due to sign changes in the loadings between the
chains (Erosheva & Curtis, 2017).
If we were to impose a vague normal prior on the deviance parameters δνjg and
δλjg, the model would not be identified because such a vague prior allows too many of
the measurement parameters to differ between the groups. Thus, we need to impose
a prior on the deviance parameters that results in heavy shrinkage near zero so that
the latent variable scale is linked across the groups and the latent variable means
and variances are identified. Ideally, we also need the prior to not, or hardly, shrink
truly large deviances so that violations of MI are automatically accounted for within
the model. We will use shrinkage priors for this purpose. Note that we will specify
the shrinkage priors for the deviance parameters in all but the first group and we
impose a sum-to-zero constraint on the deviances for each item in the first group,
i.e., δνj1 = −ΣGg=2δνjg and δλj1 = −ΣGg=2δλjg. Next, we discuss various prior distributions
that can be specified in the context of measurement invariance.
6.3 Prior distributions to model measurement
invariance
We start by placing three common methods to model measurement invariance
- exact invariance, approximate invariance, and alignment - within the Bayesian
framework before turning to the proposed robust shrinkage priors. By viewing all
approaches in light of the prior distributions they imply, we facilitate comparison
of the various methods. The methods can be seen as moving from most restrictive
and least robust to least restrictive and most robust.
Currently, the alignment method is the most robust method available to model
MI. However, because of the small number of violations of MI that can escape the
shrinkage in the alignment method (i.e., up to 25% of the items), it is of interest to
consider a fully Bayesian method relying on robust, heavy-tailed priors. This enables
us to investigate whether we can allow a larger number of substantial deviations
from MI while still obtaining an identified model. Specifically, we consider two
shrinkage priors that are popular in the Bayesian literature: the spike-and-slab and
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the regularized horseshoe prior. They have in common a sharp peak around zero and
heavy tails. The sharp peak pulls small deviations towards zero, thereby identifying
the model, while the heavy tails allow large deviations to escape the shrinkage,
thereby avoiding biased estimates.
6.3.1 Exact invariance
Traditionally, the most popular method to establish MI imposes exact equal-
ity restrictions on the measurement parameters and relies on fit measures to assess
whether these restrictions hold. From a Bayesian viewpoint, this approach is equiv-
alent to imposing a prior consisting of a point mass at zero for the pairwise deviances
between measurement parameters or the deviances δνjg and δλjg.
6.3.2 Approximate invariance
Instead of the exact equality constraints, approximate MI allows some “wiggle
room” in the measurement parameters. It does so by setting normal priors on
the pairwise differences between measurement parameters with a mean of zero and
a small variance, such as 0.0011. As a result, pairwise differences between the
measurement parameters are shrunken towards zero. Note that this is different from
specifying a small-variance normal prior on the deviances δνjg and δλjg, which would
shrink the measurement parameters towards the average across groups. Regardless
of the parametrization, approximate MI is not a robust approach. The results
depend greatly on the arbitrarily chosen prior variance of the pairwise differences
and it is assumed that there are many small deviations from MI. Large deviations
from MI will be shrunken heavily towards zero, thereby biasing estimates of interest
such as the factor means.
6.3.3 Alignment
Alignment relies on the minimization of a simplicity function. As noted by
Asparouhov and Muthén (2014) this use of a simplicity function is similar to rotation
in exploratory factor analysis (EFA), which in turn has been compared to the use of
small-variance priors to identify structural equation models (Guo et al., 2019). The
alignment method aims to find a solution in which most measurement parameters are
approximately equal while only a few measurement parameters show large violations
from MI. It is currently unknown which prior distribution exactly corresponds to
1Note that the implementation in Mplus uses multivariate normal prior distributions on the
measurement parameters with the hyperparameters chosen such that the implied prior for the




the alignment method. However, it can be expected that this prior will have heavier
tails than the normal distribution to allow a small number of large violations to
escape the shrinkage towards zero.
6.3.4 Robust invariance: the spike-and-slab prior
The spike-and-slab prior is a discrete mixture of a peaked distribution or point
mass around zero (the spike) and a vague proper prior (the slab). First proposed,
among others, by Mitchell and Beauchamp (1988), the spike-and-slab prior has
become a popular prior in the Bayesian literature and various formulations exist
(see e.g., George & McCulloch, 1993; Ishwaran & Rao, 2005). More recently, the
spike-and-slab prior has been applied in the context of confirmatory factor analysis
to determine which cross-loadings should be included in the model (Lu et al., 2016).
However, the spike-and-slab prior proposed by Lu et al. (2016) was not used to
identify the factor model, only to detect the relevant cross loadings after minimal
identification restrictions were included in the model. In the context of MI, the
spike-and-slab prior has been used by Soares et al. (2009) in the three parameter
logistic model. In this case, the spike-and-slab prior was used to identify the model.
We adapt the spike-and-slab prior for the multiple group confirmatory factor model.
We use the following formulation of the spike-and-slab prior based on George
and McCulloch (1993):
δjg|πjg, ϕ2jg, ξ2jg = πjgNormal(0, ϕ2jg) + (1− πjg)Normal(0, ξ2jg), (6.5)
for j = 1, . . . , J items and g = 2 . . . , G groups.
Here, ϕ2jg represents the variance of the spike and is fixed to a small number. ξ2jg
is fixed to a large number to represent the variance of the slab. πjg represents
the mixing probability for item j. If we set πjg = 1, the prior consists only of a
small-variance normal spike and we thus obtain a similar prior as in approximate MI
but now specified for the deviances δjg instead of the pairwise differences between
measurement parameters. Note that the spike-and-slab prior is only specified for
the deviances in G − 1 groups, since this will automatically imply a prior on the
deviances in the remaining group. Note that, as a result, the implied marginal prior
of the deviances in the remaining group will be more diffuse compared to the other
marginal priors.
The mixing probabilities πjg are given a Beta prior, i.e., πjg ∼ Beta(αj, βj).
The advantage of the Beta prior lies in the intuitive incorporation of prior infor-
mation regarding the measurement (non-)invariance. Specifically, the proportion
of αj and βj reflects the proportion of a priori expected number of invariant and
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noninvariant groups. The exact magnitudes of αj and βj represent the uncertainty
about this expected proportion. For example, if we expect a priori that a measure-
ment parameter is invariant in 20 out of 25 groups, we could simply specify αj = 20
and βj = 5 to obtain a Beta prior centered around 0.8. However, we could also
specify αj = 2 and βj = 0.5 to obtain a Beta prior which still has an expected value
equal to 0.8 but is more spread out to reflect the uncertainty about the proportion
of invariant and noninvariant groups. Similarly, if we set αj = 200 and βj = 50,
the Beta prior will be highly peaked around 0.8 and will exert more influence on
the posterior. Other priors for the mixing probabilities are possible. For example,
George and McCulloch (1993) and Soares et al. (2009) specify πjg ∼ Bernoulli(pj),
in which the mixing probabilities take on the value 0 or 1 with some probability pj.
6.3.5 Robust invariance: the regularized horseshoe prior
The horseshoe prior (Carvalho et al., 2010) is a popular shrinkage prior in the
Bayesian literature due to several desirable theoretical properties (see e.g., Carvalho,
Polson, & Scott, 2009; Polson & Scott, 2011). Specifically, the horseshoe prior
has a global shrinkage parameter that controls general shrinkage of all parameters
towards zero, and local shrinkage parameters that control the desirable amount of
shrinkage for individual coefficients. This results in heavy shrinkage of relatively
small effects and little shrinkage for large effects. In practice, however, the small
amount of shrinkage of large effects can be problematic, especially when parameters
are weakly identified (Piironen & Vehtari, 2017b). As a result, the posterior means of
the parameters might not exist or the MCMC sampler becomes unstable (Ghosh et
al., 2018). The regularized horseshoe solves this problem by inducing more shrinkage
on large coefficients compared to the horseshoe. It is specified as follows (Piironen
& Vehtari, 2017b):2










ξjg|ν1 ∼ half-Student’s tν1(0, 1),
ϕj|ν2, τj, σ2jg ∼ half-Student’s tν2(0, τjσ2jg),







for j = 1, . . . , J items and g = 2 . . . , G groups.
The resulting prior will shrink small deviances towards zero in a similar way
as the original horseshoe. Large deviances, however, will be regularized according to
2Note that Piironen and Vehtari (2017b) use different symbols namely: ϕ = τ and ξ = λ.
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a Normal(0, c2) prior. By specifying the inverse-Gamma prior for c2, the marginal
prior for large deviances becomes a Student’s t distribution with f degrees of freedom
and scale parameter s.
An additional advantage of the regularized horseshoe is the fact that prior in-
formation can be easily incorporated. In the context of a regression model, Piironen
and Vehtari (2017b) recommend to choose the scale parameter τ based on a prior







where p equals the total number of predictors. In the multiple group factor model,
the number of predictors translates to the number of groups, with the a priori
expected number of relevant predictors being the a priori expected number of groups
in which that measurement parameter is assumed to be non-invariant. The sample
size N is the total sample size, across all groups 3.
As noted by Piironen and Vehtari (2017b), the original horseshoe prior can
be regarded as a continuous version of the spike-and-slab prior with an infinite slab
variance. The regularized horseshoe, on the other hand, can be seen as a continuous
version of the spike-and-slab prior with a finite slab variance. Contrary to the spike-
and-slab prior in (6.5), the regularized horseshoe prior is conditioned on the residual
variance of the indicators, σ2jg.
6.3.6 Comparison of the prior distributions
Figure 6.1 shows the prior densities (left column) and survival functions (right
column) corresponding to the different methods for measurement invariance. The
densities and survival functions are shown for several settings of the parameters in
the prior (i.e., the hyperparameters). The prior densities are useful to determine the
behavior around zero, i.e., how much small deviances from the average measurement
parameter across groups are shrunken. The more peaked the prior distribution, the
more shrinkage towards zero occurs. The survival functions are useful to illustrate
the tail behavior. The survival function describes the probability that a parameter
has a value greater than the value on the x-axis. For example, at x = 0, this
probability equals 0.50 for all priors since they are symmetric around zero. The tail
behavior determines how robust the method is to large deviations from MI, with
heavier tails resulting in more robust methods.
3The derivation of τ based on the prior guess in (Piironen & Vehtari, 2017b) is based on a




Exact invariance, in which measurement parameters are restricted to be exactly
equal can be viewed as a point mass at zero since it forces all deviances to be exactly
zero. It can be seen as the least robust method, not allowing for any deviations from
MI. As a result, if there exist violations from MI, exact invariance will lead to biased
estimates.
Approximate MI corresponds to a normal distribution which, in the original
Mplus specification, is specified for the pairwise differences. As the variance of
the normal distribution decreases, the prior becomes more peaked around zero and
therefore exerts more shrinkage. In the extreme case, as the variance goes to infin-
ity, the prior becomes uniform on all possible values for the pairwise measurement
parameters. This prior does not shrink the estimates whatsoever and will therefore
result in a nonidentified model. Thus, the variance needs to be small enough to
ensure an identified model. However, as can be seen from the survival function, the
smaller the variance, the lighter the tails. Thus, approximate MI shows a tradeoff
between model identification and robustness.
The spike-and-slab prior has a spike comparable to approximate MI, in Fig-
ure 6.1 a normal spike is shown with a variance of 0.01. Compared to approximate
MI, however, the spike-and-slab prior is made more robust by adding a slab com-
ponent with a larger variance, in this case equal to 1. The spike-and-slab prior
in Figure 6.1 is shown for various values of the mixing probability, specifically
πjg = c(0.5, 0.9, 0.1). As the mixing probability increases, more prior mass will
be assigned to the spike and the resulting prior will resemble approximate MI more
closely. For small values of the mixing probability, the prior will be more comparable
to the slab and, depending on the variance of the slab, might lead to a nonidentified
model.
The regularized horseshoe prior has multiple hyperparameters that influence
its behavior. Most importantly is the global shrinkage parameter (ϕj in (6.6)). As
noted by Piironen and Vehtari (2017b), the usual recommendations of ϕ ∼ C+(0, 1)
or ϕ ∼ C+(0, σ2) generally result in values for the global shrinkage parameter that
are too large, resulting in a prior that does not shrink the estimates sufficiently.
That is why Piironen and Vehtari (2017b) recommend to determine the scale of the
prior for the global shrinkage parameter based on prior information in a manner
that generally leads to a small scale. In Figure 6.1, the regularized horseshoe prior
is plotted for a global scale of 1 and 0.1. A larger global scale leads to a less
peaked prior with tails that go to zero more slowly. In addition, the tail behavior is
influenced by the hyperparameters of the inverse-Gamma prior on c2jg. Recall from
Subsection 6.3.5 that large deviances will be shrunken according to a Student’s t
distribution with f degrees of freedom and scale s. Thus, by decreasing the degrees




Figure 6.1: Density plots and survival functions of the priors for different hyper-
parameter settings. For the regularized horseshoe, “gs” refers to the global scale





To illustrate the behavior of the shrinkage priors, we analyze different data
sets with varying types and degrees of noninvariance. Each data set is simulated
using the multiple group factor model in (6.1) with one factor and five items. The
factor scores ηig and the measurement errors ϵijg of that data set are rescaled to
ensure that the parameter values in the data set correspond exactly to the desired
parameter values. This way, only one replication for each type of MI is needed. All
analyses were run by calling JAGS (Plummer, 2003) from R using R2jags (Su &
Yajima, 2015). All code is available online at https://osf.io/cp35e/.
6.4.1 Setup
All invariant intercepts are fixed to 0 and all invariant loadings are fixed to
1. The residual variances σjg are all fixed to 1. We follow a similar setup as
in Asparouhov and Muthén (2014) by considering three different types of groups:
ηi1 ∼ N(0, 1), ηi2 ∼ N(0.3, 2.25), and ηi3 ∼ N(1, 1.44). The number of groups equals
15, so that there are 5 groups of each type4. We consider 5 different conditions for
the number of non-invariant items: either 0, 1, 2, 3, or 4 out of 5 items are non-
invariant, so that we obtain 0 to 80% of non-invariance. Violations of invariance are
induced on the loadings and intercepts simultaneously, for example, in the 20% non-
invariance condition the intercept of one item and the loading of one (different) item
both violate invariance. We consider approximate violations of invariance only in the
20% non-invariance setting by specifying deviances of the measurement parameters
of 0.1. Large violations of MI are considered for all settings. The non-invariant
measurement parameters and their values are varied in each group according to five
different configurations, which are presented in the Appendix. Since we have 15
groups, these five different configurations are repeated thrice.
6.4.2 Methods
Given that the goal of multiple group factor analysis is generally to compare
the factor means and/or variances across groups, we focus on the average absolute
error for the factor means and variances. The error is calculated by subtracting the
population value from the estimated value (the posterior median) for each group
and subsequently averaging the absolute values across groups5. We compare the
4We have conducted a similar illustration with 60 groups, the results of which are available
online at https://osf.io/cp35e/ and did not differ much qualitatively from the results with 15
groups. Only the scalar model with Bayesian estimation performed better with 60 groups and
convergence was lower for the shrinkage priors.




shrinkage priors to the following methods:
1. Scalar invariance using ML without an anchor item. The latent variable is
identified in the first group by fixing the latent mean and variance. The
latent variable is linked across groups through exact equality constraints on
all intercepts, loadings, and residuals.
2. Scalar invariance using ML with an incorrect anchor item. The latent variable
is identified by fixing the factor mean to 0 and the fifth loading in group 1 to 1.
The latent variable is linked across groups through exact equality constraints
on all intercepts, loadings, and residuals.
3. Scalar invariance using ML with a correct anchor item. The latent variable
is identified by fixing the first loading and intercept in group 1. The latent
variable is linked across groups through exact equality constraints on all in-
tercepts, loadings, and residuals.
4. Scalar invariance using Bayesian estimation without an anchor item. The
latent variable is identified in the first group by fixing the latent mean and
variance. The latent variable is linked across groups through exact equality
constraints on all intercepts, loadings, and residuals.
5. Bayesian approximate MI. The latent variable is identified in the first group
by fixing the latent mean and variance. The latent variable is linked across
groups through the prior distribution.
6. Alignment with a Bayesian approximate base model. The latent variable is
identified in the first group by fixing the latent mean and variance. The latent
variable is linked across groups through the simplicity function.
7. Alignment with a configural base model using ML estimation. The latent
variable is identified in the first group by fixing the latent mean and variance.
The latent variable is linked across groups through the simplicity function.
For the shrinkage priors, we compare different types of prior information.
Specifically, for the spike-and-slab prior, we choose the hyperparameters for the
Beta prior on πjg in such a way that the number of non-invariant groups for that
parameter is equal to the data-generating values, or that the number of non-invariant
groups is equal to half the true number of non-invariant groups. We also consider
a setting in which no prior information is included, i.e., πjg ∼ Beta(1, 1). We set
the precision of the spike equal to 100 and the precision of the slab to 0.01. For the
regularized horseshoe, we use similar settings for the scale parameter τj, with τj = 1
when no prior information is available. The other parameters are chosen such that
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we obtain a robust regularized horseshoe specification, specifically: ν1 = 1, ν2 = 1,
f = 4, and s = 2.
6.4.3 Convergence
For the shrinkage priors and the scalar invariance model with Bayesian esti-
mation, we concluded that an analysis is converged if the potential scale reduction
factor (PSRF) is smaller than 1.2 and the effective sample size is at least 100 for
the factor means and variances. For the analyses with Mplus, no effective sample

























































































Figure 6.2: Absolute errors (estimate - population value) for the factor means,


























































































Figure 6.3: Absolute errors (estimate - population value) for the factor variances,
averaged across the 15 groups
Figure 6.2 shows the average absolute error in factor means for the different
methods, across types of MI when the number of groups equals 15. For the shrinkage
priors, two analyses do not reach the convergence criteria when 60% of the items
show large violations of MI (SSP-half and SSP-true) and four analyses do not reach
the convergence criteria when 80% of the items show large violations (reg. HS-true,
SSP-half, SSP-no, SSP-true). In the 60% case, the traceplots for the factor means
and variances indicate convergence, with only the factor variance in group 11 showing
slight bimodality. In the 80% violations case, multiple posteriors show bimodality.
Thus, the results are less trustworthy in these situations. This nonconvergence is
not surprising; especially in the 80% large non-MI condition, the violations from
MI are extreme. The convergence issues is simply the method indicating that the
situation at hand is complex and it might not be wise to compare the factor means.
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For the scalar model using Bayesian estimation, all analyses converged. Ap-
proximate MI and the alignment method with a Bayesian base model also converged,
but since these were analysed with Mplus, this decision was solely based on the
PSRF criterium. The traceplots indicate extreme peaks from the 20% large non-MI
condition onwards, especially for the factor variances. These peaks become more
extreme as the violations get more extreme. This is most likely due to the prior
used for the latent variances, which is by default an inverse-Gamma(-1, 0) prior.
This is a noninformative improper prior that specifies equal probability mass to all
positive values a priori which, in situations with violations from MI, might not be
informative enough leading to the unstable MCMC sampler.
6.4.4 Results
For all methods, the error increases when more items are non-invariant. The
shrinkage priors show lower average errors than the other methods for large amounts
of MI. The differences between the shrinkage priors and their levels of prior informa-
tion are small. Surprisingly, the scalar model with an anchor item, either correct or
incorrect, performs similarly to the shrinkage priors. However, this might be due to
the way in which the simulation was set up: for the incorrect anchor item, the factor
mean was set to 0 while the fifth loading in group 1 was set to 1. The anchor item is
thus incorrect only in terms of the restriction on the loading and not in terms of the
restriction on the factor mean. We can expect the average error to be higher when
the anchor item is incorrect with respect to both the loading and factor mean restric-
tions. Moreover, in reality, we do not know the correct anchor item or to what extent
the restrictions we impose on the anchor item hold. The scalar models without an
anchor item show increased errors from 20% non-invariant items onwards, with ML
estimation showing larger errors compared to Bayesian estimation. The alignment
method with the configural base model outperforms the shrinkage priors up to 20%
of non-invariance but has a higher average absolute error for larger amounts of non-
invariance, which is in line with the findings by Asparouhov and Muthén (2014);
Flake and McCoach (2018). The alignment method with the Bayesian approximate
base model performs much worse than the configural alignment method. This is
most likely due to the instability of the MCMC sampler, especially with the default
priors used in Mplus. As expected, Bayesian approximate MI only performs well
when there is strict or approximate invariance. Figure 6.3 shows the results for the
factor variances. The ordering of the methods is similar to that of the factor means,
but the errors are generally much larger. This is especially the case for approximate
MI and the alignment method with a Bayesian base model, which is most likely due




To illustrate the use of shrinkage priors to model measurement invariance, we
will use data from the fifth wave of the European Social Survey (ESS, 2010). Similar
to Asparouhov and Muthén (2014), we focus on four items that measure tradition
and conformity, which are combined into one latent variable. The full data set
consists of 50,781 observations from 26 countries. To reduce computational time,
we focus on a subset of 7 countries. We selected 3 countries with the highest and
lowest factor means based on the results in Table 8 from Asparouhov and Muthén
(2014). In addition, we included country 22 as reference group. For simplicity, we
remove all observations with missing data resulting in 12,811 complete observations.
We standardize the items to have a mean of zero and a variance of 1.
We apply both shrinkage priors to this data set. In order to achieve conver-
gence, it was necessary to choose the hyperparameters in such a way that there
was enough shrinkage of small deviances of invariance towards zero. 6 Specifically,
for the spike-and-slab prior we use a precision for the spike equal to 10,000 and a
precision for the slab equal to 1. The mixing probabilities are given the following
prior: πjg ∼ Beta(1000, 1). For the regularized horseshoe prior, we set the global
scale parameter τj equal to 0.0001 while the scale of the slab s equals 1. We set
all degrees of freedom parameters equal to 3. For the nuisance parameters, we use
the same weakly informative priors as specified in Section 6.2, equation 6.3. We
compare the results to the alignment method with country 22 as reference group,
following (Asparouhov & Muthén, 2014).
6.5.1 Results
First, we consider the posterior mean estimates of the factor means, which are
shown in Table 6.1. The ordering of the countries on the latent tradition-conformity
variable is the same for both priors and the estimates of the factor means are very
similar. Note that the factor means are more pulled towards zero compared to the
alignment method. This is most likely due to the quite restrictive hyperparameters
needed to achieve convergence. The ordering of the countries is similar between the
shrinkage priors and the alignment method, with only the Netherlands and Portugal
switched in the alignment method.
6Although these hyperparameters were different from the ones used in Section 6.4, we reran the
illustration with these hyperparameters and found comparable results, except for small amounts
of non-invariance. In those situations, the hyperparameters from the application resulted in lower
average absolute errors similar to the alignment method. The results of this sensitivity analysis
are available online at https://osf.io/cp35e/.
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Table 6.1: Posterior mean estimates factor means with standard deviations in brack-
ets for the application
Country Alignment (ref. = 22) Spike-and-slab prior Regularized horseshoe
23. Sweden (SE) 0.853 (0.081) 0.435 (0.026) 0.438 (0.029)
18. Netherlands (NL) 0.413 (0.050) 0.213 (0.023) 0.219 (0.028)
21. Portugal (PT) 0.437 (0.073) 0.067 (0.021) 0.078 (0.022)
22. Russian Federation (RU) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000)
24. Slovenia (SI) -0.297 (0.046) -0.035 (0.022) -0.036 (0.021)
13. Greece (GR) -0.301 (0.042) -0.148 (0.021) -0.151 (0.021)
4. Cyprus (CY) -0.499 (0.051) -0.184 (0.035) -0.173 (0.048)
Next, we consider the deviance parameters with a focus on the intercepts,
i.e., δνjg. Figure 6.4 shows the point estimates and 95% credibility intervals for
δνjg for both priors as well as the alignment method. The point estimates for the
shrinkage priors are based on the posterior mean. Note that the alignment method
does not provide estimates for the average deviance from the group mean δjg, so
the estimates in Figure 6.4 were computed manually based on the point estimates
for the measurement intercepts by subtracting the average intercept across groups,
i.e., δνjg = νjg − µνj . As a result, no confidence interval estimates are available
for the alignment method. It is clear that the results do not differ much across the
priors, whereas there are several substantial differences between the shrinkage priors
and the alignment method. Note that deviances close to zero indicate invariance,
whereas values away from zero indicate violations from invariance. In some cases the
alignment method indicates invariance while the shrinkage priors indicate a violation
from invariance (e.g., the intercept for “imptrad” in Portugal), while in other cases
the alignment method indicates non-invariance while the shrinkage priors indicate
invariance (e.g., the intercept for “ipfrule” in Portugal). In general, the differences
between the shrinkage priors and alignment method are substantial for the intercepts
in Portugal and to a lesser extent in Slovenia and Cyprus.
A figure such as Figure 6.4 can be insightful in assessing the amount of non-
invariance in each item. Based on Figure 6.4 we can for example conclude, based
on the results of the shrinkage priors, that the intercept for the item “ipfrule” is
invariant in all countries except the Netherlands (NL) and Greece (GR). A similar
figure for the loading parameters is available in Figure 6.5 and shows, for example,
that the loading for the item “ipfrule” is invariant in all countries. In general, the
differences between the shrinkage priors and alignment method are much smaller for

















































































Prior ● ● ●Spike−and−slab Regularized horseshoe Alignment
Figure 6.4: Point estimates and 95% credibility intervals for the average deviances



















































































Prior ● ● ●Spike−and−slab Regularized horseshoe Alignment
Figure 6.5: Point estimates and 95% credibility intervals for the average deviances
of the loadings in the application
6.5.2 Sensitivity of the results
With any Bayesian analysis, it is of importance to assess the sensitivity of the
results to the chosen prior distributions. Although the results show no sensitivity
to the specific distributional form used (i.e., spike-and-slab or regularized horseshoe
prior), the analysis is sensitive to the specific choice of the hyperparameters. Specif-
ically, for the spike-and-slab prior we tried a less restrictive version of the prior
in which the mixing probabilities were given the hyperprior πjg ∼ Beta(500, 1),
πjg ∼ Beta(100, 1), or πjg ∼ Beta(10, 1). However, these analyses resulted in con-
vergence issues, specifically bimodal posteriors for various parameters including the
factor means. This bimodality persisted even when the precision of the spike was
further increased to 100,000. For the regularized horseshoe, increasing the global
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scale parameter τj to 0.001 for the loadings (based on the fact that the loadings
showed more invariance compared to the intercepts in Asparouhov and Muthén
(2014)) also resulted in bimodal posteriors as did decreasing the degrees of freedom
to 1. A second factor that can influence the results is the chosen reference group. In
order to identify the factor, we need to fix the factor mean in one country to 0 and
the average loading for one item to 1. Following Asparouhov and Muthén (2014),
we chose country 22 as reference group. However, we tried to run the analysis with
group 23 as reference group, but this analysis did not converge for both priors.
Note that for the ”fixed” alignment method, the factor means are also sensitive to
the choice of the reference group. This is not the case for the ”free” alignment
method, however, as mentioned by (Asparouhov & Muthén, 2014) this approach
cannot always be used due to identification issues.
Overall, we can conclude from the application that while the shrinkage priors
provide very similar results in terms of factor means and invariance of the mea-
surement parameters, these results differ substantially from those obtained using
the alignment method. This is especially the case for the intercepts and less so for
the factor loadings. Overall, the intercepts also show more violations of invariance:
based on the shrinkage priors, 10 out of 28 intercepts are noninvariant. This is
around 36% which is more than the 25% of violations that is assumed by the align-
ment method. Based on the results of the illustration in Section 6.4, we might put
more trust in the results of the shrinkage priors compared to those of the alignment
method. Still, the shrinkage priors also show an increased error in the estimation of
the factor means as the amount of noninvariance increases. In practice, it is there-
fore recommended to conduct a simulation study based on the data set at hand to
investigate how reliable estimates are for the parameters of interest (such as the
factor means) given the data-specific characteristics.
6.6 Discussion
In this paper we presented a novel method to model measurement invariance
based on the use of robust shrinkage priors. Specifically, we focused on the regular-
ized horseshoe and spike-and-slab prior. The robust shrinkage priors automatically
identify the multiple group factor model, without requiring unrealistic restrictions.
We illustrated the behavior of the priors and showed how they can improve the es-
timates of the factor means and variances compared to the alignment method when
large amounts of noninvariance are present. In the empirical application we showed
how the shrinkage priors can be applied in practice and how the posteriors of the
deviance parameters might be used to assess which measurement parameters show
violations of invariance. In the empirical application, the estimates of the factor
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means differed between the alignment methods and the shrinkage priors. This is
not surprising given the differences between the approaches. First of all, the align-
ment method uses a pairwise parametrization while the shrinkage priors are specified
on each deviance from the average value across groups. Moreover, quite restrictive
hyperparameters were needed for the shrinkage priors to achieve convergence in the
empirical application. Future research should compare the methods further in less
extreme situations. In addition, it might be of interest to specify the shrinkage
priors on the pairwise differences in measurement parameters to provide a closer
comparison to the alignment method. It would be interesting to find out what type
of prior distribution corresponds exactly to the alignment method and compare this
prior distribution to the robust shrinkage priors.
Although the shrinkage priors offer a very promising method for measurement
invariance, there are still several limitations to overcome. First of all, the method
can be quite slow especially as the number of groups increases. In addition, the
results can become unstable for larger number of groups. We experienced this when
trying to apply the shrinkage priors to the full ESS data of 26 countries. Run-
ning this analysis with the same hyperparameters as used in Section 6.5 for 25,000
iterations took approximately 13.7h for the spike-and-slab prior and 4.4h for the
regularized horseshoe. However, 25,000 iterations was not enough to achieve con-
vergence, with several posteriors being bimodal including some of the factor means.
This is most likely due to the fact that the hyperparameters are not restrictive
enough for that specific data set, i.e., there are too many violations of invariance so
restrictive hyperparameters are needed to identify the model. However, given the
large computation time, it becomes impractical to tune the hyperparameters in such
large data sets. To solve this problem, it might be worthwhile to investigate the
possibility of parallelizing the computations further. Currently, only the chains are
run in parallel but further parallelizing the computations within each chain could
provide a significant speedup. This can be done, for example, using the map_rect
function in Stan (Carpenter et al., 2017). A second limitation is the sensitivity of
the results to the reference group used to identify the factor. This might be solved
by fixing the average intercept across groups for one item to 0 instead of one factor
mean. A further improvement of the restrictions of the model would be to replace
the sum-to-zero constraint on the deviances for each item in the first group, since
the marginal prior of the restricted parameter will be more diffuse compared to the
other marginal priors and the choice of the parameter to restrict is arbitrary. See
Rouder, Morey, Speckman, and Province (2012) for an alternative approach.
Throughout this paper, we have focused on the multiple-group confirmatory
factor model, which views the groups as a fixed source of variation and limits the
inference to the groups in the sample. Recently, a random approach relying on mul-
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tilevel models has gained popularity, especially due to its ability to include variables
that might explain why violations of invariance arise (Davidov, Dülmer, Schlüter,
Schmidt, & Meuleman, 2012). In the random approach, the inference is to the
population from which the groups were drawn. In certain situations, the random
approach is preferable over the fixed approach (B. O. Muthén & Asparouhov, 2017).
It would therefore be interesting to generalize the shrinkage priors to be applicable
within the random multilevel approach to measurement invariance as well.
In general, the use of shrinkage priors to model measurement invariance offers
exciting new possibilities. Future research should further investigate the strengths
and limitations of this approach using more extensive simulation studies than the
one considered in this paper. Moreover, more formal methods for assessing the
violations of invariance can be developed, for example based on the posterior of the
mixing probabilities in the spike-and-slab prior. Finally, we have focused solely on
the spike-and-slab and the regularized horseshoe priors, but many other shrinkage




Values for the measurement parameters in the illustration
Group Non-invariant intercepts Values Non-invariant loadings Values
20% approximate violations
1 ν1 -0.1 λ2 0.9
2 ν2 0.1 λ3 1.1
3 ν3 -0.1 λ4 0.9
4 ν4 0.1 λ5 1.1
5 ν5 -0.1 λ5 0.9
20% large violations
1 ν1 -0.5 λ2 0.3
2 ν2 -0.3 λ3 0.5
3 ν3 -0.1 λ4 0.7
4 ν4 0.3 λ5 1.3
5 ν5 0.5 λ5 1.5
40% large violations
1 ν1, ν2 -0.5, -0.5 λ2, λ3 0.3, 0.3
2 ν2, ν3 -0.3, -0.3 λ3, λ4 0.5, 0.5
3 ν3, ν4 -0.1, -0.1 λ4, λ5 0.7, 0.7
4 ν4, ν5 0.3, 0.3 λ5, λ2 1.3, 1.3
5 ν5, ν1 0.5, 0.5 λ5, λ3 1.5, 1.5
60% large violations
1 ν1, ν2, ν3 -0.5, -0.5, -0.5 λ2, λ3, λ4 0.3, 0.3, 0.3
2 ν2, ν3, ν4 -0.3, -0.3, -0.3 λ3, λ4, λ5 0.5, 0.5, 0.5
3 ν3, ν4, ν5 -0.1, -0.1, -0.1 λ4, λ5, λ2 0.7, 0.7, 0.7
4 ν4, ν5, ν1 0.3, 0.3, 0.3 λ5, λ2, λ3 1.3, 1.3, 1.3
5 ν5, ν1, ν2 0.5, 0.5, 0.5 λ5, λ3, λ4 1.5, 1.5, 1.5
80% large violations
1 ν1, ν2, ν3, ν4 -0.5, -0.5, -0.5, -0.5 λ2, λ3, λ4, λ5 0.3, 0.3, 0.3, 0.3
2 ν2, ν3, ν4, ν5 -0.3, -0.3, -0.3, -0.3 λ3, λ4, λ5, λ2 0.5, 0.5, 0.5, 0.5
3 ν3, ν4, ν5, ν1 -0.1, -0.1, -0.1, -0.1 λ4, λ5, λ2, λ3 0.7, 0.7, 0.7, 0.7
4 ν4, ν5, ν1, ν2 0.3, 0.3, 0.3, 0.3 λ5, λ2, λ3, λ4 1.3, 1.3, 1.3, 1.3







Bayesian structural equation modeling is increasingly popular due to the ad-
vantages it offers over classical, maximum likelihood based SEM. Multiple studies
have compared Bayesian and classical SEM and concluded that BSEM performs
better in terms of convergence (Kohli et al., 2015), inadmissible estimates (Can et
al., 2014; Dagne et al., 2002), bias (Depaoli & Clifton, 2015), requires smaller sample
sizes (Hox et al., 2012), and can handle more complex models (Harring et al., 2012;
Lüdtke et al., 2013; Oravecz et al., 2011). Additionally, the flexibility offered by
BSEM further extends the usefulness of the SEM framework. For example, BSEM
allows straightforward credible intervals not only on parameters themselves but also
on functions of them (see e.g., Geldhof et al., 2014; Y. Yuan & MacKinnon, 2009).
Moreover, through incorporation of prior information, traditional restrictions such
as cross-loadings or error covariances can be relaxed leading to more realistic mod-
els (B. O. Muthén & Asparouhov, 2012). The aim of this thesis was to investigate
whether this belief in BSEM is warranted. We did so by investigating the most
important component of any Bayesian analysis: the prior distribution.
Often, researchers wish to use the capabilities of BSEM without including any
substantive information in the analysis. As a result, most applications of BSEM
rely on “default” priors; objective priors that can be used in an automatic fashion.
In Chapter 2, we investigated various such default priors in the context of SEM. We
focused on priors for the variance parameters, since those are highly sensitive to the
prior. We considered various noninformative improper priors, vague proper priors,
and empirical Bayes priors, with especially the first two categories often being used,
for example as default prior setting in software such as Mplus. The results indicate
that, especially for small samples, not one default prior performs best and Bayesian
estimation with default priors does not outperform ML estimation. This is not
surprising since the default priors do not include any information over-and-above
the information in the data, which is the information used by ML estimation.
To see if we might improve the performance of BSEM, Chapter 3 looks into
more robust priors for random effects variance parameters in a multilevel structural
equation model. By including prior information in the analysis, we aim to improve
the performance of BSEM compared to the default priors considered in Chapter
2. However, in practice, prior information might not be available or might be in-
correctly incorporated into the prior distribution. Therefore, we compared weakly
informative, correctly specified informative, and incorrectly specified informative
priors in Chapter 3. Overall, the priors considered in Chapter 3 did not appear
sufficiently informative to counteract the small number of groups used in the simu-
lation studies. The parameter of interest in MLSEMs, the contextual effect, showed
bias across the board and the power to detect a small contextual effect was much
too low, even with 50 groups and informative priors. Moreover, the informative pri-
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ors resulted in convergence issues, making a thorough comparison difficult. Overall,
Chapter 3 can be seen as a starting point for future investigations into robust infor-
mative prior distributions for BSEM.
Another way in which the prior distribution might be employed to improve
the performance of the model is by specifying the prior in such a way that it auto-
matically imposes the restrictions needed to identify the model. By doing so, more
realistic models can be specified. Shrinkage priors are especially suited for this pur-
pose, since they have the ability to automatically shrink small effects towards zero,
thereby imposing the needed restrictions on the model, while simultaneously keep-
ing large effects large. However, since there exist many different shrinkage priors,
it is unclear which shrinkage priors would be best suited to apply in the context of
BSEM. Therefore, in Chapters 4 and 5 we have investigated the available shrinkage
priors in the context of simple linear regression models. Chapter 4 presented a the-
oretical overview of a selection of commonly used shrinkage priors and showed that
most shrinkage priors perform similarly when the number of predictors is smaller
than the sample size. When the number of predictors exceeded the sample size, some
evidence suggests that the more sophisticated global-local shrinkage priors such as
the (regularized) horseshoe and hyperlasso perform best. Chapter 5 translated the
findings from Chapter 4 into a practical guide on how to use and tune the various
priors in regression models when the sample size is small, with a specific focus on
software.
Taken together, Chapters 4 and 5 provided the basis for Chapter 6 in which two
shrinkage priors, the spike-and-slab prior and the regularized horseshoe, were applied
to model measurement invariance. The multiple group factor model generally used
to model MI is a prime example of a model in which restrictions are needed to
identify the model. Traditionally, these restrictions are imposed and, if necessary,
freed in an ad-hoc manner. Shrinkage priors, on the other hand, can automatically
incorporate the required restrictions in the model during estimation. Chapter 6
investigated this property for the spike-and-slab prior and the regularized horseshoe
in a multiple group factor model and found that these priors offer promising new
ways to model MI. Nevertheless, more research is still needed to further increase the
practical usefulness of these methods.
Overall, we can conclude from this thesis that BSEM has great potential,
which arises mainly from the prior distribution. However, the results presented in
this thesis also warn against naive use of the prior distribution, for example by
relying blindly on noninformative default specifications, which can lead to worse
performance compared to classical estimation methods (see also, Smid et al., 2019).
Therefore, the main recommendation of this thesis is to take care when specifying
the prior distribution in BSEM. To do so, first of all ensure that you understand
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how your prior behaves before you conduct the Bayesian analysis. The chapters
in this thesis aim to help this understanding. Plotting the prior distribution with
various hyperparameter settings can offer insight into how to tune the prior for each
parameter. Moreover, prior predictive checks in which simulations from the prior
predictive distribution are visualized are important to understand the behavior of the
joint prior over all parameters simultaneously (Gabry, Simpson, Vehtari, Betancourt,
& Gelman, 2019). Second, after you have done the analysis with the specified prior
distribution, always perform a sensitivity analysis to assess the sensitivity of the
results to the specific prior setting that has been used. The goal of this prior
sensitivity analysis is to further your understanding of the prior distribution and
to understand whether the prior distribution was indeed specified as intended. In
Chapter 2, we have provided guidelines on how to conduct such a sensitivity analysis
for default BSEM. There, we have relied on rerunning the analysis with different
prior distributions, however, there exist automatic ways to assess prior sensitivity as
well (see, for example, Gustafson & Wasserman, 1995; Roos, Martins, Held, & Rue,
2015). Future research should investigate such automatic approaches in the context
of BSEM.
With a thorough understanding of the prior distribution, it can be used to
advance the field of SEM. An example is provided in Chapter 6 in which we use
the characteristics of the shrinkage priors to obtain a more flexible and realistic
multiple group factor model. This idea of using regularization or penalization in
SEM is already quite popular in classical SEM (Jacobucci, Brandmaier, & Kievit,
2019; Jacobucci, Grimm, & McArdle, 2016) and gaining popularity in BSEM (Feng,
Wang, et al., 2017; Feng, Wu, & Song, 2017; Jacobucci & Grimm, 2018; Lu et
al., 2016). Bayesian regularized SEM is one of the most exciting areas for future
research. The main challenge is to make the approach more practical in terms of
tuning, compation time, and selecting which parameters should be restricted to
zero. How to tune the shrinkage priors depends on the model and data at hand,
and should result in a prior that restricts the model enough to identify it while
not creating bias due to the restriction of parameters that should in reality be
free. This process is complicated by the unstability of the MCMC sampler as the
model becomes non-identified as well as the large computation time generally needed.
Unlike classical penalization approaches such as the lasso, Bayesian regularization
approaches do not automatically restrict parameters to be exactly zero. Thus, an
additional step is needed in Bayesian regularization to restrict small parameters to
zero. In Chapters 4 and 5 we relied on marginal credible intervals to do so, but it
would be better to consider the joint posterior distribution (Piironen et al., 2017).
Future research should adapt approaches for joint variable selection to the context
of BSEM (for example, projection predictive variable selection; Piironen & Vehtari,
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2017a, or decoupled shrinkage and selection; Hahn & Carvalho, 2015).
Other areas for future research include the incorporation of survey weights into
BSEM as well as investigations into missing data handling. Although it is possible
to model the inclusing probabilities to solve the first issue (see e.g., Little, 2015) and
to automatically impute the missing data within the estimation procedure (see e.g.,
Gelman et al., 2013, Chapter 18), these model extensions further complicate the
model which can make estimation problematic (Gelman, 2007). Moreover, available
software programs for BSEM are currently not yet capable to handle the modeling of
inclusion probabilities, missing data, as well as more sophisticated prior distributions
such as shrinkage priors. Thus, despite its popularity, the field of BSEM remains in
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The aim of this thesis was to investigate the use of prior distributions in
Bayesian structural equation modeling. To this end, various prior distributions
have been investigated in the context of different models.
We start our investigation by focusing on default priors in a structural equation
model with a mediating effect between the latent variables. Default priors are classes
of priors that do not contain any external substantive information, are completely
dominated by the information in the data, and can be used in an automatic fashion
for a Bayesian data analysis. Multiple default priors exist, which can be roughly
divided into three categories: 1) non-informative improper priors; 2) vague proper
priors; and 3) empirical Bayes priors. In Chapter 2, various priors from each of these
categories have been investigated in a simulation study. Despite their popularity,
the results show that different default priors lead to varying results, especially for
small sample sizes. This leads to perhaps the most important recommendation in
this thesis: to always conduct a prior sensitivity analysis. By doing so, the researcher
can assess to what extent the results of the analysis are influenced by the specific
(default) prior that is used. In Chapter 2, we provide guidelines for conducting such
a prior sensitivity analysis for a default BSEM analysis.
Given the sensitivity of the results to the various default priors, the investi-
gation is continued with more robust prior distributions. Robust priors are char-
acterized by distributional properties, such as heavier tails, that make them less
susceptible to unduly influencing the results. In Chapter 3, various robust prior
distributions are investigated in the context of a multilevel SEM. The focus lies on
the random effects variance parameters, since it is well known that this type of pa-
rameter is especially sensitive to the choice of the prior. The amount of information
entailed in the robust priors is varied to obtain three different specifications: 1) a
default specification that can be used without adaptation in any application; 2) an
informative specification that is in line with the population values; and 3) an infor-
mative specification that deviates from the population values. Although extensive
comparisons between the various robust prior specifications were complicated by
convergence issues, the differences between the robust priors were generally small.
Instead, differences in the results of the simulation studies are mostly due to the
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population conditions. For example, when the population values for the random ef-
fects variances equal 1, the uniform and robust priors all show substantial negative
bias and coverage rates that are much too low. This indicates that there are limits
to the robustness offered by the heavy tails of the robust prior distributions.
The second part of this thesis focuses not on how to diminish the influence
of the prior on the results, but rather on how to utilize the prior distribution in a
beneficial way. Specifically, the focus lies on so-called shrinkage priors, which are a
class of priors that shrink small effects towards zero, while simultaneously keeping
large effects away from zero. As a result, shrinkage priors can automatically per-
form variable selection, which makes them popular in regression models with many
predictors. Generally, shrinkage priors are heavily peaked around zero (to shrink
small effects) and have heavy tails (to keep substantial effects large). However,
many different shrinkage priors exist that fit this general description. Chapter 4
provides an overview of the most popular shrinkage priors in the literature, namely
the ridge, local Student’s t, lasso, elastic net, group lasso, hyperlasso, (regularized)
horseshoe, and discrete normal mixture priors. These priors are compared in terms
of prediction and variable selection accuracy within a linear regression context. The
results indicate only small differences between the priors and classical penalization
approaches when the number of predictors is smaller than the number of observa-
tions. Only in the condition in which the number of predictors exceeded the number
of observations did the differences between the methods become more pronounced.
In order to improve the usability of the shrinkage priors in practical appli-
cations, Chapter 5 translates the findings of Chapter 4 in a manner that is more
accessible for applied researchers. It explains the usefulness of penalization meth-
ods in general and Bayesian penalization methods in particular and provides an
overview of the shrinkage priors with a specific focus on how to set the hyperparam-
eters of these priors as well as how to choose between the various shrinkage priors.
Furthermore, Chapter 5 discusses several software packages that can be used for
Bayesian penalized regression: rstanarm, brms, and bayesreg, and illustrates the
latter package through an applied example.
Although Chapters 4 and 5 examine the shrinkage priors in linear regression
models, the ultimate goal is to apply the shrinkage priors in structural equation mod-
els. A first step towards this goal is taken in Chapter 6 in which the spike-and-slab
prior and the regularized horseshoe prior are used in a multiple group confirmatory
factor model. By doing so, a more robust method is obtained to model measure-
ment invariance. Specifically, the shrinkage priors are specified for the deviances
from the average value over the groups for each intercept and loading parameter.
We compare this novel method to exact and approximate measurement invariance
and to the alignment method. An illustration shows how the shrinkage priors can
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improve the estimates of the factor means and variances compared to approximate
measurement invariance and the alignment method when large amounts of nonin-
variance are present. Application of the shrinkage priors to data from the European
Social Survey illustrates how the posteriors of the deviance parameters might be
used to assess which measurement parameters indicate violations of invariance.
Overall, the results of this thesis can be broadly divided into the following
three conclusions:
1. Given the sensitivity of the results of a Bayesian SEM analysis to the choice
of the (default) prior, a prior sensitivity analysis should always be conducted.
2. The use of heavy-tailed robust priors is recommended over certain default
priors to avoid sensitivity of the results to the prior, however, robust priors
still require careful specification of the hyperparameters.
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