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Prostate cancer has become one of the highest cancer-related death cases over the last 
few years in the West. This cancer affects only men. Statistics has shown that there is 
a big rise in the number of estimation cases over the last years. The increase in the 
number of these cases leads to accurate diagnoses at early stages enabling early 
intervention. Numbers of clinical practices are also introduced.  One of these 
practices is the use of the Magnetic Resonance Imaging (MRI) scanner. However, 
images produced show a poor contrast of soft tissue between the surrounding tissue 
and prostate gland.  This article aims to use the Graph-cut as the method 
segmentation of images. 
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1.1 Background of Study 
 
Prostate cancer is a plague disease to men. This type of cancer typically 
affects only males. It’s reported that a huge number of patients comes from the 
United States of America (USA), New Zealand and Australia, a stark contrast to the 
situation in Central and South Asia which recorded the lower number of cases of 
prostate cancer are recorded [1]. 
 
This cancer is growing silently in male prostate without registering any 
symptoms to the patient at early stage. However, the patient will later experience a 
problem with urination and erectile dysfunctional. According to research, prostate 
cancer normally occurs in patients of the age range 65 years old and above. It’s really 
a rare case if the patient is under 40 years old [2]. 
 
Prostate cancer is one of cancer that has caused the highest rate of the death 
cases around the globe especially in the western country such as the United States of 
America. The number of new patients is estimated to rise to 233,000 men and 
number of death will be 29,480 [3].  
 
However, prostate cancer is curable and treatable in its early stages by doing 
the clinical practice for early diagnosis. The enhancement of the imaging of the
diagnosis is carried out to ensure the result is clear enough to do the analysis. The 




1.2 Problem Statement 
 
Currently, a lot of clinical practices have been introduced to the medical 
world on the segmentation of images. Diagnoses are commonly derived from clinical 
practices such as Magnetic Resonance Imaging (MRI) as well as Trans Rectal 
Ultrasound (TRUS). CT scan or Computed Tomography (CT) imaging is also a 
known common clinical practice for diagnoses of the prostate gland. For this 
research, the spotlight will be on the MRI scanner. 
 
In addition to the above, the body composition of a patient varies from one to 
the other. Variability of the soft tissue, shape, size and texture information make the 
task of segmentation on all clinical practices complicated. Throughout this 
experiment, the aim is to find the efficient method for segmentation of prostate that 






















1.3 Objective and Scope of Study 
 
The objectives of this study are: 
 
a) To develop and evaluate prostate segmentation technique in MRI 
images. 
b) To develop and perform an al.gorithm that applies Graph-cut function 
that can work in MATLAB 
 
The Scopes of Study are: 
 
a) To test the MRI image with Graph-cut algorithm 




























2.1 Prostate Cancer 
 
Prostate cancer has become one of the highest cancer-related death cases over 
the last few years world-wide and especially in western countries such as the United 
States of America. The number of cases is estimated to be 233,000 men and the 
number of fatality will be 29,480 [3]. This cancer gave out the symptoms such as 
difficulty to urinate and dysfunctional of erectile.  
 
This type of cancer is curable and treatable at early stages by doing the 
clinical practice for early diagnosis. The enhancement of the imaging of the 
diagnosis is carried out to ensure the result is clear enough to do the analysis. This 
process is called the segmentation of the prostate gland methodology. 
 
 
2.2 Clinical Practices 
 
Nowadays, there are numbers of clinical practices carried out to diagnose the 
existence of carcinoma (cell cancer) in the body of a patient. Throughout these 
practices, the doctors will plan on the treatment to kill the cell and cure the patient at 
the same time. 
  
For the prostate cancer, the diagnose practice is usually conducted by using 
three common methods such as Magnetic Resonance Imaging (MRI) as well as Trans 
Rectal Ultrasound (TRUS). Computed tomography (CT) imaging is also a common 
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clinical practice for diagnose of the prostate gland. For this research, the focus is on 
the MRI scanner. 
 
2.2.1 Magnetic Resonance Imaging (MRI) 
 
Magnetic resonance imaging scanner or dubbed as the MRI scan, is a body 
scanner that applies techniques of radiology. Magnetism, as well as radio waves, is 
used by the MRI scanner while scanning a human body. The computer is one of the 
components that is needed to complete the process to produce body structure images 
by MRI scanner.  
 
Nowadays, an MRI scan is one of the solutions to detect disease in certain 
parts of the body. The MRI scan is usually carried out after other testings failed to 
give out the details to finalize the diagnosis of patient [4]. 
 
The MRI scanner is equipped with a large circular magnet that results in the 
creation of a robust magnetic field. The magnetic field then will be exposed to 
radiowaves’ beams, which then produce a faint signal which is received by the MRI 
scanner receiver. The data received will be processed and images will be produced 
by the computer. The advantages of the MRI scan are the images produced are much 
more detailed. Nevertheless, the poor contrast of images between the soft tissues and 
some parts of organs make it difficult to read [4]. 
 
 
2.3 Method of Segmentation 
 
There is a lot of methods of segmentation is introduced. 
 
2.3.1 Contour and Shape Based Method 
 
This method utilizes the feature of the contour and shape information of the 
prostate gland to carry out the segmentation. Afterward, this method is divided into 





2.3.1.1 Edge-Based Segmentation 
 
Under this method, a common routine is to use the manipulated gradient filter 
to extract the edges of an image. Yet, the drawback of this method is the existence of 
noise gradient filters, whereby the bogus edges is exposed during the process. 
Furthermore, the detected edges are frequently broken. Despite designated algorithm 
of computationally expansive edge linking that secure the connection between the 
edges, the accurate segmentation can be achieved by adding the intensity-based and 
texture-based information into edge-based algorithms [5]. 
  
2.3.1.2 Probabilistic Filtering 
 
Reference to numbers of a journal, type of filters like Kalman filter, as well as 
particle filters and the probabilistic data association filter (PDAF) is used to segment 
images.  
 
This method model estimates the probabilistic trajectory of the dynamic 
object whereby the dynamic model subject is controlling the motion with a particular 
uncertainty. 
 
This method is also known to be the fastest segmentation algorithm as no 
optimization is included into the framework [6]. However, the disadvantages of this 
method are shown to be complicated of the extension and initialization of 3D 
segmentation. 
 
2.3.2 Deformable Model Segmentation 
 
This method has utilized the theories of mathematical optimization, geometry 
and physics. Deformable model segmentation method is applying these theories in 
which every theory carry its very own function; the mathematical optimization 
carries the works on the model in order to fit in available data, geometry theories 
focus on the model shape and theories of physics pilot the evolution of shape in 
space [7]. The common practice of this method is the association between internal 
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and external energies to the deformable models, whereby the internal energies hold 
the deformation condition which is the contour smoothness and external energies. 
These two conditions are used to guide the deformable model to the boundary of an 
object. The inclusion and combination of the deformable model with the internal and 
the external energies in a framework are used to segment the structures by edges 
warping at a minimal deformation of their mean model.  
 
Under this method, there are five methods of the deformable model 
framework; the first method is active contour model, the second is deformable mesh, 
the third method is active shape model, the fourth method is level sets and the last 
one is curve fitting. 
 
2.3.2.1 Active Contour Models (ACM) 
 
ACM or dubbed as the snake. Its works in between the progress deformation 
by tracing the direction of gradient on them [8] [9]. 
 
2.3.2.2 Deformable Mesh 
 
This technique can be fit into a group of method called the parametric 
deformable mesh in which the kick-off method is to segregate the initial manual 
segmentation throughout some facets; tetrahedral and triangular [9]. 
 
2.3.2.3 Active Shape Model (ASM) 
 
ASM brings a purpose to maintain the structures of anatomical in terms of 
shape modes arch. This arch is co-related with the component analysis arch which is 
from the distribution model arch that carry a function to generalize Procrustes 
analysis with a refer frame [9]. 
 
2.3.2.4 Edge Based Level Sets 
 
This group of level framework is a mainstream method in medical imaging 
segmentation. By which, the development of this method is to study the propagation 
of the curve in a higher dimension [9]. 
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2.3.2.5 Curve Filling 
 
The curve filling method is using the parametric curves such as splines, as 
well as parametric curves like ellipses and Bezier to segment prostate. This 
parametric curve is used due to a minimal difference between the elliptical curve and 
prostate central gland [9]. 
 
2.3.3 Region Based Method 
 
This [9] is a method in which the difference of intensity in the imaging 
prostate region is exploited, in order to build a segmentation based area algorithm by 




The manual segmentation of basic structures is called atlas. It will be logged 
onto the frequent correlative frame [9]. This atlas also will be the reference to 
another patient’s segmentation images. 
 
2.3.3.2 Graph partition 
 
This method is to produce a graph from the segmentation method and take 
two data that is important; pixels and edges. First data is a batch of pixels dubbed as 
nodes.  Second is the costs which are derived from edges in a midway of the gradient 
pixel [9]. 
 
2.3.3.3 Region Based Level Sets 
 
This method is called the advance method from the conventional boundary-
based level sets in which this method is used as a region-based statistic. The usage of 
the region-based statistic is for the criteria of energy minimization to propagate the 
segment the image and level sets [9]. 
 




This classification method carries an objective to get a space feature partition 
into labels’ sets for different regions. Thus, a technique call clustering and/or 
classifier are introduced to serve the purpose. 
 
Under this method, there are two methods; a classifier based segmentation 
and a clustering based segmentation [9]. 
 
2.3.4.1 Classifier Based Segmentation 
 
Segmentation based on classifier method is dubbed as the prediction or 
problem learning. A feature vector and class label (response variable) are tagged with 
an object in a training set [9]. The usage of this training set is to produce (build) a 
predictor in which the observation of feature vector could be the basis on the 
assignation of the class object. 
 
2.3.4.2 Clustering Object Segmentation 
 
Segmentation based on clustering method is aimed to rule out specific 
formation from the unlabeled set of data by taking some distance measures [9]. 
 
2.3.4.3 Mean-Shift Clustering 
 
This method is to join the pixels that have the same density distribution. This 
method applies the common density which used the x and y are the main variables 
[20]. 
  
2.3.5 Graph Based Segmentation 
 
2.3.5.1 Graph-cut segmentation 
 
This method is cut by the line of image and any pixel where the line becomes 
nodes. And the image later is partitioned with the 2 nodes on top called the 
foreground, and below is called the background. Later the nodes on line are 
connected to the other 2 nodes. And the probability algorithm is assigned to the 
nodes. The cut image is taking place [23]. 
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2.3.6 Hybrid method 
 
This method is about the combination of segmentation method (prior 
boundary, region, shape, and feature information of prostate gland) which is the 








3.1 Research Methodology 
 
The research methodologies used in this project are planned to be in the 
following order. 
 
a) Literature Review 
b) Selection Of Prostate Segmentation 
c) Basic Block 
d) Method Testing 
 
3.1.1 Literature Review 
 
This research is started by doing the literature review which will help to 
explain the details and the objectives of the research. The literature review is done by 
collecting and comparing previous research on the prostate cancer and the 
technology used in the diagnosis process.  
 
Based on previous research, there are a lot of methods have been introduced 
in a medicine imaging and deep understanding are needed to select the best method 
for prostate image enhancement. Thus, numbers of journals, thesis, and articles 
related to the research are compared and contrasted before being put into the 




3.1.2 Selection of Prostate Segmentation Method 
 
The second stage of this research is to select the best prostate segmentation 
method based on the literature review done before doing the test and further 
experimentation. As highlighted in the literature review, there are numbers of the 
method related to segmentation but in this project, the scope only focuses on the MRI 
scanner and graph-cut segmentation. However, in this project, there is three method 
had been carried out to compare the results;  
 
a) Edge based segmentation 
b) Graph-cut segmentation 
c) Mean-shift segmentation 
 
3.1.3 Basic Block Diagram of Design 
 
Figure 1 below show a simple block diagram that visualized the flow of 




Figure 1: Block Diagram of the Process of Segmentation 
 
The block diagram started with a patient enters the MRI scanner machine. 
The MRI scanner will conduct its function on the patient's body which later produce 
PATIENT ENTER 
MRI SCANNER 




















a MRI images on 3 anatomical views; axial (tranverse), sagittal and coronal. For this 
project, view at axial is taken to enter the algorithm since its more suits to be 
simulate with the algorithm. The next steps is computer process the images and pass 
the images to another computer. The image is insert into MATLAB. The algorithm 
of selected method will be simulating with the images. Finally, the result of 
simulated images produced and analyses. 
 
3.1.4 Method Testing 
 
After selecting the method, the method algorithm will be tested on the 
MATLAB platform. It is tested for compatibility and the second testing would be the 
imaging test, which it is the method which could help in enhancing the image in 
more detail. 
 
3.2 Project Activities 
 
The basic flow of the project activities is illustrated in Fig.2. 
 
 




As shown in Fig.2, the activities start with the literature review whereby the 
articles, the journal, and the thesis related to this project are needed. This phase helps 
to build good fundamental on the project itself and also shine out the objectives.  
 
Next, selection of Prostate Segmentation Method is introduced, in which the 
method related to MRI Scanner practices will be listed out. By then, the method will 
be selected and tested on the next phase. The testing will be the main examination for 
the selected method. If the method does not give good results then another method 
will be selected again from the list as we can see on the Figure 2. 
 
3.3 Key Milestones 
 
Several key milestones must be achieved in order to complete the project. 
 
3.3.1 Literature Review 
 
Literature review needs to be carried out in order to gather the information 
and get the fundamental basis from all the articles, journals, and the thesis that are 
related to this project. 
 
3.3.2 Selection of Method 
 
After doing the literature review, the second key milestone is selecting the 
segmentation method as per objectives of the project. During this selection, two 
factors need to be the stressed upon; one is that this project is focusing on the MRI 
project and secondly, the method that is compatible with MATLAB. 
 
3.3.3 Testing the Method on MATLAB 
 
The method testing will be carried in MATLAB. In this phase, the selected 
method will be tested and prove the theoretical point. If the selected method fails, the 
research will select another method to be tested. As this programming is much 
related to the MATLAB, the coding part will be tricky; the coding may not even give 




3.3.4 Documentation and Reporting 
 
All data through this project will be documented properly in this phase as no 
details will be left behind during the compilation. 
 
3.4 Gantt Chart 
 
The Gantt chart for this project can be found in Figure 75 at Appendix A. 
 
3.5 Tools and Equipment Required 
 
Tools and equipment that are needed for this project were MRI images of 










This project needs a deep understanding of the prostate cancer itself. Basic 
knowledge to the method on diagnosing the prostate cancer itself will be needed to 
complete this project. 
 
4.1.1 Prostate Gland 
 
The prostate is a small organ that is located above the male reproductive 
system in between the bladder and urethra. The function of this prostate is producing 
fluid that consists of proteins and hormones which help keep the sperm alive after 
ejaculation happens as the sperm search for an egg to inseminate. 
 
The size of this prostate is normally as big as a walnut, about 30-40 grams. 
Most of the tissue of this organ are built from glandular tissue. Noted that this organ 
also experiences growth as men age. Research has shown that the size of this organ 
could be double or triple from the original size. This enlargement of the prostate is 
not caused by cancer. 
 
The prostate is a small organ that is located above the male reproductive 
system in between the bladder and urethra. The function of this prostate is producing 
fluid that consists of proteins and hormones which help keep the sperm alive after 




The size of this prostate is normally as big as a walnut, about 30-40 grams. 
Most of the tissue of this organ are built from glandular tissue. Noted that this organ 
also experiences growth as men age. Research has shown that the size of this organ 
could be double or triple from the original size. This enlargement of the prostate is 
not caused by cancer [24].  
 
 
Figure 3: Anatomy of Male Reproduction 
 
4.1.2 Prostate Cancer 
 
Cancer cells that grow inside the prostate gland is called the adenocarcinoma 
cell. This cell is known as prostate cancer whereby a malignant tumor form from 
glandular structures in the epithelial tissue. For prostate cases, the cells grow 
unevenly and unruly at the line of the ducts of the prostate gland. There are cases of 
the enlargement of the prostate gland called benign prostatic hyperplasia (BPH) but 
this disease does not belong to cancerous cases. Also, there are occurrences of some 
other rare cancers but at a low rate. 
 
Despite the increase in numbers of men aged above 50 getting diagnosed with 
this cancer and a 70% possibility in a man aged 65 and above, researchers try to rule 
out the factors of one getting this cancer. Attributes that been highlighted are: 
 
a) Age  
b) Race 




By now, the number of deaths caused by this cancer is decreased by 20% but 
still the numbers of cases each year still remain at two hundred thousand men 
estimated to have this cancer in the United States [25]. 
 
4.1.3 The Location of Prostate Cancer 
 
We know that the cancerous cells grow at the prostate gland. But throughout 
MRI images, the experts can assume the area invaded by cancer. The prostate gland 
is divided into 4 zones; the transition, the anterior, the peripheral and the central. For 
these 4 zones, only three zones were commonly having growth of the cancerous cell. 
The percentage of the zone having cancer, 70% is arisen in the peripheral zone, 20% 
in the transition zone and 10% of the central zone.  
 
 
Figure 4: Structure of Prostate 
 
By referring to MRI images, carcinoma cell release low signal intensity. But 









4.1.4 The Diagnoses and Staging of the Prostate Cancer 
 
4.1.4.1 Diagnoses of cancer 
 
4.1.4.1.1 Physical examination 
 
This physical examination is a sort of screening process conducted by a 
doctor to examine the patient before taking another test [10]. 
 
a) Digital rectal exam (DRE) 
b) Prostate-specific antigen (PSA) test 
 
4.1.4.1.2 Clinical practices 
 
After going through the test [11], if there is any abnormality traced, a patient 
will be advised to take undergo clinical practices such as TRUS, CT scan, and MRI 
scan. 
 
4.1.4.2 Staging Tumor 
 
For the decision of staging, experts will announce the cancer stage by seeing 
the result of the test and biopsy carried out. Prostate cancer tumor will be classified 
into this class: 
 
Table 1: Type of Tumor. 
Type OF Tumour Condition 
T Primary tumour 
T1 Clinically inapparent tumour not palpable or visible by 
imaging 
T2 Tumour confined within the prostate  
T3 Tumour extending through the prostatic capsule; no invasion 
into the prostatic apex or into, but not beyond, the prostatic 
capsule 
T4 Tumour fixed or invading adjacent structures other than 
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seminal vesicles (e.g. Bladder neck, external sphincter, 
rectum, levator muscles, pelvic wall) 
 
This classification is the simple classification as there is an alphabet class for 
each tumor classification. Thus, the cancer stage will be decided on the type of tumor 
that patient has. 
 
Table 2: Staging of Cancer. 
Stage I Stage II Stage III Stage IV 
This stage signifies 
very early cancer 
that's confined to a 
small area of the 
prostate. When 
viewed under a 
microscope, the 
cancer cells aren't 
considered 
aggressive. 
Cancer at this stage 
may still be small 
but may be 
considered 
aggressive when 
cancer cells are 
viewed under the 
microscope. Or 
cancer that is stage II 
may be larger and 
may have grown to 
involve both sides of 
the prostate gland. 
The cancer has 
spread beyond 
the prostate to 
the seminal 
vesicles or other 
nearby tissues. 
Cancer has 
grown to invade 
nearby organs, 
such as the 
bladder, or 
spread to lymph 
nodes, bones, 









This subtopic is segregated into 4 parts. 
 
Currently, a lot of clinical practices have been introduced to the world 
regarding the segmentation of images. Most of the patients’ diagnoses are using the 
common clinical practice such as Magnetic Resonance Imaging (MRI) as well as 
Trans Rectal Ultrasound (TRUS). Computed tomography (CT) imaging is also a 
common clinical practice for diagnoses of the prostate gland. For this research, the 
spotlight will be on the MRI scanner only. 
 
As per discussed in Chapter 2, there are numerous methods of enhancing 
images of all clinical practices for diagnosing the prostate cancer. From the thirteen 
(15) methods, only 7 of them is applicable to MRI images. The types of methods 
related to the MRI are:  
 
a) Edge based segmentation 
b) Deformable model based segmentation 
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c) Active shape model 
d) Atlas 
e) Hybrid segmentation 
f) Mean-Shift Segmentation 
g) Graph-cut segmentation 
 
As mention before, there is three methods only experimented for this 
experiment which is Edge based segmentation, Graph-cut segmentation and Mean-
shift segmentation.  
 
Over several months, this project saw some algorithms used to reach the 
objectives of this project. As numbers of the methods are fixed with the MRI image, 
the outcome of these methods varied. 
 
This part of study needs to be manipulated so that the results can capture the 
intensity of the images. MRI images are known to be gray-scale and thus, the 
intensity would be either to black or to white.  
 
As for Section 2.2 and 2.3, 9 images are selected to go through the algorithm 
and the result recorded. Section 4.1 shows the result recorded from the k mean 
algorithm. Section 2.2 is a section where all results due to mean shift is shown. 
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Table 3: Selected MRI Images. 
 
 
Figure 6: Image (a) 
 
 
Figure 7: Image (b) 
 
 
Figure 8: Image (c) 
 
 
Figure 9: Image (d) 
 
 
Figure 10: Image (e) 
 
 
Figure 11: Image (f) 
 
 
Figure 12: Image (g) 
 
 
Figure 13: Image (h) 
 
 













4.2.1 Segmentation Using Edge Based 
 
Currently, this section focuses on the edge based segmentation which extracts 
the region of interest from the original image by submitting the selected MRI image 
of a patient into coding. For this phase, the images will go through Prewitt filter to 
get the perfect edge. 
 
 
Figure 15: Original MRI image 
 




Figure 16: Original Image Goes Through Prewitt Filter 
 





Figure 17: Filtered Image with Clean Edge Of The R.O.I 
 
From the result, the next step will be to eliminate the unwanted edge from the 
other organ. This will be included in the future plan of the project. Also, the next 
algorithm to apply to this project will be the Mean Shift Segmentation. 
 
4.2.2 Segmentation Using Mean Shift 
 
Five selected MRI images of prostate (a, b, c, d, e, f, g, h and i) with fixed 
dimension of 256 x 256 pixels on the figure 5, 6, 7, 8, 9, 10, 11, 12 and 13. All of 
these nine images are taken from different patients so the size of the prostate gland is 
varied and some of them are already at bulging phase which means the cancer has 
already spread out to the organ. These MRI images are fully built in gray scale 
format. Thus, the segmentation will utilize the pixel from 0 to 1 of the image. 
 
For this algorithm, two variables will experience a variation of numbers. First 
variable is called x which is the size of the processing window. Next variable is 
derived as y. It represents a range of kernel size (one point to another point). 
 
Furthermore, this method will divide the picture pixels into numbers of 
groups which is represented by the colors. The groups will be divided depending on 
the number of clusters (k). The selected image is simulated by the algorithm. The 





The image is put into the fixed algorithm so that the result can be compared. 
The image is also cut into a certain size which then focuses on the ROI. Some images 
have the big ROI images and some have the small R.O.I. Time for each image to be 
simulated prompt differing results. The simulation takes 3 minutes to 45 minutes to 
be completed. 
 
In this subtopic, there are two parts of procedure needed to be done. First, 
need to find the best pairing of x-y variables that could give a better result on 
showing or segregate the R.O.I from the images. On the second procedure, after 
finding the best pairing of the x-y variables, all the images will be simulated into the 
algorithm with same x-y variables and the results compared.  
 
The first image, labeled Figure (b), the images will enter the contrast 
algorithm that would revise the contrast of an image. Thus, the distinguishing of 
R.O.I from the background became clearer. 
 
Table 4: Result of Adjusted Brightness. 
 
The new image of Figure (b) then enters into the algorithm and simulated 






Figure 18: Image (b) 
 
 
Figure 19: Adjusted Image (b) 
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Table 5: Image (b) with different y-axis 
 
 
Figure 20: X=40, y=1 
 
 
Figure 21: X=40, y=2 
 
 
Figure 22: X=40, y=3 
 
 
Figure 23: X=40, y=4 
 
 
Figure 24: X=40, y=5 
 
 
Figure 25: X=40, y=6 
 
 
Figure 26: X=40, y=7 
 
 
Figure 27: X=40, y=8 
 
 
Figure 28: X=40, y=9 
 
 




As the result shows, at every increment of y value, the cluster groups in the 
image decrease and the time taken to complete one image is getting lower as they 
increase. The results also show that the region of interest (R.O.I) gradually 
disappears from the images as y increases. The best result is from the pairing of x= 
40 and y=1 as the details of mean shift of the region of interest (R.O.I) is perfectly 
shown. 
 
Hence, after comparing the result from the resulting images, all other images 




























Table 6: Result of Mean Shift on All Images 
 
Figure 30: Mean Shift Figure (a) 
 
 
Figure 31: Mean Shift Figure (b) 
 
 
Figure 32: Mean Shift Figure (c) 
 
 
Figure 33: Mean Shift Figure (d) 
 
 
Figure 34: Mean Shift Figure (e) 
 
 
Figure 35: Mean Shift Figure (f) 
 
 
Figure 36: Mean Shift Figure (g) 
 
 
Figure 37: Mean Shift Figure (h) 
 
 
Figure 38: Mean Shift Figure (i) 
 
 
From the result, R.O.I of certain images is smoothen out even though variable 
y was set up very low. For example, in Figure (d) and Figure (j). 




Table 7: Result Image (d) 
 
 








Figure 41: Mean Shift Figure (d) 
 
Referring to the table above, at the resulting image, only the middle part of 
the prostate gland can be seen. The other part of the gland was smoothen out by the 
algorithm. 
Opposite result from Figure (d) and Figure (j), the result for another image 





















Figure 44: Mean Shift Figure (a) 
 
 
4.2.3 Segmentation Using Graph-cut 
 
For this method, the main variable is focusing more on the number of clusters 
(k). Following the same procedure in Section 4.1, one of the images will be tested 
with a number of the clusters from 1 to 10 as the objective is to find the number of 











Table 9: Image (a) with vary number of cluster (k) 
 
 
Figure 45: Image (a) K=1 
 
 
Figure 46: Image (a) K=2 
 
 
Figure 47: Image (a) K=3 
 
 
Figure 48: Image (a) K=4 
 
 
Figure 49: Image (a) K=5 
 
 
Figure 50: Image (a) K=6 
 
 
Figure 51: Image (a) K=7 
 
 
Figure 52: Image (a) K=8 
 
 
Figure 53: Image (a) K=9 
 
 
Figure 54: Image (a) K=10 
 
 
Figure 55: Image (a) pre K-
mean 
 
From the table above, as the k gradually increase, the resulting image gets 
messier. Looking at the figure in which k equals 2 to 4 is considered as a success as 
the number of clusters (color) are not messed up and show the R.O.I clearly. 
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Compared to k equal to 10, it’s full of colors that disturb the R.O.I from visibility 
clearly. So, from the result, all other images will go through the algorithm with a 
number of clusters equal to 4. 
 
Table 10: All images with k-mean of k=4 
 
 
Figure 56: k=4 Figure (a) 
 
Figure 57: k=4 Figure (b) 
 
 




Figure 59: k=4 Figure (d) 
 
Figure 60: k=4 Figure (e) 
 
Figure 61: k=4 Figure (f) 
 
 
Figure 62: k=4 Figure (g) 
 
 
Figure 63: k=4 Figure (h) 
 
 









Figure (e), R.O.I is covered with the clusters. For a successful result such as 
Figure (i), the R.O.I is visible to the examiner to look at it. 
 
Table 11: Result of image (i) 
 
Figure 65: Image (i) 
 
 




Figure 67: k=4 Figure (i) 
 
 
Above result of the Figure (i) show a clear picture of the prostate gland and 
also, the clusters managed to show up the difference of intensity of the image which 
is important in diagnosis cancer. Cancer usually shows a differing intensity of dark 





Different intensity  
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Figure 70: k=4 Figure (e) 
 
From above table, the result of the Figure (e) is not giving out the expected 
result as the cluster wiped down the R.O.I area. 
 
4.2.4 The comparison between Graph-cut segmentation and Mean Shift 
segmentation 
 
At early stage, edge based method is considered as not fail and not suits for this 
project objectives. The comparison is carried out by comparing method graph-cut 
and mean shift. The comparison is aims to compare the effectiveness and accuracy of 







The comparison is comparing between the best result from both methods,  
 




Original Image (a) 
 
Image (a) simulated with mean-
shift segmentation 
 
Image (a) simulated with 
Graph-cut segmentation 
 
As per shown, image (a) is simulated into two method and giving out very 
different result. on left side, mean shift segmentation result shows R.O.I shape and 
exclude all surroundings, on right side, the graph-cut images managed to differentiate 
between R.O.I and surrounding. 
 
In diagnosing of MRI images, the surrounding of prostate gland is important 
in diagnosing carcinoma cell. the probability that cancer cells burst at the 
surrounding. Its showing that the Graph-cut segmentation abide the rules of 




Refer back to result of graph-cut segmentation, the image showing different 
colour intensity on R.O.I. under the study of MRI, cancer cells that exists on the 
organ showing lower intensity compare to the cell on the organ itself. So, there is 
probablity that the cancer cells exist on that darker region of R.O.I. 
 
Hence, from the comparison, the graph-cut managed to abide and help to 
diagnosed the image compare to mean-shift segmentation. On next section, the test 
on the accuracy of segmentation of Graph-cut. 
 
4.2.5 The Accuracy of Segmentation of Graph-cut 
 
Under this subtopic, the experiment continued by evaluating the accuracy of 
segmentation on segregation between pixels. The experiment is conducted by 
selecting 5 parts of MRI image of a patient which is homogenous in color. Then the 
images are combined into one single row and simulated into the Graph-cut algorithm. 
 
 




Figure 72: selected image compiled in vertical row 
 
Figure 72 later simulated into algorithm, which produced result as below. 
 
Table 14: Result of Simulated Images 
 
 




Figure 74: Result Of Simulation 
 
 
The result shows that the Graph-cut manage to distinguish between 5 regions 











Due to the soft tissues which surround the prostate gland, the segmentation of 
the subject was not an easy task. The study and testing is carried out by using the 
Graph-cut on the selected images. Later, the result of the Graph-cut is compared with 
mean-shift segmentation result whereby the results are showing differently.  
 
To summarize, this project is not concluded yet as there is a lot of experiment 
and testing that can be carried on in future. 
 
5.2 Recommendation and Future Work 
 
As shown above, the result shows a positive side of improvement. 
Unfortunately, this result cannot be the conclusion towards this project. As per 
discussion with supervisors, this project needs to be confirmed with other method 
testing such as using distribution factors etc. (which is a master level project). One of 
the methods that can be use is function of imhist (MATLAB function) to get the 
distribution factor of every selected homogenous part and repeating the trend to other 
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Figure 75: Gantt chart 
 
 
