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Higher integrability for nonlinear nonlocal equations with
irregular kernel
Simon Nowak
Abstract. We prove a higher regularity result for weak solutions to nonlinear
nonlocal equations along the integrability scale of Bessel potential spaces Hs,p
under a mild continuity assumption on the kernel. By embedding, this also
yields regularity in Sobolev-Slobodeckij spaces W s,p. Our approach is based
on a characterization of Bessel potential spaces in terms of a certain nonlocal
gradient-type operator and a perturbation approach commonly used in the
context of local elliptic equations in divergence form.
1. Introduction
1.1. Basic setting and main result. In this paper, we consider nonlinear
nonlocal equations of the form
LΦAu = F in Ω ⊂ R
n, (1.1)
where s ∈ (0, 1), Ω ⊂ Rn is a domain (= open set), while A : Rn × Rn → R is a
coefficient and Φ : R → R is a nonlinearity with properties to be specified below.
Moreover, the nonlocal operator LΦA is formally given by
LΦAu(x) = p.v.
∫
Rn
A(x, y)
|x− y|n+2s
Φ(u(x) − u(y))dy.
We assume that the right-hand side F of (1.1) is formally of the form
F (x) = p.v.
∫
Rn
g(x, y)
|x− y|n+2s
dy + f(x), x ∈ Ω, (1.2)
where f : Rn → R and g : Rn × Rn → R are given functions. The aim of this work
is to generalize an approach introduced in [24], in order to prove a higher regularity
result for weak solutions of the equation (1.1) along the integrability scale of Bessel
potential spaces Hs,p, in the case when the coefficient A exhibits a potentially very
irregular behaviour. Throughout the paper, for simplicity we assume that n > 2s.
Moreover, we assume that A is a measurable function and that there exists some
λ ≥ 1 such that
λ−1 ≤ A(x, y) ≤ λ for almost all x, y ∈ Rn. (1.3)
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Furthermore, we require A to be symmetric, i.e.
A(x, y) = A(y, x) for almost all x, y ∈ Rn. (1.4)
We call such a function A a kernel coefficient and define L0(λ) as the class of all
such measurable kernel coefficients A that satisfy (1.3) and (1.4). Moreover, in our
main results Φ : R→ R is assumed to be a continuous function satisfying Φ(0) = 0
and the following Lipschitz continuity and monotonicity assumptions, namely
|Φ(t)− Φ(t′)| ≤ λ|t− t′| for all t, t′ ∈ R (1.5)
and
(Φ(t)− Φ(t′)) (t− t′) ≥ λ−1(t− t′)2 for all t, t′ ∈ R, (1.6)
where for simplicity we use the same constant λ ≥ 1 as in (1.3). In particular,
Φ could be any C1 function with Φ(0) = 0 such that the first derivative Φ′ of Φ
satisfies im Φ′ ⊂ [λ−1, λ]. In the case when Φ(t) = t, the operator LΦA reduces to a
linear nonlocal operator widely considered in the literature.
The following nonlocal analogue of the euclidean norm of the gradient of a function
plays a key role in this paper.
Definition. Let s ∈ (0, 1). For any measurable function u : Ω→ R, we define
the s-gradient ∇su : Rn → [0,∞] by
∇su(x) =
(∫
Rn
(u(x) − u(y))2
|x− y|n+2s
dy
) 1
2
.
For any p ∈ [2,∞), define the space
Hs,p(Ω|Rn) =
{
u : Rn → R measurable
∣∣∣ ∫
Ω
|u(x)|pdx+
∫
Ω
|∇su(x)|pdx <∞
}
.
Moreover, by Hs,ploc (Ω|R
n) we denote the set of all functions u : Rn → R that belong
to Hs,p(Ω′|Rn) for any relatively compact open subset Ω′ of Ω. The main relevance
of these spaces is due to the fact that they are closely related to the classical Bessel
potential spaces Hs,p(Ω) and Sobolev-Slobodeckij spaces W s,p(Ω). In fact, for any
p ≥ 2 we have the inclusions
Hs,p(Rn) ⊂ Hs,ploc (Ω|R
n) ⊂ Hs,ploc (Ω) ⊂W
s,p
loc (Ω), (1.7)
see section 3.
Denote by Hs,2c (Ω) the set of all functions that belong to H
s,2(Ω|Rn) and are
compactly supported in Ω. For all measurable functions u, ϕ : Rn → R, we define
EΦA(u, ϕ) =
∫
Rn
∫
Rn
A(x, y)
|x− y|n+2s
Φ(u(x) − u(y))(ϕ(x) − ϕ(y))dydx,
provided the above expression is well-defined and finite, this is for example true if
u ∈ Hs,2loc (Ω|R
n) and ϕ ∈ Hs,2c (Ω). Furthermore, throughout this paper we assume
that the function g is measurable and symmetric in the sense of (1.4). In addition,
by a slight abuse of notation we define the s-gradient ∇sg : Rn → [0,∞] of g by
∇sg(x) =
(∫
Rn
g(x, y)2
|x− y|n+2s
dy
) 1
2
.
Also, for any such function g that satisfies ∇sg ∈ L2loc(Ω) and any ϕ ∈ H
s,2
c (Ω), we
define
E(g, ϕ) =
∫
Rn
∫
Rn
g(x, y)
|x− y|n+2s
(ϕ(x) − ϕ(y))dydx.
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The notation introduced above allows us to define our notion of weak solutions to
the equation (1.1) as follows.
Definition. Given f ∈ L
2n
n+2s
loc (Ω) and a measurable symmetric function g :
R
n×Rn → R with ∇sg ∈ L2loc(Ω), assume that F is given as in (1.2). We say that
u ∈ Hs,2loc (Ω|R
n) is a weak solution of the equation LΦAu = F in Ω, if
EΦA(u, ϕ) = E(g, ϕ) + (f, ϕ)L2(Ω) ∀ϕ ∈ H
s,2
c (Ω).
In our main result, we need to impose the following additional continuity as-
sumption on A
lim
h→0
sup
x,y∈K
|A(x+ h, y + h)−A(x, y)| = 0 for any compact set K ⊂ Ω. (1.8)
The condition (1.8) was introduced in the recent paper [25] in the context of obtain-
ing higher Ho¨lder regularity. In particular, it is satisfied if A is either continuous in
Ω×Ω or if A is translation invariant inside of Ω, that is, if there exists a measurable
function a : Rn → R such that A(x, y) = a(x − y) for all x, y ∈ Ω. In addition, the
condition (1.8) is also satisfied by some more general choices of kernel coefficients,
for example if
A(x, y) = A′(x, y)A0(x, y),
where A′ ∈ L0(λ
1
2 ) is continuous in Ω×Ω and A0 ∈ L0(λ
1
2 ) is translation invariant
inside of Ω, but is not required to satisfy any continuity or smoothness assumption.
Furthermore, we stress that the condition (1.8) only restricts the behaviour of A
inside of Ω× Ω, while outside of Ω× Ω a more general behaviour is possible.
We are now in the position to state our main result.
Theorem 1.1. Let Ω ⊂ Rn be a domain, s ∈ (0, 1), λ ≥ 1 and p ∈ (2,∞).
Moreover, let g : Rn × Rn → R be a measurable symmetric function with ∇sg ∈
Lploc(Ω) and assume that f ∈ L
p⋆
loc(Ω), where p⋆ = max
{
np
n+sp , 2
}
. If A ∈ L0(λ)
satisfies the condition (1.8) and if Φ satisfies the conditions (1.5) and (1.6) with
respect to λ, then for F given as in (1.2) and any weak solution u ∈ Hs,2loc (Ω|R
n) of
the equation
LΦAu = F in Ω,
we have u ∈ Hs,ploc (Ω|R
n).
Moreover, for all open sets U ⋐ V ⋐ Ω, we have
||∇su||Lp(U) ≤ C
(
||f ||Lp⋆(V ) + ||∇
sg||Lp(V ) + ||∇
su||L2(V )
)
, (1.9)
where C = C(p, n, s, λ, U, V ) > 0.
Remark 1.2. In view of (1.7), under the assumptions of Theorem 1.1, weak
solutions of (1.1) in particular belong to the Bessel potential space Hs,ploc (Ω) and also
to the Sobolev-Slobodeckij space W s,ploc (Ω). Moreover, the condition ∇
sg ∈ Lploc(Ω)
is for example satisfied if g has the form
g(x, y) =
m∑
i=1
Di(x, y)(gi(x)− gi(y)), (1.10)
wherem ∈ N, Di ∈ L∞(Rn×Rn) and gi ∈ H
s,p
loc (Ω|R
n) for all i = 1, ...,m. By (1.7),
the latter condition is in particular satisfied if all gi belong to the Bessel potential
space Hs,p(Rn).
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Remark 1.3. An interesting feature of the estimate (1.9) is that it is not a
purely local estimate, in the sense that due to the nonlocal nature of the s-gradient
∇s, the left-hand side also depends on the values of u outside the domain Ω. In
other words, we also gain some control on u outside the domain where the equation
holds.
For the sake of providing some context, let us briefly consider local elliptic
equations in divergence form of the type
div(B∇u) = divh+ f in Ω, (1.11)
where the matrix of coefficients B = {bij}
n
i,j=1 is assumed to be uniformly elliptic
and bounded, while h : Rn → Rn and f : Rn → R are given functions. The equation
(1.11) can in some sense be thought of as a local analogue of the nonlocal equation
(1.1) corresponding to the limit case s = 1. It is known that if the coefficients
bij are continuous and h ∈ L
p
loc(Ω,R
n), f ∈ L
np
n+p
loc (Ω) for some p > 2, then weak
solutions u ∈ W 1,2loc (Ω) of the equation (1.11) belong to W
1,p
loc (Ω). This corresponds
to our main result in the sense that we obtain local W s,p regularity for nonlocal
equations of the type (1.1) in the case when A satisfies the continuity assumption
(1.8). We note that this W 1,ploc (Ω) regularity for solutions of the equation (1.11) also
holds if more generally the coefficients bij belong to the space VMO of functions
with vanishing mean oscillation, cf. [5] or [1]. Therefore, an interesting question is
if the conclusion of Theorem 1.1 remains true for kernel coefficients A that belong
to VMO in a suitable sense.
Regarding related previous results, in [24] Theorem 1.1 was proved in the linear case
when Φ(t) = t and under the stronger assumption that A is translation invariant in
the whole space Rn and in the special case when g is of the form (1.10). Another
very interesting result in this direction was recently proved in [23], where again
in the linear case when Φ(t) = t it was in particular shown that if A ∈ L0(λ) is
Ho¨lder continuous with some arbitrary Ho¨lder exponent and for some 2 ≤ p < ∞
we have f ∈ Lp(Rn), then weak solutions u ∈ Hs,2(Rn) of the equation LΦAu = f
in Rn belong to Hα,ploc (R
n) for any α < min
{
2s, 1
}
, gaining not only integrability,
but also differentiability, while for local equations of the type (1.11) no comparable
gain of differentiability is attainable. Another interesting question is therefore if
such a gain of differentiability is also achievable for possibly nonlinear equations of
the type (1.1) that might only hold in some domain Ω with kernel coefficients that
satisfy the condition (1.8) or even for kernels of VMO-type. We plan to investigate
this direction in the future.
More results concerning Sobolev regularity for nonlocal equations are for example
proved in [2], [17], [20], [28], [22], [3], [9], while various results on Ho¨lder regularity
are proved in [14], [13], [25], [27], [8], [15], [10], [16], [32] and [21]. Furthermore,
for some regularity results concerning nonlocal equations similar to (1.1) in the
more general setting of measure data, we refer to [19].
1.2. Approach. Our approach is inspired by an approach introduced by Caf-
farelli and Peral in [6] in the context of obtaining W 1,p estimates for local elliptic
equations of the type (1.11). The philosophy of the approach is as follows. The
first step is to locally approximate the gradient a weak solutions u of (1.11) by the
gradient of a weak solution v to a suitable homogeneous equation for which an in
some sense good enough estimate is already known. More presicely, in the context
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of local equations, one exploits the fact that the approximate solution v is already
known to satisfy a local C0,1 estimate in order to transfer some regularity to u.
In fact, a real-variable argument based on the Vitali covering lemma, the Hardy-
Littlewood maximal function and an alternative characterization of Lp spaces then
allows to prove an Lp estimate for the gradient ∇u corresponding to our estimate
(1.9), which then implies the desired local W 1,p estimate.
The main idea in order to prove Theorem 1.1 is to apply a similar strategy with the
gradient ∇u replaced by the nonlocal s-gradient ∇su. In particular, in our nonlocal
setting the local C0,1 estimate for the approximate solution has to be replaced by
a local Cs+γ estimate for some γ > 0. Such an estimate was recently proved in
[25] for equations of the type (1.1) with kernel coefficients that satisfy the condition
(1.8), opening the way towards obtaining our Theorem 1.1. This estimate is used in
an adaptation of the real-variable argument described above in order to obtain the
desired estimate (1.9) from Theorem 1.1. In contrast to [24], additional difficulties
also arise due to the presense of the nonlinearity Φ, which are dealt with by careful
applications of the conditions (1.5) and (1.6) throughout the paper and using the
theory of monotone operators in order to prove existence and uniqueness for the
corresponding Dirichlet problem.
2. Preliminaries
2.1. Some notation. For convenience, let us fix some notation which we use
throughout the paper. By C and Ci, i ∈ N, we always denote positive constants,
while dependences on parameters of the constants will be shown in parentheses. As
usual, by
Br(x0) := {x ∈ R
n | |x− x0| < r}
we denote the open ball with center x0 ∈ Rn and radius r > 0. Moreover, if E ⊂ Rn
is measurable, then by |E| we denote the n-dimensional Lebesgue-measure of E. If
0 < |E| <∞, then for any u ∈ L1(E) we define
uE := −
∫
E
u(x)dx :=
1
|E|
∫
E
u(x)dx.
2.2. Some tools from real analysis. In this section, we discuss some results
from real analysis that are at the core of the real-variable argument mentioned in
section 1.2.
The following result is an application of the well-known Vitali covering lemma, cf.
[5, Theorem 2.7].
Lemma 2.1. Assume that E and F are measurable sets in Rn that satisfy
E ⊂ F ⊂ B1. Assume further that there exists some ε ∈ (0, 1) such that
|E| < ε|B1|,
and that for all x ∈ B1 and any r ∈ (0, 1) with |E ∩Br(x)| ≥ ε|Br(x)| we have
Br(x) ∩B1 ⊂ F.
Then we have
|E| ≤ 10nε|F |.
Another tool we use is the Hardy-Littlewood maximal function.
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Definition. Let f ∈ L1loc(R
n). Then the Hardy-Littlewood maximal function
Mf : Rn → [0,∞] of f is defined by
Mf(x) :=M(f)(x) := sup
ρ>0
−
∫
Bρ(x)
|f(y)|dy.
Moreover, for any domain Ω ⊂ Rn and any function f ∈ L1(Ω), consider the zero
extension of f to Rn
fΩ(x) :=
{
f(x), if x ∈ Ω
0 , if x /∈ Ω.
We then define
MΩf :=MfΩ.
The following Lemma contains the scaling and translation invariance of the
Hardy-Littlewood maximal function and can be proved by using a change of vari-
ables.
Lemma 2.2. Let f ∈ L1loc(R
n), r > 0 and y ∈ Rn. Then for the function
fr,y(x) := f(rx+ y) and any x ∈ Rn we have
Mfr,y(x) =Mf(rx+ y).
Similarly, for any domain Ω ⊂ Rn, any function f ∈ L1(Ω) and any x ∈ Ω we have
MΩ′fr,y(x) =MΩf(rx+ y),
where Ω′ := {x−yr | x ∈ Ω}.
We remark that for any f ∈ L1loc(R
n), Mf is Lebesgue-measurable.
The probably most important properties of the Hardy-Littlewood maximal function
are contained in the following result, see [31].
Proposition 2.3. Let Ω ⊂ Rn be a domain.
(1) (weak 1-1 estimate) If f ∈ L1(Ω) and t > 0, then
|{x ∈ Ω | MΩ(f)(x) > t}| ≤
C
t
∫
Ω
|f |dx,
where C = C(n) > 0.
(2) (strong p-p estimates) If f ∈ Lp(Ω) for some p ∈ (1,∞], then
||f ||Lp(Ω) ≤ ||MΩf ||Lp(Ω) ≤ C||f ||Lp(Ω),
where C = C(n, p) > 0.
(3) If f ∈ Lp(Ω) for some p ∈ [1,∞], then the function MΩf is finite almost
everywhere.
We conclude this section by giving an alternative characterization of Lp spaces,
see [7, Lemma 7.3]. It can be proved by using the well-known formula
||f ||pLp(Ω) = p
∫ ∞
0
tp−1 |{x ∈ Ω | f(x) > t}| dt.
Lemma 2.4. Let 0 < p < ∞. Furthermore, suppose that f is a nonnegative
and measurable function in a bounded domain Ω ⊂ Rn and let τ > 0, β > 1. Then
for
S :=
∞∑
k=1
βkp|{x ∈ Ω | f(x) > τβk}|,
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we have
C−1S ≤ ||f ||pLp(Ω) ≤ C(|Ω|+ S)
for some constant C = C(τ, β, p) > 0. In particular, we have f ∈ Lp(Ω) if and only
if S <∞.
2.3. Fractional Sobolev spaces. The following type of fractional Sobolev
spaces is probably the most common type of such spaces in the literature concerned
with nonlocal equations similar to (1.1).
Definition. Let Ω ⊂ Rn be a domain. For p ∈ [1,∞) and s ∈ (0, 1), we define
the Sobolev-Slobodeckij space
W s,p(Ω) :=
{
u ∈ Lp(Ω)
∣∣∣ ∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp
dydx <∞
}
with norm
||u||W s,p(Ω) :=
(∫
Ω
|u(x)|pdx+
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp
dydx
)1/p
.
Moreover, we also define the corresponding local versions of these spaces by
W s,ploc (Ω) := {u ∈ L
p
loc(Ω) | u ∈ W
s,p(Ω′) for any domain Ω′ ⋐ Ω} .
In addition, we also use the space
W s,20 (Ω) :=
{
u ∈ W s,2(Rn) | u = 0 in Rn \ Ω
}
=
{
u ∈ Hs,2(Ω|Rn) | u = 0 in Rn \ Ω
}
.
Remark 2.5. The space W s,2(Ω) is a separable Hilbert space with respect to
the inner product
(u, v)W s,2(Ω) := (u, v)L2(Ω) +
∫
Ω
∫
Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dydx.
Furthermore, the space W s,20 (Ω) clearly is a closed subspace of W
s,2(Rn) and is
therefore also a separable Hilbert space with respect to the inner product (·, ·)W s,2(Rn).
We often use the following fractional Poincare´-type inequalities.
Lemma 2.6. (fractional Poincare´ inequality) Let s ∈ (0, 1) and R > 0. For any
u ∈ W s,2(BR), we have∫
BR
|u(x)− uBR |
2
dx ≤ CR2s
∫
BR
∫
BR
|u(x)− u(y)|2
|x− y|n+2s
dydx,
where C = C(n, s) > 0.
Proof. Using Jensen’s inequality, for any x ∈ BR we obtain
|u(x)− uBR |
2 ≤
(
−
∫
BR
|u(x)− u(y)|dy
)2
≤−
∫
BR
|u(x)− u(y)|2dy
≤CR2s
∫
BR
|u(x)− u(y)|2
|x− y|n+2s
dy,
where C = C(n, s) > 0. The claim now follows by integrating both sides over
BR. 
For a proof of the following inequality we refer to [25, Lemma 2.3].
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Lemma 2.7. (fractional Friedrichs-Poincare´ inequality) Let s ∈ (0, 1) and con-
sider a bounded domain Ω ⊂ Rn. For any u ∈W s,20 (Ω), we have∫
Rn
|u(x)|2dx ≤ C|Ω|
2s
n
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+2s
dydx, (2.1)
where C = C(n, s) > 0.
We also use the following type of fractional Sobolev spaces.
Definition. For p ∈ [1,∞) and s ∈ R, consider the Bessel potential space
Hs,p(Rn) :=
{
u ∈ Lp(Rn) | F−1
[(
1 + |ξ|2
) s
2 Ff
]
∈ Lp(Rn)
}
,
where F denotes the Fourier transform and F−1 denotes the inverse Fourier trans-
form. We equip Hs,p(Rn) with the norm
||u||Hs,p(Rn) :=
∣∣∣∣∣∣F−1 [(1 + |ξ|2) s2 Ff]∣∣∣∣∣∣
Lp(Rn)
.
Moreover, for any domain Ω ⊂ Rn we define
Hs,p(Ω) :=
{
v
∣∣
Ω
| v ∈ Hs,p(Rn)
}
with norm
||u||Hs,p(Ω) := inf
{
||v||Hs,p(Rn) | v
∣∣
Ω
= u
}
and also the corresponding local Bessel potential spaces by
Hs,ploc (Ω) := {u ∈ L
p
loc(Ω) | u ∈ H
s,p(Ω′) for any domain Ω′ ⋐ Ω} .
The following result gives some relations between Bessel potential spaces and
Sobolev-Slobodeckij spaces.
Proposition 2.8. Let Ω ⊂ Rn be a domain.
(1) If Ω is a bounded Lipschitz domain or Ω = Rn, then for all s ∈ (0, 1),
p ∈ (1, 2] we have W s,p(Ω) →֒ Hs,p(Ω).
(2) For any s ∈ (0, 1) and any p ∈ [2,∞) we have Hs,p(Ω) →֒W s,p(Ω).
For a proof of Proposition 2.8 in the case when Ω = Rn, we refer to Theorem 5
in chapter V of [31]. For a brief explanation on how to obtain the result for general
domains, we refer to [24, section 3].
We now generalize the notion of the s-gradient which was introduced in the
introduction.
Definition. Let s ∈ (0, 1). For any domain Ω ⊂ Rn and any measurable
function u : Ω→ R, we define the s-gradient ∇sΩu : Ω→ [0,∞] by
∇sΩu(x) :=
(∫
Ω
(u(x) − u(y))2
|x− y|n+2s
dy
) 1
2
.
In particular, note that we have ∇su = ∇s
Rn
u. As mentioned in the introduc-
tion, the notion of the s-gradient is closely related with the Bessel potential spaces
Hs,p. The precise relation is given by the following result.
Proposition 2.9. Let s ∈ (0, 1), p ∈
(
2n
n+2s ,∞
)
and assume that Ω ⊂ Rn is a
bounded Lipschitz domain or that Ω = Rn. Then we have u ∈ Hs,p(Ω) if and only
if u ∈ Lp(Ω) and ∇sΩu ∈ L
p(Ω). Moreover, we have
||u||Hs,p(Ω) ≃ ||u||Lp(Ω) + ||∇
s
Ωu||Lp(Ω)
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in the sense of equivalent norms.
This characterization was first given by Stein in [30] in the case when Ω = Rn.
For the case when Ω is a bounded Lipschitz domain we refer to [26, Theorem 1.3],
where this characterization is proved in the more general context of Triebel-Lizorkin
spaces and so-called uniform domains.
Remark 2.10. In view of Proposition 2.9 and Proposition 2.8, for any bounded
Lipschitz domain Ω ⊂ Rn and all s ∈ (0, 1), p ∈ [2,∞) we have the inclusions
Hs,p(Rn) ⊂ Hs,p(Ω|Rn) ⊂ Hs,p(Ω) ⊂W s,p(Ω).
In the case when Ω ⊂ Rn is an arbitrary domain this implies the inclusions (1.7)
from the introduction.
We also use the following standard embedding theorems of Bessel potential
spaces. For precise references see [24, section 3].
Theorem 2.11. Let 1 < p ≤ p1 < ∞, s, s1 ≥ 0 and assume that Ω ⊂ Rn is a
domain.
(1) If sp < n, then for any q ∈ [p, npn−sp ] we have
Hs,p(Ω) →֒ Lq(Ω).
(2) More generally, if s− np = s1 −
n
p1
, then
Hs,p(Ω) →֒ Hs1,p1(Ω).
(3) If sp = n, then for any q ∈ [p,∞) we have
Hs,p(Ω) →֒ Lq(Ω).
(4) If sp > n, then we have
Hs,p(Ω) →֒ Cα(Ω),
where α = s− np .
3. Some preliminary estimates
For the rest of this paper, we fix real numbers s ∈ (0, 1) and λ ≥ 1.
3.1. Tail estimates. The following Lemma relates the tails of a function to
the L2 norm of its s-gradient. For a proof we refer to [24, Lemma 4.1].
Lemma 3.1. For all r, R > 0 and any u ∈ Hs,2(BR|Rn) we have∫
Rn\Br
u(y)2
|y|n+2s
dy ≤ C(||∇su||2L2(BR) + ||u||
2
L2(BR)
), (3.1)
where C = C(n, s, r, R) > 0.
Finally, the following result can be proved in the same way as [24, Corollary
4.4], by using the L∞ estimate from [25, Theorem 2.11] instead of the one from
[24, Theorem 4.2]. It shows that that if a function satisfies a homogeneous nonlocal
equation, then the tails of its s-gradient can be controlled nicely, so that we can
focus on estimating the local part of the s-gradient.
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Proposition 3.2. Consider a kernel coefficient A ∈ L0(λ) and assume that
Φ satisisfies (1.5) and (1.6). Then for all 0 < r < R and any weak solution
u ∈ Hs,2(BR|Rn) of the equation
LΦAu = 0 in BR,
we have the estimate
||∇s
Rn\BR
u||L∞(Br) ≤ C||∇
su||L2(BR), (3.2)
where C = C(n, s, r, R, λ) > 0.
3.2. Higher Ho¨lder regularity. In the basic case when A ∈ L0(λ), it is
known that any weak solution to a corresponding homogeneous nonlocal equation
is locally Cα for some α > 0, cf. [10, Theorem 1.2]. The following result shows
that if A ∈ L0(λ) additionally satisfies the condition (1.8), then such weak solutions
enjoy better Ho¨lder regularity than in general.
Proposition 3.3. Consider a kernel coefficient A ∈ L0(λ) that satisfies the
condition (1.8) in B5 and suppose that Φ satisfies (1.5) and (1.6) with respect to λ.
Moreover, assume that u ∈ Hs,2(B5|Rn) is a weak solution of the equation LΦAu = 0
in B5. Then for any 0 < α < min{2s, 1}, we have
[u]Cα(B3) ≤ C||∇
su||L2(B5),
where C = C(n, s, λ, α) > 0 and
[u]Cα(B3) := sup
x,y∈B3
x 6=y
|u(x)− u(y)|
|x− y|α
.
We will derive Proposition 3.3 from Theorem 3.4 below, which is proved in [25,
Theorem 1.1]. In order to state the result, we need the following definitions. First,
we define the tail space
L12s(R
n) :=
{
u ∈ L1loc(R
n)
∣∣∣ ∫
Rn
|u(y)|
1 + |y|n+2s
dy <∞
}
.
The most important property of this space is that for any function u ∈ L12s(R
n),
the quantity ∫
Rn\BR(x0)
|u(y)|
|x0 − y|n+2s
dy
is finite for all R > 0, x0 ∈ Rn.
Definition. We say that u ∈ W s,2loc (Ω) ∩ L
1
2s(R
n) is a local weak solution of
the equation LΦAu = 0 in Ω, if
EΦA(u, ϕ) = 0 ∀ϕ ∈ H
s,2
c (Ω). (3.3)
Theorem 3.4. Let Ω ⊂ Rn be a domain. Consider a kernel coefficient A ∈
L0(λ) that satisfies the condition (1.8) in Ω and suppose that Φ satisfies (1.5) and
(1.6) with respect to λ. Moreover, assume that u ∈ W s,2loc (Ω) ∩ L
1
2s(R
n) is a local
weak solution of the equation LΦAu = 0 in Ω. Then for any 0 < α < min
{
2s, 1
}
,
we have u ∈ Cαloc(Ω).
Furthermore, for all R > 0, x0 ∈ Rn such that BR(x0) ⋐ Ω and any σ ∈ (0, 1), we
have
[u]Cα(BσR(x0)) ≤
C
Rα
(
R−
n
2 ||u||L2(BR(x0))+R
2s
∫
Rn\BR(x0)
|u(y)|
|x0 − y|n+2s
dy
)
, (3.4)
HIGHER INTEGRABILITY FOR NONLOCAL EQUATIONS 11
where C = C(n, s, λ, α, σ) > 0.
In order to derive Proposition 3.3 from Theorem 3.4, we need to ensure that as
the terminology suggests, any weak solution as defined in the introduction is also
a local weak solution. This is essentially a consequence of the following Lemma.
Lemma 3.5. Let R > 0 and s ∈ (0, 1). Then for any function u ∈ Hs,2(BR|Rn)
and any R > 0, we have u ∈ L12s(R
n) and∫
Rn
|u(y)|
1 + |y|n+2s
dy ≤ C
(
||u||L2(BR) + ||∇
su||L2(BR)
)
,
where C = C(n, s, R) > 0. In particular, we have Hs,2(BR|Rn) ⊂ L12s(R
n).
Proof. First of all, integration in polar coordinates yields∫
Rn\BR
dz
|z|n+2s
= C1R
−2s, (3.5)
where C1 = C1(n, s) > 0. We split the integral in question as follows∫
Rn
|u(y)|
1 + |y|n+2s
dy ≤
∫
BR
|u(y)|dy +
∫
Rn\BR
|u(y)|
|y|n+2s
dy
≤C2
(∫
BR
|u(y)|2dy
) 1
2
+ C3
(∫
Rn\BR
|u(y)|2
|y|n+2s
dy
) 1
2
,
where C2 = C2(n,R) > 0 and C3 = C3(n, s, R) > 0. Here we used the Cauchy-
Schwarz inequality and (3.5) in order to obtain the last inequality. In view of
Lemma 3.1, we also have(∫
Rn\BR
|u(y)|2
|y|n+2s
dy
) 1
2
≤ C4
(
||u||L2(BR) + ||∇
su||L2(BR)
)
,
where C4 = C4(n, s, R) > 0. The claim now follows by combining the above two
estimates. 
Proof of Proposition 3.3. Since in view of Lemma 3.5 the function u0 :=
u− uB5 ∈ H
s,2(B5|Rn) ⊂W
s,2
loc (B5) ∩ L
1
2s(R
n) is a local weak solution of
LΦAu0 = 0 in B5,
by Theorem 3.4, (3.5), Lemma 3.1 and the fractional Poincare´ inequality (Lemma
2.6), we have
[u]Cα(B3) = [u0]Cα(B3)
≤ C1
(
||u0||L2(B4) +
∫
Rn\B4
|u0(y)|
|y|n+2s
dy
)
≤ C2
||u0||L2(B5) +
(∫
Rn\B4
|u0(y)|2
|y|n+2s
dy
) 1
2

≤ C3
(
||u0||L2(B5) + ||∇
su||L2(B5)
)
≤ C4||∇
su||L2(B5),
where all constants depend only on n, s, λ and α. This finishes the proof. 
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4. The Dirichlet problem
In this section, we are mainly concerned with the existence and uniqueness of
weak solutions to nonlocal Dirichlet problems. Although in this paper we only use
the existence of weak solutions in the space Hs,2(Ω|Rn), for future reference and
for the sake of generality we also include some other solution spaces.
Throughout this section, we fix a bounded domain Ω ⊂ Rn and let X be a vector
space that satisfies
W s,2(Rn) ⊂ X ⊂ Hs,2(Ω|Rn). (4.1)
In particular, possible choices for X are X = Hs,2(Ω|Rn) and X =W s,2(Rn).
Definition. Suppose that X satisfies (4.1). Moreover, let h ∈ X and f ∈
L
2n
n+2s (Ω). We say that u ∈ X is a weak solution of the problem
{
LΦAu = f in Ω
u = h a.e. in Rn \ Ω,
(4.2)
if we have EΦA(u, ϕ) = (f, ϕ)L2(Ω) for all ϕ ∈W
s,2
0 (Ω) and u = h a.e. in R
n \ Ω.
Proposition 4.1. Let Ω ⊂ Rn be a bounded domain and suppose that X is
a vector space that satisfies (4.1). Consider a kernel coefficient A ∈ L0(λ) and
suppose that Φ satisfies (1.5) and (1.6). Moreover, let h ∈ X and f ∈ L
2n
n+2s (Ω).
Then there exists a unique weak solution u ∈ X of the Dirichlet problem (4.2).
Proof. We use an argument inspired by [18] based on the theory of monotone
operators. Fix h ∈ X and consider the operator A : W s,20 (Ω)→ (W
s,2
0 (Ω))
⋆ defined
by
〈A(v), ϕ〉 := 〈A1(v), ϕ〉 + 〈A2(v), ϕ〉,
where
〈A1(v), ϕ〉 :=
∫
Ω
∫
Rn
A(x, y)
|x− y|n+2s
Φ(v(x) + h(x)− v(y)− h(y))(ϕ(x) − ϕ(y))dydx
and
〈A2(v), ϕ〉 :=
∫
Rn\Ω
∫
Ω
A(x, y)
|x− y|n+2s
Φ(v(x) + h(x)− v(y)− h(y))(ϕ(x)− ϕ(y))dydx.
Here by (W s,20 (Ω))
⋆ we denote the dual space of W s,20 (Ω) consisting of all bounded
linear functionals on W s,20 (Ω). We split the further proof into a few observations.
Observation 1: A is well-defined. Let us show that for any v ∈ W s,20 (Ω), A(v)
is indeed a bounded linear functional and thus belongs to (W s,20 (Ω))
⋆.
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For all v, ϕ ∈ W s,20 (Ω), by (1.3), (1.5) and the Cauchy-Schwarz inequality we have
|〈A(v), ϕ〉| ≤λ2
∫
Rn
∫
Rn
|v(x) − v(y)|
|x− y|n+2s
|ϕ(x)− ϕ(y)|dydx
+ 2λ2
∫
Ω
∫
Rn
|h(x)− h(y)|
|x− y|n+2s
|ϕ(x) − ϕ(y)|dydx
≤λ2
(∫
Rn
∫
Rn
|v(x) − v(y)|2
|x− y|n+2s
dydx
) 1
2
(∫
Rn
∫
Rn
|ϕ(x) − ϕ(y)|2
|x− y|n+2s
dydx
) 1
2
+ 2λ2
(∫
Ω
∫
Rn
|h(x)− h(y)|2
|x− y|n+2s
dydx
) 1
2
(∫
Rn
∫
Rn
|ϕ(x) − ϕ(y)|2
|x− y|n+2s
dydx
) 1
2
≤λ2(||v||W s,2(Rn) + 2||∇
sh||L2(Ω))||ϕ||W s,2(Rn).
Thus, since by (4.1) we have X ⊂ Hs,2(Ω|Rn) and therefore ∇sh ∈ L2(Ω), A(v) is
indeed a bounded linear functional and therefore belongs to (W s,20 (Ω))
⋆.
Observation 2: A is monotone. By (1.3) and (1.6), for all v, w ∈ W s,20 (Ω) we
have
〈A1(v)−A1(w), v − w〉
=
∫
Ω
∫
Rn
A(x, y)
|x− y|n+2s
(Φ(v(x) + h(x)− v(y)− h(y))− Φ(w(x) + h(x) − w(y)− h(y)))
× ((v(x) + h(x)− v(y)− h(y))− (w(x) + h(x)− w(y)− h(y)))dydx
≥λ−2
∫
Ω
∫
Rn
((v(x) − v(y))− (w(x) − w(y))2
|x− y|n+2s
dydx ≥ 0.
By the same reasoning we also have 〈A2(v)−A2(w), v − w〉 ≥ 0 and therefore
〈A(v) −A(w), v − w〉 ≥ 0,
so that A is monotone.
Observation 3: A is weakly continuous. Let {vj}
∞
j=1 be a sequence inW
s,2
0 (Ω)
that converges to some function v ∈ W s,20 (Ω) in W
s,2(Rn). By (1.3), (1.5) and the
Cauchy-Schwarz inequality, for any ϕ ∈ W s,20 (Ω) we obtain
|〈A(vj)−A(v), ϕ〉|
≤
∫
Rn
∫
Rn
A(x, y)
|x− y|n+2s
|Φ(vj(x) + h(x)− vj(y)− h(y))
− Φ(v(x) + h(x)− v(y)− h(y))||ϕ(x) − ϕ(y)|dydx
≤λ2
∫
Rn
∫
Rn
|(vj(x)− vj(y))− (v(x) − v(y))|
|x− y|n+2s
|ϕ(x) − ϕ(y)|dydx
≤λ2
(∫
Rn
∫
Rn
|(vj(x)− v(x)) − (vj(y)− v(y))|2
|x− y|n+2s
dydx
) 1
2
×
(∫
Rn
∫
Rn
|ϕ(x) − ϕ(y)|2
|x− y|n+2s
dydx
) 1
2
≤λ2||vj − v||W s,2(Rn)||ϕ||W s,2(Rn)
j→∞
−−−→ 0.
Therefore, we obtain
lim
j→∞
〈A(vj)−A(v), ϕ〉 = 0,
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which means that A is weakly continuous.
Observation 4: A is coercive. By (1.3), (1.6) and (1.5), for any v ∈ W s,20 (Ω)
we have
〈A1(v), v〉 = 〈A1(v), v + h〉 − 〈A1(v), h〉
=
∫
Ω
∫
Rn
A(x, y)
|x− y|n+2s
Φ(v(x) + h(x)− v(y)− h(y))(v(x) + h(x)− v(y)− h(y))dydx
−
∫
Ω
∫
Rn
A(x, y)
|x− y|n+2s
Φ(v(x) + h(x)− v(y)− h(y))(h(x) − h(y))dydx
≥λ−2
(
1
2
∫
Rn
∫
Rn
(v(x) − v(y))2
|x− y|n+2s
dydx︸ ︷︷ ︸
=:J1
−
∫
Ω
∫
Rn
|v(x)− v(y)||h(x) − h(y)|
|x− y|n+2s
dydx︸ ︷︷ ︸
=:J2
−
∫
Ω
∫
Rn
(h(x)− h(y))2
|x− y|n+2s
dydx
)
.
By using Lemma 2.7, we estimate J1 further from below as follows
J1 ≥
C−11 |Ω|
− 2sn
4
||v||2L2(Rn) +
1
4
∫
Rn
∫
Rn
(v(x) − v(y))2
|x− y|n+2s
dydx
≥c||v||2W s,2(Rn),
where C1 = C1(n, s) > 0 is given by Lemma 2.7 and c = c(n, s, λ, |Ω|) > 0. By the
Cauchy-Schwarz inequality, for J2 we have
J2 ≥ −
∫
Ω
∫
Rn
|h(x)− h(y)||v(x) − v(y)|
|x− y|n+2s
dydx ≥ −||∇sh||L2(Ω)||v||W s,2(Rn).
Since by a similar reasoning as above we have
〈A2(v), v〉 = 〈A2(v), v + h〉 − 〈A2(v), h〉
≥λ−2
(∫
Rn\Ω
∫
Ω
(v(x) − v(y))2
|x− y|n+2s
dydx
−
∫
Rn\Ω
∫
Ω
|v(x) − v(y)||h(x) − h(y)|
|x− y|n+2s
dydx−
∫
Rn\Ω
∫
Ω
(h(x)− h(y))2
|x− y|n+2s
dydx
)
≥λ−2
(
−
∫
Ω
∫
Rn
|v(x) − v(y)||h(x) − h(y)|
|x− y|n+2s
dydx−
∫
Ω
∫
Rn
(h(x)− h(y))2
|x− y|n+2s
dydx
)
,
by combining the last four displays we obtain
〈A(v), v〉 ≥ λ−2
(
c||v||2W s,2(Rn) − 2||∇
sh||L2(Ω)||v||W s,2(Rn) − 2||∇
sh||2L2(Ω)
)
.
Therefore, we conclude that
〈A(v), v〉
||v||W s,2(Rn)
≥λ−2
(
c||v||W s,2(Rn) − 2||∇
sh||L2(Ω) − 2
||∇sh||2L2(Ω)
||v||W s,2(Rn)
)
||v||Ws,2(Rn)→+∞
−−−−−−−−−−−−→ +∞,
which proves that A is coercive.
Therefore, since by Remark 2.5 W s,20 (Ω) is a separable Hilbert space and thus in
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particular a separable reflexive Banach space, and by the above observations A is
monotone, weakly continuous and coercive, by the standard theory of monotone
operators (see e.g. [29, Corollary 2.2]), the operator A is surjective. Therefore, it
remains to prove that the linear functional
ϕ 7→ (f, ϕ)L2(Ω), ϕ ∈W
s,2
0 (Ω)
belongs to (W s,20 (Ω))
⋆. Indeed, by Ho¨lder’s inequality and the fractional Sobolev
inequality (cf. [11, Theorem 6.5]), for any ϕ ∈W s,20 (Ω) we have
(f, ϕ)L2(Ω) ≤
(∫
Ω
|f(x)|
2n
n+2s dx
)n+2s
2n
(∫
Rn
|ϕ(x)|
2n
n−2s dx
)n−2s
2n
≤C2||f ||
L
2n
n+2s (Ω)
||ϕ||W s,2(Rn),
where C2 = C2(n, s) > 0. Therefore, the above functional is indeed bounded and
thus belongs to (W s,20 (Ω))
⋆. Hence, by the surjectivity of A there exists some
v ∈ W s,20 (Ω) such that 〈A(v), ϕ〉 = (f, ϕ)L2(Ω) for all ϕ ∈ W
s,2
0 (Ω). Since by (4.1)
we have W s,20 (Ω) ⊂W
s,2(Rn) ⊂ X , we in particular have v ∈ X . Since also h ∈ X
and X is a vector space, the function u := v + h also belongs to X and satisfies
(f, ϕ)L2(Ω) =
∫
Ω
∫
Rn
A(x, y)
|x− y|n+2s
Φ(u(x)− u(y))(ϕ(x) − ϕ(y))dydx
+
∫
Rn\Ω
∫
Ω
A(x, y)
|x− y|n+2s
Φ(u(x)− u(y))(ϕ(x) − ϕ(y))dydx
=
∫
Rn
∫
Rn
A(x, y)
|x− y|n+2s
Φ(u(x) − u(y))(ϕ(x) − ϕ(y))dydx,
for all ϕ ∈ W s,20 (Ω). Here we used that ϕ vanishes outside of Ω in order to obtain
the last equality. Since by construction we also have u = h a.e. in Rn \ Ω, u is a
weak solution of the Dirichlet problem (4.2).
Let us prove that this weak solution is unique. Assume that u1, u2 ∈ X both solve
the Dirichlet problem (4.2) weakly, so that we have
u1 − u2 = h− h = 0 in R
n \ Ω.
Since moreover by (4.1) the function u1−u2 belongs to Hs,2(Ω|Rn), we clearly have
u1 − u2 ∈ W
s,2
0 (Ω). Therefore, we can use u1 − u2 as a test function in (4.2) for
both u1 and u2, so that by subtracting the resulting equalities, along with (1.3),
(1.6) and Lemma 2.7 we obtain
0 =
∫
Rn
∫
Rn
A(x, y)
|x− y|n+2s
(Φ(u1(x) − u1(y))− Φ(u2(x)− u2(y)))
× ((u1(x) − u2(x)) − (u1(y)− u2(y)))dydx
≥λ−2
∫
Rn
∫
Rn
((u1(x)− u1(y))− (u2(x)− u2(y))2
|x− y|n+2s
dydx
≥λ−2C−11 |Ω|
− 2sn ||u1 − u2||
2
L2(Rn) ≥ 0.
This implies that ||u1 − u2||L2(Rn) = 0 and therefore u1 = u2 a.e., so that there is
exactly one weak solution to the Dirichlet problem (4.2) that belongs to X . 
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5. Higher integrability of ∇su
For the rest of this paper, we fix some kernel coefficient A ∈ L0(λ) and some
function Φ : R → R satisfying Φ(0) = 0, (1.5) and (1.6). Moreover, we fix some
f ∈ L2(B6) and a measurable symmetric function g : Rn × Rn → R with ∇sg ∈
L2(B6). In addition, for notational clarity we define
Lg := p.v.
∫
Rn
g(x, y)
|x− y|n+2s
dy,
so that the function F defined in (1.2) has the form F = Lg + f .
A crucial tool for the proof of the higher integrability of∇su is given by the following
approximation lemma, which shows that any weak solution u of the equation (1.1)
is in some sense locally close to a weak solution of a corresponding homogeneous
equation that satisfies the Ho¨lder estimate from Proposition 3.3.
Lemma 5.1. Let M > 0 and assume that A satisfies the condition (1.8) in B5.
Then for any ε0 ∈ (0, 1), there exists some δ = δ(ε0, n, s, λ,M) > 0, such that for
any weak solution u ∈ Hs,2(B5|Rn) of the equation
LΦAu = Lg + f in B5 (5.1)
under the assumptions that A satisfies (1.8) in B5, that
−
∫
B5
|∇su|2dx ≤M (5.2)
and that
−
∫
B5
(
f2 + |∇sg|2
)
dx ≤Mδ2, (5.3)
there exists a weak solution v ∈ Hs,2(B5|Rn) of the equation
LΦAv = 0 in B5 (5.4)
that satisfies
||∇s(u − v)||L2(B5) ≤ ε0 (5.5)
and the estimate
||∇sv||L∞(B2) ≤ N0 (5.6)
for some constant N0 = N0(n, s, λ,M).
Proof. Fix ε0 ∈ (0, 1) and let δ > 0 to be chosen. Let v ∈ Hs,2(B5|Rn) be
the unique weak solution of the problem{
LΦAv = 0 weakly in B5
v = u a.e. in Rn \B5,
(5.7)
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note that v exists by Proposition 4.1. In view of (1.6), (1.5), (1.3) and using
w := u− v ∈ W s,20 (B5) as a test function in (5.7) and (5.1), we obtain
||∇sw||2L2(B5) ≤λ
∫
Rn
∫
Rn
A(x, y)
((u(x) − u(y))− (v(x) − v(y)))2
|x− y|n+2s
dydx
≤λ2
(∫
Rn
∫
Rn
A(x, y)
Φ(u(x) − u(y))(w(x) − w(y))
|x− y|n+2s
dydx
−
∫
Rn
∫
Rn
A(x, y)
Φ(u(x) − u(y))(w(x) − w(y))
|x− y|n+2s
dydx︸ ︷︷ ︸
=0
)
=λ2
(∫
Rn
∫
Rn
g(x, y)(w(x) − w(y))
|x− y|n+2s
dydx︸ ︷︷ ︸
=:I1
+
∫
B5
f(x)w(x)dx︸ ︷︷ ︸
=:I2
)
.
By the Cauchy-Schwarz inequality and taking into account that w = 0 in Rn \B5,
for I1 we have
I1 ≤2
∫
B5
∫
Rn
|g(x, y)||w(x) − w(y)|
|x− y|n+2s
dydx
≤2||∇sg||L2(B5)||∇
sw||L2(B5),
while by additionally using Lemma 2.7, we deduce
I2 ≤ ||f ||L2(B5)||w||L2(B5) ≤ C1||f ||L2(B5)||∇
sw||L2(B5).
where C1 = C1(n, s) > 0. Therefore, by combining the last three displays we arrive
at
||∇s(u− v)||2L2(B5) ≤C2
(
||∇sg||2L2(B5) + ||∇
sf ||2L2(B5)
)
≤2C2|B5|Mδ
2 ≤ ε20,
(5.8)
where the last inequality follows by choosing δ sufficiently small and C2 = C2(n, s, λ) >
0. This completes the proof of (5.5).
Let us now proof the estimate (5.6). For almost every x ∈ B2, by Proposition 3.2
we have ∫
Rn\B3
(v(x) − v(y))2
|x− y|n+2s
dy ≤ C3
∫
B3
∫
Rn
(v(z)− v(y))2
|x− y|n+2s
dydz,
where C3 = C3(n, s, λ). Now choose γ > 0 small enough such that γ < s and
s + γ < 1. In view of the assumption that A satisfies (1.8) in B5, by Proposition
3.3 we have
[v]Cs+γ(B3) ≤ C4||∇
sv||L2(B5)
for some constant C4 = C4(n, s, λ, γ). Thus, for almost every x ∈ B2 we obtain∫
B3
(v(x) − v(y))2
|x− y|n+2s
dy ≤ [v]2Cs+γ(B3)
∫
B3
dy
|x− y|n−2γ
= C5[v]
2
Cs+γ(B3)
≤ C6
∫
B5
∫
Rn
(v(z)− v(y))2
|x− y|n+2s
dydz,
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where C5 = C5(n, γ) < ∞ and C6 = C6(n, s, λ, γ) > 0. By combining the above
estimates, along with (5.8) and (5.2) we conclude that for almost every x ∈ B2 we
have
(∇sv)2(x) =
∫
Rn\B3
(v(x) − v(y))2
|x− y|n+2s
dy +
∫
B3
(v(x) − v(y))2
|x− y|n+2s
dy
≤ C7
∫
B5
∫
Rn
(v(z)− v(y))2
|x− y|n+2s
dydz
≤ 2C7
(∫
B5
∫
Rn
(u(z)− u(y))2
|x− y|n+2s
dydz +
∫
B5
∫
Rn
(w(z)− w(y))2
|x− y|n+2s
dydz
)
≤ 2C7
(∫
B5
∫
Rn
(u(z)− u(y))2
|x− y|n+2s
dydz + ε20
)
≤ 2C7(|B5|M + 1),
where C7 = C7(n, s, γ, λ). Therefore, (5.6) holds with N0 = (2C7(|B5|M+1))
1
2 . 
The following result is an application of the above approximation lemma and
roughly speaking shows that if the maximal functions of ∇su, ∇sf and ∇sg are
small enough in some point, then the set where the maximal function of ∇su is
large has to be very small.
Lemma 5.2. There is a constant N1 = N1(n, s, λ) > 1, such that the following
is true. If A satisfies the condition (1.8) in B6, then for any ε > 0 there exists
some δ = δ(ε, n, s, λ) > 0, such that for any z ∈ B1, any r ∈ (0, 1] and any weak
solution u ∈ Hs,2(B5r(z)|Rn) of the equation
LΦAu = Lg + f in B5r(z)
with {
x ∈ Br(z) | MB6(|∇
su|2)(x) ≤ 1
}
∩
{
x ∈ Br(z) | MB6
(
|f |2 + |∇sg|2
)
(x) ≤ δ2
}
6= ∅,
we have ∣∣{x ∈ Br(z) | MB6(|∇su|2)(x) > N21}∣∣ < ε|Br|. (5.9)
Proof. Let ε0 ∈ (0, 1) andM > 0 to be chosen and consider the corresponding
δ = δ(ε0, n, s, λ,M) > 0 given by Lemma 5.1. Fix r ∈ (0, 1] and z ∈ Rn. Define
A˜(x, y) := A(rx + z, ry + z), u˜(x) := r−su(rx+ z),
g˜(x, y) := r−sg(rx + z, ry + z), f˜(x) := rsf(rx+ z)
and note that under the above assumptions A˜ belongs to the class L0(λ) and satisfies
the condition (1.8) in B5, and that u˜ ∈ Hs,2(B5|Rn) satisfies
LΦ
A˜
u˜ = Lg˜ + f˜ weakly in B5.
Therefore, by Lemma 5.1 there exists a weak solution v˜ ∈ Hs,2(B5|Rn) of
LA˜v˜ = 0 in B5
such that ∫
B2
|∇s(u˜ − v˜)|2dx ≤ ε20, (5.10)
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provided that the conditions (5.2) and (5.3) are satisfied. By assumption, there
exists a point x ∈ Br(z) such that
MB6(|∇
su|2)(x) ≤ 1, MB6
(
|f |2 + |∇sg|2
)
(x) ≤ δ2.
By the scaling and translation invariance of the Hardy-Littlewood maximal function
(Lemma 2.2), for x0 :=
x−z
r ∈ B1 we thus have
MB6/r(−z)(|∇
su˜|2)(x0) =MB6(|∇
su|2)(x) ≤ 1
and
MB6/r(−z)
(
|f˜ |2 + |∇sg˜|2
)
(x0) =MB6
(
r2s|f |2 + |∇sg|2
)
(x) ≤ δ2.
Therefore, for any ρ > 0 we have
−
∫
Bρ(x0)
|∇su˜|2dx ≤ 1, −
∫
Bρ(x0)
(
|f˜ |2 + |∇sg˜|2
)
dx ≤ δ2, (5.11)
where the values of ∇su˜, ∇sg˜ and f˜ outside of B6/r(−z) are replaced by 0, which
we also do for the rest of the proof. Since B5 ⊂ B6(x0), by (5.11) we have
−
∫
B5
|∇su˜|2dx ≤
|B6|
|B5|
−
∫
B6(x0)
|∇su˜|2dx ≤
(
6
5
)n
and
−
∫
B5
(
|f˜ |2 + |∇sg˜|2
)
dx ≤
|B6|
|B5|
−
∫
B6(x0)
(
|f˜ |2 + |∇sg˜|2
)
dx ≤
(
6
5
)n
δ2.
Since also B5 ⊂ B6/r(−z), we obtain that u˜, g˜ and f˜ satisfy the conditions (5.2)
and (5.3) with M =
(
6
5
)n
. Therefore, (5.10) is satisfied by u˜ and the corresponding
approximate solution v˜. Considering the function v ∈ Hs,2(B6|Rn) given by v(x) :=
rsv˜
(
x−z
r
)
and rescaling back yields∫
B2r(y)
|∇s(u− v)|2dx = rn
∫
B2
|∇s(u˜− v˜)|2dx ≤ ε20r
n. (5.12)
By Lemma 5.1, there is a constant N0 = N0(n, s, λ) > 0 such that
||∇sv˜||2L∞(B2) ≤ N
2
0 . (5.13)
Next, we define N1 := (max{4N20 , 3
n})1/2 > 1 and claim that{
x ∈ B1 | MB6/r(−z)(|∇
su˜|2)(x) > N21
}
⊂
{
x ∈ B1 | MB2(|∇
s(u˜− v˜)|2)(x) > N20
}
.
(5.14)
In order to see this, assume that
x1 ∈
{
x ∈ B1 | MB2(|∇
s(u˜ − v˜)|2)(x) ≤ N20
}
. (5.15)
For ρ < 1, we have Bρ(x1) ⊂ B1(x1) ⊂ B2, so that together with (5.15) and (5.13)
we deduce
−
∫
Bρ(x1)
|∇su˜|2dx ≤ 2 −
∫
Bρ(x1)
(
|∇s(u˜− v˜)|2 + |∇sv˜|2
)
dx
≤ 2 −
∫
Bρ(x1)
|∇s(u˜− v˜)|2dx+ 2 ||∇sv˜||2L∞(Bρ(x1))
≤ 2 MB2(|∇
s(u˜− v˜)|2)(x1) + 2 ||∇
sv˜||2L∞(B2) ≤ 4N
2
0 .
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On the other hand, for ρ ≥ 1 we have Bρ(x1) ⊂ B3ρ(x0), so that (5.11) implies
−
∫
Bρ(x1)
|∇su˜|2dx ≤
|B3ρ|
|Bρ|
−
∫
B3ρ(x0)
|∇su˜|2dx ≤ 3n.
Thus, we have
x1 ∈
{
x ∈ B1 | MB6/r(−z)(|∇
su˜|2)(x) ≤ N21
}
,
which implies (5.14). In view of Lemma 2.2, (5.14) is equivalent to{
x ∈ Br(z) | MB6(|∇
su|2)(x) > N21
}
⊂
{
x ∈ Br(z) | MB2r(z)(|∇
s(u − v)|2)(x) > N20
}
.
(5.16)
For any ε > 0, using (5.16), the weak 1-1 estimate from Proposition 2.3 and (5.12),
we conclude that there exists some constant C1 = C1(n) > 0 such that∣∣{x ∈ Br(z) | MB6(|∇su|2)(x) > N21}∣∣
≤
∣∣{x ∈ Br(z) | MB2r(z)(|∇s(u− v)|2)(x) > N20}∣∣
≤
C1
N20
∫
B2r(z)
|∇s(u− v)|2dx
≤
C1
N20
ε20r
n =
C2
N20
ε20|Br| < ε|Br|,
where C2 = C2(n) > 0 and the last inequality is obtained by choosing ε0 and thus
also δ sufficiently small. This finishes our proof. 
Corollary 5.3. There is a constant N1 = N1(n, s, λ) > 1, such that the
following is true. If A satisfies the condition (1.8) in B6, then for any ε > 0 there
exists some δ = δ(ε, n, s, λ) > 0, such that for any z ∈ B1, any r ∈ (0, 1) and any
weak solution u ∈ Hs,2(B6|Rn) of the equation
LΦAu = Lg + f in B6
with ∣∣{x ∈ Br(z) | MB6(|∇su|2)(x) > N21} ∩B1∣∣ ≥ ε|Br|, (5.17)
we have
Br(z) ∩B1 ⊂
{
x ∈ B1 | MB6(|∇
su|2)(x) > 1
}
∪
{
x ∈ B1 | MB6
(
|f |2 + |∇sg|2
)
(x) > δ2
}
.
(5.18)
Proof. LetN1 = N1(n, s, λ) > 1 be given by Lemma 5.2. Fix ε > 0, r ∈ (0, 1),
z ∈ Rn and consider the corresponding δ = δ(ε, n, s, λ) > 0 given by Lemma 5.2.
We now argue by contradiction. Assume that (5.17) is satisfied but that (5.18) is
false, so that there exists some x0 ∈ Br(z) ∩B1 such that
x0 ∈ Br(z) ∩
{
x ∈ B1 | MB6(|∇
su|2)(x) ≤ 1
}
∩
{
x ∈ B1 | MB6
(
|f |2 + |∇sg|2
)
(x) ≤ δ2
}
⊂
{
x ∈ Br(z) | MB6(|∇
su|2)(x) ≤ 1
}
∩
{
x ∈ Br(z) | MB6
(
|f |2 + |∇sg|2
)
(x) ≤ δ2
}
.
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Since in addition we have B5r(z) ⊂ B6, by Lemma 5.2 we arrive at∣∣{x ∈ Br(z) | MB6(|∇su|2)(x) > N21} ∩B1∣∣
≤
∣∣{x ∈ Br(z) | MB6(|∇su|2)(x) > N21}∣∣ < ε|Br|,
which contradicts (5.17). 
The following decay of level sets will be the main key to proving the higher
integrability of ∇su.
Lemma 5.4. Let N1 = N1(n, s, λ) > 1 be given by Corollary 5.3 and assume
that A satisfies the condition (1.8) in B6. Moreover, let k ∈ N, ε ∈ (0, 1), set
ε1 := 10
nε and consider the corresponding δ = δ(ε, n, s, λ) > 0 given by Corollary
5.3. Then for any weak solution u ∈ Hs,2(B6|Rn) of the equation
LΦAu = Lg + f in B6
with ∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N21}∣∣ < ε|B1|, (5.19)
we have ∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N2k1 }∣∣
≤
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2N2(k−j)1 }∣∣∣
+ εk1
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > 1}∣∣ .
Proof. We proof this Lemma by induction on k. In view of (5.19) and Corol-
lary 5.3, the case k = 1 is a direct consequence of Lemma 2.1 applied to the sets
E :=
{
x ∈ B1 | MB6(|∇
su|2)(x) > N21
}
and
F :=
{
x ∈ B1 | MB6(|∇
su|2)(x) > 1
}
∪
{
x ∈ B1 | MB6
(
|f |2 + |∇sg|2
)
(x) > δ2
}
.
Next, assume that the conclusion is valid for some k ∈ N. Define Φ̂(t) := Φ(N1t)/N1,
û := u/N1, ĝ := g/N1 and f̂ := f/N1. Then Φ̂ clearly satisfies the conditions (1.5)
and (1.6) with respect to λ and we have
LΦ̂Aû = Lĝ + f̂ weakly in B6.
Moreover, since N1 > 1, we have∣∣{x ∈ B1 | MB6(|∇sû|2)(x) > N21}∣∣
=
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N41}∣∣
≤
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N21}∣∣ < ε|B1|.
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Thus, using the induction assumption yields∣∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N2(k+1)1 }∣∣∣
=
∣∣{x ∈ B1 | MB6(|∇sû|2)(x) > N2k1 }∣∣
≤
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|f̂ |2 + |∇sĝ|2) (x) > δ2N2(k−j)1 }∣∣∣
+ εk1
∣∣{x ∈ B1 | MB6(|∇sû|2)(x) > 1}∣∣
=
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2N2(k+1−j)1 }∣∣∣
+ εk1
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N21}∣∣ .
Moreover, by using the case k = 1 we obtain
=
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2N2(k+1−j)1 }∣∣∣
+ εk1
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > N21}∣∣
≤
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2N2(k+1−j)1 }∣∣∣
+ εk1
(
ε1
∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2}∣∣
+ ε1
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > 1}∣∣ )
=
k+1∑
j=1
εj1
(∣∣∣{x ∈ B1 | MB6 (|f |2 + |∇sg|2) (x) > δ2N2(k+1−j)1 }∣∣∣
+ εk+11
∣∣{x ∈ B1 | MB6(|∇su|2)(x) > 1}∣∣ ,
so that by combining the last two displays we see that the conclusion is valid for
k + 1, which completes the proof. 
We are now set to prove the desired higher integrability of ∇su in the case of
balls. The main tools are Lemma 5.4, Lemma 2.4 and Proposition 2.3.
Theorem 5.5. Let 2 < p <∞. Moreover, let g : Rn×Rn → R be a measurable
symmetric function with ∇sg ∈ Lp(B6) and f ∈ L
p(B6). If A ∈ L0(λ) satisfies the
condition (1.8) in B6 and if Φ satisfies and the assumptions (1.5) and (1.6) with
respect to λ, then for any weak solution u ∈ Hs,2(B6|Rn) of the equation
LΦAu = Lg + f in B6,
we have ∇su ∈ Lp(B1). Moreover, there exists a constant C = C(p, n, s, λ) > 0
such that
||∇su||Lp(B1) ≤ C
(
||f ||Lp(B6) + ||∇
sg||Lp(B6) + ||∇
su||L2(B6)
)
. (5.20)
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Proof. Fix p > 2 and let N1 = N1(n, s, λ) > 1 be given by Lemma 5.4.
Moreover, select ε ∈ (0, 1) small enough such that
Np1 10
nε ≤
1
2
. (5.21)
Consider also the corresponding δ = δ(ε, n, s, λ) > 0 given by Corollary 5.3. If
∇su = 0 a.e. in B6, then the assertion is trivially satisfied, so that we can assume
||∇su||L2(B6) > 0. Next, we let γ > 0 to be chosen independently of u, g and f and
define
uγ :=
u
Mγ
, gγ :=
g
Mγ
and fγ :=
f
Mγ
,
where Mγ := ||∇su||L2(B6)/γ. In addition, we define Φγ(t) :=
1
Mγ
Φ(Mγt) and note
that Φγ satisfies (1.5) and (1.6) with respect to λ and that we have
L
Φγ
A uγ = Lgγ + fγ weakly in B6.
Moreover, we have ∫
B6
|∇suγ |
2dx = γ2.
By combining this observation with the weak 1-1 estimate from Proposition 2.3, it
follows that there is a constant C1 = C1(n) > 0 such that
∣∣{x ∈ B1 | MB6(|∇suγ |2)(x) > N21}∣∣ ≤ C1N21
∫
B6
|∇suγ |
2dx =
C1γ
2
N21
< ε|B1|,
where the last inequality is obtained by choosing γ small enough. Therefore, all
assumptions made in Lemma 5.4 are satisfied by uγ . Furthermore, by Proposition
2.3 and Lemma 2.4 applied with τ = 1, β = N21 and with p replaced by p/2, we
deduce that
||∇suγ ||
p
Lp(B1)
≤ ||MB6(|∇
suγ |
2)||
p/2
Lp/2(B1)
≤ C2
(
∞∑
k=1
Npk1
∣∣{x ∈ B1 | MB6(|∇suγ |2)(x) > N2k1 }∣∣+ |B1|
)
,
where C2 = C2(n, s, p, λ) > 0. Setting ε1 := 10
nε, by (5.21) we see that
∞∑
j=1
(Np1 ε1)
j ≤
∞∑
j=1
(
1
2
)j
= 1. (5.22)
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Using Lemma 5.4, the Cauchy product and (5.22), we compute
∞∑
k=1
Npk1
∣∣{x ∈ B1 | MB6(|∇suγ |2)(x) > N2k1 }∣∣
≤
∞∑
k=1
Npk1
(
k∑
j=1
εj1
∣∣∣{x ∈ B1 | MB6 (|fγ |2 + |∇sgγ |2) (x) > δ2N2(k−j)1 }∣∣∣
+ εk1
∣∣{x ∈ B1 | MB6(|∇suγ |2)(x) > 1}∣∣
)
=
(
∞∑
k=0
Npk1
∣∣{x ∈ B1 | MB6 (|fγ |2 + |∇sgγ |2) (x) > δ2N2k1 }∣∣
) ∞∑
j=1
(Np1 ε1)
j

+
(
∞∑
k=1
(Np1 ε1)
k
)∣∣{x ∈ B1 | MB6(|∇suγ |2)(x) > 1}∣∣
≤
∞∑
k=1
Npk1
∣∣{x ∈ B1 | MB6 (|fγ |2 + |∇sgγ |2) (x) > δ2N2k1 }∣∣+ |B1|.
Next, by combining the previous two displays with Lemma 2.4 applied with with
τ = δ2, β = N21 and with p replaced by p/2, and also taking into account the strong
p-p estimates from Proposition 2.3, we deduce that
||∇suγ ||
p
Lp(B1)
≤C2
(
∞∑
k=1
Npk1
∣∣{x ∈ B1 | MB6 (|fγ |2 + |∇sgγ |2) (x) > δ2N2k1 }∣∣+ 2|B1|
)
≤C3
(
||MB6
(
|fγ |
2 + |∇sgγ |
2
)
||
p/2
Lp/2(B6)
+ 1
)
≤C4
(
||fγ ||
p
Lp(B6)
+ ||∇sgγ ||
p
Lp(B6)
+ 1
)
,
where C3 = C3(n, s, p, λ) > 0 and C4 = C4(n, p) > 0. It follows that
||∇suγ ||Lp(B1) ≤ C
1/p
4
(
||fγ ||Lp(B6) + ||∇
sgγ ||Lp(B6) + 1
)
,
so that
||∇su||Lp(B1) ≤ C
1/p
4
(
||f ||Lp(B6) + ||∇
sg||Lp(B6) +
||∇su||L2(B6)
γ
)
≤ C
(
||f ||Lp(B6) + ||∇
sg||Lp(B6) + ||∇
su||L2(B6)
)
,
which proves the estimate (5.20). 
6. Proof of the main result
We are now set to prove our main result by using scaling and covering argments.
Proof of Theorem 1.1. Fix p ∈ (2,∞). We first assume that f ∈ Lploc(Ω).
Fix relatively compact bounded open sets U ⋐ V ⋐ Ω. Moreover, fix a Lipschitz
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domain U⋆ such that U ⋐ U⋆ ⋐ V . For any z ∈ V , fix some small enough rz ∈ (0, 1)
such that B6rz(z) ⋐ V . Define
Az(x, y) := A (rzx+ z, rzy + z) , uz(x) := r
−s
z u (rzx+ z) ,
gz(x) := r
−s
z g (rzx+ z, rzy + z) , fz(x) := r
s
zf (rzx+ z)
and note that for any z ∈ V , Az belongs to the class L0(λ) and satisfies the condition
(1.8) in B6, and that uz ∈ Hs,2(B6) satisfies
LΦAzuz = Lgz + fz weakly in B6.
By Theorem 5.5, we obtain the estimate
||∇su||Lp(Brz (z)) = r
n
p
z ||∇
suz||Lq(B1)
≤r
n
p
z C1
(
||fz||Lp(B6) + ||∇
sgz||Lp(B6) + ||∇
suz||L2(B6)
)
=C1
(
rsz ||f ||Lp(B6rz (z)) + ||∇
sg||Lp(B6rz (z)) + r
n
p−
n
2
z ||∇
su||L2(B6rz (z))
)
≤C1max{1, r
n
p−
n
2
z }
(
||f ||Lq(B6rz (z)) + ||∇
sg||Lp(B6rz (z)) + ||∇
su||L2(B6rz (z))
)
,
where C1 = C1(p, n, s, λ) > 0. Since {Brz (z)}z∈U⋆ is an open covering of U⋆ and
U⋆ is compact, there is a finite subcover
{
Brzi (zi)
}k
i=1
of U⋆ and hence of U⋆. Let
{φi}ki=1 be a partition of unity subordinate to the covering
{
Brzi (zi)
}k
i=1
of U⋆,
that is, the φi are non-negative functions on R
n, we have φi ∈ C∞0 (Brxi (xi)) for all
i = 1, ..., k,
∑k
i=1 φj ≡ 1 in an open neighbourhood of U⋆ and
∑k
i=1 φj ≤ 1 in R
n.
Setting C2 := C1max{1,maxi=1,...,k r
n
p−
n
2
zi } and summing the above estimates over
i = 1, ..., k, we conclude
||∇su||Lp(U⋆) = ||
k∑
i=1
|∇su|φi||Lq(U⋆)
≤
k∑
i=1
|||∇su|φi||Lp(Brzi (zi))
≤
k∑
i=1
||∇su||Lp(Brzi (zi))
≤
k∑
i=1
C2
(
||f ||Lp(B6rz (z)) + ||∇
sg||Lp(B6rz (z)) + ||∇
su||L2(B6rz (z))
)
≤ C2k
(
||f ||Lp(V ) + ||∇
sg||Lp(V ) + ||∇
su||L2(V )
)
,
so that for C3 = C2k we have
||∇su||Lp(U⋆) ≤ C3
(
||f ||Lp(V ) + ||∇
sg||Lp(V ) + ||∇
su||L2(V )
)
. (6.1)
Next, consider the general case when f ∈ Lp⋆loc(Ω), where p⋆ = max
{
pn
n+ps , 2
}
.
Consider the function fV : R
n → R defined by
fΩ(x) :=
{
f(x), if x ∈ V
0, if x ∈ Rn \ V
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and note that fV ∈ Lp⋆(Rn) ∩ L2(Rn). By [24, Proposition 5.1], there exists a
unique weak solution h ∈ Hs,2(Rn) ⊂ Hs,2loc (Ω|R
n) of the equation
(−∆)sh+ h = fV in R
n, (6.2)
where
(−∆)sh(x) = Cn,s
∫
Rn
h(x)− h(y)
|x− y|n+2s
dy
is the fractional Laplacian of h. In view of Proposition 2.9, Theorem 2.11, using the
classical H2s,p⋆ estimates for the fractional Laplacian on the whole space Rn (cf.
for example [17, Lemma 3.5]) and setting h˜(x, y) := Cn,s(h(x) − h(y)), we obtain
||h||Lp(Rn) + ||∇
sh˜||Lp(Rn) =C4(||h||Lp(Rn) + ||∇
sh||Lp(Rn))
≤C5||h||Hs,p(Rn)
≤C6||h||H2s,p⋆ (Rn)
≤C7||fV ||Lp⋆(Rn) = C6||f ||Lp⋆(V ),
(6.3)
where all constants depend only on n, s and p. Furthemore, u is a weak solution of
LΦAu = Lg˜ + h in V,
where
g˜(x, y) := g(x, y) + h˜(x, y).
Therefore, by combining the estimates (6.1) and (6.3), we arrive at
||∇su||Lp(U⋆) ≤C3
(
||h||Lp(V ) + ||∇
sg˜||Lp(V ) + ||∇
su||L2(V )
)
≤C3
(
||h||Lp(V ) + ||∇
sh˜||Lp(V ) + ||∇
sg||Lp(V ) + ||∇
su||L2(V )
)
≤C
(
||f ||Lp⋆(V ) + ||∇
sg||Lp(V ) + ||∇
su||L2(V )
)
for some constant C = C(p, n, s, λ) > 0, which proves the estimate (1.9). In
particular, since by assumption we have f,∇sg ∈ Lp(V ), we obtain that ∇su ∈
Lp(U⋆). Let us now prove that u ∈ Hs,p(U⋆|Rn). For any r ∈ [2, p], define
r⋆ :=
{
min{ rnn−rs , p}, if rs < n
p, if rs ≥ n.
By Proposition 2.9 and Theorem 2.11, for any r ≥ 2 we have
Hs,r(U⋆|R
n) ⊂ Hs,r(U⋆) →֒ L
r⋆(U⋆).
Since u ∈ Hs,2(U⋆|Rn), we have u ∈ L2
⋆
(U⋆). If p = 2
⋆, we have u,∇su ∈ Lp(U⋆)
and therefore u ∈ Hs,p(U⋆|R
n). If p > 2⋆, then we have u,∇su ∈ L2
⋆
(U⋆), so
that u ∈ Hs,2
⋆
(U⋆|Rn). We therefore arrive at u ∈ L2
⋆⋆
(U⋆). If 2
⋆⋆ = p, then we
have u,∇su ∈ Lp(U⋆) and therefore u ∈ Hs,p(U⋆|Rn). If 2⋆
⋆ > p, then iterating
the above procedure also yields u ∈ Hs,p(U⋆|Rn) and therefore u ∈ Hs,p(U |Rn)
at some point. Since U is an arbitrary relatively compact open subset of Ω, we
conclude that u ∈ Hs,ploc (Ω|R
n). This finishes the proof. 
HIGHER INTEGRABILITY FOR NONLOCAL EQUATIONS 27
References
[1] E. Acerbi and G. Mingione, Gradient estimates for a class of parabolic systems, Duke Math.
J. 136 (2007), no. 2, 285–320.
[2] U. Biccari, M. Warma and E. Zuazua, Local elliptic regularity for the Dirichlet fractional
Laplacian, Adv. Nonlinear Stud. 17 (2017), no. 2, 387–409.
[3] L. Brasco and E. Lindgren, Higher Sobolev regularity for the fractional p-Laplace equation in
the superquadratic case, Adv. Math. 304 (2017), 300–354.
[4] L. Brasco, E. Lindgren and A. Schikkora, Higher Ho¨lder regularity for the fractional p-
Laplacian in the superquadratic case, Adv. Math. 338 (2018), 782–846.
[5] S. Byun, Elliptic equations with BMO coefficients in Lipschitz domains, Trans. Amer. Math.
Soc. 357 (2005), no. 3, 1025–1046.
[6] L. Caffarelli and I. Peral, OnW 1,p estimates for elliptic equations in divergence form, Comm.
Pure Appl. Math. 51 (1998), no. 1, 1–21.
[7] L. Caffarelli and X. Cabre´, Fully nonlinear elliptic equations, American Mathematical Society
Colloquium Publications, vol. 43, American Mathematical Society, Providence, RI, 1995.
[8] L. Caffarelli and L. Silvestre, Regularity results for nonlocal equations by approximation, Arch.
Ration. Mech. Anal. 200 (2011), no. 1, 59–88.
[9] M. Cozzi, Interior regularity of solutions of non-local equations in Sobolev and Nikol’skii
spaces, Ann. Mat. Pura Appl. (4) 196 (2017), no. 2, 555–578.
[10] A. Di Castro, T. Kuusi and G. Palatucci, Local behavior of fractional p-minimizers, Ann.
Inst. H. Poincare´ Anal. Non Line´aire 33 (2016), no. 5, 1279–1299.
[11] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. Math. 136 (2012), no. 5, 521–573.
[12] H. Dong and D. Kim, On Lp-estimates for a class of non-local elliptic equations, J. Funct.
Anal. 262 (2012), no. 3, 1166–1199.
[13] M. Fall, Regularity results for nonlocal equations and applications, preprint, arXiv:
1806.09139 (2018).
[14] M. Fall, Regularity estimates for nonlocal Schro¨dinger equations, Discrete Contin. Dyn. Syst.
39 (2019), no. 3, 1405–1456.
[15] G. Grubb, Fractional Laplacians on domains, a development of Ho¨rmander’s theory of µ-
transmission pseudodifferential operators, Adv. Math. 268 (2015), 478–528.
[16] M. Kassmann, A priori estimates for integro-differential operators with measurable kernels,
Calc. Var. Partial Differential Equations 34 (2009), no. 1, 1–21.
[17] M. Kassmann, T. Mengesha and J. Scott, Solvability of nonlocal systems related to peridy-
namics, Commun. Pure Appl. Anal. 18 (2019), no. 3, 1303–1332.
[18] J. Korvenpa¨a¨, T. Kuusi and G. Palatucci, The obstacle problem for nonlinear integro-
differential operators, Calc. Var. Partial Differential Equations 55 (2016), no. 3, Art. 63,
29.
[19] T. Kuusi, G. Mingione and Y. Sire, Nonlocal equations with measure data, Comm. Math.
Phys. 337 (2015), no. 3, 1317–1368.
[20] T. Kuusi, G. Mingione and Y. Sire, Nonlocal self-improving properties, Anal. PDE 8 (2015),
no. 1, 57–114.
[21] T. Leonori, I. Peral, A. Primo and F. Soria, Basic estimates for solutions of a class of nonlocal
elliptic and parabolic equations, Discrete Contin. Dyn. Syst. 35 (2015), no. 12, 6031–6068.
[22] T. Mengesha, T. Phan, Weighted W 1,p estimates for weak solutions of degenerate elliptic
equations with coefficients degenerate in one variable, Nonlinear Anal. 179 (2019), 184–236.
[23] T. Mengesha, A. Schikorra and S. Yeepo, Calderon-Zygmund type estimates for nonlocal
PDE with Ho¨lder continuous kernel, preprint, arXiv: 2001.11944 (2020).
[24] S. Nowak, Hs,p regularity theory for a class of nonlocal elliptic equations, Nonlinear Anal.
195 (2020), 111730.
[25] S. Nowak, Higher Ho¨lder regularity for nonlocal equations with irregular kernel, preprint,
arXiv: 2006.15906 (2020).
[26] M. Prats and E. Saksman, A T(1) theorem for fractional Sobolev spaces on domains, J.
Geom. Anal. 27 (2017), no. 3, 2490–2538.
[27] X. Ros-Oton and J. Serra, Regularity theory for general stable operators, Journal of Differ-
ential Equations 260 (2016), no. 12, 8675 – 8715.
28 SIMON NOWAK
[28] A. Schikorra, Nonlinear commutators for the fractional p-Laplacian and applications, Math.
Ann. 366 (2016), no. 1-2, 695–720.
[29] R. Showalter, Monotone Operators in Banach Spaces and Nonlinear Partial Differential
Equations, Mathematical Surveys and Monographs, 49. American Mathematical Society,
Providence, RI, 1997.
[30] E. Stein, The characterization of functions arising as potentials, Bull. Amer. Math. Soc. 67
(1961), 102–104.
[31] E. Stein, Singular integrals and differentiability properties of functions, Princeton Mathe-
matical Series, No. 30, Princeton University Press, Princeton, N.J., 1970.
[32] L. Silvestre, Ho¨lder estimates for solutions of integro-differential equations like the fractional
Laplace, Indiana Univ. Math. J. 55 (2006), no. 3, 1155–1174.
Universita¨t Bielefeld, Fakulta¨t fu¨r Mathematik, Postfach 100131, D-33501 Biele-
feld, Germany
E-mail address: simon.nowak@uni-bielefeld.de
