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Introduction générale
L'extraordinaire  biodiversité  de  la  planète  est  une  source  inépuisable  de 
recherches visant à comprendre comment les espèces interagissent et s'assemblent dans 
l'espace.  Alors que nous commençons à peine à entrevoir l'importance de la biodiversité 
dans le fonctionnement des écosystèmes, les taux d'extinction de certains taxa atteignent 
des  niveaux  aussi  élevés  que  lors  des  grandes  extinctions  de  masse  (Wake  & 
Vredenburg 2008, Barnosky et al.  2011).  La figure 1 est une comparaison des taux 
d'extinction des taxa de mammifères passés et actuels.  Si les espèces de mammifères en 
voie  de  disparition  venaient  à  s'éteindre  d'ici  1000  ans  (triangles  orange),  cela 
représenterait  un  taux  d'extinction  nettement  supérieur  à  ceux  mesurés  pendant  la 
dernière extinction de masse (points rouge).  Cette perte de biodiversité actuelle pourrait 
provoquer des changements importants dans le fonctionnement des écosystèmes, lourds 
de conséquences pour la société  (Cardinale et al.  2012).  Par exemple, le déclin des 
pollinisateurs maintenant largement documenté (Biesmeijer et al. 2006, Cameron et al. 
2011) menace la productivité agricole  (Aizen et al. 2009, Potts et al. 2010).  D'autre 
part, la perte de biodiversité des plantes provoque une diminution du nombre d'espèces 
de  micro-organismes  du  sol,  et  pourrait  induire  un  ralentissement  significatif  de  la 
dégradation des débris végétaux dans la litière, avec des conséquences négatives sur la 
productivité des écosystèmes (Hättenschwiler et al. 2005).
Les  changements  globaux,  liés  à  l'activité  humaine,  sont  responsables  de 
l'accélération  de  la  perte  de  biodiversité  et  du  changement  du  fonctionnement  des 
écosystèmes.  Le changement climatique, la fragmentation de l'habitat, et les invasions 
biologiques  affectent  profondément  les  écosystèmes,  notamment  en  perturbant  les 
interactions  entre  espèces  (Tylianakis  et  al.  2008).   Par  exemple,  le  changement 
climatique induit des décalages phénologiques entre espèces, ce qui peut conduire à la 
disparition de certaines interactions : si le pic de floraison d'une plante à fleurs a lieu 
avant l'émergence des pollinisateurs, la fécondation de la plante est réduite à cause de la 
rareté  des  pollinisateurs,  et  la  ressource  alimentaire  nécessaire  pour  maintenir  les 
populations  de  pollinisateurs  est  insuffisante  (Memmott  et  al.  2007).   Ainsi,  la 
perturbation  des  interactions  biotiques  est  souvent  un  précurseur  de  l'extinction 
d'espèces.
Prévoir et limiter l'érosion de la biodiversité, et enfin restaurer efficacement les 
écosystèmes  est  un  enjeu  actuel  majeur  en  écologie.   Pour  atteindre  ce  but,  une 
compréhension fine des processus qui structurent la biodiversité et de la dynamique éco-
évolutive des communautés est indispensable.  La résilience d'une communauté dépend 
du réservoir d'espèces qui la compose, des caractéristiques de l'habitat, de la nature et de 
l'intensité du changement environnemental et s'il est combiné avec d'autres changements 
simultanés (Tylianakis et al. 2008).  Il faut à la fois confirmer les effets moyens prédits 
de ces changements dans chaque cas particulier, et simultanément évaluer en quoi la 
particularité  de  chaque  communauté  atténue  ou  au  contraire  intensifie  ces  effets 
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moyens.   L'accumulation d'études à différentes échelles et  dans des contextes variés 
peut permettre de généraliser la prédiction de l'effet des changements globaux.
Figure 1 : Taux d'extinction des mammifères (nombre d'espèces éteintes par an par million d'espèces) en 
fonction de l'intervalle de temps sur lequel le nombre d'extinctions est mesuré. Les points entre un et 2,5  
millions d'années sont les extinctions cénozoïques, et les points entre 100 000 et 5 000 ans les extinctions 
pléistocènes, avec en rouge les taux d'extinction de la dernière extinction de masse.  Enfin les points entre 
5 000 ans et un an sont les extinctions récentes, avec en orange les extinctions constatées sur les 1, 30, 50,  
70,  100,  500,  1 000  et  5 000  ans  avant  2010.   Les  taux  d'extinction  maximum  et  moyens  (barres 
horizontales) récents sont nettement supérieurs aux taux fossiles, ce qui témoigne d'une accélération des 
extinctions.  Enfin, les taux d'extinction prédits si les espèces de mammifères en voie de disparition (CR), 
ou plus largement menacées (EN) ou vulnérables (VU) s'éteignaient en 100, 500 ou 1 000 ans sont très 
supérieurs aux taux moyens d'extinction fossiles.  Figure adaptée de Barnosky et al. (2011).
Les  interactions  entre  espèces  jouent  un  rôle  central  dans  l'érosion  de  la 
biodiversité,  car  elles  sont  un élément  indispensable  au  maintien  de la  biodiversité. 
Durant cette thèse, je me suis attachée à comprendre la relation entre les interactions 
biotiques  et  la  persistance  des  espèces  à  différentes  échelles  spatiales,  dans  la 
communauté centrée sur la plante Antirrhinum majus.  Dans la suite de l'introduction, je 
présente les problématiques liées aux interactions biotiques, en particulier les processus 
de  régulation  dans  les  communautés,  la  signalisation  entre  individus  et  enfin  la 
dynamique  évolutive  des  interactions.   Dans  les  chapitres  suivants,  je  présente  les 
résultats de mes recherches.  Le Chapitre 1 (article en révision pour Journal of Ecology) 
s'intéresse à  la  dynamique de  la  méta-communauté  d'A. majus.   Dans le  Chapitre  2 
(article  sous  presse dans  PloS One),  j'étudie comment les  pollinisateurs  utilisent  les 
signaux  floraux  pour  choisir  leur  plante  cible.   Le  Chapitre  3  est  une  étude  de  la 
variabilité des odeurs florales d'A. majus selon l'altitude.  La discussion finale met en 
perspective l'ensemble de mes travaux de recherche.
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I. Le rôle des interactions biotiques dans le 
maintien de la biodiversité
La compréhension des mécanismes qui permettent le maintien de la biodiversité 
est fondamentale pour limiter son érosion.  Les interactions entre espèces contribuent à 
la régulation des populations dans la communauté et à la coexistence des espèces.  Le 
concept  de  réseau  d'interactions procure  un  cadre  théorique  pour  tester  le  rôle  des 
interactions biotiques dans le maintien de la biodiversité  (Ings et al. 2009).  Il décrit 
l'interdépendance des espèces au sein d'une communauté (Fig. 2), notamment pour les 
ressources alimentaires et la reproduction.
Figure 2 : Réseau trophique du fleuve Colorado. L'intensité des transferts d'énergie, corrélée à l'intensité  
des interactions biotiques et représentée par la largeur des cônes bleus, varie avant et après un événement  
de crue. Adapté de Thompson et al. (2012).
Le rôle des interactions biotiques dans la régulation des populations a suscité un 
fort intérêt de la communauté scientifique dès le début du 20e siècle, et est toujours 
d'actualité.  Il a beaucoup stimulé la recherche empirique et théorique (Hassell & May 
1973, Sih et al. 1985, Crawley 1989, Settle et al. 1996, Symondson et al. 2002), et c'est 
un enjeu crucial pour le contrôle biologique en agriculture du fait de la nécessité de 
protéger les cultures des populations d'herbivores nuisibles.  Les processus de régulation 
par le niveau trophique supérieur,  où la population d'un herbivore est  limitée par la 
présence  d'un  prédateur,  et  par  le  niveau  trophique  inférieur,  où  la  population  de 
l'herbivore  est  limitée  par  l'abondance  de  la  ressource,  sont  connus  depuis  très 
longtemps (Volterra 1926, Nicholson & Bailey 1935, Hairston et al. 1960, Feeny 1970). 
Cependant, ils sont insuffisants pour expliquer la complexité des réseaux d'interactions 
(Polis  1991).   La  prédation  intra-guilde  (Rosenheim  et  al.  1995),  la  compétition 
apparente  (Holt 1977), les effets non additifs de la présence simultanée de plusieurs 
prédateurs  (Cardinale  et  al.  2003) ou de  la  diversité  végétale  (Tahvanainen & Root 
1972) sur les populations d'herbivores, ou enfin les boucles trophiques  (Neutel et al. 
2002) sont  quelques  exemples  d'interactions  trophiques  non  linéaires  qui  affectent 
fortement la structure des réseaux d'interactions et la persistance des espèces dans les 
communautés (Williams & Martinez 2000).
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Pour comprendre comment les interactions biotiques favorisent le maintien des 
espèces, il faut aussi tenir compte de la densité des populations dans les processus de 
régulation  (Van Veen et al. 2005).  Par exemple, l'attaque de proies par un prédateur 
sature à forte densité de proies plutôt que d'augmenter linéairement (Holling 1959).  On 
observe également des effets de seuil ou effets Allee, en-dessous duquel une espèce ne 
peut se maintenir dans une communauté en raison du trop faible nombre d'individus 
dans la population, qui représente une limitation pour la reproduction (Courchamp et al. 
1999).  Le réseau d'interactions modèle simultanément toutes les régulations trophiques 
dans  une  communauté,  et  permet  de  prédire  la  résilience  de  la  communauté  après 
l'extinction d'une espèce ou la disparition d'une interaction, à condition qu'il repose sur 
des mesures empiriques  (Dunne et al. 2002, Williams & Martinez 2004, Pocock et al. 
2012).
Une  autre  caractéristique  fondamentale  des  processus  de  régulation  est  leur 
dimension  spatiale  (Hassell  2000).   La  stabilité  des  interactions  biotiques  peut  être 
augmentée par  la  variabilité  spatiale  de l'environnement,  qui  filtre  la  dispersion des 
individus entre patchs (Hassell et al. 1991).  Le fait que les communautés ne soient pas 
isolées peut aussi avoir un effet déstabilisant.  Par exemple, les invasions biologiques 
sont susceptibles de remodeler profondément les interactions biotiques au sein d'une 
communauté (Dangremond et al. 2000, Mack et al. 2000).  La combinaison d'études à 
plusieurs échelles spatiales d'un réseau d'interactions permet de prédire comment les 
changements globaux affectent la dynamique régionale et locale des communautés, se 
répercutant un niveau de l'individu, voire de son métabolisme.  Réciproquement, cette 
combinaison  d'échelles  permet  de  comprendre  comment  les  processus  métaboliques 
affectent le comportement individuel, influençant la dynamique des communautés, puis 
les  mécanismes  régionaux  et  globaux.   Cette  approche  multi-échelle  est  un  enjeu 
fondamental  omniprésent  en  écologie,  car  elle  permet  de  faire  le  lien  entre  une 
compréhension fine des mécanismes et leur généralisation (Levin 1992).
A  l'échelle  des  réseaux  d'interactions,  l'enjeu  est  de  déterminer  quelles 
caractéristiques augmentent sa stabilité, c'est-à-dire quelles caractéristiques le rendent 
robuste  aux  extinctions  après  la  perte  d'une  espèce  ou  d'une  interaction.   Ces 
caractéristiques dépendent de la nature des interactions prises en compte dans le réseau. 
Par exemple les réseaux trophiques les plus stables sont compartimentés, les espèces 
formant  des  sous-groupes  d'interactions  dans  le  réseau.   A  l'opposé,  les  réseaux 
mutualistes  du  type  plante-pollinisateurs  sont  plus  emboîtés,  car  un  faible  nombre 
d'espèces concentre un grand nombre d'interactions (Thébault & Fontaine 2010).  Ainsi, 
la perte des pollinisateurs généralistes peut mener à l'extinction d'un grand nombre de 
plantes.   Ces  différences  structurelles  liées  à  la  nature  des  interactions  soulignent 
l'importance  d'intégrer  plusieurs  types  d'interactions  simultanément  dans  un  réseau 
d'interactions, et de considérer le degré de généralisation des interactions.  Cela peut 
permettre de repérer des espèces clés, qui augmentent la biodiversité des communautés 
en  concentrant  un  grand  nombre  d'interactions  mutualistes  et  un  faible  nombre 
d'interactions antagonistes (Melián et al. 2009).  Dans une perspective de maintien de la 
biodiversité, ces espèces devraient être conservées prioritairement.
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La  figure  3  résume  les  processus  dynamiques  des  réseaux  d'interactions.   A 
l'échelle des communautés (Fig. 3.1), les espèces interagissent pour la ressource ou la 
reproduction.   A l'échelle  régionale  (Fig. 3.2),  les  réseaux d'interactions  locaux sont 
soumis à des facteurs environnementaux différents, comme l'altitude, le climat ou la 
présence d'autres espèces.  De plus, les réseaux locaux peuvent interagir entre eux par 
des processus de migration d'individus ou de dispersion (voir section I.2).  A l'échelle 
locale (Fig. 3.3), on observe des interactions entre individus plutôt qu'entre espèces, qui 
reposent sur une communication entre individus (voir section I.3).  Par exemple, dans le 
cas des interactions plante-insecte, l'odeur florale est un élément clé de la signalisation. 
Les processus métaboliques permettant l'émission des odeurs par la plante, ainsi que la 
perception des signaux par l'insecte sont des sources de variation des interactions inter-
individuelles.  L'interaction inter-spécifique à l'échelle du réseau d'interactions (Fig. 3.1) 
est  alors  la  tendance  résultante  des  interactions  inter-individuelles  (Fig. 3.3).   Les 
changements globaux sont susceptibles d'affecter les interactions biotiques à toutes les 
échelles.
Figure 3 (page suivante) :  Représentation schématique d'un réseau d'interactions, et processus multi-
échelles.  (1) Réseau d'interactions.  Les espèces sont représentées par des lettres, et leurs interactions par  
des traits d'épaisseur proportionnelle à l'intensité de l'interaction.  (2) Variation de la structure et de la  
dynamique  des  réseaux  à  l'échelle  régionale.   Les  flux  d'individus  entre  communautés  locales  sont 
représentés par des flèches.  (3) Variation de l'interaction entre individus.  Au sein des communautés, 
chaque  individu  interagit  sélectivement  avec  un  nombre  restreint  d'individus  dans  la  population  de 
l'espèce  partenaire.   Les  interactions  inter-individuelles  privilégiées  dépendent  du  comportement  des 
individus (préférence innée / acquise), ou de leurs traits phénotypiques.
9 / 161
10 / 161
A
B
C
D
E
A
B
C
D
E
A
B
C
D
E
A
B
C
D
E
1. Réseau d'interaction
Description des interactions entre espèces dans la communauté 
(nature et force des interactions)
Stabilité du réseaux (résilience après extinction d'une espèce, ...)
2. Echelle régionale : Métacommunauté
Démographie
Dispersion / migration
Facteurs environnementaux
A
C
E
3. Echelle individuelle : variation de l'interaction
Rôle de l'individu dans la dynamique de la population
Variabilité intra-spécifique : comportement, métabolisme 
(variabilité des traits phénotypiques médiateurs des interactions)
I.1. Les changements globaux affectent les interactions biotiques à 
toutes les échelle
Les  changements  globaux,  liés  à  l'activité  humaine,  affectent  profondément  le 
fonctionnement  des  écosystèmes  à  l'échelle  planétaire,  menaçant  les  ressources 
nécessaires au développement de la société  (Cardinale et al. 2012).  En particulier le 
changement climatique lié à l'augmentation de la concentration en dioxyde de carbone 
dans l'atmosphère,  les invasions biologiques,  et  la  fragmentation de l'habitat  liée  au 
changement d'utilisation des terres, provoquent une perte de biodiversité considérable, 
en perturbant les interactions biotiques (Tylianakis et al. 2008).
Les changements environnementaux provoquent rarement directement l'extinction 
d'espèces.  Ils perturbent les interactions entre espèces et ainsi le fonctionnement des 
écosystèmes,  ce  qui  peut  par  la  suite  entraîner  des  extinctions.   Les  invasions 
biologiques  peuvent  fortement  impacter  la  dynamique  des  réseaux  d'interaction,  en 
créant de nouvelles interactions entre l'espèce invasive et les espèces indigènes, ce qui 
peut avoir pour effet de déplacer les anciennes interactions.  Par exemple, l'invasion 
d'une proie peut avoir un effet très favorable sur les populations de prédateurs locaux, ce 
qui peut provoquer l'augmentation de la pression de prédation sur les proies locales et 
éventuellement les menacer d'extinction (Settle & Wilson 1990).  La fragmentation de 
l'habitat  est  un  autre  élément  susceptible  de  perturber  les  interactions  biotiques.   Il 
déstabilise les dynamiques de méta-communauté, en affectant la capacité de dispersion 
des  espèces  (Aizen et  al.  2012).   Le plus  souvent,  la  dispersion est  réduite,  ce  qui 
diminue la capacité de recolonisation des patchs vacants, et donc réduit la persistance 
locale des espèces et des interactions dans lesquelles elles sont impliquées.
Les changements globaux affectent les interactions biotiques à toutes les échelles 
spatiales. Par exemple, le changement climatique modifie les conditions climatiques à 
l'échelle de l'aire de distribution des espèces, provoquant un déplacement géographique 
des zones habitables (Thuiller et al. 2005).  A l'échelle de la communauté, cela provoque 
l'invasion de nouvelles espèces et la disparition d'anciennes, déséquilibrant les réseaux 
d'interactions.  Aussi, le changement climatique provoque des décalages phénologiques 
entre  espèces,  affectant  directement  les  interactions  biotiques  (Elzinga  et  al.  2007, 
Memmott et  al.  2007).   Enfin,  à l'échelle  individuelle,  les modifications climatiques 
affectent  le  métabolisme,  avec  des  conséquences  sur  les  interactions  biotiques.   Par 
exemple, une hausse de la température provoque une augmentation de l'émission des 
odeurs florales, ce qui peut affecter le comportement des destinataires de ce message 
(Yuan et al. 2009).  Une hausse de température augmente les taux métaboliques de la 
plupart des espèces, ce qui a pour conséquence d'accélérer leur taux de reproduction 
mais également de diminuer leur taille et leur durée de vie, affectant profondément les 
flux d'énergie dans les écosystèmes (Enquist et al. 2003, Brown et al. 2004, Savage et 
al. 2004).
En  plus  d'affecter  les  écosystèmes  à  différentes  échelles,  des  modifications 
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environnementales  de  plusieurs  types  arrivent  simultanément.   Par  exemple,  le 
changement  climatique  augmente  la  fragmentation  de  l'habitat  en  modifiant  les 
conditions  climatiques  de  façon  hétérogène.   Il  influence  également  les  invasions 
biologiques.  L'étude des synergies entre changements globaux, et de comment ils se 
répercutent depuis l'échelle globale et  régionale jusqu'à l'individu,  et  réciproquement 
depuis le métabolisme individuel jusqu'à l'écosystème, est nécessaire pour comprendre 
et limiter l'érosion de la biodiversité.
I.2. Les réseaux d'interactions dans les méta-communautés : processus 
spatiaux à l'échelle régionale
Les espèces se répartissent en populations plus ou moins isolées entre elles dans 
leurs  communautés,  qui  sont  hétérogènes  du  point  de  vue  de  leur  environnement 
abiotique  et  biotique.   Cette  hétérogénéité  des  communautés  peut  favoriser  la 
persistance des espèces en créant des zones refuges où elles peuvent se maintenir. Ainsi, 
si une espèce ne peut se maintenir localement, elle n'est pas forcément éteinte à l'échelle 
régionale si elle persiste encore dans une autre communauté plus ou moins isolée.  Dans 
la  théorie  des  méta-populations,  une espèce a  une probabilité  aléatoire  de s'éteindre 
localement et de coloniser des parcelles d'habitat vacantes depuis des parcelles occupées 
voisines  (Hanski 1999).  La répartition des populations dépend alors de la facilité de 
disperser  vers  les  parcelles  vacantes.   Sur  la  figure  4,  on  voit  que  la  probabilité 
d'occupation  est  influencée  par  la  proximité  de  parcelles  occupées  (concentration 
géographique des points gris et noirs), et l'hétérogénéité de l'habitat.   La théorie des 
méta-populations donne un cadre conceptuel pour comparer l'importance relative des 
processus  démographiques  locaux  et  des  processus  spatiaux  de  dispersion  dans  la 
dynamique des communautés locales.  Fondée à partir  de la théorie historique de la 
biogéographie  insulaire,  selon  laquelle  la  richesse  spécifique  d'une  île  décroit  en 
fonction de sa taille et de son éloignement au continent considéré comme un réservoir 
d'espèces  (MacArthur & Wilson 1967), la théorie des méta-populations s'est étendue 
plus  récemment  au  concept  de  méta-communauté.   Les  communautés,  dont  la 
dynamique locale dépend essentiellement des interactions entre espèces, ne sont plus 
considérées  comme  isolées  mais  interconnectées  par  la  dispersion  d'individus  d'une 
communauté à l'autre  (Holyoak et al. 2005).  Ce concept peut même s'appliquer aux 
réseaux  d'interactions,  lorsque  les  réseaux  d'interactions  locaux  sont  interconnectés 
spatialement par certaines interactions biotiques (Devoto et al. 2014, Gravel et al. 2014).
La  théorie  des  méta-communautés  s'articule  autour  de  quatre  processus 
écologiques qui contribuent au maintien des espèces dans le réservoir d'espèces régional 
(Leibold et al. 2004, Holyoak et al. 2005, Logue et al. 2011).  Si les parcelles d'habitat 
sont  équivalentes,  et  si  on  considère  que  tous  les  individus  présents  dans  les 
communautés ont des taux équivalents de survie, de reproduction et de dispersion, on 
observe  une  dynamique  neutre,  et  les  espèces  dispersent  d'une  parcelle  à  l'autre 
aléatoirement.   Si on relaxe l'hypothèse d'équivalence entre espèces, on observe une 
dynamique  de  patch :  la  méta-communauté  peut  alors  être  considérée  comme  un 
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ensemble  de  méta-populations,  chaque  espèce  ayant  une  probabilité  constante  de 
s'éteindre localement et de coloniser une parcelle où elle n'est pas encore présente dans 
la  communauté.   Le  plus  souvent,  les  parcelles  d'habitat  ne  sont  pas  équivalentes, 
notamment à cause de gradients environnementaux à large échelle, comme le climat, 
l'altitude,  la  latitude.   Dans  ce  cas,  la  dynamique  de  communauté  dépend  de 
l'importance relative des processus locaux et spatiaux.  Dans la dynamique source-puits, 
ou effet de masse, la dynamique locale des communautés est fortement altérée par les 
processus de dispersion, qui contribuent autant aux variations des tailles de populations 
que les processus démographiques locaux.  Certaines parcelles jouent alors le rôle de 
sources pour une espèce dans la communauté car les conditions lui sont particulièrement 
favorables et l'excédent d'individus lui permet de coloniser des parcelles dites « puits », 
moins favorables à sa persistance dans la communauté.  Si la dispersion est insuffisante 
pour  compenser  les  effets  de  l'hétérogénéité  de  l'habitat,  chaque  espèce  prospère 
uniquement dans les parcelles maximisant son succès reproducteur.  C'est la dynamique 
d'assortiment  d'espèces.   La  dispersion  permet  alors  de  maintenir  un  flux  résiduel 
d'individus vers les parcelles moins favorables, et ainsi de répondre aux changements 
environnementaux éventuels.
Le concept de méta-communauté illustre l'importance des processus spatiaux dans 
le maintien de la biodiversité : si une espèce s'éteint localement, il est toujours possible 
qu'elle  recolonise l'habitat,  à  condition qu'elle  soit  encore présente dans  le  réservoir 
d'espèces régional, et qu'elle puisse disperser d'un habitat à l'autre.  La réduction de la 
dispersion corrélée à la diminution de la taille de l'habitat peut profondément altérer la 
structure  des  réseaux  d'interactions,  en  augmentant  la  probabilité  de  disparition  des 
interactions  rares  et  fortement  spécialistes,  et  en  déplaçant  le  rôle  central  des 
interactions  généralistes  vers  une  perte  de  généralisation  (Aizen  et  al.  2012).   Par 
ailleurs,  l'existence  de  corridors  de  dispersion  entre  les  parcelles  d'habitats  viables 
augmente fortement la persistance des espèces à l'échelle régionale (Gilbert et al. 1998). 
Puisque  la  perte  d'habitat  est  difficile  à  enrayer  face  à  la  pression  croissante  de  la 
population humaine mondiale et les enjeux de développement auxquels la plupart des 
pays font face, un choix judicieux des parcelles à protéger de manière à maximiser la 
dispersion  entre  les  parcelles  d'habitat  conservées  permettrait  de  maintenir  une  plus 
grande biodiversité (Wilson et al. 2006, Wilson et al. 2007, Lindenmayer et al. 2008).
Les  processus  de  régulation  des  populations  dans  les  communautés,  et  de 
dispersion entre communautés sont généraux et permettent de comprendre le rôle des 
interactions biotiques dans la persistance des espèces à l'échelle régionale.  A l'échelle 
de la communauté, des mécanismes plus fins orientent les interactions entre individus. 
La signalisation y est particulièrement importante, car elle permet la communication 
effective entre individus.
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Figure 4 : Occupation des parcelles d'habitat par la méta-population du papillon Melitaea cinxia, sur l'île 
principale d'Åland, en Finlande.  Les points blancs représentent les parcelles vacantes, les points gris 
représentent les parcelles occupées au moins un an sur les trois de l'étude, et les points noirs représentent  
les parcelles occupées durant les trois années de l'étude.  La distribution des parcelles occupées n'est  
clairement pas aléatoire, soulignant l'importance de la dispersion et de la fragmentation de l'habitat pour 
la persistance locale des populations.  Adapté de Moilanen & Hanski (1998).
I.3. L'importance de la signalisation dans l'interaction biotique
La signalisation  est  un  élément  indispensable  de  l'interaction  biotique  car  elle 
permet aux individus d'échanger de l'information.  La communication chimique est très 
majoritaire, et essentielle pour la persistance de nombreuses espèces : c'est le cas des 
odeurs florales  attirant  les  pollinisateurs  (Raguso 2008),  des  phéromones attirant  un 
partenaire sexuel chez de nombreux insectes  (Howard & Blomquist  2005),  ou de la 
communication  bactérienne  inter-cellulaire  et  intra-cellulaire  en  particulier  dans  les 
relations  plante-symbiote  et  le  quorum-sensing  (Miller  &  Bassler  2001).   Les 
métabolites  utilisés  pour  la  communication  entre  organismes  jouent  donc  un  rôle 
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essentiel dans la structure des réseaux d'interactions et le maintien de la biodiversité, 
depuis  l'échelle  cellulaire,  aux  interactions  con-spécifiques,  aux  interactions  inter-
spécifiques.   La  diversité  des  molécules  qui  composent  les  signaux  permet  une 
signalisation précise et complexe, et également une grande variation inter-individuelle. 
La caractérisation des voies de biosynthèse et de la régulation de ces métabolites est le 
sujet de la physiologie et de la biologie cellulaire.  Les avancées de ces disciplines ont 
permis de comprendre les mécanismes fins de l'interaction biotique entre individus, et 
prédire l'adaptabilité de l'interaction face à un changement environnemental (Karasov et 
al.  2014).   Parmi  les  autres  formes  de  communication,  les  signaux  visuels  sont 
également très utilisés, que ce soit pour signaler sa présence (plantes à fleurs colorées, 
(Raguso 2008) ; couleur du plumage chez les oiseaux, (Blount et al. 2003), pour avertir 
d'un danger, comme l'aposématisme, où certains animaux se parent de couleurs vives 
pour prévenir leurs prédateurs de leur toxicité  (Alatalo & Mappes 1996, Siddiqi et al. 
2004), ou se cacher  (Mallet & Joron 1999, Thery & Casas 2002).  Enfin, les signaux 
sonores  sont  utilisés  par  certains  groupes  d'animaux  pour  communiquer  entre  eux 
(Hauser  1993,  Slabbekoorn  &  Peet  2003) ou  pour  chasser  (Simmons  et  al.  1979, 
Barrett-Lennard et al. 1996).
Dans  cette  section,  je  m'intéresse  plus  particulièrement  à  l'interaction  plante-
insecte, et aux signaux émis par les plantes pour attirer les pollinisateurs.  Je détaille 
l'état  de  la  connaissance  sur  les  odeurs  florales,  trait  phénotypique  médiateur  de 
nombreuses  interactions  entre  la  plante  et  ses  insectes  visiteurs.   Ce  signal  est  très 
complexe du fait de la diversité des molécules qui le composent, et des nombreuses 
sources de variation influençant leur émission dans l'air.
I.3.1. La signalisation pour la pollinisation
Presque 90 % des angiospermes sont pollinisés par des animaux, principalement 
des insectes (Ollerton et al. 2011).  Pour ces espèces il est vital d'attirer les pollinisateurs 
les plus efficaces, d'où l'investissement dans des signaux floraux complexes et souvent 
multiples.  Les pollinisateurs utilisent un ensemble de traits phénotypiques pour détecter 
et localiser leur plante cible, avec en particulier des signaux visuels (nombre de plantes 
dans  un  groupe,  nombre  de  fleurs  par  individus,  couleur,  taille  et  morphologie  des 
fleurs) et des signaux olfactifs, les odeurs florales.  Jusqu'à présent, très peu d'études se 
sont  attachées  à  comprendre  précisément  pourquoi  les  plantes  investissent  dans  des 
signaux floraux multiples.  Leur effet synergique sur les pollinisateurs est souvent mis 
en avant.   La multiplicité des signaux floraux, lorsqu'ils  permettent une plus grande 
discrimination avec les plantes non cibles, renforcerait l'attraction de pollinisateurs plus 
ou  moins  spécialisés  vers  la  plante  cible  ainsi  que  leurs  capacités  d'apprentissage 
(Gegear & Laverty 2005, Leonard et al.  2011).  A l'inverse, lorsqu'une des voies de 
communication n'est pas fiable, car altérée par des effets biotiques ou abiotiques, ou 
commune à d'autres espèces à fleurs, la multiplicité des signaux floraux permettrait de 
préserver  l'interaction  avec  les  pollinisateurs  (Kaczorowski  et  al.  2012).   Enfin,  les 
signaux floraux proviennent souvent de voies de biosynthèse communes, et pourraient 
donc avoir  évolué  simultanément.   Par  exemple,  les  précurseurs  de la  synthèse  des 
pigments et de certaines molécules présentes dans l'odeur florale sont identiques pour 
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certaines espèces de plantes (Sheehan et al. 2013).
I.3.2. L'importance des odeurs florales dans l'interaction plante-pollinisateur
Les odeurs florales,  bien que considérées tardivement  comme pertinentes pour 
l'attractivité des visiteurs, jouent un rôle très important dans la signalisation  (Raguso 
2008).   L'odeur  florale  est  l'ensemble  des  molécules  volatiles  émises  par  les  tissus 
floraux.  C'est donc un trait phénotypique particulièrement complexe, dû à la diversité 
des  composés organiques volatils (COVs) présents dans le bouquet d'odeurs,  et  à la 
variation des émissions au cours du temps.
Les espèces florales ont communément une centaine de COVs différents dans leur 
bouquet d'odeurs (Knudsen et al. 2006), parmi lesquels un tiers sont émis en quantités 
relativement grandes (Steenhuisen et al. 2010).  Plus de 1500 COVs ont été décrits dans 
les odeurs florales d'un millier d'espèces de plantes à fleurs, certains trouvés dans une 
seule  espèce  et  d'autres  partagés  dans  de  nombreux  genres  (Knudsen  et  al.  2006, 
Piechulla & Effmert 2010).
La  plupart  des  COVs  floraux  se  répartissent  dans  trois  classes  chimiques 
(Dudareva et al. 2006, Piechulla & Effmert 2010).  Les molécules d'une même classe 
chimique  sont  synthétisées  par  la  plante  à  partir  d'un  précurseur  commun,  dont  la 
biosynthèse est bien caractérisée.  La biosynthèse des COVs à partir des ces précurseurs 
est souvent spécifique (i.e elle varie d'une espèce à l'autre).  Les terpénoïdes (dérivés de 
l'isoprène), représentent la classe majoritaire, avec des COVs parfois émis à des taux 
très importants (Gershenzon & Dudareva 2007).  Ils ont pour précurseur l'isopentenyl-
diphosphate, synthétisé par la voie métabolique du mevalonate dans le cytosol, ou de 
l'erythrol  phosphate  dans  les  plastides  (Dudareva  et  al.  2006;  Piechulla  &  Effmert 
2010).   La  seconde  classe  regroupe  les  dérivés  d'acides  gras  (FADs,  fatty-acid 
derivatives),  qui  sont  synthétisés  à  partir  de  l'enzyme acetyl-CoA.   La  plupart  sont 
qualifiés de green leaf volatiles car ce sont des COVs émis en particulier par les parties 
végétatives de la plante  (feuilles  et  tiges).   La troisième grande classe est  celle  des 
benzénoides-phénylpropanoides, ayant pour précurseur la phénylalanine.
L'émission  des  odeurs  florales  est  régulée  à  plusieurs  niveaux.   L'horloge 
biologique régulation circadienne), liée aux variations de l'intensité lumineuse (Harmer 
et al. 2000), est un premier niveau de régulation.  De nombreuses études ont montré une 
variation journalière des émissions florales, avec des pics d'émission coïncidant avec les 
pics d'activité des pollinisateurs (Kolosova et al. 2001a, Dudareva et al. 2003, Theis et 
al. 2007, Piechulla & Effmert 2010).  Un deuxième niveau de régulation correspond au 
développement de la fleur : les émissions sont plus intenses à l'anthèse, c'est-à-dire en 
période de fécondité  de la  fleur  (Dudareva et  al.  2000,  Steenhuisen et  al.  2010),  et 
décroissent après pollinisation, cette diminution étant possiblement déclenchée par des 
cascades de réactions liées à la fécondation de la fleur et à la production d'éthylène 
(Negre et al. 2003, Muhlemann et al. 2006).  Un troisième niveau de régulation est lié à 
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la variation de facteurs abiotiques, comme la température (voir Chapitre 3 et (Hansted et 
al. 1994, Penuelas & Staudt 2010, Piechulla & Effmert 2010), la lumière (Colquhoun et 
al. 2013), ou le stress hydrique (Cheong & Choi 2003), avec des effets parfois opposés 
sur  des  classes  chimiques  différentes,  ce  qui  suggère des  mécanismes de régulation 
complexes.  Enfin, les interactions biotiques peuvent avoir un impact sur l'émission de 
COVs.  Lors d'une attaque d'herbivores, une plante déclenche des réactions de défense 
qui peuvent aboutir à l'émission de COVs spécifiques (Dicke & van Loon 2000).
En général,  les COVs floraux sont  synthétisés  et  régulés  directement  dans  les 
cellules  épidermales  des  pétales,  à  partir  desquels  ils  sont  transportés  à  travers  les 
membranes cellulaires vers l'atmosphère (Kolosova et al. 2001b, Dudareva et al. 2006). 
Certains COVs sont synthétisés et transportés vers l'extérieur en continu (Verdonk et al. 
2003), alors que d'autres sont stockés temporairement dans les cellules comme c'est le 
cas pour certains terpènes dans les glandes contenant l'huile essentielle chez des espèces 
de  menthe  (Theis  & Lerdau  2003).   La  plupart  du  temps,  le  mécanisme précis  de 
biosynthèse est  inconnu, car il  dépend de chaque espèce,  et  de chaque molécule ou 
famille de molécule.
Les  odeurs  florales  sont  difficiles  à  mesurer,  car  très  complexes  et  variables. 
Malgré une connaissance relativement approfondie des étapes préliminaires des voies de 
biosynthèse des molécules de l'odeur florale et des mécanismes de régulation, les étapes 
finales sont très souvent spécifiques et donc plus rarement documentées.  Caractériser 
dans le détail les voies de biosynthèse des COVs floraux et leur régulation permettrait 
de  mieux  comprendre  la  dynamique  des  interactions  biotiques  dépendant  de  ces 
signaux.  D'un point de vue évolutif, la mise en place de ces voies de biosynthèse et de 
leurs  mécanismes  de  régulation  au  cours  de  l'évolution  offrent  des  perspectives  de 
recherche fascinantes (Wright & Schiestl 2009, Schiestl 2010, Schiestl & Dötterl 2012). 
On s'intéresse en particulier  à  retracer  l'histoire  coévolutive des partenaires de cette 
interaction chimique pour comprendre le lien entre la généralisation ou la spécificité 
d'une interaction biotique et la quasi-omniprésence de certaines molécules.
I.3.3. La perception des signaux floraux par les insectes et l'apprentissage
La perception du signal par le destinataire est fondamentale pour que l'interaction 
entre  individus  ait  lieu,  et  elle  contribue  à  la  variabilité  de  l'interaction.   La 
communication  chimique  induit  très  souvent  des  récepteurs  spécifiques  chez  le 
receveur,  capables de fixer sélectivement une molécule ou une classe de molécules. 
L'activation du récepteur spécifique déclenche une réaction de l'organisme receveur face 
au  signal  (Chittka  &  Raine  2006).   Chez  les  insectes,  cette  réaction  implique  un 
processus  cognitif  avant  le  déclenchement  de  la  réponse  comportementale,  où 
l'expérience de chaque individu altère significativement son comportement grâce à sa 
mémoire (Fig. 5, (Junker et al. 2010).
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Figure 5 : Corrélation entre la température de lien Tij, mesurant la force de l'interaction mutualiste entre la 
plante  i et le pollinisateur  j, et l'index de réponse  Rij du pollinisateur  j au bouquet d'odeur florale de la 
plante  i.   Données  obtenues  à  partir  de  deux  réseaux  mutualistes  contenant  respectivement  303 
interactions (carrés) et 170 interactions (triangles), près de Würzburg, en Allemagne.  La température de 
lien  quantifie  la  déviation  entre  la  fréquence  observée  de  l'interaction  et  la  fréquence  attendue sous 
hypothèse neutre. L'index de réponse mesuré indépendamment quantifie l'attractivité de l'odeur florale 
pour le pollinisateur :  un index positif  correspond à une grande attractivité,  alors qu'un index négatif 
correspond à une répulsion.  La corrélation indique que les odeurs florales contribuent à structurer le  
réseau d'interaction, en attirant  ou repoussant les pollinisateurs,  ce qui se traduit  par  des interactions  
respectivement plus fréquentes ou plus rares qu'attendues s'ils butinaient aléatoirement.  On remarque 
aussi que l'apprentissage de l'odeur (flèches grises) contribue à augmenter la fréquence des interactions. 
Adapté de Junker et al. (2010).
Les insectes utilisent essentiellement les signaux visuels et olfactifs pour détecter 
les plantes à fleurs, qui représentent une ressource alimentaire vitale dans la plupart des 
cas.  La reconnaissance visuelle repose sur le contraste entre la couleur des fleurs et 
l'arrière-plan  (Chittka & Raine 2006).  Les insectes distinguent une fleur isolée à une 
distance de quelques centimètres seulement, cependant un ensemble de fleurs (nombre 
de fleurs par plante) ou un patch de plusieurs plantes en fleurs représente un signal 
visible attractif à plus grande distance.  La plupart des insectes possèdent trois types de 
récepteurs (UV, bleu, vert) leur permettant de détecter des objets réfléchissant la lumière 
entre  300  et  600nm.   Ils  perçoivent  les  molécules  de  l'odeur  florale  grâce  à  des 
récepteurs  dédiés  présents  sur  leurs  antennes,  et  qui  envoient  un message  dans  des 
régions spécifiques des lobes antennaires, les glomérules (Chittka & Raine 2006).  La 
perception simultanée de molécules très différentes provoque l'activation de plusieurs 
glomérules,  et  le  signal  de  sortie  n'est  pas  nécessairement  additif  du  fait  d'effets 
synergiques ou antagonistes liés à l'activité inter-neuronale (Cunningham 2012).  Ainsi, 
la perception d'une molécule dans un bouquet d'odeurs peut induire un signal différent, 
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et donc une réponse comportementale différente, du signal induit lorsqu'elle est perçue 
isolée.  Le signal olfactif ne provoque pas non plus nécessairement une réponse linéaire, 
ainsi les COVs minoritaires dans un bouquet d'odeurs déclenchent parfois une réponse 
plus forte que les COVs majoritaires.
Face  à  la  variabilité  des  phénotypes  floraux  visuels  et  olfactifs,  les  insectes 
possèdent des mécanismes de traitement de l'information qui leur permettent de choisir 
efficacement  leur  cible.   Ils  préfèrent  les  couleurs  de  plus  grande  pureté  spectrale 
(Rohde et al. 2013).  Pour les odeurs, un processus de généralisation de l'information 
leur  permet  de  répondre  de  façon  similaire  à  des  odeurs  légèrement  différentes 
(Guerrieri et al. 2005).  Enfin, la reconnaissance des odeurs déjà expérimentées joue un 
rôle  particulièrement  important  dans  l'apprentissage et  le  comportement  des  insectes 
(Fig. 5).
Les abeilles et les bourdons apprennent à associer un signal visuel ou olfactif à 
une  récompense :  lorsque  ce  signal  leur  est  à  nouveau  accessible  plus  tard,  ils  le 
choisissent préférentiellement même s'il n'est plus associé à une récompense (Laloi et al. 
1999, Giurfa 2007).  La force et  la durée de cet apprentissage associatif  dépend du 
signal et de la qualité de la récompense associée, et est modulée par l'environnement 
(Chittka et al. 1999).  Plus l'environnement est complexe, plus il contient d'informations 
qui interfèrent avec le signal cible.  Dans ce cas, l'insecte utilise plutôt sa mémoire à 
court  terme  (typiquement  de  l'ordre  de  quelques  secondes)  que  sa  mémoire  à  long 
terme.  Pour un pollinisateur en quête de ressources, cela se traduit par une influence 
accrue de la dernière fleur visitée sur la fleur suivante. Les insectes ont également une 
mémoire spatiale très forte : ils sont capables de retrouver une parcelle de plantes déjà 
visitées, voire la disposition des plantes dans la parcelle (Collett & Collett 2002, Menzel 
et al. 2005).  Certaines plantes stimulent la mémoire des pollinisateurs par la présence 
de certaines molécules dans  le  nectar.   C'est  le  cas de la  nicotine,  qui  augmente la 
capacité de mémorisation du pollinisateur tout en diminuant la durée de collecte du 
nectar à cause de sa toxicité.  Le pollinisateur visite alors plus de fleurs, plus vite, ce qui 
a  pour conséquence d'augmenter  le  transfert  de pollen d'une fleur  à  l'autre,  et  donc 
d'augmenter le succès reproducteur de l'espèce (Kessler & Baldwin 2007, Kessler et al. 
2008).  Enfin, la présence de signaux floraux multiples augmenterait les capacités de 
mémorisation des insectes (Leonard et al. 2011).
La perception et l'intégration des signaux par le receveur est susceptible d'affecter 
l'interaction entre individus, d'autant plus que chaque individu possède une expérience 
unique.  Caractériser l'attractivité des signaux floraux, en particulier olfactifs, de chaque 
espèce florale pour chaque espèce de pollinisateurs dans la communauté permettrait de 
mieux  comprendre  la  structure  et  la  dynamique  des  réseaux  de  pollinisation,  et  ce 
d'autant plus précisément si on prend également en compte l'expérience individuelle des 
pollinisateurs  (Fig. 5,  (Junker  et  al.  2010).   La  décision  de  l'insecte  de  choisir  une 
ressource en fonction des  signaux perçus est  une source de variabilité  importante  à 
l'échelle de l'interaction inter-spécifique, susceptible d'influencer la dynamique micro-
évolutive de la communauté.
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I.4. La dynamique évolutive des interactions biotiques
Une  interaction  inter-spécifique  n'est  pas  une  caractéristique  fixe  d'un  réseau 
d'interactions,  c'est  une  tendance  générale  résultant  de  multiples  interactions  inter-
individuelles non identiques.  La variabilité des signaux émis, transmis, et reçus donne à 
chaque  interaction  entre  deux  individus  un  caractère  unique.   Ces  variations 
individuelles permettent l'évolution des espèces en interaction, et altèrent la dynamique 
évolutive de l'ensemble de la communauté.
Les  interactions  biotiques  sont  le  moteur  principal  de  l'évolution  dans  les 
communautés, car les individus d'une espèce interagissent sélectivement avec certains 
individus  d'une  autre  espèce  (Ehrlich  & Raven  1964).   Par  exemple,  l'Homme,  en 
pêchant  systématiquement  les  plus  gros  individus  plutôt  qu'un  échantillon  aléatoire 
d'une espèce de poisson impose une pression de sélection particulièrement forte sur 
cette espèce.   En effet,  la taille de l'individu est  liée à son succès reproducteur :  les 
individus  plus  gros  ont  une  plus  grande probabilité  de se  reproduire,  et  d'avoir  des 
descendants  également  plus  gros.   A long  terme,  l'abondance  de  l'espèce  est  alors 
fortement  réduite,  et  la  taille  moyenne des  individus  est  aussi  réduite,  ce  qui  a des 
conséquences sur l'ensemble de son réseau d'interactions, par exemple au travers des 
cascades trophiques (Law 2000, Jørgensen et al. 2007).  Une autre pression de sélection 
remarquable exercée par l'Homme est l'utilisation des herbicides : dans les populations 
de  plantes  sensibles  au  produit,  seuls  les  individus  les  plus  tolérants  à  l'herbicide 
peuvent  survivre  et  se  reproduire,  permettant  ainsi  une  émergence  rapide  de  la 
résistance à l'herbicide chez les espèces de plantes cibles  (Powles & Yu 2010).  Ces 
changements liés à l'activité humaine sont spectaculaires à cause de l'échelle spatiale à 
laquelle les communautés sont affectées, mais surtout à cause de la vitesse à laquelle 
elles interviennent.  Cependant, les communautés naturelles regorgent d'exemples où les 
interactions  biotiques  influencent  la  dynamique  évolutive  des  espèces  et  des 
communautés.   C'est  le  cas  de  la  ''course  aux  armements''  entre  une  plante  et  son 
herbivore,  où  la  plante  acquière  des  défenses,  souvent  chimiques,  au  cours  de  son 
évolution pour se protéger contre l'herbivore, qui à son tour augmente sa capacité de 
métaboliser les toxines de la plante, et ainsi de suite (Berenbaum & Zangerl 1998).  Le 
''syndrome de pollinisation'' est un autre exemple frappant de coévolution entre les traits 
floraux  d'une  espèce  et  les  traits  phénotypiques  d'un  nombre  restreint  d'espèces 
pollinisatrices (Fig. 6 ; et (Fenster et al. 2004).
Les  pollinisateurs  influencent  la  dynamique évolutive d'une espèce florale  s'ils 
choisissent  sélectivement  certains  phénotypes  dans  une  population,  que  ce  soit  une 
préférence innée ou acquise (voir section I.2.3).  Ils induisent ainsi des transferts de 
pollen non aléatoires entre fleurs, ce qui influence le réservoir de gènes de la génération 
suivante.  On peut mesurer une sélection par les pollinisateurs dans les communautés 
naturelles s'il existe une corrélation entre les traits floraux sous sélection, la fréquence 
de visite des pollinisateurs, et le succès reproducteur de la plante (Parachnowitsch & 
Kessler 2010, Burkhardt et al. 2012, Parachnowitsch et al. 2012, Wang et al. 2013).
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Figure 6 :  Evolution  divergente  des  traits  floraux  et  isolement  mécanique  entre  deux espèces  sœurs  
californiennes,  Clarkia concinna (à gauche) et  C. breweri (à droite).  Les hyménoptères et les colibris 
sont en contact avec les anthères de C. concinna lorsqu'ils récoltent le pollen ou le nectar (A, C, G), mais 
rarement  avec  ceux  de  C. breweri (B,  D,  H).  Inversement,  les  sphynx,  pollinisateurs  nocturnes 
particulièrement attirés par la forte odeur florale et les larges pétales de C. breweri, sont en contact avec 
les anthères de C. breweri lorsqu'ils récoltent le nectar, mais sont incapables d'insérer leur proboscis dans 
l'hypanthe contenant le nectar de  C. concinna.  Le changement de la cohorte de pollinisateurs entre les 
deux espèces aurait provoqué une divergence des traits floraux, chaque espèce étant adaptée à un groupe 
différent de pollinisateurs.  Adapté de Miller et al. (2014).
Si deux cohortes de pollinisateurs exercent des sélections divergentes sur les traits 
floraux d'une  même espèce,  deux phénotypes  divergents  peuvent  émerger,  et  même 
possiblement  donner  lieu  à  des  lignées  inter-stériles  si  des  barrières  reproductives 
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apparaissent ultérieurement entre les deux phénotypes (Fig. 6, et  (Ramsey et al. 2003, 
Miller  et  al.  2014),  un  mécanisme  connu  sous  le  nom de  spéciation  écologique  et 
activement  débattu  dans  les  années  passées  (Rundle  & Nosil  2005,  Schluter  2009). 
Plutôt que des cohortes différentes, c'est parfois le comportement des pollinisateurs qui 
peut favoriser l'isolement reproducteur entre phénotypes divergents.  Par exemple, si les 
pollinisateurs sont constants envers un phénotype, ils favorisent les transferts de pollen 
entre  individus  de  phénotype  similaire  et  réduisent  les  transferts  entre  phénotypes 
différents,  ce  qui  contribue  à  maintenir  un isolement  reproducteur  entre  phénotypes 
différents (Chapitre 2, et (Oyama et al. 2010).
Plusieurs  interactions  biotiques  peuvent  imposer  des  pressions  de  sélection 
simultanées  sur  un  même  trait  floral.   Par  exemple,  les  pollinisateurs  d'Impatiens  
oxyanthera sélectionnent préférentiellement les fleurs à long hypanthème, contrairement 
aux  voleurs  de  nectar  (Wang  et  al.  2013).   Si  les  mutualistes  et  les  antagonistes 
sélectionnent les mêmes phénotypes,  l'évolution du trait  sous sélection dépend de la 
force relative des pressions de sélection, liées à l'intensité des interactions biotiques. 
Puisque  l'odeur  florale  attire  à  la  fois  les  pollinisateurs  et  les  florivores,  elle  est 
susceptible d'être modelée par ces deux pressions de sélection opposées.  La régulation 
circadienne  des  émissions  florales  ainsi  que  la  réduction  des  émissions  après 
pollinisation  de  la  fleur  est  souvent  interprétée  comme  un  compromis  résultant  de 
pressions  de  sélections  opposées  (Theis  et  al.  2007).   Ces  résultats  soulignent 
l'importance  d'étudier  la  dynamique  évolutive  des  espèces  dans  le  contexte  des 
communautés, ou du moins de prendre en compte les interactions biotiques les plus 
fortes.
En jouant un rôle prépondérant dans la dynamique évolutive des espèces et des 
communautés, les interactions biotiques contribuent donc d'une part à l'apparition de 
nouvelles  espèces,  et  d'autre  part  jouent  un  rôle  central  dans  la  réponse  des 
communautés face à un changement environnemental.
I.5. Conclusion : le rôle des interactions biotiques dans le maintien de 
la biodiversité
Les interactions biotiques structurent les espèces dans des réseaux d'interactions 
complexes  et  dynamiques,  et  permettent  la  persistance  des  espèces.   L'incroyable 
diversité  d'espèces  et  d'assemblages  d'espèces,  la  variation  intra-spécifique  et  la 
diversité des facteurs environnementaux qui affectent les interactions biotiques sont un 
défi  pour  comprendre  l'enchevêtrement  des  processus  dynamiques  régissant  le 
fonctionnement des écosystèmes.  Seule une diversité d'approches peut y répondre, à 
travers plusieurs échelles d'études, de niveaux de généralisation ou de précision.  Les 
études  de  cas,  s'intéressant  à  un  nombre  restreints  d'espèces  stratégiques  dans  un 
contexte environnemental particulier sont une approche possible.
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II. Le système d'étude Antirrhinum majus
Durant mon projet de thèse, j'ai travaillé sur le modèle Antirrhinum majus.  C'est 
une plante modèle pour la biologie  (Schwarz-Sommer et al. 2003).  Très tôt cultivée 
pour l'ornement, elle a été le modèle d'études de nombreuses recherches sur la génétique 
et  le  développement  floral.   La  particularité  d'Antirrhinum majus est  l'existence  de 
nombreux mutants, à la couleur, à la forme des fleurs et à l'architecture anormales.  Ces 
mutations  sont  notamment  dues  à  des  éléments  transposables  du  génome,  dont  la 
découverte a été une avancée majeure en biologie  (Bonas et  al.  1984, Martin et  al. 
1985).   Antirrhinum  majus est  l'une  des  premières  plantes  pour  laquelle  les  bases 
héréditaires et génétiques pour la couleur des fleurs ont été découvertes  (Martin et al. 
1991,  Noda  et  al.  1994).   Des  travaux  conséquents  ont  mis  en  évidence  les  gènes 
impliqués  dans  la  formation  des  fleurs,  avec  des  mécanismes  communs  à  ceux 
d'Arabidopsis thaliana (Coen et al. 1990, Coen & Meyerowitz 1991, Luo et al. 1996). 
Enfin, les voies de biosynthèse de la pigmentation et de certaines molécules de l'odeur 
florale, ainsi que de leur régulation ont également été étudiées dans des lignées cultivées 
(Dudareva et al. 2005, Muhlemann et al. 2012).
Plus récemment, les connaissances sur la régulation des signaux floraux impliqués 
dans l'interaction avec les pollinisateurs ont été appliquées à des questions d'écologie. 
La possibilité de contrôler précisément les différences florales entre lignées a permis 
d'explorer l'impact de ces différences sur le choix des pollinisateurs.  Glover & Martin 
(1998) ont  montré  que  la  forme  conique  des  cellules  épidermales  des  pétales  de 
A. majus est préférée par les bourdons, non pas parce qu'elle modifie la couleur, mais 
parce qu'elle facilite leur atterrissage sur la corolle.  Odell et al. (1999) ont montré une 
attraction plus grande pour les fleurs jaunes que pour les blanches, indépendamment de 
l'odeur des fleurs.  Wright et al. (2005) ont montré que les abeilles sont capables de 
discriminer des cultivars aux odeurs florales différentes.  Enfin,  Dyer et al. (2007) ont 
montré une préférence inattendue des bourdons pour le type sauvage magenta plutôt 
qu'un cultivar blanc.  Ces résultats montrent l'effet complexe, et surtout imprévisible 
que peuvent avoir des mutations uniques dans le génome des plantes sur les interactions 
biotiques.
Les connaissances fines accumulées sur les bases génétiques du développement 
floral  d'Antirrhinum  majus permettent  aujourd'hui  de  tester  des  hypothèses  sur  la 
dynamique évolutive de la plante dans le contexte des interactions biotiques grâce aux 
lignées cultivées.  Réciproquement, l'observation des processus en conditions naturelles 
alimente  constamment  la  recherche  en  biologie  avec  de  nouvelles  questions  sur 
l'émergence et la persistance dans l'environnement de phénotypes variés, et le rôle des 
interactions biotiques dans le maintien de cette variation.
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II.1. L'espèce Antirrhinum majus
Antirrhinum majus (Plantaginaceae) est une plante hermaphrodite, exclusivement 
pollinisée par  des insectes et  auto-incompatible,  c'est-à-dire  que la  fertilisation entre 
fleurs d'une même plante n'est pas viable.  Une plante peut vivre de une à quelques 
années,  et  produit  une  ou  plusieurs  inflorescences  annuelles  composées  de  une  à 
plusieurs dizaines de fleurs (Fig. 7a).   Les fleurs sont zygomorphes (un seul axe de 
symétrie) composées de deux lobes qui ferment la corolle (Fig. 8a-b).
Figure 7 :  Nombre moyen de fleurs par plante (a) et nombre estimé de plantes par population (b) en 
fonction de l'altitude, pour quelques populations naturelles d'A. majus.  Les points magenta correspondent 
à des populations d'A. m. pseudomajus et les points jaunes à des populations d'A. m. striatum. Données : 
Coline Jaworski, voir Chapitre 1.
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Figure 8 : Fleurs d'Antirrhinum majus pseudomajus (a) et  A. m. striatum (b).  Plantes dans leur habitat 
naturel, le long d'une route : A. m. pseudomajus (c) et A. m. striatum (d).  Images : Coline Jaworski.
En milieu naturel,  on trouve un complexe d'espèces  (Antirrhinum majus sous-
section  Antirrhinum, (Rothmaler 1956),  composé de deux sous-espèces inter-fertiles, 
A. majus pseudomajus aux fleurs magenta (Fig. 8a, c), et  A. majus striatum aux fleurs 
jaunes  (Fig. 8b,  d).   Elles  sont  considérées  comme  des  espèces  sœurs  (issues  d'un 
ancêtre  commun)  et  diffèrent  essentiellement  par  la  couleur  des  fleurs.   Elles  se 
rencontrent naturellement en parapatrie, i.e. sur des aires géographiques distinctes mais 
limitrophes (Fig. 9).  Antirrhinum majus pseudomajus a l'aire de distribution la plus 
large, sur la moitié est de la chaîne des Pyrénées.  Antirrhinum majus striatum a une aire 
de  distribution  incluse  dans  celle  de  A. m. pseudomajus.   Aux zones  de contact,  on 
trouve des zones hybrides très peu étendues, dont la plus importante est située près de 
Sierra del Cadi, en Espagne (Fig. 9 ;  (Whibley et al. 2006).  Les deux sous-espèces se 
développent sur un gradient altitudinal de 0 à 1900 m (Andalo et al. 2010), sous une 
diversité de conditions climatiques, notamment de régimes de pluviométrie (de 500 à 
1000 mm par an).  C'est une plante pionnière, c'est-à-dire une des premières espèces 
végétales à s'installer dans un nouvel habitat, qui pousse en en sol calcaire ou siliceux 
dans  des  habitats  ouverts,  en  particulier  les  éboulis  pierreux.   De  nombreuses 
populations s'installent dans des zones fortement perturbées, le long des routes ou dans 
les  vieux  murs  de  pierres  (Fig. 8c-d).   Elles  sont  réparties  en  patchs  de  taille  très 
variable (de quelques dizaines d'individus à plusieurs centaines, Fig. 7b).  Un certain 
nombre  de  populations  ont  été  recensées  depuis  plus  de  dix  ans,  et  certaines  sont 
intensivement étudiées (Fig. 9).
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Figure 8 : Populations répertoriées d'Antirrhinum majus pseudomajus (points magenta) et A. m. striatum 
(points jaunes) dans leur aire de répartition naturelle.  Le point orange correspond à la zone hybride la  
plus étendue.
II.2. Le réseau d'espèces d'Antirrhinum majus: quelques espèces 
connues
A cause  de  la  morphologie  particulière  de  la  fleur,  seuls  les  gros  insectes 
pollinisateurs  sont  capables  d'accéder  au pollen et  au nectar  chez  A. majus,  et  donc 
d'effectuer une pollinisation efficace (Fig. 10a).  La dispersion du pollen se fait donc sur 
quelques kilomètres tout au plus.  Quant aux graines, elles tombent au sol à quelques 
mètres  seulement  de  la  plante  mère  lorsque  les  fruits  sont  mûrs.   Les  cohortes  de 
pollinisateurs n'ont pas été décrites sur l'ensemble de l'aire géographique, mais quelques 
espèces ont été identifiées dans des populations allopatriques  des deux sous-espèces 
(Suchet et al. 2011, Tastard et al. 2012).  Les pollinisateurs principaux sont des Bombus 
et l'abeille charpentière Xylocopa violacea.  Ces mêmes pollinisateurs adoptent parfois 
un comportement de voleurs de nectar, en perçant la base de la corolle des fleurs pour 
accéder directement au nectar sans toucher le pollen, voire de voleurs secondaires en 
profitant du trou laissé par les premiers visiteurs (Irwin et al. 2010).  Cela pourrait avoir 
des conséquences importantes sur la dynamique éco-évolutive d'A. majus.  Les taux de 
transition d'un comportement de pollinisateur vrai (Fig. 10a) à celui de voleur de nectar 
(Fig. 10b) sont variables d'une année sur l'autre, et souvent plus élevés en fin de saison 
de floraison (C. Andalo, obs. pers.).
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Figure 10 : Vrai pollinisateur à l'intérieur d'une fleur d'A. m. striatum (a) et voleur de nectar sur une fleur 
d'A. m. pseudomajus (b).  Images : Coline Jaworski.
Deux  insectes  herbivores  spécialistes  ont  été  décrits  sur  A. majus.   La  forme 
larvaire de Melitaea deione (Lepidoptera: Nymphalidae) se nourrit des feuilles et jeunes 
pousses (Fig. 11a). Cette espèce est spécialiste de la famille  Antirrhineae, mais a été 
observée essentiellement sur des plantes du genre Antirrhinum.  Le charançon prédateur 
de  graines  Rhinusa  vestita (Coleoptera:  Curculionidae)  est  spécialiste  du  genre 
Antirrhinum (Fig. 11b ; (Monroy 2007, Caldara et al. 2010). Cette espèce est répandue 
principalement en France et en Espagne et aurait colonisé la péninsule ibérique depuis 
la  France  (Manolopoulou  et  al.  2011,  Manolopoulou  &  Emerson  2012).   Comme 
plusieurs espèces de la tribu Mecini, les femelles adultes R. vestita déposent leurs œufs 
dans les ovaires des fleurs d'Antirrhinum.  Les larves se développent en mangeant les 
graines en formation dans les capsules, puis les adultes émergent des fruits en perçant 
un trou ovale dans l'écorce et hivernent dans le sol  (Caldara et al. 2010).  Les adultes 
sont observés sur les inflorescences d'A. majus en boutons (C. Jaworski,  obs.  pers.), 
c'est-à-dire  avant  même  que  les  fleurs  commencent  à  synthétiser  des  pigments  et 
émettre des odeurs florales, ce qui fait penser qu'ils n'utilisent pas ces signaux floraux 
pour localiser leur plante hôte.  Ces deux espèces herbivores sont parasitées par des 
espèces  spécialistes  du  genre  Cotesia (C.  Thébaud,  obs.  pers.).   D'autres  espèces 
d'herbivores, possiblement généralistes, ont été observées plus rarement sur  A. majus, 
ainsi  que  des  espèces  d'hémiptères  possiblement  florivores.   Enfin,  des  espèces 
arachnides  prédatrices  d'insectes,  notamment  de  R. vestita et  des  pollinisateurs 
d'A. majus, ont été observées sur les inflorescences matures, profitant de l'attractivité 
des fleurs pour chasser leurs proies (C. Jaworski, obs. pers.).
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Figure 11 : Principaux herbivores d'A. majus en conditions naturelles.  (a) Chenille du papillon Melitaea 
deione sur une jeune pousse d'A. m. pseudomajus.  (b) Charançon prédateur de graines Rhinusa vestita sur 
inflorescences d'A. m. pseudomajus en formation.  Images : Coline Jaworski.
II.3. Le rôle des pollinisateurs dans l'isolement reproducteur entre les 
deux sous-espèces d'Antirrhinum majus
Puisque  les  deux  sous-espèces  A. m. pseudomajus et  A. m. striatum sont  inter-
fertiles et qu'elles partagent les mêmes espèces de pollinisateurs, on pourrait s'attendre à 
ce que les phénotypes hybrides soient dominants, et colonisent toute la niche écologique 
d'A. majus.  Au contraire, les hybrides sont très rarement observés, et il semble que le 
maintien en parapatrie des deux sous-espèces soit ancien (Khimoun et al. 2011).  Du fait 
de  l'absence  de  barrière  post-zygotique  (Andalo  et  al.  2010),  et  puisque  le  succès 
reproducteur  est  corrélé  au phénotype des plantes  voisines  (Tastard et  al.  2012),  on 
pense que les pollinisateurs jouent un rôle majeur dans l'isolement reproducteur entre 
A. m. pseudomajus et  A. m. striatum.  Ils utiliseraient la variation des signaux floraux 
entre morphes parentaux et hybrides pour visiter de façon privilégiée certains morphes, 
ce qui  se traduirait  par  un flux de pollen non aléatoire  entre  plantes.   En effet,  les 
pollinisateurs sont capables de discriminer les phénotypes parentaux (magenta et jaune) 
et hybrides (rose, blanc ou orange) sur la base de la couleur (Tastard et al. 2008) et ont 
tendance à être constants envers une couleur lorsqu'ils butinent (Tastard et al. 2014).  De 
plus,  Suchet et al. (2011) ont montré une différentiation des odeurs florales entre les 
deux morphes parentaux, ainsi qu'une capacité des bourdons à reconnaître et utiliser les 
molécules volatiles à la base de cette différence dans leur prise de décision.
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En conclusion,  Antirrhinum majus est un bon modèle pour étudier l'impact des 
changements globaux sur les interactions biotiques.  En plus d'être un modèle d'étude en 
biologie,  son  aire  géographique  naturelle  est  suffisamment  large  pour  contenir  une 
diversité de conditions climatiques, et notamment d'altitudes.  De plus, les principaux 
visiteurs de cette plante sont connus,  et  relativement faciles à  étudier.   Cela permet 
d'étudier sur le terrain les processus spatiaux dans la dynamique du réseau d'interactions 
d'A. majus.   Enfin,  A. majus est  aussi  très  facile  à  cultiver,  ce  qui  rend  possible 
l'expérimentation en serre et l'étude de l'importance de la signalisation dans l'attraction 
de ses visiteurs.  Cette plante, étudiée depuis quelques temps au laboratoire Evolution et 
Diversité Biologique pour toutes ses raisons et pour la proximité géographique de son 
aire naturelle, a donc été un choix logique pour mon projet de thèse.
III. Démarche scientifique
L'objectif  de  cette  thèse  est  d'explorer  la  robustesse  du  réseau  d'interactions 
d'A. majus face aux changements globaux.  Nous avons vu ci-dessus l'importance des 
interactions biotiques dans le maintien de la biodiversité. Elles ont un rôle majeur dans 
la  dynamique  éco-évolutive  des  communautés :  les  processus  de  régulation  des 
populations,  de  dispersion,  et  d'évolution  phénotypique  sont  intrinsèquement 
dépendants  des  interactions  entre  espèces.   Or  les  interactions  biotiques  sont 
particulièrement sensibles aux changements globaux.  Le modèle  Antirrhinum majus 
nous  donne  l'opportunité  d'étudier  les  interactions  biotiques  et  leur  perturbation  à 
plusieurs échelles, grâce aux connaissances déjà acquises sur son réseau d'espèces.
Avant d'éprouver la robustesse d'un réseau d'interactions, il  est important de le 
caractériser,  et  notamment  d'estimer  sa  variabilité  spatiale.   En  effet,  la  nature  et 
l'abondance des espèces sont susceptibles de varier d'une communauté à l'autre, ce qui 
affecte localement la dynamique du réseau d'interaction (voir section I.1).  Antirrhinum 
majus,  avec  ses  populations  de  plantes  bien  distinctes  couvrant  une  large  zone 
géographique, est un modèle idéal pour étudier la variabilité des interactions biotiques. 
J'ai quantifié les interactions biotiques entre la plante, ses pollinisateurs, le charançon 
spécialiste  R. vestita et  son parasitoïde  associé  dans  plusieurs  populations  naturelles 
pour  répondre  à  cette  question,  et  étudier  indirectement  la  dynamique  de  méta-
communauté et l'influence possible de la dispersion dans ce réseau d'espèces.  Ce travail 
fait  l'objet  du  Chapitre  1,  et  a  notamment  permis  d'émettre  des  hypothèses  sur  le 
fonctionnement de la métacommunauté liée à A. majus.
En parallèle, je me suis intéressée à l'importance de la signalisation florale dans la 
dynamique  éco-évolutive  du  réseau  d'interactions  d'A. majus.   Un point  encore  mal 
connu aujourd'hui est l'influence de la combinaison de signaux sur l'interaction biotique 
(voir section I.2.1).  Le système A. majus est idéal pour étudier cette question, d'une part 
car les pollinisateurs semblent jouer un rôle prépondérant dans l'isolement reproducteur 
entre  A. m. pseudomajus et  A. m. striatum (Tastard et al. 2012, Tastard et al. 2014), et 
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d'autre part car les deux sous-espèces semblaient se différentier à la fois par la couleur 
et l'odeur florale (Suchet et al. 2011, Suchet et al. 2012).  Puisque l'apprentissage est un 
processus  clé  dans  la  pollinisation  (voir  section  I.2.3),  j'ai  émis  l'hypothèse  qu'il 
renforcerait la constance des pollinisateurs envers une sous-espèce, et favoriserait ainsi 
l'isolement reproducteur.   J'ai  étudié comment les pollinisateurs utilisent  les signaux 
floraux, visuels et olfactifs, pour choisir préférentiellement un des deux types floraux. 
Ce travail fait l'objet du Chapitre 2.
Puisque la signalisation florale semble jouer un rôle majeur dans la dynamique 
éco-évolutive du réseau d'interactions d'A. majus, en particulier à travers l'attraction des 
pollinisateurs,  j'ai  voulu  explorer  l'impact  du  changement  climatique  sur  cette 
signalisation.   J'ai  centré  mes  recherches  sur  l'odeur  florale  car  c'est  un  trait 
particulièrement  sensible  à  la  température,  et  donc susceptible  d'être  affecté  par  un 
changement  climatique  (voir  section  I.2.2).  Si  le  changement  climatique  affecte 
l'émission des odeurs florales, alors cela peut avoir des conséquences indirectes sur les 
interactions biotiques, et donc sur la robustesse du réseau d'interactions en général.  J'ai 
étudié  la  possibilité  d'une  différentiation  des  odeurs  florales  selon  un  gradient 
altitudinal,  qui  est  un  proxy pour  un  gradient  de  température.   Si  elle  existe,  cette  
différentiation phénotypique selon l'altitude pourrait refléter une adaptation génétique à 
des températures différentes.  Cela constitue une étape préliminaire à l'étude de l'impact 
d'une  hausse  de  température  sur  les  interactions  plante-insecte,  à  travers  une 
modification des odeurs florales.  Ce travail fait l'objet du Chapitre 3.
Finalement, le présent document se conclut par une Discussion en deux parties. 
Je discute d'abord des aspects techniques propres à la mesure des odeurs florales, où je 
compare mes résultats et les résultats antérieurs sur les odeurs florales d'A. majus.  Dans 
une seconde partie, je mets en perspective les résultats majeurs de mon travail au regard 
des  grandes  questions  en écologie.   Je  discute  de l'importance  de  la  variabilité  des 
odeurs florales dans la stabilité des réseaux d'interactions et dans la dynamique spatiale 
des communautés.
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Chapitre 1.  Dynamique et persistance 
dans la métacommunauté 
d'Antirrhinum majus
Au sein de communautés plus ou moins isolées spatialement, les interactions entre 
espèces sont susceptibles de varier à la fois qualitativement et quantitativement.  Décrire 
la  variation  spatiale  des  interactions  biotiques  à  l'échelle  régionale  est  une  étape 
nécessaire pour comprendre les facteurs environnementaux et mettre en évidence les 
processus spatiaux qui les influencent.  Dans cette première étude, nous nous sommes 
attachés  à  mieux  caractériser  le  réseau  d'interactions  d'A. majus,  en  décrivant  la 
variabilité spatiale des densités de populations des espèces considérées, l'influence des 
facteurs environnementaux tels que l'altitude sur cette répartition, et enfin en émettant 
des hypothèses sur les processus spatiaux en jeu à l'échelle régionale.
I. Résumé
Les processus spatiaux jouent un rôle majeur dans la persistance des espèces à 
l'échelle  locale  et  à  l'échelle  régionale.   Ils  influencent  la  stabilité  des  réseaux 
d'interactions  et  leur  résilience  aux  changements  environnementaux.   Ce  premier 
chapitre  présente  les  résultats  d'une  étude  dans  laquelle  nous  avons  combiné  des 
mesures  sur  le  terrain  à  une  approche  de  modélisation,  pour  explorer  l'impact  des 
processus  spatiaux  sur  le  réseau  d'interactions  d'A. majus,  composé  de  la  plante,  sa 
cohorte  de  pollinisateurs,  un prédateur  de  graines  spécialiste,  le  charançon  Rhinusa 
vestita, et enfin son parasitoïde associé.
Nous avons utilisé une méthode originale pour quantifier les interactions biotiques 
et  leur  variabilité  spatiale  dans  seize  communautés  naturelles  pendant  deux  années 
consécutives.  En observant les inflorescences fanées d'A. majus en fin de saison, il est 
possible de recenser précisément le nombre de fleurs, de fruits sains, de fruits parasités 
et de fruits hyper-parasités pour chaque plante.  Nous avons utilisé ces informations 
comme proxy pour estimer le taux de pollinisation, le taux de parasitisme et le taux 
d'hyper-parasitisme  dans  chacune  des  communautés,  variables  spatialement  et 
temporellement.   De plus,  nous  avons  trouvé  que  les  plantes  ont  une  fructification 
limitée par les pollinisateurs sur l'ensemble des communautés échantillonnées, et que le 
charançon et son parasitoïde étaient présents dans la plupart des communautés.
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Nous avons utilisé les données empiriques pour calibrer un modèle tri-trophique 
de dynamique des populations d'A. majus, du charançon parasite, et du parasitoïde.  A 
partir  des  équations  de  Nicholson-Bailey,  nous  avons  modélisé  les  dynamiques  des 
communautés locales, en calculant les paramètres du modèle grâce aux taux empiriques 
mesurés localement,  et  en considérant  les communautés à  l'équilibre et  isolées.   La 
capacité du milieu était limitée par la densité totale théorique de fruits, et donc reliée au 
taux de pollinisation empirique.  Nous avons trouvé que seules quelques communautés 
avaient des paramètres empiriques compatibles avec une persistance à long terme des 
trois populations.  Ceci suggère l'existence d'autres mécanismes favorisant la persistance 
locale des espèces, comme la stochasticité environnementale (dynamique de patchs) ou 
la  dispersion  d'individus  entre  communautés  et  donc  une  dynamique  de  méta-
communauté de type source-puits.   Les  deux autres processus  de méta-communauté 
(dynamique neutre  et  dynamique d'assortiment  d'espèces) n'étaient  pas applicables  à 
notre modèle d'étude du fait des interactions trophiques.  En modélisant des dynamiques 
de  communautés  stochastiques,  nous  avons  trouvé  que  les  taux  de  stochasticité 
environnementale empiriques sont trop élevés pour permettre la persistance des espèces.
Nos résultats suggèrent que la méta-communauté d'A. majus a un fonctionnement 
de type-source puits, où la dispersion d'individus depuis les communautés sources est 
nécessaire pour maintenir la persistance des espèces dans les communautés puits.
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Summary
1.  Spatial  processes  have  a  major  influence  on  the  stability  of  species  interaction 
networks and their  resilience to environmental fluctuations.   Here we combine field 
observations and a dynamic model to understand how spatial processes may affect a 
network composed of the flowering plant, Antirrhinum majus, its cohort of pollinators, 
and a specialist seed-predator and its parasitoid.
2.  The interactions taking place within this system were investigated by determining the 
fate of flowers and fruits on flowering and fruiting stems at sixteen study sites.  We then 
used this information to estimate spatial and temporal variation in the pollination rate, 
parasitism rate, and hyperparasitism rate.
3.  We found that the plants were pollen-limited, with relatively variable fruit-to-flower 
ratios  across  sites.   On  almost  all  sites,  plants  were  both  parasitised  and 
hyperparasitised, at a low to moderate rate.
4.  Comparing  our  field  observations  with  a  tritrophic  Nicholson-Bailey  model,  we 
found  that  empirical  data  are  not  always  consistent  with  the  conditions  for  local 
tritrophic  persistence.   This  suggests  that  other  mechanisms  such  as  random 
disturbances (patch dynamics) or inter-site migration through metacommunity dynamics 
(source-sink dynamics)  play  a  role  in  this  system.   Model  simulations  showed that 
dispersal could contribute to increasing tritrophic persistence in this system, and that 
other processes, not just environmental stochasticity, may cause the observed pattern of 
spatial variation.
5.  Synthesis: We  defined  and  measured  metrics  related  to  species  interactions  and 
densities.  This led us to suggest that the functioning of the A. majus metacommunity is 
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more consistent with source-sink than patch metacommunity dynamics, highlighting the 
extent to which dispersal explains the persistence of the system.
Keywords:  Biotic  interactions,  dispersal,  patch  dynamics,  pollen  limitation,  pre-
dispersal  seed-predator,  source-sink  dynamics,  species  coexistence,  stochasticity, 
tritrophic model.
Introduction
Understanding and quantifying the processes by which species interaction networks are 
maintained  across  landscapes  and  in  fluctuating  environments  is  a  critical  step  to 
implement informed conservation and management strategies  (Tylianakis et al.  2010; 
Hagen et al. 2012; Moslonka-Lefebvre, Bonhoeffer & Alizon 2012; Pocock, Evans & 
Memmott 2012).  This is because spatial processes play a major role in stabilizing biotic 
networks  (Levin  1974;  Hassell,  Comins  &  May  1991;  Hassell  2000;  Amarasekare 
2008), especially when component species occur as metapopulations and persist across 
habitat patches through a balance between local extinction and recolonisation events 
(Levins 1969; Hanski & Gilpin 1991; Calcagno et al. 2011).
The  interplay  between  dispersal  and  local  community  processes  results  in 
different patterns of regional species persistence (Holyoak, Leibold & Holt 2005; Logue 
et  al.  2011).   In  the  patch  dynamics  paradigm,  the  dominant  process  is  stochastic 
extinction in local patches, followed by recolonisation from other patches, all patches 
being assumed identical.  In the source-sink paradigm (mass effects), some patches are 
amenable to the stable persistence of some populations within the community and serve 
as sources to refill patches where local populations would otherwise not persist in the 
community.   In  the species-sorting  paradigm, the  local  environment  dominates  over 
dispersal in shaping local communities: different species will have optimal fitness in 
different patches – due to local differences in selection pressure for instance – yet they 
may transiently persist in less suitable patches.  Finally in the neutral paradigm, drift is 
the dominant process, affecting species extinction and recolonisation rates.
These four  paradigms are based on simple assumptions regarding local species 
interaction networks (Melián & Bascompte 2002; Amarasekare 2008), and it is unlikely 
that they capture the diversity of biotic interactions and spatial dynamics that take place 
in nature.  In particular, they do not explicitly account for the widespread alterations to 
the landscape caused by humans (for a review, see Tscharntke et al. 2012).  However, 
they have proven useful for interpreting empirical findings (Ellis, Lounibos & Holyoak 
2006; Driscoll et al. 2010).  For example, Baiser et al. (2013) found that local dynamics 
in the aquatic foodweb in the leaves of the pitcher plant Sarracenia purpurea were more 
rapid than dispersal, and thus patch dynamics best fitted their empirical observations. 
Cronin  (2007) showed  that  planthoppers  and  their  parasitoids  present  source-sink 
dynamics in a complex matrix.  However, there have been very few field-based studies 
addressing  the  dynamics  of  species  assemblages  in  a  metacommunity  framework 
(Gonzalez, Rayfield & Lindo 2011; Logue et al. 2011).  In the archetypal example of a 
tritrophic network, where a prey-predator system is stabilised by introducing a natural 
enemy of the predator, long-term stability is difficult to infer from empirical results, but 
can be studied theoretically.  Theoretical studies have shown, in particular, that spatial 
34 / 161
processes can alter the local dynamics  (Bonsall & Hassell 2000; Holt 2002; Gouhier, 
Guichard & Gonzalez 2010), but also that environmental stochasticity may play a role 
in  the  stability  of  the  network  (Matias,  Mouquet  &  Chase  2013;  Ruokolainen  & 
McCann 2013;  LaBar  et  al.  2014).   In  order  to  investigate  the  processes  that  may 
influence  the  stability  of  biotic  networks  in  metacommunities,  it  seems  crucial  to 
describe  the  components  of  such  networks  using  empirical  data,  and  to  test  their 
stability using a modelling framework.
In this study, we attempt to characterize the persistence of a plant/pollinator/seed-
predator/parasitoid  network  at  regional  scale  using  natural  populations  of  the  plant 
Antirrhinum majus (snapdragon) as a study system.  We used a combination of field-
based estimates and a model  of population dynamics  to explore processes that might 
stabilise the A. majus network.  We chose to study this network because it provides an 
excellent  opportunity  to  investigate  spatial  variation  in  a  tritrophic  system.   Firstly, 
A. majus is pollinated by insects (mostly bumblebees), and the rate of pollinator visits 
limits  seed production  (Tastard  et  al.  2012).   Secondly,  this  plant produces  fruiting 
capsules on the terminal portion of a rigid stem that persists long after fruiting and 
keeps the scars of the flowers that did not convert into a fruit, which serves as a measure 
of  the  overall  plant-pollination  success.   Thirdly,  the  presence  of  seed-predators  (a 
weevil species  Rhinusa vestita) and of their own parasites (a parasitoid wasp) can be 
easily inferred from the presence and size of exit holes on the sides of the dry capsules.
Here, we first investigated the patterns of variation in biotic interactions across 
natural populations of A. majus located along an environmental gradient in the Eastern 
Pyrenees and then compared empirical  data  with simulated community dynamics  to 
address the following questions: (i) do the fruit set and the parasitism rate of A. majus 
fruits by weevils vary with environmental factors across plant populations?; (ii) what 
are  the  theoretical  stability  conditions  for  our  tritrophic  networks  locally?  and  (iii) 
which processes cause variation and persistence in empirical tritrophic networks?
Methods
STUDY MODEL
Antirrhinum majus is a hermaphroditic, self-incompatible, short-lived perennial, which 
produces annual inflorescences with personate, zygomorphic flowers.  Here we focus on 
two  Pyrenean  subspecies  of  the  Antirrhinum majus complex  (Antirrhinum  majus 
subsection  Antirrhinum sensu  Rothmaler 1956):  A. majus pseudomajus with magenta 
flowers and A. majus striatum with yellow flowers.  These subspecies are considered as 
sister taxa, and the main (perhaps the only) difference is flower colour (Jaworski et al. 
in press).  They occur parapatrically in the eastern part of the Pyrenees where they come 
into contact in a zone stretching 150 km along the Sierra del Cadi in Catalonia, Spain 
(Whibley et al. 2006; Fig. 1).  Both subspecies occur from sea level to an altitude of 
1900 m asl  (Andalo et al. 2010), on limestone or siliceous substrates and in habitats 
with  contrasting  moisture  regimes  (rainfall  500-1000  mm/year),  where  they  form 
restricted patches mostly in rocky outcrops and screes.  Therefore, populations sampled 
along elevational gradients are likely to be confronted to very different environmental 
conditions, both biotic and abiotic.
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Fig. 1.  Geographical distribution of  A. majus subspecies in the Pyrenees mountains.  Localities where 
plant populations have been observed are illustrated by a dot (magenta:  A. majus pseudomajus; yellow: 
A. majus striatum;  orange: major hybrid zone); and no plant populations have been observed in other 
localities.  Sites sampled in this study are illustrated by thick circles.
Reproductive  isolation  in  Antirrhinum majus  may be  caused by the  choice  of 
pollinators (Andalo et al. 2010; Suchet et al. 2011; Tastard et al. 2012, 2014; Jaworski et 
al.  in  press),  but  plant-pollinator  interactions  remain  poorly  documented.   In 
Antirrhinum, the corolla is made of two lobes that close the flower, and only large bees 
can access the nectar (mostly  Bombus spp and Xylocopa violacea,  Suchet et al. 2011; 
Tastard et  al.  2012).   Therefore,  insect  pollination  is  obligatory in  this  system,  and 
fruiting is often pollinator-limited.  Tastard et al. (2012) have carried out in situ manual 
pollen  supplementation  experiments  in  a  single A. majus population,  which  was 
composed of hybrid plants from A. majus pseudomajus and A. majus striatum.  In this 
natural population, fruit-to-flower ratios were 25-40%, while in the presence of pollen 
supplementation, this ratio increased to 80-90%.  This indicates that the fruit-to-flower 
ratio strongly depends on pollinator availability, and that resource limitation is not a 
major causal factor (Holland, Bronstein & DeAngelis 2004).
Several  insect  herbivores  feed on  Antirrhinum including one specialist  weevil, 
Rhinusa  vestita (Coleoptera:  Curculionidae),  which  is  an  obligate  seed-predator 
(Caldara, Sassi & Tosevski 2010).  This species has a widespread distribution in south-
western Europe and is believed to have originated from France and dispersed towards 
Spain (Manolopoulou et al. 2011; Manolopoulou & Emerson 2012).  Like other species 
in the tribe  Mecini, weevil adult females oviposit their eggs into the flowers ovaries 
(Caldara, Sassi & Tosevski 2010).  Larvae develop in fruits by feeding on non-mature 
seeds until they reach the adult stage, and adults overwinter in the soil (Caldara, Sassi & 
Tosevski 2010).  In turn,  R. vestita weevils are often parasitised by a parasitoid wasp, 
which probably belongs to the Cotesia genus (C. Thébaud, personal observation).
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The seeds of A. majus are dispersed by gravity a few metres apart when the fruit 
dehisces (Andalo et al. 2010; Khimoun et al. 2011), and pollen dispersal through insect 
pollinators is  limited to  a  few kilometres at  the very most,  resulting in a  degree of 
genetic  structure  among  A. majus populations  (Khimoun  et  al.  2011).   Dispersal 
distances  and rates  of  seed-predators  and  parasitoids  are  unknown.  Populations  of 
A. majus occupy small patches (< 1 km wide in all directions) that are usually found 
several  kilometres  apart  (Fig. 1),  and  A. majus plants are  seldom found in isolation. 
Localities  where  A. majus is  known  to  occur  have  been  reported  on  Fig. 1,  and 
intervening areas correspond to regions where the species was not found despite an 
exhaustive search.   Moreover,  plant  patches are  likely to be persistent (100% of 17 
patches were still occupied five years after they were first discovered).
STUDY SITES AND SAMPLING
To explore the spatial variation of the species network, sixteen A. majus patches, with 
either  pseudomajus or  striatum subspecies, were sampled in 2012 along an altitudinal 
gradient, and eight of these were resampled in 2013 (Table 1; Fig. 1).  For the three 
trophic levels (plant, seed-predator, weevil), we assumed that each patch corresponded 
to a population.  The size of plant populations with < 100 plants was estimated each 
year  through exhaustive counts  of plants  that  had flowered.   The size of  the larger 
populations (> 100 plants) was estimated through partial counts over a sub-area of the 
total population area.  The population border was considered to have been reached when 
no further plants were detected within 500 m of the last plant found.
At the end of the growing season,  A. majus plants display old floral stems that 
summarize  the  history  of  the  biotic  interactions  they  have  experienced  with  their 
pollinators  and  predators.   In  order  to  characterise  the  plant/pollinator/seed-
predator/parasitoid network, we measured up to 50 flowering plants at each study site, 
for each sampling season.  This represented a total of 980 plants over the two sampling 
years.  Some of the study sites were located in areas which were repeatedly disturbed by 
mowing  or  pasture  (Table 1),  although  the  variation  in  disturbance  intensity  was 
unknown.  Plants in the disturbed sites could still produce viable seeds before being 
mown, and it proved to be important not to delay sampling so as to recover the plants.  
The impact of the disturbance level (0 for non-disturbed sites;  1 for disturbed sites, 
Table 1) was considered in the analyses.  In practice, for the 2012 season, we sampled 
the populations at the end of July.  In 2013, we sampled the populations one week later 
and the flowering season occurred earlier due to warm weather, thus several populations 
could not been recovered because the plants had already been mown.  Furthermore, 
logistical constraints prevented us from conducting a complete census.
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Table 1.   Description of the study sites.  Sites sampled in 2012 and 2013 have two values for plant 
population size
Acronym Latitude, longitude Location
Altitude 
(m) Subspecies
Plant 
population 
size
Disturb-
ance 
level
Type of 
disturbance Description
ARE 42.396143, 2.488232
Arres 
pass, 
Km43
961 pseudomajus 2012: 652013: 63 1 mown
Roadside bank 
(rocky / 
herbaceous)
BAG 43.107500, 2.978153 Bages 0 pseudomajus 2012: 175 0 undisturbed
Dunes on 
seaside (rocky / 
herbaceous)
BAN 42.488745, 3.124752
Banyuls-
sur-Mer 25 pseudomajus
2012: 80
2013: 20 1
mown / 
crushed
Roadside bank 
(rocky)
BES 42.200420, 2.699175 Besalú 155 pseudomajus 2012: 150 0 undisturbed
Stone walls in 
village
CAL 42.107806, 1.841636
Hotel 
'Cal Nen' 
near 
Berga
812 pseudomajus 2012: 50 1 mown Roadside bank (herbaceous
LAG 43.093086, 2.575092
Lagrasse, 
Km6 169 pseudomajus 2012: 49 1
partially 
mown
Roadside bank 
(rocky / 
herbaceous)
LUC 42.966881, 2.259513
Luc-sur-
Aude 225 striatum
2012: 30
2013: 2 1
partially 
mown
Roadside bank 
and river-side 
bank (rocky)
LYS 42.831762, 2.209184
'Pierre-
Lys' 
gorge
375 striatum 2012: 602013: 48 1
partially 
mown
Roadside bank 
(rocky / 
herbaceous)
MIJ 42.725279, 2.038218 Mijanès 1347 striatum
2012: 40
2013: 33 1
partially 
mown
Roadside bank 
(herbaceous
MON 42.507516, 2.121390
Mont-
Louis' 
citadelle
1576 striatum 2012: 12002013: 1700 1
partially 
mown
Stone walls on 
fortifications
MST 41.609867, 1.821658
Monistro
l de 
Montserr
at
515 pseudomajus 2012: 16 0 undisturbed Roadside bank (trees / shrubs)
PAR 42.315363, 2.219561 Pardines 1098 pseudomajus 2012: 150 1 mown
Roadside bank 
(herbaceous)
PRA 42.404787, 2.479175
Prats-de-
Mollo 761 pseudomajus
2012: 250
2013: 200 1
partially 
mown
Stone walls in 
village and 
rocky bank
SAL 42.225006 1.731879 Saldes 1216 pseudomajus 2012: 40 1 grazed
Banks in 
pasture 
(herbaceous)
THU 42.638797, 2.735808 Thuir 113 striatum
2012: 100
2013: 89 1 mown
Roadside bank 
(herbaceous)
VIL 42.591819, 2.365969
Villefran
che-de-
Conflent
531 striatum 2012: 452013: 31 0 undisturbed
Bank (rocky 
and shrubs)
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PLANT SCORING PROCEDURE
For each plant, we counted both mature and immature flowers and scored them (see 
Table S1 of Appendix S1 in Supporting Information).  Mature flowers are those which 
have fully developed and may have formed a fruit at the date of sampling, as opposed to 
immature flowers (buds, opened or faded flowers).  Occasionally, the plants had aborted 
buds  or  aborted  fruits.   These  two  types  were  also  recorded,  but  are  ignored  here 
because they were rare (i.e. < 2% of total number of flowers; Table S1 of Appendix S1). 
We further classified the mature flowers either as fruiting, or as aborted flowers, when 
no fruit  had  formed but  the  dry  sepals  remained at  the  locus  of  the  mature  flower 
(Fig. 2c).
Fig. 2.  Photograph of mature flowers along an A. majus stem.  (a-b) fruits parasitised by healthy weevils 
which have bored a large, oval hole on the side of the fruit shell; (c) aborted flower (dry sepals remain  
attached to the stem); (d) healthy fruit; (e-f) fruits hyperparasitised by healthy parasitoids which have 
bored a small, round hole on the side of the fruit shell.
The fruits of A. majus are ca. 12 mm in length, and they contain up to 300 minute 
seeds (Andalo et al. 2010).  These fruits were often found to be parasitised by a single 
(more rarely two) Rhinusa weevil per fruit.  When a weevils has fully developed inside 
the fruit, it emerges by boring a large, oval hole on the side of the fruit shell, which 
remains empty or inhabited by the adult weevil (Fig. 2, a-b).  If the weevil is not yet 
fully  developed,  the larva remains in  the fruit  and feeds on non-mature seeds.   We 
carefully  examined  each  fruit  and  classified  it  as  parasitised  when  evidence  of 
parasitism was detected.  In a few cases, the weevil larva was dead or absent, but dust 
from eaten seeds was taken as evidence of parasitism.
We also carefully searched for signs of hyperparasitism on each parasitised fruit. 
When a weevil larva is parasitised, it dies during its development within the fruit.  Once 
the parasitoid is fully developed, it emerges by boring a small, round hole often located 
at the back of the fruit near the stem, surrounded by a dark circle (Fig. 2, e-f).  In some 
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cases we found dead or living parasitoid wasps inside the fruit.
Thus, for each plant i, we were able to calculate the number of mature flowers fi, 
the number of fruits di, the number of healthy fruits ni, the number of fruits parasitised 
by weevils but not hyperparasitised si, and the number of hyperparasitised fruits pi, with 
di =  ni+si+pi.   Plants  with  less  than  80% mature  flowers  were  excluded  from  the 
analysis,  in  order  to  minimise  possible  bias  due  to  phenological  differences.   This 
represented 16% of the plants.
DATA ANALYSIS
In order to study variation in pollination success across populations, we computed the 
fruit-to-flower ratio  K, i.e. the ratio of the total number of fruits produced (including 
those which may have been parasitised and hyperparasitised), over the total number of 
mature  flowers  counted  at  a  study site  each year.   We then explored  the causes  of 
variation in K.  In a linear mixed model, the study site was specified as a random factor 
to correct for temporal pseudoreplication.   The plant subspecies,  sampling year,  and 
level  of  disturbance  were  specified  as  fixed-effect  factors.   Altitude  and  the  log-
transformed total number of mature flowers per population (as a proxy for population 
size) were specified as covariables in fixed effects (Table 1).  Starting with the most 
complex model with all second-order interactions between fixed effects, the most likely 
model was obtained by stepwise removal of the least significant interactions and simple 
effects.   The  significance  of  effects  was estimated  through a  type-II  comparison of 
models, based on log-likelihood ratio tests.  Normality was assessed using a Shapiro test 
on the residuals of the most likely model (W = 0.987, P = 0.98).  We also computed a 
plant-based estimate of the fruit-to-flower ratio,  as the mean ratio of the number of 
fruits per plant over the number of flowers per plant, and we found results similar to 
those obtained using the above-defined community-based estimate of  K,  except  that 
most  second  order  interactions  were  significant  (Subspecies:  Disturbance  level; 
Sampling  year:  Flower  number;  Sampling  year:  Disturbance  level;  Altitude: 
Disturbance level; Sampling year: Altitude: Flower number: Altitude; P < 0.001).
In order to examine the pattern of variation in the rate of parasitism by weevils, 
we  defined  the  overall  parasitism  rate  (PR),  as  the  ratio  of  the  total  number  of 
parasitised fruits over the total number of fruits at each study site, each year.  We tested 
for the causes in variation of PR using a linear mixed model, with the plant subspecies, 
sampling  year,  disturbance  level,  altitude,  the  log-transformed  number  of  mature 
flowers per population and K as fixed effects, and the study site as a random effect.  Due 
to the limitations of the data set, not all second-order interactions between fixed effects 
could be tested simultaneously through a type-II model comparison.  Therefore, we first 
tested the significance of each interaction alone compared to a model including all fixed 
effects,  and  we  only  selected  significant  interactions.   These  were  then  tested 
simultaneously using the same method as for  K.   Effect  significance was estimated 
using a likelihood ratio test, and normality was validated on the residuals of the most 
likely  model  (Shapiro  test,  W = 0.97,  P = 0.74).   We  also  computed  a  plant-based 
estimate of the parasitism rate, in the same way as for K, and we found results similar to 
those obtained using the community-based estimate of PR.
The tests described in this section were conducted using the lme function (library 
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nlme) in the R software programme (R Development Core Team 2014).
MODELLING
Biotic interactions may cause variation in local population densities, independently of 
abiotic environmental factors.  One approach to exploring this problem is to construct a 
theoretical  species-interaction  model,  and  to  test  whether  the  empirically  observed 
variation can be expected theoretically.  In other words, the present study attempts to 
assess  whether  the  empirical  networks  are  predicted  to  persist, under  a  range  of 
scenarios.  Firstly, we constructed a model that best reproduced the structure of biotic 
interactions in our network.  Secondly, we explored the theoretical conditions of local 
persistence  (assuming no spatial  processes)  in  this  model,  and compared them with 
empirical observations.  Thirdly, we sought to understand how spatial processes, and 
more precisely environmental  stochasticity  and dispersal,  play a  role  in  shaping the 
observed spatial variation and in increasing persistence in our system.
As the pollinators of our system are generalist species and do not only depend on 
A. majus flowers, mutualistic interactions were not detailed in our model.  These were 
simply integrated by means of a global pollination rate for A. majus flowers.  We used 
the classic Nicholson-Bailey system of equations to model our tritrophic network:
N ( t+1 ) = N ( t ) .e
r(1 − N ( t )K N ). e−a. S ( t )
S ( t+1 ) = N ( t ) . (1 − e−a.S ( t ) ) .e−b .P ( t )
P (t+ 1 ) = N ( t ) . (1 − e−a .S ( t ) ) . (1 − e−b .P (t ) ) (1),
where  N,  S and  P are the densities of fruits escaping parasitism, seed-predators 
escaping hyperparasitism, and parasitoids, respectively.  Parameters  r and  KN are the 
intrinsic growth rate and the carrying capacity of the population of fruits, in the absence 
of predation, respectively.  Thus,  KN is the theoretical maximal density of fruits in the 
absence of parasitism, i.e.  K,  the aforementioned total  density of pollinated flowers. 
Parameters a and b are the search efficiencies of the seed-predators and the parasitoids, 
respectively.  The escape functions e-a.S(t) and e-b.P(t) assume a random search of hosts by 
enemies, and a constant random search efficiency through time and space  (Nicholson 
1933; Nicholson & Bailey 1935; Hassell & May 1973; Beddington & Hammond 1977). 
This system of equations, or a modified version of these equations, is commonly used to 
model  tritrophic  interactions  (Beddington  &  Hammond  1977;  May  1978;  Comins, 
Hassell & May 1992; Ives & Jansen 1998; Holland & DeAngelis 2001; Childs, Bonsall 
& Rees 2004; Satake & Bjornstad 2004; Kuang & Chesson 2008, 2010; Haque, Ali & 
Chakravarty 2013).
Model outputs were compared with the following empirical data:
N j =
∑
i∈Z j
ni
∑
i∈Z j
f i
; S j =
∑
i∈Z j
si
∑
i∈Z j
f i
; P j =
∑
i∈Z j
p i
∑
i∈Z j
f i
(2),
where Nj, Sj and Pj are the empirical local densities of fruits escaping parasitism, 
seed-predators escaping hyperparasitism and parasitoids, at site j, respectively, Zj is the 
ensemble of plants sampled at site j, and ni, si, pi and fi are the number of healthy fruits, 
the number  of  fruits  parasitised by weevils  but  not  hyperparasitised,  the number of 
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hyperparasitised  fruits,  and  the  number  of  mature  flowers  of  each  plant  i at  site  j, 
respectively.  Hence, we assumed that healthy and dead weevils were part of a single 
group, and thus that weevil mortality was not due to hyperparasitism.  Similarly, healthy 
and dead parasitoids were pooled.
LONG-TERM PERSISTENCE OF THE TRITROPHIC SYSTEM
We studied  which  sets  of  model  parameters  (r,  a,  b,  K)  led  to  system persistence, 
defined as the coexistence of the three species in the tritrophic network model (but in 
some cases, we also explored the dynamics of the plant-parasite system).  It should be 
noted that this condition of persistence does not require that the system reaches a stable 
and  feasible  equilibrium,  i.e.  a  stable  equilibrium  with  all  three  species  having  a 
constant positive density over time  (Rohr, Saavedra & Bascompte 2014), so our only 
requirement was that none of the three populations vanished.  We first determined the 
persistence domain in the (r, a, b) space for K = 0.44, which is the mean empirical value 
of K across the sampled sites.  We also explored how varying K led to changes in the 
stability domain.
The system of equations used to model our tritrophic network has no analytical 
solution  (see  the  mathematical  analysis  in  Appendix  S1).   We  used  two  numerical 
approaches to determine a stability domain in the (r,  a,  b) parameter space, using K = 
0.44.  We first performed an exact linearisation close to the equilibrium.  We calculated 
the  Jacobian  matrix  of  this  system of  equations  taken at  equilibrium (Neq,  Seq,  Peq), 
together with its eigenvalues.  For each set of (r, a, b, K), we calculated (Neq, Seq, Peq), 
and we distinguished three cases:  (i)  non-biological or null  values for (Neq,  Seq,  Peq) 
(infeasible equilibrium sensu Rohr, Saavedra & Bascompte 2014); (ii) instability when 
the  dominant  eigenvalue  had  a  modulus  > 1);  (iii)  mathematical  stability.   As  the 
conditions required for a stable and feasible equilibrium are stronger than conditions for 
tritrophic persistence, no continuous stable domain was obtained using the linearisation 
method (Fig. S1 in Appendix S1).  Thus, we also ran simulations for several values of 
(r,  a,  b) over 1,000 time steps, from the initial densities (N0,  S0,  P0) = (0.34, 0.057, 
0.038), which correspond to the mean empirical values.  We classified the regime as 
non-persistent if any of the (N, S, P) passed below 10-6 before the end of the simulation; 
as persistent if a non-trivial stable equilibrium point was reached, i.e. if each of the (N, 
S,  P) converged towards positive densities;, and as oscillating if the tritrophic system 
converged  toward  a  cycle  or  a  non-punctual  attractor.   The  10-6 threshold  density 
corresponds to the extinction of a theoretical population of 106 individuals (i.e. about 
twice  the  population size of  the largest  empirical  population  in  our  study;  Fig. 3b), 
assuming no effects due to small population size, such as the Allee effect (Courchamp, 
Clutton-Brock & Grenfell  1999).   We only report  herein  the  simulation  results,  the 
linearisation analysis is included in Appendix S1 (Fig. S1).  For situations where the 
parasitoid population was predicted to become extinct, we also conducted the stability 
analysis by means of simulations for a host-parasite system.  The results are shown in 
Appendix S1 (Fig. S2).
To  explore  how varying  K led  to  changes  in  the  persistence  domain,  we  ran 
simulations  for  K values  ranging  from  0  to  1.   We  measured  the  volume  of  the 
persistence domain in the (r, a, b) space as the fraction of sets of parameters (r, a, b), for 
which  a  non-trivial  stable  equilibrium  point  was  reached  before  the  end  of  the 
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simulation, out of a fixed number of sets (r, a, b).  For each value of K, the volume of 
the stability domain was expressed as a fraction of the maximal volume of persistence.
PERSISTENCE OF EMPIRICAL TRITROPHIC NETWORKS IN THE ABSENCE OF SPATIAL 
PROCESSES
We  explored  the  possibility  that  the  empirical  data  could  be  explained  by  the 
assumptions that the patches (interaction networks) are independent of each other and 
persistent.   If  the  system complies  with  source-sink  dynamics,  then  this  hypothesis 
would be rejected, and we would expect to find that some sites persist in the long term 
(source sites), while others do not (sink sites).  We inferred the parameters (rj, aj, bj) at 
each  study  site  and for  each  year  from the  empirical  local  densities  (Nj,  Sj,  Pj)  as 
follows, and rewrote the system of equations of our tritrophic model  at  equilibrium 
(mathematical analysis in Appendix S1):
r = −1
1 −
N eq
K
. log (1 − Seq + PeqN eq )
a = −1
Seq
. log (1 − Seq + PeqN eq )
b = 1
Peq
. log (1 + PeqSeq ) (3).
We ran simulations for each (rj, aj, bj) as described above for the exploration of the 
model  persistence,  using  the  local  empirical  pollination  rate  K =  Kj, and  the  local 
threshold  densities  estimated  as  the  inverse  of  the  total  number  of  mature  flowers, 
measured at each site and year j (Table S2 in Appendix S1).  These threshold densities 
allowed us to account for the impact of population size on local species persistence.  We 
classified the regimes of the sampled sites as non-persistent, persistent or oscillating. 
When the regime was found to be non-persistent,  we calculated the extinction time 
defined as the time step at which N, S or P first passed below the local threshold density. 
When  the  regime  was  found  to  be  persistent,  we  calculated  the  convergence  time, 
defined as the time step at which (N,  S,  P) differed from equilibrium densities by less 
than the local threshold density, and we also observed the behaviour of the host-parasite 
system (Table S2 in Appendix S1).  In samples in which Pj = 0 (no reported parasitoid), 
parameter  b was set to 0.  In samples in which  Sj =  Pj = 0 (no reported parasite or 
parasitoid), we set aj = bj = 0, and the system quickly relaxed to Nj = K.
PERSISTENCE OF EMPIRICAL TRITROPHIC NETWORKS UNDER ENVIRONMENTAL 
STOCHASTICITY
An alternative explanation for the empirical patterns is that every site is a realisation of 
the same stochastic process driven by environmental stochasticity.  This hypothesis is 
consistent with the patch dynamics paradigm, for which each site has the same chance 
of disappearing from one year to the next, but can also be repopulated by another site. 
Environmental stochasticity may be defined as the temporal variation in population-
level birth and death rates (Melbourne & Hastings 2008).  In our model, the birth and 
death rates of the three species are directly linked to the parameters (r, a, b, K).  Thus 
the variation of these parameters as calculated from empirical data provides a measure 
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of  environmental stochasticity.  We fitted the empirical distribution of  rj,  aj,  bj and  Kj 
with four independent normal distributions, restricting our analysis to sites where both 
plants and parasites were present (the outlying samples LAG_2012 and MON_2012 
were also removed).  We estimated the resulting mean and standard deviation values.
We explored the persistence of systems undergoing different levels of stochastic 
disturbance, by adding temporally uncorrelated noise to the parameters (r, a, b, K).  In 
these simulations,  new parameters (r,  a,  b,  K) were randomly drawn at each time step 
from their respective zero-truncated normal distributions.  We also explored the effect of 
reducing the variance by dividing the standard deviations by a factor of two, five, and 
ten, as well as the impact of population size by varying the threshold density from 10 -6 
to  10-2,  thus  encompassing  the  range  of  empirical  threshold  densities  (Table  S2  in 
Appendix S1).  We replicated these simulations a hundred times for each combination 
of parameters.  When the tritrophic system crashed, we calculated the extinction time in 
the same way as for the local persistence of the independent networks.
PERSISTENCE OF EMPIRICAL TRITROPHIC NETWORKS CONNECTED THROUGH 
DISPERSAL
Finally, we explored how the cross-patch dispersal of individuals at each trophic level 
increases the persistence of local tritrophic networks.  If high dispersal rates are required 
to promote network persistence, this favours a source-sink metacommunity dynamics 
scenario.  If the persistence of simulated networks in the empirical range of (r, a, b, K) 
parameters is low even for high inter-patch dispersal rates, this suggests the existence of 
other spatial processes, such as environmental niche filtering (species sorting paradigm), 
making some sites amenable to long-term tritrophic persistence,  and some sites less 
amenable to persistence, irrespective of immigration rate.
We  simulated  a  metacommunity  of  tritrophic  networks  connected  through 
dispersal, by adding a dispersal step just after each local population dynamics step in 
our model:
N ( t )ad = N ( t )bd + mN∗(<N ( t )bd> − N ( t )bd )
S (t )ad = S ( t )bd + mS∗(<S ( t )bd> − S ( t )bd )
P (t )ad = P (t )bd + mP∗(<P ( t )bd> − P ( t )bd ) (4),
where  ad and  bd mean 'after dispersal' and 'before dispersal', respectively;  N,  S, 
and P are the densities of fruits escaping parasitism, weevils escaping hyperparasitism, 
and parasitoids, in each patch of the metacommunity, respectively; <N>, <S> and <P> 
are the mean densities of fruits escaping parasitism, weevils escaping hyperparasitism, 
and parasitoids, over all the sites in the metacommunity, respectively; and mN,  mS, and 
mP are the dispersal rates of fruits, weevils, and parasitoids, respectively.  Hence we 
considered fixed, density-independent dispersal rates, as it is typically the case in multi-
patch modelling (e.g.,  Bonsall & Hassell 2000; Amarasekare & Nisbet 2001; Childs, 
Bonsall & Rees 2004; Amarasekare 2008; Gouhier, Guichard & Gonzalez 2010).  We 
also assumed that all patches had equivalent emigration and immigration rates.
The parameters (r, a, b, K), as well as the threshold density, were randomly drawn 
from  the  empirical  distributions  previously  defined  for  each  patch  of  the 
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metacommunity,  composed of  5,  10,  15  or  20  tritrophic  networks,  and were  set  as 
constant  over  time.   By  doing  so,  we  established  a  priori which  patches  in  the 
metacommunity were more likely to persist, and which were more likely to be a source 
or a sink for each trophic level.  For each number of connected patches, we varied the 
dispersal rate from 0 to 0.5.  As seed-predators and parasitoids are likely to disperse 
further  and  at  higher  rates  than  plants,  and  to  have  similar  numbers  of  dispersing 
individuals  across  the  three  trophic  levels,  we  chose  mS =  mP =  10*mN,  based  on 
empirical mean densities, which were one order of magnitude higher for healthy fruits 
than for the two higher trophic levels.  We ran 500 simulations for each combination of 
patch  number  and  dispersal  rates,  as  described  above.   For  each  simulation,  we 
calculated the proportion of patches that sustained persistent tritrophic dynamics.  A 
patch was considered to be non-persistent if any of the three trophic levels had a null 
density for more than 50 time steps at the end of the simulation.  We also calculated the 
frequency at which patches were sources, at each trophic level, as a proportion of the 
simulation time.  A patch was considered to be a source for one trophic level at a given 
time step, if its density was greater than the mean density of all patches.  We calculated 
the frequency at which a patch was source for a given trophic level, and explored how 
patch  characteristics  affected  its  source  behaviour,  by  calculating  correlation 
coefficients between the three source frequencies, the (r,  a,  b,  K) parameters, and the 
threshold  density.   Finally,  we  calculated  the  proportion  of  patches  that  had  been 
rescued for each trophic level at least once over the course of the simulation, i.e. patches 
for which the population density of the trophic level considered had dropped to zero and 
subsequently bounced back.  In these rescued patches, we calculated the intensity of the 
rescue effect, as the number of times the population had been rescued.  All quantities 
were  averaged  over  the  500  simulations  run  for  each  combination  of  number  of 
connected patches and dispersal rates.
Results
The  fruit-to-flower  ratio  K was  found  to  be  significantly  lower  than  one  (95%-
confidence interval of the intercept of the null model: [0.37; 0.50]), with a mean of 0.44 
across study sites and years (Fig. 3a-b; Table 2), suggesting that A. majus is pollinator-
limited.  The year of sampling had a marginal effect on K through its interaction with 
altitude  (Fig. 3a,  Table  2;  K only  increased  with  altitude  in  2012),  and through  its 
interaction with the total number of flowers produced in a population (Fig. 3b, Table 2; 
the increase in  K with the number of flowers was less pronounced in 2013 than in 
2012).  The plant subspecies had also a marginal effect on  K, both as a single effect 
(Fig. 3a-b, Table 2; mean  K values 0.51 and 0.38 for  A. majus striatum and  A. majus  
pseudomajus,  respectively)  and through its  interaction  with  the  level  of  disturbance 
(Table  2;  A. majus  striatum populations  had higher  K values  compared to  A. majus  
pseudomajus populations in non-disturbed patches only).
The  parasitism  rate  PR was  significantly  affected  by  the  interaction  between 
population size (flower number) and altitude (Fig. 3c, Table 3).  Indeed, the increase in 
PR with  altitude  was  steeper  in  small  populations  compared  to  large  ones.   The 
interaction between plant subspecies and year of sampling had a marginal effect on PR 
(Fig. 3c-d, Table 3; PR was higher in A. majus striatum patches compared to A. majus  
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pseudomajus patches in 2013 only).  Finally, the fruit-to-flower ratio K had a marginal 
effect on PR (Fig. 3d, Table 3; PR decreased with K).
Fig. 3.  Variation of the fruit-to-flower ratio K (number of fruits over number of mature flowers per study 
site),  ± SE with respect  to (a) altitude,  and (b)  the logarithm of the total  number of mature flowers  
produced per population.  Variation of the parasitism rate PR (number of parasitised fruits over number of 
fruits  per  study site),  ±  SE with respect  to  (c)  the logarithm of the total  number of  mature flowers  
produced per population, and (d) the fruit-to-flower ratio K.
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Table 2.  Impact of  subspecies,  sampling year,  disturbance level,  altitude, log-transformed number of 
mature flowers produced in a population, and of second order interactions on the fruit-to-flower ratio K.
Significance  type-II  tests  using  linear  mixed  models,  with  study  sites  specified  as  random  effects,  
presented in order of stepwise removal from the most likely model
Explanatory variable d.f. Log-likelihood ratio P-value
Plant subspecies: Flower number
Plant subspecies : Altitude
Flower number: Disturbance level
Plant subspecies : Sampling year
Sampling year: Flower number
Altitude: Disturbance level
Sampling year: Disturbance level
Plant subspecies : Disturbance level
Flower number: Altitude
Flower number
Disturbance level
Plant subspecies
Sampling year: Altitude
Sampling year
Altitude
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
0.0140
0.0382
0.904
3.73
5.68
2.76
3.26
4.66
3.83
0.397
2.12
6.26
6.62
0.0931
5.78
0.91
0.85
0.34
0.054
0.017 *
0.097
0.071
0.031 *
0.050
0.53
0.15
0.012 *
0.010 *
0.76
0.056
Table 3. Impact of plant subspecies, sampling year, disturbance level, altitude, log-transformed number of 
mature flowers per population, fruit-to-flower ratio K, and of second order interactions on the parasitism 
rate PR.
Significance  type-II  tests  using  linear  mixed  models,  with  study  sites  specified  as  random  effects,  
presented in order of stepwise removal from the most likely model
Explanatory variable d.f. Log-likelihood ratio P-value
Disturbance level
Sampling year: K
Sampling year: Altitude
Subspecies: Flower number
Subspecies: K
K
Plant subspecies: Sampling year
Plant subspecies
Sampling year
Flower number: Altitude
Flower number
Altitude
1
1
1
1
1
1
1
1
1
1
1
1
0.00407
0.119
0.179
0.134
2.49
4.61
5.84
1.88
3.00
8.90
0.838
1.21
0.95
0.73
0.67
0.71
0.11
0.032 *
0.016 *
0.17
0.084
0.0028 **
0.36
0.27
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We  then  explored  whether  variation  in  the  A. majus/seed-predator/parasitoid 
network could be explained by the dynamics of species interactions, independently of 
abiotic factors.  We first studied the theoretical conditions of persistence of a tritrophic 
network, and we then explored three scenarios of persistence in our empirical networks.
Assuming K = 0.44, the tritrophic model had a well-defined domain of persistence 
in the (r, a, b) parameter space, defined as the sets (r, a, b) for which a non-trivial stable 
equilibrium was reached before the end of the simulations (Fig. 4).  The volume of this 
persistence  domain  increased  sharply  with  K to  just  below  K =  0.23,  then  steadily 
declined for higher values of  K (Fig. 5).  At the mean empirical value  K = 0.44, the 
volume of the persistence domain was 44% of the maximal volume.
Fig. 4.  Parameter space of the tritrophic model for  K = 0.44; persistence explored through numerical 
simulations.  Light grey domain: non-persistence, defined as the crash of one of the N, S, P before the end 
of  the  simulation;  medium grey  domain:  oscillating  regime,  defined  as  the  persistence  of  the  three 
populations until the end of the simulation, which do not converge toward equilibrium densities;  dark 
grey domain: persistence, defined as the convergence of the three population dynamics toward non-trivial 
equilibrium densities.   Empirical  values (black dots) are projected on the panel corresponding to the 
nearest value of b.
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Fig. 5.  Variation of the volume of the persistence domain in the (r, a, b) parameter space with the fruit-
to-flower ratio K, and as a proportion of the maximal volume.  Black dots: simulated volumes; grey dots:  
predicted volumes for the empirical K values; arrows: predicted volume for the mean empirical K value.
We first investigated whether local empirical densities of A. majus fruits, the seed-
predator  and  its  parasitoid  were  consistent  with  local  persistence  of  the  tritrophic 
network, assuming no migration across networks.  In order to achieve this, we fitted the 
model  parameters  (r,  a,  b,  K)  for  each  sample  and  explored  long-term persistence 
through simulations.  Empirical values for Kj, (Nj, Sj, Pj) and (rj, aj, bj) are provided in 
Table  S2  (Appendix  S1).   Seven  samples  were  found  to  lie  within  the  persistence 
domain and twelve outside of it (Fig. 4).  There was no correlation between extinction 
time and the number of mature flowers used as a proxy of population size (values are 
given in Table S2, Appendix S1).  Out of the seven samples consistent with persistence, 
four were the 2012- and 2013-samples from sites LYS and VIL, and the remaining three 
from study sites which were only sampled in 2012.  When the tritrophic system did not 
persist, we observed numerically that the parasitoid populations became extinct first in 
eight of the twelve samples, whereas seed-predator and fruit populations became extinct 
first in two samples each.  After the parasitoid population crashed, seven samples had (r, 
a, K) parameters consistent with persistent host-dynamics (Table S2 in Appendix S1).
We  then  tested  an  alternative  scenario  of  metacommunity  persistence.   We 
hypothesized that differences across samples may reflect the temporal stochasticity of 
the system and that the local networks were independently and identically distributed 
draws of the same regional-scale random process.  The multivariate normal distribution 
that described the empirical parameters (r,  a,  b,  K) for this random process could be 
fitted  to  empirical  data  and  was  found  to  have  means  (1.92,  7.29,  16.1,  0.45)  and 
standard deviations (0.92,  4.54, 13.3,  0.15).  We then used random draws from this 
multivariate distribution to simulate tritrophic stochastic dynamics, and we found that 
the tritrophic system crashed in all cases.  We also simulated stochastic dynamics with 
smaller SD values, and in this case the modelled densities (N,  S,  P) did not always 
match empirical ones (Fig. S3 in Appendix S1).  With a low threshold density of 10-6 
(i.e. the density under which a population went extinct), we observed a high persistence 
49 / 161
probability (> 98%) only when the standard deviation of the multivariate distribution 
was small (about a fifth of the empirically-measured SD; Fig. S3 in Appendix S1).  With 
higher threshold densities, the persistence probability was smaller.
Finally,  we  explored  how  cross-patch  dispersal  increased  persistence.   We 
simulated  sets  of  patches  with  (r,  a,  b,  K)  parameters  drawn  from  the  normal 
distribution  calculated  previously,  and  varied  the  dispersal  rate  and  the  number  of 
patches.   The  proportion  of  persistent  patches  increased  with  both  the  number  of 
connected patches, and the dispersal rate.  Mean persistence increased from 20% in the 
absence of dispersal to over 80% for a dispersal rate of 0.1 (Fig. 6).  This dispersal rate 
corresponded to  10% of  weevils  and parasitoids  and 1% of  fruits  migrating  across 
patches  at  each  time step.   Most  local  networks  were alternatively  source  and sink 
independently for each trophic level, with a mean source frequency of 40%.  Only 7% 
of the patches were source for the three trophic levels for more than half the duration of  
the simulation.  Patches with high K values were often source for fruits, independently 
of the dispersal rate and the number of connected patches (mean correlation coefficient: 
0.54).  Patches with high b values were often sink for seed-predators, at high dispersal 
rates (mean correlation coefficient = -0.66 for a dispersal rate of 10%).  Finally, the 
proportion of patches rescued was higher for parasitoid populations, up to almost 30% 
at the intermediate dispersal rates of 0.05 – 10% (Fig. S4 in Appendix S1).  The number 
of  patches  rescued  was  twice  and  eight  times  smaller  for  seed-predator  and  fruit 
populations, respectively, and slightly decreased with the number of patches connected. 
Patches  were  rescued  on  average  38  times  over  the  course  of  the  simulation, 
independently of the dispersal rate and the number of connected patches.
Fig. 6.  Proportion  of  patches  (mean  ±  SE  on  the  500  simulations)  sustaining  persistent  tritrophic 
dynamics for different numbers of patches connected through dispersal, and under a range of dispersal 
rates such as mS = mP = 10*mN, where mN, mS and mP are the dispersal rates of fruits, seed-predators and 
parasitoids, respectively, in our tritrophic model.
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Discussion
We  conducted  a  detailed  study  of  biotic  interactions  between  A. majus,  its  insect 
pollinators, the specialist seed-predator R. vestita and its parasitoid wasp.  Our empirical 
survey suggests widespread pollinator limitation of  A. majus plants, as shown by the 
low fruit-to-flower ratio, with environmental conditions having a low impact.  Seed-
predators and parasitoids were present in most networks both years, and the parasitism 
rate was quite variable across patches and years.  An analysis of the persistence of the 
tritrophic model showed that not all empirical measures of the plant-insect networks 
were consistent  with local persistence when the local  networks were assumed to be 
independent of each other and at equilibrium.  This lead us to hypothesise that inter-site 
differences might be due to temporal stochasticity.  However, the empirically measured 
levels of environmental stochasticity were too high to maintain stable dynamics in our 
tritrophic  model.   Finally,  we  showed  that  dispersal  strongly  increases  tritrophic 
persistence.  As will be further discussed below, these findings are suggestive of source-
sink metacommunity dynamics.
The  relatively  low  fruit-to-flower  ratio  (44%;  Fig. 3a-b)  in  our  study  was 
comparable to that previously measured in a plant population of A. majus composed of 
hybrids of the subspecies striatum and pseudomajus by Tastard et al. (2012), which was 
ascribed to pollinator limitation.  Pollinator limitation may be associated with stochastic 
changes in pollinator communities, with habitat disturbance, or with other human causes 
(Ashman et al. 2004; Knight et al. 2005; Potts et al. 2010).  The fruit-to-flower ratio was 
found to be slightly higher only at undisturbed sites of A. majus striatum, where plants 
do not frequently incur damage from human activity.  This suggests that other factors 
may limit pollination of A. majus plants in the studied area.
Overall, 22% of the fruits were parasitised, and seed-predators were present on 
most sites, both years (Fig. 3c-d, Table 2).  The parasitism rate increased with altitude 
especially in small plant populations.  This could be due to the impact of population size 
and altitude on the fruit-to-flower ratio, as the parasitism rate also correlated to the fruit-
to-flower ratio (Fig. 3d).  Therefore, modelling was useful for exploring the impact of 
population size and the interactions among species of the three trophic levels.  Another 
possible reason for this effect is a lower hyper-parasitism rate in small, high-altitude 
plant  populations,  which  would  result  in  the  maintaining  of  large  seed-predator 
populations in the long term, and thus in high parasitism rates.
Our  model  helped  to  explore  the  more  general  problem of  the  persistence  of 
A. majus species  interaction  networks,  and  facilitated  a  direct  comparison  with 
empirical population densities.  Determining the conditions for mathematical stability 
conditions in a dynamic model is challenging and simulations and analytical approaches 
sometimes yield contrasting results  (Rohr, Saavedra & Bascompte 2014).  Our study 
species reproduce yearly and synchronously, and are therefore more suitably modelled 
using a discrete-time model  (Hassell & May 1973; Keeling, Wilson & Pacala 2002). 
Simulated densities may therefore undergo large changes between successive time steps, 
and deviate from the linear approximation.  This explains why the persistence domain 
estimated using the simulations approach extended less into the (r, a, b) parameter space 
than the feasible and stable domain estimated using a linear approximation (Fig. 4 and 
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Fig. S1  in  Appendix  S1).   The  discontinuity  of  the  latter  was  due  to  the  strong 
constraints of combined feasibility and mathematical stability.
Our model combined mutualistic and antagonistic interactions: the former were 
modelled implicitly as the carrying capacity of  A. majus corresponded to the fruit-to-
flower  ratio  K,  which  primarily  depends  on  pollinator  availability.   Antagonistic 
interactions  were  modelled  directly  using  the  classic  Nicholson-Bailey  model,  with 
three parameters (r,  the plant  growth rate;  a,  the parasitism rate;  and  b,  the rate  of 
parasitoid attacks).  We measured the volume of the persistence domain in the (r, a, b) 
space as a function of the fruit-to-flower ratio K, and found a critical transition around 
K = 0.23, with extinction at lower K values and persistence above (Fig. 5).  This showed 
that pollinator availability strongly influences the persistence of tritrophic interactions, 
and that  the  entire  network could  collapse  below a certain  pollinator  density.   This 
theoretical finding is consistent with results derived from a number of empirical studies 
(Biesmeijer et al. 2006), and it further supports previous findings on the risks associated 
with a collapse of pollinator populations (Potts et al. 2010).  In this regards, it would be 
useful to compare our results with recently developed coarse-grained models of large 
species interaction networks (Melián et al. 2009; LaBar et al. 2014).
One of the main goals of our modelling approach was to assess the extent  to 
which spatial  processes are needed to maintain the overall  persistence of the spatial 
network of  A. majus.   This question has often been addressed in relation to applied 
management  questions  in  agroecosystems  (Thies,  Roschewitz  &  Tscharntke  2005; 
Tscharntke et al. 2012), but the study of similar systems in the wild has provided useful 
insights into the processes at play  (Van Nouhuys & Hanski 2002).  According to the 
metacommunity framework, if some local populations within their community are non-
persistent while other are persistent, regional persistence is only possible if the species 
can  migrate  across  population  patches  (source-sink  dynamics;  Leibold  et  al.  2004; 
Logue et al. 2011).  Alternatively, all local populations within the community could be 
equally prone to extinction (patch dynamics).  Stochastic disturbance may cause local 
populations to become extinct.   To assess drivers of persistence in  A. majus  species 
networks, we first assessed whether the empirical networks were predicted to persist in 
the absence of dispersal and at local equilibrium.  Then, we sequentially explored the 
influence of stochasticity and of cross-patch dispersal on persistence.
We found that only 37% of the samples had estimated (r,  a,  b,  K) parameters 
compatible with persistent tritrophic dynamics in the absence of dispersal and assuming 
local equilibrium.  At sites sampled in both years, the tritrophic dynamics were either 
predicted to persist both years, or to be non-persistent both years.  If this pattern remains 
true  in  the  long-term,  this  would  be  consistent  with  source-sink  metacommunity 
dynamics, where the more persistent networks would serve as sources to refill the less 
persistent ones.  The two sites where persistence was predicted in both years (LYS and 
VIL)  were  located  at  the  centre  of  A. majus' range,  and  within  valleys,  facilitating 
migration  towards  neighbouring  sites  (Fig. 1).   Sites  where  non-persistent  dynamics 
were predicted tended to have more variable parameters (r,  a,  b,  K)  between years, 
when compared to where persistent dynamics were predicted.  This suggests that local 
dynamics could be transient rather than at equilibrium, or that spatial processes affect 
local  dynamics more strongly at  these sites,  altering the parameter  estimation.   The 
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probability of persistence was not higher in larger plant populations, suggesting that 
factors  other  than  small  population  size  may  limit  persistence.   In  our  simulations, 
parasitoid populations often crashed before the two other species, which concurs the 
theory on the determinants of food chain length (Calcagno et al. 2011).  In practice, we 
found only one instance where seed-predators were reported but not parasitoids.  This 
pattern may be explained by a higher dispersal rate of parasitoids than seed-predators, 
and  /  or  different  scales  of  other  spatial  processes,  as  has  been  observed  in  a 
plant/butterfly/parasitoid  metacommunity  (Van  Nouhuys  &  Hanski  2002). 
Alternatively, parasitoids may parasitise species other than R. vestita, and therefore be 
ubiquitous in the environment, a possibility that we did not explicitly account for.
As most of the local networks were predicted to be non-persistent if considered at 
equilibrium and in the absence of dispersal, we explored two alternative scenarios of 
persistence  involving  spatial  processes.   We  first  explored  whether  environmental 
stochasticity alone could explain the inter-site variation observed, and assumed that all 
the local networks were a random draw of a single and uniform stochastic process.  In  
this scenario,  all  the patches are non-persistent and would randomly go extinct if in 
isolation.   However,  they  are  regularly  refilled  from  neighbouring  patches.   The 
metacommunity may persist  if  the mean regional (r,  a,  b,  K) lies in the persistence 
domain and if the level of stochasticity is relatively small.  This corresponds to the patch 
dynamics paradigm of metacommunity theory (Leibold et al. 2004; Holyoak, Leibold & 
Holt 2005).  To test this scenario, we simulated stochastic dynamics by adding random 
noise to the (r, a, b, K) parameters in our model.  The densities of some of the samples 
that  were  predicted  to  have  local  non-persistent  dynamics  were  consistent  with  the 
predicted trajectories of the stochastic dynamics (Fig. S3 in Appendix S1).  However, 
the level of environmental stochasticity predicted by the empirical data was too high to 
obtain persistent regional tritrophic dynamics, other mechanisms are therefore required 
to maintain persistence at regional scale in a stochastic A. majus metacommunity, or to 
cause the spatial variation observed.  For instance, local environmental conditions may 
affect persistence and induce heterogeneity among networks.  In this case, depending on 
the relative importance of dispersal and local dynamics, we would observe source-sink 
dynamics or species sorting, rather than patch dynamics at the metacommunity scale.
Finally,  we  tested  a  scenario  of  persistence  where  we  explicitly  modelled 
metacommunity dynamics by allowing the dispersal of individuals across patches.  We 
showed that persistence increased significantly with dispersal in a system of connected 
patches within the empirical range of (r,  a,  b,  K) parameters (Fig. 6).  High dispersal 
rates  (10%)  were  required  to  obtain  more  than  80%  of  persistent  local  networks. 
Persistence  increased  with  the  number  of  connected  patches,  consistent  with 
metapopulation  theory  (Wilson,  Hassell  &  Holt  1998).   These  results  show  that  if 
empirical (r,  a,  b,  K)  parameters are considered to be fixed or slightly variable,  the 
A. majus metacommunity dynamics are likely to be source-sink dynamics, where the 
persistence of higher trophic levels is favoured by dispersal (Leibold et al. 2004; Cronin 
2007).  The simulations showed complex source-sink dynamics, with source and sink 
patches varying over time and across trophic levels.  This suggests a partial equivalence 
of patches in contributing to metacommunity dynamics, rather than a source or sink role 
determined by local conditions (Cronin, Haynes & Dillemuth 2004; Karban et al. 2012). 
The decoupling in source behaviour of a patch among trophic levels is likely due to the 
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independent  and random selection  of  parameters  (r,  a,  b,  K)  for  each  patch  in  our 
simulations.   This  may  not  reflect  natural  conditions,  as  some  of  the  empirical 
parameters  correlated  (a decreased  with  K,  and  b increased  with  population  size). 
Accounting  more  accurately  for  these  correlations  would  help  to  characterise  the 
A. majus metacommunity dynamics, which can be strongly affected by coupling across 
trophic levels (White 2008; White & Samhouri 2011).
By combining modelling with empirical data from an A. majus tritrophic network, 
we explored how environmental stochasticity and dispersal  are likely to affect  local 
dynamics and tritrophic persistence.  If the proposed pattern of source-sink dynamics of 
the system is confirmed, this  would imply that this  system is likely to be robust to 
environmental changes as long as the core populations are left unaltered.  In the future, 
this pattern of source-sink dynamics could be further tested through longer-term field 
observations of the temporal variations in empirical parameters (r, a, b, K).  This would 
serve to explore the impact of local environmental conditions on tritrophic persistence 
and on the dispersal of individuals from the three trophic levels.  Field experimental 
studies  of  dispersal  rates  and  community-wide  extinction  probabilities,  as  well  as 
studies of the genetic structure of our three study species would also provide further 
insights  into  metacommunity  dynamics.   Recent  studies  suggest  little  geographical 
structure  in  R. vestita (Manolopoulou  &  Emerson  2012),  and  among  A. majus 
populations in the Eastern Pyrenees  (Khimoun et al. 2011), although these data alone 
cannot serve to infer current dispersal rates.  Our findings provide a basis for assessing 
the underlying drivers of the eco-evolutionary dynamics of A. majus in the wild.
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Appendix S1. Mathematical complements, 
simulation results and supplementary 
information on study sites
Stability of the tritrophic model – mathematical analysis
1/ Calculation of  N  eq,  S  eq and P  eq from ( r  ,  a  ,  b  ,  K  ) and existence of a biologically  
relevant non-trivial equilibrium:
Writing the system of equations (1) of our tritrophic model at equilibrium, we deduce:
Neq = Neq . e
r .(1 − NeqK ). e−a. Seq ⇒ Seq = ra .(1 − NeqK ) ( S1 )
Seq + Peq = Neq . (1 − e
−a . Seq) ⇒ Peq = Neq .(1 − e−r .(1 −
Neq
K )) − r
a
.(1 − NeqK ) (S2 )
Seq = N eq . (1 − e
−a. Seq) . e−b . Peq ⇒ Peq =
1
b
. log ( a. Neq .(1 − e−r .(1 −
N
eq
K ))
r .(1 − NeqK ) ) ( S3 )
Neq are the roots of the function f(Neq, r, a, b, K) = (S2) – (S3), if any.  (S1) and (S2) then 
allow to numerically determine Peq and Seq from Neq for every set of (r, a, b, K).  If the 
equilibrium densities have biological, non-trivial values, i.e. if they are between ] 0 ; 1 [, 
then the equilibrium is feasible (Rohr et al. 2014).
2/ Linearisation close to the equilibrium:
The  Jacobian  matrix  at  equilibrium  M (or  matrix  of  perturbations)  assuming  linear 
deviation from the equilibrium of the system of equations of our tritrophic model is:
M = [1 − r .
N eq
K
−a . N eq 0
Seq
N eq
a . N eq . e
−a.S eq−b . Peq −b . Seq
Peq
N eq
a . N eq . e
−a.S eq . (1 − e−b. Peq) b . Seq ]
.
The eigenvalues of M are the roots of the polynomial P(λ) = a1.λ3 + a2.λ2 + a3.λ + 
a4, with:
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a1 = −1
a2 = 1 − r .
Neq
K
+ a . N eq e
−a. Seq−b .Peq + b . Seq
a3 = −[(1 − r . N eqK ). (a . N eq e−a . Seq−b. Peq + b . Seq) + a .b .N eq . Seq .e−a . Seq + a . Seq]
a4 = a .b . N eq .Seq .(1 − r . N eqK e−a . Seq)
that can be rewritten:
a1 = −1
a2 = 1 − r .
Neq
K
+ r .(1 − NeqK ). [ 1er .(1 − N eqK ) − 1 +
b
a ]
a3 = −r .(1 − NeqK )[(1 − r . N eqK ) .( 1er .(1 − NeqK ) − 1 + ba ) + b . N eq . e−r .(1 −
Neq
K ) + 1]
a4 = r .b . Neq .(1 − NeqK ) .(1 − r . NeqK .e−r .(1 −
Neq
K ))
using eqs. (S1-S3).  The eigenvalues can be numerically calculated, provided that values of 
(r, a, b, K), from which we deduce the values of (Neq, Seq, Peq), are available.
3/ Stability close to the equilibrium densities:
For  every  feasible  equilibrium  densities  (Neq,  Seq,  Peq),  the  model  is  stable  if  the 
dominant eigenvalue has a modulus < 1  (Beddington 1974; May 1974; May & Oster 
1976).  Near the equilibrium, the behaviour of the population dynamics is determined 
by the dominant eigenvalue,  and if  this  latter  has a modulus < 1 densities converge 
toward equilibrium densities after a small perturbation.
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Fig. S1.  Parameter  space  of  the  tritrophic  model  for  K =  0.44;  stability  explored  through an  exact 
linearisation  close  to  the  equilibrium.   Light  grey  domain:  non-biological  values  (non  feasible 
equilibrium); medium grey domain: unstable regime (|λ| >= 1); dark grey domain: stable and feasible 
regime (|λ| < 1).  Empirical values (black dots) are projected on the panel corresponding to the nearest  
value of b.
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Fig. S2.   Parameter  space  of  the  host-parasitoid  model;  persistence  explored  through  numerical 
simulations.  Light grey domain: non-persistence, defined as the crash of one of the two populations 
before the end of the simulation;  medium grey domain: oscillating regime, defined as the persistence of 
the two populations until the end of the simulation, which do not converge toward equilibrium densities; 
dark grey domain: persistence, defined as the  convergence of the two population dynamics toward non-
trivial equilibrium densities.
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Fig. S3.  Example of stochastic curves in phase space obtained for decreasing levels of environmental 
stochasticity.   The  parameters  (r, a, b,  K)  are  drawn  at  each  time  step  in  normal  distributions  with 
empirically measured mean values standard deviations that are a fraction of the empirical SD values  σ. 
(a) seed-predator density S as a function of fruit density N; (b) parasitoid density P as a function of fruit 
density N.  Empirical values (black dots) are projected on both panels.
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Table S1.  Metrics used in the field to measure flowers on sampled plants.
Figures are indicated for the plants that had more than 80% of mature flowers (824 sampled plants)
Type Assignment criteria Number per plant 
(Mean ± SEM)
Aborted bud Dried flower bud 0.52 ± 0.12
Bud Flower bud 0.42 ± 0.08
Nearly flowering Corolla almost formed but not open 0.045 ± 0.014
Flowering Opened corolla (anthesis) 0.25 ± 0.08
Faded Just faded flower, thus not assessable to one of the mature 
flowers' types
0.22 ± 0.06
Total number of immature flowers 0.94 ± 0.17
Aborted fruit Fruit formed, but aborted before complete development (no 
seeds)
0.54 ± 0.08
Aborted flower Evidence of a mature flower (dry sepals, which collapsed 
without subsequent fruit formation)
19 ± 1
Healthy fruit Fruit formed with viable seeds; without parasite inside 
(confirmed through dissection)
9.9 ± 0.7
Healthy weevil Fruit formed with either a living weevil inside (larva or adult), 
or a large, oval hole in the side of the fruit shell made by the 
adult which had completed its development
1.3 ± 0.2
Dead weevil Fruit formed with a dead weevil inside (larva or adult), without 
evidence of hyperparasitism
0.55 ± 0.09
Healthy parasitoid Fruit formed with either a living parasitoid emerging from the 
nymph of the weevil, or a small, round hole in the shell made 
by the adult parasitoid which had completed its development
1.2 ± 0.1
Dead parasitoid Fruit formed with a dead parasitoid inside 0.063 ± 0.021
Total number of hyperparasitized fruits 1.3 ± 0.2
Total number of parasitized fruits (including hyperparasitized fruits) 3.2 ± 0.4
Total number of mature flowers 32 ± 2
Total number of flowers 34 ± 2
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Table S2.  Nw, Sw, Pw, rw, aw, bw, values calculated for each study site and year of sampling; then further 
implemented in the model
Acron
ym 
_year
Calculated from empirical values Modelling(1) K = 0.44; (2) K = Kk
Kk
± SE
PR
± SE Nk Sk Pk rk ak bk
Ext. 
time*
Conv. 
time* Behaviour
ARE_
2012
0.42
± 0.04
0.064
± 0.026 0.39 0.024 0.0034 1.11 3.02 39.9 7 NA
(1) Unstable; 
converging (N, S)
(2) N = K
BAG_
2012
0.24
± 0.03
0.27
± 0.08 0.17 0.029 0.034 1.70 15.9 23.0 11 NA
Unstable; oscillating 
(N, S)
BAN_
2012
0.40
± 0.04
0.34
± 0.03 0.26 0.064 0.070 2.12 11.2 10.5
(1) 64
(2) 110 NA
Unstable; oscillating 
(N, S)
BES_
2012
0.40
± 0.07
0.43
± 0.06 0.23 0.13 0.038 3.23 10.4 6.65 56 NA
Unstable; (1) chaotic 
(N, S)
(2) oscillating (N, S)
CAL_
2012
0.45
± 0.09
0.078
± 0.035 0.41 0.028 0.0070 1.13 3.17 32.0 > 1000
(1) 586
(2) 897 Stable
LAG_
2012
0.10
± 0.02
0.40
± 0.10 0.059 0.018 0.020 2.68 58.3 36.9 2 NA
Unstable; oscillating 
(N, S)
LUC_
2012
0.20
± 0.05
0.55
± 0.08 0.092 0.061 0.050 NaN NaN 12.0 NA NA NA
LYS_
2012
0.50
± 0.06
0.26
± 0.06 0.37 0.089 0.042 1.68 4.97 9.18 > 1000
(1) 35
(2) 40 Stable
MIJ_
2012
0.60
± 0.06
0.41
± 0.06 0.36 0.069 0.17 2.83 16.6 7.22 10 NA
Unstable; (1) chaotic 
(N, S); (2) chaotic N
MON
_
2012
0.75
± 0.08
0.0020
± 0.0026 0.75 0.00075 0.00075 1.00 2.67 922 1 NA Unstable (N = K)
MST_
2012
0.31
± 0.05
0.24
± 0.05 0.23 0.034 0.042 1.60 11.4 19.1
(1) 31
(2) 
> 1000
(1) NA
(2) 468
(1 Unstable, 
oscillating (N, S)
(2) Stable
PAR_
2012
0.53
± 0.05
0.17
± 0.04 0.44 0.052 0.039 1.35 4.40 14.2 > 1000
(1) 64
(2) 534 Stable
PRA_
2012
0.57
± 0.03
0.47
± 0.08 0.30 0.17 0.095 4.81 13.1 4.59 5 NA
Unstable; oscillating 
(N, S) then crash of S, 
and N
SAL_
2012
0.51
± 0.09
0.22
± 0.08 0.39 0.079 0.035 1.53 4.34 10.5 > 1000
(1) 33
(2) 45 Stable
THU_
2012
0.35
± 0.04
0.067
± 0.021 0.33 0.017 0.0065 1.11 4.32 49.2 5 NA
Unstable; converging 
(N, S)
VIL_
2012
0.68
± 0.06
0.23
± 0.06 0.53 0.096 0.061 1.54 3.69 8.03 > 1000
(1) 48
(2) 71 Stable
ARE_
2013
0.36
± 0.03 0 0.36 0 0 NA 0 0 0 NA Unstable (N = K)
BAN_
2013
0.19
± 0.04 0 0.19 0 0 NA 0 0 0 NA Unstable (N = K)
LYS_
2013
0.58
± 0.03
0.17
± 0.06 0.49 0.089 0.011 1.35 2.58 10.6
(1) 10
(2) 
> 1000
(1) NA
(2) 55
(1) Unstable, 
converging (N, S)
(2) Stable
MIJ_ 0.49 0.41 0.29 0.15 0.054 2.83 7.82 5.80 (1) 115 NA Unstable; oscillating 
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2013 ± 0.05 ± 0.05 (2) 45 (N, S)
MON
_
2013
0.30
± 0.09
0.0075
± 0.0077 0.30 0.0023 0 1.01 3.34 0 NA NA
Unstable; converging 
(N, S)
PRA_
2013
0.43
± 0.04
0.30
± 0.12 0.30 0.053 0.078 1.89 10.8 11.6
(1) 53
(2) 59
NA Unstable; oscillating 
(N, S)
THU_
2013
0.57
± 0.06 0 0.57 0 0 NA 0 0 NA NA
Unstable (N = K)
VIL_
2013
0.54
± 0.06
0.29
± 0.09 0.38 0.11 0.050 1.82 4.94 7.66 > 1000
(1) 135
(2) 43
Stable
* extinction time and convergence time (see main text for determination).
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Chapitre 2.  L'apprentissage influence 
le choix des pollinisateurs (Bombus 
terrestris) entre deux types floraux 
sauvages d'Antirrhinum majus
L'approche d'écologie des communautés à l'échelle régionale développée dans le 
Chapitre 1 a permis de mettre en avant l'importance supposée de la dispersion dans le 
fonctionnement  de  la  méta-communauté.   En particulier,  les  pollinisateurs  semblent 
limiter la production de graines d'A. majus sur toute l'aire de répartition.  Pour mieux 
comprendre  leur  impact  sur  la  dynamique  évolutive  d'A. majus,  il  est  important 
d'adopter une approche plus fonctionnelle, visant à comprendre en particulier comment 
différents types floraux (représentés par les deux sous-espèces A. majus pseudomajus et 
A. majus striatum) peuvent être maintenus dans des aires géographiques adjacentes. Une 
possibilité  pour  explorer  cette  question  est  d'adopter  une  approche  expérimentale 
manipulant le comportement des pollinisateurs face aux signaux floraux d'A. majus.
I. Résumé
Comprendre comment le comportement des pollinisateurs influence le transfert de 
pollen entre  individus est  nécessaire pour quantifier  la dynamique éco-évolutive des 
espèces florales.  C'est aussi un défi majeur, car la décision du pollinisateur de visiter 
une fleur dépend de l'attractivité de la fleur, mais aussi de l'expérience antérieure du 
pollinisateur,  ainsi  que  du  contexte  environnemental  qui  interfère  avec  les  signaux 
floraux.
Les travaux antérieurs sur  Antirrhinum majus suggéraient un rôle prépondérant 
des pollinisateurs dans l'isolement reproducteur entre les deux sous-espèces sauvages, 
A. majus pseudomajus (aux fleurs magenta) et A. majus striatum (aux fleurs jaunes), et 
dans  le  maintien  en  parapatrie  de  leurs  aires  de  distribution  naturelles.   Dans  les 
populations naturelles des zones de contact contenant des types floraux de plusieurs 
couleurs, la constance des pollinisateurs pour le type floral majoritaire augmenterait le 
transfert  de pollen entre  individus  similaires,  et  réduirait  le  transfert  entre  individus 
différents.   Nous  avons  émis  l'hypothèse  que  la  constance  des  pollinisateurs  serait 
provoquée par l'apprentissage du type floral majoritaire lors des premières visites de 
fleurs du pollinisateur.
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Nous  avons  entraîné  des  bourdons  naïfs  (Bombus  terrestris,  le  pollinisateur 
majoritaire d'A. majus) à butiner spontanément sur des plantes en fleurs d'A. m. striatum 
uniquement,  ou d'A. m. pseudomajus uniquement,  en cage de vol.   Ensuite  nous les 
avons soumis à un choix entre les types floraux de chaque sous-espèce présentés aux 
extrémités d'un tunnel en Y.  Nous avons testé l'influence de l'apprentissage (bourdons 
naïfs,  bourdons  entraînés  sur  A. m. striatum,  ou  bourdons  entraînés  sur 
A. m. pseudomajus) sur leur préférence entre les deux types floraux, en fonction du type 
de  signaux  floraux  disponibles  (signaux  visuels  uniquement,  signaux  olfactifs 
uniquement, ou signaux visuels et olfactifs).
Nous avons mesuré les différences entre les signaux visuels et olfactifs des types 
floraux de chaque sous-espèce.  Les couleurs de chaque type floral étaient perceptibles 
et discernables par les bourdons.  Contrairement à des travaux précédents (Suchet et al. 
2011, 2012), nous n'avons pas trouvé de différence entre les odeurs florales des deux 
sous-espèces  d'A. majus,  même si  certains  composés  aldéhydes  étaient  émis  en plus 
grande quantité chez A. m. striatum que chez A. m. pseudomajus.  Ce résultat est discuté 
dans la partie Discussion du manuscrit de thèse.
Nous avons trouvé que les bourdons n'avaient pas de préférence innée entre les 
deux types floraux.  Les bourdons entraînés sur des individus A. m. striatum préféraient 
ce  même  type  floral,  même lorsque  seuls  les  signaux  visuels  ou  seuls  les  signaux 
olfactifs étaient disponibles.  Par contre, nous n'avons pas trouvé de renforcement de la 
préférence  pour  le  type  floral  connu lorsque  les  deux voies  de  signalisation  étaient 
disponibles.  Les bourdons entraînés sur des individus A. m. pseudomajus n'avaient pas 
de préférence entre les deux types floraux, et étaient légèrement plus lents à prendre leur 
décision.   Nous  suggérons  que  les  comportements  de  constance  des  pollinisateurs 
observés  en  populations  naturelles  contenant  plusieurs  types  floraux  d'A. majus 
reposeraient sur l'utilisation de la mémoire à court terme, au cours d'une séquence de 
vol, plutôt que la mémoire à moyen terme induite par l'apprentissage et testée dans notre 
expérience.
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Abstract
Understanding  how pollinator  behavior  may  influence  pollen  transmission  across 
floral types is a major challenge, as pollinator decision depends on a complex range 
of environmental cues and prior experience.  Here we report an experiment using the 
plant  Antirrhinum majus and the bumblebee  Bombus terrestris to  investigate  how 
prior learning experience may affect pollinator preferences between floral types when 
these  are  presented  together.   We  trained  naive  bumblebees  to  forage  freely  on 
flowering individuals of either A. majus pseudomajus (magenta flowers) or A. majus  
striatum (yellow flowers) in a flight cage.  We then used a Y-maze device to expose 
trained bumblebees to a dual choice between the floral types.  We tested the influence 
of training on their choice, depending on the type of plant signals available (visual 
signals, olfactory signals, or both).  Bumblebees had no innate preference for either 
subspecies.  Bumblebees trained on the yellow-flowered subspecies later preferred 
the yellow type, even when only visual or only olfactory signals were available, and 
their  preference  was  not  reinforced  when  both  signal  types  were  available.   In 
contrast, bumblebees trained on the magenta-flowered subspecies showed no further 
preference between floral types and took slightly more time to make their choice. 
Since pollinator constancy has been observed in wild populations of  A. majus with 
mixed floral types, we suggest that such constancy likely relies on short-term memory 
rather than acquired preference through long-term memory induced by prior learning.
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Introduction
A large proportion of plants are insect-pollinated, and pollinator behavior may impact 
plant evolutionary dynamics.  Since pollinators mediate pollen flow, they may strongly 
affect overall plant gene flow [1].  An abundant literature has focused on pollination 
syndromes, i.e. the reciprocal adaptation of the phenotype of both specialist partners [2]. 
Yet most flowering plants are visited by generalist pollinators, which may have a greater 
and more complex role in the eco-evolutionary dynamics of plant-insect interactions 
than specialist pollinators [3].  In the present study, we aim to document how floral 
signals  influence  pollinator  preference  depending  on  their  individual  experience,  in 
bumblebees foraging on Antirrhinum majus.
Pollinator-induced selection relies on the capacity of the pollinator to discriminate 
floral types on the basis of floral signals, which are often multi-modal and complex [4]. 
Plant-pollinator interaction offers an excellent example of a signaling pathway that has 
evolved to  cope with  environmental  complexity  [5;  6].   Both visual  signals,  which 
include floral  display,  plant and flower morphology, flower color,  and also chemical 
signals, such as floral scent, are especially critical in plant detection [4; 7].  Pollinators 
may  select  preferentially  phenotypes  that  display  particular  traits.   Most  empirical 
demonstrations  of  such  selection  rely  on  correlations  between  floral  trait  variation, 
pollinator  visit  frequency,  and plant  fitness  [8-11].   Also,  differential  flower  choice 
across pollinator individuals or species contributes to maintaining phenotypic variability 
[12].  For instance, nocturnal moths mostly rely on floral scent to find the plant [13; 14], 
whereas  hummingbirds  mostly  use  visuals  signals  [13].   Complex  density-  and 
frequency-dependent  patterns  may  occur,  if  pollinator  preference  for  a  particular 
phenotype is influenced by plant density [15].  In extreme cases, divergent selection 
may lead to speciation, with most different phenotypes having a higher fitness [16].
Many  pollinators  show constancy  while  foraging,  i.e.  they  visit  preferentially 
some floral types, ignoring valuable resources from other floral types, and thus induce 
preferential  pollen  transfer  among  similar  individuals  [17;  18].   This  constancy  in 
foraging behavior results from a learning process, which combines short-term and long-
term memory [5].  Pollinators are able to acquire a preference, or an aversion for some 
floral  signals  by learning to  associate  these signals  to  a  reward [19-21].   A rapidly 
expanding literature has used bumblebees and honeybees as biological model species to 
explore the cognitive processes involved during associative learning of a reward with 
simple visual and olfactory cues [22; 23].  Pollinators modify their behavior depending 
on their acquired experience, but also depending on environmental information, such as 
the variability of floral signals in the target species, the local diversity of floral species, 
their spatial arrangement, and background environment [5; 24; 25].  Semi-controlled 
experimental studies that integrate a certain degree of variability may help to predict 
foraging behavior of pollinators in natural conditions.
The Antirrhinum majus plant complex provides an excellent opportunity to study 
the role of generalist pollinators in reproductive isolation.  Two inter-fertile subspecies 
differ  in  flower  color,  Antirrhinum  majus  pseudomajus with  magenta  flowers,  and 
Antirrhinum majus  striatum with yellow flowers.   They are  distributed  in  parapatry 
across the eastern half of the Pyrenees mountains, and a hybrid zone has been carefully 
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studied  [26].   Because  both  subspecies  are  exclusively  insect-pollinated,  pollinator-
limited, and share pollinators [27], pollinators are likely to influence gene flow between 
subspecies,  by  inducing  directional  pollen  transfer  among  plant  individuals.   First, 
bumblebees,  which are the main pollinators  of  A. majus in  the wild [28],  appear  to 
discriminate colors of both subspecies and of hybrids [29; 30].  Also, they are likely to 
use floral scent as a signal in this species [28].  Second, pollinator constancy during 
foraging has been observed in wild parental populations flanking the contact zone with 
one dominant floral type and few hybrids (C. Andalo personal observation).  Also, plant 
female  fitness  measures  suggest  an  assortative  mating,  which  may  result  from 
directional  pollen  transfer  through  pollinator  constancy  [30].   Finally,  a  previous 
experiment  has  shown  that  color  diversity  of  artificial  inflorescences  influences 
constancy in bumblebees foraging bouts; bumblebees preferentially visited and were 
more constant to the most common floral type, and their constancy was reinforced when 
the number of differently colored floral types increased [31].
In the present study, we aim at testing experimentally how the learning process of 
bumblebees  affects  their  preference  between  A. majus subspecies,  and  how  the 
differential use of plant signals (color vs. odor) affects their choice.  We address the 
following questions:  (i)  how do the  two subspecies  differ  in  floral  signals?;  (ii)  do 
bumblebees have an innate preference for one of the two floral type?; (iii) after training 
on one floral type, do they acquire a preference? and (iv) do preference patterns, if any, 
depend on plant signal availability?
Materials and methods
Biological material
Antirrhinum majus (Plantaginaceae) is a hermaphroditic, self-incompatible, short-lived 
perennial, which produces annual inflorescences with personate, zygomorphic flowers. 
The two subspecies  A. m. pseudomajus  and  A. m. striatum are related as sister clades 
[32; 33], and they differ by flower color.  They occur parapatrically in the eastern part of 
the Pyrenees where they come into contact in a zone stretching 150 km along the Sierra 
del Cadi in Catalonia, Spain [26].  In Antirrhinum, the corolla is made of two lobes that 
close the flower, and only large bees are able to get access to the nectar (mostly Bombus 
spp  and  Xylocopa  violacea,  [28;  30].   Thus,  insect  pollination  is  obligatory  in  this 
system.
Plants used in this study were grown in a greenhouse.  In October 2011, up to 50 
mature individuals were sampled for seeds at each locality, in nine wild populations in 
the Pyrenees (Table 1).  These localities are non protected, municipal areas and thus no 
specific permission was required to sample plant material.  We collected only seeds of 
A. majus, which is not an endangered or protected species, and there are no other known 
protected or endangered species in the sampled localities.  Seeds were grown into plants 
in the spring-summer 2012.  Within populations, individuals were then hand-crossed at 
random; all individuals were crossed at least once.  Next-generation seeds were exempt 
of maternal effects as all plants had grown in a common garden.  In spring 2013, we 
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used these next-generation seeds to grow plants that were used in our experiment with 
bumblebees.  Growing conditions in the greenhouse were natural light with shading 
when solar radiation exceeded 800 W/m2, and temperature variations followed outdoor 
conditions but were constrained from 15 to 28°C.  Plants were grown in individual pots 
(height 8 cm; diameter 10 cm) filled with universal compost, with no nutrient addition. 
Plants were automatically supplied with water twice a day and vertically grown with 
wood sticks.   They were protected from possible  pollinating and herbivorous insect 
species by a fine mesh material during their development and when they were not used 
for bumblebee training or behavioral tests.
Table 1.  Description of the parental plant populations
Acro
nym
latitude, 
longitude Location
Altit
ude 
(m)
Subsp
ecies
Sample 
size 
(floral 
scent)
Sample 
size 
(reflect
ance)
Plants 
used in 
learning 
sessions
Number 
of tests 
using 
plants of 
each 
locality
Description
BAN 42.488745, 3.124752
Banyuls-
sur-Mer 25
pseudo
majus 0 2 yes 0
Roadside 
bank (rocky)
BES 42.200420, 2.699175 Besalú 155
pseudo
majus 3 6 yes 114
Stone walls 
in village
LUC 42.966881, 2.259513
Luc-sur-
Aude 225
striatu
m 0 0 yes 18
Roadside 
bank and 
river-side 
bank (rocky)
LYS 42.831762, 2.209184
'Pierre-
Lys' 
gorge
375 striatum 2 0 yes 30
Roadside 
bank 
(rocky / 
herbaceous)
MIJ 42.725279, 2.038218 Mijanès 1347
striatu
m 0 0 yes 0
Roadside 
bank 
(herbaceous
PAR 42.315363, 2.219561 Pardines 1098
pseudo
majus 5 3 yes 74
Roadside 
bank 
(herbaceous)
PRA 42.404787, 2.479175
Prats-de-
Mollo 761
pseudo
majus 4 3 yes 126
Stone walls 
in village 
and rocky 
bank
THU 42.638797, 2.735808 Thuir 113
striatu
m 5 4 yes 25
Roadside 
bank 
(herbaceous)
VIL 42.591819, 2.365969
Villefran
che-de-
Conflent
531 striatum 3 1 yes 141
Bank (rocky 
and shrubs)
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For our behavioral tests, we used  Bombus terrestris (ssp.  terrestris) bumblebees 
from six commercial  colonies (Biobest,  Orange,  France).   Colonies were fed with a 
nutritive  sugar-based  solution  and  with  a  mixture  of  pollen  commonly  used  for 
beekeeping.  They had had no contact with real flowers or other colored or scented 
rewarding source prior to the experiment, and were thus considered as flower-naive. 
Only worker bees were used in the experiment.
All experiments were performed at the CNRS Station of Experimental Ecology in 
Moulis,  France,  from July,  6th to  August  7th 2014.   Manipulations  were  conducted 
outdoors, except on rainy days where they were performed inside the greenhouse in a 
different  compartment  from the  growing  plants.   Inasmuch  as  possible,  we  limited 
visual  heterogeneities  in  the  surroundings,  which  appeared  either  uniformly  green 
(grass)  to  bumblebees  or  gray  for  indoor  conditions.   Throughout  the  experiment, 
climatic  outdoor  conditions  were  measured  (greenhouse  sensors  Aria:  temperature, 
rainfall, solar radiations).  Due to the experimental time periods (from 5pm to nightfall; 
see Bumblebee behavioral tests section), we measured a large range of environmental 
conditions (temperature: 14 – 35°C; solar radiation: 0 – 700 W/m2), but we did not 
detect  any  effect  of  such  variations  (see  Statistical  analyses  of  bumblebee  choice 
section).
Characterization of plant signals of A. majus subspecies
Both visual and olfactory plant signals were measured on the same plants as those used 
in the behavioral tests on bumblebees (see Bumblebee behavioral tests section), except 
in cases when flowers had faded in between.  This represented 77% of plants for floral 
scent (20 of 26 plants), and 31% of plants for color (8 of 26 plants).  We also measured 
floral scent for three additional intact plants, and color for 11 additional plants that had 
been used to train bumblebees, assuming that nectar collection by pollinators does not 
significantly modify flower color.  Floral scent was measured the same day as plants 
were used in bumblebee behavioral tests whenever possible, and plants were randomly 
sampled across subspecies each day.  Flower color was sampled a few days after the 
tests.
Measure of flower color
Flower  reflectance  spectra  were  measured  from 300  to  800  nm  with  a  USB2000 
spectrometer  with  a  DH-2000  deuterium–halogen  lamp  and  analyzed  with  the 
OOIBase32 software (Ocean Optics, Inc., Dunedin, FL).  Measurements were carried 
out with the probe placed perpendicularly to a tangent to the surface, and reflectance 
data  were  expressed  comparatively  to  a  white  standard  disk  (type  WS;  Labsphere, 
Congleton, United Kingdom).  One to two flowers per plant were measured, on three 10 
× 10 mm zones placed on a plane surface below the probe.  The zones were chosen at 
three positions of the flower corolla for each flower: corolla tube, inferior and superior 
petals.  Each measure was repeated twice.  For each measure, color loci were calculated 
in a bee hexagon color space [31; 34-36], using the spectral sensitivity curves of the 
three receptors of the species B. terrestris, and the spectral reflectance of a natural green 
background  positioned  at  the  center  of  the  hexagon.   The  hexagon  representation 
illustrates  how  bees  discriminate  objects:  the  points  more  distant  from  the  central 
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position are better distinguished from the background color.  The corolla tube, the less 
bright part of the flower corolla, was not different between A. majus pseudomajus plants 
and A. majus striatum plants, and thus not used to calculate the color loci of the plant. 
The color loci were defined as the average positions of the lower and upper corolla on 
all the flowers of the same plant.
Measure of floral scent
Floral scent was sampled on plants placed in chambers in the same position as during 
bumblebee behavioral tests (Fig. 1a), between 12am and 3pm, which corresponds to the 
peak of emission intensity [28; 37].  Each chamber was connected to a 200 mL/min 
aspiring pump with Teflon-PTFE tubing.  Volatile organic compounds (VOCs) were 
adsorbed on a 100 mg Tenax TA cartridge (60-80) placed between the chamber and the 
pump, during 15 min.   This protocol optimizes the signal-to-threshold ratio  without 
exceeding  the  breakthrough  volume  of  each  compound  in  the  conditions  of  our 
experiment  [38].   To  discriminate  VOCs  emitted  by  the  plant  from  possible 
environmental contamination, ambient air was sampled simultaneously to plants.  Blank 
samples from the empty chambers and from the Y-mazes used for bumblebee tests were 
also  collected.  Sample  cartridges  were  sealed  with  Teflon-coated  brass  caps 
immediately after collection, stored at 4°C, and analyzed at the most eight days later. 
Prior  to  sampling,  all  cartridges  were  cleaned  by  thermodesorption  at  320°C,  and 
analyzed by GC-FID (see next paragraph) to ensure the absence of contaminants on 
chromatograms.  Throughout the sampling period, temperature (37 ± 8°C; range 27 - 
52°C)  and  humidity  (44  ±  13%;  range  24  –  61%)  of  the  floral  headspace  were 
monitored with a datalogger (EL-USB2-LCD+, Radiospare) placed inside the chamber.
Fig. 1.  Y-maze apparatus used for bumblebee behavioral tests.  (a) Position of plexiglas plant chambers 
facing the arm ends.  The chamber at the left contains no plant (control: empty pot with a wooden stick).  
The chamber at the left contains a A. majus pseudomajus plant with four open flowers.  Connectors for 
plant scent collection are visible on the top of the chambers. (b) Fan causing an air flow from arm ends to  
the main channel.  The hole above the fan was used to put the bees inside the Y-maze.  The Y-maze 
neutral zone is red-shadowed.
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VOC samples were thermodesorbed (cool trap -30 to 250°C at 40°C/s) with a 
Turbomatrix  TD  desorber  (Perkin-Elmer,  USA),  and  were  analyzed  with  a  gas 
chromatograph coupled with a mass spectrometer and a flame-ionization detector (GC-
FID/MS, Clarus 500, Perkin-Elmer, USA) equipped with a DB-5 ms non-polar capillary 
column  (5%  phenyl-methylpolysiloxane;  30  m  ×  0.25  mm  ID  ×  0.25  µm  film 
thickness).   Samples were heated a 35°C for 5 min,  then to 160°C at 5°C/min and 
finally up to 220°C at 15°C/min and at 220°C for 10 min.  The carrier gas was helium.  
Mass spectra were recorded in the electron impact mode at an ionization voltage of 70 
eV and scanned from m/z = 35 to 450.  VOCs were identified with their retention index 
relative  to  C5-C15  n-alkanes  [39;  40].   The  retention  time  of  the  n-alkanes  were 
measured by injecting a mixture of C5-C12 standards, and using the retention time of 
C13-C15 n-alkanes measured in our plant samples, which are easy to identify by their 
mass spectra.  The identity of the VOCs in the plant samples was confirmed by the mass 
spectra, which were matched at each peak with those from the NIST library (2005). 
Peaks that could not be identified were defined as morpho-molecules characterized by 
their retention index (Table B in S1 File); most were classified as fatty acid derivatives, 
and a few of them were classified as benzenoid compounds.
VOC  abundance  was  quantified  by  its  FID  peak  area,  reported  to  external 
calibration of five pure standards (Sigma-Aldrich, France) that yielded the estimation of 
response factors k used in the calculation of VOC emission rates E.  The protocol used 
for external calibration is detailed in Supporting Information (S1 File).  For each VOC, 
E  (ng.min-1.flower-1) was obtained from the difference between the quantity of VOC 
measured in the floral scent and in ambient air:  E = (Asample   - Aair) / (k.t.Nf), with Asample 
and Aair (area units) the peak areas of the floral scent sample and the control ambient air 
sample respectively,  k ((area units).ng-1) the response coefficient,  t (min) the sampling 
time, and Nf the number of flowers at anthesis of the plant.  This equation is a simplified 
version of that used by [28], as we had no air purge of the chamber in our sampling 
method.   Thus,  the  incident  air  flow was equal  to  the  air  flow carried  through the 
collector cartridge.  This is known that the emission rate of some VOCs can be altered 
by environmental conditions [41; 42], and especially photosynthetically active radiation 
and  temperature,  which  led  to  the  development  of  algorithms  on  the  model  VOC 
isoprene to standardize the emission rate in a range of environmental conditions [43]. 
However,  the  different  VOCs  in  the  floral  blend  of  A. majus have  very  variable 
properties  in  terms  of  volatility  and chemical  class,  thus  we found that  is  was  not 
relevant to use such a standardization.  We did not find a strong impact of temperature 
or solar radiation on VOC emission.
Some peaks corresponded to molecules known to be atmospheric pollutants or 
non biogenic VOCs (ethylbenzene, styrene, naphtalene and phtalate derivatives, silicate 
and chlorate compounds), and other were quantified in large amounts in blank samples. 
These  peaks  were  considered  as  contaminants,  and  they  were  excluded  from  the 
analysis.   Rare  peaks  (present  in  less  than  10% of  the  sampled  plants)  were  also 
removed.  We assumed that peaks could be detected if the absolute area exceeded 1000 
area units, and the signal-to-noise ratio exceeded 10.  Quantification thresholds were 10 
ng for fatty acid derivatives, 0.75 ng for terpenic compounds, and 2.5 ng for benzenoid 
compounds, as estimated from the quantification thresholds of external standards (Table 
A in S1 File).  Thus, VOCs below these thresholds were excluded from quantitative 
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analyses (see next paragraph).  Finally, peaks for which uncertainty on area estimation 
was greater than 10% in average were also excluded from quantitative analyses.
Statistical analyses of floral scent profiles
We measured 152 VOCs, after excluding four rare ones.  We could identify 50 VOCs, 
and quantify 31 of them plus six unidentified VOCs.  Differences in presence / absence 
of VOCs between subspecies were analyzed for the 152 VOCs separately, by comparing 
proportions of individuals of each species for which the VOC was recorded with the 
function prop.test (library stats; [44]).  For the 37 quantified VOCs, we performed three 
analyses on the absolute quantities (in ng.min-1.flower-1), after a log-transformation and 
centering to reduce effects of variance heterogeneity due to difference in emission rates 
among VOCs,  and to  assign a relatively equivalent  weight  to  each VOC.  We first 
performed a principal component analysis of scent profiles to detect the most variable 
VOCs across plants.  We then performed a partial least square-discriminant analysis 
(PLS-DA,  R  library  mixOmics)  to  discriminate  the  scent  profiles  of  A. majus 
subspecies.   This  analysis  accounts  for  data  sets  with  multi-collinear  explanatory 
variables  and  a  small  number  of  samples  compared  to  the  number  of  explanatory 
variables; it also allows to test group separation [45; 46].  In PLS-DA, variables may be 
selected  that  explain  most  of  the  variance  among samples;  we selected  explanatory 
VOCs  for  which  the  variable  importance  index  was  above  one,  a  commonly  used 
threshold.  Third, we tested whether the variation of absolute emission rate in each VOC 
could be explained by subspecies with a two-sample  t-test.  Finally, we analyzed the 
emission rate  ratios  of  the 37 quantified  VOCs,  when the absolute  emission  rate  is 
normalized by the total emission rate of the 37 VOCs.  We performed a correspondence 
discriminant analysis on the ratios.
All statistical tests in our study were performed in the R software (R Development 
Core Team 2014).
Innate versus acquired preference of bumblebees for A. majus 
subspecies
Bumblebee training procedure
To test how the learning experience of the bumblebees may influence their preference 
between A. majus subspecies floral types, we generated three sets of individuals.  The 
first two sets were trained to forage on plants of one subspecies only, and we then tested 
their  choice between plants of different subspecies.  The third set  was composed of 
naive bumblebees and used as a control.
The  learning assay  was  conducted  as  follows.   Each day,  two groups  of  five 
bumblebees were trained to foraging in a flight cage, one from 9am to 10am and the 
other from 10am to 11am.  The most active bumblebees were isolated from their colony 
and introduced into the flight cage, through the Y-maze used in the behavioral tests (see 
below), but with arm ends open, to habituate them to the Y-maze environment.  One 
colony was used each day, and we alternated the colonies.  The flight cage consisted of 
a wooden frame of 1.6 × 1.2 × 0.9 m covered with a fine mesh (Fig. 2).  Six to eight 
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plants that had from one to five flowers at anthesis each were randomly selected from 
the  pool  of  available  individuals  from  different  geographical  origins.   They  were 
randomly placed inside the cage, and were randomly permuted after half an hour.  The 
total  number  of  available  open  flowers  was  maintained  as  constant  as  possible 
throughout the training, but varied from 11 to 31 (mean 20 ± 1 SEM) due to flowering 
plant availability.  Two groups of plants were used for the two sessions each day, and for 
three  successive  days,  except  the  ones  that  had  completed  flowering,  which  were 
replaced.  Flower nectar is naturally refilled in less than 24 h within an  Antirrhinum 
flower (C. Suchet and E. Tastard, pers. obs.), thus all bumblebees had access to similar 
quantities  of  nectar  throughout  the  experiment.   During  the  training,  bumblebees 
foraged freely.  All foraging events were recorded, and classified as a visit when the bee 
landed on a flower without entering, or a nectar / pollen collection when the bee entered 
the flower.  At the end of the training session, trained bees were placed together in an 
empty  clean box until  the late  afternoon.   They were supplied  with water  to  avoid 
dehydration,  but  they  were  not  provided  with  food  to  maintain  optimal  foraging 
conditions.  We also trained the naive bees, using the same protocol as for bees trained 
on real flowers, but using artificial rewarding spots exempt of visual and olfactory cues.
Fig.  2.  Flight  cage  used  for  bumblebee  training  procedure.   Plants  are  of  the  subspecies  A. majus  
striatum (yellow-flowered).
Bumblebee behavioral tests
To test the joint effect of learning experience and plant signal availability on bumblebee 
choice,  we  used  a  factorial  design,  where  we  varied  bumblebee  experience  (three 
modalities:  pseudomajus-trained /  striatum-trained / naive bees) and the type of plant 
signals (three modalities: color only, odor only, color and odor).  All experiments were 
conducted in two Y-mazes simultaneously.  The bees trained to foraging in a flight cage 
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in the morning were exposed to a choice test in the late afternoon.  We conducted choice 
tests between plants of different subspecies, and control tests between plants of the same 
subspecies.  Control  tests  were  conducted  to  reveal  possible  biases  influencing  bee 
behavior and bee ability to discriminate against two plants of the same subspecies.  The 
two plants used in a test were selected to have the same number and arrangement of 
flowers  along the  stem,  and had never  been in  contact  with any insect  before.   To 
control for orientation, all tests were repeated with the same bees by varying the left / 
right position of the two plants at arm ends.
Y-mazes were constructed in wood covered by UV-transmitting Plexiglas (Fig. 1). 
The main channel was 200 mm long, 283 mm wide and 200 mm high.  The symmetric 
arms were 300 mm long, 200 mm wide and 200 mm high, and formed a 90° angle.  This 
size is compatible with bee capacity to discriminate flowers, as an inflorescence of two-
three flowers represents a spot of about 2 × 8 cm [47].  An air-flow system carried floral 
scent from arm ends to the main channel at 180mL/min, by air aspiration from a hole 
made in the front wall of the main channel (Fig. 1b).
We controlled how floral scent was carried through the Y-maze for the three types 
of plant signals, by sampling air in each arm and at the entrance of the main channel 
with the same method used for  floral  scent  sampling.   For  each VOC, the quantity 
measured in air samples inside the Y-maze was about 70% of the quantity measured in 
floral samples collected directly in the plant chamber.  We did not detect a bias in scent 
emission: when the same plant was placed at each arm end, the quantities detected in 
each arm did not differ, thus floral scent plumes were considered equivalent between 
arms.  Also, we did not detect a difference in scent quantities measured between the two 
Y-mazes.  Finally, we verified that the olfactory plus visual treatment did not alter the 
VOC quantities compared with the olfactory signal only treatment.  Quantities measured 
in the visual signal only treatment matched VOC quantities measured in ambient air 
around the Y-maze.
Bees  were  placed  inside  the  Y-maze  just  above  the  air  flow funnel  (Fig. 1b), 
through a UV-transparent plexiglas tube connected to a 100 × 100 mm landing area 
through a 35 mm-diameter  hole.   Arm ends were closed with three different  sheets 
corresponding to the three types of plant signals.  For the color treatment, sheets were 
Dura-Lar oriented polyester film.  For the odor treatment, sheets were cardboard panels 
covered with fine mesh outside and occulted light or every other visual cue at the arm 
ends.   For  the  treatment  with  both  color  and  odor,  sheets  were  Dura-Lar  oriented 
polyester film, with a centered 30 mm-diameter hole located 20 mm below the roof, and 
covered by a 50 × 50 mm fine mesh to prevent bees from escaping.  Plants were placed 
symmetrically in 200 × 200 × 900 mm chambers next to the arm ends (Fig. 1a).  Plant 
chambers consisted of a wooden frame covered by UV-transparent plexiglas except on 
the side next to  the Y-maze arm ends,  which was open.   The Y-maze was virtually 
divided into three zones: left arm, right arm and neutral zone (red-shadowed on Fig. 1b). 
A special attention was paid to the orientation of the Y-mazes during tests: we made sure 
that no direct sun radiation arrived by the arm ends, and that both arms had a similar 
light intensity.
Tests were conducted between 5pm and 8pm.  Each bee was tested up to four 
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times with at least 30 minutes between two successive tests.  The first two tests were 
performed on the same plant signals, with plants inverted across arm ends to control for 
potential orientation bias, while the last two tests were performed on a different type of 
plant signals.  Each test lasted five minutes from the time a bee was released into the Y-
maze.  Each time the bee crossed the border between zones of the Y-maze (right arm /  
left arm / neutral zone), the type of event, its duration and the type of movement were 
recorded.  Tested bees mostly flew from one zone to the other, they more rarely walked. 
We also recorded when the bee was immobile.  At the end of the five minutes, the tested 
bee was kept isolated in an aerated plexiglas tube before the next test.  Between tests, Y-
mazes  were  washed with 70°-ethanol  and aerated  for  five minutes,  then  purged for 
another five minutes to stabilize the air flow.  Between tests on different types of plant 
signals, Y-maze were washed with ethanol and aerated for 20 minutes.
Statistical analyses of bumblebee choice in behavioral tests
We analyzed bee preference in the Y-maze through their  first  choice.   We expected 
learning experience to shift the bee innate preference between floral types toward the 
learned floral type [20].  Thus, we expected that bees trained on  pseudomajus plants 
would tend to choose the  pseudomajus plant, and that bees trained on  striatum plants 
would tend to choose the striatum plant.
We found that naive bees tended to choose more often the left arm when two 
plants of the same subspecies were proposed (control tests).  Since we do not know the 
origin of this bias, we controlled the impact of plant position in the statistical tests.  This  
bias did not depend on the parental population of plants used in the test, nor on the Y-
maze device.
We analyzed preference,  i.e.  the proportion of bees choosing first  the  striatum 
plant  in  choice  tests  depending  on  their  learning  experience  and  the  type  of  plant 
signals.  This convention (choice for the striatum plant) was arbitrary, and it allowed to 
test  the three  groups of  bees  simultaneously (naive bees,  pseudomajus-trained bees, 
striatum-trained  bees),  and  thus  to  assess  how  learning  experience  affects  innate 
preference.  We performed generalized-linear mixed models with the HLfit function of 
the R library spaMM [48], with a binomial error structure.  Hive and bee nested within 
hive were specified as random factors.  We first analyzed the whole dataset to detect 
possible differences in preference amongst the three groups of bees.  Bee experience, 
the type of plant signals (color only, odor only, color and odor), and plant position (left: 
striatum plant  and  right:  pseudomajus plant,  vs.  left:  pseudomajus plant  and  right: 
striatum plant) were used as fixed effects.  Starting with the most complex model with 
the  interaction  between  the  three  factors,  the  most  likely  model  was  obtained  by 
sequential  removal  of  non-significant  interactions  of  highest  order.   Significance  of 
effects was assessed by a model comparison based on a log-likelihood ratio test.
To better disentangle the impact of plant position and type of plant signals, we 
analyzed  the  proportion  of  bees  choosing  first  the  striatum plant  in  the  three  data 
subsets of each group of bees separately.  Fixed effects were the type of plant signals 
and  plant  position,  and  random  effects  were  the  same  as  previously.   We  tested 
sequentially the significance of interactions and effects.  A significant preference for one 
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floral  type  was  assessed  by  the  estimation  of  the  intercept  value  (95%-confidence 
interval) on the best model for each of the three groups of bees independently.  A 95%-
confidence  interval  not  containing  0  was  interpreted  as  a  significant  preference  or 
aversion.
Next, we tested the impact of other explanatory variables on first choice, such as 
test day, temperature during the test, number of flowers per plant used in the test, mean 
number of flowers visited during learning session (a proxy of learning strength), quality 
of plants proposed during the learning session (in terms of number of days of use). 
None of these variables had an impact on bee behavior in Y-maze (data not shown).  To 
analyze bee constancy, we also used the ratio of time spent in each arm, and the ratio of 
moves of bees toward each arm.  Similar results as for first choice were obtained and 
these results are omitted here.
Finally, we analyzed how bee training type and type of plant signals influenced 
the time to first choice.  We used a Cox model using the 'coxme' R library.  This model 
relies on a survival function modeling the probability that a particular event happens 
before a given time.  In the survival function, we used the time before making a first  
choice and a two-level factor indicating the presence / absence of a first choice as the 
time  and  status  variables.   The  fixed  effects  were  bee  experience  and  the  type  of 
available plant signals, and we used the same random factors as above.  The most likely 
Cox model was obtained by removal of the non-significant interaction, and significance 
of  fixed  effects  was assessed through a  model  comparison based on an  analysis  of 
variance.
Results
Characterization of signals of plant subspecies
Flower color was clearly different between A. majus subspecies in the bumblebee color 
perception space (Fig. 3).  In most of the plants, flower color was inhomogeneous, as 
shown by the standard error -circles represented on Fig. 3.  A. m. striatum plants were 
more distant from the center of the hexagon than A. m. pseudomajus plants, suggesting 
that A. m. striatum plants are better distinguished from a neutral, green background than 
A. m. pseudomajus plants.
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Fig. 3.  Color loci of plants used in bumblebee behavioral tests, in the B. terrestris color perception space. 
Mean position ± SE (circle) per plant, on measures taken on the upper and lower petal on one to two  
flowers per plant.  Magenta dots: pseudomajus plants; golden dots: striatum plants.
Of the 152 VOCs measured in floral scent samples, three were found to occur 
significantly more in A. m. striatum than in A. m. pseudomajus: hexanal (Chi2 = 4.32, df 
= 1,  P = 0.038); heptanal (Chi2 = 4.08, df = 1,  P = 0.043), and one unidentified fatty 
acid derivative (Chi2 = 4.08, df = 1, P = 0.043).  The PCA on absolute emission rates 
showed that  A. m. pseudomajus had more variable emission rates than  A. m. striatum, 
but the scent profiles did not differ across subspecies.  Conversely, the PLS-DA based 
on VOC absolute emission rates successfully discriminated the floral scent profiles of 
plants of the two subspecies, with 11 VOCs explaining much of the variance among 
plants (Fig. 4).  Principal PLS-DA components in this analysis explained 63, 13 and 
15% of the total variance, and the remaining components explained much lower levels 
of  variance  among  samples.   A. m. striatum was  characterized by  higher  rates  of 
aldehydes  (hexanal,  heptanal,  octanal,  decanal,  undecanal  and  dodecanal)  while 
A. m. pseudomajus was  characterized  by  higher  rates  of  terpenic  compounds  (beta-
myrcene  and  gamma-terpinene)  and  of  three  unknown  compounds.   However,  the 
predictive power of this  discriminant  analysis  was low, with an error  rate on group 
assignation exceeding 50%, likely due to high variability across floral  scent profiles 
within  both  subspecies.   Thus  the  two  studied  A. majus subspecies  do  not  have 
significantly different floral scents.
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Fig. 4.  Partial least square-discriminant analysis (PLS-DA) on the 37 quantifiable VOCs in floral scent of 
A. majus subspecies (black:  A. m. pseudomajus; gray:  A. m. striatum).  (a) correlation circle of the most 
discriminant VOCs, and (b) samples projection, on principal components 1 and 2.  (c) correlation circle of 
the most discriminant VOCs, and (d) samples projection, on principal components 1 and 3.  The variation 
explained by each of the principal components is shown as percentages along axes.  Hepta': heptanal;  
'Bmy': beta-myrcene; 'Hexa': hexanal; 'Octa': octanal; 'Undeca': undecanal: 'Dodeca': dodecanal; 'Deca': 
decanal; 'Gt': gamma-terpinene; #62, #121 and #190: unknown compounds.
These results were confirmed by a t-test run on the absolute emission rate of each 
of the 37 VOCs between subspecies (Table B in S1 File).  Hexanal and heptanal were 
emitted at significantly higher rates, and octanal, undecanal and dodecanal at slightly 
higher rates in A. m. striatum than in A. m. pseudomajus.  The other VOCs did not differ 
across subspecies.  A. m. striatum plants tended to have higher total emission rates than 
A. m. pseudomajus plants, but this was not significant (Table B in S1 File).
Finally,  similar  patterns  could  be  found  in  relative  emission  rates.   Plants  of 
A. m. striatum had higher relative amounts of aldehydes (heptanal, octanal, undecanal 
and  dodecanal)  and  of  methyl-undecene  (isomer  #1)  and  one  unknown  compound 
(#166).   Plants  of  A. m. pseudomajus had  higher  relative  amounts  of  beta-myrcene, 
acetophenone, and one unknown compound (#121).  Together, all these differences in 
VOC emission rates between subspecies did not allow to unambiguously identify each 
plant as belonging to one subspecies.
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Innate versus acquired preference of bumblebees for A. majus 
subspecies
Bee  first  choice  was  significantly  influenced  by their  training  experience  (Table  2; 
Fig. 5).  Naive bees had no preference between subspecies (intercept estimate: 0.00 ± 
0.22; 95CI: [-0.42; 0.45]), irrespective of plant position and or type of plant signals. 
Striatum-trained bees showed a significant though small preference for striatum plants 
(intercept estimate: 0.43 ± 0.20; 95CI: [0.01; 0.90]).  This result held irrespective of 
plant position or the type of plant signals.  This is consistent with the idea that bees use 
both  visual  and olfactory  plant  signals  to  discriminate  and select  their  target  plant. 
However, no reinforcement of preference for the learned floral type when both signals 
are available could be detected.
Pseudomajus-trained  bees  had  no  preference  for  either  subspecies  (intercept 
estimate: 0.082 ± 0.20; 95CI: [-0.38; 0.49]).  We discovered that these bees chose the 
left  arm of  the  Y-maze more  often  than  random,  and that  this  orientation  bias  was 
stronger  when  only  olfactory  signals  were  available,  and  weaker  when  only  visual 
signals were available.  However, we found no residual preference between subspecies 
for any of the three types of plant signals after removal of bias effect.  Thus, our data do 
not  support  the  shift  of  innate  preference  toward  the  learned  floral  type  for 
pseudomajus-trained bees.
We also analyzed possible factors influencing bee decision.  We found that neither 
bee training experience nor the type of plant signals influenced the time to first choice 
(Table 3),  although  pseudomajus-trained bees  tended to be slower at  making a  first 
choice between floral types than both naive bees and striatum-trained bees (Fig. 6).
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Table 2.  Analysis of bumblebee preference between the two  A. majus subspecies, on the basis of 
their first choice
Log-likelihood ratio tests were performed on generalized linear mixed model modeling the probability to  
choose  the  striatum plant,  with  bee  experience,  type  of  available  plant  signals,  and  position  of  the 
striatum plant as fixed effects, and hive and bee nested within hive as random factors.  Each fixed effect 
was tested by controlling for the influence of all other fixed effects of equal or lower degree.
Explanatory factor
Log-
likelihood 
ratio
Degrees 
of 
freedom
P-value
1/ Entire dataset
Bee experience × Plant signals × Position 6.03 4 0.20
Bee experience × Position 14.4 2 0.00076 ***
Bee experience × Plant signals 0.750 4 0.95
Plant signals × Position 6.18 2 0.046 *
Bee experience 2.57 2 0.28
Position 9.82 1 0.0017 **
Plant signals 0.726 2 0.70
2/ Naive bees
Plant signals × Position 4.21 2 0.12
Position 0.749 1 0.39
Plant signals 0.282 2 0.87
3/ pseudomajus-trained bees
Plant signals × Position 7.81 2 0.020 *
Position 23.4 1 << 0.001 ***
Plant signals 0.603 2 0.74
4/ striatum-trained bees
Plant signals × Position 0.507 2 0.78
Position 0.00108 1 0.97
Plant signals 0.558 2 0.76
*** P < 0.001; ** P < 0.01; * P < 0.05.
Table 3.  Analysis of time to first choice between pseudomajus and striatum plants
Anova-tests were carried out on Cox models modeling the probability to make a choice after a certain  
time, with bee experience and type of available plant signals as fixed effects, and hive and bee nested  
within hive as random factors.  Each fixed effect was tested by controlling for the influence of all other  
fixed effects of equal or lower degree.
Explanatory factor Chi2 Degrees of 
freedom
P-value
Bee experience × Plant signals 6.98 4 0.14
Bee experience 2.09 2 0.35
Plant signals 0.670 2 0.72
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Fig. 5.  Proportion of bees choosing the striatum plant in the three groups of bees, and for the two plant 
positions in the Y-maze.  Error bars are standard errors on model parameters estimated from non linear  
mixed model.  Plant positions are specified on the x-axis by a left / right couple of spots (light gray: plant  
of the subspecies striatum; dark gray: plant of the subspecies pseudomajus).  Letters show significance in 
log-likelihood  ratio  tests  between  proportions  for  each  position,  in  the  three  groups  of  trained  bees 
separately (naive bees:  normal font;  pseudomajus-trained bees:  italic font:  striatum-trained bees:  bold 
font).  Stars emphasize a significant deviation from random choice (proportion 0.5).  Samples sizes are  
provided for each group.
Fig. 6.  Time to first choice in the Y-maze experiment.  Mean ± SE, for naive bees, bees trained on 
pseudomajus plants, and bees trained on striatum plants.  Samples sizes are indicated below error bars.
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Discussion
We  show  that  bumblebee  preference  for  floral  types  of  A. majus subspecies  was 
influenced  by  their  learning  experience.   Naive  bumblebees  did  not  have  innate 
preference  between the  yellow-flowered subspecies  A. m. striatum and  the  magenta-
flowered subspecies  A. m. pseudomajus.   Bumblebees previously trained on  striatum 
plants  showed a preference for  this  subspecies  in  choice tests,  but  those trained on 
pseudomajus plants did not display a similar preference toward  pseudomajus plants. 
Thus,  acquired  preference  of  bumblebees  is  influenced  by  the  floral  type  used  for 
learning.  Finally,  we did not observe a reinforcement of preference for the learned 
floral type when both visual and olfactory floral signals were available.
Our first  goal was to carefully quantify the phenotype of the individual plants 
used in the experimental approach.  Indeed, it is often assumed, rather than tested, that 
visible differences for humans imply distinguishable phenotypes for bees.  We measured 
a clear difference in color between  A. majus subspecies floral types (Fig. 3), and this 
difference was distinguishable by bumblebees [29; 36].  However, we found that floral 
scent was not significantly different across subspecies (Fig. 4).  We found significantly 
higher  emission  rates  of  aldehyde  compounds  in  A. m. striatum plants  than  in 
A. m. pseudomajus plants, but similar emission rates of benzenoid compounds, and high 
intra-group variability in the emission rates was measured for most VOCs.  Aldehydes 
are known to be emitted mostly by plant leaves [49], thus differences in floral blends of 
the subspecies may be due to differences in leaf metabolism rather than to the floral 
blend.  We measured leaf fresh weight on a reduced number of plants of both subspecies 
and did not find differences between subspecies, thus higher emission rates of aldehydes 
in A. m. striatum are unlikely due to higher leaf biomass.  This result on floral scent is 
inconsistent  with  that  of  [28;  50],  who  measured  a  strong  difference  between 
subspecies,  both  in  greenhouse  and  wild  conditions,  due  to  the  emission  of  high 
quantities  of  benzenoid  compounds  in A. m. pseudomajus but  not  in  A. m. striatum. 
Although we carefully explored this problem, we were unable to reproduce these results 
[28; 50].  One interpretation is that the biosynthesis pathway of benzenoids is under 
environmental  control,  and  the  difference  of  expression  in  wild  plants  of  A. majus  
striatum compared with plants of  A. majus pseudomajus is not maintained when the 
populations  are  self-crossed  to  remove maternal  effects.   It  would  be  interesting  to 
unveil  differences  in  the  regulation  of  the  biosynthesis  pathway  of  benzenoid 
compounds  between  A. majus subspecies,  and  whether  these  steps  may  indeed  be 
triggered or down-regulated by environmental factors.
During  our  tests  using  the  Y-maze,  we  contrasted  the  behavior  of  naive 
bumblebees  and  trained  bees.   We  found  that  naive  bumblebees  did  not  have  a 
preference for one of the floral types, irrespective of the type of plant signals that were 
available  (Fig. 5).   This  was  unexpected  since  the  literature  suggests  an  innate 
preference for yellow flowers of closely related bee species [20; 51].  In our experiment, 
floral signals other than corolla color may alter the bumblebees innate preference for 
yellow flowers, possibly resulting in the observed absence of innate preference between 
A. majus subspecies.
The main goal of this study was to explore the processes by which pollinators 
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acquire  preference  for  certain  floral  types.   Pollinator  constancy  is  one  possible 
mechanism contributing to the reproductive isolation between A. majus subspecies [26; 
30; 31; 52], because such a foraging behavior reduces gene flow across different floral 
types.  In a previous study, floral color diversity in a hybrid zone was simulated using 
artificial inflorescences [31].  This study showed a similar constancy for the dominant 
floral  type,  be  it  either  yellow or  magenta.   In  this  light,  the  asymmetric  effect  of  
learning experience on preference between floral types in our study was unexpected. 
However,  the  learning  process  we  imposed  to  bumblebees  differs  from  what  they 
experience when foraging freely among various floral types.  We imposed a fixed time 
lag of several hours between training session and choice tests to bumblebees, so their 
acquired preference must have relied on long-term memory.  Conversely, several studies 
showed constancy of different pollinator bee species within a foraging bout, which may 
mostly rely on short-term memory [31; 53; 54].  Short-term memory corresponds to 
instantaneous experience while foraging.  It vanishes after a few visited flowers, and is 
more likely to be used than long-term memory in complex environments  where the 
pollinator has to cope with multiple sources of information [5].
The asymmetric acquired preference across floral types suggests that the strength 
of associative learning was smaller for the pseudomajus floral type than for the striatum 
floral type (Fig. 5).  Preliminary data showed that  A. majus pseudomajus flowers had 
higher or equivalent nectar quantities than A. majus striatum flowers in wild populations 
or  in  greenhouse-grown plants,  with  similar  nectar  composition  and sugar  ratio  (C. 
Suchet, E. Tastard).  Thus, differences in rewards between floral types is unlikely the 
cause of a difference in the strength of associative learning measured in our experiment.
Another explanation may be that  A. m. pseudomajus floral signals are harder to 
perceive  or  less  reliable  than  that  of  A. m. striatum.   Yellow  flowers  are  better 
discriminated  than  magenta  flowers  from background colors  (Fig. 3,  and [55]),  and 
bumblebees tend to prefer yellow flowers in wild populations with red and yellow floral 
types of several plant species [56; 57].  Thus flowers of  A. m. striatum may be more 
easily  associated  to  a  reward  in  the  long-term  memory  compared  with  that  of 
A. m. pseudomajus.  If floral signals are variable within floral types, they may trigger 
weak constancy as compared with constant floral signals [58].  The PCA on floral scent 
profiles  suggests  that  floral  scent  is  more  variable  in  A. m. pseudomajus than  in 
A. m. striatum plants.   Conversely,  our  measures  of  corolla  color  show an opposite 
pattern.  However, these measures do not account for contrast within the corolla, and 
neither for patterns of coloration, which both may guide bees to the resource and thus be 
involved in the associative learning [59; 60].
Finally, we measured an orientation bias on pseudomajus-trained bumblebees, but 
not on striatum-trained bumblebees.  While this result is unlikely to strongly affect the 
pattern of acquired preference, as we controlled its impact with similar sample sizes for 
the two plant positions in the Y-maze, it could affect our ability to measure an acquired 
preference.  This bias was not due to light or other differences in background visual 
cues  between  left  and  right  arms,  nor  to  the  Y-maze  used  or  other  environmental 
variables measured.  Thus, it still begs for an explanation, and it would be important to 
further explore the underlying mechanism.  We further measured a slightly longer time 
before decision of pseudomajus-trained bumblebees than the two other groups (Fig. 6). 
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This suggests that they were more disorientated in the Y-maze.
On theoretical grounds, constancy is predicted to be stronger when floral types 
differ  in  multiple  floral  signals  [61].   Although  A. majus subspecies  did  not  differ 
significantly  in  floral  scent,  striatum-trained  bumblebees  preferentially  chose  the 
striatum plant  even when only olfactory  signals  were available.   This  suggests  that 
bumblebees were able to discriminate floral types on the basis of both color and scent.  
Aldehydes were found at significantly higher rates in  A. m. striatum, and they can be 
perceived by bumblebees [62; 63].  However, it would be surprising that such VOCs 
operate as attractants to pollinators, because they are often emitted by plants in reaction 
to herbivory, and are known to attract herbivores natural enemies [64].  They are also 
thought to reduce pollinator attractiveness, as they may signal herbivory-related damage 
[65].   Finally,  bumblebees are  highly sensitive to scent,  and we may have failed to 
detect the VOC used as a signal by bumblebees to choose between floral types, due to 
limits in the floral scent sampling method.
Although our study does not directly relate to the impact of pollinator foraging 
behavior in natural populations, we here discuss possible implications.  We showed that 
learning experience affects innate preference of bumblebees, but that the intensity of 
acquired preference depends on the learned floral  type.   In natural  populations,  this 
learning  process  could  cause  asymmetric  constancy  between  A. m. striatum and 
A. m. pseudomajus floral types.  Such an asymmetric foraging behavior could in turn 
cause a stronger assortative mating within yellow floral types than within magenta ones, 
when floral types are mixed, and reinforce the observed reproductive isolation between 
A. majus subspecies [26].  Complex context-dependent pollinator behaviors have been 
shown to play a role in floral isolation and hybridization in a number of cases (e.g. [15, 
66-68]).  In the A. majus wild populations, the bumblebee foraging behavior highlighted 
by our study would possibly result in  A. m. striatum floral types to spread toward the 
A. m. pseudomajus parental populations at a contact zone, if such directional pollen flow 
is not strongly altered by the other minor pollinators of A. majus.  A previous study on 
genetic introgression between A. majus subspecies at contact zones suggests reciprocal 
patterns  of  introgression  rather  than  an  unidirectional  gene  flow  of  A. m. striatum 
toward A. m. pseudomajus populations [69].  Especially, authors found that the largest 
hybrid  zone  has  moved  toward  former  A. m. striatum patches  rather  than 
A. m. pseudomajus patches.   However,  natural  situations  where  both  yellow  and 
magenta floral types are mixed are likely more complex due to the presence of hybrid 
floral  types.   This  may  influence  acquired  preference  and  foraging  behavior  of 
pollinators [31], and result in complex patterns in plant maternal fitness [30].  Finally, 
long-term evolutionary trends of floral hybridization and isolation as measured through 
genetic data are likely to be influenced by variation in pollinator availability, which may 
be stochastic [70-72].
Bridging the  gap between field  observations  and experimental  approaches  has 
been a longstanding challenge in ecology.  Over past years the study of the mechanisms 
of pollinator cognitive processes has moved towards increasingly detailed analysis of 
brain functioning, and this has been elucidated in part based on lab experiments [22; 
63].  However, the consequences of these processes for pollinator behavior in the wild 
remains elusive.  In the present study, we attempted to bridge this gap in assessing the 
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influence  of  floral  signal  variability,  variability  of  environmental  conditions  and 
learning experience on pollinator decision.  Expectedly, our results are not as striking as 
those  obtained  under  fully  controlled  conditions,  but  they  shed  light  on  the 
generalization of other experimental results.
Our  study  demonstrates  a  complex  interaction  between  floral  phenotypes  and 
acquired pollinator preference, when controlling the relative importance of visual versus 
olfactory  floral  signals.   These  floral  signals  are  predicted  to  be  some of  the  most 
important floral  signals  for pollinator attraction [4;  7].   Both types of signals shape 
acquired preference of pollinators, and the strength of acquired preference depends on 
the floral type.
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Supporting information captions
S1 File. Supplementary information on floral scent analysis
S2 File. Color data.  X,Y coordinates of color reflectance data of flowers of  A.majus 
subspecies in the B. terrestris hexagon color space.
S3  File. Scent  data.   Presence/absence  data  and  absolute  emission  rates  of  VOCs 
measured in floral scent samples of A. majus plants.
S4 File. Bee data.  Data of bumblebee behavioral tests and training sessions.
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S1 File. Supplementary information on floral 
scent analysis
Protocol used for external calibration of floral scent emission rates.
The calibration was carried out by injecting 50 µL of standards diluted in methanol 
(purity 98%) at known concentrations into Tenax cartridges, which were desorbed and 
analyzed in the same conditions as the floral scent samples (see main article).  This 
yielded  a  response  factor  k for  each  standard,  which  is  the  correlation  coefficient 
between the quantity of injected standards, and peak area (Table S1).   We used the 
following response factors k: 2625 (area units).ng-1 as a mean between isovaleraldehyde 
and nonanal, which was used for all compounds assigned to the family of fatty acid 
derivatives; 5700 (area units).ng-1 as a mean between α-pinene and β-pinene, which was 
used for all terpenic compounds; and 4817 (area units).ng-1 for acetophenone, which 
was used for all benzenoid compounds.
Table A. Characteristics of chemical standards used for external calibration of floral scent emission rates
VOC Purity(%)
Detection 
threshold
(ng)
Quantificatio
n threshold
(ng)
Calibration 
range
(ng)
Response factor 
k
((area units).ng-
1)
isovaleraldehyde
nonanal
α-pinene
β-pinene
acetophenone
97
95
98
99
> 99.5
1.0
1.0
0.01
0.01
0.25
10
10
0.75
0.75
2.5
10 – 1400
10 – 1400
0.75 – 8500
0.75 – 8500
2.5 – 28400
2925 ± 100
2326 ± 80
5845 ± 55
5560 ± 71
4817 ± 44
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Table B. Statistics of t-tests and mean values of absolute emission rates for both A. majus subspecies.  t-
tests  were  done  on  log-transformed  absolute  emission  rates  of  each  VOC separately  to  account  for  
significant differences in mean emission rates across  A. majus subspecies.   Unknown compounds are 
identified by their retention index RI.
VOC t-value
Degrees 
of 
freedom
P-value
Mean emission 
rate
(± SE) in 
A. m. pseudomaju
s
N = 13
(ng.min-1.flower-1)
Mean emission 
rate
(± SE) in
A. m. striatum
N = 10
(ng.min-1.flower-1)
Unknown #3 (RI = 688)
1-heptene
3-methylbutanal
tropilidene
hexanal
p-xylene
nonane
heptanal
alpha-pinene
camphene
benzaldehyde
unknown #62 (RI = 966)
hemimellitene
sabinene
beta-pinene
beta-myrcene
p-menthene
octanal
D-limonene
cis-beta-ocimene
trans-beta-ocimene
gamma-terpinene
acetophenone
nonanal
allo-ocimene
methyl-undecene (is. 1)
methyl-undecene (is. 2)
unknown #121 (RI = 1163)
dodecane
decanal
undecanal
unknown #166 (RI = 1368)
tetradecane
unknown #173 (RI = 1407)
dodecanal
cis-caryophyllene
unknown #190 (RI = 1479)
Total
-0.33
-1.59
-1.30
-0.06
-3.23
-1.47
-1.07
-3.31
-1.37
-1.65
-1.18
1.87
-1.38
-0.46
-1.28
0.84
0.05
-2.75
-0.76
-0.73
-1.13
0.18
0.88
-1.04
-1.39
-0.90
-0.08
1.23
-0.77
-2.04
-2.38
-0.84
-1.83
-1.34
-2.32
-0.95
0.37
-1.45
18.6
18.4
18.1
19.3
20.8
20.7
21.0
12.6
16.0
16.0
21.0
12.0
17.0
19.6
16.4
17.1
19.6
12.5
20.9
16.9
17.6
20.0
17.2
20.7
14.6
15.4
18.3
20.6
20.8
20.9
13.1
16.9
13.7
13.0
13.3
16.6
18.7
19.3
0.74
0.13
0.21
0.95
0.0040 **
0.16
0.30
0.0058 **
0.19
0.12
0.25
0.086
0.19
0.65
0.22
0.41
0.96
0.017 *
0.46
0.48
0.27
0.86
0.39
0.31
0.18
0.38
0.94
0.23
0.45
0.054
0.033 *
0.41
0.090
0.20
0.037 *
0.36
0.72
0.16
0.059 ± 0.0032
0.018 ± 0.018
0.014 ± 0.005
0.13 ± 0.09
0.12 ± 0.05
0.024 ± 0.008
0.14 ± 0.07
0.20 ± 0.07
1.29 ± 0.48
0.0079 ± 0.0067
0.25 ± 0.10
0.0099 ± 0.0073
0.0059 ± 0.0054
0.039 ± 0.017
0.25 ± 0.10
0.33 ± 0.10
0.12 ± 0.04
0.84 ± 0.29
0.24 ± 0.10
0.014 ± 0.009
0.21 ± 0.08
0.0088 ± 0.068
1.87 ± 0.60
1.24 ± 0.51
0.0026 ± 0.0019
0.0056 ± 0.0050
0.14 ± 0.07
0.10 ± 0.05
0.35 ± 0.19
0.96 ± 0.52
1.02 ± 0.31
0.017 ± 0.012
0.10 ± 0.04
0.0017 ± 0.0017
0.77 ± 0.25
0.020 ± 0.017
0.30 ± 0.10
11.2 ± 2.9
0.0081 ± 0.0049
0.11 ± 0.04
0.10 ± 0.04
0.11 ± 0.05
0.76 ± 0.29
0.052 ± 0.025
0.063 ± 0.021
0.38 ± 0.07
1.75 ± 0.87
0.023 ± 0.015
0.34 ± 0.07
0
0.0080 ± 0.0034
0.047 ± 0.016
0.30 ± 0.15
0.18 ± 0.06
0.11 ± 0.05
1.24 ± 0.25
0.48 ± 0.24
0.039 ± 0.028
0.29 ± 0.20
0.0045 ± 0.0030
2.37 ± 1.16
1.77 ± 0.63
0.021 ± 0.012
0.022 ± 0.014
0.24 ± 0.10
0.024 ± 0.024
0.23 ± 0.08
1.11 ± 0.29
1.66 ± 0.34
0.12 ± 0.07
0.13 ± 0.03
0.011 ± 0.006
1.09 ± 0.26
0.054 ± 0.027
0.30 ± 0.18
15.6 ± 4.3
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Chapitre 3.  Les odeurs florales 
d'Antirrhinum majus ne varient pas 
avec l'altitude
L'étude  du  comportement  d'une  espèce  de  pollinisateurs  d'A. majus face  aux 
signaux floraux visuels et  olfactifs  développée dans le  Chapitre  2 a montré un rôle 
complexe et potentiellement important des pollinisateurs dans la dynamique évolutive 
d'A. majus.   Un autre résultat marquant de cette étude est la grande variabilité inter-
individuelle  des  odeurs  florales.   Puisque  les  odeurs  florales  sont  utilisées  par  les 
insectes et en particulier les pollinisateurs pour choisir leur plante hôte, il est important 
de comprendre les déterminants de cette variabilité.  En particulier, si l'odeur florale 
varie,  par  exemple  sous  l'effet  d'une  perturbation  abiotique,  cela  peut  avoir  des 
répercussions sur l'interaction plante-pollinisateur, et donc sur la dynamique évolutive 
d'A. majus et sur la stabilité du réseau d'interactions associé.  Dans ce chapitre, nous 
nous intéressons à quantifier la variation des odeurs florales à plusieurs niveaux.
I. Résumé
Les odeurs florales sont un trait phénotypique essentiel dans les interactions entre 
la plante et ses visiteurs, car elles signalent sa présence.  Un bouquet d'odeurs florales 
est composé de nombreux composés organiques volatils (COVs), et leur émission par la 
fleur  peut  être  affectée par  l'environnement.   En particulier  des  conditions  de stress 
thermique ou hydrique peuvent provoquer la réduction des émissions de COVs ou au 
contraire l'émission de nouvelles molécules.  Dans la plupart des cas, l'augmentation de 
la  température  provoque une augmentation  non négligeable  des  taux d'émissions  de 
COVs  biogéniques.   Cette  importante  modification  est  susceptible  d'altérer 
significativement les interactions biotiques reposant sur l'odeur florale.   Comprendre 
l'effet  indirect  du changement  climatique sur les réseaux d'interactions  à travers son 
impact sur l'odeur florale est une voie encore peu explorée, qui permettrait de mieux 
comprendre  la  dynamique  des  réseaux  d'interactions  face  aux  changements 
environnementaux.
La plante Antirrhinum majus donne l'opportunité d'étudier l'impact des conditions 
climatiques sur les émissions florales car elle pousse sous une variété de conditions 
environnementales et en particulier un gradient d'altitude de 0 à 1900 m dans son aire 
géographique naturelle.  Le gradient altitudinal peut alors être utilisé comme proxy pour 
un gradient de température.  Nous avons étudié la possibilité d'une différentiation des 
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odeurs  florales  d'A. majus selon  un  gradient  altitudinal.   Si  elle  existe,  cette 
différentiation pourrait refléter une adaptation génétique à des températures différentes. 
Nous  avons  mesuré  les  odeurs  florales  de  7  à  12  individus  provenant  de  quatre 
populations à différentes altitudes, et cultivés en serre en jardin commun.  Nous avons 
collecté les odeurs florales provenant de l'espace de tête autour des hampes florales sur 
des supports Tenax TA. Pour estimer la variabilité intra-individuelle, nous avons prélevé 
deux  échantillons  par  plante.    Nous  avons  analysés  les  échantillons  par 
chromatographie gazeuse couplée à un détecteur à ionisation de flamme (GC-FID), et 
quelques individus étaient analysés par spectrométrie de masse (GC-MS).
Nous avons mesuré 29 COVs différents, dont la plupart avaient déjà été identifiés 
dans  les  odeurs  florales  d'A. majus (Suchet  et  al.  2011,  2012).   Le  COV  majeur, 
l'acétophénone, représentait  plus de 90 % des émissions totales,  alors que les autres 
COVs  les  plus  abondants,  les  monoterpènes  (β-myrcene  et  trans-β-ocimene), 
représentaient au plus 3 % des émissions totales.  Nous avons mesuré une forte variation 
intra-individuelle des taux d'émission pour la plupart des COVs.  De plus, la variation 
inter-individuelle  également  très  importante  des  émissions  florales  était  très  peu 
expliquée  par  l'altitude,  et  par  la  population  d'origine.   Nous  discutons  les  causes 
possibles de tels niveaux de variabilité des odeurs florales.  Il est peu probable que la 
variation  des  odeurs  florales  d'A. majus soit  l'effet  d'une  acclimatation  ou  d'une 
adaptation à des facteurs covariant avec l'altitude.  Néanmoins, la forte variabilité des 
odeurs florales pourrait représenter un potentiel d'adaptation au changement climatique.
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Abstract
1. Floral  scent  is  an  important  phenotypic  trait  mediating  interactions  between  the 
flowering plant and pollinators or antagonists.  It is often composed of multiple volatile 
organic compounds (VOCs), and their  emission is  likely affected by abiotic factors, 
such as temperature and hydric stress.  Under different climatic conditions, plants may 
express  different  floral  blends,  with  possible  repercussions  on  biotic  interactions. 
Understanding how climate change may affect floral scent would help predict the eco-
evolutionary dynamics of the underlying biotic interactions and species networks.
2. The plant Antirrhinum majus subs. pseudomajus provides an opportunity to study the 
impact of climatic conditions on floral scent, as it naturally occurs over a broad range of 
environmental  conditions,  from sea  level  to  up  to  1900 m asl  in  the  Pyrenees,  and 
altitude can be used as a proxy for temperature gradient.   We measured floral scent 
profiles of plants originating from four populations at two different altitudes, and grown 
in a greenhouse common garden experiment.  We sampled floral VOCs from flowering 
plant  headspaces  on  Tenax  TA  cartridges,  and  we  analysed  them  by  a  gas 
chromatography system coupled with flame ionization and mass spectrometry detectors 
(GC-FID/MS).
3. We found 29 VOCs.  One of them, acetophenone, represented more than 90% of the 
total emissions.  The second most abundant VOCs, the monoterpenes  β-myrcene and 
trans-β-ocimene, represented at best 3% of the total emissions.  Altitude explained very 
little of the observed variation. Further, all four populations had a high level of variation 
in both absolute and relative VOC emissions, preventing a population differentiation 
based on scent profile.
4. Synthesis.  Although the emission of floral volatiles is known to be strongly affected 
by abiotic factors such as temperature,  few studies predict  how climate change may 
impact  floral  scent  emissions,  which  in  turn  could  help  predict  the  evolutionary 
dynamics  of  species  interaction  networks.   Antirrhinum  majus has  highly  variable 
emissions  of  floral  volatiles,  and  variation  is  unlikely  due  to  an  acclimation  or 
adaptation  to  factors  co-varying  with  altitude.   However,  it  could  still  represent  a 
potential to adapt to changing environment.
Keywords
Volatile  organic  compound;  benzenoid:  monoterpene;  climate  change;  temperature; 
variability.
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Introduction
There  has  been  documented  evidence  that  climate  change  may  increase  species 
extinction by impacting biotic interactions (Brooker et al. 2007; Tylianakis et al. 2010). 
A clear impact of climate change is offered by shifts in plant phenology, which may lead 
to reduced species interaction  (Elzinga et al. 2007; Memmott et al. 2007).  Climate 
change may have a more subtle effect on biotic interactions, if it affects communication 
channels  among  species.   A  major  trait  involved  in  flowering  plant-insect 
communication is  floral  scent (Raguso 2008).   This trait  is  likely to be affected by 
climate change, as scent emissions vary with temperature (Hansted et al. 1994; Sagae et 
al. 2008; Yuan et al. 2009; Penuelas & Staudt 2010).  Depending on the plasticity of  
insect responses to such a change in floral scent, this may strongly alter the plant-insect 
interaction.
Attraction  of  efficient  pollinators  is  crucial  for  flowering  plants  that  are 
exclusively animal-pollinated.  Floral scent is a particularly important trait in attracting 
pollinators (Raguso 2008; Beyaert & Hilker 2014).  Floral scent signals plant position to 
target pollinators (Beyaert & Hilker 2014), guides them in plant approach (Beyaert & 
Hilker 2014), and elicits nectar probing (Raguso & Willis 2002, 2005).  The fragrance 
bouquet of a flowering plant species is often composed of tens to hundreds of different 
volatile  organic  compounds  (VOCs)  (Knudsen  et  al.  2006),  which  combine  into  a 
unique ratio that is attractive for a narrow species range,  and acts as a repellent for 
others (Raguso 2008; Wright & Schiestl  2009).   The diversity of volatiles acts in a 
synergistic way rather than additively (Kessler & Baldwin 2007; Kessler et al. 2008; 
Cunningham 2012).   This  diversity  also allows a  more precise message than visual 
signals as it can also advertise plant quality.  For instance, floral scent was shown to 
change after herbivory (Lucas-Barbosa et al. 2011), or pollination (Negre et al. 2003). 
Floral scent composition is often the result of an evolutionary process under various 
selection  pressures,  either  antagonistic  (e.g.,  by  herbivores),  or  mutualistic  (e.g.,  by 
pollinators  or  herbivore  natural  enemies;  Parachnowitsch  &  Kessler  2010;  Schiestl 
2010; Burkhardt et al. 2012).  A slight modification of the fragrance bouquet, such as 
the  emission  of  a  new compound,  or  only  the  modification  of  the  ratio  of  emitted 
compounds,  may  attract  radically  different  visitors,  among  which  possible  plant 
enemies, and repel efficient pollinators (Kessler & Baldwin 2007).  Most floral VOCs 
are  shared  among many plant  species  (Dudareva  et  al.  2006;  Knudsen et  al.  2006; 
Gershenzon & Dudareva 2007); in addition, generalist pollination systems represent the 
majority  of  animal-pollinated  systems  (Waser  et  al.  1996).   Thus,  commonness, 
diversity  and  variability  in  floral  scent  may  decrease  specificity  and  increase 
generalisation in plant-pollinator interactions, and thus be an evolutionary strategy for 
increasing plant fitness.
By definition, compounds in a fragrance bouquet are in a gaseous state at ambient 
atmospheric conditions.  They have a relatively low molecular weight and high vapour 
pressure (Pichersky et al. 2006).  By modifying vapour pressure, temperature increases 
VOC emission rates, as long as plant stomata are open and VOCs are either stored in 
petal tissues, or are continuously synthesized (Penuelas & Staudt 2010).  Conversely, in 
response to a temporary, rapid increase in temperature, the plant may close stomata, to 
reduce  evapotranspiration,  which  drastically  reduces  VOC  emission.   Also  abiotic 
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stress,  such as high temperature,  may cause the emission of waste products or non-
intended VOCs, such as methyl jasmonate, due to the activation of defence mechanisms 
(Cheong & Choi 2003).  Temperature may also have numerous cascading effects on the 
regulation  of  VOC  biosynthetic  pathways  (Penuelas  &  Staudt  2010;  Piechulla  & 
Effmert 2010).
Temperature is a key abiotic factor co-varying with altitude, thus it is reasonable 
to assume that altitude is a suitable proxy for temperature gradient.  The study of the 
variation of plant-pollinator interactions along altitudinal gradients may therefore help 
to  predict  how  these  communities  may  evolve  under  climate  change.   Pollinator 
abundance is generally lower at high altitude (Utelli & Roy 2000; Hoiss et al. 2012).  To 
overcome  the  reduced  frequency  of  pollinator  visits,  animal-pollinated  plants  may 
develop different strategies, such as a higher flower production and flowering season 
(Utelli & Roy 2000), or increase generalization (Ramos-Jiliberto et al. 2010), whereas at 
low altitudes, due to a higher abundance and diversity of pollinators, plants may evolve 
specialisation to reduce competition for pollinators (Hoiss et al. 2012).  However, few 
studies have examined the variation of floral scent with altitude.  Galen et al. (1987) 
showed  a  gradient  in  frequency  in  two  differently-scented  morphs  of  Polemonium 
viscosum.   The sweet-scented morph was dominant at  high altitude and was mostly 
pollinated by large bees, which are also more abundant at higher altitude.  Conversely, 
the skunky-scented morph was predominant at lower altitude and was mostly pollinated 
by flies.  This was interpreted as an adaptation to changes in pollinator communities 
along an altitudinal gradient, rather than to a direct effect of temperature.  Sun et al. 
(2014)  showed  a  similar  pattern  in  the  terrestrial  orchid  Gymnadenia  odoratissima, 
whose floral scent varied with altitude along with other floral phenotypical traits, in 
response to changes in the pollinator community.  However, studies of the adaptation of 
pollinator communities to a change in floral scent due to abiotic differences along an 
altitudinal gradient are lacking.
The  plant  Antirrhinum  majus provides  a  good  opportunity  to  study  whether 
increased temperature, under climate change, may affect floral scent and subsequently 
plant-pollinator  interactions.   This  plant  naturally  occurs  in  the  Pyrenees  mountains 
from sea level to 1900 m asl (Andalo et al. 2010).  We grew plants from low versus high 
altitude populations  in a  greenhouse common garden experiment,  and sampled their 
floral  scent  to  explore  the  possibility  for  fixed  floral  scent  differentiation  along  an 
altitudinal gradient.  This is a first step to highlight a possible divergent evolution to 
either  differences  in  abiotic  local  environment  or  in  the  biotic  local  environment. 
Specifically, we addressed the following questions: (i) does altitude explain variation in 
floral scent?; and (ii) is floral scent differentiated across four populations of  A. majus 
pseudomajus, independently of altitude?
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Materials and methods
Biological system
Antirrhinum  majus  subsp.  pseudomajus (Plantaginaceae)  is  a  hermaphroditic,  self-
incompatible,  short-lived  perennial,  which  produces  annual  inflorescences  with 
personate,  zygomorphic  flowers,  and  which  depends  exclusively  on  insects  for 
pollination.  Flower corolla is made of two magenta lobes that close the flower, and only 
large  bees  are  able  to  get  access  to  the  nectar  (mostly  Bombus  spp  and  Xylocopa 
violacea; Suchet et al. 2011; Tastard et al. 2012).  Two subspecies of A. majus naturally 
grow in parapatry in the Pyrenees mountains, and A. majus pseudomajus has the largest 
geographical area.  Insect pollinators are likely to use floral scent amongst other cues to 
detect and approach  A. majus flowers.  Suchet et al.  (2011) showed that bumblebees 
(B. terrestris) were able to detect and react to the major compounds present in A. majus 
floral  blend,  through  the  measure  of  electrophysiological  antennal  activity  and 
behavioural olfactory experiments.
Beside  pollinators,  other  insect  species,  such  as  herbivores  and  their  natural 
enemies,  are  likely  to  use floral  scent  to  interact  with  A. majus plants.   The  major 
herbivorous species on  A. majus are a specialist weevil,  Rhinusa vestita (Coleoptera: 
Curculionidae),  which  is  an obligate  seed-predator  (Jaworski  et  al. In  revision),  and 
Mellitaea  deione (Lepidoptera).   Both  species  are  parasitized  by  parasitoid  species, 
which likely belong to the genus Cotesia (C. Thébaud, personal observation).
Plant material
Plants were grown in a greenhouse at the CNRS Station of Experimental Ecology in 
Moulis, France, from May to October 2012.  Seeds had been collected from one fruit 
per plant on up to 30 plants per population in nine wild populations in October 2011. 
We chose four Spanish parental populations of  A. majus pseudomajus, two at a lower 
altitude and two at a higher altitude (Table 1).  These four populations were exposed to 
relatively similar abiotic environments (rainfall and temperature), and this choice was 
made  to  minimize  environmental  variability  that  could  affect  plant  growth  through 
parental effects.  Seeds were sown in individual pots (height 8 cm; diameter 10 cm), 
with  universal  compost  and  no  nutrients  were  added.   The  growing  conditions  in 
greenhouse were natural light with shading when solar radiation exceeded 800 W/m2, 
and temperature variations followed outdoor conditions but were constrained from 15 to 
28°C.  Plants were automatically supplied with water twice a day and vertically grown 
with  wood  sticks,  and  protected  from  possible  pollinating  and  herbivorous  insect 
species by a fine mesh material.
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Table 1. Description of the wild parental populations.
Acronym latitude, longitude Location
Altitude 
(m)
Number 
of plants 
grown
Sampling 
size (floral 
scent)
Description
BAG 43.107500, 2.978153 Bages 0 26 not sampled
Roadside bank (rocky / 
herbaceous); some plants 
mown
BAN 42.488745, 3.124752
Banyuls-
sur-Mer 25 26 not sampled
Roadside bank (rocky); some 
plants mown or crushed
BES 42.200420, 2.699175 Besalú 155 24 12 Stone walls in village
CAL 42.107806, 1.841636
Hotel 'Cal 
Nen' near 
Berga
812 28 not sampled Roadside bank (herbaceous); some plants mown
LAG 43.093086, 2.575092
Lagrasse, 
Km6 169 17 not sampled
Roadside bank (rocky / 
herbaceous); some plants 
partially mown
MST 41.609867, 1.821658
Monistrol 
de 
Montserrat
515 18 7 Roadside bank (trees / shrubs)
PAR 42.315363, 2.219561 Pardines 1098 29 11
Roadside bank (herbaceous); 
some plants partially mown
PRA 42.404787, 2.479175
Prats-de-
Mollo 761 22 not sampled
Stone walls in village and 
rocky bank; some plants 
partially mown
SAL 42.225006 1.731879 Saldes 1216 15 7
Banks in pasture 
(herbaceous); some plants 
partially grazed
Floral scent sampling
Floral  VOCs were  sampled on the  third  week of  July  during  the  peak of  emission 
intensity, i.e. between noon and 5pm (Kolosova et al. 2001; Suchet et al. 2011) in the 
greenhouse.  Plants from different populations and altitudes were randomly sampled 
each day, and plants sampled had in average eight open flowers (minimum two and 
maximum 18 flowers).   VOCs were  collected  with  the  dynamic  headspace  method 
(Ormeño et  al.  2011).   Plants  were entirely enclosed in  a  chamber made of a  light 
metallic frame holding a cylindrical Teflon bag (diameter 29 cm; height 90 cm; volume 
60 L), transparent to the solar spectrum (Schäfer et al. 1992; Simon et al. 2005).  The 
chamber was purged with a constant air flow at a rate of 15 L/min to prevent VOCs 
accumulation and photo-degradation inside the chamber, during one hour before VOC 
sampling and during sampling.  VOCs were adsorbed on Tenax TA cartridges (60-80 
mesh,  100  mg)  at  a  flow  rate  of  200  mL/min  during  15  minutes,  as  preliminary 
samplings have shown that this design optimizes the signal / threshold ratio without 
exceeding  the  breakthrough  volume of  each  compound  (Simon  et  al.  1995),  in  the 
conditions  of  our  experiment  (not  shown).  Temperature  and humidity  of  the  floral 
headspace  were  monitored  throughout  the  sampling  period  with  a  datalogger  (EL-
USB2-LCD+,  Radiospare)  placed  inside  the  chamber.   Local  indoor  and  outdoor 
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meteorological conditions were also recorded by greenhouse sensors (Aria, temperature, 
hygrometry,  radiations),  as  these environmental  factors  are  likely  to  influence  floral 
scent emission (Guenther et al. 1995; Dudareva et al. 2000).  Each plant was sampled 
twice  consecutively,  to  control  for  intra-plant  variability  of  emission  rates.   To 
discriminate VOCs emitted by the plant from environmental contamination, ambient air 
around the chamber was sampled simultaneously to plant sampling.  Additionally, blank 
samples from the empty chamber were collected.  Sample cartridges were sealed with 
Teflon-coated  brass  caps  immediately  after  collection,  and  stored  at  4°C  under 
nitrogenous atmosphere until being stored in the laboratory at -27°C if they could not be 
analysed less than five days following sampling.  Prior to sampling, all the cartridges 
were cleaned by thermodesorption at 320°C, and analyzed by GC-FID (see next section) 
to ensure the absence of contaminants on chromatograms.
Chemical analyses
VOC  samples  were  thermodesorbed  (cool  trap  -30  to  250°C  at  40°C/s)  with  a 
Turbomatrix  TD  desorber  (Perkin-Elmer,  USA),  and  were  analysed  by  a  gas 
chromatograph coupled with a flame-ionization detector (GC-FID, Clarus 500, Perkin-
Elmer,  USA)  equipped  with  a  DB-5  ms  non-polar  capillary  column  (5%  phenyl-
methylpolysiloxane; 30 m  × 0.25 mm ID  × 0.25 µm film thickness).  Samples were 
heated a 35°C for 5 min, then to 160°C at 5°C/min and finally up to 220°C at 15°C/min 
and at 220°C for 10 min.  The carrier gas was helium.  VOCs were identified with their  
retention  index  relative  to  C5-C15 n-alkanes  (Adams  2001)  and website  Pherobase 
http://www.pherobase.com/).  The retention time of the n-alkanes were measured by 
injecting a mixture of C5-C12 standards, and using the retention time of C13-C15 n-
alkanes measured in our plant samples, which are easy to identify by their mass spectra.  
VOC identity was confirmed by the mass spectra from a subset of eight samples, for 
which the FID detector had been replaced by a mass spectrometer (Clarus 500, Perkin-
Elmer, USA) in the electron impact mode, at an ionization voltage of 70 eV and a scan 
from m/z = 35 to 450.  The mass spectra at each peak were matched with those from the 
NIST library (2005).  Peaks that could not be unidentified were defined as morpho-
molecules characterized by their retention index and considered as fatty acid derivative 
unknown compounds except when they could be classified as terpenic or benzenoid 
compounds.
VOC  abundance  was  quantified  by  its  FID  peak  area,  reported  to  external 
calibration of four pure standards (Sigma-Aldrich, France).  Isovaleraldehyde (purity 
97%; detection threshold: 1 ng; quantification threshold: 10 ng),  α-pinene (purity 98%; 
detection  threshold:  < 0.1 ng;  quantification  threshold:  0.1  ng)  and β-pinene  (purity 
99%; detection threshold: < 0.1 ng; quantification threshold: 0.1 ng) were calibrated 
from 1  to  100  ng, and  acetophenone  (purity  >  99.5%;  detection  threshold:  1  ng; 
quantification threshold: 10 ng) was calibrated from 1 to 450 ng.  The calibration was 
carried out by injecting 50 µL of standards diluted in methanol (purity 98%) at known 
concentrations into Tenax cartridges, which were desorbed and analysed in the same 
conditions  as  the  floral  scent  samples.   This  yielded  a  correlation  coefficient,  the 
response  factor  k,  between  the  quantity  of  injected  standards,  and  peak  area.   We 
obtained the corresponding response factors k: 4321 (area units).ng-1 (uncertainty: 1.7%) 
for isovaleraldehyde, which was used for all compounds of assigned to the family of 
fatty acid derivatives (FAD); 7577 (area units).ng-1 as a mean between α-pinene and β-
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pinene (uncertainty 2.4%), which was used for all terpenic compounds; and 5500 (area 
units).ng-1 for  acetophenone  (uncertainty  9.7%),  which  was  used  for  all  benzenoid 
compounds.  To normalize the emission rates among plants, the aboveground biomass 
of each sampled plant was separated into three groups (flowers, stems and leaves) and 
weighed separately after 48hr of drying at 100°C.  The emission rate  E of each VOC 
(ng.g(dry flower weight)-1.hr-1) was obtained from the difference between the quantity of 
VOC measured inside and outside the chamber:
E=(A samplet sample −
Aair
t air ). Qq.k.M (1),
with  Asample and  Aair the  peak  areas  (area  units)  and  tair and  tsample the  time  of 
sampling (h) of the floral scent sample and the control ambient air sample, respectively, 
k the  response  coefficient  ((area  units).ng-1),  q (L/min)  the  sampling  flow  rate,  Q 
(L/min) the flow rate of the chamber air purge, and  M (g) the dry weight of flowers 
(Sabillón & Cremades 2001).  This is known that the emission rate of some VOCs can 
be  altered  by  environmental  conditions,  and  especially  photosynthetically  active 
radiation and temperature, which led to the development of algorithms on the model 
VOC isoprene to standardise the emission rate in a range of environmental conditions 
(Guenther et al.  1995).  We found that in our case, such a standardisation increased 
intra-individual variance rather than reduce it  (see below for the statistical  method), 
likely because the VOCs in the floral blend of A. majus have very different properties 
(volatility, chemical class...) and the classical set of parameters used in the algorithm 
may not be relevant in this case, thus we decided not to use such a standardisation.
Peaks that were identified as contaminants, either because they are known to be 
atmospheric  pollutants  from  the  laboratory  or  non  biogenic  VOCs  (ethylbenzene, 
silicate and chlorate compounds), or because they were quantified in large amounts in 
blank samples, were not included in the analysis.  Rare peaks (present in less than 10% 
of  plant  individuals)  were  also  removed.   Peak  detection  thresholds  used  were  an 
absolute  area  of  2000  area  units,  with  a  minimum  signal-to-noise  ratio  of  10. 
Quantification  thresholds  used  were  10  ng for  fatty  acid  derivatives  and  benzenoid 
compounds,  and  1  ng  for  terpenic  compounds,  and  were  estimated  based  on 
quantification thresholds of external standards (see above).  Thus, VOCs which were 
always  quantified  in  smaller  amounts  than  the  threshold  from  the  corresponding 
chemical family were not included in quantitative analyses.
Other plant phenological and morphological traits
In addition to measuring floral scent emissions on a plant subset, we also measured a 
series  of  phenotypical  traits  on a  larger  number  of  plants  of  A. majus  pseudomajus 
(Table 1) to evidence a possible adaptation to altitude on these traits, and because they 
are likely to  influence  plant  VOC emissions,  or  be selected  together  with olfactory 
signals  by  visiting  insects.   We  measured  flowering  phenology,  through  a  weekly 
monitoring of the number of mature flowers from July to October, and compared the 
time of maximal flowering.  We also measured total plant height thrice throughout the 
experiment, as well as inter-leaf node distance, stem diameter, and a proxy of leaf area, 
leaf length × leaf largest width, averaged on three leaves per plant at the 4 th, 6th and 8th 
leaf node, in mid July.
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Statistical analysis
We  selected  29  peaks,  after  removing  rare  peaks.   Five  of  them  could  not  be 
unambiguously identified, and were attributed to the chemical family FAD, and two 
others could not be attributed a chemical family.  On the 29 VOCs, one could not be 
quantified (methylbenzoate) due to its retention time very close to the major peak of 
acetophenone.
To analyse patterns of variation in floral scent, we analysed VOC emission rates 
by three different variables: (i) presence / absence of VOCs, which reflects variation in 
the activation of the VOC biosynthetic pathways provided that the detection threshold is 
reasonably low; (ii) absolute emission rates, which provides information on individual 
regulatory mechanisms of VOC production; and (iii)  emission rate ratios, where the 
absolute emission rate is normalised by the total emission rate of all VOCs measured in 
each sample, and which provides information on regulatory mechanisms common to 
several VOCs, if combined with (ii).  Unsupervised analyses did not allow to show clear 
patterns across groups, thus we focused on discriminant analyses only.  We tested the 
influence of altitude (as a two-level factor), parental population and herbivory which 
was observed in a few of the sampled plants.
For presence / absence data, each VOC was either present if it had been detected 
at least  once across the two replicates of an individual, or absent.   We performed a 
correspondence discriminant analysis (library ade4).
Data  of  absolute  emission  rates  (in  ng.g(dry  flower  weight)-1.hr-1)  were  log-
transformed and centred prior to analyses, to reduce effects of variance heterogeneity 
due to difference in emission rates among VOCs, and to assign a relatively equivalent 
weight to each VOC.  We analysed intra-individual variation, and compared it to intra-
population variation with the function adonis (library vegan), which performed Fisher 
tests on the matrix of Bray-Curtis distances among floral samples.  The mean intra-
individual variation coefficient was then calculated for each VOC separately.  Then, we 
performed a partial least-square regression analysis (PLS-DA, library mixOmics) on the 
mean intra-individual emission rate values, to test the effects of altitude, population and 
herbivory.  The PLS-DA allows to analyse data sets with multi-collinear explanatory 
variables and a small number of samples as compared to the number of explanatory 
variables, and to test group separation (Wold et al. 2001; Chong & Jun 2005).  It also 
allows to select variables that most explain the variance among samples; we selected 
explanatory VOCs that had a Variable Importance in the Projection above 1, which is a 
commonly  used  threshold.   We  tested  whether  each  of  these  VOCs  could  explain 
variation in absolute emission rates across groups for altitude, and herbivory, by a two-
way t-test, and population by an anova-test.
Finally, data of emission rate ratios (in % of the total emission rates) were rounded 
to integer values prior to analyses, and minor VOCs, which were emitted in amounts 
less than 1% of the total emission rate were removed.  VOCs that were emitted at rates 
higher than 1% of the total emission rate in less than 10% of plan individuals were also 
removed.  We performed a correspondence discriminant analysis, as for the presence / 
absence data.
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To analyse  variation  in  phenology,  we  performed  an  ANOVA on  the  time  of 
maximum  flowering,  and  on  the  time  span  before  first  flower,  with  altitude  and 
population as explanatory variables.  To analyse variation in morphological traits, we 
first  performed  a  discriminant  analysis  (PLS-DA)  on  plant  height,  inter-leaf  node 
distance, stem diameter and leaf area, with a three-level altitudinal factor (low: < 530 m; 
medium: between 530 and 1000 m; high: > 1000 m) or population as grouping factor. 
This  detected  discriminant  phenotypical  traits,  which  were  then  tested  through  an 
ANOVA for altitude or population effect.
All statistical analyses were performed in the R software (R Development  Core 
Team 2014).
Results
Most VOCs quantified in our analyses had been previously detected in A. majus floral 
scent in both wild and cultivated plants, and at comparable emission rates (Table 2; 
Suchet  et  al.  2011,  2012).   The  major  VOC was  acetophenone,  and  then  trans-β-
ocimene, β-myrcene, and cis-β-ocimene.
1. Intra-individual variation
Population and individual  groups explained similar  amounts  of variation in absolute 
emission  rates  among  floral  samples  (population:  F =  10.7,  df  =  3,  P =  0.001; 
individual:  F =  8.77,  df  =  37,  P =  0.001).   Most  VOCs had mean intra-individual 
coefficient variations around 100, except acetophenone and β-pinene (Table 2).  This is 
because in many individuals VOCs were detected in one of the two plant samples.
108 / 161
Table 2.  Coefficient of variation (Coef. var.), and occurence (Occ.: % of plants sampled) and absolute  
emission rate (Abs. E. rate: µg.g(dry flower weight)-1.h-1) per population, for each VOC.
VOCs Coef. 
var.
BES
12 plants
21 samples
MST
7 plants
9 samples
PAR
12 plants
17 samples
SAL
10 plants
18 samples
Occ. Abs. E. 
rate
Occ. Abs. E. rate Occ. Abs. E. 
rate
Occ. Abs. E. 
rate
FADs
Aldehydes
Isobutanal
Isovaleraldehyde
Pentanal
Hexanal
Heptanal
Octanal
Nonanal
Alcenes
Tropilidene
1-Octene
Alcanes
Nonane
Decane
Undecane
Others
Unknown#1
Unknown#2
Unknown#3
Unknown#4
Unknown#5
Benzenoids
Benzaldehyde
Acetophenone
Methyl benzoate
Others
Unknown#6
Unknown#7
Monoterpenes
α-pinene
Camphene
β-pinene
6-methyl-5-hepten-3-one
β-myrcene
cis-β-ocimene
trans-β-ocimene
Total
97.6
102
106
127
109
123
141
96.5
115
132
121
141
102
121
96.7
127
81.3
113
13.0
141
62.1
98.3
92.8
134
58.5
87.4
93.2
115
117
83
100
67
92
100
92
42
58
58
75
58
25
33
25
33
50
75
50
100
8
58
25
100
25
58
50
100
100
100
0.11 ± 0.03
1.49 ± 0.83
0.10 ± 0.04
0.05 ± 0.02
0.03 ± 0.01
0.05 ± 0.02
0.89 ± 0.47
0.07 ± 0.04
0.11 ± 0.05
0.12 ± 0.06
0.20 ± 0.12
0.32 ± 0.32
0.31 ± 0.30
0.03 ± 0.03
0.10 ± 0.07
0.04 ± 0.03
0.14 ± 0.06
0.03 ± 0.02
241 ± 34
NA
0.10 ± 0.03
0.02 ± 0.01
0.35 ± 0.23
0.03 ± 0.02
0.04 ± 0.02
0.08 ± 0.05
1.22 ± 0.56
6.86 ± 6.45
3.22 ± 1.53
257 ± 39
71
100
71
86
100
71
71
57
86
71
71
29
14
57
71
86
86
43
100
29
86
29
100
29
43
71
100
86
71
0.39 ± 0.14
2.20 ± 2.06
0.40 ± 0.17
0.85 ± 0.51
0.71 ± 0.32
0.13 ± 0.05
5.29 ± 2.53
0.20 ± 0.14
0.53 ± 0.25
0.39 ± 0.19
1.22 ± 0.63
0
0.04 ± 0.04
0.07 ± 0.05
0.10 ± 0.05
0.30 ± 0.12
0.41 ± 0.14
0.04 ± 0.02
327 ± 68
NA
0.28 ± 0.12
0.05 ± 0.03
0.18 ± 0.08
0.02 ± 0.02
0.08 ± 0.04
0.11 ± 0.08
7.80 ± 2.96
1.73 ± 0.68
8.71 ± 4.00
359 ± 70
67
100
42
83
100
58
42
50
42
67
25
25
58
42
58
42
58
42
100
33
58
17
100
8
42
42
100
92
100
0.16 ± 0.10
0.77 ± 0.52
0.16 ± 0.10
0.09 ± 0.05
0.07 ± 0.04
0.06 ± 0.02
0.52 ± 0.38
0.03 ± 0.03
0.13 ± 0.10
0.12 ± 0.06
0
0
0.05 ± 0.03
0
0.06 ± 0.02
0.02 ± 0.02
0.1 ± 0.04
0.02 ± 0.01
166 ± 38
NA
0.15 ± 0.08
0.01 ± 0.01
0.1 ± 0.05
0
0.04 ± 0.02
0.02 ± 0.01
0.88 ± 0.32
0.76 ± 0.39
1.48 ± 0.56
172 ± 38
70
100
70
100
100
90
60
70
70
80
50
60
40
50
70
60
80
40
100
30
70
30
100
20
50
30
100
90
90
0.31 ± 0.18
3.70 ± 1.97
0.36 ± 0.19
0.28 ± 0.13
0.12 ± 0.05
0.11 ± 0.03
2.30 ± 1.18
0.29 ± 0.12
0.64 ± 0.3
0.39 ± 0.13
0.44 ± 0.23
0.67 ± 0.37
0.04 ± 0.03
0.14 ± 0.11
0.07 ± 0.04
0.11 ± 0.04
0.47 ± 0.19
0.01 ± 0.01
305 ± 84
NA
0.23 ± 0.09
0.10 ± 0.07
0.16 ± 0.09
0.01 ± 0.01
0.08 ± 0.05
0.05 ± 0.03
5.45 ± 1.96
0.99 ± 0.27
6.72 ± 3.12
329 ± 85
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2. Variation across the altitudinal range
The discriminant analysis of presence / absence data across the altitudinal range showed 
that more plants at low altitude emitted decane in their floral blend than at high altitude, 
whereas  more  plants  at  high  altitude  emitted  methylbenzoate,  undecane  and  two 
unknown compounds (#1, #3; Table 3) than at low altitude.
The  discriminant  analysis  on  absolute  emission  rates  showed  an  incomplete 
differentiation  of  floral  scent  profiles  across  the  altitudinal  range  (Fig. 1),  and  the 
predictive power of this analysis was low, with an error rate higher than 60%.  The 
principal components explained 48%, 18% and 10%, and the remaining explained much 
less than 10% each.  Eleven VOCs caused the differentiation between low and high 
altitude.  Tropilidene, undecane and nonane were emitted in higher quantities in high-
altitude plants, whereas α-pinene, 6-methyl-5-hepten-2-one,  cis-β-ocimene and decane 
were emitted in higher quantities in low-altitude plants.  The analysis of variance of 
each  VOC  separately  across  the  altitudinal  range  showed  that  none  of  them  had 
significantly  different  emission  rates  between  low-altitude  plants  ans  high-altitude 
plants (Table 3), which confirms the absence of strong differentiation of floral scent 
across the altitudinal range.
Finally, the discriminant analysis on emission rates ratios showed that low-altitude 
plants had higher ratios of cis-β-ocimene, acetophenone and nonanal, whereas plants at 
higher altitude had higher ratios of octene, nonane and undecane.
Table 3. Statistics of t-tests on log-transformed absolute emission rates; analysis of variation across the 
altitudinal range
VOC t df P
Isobutanal
#1
Isovaleraldehyde
#2
Pentanal
Tropilidene
Octene
Hexanal
#6
Nonane
Heptanal
#7
α-pinene
#3
Camphene
Benzaldehyde
β-pinene
6-methyl-5-hepten-3-one
β-myrcene
decane
octanal
cis-β-ocimene
trans-β-ocimene
#4
#5
acetophenone
undecane
0.952
-0.502
0.616
0.543
-0.0564
-0.718
0.0405
0.434
0.246
-0.257
0.403
-0.143
1.21
-0.162
0.509
1.00
0.618
1.60
-0.0367
1.33
-0.368
1.20
-0.638
0.579
0.141
1.40
-1.17
38.1
37.6
38.7
36.4
38.0
38.4
38.7
38.3
38.5
38.3
36.2
38.7
38.2
36.3
32.3
35.0
38.5
34.9
37.2
32.6
37.5
38.7
31.6
36.3
38.5
38.5
36.7
0.35
0.62
0.54
0.59
0.96
0.48
0.97
0.67
0.81
0.80
0.69
0.89
0.24
0.87
0.61
0.32
0.54
0.12
0.97
0.19
0.71
0.24
0.53
0.57
0.89
0.17
0.25
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nonanal 0.00730 36.8 0.99
Fig. 1. Partial least square-discriminant analysis (PLS-DA) of scent profiles across the altitude of parental 
plant population (low: < 500 m; high: > 1000 m).  Correlation circle of the most discriminant VOCs (a) 
and projection of mean individual floral scent profiles (b) on principal components 1 and 2; correlation  
circle of the most discriminant VOCs (c) and projection of mean individual floral scent profiles (d) on 
principal components 1 and 3.  The variation explained by each of the principal components is shown as  
percentages along axes.   'Api':  α-pinene; 'Undec':  undecane;  '6Met':  6-methyl-5-hepten-3-one;  'Tropi': 
tropilidene;  'Eoc':  trans-β-ocimene;  'Decane':  decane:  'Zoc':  cis-β-ocimene;  'Nonane':  nonane;  'Hepta': 
heptanal; #1, #3: unknown compounds.
3. Variation among populations
The discriminant analysis of presence / absence data across plant populations showed 
that  the  occurrence  of  some VOCs differed among populations.   The population  of 
Montserrat (MST) was the most different, with a higher occurrence of nonanal and three 
unknown compounds (#4, #5, #6; Table 3).  The population of Pardines (PAR) had a 
higher occurrence of one unknown compound (#1).
The discriminant analysis on absolute emission rates showed no differentiation 
among the four populations, except that from Saldes (SAL), which had higher emission 
rates  of  tropilidene,  β-myrcene  and  undecanal  (Fig. 2).   The  principal  components 
explained  35%,  and  21%  of  the  variation  among  individuals,  and  the  remaining 
explained less than 10% each.  Error rates on population assignations were greater than 
80%.  The analysis of variance of each VOC explained by the population showed that 
only β-myrcene (found in higher rates in SAL and MST; df = 3, F = 3.07, P = 0.039) 
and undecanal (found only in BES and SAL; df = 3, F = 3.59, P = 0.023) were emitted 
at significantly different rates across populations.
Finally, the discriminant analysis of emission rate ratios showed that plants from 
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the populations  SAL and MST had more variable  ratios.   Some plants  of  SAL had 
higher ratios of octene, nonane and undecane, and some plants of SAL had higher ratios 
of nonanal.
Fig. 2. Partial  least  square-discriminant  analysis  (PLS-DA)  of  scent  profiles  across  parental  plant  
populations.  Correlation circle of the most discriminant VOCs (a) and projection of mean individual 
floral scent profiles (b) on principal components 1 and 2.  The variation explained by each of the principal  
components is shown as percentages along axes.   'Undec':  undecane; 'Isobut':  isobutanal; 'Octene':  1-
octene;  'Benzal':  benzaldehyde;  'Bmy':  β-myrcene;  '6Met':  6-methyl-5-hepten-2-one; 'Hepta':  heptanal; 
'Tropi': tropilidene; 'Camph': camphene; #1, #4: unknown compounds.
4. Herbivory
Of the 41 sampled plants, leaf herbivory was detected in five.  The discriminant analysis 
of  presence  /  absence  data  on  herbivory  showed  that  most  damaged  plants  had 
isovaleraldehyde, heptanal, α-pinene, β-myrcene, benzaldehyde and acetophenone, at a 
higher occurrence than undamaged plants.  Besides, the discriminant analysis (PLS-DA) 
on  absolute  emission  rates  showed  that  damaged  plants  were  well  separated  from 
undamaged plants (Fig. 3), with principal components explaining 61%, 20% and 10% of 
the  variation  among individuals,  and the  remaining components  explained less  than 
10%.  Damaged plants did not produce β-pinene, 6-methyl-5-hepten-2-one and X2, and 
had lower emission rates of some FADs (Pentanal,  Nonane),  but increased emission 
rates of Heptanal and Benzaldehyde.  The error rate was about 25%, which shows that 
herbivory  better  explains  variation  across  individuals  than  altitude  or  parental 
populations.  The analysis of variance of each VOC separately showed that damaged 
plants did not emit camphene (t = -2.61, df = 35, P = 0.013) β-pinene (t = -5.09, df = 35, 
P << 0.001) and 6-methyl-5-hepten-2-one (t  = -4.62, df = 35,  P << 0.001), and they 
emitted reduced rates of two unknown compounds (#1: t = -3.78, df = 35, P = 0.00059); 
#7:  t  = -3.33, df = 35,  P = 0.0020).  Damaged plants tended to have higher ratios of 
isovaleraldehyde and β-myrcene.
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Fig. 3. Partial  least  square-discriminant  analysis  (PLS-DA)  of  scent  profiles  with  plant  herbivory. 
Correlation circle  of  the most  discriminant  VOCs (a)  and  projection of  mean individual  floral  scent 
profiles (b) on principal components 1 and 2; correlation circle of the most discriminant VOCs (c) and 
projection of mean individual floral scent profiles (d) on principal components 1 and 3.  The variation 
explained by each of the principal components is shown as percentages along axes.  'Hepta': heptanal;  
'Benzal':  benzaldehyde; 'Penta':  pentanal;  'Isoval':  isovaleraldehyde;  'Bpi':  β-pinene; 'Nonane':  nonane; 
'Undec': undecanal; '6Met': 6-methyl-5-hepten-2-one; 'Bmy': β-myrcene; 'Hexa': hexanal; #2: unknown 
compound.
5. Phenology and morphometric variables
Flowering phenology did not differ between plant populations or along altitude.  Only 
leaf area measures discriminated altitude in the PLS-DA.  Plant height, stem diameter 
and inter-leaf node distance did not covary, and did not vary with altitude, but among 
populations (height: df = 8, F = 5.27,  P << 0.001; diameter: df = 8, F = 4.16,  P = 
0.00013; internode distance: df = 8, F = 6.51, P << 0.001).  Finally, leaf area was higher 
at high altitude (Fig. 4; df = 1, F = 15.0, P = 0.00015), due to higher leaf width.
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Fig. 4. Variation of leaf area (estimated by leaf length × leaf largest  width),  in greenhouse cultivated 
plants of A. majus pseudomajus from populations at different altitudes.  The line accounts for a significant 
linear relationship (intercept: 1523 mm2; slope: 0.16 mm2/m).
Discussion
In the present study, we studied variation of floral scent of A. majus pseudomajus across 
an  altitudinal  range  from  150  to  1200 m  asl.   We  did  not  measure  a  significant 
differentiation of floral scent profiles across the altitudinal range, and neither among the 
four populations from which plants originated.  Neither patterns of presence / absence of 
VOCs, nor absolute or relative emission rates differed across populations and altitudes. 
Instead, we measured a high level of variation in emission rates of most VOCs in the 
fragrance bouquet.
The absence of strong differentiation of floral scent among populations hints for 
the absence of  genetic  differentiation  among populations,  or  at  least  that  high gene 
flows homogenise phenotypic variation.  There are evidences for both genetic structure 
and gene flow among  A. majus pseudomajus populations (A. Khimoun, unpublished 
data).  If floral scent evolved neutrally, we should detect a differentiation due to genetic 
drift  provided large enough sampling sizes (Whitehead & Peakall  2009; Soler et  al. 
2011).   In  case where floral  scent  evolution is  not neutral,  we should also detect  a 
differentiation of floral scent if selection changes gradually and significantly across the 
altitudinal gradient (Galen et al. 1987; Sun et al. 2014), or among populations (Mant et  
al.  2005;  Breitkopf  et  al.  2013).   Alternatively,  selection  may  affect  floral  scent 
indirectly.   For  instance,  pleiotropic  effects  may  emerge  from  selection  acting  on 
phenotypic traits  that  are  more or  less related to  floral  scent  (Dormont et  al.  2014; 
Majetic et al. 2014).  Besides, floral scent may be shaped locally by opposed selection 
pressures.  These two mechanisms may help maintain high intra-population variability 
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and prevent floral scent differentiation among populations (Anton et al. 2013).
High  variability  may  hide  any  pattern  of  local  adaptation.   A first  source  of 
variation is temporal individual variation due to circadian regulation (Kolosova et al. 
2001;  Dudareva  et  al.  2003;  Nagegowda  et  al.  2010),  and  to  floral  development 
(Dudareva et al. 2000; Negre et al. 2003).  Second, genetic background may alter floral 
scent,  as  discussed  above.   Third,  abiotic  environment,  and  especially  temperature 
(Hansted et al. 1994), light (Colquhoun et al. 2013), and hydric stress, may induce both 
qualitative and quantitative changes in emissions of floral VOCs.  Changes in floral 
scent due to abiotic factors may be a plastic response (Majetic et al. 2009), underlying 
the necessity to also study the interaction between sources of variation.  Finally, biotic 
interactions  may  both  induce  temporary  individual  changes,  as  it  is  the  case  of 
herbivory-induced plant volatiles (Dicke & van Loon 2000; Lucas-Barbosa et al. 2011), 
and affect  evolutionary plant dynamics if  interacting species select plant individuals 
with  a  specific  floral  scent  profile  (Schiestl  et  al.  2011;  Ehrlén  et  al.  2012; 
Paraschnowitsch et al. 2012).
We limited  inter-individual  variation due to  environmental  factors  as  much as 
possible: we selected plants with mature flowers, we sampled plants between a reduced 
time window, and we protected plants from insect visits.  Other abiotic factors, such as 
hydric stress or soil resources should not have affected floral scent emissions much, as 
they were kept similar across plants during their development.  Besides, maternal effects 
are  unlikely  the  cause  of  such high  variation  levels,  as  we found similar  levels  of 
variation across populations in a second experiment made on F1 plants (Jaworski et al. 
2015).
Finally,  variability  may  arise  due  to  technical  limitation  and  measure 
uncertainties.   We  measured  high  levels  of  intra-individual  variability,  essentially 
because minor VOCs were often found in only one of the two plant samples.  This may 
be partly due to technical limitations causing high quantification thresholds.  Yet, major 
VOCs  that  were  far  above  the  quantification  threshold  such  as  acetophenone,  β-
myrcene,  cis-β-ocimene and trans-β-ocimene also had high levels of intra-individual 
variation.
The  optimization  of  the  chromatographic  method  is  challenging  due  to  the 
diversity of VOCs in floral scent of A. majus, and especially the relatively large range of 
volatility.  Thus the coelution of some VOCs could not always be avoided, especially 
for major VOCs, which had peak areas orders of magnitude larger than minor VOCs. 
Also, differences in retention affinities of VOCs across cartridges is unavoidable, due to 
heterogeneities in solid phase.  The intra-individual measured variations in emission 
rates should account for these technical limitations.  As we collected the two samples 
per plant during 15 mn consecutive time slots, other sources of variation such as those 
discussed above are unlikely major causes of intra-individual variation.
Because of the high variability of floral scent emissions in  A. majus, predicting 
how environmental change may impact floral scent emission, and further impact biotic 
interactions  is  challenging.   Variability  of  floral  scent  of  A. majus  pseudomajus is 
probably the results of multiple sources of variation in our experiment, and quantifying 
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independently the different factors of variation should improve our prediction of the 
impact of climate change on floral scent.  This is worth wondering the role of floral 
scent variability in the species evolutionary dynamics.  Variability may help to preserve 
vital  biotic  interactions  with  pollinators  by  attracting  a  wide  range  of  generalist 
pollinators.
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Discussion générale
Les odeurs florales jouent un rôle majeur dans les réseaux d'interactions, car elles 
permettent la communication entre les plantes en fleurs et leurs visiteurs.  Mes travaux 
de thèse, consacrés à l'étude des interactions biotiques dans le réseau d'interactions de la 
plante  Antirrhinum majus,  ont  mis  en évidence une très  forte  variabilité  des odeurs 
florales  d'A. majus.   Cette  variabilité  à  tous  les  niveaux  d'organisation  (individu, 
population,  sous-espèce)  mais  aussi  temporelle  pose  des  défis  techniques,  mais  est 
également une source de questions fondamentales.  En particulier, les mécanismes qui 
produisent cette variabilité et le rôle écologique de cette variabilité dans la stabilité des 
réseaux d'interactions  et  dans la  structuration spatiale  de la  biodiversité  sont encore 
largement à explorer.
J'explore  ces  thèmes  à  la  lumière  de  mes  travaux  de  thèse,  portant  sur  la 
dynamique de méta-communauté dans le réseau d'interactions d'A. majus (Chapitre 1), 
l'importance des processus cognitifs des pollinisateurs dans l'interaction avec la plante 
(Chapitre 2), et la variation des odeurs florales d'A. majus selon l'altitude (Chapitre 3). 
En essayant de comprendre les raisons de l'apparente contradiction entre mes résultats et 
les travaux antérieurs de Suchet et  al.  (2011, 2012) sur la différentiation des odeurs 
florales entre les deux sous-espèces d'A. majus, j'explore l'importance écologique de la 
variabilité des odeurs florales.
I. Les défis de la mesure des odeurs florales
Avec l'explosion des nouvelles méthodes de chimie analytique, la métabolomique, 
i.e. l'étude du lien entre le génome et la production de métabolites, a connu un très grand 
essor durant la dernière décennie (Fiehn et al. 2000, Fiehn 2002, Macel et al. 2010).  Un 
panel  de  solutions  techniques  est  désormais  disponible  pour  l'analyse  des  odeurs 
florales, à des coûts plus abordables que par le passé  (D'Alessandro & Turlings 2006, 
Tholl et al. 2006, Tholl & Rose 2006, Stashenko & Martínez 2008).  Un certain nombre 
de  défis  techniques  et  écologiques  persistent,  du  fait  de  la  diversité  des  composés 
organiques volatiles (COVs) dans les bouquets d'odeurs florales et de la variabilité des 
taux d'émissions des COVs (Dötterl et al. 2005, Knudsen et al. 2006).
I.1. Les défis techniques
Les méthodes de collecte et d'analyse des odeurs florales les plus communément 
utilisées comportent cinq grandes étapes : (i) la collecte d'un échantillon d'air autour de 
l'inflorescence,  où  les  molécules  d'odeur  florale  s'adsorbent  sur  un  support ;  (ii)  la 
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désorption de l'échantillon,  soit  thermique soit  par  solvant ;  (iii)  la  chromatographie 
séparative  en  phase  gazeuse ;  (iv)  la  détection,  par  ionisation  de  flamme  (FID), 
spectrométrie de masse (MS), ou couplée (FID-MS) ; et enfin (v) l'analyse statistique 
(Tholl  et  al.  2006).   Chacune de  ces  étapes  comporte  ses  propres  défis  techniques, 
affectant la détection et la quantification des COVs.  Le produit brut de l'analyse est un 
chromatogramme (Fig. 1), constitué d'une série de pics représentant les COVs présents 
dans  l'échantillon,  et  élués  dans  la  colonne au  cours  du  temps.   L'aire  d'un  pic  est 
proportionnelle à la quantité du COV.  Le chromatogramme permet d'évaluer la qualité 
de la mesure, et c'est le support sur lequel on travaille pour mesurer les quantités de 
COVs présents dans l'échantillon.  La sensibilité de la séparation, l'estimation des seuils 
de détection et de quantification, la connaissance de la fenêtre de détection, c'est-à-dire 
les  COVs  susceptibles  d'être  détectés  par  la  méthode  s'ils  sont  présents  dans 
l'échantillon, et enfin la quantification des COVs sont des points cruciaux pour obtenir 
des résultats qualitatifs et quantitatifs, et pouvoir comparer les études.
Réussir  à  séparer  tous  les  COVs  dans  un  échantillon  d'odeur  florale  est 
relativement complexe, car il y a beaucoup de molécules, parfois très différentes ou au 
contraire  très  semblables  par  leur  fonction  chimique  et  leur  longueur  de  chaîne 
carbonée.  Par exemple, dans un chromatogramme d'une plante d'A. m. pseudomajus, il 
y a à la fois de l'hexanal très léger, et de l'undécanal, beaucoup moins volatile (Fig. 1a). 
Il  y  a  aussi  de  nombreux  terpènes  (cis-β-ocimène,  limonène,  trans-β-ocimène) qui 
éluent à des temps très proches car ces COVs ont une structure chimique très proche. 
Pour bien séparer tous ces COVs, on les ''trie''  selon leur volatilité en jouant sur le 
gradient de température appliqué sur la colonne chromatographique : plus on étale ce 
gradient mieux les COVs seront séparés a priori, mais cela augmente significativement 
la durée de l'analyse (de 30 min à 1 h par échantillon en général).   De plus,  il  est 
nécessaire de balayer une large gamme de volatilité pour mesurer en même temps les 
COVs très légers et les COVs plus lourds, c'est-à-dire qu'il faut parcourir un gradient 
thermique  important.  Certains  COVs  ne  peuvent  pas  être  correctement  séparés,  en 
particulier  les isomères et  les énantiomères,  de même formule brute,  ont tendance à 
coéluer.   C'est  pourtant  un  point  clé,  car  deux  énantiomères,  même  s'ils  sont 
chimiquement  très  semblables,  peuvent  provoquer  des  réponses  différentes  chez  les 
insectes  récepteurs  du  message  floral  olfactif  (Parachnowitsch  et  al.  2013).   La 
spectrométrie de masse peut permettre de détecter la présence de plusieurs COVs dans 
un même pic chromatographique, sauf s'il s'agit d'isomères ou d'énantiomères, car ils 
produisent les mêmes fragments ioniques.  Pour améliorer la séparation, on peut aussi 
faire une analyse chromatographique à deux dimensions (Dallüge et al. 2003), ou bien 
préparer  l'échantillon  avant  de  l'injecter  dans  la  colonne  chromatographique  (pré-
concentration, dérivation :  (Pan et al. 1997, Saito et al. 2006), mais cela complexifie 
beaucoup la mise en application et représente un surcoût financier, et ces méthodes sont 
rarement utilisées en routine.
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Fig. 1. Chromatogramme d'un échantillon d'odeur florale d'un individu  A. m. pseudomajus (population 
d'origine Pardines, Chapitre 2).  (a) Chromatogramme entier ; (b) zoom entre 12 et 19 min.  Chaque pic 
représente un COV différent.
Pour pouvoir détecter, identifier, et quantifier les COVs, ils doivent être présents 
en suffisamment grande quantité dans le mélange.  Le temps de collecte de l'espace de 
tête autour de la hampe florale est limité par le volume de percée des COVs, c'est-à-dire 
le volume d'air maximal que l'on peut passer à travers le support de collecte avant qu'il 
soit  saturé  par  les  COVs  adsorbés.   Au-delà  de  ce  volume  de  percée,  les  COVs 
s'échappent au lieu de s'adsorber sur le support, et la quantité finale adsorbée sur le 
support est inférieure à la quantité émise par la plante (Simon et al. 1995).  En pratique, 
ce sont surtout les COVS majoritaires qui limitent le volume de percée.  Ce point est 
d'autant  plus  critique  que  les  rapports  de  quantités  entre  les  COVS  majoritaires  et 
minoritaires  dans  le  mélange  est  grand.   Sur  la  figure  1  qui  représente  un 
chromatogramme d'odeurs florales d'A. majus pseudomajus, le rapport entre les hauteurs 
des  pics  majoritaires  (α-pinène,  acétophénone)  et  minoritaires  (ex :  décane)  est 
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supérieur  à  300.   La  présence  de  COVs  majoritaires  a  d'autres  inconvénients.   Ils 
peuvent induire des effets de matrices comme le feraient des solvant, c'est-à-dire qu'ils 
modifient la perception des autres COVs par la machine, en affectant leur affinité avec 
la phase solide.  C'est d'autant plus problématique si la quantité de COV majoritaire est 
relativement variable d'un individu à l'autre, car cet effet varie avec la quantité du COV 
majoritaire  (Kim et al.  2013).  Un COV majoritaire peut également cacher un COV 
minoritaire élué peu de temps après, et est plus difficile à quantifier avec précision car le 
pic devient asymétrique.
Enfin, il est nécessaire d'éviter la saturation des détecteurs au moment de l'élution 
des  COVs  majoritaires,  et  donc  de  réduire  la  quantité  de  mélange  injecté  dans  la 
colonne.  En diminuant les quantités injectées pour éviter les problèmes liés aux COVs 
majoritaires, on affecte les seuils de détection et de quantification, en particulier sur les 
COVs minoritaires.  Ces seuils ne sont pas toujours précisés dans les publications, alors 
qu'ils  sont  incontournables pour comparer les résultats  d'études différentes.   Ils  sont 
intrinsèquement liés à l'appareil, à la colonne, et à la méthode d'analyse utilisés.  Un 
composé considéré absent dans un échantillon peut tout simplement être sous le seuil de 
détection, ainsi même les études de type présence / absence sont concernées par cette 
notion de seuil.  Actuellement, les méthodes d'analyse ont encore souvent un seuil de 
détection des COVs supérieur aux seuils de perception des insectes (Macel et al. 2010).
Par  ailleurs,  même  s'ils  sont  abondants,  certains  COVs  sont  plus  difficiles  à 
détecter du fait de leur réactivité dans l'air où ils sont rapidement dégradés.  C'est le cas 
des  sesquiterpènes  (Duhl  et  al.  2008),  qui  sont  particulièrement  importants  pour 
l'attraction  des  pollinisateurs  (Schiestl  2010),  et  la  défense  des  plantes  notamment 
contre les pathogènes (Huang et al. 2012).  Le choix de la méthode chromatographique 
a aussi une influence sur la fenêtre de détection, c'est-à-dire sur les COVs susceptibles 
d'être détectés.  Par exemple, si on désorbe les supports de collecte par un solvant, la 
présence d'un pic de solvant intense au début du chromatogramme cache inévitablement 
la  présence  de  COVs  de  même  volatilité.   La  fenêtre  de  détection  de  la  méthode 
chromatographique peut donc être relativement différente de la fenêtre de perception 
des insectes (ou d'autres espèces) qui reçoivent le message chimique de la plante en 
fleur.
Enfin, le choix de la méthode de calibration est cruciale pour la quantification des 
COVs.  On utilise soit une calibration interne, soit une calibration externe (Tholl et al. 
2006,  Stashenko & Martínez  2008).   Dans  le  premier  cas,  un  (ou  plusieurs)  étalon 
standard de référence est injecté en quantité connue dans l'échantillon avant même que 
celui-ci soit injecté dans la colonne chromatographique, et on rapporte l'aire des pics de 
l'échantillon  à  celle  de  l'étalon  interne.   On  considère  que  la  quantité  injectée  est 
proportionnelle à l'aire du pic, ce qui est une bonne approximation dans un domaine 
restreint  de  quantité  injectée.   La  calibration  externe  se  fait  indépendamment  de 
l'analyse des échantillons, en injectant des quantités connues d'étalon standard, et en 
mesurant la corrélation entre l'aire de pic et la quantité injectée.  Dans les deux cas, on 
ne peut pas s'affranchir complètement des possibles effets de matrice dus au solvant. 
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L'étalonnage  interne  a  l'avantage  d'être  moins  coûteux  en  temps  et  le  pic 
chromatographique  correspondant  à  l'étalon  standard est  plus  facilement  comparable 
aux pics d'odeurs.  Cependant, il faut choisir des étalons qui n'éluent pas en même temps 
que les COVs floraux, mais qui ont des propriétés similaires en terme d'affinité avec la 
phase solide, et de détectabilité par les détecteurs pour pouvoir comparer les aires de 
pics, ce qui restreint le nombre et le choix de ces étalons standard.  L'étalonnage externe 
a l'avantage de pouvoir utiliser plus d'étalons standard et donc de mieux représenter la 
diversité du mélange floral, mais il ne permet pas de détecter d'éventuels problèmes lors 
de l'injection des échantillons floraux.  Idéalement, il faudrait pouvoir faire les deux.  Le 
coefficient de corrélation entre l'aire des pics d'étalons standard et la quantité injectée, 
ou coefficient de réponse, est parfois standardisé, pour chaque COV du mélange, par ses 
fonctions chimiques et sa longueur de chaîne carbonée (Jorgensen et al. 1990, Komenda 
et al.  2001).  L'estimation des coefficients de réponse est critique, car elle influence 
fortement la détermination de la composition du mélange, en particulier les ratios entre 
les différents COVs.
Du fait de la complexité des odeurs florales, la possibilité d'utiliser des approches 
comparatives  est  essentielle,  para  exemple  pour  pouvoir  isoler  les  effets  de  chaque 
molécule sur les visiteurs, ou isoler les sources de variabilité des taux d'émission de ces 
molécules (voir section II.1).  Pour pouvoir comparer des études différentes, il faudrait 
avoir une bonne estimation de la répétabilité (et donc de l'incertitude) des mesures dans 
chaque expérience, ce qui demande un travail supplémentaire fastidieux et coûteux.  De 
plus en plus d'études proposant des comparaisons de méthodes et  des protocoles de 
validation de méthodes sont publiées  (Brunetti et al. 2013, Ardini et al. 2014, Clavijo 
McCormick et al.  2014), ce qui devrait augmenter la qualité et la comparabilité des 
études dans les prochaines années, en particulier si les méthodologies développées par 
les experts sont rendues accessibles aux non spécialistes, notamment par l'intermédiaire 
des plate-formes d'écologie chimique et des groupes de recherche.
I.2. Les défis écologiques
Malgré  les  développements  récents,  et  en  particulier  la  miniaturisation  des 
méthodes  (Kallenbach  et  al.  2014) qui  réduit  le  temps  d'analyse  et  le  coût, 
l'automatisation des méthodes d'analyse pour l'identification (Skogerson et al. 2011), et 
le développement de méthodes statistiques  (Pareja et al. 2009, Ranganathan & Borges 
2010), la mesure des odeurs florales reste coûteuse en temps et financièrement.  La 
compréhension des interactions plante-insecte reposant sur l'odeur florale est un vrai 
défi, car en plus de la diversité des molécules, les odeurs florales sont souvent variables 
au niveau de l'individu, de la population et bien sûr de l'espèce (voir section II.1), et les 
différents destinataires de ce message olfactif  le décryptent et l'utilisent pour prendre 
des décisions chacun différemment.  Le seuil de perception des insectes est différent 
pour  chaque  molécule  (Zhu  et  al.  1999,  Costantini  et  al.  2001),  ils  réagissent 
proportionnellement  à  l'abondance  de  certaines  molécules  et  de  façon  constante  à 
d'autres,  les  molécules  provoquent  des  effets  non additifs  en  mélange  (Cunningham 
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2012), l'information environnementale interfère dans leur réponse (Chittka et al. 1999), 
et enfin la sensibilité varie d'un individu à l'autre (Masterman et al. 2001, Spaethe et al. 
2007).  Du fait de la complexité du vivant, il est très difficile de quantifier précisément 
les odeurs florales et leur degré de variation, et de prédire la réaction des destinataires.
Pour comprendre le rôle écologique de variations subtiles des odeurs florales, les 
plantes  servant  de modèle  d'étude  en biologie peuvent  être  des  outils  intéressants  à 
travers  la  manipulation  de  lignées  cultivées  en  laboratoire  depuis  des  générations. 
L'utilisation de lignées différant par une seule mutation génétique permet de contrôler 
l'impact de l'apparition de cette mutation sur les interactions biotiques (Glover & Martin 
1998).  Si cette mutation affecte l'émission des COVs floraux, cela peut permettre de 
comprendre le rôle des odeurs florales en contrôlant les autres sources de variation.  En 
manipulant génétiquement des plantes de Nicotiana attenuata, Kessler et al. (2008) ont 
montré le rôle complémentaire des deux COVs majoritaires dans le bouquet d'odeurs 
florales pour maximiser le succès reproducteur de la plante (Kessler & Baldwin 2007). 
Ce genre d'approches est possible uniquement lorsque le déterminisme génétique de la 
production et l'émission des molécules odorantes est connu.
A l'opposé, des approches intégratives cherchant à mesurer des patterns généraux 
de variation des interactions biotiques reposant sur l'odeur florale requièrent la mesure 
d'un  très  grand  nombre  d'individus,  mais  sont  applicables  à  des  organismes  non 
modèles.   Il  est  tentant  d'appliquer  les  approches  de  phénotypage  à  haut  débit 
récemment  développées  (e.g.  INRA,  projet  Phénome,  2013)  à  l'odeur  florale,  pour 
comprendre le lien entre génotype, phénotype et changement environnemental (Alonso 
&  Ecker  2006).   Il  est  plus  difficile  d'appliquer  ces  approches  de  métabolomique 
environnementale sur les odeurs florales, très complexes et difficiles à mesurer, que sur 
des  traits  phénotypiques  plus  classiques,  comme les  traits  morphologiques,  mais  ce 
genre d'études commence à se développer.  Les approches ''omiques'' consistant à relier 
le  génome et  son expression à  la  production de métabolites,  sont  en plein essor en 
écologie chimique (Field & Lake 2011).  Elles permettent par exemple d'identifier et de 
reconstituer les voies de biosynthèse des COVs floraux (Verdonk et al. 2005, Yan et al. 
2014),  ou d'identifier  l'importance des composés  sémiochimiques,  i.e.  des  composés 
chimiques  impliqués  dans  des  interactions  biotiques,  dans  les  mécanismes  de 
coévolution et de spéciation (Becerra 2007, Smadja et al. 2012).  Concernant les odeurs 
florales,  des études de génétique quantitative commencent à être développées :  elles 
permettent d'identifier les loci génétiques impliqués dans l'émission des COVs floraux 
(Spiller et al. 2010, Klahre et al. 2011, Andargie et al. 2014).  La généralisation de ces 
approches pour l'étude des odeurs florales pourrait permettre d'importantes avancées sur 
l'écologie chimique des odeurs florales.  J'explore les questions qui me paraissent être 
les enjeux actuels de cette discipline dans la partie II.
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I.3. La mesure des odeurs florales est-elle reproductible ? Le cas 
d'Antirrhinum majus
Pouvoir  reproduire  la  mesure  de  patterns  de  variation  d'émissions  florales  est 
fondamental  pour  comprendre  le  rôle  des  émissions  florales  dans  les  interactions 
biotiques.  Du fait des défis techniques et écologiques exposés dans les parties I.1 et I.2, 
la reproductibilité des expériences de mesure des odeurs florales n'est pas forcément une 
évidence.   Il  y a donc un intérêt  à la tester,  même si  ce genre d'approches est  plus 
difficilement valorisable car non innovant.  Si les mesures ont été faites correctement, 
ont été contrôlées et si la précision a été quantifiée, il est possible d'écarter l'éventualité 
de  problèmes  techniques  et  méthodologiques.   En  montrant  les  limites  de  notre 
compréhension d'un système, les variations de mesure d'une étude à l'autre font émerger 
de  nouvelles  hypothèses  biologiques  ou  écologiques  qui  pourraient  expliquer  les 
différences observées, et ainsi aident à augmenter notre connaissance du système.
La mesure  des  odeurs  florales  des  deux sous-espèces  d'A. majus réalisée  dans 
l'étude présentée dans le Chapitre 2 est en contradiction avec les résultats antérieurs 
(Suchet  et  al.,  2011,  2012).   Nous  avons  essayé  de  comprendre  si  cette  apparente 
contradiction était due à des problèmes méthodologiques.  Ci-dessous, nous rappelons 
en quoi  consiste  cette  différence.   Puis  nous passons en revue une série  d'éléments 
techniques  et  méthodologiques,  qui  auraient  pu  éventuellement  causer  une  telle 
différence.  Nous montrons que cette différence ne peut pas être imputée entièrement à 
des  paramètres  méthodologiques,  et  nous  développons  des  hypothèses  biologiques 
pouvant expliquer cette différence dans la suite de la Discussion Générale (section II.1).
Sur la figure 2, nous comparons les résultats obtenus par Suchet et al.  (2011), 
réalisés en 2009 (violet :  A. m. pseudomajus ; orange :  A. m. striatum), et ceux obtenus 
dans les études du Chapitre 3, réalisés en 2012 (rose :  A. m. pseudomajus) et enfin du 
Chapitre  2,  réalisés  en  2013  (magenta :  A. m. pseudomajus ;  jaune :  A. m. striatum). 
Dans la suite, de cette section, nous utilisons les années de mesures comme références 
des  études,  par  souci  de clarté  et  de  concision.   Suchet  et  al.  (2011,  2012) avaient 
mesuré  une  quantité  très  importante  de  composés  benzénoides,  et  en  particulier 
d'acétophénone,  dans  les  plantes  d'A. m. pseudomajus uniquement,  alors  que  ces 
molécules étaient complètement absentes chez  A. m. striatum.  Dans l'étude présentée 
dans le Chapitre 2, nous avons trouvé des quantités équivalentes d'acétophénone et de 
benzaldéhyde chez A. m. pseudomajus et A. m. striatum.
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Fig. 2.  Analyse comparative des 
données de trois campagnes de 
mesures des odeurs florales 
d'A. majus.  2009 : données 
issues de Suchet et al. (2011) ; 
2012 : données issues de l'étude 
du Chapitre 3 ; 2013 : données 
issues de l'étude du Chapitre 2.  
Les tailles d'échantillonnage 
pour chaque groupe sont 
indiquées entre parenthèses dans 
la légende.
Les flèches indiquent les 
différences majeures dans les 
profils d'odeurs d'A. m. striatum, 
entre 2009 et 2012.
'pseudo' : A. m. pseudomajus ; 
'stri' : A. m. striatum.
COVs de haut en bas :
'Nona' : nonanal
'Octa' : octanal
'Hepta' : heptanal
'Nonane' : nonane
'Hexa' : hexanal
'Tropi' : tropilidene
'Isoval' : isovaleraldehyde
'Bpi' : β-pinene
'Api' : α-pinene
'Zoc' : cis-β-ocimene
'Bmy' : β-myrcene
'Eoc' : trans-β-ocimene
'Benzal' : benzaldehyde
'Aceto' : acetophenone
Il est toujours très délicat de comparer des profils chimiques obtenus dans des 
études différentes, car malgré toutes les précautions de standardisation, les conditions de 
l'expérience affectent la mesure.  En particulier, les utilisations antérieures des appareils 
d'analyse  et  des  supports  (colonne chromatographique,  support  de  collecte)  peuvent 
affecter  la  rétention des COVs, allant  jusqu'à  inverser  l'ordre d'élution dans des cas 
extrêmes.   C'est  pourquoi  l'identification  systématique  de  chaque  pic 
chromatographique est nécessaire.  Sachant ces limitations, une comparaison de l'ordre 
de grandeur des taux d'émissions absolus des COVs permet de vérifier la cohérence des 
résultats.
En 2009 et  2012,  une méthode standardisée (méthode n°1) a  été  utilisée pour 
mesurer les odeurs florales d'A. majus (Tholl et al. 2006, Suchet et al. 2011).  En 2013, 
une  méthode  légèrement  différente  a  été  utilisée  (méthode  n°2).   Elle  était  moins 
adaptée à l'échantillonnage des odeurs florales car il n'y avait pas de balayage d'air dans 
les  cuvettes  de  prélèvement  dans  lesquelles  étaient  disposées  les  plantes 
échantillonnées, ce qui peut provoquer une accumulation de COVs ou de leurs dérivés 
après photo-dégradation dans la cuvette, et ainsi fausser la mesure quantitative des taux 
d'émissions.  De plus les matériaux utilisés (bois et plexiglas, plutôt que métal et film 
téflon-PTFE) étaient moins adaptés car ils sont susceptibles de piéger des COVs et de 
les relarguer de façon non contrôlée.  Ces choix avaient été faits pour rendre la mesure 
des odeurs florales compatible avec l'expérience comportementale sur les bourdons.  En 
particulier,  nous  avions  veillé  à  ce  que  la  mesure  des  odeurs  corresponde  le  plus 
possible au plumet aspiré dans le tunnel en Y, et donc éventuellement perçu et utilisé par 
l'insecte.   L'absence de balayage fort  et  permanent  de l'air  à  l'intérieur  des cuvettes 
représentait aussi des conditions expérimentales plus proches des conditions naturelles 
d'approche des fleurs par les insectes.  Des mesures contrôles avec la méthode n°1 ont 
cependant été réalisées sur quatre plantes en 2013 (deux plantes A. m. striatum et deux 
plantes  A. m. pseudomajus) au même moment que les mesures avec la méthode n°2. 
Cela a permis une comparaison grossière des données des trois campagnes de mesures 
(Fig. 2).
Dans les trois campagnes de mesures, l'acétophénone était émise en quantité très 
largement  supérieure  aux  seuils  de  détection  et  de  quantification.   Il  y  avait  aussi 
souvent  des  traces  d'acétophénone  dans  les  prélèvements  contrôles  d'air  ambiant  à 
l'extérieur des cuvettes, à des taux plus de 100 fois plus faibles, et qui ont été soustraits  
systématiquement aux quantités mesurées dans les échantillons floraux (voir méthodes 
dans les études des Chapitres 2 et 3).  Il est à noter que le protocole de calibration était 
différent en 2009 (injection d'étalons standards dilués dans un solvant directement dans 
la colonne chromatographique) par rapport aux deux autres années (injection d'étalons 
standards dans un support Tenax puis désorption thermique).  Cela peut expliquer des 
différences quantitatives mineures, en particulier sur les autres COVs, dues au calcul 
des coefficients de réponse.  Cependant, sur un COV majeur comme l'acétophénone, 
cela ne peut pas être la cause d'une telle différence de type présence / absence dans les 
individus A. m. striatum entre 2009 et 2013.
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L'inspection  des  spectres  de  masse  dans  le  pic  acétophénone  des  individus 
A. m. striatum en  2013 a permis  d'écarter  l'hypothèse  d'une  coélution,  qui  aurait  pu 
simuler une présence artificielle d'acétophénone.  Sur un COV majoritaire, de surcroît 
relativement simple comme l'acétophénone et au spectre de masse bien identifié, l'erreur 
d'identification n'est pas possible.  Cela n'exclue pas la possibilité de COVs mineurs 
coélués avec le pic acétophénone, mais qui dans ce cas ne représenteraient qu'une très 
faible partie de l'aire du pic, et donc ne pourraient pas expliquer une telle différence 
quantitative.
Les  autres  critères  de  contrôle  étaient  identiques  pour  les  trois  années.   Les 
supports  de  collecte  des  COVs  ont  été  nettoyés  et  analysés  avant  la  collecte.   Le 
protocole de collecte a été optimisé de sorte à maximiser les quantités de COVs piégées 
tout en ne dépassant pas le volume de percée pour l'acétophénone et les autres COVs 
majoritaires  (trans-β-ocimène  et  β-myrcène).   Des  tubes  témoins  ont  permis  de 
contrôler l'absence de contamination des échantillons entre eux lors des voyages et du 
stockage.  Enfin, nous avons vérifié l'absence de saturation du détecteur GC-FID utilisé 
pour la quantification de l'acétophénone, ainsi que la résolution du pic.  Sur les données 
de 2012, le pic acétophénone était parfois très étalé, voire épaulé, marquant une possible 
coélution.   En 2013 en revanche il  était  beaucoup plus piqué et  moins  asymétrique 
(facteur d'asymétrie < 2), et comparable aux résultats de 2009.
Nous avons pu évaluer l'absence d'effet important d'absorption ou relargage de 
l'acétophénone par les matériaux utilisés pour l'expérience par deux moyens.  D'abord, 
quelques  prélèvements  contrôles  d'air  ambiant  à  l'intérieur  des  cuvettes  vides  et  du 
tunnel en Y vide contenaient des quantités d'acétophénone comparables aux quantités 
présentes dans les témoins d'air  ambiant à l'extérieur des cuvettes,  et  très largement 
inférieures aux quantités mesurées dans les échantillons de plantes.  Ensuite, nous avons 
observé  la  variation  de  la  quantité  d'acétophénone  mesurée  au  cours  d'une  série 
temporelle  pour  chaque  jour  de  collecte.   Les  plantes  A. m. pseudomajus et 
A. m. striatum étaient échantillonnées par paires, et en ordre aléatoire de leur population 
d'origine. Il n'a pas été constaté de tendance particulière sur la quantité d'acétophénone 
dans ces séries temporelles, ce qui aurait indiqué la présence d'un biais systématique, 
par exemple sous l'effet de l'accumulation hypothétique de COVs dans la cuvette au 
cours du temps.
Une réinspection d'une partie des chromatogrammes de 2009 a permis de valider 
la tendance générale des résultats de Suchet et al. (2011, 2012), tout en cernant mieux 
les  limites  de  ces  résultats.   La  figure  3  montre  la  localisation  des  populations 
échantillonnées en 2009, 2012 et 2013.  Le pattern de différenciation initial (en 2009) 
des sous-espèces d'A. majus montrait une association entre la couleur (magenta) et la 
production d'acétophénone.  Après réinspection des données de 2009, et au regard des 
données de 2013, il semble que dans certaines populations d'A. m. striatum, aux fleurs 
jaunes  (CAM,  LYS,  POM,  THU,  VIL ;  Tableau  1),  certains  individus  émettent  de 
l'acétophénone.   Au  contraire  dans  certaines  populations  d'A. m. pseudomajus 
échantillonnées  sur  le  terrain,  une  partie  des  individus  semble  ne  pas  émettre 
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d'acétophénone.  Lorsque ces populations d'acétophénone sont cultivées en serre, tous 
les individus émettent de l'acétophénone.  La ségrégation des traits floraux de couleur et 
d'odeur n'est donc pas immédiate.  Une limite de cette approche comparative est que peu 
de populations sont communes aux différentes campagnes de mesures.
Fig. 3.  Localisation des populations échantillonnées en 2009 (Suchet et al. 2011, 2012), 2012 (Chapitre 
3) et 2013 (Chapitre 2 ; voir Tableau 1, précisant les coordonnées géographiques des populations).
Enfin,  un indice subjectif  mais tout de même important a été la perception de 
l'odeur florale au nez humain.   L'acétophénone a une odeur prégnante et  facilement 
reconnaissable, en particulier lorsqu'elle est présente en quantité abondante dans l'air 
comme c'est le cas pour les taux d'émission élevés d'A. majus.  En 2013, les individus 
A. m. striatum et les individus A. m. pseudomajus sentaient l'acétophénone.
A ce stade, l'hypothèse la plus parcimonieuse a été de considérer que les trois 
campagnes  de  mesures  étaient  valides,  et  que  les  résultats  reflétaient  des  tendances 
réelles.   Nous  nous  sommes  alors  intéressés  aux  hypothèses  biologiques  pouvant 
expliquer cette apparente contradiction, qui sont développées en section II.1.
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Tableau 1.  Description des populations d'origine des individus échantillonnés en 2009, 2012 et 2013.  En 
2009, 2012 et 2013, les plantes ont été cultivées et échantillonnées en serre.  En 2009, des mesures sur le  
terrain ont également été effectuées.  Les ratios dans la colonne ''2009'' sont issus des données publiées  
(Suchet et al. 2011, 2012).  Les ratios dans la colonne ''2009 – contrôle'' sont issus d'une vérification des 
chromatogrammes sur lesquels ont été établis les valeurs de la colonne ''2009''.
Acro
nyme
latitude, 
longitude Localisation
Altitude 
(m) Sous-espèce
Présence d'acétophénone
(nombre d'individus produisant de 
l'acétophénone / nombre total d'individus 
échantillonnés)
2009 2009 – contrôle 2012 2013
BES 42.200420, 2.699175 Besalú 155 pseudomajus NE NE 12/12 3/3
CAM 42.28,1.55
Camurac, D613 1241 striatum Terrain: 6/9Serre: 0/8
Terrain: 6/9
Serre: 1/1 (traces) NE NE
LAG 43.093086, 2.575092 Lagrasse, Km6 169 pseudomajus
Terrain: 10/10
Serre: 10/10
Terrain: 6/12
Serre: 7/7 NE NE
LLE 42.3625,1.6682 Lles 960 striatum
Terrain: 0/9
serre: 0/10
Terrain: 0/10
Serre: 1/9 (traces) NE NE
LYS 42.831762, 2.209184
Gorges de 
'Pierre-Lys' 375 striatum NE NE NE 2/2
MRT 43.64537, 3.8901
Castelnau-le-
Lez, Le Martinet 40 pseudomajus
Terrain: 9/9
Serre: 10/10
Terrain: 8/9
Serre: 3/3 NE NE
MST 41.609867, 1.821658
Monistrol de 
Montserrat 515 pseudomajus NE NE 7/7 NE
PAR 42.315363, 2.219561 Pardines 1098 pseudomajus
Terrain: 10/10
Serre: 10/10
Terrain: 8/10
Serre: 5/5 11/11 5/5
PLA 
(HZ)
42.32349,
2.08316
Planolès, zone 
hybride 1285
Hybrides et 
parentaux 
pseudomajus 
et striatum
mixte NE NE NE
POM 43.1122,2.2715 Pomas 262 striatum
3/3 (non 
référencé) 1/1
PRA 42.404787, 2.479175 Prats-de-Mollo 761 pseudomajus NE NE NE 4/4
PRE 42.4067,2.3999 La Preste 1214 pseudomajus
Pas de 
référence
1/10 + traces pour 
3/10
Serre: 5/5
NE NE
SAL 42.225006 1.731879 Saldes 1216 pseudomajus NE NE 7/7 NE
THU 42.638797, 2.735808 Thuir 113 striatum NE NE 5/5 NE
TOS 42.36008, 1.9266
Collada des 
Toses 1492 striatum
Terrain: 0/10
Serre: 0/11
Terrain: 0/10
Serre: 0/11 NE NE
VIL 42.591819, 2.365969
Villefranche-de-
Conflent 531 striatum
Pas de 
référence
Terrain: 1/11 + 
traces pour 2/11 3/3 NE
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II. La variabilité des odeurs florales
La  variabilité  des  odeurs  florales  a  été  constatée  dans  de  nombreuses  autres 
espèces (Azuma et al. 2001, Dötterl et al. 2005, Füssel et al. 2007, Jhumur et al. 2008). 
Les  résultats  de  ces  travaux  de  thèse  sur  A. majus en  sont  une  confirmation 
supplémentaire.   La  communication  chimique  est  souvent  très  précise  et  des 
changements infimes dans l'émission de certains composés peuvent moduler la réponse 
du destinataire (section I.2).   Dès lors,  il  est  probable que les variations des odeurs 
florales observées aient un effet  conséquent sur les interactions plantes-insectes.   Le 
maintien d'une grande variabilité de ces émissions florales pose la question de leur rôle 
écologique.   Comprendre  comment  les  destinataires  des  messages  s'adaptent  à  et 
modulent  cette  variabilité  est  essentiel  pour  comprendre et  prédire  la  structure et  la 
dynamique des communautés.
II.1. Déterminer les sources de variabilité des odeurs florales
Les sources de variabilité des odeurs florales sont multiples et inter-dépendantes. 
En  se  multipliant,  les  études  font  apparaître  des  niveaux  de  complexité  élevés  et 
difficilement généralisables.  Pour comprendre ce qui se passe en conditions naturelles, 
il  me semble important d'isoler les facteurs de variabilité des émissions, puis de les 
intégrer dans des études de niveau de complexité croissant.  La difficulté d'identifier des 
causes  possibles  de  l'absence  de reproductibilité  dans  la  mesure  des  odeurs  florales 
d'A. majus illustre bien ce défi.
Il  y  a au moins  quatre  sources  de variation des  odeurs florales.   La première 
source  de  déterminisme  est  intra-individuelle,  liée  au  développement  floral  et  à  la 
régulation circadienne (Dudareva et al. 2000, Kolosova et al. 2001a, Negre et al. 2003). 
Une  deuxième  source  de  déterminisme  est  génétique.   La  troisième  source  est 
l'environnement  abiotique,  susceptible  d'affecter  la  régulation  des  émissions  florales 
(voir Chapitre 3).  Enfin, l'environnement biotique est une source de déterminisme, car 
chaque espèce en interaction avec la plante en fleurs est susceptible de sélectionner des 
phénotypes d'odeurs, ou chemotypes, différents (voir Chapitre 2), ou de les modifier, 
comme c'est le cas de l'herbivorie (Dicke & van Loon 2000, Felton & Tumlinson 2008). 
Pour comprendre les déterminants de la variabilité des odeurs florales, deux approches 
au  moins  sont  possibles.   Je  présente  ci-dessous  les  questions  qui  pourraient  être 
explorées  à travers ces deux approches sur l'exemple d'A. majus et  de la production 
d'acétophénone puisqu'il s'agit de la molécule la plus problématique en ce qui concerne 
la reproductibilité (voir section I.3).  Le même questionnement vaut pour l'ensemble des 
molécules  présentes  dans  le  bouquet  d'odeurs  florales  d'A. majus et  pour  d'autres 
espèces florales.
La première approche consiste à explorer le lien entre la variation phénotypique 
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des odeurs florales et la variation génétique chez les deux sous-espèces d'A. majus.  Par 
exemple, il serait intéressant d'étudier la différentiation génétique et les flux de gènes 
entre les populations d'A. m. pseudomajus d'une part, les populations d'A. m. striatum où 
des individus produisant de l'acétophénone ont été recensés d'autre part,  et  enfin les 
populations  d'A. m. striatum où  aucun  individu  produisant  de  l'acétophénone  n'a  été 
recensé.  Si on imagine que l'émission d'acétophénone est propre à A. m. pseudomajus et 
inhibée chez A. m. striatum, on pourrait s'attendre à ce que les individus A. m. striatum 
émettant  de  l'acétophénone se  trouvent  dans  des  populations  ayant  une plus  grande 
probabilité  d'être  introgressée  par  A. m. pseudomajus.   Cependant,  les  populations 
d'A. m. striatum produisant de l'acétophénone sont souvent loin de la frontière commune 
avec  la  sous-espèce  A. m. pseudomajus (Fig. 3 ,  section  I.3).  Au  contraire,  les 
populations  où aucun individu n'émettant  de  l'acétophénone n'a  été  détecté  (LLE et 
TOS) sont en bordure de la zone hybride, et donc accueillant potentiellement plus de 
dispersion d'individus  A. m. pseudomajus par opposition aux populations au cœur de 
l'aire de répartition d'A. m. striatum. Cela suggérerait que la production d'acétophénone 
n'est pas liée à la sous-espèce.  Une étude génétique préliminaire a mis en évidence trois 
résultats (B. Pujol et A. Khimoun, données non publiées).  D'abord, l'écart à l'équilibre 
d'Hardy-Weinberg intra-population variait  de 0 à 30 % selon les loci utilisés, ce qui 
suggère une possible présence d'allèles nuls.  Ensuite, les populations étaient très peu 
différenciées,  entre  7 et  15 % selon le jeu de loci utilisés.   Enfin,  aucun pattern de 
différenciation n'a été mis en évidence entre les trois groupes, suggérant l'absence de 
polymorphisme  génétique  neutre  partagé  entre  toutes  les  populations  produisant  de 
l'acétophénone (A. m. striatum et  A. m. pseudomajus),  par opposition aux populations 
qui n'en produisent pas.  Cependant, ces données génétiques prévues pour une autre 
étude comportaient des lacunes, notamment à cause des faibles tailles d'échantillonnage, 
d'où  la  difficulté  de  relier  un  patrimoine  génétique  éventuellement  dissocié  de 
l'appartenance à une sous-espèce, à la production d'acétophénone.
Cette approche pourrait donc être développée plus en détail, à condition qu'elle 
soit associée à un échantillonnage systématique des odeurs florales dans les populations 
étudiées, ce qui pose des difficultés techniques (voir I.1) s'il est nécessaire d'inclure un 
grand nombre de populations dans l'analyse génétique.  Elle permettrait éventuellement 
d'identifier les patterns d'émission de l'acétophénone, à savoir si l'émission est du type 
présence / absence ou au contraire varie de façon continue entre les individus, et entre 
les populations.
La  seconde  approche  possible  pour  explorer  les  facteurs  de  variabilité  des 
émissions florales, et d'acétophénone en particulier, a trait à la biologie moléculaire.  Il 
s'agirait  de comprendre précisément les mécanismes de régulation de l'acétophénone 
dans les lignées sauvages d'A. majus, et de les relier au patrimoine génétique des deux 
sous-espèces.   A ma connaissance,  les  loci  génétiques  impliqués  dans  la  production 
d'acétophénone chez A. majus ne sont pas connus.  En général, cela implique d'étudier le 
lien  entre  l'expression  de  gènes  particuliers,  et  donc  la  quantification  des  éléments 
transcrits, et la production des molécules cibles  (Spiller et al. 2010).  Les précurseurs 
des voies  de biosynthèse des pigments  et  des COVs sont  communs  (Sheehan et  al. 
2013).  Cela pourrait éventuellement causer des patterns d'expression ou de régulation 
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simultanée.  Dans des lignées pures d'A. majus, la voie de biosynthèse des anthocyanes 
(responsables  de  la  couleur  magenta)  est  régulée  par  plusieurs  gènes  (Martin  et  al. 
1991).  On pensait initialement que la différence de couleur entre les deux sous-espèces 
d'A. majus était liée à une différence d'allèle au niveau du facteur de transcription MYB 
(Sablowski et al. 1994, Whibley et al. 2006).  Il semblerait que la couleur jaune, due à 
l'absence d'expression des anthocyanes, puisse être en fait obtenue par plusieurs voies 
différentes, impliquant des loci proches du MYB mais clairement dissociés, et que ces 
voies de régulation différentes seraient exprimées dans des populations d'A. m. striatum 
différentes (E. Coen et al.,  John Innes Centre, Norwich UK, données non publiées). 
Cependant,  le  MYB  et  les  loci  liés  au  MYB  semblent  intervenir  à  une  étape 
relativement avancée dans la synthèse des pigments (Sheehan et al. 2013).  Au contraire, 
l'acétophénone  qui  a  une  structure  très  proche  du  methylbenzoate  pourrait  être 
synthétisée  à  partir  de  précurseurs  (phénylalanine)  très  en  amont  de  la  voie  de 
biosynthèse des pigments (Dudareva et al. 2000, Kolosova et al. 2001a, b).  Il est donc 
peu probable que ces gènes, s'ils inhibent la synthèse des pigments à une étape avancée 
des individus d'A. m. striatum, aient un effet sur la production d'acétophénone.  Ce n'est 
peut-être  pas  la  bonne  piste  pour  expliquer  l'existence  d'individus  A. m. striatum 
produisant de l'acétophénone.
Les différences entre les conditions expérimentales des différentes études peuvent 
faire  émerger  des  hypothèses  sur  des  possibles  facteurs  environnementaux  affectant 
l'émission  des  odeurs  florales.   En  2009,  la  proportion  d'individus  émettant  de 
l'acétophénone  dans  les  populations  d'A. m. striatum était  plus  grande  sur  le  terrain 
qu'en serre, et l'inverse était vrai sur les populations d'A. m. pseudomajus.  Il est difficile 
de savoir a priori quelles conditions sont les plus stressantes physiologiquement.  Sur le 
terrain, de nombreux mécanismes peuvent provoquer un stress physiologique affectant 
les odeurs florales, comme la compétition pour les ressources du sol, l'eau et la lumière, 
la présence d'herbivores, etc (Cheong & Choi 2003).  En serre, ces facteurs sont a priori 
mieux contrôlés, mais d'autres limitations sont présentes.  Par exemple dans l'étude en 
2009 de Suchet et al. (2011), les plantes avaient été cultivées en décalage (de décembre 
à mars) par rapport à la saison de croissance naturelle (de mars à juillet), elles avaient 
donc potentiellement reçu moins de lumière.  Au contraire en 2012 (Chapitre 3), les 
plantes  avaient  été  cultivées  plutôt  tardivement  (de  mai  à  août).   Enfin,  en  2013 
(Chapitre  2),  elles  avaient  été  cultivée  en  phase  avec  la  saison  naturelle,  mais  les 
conditions climatiques ont été particulièrement mauvaises, et l'ensoleillement limité a 
affecté  la  croissance  des  plantes  qui  se  sont  allongées  et  ont  produit  peu  de  fleurs 
contrairement  à  2012.   De  plus,  A. majus a  besoin  de  peu  de  ressources  pour  se 
développer.  Il est alors indispensable de la limiter en culture, de sorte à obtenir des 
plantes de taille manipulable.  En pots de 0.5 L comme ceux utilisés en 2012 et 2013, 
les  plantes  atteignaient  souvent  plus  d'un mètre  de haut.   Par  ailleurs,  en 2013,  les 
plantes  utilisées  étaient  exemptes  d'effets  maternels  puisqu'elles  étaient  issues  de 
croisements manuels intra-population des plantes cultivées en 2012.  Au contraire en 
2009, les  plantes étaient  directement  issues  de graines collectées  sur  le  terrain.   La 
régulation  de  la  production  d'acétophénone  chez  A. majus,  et  A. m. striatum en 
particulier pourrait  alors  être  due  à  des  effets  environnementaux,  intervenant  en 
particulier par des effets maternels.  Des effets maternels, i.e. des corrélations entre les 
phénotypes parentaux et de leur descendance ont été mesurés sur d'autres traits floraux, 
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comme le nombre de fleurs  (Galloway 1995) et la taille des fleurs  (Galen 1996).  De 
même, l'induction de défenses contre l'herbivorie peut aussi être favorisée par des effets 
maternels  (Agrawal 2001), et les odeurs florales sont justement un trait phénotypique 
impliqué  dans  la  défense  (Kessler  et  al.  2012).   Ainsi,  la  régulation  (positive  ou 
négative) de l'acétophénone chez A. majus à travers les effets maternels pourrait être liée 
aux conditions de stress de l'environnement parental.
Les deux approches exposées plus haut (déterminisme génétique de la diversité 
phénotypique  des  odeurs  florales,  et  caractérisation  des  voies  de  biosynthèse  et  de 
régulation des COVs) pourraient permettre d'identifier les facteurs environnementaux 
affectant l'émission des COVs.  Les émissions pourraient être activées ou au contraire 
bloquées dans des conditions de stress particulières (stress thermique, stress hydrique, 
ressources du sol, éclairement).
Finalement, il  faudrait mieux caractériser le lien entre la variabilité des odeurs 
florales d'A. majus et  le réseau d'interactions, pour comprendre comment les espèces 
utilisant l'odeur florale d'A. majus sélectionnent certains chemotypes, et ainsi affectent 
la variabilité des odeurs florales dans chaque population.  Cela concerne les différentes 
espèces  de  pollinisateurs,  mais  aussi  les  herbivores  et  en  particulier  le  charançon 
Rhinusa vestita.   Beaucoup de COVs dans le bouquet d'odeur florale ont un rôle de 
défense  (Kessler  et  al.  2012,  Schiestl  &  Johnson  2013).   Cela  pourrait  être  le  cas 
également  de  l'acétophénone,  qui  est  très  répulsive  pour  les  carabes  du  genre 
Dendroctonus, insectes nuisibles des forêts d'Amérique du Nord  (Erbilgin et al. 2007, 
Progar et  al.  2014),  au point  qu'elle  est  utilisée en mélange comme moyen de lutte 
biologique  contre  ces  insectes  (Erbilgin  et  al.  2008,  Fettig  et  al.  2012).   De  plus, 
l'acétophénone semble répulsive pour les bourdons lorsqu'elle est présentée seule, mais 
attractive en mélange avec les monoterpènes les plus abondants  du bouquet d'odeur 
d'A. majus (Suchet et al. 2011).  Ce rôle ambigu de l'acétophénone pourrait contribuer 
aux patterns complexes observés chez A. m. striatum.
II.2. La variabilité des odeurs florales augmente-t-elle la stabilité des 
réseaux d'interactions ?
La variabilité des odeurs florales a-t-elle un rôle écologique ?  Nous venons de 
voir que de nombreux facteurs peuvent induire une variation des odeurs florales.  On 
peut également penser que la variabilité des odeurs florales a un rôle dans le maintien de 
la  biodiversité.   La  variabilité  des  odeurs  florales  d'une  espèce  pourrait  permettre 
d'attirer un grand nombre d'espèces de pollinisateurs vers cette espèce, et donc de lui 
conférer un rôle généraliste dans le réseau d'interactions.  Les plantes généralistes pour 
la  pollinisation  permettent  de  préserver  certaines  interactions  biotiques,  dont  celles 
incluant  des  pollinisateurs  qui  peuvent  être  vitaux pour  d'autres  espèces  de  plantes. 
Ainsi, les espèces généralistes augmentent la stabilité du réseau d'interactions (Pocock 
et al. 2012, Stouffer et al. 2012).
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La plupart des COVs d'A. majus sont très communs, c'est-à-dire retrouvés dans un 
grand nombre d'espèces florales (Knudsen et al. 2006).  Les odeurs florales d'A. majus 
sont aussi particulièrement variables, avec des composés pouvant être majoritaires chez 
certains individus (mesurés en quantités dix fois plus importantes que le second COV 
majoritaire), et  absents ou non détectables chez d'autres individus de la même sous-
espèce (Chapitres 2 et 3).  Par ailleurs, A. majus est une plante pionnière poussant dans 
des  milieux  souvent  difficiles,  où  les  pollinisateurs  sont  possiblement  rares.   Pour 
persister  dans  ce  milieu  difficile,  elle  a  pu  développer  une  stratégie  opportuniste 
consistant à attirer plusieurs espèces de pollinisateurs et donc à être généraliste, et la 
variabilité de ses odeurs florales pourrait être le reflet de cette stratégie opportuniste. 
Puisque les pollinisateurs d'A. majus sont généralistes, ils sont potentiellement attirés 
par  des  composés  généralistes  de  l'odeur  florale,  sans  montrer  une  préférence 
particulière  ni  une  sensibilité  exacerbée  pour  certains  volatiles,  en  comparaison  de 
pollinisateurs généralistes (Carlsson et al. 2011, Burger et al. 2013).  Il n'y aurait alors 
pas  de  sélection  directionnelle  de  ces  pollinisateurs  généralistes  sur  l'odeur  florale 
d'A. majus,  mais  une  variation  neutre  des  odeurs  florales.   Alternativement,  cette 
variabilité peut au contraire être le résultat de sélections multiples imposées par des 
espèces  de  pollinisateurs  différentes  aux  préférences  divergentes :  il  suffirait  de 
quelques rares visites par d'autres espèces de pollinisateurs pour perdre le ''canal privé'' 
d'odeurs souvent observé dans des interactions de pollinisation très spécialistes, c'est-à-
dire pour évoluer d'un chemotype très conservé à un chemotype plus variable (Friberg et 
al. 2013).
Dans  d'autres  systèmes  où  les  COVs  jouent  un  rôle  clé  dans  les  interactions 
biotiques,  l'impact  de  la  variabilité  de  leurs  émissions  sur  la  structuration  des 
interactions reste peu exploré (Wilson et al. 2015).  En réaction aux attaques d'insectes 
herbivores,  les  plantes  émettent  des  COVs  attirant  les  ennemis  naturels  de  ces 
herbivores (Dicke & Baldwin 2010).  Selon la spécificité des interactions tritrophiques 
et la nature de l'altération des émissions de volatiles par la plante, la persistance des 
interactions trophiques est affectée différemment (Ponzio et al. 2013, Wason & Hunter 
2014).
La variabilité des odeurs florales possiblement causée par les multiples espèces en 
interaction pourrait avoir un effet stabilisant sur le réseau d'interactions.  D'abord elle 
permettrait à l'espèce d'évoluer, notamment en cas de changement environnemental.  En 
effet,  l'adaptation est  conditionnelle à l'existence d'une variation (e.g.  (Conner 2006, 
Barrett & Schluter 2008).  Enfin, la variabilité des odeurs florales pourrait permettre 
d'attirer des pollinisateurs occasionnels, voire nouveaux, en explorant un large éventail 
de préférences olfactives de ces pollinisateurs.  Cela pourrait augmenter la persistance 
de l'espèce florale et sa connectivité dans le réseau d'interactions, et ainsi augmenter la 
stabilité du réseau d'interactions.
Pour  mieux comprendre  le  rôle  écologique,  éventuellement  stabilisateur,  de  la 
variabilité des odeurs florales, il serait intéressant d'étudier le lien entre la variabilité des 
odeurs  florales  et  le  degré  de  généralisation  du  réseau  mutualiste  dans  plusieurs 
137 / 161
systèmes, par exemple à travers des méta-analyses.  Ce lien ne semble pas évident, car  
si  de  nombreuses  études  montrent  que  les  odeurs  florales  dans  des  interactions 
spécialistes sont plutôt bien conservées  (Svensson et al.  2005, Svensson et  al.  2006, 
Hossaert-McKey et al. 2010, Soler et al. 2010), ce n'est pas toujours le cas (Friberg et al. 
2013).  De plus, les pollinisateurs généralistes utilisent abondamment leurs capacités 
d'apprentissage  pour  choisir  les  plantes  qu'ils  visitent,  et  les  signaux  peu  variables 
augmentent  la probabilité  de constance du pollinisateur vers une espèce  (Schiestl  & 
Johnson 2013).
Il faudrait également approfondir le lien entre la variabilité des odeurs florales et 
la robustesse du réseau d'interactions au changement environnemental.  Si la variabilité 
est synonyme de fort degré de généralisation des interactions de pollinisation, et / ou 
d'une capacité d'adaptation des pollinisateurs, on pourrait s'attendre à ce que des espèces 
florales aux odeurs variables soient peu affectées par les changements globaux, et jouent 
au contraire un rôle clé dans la dynamique de la communauté.
La capacité d'adaptation des pollinisateurs pourrait permettre la préservation des 
interactions biotiques malgré la variabilité des odeurs florales.  La flexibilité permise 
par  l'apprentissage  pourrait  être  un  facteur  stabilisateur.   Si  l'environnement  change 
localement,  on  peut  s'attendre  à  une  réponse  rapide  des  pollinisateurs  grâce  à  leur 
capacité d'apprentissage.  Si le changement environnemental provoque une modification 
phénotypique des espèces florales déjà présentes dans la communauté (Chapitre 3), les 
pollinisateurs sont susceptibles d'apprendre à visiter les nouveaux phénotypes par les 
mêmes mécanismes qu'antérieurement (Chapitre 2).
Certaines approches expérimentales permettraient d'approfondir ces questions, en 
explorant l'impact indirect des changements globaux sur les réseaux d'interactions, à 
travers  leur  effet  sur  les  odeurs  florales.   Ces  impacts,  en  particulier  comment  une 
hausse  de  température  affecte  les  émissions  absolues  et  relatives  des  COVs  (Farré-
Armengol et  al.  2013, Farré-Armengol et  al.  2014),  commencent  à  être  explorés,  et 
mériteraient d'être plus largement étudiés.  Ce serait une étape supplémentaire de notre 
compréhension sur les mécanismes qui stabilisent les réseaux d'interactions.  Mesurer 
l'effet des changements globaux directement sur les interactions biotiques plutôt que sur 
l'abondance des espèces est essentiel, puisque les interactions biotiques jouent un rôle 
fondamental dans le maintien de la biodiversité.  La restauration de l'habitat n'est pas 
suffisante, si elle ne permet pas de restaurer simultanément les interactions biotiques 
(Tylianakis et al. 2010).
En contrôlant certains facteurs de variabilité et en faisant varier certains autres 
facteurs,  on pourrait  mesurer une norme de réaction des odeurs florales,  c'est-à-dire 
évaluer l'importance relative du patrimoine génétique et de la plasticité dans la réponse 
au  changement  environnemental  (Schlichting  & Pigliucci  1998).   Une connaissance 
préalable fine des sources de variabilités des odeurs florales (voir section II.1) permet de 
réduire  la  part  non  contrôlée  de  cette  variation,  et  ainsi  de  réduire  les  tailles 
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d'échantillonnage  nécessaires  pour  faire  apparaître  des  patterns  de  variation  liés  au 
gradient environnemental contrôlé.  On pourrait ensuite tester la réponse des insectes 
qui utilisent les odeurs florales pour localiser la plante à cette variation d'odeurs florales 
due à l'effet environnemental.  Pour cela, on pourrait mesurer comment la modification 
des odeurs florales par l'environnement se répercute sur l'attractivité de ces odeurs pour 
les insectes visiteurs, par des tests d'olfaction classiques (Giurfa 2007, Giurfa & Sandoz 
2012).  On pourrait également quantifier l'effet sur la fréquence de visite des fleurs. 
Cependant,  le  changement  environnemental  peut  affecter  le  métabolisme  et  le 
comportement des insectes  (Abrell  et  al.  2005, Lachenicht et  al.  2010),  ainsi  que la 
transmission aérienne du signal  (McFrederick et  al.  2008,  McFrederick  et  al.  2009) 
simultanément  aux  modifications  des  émissions  d'odeurs  florales,  il  faudrait  donc 
pouvoir  dissocier  ces  effets  ou bien les  prendre  en  compte simultanément  de façon 
contrôlée.
II.3. Comment la variabilité est-elle liée à la structuration spatiale des 
interactions biotiques et aux processus de dispersion ?
La variabilité phénotypique est structurée spatialement.  Comprendre le lien entre 
la  variabilité  phénotypique  et  la  structuration  et  la  dynamique  spatiales  dans  les 
communautés est une question fondamentale en écologie.  Le concept de la mosaïque 
géographique  de  la  coévolution  propose  qu'il  n'y  a  pas  un  phénotype  optimum par 
espèce,  mais  une  multitude  d'optima  locaux  (Thompson  2005).   La  variabilité 
phénotypique, et en particulier la variabilité des odeurs florales, est modelée localement 
par la sélection imposée par les interactions biotiques, et le phénotype optimum est en 
permanence  altéré  par  les  processus  de  dispersions  entre  communautés  et  les 
changements environnementaux.  De nombreuses études ont montré une différenciation 
spatiale de l'odeur florale, entre espèces proches et même entre populations (Mant et al. 
2005,  Majetic  et  al.  2008,  Schlumpberger  &  Raguso  2008,  Friberg  et  al.  2013). 
L’adaptabilité  du  comportement  des  pollinisateurs  généralistes  à  la  diversité  florale 
locale (Chapitre 2) participe à la variation spatiale des pressions de sélection, et donc à 
la structuration de la variabilité phénotypique.
En plus de varier spatialement, les pressions de sélection peuvent également varier 
temporellement d'une année sur l'autre mais aussi au cours de la saison de floraison. 
Ainsi  les  plantes  fleurissant  en  début  de  saison  sont  susceptibles  d'exprimer  un 
phénotype différent des plantes fleurissant plus tard, à cause de la différence dans la 
composition de la communauté de pollinisateurs, et leur abondance (Filella et al. 2013). 
Un suivi temporel des interactions biotiques au cours de la saison peut permettre de 
mesurer  la  variation  de  la  nature  et  de  l'intensité  des  interactions  biotiques  (PJ 
CaraDonna et al., données non publiées).  L'approche développée dans le Chapitre 1 
pour mesurer les interactions biotiques dans le réseau d'interactions d'A. majus pourrait 
permettre de mesurer la variation des interactions au cours de la saison de floraison 
(Fig. 4).   En effet,  les  fleurs  chez  A. majus se  forment  de  bas  en  haut  le  long  des 
inflorescences, ce qui pourrait permettre de reconstruire la phénologie des interactions 
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au cours de la saison de floraison, moyennant une calibration.  Pour cela, il faudrait 
estimer précisément la corrélation entre la position linéaire des nœuds floraux sur les 
inflorescences et le temps, ce qui est complexifié par la présence de ramifications sur la 
tige principale de l'inflorescence.
Fig. 4.  Représentation  schématique  de  la  phénologie  des  interactions  de  pollinisation  chez  A. majus. 
Connaissant la corrélation entre la position du nœud sur la tige et la date de formation de la fleur, on  
pourrait reconstituer la phénologie des interactions de pollinisation au cours de la saison de floraison.  Si  
la présence des pollinisateurs est aléatoire, on s'attend à ce que la probabilité de pollinisation de chaque 
nœud floral dépende uniquement de la probabilité de pollinisation des nœuds floraux voisins.
Pour appréhender le rôle des pollinisateurs dans la dynamique éco-évolutive des 
espèces florales, plusieurs approches sont possibles.  Les approches directes consistent à 
mesurer  la  préférence  des  pollinisateurs  entre  différents  phénotypes  floraux  et  leur 
comportement  dans  l'environnement.   Elles  posent  le  défi  de  faire  le  lien  entre  les 
neurosciences et un niveau d'intégration de la complexité naturelle suffisamment élevé 
pour être réaliste.  Si on veut comprendre très finement les mécanismes de cognition 
animale,  il  faut  réduire  la  complexité  du  système  à  des  conditions  expérimentales 
drastiquement éloignées de la réalité.  A l'inverse, en se rapprochant autant que possible 
des conditions réelles, on risque de biaiser les résultats par des facteurs non contrôlés. 
De plus,  l'augmentation de la  variabilité  lorsqu'on travaille  dans des conditions plus 
réalistes peut empêcher de mesurer les patterns attendus.
La génétique offre une autre approche possible, indirecte pour explorer le rôle des 
pollinisateurs  dans  la  structuration  spatiale  de  la  variabilité  des  traits  floraux  et  la 
dynamique éco-évolutive des espèces florales.  L'étude en cours sur la reconstruction du 
pedigree  des  individus  A. majus dans  la  zone  hybride  par  l'équipe  de  Nick  Barton 
(David Field, IST Austria, Vienne) pourrait aider à démêler les processus de sélection en 
donnant l'opportunité de modéliser les flux de pollen entre individus.  Il faudrait allier 
cette reconstruction de pedigree à une mesure du phénotype floral des individus pour 
comprendre  quelles  interactions  biotiques  auraient  pu  modeler  ces  pressions  de 
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Position du nœud floral le 
long de la tige
Nombre de tiges qui portent un 
fruit à cette position
sélection.
Enfin,  des  approches  de  modélisation  des  mosaïques  de  coévolution  se 
développent de plus en plus  (Urban & Skelly 2006, De Meester et al.  2011).  Elles 
allient des modèles classiques de dynamiques de métacommunauté (voir Chapitre 1) à 
des  modèle  de  dynamique  évolutive  des  traits  phénotypiques  impliqués  dans 
l'interaction biotique (Mazancourt & Loreau 2000, Loeuille et al. 2002, Loeuille 2010). 
Ces modèles utilisent des hypothèses concernant la forme de la sélection imposée sur le 
trait  phénotypique  étudié,  et  donc requièrent  des  mesures  empiriques  comme celles 
développées dans les approches abordées plus haut, pour les paramétrer.  Appliquer ce 
genre de modèle à un trait aussi complexe que l'odeur florale est un défi du fait de la  
diversité  des  COVs  présents  dans  le  bouquet  d'odeur  et  de  leurs  mécanismes  de 
régulation,  et  de  la  diversité  des  interactions  biotiques  reposant  sur  ce  trait 
phénotypique.  Une approche de modélisation pourrait justement permettre de réduire la 
complexité du système en mettant en évidence les mécanismes les plus importants dans 
la dynamique évolutive du trait phénotypique.  Cela permettrait aussi d'estimer les seuils 
de visites de co-pollinisateurs dans des systèmes hautement spécialisés, qui provoquent 
le  maintien d'une variabilité  de l'odeur florale  et  /  ou une différenciation de l'odeur 
florale entre populations (Friberg et al. 2013).
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Conclusion : Robustesse du réseau 
d'Antirrhinum majus
Le réseau d'interactions lié à la plante Antirrhinum majus, étudié dans ce projet de 
thèse, semble plutôt robuste.  La plupart des populations de plantes sont connues depuis 
plusieurs années, et même si certaines semblent avoir des densités de populations très 
fluctuantes, d'autres ont des tailles de populations très importantes et sont observées 
tous les ans.  Cela est compatible avec une dynamique de type source-puits à l'échelle 
de la méta-communauté, mise en évidence par modélisation (Chapitre 1).  Par ailleurs, 
les charançons, qui sont le principal herbivore d'A. majus, et leurs parasitoides semblent 
également avoir une grande capacité de dispersion,  car ils ont été retrouvés dans de 
nombreuses populations de plantes.  Alternativement, ils ont peut-être des mécanismes 
de persistance dans l'environnement qui leur permettrait de persister même lorsque la 
population de plantes atteint des niveaux très bas.  Enfin, les pollinisateurs jouent un 
rôle  fondamental  dans  la  persistance  des  espèces  dans  le  réseau  d'interactions 
d'A. majus, en permettant la reproduction de la plante mais aussi du charançon prédateur 
de graines, et donc de son parasitoïde.
Les odeurs florales jouent un rôle important dans l'attraction des pollinisateurs 
(Chapitre  2).   Leur  rôle  dans l'attraction des  autres  espèces  du réseau d'interactions 
d'A. majus n'est pas connu.  Il est peu probable que les charançons, qui représentent 
potentiellement l'interaction antagoniste la plus forte dans ce réseau, soient attirés par 
les  odeurs  florales  puisqu'ils  se  regroupent  sur  les  inflorescences  avant  la  période 
d'émissivité des fleurs.  La variabilité des odeurs florales mesurée dans les études des 
Chapitres 2 et 3 pourrait être un moteur de l'adaptation aux changements globaux.  Cette 
variabilité permettrait d'attirer de façon opportuniste des nouveaux pollinisateurs non 
spécialisés.  Par ailleurs, puisque les pollinisateurs d'A. majus sont capables d'apprendre 
rapidement  des  nouveaux  types  floraux  (Chapitre  2),  cela  pourrait  les  rendre  très 
adaptables à un changement, et augmenter la stabilité des interactions de pollinisation. 
Cependant, les interactions de pollinisation pourraient être perturbées par la fluctuation 
de  l'abondance  des  pollinisateurs,  avec  des  conséquences  sur  l'ensemble  du  réseau 
d'interactions.
Au vu de ses caractéristiques, le réseau d'interactions d'A. majus pourrait avoir un 
rôle stabilisateur sur d'autres espèces de la communauté : comme elle est visitée par de 
nombreuses espèces de pollinisateurs, elle pourrait jouer un rôle d'espèce clé, favorisant 
la persistance d'autres espèces, pollinisateurs, plantes ou herbivores.
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Title : Plant-insect interactions in the Pyrenean species network of 
Antirrhinum majus: metacommunity, behaviour and floral scent
Abstract
Biotic  interactions  play  a  key  role  in  community  dynamics  and  species 
persistence.  Understanding the dynamics of interaction networks helps to predict how 
environmental change may affect community dynamics and composition.   The plant 
Antirrhinum majus (snapdragon) naturally grows in the Pyrenees mountains, in a patchy 
habitat encompassing a variety of climatic and altitudinal conditions.  Two subspecies of 
different colors grow parapatrically, and pollinators play a key role in their reproductive 
isolation.   First,  we  showed  that  dispersal  among  communities  is  important  in 
maintaining local persistence of species within the A. majus network, composed of the 
plant, its cohort of pollinators, a specialist seed-predator and its associated parasitoid. 
The local  networks  are  likely  interconnected  through  a  source-sink  metacommunity 
dynamic, where some communities serve as sources to refill communities that could 
otherwise not persist.   Second, we tried to  understand the role  of pollinators in the 
reproductive  isolation  between  the  A. majus subspecies,  by  studying  how  learning 
affected their preference between the floral types of each subspecies, based on visual 
and olfactory  plant  signals.   Learning on the  yellow type  (A. m. striatum)  caused a 
preference  toward  this  floral  type,  whereas  learning  on  the  magenta  type 
(A. m. pseudomajus) caused no preference between floral types.  Finally, we explored 
the possibility for an adaptation of floral scent of A. m. pseudomajus to environmental 
conditions at different altitudes.  Altitude and population did not explain much of floral 
scent  variation,  and  the  high  levels  of  variability  of  floral  scent  may  allow  for 
adaptability of the interaction network facing global changes.
Keywords :
Climate change ; biotic interactions ; dispersal ; floral signals ; floral scent variability ; 
insect learning ; metacommunity dynamics ; pollination ; Rhinusa vestita.
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RESUME
Les  interactions  biotiques  jouent  un  rôle  fondamental  dans  la  dynamique  des 
communautés  et  la  persistance  des  espèces.   Étudier  la  dynamique  des  réseaux 
d'interactions aide à améliorer la prédiction de l'impact des changements globaux sur les 
communautés.  Dans les Pyrénées, deux sous-espèces de la plante  Antirrhinum majus 
(gueule-de-loup) poussent  en  patchs  dans  des  zones  géographiques  adjacentes  qui 
couvrent  une variété  de  climats  et  d'altitudes,  et  les  pollinisateurs  participent  à  leur 
isolement reproducteur.  Dans un premier temps, nous avons montré que la dispersion 
entre communautés semble essentielle pour la persistance locale des espèces dans le 
réseau d'interactions d'A. majus, comprenant la plante, sa cohorte de pollinisateurs, un 
charançon spécialiste et son parasitoïde.  Cette méta-communauté aurait une dynamique 
de type source-puits, où certaines communautés plus persistantes servent de réservoirs. 
Dans un second temps, nous avons essayé de comprendre le rôle des pollinisateurs dans 
l'isolement reproducteur entre les deux sous-espèces d'A. majus, en étudiant l'impact de 
l'apprentissage sur leur préférence entre les types floraux de chaque sous-espèce, sur la 
base  des  signaux  visuels  et  olfactifs.   Un  apprentissage  sur  le  type  floral  jaune 
(A. m. striatum)  provoquait  une  préférence  pour  ce  type  floral,  contrairement  à 
l'apprentissage  sur  le  type  floral  magenta  (A. m. pseudomajus).   Enfin,  nous  avons 
étudié une possible adaptation des odeurs florales d'A. m. pseudomajus avec l'altitude, 
représentant un gradient de conditions environnementales.  La variabilité des odeurs 
florales, peu expliquée par l'altitude et la population, pourrait permettre une plasticité 
des interactions biotiques reposant sur ce signal floral.
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méta-communautés ;  interactions  biotiques ;  pollinisation ;  Rhinusa  vestita ; 
signalisation florale ; variabilité des odeurs florales.
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