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Abstract
We consider the one-dimensional scattering of two identical blocks of mass M that exchange en-
ergy and momentum via elastic collisions with an intermediary ball of mass m = αM . Initially, one
block is incident upon the ball with the other block at rest. For α < 1, the three objects will make
multiple collisions with one another. In our analysis, we construct a Euclidean vector Vn whose
components are proportional to the velocities of the objects. Energy-momentum conservation then
requires a covariant recurrence relation for Vn that transforms like a pure rotation in three di-
mensions. The analytic solutions of the terminal velocities result in a remarkable prediction for
values of α, in cases where the initial energy and momentum of the incident block are completely
transferred to the scattered block. We call these values for α “magic mass ratios.”
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I. INTRODUCTION
If two identical particles make a head-on collision, they exchange energy and momentum
in any reference frame.1 In a frame where the target is initially at rest, the target can acquire
all of the energy and momentum of the incident object, causing the incident object to come
to rest. Such a complete energy-momentum transfer, however, is rarely observed in many-
body collisions. A specific example is Newton’s cradle, which consists of a series of identical
pendula that are aligned on a horizontal level. Newton’s cradle can be understood as a series
of head-on collisions of two identical objects where small gaps between each pair of adjacent
pendula are assumed.2–4
Although this small-gap model for Newton’s cradle explains the observations, the model
fails if some of the adjacent pendula are in contact with each other, in which case the process
cannot be decomposed into a series of two-body collisions. The reason for this failure is that
the constraints of energy-momentum conservation are not enough to determine the final
velocities. Additional conditions, such as force laws between objects, are required to obtain
a unique solution of the problem. Various studies have been carried out to find an appropriate
force law that governs the actual motions of the pendula. For example, the contact Hertz
force of the form F = −kx3/2 is such a phenomenological model.4–8 Further applications of
the contact Hertz force to various collision problems can be found in Refs. 9–13.
In a previous work, we studied the bouncing of a block against a rigid wall through one-
dimensional multiple elastic collisions with a ball sandwiched between them.14 Based on the
assumption that each collision is instantaneous, as in the small-gap model, we obtained the
unique analytic solutions to the complete trajectories of the block and the ball. By taking
the continuum limit of the block trajectory, we have shown that the effective force carried by
the ball is proportional to 1/r3, where r is the distance between the block and the wall. This
is consistent with previous results based on the differential equation that can be derived by
taking the continuum limit of energy-momentum conservation.15,16
In this paper, we generalize the model system of Ref. 14 to a simple three-body system.
Here we consider the scattering of two identical blocks of mass M through multiple elastic
collisions with a ball of mass m = αM sandwiched between the blocks. As shown in Fig. 1,
the ball C and the target block B are initially placed at locations x = 0 and L, respectively,
and the block A is incident to the target with initial velocity V . If α < 1, then the system
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experiences multiple collisions that can be understood as a series of two-body collisions
and, therefore, the velocities of all objects are uniquely determined. To aid in visualizing
the discussion below, the reader is encouraged to view the animation of a series of such
collisions in the online video linked to Fig. 6.
In our analysis, we construct a Euclidean vector whose components are proportional to the
velocities of the objects. With such, the energy-momentum conservation constraints reduce
to a pure rotational transformation under which the magnitude of the Euclidean vector is
invariant. This covariant approach is equivalent to the billiard-ball mapping approach in
Refs. 17–21, that reformulates the collision problem into a problem of projective geometry.
While we were interested in the trajectories of the objects and the effective force in Ref. 14,
here we focus on the energy-momentum transfer from the incident block A to the scattered
block B. As a result, we find all possible values for the magic mass ratios α = αmagic at
which the energy and momentum of the incident block are completely transferred to the
scattered block.
The chain collisions of multiple pendula in series have been studied previously by Hart
et al.2 and by Kerwin.3 However, the pendula studied in these references are arranged in
mass order so that the complete energy-momentum transfer from the incident pendulum
to the target pendulum at the other end is achieved only if all of the pendula are of equal
mass, as in Newton’s cradle. Redner considered a similar system consisting of two identical
cannonballs approaching an initially stationary ping-pong ball.21 In that study, the author
focuses mainly on deriving a simple relation between the elastic collision and a corresponding
billiard system, which helps to determine the total number of collisions of the system. Thus,
to our best knowledge, the derivation of all possible magic mass ratios αmagic for which
complete energy-momentum transfer is realized is new.
This paper is organized as follows. In Sec. II, we describe the model system and provide
the definitions of kinematic variables that we use throughout the paper. In Sec. III, we
construct the covariant recurrence relation for the velocity sequences of the objects and
compare this approach with the billiard-ball mapping. Our results for the terminal velocities
and kinematic variables including the magic mass ratios are given in Sec. IV. Finally, we
offer our conclusions in Sec. V and provide some technical details in the Appendices.
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II. MODEL, TERMINOLOGY, AND CONJECTURES
In this section, we describe the model system and define kinematic variables that we use
throughout the paper. We also discuss some conjectures regarding the relationship among
special values for mass ratios.
A. Model
As shown in Fig. 1, the model system consists of two identical blocks A and B, each of
mass M , and a ball C with mass m = αM , all aligned on the x-axis. Initially, C and B are
at rest at x = 0 and L, respectively, and block A is at x < 0 and moving toward ball C with
speed V . At time t = 0, block A collides with the ball. We assume that all of the collisions
are (completely) elastic and ignore friction. If the mass of C is equal to or larger than the
mass of the blocks (α ≥ 1), then C will collide with each block only once. But if C is less
massive than the blocks (α < 1), then it moves back and forth to make multiple collisions
with the blocks. In either case, because each collision is governed by a repulsive force, A
must decelerate and B must accelerate. In this paper, we are interested in the situation
where A and B interact through multiple elastic collisions with C (i.e. α < 1).
B. Terminology
We use an integer n to identify the sequence of collisions of the ball with a block. We
denote by Pn the nth collision point between objects A and C, and by Qn the nth collision
point between objects B and C. The velocities of the three objects are defined as follows:
an and cn are the velocities of A and C, respectively, immediately after the collision at Pn.
Likewise, bn and c
′
n are the velocities of B and C, respectively, immediately after the collision
at Qn. During the ball’s motion from Pn to Qn, the velocity of C is fixed at cn; between Qn
and Pn+1, the velocity of C is c
′
n.
Because α is a finite number, the total number of collisions between C and a block is also
finite. We call NA and NB the total number of collisions between blocks A and B and the
ball, respectively. After these final collisions, blocks A and B reach their terminal velocities
at = aNA and bt = bNB , respectively. Conservation of (linear) momentum determines the
terminal velocity of C as ct = (V − at − bt)/α.
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If α is decreased, then NA and NB will increase by unity at certain values of α. We call
αk and βk the kth threshold mass ratios of A and B, which are the minimum values for α
with NA = k and NB = k for k ≥ 1, respectively. Therefore, the values for NA and NB are
determined by the mass ratio α as
NA = k for αk ≤ α < αk−1 (1)
and
NB = k for βk ≤ α < βk−1, (2)
where we set α0 =∞ and β0 =∞.
In a many-body, fixed-target collision, it is not easy to determine the masses so that the
kinetic energy of the incident particle is completely transferred to a single scattered particle
(leaving the incident particle at rest). However, in some situations, such as with Newton’s
cradle or the situation we consider here, it is possible to solve for the masses. There are two
classes of critical mass ratios, the magic mass ratio and the deficient mass ratio. We denote
by αmagick the kth magic mass ratio at which both A and C stop moving and B carries the
complete energy and momentum of the incident block. Between any two consecutive magic
mass ratios αmagick and α
magic
k+1 , there will be a mass ratio for which the energy-momentum
transfer is the least efficient. We call this value the kth deficient mass ratio αdeficientk .
C. Conjectures αmagick = αk and α
deficient
k = βk
Before working through the details, we can make an educated guess that αmagick = αk.
Let us suppose that there exists αmagick where the scattered block takes all of the kinetic
energy of the incident block. Thus, the momentum transfer from block A to block B is at a
maximum. In this case, both A and C must remain at rest after the final collision. Such a
configuration is feasible only if A stops at Pk (ak = 0), C stops at Qk (c
′
k = 0), and B carries
the initial velocity of the incident block A (bk = V ). In fact, these conditions require
22
ck = 2V/(1 +α
magic
k ), and also lead to NA = NB = k. Next, we take α = α
magic
k − ε, which is
infinitesimally smaller than αmagick (ε→ 0+). Then the momentum transfer between A and
B that is mediated by C must be infinitesimally less than when α = αmagick , and the ball
must carry a surplus of energy after the last collision, and this will lead to an additional
collision with block A.
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Similarly, we might guess that at α = βk the final kinetic energy of the ball reaches a
local maximum. We shall find that these conjectures are in fact true: αmagick = αk and
αdeficientk = βk for all k.
III. ANALYTIC COMPUTATION IN COVARIANT APPROACH
In this section, we use energy and momentum conservation to develop a recurrence re-
lation for a column vector Vn constructed from the velocities of blocks A and B and ball
C. This approach is compared with an alternative method—the billiard-ball mapping of
Redner—that can be applied to a similar problem.21
A. Construction of a Euclidean vector in terms of velocities
It is convenient to define the column-vector sequence Vn as
Vn ≡

an
bn
√
αc ′n
 , (3)
where the scaling factor
√
α of the third component is introduced to simplify the following
analyses. The magnitude of the three-dimensional Euclidean vector Vn is defined by |Vn| ≡√
V2n, where V
2
n ≡ (Vn)21 + (Vn)22 + (Vn)23 and (Vn)i is the ith Cartesian component of Vn;
namely, (Vn)1 = an, (Vn)2 = bn, and (Vn)3 =
√
αc′n. We shall see in the following section
that energy conservation forces |Vn| to be independent of n and the transformation of Vn−1
into Vn is linear. This covariant transformation can be formulated by making use of an
orthogonal matrix O. (Some useful properties of orthogonal matrices are summarized in
Appendix A).
B. Covariant recurrence relation for Vn
The collision at Pn transforms the velocities an−1 and c ′n−1 into an and cn, respectively.
The collision at Qn transforms the velocities bn−1 and cn into bn and c ′n, respectively. Con-
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servation of momentum and kinetic energy in the collisions at Pn and Qn requires
an−1 + αc ′n−1 = an + αcn, (4)
a2n−1 +
(√
αc ′n−1
)2
= a2n +
(√
αcn
)2
, (5)
bn−1 + αcn = bn + αc ′n, (6)
and
b2n−1 +
(√
αcn
)2
= b2n +
(√
αc ′n
)2
. (7)
The sum of Eqs. (5) and (7) yields the energy-conservation constraint under the nth cycle
of collisions at Pn and Qn:
a2n−1 + b
2
n−1 +
(√
αc ′n−1
)2
= a2n + b
2
n +
(√
αc ′n
)2
. (8)
By coupling to the constraint (4), we can reduce Eq. (5) for the collision at Pn into a linear
form. In a similar manner, Eq. (7) for the collision at Qn also reduces into a linear form.
The result is
an−1 − c′n−1 = −an + cn, (9)
bn−1 − cn = −bn + c ′n. (10)
The reduction in Eqs. (9) and (10) is allowed as long as an−1 6= an, bn−1 6= bn, c′n−1 6= cn,
and cn 6= c′n. These requirements are always satisfied because every collision changes the
velocity of each participant.
If we now employ the notation for the vector Vn defined in Eq. (3), we find that Eq. (8)
can be expressed as
V2n = V
2
n−1. (11)
Similarly, after eliminating cn from Eqs. (4), (6), (9), and (10), we end up with three
equations that can be written as
Vn = ΛVn−1, (12)
where Λ is a 3×3 matrix that depends only on α. By applying the recurrence relations (11)
and (12) repeatedly, we find that the length of vector Vn is invariant (V
2
n = V
2
0) and
Vn = Λ
nV0, (13)
where V0 = (V 0 0)
T .
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The constraints in Eqs. (11) and (12) are equivalent to the covariant transformation rule
for a Euclidean vector V → V′ = OV that preserves its magnitude |V′| = |V|. In a
Cartesian coordinate system, the magnitude is defined by |V| = (V ·V)1/2 = (∑i V 2i )1/2,
where Vi is the ith Cartesian coordinate of V. Such a transformation also preserves any
scalar product of such vectors V ·W = ∑i,j ViδijWj = ∑i ViWi, where the Kronecker delta
δij is the metric tensor of the Euclidean space. The invariance of the scalar product under
this transformation requires that the matrix O must be orthogonal; stated another way,
the inverse of O is the same as its transpose: O−1 = OT . In addition, for any orthogonal
matrix O, det[O] = ±1. An orthogonal matrix with det[O] = +1 can be expressed as a
pure rotation, while an orthogonal matrix with det[O] = −1 can be expressed as either a
reflection or the product of a pure rotation and a reflection. We call the formulation in
Eqs. (11) and (12) the covariant approach.
By generalizing the method in Ref. 14 for two-body multiple collisions against a rigid
wall, we develop a systematic way to determine Λ and Λn. As is stated in Appendix A,
the orthogonal matrix Λ represents a pure rotation about an axis nˆ by a finite angle ψ in
three dimensions. Thus, according to Eq. (13), Vn can be obtained by rotating V0 about
the same axis nˆ by nψ. Because α is the only variable that involves the transformation of
Vn, both nˆ and ψ depend only on α.
C. Comparison with billiard-ball mapping
In principle, the covariant approach summarized in Eqs. (11) and (12) is equivalent
to the billiard-ball mapping described by Redner in Ref. 21. Redner also rescaled the
velocity by multiplying the square root of its mass as we did in constructing the Eu-
clidean vector Vn. The crucial constraint in Redner’s billiard-ball mapping is that the
scalar product (
√
m1,
√
m2) · (w1, w2) is conserved. Here, mi is the mass of the ith par-
ticle in a two-body collision and wi =
√
mivi is the rescaled velocity vi of particle i:
(
√
m1,
√
m2) · (w1, w2) = (√m1,√m2) · (w′1, w′2), where the primed variable is used for
a particle after a collision. This constraint originates from the momentum conservation
law in Eqs. (4) and (6) and is equivalent to the covariant transformation rule of Eq. (12).
Geometrically, the conservation of the projection of the vector (w1, w2) onto the vector
(
√
m1,
√
m2) implies that the transformation of (w1, w2) into (w
′
1, w
′
2) must be related to a
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rotation about an axis parallel to (
√
m1,
√
m2) and/or a reflection of the component per-
pendicular to (
√
m1,
√
m2). Therefore, the covariant approach must be equivalent to the
billiard-ball mapping approach. Redner then reformulated the problem into a problem of
projective geometry.
The merit of the covariant approach is that the corresponding computation techniques
are available in standard textbooks on classical mechanics or mathematical physics, such as
Refs. 23 and 24. An extension of the covariant approach into a relativistic collision is even
feasible at the level of undergraduate physics majors. A generalization of the billiard-ball
mapping of a projective geometry into that in the Minkowski space needs additional work.
D. Determination of Λ
The recurrence relations (11) and (12) represents the transformation of the velocities
after two collisions at Pn and Qn. Because each collision is elastic, there exist orthogonal
(collision) matrices—ΓA for the collision at Pn and ΓB for that at Qn—that preserve the
magnitude of Vn. In this case, Λ must be expressed as
Λ = ΓBΓA. (14)
Here, B does not participate in the collision at Pn and A is independent of the collision
at Qn so that ΓA and ΓB maintain the velocities of B and A, respectively. Thus, ΓA and
ΓB are intrinsically two-dimensional linear transformations. The matrix Γi for the elastic
collision of one-dimensional two-body scattering has the determinant −1 (see, for example,
Ref. 14). Therefore, each collision matrix can be parametrized by the product of a pure
rotation and a reflection so that det[ΓA] = det[ΓB] = −1. By making use of the properties
of 3×3 orthogonal matrices summarized in Appendix A, we find the useful parametrizations
ΓA = λ2(−θ)P3 (15)
and
ΓB = λ1(θ)P3, (16)
where λi(θ) are rotation matrices about the ith Cartesian axis, P3 = diag[1, 1,−1] is a
reflection matrix, and θ is given by
θ = 2 arctan
√
α. (17)
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We then find the explicit form of the matrix Λ as
Λ =

1− α
1 + α
0
2
√
α
1 + α
4α
(1 + α)2
1− α
1 + α
−2(1− α)
√
α
(1 + α)2
−2(1− α)
√
α
(1 + α)2
2
√
α
1 + α
(1− α)2
(1 + α)2

. (18)
An explicit computation shows that ΛT = Λ−1 (i.e. Λ is orthogonal). A detailed procedure
to compute Λ is given in Appendix B.
E. Computation of Λn
Direct computation of Λn by repeated multiplications of Λ is not trivial. However,
the analysis can be greatly simplified if we make use of the identity in Eq. (14) and the
parametrization λnˆ(φ) = Rλ3(φ)R
T , where R is an orthogonal matrix (see Appendix A).
Given that det[ΓA] = det[ΓB] = −1, we know that det[Λ] = det[ΓA]det[ΓB] = +1.
Therefore, Λ can be parametrized by a pure rotation Λ = Rλ3(ψ)R
T , where the angle of
rotation ψ must be a function of α only. Because R is orthogonal, it is straightforward to
find that
Λn = Rλ3(nψ)R
T , (19)
where we have used the fact that [λ3(ψ)]
n = λ3(nψ). According to the expression for Λ
n in
Eq. (19), it is manifest that an additional cycle of collisions at Pn and Qn merely increases
the phase by a constant ψ about the same axis of rotation.
A detailed derivation of Λn is provided in Appendix C; here we simply quote the α
dependence of ψ and R:
ψ = 2 arctan
√
α(2 + α) (20)
and
R =

− 1√
2
−
√
α
2(2 + α)
1√
2 + α
1√
2
−
√
α
2(2 + α)
1√
2 + α
0
√
2
2 + α
√
α√
2 + α

. (21)
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As with Λ, an explicit computation confirms that R is orthogonal (RT = R−1). Having
found R, we know that the third column of R is the unit vector nˆ that is parallel to the
axis of rotation for Λ. We find that nˆ is parallel to (
√
MA
√
MB
√
MC)
T , where Mi is the
mass of i = A, B, and C, supporting our earlier argument that the covariant approach is
equivalent to the billiard-ball mapping approach.
IV. RESULTS
In this section, we find the general terms of the velocity sequences an, bn, cn, and c
′
n
by solving the recurrence relation for Vn. By making use of these analytic solutions, we
calculateNA andNB, and obtain the threshold mass ratios αk and βk. We then determine the
terminal velocities of the objects and show that the magic mass ratio αmagick and the deficient
mass ratio αdeficientk are identical to the threshold mass ratios αk and βk, respectively. Lastly,
we discuss possible modifications of our predictions for inelastic collisions.
Substituting the initial condition V0 = (V 0 0)
T and Λn in Eq. (19) into Eq. (13), we
can determine Vn. The value of cn can be computed by substituting an−1, an, and c ′n−1 into
Eq. (4). The general terms for the velocity sequences are obtained as
an = VCM
{
1 +
cos(nψ)
cos(ψ/2)
}
, (22)
bn = VCM
{
1− cos[(n+
1
2
)ψ]
cos(ψ/2)
}
, (23)
cn = VCM
{
1 +
sin[(n− 1
4
)ψ]
sin(ψ/4)
}
, (24)
and
c ′n = VCM
{
1− sin[(n+
1
4
)ψ]
sin(ψ/4)
}
, (25)
where VCM is the velocity of the center-of-mass, given by
VCM =
V
2 + α
=
V cos(ψ/2)
1 + cos(ψ/2)
. (26)
Note that (m+ 2M)VCM = MV is the total linear momentum of the system. If we make a
Galilean transformation into the center-of-momentum frame, where the center-of-mass is at
rest, then the unity term in each pair of braces in Eqs. (22)–(25) vanishes. In deriving these
results, we have used the values for trigonometric functions at ψ, ψ/2, and ψ/4 that are
listed in Table I. We also need to evaluate the trigonometric functions at nθ, (n+ 1
2
)θ, nψ,
11
(n+ 1
2
)ψ, and (n+ 1
4
)ψ. In Appendix D, we summarize a way to evaluate these functions in
terms of α.
Let us summarize properties of the solutions listed in Eqs. (22)–(25). For n = 0, the
velocities satisfy the initial conditions a0 = V , b0 = c
′
0 = 0. As n increases, an decreases
and bn increases. The reason is that the impulse on A in each collision is along the −x axis
and the impulse on B in each collision is along the +x axis. The terminal velocities can be
obtained once we know the total numbers of collisions NA and NB, which are calculated in
Appendix E; the results are:
NA =
NB = dpi/ψe − 1 for 0 < s(pi/ψ) ≤ 1/2,NB + 1 = dpi/ψe, otherwise. (27)
Here, the ceiling function dxe and the sawtooth function s(x) are defined in Appendix E.
Using this result, along with Eqs. (1) and (2), we find that
NA = NB = k =
pi
ψ
− 1
2
if α = αk, (28)
NA − 1 = NB = k = pi
ψ
− 1 if α = βk. (29)
At α = 1, ψ = 2pi/3 and NA = NB = 1. As α decreases, ψ also decreases. At certain
mass ratios, α = αk − 0+ and α = βk − 0+, NA and NB increase by unity, respectively. The
equalities in Eqs. (1) and (2) are determined by the step functions in Eq. (27). Note that
the threshold mass ratios are ordered as · · · < β2 < α2 < β1 < α1 = 1.
By making use of the analytic solutions given in Eqs. (22)–(25), we can find every pair
of k and ψ that guarantee the terminal velocities satisfy the conditions α = αmagick and
α = αdeficientk , respectively; this verifies the existence of both α
magic
k and α
deficient
k . The
corresponding proofs for the existence of αmagick and α
deficient
k are given in Appendices F and
G, respectively.
The resultant values for the critical mass ratios can be obtained from Eqs. (20) and
(28)–(29) as
αmagick = αk = −1 + sec
(
pi
2k + 1
)
(30)
and
αdeficientk = βk = −1 + sec
[
pi
2(k + 1)
]
, (31)
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for k ≥ 1. At α = αmagick , ψ = pi/(k + 12) and at α = αdeficientk , ψ = pi/(k + 1). The first few
values are α1 = 1, β1 =
√
2−1 ≈ 0.414, α2 =
√
5−2 ≈ 0.236, and β2 = (2−
√
3)/
√
3 ≈ 0.155.
In Table II, we list the ten largest values of αk = α
magic
k and βk = α
deficient
k , and in Fig. 2,
we show NA and NB as functions of α. According to these results, both A and B will make
a single collision with the ball if α ≥ 1, whereas if √2 − 1 = β1 ≤ α < 1, the ball will
hit A twice and hit B only once. As previously discussed, for any α = αk, NA = NB = k.
But αk is the minimum value of α such that NA = k. Thus, for α infinitesimally smaller
than αk, we have NA = k + 1 and NB = k. Similarly, note that βk is the minimum value
of α to have NA = NB + 1 = k + 1. Hence, for α infinitesimally smaller than βk, we have
NA = NB = k + 1.
In Fig. 3 we show the trajectories of A, B, and C as functions of time for (a) α = α3 ≈
0.11, (b) α = 0.12, and (c) α = 0.10. When α = α3 the trajectory of C meets those of A and
B three times each, consistent with NA = NB = 3 that can be read off from Fig. 2. After
C hits B three times, both A and C stop and the terminal velocity of B is the same as the
initial velocity of the incident block. According to Fig. 2, NA = NB = 3 at α = 0.12 > α3,
which is consistent with Fig. 3(b). At this value of α, all three objects continue moving
after their last collisions, and although C does not stop after its final collision with B, the
terminal speeds are such that C cannot catch up with B. At α = 0.10 < α3, NA = 4 while
NB = 3 according to Figs. 2 and 3(c). In this scenario, A continues to move forward after
its third collision with C; meanwhile, C moves backward after its third collision with B so
that it makes another collision with A.
The terminal velocities of the two blocks can be obtained by substituting n = NA and
NB in Eqs. (E6) and (E9) into the formulas for an and bn given in Eqs. (22) and (23), to
obtain
at =
V
2 + α
[1 + (1 + α) cos(NAψ)] (32)
and
bt =
V
2 + α
{
1− (1 + α) cos [(NB + 12)ψ]} , (33)
where we have used cos(ψ/2) = (1 + α)−1. By making use of momentum conservation, we
can determine the terminal velocity ct of C as
ct =
V − at − bt
α
, (34)
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which is the same as c ′NB for 0 < s(pi/ψ) ≤ 1/2 or cNA otherwise. We can determine
the terminal velocities at α = αk and βk by making use of Eqs. (30) and (31): when
α = αk, we have at = ct = 0 and bt = V ; when α = βk, we get at = −βkV/(2 + βk) and
bt = ct = 2V/(2 + βk).
In Fig. 4, we plot the terminal velocities at, bt, and ct as functions of α. Because the ball
cannot penetrate any blocks, the three curves are ordered as at ≤ ct ≤ bt for all α. We see
that bt ≤ V for all α, as expected, because bt > V is not allowed due to energy conservation.
According to the at curve in Fig. 4, the (terminal) recoil velocity of the incident block A is
negative25 for all α 6= αmagick .
Inelastic collisions
Let us briefly investigate possible modifications of our predictions if the ball and the blocks
do not make elastic collisions. If the collisions are not elastic, then the energy-momentum
recurrence relations in Eqs. (4)–(7) are modified as
an−1 + αc ′n−1 = an + αcn, (35)
e(an−1 − c ′n−1) = cn − an, (36)
bn−1 + αcn = bn + αc ′n (37)
and
e(cn − bn−1) = bn − c ′n, (38)
where 0 < e ≤ 1 is the coefficient of restitution between the ball and a block. (For an elastic
collision e = 1 and for a completely inelastic collision e = 0.) We follow the same procedure
as that for the elastic case to compute the fraction of energy transmission ρ = b2t/V
2 to
the scattered block from the incident block. In Fig. 5, we show ρ as a function of α for
e = 1, 0.9, 0.8, and 0.7. In general we see that ρ decreases as e decreases. Furthermore, this
effect is magnified as α decreases because the number of collisions increases. We also see
that there are shifts to the right in the values of α where the local maxima or minima of ρ
appear. We can compare the values of α with those (α1, β1, α2, and β2) of the elastic case.
At e = 0.9, for example, the shifts from α1, β1, α2, and β2 are by 0 %, 0.43 %, 4.6 %, 0.84 %,
respectively. The size of the shift tends to increase as α decreases. For any value of e, the
value of α that corresponds to α1 = 1 of the elastic case is invariant.
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As a pedagogical example, we show a generalized version of the Newton’s cradle in Fig. 6.
There are five identical “blocks” Ak of mass M on a straight wire and four “balls” Ck of mass
mk = α
magic
k M placed between each set of blocks. Initially, A1 is the only moving object and
is traveling towards C1. We assume that all collisions are elastic and neglect friction. Any
two adjacent blocks Ak and Ak+1 exchange momenta through (possibly multiple) collisions
with Ck while the remainder of the system is completely at rest. After Ak makes the kth
collision with Ck, Ak stops and Ck makes the kth collision with Ak+1. At this point Ck
stops and Ak+1 carries the entire incident momentum of Ak. This process continues until
A5 carries the initial momentum of A1. After that, A5 bounces back against the wall to
continue a similar set of multiple collisions in the opposite direction. This experiment can
be carried out by making use of an air track that is typically available in undergraduate
physics laboratories.
V. CONCLUSION
We have considered the one-dimensional scattering of two identical blocks of mass M that
exchange energy and momentum through elastic collisions with an intermediary ball of mass
m = αM . Because the ball and the target block are initially not in contact with each other,
the system experiences multiple two-body collisions that are well ordered and therefore the
motion of the system is uniquely determined by energy and momentum conservation.
A vector sequence Vn was constructed by rescaling the velocities of the three objects in
each cycle of multiple collisions. We then showed that the energy-momentum conservation
laws result in transforming the vector Vn through a (pure) rotation: Vn = Λ
nV0, with
det[Λ] = +1 and V2n = V
2
0 = V
2. Recursive use of the covariant recurrence relation leads
to analytic expressions for the velocities of the three objects after each collision. Based on
these results, we have computed the total number of collisions and the terminal velocity for
each object in terms of α.
The covariant approach was shown to be equivalent to the billiard-ball mapping approach.
While the billiard-ball mapping approach reformulates the problem into a problem of pro-
jective geometry, the covariant approach employs elementary techniques of group theory and
differential geometry that are well described in standard textbooks on classical mechanics
or mathematical physics. We expect that the covariant approach presented in this work can
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be systematically generalized to the relativistic case.
It is rather remarkable that at magic mass ratios α = αmagick , the energy and momentum of
the incident block are completely transferred to the target block. Such complete momentum
transfer to a single scattered particle in many-body collisions is difficult to find. The only
nontrivial example is Newton’s cradle, which is equivalent to our model when α = 1. As a
pedagogical example, we have devised a generalized version of Newton’s cradle (Fig. 6) that
can be tested in an air track experiment.
We have also verified the identities αmagick = αk and α
deficient
k = βk. In inelastic collisions,
the peaks of the energy transfer fraction ρ shift from αmagick and the effect increases as α
decreases.
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Appendix A: Orthogonal matrices
Here, we list useful properties of orthogonal matrices in two and three dimensions that
are frequently used in the text. Detailed proofs and examples can be found in standard
textbooks on classical mechanics or mathematical physics, such as Refs. 23 and 24.
• If there is a linear transformation V → V′ = OV of a Euclidean vector V that
preserves its magnitude (V′2 = V2), then the transformation matrix O must be or-
thogonal ; the inverse of O is identical to its transpose: O−1 = OT .
• The determinant of an orthogonal matrix O is either +1 or −1: det[O] = ±1.
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• A linear transformation V′ = PkV is called a reflection if V ′i = Vi for all i 6= k and
V ′k = −Vk. The magnitude of a vector is invariant under reflection.
• In a two-dimensional Euclidean space, any orthogonal matrix O with det[O] = +1 can
be parametrized by O = λ(φ), where λ(φ) is the 2× 2 rotation matrix by angle φ:
λ(φ) =
cosφ − sinφ
sinφ cosφ
 . (A1)
If det[O] = −1, then O can be parametrized by O = λ(φ′)P2, which is the product
of a rotation by angle φ′ and a reflection P2 = diag[1,−1]. Here, diag[a1, a2, · · · , an]
stands for the diagonal matrix A whose diagonal elements are Aii = ai.
• In three dimensions, any orthogonal matrix O with det[O] = +1 can be parametrized
by O = λnˆ(φ), where λnˆ(φ) is the rotation matrix about the axis parallel to a unit
vector nˆ by angle φ. If nˆ is a unit basis vector eˆi of a Cartesian coordinate system S,
then we write λnˆ(φ) = λi(φ), where
λ1(φ) =

1 0 0
0 cosφ − sinφ
0 sinφ cosφ
 , (A2)
λ2(φ) =

cosφ 0 sinφ
0 1 0
− sinφ 0 cosφ
 , (A3)
and
λ3(φ) =

cosφ − sinφ 0
sinφ cosφ 0
0 0 1
 . (A4)
• If the axis of rotation nˆ is not parallel to any axis of a Cartesian coordinate system S,
then we can choose a new coordinate system S ′ whose triad is {eˆ′1, eˆ′2, eˆ′3 = nˆ}. Note
that the triple scalar product of the three basis vectors of a triad is eˆi · eˆj × eˆk = ijk,
where ijk is the Levi-Civita tensor that is antisymmetric under exchange of any two
indices and 123 = +1. Because the matrix representation of λnˆ(φ) in S
′ is λ3(φ), that
in S can be expressed as
λnˆ(φ) = Rλ3(φ)R
T , (A5)
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where the matrix elements of R in S are given by
Rij = eˆi · eˆ′j. (A6)
It is trivial to show that R is orthogonal. If det[O] = −1, then O is parametrized by
O = λnˆ′(φ′)P3, which is the product of a rotation about nˆ′ by angle φ′ and a reflection
P3 = diag[1, 1,−1].
Appendix B: Derivation of Eq. (12)
Here, we derive the recurrence relation in Eq. (12). The constraints in Eqs. (4)–(7) due
to energy-momentum conservation result in an√
αcn
 = Γ
 an−1√
αc ′n−1
 , (B1)
and  bn√
αc ′n
 = Γ
 bn−1√
αcn
 , (B2)
where the 2× 2 matrix Γ is defined by
Γ =
1
1 + α
1− α 2√α
2
√
α −(1− α)
 . (B3)
According to Eqs. (5) and (7), the magnitudes of the column vectors in each of Eqs. (B1) and
(B2) are invariant. Therefore, Γ can be parametrized by the product of a rotation matrix
λ(θ) and a reflection matrix P2 as
Γ =
cos θ sin θ
sin θ − cos θ
 = λ(θ)P2. (B4)
Because det[λ(θ)] = 1 and det[P2] = −1, we have det[Γ] = det[λ(θ)]det[P2] = −1. Here,
the parameter θ is given by
θ = 2 arctan
√
α. (B5)
Because we restrict ourselves to the case 0 < α < 1, the range of θ is 0 < θ < pi/2.26 (For
small α, θ ≈ 2√α.) In Table I, we list the values for trigonometric functions at θ and θ/2.
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By making use of Eqs. (B1)–(B4), we can find the recurrence relation for the three-
dimensional Euclidean-vector sequence Vn of the form
Vn = ΛVn−1. (B6)
Then Vn can be expressed in terms of the initial value V0 = (V 0 0)
T as
Vn = Λ
nV0. (B7)
Next, we find the matrix representation of the matrix Λ. We first verify that Λ is a 3× 3
matrix for a pure rotation. We combine the two relations in Eqs. (B1) and (B2) to express
Λ as
Λ = ΓBΓA, (B8)
where the matrices ΓA and ΓB are the 3× 3 generalizations of Γ in Eqs. (B1) and (B2):
ΓA = λ2(−θ)P3 =

cos θ 0 sin θ
0 1 0
sin θ 0 − cos θ
 (B9)
and
ΓB = λ1(θ)P3 =

1 0 0
0 cos θ sin θ
0 sin θ − cos θ
 . (B10)
Here, θ and λi(θ) are defined in Eqs. (B5) and (A2)–(A4), respectively, and P3 =
diag[1, 1,−1]. The explicit form of the matrix Λ is
Λ =

cos θ 0 sin θ
sin2 θ cos θ − sin θ cos θ
− sin θ cos θ sin θ cos2 θ
 , (B11)
which, using Table I, results in Eq. (18).
Because det[λi(θ)] = 1 and det[P3] = −1, we know that det[ΓA] = det[ΓB] = −1 and
det[Λ] = 1. In addition, direct computation shows that Λ is orthogonal: Λ−1 = ΛT . There-
fore, the matrix Λ represents a pure rotation.
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Appendix C: Computation of Λn
Here, we derive the analytic expression for the matrix Λn that is necessary to compute
Vn in Eq. (13). Let nˆ and ψ be the axis and angle of rotation for the matrix Λ, respectively.
If we choose a Cartesian coordinate system S ′, in which nˆ = eˆ′3, the matrix representation
of Λ is of the form
Λ′ = λ3(ψ). (C1)
In S ′, Λn can be expressed as a single rotation:
(Λ′)n = [λ3(ψ)]n = λ3(nψ). (C2)
Then the matrices Λ and Λn defined in a general frame S can be expressed as
Λ = Rλ3(ψ)R
T (C3)
and
Λn = Rλ3(nψ)R
T , (C4)
where the coordinate transformation matrix R is defined in Eq. (A6).
By generalizing the method in Ref. 14 for two dimensions into three dimensions, we
determine the transformation matrix R. Because eˆ′3 is invariant under rotation Λ, we have
Λeˆ′3 = eˆ
′
3. (C5)
The solution for this constraint equation is eˆ′3 = (1 1
√
α)T/
√
2 + α. Choosing the remaining
two bases for the coordinate system S ′ as eˆ′1 =
√
1 + (α/2) eˆ3 × eˆ′3 and eˆ′2 = eˆ′3 × eˆ′1, we
determine the triad {eˆ′1, eˆ′2, eˆ′3} of S ′. As a result, we find that
R = (eˆ′1 eˆ
′
2 eˆ
′
3) =

− 1√
2
−
√
α
2(2 + α)
1√
2 + α
1√
2
−
√
α
2(2 + α)
1√
2 + α
0
√
2
2 + α
√
α√
2 + α

, (C6)
and the parameter ψ is defined by
ψ ≡ 2 arctan
√
α(2 + α). (C7)
For 0 < α < 1, the range of ψ is 0 < ψ < 2pi/3 (for small α, ψ ≈ 2√2α). In Table I, we list
the values for trigonometric functions at ψ, ψ/2, and ψ/4.
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Appendix D: Special values for trigonometric functions
Here, we summarize a way to evaluate the trigonometric functions at special values such
as nθ, (n + 1
2
)θ, nψ, (n + 1
2
)ψ, and (n + 1
4
)ψ in terms of α. The parameters θ and ψ are
defined in Eqs. (17) and (20), respectively.
1. At angles nx
We can compute cosnx and sinnx for x = θ, ψ as
cosnx = Re[einx] =
bn/2c∑
k=0
(−1)kn!
(2k)!(n− 2k)! sin
2k x cosn−2k x (D1)
and
sinnx = Im[einx] =
b(n−1)/2c∑
k=0
(−1)kn!
(2k + 1)!(n− 2k − 1)! sin
2k+1 x cosn−2k−1 x, (D2)
where the floor function bxc is defined in Eq. (E2). Special values for cosx and sinx for θ
and ψ are given in Table I.
2. At angles (n+ 1
4
)x and (n+ 1
2
)x
We can compute cos(n+ r)x and sin(n+ r)x for x = θ, ψ and r = 1/2, 1/4 as
cos(n+ r)x = cosnx cos rx− sinnx sin rx (D3)
and
sin(n+ r)x = sinnx cos rx+ cosnx sin rx. (D4)
The values for cos(θ/2), sin(θ/2), cos(ψ/2), sin(ψ/2), cos(ψ/4), and sin(ψ/4) are given in
Table I.
Appendix E: Computation of NA and NB
Here, we compute the total number of collisions Ni between the ball and the block i for
i = A or B. In computing NA and NB, it is convenient to use the ceiling (dxe) and floor
(bxc) functions. For any real number x they are defined by
dxe = n satisfying n− 1 < x ≤ n (E1)
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and
bxc = n satisfying n ≤ x < n+ 1, (E2)
where n is a unique integer in each case. In addition, the sawtooth function s(x) is defined
by
s(x) = x− bxc, (E3)
where the range is 0 ≤ s(x) < 1.
The collision at Pn is allowed only if an−1 > c ′n−1. After the collision at Pn, the velocities
of A and C become an and cn, respectively. If the ball C experiences another collision with
B, then it returns to A with the velocity c ′n. If n = NA, then A’s velocity right after Pn
must be smaller than or equal to that of C right after Qn, or
aNA ≤ c ′NA . (E4)
By making use of Eqs. (22)–(25), (E4), and Table I, we find that
sin
[(
NA − 12
)
ψ
]
> 0 and sin
[(
NA +
1
2
)
ψ
] ≤ 0, (E5)
with the solution of
NA =
⌈
pi
ψ
− 1
2
⌉
. (E6)
In a similar manner, we can find the constraint on NB. The collision at Qn is allowed
only if cn > bn−1. After the collision with B at Qn, C makes another collision with A at
Pn+1, resulting in the velocity cn+1. Therefore, if n = NB, we then have
cNB+1 ≤ bNB , (E7)
which leads to
sin (NBψ) > 0 and sin [(NB + 1)ψ] ≤ 0, (E8)
with the solution of
NB =
⌈
pi
ψ
− 1
⌉
. (E9)
According to Eqs. (E6) and (E9), we find that
NA =
NB = dpi/ψe − 1 for 0 < s(pi/ψ) ≤ 1/2,NB + 1 = dpi/ψe, otherwise. (E10)
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If α is small, then we can approximate Eq. (20) as ψ ≈ 2√2α to obtain
NA ≈ NB ≈ pi
2
√
2α
, (E11)
which is consistent with a previous result given in Eq. (6) of Ref. 21, where the author counts
the number of collisions on both sides of the ball.
Appendix F: Proof of αmagick = αk
Here, we verify that αk in Eq. (30) is the kth magic mass ratio α
magic
k at which at = ct = 0
and bt = V .
Verification of the largest magic mass ratio αmagic1 = 1 is trivial. In general, energy and
momentum conservation requires that the condition for the magic mass ratio at = ct = 0
and bt = V can be reduced into the single condition bt = V . Applying this requirement to
Eq. (33), we find that
cos[(NB +
1
2
)ψ] = −1. (F1)
Because the contact force on the block B due to the collision with C is always along the
positive x-axis, the acceleration of B is never negative. Therefore, bt in Eq. (33) is never
decreasing, which requires that
NB =
pi
ψ
− 1
2
. (F2)
If we substitute the value for ψ into Eq. (20), then the constraint is equivalent to a quadratic
equation, whose unique solution is given by Eq. (30).
Appendix G: Proof of αdeficientk = βk
In this appendix, we verify that βk defined in Eq. (31) is identical to the deficient mass
ratio αdeficientk at which bt reaches the local minimum within the region αk+1 < α < αk.
As shown in Fig. 4, the terminal velocity bt has local minima. At each local minimum,
the ball is at a local maximum and bt = ct. Next, we verify the statement that bt = ct at
α = βk for any k ≥ 1. If we require bt = ct, then conservation of energy and momentum
lead to
(1 + α)bt + at = V (G1)
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and
(1 + α)b2t + a
2
t = V
2. (G2)
These coupled quadratic equations have a trivial solution bt = 0 and at = V that is equivalent
to the initial condition. Because the three objects do not penetrate each other, we discard
this trivial solution. Then we have a unique set of solutions:
at = − αV
2 + α
(G3)
and
bt =
2V
2 + α
. (G4)
By comparing Eq. (33) and Eq. (G4), we find that
cos[(NB +
1
2
)ψ] = − 1
1 + α
, (G5)
with a solution of
NB =
pi
ψ
− 1, (G6)
which is equivalent to Eq. (31) with the value for ψ in Eq. (20).
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Tables
TABLE I: The values of cosx, sinx, and tanx at x = θ/2, θ, ψ/4, ψ/2, and ψ as functions of α,
where θ = 2 arctan
√
α and ψ = 2 arctan
√
α(2 + α).
x \ f(x) cosx sinx tanx
θ
2
1√
1 + α
√
α
1 + α
√
α
θ
1− α
1 + α
2
√
α
1 + α
2
√
α
1− α
ψ
4
√
2 + α
2(1 + α)
√
α
2(1 + α)
√
α
2 + α
ψ
2
1
1 + α
√
α(2 + α)
1 + α
√
α(2 + α)
ψ
1− 2α− α2
(1 + α)2
2
√
α(2 + α)
(1 + α)2
2
√
α(2 + α)
1− 2α− α2
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TABLE II: The ten largest values for the magic mass ratio αmagick and the deficient mass ratio
αdeficientk that are defined in Eqs. (30) and (31). The proofs of the relations with threshold mass
ratios αmagick = αk and α
deficient
k = βk are given in Appendices F and G, respectively.
k αmagick = αk α
deficient
k = βk
1 1 0.414214
2 0.236068 0.154701
3 0.109916 0.082392
4 0.064178 0.051462
5 0.042217 0.035276
6 0.029927 0.025717
7 0.022341 0.019591
8 0.017321 0.015427
9 0.013827 0.012465
10 0.011295 0.010283
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Figure Captions
FIG. 1: The initial condition of the model system. Block A with initial speed V is approaching
ball C and block B that are at rest at x = 0 and L, respectively. Both blocks have mass M and
m = αM is the mass of the ball, with α < 1.
FIG. 2: The number of collisions NA and NB as functions of α. The threshold mass ratios αk and
βk are the minimum values of α to have NA = NB = k, respectively, for k ≥ 1.
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FIG. 3: The trajectories of A, B, and C as functions of time for: (a) α = αmagic3 ≈ 0.11, (b)
α = 0.12, and (c) α = 0.10, where τ ≡ L/V . The lower and upper lines represent the trajectories
of A and B, respectively, and the dashed line is for C. At α = αmagic3 [panel (a)], the scattered
block carries the total initial momentum of the incident block.
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FIG. 4: The terminal velocities at, bt, and ct of A, B, and C, respectively, in units of the initial
velocity V of A as functions of the mass ratio α. At every α = αk, we have bt = V and at = ct = 0
for k ≥ 1. At every α = βk, we have bt = ct, and bt becomes a local minimum for k ≥ 1.
FIG. 5: The fraction ρ = b2t /V
2 of energy transmission to the target block as a function of α for
different coefficients of restitution e.
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FIG. 6: A generalized version of Newton’s cradle consisting of beads on a horizontal frictionless
straight wire. There are five identical “blocks” Ak of mass M on a straight wire and a “ball”
Ck of mass mk = α
magic
k M between each set of blocks. Initially, all blocks are at rest except A1,
which is moving towards C1. After Ak makes the kth collision with Ck, Ak stops and Ck makes
the kth collision with Ak+1. Then Ck stops and Ak+1 carries the complete amount of the incident
momentum of Ak. This process continues until A5 carries the initial momentum of A1. After that,
A5 bounces back against the wall and the process repeats in the reverse direction. (Enhanced
online) [URL: http://dx.doi.org/10.1119/1.4897162.1]
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