In this paper, we will study the dynamic network regression problem, which focuses on inferring both individual entities' changing attribute values and the dynamic relationships among the entities in the network data simultaneously. To resolve the problem, a novel graph neural network, namely graph neural lasso (GNL), will be proposed in this paper. To model the real-time changes of nodes in the network, GNL extends gated diffusive unit (GDU) to the regression scenario and uses it as the basic neuron unit. GNL can effectively model the dynamic relationships among the nodes based on an attention mechanism.
INTRODUCTION
Network provides a general representation of many inter-connected data from various disciplines, e.g., human brain graphs Bullmore & Bassett (2011), financial stock market Namaki et al. (2011) and sensory systems in autopilot vehicles Litman (2013) . By modeling the data instances as the nodes and their relationships as the links, data collected from these areas can all be represented as networks. In many of the cases, the individual entities (i.e., the nodes) involved in the network are also associated with certain attributes whose values may change with time. The historical value changing records of the individual entities will lead to a set of time-series data points associated with the nodes. Due to the extensive links among the entities, the attribute changes of connected entities may display certain correlations; whereas, as the entity attribute value changes, the relationships among the instances should also evolve dynamically.
Learning the attribute changing patterns of individual nodes and the evolution dynamics of the extensive links in the networks can be both important problems. For instance, with brain imaging techniques (e.g., fMRI, CT or EEG) Raichle (2009) , the brain regional activity data can be represented as a dynamic network. Learning the brain activities and their correlations can provide crucial signals for illustrating some brain diseases and disorders, like Alzheimer's disease and cognitive impairment Williams et al. (2010) . It is similar for the stock market network and the sensory network in autopilot vehicles. By learning the stock price changing patterns and their relationships, financial quantitative analysts will be able to build modes for more accurate stock price inference Mitchell & Stafford (2000) . Meanwhile, based on the sensors' real-time states and their mechanical/logical relationships in autopilot vehicles, the autopilot system can determine the actions to be performed for potential motion adjustments Bojarski et al. (2016) .
Under review as a conference paper at ICLR 2020 input data. Meanwhile, compared with the existing graph neural networks for classifications, e.g., graph convolution network Kipf & Welling (2016) and graph attention network Veličković et al. (2018) , GNL is proposed for the regression task instead. What's more, GNL doesn't need to take the network structure information as the input like the existing graph neural networks, which can be inferred by GNL instead in the learning process. In addition, with both the gate approach and attention mechanism, GNL can resolve the over-smoothing problem Li et al. (2018) observed from the existing graph neural networks.
To illustrate the effectiveness of our method GNL, extensive experiments will be done this paper based on several real-world datasets. The experimental results demonstrate that GNL can outperform the existing graphical regression models, i.e., LASSO, GLASSO, KERNEL, TVGL and LSTM, for networked data with great advantages. Both the data and code used in this paper have been released online 1 for experimental result reproduction.
METHOD
In this section, we will first introduce the notations used in this paper, and then describe the extended GDU neuron for the dynamic network regression problem. After that, we will introduce the attentive aggregation operator for neighbor information integration and the GNL model architecture as well as its learning process.
NOTATION
In the sequel of this paper, we will use the lower case letters (e.g., x) to represent scalars, lower case bold letters (e.g., x) to denote column vectors, bold-face upper case letters (e.g., X) to denote matrices, and upper case calligraphic letters (e.g., X ) to denote sets or high-order tensors. Given a matrix X, we denote X(i, :) and X(:, j) as its i th row and j th column, respectively. The (i th , j th ) entry of matrix X can be denoted as either X(i, j) or X i,j , which will be used interchangeably. We use X and x to represent the transpose of matrix X and vector x. For vector x, we represent its L p -norm as x p = ( i |x(i)| p ) 1 p . The Frobenius-norm of matrix X is represented as X F = ( i,j |X(i, j)| 2 ) 1 2 . The element-wise product of vectors x and y of the same dimension is represented as x ⊗ y, whose concatenation is represented as x y.
GATED DIFFUSIVE UNIT
The GDU neuron was initially introduced for modeling the diverse connections in heterogeneous information networks Zhang et al. (2018) , which can accept multiple inputs from the neighbor nodes in networks. In this part, we will extend it to the dynamic network regression problem settings, and use it to model both the network snapshot internal connections and the temporal dependency relationships between sequential network snapshots for the nodes.
Formally, given the time series data of connected entities, we can represent them as a dynamic network set G = {G (1) , G (2) , · · · , G (t) }, where t denotes the maximum timestamp. For each network G (τ ) ∈ G, it can be denoted as G (τ ) = (V (τ ) , E (τ ) ) involving the node set V (τ ) and link set E (τ ) , respectively. Given a node v i in network G (τ ) , we can represent its in-neighbors and out-neighbors
Here, we need to add a remark that the link direction denotes the influences among the nodes. If the influences in the studied networks are bi-directional, we can have Γ in (v i ) = Γ out (v i ) by default.
For node v i in network G (τ ) of the τ th timestamp, we can denote the input attribute values of v i as an input feature vector x (τ ) i ∈ R dx . GDU maintains a hidden state vector for each node, and the vector of node v i at timestamp τ can be denoted as h 
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