Abstract. In this paper we revisit the problem of classifier calibration, motivated by the issue that existing calibration methods ignore the problem attributes (i.e., they are univariate). These methods only use the estimated probability as input and ignore other important information, such as the original attributes of the problem. We propose a new calibration method inspired in binning-based methods in which the calibrated probabilities are obtained from k instances from a dataset. Bins are constructed by including the k-most similar instances, considering not only estimated probabilities but also the original attributes. This method has been experimentally evaluated wrt. two calibration measures, including a comparison with other traditional calibration methods. The results show that the new method outperforms the most commonly used calibration methods.
Introduction
Many machine learning techniques used for classification are good in discriminating classes but are poorer in estimating probabilities. One reason for this is that when many of these techniques were developed, the relevance and need of good probability estimates was not so clear as it is today. Another reason is that learning a good classifier (a model which tells accurately between two or more classes, i.e., with high accuracy) is usually easier than learning a good class probability estimator. In fact, in the last decade, there has been an enormous interest in improving classifier methods to obtain good rankers, since a good ranker is more difficult to obtain than a good classifier, but still simpler than a good class probability estimator. There are, of course, some other approaches which have addressed the general problem directly, i.e., some classification techniques have been developed and evaluated using probabilistic evaluation measures into account, such as the Minimum Squared Error (MSE) or LogLoss, in the quest for good class probability estimators.
In this context, and instead of redesigning any existing method to directly obtain good probabilities, some calibration techniques have been developed to date. A calibration technique is any postprocessing technique which aims at improving the probability estimation of a given classifier. Given a general calibration technique, we can use it to improve class probabilities of any existing machine learning method: decision trees, neural networks, kernel methods, instance-based methods, Bayesian methods, etc., but it can also be applied to hand-made models, expert systems or combined models.
This work is motivated by the realisation that existing calibration methods only use the estimated probability to calculate the calibrated probability (i.e., they are univariate). In fact, most calibration methods are based on sorting the instances and/or making bins, such as binning averaging [10] or isotonic regression [3] , where the only information which is used to sort or create these bins is the estimated probability. The same happens with other "mapping" methods, such as Platt's method [8] . However, more information is usually available for every instance, such as the original attributes of the problem.
In this paper, we introduce a new calibration method, called SimilarityBinning Averaging (SBA), which is similar to binning methods in the sense that the calibrated probability is calculated from k elements. Instead of sorting the examples in order to compute the bins, we use similarity to compute the k-most similar instances to conform one unique bin for each example. For that purpose, our approach uses not only the estimated probability but the instance attributes too. As a consequence, the resulting learned function is non-monotonic. That means that not only calibration will be affected, but discrimination will also be affected (and hence measures such as the Area Under the ROC Curve (AUC) or even qualitative measures such as accuracy).
The paper is organised as follows, in Section 2, some of the most-known calibration evaluation measures and calibration methods are reviewed. Next, Section 3 presents our calibration method based on binning. An experimental evaluation of the different calibration methods wrt. several measures is included in Section 4. Finally, Section 5 concludes the paper and points out the future work.
Calibration Methods and Evaluation Measures
In this section we review some of the most-known calibration methods and introduce the evaluation measures we will employ to estimate the calibration of a classifier. We use the following notation. Given a dataset T , n denotes the number of examples, and c the number of classes. f (i, j) represents the actual probability of example i to be of class j. p(j) denotes the prior probability of class j, i.e., p(j) = n j /n. Given a classifier, p(i, j) represents the estimated probability of example i to be of class j taking values in [0,1].
Calibration Methods
As we have mentioned in the introduction, the objective of calibration methods (as a postprocessing) is to transform the original estimated probabilities 1 Some well-known calibration methods are:
-The binning averaging method [10] consists in sorting the examples in decreasing order by their estimated probabilities and dividing the set into k bins (i.e., subsets of equal size). Then, for each bin l, 1 ≤ l ≤ k, the corrected probability estimate for a case i belonging to class j (p * (i, j)) is the proportion of instances in l of class j.
-For two-class problems, [3] presented a pair-adjacent violators algorithm (PAV) for calculating the isotonic regression. The first step is to order decreasingly the n elements according to estimated probability and to initialise p * (i, j) = f (i, j). The idea is that calibrated probability estimates must be a monotone decreasing sequence, i.e., p *
If it is not the case, the PAV algorithm each time that a pair of consecutive probabilities, p * (i, j) and p * (i + 1, j), does not satisfy the above property (p * (i, j) < p * (i + 1, j)) replaces both of them by their probability average. This process is repeated (using the new values) until an isotonic set is reached.
-Platt [8] presents a parametric approach for fitting a sigmoid that maps estimated probabilities into calibrated ones 2 .
Calibration Evaluation Measures
Several measures have been proposed and used for evaluating the calibration of a classifier:
-Mean Squared Error (MSE) or Brier Score penalises strong deviations from the true probability.
Although originally MSE is not a calibration measure, it was decomposed in [7] in terms of calibration loss and refinement loss. -A calibration measure based on overlapping binning is CalBin [2] . This is defined as follows. For each class, we must order all cases by predicted p(i, j), giving new indices i * . Take the 100 first elements (i * from 1 to 100) as the first bin. Calculate the percentage of cases of class j in this bin as the actual probability,f j . The error for this bin is i * ∈1..100 |p(i * , j) −fj |. Take the second bin with elements (2 to 101) and compute the error in the same way. At the end, average the errors. The problem of using 100 (as [2] suggests) is that it might be a much too large bin for small datasets. Instead of 100 we set a different bin length, s = n/10, to make it more size-independent.
-There exist other ways of measuring calibration such as Calibration Loss [5] , chi-squared test through Hosmer-Lemeshow C-hat (decile bins) or H-hat (fixed thresholds), or through LogLoss.
For a more extensive survey of classification measures we refer the reader to [4] .
2 Originally, Platt proposed this method to be applied to SVM scores.
Calibration by Multivariate Similarity-Binning Averaging
As we have shown in the previous section, most calibration methods are based on a univariate transformation function over the original estimated class probability. In binning averaging, isotonic regression or Platt's method, this function is just obtained through very particular mapping methods, using p(i, j) (the estimated probability) as the only input variable. Leaving out the rest of information of each instance (e.g., their original attributes) is a great waste of information which would be useful for the calibration process. For instance, in the case of binning-based methods, the bins are exclusively constructed by sorting the estimated probability of the elements. Binning can be modified in such a way that bins overlap or bins move as windows, but it still only depends on one variable (the estimated probability).
The core of our approach is to change the idea of "sorting" for creating bins, into the idea of using similarity to create bins which are specific for each instance. The rationale for this idea is as follows. If bins are created by using only the estimated probability, calibrated probabilities will be computed from possibly different examples with similar probabilities. The effect of calibration is small, since we average similar probabilities. On the contrary, if we construct the bins using similar examples according to other features, probabilities can be more diverse and calibration will have more effect. Additionally, it will be sensitive to strong probability deviation given by small changes in one or more original features. This means that if noise on a variable dramatically affects the output, probabilities will be smoothed and, hence, they will be more noise-tolerant. For instance, if (3, 2, a) has class true and (2, 2, a) has class f alse, the estimated probability for (3, 2, a) should not be too close to 1.
Based on this reasoning, we have implemented a new calibration method: Similarity-Binning Averaging (SBA). In this method the original attributes and the estimated probability are used to calculate the calibrated one.
We have split the method into 3 stages. The "Stage 0" is the typical learning process. A classification technique is applied to a training dataset to learn a probabilistic classification model (M ). In the training dataset, X ij are the attributes and Y i is the class. This stage may not exist if the model is given beforehand (a hand-made model or an old model).
On the left of figure 1 we can observe the "Stage 1" of the SBA method. In this stage, the trained model M gives the estimated probabilities associated with a dataset. This dataset can be the same used for training, or an additional validation dataset V D, as we have shown in figure 1 . The estimated probabilities p(i, j) 1 ≤ j ≤ c are joined as new attributes for each instance i of V D, creating a new dataset V DP . Finally, on the right of figure 1 shows the "Stage 2" of the SBA method. To calibrate a new instance I, first, the estimated probabilities are estimated from the classification model M , and these probabilities are added to the instance creating a new instance (IP ). Next, the k-most similar instances to this new instance are selected from the dataset V DP . Finally, the calibrated probability of this instance I for each class j is the predicted class probability of the k-most similar instances using their attributes.
Our method is similar to "cascading" [6] . The main difference is that in our method the calibrated probability is the predicted class probability of the k-most similar instances using their attributes and class, i.e., in the first stage instead of adding the class to the instance (as cascading would do), the estimated probabilities of each class are added.
Experimental Results
For the experimental evaluation, we have implemented the evaluation measures and the calibration methods explained at Sections 2 and 3, and we have used machine learning algorithms implemented in the data mining suite WEKA [9] .
Initially, we have selected 20 (small and medium-sized) binary datasets (table 1) from the UCI repository [1] . We evaluate the methods in two different settings: training and test set, and training, validation and test set. The reason is because the calibration methods can use or not an additional dataset to calibrate. In the training/test setting, (we add a "T" at the end of the name of the methods) randomly, each dataset is split into two different subsets: the training and the test sets (75% and 25% of the instances, respectively). In the training/validation/test setting, (we add a "V" at the end of the name of the methods) randomly, each dataset is split into three different subsets: the training, the validation and the test sets (56%, 19% and 25% of the instances, respectively). Four different methods for classification have been used (with their default parameters in WEKA): NaiveBayes, J48 (a C4.5 implementation), IBk (k = 10) (a k-NN implementation) and Logistic (a logistic regression implementation). A total of 400 repetitions have been performed for each dataset (100 with each classifier). In each repetition, for the training/test setting, the training set is used to train a classifier and calibrate the probabilities of the model, and the test set is used to test the calibration of the model, while for the training/validation/test setting, the training set is used to train a classifier, the validation set is used to calibrate the probabilities of the model, and the test set is used to test the calibration of the model. Furthermore, in each repetition the same training, validation and test sets are used for all methods.
The calibration methods used in the experiments are: binning averaging (with 10 bins), PAV algorithm, Platt's method, and Similarity-Binning Aver- aging (SBA) (with k = 10). All of them have been evaluated for the CalBin and MSE calibration measures. Apart from comparing the results of the calibration methods, we also compare them with two reference methods:
-Base: is the value obtained with the classification techniques without calibration. -10-NN 3 : is the value of using the 10 most similar instances (just with the original attributes) to directly estimate the calibrated probability. This method is just to show the importance of using the estimated probabilities as inputs to compute the similarity.
In tables 2 and 3 we show the results with respect to CalBin and MSE measures for each method (for both measures the lower the better). These values are the average of the 400 repetitions for each dataset. Table 2 . Results by dataset: Measure CalBin. Training/test setting (T) and Training/validation/test setting (V).
As we can see in the last row of tables 2 and 3, with both calibration measures our method SBA with the training/test setting has obtained the best results and our method SBA with the training/validation/test setting has obtained good results as well.
There are some differences between the results when calibration methods are evaluated with each measure (CalBin and MSE) (tables 2 and 3). These differences come from the different nature of the measures. While CalBin is a measure that only evaluates calibration, MSE also evaluates other components.
It is important to remark that we are making general comparisons between methods in equal conditions. First of all we are comparing to classification methods without calibration (Base). Logically, calibration would not have had any sense if we had not improved the results. The second comparison is with the 10-NN method, which is related to our method, but only uses the original attributes of the problem to make the bin of the 10 elements which are more similar and to obtain the calibrated probability. The other three methods we compare to only use the estimated probability to calculate the calibrated probability. The most interesting comparison is with the binning averaging method, because our method is also based on the idea of binning.
If we observe table 3, it is important to remark how our method improves significantly the other calibration methods in terms of MSE.
Additional experiments: grouped by classification method, suitable statistical tests to confirm the differences in the results are significant and multiclass experiments can be found at: http://users.dsic.upv.es/∼abella/MulticlassExperiments.pdf.
Conclusions
In this work we have revisited the problem of class probability calibration. We have generalised the idea of binning by constructing the bins using similarity to select the k-most similar instances. In this way, we have a different bin for each example and, of course, bins can overlap. Similarity is not computed by only using the estimated probabilities but also with the problem attributes. Our hypothesis was that calibration would be more effective the more information we are able to provide for computing this similarity. Leaving the problem attributes out (as traditional calibration methods do) is like making the problem harder than it is.
The implementation of the method is straightforward through any off-theshelf k-NN algorithm. Consequently, our method is closely related to the cascade generalisation method [6] .
The experimental results we have presented here confirm the previous hypothesis and show a significant increase in calibration for the two calibration measures considered, over three well-known and baseline calibration techniques: non-overlapping binning averaging, Platt's method and PAV. It is true that this calibration is partly obtained because of the increase of AUC and it is, consequently, non monotonic, but in many applications where calibration is necessary the restriction of being monotonic is not only applicable, but it is an inconvenience. In fact, when calibrating a model, the original model and class assignments can be preserved, while the only thing that has to be modified is the new probabilities. In other words, the predictions of a comprehensible model composed of a dozen rules can be annotated by the estimated probabilities while preserving the comprehensibility of the original model.
As future work we are working on attribute-weighted k-NN to form the bins in order to gauge the importance of attributes for cases when there is a great number of attributes or a great number of classes. Similarly, we want to use locally-weighted k-NN, where closer examples have more weight, in order to make the method more independent from k.
Another future work is the analysis of the method for multiclass problems, because as we have seen in the definition of our method, it can be applied to multiclass problems. We have to compare with other approximations like [11] and find some other calibration methods, since binning, Platt's and PAV cannot deal directly with multiclass problems.
