Regression to the mean This issue of Statistical Methods in Medical Research breaks the pattern to date. It is not about techniques, but about a phenomenon ± that of regression to the mean. The following example illustrates that phenomenon.
gives the corresponding plot classifying the data the other way round. Sites are now classi®ed by the number of accidents in the second period and their ®rst period means are calculated. The second period now forms the x-axis and the ®rst period the y-axis. If the accident rate were improving one might suppose that the points should now lie above (to the left of) the line of exact equality. In fact they still lie below. It now appears that the accident rate in the region is deteriorating! The truth is that the accident rate is remarkably stable. In the ®rst two-year period there were on average 0.98 accidents per site and in the second on average 0.96. The true picture regarding time trends is thus rather boring: nothing much is happening (see Table 1 ). How is it, therefore, that Figures 1 and 2 can present such apparently contradictory pictures? The answer lies in the phenomenon which forms the subject of this issue: regression to the mean.
Consider Figures 1 and 2 again. In each case there is one very important point which does not re¯ect the general trend, the case where X is 0, so that for example what Figure 1 shows is that for the class of sites which had no accidents at all in the period 1979±80, the mean accident rate rose. The scale of the graph, of course, usefully obscures this fact (useful for purposes of this particular lesson), but a little re¯ection shows that we do not need a graph or a table to show this: unless the fact that a given site had had no accidents in a given period granted it immunity from accidents for ever, the mean accident rate for such sites would have to increase. From an observed perfection all change is deterioration. It is thus absolutely necessary that the accident rate for such sites should increase. If the mean accident rate for the region as a whole is to remain constant, it thus follows that for some sites at least, the accident rate must decrease: the increase in the`no-accident' sites must be compensated by a decrease elsewhere. For this example, the mean is slightly less than one and (ignoring some unimportant exceptions due to sampling variation for a small number of sites), it will be seen that the sites with an accident rate in excess of this mean (that is to say sites with one or more accidents) show, on average, a reduction, whereas those sites which had no accidents show, on average, an increase. The sites in this example, thus`regress towards the mean'. The phenomenon of regression to the mean is paradoxical not only by virtue of the results it produces but also in its very nature since it is both profound and trivial or, as Stephen Stigler puts it, simple and subtle. It is profound in the sense that (in some form or other) it is a necessary consequence of the nature of conditional expectation. The student of statistics who ®rst encounters it will deepen his or her understanding of the subject to no small degree by studying it. It is trivial in the sense that the phenomenon is logically necessary and all too often provides a merely statistical explanation where the temptation is to seek for scienti®c ones. For instance, in our example, one might develop elaborate theories of accident migration or black-spot avoidance to account for the result: no such explanations are needed.
In seeking an example with dramatic potential, I have chosen one from an area with a (rather remote) connection to public health but in fact, the regression phenomenon can turn up almost anywhere in medical statistics. Have you selected patients for your clinical trial because they have a measured forced expiratory volume in one second (FEV 1 ) below 2.5 litres? Then do not be surprised if they improve spontaneously. Have you classi®ed the trials in your meta-analysis by the response rate in the placebo group? Then expect to ®nd that where the patients are at highest risk the bene®t of treatment is greatest. Are you studying the relationship between change in blood pressure and baseline blood pressure? Be careful. These are cosanguinous measures and in statistics, as in biology, incest breeds freaks. Regression to the mean can produce dramatic results in all these cases and since it can do so, dramatic results are not necessarily in search of a wider explanation.
Five distinguished contributions in this issue cover various aspects of the regression to the mean phenomenon. Stephen Stigler's exciting and scholarly introductory essay traces the development of our understanding of this topic from its ®rst discovery by Francis Galton more than a hundred years ago. Since Stigler's essay has the momentum of a detective story, to say anything more about his piece would detract from the enjoyment of reading it and all that I will venture at this stage is to promise that having read it the reader will understand why this phenomenon is important and still claiming victims today.
The second article in the issue, by Christy Chuang-Stein and Donald Tong, ably covers the impact of regression to the mean on the design and analysis of medical investigations. For example, there are three main ways in which the regression phenomenon can trouble the interpretation of clinical trials. First, in an uncontrolled study it can cause the unwary to ascribe a treatment effect to it. Secondly in a controlled study we can make the mistake of looking at difference from baseline within each treatment arm. Control does not help us deal with the regression effect here. Thirdly, if we notice a baseline difference between treatment groups, then other things being equal (and under the null hypothesis of no treatment effect), we can expect a lesser difference at outcome. Chuang-Stein and Tong trace the connection to regression to the mean and discuss the cure which analysis of covariance provides.
In their useful paper, which is the third in this issue, Lin and Hughes consider what may be done to adjust treatment effects in the presence of regression to the mean. Although their discussion is restricted to the case of normally distributed outcomes, it Editorial 101 covers several combinations of types of sample and treatment model and deals, primarily, with the dif®cult case of uncontrolled studies. Various approaches to estimation are considered.
The last two articles in this issue are two expert and more technical examinations of generalizations of the phenomenon. Andrew Chesher considers non-normal variation and also draws a useful connection to the errors in variable problem. Traditionally, regression to the mean has been associated with the development of the bivariate normal but other models, of course, exist. (The road-accident example, for instance, might be modelled using a bivariate negative binomial.) Chesher introduces a useful generalization of the normal distribution, the exponential power distribution, and shows that the regression phenomenon, although still present in some general sense, is generally more complex than the simple linear regression exhibited in the normal case.
John Copas' paper, concerns the phenomenon of model shrinkage: what may at ®rst sight be a surprising topic to appear in an issue devoted to regression to the mean. However, three things are involved in the regression phenomenon: ®rst, selection; secondly, ®tting using`current data' (after all the mean value at baseline of a set of patients is an ordinary least squares estimate); and thirdly, comparing future results to naive (sometimes implicit) predictions. These three conditions can occur much more generally in model building (although here it may be selection of the model as well as the data which is important) and Copas skilfully brings out the connections to regression to the mean before considering the phenomenon of shrinkage and what may be done about it.
I ®nish with a personal account of my own involvement with the phenomenon. I ®rst heard the term`regression to the mean' when an MSc student and initially found it to be fantastic and scarcely credible. Within a short amount of time I had come to see it everywhere and now, for any interesting result in the data, it is one of the standard explanations which I seek to eliminate before searching for substantive reasons. In the years in-between, a PhD thesis on the subject of analysing uncontrolled experiments was completed and the depressing conclusion I came to by the time it was ®nished, was that though we should always be on guard against regression to the mean, the two things it clearly teaches us are the dif®culty in coming to robust conclusions when working with the tail areas of distributions and the value of control. The price of doing without control is either complicated and tentative modelling or false certainty. Regression to the mean is the most commonly overlooked of all the reasons why.
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