Abstract| This paper presents 3-D (spatiotemporal) Kalman lters for video as the extension of the 2-D reduced update Kalman lter (RUKF) approach for images. We start out with 3-D RUKF, a shift-invariant recursive estimator with e ciency advantages over the 3-D Wiener lter. Then, we turn to the motion compensated extension MC-RUKF, which gives improved performance when coupled with a motion estimator. Since motion compensation sometimes fails, causing severe uctuations in temporal correlation, we then present multi-model MC-RUKF, to adapt to variation in temporal and spatial correlation, by detecting the local image model out of a class, and using it in MC-RUKF. Finally, we introduce a novel multiscale model detection algorithm, for use in high noise environments.
I. INTRODUCTION
In a noise-free video with little motion, each pair of consecutive frames has relatively high correlation in the temporal direction. In contrast, any observation noise that is present will be mostly uncorrelated. Then space-invariant 3-D lters can be used directly for noise reduction, without losing high spatial frequencies. A moving object still has strong temporal correlation, but along the trajectory of the motion. Thus, motion compensation is required, if spatiotemporal ltering is to be successful in preserving much of the high spatial frequencies. Noise reduction by temporal ltering has been proposed by 1,2]. Dennis 1] used a lowpass lter bank. His choice of lter depended on the size of the frame di erence. Huang and Hsu 2] used a temporal median lter. Martinez 3] took an average of image frames along the motion trajectory. Dubois and Sabri 4] used a rst order recursive lter, where the lowpass lter parameter was a nonlinear function of the motion compensated frame di erence. Ozkan et al 5] took weighted averages of image values over estimated motion trajectories, with the weights a function of the accuracy of the motion estimation. Cano and Benrad 6] assumed that the video is a stationary 3-D Markovian random eld sequence and apply a 3-D Kalman lter. They separate the temporal part from the spatial part to reduce the computation time burden. In the spatial part, they use a 2-D reduced update Kalman lter (RUKF) 17]. Katsaggelos et al 7] proposed an adaptive recursive motion compensated lter, which is a separable 3-D estimator, consisting of three coupled 1-D estimators.
Ozkan and Sezan 9] proposed motion-compensated multiframe Wiener Filter for video, where each frame is a globally shifted version of the previous frame. Chin et al 10] applied a 3-D Kalman-like lter to the reconstruction of an image from a video. In their approach, they used both spatial and temporal smoothing constraints. To solve the computation burden, they extended the square root lter concept to 3-D and approximated the required matrix inverse based on local correlation. Geman and McClure 11] use both spatial and temporal smoothing constraints. They use an iterative method to solve the problem. This method is applied to movie lm restoration from scratches 11]. To reduce the observation noise of a severely corrupted video, Kleihorst et al 12] proposed a robust motion estimation method, a kind of block matching and combined it with an order statistics lter.
In this paper, we present rst an extension of the RUKF 17] to the 3-D case. This is followed by an extension to a motion compensated version called MC- RUKF 13, 14] . Both lters are steady-state lters due to the well known di culty of running error covariance equations in higher than one dimension 17]. To deal with the variation in the quality or success of motion estimation, a multi-model method is developed in Section 4. In this 3-model MC- RUKF 13, 14] , each frame of the motion-compensated video is divided into three regions: still region, predictable region, and unpredictable region. These three regions have di erent temporal correlations but have quite similar spatial correlations. Multiple spatiotemporal AR models were developed for these three regions. In the 3-model MC-RUKF, the model only adapts to variation in temporal correlation and uses a xed spatial correlation model. This works very well except when the temporal correlation is low, then spatial correlation must be depended upon more for the desired improvement. We also present a 5-model MC-RUKF which adapts its prediction models spatially, and can provide better results in high motion frames. The 5-model lter also bene ts from a new multiscale model detection procedure presented below. Experimental results are presented and discussed in Section 5.
I. SPATIOTEMPORAL KALMAN FILTER
In this section we summarize the spatiotemporal reduced update Kalman lter (3-D RUKF). More details on various related issues are presented in 15]. We focus on the steadystate lter here. Later this constant coe cient lter forms the basis of adaptive algorithms more appropriate for the apparent nonstationarity in video. We take as our data model, the random eld sequence, by which we mean a sequence of spatial random elds. For our 3-D recursive estimator, we must provide an order to separate the past from future of the 3-D random eld sequence.
One way is to assume that the random eld sequence is scanned in line-by-line and frame-by-frame mode. In this way, we can divide the random eld sequence into two halves, the past and future. In the 2-D case, the nonsymmetric half-plane (NSHP) has been widely used. A simple extension of the NSHP concept leads to the nonsymmetric half-space NSHS as seen in Fig. 1 . Using this notion of the past, we can arrive at the Markov random eld sequence model,
where (n) = (n 1 ; n 2 ; n 3 ), the c(k) are the model coecients, R c is the image model support region, a nite subset of the NSHS region R ++ = fk 1 0; k 2 0; k 3 = 0g fk 1 < 0; k 2 > 0; k 3 = 0g fk 3 > 0g, and w(n) is a white noise eld sequence. In recursive ltering, only a nite subset of the NSHS is updated at each step. This updated region U ++ (n 1 ; n 2 ; n 3 )
is slightly enlarged from the model support region as shown in Fig. 1 . Our observation model is given by:
where R h is the support of h(k), the point-spread function (psf). The additive observation noise v(n) is assumed to be a zero-mean, homogeneous Gaussian eld sequence. The object is to nd for xed lags k 1 0, k 2 0, and k 3 0, the minimum mean-square error (MMSE) estimate of s(n 1 ? k 1 ; n 2 ? k 2 ; n 3 ? k 3 ) given the general causal set of observations up to pixel (n 1 ; n 2 ; n 3 ) denoted: If we assume that the received video r(n 1 ; n 2 ; n 3 ) is scanned line-by-line and frame-by-frame, then the approximate steadystate Kalman lter equations are:
where U ++ (n 1 ; n 2 ; n 3 ) is the update region, an example of which is seen in Fig. 1 When motion estimation has sub-pixel-accuracy, interpolation must also be used in motion-compensation and inverse motion-compensation. Since most interpolation methods lose some high-frequency content, it is not best to get the nal estimate from the update of the displaced previous frame. To avoid this problem, we must update the previous frame directly. In order to directly update the previous frame, we interpolate the Kalman gain matrix within the update region of the previous frame 15].
In video estimation, we do not know the true displacement eld but only its estimate. Our approach will be to couple an advanced model-based motion estimator, with the video lter under consideration here, as shown in Fig.  2 . We increase the variance of the model error w(n) in (5) to include this motion estimation error. We can still assume that w(n) is a Gaussian noise to a rst degree of approximation, but the model error variance will now depend on the error variance of the estimated motion vector which will involve the local gradient of image intensity in the model support region. For a homogeneous lter, we can just increase the model error variance to approximately consider this motion estimation error. Later, in Section 4, we introduce a multi-model approach to this problem. In any event though thed in (5) must be replaced with b d.
Using this motion estimate, we can then apply our recursive lter along the motion trajectory by e ectively ltering the MC video. Since the MC video mostly has strong temporal correlation, its video model will have a small prediction error variance. This is the reason that high spatial frequencies can be retained even at low input SNRs via motion compensated ltering.
In (5), displacement vectors in an M M noncausal region may used to predict the pixel currently being processed. In this paper we use two motion estimators, rst a hierarchical block matching estimator 13, 14] , and secondly a new model-based multiscale motion estimator 16]. With reference to Fig. 2 , the module 'motion estimation' then sends its estimated motion vectors to the 'video estimation' module, which is the topic of the present paper. The video estimation module has two outputs; one is the updated previous frame, which is sent to the motion module, the other output is the nal output frame after all updates have been performed with the update gain array g.
Multiscale Motion Estimation
In general, it is very di cult to accurately estimate a motion vector eld from noisy video. To handle this problem, a hierarchical block matching method was used in 5, 14] , and a block matching method with a large block size was used in 12]. Block matching methods can make the motion vector eld blurred in the neighborhood of a motion boundary, and are sensitive to noise when the local variance of the original image is small. As mentioned earlier, in this paper we will present video results using hierarchical block matching. But also will use the multiscale motion estimation method proposed in 15]. This motion estimation method can handle motion discontinuities better and is robust to observation noise.
While ltering a video, two di erent previous frames could be used for motion estimation; one could use either the previous estimated frame Efs(n 3 ?1)jr(n 3 ); r(n 3 ? 1); :::g or the previous noisy frame r(n 3 ?1), where s and r denote the original and noisy frame sequence, respectively. For the multiscale motion estimation, which is a gradientbased approach, the local gradient of the previous image must be approximated at each pixel of the previous frame. In the past, the video has been ltered by a lowpass lter to reduce this error caused by the observation noise. This spatial lowpass ltering reduces observation noise, but it also reduces high spatial frequencies, leading to a less accurate motion estimate. Since the MC-RUKF reduces the observation noise without much loss of high spatial frequencies, we employ it to smooth the data.
III. MULTI-MODEL MC-RUKF
The local correlation between two MC frames depends on the accuracy of the motion estimation. When the motion estimation is accurate, the correlation is strong, but when the motion estimation is inaccurate, for example in an uncovered region, the temporal correlation can be quite low. When the input SNR of the observed video is also low, the motion estimation has a further limitation on its accuracy due to statistical variations. In the uncovered region, the use of a homogeneous 3-D AR model with strong temporal correlation causes some unwanted extra distortion.
To deal with this problem, multiple spatiotemporal AR models with di erent temporal correlations are used 14]. This method can reduce the observation noise quite well in the still background. However, it does not adapt to variations in spatial correlation. Since a single spatial model cannot represent all spatial image characteristics well, this method cannot reduce the observation noise e ectively in a region with low temporal correlation. In videos, we have found that visual quality depends more on the moving area than on the still area. In the uncovered region, temporal correlation is so weak that spatial correlation is very important for reducing the observation noise. Therefore, a video model should e ectively adapt to variations both in spatial correlation and in temporal correlation. 
where w(n) is a white Gaussian noise eld with zero mean and unit variance and l(n) is the rms value of the prediction error in model state l(n). Note also that we start using the notational simpli cation n = (n 1 ; n 2 ; n 3 ) here, and in what follows, when it simpli es the resulting equation. We hope that the mix of vector and scalar terminology will not distract the reader.
A. Video Estimation
The MMSE estimate of s(j) given the progressively scanned observation set R(n) is denoted by b s(jjn). From the theory of random elds we know the xed-lag smoothed MMSE estimate is given by the conditional mean, b s(n ? kjn) = Efs(n ? kjn)g; (7) where (k) is a xed delay parameter. Given the structure eld l(n), the image eld sequence s(n) is spatiotemporalvariant Gaussian. Without this conditioning, s(n) is not Gaussian and the conditional mean of (7) is thus nonlinear. A di erent video model is associated with each realization of l(n). Thus, each realization l(n) = l i corresponds to a particular model being selected by nature as the best representation of the given system. When the conditional probability p l j jR(n); b D(n 3 )] is known, the optimal xedlag estimate is approximated by In our 5-model multiscale video estimation, which also will be shown below, we use a single temporal-directional model and 4 spatial-directional models. The 4 spatial-directional models are based on 4 edge directions: 0, 45, 90, and 135 degrees. The temporal-directional model is a 3-D spatiotemporal AR model with very strong temporal correlation. The 4 spatial-directional models are 2-D spatial AR models with strong spatial correlations along edge directions. The pixel value predicted from the temporaldirectional model strongly depends on pixel values in the previous frame, and the pixel value predicted from a spatialdirectional model strongly depends on a previous pixel value along the edge direction. In a real video, the temporaldirectional model has a small model-error variance, compared with the model-error variances of any of the 4 spatialdirectional models. This big di erence in model-error variances and the characteristics of intensity edges, make it feasible to detect the appropriate model at low input SNRs. Using a coarser scale image obtained by lowpass ltering and subsampling the ne scale original image frame, one can preserve image structure and obtain a higher SNR 22, 23] . Eventually, at even coarser scales with even higher SNR, it is easy to detect the appropriate image structure model. Especially when model transitions are assumed to be far apart, the video model at each pixel at the coarser scale levels, here termed parent pixels, are highly correlated with video models at four child pixels at the next ner scale level. Therefore, we can propagate the video model detected at a parent pixel onto the child pixels. We could use both the video model structure and the image intensity of the parent pixel in this model prediction. Then, to treat the combined joint estimation, a 4-D spatiotemporal and scale-based Kalman lter would be needed! Of course, at present such a 4-D Kalman lter is too complex to implement. In video estimation, however, the greater part of ltering gain is due to temporal rather than to spatial correlation. Hence, we consider only propagating the video model structure of the parent pixel onto the child pixels. To keep things simple, the elementary video structure model is assumed to be a 1st-order 1-D (coarse-to-ne) Markov chain.
Here, it is convenient to introduce a new variable`o' to denote the scale level, and use (n; o) = (n 1 ; n 2 ; n 3 ; o) to denote a spatiotemporal position at each scale. Then, a signal is newly de ned at (n; o). A video model at a child pixel and a video model at the parent pixel are denoted by l(2n 1 + 1 ; 2n 2 + 2 ; n 3 ; o), and l(n; o ? 1) respectively, where ( 1 ; 2 ) denote the four phases of the child pixels in spatial relation to their parent 16] .
When the image structure value is de ned as a 1st-order Markov chain, the underlying process is given as: p l(2n 1 + 1 ; 2n 2 + 2 ; n 3 ; o)jl(n; o ? 1); :::] = p l(2n 1 + 1 ; 2n 2 + 2 ; n 3 ; o)jl(n; o ? 1)]; (9) where 1 ; 2 = 0; 1, and o is the scale level. In this Markov chain, the image structure value at a child pixel depends only on the image structure value at the parent pixel. A probability transition matrix, which describes the relation between an image structure value at a child pixel and the image structure value at the parent pixel, needs to be determined from a training video, or set of training videos.
In our multiscale extension of structure model detection, as we said above, only information on an image structure value at the parent pixel is propagated to the child pixels. When we keep J most probable models at each pixel, the total number of possible structure vectors is 5 J because we use L = 5 image structure models. Indexing this structure value with the parameter j, let L j (2n 1 + 1 ; 2n 2 + 2 ; n 3 ; o) be the jth model sequence and l j (2n 1 + 1 ; 2n 2 + 2 ; n 3 ; o) be the value of that model sequence at the pixel ( 
where (2n + ? 1) 4 = (2n 1 + 1 ? 1; 2n 2 + 2 ; n 3 ), is a normalization constant, and we keep only the J most probable model sequences and discard the rest. To decide which model sequences to retain, we use the tree method of 19]. Eq. (11) requires estimation of a displacement eld at all coarser scales. In practice, we start it out at a reduced scale three to ve levels up as follows:
1. At each time n 3 , a displacement eldd(n 3 ) is estimated from the current observed image frame r(n 3 ) and the previous ltered frame Efs(n 3 ? 1)jr(n 3 ? 1); r(n 3 ? 2); :::g.
2.
The previous ltered frame is displaced along the motion trajectory. 3. A quadrature mirror lter (QMF) is applied to both of the current frame and displaced previous frame to generate coarser scale images. 4. At the coarsest scale level, an image structure value is detected at each pixel without any a priori information.
5. At the next ner scale level, the image structure value is detected with information on the video model detected at the corresponding parent pixel via (11). 6. Continue down pyramid to full scale.
IV. EXPERIMENTAL RESULTS
The experimental video signals selected were monochrome versions of the well-known salesman and Trevor White videos. For the salesman video, we used only the even numbered frames 2 . The resulting frame rate was 15 frames per second (fps). In this video, the intensity values of the box change as it moves, especially when the box is moving fast. In this video, we used 50 frames starting from the second frame to the 98th frame. For the Trevor White video, the frame rate was 30 fps. In this video, we used 61 frames from the 20th frame to 70th frames, which were also used in 7]. For our experiment, we removed the video mean rst, and then used these "centered" videos as input to the subsequent ltering. Two noisy videos were obtained by adding in a white Gaussian noise random eld sequence at input SNRs (variance-to-variance) of 15 dB and 10dB. The video model was chosen as (1 1 1)-order. The update region was (2 2 1)-size. The temporal-directional model and spatial-directional models were obtained from a training set, consisting of calendar-train, Trevor White, and the salesman videos. We used a steady-state gain array, calculated o -line on a small ctitious image sequence. The probability transition matrix, which was used for multiscale model detection, was obtained from the same training set. When the input SNR was 15dB, three hierarchical levels were used to detect the image structure model. When the input SNR was 10dB, four hierarchical levels were used.
A. Multiscale Method for Detecting a Video Model
In an experiment we compared the proposed multiscale method with the decision-directed method proposed by Woods et al 19] . For the experiment, we used the 40th frame and the 42nd frame of the salesman video. The input SNR was 10dB. The current frame was the noisy image, r(42) and the previous frame was the noise-free image, s(40). The mean square of the di erence between the previous noise-free image, s(40) and the current noise-free image, r(42) was 37:5. In the multiscale method, we use 4 hierarchical levels for identifying the conditional probability of each model. In the decision-directed method, we used a 5 3 window and made the a priori probability of the temporal-directional model 1:5 larger than that of the spatial-directional models.
When we used the decision-directed method for detecting the appropriate model, the MSE of the ltered current frame was 20:6. When we used the multiscale method for identifying the hypothesis conditional probability of each model, the MSE of the ltered current frame was 12:7. Table 1 The MSEs of the two frames, 40 and 58, ltered by the two di erent methods
The SNR improvement of the noisy salesman video ltered by the multi-model spatiotemporal MC-RUKF is shown in Fig. 3 . This gure of merit is expressed in decibels (dB) as follows: (12) The SNR improvement of the noisy Trevor White video ltered by the multi-model spatiotemporal MC-RUKF is shown in Fig. 4 . As shown in Fig. 3-4 , the spatiotemporal RUKF reaches near the steady state in a couple frames, but then converges to the precise steady state slowly.
When we compared the MSEs of the slowly moving area and the still background area, they were very close. Due to the observation noise, the motion estimation is not accurate in the background area, especially where the local gradient is very small. This motion estimation error makes the displaced frame di erence large and causes some unwanted distortion in the background area. When the amount of motion is large, a moving object is so blurred that successive images of a given object do not match each other, and the uncovered region is large. This is shown in Fig. 6(a) . These facts make it di cult to estimate the true motion in this case. In the uncovered region and in a scene that has low temporal correlation, the multi-model MC-RUKF does not reduce the observation noise as e ectively as in a scene that has strong temporal correlation. This is shown in the fast moving hand and its trajectory of Fig. 6(c) . When the box is turning and moving fast in the horizontal direction, its intensity values are changing very abruptly. This abrupt change in the scene and its intensity values make it di cult to estimate true motion and makes the temporal correlation low. Hence, the SNR improvement is low. This is shown in Fig. 3 . When motion ow is moderate, most regions have a corresponding region in the previous frame and the additive noise can be reduced effectively while keeping the motion boundaries sharp. This is shown in Fig. 6(d) . Since the face of the salesman is moving slowly and most of the face is moving at the same speed, it is easy to estimate the true motion. The shape of the face does not change as the face is moving. Hence the SNR improvement is high. This is shown in Fig. 3 .
We compared the 5-model MC-RUKF to the 3-model MC- RUKF 14] . The 5-model MC-RUKF adapts to variations in temporal correlation and spatial correlation, however it does not possess a still background model. The 3-model MC-RUKF adapts to variation in temporal corre-lation only with a xed spatial correlation model. In the 3-model MC-RUKF, we obtained the multi-model from the salesman video. Since the temporal correlation in the still background is almost perfect there, this method can reduce the observation noise there almost perfectly. Most of the SNR improvement is due to this still background region. In the 5-model MC-RUKF, we obtained the multi-model from a training video and did not correct the motion estimation error at the still region, i.e. no still model. Due to this fact, the 5-model MC-RUKF could not perform as e ectively in the still background region as the 3-model MC-RUKF. However, the 5-model MC-RUKF did perform more e ectively in moving areas, as shown in the zoomed moving box area in Figs. 5-6. Table 1 shows the MSEs of two frames, 40 and 58, ltered by the two di erent methods. As shown in Table 1 and Figs. 5-6 , the 5-model MC-RUKF performs more e ectively in the moving area while the 3-model MC-RUKF performs more e ectively in the still background. At the moving box in the 58th frame, the 5-model MC-RUKF and the 3-model MC-RUKF result in similar MSEs, but the 5-model MC-RUKF results in the better visual quality, as shown in Fig. 6(c)-(d) . In a video such as salesman, the visual e ect of the moving area is stronger than that of the still background, and hence we nd the 5-model MC-RUKF results in better visual quality than does the 3-model MC-RUKF.
Since Katsaggelos et al 7] and Kleihorst et al 12] also used Trevor White as a test video, we numerically compared the proposed 5-model MC-RUKF to their methods. When the input SNR is 10dB and 15dB, our method performed better than the method of 7] which, for example, had an average improvement of 6 dB or less on the Trevor White sequence at 10 dB input SNR. Also at the input SNR of 10dB, our method was comparable with the method proposed in 12] in that both methods achieved around 7.5 dB improvement.
V. CONCLUSION
We have extended the 2-D reduced updte Kalman lter to 3-D (spatiotemporal) processing, and introduced a motion compensated variant termed MC RUKF. We also introduced two multi-model MC-RUKFs to adapt to variations in either temporal or spatial correlations. Internal to the multi-model MC-RUKF, is a new multiscale method for identifying the conditional probability of each multi-model (structure value) at low input SNRs. The multi-model MCRUKFs were seen to be e ective for the suppression of additive Gaussian noise without noticeable distortion at motion boundaries in the two videos we tested. The ltering results when motion vector ow is fast.
