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Mots clefs : Statistique mathematique
1 Resume :
Dans de nombreuses situations, le statisticien observe un echantillon ni issu d'un phenomene
temporel X1; : : : ; Xn. Une modelisation usuelle est de considerer cet echantillon comme
issu d'un processus stationnaire X := (Xt)t2Z au second ordre (voir [2], [10]). Cela signie
que la variable aleatoire Xt est, pour tout t 2 Z, de carre sommable, et que la moyenne
(que l'on suppose egale a 0) et la structure de covariance sont invariantes par translation.
La covariance E(XtXs) depend donc seulement de la distance entre t et s.
Le cas Gaussien est particulierement simple, car le processus est alors aussi fortement
stationnaire, ce qui signie que
(X1;    ; Xn) L= (Xt+1;    ; Xt+n); (t 2 Z; n 2 N):
En particlier, tous les moments generalises de ce processus multidimensionnel dependent
seulement des deux premiers moments. Le cas des processus Gaussiens est particuierement
adapte a la prediction, car la regression lineaire fournit le meilleur predicteur.
Il est donc aise de construire, connaissant la structure de covariance du processus,
l'operateur de projection des valeurs a predire (par exemple X0) sur les valeurs observees
(par exemple X N ; : : : ; X 1; N > 0). De plus, sous certaines hypotheses de regularite, ce
projecteur converge vers l'operateur de projection ProjHXZ 
sur le passe inni (Xi)i<0.
Dans cet expose, on cherche a resoudre le probleme de prediction aveugle, c'est a dire
lorsque la covariance est inconnue et que l'on doit, avec un unique echantillon, fournir
a la fois un estimateur de la covariance, et un predicteur des donnees manquantes. Ces
deux problemematiques de prediction et d'estimation sont classiques (voir par exemple
[7], [1], [3]), mais le cas aveugle l'est beaucoup moins. Bickel a prouve la convergence
d'un estimateur dans le cas d'observations independantes de la serie chronologique [4].
En realite, cet estimateur est performant dans le cas d'un unique echantillon. Notre
methode utilise cet estimateur pour construire, en aveugle, et avec un unique echantillon,
un estimateur de l'operateur de projection sur le passe inni.
La vitesse de convergence de cet estimateur sera cherchee, non pas en norme operateur,
mais en norme quadratique pour l'image (il s'agit en realite du biais de l'erreur de
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prediction). Cela pose des problemes supplementaire de dependance, car en realite il
s'agit de fournir une prediction de variables manquantes avec l'echantillon me^me qui a
ete utilise pour l'estimation.
Pour faire cela, utilisant une forme regularisee de l'estimateur de la covariance ainsi
qu'une astucieuse decomposition de Schur (qui donne une expression equivalente a celle
de Bondon obtenue dans [5] et [6]), necessaire au calcul du biais, nous fournissons un
estimateur de l'operateur de projection sur le passe inni. La vitesse de convergence est
obtenue en fonction de la regularite de la densite spectrale du processus, a partir d'un
resultat de concentration du a Comte [8].
2 Abstract:
In many concrete situations the statistician observes a nite path X1; : : : ; Xn of a real
temporal phenomena. A common modeling is to assume that the observation is a nite
path of a second order weak stationary processX := (Xt)t2Z. This means that the random
variable (r.v.) Xt is, for any t 2 Z, square integrable and that the mean (supposed to be
equal to zero) and the covariance structure of the process is invariant by any translation
on the time index. That is, for any t; s 2 Z; E(Xt) = 0 and E(XtXs) only depends on the
distance between t and s. A more popular frame is the Gaussian case where the additional
Gaussianity assumption on all nite marginal distributions of the process (Xt)t2Z is added.
In this case, as the multidimensional Gaussian distribution only depends on moments of
order one and two, the process is also strongly stationary. This means that the law of all
nite dimensional marginal distributions are invariant if the time is shifted:
(X1;    ; Xn) L= (Xt+1;    ; Xt+n); (t 2 Z; n 2 N):
Gaussian stationary process are very popular because they share plenty of very nice
properties concerning their statistical identication and prediction (see, for example, [2] or
[10]). For instance, a well known property of Gaussian time series is that linear prediction
is optimal. Hence, if one wish to predict for t  0, Xt from X N ; : : : ; X 1 (N > 0) the r.v.
minimising the prediction error is just a linear combination of X N ; : : : ; X 1 involving a
linear projector operator onto the complete innite past ProjHXZ 
dened on the Hilbert
space HX1 generated by the process X. Furthermore, ProjHXZ 
may be computed from
the covariance function of the process. In this talk, we work with a Gaussian stationary
process and we will address the problem of blind ltering. This means that observing
the nite sample path X N ; : : : ; X 1 of the process we wish to predict the future values
Xt; t  0 without knowing the covariance structure (blind means that the covariance
of X is unknown). The prediction problem is classical (see for example [7],[1], [3]). The
blind one is less classical and have been very few studied. The particular case of Kriging
(see [9], [10]) in which a parametric model on the covariance is assumed is discussed and
studied in [10]. An interesting work of Bickel and al [4] consider the case where many
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samples are avaible. In our work, we do not assume any parametric model and set and
solve the problem in a nonparametric way. Our method relies on the estimation of the
covariance function. This function is estimated and an empirical regularisation method
jointly with a clever Schur decomposition of the inverse covariance operator allow to build
an accurate estimate of ProjHXZ 
. The asymptotic property of this estimate is study and
rate of convergence are stated. Roughly speaking, the rate of convergence stated in the
main Theorem depends of the regularity of the covariance function through the spectral
density of the process (one of the main assumption is that the spectral measure of X has
a density).
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