Abstract. Online advertising has seen great growth over the past few years. Advertisers have gotten better results with campaigns targeted at more specific audiences. Ad networks with few visits are unable to create such campaigns and hence are moving forward towards a new model, consisting of a huge global ad exchange market. In this market millions of advertisers compete for the ad space so that their ad will be shown to users upon visiting a page. In selecting the best candidate from all possibilities algorithms able to process advertiser's requirements in tenths of seconds are needed. To face this problem we have developed algorithms using techniques such as threads, AVL trees with hash, multiple node trees or Hadoop technology. Throughout this article we will show the results gained from each algorithm, a comparative performance analysis and some conclusions. We have also proposed some future lines of work.
Introduction
Online advertising offers advertisers great advantages when it comes to orienting campaigns to a particularly specified audience or making real-time edits. This explains why more advertisers are choosing to pay for publicity online [1] . Ad networks allow advertisers to post their ads on editor's pages. Editors are the ones with at least one web page and rent space for banners or other such adverts in return for commission. As time goes on advertisers have been becoming more demanding with the requirements needed to reach an ever more specific audience. Advertisers segment their audiences using various attributes such as city, time, gender, keywords, device or operating system. This is known as microtargeting [2] and reduces the number of visits which can comply with their requirements, but au contraire advertisers pay a higher price. Micro-targeting consists of segmenting an audience in line with various attributes inn order to be directed towards a small group with the same interest.
Doing this ensures adverts are only shown to users complying with the advertisers requirements and hence are more likely to buy the product. Small ad networks cannot offer such specific campaigns given the fact they do not receive enough visits, and that only a small part actually complies with advertisers requirements. It must also be mentioned that many visitors are not shown a single advert as they do not comply with the set requirements.
That is why it has become vital for small networks to work together to create one large global Ad Exchange Market. Each network is composed of a group of advertisers and a group of editors. In order to manage the exchange we have to take on some tasks such as invoice delivery, private policy [3] and fraud prevention [4] but without a doubt the most important task and what we are going to focus on here is selecting the best candidate from all possible candidates and doing it in the shortest time possible.
Some studies deal with the various factors that should cover the ads-exchange algorithms to assign a value to the Quality Score of each campaign. This research estimates this parameter depending on the performance obtained when other factors were shown [5] . There are also reports that aim to optimize optical price or the best candidate based on a number of parameters by the use of complex mathematical formulas [6] . We will focus on comparing the computational costs of several algorithms whose objective is to select the best candidate in the best possible time. We assigned random values to the Quality Score as assuming that they have already been calculated.
To solve this problem we have developed various solutions. Firstly, we applied parallelism through threads in the C# programming environment; this allows multiple radiuses to be run simultaneously.
We also added fuzzy logic to show adverts to visits that do not exactly comply with advertiser's requirements.
We then proposed other solutions where a tree structure is created in order to reduce the number of comparisons. To do so we used hash coded AVL trees and multiple node trees. These structures make it possible to create tree branches, and hence improve algorithm efficiency.
The final algorithm was developed using the language Pig Latin, from Apache Hadoop. This platform has the necessary tools to simply and efficiently solve Big Data problems.
For each algorithm we created a table of results and then compared them. Finally, we came to some conclusions regarding what we consider the best solution in terms of parameters and then proposed a series of improvements for the future.
Description of the Problem to be Solved
Due to the fact there are millions of advertisers and of which each and every one is simultaneously creating multiple campaigns, selecting an ad to be shown is a rather complex task.
To select the best advertiser we have to take them all into account, and give an answer in less than 0.1 seconds [6] , so it is of the utmost importance to really design efficient algorithms.
The problem we are trying to solve requires selecting the most adequate campaign for each visit in the shortest time possible. To do this the requirements of each and every campaign need to be analyzed.
Should there be various advertisers who comply with the said requirements; the one with the highest Ad Rank is selected. The Ad Rank is a parameter aiming at better profits for the network but at the same time showing quality ads. The Ad Rank formula is:
Ad Rank = CPC x Quality Score Each platform uses its own method to calculate the Quality Score value, for example Google has never revealed how they calculate theirs.
The advertiser's parameter format is shown in table 1 below, it will be the same for the visit's parameter only with the Quality Score and CPC values removed. In table 2 we can see configuration options. The numbers in each column represent the advertisers selected parameters; each number corresponds to the parameters described above. Google uses supercomputers to solve complex algorithms in a tenth of a second. For example, when we search for "Brazil" at google.com we are given 3,230,000,000 results thanks to the efficient algorithms run on such supercomputers. To solve the problem we have used an Intel(R) Core (TM) i5-2400 CPU @ 3.10 GHz with 16Gb RAM running Windows 7 Pro Service Pack 1 64 bit.
By using this hardware we are going to solve the problem in different ways. We have developed thread code and AVL trees as well as Multi-Node trees within the Microsoft Visual C# 2010, C# Express environment. We have also tried Pig Latin using technology developed by Yahoo called Hadoop. To run Hadoop we have a virtual machine called Hortonworks Sandbox 2.1 on the OS Red Hat, which running Oracle Virtual Box, 4.3.14 r95030 and the aforementioned hardware.
Application of Parallelism and Fuzzy Logic within Ad Exchanges

Applying Parallelism to Ad Exchanges
In today's world we have the power of multi-core processors allowing huge volumes of information to be analyzed. Parallel computing is a processing method using various instructions at once, as the name suggests, in parallel. This is based on the principle that large scale problems can be divided into smaller ones and hence be resolved simultaneously. Threads are used in parallel computing, these are tasks that can be done at the same time as others. Different execution threads share a series of resources such as memory space, files or authentication keys. Parallelism allows various advertisers to be simultaneously compared rather than each visit having to be compared one at a time.
The program we have developed creates 100.000 threads, and provided there is no time limit, can be executed in parallel. Every 100.000 threads can compare 100 campaigns that have been stored in a file along with the visit, making a total of 1.000.000 campaigns. Upon finishing the program, it writes the best solution in a file. We have repeated this step for 1000 visits.
The algorithm we have developed runs using three variables: The option, the number of seconds and the threshold of the degree of similarity. The variable "Option" indicates the number of parameters the advertiser has chosen such as those shown in table 2. For example, option 1 shows the chosen browser, OS and country. The variable "Seconds" indicates the maximum time to calculate a solution and then the variable "Threshold" represents the minimum similarity a visit must have in relation to the advertiser's requirements in order to be shown the ad.
The program pseudo-code is:
Begin_Main_Program From visit = 1 to 1.000 from j=1 to 100.000 Create_thread(j); from k=1 to 100.000 run_thread(k);
Write_solution_file(global_solution); End_Run_Thread_Function
Application of Fuzzy Logic within Ad Exchanges
One of the biggest problems that come up when advertisers configure many a parameter is that very few visits comply with their requirements and hence an ad receives very few views. To increase ad coverage we can apply fuzzy logic. Using this, ads that are very similar but not entirely alike can still be accepted, and hence viewed.
Fuzzy or Heuristic logic is an extension of traditional logic using concepts similar to those of human thought. While traditional logic uses strict boundaries to determine where certain sets belong, for example, "a person is old if they are older than 70", however should a person be 69, they can still be classed as old.
Fuzzy Logic allows us to better adapt ourselves to the real world, and understand such expressions like "It's not very cold" or "You're very young". When it comes to understanding the quantifiers of expressions like "much", "very" or "a few" we use belonging functions to indicate to what extent the element is part of the set. Similarity Matrixes are also used to establish a degree of similarity amongst various elements in a set.
In order to establish the degree of similarity applied to our problem, we have created a series of matrixes that represent the grade of similarity between visit value and configuration value within a campaign on a scale from 0 to 1.
In table 3 we can see the degree of similarity that exists amongst the main languages of visits received by a webpage, given the webpage is in Spanish most visits are from Spanish speakers. In this table we can see the degree of similarity among Spanish speaking countries is very high. In total we have created 12 tables, one for each parameter, on which we wish to apply fuzzy logic. 
Results Obtained from Fuzzy Logic and Parallelism
With a threshold value of 1 and an option value of 2, the algorithm took a total of 147,3 seconds to compare just one visit with 1.000.000 million advertiser campaigns. If we take the maximum established time of 0.1 seconds into account, we realize that this algorithm is unusable, but we have to take into account the fact that this algorithm is run on a supercomputer with optimized access to files or allows them to be held in memory, so such an algorithm may be viable. Due to very high times, we have established a maximum number of seconds from which no more threads will be processed. Logically, the higher the number, the more threads can be run, and hence bring a better a solution. With a lower threshold more visits comply with advertisers requirements, giving better results. The results shown in table 4 show the average Ad Rank value. The higher the value, the better the quality of ads displayed.
Looking at table 5 the number of comparisons increases when using fuzzy logic. This is due to the fact that all similarity matrixes have to be run through. Firstly, we look at the lines comparing them with visit parameters and then we look at the columns comparing them with campaign values. Should the results be 3 and 5, the matrix cell [3, 5] will receive a grade of similarity between the two values. Both "Using fuzzy" and "Not using fuzzy" comparisons are results of comparing visit parameters with 1.000.000 campaign parameters. More time is spent accessing files.
4
Using AVL Trees to Optimize Ad Exchanges
Developing Algorithms using AVL Trees
To improve computing costs of such algorithms we have employed AVL trees and hash code. AVL trees take their name from the first letter of the surname of its inventors Adelson-Velskii and Landis. There are binary search trees that satisfy the condition that they are always balanced, so that for each node, the height of the left branch will never differ by more than one unit of the height of the right branch or vice versa.
A binary search tree is a data structure allowing the organization of attribute information; each tree node must comply with the following characteristics: Lower Nodes to the left of a particular node must contain lower values; lower nodes to the right must contain higher values.
For example, let's say the advertiser has decided to configure the following parameters with the following values: Time=21, Browser= Firefox, Browser Version = 14.0.1, OS = Windows, Country = Spain and City = Pamplona. In such a case the chain value will be: "21Firefox14.0.1WindowsXPSpainPamplona". When the hash function is applied to the chain the value becomes: "2C1ECBEA35C21B712410CE7F7D0BB".
Via a hash our algorithm codes the field values of each one of 1.000.000 advertiser's campaigns and then adds them to the AVL tree as nodes. Each node uses an alphanumeric keychain generated by the hash function representing the parameter combination and an attribute with Ad Rank value. A tree must then be created for each of the options, in our case we have four options and hence have created four trees.
Results Obtained with AVL Trees
The time needed to process 100.000 visits with 1.000.000 advertisers with this algorithm is 1.66 seconds, meaning that the algorithm runs around 9,2 million (9.206.250 to be precise) times faster than the threads. This is due to the algorithm not needing to access any files as the tree can be loaded from memory, and the number of comparisons per visit for option 2 has reduced to 1.172.738.107 with the "Using fuzzy" thread option at only 51.03 with AVL trees. The average number of comparisons is calculated as the average 100.000 visits. The results are the best possible, given that each and every one of 1.000.000 advertisers has been compared. However, when using threads we had to limit the number by the amount of time taken and hence, the results were not the best possible achieved.
5
Using Multi-Node trees to improve ad performance
Developing algorithms using Multi-Node trees
Each first level node has a number of children representing possible values a campaign can achieve. Thus if the first campaign parameter has 29 different values, the first level will have 29 children. Should node number 7 on the first level have a second parameter of 12 values, then the node shall have 12 children and so forth for all parameters. The final tree level will contain the Ad Rank value, and just as with the AVL trees we have had to create four Multi-Node trees, one for each configuration option.
To solve the algorithm we tried three different solutions:
1. Unordered trees: These unordered trees consume the least as they do not as they do not have any operations to order. The trees are formed from selected parameters in advertiser's campaigns. The possible values are added to the tree as campaigns are processed 2. Ordered Trees: With ordered trees we applied the same process as with the unordered trees, though we then ordered them alphabetically by parameter name. This was done so that the descending binary search can be used right from the tree root to the leaves to obtain the Ad Rank value. 3. Ordered trees by frequency: In this case, we do the same as the first however we order the trees using the frequency with which an advertiser demands a parameter. If most advertisers configure the time as 13:00 then the most left hand side thread will have this value, and a comparison will be made using this node. As we can see by the number of comparisons the best option is ordering by frequency, the second best are the unordered trees and the third best are the ones ordered by parameter name and then having a binary search applied.
Results Obtained by Multi-Node Trees
Many tree nodes can be formed by four or five nodes so doing a binary search doesn't make much sense, we can also discard the order by frequency option as the algorithm has 0.07% less comparisons and hence ordering them into a tree every time a campaign is added would be unjustified.
Hadoop Optimizing Ad Exchanges through Apache Hadoop
One of the simplest ways to solve the problem and we can safely assume one of the less puzzling, uses Hadoop, which was famously developed by a Yahoo employee. Apache Hadoop is a framework oriented towards finding solutions to Big Data problems, such is the case in point and the fact it also solves our problem in just a few lines. This language is oriented to take advantage of the clusters and supercomputers of large companies such as Yahoo, Amazon and Google. These companies use this kind of structure because they run algorithms processing huge amounts of data.
This platform uses two programming languages, Hive and Pig Latin. To solve our problem we used Pig Latin, although it is not as efficient as the trees as it has an additional computing cost 151.2 times higher than AVL trees and 205.9 times higher than Multi-Node trees ordered by frequency, however it allows the problem to be solved in just 10 lines. The code is explained in the program comments below: In table 8 we can see the results obtained as well as the times needed to obtain them. Tests were done with 100.000 visits and 1.000.000 ad campaigns, and the results obtained are the same as the ones from the AVL and Multi-Node trees. Time is expressed in minutes and seconds, rather than solely seconds as for AVL and MultiNode trees. 
Conclusions
According to the results, the thread option cannot be considered appropriate due to the enormous amount of time required to run the algorithm. One of the reasons behind the elevated time scale is the fact the program takes a long time accessing the 10.000 files used to save advertiser's campaigns. The number of total comparisons is the number for each thread multiplied by the number of threads, coming to a total of 24.349.000.000 comparisons, while using trees it does not exceed 103. Via Hash, AVL trees give the best results, although they do have two disadvantages, firstly the tree needs to be modified for every single campaign, taking up a lot of time; secondly, these trees are inadequate for Fuzzy Logic use given that upon applying the hash function it gets difficult to compare attributes and establish a degree of similarity as they are coded. In order to implement this kind of logic all possible parameter relations would have to be hash coded with all possible combinations, bringing us to the conclusion that this is an unviable option as it will exponentially increase the number of tree nodes.
Another disadvantage affecting both AVL trees and Multi-Nodes is the computational cost of creating the tree, though this is not really anything to worry about as it can be done offline. That is to say it is not created at the time of a user visit, and hence is not a critical computational cost.
Multi-Node trees have the advantage over AVLs that they can use Fuzzy Logic. This can be done using a simple backtracking algorithm that traverses the tree and changes route should the similarity threshold be overcome. Taking these results into account, it seems that ordering is not a great advantage as looking at the results obtained there is no big difference between the number of neither comparisons nor time consumed.
Finally, if we take the capacity of some of the supercomputers used by technology companies into account, Pig Latin is the best option as its algorithm development code can be summarized in just ten lines. This has the advantage that errors are highly unlikely as well as Fuzzy logic being able to be implemented easily via UDF (User Defined Functions), which are user language implementation methods for both Python and Java programming languages.
Future Work
One possible improvement to this algorithm could be adding fuzzy logic; to do this we must make a translation table. If we take into consideration the fact that the three browsers in the table are similar we can then code them with the same code.
To improve comparison block searches upon fuzzy logic application a value could be assigned to each parameter. E.G., I. Explorer 8.0 shall be 7 and I. Explorer 8.0 shall be 9, meaning the similarity between the two will be [7, 9] of the browser matrix. With this a number of comparisons per search will be saved, this can be calculated using the formula: Comparisons: (Lines/2 + Columns/2), assuming the probability of coincidence for all values is the same.
Another improvement could be to keep the ordered by frequency algorithm and instead of ordering it per new campaign, an ordering algorithm shall be applied once per 1,000 new campaigns.
With such formula we can create a tree and then compare each visit with the advertisers formed tree. This in turn would make the program run much faster even though it would also require more lines of code.
