In the present paper, we define a sequence of bivariate operators by linking the Bernstein-Chlodowsky operators and the Szász-Kantorovich operators based on Appell polynomials. First, we establish the moments of the operators and then determine the rate of convergence of these operators in terms of the total and partial modulus of continuity. Next, we obtain the order of approximation of the considered operators in a weighted space. Furthermore, we define the associated GBS (Generalized Boolean Sum) operators of the linking operators and then study the rate of convergence with the aid of the Lipschitz class of Bögel continuous functions and the mixed modulus of smoothness.
Introduction
Verma and Tasdelen [17] , linked the Szász operators and the orthogonal polynomials, e.g., Charlier polynomials, and introduced a sequence of positive linear operators to study the approximation of continuous functions of exponential growth. The generating function for the Charlier polynomials is given by
Agrawal and Ispir [1] introduced a bivariate operator associated with a combination of Bernstein-Chlodowsky and Szász-Charlier type operators and studied the degree of approximation of continuous functions. Jakimovski and Leviatan [13] proposed generalized Szász operators based on Appell polynomials as P n (f; x) = e −nx g(1)
where g(u)e ux = ∞ k=0 p k (x)u k is the generating function for the Appell polynomials p k (x) 0, with g(z) = ∞ n=0 a n z n , |z| < R, R > 1, and g(1) = 0. Atakut and Büyükyazici [2] introduced Stancu type modification of the operators (1.1) as P * n (f; x) = e −b n x g(1)
where (b n ), (c n ) denote the unbounded and increasing sequences of positive real numbers such that b n 1, c n 1, and lim n→∞ 1 c n = 0, b n c n = 1 + O 1 c n , as n → ∞ and proved some direct theorems.
In particular if g(z) = 1, then these operators reduce to the modified Szász operators studied by Walczak [18] . Further, if b n = n = c n , then we get the operators given by (1.1). Sidharth et al. [15] defined the Chlodowsky-Szász-Appell type operators and investigated the rate of convergence for a weighted space and the degree of approximation of the associated GBS operators. On the interval [0, a n ] with a n → ∞, as n → ∞, the Bernstein-Chlodowsky polynomials are given by
n k x a n k 1 − x a n n−k f k a n n , (
where x ∈ [0, a n ] and lim n→∞ a n n = 0.
By combining the operators (1.2) and the Bernstein-Chlodowsky operators (1.3), we introduce the bivariate Kantorovich type operators as for all n, m ∈ N, f ∈ C(A a n ) with A a n = {(x, y) : 0 x a n , 0 y < ∞}, and C(A a n ) := {f : A a n → R is continuous}. Note that the operator (1.4) is the tensorial product of x B n and y P * m , i.e., T n,m = x B n • y P * m , where
n k x a n k 1 − x a n n−k k+1 n a n k n a n f(t; y)dt
The purpose of the present paper is to establish the degree of approximation for the bivariate Kantorovich type operators defined in (1.4) by means of the moduli of continuity and the Lipschitz class. The rate of convergence of these operators for a weighted space is studied with the aid of modulus of continuity introduced in [11] . Subsequently, the GBS case of these operators (1.4) is introduced and the approximation degree for the GBS operators is obtained by means of the mixed modulus of smoothness.
Preliminaries
To examine the approximation properties of the operators (1.4), we give some basic results using the test functions e i,j = t i s j (i, j = 0, 1, 2) as follows: g (1)
g (4) (1)
Proof. By making simple calculations, we can easily prove the above results. Hence the details are omitted.
As a consequence of Lemma 2.1, we obtain: Lemma 2.2. For the operator (1.4), we have the following results: 
Lemma 2.3. Taking into account the conditions on (a n ), (b n ), (c n ), and using Lemmas 2.1 and 2.2, we are led to
where η(g) and µ(g) are certain constants depending on g.
Main results
In this section, we establish the degree of approximation of the operators given by (1.4) in the space of continuous functions on compact set I ab := [0, a] × [0, b] ⊂ A a n . For f ∈ C(I ab ), equipped with the norm||f|| C(I ab ) = sup (x,y)∈I ab |f(x, y)| the complete modulus of continuity for the bivariate case is defined as follows:
The partial moduli of continuity with respect to x and y is given by
Evidently, these partial moduli of continuity satisfy the properties of the usual modulus of continuity. Theorem 3.1. For all (x, y) ∈ I ab and f ∈ C(I ab ), we have the following inequality:
Proof. From the definition of complete modulus of continuity, we have
Applying Cauchy-Schwarz inequaltiy and Lemma 2.3, we have
, from which the desired result is immediate.
Theorem 3.2.
For f ∈ C(I ab ) and all (x, y) ∈ I ab , the following result holds:
Proof. Using the definition of the partial moduli of continuity, Lemma 2.2, and the Cauchy-Schwarz inequality, we have
This proves the result. Now, we establish the degree of approximation for the bivariate operators (1.4) with the aid of Lipschitz class. For 0 < γ 1 1 and 0 < γ 2 1 and f ∈ C(I ab ) we define the Lipschitz class Lip M (γ 1 , γ 2 ) for the bivariate case as follows:
where δ n and δ m are the same as in Theorem 3.2.
Proof. Since f ∈ Lip M (γ 1 , γ 2 ), we may write
Applying the Hölder's inequality with (p 1 ,
This proves the theorem.
In the next theorem, we obtain the degree of approximation for the functions in C 1 (I ab ), the space of continuous functions in I ab whose first order partial derivatives are continuous in I ab , by the operators defined in (1.4). Theorem 3.4. Let f ∈ C 1 (I ab ). Then we have
where δ n and δ m are defined as in Theorem 3.2.
Proof. From the hypothesis we can write
Applying L n,m (.; x, y) on both sides, we get
we have
Applying the Cauchy-Schwarz inequality and using Lemma 2.1, we obtain
This completes the proof.
is the (i, j) th order partial derivative with respect to x, y of f, endowed with the norm
Now, we proceed to estimate order of approximation of the sequence L n,m (f) to the function f ∈ C (I ab ) in terms of the Peetre's K-functional given by
It is also known [12] that the inequality
holds for all δ > 0, where the constant M 1 is independent of f, δ andω 2 (f; √ δ) is the second order complete modulus of continuity. 
− y Proof. We define the following auxiliary operator
Then by Lemma 2.2, we get
Hence,
Let g ∈ C 2 (I ab ) and t, s ∈ I ab . Then by Taylor's formula
Applying the operator L * n,m (.; x, y) on both sides of the above equation, we obtain
Hence using Lemma 2.2 and taking into account conditions on sequences (a n ), (b n ), and (c n ), we have
Also, from (3.2) and Lemma 2.3,
Therefore, for f ∈ C(I ab ) and any g ∈ C 2 (I ab )
Taking the infimum on the right-hand side over all g ∈ C 2 (I ab ) and using inequality (3.1), we obtain
This completes the proof. Now, we estimate the degree of approximation of the bivariate operators (1.4) in a weighted space. Let B ρ be the space of all functions f defined on R + × R + , R + = [0, ∞) having the property |f(x, y)| M f ρ(x, y), where M f is a positive constant depending only on f and ρ(x, y) = 1 + x 2 + y 2 is a weight function. Let C ρ be the subspace of B ρ of all continuous functions with the norm f ρ = sup x,y∈R + 0 |f(x,y)| ρ(x,y) and let C 0 ρ be the subspace of all functions f ∈ C ρ such that lim √ x 2 +y 2 <∞ |f(x,y)| ρ(x,y) exists finitely. For all f ∈ C 0 ρ , the weighted modulus of continuity [11] is defined by
Further details of the weighted modulus of continuity can be found in [11] .
Lemma 3.6 ([9, 10]).
For the sequence of positive linear operators {S n,m } n,m 1 acting from C ρ to B ρ , it is necessary and sufficient that inequality S n,m (ρ; x, y) ρ k is fulfilled with some positive constant k. 
for all f ∈ C ρ . Now, we consider the following positive linear operators S n,m , defined by
where I a n d m = {(x, y) : 0 x a n , 0 y d m } , (d m ) be a sequence such that lim
Theorem 3.9. Let ρ(x, y) = 1 + x 2 + y 2 be weighted function and S n,m (f; x, y) be a sequence of linear positive operators defined by (3.7). Then, for all f ∈ C 0 ρ , we have
where ρ 1 (x, y) is a continuous function satisfying condition in (3.6).
Proof. First, we show that S n,m is acting from C ρ to B ρ . Using Lemma 2.1, we can write From Lemma 3.6, we have S n,m : C ρ → B ρ . If we can show that conditions of Theorem 3.7 are satisfied, then the proof of Theorem 3.9 is completed. Using Lemma 2.1, we can obtain (3.3)-(3.5). Finally, using Lemma 2.1, we get S n,m (e 20 + e 02 ; x, y) − (x 2 + y 2 ) ρ ψ n,m , and since lim n,m→∞ ψ n,m = 0, we obtain the desired result. and using Theorem 3.9, we obtain the desired result.
Theorem 3.11. If f ∈ C 0 ρ , then for sufficiently large n, m, the following inequality holds:
, σ(g) = max {η(g), µ(g)}, and C is a constant depending on n, m.
Proof. From [11, pp .577], we may write
Thus,
n a n k n a n
Applying the Cauchy-Schwarz inequality, we have
Using Lemma 2.3, we have
Thus we get the required result.
Construction of GBS operators of Chlodowsky-Szász-Appell type
The continuity and the differentiability of a function in Bögel space were first examined by Bögel in [5] and [6] . After this, Dobrescu and Matei [8] used the definitions of B-continuity and B-differentiability to obtain the approximating properties of GBS of bivariate Bernstein polynomials. In [3] , Badea et al. proved the "Test function theorem" for the functions defined in the Bögel space of continuous functions. In the same space the quantitative variant of a Korovkin-type theorem was given by Badea et al. in [4] . Recently, Sidharth et al. [15] constructed the GBS operators of Bernstein-Schurer-Kantorovich type and obtained the degree of approximation for these operators. They also obtained the degree of approximation of B-continuous and B-differentiable functions by the GBS operators of q-Bernstein-Schurer-Stancu type [16] . Agrawal and Ispir [1] established the degree of approximation for the bivariate Chlodowsky-SzaszCharlier type operators and the associated GBS operators. 
where The mixed modulus of smoothness of f ∈ C b (A) is defined as
where the supremum is taken over all (x, y) ∈ A, (h 1 ,
, and where ∆ u,v f(x, y) is as defined above. The mixed modulus of continuity involving upper bounds and the total modulus of continuity were introduced by Marchaud [14] .
A real-valued function defined on A is called uniformly B-continuous function if and only if
Furthermore, for all non-negative numbers λ 1 , λ 2 there holds
where ]λ[ denotes the largest integer which is smaller than λ.
Here, D B is called the B-derivative of f and the space of all B-differentiable functions is denoted by D b (A).
In this section, we introduce the GBS case of the operators defined in (1.4). For every f ∈ C b (A), the GBS operator associated with the operator T n,m (f; x, y) is defined as follows:
n a n k n a n {f(t; s) + f(x, s) − f(t, s)}dtds.
(4.1)
Theorem 4.1. For every f ∈ C b (I cd ) and for all (x, y) ∈ I cd , we have the following inequality for the operators defined in (4.1), |U n,m (f; x, y) − f(x, y)| 4ω mixed (f; δ n , δ m ),
, and ρ(g) is a constant depending on g.
Proof. Using the definition of ω mixed (f; δ n , δ m ) and the elementary inequality, we have
Therefore,
for every (x, y), (t, s) ∈ I cd and for any δ n , δ m > 0. Further, by the definition of ∆ (u,v) f(x, y), we get
Applying the operator defined in (1.4) on both sides of the above equality, we get
Since L n,m (e 0,0 ; x, y) = 1, using (4.2) and applying the Cauchy-Schwarz inequality,
By Lemma 2.3, we have
Hence we get the required result.
In our next theorem, we obtain the degree of approximation of the operators U n,m by means of the Lipschitz-class which is defined as follows:
If f ∈ C b (I cd ), for two parameters 0 < ξ 1 1 and 0
and (x, y) ∈ I cd , we have
and M is a certain positive constant. Proof. By the definition of U n,m (f; ·, ·) and using the linearity of the operator T n,m (f; ·, ·), we may write
By our hypothesis, we get
Now, applying the Hölder's inequality with (p 1 , q 1 ) = (2/ξ 1 , 2/ (2 − ξ 1 )) and (p 2 , q 2 ) = (2/ξ 2 , 2/ (2 − ξ 2 )) , we obtain
x B n (e 0 ; x) Thus we get the required result. , then for each (x, y) ∈ I cd , we get |U n,m (f; x, y) − f(x, y)| C 3||D B f|| ∞ + 2ω mixed (f; δ n , δ m ) x 2 + x y 2 + y + 1 δ n δ m + ω mixed (f; δ n , δ m ) δ m x 4 + x 3 + x 2 + x y 2 + y + 1 + δ n y 4 + y 3 + y 2 + y + 1 x 2 + x , where δ n = a n n , δ m = σ(g) c m , σ(g) being max {η(g), µ(g)}, and C be a constant depending only on n, m.
Proof. By our hypothesis ∆ (x,y) f(t, s) = (t − x)(s − y)D B f(α, β), with x < α < t ; y < β < s. Since, for (x, y), (t, s) ∈ I cd and i, j ∈ {1, 2}, we have T n,m ((t − x) 2i (s − y) 2j ; x, y) = x B n (t − x) 2i ; x y P * m (s − y) 2j ; y , (4.6) and from Lemma 2.3,
x B n (t − x) 2 ; x = O a n n (x 2 + x + 1),
x B n (t − x) 4 ; x = O a n n (x 4 + x 3 + x 2 + x), Combining (4.5) and (4.6) we get the required result.
