Spline fitting is a popular method of interpolating a real-valued function given its values at a set of points in W. Other linear constraints such as derivative information can also be incorporated as we show here. Spline fitting is well known to be a special case of kriging. Using the kriging framework we give a full description of the theory including algorithms for computation, and various special cases are discussed. An application is given to the construction of deformations with landmark, tangent and curvature constraints.
INTRODUCTION
Spline methodology is a well-known technique for fitting smooth functions to data, e.g. Wahba (1990) and Green & Silverman (1994) . In the simplest setting the problem is to find a function f(t), t e R, to minimise the integrated squared second derivative {f'W 2 dt, subject to constraints /(t ( ) = x,, at sites t t (i = 1,..., n). The solution is an interpolating cubic spline with the representation
f(t)= t b t \t-t t \ 3 + 00 + ^1
for suitable coefficients OQ, a], 6 l9 ..., b n .
The main ingredients in this solution are the following: (i) a potential function a(s, t) = \s -11 3 ; (ii) a subspace of drift terms, in this case the pair of functions g^t) = 1 and g 2 (t) = t; (iii) the data constraints f(t t ) = x { . Each of these ingredients can be generalised to deal with a wider class of problems, (i) The underlying state space for t can be extended from R to R d or even a general index set T, and the potential function can be allowed to be a more general function of s and t, subject to some positive definiteness constraints. (ii) The subspace of drift functions can be allowed to be a more general subspace of functions. (iii) The data constraints can be extended to allow more arbitrary linear constraints in the data, e.g. involving derivatives /'(£<)• The simplest framework in which to carry out this generalisation is that of kriging, in which f(t) is viewed as the best linear unbiased predictor for a certain stochastic process. It is well known that the above cubic spline can be recast as a kriging predictor, e.g. Cressie (1991, pp. 180-3) and Wahba (1990, pp. 35-9) . This general framework is set up in §2.
The general framework is specialised in § 3 to a class of self-similar conditionally positive definite functions on R d with polynomial drift functions. This setting offers a suitable framework in which to tackle any problem involving derivative constraints. A discussion of this framework given in § 4 and periodic splines are covered in § 5.
An interesting recent application of spline methods is to the construction of deformations of K 2 or K
3
. Given a pair of objects on which a set of landmarks has been identified, thin-plate splines can be used to construct a deformation taking the 'old' landmarks to the 'new' landmarks (Bookstein, 1989 (Bookstein, , 1991 . When the landmarks lie along the outline of an object, there is also derivative information to consider such as tangents and curvatures. Bookstein & Green (1993a, b) describe an approximate method to incorporate tangent information. In § 6 we extend the work of Bookstein and Green to give a simple and exact method for incorporating tangent information, and a new method for incorporating curvature information. Section 7 gives a detailed comparison with the work of Bookstein and Green, and § 8 contains an example from image analysis.
A GENERAL FRAMEWORK FOR KRIGING
Let T be an arbitrary index set. Consider the following objects defined on T: By the Kolmogorov existence theorem, there exists an intrinsic stochastic process {X(t) :te T} whose increments E atX(t { ) have mean 0 and variance given by (21). Intrinsic processes were first developed by Matheron (1973) .
If 'S is empty, that is m = 0, then a(s, t) is a covariance function. For m > 0, we shall refer to <J(S, t) as a conditionally positive definite covariance function. In the literature, cr(s, t) is often called a 'generalised covariance' but we shall not use this terminology to avoid confusion with generalised processes, where realisations are generalised functions in the sense of Schwarz (Gel'fand & Vilenkin, 1964) .
The adjective 'intrinsic' means that the specification via increments leaves m degrees of freedom unspecified for {X(t)}. One way to deal with this indeterminacy is to set X(t) to equal 0, say, at m arbitrary but fixed sites in T in order completely to determine the first two moments of the {X(t)} process. defines a positive definite function on T. It is straightforward to check that T(S, t) vanishes if either s = t {C) or t = t (i) , for any i = 1,..., m, and further that T(S, t) and a(s, t) define the same variances for increments with respect to #.
The random variables X{t) with inner product E{X(s)X(t)} = T(S, t) generate an inner product space which can be completed to form a Hilbert space as follows. Define the finite linear functionals X(L) = E" =1 a;-X"(t;) where L = {(a t , £,), i = 1,...,«}, not necessarily an increment. The 'drift terms' become g(L) = E" =1 aig{ti) for g e #, and var{*(L)}= £ aidjT^tj). 
where CT^J, L 2 )'=cov{Z(L 1 ), A"(L 2 )} = £ a u a 2 j<j(s h tj). Note that property (b) can be stated equivalently in terms of a or x, when property (a) holds. Then a limiting bounded linear functional L can be defined, with lim XiLJ = X{L), as \x ->• oo being a well-defined limit in mean-square. The Hilbert space consists of all random variables {X(L): L a bounded linear functional} and has a well-defined covariance structure E{X{L l )X(L 2 )} =T(L 1 , L 2 ) which extends £{X(s)X(t)} = T(S, t). The notion of an increment can also be extended to bounded Linear functionals by considering Cauchy sequences of increments.
The main application of this theory is to allow the use of derivative constraints. Let above, and define matrices°u
Next set x = (x ls ..., x n ) T and 0 m to be an m-vector of zeros. It is shown in Appendix 2 that, provided £ is nonsingular and D has rank m, K is nonsingular, and hence it is possible to define an n-vector b and an m-vector a by Then, as shown in Appendix 2, the kriging predictor exists and is given uniquely by
(2-7)
A heuristic justification of (2-7) can be given using regression analysis. For simplicity suppose that a(s, t) is positive definite and that
E{X(s)} = P r g(s), cov {X(s), X(t)} = a(s, t),
where /? is an m-vector of coefficients and
If ft is known, the best linear predictor of X(L) given X{L t ) (i = 1,..., n) is given by the conditional expectation under normality:
If /? is unknown, the best unbiased linear predictor, satisfying
, is given by (2-8) with ft replaced by the generalised least squares estimate
L~1x. This predictor can be cast in the form (2-7) with
Further, it is easily checked that a and b satisfy (2-6).
A full proof of (27) in the intrinsic framework is given in Appendix 2. In particular, it is shown that L -Ey.-L, is an increment with respect to C S. Comment 1. Note that (2-4) and (2-7) are different ways of writing X(L). The dependence of a and b on x is suppressed in (2-7) whereas the dependence of y on L is suppressed in (2-4).
Comment 2. The solution (2-7) involves CT(S, t), not T(S, £)
. Thus the solution does not depend on the way in which the m available degrees of freedom in the intrinsic specification of {X(t)} are specified.
Comment 3. The theory of this section can be recast in the language of reproducing kernel Hilbert spaces; see e.g. Wahba (1990, pp. 10-6, 30-4) .
Comment 4. Note that a(s, t) can be rescaled to ca{s, t) without affecting the value of in (2-7), although b is rescaled to c~xb.
SPECIALISATION
In this section we consider some specific examples with T = R d . Define a set of functions on R d indexed by a > 0:
"fi
Here \h\ denotes the Euclidean norm of h and |_«J the integer part of a. For r^O let # r denote the space of
It is well known that a(s, t) = a a {s -t) defines a conditionally positive definite function with respect to <8 r , provided r ^ |_ a J . Also, for p ^ 0 it is easy to check that d 2p a a (\h\)/d\h\ 2p exists at h = 0 if and only if a > p. These covariance functions are of interest because they are self-similar, that is <r a (ch) = c^a^Qi) for c> 0, where '=' means equal up to an even polynomial in h of degree 2[aJ. Thus <7 a (/i) and (J a (ch) yield the same predictions. If the minimal polynomial subspace & r is used, that is r = [a\, then the only parameter to choose when using this family is the index a.
We shall also be interested in this section in linear functionals which involve a finite number of values of a function and its partial derivatives of order <p. Using the arguments of § 2, such linear functionals are bounded provided a > p. In the simplest form, a set of data constraints S> p , say, takes the form / (K|) (t() = x t (i = 1,..., n), where t t e R d , x, e R and the multi-indices K, are specified, with max|K ( | = p. The pairs (t t , K { ) should be distinct, although the same site t may appear several times in the list with different choices of K if the value of the function and some of its partial derivatives are constrained at t. Other linear constraints, for example 2/(^) -3f(t 2 ) = y l9 can be readily accommodated by the theory at the price of a more cumbersome notation.
The corresponding kriging predictor for this self-similar intrinsic random field will be denoted by iRF d (a, r, 2 P ). Here a > 0 is real and r ^ 0, p ^ 0 are integers. For the kriging predictor to exist, it is necessary that r ^ [aj, p < a. Using (2-7) the predictor takes the form
= t (-l)^b\^a^(t-t t )+ X a x t\ (3-2)
where t x is shorthand for t [l] In general we write the function in (32) as £{t) when we wish to emphasise its kriging origins and as f(t) when we wish to emphasise its interpolation properties.
We have worked with interpolating splines in this paper but smoothing splines can also be easily formulated in the presence of derivative constraints. However, a practical problem is that a single smoothing parameter, or 'nugget' variance, makes sense only when all the constraints involve just values of the function. But derivatives are not measured in the same units as the original function values, so when derivative constraints are included, a separate smoothing parameter is needed for each order of derivative.
DISCUSSION
Several cases of the predictor iRF d (a, r, 3> p ) are of special interest and merit further discussion. Some further general points are also mentioned below.
(i) For the case iRFj^, 0,2> 0 ) the predictor reduces to a piecewise linear path between the data points.
(ii) For iRFjd, 1, 3> 0 ) the predictor reduces to the interpolating cubic spline mentioned in the Introduction (Wahba, 1990, pp. 30-4; . First-order derivative constraints 3) y can also be accommodated within this framework. 
J W
subject to a set of data constraints 3) 0 . As above, K: is a multi-index. This spline can be identified with the kriging predictor iRF d (a, r, 3> 0 ) with <x = r+l-\d (Wahba, 1990, pp. 30-9; . Note the condition a > 0, that is r + 1 > \d, for a solution to exist. That is, higher values of r are needed as the dimension d increases. Also, for d = 1, 2, r satisfies r = [aj so that the minimal drift space, # r is used in the kriging solution. Here the 'bending energy matrix' B depends on the matrix K and submatrices £ and D in (2-5), and can be written in the two equivalent forms
where Bookstein, 1989) . The notation K 11 refers to a partitioning of K' 1 and (.)" denotes the Moore-Penrose generalised inverse. The matrix B can also be defined by (4-3) for more general kriging problems.
(v) For IRF 2 (1, 1, S> 0 ), tne spline in d = 2 dimensions based on second-order derivatives (r + 1 = 2) is known as a 'thin-plate spline', although this terminology is sometimes used more generally to cover any spline based on (41) in dimensions d ^ 2.
(vi) First-order derivative constraints can be accommodated in the kriging predictor iRF d (a, 1, S) x ) for l<a<2, but not for the limiting case a = 1. Bookstein & Green (1993a, b) develop an approximate procedure to deal with the case a = 1, d = 2; see § 8 for further discussion.
(vii) If a is a half-integer value and d=\, then special algorithms can be constructed to compute splines in O(n) operations (Green & Silverman, 1994, pp. 19-21) . No such tricks seem to exist for other values of a and/or d, and the calculations for the kriging predictor, e.g. inverting K in (2-6), require O(n 3 ) operations. (viii) Given data constraints 2i p , the choice of a and r in the kriging predictor iRF d (a, r, S> p ) are up to the user. In practice the exact choice of a does not seem too critical, provided a -p is not too close to 0. In the examples of this paper we have generally taken a = max( §, \ + p), and r = [aj.
(ix) Self-similarity is a very convenient mathematical and practical assumption. Once the smoothing index a is chosen, the kriging solution is automatic with no further parameters to be estimated. In particular the predictor is invariant under re-scaling of t. Further, the kriging predictor coincides with an interpolating spline when a + \d is a positive integer and r = <x + \d-1, and it generalises splines for other values of a and r. Other covariance functions can also be used in the kriging framework when it is desired to estimate covariance relationships more precisely, e.g. Cressie (1991, pp. 61-4). Isotropic covariance functions are known as radial basis functions in the numerical analysis literature (Powell, 1987) . 
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with aj^O, Jlaj< oo. If, for the corresponding stationary stochastic process on T with covariance function p(h), it is desired that mth order derivatives should exist in mean square, then a necessary and sufficient condition on the coefficients is that E; 2m a,< oo. A natural family of covariance functions is given by
Thus mean-square derivatives exist up to order m provided m<a. These covariance functions are periodic versions of the covariance functions <r x (h) on the line. Simplifications occur if a is a half-integer, a = (2r + l)/2, say (Wahba, 1990, p. 22) . Let Si p be a set of data constraints involving sites t, where 0 < t < 1, with p < a. Then the periodic kriging predictor for 2> p based on p a (.) can be identified with the linear kriging predictor iRF^a, r, S>*), where Qi* contains the constraints in 2) p , together with the additional periodicity constraints/ (t) (0) =/ (t) (l) for 0 < k ^ r. Further p a (h) can be written explicitly using Bernoulli polynomials as /W#) = {(-l)7(2r + 2)!}B 2 ,PI), \h\<l.
For our purposes the constant term and scaling factor in B^dh]) are irrelevant. A pair of periodic splines can be used to model the outline of an object in R 2 . Kent (1996) gives an example of this procedure with derivative constraints applied to the outlines of mouse vertebrae.
DEFORMATIONS OF THE PLANE
To construct a map f:R 2 -*R 2 , /=(/i,/2) T taking an 'old' set of specified sites to a 'new' set, a natural methodology is to use a pair of kriging predictors from R 2 to R 1 . Though there is no mathematical guarantee that the resulting map will be bijective, in practice it will be if the deformation is not too severe. The basic constraints take the form
in terms of old sites t ; e R 2 and new sites x, e R 2 . Next we discuss how to introduce derivative constraints. For simplicity we focus on a single site t 0 at which an edge e old e R 2 has been identified. Suppose it is desired to map e old into a new edge e new e R 2 at x 0 after deformation. Without loss of generality it may be assumed that e old is a unit vector, |e old | = 1. In many applications, it is also reasonable to take |e new | = 1, and we make this assumption here.
In order to deduce the corresponding constraint on /, it is helpful to imagine that e old arises as the tangent vector of a curve in R 2 , <p(u) (-1 < u < 1) say, with <p (0) For any vector y = {y u y 2 ) T e R 2 , let y ± t=(y 2i -yi) T denote the perpendicular vector. It is often useful to impose the supplemental constraint = «&w in addition to (6-2). Then, to first order at t o ,f looks like a rotation, rather than a more general linear transformation. The inclusion of the supplemental constraint seems to improve the stability of the deformation in practice. Constraints based on second derivatives can also be imposed. Suppose curvatures fc old and Ic,,^ have been identified in the directions e old and e new at sites t 0 and x 0 , respectively. Conditions on / are sought to ensure that the curve <p(u) with curvature k old at u = 0 is mapped to ij/(u) with curvature k^^ at u = 0. The signed curvature of cp at u = 0 is defined by (6-4) since <p{0) = e old and |e old | = 1 (Faux & Pratt, 1979, p. 27) . For convenience, suppose that <p is traversed at constant speed \<p(u)\ = 1. Differentiating \<p(u)\ 2 yields so that ^(0) is orthogonal to the tangent direction e oid . Hence, from (6-4),
) old 4,
A similar requirement on the new curve \j/(u) yields $(0) = kn^e^. From (63) and (6-4),
and so the following condition is obtained on /:
Note that it is only the difference in curvatures, k new -k old , which appears in the constraint. To sum up, the constraints on / are given by (6-1), (6-2), (6-3) and (6-5). Bookstein & Green (1993a, b) introduced deformations with edgel constraints in a spline setting which is roughly equivalent to IRF 2 (1, 1, 2 X ). However, note that a Y {h) is not twice continuously differentiable at h = 0.
A COMPARISON WITH THE BOOKSTEIN-GREEN METHOD
In this section we describe how Bookstein & Green's solution can be expressed in our framework. First set a = 1. Next use differences rather than derivatives. Their constraints take the form
Here 5 > 0 is a small specified resolution parameter, t tjOld and t t new are specified landmarks in R 2 , and e, -old and e iaew are specified edgels in R 2 satisfying |e /old | = |e, new | = 1. The lengths (c,) of the new edgels are free parameters. These lengths are allowed to be different from 1 in order to accommodate local changes of scale in the image along the axis of each edgel.
For particular choices of c t ,..., c H , the bending energy in (4-2) can be calculated by combining together the two components of the deformation, yielding is a 4n-dimensional vector. Bookstein & Green then minimise the quadratic form (7-2) with respect to c = (c 1; ..., c n ) T to specify the lengths of the new edgels. Once the optimal vector c is evaluated, the deformation minimising the bending energy subject to the constraints (71) can be computed separately for each component of the deformation as detailed in § 2, with In here corresponding to n there.
Finally, Bookstein & Green 'simplify' their solution by replacing the differences by derivatives where possible in the problem. In equation (2-5) for K they replace differences by derivatives everywhere except the diagonal elements of Z corresponding to edgels, where they retain the value based on differences, namely 21og(l/<5). Using the revised definition of K to define B in (4-2), they optimise over c in (7-2) and solve for b and a in (2-6). Similarly, in formula (2-7) for the thin-plate spline solution, / approx (t), say, derivatives rather than differences are used for the linear functionals L, corresponding to edgel constraints. It can be checked that, using this approximation,/ appTOX (t) satisfies the landmark constraints, / a p projl (r, i0ld ) = f,, Ilew , but that / approx (t) does not exactly satisfy the edgel constraints in (71) either using differences or derivatives. Indeed /, pprox (0 is not even differentiable at t iold .
To highlight the major differences between method 1, the Bookstein & Green solution, an approximate version of IRF 2 (1, 1, 3> x ), and method 2, our approach, IRF 2 (2, 1, @i), we give an illustrative example. Figure l(a) shows a circle with four landmarks marked by the crosses and one tangent vector to the circle at the landmark at the top right of the figure. Figures l(b) , (d) and (c), (e) show the result of the planar deformation if the landmarks are kept stationary but the tangent vector is changed using method 1, with c, = 1 for simplicity, and method 2, respectively, to the indicated tangent vector. Figure l(b) was evaluated using (5 = 01 with image size lxl and a kink is clearly visible in the outline at the landmark with the edge. In Fig. l(c) , (e), however, there is no kink. Here we have not used the supplemental constraint (6-3) for method 2 in order to make our comparison as direct as possible. However, including the supplemental constraint in this example has a negligible visual effect.
In practice, it should be noted that the presence of kinks is a relatively minor nuisance. Except for close-up views, the deformations of methods 1 and 2 will yield similar results. On the other hand, F. L. Bookstein and W. D. K. Green, in a personal communication, have noted some limitations with the intrinsic random field solution for a > 1. As a increases, the effect on the deformation of changes in the landmarks and their derivatives propagates further through the image. Thus changes in one part of the image can have an appreciable effect on the deformation in a distant part of the image. This effect is illustrated in the next section.
8. AN APPLICATION Bookstein & Green (1993a, b) have given several realistic examples demonstrating the use of edge information in the construction of a deformation. In this section we give an illustrative example to show the potential benefits of incorporating second order derivative information as well. The use of deformations has become very important in statistical image applications (Grenander & Miller, 1994; Phillips & Smith, 1994; Mardia & Hainsworth, 1993) . Here, we consider fitting a head template to a picture. In particular, such a problem arises in the use of video-phones (Phillips & Smith, 1994) .
We start with a circle, shown in Fig. 2 (a) , on which four equally spaced landmarks have been specified together with the tangents and curvatures at these landmarks. The objective is to deform this circle onto an outline of the face in Fig. 2 (b) using only these four landmarks as well as the available derivative information. The four landmarks on the face, which were picked by hand, are shown by the black crosses in Fig. 2(b) . As described below, tangents and curvatures were found at each landmark on the face.
The overall deformation is constructed as a composition of three individual deformations. At the first stage a deformation is constructed from the circle to the face using just landmark constraints with a = 1-5: Fig. 2(b) . At the second stage, the output of the first stage is further deformed by holding the landmarks fixed but adding tangent constraints with a = 2-5: Fig. 2(c) . At the last stage curvature information is added also with a = 2-5: Fig. 2(d) . At each stage the new tangent directions and curvatures, resulting from the previous deformation, were evaluated using (6-2) and (6-4). The reason for separating the first stage from the remaining deformations is to accommodate any gross changes between the images, e.g. a change of scale or a more general linear transformation. Thus when derivative information is incorporated at the next stage, the assumption in (6-2) and (6-3), that the deformation is locally a rotation matrix about each landmark, will be more plausible. It is not possible to take a = 2-5, r = 2 in the first stage, because the interpolation problem is underdetermined; there are not even enough sufficient data constraints in the 4x2 = 8 landmark coordinates to estimate the 12 parameters of the quadratic drift. This problem does not arise at later stages where there are also derivative constraints. However, the kriging solution IRF 2 ( §, 1, 2> 0 ) is twice differentiable, so that the overall deformation is twice differentiable.
In this example the tangents and curvatures of the face outline were found interactively. This procedure involved selecting two extra points, one either side of the landmark, which lie on the required boundary 15-20 pixels from the landmark position. A circle was then fitted through these two extra points and the landmark, and its curvature and tangent at the landmark were evaluated. Notice the improvement in fit of the deformed circle going from Fig. 2(b) to Fig. 2(d) . In Fig. 2(b) the fit is rather poor around the forehead and along the right cheek. In Fig. 2(c) the fit is improved along the right cheek. In Fig. 2(d) there is also improved fit around the forehead with no loss in accuracy elsewhere.
To study the deformation in more detail, grid lines have been plotted in Figs. 3(a) -(d), in their original form and under successive stages of deformation. Note the severe distortion arising from the curvature constraints in Fig. 3(d) , a type of behaviour which was briefly noted at the end of § 7. To counteract this effect, more work is needed to investigate the use of stationary covariance models, in which it will be necessary to estimate a range parameter. See e.g. Arad et aJ. (1994) who use a Gaussian covariance function with landmark-only constraints. For some further practical examples of this kriging methodology, we refer to Kent, Mardia & Rabe (1994) who use the derivative information in fitting facial profiles, and Mardia & Little (1994) who use the directional information in fusing nuclear medicine and X-ray images.
