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Abstract
The existence and uniqueness of the stationary distribution of the numerical
solution generated by the stochastic theta method is studied. When the parameter
θ takes different values, the requirements on the drift and diffusion coefficients are
different. The convergence of the numerical stationary distribution to the true coun-
terpart is investigated. Several numerical experiments are presented to demonstrate
the theoretical results.
Key words: stochastic theta method, nonlinear stochastic differential equations,
numerical stationary distribution.
1 Introduction
The classical method to find the stationary distributions of some stochastic differen-
tial equations (SDEs) is to solve the corresponding Kolmogorov-Fokker-Planck equations.
However, it is not trivial to find the solution to those partial differential equations when
some nonlinearity appears in the drift or the diffusion coefficient of the SDEs. In this
∗Corresponding author, Email: 1151022187@qq.com
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paper, the alternative path that the stationary distributions generated by some numerical
methods for SDEs are used as the approximates to those of the underlying equations is
investigated.
In the series papers [12, 20, 21], the authors studied the approximates to stationary
distributions of SDEs and SDEs with Markovian switching by using the Euler-Maruyama
method. In [2], the approximations of invariant measures of SDEs with different sorts
of Markovian switchings were investigated using the Euler-Maruyama method. Both of
the drift and diffusion coefficients of the SDEs in those papers above need to satisfy
the global Lipschitz condition. As indicated in [6], the classical Euler-Maruyama fails
to convergence when either the drift or the diffusion coefficient grows super-linearly. To
tackle this drawback, the backward Euler-Maruyama method was employed in [8] for those
SDEs with the super-linear drift coefficient. Higher order methods were also discussed for
sampling the invariant measures [1, 17].
In this paper, we study the numerical stationary distributions of the stochastic theta
(ST) method and discuss the effect of the choice of the theta on the conditions of the
coefficients. Different types of asymptotic properties of the stochastic theta method for
SDEs have been widely investigated. In [5], the stability of the ST method was studied
in both the mean-square and almost sure senses. The stability of the ST method with
nonrandom variable step sizes for bilinear, nonautonomous, homogenous test equations
was investigated in [15]. The ST method was applied to a test system with stabilising and
destabilising stochastic perturbations and almost sure asymptotic stability was analysed
in [3]. The abilities to preserve the almost sure and the mean square exponential sta-
bilities were discussed for different choices of the theta in [4] and [22], respectively. The
asymptotic boundedness of the ST method was studied in [14]. The results presented in
this paper could be regarded as a complement to the existing study of the asymptotic
behaviours of the ST method.
This paper is constructed in the following way. The necessary mathematical prelim-
inaries are presented in Section 2. Section 3 contains the main results. Some numerical
examples are used to illustrate the theoretical results in Section 4. We summarize the
paper by Section 5.
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2 Mathematical Preliminaries
In this paper, let (Ω,F ,P) be a complete probability space with a filtration {Ft}t≥0
satisfying the usual conditions that it is right continuous and increasing while F0 contains
all P-null sets. Let | · | denote the Euclidean norm in Rd. The transpose of a vector
or matrix, M , is denoted by MT and the trace norm of a matrix, M , is denoted by
|M | =
√
trace(MTM).
Let f, g : Rd → Rd. To keep symbols simple, let B(t) be a scalar Brownian motion.
The results in this paper can be extended to the case of multi-dimensional Brownian
motions.
We consider the d-dimensional stochastic differential equation of the Itoˆ type
dx(t) = f(x(t))dt+ g(x(t))dB(t) (2.1)
with initial value x(0) = x0.
Now, we present the conditions on the coefficients.
Condition 2.1 Assume there exists a constant K1 > 0 such that for any x, y ∈ R
d
|f(x)− f(y)|2 ∨ |g(x)− g(y)|2 ≤ K1|x− y|
2.
Condition 2.2 Assume there exists a constant K2 < 0 such that for any x, y ∈ R
d
〈x− y, f(x)− f(y)〉 ≤ K2|x− y|
2.
In addition, we require that
2K2 +K1 < 0. (2.2)
The next two conditions can be derived from Conditions 2.1 and 2.2 but with a little bit
complicated coefficients. For the simplicity, we give two new conditions as follows.
Condition 2.3 There exist constants µ < 0 and a > 0 such that for any x ∈ Rd
〈x, f(x)〉 ≤ µ|x|2 + a.
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Condition 2.4 There exist positive constants σ, κ, b and c such that for any x ∈ Rd
|g(x)|2 ≤ σ|x|2 + b, (2.3)
and
|f(x)|2 ≤ κ|x|2 + c, (2.4)
In addition, we require that
2µ+ σ < 0. (2.5)
The existence and uniqueness of the underlying SDE (2.1) has been broadly studied. We
refer the readers to Theorem 3.1 in [19] for a quite general theory. There are other more
general theories, the reason we refer the readers to this one is that the structure of it is
similar to the following theory, Theorem 2.11.
The stochastic theta method to SDE (2.1) is defined by
Xk+1 = Xk + θf(Xk+1)h+ (1− θ)f(Xk)h+ g(Xk)∆Bk, X0 = x(0) = x0, (2.6)
where ∆Bk = B(tk+1) − B(tk) is the Brownian motion increment and tk = kh, for
k = 1, 2, ...
The proof of the next lemma is similar to those in [8, 11].
Lemma 2.5 Let Condition 2.1 2.2 hold and θhK2 < 1, the ST method (2.6) is well
defined.
Proof. It is useful to write (2.6) as
Xk+1 − θf(Xk+1)h = Xk + (1− θ)f(Xk)h + g(Xk)∆Bk.
Define a function G : Rd → Rd by G(x) = x− f(x)θh. Since
〈x− y,G(x)−G(y)〉 ≥ 〈x− y, x− y − θh(f(x)− f(y))〉
≥ |x− y|2 − θhK2|x− y|
2
= (1− θhK2)|x− y|
2 > 0,
for θhK2 < 1, we know that G has the inverse function G
−1 : Rd → Rd. And G(x) is
monotone. The ST method (2.6) can be written as
Xk+1 = G
−1(Xk + (1− θ)f(Xk)h+ g(Xk)∆Bk). (2.7)
Thus, the ST method (2.7) is well defined.
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Lemma 2.6 Let Conditions 2.1 to 2.4 hold, then
P(Xk+1 ∈ B|Xk = x) = P(X1 ∈ B|X0 = x), (2.8)
for any Borel set B ⊂ Rd.
Proof. If Xk = x and X0 = x, by (2.6) we see
Xk+1 − θf(Xk+1)h = x+ (1− θ)f(x)h + g(x)∆Bk,
and
X1 − θf(X1)h = x+ (1− θ)f(x)h + g(x)∆B0.
Because ∆Bk and ∆B0 are identical in probability law, comparing the two equations
above, we know that Xk+1− θf(Xk+1)h and X1 − θf(X1)h have the identical probability
law. Then, due to Lemma 2.5, we have that Xk+1 and X1 are identical in probability law
under Xk = x and X0 = x. Therefore, the assertion holds.
To prove Theorem 2.8, we cite the following classical result (see, for example, Lemma
9.2 on page 87 of [10]).
Lemma 2.7 Let h(x, ω) be a scalar bounded measurable random function of x, indepen-
dent of Fs. Let ζ be an Fs-measurable random variable. Then
E(h(ζ, ω)
∣∣Fs) = H(ζ),
where H(x) = Eh(x, ω).
For any x ∈ Rd and any Borel set B ⊂ Rd, define
P(x,B) := P(X1 ∈ B
∣∣X0 = x) and Pk(x,B) := P(Xk ∈ B∣∣X0 = x).
Theorem 2.8 The solution generated by the ST method (2.6) is a homogeneous Markov
process with transition probability kernel P(x,B).
Proof. The homogeneous property follows Lemma 2.6, so we only need to show the
Markov property. Define
Y xk+1 = G
−1(x+ (1− θ)f(x)h + g(x)∆Bk),
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for x ∈ Rd and k ≥ 0. By (2.7) we know that Xk+1 = Y
Xk
k+1. Let Gtk+1 = σ{B(tk+1) −
B(tk)}. Clearly, Gtk+1 is independent of Ftk . Moreover, Y
x
k+1 depends completely on the
increment B(tk+1) − B(tk), so is Gtk+1-measurable. Hence, Y
x
k+1 is independent of Ftk .
Applying Lemma 2.7 with h(x, ω) = IB(Y
x
k+1), we compute that
P(Xk+1 ∈ B
∣∣Ftk) = E(IB(Xk+1)∣∣Ftk) = E(IB(Y Xkk+1)∣∣Ftk) = E (IB(Y xk+1)) ∣∣x=Xk
= P(x,B)
∣∣
x=Xk
= P(Xk, B) = P(Xk+1 ∈ B
∣∣Xk).
The proof is complete.
Therefore, we see that P(·, ·) is the one-step transition probability and Pk(·, ·) is the k-step
transition probability, both of which are induced by the BEM solution.
We state a simple version of the discrete-type Gronwall inequality in the next Lemma
(see, for example, [9]).
Lemma 2.9 Let {un} and {wn} be nonnegative sequences, and α be a nonnegative con-
stant. If
un ≤ α +
n−1∑
k=0
ukwk for n ≥ 0,
then
un ≤ α exp
(
n−1∑
k=0
wk
)
.
Denote the family of all probability measures on Rd by P(Rd). Define by L the family of
mappings F : Rd → R satisfying
|F (x)− F (y)| ≤ |x− y| and |F (x)| ≤ 1,
for any x, y ∈ Rd. For P1,P2 ∈ P(R
d), define metric dL by
dL(P1,P2) = sup
F∈L
∣∣∣∣
∫
Rd
F (x)P1(dx)−
∫
Rd
F (x)P2(dx)
∣∣∣∣ .
The weak convergence of probability measures can be illustrated in terms of metric dL
[7]. That is, a sequence of probability measures {Pk}k≥1 in P(R
d) converge weakly to a
probability measure P ∈ P(Rd) if and only if
lim
k→∞
dL(Pk,P) = 0.
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Then we define the stationary distribution for {Xk}k≥0 by using the concept of weak
convergence.
Definition 2.10 For any initial value x ∈ Rd and a given step size ∆t > 0, {Xk}k≥0
is said to have a stationary distribution Π∆t ∈ P(R
d) if the k-step transition probability
measure Pk(x, ·) converges weakly to Π∆t(·) as k →∞ for every x ∈ R
d, that is
lim
k→∞
(
sup
F∈L
|E(F (Xk))− EΠ∆t(F )|
)
= 0,
where
EΠ∆t(F ) =
∫
Rd
F (y)Π∆t(dy).
In [21], the authors presented a very general theory, Theorem 3.1, on the existence and
uniqueness of the stationary distribution for any one step numerical methods. We adapt
it here and state the theory for the stochastic theta method as follows.
Theorem 2.11 Assume that the following three requirements are fulfilled.
• For any ε > 0 and x0 ∈ R
d, there exists a constant R = R(ε, x0) > 0 such that
P(|Xx0k | ≥ R) < ε, for any k ≥ 0. (2.9)
• For any ε > 0 and any compact subset K of Rd, there exists a positive integer
k∗ = k∗(ε,K) such that
P(|Xx0k −X
y0
k | < ε) ≥ 1− ε, for any k ≥ k
∗ and any (x0, y0) ∈ K ×K. (2.10)
• For any ε > 0, n ≥ 1 and any compact subset K of Rd, there exists a R =
R(ε, n,K) > 0 such that
P
(
sup
0≤k≤n
|Xx0k | ≤ R
)
> 1− ε, for any x0 ∈ K. (2.11)
Then the numerical solution generated by the stochastic theta method {Xk}k≥0 has a
unique stationary distribution Π∆t.
Remark 2.12 Although the theory is very general, the conditions in it are in the sense
of probability which are not easy to check. In this paper, we give some coefficients re-
lated conditions, i.e Conditions 2.1 to 2.4, and prove the existence and uniqueness of the
stationary distribution of the solution generated by the ST method under those conditions.
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3 Main Results
In this section, we present the main results of this paper. Since different choices of the
parameter θ in (2.6) require different requirements on the coefficients, f and g, we divide
this section into three parts. We discuss the case when θ ∈ [0, 1/2) in Section 3.1 and the
situation when θ ∈ [1/2, 1] is presented in Section 3.2. The convergence of the numerical
stationary distribution to the underlying counterpart is discussed in Section 3.3.
3.1 θ ∈ [0, 1/2)
Lemma 3.1 Assume Conditions 2.3 and 2.4 hold, then for h < −(2µ+σ)/(1− θ)2κ, the
solution generated by the ST method (2.6) obeys
E|Xk|
2 ≤ C1,
where C1 is a constant that does not rely on k.
Proof. Applying Conditions 2.3 and 2.4, we have
|Xk+1|
2 =〈Xk+1, Xk + (1− θ)f(Xk)h+ g(Xk)∆Bk〉+ θh〈Xk+1, F (Xk+1)〉
≤
1
2
|Xk+1|
2 +
1
2
[Xk + (1− θ)hf(Xk) + g(Xk)∆BK ]
2 + θhµ|Xk+1|
2 + aθh
=
1
2
|Xk+1|
2 +
1
2
[|Xk|
2 + (1− θ)2f(Xk)
2h2 + g(XK)
2∆B2K + 2(1− θ)hXkf(Xk)]
+ θhµ|Xk+1|
2 + aθh+ A1,
where A1 = 〈Xk, g(Xk)〉∆Bk + 2(1 − θ)h〈f(Xk), g(Xk)〉∆Bk. Since E∆Bk = 0, we have
EA1 = 0. By iteration, we have
E|Xk+1|
2 ≤ A2E|Xk|
2 + A3
≤ A2(A2E|Xk−1|
2 + A3) + A3
≤ Ak+12 E|X0|
2 + A3 + A2A3 + A
2
2A3 + · · ·+ A
k
2A3,
where
A2 =
1 + (1− θ)2h2κ+∆B2kσ + 2(1− θ)hµ
1− 2µθh
,
and
A3 =
(1− θ)2h2c+ bh + 2(1− θ)ha+ 2aθh
1− 2µθh
.
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Due to the facts h < −(2µ + σ)/(1 − θ)2κ, 1 − 2µθh > 0 and κ > 0 and (2.5),we have
0 < A2 < 1. This complete the proof.
Lemma 3.2 Let Condition 2.1 and 2.2 hold. Then, for h < −(2K2 + K1)/(1 − θ)
2K1
and any two initial values x, y ∈ Rd with x 6= y the solutions generated by the ST method
(2.6) satisfy
E|Xxk −X
y
k |
2 ≤ C3E|x− y|
2,
where
C3 =
[
1 + (1− θ)2h2K1 + hK1 + 2K2(1− θ)h
1− 2K2θh
]k+1
,
and lim
k→+∞
C3 = 0.
Proof. From (2.6), we have
|Xxk+1 −X
y
k+1| =X
x
k −X
y
k + θ[f(X
x
k+1)− f(X
y
k+1)]h + (1− θ)[f(X
x
k )− f(X
y
k )]h
+ [g(Xxk )− g(X
y
k)]∆Bk.
Applying Conditions 2.1 and 2.2, we have
|Xxk+1 −X
y
k+1|
2 =〈Xxk+1 −X
y
k+1, X
x
k −X
y
k + (1− θ)[f(X
x
k )− f(X
y
k )]h
+ [g(Xxk )− g(X
y
k)]∆Bk〉+ 〈X
x
k+1 −X
y
k+1, f(X
x
k+1)− f(X
y
k+1)〉θh
≤
1
2
|Xxk+1 −X
y
k+1|
2 +
1
2
[Xxk −X
y
k + (1− θ)[f(X
x
k )− f(X
y
k )]h
+ [g(Xxk )− g(X
y
k)]∆Bk]
2 + θhK2|X
x
k+1 −X
y
k+1|
2.
Then, we have
(
1
2
−K2θh)|X
x
k+1 −X
y
k+1|
2 ≤
1
2
|Xxk −X
y
k |
2 +
1
2
(1− θ)2[f(Xxk )− f(X
y
k )]
2h2
+
1
2
[g(Xxk )− g(X
y
k)]
2∆B2k
+ 〈Xxk −X
y
k , f(X
x
k )− f(X
y
k )〉(1− θ)h +Q1,
where
Q1 = 〈X
x
k −X
y
k , g(X
x
k )− g(X
y
k )〉∆Bk + (1− θ)h∆Bk〈f(X
x
k )− f(X
y
k ), g(X
x
k )− g(X
y
k )〉.
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It is not difficult to show that
|Xxk+1 −X
y
k+1|
2 ≤
1 + (1− θ)2h2K1 +∆B
2
kK1 + 2K2(1− θ)h
1− 2K2θh
|Xxk −X
y
k |
2 +
Q1
1− 2K2θh
.
Since E∆Bk = 0, we have EQ1 = 0. Then, we obtain
E|Xxk+1 −X
y
k+1|
2 ≤ C¯3E|X
x
k −X
y
k |
2.
By iteration, we have
E|Xxk+1 −X
y
k+1|
2 ≤ C¯k+13 E|x− y|
2,
where
C¯3 =
1 + (1− θ)2h2K1 + hK1 + 2K2(1− θ)h
1− 2K2θh
.
Since h < −(2K2 +K1)/(1− θ)
2K1, 1− 2K2θh > 0 and (2.2), we have 0 < C¯3 < 1. This
complete the proof.
Lemma 3.3 Given Conditions 2.3 and 2.4, the solution generated by the ST method (2.6)
obeys
E
(
sup
0≤k≤n
|Xk|
2
)
≤ C2,
where C2 is a constant that can rely on k.
Proof. From (2.6), we have
|Xk+1|
2 =〈Xk + (1− θ)f(Xk)h+ g(Xk)∆Bk, Xk+1〉+ 〈θf(Xk)h,Xk+1〉
≤
1
2
|Xk + (1− θ)f(Xk)h+ g(Xk)∆Bk|
2 +
1
2
|Xk+1|
2 + θh(µ|Xk+1|
2 + a).
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Applying Conditions 2.3 and 2.4, we get
(1−
1
2
− θhµ)|Xk+1|
2 ≤
1
2
[|Xk|
2 + (1− θ)2h2|f(Xk)|
2 + |g(Xk)|
2|∆Bk|
2
+ 2h(1− θ)〈Xk, f(Xk)〉+ 2〈Xk, g(Xk)〉∆Bk
+ 2(1− θ)h〈f(Xk), g(Xk)〉∆Bk] + θha
≤
1
2
[|Xk|
2 + (1− θ)2h2(κ|Xk|
2 + c) + |g(Xk)|
2|∆Bk|
2
+ 2h(1− θ)(µ|Xk|
2 + a) + |Xk|
2 + |g(Xk)|
2|∆Bk|
2
+∆(1− θ)(|f(Xk)|
2 + |g(Xk)|
2|∆Bk|
2)] + θha
≤
1
2
[(2 + (1− θ)2h2κ+ 2h(1− θ)µ+ h(1− θ)κ)|Xk|
2
+ (2 + h(1− θ))|g(Xk)|
2|∆Bk|
2] +
1
2
h(1− θ)c
+
1
2
ch2(1− θ)2 + ah(1 − θ) + θha.
That is
|Xk+1|
2 ≤ D1|Xk|
2 +D2|g(Xk)|
2|∆Bk|
2 +D3,
where
D1 =[1 +
1
2
κh2(1− θ)2 + hµ(1− θ) +
1
2
κh(1 − θ)]/(
1
2
− hµθ),
D2 =[1 +
1
2
h(1− θ)]/(
1
2
− hµθ),
D3 =[
1
2
h(1− θ)c+
1
2
ch2(1− θ)2 + ah(1− θ) + ahθ]/(
1
2
− hµθ).
Summarizing both sides yields
k+1∑
i=1
|Xi|
2 = D1
k∑
i=0
|Xi|
2 +D2
k∑
i=0
|g(Xi)|
2|∆Bk|
2 + (k + 1)D3.
Now we have
|Xk+1|
2 = (D1 − 1)
k∑
i=0
|Xi|
2 + |X0|
2 +D2
k∑
i=0
|g(Xi)|
2|∆Bk|
2 + (k + 1)D3.
Taking the supreme and expectation on both sides gives
E
(
sup
0≤k≤n
|Xk|
2
)
≤(D1 − 1)
k∑
i=0
E
(
sup
0≤k≤n
|Xi|
2
)
+D2E
(
sup
0≤k≤n
(
k∑
i=0
|g(Xi)|
2|∆Bk|
2)
)
+ (k + 1)D3 + |X0|
2.
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Then we have
E
(
sup
0≤k≤n
|Xk|
2
)
≤(D1 − 1 +D2h
2σ)
k∑
i=0
E
(
sup
0≤k≤n
|Xk|
2
)
+D2h
2kb+ (k + 1)D3 + |X0|
2,
where E|∆Bk|
2 = h is used. Using the discrete version of the Gronwall inequality, Lemma
2.9, we have
E
(
sup
0≤k≤n
|Xk|
2
)
≤ (D2h
2kb+ (k + 1)D3 + |X0|
2) exp((k + 1)(D1 − 1 +D2h
2σ)).
The proof is complete.
Combining Lemmas 3.1, 3.2 and 3.3 and using Chebyshev’s inequality, we derive the
existence and uniqueness of the stationary distribution of the ST method with θ ∈ [0, 1/2)
from Theorem 2.11.
3.2 θ ∈ [1/2, 1]
When θ ∈ [1/2, 1], we do not need the part for f(x) in Condition 2.1 but only need that
|g(x)− g(y)|2 ≤ K1|x− y|
2, (3.1)
for any x, y ∈ Rd.
To prove Lemmas 3.6 and 3.7, let us present the following two lemmas and we refer
the readers to [18] for the proof.
Lemma 3.4 Let Condition 2.3 hold, then for any β1, β2 ∈ R with β2 ≥ β1 ≥ 0, the
inequality
|x− β1f(x)|
2 + 2β1a ≤
1− µβ1
1− µβ2
(|x− β2f(x)|
2 + 2β2a)
holds.
Lemma 3.5 Let Condition 2.2 hold, then for any λ1, λ2 ∈ R with λ2 ≥ λ1 ≥ 0, the
inequality
|x− y − λ1[f(x)− f(y)]| ≤
1−K2λ1
1−K2λ2
|x− y − λ2[f(x)− f(y)]|
holds.
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Now we are ready to present the three main lemmas in this subsection.
Lemma 3.6 Given Condition 2.3, (2.3) and (2.5) hold, the solution generated by ST
method (2.6) obeys
E|Xk|
2 ≤ c1,
where c1 is a constant that does not rely on k.
Proof. Denote
θ∗ = 1 +
σ
4µ
, λ =
2µ+ σ
2µ
∧ (2θ − 1).
If θ ∈ [1/2, θ∗], by the definition of λ and Lemma 3.4, we have
|Xk+1 − (1− θ + λ)hf(Xk+1)|
2 + 2a(1− θ + λ)h
≤|Xk+1 − θf(Xk+1)h+ (2θ − 1− λ)f(Xk+1)h|
2 + 2a(1− θ + λ)h
≤|Xk+1 − θf(Xk+1)h|
2 + 2(2θ − 1− λ)〈Xk+1, f(Xk+1)〉h
+ [(2θ − 1− λ)2 − θ2]|f(Xk+1)|
2h2 + 2a(1− θ + λ)h
≤|Xk − (1− θ)f(Xk)h|
2 + 4(1− θ)〈Xk, f(Xk)〉h+ |g(Xk)|
2h
+ 2(2θ − 1− λ)〈Xk+1, f(Xk+1)〉h+ 2a(1− θ + λ)h +Gk
≤|Xk − (1− θ)f(Xk)h|
2 + 2(1− θ)ah + 4(1− θ)〈Xk, f(Xk)〉h+ |g(Xk)|
2h
+ 2(2θ − 1− λ)〈Xk+1, f(Xk+1)〉h+ 2a(1− θ + λ)h− 2(1− θ)ah +Gk
≤
1− µ(1− θ)h
1− µ(1− θ + λ)h
(|Xk − (1− θ + λ)f(Xk)h|
2 + 2(1− θ + λ)ah)
+ 4(1− θ)〈Xk, f(Xk)〉h+ |g(Xk)|
2h + 2(2θ − 1− λ)〈Xk+1, f(Xk+1)〉h
+ 2a(1− θ + λ)h− 2(1− θ)ah +Gk,
where
Gk = 2〈Xk + (1− θ)hf(Xk), g(Xk)〉∆Bk + g(Xk)
2(∆B2k − h).
Denote
Fk = E|Xk − (1− θ + λ)f(Xk)h|
2 + 2(1− θ + λ)ah,
and
Nh(λ) = [1− µ(1− θ)h]/[1− µ(1− θ + λ)h].
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It is clear that EGk = 0. By Condition 2.3 and (2.3), we have
Fk+1 ≤NhFk + [4(1− θ)µh+ σh]E|Xk|
2 + 2hµ(2θ − 1− λ)E|Xk+1|
2
+ (2a+ b)h
≤Nk+1h [F0 − 2(2θ − 1− λ)µh|X0|
2] + ψλ(h)h
k∑
i=0
Nk−ih E|Xi|
2
+ 2(2θ − 1− λ)µhE|Xk+1|
2 +
1
1−Nh
(2a+ b)h,
where
ψλ(h) = 4(1− θ) + σ + 2Nhµ(2θ − 1− λ).
For θ ∈ (1/2, θ∗], we have ψλ(h) < 0, 2(2θ − 1− λ)µh ≤ 0.
From Lemma 3.4, we have E|Xk|
2 ≤ Fk and 0 < Nh(λ) < 1. Therefore, we get
E|Xk|
2 ≤Nkh [F0 − 2(2θ − 1− λ)µh|X0|
2] +
1
1−Nh
(2a+ b)h
≤[F0 − 2(2θ − 1− λ)µh|X0|
2] +
1
1−Nh
(2a+ b)h.
Denote
c1 = [F0 − 2(2θ − 1− λ)µh|X0|
2] +
1
1−Nh
(2a+ b)h,
then, we have
E|Xk|
2 ≤ c1.
For θ ∈ (1 + σ/(4µ), 1), choosing λ′ < λ sufficiently small such that ψλ′(h) < 0 for any
h > 0, then using the same arguments above, we complete the proof.
Lemma 3.7 Given Condition 2.2 and (3.1) , for any two initial values x, y ∈ Rd with
x 6= y the solutions generated by the ST method (2.6) obey
E|Xxk −X
y
k |
2 ≤ c3
with lim
i→+∞
c3 = 0.
Proof. Denote
θ∗ = 1 +
K1
4K2
, λ =
2K2 +K1
2K2
∧ (2θ − 1).
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If θ ∈ [1/2, θ∗], by the definition of λ and Lemma 3.5, we have
∣∣|Xxk+1 −Xyk+1| − (1− θ + λ)h|f(Xxk+1)− f(Xyk+1)|∣∣2
≤
∣∣|Xxk+1 −Xyk+1| − θh|f(Xxk+1)− f(Xyk+1)|∣∣2
+ 2(2θ − 1− λ)h〈Xxk+1 −X
y
k+1, f(X
x
k+1)− f(X
y
k+1)〉
≤ ||Xxk −X
y
k | − (1− θ)h|f(X
x
k )− f(X
y
k )||
2
+ 4(1− θ)h〈Xxk −X
y
k , f(X
x
k )− f(X
y
k )〉
+ |g(Xxk )− g(X
y
k )|
2h+ 2(2θ − 1− λ)h〈Xxk+1 −X
y
k+1, f(X
x
k+1)− f(X
y
k+1)〉+Mk
≤
∣∣∣∣ 1−K2(1− θ)h1−K2(1− θ + λ)h
∣∣∣∣
2
||Xxk −X
y
k | − (1− θ + λ)h|f(X
x
k )− f(X
y
k )||
2
+ 4(1− θ)h〈Xxk −X
y
k , f(X
x
k )− f(X
y
k )〉+ |g(X
x
k )− g(X
y
k)|
2h
+ 2(2θ − 1− λ)h〈Xxk+1 −X
y
k+1, f(X
x
k+1)− f(X
y
k+1)〉+Mk,
where
Mk =2〈|X
x
k −X
y
k |+ (1− θ)h|f(X
x
k )− f(X
y
k )|, |g(X
x
k )− g(X
y
k)|〉∆Bk
+ |g(Xxk )− g(X
y
k)|
2(|∆B2k − h).
Denote
Wk = E ||X
x
k −X
y
k | − (1− θ)h|f(X
x
k )− f(X
y
k )||
2 ,
and
Lh(λ) = |(1−K2(1− θ)h)/(1−K2(1− θ + λ)h)|
2.
It is not hard to see that EMk = 0. By Condition 2.2 and (3.1), we have
Wk+1 ≤LhWk + [4(1− θ)K2h+K1h]E|X
x
k −X
y
k |
2 + 2K2h(2θ − 1− λ)E|X
x
k+1 −X
y
k+1|
2
≤Lk+1h [A0 − 2(2θ − 1− λ)K2hE|x− y|
2] + ϕλ(h)h
k∑
i=0
Lk−ih E|X
x
i −X
y
i |
2,
where ϕhλ = 4(1− θ)K2 +K1 + 2(2θ − 1− λ)K2Lh.
For θ ∈ [1/2, θ∗], we have ϕhλ < 0, E|Xk|
2 ≤Wk, and |Lh| < 1. Then, we get
E|Xxk −X
y
k |
2 ≤ Lkh[W0 − 2(2θ − 1− λ)K2h|x− y|
2].
For θ ∈ (1+K1/(4K2), 1), choosing λ
′ < λ sufficiently small such that ψλ′(h) < 0 for any
h > 0 and using the same arguments above, we complete the proof.
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Lemma 3.8 Assume that Conditions 2.3, (2.3) and (2.5) hold, then
E
(
sup
0≤k≤n
|Xk|
2
)
≤ c2
where c2 is a constant that can rely on k.
Proof. From (2.6), we have
|Xk+1 − θf(Xk+1)h|
2 = |Xk − θf(Xk)h + f(Xk)h+ g(Xk)∆Bk|
2.
Rewriting the right hand side, we have
|Xk+1 − θf(Xk+1)h|
2 = |Xk − θf(Xk)h|
2 + 2〈Xk, f(Xk)h〉+ (1− 2θ)|f(Xk)|
2h2
+ |g(Xk)∆Bk|
2 +
2
θ
〈Xk, g(Xk)∆Bk〉
−
2(1− θ)
θ
〈Xk − θf(Xk)h, g(Xk)∆Bk〉.
Due to the fact that θ ∈ [1/2, 1] and Condition 2.3, we have
|Xk+1 − θf(Xk+1)h|
2 ≤ |Xk − θf(Xk)h|
2 + |g(Xk)∆Bk|
2 + 2(µ|Xk|
2 + a)h
+
2
θ
〈Xk, g(Xk)∆Bk〉+
2(1− θ)
θ
〈Xk − θf(Xk)h, g(Xk)∆Bk〉.
Summarising both sides yields
|Xk+1 − θf(Xk+1)h|
2 ≤ |X0 − θf(X0)h|
2 +
k∑
i=0
|g(Xi)∆Bi|
2 + 2ah(k + 1) + 2µh
k∑
i=0
|Xi|
2
+
2
θ
k∑
i=0
〈Xk, g(Xk)∆Bk〉+
2(1− θ)
θ
k∑
i=0
〈Xk − θf(Xk)h, g(Xk)∆Bk〉.
(3.2)
By the elementary inequality, it is not hard to see that
E
(
sup
0≤k≤n
∣∣∣∣∣
k∑
i=0
〈Xi − θf(Xi)h, g(Xi)∆Bi〉
∣∣∣∣∣
)
≤ E
(
n∑
i=0
∣∣∣∣〈Xi − θf(Xi)h, g(Xi)∆Bi〉
∣∣∣∣
)
≤
1
2
n∑
i=0
E |Xi − θf(Xi)h|
2 +
1
2
n∑
i=0
E |g(Xi)∆Bi|
2 . (3.3)
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Using (2.3) and the fact that E|∆Bi|
2 = h, we have
E
(
sup
0≤k≤n
k∑
i=0
|g(Xi)∆Bi|
2
)
≤
n∑
i=0
E(σ|Xi|
2 + b)h. (3.4)
Applying the elementary inequality and (3.4), we have
E
(
sup
0≤k≤n
k∑
i=0
〈Xi, g(Xi)∆Bi〉
)
≤
n∑
i=0
E |〈Xi, g(Xi)∆Bi〉|
≤
1
2
n∑
i=0
E|Xi|
2+ ≤
1
2
n∑
i=0
E(σ|Xi|
2 + b)h. (3.5)
Now, taking the expectation and the supreme on both sides of (3.2) and using (3.3), (3.4),
and (3.5) we have
E
(
sup
0≤k≤n
|Xk+1 − θf(Xk+1)h|
2
)
≤ E |X0 − θf(X0)h|
2 +K
n∑
i=0
E|Xk|
2
+
1
2
n∑
i=0
E |Xi − θf(Xi)h|
2 +Kh, (3.6)
where K is a generic constant. Due to Condition 2.3, we have
|Xk − θf(Xk)h|
2 = |Xk|
2 − 2θh〈Xk, f(Xk)〉+ θ
2h2|f(Xk)|
2
≥ |Xk|
2 − 2θh
(
−µ|Xk|
2 − a
)
+ θ2h2|f(Xk)|
2
≥ (1 + 2θhµ)|Xk|
2 + 2aθh. (3.7)
Applying the discrete version of the Gronwall inequality and (3.7) to (3.6), the assertion
holds.
Combining Lemmas 3.6, 3.7 and 3.8 and using Chebyshev’s inequality, we derive the
existence and uniqueness of the stationary distribution of the ST method with θ ∈ [1/2, 1]
from Theorem 2.11.
3.3 The Convergence
Given Conditions 2.1 to 2.4, the convergence of the numerical stationary distribution to
the underlying stationary distribution is discussed in this subsection.
Recall that the probability measure induced by the numerical solution, Xk, is de-
noted by Pk(·, ·), similarly we denote the probability measure induced by the underlying
solution,x(t), by P¯t(·, ·).
17
Lemma 3.9 Let Conditions 2.1 to 2.4 hold and fix any initial value x0 ∈ R
d. Then, for
any given T1 > 0 and ε > 0 there exists a sufficiently small ∆t
∗ > 0 such that
dL(P¯k∆t(x0, ·),Pk(x0, ·)) < ε
provided that ∆t < ∆t∗ and k∆t ≤ T1.
The result can be derived from the finite time strong convergence of the ST method [23].
Now we are ready to show that the numerical stationary distribution converges to
the underlying stationary distribution as time step diminishes.
Theorem 3.10 Given Conditions 2.1 to 2.4, then
lim
∆t→0
dL(Π∆t(·), pi(·)) = 0.
Proof. Fix any initial value x0 ∈ R
d and set ε > 0 to be an arbitrary real number. Due
to the existence and uniqueness of the stationary distribution of the underlying equation,
there exists a Θ∗ > 0 such that for any t > Θ∗
dL(P¯t(x0, ·), pi(·)) < ε/3.
Similarly, by Theorem 2.11, there exists a pair of ∆t∗∗ > 0 and Θ∗∗ > 0 such that
dL(Pk(x0, ·),Π∆t(·)) < ε/3
for all ∆t < ∆t∗∗ and k∆t > Θ∗∗. Let Θ = max(Θ∗,Θ∗∗), from Lemma 3.9 there exists a
∆t∗ such that for any ∆t < ∆t∗ and k∆t < Θ+ 1
dL(P¯k∆t(x0, ·),Pk(x0, ·)) < ε/3.
Therefore, for any ∆t < min(∆t∗,∆t∗∗), set k = [Θ/∆t]+1/∆t, we see the assertion holds
by the triangle inequality.
4 Simulations
We present three numerical results in this section to demonstrate the theoretical results.
The first one is a linear scale SDE with the true stationary distribution known. The
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second one is also a scale SDE but with the super-linear drift coefficient, of which the
stationary distribution can be found by solving some ordinary differential equation. The
third one is a two dimensional case.
Example 4.1
dx(t) = −αx(t)dt + σdB(t) on t ≥ 0. (4.1)
Given any initial value X0 = x(0) ∈ R, from (2.6) we have
Xk+1 = Xk − αθXk+1h− (1− θ)αXkh+ σ∆Bk.
This gives that Xk+1 is normally distributed with mean
E(Xk+1) = (1−
αh
1 + αθh
)k+1x(0).
And the variance is
V ar(Xk+1) =
(1 + θαh)−2
(1 + θαh)2
(1− αh+ θαh)2V ar(Xk) + σ
2h(1 + θαh)−2
= σ2h[(1 + θαh)−2 + (1 + θαh)−4(1− αh+ θαh)2
+ (1 + θαh)−6(1− αh+ θαh)4 + · · ·+ (1 + θαh)−2(k+1)(1− αh+ θαh)2k]
=
1− [(1 + θαh)−2(k+1)(1− αh+ θαh)2(k+1)]
(1 + αθh)2 − ((1− αh+ θαh)2
=
σ2
2α− α2h+ 2α2θh
.
So the distribution of the solution generated by the ST method approaches the normal
distribution N(0, σ
2
2α−α2h+2α2θh
) as k →∞.
Choosing α = σ = 2, we draw several pictures. In this setting, the true stationary
distribution is the standard normal distribution.
Figure 1 shows the empirical density function of the numerical solution to (4.1). Here
the step size is chosen to be 0.001, the terminal time is 10 and the initial value is 2. 1000
sample paths with the θ = 1/2 are used to draw the graph. It can be seen that with
the time advancing the density function is tending to an stable one, which indicates the
existence of the stationary distribution.
Now, we use the Kolmogorov-Smirnov test (K-S test) [13] to measure the difference
between the numerical stationary distribution and the true stationary distribution. Figure
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Figure 1: The empirical density function along the number of iterations
2 displays the changes in the p value as the time advances. It can be seen that after roughly
t=1.8, the K-S test indicates that one can not reject that the samples generated by the
numerical method are from the true distribution with the 95% confidence.
The convergent rate of the numerical stationary distribution with different choices of θ
to the true stationary distribution is plotted in Figure 3. The step sizes, 2−1, 2−2, 2−3, 2−4,
are used at T = 10. It can be seen that the convergent rate is approximately one.
Next, we consider the SDE with the super-linear drift coefficient.
Example 4.2
dx(t) = −0.5(x(t) + x3(t))dt + dB(t),
with x(0) = x0.
The corresponding Kolmogorov-Fokker-Planck equation for the theoretical probabil-
ity density function of the stationary distribution p(x) is
0.5
d2p(x)
dx2
−
d
dx
(−0.5(x+ x3)p(x)) = 0.
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Figure 2: The p values along the time line
And the exact solution is known to be [16]
p(x) =
1
I 1
4
(1
8
) + I− 1
4
(1
8
)
exp(
1
8
−
1
2
x2 −
1
4
x4),
where Iν(x) is a modified Bessel function of the first kind.
Figure 4 shows the changes of the empirical density function with the time advancing.
It can be seen that with the time variable increasing the center of the density function
rapidly moves from the initial value, 2, to the theoretical centre one. And the density
function is quite stable as time goes large.
Figure 5 shows the convergent rate at T = 10 with the step sizes, 2−1, 2−2, 2−3, 2−4.
It can be seen that the rate for the super-linear case is not as good as the linear case, but
the plots still show the convergence as the step size getting small.
Figure 6 shows the change of the p value in the K-S test with the time increasing.
It can be seen that after the time t = 3 approximately one can not reject the numerical
samples are from the true distribution with 95% confidence. This is a little bit worse than
the linear case, as one need to wait a bit longer to see the stationary distribution.
We turn to the two dimensional super-linear SDEs.
21
10−2 10−1 100
10−2
10−1
100
 
 
theta=1/4
slope=1
10−2 10−1 100
10−2
10−1
100
 
 
theta=3/4
slope=1
Figure 3: Convergent rate of the linear case
Example 4.3
d

x1(t)
x2(t)

 =

−x31(t)− 5x1(t) + x2(t) + 5
−x32(t)− x1(t)− 5x2(t) + 5

 dt+

 x1(t)− x2(t) + 3
−x1(t)− x2(t) + 3

 dB(t),
with some initial data.
We check Condition 2.2, (2.2) and (3.1). Using the fundamental inequality that
ab ≤ 1/2(a2 + b2), we have
〈x− y,f(x)− f(y)〉
= (x1 − y1, x2 − y2)

f1(x)− f1(y)
f2(x)− f2(y)


= (x1(t)− y1(t), x2(t)− y2(t))

−x31(t)− 5x1(t) + x2(t) + y31(t) + 5y1(t)− y2(t)
−x32(t)− 5x2(t)− x1(t) + y
3
2(t) + 5y2(t) + y1(t)


= ((−x31(t) + y
3
1(t)) + 5(y1(t)− x1(t)) + (x2(t)− y2(t)))(x1(t)− y1(t))
+ ((−x32(t) + y
3
2(t)) + 5(y2(t)− x2(t)) + (−x1(t) + y1(t)))(x2(t)− y2(t))
= (−x31(t) + y
3
1(t))(x1(t)− y1(t)) + (−x
3
2(t) + y
3
2(t))(x2(t)− y2(t))
− 5((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2)
= −(x1(t)− y1(t))
2(y21(t) + x1(t)y1(t) + x
2
1(t))− (x2(t)− y2(t))
2(y22(t) + x2(t)y2(t) + x
2
2(t))
− 5((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2).
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Figure 4: The empirical density function along the time line
Since
y21(t) + x1(t)y1(t) + x
2
1(t) ≥
y21(t) + 2x1(t)y1(t) + x
2
1(t)
2
≥
(x1(t) + y1(t))
2
2
≥ 0,
we have
〈(x− y), (f(x)− f(y))〉 ≤ ((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2)− 5((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2)
= −4((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2).
Also, we have
|g(x)− g(y)|2 = ((x1(t)− y1(t))− (x2(t)− y2(t)))
2 + ((y2(t)− x2(t))− (x1(t)− y1(t)))
2
= 2((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2),
and
2〈(x− y), (f(x)− f(y))〉+ |g(x)− g(y)|2 ≤ −6((x1(t)− y1(t))
2 + (x2(t)− y2(t))
2).
We plot the two dimensional empirical density function at different time. The initial
values are [2, 3]T , the step size is 0.1 and 2 × 106 sample points are used to draw the
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Figure 5: Convergent rate of the super-linear case
plots. We can see from Figure 7 that when the time is small the density function changes
quite a lot even within a small time interval. But with time goes by, the density function
stabilise to some certain shape, which could be regarded as the stationary distribution.
Figure 8 shows almost no difference between the empirical density functions at T = 18
and T = 20.
5 Conclusion
In this paper, we study the numerical stationary distributions generated by the stochastic
theta methods. Both the drift and diffusion coefficients are required to satisfy the global
Lipschitz condition when θ ∈ [0, 1/2), but some super-linear terms are allowed to appear
in the drift coefficient when θ ∈ [1/2, 1]. Three numerical examples are given to show that
the convergence and convergent rate of the numerical stationary distributions to their true
counterparts. The plots also indicate that the numerical stationary distributions from the
numerical solutions to SDEs could be used to approximate some non-linear deterministic
differential equations.
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Figure 7: The empirical density function at the small time
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