Lower bounds for the spectrum of ordinary differential operators  by Evans, W.D et al.
JOURNAL OF DIFFERENTIAL EQUATIONS 48, 123-155 (1983) 
Lower Bounds for the Spectrum 
of Ordinary Differential Operators 
W. D. EVANS* 
University College, CardIT CFI IXL, United Kingdom 
AND 
M. K. KWONG AND A. ZETTL 
Northern Illinois University, DeKalb, Illinois 60115 
Received November 13. 1981 
1. INTRODUCTION 
Consider the differential expression of order 2n given by 
ry = y’*nl, (1.1) 
where the quasi-derivatives yuJ are defined by 
Y”l = y”‘, j = 0, 1 ,..., n - 1, 
ylnl ‘p” y(“), (l-2) 
Y In+jl =Pn-jy(n-j) _ (yfn+j-tl)~, j = l,..., n. 
Throughout the paper we assume that the coefficients pj are real valued 
functions defined on some finite or infinite interval (a, b) satisfying the 
minimal conditions 
Pn > 0, Pi ’ 3 Pj E Lloc(a, b), O,<j<n-1. (1.3) 
We also consider a weight function w which is assumed positive and locally 
integrable. 
*The first author, W. D. Evans, wishes to record his gratitude to the department of 
Mathematical Sciences of Northern Illinois University, DeKalb, for the opportunity to visit 
the department during the summer of 1980. 
123 
0022-0396183 $3.00 
Copyright 0 1983 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
124 EVANS, KWONG, AND ZETTL 
If p, E Cj, j = 0 ,..., n then expression (1.1) reduces to the more familiar 
form 
ry = 5 (-ly’(pj yU’)“‘. (1.4) 
j=O 
According to the well-known theory of ordinary differential operators 
[8, lo] the expression w-l r determines a minimal operator To and a 
maximal operator T. Both act from the Hilbert space Lk(a, b) into itself. The 
minimal operator To is closed, symmetric with dense domain Do and has 
self-adjoint extensions [8, IO]. 
Our main interest in this paper is (i) to find conditions for the minimal 
operator To associated with (1.1) to be bounded below and to get a lower 
bound for its Friedrich’s extension Tt and (ii) to estimate the lower bound of 
the essential spectrum of self-adjoint extensions of To. Both types of lower 
bounds are obtained explicitly in terms of the coefficients. 
As a consequence of these lower bounds we obtain a number of 
discreteness criteria for the spectrum including an extension of the well- 
known Molchanov [lo] criterion and extensions of some of the recently 
obtained conditions of Hinton and Lewis [ 1 I-141. 
Two basic approaches are used. One is similar to the method of Hinton 
and Lewis, the other to a technique used by Evans [6] involving mean values 
of integrals over a sequence of intervals. Also used is a weighted Hardy- 
Littlewood type inequality recently found by Kwong and Zettl [18]. 
2. THE DIRICHLET INTEGRAL AND THE FRIEDIUCH’S EXTENSION 
Here we define the Dirichlet integral and the sesquilinear form associated 
with (1.1). Let D denote the domain of the maximal operator T, i.e., D is the 
class of functions y such that yul is absolutely continuous on compact subin- 
tervals of (a, b) for j= O,..., 2n - 1, and y, ry E Li(a, b). Let 0; denote the 
set of y in D such that y has compact support in (a, b). Let To be the closure 
of the restriction of r to 06. Let Do be the domain of To. 
For u E Do and u E D we get, after integrating by parts, 
(2.1) 
The sesquilinear form t6 is the Dirichlet integral associated with To. If To 
is bounded below, then t; is closable (see Kato [ 16, VI. 1.41). If we denote its 
closure by to and the domain of to by Q, then there exists a self-adjoint 
extension c of To such that 
DG”:) G Qo 3 (T:u, 0) = t,[u, 01, u E D(T;), u E Q,. (2.2) 
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The operator c is called the Friedrich extension of To. It has the same 
lower bound as t, and is uniquely determined by (2.2). Since c is an 
extension of T,, and since T,* = T we have 
To E T; s T, D(c)cDnQ,,. (2.3) 
LEMMA 1. D(c)=DnQ,. 
Proof: We first prove that for u E D f3 Q,, 4 E D, we have 
h,[u, #I= Vu, 0). (2.4) 
Since D, is a core of Q, there exists a sequence of functions u E D, such that 
u, t,-converges to U, i.e., u,+ u in L2(a, b) and ~Ju,, d] + t,[u, 41, d ED,. 
Hence 
Since D, is a core of t, it follows from (2.4) and [ 16, Theorem VI.2.l(iii)] 
that u E D(Tt) and Tu = Ttu. Lemma 1 then follows from (2.3). 
3. LOWER BOUNDS FOR To 
Here we prove our two main results concerning a lower bound for the 
minimal operator To. The first considers the case when the coefficients pi are 
“large,” the second when they are “small.” For the rest of the paper, unless 
explicitly stated otherwise, we assume that the left endpoint a and all interior 
points of the interval (a, b) are regular while the right endpoint b, which may 
be finite or infinite, is singular. (For a definition of these terms see [8].) 
Let Mj denote positive continuously differentiable functions satisfying 
M;(t) > W, W(f), w() > 0, Mi’ > 0, j = 0, l)...) n, (3.1) 
q+, =Mjzp4,!, j = o,..., n - 1. (3.2) 
When w(t) = t’, r E R and [a, b) = [ 1, a) the Mj may be chosen as 
M;(t) = P, s>r (sothatw,= l), 
Mj (t) = a,: Its + 2j, aj = (s + 1)2(s + 3)2 . . . (s + 2j - l)‘, j = 1, 2,... 
(3.3) 
For each j = O,..., n let Fj denote a sequence of closed intervals with disjoint 
interiors covering [a, b). Below in an effort to avoid double subscript 
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notations we will refer to a “typical” subinterval I, = [uk, bk] in the 
collection Fj . 
The first theorem deals with the case when some of the coefficients pj may 
be unbounded below, the rate of negative growth being governed by the 
functions Mj. Our conditions are somewhat similar to those of Hinton and 
Lewis [ 141. However, while theirs are pointwise, ours involve mean values of 
the functions on intervals. A key feature of these conditions is that a certain 
coefficient pm, m > 1, is large enough positively to offset the negative 
behavior of pj for j = 0, l,..., m - 1. 
THEOREM 1. Let the functions Mj satisfying (3.1) and (3.2) be given. Let 
Pj(t) 2 uj(t), -I = O9***9 n, where uj E L,&[a, b) and suppose that for some m, 
1 < m < n and all t E ]a, b) the following conditions are satisjied. 
(i) For some d, > 0, either 
u,(t) > 4&Y,(t) (3.4) 
or 
%n(t>  0 and M,,-,(t)~~‘u,l<d,‘. (3.5) 
(ii) uj(t) > 0, j = m + l,..., n. 
(iii) For 0 <j 6 m - 1 and t E I, E Fj, k = 1, 2, 3 ,..., let 
uj(t)/Mj(t) = Sj + rj(t), (3.6) 
where sj is the constant 
Sj = !’ uj(Mj(bk) - Mj(a,)] - ‘, 
Z=Z,= [a,,b,]. (3.7) 
I 
Let 
R j(t) = 1’ M; rj, lEZ,, (3-g) 
ak 
and assume that for some E > 0 and j = O,..., m - 1 
dj=i${sj-4ms-‘d~1[m~~Rj(t)M,~1(t)]2]} > --co. (3.9) I 
(Here sj and the maximum are evaluated on each interval I, in the collection 
Fj, then the infinimum is taken over all these intervals I, E Fj.) 
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(iv) For j = l,..., m - 1 assume that 
pd, t i d,-i4’>,0, (3.10) 
i=l 
where 
m-1 
p = 1 - & c 4-‘-l = 1 - (E/3)(1 - 4-*). (3.11) 
i=O 
(VI WI(t) > wow, wo > 0. (3.12) 
Then for y in Do 
~olYl=tolY~Yl>~(“M;,IYl~~ (3.13) 
a 
where 
m-1 
0=4-“‘fid, t c dj4-j. 
j=O 
(3.14) 
Hence the Dirichlet integral to and the Friedrich extension Tc of To are 
bounded below by woe if 8 > 0 or if&&(t) = w. w(t) (regardless of the sign 
of 0 
We also have (irrespective of the sign of 13) the lower bound 
‘* = 4-“Bd, + c 4-‘dj w. +d,“, 
I 
m-1 
i=l I 
(3.15) 
where, for some E > 0, 
d,* = ‘Faf {s$ - 4”‘c-‘d;‘[s~p (IR,*(t)l’/(M;(t) w(t))]} > -00, (3.16) 
s,*=u w 
1 ii 
0 3 u,(t) w-‘(t) = so* t r:(t), (3.17) 
I I 
R,*(t) = jf wr,*, tEZ=[a,,b,], k-1,2,3 ,.... (3.18) 
a 
(Zn (3.16) the inf and sup are taken as in (3.9).) 
Proof. First observe that for y in DA and j = 0, l,..., n - 1, we get on 
integrating by parts and using the Schwarz inequality that 
jb~~ly”‘12~2jb~j,yU)yUtl),94jbM:t,ly(j+1)12. (3.19) 
a a a 
505/48/l-9 
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This inequality is the basis of some of the results in [ 13, 141. From (3.19) it 
follows that for j = 0, l,..., m - 1, 
(3.20) 
Also, by the same technique (see [ 14]), if we assume (3.5) 
d,j)4:, ly(m-‘)12 < 2d,[ IM,-,y(m-l)y(m)I 
<2/; (l/jyu;l) 1 ycm - “(t) y’“‘(t)1 dt < 4 
1 
:~“ly’“‘(~ (3.21) 
since, with M(t) = CT,” u;‘))‘, we have M/Me2 = u,,,. Note that the 
inequality continues to hold if we assume (3.4) in place of (3.5); this follows 
from (3.19) withj=m - 1. 
In order to use the means sj defined by (3.7) we employ a method used in 
[6]. From (3.6), (3.7) and (3.8) we have R,(b,) = 0. Hence, on integrating by 
parts, we get for j = 0, l,..., m-l;andyED;,andwritingIforIkEFj, 
IJ- 
,“jlYu~12~sj~,M~IYu’12 /= II, j j (r M’) 1 y”‘lZ 
<2 < 2 MFX (IRIiV~‘l)J IMjY”)Yu+‘)I* 
I (3.22) 
From (3.2) and (3.22) we get for any sj > 0, 
Since (3.23) holds for every interval I in the collection Fi we get upon 
summing over these intervals ar id choosing &j = 4 -md,,, E 
yu)l’ - 4-“d,e 
I 
*M;+, , yu+1)(2 
(1 
(3.24) 
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for j = 0, l,..., m - 1, on using (3.20). Inequalities (3.21) and (3.24) yield 
> 
( 
4-“f&/3 + my dj4-j) lbiVZ; I y(2 
/=o a 
(3.25) 
from (3.10) and the successive use of (3.19). The first part of the theorem 
follows from (3.25). 
To prove (3.15) we use (3.24) for j = l,..., m - 1 but for j = 0 we proceed 
as follows. As indicated in (3.17) we set uo(t) w-‘(t) = s,* + r$(t) and so, as 
in (3.22) and (3.23), 
Hence on summing over Z E Fj, and putting E, = 4 -“‘d,,,c, we get, from 
WO), 
~buoIy~2~d,*~bwIy~2-4-2d,e~bM~-~/y(m-1’/2. (3.26) 
a a (1 
As in (3.25), it follows that 
m-l 
d,J?+ c dj4-j+’ 
j=l 
> (4-“d,B+ ~~~‘dj4-‘)f~~ly12+d,*jbwly12 
ll c1 
from (3.19) and (3.10) 
t,[Yl>~*~bWIY12 
a 
since MO’ > w, w. The theorem is therefore proved. 
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To illustrate Theorem 1 we list some corollaries and make a few remarks. 
COROLLARY 1.1. For some m, 1 & m < n, let c,,, c, ,..., c,,-~, be real 
constants and c, a positive constant and suppose that for all t in [a, b) the 
following conditions hold: 
(9 p,(t) > q,JG(t) orp, 2 0 and M,,-,(t) 1:~;’ < c;‘; 
(ii) pi(t) > 0, j = m + I,..., n; 
(iii) pj(t) > c,M,!(t), j = 0, l,..., m - 1; 
(iv) for k = 1,2 ,..., m - 1, 
k 
ek= c C,-j4j-k > 0. 
j=O 
Then if either 8, > 0 or if M;(t) = w,w(t) the operator pF is bounded 
below by 
woem = w. f 4-kj. 
j=O 
(3.27) 
If instead of (iii) we have 
(iii)’ pi(t) > c,M;(t), j = 1, 2 ,..., m - 1; 
(iii)” pO(t) > co w(t); 
then T: is bounded below by 
m 
e*=wo c 4-jcj+co. 
j=l 
(3.28) 
Proof: In Theorem 1 we take uj(t) = c,Mj(t), j = 0, 1, 2,..., m - 1 when 
(iii) and (iv) are assumed. It follows that in the notation of Theorem 1 
dj=sj=cj, Rj = 0, j = 0, 1, 2 ,..., m - 1. 
In view of (iv) we may choose E > 0 sufficiently small that (3.10) is satisfied 
and also that (3.14) is non-negative when 8, > 0. Since E is arbitrary 
otherwise the lower bound (3.27) follows on allowing E -+ O+. 
Under assumptions (iii)‘, (iii)” (which differ from (iii) only when j = 0) 
we put u,(t) = co w(t) and hence get 
d,*=s$=c,, R,*=O. 
Arguing as above, we get (3.28) from (3.15) on allowing E -+ O+. 
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As an example we have the following (partial) Euler case. In Corollary 1.1 
put [a, b) = [ 1, oo), w(t) = t’, r E R, and p,(t) = a,:‘cjfs+‘j, j = 0, l,..., m 
wherer<s andaj=(s+1)2(s+3)2~~~(st2j-1)2,a,,=1. Suppose that 
z. C,-j4j > OT k = 1, 2 ,..., m - 1, 
and put 0 = CJ’=, 4 -jcj. Then Ti is bounded below by 8 if 0 > 0 and also if 
either s = r or pa(t) > c0 t’. 
COROLLARY 1.2. Let a > 0, b = co, w(t) = t’, M;(t) = P, s > r, 
Pj(t> 2 uj(t>, j = o~~~~~ n. Suppose that for some m, 1 < m < n the following 
conditions are satisfied 
(i) uj(t) > 0,j = m ,..., n. 
(ii) Either 
l&(t) > c, t2m+s, c, > 0 
or 
(s+2m- l)f2m+s-1 I m~;l<~;l, c, > 0. t 
(iii) For each j = O,..., m - 1 there is a real number r = rj > -1 and 
some E > 0 such that 
- 4”a;(2j + s t 1)2(~a,c,)-’ (~-2j-s-1,:‘“‘““‘,~j,)2~ 1 >-co, (3.29) 
where z(x,h,rj)=xthx-5, cz,,=l, aj=(st1)2(st3)2...(s+2j-1)2, 
j = l,..., m. 
(iv) For j= 1, 2,..., m - 1 
Pa,c, t J$ (am-i~m-i) 4’ > 03 
i=l 
where /? = /3(e) is given by (3.11). 
Then for all y E D, we have 
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m-1 
6 = 4-m/la,c + 2 djaj4-j. 
j=O 
(3.30) 
Proof. Let MA(t) = tS, M,!(t) = aJ:‘t2j+s, j = 1, 2,... Then (3.1) and (3.2) 
hold since a > 0, s > r and MA(t)/w(t) 3 a’-” = w. > 0. From (3.7) we have 
Sj=Uj(2j+S+ l)[by+‘+‘-U 
From (3.8) we have for t E Zk = [uk, b,J, 
since Jif=O implies 2]Jif]<J5:If). 
Hence from (3.6) we get 
IRj(t)l < 2p'~~~([ujl +"jSj)<lbk/Ujl 
ak 
and 
(3.32) 
IRj(t)l M,:‘(t) < aj(2j + s + 1) a;*jVS-’ I bklUj/ 
ak 
(3.33) 
on each interval Z,. We now take 
b, - ak = hai’j, 
Then 
h > 0, k = 1, 2 ,.... (3.34) 
(2j+s + 1) ha~~+“-‘j< (b,-a,)[b~fs + . . . +uycs] 
=bU+S+I 
k --Lz~~+~~‘<(~~+s+ l)ha,qbF+“. 
Thus from (3.34) and rj > -1 we conclude that 
b?+‘+’ - ay+S+’ = (2j + s + 1) hay+“-‘I(1 + O(h)). 
From (3.35) and (3.31) we get 
(3.35) 
sj = ajak “-2j-Sh-1(l + O(h)f;u,, 
and thus Corollary 1.2 follows from Theorem 1. 
(3.36) 
(3.3 1) 
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Remark 1.3. Any one of the following conditions is sutXcient for (3.29) 
of Corollary 1.2 to hold. 
1. For each h > 0 and each j = O,..., m - 1 
sup h- lxrj-2j-s 
x>a I 
i 
z(x’h’r) lUjl 1 < co, 
x 
where 
z(x, h, r) = x + hx-‘, r=ri2-1. 
2. I uj> Ov j = O,..., m - 1, I = [uk, bk] E Fj, k = I,2 ,..., I 
b, = ak + ha;‘, h >O, r=rj>--1 
and 
3. 1 Uj(t)l < CjtZqjts, qj<j, j=O ,..., m- 1. 
4. 
I I uj 2 0, I= [ak, bk] E Fj, 
k=l,2 ,..., bk=ak+ha;‘, r=rj>--1, h>O 
and 
I Uj(t)l < Cj t2qj+s, qj <j + (rj + 1)/2, j = 0, I,..., m - 1. 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
Proof. Conditions 1 and 2 are immediate, 3 is a simple consequence of 
(3.2) and 4 follows similarly from 2. 
Remark 1.4. As is illustrated in Corollary 1.1, Theorem 1 gives a lower 
bound for the minimal operator T,, if, roughly speaking, p,,,(f) grows at least 
as fast as tzm , pi(t) a.0 for m <j < n and the pi(t) go to --oo no faster than 
-t2j, j = 0 ,..., m - 1. 
It is possible to get a lower bound for T, no mater how fast some pj goes 
to -co provided there are two other coefficients pi and pk with i <j < k 
which have sufficient positive growth. To establish this we need an extension 
of the classical Landau inequality to weighted L2 spaces recently established 
by Kwong and Zettl [18]. 
Let J= R = (-co, co) or J= R + = (0, co). Let n, k be integers satisfying 
1 < k < n. Let IV(J) denote the set of all functions y from J to the complex 
numbers such that y E L’(J), ycnml) is locally absolutely continuous, and 
y(n) E LZ(J). 
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LEMMA 2 (Gabushin [ 91). There exists a finite costant K such that 
11 yck’ I/ < K /I yl((n-k)‘n /I yen) ilk/n (3.45) 
for ally in W”(J). Let K = K(k, n, J) be the smallest such constant. Note that 
K(k, n, J) depends on n, k and J but not on y. Here the norm is the usual 
norm in the space L’(J). 
Consider the weighted norm 
II YII’, =I, I Y12 w- 
Inequality (3.45) does not hold for arbitrary weighted norms [ 181. Denote 
by W the class of all weight functions w for which (3.45) holds for all n, k, 
1 < k < n and with 1). ]I = ]I. I],,,. (Actually it suffices to assume that (3.45) 
holds for n = 2, k = 1; the higher order cases then follow by an induction 
argument [181.) An explicit characterization of the class W seems not to be 
known. A sufficient but not necessary condition for w to be in W is that w be 
non-decreasing [ 181. 
LEMMA 3 (Kwong and Zettl [ 181). Let the non-negative weight function 
w be non-decreasing on J and let K(k, n, J, w) denote the smallest constant in 
(3.45) with the weighted norm. Then 
K(k, n, R > < K(k, J, w) < K(k n, R + > (3.46) 
Below we need a result analogous to Lemma 3 for weight functions w 
which may be defined only on a finite open interval I. In this case inequality 
(3.45) holds with K = K(k, n, J, w) for functions y whose support is 
contained in I. The proof of this result is entirely analogous to the proof of 
Lemma 3 and hence omitted. 
Our next theorem includes the case when the coefftcients pj are bounded 
below, Here a lower bound will be given in terms of the pj and the constants 
K(k, n, J, w) discussed above. 
THEOREM 2. Assume that the weight function w is in the class W. Let 
Pj(t) > Vj(t), j = OP..-3 n, where vi E L,‘,,[a, b) and suppose that for some m, 
1 < m < n, the following conditions are satisfied on [a, b). 
(i) v,(t)>(a+j?)w(t), cf>O, p>O, if m> 1; if m=l assume 
P*(t) > 0. 
(ii) pi(t) > 0, m + 1 <j < n. 
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(iii) For 0 <j < m - 1 and all t in Z = Zk = [ak, b,,] E Fj, let 
Set 
G,(t) = (’ wgj, 
(Ik 
t E [ak, bk], k = 1, 2 ,... . (3.48) 
Zf m = 1 assume that 
A,* = i$(fO - m;x [G,(t)*p;‘(t) w-‘(t)]) > --CD. 
Zf m > 1, assume that 
Bj = SUP (m;x ] G,(t) w-‘(t)/) < 00 
Fj 
and 
Aj=i;f{&} >-co, j = O,..., m - 1. 
/ 
(3.49) 
(3.50) 
(3.5 1) 
Then 
(a) if m = 1, T,, is bounded below by 0, = A,*, 
(b) if m > 1, T, is bounded below by 
m-1 
0, = A, - c [K*(j, m, w) A,:]“‘l(“-j) 
j=l 
X ((m -j)//m)((m - l)/m~‘cm-j)(j,-l~‘cm-j) 
m-1 
- ,Fo { [2BjK(j, m, w)K(j + 1, m, w)]*““(*~-~~-‘) 
X ((2m - 2j- 1)/(2m))((2j + l)/(2~))~2~~1~‘~2m~2~~‘~}, (3.52) 
where A,: = max{O, -Aj} and K(0, m, w) = 1 = K(m, m, w). 
(3.47) 
Remark 2.1. If the weight function w is non-decreasing then, by 
Lemma 2, K(i, m, w) in (3.52) can be replaced by K(i, m, R ‘). Although no 
explicit expression is known for these constants there is an algorithm 
available which can be ued to compute them to any accuracy (see [ 191). 
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In the special case when w(t) = 1 all the constants K(i, m, w) = 1. This 
follows from the fact that K(k, n,R) = 1, 1 < k < n, it = 2, 3 ,... and that 
inequality (3.45) need be applied only to functions of compact support in the 
proof of Theorem 2. Such functions can be taken as defined on all of R. 
ProoJ If m = 1 and I = Ik = [uk, bk] we have 
<m;x(Gip;‘w-‘)j wl~l~+j,~~I~‘l~~ (3.53) 
I 
Hence 
j,Plly’Il+j,u,lyl2)lS,- m,ax(G~p;‘w~1)lj,wl~12~~dj,~l~12 
(3.54) 
and (a) follows upon summing over all intervals Z = I,, k = 1,2,... 
If m > 1, j = 0 ,..., m - 1 and Z = Ik = [ak, bk] 
(3.55) 
For j = 0 we therefore get from Lemma 3 
5 ;A I A2 >A, II AI: - 24 II ~llw II~‘llw 
>A, 11 yII’,- 2B,K(O, m, w)K(L m, w II ~llly2~-‘)‘~ II P’ll:lm 
~A,()y~J~-2B,K(O,m,~)K(l,m,w)[(2m)-'~~~- IIy”“‘ll~ 
+ (Pm - l)Pm) G1 II Ali1 (3.56) 
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for any positive q,. Similarly, for j > 1, we get from (3.56) and Lemma 3 
2 -A;K2(j, m, W)I)y(m)IJ~‘m((y((lo2m-2J)‘m 
- 2BjK(j, m, w) K(j + 1, m, W) 11 ycm)l(cwZjt”‘m (( y((~m-zi-‘)‘m 
>---A? K’(j,m, w)[(j/m)6jm-JI)ycm)II~ 
+ (Cm -j)/m)dJ~jII YII’,] - 2BjK(j,m,w)K(j+ 1,~ W) 
x (((2j + 1)/2m) e~m-2J-1 /I ycm) 11; 
+ ((2m - 2j- 1)/2m) ejzi-’ lfyll$] 
for any positive ej, Sj. From (3.57) we have 
I 
m-1 
to( y] > a + P- c AjK’(j, m, w)(j/m) d7-j 
j=l 
m-1 
- 2 c BjK(j, m, w) K(j + 1, m, w)((2j -t 1)/2m) sf” 
j=O 
I 
m-1 
+ A, - c Aj K’(j, m, w)((m - j)/m) SJ:j 
J=I 
m-1 
-2j- 
(3.57) 
- 2 c B,K(j, m, w) K(j + 1, m, w)((2m - 2j - 1)/2m) ~,:*j-’ II y/L. 
j=O 
(3158) 
Choose Ed, Sj such that 
A; K2(j, m w)(j/m) 8F-j = a/(m - I), 
2BjK( j, m, w) K( j + 1, m, w)((2j + 1)/2m) ~:“-~j-’ = D/m, 
(3.59) 
then (3.58) becomes 
tobl 2 6, II AI”,. 
This completes the proof of Theorem 2. 
COROLLARY 2.2. In Theorem 2 let w = 1, b = co and assume that for 
j = 0, 1, 2,..., m - 1, 
v,&C qJ(a, co), l,<qj<a* (3.60) 
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Then we have the following: 
(a) Zf m = 1 and p,(t) 2 1, T, is bounded below by e,(q,J, where 
= _ p.- 1) 2-2(‘-1)/(2r-l+.- 1)-2(r-ww IIv01(frl(2’-l), 
4 (r) 
1 < r < 00, (3.61) 
= - IIvoll:> r= 1, (3.62) 
= - II%lllrn~ r=CX3 (3.63) 
and where I(. llr denotes the L’(a, a) norm. 
(b) rf m > 1 and v,Jt) > a + /?, a, P > 0, T, is bounded below by 
m-1 
em = - 2 Ej(qj) (1 vjl(~,~qi/12(m-j)qi-11, 
j=O 
(3.64) 
where 
= [2(m-j)q- l]{[qq- l)]-2(*-j)(9-l)[j(*--l)a-1]2i(9~~) 
I 
x [(2j+ l)P-‘]‘““) 
x m-(2mq-2j- I)K?m(%- 1)Kh I l/12(*-j)q- II 
Ej(q) 
J.* jt 1.m 1 < q < oc), (3.65) 
I 
=(2m--2j- l)m-‘{[2j+ l)p’](2~ir)(Kj.,K~t,,m)2m~1~~zm-2~-~~, 
4’1, (3.66) 
j = [j(m - 1) a-l]j/(*-j)(m -j) ,-*Cm-j)KjZr”,l(*-I), q = m, (3.67) 
and in (3.64), IIvjll~,~qj’(2(m-j)qj-1] = IIvjll~‘(m-j) when qj = 0~). In 
(3.65)--(3.67) we have used the notation Kj,,, := K(j, m, R t). 
ProoJ: Let each interval Z in Fj have length wj > 0. Then, by Hiilder’s 
inequality, in the notation of Theorem 2, we have for j= 0, 1, 2,..., m - 1 
lfjl < wi’J,lvjl < W~l’q’~~Vjllqj (3.68) 
and, since Gj(b,) = 0 when Z = [ak, bk], 
IGj(t>l G2-l ,(, Igj( <I, lVjI < W~-q” IIVjIIqj* (3.69) 
(a) From (3.68), (3.69) and Theorem 2a, To is bounded below by 
8, = - w~l’y/vo~lqo - w;-2q;’ (Iv,ll&. 
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The results in (3.61)-(3.63) follow on minimising this expression for 8, for 
all w0 > 0. 
(b) From (3.68), (3.69) and Theorem 2(b), T,, is bounded below by 
m-1 
where 
em =- C 4jicwj9 Sj>, 
j=O 
#j(w, q) = cjW-m/4(m-A + DjW2m(9-l)/4(2m-2j-1), 
c. = Kf,Mm-i)(m -j)cm _ ly’l(m-j) ,-Mm-.i)(j,- ly’l(m-i) 11 vjIl;l(m-j), 
c: = II ~o;lqo3 
Dj = (2Kj,mKj+,,m)2m’(2m-2j-l) 2m-2j- 1 
2m 
2j+ 1 
( ) 
(2j+1)/(2m-2j-l) 
X- 
2P 
I)ujll;,y/(2m-2j-1)e 
The results in (b) follow on minimising each $j(wj, qj) as a function of wj. 
Remark 2.3. For the case n = m = 1 the lower bound in Corollary 2.la 
was obtained by Eastham in [5] and Evans in [6]. In [7], Everitt obtains the 
lower bound 8(qo), where 
ep) = -(2r - 1) 2 - 2(r-1)l(2r-l)r-2rl(2r-I) IJUoJ/;rl(2r-l), l<r<co, 
= -II VOILE r= 03. (3.70) 
Everitt’s result agrees with (3.62) and (3.63) when q. = 1, co but when 
1 < q. < 00, it is better (i.e., larger) than that in (3.61). 
4. ESSENTIAL SPECTRUM 
In this section we obtain some information about the essential spectrum of 
self-adjoint realizations of the differential expression r in the Hilbert space 
L$[a, b). Recall that we assume that every point of the interval [a, b) 
including a, --co < a < co is a regular point of t and the right endpoint b is 
singular. All our results here are direct consequences of Theorems 1 and 2 
and their corollaries. We also use the well-known decomposition method 
[lo] according to which the interval [a, b) can be replaced by the interval 
[c, 6) for any c, a < c < b without affecting the essential spectrum of the self- 
adjoint extensions of the minimal operator To. Below the symbol (J, will 
denote the essential spectrum of any self-adjoint extension of To in the space 
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Lk[a, b). It is known that all self-adjoint extensions of T,, have the same 
essential spectrum. For definitions and the basic facts about differential 
operators mentioned above the reader is referred to the well-known book by 
Glazman [lo]. Although Glazman proves these results only for the case 
w = 1 and smooth coefficients the proofs given there can be extended to 
quasi-differential expressions r of the type considered here without major dif- 
ficulties. 
THEOREM 3. With the notation of Theorem 1 suppose that for some 
X > a and all t, X < t c b, the following conditions are satisfied. 
(i) Either 
D,(t) = $5 (P&)/K(x)) > 0 (4.1) 
or 
D,(t)= 5: ~%,(X,pP~ 1-l > 0, p,(t) > 0. (4.2) 
x 
(ii) pi(t) > Ofir j = m + l,..., n. 
(iii) For some E > 0, andj = 0, l,..., m - 1 
Dj(t) E j$ {sj - 4”‘s-‘D;‘(t)(m~x IRj( M,:‘)*} > ---co.. (4.3) 
Ic1f.b) 
Here the maximum and si are computed on each interval I from the 
collection Fj which is contained in [t, b); then the infimum is taken over all 
such intervals. 
(iv) Let 
e/(t) = 4-‘pD,(t) + ~ D,-i(t) 4’-‘, j = l,..., m, (4.4) 
i=l 
and assume that 
ej(t) 2 O, j = l,..., m - 1. (4.5) 
(v) Let inf,.+, f&(x)/w(x) = w,(t) > 0. 
Then 
(a) if e,(t) 2 0, ee E [8,, co), where 
6 = ~5 vut) Wdm (4.6) 
LOWERBOUNDS FORSPECTRUM 141 
(b) if%+, {M~(t)/w(t)} = w, < 00, ue s [Oe, co), where 
8, = wg 'I'Iy e,(t); (4.7) .+ 
0, E LO,*, co), where 
e,* = ‘,‘tlj e*(t), (4.8) + 
I 
m-1 
e*(t) = 4-mpD,(t) + c 4-jDj(t) w,(t) + Do*(C), 
I 
(4.9) 
j=l 
D;(t)= ,$I0 {s,*-4m&-1D,‘(t)s~p(JRo*(* (fqw)-I)}. (4.10) 
1~ 1t.b) 
In particular if13~ = 03 or S,* = 00 then oe = 0 in which case the spectrum 
of every self-adjoint extension of T, is discrete and bounded below. 
Proof. Theorem 3 follows form Theorem 1 and the decomposition prin- 
ciple. Note that in (b), t9, is indeterminate if w,, = co and lim,,, e,,,(t) = 0. 
PROPERTY BD. We will say the t has property BD or simply that BD 
holds if every self-adjoint extension of the minimal operator T, has a 
spectrum which is discrete and bounded below (see [ 13, 141). 
COROLLARY 3.1. Suppose that for some m, 1 < m < n, and some X > a 
the following conditions are satisfied for t > X. 
(i) Either 
c,(t) = $5 (P&)/WI(X)) > 0 
or 
P&) > 0 and 
(4.11) 
(4.12) 
(ii) pi(t) > 0, j = m + l,..., n. 
(iii) cj(l) = infX,,{pj(x)/A4,!(x)} >-co, j= 0, l,..., m - 1. 
(iv) If ok(t) G C,“=, 4j-kc,-j(t) then ek(t) > 0 for k = 1, 2,..., m - 1. 
(v) inf,,,{MA(x)/w(x)} = wO(t) > 0. 
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Then we have the following results. 
(a) If 0,(t)> 0, a,~ [e,, co>, where 
0, = p$l~m(t) %(t>l* (4.13) 
(b) If jim, {Mh(t)/w(t)} = w, < co then u, G [8,, a), where + 
8, = wg ylz B,(t). (4.14) 
(c) Ifc,f(t)- inf,.,,(p,(x)/w(x)} > -03, then oe G [13,, co), where 
8, = hi w,(t) f 4-jcj(t) + co*(t) . 
I I 
(4.15) 
j=1 
In particular property BD holds when 8, = 00 in (a), (b), or (c). 
Proof. This is an immediate consequence of Corollary 1.1 and the 
decomposition principle. 
COROLLARY 3.2. Let b = 00 and assume that the following conditions 
are satisfied for some m, 1 < m < n, and constants r E R, h > 0, rj > - 1, 
j = O,..., m - 1. 
(i) !\z inf t -‘-*“p,(t) = C,, o<c,<m. (4.16) 
(ii) Pi(t) > 0, j = m + I,..., n; pi(t) > uj(t), j = 0 ,..., m - 1. 
. x+hx-‘j 
h-‘xrj-‘-2’ 
c 
Uj(t) dt II > -al. x 
(4.17) 
(iv) hc;l(x)x-(r+2j+Z+rj) ([+hx-qz=o ( Ij~+'x-vuj~) 
as h + 0 and x --t co, where c,(x) = ;;[ t-‘-‘“p,(t). 
(VI lim tCrw(t) = w;‘, l<woQco. t’cc 
(vi) Let 
(4.18) 
(4.19) 
6, = 4-jc,a, + i 4i-ia,-id,-i, j = l,..., m (4.20) 
i=l 
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where aj=(r+1)2(r+3)2~~~(r+2j-l)2, j=l,2,3,...,a,=l, and 
assume that 
Then : 
ej > 0, j = I,..., m - 1. (4.21) 
(a) If~~~~,thenu,~[e,w,,co).(Ifw,=oo theno,=0if8,>0 
and oe c [-a, co) if 8, < 0, i.e. in case tl,,, < 0 and w0 = a~ there is no 
information given about o, here.) 
(b) IJwO<co, w(t)=t$,s<rand 
hC,‘(X)X-‘-2-0 (i/;+‘- ,u~,)~ = o ( 1 J;+hr-ro u, 1 ), (4.23) 
as h+O, x+00, then u,c[~,,oo), where 4,,,=(4-“‘c,a,+ 
Cj’=-,’ 4 +djaj} w,, + ci, . 
In particular property BD holds if 8, w0 in (a) or 8, = co in (b). 
ProoJ We verify the conditions of Theorem 3. Choose M,!(t) = aj’t’+‘j, 
j = 0, 1) 2 ‘... . Given any E, 0 < E < 1 choose X > a such that for all t > X we 
have 
(W,+&)-‘~W(t)t-‘~(Wo-&)-‘, 
p,(t) > (c, - E) tr+ 2m. 
Then 
and 
IRj(t)l M,:‘(t) < aj(r + 2j + 1) akr-“-l 
I *’ I"j13 t E [ak, bk]. Ok 
Nowwitha,=x,b,=x+hx-‘jweget,forsomez,O<z< 1, 
I 
x + hx-‘i 
sjcaj h-~x-~-~j+~j(l +zhx-rj-l)-r-2j 
I 
uj 
x 
r Gaj h-lx-r-2j+rj 
I !:,,,-j I 
uj t1 +0(1)) 
505/48/l-10 
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c,'(x) IR(t)l* A4y2(t) = 0 
( 
c,'(x)x-*('+2j+') (j~+h‘-r',Uj,)2) 
from (4.18). Substituting in Theorem 3 and observing that D,(x) = 
a,c,(x) > a,(~, - E) for x > X yield Corollary 3.2 in view of E > 0 being 
arbitrary. 
Remark 3.3. It is interesting to compare the BD result of Corollary 3.2 
with the necessary condition obained in [ 141. In [ 14, Theorem 41 Hinton and 
Lewis prove that when w = 1, [a, b) = [0, co) and each pi > 0, j = 0, l,..., n, 
the BD property implies 
(4.24) 
for all h > 0. If we set r = 0, rj = -1, j = 0, l,..., n - 1, m = n in 
Corollary 3.2, assume that (4.18) is satisfied and also that 
inf t-‘p,(t) + C 
t>x 
yi: (,-l-*j jI+“^pj) + 00 
or equivalently 
n-l 
inf t-2p,(t) + C 
t>x j=O 
as h + O+, x -+ co then BD holds. 
COROLLARY 3.4. Let a > 0, b= 00, w(t)=tY, p,,,(t)>c,,,t*, c,>O and 
pi(t) > 0, j = m + l,..., n. 
(a) Let pi(t) 2 cjtst ‘j, j = 0, l,..., m - 1, and assume that 
y<A-2m. (4.25) 
(i) Ify=s=A-2m and 
e,(s) E 4-jc,a,(s) + 2 a,-,(s) c,-4-j > 0, j = 1, 2 ,..., m - 1, (4.26) 
i=l 
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where a,(s) = (s + l)*(s + 3)’ ... (s + 2j - l)*, a&) = 1, then we have 
u, E [em(s), w). Property BD holds under any one of the following 
conditions: 
(ii) y < s <A - 2m, (4.26) and B,(s) > 0; 
(iii) y < s < A - 2m; 
(iv) s<y<A-2m; 
(v) y < A - 2m, c, > 0; 
(vi) y < s, cj > 0 and ~~=;’ cj > 0. 
(b) Let p,(t) > cjts+*j, j = 1,2 ,..., m - 1, p,,(t) > c0 t4 and assume that 
y<A-2m, /3&A-2m. (4.27) 
(i) If y = s = A - 2m, j? < y and (4.26) holds, then ue s [t?,(s), 00) 
with c,, = 0 in 8,,,(s) when p < y. 
Property BD holds under any of the following conditions: 
(ii) s<A-2m,/3<y<s; 
(iii) y < s Q A - 2m, y < p, c,, > 0 and (4.26); 
(iv) y<s<A-2m, cj>O,j=O, l,..., m- 1; 
(v) s<y<A-2m,P<yr; 
(vi) j? > y, c,, > 0 and (4.26) with s = y; 
(vii) /3 < y < s, cj > 0, j = 1, 2 ,..., m - 1 and ~j”=,’ cj > 0. 
Proof (a) In (i)-(iii) we put r = s in Corollary 3.2. This gives as 
x+ co, h+O+, 
Uj = Cj( 1 + O(l)), 
=0(x- (A-Zm--sbZ(l+r,)hZ) 
= O(h’) 
and 
w, = lim fey. 
t-cc 
Parts (a)(i), (ii) and (“‘) 111 now follow immediately from Corollary 3.2 a. 
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In order to prove (a)(iv) and (v) we put r = y in Corollary 3.2. This gives 
as x-+ co, h-+0+, 
c*(x) > C,XA-2m-y, 
hc-l(x)X-(Y+2i+2+rj) 
m 
(j;+kx-",uj,) 71 i:'"Yj~ 
= o(~2X-(A-2m-y)+s-2Wrj) 
1 
= O(h2) 
if we now choose rj > -1 + s/2 as well as rj > -1. Also w, = 1. Parts (iv), 
(v) and (vi) now follow from Corollary 3.2 a. 
(b) We put I = s in Corollary 3.2 b to prove (i)-(iv) and r = y to 
prove (v)-(vii). The results follow from Corollary 3.2 b on using the 
estimates in part (a) above and 
h - lx’o-Y 
= O(h2) (4.28) 
asx-tco andh+O+. 
Remark 3.5. For the spatial case of the two term expression 
My-w-l[(-l)m(p,y(m))(m)+poy] (4.29) 
assume that w(t) < tY, p,(t) > c, tA, c, > 0, p,(t) > c,,P. By Corollary 3.4 M 
has property BD if any one of the following conditions is satisfied: 
1. y<s=A-2m, 
co > -4-mc,(s + 1)2(s + 3)2 ... (S + 2m - 1)2 E K(s); (4.30) 
2. y<s<A-2m; (4.3 1) 
3. s<y<A-2m: (4.32) 
4. y<A-2m, co > 0; (4.33) 
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5. Y < s, y<A-2m, cg > 0; (4.34) 
6. s<y<A-2m; (4.35) 
7. y<s<A-2m and cg > 0; (4.36) 
8. y<A-2m and c, > 0. (4.37) 
Note that in order to obtain 6, 7, 8 from part (b) of Corollary 3.3 we put 
/I = s and choose the s to be anything appropriate. We also point out that the 
above criteria do overlap. 
The only remaining possible case of M hving the BD property is the case 
c,, = K(s) in 1. This can be seen from the table given by Hinton and Lewis in 
[ 13, p. 1331 which gives a complete classification when w pm and p,, are 
powers of t. Hinton and Lewis use the methods of oscillation theory to 
obtain their results. In Corollary 4.2 below we derive some BD results which 
complement hose of Corollary 3.4. For other recent results on the BD 
property the reader is referred to [ 11-14, 17, 20-241. 
THEOREM 4. Assume that the weight function w is in the class W. Let 
Pj(t) 2 vj(t)9 j = oVa**T vj E L,&[a, b) and suppose that for some m, 1 < m < n 
the following conditions are satisfied on [a, b). 
(i) If m = 1, p,(t) > 0, pj(t) > 0, j = 2, 3 ,..., n and 
A$,, = li;j;f {fO - ~IIF (I G,(t)l* w-‘(t)p;l(t))} > -03, (4.38) 
where Zk = [ak, bk] E F,,, andf-,, G, are given by (3.47), (3.48), respectively. 
(ii) If m > 1, v,(t) > (a + P) w(t)T a > O> P > O> Pj(t) 2 O, 
j = m + l,..., n and for j = O,..., m - 1 
Bj* = liys;p (my 1 G,(t) w-‘(t)l) < CO, (4.39) 
k 
AT = li; i:f (4 on Z,J > - 00. (4.40) + 
(Here& Gj are defined by (3.47), (3.48) with Z= Zk = [(I~, bk] E Fj. Thus in 
(4.40), fj is computed on each interval Zk in the collection Fj; then the lim inf 
is taken as k+ 00, i.e., as ak--+ b.) Then a,~ [(!I,,,,, co) where 
e&l =A?,* (4.41) 
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and for m > 1 
m-l 
e,,, = A,* - C (Kf,,, AT -)ml(m-j) 
j=I 
i/W-i) 
(j,-ljj/(m-j) 
I 
m-l 
- 2 (2B~K,,mKj+,,,)2m’c2m-2~-‘~ 
/=O 
X ((2m - 2j - 1)/2m((2j + 1)/2/3)(*j+ *)/(2m-2i- I), (4.42) 
where AT- = - min(A,f , 0) and Kj,m = K(j, m, R,. w). 
ProoJ Theorem 4 is an immediate consequence of Theorem 2 and the 
decomposition principle. 
On choosing the intervals in each Fj as in Corollary 1.2 we get 
COROLLARY 4.1. Let b = 00. With the notation of Theorem 4 and 
Theorem 2 suppose that for some constants ki > -1, j = O,..., m - 1 and 
h > 0 the following conditions are satisfied: 
(i) 
j = I,..., m - 1, where z(x, h,j) = x + hx-‘(j. (4.43) 
(ii) p-‘(~)l:(“*‘~’ ) vi(t)/ dt] 1 = 0, 
j = O,..., m - 1, 
where p(x) = I$,IJ [w(t)p,(t)]“* 
p(x) = rnn w(t) when m > 1. 
when m = 1 and 
(4.44) 
I, r(x.h.0) (iii) A, = lim inf w(t)dt > -co, x-+a, x I 
for each h > 0. 
Then u, z [A,, a~). In particular, property BD holds ifA0 = co. 
(4.45) 
The next corollary is related to the wellrknown Molchanov criterion for 
the property BD. For other extensions of the latter criterion see Hinton [ 121, 
Kwong and Zettl [ 171 and Miiller-Pfeiffer [20]. 
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COROLLARY 4.2. Let b = 00, w(t) < tY, p,,,(t) > c,t*, c, > 0, 1 < m < n, 
pi(t) > 0, j = 1,2 ,..., n and pO(t) > co tS. Then we have the following. 
(i) If y>s, a,~ (A,, co) where 
(4.46) 
where k > -1 and also 
k>s-@+A)/2 if m=l 
as-Y if m>l. 
(ii) Property BD holds if either A,, = 00 in (i) or y < s and c0 > 0. 
ProoJ Only (ii) and (ii) of Corollary 4.1 with o(t) = cOtS need be 
checked. A direct calculation shows that for k > -1, 
I 
x+hx-” 
ir 
+hx-k 
tS dt tYdt=CY(l +0(l)) 
x x 
as x--t co, h + O+. Thus (ii) of Corollary 4.1 holds. Also, 
,+@) j;+h’-k tS ds = [;~;;;I8’““” if m=l 
if m>l, 
as x -+ co, h + O+. Thus Corollary 4.1 (ii) also holds for the chosen values 
for k. 
Finally from Corollary 2.1 and the decomposition principle we have 
COROLLARY 4.3. Let w = 1, b = co and suppose that for some m, 
1 <m < n, and j= 0, l,..., m- 1, pj>vjELqj(a, a), 1 <qj< 00, pm > 0 
andpj>Oforj=m+ l,..., n. Then O,C [O,CQ). 
5. THE 
The essential 
CONSTANT COEFFICIENTS AND EULER EXPRESSIONS 
spectrum is known for the constant coefficients expression 
Tc= 2 (-ly’cjy(2j) (5.1) 
j=O 
on [0, co) and also for the Euler expression 
n 
tE = 2 (-ly cj(t2jy”))“) 
j=O 
(5.2) 
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on [ 1, co). Their essential spectra are determined by the polynomials 
f,(t) = $J Cjf", 
j=O 
fE(t)=Co + 5 cj (fi [t2 + (i- l/2)‘]). 
j=l i=l 
(5.3) 
(5.4) 
THEOREM 5 122, Satz 2.5, p. 301. Let [a, b) = [O, 00). If the cj are 
constant in (5.1) and c, > 0 then 
u,(?J = let, =)I, where 19~ = oJ:f, f,(t). (5.5) 
THEOREM 6 [22, Satz 2.20, p. 751. Let [a, b) = [l, co). If the Cj are 
constant in (5.2) and c, > 0 then 
where 0, = of:,f, -PEE(t). (5.6) 
Note that for both the constant coefficient and Euler cases above, the 
essential spectrum ue coincides with the whole spectrum of the Friedrich 
extension Tc of the associated minimal operator To. 
Let us compare our results with the above precise results. Taking pj(t) = 
cjt2j=cjajA4,!(t) (with IV,! =a,:‘t”) and w = 1 in Corollary 3.1 we get that 
u,(rE) g [8, co), where 
e= f 4-jOrjcj=co+ jJ 4-j[1232 *a* (2j- 1)2] cj. (5.7) 
j=O j=l 
This agrees with eE in (5.6) when cj > 0, j = 1, 2,..., n. Note also that 
Corollary 1.1 gives the same value for the lower bound of the spectrum of Tc 
in this case. 
In the constant coefficient case pj(t) = cj, j = 0, l,..., m, 1 ,< m < n, 
w(t) = 1 and [a, b) = [0, co), Theorem 2 yields the following lower bound 8, 
for To (and hence for u(Tc)) and this agrees with the lower bound for ue 
given in Theorem 4. 
(a) em = co if m = 1, C, > 0, Cj ~ 0, j = 2, 3,..., n. 
(b) If m > 1 and c, > 0, 
m-1 
8, = co - C {(c,F)ml(m-i)((m -j)/m)((m - l)/m)j’(m-j)(jC,ly”(m-j), (5.8) 
j=l 
where c,: = - min(O, Cj). 
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The lower bound (5.8) follows from (3.52) by putting a = c, - E, /J = E and 
then letting E --f 0+ after noting that Bj = 0, j = 0, l,..., m - 1. The above 
value of 19, agrees with the actual lowest point 19, of the spectrum of Tc (and 
of (I, (r,)) given by (5.5) in the trivial ase when m = n, c, > 0, cj > 0, 
j = 1, 2,..., m - 1; clearly 0, = 0, = c,, in this case. If some of the cj, j > 0, 
are negative it is not a trivial matter to compare (5.8) and (5.5). However, 
(5.8) is unlikely to be precise since it depends on the choice of sj in (3.58). 
One would expect hat the precise lower bound depends on an optimal choice 
of such ei. 
Next we prove that (5.5) and (5.6) remain valid for expressions r which 
are “close” to the expression t, or rE in some appropriate sense. We shall 
prove the result (in Theorem 7 below) for perturbations of r, only as the 
analogous result for perturbations of r, (given in Theorem 8) follows in a 
similar way. 
THEOREM 7. Let z be given by (1.1) with coeflcients pj satisfying (1.3) 
on the interval [ 1, a). Let cj > 0, j = 0, l,..., n be constants and for each j, 
j = 0, l,..., n - 1, let Fj be a sequence of closed intervals having disjoint 
interiors which cover [ 1, 00); we denote any interval in Fj by I, = [ak, bk). 
suppressing the dependence on j. Suppose that 
0) P,(t) = c, tzn, c, > 0, 
(ii) lim 
I 
(2j + l)(by+’ -a?+’ 
llk+co 
j = 0, 1 ,..., n - 1, (5.9) 
(5.10) 
Then u, = a,(~,) = [0,, a~), where 0, is given by (5.6) and (5.7). 
ProoJ: We first determine xplicitly the form domain Q, of the operator 
T,,. We shall write K for various positive constants and E for “small” 
positive constants. The constants are not necessarily the same at each 
occurrence. We will write K(E) when we want to indicate the dependence of 
K on E. In each interval I, E Fj, let 
where 
t-*jp(t) = sj + rj(t), 
sj = (2j + l)(by+' - .?+I)-' ripj 
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and let 
RjW = 1 X*‘rj(X) dX, fEZ,. 
ak 
Then, proceeding as in the proof of Theorem 1 (see (3.22)) we get for y E D, 
IJ Ik .pj~y”)~~-sj J t2j~y”‘12 Ik 
< 2 rnly (IRj(t)l [-*j-l) J t2j+’ I y”)(t)yU+“(t)j dt 
Ih 
G.2 joi2j-‘~;lp,~)~~tuir(yvi(,)yvi1)(t)ldt. (5.11) 
In view of (5.9) and (5.10), for any E, > 0 we can choose X > 1 such that 
(Sj-cj( <E, (5.12) 
and 
-2j-1 
ak J ::lPjl <E1/2 (5.13) 
for j = 0, l,..., II - 1 and ak > X. Summing (5.11) over intervals I, covering 
[Y,co)forsomeY~Xgivesforj=O,l,..., n-l, 
IJ”pj~yoi12-cj Jf?ly~)12 / 
Y 
GE, J~t~jly~)~2+E, Jmt2j+llyti)yu+l)l 
Y 
m 
< E2 J t** I p 12. (5.14) Y 
In the last step we used (3.19) and (3.20) with M;(t) = ajt2j. 
For the interval [ 1, Y] we make use of the well-known inequality 
jr I PI* < cj Jr I PY + ~3, y> Jy I ~1~. (5.15) 
I 
On summing (5.11) over the intervals Zk E Fj which cover [ 1, Y] we obtain 
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from (5.15), 
j = 0, I)...) n - 1. (5.16) 
Hence, from (5.14), (5.16 and (5.15) 
since cj > 0, j = 0, l,..., n- 1; in (5.17) II.JI denotes the L2(1, co) norm. 
Similarly we have 
n--l 
4lIYl G CC” + %) II~“Y’“‘l12 +mJ 1 II~Yci)l12 
j=O 
G WI cY’“‘l12 +II VII’>. (5.18) 
IA 
II YII:, = ,go II QP 112* (5.19) 
From (3.19) and (3.20) we get 
IlfYR’I12 + II Al2 G II Ylli G ~(lI~“Y(“)l12 + II YII’) (5.20) 
and hence from (5.17), (518) and (5.20) 
K, IIYII:, G to[.~l + K2 II ~11~ <K, II ~11; (5.21) 
for some positive constants K, , K, and K,. Hence, Q, is the completion of 
Do with respect o 11. I(,,, since Do is a core of to. 
Now define 
pj 1 p 12, l2[Yl = z: J,m (Pj - Cjt2j) I Y”‘12 (5.22) 
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so that t, = t, + t,. Note that both t, and t, have domain Q,. We also have 
for some positive constants K, , K,, 
We prove that t, is (form) compact relative to t, (see [24, p. 121). Let ( yk} 
be a sequence in Q, which is bounded with respect o the Q, norm and hence 
with respect to I]. ]ln in view of (5.21). For any E > 0, we get from (5.14) 
(5.15) and (5.16) 
Since the sequence {]I y,l],,: k = I, 2,...} is bounded, it follows that ( yk} is 
precompact in L*( 1, Y) and hence there is a subsequence, which we continue 
to denote by ( yk}, which converges in L2(1, Y). Therefore, from (5.24), for 
this subsequence 
and so, in view of the arbitrariness of E, t2[ y, - y,.] + 0 as k, r -+ co. We 
have therefore established that t, is compact relative to t, and consequently 
the Friedrich extension Tt of T, has the same essential spectrum as the Euler 
operator defined by t, . The theorem is therefore proved. 
Remark 7.1. Although we have assumed that cj 2 0 in Theorem 7, the 
proof can easily be modified to cover the case when some of the cj, 
j = 0, I,..., n - 1, may be negative as long as the analogue of condition (4.5) 
holds (with Dj replaced by cjaj). 
The method used in the proof of Theorem 7 above also gives the following 
perturbation result for the constant coefficient case. 
THEOREM 8. Let a = 0, b = co and assume that the following conditions 
are satisfied: 
6) p,(l) = c, > 0, 
(ii) lirnatdco { (bk - ak)-‘ Jzpj} = cj, j = 0, l,..., n - 1, 
(iii) lim ak~m{aklS~:/~jl}=O,j=O, l,..., n- 1. 
Then o, = a,(t,) = [0,, oo), where 19~ is given by (5.5). 
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