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Resumen   La ambigüedad estructural es 
uno de los problemas más difíciles de 
resolver en sistemas de procesamiento de 
lenguaje natural. Consideramos dos tipos de 
resolución de ambigüedad estructural que 
pueden emplearse en el análisis de textos 
sin restricciones: conocimiento léxico y 
cierta clase de contexto. En este trabajo, 
proponemos un modelo basado en tres 
diferentes mecanismos para revelar la 
estructura sintáctica correcta y un módulo 
de clasificación para obtener las estructuras 
más probables para la oración analizada. 
Nuestro modelo está dirigido al análisis 
de textos sin restricciones y las herra-
mientas desarrolladas no requieren ninguna 
desambiguación de marcas morfológicas ni 
ningún tipo de marcas sintácticas. 
1 Introducción 
La ambigüedad estructural es uno de los 
problemas más difíciles de resolver en sistemas 
de procesamiento de lenguaje natural. La 
ambigüedad estructural se da porque la sola 
información sintáctica no es suficiente para 
realizar una decisión única de asignación de 
estructura. Investigaciones recientes han 
desarrollado las gramáticas independientes del 
contexto probabilísticas, como un medio para 
seleccionar entre análisis sintácticos 
alternativos de la misma cadena de palabras, es 
decir, para la desambiguación.  
Los resultados desalentadores pueden 
explicarse porque esas gramáticas son 
incapaces de expresar las dependencias entre 
palabras. Además de que para obtener una 
cobertura alta en análisis sintáctico preciso se 
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requiere información léxica detallada 
[Magerman, 95; Collins, 96; Charniak, 97]. 
Líneas actuales de investigación introducen 
dependencias léxicas. Por ejemplo, empleando 
estadísticas de grupos nominales básicos y de 
pares de palabras [Collins, 99], empleando 
atracción léxica entre palabras de contenido 
[Yuret, 98].  
Sin embargo, en lenguajes con mayor 
empleo de preposiciones simples y compuestas, 
los grupos nominales incluyen grupos 
preposicionales lo que incrementa la 
ambigüedad de enlaces de grupos. Así mismo, 
las estadísticas de pares de palabras tienen un 
mayor impacto en el análisis sintáctico de 
lenguajes con mayor restricción en el orden de 
palabras. En lenguajes como el español, con 
menores restricciones en el orden de palabras y 
mayor empleo de preposiciones, la obtención de 
las estructuras de argumentos para palabras 
permite reducir las variantes de enlaces de 
grupos nominales y preposicionales, por lo que 
se requiere representar o aprender estructuras de 
argumentos de palabras, estableciendo sus 
dependencias con preposiciones. 
En nuestra opinión, la desambiguación 
estructural requiere la incorporación de 
conocimiento semántico basado en cierta clase 
de contexto local, además de la incorporación 
de conocimiento léxico basada en dependencias 
entre palabras. Pero la incorporación de todo 
ese conocimiento implica un enorme trabajo de 
codificación manual de información, que 
restringe su aplicación a dominios limitados. 
Aún incluyendo conocimiento léxico y 
semántico en un analizador sintáctico, dada la 
imposibilidad de detallarlo completamente, se 
obtendría una cierta cantidad de estructuras, por 
lo que se requeriría un mecanismo de 
desambiguación.  
En este trabajo, proponemos un modelo para 
análisis sintáctico y desambiguación basado en 
dependencias léxicas entre palabras predicativas 
y en proximidad semántica. El primero sigue el 
enfoque de dependencias mediante patrones de 
manejo sintáctico basados en los esquemas de 
rección descritos en la Teoría Sentido ⇔ Texto. 
La proximidad semántica se sustenta en el 
empleo de una red semántica para incorporar 
contexto local en un analizador que sigue el 
enfoque de constituyentes mediante una 
gramática independiente del contexto (CFG). 
Para la desambiguación sintáctica proponemos 
la clasificación de la totalidad de variantes de 
las estructuras obtenidas, por medio de un peso 
asignado.  
Nuestro modelo está dirigido al análisis de 
textos sin restricciones y para compilar los 
recursos necesarios desarrollamos herramientas 
que no requieren ninguna desambiguación de 
marcas morfológicas ni ningún tipo de marcas 
sintácticas. 
Primero presentamos el modelo general y 
enseguida cada uno de los componentes.  
2 Modelo general 
El modelo asigna estructuras sintácticas en el 
análisis de textos sin restricciones mediante tres 
módulos diferentes que operan en paralelo. 
Cada módulo corresponde a cada uno de los 
conocimientos mencionados: léxico, sintáctico 
y semántico, es decir, cada uno se construye 
basándose en un método diferente que 
representa un conocimiento específico. Cada 
módulo proporciona un conjunto de variantes 
con pesos basados en características satisfechas 
de cada método. Así que la salida de cada 
módulo da una medida cuantitativa de la 
probabilidad de cada estructura sintáctica. 
Mediante esta medida, un módulo de votación 
clasifica las variantes para que en el tope 
aparezcan las más probables de ser las 
correctas.  
El modelo general se presenta en la Figura 1. 
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Los tres mecanismos considerados 
actualmente son: 
• Reglas  	     . 
• Patrones de manejo 
• (
  )   
 semántica  
El modelo requiere entonces la compilación 
de tres diccionarios: el de patrones de manejo, 
la red semántica y las reglas de la CFG 
extendida. 
3 Reglas ponderadas 
Es uno de los modelos de resolución de 
ambigüedad sintáctica más simple pero mucho 
más cómodo para aplicar y para compilar los 
recursos necesarios. Para este módulo creamos 
una gramática independiente del contexto para 
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el español, una gramática computacional, y un 
analizador sintáctico tipo chart.  
La gramática que necesitamos en este caso, 
dado que no es el método más importante, no 
requiere condiciones óptimas en cuanto a 
cobertura y precisión. Nuestra gramática 
pretende considerar las construcciones más 
comunes, e incluye las siguientes mejoras: 
• Restricción de concordancia, en género, 
número y persona. 
• Inclusión del elemento rector. 
• Inclusión de relaciones sintácticas 
• Inclusión de elementos de puntuación. 
• Inclusión de marca semántica de tiempo. 
• Pesos estadísticos. 
El elemento rector se requiere para la 
transformación de las estructuras de 
constituyentes a estructuras de dependencias, 
los pesos estadísticos se emplean para graduar 
el número de reglas que se usan en el análisis.  
La gramática que creamos se apoya en las 
marcas morfológicas que contienen las palabras 
del corpus LEXESP1. Este corpus no contiene 
desambiguación de POS por lo que el número 
de análisis es mayor. Esta aparente desventaja 
tiene su contraparte, si el desambiguador de 
POS no es de muy buena calidad entonces 
ocasionará que no se realice el análisis 
sintáctico de algunas oraciones o que de 
antemano se orille a un análisis sintáctico 
incorrecto. El corpus tiene las categorías 
PAROLE [Civit & Castellón, 98]. 
La información sola de categorías de POS 
no nos ayuda a asignar pesos que diferencien 
las variantes correctas. Emplear las reglas para 
diferenciar grupos implica el uso de métodos 
complejos para hacer una clasificación de 
árboles basándose en la cuál se podrían asignar 
valores cuantitativos. El peso de las reglas se 
utiliza directamente en el método por lo que 
siempre se obtienen las variantes con menor 
peso en general, es decir, con mayor prioridad. 
Solamente cuando se utilizan prioridades 
menores se utilizan reglas con diferentes 
prioridades. 
El análisis de la labor requerida para realizar 
la clasificación y la asignación de valores, 
comparada contra los resultados de un método 
que no distingue información léxica y da 
estructuras iguales por categorías    
    ﬂ  
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  El corpus LEXESP nos fue proporcionado 
amablemente por H. Rodríguez de la Universidad 
Politécnica de Cataluña, en Barcelona, España. 
nos hizo proponer una asignación de pesos por 
igual para todas las variantes, con la finalidad 
de que los métodos de PMA y de proximidad 
semántica sean los que hagan emerger las 
variantes correctas. 
4 Patrones de manejo sintáctico 
Este método se basa en conocimiento 
lingüístico que adquieren los hablantes nativos 
durante el aprendizaje de su lenguaje, por lo 
que se considera el método principal. Este 
método es el más práctico para solucionar la 
mayoría de los problemas de ambigüedad. 
Aunque por sí mismo, este método no es 
suficiente para el análisis sintáctico de textos 
sin restricciones, por lo que se consideraron los 
otros modelos. El conocimiento descrito en este 
módulo es la información léxica de verbos, 
adjetivos y algunos sustantivos del español, 
para enlazar las frases que realizan las 
valencias. No es posible establecer ese 
conocimiento mediante reglas o algoritmos pero 
es posible obtener la información léxica a partir 
de un corpus. 
El método se basa en la teoría Sentido ⇔ 
Texto (Meaning ⇔ Text Theory, MTT) 
[Mel’cuk, 88], donde con la ayuda de una tabla 
de Esquemas de Rección (Government 
Patterns, GP) [Steele, 90],    ﬂ     	 	ﬂ 
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correspondencia entre las valencias semánticas 
y sintácticas de la cabecera del artículo 
lexicográfico.  
Los GP describen también todas las formas 
en que se realizan las valencias sintácticas y la 
indicación de obligatoriedad de la presencia de 
cada actante, si es necesario. 
Después de la tabla de GP se presentan dos 
secciones: restricciones y ejemplos. Las 
restricciones consideradas en los GP son de 
todo tipo: semánticas, sintácticas o 
morfológicas. La sección de ejemplos cubre 
todas las posibilidades: ejemplos para cada 
actante, ejemplos de todas las posibles 
combinaciones de actantes y finalmente los 
ejemplos de combinaciones imposibles o 
indeseables. 
La parte principal de la tabla de GP es la 
lista de valencias sintácticas de la cabecera del 
artículo lexicográfico. Se listan de una manera 
arbitraria pero se prefiere el orden de 
incremento en la oblicuidad: sujeto, objeto 
directo, objeto indirecto, etc. También la forma 
de expresión del significado2 de la cabecera del 
artículo lexicográfico influye en el orden, por 
ejemplo la expresión para acusar: Person V 
accuses person W in action X. Esta expresión 
precede cada GP. 
Otra información obligatoria en cada 
valencia sintáctica es la lista de todas las 
posibles formas de expresión de la valencia en 
los textos. El orden de opciones para una 
valencia dada es arbitraria, pero las opciones 
más frecuentes aparecen normalmente primero. 
Las opciones se expresan con símbolos de 
categorías gramaticales y palabras específicas. 
A continuación presentamos una descripción 
para el verbo acusar aunque una descripción 
más amplia de este diccionario aparece en 
[Galicia et al, 98]. En esta descripción NP 
representa un grupo nominal e INF representa 
un verbo en infinitivo. 
1 = V 2 = W 3 = X 
 1.  NP  2.  a  NP  1.  de  NP 
   2.  de  INF 
 Obligatoria  Obligatoria  
 
Posibles  
C.1 + C.2 La policía acusa a Ana. 
C.1 + C.2 + C.3.1 La policía acusa a Ana de 
robar. 
Prohibidas:   
C.1 + C.3.1 La policía acusa de robar. 
C.3.1  Acusa de robo. 
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 Empleamos el inglés para la descripción de 
significado puesto que no existe un lenguaje 
semántico sin homonimia ni sinonimia, por lo que el 
inglés parece más conveniente que el mismo español 
para lectores hispanohablantes. 
Para nuestro modelo, proponemos una nueva 
estructura de GP que llamamos Patrones de 
manejo sintáctico avanzados (ver Figura 2), que 
además de un formato modernizado para 
sistemas computacionales, incluye nuevos 
atributos para algunas características del 
Español (animidad en el objeto directo, 
repetición de valencias) y probabilidades para la 
realización y compatibilidad de valencias. 
El trabajo manual ha sido la forma 
tradicional de compilar un diccionario de GP, 
por lo que su cobertura ha sido limitada. Para 
compilar este diccionario en lo que se refiere a 
información sintáctica, el método que 
proponemos para obtener los objetos de los 
verbos, sustantivos y adjetivos del español se 
basa en obtener las estadísticas de variantes del 
análisis sintáctico, las variantes son las 
combinaciones de palabras individuales con 
preposiciones. Si nos basamos solamente en 
categorías gramaticales, estas combinaciones 
serían las componentes de los denominados 
marcos de subcategorización pero específicos 
para cada palabra y estas palabras pueden ser 
verbos, adjetivos y sustantivos. La selección de 
este tipo de combinaciones o marcos de 
subcategorización específicos no es aleatoria. 
Esas combinaciones son fijas, en un buen 
grado, para cada palabra específica, así que sus 
estadísticas son más confiables que las de 
palabras arbitrarias. Los detalles de desarrollo 
se presentan en [Galicia et al, 2001]. 
El peso asignado a cada variante depende 
del número total de patrones y de valencias 
empatados, así como del tipo de patrones 
considerados, de las frecuencias de realización 
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5 Red semántica 
La proximidad semántica se refiere al 
conocimiento de contexto local. Cuando varias 
estructuras son igualmente posibles o el enlace 
de adjuntos (complementos no relacionados al 
significado de la palabra a la que se enlazan) es 
ambiguo, la proximidad semántica puede 
ayudar, es decir, los conceptos más cercanos 
relacionados a las palabras en los constituyentes 
posibles.  
La idea detrás de la proximidad semántica es 
encontrar las trayectorias más cortas en una red 
semántica entre constituyentes obtenidos del 
módulo de reglas ponderadas. Aunque las redes 
semánticas son una aproximación a las 
habilidades humanas y por lo tanto son modelos 
simplificados, pueden usarse de una forma 
acorde a sus limitaciones. 
Crear una red semántica es una tarea de 
labor intensa, y difícil de lograr aún a largo 
plazo. En este trabajo consideramos la red 
semántica que se está desarrollando a partir de 
la red FACTOTUM3, mediante un método de 
traducción     	 
  . Para resolver la 
ambigüedad sintáctica, los enlaces de palabras o 
de grupos de palabras se realizan determinando 
el grado de proximidad semántica que tienen 
esas palabras o grupos de palabras.  
La determinación de la proximidad 
semántica se basa en las características de la red 
semántica, que son: conceptos, relaciones, y 
trayectorias. Describimos la proximidad 
semántica como un valor cuantitativo, esta idea 
también ha sido empleada por [Sekine et al, 92; 
Rigau et al, 97]. Para determinarla no solamente 
consideramos la longitud por el número de 
enlaces sino también un peso asignado de 
acuerdo al tipo de relación. La trayectoria 
misma representa un valor cualitativo. 
La proximidad entre un par de palabras es 
un valor que depende de la longitud y del tipo 
de relación. Para nosotros depende de las 
siguientes asignaciones: 
• Un valor para cada tipo de relación 
• Valores específicos     enlaces 
individuales 
• Un valor mayor a relaciones implícitas.  
La primera asignación contempla los valores 
mismos de las relaciones explícitas, es decir, su 
importancia. La segunda asignación pretende 
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 FACTOTUM® SemN et, es una red semántica 
compilada por la empresa MICRA, INC. New 
Jersey, USA. 
corregir el problema que se presenta conforme 
las relaciones están más cercanas al tope de la 
jerarquía, mientras más alejadas del tope, las 
palabras tienen más aspectos comunes.  
La tercera asignación considera la 
problemática de las inferencias. Por ejemplo la 
relación carro ES_UN objeto y la relación 
implícita objeto TIENE_ SUBTIPO libros. De 
esta forma, la trayectoria es corta a pesar de que 
no hay muchos aspectos comunes. Para resolver 
este problema se asigna un peso mayor a una 
relación implícita que a una explícita. La 
precisión se obtiene junto con la segunda 
asignación que hace mayor la longitud de     
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Figura 3. Fragmento de la red semántica para la frase Veo un gato con un telescopio.  
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Mostramos cómo contribuyen estos 
conocimientos para revelar la estructura 
sintáctica correcta de las oraciones analizadas.  
Experimentos realizados, aplicando nuestro 
método de compilación de patrones de manejo 
sintáctico a un corpus de 100 oraciones 
muestran las estructuras verdaderas en el rango 
del 35%. 
Nuestro objetivo es el análisis de textos sin 
restricciones por lo que se desarrollaron 
métodos automáticos de compilación de los 
recursos requeridos. Las herramientas 
desarrolladas tienen la gran ventaja de no 
requerir ninguna desambiguación de marcas 
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Figura 4. Modelo de análisis sintáctico y desambiguación 
 
morfológicas ni ningún tipo de marcas 
sintácticas.
Referencias 
  e \ _i e q	
e \ _i e q1s Statistical 
parsing with a context-free grammar and 
word statistics, Proceedings of the 
Fourteenth National Conference on 
Artificial Intelligence AAAI MIT Press, 




i j1e b j ` h h l _q 	.i
v
i j q<` s
1e b j ` h h l _/sﬀ ﬁﬂﬃ  !"#$ﬁ&%' ﬁﬂ&(') * + ﬁ,ﬃ
+ - !. !/ﬁ ﬁ0ﬃ 1ﬃ  !/ﬁ2-1 s ~7`
v




q {e.~i ] } e q .b ^/e 4/e q65 s
  .] h h i _b q78	9.] h h i _b q:zs<;=$ﬃ >@?') ﬁ') *  ) * + ﬁ1
Aﬁ  ﬃ CBﬁ ﬃ ,D- $ﬀBE* %' ﬁﬂ=Fﬃ G * + ﬁ1
H:ﬃ !ﬃ $,ﬃ $+ * ﬃ  s  _[5\ ]k ` ` f i _ybI J j 
3
_ _ce hK;` ` j i _y ]
m3
{q ^^ s 5  J'L 5 65 s
5 8s
  .] h h i _b qM	0.] h h i _b qNzsNO:ﬃ ﬁ,P , * Q ﬃ $
?') ﬁ') *  ) * + ﬁ1 R=- ,ﬃ 1  S -CTﬀﬁ') . ﬁ11 ﬁ$ %'. ﬁ %'ﬃ
!/ﬁ  * $ %5s[6/s U-sj ` b i b s University ]
m
[6` _ _b rh
v
e _i e sM5 s http://xxx.lanl.gov/ 
find/ cmp-lg. 
  Ve h i k i eWﬃ )Kﬁ1 q 	CVe h i k i eX+e \ ]qt s q  s




sV` h uc /sDH:* + + * - $ﬁ * -&,ﬃ
!/ﬁ')  - $ﬃ  ,ﬃEﬂ&ﬁ$ﬃ Z - * $') (+ ) * + -!/ﬁ ﬁ
ﬁ$(1 *  *  [,ﬃ\) ﬃ G) - ﬃ $]ﬃ  !/ﬁ2-1 s ~7`
v
i b j e
[5\ ]k ` b e a'i ` _ j ]+f`1h ` _yce } `._e j c\ e h q
^+]s _Iq t6[ {C^'q`.b ^/e 4/e qz^^ sK5 65 L 5 8s
t/` ^j i ` a+u\ `f`5 s
  Ve h i k i eﬃ )@ﬁ1 q _aa65 	CVe h i k i eX+e \ ]qt s q  s




sbV` h uc /s Obtención 
semiautomática de patrones de manejo para 
el lenguaje español. Segundo Taller 
Internacional de Procesamiento 
Computacional del Español y Tecnologías 
del Lenguaje, por aparecer.
  V` h uc q 	]V` h uc q
3
s[c6s[Fﬃ G * + ﬁ1 d
 e$') ﬁ+ ) * + dﬁ$,D ﬃ S ﬃ  ﬃ $+ * ﬁ1,*  ﬁﬂf* %'. ﬁ') * - $
. * $ %gﬁg ﬃ ﬂ&ﬁ$') * +$ﬃ ) >E- h,* + ) * - $ﬁ e5s
i6` k  _i k e h\ ` ^] \ j s  1q  [6^'q65 
  ;e y` \ a-e _qj 	';e y` \ a-e _q U-s zs
?') ﬁ') *  ) * + ﬁ1k,ﬃ + *  * - $P l ﬃ ﬃCR=- ,ﬃ 1  S -
Aﬁ  * $ %5s  _[5\ ]k ` ` f i _ybII \ f
3
_ _ce h
;` ` j i _y;]
m3
{.sm c _`_8L Ia1e a+u\ i f y` q
;e b b e k cb ` j j b q<n-t
3
q^^ s<_8L _' Iq65 js
 j j ^5n o o ppp s h e _h s y]
v
o ^/b o k a+^'L h y o j a JaIa
 
[Mel’cuk, 88] Mel’cuk, I. A. Dependency 
Syntax: Theory and Practice. State 
University of New York Press. Albany 
  ~i ye c9ﬃ )ﬁ1 q	/~i ye cqV+s q
3
j b ` \ i e b q m s e _f
3
yi \ \ ` qpqr- ﬂf* $* $ %s#$ . !ﬃ  Q *  ﬃ ,
Fﬃ G * + ﬁ1 tﬀ$- >E1 ﬃ , %'ﬃCR=ﬃ ) u- , S -&v&- ,
?ﬃ $ ﬃH:*  ﬁﬂf* %'. ﬁ') * - $ s  _[5\ ]k ` ` f i _yb]
m
j `wI J x y
3




b b ]k i e j i ] _
m
] \/.] a+^c j e j i ] _e h
{6i _yci b j i k b q ^^ szJ'L jj q65 
 j j ^5n o o ppp s h e _h s y]
v
o ^/b o k a+^'L h y o a Jaa
  t/`  i _`9ﬃ )&ﬁ1 q _	6t/`  i _` qt s q1e \ \ ] h h q m s m s q
3
_e _i e f ] cq t sPe _fi6b c } i i qsm q ;ﬀ.) - ﬂ&ﬁ') * +
Fﬃ ﬁ $* $ %S -?ﬃ ﬂ&ﬁ$') * +r-1 1 -+ ﬁ') * - $ s  _
[5\ ]k ` ` f i _yb]
m
j `<I \ f.] _
m
` \ ` _k `1] _
3
^^h i ` fﬀ^'e j c\ e h {e _yce y`.[5\ ]k ` b b i _yq
i5\ ` _ j ]q  j e h rq ^^ s'5 a JL 55 aq65  _/s
 
[Steele, 90] Steele, J. Meaning – Text Theory. 
Linguistics, Lexicography, and Implications. 
J. Steele (ed.). University of Ottawa press.  
  {7c\ ` j q
 	|{7c\ ` j qgU-sH:*  + -Q ﬃ  e:- S
F* $ %'.*  ) * +}Eﬃ 1 ﬁ') * - $ &# * $ %&Fﬃ G * + ﬁ1
;&) )  ﬁ+ ) * - $ s;[6/s U-s j ` b i b s ;e b b e k cb ` j j b
 _b j i j c j ` ]
m
i6` k  _] h ] y r/s]5 s http:// 
xxx.lanl. gov/ m i _f o k a+^'L h y o  aj aa
