Abstract: Instrumentation defines a sensors network on a process. Hardware sensors indeed allows one to get different information sources that can be often cross-checked to provide reliable data. However, each of these sources of information contains some uncertainties, either due to the hardware sensors measurement principles, to their possible fouling, to the estimated parameters of the models used in software sensors and/or to the specific structures of the software sensors. This paper demonstrates that, in this context, the evidence theory is a very well suited formalism for fault detection and diagnosis. This theory indeed allows one to take into account the exact knowledge supported by each source of information and to combine them in order to detect the occurring faults. Moreover, this combination guarantees the best fault isolability from a practical point-of-view and is suitable for multiple faults occurring at the same time. Finally, the evidence theory is a highly modular formalism since new information sources can be very easily added and old ones can be removed. Validation is performed using real-life experiments from a 1 m 3 anaerobic digestion fixed bed process used applied to the treatment of winery wastewaters.
INTRODUCTION
In order to take the best decisions, monitoring and control systems require reliable information about the supervised process. However, errors on sensors or actuators can occur from time to time and because some of these instruments are involved in closed-loop control schemes, these faults can cause large deviations of the process from its normal state. To guaranty a safe and optimal functioning of the overall system, it is thus mandatory to detect and diagnose any problem that could occur on the sensors (Dempf and List, 1998) .
Signal processing methods provide useful tools to detect major faults like sensor breakdowns. But drifts or small deviations of the sensors signals require detection ability that monovariate analysis cannot always provide. On the other end, multivariate methods (e.g., pattern recognition methods and analytical methods) will detect and isolate faults by exhibiting changes in the relations between variables.
Pattern recognition methods are based on historical knowledge of the supervised process. More specifically, a feature extractor exhibits the effects of an event on the data and a feature classifier attributes this pattern to a class whose known patterns have similar magnitudes. (Akbaryan and Bishnoi, 2001) . Among pattern recognition methods, Principal Component Analysis (PCA) is one of the most popular. It allows one to define a lower dimensional space where regions can be linked to particular faults (see for example (Rosen, 2001; Lennox, 2002) and related references). Other statistical dimensionality reduction techniques can also be used (see for example (Chiang et al., 2000) ). PCA-based fault detection is easy to perform even though fault isolation is not guaranteed. Nevertheless, all possible faults must have been previously collected to provide accurate diagnosis. Last but not least, some difficulties to apply PCA techniques can be met due to the implicit statistical hypothesis that the future "normal" behaviours will be similar to past "normal" behaviours (MacGregor et al., 1994; Wang et al., 2002) . Therefore, the PCA based approach is unidirectional, i.e., it can detect the abnormal behaviour of the process but cannot find out the root cause of a specific process malfunction in a straightforward manner.
Analytical methods generalize the analysis based on physical redundancy but then, the variables are not measured several times but indirectly estimated using observers -that are also called software sensors. As a consequence, these methods rely on mathematical models describing expected behaviours of the process. By running parity relations (Gertler, 1991) , Kalman filter (Basseville, 1988) or parameter estimation (Isermann, 1984) , it is possible to match redundancy relations. Moreover, analysis of inconsistency between observed and expected behaviours allows one to detect and isolate faults (for more details, see also (Frank et al., 2000) ). However, these approaches require validated models of the monitored process and most of research on the topic address the problem of fault detection in steady-state situations but not in dynamic process data. (Abu-el-zeet et al., 2002) .
From a wider perspective, it should be noticed that whatever the fault signals generation method is, the fault signals have to be combined to perform fault isolation. As a consequenceand to perform an efficient isolation -it is important to manage the uncertainty about values of the residuals and uncertainty about the meaning of the residuals. In addition, because residuals based on analytical redundancy rely on models where parameters are not perfectly known and can change with time, values provided by residual generation methods can be only approximately known. One way to manage this uncertainty is using interval based approaches (see for example (Steyer et al., 2000) ). Every fault detection and isolation technique can be also partial, i.e., some faults are not detected or cannot be isolated from others. An appropriate data reconciliation method (including fault detection, isolation and diagnosis) thus requires to manage explicitly the uncertainty of the fault detection method and to reduce it by merging different sources of information about the sensor's states. Moreover, conflicting information sources should be managed to have robust detection and isolation.
Multisensor analysis techniques are numerous: probabilistic methods, non-parametric methods like the K-nearest neighbours or neural networks, and uncertainty theory such as the possibility theory (Waltz and Llinas, 1990) or evidence theory (Rakar et al., 1999) . In this paper, a highly modular data reconciliation method based on evidence theory is presented. As it will be shown, this method is able to detect and isolate faulty sensors in sensors networks and to processing efficiently the resulting uncertainty.
EVIDENCE THEORY
Evidence theory, first introduced by Dempster and later formalised by Shafer, allows one to manipulate non-necessarily exclusive events and thus to represent explicitly process uncertainty (Shafer, 1976) . The Dempster-Shafer theory has been further developed by (Smets and Kennes, 1994) .
This theory assumes the definition of (i) a frame of discernment Ω consisting of the exhaustive and exclusive hypothesis and (ii) the reference set 2 Ω of all the disjunctions of the elements of Ω. In the evidence theory, a basic belief assignment (bba) is an elementary mass function m: 2
Such a function is a distribution of a unit mass of evidence among all the elements of 2 Ω . In the evidence theory, a piece of evidence is distributed between all subsets of Ω rather than between the elements of Ω as it is the case in the probability theory. The elements of 2 Ω whose mass is non-zero are called focal elements of m. In absence of disjunction as focal element, mass of singletons can be understood as probabilities. As a consequence, a bba represents the exact knowledge of an information source and there is no hypothesis to make when two situations or events cannot be distinguished.
A bba is also characterised by two functions: the credibility noted Cr and the plausibility noted Pl. The credibility in a subset A is the sum of all pieces of evidence that support A and the plausibility of A the sum of pieces of evidence not supporting ¬A. The interval [Cr(A) Pl(A)] can thus be considered as bounds of the unknown probability of A.
Based on these definitions, combination operators can be defined. For example, it is possible to build a unique elementary mass function m from two elementary mass functions m 1 and m 2 , arising from two distinct and independent sources but defined on the same set, such that m = m 1 ⊕ m 2 where ⊕ denotes the combination operator.
Moreover, in practice, it is possible to have sources of information whose frames of discernment Ω and Ω' are different but compatible. To combine and merge these sources, relationships between the frames of discernment have to be defined. To this end, two operations -refinement and coarsening -express the correspondences in the form of compatibility rules. In fact, a refinement associates a set of compatible elements of Ω' to an element of Ω and a coarsening is the antagonist relation. In the following, we will focus on fault detection and diagnosis of a sensors network but more details about the evidence theory and application to the overall state detection of an anaerobic digestion process can be found in (Lardon et al., 2004) .
FUSION OF AVAILABLE KNOWLEDGE ABOUT A SENSOR NETWORK
The aim of sensors diagnosis is to detect and isolate as early as possible a faulty sensor. This means to produce for each sensor S i a belief assignment defined on the set Ω i = {OK i , KO i } where OK i means "no problem with the sensor i" and KO i , "the sensor i is faulty".
From a general perspective, if two measurements of the same variable are not equal, then at least one sensor is faulty. However, with only one redundancy, it is impossible to precisely isolate the fault, whatever the used method is. Multivariable sensors network is thus assumed in the following. In addition, a value provided by a sensor is declared reliable if it does not violate any relationship with other sensors. The simplest relationship is the physical redundancy which directly links two values provided by two sensors measuring the same variable in the same place.
The bba corresponding to the redundancy between two sensors S 1 and S 2 providing respectively values V 1 and V 2 of the same variable can be defined as a function m 1,2 on the set Ω 1,2 which is the Cartesian product of Ω 1 and For example d(V 1 ,V 2 ) could be obtained using analytical model based residual generation methods (Frank, 1990; Gertler, 1991; Frank et al., 2000) or multivariate statistical methods (Rosen, 2001) . Doing this with each relation, a set of belief functions is defined on the different frames of discernment related to the overall studied system. The projection of a belief assignment defined on a set Ω i into a set Ω = Ω i × Ω j is a particular case of a refinement. The following rule of correspondence ψ shows how elements of the initial target reference set 2
Ωi are expressed in the target reference set 2 Applying this relation to the Cartesian product of all distinct frames of discernment of each input (i.e., Ω=Ω 1 × Ω 2 × … × Ω n if there is n inputs), it is possible to refine all available belief functions into a common reference set and to merge them to produce a unique belief structure that, in addition, is able to indicate the conflict between information sources.
From this function, it is possible to produce belief assignments defined on several monodimensional reference set corresponding to each frame of discernment Ω i . This is done using the following rule of correspondence χ based on the projection p Ω→Ωj of Ω on Ω j ( ) 
Because the combination operation performs all intersections between focal elements of each refined belief assignment, it guarantees that all possible cross-checks have been done. Moreover, it will produce unreduced disjunction for sensors where no cross-check has been found. Another key-point of this method is its modularity: since the cross-check between information sources is expressed only declaring the reference set of the corresponding belief assignments, it is very easy to add new information sources or new sensors without affecting already defined functions.
APPLICATION TO AN ANAEROBIC DIGESTION PROCESS
The described method has been applied to the diagnosis of a 1 m 3 anaerobic digestion fixed bed reactor used for the treatment of industrial distillery wastewater. The process is fully instrumented (Steyer et al., 2002a) . Classical on-line instrumentation (i.e., pH, temperature, liquid and biogas flowrates, biogas composition in terms of CH 4 , CO 2 and H 2 ) together with the following advanced sensors are available:
• a TOCmeter (Zellweger Inc.,) providing measurements on total organic carbon (toc),
• a home-made titrimetric sensor (titri) for the measurements of partial and total alkalinity (pa and ta), volatile fatty acids (vfa) and bicarbonate (bic) in the liquid phase (Bouvier et al., 2002) , • a modified mid infra-red spectrometer (spectro) for the redundant measurements of pa, ta, vfa, toc and dissolved carbon dioxide co 2 d. (Steyer et al., 2002b) This hardware redundancy provides us with fault residuals to be applied in r 1 to r 4 relationships in Figure 1 . However, it is not mandatory to have a very well instrumented process to apply the evidence theory and hardware redundancies can be easily replaced by analytical redundancies. For example, an algebraic model based on acid-base and on liquid-gas equilibrium allows one to compute the bicarbonate concentration (bic) from the pH, the biogas composition and the gas flow-rate. The molar CO 2 gas flow-rate q C being given by Henry's law:
where k La is the transfer coefficient and K H the Henry constant, [CO 2 ] the dissolved CO 2 concentration, P T the total pressure, and p C the ratio of CO 2 in the gas phase. A measure of q C is also provided by:
where V m and V dig are respectively the molar volume and the digester volume and Q gas the produced biogas flow-rate. Finally, an evaluation of the dissolved CO 2 concentration is obtained by combining the relations (5) and (6) (7) where K a the acidity constant of CO 2 /bicarbonate. Applying these algebraic redundancies, the r 5 residual is obtained for dissolved CO 2 in Figure 1 and r 6 and r 7 for bicarbonate (i.e., bic). Finally, dynamical relationships can also be used. For example, alkalinity being the sum of all the cations and electro-neutrality being guaranteed, we obtain:
where Z is the total alkalinity in the reactor, Z in the alkalinity in the input wastewater and D, the dilution rate. By integrating this relationship between (t-T) and t, we obtain: 
In our process, the term Z is measured on-line by the titrimetric sensor and the IRTF spectrometer. However, alkalinity in the input is more difficult to characterise precisely. 
If this relation is not true, either the assumption on the input or on the alkalinity measurement is wrong. The residual built from this relation is the distance d between the computed value of β and the nearest authorised bound (i.e., 0 or 1) as shown by the first belief structure m in (12). But in case of small deviations, measurements can be wrong and still verify the relation. In other terms, the detection power of the relation is low when the size of the interval is large. This risk of non detection can thus be handled through the weakening of the belief structure m with a coefficient α linked to the size of the interval. The structure m' is then obtained: 
The checking of this relation leads to residuals quoted r 8 et r 9 in Figure 1 . The same method can be used to check the mass balance of COD in the digester. As expressed by relation (13) this mass balance links the incoming COD noted COD in , the COD in the digester COD, and the methane flow-rate q CH4 .
( )
where γ is the COD equivalent of 1 mole of CH 4 . Using the same methodology than in the previous section, we obtain: 
RESULTS AND DISCUSSION
In the following, the diagnosis method has been validated using a data set of 15 days, with a serie of on-line measurements every 30 minutes (See Figure 2) . During this 2 week period, dynamical changes were imposed on the process through qIn, the feed flow rate, while the input concentrations (i.e., COD in and Z in ) were supposed to be constant. However, no measurements were performed on these variables so COD in and Z in are considered as unknown. Moreover, several faults occurred on different on-line sensors: (i) on the pH probe between days 9 and 11, (ii) on the titrimetric sensor between days 0 and 3, 5 and 7, 10 and 12, (iii) on the infrared spectrometer between days 8 and 10, (iv) on the gas flowmeter between days 14 and 15 and (v) on the TOCmeter between days 6 and 6.5, 12 and 13.5. These faults are depicted in Figure 3 after an expert analysis of the data curves. In comparison, Figure 4 shows the on-line evolution of the bba for each sensor. We can notice that for each fault except for qGas, the belief in the OK state decreases and those of KO or doubt (i.e., {OK ∪ KO}) increase. Moreover, when there is no uncertainty in the information sources nor conflict between residuals, the belief in the KO state is maximal (see for example the toc belief between days 6 and 6.5 and the titri belief between days 10 and 11) while, if the fault detectability is poor or if the residuals are in conflict, the doubt is maximal (see the belief of pH between 10 and 11). In addition, due to the structure and the order of the combinations, more doubt is sometimes assumed on the related variables compared to the original fault (see for example the belief in pH and titri between days 0 and 3). Finally, when a fault is present, even though it is correctly detected, some doubt arises on the related variables (see for example qGas, toc, COD in and Z in when a fault is present on spectro between days 8 and 10). However, this situation is normal since, in this case, the fault detectability on these variables is low or null.
Additional information can be withdrawn from these curves. Indeed, the evidence theory is one of the very few diagnosis approaches that allows one to detect explicitly conflicts in the measurements signals. As a consequence, one can easily imagine that, in case of persisting doubt, the supervisory software should call an expert (if present on site) or a telemonitoring control centre (in case the expert on site is unavailable). Also, such an analysis of the sensors network can invalidate the assumptions made on the influent composition (see the beliefs on COD in and Z in between days 8 and 13 in Figure 4) . The person in charge of the process has here an indication on the needed manual analysis to perform for better characterisation of the wastewater to be treated. These two aspects are key requirements for telemonitoring issues as detailed in (Lardon et al., 2002) . 
CONCLUSION
The presented methodology offers a generic and modular framework for fault detection and isolation in sensors networks. Compared to other approaches, this method presents several interests: (i) no threshold is needed on fault signals, (ii) new relations can be very easily added without affecting the already available relations, (iii) the maximum of available information is exploited but if the information structure does not allow one to reach complete isolation, the conclusion will be a total uncertainty for this sensor state and (iv) fault signals generation methods based on more complex relations can be added within the isolation procedure. Nevertheless, some drawbacks should be noticed. For large sensors networks, the combination method can be indeed heavy with respect to computing. If possible, it is then necessary to work with intermediate blocs of sensors. Finally, the combination method needs to be optimised in order to be robust to high conflict levels and to high number of relations. These aspects are presently under study looking at hierarchical and structured organisations of the combinations with application to the diagnosis of a sewer system.
