Most hyper-ellipsoidal clustering (HEC) approaches use the Mahalanobis distance as a distance metric. It has been proven that HEC, under this condition, cannot be realized since the cost function of partitional clustering is a constant. We demonstrate that HEC with a modified Gaussian kernel metric can be interpreted as a problem of finding condensed ellipsoidal clusters (with respect to the volumes and densities of the clusters) and propose a practical HEC algorithm that is able to efficiently handle clusters that are ellipsoidal in shape and that are of different size and density. We then try to refine the HEC algorithm by utilizing ellipsoids defined on the kernel feature space to deal with more complex-shaped clusters. The proposed methods lead to a significant improvement in the clustering results over K-means algorithm, fuzzy Cmeans algorithm, GMM-EM algorithm, and HEC algorithm based on minimum-volume ellipsoids using Mahalanobis distance.
I. Introduction
With the growing popularity of clustering techniques in machine learning, pattern recognition, computer vision, and data mining a number of clustering algorithms have been extensively studied over several decades. An optimal clustering algorithm that can deal with all cases does not currently exist. Despite numerous research efforts, data clustering remains a difficult and challenging problem [1] - [2] .
The ideal objective function for clustering, aims to maximize the similarity of data points within clusters and to minimize the similarity of data points between clusters. It is difficult to find a feasible object function of clustering that meets the ideal criteria [1] - [2] . The most commonly used criterion for clustering is to minimize the sum of the Euclidean distances of data points within a cluster, for example, as in the case of Kmeans clustering. The clustering algorithms based on Euclidean metric have a tendency to divide the data points into clusters of equal size, equal density, and spherical shapes. This tendency has the drawback of splitting large and elongated clusters under certain circumstances, and the cluster allocation may change significantly with linear transformations of the data space. Real-world data often exhibits a mixture of Gaussian distribution (that is, ellipsoidal or complex shapes).
To resolve the aforementioned problems, numerous hyperellipsoidal clustering (HEC) algorithms have been proposed [3] - [11] . These approaches generally employ the Mahalanobis distance as a distance metric to create ellipsoidal clusters, however, there are several problems in using it. Firstly, it is difficult to directly compute the covariance matrix in the Mahalanobis distance because of the expensive computational complexity, and secondly, it may be singular when clusters include a small number of data points. To deal with these Data Clustering Method Using a Modified Gaussian Kernel Metric and Kernel PCA Hansung Lee, Jang-Hee Yoo, and Daihee Park  difficulties, HEC algorithms based on the modified Mahalanobis distance and with a pseudo-covariance matrix have been proposed [3] - [5] . The time complexity of these methods is still expensive. On the other hand, HEC approaches that approximate the volume of clusters-that is, find minimum-volume ellipsoids (MVE) instead of the covariance matrix-have been presented to alleviate the problems in computing the covariance matrix [8] - [11] . Most of the related methods use the Mahalanobis distance as a distance metric. However, it has been proven that an ellipsoidal clustering cannot be obtained and that the cost function of partitional clustering cannot limit the size of the clusters and relations among the clusters if the Mahalanobis distance is directly applied to the clustering [7] . Furthermore, the HEC algorithms based on MVE work well on clusters of equal density, because these methods do not consider the density of each cluster.
The primary goal of this paper is to realize an ellipsoidal clustering and to provide practical implementations of an HEC algorithm. First, we recast a partitional clustering algorithm with the modified Gaussian kernel metric, as a problem of finding condensed clusters with respect to the volumes and densities of clusters. We then propose practical HEC algorithms based on the approximation of MVE with the modified Gaussian kernel metric, which are able to efficiently deal with clusters that are ellipsoidal in shape and that are of different size and density. We next attempt to enhance the capability of the HEC algorithms by mapping ellipsoids on the kernel feature space to handle nonlinear and elongated clusters. Experimental results show that the proposed methods lead to a significant improvement in the clustering results over K-means algorithm, fuzzy C-means algorithm, GMM-EM algorithm, and MVE-based clustering algorithms with Mahalanobis distance.
The rest of this paper is organized as follows. In section II, we provide the problem definition and theoretical explanation. In section III, we then propose the HEC algorithm based on the approximation of MVE with the modified Gaussian kernel metric and its extended algorithm on the kernel feature map, which is able to find more complex cluster shapes. Experimental results and discussions are then provided in section IV. Finally, some concluding remarks are given in section V.
II. Problem Definition
Given a set of n data points in a d-dimensional space,
x  the objective of a partitional clustering is then to determine an assignment of the partition matrix,  P   { | 0,1 ;
where C is the number of clusters generally determined by the user. If data point x i is assigned to the kth cluster P ik = 1; otherwise P ik = 0. For a unique assignment,
should be satisfied. The cost function for the partitional clustering can be defined as 1 1 ( ) ( , ),
where D(x i , m k ) is a distance metric between the input pattern x i and the mean vector of kth cluster m k .
To create ellipsoidal clusters, HEC algorithms generally adopt the Mahalanobis distance. However, the cost function of partitional clustering is constant under this condition [7] .
For realizing ellipsoidal clustering, we employ the modified Gaussian kernel as the distance metric:
where m k and Q k are the mean vector and covariance matrix of the kth cluster, respectively. The variable [0, 1]   controls the weight of the first and second terms of the modified Gaussian kernel. Note that the first term of (3) represents the Mahalanobis distance and that the second term is proportional to the volume of the kth ellipsoidal cluster, which is represented by the covariance matrix Q k . The clustering cost function with the modified Gaussian kernel can be written as
The necessary condition for the optimality of E C (P), ( ) 0,
the centers of the clusters allocated by minimizing the clustering cost function of (4) can be represented as
where m k indicates C means (for k = 1, 2,…, C, with C being the number of clusters) and its covariance matrix
Proof: By Theorem 1 in [7] and Theorem 1 in [4] , we
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If the modified Gaussian kernel (3) is used as the distance metric in the clustering cost function (2), then
where k i k i n P   is the number of data points assigned to the kth cluster.
Proof: From Lemma 1, we have
The cost function can then be expressed as
where , d, n, and C are all constants with respect to variable k and therefore
Remarks: Note that the problem of minimizing the cost function (7) is equivalent to minimizing the weighted sum of the cluster volumes
The weight value of each cluster is defined as the number of data points that belong to it. This can be intuitively interpreted as allocating data points to one of the clusters, such that its compactness and density is maximized. In other words, the problem is one of finding condensed clusters with respect to the volumes and densities of clusters.
III. Ellipsoidal and Complex-Shaped Clustering
In this section, we propose two HEC algorithms that attempt to minimize the weighted sum of the cluster volumes: i) K-HEC-an iterative HEC algorithm using the modified Gaussian kernel and MVE approximation, which allocates the data points into a specified number of clusters of ellipsoidal shape and ii) EK-HEC-an extended iterative HEC algorithm that improves the capability of the K-HEC by utilizing ellipsoids defined on the kernel feature space to deal with more complex-shaped clusters.
K-HEC Algorithm
The K-HEC algorithm starts with an initial clustering into C clusters and iteratively finds the improved assignment of the partition matrix, such that the weighted sum of volumes of clusters is decreasing and until there is no further possible improvement. It is a modification of the K-means algorithm, which combines the modified Gaussian kernel and MVE approximation. Finding the optimal minimum-volume covering ellipsoid is the core step of the MVE-based HEC algorithm. Due to the combinatorial nature of the clustering problem, the computational complexity of the MVE is critical. Given a set of n data points in a d-dimensional space
, computing the MVE enclosing a set of data points is defined as a maxdet problem [10] - [12] , and it is a difficult problem to solve directly. 
Herein, we use three practical approximation approaches for finding the MVE. First, we derive the convex optimization problem of (9) from the Löwner-John ellipsoid [12] , which can be interpreted geometrically as minimizing the volume of the ellipsoid. 
Second, we solve the convex optimization problem of (10) by approximating the object function with the sum of the eigenvalues of matrix Q [9] , [12] . 1 
Minimize
Trace ( ), subject to 0
Third, we employ a fast-approximation algorithm for finding MVE using Khachiyan's algorithm [13] - [15] .
u is the dual variable, and U = diag(u). The K-HEC algorithm is described as follows.
Output: The partition matrix P.
Step 1: Fix the number of clusters, C. Randomly select C data points, and set these as the centers of clusters, m k .
Step 2: Initially determine the assignment of the partition matrix P, using the Euclidean distance measure with m k . 
Step 3: Compute new centers of clusters and the number of data points belonging to the clusters.
, .
Step 4: Compute the pseudo-covariance matrix Q k , using the MVE approximation algorithm.
Step 5: Determine the new assignment of the partition matrix P, using the modified Gaussian kernel measure (3) 
Step 6: If there are no changes to the partition matrix P, then STOP. Otherwise, repeat Step 3 through Step 5.
EK-HEC Algorithm
Most partitional clustering algorithms do not work well on a dataset with a nonlinear and elongated structure. To overcome this difficulty, spectral clustering algorithms have been proposed [16] , and there is ongoing research into kernel methods [17] - [19] . To perform clustering on a dataset with more complex-shaped clusters-that is, a nonlinear and elongated structure-we employ one of the kernel tricks-a kernel principal component analysis (KPCA). Using integral operator kernel functions, we can efficiently compute the principal components in high-dimensional feature spaces, which are related to the input space based on a nonlinear map [17] , [18] . The KPCA can be summarized as follows [17] , [18] : Given a set of n data points mapped onto a feature space
x  the covariance matrix in a kernel feature space is defined as
We then have
where λ 0  is the eigenvalue, and V is the eigenvector 1 ( ).
The eigenvector V lies in the span of
By defining the n×n kernel matrix K, as
where  denotes the column vector with entries 1 ,  2 , , n    . To find the solutions of (14), we solve the eigenvalue problem
for nonzero eigenvalues. The solutions  k , belonging to nonzero eigenvalues, are normalized by requiring that the corresponding eigenvectors in a feature space be normalizedthat is, ( ) 1.
where k (x, y) is the kernel function. We use the radial basis
as the kernel function.
The EK-HEC algorithm performs the K-HEC algorithm in a kernel feature space. The EK-HEC algorithm is described as follows.
Algorithm 2. EK-HEC algorithm
Input: Given a set of n data points in a d-dimensional space,
Step 1: Compute kernel matrix K. ( ) ( ( ); , 1,2, ., . )
. . ,
Step 2: Find a solution  of the eigenvalue problem
Step 3: Using the solutions  k , belonging to nonzero eigenvalues, compute projections of the image of data points, ( ),
Step 4: Fix the number of clusters C. Randomly select C data points in a feature space and set these as the centers of clusters,
Step 5: Initially determine the assignment of the partition matrix P, using the Euclidean distance measure with k  m .
Euc Euc , 1, 2,..., and . 0, oth
erwise.
Step 6: Compute new centers of clusters and the number of data points belonging to the clusters , .
Step 7: Compute the pseudo-covariance matrix , k Q  using the MVE approximation algorithm.
Step 8: Determine a new assignment of the partition matrix P, using the modified Gaussian kernel measure (3) 
ik P  Step 9: If there are no changes in partition matrix P, then STOP.
Otherwise, repeat Steps 6 through Step 8.
IV. Experimental Results
To validate the proposed HEC algorithms, we conducted experiments on synthetic and benchmark datasets. The experiments described in this paper were conducted on a PC with an Intel(R) Xeon(R) CPU W5590 @ 3.33 GHZ, and all algorithms were realized using Matlab with CVX [20] , [21] and LMI Toolbox. We employed the misclassification rate (MCR) [6] and the normalized mutual information (NMI) [6] , [16] , [22] as performance evaluation measurements. The MCR can be computed by dividing the number of data points that are not in a correct cluster by the total number of data points in the dataset. Given two random variables, X and Y, the NMI can be formulated as follows [6] , [16] :
where I(X, Y) is the mutual information and H(X) is the entropy of X.
Synthetic Dataset
To compare the performance of the MVE approximation algorithms, a dataset with a Gaussian distribution was used in the experiments. The dataset consists of 1,000 data points in a 2-dimensional space, which is generated using the multivariate Gaussian function in Matlab.
We first estimated the execution time for approximating the MVE, as shown in Table 1 . Moshtagh's method of (11), based on Khachiyan's algorithm, was the fastest. The boundaries of the approximated MVE are illustrated in Fig. 1 , computed using (5). As shown in Fig. 1 , the pseudo-covariance matrices, Q are well approximated using all methods. Although the computation time of (9) is much faster than that of (8) T ). The decision boundaries of (9) and (11) are quite similar compared to the results of (10) . The MVE approximated by (10) has the pseudo-covariance To illustrate the efficacy of the proposed method, three synthetic datasets were used in the experiments. The detailed characteristics of the synthetic datasets are given in Table 2 . The first dataset shows the capability of the K-HEC algorithm, which is able to deal with clusters of different size, different density, and ellipsoidal shapes. This dataset contains a small ball-shaped cluster and an elongated cluster in the shape of an ellipse. The clustering results of the K-HEC with three different MVE approximation methods (9)- (11) , are the same on dataset 1; the rest -that is, (9) and (10) -are omitted. The clustering results for dataset 1 are depicted in Fig. 2 .
As shown in Fig. 2 , the proposed K-HEC algorithm can separate the two clusters well, but the other methods fail to find correct clusters in dataset 1. As we mentioned in the introduction, the K-means algorithm performs well for clusters of equal size, equal density, and spherical shapes. Although the HEC algorithm with Mahalanobis distance divides data points into clusters of different size and ellipsoidal shapes, it fails to find the correct clusters when two clusters are close together. In the case of two clusters that are far enough apart, the algorithm is able to find the correct clusters. The proposed K-HEC algorithm can control the clustering results by adjusting the
which controls the weight of the first and second terms of the modified Gaussian kernel. This experiment shows that the K-HEC algorithm -which minimizes the weighted sum of volumes of clusters -allocates data points into clusters such that its compactness and density are maximized and consequently finds condensed clusters with respect to the volumes and densities of the clusters.
The second and third datasets were generated to validate the capability of the EK-HEC algorithm, which is designed for and specializes in handling geometrically complex-shaped clusters, Figure 3 illustrates the clustering results on dataset 2, which consists of a cluster with Gaussian distribution and a cluster with a banana shape. The first four methods show similar results, except for one data point. Note that the decision boundaries of clusters determined by each algorithm are quite different, although the clustering results are similar. The K-HEC algorithm with Moshtagh's MVE approximation creates the most separable decision boundaries compared to the others. This implies that, in this case, the Moshtagh's MVE approximation finds a more compact ellipsoid than the linear matrix inequality (LMI)-based MVE approximation. The HEC algorithm with a Mahalanobis distance and the K-HEC algorithm with LMI have overlapped decision boundaries. The EK-HEC algorithm is able to find the correct clusters as expected and only one data point is clustered incorrectly. The the Mahalanobis distance fails to allocate data points into two clusters. The drawback of the HEC with Mahalanobis distance is that it may produce empty clusters if all data points in a cluster are reassigned to others, thereby, reducing the number of clusters; such as in the K-means algorithm [10] . The K-HEC algorithm based on Moshtagh's method creates more compact decision boundaries than the K-HEC with LMI, as in the experiments on dataset 2. The EK-HEC algorithm finds the correct clusters and few data points are allocated incorrectly. The clustering results of EK-HEC on dataset 3 are given in Fig. 6 . The clustering results in the input and feature spaces are shown in Figs. 6(a) and 6(b), respectively. In this case, the cluster boundaries in the feature space are close to each other and overlap.
As illustrated in Figs. 4 and 6, the EK-HEC algorithm is able to handle complex-shaped data by applying the kernel trickthat is, KPCA. The EK-HEC algorithm is more suitable for applications that deal with complex-shaped datasets, such as geospatial analysis and image segmentations. The experimental results on three synthetic datasets show that the K-HEC algorithm performs well for datasets with clusters of different size, different density, and ellipsoidal shapes and that EK-HEC has the capability to deal with geometrically complex-shaped clusters.
Benchmark Dataset
We conducted the experiments on the five benchmark datasets from UCI data repository [23] to show the general clustering performance of the proposed methods. The descriptions of the benchmark datasets and the values of weight parameter  are presented in Table 3 .
We compared the proposed methods against K-means clustering, fuzzy C-means clustering, GMM-EM algorithm, and the MVE-based HEC algorithm with a Mahalanobis distance. The clustering results on the benchmark datasets are shown in Fig. 7 . The K-HEC algorithm outperforms K-means, 
V. Conclusion
We described a theoretical explanation and proposed the practical implementations of the HEC algorithm based on MVE with a modified Gaussian kernel. First, we showed that the HEC with a modified Gaussian kernel metric can be formulated as the problem of finding condensed clusters with respect to their volume and density. Second, we proposed a practical HEC algorithm, namely, K-HEC, which is able to handle clusters of different size, different density, and ellipsoidal shapes. Third, we enhanced the capability of the K-HEC algorithms-namely, EK-HEC-by utilizing ellipsoids defined on the kernel feature space, which is able to deal with geometrically complex-shaped clusters-that is, a nonlinear and elongated structure. The experimental results showed that the K-HEC algorithm can effectively separate the clusters by creating compact boundaries of clusters. Unlike other methods, EK-HEC can work on nonlinear and elongated structures, as can be seen from the experiments. In our experiments, the http://dx.doi.org/10.4218/etrij.14.0113.0553
proposed approaches outperformed the K-means algorithm, fuzzy C-means algorithm, GMM-EM algorithm, and MVEbased HEC algorithm with a Mahalanobis distance.
