In this paper, we discuss quasidense multifunctions from a Banach space into its dual, and use the two sum theorems proved in a previous paper to give various characterizations of quasidensity. We investigate the Fitzpatrick extension of such a multifunction. We prove that, for closed monotone multifunctions, quasidensity implies type (FPV) and strong maximality, and that quasidensity is equivalent to type (FP).
Introduction
This is a sequel to the paper [23] , in which we introduced the concepts of Banach SN space, L-positive set, r L -density and Fitzpatrick extension. In this paper we suppose that E is a nonzero real Banach space with dual E * , and we apply some of the results of [23] to the Banach SN space E × E * . In this case, Lpositive means the same as monotone and we use the word quasidense to stand for r L -dense.
In Section 2, we introduce some general Banach space notation, and give the concepts and results from [23] that we shall use. Let S : E ⇒ E * be a multifunction. We define the quasidensity of S in Definition 2.1. We point out in Theorem 2.2 and Example 2.3 that every closed, monotone quasidense multifunction is maximally monotone, but that there exists maximally monotone linear operators that are not quasidense. We define the function ϕ S in Definition 2.4. (ϕ S is the "Fitzpatrick function" of S, which was originally introduced in the Banach space setting in [4, (1988) ], but lay dormant until it was rediscovered by Martínez-Legaz and Théra in [12, (2001) ]. It had been previously considered in the finite-dimensional setting by Krylov in [9] .) In Theorem 2.7, we give a criterion in terms of the Fenchel conjugate, ϕ S * , of ϕ S for a maximally monotone multifunction to be quasidense (other criteria can be found in Theorems 6.1, 6.2 and 8.3). In Theorem 2.14 we prove that the subdifferential of a proper, convex, lower semicontinuous function on E is quasidense (thus generalizing Rockafellar's result, [16, (1970) ]). The rest of Section 2 is devoted to the discussion of two significant examples that will be used in later parts of the paper.
If S : E ⇒ E * is closed, monotone and quasidense then, in Section 3, we define an associated maximally monotone multifunction S F : E * ⇒ E * * , which we call the Fitzpatrick extension of S. S F is defined formally in terms of ϕ S * in Definition 3.1, and we give three characterization of S F in Theorem 7.5 and two in (9.3) and (9.4) . It is observed in Appendix 1, Section 9, that (y * , y * * ) ∈ G(S F ) exactly when (y * * , y * ) is in the Gossez extension of G(S) . Now let f be a proper, convex, lower semicontinuous function on E. We prove in Lemma 3.3 that G (∂f )
F ⊂ G ∂(f * ) . Lemma 3.3 will be used several times in subsequent parts of the paper. In Theorem 3.7, we strengthen Lemma 3.3 and prove that, in fact, (∂f ) F = ∂(f * ). Theorem 3.7 will be used in Theorems 3.8 and 3.9 to characterize the Fitzpatrick extensions of the two examples introduced in Section 2.
In Section 4, we state the Sum theorem with domain constraints and the Sum theorem with range constraints that were established in [23] .
In Section 5, we prove that every closed, monotone quasidense multifunction is of type (FPV). (Type (FPV) was introduced independently by FitzpatrickPhelps and Verona-Verona in [6, p. 65(1995) ] and [26, p. 268(1993) ] under the name of "maximal monotone locally".)
In Section 6, we give two "fuzzy" criteria for quasidensity in which an element of E * is replaced by a nonempty w(E * , E)-compact convex subset of E * , or an element of E is replaced by a nonempty w(E, E * )-compact convex subset of E. We refer the reader to the introduction to Section 6 for more precise details of these results. These two fuzzy criteria are applied in Theorem 6.5 to prove that every closed, monotone quasidense multifunction is strongly maximal in the sense of [17, Theorems 6.1-2, pp. 1386 [17, Theorems 6.1-2, pp. -1387 .
In Section 7, we give sequential characterizations of S F (see Theorem 7.5). In view of Appendix 1, Section 9, Theorem 7.5 actually provides sequential characterizations of the Gossez extension of S.
In Section 8, we prove that a maximally monotone multifunction is quasidense if, and only if, it is of type (FP). (Type (FP) was introduced by FitzpatrickPhelps in [5, Section 3(1992) ] under the name of "locally maximal monotone".)
In Appendix 2, Section 10, we indicate how the results of Section 8 can be obtained without appealing to the results of Section 4, but using instead two results of Rockafellar. There are many classes of maximally monotone multifunctions that we will not discuss in great detail in this paper, they share the common feature that they all require the bidual, E * * , of E for their definition: Type (D) and dense type were introduced by Gossez see Gossez, [8, Lemme 2.1, p. 375(1971)] and Phelps, [14, Section 3(1997) ] for an exposition . Type (NI) was first defined in [18, Definition 10, p. 183(1996) ], and type (ED) was introduced in [19, (1998) 
Proof. We can choose u ∈ E such that h(u) ≤ inf E h + β. The result follows from Lemma 2.9 with α = 1.
Remark 2.11. We note that Corollary 2.10 can be put in the following form: Let h ∈ PCLSC(E) and inf E h > −∞. Then there exists a sequence
Lemma 2.12. Let g : E → ]−∞, ∞] be proper and convex and k : E → R be convex and continuous. Then, for all x ∈ E, ∂(g + k)(x) = ∂g(x) + ∂k(x). Lemma 2.13. Let g ∈ PCLSC(E) and ε > 0. Then there exists (s, s
Proof. It is well known (from a separation theorem in E × E * ) that g dominates a continuous affine function. Thus there exist γ 0 , δ 0 ∈ R such that, for all 
From (2.4),
Theorem 2.14. Let f ∈ PCLSC(E). Then ∂f is closed, monotone and quasidense.
Proof. Let (x, x * ) ∈ E × E * . We apply Lemma 2.13 to the function g := f (· + x) − x * , and the result follows since We now give two simple but significant applications of Theorem 2.14.
Example 2.16. Let K be a nonempty w(E * , E)-compact convex subset of E * . We define the continuous sublinear functional τ K on E by τ K := max ·, K . From Theorem 2.14, ∂τ K is closed, monotone and quasidense.
(2.5)
. To sum up:
Example 2.17. Let K be a nonempty bounded closed convex subset of E and
∂I K is closed, monotone and quasidense. (2.8)
We define the continuous, sublinear functional σ K on E * by σ K := sup K, · . By direct computation, I K * = σ K , and so
It is easy to see that K is w(E * * , E * )-closed, from which
3 The Fitzpatrick extension Let the notation be as in Section 2 and S : E ⇒ E * be closed, monotone and quasidense. From Theorem 2.7, for all (y * , y
It is easily seen that S F is monotone. Then, from Lemma 2.6,
and so S F is, in some sense, an extension of S. We will describe S F as the Fitzpatrick extension of S. (We note that Φ G(S) = ϕ S in [23] .)
Following the notation introduced in [23, Example 7.1, p. 1031], we define the map L :
Lemma 3.2. Let S : E ⇒ E * be closed, monotone and quasidense and
Proof. If (y * , y * * ) ∈ G(S F ) then y * * ∈ R(S F ) ⊂ E, and so there exists x ∈ E such that x = y * * . Thus (y
Proof. Let (x, x * ) ∈ E × E * . Then, from Definition 2.4, the definition of ∂f and the Fenchel-Young inequality,
Consequently, for all (y * , y
The result now follows from (3.1).
Lemma 3.4. Let K be a nonempty w(E * , E)-compact convex subset of E * and y * * ∈ ∂τ K F (y * ). Then y * ∈ K and y * , y * * = sup K, y * * .
Proof. As we observed in Example 2.16, τ K * = I K and so, from Lemma 3.3, y * * ∈ ∂I K (y * ), that is to say I K (y * ) + I K * (y * * ) = y * , y * * . This gives the desired result.
Lemma 3.5. Let K be a nonempty w(E, E * )-compact convex subset of E.
(a) Let y * * ∈ ∂I K F (y * ). Then y * * ∈ K and y * , y * * = sup K, y * .
Proof. (a) As we observed in Example 2.17, I K * = σ K and so, from Lemma 3.3,
which gives (a). (b) is immediate from (a).
Theorem 3.6. Let S : E ⇒ E * be closed, monotone and quasidense. Then
Proof. See [23, Lemma 12.5, p. 1047]. There is also a sketch of a proof in Appendix 1, Section 9.
We end this section by calculating the Fitzpatrick extension of a general subdifferential, as well as computing the Fitzpatrick extensions of the two closed, monotone, quasidense multifunctions introduced in Examples 2.16 and 2.17.
Proof. This is immediate from Lemma 3.3 and Theorem 3.6.
Proof. As we observed in Example 2.16, τ K * = I K and so, from Theorem 3.7,
The result now follows by using the technique of Lemma 3.4.
Proof. As we observed in Example 2.17, I K * = σ K and so, from Theorem 3.7,
The result now follows by using the technique of Lemma 3.5. 
This is equivalent to the result proved in (9.3). There are more characterizations of S F in Theorem 7.5 and (9.4). We do not know if S F : E * ⇒ E * * is necessarily quasidense in the context of Theorem 3.6, but Theorems 3.7 and 2.14 show that if f ∈ PCLSC(E) then (∂f )
F is quasidense. Theorem 3.7 is equivalent to [8, Théorème 3.1, pp. 376-378].
Lemma 3.3 is the "easy half" of Theorem 3.7. Theorem 3.7 and its two consequences, Theorems 3.8 and 3.9, will not be used any more in this paper, while Lemma 3.4 will be used in Theorem 8.3, and Lemma 3.5 will be used in Theorem 6.2. We have separated the proof of Theorem 3.7 into these two parts so that the reader is not obliged to wade through the complexities of the later part of [23] or Appendix 1, Section 9, to understand the logic of the rest of this paper. This raises the issue of finding a simple, direct proof of the inclusion 
Type (FPV)
Definition 5.1. Let S : E ⇒ E * be monotone. We say that S is of type (FPV) or maximally monotone locally if whenever U is an open convex subset of E, 
We can choose s * ∈ S(s) and x * ∈ T (s) such that s * + x * = u * . Since s ∈ D(T ) = K ⊂ U , (5.1) implies that s − w, s * − w * ≥ 0 and, since w ∈ K, (2.9) implies that s, x * = sup K, x * ≥ w, x * . Combining together these two inequalities, we have s − w, u
Thus, taking η arbitrarily small and using the fact that S + T is closed, w * ∈ (S + T )(w), from which there exist s * 0 ∈ S(w) and x * 0 ∈ T (w) such that s * 0 + x * 0 = w * . From (2.9), w, x * 0 = sup K, x * 0 . Since w ∈ int K, x * 0 = 0, from which s * 0 = w * . Thus (w, w * ) = (w, s * 0 ) ∈ G(S), as required. 6 Fuzzy criteria for quasidensity Let S : E ⇒ E * be closed and monotone. From Definition 2.1, S is quasidense if, and only if, for all (w, w * ) ∈ E × E * and η > 0, there exists (s, s * ) ∈ G(S) such that
In Theorem 6.1, we show that this is equivalent to a formally much stronger condition in which w * is replaced by any nonempty w(E * , E)-compact convex subset of E * and, in Theorem 6.2, we show that this is equivalent to a formally much stronger condition in which w is replaced by any nonempty w(E, E * )-compact convex subset of E. Theorem 6.1 and Theorem 6.2 lead to Theorem 6.5, in which we prove that every closed, monotone quasidense multifunction is strongly maximal. (b) For all w ∈ E, nonempty w(E * , E)-compact convex subsets W of E * and η > 0, there exists (s, s * ) ∈ G(S) such that
Proof. First suppose that (a) is true. Let w ∈ E and W be a nonempty w(E * , E)-compact convex subset of E * . We define the multifunction w S : E ⇒ E * so that G( w S) = G(S)−(w, 0), and write T := ∂τ − W . Clearly, w S is closed, monotone and quasidense and, from (2.5) and (2.7) with K := − W , T is closed, monotone and quasidense and D(T ) = E. Theorem 4.1 now implies that w S + T is also closed, monotone and quasidense. Thus, for all η > 0, there exist x ∈ E, s * ∈ w S(x) and x * ∈ T (x) such that
From (2.6), x * ∈ − W and x, x * = max x, − W , and so max x, s * − W = x, s * +x * . Since s * ∈ w S(x), s * ∈ S(x+w). Let s := x+w: then x = s−w and (s, s * ) ∈ G(S). (b) now follows since s * + x * = s * − (−x * ) ≥ dist(s * , W ). Suppose, conversely, that (b) is true. Let (w, w * ) ∈ E × E * and η > 0. Define W := {w * }, and let (s, s * ) be as in (b). Then (b) implies that
Thus S is quasidense, and so (a) is true.
We can think of the next result as a "dual" to Theorem 6.1.
Theorem 6.2 (A criterion for quasidensity in which w becomes fuzzy). Let S : E ⇒ E * be closed and monotone. Then (a)⇐⇒(b). (a) S is quasidense.
(b) For all nonempty w(E, E * )-compact convex subsets W of E, w * ∈ E * and η > 0, there exists (s, s * ) ∈ G(S) such that
Proof. First suppose that (a) is true. Let W be a nonempty w(E, E * )-compact convex subset of E and w * ∈ E * . Clearly, S − w * is closed, monotone and quasidense. Let T := ∂I −W . From (2.8) and (2.11) with K := −W , T is closed, monotone and quasidense and R(T ) = E * . Lemma 3.5(b) and Theorem 4.2 now imply that (S − w * ) T is also closed, monotone and quasidense. Thus, for all η > 0, there exist
From (2.9), x ∈ −W and x, x * = max −W, x * , from which max s − W,
Suppose, conversely, that (b) is true. Let (w, w * ) ∈ E × E * and η > 0. Define W := {w}, and let (s, s * ) be as in (b). Then (b) implies that
Theorem 6.5 below states that a closed, monotone quasidense multifunction is strongly maximal in the sense of [17, Theorems 6.1-2, pp. 1386-1387]. It is worth pointing out that we do not know of a maximally monotone multifunction that is not strongly maximal. The tail operator (see Example 2.3) does not provide an example because it was proved in Bauschke-Simons, [1, Theorem 1.1, pp. 166-167] that if S : D(S) ⊂ E → E * is linear and maximally monotone then S is strongly maximal.
We will use the computational rules contained in Lemmas 6.3 and 6.4 below. T E stands for the norm topology of E and T E * for the norm topology of E * . We note that Lemma 6.3 is true even if S is merely maximally monotone. (See Remark 2.8.) Lemma 6.3. Let S : E ⇒ E * be closed, monotone and quasidense, {(s β , s * β )} be a bounded net of elements of G(S) and (z, z
In both cases, lim β s β − z, z * = 0 and lim β z, s * β − z * = 0. In case (a), we have lim β s β − z = 0 and sup β s * β − z * < ∞. In case (b), we have sup β s β − z < ∞ and lim β s * β − z * = 0. Thus, in both cases, we have lim β s β − z, s * β − z * = 0, and so lim β s β , s * β = z, z * . It now follows from (2.1) that lim β ϕ S (s β , s * β ) = z, z * . Since ϕ S is w(E, E * ) × w(E * , E) lower semicontinuous and (s β , s *
, and another application of (2.1) gives (z, z * ) ∈ G(S).
Lemma 6.4. (a) Let W be a nonempty w(E * , E)-compact subset of E * and {s * α } be a net of elements of E * such that lim α dist(s * α , W ) = 0. Then there exist w * ∈ W and a subnet {s *
* )-compact subset of E and {s * α } be a net of elements of E such that lim α dist(s α , W ) = 0. Then there exist w ∈ W and a subnet {s β } of {s α } such that s β → w in w(E, E * ).
Proof. In case (a), there exists a net {w * α } of elements of W such that
The proof of (b) is similar.
Theorem 6.5 (Quasidensity implies "strong maximality"). Let S : E ⇒ E * be closed, monotone and quasidense. Then, whenever w ∈ E and W is a nonempty w(E * , E)-compact convex subset of E * such that,
then Sw ∩ W = ∅ and, further, whenever W is a nonempty w(E, E * )-compact convex subset of E, w * ∈ E * and,
Proof. Let w ∈ E, W be a nonempty w(E * , E)-compact convex subset of E * , and (6.1) be satisfied. From Theorem 6.1, for all η > 0, there exists (s, s * ) ∈ G(S) such that
Thus there exist a sequence {(s n , s * n )} n≥1 of elements of G(S) such that lim n s n − w = 0 and lim n dist(s * n , W ) = 0. From Lemma 6.4(a), there exist w * ∈ W and a subnet {(s β , s *
Obviously, s β → w in T E and so, from Lemma 6.3(a), (w, w * ) ∈ G(S).
So Sw ∩ W = ∅, as required. Now let W be a nonempty w(E, E * )-compact convex subset of E, w * ∈ E * and (6.2) be satisfied. From Theorem 6.2, for all η > 0, there exists (s, s
Thus there exists a sequence {(s n , s * n )} n≥1 of elements of G(S) such that lim n dist(s n , W ) = 0 and lim n s * n − w * = 0. From Lemma 6.4(b), there exist w ∈ W and a subnet {(s β , s * β )} of {(s n , s * n )} such that s β → w in w(E, E * ). Obviously, s * β → w * in T E * and so, from Lemma 6.3(b), (w, w * ) ∈ G(S). So w * ∈ S(W ), as required.
Sequential characterizatons of the Fitzpatrick extension
The main result of this section, Theorem 7.5, contains three characterizations of the Fitzpatrick extension of a closed, monotone multifunction, two of them in terms of a sequence of elements from its graph. Theorem 7.5 is bootstrapped from Lemma 7.4, which depends on the three preceding lemmas, about which we now make a few comments. [23] . In what follows, we write m i=0 f i for max{f 0 , . . . , f m }.
Lemma 7.1. Let X be a nonzero Banach space, m ≥ 1, f 0 ∈ PCLSC(X) and f 1 , . . . , f m be real, convex, continuous functions on X. Suppose that there exists x * * ∈ E * * such that, for all i = 0, . . . , m, f i * * (x * * ) ≤ 0. Then, for all ε > 0, there exists x ∈ X such that, for all i = 0, . . . , m, f i (x) ≤ ε.
Proof. We first observe that 
Proof. Define the real, continuous convex functions
By direct computation, for all i = 0, . . . , 4, f i * * z * * , 0 ≤ 0 (with equality when i = 1, . . . , 4). The result now follows from Lemma 7.1 with X = E × E * and ε = 1/n 2 .
Proof. It is immediate from (3.1) that (a)⇐⇒(b). It is also immediate from Lemma 7.3 with g := ϕ T * and Theorem 2.7 that (b)=⇒(c). Now suppose that (c) is true. Let S := T − z * . Clearly, S is closed monotone and quasidense. It is also easily seen that ϕ S * * z * * , 0 = 0. From Lemma 7.2 with f 0 = ϕ S , for all n ∈ N, there exists (x n , x * n ) ∈ E × E * such that
Set M := z * * + 1. From (7.5), x n ≤ M . From (7.4) and Definition 2.4,
Combining this with (7.5), we see that
, and so (7.6) gives
Combining (7.7) with (7.5), sup n s n < ∞ and lim n s * n = 0, from which lim n s n , s * n = 0. Now s n , z * = s n − x n , z * + x n , z * and so, from (7.7) and (7.5) again, lim n s n , z
Clearly, lim n t * n − z * = lim n s * n = 0 and lim n t n , t * n = lim n s n , s * n + z * = lim n s n , s * n + lim n s n , z * = z * , z * * . This completes the proof of (d).
Theorem 7.5 (Sequential characterizations of the Fitzpatrick extension). Let S : E ⇒ E * be closed monotone and quasidense and (z * , z * * ) ∈ E * ×E * * . Then the following four conditions are equivalent:
Consequently, w, z
Taking the supremum over (w, w * ), ϕ S * (z * , z * * ) ≤ z * , z * * , and it follows from Theorem 2.7 and (3.1) that (a) is true. 
Proof. Let y * ∈ V ∩ R(T ). Since the segment [0, y * ] is a compact subset of the open set V , we can choose ε > 0 so that K := [0, y * ] + εE * 1 ⊂ V . From (2.7), R(T ) ∩ int R(∂τ K ) = R(T ) ∩ int K ∋ y * . We now define the multifunction P : E ⇒ E * by P (y) := (T F +∂τ K F ) −1 ( y). (2.5) and Theorem 4.2 imply that P is closed and quasidense. Let η > 0. Then there exists (y, z * ) ∈ G(P ) such that From Lemma 7.4, there exists a sequence {(t n , t * n )} n≥1 of elements of G(T ) such that t n , t * n → z * , z * * and t * n − z * → 0 as n → ∞. If n is sufficiently large, t * n ∈ V , and so, from (8.1), t n , t * n ≥ 0. Passing to the limit, z * , z * * ≥ 0. Combining this with (8.2) and (8.3), Taking η arbitrarily small and using the fact that P is closed, we derive that (0, 0) ∈ G(P ). Repeating the argument already used above, we can choose z * * 0 ∈ T F (0) such that 0, 0 ≥ ε 0 − z * * 0 . Thus z * * 0 = 0, from which (0, 0) = (0, z * * 0 ) ∈ G(T F ), and so (3.2) implies that (0, 0) ∈ G(T ).
Definition 8.2. Let S : E ⇒ E * be monotone. We say that S is of type (FP) or locally maximally monotone if whenever U is a convex open subset of E * , U ∩ R(S) = ∅, (w, w * ) ∈ E × U and (s, s * ) ∈ G(S) and s * ∈ U =⇒ s − w, s * − w * ≥ 0, (8.4) then (w, w * ) ∈ G(S). If we take U = E * , we see that every monotone multifunction of type (FP) is maximally monotone. Proof. (a)=⇒(b). Let U be an open convex subset of E * , U ∩ R(S) = ∅, (w, w * ) ∈ E × U and (8.4) be satisfied. It follows easily from Lemma 8.1 with T defined so that G(T ) = G(S) − (w, w * ) and V := U − w * that (w, w * ) ∈ G(S).
(b)=⇒(c). Let S be of type (FP) and inf (s,s * )∈G(S) s * − w * , s − w * * > 0. We choose ε > 0 so that inf (s,s * )∈G(S) s * − w * , s − w * * > ε and define η := ε/(2 w * * + 2). Let y * ∈ R(T ). From Lemma 7.1 with X = E, f 0 := · − w * * and f 1 := y * − y * , w * * so that f 0 * * (w * * ) = f 1 * * (w * * ) = 0 there exists w ∈ E such that w ≤ w * * + 1 and y * , w − w * * ≤ η. (8.5)
Let T : E ⇒ E * be defined so that G(T ) = G(S) − (w, w * ). Then we have (t, t * ) ∈ G(T ) =⇒ t * , t + w − w * * > ε. (8.6) Let U := [0, y * ]+ z * ∈ E * : z * < η}. U is convex and open and U ∩R(T ) = ∅. We now prove that (t, t * ) ∈ G(T ) and t * ∈ U =⇒ t, t * ≥ 0. (8.7)
To this end, let (t, t * ) ∈ G(T ) and t * ∈ U . Then there exists λ ∈ [0, 1] such that t * − λy * < η. Combining this with (8.5) and (8.6), t, t * = t * , t + w − w * * − t * , w − w * * > ε − t * , w − w
