Abstract. We show that the following three statements are equivalent: QPV is conservative over QALV, QALV proves its open induction formulas, and QALV proves P = NC 1 . Here QPV and QALV are rst order theories whose function symbols range over polynomial-time and NC 1 functions, respectively.
Introduction
The motivation for this paper comes from two sources. First, building on a result of Kraj cek , Pudl ak , and Takeuti KPT91], Buss Bus95 ] and Zambella Zam96] independently proved that the bounded arithmetic hierarchy of theories S i 2 collapses if and only if the polynomial time hierarchy provably collapses. We prove that the arithmetic theory QPV of polynomial time functions is conservative over the arithmetic theory QALV of NC 1 functions if and only if P provably collapses to NC 1 . (QPV is called PV 1 in Bus95] .) The second motivation is an attempt to relate the possible collapse of P to NC 1 with the possible p-simulation of extended Frege propositional proof systems by Frege systems.
The theory QPV considered here is a quanti ed version of the author's equational theory PV Coo75] , in which the function symbols represent the polynomial time functions. PV is well-studied CU93, Kra95a] , and in particular Buss Bus86] showed that the theorems of PV are inter-translatable with the b 1 theorems of S 1 2 .
The theory QALV is some analog of QPV for the NC 1 functions; i.e. the functions computable by uniform log depth polynomial size circuit families. By a theorem of Ruzzo Ruz81], the NC 1 functions are the same as the ALOGTIME functions; the functions whose i-th bit relations are computable by alternating Turing machines in log time. There are several possible choices for QALV. The one we select is a quanti ed version of Clote's equational theory ALV 0 Clo93]. Other possibilities could be based on Pitt's quanti er-free theory T 1 Pit96], or Arai's rst-order theory AID Ara91] . It may turn out that all these theories are essentially equivalent, but so far this is an unproven conjecture.
QPV proof involves polynomial time concepts which may not be in NC 1 , these extended Frege proofs are uniform and can be described by NC 1 functions, and there existence can be proved in AID. By assumption 3, AID proves that these tautologies have polynomial size Frege proofs. Since AID proves the soundness of Frege systems, AID proves A.
It would be very interesting to show that a fourth statement is equivalent to the above three: AID proves that P = NC 1 . However by Theorem 7 below this would be the same (assuming that AID and QALV are equivalent theories: see above) as showing that b 1 -conservativity of QPV over AID is equivalent to b 1 -conservativity. Although in general the b 1 -conservativity of theories is not the same as b 1 conservativity, it seems a plausible conjecture in this case. The hard part of the proof of our main theorem (Theorem 7) is showing that if QALV proves its open induction formulas, then P = NC 1 , and this equality is provable in QALV. At a high level, our proof resembles Buss's Bus95] proof that if S 1 2 (PV) = QPV, then the polynomial hierarchy collapses. Buss's proof is based on the KPT witnessing theorem KPT91], applied to a 898 formula. Our proof is based on a simpler traditional witnessing theorem, applied to a 89 formula (induction).
2. The theories QPV and QALV 2.1. The equational theories. We start by presenting an outline of the equational theory PV following CU93]. The function symbols of PV stand for polynomial time computable functions (members of FP), and every such function is represented by in nitely many function symbols. The function symbols are introduced in a manner based on Cobham's Cob65] characterization of FP as the least class including certain initial functions and closed under composition and bounded recursion on notation.
In more detail, the initial function symbols of PV are 0, s 0 , s 1 , parity, tr, cond, pad, trunc, and #. The intended interpretations of these are s 0 (x) = 2x, s 1 (x) = 2x + 1, parity(x) = x mod 2, tr(x) = bx=2c, cond(0; y; z) = y and cond(x; y; z) = z for x > 0, pad(x; y) = 2 jyj x, where jyj = dlog 2 (y + 1)e, trunc(x; y) = bx=2 jyj c, and x#y = 2 jxj jyj .
In general, if t is a PV term, and x 1 ; :::; x n , n 0, is a list of variables including all variables in t, then x 1 :::x n :t] is an n-place function symbol. If g, h, and k are n-place, n + 2-place, and n + 1-place function symbols respectively, then R g; h; k] See Appendix A for a complete list of axioms and rules.
Now we present an outline of the equational theory ALV 0 , following Clo93]. ALV 0 is similar to PV, except that the function symbols range over NC 1 functions instead of polynomial time functions. The NC 1 function symbols are introduced in a manner based on Barrington's characterization of NC 1 in terms of bounded width branching programs Bar89, BIS90] , and adapted by Clote Clo93] to show that the NC 1 functions are the least class including certain initial functions and closed under composition, concatenation recursion on notation, and K-bounded recursion on notation (for constant K).
In more detail, the initial functions of ALV 0 include all of the initial functions of PV, and also s and jxj. ( The intended interpretation of s is s(x) = x + 1.) In general, if t is a PV term, and x 1 ; :::; x n , n 0, is a list of variables including all variables in t, then x 1 :::x n :t] is an n-place function symbol. If g, h, and k are n-place, n+1-place, and n+1-place function symbols respectively, then R crn g; h; k] is an n+1-place function symbol, representing the result of concatenation recursion on notation from g, h, and k. If g, h, and k are n-place, n+2-place, and n+2-place function symbols respectively, and`> 0, then R` g; h; k] is an n + 1-place function symbol, representing the result of K-bounded recursion on notation from g, h, and k, where K = 2`? 1. If f is an initial function of both ALV 0 and PV, then set f = f. If f is an initial function of ALV 0 but not of PV, then f is either s or j j. Both of these functions are easily de ned in PV. In fact, referring to CU93], s is de ned in D24 and its ALV 0 de ning equations follow from T26, and jxj is de ned in D133 and its ALV 0 de ning equations follow from T135. We use these de nitions to de ne s and j j .
If f is x 1 :::x n :t], then we de ne f to be x 1 :::x n :t ], where t is the result of replacing each function symbol g in t by g . Then the transformed ALV 0 de ning equation for f is precisely the PV de ning equation for f , and hence it is a theorem of PV.
The ALV 0 function symbols R crn g; h; k] and R` g; h; k] represent forms of recursion on notation, and these functions can be de ned using the PV recursor R g 0 ; h 0 ; k 0 ], for suitable g 0 , h 0 , and k 0 . In particular the bounding function k 0 for RELATING THE COLLAPSE OF P TO NC 1 AND LOGICAL THEORIES 5 R crn g; h; k] is k 0 (x;ỹ) = g(ỹ)?x (where ? represents concatenation), and the bounding function for R` g; h; k] is the constant 2`?1. These bounds are provable in PV, and the transformed de ning equations for R crn g; h; k] and R` g; h; k] follow.
We will identify each ALV 0 function symbol f with its PV counterpart f .
Thus we have proved Theorem 1. PV is an extension of ALV 0 . 2.3. The quanti ed theories. The systems QPV and QALV are quantied versions of PV and ALV 0 , respectively. They are rst order theories whose non-logical symbols are those of PV (respectively ALV 0 ) and whose axioms are the universal closures of the theorems (all of which are equations) of PV (respectively ALV 0 ), together with two more: Q1 0 6 = 1 (where 1 = s 1 (0)) Q2 8x(tr(x) = 0 (x = 0 _ x = 1)) Thus we have Corollary 1. QPV is an extension of QALV. We emphasize that QALV and QPV are universally axiomatized theories, and we do not include any induction scheme among the axioms. However the axioms include all theorems of ALV 0 and PV, respectively, and those theories include induction on notation as a rule. In Theorems 4 and 5 we show that suitable induction schemes are theorems of QALV and QPV.
It is obvious that Q1 is not a logical consequence of the theorems of ALV 0 and PV, because the trivial structure with the single element 0 forms a model of both theories. It is less obvious, but true, that Q2 is not a logical consequence of either theory, and yet Q1 and Q2 do not add any new equational consequences of either theory. The next theorem states these results. We postpone the proof until Appendix B.
Theorem 2. Q1 is not a logical consequence of ALV 0 and Q2, and Q2 is not a logical consequence of ALV 0 and Q1. Similarly for PV. QALV is a conservative extension of ALV 0 , and QPV is a conservative extension of PV.
In view of this result, we should ask whether there are simple truths like Q1 and Q2 in the language of QPV which are not theorems of QPV. We argue below that QPV and QALV prove the notational analogs of the Peano postulates, and prove the fact that the ranges of s 0 and s 1 are disjoint and together cover N. Later in this section we introduce , and argue that QPV proves all of the b 1 theorems of S 1 2 .
The tr de ning equations tr(s 0 (x)) = x and tr(s 1 (x)) = x, and the theorem tr(0) = 0 immediately imply that QALV (and hence QPV) can prove that s 0 and s 1 are one-one functions, and x 6 = 0 s 0 (x) 6 = 0. To prove that s 1 (x) 6 = 0 and the ranges of s 0 and s 1 are disjoint we use Q1 and de ning equations for s 0 and parity: s 0 (0) = 0, parity(s 0 (x)) = 0, and parity(s 1 (x)) = 1.
By notational induction, ALV 0 proves the following equations:
cond(x; 0; x) = x (1) cond(x; y; z) = cond(cond(x; 0; 1); y; z) (2) De ne Bit(x; y) parity(trunc(x; y)), so Bit(x; y) is the (jyj + 1)-st bit of x from the right. Then de ne x < y trunc(x; y) = 0^9z v y Bit(y; z) 6 = 0^Bit(x; z) = 08 w v y((trunc(z; w) = 0^w 6 = z) Bit(x; w) = Bit(y; w))]:
Thus x < y is representable. In fact the usual order properties can be proved in QALV, and in particular QALV proves t = u $ :t < u^:u < t (trichotomy). Thus every ALV 0 formula t = u is representable in QALV.
Recall Bus86] that a sharply bounded quanti er is one of the form 8x jtj or 9x jtj, where t is a term. Since QALV proves (8x jyjA(x) $ 8x v yA(jxj)) and (9x jyjA(x) $ 9x v yA(jxj)) it follows that the representable formulas are closed under sharply bounded quanti cation. Recall that a b 0 formula is one all of whose quanti ers are sharply bounded. All of the preceding paragraphs about representability clearly apply (and are well-known Bus86] Recall that QALV is universally axiomatized and has no induction scheme among its axioms. Nevertheless some induction formulas are theorems. We will show in the next section that QALV cannot prove the b 0 induction formulas unless P = NC 1 .
It follows from the proof of Theorem 4. Proof: By theorem 3, we need only consider the case A(x; y) is of the form g(x; y) = 0. Since QALV is axiomatized by 8-sentences, and QALV proves 8x9yg(x; y) = 0, it follows from the Herbrand theorem that there are nitely many terms t 1 (x),...,t n (x) such that QALV`8x g(x; t 1 (x)) = 0 _ g(x; t 2 (x)) = 0 _ ::: _ g(x; t n (x) = 0]: We introduce a QALV function f such that f(x) = t i (x), where i is the smallest index such that g(x; t i (x)) = 0. Thus the de ning equation for f is f(x) = cond(g(x; t 1 (x)); t 1 (x); cond(g(x; t 2 (x)); t 2 (x); :::; cond(g(x; t n?1 (x)); t n?1 (x); t n (x))):::):
It follows easily that QALV`8x g(x; f(x)) = 0. Proof that 3 =) 4: We use the fact that a certain version of the circuit value problem is complete for P. We consider boolean circuits C with k nodes, including m input nodes and n output nodes. We identify the nodes with the numbers f0; 1; :::;k ? 1g. Each node is either an input node or a gate. Each gate has one of the types AND, OR (each of fan-in two), NOT (of fan-in one), or constants 0,1 (of fan-in 0). Some gates are designated output gates. We assume that the nodes are reverse topologically numbered, and that nodes 0; 1; :::;n? 1 are output gates, nodes k ? m; k ? m + 1; :::; k ? 1 are input nodes, and each gate i is less than its input node(s).
An assignment for such a circuit C is a map t which assigns a value t(i) in f0,1g
to each node i. Similarly an input assignment to C is a map u which assigns 0 or 1 to each input node of C, and an output assignment is a map v which assigns 0 or 1 to each output gate of C. For each circuit C and input assignment u there is a unique correct assignment t and correct output assignment v, de ned in the usual way.
We say that assignment t is locally correct at node i for circuit C and input assignment u if either i is an input node and t(i) = u(i), or i is a gate and t(i) is correct relative to the value(s) given by t to the input node(s) of i. Thus t is correct for C and u i t is locally correct at all nodes of C.
We assume a suitable coding of integers for assignments and circuits via binary notation. Explicitly, we code an assignment t by the integer
We let t z denote the assignment coded by z, so t z (i) = bit(z; i). Similarly u y and v w denote the input assignment and output assignment coded by y and w, respectively, where y is normalized to the right, so
We denote by C x the circuit coded by x, where any reasonable encoding will do. Also k(x), m(x), and n(x) are the numbers of nodes, input nodes, and output gates, respectively, of circuit C x .
We let t x;y denote the correct assignment for the circuit C x with input assignment u y . Notice that the function ASSIGN(x; y) = t x;y (0) is complete for FP, and therefore is not an NC 1 function, unless P = NC 1 .
We now give b 0 formulas for certain relations about circuits. By Corollary 2, each relation is in NC 1 .
lc(x; y; z; i) holds i assignment t z is locally correct at node i for circuit C x and input assignment u y . (The explicit formula depends on the choice of encoding x for C x .) corr(x; y; z) holds i z = #(t x;y ); i.e. z codes the correct assignment for circuit C x and input assignment u y .
corr(x; y; z) jzj k(x)^8i < k(x)lc(x; y; z; i) lesscorr(x; y; z) holds i z #(t x;y ).
lesscorr(x; y; z) corr(x; y; z) _ jzj k(x)9 i < k(x) bit(z; i) = 0^:lc(x; y; z; i)^8j < k(x)(i < j lc(x; y; z; j))]]
By the assumption 3, QALV proves its open induction formulas, and thus by Theorem 3, QALV proves the induction formula for lesscorr(x; y; z), with induction on z. Rearranging this formula we have QALV proves (lesscorr(x; y; 0)^:lesscorr(x; y; z)) 9w(lesscorr(x; y; w)^:lesscorr(x; y; w + 1)):
Let g(x) = 2 k(x) , so g(x) is one more than the number of the assignment which assigns 1's to all nodes in the circuit C x . Thus :lesscorr(x; y; g(x)) holds, and for a suitable choice of QALV symbol g, QALV proves :lesscorr(x; y; g(x)). Since also QALV proves lesscorr(x; y; 0), it follows that QALV proves 9w(lesscorr(x; y; w):
lesscorr(x; y; w + 1)). Thus by Theorem 6 there is a QALV function symbol F such that QALV`lesscorr(x; y; F(x; y))^:lesscorr(x; y; F(x; y) + 1):
If z codes the correct assignment t x;y then by (7) we have F(x; y) z and not F(x; y) + 1 z, so F(x; y) = z. We will reach the same conclusion below by an argument which does not presuppose the existence of z and which can be formalized in QALV, so that QALV`corr(x; y; F(x; y)):
In fact, setting w = F(x; y), if lesscorr(x; y; w) but :corr(x; y; w) then there is a bit position i such that bits in w to the left of i are locally correct but the i-th bit of w is 0 instead of the correct value of 1. If there is a 0 bit to the right of i in w, then position i plays the same role in w and w + 1, so that lesscorr(x; y; w + 1). If on the other hand all bits to the right of i in w are 1, then bit i of w + 1 is 1 and all bits to the right of i are 0. If all these revised bits are locally correct, then corr(x; y; w + 1), and otherwise there is a leftmost incorrect position i 0 , and so lesscorr(x; y; w + 1). Thus the fact :lesscorr(x; y; w + 1) from (7) leads to a contradiction in all cases, so we conclude corr(x; y; w).
Notice that F is complete for FP, so it follows that P = NC 1 . Our goal now is to show that ALV 0 proves P = NC 1 in the sense of de nition 2. By Theorem 2 it su ces to show that QALV proves P = NC 1 .
Every QPV function f is polytime and therefore is computed by some uniform polynomial size family of boolean circuits. We will de ne a QALV function symbol 
and nally QALV proves the correctness of the circuit:
Since also QALV proves jx i j jM r (x)j, 1 i r, it follows that QALV proves
For the base case of the induction, f is an initial function symbol of PV. Then f is also an initial function symbol of ALV 0 , so we take f = f. The de ning equations for f are the same in ALV 0 and PV, and the transformation xes these equations, so the transformed de ning equations are theorems of QALV.
The bound N f is straightforward to de ne, and the circuit function circ f is either trivial, or de ned using the recursive construction described below.
For the rst case of the induction step, f = x:t], where has been de ned on the function symbols in the term t. Then we set f = x:t ], where t results from t by replacing each function symbol g in t by g . (If f is already an ALV 0 function symbol, then t is t and this identity already holds.) The transformed PV de ning equation for f is f (x) = t , which is the de ning equation for f in ALV 0 . Hence the condition for de nition 2 is satis ed.
We describe the functions circ f and N f for the special case in which t is g(h(x)), so f = x:g (h (x))]. The general case is shown by induction on the structure of t. When t is g(h(x)), we set N f (M) = N g (N h (M)): (16) Then (12) and (13) follow from (12) and (13) with f replaced rst by h and then by g, which hold by the induction hypothesis.
To de ne circ f , we use C f , C g , and C h to denote the circuits represented by circ f (M), circ g (N h (M)), and circ h (M), respectively (see Figure 1 ). Then C f is obtained by putting together C g and C h 1 and identifying the output nodes of C h 1 with the input nodes of C g , where C h 1 is obtained from C h by adding jK g j?jN h (M)j to each node number, where jK g j is the number of nodes in C g .
To establish (14) we use the de ning equation f (x) = g (h (x)) for f , and also (14) with f replaced rst by h and then by g, and (13) with f replaced by h. These hold by the induction hypothesis. Since the nodes of C g have been uniformly renumbered, we also need the fact that F behaves similarly on a circuit and its renumbered version. This is shown by the correctness (8) of F.
For the remaining case, f = R g; h; k], and f is de ned from g; h by recursion on notation, with bounding function k. The de ning equation for f is f(x;ỹ) = cond(x; g(ỹ); cond(trunc(t; k(x;ỹ)); t; k(x;ỹ))); (17) where t h(x;ỹ; f(tr(x);ỹ)).
We introduce three auxiliary functions FF, H and K by the de ning equations H(x;ỹ; z) = cond(x; g(ỹ); h(x;ỹ; z)); (18) K(x;ỹ) = cond(x; g(ỹ); k(x;ỹ)); (19) and FF(x;ỹ; z) = cond(trunc(H(x;ỹ; z); K(x;ỹ)); H(x;ỹ; z); K(x;ỹ))): This completes our description of the circuit function circ f (M). We point out that the length multiplications needed to renumber gates are readily implemented in QALV using the # function.
If f is not already an ALV 0 function symbol, we de ne f = xỹ:T]; (25) where T is the right hand side of (15) (with (x) replaced by (x;ỹ)).
If f is already an ALV 0 function symbol, then we must take f = f. In this case f = f in the interpretation de ned before Theorem 1, and so f is de ned by concatenation recursion on notation or K-bounded recursion on notation, and its de ning equations in ALV 0 and PV are similar and inter-provable in QALV. It will follow from the argument below that QALV proves f(x;ỹ) = T, where T is as in (25). Therefore we will not further consider this case separately.
Monotonicity (12) 
The correctness of each copy of C FF follows from (14), with f replaced by FF, which holds by the induction hypothesis. We also need to know that the outputs of these circuits are not too big, since we only use the jM 0 j low-order bits of the output as inputs to the copy below. Since we are trying to prove (14) for f, we may assume that each of the argument (x; y 1 ; :::; y r ) is bounded in length by jMj, so by (26) we have jFF (bx=2 j c;ỹ; z)j jN K (M)j;
where we have used the bound (13) with f replaced by K. This bound su ces, since we are allowing jM 0 j jN K (M)j input bits for each number input to C FF in C f . A similar argument applies toĈ f , with M replaced by M r (x). Now from the correctness of the circuits C FF , we can show that among the bottom jxj copies of C FF in the two circuits C f andĈ f , corresponding copies compute the same values. From the de ning equations, we conclude that FF (0;ỹ; z) = g (ỹ), so the output of copy C FF jxj in the two circuits is the same; namely g (ỹ) (see Figure 2 ). Proceeding by P-induction on w for jwj jxj, the output of copy C FF jtrunc(x;w)j in C f represents the same number as the output of copyĈ FF jtrunc(x;w)j inĈ f . In particular, for w = x, we conclude that the outputs of the two circuits C f andĈ f are the same. This established (14).
It remains to show that QALV proves the transformed de ning equation (17 ) for f . This is easily equivalent to establishing (21 ) in QALV. >From (14) we see that the circuit C f = circ f (M), with M = M r+1 (x;ỹ), correctly computes both f (x;ỹ) and f (tr(x);ỹ) (see Figure 2) . Arguing as above, we can compare the outputs of the bottom jxj copies of C FF in C f with input (x;ỹ) and input (tr(x);ỹ). We see by P-induction that for 0 j jtr(x)j, the output of copy C FF j for C f -input (tr(x);ỹ) is the same as the output of copy C FF j+1 for C f -input (x;ỹ). In particular, for j = 0, the output of C f with input (tr(x);ỹ) (namely f (tr(x);ỹ)) is the same as the output of the second-from-bottom copy C FF 1 of C f with input (x;ỹ). Application of the bottom copy C FF 0 gives f (x;ỹ), and (21 ) follows.
Discussion
As mentioned in the Introduction, one motivation for this paper is to relate the question which may separate Frege and extended Frege systems. Some of these, including the Odd-town theorem, seem to require linear algebra for their proofs. Linear algebra proofs usually depend on some form of Gaussian elimination, which is not known to be expressible using NC 1 functions. Thus no one knows how to formalize the proofs of these combinatorial principles in ALV 0 (or AID or T 1 ), although they are readily formalized in PV. Thus we have no techniques for constructing polynomial size proofs of the corresponding tautologies. Incidently, a principle whose subject matter is linear algebra is the following: If A and B are n n matrices over GF(2) such that AB = I, then BA = I. The proof seems to require Gaussian elimination and can be formalized in PV, but, as far as we know, not in ALV 0 .
Paraphrasing the Assertion in the Introduction, it seems likely that one can show that PV is conservative over ALV 0 i ALV 0 proves that Frege systems psimulate extended Frege systems. It follows from the easy part of Theorem 7 that if ALV 0 proves that P = NC 1 then PV is conservative over ALV 0 . A major problem is to strengthen Theorem 7 and show a converse: If PV is conservative over ALV 0 (i.e. ALV 0 proves that Frege systems p-simulate extended Frege systems) then P = NC 1 .
Appendix A. Axioms and Rules of QALV and QPV A.1. Axioms for PV.
A1. s 0 (0) = 0 A2. parity(s 0 (x)) = 0 A3. parity(s 1 (x)) = 1 (= s 1 (0)) A4. tr(s 0 (x)) = x A5. tr(s 1 (x)) = x
