I. INTRODUCTION

A. Motivation
Optical data storage is a commercial success story. Each year billions of recordable disks are sold worldwide, and in almost every household with a computer there is a CD-ROM or CD-recordable drive. The industry published roadmap shows future DVD products to reach capacities of near 100 GB on a disk, and data transfer rates exceeding 300 Mb/s sometime in the latter half of the current decade, shown in from and writing data onto the optical disk. Blue lasers achieve spot sizes of a few hundred micrometers, providing approximately 25 GB of storage capacity per layer. Up to four layers-two on each side-increase capacity to near 100 GB per disk. To further improve capacity and transfer rates, several options are available, including increasing the NA beyond 0.85, reducing the wavelength below 400 nm, or adding more layers. All these options present significant obstacles. Additional improvements in NA require more costly and complicated optical systems for an additional 40-50% gain in NA, leading to doubling in capacity. Shorter wavelength lasers are not commercially available and require special optical materials that are transparent below 400 nm. Increasing the number of layers also proves difficult for a variety of reasons, the most significant one being manufacturability and complexity of implementation for the media, optical stylus, and the associated optomechanical system for tracking and focusing. The industry, therefore, has been researching new methods for extending the optical data storage roadmap well beyond 100 GB per disk. Two promising candidates are near-field recording and holography. In near-field recording approaches, the NA of the optical stylus is made larger than one, resulting in very small spot sizes approaching dimensions less than 100 nm. The focusing spot is near to the optical lens, requiring close proximity between the optical head and disk, making removability of the media more difficult, as small contaminants 0018-9219/04$20.00 © 2004 IEEE can cause interference between the two. The advantages of near-field recording are the extremely high areal densities achievable, but at the expense of optomechanical complexity and less robust removability, among others. The second promising candidate technology is optical holography. In optical holography, data are stored throughout the volume of the recording medium, as opposed to on the surface. Data are impressed onto an optical coherent beam using a spatial light modulator (SLM) or page composer. The signal bearing beam is interfered with a reference beam inside the recording medium to produce an interference grating, representing a data page. Multiple gratings are superimposed by varying the optical properties of the reference beam, a process referred to as multiplexing. Upon data retrieval or readout, a single reference beam is incident on the medium under the same conditions as used for storage, producing a diffracted beam representing the stored data page. The diffracted beam is detected by a detector array, which allows extraction of the stored data bits from the measured intensity pattern. Data encoding and image processing techniques enhance data robustness. Data pages contain large numbers of data bits or pixels; practically up to 1 million b/page have been demonstrated. As a whole page is either stored or recalled by the reference beam, data transfer rates can be phenomenally high, exceeding 10 Gb/s. By superimposing multiple data pages in the same volume, data storage capacity is very high as well. Although not quite physically correct, we can think of the number of superimposed holograms as the equivalent number of layers in a multilayer surface recording system. Instead of the two or four layers used in conventional optical recording, holographic recording can support hundreds of superimposed holograms or "equivalent layers" by employing the third dimension of storage media. This leads to powerful features not available from surface recording technologies, but also specific problems that need to be addressed before holographic data storage can be a commercially viable option for the optical roadmap.
Among the unique advantages of holographic storage are extremely short access times, less than 50 s, extremely fast input and output rates, exceeding 10 Gb/s, as well as enormous search capabilities for finding unindexed information in databases at rates exceeding 100 Gb/s, far superior to current magnetic disk based storage systems. These advantages result from storing data in a volume in the form of data pages containing hundreds of thousands of bits. An all-solid-state memory device could contain gigabytes of data, accessible in microseconds, and allowing searches of image features and recognition at unmatched rates. The powerful advantages of holographic storage have propelled decades of research and development of this technology. Ironically, the challenges facing commercialization of holographic storage technology also result from the same desirable holographic features. As many holograms are superimposed, media must exhibit excellent volumetric stability, low scatter, and high sensitivity for recording, and must be easily manufacturable. Key optical components such as the page composer and the readout detector array must be of high performance, i.e., contain large numbers of pixels and have fast frame rates, exceeding thousands of frames per second for pages containing hundreds of thousands of bits. The sensitivity of the detector must be high, as superposition of holograms reduces the intensity of the diffracted data pages as more and more pages are stored in the same volume. The larger the capacity, the smaller the readout signal, presenting a challenge to system performance optimization.
At present, it is uncertain which technology, near-field recording or holography, will be selected by the optical storage industry, sparking intense interest in both. According to IBM [1] , holography, with its unique performance, may find that applications in all-solid-state devices have extremely short access times, effectively alleviating the large I/O gap that exists between solid-state memory and hard disk drive access times, which gives rise to latency that reduces system performance. Memories could compete in both the optical and magnetic storage markets. Holographic memories could also be employed in large data warehouses where the extreme search and readout rates facilitate more efficient database management of large data repositories and involving many users. Holography, it seems, is an attractive approach for future storage systems.
B. Holographic Storage Architectures
The holographic storage system architecture is largely determined by the type of recording medium. Broadly speaking, holographic data storage materials are divided into two classes; systems based on thin (a few hundred micrometers thick) photosensitive organic media and thick (a few millimeters to centimeters), inorganic photorefractive crystals [2] . Thick, bulk crystals of photorefractive media are ideal for recording geometries in which a reference and object beam are incident on the medium at right angles, as shown in Fig. 2 . A typical photorefractive crystal used to investigate this configuration is iron-doped lithium niobate. A laser beam is split into two beams, a reference beam and an object beam. Data are imprinted on the object beam via a page composer or SLM. The reference and object beams are focused and combined on the recording medium. The medium is photosensitive and a phase hologram is recorded. By varying the reference beam angle, hundreds of holograms are superimposed in a single location of the medium. By scanning both beams over the medium, or by translating the medium relative to the optical beams, the total recording volume is utilized. Upon illumination with a single reference beam, the corresponding data page is retrieved at the detector array. Such systems excel in having ultrashort access times-on the order of a few tens of microseconds-and extremely fast data retrieval rates exceeding 10 Gb/s, as well as all-solid-state operation with no moving parts. The media are rewritable and information can be fixed for tens of years, if not centuries. Based on fundamental considerations, storage capacity is typically tens of gigabytes, and write times are slower than readout times by one to two orders of magnitude. Complete demonstration systems have been built by Stanford University, Stanford, CA, and Siros [3] , IBM [4] and Rockwell, Thousand Oaks, CA [5] , as part of the photorefractive information storage materials (PRISM) and holographic data storage systems (HDSS) programs; while researchers at the California Institute of Technology, Pasadena (Caltech) [6] , and at Lucent [7] and at other organizations around the world have subsequently made system demonstrations as well. In particular, much work has been carried out at Caltech on optical architectures based on LiNbO . Notably, the Psaltis group at Caltech and the group at Northrop have demonstrated analog recordings of large numbers of holograms [8] .
Polymer-based systems resemble conventional DVD systems, having a rotating, removable thick (0.5-1 mm) holographic polymer disk, and a two-sided optical head, as shown in Fig. 3 . An image bearing object and reference beam are incident on the recording medium. The medium is a photosentive polymer, typically sandwiched between two parallel glass plates with a thickness of a few hundred micrometers. Due to the small thickness of the medium, conventional angular and wavelength multiplexing do not allow hundreds of holograms to be superimposed [2] , because eventually interpage crosstalk becomes too large. Upon illumination by light, a hologram is recorded through a chemical reaction that polymerizes an initially gel-like medium. By rotating the disk underneath both beams, a new hologram can be superimposed at a slightly shifted location, partially overlapping previously recorded holograms (shift multiplexing [9] , [10] ). Data are read out by illuminating the rotating disk with the reference beam, generating the stored data page and measuring it on the detector array. Shift multiplexing can be implemented by using a spherical wave [11] or, alternatively, a random or pseudorandom speckle pattern as a reference beam [12] . By modifying the phase front of the reference beam using a random or pseudorandom phase mask to generate a speckle pattern, higher shift selectivities can be achieved than in the case of a simple spherical wave. Alignment requirements, however, increase as well, as we need to maintain a constant phase relationship between the signal and reference beam.
In photopolymer media, shrinkage is a considerable issue, and tradeoffs are made to control shrinkage versus recording sensitivity and total dynamic range of the medium. Photopolymers, on the positive side, are more sensitive recording media by at least one or two orders of magnitude than photorefractive crystals. They derive their advantage from an exothermal chemical chain reaction that "amplifies" one photon event into 100 or 1000 chain polymerization events, whereas photorefractive media typically require one photon event for every photorefractive event that produces a local index of refraction change in the medium. Consequently, sensitive photopolymer materials are write-once-read-many (WORM) media. Attempts to make reversible polymer media with high sensitivity have fallen short of the requirements for HDSSs [13] , as they fundamentally require again one photon event for one index changing event. The price to pay for higher sensitivity of photopolymers is the change in media density, which leads to both an index change as well as shrinkage caused by the polymerization reaction. The holy grail for developers of holographic data storage materials developers is to devise a medium with high sensitivity while maintaining a low level of shrinkage. Researchers at Polaroid, Boston, MA, and Bell Laboratories, Murray Hill, NJ, have taken different tacks on this problem, and excellent system demonstrations based on cationic ring opening materials (CROP) (Polaroid) [14] , [15] and free-radial media (Lucent) have been made [16] . Data capacities exceeding 250 GB on a DVD-like disk have been measured by Aprilis, and data rates exceeding 10 Gb/s have been demonstrated at Stanford University using Polaroid, and later Aprilis, CROP media [17] , [18] , To further increase data storage density or capacity per disk, additional material improvements and system optimization are needed.
System optimization, as usual, is a complex problem involving a large number of tradeoffs. For HDSSs in particular, the tradeoff between capacity and transfer rate is different from other storage systems. Fundamentally, holographic data storage is based on multiplexing many holograms in the same volume of the recording medium. For media with a linear response, this implies that the dynamic range for each hologram is roughly equal to the total dynamic range of the medium divided by , the number of holograms. As the diffraction efficiency of each hologram is proportional to the squared index modulation, readout signal strength drops off as . The larger the capacity of the device is, the smaller the readout signal strength and the signal-to-noise ratio (SNR) are. In turn, small SNR causes large raw bit-error rate (BER), which above a threshold of 10 to 10 cannot be further lowered by error correction schemes. To boost the SNR, detector integration times can be increased at the expense of data transfer rates. High capacity systems are, therefore, easiest demonstrated for small transfer rates, and vice versa.
C. Brief History and State of the Art
In the early 1970s, photorefractive media were investigated for use in holographic data storage devices because of the potentially high storage capacity [19] - [21] . Theoretical investigations indicated that a potential storage density of 10 b/cm could be achieved [22] , with data transfer rates exceeding gigabits per second. At that time, however, the necessary input and output devices were not available to take advantage of the high data bandwidths that page storage affords. It was also difficult to fix information in the crystals, resulting in data erasure upon readout. The full potential of holographic data storage was never realized.
In the mid-1980s, the Micro Computer Corporation (MCC, Austin, TX) and Stanford University started another effort to build a complete HDSS [23] based on the view that disk access latency-the time it takes to find information on a hard drive-was significantly impairing computer performance. This effort led to significant advances in components and systems, but the key limiting element in the system was the material. In 1994 and 1995, the Defense Advanced Research Projects Agency (DARPA) initiated two consortia, the PRISM and HDSS programs, to address key holographic issues, led by Stanford University as Principal Investigator (PI) (L. Hesselink), and IBM Almaden as Co-PI (G. Sincerbox, later succeeded by H. Coufal)). The PRISM activities were focused on fundamental recording material issues, while HDSS focused on research and development of new optical and electronic components and digital holographic storage systems. As a result of this team effort, Stanford University has developed, built, and tested a complete, very high transfer rate, and high capacity holographic disk storage system [14] including hardware implemented holographic channel decoding electronics for transfer rates exceeding 10 Gb/s, while providing high capacity storage ( 100 Gb per 6.5-in-diameter disk) in WORM photopolymer media. This system is, to the best of our knowledge, the only complete holographic system built to date; it also still has record-setting performance. More recently, Aprilis has demonstrated data densities exceeding 250 b/ m . Also, data search capabilities exceeding 20 Gb/s, much faster than magnetic disk drives have been reported.
The achieved performance came about as a result of significant improvements in the components, subsystems, and, most importantly, the recording materials. The PRISM and HDSS programs delivered significantly new materials, most noticeably polymer-based WORM disks that are two to three orders of magnitude more sensitive than the best inorganic photorefractive read-write crystals, new laser sources, very large charge-coupled device (CCD) detector arrays and SLM arrays, high-powered red lasers, as well as new digital encoding techniques and novel processes for system operation. By the end of 1999, the PRISM and HDSS programs demonstrated polymer-based systems having 100 000 to 1 million times better data storage capacity and transfer rates than the first digital HDSS developed by Stanford in 1994 [24] , using LiNbO as the recording medium.
Finally, in Section I, we have reviewed the motivation, potential, and research activity on HDSSs. In Section II, we review the fundamentals of holographic optics, including reciprocal space, also called -space, formalism. We compare several basic multiplexing architectures to illustrate key properties of holographic optics and conclude with several more advance architectures that have been implemented in various demonstrations during the last decade. In Section III, we review one of the unique features of HDSS, namely, an extremely fast associative search capability. In Section IV, we review the basic material tradeoffs for an HDSS, including the tradeoffs among sensitivity, robustness during readout, and permanency. In Section V, we review specific details of photorefractive materials, typically crystals, including techniques for nondestructive readout. In Section VI, we review specific details of photopolymer materials, including sensitivity, shrinkage, and media stability. In Section VII, we review various optical system architectures with a view toward capacity, transfer rates, and access times. In Section VIII, we review various signal processing approaches, including data modulation and error correction. In Section IX, we review critical issues in the electronics subsystem required to support an HDSS. In Section X, we review various demonstrations completed in the last decade, including both page based and single bit holographic data storage. In Section XI, we comment on the outlook of future opportunities in this field. In Section XII, we summarize the overview presented here.
II. HOLOGRAPHIC OPTICS
A. Fundamental Concepts
1) Hologram Recording:
Holograms are recorded using a reference beam and a signal beam comprising data. As shown in Fig. 4(a) , the reference beam and signal beam interfere to generate a fringe pattern, which is transferred to the medium. In HDSSs, the recorded hologram typically takes the form of an index or phase grating. As shown in Fig. 4(b) , readout is accomplished by illuminating the hologram with the original reference beam , which diffracts of the recorded hologram to generate an output signal beam . The electric field amplitude of the propagating reference wave is represented as (1) is the complex amplitude, is the wave vector, and is the spatial dimension. The electric field amplitude of the propagating signal wave is similarly represented as (2) where is the complex amplitude and is the wave vector. The interfering signal and reference wave vectors generate a grating with a grating wave vector given by (3) This relationship is illustrated in Fig. 5 . The resulting hologram is given by the following index grating:
in which is the transverse direction of propagation and is a complex coefficient given by (5) where is the proportionality constant that accounts for the material response to illumination and is the total illumination.
2) Diffraction Efficiency:
The diffraction efficiency of a recorded hologram is given by (6) where is the thickness of the medium, is the absorption coefficient of the material, and and are the polarizations of the reference and signal beams, respectively.
Note that the diffraction efficiency can approach 100% for relatively strong holograms. For relative weak holograms, with negligible absorption, the diffraction efficiency can be represented as (7) 3) Bragg Selectivity: Holograms recorded in a material having a substantial thickness display a property called Bragg selectivity. Bragg selectivity means that holograms recorded with a particular, for example planar, reference wave vector provided the strongest diffraction efficiency when read out with the same reference beam. The original reference beam and the hologram are said to be Bragg matched. When the wave vector of the readout reference beam is substantially different, the diffraction efficiency is significantly less. The wave vector of the reference beam can be changed by changing the angle of incidence or wavelength of the reference beam, or both. Bragg selectivity, therefore, allows multiple holograms to be recorded in an HDSS in the same volume of media, because only the hologram Bragg matched to the readout beam is reconstructed with substantial diffraction efficiency; all of the others are substantially attenuated.
Bragg selectivity is illustrated in Fig. 6 . Signal beam wave vector and reference beam wave vector record a hologram grating having wave vector . In an isotropic medium, wave vectors and have the same wavenumber and, therefore, reside on the Ewald sphere. Because the original signal and reference wave vector are Bragg matched, the vector sum lies on the Ewald sphere (8) A second reference beam with wave vector diffracts off of a grating with wave vector ; the resulting vector sum differs from the output signal by (9) The second reference beam is, therefore, not Bragg matched to the grating and is, therefore, substantially attenuated. When the wavelength is the same and the angle of the reference beam changes, as is the case for angle multiplexing, the Bragg selectivity is approximated as sinc (10) where is projection of on the axis and sinc . Thus, Bragg selectivity may be characterized by a minimum separation of grating vectors along the axis, given by . The first null of the sinc function is obtained at this separation vector. The finite lateral extent of the medium puts a similar constraint on the minimum separation of grating vectors in the and axis, so that the corresponding minimum separation vectors are given by 
and
, respectively, for medium height and width , respectively.
When multiple hologram gratings are recorded to increase the capacity of a storage medium, the Bragg selectivity results in significant crosstalk between the holograms. As will be shown in subsequent sections, holographic data storage architectures are generally designed to minimize this crosstalk due to the finite size of the medium.
The crosstalk between gratings is generally geometry dependent, and we need to consider the concept of degenerate gratings, frequently called Bragg degeneracies. Fig. 7 illustrates how two different pairs of signal and reference beams ( , ) and ( , ) can write gratings having exactly the same wave vector. In this case, any information stored using this wave vector is superimposed, leading to prohibitively high crosstalk. The solution to this problem is to carefully design an architecture to manage grating overlap. Straightforward examples include angular multiplexing based on a set of reference beams having coplanar wave vectors and wavelength multiplexing with a reference beam oriented in a fixed direction. These will be discussed in detail in subsequent sections. More sophisticated techniques have been proposed for reference beam sets as well as coded, nonplanar reference beams [25] - [27] .
4) Dynamic Range: When multiple holograms are recorded in a material, the dynamic range of the index grating is divided up among the holograms. This dynamic range is characterized by an , which is defined as (11) in which is the total number of holograms and is the diffraction efficiency of the th hologram. In an ideal material, the is independent of for a large number of multiplexed holograms. In this case, the is given by (12) The diffraction of each hologram is a system of multiplexed holograms is, therefore, given by (13) 
5) Material and Sample Sensitivity:
Another important property of materials used in HDSSs is the recording sensitivity. The material sensitivity, typically measured near , can be determined using (14) The material sensitivity depends on material parameters and recording configuration and is generally reported in centimeters per joule. The sample sensitivity can be determined using (15) where is the exposure time. The sample sensitivity depends on the material thickness and is generally reported in square centimeters per joule. (The type of sensitivity referenced can be generally inferred from the units reported.)
Inorganic photorefractive materials such as lithium niobate have sample sensitivity ranging from 0.01 to 0.1 cm J and of about 1-10 for 1-cm-thick samples. Polaroid ULSH-500 photopolymers have sample sensitivity ranging from 20 cm J and as high as 10 for 0.5-mm-thick samples. Development of stronger, more sensitive, and more stable holographic storage materials is an active area of research.
B. Fourier Transform Configuration
A particularly advantageous configuration for holographic data storage utilizes the Fourier transform properties of a spherical lens. In the Fourier transform configuration, shown in Fig. 8 , the signal path comprises a signal page generated by an SLM situated at the front focal plane of a lens, situated a focal length in front of the lens. The holographic recording material is situated near the rear focal plane of the lens, but not necessarily at the focal plane. Fig. 8(a) shows that point source becomes a plane wave on passing through the lens. More generally, Fig. 8(b) shows an SLM having a spatial distribution given by , for position vector , which is transformed into a spectrum of wave vectors according to the relationship (16) Thus, in this configuration, each pixel corresponds to a plane wave in the holographic storage material. A recorded image of the signal page is imaged onto a detector array using an appropriate lens. In the Fourier transform configuration, the signal page is distributed throughout the holographic storage material and is, therefore, robust against local defects in the material. This configuration is relatively insensitive to displacements of the holographic storage medium, provided it remains in the same orientation.
C. Grating Vectors as Data Channels
The data capacity can be estimated using a degrees-of-freedom model based on resolvable grating vectors [26] , [28] . The finite extent of a holographic storage medium generally limits the resolution of grating vectors. Fig. 9 illustrated the resolution of grating vectors diagrammatically. In the direction of signal propagation, the grating vector resolution is given by ; in the directions perpendicular to the direction of signal propagation, grating vectors are given by and . Here, , , and correspond to the medium length, width, and height, respectively.
In an isotropic medium, the maximum wave vector length is given by , which defines a radius of a grating vector sphere that bounds the space of allowable grating vectors. The volume of this space is given by (17) Defining a data channel as a resolvable grating vector, the total number of accessible data channels is given by so that (18) where V is the volume of the holographic recording medium. This quantity allows two data channels in quadrature for each grating orientation, which generally requires coherent demodulation to separate the data channels. For one data channel in each grating direction, the total number of accessible data channels is given by [26] and [28] (19) Equation (19) indicates that a material with an index of refraction of 2.5, such as lithium niobate, has a channel density of 2 10 resolvable grating vectors. In a practical application, the number of degrees of freedom is reduced by a factor to 10 to 10 due the limited NA of a signal beam and limited angular excursion of the reference beam. In an HDSS, the accessible data channels are the product of the number of pages and the number of pixels per page . We assume here a code rate of one, or, in other words, that there is no extra overhead associated with adding error correction and channel coding bits. In practice this is not true, and the code rate is smaller than one, typically around 0.75. Once we have determined the number of data channels, we may then estimate total capacity through the Shannon law, namely, by multiplying the total number of channels by the capacity of a single channel SNR SNR (20) in which is the number of pages and is the number of pixels per page, and SNR denotes signal-to-noise ratio. For a white Gaussian noise model, given the constraint of constant laser power, and for constant total diffraction efficiency, the SNR decreases with increasing number of pixels per page SNR At the same time, due to a limited dynamic range, the total diffraction efficiency decreases as , leading to a corresponding behavior of the SNR SNR . Thus, there exists a tradeoff between the SNR and the number of pages which can be superimposed. As a result, given parameters of the system (laser power, optical performance, electronic detection noise, media , and data rate), there is an optimum number of pages which need to be written in a single location of the volume holographic memory for which the capacity is maximized [29] (Fig. 10) . For realistic parameters of storage in the 90 geometry lithium niobate system ( , , laser power 1 W) the theoretical upper bound on the optimum number of pages is estimated to be 2500, with total raw capacity per storage location of 2.5 10 b [9] .
It is worth noting that the capacity calculated above is merely an information theory upper bound and does not consider the effects of SNR reduction due to nonideal imaging and interpixel and interpage crosstalk. The state-of-the-art demonstration of digital hologram recording in the 90 geometry in lithium niobate [30] experimentally realized a capacity of 10 pixels per storage location (i.e., 1000 superimposed holograms of 1-megapixel images). The resulting raw channel density of 350 b m (calculated as the ratio of capacity and the area occupied by the holograms on the entrance face of the storage crystal) represented, however, only 1.08 of the theoretical volumetric density limit of . reference waves used to multiplex holograms at different angles is given by (21) in which is the index of the reference beam, is the wave vector, does not depend on , is the angular frequency, is time, and is the amplitude of the plane wave. Fig. 11 shows a diagram for angular multiplexing. Data are encoded on a signal beam using a signal amplitude SLM (signal ALSM). The appropriate data pattern is loaded onto the signal ALSM through an appropriate electronic interface to a computer or peripheral system. The signal ALSM is situated at the front focal plane of a lens; the modulated signal propagates to the holographic medium in a Fourier transform configuration. Reference beams are plane waves incident on the holographic medium. Each reference vector is limited to a plane of incidence further situated so that the reference beams and an included wave vector in the signal beam lie in the same plane, as shown in Fig. 11 . A separate hologram is recorded with each reference wave, resulting in multiplexed holographic data pages. A data page is read out by illuminating the holographic medium with one of the reference beams. The output data page is focused on the output detector, and then demodulated by the appropriate electronics.
Throughout this paper, we are primarily interested in pageoriented multiplexing, in which we organize a large quantity of data recorded as pixels of an image. Each pixel stored by each reference beam may be considered to be a separate data channel. Angular selectivity is maximized for signal and reference wave vectors that are normally incident to perpendicular faces of the holographic storage medium [8] , [31] - [33] . For copolarized signal and reference beams, the diffraction efficiency is expressed as sinc (22) where is the mean angle of the first and second reference beam and of incidence of the signal beam. The minimum separation angle is defined as the first extinction of the sinc function, which occurs at (23) In this expression, the separation angle refers to the angle inside the material; refraction at the surface of materials having a high index of refraction will substantially increase the minimum separation angle.
For transmission holograms, in which the signal and reference beam are incident at the same side of the material, the angle between the signal and reference beams is relatively small, especially in media displaying a high index of refraction, and angular selectivity is moderate. Angular selectivity is highest for the perpendicular geometry, in which the signal and reference beam are incident at perpendicular surfaces of a holographic storage medium. The dependence of separation angle as a function of the angle between the signal and reference beams is shown in Fig. 12 . In the perpendicular geometry, the minimum separation angle outside the holographic material is given by (24) In a holographic storage material such as lithium niobate having a thickness of 1 cm, the angular selectivity is 50 rad in free space for recording/readout wavelengths of 500 nm, in the perpendicular geometry. Thus, 10 000 holograms can be accessed with an angular range of the reference beam of about 30 .
For moderate, nonoverlapping angular spectra of the signal and reference beams, we can derive a simple expression to estimate the accessible data channels. A reference wave illuminating the side face of the crystal, therefore, has a maximum number of degrees of freedom, or number of grating vectors separated by the minimum separation vectors, of . A signal wave illuminating a face has a maximum number of degrees of freedom in the dimension and in the dimension. In this geometry, the number of accessible data channels is further estimated by taking into account the angular bandwidths of the reference and signal beam to yield NA (25) where NA is the numerical aperture of a signal incident at the surface normal and is the angular range of the reference beam, both in free space outside the material. For a wavelength of 500 nm, a signal NA of 0.25, and reference beam angular range of 30 , the number of data channels is about 10 cm . Crosstalk: A practical HDSS generally displays deviation from the grating vector separation rules identified above. The result is crosstalk between multiplexed holograms. To understand the impact of crosstalk, we use a reciprocal space, or -space, formalism [9] , [28] , [32] , [34] - [36] . A signal beam comprising a data page and a reference beam generate a hologram having spectrum of grating wave vectors. This spectrum is shown in the shaded arc in Fig. 13 , which depicts a cross section of -space. In general, the spectrum of grating vectors comprises a solid cross section of a sphere. Multiple holograms are recorded by varying the incident angle of the reference beam so that the wave vector rotates. The result is a series of grating vector spectra indicated in Fig. 14. An important observation in Fig. 14 is that the grating vector sep- aration between the spectra of two holograms is not constant at various positions in the spectra, so that the optimum grating vector separation of a multiple of is not the same for all grating vectors in the spectrum. Thus, the null of the Bragg selectivity sinc function cannot be met over the entire signal spectrum, resulting in crosstalk.
This origin of crosstalk is illustrated in a different way in Fig. 15 . A principal signal wave vector and a principal reference wave vector are incident in the perpendicular geometry. For the principal wave vector, an angular separation of is selected to correspond to the minimum separation grating vector projection on the axis . Thus, the peak readout angle of each hologram is situated at the null angles of each of the other multiplexed holograms. For another signal wave vector , however, the peak readout angle is not situated at the null angles of each of the other multiplexed holograms, resulting in crosstalk.
Crosstalk is minimized when the signal and reference beams are incident on perpendicular surfaces of the medium, for which the ratio between the crosstalk and signal, the crosstalk limited SNR, is given by [31] SNR NA (26) in which is the number of holograms and NA is the numerical aperture of the signal beam. When discrete pixels are stored in a Fourier transform arrangement, so that rows of pixels span the dimension parallel to the reference wave vectors, the relative crosstalk takes on the form [32] SNR (27) in which is the number of columns of pixels. 2) Wavelength Multiplexing: Wavelength multiplexing consists of hologram formation in which each reference wave consists of a plane wave of a different wavelength incident at the same angle, such that (28) where now and the corresponding angular frequency vary but the orientation of is the same for all reference beams. Only the recording reference waves are Bragg 1matched, and any others result in Bragg-mismatched reconstruction. Fig. 16 shows a diagram for wavelength multiplexing. As with the angular multiplexing case, a Fourier transform configuration is used. The signal and reference beams are incident on opposite sides of the holographic medium, known as a reflection configuration. Wavelength selectivity is maximized for included signal and reference wave vectors corresponding to counterpropagating directions in the holographic storage medium [8] , [31] - [33] . Fig. 17 shows the geometry in which the reference beam is incident normal to the surface of a medium and the signal beam is incident at an angle with respect to the reference beam. For copolarized signal and reference beams, the diffraction efficiency is expressed as sinc (29) where is frequency difference between the recording and readout reference beam, is the velocity of light in free space, and is the angle between a planar signal and reference wave in the medium. For reflection holograms, the minimum separation frequency is defined as the first extinction of the sinc function, which occurs at (30) For reflection holograms, the angle between the signal and reference beam is generally substantial. Frequency selectivity is highest for the counterpropagating geometry, in which the signal and reference beam are incident at opposite surfaces of a holographic storage medium and propagate in opposite directions. The dependence of separation frequency as a function of the angle between the signal and reference beams is shown in Fig. 17 . For counterpropagating signal and reference beams, the minimum separation frequency is (31) In a holographic storage material such as lithium niobate having a thickness of 1 cm and an index of refraction of 2.5, the frequency selectivity is 6 GHz for recording/readout wavelengths of 500 nm. Thus, over 10 000 holograms can be accessed with a wavelength range of the reference beam from 500 to 560 nm.
Wavelength multiplexing generally displays crosstalk between multiplexed holograms due to deviations from the wavelength selectivity rules identified above. The series of grating vector spectra for wavelength multiplexed holograms is indicated by bold line arcs in Fig. 18 . As with angular multiplexing, the grating vector separation between the spectra of two holograms is not constant at various positions in the spectra, so that the optimum grating vector separation of a multiple of is not the same for all grating vectors in the spectrum. Thus, the null of the Bragg selectivity sinc function cannot be met over the entire signal spectrum, resulting in crosstalk.
Crosstalk is minimized when the signal and reference beams are counterpropagating, for which the ratio between the crosstalk and signal, crosstalk limited SNR, is given by [37] SNR NA (32) in which NA is the numerical aperture of the signal beam. Note that for this configuration, the crosstalk limited SNR does not depend on the number of multiplexed holograms, owing to the arrangement in reciprocal space. In practical systems, crosstalk is not the limiting factor. Rather, wavelength multiplexing is limited by stable tunable laser sources and strong backscatter in holographic media. One suggested approach to address the issue of backscatter is to use a perpendicular geometry, which has wavelength selectivity comparable to the counterpropagating geometry, as shown in Fig. 17 [38] ; for moderate capacities, crosstalk is not a factor.
3) Phase-Encoded Multiplexing: Phase-encoded multiplexing uses a phase SLM to control the reference beam and requires accurate control of the phase modulation and efficient collection of phase patterns to minimize crosstalk. An example architecture for phase-encoded multiplexing is shown in Fig. 19 . Here, a Fourier transform arrangement is used for both the signal and reference beam paths. A phase-encoded reference beam comprises a phase pattern established by an SLM. In this example, a one-dimensional (1-D) SLM is situated at the front focal plane of the lens, so that the resulting reference beam incident on the material has a wave vector spectrum in one dimension. By using a set of orthonormal functions and an appropriate optical configuration, multiple holograms may be superimposed without significant crosstalk.
Multiple holograms are recorded by varying the phase codes of the reference beam. For each hologram, the result is the grating vector spectrum indicated by the shaded region in Fig. 20 . In contrast to angular multiplexing, the grating vector spectra for each hologram overlap; what distinguished each hologram are the phase relationships among the recorded holograms. Krile et al. [39] , [40] and Morozov [41] have independently outlined this procedure for thin holograms, for which there is no Bragg selectivity. Because of its simplicity, we examine this procedure to illustrate basic properties of phase encoding. When volume effects are taken into account, Bragg selectivity reduces crosstalk.
In the general case, a two-dimensional (2-D) phase pattern may be used. The transmittance of the medium with a linear response is given by (33) where and denote the Fourier transforms of the signal and the coded reference , respectively, at the plane of the SLM, and is a proportionality constant dependent on the strength of the hologram. Upon illumination with reference beam , light diffracted from the hologram is given by (34) where is the readout reference beam. If a reference and signal pair and are used for recording the th hologram, then upon readout with we arrive at (35) The first summation gives the reconstructed wave of interest. If one hologram is stored, the diffracted beam that passes through the Fourier transforming lens to produce the field is [42] (36) at the detector plane, where the operators and denote correlation and convolution, respectively, and is a proportionality constant. A sharp autocorrelation peak is required in order to reconstruct the signal . For many object pairs this expression is generalized to (37) If the cross correlation between two reference codes and is appreciable, then we have significant crosstalk between two images stored with these codes [42] . Krile et al. have shown that this objective can be efficiently accomplished using Gold and Carter codes developed for spread spectrum communication applications [40] .
Kral et al. [43] have shown that the lower limit for the crosstalk-limited SNR for holograms multiplexed in thin media is given by SNR (38) The SNR can be improved using techniques outlined by Kral et al., including illumination of a phase pattern with a spherical reference beam.
For the case illustrated in Fig. 19 , the reference wave would ideally be composed of point sources corresponding to a pixel in the plane of the phase SLM. In the Fourier transform geometry illustrated here, each point source corresponds to discrete constituent plane waves after the Fourier transform lens, such that (39) When a reference beam is modulated in phase in one dimension, as shown in Fig. 19 , it consists of wave vectors spanning a plane. We choose a spacing of plane wave components such that the discrete spectrum of wave vectors corresponds to the wave vectors optimized for angular multiplexing. For proper selection of geometries, Bragg mismatch can be neglected. For this case, Krasnov has shown that the diffracted signal is given by [44] ( 40) in which the proportionality constant depends on the properties of the holographic material. For this special case, defines the inner product between and . To minimize crosstalk, we require that the reference waves be orthogonal. In a practical application of phase encoding, we will typically have a configuration in which Bragg mismatch cannot be completely neglected; a more detailed analysis is required, but we can use the expressions obtained for above to place boundaries on the expected behavior of the system. Overall, we expect the crosstalk-limited SNR of an orthogonal phase-encoded multiplexing system to be comparable to the case of angular multiplexing, and somewhat higher as we deviate from strict orthogonality.
For a 2-D reference beam, the presence of Bragg selectivity reduces crosstalk due to Bragg mismatch, but crosstalk due to Bragg degeneracy cannot be eliminated. Generally, we desire a set of reference codes such that the autocorrelation functions closely approximate a delta function centered at zero, and that every pair of codes has a cross correlation that is uniformly small and ideally zero. Then the reconstructed signal will have minimal crosstalk.
When an SLM or phase diffuser generating the reference beam in the Fourier transform geometry spans two dimensions, significant crosstalk occurs due to Bragg degeneracies. Generally, the phase can be assumed to be random for each pixel, or wave vector address in the Fourier geometry, where a random phase varies uniformly from 0 to For 2-D random phase codes, crosstalk is estimated as [27] SNR (41) where is the number of resolvable reference beam wave vectors in the dimension (42) The phase of each corresponding reference beam plane wave component is individually determined.
For the architecture in Fig. 19 having a 2-D reference beam SLM, each pixel corresponds to a distinct reference beam wave vector. These distinct reference beam wave vectors may be referred to as degrees of freedom [27] , [28] . Usable SNR can, therefore, be obtained by having more degrees of freedom in the reference beam than number of holograms, or oversampling the reference beam. For example, if a speckle pattern is defined by illuminating a phase plate at the front focal plane of a lens, SNR generally improves as the number of grains increases, up to a saturation limit.
Recent advances in phase-encoded multiplexing are described in [45] . An important feature of phase-encoded multiplexing not afforded other multiplexing approaches is encryption of recorded data using phase encoding. Ideally, the capacity of phase-encoded multiplexing is comparable to that of angular multiplexing. Demonstrations and practical implementations, however, have been limited by the suitability of available phase-encoding SLMs.
Correlation Multiplexing: For the holographic disk geometry, shift multiplexing is the most suitable and natural solution, since it does not require any beam steering or wavelength change and is achieved by simply moving the medium with respect to the reference and object beams, as indicated in Fig. 2 . Shift multiplexing can be implemented by using a spherical wave [46] or, alternatively, a random or, pseudorandom speckle pattern as a reference beam [12] . Shift multiplexing in the spherical reference beam case relies on the fact that a spherical type beam contains multiple angular components and, thus, a shift of the media or the reference beam leads to conventional Bragg mismatch. Multiplexing with a speckle beam is based on the spatial autocorrelation function of the beam used for the recording. In such case, the diffraction efficiency of the hologram is determined by the degree of correlation between the speckle beam used for the recording and the speckled beam presented upon readout (e.g., a spatially shifted version of the original beam). For random Gaussian speckle, the hologram shift selectivity is determined by the beam autocorrelation function [12] NA NA (43) where is the shift amount, , NA is the numerical aperture of the reference beam, and is the first-order Bessel function of the first kind. The speckle selectivity does not depend on the direction of the media shift (Bragg selective or Bragg degenerate) and is independent of the media thickness, although the crosstalk buildup is usually much faster in the Bragg-degenerate direction (and in thin media).
Thin-film-based materials are not typically suitable for angular multiplexing due to the difficulty in achieving the perpendicular geometry.
Qualitatively, speckle multiplexing can be modeled using the formalism developed for phase-encoded multiplexing described above. The speckle pattern will produce a plane wave spectrum that will not generally have optimum Bragg selectivity properties. Rather, the cross-correlation formulation is a better model to describe the process, and in general a mixed approach is needed to develop a complete qualitative analysis [27] . In general, the shift multiplexing selectivity is equal to the autocorrelation length of the speckle field, which is NA in both the and directions. The details of the crosstalk will depend on the details of the speckle pattern and the architecture of the HDSS. Crosstalk decreases as the number of degrees of freedom associated with the speckle pattern increases. In this geometry, the number of accessible data channels can be approximately estimated as NA (44) where NA is the numerical aperture of a signal incident at surface normal and the angles and are the minimum and maximum incident angles of the wave vector spectrum of the speckle field of the reference beam, in free space outside the material. The randomness of the speckle pattern generally results in a number of accessible data channels significantly less than this upper limit. While the details of correlation multiplexing are more complex than random phase-encoded multiplexing described above, it is useful to compare the two to understand the crosstalk trends of correlation multiplexing. In general, the details of the crosstalk will depend on the details of the speckle pattern and the architecture of the HDSS. We can refer to (41) to estimate the upper bound of SNR. In particular, (41) shows that crosstalk decreases as the number of resolvable reference beam wave vectors in the dimension associated with the speckle pattern increases. For speckle multiplexing geometries, is given by (45) By engineering the magnitude and the correlation function of the phase mask, the decorrelation distance is modified. Excellent densities can be achieved with this method, as shown in Fig. 21 .
With the random phase mask in the reference beam, 100 holograms were superimposed with good diffraction efficiency, as shown in Fig. 22 . These results indicate that densities of over 60 b m can be achieved with this technique.
Shown in Fig. 23 is an example of multiplexing multiple holograms within virtually the same volume of the medium using this technique.
In the Stanford HDSS holographic disk system described below, with the medium thickness of 200 m, the hologram shift selectivity is approximately 1.0 m and the corresponding NA of the reference beam is 0.25.
E. Phase-Conjugate Readout
An important approach for readout of holographic data is to use a phase-conjugate reference wave. A hologram is recorded in a typical manner, as shown in Fig. 24 (a). In a phase-conjugate readout configuration, a counterpropagating phase-conjugate reference beam is incident on the material, as shown in Fig. 24(b) . This reference beam generates a phase conjugate of the signal beam, which reverses the distortions in the material. Crosstalk between multiplexed holograms and noise caused by strong distortions in a holographic storage material can be reduced by readout with a phase-conjugated reference wave. Such a scheme has been suggested by several authors [47] , [48] and implemented in simple proof-of-concept demonstrations for materials displaying strong scattering [49] - [51] . More recently, digital HDSSs using phase-conjugated readout have been evaluated at Caltech [9] , [52] and IBM [1] .
Phase-conjugate readout, although being an extremely elegant technique realizable with inexpensive optical components, puts severe limitations on the performance of the system in terms of media and channel evaluation capabilities, since direct imaging (without writing a hologram) is not possible. Second, the phase-conjugation technique requires (in most cases) the capability of generating a phase-conjugate (or pseudophase-conjugate) replica of the reference beam to be presented during readout, which is rather cumbersome to implement within a shift multiplexing geometry using a speckle or phase coded reference beam. An alternative approach employs storage of a phase-conjugated replica of the reference beam itself using a buffer hologram [53] .
III. ASSOCIATIVE SEARCH
Volume HDSSs can be used to perform fast data searches of the stored data pages. Because the readout of each hologram multiplies two 2-D Fourier transforms (the transform of the search argument and the 2-D Fourier transform of the stored images), multiple 2-D correlations are computed optically. When multiple volume holograms are presented under the SLM with the search argument presented on it, the reconstructed reference beams are generated, with their respective amplitudes being proportional to the correlation strength between the search argument and the stored data pages. The search speed is basically limited by the data recording density and, for the system described below, can be as high as 10-100 Gb/s.
Volumetric holograms exhibit substantial Bragg selectivity with respect to small angular changes of the readout beams in the Bragg-selective direction. Thus, if the search pattern (search argument) is shifted with respect to its position in one of the stored images, the reconstructed reference correlation signal will be substantially reduced due to Bragg mismatch. In the Bragg-degenerate direction, the Bragg selectivity itself is a lot more forgiving, but the reconstructed reference signal will be angularly displaced in the Bragg-degenerate direction by an amount proportional to the relative shift between the search argument and its position in the given stored image. The shifted reconstructed reference beams can be filtered optically (by a pinhole and the correlation CCD pixel itself) before correlation signal detection in order to increase the autocorrelation to cross-correlation ratio.
Due to the lack of shift invariance, volume holographic optical correlators are most suited for relational database searches in which each individual data field has a fixed assigned position within the recorded hologram [54] .
The holographic associative search testbed developed at Stanford has the capability to record and retrieve multiple holograms recorded in a LiNbO crystal by angular multiplexing, as shown in Fig. 25 . The correlation of a group of holograms with an arbitrary search key can be detected with the correlation CCD camera. The control software allows the hologram(s) corresponding to the most intense correlation peaks to be selected.
Multiple holograms are recorded in the LiNbO crystal using the 90 geometry by deflecting a galvanometer mirror in the reference beam path over different angles. The light source used initially was a diode pumped continuous-wave (CW) laser with nominal power of 400 mW and a wavelength of nm. A twisted nematic liquid-crystal SLM (1024 1024 pixels, pixel size m, video frame rate), developed by IBM for the HDSS program was used as the page composer. The data readout CCD camera was manufactured by Dalsa, Waterloo, ON, Canada (1024 1024 pixels, pixel size 12 12 m). One-to-one imaging is accomplished with a high-quality imaging lens built by the Rochester Photonics Corporation, Rochester, NY, for the HDSS consortium.
To read out the correlation field intensity measured, a Kodak Megaplus CCD camera is used, having 1008(H) (1018(V) pixels, of 9 9 m pixel size, and a center-to-center spacing of 9 m (20% fill ratio). We used a pair of F-theta scan lenses, mm, scan angle 25 , spot diameter 12 m (Fig. 25) , to obtain a small, near diffraction limited correlation spot size for all holograms within the reference beam angular range. To minimize crosstalk and optimize overall system performance, the spacing between correlation spots is typically increased by decreasing the number of recorded holograms to 334-using three pixels per correlation period. Fig. 26 shows an example of the correlation field with the scanning lens reference beam telescope (100 holograms were recorded).
The experimental system was used to demonstrate fast parallel searches in a relational database. A relational database has data organizational structure such that the specific data is located in a specific part of the stored holographic page, thus eliminating the difficulties associated with holographic shift invariance. In the Stanford system, the demo database is a relational database that contains personal information about people. A typical data encoded page used in the demonstration is shown in Fig. 27 .
To demonstrate the parallel search ability of a volume holographic associative memory, 200 holograms were stored in 90 -geometry in Fe : LiNbO crystal in the associative search testbed [55] . Each hologram represents one record from the demo database. The reference beam angles were chosen in such a way that each reference beam was focused to a unique portion of the correlation camera. An experimentally verified exposure schedule was used to achieve a uniform diffraction efficiency distribution among the multiplexed holograms. The processing software converts the user query inputs into a search key bitmap file by using appropriate modulation coding and encoding mask. Shown in Fig. 27 is an example search key bitmap file.
After the search keys is presented on the SLM, the image of the correlation spots is grabbed by the correlation CCD and, after applying normalization to the correlation spot intensities, the processing software ranks all the correlation spots in the order of the correlation intensity values. An example of search system operation is presented in Figs. 28 and 29.
The performance of the volume holographic associative memory was evaluated in a number of search demonstrations. When any one of the ten database fields was used as the query key, the expected records were consistently within the top ten of the 200 search results. With a larger query key (for example, using the combination of the first name and last name field as the query key) better search results were obtained. Fig. 28 is a partial picture that we used as the query key. Eighty percent of the photo in the query key has been erased, but it still returns the correct record. The retrieved complete personal record (Fig. 29) is identical to the original record.
Each search operation includes the following: imprinting the search key on the object beam and illuminating stored holograms; detection of the correlation signal, normalization by hologram strength, ranking of the correlation intensity, mapping of selected correlation spots to reference beam angles, address-based recall of the selected hologram, decoding of the retrieved data page, and finally, display of the search result.
In the current system, the major time overhead is associated with mechanical components, signal processing, and search argument display. The fundamental limit to the search speed comes from the key generation and correlation signal processing (ranking and normalization). With dedicated hardware and a fast SLM [such as a 1000-ft/s Texas Instruments deformable mirror device (DMD)], search speeds of 10 000 stored pages/s or more can be envisaged.
At IBM, a similar associative search experiment was carried out (see Fig. 30 ) [1] . Researchers at IBM showed that if an unindexed conventional "retrieve-from-disk-and-compare" software-based database is searched, the search is limited by the sustained hard-disk readout rate (taken to be 25 MB/s). For example, a search over 1 million 1-kB records would take 40 s. In comparison, with off-the-shelf, videorate SLM and CCD technology, an appropriately designed holographic system could search the same records in 30 ms, a 1200 improvement. Custom components could enable 1000 or more parallel searches per second.
IV. HOLOGRAPHIC MATERIAL CHARACTERISTICS FOR DIGITAL DATA STORAGE
Although different applications require materials of varying properties, an ideal material would have a fast time response (in microseconds), would be as as sensitive as photographic film (in joules per square centimeter), would retain information over long periods ( ten years), would have a large spectral sensitivity range extending into the infrared region of the spectrum, and would be available in large quantities and sizes with good optical quality, and would cost little. Such a recording material does not exist today. In general, sensitive materials have small photorefractive response, and vice versa. For example, LiNbO is available in large size, of good optical quality, and at relatively low cost, and has a large index variation per absorbed photon. Its response time, however, is rather slow, on the order of milliseconds or longer, depending on the intensity of the recording light. Thermal fixing has been demonstrated allowing nondestructive readout for periods of years, but this process typically requires temperatures of at least 100 C for fixing.
Photopolymer materials usually have much higher sensitivity due to chemical amplification effects and a high dynamic range, but are rather limited in terms of thickness (1 mm or less). Other issues associated with polymers are significantly increased scatter levels compared to single-crystal photorefractive materials, and volumetric shrinkage upon photopolymerization. The latter effect can be somewhat mitigated by use of high molecular weight monomers and proper choice of the material chemistry. The shrinkage and scatter limits the available usable thickness of photopolymers.
The typical minimum material parameters for optimized holographic performance are listed below [56] . Media: -Disk wedge 0.5 mrad. -Format: 120 mm to 6.5-in-diameter disk. -Total wavefront error over 2 mm spot: . -Scatter (including substrate) 10 srad . The performance of an HDSS greatly depends on the quality and physical properties of the recording medium. The DARPA PRISM consortium has developed a precision tester [57] at IBM for measuring the performance of different holographic media using a common platform. Since 1996, many advanced holographic recording materials were evaluated and compared using a common comparison framework. The most important parameters include image quality (degree of image distortion), sensitivity, dynamic range, fidelity (spatial resolution), stability, shrinkage, and available thickness. Based on the results published so far [58] , the most promising photorefractive crystals remain Fe-doped lithium niobate, while Polaroid CROP materials represent the better option in the photopolymer family. Fig. 31 presents the summary of current holographic storage materials properties (data collected at the International Workshop on Holographic Data Storage, sponsored by NSIC, Nice, France, March 8-11, 1999) .
The PRISM and HDSS team members have investigated the properties of many available materials in the IBM PRISM tester. The results are displayed in Fig. 32 The BER was measured for a given material as a function of background scatter, as defined above. It is notable that LiNbO is still the best material in terms of optical quality at a certain BER at all page sizes. This is not surprising, as the polymer materials intrinsically scatter more light caused by the variation in index of refraction of the components that constitute the polymer. These components, such as the binder, the monomer and the polymer are needed to create a hologram; therefore, a tradeoff is required between sensitivity, diffraction efficiency and scatter. For inorganic materials such as LiNbO the index of refraction is induced by a space charge field and scatter (as well as sensitivity) is considerably lower. Currently Aprilis and InPhase are optimizing their materials for improved performance. From this graph we also note that the page size has a considerable effect on the achievable BER. For a page that contains 1024 kb, the achievable BER is six orders of magnitude worse than for a 256-kb page, while reducing by only a factor of four the capacity per page. To optimize total system capacity, a careful tradeoff is needed between page size and the multiplexed number of pages. For example, by setting a threshold value for the minimum BER, we can determine the optimal capacity by considering the number of pages that can be superimposed using a certain error correction code (ECC), as described in the section on en/deconding.
V. PHOTOREFRACTIVE MATERIALS
Photorefractive materials record holograms through photoinduced charge-transport (diffusion, drift, and photovoltaic effect), charge carrier redistribution between the deep traps and buildup of an internal space charge field. The resulting index distribution is produced due to electrooptic (Pockels) effect (Fig. 34) .
In general a variety of trapped and photoexcited states are possible, including electrons and holes. Typically, electrons are trapped at impurity centers and photoexcited into the conduction band. This example is illustrated as follows. Using the example of Fig. 4 , intersecting signal and reference beams generate an interference pattern with regions of high intensity and low intensity, which has the functional form (46) in which is the modulation factor that quantifies the contrast of the interference pattern.
As shown in Fig. 33 , photons excite electrons into the conduction band in higher concentrations within the regions of constructive interference than within the regions of destructive interference. Electrons diffuse in the direction of the concentration gradient to the regions of destructive interference, where they relax to empty states in the energy band gap. In the presence of a photovoltaic current found in materials such as lithium niobate, the effect is enhanced.
A graphical depiction of the relevant physical quantities associated with the photorefractive effect is shown in Fig. 34 for a diffusion dominated photorefractive medium. A periodic intensity variation arises from the interference of the signal and reference beams. This pattern establishes a coulombic charge density in the photorefractive material that records the intensity pattern; red indicates positive charge and blue indicates negative charge. At steady state, a periodic potential associated with the charge density balances diffusion. The separation of electrons from fixed, positive ions establishes an electric field , typically called a space-charge field, that replicates the functional form of the interference pattern, up to a phase factor (47) This expression is accurate only for small modulation depths, in which and is the normalized space-charge field, representing the transport properties of the medium.
In materials displaying the linear electrooptic (Pockels) effect, for example, the space-charge field generates a periodic index grating proportional to the electric field, such that (48) where is the index of refraction and is the effective Pockels coefficient, which in general depends on the Pockels tensor, light polarization, and crystal orientation [59] . Therefore, the resulting index grating replicates the initial interference pattern up to a phase shift, generating a volume hologram.
In a holographic medium that does not display nonlinear beam coupling, the diffraction efficiency is [60] (49)
Detailed accounts of photorefractive transport can be found in [61] - [66] . Lithium niobate is the most common photorefractive material used in HDSS demonstrations. Other inorganic materials of interest include strontium barium niobate and barium titanate. Organic materials include reversible photorefractive polymers that may eventually be candidates for holographic storage systems [67] . Photorefractive polymer materials, however, require large applied electric fields, and good sensitivity as well as long term stability of recorded holograms have not yet been demonstrated in the same medium.
A. Complementary Gratings for Hologram Fixing
In a simple photorefractive material with one photoexcitation process and one species of trapped charge, light used to record the hologram will typically erase the same hologram upon readout. Thus, for permanent storage and multiple reads without data degradation, photorefractive materials require a fixing process.
Hologram fixing can be accomplished in a number of ways. One method makes use of complementary charge gratings residing in separate subsystems of charge transport which are not sensitive to the readout light. The gratings are complementary in the sense that they have opposite polarity and can screen each other. Fig. 35 illustrates a generic process that uses complementary gratings to establish stable holograms. Subsystem comprises a photoexcitable charge species, such as a trapped electron, as shown in Fig. 35(a) . A coulombic charge density grating is written in subsystem through the photorefractive effect. A second charge density grating is established in subsystem using a different process and may be accomplished by changing a material environment parameter such as temperature, electric field, or type of illumination, as shown in Fig. 35(b) .
Optical, holographic, and system considerations put constraints on the use of complementary gratings for nonvolatile readout. For image bearing beams, an important issue is the expansion of the crystal on heating. If holograms are recorded at an elevated temperature and then cooled, the Bragg condition will be modified, and either the angle of the reference beam or its wavelength or both must be modified to obtain the greatest diffraction efficiency. This effect ultimately puts limits on the image field that may be reconstructed with acceptable fidelity and will introduce additional crosstalk because not all of the signal can be Bragg matched simultaneously at the lower temperatures. It is a system issue whether simultaneous formation of holograms at high temperature or formation a low temperature and subsequent activation of mobile ions at high temperature give optimal performance.
In lithium niobate, for example, subsystem may establish an initial electronic charge density through the photorefractive effect, and subsystem is established as a complementary charge density through mobile ion transport at elevated temperature [68] - [71] (Fig. 36) . The ionic conductivity usually obeys an Arrhenius-type dependence on the temperature (50) where is activation energy (approximately 1.2 eV for hydrogen impurity and 1.4 eV for interstitial lithium migration), is the density of conducting ions, is the electron charge, denotes the permeability of free space, and is Boltzmann constant. Mobile ions are thermally activated and move to screen out the electronic grating. The resulting hologram becomes screened. However, at lower temperatures, the ions have significantly lower mobility and the grating lifetimes can be considerably longer than for an electronic grating. Thus, at lower temperature, the ionic grating will represent a backbone of the fixed hologram while, upon light illumination, the electronic grating will redistribute itself, partially screening the fixed ionic grating. The ionic grating also eventually decays at a much slower rate (from several months to more than ten years) depending on the residual conductivity at the storage temperature and the degree of electronic screening.
Two alternative approaches exist for creation of fixed ionic gratings in lithium niobate. In the first case, electronic gratings are formed at room temperature. Initial exposure to the signal and reference beams generates an electronic grating which is followed by ionic compensation at higher temperatures without illumination. At elevated temperatures (above approximately 100 C in LiNbO [72] ), ions become active and generate a complementary screening grating that compensates the space charge arising from the electronic grating. These paired electronic and ionic gratings constitute complementary gratings and are derived from charge patterns with opposite polarity. On cooling to room temperature, the ions are significantly less mobile and represent the ionic backbone of the fixed grating. Subsequent light exposure reveals the fixed grating by partially redistributing the electronic charges. In the presence of light exposure, the ionic grating is partially screened, but in the case of LiNbO , strong photovoltaic currents significantly reduces the screening. The actual degree of screening depends largely on the grating spacing, photorefractive impurity concentrations (e.g., Fe ), and the reduction state of the material [66] , [73] .
In the second approach, both electronic and ionic gratings are formed simultaneously at an elevated temperature [68] . Simultaneous formation of electronic and ionic gratings typically results in stronger complementary gratings because of mutual screening during formation, in which the magnitudes of both gratings may be substantial, but their difference remains relatively small [69] , [70] . The typically used temperature range for this process is 150-180 C.
Multiple fixed holograms based on ionic gratings have been demonstrated in LiNbO . [68] , [74] - [76] . At least 500 holograms may be stored using ionic gratings and for which diffraction efficiencies in the range of 2-25% have been reported [68] , [75] , [76] . As part of the PRISM consortium, Siros Technologies first demonstrated fixed ionic gratings by recording over 500 pages of digital data in LiNbO [77] . Subsequently, the Psaltis group demonstrated fixing of thousands of holograms [78] .
Holographic gratings based on charge redistribution inevitably decay due to ionic and electronic conduction. The lifetimes of fixed ionic holograms are limited by the finite ionic conductivity at low (i.e., room) temperature [66] , [73] (Fig. 37) . Ionic gratings are partially screened by trapped electrons upon readout (see Fig. 36 ), which decreases the resulting diffraction efficiency, but proportionally increases the grating lifetime. A significant increase in fixed ionic hologram lifetime is realized in lithium niobate with low hydrogen impurity content. Fixed hologram lifetimes of about two years at room temperature are projected in dehydrated lithium niobate crystals. Due to partial electronic compensation, the actual hologram lifetime is prolonged but at the expense of reconstruction efficiency. Prolonged recording at elevated temperature (in highly doped lithium niobate) usually results in a nearly fully compensated gratings with little or no electrooptic contribution, but with a sufficiently strong index perturbation arising from the photochromic effect due to substantial modulation in the dopant concentrations. Such gratings possess prolonged lifetimes (over 50 years or more) and do not require light for development.
B. Two-Photon Recording
One of the difficulties encounted with thermally assisted ionic fixing for digital hologram recording is that recording occurs at elevated temperatures with reading at room temperature. For thick media, the diffraction efficiency, therefore, reduces due to Bragg mismatch. This problem and the associated complications of recording at elevated temperatures can be overcome by using a two-photon recording method.
Two-photon gated recording techniques (Fig. 38 ) have been investigated since the early days of research on holographic memories, in particular at Bell Laboratories [79] [80] and the PRISM consortium [81] - [84] .
A signal and reference beam are incident at one (typical near IR) wavelength, which is too long for photoexcitation, and a uniform beam at a shorter wavelength provides the electron photoexcitation (and absorption at longer wavelength due to short-lived shallow traps). The gratings may then be probed nondestructively using the first wavelength. This process has been identified in nominally pure Fe-doped, and Cu-doped LiNbO [80] , [85] - [87] , in KTa Nb O [79] , and in LiTaO [80] . This process is nonlinear with intensity, and for optimal results, a resonant two-photon absorption process is desired. Nonresonant gratings require energy fluxes on the order of joules per square centimeter and peak pulse intensities of gigawatts per square centimeter, whereas resonant gratings require the same energy fluxes but peak pulses intensities of only 10 MW/cm [80] . Other work has focused on gated recording using rare earth doped ferroelectrics [81] , [82] The difficulty with the early work was the low sensitivity of the medium and the high power of the lasers required to record data in LiNbO . In the late 1990s, we have overcome this problem by modifying the composition of LiNbO by making it more stoichiometric, adding Fe and other dopants, combined with optimized oxidation and reduction postgrowth treatments [83] , [84] . As a result, we have discovered an improvement of sensitivity of several orders of magnitude over previous results, making the medium approximately equally sensitive as Fe-doped LiNbO in the green. Typical sensitivity and index changes as a function of stoichiometry are shown in Fig. 39 . It is interesting to note that the sensitivity exhibits a threshold behavior near 49.5 mol % Li O in the crystal.
At a Li O concentration of 49.9%, the total accumulated grating strength (the # or the sum of the induced refractive index changes of all superimposed holograms) in this material is very high, and we have measured values of the 10. This is very significant for data storage applications, as it provides a large dynamic range for superimposing holograms. The basic physical mechanism of two-photon gated recording in LiNbO is shown in Fig. 40 . Gating light excites electrons from deep traps (intrinsic or extrinsic) which are temporarily trapped in the shallow levels (typically small polarons or shallow extrinsic dopants). The electrons from shallow levels can be excited by red or near-IR recording light, thus forming a holographic grating. When the gating light is switched off, the electronic population in shallow levels is transferred back to the deep traps, which do not absorb the longer wavelength recording light, thus making media insensitive, allowing nondestructive readout.
The key in achieving efficient recording is in providing sufficiently long lifetimes ( 100 ms) for the excited electrons in the shallow levels. This is achieved by using near-stoichiometric lightly reduced lithium niobate with low concentration of deep traps [83] , [84] . Other approaches [88] , [89] rely of extrinsic dopants (e.g., an Fe, Mn pair) of optimum concentration to provide pairs of deep and shallow levels within the forbidden gap of lithium niobate, similar to intrinsic defects described here.
The single photon sensitivity in the near IR is very small, thus providing a means for prolonged readout, as shown in Fig. 41 . When the gating beam is turned on again during readout, information is erased.
The Stanford team [90] has implemented a digital recording system using two-photon illumination, as shown in Fig. 42 . A 1-W Ti : sapphire laser pumped by a multiline argon laser was used to illuminate a chrome-on-glass mask containing digital data. Gating light from another argon laser at 476 nm is delivered to the crystal by an optical fiber. The mask pattern contained 512 512, 18 18 m square random data bits (100% fill factor) and alignment crosshairs, but did not include any modulation codes or ECCs. An off-the-shelf multielement lens optimized for one-to-one imaging mapped the mask pixels onto the CCD pixels. The 18 18 m SLM pixels are centered on single 9 9 m square CCD pixels to reduce interpixel crosstalk and relax misalignment tolerances. The surrounding nonactive CCD pixels act as a guard area that is equivalent to a smaller fill factor, and no oversampling is used for postprocessing. The crosshairs were used during the manual alignment for accurate adjustment of tilt and magnification. Closed-loop computer control of the CCD camera -position provided fine alignment ( 1 mm) of the crosshairs before readout.
A two-photon sensitive 1-mm-thick partially reduced LiNbO crystal of near-stoichiometric Li O mol composition [83] (doped with nonphotoactive 0.2% Pr) was used in these experiments. The digital holograms of the mask were recorded at different wavelengths in the transmission geometry by use of extraordinarily polarized recording beams from a tunable laser and 100 mW/cm of gating light (Fig. 42) . The imperfect parallelism of the cut crystal caused distortions of the order of one CCD pixel across the page, which were compensated for by automated realignment of the camera on the crosshairs while the hologram was scanned upon readout. For a stored 256-kb hologram, the estimated BER is found to be 8 10 ( Fig. 43) , which is sufficient to guarantee a user BER of 10 when established modulation codes and ECCs are implemented.
C. Other Techniques for Nondestructive Readout
Several research results suggest that fixed hologram gratings may also be achieved using crystals with two species to establish and reveal a complementary grating with a lifetime longer than an initial principal grating; once a long-lived complementary grating is established, shorter lived gratings in a second level may be exposed and erased without significant erasure of the complementary grating. This technique has been used in Bi TiO for real-time double-exposure interferometry [91] and image subtraction [92] . For significantly long exposure, however, the complementary grating will decay, but can have a lifetime several orders of magnitude longer than the principal grating [93] , [94] . Similar applications have been demonstrated for semipermanent photochromic gratings [95] , [96] . KTa Nb O [97] has been shown to display fixed holograms for gratings established in the centrosymmetric paraelectric phase at an elevated temperature and then cooled through the phase transition to a ferroelectric phase. These may be due to the participation of two photoactive species during grating formation and the deactivation of one following the phase transition.
Another mechanism to establish fixed hologram gratings related to complementary gratings relies on properties of phase transitions in ferroelectrics. Replication of photorefractive space-charge density is achieved through spontaneous polarization modulation in strontium barium niobate (SBN : 75) [98] and barium titanate BaTiO [99] . Thus, the hologram grating exists in the variations in the local spontaneous polarization of a noncentrosymmetic crystal in the form of microdomains whose parameters (density and average length) are correlated with the original electronic space charge [100] . This approach is effective mostly for the materials whose ferroelectric Curie temperature is close to room temperature (e.g., Ba Sr Nb O , BaTiO ). Using this technique, 1000 image bearing (but not digital) holograms were angularly multiplexed and fixed in Ce-doped SBN : 75 [101] .
Another wavelength-dependent nondestructive readout technique relies on the spectral response of a photorefractive medium. Simple plane wave holograms written at one wavelength may be read by Bragg-matched light of another wavelength, and if the medium is not photoactive at the reading wavelength, repeated nondestructive readout is possible. For image bearing holograms, however, light at the readout wavelength cannot in general be Bragg matched to all the components of the signal. Reconstruction with spherical wavefronts has shown improved results, and strategies to determine optimal reconstruction of wavefronts have been developed [102] - [105] .
In addition to fixing techniques which rely on the properties of materials, there are feedback techniques that refresh and sustain holograms during their use. Using one technique, holograms are periodically copied when their diffraction efficiency falls below a certain level [106] . Holograms may also be circulated between two photorefractive crystals by transferring data from one to the other before the holograms in the first are erased during readout, and then reversing the roles of the crystals [107] . Phased-locked sustainment may be achieved by generating a conjugate of the signal and reference beams during readout, thereby refreshing the hologram as it is read [108] , [109] . By another technique, phase-locked, binarized holograms may be dynamically written, read out, updated, and refreshed using either an optoelectronic or an all-optical feedback loop for spatial thresholding in conjunction with a photorefractive crystal, as has been demonstrated in LiNbO [110] and BaTiO [111] . Finally, extended readout may be achieved by illuminating a storage material with a low-intensity reference beam during readout and enhancing the output signal using an optical amplifier [112] .
D. Noise in Photorefractive and Other Media With a Local Response
Although LiNbO and other photorefractive media exhibit very low noise characteristics, as shown in the comparison Fig. 31 , in the absence of significant light exposure, noise builds up due to the dc sensitivity in media exhibiting a local response, as well as photographic film and photopolymers. Here we discuss the case for LiNbO as it has been well studied. In LiNbO , for example, as more and more holograms are recorded in the same location, a migration of charges in the direction of the photovoltaic current builds up local charge concentrations that lead to local index distortions in the medium. Aberrations in the readout and the data beams then result in bit errors. After a few hundred holograms are superimposed, this dc-noise effect can become significant and limits the further addition of holograms to the same location, thereby limiting the storage density. This effect is frequently referred to as optical or photovoltaic damage. Graphically the optical noise properties are shown in Fig. 44 , where the sensitivity and index change are plotted as a function of the grating vector, i.e., the transfer function.
In digital holographic storage, the usable dynamic range of Fe : LiNbO as limited by optical damage is -(Siros Technologies, 1996). The solution to reducing this so-called photovoltaic damage is to reduce the dc response of the medium. One effective method in LiNbO is periodic poling of the ferroelectric domains. For example, in bulk LiNbO charges build up at the edges of the crystal when illuminated by a Gaussian beam, as shown in Fig. 45 , and this gives rise to distortions of the Air Force test target that is stored in the crystal (in this case a strong hologram is recorded, which gives rise to similar effects as when superimposing many weak holograms).
By alternating the direction of layers of ferroelectric domains, the dc damage effect is significantly reduced, as shown in Fig. 46 . Effectively, the transfer function has a small value for low spatial frequencies, as the oppositely oriented domains prevent strong buildup of net charges [113] .
VI. PHOTOPOLYMER MATERIALS
Early photopolymers intended for holographic applications were developed primarily for display of single images and were tolerant to a wide range of aberrations. For data storage applications, however, more stringent requirements are sought. Sensitivity, hologram shrinkage, and material stability are several of the most critical issues addressed in HDSSs based on photopolymer media. Shrinkage is particularly important because it distorts the Bragg gratings that record data holographically. Because most photopolymer processes are not reversible, photopolymer systems are best suited for WORM applications.
In general, photopolymer storage media are complex systems comprising several components and typically include the following: monomers and/or oligomers, a photoinitiation subsystem, and a chemically inactive component. The photoinitiation subsystem may further comprise a photosensitizer that is specifically chosen to sensitize the polymer to a specific light spectrum. Upon exposure to light, the photoinitiation subsystem receives photons and triggers a reaction that converts the monomers and/or oligomers to poly- mers. Polymerization generally results in local changes in the physical density, and the chemically inactive component, frequently called a binder, may diffuse in response to the changes in density. Frequently, the binder has specific optical properties that play a role in generating the index perturbation responsible for the hologram; for example, the binder may have a different index of refraction than the monomer. Photopolymer storage media may also comprise an internal polymer scaffold that serves to enhance the stability and reduce the shrinkage of a material [16] .
We now focus on a specific example of a photopolymer to illustrate the basic requirements for holographic data storage. Polaroid has developed a photopolymer system, ULSH-500, that has particularly good shrinkage properties [15] . This system uses specific monomers that polymerize using a cationic ring-opening mechanism. The photoinitiation subsystem comprises a photosensitizer and an acid generator. The photosensitizer receives light used to record a hologram and transfers energy to an acid generator. The resulting proton triggers the polymerization process, which proceeds as a monomer reacts with the acid to open a molecular ring and bond to a neighboring polymer, generating an additional proton. This reaction proceeds until it reaches a termination impurity. A particular advantage of this photopolymer system is that opening a monomer ring partially compensates for shrinkage that typically occurs during the polymerization process.
During hologram recording, monomers are polymerized in the regions of high intensity, resulting in monomer gradients between the regions of high intensity and low intensity. This is illustrated in Fig. 47 , which shows the intensity distribution and the resulting polymer density grating . Monomers then diffuse into the regions of high intensity, providing additional media for polymerization, and binder diffuses into the regions of low intensity, resulting in a binder density grating . The resulting polymer matrix displays a gradient in the index of refraction due to three factors: a change in the electronic structure of the monomer upon polymerization, called molar refraction changes; density changes resulting from monomer diffusion into the regions of high intensity; and direct refractive index changes that result due to partial segregation of monomer and binder having significantly different indices of refraction. Once an index grating is established, any remaining monomer is polymerized to ensure that monomer and binder remain segregated. Implementation of ULSH-500 in an HDSS is generally accomplished using the following procedure. Photopolymer media are deposited between two flat surfaces, typically two glass substrates, which are separated by spacers. Photopolymer thickness is generally about 100-500 m; higher thicknesses can be achieved but generally require a decrease in sensitizer concentration, and, therefore, recording speed, to maintain usable optical density. Prior to polymerization, the medium is a medium viscosity fluid. An initial preexposure process, therefore, is typically required to establish a photopolymer matrix, or scaffold, to provide the necessary material stability prior to recording. The preexposure process may be accomplished by thermal treatment and/or flood exposure to light. After preexposure the material is converted into a gel-like state in which holograms can be recorded. After the final hologram is recorded, a postexposure process may be applied to polymerize any remaining monomer, thereby improving the stability of the material. Single hologram diffraction efficiencies can approach 100%; as with inorganic materials, significantly less diffraction efficiency per hologram is obtained for multiplexed holograms, as the dynamic range is budgeted among the recorded holograms. Recording sensitivities can be about 3 cm/mJ for light at wavelength of 514.5 nm, and exposure fluencies of about 50 mJ/cm2 can result in single-hologram diffraction efficiencies of about 80% for 100 m thick photopolymer media. The high sensitivity of CROP photopolymer is merely because of the chain propagation effect (as shown in Figs. 48 and 49) as well as the relatively high molecular weight of the stating monomers [15] .
A critical problem related to photopolymer media is shrinkage. As the medium is exposed to light, it changes from a gel-like substance to a solid plastic. As a result, the density of the medium increases as the volume shrinks. As a consequence, the grating spacing of previously recorded data changes as more holograms are superimposed. This leads to Bragg mismatch, as the grating wave vector is increased due to shrinkage. As a result, the readout beam must be altered in order to satisfy the Bragg condition for efficient readout. In practice, either the readout wavelength or the readout beam angle is changed compared with the reference beam used for recording; usually both are changed [114] . For reconstruction of a plane wave, this can often be accomplished, however, for data bearing object beams, all grating vectors usually cannot be simultaneously Bragg matched, and as a result, only a portion of the data page is read out for a particular readout beam geometry. This, of course, leads to potentially large data errors and must be avoided. In practice, this can be achieved by optimizing the system for a certain amount of tolerable shrinkage in the medium. By trading off recording sensitivity by preexposing the medium so it becomes closer to its final solid state, shrinkage is reduced, but the available dynamic range is reduced commensurately as well, and fewer holograms can be recorded with lower sensitivity, requiring either longer exposure times or higher recording powers. As CROP materials exhibit lower shrinkage per unit volume for a given sensitivity than free-radical media, they have practically proven to be the best performing media for holographic data storage. Their optical properties are optimized for a particular holographic storage system by varying composition of the constitutive photopolymer components. Overall system performance is optimized by carefully considering all system and media characteristics and determining the optimum capacity at a certain data transfer rate given limitation on cost and system components.
A HDSS based on photopolymers is typically implemented using a rotating disk, as this provides a convenient format for using optomechanical systems developed for other types of optical storage. Multiplexing techniques best implemented in a disk-based architecture include rotational multiplexing (similar to shift multiplexing), which is based on a reference beam with curved wavefronts [11] , and speckle multiplexing, which is based on a reference beam with a speckle pattern. Rotating the medium decorrelates the reference beam with respect to the recorded hologram, thus enabling multiplexing by simply rotating the disk. This type of photopolymer system has been implemented in HDSSs described in more detail below.
A variety of other photopolymer systems are under development as candidate materials for HDSSs. Lucent, for example, has developed a free-radical photopolymer system that utilizes two independently polymerizable and compatible chemical subsystems [115] . One subsystem defines a polymer matrix scaffold in situ using low-index polymer precursors. The other subsystem records holograms using highindex monomers, which remain intact after polymerization of the first subsystem. The polymer scaffold enhances the stability of the material and allows it to be shaped in a variety of thick and flat formats. The scaffold is further designed to avoid cross reactions with the monomer subsystem that would reduce the refractive index contrast. The Lucent team has reported implementing this type of photopolymer system in a shift-multiplexing architecture to record about 4000 holograms in a configuration having a potential of about 1 Gb of data, which is equivalent to about 50 Gbytes of user capacity in a 5.25-in disk [116] . These authors do not report any BER values, making evaluation of the storage capacity of these experiments somewhat difficult.
VII. OPTICAL SYSTEM ARCHITECTURE ISSUES
Design of HDSSs has been studied by many authors, from the early 1970s till recently. In early work [117] , Vander Lugt, for example, examined the effects of optical constraints on the information storage capacity of block oriented pagebased memory systems. He did not take multiplexing of data into consideration in order to keep the SNR high and showed that the packing density is limited by geometrical constraints of the Fourier and imaging optics. The areal information density (raw) for holographic storage can be approximated as a product of the individual hologram density (calculated in [117] and [118] ) times the number of superimposed holograms (51) where is the size of the SLM, is the wavelength of light, is the focal length of the imaging optics, and is a dimensionless parameter which relates the actual hologram size to the Nyquist limit (typical values used in holographic storage systems are within the range from 1.1 to 1.6, depending on the image quality requirements). The number of holograms which can be superimposed is limited by a variety of parameters such as required transfer rate (i.e., photon budget), material dynamic range (i.e., ), scatter, and information crosstalk. In order to achieve high storage density, it is, therefore, important to achieve high data density per hologram, which according to (51) requires a high NA for the imaging optics. The tradeoff between capacity and transfer rates is estimated by computing the number of photons incident on a detector element during page readout. From this calculation, we can estimate the maximum number of superimposed pages readable with a certain SNR Number of pages QE (52) where is a variable based on system and materials parameters, is the number of photons per watt per second, QE is the quantum efficiency of the detector array, is the optical efficiency of the readout system, is the fixing efficiency, is the read time of the recalled data, is the number of pixels in the data page, denotes the number of photoelectrons needed to get a 20-dB SNR, and is the power of the readout beam. It is assumed that bit patterns are balanced (although this does not have to be the case) by making half the pixels in a page on and half off. From this equation, the tradeoff between capacity (the product of the stored number of pages, the code rate, and the number of bits per page) and data transfer rate (the number of bits per page times the code rate divided by the readout time) is determined in a photon-limited system. Optical damage and crosstalk limitations are not considered. In practice, however, optical damage often tends to limit capacity, but can be significantly reduced by recording at elevated temperatures [68] or by using periodically poled media. Equation (52) provides an upper bound.
As an example, assume that photoelectrons to achieve a 20-dB SNR, the page size is , the number of photons per watt per second is , the dynamic range is , the camera frame rate is 1000 ft/s, i.e., ms, the detector quantum efficiency m, the laser power W, the fixing efficiency , and the optical readout efficiency ; then the number of pages per stack is approximately 470, and the number of stacks for 100-GB raw capacity is 2100. Thus, high data capacities and transfer rates require substantial spatial multiplexing.
However, capacities of several gigabytes could be achieved with no spatial multiplexing for data transfer rates near a few megabytes per second. Using acoustooptic Bragg cells, access times can be made less than 50 ms with no moving parts. At a transfer rate of 5 MB/s-typical for current magnetooptic drives-data density for HDSS is 50-70 times higher using a laser with two orders of magnitude more power. By varying the materials and systems parameters according to (52) , the curve of Fig. 50 can be modified. In particular, improvements in are effective in increasing storage capacity, an area of much current research. Further improvement is achieved by using signal processing and coding techniques. 
VIII. SIGNAL PROCESSING AND EN/DECODING
In a data storage system, the goal of error correction coding, data modulation, and signal processing is to reduce the BER to a sufficiently low level while achieving such important figures of merit as high density and high data rate. The distinct feature of digital holographic data storage is that this technology treats each individual pixel of the hologram as a data channel and the entire image as set of data channels. This allows the employment of modulation coding and signal processing techniques to improve the system performance in terms of total capacity at an acceptable error rate.
Coding and signal processing can involve several qualitatively distinct elements. The cycle of user data from input to output can include error correction coding, interleaving, modulation encoding, signal preprocessing, data storage in the holographic system, hologram retrieval, analog signal detection and binary digitization (using CCD or CMOS detector array), signal postprocessing, channel decoding, and ECC decoding of deinterleaved binary data.
A simple example of a signal path in an HDSS is shown in Fig. 51 . Input data are processed to generate data blocks with error correction coding. The data are interleaved among blocks to distribute burst errors among multiple blocks. Data are subject to a modulation code that converts binary data into specific modulation formats to be recorded in a holographic material. On readout, data are demodulated and then deinterleaved. The error correction algorithm is applied to correct and/or identify error, generating the output data.
The purpose of modulation coding is to simplify the detection of the analog signal values from the detector array. Modulation codes generally restrict available patterns for formatting data to a subset that are less likely to be corrupted during recording, storage, and/or readout. This restriction is typically achieved using constraints on the types of data patterns that may occur. A balanced constraint addresses the issue of variation in signal strength across a data page; in a system with binary channels, this issue is addressed by ensuring that a fixed number of OFF and ON pixels (zero and one, respectively) occur in a block of a given size. A low pass constraint addresses intersymbol interference arising in high-frequency data patterns, typically by eliminating the data patterns most susceptible to intersymbol interference.
The simplest detection scheme is global threshold detection, in which a specific threshold value is chosen: any CCD pixel with an intensity above the threshold is declared a one, while the rest are declared zero.
If all holograms result in equal diffraction efficiencies, a threshold intensity can be chosen to distinguish ON pixels from OFF pixels. Note that we use OFF and ON when referring to SLM or CCD pixels and "zero" and "one" when referring to information bits.
For example, the probability of an error given that a zero is transmitted in a threshold detection system is given by [119] , [120] assuming a model of additive white noise which is independent from pixel to pixel (53) where and is the average amplitude of OFF pixels at the CCD array, is the standard deviation of the noise , is the threshold value set to be the mean of the ON and OFF values, or, in more general case of different statistics for ones and zeros, set to optimal value which minimizes the total BER. The latter is achieved when the threshold is set to the point where the ones and zeros' intensity distributions cross each other.
In the presence of variation in signal strength across a data page, this simple scheme does not perform satisfactorily because the optimal value of the threshold becomes dependent on the position within the page. A modulation code identified as an early alternative to the threshold approach in HDSSs is a balanced constraint known as differential decoding in which each zero and one of the data are encoded in form of a group two adjacent pixels a and b, one ON, one OFF [24] . Upon detection and demodulation, if the intensity of pixel a is lowest, the data bit is declared a zero, and if the intensity of pixel b is lowest, the data bit is declared a one. Viewed a different way, a zero-one sequence represents a data bit zero and a one-zero sequence represents a data bit one.
The probability of an error in a differential detection system with additive white noise is given by (54) where represents the average amplitue of the ON pixels. Most notably, the error rate is independent of the choice of the threshold value, thus making differential encoding very robust and very easy to implement. This technique largely solves the problems associated with nonuniformity of holographic data pages. Significant improvements in raw BER have been made using differential encoding over simple thresholding schemes [121] . Another advantage to the differential encoding technique is that it can be used when single pages reconstruct nonuniformly. This nonuniformity can result from poor overlap of signal and reference beams in the crystal, from nonuniform illumination of the SLM, or from the introduction of interference fringes due to multiple reflections in the optical system. An important disadvantage of this approach is a relatively high coding overhead due to the constraint to use two pixels to encode a single data bit.
The code rate can be improved by increasing the array size and employing mathematically more sophisticated coding and decoding strategies [121] . More advanced balanced modulation codes provide local thresholding capability and relatively high code rates (75% and higher). These codes include balanced block codes [122] in which the fixed size pixel codeword, or data block, can contain only a specified number of ON pixels. An example is the 6 : 8 code, in which a data pages is divided into 2 4 arrays, each containing exactly four ON pixels and four OFF pixels. The number of permutations for this constraint is 70, which can support 6 b.
Other modulation codes include parity threshold codes in which the number of ON and OFF pixels in a large uncoded array is stored in a small coded (with highly redundant code) subarray, strip codes [122] , and soft-decision iterative turbocodes. In the case of block codes, the detection is based on a sorting or correlation technique, in which the detected block of pixels is compared to the set of valid code words and is declared to be a specific code word based on maximum likelihood criteria. Most advanced channel codes with large coded array sizes also provide intrinsic error correction capability due to highly redundant coding, which allows correction of a limited number of pixels directly during the channel decoding step. An example of a code with a large coded array size is the 8 : 12 strip balanced array code [123] .
Intersymbol interference can be introduced by a number of factors, such as the optical bandpass of an HDSS, misregistration of the imaged signal page and detector array, crosstalk between pixels in an SLM, and electrical crosstalk between detected signal pixels. Optical misregistration can be addressed using sophisticated interpolation algorithms based on remapping the received data pages [124] or serial correction processing techniques [125] . Other techniques for reducing the negative effects of intersymbol interference in page detection include Vitterbi algorithms [126] , image deconvolution upon detection [127] , and equalization via predistortion and inverse filtering during the recording [128] .
Another approach is to use passband codes that eliminate certain data patterns responsible for the highest incidence of data error due to intersymbol interference, such an OFF pixel surrounded by all ON nearest neighbors [122] .
The ECC adds redundancy to the data in order to provide protection from various noise sources. The ECC-encoded data are then interleaved and passed on to a modulation encoder, then input to the SLM and stored in the recording medium. On the retrieving side, the CCD returns pseudoanalog digitized data values, which then undergo a postprocessing step (e.g., deconvolution in order to compensate for the smearing of the optical signals due to image distortion and diffraction point spread function). The array of the processed digital data is further passed to the modulation decoder, which performs the inverse operation to modulation encoding, then to the deinterleaver, and, finally, to the ECC decoder. The purpose of data interleaving is in reduction of the corrected BER (i.e., after the ECC encoding) by making the digital data error rate before ECC encoding uniform. Even with balanced modulation code, the BER may not be uniform across the page. Thus, by corrupting different parts of the same ECC block in different locations in the page, uniform BER distribution between different ECC blocks can be achieved, thereby minimizing the total BER after the ECC decoding.
As research in HDSSs progresses, more sophisticated approaches, including algorithms implemented in one or a few chip sets, can be incorporated based on advances in data storage and communications industries.
IX. ELECTRONIC IMPLEMENTATION
The purpose of the specialized processing electronics is to provide the holographic channel decoding, deinterleaving, ECC decoding, and overall system synchronization, all at high data rates (1 Gb/s). This cannot be accomplished (with existing computers) in software due to both processing speed and timing limitations. The functionality of channel electronics is best described on the basis of the first ever hardware implemented system developed by Siros Technologies and Stanford for HDSS consortium.
The HDSS electronics are based on field-programmable gate array (FPGA) technology and can be reprogrammed using software and hardware means. HDSS channel-decoding electronics consists of three main processing blocks: holographic channel decoders, a demultiplexer, and a Reed-Solomon ECC board. Basic processing steps of the electronics are shown in Fig. 52 .
Pixel deconvolution is performed on the raw 8-b pixel values. The 3 3 kernels are computed in software and provide pixel corrections to reduce the effect of optical point-spread function and distortions of the imaging system, thus increasing the SNR of the input image. The decoder boards provide 6 : 8 channel decoding. A simple 6 : 8 code (i.e., 8 pixels correspond to 6 b of data, including ECC bits) was chosen for the HDSS holographic disk system because it provides a fairly high (75%) code rate and has sufficiently low complexity to be implementable in hardware. More advanced codes (e.g., 8 : 12 strip code) provide somewhat better performance [123] with respect to BER and storage capacity, but are significantly more complex for hardware implementation.
The purpose of data interleaving is in reduction of the corrected (i.e., after ECC) BER. The SNR of the source images is usually not uniform across the different image sections. By distributing data in different sections of the image and deinterleaving the decoded data, one can achieve uniform BERs in all the ECC sequences before error correction operation, thus reducing the error rate of the user data. Areas of high BER SNR are usually excluded (masked) from the page. The masking operation is also performed by the demultiplexer electronics. The deinterleaving and masking look-up tables are generated by software, based on the hologram SNR distribution (such as the one shown in Fig. 53 ) and are downloaded to the electronics during the electronics initialization step.
During hologram recording and readout, the synchronization electronics provide timed pulses to the SLM, the CCD camera, and the laser according to the address table, which is downloaded before the beginning of high-speed operation. The HDSS decoding electronics are triggered automatically by the CCD camera after each camera exposure.
X. DEMONSTRATION PLATFORMS
A number of systems, including the first digital HDSS, were designed, built, and tested at Stanford University and Siros Technologies for a variety of purposes. They were built under sponsorship of the Center of Nonlinear Optical Materials and the PRISM and HDSS consortia. The primary goals were to gain insight into the underlying physics of the recording mechanisms and into the system tradeoffs required to achieve specified performance, and to integrate new components into working demonstration platforms. The most significant demonstrations are tabulated in Figs. 54 and 55 and are briefly described in ensuing sections.
A. Stanford University All-Digital System Demonstration (1994)
In 1994, we demonstrated the first fully digital HDSS [24] by storing digital images and a short soundtrack. The purpose of this experiment was to show that a fully functional system could be implemented with off-the-shelf components.
Particular emphasis was placed on using digital signal processing techniques to overcome noise issues limiting capacity and transfer rates. A new differential coding scheme was introduced that allowed us to significantly increase capacity by adding extra bits for channel and ECC coding. It allowed us to evaluate the tradeoffs between storage system capacity, BER, and data transfer rate for several channel and ECC coding schemes.
The capacity is limited for the most part by the attainable diffraction efficiency of the stored holograms. As the number of holograms stored in a single stack increases, the diffraction efficiency falls as , mentioned above. As the strength of the diffracted signal decreases, the SNR decreases because the strength of noise due to scatter and CCD noise is independent of . The total number of holograms that can be stored is, thus, determined by the minimum acceptable SNR. A HDSS is also limited by page-to-page fluctuations in signal strength, which can occur due to laser instability or, for example, due to a nonoptimal choice of the recording schedule. Intrapage distortion can occur due to imperfections in the optical system or in the SLM or CCD array. These noise sources limit the applicability of direct storage of images in analog form. The majority of previous holographic storage implementations have involved direct storage and retrieval of pictorial information. For example, Mok has demonstrated angular-multiplexed storage of as many as 5000 edge-enhanced analog images in a single crystal [8] . The noise-tolerant nature of digital storage makes it possible to overcome problems associated with the aforementioned noise sources. However, prior to the publication of [24] , no fully automated digital HDSS had been implemented and no comprehensive study of the bit-error-rate performance of a system operating at reasonable data transfer rates had been carried out. Achievable BERs have been projected previously by sampling a small number of digital information bits from a random sampling of 1000 holograms stored in a manually Bragg-tuned system [129] . Using various encoding techniques, we have implemented what to the best of our knowledge was the first fully automated system in which data are written and recalled in digital form. We have used this spatio-rotational multiplexing system to store digital representations of color images and compressed video. Critical features of our implementation that allowed us to overcome previous obstacles include location of the Fourier plane outside the crystal volume, use of cylindrical lenses to implement spatial multiplexing, a novel differential encoding technique used to increase error immunity, use of well-known Hamming error correction codes, and the distribution of consecutive information bits over multiple data pages in order to decrease the probability of burst errors. With these techniques, BERs of 10 have been achieved at readout rates of 6.3 10 pixels per second. We have used the system to evaluate tradeoffs between BER and storage capacity at a fixed data transfer rate.
A generic diagram of our system is shown in Fig. 56 . The storage medium is an Fe-doped LiNbO crystal cut such that its axis was at 45 to the crystal surfaces. The crystal dimensions are 2 cm 1 cm 1 cm, of which only a 0.1-cm portion was used for data storage. The crystal was mounted on a computer-controlled rotation stage, which was in turn mounted on a computer-controlled translation stage, allowing the crystal to be moved in the vertical direction. The SLM was a 480 440 pixel liquid crystal array taken from an InFocus TVT-6000 video projector. It was addressed with an analog video signal produced by a framegrabber board in the computer. The camera was an intensified CCD array. Each stored hologram was read out in 1/30 s. The cylindrical lenses in the reference beam path were used to collimate the reference to an area of approximately 10 mm 2 mm at the face of the crystal. The combination of the translation stage and the collimation of the reference beam allowed holograms to be stored in four different stacks. The signal beam occupied an area of approximately 1.5 mm 1.5 mm on the front face of the crystal. The Fourier plane was located approximately 3 mm in front of the crystal. A filter was used to select only the central spot of this transform. The filter prevented erasure of previously recorded stacks during writing and eased alignment tolerances at the CCD plane. By recording in a Fresnel plane, rather than the Fourier plane, the modulation depth was sufficiently uniform to eliminate the need for a diffuser [130] . Because previously recorded holograms were erased in this demonstration as additional holograms were recorded, an appropriate recording schedule had to be determined in order to store a large number of pages with equal diffraction efficiency [2] .
If all holograms result in equal diffraction efficiencies, a threshold intensity can be chosen to distinguish ON pixels from OFF pixels. Note that we use OFF and ON when referring to SLM or CCD pixels and "zero" and "one" when referring to information bits. An incorrect measurement of the time constant can result in a schedule which leads to unequal diffraction efficiencies for each of the stored holograms. A 10% error in the assumed time constant can result in more than a factor of two variation in diffraction efficiency. In addition, laser fluctuations or anomalous writing behavior can result in unequal diffraction efficiencies.
To address these issues, we used the differential encoding technique described above, in which the pixel sequence OFF-ON represents a data bit zero and the pixel sequence ON-OFF represents a data bit one. In addition to being insensitive to page-to-page intensity fluctuations, the differential encoding technique results in a lower probability of error assuming a model of additive (in amplitude) white noise which is independent from pixel to pixel as described above. Our experiments showed for the first time that significant improvements can be made using differential encoding over simple thresholding schemes [24] . Another advantage to the differential encoding technique is that it can be used when single pages reconstruct nonuniformly. This nonuniformity can result from poor overlap of signal and reference beams in the crystal, nonuniform illumination of the SLM, or the introduction of interference fringes due to multiple reflections in the optical system. When a substantial contribution to the variance is due to such large scale nonuniformities, we expect difference encoding to offer further improvement over simple thresholding techniques.
Ideally, each pixel on the SLM would be used to represent a single bit of data. The liquid crystal array used in these experiments exhibited some interpixel crosstalk. In other words, pixels adjacent to an ON (transmitting) pixel exhibit a significant amount of transmission. Also, the SLM and the CCD array were manufactured with different horizontal to vertical pixel pitch ratios. Thus, using a simple optical system such as ours, it was impossible to image the SLM onto the CCD array such that each SLM pixel is imaged directly onto a CCD pixel. In practice, a multiple lens arrangement could be used to achieve the proper anamorphic imaging; however, this greatly increases system complexity. The pitch mismatch resulted in a systematic geometrical source of errors if too fine a sampling grid is used. In order to circumvent these problems, we used a block of 8 8 pixels to represent 1 b. The differential encoding technique increases the pixel-to-bit ratio to 8 16 pixels per information bit. The data is read out by sampling the CCD output at one pixel for each 8 8 pixel block imaged onto it. The difference in intensity between adjacent samples is used to determine whether the information bit is a zero or a one.
We measured the raw BER of our system to be between 10 and 10 at video readout rates. In order to improve performance, we implemented a Hamming error correcting code in which four check bits were added to each string of eight data bits. The Hamming code is capable of correcting a single bit error in the sequence of 12 b assuming that only one bit error occurs in those 12. In order to reduce the potential of burst errors, each stored data page represented one bit plane in a two-byte sequence. Thus, each bit in the 12-b sequences was stored in a separate page in order to reduce the probability of multiple errors within a given sequence. With the error-correcting codes, we were able to achieve BERs of 10 , which is adequate for compressed video storage and more than sufficient for uncompressed image storage. We used our system to store both digital color images and low-resolution video data. The total capacity of the system was 1232 pages with 1592 b/page, resulting in a raw capacity of 245 kB. Taking into account the necessary error-correcting bits, the total useful data capacity was 163 kB. The total pixel capacity of our system was 2.6 10 pixels, with a density of 3 10 pixels per cm . The transfer rate is 6.3 10 pixels per second. The CCD camera outputs 1 B per pixel. The total pixel capacity of our system indicates that our storage capacity does not represent a fundamental limit. Rather, the primary limitation in determining the information storage capacity is the necessary oversampling on the SLM. With a higher quality SLM designed in conjunction with the CCD array, we later showed that the information capacity and data transfer rates can be enhanced by many orders of magnitude.
B. Siros Fully Automated Video Demonstration (1995)
The Stanford demonstration showed that digital encoding techniques could be used to great advantage to improve raw BER, and in combination with error correcting codes digital images could be retrieved with low error rates. The capacity of this demonstration, however, was rather limited. The next step in the development of digital HDSSs accomplished storage of compressed high-resolution video data, requiring substantially larger data storage capacity, and a good BER of about 10 . Primarily due to the efforts of J. Heanue, A. Daiber, R. Snyder, and J. Colvin at Siros Technologies, the first video movie was stored and retrieved by recording approximately 5 MB of compressed video data . The optical arrangement was similar to the Stanford demonstration, except that the SLM was a Texas Instruments DMD, with a resolution of 640 480 pixels. This device overcame all problems of the previously used liquid crystal devices, and allowed us to store the first digital video in a holographic system.
Both video imagery and sound were recorded in LiNbO with the MPEG standard using the system of Fig. 56 . Data were encoded using 6 : 8 channel codes and a Reed-Solomon 15 : 13 error correction scheme that corrects one byte error per code word. This system was shown on the Discovery Channel in 1995 as part of the Next Step program.
In contrast to the Stanford demonstration, in this experiment the information was permanently stored using ionic fixing. After recording of all data stacks, the crystal was removed from the set up and placed in an oven. It was heated to approximately 120 C for 15 min, and then slowly cooled down to room temperature. The thermal fixing efficiency was rather high, approximately 50% (i.e., the diffraction efficiency after thermal fixing was approximately 50% of that before the fixing procedure) [77] . Data retrieval in this experiment was implemented in software.
C. Siros Fully Automated System With Electronic Readout at Video Rates (PRISM, 1996)
All previous demonstrations were under software control with offline data retrieval. Although it is well recognized that software procedures can often be implemented in electronic hardware, there are many practical issues that make such an implementation far from trivial. At Siros, primarily through the efforts of B. Okas and R. Snyder in cooperation with GTE, Mountain View, CA, as part of the PRISM consortium effort, a fully electronic readout and control system was implemented in 1996. We believe that this was the first demonstration of a fully automated and electronically controlled system. The block diagram of the electronic layout is shown in Fig. 57 . The electronic architecture is based on a virtual machine interface (VME) bus. The optical system architecture was the same, as shown in Fig. 56 . Temperature fixing in LiNbO was implemented for nonvolatile readout, and a total capacity of 5 MB of video data were stored and retrieved at video rates. Channel 6 : 8 coding, ECC Reed-Solomon 13 : 15 coding, bit shuffling, and data warping were all implemented in electronic hardware, as well as overall system control [3] A small compact demonstration system using LiNbO was built primarily by M. McDonald and L. Hesselink at Siros to show that all components could be integrated into an approximately 5.25-in form factor depicted in Fig. 58 . This system includes both recording and readout optics and components.
Associative data retrieval capabilities were added to the Siros 90 demonstration platforms, and content based searches were demonstrated at 20-Gb/s burst data rates by R. McLeod in 1997.
D. Stanford University and Siros Fully Electronic Data Readout System Achieving 1 Gb/s (HDSS, 1999)
In previous demonstrations at Stanford, Siros, and IBM, the total system capacity was limited to tens of megabytes, with transfer rates on the order of a few megabytes per second, far from being competitive with the then state-of-the-art optical and magnetic drives. The HDSS consortium was formed to develop new components and the systems to demonstrate 1-Gb/s transfer rate and a capacity of 125 GB on a 5.25-in disk. A reflective 1000 1000 element ferroelectric liquid crystal device was designed and built by IBM and Display Tech capable of recording 1000 frames per second. A pixel matched detector array was developed by Kodak, having 1000 1000 pixels, and a frame rate of 1000 ft/s using 8-b resolution. The output of this camera was divided into 64 digital channels. A pixel matching very low distortion Fresnel lens was designed and manufactured by Rochester Photonics to achieve less than 0.3 pixel element distortion over the full 1 million pixels in the field of view. A novel random phase code reference beam was coaxially placed with the imaging lens. These components were assembled in the optical set up of Fig. 1 . In the first high-speed demonstration, a 90 LiNbO arrangement was implemented using the electronic architecture of Fig. 59 . A 6 : 8 channel code and a Reed-Solomon 136 : 156 ECC for correcting up to ten byte errors in the sequence were used for this demonstration.
A team at Stanford University and Siros consisting primarily of R. Okas, S. Orlov, E. Bjornson, X. Li, F. Dimov, B. Phillips, R. Snyder, D. Kwan, Y. Takashima, and L. Hesselink developed the first implementation of a 1-Gb/s electronic readout system. Six data files were recorded, five JPEG images and one counting sequence. The counting sequence was used so that the data could be easily inspected in numerical format. Each source file was divided into two pieces, giving a total of 12 data sequences, corresponding to the 12 output byte streams.
Each recorded hologram stored data at a 55% efficiency due to 6 : 8 encoding, RS encoding, and masking. Thus, each image of 1 048 576 pixels corresponds to 576 000 b. When this is divided into 12 streams, it gives 6 kB per image per output stream. Thus, our source data files, each of approximately 48 kB (split into two 24-kB sections) required four images to store. The data were stored as four holograms and retrieved with an integration time of 600 s, consistent with a 1-ms frame rate. Data passed through the entire system, and the 12 parallel byte streams were collected using the full electronics and checked for accuracy. The raw error rate was 8.7 10 .
E. Stanford University and Siros 1-Gb/s Holographic Disk System Demonstrator (2000)
For thick media like LiNbO in the 90 geometry, capacity is usually limited by media dynamic range and noise rather than by multiplexing crosstalk. For thin media, such as photopolymers, however, this is not the case, and the number of superimposed holograms in a spatial location is largely determined by the limited number of degrees of freedom available for multiplexing. Angular multiplexing in the transmission geometry does not allow sufficient data storage density, and other multiplexing techniques such as shift or peristrophic multiplexing are required. Unfortunately, the displacements necessary for achieving low crosstalk in the shift multiplexing technique are still too large and require the undesirable stop-and-go architecture for the rotating disk when using a CW laser. To avoid this problem, a very sensitive, relatively thick storage medium is required, suitable for pulsed laser recording with nanosecond pulses. Developments in the DARPA-funded PRISM consortium have made great steps forward toward achieving such a medium for recording in the green region of the spectrum using a few hundred milliwatts of power. To achieve recording during constant rotation of the disk, a new multiplexing technique had to be implemented based on a phase-modulated reference beam [12] . In such an architecture, performance can be readily analyzed and compared with more conventional technologies. In the system at Stanford University, densities of over 70 b m are reachable for a total system capacity of 125 GB and a transfer rate of 1 Gb/s using the electronics described above. The overall architecture for this system is shown in Fig. 60 .
A 1024 1024 pixel matched (12.8 m square) 1000 ft/s Kodak C7 and IBM LC display are used as a detector and page composer, respectively. Recording and readout is done using a pulsed doubled Nd : YAG laser (532-nm wavelength). A rotating holographic photopolymer disk is mounted on a precision air-bearing spindle. Angular addressing is acheived by using a precision optical shaft encoder (16 384 counts per revolution). Different radial positions are addressed via moving the spindle with the mounted disk using a 25-nm-resolution Newport PM600 translation stage. The optical layout for the HDSS WORM demonstration platform is shown in Fig. 61 . A sophisticated hardware synchronization is implemented allowing addressing each individual radial location with accuracy of better than 0.1 ms, thus allowing (if necessary) incremental hologram recording with multiple pulses of the laser.
The demonstration platform employs a custom-built (by Coastal Optical Systems, Inc., West Palm Beach, FL) short focal length (17.1 mm) optical relay system [131] which allows 1-megapixel images to be relayed from the SLM to the CCD array with distortions of less than 1.5 m over the entire SLM format (13.1 mm 13.1 mm). The imaging NA for this system is rather high (0.36) while the outside area of the lens is used by the reference beam. (Fig. 61) . The spot size in the photopolymer media is 2 mm , which corresponds to a raw areal density per hologram of 0.5 b m . In the current implementation, the speckle correlation shift multiplexing technique was used for hologram multiplexing (Fig. 62) .
A sample multiplexed hologram recorded in rotating disk media and retrieved with a single laser pulse at 1000 ft/s is shown in Fig. 63 . The raw byte error rate is 2 10 , which provides error-free reconstruction of data with a 136 : 156 Reed-Solomon ECC.
The HDSS holographic disk channel decoding electronics were designed for a sustained data rate of 1 Gb/s. In the first demonstration (in October 1999), JPEG-encoded color images were stored on the holographic disk and retrieved at 1 Gb/s [14] , [18] . The source data of 12 images were ECC encoded and converted into holographic channel encoded bitmaps, which were stored in a 200-m-thick Polaroid photopolymer disk media. All the retrieved (at 1 Gb/s) data were captured by a logic analyzer and converted back into JPEG format files. Smaples of the original and retrieved images are shown in Fig. 64 . The storage density in the first experiment was rather low (approximately 1 b m ) and individual holographic page capacity was 65.3 kB (user).
In the later demonstration [132] (Fig. 65) , 12 uncompressed video streams were holographic channel encoded, stored in the holographic disk, retrieved at 0.65 Gb/s, and displayed in real time on three computer screens (four streams per monitor). The total amount of data stored and retrieved was approximately 1 GB (user) while only 10 of the area of a 6.5-in-diameter photopolymer disk was used. The media thickness was 200 m.
F. Stanford Ultrahigh 10-Gb/s Optical Data Rate Demonstration (2000)
In the holographic disk system at 1 Gb/s, the hologram signal strength largely exceeds the camera noise. Thus, the holograms can be read at much higher optical data rates provided that the holograms can be physically transported under the optical readout head at sufficient and sustainable rates. The latter depends on the recording density and the disk linear velocity.
In later experiments, we achieved sustained optical data rates as high as 10 Gb/s [17] by increasing the optical efficiency of the optical delivery system. The storage density in these experiments was approximately 10 b m . A sample hologram read out at 10 Gb/s is shown in Fig. 66 .
G. Tamarack Multistore Jukebox
In the mid-1980s, MCC, in collaboration with Stanford University, started a holographic data storage program in response to Japan's Fifth-Generation Computer Program. The objective of the program was to address the issue of data access latency caused by rotating disk drives. As processor speeds advance, the I/O gap-the latency of getting access to data once a command for it has been issued-increases. HDSSs could potentially solve this problem as they do not require moving parts and, therefore, can provide much shorter access times, on the order of microseconds.
The MCC program culminated in the formation of Tamarack storage systems, a spinoff from MCC formed in 1992 [23] . Tamarack targeted the development of a disk jukebox containing 30 disks and a 5.25-in form factor drive. An excellent mechanical system was developed, but unfortunately its holographic performance target of 30 GB was not demonstrated and thought to be too small to be attractive in the mid-1990s. A lack of a suitable material ultimately lead to the demise of Tamarack. A photograph of the advanced Tamarack holographic optical head assemby is shown in Fig. 67 . 
H. IBM Holographic Material and System Testers
A research team at IBM Almaden, San Jose, CA, has built three holographic digital data storage test platforms [133] .
The PRISM tester [57] shown in Fig. 68 was designed and built for the purpose of having a stable platform for testing holographic data storage materials. It was completed in 1996 and has provided an important means for testing a wide variety of materials ranging from photopolymers to inorganic photorefractive crystals. Some of the results of these measurements are shown in Fig. 32 . Two additional demonstration systems were also built at IBM, the DEMON I and II in 1997, shown in Figs. 69 and 70.
These platforms were used to study coding approaches [123] and to study the performance of holographic systems under various conditions. For example, IBM also stored videos similar to the earlier Siros demonstrations and achieved very high data storage densities in DEMON II using LiNbO as a recording medium [30] .
Important optical approaches were developed and tested for achieving flattop intensity profiles for the image bearing signal beam [134] as well as methods for reducing the central spike in the object beam at the Fourier transform plane [133] . Additionally, associative retrieval methods were developed which proved the superior performance of holographic-based searches over traditional digital computer searches, as described above.
I. Rockwell Ultrashort Access Time Testbed
Ultrashort data access times were achieved by a team of researchers at Rockwell International Research Center, Thousand Oaks, CA, as part of the HDSS program. Using acoustooptic beam deflectors for the reference beam, access times of less than 50 s were demonstrated in LiNbO in the 90 configuration, as shown in Figs. 71 and 72 [5] , [135] . Short access times combined with associative data retrieval could provide an interesting market opportunity, as other storage devices based on rotating disks have access times of a few milliseconds and cannot contain as much data under the head. In particular, for searching video databases, such capability could be valuable.
J. Caltech and Holoplex Read-Only Memories and Replication System
Digitial holographic disk systems based on polymer materials were also demonstrated by Holoplex, Pasadena, CA, and at Caltech in the late 1990s [136] . The demonstration system employed 100-m-thick Dupont photopolymer and a combination of angular and peristrophic multiplexing. The recording step was performed using a CW laser and stationary disk. The reported density was approximately 40 b m while the channel decoding was performed by software. The special emphasis of this work was on development and demonstration of holographic disk replication technology, where the data from a prerecorded master disk was transferred to a replica disk via simultaneous readout of holograms from the master and recording onto the replica. Schematically, the setup is shown in Fig. 73 and a photograph of a ten-beam replicator is shown in Fig. 74 . Prior to demonstrating digital holographic systems, much pioneering work was carried out at Caltech relating to system architecture issues, as described above.
K. Optware Colinear Holography System
Optware Corporation, Yokohama, Japan, is developing a colinear holographic system, as shown in Fig. 75 . The system involves a two-wavelength approach in which a red laser is used for servoing and a green laser for holographic storage. The green 532-nm laser is used for holographic reading and writing, while the red laser is used for tracking and focusing. A dichhroic beam splitter combines the two beams onto the holographic medium. The Texas Instruments DMD is used as a page composer. The CMOS detector has a 3 3 oversampling ratio for each data pixel. The object and reference beam are colinear at the medium, and both reflect from the lower surface of the recording medium. Polarization optics are used to efficiently utilize available laser power. The size of the holograms on the bottom surface of the photopolymer medium is approximately 200 m, which is typically 400-500 m thick. Reported data densities are approximately 40-50 b m .
The interesting aspect of this approach is the symmetrical Bragg selectivity in both the track and radial direction affording close packing of holograms, which is not easily achievable using an off-axis reference beam geometry. Since the object and reference beam pass through the medium twice, signals are enhanced, but noise levels build up as well. The key research and development issue for this approach is to reduce noise through reduction of low-frequency media response and improvement in signal strength by increasing the thickness and reducing the inherent media scatter noise while maintaining a low shrinkage rate. The reported media for this development effort are produced by Aprilis, Inc., Maynard, MA, and Inphase, Inc., Longmont, CO.
L. Aprilis High-Density CROP Disk Testbed
Aprilis, Inc., a spinoff company from Polaroid, has been at the forefront of materials development based on CROPs. Recently [137] , significant advances have been reported with improved materials that are capable of supporting digital data densities of 150 b m in 400-m-thick media, corresponding to approximately 150 GB on a 5.25-in disk. The raw BER for 262-kb data pages was approximately 5.5 10 , which can be significantly reduced to better than 10 with the use of error correction codes as described earlier. The dynamic range of the medium was large with an of approximately 22. The media sensitivity is high with a peak initial value of 6.75 cm/mJ reducing to 0.5 cm/mJ for attaining 87% of the available dynamic range or accumulative grating strength. Approximately 155 holograms are recorded in the same spatial location using angular and peristrophic [9] multiplexing. Peristrophic multiplexing is a method for recording holograms in the same physical location by rotating the reference beam with respect to the recording medium as well as by rotating the medium about an axis normal to the surface of the medium. A typical result is shown in Fig. 76 , where the histogram of bits is shown for superposition of 155 holograms in Aprilis HMD CROP media. The growth of the cumulative grating strength and reduction in sensitivity as a function of total accumulated exposure is shown in Fig. 77 . In a recent experiment, as yet unpublished, Aprilis has achieved 250-GB storage capacity on a single disk, indicating that the Aprilis HMD CROP material is currently the best available (based on published data) medium because of its high sensitivity, large dynamic range, and low shrinkage.
M. InPhase Technologies Demonstration Platform
InPhase Technologies has been developing photopolymer media based on technology originally conceived and practiced at Bell Laboratories-a two-chemistry medium composed of two independently polymerizable and compatible chemical systems consisting of low-refractive index matrix precursors and high-refractive index polymerizable monomers [138] .
The two-chemistry system allows in situ formation of the background matrix and optimization of various recording chemistries to optimize dynamic range, sensitivity and shrinkage. s of 6.7 have been reported, which compares favorably with LiNbO , which has a similar dynamic range, but lower sensitivity of one to two orders of magnitude. The medium shrinks, however, by approximately 0.1%, reducing the usable dynamic range for digital storage as compared with LiNbO which is a solid and very dimensionally stable. Recent advances by InPhase indicate that shelf life can exceed years, and holograms retain their strength and fidelity for at least 1000 h of exposure. Media thickness can reportedly also be increased to at least 1.5 mm, but no test data have been made publicly available. For thicker photopolymers, shrinkage is a serious problem, and its management requires tradeoffs between sensitivity, dynamic range, and shrinkage. Theoretically, the or dynamic range should increase quadratically with thickness, but as a result of these tradeoffs, in practice the useful dynamic range is often much smaller. At higher media thicknesses, keeping optical distortions to a small fraction, typically 1/4 to 1/10 of the wavelength of light, presents a challenge. InPhase indicates that a proprietary technique allows them to manage optical distortions efficiently during the manufacturing process. A complete system demonstration incorporating media with thicknesses exceeding 1 mm has not yet been reported, however.
The InPhase media has been tested in a demonstration platform, indicated in Fig. 78 , where a typical rotating disk geometry is used, as shown. The reference beam is modulated in phase to produce a speckle pattern at the disk surface, giving rise to small required displacement for multiplexing, as described above in the section on speckle multiplexing.
Using a 750-m-thick medium, a user bit density of 35 b m been reported. Media capable of higher densities are under development at InPhase, but no published data describing media performance are avaialble. The reported recording density of 45 b m was achieved in 750-m-thick media and correlation shift multiplexing at relatively low data rates (a few megabits per second) [116] . Issues related to improvement of material shrinkage and media recording sensitivity are currently under investigation for this photopolymer material system.
N. Single-Bit Holographic Storage
Storing single bits inside a holographic medium in layers at various depths has been demonstrated in LiNbO and photopolymers. In analogy with the multilayer CD and DVD optical systems, bits are stored inside the medium on physical layers [139] or virtual layers [140] and read out with a focused laser beam capable of addressing layers in depth. Data are stored by interfering two counterpropagating focused object and reference laser beams, as schematically shown in Fig. 79 , as reported by [141] .
In the recording region, small reflection holograms are formed, which can be read out using a single laser beam. Each hologram can represent a bit, or multiple bits can be represented by elongated holographic marks in the direction perpendicular to the optical axis to produce the equivalent of a DVD pit, where the pit length encodes data by measuring readout signal transitions from low to high reflectivity, and vice versa. Multiple single-bit holograms can be superimposed to record multiple bits in the same physical location. By combining wavelength, angle multiplexing, and depth multiplexing (i.e., recording holograms at different depth locations), total storage capacity is equal to (55) where denotes the number of layers, represents the number of wavelength-multiplexed holograms, is the number of angle-multiplexed holograms, and represents the surface bit density. A capacity of 100 GB is, in principle, achievable using two layers, ten wavelengths and 16 different angles for multiplexing a total of 160 holograms per location, using a bit spot size of 1 m radius [141] . A widely tunable laser is needed, as the wavelength selectivity is relatively small, requiring tens of micrometers of wavelength separation between multiplexed holograms. Such semiconductor lasers do not currently exist, but, for example, dye lasers can be scanned over a wide range of wavelengths. The angular separation for good Bragg selectivity is also quite large, as angular selectivity is at a minimum for the reflection geometry, allowing only a few tens of holograms to be multiplexed. In practice, storage densities not much higher than a few gigabytes per disk have been obtained.
Siros Technologies investigated an alternative approach using only a single hologram per location per layer, on multiple virtual layers in a homogeneous medium, and by using confocal detection for readout. The layers are called virtual because they are created during the recording process by writing bits at particular depths. A schematic arrangement is shown in Fig. 80 .
Data are recorded as show in Fig. 79 using a green laser. A second red laser is used for servoing and focusing. The two laser systems are dynamically linked using a fast acting optoelectronic servoing system. The servo layer is similar to a grooved DVD recordable medium layer, which is used to guide the writing beam during recording of the information. A split focusing and tracking detector is combined with a pinhole to achieve confocal detection allowing a layer spacing of less than 10 m for light with a wavelength of 532 nm. This arrangement allows a maximum of 10-15 layers to be packed closely together without the need for spherical aberration correction using an NA 0.5 for the recording and readout beam. Embedded data in each layer allows fast in-plane and vertical seeks [142] . Experimental results for a nine virtuallayer disk using Aprilis photopolymer media and a green 532-nm laser are shown in Fig. 81 . As signal strength is typically 10x smaller than for DVD systems, i.e., 1% versus 20%, respectively, high-gain low-noise amplifiers are used for data readout. Quantitative system performance measurements have not been reported, but initial results appear rather promising [142] .
Theoretical calculations indicate that a medium containing 40-50 stratified layers might be possible using a red 658-nm laser and an NA 0.5. Shorter laser wavelengths allow closer layer spacing and increased capacity. For example, a blue laser having a wavelength of 405 nm and a focusing lens of NA allows 25 channel b m to be recorded on BlueRay DVD disks. Assuming a reduced density of 15 channel b m , as holographic bits will not have the same sharp edges as data bits recorded on phase change media, and allowing for lower signal strength of the holograms (around 1%) versus 20% for DVD signals, a density of at least 150 channel b m or 150 GB per disk should be achievable. Theoretical calculations show that for a signal having a 40-dB SNR, 40-50 layers might be possible in a single medium, giving rise to capacities of approaching 1 TB per disk. Data transfer rates can be increased by using multiple beam readout, a technique developed by Zen Research, Inc. Seven to ten bits can be read out simultaneously, providing data transfer rates approaching 1 Gb/s.
XI. OUTLOOK
While there has been tremendous progress in research into HDSSs over the last decade, there is still no mass-produced or custom-built product available based on this technology. The primary reason is that continued incremental advances in magnetic and optical storage have met the needs for most applications and have generated whole industries in which component vendors are strongly synchronized to the needs of the system integrators that provide the commercial products.
Although we continue to see advances in the components and materials for HDSSs, the bar for market entry is raised each year as the incremental advances in traditional storage systems continue. As far as mass production is concerned, until we begin to see a significant plateau in the advancement of the traditional technologies, they will continue to dominate. There may, however, be custom applications in which the high performance of HDSSs can be a technology discriminator. One such example is associative data retrieval, in particular for image-rich databases. Traditional search approaches require some form of content indexing, which is difficult to do with pictures of objects that vary in size, orientation and completeness of description throughout the database. To automatically find a person, from an incomplete or fuzzy description, among thousands of people in a 60-min video movie with better than 80% accuracy, for example, is currently beyond the capability of commercial search engines. Holography is inherently suited for solving this problem, and it might provide the impetus for further commercialization efforts. The ultra short access times of a solid-state holographic system are also attractive for improving computer performance by reducing latency.
A leading challenge in commercializing HDSSs is developing suitable materials. Compact crystals generally require sophisticated components and optical system engineering; these materials have not yet been reduced to a technology that results in repeatable fabrication of media having the properties required for a system. Tens of tons of LiNbO , however, are annual produced at relatively low cost for signal processing applications. At the same time, however, recent demonstrations by Aprilis of their HMD product indicate that capacities of over 250 GB per disk are feasible. This benchmark provides an important milestone toward a serious commercialization effort. InPhase also has made good progress in creating thick, high-quality optical media. Photopolymers lend themselves well to disk-based architectures that could leverage much of the mechanical technology used in current disk drives and lend themselves well to mass production. Although at present photopolymers have not yet matured to the point where they can consistently provide the desired properties and reliability, a well-designed and executed commercialization effort could provide the know-how needed to achieve commercial quality media in a relatively short period.
Materials used for holographic data storage are generally specifically developed for this type of system. To date, HDSSs have not been able to leverage the development of materials for other purposes due to the tight material requirements enforced by system requirements. Increasingly, however, research into crystals and photopolymers for photonic networking and interconnection has received significant interest, and may result in materials that, with appropriate modification, are suitable for holographic data storage.
The various optical and electrical HDSS components used are adapted from components used in other industries. SLMs are a significant driver in the display industry. The Texas Instruments DMD is an extremely high-performance device capable of allowing data rates of 1 Gb/s with very high contrast digital data pages. CCD and CMOS detector arrays have numerous applications in image capture, including digital photography and manufacturing inspection. Size, data rate, and performance of these detectors is close to what is required for a holographic system. Advances in electronics in the telecom and storage industries may also support HDSSs. Laser sources continue to improve incrementally and new technology for tunable lasers developed for the telecom industry may be applicable to holographic data storage. These may enable significant progress in research into wavelength multiplexing architectures. Additionally, the optical storage industry is developing high power blue lasers that would be excellent enablers for holographic storage. Once significant, tangible commercial opportunities mature that current technologies cannot economically capture and for which HDSSs are genuine candidate solutions, we can expect significant synchronization of these various efforts to mature the technology for mass production and custom development.
What can we then expect in the future? Several different scenarios come to mind, all taking advantage of the unique properties of holographic systems, namely, the high data storage density, short access times, superior data transfer rates, and ultrafast search capability. Schematically, four potentiality different scenarios might play out for future commercialization efforts [1] , as shown in Fig. 82 , published by IBM.
Photopolymer systems, either based on the CROP technology from Aprilis or the two-chemistry technology from InPhase, appear destined to be potential candidates for DVD follow-on products. Both materials exhibit characteristics that make them close to suitable for commercialization. Capacities of over 250 GB per disk were demonstrated by Aprilis using their HDM media, and at Stanford University, transfer rates exceeding 10 Gb/s were measured in a fully functional testbed using an earlier developed Aprilis CROP photopolymer medium. There are, however, critical tests that still must be performed. Even although media development has made significant progress over the past ten years, there is still no definitive test in which both density and transfer rates are measured in a working prototype, having performance characteristics that are commensurate with the optical data storage roadmap shown in Fig. 1, i. e., capacities exceeding 200 GB on a disk and transfer rates of 500 Mb/s or higher. As holographic diffraction efficiency is inversely proportional to the square of the number of superimposed holograms, capacity and transfer rate are tradeoff parameters. Increasing one goes at the expense of the other one. Additionally, tolerances and systems issues require tradeoffs that lower the attainable capacity and transfer rates of the system further. It is, therefore, critical that in future system tests, total system performance is measured, similar to what was accomplished in the Stanford HDSS consortium demonstration, as a prerequisite to full scale commercialization.
Another critical question in HDSS development is the amount of laser power that will be available at a reasonable cost. Currently all demonstration testbeds have used powerful, expensive pulsed solid-state laser sources. Solid-state lasers are costly and require large amounts of electrical power. Fundamentally, the large required laser power is caused by low diffraction efficiency and high data rates. When normalized to photons per bit, almost all optical storage systems require about the same energy on the detector per bit, for writing and reading, 100 fJ/b for CCD arrays. The strategic question that surfaces is: How large should the page size really be? In CD or DVD systems, the detected signal is from 50% to 20% of the incident power, while in holographic storage this usually does not exceed the range of 0.1% to 1%. On the other hand, single bits are recorded in DVD systems having projected data rates of a few hundred megabits per second; not too far from the 500 Mb/s required for follow-on systems. There is, therefore, an opportunity to use holography with very small page sizes (or even single-bit holograms), as has been researched by Eichler in Germany and Siros Technologies in the United States, among others [141] , [142] , and earlier at IBM. [143] . Small page sizes have significant advantages. The SLM and detector arrays can be made cheap and small, but they require very fast switching times, approaching a few nanoseconds. Wavelength multiplexing and or combined with spatial multiplexing of a few holograms would be sufficient to achieve data rates exceeding 1 Gb/s and densities commensurate with capacities of 500 GB on a 120-mm disk.
Small page size simplifies and makes cheaper the optical design of high NA imaging optics, where a high NA is critical for achieving high density per hologram. The latter is important, since it results in higher diffraction efficiency of recorded holograms due to their reduced number (perhaps as few as 10-50) per multiplexed location. Higher bit density per hologram means that fewer holograms have to be superimposed, which improves diffraction efficiency and SNR. The high NA approach was successfully exploited in the Stanford/HDSS system and most later designed demonstration platforms described above. For small page sizes, Bragg degeneracy is less of an issue and tolerances are increased, improving manufacturability. Additionally, a small page size holographic system would afford a smoother transition from the single-bit DVD system to a holographic optical storage system. On the other hand, associative search would lose its attractiveness, as the number of pixels under the head will be small; therefore, such a holographic system would not have the advantage of fast search capabilities over other forms of single bit storage, such as magnetic or solid-state memories. Finally, paged based systems require massively parallel data processing for ECC and channel coding, potentially adding significantly to the cost of holographic systems. Encoding and decoding chips for Reed-Solomon and, more recently, turbocodes are commercially available and can be used in parallel to achieve the desired data transfer rates. Smaller page sizes require less image processing steps and, therefore, encoding and decoding of data is simplified.
In short, when the page size becomes smaller, there is a higher tolerance to shrinkage, the tolerances for media flatness and wedge are greatly reduced, the tolerances on high NA imaging optics and the cost are reduced, and simpler electronic control systems can be utilized for servoing and tracking, as well as smaller lasers. These benefits are at the expense of reduced data transfer rate. Single-bit holograms provide an evolutionary path to improvement in the performance of optical data storage systems, versus a revolutionary (and much more challenging) improvement of larger size holographic page based storage systems. One distinct advantage of the latter approach is the enormously high-performance associative search capabilities which are not feasible with holographic systems having small page sizes.
Finally, the issue of replication needs to be considered. The great commercial success of CD-ROM and DVD-ROM technology has been partially due to the low cost of replication. CD-and DVD-ROM and recordable disks are stamped out at a rate of one disk every few seconds at a cost that is so low that customers use them as disposable media-very Fig. 82 . Four possible holographic storage commercialization scenarios: an all-solid-state memory module having extremely short access times, two rotating disk geometries, with either erasable or WORM type media, and a data warehouse with removable media. With its high volumetric density, holographic storage has the potential to affect all types of data storage (courtesy IBM, with permission). much the same way as previous floppy disks were used, but with 10 000 times improved capacity. The removability and interchangeability of DVD media is a key to its success and these attributes need to be preserved in future generation optical removable storage technology. Although page-based holographic data storage technology provides far-field optical recording and readout, unfortunately it does not lend itself to simple copying procedures. As a result of multiplexing many holograms in the same location through either wavelength or angle multiplexing, a single-step replication process is not practical, as all reference beam angles and wavelengths must be simultaneously present to record data on the copied disk. So far, no good solution has been found for this problem [144] , and holographic system demonstrations to date have been all of the WORM or rewritable kind. Single-bit virtual multilayer holographic recording may have an advantage in this respect over large page based holographic recording, as replication techniques can be envisioned. The single bits are recorded in the counterpropagating reflection geometry and a single, properly designed reference beam can be used to create a copy of a master hologram in a manner similar to techniques used for making copies of display holograms [145] .
XII. SUMMARY
Research on HDSSs has progressed significantly since the mid-1990s. New organic and inorganic materials have been developed with much improved properties. LiNbO is still the best quality optical medium for data storage as it does not shrink. Today, the best results in terms of density have been demonstrated in this medium. Recording in LiNbO , however, is slow, and it is difficult to store large amounts of data due to size limitations. A jukebox approach could overcome this problem, but access times would be long, hundreds of milliseconds at best. For a single crystal, however, access times to any stored data can be on the order of microseconds, and the 90 configuration is ideally suited for associative retrieval at rates in excess of tens to hundreds of gigabits per second, and for direct data readout rates exceeding 1 Gb/s. Recording speeds are typically two orders of magnitude slower. Fixing of information requires elevated temperatures, but this might be acceptable in server applications, for example, where data are recorded occasionally, with readout by multiple users being the dominant use of the stored data. Cost of the medium could be brought down to $10-$20 per cubic centimeter 10 GB , produced in large volume. LiNbO , therefore, is still a very attractive medium for holographic data storage for certain niche applications, such as for extremely rapid searches and in certain airborne and hostile environments where all-solid-state operation is required.
A jukebox approach, however, is not attractive as replacement for DVD technology. A rotating disk architecture provides shorter access times than a jukebox and "looks and feels" like a conventional disk drive. A significant effort has, therefore, been expended to realize such a system with superior performance over current optical drives. The HDSS demonstration, with 10 Gb/s as the highest data transfer rate of any storage system, was made with this approach. The density achieved in this demonstration, however, was still too low. Due to material shrinkage and relatively high scatter levels, and limitations in shift multiplexing, the maximum density achieved so far (and published for verification) is 20 b/ m . This is about an order of magnitude too low for commercial viability of holographic technology. Unfortunately, for holographic data storage, density and transfer rate require a tradeoff of one against the other. As such, achieving either high density or transfer rate in isolation is not sufficient, as both need to be demonstrated in the same experimental setup. The challenge for holographic data storage technology to be a viable commercial product, as we see it, is to achieve a capacity of exceeding 200 GB on a 5.25-in disk, with a transfer rate in excess of 500 Mb/s. The best photopolymer medium we have tested is made by Aprilis. With this medium, data densities corresponding to 250 GB on a DVD disk have been demonstrated. The challenge is now to combine the high data storage capacity and the ultrahigh transfer rate in a single testbed demonstration having a capacity of 250 GB and a transfer rate exceeding 500 Mb/s. The outlook for such a demonstration is very good and can reasonably be expected within the next few years. Achieving that goal would go a long way toward establishing holographic data storage as a viable follow-on technology to current DVD systems.
