Discrete Second Order Adjoints in Atmospheric Chemical Transport Modeling by Sandu, Adrian & Zhang, Lin
Computer Science Technical Report
TR-07-27
July 11, 2007
Adrian Sandu and Lin Zhang
“Discrete Second Order Adjoints
in Atmospheric Chemical Transport
Modeling”
Computer Science Department
Virginia Polytechnic Institute and State University
Blacksburg, VA 24060
Phone: (540)-231-2193
Fax: (540)-231-6075
Email: sandu@cs.vt.edu
Web: http://www.eprints.cs.vt.edu
DISCRETE SECOND ORDER ADJOINTS
IN ATMOSPHERIC CHEMICAL TRANSPORT MODELING
ADRIAN SANDU∗ AND LIN ZHANG∗
Abstract. Atmospheric chemical transport models (CTMs) are essential tools for the study of
air pollution, for environmental policy decisions, for the interpretation of observational data, and
for producing air quality forecasts. Many air quality studies require sensitivity analyses, i.e., the
computation of derivatives of the model output with respect to model parameters. The derivatives
of a cost functional (defined on the model output) with respect to a large number of model parameters
can be calculated efficiently through adjoint sensitivity analysis. While the traditional (first order)
adjoint models give the gradient of the cost functional with respect to parameters, second order
adjoint models give second derivative information in the form of products between the Hessian of
the cost functional and a user defined vector.
In this paper we discuss the mathematical foundations of the discrete second order adjoint sensi-
tivity method and present a complete set of computational tools for performing second order sensitiv-
ity studies in three-dimensional atmospheric CTMs. The tools include discrete second order adjoints
of Runge Kutta and of Rosenbrock time stepping methods for stiff equations together with efficient
implementation strategies. Numerical examples illustrate the use of these computational tools in
important applications like sensitivity analysis, optimization, uncertainty quantification, and the
calculation of directions of maximal error growth in three-dimensional atmospheric CTMs.
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Analysis, Optimization, Hessian Singular Vectors
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1. Introduction. The chemical composition of the atmosphere is being signif-
icantly perturbed by anthropogenic emissions of trace gases and aerosols. This has
important implications for urban, regional and global air quality, for human health,
and for climate change. Atmospheric chemical transport models (CTMs) are essen-
tial tools for the study of air pollution, for environmental policy decisions, for the
interpretation of observational data, and for producing air quality forecasts.
Many air quality studies require the computation of derivatives of the model
output with respect to model parameters. Two important applications that require
derivatives are sensitivity analysis and data assimilation. Sensitivity analyses are use-
ful to identify those parameters that have the largest influence on the results of the
simulation. Air quality predictions have large uncertainties associated with incom-
plete information on emissions, initial and boundary conditions, and with incomplete
science elements; improvements in the predictive capabilities of CTMs require them
to be better constrained by observational data through data assimilation. In a varia-
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tional approach the data assimilation problem is posed as a large-scale minimization
problem, whose numerical solution requires the gradient of the cost function with
respect to model parameters.
The derivatives of a cost functional (defined on the model output) with respect
to a large number of model parameters can be calculated efficiently through adjoint
sensitivity analysis. While the traditional (first order) adjoint models give the gradient
of the cost functional (first order derivatives with respect to parameters), second order
adjoint models give second derivative information in the form of products between the
Hessian of the cost functional and a user defined vector.
Second order adjoints have been discussed in the literature in several contexts.
Wang et al. [72] have developed the theory of second order adjoints and its applica-
tions in numerical weather prediction. Second order adjoints have been used in data
assimilation within the numerical optimization algorithms by Wang et al., [73], Le
Dimet et al., [34, 38], and Ozyurt et al., [8]. Daescu and Navon [21] have used second
order adjoints of reduced order models to perform the optimization for data assimila-
tion in a low-dimensional control space. Raffard and Tomlin [61] have applied second
order adjoints for constrained PDE optimization programs in the context of air traffic
flow. Charpentier et al. [19] have used second order adjoints for the optimal control
of integral equations. Hessian vector products have been used in the calculation of
Hessian singular vectors in the context of data assimilation ([6, 73, 62]). The use of
Hessian information for uncertainty quantification have been explored by Le Dimet
et al. [38] and by Alekseev et al. [1]. Alekseev and Navon [2] have used the Hessian
spectrum to precondition the solution of ill-posed inverse problems.
Ozyurt and Barton [8, 9] have discussed the evaluation of second order adjoints
for embedded functionals of stiff systems. Their approach is to derive the second order
adjoint ODE and then solve it efficiently together with the forward, the tangent linear,
and the first order adjoint models using backward differentiation formulas (DASSL).
Different Jacobian matrices appearing in the definition of the second order adjoint
ODE are derived from the original ODE using automatic differentiation. The LU
factorizations of the forward model solution are reused in the tangent linear and the
first and second order adjoint solutions, which leads to a computationally efficient
process. The current paper discusses the calculation of second order adjoints for stiff
ODEs arising in chemical kinetic models. This work is different from [8, 9] as we focus
on discrete second order adjoints and we use one step methods of Runge-Kutta and
Rosenbrock types. Moreover, we propose a transformation that eliminates the need
of costly quadrature evaluations in [8, 9].
Most applications to date have focused on continuous second order adjoints (ob-
tained by linearizing the underlying ordinary or partial differential equation models)
[8, 34, 72]. Discrete second order adjoints (obtained by linearizing the numerical ap-
proximations of the model) have been obtained by automatic differentiation [19, 40, 7].
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Other applications of automatic differentiation to obtain high order derivatives are
discussed in [46, 10, 33, 36].
In this paper we discuss the mathematical foundations of the discrete second order
adjoint sensitivity method and present a complete set of computational tools for per-
forming second order sensitivity studies in three-dimensional atmospheric CTMs. The
tools include discrete second order adjoints of Runge Kutta and of Rosenbrock time
stepping methods for stiff equations together with efficient implementation strategies.
Numerical examples show how second order adjoints can extend the range of valid-
ity of sensitivity analyses for nonlinear chemical kinetic models. The use of second
order adjoint information in the optimization process for chemical data assimilation
is exemplified on a simulation of real atmospheric conditions with real observations.
We also illustrate second order adjoint based methodologies for the quantification of
uncertainty in the chemical fields after data assimilation, and for the computation
of the most important directions of error growth in a three-dimensional atmospheric
CTM.
The main contributions of this work are the derivation of efficient discrete second
order adjoint schemes for Runge-Kutta and Rosenbrock stiff solvers, the construction
of second order adjoints for a three-dimensional chemical transport model, and the
illustration of how these computational tools are essential in important applications
like sensitivity analysis, optimization, uncertainty quantification, and the calculation
of directions of maximal error growth in three-dimensional atmospheric CTMs.
The paper is organized as follows. Section 2 introduces the atmospheric chemistry
and transport models, their solution by the operator splitting approach, and discusses
the tangent linear and discrete adjoint models. Section 3 develops the mathemati-
cal framework for second order adjoint sensitivity analysis. Discrete second order
adjoints for stiff ODEs are developed based on Runge Kutta methods (Section 3.3)
and on Rosenbrock methods (Section 3.4). Section 4 discusses the construction of the
discrete second order adjoint for the transport system. Section 5 illustrates impor-
tant applications of second order adjoints, and Section 6 draws the conclusions of this
work.
2. Atmospheric Chemistry and Transport Modeling. Consider a domain
Ω which covers a region of the atmosphere. Let ~n be the outward normal vector on
each point of the boundary ∂Ω. At each time moment the boundary of the domain
is partitioned into ∂Ω = ΓIN ∪ ΓOUT ∪ ΓGR where ΓGR is the ground level portion
of the boundary; ΓIN is the set of (lateral or top) boundary points where u · ~n ≤ 0
and ΓOUT the set where u · ~n > 0. In the following u is the wind field vector, K
the turbulent diffusivity tensor, ρ the air density in moles/cm3, and ci the mole-
fraction concentration of chemical species i (1 ≤ i ≤ ns). The density of this species
is ρ ci (moles/cm
3). Let V depi be the deposition velocity of species i, Qi the rate
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of surface emissions, and Ei the rate of elevated emissions for this species. The rate
of chemical transformations fi depends on absolute concentration values; the rate at
which mole-fraction concentrations change is then fi(ρc)/ρ.
The evolution of concentrations in time is described by the material balance equa-
tions
∂ci
∂t
= −u · ∇ci +
1
ρ
∇ · (ρK∇ci) +
1
ρ
fi(ρc) + Ei , t
0 ≤ t ≤ tF (2.1a)
ci(t
0, x) = c0i (x) , (2.1b)
ci(t, x) = c
IN
i (t, x) for x ∈ Γ
IN , (2.1c)
K
∂ci
∂n
= 0 for x ∈ ΓOUT , (2.1d)
K
∂ci
∂n
= V depi ci −Qi for x ∈ Γ
GR , for all 1 ≤ i ≤ ns . (2.1e)
We refer to the system (2.1a)–(2.1e) as the forward model. To simplify the presenta-
tion, in this paper we consider as parameters the initial state c0 of the model; it is
known that this does not restrict the generality of the formulation. The solution of
the forward model c = c(t, c0) is uniquely determined once the model parameters c0
are specified.
The forward model (2.1a)–(2.1e) is solved by a sequence of N timesteps of length
∆t taken between t0 and tN = tF. At each time step one calculates the numerical
approximation ck(x) ≈ c(tk, x) at tk = t0 + k∆t such that
ck+1 = N[tk,tk+1] ◦ c
k , cN =
N−1∏
k=0
N[tk,tk+1] ◦ c
0 . (2.2)
The numerical solution operator N is based on an operator splitting approach,
where the transport steps along each direction and the chemistry steps are taken
successively. Operator splitting is standard practice in computational air pollution
modeling [48]. It allows the development of the forward, tangent linear, and adjoint
models with relative ease. Formally, if we denote by T the numerical solution operator
for directional transport, and by C the solution operator for chemistry we have
N[t,t+∆t] = T
∆t/2
X ◦ T
∆t/2
Y ◦ T
∆t/2
Z ◦ C
∆t ◦ T
∆t/2
Z ◦ T
∆t/2
Y ◦ T
∆t/2
X . (2.3)
The numerical errors introduced by splitting are an important component of model
errors (see e.g., [69]). In this paper, for the purpose of 4D-Var data assimilation, we
assume the model errors to be small. Indeed, in computational air pollution modeling
the splitting errors oscillate with the diurnal cycle and do not grow unboundedly for
evolving time [48].
A perturbation δc0 in the parameters c0 propagates in time according to the
tangent linear discrete model
δck+1 = N ′[tk,tk+1] ◦ δc
k
= T ′
∆t/2
X ◦ T
′∆t/2
Y ◦ T
′∆t/2
Z ◦ C
′∆t ◦ T ′
∆t/2
Z ◦ T
′∆t/2
Y ◦ T
′∆t/2
X ◦ δc
k
(2.4)
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where N ′ is the tangent linear operator associated with the solution operator N . For
an operator splitting approach (2.3) N ′ is built from the tangent linear transport and
chemistry operators T ′ and C′.
To each tangent linear operator corresponds an adjoint operator (denoted here
with a star superscript). The (discrete) adjoint model is
λk = N ′∗[tk+1,tk] ◦ λ
k+1 + φk
= T ′∗
∆t/2
X ◦ T
′∗∆t/2
Y ◦ T
′∗∆t/2
Z ◦ C
′∗∆t ◦ T ′∗
∆t/2
Z ◦ T
′∗∆t/2
Y ◦ T
′∗∆t/2
X ◦ λ
k+1 + φk
(2.5)
The forcing function φ and the initial values λN are chosen such that the adjoint
variables are sensitivities of a given cost functional with respect to the state variables.
The numerical experiments in this paper use the state-of-the-art regional at-
mospheric photochemistry and transport model STEM (Sulfur Transport Eulerian
Model) [14] to solve the mass-balance equations for concentrations of trace species
(2.2) in order to determine the fate of pollutants in the atmosphere. STEM has first
order adjoint capabilities [64] and has been used extensively in real life chemical data
assimilation studies [17, 45, 12, 18]. In this paper we endow STEM with the capa-
bility to compute second order adjoints and we illustrate several applications of this
capability.
3. Second Order Adjoints for Stiff ODEs. In this section we review the
derivation of continuous and discrete second order adjoint equations (SOA) in the
context of ordinary differential equations (ODEs).
3.1. Continuous Second Order Adjoints. Consider a general (stiff) ODE
c′ = R(t, c, p) , c(t0) = c0(p) , t0 ≤ t ≤ tF .
For our application the vector y(t) ∈ Rns represents the time evolving concentrations
of the chemical species starting from the initial configuration c0. p ∈ Rnp is a vector
of model parameters. The rate of change in the concentrations c is determined by the
nonlinear production/loss function R = [R1, . . . , Rns ]
T .
Consider a cost functional
Ψ =
∫ tF
t0
h
(
c(t), p
)
dt
defined on the time evolving concentrations. We want to efficiently obtain the first
and second order derivatives of the cost function with respect to model parameters,
∂Ψ
∂pi
,
∂2Ψ
∂pi∂pj
, 1 ≤ i, j ≤ np .
Note that the parameters can be transformed into variables by appending addi-
tional formal evolution equations for parameters p′ = 0. This allows to always reduce
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the sensitivity of the cost functional with respect to parameters to the sensitivity
of the cost functional with respect to initial conditions. Moreover, the general cost
functional defined as an integral of a function of the state along the trajectory can be
reformulated as a cost functional defined on the state at the final time by appending
an additional variable θ and an equation that performs the time integration. The
equivalent system becomes:


c
p
θ


′
=


R(t, c, p)
0
h(c, p)

 ,


c(t0)
p(t0)
θ(t0)

 =


c0(p)
p
0

 , Ψ = θ(tF) .
Without loss of generality the mathematical formulation of the stiff nonlinear
differential equations which constitute the forward model is
dy
dt
= f(t, y) , y
(
t0
)
= y0 , t0 ≤ t ≤ tF . (3.1)
The solution is y(t) = [cT , pT , θ]T ∈ Rn, n = ns + np + 1, and the model parameters
are the initial conditions y0. Again without loss of generality the cost functional is
defined as a function of the state at the final time
Ψ
(
y0
)
= g
(
y
(
tF
))
. (3.2)
In this paper we assume that the functions f and g are at least twice continuously
differentiable.
We are interested to efficiently evaluate the first and second order sensitivities of
the cost functional (3.2) with respect to changes in initial conditions
∂Ψ
∂y0i
, and
∂2Ψ
∂y0i ∂y
0
j
, 1 ≤ i, j ≤ n .
Throughout this paper vectors will be represented in column format and an upper
script (·)T will denote the transposition operator. The gradient of a scalar function
(e.g., ∂Ψ/∂y0) is a row vector. We denote the Jacobian of the time derivative function
in (3.1) by
Ji,j(t, y) =
∂fi (t, y)
∂yj
, 1 ≤ i, j ≤ n . (3.3)
The Hessian of the time derivative function in (3.1) is a 3-tensor of second order
derivatives
Hi,j,k (t, y) =
∂Ji,j (t, y)
∂yk
=
∂2fi (t, y)
∂yj ∂yk
=
∂2fi (t, y)
∂yk ∂yj
= Hi,k,j (t, y) , 1 ≤ i, j, k ≤ n .
(3.4)
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The Hessian allows to express the derivatives of the Jacobian times a user vector. As
shown in Appendix A for any vectors u and v we have that
∂
∂y
[J(t, y) · u] · v =
(
H(t, y) · u
)
· v =
(
H(t, y) · v
)
· u ,
∂
∂y
[
JT (t, y) · u
]
· v =
(
uT ·H(t, y)
)
· v =
(
H(t, y) · v
)T
· u ,
where the dot operator (·) denotes the regular tensor-vector product.
Small perturbations of the solution (due to infinitesimally small changes δy0 in
the initial conditions)
δy(t) =
∂y(t)
∂y0
· δy0 (3.5)
propagate forward in time according to the tangent linear model
dδy
dt
= J(t, y) · δy , δy
(
t0
)
= δy0 , t0 ≤ t ≤ tF . (3.6)
The change in the cost functional (3.2) due to the small change δy0 in the initial
conditions is
δΨ =
∂g
∂y
(
tF
)
· δy
(
tF
)
=
∂Ψ
∂y0
· δy0 .
In the forward sensitivity analysis each integration of the tangent linear model (3.6)
allows to compute the dot product of the gradient ∂Ψ/∂y0 with the vector of ini-
tial perturbations δy0. The gradient is recovered after n tangent linear model (3.6)
integrations initialized with linearly independent perturbation vectors.
A more efficient way of calculating the gradient ∂Ψ/∂y0 is provided by the first
order adjoint model [22, 63, 64]
dλ
dt
= −JT (t, y) · λ , λ
(
tF
)
=
∂g
∂y
(
y(tF)
)
, tF ≥ t ≥ t0 . (3.7)
The adjoint variables λ(t) ∈ Rn represent the sensitivities of the cost functional with
respect to (changes in) the model solution
λ(t) =
(
∂Ψ
∂y(t)
)T
,
and in particular we have that the adjoint variable at the initial time is the transposed
gradient of the cost functional with respect to initial conditions
λ(t0) =
(
∂Ψ
∂y0
)T
.
We are now interested in obtaining the second order derivatives of the cost func-
tional with respect to initial conditions. The Hessian of the cost functional is
Hi,j =
∂2Ψ
∂y0i ∂y
0
j
=
∂
∂y0j
(
∂Ψ
∂y0i
)
=
∂λi(t
0)
∂y0j
, 1 ≤ i, j ≤ n .
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The Hessian has n2 elements. In many problems (including our target application,
atmospheric chemical transport problems) n is very large and computing the entire
Hessian is not practical. We will therefore look to compute Hessian times vector
products σ = H · u for any user-defined vector u
(H · u)i =
n∑
j=1
Hi,j uj =
n∑
j=1
∂λi(t
0)
∂y0j
uj =
∂λi(t
0)
∂y0
· u . (3.8)
To compute such products we consider the variation of the cost functional (3.2) with
respect to changes in initial conditions as a new cost functional that depends on both
the initial state and on the initial perturbation
δΨ
(
y0, δy0
)
=
∂Ψ
∂y0
· δy0 = λT
(
t0
)
· δy0 =
n∑
i=1
∂Ψ
∂y0i
δy0i . (3.9)
The gradient of δΨ with respect to changes in y0 can be computed by the adjoint
method. This gradient represents the product of the Hessian of Ψ times the initial
perturbation vector,
(
∂ δΨ
∂y0
)
j
=
∂ δΨ
∂y0j
=
∂
∂y0j
(
n∑
i=1
∂Ψ
∂y0i
δy0i
)
(3.10)
=
n∑
i=1
∂2Ψ
∂y0i ∂y
0
j
δy0i =
n∑
i=1
∂2Ψ
∂y0j ∂y
0
i
δy0i
=
n∑
i=1
Hj,i δy
0
i
=
(
H · δy0
)
j
.
From (3.10) we see that the Hessian-vector products can be computed as the first order
adjoint gradients of the cost functional δΨ, if the tangent linear model is initialized
with the user-defined vector δy0 = u.
The cost functional (3.9) depends on both y and δy. Consequently, to evaluate
δΨ one needs to consider both the forward (3.1) and the tangent linear model (3.6)
evolving together forward in time:
d
dt
[
y
δy
]
=
[
f(t, y)
J(t, y) · δy
]
,
[
y
δy
] (
t0
)
=
[
y0
u
]
, t0 ≤ t ≤ tF . (3.11)
The Jacobian of the extended system (3.11) is
[
J(t, y) 0
∂
∂y
(
J(t, y) · δy
)
J(t, y)
]
=
[
J(t, y) 0
H(t, y) · δy J(t, y)
]
The adjoint of the (tangent linear model of the) extended system (3.11) for the cost
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function (3.9) reads
d
dt
[
σ
λ
]
= −
[
J(t, y) 0
H(t, y) · δy J(t, y)
]T
·
[
σ
λ
]
=

 −JT (t, y) · σ −
(
H(t, y) · δy
)T
· λ
−JT (t, y) · λ

 (3.12)
[
σ
λ
] (
tF
)
=
[
d2g
dy2
(
y(tF)
)
· δy
(
tF
)
dg
dy
(
y(tF)
)
]
, tF ≥ t ≥ t0 .
The equation for λ in (3.12) is the first order adjoint equation (3.7).
The first equation in (3.12) is the second order adjoint ordinary differential equa-
tion and defines the time evolution of the second order adjoint variable σ,
dσ
dt
= −JT (t, y) · σ −
(
H(t, y) · δy
)T
· λ , σ(tF) =
d2g
dy2
(
y(tF)
)
· δy
(
tF
)
. (3.13)
By the definition of first and second order adjoints we have that
σ(t) = δλ(t) =
∂λ(t)
∂y0
· δy0 =
∂λ(t)
∂y(t)
·
∂y(t)
∂y0
· δy0 =
∂λ(t)
∂y(t)
· δy(t) .
Consequently the second order adjoint equation (3.13) can also be obtained by for-
mally taking the variation of the first order adjoint equation (3.7) with respect to
changes δy0 in the initial conditions y0
∂
∂y0
(
dλ
dt
)
· δy0 =
∂
∂y0
(
−JT (t, y) · λ
)
· δy0
d
dt
(
∂λ
∂y0
· δy0
)
=
∂
∂y
(
−JT (t, y) · λ
)
·
∂y(t)
∂y0
· δy0
dσ
dt
=
∂
∂y
(
−JT (t, y) · λ
)
· δy(t)
= −JT (t, y) · σ −
(
H(t, y) · δy
)T
· λ
∂
∂y0
(
dg
dy
(
y(tF)
))
· δy0 =
dg
dy2
(
y(tF)
)
·
∂y
(
tF
)
∂y0
· δy0
=
d2g
dy2
(
y(tF)
)
· δy
(
tF
)
.
3.2. Discrete Second Order Adjoints. Similar considerations hold for the
discrete system
yk = Nk
(
yk−1
)
, k = 1, · · · , N , y0 given , (3.14)
and the discrete cost function of the form
Ψ
(
y0
)
= g
(
yN
)
. (3.15)
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The discrete system (3.14) represents a numerical discretization of (3.1) with a one-
step numerical method. The cost function (3.15) is defined on the numerical solution,
and approximates the continuous cost function (3.2) defined on the exact solution.
We denote the Jacobian matrix of the discrete time-marching operator byN ′k(y) =
∂Nk/∂y, and the Hessian three-tensor by N ′′k (y) = ∂
2Nk/∂y2. The tangent linear
model of (3.14) is
δyk = N ′k
(
yk−1
)
· δyk−1 , k = 1, · · · , N , δy0 = u . (3.16)
The extended adjoint of the combined (3.14)–(3.16) for the cost function δΨ reads[
σk−1
λk−1
]
=
[
−
(
N ′k(y
k−1)
)T
· σk −
(
N ′′k (y
k−1) · δyk−1
)T
· λk
−
(
N ′k(y
k−1)
)T
· λk
]
, (3.17)
[
σN
λN
]
=
[
∂2g
∂y2
(
yN
)
· δyN
∂g
∂y (y
N )
]
, N ≥ k ≥ 1
At the end of the backward in time integration (3.17) provides the gradient and the
Hessian vector product
λ0 =
(
∂Ψ
∂y0
)T
, σ0 =
∂2Ψ
(∂y0)
2 · u .
We will now construct specific discrete second order adjoints for the cases where
the numerical discretizations (3.14) are of Runge-Kutta and of Rosenbrock types.
3.3. Implicit Runge-Kutta methods. A general s-stage Runge-Kutta method
[43, Section II.1] advances the numerical solution yk ∈ Rn at time tk to the solution
yk+1 ∈ Rn at time tk+1 = tk + h using the formula:
yk+1 = yk + h
s∑
i=1
biki , Ti = t
k + cih , Yi = y
k + h
s∑
j=1
aijkj ,
ki = f (Ti, Yi ) , i = 1, · · · , s .
(3.18)
The coefficients aij , bi and ci are prescribed for the desired accuracy and stability
properties. The stage derivative vectors ki are defined implicitly, and require solving
a (set of) nonlinear system(s) by simplified Newton-type methods.
For a general implicit method most of the coefficients aij 6= 0 and one large
nonlinear system (3.18) of dimension ns (dimension of the system times the number
of stages) needs to be solved to simultaneously find all the stage derivative vectors
k1, · · · , ks. We will call such methods fully implicit Runge Kutta methods (FIRK).
Singly diagonally implicit Runge Kutta methods (SDIRK) are characterized by
a special structure of the coefficients (aij = 0 whenever i > j and aii = γ for all i =
1, · · · , s). In this case the stage derivative vectors k1, · · · , ks are solved for successively,
each requiring the solution of a nonlinear system of dimension n. Moreover the same
LU factorization can be reused for all systems during the simplified Newton iterations.
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Following [44, Section IV.8], for implementation purposes (3.18) is written in the
equivalent form
yk+1 = yk +
s∑
i=1
di Zi , Ti = t
k + cih ,
Zi = Yi − y
k = h
s∑
j=1
aij f
(
Tj, y
k + Zj
)
.
(3.19)
Replacing the nonlinear system in ki by a nonlinear system in Zi has numerical
advantages for stiff systems where f has a large Lipschitz constant. The coefficients
di are defined based on A and b [44, Section IV.8] (d = A
−T b if A is invertible; the
formula can also be adapted to the case of non-invertible A).
With the compact notation
Z =


Z1
...
Zs

 , F (Z) =


f
(
T1, y
k + Z1
)
...
f
(
Ts, y
k + Zs
)

 ,
and with the Kronecker product denoted ⊗, the n×n identity matrix denoted In, the
method (3.19) can be written as
Z = (hA⊗ In) · F (Z) . (3.20)
The nonlinear system (3.20) in Z can be solved by Newton iterations of the form
[
Ins − hJ
(
Z [m]
)]
∆Z [m] = Z [m] − (hA⊗ In) · F
[m]
Z [m+1] = Z [m] −∆Z [m] , m = 0, 1, · · ·
(3.21)
where F [m] = F
(
Z [m]
)
, Ins is the ns× ns identity matrix, and the Jacobian matrix
is
J =


a11J
(
T1, y
k + Z1
)
a12J
(
T2, y
k + Z2
)
· · · a1sJ
(
Ts, y
k + Zs
)
a21J
(
T1, y
k + Z1
)
a22J
(
T2, y
k + Z2
)
· · · a2sJ
(
Ts, y
k + Zs
)
...
. . .
...
as1J
(
T1, y
k + Z1
)
as2J
(
T2, y
k + Z2
)
· · · assJ
(
Ts, y
k + Zs
)

 .
(3.22)
The cost of the Newton iterations (3.21) is dominated by the LU decompositions of
the ns× ns matrices I − hJ .
Implementation Aspects of FIRK Methods. A more efficient approach is provided
by simplified Newton iterations where all the ODE Jacobians in (3.22) are evaluated
at the beginning of the current step (J
(
Ti, y
k + Zi
)
≈ J
(
tk, yk
)
for all i). This
results in the following approximation of (3.22)
J ≈ A⊗ J
(
tk, yk
)
(3.23)
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Replacing the matrix (3.22) by (3.23) leads to simplified Newton iterations of the
form [
Ins − hA⊗ J
(
tk, yk
)]
·∆Z [m] = Z [m] − (hA⊗ In) F
[m]
Z [m+1] = Z [m] −∆Z [m] , m = 0, 1, · · ·
(3.24)
The computational workload spent in the LU factorization of the ns × ns matrix
I − hA⊗ J
(
tk, yk
)
is O(n3s3) if full linear algebra is used.
This linear algebra computational work can be reduced to O(n3s) by diagonalizing
the inverse of the Runge-Kutta matrix [44, Section IV.8]
T−1A−1 T = Λ = diag {γ, αk ± βk i} (3.25)
For typical FIRK methods with an odd number of stages the inverse Runge Kutta
matrix A−1 has one real eigenvalue γ and (s− 1)/2 pairs of complex conjugate eigen-
values αk ± βk i, while for an even number of stages there typically are s/2 complex
conjugate pairs.
By changing the variables in the simplified Newton iterations (3.23)
Z [m] = (T ⊗ In) W
[m] , W [m] =
(
T−1 ⊗ In
)
Z [m] ,
and after premultiplying (3.24) by h−1T−1A−1⊗In one obtains the simplified Newton
iterations in the W variables[
h−1Λ⊗ In − Is ⊗ J
(
tk, yk
)]
·∆W [m] =
(
h−1Λ⊗ In
)
W [m] −
(
T−1 ⊗ In
)
F [m] ,(3.26)
W [m+1] =W [m] −∆W [m] , m = 0, 1, · · ·
The required linear algebra reduces to one real LU decomposition of the n×n matrix
h−1γ In − J
(
tk, yk
)
(cost ∼ n3) and one (or several) complex LU decompositions
of the n × n matrices h−1(αk + i βk) In − J
(
tk, yk
)
(cost for each system ∼ 4n3).
Corresponding forward-backward substitutions are performed at each iteration.
Implementation Aspects of SDIRK Methods. For SDIRK methods the matrix
(3.22) has a block lower triangular form. The system (3.20) can be written in the
equivalent form(
h(A− γIs)⊗ In
)
· F (Z) =
(
h(A− γIs)⊗ In
) (
h−1A−1 ⊗ In
)
· Z
=
(
(A− γIs) A
−1 ⊗ In
)
· Z ,
=
(
Θ⊗ In
)
· Z ,
with
Θ = (A− γIs) A
−1
which implies that sums of derivative values can be expressed as sums of Z variables
h
i−1∑
j=1
aij f
(
Tj, y
k + Zj
)
=
i−1∑
j=1
θij Zj .
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Simplified Newton iterations are used to evaluate Zi successively for each stage i =
1, · · · , s:
Gi = h
−1γ−1
i−1∑
j=1
θij Zj
[
h−1γ−1 In − J
(
tk, yk
)]
∆Z
[m]
i = h
−1γ−1Z
[m]
i − f
(
Ti, y
k + Z
[m]
i
)
−Gi
Z
[m+1]
i = Z
[m]
i −∆Z
[m]
i , m = 0, 1, · · ·
(3.27)
3.3.1. The Tangent Linear Model of Runge Kutta Methods. The tangent
linear model of a the Runge Method in the formulation (3.19) is obtained by taking
the variation of (3.19) with respect to changes in initial conditions
yk+1 = yk +
s∑
i=1
di Zi , δy
k+1 = δyk +
s∑
i=1
di δZi ,
Zi = h
s∑
j=1
aijf
(
Tj , y
k + Zj
)
, δZi = h
s∑
j=1
aijJ
(
Tj , y
k + Zj
)
·
(
δyk + δZj
)
.
(3.28)
The resulting formula (3.28) is the same as the one obtained by applying (3.19) to
solve the forward model (3.1) together with the tangent linear model (3.6).
Using the compact notation (3.22) of the previous section and
δZ =


δZ1
...
δZs

 , 1s =


1
...
1

 ∈ Rs ,


δyk
...
δyk

 = 1s ⊗ δyk ,
the equation (3.28) for the tangent linear variables δZ is:[
Ins − hJ
]
δZ = hJ
(
1s ⊗ δy
k
)
(3.29)
This can also be obtained by taking the variation of equation (3.20).
Implementation Aspects of the Tangent Linear FIRK Methods. The ns× ns sys-
tem of linear equations (3.29) can be solved directly for the tangent linear variables
δZ. This is advantageous for very sparse systems. For non-sparse Jacobians one can
avoid the ns × ns LU factorization of (3.29) by using the approximation (3.23) and
solving the system (3.29) with the iterative scheme:[
Ins − hA⊗ J
(
tk, yk
)]
·∆ δZ [m] = (I − hJ ) δZ [m] − hJ
(
1s ⊗ δy
k
)
,
δZ
[m+1]
i = δZ
[m]
i −∆ δZ
[m]
i , m = 0, 1, · · ·
Unlike the direct solution of (3.29) the iterative approach solves the tangent linear
variables within a prescribed accuracy which is controlled by our implementation
via the number of iterations. In case of iteration non-convergence the solution is
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computed by the direct method. The LU decomposition of the system matrix Ins −
hA ⊗ J
(
tk, yk
)
(or, more exactly, several equivalent n × n real and complex LU
factorizations) is (are) available from the direct solution (3.26). Thus the calculation
of the tangent linear variables piggybacks the calculation of the forward variables.
Each step of the forward solution is followed by the corresponding step of the tangent
linear model, which reuses the same LU decomposition(s). The additional cost of
computing the tangent linear variables in this direct-decoupled Runge Kutta approach
is moderate. The accuracy of the tangent linear solution can be monitored via the
embedded Runge Kutta scheme, and the step size control can be based on both the
forward and the tangent linear error estimates.
Implementation Aspects of the Tangent Linear SDIRK Methods. For SDIRK
methods the linear system (3.29) is block upper triangular, and the stage tangent
linear variables δZi can be solved for successively for stages i = 1, · · · , s
[
I − h γ J
(
Ti, y
k + Zi
)]
· δZi =
i−1∑
j=1
θij δZj + h γ J
(
Ti, y
k + Zi
)
· δyk . (3.30)
For each stage a n×n system of linear equations needs to be solved. Each system has
a different matrix (since the Jacobians in (3.30) are evaluated at different arguments)
and therefore one needs to perform s different LU decompositions.
An iterative solution of (3.30) is possible based on the approximation (3.23)
Gi = h
−1γ−1
i−1∑
j=1
θij δZj + J
(
Ti, y
k + Zi
)
· δyk[
h−1γ−1 In − J
(
tk, yk
)]
·∆ δZ
[m]
i = h
−1γ−1 δZ
[m]
i − J
(
Ti, y
k + Zi
)
· δZ
[m]
i −Gi ,
δZ
[m+1]
i = δZ
[m]
i −∆ δZ
[m]
i , m = 0, 1, · · ·
(3.31)
The iterative solution (3.31) uses the same n × n LU factorization of h−1γ−1 In −
J
(
tk, yk
)
for all stages. Moreover, this LU decomposition is already available from
the forward solution (3.27). Thus the tangent linear solution can be obtained at only
a moderate additional cost. The accuracy with which the iterations (3.31) solve the
system (3.30) is controlled in our implementation. In the case of non-convergence a
direct solution is employed.
3.3.2. The Discrete First and Second Order Runge Kutta Adjoints.
Following Hager [41] the first order discrete adjoint of the Runge Kutta method (3.18)
is:
ui = h J
T (Ti, Yi) ·

biλk+1 + s∑
j=1
aj,iuj

 , i = s, · · · , 1 (3.32)
λk = λk+1 +
s∑
j=1
uj .
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The discrete second order adjoint of the Runge Kutta method (3.18) is obtained by
taking the variation of (3.32) with respect to changes in initial conditions:
wi = h J
T (Ti, Yi) ·

biσk+1 + s∑
j=1
aj,iwj


+h
(
H (Ti, Yi) · δYi
)T
·

biλk+1 + s∑
j=1
aj,iuj

 , i = s, · · · , 1 (3.33)
σk = σk+1 +
s∑
j=1
wj .
Recall that the forward stage variables are Yi = yn + Zi.
Implementation Aspects of First Order Adjoints of FIRK Methods. Using the
matrix (3.22) and the notation
U =


u1
...
us

 , G = h


b1 J
T (T1, Y1)λ
k+1
...
bs J
T (Ts, Ys)λ
k+1

 ,
the equation (3.32) for the adjoint stage vectors U can be written compactly as
[
Ins − hJ
]T
· U = G . (3.34)
Not surprisingly this ns×ns linear system is the transpose of the tangent linear model
system (3.29). The system (3.34) can be solved directly for very sparse systems. For
non-sparse systems the cost of the ns × ns LU factorization can be avoided using
again the approximation (3.23) and solving the linear system (3.34) by iterations of
the form [
Ins − hA⊗ J(t
k, yk)
]T
∆U [m] =
[
Ins − hJ
]T
· U [m] −G
U [m+1] = U [m] −∆U [m] .
The LU factorization of Ins − hA ⊗ J(tk, yk) can be solved effectively in O(n3s)
operations using the transformation (3.25) of the Runge Kutta matrix. Note that the
real and complex LU factorizations are the same as the ones used in the forward and
in the tangent linear model calculations.
Implementation Aspects of First Order Adjoints of SDIRK Methods. For SDIRK
methods each stage requires to solve a different n× n linear system. Sequentially for
each stage (in reverse order) we have
[
In − hγ J (Ti, Yi)
]
ui = h J
T (Ti, Yi) ·

biλk+1 + s∑
j=i+1
aj,iuj

 , i = s, · · · , 1 .
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To avoid s different LU decompositions one can employ an iterative approach that
re-uses the same LU decomposition for all stages
Gi = γ
−1 JT (Ti, Yi) ·

biλk+1 + s∑
j=i+1
aj,iuj


[
h−1γ−1 In − J(t
k, yk)
]
∆u
[m]
i = h
−1γ−1 u
[m]
i − J
T (Ti, Yi) · u
[m]
i −Gi ,
u
[m+1]
i = u
[m]
i −∆u
[m]
i , m = 0, 1, · · ·
Our implementation controls the accuracy of the solution via the number of iterations;
if non-convergence is detected a direct solution is employed.
Implementation Aspects of Second Order Adjoints of FIRK Methods. Using the
matrix (3.22) and the notation
G = h


b1 J
T (T1, Y1)σ
k+1
...
bs J
T (Ts, Ys)σ
k+1

+ h


(
H (T1, Y1) · δY1
)T
·
(
b1λ
k+1 +
∑s
j=1 aj,1uj
)
...(
H (Ts, Ys) · δYs
)T
·
(
bsλ
k+1 +
∑s
j=1 aj,suj
)


the second order adjoint equation (3.33) can be written compactly as
[
Ins − hJ
]T
·W = G . (3.35)
This ns× ns linear system has the same matrix as the first order adjoint (3.34). For
very sparse systems one can solve directly for the first order adjoint (3.34) and for the
second order adjoint stage vectors (3.35) reusing the same ns×ns LU decomposition.
Like with the first order adjoint, one can avoid the ns × ns LU decomposition
and solve the equation (3.33) by iterations of the form
[
I − hA⊗ J(tk, yk)
]T
∆W [m] =


w
[m]
1 − h J
T (T1, Y1) ·
(∑s
j=1 aj,1w
[m]
j
)
...
w
[m]
s − h JT (Ts, Ys) ·
(∑s
j=1 aj,sw
[m]
j
)

−G
W [m+1] =W [m] −∆W [m] , m = 0, 1, · · ·
Our implementation controls the accuracy of the second order adjoint solution via the
number of iterations; if non-convergence is detected a direct solution is employed.
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Implementation Aspects of Second Order Adjoint of SDIRK Methods. Equation
(3.33) is solved stage by stage (i = s, s− 1, · · · , 1)
Gi = γ
−1 JT (Ti, Yi)

biσk+1 + s∑
j=i+1
aj,iwj


+ γ−1
(
H (Ti, Yi) · δYi
)T
·

bi λk+1 + s∑
j=i+1
aj,iuj + γui

 (3.36)
[
h−1γ−1 In − J
T (Ti, Yi)
]
wi = Gi .
The direct solution of (3.36) requires a different n×n LU factorization for each stage.
To avoid this the systems (3.36) can be solved by an iterative approach which uses
the same LU factorization for all stages:
[
h−1γ−1 In − J
T (tk, yk)
]
∆w
[m]
i = h
−1γ−1w
[m]
i − J
T (Ti, Yi) w
[m]
i −Gi ,(3.37)
w
[m+1]
i = w
[m]
i −∆w
[m]
i , m = 0, 1, · · ·
3.4. Rosenbrock Methods. An s-stage Rosenbrock method [44, Section IV.7]
computes the next-step solution by the formulas
yk+1 = yk +
s∑
i=1
miki , Ti = t
k + αih , Yi = y
k +
i−1∑
j=1
aijkj , (3.38)
[
h−1γ−1In − J(t
k, yk)
]
ki = f (Ti, Yi ) +
i−1∑
j=1
cij
h
kj + hγift
(
tk, yk
)
.
where s is the number of stages. The formula coefficients aij , cij , mi, γ, and γi give
the order of consistency and the stability properties. The ODE Jacobian J as well as
the partial derivative of the ODE function with respect to time ft are explicitly used
in the formula. Only one LU factorization per step is used. Moreover, no iterations
are needed in the solution process. Rosenbrock methods are well suited for mildly stiff
problems and moderate accuracy [44]. They are designed to have excellent stability
properties, preserve linear invariants (a.k.a. mass) and are computationally efficient.
In [65] we have shown that Rosenbrock methods work well for solving atmospheric
chemistry problems.
3.4.1. The Tangent Linear Model of Rosenbrock Methods. To obtain the
Rosenbrock tangent linear model one takes the variation of the method (3.38) with
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respect to changes in the initial conditions
yk+1 = yk +
s∑
i=1
miki, δy
k+1 = δyk +
s∑
i=1
miℓi (3.39)
Ti = t
k + αih , Yi = y
k +
i−1∑
j=1
aijkj , δYi = δy
k +
i−1∑
j=1
aijℓj
[
h−1γ−1In − J(t
k, yk)
]
· ki = f (Ti, Yi ) +
i−1∑
j=1
cij
h
kj + hγift
(
tk, yk
)
,
[
h−1γ−1In − J(t
k, yk)
]
· ℓi = J ( Ti, Yi ) · δYi +
i−1∑
j=1
cij
h
ℓj
+
(
H(tk, yk) · ki
)
· δyk + hγiJt
(
tk, yk
)
· δyk
Note that the tangent linear stages ℓi require explicitly the ODE Hessian H (due
to the explicit presence of the ODE Jacobian in the forward Rosenbrock formula).
The method requires a single n × n LU decomposition per step to obtain both the
concentrations yk+1 and the sensitivities δyk+1. The additional cost required for the
tangent linear calculations is alleviated by the reuse of the same LU decomposition.
However the calculation of the Hessian and the corresponding tensor-vector products
in the tangent linear calculations can be relatively expensive.
3.4.2. The Discrete First and Second Order Adjoints of Rosenbrock
Methods. The discrete first order adjoint of the (non-autonomous) Rosenbrock
method (3.38) is [63][
h−1γ−1In − J
T (tk, yk)
]
· ui = miλ
k+1 +
s∑
j=i+1
(
aj,ivj +
cj,i
h
uj
)
, (3.40)
vi = J
T (Ti, Yi) · ui , i = s, · · · , 1 ,
λk = λk+1 +
s∑
i=1
(
H(tk, yk) · ki
)T
· ui + hJ
T
t (t
k, yk) ·
s∑
i=1
γiui +
s∑
i=1
vi
The formula (3.40) makes explicit use of the partial derivative of the Jacobian with
respect to time Jt and of the ODE Hessian H (both computed once at the beginning
of the time step). The same LU factorization is used by all stages; this is the LU
factorization used in both the forward and the tangent linear methods.
The discrete second order adjoint of a Rosenbrock method is obtained by taking
the variation of (3.40) with respect to changes in the initial condition[
h−1γ−1In − J
T (tk, yk)
]
· wi = miσ
k+1 +
(
H(tk, yk) · δyk
)T
· ui (3.41)
+
s∑
j=i+1
(
aj,izj +
cj,i
h
wj
)
, i = s, · · · , 1 ,
zi = J
T (Ti, Yi) · wi +
(
H(Ti, Yi) · δYi
)T
· ui ,
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σk = σk+1 +
s∑
i=1
(
H(tk, yk) · ki
)T
· wi +
s∑
i=1
(
H(tk, yk) · ℓi
)T
· ui
+
∂
∂yk
(
s∑
i=1
(
H(tk, yk) · ki
)T
· ui
)
· δyk
+hJTt (t
k, yk) ·
s∑
i=1
γiwi + h
(
Ht(t
k, yk) · δyk
)T
·
s∑
i=1
γiui +
s∑
i=1
zi
the ODE Hessian with respect to time Ht. It also requires the derivative of the
Hessian-vector products with respect to the solution (∂/∂y{(H(t, y) · k)T · u}). This
term involves third order derivatives of the ODE right hand side function
∂3fi(t, y)
∂yj∂yk∂yℓ
.
The calculation of these high order derivatives is challenging, making the second order
discrete adjoint Rosenbrock formula (3.41) less attractive in practice. Nevertheless the
approach is useful for typical chemical mechanisms which involve only monomolecular
and bimolecular reactions. For these mechanisms the underlying ODE function f(t, y)
is quadratic in y, and the third order derivatives of f vanish.
3.5. KPP. The implementation of numerical integrators for chemistry can be
done automatically using the Kinetic PreProcessor KPP software tools [25]. KPP
was extended [22, 63] to produce a rapid and efficient implementation of the code for
sensitivity analysis of chemical kinetic systems. KPP builds Fortran77, Fortran90, C,
or Matlab simulation code for chemical systems with chemical concentrations changing
in time according to the law of mass action kinetics. KPP generates the following
building blocks:
1. Fun: the ODE function f(t, y);
2. Jac, Jac SP: the ODE Jacobian J(t, y) in full or in sparse format;
3. KppDecomp: sparse LU decomposition for the Jacobian;
4. KppSolve, KppSolveTR: solve sparse system with the Jacobian matrix and
its transpose;
5. Jac SP Vec (w ← J · u), JacTR SP Vec (w ← JT · u): sparse matrix-vector
multiplication of the Jacobian (transposed or not) with user vector;
6. Hess: the ODE Hessian H(t, y) represented in sparse 3-tensor format;
7. Hess Vec (w ← (H · u) · v), HessTR Vec (w ← (H · u)T · v): sparse tensor
product of the Hessian (or its transpose) with user vectors; same as the
derivative of Jacobian (transposed) vector product times vector.
In [22, 63] we show how these KPP building blocks can be used to implement very
efficiently code for direct and adjoint sensitivity analysis of chemical systems. A
related approach was taken in the early application of the 4D-Var to chemical data
assimilation by Fisher and Lary [35].
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4. Discrete SOA for the Transport System. In the STEM model [14] the
transport equation is solved using a directional x, y, and z split approach. The basic
numerical techniques solve the one-dimensional transport equation
∂c
∂t
= −u
∂c
∂x
+
1
ρ
∂
∂x
(
ρK
∂c
∂x
)
, c(t, xin) = cin(t) , K
∂c
∂x
∣∣∣∣
xout
= 0 . (4.1)
In STEM the horizontal advection term is discretized by the third order upwind finite
difference formula [47]
−
(
u
∂c
∂x
)∣∣∣∣
x=xi
=
{
ui (−ci−2 + 6ci−1 − 3ci − 2ci+1) /(6∆x) , if ui ≥ 0
ui (2ci−1 + 3ci − 6ci+1 + ci+2) /(6∆x) , if ui < 0 .
(4.2)
The diffusion terms are discretized by the second order central differences
1
ρ
∂
∂x
(
ρK
∂c
∂x
)∣∣∣∣
x=xi
=
(ρi+1Ki+1 + ρiKi)(ci+1 − ci)− (ρiKi + ρi−1Ki−1)(ci − ci−1)
2ρi∆x2
.
(4.3)
For the inflow boundary the advection discretization drops to the first order up-
wind scheme, which makes the order of consistency of the whole scheme quadratic for
the interior points of the domain. For the outflow boundary the advection discretiza-
tion also drops to the first order upwind scheme.
The space semi-discretization leads to the linear ordinary differential equation
dc
dt
= A(t) c(t) +B(t) , (4.4)
where the matrix A(t) depends on the wind field, the diffusion tensor, and the air
density but it does not depend on the unknown concentrations (for the discretization
schemes under consideration). The vector B(t) represents the Dirichlet boundary
conditions.
The forward system is advanced in time from tk to tk+1 = tk +∆t using Crank-
Nicholson
ck+1 =
(
I −
∆t
2
A(tk+1)
)
−1 [(
I +
∆t
2
A(tk)
)
ck +∆t
B(tk) +B(tk+1)
2
]
(4.5)
The chosen discretization leads to pentadiagonal matrices and systems which can be
solved very efficiently.
Equation (4.5) represents the forward discrete model for horizontal transport. The
corresponding adjoint system is then advanced backwards in time using the discrete
adjoint formulation
λk =
(
I +
∆t
2
AT (tk)
) (
I −
∆t
2
AT (tk+1)
)
−1
λk+1 . (4.6)
Equation (4.6) is a consistent time discretization of the continuous adjoint equation.
Because of the linear discretization the second order adjoint formula obtained by
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taking the variation of (4.6) has the same form as (4.6)
σk =
(
I +
∆t
2
AT (tk)
) (
I −
∆t
2
AT (tk+1)
)
−1
σk+1 . (4.7)
This means that the same adjoint transport routines are used for both the first order
adjoint (4.6) and for the second order adjoint solutions (4.7). Moreover, it is possible
to reuse the same LU decomposition of I − (∆t/2)A(tk+1) for both the first and the
second order adjoint calculations.
The vertical advection term is discretized by the first order upwind finite differ-
ence formula, while the vertical diffusion is discretized by the second order central
differences on a non-uniform vertical grid. The top boundary condition is Dirichlet
for inflow and Neumann for outflow, while the Neumann ground boundary condition
accounts for emission and deposition fluxes. Similar considerations hold for the dis-
crete adjoints of the vertical transport. The same discrete adjoint vertical transport
routine are used for both the first and the second order adjoint solutions.
Other transport discretization schemes are possible, notably monotonic finite vol-
ume schemes for advection that use flux or slope limiting to avoid the creation of
spurious oscillations. The analysis of the corresponding discrete adjoint schemes per-
formed in [53] reveals possible pitfalls. A discussion of discrete second order adjoints
for monotonic advection schemes is outside the scope of this paper.
5. Applications of Second Order Adjoints.
5.1. Sensitivity Analysis. We first consider the SAPRC-99 atmospheric chem-
istry mechanism [15, 16] which considers the gas-phase atmospheric reactions of
volatile organic compounds (V OCs) and nitrogen oxydes (NOX) in urban and re-
gional settings. The chemical mechanism was developed at University of California,
Riverside by Dr. W.P.L. Carter for use in airshed models for predicting the effects
of V OC and NOX emissions on tropospheric secondary pollutants formation such
as ozone (O3), peroxyacetyl nitrate (PAN), etc. In our analysis we consider the
condensed fixed-parameter version of the SAPRC-99 mechanism which takes into
consideration 235 reactions among 81 variable chemical species (in addition O2, H2,
CH4, and H2O concentrations are considered fixed), and is currently incorporated
into the three-dimensional regional-scale model STEM-II [13].
The 24 hours simulation interval starts at t0 = 12pm and ends at tF = 12pm the
next day. We consider two numerical methods. The first one is SDIRK-4 [44], a five-
stage fourth order L-stable and stiﬄy accurate SDIRK method, with an embedded
method of order three for error control. The second method is RODAS [44], a six stage
fourth order stiﬄy accurate Rosenbrock method with error control. Both methods,
their tangent linear models, and their first and second order discrete adjoints have been
implemented in the KPP library, and use the specially prepared sparse Jacobians and
Hessians. All simulations are carried out with rtol=1e-5 and atol=1e-3 molec/cm3.
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Table 5.1
Validation of the second order adjoints against finite differences of first order adjoints. The
RMS norm of the relative difference decreases for smaller perturbations.
Ψ1 = PAN
(
tF
)
Ψ2 = 0.5O23
(
tF
)
ε SDIRK-4 RODAS SDIRK-4 RODAS
0.1 1.15E-01 4.22E-07 1.22E-01 1.30E-01
0.01 2.99E-03 3.21E-09 7.90E-03 1.36E-02
We compute adjoint sensitivities of two different cost functions. The first one
is the PAN concentration at the final time, the second is half the O3 concentration
squared at the final time
Ψ1 = PAN
(
tF
)
and Ψ2 =
1
2
O23
(
tF
)
.
The initial NOX concentrations are perturbed from their reference values as follows
NO
(
t0
)
← (1 + ε) ·NOreference
(
t0
)
, NO2
(
t0
)
← (1 + ε) ·NOreference2
(
t0
)
. (5.1)
For each cost function and each perturbation we compute the first order adjoints
λ1,2(ε). For the reference solution we also compute the first and second order adjoints
(λ1,2(0) and σ1,2 respectively). Using the relation σ1,2 ≈ λ1,2(ε)−λ1,2(0) we validate
our implementation by checking the second order adjoint against the finite difference
of first order adjoints. Specifically we compute the RMS norm of the relative error
for all n components
ERR1,2 =
√√√√√ 1
n
n∑
i=1

λ1,2i (ε)− λ1,2i (0)− σ1,2i
max
(∣∣∣σ1,2i ∣∣∣ , tol)


2
. (5.2)
These relative errors are reported in Table 5.1. We see that for both cost functions
and for both methods the agreement between the second order adjoint and the finite
difference of first order adjoints is improved with decreasing the perturbation mag-
nitude. The agreement for the RODAS method results on the first cost function is
excellent (we have no explanation for this).
The computational costs associated with the first and second order adjoints are
reported in Table 5.2. For the SDIRK method the cost of the first order adjoint
(including the forward model) is about twice the cost of the forward integration,
while the cost of the second order adjoint is about three times the cost of a forward
integration. For the Rosenbrock method the cost of the first order adjoint is more than
twice the forward cost (due to the added overhead of computing Hessians). For the
SAPRC-99 chemical mechanism the Hessian is constant, and the third order derivative
terms that appear in the discrete second order Rosenbrock adjoint vanish. The cost
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Table 5.2
CPU times for the 24 hours simulation of the SAPRC-99 box model. FWD denotes the forward
model, TLM the tangent linear model, FOA the first order adjoint, and SOA the second order adjoint
SDIRK-4 RODAS
Simulation CPU time Scaled time CPU time Scaled time
FWD only 0.71 sec 1 0.30 sec 1
FWD + TLM 1.24 sec 1.75 0.57 sec 1.9
FWD followed by FOA 1.39 sec 1.96 0.67 sec 2.23
FWD + TLM followed
by FOA + SOA
2.11 sec 2.97 1.23 sec 4.01
of Rosenbrock second order adjoint is about four times that of a forward integration.
The sparse linear algebra implemented by KPP is extremely efficient. Due to this
efficiency only modest cost savings result from reusing the (inexpensive) sparse LU
decompositions in tangent linear and in adjoint calculations.
Next we show how second order adjoints can be used in sensitivity analysis, and
can extend the range of validity of sensitivity analysis for highly nonlinear chemical
systems. The results are shown in Figure 5.1. The changes of PAN concentrations at
the end of the 24 hours interval are nonlinear with respect to the initial concentrations
of NO and NO2. We let the initial NO and NO2 initial concentrations vary according
to (5.1) within ±40% from their reference values (ε ∈ [−0.4,+0.4]). The change in the
final PAN concentration is predicted by first and second order Taylor series about the
reference initial concentrations. The first and the second terms in the Taylor series
are obtained using the first and the second order adjoints respectively:
Ψ1
(
c0
)
= PAN
(
tF
)∣∣
c(t0)=c0
,
Ψ1
(
c0 +∆c0
)
= PAN
(
tF
)∣∣
c(t0)=c0+∆c0
,
∆PAN = Ψ1
(
c0 +∆c0
)
−Ψ1
(
c0
)
=
(
∇c0Ψ
1
(
c0
))T
·∆c0 +
1
2
(
∆c0
)T
·
(
∇2c0,c0Ψ
1
(
c0
))
·∆c0 + · · ·
= λT ·∆c0 +
1
2
σT ·∆c0 + · · ·
We see in Figure 5.1 that the first order approximation is poor for large perturbations,
while the second order approximation continues to work well for large deviations from
reference.
5.2. The Chemical Transport Model and the Test Case. The previous
sensitivity analysis application is performed in a box model. We now consider full
three-dimensional chemistry and transport simulations. The numerical experiments
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Fig. 5.1. Sensitivity of final PAN concentration with respect to the initial concentrations of
NO and NO2. The changes in PAN concentration for different changes in the initial conditions
∆c0 are shown against the first order approximation (λT ·∆c0, marked with “x”) and against the
second order approximation (λT ·∆c0 +1/2 ·σT ·∆c0, marked with “o”). The first order sensitivity
analysis is inaccurate for this highly nonlinear system, while the second order sensitivity analysis
accurately predicts the changes in PAN .
use the state-of-the-art regional atmospheric photochemistry and transport model
STEM [14].
The test case is a real-life simulation of air pollution in North–Eastern United
States in July 2004 as shown in Figure 5.2 (the dash-dotted line delimits the com-
putational domain). The computational domain covers 1500 × 1320 × 20 Km with
a horizontal resolution of 60× 60 Km and a variable vertical resolution (resulting in
a 3-dimensional computational grid of 25 × 22 × 21 points). Real data is used for
the initial concentrations, meteorological fields, boundary values, and emission rates
starting at 0 GMT of July 20th, 2004. This data corresponds to the ICARTT (In-
ternational Consortium for Atmospheric Research on Transport and Transformation)
[37] campaign in July 2004. A detailed description of the ICARTT fields and data
can be found in [71].
Data assimilation is the process of integrating observational data and model pre-
dictions to obtain an optimal representation of the state of the atmosphere. As more
chemical observations in the troposphere are becoming available, chemical data as-
similation is expected to play an essential role in air quality forecasting, similar to
the role it has in numerical weather prediction. Variational techniques for data as-
similation are well-established [30, 54, 70], and the 4D-Var framework is the current
state-of-the-art in meteorological [20, 60] and chemical [31, 32, 51, 63, 64, 66, 67] data
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Fig. 5.2. (a) The location of the ground measuring stations in support of the ICARTT campaign
(340 in total) (b) The location of the two ozonesondes (S1, S2) and the path of the P3-B flight that
provide observations used in data assimilation. Also shown are the locations of four selected stations
(A–D) that will be used to illustrate the assimilation results.
assimilation.
The observations used in this paper for data assimilation are real ozone (O3)
measurements taken during the ICARTT [37] campaign in summer 2004 [71]. Ground
level ozone measurements are provided hourly by the EPA’s AirNow network of ground
stations (340 in total) whose locations are shown in Figure 5.2(a). Elevated ozone
measurements are taken by two ozonesondes and a P3-B flight, all shown in Figure
5.2(b). More ozone observations are available from two Mozaic flights. The setting
for data assimilation is described in detail in [18]. We denote by zk the observations
available at discrete times tk, k = 1, · · · , N . The last observation is taken at the final
time, tN = tF. The observations are functions of the state at the corresponding time;
a linear mapping operator D interpolates the model states (available on the grid) to
observations
zk = D · yk + εk , 〈εk〉 = 0 , 〈εk ·
(
εk
)T
〉 = Rk ,
where the observational and representativeness errors εk are assumed to be normally
distributed and uncorrelated random variables with zero mean and covariances Rk,
εk ∈ N (0, Rk).
We consider the situation where the initial state y0 is uncertain, and is represented
as a normally distributed random variable with mean yB (“background state”) and
covariance B. In four-dimensional variational (4D-Var) approach to data assimila-
tion one uses the information from both the background state and the observations
to determine the most likely initial state ya as the minimizer of the following cost
functional
Ψ
(
y0
)
=
1
2
(
y0 − yB
)T
B−1
(
y0 − yB
)
+
1
2
N∑
k=1
(
Dyk − zk
)T
R−1k
(
Dyk − zk
)
(5.3)
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The first term represents a penalty for the departure from the background value
yB. The next terms measure the mismatch between model predictions and observa-
tions. In the case where the model is linear, the background uncertainty is Gaussian
y0 ∈ N (yB , B), and the observation uncertainties are Gaussian, the aposteriori prob-
ability density of the initial state is also Gaussian. In this situation the cost function
(5.3) represents the negative logarithm of the aposteriori Gaussian probability density
function, and the minimizer ya of (5.3) represents the maximum likelihood estimator
of the state. In the following numerical experiments only the initial O3 concentra-
tion is considered uncertain. All first and second order adjoint derivatives of (5.3)
are computed with respect to the initial ozone concentration field, unless specified
otherwise.
The efficient numerical minimization of (5.3) requires the gradient of the cost
function (λ0 = (∂Ψ/∂y0)T ) as well as second order derivative information in the form
of Hessian vector products (σ0 = ∂2Ψ/(∂y0)2 · u). These derivatives are obtained via
the first and second order adjoint models as follows. Consider the CTM represented
compactly as (2.2). First the forward and the tangent linear models are solved together
forward in time:
y0 = y
(
t0
)
δy0 = u
Save y0, δy0 on tape
FOR k = 1, 2, · · · , N − 1, N DO
yk = Nk
(
yk−1
)
δyk = N ′k
(
yk−1
)
· δyk−1
Save yk, δyk on tape
END FOR
(5.4)
Next the first and second order adjoint models defined for the cost function (5.3) are
solved together, backward in time:
σN = 0
λN = 0
Read yN , δyN from tape
FOR k = N,N − 1, · · · , 2, 1 DO
λk = λk +DT R−1k ·
(
Dyk − zk
)
σk = σk +DT R−1k D · δy
k
Read yk−1, δyk−1 from tape
λk−1 = −
(
N ′k(y
k−1)
)T
· λk
σk−1 = −
(
N ′k(y
k−1)
)T
· σk −
(
N ′′k
(
yk−1
)
· δyk−1
)T
· λk
END FOR
λ0 = λ0 +B−1 ·
(
y0 − yB
)
σ0 = σ0 +B−1 · δy0 .
(5.5)
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5.3. Validation of the 3D Second Order Adjoints. We have implemented
second order adjoint capabilities in the three-dimensional STEM model according to
(5.4)–(5.5). The chemistry is solved using Rosenbrock methods implemented effi-
ciently via KPP, as discussed in Section 3. The second order adjoints for transport
are implemented as discussed in Section 4. The CPU times associated with the first
and second order adjoint calculation are reported in Table 5.3. We see that the CPU
time needed for a second order adjoint calculation is less than twice the time for a
first order adjoint calculation.
Simulation CPU time Scaled time
FWD only 35.8 min 1
FWD followed by FOA 83.92 min 2.34
FWD + TLM followed by FOA + SOA 127.6 min 3.56
Table 5.3
CPU times for a 12 hours three-dimensional chemistry and transport simulation. FWD denotes
the forward model, TLM the tangent linear model, FOA the first order adjoint, and SOA the second
order adjoint. Shown are the wall clock times and the times relative to the forward model run.
Validation of Second Order Adjoints against Finite Differences. We now validate
the correctness of the three-dimensional second order adjoints against finite differences
of first order adjoints. The cost function for this experiment is (5.3). Additional
experiments (not shown here) using cost functions defined as the sum of concentrations
of ground level PAN over the coastal area at final time lead to similar conclusions.
We run two 12-hour simulations, one with the reference initial conditions and
the other with perturbed initial NO2 concentrations. The second order adjoint σ
for the reference run is shown in Figure 5.3(a) (ground level values). The difference
∆λ of first order adjoints computed in the perturbed run and in the reference run
is shown in Figure 5.3(b) (ground level values). The second order adjoint is very
similar to the finite difference of first order adjoints, confirming the correctness of our
implementation.
Validation of Hessian Symmetry. Some of the applications discussed next (op-
timization, Hessian eigenvalue decomposition) require the Hessian to be symmetric.
Second order adjoint methodology provides Hessian-vector products. Even if the full
Hessian of the cost function (5.3) is not available we check its symmetry as follows.
The Hessian product with two vectors δy1 and δy2, are computed starting from
the same set of initial concentrations y0,
σ1 = H(y0) · δy1 , σ2 = H(y0) · δy2 ,
and dot products are taken between the second order adjoints and the perturbations.
The two dot products are equal if the computed Hessian is symmetric(
δy2
)T
· σ1 =
(
δy2
)T
· H(y0) · δy1 =
(
δy1
)T
· H(y0) · δy2 =
(
δy1
)T
· σ2 .
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Fig. 5.3. Validation of the second order adjoint for the three-dimensional chemical transport
model against finite difference of first order adjoints.
In our experiments we set the first vector to be the set of initial conditions,
δy1 = y0. The second vector is chosen in two ways. First, δy1 is advanced from t0 to
tF using the tangent linear model and δy2 is taken to be the solution of the tangent
linear model at the final time. Second, δy2 is taken to be a vector with random entries
(scaled element-wise by y0 to preserve the relative magnitude among concentrations
of different species).
For each test we run 1 hour, 4 hours and 8 hours simulations. The results are
shown in Table 5.4. The two products are close to each other in both tests, which indi-
cates that the Hessian (computed by the second order adjoint method) is symmetric.
Small differences are acceptable considering the large size of the vectors (105).
Table 5.4
Results for Hessian symmetry tests
Test Product 1h 4h 8h
1
(
δy1
)T
· σ2 2.5837e+4 1.8897e+5 3.2224e+5(
δy2
)T
· σ1 2.4010e+4 1.8806e+5 3.1812e+5
2
(
δy1
)T
· σ2 1.3012e+4 9.8862e+4 1.8372e+5(
δy2
)T
· σ1 1.3012e+4 9.8705e+4 1.8316e+5
5.4. Data Assimilation Using Second Order Information. The minimiza-
tion problem (5.3) arising in data assimilation is large-scale, with the typical number
of control variables in chemical transport models ranging between 104−107. In our ex-
periments we minimize (5.3) for the initial ozone conditions, which amounts to 11,550
control variables. In this section we investigate the performance of different numeri-
cal optimization methods. The first and second order derivatives (where needed) are
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computing according to (5.4)–(5.5).
Large-scale unconstrained optimization solvers are discussed in [55, 58, 59]. Two
classes of numerical optimization methods are popular in variational data assimila-
tion: quasi-Newton and nonlinear conjugate gradients. They require only first order
gradient information, and can handle very large scale and highly nonlinear problems.
In our numerical tests we consider one method from each class to minimize (5.3).
Comparisons of different optimization methods for data assimilation with fluid
flow models are given by Alekseev and Navon [3] and Daescu and Navon [23]. Quasi-
Newton methods approximate the inverse of the Hessian matrix by a symmetric posi-
tive definite matrix, which is updated at every step using the new search directions and
the new gradients. The Broyden Fletcher Goldfarb Shanno (BFGS) Hessian update
formula [57] has proved effective in many applications. The limited-memory version
(L-BFGS) [52] can handle very large problems by storing only a finite number of
search directions and gradients used in the approximation of the inverse Hessian. The
L-BFGS-B implementation of Zhu, Byrd, and Nocedal [11, 74] is able to handle bound
constraints and has become the gold standard in variational data assimilation. In our
previous data assimilation work [18, 24, 64] we have successfully used this package
for chemical data assimilation with full 3D models. This L-BFGS-B implementation
[11, 74] is used for the numerical results reported in this paper.
Extensions of the linear conjugate gradients method to nonquadratic problems
have been extensively studied [59]. The basic idea is to express the new search direc-
tions recursively as linear combinations of the negative gradients and previous search
directions. Different coefficients for the linear combination lead to different methods
including Fletcher-Reeves, Polak-Ribiere, Hestenes-Stiefel, etc. The numerical tests
reported in this paper use the CG+ Conjugate Gradient package of Liu, Nocedal, and
Walz [39] with the Fletcher-Reeves version of nonlinear conjugate gradients (FR-CG).
Additional tests (not reported here) have shown that FR performs slightly better than
the other nonlinear conjugate gradient methods for the test problem under consider-
ation.
We next discuss two optimization methods that use second order information in
the form of Hessian-vector products. The first method is a version of nonlinear con-
jugate gradients that uses Hessian-vector products to compute search directions. The
second is the Hessian-free Newton method, which approximately solves the Newton’s
equation using an iterative method that requires only Hessian-vector products.
5.4.1. Daniel’s Nonlinear Conjugate Gradients. Daniel’s nonlinear conju-
gate gradients method [26, 27, 28, 29] uses explicit Hessian-vector products in the
calculation of the new search direction. This approach has been traditionally con-
sidered impractical for large scale optimization problems due to the need for second
order information [42]. Since second order adjoints can provide Hessian-vector prod-
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ucts efficiently we revisit Daniel’s method and use it to solve the data assimilation
problem (5.3).
We next describe Daniel’s method and show how it can be efficiently implemented
using a single forward and backward model run (during which both first and second
order adjoints are computed). In the first step one computes the gradient via one first
order adjoint model run, and initializes the product of the Hessian and the search
direction by either running the second order adjoint model or by approximating the
Hessian with the identity matrix:
Initialization (we have x0 = y
B)
0.1 Compute in a forward-backward run g0 =
(
∂Ψ/∂y (x0)
)T
0.2 Set d0 = −g0
0.3 Compute in another forward-backward run v0 = ∂
2Ψ/∂y2 (x0) · d0
(or let v0 = d0)
For each iteration one constructs the one-dimensional quadratic model along the
search direction, updates the point in state space, updates the gradient, the search
direction, and the product between the Hessian and the search direction. The com-
putational cost at each step is dominated by one forward-backward run with the
gradient evaluated by first order adjoint and two Hessian-vector products evaluated
by the second order adjoint. Note that two Hessian-vector products can be computed
simultaneously in a single backward run, and computational savings are possible by
reusing the LU decompositions.
For k ≥ 1 (we have x = xk, dk, gk = ∂Ψ/∂y(xk), and vk = ∂2Ψ/∂y2(xk) · dk)
k.1 Find αk via line-search such that Ψ(xk + αdk) ≤ Ψ(xk) + c α gTk dk)
k.2 Update the solution: xk+1 = xk + αkdk
k.3 Compute in a single forward-backward run:
gk+1 =
(
∂Ψ/∂y (xk+1)
)T
ak+1 = ∂
2Ψ/∂y2 (xk+1) · gk+1
bk+1 = ∂
2Ψ/∂y2 (xk+1) · dk
k.4 Compute βk =
(
gTk+1vk
)
/
(
dTk vk
)
(which ensures that
dTk+1∂
2Ψ/∂y2(xk)dk = 0)
k.5 Update the search direction: dk+1 = −gk+1 + βkdk
k.6 Update the product: vk+1 = ∂
2Ψ/∂y2 (xk+1) · dk+1 = −ak+1 +
βk bk+1
Here we denote by xk the vector of initial concentrations y
0 after k optimization
iterations.
5.4.2. Hessian Free Newton. The minimization of (5.3) can be carried out in
principle using Newton’s method. With xk denoting the value of the solution after k
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Newton iteration the process is(
∂2Ψ
∂y2
(xk)
)
·∆x =
(
∂Ψ
∂y
(xk)
)T
(5.6)
xk+1 = xk −∆x , k = 0, 1, · · ·
Each iteration requires to solve a linear system. The system matrix is the Hessian
and the right hand side vector the gradient computed at the current iterate. Since
the Hessian is a large symmetric matrix, a sensible approach is to solve the system
using the linear conjugate gradients iterative method. The linear system solution
(5.6) needs to be only as accurate as the solution of the nonlinear system. Therefore
one can stop the conjugate gradient process after only a few iterations. Moreover,
the conjugate gradients algorithm only requires matrix times vector products. The
Hessian-vector products needed are computed by the second order adjoint. Because
the full Hessian is not required the approach is called Hessian-free Newton (HFN).
Consequently each outer Newton iteration requires several inner iterations of the
linear conjugate gradients to solve (5.6). Each of the inner iterations performs one
forward integration of the forward and the tangent linear models (5.4), followed by
one reverse integration of the first and second order adjoint models (5.5). The com-
putational cost of each inner iteration is therefore relatively expensive.
For the numerical experiments we use the HYBRID code of Morales and Nocedal
[56] to test the stand-alone HFN method. This code also implements an enriched
optimization algorithm that allows to interlace L-BFGS and HFN iterations and use
the information collected by one type of iteration to improve the performance of the
other. We will refer to the enriched method as the “HYBRID” method. In the
numerical experiments reported here we alternate five L-BFGS iterations with one
HFN iteration.
5.4.3. Optimization Results. Data assimilation experiments use a 12 hours
data assimilation window which starts at 12 GMT (8 EDT) on July 20th, 2004. We
asses the performance of five optimization methods used to minimize the cost function
(5.3). L-BFGS-B and the Fletcher-Reeves Nonlinear Conjugate Gradients (FR-CG)
methods require only first order derivative information. Daniel Nonlinear Conjugate
Gradients (Daniel-CG), HFN and the HYBRID methods require second order deriva-
tive information. Since L-BFGS-B is considered the gold standard in variational data
assimilation we will use its solution as a reference.
When solving real large-scale variational data assimilation problems with very
expensive evaluations of the function, the gradient, and the Hessian-vector products
the optimization process is typically not run to convergence. In practice the number
of iterations is predefined (based on an estimate of the feasible computational time).
Following this approach in our numerical experiments each method is allowed to take
a fixed number of ten iterations. Each iteration of L-BFGS-B founds a new solution
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Fig. 5.4. Decrease of the cost function with (a) the number of iterations, and with (b) the
scaled CPU time. The relative performance of five different optimization methods is shown.
point (“NEW X”), and can use multiple model runs during the line search. For HFN
we consider ten outer (Newton) iterations; each iteration founds a new solution point,
and can use multiple inner (linear conjugate gradients) iterations. For the Fletcher-
Reeves and the Daniel nonlinear conjugate gradients each iteration produces a new
solution point.
The decrease of the cost function with the number of iterations is reported in
Figure 5.4(a). All methods are able to drive the cost function from a value of about
55,000 down to about 14,000 after ten iterations. Beyond ten iterations further de-
crease in the cost function is small, indicating that all solutions have approached the
optimum.
The decrease of the cost function versus the computational time is reported in
Figure 5.4(b). On the abscissa we use scaled time units, where one unit is the CPU
time of one forward run (with only the nonlinear model, and without any derivative
calculations). The cost of each optimization is estimated based on the number of
model runs and the relative timings for the first and second order adjoint calculations
given in Table 5.3. The results in Figure 5.4(b) indicate that that L-BFGS-B method
is the most efficient method. Daniel’s CG method performs better than FR-CG,
especially during the first few iterations. HFN converges toward the solution in a
small number of outer iterations, but at the cost of many inner iterations. This
makes the total computational cost of HFN to be the highest among all methods. The
HYBRID method starts with five L-BFGS iterations, and during them its performance
is similar to that of L-BFGS-B. After the HFN step the HYBRID method becomes
slightly slower than L-BFGS-B.
The quality of each optimization solution is measured by the norm of the gradient
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of the cost function, and by the R2 correlation factor and root mean square (RMS)
difference between the observations and the model predictions (when the model is
initialized with the solution of the optimization process y0 = ya). The R2 correlation
factor and the RMS difference between the set of all individual observations zi, i =
1, · · · ,m in the assimilation window and the set of all corresponding model predictions
(Dy)i are defined as follows
R2(Dy, z) =
(
m
∑m
i=1(Dy)i zi −
∑m
i=1(Dy)i
∑m
i=1 zi
)2
(
m
∑m
i=1(Dy)
2
i − (
∑m
i=1(Dy)i)
2
)(
m
∑m
i=1 z
2
i − (
∑m
i=1 zi)
2
) ,
RMS(Dy, z) =
√√√√ 1
m
m∑
i=1
(
(Dy)i − zi
)2
.
Table 5.5 shows the norm of the gradient of the cost function, the R2 correlation
factor, and the RMS difference between observations and model predictions when
initialized with the background and with each of the optimization solutions. A good
solution has a small norm of gradient, a small RMS difference between observations
and model predictions, as well as a large correlation coefficient between observations
and model predictions.
The results in Table 5.5 indicate that all optimized solutions show a considerable
improvement from the background state. Model predictions are much closer to the
observations (in both the R2 and the RMS metrics) when the simulation is initialized
with any of the optimal solutions. The norm of gradient indicates that the L-BFGS-
B and Daniel solutions are the closest to the optimum, while the HFN solution is
the farthest. Overall the L-BFGS-B solution is slightly better than the others, and
considering the computational time we conclude that L-BFGS-B performs best on the
data assimilation problem under consideration.
Table 5.5
The quality of different optimized solutions measured by the norm of gradient, the correlation
coefficient, and root mean square distance between model predictions and observations.
BG L-BFGS FR-CG Daniel-CG HFN HYBRID
‖∂Ψ/∂y‖ 4147.38 493.09 757.70 490.61 795.83 559.46
RMS 24.76 11.94 12.67 12.68 12.93 12.24
R2 0.15 0.68 0.65 0.64 0.64 0.67
The scatter and quantile-quantile plots of Figure 5.5 also illustrate how the cor-
relation between model predictions (represented on the y-axes) and the observations
(represented on the x-axes) is improved through data assimilation. The background
case shown in Figure 5.5(a) has a correlation coefficient R2 = 0.15. The spread of
the scatter plot is large, and the quantile-quantile plot shows a visible bias. Figure
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Fig. 5.5. Scatter plots and quantile-quantile plots of model-observations agreement: (a) before
data assimilation, and (b) after data assimilation. The solutions obtained with different optimization
methods show a similar agreement with observations.
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(a) Original model prediction (b) Model prediction after assimilation
Fig. 5.6. Ground level ozone distribution in Northeastern U.S. at 3pm EDT on July 20, 2004.
(a) Before data assimilation, and (b) after data assimilation.
5.5(b) shows the scatter and the quantile-quantile plots after data assimilation. The
spread of the scatter plot is much smaller, which is quantified by the larger correlation
coefficients between model predictions and observations (R2 ≥ 0.6). The solutions are
started from the optimized initial conditions computed with the L-BFGS-B, Daniel-
CG, and HFN methods. We see that L-BFGS-B, Daniel-CG, and HFN quantile-
quantile plots overlap with the ideal line for most of the range of values, showing a
considerable decrease in model results bias.
The ground level ozone fields at 3pm EDT of July 20, 2004 using L-BFGS-B
solutions as initial conditions are shown in Figure 5.6. Visually there is a better
agreement between model predictions and observations after assimilation, especially
near the West boundary.
To show the time evolution of ground level ozone concentrations we select four
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Fig. 5.7. Time series (in EDT time) of ozone concentrations at the four selected stations. The
model runs are initialized with the background ozone concentration and with the assimilated ozone
fields obtained with L-BFGS-B, HFN, and Daniel-CG optimization methods. The ozone time series
after data assimilation are much closer to observations.
AirNow stations A–D, shown in Figure 5.2(b). The ozone time series initialized using
the background and different optimized solutions at these four stations are illustrated
in Figure 5.7. The ozone time series after data assimilation are much closer to ob-
servations than the non-assimilated time series, which indicates the improvement in
model predictions after data assimilation. The time series initialized with different
optimized conditions are very similar, indicating that all optimization methods find
the same optimum point.
5.5. Uncertainty quantification. When the model is linear, and the back-
ground and observation uncertainties are Gaussian, the aposteriori probability den-
sity of the initial state is also Gaussian (with mean ya and covariance P a(t0), i.e.,
y0 ∈ N
(
ya, P a(t0)
)
). In this case the cost function (5.3) is quadratic and represents
the negative logarithm of the aposteriori Gaussian probability density function
Ψ
(
y0
)
= − log pa
(
y0
)
, pa
(
y0
)
= const×exp
(
−
1
2
(
y0 − ya
)T (
P a
(
t0
))−1 (
y0 − ya
))
.
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It is easy to see that the Hessian of the cost function equals the inverse of the apos-
teriori covariance matrix, ∂2Ψ/∂y2 =
(
P a
(
t0
))
−1
.
For nonlinear models with non-Gaussian uncertainty probability densities one
solves the nonlinear minimization problem (5.3) to obtain the analyzed initial condi-
tion
ya = argmin
y0
Ψ
(
y0
)
.
The Hessian of the cost function (5.3), evaluated at the optimal initial condition ya,
offers an approximation of the aposteriori covariance matrix of the uncertainty in the
analyzed initial conditions:
P a
(
t0
)
≈
(
∂2Ψ
∂y2
(ya)
)−1
. (5.7)
We expect this to be a good approximation if the errors are relatively small, if their
propagation in time obeys the tangent linear model, and if the distribution of uncer-
tainty is not far from Gaussian.
Our goal is now to characterize the aposteriori errors, i.e., to quantify the uncer-
tainty in the initial state ya after the assimilation of observations. For this let (λPi , vi),
i = 1, · · · , n, be the eigenvalue-eigenvector pairs of the aposteriori covariance matrix
P a
(
t0
)
. The eigenvectors are orthogonal to each other (because of symmetry) and
have norm one. Moreover, all the eigenvalues are non-negative λPi ≥ 0.
Under the Gaussian assumption the aposteriori error in the initial condition is
a Gaussian random process which can be described in terms of the eigenvalues and
eigenvectors of the covariance matrix
Err = y0 − ya =
n∑
i=1
ξi
√
λPi vi , ξi ∈ N (0, 1) , (5.8)
where ξi are independent Gaussian random variables. The principal components√
λPi vi of the aposteriori error are along the directions of the largest eigenvalues of the
covariance matrix. According to (5.7) the largest eigenvalues of the covariance matrix
are (approximated by) the inverses of the smallest Hessian eigenvalues λPi = 1/λ
H
i ,
while the corresponding eigenvectors are the same. To characterize the aposteriori
error we estimate its principal components (5.8) from the Hessian eigenvalues and
eigenvectors as follows.
The largest five and the smallest five eigenvalues of the Hessian of the cost func-
tion are computed using the ARPACK package [49]. The simulation is initialized
with the optimal solution ya of the data assimilation problem given by L-BFGS-B.
The second adjoint model is used to provide the Hessian-vector products required by
ARPACK. These eigenvalues are reported in Table 5.6. The inverses of the Hessian
eigenvalues approximate the eigenvalues of the aposteriori covariance matrix P a(t0)
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and are also reported in Table 5.6. These eigenvalues represent variances of the prin-
cipal components (5.8) in the units (molecules of O3 per cm
3 of air)2. The square
root of the covariance eigenvalues represent the standard deviations of each of the
principal components; we report the standard deviations in the more convenient units
of parts-per-billion (ppb). The conversion is done by dividing the concentration to the
ground level air density (ρ = 2.4 × 1019 molecules/cm3) and multiplying the results
by 109. We see that the error is dominated by the first principal component (along
which the standard deviation is 47 ppb).
Table 5.6
The smallest and largest five eigenvalues of the Hessian and the corresponding eigenvalues of
the aposteriori covariance matrix.
First Second Third Fourth Fifth
λHsmall (mlc/cm
3)−2 7.54× 10−25 1.15× 10−23 4.04× 10−23 8.47× 10−23 1.42× 10−22
λPlarge (mlc/cm
3)2 1.33× 1024 8.70× 1022 2.48× 1022 1.18× 1022 7.04× 1021q
λP
large
(ppb) 47 12 7 4 3
λHlarge (mlc/cm
3)−2 4.17× 10−22 3.79× 10−22 3.34× 10−22 2.76× 10−22 2.12× 10−22
λPsmall (mlc/cm
3)2 2.40× 1021 2.64× 1021 3.00× 1021 3.62× 1021 4.72× 1021q
λP
small
(ppb) 2.04 2.14 2.28 2.51 2.86
To visualize the spatial distribution of the error we plot the 2 ppb isosurface of
the first principal error component
√
λP1 v1 in Figure 5.8. The unit conversion from
molecules/cm3 to ppb is done using the appropriate air density in each vertical layer.
The principal component the error is located at high altitudes. This can be explained
by the dense observational network at the ground level used in this data assimilation
study, see Figure 5.2; the assimilation of these observations reduces the uncertainty in
ozone initial concentrations at low altitudes. In contrast the number of observations
at high altitudes is low and considerable uncertainty remains after data assimilation.
One possible conclusion is that more high altitude observations are needed to further
reduce the global level of uncertainty.
5.6. Directions of important error growth. We now look into the problem
of how uncertainties propagate forward in time through the model. Specifically we
want to estimate which perturbations at the initial time grow to have the largest
impact on the solution accuracy at the final time. These “directions of maximal error
growth” [5] are important in several applications. First, in order to have an accurate
forecast (an accurate solution at the final time) one needs to reduce the uncertainty
in the initial state along these directions [51]. New observations added to increase the
accuracy of the simulation (through data assimilation) are most useful if placed along
these directions [50]. Next, in a Monte Carlo approach, a small ensemble of runs can
represent well the uncertainty in a large-dimensional system if it is initialized with
perturbations along the directions of maximal error growth [4].
Following (2.4)–(2.5) we denote by N ′, N ′∗ the tangent linear and the adjoint
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(a) 3D View, 2 ppb Error
(b) Top View, 2 ppb Error (c) East View, 2 ppb Error
Fig. 5.8. First principal component of the error in the initial ozone filed. The 2 ppb error
isosurface is shown in (a) 3D View, (b) Top View, and (c) East View.
model solution operators on the interval [t0, tF]. The model is initialized at t0 with
the optimal state ya (for which the error covariance is P a(t0)). Perturbations (small
errors) in the initial conditions δy0 propagate forward in time according to the tangent
linear model (3.16), and grow at the final time to
δy(tF) = N ′δy0 . (5.9)
The error covariance matrix P a(t0) evolves into the forecast error covariance matrix
at tF
P f
(
tF
)
= N ′ · P a
(
t0
)
· N ′∗ .
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The principal components of the forecast uncertainty (uncertainty at the final time)
are along the dominant eigenvectors of the forecast error covariance matrix P f(tF).
We want to find the directions δy0 at the initial time which grow through (5.9) into
the dominant eigenvectors of P f at the final time. We have that:
P f(tF) δy(tF) = θmax δy(t
F)⇔
(
N ′ · P a(t0) · N ′∗
)
N ′ δy0 = θmaxN
′ δy0
⇔ N ′∗N ′ δy0 = θmax
(
P a(t0)
)−1
δy0
The inverse covariance matrix can be approximated by the Hessian of the cost function
(5.7). We see that the dominant eigenvectors in this case are the solution of the
generalized eigenvalue problem
N ′∗N ′ δy0 = θmax
(
∂2Ψ
∂ (y0)2
(ya)
)
δy0 (5.10)
The generalized eigenvectors in (5.10) are called Hessian singular vectors in the data
assimilation literature [4]. The matrix times vector products N ′∗N ′ δy0 needed to
evaluate the left hand side are computed by one forward integration of the TLM
(δy(tF) = N ′ δy0) followed by one backward integration of the adjoint (N ′∗ δy(tF)).
The adjoint variable is initialized with the final value of the TLM integration. The
Hessian times vector products needed to evaluate the right hand side are obtained by
the second order adjoint.
For numerical experiments we run the STEM model for 8 hours. The simulation
is initialized with the optimal solution of the data assimilation problem given by L-
BFGS-B. The dominant generalized eigenvalues (5.10) are computed using the JDQZ
package which implements a Jacobi-Davidson algorithm [68]. Table 5.7 shows the
largest five generalized eigenvalues (5.10). We see that the fifth generalized eigenvalues
is two orders of magnitude smaller than the first. few directions at the initial time
have a large impact on the final time uncertainty. Figure 5.9 presents the Hessian
singular vector associated with the largest generalized eigenvalue in Table 5.7. Most of
the area where initial perturbations have a large impact is at high altitudes, which is
not surprising given that most of the uncertainty in the ozone field is at high altitudes.
Table 5.7
The largest five Hessian singular eigenvalues.
First Second Third Fourth Fifth
θ 0.16×10−15 0.12×10−15 0.66×10−16 0.59×10−16 0.17×10−17
6. Conclusions. In this paper we discuss the computation of second order ad-
joints for stiff systems and their application in chemical transport modeling. First
order adjoints allow to efficiently calculate the derivative of a cost functional (defined
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(a) 3D View
(b) Top View (c) East View
Fig. 5.9. The 0.02 isosurface of the dominant Hessian singular vector: (a) 3D view, (b) top
view, and (c) East view.
on the model output) with respect to a large number of model parameters. Second
order adjoints allow to efficiently calculate products between the Hessian of the cost
functional and user defined vectors.
One important component of chemical transport models is the solution of stiff
chemical kinetics. We derive the second order discrete adjoint formulations for three
classes of stiff numerical solvers: fully implicit Runge Kutta, singly diagonally-implicit
Runge Kutta, and Rosenbrock methods. For each we discuss in detail efficient im-
plementation aspects which are based on reusing the expensive LU decompositions.
Specifically the tangent linear model calculations “piggyback” the forward model cal-
culations and use the same LU decompositions. Similarly the second order adjoint
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calculations “piggyback” the first order adjoint calculations and reuse the same Jaco-
bians and LU decompositions.
The other important component of chemical transport models are the convection
and diffusion processes. The discrete second order adjoints for the transport solution
use the same routines as the first order adjoints. This is due to the linear finite
difference discretization of the convection and diffusion terms used in the model under
consideration.
The first application of second order adjoints is to extend the validity range of
sensitivity analysis to larger perturbations. We illustrate how in a nonlinear chemical
box model the change in the final peroxy acetyl nitrate concentration due to changes
in initial NOX concentrations is predicted poorly by the first order sensitivity anal-
ysis. The prediction is considerably improved with second order sensitivity analysis.
Second order adjoints can be useful in chemical transport modeling to better repre-
sent the sensitivity of a given receptor with respect to changes in initial conditions,
emissions, meteorological conditions, etc. It can be useful to quantify the sensitivity
of adjoint variables (which give areas that influence a given receptor) to other model
parameters like the wind fields etc. Finally, the sensitivity of the optimal solution
in data assimilation with respect to changes in observations, in the initial conditions,
and in model parameters, can also be computed using second order adjoints.
The use of the second order adjoints in the optimization process for chemical
data assimilation is numerically investigated. We consider two methods that require
Hessian-vector products in addition to gradient information: the Hessian free New-
ton method and the Daniel nonlinear conjugate gradients. For reference we employ
two methods that require only first order derivative information: the Fletcher-Reeves
nonlinear conjugate gradients and the limited memory BFGS quasi-Newton method.
L-BFGS is considered the gold standard in data assimilation. We also consider a
hybrid method that interlaces L-BFGS and HFN iterations. Each iteration of the
methods that require Hessian-vector products is more expensive than an iteration of
methods that require only gradient information; therefore the question arises whether
the computation of the second order information pays off during the optimization
process. For the test problem under consideration L-BFGS is still the most effective
method, followed closely by Daniel’s nonlinear conjugate gradients. Hessian free New-
ton converges in a small number of iterations but the overall computational cost is
relatively large. Until recently the use of second order information in large scale data
assimilation problems was considered prohibitive. Methods that require only gradient
information have been studied extensively, and the software that implements them is
quite mature. In the authors opinion the possibility to compute efficiently Hessian-
vector products via second order adjoint modeling opens the door for new research to
develop numerical optimization algorithms that can use effectively this information.
Future work will be devoted to developing new optimization methods that can make
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efficient use of Hessian-vector products.
The Hessian evaluated at the optimal initial condition provides an approximation
of the inverse aposteriori error covariance matrix. The eigenvectors of the Hessian
associated with its smallest eigenvalues approximate the principal components of the
aposteriori error field. This allows to estimate the remaining errors in the distribution
of pollutants after data assimilation. In this paper we illustrate this uncertainty
quantification method and compute the first five principal components of the error in
the ozone field. The data assimilation test problem under consideration incorporates
observations from a dense network at ground level; after data assimilation the largest
levels of uncertainty are at high altitudes, where the observational network is sparse.
Some perturbations at the initial time grow to have the largest impact on the so-
lution accuracy at the final time. These “most important directions of error growth”
can be estimated using second order information. Specifically the Hessian singular
vectors are those directions at the initial time which grow into the dominant eigen-
vectors of the covariance matrix at the final time. We illustrate their computation
via the solution of a generalized eigenvalue problem, where the right hand side matrix
is the Hessian of the cost function. For our test problem the most important initial
time perturbations are also at high altitudes.
The efficient calculation of second order adjoints for three-dimensional atmo-
spheric chemistry and transport models is demonstrated in this paper. While the
cost of a first order adjoint computation is slightly over two times the cost of a for-
ward simulation, the cost of a second order adjoint calculation is three and a half
times the cost of a forward model run. The availability of Hessian-vector products
opens the door for new analyses with chemical transport models. It allows to extend
the validity of sensitivity analysis to large perturbations of the parameters. A quan-
tification of uncertainty after data assimilation becomes possible. The Hessian-vector
products allow to estimate the most important directions of error growth. Second
order information is also useful in the large scale numerical optimization routines
for data assimilation, but more work is needed to make these optimization methods
competitive with quasi-Newton methods.
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Appendix A. The ODE Model, the Jacobian, and the Hessian.
In this paper we consider all vectors to be column vectors. Gradients of scalar
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functions are by default row vectors. An upper script (·)T denotes the transposition
operator.
The first and second derivatives of a scalar function are
Ψ: Rn → R ⇒
∂Ψ
∂y
=
[
∂Ψ
∂y1
, · · · ,
∂Ψ
∂yn
]
and
∂2Ψ
∂y2
=


∂2Ψ
∂y21
· · · ∂
2Ψ
∂y1∂yn
...
. . .
...
∂2Ψ
∂yn∂y1
· · · ∂
2Ψ
∂y2n


The Jacobian of a multidimensional vector function is represented as
h : Rn → Rm , h(y) =


h1 (y1 · · · yn)
...
hm (y1 · · · yn)

 ⇒ ∂h∂y =


∂h1
∂y1
· · · ∂h1∂yn
...
. . .
...
∂hm
∂y1
· · · ∂hm∂yn


Consider a coupled system of stiff nonlinear differential equations which constitute
the forward model
dy
dt
= f(t, y) , y
(
t0
)
= y0 , t0 ≤ t ≤ tF .
The Jacobian of the time derivative function is
Ji,j(t, y) =
∂fi (t, y)
∂yj
, 1 ≤ i, j ≤ n .
The Hessian contains second order derivatives of the time derivative functions.
More exactly, the Hessian is a 3-tensor such that
Hi,j,k (t, y) =
∂Ji,j (t, y)
∂yk
=
∂2fi (t, y)
∂yj ∂yk
=
∂2fi (t, y)
∂yk ∂yj
= Hi,k,j (t, y) , 1 ≤ i, j, k ≤ n .
For each component i of the ODE derivative function there is a Hessian matrix Hi,:,:.
The Hessian allows to conveniently express the derivatives of the Jacobian times
a user vector:
∂
∂y
[J(t, y) · u] =
(
∂
∂yj
[J(t, y) · u]i
)
i,j
=
(
∂
∂yj
[
n∑
m=1
Ji,m(t, y)um
])
i,j
=
(
n∑
m=1
∂Ji,m(t, y)
∂yj
um
)
i,j
=
(
n∑
m=1
Hi,m,j(t, y)um
)
i,j
=
(
n∑
m=1
Hi,j,m(t, y)um
)
i,j
= H(t, y) · u
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∂
∂y
[
JT (t, y) · u
]
=
(
∂
∂yj
[
JT (t, y) · u
]
i
)
i,j
=
(
∂
∂yj
[
n∑
m=1
Jm,i(t, y)um
])
i,j
=
(
n∑
m=1
∂Jm,i(t, y)
∂yj
um
)
i,j
=
(
n∑
m=1
Hm,i,j(t, y)um
)
i,j
=
(
n∑
m=1
umHm,i,j(t, y)
)
i,j
= uT ·H(t, y)
For any vectors u, v ∈ Rn we have that
∂
∂y
[J(t, y) · u] · v = (H(t, y) · u) · v =
n∑
j,m=1
Hi,j,m(t, y)um vj
=
n∑
j,m=1
Hi,m,j(t, y) vj um = (H(t, y) · v) · u
=
∂
∂y
[J(t, y) · v] · u
and
∂
∂y
[
JT (t, y) · u
]
· v =
(
uT ·H(t, y)
)
· v =
n∑
j,m=1
umHm,i,j(t, y) vj
=
n∑
m=1
(
H(t, y) · v
)
m,i
um =
(
H(t, y) · v
)T
· u
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