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ABSTRAK 
Pengawasan kinerja akademik sangat penting untuk memastikan bahwa 
siswa dapat menyelesaikan pendidikan mereka tepat waktu. Ada banyak aplikasi 
yang diusulkan dari algoritma pembelajaran mesin untuk memprediksi kinerja 
akademik siswa. Prediksi dilakukan dengan menganalisis dataset akademik 
historis dari nilai siswa. Dataset yang dianalisis memiliki banyak variabel (fitur), 
ini dapat meningkatkan kompleksitas dan menurunkan kinerja model karena 
mungkin tidak semua fitur relevan. Hasil penelitian menunjukkan bahwa kinerja 
model prediksi nilai akademik siswa dapat meningkat dengan penerapan 
pemilihan fitur. 
Keyword : prestasi akademik siswa, prediksi, naive bayes, forward selection 
xiv + 68 halaman; 32 gambar; 7 tabel; referensi ( 2008-2019 ). 
 
ABSTRACT 
Supervision of academic performance is very important to ensure that 
students can complete their education on time. There have been many proposed 
applications of machine learning algorithms to predict students' academic 
performance. Prediction is done by analyzing a dataset of historical academic of 
the student's grade. The dataset which analyzed has many variables (features), 
this can increase complexity and decrease model performance because maybe not 
all features are relevant. The result shows that the performance of predictive 
models of students academic scores can improve with the application of feature 
selection. 
Keyword : student performance academic, prediction, naive bayes, forward 
selection  
xiv + 68 pages; 32 pictures; 7 tables; references ( 2008-2019 ). 
 
BAB I PENDAHULUAN  
Algoritma Naïve Bayesian adalah klasifikasi algoritma yang telah 
membuktikan kesederhanaan dan efisiensinya (Karthika & Sairam, 2015). Naïve 
Bayes merupakan salah satu pengklasifikasi probabilistik yang paling sederhana 
dan sering berkinerja sangat baik di banyak aplikasi dunia nyata, meskipun ada 
asumsi kuat bahwa semua fitur tergantung pada kondisi kelas. Dalam proses 
pembelajaran pengklasifikasi ini dengan struktur yang diketahui, probabilitas 
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kelas dan probabilitas kondisional dihitung menggunakan data pelatihan, dan 
kemudian nilai-nilai probabilitas ini digunakan untuk mengklasifikasikan 
pengamatan baru. Nilai-nilai dari variabel-variabel ini ditemukan dengan 
memecahkan masalah optimisasi penyamaan. Dataset yang memiliki fitur yang 
banyak yang digunakan tidak semua fitur relavan dan dapat meningkatkan kinerja 
Naïve Bayes. Hasil yang diperoleh menentukan bahwa model yang diusulkan 
dapat secara penting meningkatkan tampilan Naïve Bayes Classifier. Pada 
praktiknya, asumsi independensi atribut atau fitur yang banyak digunakan pada 
Naïve Bayes sering dilanggar pada data berdimensi tinggi, sehingga hasilnya 
sering kurang optimal  (Kaviani & Dhotre, 2017). 
Sebagian besar dataset berisi sejumlah besar atribut atau fitur karena 
sejumlah besar hasil akurasi mungkin tidak jauh lebih baik, sehingga untuk 
melakukan pemilihan fitur hasil terbaik sangat penting. Feature Selection 
dilakukan untuk mengurangi dimensi, menghapus data yang tidak relevan dan 
berlebihan, pilihan fitur digunakan. Karena pertumbuhan luas dalam penyimpanan 
data dan pencapaian data, teknik pra-pemrosesan data seperti pemilihan fitur 
menjadi semakin populer dalam tugas klasifikasi (Dinakaran S & Dr. P. Ranjit 
Jeba Thangaiah, 2013). Forward Selection adalah salah satu cara untuk 
menentukan atribut atau fitur yang paling berpengaruh di dalam dataset prediksi 
performa akademik siswa dengan cara meregresi fitur satu demi satu sampai 
diperoleh fitur yang relevan, karena tidak semua fitur relevan dengan masalah. 
Forward Selection digunakan dalam langkah pra-pemrosesan data yang 
mendukung untuk memilih subset fitur yang sesuai untuk membangun model 
untuk data mining  (Zaffar, Hashmani, Savita, & Rizvi, 2018). Namun algoritma 
Forward Selection digunakan untuk meningkatkan akurasi prediksi dan 
menurunkan kompleksitas komputasi yang dapat meningkatkan kinerja model 
prediksi performa siswa. 
 
BAB II LANDASAN TEORI 
Data Mining adalah suatu istilah yang digunakan untuk menguraikan 
penemuan pengetahuan di dalam database. Data mining merupakan proses yang 
menggunakan teknik statistik, matematika, kecerdasan buatan, dan machine 
learning untuk mengekstraksi dan mengidentifikasi informasi yang bermanfaat 
dan pengetahuan yang terkait dari berbagai database besar (Naren, 2014). Data 
mining termasuk kegiatan menemukan pola yang menarik dari data dalam jumlah 
besar, data dapat disimpan dalam database, data warehouse, atau penyimpanan 
informasi lainnya. Data warehouse merupakan penyimpanan data yang 
berorientasi objek, terintegrasi, mempunyai variant waktu, dan menyimpan data 
dalam bentuk nonvolatile sebagai pendukung manejemen dalam proses 
pengambilan keputusan (Naren, 2014). 
Definisi umum dari data mining itu sendiri adalah proses pencarian pola-pola 
yang tersembunyi (hidden patern) berupa pengetahuan (knowledge) yang tidak  
diketahui sebelumnya dari suatu sekumpulan data yang mana data tersebut dapat  
berada di dalam database, data werehouse, atau media penyimpanan informasi  
yang lain (Khanna, Singh, & Alam, 2017). 
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Penelitian yang dilakukan oleh Fahad Razaque pada tahun 2013 yang 
berjudul “Penggunaan Algoritma Naïve Bayes untuk Analisis Performa Akademik 
sarjana Siswa”. Adapun tujuan dari penelitian ini yaitu untuk peningkatan kinerja 
akademik sarjana laporan penelitian dan mengatasi kesulitan laporan penelitian 
dalam meningkatkan nilai IPK, serta untuk mendukung laporan penelitian dan 
dosen dalam evaluasi kinerja akademik. 
Penelitian yang dilakukan oleh Omar Augusto Echegaray-Calderon pada 
tahun 2015 dalam penelitiannya yang berjudul “Seleksi Faktor Yang Optimal 
Menggunakan Neural Networks dan Algoritma Genetik Untuk  Prediksi Kinerja 
Akademik Siswa”. Tujuan dari penelitian ini untuk memecahkan salah satu 
masalah  yang  penting dalam  memprediksi keberhasilan akademik di lingkungan 
Perguruan Tinggi, dengan dataset yang digunakan sebanyak 39 faktor yang di 
ambil. 
Penelitian dengan judul “Analisis Data Mining Pada Kinerja Akademik 
Laporan penelitian Melalui Eksplorasi Latar Belakang Dan Kegiatan Sosial 
Laporan penelitian”, yang telah dilakukan oleh Ching-Chieh Kiu pada tahun 2018. 
Dalam penelitian ini bertujuan untuk mengidentifikasi dan menganalisis dampak 
atribut latar belakang dan kegiatan sosial laporan penelitian. Pada penelitian ini 
dilakukan dengan berbagai metode diantaranya Multilayer Perceptron, Decisian 
tree J48 dan Random Forest dengan algoritma Naive Bayes. 
 
BAB III ANALISA DAN PERANCANGAN 
3.1 Perancangan Aplikasi 
3.1.1 Perancangan Sistem 
Perancangan sistem bertujuan untuk memberikan gambaran secara umum 
kepada pengguna mengenai sistem, perancangan sistem secara umum juga dapat 
mengenal komponen sistem yang akan di desain. Penentuan persyaratan sistem 
dilakukan agar arah perancangan sistem dapat terarah pada sasaran. Oleh sebab 
itu, sistem yang dirancang harus memenuhi batasan masalah. 
3.1.2 Use case diagram 
Use case diagram digunakan untuk mengenal proses dari system yang 
sedang digunakan dibuat dan digunakan untuk menggambarkan interaksi yang 
dilakukan user dengan sistem. Use case diagram bersifat statis, diagram ini 
memperlihatkan hubungan use case dan aktor–aktor (suatu hubungan khusus dari 
kelas) yang sangat penting untuk mengorganisasi dan memodelkan dari suatu 
sistem yang dibutuhkan dan diharapkan pengguna. Use case diagram merupakan 
permodelan untuk kelakuan (behavior) sistem informasi yang akan dibuat. Use 
case mendeskripsikan sebuah interaksi antara satu atau lebih actor dengan sistem 
informasi yang akan di buat. Secara kasar, usecase digunakan untuk mengetahui 
fungsi apa saja yang ada di dalam sebuah sistem informasi dan siapa saja yang 
berhak menggunakan fungsi-fungsi itu. Syarat penamaan pada usecase adalah 
nama di definisikan sesederhana mungkin dan dapat dipahami.  Use case diagram 
yang akan digunakan pada program yang akan dibuat adalah sebagai berikut: 
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uc Use Case Prediksi Performa Akademik Siswa
Aplikasi Prediksi Performa Akademik Siswa
Pengguna
Menampilkan Grafik 
Kinerja
Memprediksi
Memilih Data Latih
Menghitung Kinerja
Memilih Model dan 
Parameter
 
Gambar 3.1 Use Case Diagram 
Pengguna Memilih data latih yang akan dimasukan ke dalam aplikasi 
kemudian memilih model yang akan diterapkan. Pengguna memilih menghitung 
kinerja dan setelah dihitung pengguna pilih grafik kinerja untuk melihat hasil 
grafik dan memilih tab prediksi untuk mengetahui hasil prediksi dari dataset 
tersebut. 
 
3.1.3 Activity Diagram 
UML model Activity diagram menjelaskan perilaku dinamis dari sistem atau 
bagian bagian sistem melalui aliran proses yang dilakukansistem. Komponen 
utama dari activity diagram adalah action node, diwakili oleh bulat persegi 
panjang, yang sesuai dengan tugas yang dilakukan oleh software panah dari satu 
node kenode lain menjelaskan aliran kontrol. Berdasarkan hasil dari pengamatan 
dapat di ketahui proses dalam aplikasi prediksi performa akademik siswa. Proses–
proses yang harus dilakukan user dapat dijelaskan sebagai berikut: 
a. Activity Memilih Data Latih 
act Activ ity Memilih Data Latih
SistemPengguna
Klik Tombol Data 
Latih
Menampilkan 
Kotak Dialog
Pilih Data Latih
Menampilkan 
Data Latih
 
Gambar 3. 1 Aktivity Data Latih 
Prosiding Seminar Nasional Informatika         ISSN 2549-4805 
dan Sistem Informasi                 Volume 3, Nomor 3, Nov 2019 - Feb 2020 
 
282 
Pengguna mengklik tombol data latih dan sistem menampilkan kotag dialog 
untuk memilih data latih. Pengguna memilih data latih dan sistem menampilkan 
data latih. 
3.1.4 Sequence Diagram 
Sequence diagram digunakan untuk menampilkan struktur yang dinamis 
antara objek selama fungsi  dijalankan. Sequence diagram  menampilkan proses 
pengiriman  pesanantar objek untuk menyelesaikan fungsi tertentu. Alasan lain 
dengan menggunakan sequence diagram adalah untuk menampilkan interaksi 
suatuuse case atau satus kenario sistem software. 
Sequence Diagram adalah suatu diagram yang menggambarkan interaksi 
antara obyek dan  mengidentifikasikan  komunikasi diantara obyek – obyek 
tersebut. Usecase diagram  dalam  program  yang  akan digunakan pada program 
yang akan dibuat adalah sebagai berikut : 
a. Sequence Diagram Memilih Data Latih 
sd Sequence Memilih Data Latih
Pengguna
Menu Utama Controller
Pilih Data Latih()
Menampilkan Kotag Dialog()
Menampilkan Data Latih()
Klik Tombol Data Latih()
Batal Pilih Data Latih()
 
Gambar 3. 2 Sequence Diagaram Data Latih 
Pengguna memilih data latih dan sistem menampilkan kotak dialog untuk 
memilih data latih. Pengguna memilih data latih dan sistem menampilkan data 
latih 
3.1.5 Desain Aplikasi 
3.1.5.1 Form Kinerja  
Pada form kinerja terdapat tombol pilih data latih untu memilih dataset 
kemudian diproses data tersebut. Dataset yang dipilih harus berisi angka agar 
dapat diproses oleh sistem. Model yang terdapat pada aplikasi diantaranya naïve 
bayes dan  forward selection dan cross validasi yang digunakan yaitu 10.  
Hasil yang  terdapat pada form kinerja diantaranya, akurasi, AUC dan 
confussion matrix. Pada hasil dari kinerja tersebut dapat dilihat grafik AUC dan 
akuraniya dengan cara mengklik tombol dari grafik tersebut. Berikut adalah 
desain dari form kinerja: 
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Prediksi Performa Akademik Siswa
Pilih Data latih
Kinerja Prediksi
Prediksi
Benar
Benar
Salah
Salah
Actual
Accuracy
AUC
Model
Naïve Bayes ᵥ
ᵥ
ᵥ
Jumlah Fitur
Fold Cross Validation
Hitung 
Kinerja
Grafik kinerja
Akurasi
AUC
 
Gambar 3. 3 Desain Form Kinerja 
 
 
BAB IV IMPLEMENTASI DAN PENGUJIAN SISTEM 
4.1 Implementasi Metode 
4.1.1 Prediksi Performa Akademik  Siswa menggunakan Algoritma 
a. Naïve Bayes 
1. Hasil Kinerja 
Pengujian pertama adalah menerapkan algoritma Naive Bayes untuk 
menghitung kinerja dataset performa akademik siswa tanpa diintegrasi 
dengan algoritma forward selection. Algoritma Naive Bayes merupakan 
algoritma klasifikasi yang dapat digunakan untuk memprediksi probabilitas 
keanggotaan suatu kelas dan Naïve Bayes memiliki akurasi dan kecepatan 
yang tinggi saat diaplikasikan untuk data yang berdimensi besar. Berikut 
adalah hasil kinerja dari Algoritma Naïve Bayes : 
 
Gambar 4. 1 Hasil Kinerja Naïve Bayes 
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Hasil dari pengujian kinerja pertama yang menggunakan Algoritma 
Naïve Bayes  dan menggunakan 9 fitur didapatkan akurasi sebesar 82.53164% 
dan AUC (Area Under Curve) sebesar 0.83062. 
 
BAB V KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Berdasarkan penulisan dan penelitian yang telah diuraikan, maka dapat 
dibuat  beberapa kesimpulan yaitu: 
a. Dengan menggunakan Teknik Forward Selection terbukti dapat 
mengetahui fitur yang relavan dan meningkatkan kinerja model prediksi 
performa akademik siswa. 
b. Dari 33 fitur yang terdapat pada dataset prediksi performa akademik siswa 
terpilih 4 fitur terbaik yang memiliki akurasi dan AUC tertinggi. 
c. Dari hasil Prediksi Performa Akademik Siswa peningkatan untuk kinerja 
dalam menerapkan Naïve Bayes yang diintegrasi menggunakan Teknik 
Forward Selection mampu mencapai tingkat Akurasi 6,67% dan AUC 
0,056. 
5.2 Saran 
Dalam penulisan dan penelitian ini jauh dari kata sempurna, untuk 
memaksimalkan manfaat dari Prediksi Performa Akademik Siswa yaitu: 
a. Penelitian ini dapat dikembangkan dengan menggunakan penggabungan 
dengan beberapa algoritma optimasi lain seperti random forest, decision 
tree ataupun neural network  untuk mendapatkan hasil yang lebih akurat. 
b. Penelitian ini juga bisa dikembangkan dengan melakukan perbandingan 
dengan beberapa algoritma lain seperti Random Forest, Decision Tree 
ataupun Neural Network  untuk mengetahui algoritma yang terbaik. 
c. Penelitian ini juga dapat dikembangkan menggunakan dataset lain dengan 
tema yang lain juga misalnya dengan tema kesehatan dan tema lainnya. 
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