We introduce a general non-Gaussian, self-similar, stochastic process called the fractional Lévy motion (fLm).
I. INTRODUCTION
It has been suggested that Internet traffic is far too complicated to be modeled using the techniques developed for the telephone network or computer systems [26] . We argue that although traffic theory currently plays a very minor role in the design of the Internet, it should be increasingly used in the development, design and dimensioning of the future multiservice Internet. Extensive traffic measurement studies from a wide range of data networks and services/applications, have convincingly demonstrated the self-similarity or fractal nature of data traffic [4] , [12] , [20] . As a consequence, a large number of traffic models have been proposed in order to successfully characterize the real statistical behaviour of the traffic met in networks today. The reason for that is that self-similarity has serious implications for the analysis, design, and control of broadband networks. In contrast, traditional schemes, typically Markovian in nature, which have been (and currently are) extensively used may lead to substantial unterestimation of QoS metrics such as delay and blocking (see [19] for a comprehensive treatment of the problem).
More specifically, measurements and statistical analysis of real traces reveal that traffic exhibits irregularities (burstiness) both in terms of extreme variability of traffic intensities as well as persistent autocorrelation. Such traffic looks extremely irregular (under appropriate aggregation) at different time scales [12] and such extreme behavior is not exhibited by the traditional Poisson traffic which smoothes out when aggregated at coarser time scales. It is said that Internet traffic demonstrates the property of self-similarity. According to Mandelbrot, an irregular, self-similar object is called as fractal [14] . Fractal modeling has been used in a number of research areas such as financial mathematics, telecommunications, and chaotic dynamics [1] , [17] .
Internet traffic and more generally broadband network traffic, is an area where fractal modeling has become popular recently [26] .
The first attempt to apply the fractal concept to traffic modeling was to use the of so-called "fractional Gaussian noise" (fGn) instead of traditional Poisson-based models. Compared to standard Gaussian noise, the fractional Gaussian noise model has one extra parameter, the Hurst parameter H, which quantifies the strength of the fractal scaling. It is said usually, that the fGn is self-similar, or fractal, with Hurst parameter H.
In this paper we formally introduce, develop and elaborate a teletraffic model which takes into account, in addition to the Hurst parameter H 2 1=2; 1, the Lévy parameter 2 1; 2 . It is so-called fractional Lévy motion (fLm), mentioned by Mandelbrot in [15] .
Two important subclasses of Lévy motion exist: (i) the well-known ordinary Lévy motion (oLm), an -stable process (distributed in the sense of P. Lévy [13] ) with independent increments, which is a generalization of the ordinary Brownian motion (the Wiener process), and (ii) elaborated in this paper, the fractional Lévy motion, a self-similar and stable distributed process, which generalizes the fractional Brownian motion (fBm), has stationary increments and an infinite "span of interdependence". The (fractional) Lévy random process plays an important role in traffic modeling and more generally in the study of applied stochastic processes, for at least two reasons. The first is that the (fractional) Lévy motion can be considered as a generalization of the (fractional) Brownian motion. The mathematical foundation of the generalization, is obtained using basic properties of stable probability laws. From the limit theorem point of view, stable distributions are generalizations of the widely used Gaussian distributions: Stable distributions are obtained at the limit of (properly normalized) sums of independent identically distributed random variables. An important distinction for the -stable probability distribution is that the power-law (of the complementary cumulative distribution function) decreases as jxj ,1, , where is the Lévy index with 0 2 . Hence, the moments of order diverge. In queuing analysis of telecommunication switches and routers, infinite moments in the input process can engender infinite moments in the queuing process, corresponding to rather long waiting times.
The second reason for the important role of the fractional Lévy motion is its property of scale invariance or self-similarity. Furthermore, the increments of the process are not only self-similar but also dependent on each other, having at the same time distributions with heavy tails. The fractional Brownian motion is mathematically tractable, and easily applied to modeling of fractal traffic. It is however, a Gaussian process and it has finite variance. The fLm is more general and it may be well suited for modeling of traffic intensities or rates that have large spreadings (in theory infinite variance). Moreover, synthetically generated traces of traffic profiles may be important for stressing/testing actual computer systems/networks. Therefore, we believe that it is important to understand and analyze the behavior of queues fed by fLm traffic streams.
So far, several self-similar stable motions have been proposed for traffic modeling. These processes combine, in a natural way, both scaling behavior and extreme local irregularity. In [9] the authors use the stationary sequence induced by the linear fractional stable motion (LFSM) for heavy-traffic modeling of real Ethernet, VBR video, and WWW traffic. In [6] , a comparison study of the queuing performance of the fGn and the noise induced by the LFSM is presented, and in [7] admission control issues are addressed. Consequently, similar models based on other self-similar -stable processes with stationary increments, e.g., -stable Levy motion, log-fractional stable motion, have tried to address the problem of self-similarity and heavy-tails at the same time [2] , [5] , [11] . For more information about these non-Gaussian processes see [23] .
The objective of our research in this paper is twofold: a) We provide a formal definition of the fractional Lévy process, show some of its properties, and derive its probability density function following a novel approach, and b) we provide queuing results related to the asymptotic behavior of the tail of the queue-length distribution, the overflow probability, and the queuing delay.
The paper is organized as follows. In Section 2 we present the definition and properties of the fractional Lévy motion (fLm). We start by introducing basic properties of the ordinary Lévy process. Then we define the fLm in terms of a Riemann-Liouville fractional integral and we show the self-similarity of the process and its increments. Further properties of fLm are derived and we conclude with the computation of its probability distribution function and the fractional moments of its increment.
In Section 3 we present a new traffic model based on fLm. Input traffic modeled as fLm, is fed to a single server queue with infinite buffer size. Scaling results for the queue size as well as its distribution are then presented. In Section 4, we study the tail distribution of the overflow probability and we calculate an approximate lower bound for it.
In Section 5, we study the scaling dependences of the queuing delay, as the number of multiplexed streams grow in proportion with the service rate of the queue.
Finally in Section 6 we present our conclusions and suggestions for further research.
II. FRACTIONAL LÉVY MOTION AND ITS PROPERTIES

A. Self-Similarity
There are a number of different definitions of self-similarity. The standard one states that a continuous-time process Y = fY t; t0 gis self-similar, with self-similarity parameter H 0 (H-ss), if it satisfies the condition:
where the equality is in the sense of finite-dimensional distributions. This means that, for any The are many different self-similar processes in the literature. We typically consider selfsimilar processes with stationary increments, and call them H-sssi processes, since they are of great interest in applications. For details on self-similar processes see [4] and [23] For example, from the above definition, it is not difficult to check that the Wiener process or (ordinary) Brownian motion (oBm) [4] , is a self-similar process with H = 1 = 2 and since it has stationary increments, it is a 1=2-sssi process.
B. Definition of the fractional Lévy motion
The counterpart of the Brownian motion for 0 2 is the symmetric -stable Lévy motion ((ordinary) Lévy Motion (oLm)) L = fL t; t 0 g . oLm is a Markov stochastic process that starts at 0, has stationary independent increments, and is H-sssi with H = 1 = , i.e., L ct Note, that fLm is the generalization of the well known fractional Brownian motion, which can obtained from (5) for = 2 . So, the role that fLm plays among stable processes is similar to the role that fBm plays among Gaussian processes.
We also define the increments of the fLm process, as L ;H = f L ;H t+ ,L ;H t; 0 g , which is a continuous-time stationary process. Let us discuss some important properties of the fLm process and its increments. i.e., the increment process is self-similar with the same Hurst parameter H , 1 2 + 1 .
C. The probability distribution function of the fLm
In this we derive the probability distribution function (pdf) p ;H x; t of the fLm using the pdf of oLm and some results from functional calculus (theory of generalized functions and functionals).
Let us first define the characteristic function L ;H k;tof the fLm as 
By taking the inverse Fourier transform of the characteristic function, we can find the p ;H x; t.
We now turn our attention to the following lemma, referring to the oLm process. 
Hence, the p ;H x; t is given by equation (7).
By using the Taylor series expansion of the second exponential in (7), we can get 
The integral over k can be evaluated as follows So, the probability density function is equivalent to 
The above series (10) is convenient for the study of the asymptotic behavior of p ;H x; t, as jxj ! 1 .
The pdf of the fBm is obtained from (7) (12) Proof: The proof is be obtained using the pdf of the fLm process. 
Proof: The left part of the inequality can be proved, requiring -order moment continuity of L ;H t [24] .
The right part follows using the " H, 1 2 + 1 law" and the Minkovski inequality applied to V H ; .
III. QUEUING ANALYSIS WITH FLM INPUT
In this Section we use the apply the fLm process to define a 4-parameter "fractional Lévy traffic" model, and study the queuing process arising when this traffic is fed to FCFS queue with unlimited buffer space and constant service (leak) rate r 0 .
A. The fractional Lévy traffic model
The "Fractional Lévy traffic" model we consider, is a generalization of the "Fractional Brownian traffic" model that was first introduced by Norros [18] . So, in continuous time, the cumulative traffic (or arrival) process At, that is the amount of total load (in bits, say) produced by a source in the time interval 0; t ; t 0 , can be modeled by At = mt + m 1= L ;H t; (14) where m 0 is the mean input rate, is the scale factor, and L ;H t is the fLm process defined by (5) .
The model has four parameters m; a; and H with the following interpretations: m 0 is the mean constant input rate 
B. Scaling of the queue length and its distribution
An important issue is the impact of fractality on queuing. Several network engineering problems, such as buffer dimensioning and traffic control, are related to this question which makes it extremely important.
The first result on queuing analysis of self-similar traffic seems to appear in Norros [18] in which the popular Weibull (lower) bound of the overflow probability has been established using the fBm input process. In this paper, we elaborate this analysis for the more general case, where the workload is self-similar and stable instead of Gaussian.
Consider a single server queue with constant service rate r 0 and infinite buffer space, where the input is a stable self-similar process following (14) ( = m=r is the queue utilization, and r m for stability). The buffer occupancy Qt; r at time t (queue size or queue length), can be written as Qt; r = sup 0st At , As , rt , s; (15) similarly to the well-known Reich's formula for the virtual waiting time in a queuing system [21] , (see also, [3] ).
Hence, At , As is the amount of work arrived to be processed during the time interval s; t and rt , s is the amount of work that has been processed in the same time interval.
It is immediately seen that Qt; r is indeed a stationary, fractional stable process. This follows as a consequence of the stationarity, self-similarity and stability of the increments of the fLm process. Scaling dependences of Qt; r can be deduced directly from the properties of fLm. Let us first study the behavior of Qt; r at different time scales. 
&:
For b = 1 we prove the scaling relation.
Taking into account the above scaling result, equation (17) Substituting = m=r to (21), we obtain the "buffer dimensioning formula".
Let us now apply the above formulae to different type of input traffic: 
As for ordinary Brownian motion, the service rate r has disappeared from (24) .
(iii) In the fBm case = 2 and H 1 2
, the situation is different. ¿From the "buffer dimensioning formula" (22) , fixing the service rate r and solving for the buffer requirement b as a function of , we obtain
which is the (3.6) result presented in [18] .
From the "bandwidth allocation formula" (21), fixing b and solving for r, we obtain
i.e., (3.7) of [18] . (27) This is -generalization of the result (3.6) in [18] .
In order to have have the -generalization of the result (3.7) in [18] , from (21) 
In the following section we calculate an asymptotic lower bound for the QoS requirement .
IV. ASYMPTOTIC LOWER BOUND FOR THE PROBABILITY OF BUFFER OVERFLOW
In this section we present a technique which leads to the calculation of an asymptotic lower bound of the QoS requirement (17) . Our approach is different of the ones used in the literature, i.e., [2] , [5] , [8] , [11] , since we use the power series expansion of the probability distribution function of the fLm. 
Proof:
Starting from (17) :
Using the probability distribution function of the fLm p ;H x; t, one can express the probability P L ;H B In order to calculate the above probability as B ! 1 , we use only the first term of the series (10) By substituting 0 to find the maximum, we obtain the asymptotic given by (29), and the proof is complete.
In order to find the required capacity r to satisfy the QoS criterion approximately, we simply solve (29) 
Comparing the above approximate requirement with the exact one given by the "bandwidth allocation formula" (21), we see that they differ only by the factor M = 1= H , 1
The rate of decay in (29) is at most an algebraic function of the buffer size, and is in accordance of the results reported in [5] , and [8] .
The above result encompasses previous results in the literature, related to traditional traffic models. More specifically, For the Brownian case, i.e., H = 1 = 2 and = 2 , the expression (29) reduces to the wellknown asymptotic provided by the exponential distribution.
[11] analyzes a queue with oLm input.
[18] provides an asymptotic bound for the fBm case.
V. SCALINGS FOR QUEUING DELAY IN THE FLM CASE
In this section we explore the queuing delay in a queue fed by fLm traffic, under various scaling regimes. This study was motivated by the consequences of rapidly growing communications capacity for the evolution of the Internet. For example, Kelly [10] argues that queuing delays become small in comparison with propagation delays, giving new insights towards a self-managed Internet.
We assume that traffic and capacity grow proportional in a queuing system, and we follow the same notion as [10] , to show the reader the generalized delay results for the fLm case.
Let a be the the volume scaling parameter, b and c the speed and multiplexing parameters:
the original workload at the interval s; t , i.e., At , As, has been increased in volume by a, speeded up by b, and c i.i.d. fLm streams A i t; i= 1 ; 2 ; ; chave been multiplexed. Therefore, the workload obtained after the scaling in the three regimes is 
In the following theorem we show how the multiplexing parameter impacts the queuing delay (obviously, a; b; c a; b; 1). It is easy to see that the right side of the last equation equals Qt; a; b; c; =abc, i.e., a; b; c.
VI. CONCLUSIONS
In this paper, we extend Mandelbrot's work [15] , dropping the assumption of finite variance and falling into the stable H-sssi processes as the next larger class. We introduce fractional
Levy motion (fLm), which attains integral representation similar to fractional Brownian motion (fBm) [15] , keeping the same exponents H , 1 2 for the integration kernel, and using the ordinary symmetric Levy motion as an integrating process rather than ordinary Brownian motion. While there are several other fractional stable motions in the literature [23] , this is the first time that fLm and its probability density function (or characteristic function) are introduced.
Based on fLm, we develop a parsimonious traffic model, suitable for traffic modeling in modern broadband networks. Since empirical data collected for a variety of communication networks and applications exhibit self-similarity and heavy-tailed dependences, it is reasonable to apply the "Fractional Levy traffic" model which captures these characteristics. Statistical analysis of TCP traces and preliminary results justify our argument, and fLm seems to be quite promising in describing the observed properties and behavior of today's teletraffic.
We further elaborate all the well-known fractal queuing results obtained for Gaussian processes. Both the scaling expressions and the lower asymptotic bound for the overflow probability that are presented here encompass all results in the literature related to fBm and oLm.
