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Abstract
La classification analytique locale et la description du groupe de Galois pour
les équations aux q-différences linéaires analytiques complexes ont été obtenues par
Ramis, Sauloy et Zhang [15, 14] sous l’hypothèse que les pentes du polygone de
Newton sont entières. Nous relâchons ici cette hypothèse.
Abstract
Title: “Local analytic theory of q-difference equations with arbitrary slopes”.
The local analytic classification and the description of the Galois group for com-
plex linear analytic q-difference equations have been obtained by Ramis, Sauloy and
Zhang [15, 14] under the assumption that the slopes of the Newton polygon are inte-
gral. In this work, we relax that assumption.
2
1 Introduction
1.1 La théorie analytique locale des équations aux q-différences
Nous considérons ici des équations aux q-différences linéaires complexes analytiques
écrites sous forme matricielle-vectorielle :
(1) X(qz) = A(z)X(z).
Le complexe q ∈ C∗ est fixé une fois pour toutes et tel que1 |q| > 1. Notant C({z}) le
corps des germes méromorphes en 0, on suppose de plus que A ∈GLn(C({z})). (Voir 1.4
pour les conventions et notations générales dans cet article.)
Remarque 1. Les équations aux q-différences du q-calcul « classique » s’écrivent le plus
souvent sous forme scalaire f (qnz)+a1(z) f (qn−1z)+ · · ·+an(z) f (z) = 0, où a1, . . . ,an ∈
C(z) et où l’on peut supposer an 6= 0. L’équivalence avec la forme matricielle ci-dessus
est due à Birkhoff [3] ; pour une preuve moderne du lemme du vecteur cyclique corres-
pondant, voir [19] (dans l’esprit de Birkhoff) ou [7] (dans l’esprit de Deligne et Katz).
Comme pour les équations différentielles depuis Riemann, la motivation de départ
concerne des systèmes rationnels X(qz) = A(z)X(z), A ∈ GLn(C(z)) ; mais l’étude glo-
bale de ces derniers sur la sphère de Riemann S :=C∪{∞} commence par l’étude locale,
analytique ou formelle. Or, les seuls points fixes de S par la q-dilatation z 7→ qz sont 0 et∞,
et l’étude en ∞ se ramène facilement à celle en 0 par le changement de variable w = 1/z.
En ce qui concerne les « singularités intermédiaires », c’est-à-dire dans C∗ = S \ {0,∞},
nous ne disposons pas encore d’une approche cohérente pour les étudier localement ; voir
par exemple des tentatives en ce sens dans [17, 18, 13].
La théorie analytique locale2 (en 0) telle qu’elle s’est développée au troisième millé-
naire, largement sous l’influence de Jean-Pierre Ramis, comporte les volets suivants :
1. Classification : voir [15], ainsi que la thèse de Anton Eloy à l’Université Paul Saba-
tier ;
2. Théorie de Galois : voir [20, 14, 4, 24] ainsi que divers articles de Yves André,
Anne Duval, Lucia Di Vizio et Julien Roques ;
3. Théorie asymptotique : voir [16, 15] ;
4. Sommation de solutions divergentes : voir [16, 9], ainsi que l’article [10] de Thomas
Dreyfus et Anton Eloy.
1La théorie pour le cas où 0 < |q| < 1 est essentiellement la même, mais le cas où |q| = 1 présente de
tout autres difficultés (« petits diviseurs »), voir [8].
2La théorie analytique globale, initiée par Birkhoff dans [3] (mais pour le cas fuchsien seulement)
tourne autour de deux thèmes : groupe de Galois et correspondance de Riemann-Hilbert ; voir par exemple
[11, 24, 20, 17, 13].
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On n’abordera dans cet article que les deux premiers volets. Ceux-ci reposent sur
la découverte d’un q-analogue du phénomène de Stokes. Parmi les divers avatars de ce
q-analogue, nous nous appuierons sur celui décrit dans [21] et utilisé dans [15, 14].
1.2 L’hypothèse antérieure des pentes entières
À toute équation (1) est attaché un invariant formel, son polygone de Newton, consistant
essentiellement en la donnée de pentes µ1 < · · ·< µk, qui sont des rationnels ; affectées de
multiplicités r1, . . . ,rk, qui sont des entiers naturels non nuls tels que r1µ1, . . . ,rkµk ∈ Z et
r1+ · · ·+ rk = n. Les résultats les plus forts de la théorie analytique locale, en particulier
ceux de [15, 14], ont été obtenus sous l’hypothèse « technique » que les pentes sont en-
tières : µ1, . . . ,µk ∈ Z. Cette hypothèse intervient principalement à travers le fait que l’on
dispose alors
• de formes normales explicites (dites de Birkhoff-Guenther),
• et d’une description explicite du phénomène de Stokes.
Hors l’hypothèse d’intégrité des pentes, les seuls progrès notables ont été, à ma connais-
sance, les suivants :
• Marius van der Put et Reversat ont obtenu dans [23] une classification formelle
complète et la description implicite du groupe de Galois formel universel ; ceci sans
aucune condition.
• Virginie Bugeaud a obtenu (article déjà mentionné), dans certains cas, une généra-
lisation de la forme normale explicite de Birkhoff-Guenther et une description des
opérateurs de Stokes et de leur rôle galoisien. De plus, elle a rendu plus explicite la
description du groupe de Galois formel de [23].
C’est d’ailleurs sur cette description explicite que nous nous appuierons, car notre ap-
proche est elle-même assez calculatoire.
Dans ce travail, nous relâchons totalement l’hypothèse d’intégrité des pentes et géné-
ralisons certains des principaux résultats de [15, 14], plus précisément :
• le q-analogue du théorème de classification de Birkhoff-Malgrange-Sibuya3 [15] ;
• la description complète du groupe de Galois analytique universel, du q-analogue du
groupe de monodromie sauvage et par conséquent la correspondance de Riemann-
Hilbert qui s’en déduit, au sens de [14].
Nous n’obtenons pas, en particulier, une généralisation de la description explicite des
opérateurs de Stokes ; ni de la solution du problème inverse qui figure dans [14]. Ce der-
nier point est sans doute accessible à partir de nos résultats, j’espère que d’autres s’en
chargeront.
3Ce théorème est traditionnellement appelé « de Malgrange-Sibuya », mais selon Bernard Malgrange il
se trouve en substance dans l’œuvre de Birkhoff.
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1.3 Contenu de cet article
Décrivons maintenant plus en détail le contenu de cet article. Les notations et conventions
générales seront résumées en 1.4.
La section 2 est consacrée au rappel des principaux résultats de structure de la caté-
gorie des équations aux q-différences (ou catégorie des modules aux q-différences) sur
C({z}) : propriétés abéliennes et tensorielles, polygone de Newton, filtration et gradua-
tion par les pentes ; références pour ces prérequis : [22, 21, 15, 14]. On explique aussi
brièvement comment cette structure fournit un cadre pour la classification (sous-section
2.3.1) et la théorie de Galois (sous-section 2.3.2). Enfin, on introduit en 2.4 le formalisme
de la ramification qui permettra l’extension des résultats antérieurs au cas de pentes arbi-
traires.
La section 3 concerne la classification analytique locale. En 3.1, nous rappelons les
résultats obtenus dans [21, 15] dans le cas des pentes entières (nous y précisons égale-
ment la description de la structure affine sur l’espace des classes). En 3.2, nous prouvons
en toute généralité le principal résultat de la première partie, le q-analogue du théorème
de Birkhoff-Malgrange-Sibuya (théorème 4).
Dans la section 4, nous abordons la description du groupe de Galois local. Ce groupe
proalgébrique a, dans tous les cas, la forme d’un produit semi-direct StnGq,p, où Gq,p
est le groupe formel4 et où le groupe de Stokes St est pro-unipotent. Suivant Ramis (dans
sa définition du « groupe de monodromie sauvage » des équations différentielles irrégu-
lières), nous formulons la correspondance de Riemann-Hilbert en termes de représen-
tations d’un objet hybride LnGq,p, où L est une sous-algèbre de Lie graduée libre de
st := Lie(St) telle que exp(L)nGq,p soit Zariski-dense dans StnGq,p. Dans le cas des
pentes entières, rappelé en 4.1, la description de Gq,p était simplette et tout le travail por-
tait sur la construction de L. Dans le cas général, nous devons recourir à la description
donnée par van der Put et Reversat, que nous rappelons en 4.4 sous la forme complétée
et précisée par Virginie Bugeaud. Nous décrivons de manière détaillée le groupe Grq,p as-
socié à la catégorie des objets dont la pente a pour dénominateur r ; puis l’action de ce
groupe sur sur l’algèbre de Lie du groupe de Stokes dans 4.5. Nous pouvons alors énoncer
et prouver le résultat complet en 4.6. Les résultats principaux sont les théorèmes 8 et 9.
1.4 Notations et conventions générales
Le complexe q ayant été fixé tel que |q| > 1, on notera σq l’opérateur aux q-différences
défini par (σq f )(z) := f (qz). Ainsi l’équation (1) se réécrit :
(2) σqX = AX ,
4L’indice p signifie « pur », nous réservons l’indice f pour « fuchsien ». Notons d’ailleurs que le groupe
formel Gq,p est en réalité un groupe (pro)algébrique . . .
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forme sous laquelle nous l’envisagerons désormais.
On notera de manière abrégée O et K l’anneau et le corps d’intérêt : O := C{z}
(anneau des germes holomorphes en 0, ou, de façon équivalente, des séries entières)
et K := C({z}) = O[1/z] l’anneau et le corps d’intérêt. Leurs complétés Oˆ := C[[z]] et
Kˆ := C((z)) interviendront également.
On considérera Eq :=C∗/qZ parfois comme un groupe, parfois comme une surface de
Riemann (tore complexe), parfois comme une courbe elliptique, et cela, sans changer de
notation ; par souci de légèreté et parce que cela ne pose aucun problème. Soit pi : C∗→Eq
la projection canonique : c’est un morphisme de groupes et un revêtement non ramifié de
degré infini. On notera a l’image pi(a) ∈ Eq de a ∈C∗ ; et [a;q] := pi−1(a)⊂C∗ la spirale
logarithmique discrète aqZ.
Ramification. Pour tout r ∈ N∗, on aura besoin de choisir5 une racine re de q, notée
qr, ces choix étant supposés cohérents : qsrs = qr. Pour cela, nous décidons de choisir
une fois pour toutes τ ∈ C tel que q = e2ipiτ, puis de poser, pour tout x ∈ C, qx := e2ipiτx.
En particulier, nous noterons, pour tout r ∈ N∗, qr := q1/r = e2ipiτ/r. Par ailleurs, nous
noterons ζr := e2ipi/r.
On choisit de même des extensions cycliques Kr := C({zr}), zrr = z, avec la même
convention zsrs = zr ; en vertu du théorème de Puiseux, cela revient à fixer une clôture
algébrique K∞ :=
⋃
r∈N∗
C({z1/r}) de K = C({z}).
Pour tout r ≥ 2, l’extension Kr = K[zr] de K est cyclique et son groupe de Galois
s’identifie au groupe µr := {1,ζr, . . . ,ζr−1r } des racines res de l’unité dans C : si j ∈ µr,
posant σ j( f (zr)) := f ( jzr), on voit que j 7→ σ j est un isomorphisme de µr sur ce groupe
de Galois.
L’action de σq sur K s’étend à naturellement à Kr en l’automorphisme f (zr) 7→ f (qrzr),
que l’on notera encore σq (on a donc une « extension de corps aux différences »). Un fait
important est que l’action de σq sur Kr commute à celle de µr.
Pour alléger l’écriture, les catégories et groupes notés E (0)q , G(0), etc, dans [15, 14]
seront ici notés Eq, Gq, etc. De plus, à partir de 2.4, les conditions de restriction sur les
pentes seront dénotées par des indices supérieurs : ainsi E 1q désigne la sous-catégorie
pleine de Eq formée des objets à pentes entières (au lieu de E
(0)
q,1 dans loc. cit).
Fonctions. Nous noterons6 :
θq(z) := ∑
m∈Z
q−m(m+1)/2zm.
5Les conséquences de ces choix ne sont pour le moment absolument pas claires pour moi.
6Cette formule, ainsi que l’équation fonctionnelle θq(qz) = zθq(z), sont directement liées au choix de
l’hypothèse |q|> 1. Pour le cas de l’hypothèse symétrique |q|< 1, voir par exemple [13].
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C’est une fonction holomorphe sur C∗, qui vérifie les équations fonctionnelles :
θq(qz) = zθq(z) = θq(1/z)
et la formule du triple produit de Jacobi :
θq(z) = (−q−1;q−1)∞ (−q−1z;q−1)∞ (−z−1;q−1)∞,
où l’on définit les symboles de Pochhammer par les produits infinis :
(a;q−1)∞ := ∏
m≥0
(1−q−ma).
On pose enfin, pour tout c ∈ C∗ :
θq,c(z) := θq(z/c),
fonction dont les propriétés se déduisent immédiatement de celles de θq.
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2 Structure générale de la catégorie des équations aux q-
différences
2.1 Propriétés abéliennes et tensorielles des modules aux q-différences
2.1.1 La catégorie Eq
Un modèle intrinsèque de l’équation (2) est le module aux q-différences, ici défini comme
un couple (V,Φ) formé d’un K-espace vectoriel de dimension finie V et d’un automor-
phisme σq- linéaire Φ de V , autrement dit, un automorphisme du groupe V satisfaisant la
forme multiplicative de la règle de Leibniz :
∀a ∈ K , ∀x ∈V , Φ(ax) = σq(a)Φ(x).
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(Φ est donc en particulier C-linéaire.) Un morphisme de (V,Φ) dans (V ′,φ′) est une ap-
plication K-linéaire F : V → V ′ qui entrelace Φ et Φ′ : Φ′ ◦F = F ◦Φ. On définit ainsi
une catégorie Eq.
Notant Dq,K := K
〈
σ,σ−1
〉
l’anneau des polynômes de Öre non commutatifs caracté-
risés par la relation de commutation tordue :
∀a ∈ K , ∀k ∈ Z , σk.a = σkq(a)σk,
on voit immédiatement que tout module aux q-différences (V,Φ) définit une structure de
Dq,K-module à gauche sur V par la règle :
∀P :=∑akσk ∈Dq,K , ∀x ∈V , P.x :=∑akΦk(x).
On identifie ainsi Eq à la catégorie des Dq,K-modules à gauche de longueur finie.
Soit B une base de V . Alors Φ(B) est également une base, et il existe un unique
A ∈ GLn(K) telle que B = AΦ(B). On obtient ainsi un isomorphisme de modules aux
q-différences X 7→ BX de (Kn,ΦA) dans (V,Φ), où l’on a posé7 ΦA(X) := A−1σqX . La
sous-catégorie pleine de Eq dont les objets sont les (Kn,ΦA) est donc essentielle. On en
complète la description en notant qu’un morphisme F : (Kn,ΦA)→ (K p,ΦB) est une ma-
trice F ∈Matp,n(K) telle que (σqF)A = BF .
On retrouve ainsi le vocabulaire de la classification : si F est un isomorphisme, n = p
et B = (σqF)AF−1 =: F [A] (transformation de jauge) ; on dira également que A et B (ou
les équations associées) sont analytiquement équivalentes. On étend cette notion au cas où
B = F [A] avec A,B ∈ GLn(K) et F ∈ GLn(Kˆ) : on dit alors que A et B sont formellement
équivalentes8.
2.1.2 Propriétés abéliennes et tensorielles de Eq
Le centre de Dq,K est C et la catégorie des Dq,K-modules à gauche est donc abélienne
C-linéaire ; il en est donc de même de sa sous-catégorie Eq.
Si A est triangulaire par blocs : A=
(
A′ ?
0 A′′
)
, A′ ∈GLn′(K), A′′ ∈GLn′′(K), n′+n′′=
n, la suite exacte évidente 0→ Kn′ → Kn → Kn′′ → 0 définit en fait une suite exacte
0→ (Kn′,ΦA′)→ (Kn,ΦA)→ (Kn′′ ,ΦA′′)→ 0. On démontre que toute suite exacte dans
Eq est isomorphe à une suite exacte de cette forme.
7Le choix d’utiliser la matrice inverse A−1 vient de ce que, dans ce modèle, les solutions X de l’équation
(2) sont les points fixes de ΦA.
8Il n’est pas utile d’élargir la catégorie Eq en autorisant des objets formels A ∈ GLn(Kˆ) : nous verrons
en effet que toute telle matrice est formellement équivalente à une matrice à coefficients dans K.
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Soit (V,Φ) un objet quelconque de Eq. Son dual (V ∗,Φ∗) est défini en prenant pour
V ∗ le dual du K-espace vectoriel V et pour Φ∗ la contragrédiente tΦ−1. Plus générale-
ment, le « Hom interne » Hom((V,Φ),(W,Ψ)) s’obtient en munissant le K-espace vecto-
riel LK(V,W ) de l’automorphisme σq-linéaire f 7→Ψ◦ f ◦Φ−1. Si l’on prend pour (W,Ψ)
l’objet unité 1 := (K,σq), on retrouve (à identifications canoniques près) le dual.
Soient (V1,Φ1) et (V2,Φ2) deux objets de Eq. Il existe un unique automorphisme
σq-linéaire Φ de V := V1⊗K V2 tel que Φ(x1⊗ x2) = Φ1(x1)⊗Φ2(x2). On pose alors :
(V1,Φ1)⊗ (V2,Φ2) := (V,Φ).
Ces structures font de Eq, une catégorie tensorielle rigide. Pour en faire une catégorie
tannakienne neutre, il faut la munir [6] d’un foncteur fibre sur C. Cette construction est
indirecte. On verra plus loin que toute matrice A∈GLn(K) est analytiquement équivalente
à une matrice régulière sur C∗ (et même à coefficients dans C[z,z−1]). On se restreint à
la sous-catégorie pleine correspondante des (Kn,ΦA) (qui est donc équivalente à Eq), on
choisit un point-base arbitraire z0 ∈ C∗ et l’on considère le foncteur ω˜z0 : (Kn,ΦA); Cn
dont l’effet sur les morphismes est F ; F(z0). En effet, sous les hypothèses indiquées,
F(z0) est nécessairement bien défini.
Remarque 2. Voici une version plus géométrique de cette construction. À toute matrice
A ∈ GLn(K), on associe le faisceau FA sur Eq défini, pour tout ouvert V de Eq, par :
FA(V ) := {X holomorphe sur pi−1(V ) près de 0 | σqX = AX près de 0}.
C’est un module localement libre de rang n, qui définit donc un fibré vectoriel holomorphe
sur le tore complexe Eq, et, par théorème GAGA, un fibré algébrique sur la courbe ellip-
tique Eq ; nous noterons encore FA ces fibrés. Alors l’opération (Kn,ΦA); FA est un
foncteur fibre sur la courbe Eq. Chaque point de Eq donne donc lieu [5] à un foncteur
fibre sur C. La première construction est plus riche que la deuxième en ce qu’elle porte
sur le fibré équivariant C∗×Cn qui relève FA sur C∗.
Comme prévisible dans ce genre d’affaire, le choix du point base est sans importance
pour le résultat final mais peut faire une différence pour les calculs et raisonnements
intermédiaires. Les remarques suivantes sont donc ici appropriées :
1. Pour tout disque ouvert D de C∗ contenu dans une couronne de la forme {z ∈
C∗ | r ≤ |z|< r |q|} (dilatation par un r > 0 de la couronne fondamentale 1≤ |z|<
|q|) l’ouvert pi(D) de Eq est trivialisant pour le faisceau et le fibré ci-dessus. Il y
a donc des isomorphismes canoniques (des identifications) entre tous les foncteurs
fibres ω˜z0 , z0 ∈ D.
2. Il y a également un isomorphisme canonique entre ω˜z0 et ω˜qz0 , celui qui, à un objet
A, associe l’isomorphisme :
A(z0) : Cn = ω˜z0(A)→ Cn = ω˜qz0(A).
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En effet, le fait que c’est une transformation naturelle vient de ce que, si F est un
morphisme de A dans B, l’équation fonctionnelle F(qz)A(z) = B(z)F(z) instanciée
en z0 traduit exactement la fonctorialité.
En pratique, c’est pour un choix légèrement différent de foncteur fibre que nous opte-
rons (cf. 2.3.2), mais les mêmes remarques s’y appliqueront de manière évidente.
2.2 Polygone de Newton, filtration par les pentes et gradué associé
Dorénavant, nous identifierons Eq à la sous-catégorie pleine des (Kn,ΦA) ; et chaque ob-
jet M := (Kn,ΦA) à la matrice A ∈ GLn(K) lorsque cela simplifiera les formulations.
Si nécessaire, nous imposerons de plus des conditions supplémentaires à A, comme être
holomorphe sur C∗, voire être à coefficients dans C[z,z−1] : ceci, du moment que la sous-
catégorie pleine correspondante est essentielle (i.e. équivalente à Eq). Les résultats de
toute cette sous-section sont justifiés en détail dans [22, 15].
2.2.1 Polygone de Newton
Le principal invariant formel attaché à l’équation (2) et au module aux q-différences M =
(Kn,ΦA) qui la code est son polygone de Newton ; nous ne décrirons pas sa construction
(voir [22, 15]) mais indiquons sa nature et ses principales propriétés. On associe à A ∈
GLn(K) des pentes µ1 < · · ·< µk, qui sont des rationnels, et des multiplicités r1, . . . ,rk, qui
sont des naturels non nuls tels que d1 := r1µ1, . . . ,dk := rkµk ∈ Z et r1+ · · ·+ rk = n. Ces
données codent une partie convexe P de R2 telle que P+({0}×R+) = P dont la frontière
est formée de deux demi-droites verticale infinies vers le haut et des k vecteurs (ri,di) (de
gauche à droite) ; P est totalement déterminé à translation près par ces données. Pour
exprimer les propriétés du polygone de Newton, notons M un module aux q-différences
et rM : Q→ N la fonction de Newton : elle a pour support S(M) := {µ1, . . . ,µk} et vérifie
∀i = 1, . . . ,k , rM(µi) = ri. Alors :
1. Deux modules formellement isomorphes ont même fonction de Newton.
2. Si 0→M′→M→M′′→ 0 est une suite exacte, rM = rM′+ rM′′ .
3. Si M = M′⊗M′′, on a pour tout µ ∈Q :
rM(µ) = ∑
µ′+µ′′=µ
rM′(µ
′)rM′′(µ′′).
Nous dirons que M est pur isocline si son polygone de Newton ne comporte qu’une
seule pente ; et qu’il est pur s’il est somme directe de modules purs isoclines.
Ramification. On reprend les notations introduites en 1.4. Soit r ∈ N∗ et soit zr :=
z1/r. En posant A′(zr) := A(zrr), on définit une équation aux qr différences X ′(qrzr) =
A′(zr)X ′(zr). On vérifie alors que, avec les notations vues ci-dessus pour A, le polygone
de Newton de A′ consiste en les pentes rµi avec les multiplicités (inchangées) ri.
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2.2.2 Filtration et graduation par les pentes
Proposition 1. Tout module M de Eq admet une unique tour de sous-modules :
0 = M0 ⊂M1 ⊂ ·· · ⊂Mk = M
telle que chaque quotient Mi/Mi−1, 1 ≤ i ≤ k, soit pur isocline de pente µi et de rang
dimCMi = ri. (Les µi, ri désignent les pentes de M et leurs multiplicités.)
Corollaire 1. Toute matrice de GLn(K) est analytiquement équivalente à une matrice A
triangulaire supérieure par blocs, dont les blocs diagonaux Bi ∈ GLri(K), i = 1, . . . ,k,
sont purs isoclines de pentes les µi.
Autrement dit :
(3) A = AU :=

B1 . . . . . . . . . . . .
. . . . . . . . . Ui, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Bk
 ∈ GLn(K),
Proposition 2. On définit ainsi une filtration (M≥µ)µ∈Q dont les sauts ont lieu aux valeurs
µ = µi. Le gradué associé est grM :=
⊕
Mi/Mi+1.
Les propriétés fonctorielles, abéliennes, tensorielles de la filtration sont résumées par
celle-ci [22] :
Proposition 3. Le foncteur M; grM de Eq dans la sous-catégorie pleine Eq,p des mo-
dules purs est exact, fidèle et ⊗-compatible.
Soient A de la forme (3) décrite ci-dessus et M le module correspondant. La matrice
diagonale par blocs A0 obtenue en remplaçant les Ui, j par 0 correspond au gradué grM :
(4) A0 :=

B1 . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Bk
 ∈ GLn(K).
Par convention, dans ces écritures, on a µ1 < · · · < µk et chaque bloc diagonal Bi ∈
GLri(K) est pur isocline de pente µi ; on démontre de plus que les blocs rectangulaires
Ui, j ∈Matri,r j(K), 1≤ i < j ≤ k, peuvent être pris à coefficients dans C[z,z−1].
À l’aide des résultats de [23] (qui seront rappelés plus loin), on vérifie que les Bi
peuvent eux-mêmes être pris à coefficients dans C[z,z−1]. Les objets répondant à cette
description forment une sous-catégorie tannakienne essentielle de Eq, et nous nous res-
treindrons à cette sous-catégorie pour tout le reste de l’article.
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2.2.3 Catégorie formelle
Dans la catégorie Eˆq obtenue en remplaçant K par Kˆ, la filtration ci-dessus a encore lieu.
Proposition 4. (i) Dans la catégorie Eˆq, la filtration par les pentes est canoniquement
scindée, i.e. le foncteur gr correspondant est isomorphe au foncteur identité.
(ii) Deux modules (analytiques) sont formellement isomorphes si, et seulement si, leurs
gradués sont isomorphes (formellement ou analytiquement, cela revient au même).
On peut donc identifier Eˆq à la catégorie Eq,p des modules purs (qui a été introduite par
la proposition 3 de 2.2.2) et la classification formelle se ramène donc à la classification
des modules purs (ce point sera détaillé en 2.3.1).
Pour formuler l’énoncé matriciel correspondant, nous introduisons le sous-groupe al-
gébrique GA0 de GLn formé des matrices triangulaires par blocs et ayant pour blocs dia-
gonaux les matrices identités Ir1, . . . , Irk , i.e. défini par le format ci-dessous :
(5)

Ir1 . . . . . . . . . . . .
. . . . . . . . . ? . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Irk
 .
Corollaire 2. (i) On conserve les notations A,A0 ci-dessus. Il existe un unique Fˆ ∈
GA0(Kˆ) tel que Fˆ [A0] = A.
(ii) Si Fˆ ∈GA0(Kˆ) est tel que Fˆ [A] = A, alors Fˆ = In.
2.3 Conséquences pour la théorie analytique locale
2.3.1 Conséquences pour la classification analytique locale
La classification formelle étant admise, il est naturel de chercher à déterminer le quotient
d’une classe formelle par la relation d’équivalence analytique. Cependant, on constate que
ce passage au quotient ne donne pas lieu à un espace « raisonnable » (voir la remarque
à la fin de ce numéro). Inspirés par [1], nous avons donc dans [15] rigidifié les objets à
classifier en considérant les couples (M,u) formés d’un module M et d’un isomorphisme
u de son formalisé avec un objet formel fixé (classification analytique isoformelle).
Vue l’identification de Eˆq à Eq,p décrite plus haut, cela revient à fixer un module pur
M0 et à définir l’ensemble F (M0) quotient de l’ensemble des couples (M,u : grM→M0)
(où u est un isomorphisme) par la relation : (M,u) ' (M′,u′) s’il existe f : M→ M′ tel
que u = u′ ◦ gr f (un tel f est d’ailleurs automatiquement un isomorphisme). En termes
des matrices A0,A associées, on a :
F (M0) = F (A0) :=
{A ∈ GLn(K) | A est triangulaire supérieure par blocs et grA = A0}
A' B si, et seulement si B = F [A],A ∈GA0(K)
·
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Théorème 1 ([15]). F (M0) est naturellement muni d’une structure d’espace affine de
dimension ∑
1≤i< j≤k
rir j(µ j−µi).
Dans le cas où les pentes sont entières, on peut munir F (M0) de coordonnées expli-
cites comme suit. Tout d’abord, tout module pur isocline de pente µ ∈ Z peut être décrit
par une matrice de la forme zµC où C ∈ GLr(C). La matrice A0 associée à M0 peut donc
être choisie de blocs diagonaux zµiAi, Ai ∈ GLri(C) :
(6) A0 :=

zµ1A1 . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . zµkAk
 ∈ GLn(K).
Cette matrice étant fixée, toute matrice A triangulaire supérieure par blocs et telle que
grA = A0 :
(7) A = AU :=

zµ1A1 . . . . . . . . . . . .
. . . . . . . . . Ui, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . zµkAk
 ∈ GLn(K),
est équivalente (par la relation ci-dessus) à une unique matrice de même format telle que
de plus chaque bloc rectangulaire Ui, j soit à coefficients dans l’espace :
(8) Kµi,µ j := ∑
µi≤d<µ j
Czd ⊂ C[z,z−1].
C’est la forme normale de Birkhoff-Guenther9. Les coefficients de ces polynômes de
Laurent sont au nombre de ∑
1≤i< j≤k
rir j(µ j − µi) et forment le système de coordonnées
évoqué.
Remarque 3. La relation d’équivalence analytique sur F (M0) se déduit alors de l’ac-
tion par conjugaison du groupe algébrique ∏Aut(Ai)⊂∏GLri(C) sur cet espace affine.
L’étude des quotients a été abordée dans la thèse déjà citée de Anton Eloy.
9Les matrices de cette forme ont de plus l’avantage de former une sous-catégorie tannakienne essentielle
de la catégorie des objets de pentes entières.
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2.3.2 Conséquences pour la détermination du groupe de Galois local
Comme déjà dit, on considérera désormais les catégories Eq et Eq,p comme identifiées à
leurs sous-catégories tannakiennes essentielles dont les objets et les morphismes sont dé-
finis en tout point de C∗. On peut donc définir, pour tout point-base z0 ∈ C∗, un foncteur
fibre ω˜z0 sur C, selon la construction indiquée à la fin de 2.1.2 ; et l’on choisit une fois
pour toutes un tel z0 arbitraire. Soit ωˆz0 la restriction de ω˜z0 à Eq,p (on n’indique donc plus
la dépendance en z0). Des propriétés du foncteur gr énoncées au numéro 2.2, on déduit
que ωz0 := ωˆz0 ◦ gr est un foncteur-fibre sur Eq : c’est ce dernier que l’on utilisera dans
la suite (ici et à la section 4). Les identifications entre les différents ω˜z0 mentionnées à la
fin de 2.1.2 s’appliquent encore aux ωz0 . Pour simplifier, on omettra donc généralement
d’indiquer la dépendance en z0 et l’on écrira donc ω˜, ωˆ et ω.
Soient Gq et Gq,p les groupes de Galois10 tannakiens respectifs de Eq et Eq,p, réalisés
comme groupes des automorphismes de ω et de ωˆ. Du fait que gr est une rétraction de
l’inclusion i de Eq,p dans Eq, on déduit par dualité tannakienne une suite exacte scindée
1 // Stq // Gq i∗
// Gq,p
gr∗
vv
// 1
et une décomposition en produit semi-direct :
Gq =StqnGq,p,
où le « groupe de Stokes » Stq est le noyau du morphisme i∗ : Gq→ Gq,p. Il résulte des
propriétés de la filtration par les pentes que Stq est prounipotent.
Plus précisément, pour tout objet A de Eq, de gradué A0, la dualité tannakienne asso-
cie à A, resp. A0, une représentation Gq→ GLn(C), resp. Gq,p→ GLn(C), dont l’image
est un sous-groupe algébrique Gq(A), resp. Gq,p(A0), de GLn(C). L’image Stq(A) de
Stq par la première de ces représentations est le noyau de Gq(A)→ Gq,p(A0), un sous-
groupe algébrique de GA0(C) (donc unipotent) tel que Gq(A) =Stq(A)nGq,p(A0) ; tan-
dis que Gq,p(A0) est formé de matrices diagonales par blocs (de tailles r1, . . . ,rk). L’action
de Gq,p(A0) sur Stq(A) est la conjugaison dans GLn(C). Enfin, les groupes proalgé-
briques Gq, Stq et Gq,p sont respectivement limites projectives des systèmes projectifs
des (Gq(A)), (Stq(A)) et (Gq,p(A0)).
2.4 Pentes et ramification
2.4.1 Restrictions sur les pentes
Soit r ∈ N∗. Des propriétés du polygone de Newton indiquées en 2.2.1, on déduit que
la sous-catégorie pleine E rq de Eq formée des objets dont toutes les pentes appartiennent
10Sous sa forme la plus forte, la théorie tannakienne définit des schémas en groupes (ici sur C∗ ou même
sur Eq), mais nous n’envisageons dans ce travail que les groupes proalgébriques des points à valeurs dans
C de ces schémas ; ils contiennent en effet toute l’information nécessaire.
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à 1r Z est tannakienne, de même que E
r
q,p := Eq,p ∩E rq . On en déduit (par restriction des
foncteurs fibres à ces sous-catégories) des groupes tannakiens Grq, Strq et Grq,p tels que
Grq =StrqnGrq,p. Les résultats de [15] (resp. de [14]) concernent E 1q (resp. et G1q).
Les catégories E rq forment un système inductif indexé par N∗ ordonné par la relation
de divisibilité et la limite inductive est Eq ; de la même manière, la limite inductive des
E rq,p est Eq,p. Cela entraîne que Gq est la limite projective des Grq et que Gq,p est celle des
Grq,p ; et donc (par commutation des noyaux aux limites projectives) que Stq est celle des
Strq :
Eq = lim−→ E
r
q , Eq,p = lim−→ E
r
q,p, Gq = lim←− G
r
q, Gq,p = lim←− G
r
q,p, Stq = lim←− St
r
q.
Ces relations seront décrites de manière plus détaillée à la section 4.
2.4.2 Foncteurs de ramification
Le but de cet article est d’étendre aux catégories E rq une partie des résultats obtenus dans
[15, 14] pour E 1q . La méthode consiste à comparer E
r
q à E
1
qr par ramification.
Fixons r. On définit un foncteur de Eq dans Eqr en termes matriciels : A(z); A
′(zr) :=
A(zrr) et F(z); F
′(zr) := F(zrr). On a vu en 2.2.1 que les pentes sont ainsi multipliées par
r. On en déduit donc par restriction des foncteurs E rsq ; E
s
qr et en particulier un foncteur
de ramification :
Ramr : E rq ; E
1
qr .
L’apparition de nouvelles « bases »11 qr à côté de q nécessite de compliquer un peu les
notations et d’appeler Gq, Gqr les groupes tannakiens respectifs de Eq et Eqr , et de même
pour les groupes formels et de Stokes.
Si l’on note z0,r une racine re de z0, on voit de plus que le foncteur fibre correspondant
ω′z0,r sur Eqr vérifie :
ω′z0,r ◦Ramr = ωz0.
Par dualité tannakienne, cela donne lieu à des morphismes de groupes proalgébriques :
Ram∗r : G
1
qr →Grq,
et de même pour les groupes formels et de Stokes. Ces morphismes seront décrits de
manière plus détaillée à la section 4.
11Dans la terminologie historique des « basic hypergeometric series », la base du q-calcul est q.
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3 Classification analytique locale
Le problème posé ici est celui de la classification par des « invariants transcendants » se-
lon les termes de Birkhoff dans l’article fondateur [3]. Pour les équations différentielles
fuchsiennes, l’objet classifiant est la représentation de monodromie, dont le rôle pour les
équations aux q-différences est tenu, pour l’essentiel, par la matrice de connexion de Bir-
khoff [3, 19, 13]. Pour les équations différentielles irrégulières, les invariants locaux sont
(outre la monodromie locale) les opérateurs de Stokes, le modèle est celui du théorème de
Birkhoff-Malgrange-Sibuya, qui a été transposé au cas des q-différences dans [15] sous
l’hypothèse que les pentes sont entières. Le principal résultat de cette section est le théo-
rème 4, qui étend au cas de pentes arbitraires le résulata antérieur. Signalons cependant
que le 3.1.3 complète et corrige des affirmations insuffisamment justifiées de [15, 14].
3.1 Résumé des résultats obtenus pour les pentes entières
3.1.1 Résultats antérieurs
Nous commençons par un résultat pour lequel nous ne sommes pas capables d’énoncer
une généralisation au cas de pentes arbitraires. Une classe formelle étant fixée par la
donnée de la matrice pure A0, on définit un sous-ensemble fini ΣA0 ⊂ Eq de « directions
de sommation interdites » par des conditions12 de résonance :
c ∈ ΣA0 ⇐⇒de f q
ZcµiSp(Ai)∩qZcµ jSp(A j) 6= /0.
Le théorème suivant prend la forme platonique d’un énoncé d’existence, mais des calculs
explicites de telles « sommations algébriques » seront décrits en 4.2.
Théorème 2 (Sommation algébrique, [21]). Quelle que soit la « direction de sommation
autorisée » c ∈ Eq \ΣA0 , il existe une unique transformation de jauge Fc ∈GA0(M (C∗))
(autrement dit méromorphe sur C∗ et de la forme qui définit GA0 , voir l’équation (5)) telle
que Fc[A0] = A, et dont les blocs rectangulaires Fi, j, vérifient :
(9) ∀i, j , 1≤ i < j ≤ k , divEq(Fi, j)≥−(µ j−µi)[−c].
Expliquons cette dernière condition. La relation Fc[A0] = A se réécrit σqFc = AFcA−10 ,
ce qui entraîne que les pôles des coefficients de Fc forment des q-spirales, donc des images
réciproques par pi : C∗→ Eq de points de Eq. L’inégalité ci-dessus dit que tous ces pôles
sont sur la q-spirale pi−1(−c) = [−c;q] et que ceux des rir j coefficients de Fi, j sont de
multiplicité ≤ µ j− µi. La présence un peu désagréable de signes − dans la définition de
ΣA0 est due au fait incournable suivant : la fonction theta qui vérifie σq f = (z/a) f a ses
zéros sur la spirale logarithmique discrète [−a;q].
Mentionnons pour usage ultérieur deux lemmes.
12Par rapport à divers travaux antérieurs, on permute ici les rôles de c et de −c ; c’est en effet le c choisi
ici qui interviendra le plus fréquemment.
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Lemme 1. (i) Les matrices F ∈GA0(M (C∗)) dont les blocs rectangulaires Fi, j, vérifient
les conditions de polarité (9) forment un groupe, que nous noterons GA0 [c].
(ii) Soient AU et AV de gradué A0 et notons FU , FV les isomorphismes méromorphes
obtenus par sommation algébrique dans la direction autorisée c. Alors FU,V := FV F−1U
est l’unique isomorphisme méromorphe AU → AV appartenant à GA0[c].
Démonstration. Un calcul direct établit immédiatement (i), et (ii) découle alors du théo-
rème.
Le cas particulier suivant est important dans les questions de « filtration q-Gevrey ».
Lemme 2. Supposons, avec les notations du lemme précédent, que Ui, j =Vi, j aux niveaux
µ j − µi < δ (cette relation sera notée plus loin AU ≡δ AV , cf. équation (15) de 3.1.3).
Alors :
(i) Les blocs de niveaux µ j − µi < δ de FU et FV coïncident (c’est encore la relation
FU ≡δ FV ).
(ii) Les blocs de niveaux µ j−µi < δ de FU,V sont nuls et ses blocs Fi, j de niveau µ j−µi = δ
sont déterminés par les équations :
(σqFi, j)(zµ jA j)− (zµiAi)Fi, j =Vi, j−Ui, j,
avec la condition divEq(Fi, j)≥−(µ j−µi)[−c].
Démonstration. Soit G≥δA0 le sous-groupe distingué de GA0 formé des éléments dont les
blocs de niveaux µ j−µi < δ de FU,V sont nuls (ce sous-groupe sera étudié de plus près en
3.1.3). On vérifie facilement que FU ≡δ FV ⇔ FU,V ∈G≥δA0 (congruence modulo G
≥δ
A0 ). Il
suffit donc de prouver (ii).
La propriété FU,V [AU ] = AV se traduit par le système d’équations en les blocs Fi, j :
∀i, j , 1≤ i< j≤ k , Ui, j+ ∑
i<l< j
(σqFi,l)Ul, j+(σqFi, j)(zµ jA j)= (zµiAi)Fi, j+ ∑
i<l< j
Vi,lFl, j+Vi, j.
Pour µ j − µi < δ, on a Ui, j = Vi, j et on voit immédiatement que les solutions Fi, j = 0
conviennent : par unicité, ce sont donc les seules. Les équations au niveau µ j − µi = δ
prennent alors bien la forme indiquée dans le lemme.
Rappelons (cf. 2.2) qu’il existe une unique transformation de jauge formelle Fˆ ∈
GA0(Kˆ) telle que Fˆ [A0] = A ; elle est en générale divergente et l’on considère Fc comme
« somme de Fˆ dans la direction c » (au sens de la sommation des séries divergentes).
Corollaire 3. Soient c,d ∈Eq\ΣA0 . Alors Fc,d :=F−1c Fd vérifie : Fc,d[A0] =A0 ; autrement
dit, si l’on note Fi, j les blocs rectangulaires de Fc,d , on a : σqFi, j = z
−(µ j−µi)AiFi, jA−1j . De
plus, divEq(Fi, j) ≥ −(µ j− µi)([−c] + [−d]), autrement dit, Fi, j est méromorphe sur C∗,
tous ses pôles sont sur [−c,−d;q] := [−c;q]∪ [−d;q] et leurs multiplicités sont≤ µ j−µi.
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De la relation évidente Fc,dFd,e = Fc,e, on déduit que les Fc,d forment un cocycle
pour un certain faisceau de groupes (non abéliens) ΛI(A0) sur Eq défini comme suit :
les sections de ΛI(A0) sur l’ouvert U de Eq sont les F ∈ GA0(O(pi−1(U))) telles que
F [A0] = A0. Ce cocycle est attaché au recouvrement UA0 de Eq formé des ouverts de Za-
riski Uc :=Eq\{−c}, c∈Eq\ΣA0 . On traduit les relations divEq(Fi, j)≥−(µ j−µi)([−c]+
[−d]) en disant que c’est un cocycle privilégié. L’ensemble des cocycles privilégiés est
noté Z1pr(UA0,ΛI(A0)). Le théorème suivant est un q-analogue du théorème de Birkhoff-
Malgrange-Sibuya :
Théorème 3. [15] Le cocycle (Fc,d) ne dépend que de la classe de A dans F (A0). Les
applications :
F (A0)→ Z1pr(UA0,ΛI(A0))→ H1(Eq,ΛI(A0))
ainsi définies sont bijectives.
Il s’agit bien entendu de cohomologie non abélienne [12] (mais, les groupes impli-
qués étant unipotents, la non-abélianité est modérée !) et les bijections ci-dessus sont en
fait des isomorphismes d’ensembles pointés : la classe de (A0, Id) dans F (A0) corres-
pond au cocycle trivial dans Z1pr(UA0,ΛI(A0)) et à la classe de cohomologie triviale dans
H1(Eq,ΛI(A0)).
3.1.2 Compléments
Le cas général qui sera abordé en 3.2 se ramènera au cas des pentes entières par ramifi-
cation. Pour garantir que les constructions sont indépendantes des choix arbitraires, nous
aurons besoin d’une nouvelle notion et de deux lemmes.
Définition 1. Soit A de la forme (7) (donc triangulaire supérieure par blocs) dans Eq et
soit A0 := grA. On ne fait ici aucune hypothèse sur les pentes. Une famille trivialisante
adaptée à A est la donnée :
• d’un recouvrement U := (Uα) de Eq par des ouverts de Zariski ;
• d’isomorphismes méromorphes Fα : A0→A, dansGA0 , chaque Fα étant holomorphe
sur Uα.
On voit alors que la famille des Fα,β := F−1α Fβ est un cocycle de Z1(U,ΛI(A0)).
Lemme 3. Tous les cocycles provenant de familles trivialisantes adaptées ont même
classe dans H1(Eq,ΛI(A0)).
Démonstration. Soient deux familles trivialisantes adaptées ((Uα),(Fα)) et ((Vβ),(Gβ)).
Soit (Wγ) le recouvrement des Uα∩Vβ, qui raffine à la fois (Uα) et (Vβ) et soient Fγ, Gγ
les restrictions correspondantes des Fα et des Gβ. Posons Hγ := G−1γ Fγ ∈ Γ(Wγ,ΛI(A0)).
Alors les Fγ,δ := F−1γ Fδ et les Gγ,δ :=G−1γ Gδ vérifient Fγ,δ =H−1γ Gγ,δHδ, donc définissent
la même classe.
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On voit donc que la « sommation algébrique » n’est en somme qu’un moyen explicite
de faire apparaître une famille trivialisante adaptée.
Soient maintenant A0 et A′0 de la forme (6) (donc diagonales par blocs) et Φ : A0→ A′0
un isomorphisme : A0 et A′0 ont donc même polygone de Newton. Alors laΦ est diagonale
par blocs, de blocs Φi ∈ GLri(C), i = 1, . . . ,k. Si A est triangulaire supérieure par blocs
de gradué grA = A0, on vérifie immédiatement que A′ :=Φ[A] est triangulaire supérieure
par blocs de gradué grA′ = A′0. De plus, si B est triangulaire supérieure par blocs de gra-
dué grB = A0, notant B′ :=Φ[B], toute équivalence F : A→ B dans GA0 donne lieu à une
équivalence ΦFΦ−1 : A′→ B′ qui est dans GA′0 = GA0 . On définit ainsi une application
bijective F (A0)→ F (A′0).
Notant A0 =Diag(zµ1A1, . . . ,zµkAk), on a A′0 =Diag(z
µ1A′1, . . . ,z
µkA′k) où A
′
i :=ΦiAiΦ
−1
i
d’où l’on tire que ΣA0 = ΣA′0 et aussi que UA0 = UA′0 . Un cocycle privilégié (Fc,d) ∈
Z1pr(UA0,ΛI(A0)) donne lieu à un cocycle privilégié (F ′c,d) ∈ Z1pr(UA′0,ΛI(A′0)) par la for-
mule F ′
c,d
:= ΦF ′
c,d
Φ−1, et on obtient ainsi un isomorphisme de Z1pr(UA0,ΛI(A0)) sur
Z1pr(UA′0,ΛI(A
′
0)). De même, les Fc obtenus par sommation algébrique pour A (théo-
rème 2) donnent lieu aux F ′c obtenus par sommation algébrique pour A′ par la formule
F ′c :=ΦF ′cΦ−1. En résumé :
Lemme 4. Ces constructions donnent lieu à un diagramme commutatif, dans lequel toutes
les flèches sont des isomorphismes d’ensembles pointés :
F (A0)

// Z1pr(UA0,ΛI(A0))

// H1(Eq,ΛI(A0))

F (A′0) // Z1pr(UA′0,ΛI(A
′
0))
// H1(Eq,ΛI(A′0))
3.1.3 Structure affine sur F (A0) et H1(Eq,ΛI(A0))
La structure affine deF (A0)=F (M0) (théorème 1) a été décrite dans [15]. Dans ce même
travail, il est affirmé sans justification suffisante13 que les suites exactes de cohomologie
(non abélienne) permettent de munir H1(Eq,ΛI(A0)) d’une structure affine telle que les
bijections du théorème 3 soient des isomorphismes affines (cf. [15, cor. 6.2.2 p. 93]). Cette
structure est précisée, encore sans justification suffisante, dans [14] (voir p. 188 après
l’explicitation de la suite exacte en haut de la page). Nous complétons ici ces arguments
en vue d’une généralisation à la section 3.2.
13Le cœur de l’argument fourni est le suivant : si l’espace vectoriel de dimension finie V opère librement
sur l’ensemble pointé X et si le quotient X ′ est muni d’une structure affine, alors X admet une structure
affine canonique compatible avec ces données (et qui permet donc d’identifier X à V ×X ′). C’est faux : il
faut encore pour cela disposer d’une section X ′→ X .
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Divers groupes et algèbres de Lie. L’algèbre de Lie gA0 := Lie(GA0) du groupe uni-
potent GA0 décrit par l’équation (5) à la fin de la sous-section 2.2.3 est définie par le
format :
(10)

0r1 . . . . . . . . . . . .
. . . . . . . . . ? . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . 0rk
 .
C’est une algèbre de Lie nilpotente. Quelque soit la C-algèbre, les applications x 7→ In+x
et x 7→ expx réalisent des isomorphismes (au sens de la géométrie algébrique et différen-
tielle) de gA0(R) dans GA0(R).
Nous allons munir GA0 , resp. gA0 , d’une filtration par des sous-groupes distingués,
resp. par des idéaux14. Pour tout δ> 0, on pose :
(11) G≥δA0 :=


Ir1 . . . . . . . . . . . .
. . . . . . . . . Fi, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Irk
 | 0 < µ j−µi < δ⇒ Fi, j = 0

et :
(12) g≥δA0 :=


0r1 . . . . . . . . . . . .
. . . . . . . . . Fi, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . 0rk
 | 0 < µ j−µi < δ⇒ Fi, j = 0
 ,
autrement dit, tous les niveaux q-Gevrey µ j − µi < δ, 1 ≤ i < j ≤ k, sont nuls. Ainsi,
Lie(G≥δA0 ) = g
≥δ
A0 et les applications x 7→ In + x et x 7→ expx réalisent des isomorphismes
de g≥δA0 dans G
≥δ
A0 .
Ces filtrations sont exhaustives (elles démarrent pour δ petit à l’espace entier) et sé-
parées (elles stationnent pour δ grand au sous-groupe trivial). Elles ont un nombre fini de
crans rationnels (les valeurs possibles de µ j−µi). On note selon l’usage :
G>δA0 :=
⋃
δ′>δ
G≥δ
′
A0 et g
>δ
A0 :=
⋃
δ′>δ
g≥δ
′
A0 .
En particulier, si A0 est à pentes entières, G>δA0 =G
≥δ+1
A0 et g
>δ
A0 = g
≥δ+1
A0 .
14Ces filtrations sont ici décrites de manière purement algébrique, comme plus bas celles des faisceaux
ΛI(A0) et λI(A0). Leur interprétation q-Gevrey est formulée dans [15, §3.4, p. 36] et dans [14, p. 188].
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Soit g(δ)A0 le sous espace de gA0 défini par l’annulation de tous les niveaux q-Gevrey
µ j−µi 6= δ. On a donc g≥δA0 = g
(δ)
A0 ⊕g>δA0 . De plus, les applications x 7→ In+x et x 7→ expx
réalisent un isomorphisme (le même) de g(δ)A0 dans G
≥δ
A0 /G
>δ
A0 et l’on a une suite exacte
d’extension centrale15 :
0−→ g(δ)A0 −→GA0/G>δA0 −→G
≥δ
A0 /G
>δ
A0 −→ 1.
Divers faisceaux et suites exactes. Le faisceau sur Eq de groupes unipotents ΛI(A0)
donne lieu à un faisceau λI(A0) := Lie(ΛI(A0)) d’algèbres de Lie nilpotentes ; pour tout
ouvert U de Eq :
λI(A0)(U) = {F ∈ gA0
(
O(pi−1(U))
) | (σqF)A0 = A0F}.
Les filtrations de GA0 et gA0 introduites plus haut donnent lieu à des filtrations des fais-
ceaux ΛI(A0) et λI(A0). Par exemple :
Λ≥δI (A0)(U) :=ΛI(A0)(U)∩G≥δA0
(
O(pi−1(U))
)
= {F ∈G≥δA0
(
O(pi−1(U))
) | (σqF)A0 =A0F},
etc ; on définit de même Λ>δI (A0), ainsi que λ
≥δ
I (A0), λ
>δ
I (A0) et λ
(δ)
I (A0). On a encore
une suite exacte d’extension centrale :
(13) 0−→ λ(δ)I (A0)−→ ΛI(A0)/Λ>δI (A0)−→ ΛI(A0)/Λ≥δI (A0)−→ 1.
Pour 1≤ i< j≤ k, notons g(i, j)A0 ⊂ gA0 le sous-espace formé des matrices dont tous les
blocs autres que Fi, j sont nuls et λ
(i, j)
I (A0)⊂ λI(A0) le sous-faisceau correspondant. On a
donc :
g≥δA0 =
⊕
µ j−µi=δ
g
(i, j)
A0 et λ
(δ)
I (A0) =
⊕
µ j−µi=δ
λ(i, j)I (A0).
Identifiant une matrice de g(i, j)A0 (R) à son bloc Fi, j ∈Matri,r j(R), on peut écrire pour tout
ouvert U de Eq :
λ(i, j)I (A0)(U) =
{
F ∈Matri,r j
(
O(pi−1(U))
) | (σqF)(zµ jA j) = (zµiAi)F} .
Ce faisceau est un fibré vectoriel sur Eq de rang rir j et de degré µi− µ j (cf. [15, 6.2 et
6.3]). Le faisceau λ(δ)I (A0) est donc un fibré vectoriel sur Eq de rang ∑
µ j−µi=δ
rir j et de
degré −δ. En conséquence :
V (i, j) := H1
(
Eq,λ
(i, j)
I (A0)
)
et V (δ) := H1
(
Eq,λ
(δ)
I (A0)
)
=
⊕
µ j−µi=δ
V (i, j)
15Nous notons 0 le groupe à gauche en vertu de la notation additive sur gA0 et 1 le groupe à droite en
vertu de la notation multiplicative sur GA0 .
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sont des C-espaces vectoriels de dimensions respectives rir j(µ j−µi) et δ ∑
µ j−µi=δ
rir j.
De l’extension centrale (13) on déduit, selon Frenkel [12] la suite exacte de cohomo-
logie non abélienne :
(14) 0−→V (δ) −→ H1
(
Eq,ΛI(A0)/Λ>δI (A0)
)
−→ H1
(
Eq,ΛI(A0)/Λ≥δI (A0)
)
−→ 1,
qui signifie que V (δ) opère librement sur l’ensemble pointé H1
(
Eq,ΛI(A0)/Λ>δI (A0)
)
avec quotient H1
(
Eq,ΛI(A0)/Λ≥δI (A0)
)
.
Filtration q-Gevrey. À partir d’ici et pour toute la suite de 3.1.3, on suppose les pentes
de A0 entières. Avec la notation introduite en 2.3.1, équation (7), on note temporairement :
FA0 := {AU en forme normale de Birkhoff-Guenther},
autrement dit (2.3.1, équation (8)), l’ensemble des AU telles que Ui, j ∈ Matri,r j(Kµi,µ j),
1 ≤ i < j ≤ k. C’est donc d’après 2.3.1 un ensemble de représentants pour la relation
d’équivalence qui définit F (A0), i.e. l’application naturelle FA0 → F (A0) est bijective.
Plus précisément, l’application de ∏
1≤i< j≤k
Matri,r j(Kµi,µ j) dans F (A0) qui, à (Ui, j)1≤i< j≤k
associe la classe de AU , est un isomorphisme d’espaces affines.
Pour tout δ≥ 0, on définit une relation d’équivalence ≡δ sur FA0 par :
(15) AU ≡δ AV ⇐⇒
de f
Ui, j =Vi, j pour 0 < µ j−µi ≤ δ.
Un ensemble de représentants pour le quotient
FA0
≡δ est alors donné par le sous-espace
affine :
F ≤δA0 := {AU ∈ FA0 |Ui, j = 0 pour µ j−µi > δ},
autrement dit la flèche composée F ≤δA0 → FA0 →
FA0
≡δ est bijective. Pour 0≤ δ
′ < δ, on a
≡δ ⊂ ≡δ′ et la surjection naturelle FA0≡δ →
FA0
≡δ′ s’identifie à la troncature F
≤δ
A0 → F
≤δ′
A0 ,
qui remplace par 0 tous les blocs Ui, j tels que µ j−µi > δ′.
Notant, pour tout δ≥ 0 :
W (δ) :=
⊕
µ j−µi=δ
Matri,r j(Kµi,µ j) et W
≤δ :=
⊕
δ′≤δ
W (δ
′),
on a donc un isomorphisme d’espaces affines :
W≤δ ∼−→F ≤δA0 .
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L’application de classification FA0
∼−→H1 (Eq,ΛI(A0)) induit alors par passage au
quotient une bijection :
F ≤δA0
∼−→H1
(
Eq,
ΛI(A0)
Λ>δI (A0)
)
et l’on a des diagrammes commutatifs à flèches verticales bijectives :
FA0

// F ≤δA0

H1
(
Eq,ΛI(A0)
)
// H1
(
Eq,
ΛI(A0)
Λ≥δ+1I (A0)
)
et
F ≤δA0

// F ≤δ−1A0

H1
(
Eq,
ΛI(A0)
Λ≥δ+1I (A0)
)
// H1
(
Eq,
ΛI(A0)
Λ≥δI (A0)
)
On a vu plus haut que la flèche horizontale basse de ce dernier diagramme est un passage
au quotient par l’action libre de V (δ). Il est bien évident que la flèche horizontale haute est
un passage au quotient par l’action libre de W (δ) et que cette dernière est affine. On a décrit
dans [15, §6.2.3 p. 93] et dans [14, fin de §3.1 p. 189] un isomorphisme W (δ) ∼−→V (δ)
compatible avec ces données (il est rappelé ci-dessous dans 3.1.4, « Calculs de cocycles »).
La section (inclusion naturelle) F ≤δ−1A0 → F
≤δ
A0 de la flèche horizontale haute induit par
transport une section H1
(
Eq,ΛI(A0)/Λ≥δI (A0)
)
→ H1
(
Eq,ΛI(A0)/Λ≥δ+1I (A0)
)
de la
flèche horizontale basse compatible avec les données. En itérant, cela permet de munir de
proche en proche chaque ensemble H1
(
Eq,ΛI(A0)/Λ≥δI (A0)
)
d’une structure affine, de
telle sorte que :
1. les suites exactes de cohomologie (14) soient scindées ;
2. il s’en déduise un isomorphisme affine H1
(
Eq,ΛI(A0)
) ∼−→⊕
δ>0
V (δ) ;
3. la bijection FA0
∼−→H1 (Eq,ΛI(A0)) soit un isomorphisme affine.
Cela complète la justification annoncée.
3.1.4 Calculs de cocycles et action de C∗
Calculs de cocycles. Rappelons pour mémoire, et pour son utilité quand on traite d’exemples,
le calcul de l’application W (δ) ∼−→V (δ) invoquée plus haut. Soient d’abord AU et AV quel-
conques de gradué A0 (pas nécessairement en forme normale de Birkhoff-Guenther).
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L’équation F [AU ] = AV avec F ∈ GA0 (abréviation pour dire que F est au format décrit
dans (5)) équivaut au système :
∀i, j , 1≤ i< j≤ k , Ui, j+ ∑
i<l< j
(σqFi,l)Ul, j+(σqFi, j)(zµ jA j)= (zµiAi)Fi, j+ ∑
i<l< j
Vi,lFl, j+Vi, j.
Supposons maintenant que AU ≡δ AV , et donc que leurs classes dans H1
(
Eq,ΛI(A0)/Λ≥δI (A0)
)
soient les mêmes. Alors les équations ci-dessus admettent, aux niveaux µ j− µi < δ, les
solutions Fi, j = 0 ; et, si ces solutions sont choisies, les équations au niveau δ deviennent :
∀i, j , 1≤ i < j ≤ k , µ j−µi = δ , (σqFi, j)(zµ jA j)− (zµiAi)Fi, j =Vi, j−Ui, j.
On se place dans les conditions du théorème 2 (sommation algébrique dans une direction
autorisée c ∈ Eq), ce qui garantit l’unicité de la solution, notons la Fc. Pour i, j fixés tels
que µ j−µi = δ, les blocs (i, j) des différences (Fd−Fc) définissent un cocycle privilégié
du faisceau λ(i, j)I (A0) et la collection de ces cocycles est elle-même un cocycle privilégié
du faisceau λ(δ)I (A0). La classe de ce cocycle est alors l’unique élément cU,V ∈V (δ) dont
l’action amène la classe de AU dans H1
(
Eq,ΛI(A0)/Λ>δI (A0)
)
sur la classe de AV (c’est
la suite exacte (14) qui garantit a priori l’existence et l’unicité de cet élément).
Prenant U = 0 et V ∈W (δ) (étendu par 0 aux niveaux 6= δ) on définit ainsi une appli-
cation V 7→ c0,V qui est l’isomorphisme recherché W (δ) ∼−→V (δ).
Action de C∗. Nous en parlons ici pour usage ultérieur au 3.2.2. Soit λ ∈ C∗ et notons
f λ(z) := f (λz), Aλ0(z) := A0(λz), etc (donc f
q = σq f ). Du fait que f 7→ f λ commute avec
σq, on déduit que AU 7→ AλU induit une application F (A0)→ F (Aλ0) et un diagramme
commutatif dont toutes les flèches sont des isomorphismes affines :
FA0

// F (A0)

// H1(Eq,ΛI(A0))

FAλ0
// F (Aλ0) // H1(Eq,ΛI(Aλ0))
Nous appliquerons ce diagramme au cas où A0 = Aλ0 .
3.2 Extension au cas de pentes arbitraires
3.2.1 Ramification
Soit r ≥ 2 un entier. On reprend les notations de 1.4 et de 2.4 concernant la ramification ;
en particulier, on notera A′(zr) := A(zrr) = A(z), etc. Si A est triangulaire supérieure par
blocs de partie diagonale A0, alors A′ est triangulaire supérieure par blocs de partie diago-
nale A′0(zr) = A0(z
r
r) = A0(z). Si F : A→ B est une transformation de jauge dans GA0(K),
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alors F ′ : A′→ B′ est une tranformation de jauge dans GA0(Kr).
Selon 1.4, le groupe µr des racines res de l’unité dans C∗ opère sur Kr, donc sur
GLn(Kr), et en particulier sur le sous-ensemble des matrices triangulaires supérieures par
blocs de partie diagonale A′0. Il est clair que l’application de ramification A(z) 7→ A′(zr)
envoie F (A0) dans le sous-ensemble F (A′0)µr des points fixes de F (A′0).
Proposition 5. Cette application est injective. (On verra en 3.2.2, théorème 4, qu’elle est
bijective.)
Démonstration. Soient A,B dans la classe de A0 et soit G : A′→ B′ une tranformation de
jauge dansGA0(Kr). La partie µr-fixe de G(zr), obtenue par le projecteur habituel
1
r
∑
j∈µr
σ j
est :
F(z) :=
1
r ∑j∈µr
G( jzr).
Or F(z) ∈ GA0(K) : c’est une fonction de z car Kµrr = K ; la matrice F est évidemment
triangulaire supérieure par blocs ; et sa partie diagonale est la partie fixe de la partie dia-
gonale de G, qui est In : c’est donc encore In. De plus, en appliquant le même projecteur
à la relation G(qrzr)A′(zr) = B′(zr)G(zr), on obtient, puisque A′ et B′ sont µr-invariants,
F(qz)A(z) = B(z)F(z), i.e. A et B représentent le même élément de F (A0). On a donc
défini une injection :
F (A0)→ F (A′0)µr .
On va maintenant définir une injection analogue pour les H1. L’application x 7→ xr
de C∗ dans lui-même envoie qrZ dans qZ et passe donc au quotient en p : Eqr → Eq,
qui est surjective de noyau µrqrZ/qrZ ' µr, donc une isogénie de degré r. Soit U= (Uα)
un recouvrement ouvert de Eq. Les U ′α := p−1(Uα) forment un recouvrement ouvert U′
de Eqr . Si (Fα,β) est un cocycle de dans Z1(U,ΛI(A0)), alors (F ′α,β) est un cocycle de
dans Z1(U′,ΛI(A′0)). Si (Gα,β) = (HαFα,βH
−1
β ) est un cocycle équivalent à (Fα,β), alors
(G′α,β) = (H
′
αF
′
α,βH
′
β
−1) est un cocycle équivalent à (F ′α,β). On a donc défini une applica-
tion H1(Eq,ΛI(A0))→ H1(Eqr ,ΛI(A′0)).
Conservant les mêmes notations, on a une action évidente de µr sur Z1(U′,ΛI(A′0))
(toujours par f (zr) 7→ f ( jzr)), et il est clair que l’application vue plus haut envoie Z1(U,ΛI(A0))
dans Z1(U′,ΛI(A′0))
µr . De plus, l’opération de µr est compatible avec l’équivalence des
cocycles, et l’on a pour finir une application de H1(Eq,ΛI(A0)) dans H1(Eqr ,ΛI(A′0))
µr .
Proposition 6. Cette application est injective. (On verra en 3.2.2, théorème 4, qu’elle est
bijective.)
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Démonstration. Une relation de cohomologie (G′α,β)= (H
′
αF
′
α,βH
′
β
−1) entre cocycles (G′α,β)
et (F ′α,β) provenant respectivement par ramification de cocycles (Gα,β) et (Fα,β) s’écrit
∀α,β ; G′α,βH ′β = H ′αF ′α,β,
et, en appliquant le même opérateur de projection que ci-dessus, on obtient
∀α,β ; Gα,βHβ = HαFα,β,
où les Hα s’obtiennent par application aux H ′α du projecteur, et sont dans GA0 comme pré-
cédemment, d’où une relation de cohomologie (Gα,β) = (HαFα,βH
−1
β ). On a donc défini
une injection :
H1(Eq,ΛI(A0))→ H1(Eqr ,ΛI(A′0))µr .
3.2.2 Classification
Supposons maintenant que r est un dénominateur commun des pentes de A0, de sorte
que les pentes de A′0 sont entières. Il est immédiat, par construction, que l’application
F (A′0)→ H1(Eqr ,ΛI(A′0)) définie au théorème 3 est compatible avec l’opération de µr et
que l’on a donc une bijection F (A′0)µr → H1(Eqr ,ΛI(A′0))µr .
Proposition 7. L’image de F (A0) dans F (A′0) est égale à F (A′0)µr .
Démonstration. Notons j un générateur de µr et B j pour σ jB. Une classe de F (A′0) fixée
par µr est représentée par une matrice B(zr) triangulaire supérieure par blocs de gradué
grB = A′0 et telle que B ∼ B j (équivalence de jauge). On veut montrer que B ∼ C, où
grC = A′0 et C =C
j, i.e. C est fonction de zrr = z.
Soit donc G : B→ B j un isomorphisme G ∈ GA0(Kr). Comme l’action de µr commute à
celle de σq, on voit que G j ∈ GA0(Kr) est un isomorphisme G j : B j → B j
2
, et l’on peut
itérer. En composant les r isomorphismes ainsi obtenus, on trouve que G j
r−1 · · ·G jG ∈
GA0(Kr) est un automorphisme de B, donc l’identité d’après le corollaire 2 :
G j
r−1 · · ·G jG = In.
On pose alors :
H :=
1
r
(Ir +G+G jG+ · · ·+G jr−1 · · ·G jG) ∈GA0(Kr),
qui vérifie H = H jG. Posant C := H[B], on calcule :
C j = H j[B j] = H[B] =C,
d’où la conclusion voulue.
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Remarque 4. La parenté de cette démonstration avec celle du « Théorème 90 de Hil-
bert » suggère qu’une bonne partie de nos arguments pourrait être simplifiée par des
considérations de cohomologie des groupes (voire de cohomologie galoisienne).
On a actuellement un diagramme incomplet
F (A0) //
?

F (A′0)µr

H1(Eq,ΛI(A0) // H1(Eqr ,ΛI(A′0))
µr
Pour le compléter, partons de la classe de A dans F (A0) et posons A′(zr) := A(z) ; soit
(Gα) une famille trivialisante adaptée à A′, par exemple celle obtenue par « sommation
algébrique ». Les parties µr-fixes Fα des Gα, obtenues par le même opérateur de projection
que précédemment, forment une famille trivialisante adaptée à A et définissent donc un
cocycle de Z1(U,ΛI(A0)), donc une classe de H1(Eq,ΛI(A0)). Ceci définit sans ambiguïté
une flèche verticale gauche qui rend le diagramme ci-dessus commutatif. Du fait que les
flèches horizontale haute et verticale droite sont bijectives et que la flèche horizontale
basse est injective, il s’ensuit que toutes les flèches sont bijectives :
Théorème 4. On a un diagramme commutatif à flèches bijectives :
F (A0) //

F (A′0)µr

H1(Eq,ΛI(A0) // H1(Eqr ,ΛI(A′0))
µr
Il résulte de plus des arguments de 3.1.2 que la bijection F (A0)→ H1(Eq,ΛI(A0) est
indépendante du degré de ramification r.
4 Groupe de Galois local
Rappelons que les notations concernant les catégories E rq , E
r
q,p, etc, et les groupes Grq,
Grq,p, etc, ont été expliquées à la section 2.4.
4.1 Résumé des résultats obtenus pour les pentes entières [14]
La catégorie des équations à pentes entières sur K :=C({z}) =O[1/z] (selon les notations
indiquées en 1.4), resp. sa sous-catégorie pleine des équations pures, est notée E 1q , resp.
E 1q,p. Pour simplifier, nous identifierons E
1
q à sa sous-catégorie pleine essentielle des sys-
tèmes de la forme (7) et de même E 1q,p à sa sous-catégorie pleine essentielle des systèmes
de la forme (6) (voir 2.2.2).
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Le foncteur « gradué associé » gr : E 1q ; E
1
q,p, qui est défini dans ce modèle par
grAU = A0, est exact, C-linéaire, fidèle, ⊗-compatible, et c’est une rétraction de l’inclu-
sion. L’effet sur un morphisme F : A→ B est le suivant. Soient µi,ri les données associées
à A ∈ GLn(K) (polygone de Newton) et ν j,s j celles associées à B ∈ GLp(K). On a donc
F ∈Matp,n(K), que l’on décompose en blocs Fj,i de tailles s j×ri. Alors grF ∈Matp,n(K)
s’obtient en remplaçant par 0 tous les blocs Fj,i tels que ν j 6= µi.
Nous allons dans cette section décrire les groupes tannakiens respectifs G1q et G1q,p de
E 1q , resp. E
1
q,p, qui sont des groupes proalgébriques, et la correspondance entre représen-
tations rationnelles de ces groupes et objets de ces catégories. Avec ces notations, notre
but est donc de décrire les équivalences de catégories :
E 1q ←→ Rep(G1q) et E 1q,p←→ Rep(G1q,p).
L’inclusion i : E 1q,p ; E
1
q et sa rétraction gr : E
1
q ; E
1
q,p donnent lieu par dualité tanna-
kienne à des morphismes i∗ : G1q→G1q,p et gr∗ : G1q,p→G1q tels que i∗ ◦gr∗ = IdG1q,p , donc
à une décomposition en produit semi-direct :
G1q =St
1
qnG1q,p,
où le groupe de Stokes St1q := Ker i
∗ est (pro)unipotent.
Le groupe formel G1q,p (rappelons qu’il s’agit en réalité d’un groupe proalgébrique !)
est abélien et donc produit de sa composante unipotente et de sa composante semi-simple :
G1q,p = G
1
q,p,u×G1q,p,s.
La composante unipotente est G1q,p,u =C (elle agit sur les q-logarithmes) et la composante
semi-simple est G1q,p,s = C∗×Homgr(Eq,C∗), où le premier facteur (« tore theta ») agit
sur les fonctions theta associées aux pentes et le deuxième surles q-caractères associés
aux exposants.
Nous reprendrons la terminologie classique des groupes diagonalisables :
• À tout groupe abélien Γ, on associe le groupe proalgébrique Γ∨ := Homgr(Γ,C∗)
des morphismes de groupe de Γ dans C∗ ; on voit que Γ∨ est proalgébrique car c’est
la limite projective des Γ∨i , où les Γi sont les sous-groupes de type fini de Γ.
• À tout groupe proalgébrique G, on associe le groupe X(G) de ses caractères, i.e. de
ses représentations rationnelles dans C∗.
On a alors des identifications naturelles X(Γ∨) = Γ et, pour les groupes proalgébriques
dits « multiplicatifs », X(G)∨ = G.
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Avec ces notations, on peut écrire :
G1q,p,s = Z
∨×E∨q ,
et donc :
X
(
G1q,p,s
)
= X
(
Z∨
)×X (E∨q )= Z×Eq.
Notons d’ailleurs que E∨q = Homgr(Eq,C∗) = Homgr(C∗/qZ,C∗) s’identifie naturelle-
ment, via le morphisme γ 7→ γ ◦ pi, au sous-groupe de Homgr(C∗,C∗) formé des γ tels
que γ(q) = 1. Dorénavant, nous opérerons sans commentaire l’identification d’un tel
γ ∈ E∨q = Homgr(Eq,C∗) avec l’élément correspondant γ ◦ pi ∈ Homgr(C∗,C∗) tel que
q 7→ 1.
4.1.1 Correspondance E 1q,p←→ Rep(G1q,p)
Fixons A0 de la forme (6). Soit Ai = Ai,uAi,s la décomposition de Dunford multiplicative
de la partie constante Ai du ie bloc. La représentation ρA0 : G1q,p → GLn(C) qui lui est
associée par dualité tannakienne est définie, modulo l’identification de G1q,p à C×C∗×
Homgr(Eq,C∗), par :
(λ, t,γ) 7→

Aλ1,u . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Aλk,u


tµ1Ir1 . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . tµkIrk


γ(A1,s) . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . γ(Ak,s)
 .
Noter que ce produit est commutatif. Dans le troisième facteur, il est entendu que γ est
appliqué aux classes dans Eq des valeurs propres des Ai (ou que γ ◦ pi est appliqué aux
valeurs propres elles-mêmes), cf. [20].
Dans l’identification du facteur C∗ de G1q,p,s à Z∨, le complexe t ∈ C∗ correspond au
morphisme h : m 7→ tm,Z→ C∗. Dans le deuxième facteur ci-dessus, on pourrait donc
écrire h(µi) au lieu de tµi , et c’est sous cette forme que la description de ρA0 sera générali-
sée dans le cas de pentes non entières : le deuxième facteur est donc la matrice diagonale
par blocs de blocs les h(µi) Iri , i = 1, · · · ,k.
4.1.2 Correspondance E 1q ←→ Rep(G1q)
Fixons A= AU de la forme (7), de sorte que A0 := grA est de la forme (6). La donnée de la
représentation ρA : G1q =St1qnG1q,p→ GLn(C) associée à A est équivalente à la donnée
d’un couple (ρ′A,ρ
′′
A) formé de représentations ρ
′
A :St
1
q→GLn(C) et ρ′′A : G1q,p→GLn(C)
qui respectent les relations de conjugaison.
La composante ρ′′A : G
1
q,p→ GLn(C) est la représentation ρA0 décrite plus haut. Son
image est un sous-groupe algébrique du sous-groupe GLr1,...,rk(C) :=∏GLri(C) de GLn(C)
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formé des matrices diagonales par blocs de tailles r1, . . . ,rk.
L’image de ρ′A est un sous-groupe de GA0(C). L’action de conjugaison est induite par
celle de GLr1,...,rk(C), sous laquelle GA0(C) est stable. Ainsi, si ∆ ∈Stq et si
ρ′A(∆) =

Ir1 . . . . . . . . . . . .
. . . . . . . . . Φi, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Irk
 ,
on peut décrire le conjugué g−1∆g de ∆ par g ∈ G1q,p, identifié à (λ, t,γ) ∈ C×C∗×
Homgr(Eq,C∗), comme16 :
(16)
ρ′A(g
−1∆g)=

Ir1 . . . . . . . . . . . .
. . . . . . . . . Φgi, j . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . Irk
 , où Φgi, j = tµ j−µi
(
Aλi,uγ(Ai,s)
)−1
Φi, j
(
Aλj,uγ(A j,s)
)
.
Selon les termes du dernier alinéa de 4.1.1, on peut d’ailleurs remplacer le facteur tµ j−µi
par h(µ j−µi).
Pour une description commode, il est utile de remplacer les groupes unipotents St1q et
G1q,p,u par leurs algèbres de Lie
st1q := Lie(St
1
q) et Cτ := Lie(G
1
q,p,u).
L’algèbre de Lie st1q est pronilpotente. On vérifie que le générateur τ est envoyé par
Lie(ρA0) sur
logA1,u . . . . . . . . . . . .
. . . . . . . . . 0 . . .
0 . . . . . . . . . . . .
. . . 0 . . . . . . . . .
0 . . . 0 . . . logAk,u
 ∈ glr1,...,rk(C) :=
⊕
glri(C) = Lie(GLr1,...,rk(C)) .
Il sera également utile de regrouper17 les parties unipotentes et d’introduire
S˜t
1
q :=St
1
q×G1q,p,u, d’où s˜t1q := Lie(S˜t
1
q) = st
1
q⊕Cτ et G1q = S˜t
1
qnG1q,p,s.
16Dans [14] on décrit plutôt l’action à gauche g∆g−1, ce qui naturellement ne change rien. Cependant,
il y figure une erreur d’interprétation du calcul (bas p. 182) qui aboutit (haut p. 183) à une confusion entre
l’action associée aux exposants et celle associée aux pentes. Plusieurs formules erronnées de [14], qui
par chance n’entraînent d’ailleurs aucune remise en cause des conclusions, seront ici rectifiées, d’où par
endroits de légères discordances ; voir en particulier plus loin le lemme 5 de 4.1.4.
17Cela revient à considérer les q-logarithmes (sur lesquels agit G1q,p,u) comme le « degré 0 » de l’échelle
des opérateurs de Stokes (sur lesquels agit St1q).
30
Le produit direct St1q×G1q,p,u est justifié par le fait que St1q et G1q,p,u commutent. Dans
l’algèbre de Lie pronilpotente s˜t1q, le crochet est caractérisé celui de st
1
q et par la relation :
[st1q,Cτ] = 0.
On voit alors que Lie(ρA) envoie Cτ dans glr1,...,rk(C) (et même dans la sous-algèbre
des matrices dont les blocs diagonaux sont triangulaires supérieurs stricts) et s˜t1q dans
Lie(GA0(C)) (matrices triangulaire supérieures par blocs dont les blocs diagonaux sont
nuls). L’action adjointe de glr1,...,rk(C) sur ces algèbres est l’action de conjugaison sur
gln(C), sous laquelle elles sont en effet stables.
Une fois ces définitions posées, on reprend l’idée de Jean-Pierre Ramis dans sa dé-
finition du groupe de monodromie sauvage : celui-ci est vu comme un objet hybride
s˜t
1
qnG1q,p,s « codant » le groupe qui nous intéresse :
G1q = S˜t
1
qnG1q,p,s = exp(s˜t
1
q)nG1q,p,s.
Ce sont les représentations de s˜t1qnG1q,p,s que l’on veut décrire, autrement dit, les couples
formés d’une représentation de s˜t1q dans gln(C) et d’une représentation de G1q,p,s dans
GLn(C), soumis à une contrainte de compatibilité avec l’action adjointe de GLn(C) sur
gln(C).
Tout cela ne serait « que » de la théorie de Galois algébrique, mais on souhaite de
plus, afin d’obtenir une correspondance de Riemann-Hilbert, décrire explicitement une
sous-algèbre de Lie L1q de s˜t
1
q de manière à ce que les représentations ci-dessus soient en
bijection avec celles de L1qnG1q,p,s. La nuance est que s˜t
1
q est proalgébrique et ses repré-
sentations rationnelles ; alors que L1q est discrète, décrite par générateurs et relations, et
ses représentations sont arbitraires. On trouve en fait [14] que L1q est libre graduée, ses
représentations admettent donc un codage combinatoire comme on l’espère pour une cor-
respondance de Riemann-Hilbert.
L’action par conjugaison du groupe semi-simple G1q,p,s = E∨q ×Z∨ sur s˜t1q donne lieu
à une décomposition de Fourier :
s˜t
1
q =
⊕
δ∈Z
β∈Eq
s˜t
(δ,β)
q ,
où l’action de (γ,h) ∈ E∨q ×Z∨ sur le facteur s˜t(δ,β)q est l’homothétie de rapport γ(β)h(δ)
(rappelons que si β = c, c ∈ C∗, on identifie γ(β) = γ(c)). En fait, à cause de la filtration
par les pentes et de la définition de s˜t1q à partir de st
1
q, on voit que s˜t
(δ,β)
q = 0 pour δ < 0
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ainsi que pour δ = 0 et β 6= 1 ; et que s˜t(0,1)q = Cτ. Les composantes18 ∆(δ,β)α ∈ s˜t(δ,β)q de
∆α ∈ s˜t1q seront précisées ci-dessous.
4.1.3 Le groupe de Stokes et son algèbre de Lie
Suivant [21, 14], on va maintenant construire suffisamment d’éléments explicites de st1q
qui, avec τ, engendreront L1q. On les obtiendra à partir d’éléments de St1q, considéré
comme automorphismes d’un certain foncteur fibre sur E 1q . Comme le groupe tannakien
n’est pas commutatif, le choix préalable d’un tel foncteur fibre (qui s’apparente au choix
d’un point-base) est nécessaire. On choisit donc z0 ∈ C∗ arbitraire et l’on identifie G1q au
groupe des automorphismes de ω := ωˆ◦gr qui a été défini au numéro 2.3.2 et dépend de
manière inessentielle de z0. Des précautions liées au choix du point base seront néces-
saires à partir du 4.2, on les discutera à ce moment là.
Soit A un objet de E 1q , sous la forme (7) et soit A0 := grA, qui est donc de la forme (6).
Notant G1q(A) l’image de ρA on a, avec les notations évidentes :
G1q(A) =St
1
q(A)nG1q,p(A) = S˜t
1
q(A)nG1q,p,s(A) = s˜t
1
q(A)nG1q,p,s(A),
cette dernière égalité ayant le sens indirect expliqué précédemment en 4.1.2.
On va maintenant construire des éléments de St1q(A) et de st
1
q(A). Pour cela, com-
mençant par le groupe St1q(A), on reprend les notations de 3.1. Les Fα,α′ , α,α′ ∈Eq \ΣA0 ,
construits en 3.1 (cf. le théorème 2 et son corollaire 3) sont des automorphismes méro-
morphes de A0.
Proposition 8. Si z0 n’est pas un pôle de Fα,α′ , alors Fα,α′(z0) ∈St1q(A).
On peut démontrer [21, 14] que ces éléments, avec leurs conjugués par le groupe
formel, engendrent topologiquement St1q(A) ; mais le recours à l’algèbre de Lie sera plus
fructueux.
4.1.4 q-dérivées étrangères
En vue de « remplir » l’algèbre de Lie st1q(A), on fixe maintenant α0 ∈ Eq \ ΣA0 ; les
résultats des calculs qui vont suivre seront en fin de compte indépendants de ce choix.
Corollaire 4. Pour tout α ∈ Eq \ΣA0 ,
logFα0,α(z0) ∈ st1q(A).
18Elles étaient notées ∆(δ,c)α dans [14].
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On a donc une application méromorphe α 7→ logFα0,α(z0) de Eq dans st1q(A) (la mé-
romorphie se vérifie par calcul direct, voir 4.2.2). Soit maintenant α ∈ Eq quelconque
et notons ∆α(A) le résidu en α de l’application ci-dessus ; nous précisons un peu plus
loin (fin de ce numéro) le mode de calcul de ce résidu. Bien entendu, ∆α(A) s’annule si
α 6∈ ΣA0 .
Corollaire 5. ∆α(A) := Resα logFα0,α(z0) ∈ st1q(A).
Ce résultat peut être renforcé : on vérifie que A;∆α(A) est fonctoriel et⊗-compatible
(au sens des éléments « Lie-like »).
Proposition 9. Il existe ∆α ∈ st1q dont les réalisations sont les ∆α(A).
Notons que dans cette assertion les restrictions sur z0 et les α n’interviennent plus. La
dernière opération consiste à décomposer ∆α selon l’action de G1q,p,s = E∨q ×C∗ ; nous le
faisons en deux temps :
∆α = ∑
δ∈Z
∆(δ)α = ∑
δ≥1
∆(δ)α , puis : ∆
(δ)
α = ∑
β∈Eq
∆(δ,β)α , d’où enfin : ∆α = ∑
δ≥1
β∈Eq
∆(δ,β)α ;
la restriction à δ≥ 1 est conséquence de la filtration par les pentes. Dans cette décompo-
sition, avec les conventions habituelles sur A = AU :
∀δ≥ 1 , ∆(δ)α ∈ s˜t(δ)q et ∆(δ)α (A)∈ g(δ)A0 (C) puis : ∀δ≥ 1 , ∀β∈Eq , ∆
(δ,β)
α ∈ s˜t(δ,β)q ⊂ s˜t(δ)q .
Pour comprendre ce que sont les composantes ∆(δ,β)α , il est commode de supposer que
chacun des blocs zµiAi est lui-même décomposé selon ses espaces caractéristiques, i.e.
que Ai = Diag(Ai,1, . . . ,Ai,`i), chaque Ai,i′ ayant une seule valeur propre ci,i′ . D’après les
formules (16), on voit que le bloc ((i, i′),( j, j′)) de ∆α est multiplié par tµ j−µiγ(c j, j′/ci,i′).
Donc, si β= c, la composante ∆(δ,β)α est formée des blocs ((i, i′),( j, j′)) tels que µ j−µi = δ
et c j, j′/ci,i′ ≡ c (mod qZ), i.e. :
pi(c j, j′/ci,i′) = β.
Par ailleurs, les calculs explicites de résidus (qui seront rappelés en 4.2.2) montrent
que les dénominateurs qui sont à l’origine des pôles de la fonction méromorphe c 7→
logFc0,c(z0) sont de la forme q
mci,i′cµi−c j, j′cµ j , m∈Z. Les pôles α= c éventuels vérifient
donc nécessairement ci,i′cµi ≡ c j, j′cµ j (mod qZ), autrement dit :
pi(ci,i′/c j, j′) = αδ.
On en déduit19 :
19C’est essentiellement dans cette condition que l’on a dû rectifier les formules erronées de [14], en
changeant β= c en β−1.
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Lemme 5. Si αδ 6= β−1, alors ∆(δ,β)α = 0.
Pour chaque couple (δ,β)∈N∗×Eq, on a donc produit δ2 éléments non triviaux ∆(δ,β)α
de s˜t(δ,β)q : ceux tels que αδ = β−1
Théorème 5. (i) Les ∆(δ,β)α telles que αδ = β−1 engendrent avec τ une sous-algèbre L1q de
s˜t
1
q, graduée par le monoïde (N∗×Eq)∪{0} et telle que la catégorie des représentations
de L1qnG1q,p,s soit équivalente à E 1q .
(ii) Pour tout (δ,β) ∈ N∗×Eq, on peut choisir δ parmi les δ2 racines δes de β−1 dans Eq,
soient αi ∈ Eq, i = 1, . . . ,δ, de telle sorte que τ et les ∆(δ,β)i := ∆(δ,β)αi , β ∈ Eq, i = 1, . . . ,δ,
forment une base de L1q.
C’est essentiellement cette réduction aux représentations d’une algèbre de Lie graduée
libre qui a permis la résolution du problème inverse dans [14].
Remarque 5. Nous ne disposions pas dans ce précédent travail d’un choix canonique
convenable des ∆(δ,β)i . Nous obtiendrons cependant ici (voir 4.2.4) un tel choix qui se
comporte de plus agréablement sous l’action du groupe formel ; mais malheureusement
seulement pour des valeurs génériques de q.
Calcul des résidus. Soit f (c) une fonction analytique dans un voisinage épointé de
c0 ∈ C. Nous noterons resc=c0 f (c), ou, s’il n’y a pas de risque de confusion, resc0 f le
résidu en c0 de f , c’est à dire, en termes plus intrinsèques, de la forme différentielle d f .
Soit maintenant f une fonction méromorphe q-invariante sur C∗, que l’on peut donc
identifier à une fonction méromorphe sur Eq. Notons e(x) := e2ipix et Λτ := Z+Zτ (on
rappelle que q = e(τ)). Du diagramme :
C e //

C∗

C/Λτ ∼ // C∗/qZ
on déduit que l’uniformisante canonique sur Eq est dx=
1
2ipi
dc
c
· Le facteur 1
2ipi
ne semble
(pour le moment) pas avoir d’importance dans notre affaire et nous poserons donc, si α= c
et α0 = c0
Resα=α0 f (z) =
1
c0
resc=c0 f (c).
On peut vérifier par calcul direct qu’en effet, f étant q-invariante, cette expression ne
dépend que de α0 = c0 (ce qui ne serait pas le cas avec res). S’il n’y a pas de risque de
confusion, on notera plus simplement Resα0 f .
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4.2 Calculs explicites de q-dérivées étrangères
Le calcul des ∆α(A), ∆
(δ)
α (A) et ∆
(δ,β)
α (A) par application directe de la définition comporte
plusieurs étapes non linéaires : équations définissant Fc ; produits F−1c Fd ; prises de lo-
garithme. Pourtant, nous allons voir que le calcul du résultat peut être rendu totalement
linéaire. En fait, il se ramène au cas des matrices à deux pentes extraites de A.
Comme indiqué au 4.1.3, le choix du point-base rend indispensable certaines précau-
tions. À partir du 4.2.2, il apparaît des expressions qui n’ont de sens que si des facteurs de
la forme θq,c(z0) sont non nuls. Ceci ne peut être garanti que si les exposants des matrices
manipulées n’appartiennent pas à [−z0;q]. Comme on travaille par principe dans une ca-
tégorie tannakienne, les exposants doivent pouvoir être multipliés. On est donc conduit à
poser les conventions suivantes :
1. Pour z0 donné, on choisit un sous-groupe G de Eq qui ne contient pas −z0.
2. Les formules explicites énoncées sont données pour la sous-catégorie de Eq(G)
formée des objets dont tous les exposants (i.e. leurs classes) sont dans G.
3. Les constructions galoisiennes peuvent être recollées quand on fait varier z0 et G à
l’aide des identifications mentionnées en 2.1.2 et en 2.3.2.
4. La catégorie Eq est la limite inductive de toutes les catégories Eq(G).
Nous choisissons, comme nous l’avons fait dans [14], de ne pas mentionner explicitement
ces restrictions20, afin de ne pas alourdir les notations.
Cependant, le théorème 8 à la fin de 4.4.5 et le théorème 9 au 4.6 sont des énoncés qui
ne comportent pas des expressions dépendant du point-base et ils sont donc valides sans
restriction pour la catégorie E rq .
4.2.1 Linéarisation
Dans ce qui suit, on fixe A0 et on prend A=AU . Pour tout δ∈N∗, on notera A≤δ la matrice
obtenue en remplaçant par 0 tous les Ui, j tels que µ j− µi > δ ; de même, on notera A(δ)
la matrice obtenue en remplaçant par 0 tous les Ui, j tels que µ j−µi 6= δ (« matrice à une
couche »). Avec ces notations, AU ≡δ AV ⇔ A≤δU = A≤δV (la relation ≡δ a été définie par
l’équation (15), paragraphe « Filtration q-Gevrey » de 3.1.3).
20C’est d’ailleurs l’usage quand il s’agit de correspondance de Riemann-Hilbert pour les équations dif-
férentielles : une fois choisi un point base pour le groupe fondamental, il n’est pas vrai que toute équation
à laquelle s’applique la théorie soit définie en ce point. Le petit exorcisme qui consiste à changer de point
base selon les nécessités est implicite.
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On a établi plus haut la décomposition ∆α(A) = ∑
δ≥1
∆(δ)α (A) ∈ gA0(C), dans laquelle
∆(δ)α (A) ∈ g(δ)A0 (C), i.e. cette matrice n’admet d’autre couche nulle que celle de niveau
µ j− µi = δ. Nous noterons ∆(i, j)α (A) ∈ g(i, j)A0 (C) le bloc (i, j). Mais il y a une différence
importante : ∆(δ)α est un élément de st bien défini tandis que ∆
(i, j)
α (B) n’a de sens que pour
certains objets (ceux de la forme B = AU ).
36
Proposition 10. On a ∆(δ)α (A) = ∆
(δ)
α (A(δ)).
Démonstration. Soit c ∈ Eq \ΣA0 une direction de sommation autorisée. Pour tout δ≥ 1,
notons Fδc l’unique élément de GA0[c] tel que F
δ
c [A0] = A
≤δ (théorème 2 et lemme 1). On
voit aussi (même lemme) que Fδc =G
δ
cF
δ−1
c , où G
δ
c est l’unique élément de GA0[c] tel que
Gδc[A
≤δ−1] = A≤δ :
A≤δ−1
Gδc // A≤δ
A0
Fδ−1c
bb
Fδc
==
On a A≤δ−1 ≡δ−1 A≤δ, d’où, d’après le lemme 2, Gδc ∈G≥δA0 . On peut donc écrire :
Gδc = In+Nc+N
′
c,
où Nc ∈ g(δ)A0 (une seule couche non nulle, au niveau δ) et N′c ∈ g>δA0 (seulement des couches
de niveaux > δ). De plus, d’après le lemme 2, les blocs Ni, j qui constituent Nc sont les
(uniques) solutions de l’équation
(σqNi, j)(zµ jA j)− (zµiAi)Ni, j =Ui, j
telles que divEq(Ni, j)≥−(µ j−µi)[c].
Le même argument appliqué à une autre direction autorisée d fait apparaitre des égalités
analogues Fδ
d
= Gδ
d
Fδ−1
d
et Gδ
d
= In+Nd +N
′
d
.
La fin du calcul utilise les propriétés de la filtration, essentiellement le fait que :
g≥δA0 (C)gA0
≥δ′(C)⊂ gA0≥δ+δ
′
(C).
On a donc :
Fδc,d = (F
δ
c )
−1Fδd = (F
δ−1
c )
−1(In+Nc+N′c)
−1(In+Nd +N
′
d)(F
δ−1
d
)
= (Fδ−1c )
−1(Fδ−1
d
)+Nd−Nc+N′, N′ ∈ g>δA0 (C).
Écrivant temporairement Fδ
c,d
= In+X et Fδ−1c,d = In+Y , on a donc X ,Y ∈ gA0≥1(C) et :
X = Y +Nd−Nc+N′.
Comme X et Y sont nilpotents et concentrés aux niveaux≥ 1, on tire des formules log(In+
X) = X−X2/2+ · · · et log(In+Y ) = Y −Y 2/2+ · · · l’égalité :
logFδc,d = logF
δ−1
c,d
+Nd−Nc+N′′, N′′ ∈ g>δA0 (C).
En appliquant cette égalité en z = z0 avec c fixé et d variant, puis en prenant le résidu en
d = α, on obtient la formule :
∆α(A≤δ) = ∆α(A≤δ−1)+Resd=αNd(a)
= ∆α(A≤δ−1)+∆
(δ)
α (A(δ))
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d’après la caractérisation ci-dessus de N. Le calcul successif des ∆α(A≤δ) pour δ= 1, . . .
consiste donc à ajouter couche par couche les ∆(δ)α (A(δ)), d’où la conclusion.
Du calcul ci-dessus découle la formule plus précise (par blocs) :
Corollaire 6. Soit A(i, j) :=
(
zµiAi Ui, j
0r j×ri zµ jA j
)
. Alors ∆(i, j)α (A) = ∆
(i, j)
α (A(i, j)).
Un autre outil de dévissage. Nous mentionnons ici, pour usage ultérieur, un autre
lemme utile.
Lemme 6. Soit A :=
(
zµ1A1 U
0 zµ2A2
)
, et supposons que A1,A2 admettent des décompo-
sitions diagonales par blocs Ai = Diag(Ai,1,Ai,2), i = 1,2. Soit U :=
(
U1,1 U1,2
U2,1 U2,2
)
la
décomposition par blocs correspondante. Alors :
∆α(A)=
(
0 N
0 0
)
, où N :=
(
N1,1 N1,2
N2,1 N2,2
)
, avec
(
0 Ni, j
0 0
)
:=∆α
(
zµ1A1,i Ui, j
0 zµ2A2, j
)
.
Démonstration. L’isomorphisme méromorphe F : A0→A est de la forme F =
(
Ir1 f
0 Ir2
)
,
où f =
(
f1,1 f1,2
f2,1 f2,2
)
, chaque fi, j étant calculé comme le bloc surdiagonal de l’isomor-
phisme méromorphe
(
Ir1,i f
0 Ir2, j
)
de
(
zµ1A1,i 0
0 zµ2A2, j
)
dans
(
zµ1A1,i Ui, j
0 zµ2A2, j
)
: en ef-
fet, l’équation fonctionnelle (σq f )(zµ2A2)−(zµ1A1) f =U équivaut au système des quatre
équations (σq fi, j)(zµ2A2, j)− (zµ1A1,i) fi, j =Ui, j. On a donc quatre calculs indépendants,
suivis de l’évaluation en z0 et de la prise de résidu.
Rappels de théorie spectrale. Soient E un C-espace vectoriel de dimension finie et φ∈
L(E). Notons E =
⊕
λ∈Sp φ
Eλ la décomposition en espaces caractéristiques et (Πλ)λ∈Sp φ
la famille des projecteurs associés. Par convention Eλ et Πλ sont triviaux si λ 6∈ Sp φ.
Soit f (z) := (zIdE−φ)−1 la résolvante : f est méromorphe sur C à valeurs dans L(E),
ses pôles sont les éléments de Sp φ et :
resz=λ f (z) =Πλ.
Soient maintenant P ∈GLr(C) et Q ∈GLs(C), que l’on suppose diagonaux par blocs
associés à leurs espaces caractéristiques : P = Diag(P1, . . . ,Pk), Pi ∈ GLri(C) (donc r =
r1 + · · ·+ rk), Sp Pi = {λi}, les λi deux à deux distincts ; et Q = Diag(Q1, . . . ,Ql), Q j ∈
GLs j(C) (donc s = s1+ · · ·+ sl), Sp Q j = {µ j}, les µ j deux à deux distincts.
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Notons ΦP,Q l’endomorphisme de E := Matr,s(C) défini par ΦP,Q(X) = PXQ−1. On
décompose X en blocs Xi, j ∈Matri,s j(C) et de même E =
⊕
1≤i≤k
1≤ j≤l
Ei, j. Alors le spectre de
ΦP,Q est l’ensemble des λi/µ j et les espaces caractéristiques sont les
Eλ :=
⊕
λi/µ j=λ
Ei, j.
Si l’on convient d’identifier Matri,s j(C) au sous-espace Ei, j de E, alors la matrice Πλ(X),
qui s’obtient en remplaçant par 0 tous les blocs Xi, j tels que λi/µ j 6= λ, peut être identifiée
à ∑
λi/µ j=λ
Xi, j.
4.2.2 Calcul à deux pentes
On prendra :
A =
(
zµ1A1 zµ1UA2
0 zµ2A2
)
,
avec Ai ∈ GLri(C), i = 1,2, µ1,µ2 ∈ Z, µ1 < µ2 et U ∈Matr1,r2(C({z})). La forme par-
ticulière du terme non diagonal zµ1UA2 est destinée à simplifier les formules. On pose
δ := µ2−µ1 ∈ N∗ et bien entendu A0 :=
(
zµ1A1 0
0 zµ2A2
)
.
Rappelons, de la section 1.4 de notations, la fonction theta d’usage courant θq et les
fonctions θq,c. On introduit :
V (c,z) := θδq,cU(z), que l’on développe en série de Laurent : V (c,z) = ∑
m∈Z
Vm(c)zm.
La formule suivante se déduit directement de l’égalité V (qc,z) = (qc/z)δV (c,z) qui est
elle-même conséquence de l’égalité θq,qc(z) = (qc/z)θq,c(z) :
(17) Vm−δ(qc) = (qc)δVm(c).
Proposition 11. Soit c ∈ C∗ tel que c ∈ Eq \ ΣA0 . Alors l’unique isomorphisme méro-
morphe Fc : A0→ A tel que Fc ∈ GA0[c] (théorème 2; voir le lemme 1 pour la notation)
est de la forme :
Fc =
(
Ir1 fc
0 Ir2
)
, où : fc :=
1
θδq,c
∑
m∈Z
(qmcδId−ΦA1,A2)−1(Vm).
La condition « c est une direction de sommation autorisée » est précisément celle qui
garantit l’inversibilité des endomorphismes qmcδId−ΦA1,A2 . Le facteur de tête
1
θδq,c
est
celui qui produit les pôles sur [−c;q]. À l’aide de la relation (17), on peut vérifier (bien
que cela ne soit en principe pas nécessaire en vertu du théorème 2) que l’expression ci-
dessus ne change pas quand on remplace c par qc.
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Démonstration. On a un diagramme commutatif de transformations de jauge méromorphes
sur C∗ : (
cµ1A1 0
0 cµ2A2
)
Θ //
Gc

(
zµ1A1 0
0 zµ2A2
)
Fc
(
cµ1A1 cµ1VA2
0 cµ2A2
)
Θ
//
(
zµ1A1 zµ1UA2
0 zµ2A2
)
Les flèches horizontales proviennent de la même matrice Θ :=
(
θµ1q,c Ir1 0
0 θµ2q,c Ir2
)
. Pour
que la transformation horizontale basse soit justifiée, il faut et il suffit que zµ1UA2 =
σq(θ
µ1
q,c)
θµ2q,c
cµ1VA2, ce qui revient à la définition de V donnée plus haut.
La commutativité signifie que Gc = Θ−1FcΘ, i.e. Gc =
(
Ir1 gc
0 Ir2
)
, où gc = θδq,c fc.
La flèche verticale droite est celle qui définit Fc ; elle sera justifiée si la flèche verticale
gauche l’est.
Cette dernière équivaut à la relation :
(σqGc)
(
cµ1A1 0
0 cµ2A2
)
=
(
cµ1A1 cµ1VA2
0 cµ2A2
)
Gc,
qui elle-même se traduit par :
(σqgc)(cµ2A2) = (cµ1A1)gc+ cµ1VA2,
soit encore :
cδσqgc−ΦA1,A2(gc) =V.
La condition de polarité sur fc équivaut à l’absence de pôles de gc sur C∗. On développe
donc cette fonction a priori inconnue en série de Laurent : gc = ∑
m∈Z
gmzm et l’on aboutit
au système :
∀m ∈ Z , cδqmgm−ΦA1,A2(gm) =Vm.
L’assertion voulue s’ensuit.
Application. On prend A1 et A2 diagonales par blocs correspondant à leurs espaces
caractéristiques : A1 = Diag(A1,1, . . . ,A1,k) ∈ GLr(C), A1,i ∈ GLri(C), Sp A1,i = {λ1,i},
les λ1,i deux à deux distincts pour i= 1, . . . ,k ; et similairement A2 =Diag(A2,1, . . . ,A2,l)∈
GLs(C), A2, j ∈GLs j(C), Sp A2, j = {λ2, j}, les λ2, j deux à deux distincts pour j = 1, . . . , l.
On décompose toute matrice X ∈Matr,s(C) en blocs Xi, j ∈Matri,s j(C) pour i = 1, . . . ,k,
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j= 1, . . . , l. Pour tout d ∈C∗, selon les notations du dernier paragraphe de 4.2.1 (« Rappels
de théorie spectrale ») :
Πd(X) = ∑
λ1,i/λ2, j=d
Xi, j (qui peut être nul).
Pour tout d ∈ C∗, on code comme suit21 les racines δes de d ∈ Eq : pour tout m =
0, . . . ,δ− 1, on note cl,m, l = 0, . . . ,δ− 1, les racines δes de q−md dans C∗ ; les racines
δes de d sont donc les cl,m.
Pour c au voisinage d’un cl,m donné, posant φ(c) := fc(z0), on écrit (voir les notations
du paragraphe « Calcul des résidus » à la fin du numéro 4.1.3) :
φ(c) =
zl0
θq(z0/c)δ
× 1
cδql−d ×Πd(Vl(c))+ · · ·
=
(z0/q)l
θq(z0/cl,m)δ
× 1
cδ− cδl,m
×Πd(Vl(cl,m))+ · · · ,
=
(z0/q)l
θq(z0/cl,m)δ
× 1
δcδ−1l,m
× 1
c− cl,m ×Πd(Vl(cl,m))+ · · · ,
=
(z0/q)l
θq(z0/cl,m)δ
× cl,m× 1δd ×
1
c− cl,m ×Πd(Vl(cl,m))+ · · · ,
d’où l’on tire, en posant αl,m := cl,m :
Resq,αl,mφ=
(z0/q)l
δdθq(z0/cl,m)δ
Πd(Vl(cl,m)).
Corollaire 7. Les « dérivées étrangères » non nulles ∆(δ,β)α (A) associées à A sont préci-
sément les :
∆(δ,d
−1)
αl,m (A) =
(
0r Resq,αl,mφ
0s,r 0s
)
calculées ci-dessus.
Un exemple. Nous détaillons le cas r = 2 car les équations d’ordre 2 sont celles qui
servent le plus dans les applications (fonctions q-spéciales). De plus, génériquement, tous
les calculs peuvent s’y ramener. On prendra ici :
A :=
(
azk u
0 bzl
)
,u ∈ O(C∗).
On notera δ := l−k, d := a/b et β := d−1. On est donc en train de calculer des q-dérivées
étrangères ∆(δ,β)α .
21Rappelons que d’après les formules rectifiées de 4.1.4 (voir en particulier le lemme 5), c’est β :=
pi(λ2, j/λ1,i) qui apparaitra dans la q-dérivée étrangère ∆
(δ,β)
α que nous sommes en train de calculer.
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Proposition 12. (i) L’ensemble ΣA0 est formé des δ2 racines δes de d dans Eq. Plus pré-
cisément, si pour tout m = 0, . . . ,δ−1, les cl,m, l = 0, . . . ,δ−1, sont les δ racines δes de
q−md dans C∗, on a :
ΣA0 = {cl,m | l,m = 0, . . . ,δ−1}.
(ii) Soient fm(c) :=
zm0 vm(c)
bθq(z0/c)δ
, où l’on a développé uz−kθδq,c = ∑
m∈Z
vm(c)zm, et notons
αl,m := cl,m et β := d−1. Alors :
∆(δ,β)αl,m (A) =
(
0 fm(cl,m)δd
0 0
)
.
Tous les autres ∆(δ
′,β′)
α′ (A) sont nuls.
Démonstration. L’assertion (i) est évidente. Notons, pour c ∈ Eq \ΣA0 , Fc =
(
1 fc
0 1
)
.
D’après le calcul général :
fc(z) =
1
θδq,c
∑
m∈Z
vm(c)
qmcδ−a/b =⇒ φ(c) = ∑m∈Z
fm(c)
qmcδ−d ,
où l’on a introduit l’évaluation φ(c) := fc(z0) au point base. D’après le calcul géné-
ral, qu’il est facile de vérifier directement, vm−δ(qc) = (qc)δvm(c), fm−δ(qc) = fm(c) et
φ(qc) = φ(c) comme il se doit.
Les δ2 pôles de φ sur Eq sont les cl,m ; au voisinage de c = cl,m, on a :
φ(c) =
fm(c)
qm(cδ− cδl,m)
+ · · ·= fm(cl,m)
qm(c− cl,m)δcδ−1l,m
+ · · ·= cl,m
c− cl,m
fm(cl,m)
qmδq−md
+ · · · ,
d’où l’on tire enfin
Resq,cl,mφ(c) =
fm(cl,m)
δd
·
Cela justifie la formule de l’énoncé. La nullité des autres ∆(δ
′,β′)
α′ (A) vient de même.
4.2.3 Effet d’une dilatation de la variable z
Nous aurons besoin au 4.2.4 puis à nouveau au 4.5.4 de la conséquence suivante :
Corollaire 8. Outre les notations que ci-dessus, soient λ ∈ C∗ et A′(z) := A(λz).
(i) Notant c′l,m := λ
−1cl,m, on a :
ΣA′0 = {c′l,m | l,m = 0, . . . ,δ−1}= λΣA0 .
(ii) Soient α′l,m := c
′
l,m, d
′ := λ−δd et β′ := d′−1 = λ
δ
β. Alors :
∆(δ,β
′)
α′l,m
(A′) =
(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
λm∆(δ,β)αl,m (A).
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Démonstration. Les pentes de A′ sont les mêmes que celles de A, d’où même niveau q-
Gevrey δ′ = δ. On a avec des notations évidentes a′ = λka, b′ = λlb et a′/b′ = λ−δa/b =
λ−δd = d′ ; on peut donc prendre c′l,m := λ
−1cl,m, d’où l’assertion (i).
De plus, u′(z) = u(λz) et A′0(z) = A0(λz). En particulier, du développement u=∑upz
p on
déduit u′ = ∑u′pzp avec u′p = λpup.
Notons θδq(z) = ∑
n∈Z
t(δ)n zn, d’où :
uz−kθq,cδ =∑
n,p
upzpz−kt
(δ)
n znc−n =⇒ vm(c) = ∑
n+p−k=m
upt
(δ)
n c−n = ∑
n+p=m
upt
(δ)
n+kc
−(n+k).
On en déduit, si c′ = λ−1c :
v′m(c
′) = v′m(λ
−1c) = ∑
n+p=m
u′pt
(δ)
n+k(λ
−1c)−(n+k) = λn+kvm(c).
Le coefficient surdiagonal N′ de ∆(δ,β
′)
α′l,m
(A′) est donc, d’après la proposition :
N′ =
zm0 v
′
m(c
′
l,m)
δa′
(
θq(z0/c′l,m)
)δ =
(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
λmN,
où N désigne le coefficient surdiagonal de ∆(δ,β)αl,m (A). Comme ∆
(δ,β)
αl,m (A) =
(
0 N
0 0
)
et
∆(δ,β
′)
α′l,m
(A′) =
(
0 N′
0 0
)
, la conclusion s’ensuit.
Remarquons pour usage ultérieur que, si φ∈Homgr(C∗,C∗) est tel que φ(q) = λ, alors
λm = φ(d/cδl,m).
4.2.4 Une base canonique conditionnelle de s˜t1q
Préliminaires. Fixons δ∈N∗ et β∈Eq. D’après [14, §3.3], l’espace vectoriel
(
s˜t
1
q
[s˜t
1
q, s˜t
1
q]
)(δ,β)
est engendré par les δ2 classes des ∆(δ,β)α , α ∈ Eq, αδ = β. De plus, il est de dimension δ
car dual de l’espace K0,δ =C⊕Cz⊕·· ·⊕Czδ−1. On peut réaliser l’accouplement comme
suit ; soient a,b ∈ C∗ tels que pi(b/a) = β et k, l ∈ Z tels que l − k = δ, aucune autre
condition n’étant posée. Alors la formule :
〈∆,u〉 := ∆(δ,β)α (Au), Au :=
(
azk u
0 bzl
)
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réalise cette dualité. On supposera désormais que k = 0 et b = 1 :
Au :=
(
a u
0 zδ
)
.
Si pour tous δ ∈N∗ et β ∈ Eq on choisit δ éléments ∆(δ,β)i , i= 0, . . . ,δ−1 parmi les δ2
éléments ∆(δ,β)α de telle sorte que leurs classes forment une base de
(
s˜t
1
q
[s˜t
1
q, s˜t
1
q]
)(δ,β)
, et si
l’on adjoint à la famille de tous les ∆(δ,β)i (δ, β et i variant comme indiqué) le générateur
τ de s˜t(0,1)q , on obtient comme énoncé dans le théorème 5 une base d’une algèbre de Lie
graduée L1q dont le rôle est crucial dans la correspondance de Riemann-Hilbert-Birkhoff
(on l’a vu en 4.1.4, on le verra à nouveau en 4.5). Pour réaliser un tel choix, il suffit (par
la dualité énoncée plus haut) que les δ formes linéaires u 7→ 〈∆(δ,β)i ,u〉 sur K0,δ soient
linéairement indépendantes.
Relations entre les δ2 q-dérivées étrangères ∆(δ,β)α . On fixe donc a ∈ C∗ et δ ∈ N∗.
Notons u j := z j les éléments de la base canonique de K0,δ et :
A j := Au j =
(
a z j
0 zδ
)
, j = 0, . . . ,δ−1.
Avec les notations de 4.2.2, on a donc d = a. On choisit pour c une détermination parti-
clulière de la racine δe de a (un tel choix sera précisé juste avant le théorème 6). On pose
alors, en cohérence avec 4.2.3 :
β := d−1, cl,m := ζ−lδ q
−m
δ c et αl,m := cl,m.
Enfin, pour simplifier l’application des formules du 4.2.3 (en particulier du corollaire 8),
on pose :
ψl,m(u) :=
(
θq(z0/cl,m)
)δ∆(δ,β)αl,m (Au).
Nous voulons trouver δ parmi les formes linéaires ψl,m, l,m = 0, . . . ,δ− 1 sur K0,δ qui
soient indépendantes. Pour cela, nous appliquerons aux ψl,m(u j) le corollaire 8 pour des
valeurs bien choisies de λ. On aura donc :
A′u := Au(λz) =
(
a u′
0 λδzδ
)
et en particulier : A′j := A j(λz) =
(
a λ jz j
0 λδzδ
)
.
Dilatation de facteur λ = ζδ. On a dans ce cas λδ = 1. Avec les notations de 4.2.3,
on voit que a′ = a, d′ = d, c′l,m = ζ
−1
δ cl,m = cl+1,m, si l’on convient de calculer l’indice l
modulo δ (ce qui est cohérent puisqu’il n’intervient que via le facteur ζ−lδ ), de sorte que
αδ,m = α0,m ; et donc β′ = β et α′l,m = αl+1,m. Le corollaire 8 donne ici :
∆(δ,β
′)
α′l,m
(A′j) =
(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
ζmδ ∆
(δ,β)
αl,m (A j).
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La linéarité en u′j = ζ
j
δu j de ∆(A
′
j) entraîne :
∆(δ,β
′)
α′l,m
(A′j) = ζ
j
δ ∆
(δ,β′)
α′l,m
(A j).
On a donc en combinant :
∆(δ,β)αl+1,m(A j) =
(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
ζm− jδ ∆
(δ,β)
αl,m (A j),
d’où, en chassant les dénominateurs :
(18) ψl+1,m(u j) = ζ
m− j
δ ψl,m(u j).
Dilatation de facteur λ= qδ. On a maintenant λδ = q, d’où :
A′j =
(
a q jδz
j
0 qzδ
)
,
d’où encore a′ = a mais d′ = d/q, donc β′ = β et :
c′l,m = q
−1
δ cl,m =
{
cl,m+1 si m < δ−1,
q−1cl,0 si m = δ−1,
et, dans tous les cas, α′l,m = αl,m+1 (où m est ici compté modulo δ).
D’après le corollaire 8 :
∆(δ,β)αl,m+1(A
′
j) =
(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
qmδ ∆
(δ,β)
αl,m (A j).
Dans le cas spécial où m = δ−1, c′l,δ−1 = q−1cl,0, le facteur theta s’écrit :(
θq(z0/cl,δ−1)
θq(z0/c′l,δ−1)
)δ
=
(
θq(z0/cl,δ−1)
θq(qz0/cl,0)
)δ
=(cl,0/z0)δ
(
θq(z0/cl,δ−1)
θq(z0/cl,0)
)δ
=(a/zδ0)
(
θq(z0/cl,δ−1)
θq(z0/cl,0)
)δ
.
On peut donc écrire pour abréger l’égalité valable pour m = 0, . . . ,δ−1 :(
θq(z0/cl,m)
θq(z0/c′l,m)
)δ
=
[
a
zδ0
]
m=δ−1
(
θq(z0/cl,m)
θq(z0/cl,m+1)
)δ
,
où le facteur
a
zδ0
entre crochets [−]m=δ−1 est par convention présent si m = δ−1 et absent
sinon et où m est compté modulo δ. Notre formule précédente devient donc :
θq(z0/cl,m+1)δ∆
(δ,β)
αl,m+1(A
′
j) =
[
a
zδ0
]
m=δ−1
qmδ ψl,m(u j).
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Pour élucider le facteur ∆(δ,β)αl,m+1(A
′
j), on élimine le facteur q de z
δ par une transformation
de jauge (vérifiable directement) :
A′′j :=
(
a q jδz
j+1
0 zδ
)
F−→
(
a q jδz
j
0 qzδ
)
= A′j, où F :=
(
1 0
0 z
)
,
d’où l’on tire, par fonctorialité et linéarité, si j < δ−1 :
∆(δ,β)αl,m+1(A
′
j)=F(z0)∆
(δ,β)
αl,m+1(A
′′
j )F(z0)
−1 = q jδF(z0)∆
(δ,β)
αl,m+1(A j+1)F(z0)
−1 =
q jδ
z0
∆(δ,β)αl,m+1(A j+1),
le calcul de la conjugaison par F(z0) étant justifié par la forme triangulaire supérieure
stricte de ∆(δ,β)αl,m+1(A j+1). On en déduit une première formule :
ψl,m+1(u j+1) =
[
a
zδ0
]
m=δ−1
z0q
m− j
δ ψl,m(u j).
Si maintenant j= δ−1, on ramène le zδ qui se trouve en position (1,2) de A′′j à un élément
de la base des u j par une transformation de jauge (vérifiable directement) :
A′′′δ−1 :=
(
a aqδ−1δ
0 zδ
)
G−→
(
a qδ−1δ z
δ
0 zδ
)
= A′′δ−1, où : G :=
(
1 qδ−1δ
0 1
)
,
d’où l’on tire, par fonctorialité et linéarité :
∆(δ,β)αl,m+1(A
′
δ−1) = (FG)(z0)∆
(δ,β)
αl,m+1(A
′′′
δ−1)(FG(z0))
−1 =
aqδ−1δ
z0
∆(δ,β)αl,m+1(A0),
d’où enfin :
ψl,m+1(u0) =
[
a
zδ0
]
m=δ−1
z0
a
qm−(δ−1)δ ψl,m(uδ−1).
On peut réunir les deux cas en une seule formule avec la convention analogue sur le
facteur entre crochets (et où l’on compte j et m modulo δ) :
(19) ψl,m+1(u j+1) =
[
a
zδ0
]
m=δ−1
[
1
a
]
j=δ−1
z0 q
m− j
δ ψl,m(u j).
Puissances de la fonction theta et « bonnes valeurs » de q. Rappelons que la fonction
theta θq, |q| > 1, a été définie par la formule θq(z) := ∑
m∈Z
q−m(m+1)/2zm, z ∈ C∗, et que
les coefficients t(δ)n , δ ∈ N∗, n ∈ Z, l’ont été (au 4.2.3) par le développement en série de
Laurent :
θδq(z) = ∑
n∈Z
t(δ)n zn.
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Ces séries étant absolument convergentes, on a la formule explicite :
t(δ)n = ∑
m1+···+mδ=n
q−(m1(m1+1)+···+mδ(mδ+1))/2,
qui entraîne que chaque t(δ)n est une fonction holomorphe de q sur l’ouvert connexe |q|> 1.
Comme q > 0⇒ t(δ)n (q)> 0, cette fonction est non triviale et l’ensemble de ses zéros est
discret donc dénombrable. En conséquence, l’ensemble de tous les zéros de toutes les
fonctions t(δ)n est dénombrable.
Il est évident que t(1)n (q) = q−n(n+1)/2 ne s’annule jamais ; c’est aussi vrai de t
(2)
n (q)
en vertu du calcul suivant :
t(2)n (q) = ∑
l+m=n
q−(l(l+1)+m(m+1))/2
= ∑
l+m=n
q−n(n+1)/2qlm
= q−n(n+1)/2∑
m
qm(n−m)
= q−n(n+1)/2∑
m
(q2)−m(m+1)/2(qn+1)m
= q−n(n+1)/2θq2(q
n+1),
qui ne peut s’annuler pour |q| > 1 en vertu de la formule du triple produit et de l’impos-
sibilité de la relation qn+1 =−qk, k ∈ Z.
Définition 2. On dira que q a une bonne valeur si :
∀δ ∈ N∗ , ∀n ∈ Z , t(δ)n (q) 6= 0.
C’est donc une propriété génériquement satisfaite (i.e. hors d’un ensemble au plus dé-
nombrable). Nous verrons que toute valeur de q n’est pas bonne.
Le calcul des tn(2) indiqué plus haut permet facilement d’obtenir la formule :
θ2q(z) = θq2(q)θq2(z
2)+θq2(1)θq2(qz
2)z−1 = θq2(q)θq2(z
2)+θq2(1)θq2(q
−1z2)z
Il est difficile de ne pas espérer qu’une telle formule admette des généralisations aux puis-
sances supérieures. Selon le Professeur Bruce Berndt, les puissances de fonctions theta
apparaissent dans le volume III des « Ramanujan Notebooks » [2] ; et en effet, il y donne
la preuve (Entry 29) d’une telle relation dont l’égalité ci-dessus est conséquence facile ;
et l’Entry 30 semble donner la clé d’un calcul de θ3q(z) et peut-être de θ4q(z), mais je n’ai
pas été capable de m’en assurer.
47
Changgui Zhang (communication personnelle) a développé un mode de calcul qui lui
permet d’établir itérativement de telles identités. Il m’a signalé avoir déduit d’une telle
identité que t(3)0 (q) s’annule au moins pour une valeur réelle négative de q. J’espère qu’il
publiera ses résultats et vais en donner une preuve toute différente, dont je crois qu’elle est
également susceptible de généralisation. On vérifie d’abord aisément le calcul suivant :
t(3)0 (q) = ∑
a,b,c∈Z
a+b+c=0
q−(a
2+a+b2+b+c2+c)/2
= ∑
a,b,c∈Z
a+b+c=0
qab+bc+ca
= ∑
a,b∈Z
q−(a
2+ab+b2)
= f (q−1),
où l’on a posé, pour |x|< 1,
f (x) := ∑
a,b∈Z
xa
2+ab+b2 = ∑
n≥0
r(n)xn.
Ici r(n) désigne le nombre de couples (a,b)∈Z×Z tels que a2+ab+b2 = n (le calcul est
entièrement justifié par le fait que cette forme quadratique est définie positive). L’entier :
R(n) := r(0)+ · · ·+ r(n) = card{(a,b) ∈ Z×Z | a2+ab+b2 ≤ n}
admet, lorsque n→+∞, l’équivalent Cn, où C est l’aire de l’ellipse x2+ xy+ y2 ≤ n, soit
2pi/
√
3. On en déduit par théorème abélien standard que, lorsque x→ 1− :
f (x)
1− x = ∑n≥0
R(n)xn ∼∑Cnxn =C x(1− x)2 =⇒ f (x)∼
C
1− x ·
D’autre part, l’exposant a2 + ab+ b2 est pair si, et seulement si a et b le sont. La partie
paire de la série f (x) est donc la sous-somme sur les tels couples, c’est-à-dire f (x4), et
l’on a donc f (−x) = 2 f (x4)− f (x). Ainsi, toujours pour x→ 1− :
f (x4)∼ C
1− x4 ∼
C
4(1− x) =⇒ f (−x)∼
−C
2(1− x) =⇒ limx→−1
x>−1
f (x) =−∞.
Comme f (0) = 1, la fonction s’annule au moins une fois sur ]−1,0[ et t(3)0 (q) s’annule
donc au moins une fois sur ]−1,−∞[.
Une base canonique conditionnelle. On opère désormais les choix suivants, en cohé-
rence avec 4.2.2 et 4.2.3 :
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1. On prend pour chaque β ∈ Eq le représentant d de β−1 tel que d−1 appartienne à la
la couronne fondamentale :
1≤ ∣∣d−1∣∣< |q| ;
2. pour δ∈N∗ donné, on appelle c l’unique racine δe de d dont un argument appartient
à ]−2pi/δ,0], puis on pose, pour l,m = 0, . . . ,δ−1 :
cl,m := ζ−lδ q
−m
δ c et αl,m := cl,m;
3. on note ∆(δ,β)l := ∆
(δ,β)
αl,0 pour l = 0, . . . ,δ−1.
On voit donc que le module de cl,m appartient à
]
|qδ|−m−1 , |qδ|−m
]
et son argument
à ]−2(l+1)pi/δ,−2lpi/δ] ; et aussi que ces conditions déterminent parfaitement les cl,m,
une fois δ ∈ N∗ et β ∈ Eq fixés.
Théorème 6. On suppose que q a une bonne valeur. Alors en adjoignant le générateur τ
de s˜t(0,1)q à la famille de tous les ∆
(δ,β)
l , δ ∈ N∗, β ∈ Eq, l = 0, . . . ,δ− 1, on obtient une
base d’une algèbre de Lie graduée L1q possédant les propriétés énoncées dans le théorème
5.
Démonstration. Combinant les notations de 4.2.4 à celles de la proposition 12 de 4.2.2,
on voit que, si u = u j (avec ici k = 0) :
∑vm(c)zm = uθδq,c =∑ t(δ)n zn+ j/cn,
d’où vm(c) = t
(δ)
m− j/c
m− j, qui est non nul puisque q a une bonne valeur, ce qui implique
que fm(c) 6= 0.
Il en découle qu’aucun ∆(δ,β)αl,m (A j) ne s’annule, donc aucun ψl,m(u j) non plus. On déduit
alors de la formule de transformation (18) l’égalité matricielle :(
ψi,0(u j)
)
0≤i, j≤δ−1 =
(
ζ−i jδ
)
0≤i, j≤δ−1
Diag
(
ψ0,0(u j)
)
0≤ j≤δ−1 .
Le premier facteur du membre droit est une matrice de Vandermonde inversible, le second
facteur une matrice diagonale inversible puisqu’aucun ψl,m(u j) ne s’annule. Le membre
gauche est donc inversible, ce qui permet de conclure.
4.3 Pentes arbitraires : vue d’ensemble
Soit Eq la catégorie de toutes les équations aux q-différences sur K, que nous identifions à
la catégorie des matrices en forme (3) (cf. 2.2.2) où chaque Bi ∈GLri(K) est pur de pente
µi et où chaque Ui, j ∈ Matri,r j(C[z,z−1]) ; de plus, selon van der Put et Reversat [23],
on peut supposer que Bi ∈ GLri(C[z,z−1]). La sous-catégorie Eq,p des purs sera donc
identifiée à la catégorie des matrices A0 := grAU , qui ont la forme (4) avec les mêmes
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conventions sur les Bi.
Les groupes tannakiens associés sont notés Gq et Gq,p. Le groupe de Stokes Stq est
le noyau du morphisme i∗ : Gq → Gq,p dual de l’inclusion i de Eq,p dans Eq ; comme
le foncteur gr de Eq dans Eq,p est une rétraction de l’inclusion (i.e. gr ◦ i est le foncteur
identité de Eq,p), le morphisme gr∗ : Gq,p → Gq est une section de i∗ (i.e. i∗ ◦ gr∗ est le
morphisme identité de Gq,p) et l’on retrouve la décomposition en produit semi-direct :
Gq =StqnGq,p.
On note stq := Lie(Stq). Bien que Gq,p ne soit plus un groupe abélien, nous verrons
en 4.4.4 que l’on a encore une décomposition de Gq,p en produit direct Gq,p,u×Gq,p,s,
où Gq,p,u = C, qui agit sur les q-logarithmes ; et l’on adjoint encore la « composante
logarithmique » Gq,p,u au groupe de Stokes, en posant S˜tq := Stq×Gq,p,u (le produit
direct est justifié car Gq,p,u commute avec Stq) puis s˜tq := Lie(S˜tq), d’où les relations :
Gq = S˜tqnGq,p,s = s˜tqnGq,p,s, s˜tq = stq⊕Cτ, [s˜tq,Cτ] = 0.
Le sens de l’objet hybride s˜tqnGq,p,s a été expliqué au numéro 4.1.2. Les commutations
seront justifiées au numéro 4.4.4.
4.3.1 Le treillis des ramifications
Rappelons (cf. 2.4.1) que E rq , désigne la sous-catégorie pleine de Eq formée des objets dont
toutes les pentes appartiennent à 1r Z. C’est une sous-catégorie tannakienne de groupe G
r
q.
Si r,s ∈ N∗ sont tels que r|s, l’inclusion E rq ⊂ E sq donne lieu par dualité à un morphisme
Gsq→Grq.
Proposition 13. Le morphisme Gsq→Grq est fidèlement plat (et donc surjectif).
Démonstration. On invoque [6, prop. 2.2.1 (a) p. 139] :
• Le foncteur d’inclusion E rq ; E sq est pleinement fidèle car la sous-catégorie E rq de
E sq est pleine.
• Tous sous-objet M′ dans E sq d’un objet M de E rq est lui-même dans un sous-objet de
E rq car (cf. 2.2.1) S(M
′)⊂ S(M)⊂ 1r Z.
Puisque Eq est la limite inductive des E rq et donc son groupe Gq la limite projective
des Grq, on voit que les morphismes Gq→ Grq sont eux-mêmes fidèlement plats (et donc
surjectifs).
Rappelons encore de 2.4.2 les notations concernant le foncteur de ramification Ramr :
E rq ;E
1
qr . Il s’en déduit dualement un morphisme G
1
qr→Grq dont on prouvera au 4.3.2 que
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c’est une immersion fermée. Plus généralement, soient r,r′,s ∈ N∗ tels que s = rr′, donc
r|s, d’où un foncteur de ramification E sq ; E r
′
qr qu’on notera encore Ramr ; et dualement
un morphisme Gr′qr → Gsq. Ce sont ces foncteurs et ces immersions fermées qui nous
permettront d’étudier les Grq. Ils s’organisent en deux treillis duaux l’un de l’autre :
Eq // // Eqr // // Eqs
E sq // //
OOOO
E r
′
qr
// //
OO
E 1qs
OOOO
E rq // //
OOOO
E 1qr
OOOO
E 1q
OOOO
Gq _

Gqr?
_oo
 _

Gqs?
_oo
 _

Gsq _

Gr′qr?
_oo
 _

G1qs?
_oo
Grq _

G1qr?
_oo
G1q
4.3.2 Immersions fermées
Proposition 14. Le morphisme G1qr →Grq est une immersion fermée.
Démonstration. En vertu de [6, prop. 2.2.1 (a) p. 139], cela résulte directement du lemme
ci-dessous.
On notera pour simplifier E := E rq , E
′ := E 1qr et R : E ; E
′ le foncteur de ramification
Ramr. De même on notera q′ := qr, z′ := z1/r et K′ :=Kr =K[z′] =C({z′}). On conviendra
que si A = (ai, j), alors A⊗B désigne la matrice de blocs ai, jB.
Lemme 7. Tout objet de E ′ est isomorphe à un sous-objet d’un R(X), X objet de E .
Démonstration. On note j un générateur de µr et τ : f (z′) 7→ f ( jz′), qui est donc un
générateur du groupe de Galois de l’extension cyclique K′/K. On note σ l’automorphisme
σq de K ainsi que son extension σq′ à K′ (donc σ et τ commutent).
Soit A′ ∈ GLn(K′) = GLn (C({z′})) un objet de E ′. Notant A′l := τlA′, on plonge A′ dans
la matrice diagonale par blocs B :=Diag(A′0, . . . ,A
′
r−1) via le morphisme

In
0n
...
0n
 (r blocs).
Soient :
Tr :=

0 1 0 . . . 0
0 0 1 . . . 0
...
...
... . . .
...
0 0 0 . . . 1
1 0 0 . . . 0
∈GLr(C) et Tr,n :=Tr⊗In =

0n In 0n . . . 0n
0n 0n In
. . . 0n
...
...
... . . .
...
0n 0n 0n . . . In
In 0n 0n . . . 0n
∈GLnr(C).
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On vérifie immédiatement que (τB)Tr,n et Tr,nB sont tous deux égaux à Diag(A′1, . . . ,A
′
r−1,A
′
0),
d’où la relation :
τB = Tr,nBT−1r,n .
On diagonalise Tr = P∆P−1, ∆ := Diag(1, j, . . . , jr−1), P ∈ GLr(C) et l’on pose P :=
P⊗ In puis C := P−1BP, qui est donc équivalente à B, admet A′ comme sous-objet et
vérifie de plus :
τC = ∆C∆−1, où ∆ := ∆⊗ In.
Soient enfin F := Diag(1,z′, . . . ,z′r−1) ∈ GLr(C({z′}) et F := Diag(1,q′, . . . ,q′r−1) ∈
GLr(C), de sorte que :
τF = ∆F et σqF = ∆′F.
Notant F := F⊗ In puis D la matrice telle que C = F [D], on voit que D est équivalente à C
donc à B, donc qu’elle admet A′ comme sous-objet et vérifie de plus (calcul direct laissé
au lecteur) :
τD = D,
Autrement dit, D ∈ GLn(C({z})), ce qui achève la démonstration.
Exemple 1. Pour r = 2, le calcul est transparent. La matrice A′ ∈GLn(C({z′}) se plonge
par le morphisme
(
In
0n
)
dans
(
A′(z′) 0n
0n A′(−z′)
)
, qui est équivalente via l’isomorphisme(
In In
In −In
)
à
(
B(z) z′C(z)
z′C(z) B(z)
)
, où l’on a posé A′(z′) = B(z)+ z′C(z) ; enfin, cette der-
nière matrice est à son tour équivalente via l’isomorphisme
(
In 0
0 z′In
)
à la matrice(
B(z) C(z)
q′zC(z) q′B(z)
)
∈ GL2n(C({z})).
4.3.3 Gq,p et St′q suffisent
On reprend les notations ci-dessus : q′, z′, K′, σ et τ. De plus, on note E := E rq , E ′ :=
E 1q′ = E
1
qr et Gq,G
′
q, leurs groupes tannakiens respectifs, ainsi que Gq,p, Stq, G′q,p, St′q
les sous-groupes habituels de ces derniers. On a donc un diagramme commutatif de suites
exactes semi-scindées :
1 // St′q

// G′q

// G′q,p

// 1
1 // Stq // Gq // Gq,p // 1
D’après 4.3.2, la flèche verticale du milieu est une immersion fermée, donc les deux
autres flèches verticales aussi (car les inclusions St′q → G′q et Stq → Gq le sont, ainsi
que gr∗ : G′q,p → G′q et gr∗ : Gq,p → Gq). On identifiera St′q à un sous-groupe de Stq,
Gq,p et G′q à des sous-groupes de Gq, etc.
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Proposition 15. Les sous-groupes St′q et Gq,p « engendrent topologiquement » Gq.
Démonstration. C’est une façon abrégée de dire que le sous-groupe de Gq qu’ils en-
gendrent est Zariski-dense. En particulier, toute représentation rationnelle de Gq est tota-
lement déterminée par ses restrictions à St′q et Gq,p.
On le prouvera à l’aide du critère de Chevalley invoqué sous la forme suivante : si ρ est une
représentation rationnelle de Gq dans GLn(C) et si L⊂ Cn est une droite stable sous St′q
et sous Gq,p, on vérifiera que L est stable sous Gq, i.e. provient d’une sous-représentation
de rang 1. Pour cela on utilisera la correspondance tannakienne par laquelle les représen-
tations rationnelles de Gq sont associées à des objets de E , etc.
Soient donc ρ et L comme ci-dessus et soit A(z)∈GLn(C({z})), objet de E qui lui corres-
pond. On peut le prendre sous la forme AU . Soient ρ′ := ρ|G′q et ρp := ρ|Gq,p . Puisque L est
stable sous Gq,p (i.e. sous gr∗Gq,p), il lui est associé un sous-objet de rang 1 de grA = A0,
autrement dit, il existe u∈GL1(K) =C({z})∗ (objet de rang 1) et X0 ∈Matn,1(K), X0 6= 0
(monomorphisme) tels que :
(20) A0X0 = uσX0.
De même, puisque L est stable sous St′q et, bien entendu, sous G′q,p (car G′q,p ⊂ Gq,p)
donc sous G′q (car ce dernier est engendré par St′q et G′q,p), il lui est associé un sous-objet
de rang 1 de A′ := Ramr(A) dans E ′. Autrement dit, posant A′(z′) := A(z′r), il existe v ∈
GL1(K′) = C({z′})∗ (objet de rang 1) et Y ∈Matn,1 (C({z′})), Y 6= 0 (monomorphisme)
tels que
(21) A′Y = vσY.
Le ramifié de (20) est X ′0 : (C,u
′)→ (Cn,A′0), où u′(z′) := u(z′r) et X ′0(z′) := X0(z′r). Le
gradué de (21) est Y0 : (C,v)→ (Cn,A′0) (car un objet de rang 1 est son propre gradué).
Ces deux sous-objets de rang 1 de A′0 sont associés à la même sous-représentation de
ρ′|G′p = ρ|G′p = (ρp)|G′p , donc définissent des sous-objets isomorphes (en tant que sous-
objets) de A′0. Il existe donc φ : (C,u
′) ∼−→(C,v) tel que le diagramme suivant commute :
(C,u′)
φ

X ′0
%%
(Cn,A′0)
(C,v)
Y0
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autrement dit, X ′0 = Y0φ= φY0 (car φ est scalaire).
Posons Z := φY : (C,u′)→ (Cn,A′), morphisme dans E ′ de gradué Z0 = φY0 = X ′0. Avec
les notations en cours, τZ0 = Z0 (puisqu’il provient de la ramification de X0. Mais τZ0 =
(τZ)0. Donc les morphismes Z et τZ ont même gradué. Le foncteur gr étant fidèle, Z = τZ,
i.e. Z provient par ramification d’un morphisme dans E , autrement dit, d’un sous-objet
(C,u)→ (Cn,A) dont l’oubli (foncteur fibre espace sous-jacent) est le même, soit L. Cela
entraîne que L est stable sous Gq.
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4.4 Pentes arbitraires : le groupe de Galois formel
Le groupe formel (ou pur) pour des pentes arbitraires a été déterminé par Marius van
der Put et Marc Reversat [23] en utilisant par endroits la théorie de Picard-Vessiot pour
les q-différences [24]. Nous combinerons leurs résultats avec les précisions apportées par
Virginie Bugeaud [4], qui leur a donné une forme plus explicite et plus commode pour
l’approche strictement tannakienne (et calculatoire) que nous suivons ici.
4.4.1 Objets indécomposables et objets irréductibles
Selon [23, 4], tout objet irréductible (ou simple) de Eq,p est, à isomorphisme près, de la
forme :
E(r,d,c) :=

0 1 . . . 0
...
... . . .
...
0 0 . . . 1
u 0 . . . 0
 ∈ GLr(K), où u := qd(r−1)/2czd.
Ici, r ∈ N∗, d ∈ Z et d ∧ r = 1. On peut imposer 1 ≤ |c| < |q| et il y a alors unicité. Le
facteur constant qd(r−1)/2 n’est en soi pas significatif et vise seulement à simplifier les
formules. On vérifie sans peine que E(r,d,c) est pur isocline de pente d/r.
Tout objet indécomposable de Eq,p est, à isomorphisme près, de la forme E(r,d,c)⊗
Um, où Um ∈ GLm(C) est le bloc de Jordan unipotent standard de taille m :
Um :=

1 1 . . . 0
...
... . . .
...
0 0 . . . 1
0 0 . . . 1
 ∈ GLm(C).
L’objet E(r,d,c)⊗Um est encore pur isocline de pente d/r. Ainsi, les objets de Eq,p sont,
de manière essentiellement unique, des sommes directes
⊕
E(r,d,c)⊗Um.
Formulaire. On note :
ζr := e2ipi/r, et Dr :=Diag(1,ζr, . . . ,ζr−1r ),Zr :=(ζ
−i j
r )0≤i, j≤r−1,Tr :=

0 1 . . . 0
...
... . . .
...
0 0 . . . 1
1 0 . . . 0
∈GLr(C).
Cette dernière est donc une matrice de permutation cyclique.
On vérifie que Zr[Tr] = ZrTrZ−1r = Dr, soit un isomorphisme :
Tr
Zr−→ Dr
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d’où également un isomorphisme dans la catégorie Eqr , au dessus du corps Kr :=C({zr}),
zrr = z :
azdr Tr
Zr−→ azdr Dr
Voici le formulaire associé :
1. Z−1r =
1
r
Zr et tZr = Zr.
2. D−1r = Dr.
3. T kr D
l
r = ζklr DlrT kr , k, l ∈ Z.
4. Tr = Z−1r DrZr = ZrD−1r Z−1r .
Soit maintenant a une racine re arbitraire de c. Notons :
Ga,r,d :=Diag(g0,g1, . . . ,gr−1)∈GLr(Kr) où g j := 1q j( j−1)d/2ra jz jd/r , puis Fa,r,d :=ZrGa,r,d.
On vérifie alors que Ga,r,d[E(r,d,c)] = azdr Tr et par conséquent Fa,r,d[E(r,d,c)] = az
d
r Dr ;
autrement dit, Ga,r,d et Fa,r,d sont des isomorphismes dans la catégorie Eqr :
E(r,d,c)
Ga,r,d //
Fa,r,d
((
azdr Tr
Zr // azdr Dr.
Voici le formulaire associé :
1. Ga,r,d(ζrzr) = D−dr Ga,r,d(zr) = Ga,r,d(zr)D−dr .
2. Fa,r,d(ζrzr) = T dr Fa,r,d(zr) = Fa,r,d(zr)D−dr .
4.4.2 Éléments du groupe formel Gq,p
Outre le point-base z0, on suppose choisie, pour tout r, une racine re z0,r de z0, avec les
règles usuelles de compatibilité : zs0,rs = z0,r.
On interprète de la façon suivante un élément φ ∈Gq,p du groupe formel : à tout objet
A ∈ GLn(K) de Eq,p, il associe une matrice carrée complexe φ(A) ∈ GLn(C), en accord
avec les règles suivantes (⊗-compatibilité et fonctorialité) :
1. φ(A⊗B) = φ(A)⊗φ(B).
2. Si A ∈ GLn(K), B ∈ GLp(K) et F ∈Matp,n(K) sont tels que (σqF)A = BF , alors
(grF)(z0)φ(A) = φ(B)(grF)(z0).
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La deuxième éqquation fait intervenir le gradué grF parce que l’on utilise depuis le début
le foncteur fibre ωz0 := ωˆz0 ◦ gr. Dans les calculs qui vont suivre, les principaux mor-
phismes utilisés seront Z, qui est constant donc pur (de pente 0) ; Ga,r,d , qui est pur par
construction ; et Fa,r,d qui est leur composé donc pur. On n’aura donc pas besoin de men-
tionner explicitement gr et l’on posera :
F0 := Fa,r,d(z0,r) et G0 := Ga,r,d(z0,r).
Selon [23, 4], un tel φ est déterminé par la donnée d’un unique triplet :
(λ,h,γ) ∈ C×Q∨×E∨q ,
de telle sorte qu’avec les notations données au 4.4.1,
(22) φ(Um) =Uλm
et
(23) φ(E(r,d,c)) = h(d/r)γ(a) G−10 γ(Tr)G0(z0,r) Diag
(
1,γ(qr), . . . ,γ(qr−1r )
)d
.
Nous résumerons les formules (22) et (23) par la notation :
(24) φ↔ (λ,h,γ),
où φ∈Gq,p et (λ,h,γ)∈C×Q∨×E∨q . La bijection de Gq,p sur C×Q∨×E∨q ainsi décrite
n’est pas un isomorphisme de groupes, ce point sera précisé aux numéros suivants (4.4.3
et 4.4.4).
Pour rendre ces formules plus maniables, notant à nouveau ζr := e2ipi/r, qui engendre
µr, nous remarquons que γ(ζr) ∈ µr (car γ est un morphisme de groupe) et que γ(qr) ∈ µr
(car en outre γ(q) = 1). On peut donc écrire γ(ζr) = ζkr et γ(qr) = ζlr, k, l ∈ Z. Notant pour
simplifier A := E(r,d,c), on déduit alors de l’égalité ci-dessus et du formulaire du numéro
précédent :
(25) F0φ(A)F−10 = h(d/r)γ(a)D
k
rT
−ld
r et G0φ(A)G
−1
0 = h(d/r)γ(a)T
k
r D
ld
r .
Remarque 6. L’effet de la ramification sur la non-commutativité se lit sur ces formules.
En effet, si F et G étaient des morphismes au dessus de K et pas seulement au dessus
de Kr, on aurait : F0φ(A)F−10 = φ(F [A]) = φ
(
azd/rDr
)
= h(d/r)γ(a)Dkr et de même
G0φ(A)G−10 = h(d/r)γ(a)T
k
r .
Deux éléments particuliers. On a prouvé dans [20] que le sous-groupe de E∨q formé
des morphismes continus Eq→ C∗ (c’est donc une dorte de « forme compacte » de E∨q )
est Zariski-dense, et qu’il est abélien libre engendré par les éléments γ1,γ2 ∈ E∨q définis
comme suit ; si l’on a |u|= 1 et y ∈ R, alors :
γ1(uqy) = u et γ2(uqy) = e2ipiy.
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Les couples (k, l) ∈ Z×Z qui leur sont respectivement associés sont (k1, l1) = (1,0) et
(k2, l2) = (0,1). Notons φ1,φ2 ∈Gq,p les éléments correspondants pour lesquels λ= 0 et
h = 1 (morphisme trivial). Alors :
F0φ1(A)F−10 = γ1(a)Dr et G0φ1(A)G
−1
0 = γ1(a)Tr,(26)
F0φ2(A)F−10 = γ2(a)T
−d
r et G0φ2(A)G
−1
0 = γ2(a)D
d
r .(27)
4.4.3 Multiplication dans Gq,p
Rappelons que, par définition, si φ,φ′ ∈G, leur produit φφ′ est caractérisé par les relations
(φφ′)(A) := φ(A)φ′(A).
Soient φ∈Gq,p et (λ,h,γ)∈C×Q∨×E∨q tels que, avec la notation (24), φ↔ (λ,h,γ).
Soient φs,φu ∈ Gq,p tels que φs↔ (0,h,γ) et φu↔ (λ,1,1) (on note selon l’usage 1 tout
morphisme trivial d’un groupe dans C∗). Soit A := E(r,d,c)⊗Um. On déduit immédiate-
ment de (22) et (23) que φ(A) = φs(A)φu(A) = φu(A)φs(A). On a donc :
φ= φsφu = φuφs.
L’ensemble des φs ↔ (0,h,γ) sera noté Gq,p,s, celui des φu ↔ (λ,1,1) sera noté Gq,p,u.
On notera alors pour abréger :
(28) φs↔ (h,γ) et φu↔ λ.
Soient φ,φ′ ∈Gq,p,u et λ,λ′ ∈C tels que, selon la notation (28), φ↔ λ et φ′↔ λ′. Avec
les mêmes notations, on voit que φ(A)= Ir⊗Uλm, φ′(A)= Ir⊗Uλ
′
m et (φφ′)(A)= Ir⊗Uλ+λ
′
m ,
i.e. φφ′ ∈Gq,p,u et φφ′↔ λ+λ′. Ainsi, Gq,p,u est un sous-groupe de Gq,p isomorphe à C.
Soient maintenant φ,φ′ ∈Gq,p,s et (h,γ),(h′,γ′) ∈Q∨×E∨q tels que, selon la notation
(28), φ↔ (h,γ) et φ′↔ (h′,γ′). L’effet de ces éléments sur le facteur droit Um du produit
tensoriel E(r,d,c)⊗Um est de le remplacer par U0m = Im, on n’a donc pas besoin d’en
tenir compte dans le calcul qui suit et l’on prend A := E(r,d,c). Soient t := h(1/r) et
t ′ := h′(1/r). On reprend les notations du numéro précédent, et on introduit les couples
(k, l),(k′, l′) ∈ Z×Z respectivement associés à γ,γ′ ∈ E∨q . On trouve alors selon (25) :
G0φ(A)G−10 = t
dγ(a)T kr D
ld
r ,
G0φ′(A)G−10 = t
′dγ′(a)T k
′
r D
l′d
r ,
G0(φφ′)(A)G−10 = (tt
′)d(γγ′)(a)T kr D
ld
r T
k′
r D
l′d
r
= (tt ′)d(γγ′)(a)ζ−k
′ld
r T
k+k′
r D
(l+l′)d
r
= ud(γγ′)(a)T k+k
′
r D
(l+l′)d
r ,
où l’on a posé u := tt ′ζ−k′lr . On a invoqué au passage la troisième formule du formulaire à
la fin de 4.4.1, qui implique en particulier que T kr D
ld
r T
k′
r D
l′d
r = ζ−k
′ld
r T
k+k′
r D
(l+l′)d
r . Si l’on
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trouve h′′ ∈Q∨ tel que h′′(1/r) = u, on en déduira que φφ′ ∈Gq,p,s et que φφ′↔ (h′′,γγ′).
Or :
γ′(γ(qr)) = γ′
(
ζ−lr
)
= ζ−k
′l
r =⇒ ζ−k
′ld
r = γ
′
(
γ
(
q−d/r
))
.
On est amené à introduire le morphisme ε(γ,γ′) ∈Q∨ défini par :
ε(γ,γ′) : δ 7→ γ′
(
γ
(
q−δ
))
.
On a alors h′′ := hh′ε(γ,γ′) ∈Q∨ et comme voulu φφ′↔ (hh′ε(γ,γ′),γγ′). En résumé :
Proposition 16. Via la bijection φ↔ (λ,h,γ) de Gq,p sur le produit cartésien C×Q∨×
E∨q , la multiplication de Gq,p est donnée par la formule :
(29) (λ,h,γ)? (λ′,h′,γ′) := (λ+λ′,hh′ε(γ,γ′),γγ′).
4.4.4 Structure de Gq,p
Gq,p est un produit direct. Bien que Gq,p ne soit plus un groupe abélien, on constate
que l’on a encore une décomposition de Gq,p en produit direct Gq,p,u×Gq,p,s, où Gq,p,u =
C, qui agit sur les q-logarithmes ; et l’on adjoint encore la « composante logarithmique »
Gq,p,u au groupe de Stokes, en posant S˜tq :=Stq×Gq,p,u, puis s˜tq := Lie(S˜tq), d’où les
relations :
G = S˜tqnGq,p,s = s˜tqnGq,p,s, s˜tq = stq⊕Cτ.
(Voir 4.1.2 pour la signification de s˜tqnGq,p,s.) Ce qui va changer dans le cas des pentes
arbitraires, c’est la structure de Gq,p,s et donc son action adjointe sur s˜tq (que l’on abordera
en 4.5).
Gq,p,s est une extension centrale. Le groupe Gq,p,s s’insère dans une suite exacte, qui
est une extension centrale non scindée :
1→Q∨→Gq,p,s→ E∨q → 1.
Concrètement, on peut le décrire en définissant une loi de composition sur le produit
cartésien ensembliste Q∨×E∨q :
(h,γ)? (h′,γ′) := (ε(γ,γ′)hh′,γγ′),
où ε : E∨q ×E∨q →Q∨ est l’application définie par :
ε(γ,γ′) : δ 7→ γ′
(
γ
(
q−δ
))
.
On a bien ε(γ,γ′) ∈ Q∨. On vérifie de plus que l’application ε : E∨q ×E∨q → Q∨ est bili-
néaire.
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4.4.5 Restriction à E rq et ramification
Le groupe Grq,p,s. Le lien avec les catégories intermédiaires E rq (définies, pour tout r ∈
N∗, par la condition que les pentes sont dans 1r Z) est le suivant. Le groupe Gq,p,s est
la limite projective des Grq,p,s. On identifie alors Grq,p,s à un quotient de Gq,p,s via le
diagramme de suites exactes :
(30) Eq 1 // Q∨ //

Gq,p,s //

E∨q //

1
E rq
OO
1 // (1r Z)
∨ // Grq,p,s // E∨q // 1
La flèche Q∨ → (1r Z)∨ est duale de l’inclusion 1r Z→ Q (et donc surjective) ; la flèche
E∨q → E∨q est l’égalité ; la surjection Gq,p,s→Grq,p,s s’en déduit.
D’autre part, (1r Z)
∨ s’identifie à C∗ par l’isomorphisme h 7→ h(1/r), d’où une des-
cription alternative de la loi de groupe sur Grq,p,s donnant lieu à une extension :
1→ C∗→Grq,p,s→ E∨q → 1.
Soit φ ∈Grq,p,s ; si φ↔ (h,γ), on écrira φ↔ (t,γ) avec t := h(1/r). Alors :(
φ↔ (t,γ) et φ′↔ (t ′,γ′))=⇒ φφ′↔ (tt ′η(γ,γ′),γγ′) où η(γ,γ′) := γ′(γ(q−1/r)) ∈ C∗.
Description de Grq,p,s par ramification. On obtient une description approchée de Grq,p,s
à l’aide d’une ramification. Le foncteur de ramification Ramr : E rq ; E
1
qr donne par dualité
tannakienne un diagramme commutatif de suites exactes :
E 1qr 1
// Z∨ //

Grqr,p,s //

E∨qr //

1
E rq
OO
1 // (1r Z)
∨ // Grq,p,s // E∨q // 1
La flèche verticale gauche est l’isomorphisme dual de celui de multiplication par r de 1r Z
dans Z ; la flèche verticale centrale est une immersion fermée ; la flèche verticale droite
est l’immersion fermée duale de l’isogénie de degré r de Eq sur Eqr induite par l’inclusion
qZ ⊂ qrZ. On déduit en particulier de ce diagramme que l’injection de G1qr,p,s dans Grq,p,s
a pour conoyau µr.
4.5 Le groupe de Galois local dans le cas de pentes arbitraires
4.5.1 Le groupe de Galois de E rq et le groupe fondamental sauvage
Notre but est ici de décrire le groupe de Galois Grq de E rq à partir de son groupe fonda-
mental sauvage, un sous-groupe Zariski-dense explicitement déterminé par générateurs
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et relations. De plus, ce dernier sera lui-même incarné par un objet hybride de la forme
LnΓ, où L est une sous-algèbre de Lie graduée libre du logarithme de la composante uni-
potente de Grq et où Γ un sous-groupe de la composante semi-simple du facteur formel,
i.e. pur, de Grq, tels que L soit stable sous l’action de Γ.
Nous utiliserons pour cela le foncteur de ramification Ramr : E rq ; E
1
qr qui induit une
immersion fermée G1qr ↪→ Grq (cf. 4.3.2), laquelle se restreint en des immersions fermées
des composantes de Stokes et des composantes pures. Pour éviter la multiplication des
indices et exposants, nous adaptons certaines des conventions de 4.3.3 : on note sans,
resp. avec prime les objets attachés à E rq , resp. à E
1
qr . Ainsi G := G
r
q et G
′ := G1qr ; de
même St, St′ désignent respectivement leurs sous-groupes de Stokes et Gp, G′p leurs
composantes pures. On a vu en 4.3.3 le diagramme commutatif :
1 // St′

// G′

// G′p

// 1
1 // St // G // Gp // 1
qui permet d’identifier St′ à un sous-groupe de St, donc de G. On a surtout vu que St′ et
Gp engendrent ensemble un sous-groupe Zariski-dense du groupe G que nous cherchons
à décrire.
On sait d’autre part que dans les décompositions en parties unipotentes et semi-
simples Gp = Gp,u×Gp,s et G′p = G′p,u×G′p,s, l’inclusion de G′ dans G induit l’iden-
tité G′p,u → Gp,u et que cette composante commute avec St′. On voit donc que, notant
st′ := Lie(St′) et, comme précédemment, Cτ = Lie(Gp,u) = Lie(G′p,u), l’algèbre de Lie
s˜t
′ := st′⊕Cτ (via son exponentielle) et Gp,s engendrent topologiquement G.
L’action par conjugaison de Gp,s sur St induit son action adjointe sur s˜t. Nous allons
montrer que cette dernière laisse stable s˜t′ : on pourra donc identifier le groupe de Galois
G de E rq à l’objet hybride s˜t
′nGp,s. Pour cela, il suffit de se restreindre à la sous-algèbre
de Lie graduée L′ de s˜t′ engendrée par τ et par les q-dérivées étrangères22 ∆(δ,c)α , α,c∈Eqr .
On invoque 4.4. Puisque Gp = Gp,u×Gp,s, l’action par conjugaison du groupe Gp,s
sur le facteur Cτ de s˜t′ est triviale et il suffit de décrire son action sur les ∆ ∈ s˜t′, et même
plus particulièrement sur les q-dérivées étrangères ∆(δ,β)α , δ ∈ N∗, α,β ∈ Eqr .
Soit donc φ ∈ Gp,s, φ↔ (h,γ). En vertu de la suite exacte écrite à la ligne inférieure
du diagramme (30) de 4.4.5, nous traiterons d’abord le cas φ↔ (h,1) au 4.5.2 (action du
22On prendra garde à ce que nous avons introduit les notations ∆α, etc, pour des objets définis sur la
catégorie E 1q (donc relatifs à la base q) mais que nous reprenons ici ces notations pour des objets définis sur
la catégorie E 1qr (donc relatifs à la base qr).
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« tore theta » (1r Z)
∨) ; puis le cas φ↔ (1,γ), où γ ∈ E∨q au numéro 4.5.3. Le formulaire
complet sera résumé au 4.5.4.
4.5.2 Action du tore theta (1r Z)
∨
Soient donc A un objet de E rq , que l’on peut supposer à deux pentes d’après 4.2.1. D’après
4.4.1, et le lemme 6 de 4.2.1, on peut prendre A de la forme :
A =
(
E(r1,d1,c1)⊗Um1 U
0 E(r2,d2,c2)⊗Um2
)
.
Les tailles des blocs diagonaux de A sont n1 := r1m1 et n2 := r2m2. Les pentes de A
calculées dans Eq sont µ1 := d1/r1 et µ2 := d2/r2. Comme c’est un objet de E rq , on a
r = r1s1 = r2s2, s1,s2 ∈ N∗ et les pentes de l’objet A′(zr) := A(zrr) de E 1qr sont rµ1 = d1s1
et rµ2 = d2s2, de différence δ := d2s2−d1s1 = r(µ2−µ1) ∈ N∗.
Soit d’autre part ∆(δ,β)α ∈ L′, où δ vient d’être calculé (d’autres valeurs donneraient un
résultat trivial), α,β ∈ Eqr . On a :
∆(δ,β)α (A) =
(
0 N
0 0
)
pour une certaine matrice rectangulaire complexe N ∈Matn1,n2(C).
Soit φ↔ (h,1), h∈ (1r Z)∨. L’image d’un bloc pur de pente µ∈ 1r Z est le scalaire h(µ).
L’image du bloc E(ri,di,ci)⊗Umi de taille ni, i= 1,2, est donc le bloc scalaire h(di/ri)Ini ,
d’où φ(A) = φ(A0) = Diag(h(d1/r1)In1,h(d2/r2)In2) et :
φ(A)−1∆(δ,β)α (A)(φ(A)) =
(
h(d1/r1)In1 0
0 h(d2/r2)In2
)−1(0 N
0 0
)(
h(d1/r1)In1 0
0 h(d2/r2)In2
)
=
0 h(d2/r2)h(d1/r1)N
0 0
= h(d2/r2−d1/r1)∆(δ,β)α (A) = h(δ/r)∆(δ,β)α (A).
L’action de φ↔ (h,1) sur la composante de degré δ ∈ N∗ de L′ est donc scalaire de
facteur h(δ/r). (Rappelons que δ est à la fois le degré de l’élément étudié dans l’algèbre
de Lie de Stokes et le niveau q-Gevrey calculé dans Eqr , mais que le niveau q-Gevrey
calculé dans Eq est δ/r.)
4.5.3 Action de E∨q
On garde les mêmes notations qu’en 4.5.2 pour A et pour ∆(δ,β)α . Soit φ↔ (1,γ), γ ∈ E∨q .
On pourra se restreindre au cas où γ est l’un des générateurs topologiques γ1 et γ2 de
E∨q . On notera donc φ1 ↔ (1,γ1) et φ2 ↔ (1,γ2). Dans tous les cas, on a φ(Um) = Im et
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φ(A)= φ(A0)=Diag(φ(E1)⊗Im1,φ(E2)⊗Im2), où l’on a abrégé Ei :=E(ri,di,ci), i= 1,2.
Ainsi, chacun des blocs de φ(A) est somme directe de blocs φ(Ei).
De la proposition 11 on déduit que le calcul de ∆(δ,β)α (A) donne le même résultat si
l’on remplace les facteurs unipotents Umi par leur partie semi-simple triviale Imi . Mais les
blocs diagonaux sont alors remplacés par les Ei⊗ Imi , des sommes directes de blocs Ei.
Appliquant le lemme 6 de 4.2.1, on peut à nouveau prendre A de la forme :
A =
(
E(r1,d1,c1)⊗Um1 U
0 E(r2,d2,c2)⊗Um2
)
.
On applique maintenant les calculs de 4.4.1 ; notant F :=
(
Fa1,r1,d1 0
0 Fa2,r2,d2
)
, où ai
est une racine rie arbitraire de ci, i = 1,2, on a un isomorphisme dans Eqr :
A =
(
E(r1,d1,c1) U
0 E(r2,d2,c2)
)
F // B :=
(
a1zd1/r1Dr1 V
0 a2zd2/r2Dr2
)
,
que l’on peut préciser ainsi ; zd1/r1 = zd1s1r , zd2/r2 = z
d2s2
r et, puisque zr1 = z
s1
r et zr2 = z
s2
r :
F = F(zr) =
(
Fa1,r1,d1(z
s1
r ) 0
0 Fa2,r2,d2(z
s2
r )
)
,
Dr1 =

1 0 . . . 0
0 ζr1 . . . 0
...
... . . .
...
0 0 . . . ζr1−1r1
=

1 0 . . . 0
0 ζs1r . . . 0
...
... . . .
...
0 0 . . . ζs1(r1−1)r

Dr2 =

1 0 . . . 0
0 ζr2 . . . 0
...
... . . .
...
0 0 . . . ζr2−1r2
=

1 0 . . . 0
0 ζs2r . . . 0
...
... . . .
...
0 0 . . . ζs2(r2−1)r

On a vu plus haut (au début de 4.4.2) que les Fa,d,r et Ga,d,r sont leurs propres gradués. La
fonctorialité de ∆(δ,β)α dans la catégorie Eqr entraîne alors la formule :
∆(δ,β)α (B)=∆
(δ,β)
α (F [A])=F0∆
(δ,β)
α (A)F−10 , où l’on a posé : F0 =F(z0,r)=
(
Fa1,r1,d1(z0,r) 0
0 Fa2,r2,d2(z0,r)
)
.
Pour préciser le calcul, on écrira :
∆(δ,β)α (B) =
(
0 N
0 0
)
, où N = (ni, j) 1≤i≤r1
1≤ j≤r2
∈Matr1,r2(C).
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Action de γ1 ∈ E∨q En vertu des équations (26) de la fin du numéro 4.4.2 :
F0φ1(A)F−10 =
(
γ1(a1)Dr1 0
0 γ1(a2)Dr2
)
.
Ainsi :
F0
(
φ1(A)−1∆
(δ,β)
α (A)φ1(A)
)
F−10 = (F0φ1(A)F
−1
0 )
−1(F0∆
(δ,β)
α (A)F−10 )(F0φ1(A)F
−1
0 )
= (F0φ1(A)F−10 )
−1∆(δ,β)α (B)(F0φ1(A)F−10 )
=
(
γ1(a1)Dr1 0
0 γ1(a2)Dr2
)−1(0 N
0 0
)(
γ1(a1)Dr1 0
0 γ1(a2)Dr2
)
=
(
0 (γ1(a1)Dr1)
−1 N (γ1(a2)Dr2)
0 0
)
=
(
0 γ1(a2/a1)D−1r1 NDr2
0 0
)
.
La matrice N′ := γ1(a2/a1)D−1r1 NDr2 s’écrit (n
′
i, j) 1≤i≤r1
1≤ j≤r2
, où :
n′i, j = γ1(a2/a1)ζ
js2−is1
r = γ1
(
a2ζ
j
r2
a1ζir1
)
car γ1(u) = u pour toute racine de l’unité u. Or, notant c ∈C∗ un représentant de β ∈ Eqr ,
les seuls coefficients non nuls de N, bloc surdiagonal de ∆(δ,β)α (B) = ∆
(δ,c)
α (B) sont ceux
tels que
a2ζ
j
r2
a1ζir1
≡ c (mod qZr ), et l’on vient de voir qu’ils sont multipliés par γ1(c). On a
donc :
F0
(
φ1(A)−1∆
(δ,c)
α (A)φ1(A)
)
F−10 = γ1(c)(F0∆
(δ,c)
α (A)F−10 )=⇒ φ1(A)−1∆(δ,c)α (A)φ1(A)= γ1(c)∆(δ,c)α (A).
À noter qu’en principe l’élément c ne devrait intervenir qu’à travers sa classe β = c mo-
dulo qZr , mais comme γ1(qr) = γ1(q1/r) = 1 par définition de γ1, le résultat ci-dessus est
cohérent. En fait, γ1(β) est bien défini et l’on peut même écrire :
φ1(A)−1∆
(δ,β)
α (A)φ1(A) = γ1(β)∆
(δ,β)
α (A).
En conclusion : l’action par conjugaison de φ1 sur ∆
(δ,β)
α est scalaire, c’est la multiplication
par γ1(β) :
(31) φ−11 ∆
(δ,β)
α φ1 = γ1(β)∆
(δ,β)
α .
Remarque 7. Dans le cas des pentes entières, on avait vu que l’action de tout γ ∈ E∨q
sur ∆(δ,c)α était la multiplication par γ(c) et celle de tout h ∈ Z∨ la multiplication par h(δ)
(décomposition de Fourier pour le groupe semi-simple G1q,p,s). Ces deux faits restent vrais
ici ; le changement principal viendra de γ2 (ci-dessous).
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Action de γ2 ∈ E∨q Toujours en vertu des équations (26) de la fin du numéro 4.4.2 :
F0φ2(A)F−10 =
(
γ2(a1)T−d1r1 0
0 γ2(a2)T−d2r2
)
.
Ainsi :
F0
(
φ2(A)−1∆
(δ,β)
α (A)φ2(A)
)
F−10 = (F0φ2(A)F
−1
0 )
−1(F0∆
(δ,β)
α (A)F−10 )(F0φ2(A)F
−1
0 )
= (F0φ2(A)F−10 )
−1∆(δ,β)α (B)(F0φ2(A)F−10 )
=
(
γ2(a1)T−d1r1 0
0 γ2(a2)T−d2r2
)−1(
0 N
0 0
)(
γ2(a1)T−d1r1 0
0 γ2(a2)T−d2r2
)
=
(
0
(
γ2(a1)T−d1r1
)−1
N
(
γ2(a2)T−d2r2
)
0 0
)
= γ2(a2/a1)
(
0 N′′
0 0
)
,
où l’on a posé N′′ := T d1r1 NT
−d2
r2 . Pour affiner ce calcul, on note c ∈ C∗ un représetant
de β ∈ Eqr . Les seuls cas de non nullité de ∆(δ,β)α (B) sont ceux où c ≡ a2ζ
j
r
a1ζir
(mod qZr ).
Comme γ2(ζr) = 1 (par définition de γ2), on a donc en fait :
F0
(
φ2(A)−1∆
(δ,c)
α (A)φ2(A)
)
F−10 = γ2(c)
(
0 N′′
0 0
)
,
ou encore :
F0
(
φ2(A)−1∆
(δ,β)
α (A)φ2(A)
)
F−10 = γ2(β)
(
0 N′′
0 0
)
,
Pour comprendre cette action, nous aurons l’usage d’un lemme. À cet effet, nous introdui-
sons (à nouveau) l’automorphisme τ : zr 7→ ζrzr, générateur du groupe de Galois de l’ex-
tension cyclique Kr/K, qui commute à σq. Rappelons que B :=F [A] =
(
a1zd1/r1Dr1 V
0 a2zd2/r2Dr2
)
.
Lemme 8. Soit T := Diag(T d1r1 ,T
d2
r2 ). Alors τB = T BT−1.
Démonstration. On a bien entendu τA = A ; de plus τF = T F en vertu des formules du
4.4.1. On en déduit :
τB = τ((σqF)AF−1) = (τσqF)(τA)(τF)−1 = (σqτF)(τA)(τF)−1
= (σq(T F))A(T F)−1 = T ((σqF)AF−1)T−1 = T BT−1.
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Par fonctorialité, on en déduit :
∆(δ,β)α (τB) = T∆
(δ,β)
α (B)T−1 =
(
0 T d1r1 NT
−d2
r2
0 0
)
=
(
0 N′′
0 0
)
,
avec la notation introduite plus haut. On a donc :
F0
(
φ2(A)−1∆
(δ,β)
α (A)φ2(A)
)
F−10 = γ2(β)∆
(δ,β)
α (τB).
Par ailleurs le calcul de ∆(δ,β)α (τB) relève du corollaire 8 de 4.2.3, que l’on applique
avec λ := ζr (et bien entendu qr à la place de q). En utilisant la remarque qui suit le
corollaire et le fait que γ2(qr) = ζr, on trouve, pour les seules valeurs non nulles, donc
pour toutes (notation : α= c, β= d−1) :
∆(δ,ζr
δ
β)
ζr
−1
α
(τB) =
(
θqr(z0/c)
θqr(z0/(ζ
−1
r c))
)δ
γ2(d/cδ) ∆
(δ,β)
α (B).
Pour se rapprocher des notations en cours dans ce numéro, on remplace d’abord dans la
formule ci-dessus c par ζrc et d par ζδr d (la valeur de d/cδ n’est donc pas modifiée) :
∆(δ,β)α (τB) =
(
θqr(z0/ζrc)
θqr(z0/c)
)δ
γ2(d/cδ) ∆
(δ,ζr
−δ
β)
ζrα
(B);
puis on remplace c par a et d par c (maintenant α= a et β= c−1) :
∆(δ,β)α (τB) =
(
θqr(z0/ζra)
θqr(z0/a)
)δ
γ2(c/aδ) ∆
(δ,ζr
−δ
β)
ζrα
(B).
On a alors :
F0
(
φ2(A)−1∆
(δ,β)
α (A)φ2(A)
)
F−10 = γ2(β)∆
(δ,β)
α (τB)
= γ2(c−1)
(
θqr(z0/ζra)
θqr(z0/a)
)δ
γ2(c/aδ) ∆
(δ,ζr
−δ
β)
ζrα
(B)
= γ2(a−δ)
(
θqr(z0/ζra)
θqr(z0/a)
)δ
F0∆
(δ,ζr
−δ
β)
ζrα
(A)F−10 .
En se débarrassant de la conjugaison par F0, il vient la formule recherchée :
φ2(A)−1∆
(δ,β)
α (A)φ2(A) = (γ2(α))
δ ∆(δ,ζr
−δ
β)
ζrα
(A),
où l’on a posé la définition suivante :
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Définition 3. On définit la fonction γ2 : Eqr → C∗ par la formule :
γ2(α) := γ2(c
−1)
θqr(z0/ζrc)
θqr(z0/c)
où c ∈ C∗ est un représentant arbitraire de α.
On vérifie en effet immédiatement qu’en vertu de l’équation fonctionnelle de θqr et
de l’égalité γ2(qr) = ζr, le membre de droite de cette égalité n’est pas affecté lorsque l’on
remplace c par qrc. En résumé :
(32) φ−12 ∆
(δ,β)
α φ2 = (γ2(α))
δ ∆(δ,ζr
−δ
β)
ζrα
.
4.5.4 Formulaire de l’action de Gp sur St′
Résumons les résultats du 4.5. Si ∆ ∈ s˜t (donc en particulier si ∆ ∈ s˜t′) et si φ ∈ G, nous
écrirons ∆φ := φ∆φ−1. De plus, pour simplifier les notations, nous identifierons à l’élément
h∈ (1r Z)∨ l’élément φ∈Gp,s tel que φ↔ (h,1) ; et de même nous identifierons à l’élément
γ ∈ E∨q l’élément φ ∈ Gp,s tel que φ↔ (1,γ). Rappelons enfin que, si α = c ∈ Eqr on a
introduit à la fin du 4.5.3 (définition 3) :
γ2(α) := γ2(c
−1)
θqr(z0/ζrc)
θqr(z0/c)
.
Théorème 7. Soient δ ∈ N∗ et α,β ∈ Eqr . Alors :
(i) ∀h ∈ (1r Z)∨ ,
(
∆(δ,β)α
)h
= h(δ/r)∆(δ,β)α .
(ii)
(
∆(δ,β)α
)γ1
= γ1(β) ∆
(δ,β)
α .
(iii)
(
∆(δ,β)α
)γ2
= (γ2(α))
δ ∆(δ,ζr
−δ
β)
ζrα
.
Démonstration. Elle a été donnée tout au long du 4.5.3.
En vue de la définition du « groupe fondamental sauvage », nous aurons besoin de
préciser ces actions sur la base canonique de l’algèbre de Lie graduée L1qr , décrite au
théorème 6 de 4.2.4. Dans ce numéro, on se plaçait en fait dans la catégorie Eq, dont on
étudiait l’action du groupe Gq,p,s sur s˜tq ; et on y définissait l’algèbre de Lie graduée libre
L1q ⊂ s˜t1q, tout cela relativement à la « base » q. Ici nous devons remplacer q par qr. Nous
noterons encore ∆(δ,β)l (les indices l ∈ Z étant comptés modulo δ) les éléments de la base
canonique de L1qr ; mais, bien entendu, avec β ∈ Eqr .
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Il est immédiat à partir du théorème ci-dessus que l’on a, pour l = 0, . . . ,δ−1 et avec
les notations du théorème : : (
∆(δ,β)l
)h
= h(δ/r) ∆(δ,β)l ,(
∆(δ,β)l
)γ1
= γ1(β) ∆
(δ,β)
l .
Le cas de γ2 est un peu plus compliqué et nécessite que l’on précise bien les choix et
les notations.
Fixons donc δ ∈ N∗ et β ∈ Eqr . Soit e l’unique représentant de β dans la couronne
fondamentale : 1≤ |e|< |qr| ; et soit φ son argument pris dans [0,2pi[. On pose d := e−1,
de sorte que |qr|−1 ≤ |d|< 1 et que −φ ∈ ]−2pi,0] est un argument de d. Soit cl l’unique
racine δe de d d’argument
−φ−2lpi
δ
∈
]
−(l+1)2pi
δ
,−l 2pi
δ
]
. Donc cl = ζ−lδ c0. De plus,
|qrδ|−1 ≤ |cl|< 1. Notons enfin αl := cl ∈ Eqr .
Ces notations étant posées, par définition (théorème 6 de 4.2.4 adapté à la base qr) :
∆(δ,β)l = ∆
(δ,β)
αl , l = 0, . . . ,δ−1.
Pour appliquer le (iii) du théorème, on pose β′ := ζr
−δ
β. Les notations correspondant
à celles explicitées ci-dessus, appliquées à β′, donnent d′ = ζδr d. Les c′l sont donc (peut-
être à l’ordre près) les ζrcl ; de plus, la suite des cl comme celle des c′l est géométrique
de raison ζ−1δ , ce qui entraîne que ce sont les mêmes suites à décalage près : il existe un
entier l0 tel que ζrcl = c′l+l0 pour tout l. En particulier, l0 est déterminé (à un multiple près
de δ) par la condition ζrc0 = c′l0 . Comme ζrc0 est une racine δ
e de d′ telle que |qrδ|−1 ≤
|ζrc0|< 1 et dont un argument est 2pi/r−φ/δ, il suffit de trouver l0 tel que :
2pi/r−φ/δ ∈
]
−(l0+1)2piδ ,−l0
2pi
δ
]
.
Nous noterons à la française E(x) la partie entière d’un réel x. La condition ci-dessus
équivaut à l0 = E (φ/2pi−δ/r).
Définition 4. On définit la fonction ` : N∗×Eqr → Z par la formule :
`(δ,β) := E (φ/2pi−δ/r) ,
où φ est l’argument pris dans [0,2pi[ d’un représentant e de β choisi dans la couronne
fondamentale 1≤ |e|< |qr|.
Dans cette définition, r est implicite, puisque l’on s’est placé une fois pour toutes dans
la catégorie Eqr .
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Corollaire 9 (du théorème 7). L’action adjointe de Gq,p,s sur L1qr est décrite par les for-
mules : (
∆(δ,β)l
)h
= h(δ/r) ∆(δ,β)l ,(
∆(δ,β)l
)γ1
= γ1(β) ∆
(δ,β)
l ,(
∆(δ,β)l
)γ2
= γ2(αl) ∆
(δ,ζ−δr β)
l+`(δ,β).
Pour une formulation où n’apparaît pas explicitement le point base z0 (ici via la fonc-
tion γ2), nous introduisons une autre base de L1qr en posant :
(33) ∀δ ∈ N∗ ; ∀β ∈ Eqr , ∀l ∈ {0, . . . ,δ−1} , Ψ(δ,β)l := θqr(z0/cl)∆(δ,β)l ,
où cl := cl,0 comme précédemment. Comme expliqué au début de 4.2, contrairement aux
énoncés précédents l’énoncé ci-dessous est valable sans restriction dans tout E rq .
Théorème 8. On suppose que q a une bonne valeur. L’action adjointe de Gq,p,s sur L1qr
est décrite par les formules : (
Ψ(δ,β)l
)h
= h(δ/r)Ψ(δ,β)l ,(
Ψ(δ,β)l
)γ1
= γ1(β)Ψ
(δ,β)
l ,(
Ψ(δ,β)l
)γ2
= γ2(c−1l )Ψ
(δ,ζ−δr β)
l+`(δ,β).
Démonstration. C’est la traduction directe du corollaire 9.
4.6 Structure du groupe fondamental sauvage
Nous formulons ici le théorème qui étend au cas des pentes arbitraires le théorème 3.10 de
[14]. Outre la relaxation de l’hypothèse d’intégrité des pentes, nous proposons une légère
amélioration en ce que la composante formelle (ou pure) est elle-même décrite comme un
groupe discret.
Dans la ligne basse de l’équation (30) du numéro 4.4.5 :
1 // (1r Z)
∨ // Grq,p,s // E∨q // 1,
on identifie (1r Z)
∨ à C∗ par h 7→ h(1/r), d’où une extension :
1→ C∗→Grq,p,s→ E∨q → 1.
Cela permet de décrire le groupe Grq,p,s comme l’ensemble C∗×E∨q muni de la loi :
(t,γ)∗ (t ′,γ′) := (tt ′η(γ,γ′),γγ′) où η(γ,γ′) := γ′
(
γ
(
q−1/r
))
∈ C∗.
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Le sous-groupe de torsion µ∞ := Tor(C∗) de C∗ formé des racines de l’unité est infini,
donc Zariski-dense dans C∗. On a vu que le sous-groupe abélien libre < γ1,γ2 > de E∨q
est également Zariski-dense. Comme η(γ,γ′) est une racine de l’unité (on l’a déjà vu, mais
cela sera précisé ci-dessous), on a un sous-groupe Zariski-dense de Grq,p,s (décrit comme
ci-dessus par C∗×E∨q ) d’ensemble sous-jacent µ∞×< γ1,γ2 >. des égalités :
γ1(ζr) = ζr, γ1(qr) = 1, γ2(ζr) = 1, γ2(qr) = ζr,
on tire :
η(γ1,γ1) = η(γ1,γ2) = η(γ2,γ2) = 1, η(γ2,γ1) = ζ−1r ,
d’où, par bilinéarité de η :
η
(
γk11 γ
k2
2 ,γ
l1
1 γ
l2
2
)
= ζ−k2l1r .
Identifiant µ∞ à Q/Z (par l’application x 7→ e2ipix) et < γ1,γ2 > à Z2, on obtient enfin le
groupe d’ensemble sous-jacent (Q/Z)×Z×Z et de loi :
(x,k1,k2)∗ (y, l1, l2) := (x+ y− cl(k2l1/r),k1+ l1,k2+ l2).
(On vérifie aisément que c’est bien une loi de groupe.) En accord23 avec [14, §3.6], notons
ce groupe Grp,s. On a donc une suite exacte (maintenant en notation additive) :
0−→Q/Z−→Grq,p,s −→ Z2 −→ 0.
Soit par ailleurs Lrq l’algèbre de Lie graduée libre de base la famille de tous les sym-
boles Ψ(δ,β)l , δ ∈N∗, l ∈ {0, . . . ,δ−1}, β ∈ Eqr (famille graduée par N∗×Eqr) ; à laquelle
on adjoint l’élément Ψ(0), qui correspond à ν. On fait agir le groupe Grq,p,s sur Lrq par les
règles suivantes :
1. L’action de tout Grq,p,s sur Ψ(0) est triviale (l’identité).
2. L’action de (x,0,0) multiplie Ψ(δ,β)l par e
2ipiδx.
3. L’action de (0,1,0) multiplie Ψ(δ,β)l par γ1(β).
4. L’action de (0,0,1) envoie Ψ(δ,β)l sur γ2(α
−1
l )Ψ
(δ,ζr
−δ
β)
l+`(δ,β) .
Définition 5. Le groupe fondamental sauvage de E rq est l’objet hybride défini par le pro-
duit semi-direct :
pir1,q,w := L
r
qnGrp,s
déterminé par l’action décrite ci-dessus.
23À ceci près qu’on omet l’exposant (0) qui exprime dans loc. cit. qu’il s’agit d’une étude locale en 0 ; et
que l’on met en exposant r le dénominateur commun des pentes.
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Le groupe de Galois Grq qui est l’objet de cette étude est le groupe proalgébrique
tel que la catégorie tannakienne E rq soit équivalente à la catégorie de ses représentations
rationnelles, RepC(Grq). Les constructions précédentes définissent un morphisme de pir1,q,w
dans Grq, d’où un foncteur de restriction de RepC(Grq) dans la catégorie RepC(pir1,q,w) des
représentations du groupe abstrait pir1,q,w. Les résultats de cette section sont résumés par le
théorème suivant, qui est le pendant de [14, th. 3.10]. Comme le théorème 8, ce théorème
est valable sans restriction dans tout E rq .
Théorème 9. On suppose que q a une bonne valeur.
(i) Le foncteur de restriction de RepC(Grq) dans RepC(pir1,q,w) est un isomorphisme, i.e. il
est pleinement fidèle et bijectif sur les objets.
(ii) Il y a une bijection naturelle entre les classes d’isomorphisme de représentations de
pir1,q,w et les classes d’isomorphismes d’objets de E
r
q . Les groupes de Galois de tels objets
sont les clotures de Zariski des représentations associées de pir1,q,w.
Lorsque q a une mauvaise valeur, il n’est pas possible d’extraire de la famille des ∆(δ,β)α
une base telle que l’action de γ2 soit une simple combinaison de permutation et d’homo-
thétie. Il n’est alors pas difficile de déduire du théorème 7 un analogue du théorème 9
pour une base moins sympathique, mais la description est alors moins parlante.
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