A model of hopping conductivity is proposed that takes into account the nonlinear dependence of the mobility of the charge carriers on an externally applied field. The latter is known to be the main origin of the creation of high-field domains in n-type polar semiconductors and is responsible there for the current oscillations observed in the so-called Gunn effect. In this paper we study the effect of the non-Ohmic response to the external field via a driven diffusive lattice gas. Computer simulations carried out on our model reveal Gunnlike behavior. We present a theoretical analysis identifying the macroscopically relevant evolution equation.
I. INTRODUCTION
Consider a model of particles jumping on a lattice following some ͑stochastic͒ rules. When the motion of these particles is governed by a random hopping mechanism ͑much like simple random walkers͒ and when, superimposed on this, the particles ''feel'' the tendency to drift off in a preferred direction, we speak about a driven diffusive lattice gas. See, e.g., Ref. 1 for a theory of one-dimensional hopping conductivity and diffusion. A more general treatment is given in Refs. 2 and 3. Here we study a particular kind of dynamics for such lattice gases with hard-core exclusion ͑at most one particle per lattice site͒. In the presence of streaming due to constant external fields, a steady state can be formed with the distribution bearing little resemblance to the thermal equilibrium one. We are interested in characterizing the steady-state behavior of such models with the special feature that the response to the field is nonlinear ͑non-Ohmic͒.
Since the introduction of lattice gases, e.g., in Ref. 4 , they have been applied to various physical phenomena. In particular, lattice gases have been used as test grounds of simple models to clarify, explore, and simulate complicated cooperative behavior in realistic systems involving transport or conductivity phenomena. This is especially so since the drastic increase in computer power ͑enabling large-scale molecular-dynamics simulations͒ and since it was realized how little, sometimes, the details of the underlying microscopic laws matter in establishing realistic macroscopic behavior. In that sense, the present work is intended to isolate from a conceptually very simple hopping conductivity model some of the essential ingredients leading to an instability that has many similarities to the Gunn instability in semiconductor theory. Our main goal is not to study directly the Gunn effect, but rather to investigate a driven diffusive lattice gas having some properties analogous to those leading to that effect.
In 1963 Gunn observed microwave current oscillations in n-type polar semiconductors subjected to high electric fields. 5 What happens in materials such as GaAs is that as the background electric field increases, hot electrons are being transferred from high-mobility valleys to lower-mobility valleys in the conduction band. In other words, as a function of the background electric field, the average drift velocity of the conduction electrons shows a region of negative slope. As a result, the homogeneous electron distribution becomes unstable and propagating domains of high local electric field together with current oscillations are established. Particularly at the end of the 1960s, this Gunn effect received quite a bit of attention ͑marking the end of a search for a negative differential conductivity mechanism, capable of sustaining high-frequency oscillations͒. Research activities in the basic mechanisms of the Gunn effect have, however, invariantly centered around the combination of macroscopic and phenomenological equations. The difference in the present work is the consideration of some of the basic questions in the fully microscopic context of lattice-gas models. We do not, therefore, start our analysis from given ͑phenomenological͒ transport equations, nor do we a priori assume any type of macroscopic motion. We do, however, restrict ourselves to just one part of the problem, that is, given a particular type of interaction between the individual particles ͑simulating negative differential response to the local field͒, what is the resulting overall motion and how can it be explained, or, what Gunn-like instability can be observed in a hopping conductivity model?
There are many references on the Gunn effect. The earliest papers giving a full account are probably Refs. 6 and 7. The effect has also been cited as an example of selforganization in semiconductor physics. The idea is that out of a homogeneous charge-carrier distribution, stable domains ͑with charge accumulation and depletion domain͒ are formed that propagate throughout the sample; see, e.g., Ref. 8 . More recent references on the Gunn effect can be found in Refs. 10 and 11. As mentioned before, driven diffusive lattice gases appear in many contexts: for models of hopping conductivity, we also refer to Refs. 1 and 9; non-Ohmic electron hopping conductivity is investigated in Ref. 12 . The theory of fluctuations in nonequilibrium electron gases is reviewed in Ref. 13 . Our model is close to the ones considered in Refs. 14 and 15 where phase segregation is studied in the context of spinodal decomposition.
In the next section, we explain our model. This contains the full microscopic information that we a priori put in. Section III gives an overview of what can be observed via simu-lation of the model. Section IV is devoted to the theoretical analysis of the model.
II. MODEL
The model is one dimensional but can easily be generalized to higher dimensions. At every lattice site x ͑xϭ..., Ϫ1,0,1,...͒, there can be either a particle or a hole. The particle configuration ϭ͓(x),xZ͒ is fully specified by the convention that (x)ϭ1 if there is a particle at the site x and (x)ϭ0 if there is a hole ͑no particle͒.
Particles are indistinguishable and are hopping to nearestneighbor sites only if there is a hole ͑exclusion process͒. What one really would like to study is a model of interacting charge carriers subject to a uniform external electric field E ext . Calling c(x,y,) the rate of exchanging the occupation numbers at the neighboring sites ͗xy͘ when the configuration is , a natural first choice seems to be
Here H͑͒ is the Hamiltonian of the interacting particle system. If E ext ϭ0, then c(x,y,) describes a Kawasaki spinexchange process with reversible measure e Ϫ␤H() : the equilibrium state with respect to H͑͒ at inverse temperature ␤. All the interaction terms should be contained in H͑͒, in particular also those having to do with the mutual ͑long-range͒ Coulomb repulsion between equal charges. In that sense ͑2.1͒ can be the starting point for analyzing the origin of negative differential conductivity in driven diffusive lattice gases.
The point of view we take here is, however, much more modest. We just replace ͑2.1͒ by an ad hoc exchange rate in which we put in by hand the nonlinear response of the moving charge carriers; see ͑2.4͒.
The rate of hopping of a particle ͓that is, of crossing a bond (x,xϩ1)͔ is determined by the number of particles that are in a finite neighborhood around that bond (x,xϩ1). An important quantity in that respect is the local field, here defined as
͑2.2͒
For fixed ͑and finite͒ screening parameter Rϭ1,2,..., E(x,) counts the excess of particles to the left of the bond (x,xϩ1) with respect to the right of the same bond. Imagining the particles as carrying some electric charge, we think of E(x,) as modeling the local electric field that is exerted on a particle in its crossing of the bond (x,xϩ1) when the configuration is . The response of the particle, however, is not a linear function of this E field. Rather, we assume that the rate of hopping of the particle to the right x→xϩ1 ͓(x) ϭ1, ͑xϩ1͒ϭ0͔ has a region of negative slope as a function of E(x,). While for a small enough excess of particles to the left of the bond, the particle tries harder than before to cross it ͑going to the right͒, as the local field grows ͑larger excess of particles to the left͒ the particle may feel less and less tendency to jump over to the right. This particular assumption ͑which is described more precisely below͒ is what is referred to in the title as negative differential conductivity. Formula ͑2.2͒ is our model's version of a screened Poisson law since
counts the local charge at the edges of the region [xϪR,x]ഫ[xϩ2,xϩ2ϩR]. Of course, the total electric field at the site x is the sum E(x,)ϩE ext with E ext responsible for the constant background bias ͓in ͑2.4͒ to be replaced by qϳtanh E ext ͔. The total area under the electric field is a constant ͑voltage bias condition͒ not depending on the particular charge carrier configuration or on time,
if N is the length of the sample. In formula form, we let c(x,xϩ1,) be the rate of exchanging the occupation number at site x and xϩ1 when the configuration is . We take
where qϾ0 corresponds to the background field ͑asymmetric random walkers with site exclusion͒ and the function f translates the nonlinear dependence of the rates on the local field. Taking f ϭ0 in ͑2.4͒ is equivalent to taking ␤ϭ0 in ͑2.2͒ and one recovers the well known asymmetric exclusion process. 2 We will return to possible forms of the function f later, see, e.g., ͑3.4͒; the general dependence of f on the local field is illustrated in Fig. 1 . Setting qϭ0 ͑no external field͒ in
The local field E on the horizontal axis is written in units of particle excess. The histogram shows the approximation we used ͓see ͑3.4͔͒.
͑2.4͒ makes the background drift equal to zero ͑f is odd͒ and corresponds to setting E ext ϭ0 in ͑2.2͒. where x,xϩ1 is the configuration obtained from after exchanging the occupation of x and xϩ1. Of course, one needs to specify the initial condition at tϭ0 for the equations to be complete.
From a more practical point of view, the dynamics can be observed as follows. Take a finite system with periodic boundary conditions ͑particles on a circle͒. Generate an initial particle configuration. Pick a bond (x,xϩ1) at random and exchange the occupation with probability c(x,xϩ1,) ͑depending on the occupation of the sites x,xϩ1͒. This way a new configuration is obtained and the updating can be repeated.
III. SIMULATIONS
In a realistic Gunn experiment, it is observed that above a certain threshold voltage, applied across a suited semiconductor sample, the induced mean current drops beneath the Ohmic value and starts to pulsate in time. Microscopically, this is attributed to the formation of high-field domains originating in clustering of the free charge carriers. Moreover, the domains move at a certain drift velocity, which equals the drift velocity of the individual charge carriers.
Our microscopic model is far from realistic. Still, if it contains the necessary ingredients ͑in terms of dependencies and symmetries͒ we may expect a macroscopic behavior that is very similar to the one observed in reality. In order to test our model and to check in how far experimentally observed behavior is reproduced, we have put it on the computer. We will first discuss the way the simulation is done and subsequently define some parameters and quantities that were evaluated by the simulation.
A. The Monte Carlo procedure
The simulation is performed on a one-dimensional lattice gas of length N using periodic boundary conditions. In a first step, the initial condition is generated. This can be a random distribution of N p particles on the lattice as well as an initially fixed N p -sized domain on which the particles are placed.
The time evolution of the particle distribution on the lattice is then governed by the dynamics as in ͑2.4͒-͑2.6͒. The Monte Carlo procedure consists of the following steps.
͑i͒ First, the probability for a jump to the right or to the left is determined for each bond (x,xϩ1) on the lattice, taking into account the static homogeneous field as well as the local field determined by the R nearest neighbors of the bond, as from ͑2.4͒.
͑ii͒ The random generator decides which exchange should take place. If the actual lattice configuration allows the hop ͓e.g., for a right hop, if (x)ϭ1 and ͑xϩ1͒ϭ0͔, the exchange is established.
͑iii͒ In the final step, corrections are made for double occupation at or double jumps to a given site. When this is the case the random generator ''decides'' which one of the exchanges is to be annihilated. This decision is done with equal probability for either exchange, thus simulating random access to the chain. 1 One such complete renewal of the chain is performed in one so-called Monte Carlo step ͑MCS͒, which defines also the time unit of the measurements.
B. Observables
We evaluated the following parameters. ͑i͒ The lattice current I L (t) is determined from the total number of hops in the right ͑H ϩ ͒ and the left ͑H Ϫ ͒ direction, averaged over a ''small'' time interval ⌬t around some particular time t. I L (t) is then given by
I L is normalized to the number of particles N p . We have also measured the time-averaged total current Ī L given by
for large T and T 0 and small ⌬t. ͑ii͒ The local current I loc (x,t) at a given site x counts the net total number of jumps to the left or right at site x in a certain period ⌬t. It is clear that moving clusters of particles should manifest themselves as a pulsating I loc . Note that
͑iii͒ The nearest-neighbor correlation functions
which evaluate the degree of simultaneous occupation of the nearest-neighbor sites (x,xϩ1). When particles cluster in the steady state ͑moving domains͒ this parameter should become substantially different from zero when averaged over a large period of time. ͑iv͒ The distribution P͑ cl ͒, with cl an integer 0,1,2,... indicating the cluster size, is defined as
where ͑ cl ͒ equals the number of cl -sized clusters on the chain. P͑ cl ͒ is normalized to the number of particles on the chain. As such P͑ cl ͒ measures with what frequency particle clusters of size cl appear on the chain.
C. Results
In a series of simulations, the following form of f (E)ϭ Ϫ f (ϪE) was taken ͑E is described in units of particle excess as described before; cf. Fig. 1͒ :
The simulations were performed on chains of different lengths between Nϭ100 and 500 and using several different particle densities ͑ϭN p /N͒. A typical measurement consisted of 50 000 MCS. To evaluate time averages, the system was allowed to reach a steady state first ͑15 000 MCS͒. The time-dependent parameters were computed in typical periods ⌬tϭ50 MCS.
Establishing moving domains
Currents I L and correlations C nn were measured as a function of the parameter C 2 in ͑3.4͒. Typical dependences were obtained, as shown in Fig. 2 increasing C 2 , I L reaches a saturation value, which is the value obtained for the simple asymmetric exclusion process, without further interaction:
I L ϭ2q(1ϪN p /N) ͑ϳ2q for small density ϭN p /N͒. When the interaction becomes more important, the lattice current decreases monotonically towards zero. This decrease of I L is clearly correlated with an increase of C nn ͑0͒. Both phenomena already give a first indication that indeed domain formation is established within the model. Figure 3 shows the time evolution of I L in two different situations. The full line represents the simple exclusion process ͓f (E)ϭ0͔, where the initial particle distribution consisted of just one cluster. It is seen that I L starts at about 250 hops/MCS to reach the saturation value after about 150-200 MCS ͑600 hops/50 MCS, which equals about 2q after proper normalization͒. In the second case, the initial distribution was random, but f (E) 0. In this case, I L starts at roughly the value corresponding to 2q, but after the same period, it has dropped to a steady, lower value. Note that such a current drop due to formation of domains is observed in the Gunn effect as well. Figure 4 shows I loc (x,t) in three different situations. ͑a͒ When f (E)ϭ0 and with a random initial distribution, no periodic behavior is observed. I loc varies around a constant value. Starting with an initial domain, there are some current pulses in the beginning, but after a short time, these are washed out and I loc evolves towards the ͑a͒ behavior. ͑c͒ When the initial particle distribution is random, but f (E) 0, I loc (t) shows a clear pulsating behavior: high peaks are observed, superimposed on a low background. These results show clearly that the influence of f (E) is to generate a clustering of the particles.
This last statement can also be observed from the behavior of the distribution P͑ cl ͒, which is shown for different situations in Figs. 5͑a͒ and 5͑b͒ . Shown is the time averaged P͑ cl ͒. When f (E) 0 ͑corresponding to R 0͒, the distribution clearly shifts to higher values of cl indicating the generation of domains ͓Fig. 5͑a͔͒. The same kind of observation is seen in Fig. 5͑b͒ , where P͑ cl ͒ is shown as a function of C 2 ͓cf. ͑3.4͔͒. It can also be observed that P͑ cl ͒ becomes rather broad indicating the occurrence of different cluster lengths. We will return to this point in Sec. III C 2 below.
From the above-discussed observations, we can conclude that the model, as described in this paper, is indeed able to generate moving domains on a linear chain. While we do not claim a phase transition in the proper sense of the word ͑with a sharply defined transition between two macroscopically different behaviors, clustering and nonclustering͒, we believe to provide evidence that there is a range of parameter values where some of the phenomenology of the Gunn effect is effectively observed. We expect that such a phase transition will in fact show up for the same model defined on higherdimensional lattices. Work is in progress to confirm that claim. In the following section, we discuss some properties of the domains as studied up to now.
Properties of the domains
The first thing to study is the size of the domains. Initial information in this respect can already be deduced from Fig.  5 . It is seen that there exists an obvious correlation between the cluster size and the range R: the larger R, the larger the size of the domains. Note, however, that although with Rϭ8 there are indeed clusters up to cl ϭ8, the same seems not to be true for Rϭ30. This indicates that cl shows saturation as a function of R.
Finally, Fig. 6 shows a series of snapshots of the chain during the process: Fig. 6͑a͒ represents the situation of Fig.  3͑a͒ whereas Fig. 6͑b͒ relates to Fig. 3͑c͒ . The formation of domains is again very clear when f (E) 0. Moreover, the velocity of the moving domains can be measured using such pictures. Doing so as a function of q as well as of C 2 , we found that the situation was rather complicated. Some aspects though were reproduced in all tests: it was seen, e.g., that the velocity decreased as C 2 became more negative. However, in all cases, the velocity remained smaller than the velocity of the free particles. Further, it has become clear as well that the velocity was strongly dependent on the cluster size, being slower for larger clusters. We think that these observations are due to the way the domains are propagating along the chain. Indeed, the domains move more or less like a caterpillar, as the first particles ͑in the drift direction͒ always wait until the last ones have reached the back of the domain. As a result, the larger the domain, the smaller the drift velocity. This observation is in disagreement with the Gunn effect, where the domains move at the drift velocity of the free charge carriers. It is not clear yet what extra mechanism in our model could improve the agreement.
In conclusion, we have shown that an important aspect that lies at the origin of the Gunn effect in semiconductors, i.e., the formation of moving particle clusters, can be reproduced by models of driven diffusive lattice gases. In the next section we discuss how this can be understood from a theoretical analysis.
IV. ANALYSIS
From the model as described in Sec. II, it is quite easy to obtain the kinetic equations for the various correlation func- The only parameter that changes is the number of neighbors that are taken into account to calculate the exchange probability. It is clear that the larger R, the larger the size of the generated domains ͑qϭ0.2 and C 2 ϭϪ0.2͒. ͑b͒ shows the distribution function as a function of the interaction strength C 2 and using a fixed Rϭ12. It is seen that domain formation is favored for larger C 2 (qϭ0.2).
tions. As an important example, the local particle density ͑corresponding to the conserved quantity͒
satisfies the continuity equation
where the ''current'' ͓i.e., the equivalent of I loc (x,t) defined in ͑ii͒ of Sec. III B͔ is
Here
with f the ''response function'' as introduced in Secs. II and III; see also ͑3.4͒. Equations ͑4.2͒, ͑4.3͒, and ͑2.3͒ should be thought of as the equivalents of, respectively, the continuity equation, the law of internal current, and the Poisson equation. These are the starting points in the traditional theoretical analysis of the theory of the Gunn effect. 6, 7, 16 Of course, our Eq. ͑4.3͒ is very hard to analyze. We therefore start our arguments by considering rescaled versions.
If the response function f equals zero, then the resulting process ͑4.2͒ and ͑4.3͒ is commonly known as the asymmetric exclusion process. 2 We know, e.g., that Bernoulli measures with constant density ϭ t (x) are time invariant. In that case, random ͑initial͒ conditions with particle density are reproduced at every time and the current ͑4.3͒ becomes
This model has been widely appreciated as one of the simplest microscopic systems showing nonlinear wave motion. 2 To see this more clearly, take ⑀Ͼ0 small and at tϭ0 randomly put particles with a slowly varying density profile 0 (r), r real,
͑4.6͒
Then after the appropriate space-time rescaling
the particle trajectories ͓as from ͑4.2͔͒ follow, as ⑀→0, the inviscid Burgers equation
Changing variables uϭ1Ϫ2 in ͑4.7͒ and substituting ͑4.5͒ and ͑4.7͒ is equivalent to
The initial condition is u(ϭ0,r)ϭ1Ϫ2 0 (r)ϭu 0 (r) ͓note that on the scale ͑4.6Ј͒ the dissipative term ϳ(‫ץ‬ 2 /‫ץ‬r 2 )u is not present in the Burgers equation͔. Here is an implicit way of writing the solution to this initial value problem:
u͑,r ͒ϭu 0 ͓rϪ2qu͑,r͔͒.
͑4.9͒
The initial profile u 0 is changed by moving the particle to the right with ͑density-dependent͒ speed u(,r). As is indeed clear from ͑4.5͒, the ''drift velocity,'' i.e., the factor multiplying the density in the expression of the current, is there linearly dependent on the density. More explicitly, from ͑4.3͒ with f ϭ0 and using independence, we have
Returning to the original model with nonzero response function f , the previous analysis suggests that one replace now ͑4.10͒ by a modified law of the internal current
simplifying ͑4.3͒, where
and ͓see ͑2.3͒, ͑4.3͒, and ͑4.4͔͒
.12͒ plays the role of effective drift velocity, depending nonlinearly on the local field E t (x) and on the particle density. If the slope of u at the point r at moment t is slightly negative ͑positive͒, then particles at r move forward faster ͑slower͒ than in the case f ϭ0 or in the case that ‫/ץ(‬ ‫ץ‬r)u(,r)ϭ0. If the slope becomes more steep than a given value ͑depending on the characteristics of the response function f ͒, then, a negative ͑positive͒ slope makes the particles again move slower ͑faster͒. This again is the manifestation of negative differential conductivity as discussed for the microdynamics following Eq. ͑2.3͒ above. The result is the stability of accumulation ͑and depletion͒ domains. This is made possible by the same effects as those that occur on the microscopic scale. Figure 6͑b͒ shows a typical picture of the growth of such a domain.
This picture summarizes why our model is simulating the Gunn effect. It shows that this effect certainly does not have to be restricted to the context of semiconductors. We indeed are expecting that models similar to the one discussed here may play a role in simulating self-organized collective effects caused by nonlinearities in the response of individual particles or components to the applied fields.
