In this paper, we study single phase, steady-state flow in bounded, heterogeneous reservoirs. We derive general equations governing the statistical moments of flow quantities by perturbation expansions. These moments may be used to construct confidence intervals for the flow quantities. Due to their mathematical complexity, we solve the moment differential equations ͑MDEs͒ by the numerical technique of finite differences. The numerical MDE approach renders the flexibility in handling complex flow configurations, different boundary conditions, various covariance functions of the independent variables, and moderately irregular geometry, all of which are important factors to consider for realworld applications. The other method with these flexibilities is Monte Carlo simulation ͑MCS͒ which has been widely used in the industry. These two approaches are complementary, and each has its own advantages and disadvantages. The numerical MDE approach is compared with published results of MCS and analytical MDE approaches and is demonstrated with two examples involving injection/production wells.
Introduction
Although oil reservoirs are intrinsically deterministic, we usually have incomplete knowledge of their properties. Reservoir properties, including fundamental parameters such as permeability and porosity, are ordinarily observed at only a few locations despite the fact that they exhibit a high degree of spatial variability at all length scales. 1, 2 This combination of significant spatial heterogeneity with a relatively small number of observations leads to uncertainty about the values of reservoir properties and thus, to uncertainty in estimates of production potential. While uncertainty in the values of properties can be reduced by improved geophysical techniques, it can never be entirely eliminated. When computational models of flow are used to assess the benefits of reservoir development, the degree of uncertainty in predicted production must be quantified in terms of uncertainty in reservoir parameters.
The theory of stochastic processes provides a natural method for evaluating reservoir uncertainties. In the stochastic formalism, uncertainty is represented by probability or by related quantities like statistical moments. Boundary conditions, initial conditions and parameters are treated as random fields ͑RFs͒ whose values are determined by probability distributions. In turn, dependent variables like pressure ͑hydraulic head͒ and flux are RFs, and the equations governing flow in a reservoir become stochastic differential equations ͑SDEs͒ whose solutions are probability distributions of pressure and flux.
Generally we cannot solve a SDE exactly, but can only estimate the first few moments of the corresponding probability distribution, specifically its mean, variance, and covariances. However, these moments usually suffice to approximate confidence intervals. During the last two decades many stochastic theories have been developed within the hydrology community that relate moments of hydraulic head, velocity, and other flow quantities to the statistical moments of hydraulic conductivity and mean flow characteristics ͑e.g., Refs. 3-24͒. These theories are highly relevant to reservoir engineering, and in this paper we extend one such approach to the problem of statistically characterizing single phase fluid flow in heterogeneous reservoirs.
Moments of a flow system may be obtained either by Monte Carlo simulation ͑MCS͒ or by the method of moment differential equations ͑MDEs͒. The MCS approach is based on generating multiple, equally likely realizations of the reservoir of interest based on statistics obtained from sampling. A given realization is deterministic and provides a complete representation of reservoir properties, but it is selected by a probabilistic procedure analogous to coin flipping and is only one possible representative of the unknown reservoir. For each realization, the deterministic governing equations are solved by numerical methods such as finite differences or finite elements. The moments of the dependent variables are obtained by averaging over the solutions of many realizations. In the moment equation approach, the SDEs are averaged first to obtain MDEs governing the statistical moments of the dependent variables. The MDEs are themselves deterministic and can be solved numerically or, sometimes, analytically.
These approaches are complementary, and each has its own advantages and disadvantages. The MCS approach can handle complex geometry and boundary conditions and requires fewer assumptions than do MDEs. Most importantly, the MCS approach can, in principle, deal with extremely large variability in the independent variables so long as the number of realizations is large. However, this leads to the main disadvantage of the MCS approach which is that it must solve many realizations of a given reservoir. This requires considerable computation and a careful examination of the results. In general, two types of error are associated with MCS results: numerical and statistical. The former depends on the numerical method and the particular solver used as well as the spatial and temporal discretizations. The larger is the spatial variability, the finer is likely the required spatial discretization. Statistical errors arise from the method used to generate realizations and the number of realizations. On the other hand, MDEs are derived under the assumption of small perturbations or with some kind of closure approximation, either of which may introduce error. Nevertheless, the MDE approach has important advantages. First, only a small number of equations must be solved: one for the mean and one each for a small number of variances and covariances. Second, the coefficients of the MDEs are relatively smooth because they are averaged quantities. Thus the MDEs can be solved on relatively coarse grids. Third, the MDEs are available in analytical form, even though they are usually solved numerically in applications. This holds the potential for increased physical understanding of the mechanisms of uncertainty through qualitative analysis. Finally, in many applications MDE approaches provide a good estimate of the behavior of large variance systems despite being based on small perturbation theory.
In this study we use perturbation expansions to derive general MDEs governing the statistical moments of steady-state flow. Almost all previous moment equation approaches for flow make a number of simplifying assumptions which may sometimes be reasonable in hydrogeology but have significant consequences in reservoir simulations: unbounded domains ͑implying unlimited supply of oil/gas͒, uniform mean flow ͑excluding pumping and injection͒, medium stationarity ͑excluding the presence of geological layers, zones, and facies͒, or specific covariance function. In the present study we develop a numerical MDE approach for flow. Compared to analytical and semianalytical approaches, the numerical MDE approach can handle complex flow configurations and boundary conditions, various covariance functions of the independent variables, and moderately irregular geometries, all of which are important factors to consider for real-world applications. Here we compare the numerical MDE solutions with published results of MCS in bounded domains and with analytical results obtained for an unbounded domain. We also investigate two practical examples. First, we obtain first-and second-order estimates of mean heads ͑pressures͒ in addition to the mean flux vector and the corresponding standard deviations for pairs of injection/extraction wells. Then we derive the same quantities for a five-spot pattern composed of a central production well and four injection wells.
General Mathematical Statements
We consider single phase, steady-state flow satisfying the following continuity equation and Darcy's law
subject to boundary conditions
where u is specific discharge ͑flux͒ vector, f (x) is source/sink term ͑due to recharge, pumping or injection; positive for source and negative for sink͒, p(x)ϭ P(x)/(g)ϩx 3 is hydraulic head ( P being pressure, density, g gravitational acceleration factor, and x 3 elevation͒, K(x)ϭk(x)g/ is hydraulic conductivity ͑k is intrinsic or absolute permeability and is fluid viscosity͒, i ϭ1,...,d ͑where d is the number of space dimensions͒, p B (x) is prescribed head on Dirichlet boundary segments ⌫ D , is prescribed flux across Neumann boundary segments ⌫ N , and n(x) ϭ(n 1 ,...,n d ) T is a unit vector outward normal to the boundary. In this study, K is assumed to be isotropic locally and is treated as a random space function. It will be clear later that we usually work with log transformed hydraulic conductivity Y ϭln K. Note that the variance of the log hydraulic conductivity is the same as that of the log absolute permeability ln k because Y (x)ϭln͓g/͔ ϩln k(x) with , g and being known constants. Without loss of generality p B (x) and f (x) are assumed to be deterministic ͑i.e., known with certainty͒, and is assumed to be zero such that ⌫ N is a no-flow ͑impervious͒ boundary. More general stochastic boundary conditions can be accommodated in the same manner as in Ref. 17 
with boundary conditions
In the above, K G (x)ϭexp͓͗Y(x)͔͘. Collecting terms at each separate order, we have (1) to first order. Therefore, the head covariance
In most previously mentioned studies, the log hydraulic conductivity is assumed to be stationary such that ͗Y ͘ is constant and the second term in Eqs. ͑9͒ and ͑10͒ would disappear.
The second-order correction term for the mean head is given by taking the ensemble mean of Eq. ͑10͒ with nϭ2,
͘ is the variance of the log hydraulic conductivity, and C Y p ϭ͗Y Ј(x)p
(1) ()͘ is the cross covariance between log hydraulic conductivity and head to be given later. For uniform mean flow in unbounded domains of stationary media, this second-order correction term is identically zero. However, for bounded domains it is generally nonzero. The head covariance is obtained by multiplying Eq. ͑10͒ of nϭ1 with p (1) at another location and then taking the ensemble average
where J i ϭϪ‫ץ‬p (0) /‫ץ‬x i is the negative of the ͑zeroth-order͒ mean hydraulic head gradient, and C Y p is obtained similarly as
The flux in Eq. ͑2͒ can be rewritten as
Collecting terms at each separate order, we have
It can be shown that the mean flux ͗u͘ϭu (0) to zeroth or first order in Y , ͗u͘ϭu (0) ϩ͗u (2) ͘ to second order, and the flux fluctuation uЈϭu (1) to first order. Therefore, to second order the mean flux and flux covariance are given as
The mean head ͗p͘ and mean flux ͗u i ͘ can be used to estimate ͑or predict͒ the fields of head ͑pressure͒ and flux in a heterogeneous reservoir, and the corresponding ͑co͒variance to evaluate the uncertainty ͑error͒ associated with the estimation ͑prediction͒. These first two moments can be used to construct confidence intervals for the pressure and flux fields. In addition, the head covariance, the flux covariance, the cross covariance between log hydraulic conductivity and head, and other covariances obtained based on them may be used to derive ͑conditional͒ estimates of head, log hydraulic conductivity, and velocity from related field measurements by inverse methods or conditioning. 5, [25] [26] [27] Since solute transport is controlled by the underlying velocity field, the statistical moments of the velocity field are essential for studying solute macrodispersion ͑field-scale dispersion͒ ͑see, for instance Refs. 6, 9, 27, 32 and 33͒. In a recent study by us* it is found that the problem of two-phase displacement in heterogeneous media may reduce to two sub-problems: one being two-phase displacement in homogeneous media, and the other being linear advective transport in heterogeneous media. The solution for the former is either known analytically or can be obtained numerically. The latter may not depend on the two-phase composition but entirely on the total velocity field under some conditions. Therefore, the single phase velocity moments also form the basis for stochastic analyses of two-phase displacement in heterogeneous media.
Numerical Solution
Analytical solutions of the statistical moments are available only for a few simple cases such as uniform mean flow in unbounded media, 7, 10, 14, 15 and uniform mean flow in rectangular domains of stationary media. 22 For more general situations with nonstationary material properties and/or in bounded domains of regular or irregular geometry, the problem usually needs to be solved numerically. 28 In this study, we solve the statistical moment equations in two dimensions by the numerical technique of finite differences. The solution is facilitated by recognizing that With this, the left-hand side ͑LHS͒ of Eqs. ͑9͒ and ͑11͒-͑13͒ becomes where G 1 (x)ϭ‫͗ץ‬Y (x)͘/‫ץ‬x 1 and G 2 (x)ϭ‫͗ץ‬Y (x)͘/‫ץ‬x 2 . The coefficients in LHS are functions of known quantities. For p (0) and ͗p (2) ͘, the dependency on vanishes. For one-dimensional domain, the terms associated with x 2 disappear in the above. where ͓A͔ is the coefficient matrix, H is the solution vector for one of the four moments p (0) , ͗p (2) ͘, C Y p and C p , and R is a vector containing information about the RHS of each equation and the boundary conditions. While the vector R is different for these four moments, the matrix ͓A͔ is exactly the same for all of them. In this study, we solve the linear algebraic equations by lowerupper ͑LU͒ decomposition with forward and back substitution. 30 It is obvious that the matrix ͓A͔ only needs to be decomposed once for each problem setup though the substitution has to be performed as many times as the number of different RHS vectors. For a specific grid, the equation governing p (0) or ͗p (2) ͘ only has to be solved once; and that governing C p (x,) needs to be solved for each selected reference point . However, since the equation for C Y p (x,) is written with respect to , it has to be solved as many times as the number of nodes on the grid for x in order to obtain the derivatives ‫ץ‬C Y p (x,)/‫ץ‬x i ͑required for solving C p and ͗p (2) ͒͘. As pointed out by Zhang, 28 it is because of this that the computational demand increases rapidly with the size of the domain. The problem of high computational efforts for large size domains may be alleviated with recent improvements in computer memory and speed, and with the availability of well-integrated massively parallel machines. These moment equations have inherent parallel structures. For example, Eq. ͑13͒ for C Y p (x,) can be solved on different processes for different x because they are independent; and this is also true for C p (x,). Recognition and utilization of this parallelism may speed up the computation significantly. This research topic is of paramount importance for realworld problems.
It is worthwhile to note that the numerical grid used in the MDE approach can be much coarser than that in the MCS approach for the same problem because in the former the coefficients as averaged quantities are much smoother. For a small or median size domain, the MDE approach not only reveals more physical insight but also is more computationally efficient than the MCS approach. For a large size domain, the number of times needed to solve the moment equations may be more than the number of realizations in the MCS approach; but the number of cells ͑or nodes͒ used in the MCS approach is always much larger
Illustrative Examples and Results
For ease of illustration, we consider rectangular domains of size L 1 by L 2 . Unless stated otherwise, the left and right sides are specified as constant head boundaries: p(x 1 ϭ0)ϭp 0 and p(x 1 ϭL 1 )ϭ p L . The lower (x 2 ϭ0) and upper (x 2 ϭL 2 ) sides are noflow boundaries. In the general equations so far, the log hydraulic conductivity field is nonstationary, due to the presence of geological layers, zones and facies or as a result of conditioning. Nonstationarity may manifest in two ways: the mean ͗Y ͘ may vary spatially; and the two-point covariance C Y (x,) may depend on the actual locations of x and rather than only on their separation distance. In the following examples, we only consider some cases of stationary media ͑see Zhang 28 for nonstationary cases͒. The covariance may take any of but is not limited to the following forms:
where Y 2 is the variance and i is the correlation ͑integral͒ scale of Y along the x i axis, and once again summation for repeated indices is implied. The functions in Eqs. ͑25͒, ͑26͒, and ͑27͒ are called exponential, separated exponential, and Gaussian covariances, respectively. When 1 ϭ¯ϭ d , the covariance function is said to be ͑statistically͒ isotropic, except for the separate exponential covariance which is always direction dependent. In the following examples, we let 1 ϭ 2 ϵ.
Comparing with Published Results. Numerical solutions of head variances were tested against the analytical solution of Osnes 22 for bounded, stationary media. In the latter, the covariance C Y takes the separated exponential form. By specifying the same covariance in our numerical code, an excellent agreement was obtained with the result of Ref. 22 which, in turn, compares well with Monte Carlo simulations. We also compared with the Monte Carlo simulation results published almost two decades ago by Smith and Freeze. In our results, the covariance function is assumed to be exponential for Y . The head standard deviations are seen to be zero at the two constant head boundaries and to increase toward the center of the domain. Excellent agreements are found for the first two cases even though the covariance function of Y is slightly different in Ref. 31 . Our moment equations are derived under the first-order ͑in Y 2 ͒, or second-order ͑in Y ͒, approximation which theoretically requires the variance Y 2 to be ͑much͒ less than one. Nevertheless, a good agreement is seen for the third case where Y 2 ϭ4.38 is much larger than unity. Fig. 2 compares the first two moments of flux for rectangular domains with the analytical results for an unbounded domain. As in the previous example, the covariance takes the exponential form. The mean flux ͗u 1 ͘ is normalized by the product of the ͑zeroth or first-order͒ mean negative gradient J 1 2͑c͔͒. There are numerical artifacts for both ͗u 1 ͘ and u 1 2 at the constant head (x 1 ) boundaries ͓Fig. 2͑c͔͒. This can be explained by recognizing that the derivatives with respect to x 1 are approximated by central differences at the interior of the domain and have to be approximated by either forward or backward differences at the x 1 boundaries. At the no-flow boundaries ͑along the transverse center line͒, this numerical artifact disappears along the lateral (x 2 ) boundaries because the derivatives with respect to x 2 are zero and those with respect to x 1 can still be approximated by central differences. The variance u 2 2 of the transverse component of the flux is zero at both the ͑horizontal͒ constant head boundaries and the ͑transverse͒ no-flow boundaries and increases toward the domain center. At the domain center u 2 2 is closed to the unbounded limit when domain is 5 by 5 ͓Figs. 2͑c͒ and 2͑d͔͒. The variance becomes flatter near the domain center as the horizontal dimension is increased to 20. Overall, the mean and variance of flux are nonstationary near the boundaries ͑dependent on the distance from the boundaries͒ but become stationary after a few integral scales away from there. In general, at the domain center the variance of u 1 is larger than and that of u 2 is smaller than the respective counterpart for the case of unbounded domain in which the variances are stationary.
Figs. 3"b… and 3"d… show the flux covariance C u i (x,) for the case of 20 by 5 rectangular domain as in Fig. 2 . The reference point is selected to be at the middle of the domain, i.e., i ϭL i /2. The covariances are normalized by K G 2 J 1 2 Y 2 , as for the variance of flux. The covariances for the longitudinal (u 1 ) and transverse (u 2 ) components are depicted along the horizontal (x 1 ) and transverse (x 2 ) center lines. The covariance of u 1 is largest at and symmetric around xϭ where the covariance reduces to the variance, and it decays as the distance of x from increases in both x 1 and x 2 directions ͓Fig. 3͑a͔͒. For the transverse component (u 2 ), the covariance decreases rapidly to below zero and then tends slowly toward zero along the x 1 direction ͓Fig. 3͑c͔͒. In this case, the integration of the covariance from 0 to L 1 is almost zero; in an unbounded domain, the integration is zero 14 and the covariance is said to be a hole function. Along the x 2 direction, the covariance of u 2 decreases slowly toward zero in this case while it is a hole function in the case of unbounded domain. The difference is caused by the large contrast between the transverse dimension ͑5͒ and the horizontal dimension ͑20͒. It is of interest to note that there is a break point on ͑or, sudden jump in the slope of͒ each half of the covariance C u 1 near x 1 Ϫ 1 ϭ0 along the x 1 direction ͓Fig. 3͑a͔͒. This is a numerical artifact. The slope of the exponential covariance C Y is discontinuous at x 1 Ϫ 1 ϭ0 and is approximated ͑regularized͒ to be zero there. This discontinuity and the approximation about it do not impact the behaviors of C Y p and C p but affect that of ‫ץ‬C Y p /‫ץ‬x i and hence that of C u 1 in Eq. ͑19͒. A similar numerical artifact exists for the case of a separate covariance of Y . However, the break point disappears when a Gaussian function for C Y is used ͓Figs. 3͑b͒ and 3͑d͔͒ because the Gaussian covariance is continuous in its slope at x Ϫϭ0 ͑and elsewhere͒. In addition, by comparing Figs. 3͑a͒ and 3͑c͒ with Figs. 3͑b͒ and 3͑d͒ one sees that even with the same variance and integral scale of log hydraulic conductivity Y , the covariance form has some impacts on the velocity covariances, especially at and near xϪϭ0 where the exponential and Gaussian covariances differ most.
Case With Arbitrary Wells. In the above, we looked at some examples of rectangular domain with two opposite constant head and two opposite no-flow boundaries and without any interior source/sink. However, injection and/or pumping wells are usually involved in oil production. The numerical MDE approach can handle any number of wells in an arbitrary configuration. For ease of illustration, below we show an example of one injection well and one pumping well in a square domain of closed boundary and of size 10 by 10. The injection well is located at ͑2.5, 5͒ with specified head at 100͓L͔; the pumping well is located at ͑7.5, 5͒ with specified pumping rate of 0.833͓L 3 /T͔. Without loss of generality, the covariance of Y is assumed to have the Gaussian form with Y 2 ϭ1 and ϭ1͓L͔, and the geometric mean K G is set to be 1͓L/T͔. Fig. 4 shows the contours of the ͑first-and second-order͒ mean head ͑pressure͒, the ͑second-order͒ head standard deviation (STDϭ p ) and the vectors of the mean flux ͗u͘. The contour levels are labeled by some integers and their corresponding values are listed in the legend on the right-hand side of each plot. In the upper left plot, for example, contour level 9 corresponds to ͗p͘ ϭ99.80. The mean head can be used to estimate the spatial distribution of head ͑pressure͒ and the head standard deviation is a measure of uncertainty associated with the estimation. The mean head and the head standard deviation can be used to construct confidence intervals for head at each point in the reservoir. The source ͑injector͒ and sink ͑producer͒ locations are apparent from the mean head contours and from the mean flux vectors ͑which are not drawn according to scale͒. The uncertainty associated with the head estimation is zero at the injection well with specified head, increases with distance from it and is largest at the production well as one should expect ͑see the lower left plot͒. A comparison of the upper two plots reveals that the second-order head correction ͑the difference between the second-and first-order mean head͒ is generally negative in this case, except at the ͑constant-head͒ injection well where it is zero, and has the largest absolute value at the production well ͑of constant rate͒. along the x i direction at both wells, and this is also apparent from the lower right plot of Fig. 4 ; the standard deviations are minimum at the wells and have their peaks near the wells. However, the flux standard deviation at the production well ͑and at the injection well͒ is not zero even though the pumping rate is specified as a constant. This is so because the flux vectors may not be uniform around the well in heterogeneous media and hence cannot be determined based on the pumping rate without knowing the permeability field. The uncertainty in permeability brings about that in the flux vector at the well.
Five-Spot Production. Another case of great interest is a quarter of a five-spot system from a repeated, balanced pattern in stationary ͑statistically homogeneous͒ media. Hence the model domain has no-flow boundaries at the four sides, and consists of one injection well at the lower left corner and one pumping well at the upper right corner. As in the previous case, the model domain size is 10 by 10; the injection well is maintained with constant head of 100 and the pumping well with constant rate of 0.833͓L 3 /T͔. Fig. 6 shows the contours of the mean head ͗p͘, the head standard deviation ͑STD͒ and the vectors of mean flux ͗u͘. Again, the mean flux vectors are not drawn to scale. The mean head varies rapidly near the wells and slowly elsewhere due to the nature of convergent flow ͑see the upper two plots͒; and the second-order head correction is greatest at the production well ͑of constant rate͒, as in the previous case. The standard deviation of head is zero at the injection well ͑of constant pressure͒, increases with the distance from it and reaches its maximum at the production well ͑of constant rate͒ ͑see the lower left plot͒. 
Summary and Discussion
The spatial variability in subsurface reservoirs and the incomplete information about it motivate the stochastic treatment of subsurface reservoirs. Therefore, the medium properties such as permeability and porosity are treated as random space functions ͑RSFs͒, and the equations governing flow and transport in a reservoir become stochastic differential equations ͑SDEs͒. There are two complementary approaches for solving the stochastic subsurface flow problems: Monte Carlo simulation ͑MCS͒ and moment equations. Each has its own own advantages and disadvantages.
In this study, we considered single phase, steady-state flow in heterogeneous, bounded reservoirs. We derived general equations governing the statistical moments of flow quantities by perturbation expansions. Due to their mathematical complexity, we solved the moment differential equations ͑MDEs͒ by the numerical technique of finite differences. Compared to analytical and semiana- lytical approaches, the numerical MDE approach has the flexibility in handling complex flow configurations, different boundary conditions, various covariance functions of the independent variables, and moderately irregular geometry, all of which are important factors to consider for real-world applications. The present study constructs an important step toward applying the MDE approach of flow to real-world problems.
The MDE approach was illustrated through some twodimensional examples. We first compared the numerical MDE solutions with published analytical and Monte Carlo simulation results based on some examples of uniform mean flow in bounded and unbounded domains. Excellent agreements with published results were obtained. We then demonstrated the approach with two more practical examples involving injection and production wells. The first one consists of two wells at the interior of the domain and the second one represents a quarter of a five-spot system from a repeated, balanced pattern in stationary media. With these examples, we may conclude that the numerical MDE approach can handle any number of wells in an arbitrary configuration. Though not shown in this paper, the numerical MDE approach may handle moderately irregular domain by specifying inactive cells out of a rectangular domain.
The results are the first two moments of flow quantities such as head ͑pressure͒ and Darcy flux. The mean head ͑flux͒ can be used to estimate the head ͑flux͒ field, and the standard deviation measures the associated uncertainty ͑error͒. These first two moments can be used to construct confidence intervals for the head and flux at each point in a heterogeneous reservoir. These confidence intervals are given in an approximate sense when the flow quantities are not normally distributed. For cases that the distribution of log permeability field is strongly non-Gaussian, the higher moments of flow quantities need to be computed which require the higher moments of log permeability as input. The head covariance, the flux covariance, the cross covariance between log hydraulic conductivity and head, and other covariances obtained based on them may be used to derive ͑conditional͒ estimates of head, log hydraulic conductivity ͑permeability͒, and velocity from related field measurements by inverse methods or conditioning.
5,25-27 At last but not least, the velocity covariance is essential for studying solute macrodispersion ͑field-scale dispersion͒ ͑see, for instance Refs. 6, 9, 27, 32, and 33͒ and two-phase displacement in heterogeneous media ͓D. Zhang and H. Tchelepi ͑unpublished results, 1997͔͒. However, most published results for the velocity covariances are derived under the assumption of uniform mean flow in unbounded domains. The numerical MDE approach developed in this paper renders the possibility of studying the effects of different boundary conditions and complex flow configurations on solute transport or two-phase flow in heterogeneous media. 
