This paper presents a model predictive control scheme for systems with discrete-time dynamics evolving on configuration spaces that are smooth manifolds. The scheme exhibits similar properties to that of ordinary model predictive control applied to dynamics evolving on R n . It also exhibits global asymptotic stability properties even in the case when there does not exist a globally stabilizing, continuous control law, implying that the model predictive control law is discontinuous.
Introduction
Model predictive control (MPC) optimizes the predicted state trajectory while ensuring future constraint adherence [11] . Usually, MPC is applied to systems with dynamics that evolve on the flat real coordinate space R n .
In this paper, we present a generalized MPC scheme for application to systems with dynamics that evolve on smooth, and not necessarily flat, manifolds. Such systems emerge in numerous applications to the control of mechanical systems, including spacecraft attitude control, and manifolds represent the system configuration [16, 4, 1, 9] . The MPC scheme that we have developed for use on manifolds enforces state and control constraints for such systems.
In this paper, we show that our MPC scheme exhibits properties of standard nonlinear MPC schemes applied to flat spaces, such as recursive feasibility and asymptotic stability of the equilibrium. We also show that, in the unconstrained case when the manifold is compact, given a long enough prediction horizon, the basin of attraction is equal to the entire manifold. This implies global closed-loop asymptotic stability in the unconstrained case, as long as the configuration space is a compact manifold. Remarkably, this is true in spite of the fact that there does not exist a globally stabilizing, continuous control law on certain compact manifolds [3] . Thus, when this is the case, our MPC scheme can be used as a globally stabilizing controller because of the fact that stabilizing MPC laws can be discontinuous [28] , a property that is not easily achievable by conventional control techniques.
The fact that dynamics on some manifolds do not admit a globally stabilizing continuous control law, is also proven in this paper. While it is known that the topology of the configuration space may affect the existence of globally stabilizing, continuous control laws in the continuous-time case, we show this to be the case in discrete-time as well. In continuous-time applications, it has been determined that there exist topological obstructions on compact manifolds that imply the non-existence of globally-stabilizing, continuous control laws [3] . Also in continuous-time, as a consequence of the Poincaré-Hopf theorem, there do not exist globally stabilizing, continuously differentiable control laws for manifolds with Euler characteristic not equal to 1. In this paper we show that, as a consequence of the Lefschetz-Hopf theorem, there do not exist globally stabilizing, continuous control laws for dynamic update equations that are homotopic to the identity on manifolds with Euler characteristic not equal to 1.
A particularly interesting case of a configuration space that is not diffeomorphic to R n is the Lie group. In the case of Lie groups, one can use Lie group variational integrators (LGVIs) [27, 25, 24] in order to derive discrete-time up-date equations that preserve the underlying group structure. The equations obtained through the LGVI have been shown to preserve conserved quantities of motion, unlike ordinary integration schemes [25] . Therefore LGVIs lead to a prediction model that is more accurately reflective of the characteristics of the true physical system and this characteristic can be exploited by an MPC scheme that is developed for use on Lie groups. For this reason, we detail the manner in which the general MPC scheme may be specialized to dynamics that evolve on matrix Lie groups. Matrix Lie groups are Lie groups that can be represented by a set of matrices [15] and are commonly used to represent kinematically constrained systems [4] . An example of such is the set of rotation matrices SO(3), which is used to represent orientation. We present an example illustrating the application of our MPC scheme to the constrained control of spacecraft attitude dynamics, whose configuration space is SO(3).
The MPC scheme presented in this paper is unique because it is developed for dynamic update equations that evolve on general manifolds. The field of geometric, nonlinear control is a mature field with various topics that have been extensively addressed (e.g., see [16, 4, 1, 9, 5, 6, 8, 7, 17, 18] ). One of these topics is optimal control for dynamic systems evolving on smooth manifolds [8, 18, 24, 31] . While there exists a comprehensive theory of nonlinear model predictive control, its applications to systems with dynamics evolving on manifolds have scarcely been considered. Notable exceptions are [30, 13] , where the main focus is on computational issues rather than the theoretical properties that are of interest in this paper. The major contribution of this paper is thus extending MPC to a manifold setting with careful treatment of the underlying theoretical issues. This work is a significant extension of the authors' previous work [19] , which developed an MPC scheme for dynamics that evolve on SO(3). The difference here is that we have developed an MPC law for general manifolds that are not just limited to SO(3), and present rigorously derived theoretical results, such as the non-existence of discrete-time continuous control laws on certain types of manifolds that were not included in [19] .
The paper is organized as follows. Section 2 develops the MPC scheme and closed-loop stability results. While we adopt a classical terminal penalty and terminal set approach common to MPC, our results and proofs are carefully formulated to apply to the manifold setting. Section 3 introduces a method for developing a local control law used to guarantee closed-loop stability using a terminal penalty and terminal set constraint. Section 4 proves the nonexistence of a globally stabilizing, continuous control law under certain assumptions. Section 5 discusses the application of the MPC scheme to matrix Lie groups. Section 6 presents simulation results for a system whose dynamics evolve on the matrix Lie group SO(3). Section 7 summarizes the conclusions.
Notation
The notation is standard with a few notable exceptions. The set Z N denotes the set of the first N nonnegative integers and Z + denotes the set of all nonnegative integers. For a set A, its interior is denoted by int A and its closure by cl A. The set A N represents N copies of A. The identity matrix is denoted I n ∈ R n×n and an n-by-m zero matrix is denoted 0 n×m ∈ R n×m . For two functions f, g : R → R, g(t) = o(f (t)) implies that lim t→∞ g(t)/f (t) = 0. As in [20] , a function α : [0, a) → [0, ∞) is said to be class K if it is strictly increasing and α(0) = 0; furthermore α is said to be class K ∞ if a = ∞ and α(x) → ∞ as x → ∞. Finally, for a sequence {v k , v k+1 , . . . , v k+N }, its predicted value at time k is denoted by {v k|k , v k+1|k , . . . , v k+N |k }.
Section 5 utilizes calculus of variations on matrix Lie groups, so in the following we introduce applicable notations following [23] . Let G be a matrix Lie group with corresponding Lie algebra g and its dual space g * . The infinitesimal variation of a differentiable curve, g(t) ∈ G is given by δg(t) = g(t) exp(εη(t)) = g(t)η(t), where exp is the matrix exponential and η(t) ∈ g. For a differentiable function, f : G → R, the variational derivative is given by Df ∈ T * g G, where T * g G is the co-tangent space at g ∈ G. The variational derivative Df is obtained using the following relation:
f (g exp(εη)) for η ∈ g. Note that the standard pairing between elements of g * and g is given by µ, η := 1 2 tr(µ T η), where µ ∈ g * and η ∈ g.
MPC on manifolds
We begin by developing a general MPC law for application to smooth manifolds.
Let M be an n-dimensional smooth manifold endowed with a metric d and let U be a compact subset of an m-dimensional smooth manifold. Note that the fact that all smooth manifolds are metrizable follows from Whitney's embedding theorem [14] . Furthermore, all smooth manifolds admit a Riemannian metric [22] . Consider the dynamic update equation,
where x k ∈ M, u k ∈ U, and f : M × U → M is a continuously differentiable function satisfying f (x e , u e ) = x e for some x e ∈ M, which we refer to as the equilibrium of f , and some u e ∈ U.
The system is subject to state and control constraints,
where X and U are compact and connected subsets of M and U, respectively, that satisfy x e ∈ int X and u e ∈ int U.
We introduce a cost function
where x k+i|k is the predicted state at time k + i given the initial state x k at time k and predicted control inputs u k|k , . . . , u k+N −1|k . The functions L : M × U → R and F : M → R are twice continuously differentiable and have the following properties,
where γ is a class K ∞ , α is a class K function, and d is the metric.
We now introduce the target set and terminal feedback law. Specifically, we introduce the target set X T ⊂ X , which is compact and contains x e in its interior. We also introduce a control law κ : M → U, which we refer to as the control law, satisfying,
for all x k ∈ X T .
The MPC control law is obtained through the solution to the following problem,
subject to
The solution to (6) is denoted V * N (x k ) and the control sequence solving it is denoted {u * k+i|k } i∈Z N .
The input obtained from the model predictive control law at time k is the first element in the sequence solving (6),
The MPC law defined above can be used on differentiable manifolds. We will now show that the domain of attraction of the system (1), (7), coincides with the set of initial conditions that can be steered using open-loop control to the target set without violating the constraints. Define,
We state the main result below and provide the proof in the appendix. (6) is feasible for all k ∈ Z + and (ii) x e ∈ M is the asymptotically stable equilibrium for system (1), (7) with a basin of attraction D N , i.e., for any x 0 ∈ D N and ε > 0, there exists δ > 0 such that
Note that whenever D N = M, Theorem 1 implies that the control law (7) is globally stabilizing. In general, this case is not possible because D N is a subset of X ; however, if M is a compact manifold, based on the following proposition, it may be possible to choose N large enough in order to guarantee that D N = M.
Proposition 2 Suppose M is compact and let D ∞ be the set of initial conditions x 0 such that there exists a sequence of control inputs steering
Suppose the system (1) is state-unconstrained so that X = M and suppose D ∞ = M. Then there exists a finite N * such that D N * = M and therefore the system (1), (7) is globally asymptotically stable.
Proof. It is clear that for any finite
, ∃{u k+i|k } i∈Z + ∈ U, x k+i|k ∈ X T } be the minimum number of control steps required to guide initial condition x to the set X T . According to the definition of D ∞ and the fact that x e ∈ int X T , N(x) is finite for all
Let x ∈ M. Therefore there exists a control sequence {u k+i|k } k∈Z + guiding x k = x to x e and x k+N * |k ∈ X T . The sequence {u k+i|k } k∈Z N * is feasible for (6) because it satisfies both state and control constraints. Therefore
The development of the control law (7) depends on the design of target set X T and the local control law κ : M → U with the properties enumerated in (5) . In this section, we prove the existence of the set X T and control law κ by constructing a set with the properties noted above in (5) . The control law is defined based on the rigorously defined linearization of the dynamics at the target equilibrium.
To begin, because M is an n-dimensional manifold and U is a compact subset of an m-dimensional manifold that contains u e in its interior, there exist local diffeomorphisms at x e and u e [29, 14] ,
where V ⊂ R n and W ⊂ R m are open neighborhoods of x e and u e , respectively. Furthermore, because the equilibrium is in the interior of both V and W , f is continuously differentiable, and f (x e , u e ) = x e , there exists an open neighborhood
. Therefore the following diagram commutes,
where,
The derivative of f ′ at (0, 0) is,
which corresponds to the following diagram,
. Define a linear update equation,
Let,
where 0 < λ < 1 is a scalar parameter. Consider the discrete-time algebraic Riccati equation,
is the Hessian of L ′ at (0, 0). A positive-definite solution P to the algebraic Riccati equation (15) exists if and only if the pair (A, B) is stabilizable and the associated symplectic pencil does not have eigenvalues on the unit circle [2] . A sufficient condition implying the latter is that Hess L ′ (0, 0) is positive-definite.
Suppose a positive-definite solution P exists for (15) . Let κ ′ : R n → R m be a stabilizing feedback control law for (13) where,
We introduce a set P c ⊂ R n and a function F ′ : R n → R where,
Because P is the solution to the algebraic Riccati equation (15), the design of the control law (17) implies that the set P c is compact and invariant with respect to the closed loop dynamics (13), (17) .
Our goal is to use P c and κ ′ in order to design the target set X T and local control law κ. The following result is a proof of the existence of X T and κ.
Suppose there exists a solution P > 0 to the algebraic Riccati equation (15) . Then there exists c > 0 such that the set X T ⊂ φ(P c ) and control law κ = κ ′ • φ −1 satisfy the assumptions of (6).
Proof. Firstly, we show that F satisfies the assumptions made in the design of the MPC law. Because M is a smooth manifold, φ is smooth and this, along with the smoothness of F ′ , implies that F is smooth. Furthermore, F (x e ) = F ′ (φ −1 (x e )) = F ′ (0) = 0 which satisfies (4a). Finally, due to the equivalence of norms on R n and (4b), there exists r > 0 such that
If c > 0, then by definition (18) , the set P c has a non-empty interior, which contains the origin. Because V ′ contains the origin, there exists c
Furthermore, because (x e , u e ) is in the interior of C and κ ′ is C 1 , there exists c ′′ > 0 such that (φ(ξ), κ(φ(ξ))) ∈ C for all ξ ∈ P c ′′ . It remains to show that there exists a c > 0 such that X T = φ(P c ) satisfies conditions (5b) and (5c).
Note that,
. This implies that for x k ∈ P c ′ ,
Because L ′ is positive definite, it implies that, for any choice of 0 < λ < 1, there exists c ′′′ ≥ 0 such that conditions (5b) and (5c) are satisfied. Choose c = min(c ′′ , c ′′′ ) to complete the proof. ✷
Globally stabilizing control law
The results of Section 2 show that the MPC control law (7) is globally asymptotically stabilizing under certain assumptions. We will now show that this implies that the control law generated by MPC is necessarily discontinuous for certain classes of manifolds. Specifically, we will show that there does not exist a globally stabilizing, continuously differentiable control law for compact manifolds M with Euler characteristic χ(M) not equal to 1. The Euler characteristic is a topological invariant that restricts the possible combinations of sinks and sources that can exist for a continuous vector field defined on the manifold [14] . Generally, only a manifold with Euler characteristic of 1 admits a continuous vector field with one sole sink and no other equilibrium. As an example, the flat space R n has an Euler characteristic of 1, the sphere S 2 has an Euler characteristic of 2, and all Lie groups have an Euler characteristic of 0. Therefore, the sphere and Lie groups do not admit continuous vector fields with one sink and no other equilibrium.
We begin by noting that it is well-known [3] that there exists no globally stabilizing, continuously differentiable, continuous-time control law on compact manifolds M. The proof of the continuous-time result appeals to a consequence of the Poincaré-Hopf theorem, which states that the sum of fixed point indexes on M must be equal to the Euler characteristic. Since the index of a sink is equal to 1, if χ(M) = 1, the set of fixed points on M cannot consist of solely a sink. In discrete-time, the analogous result to the Poincaré-Hopf theorem is the Lefschetz-Hopf theorem, of which we use a strong version below.
Theorem 4 (Lefschetz-Hopf [12] ) Let M be a compact smooth manifold and let f 0 : M → M be a continuous map that is homotopic to the identity map id : M → M. Suppose the set of points x ∈ M satisfying x = f 0 (x) is finite. Then,
where
The fixed point index is a property characterizing the type of equilibrium point. While the details regarding the fixed point index are not important, it is important to note that when the fixed point is an asymptotically stable equilibrium, i.e., a sink, then its fixed point index is equal to 1. Below, we present a theorem proving that there exists no globally-stabilizing, continuous, discrete-time control law on manifolds M with χ(M) = 1 whenever the closedloop dynamics are homotopic to the identity.
Theorem 5 Consider the dynamics (1) and assume the unforced dynamics map f 0 : x → f (x, u e ) is homotopic to identity. Further assume that there exists a control law u k = κ(x k ) with globally asymptotic equilibrium x = x e , and the resulting closed-loop dynamics
Remark 6
The homotopy assumption is crucial since it ensures that the unforced dynamics correspond to a continuous deformation of the system from an equilibrium configuration. A case where this assumption is violated is when the unforced map satisfies f 0 (x k ) = x e for all x k . In this case, κ(x k ) = 0 is an asymptotically stabilizing continuous control law. Nevertheless, for mechanical systems, the assumption is generally valid because, for such systems, the dynamics (1) correspond to a discretization of a continuous-time system, i.e., if x(0) = x k and u k = 0, then x k+1 = φ(x(0), h), where h is the discretization step and φ is the continuous flow map.
Remark 7
As a result of Proposition 2 and Theorem 5, if there exists a con-trol sequence that is asymptotically stabilizing to x e , then there exists a finite N such that the MPC law is globally asymptotically stabilizing and therefore the MPC law is discontinuous.
Proof of Theorem 5. Assume κ is continuous. Since f 0 is homotopic to the identity, there exists a homotopy H 0 from id M to f 0 . Define the map H 1 :
) and
Because H 1 is continuous, it is a homotopy between id M and f 1 and therefore f 1 is homotopic to the identity.
Let x e ∈ M be the equilibrium. Therefore x 0 ∈{x:x=f 1 (x)} i f 1 (x 0 ) = i f 1 (x e ) = 1. However, χ(M) = 1, and, as a consequence of the Lefschetz-Hopf theorem, this leads to a contradiction. Because f is continuous by assumption, this implies that κ is not continuous. ✷
Matrix Lie groups
In this section, we specialize the previous results to the case of systems with dynamics evolving on matrix Lie groups.
A real matrix Lie group G is any closed subgroup of the general linear group GL(n), which consists of all n × n invertible matrices with matrix multiplication as the group law. For example, since the group of all n × n special orthogonal matrices SO(n) is a closed subgroup of GL(n), it is a matrix Lie group.
In general, the configuration space for many physical systems is not R n , but a matrix Lie group. As an example, the configuration space for spacecraft orientation, when modeled as a rigid body, is G = SO(3), which is only locally diffeomorphic to R 3 . In this section, we assume that the equilibrium point for the dynamics corresponding to the matrix Lie group G is the identity matrix I n . This assumption does not lead to a loss of generality because for another equilibrium g e ∈ G, we can always redefine G as g
We note that a matrix Lie group G has associated with it a Lie algebra g, which is a vector space that is locally diffeomorphic to G. As examples, the Lie algebra associated with GL(n) is gl(n), the space of all n × n square matrices, and the Lie algebra associated with SO(n) is so(n), the space of all skew-symmetric matrices in gl(n). The Lie group variational integrator (LGVI) obtains discrete-time dynamics by forming a discrete-time version of a Lagrangian and then applying calculus of variations to it. The LGVI computes the variation of the discrete-time Lagrangian with the help of the group difference map T : g → G to express infinitesimal changes in the elements of G in terms of the elements of its corresponding Lie algebra g. In general, T can be chosen as the matrix exponential map, exp : gl(n) → GL(n).
In the continuous-time setting, positions and velocities uniquely determine the state of a physical system, i.e., the state is given by (q,q) ∈ T M, where T M is the tangent bundle of M. In the discrete-time setting, positions and velocities are approximated by a current and previous position, and T M is effectively replaced by M × M. This approximation is utilized by the LGVI to form a discrete Lagrangian and, using techniques from discrete variational calculus, obtain discrete-time dynamic equations. For more details on LGVIs, see [26, 21] .
Since we are primarily interested in the application of MPC to mechanical systems, we consider discrete-time dynamic equations that are obtained via the LGVI [27] . We begin by deriving the general form of LGVI dynamics for systems whose configuration space is a matrix Lie group. Given a state g(t) ∈ G, we use the LGVI to obtain discrete-time dynamics equations by approximating the time derivative ofġ(t) with,
where g k ∈ G and h is the discretization time-step. In order to ensure that updates of g k are elements of G, we define the update law,
where f k ∈ G. Therefore, the approximation forġ becomes,
Given the continuous-time Lagrangian L c (g(t),ġ(t)), the approximation forġ is used to define the discrete-time Lagrangian,
Because a force actuated based on a control input is generally not conservative, it cannot be accounted for by the use of a Lagrangian. Let u(t) ∈ g * be the continuous-time force signal, where u : [0, T ] → g * is piecewise-continuous and the vector space g * is the dual space of g. In continuous-time, the Lagranged'Alembert principle [4] states that,
for any η(t) ∈ g.
Now, assume without loss of generality that N =
T h is a positive integer. In practice, the MPC law computes a sequence of control inputs that are held constant between updates so the discrete-time control input u k ∈ g * satisfies u k = u( k N T + t) for all t ∈ [0, h) and k ∈ Z N . Therefore, since h 0 u(t), η(t) dt = u k , h 0 η(t)dt , the discrete-time right approximation for (26) is given by,
, in general it is not true that the variables g k and η k , which are related to g(t) and η(t), satisfy the relationships
We now use (27) to derive the general form of LGVI equations for the case where G is a matrix Lie group. Let D 1 and D 2 denote the variational derivatives of L d with respect to its first or second arguments, respectively. Then,
In the derivation, we used the fact that
Since the above is true for any value of η k+1 ∈ g and g k+1 = g k f k , we have shown that the discrete-time dynamic equations obtained using the LGVI are of the form,
Note that the update equation ℓ :
A well-known result for matrix Lie groups is that they are connected if and only if they are path-connected. Therefore, if the matrix Lie group G is connected, for two elements a, b ∈ G, there exists a continuous path p(t) ∈ G such that p(0) = a and p(1) = b. Recall that the Euler characteristic of a Lie group is 0, so to begin we present the following corollary of Theorem 5, which states that there exists no globally stabilizing control law on M = G × G, where G is a connected Lie group.
Corollary 9 (to Theorem 5) Assume that the function ℓ in (29) is continuously differentiable and the function ℓ 0 : (g, f ) → ℓ(f, g, f ) is homotopic to 0. Then there does not exist a globally stabilizing, continuous control law
Proof. The unforced dynamics (29) are given by the map f 0 : (g, f ) → (gf, f + ), where f + is the solution to ℓ(f + , g, f ) = 0. Since ℓ 0 is homotopic to 0, there exists a homotopy H 0 such that H 0 ((g, f ), 0) = 0 and H 0 ((g, f ), 1) = ℓ(f, g, f ). Furthermore, because G is connected, it is path-connected. This implies that, for any f ∈ G, there exists a continuous path p :
Note that as a consequence of the implicit function theorem, f + varies continuously as a function of g, f and c. Define the map
, 1]. Therefore the function H 1 is a homotopy from f 0 to the identity map id M and the assumptions of Theorem 5 have been satisfied.
Since the Euler characteristic of a Lie group
Therefore the result follows directly from Theorem 5. ✷
Application to SO(3) and spacecraft attitude control
In this section, we apply the previously developed techniques to the constrained control of spacecraft attitude.
1 The orientation of a spacecraft can be uniquely represented by an element of SO(3). This allows us to derive the discrete-time dynamics using LGVI techniques, resulting in a dynamic equation that ensures that state updates are elements of SO(3) within a certain numerical tolerance.
Let G = SO(3), so that g ∈ SO(3) represents spacecraft orientation. We begin by noting that the rotational kinetic energy of a spacecraft is given by,
where ω ∈ R 3 is the angular velocity and J c is the inertia matrix. The Poisson equation relates the rate of change of g to ω and is given by,
Therefore, in the absence of a potential energy term, the continuous-time Lagrangian for the spacecraft attitude dynamics is given by,
where J = 1 2 tr(J c )I 3 −J c . Therefore, according to (25), we obtain the following discrete-time Lagrangian,
Taking the variation of the Lagrangian we obtain,
Therefore, after multiplying both sides by h, (28) implies that,
To ensure that the left side of the bracket is an element of so (3) * , we follow the example from [23] , splitting up the left side into symmetric and anti-symmetric parts and using the fact that tr(Aη) = 0 for any symmetric matrix A and any η ∈ so(3) to obtain,
since this is true for all η k ∈ so(3), our derivation is complete and the LGVI spacecraft dynamics are given by,
In the above, g k ∈ SO(3) represents the spacecraft orientation, f k ∈ SO(3) is a one time-step change in g k ∈ SO(3), and u k ∈ so(3) is related to the applied torque τ k by the equation
Note that the dynamics (1) of [19] are equivalent to (37) above.
2
To solve the implicit equation (37b), we use the procedure from [10] . At time k, the quantities f k and u k are known, so we let
where S is the solution to the algebraic Riccati equation,
Note that (39) is solvable if and only if the term
In practice, this condition represents a constraint and can be enforced by the MPC law.
MPC law
In this section, we develop an MPC-based spacecraft attitude controller. We begin by choosing an appropriate cost function of the form (3) with,
and with positive-definite symmetric matrices Q g , Q f , and R. Next we construct a locally stabilizing control law.
The linearized dynamics (13) corresponding to (37) evolve on R 3 × R 3 and, according to [24] , are given by,
where Log is the standard branch of the matrix logarithm function. The matrices A and B are,
In the language of Section 3, the composition of the map · × and the matrix exponential exp from ζ k to g k and from hω k to f k give the diffeomorphism φ. The diffeomorphism ψ is the map · × . 3 We now define L ′ according to (14) . Specifically, we choose 0 < λ < 1 so that,
which implies that,
The matrix in (44) is the Hessian matrix of (16) . We use (44) in order to construct the terminal cost F and target set X T ⊂ P c according to the steps outlined in (15)- (19) .
Thus, the cost functions L and F have been constructed along with the terminal set X T . Along with the constraint sets X and U, this fully describes the MPC optimization (6) and resulting MPC law (7).
We now consider rest-to-rest controllability for the dynamics (37) subject to constraints. We show that, given a long enough prediction horizon, the MPC control law is able to stabilize to the origin any spacecraft attitude g k that is near to rest. In the case that we consider, there is no constraint on the spacecraft rotation g k ; however there may be limitations on the rate of change f k or allowed torque τ k .
Proposition 10
Recall the definition of D N in (8) . Assume SO(3) × {I 3 } ⊂ X , where X satisfies the properties given in Section 2. Then there exists a finite number N such that SO( (3) is an open set containing I 3 .
Proof. Because the set X has nonempty interior and because (I 3 , I 3 ) ∈ int X and 0 ∈ int U, there exist open sets V ⊂ SO(3) and W ⊂ R 3 containing I 3 and 0, respectively, with the property that SO(3) × V ⊂ X and W ⊂ U. Furthermore, there exists an open set V ′ ⊂ V containing I 3 with the property that if f k ∈ V ′ , there exists a control sequence of two control inputs {u k , u k+1 } ∈ W such that for any f ′ ∈ V ′ , (i) f k+1 = I 3 and (ii) f k+2 = f ′ . Note that, according to (37b), property (ii) can always be guaranteed to hold by choosing V ′ to be small enough.
Let S g = {gf ∈ SO(3) : f ∈ V ′ } be the set of all rotations that are reachable from g with the constraint f ∈ V ′ . Therefore, by the application of two controls, τ k and τ k+1 , we can update the state (g k , I 3 ) to any (g k+2 , I 3 ) where g k+2 ∈ S g k .
Let A be the enumeration of all elements g i ∈ SO(3). Because X is compact and S g i × V is open in SO(3) × SO(3), there exists a finite F ⊂ A such that ∪ i∈F S g i × V = ∪ i∈A S g i × V . Because the terminal set has non-empty interior, this implies that there exists a finite control sequence that guides the system to the terminal set from an arbitrary initial rotation g 0 that is close to rest whenever f 0 ∈ V ′ . ✷
Simulation results
We present two numerical simulations of the MPC law on SO(3). In the first simulation, the controller stabilizes an initial rotation from rest to the equilibrium I 3 . In the second simulation, in order to provide an example of discontinuity in the MPC law, we simulate a rest-to-rest rotation from a rotation of 180 degrees to I 3 . For the cost function (41), we choose the following matrices: Q g = I 3 , Q f = J, R = 2000I 3 , and λ = 0.1. In both cases, the terminal constraint set is chosen as X T = P c , where P c is defined as in (18) and is chosen to be as large as possible.
In the first case, we let N = 5 and a constraint on the torque magnitude, which is given by, τ k 2 ≤ 0.02Nm.
The results are presented in Figs. 1-3 , where we show in Fig. 1 that the constraint is satisfied and in Fig. 3 that the target orientation is achieved. Comparing the results here with those of the previous simulation, we observe that the rotation trajectories are similar.
In the second case, we investigate the stabilizing properties of the controller. Theoretically, a control law that is globally stabilizing should exhibit a discontinuity, so our goal for the second simulation is to check if this is true of our controller. We modify the controller and set N = 10 in order to expand the region of attraction. The problem is physically unconstrained so, in order to ensure that the constraints never become active, we choose very large constraint set U so that the problem will appear unconstrained in computation. We also decrease the control cost to R = 2I 3 in order to allow larger control inputs. The results for two simulations are presented in Figs. 4-7. In the first simulation, the initial rotation is 180 degrees about the z-axis, and in the second case, it is a little less than -180 degrees about the z-axis. The torque and angular velocity on the z-axis are shown in Figs. 4-5 respectively, where we can observe that, although the initial conditions are very close to each other, the trajectories are almost opposite in sign. This shows that there is a discontinuity in the control law. In fact, the discontinuity occurs exactly at the location of the 180 degree rotation or at any resting initial condition g 0 for which tr(g 0 ) = −1, because these points lie on the branch cut of the Log function.
In Figs. 6-7, the direction of rotation is marked with an arrow. We see that in one case, the control rotates the spacecraft counter-clockwise whereas, in the other case, the rotation is clockwise.
Conclusion
This paper presented a general MPC theory for dynamics that evolve on smooth manifolds. An MPC scheme was developed for manifolds that generalizes the development of nonlinear MPC in the case of R n . In the case of MPC on manifolds, a general construction for a locally valid control law on manifolds was derived, which was used in the design of the MPC terminal cost and target set.
Results were presented that showed the globally stabilizing properties of the MPC scheme as well as the nonexistence of continuous discrete-time control laws on manifolds whose Euler characteristic is not equal to 1. This implies that the MPC control law, due to inherent discontinuities, can be globally stabilizing in cases where a global stabilization is impossible to achieve using a continuous control law.
Finally, the paper specialized the results to the case of matrix Lie groups and an application to a constrained spacecraft attitude control problem was considered in the case of the matrix Lie group SO(3). The simulation results that were presented showed the expected discontinuity in the MPC law.
A Proof of Theorem 1
In order to prove Theorem 1, we rely on discrete-time Lyapunov stability theory for smooth manifolds. Therefore, we begin by presenting the Lyapunov stability analysis. Let M be an n-dimensional smooth manifold with metric d. Consider the following discrete-time dynamical system,
where x k ∈ M and f : M → M is a continuous function.
Note that if f (x e ) = x e , then f (k) (x e ) = x e , for all k > 0, where
Definition 2 An equilibrium point x e ∈ M is said to be Lyapunov stable if for any neighborhood U of x e , there exists a neighborhood W of x e such that for all
Definition 3 An equilibrium point x e ∈ M is said to be locally asymptotically stable, if it is Lyapunov stable and lim k→∞ f (k) (x 0 ) = x e or, equivalently,
Definition 4 (Lyapunov candidate function) Let x e be an equilibrium point of (A.1). A function V : M → R is a Lyapunov candidate function if it is continuous, locally positive definite in a neighborhood of x e , and ∆V(x) := V(f (x)) − V(x) is locally negative semi-definite in a neighborhood of x e .
More formally, the above definition implies that V is a Lyapunov candidate function if there exists a neighborhood U of x e such that V(x) > 0, ∆V(x) ≤ 0 for all x ∈ U \ {x e }, and V(x e ) = 0. If, instead of ∆V(x) ≤ 0, the condition ∆V(x) < 0 holds for all x ∈ U \ {x e }, then the Lyapunov candidate function is called a strict Lyapunov candidate function.
Theorem 11 Let x e be an equilibrium point of (A.1).
(i) If there exists a Lyapunov candidate function V, then x e is Lyapunov stable. (ii) If there exists a strict Lyapunov candidate function V, then x e is locally asymptotically stable.
Proof. The proof follows arguments similar to the one given for the continuoustime case in [9] .
(i) Let U be a neighborhood of x e on which V is positive definite and let V be a neighborhood of x e on which ∆V is negative semi-definite. According to Lemma 6.12 of [9] , there exists a scalar α > 0 such that V −1 (≤ α, x e ) ⊂ U ∩ V , where V −1 (≤ α) := {x ∈ M : V(x) ≤ α} denotes the α-sublevel set of V, and V −1 (≤ α, x e ) denotes the connected component of V −1 (≤ α) containing x e (see [9] ). Since x e ∈ int(V −1 (≤ α, x e )), there exists a neighborhood W of x e contained in V −1 (≤ α, x e ). Now, for any x 0 ∈ W , V(x 0 ) ≤ α and V(f (k) (x 0 ))−V(
for all k ∈ Z + . Because f is continuous, it follows that {f (k) (x 0 )} k∈Z + must remain in the connected component V −1 (≤ α, x e ) ⊂ U. Note that, since the set V −1 (≤ α, x e ) is compact, due to the Weierstrass extreme value theorem, for any x 0 ∈ V −1 (≤ α, x e ), f (k) (x 0 ) is bounded for all k ∈ Z + , which implies the existence of the solution. ✷ (ii) Let U be a neighborhood of x e on which V is positive definite and let V be a neighborhood of x e on which ∆V is negative definite. For all x 0 ∈ W , {V(f (k) (x 0 ))} k∈Z + is positive and non-increasing and hence, lim k→∞ V(f (k) (x 0 )) = β where β ≥ 0. Clearly, β ≤ V(x 0 ), and we will show that β = 0 by contradiction. The set V −1 (≤ V(x 0 ), x e ) \ int(V −1 (≤ β, x e )) is compact and, assuming β > 0, it does not contain x e . On this compact set, the continuous function ∆V assumes a maximum, which we denote −δ < 0. Now, V(f (k) (x 0 )) = V(x 0 ) + k i=1 (V(f (i) (x 0 )) − V(f (i−1) (x 0 ))) ≤ V(x 0 ) − kδ =⇒ V(f (k) (x 0 )) < 0 for large enough k and this gives us a contradiction. Hence, we have β = 0. Now, for any neighborhood S of x e , there exists a scalar ρ > 0 such that V −1 (≤ ρ, x e ) ⊂ S. Since, lim k→∞ V(f (k) (x 0 )) = 0, there exists N ∈ Z + such that for k > N =⇒ V(f (k) (x 0 )) < ρ and hence, f (k) (x 0 ) ∈ S. ✷
We are now ready to prove Theorem 1.
Proof of Theorem 1. Given x k , denote by x * k+i|k the predicted state at time k + i by (6) at time k.
Assume x k ∈ D N so that there exists an optimal sequence {u * k|k , . . . , u * k+N −1|k } solving (6) . Together, x k+1 = f (x k , u * k|k ) and (x * k+N |k , κ(x * k+N |k )) ∈ X T imply that {u * k+1|k , . . . , u * k+N −1|k , κ(x * k+N |k )} is feasible for (6) at time k + 1, which implies that x k+1 ∈ D N . Since x 0 ∈ D N , then by induction, x k ∈ D N for all k ∈ Z + , proving (i). (x k , x e ) ). This implies that J is a Lyapunov function [20] . Therefore the equilibrium x e is stable and, since 0 ≤ γ(d(x k , x e )) ≤ J(x k ) → 0 as k → ∞, we have x k → x e as k → ∞. ✷ 
