This paper presents an evaluation of interpolation methods, that commonly being used in Network-based Real-Time Kinematic (N-RTK) positioning. The interpolation methods attempt to estimate the network residuals of atmospheric and orbital errors for an N-RTK user, by calculating the so-called network coefficient. In this study, a network of GPS stations, known as ISKANDARnet was utilised to calculate the network coefficients at various locations of N-RTK users include inside and outside of the ISKANDARnet area. It was found that all the interpolation methods performed similarly when the user location is nearby to master station. However, the noise of correction terms for each interpolation method was different as the user is situated at various locations especially outside of the network. In addition, the coefficient value indicates more than one (>1) as the user is located outside of the network area, except for the DIM interpolation method.
1.0 INTRODUCTION
The essential part of network real-time kinematic (N-RTK) GPS positioning is to estimate network corrections by utilizing the GPS baselines residual vectors, between a master station and few other reference stations once the GPS satellites signal carrier-phase ambiguities have been resolved. Since the residual vectors are dominated by distance-dependent errors i.e., orbit and atmosphere biases, it can be very useful in mitigating these errors as being formulated by an interpolation method. Typically, the interpolation algorithm calculates the 'network coefficients' using a geometric model and spatial locations of the user station with three or more reference stations to represent these distance-dependent errors for the entire network. 1, 2 The aim of this study is to evaluate the performance of several interpolation methods for the N-RTK system. In this study, each interpolation method has been tested at various user and master stations locations, and with different number of reference stations.
2.0 N-RTK Interpolation Methods
Interpolation methods can be divided into two main groups: geostatistical and deterministic. 3 Geostatistical methods such as Ordinary Kriging and Least Squares Collocation Method use statistical properties of measured points, whereas deterministic such as Linear Combination Model (LCM), Distance-Based Linear Interpolation Method (DIM), Linear Interpolation Method (LIM), Lower-Order Surface Model (LSM) and LeastSquares Collocation Method (LSC) methods use predefined mathematical functions and calculate the function's coefficients from measured points. This paper focuses on the deterministic group, where the interpolation methods use n-1 independent error vector to model the distance-dependent errors at the user station. It must be noted that, the coefficient is generated from n (at least three) reference stations (Dai et al., 2004 ).
Linear Combination Model (LCM)
The early algorithm of LCM is to estimate the effect of orbital errors. 4 Then, this algorithm was extended to reduce the effect of atmospheric delay. 5 Multipath and measurement noises also can be reduced if the user is within the network of reference stations. 2 In this model, the network coefficient α i is determined according to the following conditions:
where u X and i X are horizontal coordinate vectors for the user station and the i th reference station, respectively. Specifically to compute the network coefficient (α), the following equation must be considered:
where
B is denoted as the difference of coordinates between reference stations and master station, and W describe the difference of coordinate between user and master station. The network coefficient can be computed for n reference stations, but only n-1 coefficients are being used to interpolate the errors. Note that α n is coefficient related to master reference station that will not be applied in the interpolation. Generally, the coefficients values are always less than one if only the user is located inside the network of reference station. 
Distance-Based Linear Interpolation Method (DIM)
The model of DIM has been proposed initially for ionospheric correction estimation. This model directly relies on distances between the reference stations and the user station. The model can be expressed in the following equations: 
Linear Interpolation Method (LIM)
The linear interpolation approach represents a plane fits residuals of reference stations to user station. The residuals are derived on a satellite-by-satellite and epoch-by-epoch basis after network ambiguities have been solved. The distance-dependent errors for any user within the network area can be interpolated based on approximate user coordinate and 'known' coordinates of the reference stations. The equation can be expressed by:
It can be seen that the residual vector (V) only involve plane coordinates (2D) as ∆X and ∆Y are coordinate differences between reference stations and the master station, and the parameters a and b represent the coefficients for ∆X and ∆Y respectively.
The coefficients (a and b) can be derived through the satellite-by-satellite and epoch-by-epoch to reduce atmospheric biases. If only three reference stations are used, the LIM coefficients are identical to LCM except when the number of reference stations is greater than three. 6 In the case of utilizing three or more reference stations, the coefficients can be estimated using Least Square Estimation (LSE) as follows:
Correspond to the Equation 3.10, A and V can be define as:
Next, the coefficients can be applied at the user location for interpolation of biases:
In this case, the n-1 coefficient vector can be expressed as follow:
Note that only two coefficients for each satellite pair are needed in this method (see Equation 3 .11), which can be transmitted to user station for practical implementation of LIM in real-time application.
4 Lower-Order Surface Model (LSM)
The extended surface fitting by using polynomials was introduced 7 to model the distance-dependent biases over the CORS network. 
The parameters a, b and c can be estimated by using LSE as in 
In this case, the n-1 coefficient vector   can be written as follow:
The LSM is merely a generalisation of the LIM where the relationship between the biases and the horizontal components of the positions may be polynomial rather than linear. 8 It is emphasised that in LSM, utilising fitting variable and fitting order is associate with number of reference stations required. For instance, the plane-fitting function is only can be used with minimum of four reference stations.
3.0 THE EXPERIMENTS
The experiments have been conducted by utilizing coordinates of ISKANDARnet -a GPS continuously operating reference station (CORS) located at Southern part of Peninsular Malaysia and being maintained by GNSS & Geodynamics Research Group, Universiti Teknologi Malaysia. In this study, the network coefficients were calculated for user's positions with its locations were placed 'inside' and 'outside' of the ISKANDARnet (Fig. 1) . The LCM, LIM, DIM and LSM interpolation methods were selected for these experiments due to the fact that the calculation only require coordinates of the user, master and reference stations (Table 1) , or distance between the user and the reference stations ( Table 2 ).
The condition of each experiment can be described as follows; Tables 3 -6 show the network coefficient values as calculated by using LCM, LIM, DIM and LSM interpolation methods. Generally, the results in these tables have indicated that most of the coefficient value of a user is the largest once the user is located near to any reference station. For instance, the user4 and user6 ('corner' users) have the largest coefficient values as indicated by α2 and α1, which are highly influenced by the reference station of ISK3 and ISK2, respectively. One can also be noticed that the coefficient value is more than one (>1) for user which is located outside (see user8 in Tables 3, 4 and 6) and at the edge (see user3 and user7 in Table 6 ) of the network. In contrast, the coefficient values in DIM remain less than one (<1) although the user is located outside of the network area. These conditions show that the coefficient value is also dependent on the interpolation algorithm being applied. Interestingly, it was found that all coefficients value (α1, α2 and α3) have been properly distributed for the user which is located almost at the centre of the network despite of interpolation methods being used. This is shown for user1 and user5, given that the results of its coefficient values are comparatively equivalent in Tables 3 -6 . Table 3 Coefficients from LCM interpolation method. Figure 2 The square sum of the n-1 coefficients or noise for the correction terms of LCM, LIM, DIM and LSM. Figure 2 shows the plots for the last row in Tables 3 -6 , that is representing the square sum of the n-1 coefficients value of LCM, LIM, DIM and LSM, respectively. According to Dai et al., (2001) , the square sum of the n-1 coefficients is an indicator of noise for the correction terms, hence the smaller the better. Based on Figure 2 , this experiment clearly indicates that LSM has the highest noise value (of correction terms) for all network users. In addition, the user8 which is located outside of the network has shown the highest noise value for all the interpolation methods except for DIM. Significantly, the noise value of the DIM and LSM is the smallest at user1 and user5, respectively. Thus, it is suggested that by locating user at the centre of the network, the noise will be reduced by these two interpolation methods. On the other hand, the LCM and LIM interpolation methods have the smallest noise value at user2 which is located nearest to the master station. Results from the LCM and LIM will be further verified in the next experiment by selecting various location of master station. Figures 3 -6 show the noise value (or square sum of the n-1 coefficient) of user stations according to the various location of master station (i.e. ISK1, ISK2 and ISK3) for each interpolation method (i.e. LCM, LIM, DIM and LSM).
Experiment 1: Results & Analysis

Experiment 2: Results & Analysis
From the Figures 3.3 and 3 .4, both LCM and LIM interpolation methods have shown the smallest noise value for the user2, user6 and user4 once the ISK1, ISK2 and ISK3 were set as a master station respectively. This verified the finding in Experiment 1 which indicated that the noise value is getting smaller when the user nearer to a master station. Thus, it can be suggested that amongst the reference stations, the criteria to set for a master station in both LCM and LIM methods must consider the nearest user location. Results in the same figures also indicate that the noise values are large at the user8 although different master station was selected. It confirms that LCM and LIM methods are not suitable for the user which is located outside of the network. 
Figure 4
The square sum of the n-1 coefficients or noise for the correction terms of LIM using different location of master station.
Figure 5
The square sum of the n-1 coefficients or noise for the correction terms of DIM using different location of master station. 
Figure 6
The square sum of the n-1 coefficients or noise for the correction terms of LSM using different location of master station.
Experiment 3: Results & Analysis
Figures 7 -9 show the noise value by using three and four reference stations in LCM, LIM and DIM respectively. It must be mentioned that the LSM could not be included in this experiment since this method only can be used with minimum of four reference stations.
From Figures 7 and 8 , it can be seen that the LCM and LIM have slight difference in the noise values between three and four reference stations for the user located within the network area. Thus, it implies that by using at least three reference stations in LCM and LIM, it is sufficient enough for interpolating corrections to the network user due to insignificant improvement of the noise shown with adding the fourth reference station. However, the results by DIM interpolation method in Figure 9 show that the noise values are slightly increased when applying three rather than four reference stations. Thus, it is recommended that to use LCM or LIM interpolation method if deploying only three reference stations in the N-RTK system. 
Figure 8
The square sum of the n-1 coefficients by using three and four reference stations in LIM.
Figure 9
The square sum of the n-1 coefficients by using three and four reference stations in DIM. Tables 7 -9 show the numerical results of the coefficients by using three reference stations for LCM, LIM and DIM interpolation methods, respectively. From these tables, it can be seen that the coefficient values of these interpolation methods are identical when using three reference stations except the DIM. Generally, these interpolation methods have no major difference in their characteristic especially LCM and DIM. These methods show that the sums of generated coefficients remain equal to 1 even though using three reference stations. Table 8 Coefficients by using three reference stations in LIM.
Table 9
Coefficients by using three reference stations in DIM.
4.0 CONCLUDING REMARKS
This paper has reviewed several interpolation methods that utilise n-1 coefficients to generate correction terms at any N-RTK user stations. Generally, all interpolation methods have shown that the coefficient values are highly influenced by the nearest reference station. For instance, user4 and user6 have the largest coefficients values due to be located nearby to ISK3 and ISK2 respectively. Additionally, it emphasised that the users, whose location at almost the centre of the network (user1 and user5) have proper weighting coefficients, which leads to better positioning performance.
Although the characteristic of all interpolation methods are almost the same, in terms of noise for the correction terms, it turns out that the ability of LCM and LIM is better as the user is located close to a master station. Therefore, for the LCM and LIM, a master station should be selected nearest to a user station. On the other hand, there is no significant effect of various master locations by using either DIM or LSM interpolation method. Both of interpolation methods also show that the noise of the correction terms will be reduced by locating user at the centre of the network. Furthermore, it would be costeffective by using three reference stations in LCM or LIM, since the coefficient results were found compatible with the addition of the fourth reference stations. It is expected that the knowledge of these interpolation methods will be useful to design reference stations network and to select proper interpolation method for the implementation of N-RTK system. 
