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Abstract
Given a density function f on a compact subset of Rd we look at the problem of finding the best approximation of f by discrete
measures ν =∑ ciδxi in the sense of the p-Wasserstein distance, subject to size constraints of the form ∑h(ci) α where h is a
given weight function. This is an important problem with applications in economic planning of locations and in information theory.
The efficiency of the approximation can be measured by studying the rate at which the minimal distance tends to zero as α tends to
infinity. In this paper, we introduce a rescaled distance which depends on a small parameter and establish a representation formula
for its limit as a function of the local statistics for the distribution of the ci ’s. This allows to treat the asymptotic problem as α → ∞
for a quite large class of weight functions h.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
Etant donnée une densité à support compact f sur Rd , on cherche la meilleure approximation de f par des mesures discrètes
ν =∑ ciδxi au sens de la distance de Wasserstein d’ordre p, sous une contrainte du type ∑h(ci) α, où h est une fonction de
poids donnée. C’est un problème important que l’on rencontre notamment dans le domaine de l’économie urbaine et en théorie de
l’information. L’efficacité de l’approximation peut être mesurée en étudiant à quelle vitesse la distance minimale tend vers zéro
quand α tend vers l’infini. Dans cet article on introduit une distance normalisée dépendant d’un petit paramètre et on établit une
formule de représentation pour sa limite en fonction de la statistique locale de distribution des coefficients ci . On peut ainsi traiter
le problème asymptotique α → ∞ pour une très large classe de fonctions h.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Let Ω be a compact subset of Rd and let f be a given bounded non-negative density function on Ω . We are
interested in the problem of approximation of the diffuse measure f dx by discrete positive measures ν :=∑i∈N ciδxi
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G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419 383subject to some restrictions on the size of the approximating measures. The error in approximation can be measured
using various distances. In this paper, we will use the celebrated p-Wasserstein distance, for p  1. This distance
which can be seen as the pth moment of the measure f dx around ν is given by:
W
p
p (f dx, ν) = inf
∫
Ω
|x − T x|pf (x) dx, (1.1)
where the infimum is taken over all measurable functions T : Ω → Ω such that the image of the measure f dx under
T is the measure ν (the distance is +∞ if the total mass of f is different from that of ν). Some of the common size
constraints used (for instance when penalizing large storage of information), are of the form,
(sptν) α,
∑
i
c
q
i  α (−∞ < q < 1),
∑
i
−ci ln ci  α, (1.2)
where α is the maximal permitted size. Similarly one can consider constraints of the form:∑
i
c
q
i  δ with q > 1 and δ > 0, (1.3)
which ensure that ν must include enough Dirac masses whose size is not too small. We will incorporate all such
constraints in an abstract framework by considering an appropriate weight function h : R+ → (−∞,+∞] and the
associated entropy functional H defined by:
H(ν) :=
{∑
i h(ci), if ν is discrete,+∞, otherwise. (1.4)
We recover the size constraints in (1.2) by taking h(t) = tq for q < 1 or h(t) = −t ln t , whereas for q > 1 (1.3) is
obtained by choosing h(t) = −tq and α = −δ. The interesting limit case q → −∞ leads to consider alternatively,
H(ν) :=
{
supi c
−1
i , if ν is discrete,+∞, otherwise. (1.5)
A common feature of all these examples is that the optimization problem reads,
Ep,dH (f,Ω,α) := inf
{
W
p
p (f, ν): H(ν) α
}
, (1.6)
or alternatively in the Lagrange multiplier formulation as follows,
inf
{
W
p
p (f, ν)+ εH(ν)
}
, (1.7)
where the parameter ε > 0 is suitably chosen in terms of α.
The existence of an optimal solution ν for (1.6) is straightforward if H is lower semicontinuous with respect
to the weak-∗ topology on measures. A systematic characterization of the lower semicontinuity property (or of the
relaxation) of such functionals was obtained in [5–7]: H is lower semicontinuous iff h is lower semicontinuous and
subadditive and satisfies limt→0+ h(t)t = +∞. This holds for constraints like in (1.2). However, in the case of (1.3)
where in contrast limt→0+ h(t)t = 0, the function H should be substituted with its relaxation H which by [7] reads
H(ν) := H(ν˜) being ν˜ the atomic part of ν. Notice that all the functionals on measures H we are dealing with are
non-convex and therefore the global optimization problems under consideration are quite involved.
Let us now give some motivation for studying optimization problems of the kind (1.6). They arise in fact in various
contexts of which we mention a few hereafter.
Economic planning: For example, in the problem of planning the location of a certain number of schools to meet
the demands of the student population in a district, the variables which arise in the optimization problem (1.6) assume
the following significance: f denotes the density of the student population; the measure ν represents the location {xi}
and the capacity {ci} of the various schools; the quantity Wpp (f, ν) measures the cost of transporting students to their
schools. The government would like to plan the schools in such a way that the cost of transportation is minimized
while respecting budget constraints for the construction of schools. The function H calculates the construction costs
for the distribution ν of the schools.
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a given distribution of information which needs to be quantized. The distance Wpp (f, ν) will model the distortion
associated to the quantization of f by the measure ν. This needs to be minimized under admissible limits on the size
of the quantization imposed by constraints on the memory space available for storing information.
Granular media: The minimization problem (1.6) can also be reformulated as a problem of optimal partition.
Indeed, given ν, the distance Wpp (f, ν) can be written as
W
p
p (f, ν) = inf
{∑
i
∫
Ai
|x − xi |pf (x) dx:
∫
Ai
f (x) dx = ci
}
, (1.8)
where the infimum is taken over all partitions {Ai}i such that
∫
Ai
f (x) dx = ci and xi ∈ Ω for all indices i. Let us
introduce the shape function ψp,f : B(Ω) →R+ on the set of Borel subsets of Ω by:
ψp,f (A) := inf
a∈Ω
∫
A
|x − a|pf (x) dx. (1.9)
Then, the problem (1.6) reduces to searching for a minimal partition {Ai}i of Ω with respect to the following criterium:
inf
{∑
i
ψp,f (Ai) :
∑
i
h
(∫
Ai
f (x) dx
)
 α
}
. (1.10)
When α increases, we expect nice (possibly periodic) distributions of small subsets which could be used to simulate
granular media.
An important issue in all the problems listed above is the asymptotic of the infimum value Ep,dH (f,Ω,α) as the
parameter α tends to infinity (or to some critical value). Before describing our method and main contributions, let
us stress that, to the best of our knowledge, the only contributions to this asymptotic problem concern the case just
mentioned before where H(ν) = (sptν) (i.e. q = 0) and | · | is the Euclidean norm: in 1982 Bucklew and Wise [9]
proved that
Ep,dH (f,Ω,N) ∼ N−
p
d Cp,d
(∫
Ω
f
d
d+p
) d+p
d
, (1.11)
where the universal constant Cp,d (which depends only on p and d) represents the normalized asymptotic rate of
approximation for the Lebesgue measure on a unit cell by n masses, as n goes to infinity. Such a formula motivated
by applications in information theory can be useful in practice for determining the size of memory N(η) required in
order that the error Ed,pH (f,Ω,N(η)) is below a reasonable upperbound η.
The exact value of the constant Cp,d is known only in the case d = 2 for p ∈ {1,2}: it has been proved by
D.J. Newman [18] that
C2,2 =
∫
P
|x|2 dx = 5
18
√
3
,
where P is a centered regular hexagon of Lebesgue measure one. Later on, in 2002, R. Bolton and F. Morgan [4]
motivated by applications in urban economy considered the same problem for p = 1 (Monge distance) and proved a
very similar result based on the hexagonal tiling of the plane. They found:
C1,2 =
∫
P
|x|dx = Log 3 +
4
3
4(3
√
3
2 )
1/2
.
In this paper we are going to develop a method which will enable us to derive asymptotic formulas of the kind
(1.11) when constraints of the type (1.2) or of the type (1.3) are considered, as well as for many other choices of the
weight function h.
Having in mind that the diameter of the sets of the optimal partitions will shrink to zero in the limit process, we
introduce a small scaling parameter ε which represents the side of a hypercube whose volume εd should be of the same
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H in (1.4) by the following ε-rescaled version:
Hε(ν) :=
∑
i
cig
(
ci
εd
)
where g(t) := h(t)
t
(t > 0). (1.12)
We observe in particular that if h(t) = tq for 0  q < 1, the constraint in (1.2) can be rewritten as Hε(ν)  1
being ε = α 1d(q−1) and, in view of (1.11), we already know that, at least for q = 0, the value of the infimum
inf{Wp(f, ν): Hε(ν) 1} is of order ε as ε tends to zero. Expecting that this will be true in a large class of weighted
functions h, we then define the ε-normalized error as follows:
inf
{
Wp(f, ν)
ε
:
∑
i
cig
(
ci
εd
)
 1
}
. (1.13)
Our goal is to characterize the limit behavior of the previous optimization problem. A first observation is that any
sequence of competitors νε does converge weakly-star to the prescribed density f but this information is not sufficient
in order to pass to the limit in (1.13), in particular in the entropy constraint. To overcome this difficulty we look at
Hε(ν) defined in (1.12) as a linear form with respect to g (this idea goes back to the theory of Young measures). More
precisely, for every discrete measure ν =∑i ciδxi on Ω , we write:
Hε(ν) =
∫
Ω×R+
g(t) dλε(ν)(x, t), where λε(ν) :=
∑
i
ciδ(xi ,
ci
εd
).
The new measure λε(ν) supported on the product Ω×R+ has ν as first marginal whereas the dependence in t accounts
for the amplitudes of the Dirac masses. Clearly, if (νε) converges to the density f while λε(νε) converges tightly to
some limit λ, then the first marginal of λ coincides with f whereas, for every continuous (compactly supported)
function g, we will have:
lim
ε→0Hε(νε) = limε→0
∫
Ω×R+
g(t) dλε(ν)(x, t) =
∫
Ω×R+
g(t) dλ(x, t). (1.14)
At this point the strategy becomes very clear as we are going to pass to the limit in a sequence of variational problems
on the space of finite Borel measures on Ω × R+ endowed with the topology of the tight convergence. In view of
(1.14), the expected limit problem will have the form,
min
{
E(f,λ):
∫
Ω×R+
g(t) dλ(x, t) c
}
, (1.15)
where the Γ -limit E(f,λ) satisfies:
E(f,λ) := inf
{
lim inf
ε
W
p
p (f, νε)
εp
,λε(νε) → λ tightly
}
.
The main part of the paper is devoted to the identification of this Γ -limit E(f,λ) (Theorem 3.1) and to give a
justification of the fact that the limit problem writes as (1.15) (see Theorem 3.5). The optimality conditions for this
limit problem will be then derived and turn out to be necessary and sufficient. This allows to characterize the optimal
asymptotic measure λ which roughly accounts the statistical distribution of the atoms of minimizing sequences {νε}.
As a consequence we obtain the counterpart of the asymptotic formula (1.11) with an explicit dependence with respect
to the density f and for a very large class of entropies H(ν) of the kind (1.4) (see Proposition 3.11). This includes the
case of size constraints such as (1.2), (1.3).
Besides we can construct particular entropies h (see Section 3.4) for which minimizing sequences (associated with
a uniform density f ) generate microscopic partitions which are not simply uniform tessellations but consist of patterns
with different sizes like for instance the one appearing in Fig. 1. This remarkable fact will be evidenced by showing
that the limit optimal measure λ(x, t) exhibits (for almost all x) two Dirac masses with respect the second variable.
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The paper is organized as follows: In Section 2, we introduce some basic notations and definitions. In Section 3,
we state the main results and their applications to a general class of optimum location problems. Some open problems
and conjectures highlighting the role of constants are also given. The proof of Proposition 3.2 related to the case
where f = 1 and Ω is the unit cube is given in subsequent Section 4. In Section 5, we establish the Γ -convergence
of Eε(f,λ) (Theorem 3.1). Finally in Section 6, we justify the optimality conditions for the limit problem (1.15)
(Proposition 3.6) and prove the convergence of infima (Theorem 3.5).
2. Notations and basic definitions
• Measure theory: The Lebesgue measure Ld(A) of a set A ⊂ Rd will be denoted shortly |A|. If f ∈ L1(Rd), the
measure of density f with respect to Ld will still be denoted f . We will deal with non-negative measures defined on
the Borel σ -algebra B of a locally compact Hausdorff space X. Accordingly we introduce the following notations:
M+(X): the class of non-negative finite Borel measures on X;
M+0 (X): the subclass of discrete measures in M+(X);
P(X): the class of probability measures on X;
C0(X): the space of continuous functions vanishing at the infinity.
The trace of an element ρ ∈ M+(X) on a Borel subset A will be denoted ρ A. Two measures ρ1, ρ2 in M+(X)
are said to be orthogonal if there exists a Borel subset A such that ρ1 = ρ1 A and ρ2 A = 0. We write it ρ1 ⊥ ρ2.
We will use functionals on M+(X) and P(X). Notice that a functional G : P(X) → [0,+∞] can be extended in a
unique way as a 1-homogeneous on M+(X) by setting, for every Borel set B , G˜(B) := ρ(B)G(ρ B
ρ(B)
). The following
notion of locality has been introduced in [6].
Definition 2.1. A functional G : M+(X) → [0,+∞] is local if G(ρ1 + ρ2) = G(ρ1)+G(ρ2) whenever ρ1 ⊥ ρ2.
A functional G : P(X) → [0,+∞] will be said to be local if its 1-homogeneous extension G˜ is local, or equiva-
lently,
ρ1 ⊥ ρ2 ⇒ G
(
θρ1 + (1 − θ)ρ2
)= θG(ρ1)+ (1 − θ)G(ρ2), ∀θ ∈ [0,1] (2.1)
Eventually M(X) := M+(X) − M+(X) denotes the space of signed measures on X. Recall that it can be iden-
tified with the dual space of C0(X) and that the associated dual norm coincides with the notion of total variation:
‖μ‖ = |μ|(X)(= μ+(X) + μ−(X)). We will rather use the topology of weak-star (resp. tight) convergence of mea-
sures. Recall:
Definition 2.2. A sequence of measures μn ∈ M(X) weak-∗ converges to a measure μ (this is denoted μn ∗⇀ μ)
if and only if
〈μn,ϕ〉 → 〈μ,ϕ〉, ∀ϕ ∈ C0(X). (2.2)
A sequence of measures μn ∈ M+(X) such that μn ∗⇀μ is said to converge tightly if in addition μn(X) → μ(X). In
this case, the convergence in (2.2) can be extended to all ϕ in Cb(X) the space of continuous and bounded functions.
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of M+(X). In this paper, it will be useful to choose a special distance on P(R+): denoting by Lip(ϕ) the Lipschitz
constant of an element ϕ ∈ Cb(R+) and by |ϕ|∞ its uniform norm, we set for every μ ∈ P(R+)
N(μ) := sup{〈μ,ϕ〉,‖ϕ‖BL  1}, where ‖ϕ‖BL := |ϕ|∞ + Lip(ϕ). (2.3)
Then d(ρ1, ρ2) := N(ρ1 − ρ2) is a distance on P(R+) and it is well known that the convergence in this metric is
equivalent to the tight convergence of probabilities measures on R+ (see for instance [15, Theorem 11.3.3]).
Given two locally compact spaces X1,X2, any measure λ ∈ M+(X1 × X2) can be sliced as follows (see for
instance [12]).
Proposition 2.3 (Disintegration of measures). Let μ ∈ M+(X1) be the first marginal of λ. Then to μ-almost every
x ∈ X1, we can associate ρx ∈ P(X2) such that
(i) For all Borel set B ⊂ X2, the application x → ρx(B) is Borel,
(ii) ∀ϕ ∈ C0(X1 ×X2),
∫
X1×X2 ϕ(x1, x2) dλ(x1, x2) =
∫
X1
(
∫
X2
ϕ(x1, x2) dρx1(x2)) dμ(x1).
We will use the notation λ = μ ⊗ ρx (where ρx is an abuse of notation for the application x → ρx ) and call ρx the
disintegration of λ with respect to μ.
• Mass transport, Wasserstein distance: Recall that, given a Borel map T : X1 → X2 and μ ∈ M+(X1), the push
forward of μ under T is the measure T μ defined on X2 by setting: T μ(B) := μ(T −1(B)) for all Borel subset
B ⊂ X2. Accordingly, if πi (i = 1,2) denote the projections from a product space X1 × X2 on each Xi , then the
marginals of an element λ ∈ M+(X1 ×X2) are nothing else but the πi λ.
In the following, we will consider X1 = X2 = Rd endowed with a norm denoted by | · |. Let us emphasize that
unless specified, this norm will not be a priori the Euclidean norm.
Definition 2.4. Given p  1 and a norm | · | on Rd , the p-Wasserstein distance between two measures ν1, ν2 in
M+(Rd) such that ∫ ν1 = ∫ ν2 is given by:
Wp(ν1, ν2) := inf
γ∈M+(Rd×Rd )
{(∫
|x − y|p dγ (x, y)
)1/p
: π

1γ = ν1, π2γ = ν2
}
. (2.4)
By convention, we will write Wp(ν1, ν2) = +∞ if
∫
ν1 =
∫
ν2. It is well known that if K is a compact subset
of Rd , the topology induced by the Wasserstein distance on P(K) coincides with the topology of tight convergence
(see [19, Remark 7.13(ii)]). Moreover, if ν1 is non-atomic, it turns out (see for instance Ambrosio [1]) that the above
definition is equivalent to the classical Monge transport formulation:
Wp(ν1, ν2) := inf
{(∫
|x − T x|p dν1(x)
)1/p
: T ν1 = ν2
}
. (2.5)
Furthermore, if ν1 is absolutely continuous with respect to the Lebesgue measure, then there always exists an optimal
transport map T for p  1 which is unique for p > 1. This very difficult result is known since the end of the 90’ when
| · | is the Euclidean norm (see [19,1] and the references therein), whereas it has been shown only very recently for a
general norm (see [13,10]). However, when ν2 is an atomic measure, the existence of an optimal transport map can be
easily proved and uniqueness holds even when p = 1.
Let us finally notice that if L :Rd →Rd is an isometry with respect to the given norm | · | (i.e. an affine transform
such that |L(x)| = |x|), then
Wp
(
Lν1,L
ν2
)= Wp(ν1, ν2). (2.6)
We will often use the following subadditivity property: if {Ai} is a finite or countable family of disjoint Borel subsets
ν1(Rd \⋃i Ai) = ν2(Rd \⋃i Ai) = 0, then
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p
p (ν1, ν2)
∑
i
W
p
p (ν1 Ai, ν2 Ai), (2.7)
with the convention that Wp(ν1 Ai, ν2 Ai) = +∞ if ν1(Ai) = ν2(Ai).
Besides, if Lt is the homothety x → tx (with t > 0), then
Wp
(
L

t ν1,L

t ν2
)= tWp(ν1, ν2). (2.8)
In order to lighten the notations, the dilated measure Lt ν will sometimes be denoted 1td ν(
·
t
).
Eventually we will use the following classical upperbound for the Wasserstein distance between compactly
supported measures (see [19, Proposition 7.10, p. 211]):
W
p
p (ν1, ν2)
(diamK)p
2
∫
|ν1 − ν2|, if ν1, ν2 are supported in K . (2.9)
• Shape function: We introduce the following shape function (counterpart of (1.9) for f = 1):
ψΩp (A) = inf
y∈Ω
{∫
A
|x − y|p dx
}
, A ⊂ Ω ⊂Rd .
The superscript Ω will be omitted if Ω = Rd . Obviously ψΩp (A)  ψΩp (B) if A ⊂ B . Moreover ψΩp (A) does not
depend on Ω whenever Ω is convex, that is
ψΩp (A) = ψR
d
p (A) := ψp(A). (2.10)
The quantity ψp(A) represents the pth moment of A with respect to its p-barycenter and it enjoys the following
invariance relations, for every x ∈Rd and t > 0:
Ψp(A+ x) = Ψp(A), Ψp(tA) = tp+dΨp(A). (2.11)
In view of finding a lowerbound for the minimal partition problem (1.10), it is very useful to introduce the constant:
γp,d := inf
{
ψp(A): A ⊂Rd is measurable and |A| = 1
}
. (2.12)
It is clear that the infimum is attained for a ball (with respect to the given norm). Indeed:
Lemma 2.5. Let B denote the ball centered at the origin with unit Lebesgue measure. Then, for any measurable subset
A of Rd , we have:
ψp(A) γp,d |A|1+ pd , γp,d =
∫
B
|x|p dx. (2.13)
Proof. By (2.11), we are reduced to prove that for every measurable set A with |A| = 1, we have∫
A
|x|p dx  ∫
B
|x|p dx. We observe that |A ∩ Bc| = 1 − |A ∩ B| = |B ∩ Ac|. Therefore there exists a Lebesgue
measure preserving map T : B ∩Ac → A∩Bc which obviously satisfies |T x| 1 |x| a.e. The thesis follows, since∫
A∩Bc
|x|p dx =
∫
B∩Ac
|T x|p dx 
∫
B∩Ac
|x|p dx. 
• Tilings: Unfortunately the optimal ball B found in Lemma 2.5 is not suitable for constructing good competiting
partitions for (1.10) since in general Rd (or the reference domain Ω) cannot be tiled with isometric copies of B . More
precisely, having in mind the invariance property (2.6) of the Wasserstein distance, let us associate with any compact
subset P of Rd its orbit P˜ through the group of isometries (with respect to | · |) and set:
θk(P ) := sup
{
1
kd
∞∑
|Ai |: Ai ∈ P˜ , Ai ⊂
[
−k
2
,
k
2
]d
, |Ai ∩Aj | = 0 if i = j
}
. (2.14)i=1
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θ(P ) := sup{θk(P ): k ∈N}= lim
k→∞ θk(P ), (2.15)
where the existence of the limit in the right hand side can be deduced by applying Lemma 2.8 to the subadditive set
function S(A) := inf{|A \⋃i Ai |: Ai ∈ P˜ ,Ai ⊂ A, |Ai ∩Aj | = 0 if i = j }.
Notice that θ(P ) is invariant under dilatation. We will say that a norm on Rd has the tiling property if the unit ball
B satisfies θ(B) = 1. For instance, the l1 or the l∞ norm on Rd have the tiling property whereas the Euclidean ball
satisfies θ(B) = π4 < 1 for d = 2 and more generally θ(B) = ωd2d < 1 for d > 1. When θ(B) < 1, another constant will
be important in the upperbound estimates, namely
Γp,d := inf
{
ψp(P ): P compact, θ(P ) = 1, |P | = 1
}
. (2.16)
It is clear that γp,d  Γp,d ψp(]0,1[d) < +∞. On the other hand, γp,d = Γp,d if the norm enjoys the tiling property.
The problem of the existence of an optimal compact P in (2.16) is open. It seems reasonable to conjecture that in the
general case the infimum is reached for a convex compact subset, which in the case of a finite group of isometries,
should be polyhedral. In [4], it is proved that for p = 1 and the Euclidean norm on R2, the infimum among convex
polytopes is reached when P is a regular hexagon.
• Scaling and local statistics: Given ν =∑i ciδxi in M+0 (A) with total mass m =∑i ci , we associate the element
of M+0 (R+) defined by:
ρ(ν) :=
∑
i
ci
m
δci . (2.17)
This probability measure ρ(ν) represents the statistical distribution of all masses carried by ν.
Now in view of the rescaling argument described in Section 1, for every value of the small parameter ε, we associate
with ν the measure λε(ν) ∈ M+0 (A×R+) defined by:
λε(ν) :=
∑
i
ciδ(xi ,
ci
εd
). (2.18)
The second marginal of λε(ν) produces after normalization the ε-rescaled counterpart of (2.17):
ρε(ν) := 1
εd
ρ(ν)
( ·
εd
)
=
∑
i
ci
m
δ ci
εd
. (2.19)
• Γ -convergence: For the convenience of the reader, we recall the definition and the main property of the
Γ -convergence. Further details can be found for instance in [2,14].
Definition 2.6 (Sequential Γ -convergence). A family of extended real valued functions Fε defined on a topological
space X is said to be sequentially Γ -convergent to a functional F if the two following statements hold:
(i) (lower bound) for every sequence {λε} converging to λ ∈ X, we have:
lim inf
ε→0 Fε(λε) F(λ), (2.20)
(ii) (recovering sequence) for every λ ∈ X there exists a sequence {λε} converging to λ such that
lim sup
ε→0
Fε(λε) F(λ). (2.21)
When properties (i) and (ii) are satisfied, we write F = Γ − limε→0 Fε .
Proposition 2.7. Let Fε : X → ]−∞,+∞] be a sequence of functionals such that
(i) F = Γ − limε→0 Fε ,
(ii) supε Fε(λε) < +∞ ⇒ {λε} is sequentially relatively compact.
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Fε(λε)− infFε → 0) achieves the minimum of F .
• Ergodicity: We will need the following result related to subadditive processes which is often used in ergodic theory
(cf. [17,3]).
Lemma 2.8. Let S : B →R+ be a function on Borel subsets of Rd such that
– (subadditivity) S(A∪B) S(A)+ S(B) for all A, B in B such that A∩B = ∅,
– (translation invariance) S(x +A) = S(A) for all A in B and x in Rd .
Then, setting Qk := ]− k2 , k2 [d , we have:
lim inf
k→∞
S(Qk)
kd
= lim sup
k→∞
S(Qk)
kd
= inf
k>0
S(Qk)
kd
.
3. Main results and applications
From now on we will assume for simplicity that the reference domain Ω is a compact subset of Rd . It is endowed
with a norm | · | (which is not necessarily the Euclidean norm). We fix a positive density f in L1(Ω) and we assume
from now on that
f is lower semicontinuous on Ω and f  α for a suitable constant α > 0. (3.1)
For every value of the parameter p  1, we look at the asymptotic limit of the ε-normalized error given by the
expression (1.13). To that aim we are going to construct a variational problem involving the limit in the sense of
Γ -convergence of the sequence of functionals {Eε(f, ·)} defined on M+(Ω ×R+) by:
Eε(f,λ) =
{
1
εp
W
p
p (f, ν), if λ = λε(ν), ν ∈ M+0 (Ω),+∞, otherwise, (3.2)
being λε(ν) given by (2.18). It is important to notice that if {λε} is a sequence of M+(Ω ×R+) such that
λε = λε(νε), νε ∈ M+0 (Ω), sup
ε
Eε(f,λε) < +∞,
then Wpp (f, νε) → 0 yielding that {νε} converges weakly-∗ to f as ε → 0. Moreover, as will be shown in assertion (i)
of Theorem 3.1, {λε} is tight and so every weak-∗ cluster point λ of {λε} admits f as a first marginal. Therefore such
a λ will be of the form λ = f ⊗ ρx being {ρx} the parametrized family of probabilities defined in Proposition 2.3.
It turns out that this family {ρx} determines completely the Γ -limit E(f,λ) of {Eε(f, ·)} with respect to the tight
convergence and will play the role of the unknown in our final optimization problem.
3.1. Identification of the Γ -limit
We begin by constructing a functional G : P(R+) → R which will be shown to coincide with the Γ -limit of
Eε(f,λ) in the particular case where λ = 1Q ⊗ρ that is f = 1Q with Q = [−1/2,1/2]d and ρx = ρ does not depend
on x.
Given any small δ > 0, using the notation in (2.17), we introduce the set function,
Sδ(ρ,A) := inf
{
W
p
p (1A, ν)+ |A|
δp
N
(
ρ − ρ(ν)): ν ∈ M+0 (A)
}
, (3.3)
where A is a Borel subset of Rd . Then denoting by Qk the cube [−k/2, k/2]d , we define a functional on P(R+) by
setting:
Gδ(ρ) := inf Sδ(ρ,Qk) . (3.4)
k>0 |Qk|
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G(ρ) := sup
δ>0
Gδ(ρ) = lim
δ→0Gδ(ρ). (3.5)
We are now able to state our main asymptotic result. The proof appears in Section 5.
Theorem 3.1. Let f satisfy (3.1) and let us denote by τ the topology of the tight convergence on M+(Ω ×R+). Then
(i) Any sequence {λε} such that supε Eε(f,λε) < +∞ is τ -relatively compact.
(ii) The τ -sequential Γ -limit of the sequence of functionals {Eε(f, ·)} exists as ε tend to 0 and we have:
Γ − lim
ε→0Eε(f,λ) = E(f,λ),
where
E(f,λ) =
{∫
Ω
f (x)1−
p
d G(ρx) dx, if (π1)λ = f dx (λ = f ⊗ ρx),
+∞, otherwise. (3.6)
The main properties of the functional G : P(R+) → [0,+∞] are summarized in the following proposition whose
proof is given in Section 4. The constants γp,d and Γp,d appeared respectively in (2.12) and (2.16). The space P(R+)
is endowed with the topology of tight convergence and can be metrized by using the distance d(ρ,ρ′) = N(ρ − ρ′).
Proposition 3.2.
(i) The functional G is convex and lower semicontinuous.
(ii) (Scale invariance.) For every a > 0 and ρ ∈ P(R+), there holds:
G
(
La(ρ)
)= a pd G(ρ). (3.7)
(iii) Let P be a compact subset of Rd such that |P | = 1. Then we have:
G
(
θδa + (1 − θ)δ0
)
 θψp(P )ap/d for every 0 θ  θ(P ). (3.8)
Furthermore, if P is a ball, then ψp(P ) = γp,d , we obtain the equality:
G
(
θδa + (1 − θ)δ0
)= γp,dθap/d for every 0 θ  θ(B). (3.9)
(iv) Set ωp,d := G(δ1). Then γp,d  ωp,d  Γp,d , and for every ρ ∈ P(R+), there holds:
γp,d
∫
tp/d dρ(t)G(ρ) ωp,d
∫
tp/d dρ(t). (3.10)
(v) (Non-locality.) The locality property (Definition 2.1) holds for G if and only if γp,d = ωp,d . In particular it is the
case when θ(B) = 1.
Remark 3.3.
(a) By Theorem 3.1, it turns out that G(ρ) coincides with E(1Q,1Q ⊗ ρ). Thus the definition of G given in (3.5)
does not depend on the choice of the norm N which was used merely to define the δ-regularized functional Gδ .
(b) Unfortunately we are not able to give an explicit representation of the non-local functional G unless the norm
satisfies the tiling property. This is a quite challenging issue and several related questions seem to be deep and
difficult open problems. Some of them are mentioned in Section 3.6.
(c) It is an easy consequence of the first inequality in(3.10) that the level sets of G are compact for the tight
convergence. On the other hand, by the second inequality and assertion (v), we have the explicit form
G(ρ) = γp,d
∫
tp/d dρ(t) whenever G is local.
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The main application of Theorem 3.1 consists in passing to the limit as ε → 0 in constrained problems of the kind
(1.13). Following the notations introduced in Section 2, namely (2.18), these problems can be written in the following
form:
inf
{
Eε(f,λ):
∫
g(t) dλ(x, t) c
}
, (Pcε )
and accordingly the expected limit problem reads,
inf
{
E(f,λ):
∫
g(t) dλ(x, t) c
}
. (Pc)
In order to establish the convergence of (Pcε ) to (Pc), we need to add some technical assumptions on the size func-
tion g : ]0,+∞[ → R. However these conditions have to be compatible with the simple cases considered in the
introduction (namely when g blows up at 0). We will assume that g can be decomposed as
g(s) := β(s)+ V (s), (3.11)
where V is a possibly unbounded potential V : ]0,+∞] → [0,+∞] such that
V is lower semicontinuous, proper and non-increasing, (3.12)
and β is a continuous function on R+ satisfying one of the conditions (a) or (b) below,
(a) lim
t→+∞
|β(t)|
tp/d
= 0, if f ∈ L∞(Ω),
(b) sup |β| < +∞, if f /∈ L∞(Ω).
(3.13)
We set:
c¯ :=
(∫
Ω
f dx
)
inf
R+
g, (3.14)
and we define the infimum value function,
m(c) := inf(Pc).
Under the assumptions above, we have:
Lemma 3.4. The function m(c) is convex and non-increasing. It is finite and continuous on ]c¯,∞[ and for every c > c¯
the problem (Pc) admits at least one solution.
Proof. The function m(c) is clearly non-increasing. By the assertion (i) of Proposition 3.2, G is convex and then so
is m(c) by the convexity property of E(f, ·).
On the other hand, if c > c¯, there exists by (3.14) a real s0 such that g(s0)
∫
Ω
f dx  c. Then λ0 := f ⊗ δs0 satisfies
the constraint and has finite energy E(f,λ0) = ωp,dsp/d0
∫
Ω
f 1−p/d dx, since f  α > 0. Therefore m(c) is finite and
continuous on ]c¯,+∞[.
Let us show that the infimum is achieved if m(c) is finite. Let {λn} be a sequence such that E(f,λn) < m(c)+1/n,
and
∫
g(t) dλn  c. Assume first that {λn} is tight so that, up to a subsequence, it converges to some λ. Then, by
the lower semicontinuity of E(f, ·), we infer that m(c)  lim infn E(f,λn)  E(f,λ). In addition, thanks to the
assumption (3.13) on g, we have ∫ g(t) dλ  c (see the complete argument in step 1 of the proof of Theorem 3.5).
Therefore E(f,λ)  m(c) and we have found an admissible λ such that E(f,λ) = m(c). To show the tightness
property, we use (3.10) from which we deduce that for every M > 0, E(f,λn) M−
p
d γp,d
∫
ΩM×R+ t
p/d dλn being
ΩM := {x ∈ Ω: f (x)M}. Then, for every k > 0, there holds:
λn
(
Ω × [k,+∞[) 1
k
p
d
∫
ΩM×R+
tp/d dλn +
∫
Ω\ΩM
f dx  M
p
d
γp,dk
p
d
(
m(c)+ 1
n
)
+
∫
Ω\ΩM
f dx.
Thus lim supk→+∞ supn{λn(Ω × [k,+∞[)}
∫
M f dx which vanishes as M → ∞. Ω\Ω
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Theorem 3.5. Let f satisfy (3.1) and let g be of the form (3.11) satisfy (3.12), (3.13). Then for every c > c¯, there
holds:
lim
ε→0 infP
c
ε = infPc = minPc.
Furthermore every minimizing sequence λε (= λε(νε)) for (Pcε ) converges tightly, possibly after extracting a subse-
quence, to a limit of the form λ = f ⊗ ρx where λ is a minimizer for (Pc).
Let us emphasize that this result is not a straightforward consequence of Theorem 3.1. Indeed in many cases, the
size function g(t) we have in mind is unbounded (in particular near 0) and it is very tricky to adapt the recovering
sequences {λε} so that they satisfy
∫
g(t) dλε(x, t)  c. In fact it seems difficult to weaken the assumption (3.13).
In particular in the case (b), the boundedness assumption on f cannot be omitted as it is shown in the example of
Remark 3.13. Let us also notice that in the statement of the theorem, we do not need the existence of a minimizer
for (Pcε ).
3.3. Reformulation of the limit problem and optimality conditions
Let λ = f ⊗ ρx a solution of (Pc). The related optimal limit configuration is described by a local statistic ρx we
want to characterize. To that aim we associate with g the infimum value function:
Φg : s ∈R → min
{
G(ρ): ρ ∈ P(R+); ∫ g(t) dρ(t)(= 〈ρ,g〉) s}. (3.15)
Noticing that the constraint in (Pc) can be simply recast as∫
Ω
u(x)dx  c, where u(x) := f (x)〈ρx, g〉,
we are going to reduce our limit problem (Pc) to the simpler one
inf
u∈L1(Ω)
{∫
Ω
Φg
(
u(x)
f (x)
)
f (x)1−
p
d dx:
∫
Ω
udx  c
}
. (Qc)
Proposition 3.6. Under the assumptions of Theorem 3.5, the problem (Qc) admits solutions and for every c > c¯, there
holds m(c) = minQc = minPc.
Furthermore λ = f ⊗ ρx is minimal with respect to (Pc) if and only if there exists u optimal for (Qc) such that
G
(
ρx
)= Φg
(
u(x)
f (x)
)
,
〈
ρx, g
〉= u(x)
f (x)
a.e. x ∈ Ω. (3.16)
The proof of this result presented in Section 6 will require some properties of the integrand Φg defined in (3.15).
To that aim, we introduce the comparison function:
ϕg(s) := inf
{
tp/d : t > 0, g(t) s
} (3.17)
(with the convention that ϕg(s) = +∞ if g(t) > s for all t).
The following result is proved in Section 4.
Lemma 3.7. The function Φg(s) is convex right-continuous monotone non-increasing and the infimum in (3.15) is
achieved whenever it is finite (in particular for s > infg). Furthermore, for every s, one has:
γp,dϕ
∗∗
g (s)Φg(s) ωp,dϕ∗∗g (s), (3.18)
where ϕ∗∗g denotes the convex envelope of ϕg . In particular, there holds lims→∞ Φg(s) = 0 if g is finite on ]0,+∞[.
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computed and this will be illustrated in Section 3.5. Since Φg is non-increasing it is clear that the minimum is reached
for u such that
∫
Ω
udx = c. On the other hand, if one wishes to treat this integral constraint by means of a Lagrange
multiplier, the following explicit formula can be derived by a straightforward computation (Fenchel conjugate of
integral functionals in L1(Ω)). Denote by Φ∗g : R →] − ∞,+∞] the Fenchel conjugate of Φg . Then, the Fenchel
conjugate of m(c) is finite only on R− and is given at −η for every η > 0 by the following formula:
m∗(−η) = − inf
u∈L1(Ω)
{∫
Ω
Φg
(
u
f
)
f 1−
p
d + η
∫
Ω
udx
}
=
∫
Ω
Φ∗g
( −η
f−
p
d
)
f 1−
p
d dx. (3.19)
3.4. Optimal partitions may exhibit patterns with different sizes
In view of Proposition 3.6, the function Φg introduced in (3.15) plays a central role in the characterization of the
optimal asymptotic statistics represented by {ρx}. Finding for instance ρx to be a Dirac mass a.e. on a subset A ⊂ Ω
means that locally on A the minimizing partitions exhibit patterns with only a single size. This will be typically the
case when the disposition of the small subsets of the partition becomes almost periodic (or quasiperiodic). From
Lemma 3.7 it is easy to deduce the following criterium:
Lemma 3.9. Let s > infg. Then the minimal value Φg(s) in (3.15) is achieved for a single Dirac mass if and only if
Φg(s) = ωp,dϕg(s). In this case, there holds ϕ∗∗g (s) = ϕg(s).
Proof. It is clear that if the infimum is reached for a Dirac mass, then Φg(s) = ωp,dϕg(s) and the second in-
equality in (3.18) leads to ϕg(s) = ϕ∗∗g (s). Conversely if Φg(s) = ωp,dϕg(s), it is optimal to use the Dirac mass
at t¯ = min{t  0: g(t) s}. 
A direct consequence of Lemma 3.9 is that in general the optimal ρx is not a Dirac mass. Indeed assume that p  d
and consider the non-increasing function g defined by:
g(t) = 2, if t < 1, g(t) = 1, if 1 t < 2, g(t) = 0 if t  2.
It satisfies (3.11) and (3.12) with β = 0, V = g. Then ϕg and its convexification (extended by the value +∞ for t < 0)
are given by:
ϕg(s) =
⎧⎨
⎩
2p/d, if 0 s < 1,
1, if 1 s < 2,
0, if s  2,
ϕ∗∗g (s) =
⎧⎨
⎩
2p/d(1 − s)+ s, if 0 s  1,
2 − s, if 1 s < 2,
0, if s > 2.
Assume for simplicity that f = 1 on Ω . Then the constant function u(x) = s0 where s0 = c|Ω| solves problem (Qc).
Clearly if c is given so that s0 ranges in ]0,1[ where ϕ∗∗g < ϕg , the minimal value Φg(s0) = G(ρx) can never be
reached for ρx a Dirac mass. We can be even more precise in the case where ωp,d agrees with γp,d (for instance if the
norm has the tiling property): in this case by (3.18) and since s0 ∈ ]0,1[, Φg(s0) = γp,d(2p/d(1 − s0) + s0) and the
optimal ρx is unique and given by ρx = s0δ1 + (1 − s0)δ2. This serves as evidence to conclude that, asymptotically
as ε becomes small, the optimal partitions associated with problem (Pcε ) should exhibit patterns made of two kind of
sets like in Fig. 1.
3.5. Applications to some particular entropies
We may now apply Theorem 3.5 in order to find the asymptotic behavior as n → ∞ of the expression,
Ep,dH (f,Ω,n) = inf
{
W
p
p (f, ν): H(ν) n
}
,
defined in the introduction, for the classical entropies H(
∑
i ciδxi ) =
∑
i h(ci) associated with the size constraints
(1.2) or (1.3). The associated functions g are given by g(t) = tq−1 for q < 1, g(t) = − ln t for q = 1 and g(t) = −tq−1
for q > 1. Accordingly we introduce, the following universal constants (recall that d is the dimension of the ambient
space and p  1):
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{
inf{G(ρ): ρ ∈ P(R+), ∫
R+ t
q−1 dρ  1}, if q < 1,
inf{G(ρ): ρ ∈ P(R+), ∫
R+ t
q−1 dρ  1}, if q > 1. (3.20)
Rewriting the constraint (3.20) in the condensed form (∫
R+ t
q−1 dρ)
1
q−1  1, we find a monotone dependence with
respect to q and by passing to the limit as q → 1 or as q → −∞ (for fixed ρ), we are led to extend the definition to
the case q = 1 and q = −∞ as follows:
Cp,d(1) := inf
{
G(ρ):
∫
R+
ln t dρ  0
}
, Cp,d(−∞) := inf
{
G(ρ): sptρ ⊂ [1,∞)}. (3.21)
Lemma 3.10 and Proposition 3.11 below will be proved in Section 6.
Lemma 3.10. The extended function q ∈ [−∞,+∞] → Cp,d(q) is monotone non-increasing, continuous on
[−∞,1 + p
d
[. The infima is attained in (3.21) and in (3.20) for every q  1 + p/d . Furthermore there holds
Cp,d(−∞) ωp,d, Cp,d
(
1 + p
d
)
= γp,d , Cp,d(q) = 0 whenever q > 1 + p
d
. (3.22)
Proposition 3.11. Let for every q = 1, r = r(p, d, q) := p
d(1−q) . Then
(i) For H(ν) :=∑x(ν({x}))q and −∞ < q < 1, we have:
lim
n→∞n
p
d(1−q) Ep,dH (f,Ω,n) = Cp,d(q)
(∫
Ω
f
1+qr
1+r dx
)1+r
. (3.23)
(ii) For H(ν) := supx{ν({x})−1}, we have
lim
n→∞n
p/dEp,dH (f,Ω,n) = Cp,d(−∞)
∫
Ω
f 1−
p
d dx. (3.24)
(iii) For H(ν) := −∑x(ν({x}))q with q ∈ (1,1 + p/d) and assuming that f ∈ L∞(Ω), we have
lim
n→∞n
p
d(q−1) Ep,dH
(
f,Ω,−1
n
)
= Cp,d(q)
(∫
Ω
f
1+qr
1+r dx
)1+r
. (3.25)
(iv) For H(ν) :=∑x −ν({x}) ln(ν({x})), f ∈ L∞(Ω) and setting I (f ) := ∫Ω f (x)dx, we have
lim
n→∞ exp
(
pn
dI (f )
)
Ep,dH (f,Ω,n) = Cp,d(1)I (f ) exp
(
−p
d
∫
Ω
(f lnf )dx
I (f )
)
. (3.26)
Remark 3.12. By using (1.10) and the shape function (2.10), we can give for f = 1Q an equivalent statement covering
both cases q > 1 and q < 1:
Cp,d(q) = lim
δ→0 δ
− p
d min
P
{∑
i
ψp(Ai):
(∑
i
|Ai |q
) 1
q−1
 δ
}
, for q = 1. (3.27)
For q = 1 and q = −∞, we obtain similarly:
Cp,d(1) := lim
δ→0 δ
− p
d min
P
{∑
i
ψp(Ai): −
∑
i
|Ai | log
(|Ai |) log δ
}
,
Cp,d(−∞) := lim
δ→0 δ
− p
d min
P
{∑
i
ψp(Ai): inf
i
|Ai | δ
}
.
In previous formulae, the minima are taken over all partitions P = (Ai)i of the unit cube Q and the infinitesimal δ is
given respectively by δ = n− 1|q−1| for q = 1, δ = exp(−n) for q = 1 and δ = n−1 for q = −∞.
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(i) The location problem where a prescribed number of points is imposed can be deduced by taking q = 0. We then
recover the asymptotic behavior obtained in [4] in the case p = 1 and in [8,9,16] in the case p  1.
(ii) The explicit computation of he constant Cp,d(q) is a very difficult task except in the case where the norm con-
sidered in Rd has the tiling property (then Cp,d(q) = γp,d = Γp,d for all q  1 + p/d). However, in the case
of the Euclidean norm, it is known that if p = 1,2 then Cp,2(0) = ψp(H6) where H6 is a regular hexagon
of unit Lebesgue measure (cf. Bolton and Morgan [4] and Newman [18]). As a consequence, by noticing
that ωp,2  Γp,2  ψp(H6) (see the assertion (iv) of Proposition 3.2) and exploiting (3.22), we find that the
non-increasing function q → Cp,2(q) is in fact constant on ] − ∞,0]; more precisely, for all q  0, there holds:
Cp,2(q) = ωp,2 = Γp,2 = ψp(H6).
(iii) By adapting the proof of (3.22), it is possible to show that for every f ∈ L1(Ω) the limit of the left hand member
of (3.25) vanishes as n → ∞ whenever q > 1+p/d (which is consistent with the fact that Cp,d(q) = 0 in (3.22)).
On the other hand, for 1 < q < 1 + p/d , it may happen that the equality in (3.25) becomes a strict inequality if
one removes the boundedness assumption on f . This can be seen in the example below, where the limit in the
left hand member of (3.25) vanishes.
Example. Take d = 1, Ω = (0,1) and f = (1 − α)x−α where 0 α < 1. As in the assertion (iii) of Proposition 3.11,
we consider the entropy H associated with h(t) = tq where q ∈ ]1,1 + p/d[. For a given δ > 0 and q > 1, we set
θδ = δ1/q and lδ = θ1/(1−α)δ so that
∫ lδ
0 f dx = θδ . Noticing that νδ = θδδ0 + ν˜ satisfies the size constraint H(νδ)−δ(h(t) = −tq ), for any measure ν˜ on (lδ,1) with total mass 1 − θδ and optimizing with respect to such a ν˜, it is easy to
check that E1,pH (f,Ω,−δ) θδlpδ . Then limδ→0 δ−p/(q−1)E1,pH (f,Ω,−δ) = 0 whenever q > qα where qα := p+1−αpα+1−α(observe that 1 < qα < 1 + p for α ∈ (0,1)). Thus applying (3.25) would lead to Cp,1(q) = 0 which is clearly false
for q  1 + p where Cp,1(q) = γp,1 = 1(p+1)2p . Therefore the boundedness assumption for f in Proposition 3.11(iii)
is crucial.
3.6. Open problems and conjectures
(i) About the constants ωp,d and Γp,d . Recall that the constant ωp,d introduced in Proposition 3.2 satisfies ωp,d 
Γp,d (being Γp,d defined in (2.16)). It seems reasonable to conjecture that this inequality is actually an equality. In
this case, the condition ωp,d = γp,d characterizing the locality property of G would be equivalent to θ(B) = 1 (that is
the norm on Rd enjoys the tiling property).
A first step in the direction of the conjecture could be to prove the existence of an optimal compact set with respect
to the infimum in (2.16). Notice that, for d = 2, p = 1,2 and if | · | is the Euclidean norm (thus θ(B) < 1), we know
from [4,18] that ωp,2 = Γp,2 = Ψp(P ) where P is a regular hexagon.
(ii) About the constants Cp,d(q). We observed that the value of Cp,d(q) is monotone non-increasing with respect to
q and that the maximum value Cp,d(−∞) is below ωp,d . On the other hand, Cp,d(0) is nothing else but the constant
appearing in the optimal location problem. In the case d = 2, p = 1 and | · | the Euclidean norm, owing to the results
in [4], we have that C1,2(0) = ω1,2 = Γ1,2. Thus the function C1,2(q) is constant on (−∞,0]. We conjecture that this
constancy is also true for Cp,d(q) in the general case and even that, for q ∈ ]−∞,1[, there holds Cp,d(q) = ωp,d .
This conjecture could be proved by showing that the infimum appearing in the definition (3.20) of Cp,d(q) is reached
for ρ being the Dirac mass δ1.
4. The functional G(ρ): properties and constrained minimization
This section concerns the approximation of the uniform density on the unit cube. The related functional G has
been introduced in (3.5). We will establish some fundamental properties of this functional stated in Proposition 3.2
and then we will study the minimization of G under entropy constraints (as stated in Lemma 3.7).
First, we observe that, for every δ > 0, Sδ given in (3.3) is both subadditive and translation invariant and by applying
Lemma 2.8 we may write:
Gδ(ρ) = lim Sδ(ρ,Qk) . (4.1)
k→∞ |Qk|
G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419 397On the other hand, from the definition of Sδ , one deduces easily the following Lipschitz estimate,∣∣Sδ(ρ1,A)− Sδ(ρ2,A)∣∣ |A|
δp
N(ρ1 − ρ2), ∀ρ1, ρ2 ∈ P
(
R
+), (4.2)
for every measurable set A, so that by (4.1) and (4.2) we also have:∣∣Gδ(ρ1)−Gδ(ρ2)∣∣ 1
δp
N(ρ1 − ρ2). (4.3)
4.1. Some preliminary results
We shall write Gδ(ρ) in a form useful for future calculations. For this we first note the change of variables formulae
for arbitrary ε > 0 and ν ∈ M+0 (A):
W
p
p
(
1εA, ε
dLε(ν)
)= εp+dWpp (1A, ν), ρε(εd Lε(ν))= ρ(Lε(ν))= ρ(ν). (4.4)
Lemma 4.1. For every r > 0 and ρ ∈ P(R+), there holds:
lim
ε→0
{
inf
{
1
εprd
W
p
p (1Qr , ν)+
1
δp
N
(
ρ − ρε(ν)
)
: ν ∈ M+0 (Qr)
}}
= Gδ(ρ). (4.5)
Proof. We start with (3.4) taking k = r
ε
and apply (4.4) with A = Qr
ε
:
Gδ(ρ) = lim
ε→0
Sδ(ρ,Qr
ε
)
( r
ε
)d
= lim
ε→0
(
ε
r
)d
inf
{
W
p
p (1Qr
ε
, ν)+ |Q
r
ε
|
δp
N
(
ρ − ρ(ν)): ν ∈ M+0 (Qrε )
}
= lim
ε→0
{
inf
{
1
εprd
W
p
p
(
1Qr , ν
( ·
ε
))
+ 1
δp
N
(
ρ − ρε
(
ν
( ·
ε
)))
: ν ∈ M+0 (Qrε )
}}
.
The last infimum can be taken equivalently with respect to ν˜ = ν( ·
ε
) running over M+0 (Qr). 
Lemma 4.2. Let r > 0 and a > 0. Then, for every sequence {νε} in M+0 (Qr), we have:
N
(
ρε(νε)− ρ
)→ 0 ⇒ lim inf
ε→0
W
p
p (a1Qr , νε)
εprd
 a1−
p
d G(ρ). (4.6)
Furthermore, for every ρ ∈ P(R+) such that G(ρ) < +∞, there exists a sequence {νε} in M+0 (Qr) such that
N
(
ρε(νε)− ρ
)→ 0, lim
ε→0
W
p
p (a1Qr , νε)
εprd
= a1− pd G(ρ). (4.7)
Proof. Recalling that Gδ converges increasingly to G and using a classical diagonalization argument (see [2]), it
is easy to check that (4.5) implies the statements (4.6) and (4.7) when a = 1. The extension to the general case is a
consequence of the following observation: given any sequence {νε} in M+0 (Qr) such that νε → a1Qr and ρε(νε) → ρ,
the new sequence {ν′ε} obtained by setting ν′ε := L
a
1
d
(νε) satisfies for r ′ = ra 1d :
ν′ε → 1Qr′ , ρε
(
ν′ε
)→ ρ, Wpp (1Qr′ , ν′ε)= a pd Wpp (a1Qr , νε)
(here we used the fact that ρε(ν′ε) = ρε(νε) and, in order to derive the last equality, that L
a
1
d
(a1Qr ) = 1Qr′ combined
with relation (2.8)). 
Lemma 4.3. Let f be a measurable function such that α  f M where α, M are positive constants. Then for every
ν ∈ M+0 (Ω) we have:
W
p
p (f, ν)
εp
 α
M1+p/d
γp,d
∫
Ω×R+
tp/d dλε(ν)(x, t). (4.8)
398 G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419Proof. Let ν =∑i ciδxi in M+0 (Ω) be such that Wpp (f, ν) < +∞ and let {Ai}∞i=1 be a partition of Ω satisfying:∫
Ai
f (x) dx = ci and Wpp (f, ν) =
∑
i
∫
Ai
|x − xi |pf (x) dx.
Then, by using (2.13) and α  f M , we have:∫
Ai
|x − xi |pf (x) dx  αγp,d |Ai |1+p/d  αγp,d
M1+p/d
c
1+p/d
i ,
yielding that
W
p
p (f, ν)
εp
= 1
εp
∑
i
∫
Ai
|x − xi |pf (x) dx  1
εp
αγp,d
M1+p/d
∑
i
c
1+p/d
i =
αγp,d
M1+p/d
∫
Ω×R+
tp/d dλε(ν)(x, t). 
Lemma 4.4. For every δ > 0 the function Gδ is convex.
Proof. Gδ being a continuous function for very δ > 0, it is enough to show that
Gδ
(
ρ1 + ρ2
2
)
 1
2
Gδ
(
ρ1
)+ 1
2
Gδ
(
ρ2
)
, ∀ρ1, ρ2 ∈ P(R+).
According to the property (4.5), we can choose two sequences of measures {νsε}, s ∈ {1,2} supported in Q and so that
Gδ
(
ρs
)= lim
ε→0
(
W
p
p (1Q,νsε)
εp
+ 1
δp
N
(
ρs − ρε
(
νsε
)))
. (4.9)
We split the 2d vertices {aj } of the cube Q into two subfamilies {aj : j ∈ Js}, s ∈ {1,2} each of them having 2d−1
elements. Setting Aj := aj + Q, we obtain a covering of Q2 = ]−1,1[d (a.e.) by considering {Aj , j ∈ J1 ∪ J2}. For
each j ∈ J1 ∪ J2, the push forward by the aj -translation of νsε provides a measure νsε(x − aj ) on Aj and we obtain a
measure on Q2 of total mass 2d by setting:
νε =
∑
j∈J1
ν1ε (x − aj )+
∑
j∈J2
ν2ε (x − aj ).
By the sub-additivity property (2.7) and (2.8), one has:
W
p
p (1Q2 , νε) 2d−1
(
W
p
p
(
1Q,ν
1
ε
)+Wpp (1Q,ν2ε )), (4.10)
whereas it is easy to verify that ρε(νε) = 12ρε(ν1ε )+ 12ρε(ν2ε ) so that
N
(
1
2
ρ1 + 1
2
ρ2 − ρε(νε)
)
 1
2
N
(
ρε
(
ν1ε
)− ρ1)+ 1
2
N
(
ρε
(
ν2ε
)− ρ2). (4.11)
By applying (4.5) with ρ = 12 (ρ1 + ρ2) and r = 2 and exploiting (4.9)–(4.11), we are led to
Gδ
(
ρ1 + ρ2
2
)
 lim inf
ε→0
(
W
p
p (1Q2 , νε,δ)
εp2d
+ 1
δp
N
(
1
2
ρ1 + 1
2
ρ2 − ρε(νε)
))
 lim sup
ε→0
1
2
(
W
p
p (1Q,ν1ε )
εp
+ N(ρ
1 − ρε(ν1ε ))
δp
)
+ 1
2
(
W
p
p (1Q,ν2ε )
εp
+ N(ρ
2 − ρε(ν2ε ))
δp
)
 1
2
Gδ
(
ρ1
)+ 1
2
Gδ
(
ρ2
)
. 
We finish this subsection with a technical result related to the N -metric on P(R+).
G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419 399Lemma 4.5. Let β  1. Then for every ρ, ρ′ in P(R+) and all r, s ∈ [0, β],
N
(
Ls(ρ)−Ls
(
ρ′
))
 βN
(
ρ − ρ′), (4.12)
N
(
Lr(ρ)−Ls
(
ρ′
))
 β|r − s| + 2ρ([β,+∞[)+ βN(ρ − ρ′). (4.13)
Proof. Let ϕ :R+ →R such that ‖ϕ‖BL  1. Then, as s  β , there holds ‖ϕ(s·)‖BL  β Lip(ϕ)+|ϕ|∞  β‖ϕ‖BL so
that relation (4.12) holds. On the other hand, we have |ϕ(rt)− ϕ(st)| β|r − s| if t  β whereas |ϕ(rt)− ϕ(st)| 2
is always true. Thus
N
(
Lr(ρ)−Ls(ρ)
)= sup
‖ϕ‖BL1
∣∣〈Lr(ρ)−Ls(ρ),ϕ〉∣∣ β|r − s| + 2ρ([β,+∞[).
The relation (4.13) follows by (4.12) and by using triangle inequality. 
4.2. Proof of Proposition 3.2
Proof of (i). It is a consequence of the fact that G is the supremum of the family of functions {Gδ} which are convex
by Lemma 4.4 and continuous by (4.3).
Proof of (ii). Applying (4.7) for r = 1 at La(ρ), we can choose a sequence {νε} in M+0 (Q) such that
ρε(νε) → La(ρ), lim
ε→0
W
p
p (1Q,νε)
εp
= G(La(ρ)).
Consider the new sequence defined by ν′ε := 1a νε . Then as ρε(ν′ε) = La−1(ρε(νε)), we obtain that ρε(ν′ε) → ρ. There-
fore, applying (4.6), it follows that
G
(
La(ρ)
)= lim
ε→0
W
p
p (1Q,νε)
εp
= lim
ε→0a
W
p
p (a
−11Q,ν′ε)
εp
 a
(
a−1
)1− p
d G(ρ) = a pd G(ρ).
The converse inequality comes out by switching a to a−1 while replacing ρ by Laρ.
Proof of (iii). By the scale invariance (3.7), it is enough to consider the case a = 1. Given θ ∈ ]0, θ(P )[, there exists
in Q a family of small disjoint subsets Pi,ε = xεi + εP with i ∈ Iε such that the total measure of Aε =
⋃
i∈Iε Pi,ε con-
verges to θ as ε → 0. All subsets Pi,ε share the same measure εd so that εd(Iε) → θ . We may cover the complement
Bε = Q \ Aε with disjoint hypercubes of smaller size Qj,ε = yj,ε + rj,εQ where j ∈ Jε and rj,ε  ε2 (but rj,ε may
depend on j ) so that ∑j∈Jε rdj,ε → 1 − θ . Then we set
νε =
∑
i∈Iε
εdδxi,ε +
∑
j∈Jε
rdj,εδyj,ε .
The transportation cost between νε and 1Q dx can be upper bounded as follows:
lim sup
ε→0
W
p
p (νε,1Q)
εp
 lim sup
ε→0
(
(Iε)ε
dΨp(P )+
∑
j∈Jε
r
p+d
j,ε
εp
Ψp(Q)
)
 θΨp(P ).
On the other hand, it is easy to check that N(ρε(νε)−(θδ1 +(1−θ)δ0)) → 0. The inequality (3.8) follows by applying
(4.6) in Lemma 4.2 (with r = a = 1). If P is the unit ball, then Ψp(P ) = γp,d and G(θδ1 + (1 − θ)δ0)  γp,dθ for
every θ ∈ [0, θ(B)]. By (3.10) (whose proof is given below), the converse equality holds also.
Proof of (iv). First we check that ωp,d  Γp,d < +∞. Clearly P = [0,1|d satisfies θ(P ) = 1 and therefore
Γp,d  Ψp([0,1|d) < +∞. Now if P is another compact subset such that |P | = 1 and θ(P ) = 1, by applying (3.8)
with θ = a = 1, we obtain ωp,d := G(δ1) Ψp(P ) thus ωp,d  Γp,d by minimizing over such P .
Let us prove the first inequality in (3.10). We assume without loss of generality that G(ρ) < +∞. Then by applying
(4.7) with a = r = 1 and the estimate (4.8) taking f = 1Q, we obtain the desired inequality after passing to the limit
ε → 0. We prove now the upper bound for G in (3.10). From the scaling property and as ωp,d = G(δ1), we deduce
400 G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419that, for every a ∈ R+, there holds G(δa) = ωp,dap/d . Now by the convexity of G already established, it follows
immediately that
G(ρ) ωp,d
∫
tp/d dρ(t), ∀ρ ∈ M+0
(
R
+).
Thanks to the lower semicontinuity of G, this inequality can be extended to probability measures ρ with compact
support by using a sequence of discrete probability measures supported in a fixed compact set and converging weakly
to ρ (so that the right hand side converges). Eventually, if ρ ∈ P(R+) is a general measure such that ∫ tp/d dρ < +∞,
we reduce to the previous case by considering ρn := 1ρ([0,n])ρ  [0, n] and sending n → ∞:
G(ρ) lim inf
n
G(ρn) lim inf
n
ωp,d
ρ([0, n])
∫
[0,n]
t
p
d dρ(t) = ωp,d
∫
R+
t
p
d dρ(t).
Proof of (v). It is clear that if ωp,d = γp,d , the inequality (3.10) implies that G(ρ) = γp,d
∫
tp/d dρ(t) so that G has a
very simple explicit form and is local. Conversely, if G is local, by (2.1), one has for every θ ∈ [0,1],
G
(
θδ1 + (1 − θ)δ0
)= θG(δ1)+ (1 − θ)G(δ0) = θωp,d .
Then applying (3.9) yields the equality θωp,d = θγp,d for every θ ∈ [0, θ(B)], hence ωp,d = γp,d . This concludes the
proof of the proposition.
4.3. Proof of Lemma 3.7
The first statement can be derived in the same way as in the proof of Lemma 3.4. Let us prove (3.18). From the
second inequality in (3.10) we immediately obtain the majorization Φg(s) ωp,dϕg(s) and therefore, the convexity
of Φg leads directly to the second inequality in (3.18). In order to show the first inequality in (3.18), we introduce:
β(s) := inf
{∫
tp/d dρ(t):
∫
g(t) dρ(t) s
}
. (4.14)
It can be seen, similarly as for the function Φg , that β is convex, non-increasing and lower semicontinuous. Also,
from the first inequality in (3.10), we have γp,dβ(s)Φg(s). Thus we are reduced to check that β(s) = ϕ∗∗g (s). The
Fenchel conjugate β∗ is finite only if s∗ < 0 and is given by:
β∗
(
s∗
) := sup
s,ρ
{
s∗s −
∫
tp/d dρ(t):
∫
g(t) dρ(t) s
}
= sup
ρ
{
s∗
∫
g(t) dρ(t)−
∫
tp/d dρ(t)
}
= sup
t
{
s∗g(t)− tp/d}= ϕ∗g(s∗).
Passing again to the Fenchel conjugate, we infer that β(s) = β∗∗(s) = ϕ∗∗g (s).
4.4. Weak-strong lower semicontinuity of E(f,λ)
We are going to prove that the functional E(f,λ), defined in (3.6), is lower semicontinuous with respect to strong
convergence in the first variable f ∈ L1(Ω) and the tight convergence of the second variable λ ∈ M(Ω ×R+).
Lemma 4.6. Let {fn,λn}n be a sequence in L1(Ω; [α,+∞)) × M(Ω × R+) such that
∫
Ω
|fn − f |dx → 0 and
λn
∗
⇀λ tightly as n → ∞. Then there holds:
lim inf
n→∞ E(fn,λn)E(f,λ).
Proof. Writing λn = fn ⊗ ρxn and λ = f ⊗ ρx for suitable families of probability ρxn , ρx . It is enough to prove that
for every δ > 0,
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n→∞
∫
Ω
fn(x)
1− p
d Gδ
(
ρxn
)
dx 
∫
Ω
f (x)1−
p
d Gδ
(
ρx
)
dx. (4.15)
Indeed Gδ goes increasing to G as δ → 0 and we can pass to the limit in the right hand side by Beppo Levi’s
theorem. Now we exploit the Lipschitz continuity of Gδ with respect to the norm N(·) which entails that the sequence
{Gδ(ρxn ), n ∈ N} is bounded in L∞(Ω) and then, possibly after extracting a subsequence, does converge weakly-
star to some function m(x) ∈ L∞(Ω). On the other hand, as fn  α, we have that f 1−
p
d
n  α−
p
d fn and thus by
dominated convergence f 1−
p
d
n → f 1− pd strongly in L1(Ω). It follows that the left hand side of (4.15) converges to∫
Ω
m(x)f 1−
p
d dx and we are reduced to show that
m(x)Gδ
(
ρx
)
a.e. x ∈ Ω. (4.16)
Next we claim that 〈
ρxn ,ϕ
〉 ∗
⇀
〈
ρx,ϕ
〉
weakly-star in L∞(Ω), ∀ϕ ∈ C0
(
R
+). (4.17)
Indeed {ρxn ,n ∈ N} is a bounded sequence in L∞(Ω,M+(R+)) and so we may assume, without loss of generality,
that there exists a function ρ˜x ∈ L∞(Ω,M+(R+)) such that∫
Ω
〈
ρxn ,ϕ
〉
ψ(x)dx →
∫
Ω
〈
ρ˜x, ϕ
〉
ψ(x)dx, ∀ψ ∈ L1(Ω), ∀ϕ ∈ C0
(
R
+).
Then, by the convergence λn
∗
⇀λ, one checks easily that ρ˜x agrees with ρx (thus the claim (4.17)):∫
Ω
〈
ρ˜x, ϕ
〉
f (x)ψ(x)dx = lim
n→∞
∫
Ω
〈
ρxn ,ϕ
〉
fn(x)ψ(x)dx
= lim
n→∞
〈
λn,ψ(x)ϕ(t)
〉= 〈λ,ψ(x)ϕ(t)〉= ∫
Ω
〈
ρx,ϕ
〉
f (x)ψ(x)dx.
Given a Borel subset A ⊂ Ω , by the convexity of Gδ and Jensen’s inequality, one has for every n
Gδ
(
1
|A|
∫
A
ρxn dx
)
 1|A|
∫
A
Gδ
(
ρxn
)
dx.
By (4.17), we can pass to the limit in the left hand side using the continuity of Gδ and in the right hand side by
exploiting the weak star convergence Gδ(ρxn )
∗
⇀m(x):
Gδ
(
1
|A|
∫
A
ρx dx
)
 1|A|
∫
A
m(x)dx.
By taking A = x0 + εB where ε → 0, we conclude that (4.16) holds at every Lebesgue point x0 of the functions m(x)
and ρx . As x → ρx ranges in the dual of a separable metric space, the inequality in (4.16) holds for a.e. x0 ∈ Ω . The
proof of Lemma 4.6 is complete. 
5. Proof of the Γ -convergence theorem
We begin by some preliminary lemmas:
Lemma 5.1. Let be given {λε}ε>0 a sequence of measures such that supε Eε(f,λε) < ∞. Then
(i) For every constant k > 0, we can find a modified sequence λkε such that
supp
(
λkε
)⊂ Ω × [0, k], Eε(f,λε)Eε(f,λkε),
∫ ∣∣λkε − λε∣∣ 2λε(Ω × [k,+∞[).
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Eε(f,λε)Eε(f˜ , λ˜ε),
∫
|λ˜ε − λε| =
∫
Ω
|f − f˜ |dx.
Proof. The finiteness of Eε(f,λε) implies that, for each ε > 0, there exists a discrete measure νε =∑i ci,εδxi,ε such
that λε = λε(νε) and Eε(f,λε) = ε−pWpp (f, νε). Let {Ai,ε: i ∈ Iε} be a partition of Ω such that∫
Ai,ε
f (x) dx = ci,ε and Wpp (f, νε) =
∑
i
∫
Ai,ε
|x − xi,ε|pf (x) dx. (5.1)
For the assertion (i), we set I kε = {i ∈ Iε: ci,ε > kεd} and, for every i ∈ I kε , we partition again Ai,ε into a family {Aji,ε}j
such that ∫
A
j
i,ε
f (x) dx  kεd . (5.2)
We choose a family of points {yji,ε}j in Ω , all distinct, such that∫
A
j
i,ε
∣∣x − yji,ε∣∣pf (x) dx 
∫
A
j
i,ε
|x − xi,ε|pf (x) dx (5.3)
and define the new measure:
νkε :=
∑
i /∈I kε
ci,εδxi,ε +
∑
i∈I kε
∑
j
c
j
i,εδyji,ε
, c
j
i,ε =
∫
A
j
i,ε
f (x) dx. (5.4)
Subsequently, we define λkε := λε(νkε ) which by construction is supported in Ω × [0, k]. We have:∫
Ω×R+
∣∣λε − λkε∣∣=
∫
Ω
∣∣νε − νkε ∣∣ 2∑
i∈I kε
ci,ε = 2
∫
Ω×{t>k}
dλε(x, t)
and the inequality Eε(f,λε)Eε(f,λkε) follows from (5.1), (5.3) since
W
p
p (f, νε)
∑
i /∈Ii,ε
∫
Ai,ε
|x − xi,ε|pf (x) dx +
∑
i∈Ii,ε
∑
j
∫
A
j
i,ε
∣∣x − yji,ε∣∣pf (x) dx Wpp (f, νkε ).
In order to prove (ii), it is enough to consider ν˜ε := ∑i c˜i,εδxi,ε , with c˜i,ε := ∫Ai,ε f˜ dx. Let Tε be an op-
timal transport map for Wp(f, νε). Then clearly ν˜ε = T ε (f˜ ) and therefore Eε(f˜ , λ˜ε)  Eε(f,λε). Moreover∫
Ω×R+ |λ˜ε − λε| =
∑
i |c˜i,ε − ci,ε| =
∫
Ω
|f − f˜ |dx. 
Lemma 5.2. Let ρxε , ρx : Ω → P(R+) be Lebesgue measurable functions and let f ∈ L1(Ω,R+). Then the following
assertion are equivalent:
(i) ∀ϕ ∈ BL(R+), lim
ε→0
∫
Ω
∣∣〈ρxε − ρx,ϕ〉∣∣f (x)dx = 0;
(ii) lim
ε→0
∫
Ω
N
(
ρxε − ρx
)
f (x)dx = 0.
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d(ρ,ρ′) := ∑∞n=0 2−n|〈ρ − ρ′, ϕn〉| is a distance on P(R+) which (like N(ρ − ρ′)) induces the topology of tight
convergence. From (i), it is easy to check that limε→0
∫
Ω
d(ρxε , ρ
x)f (x) dx = 0. Then we chose a subsequence ε′ of ε
such that: ρx
ε′ → ρx tightly a.e. on {f > 0} and limε′→0
∫
Ω
N(ρx
ε′ −ρx)f (x) dx = lim supε→0
∫
Ω
N(ρxε −ρx)f (x) dx.
The conclusion follows thanks to dominated convergence theorem. 
5.1. Compactness
We prove the part (i) of Theorem 3.1. Let {λε} any sequence such that C := supε Eε(f,λε) < +∞. Thanks to
Prokhorov’s Theorem (see [15, Chapter 11]), the following condition is sufficient to get the τ -relative compactness
of {λε}:
lim
k→+∞ lim supε→0
λε
(
Ω × [k,+∞[)= 0. (5.5)
We estimate λε(Ω × [k,+∞[) for any fixed k > 0 and ε > 0 as follows. Let νε =∑i∈Iε ci,εδxi,ε be associated with
λε and a partition {Ai,ε, i ∈ Iε} such that
W
p
p
(
f,π

1λε
)=∑
i∈Iε
∫
Ai,ε
|x − xi,ε|pf (x) dx.
For any fixed M > 0, we set:
IMε :=
{
i ∈ Iε: −
∫
Ai,ε
f (x) dx M
}
, λMε :=
∑
i∈IMε
ci,εδ(xi,ε,
ci,ε
εd
)
, ΩMε :=
⋃
i∈IMε
Ai,ε.
We notice that ∣∣Ω\ΩMε ∣∣< 1M
∫
Ω
f (x)dx, ci,ε M|Ai,ε|, ∀i ∈ IMε . (5.6)
The following inequalities hold:
λε
(
Ω × [k,+∞[) λMε (Ω × [k,+∞[)+ λε(Ω\ΩMε ×R+)
=
∫
Ω×[k,+∞[
dλMε (x, t)+
∫
Ω\ΩMε
f (x) dx
 1
kp/d
∫
Ω×R+
tp/d dλMε (x, t)+ η(M), (5.7)
where η(M) vanishes as M → +∞ since, by (5.6), the measure of Ω\ΩMε goes uniformly to 0. In order to obtain
an upper bound for the integral in the right hand member of (5.7), we use (2.13) and (5.6). Recalling that f  α and
exploiting (5.6), we have for every i ∈ IMε :
∫
Ai,ε
|x − xi,ε|p
εp
f (x) dx  αγp,d
|Ai,ε|1+ pd
εp
 αγp,d
M1+
p
d
c
1+ p
d
i,ε
εp
,
so that, summing with respect to i ∈ IMε :
Eε(f,λε)
∑
i∈IMε
∫
Ai,ε
|x − xi,ε|p
εp
f (x) dx
 αγp,d
M1+
p
d
∑
i∈IM
(
ci,ε
εd
)p/d
ci,ε 
αγp,d
M1+
p
d
∫
+
tp/d dλMε (x, t). (5.8)
ε Ω×R
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′
k
p
d
+ η(M) with
C′ = C
αγp,d
M1+
p
d
. The claim (5.5) follows by sending k and M to infinity.
5.2. Lower bound inequality
We will now prove the Γ -liminf inequality, namely, for every sequence λε ∈ M(Ω ×R+) converging tightly to a
measure λ in M(Ω ×R+) we will show that
lim inf
ε→0 Eε(f,λε)E(f,λ). (5.9)
Without loss of generality we will always assume that
sup
ε>0
Eε(f,λε) C < ∞. (5.10)
The proof will be accomplished in two steps.
Step 1: We will prove (5.9) under the assumption that f has a continuous representative and that
∃M > 0: supp(λε) ⊂ Ω × [0,M], ∀ε > 0. (5.11)
From (5.10), it follows that λε = λε(νε) for some νε :=∑i ci,εδxi,ε with support in Ω and that Wpp (f dx, νε) Cεp .
In particular, νε
∗
⇀ f dx and the first marginal of λ coincides with f . Therefore we may write λ as λ = f ⊗ ρx
for a suitable family {ρx} of probability measures in P(R+) (see Proposition 2.3). Let Tε =∑i xi,ε1Ai,ε an optimal
transport so that
W
p
p (f dx, νε) =
∑
i
∫
Ai,ε
|x − xi,ε|pf (x) dx and
∫
Ai,ε
f (x) dx = ci,ε.
We introduce the following sequence of measures:
mε := |Tεx − x|
p
εp
f (x) dx. (5.12)
In view of (5.10) it follows that mε is a bounded sequence of measures on Ω and, without loss of generality, we may
assume that mε weakly-∗ converges to a measure m := ma dx +ms . Here, we have denoted by ma the density of the
absolutely continuous part of m with respect to the Lebesgue measure and by ms its singular part. So,
lim inf
ε→0 Eε(f,λε)
∫
Ω
ma(x)dx.
We are reduced to show that
ma(x) f (x)1−p/dG
(
ρx
)
a.e. x ∈ Ω. (5.13)
Let x0 ∈ Ω . Here and in the following Qr(x0) = x0 + rQ1 is the cube of size r centered at x0. Sometimes we will
omit the subscript x0. Fix x0 to be a Lebesgue point of the density ma , i.e. ma(x0) = limr→0 m(Qr(x0))rd . Let r > 0 be
such that mε(Qr(x0)) → m(Qr(x0)) as ε → 0 (this is true for all but countably many r > 0). By the continuity of f
there exists a sequence γr ∈ ]0,1[ such that γr ↗ 1 as r → 0, and
γrk0  f (x)
1
γr
k0, ∀x ∈ Qr(x0), where k0 := f (x0). (5.14)
By (5.12) and (5.14), we have:
mε(Qr(x0))
rd
 γr
rdεp
(∑
i
∫
Q (x )∩A
|x − xi,ε|pk0 dx
)
. (5.15)r 0 i,ε
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measure νrε (x0) (we will often omit x0). Denoting xri,ε the projection of xi,ε on Qr(x0), we set:
νrε (x0) :=
∑
i
νri,εδxri,ε
, where νri,ε := k0|Ai,ε ∩Qr |. (5.16)
Thus, we get:
mε(Qr(x0))
rd
 γr
rdεp
W
p
p
(
k01Qr , ν
r
ε
)
. (5.17)
As by (5.10) the left hand side of (5.17) remains bounded, we find that, for every r , the sequence {λε(νrε )}ε is tight as
well as its second marginal {ρε(νrε )}ε . Let ρ¯r be a tight limit point of the latter sequence. By passing to the limit in
(5.17) with the help of estimate (4.6), it follows that
m(Qr(x0))
rd
 lim inf
ε→0 γr
1
rdεp
W
p
p
(
k01Qr , ν
r
ε
)
 k1−
p
d
0 G
(
ρ¯r
)
. (5.18)
As the left hand side of (5.18) converges as r → 0 to a finite limit ma(x0), we infer from the lower bound in (3.10)
that the sequence {ρ¯r} is tight and converges tightly to some ρ¯. Thus by the lower semicontinuity of G and (5.18),
ma(x0) = lim
r→0
m(Qr(x0))
rd
 k1−
p
d
0 G(ρ¯). (5.19)
The claim (5.13) follows from (5.19) once we can prove that the unique limit point is ρ¯ = ρx0 . This is the goal of the
following lemma which achieves our first step.
Lemma 5.3. Assume that x0 is a Lebesgue point for f and for the map x → f (x)ρx . Then the sequence {ρε(νrε )(x0)}
satisfies:
lim
r→0
(
lim
ε→0N
(
ρε
(
νrε
)
(x0)− ρx0
))= 0.
Proof. Let us introduce the local statistic of νε on Qr :
ρrε (x0) :=
1
νε
(
Qr(x0)
) ∑
xi,ε∈Qr(x0)
ci,εδ ci,ε
εd
. (5.20)
Notice that by (5.11), ρrε (x0) remains with compact support in [0,M]. As λε(νε) converges tightly to λ = f ⊗ ρx
which has no mass on ∂Qr(x0) × R+, we infer that for every r > 0, ρrε (x0) does converge tightly to the averaged
ρr(x0) given by:
〈
ρr(x0), ϕ
〉=
∫
Qr(x0)
〈ρx,ϕ〉f (x)dx∫
Qr(x0)
f (x) dx
.
By hypotheses x0 is a Lebesgue point for ρxf (x) and f , so ρr(x0) converges itself to ρx0 as r → 0.
Let us focus now on the sequence {ρε(νrε )}. As noticed before it is tight and without loss of generality we may
suppose that ρε(νrε ) converges tightly to some probability ρ¯r as ε → 0, and then that ρ¯r converges to ρ¯ as r → 0. In
order to prove the lemma, we need only to check that the probability measures ρ¯ and ρx0 coincide and for that it is
enough to check that
ρx0
(]a, b[) ρ¯([a, b]) whenever 0 a < b. (5.21)
Given a, b as above, we consider arbitrary a′ < a and 0 < r ′ < r . For every such a′, r ′, r we will establish the
inequality:
ρr
′(]a, b[) 1
γ 2r
(
r
r ′
)d
ρ¯r
([
a′γr ,
b
γr
])
. (5.22)
The inequality (5.21) will follow by letting a′ → a, r ′ → r and r → 0 successively. Let us define (for simplicity of
notation, we skip the dependence with respect to a, a′, b, r , r ′):
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{
i: xi,ε ∈ Qr ′ : a < ci,ε
εd
< b
}
,
Jε =
{
i ∈ Iε: a′ 
cri,ε
εd
< b
}
, where cri,ε :=
∫
Ai,ε∩Qr
f (x) dx,
Kε =
{
i ∈ Iε:
ci,ε − cri,ε
εd
 a − a′
}
.
Noticing that |x − xi,ε| r−r ′2 whenever xi,ε ∈ Qr ′ and x ∈ Ai,ε \Qr , the following inequality holds:
∀i ∈ Iε, ci,ε  cri,ε +
2pmi,ε
|r − r ′|p , where mi,ε :=
∫
Ai,ε
|x − xi,ε|pf (x) dx. (5.23)
In particular there holds
∑
i mi,ε  2−p(a − a′)εd |r − r ′|p(Kε). By the assumptions (5.10) and (5.11), we have:∑
i
mi,ε  Cεp, ci,ε Mεd.
Observe that, for i ∈ Kε , we have ci,ε  M2
pmi,ε
|r−r ′|p(a−a′) . Therefore summing subsequently over Jε and Kε , we obtain:∑
i∈Jε
ci,ε 
∑
i∈Jε
cri,ε +
C2pεp
|r − r ′|p ,
∑
i∈Kε
ci,ε 
MC2pεp
(a − a′)|r − r ′|p . (5.24)
On the other hand, by (5.14), we have:
γrc
r
i,ε  νri,ε  γ−1r cri,ε
(
thus for all i ∈ Jε, a′γr 
νri,ε
εd
 b
γr
)
. (5.25)
Eventually we observe that Iε ⊂ Jε ∪Kε and therefore by (5.24) and (5.25):∑
i∈Iε
ci,ε  γ−1r
∑{
νri,ε: a
′γr 
νri,ε
εd
 b
γr
}
+C′εp,
where C′ is a suitable constant. Recalling the definitions (5.16) and (5.20), we may rewrite the latter inequality as
ρr
′
ε
(]a, b[)νε(Qr ′) γ−1r k0rdρε(νrε )
([
a′γr ,
b
γr
])
+C′εp. (5.26)
Taking into account that limε→0 νε(Qr ′) =
∫
Qr′
f dx  γrk0r ′d , we deduce the inequality (5.22) by passing to the
limit in (5.26) as ε → 0. The proof of Lemma 5.3 is achieved.
Step 2: We now relax the continuity condition on f and the hypothese (5.11) of Step 1. We choose a sequence of
continuous functions {fn} such that fn  f for all n and
∫
Ω
|f − fn|dx → 0 as n → ∞. By the second assertion of
Lemma 5.1, the exists a new sequence {λnε } such that
Eε(f,λε)Eε
(
fn,λ
n
ε
)
,
∫ ∣∣λnε − λε∣∣=
∫
Ω
|fn − f |dx. (5.27)
Now by the first assertion of Lemma 5.1, for every k > 0, we can modify the latter sequence in a sequence {λn,kε } so
that
suppλn,kε ⊂ Ω × [0, k], Eε
(
fn,λ
n
ε
)
Eε
(
fn,λ
n,k
ε
)
,
∫ ∣∣λnε − λn,kε ∣∣ 2
∫
Ω×[k,+∞[
dλnε . (5.28)
From (5.27) and (5.28), we infer that C  Eε(f,λε)  Eε(fn,λnε )  Eε(fn,λn,kε ). Thus, by the assertion (i) of
Theorem 3.1, for all n and k, the sequences {λnε } and {λn,kε } are tight and, up to a subsequence, converge to some λn,k
and λn, respectively. In addition we have:
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∫ ∣∣λn,k − λ∣∣ lim inf
ε
∫ ∣∣λn,kε − λε∣∣ 2
∫
Ω×[k,+∞[
dλn +
∫
Ω
|fn − f |dx.
We are allowed to apply Step 1 to the sequence {(fn,λn,kε )} as it satisfies the continuity assumption and the condition
(5.11). We obtain that for every n, k:
lim inf
ε→0 Eε(f,λε) lim infε→0 Eε
(
fn,λ
n,k
ε
)
E
(
fn,λ
n,k
)
.
Next we apply the strong-weak lower semicontinuity result of Lemma 4.6 to the pair (fn,λn,k) which converges to
(f,λ) as n, k → ∞. It follows that
lim inf
ε→0 Eε(f,λε) lim infn,k→∞E
(
fn,λ
n,k
)
E(f,λ).
This concludes the proof of the lower bound inequality. 
5.3. Proof of the upper bound
In this subsection, we prove the Γ -limsup inequality, namely that for every λ ∈ M(Ω×R+) there exists a sequence
of measures {λε} such that
λε → λ tightly in M
(
Ω ×R+) and lim sup
ε→0
Eε(f,λε)E(f,λ). (5.29)
Without loss of generality, we may assume that E(f,λ) is finite and consequently, the first marginal of λ is f and
λ can be decomposed as λ = f ⊗ ρx . Recalling the scale invariance property (3.7), it is convenient to rewrite the
expected limit energy given in (3.6) as
E(f,λ) =
∫
Ω
G
(
ρˆx
)
f (x)dx, where ρˆx := L
f−1(x)ρ
x. (5.30)
Here, as later in the paper, Lt denotes for every t the dilatation of factor t in R+.
Step 1 (Construction of the approximating sequence). We consider a partition of Rd made of cubes {Qj,ε: j ∈ N} of
size ε′. In the limit process as ε → 0, it is important that ε′ is of same oder as ε (in order to control ε−1Wp(f, f˜ε) for
f˜ε being a piecewise constant approximation of f ). Therefore we choose ε′ = kε, where k is an arbitrary large integer
designed to tend to infinity afterwards. Then we set:
Iε :=
{
j ∈N: |Ω ∩Qj,ε| > 0
}
, Jε :=
{
j ∈ Iε: |Qj,ε \Ω| = 0
}
, Kε := Iε \ Jε.
Clearly the Lebesgue measure of Ω ′ε = Ω \ Ωε where Ωε := ⋃j∈Jε Qj,ε tends to 0 as ε → 0. We introduce the
piecewise constant approximants of f and λ:
f˜ε =
∑
Iε
fj,ε1Qj,ε∩Ω, λ˜ε =
∑
Iε
fj,ε1Qj,ε∩Ω ⊗ ρj,ε, (5.31)
where we have set:
fj,ε := 1|Qj,ε ∩Ω|
∫
Qj,ε∩Ω
f (x)dx, ρj,ε := 1∫
Qj,ε∩Ω f (x)dx
∫
Qj,ε∩Ω
ρxf (x) dx.
We search an approximating sequence {νε} of the form νε =∑j∈Iε νj,ε where each νj,ε belongs to M+0 (Qj,ε ∩ Ω)
and satisfies νj,ε(Qj,ε) =
∫
Qj,ε∩Ω f dx. The choice of νj,ε for j ∈ Kε will not be relevant in the final estimate since
the measure of Ω ′ε vanishes as ε → 0. For j ∈ Jε , we consider:
νj,ε = fj,εεdRj,ε(μj,ε), μj,ε ∈ M+0 (Qk),
∫
μj,ε = kd, (5.32)
408 G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419where Rj,ε is the affine function mapping Qk onto Qj,ε . The discrete measure μj,ε has to be selected in order that
λε(νε) is close to the approximation λ˜ε of λ while keeping the Wasserstein distance between νε and f˜ε as small as
possible. To make this idea precise, let us consider a generic smooth test function on Ω ×R+ of the kind ψ(x)ϕ(t).
Up to a small error vanishing as ε → 0 and in the same way as for f˜ε , ψ can be substituted with a piecewise function
ψ˜ε taking value ψj,ε on each Qj,ε . Recalling (2.17), a simple computation shows that, for νε and λ˜ε by (5.31) and
(5.32), we have: 〈
λ, ψ˜ε(x)ϕ(t)
〉= 〈λ˜ε, ψ˜ε(x)ϕ(t)〉= ∑
j∈Iε
|Qj,ε ∩Ω|fj,εψj,ε〈ρj,ε, ϕ〉, (5.33)
〈
λε(νε), ψ˜ε(x)ϕ(t)
〉= ∑
j∈Iε
|Qj,ε ∩Ω|fj,εψj,ε
〈
L

fj,ε
(
ρ(μj,ε)
)
, ϕ
〉
. (5.34)
Owing to (5.33), (5.34), in order that λε(νε) is close to λ, we need to choose ρ(μj,ε) close to
ρˆj,ε := L
f−1j,ε
(ρj,ε). (5.35)
To that aim, for given δ > 0 and by using the definition (3.3) of the set function Sδ , we choose μj,ε ∈ M+0 (Qk) for
j ∈ Jε so that (this depends on k, δ):
W
p
p (1Qk ,μj,ε)+
kd
δp
N
(
ρˆj,ε − ρ(μj,ε)
)
 Sδ(ρˆj,ε,Qk)+ ε. (5.36)
Summarizing, we have constructed a triple indexed sequence of admissible measures by setting:
λε,k,δ := λε(νε), νε =
∑
j∈Iε
νj,ε with νj,ε given by (5.32), (5.35), (5.36). (5.37)
We will need the following:
Lemma 5.4. Let ρˆxε : Ω → P(R+) be the piecewise constant function defined by ρˆxε =
∑
j∈Iε ρˆj,ε1Qj,ε . Then we
have:
lim
ε→0
∫
Ω
N
(
ρˆxε − ρˆx
)
f (x)dx = 0.
Proof. As f,fj,ε  α, we apply the inequality (4.13) for every β max{1, α−1}: for every x ∈ Qj,ε , one has:
N
(
ρˆxε − ρˆx
)= N(L
f−1j,ε
(ρj,ε)−Lf (x)−1
(
ρx
))
 β
∣∣f−1j,ε − f (x)−1∣∣+ 2ρx([β,+∞[)+ β N(ρj,ε − ρx).
Let us multiply by f (x) and integrate over Ω . Setting ρxε :=
∑
j∈Iε ρj,ε1Qj,ε , we derive,∫
Ω
N
(
ρˆxε − ρˆx
)
f (x)dx  β
α2
∫
Ω
|f − f˜ε|dx + 2
α
λ
(
Ω × [β,+∞[)+ β ∫
Ω
N
(
ρxε − ρx
)
f (x)dx. (5.38)
We are now reduced to show that
lim
ε→0
∫
Ω
N
(
ρxε − ρx
)
f (x)dx = 0. (5.39)
Indeed, passing to the limit as ε → 0 in (5.38), we obtain lim supε→0
∫
Ω
N(ρˆxε − ρˆx)f (x) dx  2λ(Ω × [β,+∞[)
and the conclusion follows by sending β → ∞. To prove claim (5.39), we check the condition
(i) Lemma 5.2. Let ϕ ∈ BL(R+) and set g(x) := 〈ρx,ϕ〉. Then g˜ε(x) := 〈ρxε ,ϕ〉 coincides on each Qj,ε with
the average of g on Qj,ε with respect to the weighted density μ = f (x)dx. Therefore as well known, we have
0 = limε→0
∫ |g˜ε − g|μ(dx) = limε→0 ∫ |〈ρx − ρxε ,ϕ〉|f (x)dx. Ω Ω
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lim sup
δ→0
lim sup
k→∞
lim sup
ε→0
Eε(f,λε,k,δ)E(f,λ). (5.40)
Let γ > 1 and R (= Rγ,p) a constant such that (a + b)p  γ ap + Rbp holds for all a, b ∈ R+. By applying the
triangle inequality to the distance Wp combined with the previous inequality and the subadditivity property (2.7), we
get:
Eε(f,λε,k,δ)
W
p
p (f Ωε,νε Ωε)
εp
+ W
p
p (f Ω ′ε, νε Ω ′ε)
εp
 γ W
p
p (f˜ε Ωε,νε Ωε)
εp
+RW
p
p (f Ωε, f˜ε Ωε)
εp
+ W
p
p (f Ω ′ε, νε Ω ′ε)
εp
. (5.41)
The last two terms in the right hand side of (5.41) vanish in the limit as ε → 0. Indeed by (2.9), we have, for every
j ∈ Iε , Wpp (f Qj,ε, f˜ε Qj,ε) (
√
dk)pεp
∫
Qj,ε
|f − f˜ε|. Thus, by using (2.7) and (2.9), we obtain:
W
p
p (f Ωε, f˜ε Ωε)
εp

∑
j∈Jε
W
p
p (f Qj,ε, f˜ε Qj,ε)
εp
 (
√
dk)p
∫
Ωε
|f − f˜ε|,
W
p
p (f Ω ′ε, νε Ω ′ε)
εp

∑
j∈Kε
1
εp
(diamQj,ε)p
∫
Ω∩Qj,ε
f dx  (
√
dk)p
∫
Ω\Ω ′ε
f dx.
Therefore, from (5.41), by letting γ → 1 after ε → 0, we deduce that for every k, δ > 0,
lim sup
ε→0
Eε(f,λε,k,δ) lim sup
ε→0
W
p
p (f˜ε Ωε,νε Ωε)
εp
. (5.42)
Now we exploit our choice (5.36). By construction, we have:
W
p
p (f˜ε Ωε,νε Ωε)
εp
 1
εp
∑
j∈Jε
W
p
p (fj,ε1Qj,ε , νε)
= 1
εp
∑
j∈Jε
εp+dfj,εWpp (1Qk ,μj,ε)

∑
j∈Jε
∫
Qj,ε
Sδ(ρˆε,j ,Qk)+ ε
kd
f (x) dx.
Eventually in the last term, on each Qj,ε we substitute ρˆε,j with the function ρˆx defined in (5.30) majorizing the error
thanks to Lipschitz estimate (4.2). The inequality (5.42) becomes,
lim sup
ε→0
Eε(f,λε,k,δ)
∫
Ω
Sδ(ρˆ
x,Qk)
kd
f (x) dx + 1
δp
lim sup
ε→0
Rε, (5.43)
where, by Lemma 5.4, the remainder Rε given by:
Rε (= Rε,k,δ) =
∑
j∈Jε
∫
Qj,ε
N
(
ρˆx − ρˆj,ε
)
f (x)dx, (5.44)
converges to zero as ε → 0 (for k, δ being fixed). Then passing to the limit in (5.43) first as k → ∞ using the
dominated convergence theorem and eventually as δ → 0 using (3.5) and monotone convergence, we are led to
lim sup
δ→0
lim sup
k→∞
lim sup
ε→0
Eε(f,λε,k,δ) lim sup
δ→0
∫
Ω
Gδ
(
ρˆx
)
f (x)dx 
∫
Ω
G
(
ρˆx
)
f (x)dx,
which by (5.30) is nothing else but (5.40).
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lim
δ→0 limk→∞ limε→0
〈
λε,k,δ,Ψ (x, t)
〉= 〈λ,Ψ (x, t)〉. (5.45)
By (5.40) and the assertion (i) of Theorem 3.1 (already proved in Section 5.1), the family {λε,k,δ} is rela-
tively compact for the tight topology. Thus, by using a density argument, it is not restrictive to assume that
Ψ (x, t) = ψ(x)ϕ(t) where ψ and ϕ are Lipschitz continuous. We may futher assume that |ψ |  1 and that
|ϕ|∞ + Lip(ϕ)  1. We use the piecewise approximation ψ˜ε of ψ and the relations (5.33), (5.34) in Step 3
to derive:∣∣〈λε,k,δ − λ,ψ(x)ϕ(t)〉∣∣ 2‖f ‖L1(Ω)|ψ˜ε −ψ |∞ + ∑
j∈Iε
|Qj,ε ∩Ω|fj,εψj,ε
∣∣〈Lfj,ε(ρ(μj,ε))− ρj,ε, ϕ〉∣∣
 Ckε +
∑
j∈Iε
|Qj,ε ∩Ω|fj,εN
(
L

fj,ε
(
ρ(μj,ε)
)− ρj,ε). (5.46)
Here C denotes the Lipschitz constant of ψ and we have used the fact that
∫ |λε,k,δ − λ| 2‖f ‖L1(Ω), |ψ |, |ϕ| and
|ψj,ε| are smaller than 1 and the definition (2.3). Let us fix η 1 and set:
J ηε := {j ∈ Jε: fj,ε  η}, Ωηε :=
⋃
j∈J ηε
Qj,ε.
By (5.35) and applying (4.12) with β = η and s = fj,ε , we are led to the following upper bound
N
(
L

fj,ε
(
ρ(μj,ε)
)− ρj,ε)
{
ηN(ρ(μj,ε)− ρˆj,ε), if j ∈ J ηε ,
2, otherwise,
so that (5.46) yields
∣∣〈λε,k,δ − λ,ψ(x)ϕ(t)〉∣∣ Ckε + 2
∫
Ω\Ωηε
f dx + η
∑
j∈J ηε
kdεdfj,εN
(
ρ(μj,ε)− ρˆj,ε
)
. (5.47)
Now by (5.36) and (4.2), for all j ∈ Jε and x ∈ Qj,ε , one has:
N
(
ρˆj,ε − ρ(μj,ε)
)
 δ
p
kd
(
Sδ(ρˆj,ε,Qk)+ ε
)
 δp Sδ(ρˆ
x,Qk)
kd
+N(ρˆj,ε − ρˆx)+ ε δp
kd
,
so that recalling (5.44), and after multiplying by f (x) and integrating on each Qj,ε:∑
j∈J ηε
kdεdfj,εN
(
ρ(μj,ε)− ρˆj,ε
)
 δp
∫
Ω
Sδ(ρˆ
x,Qk)
kd
f (x) dx +Rε,k,δ + ε δ
p
kd
∫
Ω
f dx. (5.48)
Passing first to the limit as ε → 0, taking in to account (5.44), (5.47) and (5.48), we get:
lim sup
ε→0
∣∣〈λε,k,δ − λ,ψ(x)ϕ(t)〉∣∣ ηδp
∫
Ω
Sδ(ρˆ
x,Qk)
kd
f (x) dx + lim sup
ε→0
2
∫
Ω\Ωηε
f (x) dx. (5.49)
Now, by (4.2) and noticing that the function Sδ(ρ) vanishes for ρ being the Dirac mass at 0, it is easy to check
that the ratio Sδ(ρˆx,Qk)k−d remain bounded by 2δp . Moreover it pointwise converges to Gδ(ρˆ
x) as k → ∞ and
since, by (5.30), ∫
Ω
Gδ(ρˆ
x)f (x) dx 
∫
Ω
G(ρˆx)f (x) dx < +∞, by dominated convergence, we deduce from (5.49)
that
lim sup
δ→0
lim sup
k→∞
lim sup
ε→0
∣∣〈λε,k,δ − λ,ψ(x)ϕ(t)〉∣∣ lim sup
k→∞
lim sup
ε→0
2
∫
Ω\Ωηε
f (x) dx.
This being true whatever is η > 1, we obtain the claim (5.45) by noticing that |Ω \Ωηε | |Ω ′ε| + 1η
∫
Ω
f (x)dx which
vanishes as ε → 0 and η → ∞.
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aδ,k,ε :=
[
Eε(f,λε,k,δ)−E(f,λ)
]+ + ∞∑
n=0
2−n
∣∣〈λε,k,δ − λ,Ψn〉∣∣.
By (5.40) and (5.45), we have lim supδ→0 lim supk→∞ lim supε→0 aδ,k,ε  0. Therefore by a classical diagonalization
argument (see for instance [2, Corollary 1.16]), we can choose sequences δ(ε), k(ε) such that δ(ε) → 0, k(ε) → +∞
and aδ(ε),k(ε),ε → 0 as ε → 0. We are led to
lim sup
ε→0
Eε(f,λδ(ε),k(ε),ε)E(f,λ), lim
ε→0〈λδ(ε),k(ε),ε − λ,Ψn〉 = 0, ∀n.
Then as E(f,λ) < +∞, the sequence λε := λδ(ε),k(ε),ε is τ relatively compact (by the assertion (i) of Theorem 3.1) and
clearly admits λ as unique cluster point. We have therefore constructed a sequence {λε} which fulfills all requirements
in (5.29). This concludes the proof of the upper bound inequality. The proof of Theorem 3.1 is now complete.
6. Convergence of the infimum problem and optimality conditions
In this section, we prove Theorem 3.5, Proposition 3.6, Lemma 3.10 and Proposition 3.11.
6.1. Preliminary estimates
For proving Theorem 3.5, we need some technical lemmas. Let us introduce the upper semicontinuous envelope V˜
of the non-increasing potential V and g˜ by setting:
V˜ (t) := lim
s→t,s<t V (s) for t > 0, V˜ (0) = V (0+), g˜(t) := V˜ (t)+ β(t).
Lemma 6.1. Let {λε} be a sequence such that λε converges tightly to λ and supε Eε(f,λε) < +∞ (respectively
E(f,λ) < +∞). Then the following convergences hold:
(i) lim supε→0
∫
V (t) dλε(x, t)
∫
V˜ (t) dλ(x, t), if V satisfies (3.12) and V (0+) < +∞.
(ii) limε→0
∫
β(t) dλε(x, t) =
∫
β(t) dλ(x, t), if β is continuous and satisfies (3.13).
Proof. By the compactness statement in Theorem 3.1, the sequence {λε} converges tightly to λ. The assumptions
on V imply that V˜ is non-negative, bounded and upper semicontinuous. Thus it can be written as the infimum of
a family of bounded continuous functions and the inequality in assertion (i) follows classically. The assertion (ii) is
straightforward if β is bounded (assumption (3.13)(b)). Otherwise, under (3.13)(a), we have that f ∈ L∞(Ω) and, by
exploiting Lemma 4.3
C := sup
ε
∫
tp/d dλε(x, t) < +∞.
Assume first that β  0. Then one check easily that βλε
∗
⇀βλ whereas,
η(R) := lim sup
ε→0
∫
Ω×[R,+∞[
β(t) dλε(x, t) C sup
{
β(s)
sp/d
, s R
}
,
converges to zero as R → ∞. Therefore the convergence of {β(t)λε} is tight and (ii) follows. The general case follows
by decomposing β with respect to its positive and negative parts. 
Lemma 6.2. Assume (3.11) with (3.12), (3.13) and let g˜ = β + V˜ . Then, for c > c¯
infPc = m˜(c) := inf
{
E(f,λ):
∫
g˜(t) dλ(x, t) < c
}
.
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c− δ > c¯ and fix a competitor λ = f ⊗ρx such that ∫ g(t) dλ(x, t) c− δ. For every a > 1, we consider the measure
λa := f ⊗La(ρx). We claim that∫
g(t) dλa(x, t) =
∫
g˜(t) dλa(x, t) for a.e. a ∈ ]1,2]. (6.1)
Indeed by Fubini’s formula and since the discontinuity set {r > 0} where r(t) := g˜(t)− g(t) is at most countable, one
has:
2∫
1
(∫
r(t) dλa(x, t)
)
da =
∫
Ω
f (x)
( 2∫
1
〈
ρx(dt), r(at)
〉
da
)
dx =
∫
Ω
f (x)
〈
ρx,
2∫
1
r(at) da
〉
dx = 0.
Owing to (6.1), we can select a sequence an ↘ 1 such that
∫
g(t) dλan(x, t) =
∫
g˜(t) dλan(x, t). Besides as V is
non-increasing, we have that g(ant) V (t)+ β(ant) and by dominated convergence,
lim sup
n→∞
∫
g˜(t) dλan(x, t) = lim sup
n→∞
∫
g(t) dλan(x, t)
∫
g(t) dλ(x, t) < c,
whereas by (3.6) and (3.7): limn→∞ E(f,λan) = limn→∞ a
p
d
n E(f,λ) = E(f,λ). Therefore we have m˜(c) E(f,λ)
holding true for every λ admissible for Pc−δ . Thus m˜(c)m(c− δ). The conclusion follows by letting δ → 0 thanks
to the continuity of the convex function m which is finite on ]c¯,+∞[ (see Lemma 3.4). 
The aim of the following lemma is to remove small Dirac masses which increase too much the size constraint when
V (0+) = +∞.
Lemma 6.3. Assume that V satisfy (3.12) with V (0+) = +∞ and let λ such that E(f,λ) < +∞. Then, for every
γ > 1, there exists a sequence of positive numbers {tN } and a double indexed sequence {λNε } such that λNε is supported
in Ω × [tN ,+∞[, and
(i) lim supN→∞ lim supε
∫ |λNε − λ| = 0,
(ii) lim supε(
∫
V (t) dλNε (x, t))
∫
V˜ (t) dλ(x, t), ∀N ,
(iii) lim supN→∞(lim supε Eε(f,λNε )) γE(f,λ).
Proof. We start with a realizing sequence {λε} given by Theorem 3.1, i.e. such that
λε = λε(νε), νε =
∑
i∈Iε
ci,εδxi,ε , λε → λ tightly, lim sup
ε
Eε(f,λε)E(f,λ).
We may assume that
∫
V˜ (t) dλ(x, t) < +∞ (since otherwise (ii) would be trivially fulfilled taking λNε = λε). Then,
by the monotonicity of V , there exists a real t∗  0 such that
V˜ (t) = +∞, if t ∈ [0, t∗], V˜ (t) < +∞, if t > t∗, λ(Ω × [0, t∗])= 0. (6.2)
We fix a sequence {tN ,N ∈N} such that
tN ↘ t∗, λ
(
Ω × {tN }
)= 0, ∀N, ηN := λ(Ω × [0, tN ])→ 0. (6.3)
Construction of the new sequence: Let Tε be the optimal transport map corresponding to Wp(f, νε) and let Ai,ε =
T −1ε (xi,ε) be the transport region for xi,ε . For any large N , we set:
INε :=
{
i ∈ Iε: ci,ε
εd
> tN
}
, PNε :=
{
xi,ε: i ∈ INε
}
, ANε := ∪
{
Ai,ε: i ∈ INε
}
, BNε := Ω \ANε .
Here, PNε represents the “good destinations” and ANε the associated transport subregion whereas BNε represents “the
costly transport subregion” where the transport has to be modified. In our construction we need to consider a covering
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⋃
j∈KεQj,ε whose sides are of length kε, and parallel to the axes and having non-trivial intersection
with Ω . Recalling that α = minΩ f , it will be useful for proving (iii) to choose the size parameter k so large that
αkd > t∗, 1 + t
∗√γ
αkd − t∗ < γ. (6.4)
For every j ∈ Kε , we denote by xˆj,ε the center of Qj,ε and select a point pj,ε in PNε among those which are at the
nearest distance to Qj,ε . Further, we split the cubes into two sub-families according to the volume fraction of the bad
transport region:
RNε :=
{
j ∈ Kε: bNj,ε  tN
}
, SNε :=
{
j ∈ Kε: bNj,ε > tN
}
, where bNj,ε :=
1
εd
∫
Qj,ε∩BNε
f dx.
The modified transport T Nε is obtained by sending each portion of the bad set Qj,ε∩BNε to the nearest good destination
pj,ε if the volume fraction bNj,ε is smaller than tN , to the center xˆj,ε otherwise while keeping Tε unchanged on the
good set. More precisely,
T Nε (x) =
⎧⎨
⎩
Tε(x), if x ∈ ANε ,
pj,ε, if x ∈ Qj,ε ∩BNε and j ∈ RNε ,
xˆj,ε, if x ∈ Qj,ε ∩BNε and j ∈ SNε .
(6.5)
The push forward of the measure f dx through T Nε is a new discrete measure νNε whose main feature is that the mass
transported on each good destination point in PNε has been increased while small masses have been grouped on the
centers of the cells Qj,ε :
νNε :=
∑
i∈INε
(ci,ε + di,ε)δxi,ε +
∑
j∈SNε
bNj,εε
dδxˆj,ε , di,ε :=
∑{
bNj,εε
d : j ∈ RNε , pj,ε = xi,ε
}
. (6.6)
Eventually we have constructed a new sequence {λNε } where λNε := λε(νNε ). We are going to show that it satisfies all
the requirements of the lemma.
Proof of (i): Taking into account (6.6), we have:∫
Ω×R+
∣∣λNε − λε∣∣=
∫
Ω
∣∣νNε − νε∣∣ ∑
i /∈INε
ci,ε +
∑
i∈INε
di,ε +
∑
j∈SNε
bNj,εε
d
= λε
(
Ω × [0, tN ]
)+ ∑
j∈Kε
bNj,εε
d
= λε
(
Ω × [0, tN ]
)+ ∫
BNε
f dx = 2λε
(
Ω × [0, tN ]
)
.
The conclusion follows by (6.3) since lim supε λε(Ω × [0, tN ]) λ(Ω × [0, tN ]) = ηN .
Proof of (ii): Using the fact that V is non-increasing and recalling that V  V˜ , we have:∫
V (t) dλNε =
∑
i∈INε
(ci,ε + di,ε)V
(
ci,ε + di,ε
εd
)
+
∑
j∈SNε
bNj,εε
dV
(
bNj,ε
)

∑
i∈INε
ci,εV
(
ci,ε
εd
)
+ V (tN)
(∑
i∈INε
di,ε +
∑
j∈SNε
bNj,εε
d
)

∫
Ω×[tN ,+∞[
V˜ (t) dλε + V˜ (tN )λε
(
Ω × [0, tN ]
)
.
Now, as the function V˜ is non-increasing upper semicontinuous and bounded on [tN ,+∞[, we obtain (ii) by passing
to the limit as ε → 0:
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ε→0
∫
V˜ dλNε 
∫
Ω×[tN ,+∞[
V˜ dλ+ V˜ (tN )λ
(
Ω × [0, tN ]
)

∫
Ω×[0,+∞[
V˜ dλ.
(For the last inequality we used the fact that, thanks to the choice of tN subject to (6.3), we have λ(Ω × {tN }) = 0.)
Proof of (iii): Let j ∈ RNε . Then, by construction
∫
BNε ∩Qj,ε f dx = εdbNj,ε  εd tN . Then∫
ANε ∩Qj,ε
f dx =
∫
Qj,ε
f dx −
∫
BNε ∩Qj,ε
f dx  εd
(
αkd − tN
)
,
which by (6.4) is positive for large N . On the other hand, for every x ∈ Qj,ε ,∣∣T Nε (x)− x∣∣= dist(x,PNε ) diam(Qj,ε)+ essinf
x∈Qj,ε∩ANε
|x − Tεx|.
Thus, letting C be a positive real such that (a + b)p √γ ap +Cbp holds for all a, b ∈R+, we have:∫
Qj,ε∩BNε
|x − T Nε x|p
εp
f (x) dx √γ θNj,ε
∫
Qj,ε
|x − Tεx|p
εp
f (x) dx +C(k√d)pbNj,εεd,
where
θNj,ε :=
∫
Qj,ε∩BNε f dx∫
Qj,ε∩ANε f dx
 tN
αkd − tN →
t∗
αkd − t∗ .
Since |T Nε x − x| diamQj,ε  k
√
dε whenever x ∈ Qj,ε ∩BNε and j ∈ SNε , we obtain successively:
Eε
(
f,λNε
)

∫
Ω
|x − T Nε x|p
εp
f (x) dx
=
∫
ANε
|x − Tεx|p
εp
f (x) dx +
∑
j∈RNε ∪SNε
∫
Qj,ε∩BNε
|x − T Nε x|p
εp
f (x) dx
Eε(f,λε)+ √γ tN
αkd − tN Eε(f,λε)+C(k
√
d)p
∑
j∈RNε ∪SNε
bNj,εε
d .
Since lim supε
∑
j∈RNε ∪SNε b
N
j,εε
d  ηN which vanishes as N → ∞, by (6.4), we conclude that
lim sup
N→∞
(
lim sup
ε
Eε
(
f,λNε
))

(
1 + √γ t
∗
αkd − t∗
)
E(f,λ) γE(f,λ).
The proof of Lemma 6.3 is achieved. 
We end this subsection by a direct consequence of Lemma 6.3:
Lemma 6.4. Let V : ]0,+∞[ → R+ be a continuous non-increasing potential such that V (0+) = +∞ and let
ρ ∈ P(R+) be such that G(ρ) < +∞ and ∫ V dρ < +∞. Then there is an approximating sequence {ρN } and pos-
itive reals tN satisfying, for every N , spt(ρN) ⊂ [tN ,+∞[,
∫
V dρN 
∫
V dρ and such that
∫ |ρN − ρ| → 0 and
G(ρN) → G(ρ) as N → ∞.
Proof. We apply Lemma 6.3 with Ω = Q, λ := 1Q ⊗ ρ. For every γ > 1, we may find tN > 0 and a sequence {λNε }
such that conditions (i), (ii) and (iii) hold. In particular,
lim sup lim supEε
(
1Q,λ
N
ε
)
 γE(1Q,λ) = γG(ρ) < +∞. (6.7)N ε
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subsequences converges to a measure of the kind λN = 1Q ⊗ ρNx , being {ρNx } a suitable family in P(R+) such that
spt(ρNx ) ⊂ [tN ,+∞). Then we have successively,
lim sup
N
E
(
1Q,λ
N
)
 lim sup
N
lim sup
ε
Eε
(
1Q,λ
N
ε
)= γG(ρ), (6.8)∫
Q×R+
V (t) dλN(x, t)
∫
Q×R+
V (t) dλ =
∫
R+
V dρ, (6.9)
lim sup
N
∫ ∣∣λN − λ∣∣ lim sup
N
lim sup
ε
∫ ∣∣λNε − λ∣∣= 0, (6.10)
where (6.8) is a consequence of (6.7) together with the Γ -convergence of Eε(1Q, ·) to E(1Q, ·) whereas (6.9) follows
from the assertion (ii) in Lemma 6.3 noticing that, by continuity assumption, V˜ agrees with V . Relation (6.10) is a
direct consequence of the assertion (i) in Lemma 6.3.
Set ρN := ∫
Q
ρNx dx. Then, spt(ρN) ⊂ [tN ,+∞[ and we have
∫
R+ |ρN − ρ| 
∫
Q×R+ |λN − λ| and∫
Q×R+ V (t) dλ
N(x, t) = ∫
R+ V dρ
N
. Eventually, by applying Jensen inequality to the convex lower semicontinu-
ous G, we have G(ρN)
∫
Q
G(ρNx ) dx = E(1Q,λN). The conclusion follows by exploiting (6.8), (6.9), (6.10) after
sending N to infinity and then γ to 1. 
6.2. Proof of the convergence of infima
We may now proceed to the proof of Theorem 3.5. This is done in several steps.
Step 1. We show that lim infε→0 infPcε  infPc.
The inequality being trivial if lim infε→0 infPcε = +∞, after extracting a subsequence, we may without loss of
generality assume that supε infPcε < +∞. Let λε be an ε-approximate minimizer for infPcε . By Theorem 3.1, up to a
subsequence, {λε} converges tightly to some measure λ and we have:
lim inf
ε→0 infP
c
ε = lim inf
ε→0 Eε(f,λε)E(f,λ). (6.11)
Futher as V  0 is lower semicontinuous and by the second assertion (ii) of Lemma 6.1,
lim inf
ε
∫
V (t) dλε(x, t)
∫
V (t) dλ(x, t), lim
ε
∫
β(t) dλε(x, t) =
∫
β(t) dλ(x, t).
Thus
∫
g(t) dλ(x, t) lim infε
∫
g(t) dλε(x, t) c. Taking into account (6.11), we infer that
lim inf
ε→0 infP
c
ε E(f,λ) infPc, with λ admissible for Pc. (6.12)
Step 2. We assume that V (0+) < +∞ and prove that lim supε→0 infPcε  infPc.
Let r > infPc (as c > c¯, infPc < +∞). By Lemma 6.2, there exists λ such that
E(f,λ) < r,
∫
g˜(t) dλ(x, t) < c,
and by Theorem 3.1, there exists a realizing sequence {λε} such that
λε → λ tightly, lim sup
ε→0
Eε(f,λε)E(f,λ). (6.13)
Applying Lemma 6.1, we have in addition that
lim sup
ε
∫
g(t) dλε(x, t) lim sup
ε
∫
V (t) dλε(x, t)+ lim sup
ε
∫
β(t) dλε(x, t)

∫
V˜ (t) dλ(x, t)+
∫
β(t) dλ(x, t)
∫
g˜(t) dλ(x, t) < c.
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lim sup
ε→0
infPcε  lim sup
ε→0
Eε(f,λε)E(f,λ) < r.
The conclusion of Step 2 follows by letting r tend to infPc.
Step 3. Extension of Step 2 in the unbounded case (V (0+) = +∞).
We take r and λ as in Step 2 and consider a sequence {λε} satisfying (6.13). As g is unbounded near 0, we cannot
prevent a priori that
∫
g(t) dλε blows up as ε → 0. Therefore we need to modify the sequence {λε} removing the small
Dirac masses. To that aim, for every γ > 1, we construct a double indexed sequence {λNε } satisfying the conditions (i),
(ii), (iii) of Lemma 6.3. Then by the same diagonalization argument as in Section 5.3, we can find a sequence N(ε)
such that N(ε) → +∞ as ε → 0 and such that λ′ε := λN(ε)ε satisfies:
λ′ε → λ tightly, lim sup
ε→0
Eε
(
f,λ′ε
)
 γE(f,λ), lim sup
ε
∫
V (t) dλ′ε(x, t)
∫
V˜ (t) dλ(x, t).
Eventually by the second assertion of Lemma 6.1, limε
∫
β(t) dλ′ε(x, t) =
∫
β(t) dλ(x, t). Thus
lim sup
ε
∫
g(t) dλ′ε(x, t)
∫
g˜(t) dλ(x, t) < c,
and the conclusion follows like in Step 2 after sending γ to 1.
Step 4 (End of the proof). Under the condition c > c¯, it has been shown in Lemma 3.4 that the infimum of Pc is finite.
Then from the previous steps, one has that limε infPcε = infPc. Let {λε} be a minimizing sequence for infPcε and let
λ be a tight limit point. Then, possibly after extracting a subsequence, the assertion (6.12) holds true yielding that λ
solves Pc. The proof of Theorem 3.5 is finished.
6.3. Proof of Proposition 3.6
Let c > c¯. By Lemma 3.4, there exists an optimal λ¯ = f ⊗ ρ¯x for Pc. By the definition of Φg in (3.15), there holds
G(ρ¯x)Φg( u¯(x)f (x) ) a.e., where the function u¯(x) := f (x)〈ρ¯x, g〉 satisfies the constraint
∫
Ω
u¯ c. Therefore
m(c) = minPc = E(f, λ¯) =
∫
Ω
G
(
ρ¯x
)
f (x)1−
p
d dx 
∫
Ω
Φg
(
u¯
f
)
f 1−
p
d dx  infQc. (6.14)
Let now u ∈ L1(Ω) be such that ∫
Ω
udx  c and
∫
Ω
Φg(
u
f
)f 1−p/d dx < +∞. By Lemma 3.7, the Borel multifunc-
tion Γ : s ∈ R → ArgminΦg(s) has non-empty convex compact values in P(R+) for all s such that Φg(s) < +∞.
Therefore the map x → Γ ( u(x)
f (x)
) is a.e. non-empty and Lebesgue measurable and by the classical measurable selection
theorem (see [11]), we may chose a measurable x → ρx such that there holds a.e.
〈
ρx, g
〉
f (x) u(x), G
(
ρx
)= Φg
(
u(x)
f (x)
)
.
Then λ = f ⊗ ρx is admissible for (Pc) and we then deduce that E(f,λ) =
∫
Ω
Φg(
u
f
)f 1−p/d dx  m(c). Together
with (6.14), we conclude that m(c) = minQc with u¯ solving (Qc). The optimality condition (3.16) for ρx can be
recovered by writing that the inequalities in (6.14) need to be equalities.
6.4. Proof of Lemma 3.10
We begin by showing (3.22). By taking ρ = δ1 which is admissible for every q ∈ [−∞,+∞[, we obtain that
Cp,d(q) G(δ1) = ωp,d . Now, if q > 1, for every θ > 0, we may choose ρ = θδa + (1 − θ)δ0 which is admissible
for a = θ 11−q . Thanks to (3.9), we are led to the following upper bound holding for small values of θ :
∀q > 1, ∀θ ∈ ]0, θ(B)], Cp,d(q)G(θδa + (1 − θ)δ0)= γp,dθ1+ pd(1−q) .
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d
, we get Cp,d(q)  γp,d whereas the converse inequality and the optimality of ρ given above
follows trivially from the lowerbound of G in (3.10). For q > 1+ p
d
, we obtain Cp,d(q) = 0 by sending θ → 0. Notice
that, in this case, the infimum in (3.20) is not attained.
Next we introduce, for every q ∈ [−∞,+∞[, the functional,
Sq : ρ ∈ P
(
R
+)→
⎧⎪⎨
⎪⎩
(
∫
R+ t
q−1 dρ)
1
q−1 , if q = 1,
exp(
∫
R+ ln t dρ), if q = 1,
inf{t : t ∈ sptρ}, if q = −∞,
which allows us to recast (3.20) and (3.21) as Cp,d(q) = inf{G(ρ): Sq(ρ) 1}. It can be easily checked that Sq ′  Sq
whenever q ′ > q , thus the function q → Cp,d(q) is finite non-increasing on [−∞,+∞[. To prove the continuity
property on the interval [−∞,1 + p/d[ and the existence of an optimal ρ, we use the following claim:
Claim. Let q ∈ [−∞,1 + p
d
[. Then the following implications hold:
qn → q, ρn ∗⇀ρ, sup
n
G(ρn) < +∞ ⇒ lim sup
n→∞
Sqn(ρn) Sq(ρ), (6.15)
G(ρ) < +∞ and {q > 1 or 0 /∈ spt(ρ)} ⇒ lim
n→∞Sqn(ρ) = Sq(ρ). (6.16)
The existence of a solution for (3.20) and (3.21) is obtained by considering a minimizing sequence {ρn} such that
G(ρn) → Cp,d(q). Then, by (3.10), {ρn} is tight and we may assume that ρn ∗⇀ ρ where ρ ∈ P(R+). Then, by
applying (6.15) with qn = q , ρ satisfies Sqn(ρ) 1 and therefore is minimal by the lower semicontinuity of G.
Let qn → q with q < 1 + p/d . There exits ρn such that G(ρn) = Cp,d(qn) and Sqn(ρn)  1. As, by (3.22),
G(ρn)  ωp,d , the sequence {ρn} is tight and we may assume that ρn ∗⇀ ρ. Applying (6.15), we obtain Sq(ρ) 
lim supn Sq(ρn) 1. It follows that
lim inf
n
Cp,d(qn) = lim inf
n
G(ρn)G(ρ) Cp,d(q).
It remains to show that lim supn Cp,d(qn) Cp,d(q). Let ρ such that G(ρ) = Cp,d(q) and Sq(ρ) 1. We notice that,
for every a > 1, the dilated measure La(ρ) satisfies Sq(La(ρ)) = aSq(ρ) > 1. We now distinguish three cases:
If q > 1, we apply (6.16) with ρ = La(ρ) and find that limn Sqn(La(ρ)) = Sq(La(ρ)) > 1, thus Sqn(La(ρ))  1
holds eventually. Then recalling (3.7), we infer that lim supn Cp,d(qn)G(La(ρ)) = ap/dCp,d(q) thus the conclusion
by sending a ↘ 1.
In the case q < 1, we consider an approximating sequence ρN ∗⇀ La(ρ) as given in Lemma 6.4 applied with
V (t) = tq−1, that is satisfying G(ρN) → G(La(ρ)) and, for every N ,
∫
tq−1 dρN 
∫
tq−1 dLa(ρ), 0 /∈ spt(ρN). By
(6.16), we have limn Sqn(ρN) = Sq(ρN) Sq(La(ρ)) > 1, and therefore lim supn Cp,d(qn)G(ρN). The conclusion
follows by sending N → ∞ and then a ↘ 1.
For q = 1, we may assume that qn ↗ 1 (since Cp,d(q)  Cp,d(1) for q > 1). Then we construct the sequence
ρN
∗
⇀ L

a(ρ) by applying Lemma 6.3 with V (t) = − ln t (which is non-negative after the addition of an affine
function) and conclude exactly as before.
Proof of claims (6.15), (6.16). For 1 < q < 1 + p/d and qn → q , the condition supn G(ρn) < +∞ and the growth
lower bound in (3.10) imply that the sequence {tqn−1ρn} is tight and weakly-∗ converges to tq−1ρ. The same conclu-
sion holds true for q  1 if spt(ρn) ⊂ [t0,+∞[ for a suitable t0 > 0. Thus we have (6.15) for q > 1 and, by choosing
ρn = ρ, we also deduce that (6.16) for all q < 1 + p/d .
It remains to show (6.15) when q  1. We may assume Sq(ρ) < +∞ and therefore ρ({0}) = 0. For q < 1, we have
to check that, for qn → q , there holds lim infn
∫
dμn 
∫
dμ being μn = tqn−1ρn and μ = tq−1ρ. We may assume that
μn has a uniformly bounded mass and do converge weakly-∗ to some measure m. By using the uniform convergence
of the continuous functions tqn−1 → tq−1 on every compact subset of ]0,+∞[, we derive that m agrees with μ on
]0,+∞[ thus lim infn
∫
dμn 
∫
dm
∫
dμ.
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to prove the following inequality:
lim inf
n
1
1 − qn ln
(∫
tqn−1 dρn
)
−
∫
ln t dρ. (6.17)
Without loss of generality, we may assume that the left hand member in (6.17) is finite. Then, we have ∫ tqn−1 dρn → 1
and therefore:
lim inf
n
1
1 − qn ln
(∫
tqn−1 dρn
)
 lim inf
n
∫
tqn−1 − 1
1 − qn dρn  lim infn
∫
− ln t dρn.
Thanks to the condition supn G(ρn) < +∞, we infer that the positive parts (ln t)+ρn converges tightly to (ln t)+ρ.
Then by the lower semicontinuity of (ln t)− there holds:
lim inf
n
∫
− ln t dρn 
∫
(ln t)− dρ −
∫
(ln t)+ dρ =
∫
− ln t dρ,
hence (6.17). The proof of the two claims and of Lemma 3.10 is finished. 
6.5. Proof of Proposition 3.11
(i) Let q < 1 and g(t) = tq−1. Then, setting ε = n 1d(q−1) , the atomic measure ν =∑i ciδxi satisfies the size con-
straint H(ν) =∑i cqi  n if and only if the rescaled measure λε(ν) =∑i ciδ(xi , ci
εd
) satisfies
∫
g dλε  1. Therefore,
n
p
d(1−q) Ep,dH (f,Ω,n) = inf
{
Eε(f,λ):
∫
g dλ 1
}
.
By applying Theorem 3.5, the infimum in the left hand side converges to min{E(f,λ): ∫ g dλ  1} and, by
Proposition 3.6, the searched limit is given by:
lq := inf
{∫
Ω
Φq
(
u
f
)
f 1−
p
d dx: u ∈ L1(Ω)
∫
Ω
udx  1
}
, (6.18)
where Φq(s) := inf{G(ρ):
∫
tq−1 dρ  s}. Noticing that, for every a > 0, ∫ tq−1 dLa(ρ) = aq−1 ∫ tq−1 dρ and by
using the scale invariance property of G in (3.7), we derive that
Φq(s) = Cp,d(q)s
p
d(q−1) if s > 0 (+∞ otherwise).
In particular admissible functions u for the convex optimization problem (6.18) are non-negative and such an element
u is optimal if and only if Φ ′q( uf )f
− p
d = k for a suitable constant k such that, in addition, ∫ udx = 1. A boring but
straightforward computation leads to lq = Cp,d(q)(
∫
Ω
f
1+qr
1+r dx)1+r , where r = p
d(1−q) .
(ii) Let q = −∞ and g(t) = 0 if t  1 (and g(t) = +∞ if t < 1). Then setting ε = n− 1d , we obtain that, for every
atomic measure ν, H(ν) n if and only if the associated λε satisfies
∫
g dλε  0, and therefore
n
p
d Ep,dH (f,Ω,n) = inf
{
Eε(f,λ):
∫
g dλ 1
}
.
By applying Theorem 3.5, the infimum in the left hand side converges to min{E(f,λ): ∫ g dλ  0}. Here, we have
Φ−∞(s) := inf{G(ρ):
∫
g dρ  s} = Cp,d(−∞) if s  0 (and Φ−∞(s) = +∞ if s < 0). Thus the minimum problem
Qc in Proposition 3.6 becomes trivial and the searched limit is given by l−∞ := Cp,d(−∞)
∫
Ω
f 1−
p
d dx, which is
consistent with taking the limit as q → −∞ of the quantity lq determined in step (i) (indeed r → 1 and qr → −pd ).
(iii) Let q ∈ ]1,1 + p/d] and g(t) = −tq−1. Setting ε = n 1d(1−q) , we see that the constraint H(ν)−1/n can be
recast as
∫
g dλε −1, and therefore
G. Bouchitté et al. / J. Math. Pures Appl. 95 (2011) 382–419 419n
p
d(q−1) Ep,dH
(
f,Ω,−1
n
)
= inf
{
Eε(f,λ):
∫
g dλ−1
}
.
Arguing as in (i), the limit as n → +∞ is given by:
lq := inf
{∫
Ω
Φq
(
u
f
)
f 1−
p
d dx: u ∈ L1(Ω)
∫
Ω
udx −1
}
, (6.19)
where now Φq(s) = Cp,d(q)(s−)
p
d(q−1) , being s− the negative part of s. It is easy to check that optimal u are non-
positive and by writing the Euler equation, we find for the minimal value lq the same expression as in (i) (with now
an exponent r ranging into ]−1,0[).
(iv) Let g(t) = − ln(t) and set ε = exp(− n
dI (f )
). Every admissible atomic measure ν = ∑ ciδxi is such that∫
ν =∑i ci = I (f ). Therefore the associated λε satisfies:∫
g(t) dλε =
∑
i
−ci ln
(
ci
εd
)
 n+ dM ln(ε) = 0,
and we obtain the relation: exp( pn
dM
)Ep,dH (f,Ω,n) = inf{Eε(f,λ):
∫
g dλ  0}. Applying Theorem 3.5 with
g = V + β where V (t) = (− ln t)+ and β(t) = (ln t)+, we infer from Proposition 3.6 that the limit of the left hand
member is given by:
l1 := inf
{∫
Ω
Φ1
(
u
f
)
f 1−
p
d dx: u ∈ L1(Ω)
∫
Ω
udx  0
}
, (6.20)
where Φ1(s) := inf{G(ρ) :
∫ − ln t dρ  s}. Noticing that ρ is such that ∫ − ln t dρ  s if and only if the dilated
measure L

a(ρ) satisfies
∫ − ln t dLa(ρ) 0 for a = exp(−s), we find that Φ(s) = Cp,d(1) exp(−psd ). The minimum
of the convex optimization problem (6.20) is attained at u if and only if ∫ udx = 0 and Φ ′1( uf )f− pd = k for a suitable
constant k. A straightforward computation leads to l1 = Cp,d(1)I (f ) exp(− pdI (f )
∫
Ω
(f lnf )dx).
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