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0. INTRODUCTION 
Dans un precedent travail en collaboration [2] nous avow etabli un 
critere general d’absolue continuite pour certaines mesures images, et nous 
avons utilise ce critere, ainsi que des mtthodes relatives aux espaces de 
Dirichlet gentraux tels qu’etudits dans [ 11, pour obtenir des resultats sur 
l’absolue continuitt, relativement a la mesure de Lebesgue, des lois des 
solutions des equations differentielles stochastiques & coefficients lipschit- 
ziens. Nous allons ici utiliser le mCme critere general pour Ctudier l’absolue 
continuite des lois des solutions d’equations differentielles stochastiques a 
coefficients lipschitziens d&pendant de tout le passe. La motivation de cette 
etude reside dans l’article [4] dans lequel les auteurs utilisent les methodes 
du Calcul de Malliavin pour demontrer le caracttre C” des densites des 
lois des solutions de telles equations dans le cas de coefficients tres reguliers 
avec hypothtse d’uniforme ellipticite. (Voir aussi l’article [3].) Nos 
hypotheses, tant du point de vue de la regularite que de l’ellipticite sont 
beaucoup plus faibles, mais, en contre partie, nous n’obtenons rien quant a 
la regularite des densitb. Dans une premiere partie, nous allons rappeler 
les resultats de [2] dont nous aurons besoin. Dans la deuxiime partie nous 
donnons un rtsultat general d’existence de derivte directionnelle, que nous 
appliquons, dans la troisieme partie, pour exprimer la dtrivee direction- 
nelle dune solution d’equation differentielle stochastique comme solution 
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d’une equation differentielle stochastique lineaire. Dans la qua&i&me partie, 
nous mettons en place la methode de variation de constante qui permet 
d’exprimer les derivees directionnelles ous forme maniable. Enfin, dans la 
derniere partie, nous tnoncons et demontrons le resulat d’absolue con- 
tinuitt annond. Dans les parties II a IV, les demonstrations e font sous 
l’hypothese de Gateaux-differentiabilite des coefficients. En fait, dans la 
partie V, on n’utilise les resultats precedents que dans le cas de coefficients 
C” (par rapport au deuxieme argument) et, pour des coefficients reguliers 
de ce type, les demonstrations des parties II et III pourraient Ctre sim- 
pliliees. 11 nous a paru neanmoins interessant de donner chacun des 
resultats sous sa forme la plus forte. 
Nous indiquons maintenant les notations qui interviendront dans toute 
la suite. 
- 1 et d dksignent deux entiers non nuls fix& 
Si p et q sont des entiers non nuls, Mp,y denote l’espace des matrices a p 
lignes et q colonnes. 
Sur tous les espaces du type IWP ou M,,4, 1 1 dtsigne la norme 
euclidienne canonique et ( , ) le produit scalaire (en particulier, sur M,,q, 
1 1 designe done la norme de Hilbert-Schmidt). 
. Si TBO et FE%( [0, T]; E) oti E est un des espaces euclidiens 
precedents, on note /[F/l T = supI E rO.rl IF(t (%([O, T]; E) est toujours 
suppose muni de cette norme.) 
Si + cc > T > T et FE %?( [0, T); E), on note de la meme facon F et sa 
restriction a [0, T] (la signification donnee etant Claire d’apres le contexte). 
. Q dtsigne l’espace de Wiener d-dimensionnel, c’est-a-dire l’espace de 
Frtchet Q$,([O, a[; R”) des fonctions continues de [0, co[ dans Rd nulles 
en 0, muni de la topologie de la convergence compacte. 
On pose Vt B 0 Vo E B B,(w) = w(t) et on designe par m la mesure de 
Wiener sur Q, definie sur la tribu 9 complttte de la tribu borelienne de Q, 
pour laquelle (B,) est le mouvement brownien standard d-dimensionnel 
issu de 0. Une fonction sur Q est dite mesurable si elle est 9-mesurable. 
- Pour y E Q, on note zy la translation de y (w + y + w). 
* Une fonction 5 de 52 sera dite de Cameron-Martin (en abrege 
5eC.M.) si Vt>O 
t(t) = j-’ t’(s) ds 
0 
BQUATI~N~ STOCHASTIQUES 195 
avec 
<‘EL~([O, a~[; Rd) et s ox lt’(s)l* ds= 1. 
- Ip dksigne la mesure de Lebesgue sur Rp. 
I. ABSOLUE CONTINUITY DE CERTAINES MESURES IMAGES 
Nous rappelons, dans cette partie, les notations et Cnoncits de [2] qui 
nous seront utiles dans la suite. 
1. Soit 5 E C.M. 
PROPOSITION 1.1. La mesure 
cr5 = T,<rn d]*‘(t) i 
est Pquivalente ci m. Si on note k, un rephentant boGlien strictement positif 
de dmldo,, on a V$ mesurable 20, 
[4Wd~(w)=[~O( cu + t<) k&o + to dm(o) dt. 
En outre, il existe un tel reprhentant k, tel que, pour tous a < 6, il existe a, h 
borelienne strictement positive vhifiant: Vo k&o + t[) > CX,JO) pour ;“‘I 
presque tout t E [a, b]. 
DI~FINITION 1.2. On note D, l’ensemble des fonctions mesurables u de 
Q dans R telles qu’il existe une fonction bortlienne ii de 52 dans R (appelte 
associke A u) vkrifiant 
u= ii m-p.p. et VWEQ t+u(co+t() 
est une fonction absolument continue sur (tout intervalle compact) de R. 
On considire, en rtalitk, D, comme un ensemble de classes (pour l’kgalitt: 
m-m 1. 
PROPOSITION 1.3. Si u uppartient h D,, tP’(u 0 T,~-u) converge en 
probabilite quand t tend vers 0. On note Vcu cette limite (Vcu est done une 
classe ne d&pendant que de la classe de u). 
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PROPOSITION 1.4. Si u appartient d D, et ii assock? 2 u, on a 
V, u(o) = lim 
qw + tt) - n(w) 
m-p.p. 
t-0 t 
D’autre part, il existe un reprksentant borklien de V,u tel que t/o E s2 
v,u(w+t+$(w+to dA’(t)-p.p. 
PROPOSITION 1.5. Si (u,) est une suite de D, et s’il existe des fonctions 
mesurables u et v telles que 
2.4, -+ u en probabilitt et I IV4u, - VI dm -+ 0 
quand n tend vers 00, alors, 
UED~ et vp=v. 
2. Soit (5,L2l une suite de C.M. telle que (5;) soit une base hilbertienne 
de L’([O, a[; Rd). On pose 
urn D5n;x(V5n~)2< +com-p.p. 
n n 1 
Si u, v E D, on note 
T(u, v) = c (V,“U)(V,“4. 
n 
THBOR~ME 1.6. Soit u = (ul, . . . . u,) ED’. On pose 
‘(‘9 u*) = (r(uiP uj))l <i,j<r’ 
Alors Pimage par u de det(r(u, u*)). m est absolument continue par rapport 
Li la mesure de Lebesgue 1’. 
Note. Dans les parties suivantes, 5 dksigne une fonction de 
Cameron-Martin tixte. 
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II. APPARTENANCE A Ds 
Dans ce qui suit, Fj (1 < i < 9) dksignent des ensembles m-nigligeables. 
TH~OR~ME 2.1. 
. Soit T> 0 et CJ une fonction lipschitzienne reelle sur W( [0, T]; R’). On 
suppose o Guteaux-differentiable en tout point et on note a’(4) la Gateaux- 
dfferentielle en r+4 
(n’(4) E [%‘( [0, T]; R’)]*dual topologique de tk( [O, T]; R’)). 
X: [0, T] x Q -+ 5-8’ 
(4 0) -+ X,(o) 
ver$ant les proprietes suivantes: 
(i) 3F, VW $ F, X.(o) E%?( [0, T]; R’); 
(ii) Vt E [0, T] X, E (0,)‘; 
(iii) I1 existe 
V;X: [0, T]xL?-+R’ 
(t,o) + W,W,(o) 
tel que 
(~1 3Fz VW 4 F, (V,X).b) E @‘(CO, Tl; R’) 
(PI Vt E CO, Tl V&X,) = (V,X), m-p+. 
(06 V,( X,) est dejmi composante par composante) 
(7) w + llWJ).(w)lI TE L’(m). 
Alors a(X.): co -+ 0(X.(w)) appartient ci D, et 
V,MXN = o’(X). (V,X). 
(la derniere expression signtfiant Cvidemment 
w + cf.(o)). c(v,m.(w)l 
qui est dejini sur C (F, u F2)). 
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Preuve. 
- On pose pour tous i, n entiers avec 0 < i < n, 
r:,=c et 
n 
h;(t) = f ( 1 - (t - fyi f ) 
+ 
pour CE [0, T]. 
On a alors 
i h;=l et V+E%?([O, T]; R’)!Lrnm #- f h;f$(t;) 
8 II 
= 0. 
i=O i=O T 
. Pour tout t, on note z un tlkment associt g X, (dkfini composante 
par composante) et (G un reprksentant borklien de (V,X), tel que Vo 
dY(U)-p.p. 
On pose Vn Vo 
et 
On a Vn Vo VuE R Vte [0, Tj 
x:(0 + utj) = x:(o) + J” (VqF):(m + v<) dv. 
0 
On dthit de fagon analogue X: et (V,X); h partir des X,; et (V<X),;. On a 
Vn VIE [O, T] Vw$F, 
X:(o) = Ff(co) et wwY~) = 6GKW. 
. D’aprts la proposition 1.1, {(w, u); (o + ~5) E F3} est dm x dA’- 
nkgligeable. Done 3F, Vo$ F4(o + ur 4 F3 dL’(u)-p.p.). Ainsi Vn Vo$ F4 
VUER vte [O, T] 
x;(o + ut) =?$o) + j” (V,X);(o + vr) dv. 
0 
199 
. D’aprb le premier point, 
lim II(V,W.(w) - (V~JXY~)ll T=O m-p.p. n-m 
et 
II(V,X).(o) - (v,x)“(o)ll T< 2 ll(V,Xm4ll T. 
Done, d’apres l’hypothbse (y), et avec les notations de la proposition 1.1, 
Va<b 
j %&b(O) [j; II(V,X).(o+ur)-(V,X)~(o+u~)ll.du dm(w) 
1 
tend vers 0 quand n tend vers l’infini. Done il existe F5 =) F4 et il existe une 
suite extraite (nk) telle que Vu < b VW $ F, 
tend vers 0 quand k tend vers l’intini. 
. Soit F6 = F, u F,. On obtient Vo 4 F6 Vu E R 
lim 
k - cc 
X7(0 + u<) =X,(o) + jU (V,X),(w + ~4) do 
0 
uniformiment sur [0, T]. Quitte a augmenter F6, on peut supposer C F6 
a-compact et poser 
F,=+F,+wC) (F~cF~. 
On voit alors que VW # F, 
lim XT(o) existe uniformtment sur [0, T]. 
k+ao 
On note w,(o) cette limite. On a, en particulier, Vo $ F, 
JQ4 E U(CO, n w 
et VtE [0, T] Vw$F, Vu,, U,ER 
%,(o + uzl) - ;i;(o + u1 5) = ju2 (V,X),(o + ~5) dv. 
u1 
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- 11 existe FE, F, = F, + Wt, tel que Vo $ F8 
u + II(V,Jw~ + d)ll T est localement Ii-integrable 
en effet Va < b 
II(V,X).(o+u5)IITd~ 1 dm< 00 
et on peut prendre 
Fg = [ o; VNjN II(V,X).(o+u5)IIrdu< co 
i 
. 
-N 
- Soit F9=F7vFg. On a Vw#F, Vu,,u,~lR 
(oti C est la constante de Lipschitz de a) et done Vo $ F9 
u --) a(k(w + ~5)) est absolument continue. 
D’autre part on peut supposer Fg bortlien. Posons alors 2. = x. sur C F9 et 
2?.=0 sur F9. Vo 
u + o($.(o + ~5)) est absolument continue, 
o + y.(o) est bortlienne, 
et 
2. = x. sur [ (F3 u Fg). 
Done 0(X.) appartient a D, et, d’apres la proposition 1.4, 
V,(o(X.))(o) = lim 42~ + 4) -4%-N m-p.p. 
u-0 u 
. Pour identifier V,(o(X.)), il suhit, compe-tenu de la Gateaux- 
differentiabilite et de la lipschitzianite de 6, d’etudier, pour w$ F,, la 
derivabilite en U= 0 de u -+ z.(o + u~)E%?([O, T]; R’) et done de 
u -+ j; (V,X).(o + ut) dv. 
. D’aprb ce qui a tte vu precedemment, pour presque tout o, 
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u -+ (V,X).(o + u<) est localement intkgrable comme fonction A valeurs 
dans U( [0, T]; R’). Done, pour presque tout o, 
ji~~-~$s,” II(V,X).(o+ur+v5)-(VgX).(o+u5)llrdv=0 dA’(u)-p.p. 
Ii rksulte alors de la proposition 1.1 que, pour presque tout o, 
Done, pour presque tout o $ F,, u -+ w(w + ut) est dkrivable en 0, de 
dtrivke (V,X).(w). D one, pour presque tout 0, 
v,wcN(4 = o’(X(w)). IW,X),(~)l. 
III. SOLUTIONS D%QUATIONS DIFF~RENTIELLES STOCHASTIQUES 
Nous introduisons d’abord quelques notations suppltmentaires. Pour 
tout t > 0, on note z la tribu engendrke par c(B,~; 0 d s d t) et les ensem- 
bles m-nigligeables. Les notions envisagkes ci-aprb sont relatives A cette 
filtration. En particulier un processus sera dit adaptir ou progressivement 
mesurable en rtfhence A (e). 
On dksigne par D, l’ensemble des processus continus adapt&s A valeurs 
dam R’, (X,)raO, tels qu’il existe un processus continu adapt& A valeurs 
dans R’ nott ((V, X),), z ,, de sorte que 
(a) Vt X, E (DgY; 
(b) Vt (V,X), est un reprksentant de V&X,); 
(c) vt I/XI/,: w + IIX.(o)ll, et lIV5XIlr: 0 -+ II(V,W.(~)ll, awartien- 
nent A L’(m). 
TH~OR~ME 3.1. Soit x E R’ et soit 
0: I% 0-J c x W( [IO, 00 c; R’) + M,,, b: [0, co[ x%‘([O, oo[;R’)+R’ 
deux fonctions mesurables (pour les tribus bortliennes) telles que 
(i) VT>0 3C,>O VtE [0, T] V& $e%?([O, m[; R’) 
144 4) - Ott, +)I v lb(t, 4) - b(t, $)I d C, II4 - $11, et 
a(& 411 v lb(t, 411 G CA1 + lldll,). 
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(ii) Vt >O a(t, -) et b(t, .) sent Gateaux-dgfkrentiables sur 
%T( [0, t]; R’) de dgfkrentielles notkes a’(t, .) et b’(t, .). 
Alors, si (X) I ,,,,est I’unique solution forte de I’t!quation 
X,=x+sd(~(%X),dB,)+~‘b(s,X)ds, 
0 
X appartient ci D, et (V, X) est Punique solution forte de 
Z,=j’(o’(~,X.).Z.,dB,)+j~b’(s,X.).Z.ds 
0 0 
+ ; (4s, Xl, t’(s) > ds. I 
Preuve. 
LEMME 3.2. Soit X un .Mnent de ID,. Alors Y d&i par 
Y,= j’b(sJ)ds 
0 
appartient ci D, et 
(V, Y), = j’ b’(s, X.) . (V,X). ds. 
0 
- Supposons d’abord que pour tous 4 et $ dans W( [0, a~[; R’), 
t + b(t, 4) et t + b’( t, 4) . + sont continues. Posons 
D’aprbs le thkor&me 2.1, Y; E (D,)’ et 
I1 est clair que presque sikement, 
Y:(o) + Y,(o) et V,( Y:)(o) + jr b’(s, X(w)) . (V,JW4 ds 
0 
quand n tend vers l’infini. En outre 
IV& WI G CtC, lIV,~Il,l E L2(m). 
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Done, par la proposition 1.5, Vt 
Y, E (D,)’ et (V, y,)(o) = l; b’(s, X(w)). F,J’lW ds m-p.p. 
ce qui permet aisement de conclure. 
* Si on ne fait plus l’hypothbe de continuite, on pose Vn 
b,(t,~)=nS:_~,~b(u,))d~ (avecb(u,d)=Osiu<O). 
h, verifie les hypotheses anterieures avec les m&mes constantes. On pose 
Y; = i ’ b,(s, X.) ds. 0 
I1 est clair que Y; tend vers Y, m-p.p. et V,(v) tend vers 
s ’ b’(s, X.) . (V,X). ds m-p.p.. 0 
Comme on a aussi une propriete de domination, on peut a nouveau utiliser 
la proposition 1.5 pour conclure. 
LEMME 3.3. Soit X un Mment de D,. Alors Y dilfini par 
I 
I 
y, = (4% XL dB,) 
0 
appartient ci D, et 
(V, Y), = (’ (o’(s, X.1. (V&U., dB,) + j’ (a(~, X), 5’(s)> ds. 
0 0 
. Ici encore, supposons d’abord que pour tous 4 et II/ dans 
%?( [0, cc [; UP), t + g( t, f$) et t + a’( t, f$) . $ sont continus et posons 
c.(i.qS)=.(t[nt],qb) ([ ]=partieentifhe). 
Soit 
Y:(w) = j’ <a,(~, X.(w)), dB,(o)) 
0 
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D’aprb le thtorkme 2.1, Y;E (DC)’ et 
. (v,x).(d, &k+ I)/,, r, r(W) - B k/n A I@)) 
= ;<d(s, X(o)) . (V,JN4, dB,(w)) s 
Soit 
Z, = i“ (W, X) . (V$-).W, dB,) + 1): (o(s, X.), 4’(s) > ds. 
0 
D’aprks I’inCgalitC de Doob, notant E l’espkrance relative A m, 
ECII Y- Wfl64 jJ’ IQ,,(s, X.(o))-a(s, A’.(w))12 ds dm(o) 
0 
et 
HllZ--V, Y“ll:l G 8 [l; l4h X(o)). (V,J-).W 
- c’(s, X.(w)). (V,X).(O)(~ ds dm(w) 
+ J1^’ b,k, X(o)) - 4% X(QJ))I’ ds dm(o). 
0 
Done, par convergence dominte, 
ECII Y- Wlfl et ECIIZ-v, Ulfl 
tendent vers 0 quand n tend vers l’infini, ce qui permet de conclure avec la 
proposition 1.5. 
- Pour le cas g&&-al, on se rambne au cas prktdent en posant 
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et en utilisant B nouveau l’irkgalitk de Doob et une convergence dominte. 
Ceci ktant, utilisant les deux lemmes prkddents, on construit par 
rkurrence une suite de D, en posant 
x0=x 
et Vn 
x y + ’ = j’ (a(~, x:), dB,y ) + s,’ h(s, r) ds + 1. 
0 
On a Vn 
(Vix.+‘),=S’(b’(~,XI1).(VtXn).,d~,,)+ j’h’(s,XI’)+$A”‘).d.~ 
0 0 
+ j; (4.~ X7, 5’(s)> ds. 
Si .I’ est le processus dtfini dans l’knonck du thkorkme 3.1, on voit aiskment 
we 
lim E[IjX”-XjJf]=O. 
n -- 2 
Fixons un T> 0. On a sup,, E[ /x”ll$] = A T < + 00. Alors, pour tout 
t 6 CO, Tl, 
E[IIV4-“+‘l(f]<2C$ (2+,,h)2~‘E[~lVJ7~]ds+2T(1+A,) 
I 0 1 
d’oli I’on dCduit 
Posons alors 
U,(S> 0) = d’b, x”(w)) . (V,x”).W E M,.d 
et 
V”(S, 0) = b’(s, xyw)) . (V,Y).(w) E R’. 
Ce sont des processus progressivement mesurables et 
C/j oT Iu,(s, o)l’ ds dm(w)] v [j-lo=, ?‘,(s, co)/’ ds dm(w)] d C;TB,. 
206 FRANCIS HIRSCH 
11 existe done U et V processus progressivement mesurables ur [O, T] x Q 
tels que (U, V) soit valeur d’adherence faible dans 
L2( [O, T] x Sz; M,,,) x L2( [O, T] x 52; 08’) de la suite (U,, V,). 
Soit Y,=sh (U(s, .), dB,) + 1; V(s, .) ds + jh (a(~, X.), t’(s)) ds. 11 existe 
des combinaisons convexes des (U,, V,), correspondant a des indices n 
tendant vers l’infini, qui convergent fortement vers (U, V). Si on note (S,) 
la suite des combinaisons convexes correspondantes des A?+‘, on a 
E[ )I Sk - YI( $1 qui tend vers 0 quand k tend vers l’infini. Done, en utilisant 
encore la proposition 1.5, on voit que X 1 [0, T] E D,, (delini comme D, 
sur [0, T]). Done, finalement, XE D, et les lemmes 3.2 et 3.3 permettent de 
donner la forme de V,X. 
IV. VARIATION DE LA CONSTANTE 
Nous allons, dand ce paragraphe, donner une expression plus maniable 
de V,X. Les hypotheses et les notations sont celles du theorbme 3.1 
precedent. Pour tout $2 0, on note L” la solution forte sur [s, + w[ $ 
valeurs dans MI,/ de 
Oli 
L:=I+sI(~‘(u,X).~,dB,)+s:b’(u,X).~du 
s 
* I est la matrice identitt 1 x I, 
.~=L;sit~set~=OsiO~t<s, 
- si on note , L”, . . . . , L” les vecteurs colonnes de L”;, 
(b’(u, X.) . $), = lqu, X.) . je 
((a’(~, x.).$3 dBu))ij= (a:,*(~, x.)*,2, dB,), 
. les b’(u, X.) et cr’(u, X.) se representant par des mesures, les 
expressions preddentes prennent un sens evident au sens de l’intbgration. 
11 est clair que, pour tout s, L” est un processus continu (%)-adapt6 A 
partir de s, a valeurs dans ML,. 
LEMME 4.1. VT>0 
sup E[ sup (L;j2] GE,< + co 
O<S< T S<fCT 
oti E, ne dkpend que de T et de C,. 
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En effet, si -4,,I=su~sSu9, &I, on obtient, par l’idgalitk de Doob, 
E[(AJ21 < 2 
( 
I+ c+(2 + JTj2 1’ E[(A,,J2] du 
5 
d’oti, par le lemme de Gronwall, 
E[ (As,,)2] < 21&2 + fi)‘? 
LEMME 4.2. Vt > 0 ‘G’S E [0, t] 
E[ sup IIyZI2-J <C:(2+&)2E,(t-s). 
s<ust 
ConsCquence immtdiate de l’inigalik. de Doob et du lemme 4.1. 
LEMME 4.3. VT > 0 Vs E [0, T] 
lim E[ sup IL;’ - Lj’] = 0. 
s’-s- S$fCT 
Pour s’<sdt<Ton pose 
q-s = E[ sup IL;’ - L;I ‘1. 
s<.r<r 
Pours’<s<t<Tona 
~:‘-~=(L:‘-z)+~‘<a’(u,X).1~~‘,,~(*)L~,dB.) 
s 
+ j-’ b’(u, Xl.1 cs,,,c(*) L”;, du 
s 
+ 
I 
’ (a’(~, Xl.1 c,,,,(*ML; - L-T+), dB,) 
s 
+ 1’ b’(u, X) .l[ ,,,,(*W”; -L”*) du. 
s 
On obtient alors 
(ls’~)~‘~ < (E[IL:’ - z(2])“2 + 2 jr E[lo’(u, X.) . 1 [,s,,,$*) L”;l’] du 
112 
I s 
j-* E[(b’(u, X.). 1 cs,,Sc(*) Ls;121 du 1’2 
s 
l”. 
580/76/l-14 
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Or 
(a-b’(% Xl. 1 [s,,,[(*) Ls;12P2 G(alo’(u, Xl * 1 [d,s[(*) 421)1’2 
+ C,(E[ sup IL;‘-11*])“? 
s’<v<s 
On a une majoration analogue pour le troisibme terme. On en dCduit, en 
utilisant le lemme 4.2, que VO < s < T 38 > 0 Ia: [0, s] --t R, avec 
liq _ s _ a(s’) = 0 et Vt E [s, T] ZfJ d cl($) + /? 1: ,“,‘*” du. Done, par le lemme 
de Gronwall, lim,. _ so p$ = 0. 
LEMME 4.4. Zl existe L: {(s, t, w); 0 <s < t} + M,, telle que 
(i) VT>0 L I ((A t, 0); Ods<t<T} est WI3 Tl)x 
@( [0, T] ) x & mesurable, 
(ii) ds x dm-p.p., L(s, ., 0) est continue sur [s, + a2 [, 
(iii) E[suP,~, IL;- L(s, t, .)I’] =0 ds-p.p. 
Posons 
nL(s9 t9 WI= 2 l [i/n,i+ l/n[(s)Lf”(w) pour s< t. 
i=O 
D’aprks le lemme 4.3, VT Vs E [O, T] 
lim E[ sup InL(s, t, -)- L;l*] =0 
n-cc s<tSZT 
et done VT VSE [0, T] 
lim (sup E[ sup InL(s, t,.)-mL(s, t,.)l’])=O 
“-‘x m2n SGt<T 
et, en utilisant le lemme 4.1, pour tout T 2 0 
lim s T sup E[ sup InL(s, t, .) - mL(s, t, .)I*] ds = 0 n--rcc 0 m>n SQI<T 
ce qui implique 
T 
lim sup Sf sup InL(s, t, w) - mL(s, t, w)l’ ds dm(w) = 0. “-em,” 0 SCICT 
D’od l’existence d’une suite strictement croissante d’entiers, (nk), telle que 
VTXVk>K 
1 
I/* 
sup I nk+‘L(s, t, w) - “kL(s, t, w)12 ds dm(w) <2-k 
SGlCT 
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ce qui implique VT 
‘“d+p~,’ nk+‘L(s, t, w) - naL(s, t, co)1 E L2( [0, T] x 52). 
. . 
On pose (L(s, t, o)),~ = l&r, _ oc (“kZ,(s, t, w))~,~. L veritie (i). Alors, pour 
tout T, ds x dm-p.p. sur [0, T] x R, 
L(s, t, o) = t+rn% nkL(s, t, o) uniformement en t sur [s, T]. 
On a alors (ii) et VT, ds-p.p. sur [0, T], 
E[ sup \L(s, t, .)- Ly] =o. 
ssr<r 
LEMME 4.5. Soit H:(s,w)E(W+X52~H(s,Q)E[W’ une fonction 
progressivement mesurable telle que tit 
ss ‘)H(s,tr,)(2dm(w)ds< +co. 0 
On pose 
y,w=j;u s, t, co) H(s, o) ds. 
Alors Y est un processus continu (PJ-adaptk et 
Y,=~‘H(~,.)~~+J’~(LT’(U,X).Y,,~B,)+~’~’(~,X).Y,~~. 
0 0 0 
. Y est evidemment un processus (%)-adapt&. D’autre part, pour tout 
T>O, 
ss oT ( SUP I-k 6 o)l) If% w)l dsdm s<t<T 
sup IL(s, t, .)I’] ds 
> 
l/2 
e EClfG, .)I’1 ds <+m S<f?sT 
d’aprbs les lemmes 4.1 et 4.4. Done, en dehors dun ensemble m-ntgligeable, 
5 
T 
sup IL(s, t,w).H(s,o)( ds< +CKI 
et ds-p.p. t -+ L(s, t, o) est continue sur [s, T]. Done Y est un processus 
continu. 
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. Pour demontrer la formule, on suppose d’abord H borne. Soit t > 0. 
11 existe une partie A’-negligeable de [0, t], S, telle que Vs 4 S 
us, t, 0) = z+ J’ <fl’(u, X(o)). l[s,u,(*) us, *, oh a(o)) 
s 
+ J’b’(u,X(o)).l,,,,(*)L(s, *,@)du m-p.p. 
s 
Done, m-p.p., 
Y,(w) = j-i H(s, w) ds 
+ j-i [ 1; (cf(u, X(o)). (1 cs,,,(*) Us, *> a). WC m)), d4,(4+ 
+ J’ [J’ wtu, x(o)). (1 cs.u,w us, *, 0). H(s, 0)) du] ds 0 s 
= ‘H(s,o)ds J 0 
. H(s, co)) ds, d&(w) 
> 
ds 
I f + J [J 1 cs,,,(4 b’ u9 X(o) . (1 cs,,,(*) Us, *0 . H(s, 0)) ds du. 0 0 1 
Pour u et o fixes, on peut appliquer le theoreme de Fubini avec les mesures 
representant (~‘(24, X.(o)) et b’(u, X.(o)), &oh on tire 
y,(w)= J;H(s,o)ds+J’ (a’(~, X(w)). Y.(o), d&(o)) 
0 
+ J; w(u, x.(o)). Y(O) du 
m-presque partout. 
On a alors deux processus continus, qui pour tout t sont tgaux m-p.p., 
ils sont done egaux en tant que processus. 
- Si on ne suppose plus H borne, on obtient le rtsultat par 
approximation de facon standard. 
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On obtient alors 
TI&ORJ?MJZ 4.6. On suppose les mimes hypotheses et notations gue dans le 
thtoreme 3.1 et soit L deftni precedemment. Alors, pour m-presque tout w, 
(V,X),W = j; <Lb, t, 0). 4s, X.(w)), 5’(s) > ds Vt>,O. 
V. R~SULTAT PRINCIPAL 
TH~~OR&ME 5.1. Soit x E R’ et soit 
0: [O, co[ x%y[O, a[; R’)dfld 
b:[O,oo[x%‘([O,co[;R’)+R’ 
deux fonctions mesurables telles que VT>0 3C,>O VtE[O, T] 
% $ E w co, 03 c; w 
146 4) -Ott, +)I v Ib(t, 4) - b(t, $11 G C, II4 - ICIII, 
146 4)I v IN& $11 G C,(MI,+ 1). 
Soit (XtL,o Punique solution forte de 
X, = x + j* (a(~, X.), dB,) + j’ b(s, X.) ds. 
0 0 
Soit enfn H un sous-espace de R’ et P une application lintaire de R’ sur H. 
(On note P* la transposie de P considkrie comme application de H dans 
IF!‘.) Alors, pour tout t >O tel que V#E W([O, co[; R’) ‘dye H, y #O, 
la loi de PX, est absolument continue par rapport a la mesure de Lebesgue 
de H. 
Nous allons utiliser un lemme d’approximation. 
LEMME 5.2. Soit S: R + x W( [0, 00 [; II?) + F (F espace euclidien) auec 
(i) S mesurable 
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Alors il existe une suite de fonction S, v&ifiant les conditions (i) et (ii) auec 
la m@me famille de constantes C, telle que 
(tl) Vt Vn fj + S,(t, 4) est C” sur W([O, t]; R’) 
(B) Vt W lim, + m SUPS, [OJ] I&(s, 4) -a 411 = 0. 
Soit 
Alors 
SUP IS”(S, 4) - m, #)I < c, sup I&U’) - $4(u)/. 
SE COJI s G u,u’ < I 
Iu’- UI < t/n 
D’autre part 3, vtrifie visiblement (i) et (ii) avec les m&mes constantes que 
S. Pour tout n, soit h, une fonction C” sur (R’)“+ ‘, positive, g support 
dans (UE (lR’)n+‘; VO<j<n luj[ < l}, telle que Ih,(u)du= 1. On pose 
Alors 
et 4 --, S&t, 4) est C” sur %?([O, t]; R’). 11 suffit done de poser 
S, = (nl(n + 1)) S,, . 
On considkre dans la suite des approximations (T, et b, de CT et b don&es 
par le lemme 5.2. On dksigne par X’ la solution de Equation correspon- 
dant B u,, et b,. 
LEMME 5.3. Vt > 0 E[ /Ix” - XII f] + 0. 
6QUATIONS STOCHASTIQUES 
En effet, pour 0 < t < T, 
ECIIX-X”Il:]<3 C: (2+~)2S,iECIlX-~113]dr 
[ 
+ 4 lo’ ECla(s, X) - o,b, XN’I ds 
’ E[ (b(s, X.) - b,(s, X.)1’] ds I 
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Or (T,(s, X.) + cr(s, X.) quand n tend vers l’inhi et 
bnb, X.)1 G CA1 + I/m T) 
et de meme pour b,. 
Le rtsultat en dkcoule par le lemme de Gronwall. 
Soit L” les fonctions construites dans IV relativement g on et b,. D’aprks 
les lemmes 4.4 et 4.1 
IL”(S, t, O)l’ ds dm(o) < t,l$ 
Dans toute la suite, on fixe t > 0. Alors, quitte g extraire une suite, on peut 
suppose que L”( ., t, .) converge faiblement dans L2( [0, t] x QR; M,,,) vers 
L( ., t, .). Posons 
Z,(o) = j’ (Lb, t, co) . CJ(S, X.(o)), t’(s) > ds. 
0 
On a 
!.I * I (Us, t, 0) ds, X.(o)), C’(s) > I ds dm(w) 0 
< s ; (EClUs, t, ~)121)“*WCl~b, X.)121)“2 It’(s)1 ds 
< 
0 
’ (HYIW, t, ~)121UC14~, X.N’l) ds 
112 
0 > 
< C,(E[(l + IIX11,)2])1’2 jj; IL@, t, co)\* dsdm(w))1i2. 
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D’autre part 
~v,mw - Z,(o) 
f = J <WY& t, 0) - us, t, 0)) . ds, x.(o)), t’(s) > dr 0 
+ J; (LYE, t, WI. (ants, x”(o) - a x.(o)), r’(s) >dr, 
b,Lc J?(w)) - 4s, X(w))1 
G SUP I~,(.% X(o)) - f-e, X(o))1 + c* IIX” - XII, (0) 
O<SiZ 
et 
bnh XII G C,(l + Il~ll,). 
Done, en utilisant le lemme 5.3 et le m$me calcul que ci-dessus, on obtient 
we 
’ lim J (L”(s, t, ~0). (a&, r(o)) - (T(s, X.(o)), t’(s)) u!s = 0 n-+cc 0 
dans L’(B; a’). 
D’autre part il existe des combinaisons convexes des L” qui convergent 
vers L dans L2 (CO, t] x a; AI,,,). Done les combinaisons correspondantes 
des V, A’; convergent vers 2, dans L’(m). 
D’oti (proposition 1.5), X, appartient A (De)’ et 
V,GCW =J; <us, cm) ae, x.(o)), r’(s) >ds. 
On remarque que L ne dipend pas de r et que 
J; MS, t> a2 I+ X(w))l’ds< C:(l + IIXII, (o)y J’ IL(~, t, o)ws 
done m-p.p. 
J ’ IL@, I, @)I’ MS, X.(w))(’ ds < + 03. 0 
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Reprenant alors les notations de I(2) on obtient 
X,ED’ et 
s, t, w) a(s, X.(o)) o*(s, X.(w)) L*(s, t, o) ds. 
Soit alors P et H comme dans l’tnonck du thtorkme et on suppose la 
propriktk indiqute. 
Soit r = dim H et identifions H A IF!’ par choix d’une base orthonormale. 
P se reprksente alors par un Gment de M,,. 
zl(PX,), (Px,)*) = Pr(x,, X7) p* 
= s ’ PL(s, t, .) a(s, X.) o*(s, X.) L*(s, t, .) P* ds. 0 
D’aprb le thtor&me 1.6, il suflit de dkmontrer que, pour presque tout o, 
T(P(X,), (PX,)*)(o) est rkgulike, soit, pour presque tout o, Vy E H, y # 0, 
5 
’ la*(s, X(o)) L*(s, t, co) P*y12 ds # 0. 
0 
Notons R(o, y) l’expression prkkdente. Pour 0 c a < t 
Ii2 
lo*@, X(o)) P*y)‘ds 
-C,(1fll~lI,(~))lP*~l ~~,i~lL(s,t,w)-l’ds) 
I/:! 
. 
D’aprtis les lemmes 4.2 et 4.4, pour tout n, 
IL”(s,t,w)-Z12ds ~C;(2+fi)~E,; 
I 
Done, par limite faible, la m&me inCgalitC vaut pour L et, par conskquent 
1 ’ 
C-l 
\ L(s, t, co) - Z12 ds 
a f--a > 
l/2 
tend vers 0 dans L’(m) quand a tend vers 0. 11 existe done B m-nigligeable 
et a,+0 tel que Vw$B V~EH 
nk & uw,Y)P22”~ 
> 
112 
d’od le rksultat. 
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