In this paper, we study the Gross-Pitaevskii system with combined nonlocal nonlinearities. First, we establish both the stable regime and the unstable regime. Then via a construction of cross minimization problem, the blow up threshold is established.
Introduction
In this paper, we are concerned with the N coupled Gross-Pitaevskii system with combined nonlocal nonlinearities in R 3 given by
where |u| 2 = N j=1 |u j | 2 , α j and β lj are real constants. System (1) plays a fundamental role in the theory of Bose-Einstein condensate [2] and also has applications in nonlinear optics [9] . In the BEC theory, it describes the Bose-Einstein condensate of several types of trapped bosons at ultralow temperature, and the solution u j denotes the quantum states of the j-th component of the condensate. The N -component condensate is a mixture of N systems of different atoms or an ensemble of atoms of one species with different spin states [2] . The interaction among components of the system is considered by the combined nonlocal nonlinear terms.
In physics, the answers to questions under what conditions, will the condensate exist for all time, or under what conditions, will the condensate become unstable to collapse are pursued strongly [3] [4] [5] 7, 11, 12, 10, 13, 15, 20, 23] .
Yi and You [22] introduced the scalar nonlocal Gross-Pitaevskii equation
to describe systems in which particles interact via short-range repulsive forces and long-range dipolar forces (see also [14] ). In [3] , Carles, Markowich and Sparber consider the Gross-Pitaevskii equation (2) for trapped dipolar quantum gases with the convolution kernel
Using the Banach fixed point theorem and the Strichartz estimates [6, 8, 21] , they obtained the existence and uniqueness result for the Cauchy problem (2) . Among other things, they obtained the stable regime, i.e., when In view of potential applications, such as the formation of condensate with the number of atoms being as large as possible, it has great interest to study the coupled Gross-Pitaevskii type systems [1, 10, 20, 24] .
Our present paper is directly motivated by [3, 12, 10, 11] . We generalize the above results to the nonlocal Gross-Pitaevskii system (1) with K(x) written as in (3) . The method we use is also similar to the papers of Shu and Zhang [16] [17] [18] [19] . We write u 0 = (u 
and
The local existence theorem for the scalar Gross-Pitaevskii equation still holds true for the GrossPitaevskii system (1). Denote U (t) = e −itH and H = − 
where
with the standard Strichartz estimates, one can get the following proposition by using the contraction mapping principle.
The first purpose of this paper is to establish the stable regime and the unstable regime for system (1) .
We make either of the following assumptions throughout our results.
. . , N , such that B N is positive semidefinite and A N is positive semidefinite.
. . , N , such that B N is positive semidefinite and C N is negative definite.
Theorem 2 (Stable regime). Assume (A) and u 0 ∈ Σ. Then the solution of system (1) is global in time.
For u ∈ Σ, we denote
then the solution of system (1) blows up in finite time.
It is natural to ask what happens for the initial data in
We can now partially answer this question by the following blow up threshold result.
System (1) admits the conservation of mass and energy, which will be used in the proof. That is the energy functional
and mass functional
are conservations under system (1), i.e.,
Let 0 < γ < 2 be a constant. Define
where G(u) = ∇u An outline of this paper is as follows. We devote Section 2 to some preparations for the main theorems. In Section 3, we will give the proofs of Theorem 2 and Theorem 3. Finally the proof of Theorem 4 is presented in Section 4.
Preliminaries
We denote by · p the L p (R 3 ) norm for 1 ≤ p ≤ ∞. Define the Fourier transform on the Schwartz space aŝ
We need the following property of the convolution kernel. [3] .) The Fourier transform of K is given bŷ
Lemma 5. (See Lemma 2.1 and Lemma 2.3 in
θ stands for the angle between ξ and the dipole axis n = (0, 0, 1). Hence,
Moreover, the linear operator
Proof. Setting ρ j = |u j | 2 , we write ρ = (ρ 1 , . . . , ρ N ) T , and ρ = (ρ 1 , . . . , ρ N ) T . According to the Plancherel formula, it follows that
Hence,
(a) Since B N is positive semidefinite and A N is positive semidefinite, by using (6), one has
(b) When B N is positive definite and C N is negative definite, we have
To understand the behavior of the solution near the blow up time, we need the following lemma. 1 (t, x) , . . . , u N (t, x)) be a solution of system (1) . Then for
Lemma 7. Let u(t, x) = (u
we have
β lj
where we have used (7) .
Here, we use I(z) to denote the imaginary part of the complex number z. We omit the proof since it is quite similar to the scalar equation case (see [3, 10] ).
Next we deal with the minimization problem (5), which will play an important role in the construction of invariant sets to (1).
Theorem 8. Assume (B). Let 0 < γ < 2 be a constant. Then the constrained minimization problem
Proof. Noticing that under assumption (B), by Lemma 6, we know that N (u) < 0. Hence,
To prove d γ > 0. We argue by contradiction. Suppose that there exists a sequence
By G(u k ) = 0, we get that
On the other hand, by the Gagliardo-Nirberg inequality and (6), we get from G(u k ) = 0 that
That is
The stable regime and the unstable regime
This section is devoted to the proofs of Theorems 2 and 3.
Proof of Theorem 2. If we can prove that ∇u(t) 2 is uniformly bounded in [0, T max ), then the theorem follows immediately, thanks to Proposition 1.
According to Lemma 6 and the conservation law (4), it follows that
The proof is complete. 2
Proof of Theorem 3. Let u(t) be the solution of (1). On the one hand, we consider the ordinary differential equation that J(t) satisfies. Using (8) and (9), we have
Solving (10), one gets
Using Lemma 6, we know N (u(t)) < 0, and then
Suppose the maximal existence time T max > π 2 . Then we consider t = π 2 . Applying (11), we obtain
On the other hand, from the assumption u 0 ∈ L − , we know that
which leads to a contradiction and hence to the result. 2
Blow up threshold
In this section, we establish the blow up threshold for system (1) .
With an obvious modification of Proposition 15 in [10] , the following result gives us the invariants sets. [10] .) Let F (u) and G(u) be two C 0 functionals on Σ and f (x, y) be a continuous function on R 2 . Suppose that
Lemma 9. (See Proposition 15 in
, then the sets
are invariant sets of (1) . Proof. For each nontrivial u ∈ Σ, we have
where μ > 0. Due to Lemma 6 and Theorem 8, we know that d γ > 0 and for all u ∈ Σ\{0}, N (u) < 0. So we can choose μ > 0 sufficiently small such that
sufficiently large, such that
That is μu ∈ K − and K − is also non-empty. Finally, we need to verify that K + and K − are invariant sets. Let F (u) = M (u) γ + E(u), f (M, E) = M γ + E. Now Lemma 9 implies the result immediately. 2
After these preliminaries, we are in a position to deal with the blow up threshold for (1).
Proof of Theorem 4. For u 0 ∈ K + , by the result of Theorem 10, we have u(t) ∈ K + , so that for all t ∈ [0, T max ). Therefore, T max = +∞. For u 0 ∈ K − , we know that u(t) ∈ K − for all t ∈ [0, T max ). From (9), J (t) ≤ 2G(u(t)) −2J(t) ≤ 2G(u(t)).
To prove the solution blows up in finite time, we only need to show that G(u(t)) ≤ 2(M (u
In actuality, for each t ∈ [0, T max ), the fact G(u(t)) < 0 yields a λ ∈ (0, 1) such that G(λu(t)) = 0, i.e.
N u(t) = − 1 3λ 2 ∇u(t) 2 2 .
Thus, M (λu(t)) γ + E(λu(t)) ≥ d γ .
Now by using (4) and (12), we obtain
