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DAS MAX-PLANCK-INSTITUT FÜR INFORMATIK: EIN ÜBERBLICK
DIE ABTEILUNGEN IM ÜBERBLICK
DIE ABTEILUNGEN
ABT . 1   ALGORITHMEN UND KOMPLEXITÄT
ABT . 3   BIOINFORMATIK UND ANGEWANDTE ALGORITHMIK
ABT . 4   COMPUTERGRAFIK
ABT . 5   DATENBANKEN UND INFORMATIONSSYSTEME
DIE FORSCHUNGSGRUPPEN
FG . 1  AUTOMATISIERUNG DER LOGIK
UFG . 1  INFORMATIK FÜR DIE GENOMFORSCHUNG UND EPIDEMIOLOGIE






























































































































Das Max-Planck-Institut für Informatik legt alle zwei Jahre einen Bericht für die 
breitere Öffentlichkeit vor. Wir wollen damit allen Wissenschaftsinteressierten
Themen, Ziele und Methoden der modernen Informatik und die Arbeiten unseres
Instituts vorstellen. Insbesondere hoffen wir, Ihnen, liebe Leser, die Faszination 
unserer Wissenschaft näher zu bringen.
Das Max-Planck-Institut für Informatik will ein Leuchtturm der Wissenschaft sein. 
Wir wirken entlang mehrerer Achsen. Erstens durch unsere wissenschaftliche Arbeit,
die wir in Publikationen und Büchern aber auch in Form von Software verbreiten.
Zweitens durch die Ausbildung von Nachwuchs, insbesondere in der Promotion und
danach. Wir produzieren künftige Vordenker und Führungskräfte für Wissenschaft 
und Wirtschaft. Drittens durch eine Leitrolle im Fach. Wir initiieren und koordinieren
große Forschungsprogramme und wir übernehmen Aufgaben in wichtigen Gremien.
Viertens als Anziehungspunkt für Talente aus dem In- und Ausland. Von den über 170
Mitarbeiterinnen und Mitarbeitern des Instituts ist etwa die Hälfte aus dem Ausland.
Fünftens durch den Transfer unserer Ergebnisse in die Wirtschaft. Dieser Transfer
geschieht in Kooperationsprojekten, durch Ausgründungen und durch Personen.
Sechstens durch den Aufbau eines Kompetenzzentrums von Weltrang in Kooperation
mit den anderen Informatikeinrichtungen am Standort (Fachbereiche Informatik und
Computerlinguistik der Universität des Saarlandes, Deutsches Forschungszentrum für
künstliche Intelligenz und Max-Planck-Institut für Softwaresysteme). Entlang jeder 
der Achsen waren wir in den letzten Jahren erfolgreich. 
Hervorheben möchten wir den Erfolg des Standorts in der Exzellenzinitiative. Die
Informatik des Standorts war in beiden Linien erfolgreich und hat das Cluster Multi-
modal Computing und Interaction und die Graduiertenschule Informatik eingeworben.
Das Institut hat zu beiden Erfolgen einen wesentlichen Beitrag geleistet. Hans-Peter
Seidel koordiniert die Arbeit des Exzellenzclusters. 
Der Bericht folgt einer einfachen Gliederung. Nach einer Übersicht über Gesamt-
institut, Abteilungen und Forschergruppen stellen wir die Forschungsschwerpunkte 
des Instituts vor. An diesen Themen werden wir auch in den nächsten beiden Jahren
weiter forschen. Im letzten Teil des Berichts finden Sie eine Auswahl von wissenschaft-
lichen Publikationen für die Jahre 2007 bis 2009 sowie Kennzahlen unseres Instituts
für diesen Zeitraum.
Ich wünsche Ihnen viel Spaß bei der Lektüre dieses Berichts.
Kurt Mehlhorn Geschäftsführender Direktor
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Computersysteme beeinflussen in steigendem Maße unser Leben. Sie bilden die Grundlage 
nicht nur für praktisch alle geschäftlichen Prozesse, sondern haben schon seit längerem auch in 
Wissenschaft und Technik und im letzten Jahrzehnt auch in beeindruckendem Maße in unseren 
Alltag und in unsere Unterhaltung dominant Einzug gehalten. Heute ist die digitale Informations-
verarbeitung aus praktisch keinem Bereich des Lebens mehr wegzudenken. Damit ist sie ein 
gesellschaftlich bestimmender Faktor. 
Zusätzlich sind Computer sowie die auf ihnen laufende Software und die aus ihnen gebildeten 
Netzwerke – allen voran das weltumspannende Internet – wohl die komplexesten Strukturen, 
die je von Menschenhand geschaffen wurden. In der Tat sind Hardware und in noch weit 
größerem Maße Software so komplex, dass sie nicht mehr in allen ihren Einzelheiten verstan-
den werden können. Das macht Computersysteme zu einem sowohl machtvollen als auch 
mysteriösen Werkzeug. Sowohl das Leistungsvermögen als auch die Geheimnisse von 
Computersystemen verlangen nach ihrer wissenschaftlichen Erforschung.





























































































































Der wissenschaftliche Umgang 
mit Computersystemen ist Grundlagen-
forschung, die jedoch in vielen Fällen 
in kurzer Zeit zu dramatischen Änderun-
gen des Alltags führt. Gerade die beiden 
letzten Jahrzehnte machen dies deutlich:
World-Wide-Web, Suchmaschinen, Kom-
pressionsverfahren für Video und Musik
und sicheres Electronic Banking mittels
kryptographischer Methoden sind weni-
ge Jahre nach ihrer Entdeckung in Uni-
versitäten und Forschungsinstituten aus
unserem Alltag nicht mehr wegzuden-
ken. 
Die Max-Planck-Gesellschaft als
führende Einrichtung der Grundlagen-
forschung in Deutschland hat diese He-
rausforderung angenommen und 1990
das Max-Planck-Institut für Informatik 
in Saarbrücken gegründet. In 2005 folgte
die Gründung des Max-Planck-Instituts
für Softwaresysteme mit den Standorten
Saarbrücken und Kaiserslautern. In eini-
gen weiteren Instituten gibt es Abteilun-
gen mit starken Informatikkomponenten.
Die Bedeutung des Gebiets würde die
Gründung weiterer Institute in der Infor-
matik oder in informatiknahen Gebieten
rechtfertigen. 
Zielsetzung
Das Max-Planck-Institut für Infor-
matik will ein Leuchtturm der Wissen-
schaft sein. Wir wirken entlang mehrerer
Achsen. 
Erstens durch unsere wissenschaft-
liche Arbeit, die wir in Publikationen und
Büchern aber auch in Form von Soft-
ware verbreiten. Zurzeit konzentrieren
sich unsere Arbeiten auf Algorithmen für
sehr große multi-modale Datenmengen.
Multi-modal steht dabei für Text, Spra-
che, Bilder, Videos, Graphen und hoch-
dimensionale Geometrie. 
Zweitens durch die Ausbildung von
Nachwuchs, insbesondere in der Promo-
tion und danach. Wir produzieren künftige
Vordenker und Führungskräfte für Wissen-
schaft und Wirtschaft. In unserem Insti-
tut arbeiten über 190 Forscher und For-
scherinnen, die im Schnitt etwa 3 Jahre
bei uns bleiben. Damit stellen wir der
Gesellschaft pro Jahr über 60 hervorra-
gend ausgebildete Nachwuchswissen-
schaftler zur Verfügung. 
Drittens durch eine Leitrolle im
Fach. Wir initiieren und koordinieren
große Forschungsprogramme und wir
übernehmen Aufgaben in wichtigen
Gremien, etwa dem Wissenschaftsrat.
Das Institut hat bei der Einwerbung des
Exzellenzclusters Multimodal Computing
und Interaction und der Graduierten-
schule Informatik durch die Universität
des Saarlandes eine wesentliche Rolle
gespielt. 
Viertens als Anziehungspunkt für
Talente aus dem In- und Ausland. Von
den Mitarbeiterinnen und Mitarbeitern
des Instituts ist etwa die Hälfte aus dem
Ausland. 
Fünftens durch den Transfer unse-
rer Ergebnisse in die Wirtschaft. Dieser
Transfer geschieht in Kooperationspro-
jekten, durch Ausgründungen und durch
Personen. Intel gründete 2009 gemein-
sam mit der Universität des Saarlandes
Saarbrücken, dem DFKI, und MPI-SWS
und MPI-INF das Intel Visual Compu-
ting Institute. Intel investiert 12 Millio-
nen US-Dollar in die neue Forschungs-
einrichtung mit Sitz auf dem Campus
der Hochschule. Im Mittelpunkt steht
die Entwicklung von zukünftigen Grafik-
und Visual Computing-Technologien.
Die Investition erfolgt über einen Zeit-
raum von fünf Jahren und ist bislang
Intels umfangreichste Kooperation mit
einer Universität in Europa.
Sechstens durch den Aufbau eines
Kompetenzzentrums von Weltrang in 
Kooperation mit den anderen Informatik-
einrichtungen am Standort (Fachberei-
che Informatik und Computerlinguistik
der Universität des Saarlandes, Deut-
sches Forschungszentrum für künstliche
Intelligenz und Max-Planck-Institut für
Softwaresysteme). 
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Historie und Institutsstruktur
Das Max-Planck-Institut für Infor-
matik wurde im Jahre 1990 gegründet.
Kurt Mehlhorn war der Gründungsdirek-
tor und leitet seitdem am Institut die Ab-
teilung „Algorithmen und Komplexität“.
Harald Ganzinger war von Anfang an mit
dabei und leitete bis zu seinem Tod im
Jahr 2004 die Abteilung „Logik der Pro-
grammierung“, Im Jahre 1999 folgte der
Aufbau einer dritten Abteilung „Computer-
grafik“ unter der Leitung von Hans-Peter
Seidel. Thomas Lengauer kam im Jahre
2001 an das Institut und leitet dort seit-
dem die Abteilung „Bioinformatik und
Angewandte Algorithmik“. Seit 2003 lei-
tet Gerhard Weikum am Institut die Ab-
teilung „Datenbanken und Informations-
systeme“. Die fünfte Abteilung ist in der
Besetzung. 
Neben den Abteilungen beherbergt
das Institut selbständig arbeitende For-
schungsgruppen. Derzeit sind die For-
schungsgruppen „Automatisierung der
Logik“, geleitet von Christoph Weiden-
bach, und „Informatik für die Genom-
forschung und Epidemiologie“, geleitet
von Alice McHardy, am Institut tätig. 
Forschungsthemen
Der zentrale Forschungsgegenstand
des Instituts ist der Algorithmus. Ein Algo-
rithmus ist eine Rechenvorschrift – eine
genaue Anweisungsfolge an den Com-
puter, wie er etwas zu berechnen hat.
Unsere Arbeitshypothese ist der schnel-
lere Fortschritt in der Informatik durch
neue Algorithmen. In den letzten Jahr-
zehnten stellte die Entwicklung immer
schnellerer Rechner einen Meilenstein
beim Fortschritt in der Computertech-
nologie dar. Allerdings wird die dadurch
erzielte Beschleunigung der Berechnun-
gen von der Zunahme an Geschwindig-
keit, Leistung und Robustheit in den
Schatten gestellt, die durch neue Algo-
rithmen erzielt wird. Um ein typisches
Beispiel zu nennen: Der Stand der Hard-
ware und Algorithmen im Jahr 1970 er-
möglichte die Berechnung einer optima-
len Reiseroute für einen Handelsreisen-
den (ein klassisches Optimierungsproblem
und anerkannter Benchmark für die Re-
chenleistung) durch 120 Städte. Die Er-
höhung der Anzahl an Städten von n auf
n+1 führt zu einem multiplikativen An-
stieg der Anzahl an möglichen Routen
um einen Faktor n. Legen wir nun also
die durch die heutige Technologie höhe-
re Hardware-Geschwindigkeit und die
Algorithmen von 1970 zugrunde, so
könnten wir lediglich optimale Routen
zwischen 135 Städten ermitteln. Es ist
der Fortschritt bei den Algorithmen, der
es heute ermöglicht, optimale Routen
zwischen Tausenden von Städten zu fin-
den. Würden wir uns hier nur auf den
Fortschritt bei der Hardware verlassen,
wäre eine solche Leistung in Hunderten
von Jahren nicht möglich.
Die Aufgabe, die von eigener Hand
erstellten Algorithmen und deren Reali-
sierung in Computerprogrammen zu ver-
stehen, ist eine wissenschaftliche und
hat zwei wichtige Aspekte. Zum Einen
die Frage ob das Programm auch das be-
rechnet was beabsichtigt war und auch
nicht „abstürzt“, „einfriert“ oder alle Res-
sourcen des Computers blockiert. Zum
Anderen die Frage, ob das Programm
auch „effizient“ ist und der beste mögli-
che Algorithmus gefunden wurde. In der
Abteilung „Algorithmen und Komplexität“
werden die Ressourcen untersucht, die
ein Algorithmus für seine Berechnung
braucht. Die wichtigsten Ressourcen
sind Rechenzeit (Wie lange muss ich auf
das Berechnungsergebnis warten?) und
Speicherplatz (Reicht mein Speicher für
meine Berechnung?). Dabei werden nicht










































































































































































































































Bedarf an Rechenzeit und Speicherplatz
minimieren und somit eine direkte hohe
praktische Relevanz haben, sondern es
werden auch die grundsätzlichen Grenzen
dieser Vorgehensweise beleuchtet: Wie-
viel Rechenzeit/Speicherplatz ist grund-
sätzlich für eine Berechnung notwendig?
Die Forschungsgruppe „Automati-
sierung der Logik“ beschäftigt sich mit
Methoden für automatische Beweis-
verfahren zum Nachweis der korrekten
Funktionalität von Computersystemen.
Die Abteilung „Computergrafik“
widmet sich dem Rechner als Instrument
zur Darstellung von Bildern und Filmen.
Sie trägt damit der Tatsache Rechnung,
dass der Computer zunehmend nicht als
Vermittler von Zahlen und Texten son-
dern vor allem von Bildern und multime-
dialen Daten in Erscheinung tritt. Auch
hier geht es um die Grundfragen: Was
ist grundsätzlich machbar? Und: Wie-
viele Ressourcen werden dafür benötigt?
Anstelle des Korrektheitsbegriffs tritt
hier der Begriff der naturgetreuen Wie-
dergabe, ein Konzept, das tiefgehende
physikalische Aspekte beinhaltet. Ferner
wird der Rechner nicht nur als Bildpro-
duzent eingesetzt, sondern er soll (mit-
hilfe geeigneter Algorithmen) auch Bil-
der „verstehen“, eine Aufgabe, die eben-
falls eine große wissenschaftliche He-
rausforderung darstellt. Die Abteilung
entwickelt auf der anwendungsnahen
Seite eine Vielzahl von Verfahren die 
zur schnellen Erstellung von besseren
Bildern und Filmen führen.
Die Abteilung „Bioinformatik und
angewandte Algorithmik“ trägt der Tat-
sache Rechnung, dass der Computer in
den letzten Jahren besonders im Bereich
der Lebenswissenschaften eine zentrale
Bedeutung erlangt hat, und hier insbe-
sondere bei der Interpretation von bio-
logischen Daten. Der Rechner ist ein 
wesentliches Instrument der modernen
Biologie und Medizin. Das Verständnis
biologischer Vorgänge auf molekularer
Ebene ist ohne den Rechner nicht mög-
lich, zum einen, weil es in der modernen
Biologie immense Datenmengen zu ver-
arbeiten gilt und zum anderen, weil die
Komplexität der biochemischen Inter-
aktionen in einem lebenden Organismus
das Studium dieser Kreisläufe ohne Zu-
hilfenahme des Rechners aussichtslos
macht. Bioinformatische Methoden sind
somit ein Grundbestandteil für die mo-
derne Forschung zur Diagnose und The-
rapie von Krankheiten.
Die unabhängige Forschungsgruppe
für „Informatik für die Genomforschung
und Epidemiologie“ entwickelt unter der
Leitung von Dr. Alice McHardy neue
Methoden für die Analyse genomischer
Sequenzen für Fragestellungen von
medizinischer und biotechnologischer
Relevanz.
Die Abteilung „Datenbanken und
Informationssysteme“ schließlich widmet
sich besonders der Thematik der Vertei-
lung, Organisation und Suche von Daten
in großen Computernetzen wie dem In-
ternet. Dabei stehen Aspekte der effekti-
ven Suche nach Information in Netzen
(Suchmaschinen wie Google sind ent-
sprechende Instrumente), der Ausfall-
sicherheit von Methoden im Falle, dass
Teile des Netzes nicht zugänglich sind,
sowie der effektiven Verteilung von Re-
chenaufgaben auf im Netz zur Verfü-
gung stehende Rechenleistung (z.B. in
Peer-to-Peer-Systemen) im Vordergrund.
Der praktische Nutzen dieser Forschung
drängt sich auf: Wer hat sich nicht schon
einmal gewünscht, mit graphischer statt
textueller Information nach Bildern su-
chen zu können oder selbst bei schwie-
rigen Anfragen von der Suchmaschine
auch tatsächlich die relevanten Hits als
erste präsentiert zu bekommen?  
Exzellenzcluster Multimodal Computing
and Interaction
Das Institut spielt eine wichtige
Rolle im Exzellenzcluster Multimodal
Computing und Interaction. Alle vier
Direktoren des Instituts gehören zu 
den 13 PIs (Principal Investigators) des
Clusters und Hans-Peter Seidel koordi-
niert die Arbeit des Clusters. Wir zitie-
ren die Zusammenfassung des Antrags. 
Die letzten drei Jahrzehnte haben
dramatische Veränderungen unserer Le-
bens- und Arbeitsumstände mit sich ge-
bracht, die gemeinhin als Aufbruch in die
Informationsgesellschaft beschrieben wer-
den. Technologische Grundlage dieser
Umwälzungen sind moderne Computer,
die Daten kompakter, billiger und schnel-
ler speichern, verarbeiten und übertragen
als je zuvor. Diese Kombination gestiege-
ner Leistungsfähigkeit und fallender
Preise für Informations- und Kommuni-
kationstechnologie ist beispiellos.
Vor fünf bis zehn Jahren machte
Text den Großteil der Inhalte im Web
und in anderen Informationssystemen
aus. Die starke Verbreitung von Multi-
media-Geräten und die verbesserte Me-
dienunterstützung moderner Computer
haben diese Beschränkung in den letzten
Jahren beseitigt. Digitale Inhalte erschei-
nen heute in einer Vielzahl von Modali-
täten wie Sprache, Bilder, Filme, 3D-Mo-
dellen und strukturierten Datensamm-
lungen. Diese Vielfalt wird mit der wei-
teren Verbreitung drahtloser Kommuni-
kation und moderner Ad-hoc-Sensor-
netze noch weiter zunehmen. Durch das
Internet und das Angebot von digitalen
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heute nahezu überall verfügbar. Die He-
rausforderung besteht nicht länger darin,
Informationen zu übermitteln, sondern
sie in allen ihren Formen effizient, in-
telligent und robust zu durchsuchen, 
zu verstehen und zu organisieren, und
Systeme zu schaffen, mit denen das auf
natürliche und intuitive Art möglich ist.
Das Exzellenzcluster Multimodal
Computing and Interaction stellt sich die-
sen Herausforderungen. Dabei bezieht
sich der Begriff „multimodal“ auf die
menschlichen Sinne (besonders Sehen
und Hören), die Vielfalt menschlicher
Ausdrucksformen und die unterschied-
lichen Typen digitaler Daten (wie Text,
Sprache, Bilder, Filme, 3D-Modelle).
Das Cluster gliedert sich in neun For-
schungsbereiche. Vier davon (Text and
Speech Processing, Visual Computing,
Algorithmic Foundations, Secure Auto-
nomous Networked Systems) sind grund-
lagenorientiert. Die anderen fünf (Open
Science Web, Information Processing 
in the Life Sciences, Large-Scale Virtual
Environments, Synthetic Virtual Charac-
ters, Multimodal Dialogue Systems) ori-
entieren sich an den Anwendungen.
Das vorgeschlagene Forschungspro-
gramm baut auf bestehenden Stärken auf.
Die führenden deutschen Fachbereiche
für Informatik (UdS-CS) sowie für Com-
puterlinguistik und Phonetik (UdS-CL)
der Universität des Saarlandes (UdS) 
tragen diesen Antrag gemeinsam mit
dem Max-Planck-Institut für Informatik
(MPI-INF), dem Deutschen Forschungs-
zentrum für Künstliche Intelligenz (DFKI)
und dem neu gegründeten Max-Planck-
Institut für Softwaresysteme (MPI-SWS).
Alle Partner geben ihm höchste Priorität.
Die maßgeblich beteiligten Wissenschaft-
ler sind weltweit führend in den zentra-
len Forschungsbereichen des Clusters.
Sowohl die Universität als auch die saar-
ländische Landesregierung haben ihre
uneingeschränkte Unterstützung für das
Cluster zugesagt.
Diese enge Kooperation und Inte-
gration ist ein Garant für die national
und international herausragende Stellung
des Clusters. Darüberhinaus stellt es eine
Zielvorgabe für alle beteiligten Gruppen
und Institutionen dar und fokussiert 
ihre jeweiligen Forschungsprogramme.
Obwohl einzelne Gruppen bereits lang-
jährig underfolgreich zusammenarbeiten,
ist dies das erste Mal, dass führende
Forscher von allen teilnehmenden Insti-
tutionen ein gemeinsames Forschungs-
programm vorlegen.
Ein besonderes Ziel des Clusters
ist die Qualifikation und Förderung des
wissenschaftlichen Nachwuchses. Auf
dem Gebiet des Clusters nimmt Saar-
brücken hier schon lange eine führende
Rolle ein und hat sich über die Jahre den
Ruf einer „Kaderschmiede“ für junge 
Wissenschaftler erworben. So soll auch
jetzt der überwiegende Teil der finanziel-
len Mittel für die Einrichtung von Nach-
wuchsgruppen eingesetzt werden. Dabei
wird die Hälfte aller Gruppenleiter von
der Universität und den teilnehmenden
Instituten finanziert. Diese Finanzierung
ist dauerhaft über die Laufzeit des Clus-
ters hinaus gesichert. Eine neue Professur
für Image, Video and Multimedia Systems
mit einer Ausrichtung ähnlich der des
Instituts von Prof. Girod in Electrical
Engineering an der Stanford University
soll anfänglich aus dem Cluster finanziert
und anschließend von der Universität
dauerhaft übernommen werden. Alle In-
stitute haben offene Stellen in Leitungs-
positionen, die sie im Forschungsbereich
des Clusters besetzen werden.
Die Förderung junger Wissenschaft-










































































































































































































































fristigen Finanzierung der entstehenden
Forschungsstrukturen verstärkt die be-
reits bestehende Exzellenz des Standorts
Saarbrücken und etabliert ihn als inter-
national führendes Zentrum für Informa-
tik und Sprachtechnologie.
Publikationen und Software
Wir verbreiten unsere wissenschaft-
lichen Ergebnisse durch Vorträge, Pub-
likationen, in Form von Software und
durch Webservices. Unsere Publikationen
erscheinen auf den besten Tagungen und
in den besten Zeitschriften des Gebiets.
Die meisten Publikationen sind auch im
Repositorium des Instituts frei zugäng-
lich. Einen Teil unserer Ergebnisse stel-
len wir auch in Form von Software oder
als Webservice zur Verfügung. Bespiele
sind CGAL (Computational Geometry
Algorithms Library) bzw. der Webservice
Geno2pheno zur Beratung bei der HIV
Therapie. Veröffentlichungen in Form
von Software und Webdiensten machen
unsere Ergebnisse direkter und für einen
weiteren Kreis von Nutzern zugänglich
als klassische Publikationen. 
Nachwuchsförderung
Ein weiteres Ziel des Instituts ist
die Schaffung eines stimulierenden 
Klimas für Nachwuchsforscher, damit 
diese die Möglichkeit haben, ihre eige-
nen Ideen zu entwickeln und eigene
Gruppen aufzubauen. Das Max-Planck-
Institut für Informatik betreibt ein akti-
ves Förderprogramm für Doktoranden
und Postdoktoranden. Dieses beginnt bis
zur Promotion mit dem Doktorandenpro-
gramm der „International Max Planck
Research School for Computer Science“
(IMPRS-CS) und erlaubt nach der Pro-
motion über internationale Kooperations-
abkommen wie dem „Max Planck Center
for Visual Computing“ im Bereich der
Computergrafik und die Beteiligung an
internationalen Forschungsprojekten den
Austausch mit Spitzeninstitutionen in
der ganzen Welt. Wir ermutigen damit
unsere Nachwuchsforscher, ihre eigenen
Forschungsprogramme zu etablieren und
zu anderen Einrichtungen zu wechseln.
Seit Gründung des Instituts gingen zahl-
reiche Forscher vom Saarbrücker Max-
Planck-Institut für Informatik zu ande-
ren Forschungseinrichtungen und viele
von ihnen nahmen eine Professur an.
Gliederung des Berichts
Nach einer Kurzvorstellung der
Abteilungen und Forschungsgruppen 
des Instituts gibt dieser Bericht einen
Überblick über die Institutsarbeit, der
nach Themenbereichen gegliedert ist.
Der Bericht endet mit der Vorstellung
der IMPRS-CS, einer Darstellung des
Instituts in Zahlen, infrastruktureller
Aspekte des Instituts sowie der tabel-
larischen Auflistung von Kooperationen
und Publikationen. Wir wünschen Ihnen
viel Freude bei der Lektüre und sind
gerne bereit, weiterführende Fragen zu
beantworten. Ansprechpartner werden


































































































































































































































































































































































































S O F T W A R E14
Die Arbeitsgruppe existiert seit Gründung des Instituts und umfasst derzeit etwa 35 Mitarbeiter 
und Doktoranden. Unsere Ziele sind:
•  herausragende Grundlagenforschung im Bereich Algorithmen,
•  Umsetzung unserer Grundlagenarbeiten in Demonstratoren und allgemein nützliche 
Softwarebibliotheken, 
•  Förderung des wissenschaftlichen Nachwuchses in einer stimulierenden Arbeitsgruppe.
Wir sind in allen drei Aspekten erfolgreich und wirken durch Veröffentlichungen, Software 
und Personen. Wir publizieren reichlich in den besten Zeitschriften, wir präsentieren unsere 
Ergebnisse auf den großen internationalen Tagungen des Gebiets, unsere Softwarebibliotheken
LEDA und CGAL werden weltweit genutzt, die CompleteSearch Suchmaschine bietet neuartige 
Möglichkeiten für die effiziente und intelligente Suche in großen Datenmengen. Viele ehemalige
Mitglieder der Gruppe haben gehobene Stellen in Forschung und Industrie im In- und Ausland.
ABT . 1
K O N T A K T
Algorithmen und Komplexität
Sekretariat 
Ingrid Finkler-Paul | Christina Fries
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Algorithmen sind das Herz aller
Softwaresysteme. Wir bearbeiten den
Entwurf und die Analyse von Algorith-
men in vielen Facetten: kombinatorische,
geometrische und algebraische Algorith-
men, Datenstrukturen und Suchverfah-
ren, verschiedenste Rechnermodelle
(sequentiell, parallel, verteilt, flacher
Speicher oder Speicherhierarchie), ex-
akte und approximative Lösungen, pro-
blem-spezifische Methoden und allge-
meine Heuristiken, deterministische 
und randomisierte Lösungen, obere und
untere Schranken, Analyse im schlech-
testen Fall und im Mittel. Dabei geht es
um die Entwicklung effizienter Algorith-
men sowohl für Modellprobleme, d.h.,
die abstrahierte Version von Anwendungs-
problemen, als auch für konkrete Anwen-
dungen, z.B. die intelligente Suche in
einer großen Literaturdatenbank. Einen
Teil unserer theoretischen Einsichten
setzen wir um in Software-Demonstra-
toren und Softwarebibliotheken.
Herausragende theoretische Ergeb-
nisse der letzten beiden Jahre sind neue
Algorithmen zur Lösung verschiedener
Probleme auf algebraischen Flächen, 
zur approximativen Lösung von zweidi-
mensionalen Packungsproblemen, zum
Berechnen von gleichmäßig verteilten
Punktmengen oder zum Verbreiten von
Nachrichten in Netzwerken. Grundle-
gendes Verständnis für viele algorithmi-
sche Fragestellungen liefern unsere jüng-
sten Analysen von zufälligen planaren
Graphen, eine neue Konstruktion von 
so genannten Epsilonnetzen oder die
neuartige Analyse der „least-recently-
used“-Heuristic. 
Herausragende praktische Ergebnis-
se der letzten beiden Jahre sind unsere
Beiträge zur Softwarebibliothek CGAL,
die die Behandlung auch von nicht-line-
aren Objekten ermöglichen, die Com-
pleteSearch Suchmaschine und ihre An-
wendung in einer der wichtigsten Litera-
turdatenbanken in der Informatik, sowie
Algorithmen zur Ansteuerung von OLED-
Displays, die die Leuchtdioden einer ge-
ringeren Belastung aussetzen und so de-
ren Lebensdauer erhöhen. 
Unsere theoretischen und prakti-
schen Arbeiten befruchten sich gegen-
seitig. Unsere theoretischen Arbeiten
sind die Grundlage für die Demonstra-
toren und Bibliotheken. So beruht die
CompleteSearch Engine etwa auf einer
neuen Indexstruktur, die mächtiger ist
als bekannte Strukturen, aber dennoch
nicht mehr Platz benötigt. Die Algorith-
men in CGAL nutzen ein tiefes theoreti-
sches Verständnis von algebraischen Kur-
ven und Flächen. Um die Algorithmen
zur OLED-Ansteuerung einfach genug
für eine Implementierung in einem Chip
(wie unlängst geschehen) zu gestalten,
war es nötig, auf Standardmethoden wie
lineare Programmierung zu verzichten
und stattdessen selbstentwickelte kombi-
natorische Algorithmen zu verwenden. 
Die Kombination von theoretischer
und experimenteller Forschung in der
Algorithmik hat sich inzwischen breiter
durchgesetzt. Die DFG unterstützt diese
Forschungsrichtung in ihrem Schwer-
punktprogramm Algorithm Engineering.
Die Gruppe ist in mehrere interna-
tionale Projekte eingebunden: das euro-
päische Projekt ACS (Algorithms for
Complex Shapes) und das GIF-Projekt
Graphenalgorithmen (mit der Universität
Tel Aviv). In Deutschland nehmen wir an
dem Schwerpunktprogramm Algorithm
Engineering mit drei Teilprojekten teil
und sind Teil des Transregio-Sonderfor-
schungsbereiches AVACS (Automatic
Verification and Analysis of Complex
Systems).
Die Förderung des wissenschaftli-
chen Nachwuchses ist ein integraler Be-
standteil unserer Arbeit. Wir halten Vor-
lesungen an der Universität des Saarlan-
des, die sich an Studierende, aber auch
unsere Doktoranden richten. Zu unserem
Ausbildungskonzept gehört auch, dass
wir unsere Doktoranden nach erfolgrei-
cher Promotion erst nach einem minde-
stens einjährigen Aufenthalt an einer
Forschungseinrichtung im Ausland wei-
terbeschäftigen. Die Gesamtheit dieser
Maßnahmen hat dazu geführt, dass die
Mitglieder der Arbeitsgruppe nach ihrer
Tätigkeit am Max-Planck-Institut für
Informatik bestens ausgerüstet auf sehr
attraktive Positionen in der Industrie, und
das nicht beschränkt auf die Forschung,
wechseln oder ihre wissenschaftliche
Karriere an führenden Universitäten

































































































































































S O F T W A R E16
Diese Abteilung existiert seit Oktober 2001 und wird von Prof. Dr. Thomas Lengauer, Ph.D. 
geleitet. Die Abteilung hat etwa 25 Wissenschaftler. Sie forscht derzeit ausschließlich im 
Bereich der Bioinformatik.
ABT . 3
K O N T A K T
Bioinformatik und Angewandte Algorithmik
Sekretariat 
Ruth Schneppen-Christmann
Telefon +49 681 9325-300
Email ruth mpi-inf.mpg.de
Bioinformatik und Angewandte Algorithmik
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Die Abteilung forscht vornehmlich
an Themen, die im engeren oder weite-
ren Sinne für die Diagnose und Therapie
von Krankheiten von Belang sind. Auf
molekularer Ebene können Krankheits-
prozesse auf Anomalien in der „bioche-
mischen Verschaltung“ eines Organismus
zurückgeführt werden. Die Bausteine
solcher biochemischer Netzwerke sind
in der Regel Proteine, die aneinander, an
Nukleinsäuren oder an kleine organische
Moleküle binden und auf diese Weise
chemische Reaktionen katalysieren, das
Ablesen von Genen steuern oder Signale
innerhalb und zwischen Zellen weiterlei-
ten. Die Aufklärung dieser Funktionswei-
sen erfordert die Bestimmung der dreidi-
mensionalen Strukturen der beteiligten
Proteine, die Analyse von Beziehungen
zwischen Proteinstruktur und Protein-
funktion („Struktur-Funktionsbeziehun-
gen von Proteinen“, Seite 28), die Model-
lierung von Bindungsereignissen zwischen
Biomolekülen, sowie die Analyse von kom-
plexen Wechselwirkungs-Netzwerken
zwischen Proteinen („Analyse menschli-
cher Proteinnetzwerke“, Seite 29).  
Die Methoden werden darüber 
hinaus in konkreten Fallbeispielen auf
Infektionskrankheiten wie AIDS und 
auf andere Krankheiten wie Krebs, 
neurodegenerative und immunologische
Krankheiten angewandt. Während bei
Krebs die Früherkennung anhand gene-
tischer und so genannter epigenetischer
Veränderungen im Vordergrund steht
(„Die genetische Grundlage von Krebs-
leiden“, Seite 32, „Biomedizin 2.0 – Krebs-
diagnostik mit dem Computer“, Seite 33),
liegt der Fokus bei anderen Krankheiten
auf der Identifizierung und Charakterisie-
rung krankheitsinduzierender Proteine
(„Funktionsanalyse medizinisch relevanter
Proteine“, Seite 30). Bei der Suche nach
optimierten Therapien für Infektions-
krankheiten spielt AIDS eine herausra-
gende Rolle. Für diese Krankheit gehen
wir am Max-Planck-Institut für Informa-
tik sogar noch einen Schritt weiter und
analysieren Resistenzen des HI-Virus
gegen verabreichte Wirkstofftherapien
(„Analyse von HIV-Resistenzen“, Seite 31)
sowie andere wichtige virale Vorausset-
zungen für einen auf den Patienten be-
zogenen effektiven Medikamentenein-
satz („Korezeptorvorhersage bei HIV“,
Seite 34).
Ein Großteil der Methodenentwick-
lung in der Abteilung führt zu Software-
systemen, die weltweit von zahlreichen
akademischen und oft auch industriellen
Nutzern angewandt werden. Beispiele
hierfür, über die in diesem Band berich-
tet wird, gibt es im Bereich der Epige-
netik („Biomedizin 2.0 – Krebsdiagnostik
mit dem Computer“, Seite 33), der Analyse
von Proteinfunktion („Struktur-Funktions-
beziehungen von Proteinen“, Seite 28) und
Proteinwechselwirkungsnetzen („Analyse
menschlicher Proteinnetzwerke“, Seite 29)
sowie der Optimierung von AIDS The-
rapien („Analyse von HIV Resistenzen“,
Seite 31, „Korezeptorvorhersage bei HIV“,
Seite 34).
Die Abteilung ist einer der tra-
genden Säulen des Zentrums für Bio-
informatik Saar, einer wissenschaftli-
chen Einrichtung an der Universität des
Saarlandes, die Lehre und Forschung 
im Bereich der Bioinformatik zum Ge-
genstand hat. Die Abteilung ist Mit-
glied des Europäischen Konsortiums
„Euresist“, der Klinischen Forscher-
gruppe 129, der Deutschen Forschungs-
gemeinschaft zur Aufklärung der Funk-
tion des Erregers HCV der Hepatitis C,
sowie des vom Bundesforschungsminis-

































































































































































S O F T W A R E18
Die Arbeitsgruppe Computergrafik wurde 1999 gegründet und umfasst derzeit knapp 40 Wissen-
schaftler.  Ein wichtiges Charakteristikum der Arbeiten ist die durchgängige Betrachtung der 
gesamten Verarbeitungskette von der Datenakquisition über die Modellierung bis zur Bild-
synthese (3D-Bildanalyse und -synthese). Typisch für das Gebiet ist das Zusammentreffen sehr 
großer Datensätze mit der Forderung nach schneller, wenn möglich interaktiver, Darstellung.
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Computer werden heute vielfach
dazu benutzt, um Ausschnitte der realen
oder einer virtuellen Welt auf dem Rech-
ner nachzubilden, zu simulieren und dar-
zustellen. Aufgrund der Bedeutung visu-
eller Information für den Menschen hat
sich die Computergrafik deshalb im ver-
gangenen Jahrzehnt zu einer Schlüssel-
technologie der modernen Informations-
und Kommunikationsgesellschaft ent-
wickelt, deren zukünftiges Anwendungs-
potential durch Schlagworte wie Multi-
media, digitales Fernsehen, Telekommu-
nikation, virtuelle Realität oder 3D-Inter-
net lediglich angedeutet ist. Typisch für
das Gebiet ist das Zusammentreffen sehr
großer Datensätze mit der Forderung
nach schneller (wenn möglich interakti-
ver) visueller Darstellung der Ergebnisse
mit hoher Bildqualität. Außerdem soll
der Benutzer in die Lage versetzt wer-
den, auf möglichst intuitive Art und Wei-
se mit seiner Umgebung zu interagieren.
Hierbei werden verteilte Anwendungen
immer wichtiger.
Die genannten Herausforderungen
erfordern auch in wissenschaftlicher Hin-
sicht neue Ansätze. Ein wichtiges Cha-
rakteristikum der Arbeitsgruppe ist des-
halb die durchgängige Betrachtung der
gesamten Verarbeitungskette von der
Datenakquisition über die Modellierung
(Erzeugung einer geeigneten rechnerin-
ternen Szenebeschreibung) bis zur Bild-
synthese (Erzeugung von beliebigen An-
sichten). Diese integrierte Sichtweise ist 
notwendig, um die Leistungsfähigkeit
moderner Hardware sowohl bei der Ein-
gabe (bildgebende Verfahren) wie auch
bei der Ausgabe (Grafikhardware) ad-
äquat auszunutzen. Inzwischen wurde
für diese integrierte Sichtweise der Be-
griff der 3D-Bildanalyse und -synthese
geprägt. Als zentrale wissenschaftliche
Herausforderungen ergeben sich hieraus
insbesondere die Entwicklung geeigneter
Modellierungswerkzeuge zur effizienten
Handhabung und Weiterverarbeitung 
der Datenflut auf der Eingabeseite sowie
die Entwicklung neuer Algorithmen zur
schnellen und dabei qualitativ hochwer-
tigen Darstellung unter enger Verzahnung
mit den Möglichkeiten und Perspektiven
moderner Grafikhardware auf der Aus-
gabeseite.
Die wissenschaftlichen Aktivitäten
der Arbeitsgruppe Computergrafik sind
in eine Reihe von Projektaktivitäten auf
nationaler, europäischer und internatio-
naler Ebene eingebettet. 
Von besonderer Bedeutung ist das
von der Max-Planck-Gesellschaft und
Stanford University mit Unterstützung
des BMBF im Oktober 2003 gemeinsam
eingerichtete „Max Planck Center for
Visual Computing and Communication“.
Ziel dieses Brückenschlags zwischen den
beiden herausragenden Standorten in
Deutschland und in den USA ist es, die
Forschungsanstrengungen auf diesem
Schlüsselgebiet der modernen Informa-
tions- und Kommunikationstechnologie
zu stärken und zu bündeln, und durch
die Etablierung neuer Austauschmecha-
nismen mit attraktiven Rückkehrmög-
lichkeiten einen wesentlichen Beitrag
zur Herausbildung und Rückgewinnung
hervorragender Nachwuchswissenschaft-
ler zu leisten. Die gemeinsame Leitung
des Zentrums liegt in den Händen von
Professor Bernd Girod (Stanford Univer-
sity) und Professor Hans-Peter Seidel
(Max-Planck-Institut für Informatik). 
Außerdem ist die Gruppe maßgeb-
lich in die Aktivitäten des Exzellenz-
clusters „Multimodal Computing and
Interaction“ eingebunden. Der Exzellenz-
cluster wurde im Jahr 2007 im Rahmen
der Exzellenzinitiative des Bundes und
der Länder neu eingerichtet. Wissen-
schaftlicher Koordinator des Exzellenz-
clusters ist Prof. Hans-Peter Seidel. 
Eine weitere wichtige Entwicklung
ist die Gründung des „Intel Visual Com-
puting Institute“ im Mai des Jahres 2009.
Das neue Forschungsinstitut ist auf dem
Campus angesiedelt und wird gemeinsam
von Intel, der Universität des Saarlandes,
dem DFKI, dem Max-Planck-Institut für
Informatik und dem Max-Planck-Institut
für Softwaresysteme getragen. Im Gover-
nance Board des Instituts ist die Max-
Planck-Gesellschaft durch Prof. Seidel
vertreten.
Während der vergangenen zehn
Jahre haben mehr als 20 ehemalige Nach-
wuchswissenschaftler der Gruppe Rufe
auf Professuren im In- und Ausland er-
halten. Die Gruppe hat eine Reihe von
Preisen angezogen, darunter neben Nach-
wuchspreisen für die Wissenschaftler


































































































































































S O F T W A R E20
Die von Gerhard Weikum geleitete Abteilung forscht in fünf Themenfeldern:
1. Wissenserschließung im Web mit statistisch und logisch basierten Methoden der 
automatischen Faktenextraktion aus Internet-Quellen wie Wikipedia
2. Text-Mining zur automatischen Klassifikation von Dokumenten und zur Identifikation 
interessanter Muster in großen Textkorpora, insbesondere in Text- und Web-Archiven 
über lange Zeitskalen
3. Ranking- und Inferenz-Verfahren für Anfragen, bei denen nur die Top-k-Antworten 
wichtig sind, und für den Umgang mit unsicheren Daten (z.B. für automatisch aus Texten 
extrahierte Relationen)
4. Anfrageverarbeitung und Optimierung von Ausführungsplänen für die effiziente Suche 
auf strukturierten und semistrukturierten Daten (z.B. im XML- oder RDF-Format)
5. Analyse von verteilten Daten, insbesondere in skalierbaren Peer-to-Peer-Systemen, 
und von Online-Communities, bespielsweise in sozialen Netzen und Web 2.0-Medien.
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Ein zentrales Leitthema in den wis-
senschaftlichen Arbeiten der Abteilung
ist die automatische Erschließung um-
fassender Wissensbasen aus Informations-
quellen im World Wide Web sowie das
Entdecken, Verfolgen und Analysieren
von Mustern und individuellen Entitäten
(Personen, Organisationen, usw.) und
deren Querbeziehungen in dynamischen
Web-Quellen. Im YAGO-NAGA-Projekt
wurde mittels Faktenextraktion aus Wiki-
pedia und Integration mit der WordNet-
Taxonomie eine sehr große Wissenskol-
lektion namens YAGO (Yet Another Great
Ontology) erstellt. Für die Exploration
und intelligente Suche auf YAGO wurde
eine neuartige Suchmaschine namens
NAGA (Not Another Google Answer) ent-
wickelt. Beide beruhen auf dem Semantic-
Web-Datenmodell RDF (Resource De-
scription Framework), und die Gruppe hat
eine der schnellsten RDF-Suchmaschinen
entwickelt, genannt RDF-3X (RDF Triple
Express). Eine Vielzahl weiterer Projekte,
etwa zur Erschließung multilingualer In-
formation, zur systematischen Sammlung
multimodaler Daten (z.B. Photos von Per-
sonen), zur Analyse der zeitlichen Verän-
derungen im Wissen oder zur Deduktion
neuer Zusammenhänge auf der Grund-
lage von wahrscheinlichem, aber nicht
hundertprozentig sicherem Wissen, sind
um den YAGO-NAGA-Kern gruppiert
und miteinander verzahnt. 
Die Vision, die diese Arbeiten
treibt, ist das langfristig erwartete
Zusammenwachsen des Semantic Web
mit formalen Ontologien und logikorien-
tierter Suche und Inferenz, des Social
Web (Web 2.0) mit seiner latenten
„Wisdom of the Crowds“, und des de facto
vorherrschenden Statistical Web, bei dem
die Faktenextraktion aus natürlichspra-
chigen Texten statistische Lernverfahren
benötigt und Suchmaschinen inhärent
probabilistisch arbeiten. Das Web könnte
damit die Grundlagen einer allumfassen-
den Wissensbasis werden, die das gesamte
Wissen der Menschheit – von vollständi-
gen Enzyklopädien bis zu aktuellen Nach-
richten – in formal strukturierter, maschi-
nenlesbarer und damit für Programme
und Web-Dienste leicht zu verarbeiten-
der Form enthält. Der Nutzen einer sol-
chen Wissensbasis wäre enorm. 
Die Gruppe ist weltweit führend in
ihrer Methodik der geschickten Verknüp-
fung von logikbasierten Algorithmen für
strukturierte Datensätze und statistisch
basierten Verfahren für unstrukturierte
Textdaten. Erstere fallen in das Gebiet
der Datenbanksysteme (DB) und Daten-
analytik, letztere in den Bereich von In-
formation-Retrieval (IR) und Suchma-
schinen. Historisch sind diese beiden
Richtungen getrennt gewesen; ihre Ver-
bindung wird aber bei mehr und mehr
gemischten Datenformen immer wich-
tiger für digitale Bibliotheken, soziale
Online-Communities, e-Science-Verbün-
de und nicht zuletzt in Unternehmen
und im Web selbst. In diesem – oft als
DB-IR-Integration bezeichneten – aktu-
ellen Forschungsgebiet gehört die
Gruppe zu den Trendsettern.
Die Methodik umfasst das gesamte
Spektrum von der Theoriebildung bis zum
praktischen Einsatz neuer Konzepte in
realen Anwendungen und Experimenten.
Viele der in der Gruppe entwickelten
Prototypsysteme sind als Open-Source-
Software öffentlich verfügbar und wer-
den weltweit von anderen Forschungs-
gruppen genutzt. Dazu gehören insbe-
sondere:
1. das Peer-to-Peer-System Minerva, das 
im EU-Projekt SAPIR zur Suche auf 
audiovisuellen Inhalten verwendet 
wird,
2. die XML-Suchmaschine TopX, die 
über mehrere Jahre Spitzenplätze in 
der INEX-Benchmarking-Reihe erzielt 
hat und derzeit als Referenzsystem 
für den INEX-Wettbewerb auf einem 
semantisch annotierten Wikipedia-
Korpus dient,
3. die RDF-Suchmaschine RDF-3X, mit 
der Semantic-Web-Daten und andere 
graphstrukturierte Daten sehr effizient
nach komplexen Mustern durchsucht 
werden können, und
4. die Softwarewerkzeuge, die zur auto-
matischen Erstellung und Pflege der
YAGO-Wissensbasis dienen, sowie 
die Wissenskollektion YAGO selbst.
Die Abteilung ist an einer Reihe
von Drittmittelprojekten beteiligt, ins-
besondere an den aktuellen EU-For-
schungsprojekten „Living Web Archives“
und „Living Knowledge“ sowie am 
DFG-Excellence-Cluster „Multimodal
Computing and Interaction“. Mehrere
Mitarbeiter haben nationale und inter-
nationale Dissertationspreise gewonnen.
Die wissenschaftlichen Leistungen des
Abteilungsleiters, Gerhard Weikum, 
wurden durch seine Ernennung zum














































































































































































































































22 D I E  F O R S C H U N G S G R U P P E N   
Damit die Informationstechnologie auch in Zukunft weiter
Innovation vorantreiben kann, müssen ihre Produkte (komplexe
Systeme, Hardware, Software) noch robuster und qualitativ hoch-
wertiger werden. Sonst sind Anwendungsszenarien, bei denen
z.B. Fahrzeuge selbsttätig Bremsmanöver koordinieren, um eine
Kollision zu vermeiden, nicht zufriedenstellend realisierbar. 
Ein Beitrag zu robusten und qualitativ hochwertigen Sys-
temen (Software und Hardware) der Informationstechnologie
ist die Unterstützung ihres Lebenszyklus (Spezifikation, Pro-
grammierung, Testen, Wartung) durch die Formalisierung in
geeigneten Logiken. Das sind Sprachen mit einer exakten Be-
deutung mit deren Hilfe sich die Systeme beschreiben und
dann deren Eigenschaften möglichst automatisch nachweisen
lassen. Das hört sich utopisch an, ist aber im Kleinen heute in
der Software- und Hardwareentwicklung schon lange Realität.
So ist es heute Standard, dass Compiler Programme automa-
tisch überprüfen und Programmierfehler wie die Verletzung von
Werteschranken in Programmen finden. Dabei ist es egal ob
das Programm die Beschreibung eines Hardwarelayouts dar-
stellt oder von dem Prozessor in unserem PC ausgeführt wird.
Abhängig vom Risikopotential des untersuchten Systems
(der Software oder Hardware) fordert die Praxis das ganze
Spektrum von vollständig mathematisch exakt verifizierten
bis hin zu getesteten Systemen. Wir beschäftigen uns mit der
mathematisch exakten Analyse von Systemen auf der Basis von
Logik. Um hier mit den immer komplexeren Systemen Schritt
zu halten, müssen die heute verwendeten formalen Analyse-
verfahren ihre Produktivität steigern. Das ist das Ziel unserer
Forschungsgruppe „Automatisierung der Logik“. :::
Die unabhängige Forschungsgruppe Automatisierung der Logik
unter der Leitung von Prof. Dr. Christoph Weidenbach beschäftigt 
sich mit der kompletten Pipeline von der Erforschung neuer Logiken, 
bis hin zum automatischen Rechnen in Formeln dieser Logiken.
Im Bereich der Metagenomik arbeitet die Gruppe an
Verfahren für die Zuordnung genomischer Sequenzfragmente
einer mikrobiellen Gemeinschaft zu den sich in der Gemein-
schaft befindlichen Organismen. Durch die Analyse mikro-
bieller Gemeinschaften aus Umgebungen wie dem Magen 
von Termiten oder dem menschlichen Darm erhofft man neue
Einblicke in die Welt der unkultivierbaren Mikroorganismen
zu gewinnen. Weiterhin arbeitet die Gruppe an Verfahren zur
Funktionszuordnung von Metagenom-Genen mit bisher un-
bekannter Aufgabe. Hierdurch sollen gezielt Kandidaten für
eine detaillierte experimentelle Charakterisierung vorgeschla-
gen werden können, um so eine Identifizierung von neuen
Proteinen mit landwirtschaftlichem, biotechnologischem oder
medizinischem Nutzen zu ermöglichen. 
Im Bereich der Genomik entwickelt die Gruppe Verfah-
ren zur Inferenz von Genotyp-Phänotyp Beziehungen basierend
auf evolutionären Mustern in den Genomsequenzen viraler,
mikrobieller und menschlicher Populationen. Diese ermögli-
chen eine Analyse von genetischen Regionen in Bezug auf
deren Relevanz für die Ausprägung eines bestimmten Phäno-
typs von Interesse. Beispiele hierfür sind die Fähigkeit zur
Mensch-zu-Mensch Transmission und die antigenische Evo-
lution von Grippeviren, aber auch genetische Eigenschaften
die in Verbindung stehen mit menschlichen komplexen
Erkrankungen wie Alzheimer, Morbus Crohn oder Typ 1
Diabetes. :::
UFG. 1
Seit dem 17. September 2007 arbeitet die unabhängige Forschungs-
gruppe Informatik für die Genomforschung und Epidemiologie unter der
Leitung von Dr. Alice McHardy am Max-Planck-Institut für Informatik.
In der Gruppe arbeiten zurzeit sieben Wissenschaftler an Verfahren zur
Inferenz von Gen-Funktionen, Genotyp-Phänotyp-Relationen und evolu
tionären Verwandschaften aus Sequenzdaten von viralen, mikrobiellen 
und eukaryotischen Populationen. 
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Die Forschungsschwerpunkte dieser Kooperation liegen
auf der Grundlagenforschung im Bereich des Visual Computing
and Communication und umfassen insbesondere die Teilge-
biete der Bildaufnahme (Bildakquisition), die Verarbeitung und
Analyse von Bilddaten (Bildanalyse), die Erzeugung von Bildern 
und Bildsequenzen auf der Basis von Aufnahmen oder Simula-
tionen (Bildsynthese), die Visualisierung komplexer Daten so-
wie den ungestörten und schnellen Austausch von Informatio-
nen in komplexen Netzwerken. Dazu bedarf es gleichzeitig der
Entwicklung leistungsfähiger Personalcomputer und Betriebs-
systeme insbesondere als Grafik- und Multimediasysteme. 
Stärkung des Wissenschafts- und Forschungsstandorts
Deutschland im Bereich der Informatik
Ein wesentliches Ziel des Programms ist die Herausbil-
dung und Förderung des wissenschaftlichen Nachwuchses,
indem es besonders qualifizierten jungen Informatikern einen
Weg zu frührer wissenschaftlicher Selbständigkeit bei gleichzei-
tiger enger Einbettung in ein international kompetitives stimu-
lierendes wissenschaftliches Umfeld eröffnet. Hierbei wird
besonders herausragenden jungen Postdoktoranden die Mög-
lichkeit gegeben, unter der Betreuung je eines Mentors aus
Deutschland und den USA eigenständig mit einer kleinen
Arbeitsgruppe bis zu fünf Jahre zu forschen. Nach einem
zweijährigen Aufenthalt in Stanford, wo sie den Status eines
„Visiting Assistant Professors“ innehaben (Phase I), kehren 
die Wissenschaftler zurück nach Deutschland und setzen Ihre
Arbeit als Nachwuchsgruppenleiter am Max-Planck-Institut 
für Informatik fort (Phase II). Die zweite Phase des Programms
steht grundsätzlich auch herausragenden rückkehrwilligen
Postdoktoranden aus anderen Ländern offen.
Zur Stärkung des Wissenschafts- und Forschungsstandorts Deutsch-
land wurde im Jahr 2003 das „Max Planck Center for Visual Computing 
and Communication“ gegründet. Das Max Planck Center verbindet 
mit dem Max-Planck-Institut für Informatik in Saarbrücken und der 
Stanford University zwei weltweit führende Einrichtungen auf dem 
Gebiet und wurde vom BMBF seit der Einrichtung mit insgesamt 
6,9 Millionen Euro gefördert.
Aktueller Stand
Seit nunmehr sechs Jahren setzt dieses Modell dem oft
beobachteten „Brain Drain“ in die USA attraktive Perspektiven
in Deutschland entgegen und liefert so einen Beitrag zur He-
rausbildung und Sicherung hochqualifizierten wissenschaftli-
chen Nachwuchses und damit zur nachhaltigen Stärkung der
Innovations- und Wettbewerbsfähigkeit des Standortes. In die-
ser Zeit hat sich das Max-Planck-Center in der internationalen
Fachwelt den Ruf einer echten Talentschmiede erarbeitet. 
Seit Einrichtung des Programms im Jahr 2003 haben bisher
insgesamt 12 Nachwuchswissenschaftler das Programm voll-
ständig durchlaufen. Hiervon wurden inzwischen 11 Nach-
wuchswissenschaftler auf Professuren berufen, 10 davon in
Deutschland, 7 davon auf W3-Professuren.
Darüberhinaus wurden die durch das Programm geför-
derten Nachwuchswissenschaftler mit einer Reihe von re-
nommierten Nachwuchspreisen im Fachgebiet ausgezeichnet
(Eurographics Young Researcher Awards 2005 bzw. 2009,
Olympus-Preis 2007, Heinz-Billig-Preis 2007, Otto-Hahn-
Medaille der Max-Planck-Gesellschaft 2007, SaarLB For-
schungspreis 2008) und erhielten bei führenden internationa-
len Fachtagungen für ihre dort eingereichten und vorgestellten
Arbeiten mehrfach Best-Paper-Awards. Insgesamt entstanden
mehr als 450 wissenschaftliche Publikationen.
Der Erfolg des Programms zeigt, dass es in Deutschland
durchaus möglich ist, im weltweiten Kampf um die besten
Köpfe erfolgreich zu bestehen. Kernelemente dieses erfolg-
reichen Programms sind dessen internationale Ausrichtung,
das flexible und hochdynamische Forschungsprogramm, des-
sen Ausrichtung die Bewerber selbst wesentlich mitgestalten,
die frühe wissenschaftliche Selbständigkeit der Nachwuchs-
wissenschaftler bei gleichzeitiger enger Einbettung in ein
international kompetitives, stimulierendes wissenschaftliches
Umfeld sowie die attraktiven Rückkehrperspektiven. 
So könnten diese strukturellen Elemente des Programms 
möglicherweise auch für andere Fachdisziplinen Modell-
charakter haben. :::
M A X  P L A N C K  C E N T E R
Max Planck Center for Visual Computing and Communication
PROJEKTLEITUNG: PROF.  DR.  HANS-PETER SEIDEL
K O N T A K T
Prof. Dr. Hans-Peter Seidel
Sekretariat Sabine Budde






























































































































































































Funktionsanalyse medizinisch relevanter Proteine
Analyse von HIV-Resistenzen
Die genetische Grundlage von Krebsleiden
Biomedizin 2.0 – Krebsdiagnostik mit dem Computer
Korezeptorverhorsage bei HIV
Ursprung und Adaption des neuen Influenza A/H1N1 Virus
Informatik für die Metagenomforschung: 
Einblicke in die Welt der unkultivierbaren Mikroorganismen
Netzwerke entwerfen für egoistische Agenten
Automatisches Beweisen
Model Checking für hybride Systeme
Modulares Beweisen in komplexen Theorien
Effiziente und exakte Algorithmen für Kurven und Flächen
Partielle Symmetrien in deformierbaren Objekten
Bildbasierte 3D-Szenenanalyse
Korrespondenzen und Symmetrien in 3D Objekten
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O P T I M I E R U N G
S O F T W A R E
V I S U A L I S I E R U N G
I N F O R M A T I O N S S U C H E  
&  D I G I T A L E S  W I S S E N
Intelligente und trotzdem schnelle Suche
Zufällige Telefonketten – effiziente Kommunikation in Datennetzen
Informationssuche in Web-Archiven
Informationssuche in sozialen Netzen
YAGO – eine digitale Wissensammlung 
Die NAGA-Engine zur Suche nach Wissen statt nach Webseiten 
Entscheidungsverfahren für Ontologien 
Theorie evolutionärer Algorithmen
Zufällige Strukturen in der Informatik 
Planen unter Unsicherheit
Messoptimierung für medizinische Bildgebung
Zuordnung von Arbeiten an Gutachter
GBACE: Parallele Verarbeitung adaptiver Daten
Automatische Erschließung von Musikdaten
SAPIR: Suche in audio-visuellem Inhalt durch 
Peer-to-Peer Information Retrieval
TopX 2.0 – Effiziente Suche in digitalen Bibliotheken 
Feature Diagramme
Adaptive Bildsynthese af unterschiedlichen Plattformen
HDR – Bilder und Videos mit erhöhtem Kontrastumfang
Animierte Darstellung von Flüssigkeiten unter Verwendung 
von Videobeispielen
Merkmalsbasierte Visualisierung von Daten der Diffusions-Bildgebung
Steigerung des Realismus im Echtzeitrendern








Seit etwa 15 Jahren trägt die Bio-
informatik wesentlich zum Erkenntnis-
gewinn in den Biowissenschaften bei.
Sie ist Teil einer Revolution der Biologie.
Sie unterstützt Forscher bei der Planung
von Experimenten, sie sammelt Daten,
die aus allen Bereichen des Organismus
stammen und wertet diese Daten mit
computergestützten Methoden aus. Mit
ihrer Hilfe dringen Wissenschaftler bis
zu den molekularen Abläufen in der Kör-
perzelle vor, der Grundeinheit von leben-
den Organismen – in ein komplexes Ma-
terie, Energie und Information verarbei-
tendes System, in dem molekulare Pro-
zesse auf vielen verschiedenen Ebenen
zusammenwirken. Das Genom speichert
den Bauplan der Zelle und den Ablauf-
plan ihrer Stoffwechselprozesse. Um
diese Zellprozesse zu unterhalten, müs-
sen immer wieder Teile des Genoms „ab-
gelesen“ werden, so etwa die Gene. Sie
enthalten die Baupläne von Proteinen,
der zellulären Molekular-Maschinen. Das
Ablesen der Gene wiederum wird durch
komplexe molekulare Netzwerke gesteu-
ert. Für die Synthese von Proteinen und
auch für ihren Abbau gibt es spezielle
molekulare Komplexe, die selbst wieder
detaillierter molekularer Steuerung unter-
liegen. Die Zelle wandelt Energie um,
sie kommuniziert mit Zellen in ihrer Um-
gebung, sie nimmt unterschiedliche Struk-
turen an und bewegt sich. Sie reagiert
auf Änderungen in ihrer Umgebung, zum
Beispiel auf Veränderungen des Lichts,
der Temperatur und des pH-Werts, und
sie wehrt Eindringlinge ab. Fehlsteuerun-
gen dieser Prozesse sind die molekulare
Grundlage für Krankheiten. Therapien
zielen darauf ab, ein verträgliches mole-
kulares Gleichgewicht wieder herzustellen.
Seit gut zehn Jahren wird die klas-
sische biologische Forschung, die bis
dahin zumeist auf sehr eng eingegrenzte
Teilsysteme der Zelle konzentriert war,
durch Hochdurchsatz-Experimente er-
gänzt. Diese erfassen zellweit Daten,
etwa durch eine umfassende Analyse des
Genoms oder durch Messen von Häufig-
keiten aller abgelesenen Gene (Transkrip-
tom). Erfasst werden ferner die Varian-
ten der von der Zelle verwandten Pro-
teine (Proteom) und deren Wechselwir-
kungen (Interaktom). Aus diesen Daten
kohärente Einsichten über die Biologie
der Zelle, die Grundlagen von Krank-
heiten sowie Ansätze für Therapien ab-
zuleiten, ist eine hoch komplexe infor-
mationstechnische Aufgabe. Dieser stellt
sich die Bioinformatik. Am Max-Planck-
Institut für Informatik wird in vielen der
hier angesprochenen Bereiche geforscht.
So erarbeiten die Experten am Institut
beispielsweise neue Wege zur Berech-
nung von auf den einzelnen Patienten
abgestimmten, optimalen Wirkstoffkom-
binationen – beispielsweise zur Behand-
lung von AIDS (siehe „Analyse von HIV-
Resistenzen“, Seite 31).
Damit hat die Bioinformatik den
hybriden Charakter einer Grundlagen-
wissenschaft, die frühzeitig klare Anwen-
dungsperspektiven definiert. Diese ein-
zigartige Eigenschaft wird durch eine
beträchtliche Zahl von Ausgründungen
aus bioinformatischen Forschungsgrup-
pen unterstrichen. So hat beispielsweise
Professor Lengauer mit seinen Mitar-
beitern die Firma BioSolvelT GmbH ge-
gründet, die Software für den Entwurf
von Medikamenten entwickelt und ver-
treibt. Zu den Nutzern dieser Software
gehören weltweit über hundert Pharma-
firmen.  
Das von der DFG geförderte Zen-
trum Bioinformatik Saar, dessen Vorsit-
zender Professor Lengauer derzeit ist,
wurde unter den fünf Zentren in Deutsch-
land bei der letzten Bewertung (2007)









































































































































































































































S C H W E R P U N K T E26
Die Bioinformatik ist eine Schlüsseldisziplin 
für den schnelleren Erkenntnisfortschritt in 
den Biowissenschaften, wie Biotechnologie, 
Pharmazie und Medizin. Die Bioinformatik 
vertieft und beschleunigt mit Hilfe des Com-
puters die Planung von höchst komplexen 
biologischen Experimenten und die Inter-
pretation der in sehr großen Mengen anfal-
lenden Daten.
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Hintergrund: Proteine, Bausteine des
Lebens
Proteine verrichten eine Vielzahl
von Aufgaben in Zellen. Die meisten zel-
lulären Prozesse beruhen auf dem Zusam-
menspiel mehrerer Proteine. Für viele der
etwa 25.000 Protein kodierenden Gene
im Menschen ist jedoch noch nichts
über die Funktion der entsprechenden
Proteine bekannt.Ein Protein besteht
aus einer langen Kette von Aminosäuren
die sich in der Zelle zu einer charakteri-
stischen dreidimensionalen Struktur fal-
tet. Diese 3D-Struktur des Proteins hat
direkte Auswirkungen auf seine Funktion.
So bestimmt beispielsweise die Gestalt
bestimmter Bereiche an der Protein-
oberfläche, ob und wie gut das Protein
an bestimmte andere Proteine mit kom-
plementärer Oberfläche binden kann.
Neben der Interaktion mit anderen Pro-
teinen spielt die Struktur auch für das
Zusammenspiel mit kleinen Molekülen
wie etwa Wirkstoffen in Medikamenten
oder mit DNA eine Rolle. Die molekula-
ren Details haben folglich einen ent-
scheidenden Einfluss auf die Fragen:
Wer bindet an wen? Welche Protein-
regionen binden aneinander? Wie stark
ist eine Bindung? Was passiert mit dem
gebundenen Partner: wird er transpor-
tiert, gespeichert, chemisch modifiziert?
Was ist die Rolle dieser einzelnen Funk-




Proteinen sind ein Forschungsschwerpunkt
der Abteilung 3 des Max-Planck-Instituts
für Informatik. Exemplarisch sollen hier
zwei Verfahren vorgestellt werden: 
(1) Vorhersage von molekularer Funktion
bei gegebener Proteinstruktur. 
(2) Vergleich von Bindestellen und Inter-
aktionsmustern in Kontaktstellen zwischen
zwei Proteinen, um wiederkehrende Mus-
ter und Gesetzmäßigkeiten aufzudecken.
Funktionsvorhersage: GOdot
Mit dem GOdot System kann die
molekulare Funktion eines Proteins mit
bekannter Struktur vorhergesagt werden.
Das geschieht dadurch, dass das neue
Protein mit einer Menge von Referenz-
Proteinen strukturell verglichen und so
in eine lokale Region innerhalb eines
mathematischen Ähnlichkeitsraumes
eingebettet wird. In diesem Ähnlich-
keitsraum wird die lokale Konservierung
von molekularen Funktionen analysiert
und dadurch lässt sich abschätzen, wel-
che Funktionen, die in der betrachteten
Region des Ähnlichkeitsraumes vorherr-
schen, auf das Zielprotein übertragen
werden können. Das GOdot System ist
als Webserver verfügbar. Dieser bietet
zusätzlich Visualisierungsmöglichkeiten.
In obengenannten Ähnlichkeitsraum wird
die lokale Umgebung eines Zielproteins
mittels Multidimensional Scaling in eine
Ebene projiziert und graphisch darge-
stellt; jedes Protein wird als ein Punkt
dargestellt, wobei ähnliche Proteine ent-
sprechend nahe beieinander liegen. Die
Proteine lassen sich dann entsprechend
ihrer Funktionen und Familienzugehörig-
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Aufgaben wie die Vorhersage von
Interaktionspartnern zu Proteinen oder
der Entwurf von Protein-Interaktionen
oder von kleinen Molekülen, die auf dem
Wege einer medikamentösen Therapie
Interaktionen blocken sollen, erfordern
ein tiefes Verständnis der Funktions-
weise von Protein Bindestellen. Hierzu
haben wir Galinter, ein neues Programm
zum strukturellen Vergleich von Protein-
Protein Interaktionen entwickelt. Mit
Galinter lassen sich Protein-Protein 
Interaktionen vergleichen und visualisie-
ren. Damit lässt sich der Bindungsmodus
der Interaktionspartner analysieren.
Wir haben mit dieser Methode zum
Beispiel den Bindungsmodus des gp120
Hüllproteins von HIV mit dem entworfe-
nen Protein CD4M33-F23 rechnerisch
untersucht. Damit HIV Wirtszellen infi-
zieren kann, muss das gp120 Protein von
HIV an CD4 Rezeptoren auf der Ober-
fläche menschlicher Wirtszellen binden.
Das CD4M33-F23 Protein wurde als
Interaktions-Antagonist entwickelt, indem
die CD4 Bindungsstelle auf ein Skorpion
Toxin Protein übertragen wurde. Unsere
Analyse mit Galinter ergibt, dass der Bin-
dungsmodus von gp120 mit dem entwor-
fenen CD4M33-F23 Protein dem Bin-
dungsmodus von gp120 mit dem CD4
Protein entspricht [Abbildung 2].          :::
Abbildung 1: Funktionsvorhersage: GOdot
Abbildung 2






Proteine sind an nahezu allen Le-
bensvorgängen in Zellen beteiligt, bei-
spielsweise am Transport von Stoffen,
der Übermittlung von Signalen oder der
Beschleunigung biochemischer Prozesse.
Dabei interagieren Proteine häufig mit-
einander, um ihre biologischen Aufgaben
zu erfüllen. Um die entsprechenden Pro-
zesse in den Zellen zu verstehen, ist es
daher notwendig, das komplexe Zusam-
menspiel der Proteine zu kennen.
Störungen von Interaktionen zwi-
schen Proteinen stehen darüber hinaus
im Verdacht, eine entscheidende Rolle
bei der Entstehung von Erkrankungen
wie Krebs oder Darmentzündungen zu
spielen (siehe auch „Funktionsanalyse
medizinisch relevanter Proteine“, Seite
30). Durch ein besseres Verständnis der
Wechselwirkungen von Proteinen könn-




Um das volle Potenzial der weltweit
verteilten Informationen zu Proteininter-
aktionen ausschöpfen zu können, müs-
sen diese Daten für Forscher leicht und
jederzeit aktuell verfügbar sein. Gerade
in den letzten Jahren hat sich die For-
schung auf diesem Gebiet rasant weiter
entwickelt, so dass immer mehr Interak-
tionsdaten durch Forschergruppen auf
der ganzen Welt generiert werden. Diese
Flut an verfügbaren Informationen ist
für die Wissenschaft zwar eine große
Chance, für den einzelnen Forscher ge-
staltet es sich jedoch zunehmend schwie-
rig, den Überblick über die bereits vor-
handenen Daten zu wahren. Um alle
bekannten Interaktionspartner eines be-
stimmten Proteins zu finden, muss ein
Forscher beispielsweise derzeit bis zu
hundert verschiedene Proteininteraktions-
Datenbanken im Internet besuchen und
ihre Inhalte zusammenführen. Da außer-
dem bisher erst ein geringer Prozentsatz
aller im Menschen stattfindenden Wech-
selwirkungen zwischen Proteinen be-
kannt ist, wird sich der damit verbundene
Zeitaufwand in naher Zukunft weiter
vergrößern.
Neues System für den Datenaustausch
In Zusammenarbeit mit Kollegen
in England am Wellcome Trust Sanger
Institute und dem European Bioinforma-
tics Institute haben wir daher ein neu-
artiges System entwickelt, um den Zu-
gang zu Proteininteraktionsdaten stark 
zu vereinfachen. In der Vergangenheit
vorgestellte Ansätze hatten das Ziel, die
global verstreuten Informationen durch
zentrale Datenspeicherung besser verfüg-
bar zu machen. Die Zusammenführung
der Daten verursacht jedoch einen großen
zeitlichen Pflegeaufwand, da die zentral
gespeicherten Informationen stets auf
dem aktuellen Stand zu halten sind. Da-
her haben wir als Grundlage für unser
System eine verteilte Architektur gewählt
[Abbildung]. Statt all die Informationen zu
Proteinwechselwirkungen an einem zen-
tralen Ort zu sammeln, bleiben sie bei
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Das hat insbesondere den Vorteil, dass
die angezeigten Interaktionsdaten stets
aktuell sind, da die verteilten Daten-
quellen erst bei Bedarf über das Internet
abgefragt werden.
Qualitative Bewertung der Daten
Auch das Problem der Bewertung
der unterschiedlichen Qualität von Inter-
aktionsdaten lässt sich mit dem unserem
System lösen. Jede bisher angewandte
Messmethode zur Bestimmung von Pro-
teininteraktionen hat bestimmte Schwä-
chen. So werden in Experimenten Inter-
aktionen zwischen Proteinen manchmal
fälschlicherweise nachgewiesen oder
bleiben unentdeckt, obwohl sie in der
Zelle vorkommen. Unser System ermög-
licht es nun, die Zuverlässigkeit von ein-
zelnen gemessenen Interaktionen zu be-
werten. Da es viele verschiedene Bewer-
tungskriterien für die Qualität von Inter-
aktionsdaten gibt, kann keine Institution
alle anbieten. Durch eine dezentrale Ver-
teilung der Qualitätsdaten kann sich jede
Forschungsgruppe auf einzelne Aspekte
der Qualitätsbeurteilung fokussieren, zum
Beispiel auf die Bewertung der funktio-
nellen Ähnlichkeit der Interaktionspart-
ner. Die einzelnen Qualitätswerte wer-
den dann von unserem System über das
Internet automatisch zusammengetragen
und dem Benutzer auf einer Webseite
präsentiert. Die freie Verfügbarkeit und
die einfache Erweiterbarkeit unseres
Systems erlaubt es Forschergruppen, ihre
Ergebnisse anderen Wissenschaftern
ohne Aufwand weltweit zur Verfügung 
zu stellen.                     :::
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Genetische Variation der DNA
Verschiedene Menschen unter-
scheiden sich durch individuelle ge-
netische Veränderungen voneinander.
Am häufigsten treten sogenannte Single
Nucleotide Polymorphism (SNP) auf.
Dabei handelt es sich um Punktmuta-
tionen der DNA, also Änderungen von
Buchstaben im genetischen Text, die mit
größerer Wahrscheinlichkeit als andere
Sequenzvariationen auftreten. Populations-
studien zeigen, dass bestimmte SNPs
gehäuft in einzelnen Bevölkerungsgrup-
pen auftreten und für die Anfälligkeit
gegenüber Krankheiten und die Schwere
ihres Verlaufs maßgeblich sein können.
Außerdem können SNPs die Verträglich-
keit und Wirkung von Medikamenten
beeinflussen. Die medizinische Forschung
ist daher besonders an den molekularen
Veränderungen interessiert, die durch
SNPs verursacht werden.
Proteinstruktur und -funktion
Die DNA-Sequenz eines Gens gibt
vor, in welcher Reihenfolge Aminosäuren
zu einem Protein zusammengesetzt wer-
den. Somit stellt sie den Bauplan eines
Proteins dar. Proteine haben eine cha-
rakteristische dreidimensionale Struktur,
die durch atomare Wechselwirkungen
innerhalb der Proteinstruktur erzeugt
wird. Die meisten molekularen Prozesse
laufen aufgrund von Wechselwirkungen
zwischen Proteinen ab (siehe auch
„Analyse menschlicher Proteinnetzwerke“,
Seite 29). Änderungen der Proteinstruk-
tur können diese Interaktion stören.
Derartige Modifikationen können zum
Beispiel durch Punktmutationen wie
SNPs verursacht werden. So kann eine
Punktmutation zum Austausch einer
Aminosäure im Protein führen und be-
deutende Veränderungen der intra- und
intermolekularen Wechselwirkungen des
Proteins zur Folge haben. Die hierdurch
beeinträchtigte Funktion des Proteins
und des involvierten biologischen Pro-
zesses kann sogar Krankheiten verursa-
chen. Bekannte Beispiele sind die Sichel-
zellanämie und die Mukoviszidose.
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(rot) befinden sich in unmittel-
barer Nähe der Rezeptorbinde-
stelle für das Protein IL10.
SNPs bei Darmentzündungen
Klinische Assoziationsstudien, wie
sie unsere medizinische Kooperations-
partner an der Universitätsklinik Kiel
durchführen, durchsuchen die DNA
chronisch erkrankter Personen systema-
tisch nach genetischen Gemeinsamkei-
ten. Durch den Vergleich von Patienten
mit einer gesunden Vergleichsgruppe
werden krankheitsassoziierte SNPs in
der DNA des menschlichen Genoms
entdeckt. Bioinformatiker analysieren
dann diese Daten mit computergestütz-
ten Methoden, um die genaue Funktion
relevanter humaner Proteine und ihrer
SNPs bei der Entstehung und dem Ver-
lauf von Krankheiten besser zu verstehen.
Colitis ulcerosa ist eine chronisch-ent-
zündliche Darmerkrankung mit familiä-
rer Häufung, deren molekulare Ursachen
noch weitgehend unbekannt sind. Es
wird vermutet, dass die Barrierefunktion
des Immunsystems im Darm gestört ist
und die Darmwand überempfindlich auf
die dort natürlich vorkommenden Bak-
terien reagiert. Ein Zusammenhang zwi-
schen dieser Krankheit und Variationen
im Gen IL10 konnte kürzlich in einer
Assoziationsstudie festgestellt werden.
Das Protein IL10 ist ein Botenstoff im
Immunsystem, der spezifisch an einen
bestimmten Zellrezeptor bindet [Abbildung]
und dadurch wichtige Signalwege zur
Hemmung von Entzündungen ermöglicht.
Computeranalyse des Proteins IL10
Die möglichen Auswirkungen zwei-
er SNPs auf die Struktur und Funktion
des Proteins IL10 wurden anhand bioin-
formatischer Verfahren näher untersucht.
Dabei wurde festgestellt, dass sich beide
Punktmutationen in unmittelbarer Nähe
der Bindestellen des Zellrezeptors befin-
den [Abbildung]. Es ist naheliegend, dass
diese Sequenzvariationen die Interaktion
zwischen IL10 und seinem Rezeptor 
stören können. Hierdurch werden ent-
zündungshemmende Signalwege unter-
bunden, was der Entstehung chronischer 
Erkrankungen Vorschub leistet.
Deswegen wird nun die therapeutische
Verabreichung von IL10 an Patienten zur
Behandlung von Colitis ulcerosa in Be-
tracht gezogen.
Medizinische Bioinformatik
Auf diese Weise unterstützt die
medizinische Bioinformatik klinische
Forschungsarbeiten und hilft mit, gene-
tische Befunde, wie hier von Patienten
mit Colitis ulcerosa, auf molekularer
Ebene zu interpretieren und besser zu
verstehen. Dadurch beschleunigen ihre
rechnergestützten Methoden die Auf-
klärung der molekularen Ursache von
Erkrankungen und ermöglichen eine
schnellere Medikamentenentwicklung.  :::






Seit der Entdeckung des Humanen
Immundefizienz-Virus (HIV) vor etwa 25
Jahren, dem Auslöser von AIDS, sind
Medikamente entwickelt worden, die in
vier verschiedenen Phasen des viralen
Lebenszyklus eingreifen:
1 Eintritt in die Wirtszelle
2 Übersetzen des viralen Erbguts
(RNA) in DNA
3 Einbau der DNA in das
Wirtsgenom
4 Reifung neuer Viruspartikel
Zur Behandlung von HIV-Patienten setzt
man gegenwärtig rund 20 Medikamente
ein. Grund für die hohe Zahl von Medi-
kamenten, ist die Tatsache, dass Viren
immer wieder neue Resistenzen gegen
die verabreichten Wirkstoffe entwickeln.
Die Ursache dafür sind so genannte Re-
sistenzmutationen – bleibende Veränder-
ungen im viralen Erbgut, die den Krank-
heitserreger gegen das Medikament
schützen. Die Behandlung von HIV-
Patienten wird dadurch enorm erschwert.
Problematisch ist zudem die Entstehung
von Kreuzresistenzen. Dabei entwickelt
ein Virus nicht nur gegen das verabreich-
te Medikament Resistenzen, sondern
auch gegen andere Wirkstoffe, die der
Patient noch nicht eingenommen hat. In
der Abteilung 3 des Max-Planck-Instituts
wurden wesentliche Beiträge zur Analyse
von HIV-Resistenzen geleistet.
Therapieauswahl
Bei der Wahl eines geeigneten 
Medikaments müssen Mediziner nicht
nur mögliche Nebenwirkungen, sondern
vor allem auch Resistenzen des Virus be-
rücksichtigen. Am Max-Planck-Institut
für Informatik wurde mit der Software
geno2pheno ein Verfahren entwickelt,
das auf der Basis des viralen Erbguts die
Resistenz des Virus gegen einzelne Medi-
kamente berechnet. Dazu wurde zunächst
eine Datenbank aufgebaut, die einander
zugeordnete genotypische (virales Erbgut)
und phänotypische (Resistenz) Messdaten
enthält. Dann wurden Methoden des
maschinellen Lernens verwendet, um
die Beziehung zwischen dem viralen
Erbgut und der gemessenen Resistenz 
zu erlernen.
HIV-Medikamente werden heute
jedoch nur noch in Kombination verab-
reicht, damit die Entwicklung von resi-
stenten Virus-Varianten erschwert wird.
Um behandelnde Ärzte bei der Auswahl
einer wirksamen und lange anhaltenden
Kombinationstherapie zu unterstützen,
wurde am Max-Planck-Institut für In-
formatik ein weiteres bioinformatisches
Hilfsmittel entwickelt. Auf Grundlage
einer Datenbank, die alle relevanten In-
formationen einer HIV-Therapie spei-
chert, ist ein statistisches Modell erstellt
worden, das nach Eingabe des viralen
Genoms und der gewählten Medikation
die Erfolgswahrscheinlichkeit der Thera-
pie berechnet. Die Software THEO
(THErapy Optimizer) verwendet dieses
Modell und ordnet alle in Betracht kom-
menden Medikamentenkombinationen
nach ihrer Wirksamkeit in eine Rangliste
ein [Abbildung 1]. Dabei wird auch berück-
sichtigt, mit welchen weiteren Mutatio-
nen das Virus zukünftig auf die verab-
reichte Therapie reagiert. Zusätzlich zum
detaillierten Wissen über den Patienten
erleichtert diese Information dem behan-
delnden Arzt die Wahl einer optimalen
Therapie.
EuResist
Die Vorhersagequalität von statisti-
schen Modellen, wie sie in der Software
THEO zum Einsatz kommen, hängt maß-
geblich von der Größe der zur Verfügung
stehenden Datenbank ab. Daher hat es
sich das von der Europäischen Union
finanzierte Projekt EuResist zum Ziel ge-
setzt, eine große europaweite Datenbank
aufzusetzen, um ausreichend Daten zum
Erlernen der Beziehung zwischen vira-
lem Erbgut, Medikamentenkombination
und virologischem Ansprechen auf die
Therapie zu haben. Zu Beginn des Pro-
jektes wurde die EuResist Datenbank
durch drei lokale Datenbanken gespeist
(Deutschland, Italien, Schweden). Der
erfolgreiche Verlauf des Projektes führte
dazu, dass sich vier weitere Datenbanken
anschlossen, und weitere Datenbanken
sollen folgen. Die im Projekt entwickelte
Entscheidungshilfe für behandelnde Ärz-
te besteht aus drei statistischen Model-
len. Der Beitrag der Abteilung 3 stellt
eine Weiterentwicklung der THEO Soft-
ware dar. Die Verwendung von drei stati-
stischen Modellen ermöglicht eine stabi-
lere Vorhersage sowie die Abschätzung
der Sicherheit der Vorhersage. Analog zu
der THEO Software wird nach Übermitt-
lung des viralen Erbguts eine Rangliste
der möglichen Therapien erstellt [Abbil-
dung 2]. Hierbei wird sowohl die vorher-
gesagte Erfolgswahrscheinlichkeit als
auch die Schwankung der Vorhersagen
berücksichtigt.        :::
Analyse von HIV-Resistenzen
Abbildung 2: Bewertung verschiedener Kombina-
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Abbildung 1: Bewertung verschiedener Kombina-
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Bei Krebs gerät das Genom durcheinander
Mit Krebs bezeichnet man eine
recht diverse Gruppe von Krankheiten,
bei denen es zur unkontrollierten Zell-
vermehrung kommt. Um sich von gesun-
dem Gewebe zu Tumorgewebe zu verän-
dern, müssen eine Reihe von Veränderun-
gen in der Zelle eintreten, die die geneti-
schen Mechanismen der Zellregulation
schädigen. Eine bestimmte Sorte von ge-
netischen Veränderungen, die in vielen
Krebsgeweben beobachtet wird, ist die
Änderung der Kopienanzahl von Genom-
segmenten im Zellkern. In der gesunden
menschlichen Zelle gibt es genau zwei
Kopien aller Chromosome (mit Ausnahme
des X- und Y-Chromosoms bei Männern):
eine Kopie kommt vom Vater, eine von
der Mutter. Krebszellen haben mehr oder
weniger Kopien einiger Anteile des Genoms.
Durch Verlust von Genomstücken kann
die Zelle genetische Elemente einbüßen,
die unkontrollierte Zellvermehrung verhin-
dern (Tumorsuppressorgene). Durch Ver-
größerung der Kopienanzahl von Genen,
die die Zellteilung befördern (Onkogene),
wird die vermehrte Zellteilung stimuliert.
In der Regel müssen eine ganze Reihe ver-
schiedener solcher Veränderungen auf-
treten, bevor das Gewebe bösartig wird.
Die Entdeckung von Biomarkern
Neuere Entwicklung in der DNA
Chiptechnologie sowie in der Sequenzie-
rungstechnologie erlauben die verglei-
chende genomweite Messung der Kopien-
anzahl von hunderttausenden Genom-
regionen in gesunden und krankhaften
Zellen. Die Ergebnisse dieser Experi-
mente fördern zutage, welche Genom-
regionen übermäßige oder mangelhafte
Kopienanzahlen aufweisen. Die Muster
dieser Veränderungen können vielseitige
Informationen über die Art und den
Status eines Tumor beherbergen. Solche
Muster zu interpretieren ist jedoch sehr
schwierig, da der Zusammenhang zwi-
schen dem Veränderungsmuster und der
klinischen Ausprägung des Tumors sehr
komplex ist. Die biomedizinische For-
schung bemüht sich darum, begrenzte
und leicht messbare Genomregionen zu
identifizieren, die charakteristisch für
einen bestimmten Krebstyp sind. Solche
Regionen nennt man (Krebs-)Biomarker.
Schon heute ergänzen einige Biomarker
erfolgreich die klassische Diagnose. 
Zum Beispiel sind eine Vergrößerung der
Kopienanzahl des HER-2 Gens und ein
Verlust des p53 Gens Anzeichen für die
Entwicklung von Brustkrebs. Die Häu-
fung des MYCN Gens und Veränderung
der Kopienanzahl des langen Arms von
Chromosom 11 zeigen die Krebsart 
Neuroblastoma an, usw.
Biomarker zu finden ist schwierig,
da eine große Menge experimenteller
Daten zu erheben sind und in der Regel
nur kleine Anzahlen von Tumorproben
zur Verfügung stehen. Hier kommen bio-
informatische Methoden zum Einsatz.
Am Max-Planck-Institut entwickeln wir
statistische Lernmethoden zur Bestim-
mung und Validierung von genetischen
Biomarkern für Krebs.
Die Charakterisierung von Genom-
veränderungen mit maschinellen
Lernmethoden
Maschinelle Lernmethoden zur 
sogenannten Feature Selektion sind ein
ideales Werkzeug für die Suche nach
Krebs-Biomarkern. Ein Feature ist ein
genetischer Faktor, der experimentell
gemessen wird, etwa eine Mutation oder
die Löschung einer genomischen Region.
Die große Anzahl von Features führt zu
einer hohen Dimensionalität der Daten
und macht das Problem schwierig.
Unsere Lösungen gruppieren die Ände-
rungen in benachbarten Genomregionen
und reduzieren dadurch Featureanzahl
und Dimension beträchtlich. So konnten
wir bestätigen, dass Neuroblastom Tu-
more sich in jungen und alten Patienten
hinsichtlich der genetischen Verände-
rungen unterscheiden. Für Zellen der
Lunge kommen wir zu dem Schluss,
dass die Vermehrung des EGFR Gens
zur Resistenz gegen bestimmte Krebs-
medikamente führt. Unsere Ergebnisse
können und müssen durch Laborexperi-
mente bestätigt werden.
In der Kooperation Oncogene mit
verschiedenen deutschen Universitäten
und Forschungsinstituten, die vom BMBF
gefördert wird, suchen wir nach Genen,
deren Veränderung mit der Entwicklung
von Krebs in Zusammenhang steht und
die sich als Ziele medikamentöser The-
rapien eignen. Wir übernehmen in dem
Projekt die Entwicklung statistischer Me-
thoden und ihre Anwendung auf die von
anderen Projektpartnern erhobenen ex-
perimentellen Daten. :::
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Rote und blaue Segmente
repräsentieren Amplifika-
tionen und Deletionen.
Die lokalen Maxima der
Feature-Relevanz zeigen
potentielle Biomarker an.





Krebs liegt in den Genen. Aber nicht
nur: oft ist es die Verpackung unserer
Gene, die Tumore erzeugt. Diese Erkennt-
nis nutzen Wissenschaftler am Max-
Planck-Institut für Informatik, um die
Wirksamkeit von Chemotherapie am
Computer vorherzusagen.
Menschen kooperieren, wenn sie
ein gemeinsames Ziel haben –- zum Bei-
spiel im Kampf gegen Krebs. Die größte
Kooperationsleistung ist aber schon er-
bracht, bevor wir überhaupt geboren
werden: 100 Milliarden Zellen entstehen
aus einer einzigen Eizelle und ordnen ihr
eigenes Schicksal dem Menschen unter,
dessen Teil sie sind. Sie spezialisieren
sich, verzichten auf unkontrollierte Ver-
mehrung, und wenn der Befehl zum 
zellulären Selbstmord kommt, dann 
werden sie ihn befolgen. Diese selbstlose
Zusammenarbeit ist nur möglich, weil
alle Zellen eines Körpers dasselbe Erbgut
in sich tragen. Damit stehen sie nicht
mehr im Sinne Darwins miteinander im
Wettbewerb. Denn für das Überleben
der gemeinsamen Gene spielt es keine
Rolle, ob eine Zelle sich selbst vermehrt
oder ihre Schwesterzellen diese Aufgabe
übernehmen. Ein komplexer Organismus
mit hochspezialisierten Zellen kann so
erst entstehen.
Wie aber spezialisieren sich Zellen,
wenn sie allesamt dasselbe Erbgut tragen?
Die Evolution hat den Weg in die dritte
Dimension gewählt: Während die Buch-
staben der DNA unverändert bleiben,
werden die DNA-Moleküle der Zelle auf
vielfältigste Weise neu verpackt, verdrillt
und aufgewickelt. Dadurch sind in jeder
Zelle nur die jeweils wichtigen Gene zu-
gänglich, während unwichtige oder gar
schädliche Gene säuberlich verpackt und
archiviert werden. Ein weißes Blutkörper-
chen kann beispielsweise seine Immun-
Gene jederzeit aktivieren, da es sich frei
zugänglich mitten im Zellkern befindet.
Hingegen ist ihm die Verwendung von
gehirnspezifischen Genen strikt unter-
sagt; sie liegen aufgerollt an der inneren
Wand des Zellkerns. Schließlich könnte
schon die fehlerhafte Aktivierung einzel-
ner Wachstumsgene zur Tumorbildung
führen. Umgekehrt ist jedoch auch die
versehentliche Deaktivierung wichtiger
Gene eine regelmäßige Begleiterschei-
nung von Krebs.
Grund genug, sich das Verpacken
der Gene einmal näher anzuschauen.
Aus dieser Fragestellung hat sich in den
letzten Jahren das junge Forschungsge-
biet der Epigenetik entwickelt – und ein
neues Anwendungsfeld für bioinformati-
sche Algorithmen! Um krebsrelevante
epigenetische Veränderungen zu finden,
muss nämlich zunächst eine Karte der
epigenetisch wichtigen Regionen im Erb-
gut erstellt werden. Für die Kartierung
spielen Lernalgorithmen und Musterer-
kennung eine Rolle, da sie Zusammen-
hänge in den Daten identifizieren kön-
nen, wie es sonst nur unser Gehirn ver-
mag. Der Computer vergleicht die Eigen-
schaften der DNA in epigenetisch zugäng-
lichen Regionen mit denen von epigene-
tisch verpackten Regionen und lernt ei-
genständig die wichtigsten Unterschiede. 
Mit derartigen Karten vereinfacht
sich die Suche nach krebsspezifischen
Veränderungen. Entscheidend ist jedoch
der nächste Schritt: Bioinformatische
Methoden werden auf klinische Daten
angewendet, mit dem Ziel, die Krebs-
Therapie zu verbessern. In Zusammen-
arbeit mit Kooperationspartnern vom
Bonner Universitätsklinikum ist dies be-
reits für eine bestimmte Form von Gehirn-
tumoren gelungen. Ein Gen namens
MGMT hilft diesen Tumoren dabei, sich
gegen Chemotherapie zu verteidigen.
Allerdings ist das MGMT-Gen in einigen
Tumoren epigenetisch verpackt und de-
aktiviert, was diese Tumore besonders
anfällig für eine aggressive Chemothe-
rapie macht. 
Ärzte und Patienten stehen also vor
einer schwierigen Frage: Entweder sie
entscheiden sich für die stark belastende
Chemotherapie, obwohl sie oft keinerlei
Wirkung zeigt, oder sie verpassen eine
mögliche Behandlungschance. Die bes-
sere Lösung wäre ein Labortest, mit dem
sich die Wirksamkeit der Chemotherapie
für jeden einzelnen Patienten vorhersagen
lässt. Mit Hilfe von bioinformatischen
Lernalgorithmen konnte ein derartiger
Test konstruiert werden, basierend auf
epigenetische Daten für erfolgreich so-
wie erfolglos behandelte Patienten. Das
so abgeleitete Computermodell kann mit
großer Genauigkeit vorhersagen, ob ein
Tumor sein MGMT-Gen epigenetisch
deaktiviert hat und er damit ein leichtes
Opfer für eine Chemotherapie ist.
Außerdem gelang es, durch statistische
Optimierung die Materialkosten der ex-
perimentellen Analyse auf wenige Euro
pro Patient zu reduzieren. Damit konnte
der MGMT-Test am Bonner Universi-
tätsklinikum erstmals in der Diagnose
eingesetzt werden und dazu beitragen,
dass Patienten individuell optimal
behandelt werden. :::
Biomedizin 2.0 – Krebsdiagnostik mit dem Computer
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Weiterführende Information finden Sie auf 
folgenden Webseiten:
Epigenetik? (http://epigenome.eu/de/) – 
Das Wissenschaftsportal des Epigenom-
Exzellenznetzwerks der EU
Spurensuche an bösartigen Genen 
(http://tinyurl.com/6xq6v2) 
Ein Artikel zur epigenetischen Krebsdiagnose,
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Korezeptorinhibitoren – eine neue Klasse
von HIV Medikamenten
Die AIDS Forschung hat in den
letzten Jahren eine Fülle neuer Wirk-
stoffe hervorgebracht. Bis vor kurzem
haben diese sich auf zwei Proteine des
Virus konzentriert: die Protease und
Reverse Transkriptase. Der Nachteil
dabei war, dass HIV sehr schnell mutiert
und schon einzelne Mutationen inner-
halb dieser Proteine zu Resistenzen
gegen ein oder mehrere Medikamente
führen kann. Mit der Verfügbarkeit von
neuen Medikamentenklassen wie z.B.
den Integrasehemmern oder Fusions-
hemmern, die verschiedene Proteine des
Virus angreifen, konnte dies ein wenig
verbessert werden. 
Einem anderen Ansatz folgt die
Klasse der sogenannten Korezeptor-
Antagonisten, die statt einem viralen ein
menschliches Protein blockieren. In die-
sem Falle ist dies ein sogenannter Kore-
zeptor, ein zelluläres Oberflächenprotein,
das HIV zum Eindringen in die Zelle
benötigt. Die Hoffnung dabei ist, dass
für das Virus zusätzliche Mutationen
erforderlich sind, um gegen alle verab-
reichten Wirkstoffe resistent zu werden.    
Viraler Tropismus
Der erste Korezeptor-Antagonist
Maraviroc (Celsentri, Pfizer) wurde Ende
2007 von den Gesundheitsbehörden 
der USA und Europa zugelassen. Dieser
Wirkstoff bindet spezifisch an den
Chemokin-Rezeptor CCR5, der auf
menschlichen Zellen exprimiert wird
und den bestimmte HIV Stämme, vor
allem solche, die in der frühen Infektions-
phase dominieren, als Korezeptor ver-
wenden. Neben diesem Rezeptor gibt es
allerdings noch einen zweiten Rezeptor
(CXCR4), den manche Viren statt
CCR5 verwenden können. Je nachdem
welchen Korezeptor ein Virus benutzt,
wird es als R5- (CCR5) oder X4-Virus
(CXCR4) bezeichnet. Diese Eigenschaft
des Virus wird auch als viraler Tropismus
bezeichnet. Da X4-Viren den CCR5-
Rezeptor nicht brauchen, besitzen sie
eine natürliche Resistenz gegen Maraviroc
und daher sollte das Medikament bei
diesen auch nicht verabreicht werden.
Folglich wird vor Verschreibung von
Maraviroc ein sogenannter Tropismus-
oder Korezeptortest gemacht, durch den
ausgeschlossen werden soll, dass sich
X4-Viren im Blut des Patienten befinden.
Tropismustest und
geno2pheno[coreceptor]
Bis vor kurzem wurde der Tropismus
mit Hilfe eines Labortests bestimmt. Wie
im Falle der Resistenzbestimmung bei
traditionellen Medikamenten gibt es
jedoch auch einen computer-basierten
Ansatz. Hierbei wird die RNA-Sequenz
der den viralen Tropismus bestimmen-
den Region des viralen Genoms (die so-
genannte V3 Schleife des viralen Hüllpro-
teins gp120, die nur gut 100 genomische
Buchstaben umfasst) im Labor bestimmt
(sequenziert) und der Tropismus daraus
mit dem Computer vorhergesagt. In der
Abteilung 3 des Max-Planck-Instituts
wurden solche Vorhersagemethoden
bereits in der Vergangenheit entwickelt
und in das geno2pheno[coreceptor]-
Websystem implementiert. Dieser Web-
service wurde in den letzten beiden
Jahren komplett überarbeitet und um
weitere Funktionen ergänzt. 
So kann z.B. auch der Immunstatus des
Patienten bei der Vorhersage berücksich-
tigt werden und damit genauer auf den
individuellen Fall eingegangen werden. 
Die Arbeiten zu geno2pheno[core-
ceptor] laufen in enger Kooperation mit
Virologen aus Deutschland, Europa und
Kanada. Unser Webserver ist in den 
letzten beiden Jahren über 120.000-mal
verwendet worden. Diese Popularität
spiegelt sich auch in den Deutsch-Öster-
reichischen AIDS Leitlinien wider, in
denen es nun als zum Labortest gleich-
wertiges System für die Tropismus-
testung empfohlen wird.
Neue Ansätze
In den letzten Jahren haben wir
darüber hinaus weitere Ansätze erforscht,
um die Vorhersagequalität unseres Ser-
vers weiter zu verbessern. Zum einen
konnten wir zeigen, dass sich durch die
Verwendung eines weiteren Genabschnitts
des viralen Hüllproteins, der V2-Schleife,
die Vorhersagen signifikant verbessern
lassen. Zum anderen haben wir eine völ-
lig neue Sequenziertechnologie verwen-
det, um tiefer in die Virenpopulation, die
sich im einzelnen Patienten befindet,
hineinzuschauen. Dieser Ansatz ermög-
licht es uns hunderttausende verschiede-
ne Viren gleichzeitig aus einer Blutprobe
zu sequenzieren und zu analysieren.
Dadurch können kleinste Minoritäten
von X4-Viren entdeckt werden, die mög-
licherweise zum Versagen einer Mara-
viroc-Therapie führen.                      :::
Korezeptorvorhersage bei HIV
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Ausbreitung eines neuen Grippe-Virus
Als am 24. April 2009 erstmals in
den Nachrichten von einem neuen Grip-
pevirus in Mexiko und in den Vereinig-
ten Staaten berichtet wurde, war noch
nicht abzusehen, wie schnell und weit-
läufig  sich das Virus verbreiten würde.
Für den zum Subtyp H1N1 gehörende
Erreger der so genannten Schweinegrip-
pe werden mittlerweile steigende Infek-
tionszahlen registriert, für Deutschland
vermeldete das Robert-Koch-Institut
Anfang Herbst 2009 bereits 30.000 re-
gistrierte Fälle.
Das Genom des Influenzavirus
besteht aus acht einzelnen Segmenten
einer einzelsträngigen RNA, welche wie-
derum elf verschiedene Proteine kodieren
[Abbildung 1]. Diese Proteine benötigt der
Erreger, um zum Beispiel in die Zellen
seines Wirts einzudringen oder sich da-
rin zu replizieren. Der Aufbau der Pro-
teine ist aber auch entscheidend dafür,
ob eine Infektion mit dem Virus für den
Wirt mild oder sehr problematisch oder
gar tödlich verläuft. So war beispielsweise
die Spanische Grippe im Jahr 1918 für
den Tod von ca. 50 Millionen Menschen
verantwortlich, während bei dem aktuel-
len A/H1N1 Virus bis jetzt meist ein mil-
der Krankheitsverlauf beobachtet wird. 
In der Forschungsgruppe Compu-
tational Genomics and Epidemiology
wurden die Entstehung und die Eigen-
schaften des neuen Virus anhand seines
Genoms unmittelbar nach der Veröffent-
lichung der ersten RNA-Sequenzen
untersucht. 
Ursprung des Virus
Influenzaviren befallen nicht nur
Menschen, sondern sind auch unter Vö-
geln und anderen Säugetieren sehr ver-
breitet. Viren, deren Genom sich an eine
bestimmte Wirts-Spezies angepasst hat,
springen dabei relativ selten auf eine 
andere Spezies über. Nach aktuellen 
Erkenntnissen stammen die acht RNA-
Segmente des aktuellen Virus ursprüng-
lich aus einer Vielzahl von Influenza-
Stämmen, die unabhängig voneinander
in Vögeln, Schweinen und auch im Men-
schen verbreitet waren und auch teilwei-
se selbst Neuordnungen mehrerer Stäm-
me sind, die seit vielen Jahren in diesen
Wirten in unterschiedlichen Teilen der
Welt kursieren.
Adaption an den Menschen
Am Max-Planck-Institut für Infor-
matik wurde untersucht, welche Verände-
rungen im Genom des zuletzt in Schwei-
nen zirkulierenden Virus dazu geführt
haben, dass sich der Erreger nun auch
von Mensch zu Mensch übertragen lässt.
Dazu wurde nach statistisch und biolo-
gisch relevanten Unterschieden in den
Genomsequenzen von Influenzaviren ge-
sucht, die an den Menschen angepasst
sind (wie zum Beispiel die saisonale
Grippe oder das 1918 Virus), und sol-
chen, die (noch) nicht adaptiert sind
(wie beispielsweise die Vogelgrippe).  
Solches Wissen ist dringend notwendig,
um  neue Medikamente entwickeln zu
können, die eine weitere Verbreitung des
neuen Erregers verhindern könnten, und
um in Zukunft Erreger aus anderen Spe-
zies, die in der menschlichen Bevölke-
rung Fuß fassen könnten, frühzeitig zu
identifizieren. 
Zusätzlich kursieren zur Zeit aber
auch weitaus gefährlichere Influenza-
viren, die bis jetzt nur sehr selten auf
den Menschen oder gar zwischen Men-
schen übertragen werden. Sollte sich ein
hochgradig pathogenes Virus, wie zum
Beispiel die Vogelgrippe, ähnlich an den
Menschen anpassen wie das aktuelle
H1N1 Virus, könnte das zu einer sehr
bedrohlichen Pandemie führen, die ähn-
liche Dimensionen wie der Ausbruch der
Spanischen Grippe vor 90 Jahren hat.
Deshalb wird derzeit weiter an Szenarios
geforscht, die zu einem solchen Aus-
bruch führen könnten und nach Muta-
tionen gesucht, die dem Vogelgrippe-
Virus eine effiziente Verbreitung in der
menschlichen Population ermöglichen
könnten.                                         :::
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Wussten Sie, dass die überwiegende
Mehrheit der Bewohner dieses Planeten
mit bloßem Auge nicht erkennbar ist? Es
handelt sich hierbei um Mikroorganismen:
winzige Lebewesen, die erst mit Hilfe
eines Mikroskops sichtbar werden. Man
findet sie nahezu überall: Im Eis der Ark-
tis, in heißen Quellen und tiefen Meeres-
kratern, im menschlichen Verdauungs-
trakt und auf der Haut; ja sogar in der
Atmosphäre. 
Die Erforschung von Mikroorganis-
men ist unter agrarwirtschaftlichen, bio-
technologischen, umwelttechnischen und
medizinischen Aspekten sehr interessant,
da diese sich durch eine Vielzahl von
einzigartigen Fähigkeiten auszeichnen.
Viele solcher Erkenntnisse erhält man
bereits durch eine Analyse der Genom-
sequenz. Dabei gibt es jedoch eine Schwie-
rigkeit: Die meisten Mikroorganismen
lassen sich nicht in einer reinen Kultur
im Labor anreichern; sie benötigen zum
Teil unbekannte Zusatzstoffe, um zu
wachsen, oder sind auf die Interaktion
mit anderen Organismen in ihrer Um-
gebung angewiesen. Deshalb ist es not-
wendig, Zellmaterial und DNA direkt
aus deren natürlicher Umgebung zu iso-
lieren. Die genomische Analyse einer
Gemeinschaft von Organismen durch
Sequenzierung nennt sich Metagenomik.
Am Max-Planck-Institut für Informatik
werden Verfahren entwickelt, um die bei
der Sequenzierung entstehenden geno-
mischen Sequenzfragmente zusammen-
zusetzen und den verschiedenen Mikro-
organismen zuzuordnen.
Die Sequenzierung von mikrobiellen
Gemeinschaften
Da nur kürzere Abschnitte eines
Genoms direkt sequenziert werden kön-
nen, wird das isolierte Erbmaterial zuerst
in viele kurze Fragmente zerstückelt.
Deren Sequenzierung führt zu so genann-
ten reads; Sequenzen von weniger als
1000 Nukleotiden Länge. Anhand von
wiederholten Abschnitten lassen sich
reads zusammenfügen und so längere
Bereiche einer Genomsequenz rekon-
struieren, was zu einer Vielzahl genom-
ischer Sequenzfragmente von unter-
schiedlicher Länge führt.
Zuordnung von Sequenzfragmenten
Die Zuordnung der Sequenzfrag-
mente zu den in der Gemeinschaft vor-
handenen Organismen wird als Binning
bezeichnet. Die am Max-Planck-Institut
für Informatik entwickelten Verfahren
machen sich zum Lösen dieses Problems
eine Eigenschaft von genetischen Sequen-
zen zunutze, die Hinweise auf die Zuge-
hörigkeit eines Fragments gibt: Zählt man
das Vorkommen von Oligomeren (kurzen
Teilwörtern des Genoms mit Längen 
zwischen 2 und 30 Nukleotiden) in der
Genomsequenz eines bestimmten Orga-
nismus, so erkennt man, dass manche
Oligomere häufiger vorkommen als andere.
Mit einem statistischen Lernverfahren
namens Support Vector Machine (SVM)
lässt sich dann ein phylogenetisches 
Modell von universell vorkommenden
Markergenen erstellen, welches die
Charakteristika dieser Organismen im
Oligomer-Gebrauch beschreibt. An-
schließend werden die Fragmente des
Metagenoms durch das Modell den er-
mittelten Klassen zugeordnet.
Anwendungen
Das beschriebene  Binning-Verfah-
ren wird zur Analyse vieler Metagenome
eingesetzt, zum Beispiel von Bakterien
im Darm von Nasutitermes ephratae,
einer höheren Termitenart. Dies führte
zu der Entdeckung einer Vielzahl von
neuen Enzymen, die die Zerlegung von
Holz in einzelne Zucker katalysieren, und
mit denen sich nun vielleicht effiziente
industrielle Verfahren zur Gewinnung
von Wasserstoff aus pflanzlichen Mate-
rialien entwickeln lassen. Die aktuelle
Suche nach industriell einsetzbaren En-
zymen wird fortgeführt mit der Analyse
mikrobieller Metagenome aus den Mä-
gen von niederen Holzabbauenden Ter-
miten oder des australischen Tammar
Wallabys, welches besonders wenig des
Treibhausgases Methan beim Verdauen
pflanzlicher Materialien als Nebenpro-
dukt produziert.
Ausblick
Neben der Erzeugung von alternati-
ven Treib- und Brennstoffen sind mikro-
bielle Gemeinschaften auch für viele an-
dere industrielle Prozesse von Interesse:
So werden Mikroben zur Abwasserauf-
bereitung bei der industriellen Plastik-
produktion eingesetzt und die Metage-
nom-Analyse einer mikrobiellen Gemein-
schaft in einem neuen und effizienteren
Bioreaktor soll das Verständnis der hieran
beteiligten biochemischen Prozesse und
Organismen vertiefen, um diesen indu-
striellen Prozess weiter zu optimieren.
Aktuell werden die existierenden Verfah-
ren weiterentwickelt, um eine Klassifi-
zierung von sehr kurzen Sequenzfragmen-
ten zu ermöglichen. Deren Zuordnung
ist aufgrund der wenigen vorhandenen
Sequenzinformation besonders schwierig.
Weiterhin wird an einem Verfahren ge-
arbeitet, welches eine Zuordnung von
neuen, bisher unbekannten Genen in
einem Metagenom zu den in der mikro-
biellen Gemeinschaft ablaufenden biolo-
gischen Prozessen ermöglichen soll.   :::
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Computer, Netzwerke und mikro-
prozessorgesteuerte Systeme sind heute
ein allgegenwärtiger Teil unseres Lebens.
Wir benutzen sie ständig – teils bewusst,
wie den Rechner auf dem Schreibtisch,
die Internet-Suchmaschine oder das
Handy, teils unbewusst, wie die elektro-
nische Steuerung im Auto, im Flugzeug
oder in der Waschmaschine. Je mehr wir
unser Leben abhängig von Hard- und
Software machen, umso mehr stellt sich
die Frage, ob das Vertrauen, das wir in
diese Produkte setzen, gerechtfertig ist.
Können wir garantieren, dass eine Hard-
ware, eine Software oder ein eingebet-
tetes System, das bei Bedarf auch noch
mit seiner Umgebung interagiert, wie
gewünscht funktioniert? Diese Frage
durchzieht die Arbeiten mehrerer Ab-
teilungen des Instituts.
Die einleuchtende Forderung, die
man gewöhnlich an eine Hard- oder Soft-
ware stellt, ist Korrektheit. Wir erwarten,
dass die Steuerung eines Flugzeuges kor-
rekt auf die Befehle des Piloten reagiert, 
dass die Zugsteuerung prinzipiell verhin-
dert dass zwei hintereinander fahrende
Züge kollidieren können, oder dass das
egoistische Verhalten einer Einzelperson
im Internet nicht das ganze Netzwerk
lahmlegt. Um solche Eigenschaften nach-
zuweisen, benötigen wir deduktive Syste-
me, die überprüfen, ob eine Eigenschaft
aus anderen, bereits bekannten Eigen-
schaften folgt. Ein erster Schritt ist da-
bei die Modularisierung: die (möglichst
automatische) Zerlegung eines großen
Problems in kleine, handhabbare Teil-
probleme. Ein zweites wichtiges Hilfs-
mittel ist die Abstraktion. Vereinfacht
ausgedrückt versucht man dabei, die un-
endlich vielen möglichen Daten, mit de-
nen ein Programm arbeiten soll, in end-
lich viele Klassen geeigneter Ausprägun-
gen zu gruppieren, deren Elemente sich
im Wesentlichen gleich verhalten.
Bei Such- und Optimierungspro-
blemen stellt man fest, dass die Forde-
rungen nach optimalen Ergebnissen und
effizienter Berechnung oft nicht gleich-
zeitig zu erfüllen sind. Manchmal liegt
dies an der schieren Größe der zu verar-
beitenden Datenmenge, beispielsweise
bei der Beantwortung einer komplexen
Suchmaschinenanfrage. In anderen
Fällen, etwa bei graphentheoretischen
Fragestellungen, zeigt sich, dass selbst
Probleme von durchaus überschaubarer
Größe nicht in akzeptabler Zeit exakt
algorithmisch behandelt werden können. 
Zusätzliche Komplexität ergibt 
sich beim Vorliegen einer so genannten
Spielesituation, bei der verschiedene
Parteien versuchen ihre eigenen, global
inkompatiblen Ziele durchzusetzen. 
Mit diesem neueren Modellierungsansatz 
lassen sich viele reale Probleme adäquat
modellieren und untersuchen. Dazu ge-
hören zum Beispiel das Zusammenspiel
der Umwelt mit der sie kontrollierenden
Steuerung oder das Verhalten eines Nut-
zers im Internet im Zusammenspiel mit
den Regularien des Netzwerkbetreibers
und der anderen Internet Nutzer. In 
beiden Fällen ist es wichtig trotz diver-
gierender Ziele die Einhaltung globaler
Eigenschaften zu garantieren, etwa den
fairen Zugang zu den Ressourcen des









































































































































































































































S C H W E R P U N K T E38
Software soll verlässlich sein. Das wichtigste 
Kriterium für Verlässlichkeit ist die Korrekt-
heit. Fast genauso wichtig aber ist oft die 
Performanz: Eine korrekte Antwort, die man 
nicht rechtzeitig bekommt, ist unnütz. Die 
Suche nach Korrektheits- und Performanz-
garantien gehört für viele Abteilungen des 
Instituts zu den zentralen Fragestellungen.
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G A R A N T I E N40
Eigennütziges Verhalten in Netz-
werksystemen ist ein wichtiges Problem
mit großer praktischer Relevanz. Insbe-
sondere stellt sich die Frage, wie das
eigennützige Verhalten von Nutzern die
Leistung das Systems beeinflusst.             
Nehmen wir an, es soll ein Netz-
werk für viele Nutzer (Spieler) konstru-
iert werden, die selbst ihre Kanten aus-
wählen können. Jeder Nutzer hat zwei
Knoten, die miteinander verbunden wer-
den sollen. Der Nutzer ist lediglich da-
ran interessiert, seine eigenen Knoten
möglichst günstig miteinander zu verbin-
den. Wenn zwei oder mehr Nutzer eine
bestimmte Kante verwenden, teilen sie
die Kosten für diese Kante. Es macht
also durchaus Sinn für die Nutzer geteil-
te Kanten zu verwenden. Trotzdem kann
es passieren, dass bestimmte Nutzer in
einem gegebenen Netzwerk nicht zufrie-
den sind und lieber „private“ Kanten ver-
wenden würden, die für andere Nutzer
nicht im Betracht kommen. Dies kann
sogar wiederholt passieren, bis ein Nash-
Gleichgewicht erreicht wird, wo alle
Nutzer zufrieden sind.
Das „optimale“ Netzwerk wird in
vielen Fällen kein Nash-Gleichgewicht
sein. Wir können aber versuchen heraus-
zufinden, was das beste Nash-Gleichge-
wicht ist (also mit den niedrigsten Ge-
samtkosten für die Konstruktion des
Netzwerkes), und dieses Netzwerk als
Lösung vorschlagen. Kein Nutzer wird
dann von dieser Lösung abweichen wol-
len, weil alle zufrieden sind.
Die Frage ist jetzt: Wieviel mehr
kostet dieses Netzwerk im Vergleich zu
dem optimalen Netzwerk im schlimmsten
Fall? Das Verhältnis zwischen den Kos-
ten dieser Netzwerken nennt man den
Preis der Stabilität (PdS), also den Preis
den wir zahlen, damit wir eine stabile
Lage erreichen.
Für dieses Problem ist nur in
Sonderfällen bekannt, was der PdS ist. 
Wenn die Kanten gerichtet sind, wächst
der PdS logarithmisch in der Anzahl der
Nutzer. Auch wenn die Nutzer unter-
schiedlich wichtig sind, oder alle Nutzer
einen Endknoten teilen, ist der PdS
nicht konstant. Was passiert aber in 
dem allgemeinen Fall mit ungerichteten
Kanten?
Die Frage, ob der PdS nach oben
beschränkt ist oder aber mit der Anzahl
von Spielern wächst, bleibt weiterhin
offen. Wir können aber zeigen, dass der
PdS für dieses Problem wirklich anders
ist als für den Fall mit gerichteten Kan-
ten, weil wir für zwei und drei Spieler
abweichende Grenzen gezeigt haben.
Für zwei Spieler [Abbildung 1] ist der PdS
genau 4/3 (gerichtet 3/2), und für drei
Spieler ist der PdS höchstens 1.65 (ge-
richtet 5/3). Außerdem konnten wir eine
neue untere Schranke von 1.82 zeigen
für den allgemeinen Fall, mit vielen
Spielern [Abbildung 2]. 
Die untere Schranke basiert auf
einem Graphen mit N Ebenen. Oben ist
eine Ebene gezeigt mit den Kosten der
einzelnen Kanten. Für jede vertikale
Kante gibt es genau einen Spieler, der
die Endknoten dieser Kante verbinden
möchte. Unten steht links das optimale
Netzwerk und rechts das einzige Nash-
Gleichgewicht, das es in diesem Netz-
werk gibt. :::
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Um garantieren zu können, dass
eine Hardware oder Software korrekt ar-
beitet, muss man sie verifizieren – das
heißt, die Korrektheit formal nachweisen.
Kernelement einer jeden Verifikation ist
die Untersuchung, ob bestimmte Eigen-
schaften aus anderen, bereits bekannten
Eigenschaften eines Systems folgen. Mit
der Frage, wie man Computerprogram-
me zum Lösen solcher Beweisaufgaben
einsetzen kann, beschäftigen sich Wissen-
schaftler bereits lange Zeit. Schon seit
den fundamentalen theoretischen Ergeb-
nissen von Gödel und Turing zu Beginn
des zwanzigsten Jahrhunderts weiß man,
dass nicht alles, was im mathematischen
Sinne wahr ist, auch beweisbar ist, und
dass nicht alles, was beweisbar ist, auto-
matisch beweisbar ist. Deduktionssysteme
unterscheiden sich dementsprechend
deutlich in ihrer Ausdrucksstärke und
ihren Eigenschaften: Entscheidungsver-
fahren sind auf eine bestimmte Art von
Daten (etwa reelle Zahlen) spezialisiert
und können innerhalb dieses Bereichs
garantiert die Korrektheit oder Inkorrekt-
heit einer Aussage nachweisen. Automa-
tische Beweiser für die so genannte erst-
stufige Logik können mit beliebigen, in
einem Programm definierten Datentypen
umgehen. Hier steht aber nur fest, dass
sie einen Beweis finden, falls er existiert;
falls keiner existiert, dann suchen sie mög-
licherweise erfolglos weiter, ohne jemals
anzuhalten. Interaktive Beweiser arbei-
ten mit noch ausdrucksstärkeren als der
erststufigen Logik. Sie funktionieren al-
lerdings nur mit Benutzerunterstützung
und ohne jede Vollständigkeitsgarantie. 
Es ist offensichtlich, dass für prak-
tische Anwendungen im allgemeinen die
Kombination aller Methoden nötig ist:
Man braucht interaktive Beweiser, um
Probleme komfortabel in einer ausdrucks-
starken Logik formulieren zu können und
um größere Beweise durch eine Auswahl
geeigneter Strategien steuern zu können.
Man benötigt automatische Beweiser, um
den Automatisierungsgrad des interakti-
ven Beweisers so weit wie möglich zu
erhöhen. Und schließlich benötigt man
Entscheidungsverfahren, um beispiels-
weise rein arithmetische Teilaufgaben
effizient zu lösen. In unserer Arbeits-
gruppe versuchen wir die logischen sowie
technischen Schwierigkeiten zu über-
winden, die eine solche Kombination mit
sich bringt.
Neben der Kombination von De-
duktionssystemen beschäftigen wir uns
zudem seit langem intensiv mit dem
automatischen Beweisen. Wie arbeitet
ein automatischer Theorembeweiser?
Ein Programm zu schreiben, das aus ge-
gebenen Formeln neue Formeln logisch
korrekt ableitet, ist nicht schwer. Eine
logisch korrekte Ableitung ist allerdings
nicht unbedingt eine sinnvolle Ableitung.
Wer zum Beispiel 2 · a + 3 · a erst in 2 · a + 
3 · a + 0 und dann in 2 · a + 3 · a + 0 + 0
umwandelt, macht zwar keinen Rechen-
fehler, kommt seinem Ziel aber keinen
Schritt näher. Die eigentliche Herausfor-
derung besteht also darin, aus unendlich
vielen korrekten Ableitungen die wenigen
sinnvollen Ableitungen herauszusuchen.
Dabei stellt man zunächst fest, dass es
nützlich ist, Gleichungen so anzuwen-
den, dass sich das Ergebnis vereinfacht,
also etwa „x + 0 = x“ nur von links nach
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Dieser Ansatz reicht allerdings
nicht immer aus. Deutlich wird das 
beispielsweise bei der Bruchrechnung:
Bekanntlich muss man einen Bruch hin
und wieder erweitern, bevor man damit
weiterrechnen kann. Beim Erweitern
passiert aber genau das, was man eigent-
lich vermeiden möchte: Die Gleichung
(x · z) / (y · z) = x / y wird von rechts nach
links angewendet – aus einem einfachen
Ausdruck wird ein komplizierterer. Der
1990 von Bachmair und Ganzinger ent-
wickelte Superpositionskalkül bietet ei-
nen Ausweg aus diesem Dilemma. Einer-
seits rechnet er vorwärts, andererseits
aber identifiziert und repariert er syste-
matisch die möglichen Problemfälle in
einer Formelmenge, für die ein Rück-
wärtsrechnen unvermeidbar sein könnte.
Superposition ist damit die Grundlage
fast aller heutigen Theorembeweiser für
erststufige Logik mit Gleichheit. Das 
gilt auch für unsere am Institut ent-
wickelten Beweiser SPASS und Wald-
meister. Derzeit beschäftigen wir uns
nicht nur mit der oben angesprochenen
Kombinationsproblematik, sondern 
insbesondere auch mit speziellen Opti-
mierungstechniken für verschiedene
Anwendungen, wie beispielsweise die
Analyse von Netzwerkprotokollen oder
das Rechnen in großen Ontologien
(siehe auch „Entscheidungsverfahren 
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Das Verhalten vieler technischer
Systeme lässt sich beschreiben, indem
man ihre Zustände und ihre Zustands-
übergänge angibt. Eine Waschmaschine
kann sich beispielsweise im Anfangszu-
stand (Tür geöffnet, Trommel leer, Ma-
schine ausgeschaltet) befinden, oder auch
im Zustand „Waschgang“. Zustandsüber-
gänge sind Wechsel von einem Zustand in
einen anderen; diese können automatisch
stattfinden (z.B. der Wechsel Waschgang/
Abpumpen) oder durch äußere Einwir-
kung (z.B. weil ein Schalter betätigt wird).
Nun gibt es unter den denkbaren Zu-
ständen auch solche, die offenbar un-
erwünscht sind, z.B. „Wasserzulauf geöff-
net, Tür geöffnet“. Wenn wir nachweisen
wollen, dass das Gerät sicher ist, dann
müssen wir zeigen, dass es unmöglich ist,
aus dem Anfangszustand durch irgend-
welche Zustandsübergänge in einen der-
artigen unsicheren Zustand zu geraten.
Wie kann man dabei vorgehen? Wir
können Zustände und Zustandsübergänge
durch einen Graphen beschreiben: Wir
symbolisieren jeden Zustand durch einen
Kringel und jeden möglichen Zustands-
übergang durch einen Pfeil. Das Ergeb-
nis sieht vielleicht wie folgt aus: 
Angenommen, A ist der Anfangs-
zustand und L ist unsicher. Was sind die
Vorgängerzustände von L, also die Zu-
stände, von denen aus ein Pfeil nach L
zeigt? Offenbar gibt es nur einen solchen
Zustand, nämlich K. Also ist auch K un-
sicher, denn sollte K erreichbar sein, dann
können wir von dort aus L erreichen.
Ebenso sind die Vorgängerzustände von
K, nämlich G und J unsicher. Wenn wir
nun die Vorgängerzustände von G und J
(also L und G) anschauen, dann stellen
wir fest, dass diese bereits als unsicher
bekannt sind. Das bedeutet, es gibt keine
Möglichkeit, von außen in die Zustands-
menge {G,J,K,L} hineinzukommen.  
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Damit ist klar, dass {G,J,K,L} die
einzigen Zustände sind, die per se unsi-
cher sind, oder von denen aus man ei-
nen unsicheren Zustand erreichen kann.
Alle anderen Zustände, insbesondere
auch der Anfangszustand A, sind sicher.
Man bezeichnet dieses Verfahren, die
Sicherheit eines Systems nachzuweisen,
als Model Checking oder Modellüber-
prüfung.
Leider wird in der Praxis die An-
zahl der Zustände schnell zum Problem:
Nehmen wir an, dass das Verhalten einer
elektronischen Steuerung von 60 Bits 
(b1,...,b60) abhängt, von denen jedes 
den Wert wahr oder falsch haben kann.
Nun sind 60 Bits nicht viel, aber wenn
man alle möglichen Kombinationen dar-
aus betrachtet, kommt man zu 260 Zu-
ständen; das sind über eine Trillion. Das
symbolische Model Checking bietet hier
einen Ausweg: Wir zählen die Mengen
der unsicheren Zustände nicht wie oben
explizit auf, sondern wir repräsentieren
sie stattdessen symbolisch durch logische
Formeln. Beispielsweise steht die Formel   
b5 und nicht b32
für alle Zustände, bei denen b5 wahr und
b32 falsch ist (das sind eine Vierteltrillion
Zustände, die man anderenfalls explizit
aufzählen müsste!). Auch die Zustands-
übergänge kann man symbolisch berech-
nen: Wenn wir etwa wissen, dass b5 auf
wahr gesetzt werden darf, falls b3 oder b4
wahr ist, dann ist auch jeder Zustand
unsicher, der die Formel 
(b3 oder b4) und nicht b32
erfüllt. Wir erhalten also die Vorgänger-
zustände der obigen Zustandsmenge ein-
fach, indem wir b5 durch (b3 oder b4)
ersetzen.
Kann man auf diese Weise auch
die Sicherheit einer Fahrzeugsteuerung
nachweisen? Eine solche Steuerung ist
ein hybrides System: wir haben es nicht
nur mit diskreten Zustandswechseln 
(Beschleunigen/Bremsen) zu tun, son-
dern auch mit Variablen wie der Ge-
schwindigkeit, die sich kontinuierlich
ändern können. In den Zustandsformeln
müssen also auch numerische Variablen
vorkommen, z.B. 
b5 und nicht b32 und (x2 > 50)
Die diskreten Zustandsübergänge
können wir mit solchen Formeln wie 
bisher behandeln. Wie sieht es mit den
kontinuierlichen Zustandsübergängen
aus? Solange das dynamische Verhalten
mathematisch gesehen einfach sind
(zum Beispiel, wenn sich die Geschwin-
digkeit gleichförmig ändert), kann man
hier ein Verfahren einsetzen, das als
Quantorenelimination bekannt ist; man
braucht allerdings einige technische
Tricks, um zu verhindern, dass man zu
schnell zu große Formeln erhält. In un-
serer Arbeitsgruppe beschäftigen wir uns
zur Zeit insbesondere mit der Entwick-
lung von Verfahren, die auch bei einem
komplizierteren dynamischen Verhalten
anwendbar sind. :::





Die großen Fortschritte in der Ent-
wicklung der Informationstechnik haben
dazu geführt, dass heutzutage komplexe,
rechnergesteuerte Systeme fast überall
eingesetzt werden: im Haushalt, in Autos,
Zügen, Flugzeugen oder Kraftwerken. 
Insbesondere in den letztgenannten
sicherheitskritischen Bereichen können
Fehler katastrophale Folgen haben. Es
ist deshalb sehr wichtig, das korrekte
Funktionieren solcher Systeme zu garan-
tieren, das heißt mathematisch zu be-
weisen. Eigentlich wäre es wünschens-
wert, solche Korrektheitsbeweise völlig
automatisch vom Rechner durchführen
zu lassen. Fundamentale theoretische
Ergebnisse von Gödel, Church und
Turing zeigen aber, dass das nicht mög-
lich ist. Für konkrete Anwendungsbe-
reiche existieren jedoch effektive auto-
matische Verifikationsverfahren. 
Unser Ziel ist es, Rahmenbedingun-
gen zu identifizieren, unter denen effi-
ziente Verifikationsverfahren für kom-
plexe Systeme existieren. Die formale
Beschreibung eines komplexen Systems
ist aus Teilen zusammengesetzt, die ver-
schiedenen Bereichen entstammen; so
finden sich beispielsweise numerische
Formeln neben Aussagen über Daten-
strukturen. Es ist daher sehr wichtig,
effizient in komplexen Theorien, die als
Kombinationen verschiedener Bestand-
teile entstehen, schlussfolgern zu kön-
nen. Wir sind daran interessiert, Beweis-
verfahren zu entwickeln, die die modu-
lare Struktur der komplexen Theorien
ausnutzen, und es erlauben, spezialisier-
te Beweiser für das Schlussfolgern in den
Teiltheorien zu benutzen. Solche modu-
laren Verfahren sind besonders flexibel
und effizient und in vielen Bereichen an-
wendbar (wie etwa in der Mathematik,
Verifikation oder Wissensrepräsentation
[Abbildung1]. 
Die einfachste Form der von uns
betrachteten komplexen Theorien sind
Erweiterungen einer gegebenen Theorie
(hier als Basistheorie bezeichnet) mit zu-
sätzlichen Funktionen. Theorieerweite-
rungen kommen zum Beispiel in parame-
trischen Ansätzen zur Verifikation reakti-
ver oder hybrider Systeme vor, in denen
bestimmte Größen (Zeit, Geschwindig-
keit) sowie ihre Veränderungen als Para-
meter betrachtet werden. Alternativ kann
auch die Anzahl von Komponenten ein
Parameter sein. Im Allgemeinen ist es
schwierig, solche Erweiterungen zu be-
handeln, auch wenn effiziente Verfahren
für die Basistheorie vorhanden sind. 
Wir gehen die Lösung dieses Problems
an, indem wir eine Klasse von Theorieer-
weiterungen identifizieren, in denen es
möglich ist, das ursprüngliche Problem
auf ein Problem im Basisbereich zu re-
duzieren. Dieses kann dann mit einem
für die Basistheorie spezialisierten Ver-
fahren gelöst werden. Das allgemeine
Prinzip eines solchen hierarchischen Ver-
fahrens ist in Abbildung 2 dargestellt.
Darüber hinaus entwickeln wir Ver-
fahren für modulares Schließen in Kom-
binationen von Theorien. Wenn wir zum
Beispiel bei der Programmverifikation
eine Aussage beweisen wollen, in der
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Abbildung 1: Anwendungsbereiche
Abbildung 2: Hierarchisches Schließen
Abbildung 3: Modulares Schließen
sowohl von Listen von Zahlen als auch
von Arrays von Zahlen die Rede ist, 
dann können wir dieses Problem in zwei
Teilprobleme zerlegen – eines mit Listen
und Zahlen, eines mit Arrays und Zahlen
– und für jedes davon ein existierendes
Beweisverfahren benutzen. Wenn beide
Verfahren nun ausreichend viele Infor-
mationen über die gemeinsamen Daten
(also die Zahlen) austauschen, dann ist
gewährleistet, dass zum Schluss die 
Einzellösungen beider Verfahren zu
einer Gesamtlösung kombiniert werden
können. Diese Idee ist in Abbildung 3
dargestellt.
Unsere theoretischen Beiträge 
bilden die Basis für die Entwicklung
von praktisch einsetzbaren Verifikations-
werkzeugen für die Verifikation sicher-
heitskritischer Systeme, insbesondere 
im Rahmen des SFB Transregio Projek-
tes AVACS (Automatic Verification and
Analysis of Complex Systems).             :::
Das Max-Planck-Institut für Infor-
matik beschäftigt sich seit seinem Be-
stehen mit verschiedenen Fragen der
geometrischen Datenverarbeitung.
Grundsätzlich geht es dabei um die Ver-
arbeitung von Datensätzen, die geome-
trische Objekte im Raum beschreiben.
Geometrische Datensätze können dabei
z.B. Linien in einer zweidimensionalen
Zeichnung sein, dreidimensionale Körper
in einer virtuellen Welt oder auch hoch-
dimensionale Stichprobenpunkte aus
einer statistischen Datenanalyse. Die
Probleme bei der Verarbeitung diese Da-
ten reichen von algorithmischen Grund-
fragen, wie der effizienten und exakten
Repräsentation von geometrischen Ob-
jekten aller Art, über die manuelle Mo-
dellierung von Objekten bis hin zur 
automatischen Rekonstruktion mit 
Techniken aus der Mustererkennung.
Im Folgenden werden einige der
aktuellen Forschungsarbeiten exempla-
risch vorgestellt: Ein wichtiges Gebiet 
ist die Repräsentation geometrischer 
Objekte. So ist es z.B. mit industriell
verfügbarer CAD Software bis heute
möglich, Schnitte von geometrischen
Objekten exakt und zuverlässig zu be-
rechnen. Dies mag auf den ersten Blick
erstaunen, aber die Probleme liegen hier
in den Genauigkeitsanforderungen. Tra-
ditionelle numerische Algorithmen haben
Rundungsfehler die bei manchen Einga-
bedaten zu intolerablen Fehlern führen.
Und leider sind diese „ungünstigen Ein-
gaben“ in der Praxis gar nicht so selten,
wie man hofft. In der hier beschriebe-
nen Forschung wurden neue Algorithmen
und Datenstrukturen entwickelt, die die
Qualität der Ausgabe garantieren können.
Ein geradezu komplementäres Ge-
biet ist die geometrische Mustererken-
nung: Hier gibt es keine exakten Einga-
bedaten sondern oft im Gegenteil sehr
unsichere Daten, und ein Algorithmus
muss verschiedene unsichere Informa-
tionen zu einem Gesamtbild zusammen-
fassen. Im Folgenden werden mehrere
Beispiele aus diesem Problemfeld ge-
zeigt: So sollen in der bildbasierten 3D-
Szenenanalyse dreidimensionale Modelle
allein aus Fotos oder Videosequenzen
rekonstruiert werden. Die Interpretation 
eines einzelnen Bildes ist mehrdeutig, 
da der Abstand zu den beobachteten
Punkten des Bildes in einem Foto natür-
lich nicht bekannt ist. Indem Vorwissen
eingebracht wird (was kann man von der
zu rekonstruierenden Geometrie a priori
erwarten?), und ggf. mehrere verschiede-
ne Ansichten kombiniert werden, ergibt
sich eine klarere Rekonstruktion. Ähn-
liche Techniken werden auch für die 
Erkennung von Gesichtern benutzt:
Zunächst wird eine große Datenbank an
Gesichtsformen (als 3D-Scans) angelegt.
Mit diesem Vorwissen über den „Raum
typischer Gesichter“ können Erkennungs-
und Rekonstruktionsaufgaben wesentlich
besser gelöst werden.
Ein ebenfalls verwandtes Problem
ist die Untersuchung von 3D-Geometrie
auf Symmetrie: Hier ist die Aufgabe, in
einem 3D Modell „Bauteile“ zu finden,
die mehrmals in ähnlichen Varianten
vorkommen, ohne das die Form dieser
Teile dem Algorithmus a priori bekannt
ist. Wiederum wird aus potentiell feh-
lerbehafteten Daten und zusätzlichem 
Vorwissen (z.B. der Annahme, welche
Deformationen der symmetrischen 
Teile auftreten können) eine Lösung
berechnet.
Diese Auswahl an Beträgen zur
aktuellen Forschung soll zeigen, dass das
traditionelle Gebiet der geometrischen
Datenverarbeitung auch heute noch
viele Herausforderungen stellt, und dass
Lösungen relevant für breite Teile der









































































































































































































































S C H W E R P U N K T E44
Die Verarbeitung geometrischer Daten ist ein 
klassisches Gebiet in der Informatik. Gerade 
dadurch ergibt sich eine große Bandbreite an 
Forschungsfragen. Aktuelle Forschungspro-
bleme reichen von der exakten Beschreibung 
geometrischer Objekte bis hin zu statistischen
Methoden zur Interpretation unsicherer geo-
metrischer Informationen.
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G E O M E T R I E46
EXACUS (Efficient and Exact 
Algorithms for Curves and Surfaces) und
CGAL (Computational Geometry Algo-
rithms Library) bezeichnen umfangreiche
Sammlungen von C++ Software Biblio-
theken zur Untersuchung von Kurven
und Flächen. Beide Projekte haben ih-
ren Ursprung in früheren EU Projekten
(CGAL, ECG, ACS). EXACUS wurde
im Rahmen von ECG am Max-Planck-
Institut für Informatik gegründet und
dient seit nunmehr fast einem Jahrzehnt
als Entwicklerplattform. In den letzten
Jahren wurden die wesentlichen Funk-
tionalitäten von EXACUS nach CGAL 
übertragen, welches inzwischen die grund-
legende Entwicklerumgebung für eine 
Vielzahl von führenden europäischen
Forschungsgruppen (INRIA, Berlin, Tel
Aviv, Groningen, Zürich, Athen und MPII)
in diesem Arbeitsbereich darstellt. Insbe-
sondere im Hinblick auf die Kooperation
mit unseren EU Partnern ist auf diesem
Wege eine Basis für zukünftige gemein-
same, erfolgreiche und effektive Software-
projekte gegeben. 
In der klassischen algorithmischen
Geometrie liegt der Fokus auf dem Stu-
dium von linearen Objekten, wie Geraden
und Ebenen. Dieser Ansatz wird nun auf
die Betrachtung gekrümmter Objekte
ausgedehnt. Bei der Implementierung
geometrischer Algorithmen treten häufig
Schwierigkeiten auf, die sich aus Rechen-
ungenauigkeiten, als Folge von Rundungs-
fehlern, ergeben: Falsche Resultate, Ab-
stürze oder nicht-terminiernde Program-
me können die Folge sein. Während sich
bei der Untersuchung linearer Objekte
in vielen Fällen die Algorithmen unter
Verwendung exakter Numerik implemen-
tieren lassen, stößt man im Falle von ge-
krümmten Objekten schnell an die (durch
die Mathematik vorgegebenen) Grenzen.
Ein Grund ist, dass Lösungen von allge-
meinen algebraischen Gleichungssystemen
nicht mehr durch Wurzelterme repräsen-
tiert werden können und ein weiterer,
dass Berechnungen innerhalb allgemei-
ner Körpererweiterungen nicht so ein-
fach effizient umzusetzen sind. In bishe-
rigen Ansätzen, so auch bei allen kom-
merziellen CAD Systemen, setzt man
ausschließlich auf numerische Algorith-
men, die nur dann korrekte Ergebnisse
erzielen, wenn man einen „hinreichend
gutartigen“ Input voraussetzt. Beispiele
zeigen jedoch, dass es durchaus seine
praktische Berechtigung hat, eine solche
Voraussetzung nicht als gegeben anzuse-
hen. In unserer Arbeit kombinieren wir
symbolische Verfahren aus der Computer-
algebra mit garantierten numerischen
Verfahren und effizienten Algorithmen
aus der algorithmischen Geometrie. Auf
diesem Wege ist es möglich, alle Fälle
korrekt und meistens auch schnell zu
untersuchen.
Zum jetzigen Zeitpunkt können wir
die Topologie einer ebenen algebraischen 
Kurve und einer Fläche beliebigen Gra-
des exakt bestimmen. Kurven werden
hierbei in Teilsegmente zerlegt, welche
charakteristische Punkte, wie Selbst-
schnitte oder Extremstellen, verbinden.
Für mehrere Kurven liefert der Algorith-
mus eine so genannte Arrangementberech-
nung, d.h. eine topologische Beschrei-
bung der Zerlegung der Ebene durch die
gegebenen Kurven unter Angabe der Be-
ziehung zwischen einzelnen Teilstücken.
Darüber hinaus verfügen wir über eine
exakte Visualisierung, die wir mit Hilfe
eines Webinterfaces der Allgemeinheit
zur Verfügung stellen. Die erzielten Er-
gebnisse in der Ebene lassen sich auch
auf parametrisierbare Flächen übertragen.
Genauer heißt das, dass wir Arrangements
berechnen können, die durch den Schnitt
beliebiger Flächen mit beispielsweise 
einer Kugel oder eines Torus erzeugt
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Arrangement auf einem Dupin-Cyclide, erzeugt durch
den Schnitt mit algebraischen Flächen
Triangulierung einer algebraischen Fläche
werden. Diese Art von Arrangement-
berechnungen spielen eine zentrale Rolle
in CAD Systemen, bei denen Boolesche
Operationen auf Polygonen mit gekrümm-
ten Rändern die grundlegenden Opera-
tionen darstellen.
Darüber hinaus beschäftigen wir
uns mit dem Studium von algebraischen
Flächen. Unsere Arbeitsgruppe verfügt
über die weltweit einzige Implementie-
rung, die eine exakte Triangulierung
einer beliebigen Fläche bereitstellt. Ein
Framework zur Arrangementberechung
von Flächen sowie Implementierungen
speziell für Quadriken, d.h. Flächen vom
Grad 2, sind außerdem verfügbar. Wie be-
reits angedeutet, stellen die Berechnungen
in algebraischen Erweiterungskörpern die
größten Hürden hinsichtlich der Effizienz
solcher Systeme dar. Ein Herausstellungs-
merkmal unserer Forschungsgruppe ist
die konsequente Verwendung approxi-
mativer (aber garantierter) Verfahren,
welche rechenintensive symbolische
Methoden ersetzen. Zu solchen approxi-
mativen Verfahren gehören beispielsweise
Bitstream Solver. Diese ermöglichen die
Bestimmung der Nullstellen eines Poly-
noms, dessen Koeffizienten nur (wenn
auch beliebig genau) approximiert wer-
den können. In Zukunft wollen wir ver-
mehrt solche Verfahren entwickeln und
mit robusten numerischen Methoden
kombinieren. Dabei sollen numerische
Verfahren den Hauptteil der Arbeit über-
nehmen und die exakten Methoden nur
der Zertifizierung der Ergebnisse dienen.
Erste vielversprechende theoretische
Ansätze sind hierbei bereits entwickelt
und warten auf ihre Umsetzung.      :::






Symmetrien sind fester Bestandteil
unserer Welt. Sie sind fest verankert in
der menschlichen Wahrnehmung und
Denkweise. Sie jedoch maschinell zu er-
kennen, erweist sich als besonders an-
spruchsvoll. Dabei würden einige Appli-
kationen davon profitieren können:
Objekterkennung und Verbesserung von
Scans (Löcher füllen und Qualitätsver-
besserung). Sowohl in der Computer-
grafik als auch in der Computer Vision
wurden extrinsische Symmetrien sehr ex-
tensiv untersucht. Extrinsische Symme-
trien sind abhängig von der aktuellen
Pose [Abbildung], und sind im euklidischen
Raum definiert: Translationen, Rotatio-
nen, Spiegelungen und Skalierungen,
also affine Transformationen.
Intrinsische Symmetrien „leben“ dagegen
auf Mannigfaltigkeiten. Wir untersuchen
zunächst Symmetrien an deformierbaren
Objekten bei denen die Länge zwischen
zwei Punkten durch die Deformation er-
halten bleibt. In dieser Klasse gehören 
näherungsweise z.B. artikulierte Objekte.
Die zu untersuchenden Daten sind un-
strukturierte Punktwolken wie sie z.B.
von Rangescannern geliefert werden.
Graphenmodell
Die Punktwolke (die das Objekt re-
präsentiert) wird gleichmäßig, spärlich
abgetastet, um darauf ein Netzwerk auf
der Oberfläche des Objektes zu bilden.
Auf diesem Netzwerk wird ein Markov-
Zufallsfeld (MRF) definiert, welches
höchstens Interaktionen zwischen zwei
Punkten modelliert. Die Anzahl der Zu-
stände, die jeder Knoten annehmen kann,
wird durch ein gleichmäßiges, aber die-
ses Mal dichtes Abtasten desselben Ob-
jektes bestimmt. Markov-Zufallsfelder
liefern eine bedingte Wahrscheinlich-
keitsverteilung, wobei die Wahrschein-
lichkeit eines Zufallsfeldes (3D Punkt 
im Netzwerk) von seiner direkten Nach-
barschaft abhängt. Eine a priori Wahr-
scheinlichkeit wird für die Punkte be-
nutzt, um die örtlichen Beziehungen
innerhalb der Punktwolke zu modellie-
ren. In unserem Fall sind es längenerhal-
tende Priors. Die Likelihood wird durch 
lokale Deskriptoren an den 3D Punkten
bestimmt. Die a posteriori Wahrschein-
lichkeit über alle intrinsischen Abbildun-
gen des Objektes auf sich selbst beschreibt
die Symmetriestruktur des Objektes: die
Maxima der Verteilung entsprechen mög-
lichen Symmetrien. Hiermit erhalten wir
eine probabilistische Formalisierung für
partielle Symmetrien in deformierbaren
Objekten. Aus dem formalen Modell
lässt sich direkt ein Algorithmus ableiten,
der Symmetrien dadurch findet, dass er
eine approximative Repräsentation sol-
cher Maxima berechnet.                      :::
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Dreidimensionale Scans, die extrinsische Symme-
trien darstellen. Die Symmetrieebene ist durch eine
Linie angedeutet.
Dreidimensionale Scans, die intrinsische Symme-
trien darstellen. Die Hände sind immer noch zu-
einander symmetrisch, obwohl sie deformiert sind.
Es gibt jedoch keine Symmetrieebene im  extrin-
sischen Sinn mehr.
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Im Rahmen dieses Forschungs-
schwerpunktes werden neuartige Metho-
den und Werkzeuge zur bildbasierten
3D-Szenenanalyse entwickelt. Dabei
umfasst die Szenenanalyse erstens die
Schätzung der Bewegung der Kamera(s),
zweitens die Schätzung der statischen
Szenengeometrie und der Bewegungs-
und Formschätzungen einzelner bewegter
Objekte sowie drittens die Schätzung 
der Beleuchtung. Solche Werkzeuge und
Algorithmen können zum Beispiel bei
der Erzeugung von Spezialeffekten bei
der Film- und Fernsehproduktion ver-
wendet werden. In spezialisierter Form
können solche Algorithmen aber auch
bei Land-, Wasser- und Luftfahrzeugen
oder Robotern im häuslichen, industriel-
len und medizinischen Bereich Anwen-
dung finden.
Interaktive 3D-Rekonstruktion mit Hilfe
von orthographischen Ansichten
Ziel dieses Projektes ist, eine auf-
genommene Bildfolge oder ein Video von
einem Objekt zu nutzen, um die 3D-Mo-
dellierung des Objektes zu vereinfachen.
Dazu werden automatisch aus einer Bild-
folge orthographische Ansichten des Ob-
jektes erstellt (z.B. Vorderansicht, Seiten-
ansicht, usw.). Diese orthographischen
Ansichten können leicht in beliebige
Modellierungs- und Animationspakete
importiert werden und erlauben dem
Benutzer, mit den ihm bekannten Werk-
zeugen Objektteile an den orthographi-
schen Ansichten auszurichten [Abbildung 1].
Bewegungsschätzung einer Person mit
nicht synchronisierten bewegten Kameras
In diesem Projekt wurde ein neuer
Ansatz zur Bewegungsschätzung von Per-
sonen (Markerless Motion Capture) ent-
wickelt, wobei die bewegten Personen
mit mehreren bewegten und nicht-syn-
chronisierten Kameras aufgenommen
wurden, anstelle der üblichen festste-
henden und synchronisieren Kameras.
Dieser Ansatz erlaubt es, die Bewegungs-
schätzung von Personen mit günstigen 
in der Hand gehaltenen Videokameras
durchzuführen. Zur Vorbereitung einer
Sequenz wird zunächst der statische 3D-
Hintergrund der Szene und die Position
der einzelnen Kamera mit einem so ge-
nannten Structure-and-Motion (SaM)
Verfahren ermittelt. Dann werden die
Kameras mit Hilfe der rekonstruierten
Geometrie des statischen Hintergrunds
zueinander registriert. Die Synchronisa-
tion der Kameras erfolgt über die Audio-
spur, die von den Kameras parallel aufge-
zeichnet wird. Schließlich wird ein Ver-
fahren zur Bewegungsschätzung ange-
wendet, um die Position und die Gelenk-
positionen der Person zu bestimmen
[Abbildung 2]. Verfolgte Merkmalspunkte in
der Bildfolge sowie die rekonstruierte Geo-
metrie des statischen Hintergrunds kön-
nen zur weiteren Stabilisierung der Bewe-
gungsschätzung herangezogen werden.
Detektion von Gesichtern mit Hilfe von
Stereokameras
In diesem Projekt wurde ein Ver-
fahren zur Detektion von Gesichtern in
Bildfolgen untersucht. Es verbessert den
Stand der Technik für 2D-Objektdetek-
tion durch die Auswertung einer zusätzli-
chen Disparitätskarte, die für eine Bild-
region mit Hilfe eines kalibrierten Stereo-
Kameraaufbaus geschätzt wird. Dabei
werden die Gesichter zunächst in den
2D-Bildern detektiert. In einem zweiten
Schritt werden fälschlicherweise detek-
tierte Gesichter durch die Analyse der
Disparitätskarte eliminiert. 
Diese neuartige Kombination von
Algorithmen benötigt eine sehr geringere
Rechenzeit und reduziert die Anzahl der
falsch detektierten Gesichter im Ver-
gleich zu klassischen 2D-Gesichtsdetek-
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Abbildung 2: Eingangsbildfolgen mit überlagertem 3D-Modell einer bewegten Person (in gelb), 
sowie die 3D-Rekonstruktion der gesamten Szene inklusive Halfpipe und bewegten Kameras (rechts)
Abbildung 3: 
a) linkes Bild der Eingangsbildfolge
b) rechtes Bild mit detektierten Gesichtern
c) Disparitätskarte
d) mit Hilfe der Disparitätskarte wird das linke 
Gesicht als falsch erkannt
Abbildung 1 (von links nach rechts):
Bilder der Eingangsbildfolge, erzeugte ortho-
graphische Ansichten, mit Hilfe der orthogra-
phischen Ansichten interaktiv modelliertes 
3D-Oberflächenmodell







te werden in der Wissenschaft wie auch
im täglichen Leben immer wichtiger.
Heute werden in der medizinischen
Praxis routinemäßig 3D-Scans von Pati-
enten gemacht (mit Röntgenstrahlen,
Magnetresonanz oder Positronenemis-
sion), die wichtige Einblicke in Abläufe
in unserem Körper geben, vom gebroche-
nen Knochen bis zur Gehirnaktivität. In
der Biologie gibt es mittlerweile Verfah-
ren (z.B. Elektronentomographie), die
dreidimensionale Abbildungen von Pro-
teinen bis hin zu ganzen Zellen in mole-
kularer Auflösung ermöglichen. Auch in
unserem täglichen Leben haben wir uns
daran gewöhnt mit Anwendungen wie
Google Earth oder Microsoft Virtual
Earth unsere Lebensumgebung zu erkun-
den. Hier werden zurzeit von verschiede-
nen Seiten Großprojekte im industriellen
Maßstab durchgeführt, um hochauflö-
sende 3D-Scans großer Gebiete zu erfas-
sen. Dies bedeutet: 3D-Scans aller wich-
tigen Ballungszentren (und mehr) dieses
Planeten mit hohen Auflösungen werden
damit voraussichtlich in allernächster
Zeit verfügbar werden.
Angesichts dieser Entwicklungen wird 
es immer wichtiger, diese Daten, die in
großer Menge anfallen, automatisch zu
organisieren. Gleichzeitig ist es auch aus
wissenschaftlicher Sicht immer interes-
santer, in solchen Daten automatisch
nach auffälligen Mustern und Strukturen
zu suchen. Dies hat breite Anwendungen
von der medizinischen Diagnose aus
Tomographiescans (gelernt aus vielen
Beispielen) bis hin zur automatischen
Modellierung von Gebäuden nach ge-




dazu zu untersuchen, wie Muster in geo-
metrischen Daten automatisch gefunden
werden können. Das Fernziel wäre allge-
meine „Strukturen“ automatisch zu „ver-
stehen“. Ein solches Problem kann natür-
lich zurzeit nicht auf dem kognitiven
Niveau menschlicher Wahrnehmung
gelöst werden; die aktuelle Forschung
konzentriert sich daher hier zunächst 
einmal auf elementare und grundlegende
Probleme. Ein wichtiger Schritt dabei ist
die Lösung des Korrespondenzproblems:
Hier ist die Frage, wann zwei geometri-
sche Objekte, oder Teile davon, im We-
sentlichen identisch sind. Je nachdem,
was man unter „im Wesentlichen“ ver-
steht, ergeben sich hier verschiedene
Problemstellungen: Die einfachste Frage
ist festzustellen, ob zwei Objekt(teile) bis
auf eine starre Bewegung (Rotation, Ver-
schiebung) identisch sind. Die Frage
wird komplexer, wenn zugelassen wird,
dass sich die Objekte deformieren kön-
nen (zum Beispiel ein 3D-Scan einer
Person in verschiedenen Posen). Noch
komplizierter ist die Definition allgemei-
ner Korrespondenzen: Wie erkennt man,
dass zwei Autos ähnlich sind, obwohl die
geometrische Erscheinung sehr verschie-
den ist. Ein spezielle Korrespondenzpro-
blem ist die Symmetrieerkennung: Hier
wird untersucht, ob ein Objekt vollstän-
dig oder teilweise zu sich selbst ähnlich
ist. Man kann dies so verstehen, dass
man „Bausteine“ berechnen möchte, aus
denen das Objekt aufgebaut ist, ohne
diese a priori zu kennen. Dies liefert
Aufschluss über Struktureigenschaften
eines geometrischen Objektes rein aus
gemessenen Daten, ohne Vorabinforma-
tionen über die gefundenen Bauteile zu
benötigen.
Einige Beispiele
Die Abbildungen zeigen Beispiele
aus aktuellen Arbeiten. Das erste Bild
zeigt die Zerlegung eines Hauses [Abbil-
dung 1] in starre Bausteine [Abbildung 2].
Eine allgemeinere Zerlegung ist in Abbil-
dung 3 zu sehen: In der Figur, die von
einem Plastilinmodell gescannt wurde,
sind mehrere ähnliche Figuren zu sehen,
die zueinander stark deformiert wurden.
Dennoch konnte automatisch erkannt
werden, dass es sich um ein und das-
selbe Muster handelt. Neben der Erken-
nung von Bausteinen in 3D-Scans er-
geben sich weitere Anwendungen, zum
Beispiel in der Verarbeitung von 3D-
Filmen, die mit Echtzeitscannern erfasst
wurden, oder der Mustererkennung in
2D-Bildern [Abbildung 4].  :::
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Abbildung 3: Ein komplexeres Beispiel, bei dem die
Bausteine stark deformiert sind. Um sie dennoch er-
kennen zu können, werden die Graphen von Linien-
muster auf der Oberfläche fehlertolerant verglichen.
Abbildung 4: Das Symmetriedetektionsverfahren eig-
net sich auch für andere Typen von Daten, wie hier
ein Bitmap-Bild eines Schaltplans, in dem Bauteile
automatisch und ohne Vorwissen erkannt werden.
Abbildung 2: Die automatische Zerlegung 
des Gebäudes in Bausteine. Gleiche Typen von 
Bausteinen sind in gleichen Farben dargestellt, 
gegebenenfalls mit gestrichelten Trennlinien.
Abbildung 1: Ein Scan eines Gebäudes 
(Neues Rathaus in Hannover, Daten zur Verfügung





G E O M E T R I E50
Synthetisch generierte Szenen fan-
den in den letzten Jahren häufig Einsatz
in Film- und Fernsehproduktionen. Zu-
nächst beschränkten sich die am Com-
puter generierten Szenen vorwiegend auf
aktionsreiche Szenen. Im Laufe der Jahre
haben sich die Techniken, mit denen drei-
dimensionale Modelle animiert und ab-
gebildet werden können stetig verbessert.
Das führte dazu, dass heute nahezu jede
Szene eines Films am Computer nach-
bearbeitet wird. Dennoch werden drei-
dimensionale Objekte bis heute häufig
noch von Hand erzeugt und in mühsamen
Einzelschritten von erfahrenen 3D-Spe-
zialisten am Rechner animiert, beleuchtet
und mit real gedrehten Szenen verknüpft.
Ein Ziel der Arbeitsgruppe ist es,
diesen Arbeitsprozess zu automatisieren
und die Ergebnisse zu verbessern.
Schnelle, exakte und automatische Me-
thoden zu finden, die dreidimensionale
Modelle vergleichbar detailgetreu, reali-
stisch animieren und abbilden können.
Im Speziellen beschäftigt sich die Grup-
pe dabei mit der Animation von Gesich-
tern mit Hilfe so genannter lernbasierter
Methoden.
Bei lernbasierten Ansätzen wird in
der Regel zunächst eine große Beispiel-
Datenmenge gesammelt, aus der mit
Hilfe mathematischer Methoden dann
objektspezifische Eigenschaften extra-
hiert beziehungsweise erlernt werden
können. Um dreidimensionale Gesichts-
daten zu sammeln, benutzten die Mit-
glieder der Gruppe schnelle 3D-Scanner
die mit Hilfe eines Laserstrahls oder
eines Beleuchtungsmusters die Ober-
fläche eines Gesichts in 3D vermessen.
Während die Laser-Scanner verhältnis-
mäßig langsam arbeiten, dafür aber sehr
exakt, lassen sich mit beleuchtungsba-
sierten 3D-Scannern schnelle Mimik-
bewegungen erfassen, auf Kosten der
Detailtreue. Die Kombination beider




Zum Beispiel wurde eine neue
Methode entwickelt, die in Gesichtern
künstliche Mundbewegungen erzeugen
kann. Aus einer Reihe von dreidimensio-
nalen Bewegtbild-Aufnahmen von Ge-
sichtern konnten Mitglieder der Arbeits-
gruppe mit Hilfe statistischer Methoden
lernen, wie sich die Lippen eines Ge-
sichts beim Sprechen bewegen. Das so
erlernte Wissen kann auf neue, unbe-
kannte Gesichter übertragen werden.
Dazu benötigt man als Eingabe nur eine
einfache Audio-Datei. Was bislang nur
mühsam und zeitaufwendig von Hand
animiert werden konnte, ist mit Hilfe
der neuen Technik in Sekundenschnelle
erledigt. Animations-Spezialisten spart




Ein weiteres Ziel der Arbeitsgruppe
ist es, die Qualität der aufgenommenen
Daten stetig zu verbessern. Unter ande-
rem spielen 3D-Scans heute eine große
Rolle bei der Gesichtserkennung. Dazu
werden in 3D erfasste Gesichter mit
einer Vielzahl von Fotos oder Scans ver-
glichen, um eine Übereinstimmung zu
finden. Trotz der exakten Messmethode
der Laser-Scanner passiert es jedoch
häufig, dass glänzende Oberflächen oder
Verdeckungen (z.B. durch Haare) bei der
Aufnahme zu lückenhaften Ergebnissen
führen. Sind die so aufgenommenen 3D-
Daten unvollständig oder schlecht ausge-
leuchtet, wird ein Vergleich mit Fotos
zunehmend schwieriger.
Um lückenhafte 3D-Laser-Scans 
zu vervollständigen und von starken Be-
leuchtungseffekten zu befreien stellten
Mitglieder der Arbeitsgruppe ein neues
Verfahren vor. Dabei nutzten sie die
Erkenntnisse, die sie aus etwa 500 3D-
Scans von Gesichtern zogen. Mit Hilfe
der großen Datenbasis war es möglich
die fehlenden Bereiche im neu erfassten
Scan zu rekonstruieren und detailgetreu
nachzubilden. Auch starke Beleuchtungs-
effekte konnten mit Hilfe eines Beleuch-
tungsmodells rückgängig gemacht wer-
den [Abbildung]. So konnten die neu er-
fassten 3D-Scans zuverlässig und robust
mit Fotos oder anderen Scans verglichen
werden. Exemplarisch zeigten die Mit-
glieder der Gruppe, dass Gesichtserken-
nungsprogramme ein deutlich höheres
Leistungsvermögen haben können, wenn
sie anstelle von Fotos dreidimensionale
Daten verwenden. 
Da 3D-Scanner im Laufe der letz-
ten Jahre immer günstiger wurden, ist es
denkbar, dass vergleichbare Techniken
zukünftig vermehrt im Alltag Einsatz fin-
den werden. :::
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Mit Hilfe eines Beleuchtungsmodells konnten starke Beleuchtungsunterschiede in den Eingabebildern (a,c) 
so reduziert werden, dass die Texturen der zugehörigen 3D-Rekonstruktionen (b,d) weitestgehend von Über-
belichtung und Schlagschatten befreit sind.






Parallel zum Anvisieren dieses Quan-
tensprungs beobachten wir eine Komple-
xitätsexplosion beim Rohstoff digitaler
Informationen entlang verschiedener 
Dimensionen: Quantität, strukturelle
Vielfalt, Multimodalität, digitale Historie
und Verteilung. 
Zusätzlich zu den mehr als 20 Milliar-
den Webseiten zählen heute Online-Nach-
richtenströme, Blogs, Tweets und soziale
Netze mit mehreren hundert Millionen
von Benutzern, Web2.0-Communities
über Photos, Musik, Bücher, wissen-
schaftliche Spezialthemen und nicht
zuletzt die Enzyklopädie Wikipedia zu
den potentiell wichtigen Informations-
quellen. Das Gesamtvolumen dieser Da-
ten liegt in der Größenordnung von Exa-
bytes: 10 hoch 18 Bytes – mehr als eine
Millionen Terabyte-Platten.
Dabei kommen zunehmend aus-
drucksstärkere Datenrepräsentationen
zum Einsatz: XML-Dokumente, RSS-
Feeds, semantisch verknüpfte RDF-
Graphen und vieles mehr. Die reichere
Struktur und Heterogenität der Daten
erhöht wiederum die Komplexität zur
Beherrschung dieser digitalen Vielfalt.
Zusätzlich zu textorientierten und
strukturierten Daten erleben wir eine
Explosion multimodaler Information:
Milliarden von Menschen werden zu
Datenproduzenten im Web, indem sie
ihre Bilder, Videos und Tonaufzeich-
nungen mit dem Rest der Welt teilen.
Dies geht häufig einher mit zwischen-
menschlichen Kontakten, die über das
Internet entstehen und in großen
Online-Netzen organisiert sind.
Die Historie digitaler Information –
beispielsweise frühere Versionen unserer
Instituts-Webseite, die zum Teil vom
Internet Archive konserviert werden – 
ist eine potentielle Goldmine für tiefer-
gehende Analysen entlang der Zeitdimen-
sion. Davon können Soziologen und Poli-
tologen profitieren, aber auch Medien-
und Marktanalysten sowie Experten für
geistiges Eigentum.
Die Quantität und Vielfalt der im 
Internet verfügbaren Information ist so
hoch geworden, dass Suchmaschinen
längst nicht mehr alle relevanten Ver-
weise in einem zentralen Index vorrätig
halten können. Daher muss globale In-
formationssuche langfristig mit verteilten
Algorithmen angegangen werden, indem
beispielsweise viele lokale Suchmaschinen
für spezifische Aufgaben dynamisch föde-
riert werden.Hier spielen dann nicht nur
die lokale Rechen- und Suchgeschwin-
digkeit eine wichtige Rolle, sondern
auch die Kommunikationseffizienz im
Netz der Netze, dem Internet, und den
darin eingebetteten Peer-to-Peer-Netzen.
Am Max-Planck-Institut für Infor-
matik wird dieses globale Thema unter
verschiedenen Blickwinkeln untersucht.
Dazu gehören die effiziente Suche auf
semistrukturierten XML-Dokumenten,
die vor allem in digitalen Bibliotheken
und bei e-Science-Daten eine wichtige
Rolle spielen, und der skalierbare Um-
gang mit graphstrukturierten RDF-Da-
ten, die im Semantic-Web-Kontext ent-
stehen, aber auch als Datenrepräsenta-
tion in der Computational-Biology an
Bedeutung gewinnen. Bei anderen Pro-
jekten steht die benutzerorientierte Sicht
auf Web2.0-Communities und multimo-
dale Daten im Vordergrund.Die große
Vision vom Quantensprung zur Wissens-
suche schließlich wird in Arbeiten über
automatische Wissensextraktion aus
Web-Quellen wie zum Beispiel Wikipe-
dia verfolgt. Das Max-Planck-Institut 










































































































































































































































S C H W E R P U N K T E52
Digitale Information hat unsere Gesellschaft 
und Wirtschaft, das Arbeiten in den Wissen-
schaften und das Alltagsleben fundamental 
verändert. Moderne Suchmaschinen liefern zu 
praktisch jeder Frage nützliche Information, 
und das Internet hat das Potential, der Welt 
umfassendste Sammlung maschinell verarbeit-
baren Wissens zu sein. Doch Wissensstruk-
turen im Internet sind amorph, und Suchma-
schinen haben selten präzise Antworten auf 
Expertenfragen, für die man Lexika und Fach-
literatur zu Rate ziehen muss. Eine große Her-
ausforderung und Chance ist der Schritt vom 
Rohstoff Information zum computergestützten, 
intelligenten Umgang mit digitalem Wissen.
I N F O R M A T I O N S S U C H E  
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Suchmaschinen sind längst ein un-
entbehrliches Werkzeug in den verschie-
densten Bereichen geworden. Wissen-
schaftler suchen nach Literatur zu einem
bestimmten Thema, eine Studentin sucht
im Katalog der Universitätsbibliothek,
eine Schülerin nach Material für ein
Referat, Krankenhäuser suchen in Un-
mengen von Patientendaten, Juristen in
Fällen, fast jeder in seiner Mail ...  und
die Liste ließe sich fast endlos fortset-
zen.
Die meisten Suchmaschinen sind
heutzutage sehr schnell: wir haben uns
längst an Antwortenzeiten im Unterse-
kundenbereich gewöhnt, egal ob Milli-
onen oder Milliarden von Dokumenten
durchsucht werden. Die meisten Such-
maschinen sind allerdings nicht sehr
schlau: sie machen einfach Stichwort-
suche, das heißt, sie finden diejenigen
Dokumente, die die Stichworte enthal-
ten die man eingegeben hat.
Das funktioniert oft sehr gut, zum
Beispiel gelangt man so mit der Suchan-
frage „uni saarland“ sofort auf die Haupt-
seite der Universität, einfach weil sie
diese Worte prominent in Titel und Web-
adresse enthält. Überhaupt nicht funk-
tioniert dagegen Stichwortsuche bei
einer Anfrage wie „wissenschaftler saar-
brücken“. Man gebe das einfach mal in
eine Suchmaschine wie Google ein. Er-
warten würde man eine Seite mit den
Namen von Wissenschaftlern die in
Saarbrücken forschen, oder wenigstens
Seiten von solchen Wissenschaftlern.
Und jeder Wissenschaftler und jede
Wissenschaftlerin hat ja ihre eigene
Webseite. Da steht aber nicht das Wort
Wissenschaftler, und deswegen wird sie
nicht gefunden.
Ein Problem dabei: Maschinelles Lernen
Das genannte Problem hat zwei
Komponenten. Zum einen müssen wir
der Suchmaschine beibringen, was ein
Wissenschaftler ist bzw. welche Zeichen-
folgen auf Webseiten einen Wissen-
schaftler benennen. Das ist ein Problem
des maschinellen Lernens. Ein einfacher
Algorithmus lässt sich an folgenden Bei-
spiel illustrieren. Es gibt Albert Einstein,
den berühmten Physiker, und Alfred
Einstein, den auch bekannten aber nicht
ganz so berühmten Musikologen. Nun
ist auf einer Webseite nur von „Einstein“
die Rede. Wie finden die Maschinen
heraus, welcher Einstein gemeint ist?
Nun steht ja auf vielen Webseiten der
volle Name und wir wissen welcher Ein-
stein gemeint ist. Schauen wir uns die
Worte in der unmittelbaren Umgebung
des Namens an, finden wir bei Albert
Einstein unverhältnismäßig oft Worte
wie „Physik“ und „Relativitätstheorie“, bei
Alfred Einstein dagegen eher „Musik“
und „Brahms“. Finden wir nun in der
unmittelbaren Umgebung eines Vorkom-
mens von „Einstein“ (ohne Vornamen)
das Wort „Relativitätstheorie“ können wir
mit hoher Wahrscheinlichkeit davon aus-
gehen, dass Albert Einstein gemeint war.
Das zweite Problem: Effiziente Such-
strukturen
Nehmen wir nun an, die Maschine
hat all dieses Wissen erworben. Wie
schafft sie es nun, im Bruchteil einer
Sekunde aus Milliarden von Seiten die
herauszufiltern, wo von einem Saar-
brücker Wissenschaftler die Rede ist?
Für reine Stichwortsuche ist dieses
Problem recht einfach. Wir berechnen
einfach für jedes mögliche Wort die 
Liste aller Dokumente vor, die dieses
Wort enthalten. So wissen wir, wenn
eine Suchanfrage kommt, auf Anhieb,
dass das Wort „uni“ in den Seiten mit
den Nummern 17, 34, 118, usw. vor-
kommt und das Wort „saarland“ in den
Dokumenten mit den Nummern 23, 34,
132, usw. Die Nummern zu finden, die
in beiden Listen vorkommen ist nun für
eine Maschine ein leichtes, und so er-
halten wir selbst bei riesigen Dokumen-
tensammlungen die Ergebnisse extrem
schnell.
Soll komplexere Information ge-
speichert werden, wie z.B. für jedes Vor-
kommen von Albert Einstein die Nen-
nung aller seiner Eigenschaften, versagt
dieser einfache Ansatz. Traditionell kom-
men an dieser Stelle Datenbanken zum
Einsatz. Datenbanken sind sehr mäch-
tige Programme, die auf fast beliebig 
großen Datenmengen auch komplexeste
Operationen ausführen können. Der
Preis dafür ist allerdings eine gewisse
Schwerfälligkeit: Würde man eine Such-
maschine als Datenbankanwendung 
programmieren, wäre sie etwa 1000-mal
langsamer.
CompleteSearch: das beste aus beiden
Welten
Die am Max-Planck-Institut für
Informatik entwickelte CompleteSearch
Technologie vereint nun in gewisser
Weise das beste aus beiden Welten.
CompleteSearch ist genauso schnell 
wie eine herkömmliche Suchmaschine,
unterstützt aber weitaus komplexere
Operationen, wie zum Beispiel die im
zweiten Absatz beschrieben semantische
Suche „wissenschafter saarbrücken“.
Möglich wurde dies durch zwei
Entdeckungen. Zum einen ist dies die
Formalisierung des Problems der so
genannten „kontext-sensitiven Präfix-
suche“, das einerseits einfach genug ist,
dass man es effizient lösen kann, und
zwar genauso effizient wie das Standard
Suchmaschinen Problem. Zum anderen
haben wir eine Lösung für diese Art
Präfixuche entwickelt, die sowohl in der
Theorie beweisbar effizient als auch in
der Praxis rasend schnell ist.
Auf der Webseite http://search.mpi-
inf.mpg.de stehen eine ganze Reihe von
Demonstrationen der CompleteSearch
Suchtechnologie zum Ausprobieren zur
Verfügung.                                         :::
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Wie kann man schnell und effizient
eine eilige Nachricht an eine größere
Gruppe von Menschen schicken? Ein
klassisches Verfahren ist die Telefonkette.
Im einfachsten Fall basiert sie auf einer
geordneten Liste der Gruppenmitglieder.
Die zu verbreitende Neuigkeit wird zu-
nächst dem ersten auf dieser Liste mitge-
teilt. Der ruft nun den zweiten an, der
den dritten, und so weiter. 
In der Informatik treten ähnliche
Aufgabenstellungen auf, wenn Informa-
tionen in Rechnernetzen verbreitet wer-
den müssen. Ein Unternehmen mit 
Filialen an mehreren Standorten könnte
seine Kundendaten in jeder Filiale lokal
speichern. Dies hat den Vorteil, dass in
jeder Filiale schnell und unkompliziert
auf diese Daten zugegriffen werden kann,
und dass die Daten auch bei kurzzeitiger
Nichterreichbarkeit der zentralen Daten-
bank zur Verfügung stehen. Bei Verwen-
dung solcher replizierter Datenbanken
müssen natürlich Änderungen, die sich
im Datenbestand einer Filiale ergeben,
zügig an alle anderen kommuniziert wer-
den.
In zwei zentralen Aspekten unter-
scheidet sich dieses Telefonkettenpro-
blem der Informatik von dem der Alltags-
welt. Erstens können solche Datenbank-
systeme sehr groß sein. Bei einem Netz
von einigen tausend Knoten würde die
Informationsausbreitung viel zu lange
dauern, wenn die Knoten in einer festen
Reihenfolge nacheinander die Nachricht
weitergeben. 
Ein zweiter Punkt ist die Robust-
heit des Verfahrens. Unter Robustheit
versteht man, dass ein Verfahren auch
dann noch gut funktionieren soll, wenn
einzelne Teilschritte nicht ganz so abge-
laufen sind, wie man es erhofft hat. Bei
einer Telefonkette ist dies hauptsächlich
das Problem, dass ein Teilnehmer nicht
erreichbar ist, oder dass er zwar erreich-
bar ist, aber dann aus irgendwelchen
Gründen die Nachricht nicht weitergibt.
Die klassische sequentielle Telefonkette
ist augenscheinlich nicht sehr robust.
Sowie ein Teilnehmer die Nachricht
nicht weitergibt, bleiben alle nachfolgen-
den uninformiert.    
Aus diesen Gründen sind Verfahren,
die sich an der klassischen Telefonkette
orientieren, für die Anwendung in der
Informatik ungeeignet. Dennoch gibt es
für die in der Informatik auftretenden
Telefonkettenprobleme eine überraschend
einfache Lösung. Bei der zufälligen Tele-
fonkette ruft jeder, der die Nachricht
kennt, zufällig gewählte andere Teilneh-
mer an. Zur Vereinfachung der Darstel-
lung sei angenommen, dass alle Anrufe
gleich lange benötigen. Dies führt dazu,
dass der Informationsaustausch in Run-
den abläuft. In jeder Runde ruft jeder in-
formierte Teilnehmer bei einem zufällig
gewählten anderen Teilnehmer an.
Dieser ist dann spätestens ab diesem
Zeitpunkt ebenfalls informiert.
Die zufällige Telefonkette ist er-
staunlich effizient und robust. Nehmen
wir als Beispiel ein Datennetz mit 1024
Knoten, die alle miteinander kommuni-
zieren können. Dann benötigt die zufäl-
lige Telefonkette im Schnitt nur 18,09
Runden, bis alle Knoten informiert wur-
den. Ähnlich gut sieht es mit der Robust-
heit aus. Selbst wenn wir annehmen,
dass jeder zehnte Teilnehmer nie erreich-
bar ist, genügen im Schnitt nur 19,49
Runden, um die übrigen zu informieren.
Dabei spielt es keine Rolle, welche 10%
der Teilnehmer ausfallen.
Diese positiven Eigenschaften moti-
vieren eine tiefergehende Untersuchung
von derartigen randomisierten Protokol-
len. Spannend ist insbesondere die Fra-
ge, was die richtige Dosis von Zufall ist.
Aktuelle Ergebnisse suggerieren, dass
eine Kombination von zufälligen Elemen-
ten mit dem klassischen Listenverfahren
die besten Resultate liefert.                 :::
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Das World-Wide-Web (kurz: Web)
wächst ständig, und täglich kommen
neue Inhalte hinzu. Ein Teil dieser In-
halte wird im Web erstmals und aus-
schließlich veröffentlicht und spiegelt
aktuelles Geschehen wieder. In den letz-
ten Jahren ist das Bewusstsein gewach-
sen, dass im Web veröffentlichte Inhalte
wertvoll sind und langfristig bewahrt
werden müssen. Nationalbibliotheken
und Organisationen wie das Internet
Archive (http://www.archive.org) haben diese
Aufgabe übernommen. Andere Inhalte
wurden ursprünglich vor langer Zeit
veröffentlicht und sind nun erstmals,
dank verbesserter Digitalisierungsver-
fahren, im Web verfügbar. Ein Beispiel
hierfür sind Zeitungsarchive. Das im
Web zugängliche Archiv der britischen
Zeitung The Times etwa reicht bis ins
Jahr 1785 zurück.
Damit Web-Archive für Benutzer
leicht zugänglich und für Analysen nütz-
lich sind, bedarf es ausgeklügelter Such-
verfahren. Diese sind Gegenstand unse-
rer gegenwärtigen Forschung. Im Folgen-




rieren die in Web-Archiven vorhandene
Zeitdimension. So ist es beispielsweise
nicht möglich, eine Suche nur auf jene
Dokumente zu beschränken, die in ei-
nem gewissen Zeitraum oder zu einem
bestimmten Zeitpunkt existiert haben. 
Unter solch einer Zeitreise-Anfrage ver-
stehen wir eine aus Schlüsselwörtern
bestehende Anfrage wie „Prognosen zur
Bundestagswahl“, die um einen zeitlichen
Kontext, beispielsweise September 2009,
erweitert ist. Ergebnis dieser Anfrage sind
relevante Dokumente, die im genannten
Zeitraum tatsächlich existiert haben. 
Unsere Verfahren basieren auf dem in-
vertierten Index, welcher für jedes Wort
eine Liste mit Informationen zu den Vor-
kommen des Wortes in einzelnen Doku-
menten enthält. Wir erweitern die pro
Vorkommen gespeicherte Information
um ein Gültigkeits-Zeitintervall. Zudem
nutzen wir aus, dass sich verschiedene
Versionen eines Dokumentes typischer-
weise nur wenig unterscheiden. Dies
erlaubt uns, die Größe des Index drama-
tisch zu reduzieren. Eine Beschleunigung
der Anfragebearbeitung lässt sich durch
redundante Datenhaltung erzielen, indem
man für jedes Wort mehrere Listen mit
den Wortvorkommen in bestimmten
Zeiträumen unterhält. Daraus ergibt sich
ein Zielkonflikt zwischen Zeiteffizienz
und Platzbedarf. Unser Ansatz beinhaltet
verschiedene Optimierungsverfahren, um
in diesem Zielkonflikt unter bestimmten
Vorgaben (beispielsweise einer Beschrän-
kung des Platzbedarfs) zu vermitteln.
Umgang mit veränderter Terminologie
Sprachgebrauch und Terminologie
wandeln sich ständig. Ein prominentes
Beispiel hierzu ist die Stadt Sankt Peters-
burg, welche bis 1991 als Leningrad be-
kannt war. Die ständige Veränderung von
Terminologie stellt eine Herausforderung
für die Informationssuche auf Web-
Archiven dar. Manche der archivierten
Dokumente wurden vor langer Zeit ver-
öffentlicht (z.B. im späten 18. Jahrhun-
dert) und bedienen sich der Terminologie
dieser Zeit. Benutzer jedoch formulieren
ihre Suchanfragen unter Verwendung
heute gängiger Terminologie. Bildlich
gesprochen liegt damit eine sich ständig
weitende Kluft zwischen den archivierten
Dokumenten und den Suchanfragen heu-
tiger Benutzer, wie das folgende Beispiel
illustriert. Ein Kunstliebhaber, der an 
Museen in Sankt Petersburg interessiert
ist, stellt die Suchanfrage „museum sankt
petersburg“. Bei Verwendung existierender
Suchverfahren werden Dokumente, die
vor 1991 veröffentlich wurden und detail-
liert über Museen in Leningrad berichten,
nicht gefunden. Diese älteren aber den-
noch relevanten Dokumente bleiben un-
serem Kunstliebhaber damit verborgen.
Unsere Verfahren formulieren die
Suchanfrage des Benutzers automatisch
so um, dass auch ältere aber relevante
Dokumente gefunden werden. Zuerst
identifizieren wir Wörter, die in der Ver-
gangenheit eine sehr ähnliche Bedeu-
tung wie die Wörter in der Suchanfrage
des Benutzers hatten. Daraufhin versu-
chen wir, die so gefundenen Wörter der-
art zu kombinieren, dass eine sinnvolle
Suchanfrage entsteht, die das Informa-
tionsbedürfnis des Benutzers widerspie-
gelt. Beides geschieht basierend auf zeit-




nutzern haben häufig einen Zeitbezug.
Dieser kann unmittelbar aus der Such-
anfrage ersichtlich sein, beispielsweise
wenn diese explizit ein Jahr oder Jahr-
hundert erwähnt. Web-Archive sind ide-
ale Dokumentensammlungen, um solche
Informationsbedürfnisse zu bedienen.
Bestehende Suchverfahren scheitern
jedoch oft an diesen zeitbezogenen In-
formationsbedürfnissen. Der Grund 
hierfür ist, dass ihnen die Bedeutung 
in Dokumenten enthaltener Zeitbezüge
verborgen bleibt. Für die Suchanfrage
„deutsche maler 15. jahrhundert“ wird 
ein Dokument mit Details zum Leben
von Albrecht Dürer, welches viele Jah-
resangaben wie sein Geburtsjahr 1471
enthält, nicht zwingend als relevant ein-
gestuft. Der Grund hierfür ist, dass be-
stehenden Suchverfahren nicht wissen
oder schließen können, dass das Jahr
1471 im 15. Jahrhundert liegt.
Um solche Beziehungen zwischen
Zeitbezügen zu erkennen, repräsentieren
unsere Verfahren Zeitbezüge formal als
Zeitintervalle. Dieses Wissen kann dann
verwendet werden, um bessere Sucher-
gebnisse für Informationsbedürfnisse mit
Zeitbezug zu erreichen. Hierzu integrie-
ren unsere Verfahren das Wissen über
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Das Aufkommen des Web 2.0 hat
eine Revolution im Umgang mit dem
Web ausgelöst.
Statt Information nur zu konsumie-
ren, kann nun jedermann einfach selbst
Inhalte generieren und veröffentlichen.
Onlinedienste wie del.icio.us, Flickr,
LibraryThing, YouTube, MySpace, Face-
book oder die vor allem in Deutschland
verbreiteten Dienste StudiVZ und wer-
kennt-wen bieten aber nicht nur Spei-
cherplatz für Bilder, Videos, Bookmarks
und ähnliche Daten, sondern erlauben
auch Interaktion: Benutzer können Da-
ten mit anderen Benutzern teilen, die
Daten anderer Benutzer erforschen,
kommentieren, bewerten und sie mit
Schlagwörtern, so genannten Tags, ver-
sehen. Das manuelle Annotieren von 
Inhalten – der eigenen, aber auch der
anderer Benutzer – ist dabei eine der
wichtigsten Funktionen. Die so vergebe-
nen Tags sind oft sehr gute inhaltliche
Beschreibungen, weil sie frei gewählt
werden können, ohne sich an ein vorge-
gebenes Schema halten zu müssen. Ver-
schiedene Benutzer belegen häufig das
gleiche Bild oder das gleiche Video mit
unterschiedlichen Tags, die ihre unter-
schiedlichen Interessen wiedergeben.
Die meisten Dienste bieten komfortable
und intuitive Schnittstellen, um Inhalte
basierend auf ihren Annotationen zu fin-
den, zum Beispiel über „Tagwolken“.  
Zusätzlich erlauben es die Dienste
explizite Listen von Freunden zu unter-
halten und bieten oft einen damit zusam-
menhängenden Mehrwert, zum Beispiel
Freunde automatisch über neue Inhalte
zu informieren. Auf diese Weise bildet
sich ein soziales Netz, ein dichtes Bezie-
hungsgeflecht der Benutzer, in dem die
Anzahl der Freunde eines Benutzers oft
als Indikator für seinen Ruf gesehen
wird. Während die Liste der Freunde
initial mit Freunden und Bekannten aus
dem „echten“ Leben gefüllt wird, die den
gleichen Dienst nutzen, wächst sie im
Lauf der Zeit um vorher unbekannte Be-
nutzer, die ähnliche Interessen verfolgen.
Die dichte Vernetzung der Benut-
zer und die vielfältigen Annotationen zu-
sammen erlauben es die „Weisheit der
Massen“ auszunutzen, um wertvolle In-
halte zu finden, die von Freunden emp-
fohlen werden - entweder von direkten
Freunden oder transitiv von Freunden der
eigenen Freunde, und entweder explizit
(z.B. durch Bewertungen und Kommen-
tare) oder implizit (z.B. durch die inten-
sive Vergabe von Annotationen). Bei der
Suche in solchen Systemen sollten daher
die Beziehungen zwischen Benutzern
berücksichtigt werden, da man in der
Regel seinen engen Freunden stärker
vertraut als flüchtigen Bekannten, also
solchen Benutzern, die im Beziehungs-
netz weit entfernt sind. In den vorhan-
denen Systemen sucht man solche Funk-
tionen bisher aber weitgehend vergebens.
Die von uns entwickelte Such-
maschine SENSE („Socially ENhanced
Search and Exploration“) schließt diese
Lücke durch eine Suchfunktion über
Inhalten in sozialen Netzen, die Anno-
tationen von Benutzern je nach der
Stärke ihrer Beziehung zu dem Benutzer
gewichtet, der die Suchanfrage gestellt
hat. Neben dem Abstand der Benutzer
im Beziehungsnetz kann außerdem die
inhaltliche Überlappung der Annotatio-
nen, die sie verwendet haben, die Ge-
wichtung beeinflussen. Im Vergleich zu
den in heutigen Systemen vorhandenen,
rein häufigkeitsbasierten Suchen lässt
sich durch eine solche personalisierte
Suche eine signifikante Steigerung der
Ergebnisqualität erzielen. SENSE ver-
wendet dabei hocheffiziente und ska-
lierbare Suchalgorithmen, um mit dem
schnellen Wachstum dieser Dienste 
und der sehr hohen Rate, mit der neue
Inhalte und Annotationen generiert 
werden, zurechtzukommen. :::
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In den letzten Jahren hat sich das
Internet zu einer bedeutenden Informa-
tionsquelle entwickelt. Zugfahrpläne,
Nachrichten, ja sogar ganze Enzyklopä-
dien sind inzwischen rund um die Uhr
online verfügbar. Mithilfe von Suchma-
schinen können wir diese Informationen
abfragen. Allerdings stößt man gelegent-
lich an die Grenzen dieser Technologie.
Nehmen wir beispielsweise an, wir möch-
ten wissen, welche bekannten Wissen-
schaftler auch politisch aktiv sind. Diese
Frage lässt sich kaum so formulieren,
dass sie von Google sinnvoll beantwortet
werden kann. Alle Anfragen nach „Wissen-
schaftler Politiker“ geben lediglich Stel-
lungnahmen zu politischen Ereignissen
zurück. Die Ursache für dieses Problem
ist, dass die Computer unserer Zeit zwar
Unmengen an Daten speichern, aber
weit davon entfernt sind, diese in einen
Kontext einzuordnen oder gar zu „verste-
hen“. Wenn es gelänge, dem Computer
diese Daten als „Wissen“ begreiflich zu
machen, so könnte dieses Wissen nicht
nur bei der Internetsuche helfen, son-
dern auch bei vielen anderen Aufgaben
wie beispielsweise bei der automatischen
Übersetzung eines Textes in mehrere
Sprachen oder beim Verstehen gespro-
chener Sprache. Dies ist das Ziel des
Projektes „YAGO-NAGA“ am Max-
Planck-Institut für Informatik.
Damit der Computer das Wissen
überhaupt verarbeiten kann, muss es auf
eine strukturierte Art abgespeichert wer-
den. Eine solche strukturierte Wissen-
sammlung heißt „Ontologie“. Die Bau-
steine einer Ontologie sind „Entitäten“.
Eine Entität ist jede Art von konkretem
oder abstraktem Objekt: Der Physiker
Albert Einstein, das Jahr 1879 oder der
Nobelpreis. Die Entitäten sind durch
„Relationen“ miteinander verbunden. 
So ist beispielsweise Albert Einstein über
die Relation „geboren“ mit dem Jahr 1879
verbunden (siehe Grafik). Wir haben nun
einen Ansatz entwickelt, der so eine On-
tologie automatisch erstellt. Dazu nutzen
wir die Online-Enzyklopädie Wikipedia.
Wikipedia enthält Artikel zu Abertausen-
den von Persönlichkeiten, Produkten
und Organisationen. Jeder dieser Artikel
wird eine Entität in unserer Ontologie.
Zum Beispiel gibt es einen Artikel über
Albert Einstein, sodass der Physiker als
Entität in die Ontologie aufgenommen
werden kann. Jeder Artikel in Wikipedia
ist bestimmten Kategorien zugeordnet.
So befindet sich beispielsweise der Arti-
kel über Einstein in der Kategorie „Ge-
storben 1955“. Dadurch kann der Com-
puter den Fakt aufnehmen, dass Einstein
1955 gestorben ist. Dies funktioniert ein-
fach auf Basis der Schlüsselwörter in
den Kategoriebezeichnungen, ohne dass
der Computer dazu den vollen Text des
Artikels verstehen müsste. Dadurch er-
halten wir eine sehr große Ontologie, in
der alle in Wikipedia bekannten Entitä-
ten ihren Platz haben. Diese Ontologie
heißt YAGO (Yet Another Great Ontology,
http://www.mpi-inf.mpg.de/yago-naga/yago/).
Momentan (September 2009) enthält
YAGO 2 Millionen Entitäten und rund
20 Millionen Fakten.
Dies ist schon eine beträchtliche
Menge an Allgemeinwissen. Sie dient
nun als Ausgangspunkt für das weitere
Sammeln von Wissen. Das Ziel ist es,
auch andere Internetdokumente wie
Biographien, Lexikoneinträge, Home-
pages und Nachrichtentexte inhaltlich
für den Computer zu erschließen. Diese
Aufgabe ist nicht einfach. Nehmen wir
beispielsweise an, der Computer fände
in einer Biografie den Satz „Einstein
wurde 1879 geboren“. Dieser Satz ist für
den Computer lediglich eine Folge von
Buchstaben. Für den Computer sieht
der Satz also so aus, wie für die meisten
von uns die chinesische Zeichenfolge. 
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Wenn der Computer aber bereits
Einstein und das Datum 1879 in der
Ontologie verzeichnet hat, so kann er
den Satz sehr viel besser analysieren.
Wir haben daher ein Verfahren entwik-
kelt, welches das bereits vorhandene
Wissen in YAGO dazu ausnutzt, neues
Wissen zu finden und zu der Ontologie
hinzuzufügen. Dieses Verfahren haben
wir SOFIE genannt (Self-organizing
Framework for Information Extraction,
http://www.mpi-inf.mpg.de/yago-naga/sofie/). 
In der Tat kennt YAGO heutzutage 
mehrere Hundert Personen, die sowohl
Wissenschaftler als auch Politiker sind.
In unserem nächsten Artikel beschrei-
ben wir, wie man das Wissen in YAGO
abfragen kann. :::





Eine Ontologie wie YAGO ist nur
von begrenztem Nutzen, wenn man sie
nicht abfragen kann. Deshalb haben wir
NAGA (Not Another Google Answer)
entwickelt. NAGA ist eine Suchmaschine,
die die explizite Struktur der YAGO-Da-
ten versteht und ausnutzt. Sie ermöglicht
Fragen nach genauem Wissen, wie zum
Beispiel: 
Welche Politiker sind auch 
Wissenschaftler?
Welche Studenten von Max Planck 
haben auch einen Nobelpreis 
bekommen?
Welche Beziehungen gibt es zwischen 
Niels Bohr, David Bohm, Richard 
Feynman und Enrico Fermi?
Heutige Suchmaschinen wie
Google, Yahoo oder Bing können mit
Fragen dieser Art nicht umgehen. Zum
einen könnten die Antworten auf meh-
reren Webseiten verstreut sein. Des Wei-
teren können die Suchmaschinen die
Bedeutung der Frage nicht verstehen.
Zum Beispiel verstehen sie nicht, dass
die Wörter „Wissenschaftler“ und „Politi-
ker“, aus der ersten Anfrage in unserem
Suchkontext, eine besondere Bedeutung
haben. Das heißt wir sind nicht einfach
an Webseiten interessiert, die beide
Worte enthalten, sondern an Personen,
die sowohl Wissenschaftler als auch
Politiker sind. 
NAGA verwendet eine Anfrage-
sprache, die auf die graphbasierte Struk-
tur der YAGO-Daten zugeschnitten ist.
Dies erlaubt NAGA, zum Beispiel, Per-
sonen zu finden, die in YAGO sowohl 
als Politiker als auch als Wissenschaftler
vorkommen. Die beiden Abbildungen ver-
anschaulichen die graphbasierte Struktur
von NAGA-Anfragen. Die Anfrage in
Abbildung 1 fragt nach Personen, die
sowohl Politiker als auch Wissenschaftler
sind. Die Kantenbeschriftungen stehen
für Relationen und die Knotenbeschrif-
tungen für Entitäten. Das $x-Zeichen
hat die Funktion eines Platzhalters. Die
Anfrage in Abbildung 2 verwendet den
regulären Ausdruck .* an den Kanten,
um nach Beziehungen zwischen Niels
Bohr, Enrico Fermi und Richard Feynman
zu fragen. Nun kann so eine Anfrage
leicht mehrere Dutzend oder gar mehre-
re Tausend Ergebnisse liefern. Wie in der
Internet-Suche auch ist es daher unum-
gänglich, die Ergebnisse so zu sortie-
ren, dass die wichtigen Ergebnisse
zuerst erscheinen. Im obigen Beispiel
möchte der Benutzer wohl Persönlich-
keiten wie Benjamin Franklin oder
Angela Merkel an erster Stelle sehen. 
Um die Wichtigkeit eines Ergeb-
nisses im Bezug auf die Anfrage zu er-
mitteln, verwendet NAGA ein statisti-
sches Verfahren, das die Redundanz und
Vielfalt der Information im Web ausnutzt.
Wenn wir zum Beispiel nach Personen
suchen, die Physiker sind, und Albert
Einstein und Max Mustermann zwei
mögliche Antworten sind, dann ermittelt
NAGA die Wichtigkeit der Antwort ba-
sierend auf der Häufigkeit, mit der Al-
bert Einstein im Web als Physiker auf-
taucht und der Häufigkeit, mit der Max
Mustermann im Web als Physiker auf-
taucht. Da Albert Einstein eine berühm-
te Persönlichkeit unter den Physikern
ist, wird die Anzahl der Webseiten, die
über ihn als Physiker sprechen, höher
sein. Deswegen wird Einstein in NAGAs
Ergebnisliste einen höheren Rang als
Max Mustermann haben. 
NAGA erlaubt auch das Auffinden
von Beziehungen zwischen Entitäten.
Zum Beispiel können wir erfragen, über
welche Fakten die vier Physiker Niels
Bohr, David Bohm, Richard Feynman
und Enrico Fermi miteinander verbun-
den sind. Wegen der großen Menge an
Fakten in YAGO war eine solche Anfrage
vormals kaum effizient zu beantworten.
Daher haben wir einen Algorithmus 
namens STAR (Steiner Tree Approxima-
tion in Relationship Graphs) entwickelt.
STAR nutzt die Struktur von Ontologien
wie YAGO aus, um Beziehungen der 
obigen Art effizient ausfindig zu machen.
In einem ersten Schritt findet STAR
eine taxonomische Beziehung zwischen
den Anfrageentitäten. Eine taxonomische
Beziehung zwischen Niels Bohr, David
Bohm, Richard Feynman und Enrico 
Fermi wäre, dass alle vier Entitäten
Wissenschaftler sind. Diese Beziehung
wird dann nach und nach zu kompakte-
ren und interessanteren  Beziehungen
verbessert. So können wir zum Beispiel
herausfinden, dass alle vier Entitäten
Quanten-Physiker sind, und dass alle
vier am Manhattan-Projekt teilgenom-
men haben. NAGA kann online auf
http://www.mpii.de/yago-naga/naga/ auspro-
biert werden. :::
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Die Antworten auf viele Fragen 
lassen sich bereits heute mit Hilfe von
Suchmaschinen im Internet finden.
Allerdings erlauben diese Suchmaschinen
eine Suche nur rein syntaktisch anhand
von Schlüsselwörtern. So extrahiert ein
Suchdienst die Schlüsselwörter „Physi-
ker“, „Kind“ und „lebte“ aus der Anfrage 
„Welcher Physiker lebte länger als alle
seine Kinder“ und liefert als Ergebnis
Dokumente, die diese Schlüsselwörter
enthalten. Die Wörter der Anfrage müs-
sen in den gefundenen Dokumenten
exakt vorkommen. Auf die obige Anfrage
bekommt man eine Fülle von Doku-
menten, die die Wörter „Physiker“, „Kind“
und „lebte“ enthalten, aber typischer-
weise nicht das gesuchte Ergebnis. Eine
Umformulierung der Frage kann zum 
gewünschten Ergebnis führen – in un-
serem Fall: „Welcher Physiker überlebte
alle seine Kinder“. Diese Anfrage liefert
mit hoher Wahrscheinlichkeit als Treffer
eine Internetseite, die die gesuchte In-
formation enthält. Das Problem liegt 
hier darin, dass die Suchmaschine die
Bedeutung der Informationen in den Do-
kumenten und der Anfrage nicht kennt,
sondern nur rein syntaktisch mit den
Wörtern, d.h. Zeichenketten, arbeitet.
Damit die Bedeutung von Wörtern
und Sätzen und das damit transportierte
Wissen von einem Computer verarbeitet
und verstanden werden kann, muss die-
ses Wissen in einer Struktur abgespei-
chert werden. Solch eine Struktur nennt
man Ontologie. Für bestimmte in der
Praxis häufig auftretenden Fragestel-
lungen wurden bereits, auf Ontologien
basierende Suchverfahren entwickelt.
Die Artikel „YAGO – eine digitale Wissen-
sammlung“, Seite 58 und „Die NAGA-
Engine zur Suche nach Wissen statt nach
Webseiten“, Seite 59 bieten eine detail-
lierte Beschreibung dieser Verfahren. 
Die Herausforderung des gegen-
wärtigen Projekts besteht darin, nicht
nur Antworten auf einige bestimmte
Fragestellungen zu bekommen, sondern
alle Fragen zu beantworten, deren Ant-
wort sich aus dem Wissen einer vorlie-
genden Ontologie folgern lässt. Dazu ist
es zunächst notwendig die Ontologie in
eine für das allgemeine Schließen geeig-
nete Sprache, eine so genannte beschrei-
bende Logik, zu überführen. Eine in Lo-
gik übersetzte Ontologie hat die Eigen-
schaft, dass alles hergeleitet werden kann,
was aus der Ontologie folgt. Um jetzt
effektiv Fragen beantworten zu können,
muss die Ontologie saturiert werden,
d.h. sie wird in eine kompakte Darstel-
lung aller logischen Konsequenzen über-
führt. Mit Hilfe dieser Darstellung kann
man dann effizient Antworten auf Fragen
finden, die aus der ursprünglichen Onto-
logie folgen. Allerdings sind die zur Satu-
rierung notwendigen Operationen auf
der Logik sehr rechenintensiv, was die
üblichen Saturationsverfahren für Onto-
logien mit mehreren 10 Millionen Ein-
trägen unbrauchbar macht. Die Opera-
tionen auf die Struktur von Ontologien
so abzustimmen, dass eine effiziente
Saturation möglich ist, ist die Heraus-
forderung, die es zu bewältigen gilt, um
effektive Entscheidungsverfahren zu
bekommen.
Ein weiteres Ziel ist es, Ontologien
automatisch mit Wissen aus dem Inter-
net zu erweitern. Dabei stellt sich aber
das Problem, dass sich an verschiedenen
Stellen im Internet sich widersprechen-
de Informationen befinden. Hat man
widersprüchliche Informationen in der
Ontologie und löst diese nicht auf, so
kollabiert die Ontologie wegen ex falso
quodlibet und das bereits gesammelte
Wissen wird unbrauchbar. Der Mensch
ist in der Lage Informationen aus ver-
schiedenen Quellen zu differenzieren
und somit die Konsistenz sicher zu stel-
len. Für einen Computer ist dies aller-
dings keine leichte Aufgabe. Hier ermög-
licht das Überführen in die Logik dem
Computer die gegensätzlichen Informa-
tionen zu erkennen und dann zu diffe-
renzieren. Mit Hilfe von Konfidenzwer-
ten lassen sich die verschiedenen Gewich-
tungen von gesammeltem Wissen model-
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in verschiedensten Bereichen von zentra-
ler Bedeutung. Für große Unternehmen
sind sie zum Beispiel entscheidend für
ihre Wettbewerbsfähigkeit. Durch sorg-
fältige Planung können in Industriepro-
jekten oft große Mengen an Ressourcen
eingespart werden, was zu geringeren
Kosten führt. Allerdings sind solche 
Planungsprobleme oft sehr komplex und
haben viele unterschiedliche Anforderun-
gen zu berücksichtigen.Das macht es für
den Computer schwer, optimale oder zu-
mindest sehr gute Lösungen zu finden. 
Am Max-Planck-Institut für Infor-
matik beschäftigen wir uns mit derartigen
schwierigen Optimierungsproblemen aus
verschiedensten Anwendungsbereichen
wie der industriellen Optimierung oder
der Medizin. Zum einen entwickeln wir
ausgefeilte Verfahren, um höchst effizient
optimale Lösungen zu finden. Ist das zu-
grunde liegende Problem zu schwierig,









































































































































































































































S C H W E R P U N K T E62
Optimierungsverfahren sind heutzutage von 
zentraler Bedeutung für die Effektivität von 
Unternehmen. Sie werden zum Beispiel ein-
gesetzt, um den Bedarf an teuren Ressourcen 
wie etwa Arbeit oder Rohstoffen einzusparen. 
Die Herausforderung an die Wissenschaft ist 
es, effektive Verfahren zum Lösen von Opti-
mierungsproblemen zu entwickeln. Mit Hilfe 
dieser Verfahren sollen sich schnell optimale 
Lösungen finden lassen oder zumindest 
solche, die nahe am Optimum liegen.
O P T I M I E R U N G
rechnen, entwickeln wir Verfahren, um
zumindest eine Lösung zu finden, die
nahe am Optimum liegt. Außerdem er-
forschen wir in welcher Weise die Ver-
wendung von Zufallsentscheidungen zu
effektiveren und einfacheren Optimie-
rungsverfahren führen kann. Hierbei
betrachten wir auch Verfahren, welche
durch Optimierungsprozesse in der
Natur inspiriert sind. Solche Verfahren
ermöglichen es oft eine gute Lösung 
für ein gegebenes Problem ohne viel
Entwicklungsaufwand zu erzielen.
Da die Optimierung in sehr vielen
Bereichen eine wesentliche Rolle spielt,
untersuchen Wissenschaftler aus allen
Forschungsgebieten, die am Max-Planck-
Institut betrachtet werden, Optimierungs-
probleme. Optimierung ist heutzutage
ein wesentlicher Schlüssel zur Sicher-
stellung effizienter Abläufe. Diese Be-
deutung wird auch in Zukunft weiter
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Evolutionäre Algorithmen (EAs)
sind allgemeine Suchverfahren, die in
den Ingenieurdisziplinen und im Bereich
der kombinatorischen Optimierung viel-
fältig angewendet werden. Diese Klasse
von Lösungsverfahren folgt dem Vorbild
der Evolution und dem Darwinschen Prin-
zip des „survival of the fittest“. Angelehnt
an das natürliche Evolutionsprinzip, wird
ein spezieller Lösungskandidat als Indivi-
duum und eine Menge solcher Kandida-
ten als Population bezeichnet. Eine so
genannte Fitnessfunktion, welche vom
gegebenen Problem abhängt, bewertet
die Lösungskandidaten. Nach dem bio-
logischen Prinzip wird aus einer Eltern-
Population eine Kinder-Population er-
zeugt. Dies geschieht durch so genannte
Veränderungsoperatoren, die das geneti-
sche Material der Eltern an die Kinder
vererben. Die wichtigsten Operatoren
sind in diesem Fall Rekombination und
Mutation. Die Rekombination erzeugt
gewöhnlich aus zwei Eltern ein Kind,
während die Mutation zusätzlich dafür
sorgt, dass das Kind weitere neue Eigen-
schaften aufweist. Von einer Startpopu-
lation ausgehend, ist es das Ziel, für ein
gegebenes Problem eine Menge möglichst
guter Lösungskandidaten zu erhalten.
Nachdem zunächst durch Veränderungs-
operationen Kinder erzeugt worden sind,
werden anhand der Fitnessfunktion aus
der Eltern-Kind-Menge Individuen aus-
gesucht und eine so neue Elternpopula-
tion geschaffen.
Evolutionäre Algorithmen werden
insbesondere dann eingesetzt, wenn für
ein gegebenes (neues) Problem kein gu-
ter problemspezifischer Algorithmus vor-
handen ist. Es kann nicht erwartet wer-
den, dass EAs speziell für ein Problem
entworfene Lösungsverfahren übertref-
fen. Es ist also nicht Ziel der Forschung,
zu zeigen, dass EAs problemspezifischen
Algorithmen überlegen sind. Vielmehr
steht im Vordergrund, die Arbeitsweise
evolutionärer Verfahren zu verstehen. 
Forschungsschwerpunkt
Während evolutionäre Verfahren
bereits vielfach erfolgreich angewendet
werden, steckt das theoretische Verständ-
nis dieser Algorithmen im Vergleich zu
klassischen Algorithmen noch in den
Kinderschuhen. 
Wir untersuchen, wie evolutionäre
Suchverfahren in der Lage sind, bestim-
mte Probleme zu lösen, und mit welchen
Strukturen EAs gut oder schlecht umge-
hen können. Das Hauptaugenmerk ist
darauf gerichtet, wie viel Zeit EAs be-
nötigen, um für ein gegebenes Problem
eine optimale Lösung zu generieren. Da
















































































































































































































































































K O N T A K T
Benjamin Doerr
ABT. 1  Algorithmen und Komplexität
Telefon +49 681 9325-104
Email doerr mpi-inf.mpg.de
Frank Neumann
ABT. 1  Algorithmen und Komplexität
Telefon +49 681 9325-117
Email fne mpi-inf.mpg.de
Ablaufschema eines evolutionären Algorithmus
Klasse randomisierter Algorithmen sind,
kann man auf eine große Zahl klassischer
Analysemethoden zurückgreifen. Des
Weiteren werden neue Analysemethoden
entwickelt, die insbesondere evolutionäre
Verfahren analysieren.
Es zeigt sich, dass evolutionäre 
Algorithmen oft gute Lösungen für be-
kannte Probleme finden. Sie sind bei
vielen Problemen in der Lage, sich ähn-
lich wie problemspezifische Algorithmen
zu verhalten. So wurde gezeigt, dass 
evolutionäre Algorithmen kürzeste Wege
zwischen allen Knoten in einem gegebe-
nen Graphen effizient berechnen können.
Die durchgeführten Analysen zeigen,
dass die Verwendung von Rekombination
und Mutation einen beweisbaren Vorteil
gegenüber evolutionären Algorithmen
bringen, welche lediglich Mutation als
Variationsoperator verwenden.
Andere Studien zeigen, dass An-
sätze der multikriteriellen Optimierung
evolutionären Algorithmen zusätzliche
Möglichkeiten der effizienten Suche
geben. Viele Optimierungsprobleme 
sind durch eine Zielfunktion gegeben,
welche unter eine Menge von Neben-
bedingungen optimiert werden soll. In
dem multikriteriellen Ansatz werden nun
diese Nebenbedingungen als zusätzliche
gleichwertige Zielfunktionen betrachtet.
Dieses gibt der Suche evolutionärer Al-
gorithmen zusätzliche Suchrichtungen,
was bei verschiedenen kombinatorischen
Optimierungsproblemen zu effizienteren
Verfahren führt.                                 :::







bedingungen gehören zu den wichtigsten
Problemen in der theoretischen Informa-
tik und haben zahlreiche Anwendungen
in praktischen Fragestellungen. Ein typi-
sches Erfüllbarkeitsproblem besteht aus
n Variablen, denen Werte aus einer be-
stimmten Menge zugeordnet werden
müssen. Zusätzlich sind Bedingungen
gegeben, die jeweils einige der Variablen
binden, also die Werte, die zu diesen
Variablen zugeordnet werden dürfen, in
gewisser Weise einschränken. Ein klassi-
sches Beispiel für ein Erfüllbarkeitspro-
blem ist das Färben von Graphen. Gege-
ben ist ein Graph, also eine Menge von
Knoten die durch Kanten verbunden
sind, und eine Zahl k. Die Frage lautet:
Lässt sich jedem Knoten eine dieser Far-
ben zuordnen, so dass alle Kanten unter-
schiedlich gefärbte Endpunkte haben?
Dieses abstrakte Problem hat signifikan-
te Anwendungen in vielen unterschiedli-
chen Bereichen, wie zum Beispiel die
Erstellung von Fahrplänen der Deutschen
Bahn oder die Zuordnung von Frequenz-
bändern in mobilen Netzwerken.
Das Färbungsproblem sowie fast
sämtliche Erfüllbarkeitsprobleme lassen
sich offensichtlicherweise durch einen
einfachen Ansatz lösen: Man probiere
für jede Variable alle möglichen Zuord-
nungen aus, entweder bis man eine zu-
lässige Belegung gefunden hat, oder über-
zeugt ist, dass es keine gibt. Dieses Ver-
fahren benötigt allerdings exponentielle
Laufzeit: Im Fall des Färbungsproblems
sind es im schlimmsten Fall mindestens
k n Schritte, falls der zugrundeliegende
Graph n Knoten hat. Eines der grundle-
gendsten offenen Probleme der theoreti-
schen Informatik ist es zu verstehen, ob
es möglich ist signifikant schnellere Ver-
fahren als die vollständige Aufzählung
aller möglichen Lösungen zu entwickeln.
Solche Verfahren heißen effiziente Algo-
rithmen und benötigen nur polynomiell
viele Schritte als Funktion der Eingabe-
größe. Unglücklicherweise hat die Theo-
rie in den letzten 50 Jahren keine bahn-
brechenden Fortschritte bezüglich dieser
Fragestellung gemacht.
Zufällige Instanzen
Um die Wurzeln des Problems zu
verstehen haben Informatiker, Mathema-
tiker und Physiker in den letzten 25 Jah-
ren einen möglichen Zusammenhang
zwischen effizienter Berechenbarkeit
und Phasenübergängen in zufälligen In-
stanzen von Erfüllbarkeitsproblemen un-
tersucht. Im Falle des Färbungsproblems
konstruiert man eine zufällige Instanz
indem man unabhängig für jedes Paar
von Knoten mit Wahrscheinlichkeit p
eine Kante in einen anfangs leeren
Graphen hinzufügt. Es ist bekannt, dass
ein kritisches t existiert, so dass falls p < t,
dann ist der so entstehende Graph mit
Wahrscheinlichkeit sehr nahe an 1 mit k
Farben zulässig färbbar, und falls p > t,
so ist er es nicht. Andererseits, aus einem
algorithmischen Blickwinkel betrachtet,
versagen alle bekannten effizienten Algo-
rithmen schon bei Graphen mit Kanten-
wahrscheinlichkeiten die signifikant klei-
ner sind als t. Genauer, es wurde beob-
achtet, dass es ein t' < t gibt, so dass die
besten Algorithmen eine zulässige Fär-
bung finden nur falls p < t', und sonst
nicht.
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Die Struktur der zulässigen Färbungen eines
Zufallsgraphen
Ein Graph der mit drei Farben zulässig färbbar ist
Im Jahr 2008 wurde bewiesen, dass
diese Beobachtung nicht nur reine Spe-
kulation ist. Der Punkt t', an dem alle
Algorithmen versagen, fällt mit dem Punkt
zusammen, an dem der Raum der zulässi-
gen Färbungen eines zufälligen Graphen
sich dramatisch verändert. An dieser
Stelle präsentieren wir nur eine stark
vereinfachte Version des tatsächlichen
Phänomens. Falls p < t', so sieht die
Menge der zulässigen Färbungen aus wie
ein gigantischer Ball: Man kann jede zu-
lässige Färbung erhalten, indem man
irgendwo anfängt und die Farben einzel-
ner Knoten schrittweise verändert. Im
Gegensatz dazu, am Punkt p = t' zer-
springt dieser Ball in exponentiell viele
kleine Stücke, die sehr weit voreinander
weg sind. Viele Algorithmen können im
ersten Regime leicht zulässige Färbungen
finden, aber es ist kein Algorithmus be-
kannt, der im zweiten Regime erfolg-
reich ist.
In unserer Arbeitsgruppe beschäfti-
gen wir uns intensiv mit der Analyse der
Struktur von zufälligen Instanzen kombi-
natorischer Erfüllbarkeitsprobleme.
Unser Ziel ist es die relevanten Eigen-
schaften zu entdecken und zu verstehen,
die die Leistung von effizienten Algorith-
men und deren Entwurf maßgeblich
beeinflussen. Zusätzlich entwickeln wir
notwendige mathematische Hilfsmittel,
die uns ermöglichen präzise Aussagen
über die zugrundeliegenden Phänomene
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Beim Lösen von Optimierungsauf-
gaben in der Praxis sind unvollständige
und unsichere Daten ein allgegenwärti-
ges Problem. So plant ein Pizzaservice
beispielsweise seine Liefertouren ohne
zukünftige Bestellungen zu kennen; die
Belegung von Computerprozessoren wird
geplant, obwohl lediglich stochastische
Abschätzungen der individuellen Dauern
bekannt sind; Produktionsabläufe werden
zeitlich genau geplant und doch können
Maschinen unerwartet ausfallen; und die
Einhaltung eines Terminplans, z.B. von
Bauprojekten, hängt von Unsicherheits-
faktoren wie Wetter, Krankheit, etc. ab.
In unserer Arbeitsgruppe beschäf-
tigen wir uns mit dem Umgang mit un-
vollständigen Informationen beim Lösen
von Optimierungsaufgaben. Wir entwik-
keln Algorithmen, die gute Lösungen er-
zielen, obwohl Inputdaten stochastisch
verteilt sind oder zum Planungszeitpunkt
noch gar nicht bekannt sind. Dabei un-
tersuchen wir insbesondere Fragestel-
lungen aus dem Schedulingbereich. Als
Scheduling bezeichnet man die zeitliche
Zuordnung von Vorgängen auf Ressour-
cen mit beschränkter Kapazität. Dabei
wird ein Optimierungsziel verfolgt, wie
z.B. die Minimierung der Gesamtprojekt-
dauer, die Maximierung des Durchsatzes




wir Planungsaufgaben, bei denen eine
Probleminstanz erst Stück für Stück
während des Planungsprozesses bekannt
wird; das heißt, zu jedem Zeitpunkt müs-
sen Entscheidungen getroffen werden,
die lediglich auf den bisher bekannten
Daten beruhen.
Ein Pizzaservice beispielsweise er-
hält seine Bestellungen telefonisch über
den Abend verteilt. Wenn er alle Bestel-
lungen und deren zeitliche Eingänge ge-
nau im Voraus kennen würde, könnte er
einen optimalen Zeitplan für die Auslie-
ferungstouren aufstellen. In der Realität
handelt es sich jedoch um ein Online-
Problem, bei dem die Bestellungen eben
nicht im Voraus bekannt sind. Sobald ein
Lieferauftrag eingeht, muss der Planer
die Entscheidung balancieren zwischen
einer zeitnahen, kundenfreundlichen
Lieferung und dem Warten auf poten-
tielle weitere kurzfristige Lieferaufträge
in die gleiche Gegend die sich kosten-
günstig kombinieren lassen.
Für solche Planungsaufgaben ent-
wickeln wir Lösungsalgorithmen, die
trotz unvollständiger Information, gute
Pläne aufstellen. Typischerweise bewer-
tet man die Güte dieser Algorithmen im
Worst-Case-Vergleich mit einer bestmög-
lichen offline Lösung – man nennt dies
Kompetitive Analyse. Das heißt, man ver-
gleicht den Plan, den ein Algorithmus
unter Unsicherheit erstellt, mit dem op-
timalen Plan eines allwissenden Planers,
der alle Daten, z.B. die Bestelleingänge,
im Voraus kennt. Für viele Problemklas-
sen führt die Kompetitive Analyse zu
einer klaren Unterscheidung und sinn-
vollen Bewertung von Algorithmen. In
einigen Fällen jedoch ist sie zu pessimi-
stisch, d.h. der Vergleich gegen einen 
allwissenden Planer ist unfair und lässt
jeden Online-Algorithmus gleich schlecht
aussehen. Daher beschäftigen wir uns
auch mit alternativen Ansätzen zur Be-
wertung von Online-Algorithmen.
Stochastisches Scheduling
Eine andere Art von Unsicherheit
wird im stochastischen Scheduling be-
rücksichtigt. Hier werden die Dauern
der zu planenden Vorgänge als Zufalls-
variablen modelliert. Zu Beginn der Pla-
nung sind alle Vorgänge mit ihren pro-
blemspezifischen, deterministischen Da-
ten und den Verteilungsfunktionen für
die Vorgangsdauern bekannt. In der Praxis
können solche Informationen aus statisti-
schen Auswertungen oder Erfahrungs-
werten gewonnen werden. Die tatsäch-
liche Realisierung der Dauer erfährt der
Planer erst während der Bearbeitung
eines Vorgangs.
Ziel ist es eine Schedulingpolitik zu
entwickeln, die in Erwartung einen guten
Schedule findet. Formal gesprochen su-
chen wir Politiken, deren erwarteter Ziel-
funktionswert im Worst-Case nur um
einen konstanten, instanzunabhängigen
Faktor von dem Erwartungswert einer
optimalen stochastischen Politik ab-
weicht. Man beachte dass dies ein fairer
Vergleich ist gegen eine bestmögliche
Politik, die auch gegen die Unsicherheit
bestehen muss.
Für dieses Modell zum Planen un-
ter Unsicherheit sind kaum theoretische
Resultate bekannt. Als besondere Hürde
stellt sich das Finden von unteren Schran-
ken an den zu erwartenden Zielfunktions-
wert optimaler Politiken dar. Hier konn-
ten wir Techniken entwickeln, die zu
neuen unteren Schranken führen. Damit
können wir für ein spezielles Scheduling-
problem, bei dem Vorgänge unterbrochen
und später weiterbearbeitet werden dür-
fen, erstmalig beweisbar gute Scheduling-
politiken entwerfen. Diese Erkenntnisse
sind auch in anderen Bereichen der
Optimierung unter Unsicherheit von
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phie (MRT) werden Bilder aus linearen
Fouriermessungen durch digitale Berech-
nung rekonstruiert. Moderne nichtlineare
Methoden kommen mit weniger Daten
aus als herkömmliche lineare Schätzer,
wobei eine präzise Auswahl der Mess-
projektionen (des Designs) für gute Er-
gebnisse unerlässlich ist. Messzeit, die
wesentliche Beschränkung heutiger
MRT, wird durch unterabgetastete Re-
konstruktion wesentlich verkürzt.
Bayessche Bewertung von Designs
Wie kann das Design mit geringem
menschlichen Experten- und tomogra-
phischem Messaufwand optimiert wer-
den? Unser Ansatz entspringt der Bayes-
schen Statistik: Gute Designs lösen 
möglichst viel Unsicherheit über das zu
schätzende Bild auf. Die Optimierung
erfolgt sequenziell, zerlegt in MRT-Pha-
senkodierschritte, und unüberwacht: 
In jedem Schritt werden Kandidaten
durch Bayessche Berechnungen bewer-
tet, der Gewinner dem Design hinzuge-
fügt. Dies entspricht einer adaptiven
Variante von Compressive Sensing, un-
terstützt durch Konzepte des maschinel-
len Lernens. Ohne von vornherein ein-
schränkende Annahmen wird das Design
auf realen Trainingsdaten optimiert.
Bayessche Inferenz, also die Quan-
tifikation von Unsicherheiten bei der
Rekonstruktion, ist ungleich schwieriger
zu approximieren als letztere allein. Ein
neues variationelles Verfahren erlaubt
uns, Inferenz in bisher nicht erreichten
Größenordnungen über hochaufgelösten
Bildern zu approximieren. Dies gelingt
durch iterative Reduktion auf in der
Bildverarbeitung gängige Teilprobleme,
wobei die für uns wesentlichen Posterior-




In Zusammenarbeit mit dem Max-
Planck-Institut für Biologische Kyberne-
tik, Tübingen, erfolgte eine erste Studie
zur kartesischen Unterabtastung von ana-
tomischen MRT-Bildern des menschli-
chen Gehirns. Wir verglichen andere
vorgeschlagene Methoden zur Design-
wahl mit unserer Bayesschen Optimie-
rung durch den Fehler nichtlinearer Re-
konstruktion von Testbildern. Die opti-
mierten Designs schneiden signifikant
besser ab als alle anderen, vor allem bei
hohen Unterabtastraten.Die Ergebnisse
sind in einer MRT-Fachzeitschrift veröf-
fentlicht.
Ausblicke
Zum Ausbau der prototypisch de-
monstrierten Methodik ist eine Paralleli-
sierung auf Grafikkarten und Mehrpro-
zessorsystemen geplant, in Zusammen-
arbeit mit Dr. Robert Strzodka. Reale
MRT-Messungen kommen mit mehreren
Bildschichten, mehreren Spulen und
sogar als Zeitreihen. Messoptimierung
stellt höchste, neuartige Anforderungen
an parallele Hardware, denen das Max-
Planck-Institut für Informatik wie sonst
kaum ein Ort gewachsen ist. Zudem
wird die Algorithmik verbessert werden,
etwa durch Mehrgitterverfahren, unter-
stützt durch Visual Computing Exzellenz
vor Ort. Jenseits der MRT-Problematik
kann die Bayessche Methodik auf andere
Visual Computing Szenarien angewen-
det werden, etwa zur Korrektur verwak-
kelter Fotoaufnahmen oder zur Optimie-
rung im Rahmen von Computational
Photography.      :::
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Bayessche Design-Optimierung für Magnet-
Resonanz-Tomographie
Rekonstruktionsfehler mit Designs verschiedener
Größe N{col} (256 für dichte Abtastung) und Auswahl
(op: optimiert durch Bayessche Methode; rd: zufällig
gezogen nach Lustig, Donoho, Pauli, Magn. Reson.
Med. 85(6), 2007; ct: dichte Abtastung niedriger 
Frequenzen; eq: regelmäßige Abstände), für Test-
bilder unterschiedlicher Orientierung und Kontrast, 
gemittelt über 5 Schichten und 4 Versuchspersonen
(subjects).
Am Max-Planck-Institut für Infor-
matik wird diese Philosophie seit der
Gründung des Instituts mit großem
Erfolg verfolgt. Alle Abteilungen und
Gruppen arbeiten daran, die Ergebnisse
ihrer Grundlagenarbeiten in praxisrele-
vante Softwaresysteme umzusetzen und
für Wissenschaft und Industrie verfügbar
zu machen. Es gibt eine beachtliche An-
zahl am Institut entwickelter Prototyp-
systeme aus allen Bereichen vom Theo-
rembeweisen und der Algorithmik bis zur 
Bioinformatik, multimodaler Kommuni-
kation und Web-Suche, die ihren Weg in
die Wissenschaftsgemeinde gefunden
haben und an vielen Orten in der Welt
für Forschungsarbeiten benutzt werden. 
Dabei handelt es sich überwiegend um
kostenfreie Open-Source-Software. In
einigen Fällen wurden Startup-Firmen
gegründet, die die Software weiter ent-
wickeln und vertreiben. Beispiele für
eine kommerzielle Nutzung unserer
Software sind die LEDA Bibliothek für
effiziente Algorithmen aus Abteilung 1,
der BiQ-DNA-Methylation-Analysator
aus Abteilung 3 und der Waldmeister-
Gleichheitsbeweiser aus der Forschungs-
gruppe 1.
Die geschickte Umsetzung mathe-
matischer Modelle und Algorithmen in
lauffähige Software ist zudem selbst ein
wichtiger Forschungsgegenstand. Algo-
rithmen, die abstrakt sehr gute, mathe-
matisch analysierbare Laufzeit- und
Speicherplatzeigenschaften haben, so
genannte asymptotische Komplexitäts-
maße, sind in der Implementierung auf
modernen Rechnern und gerade auf den
aktuellen verteilten Mehrprozessor- und
Cluster-Systemen nicht automatisch 
effizient. Eigenschaften der Prozessoren,
Speicher, Magnetplatten und Kommuni-
kation sowie die Charakteristika realer
Daten müssen im Engineering geeignet
berücksichtigt werden, um einsatztaugli-
che Softwaresysteme zu bauen. Gelingt
das Softwaresystem für ein neu entwik-
keltes Verfahren, so liefert es wiederum
wertvolle Hinweise auf relevante Spezial-
fälle, oder sinnvolle Generalisierungen










































































































































































































































S C H W E R P U N K T E68
Informatik ist einerseits eine Grundlagen-
wissenschaft, die sich mit universellen 
Berechnungs- und Problemlösungsmethoden 
und deren fundamentalen Eigenschaften wie 
Korrektheit und Komplexität beschäftigt. 
Andererseits hat sie aber auch den Charakter
einer Ingenieurwissenschaft und lebt von 
den vielfältigen Berührungspunkten mit ver-
schiedensten Anwendungen. Die Grundlagen-
forschung trägt entscheidend zur Entwicklung
von mathematischen Modellen und neuen 
Algorithmen für einsatzfähige Software-
systeme bei. Programmbibliotheken und 
-systeme, die als Open-Source-Software mit 
kostenfreien Lizenzen Forschern und Anwen-
dern zur Verfügung gestellt werden, bringen 
enormen Nutzen für andere Wissenschaftler 
und beeinflussen die langfristige Entwicklung 
der IT-Industrie. Nicht zuletzt liefern sie auch 
wichtiges Feedback für die weitere Weichen-
stellung der eigenen Forschungsarbeiten.
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Konferenzen spielen in der wissen-
schaftlichen Kommunikation zwischen
Informatikern eine zentrale Rolle. Auf
Tagungen werden neueste Ergebnisse
vorgetragen und diskutiert. Die Beiträge
unterliegen dabei einem strengen Begut-
achtungsprozess. Bei den wichtigsten
Tagungen werden weniger als 25 Prozent
der eingereichten Arbeiten angenommen.
Wegen der Bedeutung der Tagungen für
den wissenschaftlichen Austausch und
die Karrieren von Informatikern muss
der Begutachtungsprozess möglichst
effektiv organisiert werden.     
Die Begutachtung wird durch ein
Programmkomittee durchgeführt. Jede
eingereichte Arbeit wird von mehreren
Mitgliedern des Komittees begutachtet;
diese dürfen dabei den Rat von anderen
Wissenschaftlern einholen. Die Zuord-
nung der Arbeiten an die Mitglieder des
Komittees wird vom Vorsitzenden vor-
genommen; er benutzt dazu meist ein
elektronisches Unterstützungssystem.  
Kurt Mehlhorn war Vorsitzender 
des Programmkomittees für das European
Symposium on Algorithms (ESA) 2008.
202 Arbeiten wurden zu der Tagung ein-
gereicht und das Programmkomittee be-
stand aus 14 Mitgliedern. Jede Arbeit
sollte von 4 Mitgliedern gesichtet wer-
den; jedem Mitglied mussten demnach
etwa 213 · 4 / 14 58 Arbeiten zugeord-
net werden.             
Welche Zuordnung ist vernünftig?
Wichtige Kriterien sind dabei
Qualität und Fairness der Zuordnung.
Wir nehmen dazu an, dass wir für jeden
Gutachter und jede Arbeit eine Ein-
schätzung kennen, die die Eignung des
Gutachters für die Arbeit beschreibt,
etwa „sehr geeignet (S)“, „geeignet (G)“,
„weniger geeignet (W)“ und „nicht geeig-
net (N)“. Nicht geeignet würde man
immer benutzen, wenn der Gutachter
einen Interessenskonflikt hat, etwa weil
die Arbeit von einem seiner Studenten
verfasst ist. Die folgende Tabelle zeigt
ein konkretes Beispiel.
Nehmen wir nun an, dass jede Ar-
beit einmal begutachtet wird und jeder
Gutachter zwei Arbeiten begutachten
muss. Gutachter 1 würde am liebsten die
Arbeiten 1 und 2 lesen, Gutachter 2 wür-
de am liebsten die Arbeiten 1 und 3 oder
4 lesen, für Arbeit 4 zieht Gutachter 2
vor. Das Beispiel zeigt also, dass, wie 
immer im Leben, nicht alle Wünsche
gleichzeitig erfüllt werden können. 
Sechs Zuordnungen sind möglich.
Wir können die Arbeiten 1 und 2, 1 und 3,
1 und 4, 2 und 3, 2 und 4, oder 3 und 4
an Gutachter 1 zuordnen und die ande-
ren an Gutachter 2. Welche Zuordnung
sollen wir wählen? Sehen wir uns drei
Beispiele an; die Zuordnung ist dabei
fett hervorgehoben.     
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Gutachter 1 zieht die mittlere Zu-
ordnung den beiden anderen vor, Gut-
achter 2 zieht die dritte Zuordnung den
beiden anderen vor. Die mittlere und die
rechte Zuordnung haben die gleiche glo-
bale Qualität; beide benutzen zwei S und
zwei G. Die rechte Zuordnung ist fairer
als die mittlere Zuordnung, da sie beide
Gutachter gleich behandelt. Für jeden
schlägt ein S und ein G zu Buche. Die
mittlere Zuordnung bevorzugt dagegen
Gutachter 1.
Forschers des Max-Planck-Instituts
für Informatik haben dieses Zuordnungs-
problem formalisiert und effiziente Algo-
rithmen entwickelt, die nahezu optimale
Zuordnungen berechnen (N. Garg, 
T. Kavitha, A. Kumar, K. Mehlhorn, 
J. Mestre: Assigning Papers to Referees,
Algorithmica, to appear). Die folgenden
Abbildung zeigt eine (nahezu) fairste
Lösung für die ESA 2008 Instanz. Jeder
Streifen entspricht einem der 14 Gut-
achter. Für jeden Gutachter geben die
dünnen Rechtecke die Eignung an; 
Grau steht dabei für S und Weiß für G.
Gutachter 13 (der zweite von oben) hat
sich also für 25 Arbeiten als sehr geeig-
net und für weitere 33 als geeignet ein-
gestuft. Für die restlichen Arbeiten war
die Einstufung wenig oder nicht geeig-
net. Die dicken Rechtecke geben die 
tatsächliche Zuordnung an. Rot steht
dabei für S, Ocker für G und Blau für
W. Dünne Rechtecke, die über die ent-
sprechenden dicken Rechtecken hinaus-
gehen, stehen für unerfüllte Wünsche. 
Die Zuordnung erfüllt alle Wünsche von
Gutachtern mit wenigen Wünschen; bei
Gutachtern mit vielen Wünschen wer-
den immer noch recht viele Wünsche
erfüllt.               :::







Etwa 2004 hat ein radikaler Um-
bruch bezüglich der Fabrikation von
Mikroprozessoren stattgefunden. Wegen
physikalischer Einschränkungen wurde
die seit Jahrzehnten vorherrschende Ent-
wicklung größerer und schnellerer Pro-
zessorkerne aufgegeben, zugunsten einer
exponentiell anwachsenden Hardware-
Parallelisierung in viele Kerne innerhalb
eines Chips. Diese grundlegende Verän-
derung im Entwurf von Mikroprozessoren
stellt eine extreme Anforderung an die
Software, die nun nur noch durch eine
explizite Parallelisierung von dem tech-
nischen Hardware-Fortschritt profitieren
kann. Automatisch wird sie auf neuer,
leistungsfähigerer Hardware nicht mehr
schneller. 
Parallele Koprozessoren
Im Jahr 2004 kamen zwar die ersten
Doppelkern Prozessoren heraus, diese
stellten aber noch lange nicht die gleichen
Anforderungen an die Software, die erst
durch die exponentiell anwachsende Zahl
der Kerne mit den Jahren entstehen wür-
den. Wir befanden uns damals erst am
Anfang der Mehrkernära. Man unter-
scheidet grob Mehrkern (multi-core)
Architekturen mit 2 bis 8 Kernen, Viel-
kern (many-core) Architekturen mit 16
bis 64 Kernen und massiv parallele 
(massively parallel) Architekturen mit
100 und mehr Kernen. Während die
Parallelisierung auf Mehrkern-Architek-
turen mit traditionellen Mitteln angegan-
gen werden kann, liegt die eigentliche
Herausforderung an die Software in der
Skalierung zu Vielkern und massiv paral-
lelen Architekturen, wie Grafikprozessoren
und zukünftigen Vielkern-CPUs.
Parallelität auf vielen Ebenen
Die Nutzung von Vielkern-Kopro-
zessoren erlaubt eine starke Beschleu-
nigung vieler Applikationen. Für größere
wissenschaftliche Probleme möchte man
daher gerne mehrere Koprozessoren in-
nerhalb eines Computers verwenden,
wobei das Problem auf deren Speicher
Koprozessorkarten verteilt wird. Dies ist
die erste Parallelisierungsebene. Eine
zweite Parallelisierungsebene existiert
wegen der vielen Kerne innerhalb jedes
Koprozessors. In jedem Kern gibt es
mehrere Recheneinheiten, die eine dritte
Parallelisierungsebene 
formen. Für eine effiziente Software





wird oft eingesetzt, um kontinuierliche
Funktionen bis zu einer gewissen Ge-
nauigkeit zu approximieren. Die Haupt-
idee liegt in der Benutzung einer feinen
Auflösung, wo es schwierig ist die Funk-
tion darzustellen und einer groben Auf-
lösung, wo dies einfach ist. 
In der linken Spalte der Abbildung zeigen
wir die adaptive Gitterrepräsentation
zweier Funktionen. In Abhängigkeit einer
Genauigkeitsschwelle haben verschiede-
ne Regionen des Gitters verschiedene
Auflösungen. In der Abbildung benutzen
wir unterschiedliche Farben und Höhen
der Gitterregionen für die verschiedenen
Auflösungsstufen.
Für viele Anwendungen, die auf
solchen adaptiven Gittern arbeiten, wer-
den Einstufenübergänge zwischen den
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Auflösungen von Nachbarregionen ge-
wünscht. Die Umsetzung dieser Kondi-
tion führt zu rekursiven Verfeinerungen
vieler Regionen der adaptiven Gitter aus
der linken Spalte der Abbildung. Die
entsprechend verfeinerten Gitter sind 
in der rechten Spalte der Abbildung zu
sehen. Im Vergleich zu der linken Spalte




effizient zu lösen, möchte man die adap-
tive Datenrepräsentation mit der Paralle-
lität auf allen Ebenen kombinieren. Ide-
alerweise geschieht dies unabhängig von
dem spezifischen Vielkern-Koprozessor,
könnte also mit verschiedener Hardware
laufen. Es ist jedoch bereits schwierig die
vielen Ebenen der Parallelität für gleich
aufgelöste Probleme zu nutzen, denn mit
adaptiven Daten steigt die erforderliche
Softwarekomplexität wesentlich an und
die hardwareunabhängige Kodierung
stellt eine weitere Herausforderung dar.
Wegen dieser Komplexität wird das
Potenzial der Vielkern-Koprozessoren
insbesondere für größere Projekte bisher
wenig genutzt. Die Softwareumgebung
GBACE (General Block Adaptive Con-
current Environment) abstrahiert die 
parallele Verarbeitung adaptiver Daten
und berücksichtigt viele der Hardware-
Erfordernisse automatisch, so dass ein
einfacherer Zugang zu dem großen
Potential der Vielkern-Prozessoren ent-
steht. Damit sollen die Vorteile der pa-
rallelen Revolution endlich auch größe-
ren, komplizierteren Projekten zugute-
kommen. :::
Adaptive Gittererzeugung und Verfeinerung mittels
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Inhaltsbasierte Musiksuche
Moderne digitale Musikbibliotheken
enthalten multimediale Dokumente in
zahlreichen Ausprägungen und Formaten.
Man denke hier beispielsweise an CD-
Aufnahmen diverser Interpreten, Noten,
MIDI-Daten, Musikvideos oder Gesangs-
texte. Allgemein gesprochen ist das Haupt-
ziel des Music Information Retrieval (MIR)
die Nutzbarmachung solch multimodaler
und komplexer Musikdatenbestände.
Eine zentrale Aufgabe ist hierbei die Ent-
wicklung effizienter Such- und Naviga-
tionssysteme, die es dem Benutzer erlau-
ben, den Datenbestand bezüglich unter-
schiedlichster musikrelevanter Aspekte zu
durchsuchen. Während die textbasierte
Suche nach Musik anhand von Kompo-
nistennamen, Songtitel, Werkverzeichnis-
nummer oder dergleichen mit klassischen
Datenbanktechniken möglich ist, stellt
die inhaltsbasierte Suche in Musikdaten
ohne das Zurückgreifen auf manuell er-
zeugte Annotationen ein schwieriges Pro-
blem dar. Was ist zu tun, wenn man nur
ein Melodiefragment vorpfeifen kann
oder nur einen kurzen akustischen Aus-
schnitt von einem Musikstück vorliegen
hat? Wie geht man vor, wenn der Benut-
zer an allen CD-Aufnahmen (samt der
genauen Zeitpositionen innerhalb der 
jeweiligen Aufnahmen) interessiert ist,
die gewisse Notenkonstellationen, Har-
monieverläufe, oder Rhythmen aufwei-
sen? Wie können Partiturdaten oder
Musikaufnahmen hinsichtlich wieder-
kehrender Muster durchsucht werden?
Dies ist nur eine kleine Auswahl aktueller
MIR-Fragestellungen.
Multimodale Verlinkung
Bei der Entwicklung inhaltsbasier-
ter Such- und Navigationsmechanismen
führt die oben angesprochene Multimo-
dalität und Komplexität existierender Mu-
sikdokumentensammlungen zu großen,
weitgehend noch ungelösten Problemen.
Eine entscheidende Rolle kommt hier der
umfassenden Annotation, Verlinkung und
Strukturierung des Datenbestandes zu,
was allerdings aufgrund der enormen Da-
tenmassen manuell nicht bewerkstelligt
werden kann. Genau diesem Punkt wid-
met sich die automatisierte Musikdaten-
erschließung, bei der es allgemein gespro-
chen um die automatische Generierung
semantisch hochwertiger Annotationen
geht, mittels derer dann inhaltsbasierte
Anfragen an Musikdatenbanken effizient
bearbeitet werden können. Grundlage
bilden sogenannte Synchronisationstech-
niken, die zur automatischen Verlinkung
zweier Datenströme unterschiedlicher
Formate eingesetzt werden können. An-
schaulich können solche Verfahren zu
einer bestimmten Position innerhalb
einer Darstellung eines Musikstücks 
(z.B. in einer CD-Aufnahme) die ent-
sprechende Stelle innerhalb einer ande-
ren Darstellung (z. B. in einer Partitur)
bestimmen. [Abbildung 1]. Solche Verlin-
kungsdaten können dann zur multimo-
dalen Musiknavigation und zum Ver-
gleich unterschiedlicher Interpretation
eingesetzt werden. [Abbildung 2]
Audiomatching und Strukturanalyse
Insbesondere die Analyse von auf
Wellenformen basierenden Audiodaten
ist im Hinblick auf effizientes und effek-
tives Musikretrieval von fundamentaler
Bedeutung. Exemplarisch seien an dieser
Stelle die Themenkomplexe des Audio-
matching und der Strukturanalyse skiz-
ziert. Ziel der Audioidentifikation ist die
Erkennung einer in einer Datenbank
enthaltenen Aufnahme anhand eines
kurzen Audiofragments. Die Fragestel-
lung des Audiomatching kann als Ver-
allgemeinerung der Audioidentifikation
angesehen werden. Hierbei besteht die
Anfrage aus einem kurzen Audioaus-
schnitt. Ziel ist dann die automatische
Identifikation und Extraktion aller zu
dieser Anfrage musikalisch ähnlichen
Abschnitte, z.B. unabhängig vom Inter-
preten oder von der Instrumentation, in
der gegebenen Datenbank [Abbildung 3]. 
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Eine verwandte Fragestellung stellt die
Strukturanalyse dar, bei der automatisch
sich wiederholende Strukturen innerhalb
eines Musikstücks (unter Zulassung ge-
wisser musikalischer Variationen) erkannt
werden sollen. :::
Abbildung 1: Verlinkung von Musikdaten in unter-
schiedlichen Formaten (Partitur, Audio, MIDI), die
dasselbe Musikstück (die ersten vier Takte der Etüde
Nr. 2, op. 100, F. Burgmüller) repräsentieren.
Abbildung 2: Benutzerschnittstelle zum Vergleich
mehrerer Interpretationen eines Musikstücks. 
In diesem Beispiel kann der Benutzer über die
jeweiligen Slider zeitgleich in fünf unterschied-
lichen Aufnahmen von Beethovens fünfter
Symphonie navigieren.
Abbildung 3: 
Oben: Die Anfrage besteht aus einem Audioabschnitt
(gelber Hintergrund), welcher innerhalb einer
Wellenformdarstellung ausgewählt werden kann. 
Unten: Alle Audioaufnahmen, die Treffer zu dieser
Anfrage enthalten, werden inklusive aller Treffer-
stellen aufgelistet.





SAPIR ist eine experimentelle, über
viele Rechner verteilte Suchmaschine,
mit der Bilder, Videos und andere audio-
visuelle Inhalte – zusammen mit ihren
textuellen Beschreibungen und Metada-
ten wie z.B. GPS-Positionen – indiziert
und gefunden werden können.
Die Internetsuche ist heute von we-
nigen, großen Unternehmen wie Google
und Microsoft dominiert; diese verwen-
den zentralisierte Server-Farmen für die
Indexierung und Suche und sind im 
Wesentlichen auf Suche nach Schlüssel-
wörtern beschränkt. Selbst die Suche
nach audiovisuellen Inhalten ist auf die
zu einem Bild oder Video gehörenden
Texte und Metadaten beschränkt. Um
ein Foto zu finden, müssen die Stich-
wörter der Anfrage auf derselben Web-
seite vorhanden sein wie das Foto. So
können zum Beispiel der Dateiname des 
Bildes, der das Bild umgebende Text in
der Webseite oder spezielle Wörter in
Ankerelementen von Links zu Treffern
führen. Eine Suche nach Fotos des 
Berges Mont Blanc führt daher auch zu
Treffern, die Federhalter der gleichna-
migen Marke zeigen. Die eigentlichen
Bildinhalte, also Farben und Formen im
Bild, und die im Bild gezeigten Objekte
wie Landschaften, Denkmäler, Personen
und anderes werden nicht genutzt. 
Ein neueres Suchprinzip für audio-
visuelle Daten, das von großen Suchma-
schinen bisher nur in sehr beschränktem
Kontext verfolgt wird, ist die Suche durch
Beispiel („Query by Example“). Die Ein-
gabe für eine Suchanfrage nach einem
Foto ist einfach selbst ein Foto, und das
Result sind inhaltlich ähnliche Bilder.
Die Eingabe bei dieser Ähnlichkeits-
suche kann man beispielsweise durch
eine initiale Schlüsselwortanfrage und
Anklicken eines guten Resultats liefern.
Auf diese Weise können wir leicht die
Treffer zur Suche nach dem Mont Blanc
auf Berg- und Gipfelbilder einschränken.
Durch die Kombination mit nach wie vor
zusätzlich möglichen Schlüsselwörtern
oder das Hinzunehmen von GPS-Koordi-
naten, in deren Umkreis wir suchen wol-
len, lassen sich Bilder und andere audio-
visuelle Inhalte relativ mühelos finden.
Beim Wandern, Sightseeing oder auf der
Straße kann die initiale Anfrage auch
durch das Aufnahmen eines Digitalfotos
mit einem Mobiltelefon erzeugt werden
oder durch das Summen eines Liedes, für
das dann automatisch ähnliche Songs vor-
geschlagen werden.
Die SAPIR-Architektur ist speziell
für die Anforderungen der effizienten
Indexierung von audiovisuellen Inhalten
und die Suche durch Beispiel, in Kombi-
nation mit Suchbedingungen auf Texten
oder Metadaten, entworfen worden. Ein
Zusammenschluss vieler Rechner nach
dem Peer-to-Peer-Prinzip (P2P) zu einem
so gennanten P2P-System ermöglicht
große Rechenleistung. SAPIR verwendet
mehrere solcher P2P-System, jeweils
eines für jeweils einen Datentyp: Text,
Farbverteilungen in Bildern, Konturen 
in Bildern, Sprache in Videos, usw. 
Ein weiteres P2P-System ist für die
Interaktion mit Benutzern und die Zerle-
gung von Suchanfragen in Teilaufträge
für die einzelnen P2P-Systeme zuständig
sowie für das Zusammenfügen von Teil-
ergebnissen. In jedem datentypspezifi-
schen P2P-System wird wiederum be-
sonderes Augenmerk auf die Verteilung
der Daten auf einzelne Peers und die
Verteilung von Anfragen („Query Routing“)
zu den Peers gelegt. Somit müssen Such-
anfragen nur an wenige Peers mit den
besten Suchergebnissen weitergeleitet
werden. Das Auswählen geeigneter Peers
wird anhand raffinierter Statistiken 
berechnet, die während der Datenin-
dexierung erstellt werden. 
Die Praxistauglichkeit, Skalierbar-
keit und Effizienz der SAPIR-Architek-
tur wurde in einem Demonstrator reali-
siert, der u.a. auf der Cebit-Messe 2009
vorgeführt wurde. Dazu wurden als Test-
fall 100 Millionen Fotos von flickr.com
analysiert und indexiert. Suchanfragen
können sowohl über einen Web-Browser
als auch über eine spezielle Anwendung
für Mobiltelefone eingegeben werden.
Diese Anwendung ist über die SAPIR-
Homepage www.sapir.eu öffentlich zu-
gänglich. 
SAPIR wurde im Rahmen eines
Forschungsprojekts der Europäischen
Union entwickelt. Projektpartner sind
zusätzlich zum Max-Planck Institut für
Informatik: 
IBM Research in Haifa (Israel), die For-
schungsorganisation CNR in Pisa (Italien),
die Masaryk-Universität in Brno (Tsche-
chien), die Universität in Padova (Italien)
und die Industriepartner Eurix (Italien),
Xerox (Frankreich), Telefonica (Spanien)
und Telenor (Norwegen).                   :::
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S O F T W A R E74
Volltext-Suche in semistrukturierten
Dokumenten
TopX ist eine Suchmaschine zur
Volltextsuche in sogenannten semistruk-
turierten Dokumenten, einem Datenfor-
mat, das zum Beispiel in digitalen Bib-
liotheken häufig zum Einsatz kommt.
Diese Dokumente sind semistrukturiert, 
da sie semantische Annotationen und
Strukturierungsmarken mit reichhaltigen
Textpassagen in einem einheitlichen
Format, dem bekannten XML-Format
(Extensible Markup Language), repräsen-
tieren. Insbesondere semantische Anno-
tationen sind interessant für die Anfrage-
auswertung, da sie entscheidend dazu
beitragen können, den textuellen Inhalt,
der mit einer solchen Annotation gekenn-
zeichnet wurde, zu disambiguieren und
somit besser zu verstehen. So kann zum
Beispiel die Anfrage „Wer waren ehema-
lige Doktoranden von Max Planck, die
selbst bekannte Wissenschaftler wurden?“
in eine sehr spezifische Pfadanfrage über
einer entsprechenden Dokumentstruktur
übersetzt werden, die dann von TopX
effizient und effektiv bearbeitet werden
kann: 
//article[.//person ftcontains „Max Planck“]
//doctoral_students//scientist 
(gemäß XPath 2.0 Full-Text Standard)
Als Treffer dieser Anfrage über
einem auf Wikipedia basierenden, an-
notierten Korpus können in diesem Fall
direkte Verweise u.a. zu Gustav Ludwig
Hertz, Erich Kretschmann, Walther Meiß-
ner geliefert werden, die dann als kom-
pakte Antworten mit weiterführenden
Links, zum Beispiel zu deren Enzyklopä-
dieeinträgen, angezeigt werden können.
Explorative Suche
Diese Art der Suche ermöglicht
eine sehr viel genauere Formulierung 
von Anfragen als sie mit einfacher Stich-
wortsuche – der Funktionalität von
Internet-Suchmaschinen – möglich ist.
Die Voraussetzung für eine erfolgreiche
Anwendung dieser Anfragesprache ist
allerdings eine genauere Kenntnis der
Dokumentstruktur, des sogenannten
XML-Schemas, durch den Benutzer. 
Um den Benutzer in der Formulierung
solcher Anfragen zu unterstützen, ermög-
licht TopX auch eine explorative Form
der Suche in digitalen Bibliotheken. 
Hier kann der Benutzer über einfache
Stichwortanfragen eine Dokumentsam-
mlung mit anfangs unbekanntem Schema
erkunden, mehr über die enthaltenen
Dokumente und deren Schema lernen
und dabei schrittweise die Anfragen ver-
feinern. Die Expressivität der Anfrage-
sprache (die die internationalen W3C-
Standards XPath 2.0 und XQuery 1.0
Full-Text unterstützt) erlaubt dabei eine
schrittweise Präzisierung der Anfragen.
So kann der Benutzer zum Beispiel in
einem auf Wikipedia-Artikeln basieren-
den Korpus mit einer reinen Stichwort-
suche nach „Max Planck“ beginnen. Die-
se Anfrage würde (unter anderem) Links
zu der Person Max Planck als auch zur
Max Planck Gesellschaft unter den bes-
ten Treffern liefern. Eine einfache Ver-
feinerung der Anfrage unter Ausnutzung
der Dokumentstruktur könnte dann fol-
gendermaßen aussehen
//article[.//person ftcontains „Max Planck“]
und würde der Suchmaschine mitteilen,
Treffer zur Person Max Planck zu bevor-
zugen.
Weitere Möglichkeiten, den Benut-
zer zu den bestmöglichen Treffern in der
Informationssuche zu lenken, bestehen 
in der dynamischen Relaxierung von
Anfragebedingungen sowie in der geziel-
ten Expansion von Anfragen. So können
überspezifizierte Anfragen, die sonst zu
keinem Treffer führen würden, dyna-
misch während der Anfrageauswertung
relaxiert werden, indem die Anfrage in
einen disjunktiven statt konjunktiven
Auswertungsmodus wechselt. In einem
solchen Fall kann beispielsweise eine
sehr spezifische Anfrage nach Bildern,
die mit „Max Planck“ und „Albert Ein-
stein“ beschriftet sind, auch Treffer lie-
fern, die nur die Stichwörter „Planck“
und „Einstein“ enthalten und somit mit
hoher Wahrscheinlichkeit ebenfalls rele-
vante Ergebnisse zu dieser Anfrage sind.
Darüberhinaus können durch Ontologie-
basierte Anfrageexpansionen auch Tref-
fer zu semantisch ähnlichen Konzepten
automatisch gefunden werden – zum
Beispiel zu „Albert Einstein“ an Stelle
von „Max Planck“, wenn wir nach deut-
schen Physikern suchen. Dabei sorgen
probabilistische Relevanzmodelle auto-
matisch dafür, dass die besten Anfrage-
ergebnisse direkt als erste Treffer inner-
halb einer Rangliste geliefert werden.
Effizienz und Skalierbarkeit
Während der letzten beiden Jahre
lag unser besonderer Augenmerk auf
einer weiteren Verbesserung der Effizi-
enz in der Anfrageauswertung und der
Skalierbarkeit für sehr große Datenmen-
gen. Weite Teile der Implementierung
wurden vollkommen neu gestaltet, und
die interne Dokumentspeicherung und 
-indexierung von TopX wurde von der
Verwendung eines Datenbanksystems
auf eine völlig neu entwickelte, speziell
für TopX optimierte Indexstruktur umge-
stellt. Diese neue Indexstruktur unter-
stützt hocheffiziente Formen der Index-
komprimierung und des verteilten In-
dexierens über mehrere Rechner (z.B.
eines Clusters) hinweg, was maßgeblich
für die Skalierbarkeit der Suchmaschine
ist. Unsere experimentellen Ergebnisse
mit TopX und die regelmäßige, sehr er-
folgreiche Teilnahme an internationalen
Benchmark-Wettbewerben untermauern
die weltweit starke Position von TopX 
zur Informationssuche auf semistruktu-
rierten Daten, die kommerzielle Produk-
te weit übertrifft.  :::
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Viele Automobilfirmen bieten heute
Konfiguratoren für ihre Produkte im In-
ternet an. Typischerweise stellt ein Kun-
de ausgehend von der Wahl eines Modells
sein persönliches Fahrzeug durch Auswahl
möglicher Optionen zusammen. Manche
Optionen sind verpflichtend zur Auswahl,
wie etwa die Wahl einer Farbe des Autos
oder die des Motors, andere sind optio-
nal, wie etwa eine Anhängerzugvorrich-
tung oder der Einbau eines Telefonmo-
duls. Typischerweise gibt es Abhängig-
keiten zwischen den möglichen Auswah-
len: ein starker Motor bedingt durch die
mögliche Erzielung hoher Geschwindig-
keiten bestimmte Radkombinationen,
während die Anhängerzugvorrichtung
schwache Motoren ausschließt. Feature
Diagramme sind ein Formalismus zur
Darstellung und Untersuchung solcher
Kombinationsmöglichkeiten und Abhän-
gigkeiten.
Die Herstellersicht des Feature 
Diagramms eines Autos ist sehr viel 
komplexer, weil sie nicht nur die für den
Kunden relevanten Anteile, sondern letzt-
endlich das ganze Auto bis zur einzelnen
Schraube beinhaltet. Durch den immer
größeren  und immer wichtiger werden-
den Anteil von Software in einem Fahr-
zeug ergeben sich zusätzliche Arten von
Abhängigkeiten. Softwarekomponenten
lassen sich bei weitem nicht so einfach
kombinieren wie z.B. Maschinenbauteile,
weil Software sich nicht robust verhält.
Weiterhin arbeiten Hersteller heute
nicht mehr auf der Grundlage einzelner
Modelle, sondern so genannter Produkt-
linien, bei denen auf der Basis eines
möglichst hohen Anteils gemeinsamer
Teile verschiedene Produkte realisiert
werden. So gehören z.B. der Audi A3
und der VW Golf zur gleichen Produkt-
linie des VW Konzerns.
Wir untersuchen zusammen mit
der PROSTEP IMP GmbH Verfahren,
um große Feature Diagramme zu reprä-
sentieren und deren Eigenschaften zu
berechnen.  Für das Automobilbeispiel
wären Beispiele für solche Eigenschaften
die Anzahl der möglichen Produkte aus
einer Produktlinie unter Vorgabe bestim-
mter zu verwendender Teilegruppen,
oder die Konsistenz von Untergruppen,
d.h., ob diese überhaupt noch zu einem
Produkt beitragen. Alle diese Probleme
sind „hart“, d.h. es gibt bis heute kein
Verfahren, das sie für beliebig große
Feature Diagramme löst. Für das Auto-
mobilbeispiel können wir im Moment
Diagramme bis zu einer Größe von etwa
6000 Knoten in vernünftiger Zeit behan-
deln. Das entspricht einem Diagramm,
das potentiell 2 6000 verschiedene Kon-
figurationsmöglichkeiten repräsentiert,
deutlich mehr als die geschätzte Anzahl
2 1300 der Atome im kompletten Univer-
sum. Solch große Probleme lassen sich
nur durch die automatische, intelligente
Ausnutzung der Abhängigkeiststrukturen
in den Diagrammen bearbeiten. Eine
komplette Produktlinie entspricht einem
Diagramm mit etwa 50000 Knoten. Ver-
fahren für so große Probleme sind Ge-
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Ein Kernbereich der Visualisierung
ist die Analyse und visuelle Darstellung
komplexer wissenschaftlicher Datensätze
wie sie zum Beispiel bei der medizinischen
3D-Bilderfassung anfallen. Am Max-Planck-
Institut für Informatik werden neue Ver-
fahren entwickelt um feinste Strukturen,
wie zum Beispiel der Verlauf von Nerven-
fasern, in solchen 3D-Bilddatensätzen
automatisch zu erkennen und sie ent-
sprechend darzustellen. Mit Hilfe solcher
Verfahren kann der Arzt schneller und
zuverlässiger eine Diagnose stellen.
Um virtuelle Welten naturgetreu er-
scheinen zu lassen, wird am Max-Planck-
Institut für Informatik an Methoden zur
akkuraten Echtzeitsimulation der Licht-
ausbreitung in Szenen geforscht. Die
schnelle Durchführung solch komplexer
Berechnungen ist eine der großen Heraus-
forderungen der Computergrafik. So
wurden zum Beispiel neue Verfahren
entwickelt um weiche Schatten sehr
schnell darzustellen.
Heutzutage gibt es neben Computern
eine Vielzahl an weiteren Geräten, die
dreidimensionale Grafiken darstellen
können. Die verschiedenen Gerätetypen
unterscheiden sich sehr in ihrer Fähig-
keit, Bildinhalte darzustellen, da sie
unterschiedliche Displaygrößen, unter-
schiedlich leistungsfähige Prozessoren,
oder unterschiedlich große Speicher
besitzen. Am Max-Planck-Institut für
Informatik werden daher Algorithmen
und Datenstrukturen erforscht, mit de-
ren Hilfe die gleichen 3D-Szenen adap-
tiv auf unterschiedlichen Plattformen
dargestellt werden können. In anderen
Worten, die Inhalte und die Darstellung
werden den Geräten angepasst. In die-
sem Zusammenhang werden auch neue
Algorithmen entwickelt, um extrem
große Datensätze auch auf Geräten mit
begrenztem Hauptspeicher anzuzeigen.
Neue Bildsyntheseverfahren erstel-
len Grafiken mit einem sehr hohen dyna-
mischen Bereich (High Dynamic Range –
HDR), das heißt die Spannweite der
Helligkeitswerte liegt weit über dem was
von normalen Displaysystemen dargstellt
werden kann. Am Max-Planck-Institut für
Informatik werden daher neue Algorith-
men zur Bildverarbeitung im HDR Be-
reich entwickelt, in dem viele Operatio-
nen genauer ausgeführt werden können.
Zudem wird unter Ausnutzung von Mo-
dellen der menschlichen Wahrnehmung
an Verfahren gearbeitet, um HDR Bilder
auf Displays mit begrenztem dynamischem
Bereich darzustellen.
Nicht nur die Darstellung von 
komplexen 2D- und 3D-Szenen, sondern
auch deren Modellierung ist eine Heraus-
forderung. Am Max-Planck-Institut für
Informatik wird an Methoden zur daten-
getriebenen Modellierung gearbeitet. 
Anstatt Szenenmodelle von Hand zu
konstruieren werden hierbei Modelle 
aus Bild- und Videodaten der realen Welt
gelernt. Eines dieser neuen Verfahren
ermöglicht es, das Fließverhalten von
Flüssigkeiten aus Videos zu lernen und
auf andere Bildinhalte zu übertragen. In
einem weiteren Forschungsschwerpunkt
werden neue Algorithmen entwickelt,
um realistische dynamische 3D-Modelle










































































































































































































































S C H W E R P U N K T E76
Der Sehsinn ist einer der wichtigsten Sinne 
des Menschen. Er ermöglicht es dem Men-
schen, seine Umgebung sehr schnell zu er-
fassen. Für den Menschen ist der Sehsinn 
aber nicht nur ein reines Werkzeug zur 
Umgebungserfassung. Visuelle Medien wie 
Gemälde, Fotos, 2D- und 3D- Videos aber 
auch Filme und Computerspiele haben nicht 
zuletzt deshalb einen so hohen Stellenwert 
für uns, weil sie die Vorstellungskraft und 
das Ästhetikempfinden des Menschen über 
seinen stärksten Wahrnehmungskanal an-
sprechen. Im Forschungsbereich Visualisie-
rung entwickeln wir daher Verfahren, mit 
denen komplexe Informationszusammen-
hänge analysiert und dargestellt werden 
können, sowie Verfahren zur schnellen 
fotorealistischen Darstellung computer-
generierter Szenen.
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V I S U A L I S I E R U N G78
Die Erstellung von visuellen Inhal-
ten ist einer der großen Kostenfaktoren
in vielen Branchen, seien es Filme, Com-
puterspiele, Simulationen, Zeitungen
oder wissenschaftliche Abhandlungen.
Viel künstlerisches Können, technische
Versiertheit oder auch Kreativität sind
von Nöten, um ein überzeugendes Re-
sultat zu erzielen. Dies ist besonders 
problematisch in der heutigen Zeit, in 
der die Ausgabegeräte für Informationen
vielfältig sind. Die Berücksichtigung die-
ses Aspekts erfordert Lösungen, die sich
dem Medium entsprechend anpassen.
Es ist nahezu unmöglich eine Darstel-
lung eigens für jedes mögliche Ausgabe-
gerät zu erstellen und hier setzt unsere
Arbeit an.
Wir untersuchen, wie visuelle As-
pekte adaptiv gemacht werden können,
um sie auf unterschiedlichen Plattformen
in bestmöglicher Qualität darzustellen.
Letzteres kann sowohl den Inhalt selber,
als auch den Algorithmus betreffen, der
zur Darstellung notwendig ist. Die Band-
breite ist weit; von intelligenten Inhalten,
wie einem Bild in einer Präsentation,
welches seine Farbpalette automatisch
der Restpräsentation angleicht, zu einem
Algorithmus zur Berechnung von Schat-
ten in einer dreidimensionalen Umge-
bung, dessen Präzision sich dem Prozes-
sor der Maschine anpasst.
Adaptive Visualisationen
Heutzutage haben wir eine Vielzahl
an unterschiedlichen Ausgabemöglich-
keiten, die allesamt verschiedene Eigen-
schaften aufweisen. Handys haben sehr
kleine Bildschirme, Beamer liefern riesige
Projektionen. HDR erlaubt hohen Kon-
trast, während diese Möglichkeit auf nor-
malen Bildschirmen nicht vorhanden ist.
Eines unserer Projekte, welches
diese Forschungsrichtung illustriert, ist
die Darstellung von Vektorgrafik. Diese 
ist auflösungsunabhängig, welches sie
problemlos skalieren lässt. Desweiteren
haben wir Lösungen, die eine Stilisation
ermöglichen. Ein Inhalt kann somit sehr
variable Erscheinungsbilder haben. Die
Illustration [Abbildung 1] zeigt verschiede-
ne Vektorbilder, die automatisch stilistisch
angepasst wurden. Die Auswahl des Stils
könnte von einem Gerät oder Dokument
direkt bestimmt werden.
Skalierbare Algorithmen 
Realistische Bildsynthese von virtu-
ellen Welten ist ein kompliziertes Unter-
fangen von hohem Stellenwert. Zu Simu-
lationszwecken ist es wichtig, dass die
erstellten Bilder realistisch erscheinen.
Hierzu sind komplexe Berechnungen
nötig, die physikalische Elemente, wie
Beleuchtung (Schatten, Spekularitäten,
etc.), Materialien (Semitransparenz,
Reflektanz, ...) oder Aufnahmeapparate
(Tiefenunschärfe, Linsenreflexionen,
etc.) simulieren. Abbildung 2 zeigt einige
komplizierte Effekte, die nur mit Hilfe
von Approximationen in Echtzeit darge-
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Abbildung 1: Automatisch generierte Vektorillustra-
tionen in verschiedenen Stilen
stellt werden können. Um so wichtiger
ist es in der Lage zu sein, die aus den
Annäherungen resultierenden Fehler zu
verstehen und zu begrenzen. Nur unter
solchen Voraussetzungen ist es möglich
ein bestmögliches Bild zu erstellen, 
ohne dabei ein bestimmtes Budget zu
überschreiten.
Das Problem der Darstellung be-
ginnt bereits bei der Datenmenge. Heut-
zutage arbeiten wir mit riesigen Daten-
sätzen von hunderten von Gigabyte.
Diese entstehen z.B. durch 3D-Scanner,
medizinische (Computer- und Magnet-
resonanztomografie) oder prozedurale
Verfahren. Nur durch neue Repräsen-
tationsformen und Datenstrukturen wird
es möglich eine Darstellung auf dem
Computer zu ermöglichen. 
Abbildung 3 zeigt Echtzeitvisualisierun-
gen von mehreren hundert Gigabyte an
Daten. Solch eine skalierfähige Bildsyn-
these könnte die Zukunft der Computer-
grafik maßgeblich mitbestimmen.          :::
Abbildung 2: Sanfte Schatten, Tiefenunschärfe oder
Transluzenz sind kostspielige Effekte, die nur durch
optimierte Algorithmen echtzeitfähig werden.
Abbildung 3: Unsere Algorithmen erlauben eine
interaktive Visualisierung von Gigabytes an Daten
und machen Semitransparenz und große Detailfülle
möglich.





Die meisten Bild- und Videokame-
ras können nur einen gewissen Teil des
Farb- und Helligkeitsspektrums (high
dynamic range) speichern. Das Auge sieht
deutlich mehr Farben und Kontraste.
Außerdem sind viele dieser Bilder und
Filme qualitativ nicht hochwertig genug,
um auf den Bildschirmen der neuesten
Generation dargestellt zu werden. So
wurde zum Beispiel das weit verbreitete
Bildformat JPEG aus Effizienz-Gründen
entwickelt: Im JPEG werden nur so viele
Informationen gespeichert, wie auf Stan-
dardbildschirmen und Ausgabegeräten,
die zum Entwicklungszeitpunkt des JPEG-
Formats existierten (Kathodenstrahlrohr-
Bildschirme und Fernsehgeräte), wieder-
gegeben werden können. Diese Annahme
ist aber nicht mehr aktuell. Heutige LCD-
und Plasmabildschirme können eine viel
größere Farbskala (color gamut) und einen
größeren Helligkeitsbereich (dynamic
range) darstellen als ihre Vorgänger.
Die „High Dynamic Range“ (HDR)
Bildverarbeitung (HDRI) überwindet die
Grenzen der bisherigen Bildverarbeitung,
indem alle Farboperationen sehr viel 
genauer ausgeführt werden. Selbst die
Wahrnehmung des menschlichen Auges
wird übertroffen. Mit HDRI lassen sich
Bilder von natürlichen Szenen mit allen
wahrnehmbaren Farben ohne Unter- oder
Überbelichtung  originalgetreu wieder-
geben. HDRI arbeitet also nicht nur prä-
ziser, sondern schafft es auch, visuelle
Signale in der menschlichen Perzeption
zu synthetisieren oder zu visualisieren.
So können im Gegensatz zu traditionel-
len Bildern die HDR-Bilder visuelle
Phänomene wie selbstleuchtende Ober-
flächen (Sonne, Glühlampen), Glanz-
punkte, Schatten sowie lebendige, stark
gesättigte Farben darstellen.
In der Forschungsgruppe der Com-
putergrafik haben wir neue Video- und
Bildformate entwickelt, die natürliche
Szenen äußerst genau kodieren. Um die
größeren Datenmengen entsprechend
verwalten zu können, erreichen diese
Formate gute Kompressionsraten. Wir
haben außerdem ein Softwarepaket ent-
wickelt pfstools http://pfstools.sourceforge.net/,
das nützliche Programme für die HDR-
Bildverarbeitung beinhaltet und für zu-
künftige Forschungsarbeiten gedacht ist.
Mit unserer Arbeit haben wird versucht,
das Softwarepaket möglichst unabhängig
von spezieller Bildtechnologie zu gestal-
ten. Auf diese Weise schränken uns nur
die Fähigkeiten der menschlichen Per-
zeption ein. Bereits bestehende Bildver-
arbeitungssoftware und Hardware auf
HDR-Daten umzugestalten, erfordert
jedoch viel Aufwand. Auch waren einige
neue Definitionen von Standards für die
Bildverarbeitung notwendig. Im Wesent-
lichen wollen wir das HDR-Bildverarbei-
tungs-Konzept popularisieren, neue Stan-
dardwerkzeuge und Algorithmen für die
Verarbeitung von HDR-Daten entwickeln
und die Forschung im Bereich visueller
Perzeption vorantreiben, da diese einen
entscheidenden Einfluss auf die digitale
Bildverarbeitung hat. :::















































































































































































































































































K O N T A K T
Karol Myszkowski
ABT. 4  Computergrafik
Telefon +49 681 9325-429
Email karol mpi-inf.mpg.de
Internet http://www.mpi-inf.mpg.de/resources/hdr/
Das Tone Mapping komprimiert die hohe Dynamik
(rechter Einsatz), indem es das Kontrastverhältnis
zwischen den Zonen gleicher Belichtung im zerleg-
ten HDR Bild (linker Einsatz) optimiert. Das Ergebnis
zeichnet sich durch gute Tonabbildung in allen Bild-
bereichen aus.






V I S U A L I S I E R U N G80
Bei der Betrachtung eines eine 
natürliche Szene darstellenden Photos
oder Bildes stellen wir uns häufig vor,
wie diese in der Realität aussehen könn-
te. Bewegungen spielen dabei eine be-
deutsame Rolle. Es ist jedoch ein unge-
löstes Problem, wie Flüssigkeiten und
Gase in unbewegten Bildern überzeu-
gend animiert werden können. Die Mög-
lichkeit dieser Bildmanipulation würde
neue, wichtige Anwendungsfelder er-
schließen. So werden zum Beispiel in
der digitalen Filmbranche oft bewegte
Szenen als Hintergrund verwendet um
die dargestellte Szene realistisch und 
„in Bewegung“ erscheinen zu lassen.  
Wir haben ein System entwickelt,
das es einem Benutzer ermöglicht, ein
statisches Bild – welches Strömungsele-
mente enthält – realistisch zu animieren.
Unser Algorithmus benötigt zwei Ein-
gabeparameter: 1. ein Beispielvideo, das
die Charakteristik der zu erzeugenden
Strömung gut wiedergibt, nicht notwen-
digerweise jedoch die richtigen Farben,
Texturen oder auch Strömungsrichtungen
aufweist, und 2. ein vom Benutzer grob
skizziertes Strömungsfeld, das die Rich-
tung der zu erzeugenden Animation vor-
gibt. Das manuell spezifizierte Strömungs-
feld wird automatisch mit Hilfe eines
Gradientenverfahrens an das statische
Zielbild angepasst. Nach diesem Vor-
verarbeitungsschritt kann der Benutzer
hochfrequente Videoinformation halb-
automatisch vom charakteristischen
Video (1.) auf das statische Zielbild
übertragen. Mit Hilfe unseres Algorith-
mus und einer Videodatenbank können
überzeugende Animationen von Flüssig-
keiten und Gasen in kurzer Zeit realisiert
werden ohne auf teure Simulationen zu-
rückgreifen zu müssen.
Analyse und Darstellung von animierten
Flüssigkeiten
Unser System arbeitet wie folgt:
Ein Videobeispiel (a) wird in drei Kom-
ponenten zerlegt. Diese sind ein Mittel-
wertbild (b), ein Strömungsvektorfeld (d)
und verbleibende Fehlerterme (Residuen)
(e). Das Strömungsfeld wird mit Hilfe
des optischen Flusses bestimmt. Jede
Abbildung einer Strömung kann in diese
drei Teile zerlegt werden, d.h. dass eine
Strömungsanimation dadurch erzeugt
werden kann, dass geeignete drei Kom-
ponenten für das Zielbild definiert wer-
den. Da es ein schweres Problem ist
diese Definition vollautomatisch vorzu-
nehmen, enthält unser System eine Be-
nutzerumgebung mit deren Hilfe es auf
einfache Art und Weise möglich ist das
Strömungsfeld (f) zu erzeugen, Residu-
umskomponenten des Videobeispiels auf
das Zielbild zu transferieren (g), und das
Mittelwertbild zu approximieren (h).
Unser Algorithmus ist mit diesen Einga-
ben in der Lage realistische Animationen
des Zielbildes (k) zu erzeugen.             :::
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Unser Algorithmus ermöglicht Anwendern die 
Generierung kontinuierlicher Bewegungsabläufe 
von Flüssigkeiten und Gasen. Dazu werden nur ein
statisches Bild der zu animierenden Szene und ein
Beispielvideo einer beliebigen anderen Strömung
benötigt. Das System erzeugt dann halb-automatisch
überzeugende, animierte Versionen des statischen
Originalbildes.
Systemübersicht, grüne Pfeile repräsentieren die Eingabe und Ausgabe des Systems.





Mit der Diffusions-Bildgebung steht
ein bildgebendes Verfahren zur Verfügung,
das eine nichtinvasive Untersuchung der
Nervenfaser-Verbindungen im menschli-
chen Gehirn ermöglicht. Eine Variante
der Magnetresonanztomographie (MRT)
misst hierbei die natürliche Wärmebewe-
gung von Wassermolekülen im Gehirn.
Da diese quer zur Richtung großer Ner-
venbündel stark eingeschränkt ist, lässt
sie Rückschlüsse auf Ort und Ausrichtung
der Nervenverbindungen zu. Anwendung
finden die so gewonnen Daten unter an-
derem zur Erforschung neurologischer
Erkrankungen und normaler Hirnfunk-
tionen sowie bei der Planung neurochir-
urgischer Eingriffe.
Um die richtungsabhängige Beweg-
lichkeit der Moleküle zu erfassen, ist in
jedem Volumenelement (Voxel) ein Dif-
fusionsmodell erforderlich, das durch
zahlreiche Parameter beschrieben wird.
Dies führt zu großen Datenmengen, de-
ren vollständige visuelle Darstellung das
menschliche Fassungsvermögen überfor-
dern würde. Das Ziel unseres Forschungs-
projekts war es daher, in einer automati-
schen Vorverarbeitung aus den umfang-
reichen Daten Merkmale zu extrahieren,
die anatomisch relevante Strukturen er-
fassen und eine Abstraktion der Mess-




ieren aus Daten der Diffusions-Bildge-
bung den Verlauf von Nervenbahnen
zwischen verschiedenen Hirnzentren.
Eine Einschränkung dieser Verfahren
liegt in der beschränkten Auflösung der
Daten: Die Voxel sind typischerweise
deutlich größer als einzelne Nerven-
zellen, so dass die Messwerte prinzipiell
einen Mittelwert über ganze Faserbündel
darstellen. Die Interpretation der resul-
tierenden Daten ist vergleichsweise ein-
fach, solange in einem Voxel eine einzige
Faserrichtung vorherrscht. Berühren oder
kreuzen sich dagegen mehrere Bündel,
ist es zur Interpretation des gemeinsa-
men Signals erforderlich, ihre jeweiligen
Anteile zu isolieren.
Ein Beitrag unserer Forschung be-
steht in einer Methode, um die Trakto-
graphie auch in solch komplexen Voxeln
zuverlässig fortsetzen zu können. Sie nutzt
Konzepte der multilinearen Algebra, in-
dem sie die Orientierungsdichtefunktio-
nen, die häufig zur Beschreibung des
Diffusionsverhaltens eingesetzt werden,
als Tensoren höherer Stufe auffasst. Die-
se approximiert sie anschließend durch
Tensoren niedrigen Rangs, wobei jeder
Rang-1-Term dem Anteil eines Faserbün-
dels entspricht. Hierdurch gelingt es,
systematische Fehler zu vermeiden, die
in zahlreichen früheren Arbeiten auftra-
ten und die Rekonstruktion bestimmter
Faserbündel verhinderten. 
Ein weiteres Augenmerk lag auf der
gemeinsamen visuellen Darstellung von
Traktographie-Ergebnissen und herkömm-
lichen MRT-Daten. In Kooperation mit
dem Max-Planck-Institut für Kognitions-
und Neurowissenschaften in Leipzig
ahmten wir algorithmisch die Klingler-
Präparationsmethode nach und konnten
auf diese Weise Darstellungen erzeugen,
die räumliche Verhältnisse zwischen bei-
den Datensätzen verdeutlichen.
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Die Rekonstruktion der farbig dargestellten lateralen
Faserbündel erforderte unsere Tensor-Approximation.
Topologische Merkmale
Ein zweiter Teil unserer Forschung
orientierte sich an topologischen Merk-
malen in Vektorfeldern, die sich für die
visuelle Analyse komplexer Strömungs-
felder als geeignet erwiesen haben. Wir
stellten fest, dass eine unmittelbare Über-
tragung der mathematischen Definitionen
auf Diffusions-Tensor-Daten leider nicht
zu aussagekräftigen und stabilen Merk-
malen führt. Dennoch gelang es uns, aus
der anatomischen Bedeutung der Daten
heraus neuartige topologische Merkmale
zu entwickeln, die auch der Unsicherheit
der aus Diffusions-Daten gewonnenen
Verbindungsmaße Rechnung tragen.
Anisotropie-Maße quantifizieren,
inwiefern die beobachtete Beweglichkeit
der Moleküle richtungsabhängig ist.
Extremalflächen dieser Maße wurden
unlängst als eine Möglichkeit vorgestellt,
strukturelle Skelette aus Diffusions-
Daten zu extrahieren. Auch zu diesem
Forschungszweig konnten wir einen
Beitrag leisten, indem wir die topologi-
schen Eigenschaften der Flächen aufge-
klärt und einen verlässlichen und effi-
zienten Algorithmus zu ihrer Extraktion
entwickelt haben. :::
Eine anatomisch annotierte Anisotropie-Extremal-






V I S U A L I S I E R U N G82
Ein Kernanliegen der Computer-
grafik ist das Generieren synthetischer
Bilder. Hierbei strebt man häufig danach,
Ergebnisse zu erzielen, die realistisch wir-
ken und von einem Foto nicht zu unter-
scheiden sind. Während dies prinzipiell
bereits möglich ist, stößt man in der
Praxis auf viele Herausforderungen. So
ist einerseits die darzustellende Szene
mitsamt ihrer Geometrie und den Mate-
rialien detailliert zu beschreiben. Ander-
erseits erweist sich die Berechnung des
finalen Bildes als komplex und aufwen-
dig, sodass diese schnell viel Zeit in An-
spruch nehmen kann.
Dies konfligiert aber insbesondere
mit dem Wunsch, Bilder in Sekunden-
bruchteilen synthetisieren und anzeigen
zu können, und somit eine interaktive
Erkundung virtueller Szenen zu ermögli-
chen, was für eine Vielzahl von Anwen-
dungen, wie etwa Computerspiele, von
zentraler Bedeutung ist. Im entsprechen-
den Teilgebiet, dem Echtzeitrendern, bei
dem Geschwindigkeit vorrangiges Ziel
ist, ist man folglich gezwungen, Abstriche
bei der Genauigkeit der Ergebnisse sowie
dem realistischen Aussehen zu machen.
Die aktuelle Forschung beschäftigt
sich daher mit der Entwicklung neuer
Verfahren, die die in Echtzeit erzielbare
visuelle Qualität verbessern helfen. Viele
Lösungen bedienen sich dabei neuester
Grafikhardware, wie sie heutzutage in
fast jedem modernen Computer zu fin-
den ist. Diese übertrifft die Rechenleis-
tung aktueller CPUs um ein Vielfaches,
erfordert aber auch spezifische Techniken
und Formulierungen, um diese nutzen
zu können.
Weiche Schatten
Eines der Teilprobleme, die intensiv
untersucht werden, ist die Berechnung
qualitativ hochwertiger Schatten. Diese
tragen entscheidend zum Realismus bei
und liefern wichtige Hinweise für die
Wahrnehmung. 
Dabei liegt der Fokus auf Flächen-
lichtquellen, wie sie etwa in Räumen an-
zutreffen sind. Diese liefern weiche Schat-
ten mit weichen Übergängen vom Kern-
schatten in den schattenlosen Bereich.
Dagegen erzeugen die im Echtzeitrendern
üblicherweise eingesetzten, idealisierten
Punktlichtquellen lediglich harte Schat-
ten, die nicht zuletzt aufgrund der feh-
lenden Halbschattenbereiche oft unrea-
listisch wirken.
Um den Grad der Verschattung ei-
nes Szenenpunktes zu berechnen, muss
letztlich der Anteil der Lichtquelle be-
stimmt werden, der von diesem Punkt
aus sichtbar, also durch Schattenwerfer
unverdeckt ist. Während dies bei Punkt-
lichtquellen effizient und schnell möglich
ist, da nur die binäre Sichtbarkeit eines
Lichtpunktes zu betrachten ist, erfordert
die Schattenberechnung für Flächen-
lichtquellen ausgefeilte Approximationen
um möglichst genaue Ergebnisse noch in
Echtzeitgeschwindigkeit zu erreichen.
Gekrümmte Flächen
Realismus zeigt sich außer bei Be-
leuchtungseffekten beispielsweise auch
in der verwendeten Szenengeometrie.
Viele Objekte des Alltags sind sichtbar
glatt, etwa eine Kaffeetasse oder die
Karosserie eines Autos. Deren Ober-
flächen lassen sich mittels gekrümmter
Flächenprimitive, wie etwa Bézierdrei-
ecken, beschreiben. Diese erlauben im
Gegensatz zu Dreiecksnetzen eine kom-
pakte Repräsentation, erleichtern das
Modellieren und Animieren und sind
auflösungsunabhängig.
Anderseits sind gekrümmte Flächen-
stücke nicht direkt darstellbar. Daher
werden diese beim Rendern zunächst
durch ein Dreiecksnetz approximiert,
welches dann angezeigt wird. Diese Um-
wandlung, Tesselierung genannt, erfolgt
in Echtzeit und an die jeweilige Ansicht
angepasst, sodass die Dreiecke gerade
klein genug sind, um ein visuell glattes
Erscheinungsbild zu erzeugen.            :::
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Oberflächen lassen sich mit gekrümmten Flächen-
stücken beschreiben (links). Zur Darstellung werden
diese durch Dreiecke approximiert (rechts). Diese
Umwandlung erfolgt adaptiv, sodass die Oberfläche
für jede beliebige Ansicht visuell glatt erscheint.
Flächenlichtquellen führen zu weichen Schatten,
deren Halbschattenbereiche je nach Distanz zwi-
schen Schattenwerfer und -empfänger in ihrer
Breite variieren.






modelle aus Multivideo Daten
Virtuelle Schauspieler, so genannte
Avatare, haben sich zu einem wichtigen
Bestandteil visueller Medien entwickelt,
so zum Beispiel in Filmen, Computer-
animationen oder virtuellen vernetzten
Welten. Um eine virtuelle Person über-
zeugend darzustellen, müssen die einzel-
nen Aspekte der Person, wie zum Beispiel
ihre Bewegung, ihre Geometrie und ihre
texturelle Erscheinung, extrem realistisch
dargestellt werden. Eine Möglichkeit um
dies zu erreichen besteht darin, jeden
Teilaspekt dieses Gesamterscheinungs-
bildes manuell in einem Animationspro-
gramm zu definieren. Dies ist allerdings
ein extrem zeitaufwendiger und komplexer
Prozess. Die Geometrie der Person muss
in präziser Detailarbeit konstruiert werden
und jede Facette der Bewegung muss fein
abgestimmt werden. Es ist daher kaum
erstaunlich, dass komplett manuell er-
zeugte Animationen, insbesondere hin-
sichtlich der Qualität der Bewegungs-
animation, nicht den Detailgrad eines
echten Menschen erreichen. 
Die Alternative zur vollständig ma-
nuellen Modellierung besteht darin, Teil-
aspekte der Animation an echten Men-
schen zu messen. So ermöglichen es
Motion Capture Systeme, die Bewegung
eines Skelettmodells aus Videobildströmen
einer sich bewegenden Person zu rekon-
struieren. Leider ist diese Bewegungser-
fassung ein sehr komplexer Prozess und
die zu vermessende Person muss oftmals
einen speziellen hautengen Anzug mit
optischen Markierungen tragen. Zudem
kann mit solchen Systemen die sich über
die Zeit verändernde Geometrie oder Tex-
tur einer Person nicht gemessen werden.
Wir haben daher einen neuartigen
Performance Capture Algorithmus entwik-
kelt, der aus nur acht Multivideoströmen
detaillierte Bewegung, dynamische Geo-
metrie und dynamische Textur einer Per-
son in komplexer Kleidung, zum Beispiel
einem Rock oder einem Ballkleid, rekon-
struieren kann [Abbildung]. 
Kernbestandteil der Methode ist ein neu-
artiges Trackingverfahren für deformier-
bare Oberflächenmodelle. Unser System
erfordert keine optischen Markierungen
in der Szene und erfasst dennoch die
dynamische Geometrie in hoher Auflö-
sung, wie zum Beispiel die Falten in
einem Rock [Abbildung].
Wir haben auch Methoden entwik-
kelt, welche aus den gemessenen Per-
formancedaten ein Vorwärtssimulations-
modell schätzen. Das bedeutet, wir iden-
tifizieren vollautomtisch Kleidungsseg-
mente in der Szene und schätzen deren
Materialparameter. Somit können durch
einfache Veränderung der Körperbewe-
gungsparameter neue Animationen er-
stellt werden, in denen sich die Ober-
flächen hochrealistisch deformieren.
3D-Video und reflektanzbasierte Rekon-
struktion detaillierter dynamischer
Szenengeometrie
Mit der im vorherigen Abschnitt
beschriebenen Methode kann ein detail-
liertes dynamisches Geometriemodell
einer Person gemessen werden. Da es
sich bei den Eingabedaten um optisch
nicht veränderte Videoströme handelt,
kann auch eine dynamische Oberflächen-
textur der Person geschätzt werden. Hier-
zu kann man zum Beispiel die Kamera-
bilder auf das Geometriemodell rück-
projizieren (projective texturing) und die
Pixeldaten auf der Oberfläche interpo-
lieren. Auf diese Weise kann ein so ge-
nanntes 3D-Video einer Person geren-
dert werden, dass heisst man kann in
Echtzeit einen beliebigen Kamerablick-
winkel auswählen und sieht ein realisti-
sches Abbild der Person aus dieser
neuen Perspektive.
Zur Erzeugung von 3D-Videos, die
auch unter neuen Beleuchtungsbedingun-
gen dargestellt werden können, haben
wir ein Verfahren entwickelt, um ein
Reflektanzmodell eines jeden Punktes
auf der Körperoberfläche zu schätzen.
Hierzu wird die Person mit mehreren
kalibrierten Videokameras und unter
kalibrierter Beleuchtung aufgenommen.
Aus diesen Bilddaten schätzt anschlie-
ßend ein Optimierungsverfahren para-
metrische Reflektanzmodelle auf der
Oberfläche. Mit Hilfe dieser Modelle
kann nun das Erscheinungsbild der
Person unter neuer simulierter Beleuch-
tung realistisch dargestellt werden. 
Die Reflektanzbeschreibung kann
nicht nur zur Darstellung, sondern auch
zur Verbesserung der Geometrieschätzung
eingesetzt werden. Ein neuartiges von
uns entwickeltes fotometrisches Raum-
zeit-Stereoverfahren kann selbst feinste
Details auf der Oberfläche messen und
erreicht damit einen geometrischen
Detailgrad, der weit über dem liegt, der
mit dem ursprünglich beschriebenen
Performance Capture Algorithmus erzielt
werden kann. :::
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I M P R S - C S84
Die Ausbildung des wissenschaftlichen Nachwuchses ist von elementarer Bedeutung für 
die Zukunft von Wissenschaft, Forschung und Innovation in Deutschland. Die Max-Planck-
Gesellschaft hat daher gemeinsam mit der Hochschulrektorenkonferenz eine Initiative zur 
Nachwuchsförderung ins Leben gerufen: die International Max Planck Research Schools 
(IMPRS). Diese bieten besonders begabten deutschen und ausländischen Studierenden die 
Möglichkeit, sich im Rahmen einer strukturierten Ausbildung unter exzellenten Forschungs-
bedingungen auf die Promotion vorzubereiten. Auf diese Weise sollen verstärkt junge 
Wissenschaftler angeworben und ausgebildet werden.
International Max Planck Research School












































































































































































































































Die IMPRS-CS ist ein Angebot 
für Nachwuchswissenschaftlerinnen 
und -wissenschaftler, die zwischen dem
Bachelor- oder Masterabschluss und 
der Promotion stehen. Dies umfasst 
ein erstklassiges Ausbildungsangebot,
wissenschaftliche Schwerpunktbildung,
oft mit thematischer Verzahnung mehre-
rer Promotionen, und eine enge Zusam-
menarbeit von Doktoranden und ihren
Betreuern.
Ein Schwerpunkt liegt auf der inter-
nationalen Zusammenarbeit: Die IMPRS-
CS will insbesondere ausländische Bewer-
berinnen und Bewerber für eine Promo-
tion in Deutschland gewinnen, sie mit
den Forschungseinrichtungen vertraut
machen und ihr Interesse für eine spätere
Tätigkeit in oder in Kooperation mit deut-
schen Forschungseinrichtungen wecken.
Über 50 Prozent unserer Doktoranden
stammen aus dem Ausland, wobei Bul-
garien, China, Indien und Rumänien zu
den am stärksten vertretenen Herkunfts-
ländern zählen.
Programme der IMPRS-CS
Die IMPRS-CS bietet in Zusam-
menarbeit mit der Universität des Saar-
landes und der Saarbrücker Graduierten-
schule für Informatik Programme für die
Qualifizierung zum Promotionsstudium
sowie für die Promotion selbst. 
Alle Graduiertenprogramme wer-
den in enger Kooperation mit dem Max-
Planck-Institut für Informatik, dem Max-
Planck-Institut für Softwaresysteme und
dem Fachbereich Informatik der Uni-
versität des Saarlandes angeboten. Die
Projekte werden gemeinsam von den
Wissenschaftlern der Max-Planck-Insti-
tute und deren Kollegen aus dem Fach-
bereich Informatik der Universität be-
treut. Hervorragende Englischkenntnisse
sind für alle Bewerber unerlässlich.
Finanzielle Unterstützung
Die zur IMPRS-CS zugelassenen
Studierenden erhalten ein Stipendium,
das Gebühren, Lebenshaltungskosten
und Krankenversicherungskosten sowohl
der Studierenden als auch gegebenenfalls
ihrer Ehepartner und Kinder abdeckt.
Außerdem helfen wir unseren Stipendi-
aten bei der Wohnungssuche und organi-
satorischen Problemen aller Art, bieten
Englisch- und Deutschkurse auf mehre-
ren Niveaus, gemeinsame Aktivitäten
und Exkursionen an. :::
I M P R S - C S
K O N T A K T
Jennifer Gerling
IMPRS-CS
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Das Institut in Zahlen
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Verhältnis von Wissenschaftlern zu

















R E C H N E R B E T R I E B88
Dieser Anspruch lässt sich auf un-
sere Rechnerinfrastruktur übertragen:
Wir betreiben ein vielfältiges, sich schnell
änderndes System, das sich dem Anwen-
der einheitlich und verlässlich präsentiert,
und das trotz der notwendigen Offen-
heit zur Unterstützung internationaler
Kooperationen die Sicherheit nicht ver-
nachlässigt.
Vielfalt der Werkzeuge
Wir setzen Systeme unterschied-
licher Hersteller ein. Die Auswahl wird
durch die Anforderungen der Projekte
bestimmt. Die Verfügbarkeit und preis-
liche Attraktivität von 64-Bit-Systemen
auf der Basis von AMD oder Intel CPUs
hat andere Systeme weitgehend verdrängt.
Bei den Betriebssystemen verhält es sich
ähnlich: Linux und Windows dominieren
sowohl den Notebook- und Workstation-
als auch den Server-Einsatz. Lediglich
bei File-Servern setzen wir aufgrund 
von Stabilität und anderen Leistungs-
merkmalen Solaris ein.
Dynamik und Innovation
Forschung an vorderster Front
heißt auch, immer wieder innovative
Technologien einzusetzen. Vor allem 
in der Computer-Grafik implizieren die
möglichen Performance-Steigerungen
und die Erweiterung des Funktionsum-
fangs neuester Hardwarekomponenten
nicht selten die Notwendigkeit des
Einsatzes von Prototypen.
Weitgehend einheitliche Nutzung
Die Forschungsprojekte sind häufig
plattformübergreifend angelegt, da sie
entweder für einen heterogenen Verbund
gedacht sind, oder aber die Vorzüge der
verschiedenen Rechner- und Betriebs-
systemarchitekturen ausnutzen müssen. 
Rechnerbetrieb
Ungehinderte weltweite Kooperation und 
Kommunikation in einem motivierenden 
Umfeld bilden die Basis für ein Institut mit 
dem Anspruch, erstklassige Forschungs-
ergebnisse hervorzubringen. Flexibilität, 
Qualität und Zuverlässigkeit der Ausstattung 











































































































































































































































Mit Ausnahme weniger Spezialsys-
teme und der persönlich genutzten Note-
books sind daher alle Maschinen für
jeden unserer weit über 900 Anwender
(Mitarbeiter, Studenten, Projektpartner)
ohne besonderen Aufwand direkt nutzbar
– die User-Daten und die wichtigsten
Softwarepakete sind plattformunabhängig
verfügbar. Diese Homogenität erleichtert
den Umgang mit dem Gesamtsystem
erheblich und fördert seine Akzeptanz.
Zuverlässigkeit der Installationen
Ständige Updates und Upgrades
bei Soft- und Hardware in Verbindung
mit dem Wunsch, plattformübergreifend
zu arbeiten, stellen hohe Anforderungen
an die Zuverlässigkeit der Installations-
und Administrationsvorgänge. Sie müs-
sen reproduzierbar und verlässlich sein.
Nach einer Umstellung oder Neuinstal-
lation eines Systems sollte niemand ge-
zwungen sein, seine Experimente oder
gar seine Arbeitsweise anzupassen.
Kooperation und Kommunikation
Unser Netzwerk ist nach organisa-
torischen und sicherheitsrelevanten Ge-
sichtspunkten in verschiedene Bereiche
aufgeteilt. Die Endgeräte in den Teil-
netzen der einzelnen Bereiche werden
über ihren Etagen-Switch mit 10/100/
1000-Mbit-Ethernet versorgt. Die Switche
sind ausfallsicher mit 10-Gigabit-Ether-
net an die Zentrale (zwei redundante
Backbone-Switche) angeschlossen, die
auch zentrale Server mit dieser Band-
breite versorgt. Server-Farmen und Com-
pute-Cluster sind über eigene Switche
redundant mit der Zentrale verbunden.
Der externe Bereich umfasst die
notwendigen 1- und 10-GigaBit-Verbin-
dungen zu verschiedenen Einrichtungen
auf dem Campus der Universität des
Saarlandes, in Saarbrücken und auf dem
Universitätscampus in Kaiserslautern.
Die Internet-Konnektivität wird über
einen mit der Universität gemeinsam
genutzten 2,6 Gigabit-XWIN-Anschluss
des DFN-Vereins realisiert. Auch unsere
externen Anschlüsse sind in der Regel
doppelt ausgeführt, um die notwendige
Ausfallsicherheit zu implementieren.
Extern zugreifbare aber anonyme
Dienste (DNS (Internet-Adressbuch),
WWW, FTP (Datentransfer), SMTP 
(E-Mail) etc.) werden an der Firewall
des Institutes in mehreren entmilitari-
sierten Zonen (DMZs) zusammengefasst,
die entsprechend ihrer Bedeutung und
ihres Gefährdungspotentials unterschie-
den werden.
Organisatorisch ist das Netzwerk 
so strukturiert, dass die Integration von
Gastwissenschaftlern und Studenten
durch die Möglichkeit gefördert wird,
mitgebrachte Notebooks ohne zusätzli-
che Softwareinstallation anschließen
oder über WLAN betreiben zu können.
Sie werden unabhängig von ihrem Stand-
ort in speziell dafür vorgesehene Teil-
netze gelenkt. Auch diese Netze werden
in einer entmilitarisierten Zone zusam-
mengefasst, so dass z.B. virenbefallene
Systeme nur begrenzten Schaden anrich-
ten können.
Die internationale Kooperation 
verlangt externe Zugriffsmöglichkeiten
auf interne Ressourcen der Infrastruktur
(Intranet). Hier bieten wir unter ande-
rem einen gesicherten Terminal-Zugang
und den Zugriff auf E-Mail und andere
wichtige Datenbanken und Dienste an.
Die Kooperation bei der Softwareentwick-
lung wird durch einen geschützten Zu-




gegen Sabotage und Spionage sind in
offenen Systemen nicht möglich. Sie
schränken ihre Nutzbarkeit zu sehr ein.
Die Sicherheitsrichtlinien können des-
halb nur ein Kompromiss sein, der flexi-
bel den Anforderungen folgt.
Zwar können die Strukturierung
des Netzwerks, die Firewall, die Ver-
schlüsselung für externe Zugriffe oder
der Virenscanner im Mail-Server einige
direkte Gefahren abwenden. Indirekte
Gefahren, die unter anderem durch den
Anschluss virenverseuchter Rechner im
Intranet oder durch Fehler in extern
agierenden Software-Systemen entste-
hen, können nur durch aktuelle Soft-
warestände und kontinuierlich aktuali-
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Berechnungen werden vor ihrer Freigabe
für das Cluster dem Bedarf entsprechend
kategorisiert, so dass die SGE-Software
die optimale Verteilung der für die Be-
rechnung notwendigen Prozesse auf die
verfügbare Hardware vornehmen kann.
Die Priorisierung bestimmter Prozesse
hilft bei der angemessenen und fairen
Verteilung der Ressourcen auf die insge-
samt anstehenden Aufgaben.
File-Service und Datensicherung
Die Daten des Instituts werden
über mehrere File-Server per NFS und
CIFS (SMB) zur Verfügung gestellt. Die
mittlerweile ca. 77 TB zentralen Daten
sind auf mehrere RAID-Systeme verteilt,
die über ein redundant ausgelegtes Storage
Area Network (SAN) angeschlossen sind.
Alle RAID-Systeme werden paarweise
gespiegelt betrieben, um auch gegen 
den Ausfall eines ganzen RAID-Systems
geschützt zu sein.
Automatisierung als Garantie
Betrachtet man die zuvor beschrie-
benen Merkmale der Infrastruktur, so ist
ihre ständige Weiterentwicklung und An-
passung an die neuesten Anforderungen
der Forschungsprojekte und des Sicher-
heitskonzeptes unter Beibehaltung der
Homogenität und Verlässlichkeit unsere
zentrale Aufgabe.
Bei der Vielzahl der eingesetzten
Hard- und Softwarekomponenten, sind
es die weitgehend von uns konzipierten
und weiterentwickelten automatisierten
Abläufe, die es uns ermöglichen, die not-
wendigen Arbeiten in angemessener Zeit
auf den betroffenen Systemen zu erledigen.
In einer einheitlichen Hardware-
umgebung ließe sich die Automatisie-
rung in vielen Fällen durch Vervielfältig-
ung besonders gepflegter Installationen
durchführen (Image-Erstellung). Unser
Umfeld dagegen ist zu dynamisch und
zu heterogen für diese Vorgehensweise.
Aus diesem Grund favorisieren wir
Betriebssysteme, deren Installationsme-
chanismen paketorientiert sind. Solaris,
aber vor allem Debian im Linux-Umfeld
setzen auf Paketsysteme, die Abhängig-
keiten zwischen den installierten Pake-
ten berücksichtigen. Für die Windows-
Plattformen haben wir ein solches Paket-
system mit Hilfe zusätzlicher Software
eingeführt (netinstall).
Dem Beispiel von Solaris folgend,
haben wir für die aktuellen Betriebssys-
temversionen von Debian und Windows
ein Installations- und Administrations-
system implementiert. Durch die War-
tung und Weiterentwicklung dieses Sys-
tems administrieren wir automatisch 
alle betreuten Systeme und steuern
Neuinstallationen. Einmal erzielte Er-
gebnisse sind beliebig wiederholbar und
sehr schnell auf die ganze Infrastruktur
anzuwenden. Diese Implementierungs-
arbeit kostet allerdings Zeit und verlang-
samt in manchen Fällen die Reaktions-
zeiten. Die Vorteile für die Betriebssich-
erheit wiegen diesen Nachteil jedoch
eindeutig auf.
Das System ist so flexibel gestaltet,
dass auch Sonderfälle durch spezifische
Erweiterungen schnell realisiert werden
können. Nicht sinnvoll wäre allerdings




und einigen kleineren Servern betreiben
wir mehrere mid-size Systeme, die über
16 eng gekoppelte CPUs und 256 GB
Hauptspeicher verfügen. Diese Maschi-
nen werden für Applikationen genutzt,
die eine hohe Parallelität und den uni-
formen Zugriff auf großen Hauptspei-
cher benötigen.
Unser bisher größtes, im Jahre 2005
in Betrieb genommenes, Dual-Opteron-
Cluster (96 Systeme), wird Anfang 2010
durch ein neues Cluster mit 128 Systemen
mit je 8 Kernen und 48 GByte Haupt-
speicher ersetzt. Es wird, wie sein Vor-
gänger, unter der Sun Grid Engine (SGE)
betrieben. Durch die automatische Ver-
teilung der Prozesse auf die einzelnen
Rechner des Clusters erreichen wir eine
hohe Auslastung des Gesamtsystems.
Durch die Homogenität der Betriebs-
systeminstallationen können die zuvor
erwähnten mid-size Systeme in dieses
System integriert werden und so zur










































































































































































































































Unsere Datensicherung basiert auf
zwei unterschiedlichen Systemen: einem
konventionellen Band-Backup, das die
Daten direkt mittels Legato-Networker
auf einen Band-Roboter sichert und ei-
nem Online-Disk-Backup-System, das
mit Hilfe von Datenvergleichen den
Platzbedarf minimiert (Open-Source-
System BackupPC) und die gesicherten
Daten immer Online bereit hält. Die
Zahlen dieser Online-Datensicherung
sind beeindruckend. Da keine Daten in
diesem System wirklich doppelt gehalten
werden, können ca. 615 Terabyte Brutto-
Daten der verschiedenen Backupläufe
auf etwa 36 Terabyte untergebracht wer-
den. Um die Vorteile von Disk- und Tape-
Technologien zu vereinen, werden wir
dieses System in Zukunft mit dem Band-
roboter kombinieren.
Das betagte Backup-System auf der
Basis von SDLT-110/220-Laufwerken und
der Legato-Software wird zur Zeit durch
ein T10000B System von StorageTek 
und SUN-Microsystems mit IBM Tivoli
Storage Manager ersetzt. Dieses System
hat in der aktuellen Ausbaustufe die Mög-
lichkeit auf 700 Bänder mit einer Gesamt-
kapazität von 700TB zuzugreifen. Es steht
in einem eigens dafür vorbereiteten Raum,
um dem Schutz der Datenkonserven
schon bei ihrer Lagerung im Roboter ei-
nen maximalen Stellenwert einzuräumen.
Spezialsysteme
Für spezielle Forschungsaufgaben,
insbesondere aus dem Bereich der Com-
putergrafik, werden diverse Spezialsys-
teme benötigt. Es stehen u.a. ein digita-
les Videoschnittsystem, mehrere 3D-
Scanner, Multivideoaufnahmesysteme,
Videokonferenzsysteme und 3D-Projek-
tionssysteme zur Verfügung. 
Betriebssicherheit
Die Maßnahmen zur Sicherheit
(Firewall, VPN), die automatisierten
Installations- und Konfigurationswerk-
zeuge, der Betrieb ausfallsicherer Disk-
systeme, der Betrieb eines ausfallsicheren
Netzwerk-Backbones und die Datensiche-
rung werden durch ein Überwachungs-
system ergänzt, das über kritische Zu-
stände der Serversysteme und des Netz-
werks aber auch über Fehlfunktionen
komplexer Prozesse per E-Mail und SMS
informiert.
Stromversorgung und Kühlung sind
so konzipiert, dass der Serverbetrieb auch
bei Stromausfällen aufrechterhalten wer-
den kann. Als letztes Glied in der Kette
versorgt ein Generator mit einer Leis-
tung von ca. einem Megawatt die Kern-
infrastruktur und die Kühlungssysteme





































































































































































































































.. zu können. Unser neuer Rechnerraum,
der im Rahmen der Renovierung und
Vergrößerung der Infrastruktur und ihrer
Kapazitäten realisiert wurde, steht kurz
vor der Inbetriebnahme. Damit werden
wir dann in der Lage sein, die vielen
Redundanzsysteme auch tatsächlich in
zwei relativ weit voneinander entfernten
und unabhängigen Räumen zu installie-




tion, Betrieb, Anwenderbetreuung und
Fortschreibung der beschriebenen Sys-
teme und Techniken sind die Aufgaben
von IST (Information Services and Tech-
nology), der inzwischen neu geschaffenen
gemeinsamen IT-Abteilung der Institute
für Informatik und Softwaresysteme.
Bedingt durch das Engagement der bei-
den Institute in Kooperationen mit
Fachbereichen und Instituten der
Universität ist IST auch für die IT der
gemeinsamen Campus-Bibliothek und
des Exzellenz-Clusters „Multi Modal
Computing and Interaction“ zuständig.
Flexible Unterstützung wissenschaft-
licher Projekte
Die beschriebenen Dienste, Server
und Compute-Cluster werden für eine
Vielzahl wissenschaftlicher Projekte in
den unterschiedlichsten Szenarien ein-
gesetzt, teilweise auch in internationa-
len Kooperationen wie beispielsweise 
der „CADE ATP System Competition“
[http://www.cs.miami.edu/~tptp/CASC/22/]. 
Um den daraus resultierenden und sehr
unterschiedlichen Anforderungen ge-
recht werden zu können, unterstützt IST
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drei Jahres-Praktikanten die Kommuni-
kationsschnittstelle für die Anwender
und sind einerseits virtuell per Mail oder
Web-Interface, zu Bürozeiten aber auch
persönlich erreichbar. Neben der Bear-
beitung von Fragen zur Benutzung der
Infrastruktur pflegt diese Gruppe auch
Informationssysteme, die u.a. eine
Zusammenfassung der interessanten





































































































































































































































..reinen Server-Hosting in Einzelfällen 
bis hin zur Applikationsbetreuung reicht.
Die Aufgabentrennung ergibt sich in den
meisten Fällen aus der Schnittmenge der
Projektanforderungen und dem Portfolio
von IST. Zur Lösung von Problemen mit
selbstadministrierten Systemen steht IST
dann allerdings nur noch beratend zur
Verfügung.
Personalstruktur
Neben Leitung und Einkauf (zwei
Stellen) steuert das Max-Planck-Institut
für Informatik sieben wissenschaftliche
Mitarbeiter und einen Techniker bei.
IST wird ergänzt durch drei wissen-
schaftliche Mitarbeiter des Max-Planck-
Institut für Softwaresysteme und einen
Techniker. Für die zusätzlichen Adminis-
trationsaufgaben zur Unterstützung der
gemeinsamen Bibliothek und des Exzel-
lenzclusters steht jeweils ein Mitarbeiter
zur Verfügung.
IST teilt sich in eine Core- und
mehrere Front-Gruppen auf. Verein-
facht dargestellt ist die Core-Gruppe für
K O N T A K T
Jörg Herrmann
IT-Abteilung
Telefon +49 681 9325-5800
Email jh mpi-inf.mpg.de
Internet http://www.mpi-inf.mpg.de/services/ist/
Dienste und Dienstleistungen zuständig,
die für beide Institute identisch sind
oder sogar gemeinsam betrieben werden.
Die Front-Gruppen decken dementspre-
chend die spezifischen Bedürfnisse der
Institute ab. Die Mitglieder der Front-
Gruppen sind damit auch eher an den
verschiedenen Standorten tätig.
Die direkte Anwenderbetreuung
übernimmt ein achtköpfiges Team von




































































































































































::: Universität des Saarlandes,
Saarbrücken, Deutschland
::: Universität Salzburg, 
Salzburg, Österreich
::: University of Barcelona, 
Barcelona, Spanien
::: University of British Columbia,
Vancouver, Kanada
::: University of California, Santa Cruz,
California, USA
::: University of Kansas, Kansas, USA
::: Wellcome Trust Sanger Institute,
Hinxton, Großbritannien
G E O M E T R I E
::: Eidgenössische Technische
Hochschule Zürich, Zürich, Schweiz
::: Freie Universität Berlin, 
Berlin, Deutschland
::: GeometryFactory, Grasse, Frankreich
::: INRIA, Sophia-Antipolis, Frankreich
::: Microsoft Research, Cambridge,
Großbritannien
::: National and Kapodistrian Univerity
of Athens, Athen, Griechenland
::: Stanford University, Stanford, USA
::: Tel Aviv University, Tel Aviv, Israel
::: Universität Hannover, 
Hannover, Deutschland
::: Universität des Saarlandes,
Saarbrücken, Deutschland
::: Universität Tübingen, 
Tübingen, Deutschland
::: University of Adelaide, 
Adelaide, Australien
::: University of Groningen, 
Groningen, Niederlande
G A R A N T I E N
::: Indian Institute of Technology, 
Neu Delhi, Indien
::: Laboratoire Lorrain de Recherche 
en Informatique et ses Applications, 
Nancy, Frankreich
B I O I N F O R M A T I K
::: BioSolveIT GmbH, 
Sankt Augustin, Deutschland




::: CSIRO Livestock Industries, 
St. Lucia, Queensland, Australien
::: European Bioinformatics Institute,
Hinxton, Großbritannien
::: Harvard University and Broad
Institute, Cambridge, 
Massachusetts, USA




::: Karolinska Institut, 
Stockholm, Schweden








::: Max-Planck-Institut für Molekulare
Physiologie, Dortmund, Deutschland
::: Max-Planck-Institut für Biophysi-




::: Swammerdam Institute for Life
Sciences, Amsterdam, Niederlande
::: Technische Universität Dortmund,
Dortmund, Deutschland
::: Università di Siena, Siena, Italien
::: Universität Düsseldorf, 
Düsseldorf, Deutschland
::: Universität Heidelberg, 
Heidelberg, Deutschland





















































































































































































































































































































.. ::: Universität Kiel, Kiel, Deutschland
::: University of Adelaide, 
Adelaide, Australien
::: University of Birmingham,
Birmingham, Großbritannien
::: Vrije Universiteit Amsterdam,
Amsterdam, Niederlande
::: Warwick Mathematics Institute,
Warwick, Großbritannien




::: Hochschule für Musik Saar,
Saarbrücken, Deutschland
::: Linköping University, 
Linköping, Schweden
::: Los Alamos National Laboratory, 
Los Alamos, USA
::: PROSTEP AG, 
Darmstadt, Deutschland
::: Rheinische Friedrich-Wilhelms-
Universität Bonn, Bonn, Deutschland
::: Universität Dortmund, 
Dortmund, Deutschland
::: Universität Hannover, 
Hannover, Deutschland
::: Universität Siegen, 
Siegen, Deutschland
::: Universtity of California, Davis, USA
V I S U A L I S I E R U N G
::: Adobe System Inc., San Jose, USA
::: INRIA Rhône-Alpes, 
Grenoble, Frankreich
::: INRIA, Sophia-Antipolis, Frankreich
::: Massachusetts Institute of
Technology, Cambridge, USA
::: Max-Planck-Institut für Kognitions-
und Neurowissenschaften, 
Leipzig, Deutschland




::: National Information and
Communications Technology
Australia, Canberra, Australien
::: Università di Milano, Mailand, 
Italien
::: Universität Freiburg, 
Freiburg, Deutschland
::: Universität Oldenburg, 
Oldenburg, Deutschland
::: University of Liverpool, 
Liverpool, Großbritannien
I N F O R M A T I O N S S U C H E
&  D I G I T A L E S  W I S S E N
::: Consiglio Nazionale delle Ricerche
(CNR), Pisa, Italien
::: Eidgenössische Technische
Hochschule Zürich, Zürich, Schweiz
::: European Archive Foundation,
Amsterdam, Niederlande
::: Google, Zürich, Schweiz
::: Hebrew University, Jerusalem, Israel
::: IBM, Haifa, Israel
::: International Computer Science
Institute Berkeley, Berkeley, USA
::: L3S Research Center, Hannover,
Deutschland
::: Masaryk University of Brno, 
Brno, Tschechien
::: Microsoft Research, Cambridge, 
Großbritannien
::: Microsoft Research, Redmond, USA
::: New York University, New York, USA
::: Rényi Institute of the Hungarian
Academy of Sciences, 
Budapest, Ungarn
::: Simon Fraser University, Kanada
::: The European Library, The Hague,
Niederlande
::: Università di Padova, Padua, Italien
::: Universität Basel, Basel, Schweiz
::: Universität des Saarlandes,
Saarbrücken, Deutschland
::: Universität Duisburg-Essen, 
Duisburg, Deutschland
::: University of Athens, Athen,
Griechenland
::: University of Hong Kong, 
Hong Kong, China
::: University of Massachusetts, 
Lowell, USA
::: University of South Carolina,
Columbia, USA
::: Yahoo! Research, Barcelona, Spanien
O P T I M I E R U N G
::: Eidgenössische Technische
Hochschule Zürich, Zürich, Schweiz
::: Indian Institute of Technology,
Kanpur, Indien
::: INRIA Nancy - Grand Est Research
Centre, Nancy, Frankreich
::: Maastricht University, 
Maastricht, Niederlande
::: MIT Computer Science and
Artificial Intelligence Lab,
Cambridge, USA
::: New York University, New York, USA
::: Sobolev Institute of Mathematics,
Omsk, Russland
::: Technical University of Denmark,
Kopenhagen, Dänemark
::: Technische Universität Berlin,
Berlin, Deutschland
::: Technische Universität Dortmund,
Dortmund, Deutschland
::: Technische Universität Wien, 
Wien, Österreich
::: Università di Roma „La Sapienza“,
Rom, Italien
::: Universidad de Chile, Santiago, Chile
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S T A N D O R T100
Das Max-Planck-Institut für Informatik (Gebäude E1 4)  befindet sich 
auf dem Campus der Universität des Saarlandes etwa 5 km nordöstlich 
vom Zentrum der Stadt Saarbrücken im Wald nahe bei Dudweiler.
Saarbrücken besitzt einen eigenen Flughafen (Saarbrücken-Ensheim) 
und ist mit Auto-, Shuttle-Bus- und Zugverbindungen an die Flughäfen
Frankfurt und Luxemburg angebunden. Zugstrecken verbinden Saar-
brücken im Stundentakt innerhalb Deutschlands. Regelmäßig verkehrende
Züge schaffen eine Anbindung an die Städte Metz, Nancy und Paris.
Autobahnen führen nach Mannheim/Frankfurt, Luxembourg/Trier/Köln,
Strasbourg und Metz/Nancy/Paris.
Sie erreichen den Campus... 
von Saarbrücken-Ensheim, Flughafen
mit dem Taxi in ungefähr 20 Minuten
von Saarbrücken, Hauptbahnhof
mit dem Taxi in ungefähr 15 Minuten
mit dem Bus in ungefähr 20 Minuten 
Richtung „Dudweiler-Dudoplatz“ oder „Universität Campus“
Ausstieg „Universität Mensa“ 
alternativ Ausstieg „Universität Campus“
von Frankfurt oder Mannheim über die Autobahn A6
Abfahrt „St.Ingbert-West“
den weißen Schildern „Universität“ zum Campus folgend
von Paris über die Autobahn A4
Abfahrt „St.Ingbert-West“
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