The rapid development of sequencing technologies represents new opportunities for pop-2 ulation genetics research. It is expected that genomic data will increase our ability to re-3 construct the history of populations. While this increase in genetic information will likely 4 help biologists and anthropologists to reconstruct the demographic history of populations, 5 it also represents new challenges. Recent work has shown that structured populations gen-6 erate signals of population size change. As a consequence it is often difficult to determine 7 whether demographic events such as expansions or contractions (bottlenecks) inferred from 8 genetic data are real or due to the fact that populations are structured in nature. Given 9 that few inferential methods allow us to account for that structure, and that genomic data 10 will necessarily increase the precision of parameter estimates, it is important to develop new 11 approaches. In the present study we analyse two demographic models. The first is a model 12 of instantaneous population size change whereas the second is the classical symmetric island 13 model. We (i) re-derive the distribution of coalescence times under the two models for a sam-14 ple of size two, (ii) use a maximum likelihood approach to estimate the parameters of these 15 models (iii) validate this estimation procedure under a wide array of parameter combina- 16 tions, (iv) implement and validate a model choice procedure by using a test. Altogether we show that it is possible to estimate parameters under several models and 18 perform efficient model choice using genetic data from a single diploid individual. 19 20
INTRODUCTION
bottlenecks is because in the recent past the coalescence rate depends on the local island size 122 N , whereas in a more distant past it depends on nN . In other words, it is as if the population 123 size had been reduced by a factor of n. As we will see this rationale is only qualitatively 124 correct, but it suggests that if we want to distinguish them it may be necessary to derive 125 the full distribution of the coalescence times under the two models. We shall denote these 126 coalescence times T SSP SC 2 and T StSI 2 , respectively.
127
Derivation of the distribution of coalescence times: 128 The distribution of T SSP SC 2 : The generalisation of the coalescent in populations of vari-129 able size was first rigorously treated in Donnelly and Tavare (1995)), and is clearly 130 exposed in Tavaré (2004)). If we denote by λ(t) the ratio N (t) N (0) where t is the time scaled by (2)
The distribution of T StSI 2 : Following Herbots (1994)), an easy way to derive the dis-137 tribution of the coalescence time T StSI 2 of two genes for our structured model, is to compute 138 the probability that two genes are identical by descent when they are sampled from the same 139 or from different populations. These two probabilities are respectively denoted by p s (θ) and 140 p d (θ), where θ = 2uN is the scaled mutation rate, u being the per locus mutation rate. 141 Indeed, using a classical scaling argument (see for instance Tavaré (2004), page 34), we can note that
In other words p s (θ) is the Laplace transform of T StSI 2 .
142
We can compute this probability as follows. Taking two genes from the same island and 143 going back in time, there are three events that may occur: a coalescence event (with rate 1), 144 a mutation event (with rate θ) and a migration event (with rate M ). Taking now two genes 145 from different islands, they cannot coalesce and therefore only a mutation or a migration 146 event may occur. Migration events can then bring the lineages in the same island with 147 probability 1 n−1 , and in different islands with probability n−2 n−1 . We thus obtain the following 148 coupled equations:
By solving them, we obtain
We can then obtain the full distribution through the Laplace transform formula, if we note
Noting now that for any θ and any α we have +∞ 0 e −αs e −θs ds = 1 θ + α , it is straightforward to see that the pdf of T StSI 2 is an exponential mixture: 
It is interesting to note that the expected time in the StSI model is n and does not depend T and α. We note that it is close to 1 when T is very large and to α when T is close to zero.
160
Indeed, when the population size change is very ancient, even if α is very large the expected 161 coalescence time will mostly depend on the present-day population size, N 0 . Similarly, when 162 T is small it will mostly depend on N 1 . The relationship that we mentioned above between below, but can be illustrated in more general terms by identifying scenarios with similar 168 moments.
169
As figure 2 shows, the two models provide near-identical pairs of values for (E(T 2 ), V ar(T 2 )) 170 for "well chosen" parameters (T, α) and (M, n). Here by setting T to 0.1 (and M to 9, i.e. 171 1/M ≈ 0.11) whereas α and n were allowed to vary from 1 to 100, and from 2 to 100, 172 respectively, we see that the two models exhibit very similar behaviours. We also plotted a 173 second example obtained by setting M to 0.5 and T to 1.09, and varying n and α as above.
174
These examples ilustrate how n and α (respectively, M and 1/T ) are intimately related.
[ Figure 2 about here.]
176
The near-identical values obtained for the expectation and variance under the two models explains why it may be difficult to separate models of population size change from models of 178 population structure when the number of independent genetic markers is limited. However, 179 the differences between the distributions of coalescence times under the two models suggest 180 that we can probably go further and identify one model from another. For instance, figure   181 3 shows that even in cases where the first two moments are near-identical (T = 0.1 and 182 α = 10 versus M = 7 and n = 9), it should be theoretically possible to distinguish them.
183
This is exactly what we aim to do in the next section. In practice, we will assume that 184 we have a sample of n L independent T 2 values (corresponding to n L independent loci ) and 185 will use these T 2 values to (i) estimate the parameter values that best explain this empirical 186 distribution under the two models of interest, (ii) use a statistical test to compare the 187 empirical distribution with the expected distribution for the ML estimates and reject (or 188 not) one or both of the models. For simplicity, and to make it easier to read, we will often 189 use the term loci in the rest of the manuscript when we want to mention the number of 197 This sample can be seen as a set of T 2 values obtained or estimated from n L independent loci.
198
We took a Maximum Likelihood (ML) approach to estimate the parameters (T, α) and (M, n) 199 under the hypothesis that the n L -sample was generated under the T SSP SC 2 and the T StSI for any couple of parameters (α, T ), given one observation t i as:
Given n L independent values t = (t 1 , t 2 , ..., t n L ), the likelihood is:
and taking the log it gives:
Lemma 0.1 Given a set of n L independent observations {t 1 , t 2 , ..., t n L }, the log-likelihood 238 function log(L SSP SC ) has no critical points in R 2 .
239
For the proof and some comments, see Supplementary Materials.
240
As a consequence of this lemma, we take (α,T ) = argmax a∈{1,...,n L } {log(L SSP SC (m a ))} 241 as the Maximum Likelihood estimates, where
Maximum likelihood estimation in the StSI case: Under the StSI model the expression of 244 the critical points is not analytically derived. We know from section the pdf of coalescence 245 times for two genes. Given n L independent values t = (t 1 , t 2 , ..., t n L ) we can compute the second thing to note is that the two parameters are very well estimated when we use 10, 000 260 values of T 2 . This is particularly obvious for n compared to α, probably because n must be 261 an integer, whereas α is allowed to vary continuously. For instance, for most simulations we 262 find the exact n value (without error) as soon as we have more than 1000 loci. However, we 263 should be careful in drawing very general rules. Indeed, when fewer T 2 values are available 264 (i.e. fewer independent loci), the estimation precision of both parameters depends also on 265 T and M , respectively. Interestingly, the estimation of α and n are remarkable even when 266 these parameters are small. This means that even "mild" bottlenecks may be very well 267 quantified (see for instance the Supplementary materials for α = 2, T values between 0.1 268 and 1 when we use only 1000 loci). We should also note that when the bottleneck is very 269 old (T = 5) the estimation of the parameters is rather poor and only starts to be reasonable 270 and unbiased for n L = 10, 000. This is not surprising since the expected T M RCA is 1. Under 271 the SSPSC model most genes will have coalesced by t = 5, and should therefore exhibit T 2 272 values sampled from a stationary population (i.e. α = 1). As the number of loci increases, 273 a small proportion will not have coalesced yet and will then provide information on α. The the other values). As expected again, the estimates are getting better as n L increases. For 280 the values shown here we can see that T , the age of the bottleneck is very well estimated 281 even when α = 2 (for n L = 10, 000). In other words, even a limited bottleneck can be very 282 precisely dated. For stronger bottlenecks fewer loci (between 500 and 1000) are needed to 283 still reach a high precision. This is particularly striking given that studies suggest that it be sufficient (between 50 and 100).
293
In Figure 6 we show some results of the KS test for the two cases (See the Supplementary   294 Materials for the other parameter combinations). In the left-hand panels ((a), (c), and (e)) 295 the data were simulated under the SSPSC model and we used the StSI model as a reference 296 (i.e. we ask whether we can reject the hypothesis that genetic data were generated under 297 a structured model when they were actually generated under a model of population size 298 change). In the right-hand panels ((b), (d) and (f)) the same data were compared using the 299 SSPSC model as reference and we computed how often we rejected them using a 5% rejection 300 threshold. The left-hand panels exhibit several important features. The first is that, with 301 the exception of T 2 = 5 we were able to reject the wrong hypothesis in 100% of the cases 302 when we used 10, 000 independent T 2 values.
303
This shows that our estimation procedure (as we saw above in figures 4 and 5) and the 304 KS test are very powerful. The second feature is that for T = 5, the test performs badly whatever the number of independent loci (at least up to 10, 000). This is expected since the pre-bottleneck population size. Another important feature of the left-hand panels is that 309 the best results are generally obtained for T = 1, 0.5 and 2, whichever the value of α. conservative. This is expected because for low n L values the estimation of the parameters 317 will tend to be poor. Since the KS test uses a reference distribution based on the estimated 318 rather than the true values, it will reject the simulated data more often than the expected 319 value of 5%. 320 Figure 7 is similar to Figure 6 but the data were simulated under the StSI model and 321 the KS test was performed first using the SSPSC model as a reference ((a), (c), (e)) and 322 then using the StSI model as a reference ((b), (d), (f)). The left-hand panels ((a), (c), and 323 (e)) show results when we ask whether we can reject the hypothesis that genetic data were 324 generated under a population size change model when they were actually generated under 325 a model of population structure. In the right-hand panels ((b), (d), and (f)) we computed 326 how often we rejected the hypothesis that genetic data were generated under the StSI model 327 when they were indeed generated under that model of population structure. Altogether, 328 the left-hand panels suggest that the results are generally best when M = (0.1, 0.2, 1), but 329 that we get very good results for most values of M when we have 10, 000 loci and can reject 330 the SSPSC when they were actually generated under the StSI model. The right-hand panels 331 show, as in Figure 6 , that for all the values of n L and n we reject a rather constant proportion of n for each case (i.e. when we assume that the data were generated under the StSI model). 345 We find a striking linear relationship between these two parameters conditional on a fixed T , and (f): the reference model is the SSPSC, i.e. the model under which the data were simulated. Note that for the abscissa we used 2n L instead of n L because in order to perform the KS test it is necessary to first estimate the parameters using n L loci and then an independent set of n L values of T 2 . e. the model under which the data were simulated. Note that for the abscissa we used 2n L instead of n L because in order to perform the KS test it is necessary to first estimate the parameters using n L loci and then an independent set of n L values of T 2 . 
