Interchange or transfers for passengers in large multimodal public transport networks are more or less inevitable. A zone based fare system has the potential to ensure that there is no financial penalty for interchange. In South East Queensland (SEQ), Australia, there is a zone based fare system in place which does not penalize transfers within the same zone but does charge a full fare for an inter-zone transfer in a single journey. This research investigates the interchange effects from an analysis of passengers' travel patterns using the smart card data from the automated fare collection system in place in SEQ. Latent class nested logit models are estimated with social demographic characteristics to measure transfer behaviour and are used to investigate the opportunity for better interchange policies to increase the network effect in the SEQ network. The results identified passengers' heterogeneous preferences towards travel alternatives with markedly different market segments. The empirical results identified passengers categorised into four segments of employees, students, wealthier people and seniors. The findings suggest that public transport network effects are most important to the employee segment with student and senior segments being more likely to choose direct alternatives over alternatives involving interchange. In order to enhance the public transport network effects, two policies to encourage transfers by passengers are investigated using simulations with the policy implications identified. 
Introduction
Transfers in large multimodal public transport networks are almost inevitable (Vuchic, 2006) . One or more transfers are made for trips in many of the major cities around the world: 30% of trips in London, 80% in New York, 70% in Munich, 40% in Paris and 50% in Melbourne (NYMTC, 1998; Transport for London, 2001; GUIDE, 2000; Currie and Loader, 2010; Guoand Wilson, 2011) . However, public transport users often link transfers with inconvenience. Inconvenient interchanges can disrupt passengers' travel giving a negative travel experience and reduce public transport's competitiveness as compared to the car which provides a door-to-door service (Guo and Wilson, 2011) . For example, passengers, particularly commuters and business users, select the fastest and most direct routes for their journeys (Conquest Research, 1977; Hine and Scott, 2000) . An assessment of public transport transfer options and suggestions for the improvement of interchange within large multimodal networks can not only improve the quality of public transport but will enlarge its network effects.
Transfers are a fundamental issue in large multi-modal systems, but are largely overlooked in public transport planning (Guo and Wilson, 2011) . Often, a zonal based fare system is introduced to mitigate the impact on the user of having to interchange but little study has been made of how passengers behave in respect of intra-zonal versus inter-zonal transfers within an urban area where these transfers are treated differently by the fare system. This paper addresses this under developed research area to examine the current transfer behaviour and the impact of the fare system on transfer behaviour using South East Queensland (SEQ), Australia, as the case study. A zone based fare system is adopted in SEQ) such that there is no penalty for a transfer within the same zone, but a full fee is charged for an inter-zone transfer within a single journey with no separate transfer policy to encourage or integrate inter/intra-mode transfers in the zone based system. In many countries, a transfer discount policy has been shown to have positive effects on increasing public transport usage. For example, in Taiwan a different ticketing regime is in place. A discount of NT$8 (about US$0.25 which is equal to 50% discount of the transfer trip) is provided to each bus transit user transferring to or from the Taipei metro. This transfer discount has significantly raised commuters' use of both the metro and the bus systems. A motivation of this paper is to understand transfer behaviour with a view to examining whether a specific transfer policy could increase public transport usage in SEQ.
The paper is structured as follows. The next section provides the literature context to transfer behaviour and this is followed by a description of the SEQ transport study area together with a summary of the current fare system. The , methodology and data used in the paper are then described. The penultimate section provides the results together with interpretation. The paper concludes with a discussion and suggestions for further research.
The Literature context
The assessment of interchange can be considered from the operator or from the passenger perspective. There are many studies on public transport transfer from an operator's perspective, including inter-modal transfer facility design (Horowitz and Thompson, 1995; Smart et al., 2009; Hoeven et al., 2014; Harmer et al., 2014) , location for transfers (Clever, 1997; Vassallo et al, 2012) , unreliability (Abkowitz et al., 1987; Carey, 1994; Rietveld et al., 2001) , network accessibility (Hine and Scott, 2000; Shafahi and Khani, 2010; Currie and Loader, 2010) , and public transport coverage (Murray, 2001 ). This literature is extensive but has in common the tendency to treat passengers as if they are a homogeneous segment without consideration of the passengers' trip characteristics in evaluating transfer effects. The trip characteristics (e.g. travel time, travel cost, transfer waiting and walking time, transfer information, fare, safety and comfort, etc.) are identified to be the most significant factors for passengers in selecting travel with transfer or not (Atkins, 1990; Callaghan and Vincent, 2007; Iseki and Taylor, 2009; Chowdhury and Ceder, 2013; Chowdhury et al. 2015) and hence it would appear sensible to take these account in studying interchange behaviour. Although the travel behaviour literature has looked at the impact on users of some aspects of trip aspects such as the impact of transfer penalties on the value of time in travel (Iseki and Taylor, 2009; Guo and Wilson, 2011; Chowdhury et al., 2015) . In addition Iseki and Taylor (2009) included a transfer penalty as part of the traveller's total generalized cost of travel by classifying the most important users' factors, including transfer costs, time scheduling and transfer facility attributes (i.e. access; connection and reliability; information; amenities; and security and safety). Guo and Wilson (2011) extended this by including transfer costs based on both the operator's service supply and the customers' perceptions. Chowdhury and Ceder (2013) conducted a survey to understand passengers' perceptions on defined planned transfer that consist of five attributes (network integration, integrated time-transfer, integrated physical connection of transfers, information integration, and fare and ticketing integration).They found that public transport users' willingness to use transfer routes increases if a better connection between public transport modes is provided. Travel time has been found to be more significant than waiting and walking time in transfer, especially for commuters by a number of studies (Vande Walle and Steenberghen 2006; Xumei et al. 2011) . This is enhanced by the results of Chowdhury et al. (2015) who explored commuters' perception of transfer using the two trip attributes of travel time and cost in New Zealand and found that for more 'comfortable' interchanges, users' valued these as a 25 % reduction in travel time and a 10 % reduction in travel cost. Other studies have shown that transfer waiting time is valued more highly than transfer walking time (Vande Walle and Steenberghen 2006; Iseki and Taylor 2009 ). The evidence is therefore mixed on transfer valuations.
In the field of travel behaviour much research has used traditional travel surveys to capture current and potential change in travel behaviour (for example, Meyer, 1999; Garling et al., 2002; Hensher and Puckett, 2007) . However, the major challenge for travel surveys is the validity of the survey (does the survey itself change travellers' behaviour?, how do we account for differing response rates?, does different coding affect the results?) Questionnaire has been shown to make very big differences and there is always the difficult issue of whether or not participants are self-selected in the recruitment process with the consequential introduction of bias (Stopher et al., 2007) . Therefore, this study utilizes an alternative data resource, public transport smart cards records, to precisely capture passengers' travel patterns. Many recent studies have used smart card data to evaluate public transport behaviour and has been shown to be a reliable source (Blythe, 2004; Bagchi and White, 2005; Trepanier and Morency, 2010) , travel behaviour (Bagchi and White, 2004; Seaborn et al., 2009; Munizaga et al., 2010) , operational performance (Morency et al., 2007) , and fare policies (Pelletier et al., 2011) . Smart cards typically provide more limited data than a questionnaire, for example it is rare to find information on trip purpose (Bagchi and White, 2004) , but smart card data have the advantage of providing continuous trip data covering longer time periods thus providing the opportunity of evaluating transfer effects with accuracy.
Research has shown that travel behaviour is affected by a combination of instrumental, situational and personal factors and that these will differ for distinct groups of people (Anable, 2005) . In order to account for the heterogeneous preferences of users, market segmentation should be introduced into travel behaviour analysis (Hair et al. 1998; Wedel and Kamakara 1998; Psaraki and Abacumki, 2002; Anable 2005; Wen et al., 2012) . The major purpose of market segmentation is to group different 'types' of people who share well defined characteristics into a manageable number of groups for analysis. In the previous research, different segment-specific parameters have been used, including trip purpose (Tsamboulas et al., 1992) , a lifestyle variable (e.g. investment in car mobility) (Bekhor and Elgar, 2007) , socio-economic variables (i.e. household income, type of accommodation, dependency factor, and occupation level of commuters) (Rastogi and Rao, 2009; Wen and Lai, 2010; Wen et al. 2012) . This paper will contribute to literature in two ways. First, the revealed preference data used in this paper, the public transport smart card transaction data, has been adopted to objectively capture passengers' travel patterns. Second, a market segmentation concept has been introduced to measure the heterogeneous preferences of users (in this paper, public transport passengers). The results of this paper also suggest that the undertaking of a future case study would provide important further information into transfer behavior which is especially important for large multi-modal systems with zonal based fare systems. In summary, the contribution comes from the way in which this paper uses the objective measure of transaction data, as identified by the automated smart card fare collection in SEQ to explore the transfer effects from the passengers' travel patterns with a market segmentation scheme that incorporates parameters to differentiate between distinct groups of users. This allows the estimation of transfer effects for passengers and the subsequent use of these estimation results to investigate fare policy around transfer effects by simulating potential alternative interchange fare policies.
The SEQ transport system
As this paper considers the transfer behaviour of public transport users in SEQ, this section presents a brief outline of the current public transport modes. The SEQ region of Australia, which includes Brisbane, the Sunshine Coast and the Gold Coast, has merged into a 200 kilometre long city (Spearritt, 2009 ). SEQ's public transport system is made up of a network of trains, trams, buses and ferries. Figure 1 shows the public transport service network in SEQ as of January 2015.
Figure 1 SEQ's public transport network (Source: Australian Rail Maps) Train SEQ's rail network of over 200 kilometres connects to the Sunshine Coast and Gold Coast to Brisbane. Operated by a division of the Queensland Government, the CityRail network has relatively low ridership if considered on a world scale. The CityRail network has 11 lines and 214, mostly 3-car, vehicles in use (Soltani et al., 2015) . Service frequencies are 30 minutes off-peak in the outer suburbs and 15minutes (or less) in the inner suburbs. The train network is entirely radial with eight lines connecting in the central business district (CBD). Though there has been fare-free transfers on the whole public transport network since 2004, very few stations are serviced by feeder buses, especially in the Brisbane City Council jurisdiction where its buses mostly head towards the busways and then onwards to the CBD.
Bus
The bus network is radial and CBD-oriented. Many of the bus services run on busways that are recognised as being one of the most successful Bus Rapid Transit (BRT) systems in the developed world. Brisbane's BRT systems deliver fast, comfortable, and cost-effective urban mobility through the provision of segregated right of-way infrastructure, rapid and frequent operations, and excellence in marketing and customer service (Golotta and Hensher, 2008) . Many of the bus services run on dedicated busways that Hoffman (2008) described as 'Quick-ways' as they are fully segregated from other traffic, with average stop spacings of more than one kilometer.
Ferry
The ferry network is a linear passenger ferry system that provides relatively frequent services along rivers or parallel to shorelines, servicing multiple stops (Thompson et al., 2006; Tsai et al., 2014) . The Brisbane CityCat, CityHopper and CityFerries combine to form a ferry system with 24 terminals.
Tram
The tram network, the Gold Coast light rail, only services a single 13-km route with 16 stations and began operation on 20 July 2014. The recent opening of this service means the data and the modelling in the following analysis does not include tram passengers.
TransLink, established in 2004, is a Queensland Government agency which manages public transport services covering Brisbane and SEQ. With the exception of taxis, public transport fares are integrated across all public transport modes in the SEQ region. In 2008, a smart card ticketing system branded the 'Go-card was introduced, which allowed passengers to travel on all TransLink bus, train, ferry and tram services (Yen et al. 2015) .
The Go-card system is a region-wide, zone-based scheme in which passengers use one card for all public transport modes. Figure 2 shows the TransLink South East Queensland service areas and fare zones. Fares are automatically collected based on the zones travelled. All Go-card passengers must tag on when boarding and tag off when alighting from buses or ferries, or when entering and leaving a train or tram station. Go-card readers are installed on-board or on platforms. As such, the Go-card provides origin and destination data records for each transaction (Soltani et al., 2015; Yen et al., 2015) . Four types of Go-cards are in use: adult, child, senior and concession-the latter three types have a 50% fare reduction of the full adult fare. 
Data acquisition and methodology

Data
In order to explore public transport interchange behaviour, this study examines differences in behaviour by categorizing passengers into different groups with specific user characteristics, i.e. young passengers (e.g. students), employed people (e.g. workers), high-income group, etc. A one month cross-sectional slice of Go-card (smart card) fare transaction data is used in combination with a set of neighbourhood variables derived from 2011 census data and used to capture social-demographic characteristics. The one month (March 2013) 1 cross-sectional slice of Gocard transaction was provided by TransLink and has approximately 15 million data points. After cleaning the data, 15.7% of data records were removed due to inconsistent, missing or unusable data (i.e. trips where the passenger failed to tag-off their Go-cards or tagged on and off quickly at the same place) and then due to software constraints, the sample was reduced to a total of 25,842 trip based samples 2 randomly drawn from user ID. The trip characteristics are also derived from the Go-card data, including the travel zone number(s); travel cost 3 ; travel time; whether a week day trip; peak hour trip 4 ; 9 journey trip or commuter trip. In SEQ, a volume rebates policy is adopted so that the network is free to passengers who travel for more than 9 paid journey in a 7 day period, from Monday to Sunday, regardless of zones travelled. Among these variables, the 9 journey trip is used to identify the free trip within each travel journey. Commuter trips are identified using the Go-card ID base with those making a minimum of 24 trips per month are being viewed as commuters with all their trips being treated as commuter trips.
To capture the feeder bus service to train stations and the level of service quality associated with this service, data is captured using Geographic Information System (GIS). A feeder bus station density within a 2 km buffer of the train stations is calculated and used as a proxy for the feeder bus service level on the basis that higher densities of feeder bus stops will be associated with a better frequency of feeder services.
Finally, in order to capture the passengers' social demographic characteristics, a set of neighbourhood variables is collected from the 2011 census (the closest available census data). The census data is a descriptive count of everyone who is in Australia on one particular night, and also of their dwellings. This data is the data for the whole population, not only public transport passengers. The census is collected at the Statistical Area Level 1 (SA1), the smallest geography unit of census data. The SA1 has a population of between 200 and 800 people with an average population of about 400 people. The variables obtained from the census data are used as a proxy for individual socio-economic characteristics and are used to estimate the passenger's travel mode preferences. The socio-economic characteristics included in the analysis are population density, employment, percentage of students attending school (i.e. older than 4 years), older people, measured by the percentage of people older than 65 years), income (percentage of or households having an income of more than $1,500 per week), car ownership levels (percentage of households with more than two cars in the household), and the percentage of people using public transport as their major travel mode. Table 1 shows the descriptive statistics of the variables, including minimum, maximum, mean, standard deviation, skewness, and kurtosis values. Table 1 shows travel time, travel cost and travel zone are highly variable and this is because SEQ is a 200 km linear city. The spatial characteristics of trips are captured by the travel zone, that is, the zone number(s) travelled by each cardholder. Travel time is used to present the temporal characteristics and it is expected to have a negative impact on utility with longer journeys yielding less utility for the passenger. A number of trip characteristics are used to facilitate policy discussions, e.g. peak hour trip, weekday trip and commuter trip, the 9 journey trip (capturing the effects of the volume rebate policy with an expected positive association with utilities). In terms of the public transport service variables, the density of feeder bus services to train stations is expected to have a positive impact on utility as well since it makes travel by train easier. The social demographic variables are included since they are expected to drive market segmentation.
Travel alternative choice model
As described above, the literature identifies that different travel behaviour can be associated with combinations of instrumental, situational and personal factors which differ for distinct groups of people (Anable 2005) . However, in this case we cannot observe the underlying factors that might segment the market and so latent class models which allow subgroups to be identified on the basis of their behaviour are fundamental to this modelling. More specifically, a latent class nested logit (NL) model is used here as the constructed travel alternative choices can consider the effects of variable and alternatives homogeneity that cannot be captured by the simpler latent class MNL modelling. As Figure 3 shows, the standard MNL model assumes the same preference structure across individuals in addition to the independence of irrelevant alternatives (iia) and independent and identically distributed random variables assumptions. In the case examined here this standard MNL model would result in biased estimates and incorrect predictions if the suspected heterogeneous preference exist (Wen and Lai, 2010) . Figure 3 shows the difference between an MNL and a nested approach. The latent class nested logit (NL) modelling used in this study is an extension of the latent class multinomial logit (MNL) model and defines the choice probability using a standard NL formulation (McFadden, 1978) which allows for the presence of individual preference heterogeneity. It is the individual preference heterogeneity that, according to the literature, is expected in travel behaviour that makes this approach a sound methodology. Figure 3 The evolution from the MNL to the latent class MNL and NL approach There are six travel alternatives in this study, including journeys using a bus only; train only; ferry only; bus to bus; bus to train 5 ; and bus to ferry. The latent class NL model groups travel alternatives into a nest, with inclusive value parameters that capture flexible substitution patterns. The latent class NL model uses the utility function as a starting point, assuming that decision-makers (passengers in this case) make rational choices to maximise utility by considering all travel alternatives and selecting the one that provides the greatest utility. The latent class NL model in this study divides the decision-makers' preferences into a finite number of segments with homogeneity among the passengers' preferences within each segment. The probability that a passenger chooses various travel alternatives can be divided into two parts: the probability of choosing the travel alternatives in a given segment and the probability that a passenger belongs to a given segment. Both are expressed by the formula for probability obtained using a logit model. The probability function of a passenger belonging to a given segment is assumed to be related to the passenger's characteristics with the utility function of passenger i belonging to segment s for any travel mode m being expressed as:
where im X is a vector of passenger attributes, s β is a vector of unknown segment-specific parameters, and s im ε is the error term that represents the random part of the utility.
If there are m travel modes then the probability that passenger i in segment s chooses travel alternative m is expressed by the following equation:
where s  is the parameter to be estimated in segment s and im X is the attribute of passenger i towards travel alternative m . Kamakura et al (1996) identifies for segment s , the probability of passenger i choosing travel alternative m in nest n is ) , ( s n m P i , and ) ( s n P i represents the probability that passenger i is in nest n .
In each nest, n, there are s n N travel modes. The analysis provides a dissimilarity parameter for each nest n as s n  , and logsum variable for each nest within each segment s which is used for assessing goodness of fit and interpretation. The dissimilarity parameter captures the similarities between pairs of alternatives in the nest. Similar to the standard NL model, if the condition 0 < s n  for all s and n holds, the model is consistent with utility maximization for all possible values of the explanatory variables and will not yield counterintuitive results (Ortúzar and Willumsen, 2001; Train, 2003) . The latent class MNL model is a restriction of the latent class NL model: when all the dissimilarity parameters in all segments are equal to one in the latent class NL model, the latent class NL model collapses to the latent class MNL model. Moreover, the standard NL model can be regarded as a special case in which the latent class NL has only one segment.
One of the benefits of latent class modelling is that it allows the determination of the number of segments. In this case here the number of segments are determined through the use of the commonly used performance indicator, such as the Bayesian information criterion (BIC) and the constrained Akaike information criterion (AIC). The analysis determines the number of segments by starting with two segments and adding one at a time until the additional segment no longer significantly improves the model's goodness-of-fit and this then reflects the optimal number of market segments. In practice, as the number of segments grow, it is less easy to improve the goodness of fit (Kemperman and Timmermans, 2009). The calculation methods used to identify the number of segments is as follows:
Where ) ( LL is the logarithmic likelihood function value, K is the number of parameters and O is the number of samples. Lower values of AIC and BIC signal better fit.
Results
Model formulation
As identified above, there are 6 different travel alternatives in this study. The investigation centred on three models, constructed as a latent class MNL model and two alternative latent class NL models, respectively as shown schematically in Figure 4 which is the result of investigating a number of different nested structures which can be behaviourally interpreted. The MNL model is inappropriate since it requires the independence of error terms which is likely to be violated because of the way in which it is expected that social demographic characteristics and personal preferences might influence individual's alternative selection. The latent class NL model 1 separates alternatives by modes irrespective as to whether interchange is required in contrast to the latent class model 2 which consists of one nest with direct travel alternatives, with alternatives requiring interchanges being included in another nest. After analysis, the results indicate that Model 2 provides the best model fit with the rejection of the alternative models at the 5% significance level, based on the likelihood ratio tests. 
Model results analysis
Revealed preference data, as described above, are used to analyse passengers' preferences for travel alternative choices. For the six travel alternatives in this study, the model includes five model-specific constants with the busferry passengers travel alternative being excluded as the reference alternative because of their low percentage of market share (1%). Travel characteristic variables including travel time, travel cost, travel zone, weekday trip, peak hour trip, and commuter trip are specified as generic variables. The variables '9 journey trip' and 'feeder bus density' are considered as alternative specific variables which are then able to influence each travel alternative differently.
The proper number of segments was assessed by BIC and AIC. Table 2 shows the results of the modelling for the number of segments. As discussed above, this is a sequential process in which an additional segment is added until the addition of a further segment does not add sufficiently to goodness of fit. Table 2 shows the four segment model is the preferred model as this has the maximum number of parameters, the largest non-adjusted and adjusted log likelihood ratios and the lowest BIC and AIC values. In addition it was the only model in which the parameter coefficients were in line with expectations. There, we adopted for-segment solutions for the proposed latent class NL model 2. Table 3 presents the results of the preferred four-segment latent class NL model, including the socioeconomic characteristics (population density, age and income, etc) that drive the segment membership. The goodness of fit measures suggest the model fits the data well, according to the higher value of adjusted likelihood ratio index (0.332). Passengers in segment 1 and segment 2 account for 74% of the sample. These segments are relatively large and have considerable potential for the public transport market. The advantage of this latent class model relative to the simple multinomial logit model is that it allows for identification of distinct groups of passengers' differences in travel mode preferences. In the set of trip characteristic variables, the parameters for commuter trip and the 9 journey trip (for all alternatives) in segment 1 are larger than those in segment 2. In contrast, the passengers in segment 2 were more sensitive to the variable of travel zone as shown by the larger negative parameter.. In general, most variables show the expected sign (i.e. negative impact on utilities for travel time, travel cost and travel zone) at a significance level of 90% or higher which suggests that passengers' utility is expected to be higher with lower travel time, travel cost and/or travel zone. The other generic variables, including weekday trip, peak hour trip and commuter trip have a positive effect on the passengers' travel utility but the peak hour trip in segment 4 has a negative impact on the passengers in this segment. Taken together, this suggests that most passengers' utility is expected to increase if passengers are high frequency users who travel during peak period on weekdays.
The remaining explanatory variables are alternative specific to the alternatives. The '9 journey trip' has different and significant positive coefficients for each alternative across the different segments. The results show this variable has a larger impact on passengers who select a direct travel alternative (i.e. bus and/or train only trip). This suggests that passengers who are eligible for a 9 journey discount tend to travel without transfers. In terms of the public transport service variable, the public transport service variable assured as feeder bus stop density does have the expected impact with a significant and positive effect on bus-train passengers. This variable also has the greatest impact on passengers in segment 1: the characteristics of the segmentation analysis is considered next. For the segmentation analysis, a set of the socioeconomic characteristics is used to categorize passengers into four segments. The possible segments groups are defined by comparing each segment's socioeconomic characteristics to the base segment.
Segment 4 is selected as the base segment because it has the smallest membership size. A detailed passenger segmentation analysis is introduced in next section (section 5.3). Table 3 includes the estimation results for the preferred four-segment NL model, including showing the individual characteristics in the segment membership function. Segment 4 is chosen as the base because of its small membership size (9% only) and where all of the membership coefficients are normalized to zero. The estimates for all other segments are interpreted relative to segment 4. Segment 1 is the largest segment with 39% of passengers. Passengers in segment 1 are more sensitive to travel costs as compared with passengers in the other segments; the larger alternative coefficient (alternative specific constants) suggests that, relatively speaking, they prefer travel with an interchange, i.e. inter-transfer (i.e. bus-train), and/or intra-transfer (bus-bus). The individual profile of segment 1 members suggest workers with fixed times of work because their utility increases if they are commuters and travel in the peak periods on weekdays. Segment 1 passengers are younger than the older reference membership of segment 4 (age of over 65) and have the highest coefficient of employment rate. Members of segment 1 tend to reside in the regions with the highest population density and show the strongest preference, relative to segment 4 for the use of public transport as a mode of travel. Segment 1 members show the highest sensitivity to feeder bus as there is a strong preference for travel alternatives using the train (both direct and transfer trips).
Passenger segmentation analysis
The passengers in segment 2 (35% of the total passengers) prefer to commute using a direct service, especially a direct bus service. Segment 2 passengers are very sensitive to travel distance (travel zone) but not to travel time. The results provide evidence that most passengers in this segment might be low-income students who do not own cars, because this segment has the lowest coefficient of older people (age < 65 years old), lowest car ownership, the most negative income and the highest coefficient of student residents, across the four segments.
Segment 3 consists of time-sensitive passengers who prefer to use the bus whether or not a transfer is needed. In this segment, most individuals have higher incomes and own more than two cars. The resident regions for segment 3 are low population density regions with lowest percentage of students relative to segment 4. These residents tend not to use public transport as their main transport mode. Passengers in segment 3 are relatively wealthy compared to all other segments.
Segment 4 comprises the smallest percentage of passengers (9%) who live in the low population density areas. Segment 4 passengers are sensitive to travel costs and prefer to use a direct service, especially a direct bus service. The passengers in this segment might be elderly residents who tend to travel in off-peak periods. In other words, passengers in segment 4 tend to be senior passengers. Table 4 summarises the characteristics of each segment and labels the possible groups as employees, students, wealthier people and seniors. Compared to all other segments, segment 1 has the highest employment rate, thus segment 1 has been identified as the "employee" group. This study uses the most outstanding characteristic(s) in socio economic characteristics to identify possible groups for each segment. The same rule applies for other segments. Therefore, segments 2/3/4 areidentified as "student"/"wealthier people"/"senior" because of the high percentage of students attending school/high income and high car ownership level/elderly people. Table 5 lists the alternative share of each segment. This reflects the discussion above with the employee segment preferring interchange alternatives (more than 50%), the student and senior segments preferring direct travel alternatives and the wealthier people segment showing more equal preference for both direct and trips requiring a transfer. Employee segment, in particular, prefer inter mode transfer (e.g., bus to train or vice versa). 
Transfer policies
In SEQ, this zone based system omits the impact of interchange on the network effect. Currently, a quarter of the trips identified in the Go-card data are transfer trips. An early study (Thompson, 1977) analysed the benefits of the network effect in a public transport system and concluded that good design for a network based on interchange can attract more passengers than a network design with a radial system and this has been shown to be the case in cities such as Zurich, Switzerland. From a policy point of view, this section looks at two possible policies to enhance interchange: first providing fare discounts to transfer trips and second, increasing the density of feeder bus stops thereby improving service quality of bus services to train stations.. There are two types of possible transfer fare discount policies: the first would give a discount to all transfer trips and the second would give a discount to inter-modal transfer trips only (i.e. train-bus and bus-ferry). Figures 5 and 6 show the simulation results for segment 1, the employee segment for these two policy options. Various increases in levels of fare discounts are simulated; holding all other factors constant. In Figure 5 , a fare discount is provided to every transfer trip, all transfer related alternatives increase their share and direct trips will decrease in share, as expected. If we provide a discount only to inter-mode transfer trips (Figure 6 ), the number of train-bus passengers will almost double because of the free transfer. This inter-modal transfer trip increase is mainly coming from busbus passengers with all other travel alternatives only showings light changes. The conclusions is that for these two fare discount policies, the simulation results confirm that the effect would be to encourage transfers and this may enhance the network effect for the public transport system in SEQ. However, providing transfer fare discounts to all transport modes will, as expected, bring larger network effects as compared to providing a transfer discount to intermode transfers only. All other segments show the same transfer shifting patterns but with different alternative shares. Figure 5 Alternative share changes in various decreasing levels of fare discounts on all transfer trips for Segment 1 Figure 6 Alternative share changes in various decreasing levels of fare discounts on inter-mode transfer trips for Segment 1
A second policy option is to improve the accessibility of trains by enhancing the feeder bus services. The simulation for this increases the density of feeder bus stops within the catchment area of train stations in order to improve intermodal integration. Taking the employee segment again as an example, the simulation results in Figure 7 suggest that inter-mode transfers, especially for bus-train, would increase significantly and would shift from both bus only and bus-bus alternatives. A similar pattern can be found for the wealthier people segment, segment 3. Figure 8 shows the impact for the segment 2, the typical student segment, and a similar pattern emerges for the seniors segment (not shown). As might be expected, an increase in the density of feeder bus stops increases the bus-train share but this is a shift from the train only alternative. For the student and senior segments, their move from direct to a transfer trip could be consistent with taking a feeder bus to a train station, rather than being given a lift or driving themselves. Again this is a policy that would appear to increase the network effect. Figure 7 Alternative share changes in various increasing levels of density of feeder bus stops for the employee segment (segment 1) Figure 8 Alternative share changes in various increasing levels in density of feeder bus stops for the student segment (segment 2)
Conclusions
This paper explores the interchange behaviour of passengers and has categorized passengers into different groups by modelling passenger travel behaviour in SEQ, Australia. The data used to investigate transfer behaviour were obtained from Go-card smart card transaction data in SEQ together with socioeconomic data from the census. The modelling results identified passengers' heterogeneous preferences towards travel alternatives with markedly different market segments. The modelling results show that at 90 % level of confidence (or better) the relative utility associated with each alternative was significant influenced by trip characteristics and the public transport service level, with individual social demographic characteristics in the segment membership function. The empirical results identified passengers categorised into four segments of employees, students, wealthier people and seniors. The findings suggest that public transport network effects are most important to the employee segment with student and senior segments being more likely to choose direct alternatives over alternatives involving interchange. This paper contributes to the literature by identifying the transfer effects for different groups of people. The modelling approach, using latent class NL modelling, provides information as to how different levels influence utility is influenced by the selection of different public transport travel options. This allows a better understanding of the passenger market and what modes of public transport passengers actually prefer. In order to enhance the public transport network effect, some two policies to encourage transfers by passengers are investigated using simulations. The results show that the network effect for the SEQ public transport system can be improved by providing fare discounts to trips requiring transfer and increasing accessibility to train stations.
Future research will focus on the investigation of other potential determinants influencing different areas, including the role of public transport network design, and/or mode service levels (e.g., bus service frequency, service coverage, etc.). Further segmentation of the peak/off-peak time periods will also be considered as a way of improving model fit and interpreting fare policies. A further consideration might be to consider a distance based fare system as opposed to the current zonal system which would provide insights into the financial effects of public transport fare policies. Finally, underpinning the modelling is that passengers are public transport captive and have access to the public mode options, bus, train and ferry in this study. This is a limitation of the smart card data which does not include private vehicle use. This assumption may or may not be true in practice, and an area for future research would be to build transport by car into the modelling as a possible alternative for passengers, to see how the market share might change.
