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A REFINED STUDY OF MAZUR’S EISENSTEIN THEORY
JUN WANG
Abstract. We apply the methods of Fukaya, Kato and Sharifi to refine Mazur’s study of the Eisenstein ideal. Given
prime numbers N and p ≥ 5 such that p | ϕ(N), we study the quotient of the cohomology group of modular curve
X0(N) by the square of the Eisenstein ideal. We study two invariants b, c attached to this quotient and compute c.
We propose a conjecture about the invariant b which relates the structure of the ray class group of conductor N to the
modular symbols of X0(N). Assuming this conjecture, We compute the invariant b.
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1. Introduction
In Mazur’s seminal work [4], he gave a description of the Eisenstein quotient of the e´tale cohomology group of
modular curve of prime level. In this paper, we use the methods of Fukaya, Kato and Sharifi to study the quotient of
this cohomology group by the square of the Eisenstein ideal.
1.1. Motivations. Let N be a prime and let p ≥ 5 such that p | (N − 1). let h be the p-adic Hecke algebra acting
on the cohomology of e´tale cohomology group of modular curve X0(N), let I be the Eisenstein ideal. In [4], Mazur
proved the following theorem:
Theorem 1.1 (Mazur). There is a direct sum decomposition of Gal(Q/Q)-modules H/IH = H+/IH+ ⊕H−/IH−,
where H = H1
e´t
(X0(N)/Q¯,Zp), H
± denote the eigenspaces for complex conjugation.
One natural question is: what can we say about the h[Gal(Q/Q)]-module H/I2H? Let K = Q(ζq), where q is the
highest power of p dividing N − 1. Viewing H/I2H as representation of Gal(Q/K), we have following four group
homomorphisms:
(1) a : Gal(Q/K)→ Auth(H
−/I2H−),
(2) b : Gal(Q/K)→ Homh(H
+/I2H+, H−/I2H−),
(3) c : Gal(Q/K)→ Homh(H
−/I2H−, H+/I2H+),
(4) d : Gal(Q/K)→ Auth(H
+/I2H+).
One can prove that the homomorphisms a and d cut out a field extension F0, the homomorphism b cuts out a field
F−1, and the homomorphism c cuts out a field F1, where Fi means that the group Gal(Q(ζq)/Q) acts on Gal(Fi/K)
via χip.
Let U = F×N/(F
×
N )
q. Using global class field theory and Galois cohomology, we have the following canonical
isomorphisms of abelian groups:
(1) Gal(F0/K) ∼= U ,
(2) Gal(F1/K) ∼= µq,
(3) Gal(F−1/K) ∼= U
⊗2 ⊗ µ−1q ,
where µ−1q = Hom(µq,Z/qZ). The Fi are class fields, and all of them are totally tamely ramified at N over K.
Remark 1.2. We identify Gal(F−1/K) with H
2(Z[ 1p , ζN ],Zp(2))G, where G = Gal(Q(ζN )/Q). The isomorphism (3) is
from this identification, for the details, one can see Proposition 6.7.
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In [4], Mazur uses modular symbols to construct a canonical winding isomorphism:
e : I/I2
∼
−→ H−/IH− ⊗ µq
∼
−→ U.
We know that the images of a, d are both in 1 + I/I2. Identifying 1 + I/I2 with I/I2, we may view a and d as
homomorphisms:
(1) a : U → I/I2,
(2) d : U → I/I2.
Using the winding homomorphism e, we get maps I/I2 → I/I2 that are multiplication by an integer in Z/qZ.
We use a˜ and d˜ to denote these two numbers. The invariants a˜ and d˜ have been already computed by B. Mazur, F.
Calegari, R. Sharifi and W. Stein in the unpublished manuscript [6], and their results are a˜ = −1, d˜ = 1.
For the homomorphisms b and c, we need a more careful analysis. We carefully choose an isomorphism H+/IH+ ∼=
Z/qZ: see Remark 3.6. For H−/IH−, we can identify it with I/I2 ⊗ µ−1q using e.
It is easy to see that the image of b ∈ Homh(H
+/IH+, IH−/I2H−), the image of c ∈ Homh(H
−/IH−, IH+/I2H+).
Since
(1) Homh(H
+/IH+, IH−/I2H−) ∼= IH−/I2H− ∼= I2/I3 ⊗ µ−1q ,
(2) Homh(H
−/IH−, IH+/I2H+) ∼= Homh(I/I
2 ⊗ µ−1q , I/I
2) ∼= µq,
we can rewrite b and c as follows:
(1) b : Gal(F−1/K) ∼= H
2(Z[ 1p , ζN ],Zp(2))G
∼= U⊗2 ⊗ µ−1q
∼= I2/I3 ⊗ µ−1q → I
2/I3 ⊗ µ−1q ,
(2) c : Gal(F1/K) ∼= µq → µq.
Hence the homomorphisms b and c give us two integers in Z/qZ which were constructed in [6]. Let’s use b˜ and c˜
to denote them. The integers b˜ and c˜ are units in Z/qZ, which can be seen using [10], or [19]. What we want to
understand in the paper are the exact values of b˜ and c˜.
Remarks 1.3. (1) The map b is a map from class group Gal(F−1/K) to IH
−/I2H−. Note that IH−/I2H− can
be described explicitly by modular symbols, so the map b provides an explicit presentation of class group
Gal(F−1/K) via modular symbols. This is one of the motivations of this paper.
(2) The product b˜c˜ is related to Emmanuel Lecouturier’s higher Eisenstein elements. For the details, one can see
[9, section 6.6].
1.2. Results and the relations to the work of Fukaya, Kato and Sharifi. Our first result is:
Theorem 1.4. The invariant c˜ is 1.
Remark 1.5. Our proof follows from the method of [21, Section 9.6].
The homomorphism b has a conjectural inverse which is closely related to the work of Fukaya, Kato and Sharifi.
We give a brief introduction of their work here.
In [20], for positive integersM and prime p ≥ 5 such that p ∤M , Sharifi formulated a series of remarkable conjectures
which relate the arithmetic of cyclotomic fields to the homology of modular curves. Roughly speaking, he used cup
products of cyclotomic units to define two maps:
(1) ̟0Mr : H1(X1(Mr), C˜∞,Zp)
+ → H2(Z[ 1Np , ζMr ],Zp(2))
+, ̟Mr : H1(X1(Mr),Zp)
+ → H2(Z[ 1p , ζMr ],Zp(2))
+,
where Mr := Mp
r(r ≥ 0), C˜∞ is the set of cusps of X1(Mr) that do not lie above the 0-cusp of X0(Mr). The map
̟0Mr takes the adjusted Manin symbol [u, v]
∗ (Definition 6.9) to the cup product (1− ζuMr , 1− ζ
v
Mr
).
The first conjecture Sharifi made is:
Conjecture 1.6 (Sharifi). (Eisenstein quotient conjecture) Let I∞ be the ideal of the modular Hecke algebra generated
by Tl − 1− 〈l〉l for l ∤Mr, and Tq − 1 for q |Mr, and let I∞ be the image of I∞ in the cuspidal Hecke algebra. Then
̟0Mr , ̟Mr induce maps:
̟0Mr : H1(X1(Mr), C˜∞,Zp)
+/I∞ → H
2(Z[ 1Mp , ζMr ],Zp(2))
+,
̟Mr : H1(X1(Mr),Zp)
+/I∞ → H
2(Z[ 1p , ζMr ],Zp(2))
+.
Remark 1.7. In [21], Fukaya and Kato proved these conjectures for the modular curve X1(Mr) when r 6= 0. For
modular curves with levels not divisible by p, the conjecture is still open.
Now let’s fix an even character
θ : (Z/NpZ)× → Qp
×
,
and let ω be the teichmu¨ller character. Under the following assumptions:
3Assumption 1. (1) p ∤ ϕ(M) and r > 0.
(2) θ is primitive.
(3) If the restriction of θω−1 to (Z/pZ)× ⊂ (Z/MpZ)× is trivial, then the restriction θω−1|(Z/MZ)× satisfies
θω−1(p) 6= 1.
(4) In the case M = 1, θ 6= ω2.
Sharifi constructed a map
Υθ : H
2(Z[ 1p , ζMr ],Zp(2))θ → H1(X1(Mr),Zp)θ/I∞
and he made another conjecture:
Conjecture 1.8. The map ̟θ and Υθ are inverse to each other.
Remark 1.9. This conjecture has been proved by Fukaya and Kato under certain assumptions. For the details, one
can see [21].
In our setting, we propose a new conjecture that is analogous to Conjecture 1.8.
Conjecture 1.10. The following two maps are inverse to each other.
b : H2(Z[ 1p , ζN ],Zp(2))G → H1(X1(N),Zp)∆/I∞,
̟N,G : H1(X1(N),Zp)∆/I∞ → H
2(Z[ 1p , ζN ],Zp(2))G.
Here ∆ is the automorphism group generated by diamond operators.
Remarks 1.11. Our setting is different from the setting in [20] in the following ways:
(1) The level N is not divisible by p. Moreover, N ≡ 1 mod p.
(2) Our tame character is the trivial character since we are essentially considering the modular curve X0(N).
(3) In the work of Fukaya, Kato and Sharifi, their H2(Z[ 1p , ζMr ],Zp(2))θ is related to unramified extension of
cyclotomic field. In our case, H2(Z[ 1p , ζN ],Zp(2))G is related to the tame ramified extension F−1/K.
Using Mazur’s results and duality, we can relates the homology of X1(N) with the cohomology of X0(N). Our
result for b˜ is:
Theorem 1.12. Assume Conjecture 1.6 for X1(N) and Conjecture 1.10, the invariant b˜ is 1.
In Sections 2 and 3, we review Mazur’s work on X0(N). In Section 4, we define the extension classes that we are
interested in. In Section 5 and 6, we investigate these classes carefully.
Notation 1.13. Let N ≥ 5 and p ≥ 5 be prime numbers such that N ≡ 1 mod p. We fix an embedding Q → C and
an embedding Q→ Qp.
For n ≥ 1, let ζn = e
2pii
n ∈ Q ⊂ C and ζ+n = ζn + ζ
−1
n .
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2. Mazur’s results on the homology of X0(N)
For general theory of modular curves, see [11], [18], [3], [17], [15].
Definition 2.1. Let Y1(N) be the Z[1/N ]-scheme that represents the functor taking a Z[1/N ]-scheme S to the set
of pairs (E,α), where E is a elliptic curve over S and α is a closed immersion Z/NZ → E of S-group schemes. Let
Y1(N) := Y1(N)⊗Q. Let X1(N) be the Z[1/N ]-scheme representing the functor taking a Z[1/N ]-scheme S to the set
of pairs (E,α), where E is a generalized elliptic curve over S and α is a closed immersion Z/NZ → Ereg of S-group
schemes. Here Ereg denotes the smooth locus of E/S. Let X1(N) := X1(N)⊗Q.
Definition 2.2. Let Y0(N) be the coarse moduli scheme over Z[
1
N ] classifying the pairs (E,C), where E is a elliptic
curve over a Z[ 1N ]-scheme S and C ⊂ E[N ] is a finite flat group scheme of order N that is locally free and of rank
N . Let Y0(N) := Y0(N)⊗Q. Let X0(N) be the coarse moduli scheme over Z[
1
N ] classifying generalized elliptic curves
together with a locally free subgroup scheme of order N in place of α in Definition 2.1. Let X0(N) := X0(N)⊗Q.
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Let h0(N) be the subring of EndZp(H1(X0(N)(C)Zp)) generated by T (n) (n ≥ 1, n ∤ N) and the Atkin-Lehner
involution WN . Let I be the ideal of h0(N) that is generated by {T (l)− 1− l,WN + 1} for all prime l 6= N .
Let H1 := H1(X0(N)(C),Zp). Let H
±
1 be the eigensubspaces of complex conjugation.
Definition 2.3. Let
e+ : I → H+1
be the h0(N)-morphism such that
x 7→ x{0,∞}DM ,
where {0,∞}DM is the image of {0,∞} under the Drinfeld-Manin splitting map:
H1(X0(N)(C), cusps,Qp)→ H1(X0(N)(C),Qp).
We call this map the winding homomorphism.
Remark 2.4. These maps are well defined since
IH1(Y0(N)(C), cusps,Zp) ⊂ H1(X0(N)(C),Zp).
Definition 2.5 (Shimura subgroup). The Shimura covering is the maximal unramified subcover intermediate to
X1(N) → X0(N) whose covering group is the unique quotient group of (Z/NZ)
×/{±1}. From the natural map
X1(N) → X0(N), we obtain a Picard morphism Jac(X0(N)) → Jac(X1(N)). We define the Shimura subgroup Σ to
be the kernel of this map on Q-points.
In [6], Mazur proved the following theorem about the structure of the Hecke algebra and the winding homomorphism.
Theorem 2.6 (Mazur). (1) There is an isomorphism:
h0(N)/I → Zp/(ξ),
T (l) 7→ 1 + l,
where ξ = N−112 .
(2) There is a canonical isomorphism
φ : (Z/NZ)× ⊗ Zp → H
+
1 /IH
+
1 ,
which identifies H+1 /IH
+
1 with the Galois group of q-subcover of the Shimura covering.
(3) Let a and b be coprime integers with b relatively prime to N . Let b¯ denote the image of b in (Z/NZ)×. Let
Φ(a/b) ∈ H+/IH+ denote the image of the modular symbol {0, a/b} in H+1 /IH
+
1 . Then
Φ(a/b) = φ(b¯−1).
(4) Let P be the ideal (p, I) of h0(N), the winding homomorphism e
+ : IP → H
+
1,P is an isomorphism of Hecke
modules.
(5) Let ηl = 1 + l − T (l) and e˜
+ : I/I2 → H+1 /IH
+
1 be the homomorphism induced from e
+. Then:
e˜+(ηl) = (l − 1)φ(l¯),
where l is any prime number different from N .
(6) The Hecke algebra h0(N)P is Gorenstein.
3. Structure of cohomology groups modulo Eisenstein ideal
In this section, we state the results about the structure of cohomology groups modulo Eisenstein ideal, the proofs
are just in the same way as in [21, Section 6].
Notation 3.1. Let H1(X) = H1e´t(X0(N)) and H
1(Y ) = H1e´t(Y0(N)).
Remark 3.2. We have an isomorphism from Poincare´ duality
H1(X)(1) ∼= H1(X0(N),Zp),
which respects complex conjugation. We use these isomorphisms to transfer from homology groups to cohomology
groups.
Via duality, we have the following exact sequence of h0(N)[Gal(Q/Q)]-modules:
(2) 0→ H1(X)(1)→ H1(Y )(1)→ Zp → 0,
Lemma 3.3. We have
H1(Y )DM,P/H
1(X)P ∼= h0(N)/I
5Proof. It is easy to see that H1(Y )DM,P/H
1(X)P is generated by the image of {0,∞}DM,P. The isomorphism
H1(Y )DM,P/H
1(X)P ∼= h0(N)/I
follows from the fact that (0)− (∞) has order ξ. 
Definition 3.4. We define a Zp-linear map fromH
1(X)/IH1(X) to Zp/(ξ) as follows. Since ξ{0,∞}DM,P ∈ H
1(X)P,
we get a map f :
H1(X)P
f
−→ Zp/ξZp
x 7→ (x,WN ξ{0,∞}DM,P),
where (, ) is the cup product of e´tale cohomology group. Since h0(N)/I ∼= Zp/ξZp, the above map factors through
H1(X)/IH1(X).
Theorem 3.5 (Fukaya, Kato). We have an exact sequence of h0(N)[Gal(Q/Q)]-modules:
(3) 0→ H1(X)−/IH1(X)− → H1(X)/IH1(X)
f
−→ Zp/ξ → 0
satisfying the following condition:
(1) The action of Gal(Q/Q) on H1(X)−/IH1(X)− is given by κ−1, where κ is the cyclotomic character.
(2) The action of Gal(Q/Q) on Zp/ξ is trivial.
Proof. The proof can be found in [21, Section 6]. 
Remark 3.6. By Theorem 3.5 and multiplicity one theorem, we have an isomorphism:
H1(X)+/IH1(X)+ ∼= Zp/ξZp.
we call the element of H1(X)+/IH1(X)+ corresponding to 1 ∈ Zp/ξZp the canonical generator.
In fact, Mazur proved a stronger result.
Theorem 3.7 (Mazur). The exact sequence
(4) 0→ H1(X)−/IH1(X)− → H1(X)/IH1(X)
f
−→ H1(X)+/IH1(X)+ → 0,
of Galois modules splits. The map
H1(X)+/IH1(X)+ → Coker(H1(X1(N))→ H
1(X))
is an isomorphism, which gives a splitting of (4).
Proof. See [4, Section 16]. 
Remark 3.8. In fact, Mazur proved that there is a decomposition of the I-torsion on the Jacobian:
Jac(X0(N))P(I) = Σp ⊕ Cp,
where Σp is the p-part of the Shimura subgroup Σ and Cp is the p-part of the cuspidal subgroup. Via the duality
between the e´tale cohomology group and the Picard group, we have
H1(X)−/IH1(X)− ∼= Hom(Σ,Qp/Zp),
H1(X)+/IH1(X)+ ∼= Hom(C,Qp/Zp),
4. Extension classes
In this section, we construct the extension classes we are interested in and compute the corresponding invariants.
The construction of such extension classes has been considered in [6]; we revisit it in this section.
Let q = pf be the highest p power dividing N − 1, and let K = Q(ζq). Let U = F
×
N/(F
×
N )
q.
We set up the following notation.
Notation 4.1. Let
P = H1(X)−/IH1(X)−, Q = H1(X)+/IH1(X)+,
We want to consider the following exact sequence:
(5) 0→ H1(X)/IH1(X)⊗ I/I2 → H1(X)/I2H1(X)→ H1(X)/IH1(X)→ 0.
By pushout and pullback, we get the following exact sequences:
(A) 0→ Q⊗ I/I2 →?→ Q→ 0,
(B) 0→ P ⊗ I/I2 →?→ Q→ 0,
(C) 0→ Q⊗ I/I2 →?→ P → 0,
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(D) 0→ P ⊗ I/I2 →?→ P → 0.
Notation 4.2. Let a ∈ H1(Z[ 1Np ], I/I
2) correspond to the exact sequence (A), b ∈ H1(Z[ 1Np ], P ⊗ I/I
2) correspond
to the exact sequence (B), c ∈ H1(Z[ 1Np ], P
−1 ⊗ I/I2) correspond to the exact sequence (C), and d ∈ H1(Z[ 1Np ], I/I
2)
correspond to the exact sequence (D).
Definition 4.3. Let
(1) χa ∈ H
1(Z[1/Np, ζq], I/I
2)Gal(K/Q) be the image of a,
(2) χb ∈ H
1(Z[1/Np, ζq], P ⊗ I/I
2)Gal(K/Q) be the image of b,
(3) χc ∈ H
1(Z[1/Np, ζq], P
−1 ⊗ I/I2)Gal(K/Q) be the image of c,
(4) χd ∈ H
1(Z[1/Np, ζq], I/I
2)Gal(K/Q) be the image of d.
Proposition 4.4. For k = 1,−1, 0, there exists a unique field extension Fk/K that is Galois over Q, satisfying the
following conditions:
(1) Gal(K/Q) acts on Gal(Fk/K) via κ
k, where κ is the mod q cyclotomic character,
(2) Gal(Fk/K) ∼= Z/qZ,
(3) Fk/K is unramified outside p and N ,
(4) Fk/K is totally tamely ramified at N ,
(5) F0 is the unique q-subextension of K(ζN )/K,
(6) F1 is peu ramifie´e at p over K and equals K(N
1/q),
(7) F−1/K splits completely at p.
Proof. See [10, Lemma 3.9, Proposition 5.4]. 
Notation 4.5. We use Gk to denote Gal(Fk/K).
By Proposition 4.4, we know that χa, χd ∈ Hom(G0, I/I
2), χb ∈ Hom(G−1, P ⊗ I/I
2), χc ∈ Hom(G1, P
−1 ⊗ I/I2).
Lemma 4.6. There are canonical isomorphisms:
(1) G0 ∼= U ,
(2) G1 ∼= µq,
(3) G−1 ∼= U
⊗2 ⊗ µ−1q .
Proof. (1) We have Gal(K(ζN )/K) ∼= F
×
N , so G0
∼= F×N/(F
×
N)
q = U .
(2) For G1, we have the Kummer map
G1 → µq, σ 7→
σ(N
1
q )
N
1
q
,
which gives the canonical isomorphism G1 ∼= µq.
(3) For the isomorphism
G−1 ∼= U
⊗2 ⊗ µ−1q ,
see Remark 6.8.

Definition 4.7. By the winding isomorphism, I/I2 is identified with U . By (5) of Theorem 2.6 and Poincare´ duality,
P is identified with I/I2 ⊗ µ−1q . Hence by Lemma (4.6), χa, χd are characters from U to U , χb is a character from
U⊗2⊗ µ−1q to U
⊗2⊗ µ−1q , χc is a character from µq to µq. So, we have four integers attached to χa, χb, χc, χd, and we
use a˜, b˜, c˜, d˜ to denote the invariants.
The invariants a˜ and d˜ have been already computed in [6]. We review their argument here.
Fixing a basis e+, e− of H
1(X)+P/I
2 ⊕H1(X)−P/I
2, one can write the representation as follows:
ρ(σ) =
(
1 +A(σ) B(σ)
C(σ) κ−1(σ)(1 +D(σ))
)
for σ ∈ Gal(Q/Q), where A,B,C,D : Gal(Q/Q)→ I/I2 are homomorphisms, and κ is the p-adic cyclotomic character.
Proposition 4.8. For a prime l 6≡ 1 mod q, l ∤ N , we have
1 +A(Frob−1l ) = 1 +
ηl
l − 1
,
where ηl = 1 + l − T (l).
7Proof. From the representation ρ, we know that 1 +A(Frob−1l ) is the root of t
2 − T (l)t+ l = 0 mod I2 which equal
to 1 modulo I. We claim that
1 +A(Frob−1l ) ≡ 1 +
ηl
l − 1
mod I2.
This is seen via the following string of equalities:(
1 +
ηl
l − 1
)2
− (1 + l − ηl)
(
1 +
ηl
l − 1
)
+ l =
(
1 +
ηl
l − 1
)(
ηl
l − 1
+ ηl − l
)
+ l
=
(
1 +
ηl
l − 1
)(
l
l − 1
ηl − l
)
+ l
= l
(
ηl
l − 1
+ 1
)(
ηl
l − 1
− 1
)
+ l
= l
((
ηl
l − 1
)2
− 1
)
+ l
≡ 0 mod I2

Theorem 4.9 (Calegari-Mazur-Sharifi-Stein). We have a˜ = −d˜ = −1.
Proof. Since
1 +A(Frob−1l ) + κ
−1(Frob−1l )(1 +D(Frob
−1
l )) = T (l) = 1 + l − ηl,
and
1 +A(Frob−1l ) ≡ 1 +
ηl
l − 1
mod I2,
we know that
1 +D(Frob−1l ) = 1−
ηl
l − 1
.
The image of Frobl ∈ U is l, so χa maps l
−1 ∈ U to 1l−1ηl ∈ I/I
2. Via the winding isomorphism, ηl maps to l
l−1 ∈ U .
Thus, the composite maps l−1 to l, which means that a˜ = −1.
As for χd, it maps l
−1 ∈ U to − 1l−1ηl ∈ I/I
2. Via the winding isomorphism, − 1l−1ηl maps to l
−1 ∈ U . The
composite then maps l−1 to l−1, which means that d˜ = 1.

5. The invariant c˜
In this section, we use the method developed by Fukaya and Kato in [21, Section 9.6.3] to compute the invariant c˜.
Recall that the invariant c˜ (resp. cocycle c) is from the following extension class:
(6) 0→
I
I2
⊗
H1(X)+
IH1(X)+
→
IH1(X)+
I2H1(X)+
⊕
H1(X)−
IH1(X)−
→
H1(X)−
IH1(X)−
→ 0
In this section, we will relate the sequence (6) to another sequence that arises from the cupsidal extension.
We are interested in the following exact sequence:
(7) 0→
H1(Y )+DM
IH1(Y )+DM
→
H1(Y )DM
IH1(Y )DM
→
H1(Y )−DM
IH1(Y )−DM
→ 0.
Since there is a canonical generator {0,∞}DM of
H1(Y )−
DM
IH1(Y )−
DM
and H1(Y )+DM,P = H
1(X)+DM,P, the sequence (7) gives
an element c′ in H1(Z[1/Np], Q(1)) ∼= H1(Z[1/Np], µq).
Proposition 5.1. We have c = c′ in H1(Z[1/Np], µq).
Proof. Since IH1(Y )−DM,P = H(X)
−
P, we can rewrite sequence (6) as follows:
0→
I
I2
⊗
H1(X)+
IH1(X)+
→
IH1(X)+
I2H1(X)+
⊕
IH1(Y )−DM
I2H1(Y )−DM
→
IH1(Y )−DM
I2H1(Y )−DM
→ 0.
Since I is a principal ideal in the Eisenstein component and H1(Y )−DM,P/H
1(X)−P
∼= h/I ∼= I/I2, choosing a generator
η ∈ I/I2, we get the isomorphisms H
1(X)+
IH1(X)+
∼= II2 ⊗
H1(X)+
IH1(X)+ and
H1(Y )−
DM
IH1(Y )−
DM
∼=
IH1(Y )−
DM
I2H1(Y )−
DM
. By doing this, we identify
two exact sequences. Although the identification depends on the choice of the generator, the extension class does not
change. 
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So, in order to compute c or c˜, it suffices to compute the extension class obtained from (7). We need to make some
preparations.
Let J be the Jacobian variety of X0(N), and let GJ be the generalized Jacobian variety of X0(N) with respect to
the cusps of X0(N). For the general properties of Jacobians and generalized Jacobians of algebraic curves, one can
see [16, Section 3]. We have the following exact sequence:
(8) 0→ T → GJ → J → 0,
where T := Ker(GJ → J), and we have a canonical isomorphism T ∼= Coker(Gm → Gm ×Gm).
Note that we have the following duality between e´tale cohomology groups and generalized Jacobians
H1(Y ) ∼= GJ [p∞]∧, H1(X) ∼= J [p∞]∧.
where ∧ is Qp/Zp-dual. By this duality, the sequence
0→ T → GJ → J → 0
is dual to
0→ H1(X)→ H1(Y )→ Zp → 0.
Taking the q-kernel of the first of the above two sequences, we have the following exact sequence:
(9) 0→ T [q]→ GJ [q]→ J [q]→ 0
The exactness of above sequence is from the exactness of the following sequence:
(10) 0→ H1(X)/q → H1(Y )/q → Zpe/q → 0,
where e = (∞)− (0) ∈ H
1(Y )
H1(X) .
Notation 5.2. Let ξ = nm and n = vq, where (n,m) = 1. Note that
ξ
q and
1
v can be viewed as elements in (Z/qZ)
×.
To avoid ambiguity, we choose r˜, v˜ ∈ Z such that r˜ ≡ ξq ∈ Z/qZ, v˜ ≡
1
v ∈ Z/qZ.
Let D = v(0)− v(∞) ∈ J [p∞]. The following lemma is from [21, section 9.6].
Lemma 5.3. Let
H1(Y )(1)DM
H1(X)(1)
ι
−→ H1(X)(1)⊗
Qp
Zp
be the map induced by H1(Y )DM (1) → H
1(X)(1) ⊗Zp
Qp
Zp
. Then ι maps the image of v{0,∞}DM to the image of D
in H1(X)(1)⊗
Qp
Zp
.
Proof. The proof can be found in [21, Lemma 9.6.5]. For the convenience of the reader, we review the proof here.
Viewing v{0,∞} as an element in H1(Y )(1), we have qv{0,∞} = Div(h) in H1(Y )(1)/H1(X)(1) for some h ∈ O(Y )×.
This means that −qv{0,∞} ≡ [h] mod H1(X)(1), where [h] is the Kummer class of h. We can write
(11) − qv{0,∞} = [h] + x
for some x ∈ H1(X)(1). We write x as a projective system (x1, x2, . . .), where xi ∈
H1(X)(1)
piH1(X)(1) for i ∈ Z>0. Modulo q,
we have
[h] = −xf ∈
H1(Y )(1)
qH1(Y )(1)
.
From the exact sequence
0→ H1(X)(1)→ H1(Y )(1)→ Zp → 0,
we know that the map H
1(X)(1)
qH1(X)(1)
i
−→ H
1(Y )(1)
qH1(Y )(1) is injective. By [21, Lemma 9.6.4], we know that i(D) = [h] and
i(D + xf ) = xf + [h] = 0. Hence,
(12) D = −xf ∈
H1(X)(1)
qH1(X)(1)
.
Taking the Drinfeld-Manin splitting map for (11), since [h] maps to 0 and x maps to x, we have
(13) qv{0,∞}DM = −x ∈ H
1(Y )(1)DM .
Note that we have a canonical injection
H1(Y )(1)DM
H1(X)(1)
ι
−→ H1(X)(1)⊗
Qp
Zp
.
By (13), we have ι(v{0,∞}DM ) = (−x)⊗
1
q . By (12), we have (−x)⊗
1
q = D ∈ H
1(X)(1)⊗
Qp
Zp
. 
9Remark 5.4. The map ι maps {0,∞}DM to v˜D ∈ J [q].
Lemma 5.5. The map
(−,WNξ{0,∞}DM) : H
1(X)→ Zp/ξZp →
1
ξZp
Zp
→֒
Qp
Zp
corresponds to the element −v˜D in J [p∞].
Proof. We identify H
1(Y )(1)DM
H1(X)(1) with J [p
∞] using the following canonical isomorphism
H1(Y )(1)DM
H1(X)(1)
ι
−→ H1(X)(1)⊗
Qp
Zp
= J [p∞].
From the pairing
H1(X)× J [p∞]→
Qp
Zp
,
we have the following pairing
H1(X)×
H1(Y )(1)DM
H1(X)(1)
→
Qp
Zp
.
Via the isomorphism
H1(Y )(1)DM
H1(X)(1)
→ J [p∞],
{0,∞}DM maps to v˜D ∈ J [q] (Remark 5.4). Note that the image of WN in h0(N)P is −1. Therefore, the map
(−,WNξ{0,∞}DM) can be restated as
H1(X)
s
−→
Qp
Zp
[q] ∼=
1
ξZp
Zp
,
where the map s corresponds to −v˜D ∈ Hom(H1(X),
Qp
Zp
[q]). Then the lemma follows. 
Corollary 5.6. Taking the
Qp
Zp
-dual of the map H1(X)→ Q = Z/qZ, we get a map
Q∧ → J [q].
Then the canonical generator of Q∧ maps to −rv˜D ∈ J [q].
Proof. For
Qp
Zp
[q], we have a canonical generator 1q . So we have a canonical isomorphism
Q∧ ∼= Z/qZ.
Note that in Lemma 5.5, we choose a generator 1ξ ∈
Qp
Zp
[q]. So the canonical generator of Q∧ maps to −rv˜D. 
Definition 5.7. In the sequence (9), pulling back by the map Z/qZ→ J [q] which takes 1 to −rv˜D, and pushing out
by the map T [q]→ µq corresponding to e, we get an extension class:
(14) 0→ µq → ?→ Z/qZ→ 0.
Remark 5.8. The extension class (7) is obtained from the sequence (10) via pullback by e, and pushout by the map
H1(X)→ Q. If we take the Pontryagin dual, it is the sequence that is obtained from the sequence (10) via pullback
by the map of Z/qZ → J [q] which maps 1 to −rv˜D and pushout by e. So the extension class (14) is negative of the
extension class given by (7). We will compute the extension class given by (14).
For the computation of the extension class given by (14), we have the following general proposition which is from
[21, Section 9.6]:
Proposition 5.9. Let C be a smooth projective curve over a field k with characteristic 0. Let Σ be a finite set of
k-rational points of C. Fix two degree 0 divisors D1 and D2 such that both of them are supported on Σ, and D1 is
order q. Starting from the following exact sequence
0→ T [q](k¯)→ GJ [q](k¯)→ J [q](k¯)→ 0,
we may pull back by the map Z/qZ → J [q]; 1 7→ D1 and push out by the map D2 : T [q] → µq to obtain an exact
sequence
(15) 0→ µq → ?→ Z/qZ→ 0.
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Let F be a rational function on C such that qD1 = (F ), and let h be a rational function on C such that div(h)−D1
is supported away from Σ. Then the extension class of (15) coincides with the Kummer class of
(
F
hq
)(−D2) :=
∏
x∈Σ
F
hq
(x)−m(x),
where D2 =
∑
x∈Σm(x) · x
Proof. We will use the following description of GJ(k¯):
GJ(k¯) = Div0Σ(C¯)/{div(f) : f ∈ K(C¯), f ≡ 1 mod Σ},
where Div0Σ(C¯) is the group of degree 0 divisors away from Σ. Choose a rational function α ∈ K(C¯) such that
F
hqαq ≡ 1 mod Σ, and let A = div(α). From the assumption, we know that
qD1 − qdiv(h)− qA = 0 ∈ GJ(k¯).
So we have D1 − div(h)−A ∈ GJ [q](k¯). Note that D1 − div(h)−A = D1 ∈ J [q](k¯), since div(h) and A are principal
divisors. Hence the extension class is given by
σ 7→ σ(D1 − div(h)−A)− (D1 − div(h)−A).
Note that D1 − div(h) is k-rational, so the extension class is the class of
σ 7→ A− σA,
which is the Kummer class of α−q. Since Fhqαq ≡ 1 mod Σ, we have
F
hq
(x) = αq(x) for all x ∈ Σ.
Hence, after pushout by D2, the extension class is given by the Kummer class of (
F
hq )(−D2). 
Theorem 5.10. The extension class c is the Kummer class of N , and the invariant c˜ equals 1.
Proof. We apply Proposition 5.9 to the case that the curve is the modular curveX0(N), and D1 = −rv˜D = −rv˜v((0)−
(∞)) and D2 = (∞) − (0). We need to find a function F such that div(F ) = −qrv˜D. Let ∆(z) ∈ S12(SL2(Z),C)
be the discriminant function and let g = (∆(Nz)∆(z) )
1
12 . we know that div(g−1) = ξ((0) − (∞)). Hence div(g
m
v
rv˜v) =
−qrv˜v((0)− (∞)). It is easy to see that mv rv˜v ≡ 1 mod q. By computation, we have
g
m
v
rv˜v(0)
g
m
v
rv˜v(∞)
= Na,
where a ≡ −1 mod q, which means that the extension class (14) is given by the Kummer class of N−1. Therefore, the
extension class (7) is given by the Kummer class of N . By the isomorphism of Lemma 4.6 (2), the invariant c˜ equals
1. 
6. The cocycle χb
Recall the cocycle χb ∈ Hom(G−1, P ⊗ I/I
2) ∼= Hom(G−1, I
2/I3⊗µ−1q ). In this section, we try to give a conjectural
inverse map to χb.
6.1. K -theory of integer rings and Galois cohomology. We will use the following theorem to identify K-groups
with e´tale cohomology groups:
Theorem 6.1. For a number field F , let S be a finite set of places containing the places above p. Then there is a
e´tale Chern character inducing an isomorhism:
K2(oF,S)⊗ Zp → H
2
e´t(oF,S ,Zp(2)).
For the proof, one can see [7].
Remark 6.2. We may identify Galois cohomology groups with e´tale cohomology groups: for the details, see [5].
Lemma 6.3. We have the following exact sequence:
0→ K2(Z[ζN ])⊗ Zp → K2(Z[ζN ,
1
N ])⊗ Zp → K1(FN )⊗ Zp → 0.
Proof. This is from the localization sequence of K-groups and the facts that
(1) K2(FN ) = 0,
(2) K1(Z[ζN ])⊗ Zp →֒ K1(Z[ζN ,
1
N ])⊗ Zp.
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Corollary 6.4. Using the Chern class maps of Theorem 6.1, we have the following exact sequence in e´tale cohomology:
0→ H2(Z[ζN ,
1
p ],Zp(2))→ H
2(Z[ζN ,
1
Np ],Zp(2))→ F
×
N ⊗ Zp → 0.
Let G = Gal(Q(ζN )/Q). We have the following lemma:
Lemma 6.5. Via the injection of Corollary 6.4, we have
H2(Z[ζN ,
1
p ],Zp(2)) = IGH
2(Z[ζN ,
1
Np ],Zp(2)).
Proof. It suffices to show that the map induced on coinvariants
H2(Z[ζN ,
1
Np ],Zp(2))G → F
×
N ⊗ Zp
from the exact sequence of Corollary 6.4 is an isomorphism. But
H2(Z[ζN ,
1
Np ],Zp(2))G
∼= H2(Z[ 1Np ],Zp(2))
by [14, Proposition 3.3.11] and
H2(Z[ 1Np ],Zp(2))
∼= K2(Z[
1
Np ])⊗ Zp = F
×
N ⊗ Zp,
so the surjection is an isomorphism by equality of orders. 
Corollary 6.6. Fix the isomorphism
IG/I
2
G → G,
g − 1 7→ g.
We have canonical isomorphisms:
H2(Z[ζN ,
1
p ],Zp(2))G
∼=
IGH
2(Z[ζN ,
1
Np ],Zp(2))
I2GH
2(Z[ζN ,
1
Np ],Zp(2))
∼= IG/I
2
G ⊗ F
×
N ⊗ Zp
∼= U⊗2.
Proposition 6.7. We have a canonical isomorphism:
H2(Z[ζN ,
1
p ],Zp(2))G
∼= G−1 ⊗ µq.
Proof. Let ∆ = Gal(Q(ζq)/Q). Since H
2(Z[ζN ,
1
p ],Zp(2))G
∼= U⊗2 ∼= Z/qZ and SpecZ[ζN ,
1
p ] has p-cohomological
dimension 2 (see [14, Proposition 8.3.18]), we know that
H2(Z[ζN ,
1
p ],Zp(2))G
∼= H2(Z[ζN ,
1
p ], µ
⊗2
q )G.
Since
H2(Z[ζN ,
1
p ], µ
⊗2
q )
∼= H2(Z[ζNq,
1
p ], µ
⊗2
q )∆
by [14, Proposition 3.3.11], we only need to understand H2(Z[ζNq,
1
p ], µ
⊗2
q )G×∆. By [14, Proposition 8.3.11], we have
the following sequence
0→ AQ(ζNq),p ⊗ Z/qZ→ H
2(Z[ 1p , ζNq], µq)→
⊕
v|p
H2(Q(ζNq)v, µq)→ Z/qZ→ 0,
where AQ(ζNq),p is ideal class group of Q(ζNq) modulo the ideal classes [p], for p|p. Taking the κ
−1-eigenquotient,
where κ is the modulo q cyclotomic character, since H2(Q(ζNq)v, µ
⊗2
q )
∼= µq and ∆ does not permute the v | p, we
have (
⊕
v|pH
2(Q(ζNq)v, µ
⊗2
q )∆ = 0. Thus, we have the following:
(AQ(ζNq),p)κ−1 ⊗ µq
∼= H2(Z[ζNq,
1
p ], µ
⊗2
q )∆.
Hence
H2(Z[ζNq,
1
p ], µ
⊗2
q )G×∆
∼= (AQ(ζNq),p)κ−1,G ⊗ µq.
Now let F/Q(ζNq) be the field extension that corresponds to (AQ(ζNp),p)κ−1 . Note that by Proposition 4.4, we have
G−1 ∼= Gal(F−1/K),
where F−1 is tamely ramified at N and split completely at the prime dividing p. Hence, F−1Q(ζNq) is unramfied over
Q(ζNq) with κ
−1-action and split completely at the primes dividing p. Then, we have F−1Q(ζNq) ⊂ F , which means
that G−1 is a quotient of (AQ(ζNq),p)κ−1,G, but they have the same size, so we have
(AQ(ζNq),p)κ−1,G
∼= G−1.

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Remark 6.8. By Corollary 6.6 and Proposition 6.7, we have a canonical isomorphism:
G−1 ∼= U
⊗2 ⊗ µ−1q .
6.2. The map from homology to Galois cohomology.
Definition 6.9 (Adjusted Manin symbol). For u, v ∈ Z/NZ with (u, v) = 1, we let
[u, v]′ =WN [u, v] =
{−d
bN
,
−c
aN
}
,
where a, b, c, d ∈ Z satisfy ad− bc = 1, u = c mod N, v = d mod N .
Let [u, v]∗ :=WN [u, v]
+ = 12 ([u, v]
′ + [u,−v]′)
Lemma 6.10. The diamond operator 〈j〉 (j ∈ F×N ) acts on [u, v]
′ as follows:
〈j〉[u, v]′ = [j−1u, j−1v]′.
Proof. We have
〈j〉[u, v]′ = 〈j〉WN [u, v] =WN 〈j〉
∗[u, v] = [j−1u, j−1v]′.

Theorem 6.11 (Manin). The relative homology group H1(X1(N), cusps,Zp)
+ has a representation as a Zp[F
×
N ]-module
with generators [u, v]∗ for u, v ∈ FN and (u, v) = (1), subject to the following relations:
(1) [u, v]∗ + [−v, u]∗ = 0,
(2) [u, v]∗ = [u, u+ v]∗ + [u+ v, v]∗,
(3) [−u,−v]∗ = [u, v]∗ = [u,−v]∗,
(4) 〈j〉[u, v]∗ = [j−1u, j−1v]∗ for j ∈ F×N .
Remark 6.12. We have the following isomorphisms via Poincare´ duality
H1(X1(N)(C),Zp) ∼= H1(X1(N)(C),Zp),
H1(Y1(N)(C),Zp) ∼= H1(X1(N)(C), cusps,Zp).
Note that these isomorphisms are not Hecke compatible, they transfer from the adjoint T (l)∗- action to the T (l)-action.
For the details, one can see [20, Proposition 3.5].
Remark 6.13. If we identify H1(X1(N)(C),Zp) (resp. H
1(Y1(N)(C),Zp)) with H
1
e´t(X1(N)) (resp. H
1
e´t(Y1(N))),
Poincare´ duality also changes the Galois action. In fact we have an isomorphism
H1e´t(X1(N))(1)
∼= H1(X1(N)(C),Zp),
which respects complex conjugation. For the details, one can see [20, Section 3.5].
Lemma 6.14. Let C˜0 denote the cusps of X1(N)(C) that lie above the 0 cusp in X0(N), and let C˜∞ denote the cusps of
X1(N)(C) that lie above the ∞ cusp in X0(N). The Manin symbols [u, v] (u 6= 0, v 6= 0) generate the relative homology
group H1(X1(N), C˜0,Zp), and Manin symbols [u, v]
′ generate the relative homology group H1(X1(N), C˜∞,Zp).
Proposition 6.15 (Sharifi). There exists a homomorphism
̟0N : H1(X1(N), C˜∞,Zp)
+ → H2(Z[ζN ,
1
Np ],Zp(2))
+.
[u, v]∗ 7→ (1 − ζuN , 1− ζ
v
N )
+.
Definition 6.16. Since H1(X1(N),Zp)
+ ⊂ H1(X1(N), C˜∞,Zp)
+, via restriction, we have the following homomor-
phism:
̟N : H1(X1(N),Zp)
+ → H2(Z[ζN ,
1
Np ],Zp(2))
+.
Definition 6.17. (Eisenstein ideal for X1(N)) Let I0 be the ideal of EndZp(H1(X1(N), C˜∞,Zp)) generated by
T (l)− l − 〈l〉, for l 6= N, and T (N)−N , and let I0 be the image of I0 in EndZp(H1(X1(N),Zp)). Let I∞ be the
ideal of EndZp(H1(X1(N), C˜∞,Zp)) generated by T (l)− 1− l〈l〉, for l 6= N, and T (N)− 1, and let I∞ be the image
of I∞ in EndZp(H1(X1(N),Zp)).
Lemma 6.18. We have I0H1(X1(N), C˜∞,Zp) ⊂ H1(X1(N),Zp).
Proof. One can check that I0 kills C˜∞. For the Hecke action on cusps, one can see [15, Section 1.2]. 
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6.3. Topological boundary and arithmetic boundary. In this section, follow the ideal in [21, Secion 5.3], we
compare the following three exact sequences:
(16) 0→ H2(Z[ 1p , ζ
+
N ],Zp(2))→ H
2(Z[ 1Np , ζ
+
N ],Zp(2))
∂
−→ H2(Q(ζ+N )N ,Zp(2))→ 0,
where Q(ζ+N )N is the completion of Q(ζ
+
N ) at the place dividing N ,
(17) 0→ K2(Z[ζ
+
N ])⊗ Zp → K2(Z[ζ
+
N ,
1
N ])⊗ Zp
∂
−→ K1(FN )⊗ Zp → 0,
(18) 0→ H1(X1(N),Zp)
+ → H1(X1(N), C˜∞,Zp)
+ ∂
′
−→
⊕0
C˜∞
Zp → 0,
where
⊕0
denotes the elements which sum to zero.
Remark 6.19. We identify sequence (16) with the sequence (17) via the e´tale chern class map.
Proposition 6.20. In sequence (16), the residue map ∂ satisfies
∂(1− ζuN , 1− ζ
v
N )
+ =
u
v
∈ F×N ⊗ Zp.
Proof. By the definition of tame symbol, we have
∂(1− ζuN , 1− ζ
v
N ) = (−1)
1− ζuN
1− ζvN
≡ −
u
v
∈ F×N ⊗ Zp.
Note that −1 is trivial in F×N ⊗ Zp. 
Proposition 6.21. In sequence (18), the boundary map ∂′ satisfies
∂′([u, v]∗) =
( −c
Na
)
−
(−d
Nb
)
,
where a, b, c, d ∈ Z with ad− bc = 1, and (u, v) ≡ (c, d) mod N .
Proof. It is almost immediate from the definition. 
Definition 6.22. Let s = ca be an element of Q ∪ {∞} with gcd(a, c) = 1 and N | a. We define a map t as follows:
t : Zp[C˜∞]→ F
×
N ⊗ Zp,
t(s) = c ∈ F×N ⊗ Zp.
Remark 6.23. The map t is well defined. One can check this by using [12, Proposition 3.8.3].
Proposition 6.24. The following diagram commutes:
(19)
H1(X1(N), C˜∞,Zp)
⊕0
C˜∞
Zp
K2(Z[ζ
+
N ,
1
N ])⊗ Zp F
×
N ⊗ Zp.
∂
̟0
t
∂′
Proof. Using Proposition 6.21, we know that
t(∂([u, v]∗)) =
u
v
.
And using Proposition 6.20 and the definition of ̟0N , we know that
∂′̟0N ([u, v]
∗) =
c
d
=
u
v
∈ F×N ⊗ Zp.

So we have the following proposition.
Proposition 6.25. The image of ̟N is in H
2(Z[ζN ,
1
p ],Zp(2))
+ or K2(Z[ζ
+
N ])⊗ Zp.
Proof. This is the map on kernels of the horizontal maps in the commutative diagram (19). 
Remark 6.26. By Remark 6.13, we may also view ̟ as a map:
̟N : H
1(X1(N),Zp)
−(1)→ H2(Z[ 1p , ζN ],Zp(2))
+.
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6.4. Sharifi’s conjecture. In this section, we list several conjectures related to Sharifi’s conjectures.
Conjecture 6.27 (Sharifi). The map ̟0N satisfies
̟0N (ηx) = 0
for all η ∈ I∞ and x ∈ H1(X1(N), C˜∞,Zp).
Lemma 6.28 (Busuioc, Sharifi). We have
̟0 ◦ (T (2)− 1− 2〈2〉) = 0,
̟0 ◦ (T (3)− 1− 3〈3〉) = 0.
Proof. For the proof, one can see [1, Theorem 1.2]. 
Remark 6.29. Conjecture 6.27 has been proved when the level of the modular curve is Npr (r > 0): see [21, Theorem
5.2.3]. Similar conjecture has also been considered in [9]. We will give some partial results for this conjecture in the
forthcoming paper.
Let I˜ = I∞ + IG. Then we have the following map of exact sequences which gives the relationship between the
cohomology of X1(N) and X0(N):
0
H1(X1(N),Zp)
−
I˜H1(X1(N),Zp)−
H1(X1(N),Zp)
I˜H1(X1(N),Zp)
H1(X1(N),Zp)
+
I˜H1(X1(N),Zp)+
0
0
IH1(X0(N),Zp)
−
I2H1(X0(N),Zp)−
IH1(X0(N))
−⊕H1(X0(N))
+
I2H1(X0(N))−⊕IH1(X0(N))+
H1(X0(N),Zp)
+
IH1(X0(N),Zp)+
0
π ∼= ∼=
Remark 6.30. The surjectivity of the vertical maps is from Theorem 3.7. The injectivity of the vertical maps is from
[9, Proposition 4.5].
Remark 6.31. Note that the sequence
0→
H1(X1(N),Zp)
−
I˜H1(X1(N),Zp)−
→
H1(X1(N),Zp)
I˜H1(X1(N),Zp)
→
H1(X1(N),Zp)
+
I˜H1(X1(N),Zp)+
→ 0
also gives the same extension class as b in H1(Z[ 1Np ], P ⊗ I/I
2). It gives a character
χb : G−1 →
H1(X1(N),Zp)
−
I˜H1(X1(N),Zp)−
∼=
IH1(X0(N),Zp)
−
I2H1(X0(N),Zp)−
∼= I/I2 ⊗ P.
Now, we make the following conjecture that is analogous to Conjecture 1.8 in the Introduction.
Conjecture 6.32. (1) The map ̟N induces an isomorphism:
H1(X1(N),Zp)
−(1)
I∞H1(X1(N),Zp)−(1)
∼=
H1(X1(N),Zp)
+
I∞H1(X1(N),Zp)+
̟
−→ H2(Z[ζ+N ,
1
p ],Zp(2)).
(2) Let ̟N,G be the map induced by ̟N on G-coinvariants. It is a map
IH1(X0(N),Zp)
−(1)
I2H1(X0(N),Zp)−(1)
→ H2(Z[ζN ,
1
p ],Zp(2))G
∼= G−1 ⊗ µq.
Twisting the coefficients, we have a map
̟N,G ⊗ µ
−1
q :
IH1(X0(N),Zp)
−
I2H1(X0(N),Zp)−
→ H2(Z[ζ+N ,
1
p ],Zp(2))G ⊗ µ
−1
q
∼= G−1.
Then
χb ◦ (̟N,G ⊗ µ
−1
q ) = (̟N,G ⊗ µ
−1
q ) ◦ χb = 1.
Lemma 6.33. In the following diagram
H1(X1(N), C˜∞,Zp)
+ H2(Z[ζ+N ,
1
Np ],Zp(2))
H1(X0(N),Zp)
+ H2(Z[ 1Np ],Zp(2)),
π
̟0N
̟0N,G
the vertical maps are both surjective. The map ̟0N,G factors through the quotient by IH1(X0(N),Zp)
+.
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Proof. The surjectivity of vertical maps is from the definitions and the fact that there are only two cusps on X0(N).
Note that π([u, v]∗) = −π(〈v〉[uv , 1]) = −[
u
v , 1] = −{0,
1
v
u
}. By Proposition 6.20, [u, v]∗ maps to uv ∈ H
2( 1Np ,Zp(2)).
So ̟0N,G maps {0,
1
v
u
} to vu . From this, we know that ̟
0
N,G = φ
−1, where φ is the map defined in Theorem 2.6. By
Theorem 2.6, we know that ̟0N,G factors through IH1(X0(N),Zp)
+. 
Remark 6.34. We also have the following commutative diagram
H1(X1(N),Zp)
+ H2(Z[ζ+N ,
1
p ],Zp(2))
IH1(X0(N),Zp)
+ H2(Z[ζ+N ,
1
p ],Zp(2))G.
π
̟N
̟N,G
However, we cannot prove that ̟N,G factors through the quotient by I
2H1(X0(N),Zp)
+.
6.5. Computation of b. In this section, assuming Conjecture 6.27 and Conjecture 6.32, we compute the invariant
b˜. Recall that in Theorem 2.6, we have a canonical isomorphism:
φ : U → H1(X0(N),Zp)
+/IH1(X0(N),Zp)
+
We identify the two groups by φ.
Lemma 6.35. For u, v ∈ F×N , the image of (l+ 〈l〉−T (l))[u, v]
∗ in
IH1(X0(N),Zp)
+
I2H1(X0(N),Zp)+
∼= I/I2⊗
H1(X0(N),Zp)
+
IH1(X0(N),Zp)+
is ηl⊗
u
v ,
where we view uv as an element in U
∼=
H1(X0(N),Zp)
+
IH1(X0(N),Zp)+
.
Proof. By definition, we have π((l+〈l〉−T (l))[u, v]∗) = ηlπ([u, v]
∗). Now, let us compute π([u, v]∗) = π(WζN ([u, v])) =
WNπ([u, v]). Using Hensel’s lemma, we have that the image of WN in h0(N)P. Hence, in H1(X0(N),Zp)
+
P, we have
π([u, v]∗) = −π(〈v〉[uv , 1]) = −[
u
v , 1]. Let x ∈ Z be a lifting of
u
v . By computation, we have [
u
v , 1] = {0,
1
x}. Using
Theorem 2.6, we have that the element −{0, 1x} corresponds to
u
v ∈ U . 
Lemma 6.36. Via ∂ ◦̟0N , [u, v]
∗ maps to uv in H
2(QN (ζN ),Zp(2)) ∼= U .
Proof. The image of̟0N([u, v]
∗) inH2(QN (ζN ),Zp(2)) is (1−ζ
u
N , 1−ζ
v
N) by definition. Via the mapH
2(QN (ζN ),Zp(2)) ∼=
U , the image of (1− ζuN , 1− ζ
v
N ) is exactly
u
v by Proposition 6.20. 
Since (l + 〈l〉 − T (l))[u, v]∗ ∈ H1(X1(N),Zp), via ̟N , it maps into
IG/I
2
G ⊗H
2(Z[ 1Np , ζN ],Zp(2))
∼= G⊗ U.
Lemma 6.37. Via ̟N , the element (l + 〈l〉 − T (l))[u, v]
∗ maps to ll−1 ⊗ uv .
Proof. Note that by definition, we have
̟N ((l + 〈l〉 − T (l))[u, v]
∗) = ̟0N ((l + 〈l〉 − T (l))[u, v]
∗).
If we assume the Eisenstein quotient conjecture for ̟0N and note that
(20) l + 〈l〉 − T (l) = (l − 1)(1− 〈l〉) mod I∞.
We have
̟0N((l + 〈l〉 − T (l))[u, v]
∗) = ̟0N((l − 1)(1− 〈l〉)[u, v]
∗) = (l − 1)(1− σ−1l )̟
0
N ([u, v]
∗).
By the isomorphism in Corollary 6.6, (l − 1)(1 − σ−1l ) maps to l
l−1 ∈ G⊗ Zp. Since ∂̟
0
N ([u, v]
∗) = uv ∈ U , we have
proved that ̟N ((l + 〈l〉 − T (l))[u, v]
∗) = ll−1 ⊗ uv . 
Theorem 6.38. Suppose that Conjecture 6.27 and Conjecture 6.32 hold. Then the invariant b˜ equals 1.
Proof. By Lemma 6.35 and Lemma 6.37, we know that
̟N,G(ηl ⊗
u
v
) = ll−1 ⊗
u
v
.
Assuming Conjecture 6.32, we know that
χb(l
l−1 ⊗
u
v
⊗ ζq) = ηl ⊗
u
v
⊗ ζq.
Since the winding isomorphism identifies ll−1 with ηl (Theorem 2.6), we know that b˜ = 1. 
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