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INTRODUCTION
This paper is concerned with the optimal realization of a fixed-point 2-D state-space digital filter with finite word length (FWL). The efficiency and performance of the filter are directly influenced by selecting its statespace filter structure. When designing a transfer function with infinite accuracy coefficients so as to meet the filter specification requirements, and implementing it by a state-space model with a finite binary representation, the coefficients in the state-space model must be truncated or rounded to fit the FWL constraints. This coefficient quantization usually alters the characteristics of the filter and may change a stable filter to an unstable one. This motivates the study of the coefficient sensitivity minimization problem. In [1] - [10] , two main classes of techniques have been proposed for constructing state-space digital filters that minimize the coefficient sensitivity, that is, L 1 /L 2 -sensitivity minimization [1] - [5] and L 2 -sensitivity minimization [6] Manuscript received June 24, 2005 . † The authors are with the Graduate School of Engineering, Hiroshima University, 1-4-1 Higashi-Hiroshima, 739-8527 Japan.
† † Dept. of Elec. and Comp. Engineering, University of Victoria, Victoria, BC, Canada V8W 3P6 a) E-mail: hinamoto@hiroshima-u.ac.jp b) E-mail: iwata@hiroshima-u.ac.jp c) E-mail: osei@hiroshima-u.ac.jp d) E-mail: ohno@hiroshima-u.ac.jp e) E-mail: wslu@ece.uvic.ca [10] . It has been argued that the sensitivity measure based on the L 2 norm is more natural and reasonable relative to that based on the L 1 /L 2 -sensitivity minimization [6] - [10] . For 2-D state-space digital filters, the L 1 /L 2 -mixed sensitivity minimization problem [11] - [15] and L 2 -sensitivity minimization problem [10] , [16] - [19] have also been investigated. However, to our best knowledge, little has been done for the minimization of L 2 -sensitivity subject to the L 2 -norm dynamic-range scaling constraints for state-space digital filters [20] , although it has been known that the use of scaling constraints can be beneficial for suppressing overflow oscillations [21] , [22] . This paper investigates the problem of minimizing an L 2 -sensitivity measure subject to L 2 -norm dynamicrange scaling constraints for a class of 2-D state-space digital filters [23] . To this end, we introduce an expression for evaluating the L 2 -sensitivity and formulate the L 2 -sensitivity minimization problem subject to the L 2 -norm dynamic-range scaling constraints. Next, the constrained optimization problem is converted into an unconstrained optimization problem by using linearalgebraic techniques. The unconstrained optimization problem is then solved using an efficient quasi-Newton algorithm [24] . A numerical example is presented to demonstrate that the proposed algorithm offers much reduced L 2 -sensitivity.
Throughout I n denotes the identity matrix of dimension n × n. The transpose (conjugate transpose) of a matrix A and trace of a square matrix A are denoted by A T (A * ) and tr[A], respectively. The ith diagonal element of a square matrix A are denoted by (A) ii .
L 2 -SENSITIVITY ANALYSIS
Consider a local state-space model (A 1 , A 2 , b, c 1 , c 2 , d ) n for a class of 2-D recursive digital filters which is stable, locally controllable and locally observable [23] x(i + 1, j + 1) A block diagram of the local state-space (LSS) model in (1) is shown in Fig. 1 . It is interesting to note that
can be viewed as a transfer function of the FornasiniMarchesini second LSS model [25] . Since H(z 1 , z 2 ) = H T (z 1 , z 2 ), the LSS model in (1) corresponds to a transposed structure of the Fornasini-Marchesini second LSS model.
Suppose that the LSS model in (1) is implemented by FWL fixed-point arithmetic with a B bit fractional representation, and is realized with coefficient matrices
where ∆A 1 , ∆A 2 , ∆b, ∆c 1 , ∆c 2 , and ∆d stand for the quantization errors of the coefficient matrices. Then, the transfer function of the FWL realization is expressed as
Let {p i } be the set of the ideal parameters of a realization and let {p i } be its FWL version wherep i = p i + ∆p i , and ∆p i indicates the corresponding parameter perturbation. If this realization has N parameters, then the first-order approximation of the Taylor series expansion yields
It is obvious that the smaller ∂H(z 1 , z 2 )/∂p i for i = 1, 2, · · · , N yields the smaller transfer-function error ∆H(z 1 , z 2 ). For a fixed-point implementation of B bits, the parameter perturbations can be considered to be independent random-variables uniformly distributed within the range [−2
. Then a measure of the transfer function error can statistically be defined by
where E(·) denotes the ensemble-average operation.
Since {∆p i } are independent random variables uniformly distributed, it follows that
where
Definition 1 : Let X be an m × n real matrix and let f (X) be a scalar complex function of X, differentiable with respect to all the entries of X. The sensitivity function of f with respect to X is defined as
where x ij denotes the (i, j)th entry of matrix X.
From (2) and Definition 1, it can easily be shown that
The term d in (2) and its sensitivity are independent of the coordinate and therefore they are neglected here.
Definition 2 : Let X(z 1 , z 2 ) be an m × n complex matrix valued function of the complex variables z 1 and z 2 . The L 2 norm of X(z 1 , z 2 ) is defined as
From (10) and Definition 2, the overall L 2 -sensitivity measure for the LSS model in (1) is evaluated by
The L 2 -sensitivity measure in (11) can be written as
Matrices M , K c and W o are the 2-D Gramians and can be derived from
with the partial ordering for integer pairs (i, j) used in [26, p.2] . We remark that in practice the infinite sums in (13) are approximated with finite sums by truncation. The number of terms that should be used in each of the finite sums depends on how fast the associated series converges which is in turn dependent upon the stability margin of the filter involved. In principle it is advisable that, as long as the available computing resources permit, sufficiently many terms should be utilized in the evaluation so that the error introduced by the truncation becomes negligible.
L 2 -SENSITIVITY MINIMIZATION
If a coordinate transformation defined by
is applied to the LSS model in (1), we obtain a new realization (A 1 , A 2 , b, c 1 , c 2 , d ) n characterized by
The coordinate transformation in (14) transforms the L 2 -sensitivity measure in (12) to
Moreover, if L 2 -norm dynamic-range scaling constraints are imposed on the local state vector x(i, j), then
is required for i = 1, 2, · · · , n. The problem considered here is as follows: Given A 1 , A 2 , b, c 1 and c 2 , obtain an n × n nonsingular matrix T which minimizes S(T ) in (16) subject to the scaling constraints in (17) . When the LSS model in (1) is assumed to be stable and locally controllable, the local controllability Gramian K c is symmetric and positive-definite [15] . This implies that K
is also symmetric and positive-definite. Defininĝ
the scaling constraints in (17) can be expressed as
The constraints in (19) is assumed to have the form
then (19) is always satisfied. From (18) , it follows that (16) is changed to
c . From the foregoing arguments, the problem of obtaining an n × n nonsingular matrix T which minimizes S(T ) in (16) subject to the scaling constraints in (17) can be converted into an unconstrained optimization problem of obtaining an n × n nonsingular matrixT which minimizes J o (T ) in (21) . Now we apply a quasi-Newton algorithm [24] to minimize J o (T ) in (21) with respect to matrixT given by (20) . Let x be the column vector that collects the variables in matrixT , that is,
is a function of x and denoted by J(x).
The proposed algorithm starts with an initial point x 0 obtained from an initial assignmentT = I n . Then, in the kth iteration a quasi-Newton algorithm updates the most recent point x k to point x k+1 as
Here, ∇J(x) is the gradient of J(x) with respect to x, and S k is a positive-definite approximation of the inverse Hessian matrix of J(x). This iteration process continues until
where ε > 0 is a prescribed tolerance. If the iteration is terminated at step k, then x k is viewed as a solution point. The implementation of (22) requires the gradient of J(x). Closed-form expressions for ∇J(x) are given below.
∂J(T
whereT pq is the matrix obtained fromT with its (p, q)th component perturbed by ∆:
where e p denotes an n×1 unit vector whose pth element equals unity. (1) for a class of 2-D digital filters be specified by In this case, the new realization ( A 1 , A 2 , b, c 1 , c 2 , d) 4 in (15) The L 2 -sensitivity measure in (16) is then minimized subject to the L 2 -scaling constraints in (17) to
NUMERICAL EXAMPLE

Let the LSS model (A
The L 2 -sensitivity performance of 30 iterations in (21) is shown in Fig. 2 , from which it is observed that the iterative algorithm converges before 30 iterations where for ε = 10 −11 , (23) was satisfied at k = 26. The simulation results of applying the technique in [27] to this example can be found in Appendix. It is noted that the most significant 10 digits of the minimum L 2 -sensitivity value S(T ) = 372.776303997204 shown in this section coincides with those of the minimum L 2 -sensitivity value S(P ) = 372.776303987459 shown in Appendix. In addition, the optimal coordinate transformation matrix T in this section, denoted as T here , which minimizes the L 2 -sensitivity measure subject to the L 2 -scaling constraints is related to the corresponding optimal matrix T in Appendix, denoted as T [27] , by T [27] is valid. For these reasons, we can conclude that the minimum L2-sensitivity value obtained by the proposed algorithm is practically identical to that of [27] .
Concerning the computational complexity of the two algorithms, the algorithm in [27] took 2762 iterations and 311.528 seconds of CPU time on the AthlonXP 2500+ with clock 1.83 GHz and memory 480 M B to converge to the solution, while the identical solution was obtained by the proposed algorithm with 26 iterations and 94.736 seconds of CPU time on the same computer.
CONCLUSION
We have investigated the problem of minimizing the L 2 -sensitivity measure subject to L 2 -norm dynamic-range scaling constraints for a class of 2-D state-space digital filters. It has been shown that the L 2 -sensitivity minimization problem subject to L 2 -norm dynamicrange scaling constraints can be converted into an unconstrained optimization problem by using linear algebraic techniques. An efficient quasi-Newton algorithm has then been applied to solve the unconstrained optimization problem. The coordinate transformation matrix obtained has allowed us to construct the optimal 2-D state-space filter structure with minimum L 2 -sensitivity and no overflow oscillations. Computer simulation results have demonstrated the effectiveness of the proposed technique.
It shoud be pointed out that the same problem was solved recently by relying on a Lagrange function [27] . The technique proposed in this paper can be viewed as an alternative mehod for soving the L 2 -sensitivity minimization problem subject to L 2 -scaling constraints. 
