In current work, a novel intelligent computational technique is adopted for searching the behaviour of the problem of buckling of nano-actuators in the presence of various nonlinear forces. In order to accomplish this aim, the governing integro-differential equation in general form is taken into account for nano-actuators, which contains various nonlinear forces as well. This generalized form for the nano-actuators is in fact a non-linear fourth-order Fredholm integro-differential boundary value problem. The boundary value problem is transformed into an equivalent problem whose boundary conditions are such that it is convenient to apply reformed version of the Chebyshev polynomials of the first kind. These Chebyshev polynomials based functions construct approximate series solution with unknown weights. The mathematical formulation of optimization problem consists of an uninspected error which is minimized through adjusting weights via interior point method. The trial approximate solution is validated by imposing tolerance constrained into optimization problem. This numerical technique enables us to overcome all kind of nonlinearities in the mentioned boundary value problem, and then to obtain an accurate solution. Thus, it can expedite the design of nano-actuators.
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Preliminaries and mathematical formulation
Consider the following generalized form of the governing problem of a nano-actuator beam, augmented to boundary conditions, and containing the influence of axial loads and other various kind of nonlinear forces [1] :
where all variables and parameters are in the nondimensional form, with u and x being deflection and the length of the beam, respectively. P and η denote the influence of axial forces, β indicates the influence of the external imposed voltage, κ denotes the influence of a dielectric layer, γ indicates capillary impact or the fringing field, ζ is an integer positive number and the concept of the parameter α depends on the value of ζ e.g. in the case of ζ = 3, α represents the van der Waals impacts, and in the case of ζ = 4, α represents the Casimir impact.
In fact, an essential and unavoidable portion of a large number of nano/micro electromechanical systems is a nano/micro actuator. The actuator contains a beam * corresponding author; e-mail: shivanian@sci.ikiu.ac.ir hung over a substratum in nano/micro mechanical actuators, or in nano/micro mechanical sensors. Electrostatic field is induced by imposing a voltage difference among the substrate and beam, and therefore, the electrostatic forces captivate the beam into the substrate [1] . Furthermore, beam and substrate play the role of a condenser, where the movement of the beam could be discerned by the capacitive alteration as a signal [2] . The nano-actuators are in the presence of various inherently nonlinear forces such as dielectric effects, fringing field effects, the van der Waals attractions, and the Casimir force [3] [4] [5] . On the other hand, the axial forces in the clamped-clamped kind of nano-actuators is consequential matter, and should be considered. The subject of a similar kind of axial forces causes an integro-differential expression to be generated in the governing equation of the nano-actuators [6] [7] [8] [9] [10] [11] [12] . As a conclusion, since the actuators are constructed in billions for chipsets as well as in thousands for sensors in the practical applications of nano-/micro-actuators then, presenting more accurate technique in order to analyze nano/micro structures including these actuators is of more interest to the researchers.
The boundary value problem (BVP) (1), (2) has been studied in some special cases. In Ref. [7] authors considered term including P . Authors of [3, 7, 8] studied the force η 1 0 du dx 2 dx. In Refs. [13, 14] , the term containing β is studied. Authors in [14] [15] [16] considered the force γ. Also, the nonlinear forces term α u 3 are considered in [4, 15] , the nonlinear forces terms α u 4 are considered in [5, 16, 17] and κ is considered in [3] .
The BVP (1), (2) in the general form has been analyzed by a modification of Adomian decomposition method (ADM), more specifically Duan-Rach Adomian decomposition method [1] . ADM and its modifications are some kinds of semi-analytical methods [18] [19] [20] . It has been suggested by many researchers that ADM is not often reliable, and it does have many shortcomings especially when it comes to the subject of convergence of the solution. According to Jiao et al. [21] , "although the series can be rapidly convergent in a very small region, it has very slow convergence rate in the wider region and the truncated series solution is an inaccurate solution in that region, which will greatly restrict the application area of the method". Moreover, the BVP (1), (2) has been analyzed by meshless method through radial basis functions, though they are often used for high-dimensional problems [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . The interested readers are also referred to [36] [37] [38] [39] for other useful techniques, which can be applied for the same problems.
In this article, we present a novel intelligent computational technique to obtain solution for non-linear fourthorder Fredholm integro-differential BVP (1), (2) . First, we transform the governing equation into an equivalent problem whose boundary conditions are [−1, 1]. Now, it is convenient to apply reformed version of the Chebyshev polynomials of the first kind. Then, we optimize the Chebyshev polynomials of the first kind to construct approximate series solution with unknown weights. Furthermore, an optimization problem is constructed [9] based on unsupervised error as objective function in the presence of a tolerance as restriction. This optimization problem is minimized by tuning weights via interior point method. This numerical based technique enables us to overcome all kind of nonlinearities in the mentioned BVP and then to obtain accurate solution. Therefore, it enables us to expedite the design of nano-actuators. Moreover, in some easy linear cases, we compare the approximate solution obtained with the exact one.
High-order derivatives of basis functions
The Chebyshev orthogonal polynomials on the interval [−1, 1] [40] are particularly useful. These polynomials do have many good characteristic in the performance of approximating functions, and so they are used regularly in many fields of applied mathematics, physics and engineering.
Basic properties of the Chebyshev polynomials
The Chebyshev orthogonal polynomials of the first kind, known as T n (x) = cos(n arccos x), can be calculated via Rodrigue's expression as [41] :
The Chebyshev orthogonal polynomials of the first kind could be also obtained through the generating function, as follows:
The first and the second Chebyshev orthogonal polynomials i.e. T 1 (x) = 1 and T 2 (x) = x are obviously obtained from (3) , and all other polynomials T n (x), n ≥ 2 are given by the well known recursion relation
(5) Also, the derivative of T n (x) with respect to x could be easily given by
The following characteristics of T n (x) with some special values are well established, and will be useful in the following sections:
Moreover, the orthogonality characteristics of the Chebyshev polynomials is the direct results of our understanding of the orthogonality of the cosine functions, i.e.
It is seen that the set of the Chebyshev polynomials constructs an orthogonal system on the interval [−1, 1] augmented to the weight function
High-order derivatives of the Chebyshev polynomials
(The Leibniz formula) Considering the function f (x) = g(x)h(x), the k-th derivative of f (x) could be expanded as a sum of derivatives of g(x) and h(x) as follows:
in which k n are the binomial coefficients. Theorem 2.1 (Slevinsky-Safouhi) [42] Let G(x) be a function k-th differentiable and with the term
with coefficientŝ
where α is the integer floor function of argument α.
It is not difficult to make use of the Leibniz formula as well as Rodrigue's formula to obtain the higher order derivatives of T n (x) as
Without going into minute details, if we apply the result of Theorem 2.1 into the above equation, then we develop a very effective formula as the final result [42] :
with coefficientsÂ i k given by (12).
3. Proposed method By changing the variable x → 1 2 (x + 1), the boundary value problem (1),(2) can be rewritten as
Now, it is convenient to treat the Chebyshev polynomials of the first kind. In addition, the integral term can also be evaluated by the Gauss-Legendre quadrature. Moreover, the change of function u → u + 1 transforms the problem into
such that the boundary condition becomes homogeneous.
Reformed version of the Chebyshev polynomials
DefineT n , n ≥ 1 aŝ
then obviously, from (8), we havê
(20) Equation (7) implieŝ
Therefore, from Eqs. (20)- (22), we conclude that the boundary conditions (18) hold.
Furthermore, the second and forth derivative of reformed version of the Chebyshev polynomials of the first kind are given bŷ
where the right hand side can be obtained by Eq. (14) when k = 1, 2, 4.
Corresponding optimization problem
We define a approximate series solution of order M as
and we consider the number of N regularly distributed nodal points in interval [−1, 1], namely x i , i = 1, 2, ..., N . Then we define the uninspected error as the sum of mean squared errors
where the term
dx is properly evaluated by the powerful Gauss-Legendre quadrature formula. It is worth to mention here that U M (x) automatically satisfy all boundary conditions (18) . Now, we define the following optimization problem: min
where ε is a given tolerance. In our approach, the interior point method (IPM) is used for tuning of weights of the approximate series solution (26) . IPM belongs to a class of algorithms which are useful tools in treating constrained optimization problems. The technique is based upon Karmarkar's algorithm which has been improved by Narendra Karmarkar in 1984 for linear programming resolution [43] . Detailed in formation about the algorithm can be observed in Refs. [44, 45] . IPMs have been applied to many optimization problems in engineering and applied science such as multi-area optimal reactive power flow [46] and economic dispatch problem [47] . The fundamental trait of interior point methods are established upon self-concordant barrier functions which play important role in encoding the convex set. As opposed to the classical simplex method, searching for an optimum solution is done by traversing the interior of the feasible domain, and solving a sequence of some sub-problems [48] .
Numerical experiments and comparison
In current section, we present the results obtained for some case studies, which have been adopted from Ref. [1] , using proposed method described in the previous sections. In these examples, the number of total nodal points covering [−1, 1], N = 20, and they are regularly distributed. Also, the integral term in Eq. (27) is evaluated with 8-points Gaussian quadrature rule. Moreover, the number of basis function in approximate series solution in Eq. (26) is M = 6. The obtained solutions can be compared to those of Ref. [1] and references therein. All approximate solutions reported here are obtained, in few seconds by MATLAB software programme, and therefore the method is highly robust.
MATLAB provides an efficient optimization toolbox that contains functions for finding minimum of a multivariable function while satisfying constraints. The toolbox includes solvers that perform optimization on the various types of linear or nonlinear problems. The function, f mincon(·), of this toolbox is a general, multipurpose optimizer that is well tested and frequently used to solve nonlinear programming problems with general equality, inequality, and bound constraints of small, medium, and large scale. To handle optimization problem (28), we use f mincon(·) augmented to the IPM as described in the previous section.
As the first case study, we consider P = α = κ = γ = 0, η = 10. The maximum deflection i.e. 1 − u(0.5) versus the parameter β has been plotted in Fig. 1 . In the same case, some approximate solutions (i.e. deflection of beam versus the length of beam) have been shown in (26) , are given below for some βs in this case
whereT n (x) is given by Eq. (19) . For the second case study, we assume P = α = κ = β = 0, η = 10, and the maximum deflection versus the parameter γ has been plotted in Fig. 3 . For the third case study, we consider P = γ = κ = β = 0, ζ = 3, η = 10, and the maximum deflection versus the parameter α has been shown in Fig. 4 . For the forth case study, we suppose P = 0, α = 20, κ = −0.396, γ = 0.325, ζ = 4, β = 5 and η = 0.96, the approximate solution is seen in Fig. 5 . For the last case study, we set P = 5, α = 1, κ = 1, γ = 1, ζ = 2, and η = 10, and some approximate solutions (i.e. deflection of beam versus the length of beam) have been shown in Fig. 6 for some different β. To validate our results, we consider the boundary value problem (1),(2) and set α = β = γ = 0. Then it leads to
u(0) = u(1) = 1, u (0) = u (1) = 0.
(33) It is easy to see that the unique solution to the above equations is u(x) ≡ 1. This point is in full agreement with our approximation result shown in Fig. 2 when β = 0. In the case where the parameters are not zero, our results are comparable to those results obtained by ADM in [1] .
Conclusions
The differential equation governing clamped-clamped nano-actuators has been considered in a generalized sense, which the nano-actuators are in the presence of various nonlinear forces, like the van der Waals force, the Casimir force, applied voltage, fringing field effect, capillary effect, and the dielectric layer effect. Moreover, there is a nonlinear integral expression in the governing problem of the nano-actuator because of the presence of the axial loads, which makes it difficult to be solved. We propose a new intelligent computational technique to obtain approximate solution for the mentioned problem. First, the governing equation is transformed into an equivalent problem whose boundary conditions are homogeneous in interval [−1, 1]. Then, optimized Chebyshev polynomials of the first kind are used to construct approximate series solution with unknown weights. Furthermore, by defining an optimization problem and minimizing it, all weights are obtained via interior point method. It has been revealed through test studies that the method is highly robust and reliable.
