Abstract. The solution to the initial and Dirichlet boundary value problem for a semilinear, one dimensional heat equation is approximated by a numerical method that combines the Besse relaxation scheme in time (C. R. Acad. Sci. Paris Sér. I, vol. 326 (1998)) with a central finite difference method in space. A new, composite stability argument is developed, leading to an optimal, second-order error estimate in the discrete
Furthermore, we assume that the data f , u 0 and g are smooth enough and compatible, in order to guarantee the existence and uniqueness of a solution u to the problem above that is sufficiently smooth for our purposes. Two decades ago, for the discretization in time of the nonlinear Schrödinger equation, C. Besse [4] introduced a new linear-implicit time-stepping method (called Relaxation Scheme) as an attempt to avoid the numerical solution of the nonlinear systems of algebraic equations that the application of the implicit Crank-Nicolson method yields. The proposed time discretization technique, combined with a finite element or a finite difference space discretization, is computationally efficient (see, e.g., [3] , [8] , [6] ) and performs as a second order method (see, e.g., [5] , [8] ). Later, C. Besse [5] analyzing the Relaxation Scheme as a semidiscrete in time method to approximate the solution of the Cauchy problem (i.e. without the presence of boundary conditions) shows, using that it is local well-posedness and convergent without concluding a convergent rate with respect to the time-step. Until today, in spite of the results in [5] , there is no scientific work in the literature providing an error estimate for the Relaxation Scheme. Since the Relaxation Scheme can not be classified as a Runge-Kutta or a linear multistep method, a natural question arises: "is the Relaxation Scheme a special method or a representative member of a new family of linear implicit time-discretization methods?" One way moving toward to find an answer is first to understand its convergence and then to construct methods with similar characteristics. 
Thus, (2.5) follows as a simple consequence of (2.6), (2.7) and (2.8).
10)
We simplify the notation, first, by defining a s , b
, and then, by introducing f ∈ X h by
Part I. First, we use the definition of f and the mean value theorem, to get
which, obviously, yields
we use the definition of t and the mean value theorem, to obtain 
(2.14)
Observing that
] ds and using (2.14) we have
Part II. Using the mean value theorem, we obtain
where
Thus, using (2.11) and (2.13), we have
The desired inequality (2.9) follows, easily, as a simple outcome of (2.16) and (2.17).
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Part III. For the discrete derivative of L A and L B , we, easily, obtain the following formulas:
Using (2.18), (2.1), (2.11) and (2.12), we have
Combining (2.18), (2.13), (2.15) and (2.1), we arrive at
Finally, (2.10) follows, easily, in view of (2.16), (2.19) and (2.20).
Consistency Errors
To simplify the notation, we set t 
and let r n+ 1 2 ∈ X h be specified by
for n = 0, . . . , N − 1. Assuming that the solution u is smooth enough on [0, T ] × I, and using (1.4) and the Dirichlet boundary conditions (1.2), we conclude that u xx (t, 
Applying the Taylor formula we obtain A 0,h + r 
and, for n = 0, . . . , N − 1, let s
Subtracting (3.10) from (3.1) and (3.11) from (3.2), we obtain
The use of the Taylor formula yields
for j = 1, . . . , J and t ∈ [0, T ], which along with (3.12) yields
3.3. Time consistency error at the intermediate nodes.
Setting w(t, x) = g(u(t, x)) and using, again, the Taylor formula we have
for j = 0, . . . , J + 1 and n = 1, . . . , N − 1, which, easily, yields
Using the Taylor formula, it follows that
where r
First, subtract (3.18) from (3.19) to get
Then, take the (⋅, ⋅) 0,h −inner product of both sides of (3.21) with (I ○ h v − R h v) and use (2.4), the Cauchy-Schwarz inequality and (2.2) to obtain
Finally, we use (3.22) to have
(R; R) (cf. [7] , [9] ) be an odd fuction defined by
where p δ is the unique polynomial of P 7 [δ, 2 δ] that satisfies the following conditions:
The (MBRFD) scheme. The modified version of the (BRFD) method (cf. [1] , [7] , [9] ) is a recursive procedure that, for given δ > 0, derives approximations (V Step 1:
Step 2: Define Φ
Step 3: For n = 1, . . . , N − 1, first define Φ
4.3.
Existence and uniqueness of the (MBRFD) approximations.
, then the modified (BRFD) approximations are well-defined.
). Thus, from (4.3), (4.5) and (4.7) it is easily seen that the well-posedness of V δ is well-defined, in view of (4.3) and (1.6), we conclude that U 1 2 is, also, well-defined and U , then
and (4.11) max
Proof. To simplify the notation, we set u for m = 0, . . . , N − 1. In the sequel, we will use the symbol C to denote a generic constant that is independent of τ , h and δ ⋆ , and may changes value from one line to the other. Also, we will use the symbol C δ⋆ to denote a generic constant that depends on δ ⋆ but is independent of τ , h, and may changes value from one line to the other. Next, take the (⋅, ⋅) 0,h −inner product of (4.12) with e 1 2 , and then use (2.4), the Cauchy-Schwarz inequality, (3.3), (3.6), (3.7), (3.13) and the arithmetic mean inequality to get 
. Then, the inequality above yields that 
Taking the (⋅, ⋅) 0,h −inner product of (4.12) with ∆ h e 1 2 , and then using (2.4), we obtain (4.14) 4 e
Now, we use the Cauchy-Schwarz inequality, the arithmetic mean inequality and (4.13), to have
∆ h e D 0,h
∆ h e In view of (4.14), (4.15) and (4.16), we arrive at
which, obviously, yields (4.9). Since δ ⋆ ≥ u ⋆ , using (4.1), (4.4) and (4.13), we have
(4.18) Also, using Lemma 2.2, (2.2) and (4.17), we get
(4.19)
Part 2 ∶ We subtract (4.5) and (4.7) from (3.11), to obtain the following error equations:
We take the inner product (⋅, ⋅) 0,h of (4.20) with (e n+1 − e 
Let n ∈ {0 . . . , N − 1}. Using the Cauchy-Schwarz inequality, the arithmetic mean inequality, (3.6) and (3.13), we have
Next, we use the Cauchy-Schwarz inequality, (2.2), (4.1) and the arithmetic mean inequality, to get
Finally, taking into account that δ ⋆ ≥ g ⋆ , we apply the Cauchy-Schwarz inequality, (4.1) and the arithmetic mean inequality to obtain 
Let us find an error equation governing the midpoint error θ n 0,h . Subtracting (4.6) from (3.14) and using (4.1) and the assumption δ ⋆ ≥ u ⋆ , we obtain
which, easily, yields that
Then, we use (2.9), (4.1) and the mean value theorem, to get
Taking the (⋅, ⋅) 0,h inner product of both sides of (4.27) with τ θ n + θ n−2 , and then using the Cauchy-Schwarz inequality, (4.29), (3.17) and (2.2), it follows that
0,h , n = 2, . . . , N − 1, which, along with the application of the arithmetic mean inequality, yields τ θ ( 
Also, setting n = 1 in (4.26) and then using (4.2), we get
which, along with (4.18) and (3.16), yields
Also, setting n = 1 in (4.25), and then using (4.34) and (4.36), we have
Thus, (4.33), (4.37), (4.36) and (4.18) yield
Since e 0 = 0, (4.10) follows, easily, from (4.32), (4.38) and (4.34).
h for m = 0, . . . , N . Then, using (4.5), (4.7), (3.2) and (3.18) we get
Take the (⋅, ⋅) 0,h −inner product of (4.39) with ∆ h (η n+1 − η n ), and then, use (2.4) and (2.3), to
Let n ∈ {0 . . . , N − 1}. Using the Cauchy-Schwarz inequality, the arithmetic mean inequality, (3.8) and (3.23), we have
Using, again, the Cauchy-Schwarz inequality and the arithmetic mean inequality, we get
Then, we use (4.1), (2.1), (4.10), (2.2), (2.5) and the assumption δ ⋆ > g ⋆ to get 
Taking the (⋅, ⋅) 0,h inner product of both sides of (4.27) by τ ∆ h (θ n + θ n−2 ), and using (2.3), the Cauchy-Schwarz inequality and (3.17), we have 
Then, (4.48), (4.49) and the arithmetic mean inequality, yield 
Assuming that τ C δ⋆ }, and using a standard discrete Gronwall argument based on (4.51), we obtain Thus, from (4.53), (4.56), (4.55) and (4.19), we obtain (4.57) max
Finally, (4.11) follows, easily, from (4.52) and (4.57).
4.5.
Convergence of the (BRFD) method. Proof. Since δ ⋆ ≥ 2 max{g ⋆ , u ⋆ }, the convergence estimates (4.9) and (4.11), the discrete Sobolev inequality (2.1) and the mesh size conditions (4.58) imply that the (MBRFD) are well-defined and N −1 n=0 be approximations derived by the (BRFD) method. Then, we introduce the errors q
