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(a) Input image (previously unseen) (b) User requested edit: “beak larger than head” (c) User requested edit: “beak smaller than head”
Figure 1: Semantic image editing at high resolution (2480×1850). The user requests a change in a semantic attribute and the input
image (a) is automatically transformed by our method into, e.glet@tokeneonedot, an image with “beak larger than head” (b) or
“beak smaller than head” (c). The content of the original input, including fine details, is preserved. Our focus is on face editing, as
previous work, yet the method is general enough to be applied to other datasets. Please see the supplemental material for videos of
these and other edits. (Zoom in for details)1
Abstract
Deep neural networks have recently been used to edit im-
ages with great success, in particular for faces. How-
ever, they are often limited to only being able to work
at a restricted range of resolutions. Many methods are
so flexible that face edits can often result in an unwanted
loss of identity. This work proposes to learn how to
perform semantic image edits through the application of
smooth warp fields. Previous approaches that attempted
to use warping for semantic edits required paired data,
i.elet@tokeneonedotexample images of the same subject
with different semantic attributes. In contrast, we employ
recent advances in Generative Adversarial Networks that
allow our model to be trained with unpaired data. We
demonstrate face editing at very high resolutions (4k im-
1Image courtesy of Flickr user Christoph Landers.
ages) with a single forward pass of a deep network at a
lower resolution. We also show that our edits are sub-
stantially better at preserving the subject’s identity. The
robustness of our approach is demonstrated by showing
plausible image editing results on the Cub200 [34] birds
dataset. To our knowledge this has not been previously
accomplished, due the challenging nature of the dataset.
1 Introduction
Face editing has a long history in computer vision [22,
25, 32] and has been made increasingly relevant with the
rise in the number of pictures people take of themselves or
others. The type of edits that are performed usually ma-
nipulate a semantic attribute, such as removing a mous-
tache or changing the subject’s expression from a frown
to a smile.
In the last few years, deep learning approaches have
become the standard in most editing tasks, including
inpainting [26] and super-resolution [19]. Particularly,
image-to-image translation methods [15] have been pro-
posed, which learn how to transform an image from a
source domain to a target domain. Cycle-GAN [41]
allows learning such translations from unpaired data,
i.elet@tokeneonedot for each source image in the dataset
a corresponding target image is not required.
We are interested in photo-realistic image editing,
which is a subset of image-to-image translation. We also
focus on methods that provide a simple interface for users
to edit images, i.elet@tokeneonedota single control per
semantic attribute [6, 28], as this makes editing easier for
novice users.
A disadvantage of current methods for editing [15, 6,
37] is that they focus on binary attribute changes. In or-
der to allow partial edits an extensive collection of soft
attribute data is usually required, which is labor inten-
sive. Also, at inference each intermediate value requires a
forward pass of the network, creating increased computa-
tional expense [28].
Most deep learning methods for image editing predict
the pixel values of the resulting image directly [6, 7, 27,
28]. As a consequence these methods are only effective
on images that have a similar resolution to the training
data.
Recently, some interesting approaches that do allow ed-
its at higher resolutions have been proposed. They pro-
ceed by estimating the edits at a fixed resolution and
then applying them to images at a higher resolution.
The types of possible edits are restricted to either warp-
ing [37] or local linear color transforms [11]. However,
these approaches are limited by requiring paired data,
i.elet@tokeneonedot for each source image in the dataset,
they need the corresponding edited image.
Inspired by these high resolution methods, we intro-
duce an approach to learn smooth warp fields for seman-
tic image editing without the requirement of paired train-
ing data samples. This is achieved by exploiting the re-
cent advances in learning edits from unpaired data with
cycle-consistency checks, which derive from the Cycle-
GAN [41] method. Our proposed model uses a simi-
lar framework to StarGAN [6] (an extension of Cycle-
GAN) to predict warp fields that transform the image to
achieve the requested edits. As the predicted warp fields
are smooth, they can be trivially upsampled and applied
at high resolutions.
A potential criticism is that there are clear limitations
to the types of edits possible through warping. We argue
that, for the changes that can be described in this way,
there are several distinct benefits. The advantages of us-
ing warping with respect to pixel based models can be
summarized as:
i. Smooth warp fields can be upsampled and applied to
higher resolution images with a minimal loss of fi-
delity. This is opposed to upsampling images, which
commonly results in unrealistic high frequency de-
tails. We show plausible edits using warp fields up-
scaled by up to 30× the resolution they were esti-
mated at.
ii. Geometric transformations are a subset of image
transformation models. These models make it easier
to add priors to regularize against unrealistic edits.
We demonstrate that editing by warping leads to a
model that is better at preserving a subject’s identity.
iii. Warp fields are more interpretable than pixelwise dif-
ferences. We illustrate this with maps showing the
degree of local stretching or squashing.
iv. Warp fields are much more suited to allow partial
edits than pixel based approaches. We demonstrate
the simplest implementation of this by scaling the
warp field to show interpolation and extrapolation,
and qualitatively show edits that are plausible.
An additional contribution of this work is to improve
the specificity of editing attributes in StarGAN based
models. We have observed that when these models are
trained with several binary labels, they can transform
more than one attribute of the image, even if only a sin-
gle attribute should be edited. This is caused by the
model having no indication of the attributes that should
be edited, only of the final expected labels. For exam-
ple, when enlarging the nose of a subject that has a slight
smile, the model will not only make the nose bigger, but
also make the smile more pronounced. In order to over-
come this limitation, we propose to transform the labels
to inform the model of which attributes should be edited,
and which should remain fixed. This produces only the
expected changes, and it does not require any extra label
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Method Unpaired data High resolution Forward pass
StarGAN [6] X X
FaceShop [27] X X
WG-GAN [10] X
FlowVAE [37] X X
CWF [9] ∼ X
DBL [11] X X
iGAN [40] X ∼
DFI [33] X ∼
RelGAN [35] X X
SPM+R [36] X ∼ X
Ours X X X
Table 1: Compared to previous work on image-to-image transla-
tion, our model is the only one that is able to edit high-resolution
images in a single forward pass of the network, without paired
training data. Partial fulfillment of the criterion is denoted by∼.
annotation. Moreover, it removes the need to rely on a
label classifier during inference.
We demonstrate the advantages of our contributions by
providing quantitative and qualitative results by manipu-
lating facial expressions and semantic attributes.
2 Previous work
This work builds upon recent work in image-to-image
translation. These models can be used to modify the se-
mantic attributes of an image. Our novelty is in describing
these edits as smooth deformation fields, rather than pro-
ducing an entirely new image. Smooth warp fields can be
upsampled and applied to higher resolution images with a
minimal loss of fidelity. Some previous works that allow
high resolution editing rely upon paired data examples or
require costly optimization, rather than a single forward
pass of a network; neither of which is required for the pro-
posed approach. An overview of the characteristics of our
work compared to previous methods is shown in Table 1.
2.1 Image-to-Image translation
The Pix2Pix [15] model learns to transform an image
from a source domain to a target domain using an adver-
sarial loss [12]. This approach requires paired training
data; i.elet@tokeneonedoteach image in the source do-
main must have a corresponding image in the target do-
main. Given this restriction, the method is often applied
to problems where collecting paired data is easier, such as
colorization.
Several extensions have been proposed to perform
image-to-image translation without requiring paired data.
In Cycle-GANs [41], two generators are trained, from the
source to the target domain and vice versa, with a cycle-
consistency loss on the generation process. However, this
does not scale well with an increase in the number of do-
mains, since 2 generators and 2 discriminators are needed
for each domain pair. StarGAN [6] addresses this issue by
conditioning the generator on a domain vector, and adding
a domain classification output layer to the discriminator.
These models can find undesired correlations within a
domain, which lead to changes in unexpected parts of the
image. At least two techniques have been explored in or-
der to encourage localized edits. Editing with residual im-
ages [30], and restricting the changes to a region given by
a mask [24, 28]. The first is an overcomplicated represen-
tation for edits describing shape changes. It has to model
the content in the region, subtract it, and add it in a second
region. The second complicates the model significantly
by adding an unsupervised mask prediction network.
Preceding this publication, two relevant extensions
to StarGAN have been proposed: RelGAN [35] and
SPM+R [36]. RelGAN proposes a binary label transfor-
mation approach similar to ours. However, their method
is trained using a conditional adversarial loss that takes
triplets composed of two images and a vector of changed
attributes. In contrast, our approach uses a simpler clas-
sification loss, where only modified attributes count. Rel-
GAN also enables partial editing, however it requires a
forward pass of the network for each edit strength. In
contrast, our approach trivially enables partial editing as a
consequence of the edit being performed through warp-
ing. Similarly to our work, SPM+R suggests using a
warping function to edit images; yet, this is followed by
inpainting, which is not resolution agnostic. They do not
demonstrate their approach for editing high resolution im-
ages (>512×512), or on a more complex dataset such as
Cub200. A further distinction is that instead of using a
simple smoothness loss, as we propose, they use a warp
field discriminator. Their resulting warp fields appear sub-
stantially less smooth and less sparse than the ones ob-
tained by our approach.
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2.2 Editing of high resolution images
Methods for editing images at high resolution can be di-
vided into two categories: (i) those that use intermediate
representations designed to upsample well, and (ii) those
that directly predict pixel values at high resolutions.
Methods designed for upsampling These approaches
are based on predicting constrained intermediate repre-
sentations that are relatively agnostic to image resolu-
tion; e.glet@tokeneonedotwarp fields or local color affine
transformations.
Warp fields, if sufficiently smooth, can be predicted at
a lower resolution, upsampled and applied at high reso-
lution with minimal loss of accuracy. Previous work has
applied them to: redirecting eye gaze [9], editing emo-
tional expressions [37] and synthesizing objects in novel
views [39]. However, these methods require paired train-
ing data.
Spatial Transformer GANs [20] predict a global affine
deformation for image compositing. Although the defor-
mation can be applied at arbitrary resolutions, face edit-
ing by compositing is limiting, as it requires an infeasibly
large dataset of suitable face parts to use as foreground
images.
Local affine color transformations [5, 11] have been
predicted from low resolution images and applied at
the original resolution. However, these methods require
paired data and have limited capacity for making seman-
tic changes.
Blendshapes have been used as an intermediate repre-
sentation to edit expressions in the context of video reen-
actment [31, 23]. Similar to our approach, the blend-
shape weights are resolution independent. However, sev-
eral input video frames are required for the blendshape
face model.
Rather than predict intermediate representations,
iGAN [40] trains a low-resolution GAN and then fit a
dense warp field and local affine color transformation to
a pair of input-output images. The GAN generator is un-
aware of these restricted transformations, so it may learn
edits that are not representable by such transformations.
Direct prediction at high resolution Several tech-
niques have been proposed to scale deep image syn-
thesis methods to larger resolutions. These include:
synthesizing images in a pyramid of increasing resolu-
tions [8], employing fully convolutional networks trained
on patches [19], and directly in full resolution [3, 16].
These methods have been successfully applied for image
enhancement [14] and face editing [27, 10]. A limitation
for direct or pyramid based approaches is that they do not
scale well with resolution, while training on patches as-
sumes that global image information is not needed for the
edit.
A method that modifies an image by following the gra-
dient directions of a pretrained classification network, un-
til it is classified as having the target attributes was pro-
posed in [33]. However, this approach fails when the input
resolution differs significantly from the training data.
In WG-GAN [10] the input image is warped based on
a target image and two GAN generators are used there-
after to synthesize new content. Contrary to our method,
WG-GAN requires paired data during training, cannot be
applied at arbitrary resolutions, does not provide semantic
controls and does not support partial edits.
3 Background
We start by reviewing GAN [12], Cycle-GAN [41] and
StarGAN [6], as the latter is the basis for our model.
Generative Adversarial Network (GAN) [12] models
consist of two parts, a generator and a discriminator. The
generator produces samples that resemble the data distri-
bution samples, and the discriminator classifies data sam-
ples as real or fake. The discriminator is trained with the
real examples drawn from a training set and the fake ex-
amples as the output of the generator. The generator is
trained to fool the discriminator into classifying gener-
ated samples as real. Formally, GANs are defined by a
minimax game objective:
minG maxD Ex [ log(D(x)) ] + Ez [ log(1−D(G(z))) ] , (1)
where x is a sample from the dataset empirical distribu-
tion p(x), z is a random variable drawn from an arbitrary
distribution p(z), G is the generator and D is the discrim-
inator.
Given two data domains, A and B, Cycle-GAN [41]
learns a pair of transformations G : A → B and H :
B → A. Unlike previous approaches, [15], this does not
require paired samples from A and B, but instead utilizes
a cycle consistency loss (‖xa−H(G(xa))‖1, where xa is
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Figure 2: Overview of our model, which consists of a generator, G, and a discriminator, D. The generator contains a warping
network, W , and a warping operator, T . The inputs to W are an RGB image, x, and a transformed label vector, cˆ. The output
is a dense warp field, w, which can be used by T to deform the input image and produce the output image, x¯. A label operator,
B, converts the transformed labels, cˆ, to binary labels, c¯. The discriminator evaluates both the input image, x, and the generated
image, x¯, for realism and the presence of attributes that agree with the labels. In this example, the only change between c¯ and c is
the label for the attribute “big nose”.
a sample image from domain A) to learn coherent trans-
formations that preserve a reasonable amount of image
content. An equivalent cycle loss is used for domain B.
Cycle-GAN models are limited in that they require 2 gen-
erators and 2 discriminators for each domain pair.
Cycle-GAN was generalized by StarGAN [6] to require
only a single generator and discriminator to translate be-
tween multiple domains. Here, each image x has a set of
domains, represented as a binary vector c. We use (x, c)
to denote a pair sampled from the annotated data distri-
bution. The generator, G(x, c¯), transforms x to match
the target domains indicated by c¯ ∼ p(c), where p(c) is
the empirical domains distribution. The model is trained
with:
i. a Wasserstein GAN [2] loss:
Ladv = Ex [D(x)]− Ex,c¯ [D(G(x, c¯))] , (2)
ii. a Wasserstein gradient penalty [13] term:
Lgp = Ex˙
[
(‖∇x˙D(x˙)‖2 − 1)2
]
, (3)
iii. a cycle consistency loss:
Lc = E(x,c),c¯ [‖x−G(G(x, c¯), c)‖1] , (4)
iv. and domain classification losses:
Ldcls = E(x,c) [− log(C(x, c))] (5)
Lgcls = Ex,c¯ [− log(C(G(x, c¯), c¯))] , (6)
where C(x, c) is a classifier that outputs the probability
that x has the associated domains c, and x˙ is sampled uni-
formly along a line between a real and fake image. The
classifier is trained on the training set (eq. 5) and eq. 6
ensures that the translated image matches the target do-
mains.
4 Methodology
Our goal is to learn image transformations that can be ap-
plied at arbitrary scales without paired training data. An
overview of our system is shown in Figure 2. We employ
the StarGAN framework as the basis for our model and
use the notation introduced above. As we focus on seman-
tic face editing, we use indistinctly semantic attributes or
binary labels to refer to the domains, c and c¯.
Warp parametrization We modify the generator such
that the set of transformations is restricted to non-linear
warps of the input image:
G(x, c¯) = T (x,W (x, c¯)), (7)
where W (x, c¯) = w is a function that generates the warp
parameters. T is a predefined warping function that ap-
plies a warp to an image. W is chosen to be a neural net-
work. We employ a dense warp parametrization, wherew
contains a displacement vector for each pixel in the input
image. At train time, T warps the input according to the
generated displacement field, w, using bilinear interpola-
tion. To improve image quality at inference time we use a
bicubic interpolant.
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4.1 Learning
We use the same adversarial losses (eq. 2 and eq. 3) and
domain classification loss (eq. 5) as StarGAN.
Warp cycle loss The cycle consistency loss (eq. 4) is
modified to produce warp fields that are inverse consis-
tent, i.e. the composition of the forward and backward
transformations yields an identity transformation:
Lc = E(x,c),c¯
[‖T (T (A,w), w¯))−A‖22] , (8)
where w¯ = W (G(x, c¯), c), andA is a two channel image
where each pixel takes the value of its coordinates. This
loss is more informative than eq. 4, as a pixel loss provides
no information for warps inside constant color regions.
Smoothness loss The warping network estimates an in-
dependent deformation per pixel. As such, there are no
guarantees that the learned warps will be smooth. There-
fore, an L2 penalty on the warp gradients is added to en-
courage smoothness. In practice a finite-difference ap-
proximation is used as
Ls = Ex,c¯
[
1
n
∑
(i,j) ‖wi+1,j −wi,j‖22 + ‖wi,j+1 −wi,j‖22
]
,
(9)
where n is the number of pixels in the warp field, andwi,j
is the displacement vector at pixel coordinates (i, j).
Binary label transformation As mentioned in sec-
tion 1, a StarGAN type model can make unexpected ed-
its when modifying attributes. At inference time, the
attribute classifier is used to infer the original labels.
Depending on the desired edits, these labels are either
changed or copied to the target vector. This means that
the model cannot distinguish between the edited attributes
and the copied ones. Thus, the model tends to accentuate
the copied attributes.
To address this issue, we propose to explicitly instruct
the generator on which attributes should be edited. The
labels for the generator are transformed to contain three
values, [−1, 0, 1], where −1 indicates that the attribute
should be reversed, 0 that it should remain unaffected, and
1 that it should be added. This approach has two distinct
benefits. First, it leads to more localized edits. Second, it
removes the need for a classifier during inference, as the
unedited entries in the transformed target labels can be set
to zero.
The classifier loss for the generator (eq. 6) is modified
to only penalize the attributes that should be edited:
Lgcls = Ex,cˆ
[
−h
r−1∑
i=0
|cˆi| log (C(G(x, cˆ), c¯i))
]
, (10)
where cˆ are the transformed target labels, r is the num-
ber of attributes, and h = r/‖cˆ‖1 is a normalization fac-
tor, which ensures that there is no bias with respect to the
number of edited attributes. During training, the trans-
formed target label for each attribute, cˆi, is sampled inde-
pendently from a Categorical distribution with probabili-
ties [0.25, 0.5, 0.25]. As both types of labels are needed
for the classification loss, a label operator, c¯i = B(cˆi),
is used to reverse the transformation, which is defined as
B(−1) = 0 and B(1) = 1. B(0) is undefined as its loss
is zero by construction.
Complete objective The joint losses for the discrimina-
tor and the generator are defined as
LD = −Ladv + λgpLgp + λclsLdcls, (11)
LG = Ladv + λclsL
g
cls + λcLc + λsLs, (12)
where λcls, λgp, λc and λs are hyper-parameters that con-
trol the relative strength of each loss. The classification
loss in eq. 10 is used for images with several not mutually
exclusive binary attributes, and eq. 6 is used otherwise.
4.2 Inference
Once the model parameters have been optimized, an input
image of arbitrary size can be edited in a single forward
pass of the network.
The input image is resized to match the resolution of
the training data, and the transformed target labels, cˆ, are
set according to the desired edit. Then, the resized image
and target labels are fed into the warping network, which
produces a suitable warp field, w. The warp field dis-
placement vectors are rescaled and resampled to the orig-
inal image resolution. Lastly, the original image is warped
using the resampled warp field to produce the final edited
image.
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Input WarpGAN+ StarGAN [6] SGFlow 0.05 SGFlow 0.15
Figure 3: Employing a dense flow method [38] to transfer a “big
nose” edit from StarGAN [6]. Results for the flow method with
λ = 0.05 and λ = 0.15 are shown. StarGAN has edited the in-
put to such lengths that good correspondences between the input
and output cannot be found by the flow method.
5 Results
5.1 Datasets
We evaluate our method and baselines on a face dataset,
CelebA [21] and a birds dataset, Cub200 [34].
CelebA The CelebA [21] dataset contains 202,599 im-
ages of faces and we use the train/test split recommended
by the authors. Importantly, from the 40 binary attributes
provided, we choose the ones more amenable to be char-
acterized by warping, namely: smiling, big nose, arched
eyebrows, narrow eyes and pointy nose.
Cub200 The Cub200 [34] dataset contains 11,788 im-
ages of 200 bird species. The images are annotated with
312 binary attributes and a semantic mask of the bird
body. We choose the three binary attributes that corre-
spond to the beak size relative to the head and remove
the background using the semantic masks. The train/test
split recommended by the authors is employed. Due to
the alignment step discussed below, only 2,325 images
are used for training.
Face alignment For both datasets, we make use of
face landmark locations to align and resize the images
to 128×128 using a global affine transformation, at both
training and test time. At test time, the inverse of the
affine transformation is used to transform the warp fields.
The warp is then applied directly to the original image.
This is in contrast with previous methods, that would edit
the aligned image and then warp the edited image to the
original space. For images outside of the test set, off-
the-shelf methods [17] can be used to align them to the
dataset.
5.2 Models
Our main baseline is StarGAN [6], a state of the art
model for image-to-image translation. We define three
novel models to evaluate our contributions. WarpGAN
denotes models that output a warp field. A “+” suffix in-
dicates models that employ our binary labels transforma-
tion scheme. Thus, StarGAN+ evaluates the effect of la-
bel transformation, and WarpGAN+ is our final proposed
model.
An obvious alternative to our model consists of fitting a
dense flow field to the results generated by StarGAN. We
tested it using the dense optical flow matching technique
described in [38], and we denote this method by SGFlow.
An example of SGFlow is shown in Fig. 3, using opti-
cal flow [38]. Warping based on optical flow may lead to
artefacts when good correspondences are not found. Con-
straining StarGAN to generate images that are amenable
to optical flow estimation is not trivial. Hence, this ex-
periment shows that a naı¨ve approach for applying the
result of a StarGAN model to a higher resolution image
is suboptimal. Thus, we drop SGFlow for the remaining
experiments.
We also experimented with the GANimation [28] ap-
proach using the code provided by the authors. How-
ever we were unable to generate meaningful results when
training the method with binary attributes. We suspect
that this is due to the method’s reliance on soft action unit
labels.
Hyper-parameters All models were trained on a single
Titan X GPU using TensorFlow [1]. The models hyper-
parameters are: λcls = 2, λgp = 10, λc = 10 and λs =
125.
For the StarGAN baseline we employ the implementa-
tion provided by the authors, where we keep all their rec-
ommended hyper-parameters except for λcls = 0.25. The
choice of λcls, for StarGAN and our models, is informed
by the results shown in Fig. 8. Additional implementation
details are provided in the supplementary material.
5.3 Qualitative results
We show qualitative results on the CelebA dataset in
Fig. 4. For each input image, we show the edited images
corresponding to changing a single attribute. StarGAN [6]
often changes characteristics that are not related to the
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Figure 4: Comparison to previous work on the CelebA dataset. For a given input image, first column, each method attempts to
transfer the semantic attribute in its corresponding column. A re-identification score and attribute probability are shown as (id / cls)
on top of each image (higher is better). Our approach edits the attributes of the input images while better preserving the identity of
the subject.
StarGAN [6] WarpGAN StarGAN [6] WarpGAN
Input Beak smallerthan head
Beak larger
than head
Beak smaller
than head
Beak larger
than head Input
Beak smaller
than head
Beak larger
than head
Beak smaller
than head
Beak larger
than head
Figure 5: Comparison to previous work on the Cub200 dataset. Each model attempts to transfer the attribute (relative beak size) in
each column to the input image. StarGAN is unable to produce good quality edits on this dataset, while our model edits the input
images in a more plausible manner. Due to the more complex nature of this dataset, our model still struggles to produce artifact
free transformations. Results from this model at the original image resolution, and without masking the background, can be found
in the supplemental material.
perturbed attributes, such as the skin tone or the back-
ground color. StarGAN+ produces more localized edits
than StarGAN. The WarpGAN+ edit for the “no smile”
attribute is not particularly realistic. However, for most
edits, our technique generates changes that are less exag-
gerated and better preserve the identity of the subject.
Qualitative results for the masked and aligned Cub200
dataset are shown in Fig. 5. Our approach is able to trans-
fer the corresponding attribute, albeit sometimes produc-
ing unrealistic additional deformations. The poor qual-
ity results of StarGAN may be attributed to the increased
complexity of this dataset and the reduced number of im-
ages, compared to CelebA. This is a generous compar-
ison, as the predicted warp fields can be applied to the
original images with complex backgrounds and at higher
resolutions, as shown in the supplemental material. Fig. 1
demonstrates the power of the warping representation by
operating at a far higher resolution (2480×1850) than can
be achieved by direct methods.
Please see the supplemental material for animated edits
and additional results, which also include more examples
of failure cases.
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Figure 6: Partial editing with our model, for the “smile” at-
tribute. A single warp is generated by our model, which is inter-
polated and extrapolated by scaling the magnitude of its values
by α. The input image, α = 0, is progressively edited in both
directions.
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Figure 7: Stretch maps computed from the warp fields, for both
WarpGAN and WarpGAN+. The log determinant of the Jaco-
bian of the warp is shown, where blue indicates stretching and
red corresponds to squashing. Our binary labels transformation
scheme, used by WarpGAN+, leads to correctly localized edits.
Partial edits Another advantage of our model is that
once a warp field has been computed for an input image,
partial edits can be applied by simply scaling the predicted
displacement vectors by a scalar, α. Results of interpo-
lation and extrapolation of warp fields generated by our
model are shown in Fig. 6. This is a cheap operation as it
does not require to run the network for each new value of
α, in contrast with previous methods that allow for partial
edits [28]; this allows for edits to be performed at interac-
tive speeds.
Visualizing warp fields A further advantage of our
model is the interpretability of its edits. This is demon-
strated in Fig. 7, where we show the log determinant of
the Jacobian of the warp field, which illustrates image
squashing and stretching. It can be seen how employing
our binary label transformation scheme leads to more lo-
calized edits. Moreover, the values from the stretch maps
can potentially be used to automatically determine which
areas have been stretched or compressed excessively by
the network. Thus they provide an intuitive measure to
detect unrealistic edits.
5.4 Quantitative results
Quantitative evaluation is challenging for our setting. We
provide two methodologies: the first measures the model
performance based on separately trained networks, and
the second is a user study to estimate perceptual quality.
Accuracy vs identity preservation We train a separate
classifier on the training data, to estimate quantitatively
if the edited images have the requested attributes. The
classifier has the same architecture as the discriminator
and is trained with the cross entropy loss of eq. 5. We
also use a pretrained face re-identification model [29] to
evaluate whether the edits preserve the identity.2
Results of both experiments are shown in Fig. 8, where
an ideal editing model would be located on the top-right.
On the x-axis we show the rate of images classified as
having the target attribute (attribute accuracy), defined as
1
m
∑
[C(x, c¯) ≥ 0.5], where m is the total number of
images. On the y-axis, an identity preservation score is
shown, which is evaluated as 1− 1m
∑
d(x, x¯), where d(·)
is the L2 distance between the input and the edited image
in the feature space of the face re-identification network.
A distance larger than 1.2 (score lower than −0.2) has
been used to indicate that two faces belong to different
people [29].
There is a trade-off between attribute transfer and iden-
tity score. On one extreme, a new face that has the tar-
get attribute and does not match the original face would
achieve maximal attribute accuracy with negative iden-
tity score. On the other, not modifying the image has
maximal identity score, yet it does not achieve the target
edit. With respect to StarGAN, our binary labels trans-
formation scheme (StarGAN+) moves the curve towards
higher attribute transfer with comparable identity score.
Our warping approach (WarpGAN+) allows for stronger
2Additional details can be found in the supplemental material.
9
0.0 0.2 0.4 0.6 0.8 1.0
Attribute accuracy
0.0
0.2
0.4
0.6
0.8
1.0
Id
en
tit
y 
sc
or
e
0.1
0.25
0.5
1
0.1
0.25
0.5
1
0.1
1
2
10
StarGAN 
StarGAN+
WarpGAN+
Real
Figure 8: Presence of the edited attribute (x-axis) vs face re-
identification score (y-axis), higher is better. The classification
loss weight, λcls, is shown on top of each marker. Highlighted in
gray is the value used by the StarGAN authors for this dataset,
and in purple the ones used in this paper. Compared to previous
work, our model produces edits that better preserve identity.
identity preservation than StarGAN+. Overall, our ap-
proach better preserves identity than previous work, for
similar levels of attribute transfer. Moreover, we picked
λcls based on these results: choosing the value that leads
to both high accuracy and identity score.
Accuracy vs realism We perform a user study on Ama-
zon Mechanical Turk (MTurk) to evaluate the quality of
the generated images, for StarGAN, StarGAN+ and our
model. For each method, we use the same 250 test im-
ages from CelebA and edit the same attribute per image.
We conducted two experiments, one to evaluate the re-
alism of the images, where the workers had to answer
whether the image presented was real or fake, and another
to evaluate attribute editing, where we asked the workers
whether the image contains the target attribute. In both
experiments, the workers were randomly shown a single
image at a time: either an edited image or an unaltered
original image.2
Results of this user study are shown Fig. 9. A useful
editing model has a high-level of realism and can pro-
duce the target edit. For the real data, the workers reliably
evaluated image realism, however they were often incon-
sistent with the attribute labels. Nonetheless, the workers
performance on real data should not be taken as an upper
bound, as all methods tend to generate exaggerated edits
to maximize correct classification. For the editing mod-
els, the attribute accuracy is consistent to that reported by
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Figure 9: Human perception of the presence of the desired at-
tribute (attribute accuracy) vs realism of the image, as indicated
by the user study (higher is better). Images generated by our
model are more realistic than those generated by previous work.
the classifier network in Fig. 8. However, identity score
and realism do not align, as they measure different no-
tions. An image might contain only small edits, which
the identity network is invariant to, yet those edits could
include unrealistic artefacts that can be easily detected by
humans. All editing models achieve good attribute trans-
fer accuracy, with room for improvement mostly on the
realism axis. Our model (WarpGAN+) achieves this for
most attributes, and it is able to generate images that are
more realistic than previous work.
6 Conclusions
This paper has introduced a novel way to learn how to per-
form semantic image edits from unpaired data using warp
fields. We have demonstrated that, despite limitations on
the set of edits that can be described using warping alone,
there are clear advantages to modelling edits in this way:
they better preserve the identity of the subject, they al-
low for partial edits, they are more interpretable, and they
are applicable to arbitrary resolutions. Moreover, our bi-
nary label transformation scheme leads to increased per-
formance, and removes the need to use a classifier during
inference.
There are several avenues for future work, in-
cluding different parametrizations for the warps,
e.glet@tokeneonedotin the form of velocity fields [4].
Additional intermediate representations that upsample
10
well could be added to increase the model flexibility, such
as local color transformations [11]. Also, an inpainting
method [26] could be locally applied in areas that have
been warped or stretched excessively, which could be
automatically detected using the log determinant of the
Jacobian of the warp fields.
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Appendix
A High-resolution Flickr faces
Input Big nose Smiling
Input Big nose Arched Eyebrows
Figure 10: Additional results of our model on high-resolution images. Our model predicts warps at low resolution that can then
be resized and applied to high resolution images. The model is able to keep the content and identity at high resolution. Please see
supplemental videos demonstrating animated edits. Input images courtesy of Flickr users Kenneth DM and Randall Pugh. (Zoom
in for details)
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B High-resolution Flickr birds
HR results
Input Beak longer than head Beak shorter than head
Figure 11: Additional results of our model on high-resolution images. Our model predicts warps at low resolution that can then
be resized and applied to high resolution images. The model is able to keep the content and identity at high resolution. Please see
supplemental videos demonstrating animated edits. Input images courtesy of Flickr users mickey, Lisa Leonardelli, and Andrey
Grushnikov.
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C Qualitative results on CelebA
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Figure 12: Comparison to previous work on the CelebA dataset. From a given input image, first column, each method attempts to
transfer the semantic attribute in its corresponding column. On top of each image the re-identification score and the classification
accuracy are shown as (id / cls) (higher is better). (Zoom in for details)
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D Qualitative results on Cub200
Zoomed to the head
Input Beak smallerthan head
Beak larger
than head Input
Beak smaller
than head
Beak larger
than head
Figure 13: Additional results from our model on test images from the Cub200 dataset. The model attempts to transfer the attribute
(relative beak size) in each column to the input image. For easiness of comparison, a crop of the head area is shown in the last three
columns.
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E Partial edits on CelebA
Attribute α = −0.25 α = 0.0 α = 0.25 α = 0.50 α = 0.75 α = 1.00 α = 1.25
Smile
Not
Smile
Big
nose
Not big
nose
Arched
eyebrows
No arched
eyebrows
Narrowed
eyes
No narrowed
eyes
Pointy
nose
No pointy
nose
Figure 14: Partial editing with our model, for the the attribute indicated in the first column. A single warp is generated by our
model, which is interpolated and extrapolated by scaling the magnitude of its values by α. The input image, α=0, is progressively
edited in both directions. A red box denotes the input image, and a green one the output of the generator without α scaling. Please
see supplemental videos demonstrating animated edits.
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F Stretch maps on CelebA
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Figure 15: Stretch maps computed from the warp fields, for WarpGAN and WarpGAN+. The log determinant of the Jacobian
of the warp is shown, where blue indicates stretching and red corresponds to squashing. Our binary label transformation scheme
(WarpGAN+) leads to correctly localized edits.
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G Ablation study
G.1 Effect of each loss
In this section we evaluate the performance of the model after removing each of the losses, where “(w/o) Cycle”
corresponds to removing Lc, “(w/o) Smooth” corresponds to removing Ls, “(w/o) Cls” corresponds to removing Lcls,
“(pixel) Cycle” corresponds to using eq. 4 instead of eq. 8 in the paper, and “(w/o) Adv” corresponds to removing
Ladv and Lgp.
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Figure 16: Presence of the edited attribute (x-axis) vs face re-identification score (y-axis), higher is better. Removing each loss
in our model has a detrimental effect in either accuracy or identity preservation. The adversarial loss seems to have little effect,
however, we qualitatively observed that without it, the edited images were less realistic.
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Input (w/o) Cycle (w/o) Smooth (w/o) Adv (w/o) Cls (pixel) Cycle Full
No
smile
Big
nose
Arched
eyebrows
Narrowed
eyes
Pointy
nose
Figure 17: Ablation study, where we remove different losses in our model. For each loss, (w/o) Cycle: significant artifacts are
introduced, (w/o) Smooth: leads to poor generalization, (w/o) Adv: unrealistic warps, (pixel) Cycle: exaggerated warps, and (w/o)
Cls: trivial solution on the identity transform.
G.2 Effect of α
In this section we quantitatively evaluate the effect of scaling the displacement fields by a scalar α. For this experiment,
we take WarpGAN+ trained with λcls = 0.25 and we evaluate the identity score and the attribute accuracy on the test
set for different values of α. Results are shown in Fig. 18 for this model, which is denoted as WarpGAN+α. The
curve produced by employing different values of α is very similar to the curve in Figure 8 in the paper, which was
produced by modifying λcls. This implies that the model is relatively robust to the choice of λcls, as a similar effect
to changing the value of λcls used during training can be achieved by choosing an alternative value of α at test time.
This is in contrast to previous work, where modifying the strength of the effects requires training a model with the
new parameters.
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Figure 18: Presence of the edited attribute (x-axis) vs face re-identification score (y-axis), higher is better. For all models except
WarpGAN+α, this figure is identical to Fig. 8 in the paper. For WarpGAN+α the value of α is shown on top of each marker.
Modifying the α value at test time in our model has a similar effect as training the model with different λcls values.
H Face alignment
For the CelebA dataset we use the aligned version provided by the authors, which uses two landmark locations located
at the eyes of each subject. Each image is first center-cropped to 178×178, and then resized to 128×128. For the
in-the-wild high resolution images from Flickr, an internal face landmark detection network is used to automatically
align and resize images to the mean CelebA face at 128×128. The location of the face landmarks used by the network
are shown in Fig. 19. For the Cub200 dataset the face alignment to 128 × 128 uses four landmark locations: the beak,
the crown, the forehead and the right eye. If the right eye is not visible, the image is left-right flipped.
Figure 19: An example of the locations of the 49 face landmarks used for the internal face landmark detection network.
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I Network architectures and training details
The networks were trained on CelebA for 20 epochs and on Cub200 for 1545 epochs (due to the reduced size of this
dataset). The Adam optimizer [18] is used with a learning rate of 0.0001, with β1 = 0.5 and β2 = 0.999.
Our network architectures are based on the StarGAN model. In the generator all transpose convolutions are replaced
with bilinear resizing followed by convolution, and instance normalization is replaced by batch normalization. For
the discriminator the StarGAN architecture is used without any modifications. In both tables the following notation
is used, N is the number of output channels, K is the kernel size, S is the stride size, P is the padding size, and BN is
batch normalization. The warping function, T , is implemented with a TensorFlow function during training, and with
an OpenCV one for inference:
T (x,w) = tf.contrib.image.dense image warp(x, w),
T (x,w) = cv2.remap(x, w, interpolation=cv2.INTER CUBIC).
Part Input→ Output Shape Layer information
Down-sampling
(h,w, 3 + r)→ (h,w, 64) CONV-(N64, K7x7, S1, P3), ReLU, BN
(h,w, 64)→ (h
2
, w
2
, 128) CONV-(N128, K4x4, S2, P1), ReLU, BN
(h
2
, w
2
, 128)→ (h
4
, w
4
, 256) CONV-(N256, K4x4, S2, P1), ReLU, BN
Bottleneck
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
(h
4
, w
4
, 256)→ (h
4
, w
4
, 256) Residual Block: CONV-(N256, K3x3, S1, P1), ReLU, BN
Up-sampling
(h
4
, w
4
, 256)→ (h
2
, w
2
, 256) Bilinear resize
(h
2
, w
2
, 256)→ (h
2
, w
2
, 128) CONV-(N128, K4x4, S1, P1), ReLU, BN
(h
2
, w
2
, 128)→ (h,w, 128) Bilinear resize
(h,w, 64)→ (h,w, 64) CONV-(N64, K4x4, S1, P1), ReLU, BN
(h,w, 64)→ (h,w, 2) CONV-(N2, K7x7, S1, P1)
Table 2: Architecture for the warping network, W , the last layer is the displacement field w, h and w denote the dimensionality of
the input image, and r the number of attributes.
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Part Input→ Output Shape Layer information
Down-sampling
(h,w, 3)→ (h
2
, w
2
, 64) CONV-(N64, K4x4, S2, P1), Leaky ReLU
(h
2
, w
2
, 64)→ (h
4
, w
4
, 128) CONV-(N128, K4x4, S2, P1), Leaky ReLU
(h
4
, w
4
, 128)→ (h
8
, w
8
, 256) CONV-(N256, K4x4, S2, P1), Leaky ReLU
(h
8
, w
8
, 256)→ ( h
16
, w
16
, 512) CONV-(N512, K4x4, S2, P1), Leaky ReLU
( h
16
, w
16
, 512)→ ( h
32
, w
32
, 1024) CONV-(N1024, K4x4, S2, P1), Leaky ReLU
( h
32
, w
32
, 1024)→ ( h
64
, w
64
, 2048) CONV-(N2048, K4x4, S2, P1), Leaky ReLU
Output layer D ( h
64
, w
64
, 2048)→ ( h
64
, w
64
, 1) CONV-(N1, K3x3, S1, P1)
Output layer C ( h
64
, w
64
, 2048)→ (1, 1, r) CONV-(N(r), K h
64
x w
64
, S1, P0)
Table 3: Architecture for the discriminator and the classifier networks, D and C. The kernel weights in the down-sampling layers
are shared by D and C.
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J Quantitative results: details
J.1 Accuracy vs identity preservation
In this section we give additional detail about the face re-identification network. We also provide attribute accuracy
values and identity scores per attribute for the models used in the paper, namely, for StarGAN and StarGAN+ trained
with λcls = 0.25 and for WarpGAN+ with λcls = 2.00.
J.1.1 Re-identification network
For the face re-identificaiton scores, presented in Fig. 8 in the paper, we use a Facenet model pretrained on the
MS-Celeb-1M dataset [?]. This dataset consists of 10 million images and 100k unique identities. As both CelebA
and MS-Celeb-1M were collected from publicly available Internet images, we expect some overlap between both
datasets. This pretrained model is provided by the authors and is publicly available at https://github.com/
davidsandberg/facenet.
Model Smiling Big
nose
Arched
eyebrows
Narrowed
eyes
Pointy
nose
Mean
StarGAN 0.65 0.60 0.64 0.66 0.68 0.65
StarGAN+ 0.72 0.66 0.67 0.78 0.69 0.70
WarpGAN+ 0.83 0.73 0.81 0.87 0.82 0.81
Real 1.00 1.00 1.00 1.00 1.00 1.00
Table 4: Quantitative comparison of the re-identification score on real and generated images on the CelebA dataset evaluated with
the face re-identification network, higher is better.
J.1.2 Attribute classification accuracy
Model Smiling Big
nose
Arched
eyebrows
Narrowed
eyes
Pointy
nose
Mean
StarGAN 0.84 0.60 0.69 0.65 0.62 0.68
StarGAN+ 0.92 0.73 0.87 0.75 0.82 0.82
WarpGAN+ 0.72 0.72 0.83 0.74 0.74 0.75
Real 0.92 0.81 0.82 0.88 0.72 0.83
Table 5: Quantitative comparison of the attribute classification accuracy on real and generated images on the CelebA dataset
evaluated with a separate classification network, higher is better.
J.2 User study
In the user study, for both experiments, to evaluate the reliability of the workers, a number of easy to classify images
were mixed with the data, and used as a control. Workers needed to give the right answer to at least 90% of the
control images for their data to be considered reliable. Images with fewer than 3 annotations are discarded, as they are
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considered unreliable data. Finally, a simple majority voting scheme was used to determine the classification of each
image.
For the experiment evaluating realism, typical failure cases for all models were shown to the workers before com-
mencing the task, as examples of fake images. For the evaluation of the presence of the target attribute, to guide the
workers, curated examples from training data edited with our model were shown to highlight the differences between
the attributes.
Some images in the CelebA dataset contain border artifacts due to the alignment process that the authors used for
the aligned version of the dataset. In order to get more reliable results, none of these images were included in the pool
of 250 images used for the study.
J.2.1 Attribute classification accuracy
Model Smiling Big
nose
Arched
eyebrows
Narrowed
eyes
Pointy
nose
Mean
StarGAN 0.85 0.84 0.75 0.83 0.76 0.81
StarGAN+ 0.85 0.84 0.89 0.86 0.83 0.86
WarpGAN+ 0.63 0.92 0.83 0.89 0.88 0.84
Real 0.88 0.64 0.74 0.56 0.36 0.63
Table 6: Quantitative comparison of the attribute classification accuracy on real and generated images on the CelebA dataset
evaluated with a user study, higher is better.
J.2.2 Realism accuracy
Model Smiling Big
nose
Arched
eyebrows
Narrowed
eyes
Pointy
nose
Mean
StarGAN 0.40 0.52 0.62 0.41 0.74 0.52
StarGAN+ 0.37 0.40 0.59 0.38 0.60 0.46
WarpGAN+ 0.42 0.64 0.79 0.57 0.82 0.65
Real 0.97 0.89 0.98 0.96 0.94 0.95
Table 7: Quantitative comparison of image realism both on real and generated images on the CelebA dataset evaluated with a user
study, higher is better.
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