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Abstract
The Rankin-Selberg method for studying Langlands’ automorphic L-functions is to
find integral representations, involving certain Fourier coefficients of cusp forms and
Eisenstein series, for these functions. In this thesis we develop the local theory for
generic representations of special orthogonal groups. We study the local integrals for
SO2l × GLn, where SO2l is the special even orthogonal group, either split or quasi-
split, over a local non-Archimedean field. These integrals admit a functional equation,
which is used to define a γ-factor. We show that, as expected, the γ-factor is identical
with Shahidi’s γ-factor. The analytic properties of the integrals are condensed into a
notion of a greatest common divisor (g.c.d.). We establish certain bounds on the g.c.d.
and relate it to the L-function defined by Shahidi in several cases, thereby providing
another point of view on the L-function, linking it to the poles of the integrals. In
particular, in the tempered case under a reasonable assumption the g.c.d. is equal
to the L-function. Finally, this study includes the computation of the integrals with
unramified data. This work may lead to new applications of the descent method, as
well as aid in analyzing the poles of the global L-function.
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Chapter 1
INTRODUCTION
Approximately 35 years ago, Piatetski-Shapiro envisioned a converse theorem for GLn,
i.e., a necessary condition for gluing together local representations into an automorphic
representation. The analytic properties of L-functions for pairs of representations of
GLn ×GLm, with m ≤ n, were essential for his approach. This was the motivation for
the development of the Rankin-Selberg theory for GLn ×GLm by Jacquet, Piatetski-
Shapiro and Shalika [JPSS83].
Since then several converse theorems for GLn were formulated and proved (see
[CPS02, Cog05]). The focus of research has turned to questions of Langlands’ (lo-
cal and global) functoriality ([Cog03]). Functoriality is basically a means for reducing
problems of representations of classical groups G to problems of representations of
GLn. A converse theorem along with a theory of representations of G × GLm can be
used to produce functoriality results (e.g. [CKPSS04]). The study of representations
of G×GLm is conducted using local and global L-functions. There are essentially two
known methods for studying L-functions, the Langlands-Shahidi method and Rankin-
Selberg method (see [Bum05]).
The Rankin-Selberg method for studying Langlands’ automorphic L-functions is to
find integral representations for these functions. We briefly account the steps of the
method, following Cogdell [Cog06]. The starting point is a global integral tailored
for the automorphic representations at hand. This integral admits a factorization
into an Euler product of local factors, called the local Rankin-Selberg integrals. In
order to relate the global integral to the L-function, one computes the local integrals
with unramified data and shows that they produce local L-functions. This is roughly
sufficient to determine the analytic properties of the partial L-function. In order to
study the global L-function, the local integrals at the finite ramified and Archimedean
ramified places must be studied. The local analysis typically involves a functional
equation and local factors, namely L, γ and ǫ-factors.
Gelbart and Piatetski-Shapiro [GPSR87] developed the Rankin-Selberg theory for
G×GLm, where G is a split classical group of rank m. Their method was extended by
Ginzburg [Gin90] to the split group G = SOl with ⌊l/2⌋ ≥ m and by Soudry [Sou93] to
the split group G = SO2l+1 with l < m. These constructions (as well as [JPSS83]) were
all limited to generic representations. Ginzburg, Piatetski-Shapiro and Rallis [GPSR97]
developed Rankin-Selberg integrals for a pair of representations of Om × GLn, where
Om is the orthogonal group with respect to an arbitrary non-degenerate quadratic form
over a number field, and the representation of Om is not necessarily generic.
The importance of the Rankin-Selberg method in current research is that within
its frame, it is possible to locate the poles of the L-functions. These are essential for
describing the image of the functorial lift (global or local) from generic representa-
tions of classical groups to GLN , as well as in the descent construction [GRS01, JS03,
CKPSS04, Sou06].
We study the Rankin-Selberg integrals for generic representations of SO2l×GLn. We
construct the global integrals and show that they are Eulerian. The local unramified
1
factors at the finite places are computed and equated with the local L-functions. Then
we turn to local non-Archimedean analysis and focus primarily on defining local factors
and establishing their fundamental properties. Our work is based on the extensive study
of SO2l+1×GLn by Soudry [Sou93, Sou95, Sou00], which in turn is based on the works
of Jacquet, Piatetski-Shapiro and Shalika [JPSS83, JS90]. The global Rankin-Selberg
integrals and their local counterparts apply only to generic representations and so does
our study of local factors. There are currently no definitions for local factors in the
general context of [GPSR97].
Ginzburg, Piatetski-Shapiro and Rallis [GPSR97] computed the unramified factors
for their general Rankin-Selberg integrals mentioned above. Their computation of the
integral for SOm ×GLn (non-generic case) can be reduced in a uniform fashion to our
present calculation, thereby providing another proof of their results. This will not be
addressed here.
The local integrals satisfy a certain uniqueness property, which is used to define a
γ-factor. We prove that this factor is multiplicative. Our results, combined with the
Archimedean results of Soudry [Sou95], imply that our γ-factor is identical with the
corresponding γ-factor defined by Shahidi in [Sha90].
Motivated by the work of Jacquet, Piatetski-Shapiro and Shalika [JPSS83], we define
a greatest common divisor (g.c.d.) for the local integrals. The integrals span a fractional
ideal and its unique generator, which contains any pole which appears in the integrals,
is called the g.c.d. We describe the properties of the g.c.d. and establish upper and
lower bounds for the poles. The upper bounds are obtained using a generalization
of a technique introduced by [JPSS83]: we attach Laurent series to the integrals and
establish functional equations, in terms of these series, which imply the bounds. In the
tempered case we can relate the g.c.d. to the L-function of the representations defined
by Shahidi. Results of this study may lead to a g.c.d. definition for the L-function.
Such a definition provides another point of view on the L-function. It is expected to
have many applications, since the poles of the integrals indicate relations between the
representations.
Our technique and results regarding the g.c.d. readily adapt to the integrals stud-
ied by Ginzburg [Gin90] and Soudry [Sou93], due to the similar nature and technical
closeness of the constructions.
The g.c.d. can be used at the ramified places in order to define a partial L-function
as a product over all finite places. Therefore, this work may have applications to the
analysis of the global L-function. Such results were obtained by Piatetski-Shapiro and
Rallis [PSR87] and Ikeda [Ike92].
1.1. Main results
Let F be a local non-Archimedean field of characteristic zero. Let π be a smooth admis-
sible finitely generated generic representation of SO2l(F ) (generic, or more specifically
χ-generic - has a unique Whittaker model, with respect to a character χ of a maximal
unipotent subgroup). Here the group SO2l(F ) is either split or quasi-split, i.e., non-
split over F but split over a quadratic extension of F . Let τ be a smooth admissible
finitely generated generic representation of GLn(F ), which has a central character ωτ .
2
We omit references to the field from the notation. For a complex parameter s ∈ C,
let V (τ, s) be the space of the induced representation Ind
SO2n+1
Qn
(τ |det |s− 12 ), where
Qn is a maximal parabolic subgroup with a Levi part isomorphic to GLn. Denote by
M(τ, s) : V (τ, s) → V (τ∗, 1 − s) the standard intertwining operator where τ∗(b) =
τ(Jn(
tb−1)Jn), Jn is the matrix with 1 on the anti-diagonal and 0 elsewhere (if τ is
irreducible, τ∗ is isomorphic to the representation contragredient to τ). Let M∗(τ, s)
be the standard normalized intertwining operator, that is, M(τ, s) multiplied by the
local coefficient. An element fs ∈ V (τ, s) is called a standard section if its restriction to
a certain fixed maximal compact subgroup is independent of s. Denote by ξ(τ, std, s)
the space of standard sections. Let ξ(τ, hol, s) = C[q−s, qs]⊗ ξ(τ, std, s) be the space of
holomorphic sections (where q is the cardinality of the residue field of F ). The space
of rational sections is defined by ξ(τ, rat, s) = C(q−s)⊗ ξ(τ, std, s). Also fix an additive
nontrivial character ψ of F . Throughout, only generic representations are considered.
For any k ≥ 1, a representation η of GLk is assumed to have a central character denoted
by ωη.
Let W be a Whittaker function for π and let fs ∈ ξ(τ, rat, s). We construct a
local Rankin-Selberg integral Ψ(W,fs, s). The exact form of the integral is given in
Section 5.1. It is absolutely convergent for ℜ(s) >> 0. This integral appears as a local
factor in a global Rankin-Selberg integral. The first step in relating the global integral
to the global Langlands L-function, is to prove that the local integrals with unramified
data evaluate to the local L-functions. The following result is proved in Section 3.2.
Theorem 1.1. Let π and τ be irreducible unramified representations and assume that
all data are unramified. In particular, W and fs are the normalized unramified ele-
ments. Then for ℜ(s) >> 0,
Ψ(W,fs, s) =
L(π × τ, s)
L(τ, Sym2, 2s)
.
Here the L-functions are defined using the Satake parameters of π and τ , Sym2 denotes
the symmetric square representation.
One of the basic properties of the integral Ψ(W,fs, s) is that it has a meromorphic
continuation to a function in C(q−s). We prove this in Section 5.6. Theorem 1.1
confirms this for the unramified case.
We turn to defining local factors. The key observation is that the integral Ψ(W,fs, s)
may be regarded as a bilinear form satisfying certain equivariance properties, placing
it in a space which is roughly one-dimensional. In detail,
Ψ(W,fs, s) ∈
{
BilSO2l(π, V (τ, s)Nn−l,ψ−1γ ) l ≤ n,
BilSO2n+1(πN l−n,ψ−1γ , V (τ, s)) l > n.
Here BilSO2l(·, ·) (resp. BilSO2n+1(·, ·)) denotes the space of SO2l-equivariant (resp.
SO2n+1-equivariant) bilinear forms, V (τ, s)Nn−l ,ψ−1γ and πN l−n,ψ−1γ are certain Jacquet
modules, see Sections 3.1.1 and 3.1.2 (resp.) for the precise definitions of the subgroups
and characters. In Chapter 4 we prove,
Theorem 1.2. Except for a finite set of values of q−s, the complex vector spaces
BilSO2l(π, V (τ, s)Nn−l,ψ−1γ ) and BilSO2n+1(πN l−n,ψ−1γ , V (τ, s)) are at most one-dimensional.
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We mention that for irreducible representations, this result follows from [AGRS10,
GGP12, MW10], but here our representations may be reducible. The integral
Ψ(W,M∗(τ, s)fs, 1− s) satisfies similar equivariance properties and an immediate con-
sequence of the theorem, is that these integrals are related by a functional equation.
Namely, there exists a proportionality factor γ(π × τ, ψ, s) essentially satisfying
γ(π × τ, ψ, s)Ψ(W,fs, s) = Ψ(W,M∗(τ, s)fs, 1− s).
The actual definition of γ(π× τ, ψ, s) in Section 6.1.1 (see (6.1)) involves a certain nor-
malization. One of our goals is to relate the γ-factor γ(π×τ, ψ, s) to the corresponding
γ-factor of Shahidi on SO2l×GLn defined in [Sha90]. Using standard global arguments
(see [Sha90] Section 5 and [Sou00] Section 0), this problem is reduced to the follow-
ing three major milestones. Firstly, one proves that both factors are identical when all
data are unramified. This is evident from Theorem 1.1 (see Claim 6.1). Secondly, these
factors should be identical over Archimedean fields whenever SO2l is split (this is not
needed for the quasi-split case, because we can find a global group which is split at all
Archimedean places). This follows from Soudry [Sou95]. Thirdly, we need to establish
full multiplicative properties for γ(π × τ, ψ, s) over a non-Archimedean field.
In Chapter 7 we prove the following theorems, comprising the multiplicative proper-
ties. As mentioned above, throughout this work, representations of SO2l and GLk are
taken to be smooth, admissible, finitely generated and generic, and representations of
GLk are assumed to have central characters.
Theorem 1.3. Let τi be a representation of GLni for i = 1, 2. Let τ be a quotient of
a representation parabolically induced from τ1 ⊗ τ2. Then
γ(π × τ, ψ, s) = γ(π × τ1, ψ, s)γ(π × τ2, ψ, s).
Theorem 1.4. Let σ be a representation of GLk and π
′ be a representation of SO2(l−k),
0 < k ≤ l. Let π be a quotient of a representation parabolically induced from σ ⊗ π′.
Then
γ(π × τ, ψ, s) = ωσ(−1)nωτ (−1)k[ωτ (2γ)−1]γ(σ × τ, ψ, s)γ(π′ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
Here the factor ωτ (2γ)
−1 appears only when k = l and γ is a global constant depending
only on the groups. When k = l we define γ(π′× τ, ψ, s) = 1. The factors γ(σ× τ, ψ, s)
and γ(σ∗ × τ, ψ, s) are the GLk × GLn γ-factors of Jacquet, Piatetski-Shapiro and
Shalika [JPSS83].
Assume that π and τ are irreducible and note that Shahidi defined the γ-factor only
for irreducible representations. Then we can define a normalized γ-factor Γ(π×τ, ψ, s).
Roughly, we normalize γ(π×τ, ψ, s) by the central characters appearing in Theorem 1.4.
In the case where π is a representation of SO0 = {1} define Γ(π × τ, ψ, s) = 1. When
π and τ have trivial central characters and Gl is split, Γ(π × τ, ψ, s) = γ(π × τ, ψ, s).
In Section 6.1.1 we prove,
Theorem 1.5. Let σ1⊗ . . .⊗ σm ⊗ π′ be an irreducible representation of GLk1 × . . .×
GLkm × SO2(l−k), with k = k1 + . . .+ km (0 ≤ k ≤ l), and π be an irreducible quotient
of a representation parabolically induced from σ1 ⊗ . . . ⊗ σm ⊗ π′. Let τ1 ⊗ . . . ⊗ τa be
an irreducible representation of GLn1 × . . .×GLna (1 ≤ a ≤ n) and τ be an irreducible
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quotient of a representation parabolically induced from τ1 ⊗ . . . ⊗ τa. Then
Γ(π × τ, ψ, s) =
a∏
i=1
Γ(π × τi, ψ, s),
Γ(π × τ, ψ, s) = Γ(π′ × τ, ψ, s)
m∏
i=1
γ(σi × τ, ψ, s)γ(σ∗i × τ, ψ, s).
In Chapter 8 we briefly describe how to adapt the Archimedean results of Soudry
[Sou95] to our integrals. As explained above we conclude,
Corollary 1.1. For irreducible representations π of SO2l and τ of GLn, Γ(π× τ, ψ, s)
is identical with Shahidi’s γ-factor. 
Our definition of Γ(π × τ, ψ, s) implies that γ(π × τ, ψ, s) is identical with Shahidi’s
γ-factor, up to a nonzero complex constant.
We proceed to define the g.c.d. and ǫ-factor. The notion of a g.c.d. of Rankin-
Selberg integrals was introduced by Jacquet, Piatetski-Shapiro and Shalika [JPSS83],
who defined the L-function of the representations as the g.c.d. of their local Rankin-
Selberg convolutions.
Let τ be an irreducible representation (π may be reducible, but finitely generated).
Following the method of Piatetski-Shapiro and Rallis [PSR86, PSR87] we define the
set of “good sections”,
ξ(τ, good, s) = ξ(τ, hol, s) ∪M∗(τ∗, 1− s)ξ(τ∗, hol, 1 − s).
The Rankin-Selberg integrals Ψ(W,fs, s), where W is a Whittaker function for π and
fs ∈ ξ(τ, good, s), span a fractional ideal Iπ×τ (s) of C[q−s, qs] which contains the con-
stant 1, and its unique generator, in the form P (q−s)−1 for P ∈ C[X] such that
P (0) = 1, is what we call the g.c.d. of the integrals, gcd(π × τ, s). We prove that
the g.c.d. does not depend on ψ. The corresponding functional equation that defines
ǫ(π × τ, ψ, s) (an exponential) is
Ψ(W,M∗(τ, s)fs, 1− s)
gcd(π × τ∗, 1− s) = ǫ(π × τ, ψ, s)
Ψ(W,fs, s)
gcd(π × τ, s)
(here we omitted a normalization factor, the actual equation is given by (6.3)). We
establish several properties of the g.c.d. including lower and upper bounds and in
certain cases we are able to calculate it explicitly.
The L-function of π×τ is already defined due to the works of Shahidi on his method
of local coefficients (e.g. [Sha81, Sha90]). Under a certain mild assumption we can
show that in the tempered case, the g.c.d. is equal to this L-function.
Throughout, tempered representations are assumed to be irreducible. Here is our
main result on the g.c.d., proved in Section 9.1. We recall that our representations are
always assumed to be generic.
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Theorem 1.6. Let π and τ be tempered representations. Let L(π × τ, s) be the L-
function attached to π and τ by Shahidi. Then L(π × τ, s)−1 divides gcd(π × τ, s)−1
and gcd(π × τ, s) ∈ L(π × τ, s)Mτ (s)C[q−s, qs], where Mτ (s) (defined in Section 2.7.4)
contains the poles of M∗(τ, s) and M∗(τ∗, 1 − s), Mτ (s)−1 ∈ C[q−s, qs]. Moreover, if
the operators L(τ, Sym2, 2s − 1)−1M(τ, s) and L(τ∗, Sym2, 1 − 2s)−1M(τ∗, 1 − s) are
holomorphic,
gcd(π × τ, s) = L(π × τ, s).
According to a result of Casselman and Shahidi [CS98] (Theorem 5.1), L(τ, Sym2, 2s−
1)−1M(τ, s) is holomorphic for an irreducible supercuspidal τ , and is expected to be
holomorphic for a tempered τ . Therefore, Theorem 1.6 states that in the tempered
case, under a reasonable assumption on the operators (holding in the supercuspidal
case), the g.c.d. definition gives the “usual” L-function. Without the assumption, the
g.c.d. and this L-function agree up to the poles of Mτ (s).
An essentially tempered representation τ is a representation of the form |det |vτ0
where v ∈ C and τ0 is tempered. For instance, an irreducible supercuspidal τ is in
particular essentially tempered. In Section 9.1 we will derive the following immediate
consequence of Theorem 1.6 and the definitions.
Corollary 1.2. Theorem 1.6 also holds if τ is essentially tempered.
We restate Theorem 1.6 for the case where it holds unconditionally.
Corollary 1.3. Let π be tempered and τ be irreducible supercuspidal. Then gcd(π ×
τ, s) = L(π × τ, s). 
For the general case we have the following lower and upper bounds. In Chapter 9
we show,
Theorem 1.7. Let π be irreducible and τ be tempered such that L(τ, Sym2, 2s −
1)−1M(τ, s) and L(τ∗, Sym2, 1 − 2s)−1M(τ∗, 1 − s) are holomorphic. Write π as a
standard module - a representation parabolically induced from a representation σ ⊗ π′
of GLk × SO2(l−k) whose exact properties are given in Section 9.3 (in particular, π′ is
tempered). Then if k < l or k = l > n,
L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s) ∈ gcd(π × τ, s)C[q−s, qs].
Note that for a representation π′ of SO0 we set gcd(π
′× τ, s) = 1. In Chapter 10 we
prove,
Theorem 1.8. Let τ be an irreducible representation parabolically induced from a rep-
resentation τ1 ⊗ . . .⊗ τk of GLn1 × . . .×GLnk . Then
gcd(π × τ, s) ∈ (
k∏
i=1
gcd(π × τi, s))Mτ1⊗...⊗τk(s)C[q−s, qs].
Theorem 1.9. Let π be a quotient of a representation parabolically induced from a
representation σ ⊗ π′ of GLk × SO2(l−k). Let τ be an irreducible representation as in
Theorem 1.8, induced from τ1 ⊗ . . . ⊗ τa (a ≥ 1). Then
gcd(π × τ, s) ∈ L(σ × τ, s)(
a∏
i=1
gcd(π′ × τi, s))L(σ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].
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Here L(σ× τ, s) and L(σ∗× τ, s) are the L-factors of [JPSS83]. In the case k = l ≤ n,
this relation holds under the assumptions that σ is irreducible and τ is of Langlands’
type.
According to Zelevinsky [Zel80] any irreducible generic representation τ (ofGLn) is of
the form IndGLnPn1,...,na
(τ1 ⊗ . . . ⊗ τa) for specific inducing data and a parabolic subgroup
Pn1,...,na , i.e., τ is an induced representation of Langlands’ type (see Section 10.3.4 and
[JS83]) also called a standard module. Similarly, any irreducible generic representation
π is (a standard module) of the form IndSO2lP (σ ⊗ π′) for an irreducible generic repre-
sentation σ⊗ π′ of GLk ×SO2(l−k), where π′ is tempered and P is a suitable parabolic
subgroup. This follows from the standard module conjecture of Casselman and Shahidi
[CS98], proved by Muic´ [Mui01] for classical groups.
The factor Mτ1⊗...⊗τk(s) (defined in Section 2.7.4) designates an upper bound for
the poles of M∗(τ, s) and M∗(τ∗, 1 − s). We also prove more detailed versions of
Theorems 1.8 and 1.9 (see resp., Corollaries 10.9 and 10.16).
The upper bounds are obtained by associating certain Laurent series to the integrals.
An integral Ψ(W,fs, s) is represented by a series
∑
m∈Z amX
m ∈ C[[X,X−1]] if for
ℜ(s) >> 0, the series ∑m∈Z amq−sm is absolutely convergent and equals Ψ(W,fs, s).
We will construct a series, denoted by Σ(W,fs, s), representing Ψ(W,fs, s). Let P ∈
C[X,X−1] be the polynomial obtained from ǫ(π × τ, ψ, s) gcd(π × τ, s)−1 by replacing
q−s with X. Let P˜ ∈ C[X,X−1] be obtained similarly, from gcd(π × τ∗, 1− s)−1. The
functional equation described above can be interpreted as an equation in C[[X,X−1]],
roughly
P˜Σ(W,M∗(τ, s)fs, 1− s) = PΣ(W,fs, s).
This is actually an equality of the form
∑
m<M˜
bmX
m =
∑
m>M amX
m for some
M˜,M ∈ Z and can only be valid when both sides are polynomials. This implies in
particular that the poles of Ψ(W,fs, s) appear in P
−1. Then, for example, Theo-
rem 1.8 may be derived if we can replace P with a polynomial obtained from gcd(π ×
τ1, s)
−1 · . . . · gcd(π × τk, s)−1.
The idea of using Laurent series to establish upper bounds is due to Jacquet,
Piatetski-Shapiro and Shalika [JPSS83]. In Section 10.1 we extend their construc-
tion and provide a general framework for converting integrals into series. One result
we obtain is a certain version of Fubini’s Theorem for series (Lemma 10.6). The def-
initions and results are stated in a general form and can be applied to other types of
Rankin-Selberg integrals, e.g. the integrals for SO2l+1 ×GLn of [Gin90, Sou93].
We have the following two corollaries, demonstrating that the g.c.d. captures the
correct notion of the L-function, except perhaps for additional poles due to the inter-
twining operator (Mτ (s)).
Corollary 1.4. Let π be irreducible and write it as a standard module - a represen-
tation parabolically induced from a representation σ ⊗ π′ of GLk × SO2(l−k) (see Sec-
tion 9.3). Let τ be tempered. Assume that the operators L(τ, Sym2, 2s − 1)−1M(τ, s)
and L(τ∗, Sym2, 1− 2s)−1M(τ∗, 1− s) are holomorphic.
(1) gcd(π × τ, s) ∈ L(π × τ, s)Mτ (s)C[q−s, qs].
(2) If k < l or k = l > n, L(π × τ, s)−1 divides gcd(π × τ, s)−1.
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Proof of Corollary 1.4. Since π is a standard module and τ is tempered,
L(π × τ, s) = L(σ × τ, s)L(π′ × τ, s)L(σ∗ × τ, s).
Under the given assumptions, Theorem 1.6 applied to π′ × τ implies L(π′ × τ, s) =
gcd(π′ × τ, s). Now the first assertion follows from Theorem 1.9, which is applicable
to the full range of k, l and n because σ is irreducible and τ is tempered. The second
assertion follows from Theorem 1.7. 
Corollary 1.5. Let π and τ be irreducible and write τ = IndGLnPn1,...,na
(τ1 ⊗ . . .⊗ τa)
as a representation of Langlands’ type (in particular, each τi is essentially tempered),
a ≥ 1. Assume that for each i, L(τi, Sym2, 2s − 1)−1M(τi, s) and L(τ∗i , Sym2, 1 −
2s)−1M(τ∗i , 1− s) are holomorphic. Then
gcd(π × τ, s) ∈ L(π × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].
Proof of Corollary 1.5. Follows immediately from Theorems 1.9 and 1.6 (and Corol-
lary 1.2). 
The present work is among the few attempts so far to provide a g.c.d. definition
to the L-function, and the first attempt to carry over the work of Jacquet, Piatetski-
Shapiro and Shalika [JPSS83] to the Rankin-Selberg convolutions of G × GLn where
G is a classical group. Such a study was suggested by Gelbart and Piatetski-Shapiro
[GPSR87] (p. 136). Our technique and results readily adapt to the integrals studied
by Ginzburg [Gin90] and Soudry [Sou93], due to the similar nature and technical close-
ness of the constructions. For example, Soudry already proved in [Sou93, Sou95, Sou00]
that the γ-factor for SO2l+1×GLn defined by the Rankin-Selberg integrals is equal to
Shahidi’s γ-factor. This can be used to obtain an analogue of Theorem 1.6. Partial ar-
guments towards a result similar to Theorem 1.7 can be found in [Sou93]. Additionally,
manipulations of integrals used here to prove Theorems 1.8 and 1.9 can be replaced
with results of Soudry [Sou93, Sou00] to conclude similar upper bounds.
The results of Chapter 3 on the unfolding of the global integral and proof of The-
orem 1.1, for l ≤ n, were published in [Kap10, Kap12]. The multiplicativity of the
γ-factor (Chapter 7) appeared in [Kap13a]. Results of Chapters 9 and 10 regarding the
g.c.d. and its properties were published in [Kap13b].
1.2. Thesis outline
This thesis is organized as follows. Chapter 2 contains preliminaries, notation and
basic definitions. Chapter 3 is devoted to a brief description of the global setting and
to the calculations of the integrals with unramified data. In Chapter 4 we prove the
uniqueness properties. The basic tools used in the study of the integrals are developed
in Chapter 5. The local factors are defined in Chapter 6. In Chapter 7 we establish
the multiplicative properties of the γ-factor. The Archimedean results are described in
Chapter 8. Chapter 9 contains several results on the g.c.d., including the analysis of
the tempered case. Finally, the upper bounds on the g.c.d. are proved in Chapter 10.
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Chapter 2
PRELIMINARIES AND NOTATION
2.1. The groups
Let F be a field of characteristic zero. For k ≥ 1 put
Jk =
 0 1. . .
1 0
 ∈ GLk(F ).
Let ρ ∈ F ∗. If ρ ∈ F 2, define J2l,ρ = J2l and set ρ = β2. Otherwise denote
J2l,ρ =

Jl−1
1 0
0 −ρ
Jl−1
 ∈ GL2l(F ).(2.1)
We use ρ to define the special even orthogonal group SO2l(F ). Let
Gl(F ) = SO2l(F ) = {g ∈ GL2l(F ) : det g = 1, tgJ2l,ρg = J2l,ρ},
regarded as an algebraic group over F . It is split when ρ = β2, then we will assume
|β| = 1. Otherwise it is quasi-split, i.e., non-split over F and split over a quadratic
extension of F and we assume |ρ| ≥ 1. Also let γ = 12ρ.
Remark 2.1. One may consider (2.1) also with ρ = β2, then the special orthogonal
group is split.
Except for Section 3.1 and Chapter 8, our field will always be local non-Archimedean.
For such a field, denote by O the ring of integers of F , P = ̟O is the maximal ideal and
|̟|−1 = q = |O/P|. The valuation of F is ϑ, i.e., |a| = q−ϑ(a) for a 6= 0. Throughout,
references to the field are omitted.
The following subgroups of Gl will be used repeatedly. Fix the Borel subgroup
BGl = TGl ⋉UGl , where UGl is the subgroup of upper triangular unipotent matrices in
Gl. In the split case TGl is composed of diagonal matrices. When Gl is quasi-split,
TGl = {diag(t1, . . . , tl−1,
(
a bρ
b a
)
, t−1l−1, . . . , t
−1
1 ) : a
2 − b2ρ = 1}.
Let Pk = Lk ⋉ Vk be the standard maximal parabolic subgroup with
Lk = {diag(x, y, Jk(tx−1)Jk) : x ∈ GLk, y ∈ Gl−k} ∼= GLk ×Gl−k,
Vk < UGl . When Gl is split, we have an additional standard maximal parabolic sub-
group κPl = κ
−1Plκ where κ = diag(Il−1, J2, Il−1). In the quasi-split case the sub-
groups Pk with k < l exhaust all standard maximal parabolic subgroups. For any
parabolic subgroup P < Gl, P is the parabolic subgroup opposite to P containing the
Levi part of P . Specifically, if P = LV where L is the Levi part and V is the unipotent
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radical of P , P = LV where V is the unipotent subgroup opposed to V . Also δP
denotes the modulus character of P .
Let ∆Gl be the set of simple roots of Gl, determined by our selection of BGl . The
root system of Gl is of type Dl in the split case and Bl−1 in the quasi-split case (see
e.g. [Spr98] p. 261). Explicitly,
∆Gl =
{
{ǫ1 − ǫ2, . . . , ǫl−1 − ǫl, ǫl−1 + ǫl} split Gl,
{ǫ1 − ǫ2, . . . , ǫl−2 − ǫl−1, ǫl−1} quasi-split Gl.
Here ǫi(t) = ti is the i-th coordinate function of t ∈ TGl , it is defined for 1 ≤ i ≤ l
(resp. 1 ≤ i ≤ l − 1) if Gl is split (resp. quasi-split).
For any k ≤ l, Gl−k is naturally regarded as a subgroup of Gl, embedded in Pk. Let
KGl be a special good maximal compact open subgroup (e.g. in the split case KGl =
Gl(O)). For any k > 0 we have the “small” compact open subgroup, neighborhood of
the identity NGl,k = (I2l +M2l×2l(Pk)) ∩Gl.
The special odd orthogonal group is
Hn = SO2n+1 = {g ∈ GL2n+1 : det g = 1, tgJ2n+1g = J2n+1}.
We use a notation similar to the above for Hn (e.g. BHn = THn ⋉ UHn). The torus
THn is the subgroup of diagonal matrices in Hn. Let Qk = Mk ⋉ Uk be the standard
parabolic subgroup with a Levi part
Mk = {diag(x, y, Jk(tx−1)Jk) : x ∈ GLk, y ∈ Hn−k} ∼= GLk ×Hn−k,
Uk < UHn . Here ∆Hn is of type Bn and we take KHn = Hn(O). For k ≤ n, Hn−k is
embedded in Hn through Mk.
In the group GLk fix the Borel subgroup BGLk = Ak ⋉ Zk, Ak is the diagonal
subgroup and Zk is the subgroup of upper triangular unipotent matrices. For m > 1
and k1, . . . , km ≥ 1 such that k1 + . . . + km = k, let Pk1,...,km = Ak1,...,km ⋉ Zk1,...,km
be the standard parabolic subgroup of GLk which corresponds to (k1, . . . , km). Its
Levi part Ak1,...,km is isomorphic to GLk1 × . . . × GLkm . In the context of induced
representations, we define Pk1,...,km with m = 1 to be GLk. For example if we have for
somem ≥ 1, a representation σ1⊗. . .⊗σm of Ak1,...,km, then IndGLkPk1,...,km (σ1 ⊗ . . .⊗ σm)
will simply be σ1 if m = 1. We take KGLk = GLk(O). Also denote by Yk the mirabolic
subgroup of GLk, i.e., the subgroup of x ∈ GLk with the last row (0, . . . , 0, 1). We
shall frequently use the Weyl element ωk1,k2 =
( Ik1
Ik2
) ∈ GLk1+k2 (k1, k2 ≥ 0). For
x ∈ GLk, x∗ = Jk(tx−1)Jk. Oftentimes GLk will be regarded as a subgroup of Gl
(resp. Hn), embedded in Lj (resp. Mj) for j ≥ k by x 7→ diag(x, I2(l−k), x∗) (resp.
x 7→ diag(x, I2(n−k)+1, x∗)).
Since the image of An in Mn is THn , we identify THn with An. Regarding Gl, TGl is
identified with G1 ×Al−1.
Let S(F k) be the space of Schwartz-Bruhat functions on F k.
In general we denote for a subgroup Y , y ∈ Y and an element g, gY = g−1Y g and
gy = g−1yg (e.g. ωk2,k1Pk2,k1 = Pk1,k2).
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2.1.1. Embedding Gl in Hn, l ≤ n
The embedding is described by defining bases for the underlying vector spaces of Hn
and Gl. Let F
k be the k-dimensional column space. Denote by (, ) the symmetric form
defined on the column space F 2n+1 by J2n+1 (i.e. (u, v) =
tuJ2n+1v). Let
EHn = (e1, . . . , en, en+1, e−n, . . . , e−1)
be the standard basis of F 2n+1, such that the Gram matrix of EHn with respect to (, )
is J2n+1 (e.g. e−i = e2n+2−i). Set eγ = en + γe−n. The image of Gl in Hn is SO(V )
where V is the orthogonal complement of
SpanF {ei, e−i : 1 ≤ i ≤ n− l}+ SpanF{eγ}.
Select a basis EGl of V such that its Gram matrix (with respect to (, )) is J2l,ρ.
Elements of Hn (resp. Gl) will be written using EHn (resp. EGl). Let E ′Gl be the basis
of V + SpanF{eγ} obtained by adding eγ to EGl as the (l+1)-th vector and M be the
transition matrix from E ′Gl to EHl .
If g =
(
A B
C D
) ∈ Gl (A,D ∈ Ml×l), we can regard g as a linear transform on V +
SpanF {eγ} by extending it trivially on eγ . Then the coordinates of g relative to E ′Gl ,
denoted by [g]E ′
Gl
, satisfy
[g]E ′
Gl
=
 A 0 B0 1 0
C 0 D
 .
To write g ∈ Gl as an element of Hn, define geγ = eγ and compute
[g]EHn = diag(In−l,M
−1[g]E ′
Gl
M, In−l).
We take
M =

diag(Il−1,
 14 12β − 12β21
2 0
1
β2
−12β2 β 1
 , Il−1) split Gl,
diag(Il−1,
 0 1 01
2 0
1
2γ
−1
1
2 0 −12γ−1
 , Il−1) quasi-split Gl.
Remark 2.2. The vector eγ is defined using
1
2ρ (instead of ρ), so that when ρ ∈ F 2
(hence Gl is split), the Witt index of the orthogonal complement of SpanF {eγ} would
be n. This is necessary for embedding split Gl in Hl.
Remark 2.3. Assume l < n. Let Nn−l = Zn−l ⋉ Un−l (here Zn−l < Mn−l). Fix some
additive nontrivial character ψ of the field and extend it to a character of Zk (for
any k ≥ 1) by ψ(z) = ψ(∑k−1i=1 zi,i+1). Define a character ψγ of Nn−l by ψγ(zy) =
ψ(z)ψ(ten−lyeγ) where z ∈ Zn−l and y ∈ Un−l. The group Gl is embedded in Hn so
that it normalizes Nn−l and stabilizes ψγ . The pair (Nn−l, ψγ) will be used to construct
the integral for l < n, see Section 3.1.1.
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One property of this embedding is that although Al−1 < THn , TGl is not a subgroup
of THn . We write explicitly the form of an element from G1 under the embedding in
H1. Of course this form carries over to Hn by the embedding H1 < Hn. In the split
case,
x =
(
b 0
0 b−1
)
7→
 12 + 14(b+ b−1) 12β (b− b−1) 2β2 (12 − 14 (b+ b−1))1
4β(b− b−1) 12 (b+ b−1) − 12β (b− b−1)
1
2β
2(12 − 14(b+ b−1)) −14β(b− b−1) 12 + 14(b+ b−1)
 .
(2.2)
Observe that if |b| = 1 and |2| = 1, the image lies in KH1 (recall that by assumption
|β| = 1). It will be useful to denote ⌊x⌋ = b if |b| ≤ 1 and ⌊x⌋ = b−1 otherwise. Also
let [x] = max(|b|, |b|−1).
We see from (2.2) that TGl is not a subgroup of THn . However, the following lemma
shows how to write a torus element of Gl approximately as a torus element of Hn.
Lemma 2.1. For any k0 > 0 there are h1, h2 ∈ H1 and k ≥ k0 such that for all
x =
(
b
b−1
)
with [x] > qk, in H1,
x ∈
{
BH1h1NH1,k0 ⌊x⌋ = b,
BH1h2NH1,k0 ⌊x⌋ = b−1.
Specifically, we can write x ∈ mxuxhiNH1,k0 with
mx =
 ⌊x⌋ 1
⌊x⌋−1
 , ux =
 1 c⌊x⌋−1 −12c2⌊x⌋−21 −c⌊x⌋−1
1
 ,
c =
{−2β−1 ⌊x⌋ = b,
2β−1 ⌊x⌋ = b−1.
Proof of Lemma 2.1. Let ǫ = diag(β−1, 1, β), let k′ ≥ k0 be such that ǫ−1NH1,k′ <
NH1,k0 and take k′′ ≥ k′ such that q−2k
′′ ≤ |2|q−k′ .
In H1, x is given by (2.2). Denote
x′ = ǫx =
 12 + 14 (b+ b−1) 12(b− b−1) 1− 12 (b+ b−1)1
4 (b− b−1) 12(b+ b−1) −12(b− b−1)
1
4 − 18 (b+ b−1) −14(b− b−1) 12 + 14 (b+ b−1)
 .
We will exhibit m′ ∈ BH1 and h′ ∈ H1 such that m′x′ ∈ h′NH1,k′ , whence m = ǫ
−1
m′
and h = ǫ
−1
h′ satisfy mx ∈ hNH1,k0 . Let
m′ =
 t tv −12tv21 −v
t−1
 , u(ξ) =
 1−1 −ξ
1 −ξ −12ξ2
 (ξ ∈ F ).
We select k ≥ k′ for which q−k < |4|q−k′ . Assume ⌊x⌋ = b and |b| < q−k. Take
v = 2+ 4b(1+ 2̟k
′′
), t−1 = −8b(1+̟k′′) and h′ = u(2). By matrix multiplication we
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see that
m′x′ ∈ h′NH1,k′ =
 Pk′ Pk′ 1 + Pk′Pk′ −1 + Pk′ −2 + Pk′
1 + Pk′ −2 + Pk′ −2 + Pk′
 .
Note that if one assumes |2| = 1, to verify this computation it is enough to check the
last two rows of m′x′, then use the fact that m′x′ ∈ H1.
Returning to x we have obtained x ∈ m−1hNH1,k0 with
m−1 =

−8b(1 +̟k′′) −2(1+2b+4b̟k
′′
)
β ∗
1 −1+2b+4b̟k
′′
4βb(1+̟k′′ )
− 1
8b(1+̟k′′ )
 ,
h =
 β−2−1 −2β−1
β2 −2β −2
 .
Then m−1 = mxuxz with
z =

−8(1 +̟k′′) −4(1+2̟k
′′
)
β ∗
1 −1+3̟k
′′
+2̟2k
′′
2β(1+̟k′′ )2
− 1
8(1+̟k′′ )
 .
Let h1 = zh. Then h1 depends only on k
′′, k′, k0. Also x ∈ mxuxh1NH1,k0 .
The case ⌊x⌋ = b−1 follows similarly, with v = −2−4b−1(1+2̟k′′), t−1 = −8b−1(1+
̟k
′′
) and h′ = u(−2). 
Remark 2.4. Put d = diag(8, 1, 8−1). Following the construction of hi in the proof
we see that zd−1, h ∈ KH1 . Hence if k1 satisfies |̟|k1 = |8|2 and k0 > k1, we get
d−1NH1,k0 < NH1,k0−k1 and h
−1
i NH1,k0 < NH1,k0−k1 . It follows that for any c > 0 there
is k0 > 0 such that
h−1i NH1,k0 < NH1,c for i = 1, 2.
In the quasi-split case the image is given by(
a bρ
b a
)
7→
 12(1 + a) b 12γ−1(1− a)γb a −b
1
2γ(1− a) −γb 12 (1 + a)
 .
It will usually be sufficient to know that the image of G1 in H1 is a compact subgroup
which is covered, for any k > 0, by a finite union
⋃
xiNH1,k (xi ∈ H1). In the case
where data are unramified, for instance if F is an unramified extension of Qp and
|γ| = |2| = 1, 1 = |a2 − b2ρ| = max(|a|2, |b|2) hence |a|, |b| ≤ 1 and the image of G1 in
H1 is contained in KH1 .
2.1.2. Embedding Hn in Gl, l > n
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Here (, ) is defined using J2l,ρ. Let EGl = (e1, . . . , el, e−l, . . . , e−1) be the standard basis
of F 2l such that the Gram matrix of EGl with respect to (, ) is J2l,ρ. Let
eγ =
{
1
4el − γe−l Gl is split,
1
2e−l Gl is quasi-split.
The group Hn is embedded in Gl as SO(V ), where V is the orthogonal complement of
SpanF{ei, e−i : 1 ≤ i ≤ l − n− 1}+ SpanF {eγ}.
If EHn is a basis of V with a Gram matrix J2n+1 (with respect to (, )), E ′Hn is obtained
from EHn by adding eγ as the (n+ 1)-th vector. Extend h ∈ Hn by defining heγ = eγ ,
then
[h]EGl = diag(Il−n−1,M
−1[h]E ′
Hn
M, Il−n−1).
Here
M =

diag(In,
(
2 − 1
β2
β 12β
)
, In) split Gl,
diag(In,
(
0 2
1 0
)
, In) quasi-split Gl.
Remark 2.5. Assume l > n+1. Let N l−n = Zl−n−1⋉Vl−n−1, where Zl−n−1 < Ll−n−1.
Define a character ψγ of N
l−n by ψγ(zy) = ψ(z)ψ(
tel−n−1yeγ) (z ∈ Zl−n−1, y ∈ Vl−n−1
and ψ as in Remark 2.3). Then Hn is embedded in Gl in the normalizer of N
l−n and
stabilizer of ψγ . In Section 3.1.2 we use N
l−n and ψγ to construct the integral.
2.2. Additional notation and symbols
For a function f defined on some set X, taking values in some ring (usually in C),
supp(f) denotes the support of f , i.e., supp(f) = {x ∈ X : f(x) 6= 0}. If X is a
topological space, f is said to be locally constant if for each x there is a neighborhood
Nx of x such that f(nx) = f(x) for all nx ∈ Nx. Assume that G is a topological
group acting on X. The function f is smooth (with respect to the action of G on X)
if there is a neighborhood O of the identity in G, such that for all x ∈ X and o ∈ O,
f(o · x) = f(x). In the cases we consider, the notions of being locally constant and
smoothness often coincide (because of the Iwasawa decomposition).
For a measure space X and a measurable subset Y ⊂ X, we denote by vol(Y ) the
measure of Y .
Block diagonal matrices will usually be denoted by diag(· · · ).
Consider the polynomial ring C[q−s, qs] and its field of fractions C(q−s). We denote
by ≃ an equality of polynomials or rational functions which holds up to invertible
factors of C[q−s, qs]. For example, q−s ≃ 1 and for any P ∈ C[q−s, qs] there is some
P1 ∈ C[q−s] such that P ≃ P1.
A disjoint union of sets is denoted by
∐
. The sign ⊂ refers to a weak containment of
sets (containment or equality), ( denotes proper containment. The symbol ∅ designates
the empty set.
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2.3. Representations
Representations will always be smooth, admissible, finitely generated, and generic, i.e.
admit unique Whittaker models. If a representation π has a Whittaker model with
respect to a character χ, the model is denoted byW(π, χ). If π has a central character,
it is denoted by ωπ. For any k ≥ 1, a representation of GLk is always assumed to have
a central character.
Tempered representations are assumed to be irreducible by definition. An essentially
tempered (resp. essentially square-integrable) representation τ is a representation of the
form |det |vτ0 where v ∈ C and τ0 is tempered (resp. square-integrable). Supercuspidal
representations are neither assumed to be unitary nor irreducible. A unitary irreducible
supercuspidal representation is tempered. Characters are not assumed to be unitary.
We fix a nontrivial unitary additive character ψ of F and construct a (unitary)
character of Zk by z 7→ ψ(
∑k−1
i=1 zi,i+1) (ψ is non-degenerate for k > 1). Then ψ defines
a character of any subgroup of Zk by restriction.
For s ∈ C and b ∈ GLn denote αs(b) = |det b|s− 12 .
Let τ be a representation of GLn on a space U . For a character µ of GLn, the
representation τµ of GLn on U is defined by (τµ)(b) = µ(b)τ(b). Denote by τ
∗ the
representation (of GLn) defined on U by τ
∗(b) = τ(b∗) (b∗ = Jn(
tb−1)Jn). When τ is
irreducible, W(τ˜ , ψ) = W(τ∗, ψ) where τ˜ is the representation contragredient to τ . In
general,
(IndGLnPn1,...,nk
(τ1 ⊗ . . . ⊗ τk))∗ = IndGLnPnk,...,n1 (τ
∗
k ⊗ . . . ⊗ τ∗1 ).
For a function f defined on some group and x an element of the group, λ(x)f (resp.
x · f) denotes the left-translation (resp. right-translation) of f by x.
2.4. Sections
We recall the definition of a holomorphic section of a parabolically induced represen-
tation, parameterized by an unramified character of the Levi part. For a thorough
treatment of this subject refer to Waldspurger [Wal03] (Section IV) and Muic´ [Mui08].
Let τ be a representation of GLn on a space U . Set K = KHn = Hn(O). Consider
the induced representation IndKQn∩K(τ) whose space is denoted by V (τ) = V
K
Qn∩K(τ).
This is the space of functions f : K → U such that f is smooth on the right, i.e., there
is some compact open subgroup N < K such that f(ky) = f(k) for all k ∈ K and
y ∈ Y , and f(qk) = τ(q)f(k) for q ∈ Qn ∩K.
For any fixed s ∈ C we have the representation IndHnQn(ταs) (normalized induction)
on the space V (τ, s) = V HnQn (τ, s). Specifically, V (τ, s) consists of the functions fs :
Hn → U such that fs is smooth on the right and fs(qh) = δ
1
2
Qn
(q)|det a|s− 12 τ(a)fs(h)
for q = diag(a, 1, a∗)u ∈ Qn (a ∈ GLn, u ∈ Un).
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Any f ∈ V (τ) can be extended to an element of V (τ, s), according to the Iwa-
sawa decomposition. This produces an isomorphism between V (τ) and V (τ, s) as K-
representation spaces. The image of f ∈ V (τ) in V (τ, s) is denoted by fs.
Consider the following family of functions. For k ∈ K, N < K a compact open
subgroup and v ∈ U which is invariant by (k−1N) ∩Qn, define chkN,v ∈ V (τ) by
chkN,v(k
′) =
{
τ(a)v k′ = akn, a ∈ Qn ∩K,n ∈ N,
0 otherwise.
(2.3)
These functions span V (τ) (see [BZ76], 2.24). Then chkN,v extends to chkN,v,s ∈
V (τ, s). For h ∈ Hn, write h = qk′ ∈ QnK with q = au, a ∈ GLn ∼=Mn, u ∈ Un. Then
chkN,v,s(h) = δ
1
2
Qn
(q)|det a|s− 12 τ(a)chkN,v(k′).
We will usually consider s as a parameter. A function f(s, h) : C × Hn → U such
that for all s, the mapping h 7→ f(s, h) belongs to V (τ, s), is called a section.
A section f is called standard if for any fixed k ∈ K the function s 7→ f(s, k) is
independent of s (i.e., it is a constant function). Let ξHnQn (τ, std, s) be the space of
standard sections. The elements of this space are precisely the functions (s, h) 7→ fs(h)
where f ∈ V (τ). The subgroup K acts on this space by k · f(s, h) = f(s, hk). For
f ∈ ξHnQn (τ, std, s) there is a compact open subgroupN < K such that f(s, hy) = f(s, h)
for all s ∈ C, h ∈ Hn and y ∈ N . Furthermore, there is a subset B ⊂ Hn such that for
all s, the support of the function h 7→ f(s, h) equals B. The subset B is invariant for
multiplication on the right by N and on the left by Qn.
We usually pick a section f and study the function h 7→ f(s, h) as s varies. Therefore
we introduce the following convention. We a priori write fs instead of f and think of s
as a parameter. So for any fs ∈ ξHnQn (τ, std, s) there is a compact open subgroup N < K
independent of s, such that fs is right-invariant by N , and the support of fs in Hn is
independent of s. In order to obtain a concrete function on Hn, we must fix s. Then
we say that for a fixed s, fs ∈ V (τ, s).
The space of holomorphic sections is ξHnQn (τ, hol, s) = C[q
−s, qs] ⊗C ξHnQn (τ, std, s).
We abbreviate ξ(τ, ·, s) = ξHnQn (τ, ·, s). A holomorphic section takes the form fs =∑m
i=1 Pi(q
−s, qs)f
(i)
s where Pi ∈ C[q−s, qs], f (i)s ∈ ξ(τ, std, s). The following claim
shows that ξ(τ, hol, s) is anHn-space, whereHn acts by right-translations on the second
component of the tensors.
Claim 2.2. For any fs ∈ ξ(τ, hol, s) and h ∈ Hn, h · fs ∈ ξ(τ, hol, s).
Proof of Claim 2.2. It is enough to prove the claim for fs ∈ ξ(τ, std, s). Take N < K as
above. Given h ∈ Hn, h ·fs is right-invariant on Nh = (h−1N)∩K. Let k1, . . . , km ∈ K
be distinct representatives of the double coset space Qn\Hn/Nh. For any ki, write
kih = qik
′
i ∈ QnK, qi = aiui with ai ∈ GLn, ui ∈ Un. Then
h · fs(ki) = fs(kih) = δ
1
2
Qn
(qi)|det ai|s−
1
2 τ(ai)fs(k
′
i).
Set Pi = δ
1
2
Qn
(qi)|det ai|s− 12 ∈ C[q−s, qs] and vi = τ(ai)fs(k′i) ∈ U . Note that vi is
invariant by (k
−1
i Nh) ∩Qn and furthermore, it is independent of s because k′i ∈ K and
fs is standard. Hence chkiNh,vi ∈ V (τ) and h·fs =
∑m
i=1 Pi ·chkiNh,vi,s ∈ ξ(τ, hol, s). 
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For an element fs ∈ ξ(τ, hol, s) there is a compact open subgroup N < K indepen-
dent of s such that fs is right-invariant by N . Whenever we take a subgroup by which
fs is right-invariant, we implicitly mean such a subgroup. The support of fs in Hn may
depend on s.
Let fs =
∑m
i=1 Pif
(i)
s ∈ ξ(τ, hol, s) with 0 6= Pi ∈ C[q−s, qs], f (i)s ∈ ξ(τ, std, s). Pick
a subgroup N such that f
(i)
s is right-invariant by N for all i. Then if k1, . . . , kb ∈ K
are distinct representatives for Qn\Hn/N , fs =
∑
i,j PichkjN,vi,j ,s. Let U
kj ⊂ U be the
subspace of vectors fixed by (k
−1
j N) ∩Qn. Since the function φ : Ukj → V (τ) given by
φ(v) = chkjN,v is linear (see (2.3)), we may rewrite fs so that for each j, the nonzero
vectors in {v1,j , . . . , vm,j} are linearly independent. Consequently fs can be written as
fs =
m′∑
i=1
P ′i · chk′iN,v′i,s,(2.4)
with 0 6= P ′i ∈ C[q−s, qs], k′i ∈ {k1, . . . , kb} (the double cosets Qnk′iN are not necessarily
disjoint) and the data (m′, k′i, N, v
′
i) do not depend on s. Moreover, if {i1, . . . , ic} is a
set of indices satisfying k′i1 = . . . = k
′
ic , then v
′
i1
, . . . , v′ic are linearly independent.
We will mostly be dealing with either holomorphic sections or the images of such, un-
der specific intertwining operators. This leads us to consider the space ξHnQn (τ, rat, s) =
C(q−s)⊗C ξ(τ, std, s) of rational sections. It is also an Hn-space.
In a slightly more general context, let G be one of the groups defined in Section 2.1
and P < G be a parabolic subgroup with a Levi part L ∼= GLk1 × . . . × GLkm × G′,
where G′ is either the trivial group {1} or a group of the same type as G. Assume
that τ is a representation of L on a space U . An m-tuple s = (s1, . . . , sm) ∈ Cm
defines an unramified character αs of L by (g1, . . . , gm, g
′) 7→ αs1(g1) · . . . · αsm(gm).
The space V KGP∩KG(τ) of the representation Ind
KG
P∩KG
(τ) is isomorphic to the space
V GP (τ, s) of Ind
G
P (τα
s) (as KG-spaces). A function f(s, g) : C
m × G → U such that
for all s, the mapping g 7→ f(s, g) belongs to V GP (τ, s) is called a section. The space
of standard sections ξGP (τ, std, s) contains precisely the sections f such that for all
k ∈ KG, the function s 7→ f(s, k) is constant. The holomorphic sections are the
elements of ξGP (τ, hol, s) = C[q
∓s1 , . . . , q∓sm ] ⊗C ξGP (τ, std, s) and rational sections are
defined by ξGP (τ, rat, s) = C(q
−s1 , . . . , q−sm) ⊗C ξGP (τ, std, s). Note that KG may be
chosen so that αs|KG∩L ≡ 1.
2.5. Properties of Whittaker functions
Let G be one of the groups defined in Section 2.1, denote by TG the maximal torus of
G and let π be a representation of G realized in a Whittaker model W(π, χ). We state
a few properties of the Whittaker functions of W(π, χ), that will be used repeatedly.
(1) A Whittaker function vanishes away from zero: let W ∈ W(π, χ). There is a
constant c > 0, depending onW , such that for all t ∈ TG,W (t) = 0 unless |α(t)| < c
for all α ∈ ∆G. This is a result of Casselman and Shalika [CS80] (Proposition 6.1).
Actually, the constant c in the proof depends only on the subgroupNG,k < G which
fixes W and on χ (NG,k was defined in Section 2.1, k is a constant depending on
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W ). This implies the following. Let u be a complex parameter. Assume that for all
u, Wu ∈ W(παu, χ) and furthermore, there is a constant k > 0 such that for all u,
Wu is right-invariant by NG,k. Then there is some c satisfying for all u, Wu(t) = 0
unless |α(t)| < c for all α ∈ ∆G.
(2) The asymptotic expansion of Whittaker functions: the restriction of a Whittaker
function to a torus can be written in a simple, convenient form. First we recall the
notion of a finite function. A finite function on Ak is a locally constant complex-
valued function f such that SpanC{a · f : a ∈ Ak} is a finite-dimensional vector
space. Any finite function is equal to a finite sum of products
∏k
i=1 ηi where each
ηi is a finite function on F
∗. Moreover, any finite function f can be expressed
as f(a) =
∑
ξ∈C ξ(a)Pξ(a), where C is a finite set of characters of F
∗ and Pξ is
a polynomial in the valuation vector of a. I.e., Pξ(a) is a finite sum of products∏k
i=1 ϑ(ai)
mi (a = diag(a1, . . . , ak)) with 0 ≤ mi ∈ Z. See Waldspurger [Wal03]
(Section I.2).
Assume that G is neither GL1 nor G1 (in these cases the form of Whittaker
functions is trivial). Write ∆G = {α1, . . . , αm}. Let T0 denote the maximal split
torus of G, i.e., if G = GLn,Hn or split Gl, T0 = TG. If G = Gl is quasi-split,
T0 = Al−1 < TGl . There is a finite set Aπ of finite functions on F ∗, such that
for any W ∈ W(π, χ) there exist functions φη1,...,ηm ∈ S(Fm) defined for any m
elements η1, . . . , ηm ∈ Aπ, such that for all t ∈ T0,
W (t) =
∑
η1,...,ηm∈Aπ
φη1,...,ηm(α1(t), . . . , αm(t))
m∏
i=1
ηi(αi(t)).
In the case G = GLn this is a result of Jacquet, Piatetski-Shapiro and Shalika
[JPSS79] (Section 2.2). The case of Gl can be deduced from their general results,
as done by Soudry [Sou93] (Section 2) for SO2l+1. Note that in the quasi-split case
we will usually reduce integrals over TGl to integrals over Al−1, so we only need to
evaluate W on T0.
2.6. A realization of IndHnQn1,n2
((τ1 ⊗ τ2)α(s1,s2))
Let τi be a representation of GLni , i = 1, 2, and set n = n1 + n2. Let Qn1,n2 < Hn be
the standard parabolic subgroup whose Levi part is
{diag(b1, b2, 1, b∗2, b∗1) : bi ∈ GLni} ∼= GLn1 ×GLn2 .
Consider the induced representation
Πs1,s2 = Ind
Hn
Qn1,n2
((τ1 ⊗ τ2)α(s1,s2)),
where s1 and s2 are complex parameters (i.e., s = (s1, s2)). As explained in Section 2.4
we have spaces of standard, holomorphic and rational sections for Πs1,s2 . Consider also
Π′s1,s2 = Ind
Hn
Qn1
((τ1 ⊗ IndHn2Qn2 (τ2α
s2))αs1)
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(for b1 ∈ GLn1 and h2 ∈ Hn2 , αs1(diag(b1, h2, b∗1)) = αs1(b1)). These representations
are isomorphic via
(h, b1, h2, b2) 7→ f(h2h, b1, b2), (h, b1, b2) 7→ ϕ(h, b1, I2n2+1, b2).(2.5)
Here f belongs to the space of Πs1,s2 , ϕ belongs to the space of Π
′
s1,s2 , h ∈ Hn, h2 ∈ Hn2
and bi ∈ GLni . Furthermore (2.5) defines isomorphisms between
Π = Ind
KHn
Qn1,n2∩KHn
(τ1 ⊗ τ2)
and
Π′ = Ind
KHn
Qn1∩KHn
(τ1 ⊗ Ind
KHn2
Qn2∩KHn2
(τ2)).
Then for ϕ in the space of Π′, we can first regard it as a function in the space of Π,
extend it to a function in the space of Πs1,s2 using the Iwasawa decomposition and finally
consider it as a function in the space of Π′s1,s2 . Therefore we may realize the space ξ(τ1⊗
τ2, std, (s1, s2)) = ξ
Hn
Qn1,n2
(τ1⊗ τ2, std, (s1, s2)) by extending functions of the space of Π′
to functions of the space of Π′s1,s2 . Then we can also realize ξ(τ1⊗τ2, hol, (s1, s2)) as the
space of elements
∑m
i=1 Piϕ
(i)
s1,s2 where Pi ∈ C[q∓s1 , q∓s2 ], ϕ(i)s1,s2 ∈ ξ(τ1⊗τ2, std, (s1, s2))
and similarly realize ξ(τ1 ⊗ τ2, rat, (s1, s2)).
2.7. The intertwining operators
2.7.1. Intertwining operator for IndHnQn(τα
s)
Let τ be a representation of GLn realized in W(τ, ψ). Let M(τ, s) : V HnQn (τ, s) →
V HnQn (τ
∗, 1 − s) be the standard intertwining operator. It is given (formally) by the
integral
M(τ, s)fs(h, b) =
ˆ
Un
fs(wnuh, dnb
∗)du (h ∈ Hn, b ∈ GLn).
Here
wn =
 In(−1)n
In
 , dn = diag(−1, 1, . . . , (−1)n) ∈ GLn.
Note that τ∗ is realized in W(τ∗, ψ). This integral converges absolutely for ℜ(s) >> 0
and has a meromorphic continuation to a function in C(q−s). If fs ∈ ξ(τ, rat, s),
M(τ, s)fs ∈ ξ(τ∗, rat, 1 − s). Moreover there is a polynomial 0 6= P ∈ C[q−s] such
that PM(τ, s) is a holomorphic operator, i.e., PM(τ, s)fs ∈ ξ(τ∗, hol, 1 − s) for any
fs ∈ ξ(τ, hol, s). Since τ is generic, there is a proportionality factor γ(τ, Sym2, ψ, 2s−1)
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such that for all fs ∈ ξ(τ, rat, s),ˆ
Un
fs(dnwnu, 1)ψ
−1(un,n+1)du
= γ(τ, Sym2, ψ, 2s − 1)
ˆ
Un
M(τ, s)fs(dnwnu, 1)ψ
−1(un,n+1)du.
This is an equality of meromorphic continuations in C(q−s). Note that the left-hand
side defines a Whittaker functional on V (τ, s) with respect to the character ψ(u) =
ψ(
∑n
i=1 ui,i+1) of UHn . This is Shahidi’s functional equation ([Sha81] Theorem 3.1),
the factor γ(τ, Sym2, ψ, 2s − 1) is Shahidi’s local coefficient defined in loc. cit. and
Sym2 is the symmetric square representation.
Denote by M∗(τ, s) the standard normalized intertwining operator,
M∗(τ, s) = γ(τ, Sym2, ψ, 2s − 1)M(τ, s).
Then Shahidi’s functional equation takes the formˆ
Un
fs(dnwnu, 1)ψ
−1(un,n+1)du =
ˆ
Un
M∗(τ, s)fs(dnwnu, 1)ψ
−1(un,n+1)du.(2.6)
The properties stated above are usually formulated for an irreducible τ (e.g. [Sha81,
Mui08]). However, as shown by Waldspurger [Wal03] (Section IV), our assumptions
on τ - namely that it is smooth, admissible and finitely generated (see Section 2.3) are
sufficient to deduce the absolute convergence in a right half-plane and the meromorphic
properties. The functional equation also holds regardless of the irreducibility condition,
because τ is generic. The additional assumption that τ has a central character ωτ is
needed in order to obtain simple multiplicative formulas, see for example Section 2.7.3.
Let P ∈ C[X] be a polynomial of minimal degree, with P (0) = 1, such that
P (q−s)M∗(τ, s) is a holomorphic operator. We set ℓτ (s) = P (q
−s)−1. Then for any
fs ∈ ξ(τ, hol, s) there exists f∗1−s ∈ ξ(τ∗, hol, 1 − s) such that M∗(τ, s)fs = ℓτ (s)f∗1−s.
Note that ℓτ∗(1− s)−1 ∈ C[qs].
From here until the end of this section assume that τ is irreducible. Since τ is also
generic, according to Shahidi [Sha81] Section 3,
M∗(τ, s)M∗(τ∗, 1− s) = 1.(2.7)
To explain this, note that the irreducibility of τ implies that M∗(τ, s)M∗(τ∗, 1 − s)
is a nonzero scalar c(s) multiplied by the identity mapping, for almost all s ([Sha81]
Section 2). Then if Υ denotes the Jacquet integral on the left-hand side of (2.6) and
f ′1−s ∈ V (τ∗, 1− s), applying (2.6) twice yields
Υ(f ′1−s) = Υ(M
∗(τ∗, 1− s)f ′1−s) = Υ(M∗(τ, s)M∗(τ∗, 1− s)f ′1−s) = c(s)Υ(f ′1−s).
Hence for almost all s, c(s) = 1, implying (2.7).
We collect a few results regarding the poles of the intertwining operator. The L-
group of the Levi part of Qn is GLn(C). The adjoint action of GLn(C) on the Lie
algebra of the L-group of Un is Sym
2, which is irreducible (see e.g. [Sha92] p. 5).
Therefore, in this case the local coefficient γ(τ, Sym2, ψ, 2s− 1) and Shahidi’s γ-factor
are equal, up to a unit in C[q−s, qs] ([Sha90] Theorem 3.5). According to Shahidi
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[Sha90] (Section 7),
γ(τ, Sym2, ψ, 2s − 1) ≃ L(τ
∗, Sym2, 2− 2s)
L(τ, Sym2, 2s − 1)(2.8)
(≃ means up to invertible factors in C[q−s, qs]).
We have the following result of Shahidi (loc. cit. Proposition 7.2a),
Theorem 2.1. For a tempered τ , L(τ, Sym2, s) is holomorphic for ℜ(s) > 0.
This is a part of a more general conjecture of Shahidi (loc. cit. Conjecture 7.1),
proved by Casselman and Shahidi [CS98] (Section 4) in the broad context of groups of
classical type (e.g. classical groups).
The following result of Casselman and Shahidi [CS98] (Theorem 5.1) will be used to
bound the poles of the intertwining operator.
Theorem 2.2. For a supercuspidal (irreducible) τ , L(τ, Sym2, 2s − 1)−1M(τ, s) is
holomorphic.
Remark 2.6. The result is stated in loc. cit. for standard modules which satisfy
injectivity at a certain level, in particular it is valid for standard modules induced from
generic irreducible supercuspidal representations (loc. cit. Theorem 3.4).
For an essentially tempered τ , according to Theorem 2.1, the quotient on the right-
hand side of (2.8) is reduced. Therefore if L(τ, Sym2, 2s− 1)−1M(τ, s) is holomorphic
(e.g. τ is irreducible supercuspidal), ℓτ (s) = L(τ
∗, Sym2, 2− 2s).
2.7.2. Intertwining operator for IndGLnPn1,n2
(τ1α
1
2
n+s ⊗ τ ∗2α
1
2
n+1−s)
Let τi be a representation of GLni realized in W(τi, ψ), i = 1, 2. We have the standard
intertwining operator
M(τ1 ⊗ τ∗2 , (s, 1− s)) :V GLnPn1,n2 (τ1|det |
n
2 ⊗ τ∗2 |det |
n
2 , (s, 1− s))
→ V GLnPn2,n1 (τ
∗
2 |det |
n
2 ⊗ τ1|det |
n
2 , (1 − s, s)),
defined via the meromorphic continuation of
(b, b2, b1) 7→
ˆ
Zn2,n1
θs(ωn1,n2zb, b1, b2)dz (b ∈ GLn, bi ∈ GLni).
The standard normalized intertwining operator M∗(τ1 ⊗ τ∗2 , (s, 1 − s)) is defined ac-
cording to Shahidi’s functional equation ([Sha81] Theorem 3.1),ˆ
Zn2,n1
θs(ωn1,n2z, In1 , In2)ψ
−1(z)dz(2.9)
=
ˆ
Zn1,n2
M∗(τ1 ⊗ τ∗2 , (s, 1− s))θs(ωn2,n1m, In2 , In1)ψ−1(m)dm,
with θs ∈ ξGLnPn1,n2 (τ1|det |
n
2 ⊗ τ∗2 |det |
n
2 , rat, (s, 1 − s)). As in Section 2.7.1, this is
an equality in C(q−s). Define ℓτ1⊗τ∗2 (s)
−1 ∈ C[q−s] similarly to ℓτ (s), i.e., such that
ℓτ1⊗τ∗2 (s)
−1M∗(τ1 ⊗ τ∗2 , (s, 1 − s)) is holomorphic.
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Assume that τ1 and τ2 are irreducible. Then according to Shahidi [Sha90] (Theo-
rem 3.5), there is some e(q−s, qs) ∈ C[q−s, qs]∗ satisfying
M∗(τ1 ⊗ τ∗2 , (s, 1 − s)) = e(q−s, qs)
L(τ∗1 × τ∗2 , 2− 2s)
L(τ1 × τ2, 2s− 1)M(τ1 ⊗ τ
∗
2 , (s, 1 − s)).
The result of Casselman and Shahidi [CS98] (Theorem 5.1) now reads,
Theorem 2.3. For irreducible supercuspidal τ1 and τ2, L(τ1 × τ2, 2s − 1)−1M(τ1 ⊗
τ∗2 , (s, 1 − s)) is holomorphic.
In the case of the theorem, ℓτ1⊗τ∗2 (s) = L(τ
∗
1 × τ∗2 , 2− 2s).
2.7.3. The multiplicativity of M∗(τ, s) for an induced τ
Assume τ = IndGLnPn1,n2
(τ1 ⊗ τ2), where each representation τi is realized inW(τi, ψ) and
τ is realized in the space of the induced representation.
The elements of V HnQn (τ, s) are locally constant functions on Hn taking values in the
space of τ , we regard them as locally constant functions fs : Hn×GLn×GLn1×GLn2 →
C with the following properties: let h ∈ Hn, b ∈ GLn, bi ∈ GLni .
(1) For q ∈ Qn with q = au, a ∈ GLn ∼=Mn and u ∈ Un,
fs(qh, b, b1, b2) = δ
1
2
Qn
(q)|det a|s− 12 fs(h, ba, b1, b2).
(2) For a ∈ Pn1,n2 with a = diag(a1, a2)z, ai ∈ GLni and z ∈ Zn1,n2 ,
fs(h, ab, b1, b2) = δ
1
2
Pn1,n2
(a)fs(h, b, b1a1, b2a2).
(3) The mapping b1 7→ fs(h, b, b1, b2) belongs to W(τ1, ψ) and b2 7→ fs(h, b, b1, b2)
belongs to W(τ2, ψ).
Let M(τ, s) : V HnQn (τ, s) → V HnQn (τ∗, 1 − s) be the standard intertwining operator,
defined by the meromorphic continuation of the integral
M(τ, s)fs(h, b, b2, b1) =
ˆ
Un
fs(wnu, b
∗, dn1b
∗
1, dn2b
∗
2)du.
The standard normalized intertwining operator is defined by the functional equationˆ
Un
ˆ
Zn2,n1
fs(wnu, ωn1,n2zdn, In1 , In2)ψ
−1(z)ψ−1(u)dzdu
=
ˆ
Un
ˆ
Zn1,n2
M∗(τ, s)fs(wnu, ωn2,n1zdn, In2 , In1)ψ
−1(z)ψ−1(u)dzdu.
This is an equality in C(q−s). According to the multiplicativity of the intertwining
operators and local coefficients ([Sha81] Theorem 2.1.1 and Proposition 3.2.1),
M∗(τ, s) =M∗(τ1, s)M
∗(τ1 ⊗ τ∗2 , (s, 1 − s))M∗(τ2, s).(2.10)
We explain how to interpret (2.10).
Let s1, s2 be complex parameters. Consider the representation
Π′s1,s2 = Ind
Hn
Qn1
((τ1 ⊗ IndHn2Qn2 (τ2α
s2))αs1)
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defined in Section 2.6. Denote its space by V ′(τ1 ⊗ τ2, (s1, s2)). Let ϕs1,s2 ∈ V ′(τ1 ⊗
τ2, (s1, s2)). Any fixed h1 ∈ Hn1 and b1 ∈ GLn1 define a mapping ϕs1,s2(h1, b1, ·, ·) ∈
V
Hn2
Qn2
(τ2, s2) by
(h2, b2) 7→ ϕs1,s2(h, b1, h2, b2) (h2 ∈ Hn2 , b2 ∈ GLn2).
In addition, any h ∈ Hn defines a mapping h ·ϕs1,s2(·, ·, I2n2+1, ·) ∈ V GLnPn1,n2 (τ1|det |
n
2 ⊗
τ2|det |n2 , (s1, s2)) by
(b, b1, b2) 7→ ϕs1,s2(bh, b1, I2n2+1, b2) (b ∈ GLn, bi ∈ GLni).
Let s ∈ C. The representations V HnQn (τ, s) and Π′s,s are isomorphic according to the
mappings
(h, b1, h2, b2) 7→ fs(h2h, In, b1, b2), (h, b, b1, b2) 7→ |det b|− 12n−s+ 12ϕs(bh, b1, I2n2+1, b2).
Here fs ∈ V HnQn (τ, s) and ϕs ∈ V ′(τ1 ⊗ τ2, (s, s)). Denote the image of fs in V ′(τ1 ⊗
τ2, (s, s)) by ı(fs).
Assume that s is chosen away from the poles of the intertwining operators on the
right-hand side of (2.10). Let ϕs ∈ V ′(τ1 ⊗ τ2, (s, s)). The mapping
M(τ2, s)ϕs ∈ V ′(τ1 ⊗ τ∗2 , (s, 1− s))
is obtained by applying M(τ2, s) to ϕs(h, b1, ·, ·). Formally,
M(τ2, s)ϕs(h, b1, h2, b2) =
ˆ
Un2
ϕs(h, b1, wn2uh2, dn2b
∗
2)du.
Then ϕs,1−s ∈ V ′(τ1 ⊗ τ∗2 , (s, 1− s)) is given by
ϕs,1−s =M
∗(τ2, s)ϕs = γ(τ2, Sym
2, ψ, 2s − 1)M(τ2, s)ϕs.
The function
ϕ′1−s,s =M
∗(τ1 ⊗ τ∗2 , (s, 1− s))ϕs,1−s ∈ V ′(τ∗2 ⊗ τ1, (1− s, s))
is defined by applying M∗(τ1 ⊗ τ∗2 , (s, 1 − s)) to the function h · ϕs,1−s(·, ·, I2n2+1, ·).
Formally,
ϕ′1−s,s(h, b2, h1, b1) = (M
∗(τ1 ⊗ τ∗2 , (s, 1 − s))(h1h) · ϕs,1−s)(In, b2, b1)
= γ(τ1 × τ2, ψ, 2s − 1)′
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zh1h, b1, I2n2+1, b2)dz.
Here γ(τ1 × τ2, ψ, 2s − 1)′ denotes the local coefficient. Then
ϕ∗1−s =M
∗(τ1, s)ϕ
′
1−s,s ∈ V ′(τ∗2 ⊗ τ∗1 , (1 − s, 1− s))
is obtained similarly to ϕs,1−s. Collecting the applications of the intertwining operators,
ϕ∗1−s =M
∗(τ1, s)M
∗(τ1 ⊗ τ∗2 , (s, 1− s))M∗(τ2, s)ϕs.
The interpretation of (2.10) is
ı(M∗(τ, s)fs) =M
∗(τ1, s)M
∗(τ1 ⊗ τ∗2 , (s, 1 − s))M∗(τ2, s)ı(fs),
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or if we put ϕs = ı(fs),
ı(M∗(τ, s)fs) = ϕ
∗
1−s.
As mentioned above, this follows from the results of Shahidi [Sha81]. However, we
include a formal proof of this equality, showing how the definitions above are combined
together.
Claim 2.3. ı(M∗(τ, s)fs) = ϕ
∗
1−s.
Proof of Claim 2.3. In order to prove this equality, we start by showing
ı(M(τ, s)fs) =M(τ1, s)M(τ1 ⊗ τ∗2 , (s, 1 − s))M(τ2, s)ϕs.(2.11)
Both sides are functions in V ′(τ∗2 ⊗ τ∗1 , (1− s, 1− s)) and it is enough to show that they
are equal on h ∈ Hn. This equality is first interpreted as an equality of integrals for
ℜ(s) >> 0, then it follows for all s by meromorphic continuation. For ℜ(s) >> 0 we
have,
ı(M(τ, s)fs)(h, In2 , I2n1+1, In1) =M(τ, s)fs(h, In, In2 , In1)
=
ˆ
Un
fs(wnuh, In, dn1 , dn2)du =
ˆ
Un
ϕs(wnuh, dn1 , I2n2+1, dn2)du.
Write wn = wn2ωn1,n2wn1 , where wni ∈ Hni < Mn3−i and ωn1,n2 ∈ Mn. Then wnu =
wn2u2ωn1,n2zwn1u1 where ui ∈ Uni < Hni and z ∈ Zn2,n1 < Mn. This decomposition
also implies a decomposition of the measure du = du2dzdu1. The last integral equalsˆ
Un1
ˆ
Zn2,n1
ˆ
Un2
ϕs(wn2u2ωn1,n2zwn1u1h, dn1 , I2n2+1, dn2)du2dzdu1
=
ˆ
Un1
ˆ
Zn2,n1
M(τ2, s)ϕs(ωn1,n2zwn1u1h, dn1 , I2n2+1, In2)dzdu1
=
ˆ
Un1
M(τ1 ⊗ τ∗2 , (s, 1 − s))M(τ2, s)ϕs(wn1u1h, In2 , I2n1+1, dn1)du1
=M(τ1, s)M(τ1 ⊗ τ∗2 , (s, 1− s))M(τ2, s)ϕs(h, In2 , I2n1+1, In1).
This proves (2.11).
In order to complete the proof we show that ϕ∗1−s satisfies the same functional
equation as M∗(τ, s)fs. I.e.,ˆ
Un
ˆ
Zn2,n1
ϕs(ωn1,n2zdnwnu, In1 , I2n2+1, In2)ψ
−1(z)ψ−1(u)dzdu(2.12)
=
ˆ
Un
ˆ
Zn1,n2
ϕ∗1−s(ωn2,n1zdnwnu, In2 , I2n1+1, In1)ψ
−1(z)ψ−1(u)dzdu.
Start with the right-hand side. Here our arguments are formal, ignoring convergence
issues. Shift ωn2,n1z to the right of dnwnu. Put d
′ = diag((−1)n1dn2 , In1). Note that
ψ−1(u) = ψ−1(un,n+1). We getˆ
Zn2,n1
ˆ
Un
ϕ∗1−s(d
′wnuωn1,n2z, In2 , I2n1+1, dn1)ψ
−1(z)ψ−1(un1,n+1)dudz.
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Write wn = wn1ωn2,n1wn2 and decompose Un =
(ωn2,n1wn2)Un1 ⋉ Vn1,n2 , where
Vn1,n2 = {

In1 0 v1 0
In2 v2 v3 v
′
1
1 v′2 0
In2
In1
}.
The integral becomesˆ
Zn2,n1
ˆ
Vn1,n2
ˆ
Un1
ϕ∗1−s(d
′ωn2,n1wn2vωn1,n2z, In2 , I2n1+1, dn1wn1u1)(2.13)
ψ−1(z)ψ−1((−1)n2(u1)n1,n1+1)du1dvdz.
The du1-integration resembles the right-hand side of (2.6), except for the character
ψ−1((−1)n2(u1)n1,n1+1) instead of ψ−1((u1)n1,n1+1). However, equality (2.6) also holds
with this change, to see this replace fs with y · fs in (2.6) where
y = diag((−1)n2In1 , 1, (−1)n2In1) ∈ Hn1 (n of (2.6) is now n1) and use the fact that τ1
has a central character.
Thus we see that the last integral is equal, as a meromorphic continuation, toˆ
Zn2,n1
ˆ
Vn1,n2
ˆ
Un1
ϕ′1−s,s(d
′ωn2,n1wn2vωn1,n2z, In2 , I2n1+1, dn1wn1u1)
ψ−1(z)ψ−1((−1)n2(u1)n1,n1+1)du1dvdz.
Reversing the steps leading to (2.13) we obtainˆ
Un
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1zdnwnu, In2 , I2n1+1, In1)ψ
−1(z)ψ−1(u)dzdu.
Using the definition of ϕ′1−s,s yieldsˆ
Un
ˆ
Zn1,n2
(M∗(τ1 ⊗ τ∗2 , (s, 1− s))(dnwnu) · ϕs,1−s)(ωn2,n1z, In2 , In1)ψ−1(z)ψ−1(u)dzdu.
The dz-integration comprises the right-hand side of (2.9). Applying this equation, we
get ˆ
Un
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zdnwnu, In1 , I2n2+1, In2)ψ
−1(z)ψ−1(u)dzdu.
Repeat the steps leading from the right-hand side of (2.12) to (2.13) on the last integral
with n1 and n2 exchanged. Then apply (2.6) (with ψ
−1((−1)n1(u2)n2,n2+1) instead of
ψ−1((u2)n2,n2+1), u2 ∈ Un2) and obtainˆ
Un
ˆ
Zn2,n1
ϕs(ωn1,n2zdnwnu, In1 , I2n2+1, In2)ψ
−1(z)ψ−1(u)dzdu.
This is the left-hand side of (2.12). 
We usually use the elements of V ′(τ1 ⊗ τ2, (s, s)) instead of V HnQn (τ, s). Let ϕs =
ι(fs) where fs ∈ V HnQn (τ, s). Then we denote by M∗(τ, s)ϕs the function obtained by
repeatedly applying the intertwining operators on the right-hand side of (2.10). In
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other words, M∗(τ, s)ϕs = ϕ
∗
1−s. The last claim shows ı(M
∗(τ, s)ı−1(ϕs)) = ϕ
∗
1−s, so
writing M∗(τ, s)ϕs is compliant with the “hidden” identifications.
Let s ∈ C. A function ϕs ∈ V ′(τ1⊗τ2, (s, s)) defines an element f̂ϕs ∈ V HnQn (W(τ, ψ), s)
via the formula
f̂ϕs(h, b) = |det b|−
1
2
n−s+ 1
2
ˆ
Zn2,n1
ϕs(ωn1,n2zbh, In1 , I2n2+1, In2)ψ
−1(z)dz.
Here ωn1,n2 is regarded as an element of Mn < Qn and the Jacquet integral is defined
as a principal value.
The function f̂ϕ∗1−s ∈ V HnQn (W(τ∗, ψ), 1 − s) is defined by
f̂ϕ∗1−s(h, b) = |det b|−
1
2
n+s− 1
2
ˆ
Zn1,n2
ϕ∗1−s(ωn2,n1zbh, In2 , I2n1+1, In1)ψ
−1(z)dz.
Because the application of the intertwining operator “commutes” with the Jacquet
integral,
Claim 2.4. Let ϕs ∈ V ′(τ1 ⊗ τ2, (s, s)). Then M∗(τ, s)f̂ϕs = f̂M∗(τ,s)ϕs. Here on
the left-hand side, M∗(τ, s) : V HnQn (W(τ, ψ), s) → V HnQn (W(τ∗, ψ), 1 − s) is defined as
explained in Section 2.7.1. On the right-hand side, M∗(τ, s)ϕs = ϕ
∗
1−s.
Proof of Claim 2.4. Denote
M(τ, s)ϕs = ı(M(τ, s)ı
−1(ϕs)) =M(τ1, s)M(τ1 ⊗ τ∗2 , (s, 1− s))M(τ2, s)ϕs
(the second equality is (2.11)). First we show
M(τ, s)f̂ϕs = ωτ1(−1)n2 f̂M(τ,s)ϕs .(2.14)
For any h ∈ Hn,
M(τ, s)f̂ϕs(h, 1) =
ˆ
Un
ˆ
Zn2,n1
ϕs(ωn1,n2zdnwnuh, In1 , I2n2+1, In2)ψ
−1(z)dzdu.
Here we regard the dzdu-integration as a double integral (recall that the dz-integration
was defined by principal value). We proceed formally with the argument and provide
the justifications below. Write dn = diag(dn2 , (−1)n2dn1). The last integral becomes
ωτ1(−1)n2
ˆ
Zn1,n2
ˆ
Un
ϕs(wnuωn2,n1zh, dn1 , I2n2+1, dn2)ψ
−1(z)dudz.
As we have seen in the proof of Claim 2.3, this is equal to
ωτ1(−1)n2
ˆ
Zn1,n2
M(τ, s)ϕs(ωn2,n1zh, In2 , I2n1+1, In1)ψ
−1(z)dz
= ωτ1(−1)n2 f̂M(τ,s)ϕs(h, 1).
We sketch the justifications to the formal manipulations. As in [Sou00] (Section 2),
replace τ1 with τ1|det |ζ and τ2 with τ2|det |−ζ , where ζ is a complex parameter. Fix
h ∈ Hn. There are Q1, Q2 ∈ C(q−ζ , q−s) such that
Q1(q
−ζ , q−s) =M(τ, s)f̂ϕs(h, 1), Q2(q
−ζ , q−s) = ωτ1(−1)n2 f̂M(τ,s)ϕs(h, 1)
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for all ζ and s with ℜ(s) >> 0. Here the dz-integration is defined by principal value.
For ℜ(ζ) >> 0 and ℜ(s) >> 0,ˆ
Un
ˆ
Zn2,n1
|ϕs|(ωn1,n2zdnwnuh, In1 , I2n2+1, In2)dzdu <∞.
Therefore the manipulations above hold for ℜ(ζ),ℜ(s) >> 0 and hence Q1 = Q2. This
yields (2.14) when we substitute 0 for ζ.
Let Υ denote the Whittaker functional on V (W(τ, ψ), s) given by the left-hand side of
(2.6). Then the functional ϕs 7→ Υ(f̂ϕs) is the Whittaker functional on V ′(τ1⊗τ2, (s, s))
given by the left-hand side of (2.12). Therefore
M∗(τ, s)ϕs =
Υ(f̂ϕs)
Υ(f̂M(τ,s)ϕs)
M(τ, s)ϕs.
Altogether,
M∗(τ, s)f̂ϕs =
Υ(f̂ϕs)
Υ(M(τ, s)f̂ϕs)
M(τ, s)f̂ϕs =
Υ(f̂ϕs)
Υ(f̂M(τ,s)ϕs)
f̂M(τ,s)ϕs = f̂M∗(τ,s)ϕs ,
where we applied (2.14) twice and used the fact that the mapping ϕs 7→ f̂ϕs is linear. 
2.7.4. The factors Mτ (s) and Mτ1⊗...⊗τk(s)
We define the factors Mτ (s) and Mτ1⊗...⊗τk(s) appearing in our theorems (see Sec-
tion 1.1). Let τi be an irreducible representation of GLni for 1 ≤ i ≤ k. Then
Mτ1⊗...⊗τk(s) =
k∏
i=1
ℓτi(s)ℓτ∗i (1− s)
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s).
In particular for k = 1, Mτ1(s) = ℓτ1(s)ℓτ∗1 (1− s) and we can write
Mτ1⊗...⊗τk(s) =
k∏
i=1
Mτi(s)
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s).
These factors are inverses of polynomials in C[q−s, qs]. Note that by definition,Mτ1⊗...⊗τk(s) =
Mτ∗
k
⊗...⊗τ∗1
(1− s). Theorems 2.2 and 2.3 enable us to calculate or bound Mτ1⊗...⊗τk(s).
For example if τ1, τ2 are irreducible supercuspidal, ℓτ1⊗τ∗2 (s) = L(τ
∗
1 × τ∗2 , 2− 2s) and
Mτ1⊗τ2(s) = (
2∏
i=1
L(τ∗i , Sym
2, 2− 2s)L(τi, Sym2, 2s))L(τ∗1 × τ∗2 , 2− 2s)L(τ2 × τ1, 2s).
In the course of proving Theorem 1.8 we will encounter poles of M∗(τi, s) and
M∗(τ∗i , 1 − s). The crucial property of Mτi(s) is that both Mτi(s)−1M∗(τi, s) and
Mτi(s)
−1M∗(τ∗i , 1 − s) are holomorphic. In order to derive the theorem we will also
need an upper bound for ℓτ (s), described next.
Claim 2.5. Assume that τ = IndGLnPn1,n2
(τ1 ⊗ τ2) is irreducible and set
L(s) = ℓτ1(s)ℓτ2(s)ℓτ1⊗τ∗2 (s). Then ℓτ (s) ∈ L(s)C[q−s, qs].
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Proof of Claim 2.5. Let fs ∈ ξHnQn (W(τ, ψ), hol, s). In Claim 5.16 (Section 5.7.1) we
will prove that there is ϕs ∈ ξHnQn1,n2 (τ1⊗ τ2, hol, (s, s)) such that fs = f̂ϕs , where f̂ϕs is
defined by a Jacquet integral as explained Section 2.7.3. Then by Claim 2.4,
L(s)−1M∗(τ, s)fs = L(s)
−1M∗(τ, s)f̂ϕs = f̂L(s)−1M∗(τ,s)ϕs .
By (2.10), L(s)−1M∗(τ, s)ϕs ∈ ξHnQn2,n1 (τ
∗
2 ⊗ τ∗1 , hol, (1 − s, 1 − s)). Claim 5.16 also
proves that for ϕ′s ∈ ξHnQn1,n2 (τ1 ⊗ τ2, hol, (s, s)), f̂ϕ′s ∈ ξ
Hn
Qn
(W(τ, ψ), hol, s). Hence
f̂L(s)−1M∗(τ,s)ϕs ∈ ξHnQn (W(τ∗, ψ), hol, 1 − s) and thus ℓτ (s)−1 divides L(s)−1. 
More generally, assume that τ = IndGLnPn1,...,nk
(τ1 ⊗ . . .⊗ τk) is irreducible. Then
Claim 2.5 implies
ℓτ (s) ∈
k∏
i=1
ℓτi(s)
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)C[q
−s, qs].(2.15)
Hence ℓτ (s) ∈Mτ1⊗...⊗τk(s)C[q−s, qs] and also
Mτ (s) = ℓτ (s)ℓτ∗(1− s) ∈Mτ1⊗...⊗τk(s)C[q−s, qs].
This means that Mτ1⊗...⊗τk(s) is an upper bound for the poles of Mτ (s).
2.8. Functional equation for GLk ×GLr
For k ≤ r, let ξ be a representation of GLk and φ be a representation of GLr (both rep-
resentations are generic). We briefly recall the functional equation of Jacquet, Piatetski-
Shapiro and Shalika [JPSS83] for GLk ×GLr and ξ × φ.
According to Theorem 2.7 of [JPSS83] if k < r, for all 0 ≤ j ≤ r − k − 1, Wξ ∈
W(ξ, ψ−1) and Wφ ∈ W(φ,ψ),
L(φ× ξ, s)−1ǫ(φ× ξ, ψ, s)ωξ(−1)r−1Ψ(Wξ,Wφ, j, s)(2.16)
= L(φ∗ × ξ∗, 1 − s)−1Ψ(W˜ξ,
(
Ik
Jr−k
)
· W˜φ, r − k − 1− j, 1− s).
Here
Ψ(Wξ,Wφ, j, s) =
ˆ
Zk\GLk
ˆ
Mj×k
Wξ(a)Wφ(
 a 0 0m Ij 0
0 0 Ir−k−j
)|det a|s− r−k2 dmda
and W˜ξ(g) =Wξ(Jk
tg−1). When k = r, for all Φ ∈ S(F r),
L(φ× ξ, s)−1ǫ(φ× ξ, ψ, s)ωξ(−1)r−1Ψ(Wξ,Wφ,Φ, s)(2.17)
= L(φ∗ × ξ∗, 1− s)−1Ψ(W˜ξ, W˜φ, Φ̂, 1− s),
where
Ψ(Wξ,Wφ,Φ, s) =
ˆ
Zr\GLr
Wξ(a)Wφ(a)Φ(ηra)|det a|sda, ηr = (0, . . . , 0, 1)
and Φ̂ denotes a Fourier transform of Φ.
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In the functional equations of [JPSS83], instead of φ∗ appears φι (and ξι) where
φι(g) = φ(tg−1), but W(φι, ψ) =W(φ∗, ψ) (if W ∈ W(φι, ψ), Jn ·W ∈ W(φ∗, ψ)).
The integrals Ψ(Wξ,Wφ, j, s) and Ψ(Wξ,Wφ,Φ, s) are absolutely convergent for ℜ(s) >>
0. That is, the integrals converge when we replace Wξ, Wφ and Φ with |Wξ|, |Wφ| and
|Φ|. Moreover, there is a constant s0 > 0 which depends only on the representations σ
and τ , such that the integrals are absolutely convergent for all ℜ(s) > s0.
Equality (2.16) can be rewritten in the following form:
γ(φ× ξ, ψ, s)ωξ(−1)r−1
ˆ
Zk\GLk
ˆ
Mj×k
Wξ(a)Wφ(
 a 0 0m Ij 0
0 0 Ir−k−j
)|det a|s− r−k2 dmda
(2.18)
=
ˆ
Zk\GLk
ˆ
Mk×r−k−j−1
Wξ(a)Wφ(
 0 Ij+1 00 0 Ir−k−j−1
a 0 m
)|det a|s− r−k2 +jdmda.
This is obtained using W˜φ(g) =Wφ(Jr
tg−1) (see [Sou93] p. 70).
The family of integrals Ψ(Wξ,Wφ, j, s) withWξ,Wφ varying, when k < r, or Ψ(Wξ,Wφ,Φ, s)
with Wξ,Wφ,Φ varying if k = r, span a fractional ideal of C[q
−s, qs]. The L-factor
L(φ × ξ, s) was defined in [JPSS83] as the unique generator of this ideal, in the form
P (q−s)−1 for P ∈ C[X] satisfying P (0) = 1. In other words, L(φ× ξ, s) was defined as
a g.c.d. Note that in the case k < r, L(φ× ξ, s) is independent of j.
The L-factor was proved to be independent of the additive (nontrivial) character ψ
of the field. Moreover, if a ∈ Ak and b ∈ Ar−k, one can replace the character ψ of
Zk with
aψ, where aψ(z) = ψ(aza−1), and the character ψ of Zr with
diag(a,b)ψ. The
L-factor is invariant under such a change.
We will use the following property of the L-factor.
Theorem 2.4 ([JPSS83] Proposition 8.1(i)). Let φ be an irreducible supercuspidal
representation. If r > k and ξ is arbitrary, L(φ× ξ, s) = 1.
The γ-factor γ(φ× ξ, ψ, s) was defined in [JPSS83] by
γ(φ× ξ, ψ, s) = ǫ(φ× ξ, ψ, s)L(φ
∗ × ξ∗, 1− s)
L(φ× ξ, s) .(2.19)
The ǫ-factor ǫ(φ× ξ, ψ, s) belongs to C[q−s, qs]∗.
2.9. Integration formula for Hn\Gn+1
We will need an integration formula for an integral on Hn\Gn+1.
Lemma 2.6. Let f be a continuous complex-valued function on Hn\Gn+1 such that´
Hn\Gn+1
|f |(g)dg <∞. Then if Gl is split,ˆ
Hn\Gn+1
f(g)dg =
ˆ
GL1
ˆ
Zn,1
ˆ
Ξn
f(vzx)dvdzdx.
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Here Zn,1 < Ln+1, x ∈ GL1 takes the form diag(In, x, x−1, In) and
Ξn = {

In 0 v 0
1 0 v′
1 0
In
 : v ∈ Fn} < Vn.
In the quasi-split case,ˆ
Hn\Gn+1
f(g)dg =
ˆ
GL1
ˆ
Zn−1,1
ˆ
Vn∩G2
ˆ
Ξn
f(yv′v′′zx)dv′dv′′dzdx,
where Zn−1,1 < Ln, x = diag(In−1, x, I2, x
−1, In−1), the group G2 in the intersection
Vn ∩G2 is considered as a subgroup of Gn+1 (embedded in Ln−1),
y =

In−1
1
0 1
2ρ−2 0 1
2ρ−3 0 2ρ−1 1
In−1
 ∈ Gn+1
and Ξn is a set of representatives from Gn+1,
Ξn = {

In−1 0 0 v2 0 A(v2)
1 0
1 0
1 v′2
1 0
In−1
 : v2 ∈ F
n−1},
whose exact definition is given in the proof.
Proof of Lemma 2.6. Assume thatGl is split. Then the double coset spaceHn\Gn+1/Pn+1
has a single element ([GRS11] Proposition 4.4 case (3)) and we take the identity
e ∈ Gn+1 as its representative. Denote Hen = Hn ∩ Pn+1. We have,
Hen = {

x m 12β2m u
1 0 12β2m
′
1 m′
x∗
 : x ∈ GLn}.
There is a right-invariant Haar measure drp on H
e
n\Pn+1. Henceˆ
Hn\Gn+1
f(g)dg =
ˆ
Hen\Pn+1
f(p)drp.
Let GLn+1 be embedded in Pn+1 by c 7→ diag(c, c∗) (c ∈ GLn+1) and let GL1 be
embedded in GLn+1 by t 7→ diag(In, t) (t ∈ F ∗). Since the complement of Pn,1Zn,1 in
GLn+1 is a set of zero measure, the complement of H
e
nGL1Zn,1Vn+1 = Pn,1Zn,1Vn+1 in
Pn+1 = GLn+1Vn+1 is a set of zero measure (and H
e
nGL1Zn,1Vn+1 is open and dense
30
in Pn+1). It follows thatˆ
Hen\Pn+1
f(p)drp =
ˆ
Hen\H
e
nGL1Zn,1Vn+1
f(p)drp.
Let Rn = GL1Zn,1Vn+1 ∩Hen,
Rn = {

In 0 0 u
1 0 0
1 0
In
 : tuJn + Jnu = 0} < Vn+1.
Since GL1Zn,1Vn+1 is a subgroup, we obtainˆ
Hen\H
e
nGL1Zn,1Vn+1
f(p)drp =
ˆ
Rn\GL1Zn,1Vn+1
f(p)drp
=
ˆ
GL1
ˆ
Zn,1
ˆ
Rn\Vn+1
f(vzx)dvdzdx.
Then as groups Rn\Vn+1 ∼= Ξn, whence we can replace the dv-integration with an
integration over Ξn leading to the requested formula.
Now consider the quasi-split case. In general, if G is one of the groups defined in
Section 2.1, H and P are closed subgroups of G and g ∈ G, we have isomorphisms of
algebraic varieties H\HgP ∼= gH\gHP ∼= (gH ∩ P )\P . Then dim(HgP ) = dim(H) +
dim(P )− dim(gH ∩P ), where dim(· · · ) refers to the dimension as an algebraic variety
over the local field (see [Spr98] Corollary 5.5.6). Let G = Gn+1 be quasi-split, H =
Hn and P = Pn. The double coset space Hn\Gn+1/Pn has two elements ([GRS11]
Proposition 4.4 case (2b)), we take representatives {e, y} where e is the identity and y
was given in the statement of the lemma. Then Gn+1 = HnPn
∐
HnyPn. A calculation
shows that
Hn ∩ Pn = {

x u 0 v
1 0 u′
1 0
x∗
 : x ∈ GLn} ∼= Qn.
Hence dim(Hn ∩ Pn) = 32n2 + 12n. Also
yHn ∩ Pn
= {

x u1 u2 −2ρ−1u3 u3 u4
0 1 12bρ
2 1
2(a− 1)ρ2 14(1− a)ρ3 u′3
0 0 a bρ −12bρ2 u′2
0 0 b a 12(1− a)ρ 2ρ−2u′3
0 0 0 0 1 u′1
0 0 0 0 0 x∗
 : x ∈ GLn−1, a
2 − b2ρ = 1}.
Then dim(yHn ∩ Pn) = 32n2 − 12n. It follows that for all n ≥ 1, the complement
of HnyPn in Gn+1 is of zero measure (and HnyPn is open and dense in Gn+1). Put
Hyn = yHn ∩ Pn. There is a right-invariant Haar measure drp on Hyn\Pn. Hence we
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have the formula ˆ
Hn\Gn+1
f(g)dg =
ˆ
Hyn\Pn
f(yp)drp.
Denote
G′1 = {

In−1
1 12bρ
2 1
2(a− 1)ρ2 14(1− a)ρ3
a bρ −12bρ2
b a 12 (1− a)ρ
1
In−1
 : a
2 − b2ρ = 1} ∼= G1,
Rn = {

In−1 0 u2 −2ρ−1u3 u3 u4
1 u′3
1 u′2
1 2ρ−2u′3
1 0
In−1
} < Vn.
Let GLn be embedded in Pn by c 7→ diag(c, I2, c∗) (c ∈ GLn). Then Hyn = (Yn⋉Rn)⋊
G′1 where Yn < GLn is the mirabolic subgroup. Since Pn = (GLn⋉Vn)⋊G
′
1 and there
is a right-invariant measure on (YnRn)\(GLnVn),ˆ
Hyn\Pn
f(yp)drp =
ˆ
YnRn\GLnVn
f(yp)drp.
LetGL1 be embedded inGLn by t 7→ diag(In−1, t). Since the complement of YnGL1Zn−1,1 =
Pn−1,1Zn−1,1 in GLn is of zero measure,ˆ
YnRn\GLnVn
f(yp)drp =
ˆ
YnRn\YnGL1Zn−1,1Vn
f(yp)drp.
Note that Rn < Vn < GL1Zn−1,1Vn hence YnGL1Zn−1,1Vn = YnRnGL1Zn−1,1Vn. Also
YnRn ∩GL1Zn−1,1Vn = Rn. Thus we obtainˆ
YnRn\YnGL1Zn−1,1Vn
f(yp)drp =
ˆ
Rn\GL1Zn−1,1Vn
f(yp)drp.
Let
V ⋆n = {

In−1 0 v1 v2 v3 v4
1 v′3
1 v′1
1 v′2
1 0
In−1
} < Vn.
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Then Vn = V
⋆
n ⋊ (Vn ∩G2) where
Vn ∩G2 = {

In−1
1 z1 z2 ∗
1 0 z′1
1 z′2
1
In−1
}.
Since also Rn < V
⋆
n ,ˆ
Rn\GL1Zn−1,1Vn
f(yp)drp =
ˆ
GL1
ˆ
Zn−1,1
ˆ
Vn∩G2
ˆ
Rn\V ⋆n
f(yv′v′′zx)dv′dv′′dzdx.
Finally, Rn is a normal subgroup of V
⋆
n , Rn\V ⋆n ∼= Fn−1 (as groups) and we can choose
a set of representatives
Ξn = {θ(v2) =

In−1 0 0 v2 0 A(v2)
1 0
1 0
1 v′2
1 0
In−1
 : v2 ∈ F
n−1} ⊂ Gn+1.
Here A(v2) =
1
2ρv2(
tv2)Jn−1 and v
′
2 =
1
ρ(
tv2)Jn−1. We define a group structure on Ξn
by θ(u2) + θ(v2) = θ(u2 + v2). Then the mapping v2 7→ θ(v2) is a group isomorphism
Fn−1 ∼= Ξn and the quotient topology on Ξn is homeomorphic to the topology of Fn−1.
Hence we have a right-invariant Haar measure dv′ on Ξn (defined using the measure
on Fn−1), and a continuous compactly supported function on Rn\V ⋆n can be regarded
as a similar function on Fn−1. Moreover, Rnθ(u2) ·Rnθ(v2) = Rnθ(u2+ v2). Therefore
we can write the dv′-integration on Rn\V ⋆n using the measure on Ξn (for details, see
Remark 2.7 below). 
Remark 2.7. In general, if G is a topological group and H is a closed normal subgroup,
let X ⊂ G be a set of representatives for H\G. For any function f on H\G, define
a function f on X by f(x) = f(Hg) where x ∈ Hg. Assume that there is a group
structure on X and we have a group isomorphism θ : R→ X where R is a topological
group with a right-invariant Haar measure dr. We define a similar measure on X byˆ
X
ϕ(x)dx =
ˆ
R
ϕ(θ(r))dr,
where ϕ is any (suitable) function on X. Assuming that the quotient topology on
X is homeomorphic to the topology of R via θ, a continuous compactly supported
function f on H\G is mapped to a similar function on R by f 7→ fθ. Further assume
Hθ(r1) · Hθ(r2) = Hθ(r1 + r2) for any r1, r2 ∈ R, where on the left-hand side the
multiplication is in H\G. Let f be a continuous compactly supported function on
H\G. Then for any g ∈ G,ˆ
X
g · f(x)dx =
ˆ
R
f(Hθ(r)g)dr.
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We have Hθ(r)g = Hθ(r) · Hg and since X is a set of representatives, there is xg =
θ(rg) ∈ X for some rg ∈ R such that Hg = Hxg. Then Hθ(r) ·Hg = Hθ(r) ·Hθ(rg) =
Hθ(r + rg). Hence the integral becomesˆ
R
f(θ(r + rg))dr =
ˆ
R
f(θ(r))dr =
ˆ
X
f(x)dx.
It follows that the linear functional f 7→ ´X f(x)dx defines a right-invariant Haar
measure on H\G.
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Chapter 3
THE INTEGRALS
We introduce the global Rankin-Selberg integral and relate it to Langlands’ (partial)
L-function. The global integral appeared in [GPSR87, Gin90, Sou06, GRS11]. We
bring the details of the decomposition into an Euler product of local integrals, for
completeness and also to obtain the precise forms of the local integrals that we will
work with. At almost all places, where all data are unramified, we prove that the local
integrals are equal to quotients of local L-functions. The local integrals, at arbitrary
finite places, are the object of study of this thesis.
3.1. Construction of the global integral
In this section our notation is global. Let F be a number field with an Adele ring
A. Let ρ ∈ F ∗ and define J2l,ρ as in Section 2.1. The group Gl(A) is the restricted
direct product of the groups Gl(Fν) where ν varies over all places of F . Similarly,
Hn(A) is the restricted direct product of the groups Hn(Fν). If ρ ∈ F 2, Gl(Fν) is
defined using J2l,ρν = J2l and is split for all ν. Otherwise Gl(Fν) is defined using
Jν = diag(Il−1,
(
0 1
−ρν 0
)
, Il−1) · J2l and it is quasi-split at roughly half of the places and
split at the others (see e.g. [Ser73] p. 75). At the places where it is split, Jν represents
the same bilinear form as J2l.
The character ψ is now taken to be a nontrivial unitary additive character of F\A.
Let ψγ be the (generic) character of UGl(A) defined by
ψγ(u) =
{
ψ(
∑l−2
i=1 ui,i+1 +
1
4ul−1,l − γul−1,l+1) Gl(F ) is split,
ψ(
∑l−2
i=1 ui,i+1 +
1
2ul−1,l+1) Gl(F ) is quasi-split.
(3.1)
Let π and τ be a pair of irreducible automorphic cuspidal representations, π of Gl(A)
and τ of GLn(A). Assume that π is globally generic with respect to ψ
−1
γ . That is, π
has a global nonzero Whittaker functional with respect to ψ−1γ , given by a Fourier
coefficient. Note that τ is necessarily globally generic ([Sha74] Section 5).
The character ψγ is uniquely determined according to the final form of the integral.
I.e., a different choice of ψγ results in a slightly different integral.
To a smooth holomorphic section fs from the space Ind
Hn(A)
Qn(A)
(ταs), attach an Eisen-
stein series
Efs(h) =
∑
y∈Qn(F )\Hn(F )
fs(yh, 1) (h ∈ Hn(A)).
Note that τ is realized in its space of cusp forms on GLn(A), so fs (for a fixed s) is a
function in two variables. The sum is absolutely convergent for ℜ(s) >> 0 and has a
meromorphic continuation to the whole plane (see e.g. [MW95] Chapter 4).
Let ϕ be a cusp form belonging to the space of π. Fix s and let fs be as above. The
form of the integral depends on the relative sizes of l and n. The construction follows
the arguments of [GPSR87, Gin90, Sou93].
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3.1.1. The case l ≤ n
We integrate ϕ against a Fourier coefficient of Efs . Consider the subgroup Nn−l =
Zn−l ⋉ Un−l, where Zn−l < Mn−l. In coordinates,
Nn−l = {
 z y1 y2I2l+1 y′1
z∗
 ∈ Hn : z ∈ Zn−l} (y′1 = −J2l+1ty1Jn−lz∗).
Define a character ψγ of Nn−l(A) by ψγ(zy) = ψ(z)ψ(
ten−lyeγ) where z ∈ Zn−l(A) and
y ∈ Un−l(A) (with en−l, eγ given in Section 2.1.1). Specifically,
ψγ(v) = ψ(
n−l−1∑
i=1
vi,i+1 + vn−l,n + γvn−l,n+2) (v ∈ Nn−l(A)).
Note that ψγ defines a character of Nn−l(F )\Nn−l(A) and if l = n, Nn−l = {1} and
ψγ ≡ 1. According to the embedding Gl < Hn described in Section 2.1.1, Gl normalizes
Nn−l and stabilizes ψγ (see also Remark 2.3). The Fourier coefficient of Efs with respect
to the unipotent subgroup Nn−l(A) and ψγ is the function on Hn(A) given by
E
ψγ
fs
(h) =
ˆ
Nn−l(F )\Nn−l(A)
Efs(vh)ψγ(v)dv.
The global integral is
I(ϕ, fs, s) =
ˆ
Gl(F )\Gl(A)
ϕ(g)E
ψγ
fs
(g)dg.(3.2)
It is absolutely convergent in the whole plane except at the poles of the Eisenstein
series. This follows from the rapid decay of cusp forms and moderate growth of the
Eisenstein series. The integral I(ϕ, fs, s) defines a meromorphic function of s.
We may regard I(ϕ, fs, s) for any fixed s which is not a pole of the Eisenstein series,
as a bilinear form on π × IndHn(A)
Qn(A)
(ταs). The definition implies
I(g · ϕ, (gv) · fs, s) = ψ−1γ (v)I(ϕ, fs, s) (∀v ∈ Nn−l(A), g ∈ Gl(A)).(3.3)
For decomposable data, we will show that I(ϕ, fs, s) decomposes as an Euler product
I(ϕ, fs, s) =
∏
ν
Ψν(Wϕν , fs,ν, s).(3.4)
The product is taken over all places ν of F , the local integrals Ψν are given below
and the local data (Wϕν , fs,ν) correspond to ϕ and fs. This equality is in the sense of
meromorphic continuation. Proposition 3.1 proves (3.4) by showing that for ℜ(s) >> 0,
I(ϕ, fs, s) equals as an integral to an Eulerian integral, which decomposes as the product
on the right-hand side. Then by meromorphic continuation (3.4) holds for all s.
The local integral Ψν(Wϕν , fs,ν, s) is absolutely convergent in some right half-plane.
As a bilinear form, it satisfies the local version of (3.3). The local space of bilinear
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forms satisfying (3.3) enjoys a multiplicity-one property, which enables us to define the
local factors. The details are given in Chapter 6.
Proposition 3.1. Let I(ϕ, fs, s) be given by (3.2). For ℜ(s) >> 0,
I(ϕ, fs, s) =
ˆ
UGl(A)\Gl(A)
Wϕ(g)
ˆ
Rl,n(A)
Wψfs(wl,nrg, 1)ψγ(r)drdg.
Here Wϕ is a Fourier-Whittaker coefficient of ϕ,
Wϕ(g) =
ˆ
UGl(F )\UGl (A)
ϕ(ug)ψγ(u)du,
the function u 7→ ψγ(u) is the character defined by (3.1),
wl,n =

γIl
In−l
(−1)n−l
In−l
γ−1Il
 ∈ Hn,
Rl,n = {

In−l x y 0 z
Il 0 0 0
1 0 y′
Il x
′
In−l
} < Hn,
ψγ(r) is the restriction of the character ψγ of Nn−l(A) to Rl,n(A) and for all h ∈ Hn(A),
Wψfs(h, 1) =
ˆ
Zn(F )\Zn(A)
fs(h, z)ψ
−1(z)dz.
Before we turn to the proof of the proposition, let us show how it is used to es-
tablish (3.4). For ϕ corresponding to a pure tensor, Wϕ =
∏
ν Wν where for all ν,
Wν ∈ W(πν , ψ−1ν ) and for almost all ν, Wν equals the normalized unramified Whit-
taker function. Similarly for a decomposable vector fs, W
ψ
fs
(h, 1) =
∏
ν fs,ν(hν , 1)
where fs,ν ∈ IndHn(Fν)Qn(Fν)(W(τν , ψν)|det |
s− 1
2
ν ) and for almost all ν this is the unramified
function, normalized so that fs,ν(1, 1) = 1. Note that fs,ν is realized as a function on
Hn(Fν) × GLn(Fν) and the function mν 7→ δ−1/2Qn(Fν)(mν)|detmν |
−s+ 1
2
ν fs,ν(mνhν , 1) on
GLn(Fν) belongs to W(τν , ψν). By Proposition 3.1 with a cusp form ϕ corresponding
to a pure tensor and a decomposable fs,
I(ϕ, fs, s) =
∏
ν
Ψν(Wν , fs,ν , s)
=
∏
ν
ˆ
UGl (Fν)\Gl(Fν)
Wν(g)
ˆ
Rl,n(Fν)
fs,ν((wl,n)νrg, 1)ψγ,ν(r)drdg.
Proof of Proposition 3.1. The first task is to unfold the Eisenstein series Efs for ℜ(s) >>
0 and show that the ψγ-coefficient is a sum of either one (in the quasi-split case) or
three (in the split case) summands. Throughout, we omit the reference to the field F
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in summations. Observe that
Efs(h) =
∑
y∈Qn\Hn
fs(yh, 1) =
∑
w∈Qn\Hn/Qn−l
∑
q∈Qwn \Qn−l
fs(wqh, 1),
where Qwn =
wQn ∩Qn−l. The following is a set of representatives for Qn\Hn/Qn−l:
{wr =

Ir
In−l−r
Il
(−1)n−l−r
Il
In−l−r
Ir

: r = 0, . . . , n − l}
(see [GRS11] Chapter 4). We may change the order of the dv-integration and summa-
tion over w in E
ψγ
fs
(h), since Nn−l(F ) < Qn−l(F ) and because of the nice convergence
properties of the Eisenstein series. This yields
E
ψγ
fs
(h) =
n−l∑
r=0
ˆ
Nn−l(F )\Nn−l(A)
∑
q∈Qwrn \Qn−l
fs(wrqvh, 1)ψγ (v)dv.
We will show that except for r = 0, all other summands on the right-hand side vanish.
Considering the right-action of Nn−lGl on Q
wr
n \Qn−l,
E
ψγ
fs
(h) =
n−l∑
r=0
ˆ
Nn−l(F )\Nn−l(A)
∑
η∈Qwrn \Qn−l/Nn−lGl
(3.5)
×
∑
b∈(Qwrn )η\Nn−lGl
fs(wrηbvh, 1)ψγ (v)dv.
Here (Qwrn )
η = η(Qwrn ) ∩Nn−lGl. Writing the coordinates of Qwrn explicitly,
Qwrn = {

a x y1 y2 y3 z1 z2
b 0 0 y4 0 z
′
1
y′4 y
′
3
Q′l 0 y
′
2
0 y′1
b∗ x′
a∗

},(3.6)
where a ∈ GLr, b ∈ GLn−l−r, y1 ∈ Mr×l, y2 ∈ Mr×1 and Q′l is the maximal parabolic
subgroup of Hl < Qn−l whose Levi part is isomorphic to GLl. Denote by Cr the
subgroup of Qwrn consisting of the elements with I2l+1 in the middle block (i.e., I2l+1
instead of Q′l). According to (3.6), Q
wr
n = Cr ⋊Q
′
l. Moreover,
η(Qwrn ) ∩Nn−lGl = (ηCr ∩Nn−l)(ηQ′l ∩Gl) = Cηr ⋊Q′ηl .
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Using this (3.5) takes the form
E
ψγ
fs
(h) =
n−l∑
r=0
∑
η∈Qwrn \Qn−l/Nn−lGl
∑
g∈Q′η
l
\Gl
ˆ
Cηr (F )\Nn−l(A)
fs(wrηvgh, 1)ψγ (v)dv.
(3.7)
For k ≥ 0, let Sk be the group of permutations of {1, . . . , k} (S0 = {1}). Denote
the natural association of Sk with the permutation matrices in GLk by σ 7→ b(σ)
(b(σ)i,j = δi,σ(j)). Note that we have
Qwrn \Qn−l/Nn−lGl ∼= (Sr × Sn−l−r)\Sn−l ×Q′l\Hl/Gl.
Here Sr (resp. Sn−l−r) is embedded in Sn−l as the subgroup of permutations of
{1, . . . , r} (resp. of {r+1, . . . , n− l}). The space Q′l\Hl/Gl is trivial containing a single
element which we represent using the identity element, when Gl(F ) is quasi-split, oth-
erwise it contains two more elements ([GPSR87] Section 3, [GRS11] Proposition 4.4).
Representatives for these elements may be taken to be
ξ1 =

Il−1
0 0 −γ−1
0 −1 −2β−1
−γ β 1
Il−1
 , ξ2 =

Il−1
0 0 −γ−1
0 −1 2β−1
−γ −β 1
Il−1
 .
Note that ξ1 and ξ2 are related to the matrix M defined in Section 2.1.1, specifically
diag(Il,−β, Il)M ∈ Q′lξ1 and
diag(Il−1,
 1β
1
 , Il−1)M ∈ Q′lξ2.
A set of representatives for Qwrn \Qn−l/Nn−lGl is given by
A(r) = {diag(b(σ), ξ, b(σ)∗) : σ ∈ (Sr × Sn−l−r)\Sn−l, ξ ∈ Q′l\Hl/Gl}.(3.8)
We claim the following:
Claim 3.2. For all r > 0, η ∈ A(r) and h ∈ Hn(A),ˆ
Cηr (F )\Nn−l(A)
fs(wrηvh, 1)ψγ (v)dv = 0.(3.9)
The proof of this claim will be given below. It follows that only r = 0 contributes
to Eψfs(h),
E
ψγ
fs
(h) =
∑
η∈A(0)
∑
g∈Q′η
l
\Gl
ˆ
Cη0 (F )\Nn−l(A)
fs(w0ηvgh, 1)ψγ (v)dv.(3.10)
We return to integral (3.2). Set η0 = I2n+1. In the quasi-split case, A(0) = {η0}. The
next task is to show that in the split case only η0 contributes to the global integral.
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Indeed, since
h 7→
∑
g∈Q′η
l
\Gl
ˆ
Cη0 (F )\Nn−l(A)
fs(w0ηvgh, 1)ψγ (v)dv
is Gl(F )-invariant on the left, after plugging (3.10) into (3.2) we can change the order
of the dg-integration and summation over η in (3.2) and obtain three integrals of the
form ˆ
Q′η
l
(F )\Gl(A)
ϕ(g)
ˆ
Cη0 (F )\Nn−l(A)
fs(w0ηvg, 1)ψγ (v)dvdg.(3.11)
When η = diag(In−l, ξi, In−l), i = 1, 2, Q
′η
l is a parabolic subgroup of Gl. To see this,
consider for example i = 1. In the definition of Q′ηl we regarded Gl as a subgroup of Hl
- the subgroup {M [g]E ′
Gl
: g ∈ Gl} (see Section 2.1.1). Put G′l = {[g]E ′Gl : g ∈ Gl}. The
image of Gl in Hl is
MG′l. Also set tβ = diag(Il,−β, Il). Then tβM = qξ1 for some
q ∈ Q′l and since qQ′l = tβQ′l = Q′l,
Q′ηl =
ξ1Q′l ∩ MG′l = qξ1Q′l ∩ MG′l = M (Q′l ∩G′l),
where we regarded η as an element of Hl. Because Q
′
l ∩G′l is a parabolic subgroup of
G′l, Q
′η
l is a parabolic subgroup of Gl. A similar calculation holds for i = 2 (if tβ is the
matrix written above satisfying tβM ∈ Q′lξ2, tβQ′l ∩G′l is a parabolic subgroup of G′l).
As in [GPSR87] (Section 1.2), using the fact that ϕ is a cusp form it is shown that
when η 6= η0, integral (3.11) vanishes.
Remark 3.1. The embedding Gl < Hn has the property that in the split case Q
′η0
l is not
a parabolic subgroup of Gl. Otherwise a unique representative ηi = diag(In−l, ξi, In−l)
would contribute to the global integral and η
−1
i TGl would not be a subgroup of THn .
Hence the complication arising from the embedding, namely that TGl is not a subgroup
of THn , is unavoidable (this issue is also dealt with in [GPSR87]).
Therefore in both split and quasi-split cases integral (3.2) equalsˆ
Q
′η0
l
(F )\Gl(A)
ϕ(g)
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vg, 1)ψγ(v)dvdg.(3.12)
Here
Q′η0l = {q′(a, b, c, d) =

a b c b′ d
1 0 0 b′′
1 0 c′
1 b′′′
a∗
 ∈ Hl : a ∈ GLl−1},
Cη00 = {

z 0 0 x 0
Il 0 0 x
′
1 0 0
Il 0
z∗
 ∈ Hn : z ∈ Zn−l}.
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Let R′l be the subgroup of Gl whose image in Hl is {q′(Il−1, 0, c, d)}. In coordinates,
R′l =

{

Il−1 4γu1 u1 u2
1 0 u′1
1 4γu′1
Il−1
} split Gl(F ),
{

Il−1 u1 0 u2
1 0 u′1
1 0
Il−1
} quasi-split Gl(F ).
Recall that Yl is the mirabolic subgroup of GLl. In the split case we regard Yl as a
subgroup of Ll and we have UGl = Zl ⋉R
′
l, where Zl < Yl. In the quasi-split case let
P ′l = {

a u1 v1 u2
1 0 u′1
1 v′1
a∗
 : a ∈ GLl−1} < Pl.
The group Yl is regarded as the quotient group R
′
l\P ′l and the subgroup Zl of Yl is
R′l\UGl . Then an element z ∈ Zl(A) will actually be a representative in UGl(A).
For a fixed g ∈ Gl(A), define
ϕ0g(x) =
ˆ
R′
l
(F )\R′
l
(A)
ϕ(r′xg)dr′ (x ∈ Yl(A)).
Then ϕ0g is a cuspidal function on Yl(A) and according to the Fourier transform for
ϕ0g(1) ([Sha74] Section 5, see [GPSR87] Section 1),
ϕ0g(1) =
∑
δ∈Zl−1\GLl−1
ˆ
R′
l
(F )\R′
l
(A)
ˆ
Zl(F )\Zl(A)
ϕ(r′zδg)ψ⋆(z)dzdr′,
where GLl−1 < Yl and ψ
⋆ is the character of Zl(F )\Zl(A) defined by
ψ⋆(z) =
{
ψ(
∑l−2
i=1 zi,i+1 +
1
4zl−1,l) Gl(F ) is split,
ψ(
∑l−2
i=1 zi,i+1 +
1
2zl−1,l) Gl(F ) is quasi-split.
Note that in the quasi-split case, ψ⋆ is well-defined on Zl(A) as a quotient group. Write
u = r′z ∈ UGl(A) and change variables in r and z so that
u =


z1 z2 u1 u2
1 0 u′1
1 z′2
z∗1
 split Gl(F ),

z1 u1 z2 u2
1 0 u′1
1 z′2
z∗1
 quasi-split Gl(F ).
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We obtain
ϕ0g(1) =
∑
δ∈Zl−1\GLl−1
ˆ
UGl(F )\UGl (A)
ϕ(uδg)ψγ (u)du =
∑
δ∈Zl−1\GLl−1
Wϕ(δg),
where Wϕ(g) =
´
UGl (F )\UGl (A)
ϕ(ug)ψγ (u)du.
Next note that the function
g 7→
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vg, 1)ψγ(v)dv
is invariant on the left for r′ ∈ R′l(A) and δ ∈ GLl−1(F ) < Yl(F ). This follows because
Gl stabilizes ψγ and normalizes Nn−l, r
′ commutes with any element of Cη00 ,
w−10 r′ ∈ Un,
GLl−1 normalizes C
η0
0 and for a ∈ GLl−1(F ), w
−1
0 diag(In−l, a, I2, a
∗, In−l) ∈Mn(F ) (if
Gl(F ) is quasi-split, GLl−1 is regarded as a quotient group). Also Zl−1\GLl−1 ∼=
UGl\Q′η0l . Combining the formula for ϕ0g(1) with these observations, integral (3.12)
becomesˆ
R′
l
(A)Q
′η0
l
(F )\Gl(A)
ϕ0g(1)
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vg, 1)ψγ (v)dvdg
=
ˆ
R′
l
(A)Q
′η0
l
(F )\Gl(A)
∑
δ∈Zl−1\GLl−1
Wϕ(δg)
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vδg, 1)ψγ (v)dvdg
=
ˆ
R′
l
(A)UGl (F )\Gl(A)
Wϕ(g)
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vg, 1)ψγ(v)dvdg.
For z ∈ Zl(A), Wϕ(zg) = ψ−1γ (z)Wϕ(g). Now the integral becomesˆ
UGl(A)\Gl(A)
Wϕ(g)
ˆ
Zl(F )\Zl(A)
ˆ
C
η0
0 (F )\Nn−l(A)
fs(w0vzg, 1)ψγ (v)ψ
−1
γ (z)dvdzdg
=
ˆ
UGl(A)\Gl(A)
Wϕ(g)
ˆ
Zl(F )\Zl(A)
ˆ
C
η0
0 (A)\Nn−l(A)
ˆ
C
η0
0 (F )\C
η0
0 (A)
fs(w0yvzg, 1)ψγ (yv)ψ
−1
γ (z)dydvdzdg.
For fixed v and g, consider the function on Zl(A) given by
z 7→
ˆ
C
η0
0 (F )\C
η0
0 (A)
fs(w0yzvg, 1)ψγ (yv)ψ
−1
γ (z)dy.
As above since the elements of R′l and C
η0
0 commute (etc.), this is indeed well-defined
on Zl(A) also in the quasi-split case. In either case, this function is left-invariant on
Zl(F ), because z normalizes C
η0
0 (A), stabilizes ψγ(y) and fs(w0z, 1) = fs(w0, 1). Then
the mapping on Nn−l(A) defined by
v 7→
ˆ
Zl(F )\Zl(A)
ˆ
C
η0
0 (F )\C
η0
0 (A)
fs(w0yzvg, 1)ψγ (yv)ψ
−1
γ (z)dydz
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is invariant on the left by Cη00 (A). In addition, z normalizes Nn−l(A) and stabilizes
ψγ(v). It follows that we can change vz 7→ zv in the integral and obtainˆ
UGl (A)\Gl(A)
Wϕ(g)
ˆ
C
η0
0 (A)\Nn−l(A)
ˆ
Zl(F )\Zl(A)
ˆ
C
η0
0 (F )\C
η0
0 (A)
fs(
w−10 (yz)w0vg, 1)ψγ (y)ψ
−1
γ (z)ψγ(v)dydzdvdg.
If Gl(F ) is quasi-split, it is now convenient to replace Zl with the following set of
representatives:
{

z1 0 z2 A(z1, z2)
1 0 0
1 z′2
z∗1
 ∈ UGl : z1 ∈ Zl−1},
where A(z1, z2) is a function of z1 and z2.
The double integral
´
Zl(F )\Zl(A)
´
C
η0
0 (F )\C
η0
0 (A)
can be written as
´
Z˜n(F )\Z˜n(A)
, where
Z˜n < Qn is isomorphic to Zn which is considered as a subgroup of Mn. To pass to Zn
we conjugate by ωl,n−l ∈ GLl (defined in Section 2.1). In addition use a conjugation by
diag(γIl, In−l) to get the character ψ of Zn(A) (the standard character, see Section 2.3).
Also Rl,n = C
η0
0 \Nn−l. The final form of the integral isˆ
UGl (A)\Gl(A)
Wϕ(g)
ˆ
Rl,n(A)
Wψfs(wl,nrg, 1)ψγ(r)drdg. 
Proof of Claim 3.2. Put X = Cηr ∩wrηUn. Since wrηXη−1w−1r < Un, for any c ∈ Cηr (A)
and h ∈ Hn(A),ˆ
X(F )\X(A)
fs(wrηxch, 1)ψγ (xc)dx = fs(wrηch, 1)ψγ (c)
ˆ
X(F )\X(A)
ψγ(x)dx.
Hence the mapping c 7→ ´X(F )\X(A) fs(wrηxch, 1)ψγ (xc)dx is left-invariant on Cηr (F ).
Then (3.9) equalsˆ
Cηr (A)\Nn−l(A)
ˆ
(X(F )\X(A))\(Cηr (F )\C
η
r (A))
ˆ
X(F )\X(A)
fs(wrηxcvh, 1)ψγ (xcv)dxdcdv.
Now it is enough to show ψγ |X(A) 6≡ 1, because then the dx-integration vanishes. The
proof of the claim proceeds by finding O < X such that ψγ |O(A) 6≡ 1. The subgroup O
depends on r and η = diag(b(σ), ξ, b(σ)∗).
If there is some 1 ≤ j < n− l such that σ(j) ≤ r and σ(j + 1) > r, we let O be the
image in Nn−l of the subgroup of Zn−l consisting of matrices with 1 on the diagonal, an
arbitrary element in the (j, j+1)-th coordinate and zero elsewhere. Since for z ∈ Zn−l,
(b(σ)
−1
z)σ(j),σ(j+1) = zj,j+1 one sees that wrηOη
−1w−1r < Un and ηOη
−1 < Cr. Also
O < Nn−l, whence O < C
η
r = ηCr ∩Nn−l and O < X. It is clear that ψγ |O(A) 6≡ 1.
If no such j exists, we can assume σ(n−l−r+j) ≤ r for all 1 ≤ j ≤ r. Hence σ(j) > r
for 1 ≤ j ≤ n−l−r. By the definition of A(r), we can assume σ−1(1) < . . . < σ−1(r) (if
r > 1) and σ−1(r+1) < . . . < σ−1(n− l) (if r < n− l). Combining these observations,
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we may assume
σ−1(j) =
{
n− l − r + j 1 ≤ j ≤ r,
j − r r < j ≤ n− l.
Hence b(σ) = ωr,n−l−r =
( Ir
In−l−r
)
. In this case let O′(A) be the following subgroup
of Nn−l(A). If ξ = I2l+1,
O′(A) = {diag(In−l−1,

1 0 0 a a 0 −12a2
Il−1 0
1 −a
1 −a
1 0
Il−1 0
1

, In−l−1) : a ∈ A}.
Otherwise
O′(A) = {diag(In−l−1,

1 0 a 0 −12a2
Il 0
1 −a
Il 0
1
 , In−l−1) : a ∈ A}.
Define O(A) = ξ−1O′(A)ξ where ξ is regarded as an element of Hn. Then O(A) <
Nn−l(A) and ηO(A)η
−1 is the subgroup of elements u ∈ Un(A) with 1 on the diagonal,
(ur,n+1, ur,n+2) =

(a, a) ξ = I2l+1,
(−a,−2aβ−1) ξ = ξ1,
(−a, 2aβ−1) ξ = ξ2,
where a ∈ A, and 0 in all other coordinates except un+1,2n−r+2, un,2n−r+2 and ur,2n−r+2
(which are determined by ur,n+1 and ur,n+2). 
3.1.2. The case l > n
We integrate a Fourier coefficient of ϕ against Efs . Let N
l−n = Zl−n−1 ⋉ Vl−n−1,
N l−n = {
 z y1 y2I2n+2 y′1
z∗
 ∈ Gl : z ∈ Zl−n−1}.
Define a character ψγ of N
l−n(A) by ψγ(zy) = ψ(z)ψ(
tel−n−1yeγ), for z ∈ Zl−n−1(A)
and y ∈ Vl−n−1(A) (el−n−1 and eγ were given in Section 2.1.2). I.e., for v ∈ N l−n(A),
ψγ(v) =
{
ψ(
∑l−n−2
i=1 vi,i+1 +
1
4vl−n−1,l − γvl−n−1,l+1) Gl(F ) is split,
ψ(
∑l−n−2
i=1 vi,i+1 +
1
2vl−n−1,l+1) Gl(F ) is quasi-split.
Then ψγ can be considered as a character of N
l−n(F )\N l−n(A). This character is
trivial when l = n + 1. Note that the embedding Hn < Gl (see Section 2.1.2) is such
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that Hn normalizes N
l−n and stabilizes ψγ . The ψγ-coefficient of ϕ with respect to
N l−n(A) is
ϕψγ (g) =
ˆ
N l−n(F )\N l−n(A)
ϕ(vg)ψγ (v)dv (g ∈ Gl(A)).
The global integral is
I(ϕ, fs, s) =
ˆ
Hn(F )\Hn(A)
ϕψγ (h)Efs(h)dh.(3.13)
For all s (except at the poles of the Eisenstein series) it satisfies
I((hv) · ϕ, h · fs, s) = ψ−1γ (v)I(ϕ, fs, s) (∀v ∈ N l−n(A), h ∈ Hn(A)).(3.14)
As in the previous section we prove that for decomposable data, I(ϕ, fs, s) is repre-
sentable as an Euler product.
Proposition 3.3. Assume that I(ϕ, fs, s) is given by (3.13). For ℜ(s) >> 0,
I(ϕ, fs, s) =
ˆ
UHn(A)\Hn(A)
(
ˆ
Rl,n(A)
Wϕ(rw
l,nh)dr)Wψfs(h, 1)dh,
where Wϕ and W
ψ
fs
are prescribed by Proposition 3.1,
wl,n =

In
Il−n−1
I2
Il−n−1
In
 ∈ Gl,
Rl,n = {

In
x Il−n−1
I2
Il−n−1
x′ In
} < Gl.
Proof of Proposition 3.3. Since I(ϕ, fs, s) is absolutely convergent and ϕ
ψγ is invariant
on the left for Hn(F ), for ℜ(s) >> 0,
I(ϕ, fs, s) =
ˆ
Qn(F )\Hn(A)
ϕψγ (h)fs(h, 1)dh(3.15)
=
ˆ
Mn(F )Un(A)\Hn(A)
(
ˆ
Un(F )\Un(A)
ϕψγ (uh)du)fs(h, 1)dh.
Put V ′ = N l−nUn. Because Hn stabilizes ψγ , we can extend ψγ to V
′ trivially on Un.
For any h ∈ Hn(A), since ϕ is left-invariant by Gl(F ),ˆ
Un(F )\Un(A)
ϕψγ (uh)du =
ˆ
V ′(F )\V ′(A)
ϕ((w
l,n)−1v′wl,nh)ψγ(v
′)dv′.(3.16)
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Set V (0) = (w
l,n)−1V ′. In coordinates
V (0) = {

In 0 α1u1 α2u1 e
′
4 u2
e1 z e2 e3 e5 e4
1 0 ∗ ∗
1 ∗ ∗
z∗ 0
e′1 In
 : z ∈ Zl−n−1},
where
(α1, α2) =
{
(β, 12β ) split Gl(F),
(1, 0) quasi-split Gl(F ).
The right-hand side of (3.16) equalsˆ
V (0)(F )\V (0)(A)
ϕ(v′wl,nh)ψγ(v
′)dv′,(3.17)
where ψγ is the character of V
(0)(F )\V (0)(A) defined by
ψγ(v
′) =
{
ψ(z)ψ(14 (e2)l−n−1 − γ(e3)l−n−1) split Gl(F ),
ψ(z)ψ(12 (e3)l−n−1) quasi-split Gl(F ).
Assume l − n − 1 > 0. Decompose V (0) = V (0)′ ⋊ R(1) where V (0)′ is the subgroup
of elements of V (0) for which the last row of e1 is zero and R
(1) is the subgroup of
matrices r1 ∈ Ll−1 that are images of In Il−n−2
r1 1
 ∈ GLl−1.
Then (3.17) becomesˆ
R(1)(F )\R(1)(A)
ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(v′r1w
l,nh)ψγ(v
′)dv′dr1.(3.18)
For x ∈ An define (x) ∈ Gl(A) as follows. If Gl(F ) is split,
(x) =

In x
Il−n−1
1 x′
1
Il−n−1
In
 ,
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x′ = −txJn. In the quasi-split case
(x) =

In x A(x)
Il−n−1
1
1 x′
Il−n−1
In
 ,
where A(x) = 12ρx(
tx)Jn and x
′ = 1ρ (
tx)Jn.
For any h ∈ Hn(A) and r1 ∈ R(1)(A) define Φr1,h(x) : An → C by
Φr1,h(x) =
ˆ
V (0)′ (F )\V (0)′ (A)
ϕ(v′(x)r1w
l,nh)ψγ(v
′)dv′.
The mapping (r1, h) 7→ Φr1,h(0) is well-defined on R(1)(F )\R(1)(A)×Hn(A) and (3.18)
equals ˆ
R(1)(F )\R(1)(A)
Φr1,h(0)dr1
(because (0) = I2l).
We see that (x) normalizes V (0)
′
and stabilizes ψγ . Note that (x) also normalizes
V (0) but does not stabilize ψγ on V
(0) since the last row of e1 interferes. Also ϕ is
left-invariant by Gl(F ). Hence Φr1,h defines a function on F
n\An. According to the
Fourier inversion formula,
Φr1,h(0) =
∑
λ∈M1×n(F )
ˆ
Fn\An
Φr1,h(x)ψ
⋆⋆(λx)dx
=
∑
λ
ˆ
Fn\An
ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(v′(x)r1w
l,nh)ψγ(v
′)ψ⋆⋆(λx)dv′dx.
Here ψ⋆⋆ is the character of F\A given by
ψ⋆⋆(a) =
{
ψ(−γa) Gl(F ) is split,
ψ(12a) Gl(F ) is quasi-split.
Let λ ∈ R(1)(F ). Then λ normalizes V (0)′(A), ψγ(λv′) = ψγ(v′) and λ−1(x) =
vλ,x(x) with vλ,x ∈ V (0)′(A) such that ψγ(vλ,x) = ψ⋆⋆(λx) (where on the right-hand
side we regard λ as an element of M1×n(F )). Hence for any λ ∈ R(1)(F ),ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(v′(x)r1w
l,nh)ψγ(v
′)ψ⋆⋆(λx)dv′
=
ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(λv′(x)r1w
l,nh)ψγ(v
′)ψ⋆⋆(λx)dv′
=
ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(v′(x)λr1w
l,nh)ψγ(v
′)dv′.
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Using this, integral (3.18) becomesˆ
R(1)(F )\R(1)(A)
∑
λ
ˆ
Fn\An
ˆ
V (0)
′
(F )\V (0)′ (A)
ϕ(v′(x)r1w
l,nh)ψγ(v
′)ψ⋆⋆(λx)dv′dxdr1
=
ˆ
R(1)(F )\R(1)(A)
∑
λ
ˆ
Fn\An
ˆ
V (0)′ (F )\V (0)′ (A)
ϕ(v′(x)λr1w
l,nh)ψγ(v
′)dv′dxdr1.
The dr1-integration and the summation over λ can be collapsed, we getˆ
R(1)(A)
ˆ
Fn\An
ˆ
V (0)′ (F )\V (0)′ (A)
ϕ(v′(x)r1w
l,nh)ψγ(v
′)dv′dxdr1.
Let V (1) be the subgroup of elements v′(x). In coordinates,
V (1) = {

In 0 α1u1 x e
′
4 u2
e1 z e2 e3 e5 e4
1 0 ∗ ∗
1 ∗ ∗
z∗ 0
e′1 In
 : z ∈ Zl−n−1},
where the last row of e1 equals zero. The integral becomesˆ
R(1)(A)
ˆ
V (1)(F )\V (1)(A)
ϕ(v′r1w
l,nh)ψγ(v
′)dv′dr1.(3.19)
Assume l − n − 1 > 1 (then the coordinates of e1 are not all zero). Decompose
V (1) = V (1)
′
⋉R(2), V (1)
′
is the subgroup of matrices whose last two rows of e1 are zero
and R(2) consists of elements r2 ∈ Ll−2 that are images of In Il−n−3
r2 1
 ∈ GLl−2.
For x ∈ An, (x) is redefined as the image in Ll−1 of
In x
Il−n−3
1
1
 ∈ GLl−1.
Define for h ∈ Hn(A), r1 ∈ R(1)(A) and r2 ∈ R(2)(A), Φr2,r1,h : An → C by
Φr2,r1,h(x) =
ˆ
V (1)
′
(F )\V (1)′ (A)
ϕ(v′(x)r2r1w
l,nh)ψγ(v
′)dv′.
Then (r2, r1, h) 7→ Φr2,r1,h(0) is well-defined on R(2)(F )\R(2)(A) × R(1)(A) × Hn(A).
Here (3.19) is ˆ
R(1)(A)
ˆ
R(2)(F )\R(2)(A)
Φr2,r1,h(0)dr2dr1.
Observe that (x) normalizes V (1)
′
and stabilizes ψγ (since we zeroed out interfering
rows of e1). Note that (x) also normalizes V
(1) but not V (0)
′
. As above Φr2,r1,h factors
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through the quotient map An → Fn\An and the Fourier inversion formula with respect
to ψ (instead of ψ⋆⋆) yields
Φr2,r1,h(0) =
∑
λ
ˆ
Fn\An
ˆ
V (1)
′
(F )\V (1)′ (A)
ϕ(v′(x)r2r1w
l,nh)ψγ(v
′)ψ(λx)dv′dx.
Again using λ ∈ R(2)(F ) to collapse the dr2-integration into an integration over R(2)(A)
and letting V (2) be the subgroup of elements v′(x) we reachˆ
R(1)(A)
ˆ
R(2)(A)
ˆ
V (2)(F )\V (2)(A)
ϕ(v′r2r1w
l,nh)ψγ(v
′)dv′dr2dr1.
Proceeding likewise for k = 1, . . . , l − n − 1, in the k-th step V (k−1)′ < V (k−1) is the
subgroup of elements with the last k rows of e1 zeroed out, the subgroup R
(k) < Ll−k
is composed of elements  In Il−n−1−k
r1 1
 ∈ GLl−k
and for k > 1, (x) ∈ Ll−k+1 is the image of
In x
Il−n−1−k
1
1
 ∈ GLl−k+1.
After k = l − n− 1 steps (still assuming l − n− 1 > 0) integral (3.17) becomesˆ
Rl,n(A)
ˆ
V (k)(F )\V (k)(A)
ϕ(v′rwl,nh)ψγ(v
′)dv′dr,(3.20)
where
V (k) = {

In x u1 t e
′
4 u2
z e2 e3 e5 e4
1 0 ∗ ∗
1 ∗ ∗
z∗ x′
In
 : x = (0|x0), x0 ∈Mn×(l−n−2), z ∈ Zl−n−1}.
(The first column of x is zero.) If l − n − 1 = 0, integral (3.17) trivially equals (3.20)
with k = 0 and V (0) defined earlier (Rn+1,n = {1}),
V (0) = {

In α1u1 α2u1 u2
1 0 ∗
1 ∗
In
}.
We continue with the arguments for any l > n and set k = l − n− 1.
Note that the constants α1, α2 ∈ F can be ignored when defining the measure dv′
with respect to the correpsonding coordinates (see e.g. V (1)) since for any α ∈ F ∗,
|α|A = 1.
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Let Yn+1 be regarded in the following manner. If k > 0, Yn+1 is embedded through
the embedding of GLn+1 in Ln+1. Also if k = 0 and Gl(F ) is split, Yn+1 < Ln+1.
Otherwise, Yn+1 is regarded as the quotient group R
′
l\P ′l defined in the proof of Propo-
sition 3.1 (V (0) = R′l). Then observe that for any g ∈ Gl(A), the function on Yn+1(A)
defined by
x 7→
ˆ
V (k)(F )\V (k)(A)
ϕ(v′xg)ψγ(v
′)dv′
is cuspidal. Hence as in Proposition 3.1 according to the Fourier transform at the
identity, ˆ
V (k)(F )\V (k)(A)
ϕ(v′g)ψγ(v
′)dv′ =
∑
δ∈Zn(F )\GLn(F )
Wϕ(δg).
Here δ = diag(δ, I2(l−n) , δ
∗) ∈ Ll−1 (in case k = 0 and quasi-split Gl(F ), δ is a repre-
sentative modulo R′l(F ) of this form) and the Fourier transform is applied with respect
to the character ψ⋆ of Zn+1(F )\Zn+1(A) defined by
ψ⋆(z) =

ψ(
∑n
i=1 zi,i+1) k > 0,
ψ(
∑n−1
i=1 zi,i+1 +
1
4zn,n+1) k = 0 and Gl(F ) is split,
ψ(
∑n−1
i=1 zi,i+1 +
1
2zn,n+1) k = 0 and Gl(F ) is quasi-split.
Put this into (3.20) and use the fact that δ normalizes Rl,n without changing the
measure (since the coordinates of δ belong to F ). It follows that (3.20) equalsˆ
Rl,n(A)
∑
δ∈Zn(F )\GLn(F )
Wϕ(rw
l,n(w
l,n
δ)h)dr.
Returning to the global integral, plugging this into (3.15) yieldsˆ
Zn(F )Un(A)\Hn(A)
ˆ
Rl,n(A)
Wϕ(rw
l,nh)fs(h, 1)drdh.
Here we used the fact that w
l,n
δ lies in the image of Mn(F ) under the embedding
Hn < Gl and the mapping h 7→ fs(h, 1) is left-invariant on Mn(F ). Finally we check
that for z ∈ Zn(A) < Mn(A),ˆ
Rl,n(A)
Wϕ(rw
l,nzh)dr = ψ−1(z)
ˆ
Rl,n(A)
Wϕ(rw
l,nh)dr.
Since UHn = ZnUn, the requested form of the integral is obtained,ˆ
UHn(A)\Hn(A)
(
ˆ
Rl,n(A)
Wϕ(rw
l,nh)dr)Wψfs(h, 1)dh. 
3.2. Computation of Ψ(W, fs, s) with unramified
data
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In Section 3.1 we showed how to write the global integral for decomposable data,
I(ϕ, fs, s) =
∏
ν
Ψν(Wϕν , fs,ν, s).
Let S be a finite set of places of F , containing all the Archimedean places, such that
for ν /∈ S, all data are unramified. The so-called unramified computation (at the finite
places) is the computation of Ψν(Wϕν , fs,ν , s) for ν /∈ S. As explained in the introduc-
tion (see Chapter 1), I(ϕ, fs, s) is related to Langlands’ partial L-function L
S(π×τ, s) =∏
ν /∈S L(πν×τν, s) by showing that for ν /∈ S, L(τν , Sym2, 2s)Ψν(Wϕν , fs,ν , s) is equal to
Langlands’ local L-function L(πν×τν , s) defined with respect to the Satake parameters
of πν and τν . It follows that
(
∏
ν /∈S
L(τν , Sym
2, 2s))I(ϕ, fs, s) = L
S(π × τ, s)
∏
ν∈S
Ψν(Wϕν , fs,ν , s).
Fix a place ν /∈ S. We pass to a local notation and denote W =Wϕν , fs = fs,ν, etc.
Our field F is again local non-Archimedean. Then W ∈ W(π, ψ−1γ ) and fs ∈ V (τ, s)
are the normalized unramified elements. Specifically, W is invariant on the right by
KGl , W (1) = 1, fs is right-invariant by KHn and fs(1, 1) = 1 (see Section 3.2.1 for the
other “unramified” parameters). In this section we prove Theorem 1.1. Namely, we
prove that for ℜ(s) >> 0,
Ψ(W,fs, s) =
L(π × τ, s)
L(τ, Sym2, 2s)
.
This immediately implies that the function s 7→ Ψ(W,fs, s) has a meromorphic con-
tinuation to a function in C(q−s) and the equality between meromorphic continuations
holds for all s.
In the split case we assume that Gl is defined using J2l. As noted in Section 3.1, when
π is a local component of a global representation, the group Gl might be defined using
another matrix J representing the same bilinear form. Then there is some α ∈ GL2l
such that tαJ2lα = J and if π is a representation of Gl defined using J , π
α(g) = π(αg)
is a representation of Gl defined using J2l. Our results for π
α imply the theorem for π.
The computation of Ψ(W,fs, s) involves several techniques and is quite lengthy. In
the case l = n+1 it involves invariant theory and the case l > n+1 is reduced to that
case. When l < n, the unipotent integration over Rl,n is difficult to handle directly.
In this case (and when l = n) we use the existence of the γ-factor and proof of its
multiplicativity in the first variable (see Theorem 1.4).
3.2.1. Preliminaries for the unramified case
Assume that all data are unramified. This includes the field (i.e., F is an unramified
extension of some Qp), the representations, the character ψ (ψ|O ≡ 1, ψ|P−1 6≡ 1) and
all constants used in the construction of the integral (e.g. ρ, γ), where a constant is
unramified if it belongs to O∗. Throughout this section let G = G(F ) be one of the
groups defined in Section 2.1, i.e. G is either Gl,Hn or GLk. As usual in the unramified
case, KG = G(O). Recall that we fixed a Borel subgroup BG = TG ⋉ UG, where TG is
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the torus and UG is the unipotent radical. The measure dg of G is normalized so that
vol(KG) = vol(TG ∩KG) = 1.
3.2.1.1. Torus elements and partitions. We define the following subset of TG:
T−G = {t ∈ TG : ∀α ∈ ∆G, α(a) ≤ 1}.
For example TGLn = An, A
−
n is the set of elements diag(a1, . . . , an) ∈ An such that
|a1| ≤ . . . ≤ |an|. If ∆G = ∅ (e.g., G = GL1, G1), T−G = TG by definition and in fact
T−G = G.
Let k be the rank of G and assume k > 0 (that is, G is not the quasi-split group G1).
We have a group homomorphism TG → Zk defined by δ(t) = (ϑ(t1), . . . , ϑ(tk)) ∈ Zk,
where ti is the (i, i)-th coordinate of t and ϑ is the valuation of F . The mapping t 7→ δ(t)
defines an isomorphism between KG ∩ TG\TG and Zk. A k-tuple δ = (δ1, . . . , δk) ∈ Zk
which satisfies δ1 ≥ . . . ≥ δk ≥ 0 is called a k-parts partition. It is a partition of
|δ| = ∑ki=1 δi. Denote by Pk the set of partitions of k parts. Observe that if t ∈ T−G
satisfies |tk| ≤ 1, δ(t) ∈ Pk. This fact will often be used when writing the Iwasawa
decomposition.
Any δ ∈ Zm can be viewed as an element of Zm′ for m′ ≥ m, by padding it with zeros
on the right, i.e. δ 7→ (δ, 0m′−m) ∈ Zm′ . When clear from the context we continue to
denote it by δ. This induces an inclusion Pm ⊂ Pm′ . The notation Pm′ \ Pm signifies
set difference, i.e., δ ∈ Pm′ \ Pm satisfies δk > 0 for some k > m.
3.2.1.2. The local L-function for unramified data. Let π be an irreducible unramified
(generic) representation of G. Then π = IndGBG(µ) for an unramified character µ of TG
(see e.g. [CS98]). Assume µ = µ1 ⊗ . . .⊗ µk where k is the rank of G.
The Satake parameter tπ of π is regarded as a representative of its conjugacy class
in the L-group LG. It is given by
tπ =

diag(µ1(̟), . . . , µn(̟)) ∈ GLn(C) G = GLn,
diag(µ1(̟), . . . , µl(̟), µl(̟)
−1, . . . , µ1(̟)
−1) ∈ SO2l(C) G = split Gl,
diag(µ1(̟), . . . , µn(̟), µn(̟)
−1, . . . , µ1(̟)
−1) ∈ Sp2n(C) G = Hn.
When Gl is non-split over the field F and split over a quadratic extension K = F (
√
ρ),
define (with an abuse of notation)
tπ = diag(µ1(̟), . . . , µl−1(̟),−1, 1, µl−1(̟)−1, . . . , µ1(̟)−1) ∈ GL2l(C).
Remark 3.2. In fact, by the definition of the Satake parameter in the quasi-split case
it is an element of SO2l(C)⋊Gal(K/F ), so it is of the form
diag(µ1(̟), . . . , µl−1(̟), 1, 1, µl−1(̟)
−1, . . . , µ1(̟)
−1) · ǫ ∈ SO2l(C)⋊Gal(K/F ),
with the Galois conjugation ǫ ∈ Gal(K/F ). The previous definition will be more
practical for us.
In the quasi-split case also denote
t′π = diag(µ1(̟), . . . , µl−1(̟), µl−1(̟)
−1, . . . , µ1(̟)
−1) ∈ Sp2(l−1)(C).
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Let τ be an irreducible unramified representation of GLn. The (local) L-function of
π × τ with a complex parameter s is given by
L(π × τ, s) = det(1− (tπ ⊗ tτ )q−s)−1.
In addition L(τ, ς, s) = det(1− ς(tτ )q−s)−1, for a finite dimensional representation ς
of GLn(C). In particular we shall use ς = Sym
2 - the symmetric square representation
and ∧2 - the antisymmetric square representation.
3.2.1.3. The Casselman-Shalika formula. Let π be an irreducible unramified represen-
tation of G and let χ be an unramified character of UG. The normalized unramified
Whittaker function W ∈ W(π, χ) is a function which is right-invariant by KG and
satisfies W (1) = 1. It follows that W is determined by its values on TG and it is simple
to show that W (t) = 0 if t ∈ TG does not belong to T−G . An explicit formula for W
describes W (t) for t ∈ T−G , in terms of the structure of the group - the root system and
Weyl subgroup, the Satake parameter tπ and t.
Shintani [Shi76] proved such a formula for a representation π of GLn. In the general
case of a connected reductive group, an explicit formula was proved by Kato [Kat78]
and by Casselman and Shalika [CS80]. Let χGδ be the character of the irreducible
representation of LG of highest weight δ. For t ∈ T−G denote δ = δ(t). Then assuming
that G is split,
W (t) = δ
1
2
BG
(t)χGδ (tπ).
In the case of GLn this is the original formulation of Shintani [Shi76]. In the other
cases this formula is the interpretation of the result of Casselman and Shalika [CS80],
using the structure of the Weyl group (see e.g. [Spr98] p. 141) and the Weyl character
formulas ([FH04, OO98]).
When G = Gl is quasi-split,
W (t) = δ
1
2
BGl
(t)χ
Sp2(l−1)
δ (t
′
π),
where χ
Sp2(l−1)
δ is the character of the irreducible representation of Sp2(l−1)(C) of highest
weight δ (if l = 1, W (t) ≡ 1). To keep the notation uniform, set χGlδ (tπ) = χ
Sp2(l−1)
δ (t
′
π)
for quasi-split Gl.
Remark 3.3. Tamir [Tam91] provided an interpretation of the Casselman-Shalika for-
mula for a connected reductive quasi-split group G. His formula involves a character
of a representation of LG and the Satake parameter.
3.2.1.4. Branching rules. Let τ be an irreducible unramified representation of GLn for
n > 1. We need the following two formulas for χGLnδ (tτ ). First, for δ ∈ Pn \ Pn−1, i.e.,
for δ ∈ Pn such that δn > 0,
χGLnδ (tτ ) = (
n∏
i=1
tτ (i)
δn)χGLn(δ1−δn,...,δn−1−δn,0)(tτ ).(3.21)
Here tτ (i) denotes the i-th coordinate of the diagonal matrix tτ . Second, the branching
rule from GLn(C) to GLn−1(C)×GL1(C),
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Lemma 3.4 ([GW98] p. 350). Let δ ∈ Pn−1. Then
χGLnδ (tτ ) =
|δ|∑
k=0
∑
δ˜∈C(k,δ)
χ
GLn−1
δ˜
(tτ ′)tτ (n)
k.
Here C(k, δ) ⊂ Pn−1 is a finite set (given explicitly in [GW98]) depending on k and δ,
C(0, δ) = {δ} and tτ ′ = diag(tτ (1), . . . , tτ (n− 1)).
Since (δ1 − δn, . . . , δn−1 − δn, 0) ∈ Pn−1, when we combine these results we also see
that tτ (n) appears in χ
GLn
δ (tτ ) with only non-negative powers.
3.2.2. The computation for l > n
Here we prove Theorem 1.1 for the case l > n. LetW ∈ W(π, ψ−1γ ) and fs ∈ V (τ, s) be
the normalized unramified functions. We have the following claim, which follows using
the Iwasawa decomposition of Hn.
Claim 3.5. Let l > n. For ℜ(s) >> 0,
Ψ(W,fs, s) =
∑
δ∈Pn
χGlδ (tπ)χ
GLn
δ (tτ )q
−s|δ|.
Here the measure dr on Rl,n is normalized by vol(Rl,n(O)) = 1.
According to this claim, the theorem is equivalent to the following identity of power
series in q−s,
L(τ, Sym2, 2s)
∑
δ∈Pn
χGlδ (tπ)χ
GLn
δ (tτ )q
−s|δ| = L(π × τ, s).(3.22)
We prove that if (3.22) holds for some (l, n) with l > n > 1, it also holds for (l, n− 1).
Indeed, let τ ′ be an irreducible unramified (generic, as always) representation of GLn−1.
Construct a representation τ = IndGLnPn−1,1(τ
′ ⊗ τn), where τn is an unramified character
of GL1. Then τ is unramified (and generic, since τ
′ is generic) and we choose τn so
that τ would also be irreducible. Note that tτ (n) = tτn(1) = τn(̟). Consider (3.22) for
(l, n). The summation over δ ∈ Pn can be written as two sums: the first over δ ∈ Pn−1,
the second over δ ∈ Pn \ Pn−1. As explained in Section 3.2.1.4, tτ (n) appears in the
summation with only non-negative powers.
According to the definitions,
L(τ, Sym2, 2s) =
∏
1≤i,j≤n
(1− tτ (i)tτ (j)q−2s)−1,
L(π × τ, s) = L(π × τ ′, s)L(π × τn, s) = L(π × τ ′, s)
∏
1≤i≤2l
(1− tπ(i)tτ (n)q−s)−1.
It follows that tτ (n) appears in (3.22) with only non-negative powers. Since τn is any
unramified character such that τ is irreducible, tτ (n) = q
−z where z is an arbitrary
complex number so that q−z is outside a finite set of values. Therefore we may re-
gard (3.22) as an identity of power series in tτ (n) and formally substitute 0 for tτ (n).
54
Equality (3.21) and Lemma 3.4 imply
χGLnδ (tτ )|tτ (n)=0 =
{
χ
GLn−1
δ (tτ ′) δ ∈ Pn−1,
0 δ ∈ Pn \ Pn−1.
(3.23)
Thus we get
L(τ ′, Sym2, 2s)
∑
δ∈Pn−1
χGlδ (tπ)χ
GLn−1
δ (tτ ′)q
−s|δ| = L(π × τ ′, s),
which is (3.22) for (l, n − 1).
Now the next claim completes the proof of the theorem for all l > n.
Claim 3.6. Identity (3.22) holds for all n ≥ 1 and l = n+ 1.
Proof of Claim 3.5. The integral is
Ψ(W,fs, s) =
ˆ
UHn\Hn
ˆ
Rl,n
W (rwl,nh)fs(h, 1)drdh.
It is absolutely convergent for ℜ(s) >> 0, i.e., the integral with |W | and |fs| replacing
W and fs is convergent. Using the Iwasawa decomposition of Hn and according to our
normalization of the measures, the integral equalsˆ
An
ˆ
Rl,n
W (rwl,na)fs(a, 1)δ
−1
BHn
(a)drda.
Since (wl,n)−1 ∈ KHn ,W is right-invariant byKHn and (wl,n)−1a normalizes Rl,n chang-
ing dr 7→ |det a|n+1−ldr, this equalsˆ
An
ˆ
Rl,n
W ((w
l,n)−1ar)fs(a, 1)|det a|n+1−lδ−1BHn (a)drda.
Exactly as in Ginzburg [Gin90] (p. 176, see also [Sou93] p. 98) the KGl-invariance of W
implies that for any a, W ((w
l,n)−1ar) = 0 unless r ∈ Rl,n(O) < KGl . Also note that the
function Wτ (a) = fs(1, a) is the normalized unramified Whittaker function of W(τ, ψ)
and δBHn = δQnδBGLn . Then we getˆ
An
W ((w
l,n)−1a)Wτ (a)|det a|n+
1
2
−l+sδ
− 1
2
Qn
(a)δ−1BGLn
(a)da.
Here we used the normalization vol(Rl,n(O)) = 1. Since l > n, W ((wl,n)−1a) vanishes
unless a ∈ A−n and |an| ≤ 1. Hence δ(a) ∈ Pn and we can write the integral as a
sum over δ ∈ Pn. Using the formulas for W,Wτ and the fact that on Al−1, δBGl =
|det |2l−2n−1δQnδBGLn , we get∑
δ∈Pn
χGlδ (tπ)χ
GLn
δ (tτ )q
−s|δ|. 
Proof of Claim 3.6. First assume that Gn+1 is quasi-split. In the case n = 1 one
proves (3.22) directly - the summation is over the integers δ ≥ 0, τ is a character so
χGL1δ (tτ ) = tτ (1)
δ and χG2δ (tπ) = χ
Sp2
δ (t
′
π) is the δ-th complete symmetric polynomial
in t′π(1), t
′
π(2) (see [FH04] p. 406).
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Let n > 1. According to [GPSR87] (in the App.),
L(τ,∧2, 2s)
∑
δ∈Pn
χSp2nδ (t
′
π)χ
GLn
δ (tτ )q
−s|δ| = det(1− (t′π ⊗ tτ )q−s)−1.
Note that the argument in loc. cit. is based on the results of Ton-That ([TT75]) which
apply when n ≥ 2 (i.e., the Symplectic group is of rank at least 2). We immediately
deduce (3.22) (χ
Gn+1
δ (tπ) = χ
Sp2n
δ (t
′
π) for quasi-split Gn+1, see Section 3.2.1.3).
The case of split Gn+1 follows from Ton-That [TT76], see Ginzburg [Gin90]. 
3.2.3. The computation for l ≤ n
We prove Theorem 1.1 when l ≤ n. In the case l = 1 it follows from Bump, Fried-
berg and Furusawa [BFF97]. Specifically, the integral with unramified data equals the
value of their unramified Bessel function at the identity, multiplied by
∏
1≤i<j≤n(1 −
tτ (i)tτ (j)
−1q−1)−1 (they used a different normalization).
We now assume l > 1. Then we may further assume π = IndGl
Pl−1
(σ ⊗ π′), where σ
is an irreducible unramified representation of GLl−1 realized in W(σ, ψ−1) and π′ is an
unramified character of G1. Let W ∈ W(π, ψ−1γ ) and fs ∈ V (τ, s) be the normalized
unramified vectors.
Take an element ϕ from the space of π such that ϕ is unramified and normalized
by ϕ(Il, Il−1, I2) = 1. The Whittaker function Wϕ ∈ W(π, ψ−1γ ) corresponding to ϕ is
given by
Wϕ(g) =
ˆ
Vl−1
ϕ(vg, Il−1, I2)ψγ(v)dv,
where the integral is defined as a principal value and ψγ denotes the character of
UGl . Then Wϕ is unramified and the results of Casselman and Shalika [CS80] imply
in particular that Wϕ(1) 6= 0 whence Wϕ(1)−1Wϕ = W . Let ζ ∈ C and extend ϕ to
ϕζ ∈ V GlPl−1(σ⊗π
′,−ζ+ 12) using the Iwasawa decomposition (see Section 2.4). Then ϕζ
is unramified and ϕζ(1, 1, 1) = 1. We define Wϕζ ∈ W(IndGlPl−1((σ ⊗ π
′)α−ζ+
1
2 ), ψ−1γ )
by the integral above with ϕζ replacing ϕ. The definition impliesWϕ0 =Wϕ. According
to the Casselman-Shalika formula [CS80],
Wϕζ (1) = L(π
′ × σ∗, ζ + 1)−1L(σ∗,∧2, 2ζ + 1)−1.(3.24)
In particular Wϕζ(1) 6= 0 for ℜ(ζ) >> 0 and for ζ = 0 (because Wϕ(1) 6= 0). Then
W ′ϕζ = Wϕζ(1)
−1Wϕζ is the normalized unramified Whittaker function, defined when-
ever ζ is not a zero of the right-hand side of (3.24). We will compute Ψ(W ′ϕζ , fs, s) for
ℜ(ζ) >> 0, then derive the result by taking ζ = 0.
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In Section 7.2.3 we show the following equality (see (7.45) with k = l − 1),
ωσ(−1)n−1γ(σ × τ, ψ, s − ζ)Ψ(Wϕζ , fs, s)(3.25)
=
ˆ
Vl−1Zl−1G1\Gl
ˆ
Ml−1×n−l
ˆ
G1
ˆ
R1,n
ϕζ(g, 1, g
′)fs(w1,nr
′(bn,l−1g′)w(wl,nm)g, 1)ψγ (r
′)dr′dg′dmdg.
Here
bc,l−1 = diag(Ic, (−1)l−1, Ic) (c ≥ 1),
w =

0 0 0 γ−1Il−1 0
In−l 0 0 0 0
0 0 b1,l−1 0 0
0 0 0 0 In−l
0 γIl−1 0 0 0
 ,
wl,nm =

In−l γ
−1m′
Il−1 γ
−1m
I3
Il−1
In−l
 .
The measure dm is normalized by vol(Ml−1×n−l(O)) = 1. Equality (3.25) is in the sense
of meromorphic continuation. Specifically, for any fixed ζ with ℜ(ζ) >> 0 both sides
have meromorphic continuations to rational functions in C(q−s) and these continuations
are equal. The integral Ψ(Wϕζ , fs, s) (resp. the right-hand side of (3.25)) is absolutely
convergent if it is convergent when we replace Wϕζ , fs (resp. ϕζ , fs) with |Wϕζ |, |fs|
(resp. |ϕζ |, |fs|) and drop the characters. For brevity, set ξτ,s = IndHnQn(ταs).
Claim 3.7. The right-hand side of (3.25) equals, in its domain of absolute convergence,
L(π′ × τ, s)
L(τ, Sym2, 2s)
∑
δ∈Pl−1
χ
GLl−1
δ (tσ∗)Λδ(tξτ,s , tπ′)q
−(ζ+ 1
2
)|δ|.
Here Λδ(tξτ,s , tπ′) is a rational function in the Satake parameters of ξτ,s and π
′. Its
exact form will not be needed.
The unramified computation of Furusawa (App. of [BFF97]) will be used to prove,
Claim 3.8. For each 1 ≤ k < n and irreducible unramified representation η of GLk,∑
δ∈Pk
χGLkδ (tη)Λδ(tξτ,s , tπ′)q
−(ζ+ 1
2
)|δ| =
L(ξτ,s × η, ζ + 12)
L(π′ × η, ζ + 1)L(η,∧2, 2ζ + 1) .
We take the domain D ⊂ C×C of absolute convergence of Ψ(W ′ϕζ , fs, s) of the form
D = {ζ, s ∈ C : 0 << ℜ(ζ) < A,ℜ(s) > s0}, where A and s0 are constants depending
only on σ, π′ and τ .
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Since 1 < l ≤ n, 1 ≤ l − 1 < n and we may apply Claim 3.8 with k = l − 1 and
η = σ∗. Applying Claims 3.7, 3.8 and using (3.24) we see that in D,
Ψ(W ′ϕζ , fs, s) = ωσ(−1)n−1γ(σ × τ, ψ, s − ζ)−1
L(π′ × τ, s)
L(τ, Sym2, 2s)
L(ξτ,s × σ∗, ζ + 1
2
).
We have ωσ(−1)n−1 = 1,
L(ξτ,s × σ∗, ζ + 1
2
) = L(τ × σ∗, ζ + 1
2
+ s− 1
2
)L(τ∗ × σ∗, ζ + 1
2
− (s− 1
2
)),
γ(σ × τ, ψ−1, s− ζ) = L(σ∗ × τ∗, 1− s+ ζ)L(σ × τ, s− ζ)−1
and it follows that in D,
Ψ(W ′ϕζ , fs, s) =
L(σ × τ, s− ζ)L(π′ × τ, s)L(σ∗ × τ, s+ ζ)
L(τ, Sym2, 2s)
.
Given A, there is a constant s1 depending only on σ, π
′, τ and A such that the
integral Ψ(W ′ϕζ , fs, s) has a meromorphic continuation Q ∈ C(q−ζ , q−s) satisfying
Ψ(W ′ϕζ , fs, s) = Q(q
−ζ , q−s) in D′ = {ζ, s ∈ C : 0 ≤ ℜ(ζ) < A,ℜ(s) > s1}. This
can be proved using Bernstein’s continuation principle (in [Ban98]), see Section 5.6
and [BFF97] (Section 5), or by a more direct approach (see Claim 7.1).
Therefore in D ∩D′,
Q(q−ζ , q−s) =
L(σ × τ, s− ζ)L(π′ × τ, s)L(σ∗ × τ, s+ ζ)
L(τ, Sym2, 2s)
.
Both sides of this equality belong to C(q−ζ , q−s) whence it holds for all ζ, s ∈ C. Since
the right-hand side is defined for ζ = 0, so is Q(q−ζ , q−s). Moreover, for ℜ(s) > s1 we
have Q(q−0, q−s) = Ψ(W,fs, s), because W
′
ϕ0 =W . Thus for ℜ(s) > s1,
Ψ(W,fs, s) =
L(σ × τ, s)L(π′ × τ, s)L(σ∗ × τ, s)
L(τ, Sym2, 2s)
=
L(π × τ, s)
L(τ, Sym2, 2s)
.
Proof of Claim 3.7. Since for g ∈ Gl and g′ ∈ G1, ϕζ(g, 1, g′) = ϕζ(g, 1, 1)π′(g′), the
inner dr′dg′-integral on the right-hand side of (3.25) constitutes a local integral for
G1 × GLn. Note that the conjugation of g′ by bn,l−1 changes the embedding of G1
in Hn, but G1 still normalizes Nn−1 and stabilizes ψγ (see Section 7.1.2). Then the
right-hand side of (3.25) equalsˆ
Vl−1Zl−1G1\Gl
ˆ
Ml−1×n−l
ϕζ(g, 1, 1)Ψ(π
′, w(wl,nm)g · fs, s)dmdg.
Here π′ stands for the Whittaker function (π′ is a character). Apply the the Iwasawa
decomposition of Gl with respect to the Borel subgroup B̂ whose unipotent radical
equals Vl−1 ⋊ Zl−1. We obtainˆ
Al−1
ˆ
Ml−1×n−l
ϕζ(a, 1, 1)Ψ(π
′, w(wl,nm)a · fs, s)δ−1
B̂
(a)dmda.
The function Wσ(a) = ϕζ(1, a, 1) is the normalized unramified Whittaker function of
W(σ, ψ−1). Note that ϕζ(a, 1, 1) = |det a|− 12 l−ζWσ(a), a normalizes the subgroup of
elements of the form wl,nm changing dm 7→ |det a|n−ldm and w−1a = a∗. The integral
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equals ˆ
Al−1
ˆ
Ml−1×n−l
Wσ(a)Ψ(π
′, a∗w(wl,nm) · fs, s)|det a|n−
3
2
l−ζδ−1
B̂
(a)dmda.
Next we show that the dm-integration can be discarded. Put m1 =
w−1(wl,nm). Then
a∗m1 is the image in Mn of  a∗m′ In−l
1
 ∈ GLn.
Since fs is right-invariant by KHn , for all k ∈ KHn and h ∈ Hn,
Ψ(π′, hk · fs, s) = Ψ(π′, h · fs, s).(3.26)
In particular
Ψ(π′, a∗w(wl,nm) · fs, s) = Ψ(π′, a∗m1 · fs, s).
Next observe that for all z ∈ Zn−1 < Mn−1,
Ψ(π′, z · fs, s) = ψ(z)Ψ(π′, fs, s).(3.27)
This follows from (3.3) or by a direct verification. Now (3.26) and (3.27) imply, as shown
by Ginzburg [Gin90] (p. 176, see [Sou93] p. 98), that for any a ∈ Al−1 the function
m 7→ Ψ(π′, a∗m1 · fs, s) vanishes unless m ∈ Ml−1×n−l(O). Since fs is KHn-invariant
and vol(Ml−1×n−l(O)) = 1, the integral becomesˆ
Al−1
Wσ(a)Ψ(π
′, a∗ · fs, s)|det a|n−
3
2
l−ζδ−1
B̂
(a)da.
According to the definition of σ∗, Wσ(a) = Wσ∗(a
∗), where Wσ∗ is the normalized
unramified element of W(σ∗, ψ). Using this we haveˆ
Al−1
Wσ∗(a
∗)Ψ(π′, a∗ · fs, s)|det a|n−
3
2
l−ζδ−1
B̂
(a)da.
The function on Hn defined by h 7→ Ψ(π′, h ·fs, s) is the (unramified) Bessel function of
Bump, Friedberg and Furusawa [BFF97]. According to their results, Ψ(π′, a∗ ·fs, s) = 0
unless |a∗i | ≤ 1 for all 1 ≤ i ≤ l− 1. In this case they proved a Casselman-Shalika type
formula for the integral, in the form
Ψ(π′, a∗ · fs, s) = L(π
′ × τ, s)
L(τ, Sym2, 2s)
δ
1
2
BHn
(a∗)Λδ(a∗)(tξτ,s , tπ′).
Also Wσ∗ vanishes unless a
∗ ∈ A−l−1. Therefore δ∗ = δ(a∗) ∈ Pl−1 (|a∗l−1| ≤ 1). Also
use the following calculations:
δB̂(a) = δBGLl−1 (a)|det a|
−l = q
∑l−1
i=1 ϑ(ai)(−l+2i)|det a|−l,
δ
1
2
BGLj
(a∗) = q
∑l−1
i=1 ϑ(ai)(
1
2
j+ 1
2
−l+i) ∀j ≥ l − 1.
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The integral becomes
L(π′ × τ, s)
L(τ, Sym2, 2s)
∑
δ∗∈Pl−1
χ
GLl−1
δ∗ (tσ∗)Λδ∗(tξτ,s , tπ′)q
−(ζ+ 1
2
)|δ∗|.
The claim follows when we replace δ∗ with δ. 
Proof of Claim 3.8. In the appendix of [BFF97], Furusawa presented a new Rankin-
Selberg integral for SO2n+1 ×GLn. Let η′ be an irreducible unramified representation
of GLn. Then the unramified computation of Furusawa yields the following identity,
∑
δ∈Pn−1
χGLnδ (tη′)Λδ(tξτ,s , tπ′)q
−(ζ+ 1
2
)|δ| +Q(q)
∑
δ∈Pn\Pn−1
χGLnδ (tη′)Λδ(tξτ,s , tπ′)q
−(ζ+ 1
2
)|δ|
(3.28)
=
L(ξτ,s × η′, ζ + 12)
L(π′ × η′, ζ + 1)L(η′,∧2, 2ζ + 1) .
HereQ(q) = 1−q−1 ifG1 is split (π′ is an unramified character ofG1) andQ(q) = 1+q−1
otherwise.
For an irreducible unramified representation η of GLk, construct a representation
η′ = IndGLnPk,1,...,1(η, η
′
k+1, . . . , η
′
n), for unramified characters η
′
k+1, . . . , η
′
n such that η
′ is
irreducible and unramified. Then tη′(n) = tη′n(1). As in Section 3.2.2 we can put
tη′(n) = 0 in (3.28) and use (3.23) to obtain the result for k = n− 1. Setting tη′(n) =
. . . = tη′(k + 1) = 0, the result follows for all 1 ≤ k < n. 
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Chapter 4
UNIQUENESS PROPERTIES
As we have seen in Chapter 3, the global integrals can be regarded as bilinear forms
satisfying certain equivariance properties: (3.3) when l ≤ n and (3.14) if l > n. In
Sections 5.6 and 6.1.1 we will explain how to view the local integrals as bilinear forms
satisfying similar properties, first in a domain of absolute convergence, then by mero-
morphic continuation in the whole plane except at the poles.
Here we prove Theorem 1.2: the local versions of the spaces of bilinear forms are
at most one-dimensional, for almost all values of q−s. We split the proof into two
propositions - for l ≤ n and l > n. Their proofs follow the line of arguments of Soudry
[Sou93] (Section 8).
Note that when the representations are irreducible, Theorem 1.2 follows from the
results of Aizenbud et al. [AGRS10] (see [GGP12] p. 57) and of Mœglin and Wald-
spurger [MW10]. In two particular cases l = n, n+1 it was already proved by Gelbart
and Piatetski-Shapiro [GPSR87] (again, for irreducible representations).
Our notation in this chapter is local (non-Archimedean). Let π be a representation of
Gl and τ be a representation of GLn. We stress that here the only assumptions on the
representations are the ones stated in Section 2.3 - that they are smooth, admissible,
finitely generated and generic, and τ has a central character. In particular, we do not
assume that the representations are realized in Whittaker models.
As described in the introduction (see Section 1.1), the main application of the unique-
ness properties is the existence of a functional equation - equality (6.1). Gelbart and
Piatetski-Shapiro [GPSR87] and Soudry [Sou93] used similar uniqueness results in or-
der to derive meromorphic continuation. Although we can also follow this approach
here (see Section 5.6), our main proof of meromorphic continuation will not depend on
Theorem 1.2.
4.1. The case l ≤ n
The space of bilinear forms on π × IndHnQn (ταs) satisfying (the local version of) (3.3)
is equivalent to the space BilGl(π, (Ind
Hn
Qn
(ταs))Nn−l,ψ−1γ ), where BilGl(·, ·) denotes a
space of Gl-equivariant bilinear forms and (· · · )Nn−l,ψ−1γ denotes the Jacquet module
with respect to Nn−l and ψ
−1
γ (see [BZ77] 1.8 (b) for the definition).
Proposition 4.1. Except for a finite set of values of q−s, the complex vector-space
BilGl(π, (Ind
Hn
Qn
(ταs))Nn−l,ψ−1γ ) is at most one-dimensional.
Proof of Proposition 4.1. We have the following isomorphisms,
BilGl(π, (Ind
Hn
Qn
(ταs))Nn−l,ψ−1γ )
∼= HomGl((IndHnQn (ταs))Nn−l,ψ−1γ , π˜)
∼= HomHn(IndHnQn (ταs), IndHnNn−lGl(π˜ ⊗ ψ−1γ ))
∼= BilHn(indHnNn−lGl(π ⊗ ψγ), Ind
Hn
Qn
(ταs)).
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Here ind(· · ·) refers to the compact normalized induction, π˜⊗ψ−1γ is the representation
of Nn−lGl on the space of π˜ defined by vg 7→ ψ−1γ (v)π˜(g) (v ∈ Nn−l and g ∈ Gl, recall
that Gl normalizes Nn−l and stabilizes ψγ). The second and third isomorphisms follow
from [BZ77] (1.9 (b), (c) and (d)).
For w ∈ Qn\Hn/Nn−lGl, denote
Hom(w) = Hom
(Nn−lGl)w
−1 (w(π ⊗ ψγ)⊗ ταs, δ),
where (Nn−lGl)
w−1 = w
−1
(Nn−lGl) ∩ Qn; for a representation θ of Nn−lGl, wθ is the
representation of (Nn−lGl)
w−1 on the space of θ given by wθ(x) = θ(wx); δ(x) =
δC(w)(x,
wx) · δ−
1
2
Qn
(x) is a representation of (Nn−lGl)
w−1 on C, where C(w) = {(x,wx) :
x ∈ (Nn−lGl)w−1} < Qn ×Nn−lGl and δC(w) is the modulus character of C(w).
According to the Bruhat theory (see e.g. [Sil79] Theorems 1.9.4 and 1.9.5),
BilHn(ind
Hn
Nn−lGl
(π ⊗ ψγ), IndHnQn (ταs)) ⊂
⊕
w∈Qn\Hn/Nn−lGl
Hom(w),
in the sense of semi-simplification. In the proof of Proposition 3.1 we defined a set of
representatives {wr} and for each r we described a set A(r) (see (3.8)). We take a
set of representatives for Qn\Hn/Nn−lGl in the form w = wrη where 0 ≤ r ≤ n − l
and η ∈ A(r). Set η0 = I2l+1. Analogously to Claim 3.2, we will prove that for
r > 0, H(w) = 0, and for r = 0, if η 6= η0 then except for finitely many values of q−s,
H(w) = 0.
Indeed, if r > 0, the proof of the claim implies ψγ |wUn∩Nn−l 6≡ 1. Let y ∈ wUn∩Nn−l
be such that ψγ(y) 6= 1. Write y = wu ∈ Nn−l with u ∈ Un. Then x = w−1y ∈
w−1Nn−l ∩ Un < (Nn−lGl)w−1 ∩ Un. Now for any f ∈ H(w), v1 in the space of π and
v2 in the space of τ ,
f(v1 ⊗ v2) = f((w(π ⊗ ψγ)⊗ ταs)(x)v1 ⊗ v2) = f(ψγ(y)v1 ⊗ v2) = ψγ(y)f(v1 ⊗ v2).
Hence f ≡ 0. This shows H(w) = 0 for r > 0.
Assume r = 0, η 6= η0 (in which case Gl is necessarily split). Let y = ηq ∈ Gl
be with q ∈ Q′l (Q′l is given by (3.6)). Then x = w
−1
y ∈ (Nn−lGl)w−1 (because
w0Q′l = Q
′
l < Qn). In the above notation,
δ(x)f(v1 ⊗ v2) = f((w(π ⊗ ψγ)⊗ ταs)(x)v1 ⊗ v2) = f(π(y)v1 ⊗ ταs(x)v2).
Therefore if we put Q′ηl =
ηQ′l ∩Gl,
f ∈ BilQ′η
l
(π,w
−1
(ταsδ−1)) ∼= HomQ′η
l
(π,w
−1
(τ˜α1−sδ)).
Since η 6= η0, Q′ηl is a parabolic subgroup of Gl (see after (3.11)). Then by Frobenius
reciprocity (see e.g. [BZ76] 2.28) we get
HomQ′η
l
(π,w
−1
(τ˜α1−sδ)) ∼= HomGl(π, IndGlQ′η
l
(δ
− 1
2
Q′η
l
· w−1(τ˜α1−sδ))).
(Recall that Ind(· · · ) denotes normalized induction.) We claim that this space vanishes,
for all but a finite set of q−s. In fact, for any irreducible sub-quotients π0 and τ0 of π
and τ˜ (resp.), the proof of Lemma 10.1.2 of [GPSR87] immediately implies that outside
62
finitely many values of q−s,
HomGl(π0, Ind
Gl
Q′η
l
(δ
− 1
2
Q′η
l
· w−1(τ0α1−sδ))) = 0.(4.1)
Note that the lemma is applicable to any pair of irreducible admissible (smooth) repre-
sentations π0 and τ0, not necessarily generic. Its proof uses the fact that such represen-
tations can be embedded in representations parabolically induced from supercuspidal
representations, then appeals to [BZ77] (Section 2). The fact that Q′ηl is a parabolic
subgroup is used, in order to replace IndGl
Q′η
l
(δ
− 1
2
Q′η
l
· w−1(τ0α1−sδ)) with a representation
of Gl parabolically induced from a supercuspidal representation. Because π and τ˜ have
finite Jordan-Ho¨lder series and any nonzero element of
HomGl(π, Ind
Gl
Q′η
l
(δ
− 1
2
Q′η
l
· w−1(τ˜α1−sδ)))
defines a nonzero element of one of the spaces (4.1) (see a detailed explanation of a
similar argument below - in the paragraph before the definition of (4.4), where we take
i, j ≥ 0 with i+ j minimal, etc.), we get that except a finite set of q−s, H(w0η) = 0 for
η 6= η0.
It is left to show that for w = w0η0 = w0, Hom(w0) is at most one-dimensional,
for almost all values of q−s. Recall that η(Qwrn ) ∩ Nn−lGl = Cηr ⋊ Q′ηl , where Qwrn =
wrQn ∩Qn−l (see after (3.6)). Then w0Qn ∩Nn−lGl = η0(Qw0n )∩Nn−lGl = Cη00 ⋊Q′η0l .
The subgroups Cη00 and Q
′η0
l were calculated explicitly after (3.12). We see that w0
normalizes Q′η0l and then (Nn−lGl)
w−10 = w
−1
0 (Cη00 )⋊Q
′η0
l , where
w−10 (Cη00 ) is the image
in Mn of the subgroup U = {
(
z 0
x Il
)
: z ∈ Zn−l} < GLn (if l = n, U = {1}). Define a
character ψ′ of U by ψ′(
(
z 0
x Il
)
) = ψ(z)ψ(γxl,1).
Let R′l < Gl be the unipotent subgroup defined after (3.12). Regard Yl as explained
in the proof of Proposition 3.1: if Gl is split, Yl is a subgroup of Ll which normalizes
R′l. Hence πR′l,1 is a Yl-module. If Gl is quasi-split, Yl = R
′
l\P ′l (see after (3.12)) and
because the action of R′l on πR′l,1 is trivial, we again get that πR
′
l
,1 is a Yl-module.
Consider the embedding of GLl in GLn given by b 7→ diag(In−l, b). Denote by Y ′l the
mirabolic subgroup of GLl (we distinguish it from Yl defined above). The image of Y
′
l
under this embedding normalizes U and stabilizes ψ′, whence (ταs)U,ψ′ is a Y
′
l -module.
We recall that the action of Y ′l on the Jacquet module (τα
s)U,ψ′ is normalized by δ
− 1
2
U
(see [BZ77] 1.8 (b)).
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Let y =
(
a b
1
) ∈ Yl. If Gl is split, y is an element of Ll. In the quasi-split case, we
take a representative in P ′l to the coset of y. As an element of Gl,
y =


a b 0 0
1 0 0
1 b′
a∗
 Gl is split,

a 0 b ∗
1 0 0
1 b′
a∗
 Gl is quasi-split.
Set
µ =
{
1
4 split Gl,
1
2 quasi-split Gl.
The image of y in Hn (Gl < Hn) is diag(y
′, 1, (y′)∗)u where y′ = diag(In−l,
(
a µb
1
)
) ∈ Y ′l
and u ∈ Un. In addition, this image lies in Q′η0l . Thus (ταs)U,ψ′ is a Yl-module, the
action of y is defined through the action of y′ (ταs is trivial on Un by the definition
of IndHnQn(τα
s)). In the quasi-split case, the choice of representative does not matter,
because R′l normalizes U and stabilizes ψ
′, and ταs is trivial on R′l (the image of R
′
l in
Hn belongs to Un).
Define δ′ = w
−1
0 (δ−1)δ
1
2
U . We claim
H(w0) ⊂ BilYl(πR′l,1, (τα
sδ′)U,ψ′).
The result of the proposition will follow once we establish a similar assertion regarding
BilYl(πR′l,1, (τα
sδ′)U,ψ′).
Let f ∈ Hom(w0) and let v1 and v2 be as above. Since w−10 R′l < w
−1
0 Gl ∩ Un <
(Nn−lGl)
w−10 , for r ∈ R′l,
f(v1 ⊗ v2) = f((w0(π ⊗ ψγ)⊗ ταs)(w
−1
0 r)v1 ⊗ v2) = f(π(r)v1 ⊗ v2).(4.2)
Hence f is a bilinear form on πR′
l
,1 × τ . In addition if x ∈Mn is the image of u ∈ U ,
f(v1 ⊗ v2) = f((w0(π ⊗ ψγ)⊗ ταs)(x)v1 ⊗ v2) = (ψ′)−1(u)f(v1 ⊗ (ταs)(u)v2).
Thus
f(v1 ⊗ (ταs)(u)v2) = ψ′(u)f(v1 ⊗ v2)
and it follows that f is a bilinear form on πR′
l
,1 × (ταs)U,ψ′ . Finally for y ∈ Yl,
δ(w
−1
0 y)f(v1 ⊗ v2) = f((w0(π ⊗ ψγ)⊗ ταs)(w
−1
0 y)v1 ⊗ v2)
= f(π(y)v1 ⊗ ταs(y)v2).
In the quasi-split case this is well-defined because of (4.2). Also note that ταs(w
−1
0 y) =
ταs(y). We conclude f ∈ BilYl(πR′l,1, (ταsδ′)U,ψ′) (δ′ is trivial on U).
If l = 1, π is a character (because it is generic) and U = ω1,n−1Zn, whence the fact
that τ is generic implies that (ταsδ′)U,ψ′ is a one-dimensional space (for all s). Thus
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in this case BilYl(πR′l,1, (τα
sδ′)U,ψ′) is at most one-dimensional and the proposition
follows. Henceforth we assume l > 1.
In general if 0 ≤ m < l, let Bm = {
(
c x
0 z
)
: c ∈ GLm, z ∈ Zl−m} < Yl. For a
representation σ of GLm and ψ regarded as a character of Zl−m, σ⊗ψ naturally extends
to a representation of Bm. Then we have the induced representation ind
Yl
Bm
(σ ⊗ ψ).
Consider the space
BilYl(ind
Yl
Bm
(σ ⊗ ψ), indYlBm′ (σ
′αs+c
′ ⊗ ψ)).(4.3)
Here 0 ≤ m,m′ < l, σ and σ′ are irreducible representations and c′ ∈ C. According
to [BZ77] (3.7) (or [JPSS83] 1.4), it vanishes unless m = m′ and σ ∼= (˜σ′)α1−s−c′ , and
when m = m′ = 0, it is one-dimensional. If m = m′ > 0 this means that outside a
finite set of q−s, the space vanishes.
The subgroup R′l is actually the image of Ul−1 < Hl−1 under the embedding Hl−1 <
Gl. By Proposition 8.2 of [GPSR87], πR′
l
,1 has a finite Jordan-Ho¨lder series (as a Yl-
module), in which the irreducible representation indYlZl(ψ) appears as a sub-representation
and does not appear as a sub-quotient of indYlZl(ψ)\πR′l ,1. Note that this proposition
was stated for an irreducible admissible representation of SO2l+1, but the arguments
are general and apply to any smooth admissible finitely generated generic represen-
tation of Gl (split or quasi-split). A similar result holds for (τα
sδ′)U,ψ′ ([BZ76] 5.22
and 5.15) - (ταsδ′)U,ψ′ has a finite Jordan-Ho¨lder series, ind
Yl
Zl
(ψ) ⊂ (ταsδ′)U,ψ′ and
indYlZl(ψ) does not appear as a sub-quotient of ind
Yl
Zl
(ψ)\(ταsδ′)U,ψ′ .
Now we argue as in [JPSS83] (2.10, after (6)). Let
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vk = πR′
l
,1, 0 =W0 ⊂ W1 ⊂ . . . ⊂ Wd = (ταsδ′)U,ψ′
be the corresponding Jordan-Ho¨lder series of Yl-modules, where V1 ∼= W1 ∼= indYlZl(ψ).
According to the structure theory of Yl-modules ([BZ77] Section 3), for i, j > 1,
Vi−1\Vi ∼= indYlBmi (σi ⊗ ψ), Wj−1\Wj ∼= ind
Yl
Bm′
j
(σ′jα
s+c′j ⊗ ψ),
where 0 < mi,m
′
j < l, σi (resp. σ
′
j) is an irreducible representation of GLmi (resp.
GLm′j ) and each c
′
j is a complex constant (independent of s). In fact, σi is the (l−mi)-th
Bernstein-Zelevinsky derivative of πR′
l
,1 ([BZ77] 3.5).
Let 0 6= f ∈ BilYl(πR′l,1, (ταsδ′)U,ψ′). Take i, j ≥ 0 such that f |Vi×Wj 6≡ 0 and
i + j is minimal. Then by definition i, j > 0, f |Vi−1×Wj ≡ 0 and f |Vi×Wj−1 ≡ 0.
Hence f is a nontrivial element of BilYl(Vi−1\Vi,Wj−1\Wj), which is of the form (4.3).
Now the arguments above imply that except for a finite set of q−s, i = j = 1 and
f ∈ BilYl(V1,W1) ∼= BilYl(indYlZl(ψ), ind
Yl
Zl
(ψ)), which is one-dimensional.
Now assume that s is such that q−s does not lie in the finite set of q−s, where any
of the spaces
BilYl(ind
Yl
Bmi
(σi ⊗ ψ), indYlBm′
j
(σ′jα
s+c′j ⊗ ψ)), i > 1 or j > 1,(4.4)
might be nontrivial. IfBilYl(πR′l,1, (τα
sδ′)U,ψ′) 6= 0, fix 0 6= ϕ ∈ BilYl(πR′l,1, (ταsδ′)U,ψ′).
Then ϕ|BilYl (V1,W1) 6≡ 0 and for any f ∈ BilYl(πR′l,1, (τα
sδ′)U,ψ′) there is some cf ∈ C
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satisfying
(f − cf · ϕ)|BilYl (V1,W1) ≡ 0.
Since the spaces (4.4) vanish, f ≡ cf · ϕ. We conclude that except for a finite set of
values of q−s, BilYl(πR′l,1, (τα
sδ′)U,ψ′) is at most one-dimensional, then the same holds
for BilGl(π, (Ind
Hn
Qn
(ταs))Nn−l,ψ−1γ ). 
4.2. The case l > n
Let BilHn(πN l−n,ψ−1γ , Ind
Hn
Qn
(ταs)) denote the space of Hn-equivariant bilinear forms,
where (· · · )N l−n,ψ−1γ is a Jacquet module. This space is equivalent to the space of
bilinear forms on π × IndHnQn(ταs) satisfying (3.14).
Proposition 4.2. Except for a finite set of values of q−s, the complex vector-space
BilHn(πN l−n,ψ−1γ , Ind
Hn
Qn
(ταs)) is at most one-dimensional.
Proof of Proposition 4.2. Using [BZ77] (1.9 (d), (e), (b) and (c)),
BilHn(πN l−n,ψ−1γ , Ind
Hn
Qn
(ταs)) ∼= HomHn(πN l−n,ψ−1γ , Ind
Hn
Qn
(τ˜αs))
∼= HomGLn((πN l−n,ψ−1γ )Un,1, τ˜αs)
∼= BilGLn(πV ′,ψ−1γ , ταs).
Here V ′ = N l−n ⋊ Un and ψ
−1
γ is extended to V
′ trivially on Un. Observe that
πV ′,ψ−1γ
∼= (πR′
l
,1)R′
l
\V ′,ψ−1γ
as GLn-modules, where GLn is embedded in Gl via b 7→
diag(Il−n−1, b, I2, b
∗, Il−n−1) (this is the image of Mn < Hn in Gl) and note that GLn
normalizes V ′ and R′l and stabilizes ψ
−1
γ . The group R
′
l\V ′ is isomorphic to
{
 z u1 u2In 0
1
 : z ∈ Zl−n−1} < GLl.
According to [BZ77] (1.9 (b), (d) and (f)),
BilGLn(πV ′,ψ−1γ , τα
s) ∼= HomGLn(πV ′,ψ−1γ , τ˜αs)
∼= BilYl(πR′l,1, ind
Yl
GLn⋉(R′l\V
′)
(ταs ⊗ ψγ)δ−1Yl )
∼= BilYl(πR′l,1, ind
Yl
GLn⋉(R′l\V
′)
(ταs−1 ⊗ ψγ)).
Here the group Yl is defined as explained after (3.12) and ind(· · ·) denotes the compact
normalized induction. The representation πR′
l
,1 is a Yl-module, see Section 4.1.
As in the proof of Proposition 4.1 and with a similar notation, we consider the
Jordan-Ho¨lder series of πR′
l
,1 and prove that the space
BilYl(ind
Yl
Bm
(σ ⊗ ψ), indYlGLn⋉(R′l\V ′)(τα
s−1 ⊗ ψγ)),(4.5)
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where σ is an irreducible representation of GLm and 0 ≤ m < l, vanishes for all but a
finite set of values of q−s, when m > 0, and for m = 0 it is at most one-dimensional
(for all s). This implies the result.
Let
Xn = {
 a u1 u2b u3
1
 : a ∈ GLl−n−1, b ∈ GLn} < GLl.
Then GLn ⋉ (R
′
l\V ′) can be regarded as a subgroup of Xn. Also denote
Yl−n = {
 a 0 u2In 0
1
 : a ∈ GLl−n−1} < Xn.
We have the following isomorphism,
indYl
GLn⋉(R′l\V
′)
(ταs−1 ⊗ ψγ) ∼= indYlXn(ind
Yl−n
Zl−n
(ψγ)⊗ ταs−1).
For w ∈ Bm\Yl/Xn let
Hom(w) = Hom
Xw−1n
(w(ind
Yl−n
Zl−n
(ψγ)⊗ ταs−1)⊗ (σ ⊗ ψ), δ),
whereXw
−1
n =
w−1Xn∩Bm and δ(x) = δC(w)(x,wx)·δ−
1
2
Xn
(wx)·δ−
1
2
Bm
(x), C(w) = {(x,wx) :
x ∈ Xw−1n } < Bm ×Xn. According to the Bruhat theory ([Sil79] Theorems 1.9.4 and
1.9.5) the space (4.5) is embedded in
⊕
w∈Bm\Yl/Xn
Hom(w) (in the sense of semi-
simplification). The first step is to show that only two elements w may contribute to
this sum.
Using the Bruhat decomposition GLl−1 = Zl−1WGLl−1P , where WGLl−1 is the Weyl
group of GLl−1 and P < GLl−1 is any parabolic subgroup, we can assume that w is of
the form w = diag(w(1), 1) with w(1) ∈ WGLl−1 . Let f ∈ H(w), v1 be an element in
the space of ind
Yl−n
Zl−n
(ψγ), v2 be in the space of τ and take v3 in the space of σ.
If m = l − 1 or n = l − 1, we can assume w(1) = Il−1. Assume m,n < l − 1. Let
ei ∈ F l−1 be the standard basis element (i.e., ei is the column with 1 in the i-th row
and 0 elsewhere). Assume that the last row of w(1) is tei, with i > l − n− 1. Let
y =
 Il−n−1 0 y1In 0
1
 ∈ Xn.
Then x = w
−1
y ∈ Xw−1n and since (σ ⊗ ψ)(x) ≡ 1,
f(v1 ⊗ v2 ⊗ v3) = f((w(indYl−nZl−n(ψγ)⊗ ταs−1)⊗ (σ ⊗ ψ))(x)v1 ⊗ v2 ⊗ v3)
= f(ind
Yl−n
Zl−n
(ψγ)(y)v1 ⊗ v2 ⊗ v3).
Hence the functional v1 7→ f(v1 ⊗ v2 ⊗ v3) on the space of indYl−nZl−n(ψγ) factors through
the Jacquet module (ind
Yl−n
Zl−n
(ψγ))Zl−n−1,1,ψ(1) , where ψ
(1) ≡ 1 is the trivial character.
By [BZ77] (3.2 (d)), this is the zero module whence f ≡ 0 and H(w) = 0. Therefore
we can assume i ≤ l − n − 1 and multiplying w on the right by an element of Xn, we
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may further assume that the last row of w(1) is tel−n−1. Then w takes the form
w =
 w(2) 1
1


Il−n−2
In
1
1
 , w(2) ∈WGLl−2 .
Ifm = l−2, we can assume w(2) = Il−2 whence w = diag(Il−n−2, ωn,1, 1). If n = l−2,
we may assume w = diag(ωn,1, 1). Assume m,n < l − 2 and that the last row of w(2)
is tei with ei ∈ F l−2 and i > l − n− 2. Then for any
y =

Il−n−2 y1 0 y2
1 0 y3
In 0
1
 ∈ Xn,
x = w
−1
y ∈ Xw−1n . Since (σ ⊗ ψ)(x) = ψ(xl−1,l) = ψ(y3),
f(v1 ⊗ v2 ⊗ v3) = f((w(indYl−nZl−n(ψγ)⊗ ταs−1)⊗ (σ ⊗ ψ))(x)v1 ⊗ v2 ⊗ v3)
= ψ(y3)f(ind
Yl−n
Zl−n
(ψγ)(y)v1 ⊗ v2 ⊗ v3).
Thus v1 7→ f(v1⊗v2⊗v3) factors through the Jacquet module (indYl−nZl−n(ψγ))Zl−n−2,1,1,ψ(2)
where ψ(2)(z) = ψ−1(zl−n−1,l−n). Since ψ
(2) does not depend on the (l−n−2, l−n−1)-
th coordinate of z, it is a degenerate character of Zl−n−2,1,1, hence by [BZ77] (3.2 (e)
and (d)) this is the zero module and f ≡ 0. Therefore we can assume i = l−n− 2 and
that w takes the form
w =
 w(3) I2
1


Il−n−3
In
I2
1
 , w(3) ∈WGLl−3 .
If m = l− 3, we may take w(3) = Il−3 and w = diag(Il−n−3, ωn,2, 1). If n = l− 3, we
can assume w = diag(ωn,2, 1).
Proceeding as above we conclude that H(w) vanishes, unless
w =
{
diag(Im−n, ωn,l−m−1, 1) m > n,
diag(ωn,l−n−1, 1) m ≤ n.
(This also holds when w(1) = Il−1, because ωn,0 = In.) The second step is to show that
in fact, only diag(ωn,l−n−1, 1) may contribute and in particular it follows that (4.5)
vanishes unless m ≤ n. Assume w = diag(Im−n, ωn,l−m−1, 1). Take
y =

Im−n y1 0 y2
z 0 y3
In 0
1
 ∈ Xn (z ∈ Zl−m−1), x = w−1y ∈ Xw−1n .
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Then w(ind
Yl−n
Zl−n
(ψγ) ⊗ ταs−1)(x) = indYl−nZl−n(ψγ)(y) and (σ ⊗ ψ)(x) = ψ(
( z y3
1
)
). It
follows that the mapping v1 7→ f(v1 ⊗ v2 ⊗ v3) factors through
(ind
Yl−n
Zl−n
(ψγ))Zm−n,1,...,1,ψ(l−m) ,
where ψ(l−m)(z) = ψ−1(
∑l−m−1
i=1 zm−n+i,m−n+i+1) (for m = l − 1, ψ(l−m) ≡ 1). This
space vanishes according to [BZ77] (3.2 (d) and (e), ψ(l−m) is a degenerate character
of Zm−n,1,...,1 because it does not depend on the (m − n,m − n + 1)-th coordinate of
z). Hence H(w) = 0.
Now assume w = diag(ωn,l−n−1, 1). The third step is to show that when m >
0, except for a finite set of q−s, H(w) = 0, and for m = 0, H(w) is at most one-
dimensional. We see that
Xw
−1
n = {

c u1 0 u2
z1 0 u3
z2 u4
1
 : c ∈ GLm, z1 ∈ Zn−m, z2 ∈ Zl−n−1}.
For
y =
 z2 0 u4In 0
1
 ∈ Xn (z2 ∈ Zl−n−1), x = w−1y ∈ Xw−1n ,
we have w(ind
Yl−n
Zl−n
(ψγ)⊗ ταs−1)(x) = indYl−nZl−n(ψγ)(y) and (σ ⊗ ψ)(x) = ψ(
( z2 u4
1
)
). It
follows that the mapping v1 7→ f(v1 ⊗ v2 ⊗ v3) factors through (indYl−nZl−n(ψγ))Zl−n,ψ−1 ,
which is one-dimensional according to [BZ77] (3.2 (e)).
Let ϕ be a nonzero functional on (ind
Yl−n
Zl−n
(ψγ))Zl−n,ψ−1 . Let f ∈ H(w). There is a
complex constant cf (v2 ⊗ v3) satisfying f(v1 ⊗ v2 ⊗ v3) = cf (v2 ⊗ v3)ϕ(v1) for all v1.
The function v2 ⊗ v3 7→ cf (v2 ⊗ v3) is bilinear, hence extends to a functional on the
tensor product of the spaces of τ and σ. Set
y =

Il−n−1 0 0 0
c u1 0
z1 0
1
 ∈ Xn (c ∈ GLm, z1 ∈ Zn−m).
Then for any v1,
δ(w
−1
y)f(v1 ⊗ v2 ⊗ v3) = f(v1 ⊗ ταs−1
(
c u1
z1
)
v2 ⊗ ψ(z1)σ(c)v3)
and therefore
δ(w
−1
y)cf (v2 ⊗ v3) = cf (ταs−1
(
c u1
z1
)
v2 ⊗ ψ(z1)σ(c)v3).
In particular taking c = Im, we get that cf is a bilinear form on (τα
s−1)Zm,1,...,1,ψ−1×σ.
Here Zm,1,...,1 < Zn (m + 1 + . . . + 1 = n) and ψ
−1(
(
Im u1
z1
)
) = ψ−1(z1) (z1 ∈ Zn−m).
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Put δ′ = w
−1
(δ−1)δ
1
2
Zm,1,...,1
. Then
cf ∈ BilGLm((ταs−1δ′)Zm,1,...,1,ψ−1 , σ).
Observe that
BilGLm((τα
s−1δ′)Zm,1,...,1,ψ−1 , σ)
∼= HomGLm((ταs−1δ′)Zm,1,...,1,ψ−1 , σ˜)
∼= HomGLn(ταs−1δ′, IndGLnBm (σ˜ ⊗ ψ−1)).
When m > 0,
HomGLn(τα
s−1δ′, IndGLnBm (σ˜ ⊗ ψ−1)) ∼= HomGLn(indGLnBm (σ ⊗ ψ), τ˜α2−s(δ′)−1)
and according to [GPSR87] (p. 107), outside of a finite set of q−s, this space vanishes.
In fact loc. cit. applies to irreducible representations, in order to use the result here we
consider BilGLn(ind
GLn
Bm
(σ ⊗ ψ), ταs−1δ′) and a finite Jordan-Ho¨lder series of τ (as a
GLn-module), see Section 4.1 (before (4.1) and before (4.4)). Hence for all but a finite
set of q−s, cf ≡ 0 for all f ∈ H(w), forcing H(w) = 0.
If m = 0, HomGLn(τα
s−1δ′, IndGLnBm (σ˜ ⊗ ψ−1)) is one-dimensional because τ is
generic. Assuming H(w) 6= 0, take 0 6= f ∈ H(w), then cf 6≡ 0 and for any f ′ ∈ H(w),
cf ′ = c
′ · cf for some c′ ∈ C. Then
f ′(v1 ⊗ v2 ⊗ v3) = cf ′(v2 ⊗ v3)ϕ(v1) = c′f(v1 ⊗ v2 ⊗ v3).
Hence in this case H(w) is one-dimensional. This completes the proof of the assertions
regarding (4.5).
Now as in the proof of Proposition 4.1, we obtain that except for a finite set of
values of q−s, BilYl(πR′l,1, ind
Yl
GLn⋉(R′l\V
′)
(ταs−1 ⊗ ψγ)) is at most one-dimensional and
the same holds for BilHn(πN l−n,ψ−1γ , Ind
Hn
Qn
(ταs)). 
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Chapter 5
BASIC PROPERTIES OF THE INTEGRALS
In Chapter 3 we constructed the global integrals and decomposed them into Euler prod-
ucts of local integrals. The local integrals over finite places are the focus of this study.
Henceforth the terminology and notation are local (and non-Archimedean, except for
Chapter 8).
In this chapter we establish a few key properties of the integrals, to be used in
subsequent chapters. The main result is Proposition 5.9, which shows how to convert
Ψ(W,fs, s) to a sum of integrals, each over a torus, while removing any unipotent
integrations (such integrations usually complicate calculations). This proposition has
the following applications: holomorphicity of the integrals for supercuspidal represen-
tations (Corollary 5.10), meromorphic continuation of the integrals (Section 5.6), and
sharp convergence results needed to prove Theorem 1.6 (Chapter 9). Furthermore, it
forms the basis for Chapter 10, suggesting that the integral can be associated with a
Laurent series.
Further results include the non-triviality of the integrals and a description of Whit-
taker functionals for induced representations τ and π. These functionals will be used
for integral manipulations in Chapters 7-10.
5.1. Definition of the integrals
We redefine, for clarity and quick reference, the integrals for Gl × GLn and a pair of
representations π × τ . Let π be a smooth, admissible, finitely generated and generic
representation of Gl whose underlying space is W(π, ψ−1γ ), where ψγ is the generic
character of UGl given by
ψγ(u) =
{
ψ(
∑l−2
i=1 ui,i+1 +
1
4ul−1,l − γul−1,l+1) Gl is split,
ψ(
∑l−2
i=1 ui,i+1 +
1
2ul−1,l+1) Gl is quasi-split.
Let τ be a smooth, admissible, finitely generated and generic representation of GLn.
We do not require π or τ to be irreducible, but τ needs to have a central character (see
Section 2.7.1). For s ∈ C form the representation IndHnQn (ταs) on the space V (τ, s) =
V HnQn (τ, s) (see Section 2.4). An element fs ∈ V (τ, s) is regarded as a function on
Hn ×GLn, where for any h ∈ Hn the function b 7→ fs(h, b) lies in W(τ, ψ).
The form of the integral depends on the size of l relative to n.
Definition 5.1. Fix s ∈ C and let W ∈ W(π, ψ−1γ ) and fs ∈ V (τ, s).
(1) For l ≤ n the integral is
Ψ(W,fs, s) =
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
fs(wl,nrg, 1)ψγ(r)drdg,
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where
wl,n =

γIl
In−l
(−1)n−l
In−l
γ−1Il
 ∈ Hn,
Rl,n = {

In−l x y 0 z
Il 0 0 0
1 0 y′
Il x
′
In−l
} < Hn
and ψγ(r) = ψ(rn−l,n) is the restriction of the character ψγ of Nn−l to Rl,n (see
Section 3.1.1).
(2) For l > n,
Ψ(W,fs, s) =
ˆ
UHn\Hn
(
ˆ
Rl,n
W (rwl,nh)dr)fs(h, 1)dh.
Here
wl,n =

In
Il−n−1
I2
Il−n−1
In
 ∈ Gl,
Rl,n = {

In
x Il−n−1
I2
Il−n−1
x′ In
} < Gl.
For fs ∈ ξ(τ, hol, s) = ξHnQn (τ, hol, s) these integrals are absolutely convergent for
ℜ(s) >> 0, i.e., ˆ
UGl\Gl
|W |(g)
ˆ
Rl,n
|fs|(wl,nrg, 1)drdg <∞,
ˆ
UHn\Hn
(
ˆ
Rl,n
|W |(rwl,nh)dr)|fs|(h, 1)dh <∞.
Moreover, there is some constant s0 > 0 which depends only on the representations π
and τ , such that for all ℜ(s) > s0 the integrals are absolutely convergent. The proofs
of these facts are similar to the proofs of convergence of Soudry [Sou93] (Section 4) and
we provide a sketch below. The integrals have a meromorphic continuation to functions
in C(q−s) - refer to Section 5.6. Additionally, the integrals are nontrivial, e.g. there
exist data such that for all s, Ψ(W,fs, s) ≡ 1 (see Proposition 5.11).
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Proposition 5.1. There is a constant s0 > 0 depending only on the representations,
such that Ψ(W,fs, s) is absolutely convergent for all s with ℜ(s) > s0, W ∈ W(π, ψ−1γ )
and fs ∈ V (τ, s).
Proof of Proposition 5.1. We may already take s ∈ R. First assume l ≤ n. According
to the Iwasawa decomposition of Gl, and sinceW and fs are smooth, we need to bound
ˆ
Al−1
ˆ
G1
|W |(ax)
ˆ
Rl,n
|fs|(wl,nrax, 1)δ−1BGl (a)drdxda.
In the quasi-split case, or if [x] is bounded ([x] was defined in Section 2.1.1), the
dx-integration may be ignored. Thus we begin with the case [x] > qk where k is chosen
according to Lemma 2.1, applied with k0 such that fs is right-invariant by NHn,k0 . We
can write the integral as a sum of two integrals, the first over G0,k1 = {x = diag(b, b−1) ∈
G1 : |b|−1 = [x] > qk}, the second over the set of x with |b| = [x] > qk. Both are treated
similarly, so we consider only the first.
Decompose x = mxuxh1nx as in Lemma 2.1, with mx = diag(b, 1, b
−1) and nx ∈
NHn,k0 . As an element of Hn, a = diag(In−l, a, I3, a∗, In−l). Then
amx = diag(In−l, a, b, 1, b
−1, a∗, In−l) normalizes Rl,n. We getˆ
Al−1
ˆ
G0,k1
|W |(ax)(|det a| · [x]−1)l− 12n+s− 12
ˆ
Rl,n
|fs|(wl,nrh1, diag(a, ⌊x⌋, In−l))drdxda.
Since w
−1
l,nRl,n < Un, it is enough to establish the convergence ofˆ
Al−1
ˆ
G0,k1
|W |(ax)(|det a| · [x]−1)l− 12n+s− 12
ˆ
Un
|fs|(u, diag(a, ⌊x⌋, In−l))dudxda
for any fs. In fact, it is enough to consider fs = chkN,W ′,s where k ∈ KHn , N < K is
compact open and W ′ ∈ W(τ, ψ) (see Section 2.4). Note that if Gl is quasi-split or [x]
is bounded, we reach a similar integral without the dx-integration. In order to bound
the du-integration, consider the Iwasawa decomposition u = tvk for u ∈ Un, where
t ∈ An ∼= THn , v ∈ UHn and k ∈ KHn . An analogue of Lemma 4.5 of [Sou93] implies
that |det t| and the simple roots of GLn evaluated at t are bounded from above and
below. Then the triple integral is bounded using the Whittaker expansion formula of
Section 2.5 for W and W ′.
In the case l > n the argument follows exactly as in Section 4.2 of [Sou93]: start with
the Iwasawa decomposition for Hn, then note that the dr-integration can be ignored,
because if a ∈ GLn < Ln, the mapping r 7→ W (ar) (r ∈ Rl,n) has a compact support.
Again one uses the asymptotic expansion of Whittaker functions for W and W ′. 
We note that a detailed proof of the absolute convergence can be obtained by col-
lecting the results we will present in this chapter. See Remark 5.5.
5.2. Special fs and W
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The following two results describe a section and a Whittaker function that will be used
repeatedly to study the integrals (see e.g. Proposition 5.11).
Lemma 5.2. Assume l ≤ n. There is a global constant k0 ≥ 0 depending on the
embedding of Gl in Hn such that the following holds. Let Wτ ∈ W(τ, ψ) and k > k0
be such that Wτ is right-invariant by NGLn,k−k0 and ψ(Pk) ≡ 1. Then there exists
fs ∈ ξ(τ, std, s) such that for any b ∈ GLn and
v =
 Il−1y x
z y′ Il−1
 ∈ (Vl−1 ⋊G1) < Gl (y ∈M2×l−1, x ∈ G1),
ˆ
Rl,n
fs(wl,nrv, b)ψγ(r)dr =
{
|γ|l( 12n+s− 12 )Wτ (btγ) v ∈ Ok,
0 otherwise.
Here
tγ =
{
diag(γIl, In−l) |γ| 6= 1,
In otherwise
and Ok ⊂ NGl,k−k0 is a measurable subset of positive measure (vol(Ok) > 0) given in
the proof.
Proof of Lemma 5.2. Put w = t−1γ wl,n. The integral becomes
|γ|l( 12n+s− 12 )
ˆ
Rl,n
fs(wrv, btγ)ψγ(r)dr.
Let N = NHn,k. Note that w normalizes N . Take fs = chwN,cWτ ,s, where c > 0 is
a volume constant depending on k (to be chosen later). Then supp(fs) = QnwN and
for all a ∈ GLn ∼=Mn, u ∈ Un and y ∈ N ,
fs(auwy, 1) = cδ
1
2
Qn
(a)|det a|s− 12Wτ (a).
Now fs(wrv, btγ) vanishes unless
w−1(rv) ∈ QnN . If we denote [x]EH1 = h = (hi,j) (see
Section 2.1.1), w(rv) is of the form
* *
∗ ∗ ∗ ∗ In−l ∗ 0
∗ h3,1 ∗ (−1)n−lh3,2 0 h3,3 0
∗ ∗ ∗ ∗ 0 ∗ Il−1
 .(5.1)
The point is that in order to have w
−1
(rv) ∈ QnN , it is necessary that h ∈ N . Then
the coordinates of x in v may be ignored. After this it follows that the rest of the
non-constant coordinates of v and r are small.
Looking at (5.1), by our choice of N one sees that if it belongs to QnN then h3,3 6= 0
and
|h3,1h−13,3|, |h3,2h−13,3| ≤ q−k.
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To continue from here we analyze the specific coordinates of h. Recall that we may
assume |β| = 1 and in the quasi-split case |ρ| ≥ 1 (but it is possible that |2| < 1). We
provide the details for the split case first.
For x =
( α
α−1
)
,
h =
 12 + 14(α+ α−1) 12β (α− α−1) 2β2 (12 − 14 (α+ α−1))1
4β(α− α−1) 12 (α+ α−1) − 12β (α − α−1)
1
2β
2(12 − 14(α+ α−1)) −14β(α− α−1) 12 + 14(α+ α−1)

(see (2.2)). Set ξ = 14 (α + α
−1). Since |h3,1h−13,3| ≤ q−k we derive |12 − ξ| < |12 + ξ|,
whence
|h3,3| = |1
2
+ ξ| = |1
2
− ξ + 1
2
+ ξ| = 1.
Therefore |h3,1|, |h3,2| ≤ q−k and looking at the other coordinates we see that for i 6= j,
|hi,j | ≤ q−k. Also from |h3,1| ≤ q−k we obtain α+α−1 ∈ 2+8Pk whence hi,i ∈ 1+Pk.
This proves h ∈ NH1,k.
We show that x ∈ NG1,k. First observe that |α| = 1. Otherwise [x] = max(|α|, |α|−1) >
1 and we reach a contradiction to |h3,2h−13,3| ≤ q−k, because |h3,2h−13,3| = |h3,2| =
|14 |[x] > 1. Since |h3,2| ≤ q−k, α − α−1 ∈ 4Pk and because |α| = 1 we find that
(α− 1)(α+ 1) = α2 − 1 ∈ 4Pk. If α+ 1 ∈ 4P, using α−1 ∈ α+ 4Pk we get |h3,1| = |γ|
- contradiction (since q−k ≥ |h3,1| = |γ| ≥ 1 and k > 0). Hence |α + 1| > |4|q−1 and
then (α− 1)(α + 1) ∈ 4Pk implies |α− 1| ≤ q−k, i.e. α ∈ 1 + Pk, therefore x ∈ NG1,k.
Now we explain the quasi-split case. Let x =
(
a bρ
b a
)
(with a2 − b2ρ = 1). Here
h3,1 =
1
2γ(1−a), h3,2 = −γb and h3,1h−13,3 = γ 1−a1+a (see Section 2.1.1). If |1−a| = |1+a|,
|γ| = |h3,1h−13,3| ≤ q−k - contradiction (k > 0). Hence |a| = 1. Now |h3,1h−13,3| ≤ q−k
implies
|1− a| ≤ |γ|−1|1 + a|q−k ≤ |γ|−1q−k
(|1 + a| ≤ 1 since |a| = 1). Therefore a ∈ 1 + γ−1Pk and h3,3 = 12 (1 + a) ∈ 1 + ρ−1Pk
(γ−1 = 2ρ−1). In particular |h3,3| = 1 (since |ρ| ≥ 1), then |h3,1| ≤ q−k and from
|h3,2h−13,3| ≤ q−k we get b ∈ γ−1Pk. Again, inspecting the coordinates of h we find that
for i 6= j, |hi,j| ≤ q−k. On the diagonal we have elements in 1+ ρ−1Pk and 1+ γ−1Pk.
Because |ρ| ≥ 1, both subgroups are contained in 1 + Pk. Hence h ∈ NH1,k and we
have also shown x ∈ NG1,k.
Since whether Gl is split or not, h ∈ NH1,k < N , it is evident that
w−1(rv) ∈ QnN ⇐⇒ w−1(rv0) ∈ QnN, v0 =

Il−1
y1 1
y2 0 1
z ∗ ∗ Il−1
 .
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Write
r =

In−l r1 r2 0 r3
Il 0
1 r′2
Il r
′
1
In−l
 , [v0]EHl =

Il−1
u1 1
u2 1
u3 1
z u′3 u
′
2 u
′
1 Il−1
 .
Also denote r1 = (r1,1, r1,2) where r1,1 ∈ Mn−l×l−1. Then w−1(rv0) = mu for m ∈ Mn
and u ∈ Un. Specifically, m is the image of Il−1u1 1
In−l
 ∈ GLn
and
u =

Il−1
1
In−l
ǫu2 0 ǫr
′
2 1
r1,1 + r1,2u1 + r2u2 r1,2 r3 ǫr2 In−l
u3 0 r
′
1,2 0 0 1
z − u′1u3 u′3 r′1,1 − u′1r′1,2 ǫu′2 0 0 Il−1

.
Then mu ∈ QnN if and only if u ∈ N . It follows that the coordinates of the lower-left
n × (n + 1)-block of u lie in Pk. In particular u2, u3 ∈ Pk, with a minor abuse of
notation (e.g. u2 ∈ Pk instead of u2 ∈M1×l−1(Pk)). In the split case
u1 = y1 − 1
2β2
y2, u2 = βy1 +
1
2β
y2, u3 = −γy1 + 1
4
y2.
Hence y1 ∈ 12Pk, y2 ∈ Pk and u1 ∈ 12Pk. Let k0 ≥ 0 be the valuation of 2. Then
u′1u3 ∈ 12P2k ⊂ Pk (because k > k0) whence z ∈ Pk. It also follows that r1,1 ∈ Pk and
r ∈ N . Additionally Wτ (btγm) =Wτ (btγ), because m ∈ NGLn,k−k0 .
For the quasi-split case the argument is similar. For instance u1 = y2, u2 = y1 and
u3 = −γy2 hence y1 ∈ Pk, u1, y2 ∈ γ−1Pk ⊂ Pk.
Thus we conclude fs(wrv, btγ) = 0 unless h ∈ NH1,k, u2, u3, z ∈ Pk and r ∈ N .
Conversely, if h ∈ NH1,k, u2, u3, z ∈ Pk and r ∈ N , fs(wrv, btγ) =Wτ (btγ). The subset
Ok ⊂ NGl,k−k0 is defined as the pre-image in Gl of the set
{

Il−1
u1
u2 h
u3
z u′3 u
′
2 u
′
1 Il−1
 : h ∈ NH1,k, u2, u3 ∈M1×l−1(Pk), z ∈Ml−1×l−1(Pk)}.
This already shows that the integration over v reduces to some positive constant.
Regarding the integration over r, the character ψγ is trivial since ψγ(r) = ψ((r1,2)n−l)
(and ψ(Pk) ≡ 1). Then the drdv-integration reduces to a positive (nonzero) constant
c−1. 
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The following lemma is a straightforward adaptation of a similar claim of Soudry
[Sou93] (inside the proof of Proposition 6.1).
Lemma 5.3. Let 0 ≤ j < l and W0 ∈ W(π, ψ−1γ ). For any k large enough (depending
on W0) there exists W ∈ W(π, ψ−1γ ) such that for any
v =

a
u b
I2
b∗
u′ a∗
 (a ∈ GLj , b ∈ BGLl−j−1),
W (v) =

W0(
 a I2(l−j)
a∗
)

Ij
u b
I2
b∗
u′ Ij
 ∈ NGl,k,
0 otherwise.
In addition we can take W as above which vanishes unless the last row of a lies in
ηj +M1×j(Pk) (ηj = (0, . . . , 0, 1)).
The essence of the proof is the following. For a compact subgroup C < UGl , define
W ∈ W(π, ψ−1γ ) by W (g) =
´
C W0(gc)ψγ(c)dc. Then if x ∈ Gl satisfies x
−1
C < UGl ,
W (x) = W0(x)
´
C ψ
−1
γ (
x−1c)ψγ(c)dc. The proof follows by applying this argument
inductively, starting with C such that the dc-integration vanishes unless the last row
of (u|b) belongs to ηl−1 +M1×l−1(Pk). The proof is omitted.
5.3. The inner integration over Rl,n
In the case l < n, the integral Ψ(W,fs, s) contains an inner integration over the unipo-
tent subgroup Rl,n. The properties of this integration resemble those of the Whittaker
functional, proved by Casselman and Shalika [CS80] (see also [Sha78, Sha81]) and we
follow their line of arguments.
Define a functional on V (τ, s) by
fs 7→ Ω(fs) =
ˆ
Rl,n
fs(wl,nr, 1)ψγ(r)dr.
This integral is absolutely convergent if it is convergent when we replace fs with |fs| and
drop the character ψγ . There exists a constant s1 > 0 depending only on τ such that
if ℜ(s) > s1, this integral is absolutely convergent for all fs (see [Sou93] Section 4.5).
We confine ourselves to s with ℜ(s) in this right half-plane. However, we will show in
the next few paragraphs that as a function of s, Ω(fs) has an analytic continuation to
a polynomial in C[q−s, qs], by which it is defined for all s.
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According to the (global) construction of the integral in Section 3.1.1 or by a direct
verification,
Ω(fs) ∈ HomNn−l(V (τ, s), ψ−1γ ).(5.2)
The following calculation will be used repeatedly. For b ∈ GLk, k < l, where
GLk < Lk and Lk is embedded in Hn through Gl,
Ω(b · fs) = |det b|l−n+s−
1
2 δ
1
2
Qn
(b)Ω(τ(b)fs) = |det b|l−
1
2
n+s− 1
2Ω(τ(b)fs).(5.3)
This follows because Ll−1 normalizes Rl,n, Gl fixes ψγ and
w−1
l,nLl−1 < Mn.
Define for a compact open subgroupN < Nn−l and fs ∈ V (τ, s) the function fN,ψγs ∈
V (τ, s) by
f
N,ψγ
s = vol(N)
−1
ˆ
N
ψγ(n)n · fsdn.
The function f
N,ψγ
s is just a linear combination of translations of fs. The following
claim shows that Ω (defined for ℜ(s) > s1) is invariant for such a twist of fs.
Claim 5.4. For any fs ∈ V (τ, s), compact open subgroup N < Nn−l and g ∈ Gl,
Ω(g · fN,ψγs ) = Ω(g · fs).
Proof of Claim 5.4.
Ω(g · fN,ψγs ) =
ˆ
Rl,n
vol(N)−1
ˆ
N
fs(wl,nrgn, 1)ψγ(n)ψγ(r)dndr
= vol(N)−1
ˆ
N
ˆ
Rl,n
fs(wl,nr(
g−1n)g, 1)ψγ(n)ψγ(r)drdn
= vol(N)−1
ˆ
N
ˆ
Rl,n
fs(wl,nrg, 1)ψ
−1
γ (
g−1n)ψγ(n)ψγ(r)drdn
= vol(N)−1
ˆ
N
ˆ
Rl,n
fs(wl,nrg, 1)ψ
−1
γ (n)ψγ(n)ψγ(r)drdn
= Ω(g · fs).
The order of integration may be changed because the integral is absolutely convergent.
The third equality follows from (5.2) and the forth from the fact that Gl stabilizes
ψγ . 
Note that Nn−l is exhausted by its compact open subgroups, meaning that any
compact subset C ⊂ Nn−l is contained in some compact open subgroup N < Nn−l.
Fix s ∈ C arbitrarily (i.e., not necessarily with ℜ(s) large). We use the filtration of
V (τ, s) according to the Geometrical Lemma ([BZ77], 2.12). We follow the exposition
of Muic´ [Mui08] (Section 3, see also [BZ77, Cas95]). Consider the decomposition Hn =∐
w∈AC(w) (
∐
- a disjoint union), where A is a set of representatives for Qn\Hn/Qn−l
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and C(w) = QnwQn−l. The set A was given explicitly in the proof of Proposition 3.1,
A = {wr =

Ir
In−l−r
Il
(−1)n−l−r
Il
In−l−r
Ir

: r = 0, . . . , n− l}.
We also calculated Qwrn =
wrQn ∩Qn−l (see (3.6)),
Qwrn = {

a x y1 y2 y3 z1 z2
b 0 0 y4 0 z
′
1
y′4 y
′
3
Q′l 0 y
′
2
0 y′1
b∗ x′
a∗

},
where a ∈ GLr, b ∈ GLn−l−r, y1 ∈Mr×l, y2 ∈Mr×1. For an algebraic variety X defined
over the field F , denote by dim(X) its dimension. We have
dim(Qwrn ) =
1
2
r2 + rl+
1
2
r + n2 − nl + dim(Q′l).
Since dimC(wr) = dim(Qn)+dim(Qn−l)−dim(Qwrn ) (see e.g. the proof of Lemma 2.6),
we get dimC(wr) > dimC(wr+1) for all 0 ≤ r < n − l. Thus according to the special
ordering defined on the Bruhat cells, w0 > . . . > wn−l.
Let C≥wr =
∐
w≥wr C(w). In the following we consider the elements of V (τ, s) as
functions of one variable, i.e., functions defined on Hn taking values in U - the space
of τ . The space V (τ, s) as a representation of Qn−l is filtered by the subspaces
Fwr(s) = {fs ∈ V (τ, s) : supp(fs) ⊂ C≥wr}
(supp(fs) denotes the support of fs). For example, Fwn−l(s) = V (τ, s).
Fix r and consider also the decomposition Qn−l =
∐
η∈A(r)Q
wr
n ηGlNn−l, where A(r)
is a (finite) set of representatives for Qwrn \Qn−l/GlNn−l. The set A(r) was described
in the proof of Proposition 3.1 (see (3.8)),
A(r) = {diag(b(σ), ξ, b(σ)∗) : σ ∈ (Sr × Sn−l−r)\Sn−l, ξ ∈ Q′l\Hl/Gl}.
We order the elements of A(r) according to the special ordering defined on the Bruhat
cells.
Order the set of pairs {(wr, η) : 0 ≤ r ≤ n − l, η ∈ A(r)} lexicographically, i.e.
(w′, η′) > (w, η) if w′ > w or both w′ = w, η′ > η. Let C(wr, η) = QnwrηGlNn−l and
C≥(wr,η) =
∐
(w′,η′)≥(wr ,η)
C(w′, η′). The space Fwr(s) as a representation of GlNn−l is
filtered by the subspaces
Fwr ,η(s) = {fs ∈ V (τ, s) : supp(fs) ⊂ C≥(wr,η)},
where η varies over A(r).
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The following claim demonstrates how to shrink the support of fs ∈ Fwr(s) using a
twist by a subgroup N .
Claim 5.5. For any r > 0, η ∈ A(r) and fs ∈ Fwr,η(s) there exists a compact open
subgroup N < Nn−l such that f
N,ψγ
s ∈ Fw′,η′(s) where (w′, η′) > (wr, η). Furthermore,
N depends only on the support of fs (and on ψγ).
Proof of Claim 5.5. Fix r > 0 and η. It is enough to find N such that for all x ∈
GlNn−l,
f
N,ψγ
s (wrηx) = vol(N)
−1
ˆ
N
fs(wrηxn)ψγ(n)dn = 0.
Regard the function f ′s = λ(η
−1w−1r )(fs|C(wr)) as a function on GlNn−l. There is a
compact set C ⊂ GlNn−l such that supp(f ′s) = (η(Qwrn ) ∩ GlNn−l)C. Denote by CGl ,
CNn−l the projections of C on Gl, Nn−l (resp.). These are compact sets.
It is possible to show that there exists a compact subgroup O < wrηUn∩Nn−l (which
depends on r and η) on which ψγ |O 6≡ 1.
The subgroup O was determined in the proof of Claim 3.2, in the global setting. We
adapt the definition to the local setting. Let η = diag(b(σ), ξ, b(σ)∗). If there is some
1 ≤ j < n− l such that σ(j) ≤ r and σ(j + 1) > r, let O be the image in Nn−l of the
subgroup of Zn−l consisting of matrices with 1 on the diagonal, an arbitrary element
of P−k in the (j, j + 1)-th coordinate and zero elsewhere. Here k ≥ 0 is chosen such
that ψγ is nontrivial on O. If no such j exists, we can assume b(σ) = ωr,n−l−r and we
let O = ξ−1O′ξ with O′ < Nn−l defined as follows. If ξ = I2l+1,
O′ = {diag(In−l−1,

1 0 0 a a 0 −12a2
Il−1 0
1 −a
1 −a
1 0
Il−1 0
1

, In−l−1) : a ∈ P−k}.
Otherwise
O′ = {diag(In−l−1,

1 0 a 0 −12a2
Il 0
1 −a
Il 0
1
 , In−l−1) : a ∈ P−k}.
Since Nn−l is exhausted by its compact open subgroups, we can take a compact
open subgroup N < Nn−l such that CNn−l ⊂ N . Furthermore, using the fact that Gl
normalizes Nn−l, we can take N such that for all g ∈ CGl , O ⊂ g
−1
N . In more detail,
let N = Nn−l(P−k) where k >> 0. The set CGl is contained in a finite union
⋃
giNGl,m
(gi ∈ CGl , m > 0). Because NGl,m normalizes N , it is enough to take a large k such
that O < g
−1
i N for each gi.
We see that N depends only on the support of fs in C(wr, η) (and on ψγ).
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Assume that for some x ∈ GlNn−l, fN,ψγs (wrηx) 6= 0. Then x ∈ (η(Qwrn )∩GlNn−l)CGlN
and hence it is enough to prove that for all g ∈ CGl , fN,ψγs (wrηg) = 0. Since Gl stabi-
lizes ψγ , up to a volume constant (depending on g) f
N,ψγ
s (wrηg) equalsˆ
g−1N
fs(wrηng)ψγ(n)dn.
This vanishes because O < g
−1
N and we can factor the integral through O and obtain
an inner integration of the nontrivial character ψγ |O which vanishes. 
Again we treat s as a parameter and study the behavior of the functional on holo-
morphic sections. For 0 ≤ r ≤ n − l let Fwr be the set of fs ∈ ξ(τ, hol, s) such that
for all s ∈ C, fs ∈ Fwr(s). Since for each s, Fwr(s) is a Qn−l-space, so is Fwr . Also
note that Fwr is a C[q
−s, qs]-module, i.e. if fs ∈ Fwr , P · fs ∈ Fwr for P ∈ C[q−s, qs].
Similarly for η ∈ A(r) we define Fwr,η as the set of fs ∈ ξ(τ, hol, s) such that for all
s ∈ C, fs ∈ Fwr ,η(s). Then Fwr ,η is a GlNn−l-space and a C[q−s, qs]-module.
The above claim has the following corollary, showing how to use twists by some
N in order to put holomorphic sections into Fw0 . The key point is that N will be
independent of s.
Corollary 5.6. For any fs ∈ ξ(τ, hol, s) there exists a compact open subgroup N <
Nn−l, independent of s, such that f
N,ψγ
s ∈ Fw0 .
Proof of Corollary 5.6. We start with fs ∈ ξ(τ, std, s). The support of standard sec-
tions is independent of s, hence fs ∈ Fwr ,η for some r and η ∈ A(r). We show that
there exists a subgroup N independent of s with f
N,ψγ
s ∈ Fw0 , using induction on r
and η. For r = 0 this is trivial. Let r > 0.
For every s, fs ∈ Fwr,η(s). By Claim 5.5 there is a subgroup N ′, depending only
on the support of fs which is independent of s, such that f
N ′,ψγ
s ∈ Fw′,η′(s) with
(w′, η′) > (wr, η). Thus f
N ′,ψγ
s ∈ Fw′,η′ . The next step is to apply the induction
hypothesis, but note that f
N ′,ψγ
s ∈ ξ(τ, hol, s) might not be standard.
Write f
N ′,ψγ
s as in (2.4), i.e. f
N ′,ψγ
s =
∑m
i=1 Pi · f (i)s with 0 6= Pi ∈ C[q−s, qs],
f
(i)
s = chkiN,vi,s ∈ ξ(τ, std, s) and such that if ki1 = . . . = kic , vi1 , . . . , vic are linearly
independent. Suppose that for some i, f
(i)
s /∈ Fw′,η′ . Since the support of f (i)s is
independent of s, f
(i)
s /∈ Fw′,η′(s) for all s. In fact, there is some x ∈ kiN which does
not belong to C≥(w
′,η′) (x ∈ supp(f (i)s )). Let {i1, . . . , ic} be a maximal set of indices
such that ki1 = . . . = kic = ki. Choose s0 such that Pij (q
−s0 , qs0) = αj 6= 0 for
some 1 ≤ j ≤ c. Now on the one hand since x /∈ C≥(w′,η′), fN ′,ψγs0 (x) = 0. On the
other hand f
N ′,ψγ
s0 (x) = α1vi1 + . . . + αcvic contradicting the fact that vi1 , . . . , vic are
linearly independent. Hence for each i, f
(i)
s ∈ Fw′,η′ . Now by the induction hypothesis
(f
(i)
s )Ni,ψγ ∈ Fw0 , for a subgroup Ni independent of s.
81
In general if O1 < O2 < Nn−l are compact open, (f
O1,ψγ
s )O2,ψγ = f
O2,ψγ
s . Then if we
take N containing N ′ and all of the subgroups Ni,
f
N,ψγ
s = (f
N ′,ψγ
s )
N,ψγ = (
m∑
i=1
Pi · f (i)s )N,ψγ =
m∑
i=1
Pi · ((f (i)s )Ni,ψγ )N,ψγ ∈ Fw0 .
This establishes the claim for standard sections.
Now if fs ∈ ξ(τ, hol, s), write as above fs =
∑m
i=1 Pi · f (i)s . For each i we have Ni
independent of s with (f
(i)
s )Ni,ψγ ∈ Fw0 , whence for N containing all of the subgroups
Ni, f
N,ψγ
s ∈ Fw0 . 
The next claim implies that for fs ∈ Fw0(s), the integral Ω(fs) is absolutely con-
vergent. Roughly, this is because Rl,n ∩Qw0n = {1}. This claim will be used below to
prove Proposition 5.8.
Claim 5.7. Let B ⊂ Qn−l be a compact subset. Then Rl,n ∩ Qw0n B is contained in a
compact subset of Rl,n.
Proof of Claim 5.7. Looking at the coordinates of Qw0n (see (3.6) or above), we may
assume that any b ∈ B is of the form
In−l y1 y2 0 y3
Il 0
1 y′2
Il y
′
1
In−l
 ·
 In−l k
In−l
 (k ∈ KHl),
where the coordinates of each yi are bounded from above. Specifically, write b =
diag(a, qk, a∗)u ∈ Mn−lUn−l for a ∈ GLn−l, q ∈ Q′l (Q′l denotes the subgroup Ql of
Hl), k ∈ KHl and u ∈ Un−l. Since the projection of B on Un−l is compact, we can
assume that the non-constant coordinates of u are bounded. Multiplying b on the left
by diag(a−1, q−1, (a∗)−1) ∈ Qw0n and by an element from Qw0n ∩Un−l we see that it has
the specified form.
Let
r =

In−l r1 r2 0 r3
Il 0
1 r′2
Il r
′
1
In−l
 ∈ Rl,n ∩Qw0n B.
We can assume that there is an element c ∈ Qw0n of the form
c =

In−l 0 0 v 0
v′
h 0
0
In−l
 (v ∈Mn−l×l, h ∈ Hl),
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such that cr = b ∈ B. Writing b as above we obtain h = k ∈ KHl and
In−l A1 A2 A3 r3 + vr
′
1
Il ∗
1 ∗
Il ∗
In−l
 =

In−l y1 y2 0 y3
Il 0
1 y′2
Il y
′
1
In−l
 ,
with (A1|A2|A3) = (r1|r2|v) · k−1. Now it follows that the coordinates of r1, r2 and v
belong to a compact subset, whence r3 belongs to a compact subset of Mn−l×n−l(F ).
This shows that Rl,n ∩Qw0n B is contained in a compact subset of Rl,n. 
Looking at the set A one sees that w0 ∈ Qnwl,n, so in fact C(w0) = C(wl,n) and we
may replace w0 with wl,n. Let fs ∈ ξ(τ, std, s). The next proposition shows that Ω(fs),
initially defined for ℜ(s) > s1 to ensure the absolute convergence of the integral, equals
an element in C[q−s, qs]. Therefore Ω(fs) has an analytic continuation by which it can
be defined for all s. These results extend to fs ∈ ξ(τ, hol, s). The proposition is also
the main tool in writing the Iwasawa decomposition in Section 5.4.
Proposition 5.8. Let fs ∈ ξ(τ, std, s). There exist Pi ∈ C[q−s, qs] and Wi ∈ W(τ, ψ),
i = 1, . . . ,m, such that for all a ∈ Al−1 < TGl and s,
Ω(a · fs) = |det a|l−
1
2
n+s− 1
2
m∑
i=1
PiWi(diag(a, In−l+1)).(5.4)
In addition, for the split case there exists a constant k > 0 such that the following
holds. For t = ax ∈ TGl with x ∈ G1 < TGl write x = diag(b, b−1). Then there exist
Pi ∈ C[q−s, qs] and Wi ∈ W(τ, ψ), which depend on whether ⌊x⌋ = b or ⌊x⌋ = b−1,
such that for all t satisfying [x] > qk and s,
Ω(t · fs) = (|det a|[x]−1)l− 12n+s− 12
m∑
i=1
PiWi(diag(a, ⌊x⌋, In−l)).(5.5)
In both (5.4) and (5.5) the left-hand side is defined by the integral for ℜ(s) > s1 and
the equality for all s is in the sense of analytic continuation.
Proof of Proposition 5.8. Select N for fs by Corollary 5.6. Using Claim 5.4 and (5.3),
for ℜ(s) > s1,
Ω(a · fs) = Ω(a · fN,ψγs ) = |det a|l−
1
2
n+s− 1
2
ˆ
Rl,n
f
N,ψγ
s (wl,nr, diag(a, In−l+1))ψγ(r)dr.
Since f
N,ψγ
s ∈ ξ(τ, hol, s) ∩ Fw0 , we can write as in (2.4)
f
N,ψγ
s =
m∑
i=1
Pif
(i)
s (Pi ∈ C[q−s, qs], f (i)s = chkiN,vi,s ∈ ξ(τ, std, s)).(5.6)
As in the proof of Corollary 5.6 we deduce that for each i, f
(i)
s ∈ Fw0 . Hence each
λ(w−1l,n )f
(i)
s , as a function on Qn−l, is compactly supported modulo Q
wl,n
n (similar to
f
N,ψγ
s ) and this support is independent of s (in contrast with f
N,ψγ
s ). I.e., there is a
compact set Bi ⊂ Qn−l such that for all s, the support of λ(w−1l,n )f (i)s equals Q
wl,n
n Bi.
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According to Claim 5.7, Rl,n∩Qwl,nn Bi is contained in a compact subset of Rl,n (Qwl,nn =
Qw0n ). Let N
′
i < Rl,n be a compact open subgroup such that λ(w
−1
l,n )f
(i)
s is right-
invariant by N ′i , ψγ |N ′i ≡ 1 and Rl,n ∩Q
wl,n
n Bi ⊂
∐mi
j=1 ri,jN
′
i for some elements ri,j ∈
Rl,n and mi ≥ 1. It follows that there exist constants ci,j ∈ C such that for all s and a,ˆ
Rl,n
f (i)s (wl,nr, diag(a, In−l+1))ψγ(r)dr =
mi∑
j=1
ci,jf
(i)
s (wl,nri,j , diag(a, In−l+1)).
In particular the integral Ω(a ·fN,ψγs ) is absolutely convergent for all s. Next, there are
Pi,j ∈ C[q−s, qs] and Wi,j ∈ W(τ, ψ) such that
ci,jf
(i)
s (wl,nri,j, diag(a, In−l+1)) = Pi,jWi,j(diag(a, In−l+1))
for all s and a. Therefore we concludeˆ
Rl,n
f
N,ψγ
s (wl,nr, diag(a, In−l+1))ψγ(r)dr =
m∑
i=1
Pi
mi∑
j=1
Pi,jWi,j(diag(a, In−l+1)).
This establishes (5.4).
Let k0 > 0 be such that fs is right-invariant by NHn,k0 and let k ≥ k0 be as in
Lemma 2.1. For [x] > qk write x = mxuxhnx as specified by the lemma, i.e.,
mx =
 ⌊x⌋ 1
⌊x⌋−1
 , ux =
 1 c⌊x⌋−1 −12c2⌊x⌋−21 −c⌊x⌋−1
1
 , c2 = 2γ−1.
The choice of h depends on whether |b| < |b|−1 or vice versa, but is otherwise
independent of x. We now assume |b| < |b|−1 and fix h. Since ψγ(r) = ψ(rn−l,n) and
w−1
l,nmx ∈Mn,
Ω(t · fs) =(|det a| · [x]−1)l−
1
2
n+s− 1
2ˆ
Rl,n
f
N,ψγ
s (wl,nruxh, diag(a, ⌊x⌋, In−l))ψ(⌊x⌋−1rn−l,n)dr.
Conjugating r by ux and noting that
w−1
l,nux ∈ Un, the dr-integration equals
ˆ
Rl,n
f
N,ψγ
s (wl,nrh,
 a ⌊x⌋
In−l
 Il−1 1 zr,x
In−l
)ψ(⌊x⌋−1rn−l,n)dr,
where
(zr,x)1 = γ(c⌊x⌋−1rn−l,n+1 − 1
2
c2⌊x⌋−2rn−l,n).
This becomes ˆ
Rl,n
f
N,ψγ
s (wl,nrh, diag(a, ⌊x⌋, In−l))ψ⋆(r)dr.
Here ψ⋆ is the character of Rl,n defined by
ψ⋆(r) = ψ(⌊x⌋−1(1− γ 1
2
c2)rn−l,n + γcrn−l,n+1) = ψ(γcrn−l,n+1).
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By our fixing of h, ψ⋆(r) no longer depends on x (since c is fixed). We can continue
as above, write f
N,ψγ
s as in (5.6) and for each i, h · (λ(w−1l,n )f (i)s ) is still compactly
supported modulo Q
wl,n
n (because h ∈ Qn−l). Therefore for each f (i)s ∈ ξ(τ, std, s),ˆ
Rl,n
f (i)s (wl,nrh, diag(a, ⌊x⌋, In−l))ψ⋆(r)dr =
mi∑
j=1
P ′i,jW
′
i,j(diag(a, ⌊x⌋, In−l)).
Here P ′i,j ∈ C[q−s, qs], W ′i,j ∈ W(τ, ψ). Now equality (5.5) follows.
Note that the proof for |b| > |b|−1 is identical but the actual polynomials P ′i,j and
Whittaker functions W ′i,j may vary, because they depend on h and ψ
⋆. 
Remark 5.1. Observe that if l = n, in which case the dr-integration is trivial, we can
simply put Ω(h · fs) = fs(wl,nh, 1) (h ∈ Hn) and Proposition 5.8 remains valid.
We rephrase the result of Claim 5.5 in terms of the Jacquet module V (τ, s)Nn−l,ψ−1γ .
The following description, until the end of this section, will not be used in the sequel.
Let V (τ, s)wr denote the space of locally constant functions fs : C(wr)→ U compactly
supported modulo Qn and such that
fs(aux) = δ
1
2
Qn
(a)|det a|s− 12 τ(a)fs(x) (a ∈ GLn ∼=Mn, u ∈ Un, x ∈ C(wr)).
By definition Fw0(s) = V (τ, s)w0 . For r > 0, restriction fs 7→ fs|C(wr) induces an
isomorphism Fwr−1(s)\Fwr(s) ∼= V (τ, s)wr as representations of Qn−l. Also V (τ, s)wr ∼=
ind
Qn−l
Qwrn
(w
−1
r (ταs)) (normalized compact induction, w
−1
r (ταs)(x) = ταs(w
−1
r x)), where
fs ∈ V (τ, s)wr is mapped to λ(w−1r )fs. Up to semi-simplification, V (τ, s) is isomorphic
to
⊕n−l
r=0 V (τ, s)wr as Qn−l-spaces. Claim 5.5 implies
(V (τ, s)wr )Nn−l,ψ−1γ = 0, ∀r > 0.
Consequently,
V (τ, s)Nn−l,ψ−1γ = (V (τ, s)w0)Nn−l,ψ−1γ .(5.7)
Finally we mention that Claims 5.5 and 5.7 also imply that Ω(fs), for any fixed s,
has a sense as a principal value. Indeed let {Rvl,n}∞v=0 be an increasing sequence of
compact open subgroups, which exhausts Rl,n. The limit
Ωp.v.(fs) = lim
v→∞
ˆ
Rv
l,n
fs(wl,nr, 1)ψγ(r)dr
exists and is finite. To explain this, first note that according to (5.7), fs ∈ V (τ, s)
can be written as fs = f
(1)
s + f
(2)
s with f
(1)
s ∈ V (τ, s)w0 and f (2)s ∈ V (τ, s)(Nn−l, ψ−1γ ),
where V (τ, s)(Nn−l, ψ
−1
γ ) denotes the subspace of V (τ, s) generated by finite sums∑m
i=1 τ(ni)vi − ψ−1γ (ni)vi, ni ∈ Nn−l, vi ∈ V (τ, s). For f (2)s , the integral over Rvl,n
vanishes when v >> 0. For f
(1)
s , the integral becomes a finite sum once v is large
enough, because f
(1)
s is compactly supported modulo Q
wl,n
n and by virtue of Claim 5.7.
Now (5.2), (5.3) and Claim 5.4 hold for Ωp.v.(fs). Then Proposition 5.8 is valid for
all s with the dr-integration given by principal value. The analytic continuations of
Ω(fs) and Ωp.v.(fs) for fs ∈ ξ(τ, hol, s) are equal, since for ℜ(s) >> 0, by Lebesgue’s
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Dominated Convergence Theorem, Ω(fs) = Ωp.v.(fs). This description resembles that
of the Whittaker functional in [CS80] and the arguments of this paragraph appeared
in [Sha78] (Section 3).
5.4. Iwasawa decomposition for Ψ(W, fs, s)
Here we show how to write Ψ(W,fs, s) as a finite sum of integrals over a torus. This
is done for fs ∈ ξ(τ, std, s) and the definition of holomorphic sections implies a similar
form for fs ∈ ξ(τ, hol, s).
Write an element x ∈ G1 as x = diag(b, b−1) and define for k > 0,
G0,k1 = {x ∈ G1 : [x] > qk, ⌊x⌋ = b}, G∞,k1 = {x ∈ G1 : [x] > qk, ⌊x⌋ = b−1}.
In addition for a set Λ let chΛ be the characteristic function of Λ. Denote by D the
domain of absolute convergence of the integrals Ψ(W,fs, s) with fs ∈ ξ(τ, hol, s). This
is a right half-plane depending only on the representations.
Proposition 5.9. For each integral Ψ(W,fs, s), fs ∈ ξ(τ, std, s) there exist integrals
I
(1)
s , . . . , I
(m)
s such that for all s ∈ D, Ψ(W,fs, s) =
∑m
i=1 I
(i)
s . If l ≤ n, each I(i)s is of
the form
P
ˆ
Al−1
ˆ
G1
chΛ(x)W
⋄(ax)W ′(diag(a, ⌊x⌋, In−l))
(|det a| · [x]−1)l− 12n+s− 12 δ−1BGl (a)dxda
split Gl,
P
ˆ
Al−1
W ⋄(a)W ′(diag(a, In−l+1))|det a|l−
1
2
n+s− 1
2 δ−1BGl
(a)da quasi-split Gl.
(5.8)
Here P ∈ C[q−s, qs], W ⋄ ∈ W(π, ψ−1γ ), W ′ ∈ W(τ, ψ). In the split case, Λ is either
G0,k1 or G
∞,k
1 for a constant k > 0, or a compact open subgroup of G1. In all cases Λ
is independent of s.
When l > n, I
(i)
s takes the form
P
ˆ
An
W ⋄(diag(a, I2(l−n), a
∗))W ′(a)|det a| 32n−l+s+ 12 δ−1BHn (a)da.(5.9)
Remark 5.2. Note that in the above integrals, except for P and the exponents of |det a|
and [x], none of the terms depend on s.
Proof of Proposition 5.9. First assume l ≤ n. According to the Iwasawa decomposition
of Gl and sinceW and fs are KGl-finite, Ψ(W,fs, s) can be written as a sum of integrals
of the formˆ
TGl
W ⋄(t)Ω(t · f ′s)δ−1BGl (t)dt =
ˆ
Al−1
ˆ
G1
W ⋄(ax)Ω(ax · f ′s)δ−1BGl (a)dxda,(5.10)
where W ⋄ ∈ W(π, ψ−1γ ) and f ′s ∈ ξ(τ, hol, s). This writing depends on the subgroups
of KGl for which W and fs are right-invariant and since these are independent of s,
this decomposition is independent of s. This means that there exists a finite number
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of integrals, each of the form (5.10), such that for all s their sum equals Ψ(W,fs, s).
Henceforth whenever we write such a decomposition, it will be independent of s in this
sense.
If Gl is quasi-split (5.10) reduces to a finite sum of integrals of the formˆ
Al−1
W ⋄(axi)Ω(axi · f ′s)δ−1BGl (a)da.
Here the elements xi ∈ G1 belong to a finite set independent of s. The section xi · f ′s
is still holomorphic so we can decompose each integral once more to a sum of integrals
of the form
P
ˆ
Al−1
W ⋄(a)Ω(a · f ′s)δ−1BGl (a)da,
where P ∈ C[q−s, qs] and the section f ′s is standard. Here we changed the order
of integration over Al−1 × Rl,n and (finite) summation. This is allowed since in our
domain of absolute convergence, Ψ(W ⋄, f ′′s , s) is absolutely convergent for all W
⋄ and
f ′′s ∈ ξ(τ, hol, s) whenceˆ
Al−1
ˆ
Rl,n
|W ⋄|(a)|f ′′s |(wl,nra, 1)δ−1BGl (a)drda <∞.(5.11)
Now use Proposition 5.8 (regarding l = n, see Remark 5.1) to obtain a sum of integrals
P
ˆ
Al−1
W ⋄(a)W ′(diag(a, In−l+1))|det a|l−
1
2
n+s− 1
2 δ−1BGl
(a)da.(5.12)
Here W ′ ∈ W(τ, ψ). This is the required form in the quasi-split case. Again, after
plugging in the formula of Proposition 5.8 we changed the order of integration and
summation. This is allowed because we may take f ′′s as in Lemma 5.2, defined with
respect to an arbitrary W ′, then (5.11) impliesˆ
Al−1
|W ⋄|(a)|W ′|(diag(a, In−l+1))|det a|l−
1
2
n+ℜ(s)− 1
2 δ−1BGl
(a)da <∞.
If Gl is split we take k > 0 as in Proposition 5.8 and write the dx-integration in
(5.10) as a sum of integrals, the first over {x ∈ G1 : [x] > qk} and the second over
{x ∈ G1 : [x] ≤ qk}. When [x] ≤ qk we get as in the quasi-split case a finite sum of
integrals of the form (5.12). This form corresponds to (5.8) when we take Λ = NGl,k′
with k′ >> 0 (depending on W ⋄ and W ′). The justification is similar to the above:
analogously to (5.11) we haveˆ
Al−1
ˆ
G1
ˆ
Rl,n
|W ⋄|(ax)|f ′′s |(wl,nrax, 1)δ−1BGl (a)drdxda <∞(5.13)
and we can use Lemma 5.2.
Assume [x] > qk. We apply Proposition 5.8 and get that (5.10) is a sum of integrals
of the form
P
ˆ
Al−1
ˆ
Λ
W ⋄(ax)W ′(diag(a, ⌊x⌋, In−l))(|det a| · [x]−1)l−
1
2
n+s− 1
2 δ−1BGl
(a)dxda,
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with Λ = G0,k1 , G
∞,k
1 . Here the justification to the last step - after plugging in Propo-
sition 5.8, is a bit more complicated. First note that for a fixed W ′, it is enough to
prove the absolute convergence of the last integral for k >> 0 (i.e., not necessarily
the k chosen using Proposition 5.8). Let W ′ be given and assume Λ = G0,k1 . Con-
sider the elements k0 and h1 of Lemma 2.1. According to the proof of the lemma
(see Remark 2.4) it is possible to take k0 and h1 such that W
′ is right-invariant by
(wl,nh1)
−1NHn,k0 ∩ Qn. Therefore we may define f ′′s with support in Qnwl,nh1NHn,k0 ,
such that f ′′s (wl,nh1n
′, b) = W ′(b) (b ∈ GLn, n′ ∈ NHn,k0). Then for all a ∈ Al−1 and
x ∈ Λ, where k > k0 is given by Lemma 2.1,ˆ
Rl,n
|f ′′s |(wl,nrax, 1)dr
= (|det a| · [x]−1)l− 12n+ℜ(s)− 12
ˆ
Rl,n
|f ′′s |(wl,nrh1, diag(a, ⌊x⌋, In−l))dr.
Putting this into (5.13) (with Λ instead of G1) and using the smoothness of f
′′
s yieldsˆ
Al−1
ˆ
Λ
|W ⋄|(ax)|W ′|(diag(a, ⌊x⌋, In−l))(|det a| · [x]−1)l−
1
2
n+ℜ(s)− 1
2 δ−1BGl
(a)dxda <∞.
The same argument applies to Λ = G∞,k1 , with h2 of Lemma 2.1.
The result for l > n follows again from the Iwasawa decomposition and from the fact
that for each a ∈ GLn, the support of the function on Rl,n given by
r 7→W (ar) =W (

a
r Il−n−1
I2
Il−n−1
r′ a∗
)
is contained in a compact set, independent of a (see [Sou93] Section 4). We mention
that the change to the measure of Rl,n by conjugating with (w
l,n)−1a is |det a|n−l+1. 
Remark 5.3. The absolute convergence of all integrals in the proof is governed by the
parameters of the representations. Hence the justifications to the formal manipulations
concerning integrals with W ⋄ and W ′ (e.g. (5.12)) can be obviated, simply by taking
a suitable right half-plane D.
This proposition has the following corollary, which is a direct consequence of the
properties of Whittaker functions for supercuspidal representations (see [CS80] Sec-
tion 6).
Corollary 5.10. Let π and τ be supercuspidal representations and assume that if
l = n = 1, G1 is quasi-split. Then Ψ(W,fs, s) is holomorphic for fs ∈ ξ(τ, hol, s).
5.5. The integrals are nontrivial
The following proposition shows that the integrals do not vanish identically. The actual
result means more than this, namely that the fractional ideal spanned by the integrals
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contains the constant 1 and consequently, the g.c.d. of the integrals can be taken in
the form P (q−s)−1 where P ∈ C[X], see Section 6.1.2. It is interesting to note that
Gelbart and Piatetski-Shapiro [GPSR87] (Section 12) proved a similar result, foreseeing
a definition of the L-function of π × τ as a g.c.d., as we shall attempt to define.
Proposition 5.11. There existW ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s) such that Ψ(W,fs, s)
is absolutely convergent and equals 1, for all s.
Proof of Proposition 5.11. The proof follows the arguments of Soudry [Sou93] (Sec-
tion 6). First assume l > n. Let W0 ∈ W(π, ψ−1γ ), W ′ ∈ W(τ, ψ) be such that
W0(1) 6= 0, W ′(1) 6= 0 (such W0,W ′ exist). Define W1 for W0 using Lemma 5.3
with j = 0 and k1 >> 0 (depending on W0,W
′) and set W = (wl,n)−1 ·W1. Select
fs = chNHn,k,W ′,s ∈ ξ(τ, std, s) for k >> k1 large. Assuming that Ψ(W,fs, s) is ab-
solutely convergent at s, we replace the integration over UHn\Hn with an integration
over AnZnUn and obtain
Ψ(W,fs, s) =
ˆ
An
ˆ
Zn
ˆ
Un
ˆ
Rl,n
W1(rw
l,nazu(wl,n)−1)fs(azu, 1)δ(a)drdudzda,
where δ is an appropriate modulus character. Since Un ∩ QnNHn,k = Un ∩ NHn,k
and k >> k1, the integration over Un reduces to a constant. Then by Lemma 5.3
the drdzda-integration is reduced and the integral equals cW0(1)W
′(1), where c > 0
is a constant independent of s (c equals a product of volumes). Hence after suitably
normalizing W0, Ψ(W,fs, s) = 1. The same arguments showˆ
UHn\Hn
ˆ
Rl,n
|W |(rwl,nh)|fs|(h, 1)drdh = c|W0|(1)|W ′|(1).
Therefore Ψ(W,fs, s) is absolutely convergent for all s. This also justifies our compu-
tation.
In the case l ≤ n take W0 as above and W ′ such thatW ′(tγ) 6= 0, where tγ is defined
in Lemma 5.2. Then W1 is obtained as before and we put W =W1. Now fs is selected
by Lemma 5.2 for W ′ with a large k (depending on W,W ′). We use (5.3) and get
Ψ(W,fs, s) =
ˆ
Al−1
ˆ
Zl−1
ˆ
Vl−1
ˆ
G1
W (azvx)δ(a)|det a|l− 12n+s− 12
ˆ
Rl,n
fs(wl,nrvx, az)ψγ(r)drdxdvdzda.
By the selection of fs this equals
c′|γ|l( 12n+s− 12 )
ˆ
Al−1
ˆ
Zl−1
W (az)|det a|l− 12n+s− 12W ′(aztγ)δ(a)dzda.
Here c′ ∈ C is independent of s. As in the previous case we end up with e(qs)W0(1)W ′(tγ),
where e(qs) = c′|γ|l( 12n+s− 12 ) ∈ C[q−s, qs]∗. The result follows with e(qs)−1fs ∈ ξ(τ, hol, s)
instead of fs. Also observe that if we replace fs with |fs| and drop ψγ , the arguments
of Lemma 5.2 imply (for some constant c′′)ˆ
Rl,n
|fs|(wl,nrvx, az)dr = c′′|γ|l(
1
2
n+ℜ(s)− 1
2
)|W ′|(aztγ).
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This shows that Ψ(W,fs, s) is absolutely convergent for all s. 
5.6. Meromorphic continuation
One of the fundamental requirements of the integrals is meromorphic continuation to
functions in C(q−s). Let Φ = Φ(s) be a complex-valued function defined on some
domain DΦ ⊂ C, which contains a non-empty open subset. We say that Φ has a
meromorphic continuation to a function in C(q−s), or extends to a function in C(q−s),
if there is some Q ∈ C(q−s) such that for all s ∈ DΦ, Φ(s) = Q(q−s). Note that if
Q exists, it is necessarily unique. Also by definition Q has no poles in DΦ, i.e., the
function s 7→ Q(q−s) is holomorphic on DΦ.
LetW ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). Recall that there is some s0 > 0 depending
only on π and τ , such that for all ℜ(s) > s0, Ψ(W,fs, s) is absolutely convergent (see
Section 5.1). We provide two proofs of the meromorphic continuation: directly with
the aid of Proposition 5.9, or using Bernstein’s continuation principle (in [Ban98], see
also the formulation of [Mui08] Section 8) combined with the uniqueness results of
Chapter 4.
Claim 5.12. There is a constant s1 ≥ s0 such that the following holds. For any W ∈
W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s) there is Q ∈ C(q−s) such that Ψ(W,fs, s) = Q(q−s) for
all ℜ(s) > s1. The poles of Q, in q−s, belong to a finite set depending only on π and τ .
Proof of Claim 5.12. We argue as in [JPSS83] (Section 2.7, see also [Sou93] Section 4.3).
According to Proposition 5.9, in the right half-plane ℜ(s) > s0 we can write Ψ(W,fs, s)
as a sum of integrals I
(i)
s . Consider each I
(i)
s separately. Put I = I
(i)
s .
We can plug the asymptotic expansions of Whittaker functions from Section 2.5 into
I. Taking s′ ≥ s0, depending only on π and τ , we see that I equals a sum of products
of Tate-type integrals. For example, consider the case 1 < l ≤ n and split Gl. Then I
takes the formˆ
Al−1
ˆ
G1
chΛ(x)W
⋄(ax)W ′(diag(a, ⌊x⌋, In−l))(|det a| · [x]−1)l−
1
2
n+s− 1
2 δ−1BGl
(a)dxda.
Set a = diag(a1, . . . , al−1) ∈ Al−1. Using the asymptotic expansions for W ⋄ and W ′
and changing av 7→ avav+1 for 1 ≤ v < l− 1, the integral is equal to a sum of products∏l−1
j=1 Ij with each Ij of the following form. First assume j < l − 1.
Ij =

ˆ
F ∗
(φj · φ′j · ηj · η′j)(aj)|aj |−l−
1
2
n+ 3
2
+sd∗aj j = 1,
ˆ
F ∗
(φj · φ′j · ηj · η′j)(aj)|aj |4j−2l−n−3+2sd∗aj 1 < j < l − 1.
Here φj, φ
′
j ∈ S(F ), ηj , η′j are finite functions on F ∗. The functions φj , ηj correspond
to the expansion of W ⋄ and φ′j , η
′
j correspond to the expansion of W
′. Since any finite
function η on F ∗ can be written as a finite sum
∑
r crϑ(a)
krµr(a) (a ∈ F ∗), where
cr ∈ C, 0 ≤ kr ∈ Z and µr is a character, each Ij for j < l−1 is a finite sum of integrals
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of the form ˆ
F ∗
φ(a)ϑm(a)θ(a)|a|A+Bsd∗a,(5.14)
where φ ∈ S(F ), 0 ≤ m ∈ Z, θ is a unitary character, A ∈ C and 0 < B ∈ Z (actually,
here B = 1, 2). An integral of the form (5.14) is called a Tate-type integral. Clearly it
has a rational function Q ∈ C(q−s) such that for ℜ(s) > s1 ≥ s′, the integral is equal
to Q(q−s). The poles of Q, in q−s, belong to a finite set. The value of s1 and this set
depend only on the representations.
Regarding Il−1, it takes the formˆ
F ∗
ˆ
F ∗
chΛ(b)(φ · η)(al−1b−1, al−1b)(φ′ · η′)(al−1⌊b⌋−1)[(φ′′ · η′′)(⌊b⌋)]
|al−1|2l−n−7+2s|⌊b⌋|l−
1
2
n− 1
2
+sd∗al−1d
∗b.
Here the integral over G1 was written as an integral over F
∗; ⌊b⌋ = b if |b| ≤ |b|−1 or
equivalently if |b| ≤ 1, otherwise ⌊b⌋ = b−1; Λ is either {b ∈ F ∗ : |b| < q−k} (replacing
G0,k1 ), {b ∈ F ∗ : |b| > qk} (instead of G∞,k1 ), for a constant k > 0, or a compact open
subgroup of F ∗; φ ∈ S(F 2), η is a finite function on (F ∗)2, φ and η correspond to W ⋄;
φ′, φ′′ ∈ S(F ), η′ and η′′ are finite functions on F ∗, φ′, φ′′, η′ and η′′ correspond to W ′;
the factor [(φ′′ · η′′)(⌊b⌋)] appears only if l < n.
Assume that Λ is a compact open subgroup. We claim that the integrand is a smooth
function of b.
In general if ϕ ∈ S(F 2), the mapping (x, y) 7→ ϕ(xy, xy−1) (x, y ∈ F , y 6= 0) vanishes
unless x belongs to some compact subset of F (that is, x is bounded from above). If y
belongs to a compact open subset Λ0 of F
∗, the function ϕ(xy, xy−1) is smooth in y,
i.e., there is some k0 such that ϕ(x(y(1 +Pk0)), x(y(1 +Pk0))−1) = ϕ(xy, xy−1) for all
x ∈ F and y ∈ Λ0 (because y is bounded from above and below). Here k0 depends on
ϕ and Λ0. Similarly if ϕ ∈ S(F ), x belongs to a compact subset of F and y ∈ Λ0, the
mappings (x, y) 7→ ϕ(xy), ϕ(xy−1) are smooth in y. In particular, ϕ(y) and ϕ(y−1) are
smooth in y.
Additionally, for any y ∈ F ∗, k0 > 0 and z ∈ F ∗ with |z| = 1, if ⌊y⌋ = y then
⌊y(1 + ̟k0z)⌋ = y(1 + ̟k0z) and if ⌊y⌋ = y−1, ⌊y(1 + ̟k0z)⌋ = y−1(1 + ̟k0z)−1.
Hence, for example, the function ϕ(⌊y⌋) is smooth in y when y ∈ Λ0.
Regarding the finite functions, any finite function η0 on (F
∗)c can be expressed as
a finite sum η0(y) =
∑
r µr(y)Pr(y), where µr is a character and Pr is a polynomial in
the valuation vector of y. Therefore η0(y) and η0(y
−1) are smooth functions of y. Since
Pr(xy) is a polynomial in ϑ(xi), . . . , ϑ(xc), ϑ(y1), . . . , ϑ(yc), both η0(xy) and η0(xy
−1)
are smooth in y. Here smoothness holds even if y is not restricted to a compact subset.
Applying these general remarks to the integrand at hand we get that it is a smooth
function of b. Therefore the db-integration can be ignored and we can again reduce to
integrals of the form (5.14).
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Now assume Λ = {b ∈ F ∗ : |b| < q−k}. If chΛ(b) 6= 0 then b = ⌊b⌋ and Il−1 becomesˆ
F ∗
ˆ
F ∗
chΛ(b)(φ · η)(al−1⌊b⌋−1, al−1⌊b⌋)(φ′ · η′)(al−1⌊b⌋−1)[(φ′′ · η′′)(⌊b⌋)](5.15)
|al−1|2l−n−7+2s|⌊b⌋|l−
1
2
n− 1
2
+sd∗al−1d
∗b.
Change al−1 7→ al−1⌊b⌋. The integral equalsˆ
F ∗
ˆ
F ∗
chΛ(b)(φ · η)(al−1, al−1⌊b⌋2)(φ′ · η′)(al−1)[(φ′′ · η′′)(⌊b⌋)](5.16)
|al−1|2l−n−7+2s|⌊b⌋|3l−
3
2
n− 15
2
+3sd∗al−1d
∗b.
If al−1 is bounded from below, the integrand is a smooth function of al−1 (|⌊b⌋| ≤ 1)
whence we get a sum of integrals of the formˆ
Pk+1
(φ⋆ · η⋆)(b2)[(φ′′ · η′′)(b)]|b|3l− 32n− 152 +3sd∗b,(5.17)
where φ⋆ ∈ S(F ) and η⋆ is a finite function on F ∗. Each of these integrals can be
written as a sum of integrals of the form (5.14).
Thus we can assume that al−1 is small with respect to the support of φ, that is,
φ(al−1, al−1⌊b⌋2) is constant and can be ignored. Integral (5.16) becomes a sum of
integrals of the formˆ
F ∗
ˆ
F ∗
chΛ(b)ς1(al−1)ς2(al−1⌊b⌋2)(φ′ · η′)(al−1)[(φ′′ · η′′)(⌊b⌋)]
|al−1|2l−n−7+2s|⌊b⌋|3l−
3
2
n− 15
2
+3sd∗al−1d
∗b.
Here ς1 and ς2 are finite functions on F
∗ (obtained from η).
Since ς2(xy) can be written as a finite sum
∑
r cr(ϑ(x) + ϑ(y))
krµr(x)µr(y) (where
cr ∈ C, 0 ≤ kr ∈ Z and µr denotes a character), we can write this integral as a finite
sum
∑
u Tu,1Tu,2, where Tu,1 takes the form (5.14) (obtained from a d
∗al−1-integral)
and Tu,2 is of the form (5.17). This completes the proof for Λ = {b ∈ F ∗ : |b| < q−k}.
Finally if Λ = {b ∈ F ∗ : |b| > qk}, we replace (φ · η)(al−1⌊b⌋−1, al−1⌊b⌋) with
(φ · η)(al−1⌊b⌋, al−1⌊b⌋−1) in (5.15), change al−1 7→ al−1⌊b⌋ and since if |b| 6= 1, ⌊b⌋ =
⌊b−1⌋, we can change b 7→ b−1 and again reach (5.16) (with (φ · η)(al−1⌊b⌋2, al−1)).
The arguments when either l = 1, Gl is quasi-split or l > n are similar and simpler.
E.g., if Gl is quasi-split or l > n, there is no integration over G1 to handle.
Altogether we have shown that each I
(i)
s has a meromorphic continuation Q(i) ∈
C(q−s) such that I
(i)
s = Q(i)(q−s) for all ℜ(s) > s1, where s1 ≥ s′. The poles of Q(i),
in q−s, belong to a finite set Θ. The constant s1 and the set Θ depend only on the
representations. The result for Ψ(W,fs, s) immediately follows. 
Remark 5.4. As explained in Remark 5.3, some of the justifications in the proof of
Proposition 5.9 can be ignored if we take some s′0 ≥ s0 and write the decomposition
to integrals I
(i)
s in ℜ(s) > s′0. This does not interfere with the proof of the last claim,
just take s′ ≥ s′0.
Remark 5.5. The proof of Claim 5.12 also implies the absolute convergence of the
integrals. In more detail, one can formally apply the arguments of Proposition 5.9
92
to Ψ(W,fs, s) and write Ψ(W,fs, s) as a sum of integrals I
(i)
s . Then proceed (again,
formally) as in the proof above to obtain sums of products of Tate-type integrals of the
form (5.14). Then the absolute convergence of these last integrals implies the absolute
convergence of I
(i)
s and Ψ(W,fs, s). This approach is similar to [JPSS83] (Section 2.7).
Let D′ ⊂ C be any domain containing a non-empty open set such that for all s ∈
D′, W ∈ W(π, ψ−1γ ) and fs ∈ V (τ, s), Ψ(W,fs, s) is absolutely convergent. In D′,
Ψ(W,fs, s) can be regarded as a bilinear form on W(π, ψ−1γ )×V (τ, s) and analogously
to (3.3) and (3.14), it satisfies{∀g ∈ Gl, v ∈ Nn−l, Ψ(g ·W, (gv) · fs, s) = ψ−1γ (v)Ψ(W,fs, s) l ≤ n,
∀h ∈ Hn, v ∈ N l−n, Ψ((hv) ·W,h · fs, s) = ψ−1γ (v)Ψ(W,fs, s) l > n.
(5.18)
This (local) relation follows from the formal manipulations in the global construction
but can also be verified directly. Equivalently,
Ψ(W,fs, s) ∈
{
BilGl(W(π, ψ−1γ ), V (τ, s)Nn−l,ψ−1γ ) l ≤ n,
BilHn((W(π, ψ−1γ ))N l−n,ψ−1γ , V (τ, s)) l > n.
(See Sections 4.1 and 4.2.) Because W(π, ψ−1γ ) and W(τ, ψ) are quotients of π and τ
(recall that in the construction of the integral we assume that τ is realized inW(τ, ψ)),
according to Theorem 1.2, outside of a finite number of values of q−s (s ∈ C), the space
of bilinear forms satisfying (5.18) is at most one-dimensional. We use this to conclude
meromorphic continuation using Bernstein’s continuation principle.
Claim 5.13. There is a finite set B of values of q−s (depending only on the represen-
tations) such that the following holds. For any W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s)
there is Q ∈ C(q−s) such that Ψ(W,fs, s) = Q(q−s), for each s ∈ D′ where q−s /∈ B.
The poles of Q (in q−s) belong to B.
Proof of Claim 5.13. As in [GPSR87] (Section 12) and [Sou93] (Section 8.4), the one-
dimensionality of the space of bilinear forms along with Proposition 5.11 imply, by
virtue of Bernstein’s continuation principle ([Ban98]), that Ψ(W,fs, s) with fs ∈ ξ(τ, std, s)
has a meromorphic continuation with the listed properties. Now note that if fs =∑m
i=1 Pif
(i)
s ∈ ξ(τ, hol, s) (Pi ∈ C[q−s, qs], f (i)s ∈ ξ(τ, std, s)), Ψ(W,fs, s) =
∑m
i=1 PiΨ(W,f
(i)
s , s)
for all s ∈ D′. Therefore the result extends to fs ∈ ξ(τ, hol, s). 
Remark 5.6. See also Bump, Friedberg and Furusawa [BFF97] (Section 5) who used
Bernstein’s principle to conclude meromorphic continuation for l = 1 and unramified
representations.
Remark 5.7. There is another method for proving this claim, without appealing to
Bernstein’s continuation principle. Denote by Ψ(W,fs, s)D′ the integral defined in D
′.
According to Claim 5.12, the integral Ψ(W,fs, s) defined in ℜ(s) >> 0 extends to a
function in C(q−s). Thereby it is possible to regard Ψ(W,fs, s) as a bilinear form on
W(π, ψ−1γ ) × V (τ, s) satisfying (5.18), for all s ∈ D′ such that q−s does not belong to
some finite set (see Section 6.1.1). By Theorem 1.2, for all but a finite set of values of
q−s, the space of such forms is at most one-dimensional. Hence there is a finite set B
such that for all s ∈ D′ with q−s /∈ B, Ψ(W,fs, s) is proportional to Ψ(W,fs, s)D′ . It
93
is left to show that the proportionality factor is 1, then the meromorphic continuation
of Ψ(W,fs, s)D′ is given by that of Ψ(W,fs, s). Indeed, Proposition 5.11 implies that
for a specific selection of W and fs, Ψ(W,fs, s) is absolutely convergent for all s ∈ C
and equals 1, hence the meromorphic continuation of Ψ(W,fs, s) is 1 and it is equal to
Ψ(W,fs, s)D′ for all s ∈ D′.
In particular apply Claim 5.13 in the domain {s ∈ C : ℜ(s) > s0}. Take s1 ≥ s0
large enough, so that the right half-plane ℜ(s) > s1 will not contain any s for which
q−s ∈ B, where B is given by Claim 5.13. Then for any W and fs ∈ ξ(τ, hol, s) there
is Q ∈ C(q−s) such that Ψ(W,fs, s) = Q(q−s), for all ℜ(s) > s1. This resembles
Claim 5.12.
Both claims extend to rational sections. We restate the meromorphic continuation
in a form which is convenient for most of our arguments.
Proposition 5.14. Let W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, rat, s). The integral Ψ(W,fs, s)
defined in ℜ(s) >> 0 extends to a function in C(q−s). Specifically, there are s1 ∈ R
and Q ∈ C(q−s) such that Ψ(W,fs, s) = Q(q−s) for all ℜ(s) > s1. If fs ∈ ξ(τ, hol, s),
the poles of Q (in q−s) belong to a finite set and both this set and s1 depend only on the
representations. If fs /∈ ξ(τ, hol, s), take 0 6= P ∈ C[q−s] satisfying Pfs ∈ ξ(τ, hol, s).
Then the finite set of poles (containing the poles of Q) and s1 depend only on the
representations and P .
Proof of Proposition 5.14. The assertions concerning a holomorphic section follow from
either of the above claims. Regarding fs ∈ ξ(τ, rat, s), let s1 be such that the following
holds for all s with ℜ(s) > s1:
(1) Ψ(W,Pfs, s) is absolutely convergent,
(2) There is R ∈ C(X), independent of s, such that Ψ(W,Pfs, s) = R(q−s),
(3) P (q−s) 6= 0,
(4) Ψ(W,fs, s) is absolutely convergent.
Since Pfs ∈ ξ(τ, hol, s), the first two properties can be satisfied by a constant s1
depending only on the representations. Regarding the last, observe that fs ∈ V (τ, s)
for each s with ℜ(s) > s1, because Pfs ∈ ξ(τ, hol, s) and P (q−s) 6= 0. Hence Ψ(W,fs, s)
is absolutely convergent whenever ℜ(s) > s1 and s1 ≥ s0.
We have an equality of integrals Ψ(W,Pfs, s) = PΨ(W,fs, s) for s such that ℜ(s) >
s1, whence Ψ(W,fs, s) extends to Q = P
−1R ∈ C(q−s). The poles of Q depend only
on the representations (due to R) and P . 
We stress that we usually consider holomorphic sections, rational sections only
appear as images of specific intertwining operators. The following two particular
cases essentially cover all integrals with rational sections that are needed. Let fs ∈
ξ(τ, hol, s) and apply Proposition 5.14 toM∗(τ, s)fs ∈ ξ(τ∗, rat, 1−s), with P ∈ C[qs−1]
such that P ≃ ℓτ (s)−1 (see Section 2.7.1). Then there is Q ∈ C(q−s) such that
Ψ(W,M∗(τ, s)fs, 1 − s) = Q(q−s), in a left half-plane (ℜ(1 − s) >> 0) depending
only on the representations. Moreover, the poles of Q belong to a finite set depend-
ing only on the representations. A similar result holds for Ψ(W,M∗(τ∗, 1 − s)f ′1−s, s),
where f ′1−s ∈ ξ(τ∗, hol, 1 − s). We use P ∈ C[q−s] such that P ≃ ℓτ∗(1− s)−1.
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Proposition 5.14 and the proof of Claim 5.12 imply the following corollary to Propo-
sition 5.9.
Corollary 5.15. Let W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). The decomposition of
Proposition 5.9, namely Ψ(W,fs, s) =
∑m
i=1 I
(i)
s , holds for all s where both sides are
defined by meromorphic continuation.
5.7. Realization of τ induced from τ1 ⊗ τ2
When τ = IndGLnPn1,n2
(τ1 ⊗ τ2) it is convenient for the manipulations of Ψ(W,fs, s) to use
an explicit integral formula for the Whittaker functional on τ . To ensure convergence
of this Jacquet integral, the representations τ1 and τ2 are twisted using an auxiliary
complex parameter ζ as in [Sha78, JPSS83, Sou93, Sou00].
Let ε1 = τ1|det |ζ and ε2 = τ2|det |−ζ be realized in their Whittaker models with
respect to ψ and let ε = IndGLnPn1,n2
(ε1 ⊗ ε2) be realized in the space of the induced
representation (i.e., in V GLnPn1,n2
(ε1 ⊗ ε2, (12 , 12))). Throughout this section we use the
notation and results of Sections 2.6 and 2.7.3. Consider the representation
IndHnQn1
((ε1 ⊗ IndHn2Qn2 (ε2α
s))αs)
and denote its space by V ′(ε1⊗ε2, (s, s)). Any ϕs ∈ V ′(ε1⊗ε2, (s, s)) defines an element
f̂ϕs ∈ V HnQn (W(ε, ψ), s) by
f̂ϕs(h, b) = |det b|−
1
2
n−s+ 1
2
ˆ
Zn2,n1
ϕs(ωn1,n2zbh, In1 , I2n2+1, In2)ψ
−1(z)dz.(5.19)
Here h ∈ Hn, b ∈ GLn. This (Jacquet) integral always has a sense as a principal value,
but there exists a ζ0 > 0 which depends only on τ1 and τ2, such that for all ζ with
ℜ(ζ) > ζ0 it is absolutely convergent -
´
Zn2,n1
|ϕs|(ωn1,n2zbh, 1, 1, 1)dz < ∞, for all s
and ϕs.
The integral Ψ(W,ϕs, s) is just Ψ(W, f̂ϕs , s) with formula (5.19):
Ψ(W,ϕs, s)
(5.20)
=

ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs(ωn1,n2zwl,nrg, 1, 1, 1)ψ
−1(z)ψγ(r)dzdrdg l ≤ n,
ˆ
UHn\Hn
ˆ
Rl,n
ˆ
Zn2,n1
W (rwl,nh)ϕs(ωn1,n2zh, 1, 1, 1)ψ
−1(z)dzdrdh l > n.
We stress that Ψ(W,ϕs, s) refers to the triple integral. It is absolutely convergent if
it is convergent when we substitute |W |, |ϕs| for W,ϕs and drop the characters. For
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example when l ≤ n and ℜ(s) >> ℜ(ζ) >> 0 (see Claim 5.20 below),ˆ
UGl\Gl
ˆ
Rl,n
ˆ
Zn2,n1
|W |(g)|ϕs|(ωn1,n2zwl,nrg, 1, 1, 1)dzdrdg <∞.
In contrast, when we write Ψ(W, f̂ϕs , s) we interpret the dz-integration by principal
value. Observe that if Ψ(W,ϕs, s) is absolutely convergent at s then so is Ψ(W, f̂ϕs , s).
Note that if τ is irreducible, one can also assume that ε is irreducible, this holds for
all but finitely many values q−ζ (ζ ∈ C).
We can regard ζ as fixed, e.g. take ζ = 0 and simply use (5.19) to manipulate
Ψ(W, f̂ϕs , s). Alternatively we may regard ζ as a parameter similar to s. Another
option is to allow ζ to vary inside a fixed compact set. We describe these approaches
below.
5.7.1. Fixed ζ
Assume that ζ is fixed. The sections ξ(ε1 ⊗ ε2, std, (s, s)) are realized as images of
functions from the space of
Ind
KHn
Qn1∩KHn
(ε1 ⊗ Ind
KHn2
Qn2∩KHn2
(ε2))
Let ϕs ∈ ξ(ε1⊗ε2, hol, (s, s)). For a fixed s, ϕs defines an element f̂ϕs ∈ V HnQn (W(ε, ψ), s)
by (5.19). We claim that f̂ϕs is a holomorphic section.
Claim 5.16. If ϕs ∈ ξ(ε1 ⊗ ε2, std, (s, s)) (resp. ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s))), f̂ϕs ∈
ξHnQn (W(ε, ψ), std, s) (resp. f̂ϕs ∈ ξHnQn (W(ε, ψ), hol, s)). The mapping ϕs 7→ f̂ϕs takes
ξ(ε1⊗ε2, std, (s, s)) onto ξHnQn (W(ε, ψ), std, s) and ξ(ε1⊗ε2, hol, (s, s)) onto ξHnQn (W(ε, ψ), hol, s).
Proof of Claim 5.16. Let ϕs ∈ ξ(ε1⊗ε2, std, (s, s)). In order to prove f̂ϕs ∈ ξHnQn (W(ε, ψ), std, s),
it is enough to show that for any k ∈ KHn , the function f̂ϕs(k, 1) is independent of
s. This holds because when we write an Iwasawa decomposition ωn1,n2z = vztzkz for
z ∈ Zn2,n1 , with vz ∈ Zn, tz ∈ An and kz ∈ KGLn , we have |det tz| = 1. Now the
definition implies that ξ(ε1 ⊗ ε2, hol, (s, s)) is mapped into ξHnQn (W(ε, ψ), hol, s).
Regarding the other direction, first observe that for any f ∈ V KHnQn∩KHn (W(ε, ψ)) there
is f ′ ∈ V KHnQn∩KHn (ε) such that
f(k, 1) =
ˆ
Zn2,n1
f ′(k, ωn1,n2z, In1 , In2)ψ
−1(z)dz (k ∈ KHn).
It follows that when f (resp. f ′) is extended to fs ∈ V HnQn (W(ε, ψ), s) (resp. f ′s ∈
V HnQn (ε, s)) using the Iwasawa decomposition,
fs(h, b) =
ˆ
Zn2,n1
f ′s(h, ωn1,n2zb, In1 , In2)ψ
−1(z)dz (h ∈ Hn, b ∈ GLn).(5.21)
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Since the Iwasawa decomposition defines the onto mapping
V
KHn
Qn∩KHn
(W(ε, ψ)) → ξHnQn (W(ε, ψ), std, s)
(see Section 2.4), we get that any fs ∈ ξHnQn (W(ε, ψ), std, s) can be defined by (5.21)
using f ′s ∈ ξHnQn (ε, std, s) and then fs ∈ ξHnQn (W(ε, ψ), hol, s) is defined using f ′s ∈
ξHnQn (ε, hol, s).
The representations IndHnQn (εα
s) and IndHnQn1
((ε1 ⊗ IndHn2Qn2 (ε2α
s))αs) are isomorphic
according to
(h, b1, h2, b2) 7→ f ′(h2h, In, b1, b2), (h, b, b1, b2) 7→ |det b|− 12n−s+ 12ϕ(bh, b1, I2n2+1, b2).
Here f ′ ∈ V HnQn (ε, s), ϕ belongs to the space of IndHnQn1 ((ε1 ⊗ Ind
Hn2
Qn2
(ε2α
s))αs), h2 ∈
Hn2 and bi ∈ GLni . These isomorphisms also define isomorphisms between
Ind
KHn
Qn∩KHn
(ε), Ind
KHn
Qn1∩KHn
(ε1 ⊗ Ind
KHn2
Qn2∩KHn2
(ε2)).
Thus for any f ′s ∈ ξHnQn (ε, std, s) (resp. f ′s ∈ ξHnQn (ε, hol, s)) we can find ϕs ∈ ξ(ε1 ⊗
ε2, std, (s, s)) (resp. ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s))) such that
f ′s(h, b, b1, b2) = |det b|−
1
2
n−s+ 1
2ϕs(bh, b1, I2n2+1, b2).
Plugging this into (5.21) we obtain fs = f̂ϕs whence the mapping ϕs 7→ f̂ϕs is onto as
required. 
The following observations relate Ψ(W,ϕs, s) to Ψ(W, f̂ϕs , s).
Claim 5.17. Assume that for W ∈ W(π, ψ−1γ ) and ϕs ∈ ξ(ε1 ⊗ ε2, hol, s), Ψ(W,ϕs, s)
is absolutely convergent at s. Then Ψ(W,ϕs, s) = Ψ(W, f̂ϕs , s) at s, as integrals.
Proof of Claim 5.17. Assume for instance l ≤ n, the other case being similar. We use
the idea of Jacquet, Piatetski-Shapiro and Shalika [JPSS83] (p. 424). Let s be such
that Ψ(W,ϕs, s) is absolutely convergent. Thusˆ
Rl,n
ˆ
Zn2,n1
|ϕs|(ωn1,n2zwl,nrg, 1, 1, 1)dzdr <∞
for all g ∈ supp(W )\E1 where E1 is a set of zero measure (here \ denotes set difference).
SinceW and ϕs are smooth it follows that the last integral is finite for all g ∈ supp(W ).
Hence f̂ϕs(wl,nrg, 1) is absolutely convergent for all g ∈ supp(W ) and r ∈ Rl,n \ E2,
for a set E2 of zero measure. Again by smoothness, this is true for all r ∈ Rl,n.
According to Fubini’s Theorem, Ψ(W,ϕs, s) can be computed using iterated integrals
and by Lebesgue’s Dominated Convergence Theorem the dz-integration in Ψ(W,ϕs, s)
can be replaced with f̂ϕs(wl,nrg, 1) (defined by principal value). Therefore the integrals
Ψ(W,ϕs, s) and Ψ(W, f̂ϕs , s) are equal at s. 
Claim 5.20 below implies that Claim 5.17 is nontrivial. We state the result here.
Corollary 5.18. There exists a constant ζ0 depending only on the representations π,
τ1 and τ2 such that the following holds. Fix ζ with ℜ(ζ) > ζ0. Then there is a constant
97
s1 depending only on ζ and the representations, satisfying Ψ(W,ϕs, s) = Ψ(W, f̂ϕs , s)
for all ℜ(s) > s1, W ∈ W(π, ψ−1γ ) and ϕs ∈ ξ(ε1 ⊗ ε2, hol, s). Therefore, the integral
Ψ(W,ϕs, s) also has a meromorphic continuation to a function in C(q
−s), given by the
continuation of Ψ(W, f̂ϕs , s). Consequently, Ψ(W,ϕs, s) = Ψ(W, f̂ϕs , s) in C(q
−s).
Proof of Corollary 5.18. Claim 5.20 shows the existence of such constants ζ0, s1 (with
s1 depending on ζ, ℜ(ζ) > ζ0), for which Ψ(W,ϕs, s) is absolutely convergent for all
ℜ(s) > s1, W and ϕs. Hence the assumption of Claim 5.17 is satisfied for all such
s. 
Finally we have the following result, to be used in Chapter 10 in the proof of
Lemma 10.8.
Lemma 5.19. Assume that τ is realized in W(τ, ψ). For ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s))
let f̂ϕs be defined by (5.19) and write f̂ϕs =
∑m
i=1 PichkiN,W (i)ζ ,s
with Pi ∈ C[q−s, qs],
W
(i)
ζ ∈ W(ε, ψ) as in (2.4). Let fs ∈ ξHnQn (τ, hol, s). Then there exists ϕs ∈ ξ(ε1 ⊗
ε2, hol, (s, s)) such that this expression for f̂ϕs has the following properties:
(1) If we let ζ vary, the data (m,ki, N, Pi) is independent of ζ.
(2) For all ζ, W
(i)
ζ is right-invariant by (
k−1i N) ∩Qn.
(3) For each b ∈ GLn there is Qi ∈ C[q−ζ , qζ ] such that for all ζ, W (i)ζ (b) = Qi.
(4) If we put ζ = 0 in the expression for f̂ϕs we get f̂ϕs = fs.
Proof of Lemma 5.19. Denote by U the space of IndGLnPn1,n2
(τ1 ⊗ τ2). We make the
following general remark. For v ∈ U , k ∈ KHn and a compact open subgroup
N < KHn such that v is right-invariant by (
k−1N) ∩ Qn, the function chkN,v,s ∈
ξHnQn (Ind
GLn
Pn1,n2
(τ1 ⊗ τ2), std, s) is defined (with a minor abuse of notation) by
chkN,v,s(h, b, b1, b2) =
{
|det a| 12n+s− 12 v(ba, b1, b2) h ∈ QnkN,
0 otherwise.
Here h ∈ Hn, b ∈ GLn, bi ∈ GLni and for the case h ∈ QnkN we wrote h =
diag(a, 1, a∗)ukn′ with a ∈ GLn, u ∈ Un and n′ ∈ N . Let Wv ∈ W(τ, ψ) be the
Whittaker function obtained by applying the Whittaker functional, defined by the dz-
integration of (5.21), to v. A calculation implies
chkN,Wv,s(h, b) =
ˆ
Zn2,n1
chkN,v,s(h, ωn1,n2zb, In1 , In2)ψ
−1(z)dz.
In other words, chkN,Wv,s ∈ ξHnQn (τ, std, s) is the image of chkN,v,s under (5.21).
As we explained in the proof of Claim 5.16, for any fs ∈ ξHnQn (τ, hol, s) we can find
f ′s ∈ ξHnQn (IndGLnPn1,n2 (τ1 ⊗ τ2), hol, s) such that fs is the image of f
′
s under (5.21). Write
f ′s =
∑m
i=1 PichkiN,v(i),s with Pi ∈ C[q−s, qs], v(i) ∈ U as in (2.4). According to the
definition, v(i) is right-invariant by (k
−1
i N)∩Qn. Then fs =
∑m
i=1 PichkiN,W (i),s where
W (i) =Wv(i) ∈ W(τ, ψ) is obtained from v(i).
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Any v(i) can be extended to an element v
(i)
ζ in the space Uζ of Ind
GLn
Pn1,n2
(ε1 ⊗ ε2),
such that v
(i)
0 = v
(i) and for all ζ, v
(i)
ζ is right-invariant by (
k−1i N)∩Qn. Then for each
ζ,
f ′ζ,s =
m∑
i=1
PichkiN,v
(i)
ζ
,s
∈ ξHnQn (IndGLnPn1,n2 (ε1 ⊗ ε2), hol, s)
is defined and f ′0,s = f
′
s. Let W
(i)
ζ ∈ W(ε, ψ) be obtained from v(i)ζ by applying the
Whittaker functional to v
(i)
ζ . According to [CS80] (Section 2, see also [Sha78] Section 3),
for any fixed b, W
(i)
ζ (b) ∈ C[q−ζ , qζ ]. Also W (i)ζ is right-invariant by (k
−1
i N) ∩Qn and
W
(i)
0 =W
(i).
We define ϕs ∈ ξ(ε1⊗ ε2, hol, (s, s)) using the isomorphism described in the proof of
Claim 5.16. Namely, ϕs(h, b1, h2, b2) = f
′
ζ,s(h2h, In, b1, b2). Then f̂ϕs =
∑m
i=1 PichkiN,W (i)ζ ,s
has the required properties. 
5.7.2. Variable ζ
Here we consider ζ as a parameter, similar to s. Assume that τi is realized in its
Whittaker model W(τi, ψ), i = 1, 2. Let
Πs+ζ,s−ζ = Ind
Hn
Qn1,n2
((τ1 ⊗ τ2)α(s+ζ,s−ζ)),
Π′s+ζ,s−ζ = Ind
Hn
Qn1
((τ1 ⊗ IndHn2Qn2 (τ2α
s−ζ))αs+ζ).
These are just Πs1,s2 and Π
′
s1,s2 of Section 2.6 with s1 = s + ζ, s2 = s − ζ. Since in
general if φ is a representation of GLn, W(φ|det |ζ , ψ) ∼=W(φ,ψ)|det |ζ ,
Π′s+ζ,s−ζ
∼= IndHnQn1 ((ε1 ⊗ Ind
Hn2
Qn2
(ε2α
s))αs).
Denote the space of Π′s+ζ,s−ζ by V
′(τ1⊗τ2, (s+ζ, s−ζ)). The integral Ψ(W,ϕζ,s, s) with
ϕζ,s ∈ V ′(τ1 ⊗ τ2, (s+ ζ, s− ζ)), is defined by (5.20) (for brevity, we write ϕζ,s instead
of ϕs+ζ,s−ζ). The following claim proves that there is a domain in ζ and s depending
only on the representations, for which Ψ(W,ϕζ,s, s) is absolutely convergent. This will
imply that the integrals have a meromorphic continuation to functions in C(q−ζ , q−s).
Claim 5.20. There exist constants C1, C2, C3 > 0 which depend only on the represen-
tations π, τ1 and τ2, such that for all ζ and s in a domain D of the form
C1 < C2ℜ(ζ) + C3 < ℜ(s),
Ψ(W,ϕζ,s, s) is absolutely convergent for all W ∈ W(π, ψ−1γ ) and ϕζ,s ∈ V ′(τ1⊗τ2, (s+
ζ, s− ζ)).
Proof of Claim 5.20. We settle for a proof when l ≤ n. We follow the line of reasoning
of Soudry [Sou00] (Lemma 3.1). Using the Iwasawa decomposition of Gl we are reduced
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to consideringˆ
Al−1
ˆ
G1
|W |(ax)δ−1BGl (a)
ˆ
Rl,n
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zwl,nrax, 1, 1, 1)dzdrdxda.
We may assume that s and ζ are real. Put diag(a, In−l+1) = diag(a¨, a˙) where a¨ ∈ An2
and a˙ ∈ An1 . Shifting a to the left in ϕζ,s we obtainˆ
Al−1
ˆ
G1
|W |(ax)δ−1BGl (a)|det a˙|
l− 1
2
n1−n2+s+ζ−
1
2 |det a¨|l− 12n2+s−ζ− 12
ˆ
Rl,n
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zwl,nrx, a˙, 1, a¨)dzdrdxda.
Further assume l > n2. Assume that ϕζ,s is invariant on the right for NHn,k0 , k0 >> 0.
Since when G1 is quasi-split or [x] is bounded, the dx-integration may be ignored, we
first treat the case [x] > qk where k is chosen according to Lemma 2.1, applied with k0.
Arguing as in the proof of Proposition 5.8 we get a sum of two integrals of the formˆ
Al−1
ˆ
G1
chΛ(x)|W |(ax)δ−1BGl (a)(|det a˙|[x]
−1)l−
1
2
n1−n2+s+ζ−
1
2(5.22)
|det a¨|l− 12n2+s−ζ− 12
ˆ
Rl,n
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zwl,nrh, a˙x∧, 1, a¨)dzdrdxda,
where Λ = G0,k1 , G
∞,k
1 and h = h1, h2 (resp.), see Proposition 5.9 and Lemma 2.1, and
x∧ = diag(Il−n2−1, ⌊x⌋, In−l) ∈ An1 .
Therefore it is enough to consider the convergence ofˆ
Al−1
ˆ
G1
chΛ(x)|W |(ax)δ−1BGl (a)(|det a˙|[x]
−1)l−
1
2
n1−n2+s+ζ−
1
2
|det a¨|l− 12n2+s−ζ− 12
ˆ
Rl,n
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zwl,nr, a˙x∧, 1, a¨)dzdrdxda
for an arbitrary ϕζ,s. Replace ϕζ,s with w
−1·ϕζ,s for w = ωn1,n2wl,n. Since w
−1
Rl,n < Un
and ωn2,n1Zn2,n1 = Zn1,n2 , it is enough to boundˆ
Al−1
ˆ
G1
chΛ(x)|W |(ax)δ−1BGl (a)(|det a˙|[x]
−1)l−
1
2
n1−n2+s+ζ−
1
2(5.23)
|det a¨|l− 12n2+s−ζ− 12
ˆ
Un
ˆ
Zn1,n2
|ϕζ,s|(zu, a˙x∧, 1, a¨)dzdudxda.
Decompose z = vztzkz ∈ ZnAnKGLn , u = vutuku ∈ UHnAnKHn according to the
Iwasawa decomposition. Write tz = diag(t˙z , t¨z), tu = diag( ˙tu, t¨u) for t˙z, t˙u ∈ An1 and
t¨z, t¨u ∈ An2 . Note that |det tz| = 1 whence |det t˙z| = |det t¨z|−1. Also z normalizes UHn
and tu normalizes Zn1,n2 changing dz 7→ |det t˙u|−n2 |det t¨u|n1dz, so the dzdu-integral
equals ˆ
Un
ˆ
Zn1,n2
|det tu|
1
2
n1+s−
1
2 |det t˙u|ζ |det t¨u|
1
2
n−ζ
|det t¨z|− 12n−2ζ |ϕζ,s|(kzku, a˙x∧ t˙ut˙z, 1, a¨t¨ut¨z)dzdu.
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For any A ∈Mm×m′ denote by Aj,→ the j-th row of A and let ||A|| be the sup-norm
of A. For 1 ≤ j ≤ 2n + 1 put j˜ = 2n + 2 − j. By the results of Soudry [Sou93]
(Section 11.15), if tz = diag((tz)1, . . . , (tz)n) and tu = diag((tu)1, . . . , (tu)n),
max
k≤j≤n
||zj,→|| ≤ |(tz)k · . . . · (tz)n| ≤
n∏
j=k
||zj,→|| (∀n1 < k ≤ n),
max
1≤j≤k
||uj˜,→|| ≤ |(tu)1 · . . . · (tu)k|−1 ≤
k∏
j=1
||uj˜,→|| (∀1 ≤ k ≤ n).
This implies
|det t¨z|−1 ≤ ( max
n1<j≤n
||zj,→||)−1,
|det tu| ≤ ||u||−1,
|det t˙u| ≤ ( max
1≤j≤n1
||uj˜,→||)−1,
|det t¨u|−1 ≤ ||u||n|det t˙u|.
The last inequality follows using |det t¨u|−1 = |det tu|−1|det t˙u|. Furthermore, by
[Sou93] (loc. cit.) there exists a constant c > 0 such that ||z||−c ≤ α(tz) ≤ ||z||c
for all α ∈ ∆GLn , and also ||u||−c ≤ α(tu) ≤ ||u||c where α ∈ ∆Hn is of the form
α = ǫi − ǫi+1 with 1 ≤ i < n (i.e., α(tu) = (tu)i(tu)−1i+1). The constant c depends only
on n.
Now |ϕζ,s|(kzku, a˙x∧t˙ut˙z, 1, a¨t¨ut¨z) can be bounded first by replacing ϕζ,s with a finite
sum of functions from V ′(τ1 ⊗ τ2, (s + ζ, s − ζ)), each supported on a double coset
Qn1kN (k ∈ KHn , N < KHn), then using the asymptotic expansion of Section 2.5 to
bound Whittaker functions fromW(τ1, ψ) andW(τ2, ψ). See [Sou93] (Section 4.4) and
[JPSS79] (Section 2.3).
Assume ζ > 12n and s >
1
2 . Collecting the arguments above, the dzdu-integral is
bounded by a finite sum of integrals
µ(a˙x∧)µ′(a¨)
ˆ
Un
ˆ
Zn1,n2
||u||− 12n1−s+ 12 ( max
1≤j≤n1
||uj˜,→||)−2ζ+
1
2
n||u||nζ− 12n2(5.24)
( max
n1<j≤n
||zj,→||)−
1
2
n−2ζ(||u|| · ||z||)cMdzdu.
Here µ and µ′ are positive characters and M > 0 is a constant depending only on τ1
and τ2. Note that maxn1<j≤n ||zj,→|| = ||z||. Then for the dz-integration in (5.24) to
converge we need −12n− 2ζ + cM << 0, i.e. ζ > C1 for a constant C1 > 0 depending
only on the representations. Also max1≤j≤n1 ||uj˜,→|| ≥ 1 and −2ζ + 12n < 0 (because
−ζ + 12n < 0) so this factor only decreases the integrand and can be ignored. Then to
bound (5.24) we need to boundˆ
Un
||u||− 12n1−s+ 12+nζ− 12n2+cMdu.
For s >> nζ+cM this integral is absolutely convergent. Thus s belongs to a domain of
the form s > C2ζ+C3 with constants C2 = n and C3 > 0. Returning to integral (5.23)
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we have to boundˆ
Al−1
ˆ
G1
chΛ(x)|W |(ax)δ−1BGl (a)(|det a˙|[x]
−1)l−
1
2
n1−n2+s+ζ−
1
2
|det a¨|l− 12n2+s−ζ− 12µ(a˙x∧)µ′(a¨)dxda.
This is possible once we take C3 which is large enough, depending on π, τ1 and τ2. To
prove this one can use the asymptotic expansion of W (see Section 2.5), argue as in
[JPSS83] (Section 2.7) and eventually bound Tate-type integrals. It is also possible to
use a bound of W by a gauge (see [Sou93] Section 4).
As mentioned earlier, if Gl is quasi-split or [x] is bounded, one drops the dx-
integration and proceeds similarly.
Note that for the case l ≤ n2 integral (5.22) is replaced withˆ
Al−1
ˆ
G1
chΛ(x)|W |(ax)δ−1BGl (a)(|det a¨|[x]
−1)l−
1
2
n2+s−ζ−
1
2
ˆ
Rl,n
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zwl,nrh, 1, 1, a¨ · diag(Il−1, ⌊x⌋, In2−l))dzdrdxda.
The proof is similar to the above. 
Repeating the argument in the proof of Claim 5.17, for ϕζ,s ∈ ξ(τ1 ⊗ τ2, hol, (s +
ζ, s− ζ)), Ψ(W,ϕζ,s, s) = Ψ(W, f̂ϕζ,s , s) as integrals defined in D.
Similarly to Proposition 5.11, we show that the integral Ψ(W,ϕζ,s, s) can be made
constant. In fact, the following result is slightly stronger than that proposition.
Proposition 5.21. There exist W ∈ W(π, ψ−1γ ) and ϕζ,s ∈ ξ(τ1⊗τ2, hol, (s+ζ, s−ζ))
such that Ψ(W,ϕζ,s, s) is absolutely convergent and equals 1, for all ζ and s. Moreover,
there is a constant C (independent of ζ and s) such that for all ζ and s,
ˆ
UHn\Hn
ˆ
Rl,n
ˆ
Zn2,n1
|W |(rwl,nh)|ϕζ,s|(ωn1,n2zh, 1, 1, 1)dzdrdh < C l > n,
ˆ
UGl\Gl
ˆ
Rl,n
ˆ
Zn2,n1
|W |(g)|ϕζ,s|(ωn1,n2zwl,nrg, 1, 1, 1)dzdrdg < C l ≤ n.
Proof of Proposition 5.21. We use the same arguments of Proposition 5.11 except that
we choose the element W ′ ∈ W(τ, ψ) more carefully.
Assume l > n. Fix ζ and s. We realize IndGLnPn1,n2
(τ1|det |ζ ⊗ τ2|det |−ζ) in the space
V GLnPn1,n2
(τ1 ⊗ τ2, (ζ + 12 ,−ζ + 12 )). Select θζ ∈ V GLnPn1,n2 (τ1 ⊗ τ2, (ζ +
1
2 ,−ζ + 12)) such that
supp(θζ) = Pn1,n2ωn1,n2NGLn,k′ , k′ >> 0, θζ(1, 1, 1) = 1 and for a = diag(a1, a2) ∈
An1,n2 , z ∈ Zn1,n2 and u ∈ NGLn,k′,
θζ(azωn1,n2u, 1, 1) = δ
1
2
Pn1,n2
(a)|det a1|ζ |det a2|−ζθζ(1, a1, a2).
Let W0,W1,W = (w
l,n)−1 · W1 be as in that proposition. I.e., W1 is selected using
Lemma 5.3 with W0, j = 0 and k1 >> k
′. Let
f ′ζ,s ∈ V HnQn (IndGLnPn1,n2 (τ1|det |
ζ ⊗ τ2|det |−ζ), s)
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be with supp(f ′ζ,s) = QnNHn,k, k >> k1, such that
f ′ζ,s(au, 1, 1, 1) = δ
1
2
Qn
(a)|det a|s− 12 θζ(a, 1, 1),
where a ∈ GLn ∼=Mn and u ∈ NHn,k. Define a function ϕζ,s in the space of
IndHnQn1
((τ1 ⊗ IndHn2Qn2 (τ2α
s−ζ))αs+ζ)
by ϕζ,s(h, b1, h2, b2) = f
′
ζ,s(h2h, In, b1, b2) (see the proof of Claim 5.16). If we let ζ
and s vary, we see that the restriction of the mapping h 7→ f ′ζ,s(h, 1, 1, 1) to KHn is
independent of ζ and s. Therefore
ϕζ,s ∈ ξ(τ1 ⊗ τ2, std, (s + ζ, s− ζ)).
For ζ and s such that Ψ(W,ϕζ,s, s) is absolutely convergent,
Ψ(W,ϕζ,s, s) =
ˆ
BGLn
ˆ
Un
ˆ
Rl,n
W (rwl,nau)δ
1
2
Qn
(a)|det a|s− 12
×
ˆ
Zn2,n1
f ′ζ,s(u, ωn1,n2za, 1, 1)ψ
−1(z)δ(a)dzdrduda
= cW0(1)
ˆ
Zn2,n1
θζ(ωn1,n2z, 1, 1)ψ
−1(z)dz.
Here c > 0 is a volume constant independent of ζ and s. Now θζ(ωn1,n2z, 1, 1) vanishes
unless ωn2,n1z ∈ Pn1,n2NGLn,k′ and since ωn2,n1z ∈ Zn1,n2 , the dz-integration can be
disregarded and we get c′W0(1)θζ(1, 1, 1) for some volume constant c
′ > 0 (independent
of ζ, s). After suitably normalizing W0, Ψ(W,ϕζ,s, s) = 1.
The same arguments show that there is a constant C such that for any ζ, s ∈ C,ˆ
UHn\Hn
ˆ
Rl,n
|W |(rwl,nh)
ˆ
Zn2,n1
|ϕζ,s|(ωn1,n2zh, 1, 1, 1)dzdrdh
= c|W0|(1)
ˆ
Zn2,n1
|θζ |(ωn1,n2z, 1, 1)dz = c′|W0|(1)|θζ |(1, 1, 1) < C.
In the case l ≤ n replace θζ with tγ · θζ , e.g. supp(tγ · θζ) = Pn1,n2ωn1,n2NGLn,k′ (tγ
is defined in Lemma 5.2). Take W0,W1 as above and W = W1. The same arguments
of Lemma 5.2 prove that there is a function f ′ζ,s (in the previous space) such that for
any b ∈ GLn and v ∈ V = (Vl−1 ⋊G1) < Gl,ˆ
Rl,n
f ′ζ,s(wl,nrv, b, 1, 1)ψγ (r)dr =
{
Ps(γ)tγ · θζ(b, 1, 1) v ∈ Ok ⊂ NGl,k−k0,
0 otherwise.
(5.25)
Here Ps(γ) = |γ|l( 12n+s− 12 ), k0 ≥ 0 is some constant and Ok is a measurable subset. Let
ϕζ,s be defined as above and normalized by Ps(γ)
−1 ∈ C[q−s, qs]∗. Then
ϕζ,s ∈ ξ(τ1 ⊗ τ2, hol, (s + ζ, s− ζ)).
Now for some volume constants c′′, c′′′ > 0,
Ψ(W,ϕζ,s, s) = c
′′W (1)
ˆ
Zn2,n1
tγ · θζ(ωn1,n2z, 1, 1)ψ−1(z)dz = c′′′W (1)tγ · θζ(1, 1, 1).
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The same arguments show that for any ζ and s,ˆ
UGl\Gl
ˆ
Rl,n
ˆ
Zn2,n1
|W |(g)|ϕζ,s|(ωn1,n2zwl,nrg, 1, 1, 1)dzdrdg(5.26)
= c′′′|W |(1)|tγ · θζ |(1, 1, 1) < C.
This completes the proof. 
The integral Ψ(W,ϕζ,s, s), where ϕζ,s ∈ ξ(τ1 ⊗ τ2, rat, (s + ζ, s − ζ)), extends to
a function in C(q−ζ , q−s). Similarly to the description in Section 5.6 this is deduced
either from the Iwasawa decomposition or from Bernstein’s continuation principle. To
use the Iwasawa decomposition one can apply Proposition 5.9 to Ψ(W, f̂ϕζ,s , s) in D,
since there Ψ(W,ϕζ,s, s) = Ψ(W, f̂ϕζ,s , s). Then as we prove in Claim 5.22 below,
W ′ ∈ W(τ, ψ) is replaced by W ′ζ ∈ W(IndGLnPn1,n2 (τ1|det |
ζ ⊗ τ2|det |−ζ), ψ) (see also the
proof of Claim 7.1). To apply Bernstein’s principle use Proposition 5.21 instead of
Proposition 5.11.
We also conclude that Ψ(W, f̂ϕζ,s , s), defined in D, extends to C(q
−ζ , q−s) and the
equality Ψ(W,ϕζ,s, s) = Ψ(W, f̂ϕζ,s , s) holds in C(q
−ζ , q−s).
5.7.3. ζ in a fixed compact
For any compact subset C ⊂ C there is a constant sC > 0 depending only on C, π, τ1
and τ2, such that for all ζ ∈ C and ℜ(s) > sC , Ψ(W,fs, s) is absolutely convergent for
all W and fs ∈ V HnQn (W(ε, ψ), s). E.g., for l ≤ n,ˆ
UGl\Gl
|W |(g)
ˆ
Rl,n
|fs|(wl,nrg, 1)drdg <∞.
Moreover, this convergence is uniform in ζ. To see this one follows the proofs of conver-
gence for these integrals and notices that convergence is governed by the exponents of
the representations. The twist by ζ has the effect of twisting the exponents by |det |∓ζ .
See Remark 5.5 and [JPSS83, Sou93, Sou00].
In Sections 7.1.3 and 10.2.3 we use an analogue of Proposition 5.9, when fs ∈
ξ(W(ε, ψ), hol, s) and ζ is allowed to vary in some fixed compact set. The proposi-
tion provides an Iwasawa decomposition separately for each ζ, but we will need to
describe this decomposition when ζ varies.
Claim 5.22. Let W ∈ W(π, ψ−1γ ), ϕζ,s ∈ ξ(τ1 ⊗ τ2, std, (s + ζ, s − ζ)) and set fζ,s =
f̂ϕζ,s ∈ ξ(W(ε, ψ), std, s). Let C ⊂ C be a compact subset and sC be a constant as above.
Then there is a decomposition Ψ(W,fζ,s, s) =
∑m
i=1 I
(i)
s for all ζ ∈ C and ℜ(s) > sC ,
and the form of I
(i)
s is (5.8) when l ≤ n or (5.9) for l > n. The function W ′ ∈ W(τ, ψ)
appearing in I
(i)
s is replaced by W ′ζ ∈ W(ε, ψ) with the following properties:
(1) There is a compact open subgroup N < GLn such that W
′
ζ is right-invariant by
N for all ζ.
(2) For any b ∈ GLn, W ′ζ(b) ∈ C[q−ζ , qζ ].
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The function W ′ζ is the only term in I
(i)
s , which depends on ζ.
Proof of Claim 5.22. We review the steps in the proof of Proposition 5.9 and describe
the dependency on ζ. Consider the case l ≤ n. The subgroup of KHn under which fζ,s
is right-invariant, is independent of ζ. Also for any k ∈ KHn , k · fζ,s = f̂k·ϕζ,s and since
k · ϕζ,s ∈ ξ(τ1 ⊗ τ2, std, (s+ ζ, s− ζ)), k · fζ,s is an image of a standard section. Hence
for all ζ ∈ C and ℜ(s) > sC , Ψ(W,fζ,s, s) can be written as a sum of integrals of the
form (5.10), i.e., ˆ
TGl
W ⋄(t)Ω(t · f ′ζ,s)δ−1BGl (t)dt.
Here W ⋄ ∈ W(π, ψ−1γ ) and f ′ζ,s = f̂ϕ′ζ,s with ϕ′ζ,s ∈ ξ(τ1 ⊗ τ2, std, (s + ζ, s − ζ)). The
only dependence of this writing on ζ and s is in the section f ′ζ,s, that is, there are m
integrals of this form such that their sum is equal to Ψ(W,fζ,s, s), for all ζ ∈ C and
ℜ(s) > sC .
Since ϕζ,s is a standard section, we can write
f ′ζ,s =
v∑
i=1
ch
yiU,W
(i)
ζ
,s
,
where yi ∈ KHn , U < KHn is a compact open subgroup, W (i)ζ ∈ W(ε, ψ) is right-
invariant by y
−1
i U ∩Qn for all ζ andW (i)ζ (b) ∈ C[q−ζ , qζ ] (b ∈ GLn). The data (v, yi, U)
do not depend on ζ and s and the functions W
(i)
ζ do not depend on s.
Assume that Gl is quasi-split. Then we can replace the dt-integration with an inte-
gration over Al−1. In this process we replace f
′
ζ,s with sections x · f ′ζ,s where x ∈ G1.
In general if Wζ ∈ W(ε, ψ) satisfies the properties stated in the claim, so does b ·Wζ
for any b ∈ GLn. According to the proof of Claim 2.2, for any h ∈ Hn,
h · f ′ζ,s =
v′∑
i=1
Q′ichy′iU ′,(W ′ζ)(i),s
,(5.27)
where Q′i ∈ C[q−s, qs] is independent of ζ and this writing has properties similar to the
above (e.g., (W ′ζ)
(i) ∈ W(ε, ψ) is right-invariant by (y′i)−1U ′ ∩Qn for all ζ). Therefore
we need to consider integrals of the formˆ
Al−1
W ⋄(a)Ω(a · chy′iU ′,(W ′ζ)(i),s)δ
−1
BGl
(a)da.
The next step is to apply Proposition 5.8 to Ω(a · chy′iU ′,(W ′ζ)(i),s). The element a will
be shifted to the second argument of chy′iU ′,(W ′ζ)(i),s
, hence can be ignored for now and
we consider Ω(chkN,Wζ ,s) (i.e., k = y
′
i, N = U
′, Wζ = (W
′
ζ)
(i)).
In order to evaluate Ω(chkN,Wζ ,s), in the proof of Proposition 5.8 we replaced chkN,Wζ ,s
by (chkN,Wζ ,s)
O,ψγ for a certain compact open subgroup O. The subgroup O depended
on supp(chkN,Wζ ,s) (and on ψγ). We can take O so that it would be independent of
ζ. This is because for a fixed ζ, either Wζ 6≡ 0 whence supp(chkN,Wζ ,s) = QnkN ,
or Wζ ≡ 0 and then any O is suitable since supp(chkN,Wζ,s) ≡ 0. Then for all ζ,
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(chkN,Wζ ,s)
O,ψγ ∈ Fw0 (in the notation of Section 5.3). Next write
(chkN,Wζ ,s)
O,ψγ =
m∑
i=1
PichkiN ′,W (i)ζ ,s
with Pi ∈ C[q−s, qs], ki ∈ KHn , N ′ < KHn is a compact open subgroup,W (i)ζ ∈ W(ε, ψ)
is right-invariant by k
−1
i N ′∩Qn for all ζ and W (i)ζ (b) ∈ C[q−ζ , qζ ]. The data (m,ki, N ′)
is independent of ζ and s, Pi is independent of ζ and the functionsW
(i)
ζ are independent
of s. Note that here (as opposed to the above), the double cosets Qnk1N
′, . . . , QnkmN
′
need not be disjoint.
Since we can assume that for each i there is some ζ such that W
(i)
ζ 6≡ 0, we get that
for each i there is bi ∈ GLn such that W (i)ζ (bi) ∈ C[q−ζ , qζ ] is not the zero polynomial.
Hence except for a finite set B of values of q−ζ , W
(i)
ζ 6≡ 0 for all ζ and 1 ≤ i ≤ m. Fix
ζ such that q−ζ /∈ B. We can rewrite
(chkN,Wζ ,s)
O,ψγ =
m′∑
i=1
P ′i chk′iN ′,(W ′ζ)(i),s
so that if k′i1 = . . . = k
′
ic
, (W ′ζ)
(i1), . . . , (W ′ζ)
(ic) are linearly independent (see after
the proof of Claim 2.2). For each ki, 1 ≤ i ≤ m, there is k′i with ki = k′i (also
each k′i is equal to some ki). Then since (chkN,Wζ ,s)
O,ψγ ∈ Fw0 , for each i we get
chk′iN ′,(W ′ζ)(i),s
∈ Fw0 (see the proofs of Corollary 5.6 and Proposition 5.8). Because
(W ′ζ)
(i) 6≡ 0, Qnk′iN ⊂ Qnw0Qn−l for all 1 ≤ i ≤ m′. Thus QnkiN ⊂ Qnw0Qn−l for all
1 ≤ i ≤ m whence ch
kiN ′,W
(i)
ζ
,s
∈ Fw0 for all ζ ∈ C.
Now we can proceed as in Proposition 5.8. Let Bi ⊂ Qn−l be such that for all s, and
all ζ with q−ζ /∈ B, the support of λ(w−1l,n )chkiN ′,W (i)ζ ,s equals Q
wl,n
n Bi. Then for all ζ
and s, supp(λ(w−1l,n )chkiN ′,W (i)ζ ,s
) ⊂ Qwl,nn Bi. By virtue of Claim 5.7 we conclude that
there exist ri,j ∈ Rl,n, mi ≥ 1 and ci,j ∈ C such that for all ζ and s,
Ω(ch
kiN ′,W
(i)
ζ
,s
) =
mi∑
j=1
ci,jchkiN ′,W (i)ζ ,s
(wl,nri,j, 1).
Next note that
ci,jchkiN ′,W (i)ζ ,s
(wl,nri,j, diag(a, In−l+1)) = Pi,j · (bi,j ·W (i)ζ )(diag(a, In−l+1)),
for some polynomials Pi,j ∈ C[q−s, qs] and bi,j ∈ GLn. The function W (i,j)ζ = bi,j ·W (i)ζ
belongs toW(ε, ψ) and satisfies the properties stated in the claim (because W (i)ζ does).
Therefore we get for all ζ and s,
Ω(a · chkN,Wζ ,s) = |det a|l−
1
2
n+s− 1
2
m∑
i=1
Pi
mi∑
j=1
Pi,jW
(i,j)
ζ (diag(a, In−l+1)).
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The only dependence on s in this expression is in the factors q−s appearing in Pi, Pi,j
and in the exponent of |det a|. The only dependence on ζ is in the Whittaker functions.
From here we continue as in Proposition 5.9. Regarding the split case, when the
integration on G1 is over a non-compact subset and we evaluate Ω(ax · chkN,Wζ ,s) with
x ∈ G1, we need to multiply chkN,Wζ ,s by an element h obtained via Lemma 2.1. Then
h · chkN,Wζ ,s can be written as a finite sum as in (5.27).
In case l > n note that the argument regarding the dr-integration depends only on
W ∈ W(π, ψ−1γ ) (and in particular, not on ζ).
For the justifications of the formal steps we can proceed as in the proof of Proposi-
tion 5.9 or simply take sC large enough (see Remark 5.3). 
5.8. Realization of π induced from σ ⊗ π′
When π is an induced representation, as in Section 5.7 we use an explicit integral for
the Whittaker functional on π. Assume π = IndGl
Pk
(σ ⊗ π′), 0 < k < l, σ is realized in
W(σ, ψ−1) and π′ is realized in W(π′, ψ−1γ ). Then a Whittaker functional is defined by
Υ(ϕ) =
ˆ
Vk
ϕ(v, Ik, I2(l−k))ψγ(v)dv.(5.28)
Here ϕ belongs to the space of π, ψγ = ψγ |Vk where ψγ is the character of UGl (e.g.
if k < l − 1, ψγ(v) = ψ(vk,k+1)). This integral has a sense as a principal value. The
corresponding Whittaker function Wϕ ∈ W(π, ψ−1γ ) is Wϕ(g) = Υ(g · ϕ).
Remark 5.8. Alternatively we can take π induced from Pk but then Υ(ϕ) needs to be
adapted accordingly, for instance we need to translate ϕ on the left by a Weyl element
and consider separately the cases of odd and even k.
If k = l (which is only possible when Gl is split), we need to consider π induced
from either Pl or
κ(Pl), where κ = diag(Il−1, J2, Il−1) (see Section 2.1). Let σ be a
representation of GLl realized in W(σ, ψ−1). In the former case assume π = IndGlPl (σ),
Υ(ϕ) =
ˆ
Vl
ϕ(v, dγ)ψγ(v)dv, dγ = diag(Il−1, 4) ∈ GLl,(5.29)
where ψγ(v) = ψ(−γvl−1,l+1). In the latter case π = IndGlκ(Pl)(σ), define
Υ(ϕ) =
ˆ
κVl
ϕ(v, dγ)ψγ(v)dv, dγ = diag(Il−1,−γ−1) ∈ GLl.(5.30)
Here ψγ(v) = ψ(
1
4vl−1,l) (note that
κVl = κVl).
Similarly to Section 5.7, introduce an auxiliary parameter ζ ∈ C in order to ensure
the absolute convergence of the integral defining Υ(ϕ). Again ζ can be treated as fixed,
variable or fixed in some compact subset. The situation here is simpler, since we do
not need to consider sections in two variables simultaneously. We briefly describe the
results that will be used.
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Let P < Gl be either Pk or
κ(Pl) according to π (0 < k ≤ l). Consider the representa-
tion IndGlP ((σ ⊗ π′)α−ζ+
1
2 ) on the space V GlP (σ⊗π′,−ζ+ 12 ), where α−ζ+
1
2 is the charac-
ter of the Levi part of P defined by (b, g′) 7→ α−ζ+ 12 (b) for (b, g′) ∈ GLk×Gl−k (the Levi
part of P is isomorphic to GLk×Gl−k). The space of standard sections of this represen-
tation is ξ(σ⊗π′, std,−ζ+ 12) = ξGlP (σ⊗π′, std,−ζ+ 12). Let ϕζ ∈ ξ(σ⊗π′, std,−ζ+ 12).
The integral Ψ(ϕζ , fs, s) is just Ψ(Wϕζ , fs, s) with Wϕζ replaced by one of the explicit
formulas described above. For instance if k < l ≤ n,
Ψ(ϕζ , fs, s) =
ˆ
UGl\Gl
(
ˆ
Vk
ϕζ(vg, 1, 1)ψγ (v)dv)
ˆ
Rl,n
fs(wl,nrg, 1)ψγ(r)drdg.(5.31)
This is a triple integral. We say that it is absolutely convergent if it converges when
we replace ϕζ , fs with |ϕζ |, |fs| and drop the characters. There is a domain D of the
form
ℜ(ζ) > C0, ℜ(ζ) + C2 < ℜ(s) < (1 +C1)ℜ(ζ) + C3,
such that Ψ(ϕζ , fs, s) is absolutely convergent. Here C0, . . . , C3 are constants and
C1 > 0. The constants depend only on σ, π
′ and τ (see [Sou93] Proposition 11.15).
When we write Ψ(Wϕζ , fs, s) we refer to (5.31) as a drdg-integral, i.e., the dv-
integration is interpreted as principal value. Then for any compact subset C ⊂ C
there is a constant sC depending only on C, σ, π
′ and τ such that for all ζ ∈ C and
ℜ(s) > sC , Ψ(Wϕζ , fs, s) is absolutely convergent. E.g.,ˆ
UGl\Gl
ˆ
Rl,n
|
ˆ
Vk
ϕζ(vg, 1, 1)ψγ (v)dv||fs|(wl,nrg, 1)drdg <∞.
Similarly to Claim 5.17, if for a fixed ζ, Ψ(ϕζ , fs, s) is absolutely convergent at s,
Ψ(ϕζ , fs, s) = Ψ(Wϕζ , fs, s) at s. However, the domain of absolute convergence of
Ψ(ϕζ , fs, s) does not contain a right half-plane in the parameter s. Therefore an ana-
logue of Corollary 5.18 does not immediately follow. The next claim establishes a
similar assertion.
Claim 5.23. Fix ζ such that ℜ(ζ) > C0 and put
D′ = {s ∈ C : ℜ(ζ) + C2 < ℜ(s) < (1 + C1)ℜ(ζ) + C3}.
There is a finite set B of values of q−s such that the following holds. For any ϕζ ∈
V GlP (σ ⊗ π′,−ζ + 12) and fs ∈ ξ(τ, hol, s) there is Q1 ∈ C(q−s) such that Ψ(ϕζ , fs, s) =
Q1(q
−s) for each s ∈ D′ such that q−s /∈ B. Furthermore, let Q2 ∈ C(q−s) be such that
Ψ(Wϕζ , fs, s) = Q2(q
−s) for ℜ(s) >> 0. Then Q1 = Q2.
Remark 5.9. The equality Ψ(ϕζ , fs, s) = Ψ(Wϕζ , fs, s) between integrals holds in D
′
while the “default” domain of definition of Ψ(Wϕζ , fs, s) is a right half-plane.
Proof of Claim 5.23. The integral Ψ(Wϕζ , fs, s) is absolutely convergent in both D
′
and some right half-plane depending only on σ, π′, τ and ζ. Let D′′ be the union of
these domains. Then by Claim 5.13 (see also Remark 5.7), Ψ(Wϕζ , fs, s) = Q1(q
−s) for
some Q1 ∈ C(q−s) for each s ∈ D′′ such that q−s does not belong to some finite set B.
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In particular for s ∈ D′ with q−s /∈ B,
Ψ(ϕζ , fs, s) = Ψ(Wϕζ , fs, s) = Q1(q
−s).
Hence Ψ(ϕζ , fs, s) extends to an element of C(q
−s). Now taking ℜ(s) >> 0 we get
Q1(q
−s) = Ψ(Wϕζ , fs, s) = Q2(q
−s). 
For anyW ∈ W(π, ψ−1γ ) we can select ϕζ ∈ ξ(σ⊗π′, std,−ζ+ 12) such thatWϕ0 =W .
This is because we can take ϕ in the space of π satisfying W = Wϕ and extend it to
ϕζ ∈ ξ(σ ⊗ π′, std,−ζ + 12).
In addition, the integral Ψ(ϕζ , fs, s) for ϕζ ∈ ξ(σ⊗π′, rat,−ζ+ 12) and fs ∈ ξ(τ, rat, s)
extends to a rational function in C(q−ζ , q−s).
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Chapter 6
LOCAL FACTORS
We define the local factors: the γ-factor, the g.c.d. and the ǫ-factor, and discuss the
definitions. The study of these factors covers most of the remaining chapters.
6.1. Definitions of local factors
6.1.1. The γ-factor
Let π be a representation of Gl and let τ be a representation of GLn. The observation
underlying the definition is that Ψ(W,fs, s) and Ψ(W,M
∗(τ, s)fs, 1− s) satisfy certain
equivariance properties, which place them in a single one-dimensional space of bilinear
forms.
As explained in Section 5.6, for ℜ(s) >> 0 the integral Ψ(W,fs, s) can be regarded
as a bilinear form on W(π, ψ−1γ ) × V (τ, s) satisfying (5.18). We show how to extend
this form to the whole plane except a finite set of values of q−s.
Let W ∈ W(π, ψ−1γ ), s0 ∈ C and ys0 ∈ V (τ, s0) be given. Take any fs ∈ ξ(τ, hol, s)
satisfying fs0 = ys0 . According to Proposition 5.14 there is Q ∈ C(q−s) such that
Ψ(W,fs, s) = Q(q
−s) for ℜ(s) >> 0. Assuming that q−s0 is not a pole of Q(q−s), we
define Ψ(W,ys0 , s0) = Q(q
−s0). Recall that the set of poles, in q−s, of Q belong to a
finite set depending only on the representations.
To show that this is well-defined, assume gs ∈ ξ(τ, hol, s) also satisfies gs0 = ys0 .
Then Ψ(W, gs, s) = R(q
−s) for R ∈ C(q−s) and we claim Q(q−s0) = R(q−s0). Indeed,
let hs = fs − gs. Then hs0 = 0. Write hs as in (2.4), i.e. hs =
∑m
i=1 Pi · h(i)s with
0 6= Pi ∈ C[q−s, qs], h(i)s = chkiN,vi,s ∈ ξ(τ, std, s) and such that if ki1 = . . . = kic ,
vi1 , . . . , vic are linearly independent. As in the proof of Corollary 5.6, we see that
q−s0 is a common zero of all polynomials P1, . . . , Pm. In detail, let {i1, . . . , ic} be a
maximal set of indices such that ki1 = . . . = kic = ki and put Pij (q
−s0 , qs0) = αj . Then
0 = hs0(ki) = α1vi1 + . . . + αcvic . Since vi1 , . . . , vic are linearly independent, αj = 0
for each j. It follows that Pi = (1 − q−s+s0)Ai with Ai ∈ C[q−s, qs] for each i, whence
hs = (1− q−s+s0)h′s with h′s ∈ ξ(τ, hol, s). Now
Q(q−s)−R(q−s) = Ψ(W,hs, s) = (1− q−s+s0)Ψ(W,h′s, s)
and since the poles of Ψ(W,h′s, s) (in q
−s) belong to a finite set depending only on the
representations, we can assume that q−s0 is not a pole of Ψ(W,h′s, s). Thus Q(q
−s0) =
R(q−s0).
In this manner we may regard Ψ(W,fs, s) as a bilinear form on W(π, ψ−1γ )×V (τ, s),
for all s ∈ C outside finitely many values of q−s, and it still satisfies (5.18). The same
applies to Ψ(W,M∗(τ, s)fs, 1− s), defined first for ℜ(s) << 0.
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Thus for all but a finite number of values of q−s,
Ψ(W,M∗(τ, s)fs, 1− s),Ψ(W,fs, s) ∈
{
BilGl(W(π, ψ−1γ ), V (τ, s)Nn−l,ψ−1γ ) l ≤ n,
BilHn((W(π, ψ−1γ ))N l−n,ψ−1γ , V (τ, s)) l > n.
By Theorem 1.2 these spaces, outside of a finite set of q−s, are at most one-dimensional
(in fact one dimensional, because the meromorphic continuation of Ψ(W,fs, s) is non-
trivial, by Proposition 5.11).
Therefore Ψ(W,fs, s) and Ψ(W,M
∗(τ, s)fs, 1 − s), as functions in C(q−s), are pro-
portional and can be related by a functional equation. Namely, there exists a propor-
tionality factor γ(π × τ, ψ, s) such that for all W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s) =
ξHnQn (τ, hol, s),
γ(π × τ, ψ, s)Ψ(W,fs, s) = c(l, τ, γ, s)Ψ(W,M∗(τ, s)fs, 1− s).(6.1)
Here c(l, τ, γ, s) = ωτ (γ)
−2|γ|−2n(s− 12 ) if n < l and c(l, τ, γ, s) = 1 otherwise.
Note that the γ-factor γ(π × τ, ψ, s) is well-defined by Proposition 5.11. We imme-
diately have γ(π × τ, ψ, s) ∈ C(q−s). Also define γ(π × τ, ψ, s) = 1 if π is the (trivial)
representation of G0 = {1}. Additionally, once (6.1) was established, it also holds for
any fs ∈ ξ(τ, rat, s).
For an irreducible representation τ , the γ-factor does not vanish identically. This
follows from (2.7) and Proposition 5.11. Specifically, takeW and f ′1−s ∈ ξ(τ∗, hol, 1−s)
such that Ψ(W,f ′1−s, 1 − s) ≡ 1 and apply (6.1) to W and fs = M∗(τ∗, 1 − s)f ′1−s ∈
ξ(τ, rat, s).
The factor c(l, τ, γ, s) is included in order to get a compact form for the multiplicativ-
ity properties of γ(π× τ, ψ, s) (see Section 7.1.2). Similarly to the ǫ-factor of [JPSS83],
c(l, τ, γ, s) is related to the character ψγ in the integrals.
The central characters in Theorem 1.4 are introduced by the applications of the
GLk × GLn-functional equations and (2.6). In order to get “clean” multiplicativity
formulas, similar to those satisfied by Shahidi’s γ-factors, we define a normalized γ-
factor Γ(π × τ, ψ, s). This factor is defined only for irreducible representations.
Let π and τ be irreducible representations of Gl and GLn (resp.). We define
Γ(π × τ, ψ, s) = (ωπ(−1)|ρ|s−
1
2 (−1, ρ)γψ(ρ))nωτ (−1)lωτ (2γ)γ(π × τ, ψ, s).
Here ωπ is the central character of π (the center of Gl is finite), (, ) is the (quadratic)
Hilbert symbol of the field F and γψ is the normalized Weil factor associated to ψ,
γψ(·)4 = 1 ([Wei64] Section 14, γψ(a) is γF (a, ψ) in the notation of [Rao93]). If l = 0,
define Γ(π × τ, ψ, s) = 1.
Note that in the split case we assumed |β| = 1 (see Section 2.1), hence |ρ| = |β2| = 1.
Also (−1, x2) = 1 and γψ(x2) = 1 for any x ∈ F ∗. Hence if Gl is split,
Γ(π × τ, ψ, s) = ωπ(−1)nωτ (−1)lωτ (2γ)γ(π × τ, ψ, s).
In order to apply the global arguments and deduce the equality between Γ(π×τ, ψ, s)
and the γ-factor of Shahidi in the quasi-split case (see Section 1.1), we must consider
the following two issues. First, it is necessary to prove Theorem 1.5 also when the split
Gl is defined with respect to J = diag(Il−1,
(
0 1
−ρ 0
)
, Il−1) ·J2l, when ρ ∈ F 2 and |ρ| 6= 0
(in fact, |ρ| ≥ 1 is enough). This is because, as already observed in Section 3.1, this
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group appears as a local component of the global quasi-split group Gl(A). Therefore,
only in Section 6.1.1, the split Gl can be defined with respect to either J2l or J .
Second, it is necessary to show that when l = n = 1 and Gl is quasi-split, Γ(π ×
τ, ψ, s) is equal to γArtin(π × τ, ψ, s) - the Artin γ-factor under the local Langlands
correspondence. As proved in [Kap13c] (Section 6.1), in this case
γ(π × τ, ψ, s) = ωτ (ρ)−1ωτ (−1)γψ(ρ)−1(−1, ρ)|ρ|
1
2
−sωπ(−1)γArtin(π × τ, ψ, s).
This explains the appearance of the Hilbert symbol and Weil factor in the definition of
Γ(π × τ, ψ, s). Indeed, it immediately follows that Γ(π × τ, ψ, s) = γArtin(π × τ, ψ, s).
In the split case such a computation is not required.
Theorems 1.3 and 1.4, proved in Chapter 7, readily imply Theorem 1.5:
Proof of Theorem 1.5. Applying Theorem 1.3 inductively shows γ(π×τ, ψ, s) =∏ai=1 γ(π×
τi, ψ, s). The multiplicativity in τ follows since
Γ(π × τ, ψ, s) =
a∏
i=1
(ωπ(−1)|ρ|s−
1
2 (−1, ρ)γψ(ρ))niωτi(−1)lωτi(2γ)γ(π × τi, ψ, s)
=
a∏
i=1
Γ(π × τi, ψ, s).
Consider the multiplicativity in π. If k = l, Γ(π′ × τ, ψ, s) = 1, otherwise
Γ(π′ × τ, ψ, s) = (ωπ′(−1)|ρ|s−
1
2 (−1, ρ)γψ(ρ))nωτ (−1)l−kωτ (2γ)γ(π′ × τ, ψ, s).
According to Theorem 1.4,
γ(π × τ, ψ, s) =ωσ(−1)nωτ (−1)k[|ρ|−n(s− 12 )ωτ (2γ)−1](6.2)
× γ(π′ × τ, ψ, s)
m∏
i=1
γ(σi × τ, ψ, s)γ(σ∗i × τ, ψ, s).
Here σ denotes a representation of GLk parabolically induced from σ1⊗. . .⊗σm and the
factors in square brackets appear only if k = l (only possible in the split case). The fac-
tor |ρ|··· was omitted in the statement of Theorem 1.4 because we assumed |β| = 1 (see
Chapter 7 after (7.60), the constant cτ,β actually equals c(l, τ, γ, s)ωτ (2γ)|β|2n(s− 12 )).
The computations in Chapter 7 are performed for Gl defined with respect to J2l,ρ,
which is equal to J2l when ρ ∈ F 2. They remain valid for Gl defined with re-
spect to J and ρ ∈ F 2 (J was given before the proof of the theorem), without any
changes except for one case - the proof of (6.2) for k = l > n (Section 7.2.4), where
only minor modifications to the coordinates are needed. Applying (6.2) and because
ωπ(−1) = ωσ(−1)ωπ′(−1),
Γ(π × τ, ψ, s) =(ωπ′(−1)|ρ|s−
1
2 (−1, ρ)γψ(ρ))nωτ (−1)l−kωτ (2γ)[|ρ|−n(s−
1
2
)ωτ (2γ)
−1]
× γ(π′ × τ, ψ, s)
m∏
i=1
γ(σi × τ, ψ, s)γ(σ∗i × τ, ψ, s)
=Γ(π′ × τ, ψ, s)
m∏
i=1
γ(σi × τ, ψ, s)γ(σ∗i × τ, ψ, s).
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Here we used the fact that if k = l, evidently ρ ∈ F 2 whence (−1, ρ) = γψ(ρ) = 1. 
We also have the following claim, proving that Γ(π×τ, ψ, s) is identical with Shahidi’s
γ-factor in the unramified case.
Claim 6.1. Let π and τ be irreducible unramified representations. Assume that all
data are unramified (see Section 3.2.1). Then
Γ(π × τ, ψ, s) = γ(π × τ, ψ, s) = L(π × τ
∗, 1− s)
L(π × τ, s) .
Proof of Claim 6.1. When π and τ are irreducible and unramified, Γ(π × τ, ψ, s) =
γ(π × τ, ψ, s). Let W ∈ W(π, ψ−1γ ), fs ∈ ξ(τ, std, s) and f ′1−s ∈ ξ(τ∗, std, 1− s) be the
normalized unramified elements. That is, W is right-invariant by KGl , W (1) = 1, fs
and f ′1−s are right-invariant by KHn , fs(1, 1) = f
′
1−s(1, 1) = 1. Then
M∗(τ, s)fs =
L(τ∗, Sym2, 2− 2s)
L(τ, Sym2, 2s− 1) M(τ, s)fs
=
L(τ∗, Sym2, 2− 2s)
L(τ, Sym2, 2s− 1)
L(τ, Sym2, 2s − 1)
L(τ, Sym2, 2s)
f ′1−s.
The first equality follows from (2.8) and Shahidi [Sha90] (Theorem 3.5), for the second
equality see e.g. Gelbart and Piatetski-Shapiro [GPSR87] (Section 13). Now the result
follows from Theorem 1.1 when we plug W and fs into (6.1). Note that c(l, τ, γ, s) = 1
since |γ| = 1 (γ ∈ O∗ by our assumption) and ωτ |O∗ ≡ 1. Also γψ|O∗ ≡ 1 and
(, )|O∗×O∗ ≡ 1. 
Remark 6.1. In the split case Claim 6.1 follows immediately from Theorem 1.5, (2.19)
and the computation of the GLk ×GLn integrals with unramified data in [JS81].
Remark 6.2. One can define Γ(π × τ, ψ, s) in a different, more cumbersome way. Let
π and τ be irreducible representations of Gl and GLn (resp.). There is an irreducible
supercuspidal representation η1 ⊗ . . . ⊗ ηb ⊗ π′0 of GLj1 × . . . × GLjb × Gl−k0 , where
k0 = j1+. . .+jb (0 ≤ k0 ≤ l), such that π is a quotient of a representation parabolically
induced from η1 ⊗ . . .⊗ ηb ⊗ π′0. Put σ0 = Ind
GLk0
Pj1,...,jb
(η1 ⊗ . . .⊗ ηb). One can define
Γ′(π × τ, ψ, s) = ωσ0(−1)nωτ (−1)k0 [ωτ (2γ)]γ(π × τ, ψ, s).
Here ωτ (2γ) appears only if k0 = l. In the trivial case of a representation π of G0 put
Γ′(π × τ, ψ, s) = 1. Note that if k0 = 0 (i.e. π = π′0), Γ′(π × τ, ψ, s) = γ(π × τ, ψ, s).
We show that Γ′(π×τ, ψ, s) is well-defined. Indeed, the representation η1⊗. . .⊗ηb⊗π′0
exists and is unique up to conjugation by some Weyl element ([BZ77] Section 2). Let
θ1 ⊗ . . . ⊗ θc ⊗ θ′ be an irreducible supercuspidal representation, where each θi is a
representation of GLmi and θ
′ is a representation of Gl−j (0 ≤ j ≤ l). Assume that π
is a quotient of a representation parabolically induced from θ1 ⊗ . . . ⊗ θc ⊗ θ′. Denote
by η a representation parabolically induced from θ1⊗ . . .⊗ θc such that π is a quotient
of a representation parabolically induced from η ⊗ θ′. Then j = k0, c = b and up to
a change of indices, for each i the representation θi is isomorphic to ηi or η˜i, whence
ωη(−1) = ωσ0(−1).
The proof of Theorem 1.5 for Γ′(π× τ, ψ, s) now proceeds as follows. Assume that τ
is an irreducible quotient of a representation, parabolically induced from an irreducible
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representation τ1 ⊗ . . . ⊗ τa, as in the statement of the theorem. For brevity, we drop
ψ and s from the notation of the γ-factors. Applying Theorem 1.3 inductively shows
γ(π × τ) =∏ai=1 γ(π × τi) and we get
Γ′(π × τ) =
a∏
i=1
ωσ0(−1)niωτi(−1)k0 [ωτi(2γ)]γ(π × τi) =
a∏
i=1
Γ′(π × τi).
Now assume that π is an irreducible quotient of a representation, parabolically in-
duced from an irreducible representation σ1 ⊗ . . . ⊗ σm ⊗ π′, with k < l (π′ is an irre-
ducible representation of Gl−k). We can assume that π is a quotient of Ind
Gl
Pk
(σ ⊗ π′),
where σ is a representation of GLk parabolically induced from σ1 ⊗ . . . ⊗ σm.
In general denote S[ε] = θ if ε is a quotient of a representation parabolically induced
from an irreducible supercuspidal representation θ. If S[εi] = θi for i = 1, 2 and ε is
a quotient of a representation parabolically induced from ε1 ⊗ ε2, S[ε] = θ1 ⊗ θ2 (use
[BZ77] 1.9 (a), (g) and (c)).
Assume
S[σ] = θ1 ⊗ . . . ⊗ θc, S[π′] = θc+1 ⊗ . . .⊗ θc+d ⊗ θ′,
where each θi is a representation of GLmi and θ
′ is a representation of Gl−k−j, 0 ≤ j ≤
l − k. Then
S[π] = θ1 ⊗ . . .⊗ θc+d ⊗ θ′.
Since also S[π] = η1⊗. . .⊗ηb⊗π′0, as above we get k = k0−j (because l−k−j = l−k0),
c+ d = b and up to a change of order, each θi is isomorphic to ηi or η˜i. Hence k ≤ k0
and if η is a representation of GLk0−k parabolically induced from θc+1 ⊗ . . . ⊗ θc+d,
ωσ0(−1) = ωσ(−1)ωη(−1).
According to the definition,
Γ′(π′ × τ) = ωη(−1)nωτ (−1)k0−k[ωτ (2γ)]γ(π′ × τ),
where ωτ (2γ) appears only if k0 − k = l − k, i.e. if k0 = l. Next, since π is a quotient
of IndGlPk(σ ⊗ π′), Theorem 1.4 yields
γ(π × τ) = ωσ(−1)nωτ (−1)kγ(σ × τ)γ(π′ × τ)γ(σ∗ × τ).
Thus
Γ′(π × τ) = ωσ0⊗σ(−1)nωτ (−1)k0+k[ωτ (2γ)]γ(σ × τ)γ(π′ × τ)γ(σ∗ × τ)
= γ(σ × τ)Γ′(π′ × τ)γ(σ∗ × τ).
If k = l, by looking at S[σ] and S[π] we get k0 = l and ωσ0(−1) = ωσ(−1), therefore
γ(π × τ) = ωσ(−1)nωτ (−1)lωτ (2γ)−1γ(σ × τ)γ(σ∗ × τ),
Γ′(π × τ) = ωσ(−1)2nωτ (−1)2lγ(σ × τ)γ(σ∗ × τ) = γ(σ × τ)Γ′(π′ × τ)γ(σ∗ × τ).
Since according to [JPSS83] (Theorem 3.1), γ(σ×τ) =∏mi=1 γ(σi×τ) and γ(σ∗×τ) =∏m
i=1 γ(σ
∗
i × τ), this completes the proof of Theorem 1.5 for Γ′(π × τ, ψ, s).
One minor error in the definition of Γ′(π × τ, ψ, s) is that if l = n = 1 and Gl is
quasi-split, it is not equal to γArtin(π×τ, ψ, s). Hence in the quasi-split case, the global
arguments do not give an equality between Γ′(π × τ, ψ, s) and the γ-factor of Shahidi.
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Also in the split case if one drops the assumption |β| = 1, the definition of Γ′(π×τ, ψ, s)
is imprecise. The definition of Γ′(π × τ, ψ, s) will not be used here.
6.1.2. The g.c.d. and ǫ-factor
In this section we assume that τ is irreducible, the g.c.d. is defined only for an irre-
ducible τ (see Remark 6.3 below).
As explained in Section 2.8, Jacquet, Piatetski-Shapiro and Shalika [JPSS83] defined
the L-factor as a g.c.d. of the integrals. We adapt their approach to our setting, using
the idea of Piatetski-Shapiro and Rallis [PSR86, PSR87] (see also [Ike92, HKS96]).
Namely, we define a g.c.d. for integrals with good sections. Let
ξHnQn (τ, good, s) = ξ
Hn
Qn
(τ, hol, s) ∪M∗(τ∗, 1− s)ξHnQn (τ∗, hol, 1 − s)
be the set of good sections, i.e., either holomorphic sections or the images of such under
the normalized intertwining operator. Set ξ(τ, good, s) = ξHnQn (τ, good, s). According to
equality (2.7) (which is valid for an irreducible τ),
M∗(τ, s)ξ(τ, good, s) = ξ(τ∗, good, 1 − s).
That is, the intertwining operator M∗(τ, s) is a bijection of good sections.
According to Proposition 5.14, the integral Ψ(W,fs, s) where W ∈ W(π, ψ−1γ ) and
fs ∈ ξ(τ, good, s), extends to Q ∈ C(q−s). The right half-plane where Ψ(W,fs, s) =
Q(q−s) and the finite set of possible poles of Q depend only on the representations (see
the discussion after the proposition).
The integrals Ψ(W,fs, s) where W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, good, s), regarded
by meromorphic continuation as elements of C(q−s), span a fractional ideal Iπ×τ (s)
of C[q−s, qs] which contains the constant 1 (see Proposition 5.11). Hence, it admits
a unique generator in the form P (q−s)−1, with P ∈ C[X] such that P (0) = 1. This
generator is what we call the g.c.d. of the integrals Ψ(W,fs, s). Denote gcd(π× τ, s) =
P (q−s)−1. Here the character ψ of the field, used to define the Whittaker models and
the character of Rl,n, is absent. In Corollary 6.7 below we show that the g.c.d. is
indeed independent of ψ.
In case π is a representation of G0 we define gcd(π × τ, s) = 1.
By the one-dimensionality results described in Section 6.1.1, the quotients
Ψ(W,fs, s)
gcd(π × τ, s) ,
Ψ(W,M∗(τ, s)fs, 1− s)
gcd(π × τ∗, 1− s) (fs ∈ ξ(τ, good, s))
which by definition belong to C[q−s, qs] are proportional. There exists a proportionality
factor ǫ(π × τ, ψ, s) satisfying for all W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, good, s),
Ψ(W,M∗(τ, s)fs, 1− s)
gcd(π × τ∗, 1− s) = c(l, τ, γ, s)
−1ǫ(π × τ, ψ, s) Ψ(W,fs, s)
gcd(π × τ, s) .(6.3)
This is our functional equation for π × τ .
Combining (6.1) and (6.3) we derive a relation similar to (2.19),
γ(π × τ, ψ, s) = ǫ(π × τ, ψ, s)gcd(π × τ
∗, 1 − s)
gcd(π × τ, s) .(6.4)
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Equality (6.4) resembles the relation between the γ, L and ǫ-factors of Shahidi [Sha90],
where the g.c.d. is replaced by the L-function. By Shahidi’s definitions, when π and τ
are standard modules, the γ-factor and L-function are multiplicative in their inducing
data, hence so is the ǫ-factor. Here γ(π × τ, ψ, s) is multiplicative, but in order to
deduce this for ǫ(π × τ, ψ, s) we still need to establish proper multiplicative properties
for the g.c.d. Currently this task seems difficult.
Another fundamental property of the ǫ-factor, is that it is invertible.
Claim 6.2. ǫ(π × τ, ψ, s) ∈ C[q−s, qs]∗.
Proof of Claim 6.2. A priori ǫ(π × τ, ψ, s) ∈ C(q−s). Take Wi and f (i)s ∈ ξ(τ, good, s),
i = 1, . . . , k, such that
gcd(π × τ, s) =
k∑
i=1
Ψ(Wi, f
(i)
s , s).
Plugging Wi, f
(i)
s into (6.3) and summing, we get ǫ(π× τ, ψ, s) ∈ C[q−s, qs]. According
to the definition of ǫ(π × τ∗, ψ, 1 − s),
Ψ(W,M∗(τ∗, 1− s)M∗(τ, s)fs, s)
gcd(π × τ, s)
= c(l, τ∗, γ, 1− s)−1ǫ(π × τ∗, ψ, 1 − s)Ψ(W,M
∗(τ, s)fs, 1− s)
gcd(π × τ∗, 1− s) .
Using (2.7) and (6.3) on the left-hand side, and since c(l, τ, γ, s)c(l, τ∗ , γ, 1− s) = 1,
Ψ(W,M∗(τ, s)fs, 1− s)
gcd(π × τ∗, 1− s) = ǫ(π × τ, ψ, s)ǫ(π × τ
∗, ψ, 1 − s)Ψ(W,M
∗(τ, s)fs, 1 − s)
gcd(π × τ∗, 1− s) .
Since the left-hand side is not identically zero (because τ is irreducible), ǫ(π×τ, ψ, s)ǫ(π×
τ∗, ψ, 1 − s) = 1, whence ǫ(π × τ, ψ, s) is a unit. 
As we have seen in this section, the g.c.d. definition using good sections is natural in
the sense that it immediately implies three expected fundamental results: a standard
functional equation (6.3), a standard identity for the γ-factor (6.4) and an invertible
ǫ-factor. In Section 6.4 we discuss a preliminary (unsuccessful) attempt to define the
g.c.d. using only holomorphic sections and provide the background for the method of
good sections.
Remark 6.3. The fact that τ is irreducible is needed for (2.7). In the absence of (2.7)
the left-hand side of (6.3) might not be a polynomial. In turn, the ǫ-factor might not
be invertible.
6.2. The integral for a good section
When describing the integral Ψ(W,fs, s) for a good section fs, it is often convenient to
assume that fs is holomorphic or even standard.
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Proposition 6.3. For any fs ∈ ξ(τ, good, s) there exist Pi ∈ C[q−s, qs], f (i)s ∈ ξ(τ, std, s)
such that
Ψ(W,fs, s) = ℓτ∗(1− s)
k∑
i=1
PiΨ(W,f
(i)
s , s).
If fs ∈ ξ(τ, hol, s), the factor ℓτ∗(1 − s) may be dropped. This is an equality of inte-
grals defined for ℜ(s) >> 0, hence also an equality in C(q−s) between meromorphic
continuations.
Proof of Proposition 6.3. Let Q ∈ C(q−s). Taking s with ℜ(s) large enough, depending
only on the representations and the poles of Q, the integral defined at s is a bilinear
form and also Ψ(W,Qfs, s) = QΨ(W,fs, s). Now the proposition follows from the
rationality of the intertwining operator (see Section 2.7.1). 
6.3. The g.c.d. for supercuspidal representations
Assume that π and τ are supercuspidal representations. In Corollary 5.10 we proved
that Ψ(W,fs, s) is holomorphic for fs ∈ ξ(τ, hol, s). This corollary together with Propo-
sition 6.3 immediately imply the following result for the g.c.d.
Corollary 6.4. Let π be a supercuspidal representation and τ be an irreducible super-
cuspidal representation. Assume that if l = n = 1, G1 is quasi-split. Then gcd(π ×
τ, s) ∈ ℓτ∗(1− s)C[q−s, qs].
If π and τ are irreducible unitary supercuspidal representations (in particular, tem-
pered), Theorem 1.6 will imply gcd(π × τ, s) = L(π × τ, s), then Corollary 6.4 shows
that L(π × τ, s)−1 divides L(τ, Sym2, 2s)−1, since ℓτ∗(1 − s) = L(τ, Sym2, 2s) (see
Section 2.7.1).
6.4. The motivation underlying good sections
One of the basic properties required of the integrals is meromorphic continuation to
functions in C(q−s). Therefore the largest reasonable set of sections to consider would
be rational sections, i.e., elements of ξ(τ, rat, s). We are looking for poles of the integrals
rather than superfluous poles introduced by sections, hence we try to be conservative
in our usage of rational sections. Indeed, it will have been best to use just standard
sections. However, the space of standard sections is not closed for right-translations by
Hn, so a minimal set of sections to start with would be holomorphic sections.
The first attempt to define a g.c.d. in our setting is to consider the fractional
ideal spanned by Ψ(W,fs, s) with fs ∈ ξ(τ, hol, s). This definition does not fit well
in the functional equation. If only holomorphic sections were used, the ratio gcd(π ×
τ∗, 1−s)−1Ψ(W,M∗(τ, s)fs, 1−s) might not be a polynomial, becauseM∗(τ, s)fs is not
necessarily a holomorphic section. In turn the ǫ-factor might not be an exponential.
Moreover, there is an intrinsic problem with considering only holomorphic sections.
Recall that one of our goals is to relate the g.c.d. to the L-function (see Chapter 1).
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Assume that π and τ are irreducible supercuspidal. Then as we have seen in Corol-
lary 5.10 (granted that either l > 1, n > 1 or Gl is quasi-split), for fs ∈ ξ(τ, hol, s),
Ψ(W,fs, s) is holomorphic so the g.c.d. of the integrals is 1. However, the Langlands
L-function L(π × τ, s) may have a pole. To see this consider the local functorial lift
of π to GL2l (see e.g. [Cog03]). This gives an irreducible self-dual representation Π of
GL2l such that L(π× τ, s) = L(Π× τ, s). If Π is also supercuspidal, taking n = 2l and
τ = Π we get L(π × τ, s) = L(Π×Π, s), which has a pole at s = 0.
Piatetski-Shapiro and Rallis [PSR86, PSR87] studied a (global) Rankin-Selberg con-
struction for an automorphic cuspidal representation π of GL2(AK)
◦ = {g ∈ GL2(AK) :
det(g) ∈ K∗}, where K is a semi-simple commutative algebra of degree 3 over a number
field K and AK is the Adele ring of K. Their global integral represented the Langlands
global L-function L(π, σ, s), where σ is a certain representation of the Langlands L-
group of GL2(AK)
◦ in C2 ⊗ C2 ⊗ C2. Let S∞ be the set of infinite primes and let
S ⊃ S∞ be a finite set of primes such that for ν /∈ S all data are unramified. They de-
fined the partial L-function LS(π, σ, s) =
∏
ν /∈S Lν(πν , σν , s). Each factor Lν(πν , σν , s)
(ν /∈ S) was defined using the Satake Isomorphism Theorem. Piatetski-Shapiro and
Rallis proved that LS(π, σ, s) has a meromorphic continuation with a finite number of
poles and found the possible locations of the poles. In order to extend their results to
LS∞(π, σ, s), a definition of Lν(πν , σν , s) at the ramified primes was needed. To accom-
plish this they introduced the notion of good sections mentioned above, and defined
Lν(πν , σν , s) as the unique (normalized) generator of the fractional ideal spanned by
the local integrals with good sections (i.e., the g.c.d.). This led to a functional equation
in the form (6.3), with an ǫ-factor. They also concluded a global functional equation
for LS∞(π, σ, s).
Ikeda [Ike92] extended the work of Piatetski-Shapiro and Rallis [PSR87] and analyzed
the poles of the global L-function L(π, σ, s). He also studied the poles of the local L-
functions. For the finite unramified case he showed that the g.c.d. definition coincides
with the definition based on the Satake parameterization. We note that the definition
of good sections used by Ikeda is somewhat different from [PSR87]. In [Ike99], Ikeda
studied the g.c.d. for the Archimedean case and, for a specific class of representations,
related it to the standard L-function.
The method of good sections has also been applied by Harris, Kudla and Sweet
[HKS96], in the context of the local theta correspondence between unitary groups, in
order to define ǫ-factors using the doubling method.
Although the actual definition of good sections varies to some extent among the
studies mentioned above, there are essential properties of such a set that are common
to all. Firstly, it is stable under the normalized intertwining operator, i.e., the operator
is a bijection of good sections. Secondly, it contains the holomorphic sections, required
in order for the integrals to span a fractional ideal.
The idea of using good sections instead of just holomorphic sections addresses the
lack of symmetry in the functional equation. SinceM∗(τ, s)ξ(τ, good, s) = ξ(τ∗, good, 1−
s), both sides of the equation are polynomials. The g.c.d. may contain poles originating
from the intertwining operator. Then ǫ(π×τ, ψ, s) is seen to be invertible. We are also in
a better position to confront the scenario of supercuspidal representations π and τ = Π
illustrated above, since now Ψ(W,fs, s) for a good section fs may not be holomorphic, so
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gcd(π×Π, s) may contain poles. In fact as explained in Section 6.3 (see Corollary 6.4),
gcd(π×Π, s)−1 divides L(Π, Sym2, 2s)−1. Also L(Π×Π, s) = L(Π, Sym2, s)L(Π,Λ2, s)
(Λ2 - the antisymmetric square representation) and the pole at s = 0 of L(Π×Π, s) is
expected to appear in L(Π, Sym2, s), so gcd(π × Π, s) and L(π × Π, s) = L(Π × Π, s)
may coincide. Of course, Corollary 1.3 will imply gcd(π × Π, s) = L(π × Π, s) in this
setting.
6.5. The g.c.d. is independent of ψ
We discuss the dependence of Iπ×τ (s) on the character used to define the Whittaker
modelW(π, ψ−1γ ). The character ψγ of UGl was given in Section 5.1. Any character ψ′ of
UGl in the TGl-orbit of ψγ is in the form
tψγ for some t ∈ TGl , where tψγ(u) = ψγ(tut−1).
Replacing ψγ with
tψγ entails replacing the character in W(τ, ψ), the embedding of Gl
in Hn for l ≤ n (or the embedding Hn < Gl when l > n) and the character of Rl,n
(for l < n). The following propositions detail the invariancy of Iπ×τ (s) under such a
change.
We start with the case l ≤ n. Write t = ax ∈ TGl for a ∈ Al−1, x ∈ G1. Decompose
the image of x in H1, x = diag(mx, 1,m
−1
x )zx where zx ∈ UH1KH1 . Also let b ∈ An−l
(if l < n). Set d = diag(a,mx, b), d
′ = diag(b∗, a,mx) ∈ An. We have,
Proposition 6.5. For l ≤ n, let Iπ×τ (s)t,zx,b be the fractional ideal spanned by Ψ(W,fs, s)
with W ∈ W(π, tψ−1γ ), τ realized in W(τ, dψ) and
[g]EHn = diag(In−l, zxM
−1[g]E ′
Gl
Mz−1x , In−l),
where M is defined in Section 2.1.1. If l < n, the character of Rl,n is given by
d′ψγ .
Then Iπ×τ (s)t,zx,b = Iπ×τ (s).
Proof of Proposition 6.5. The proof follows the arguments of Soudry [Sou93] (Sec-
tion 10). If W ∈ W(π, ψ−1γ ), the function g 7→W (tg) belongs to W(π, tψ−1γ ). Similarly
for τ realized in W(τ, ψ) and fs ∈ V (τ, s), the mapping y 7→ fs(h, dy) lies in W(τ, dψ).
Then I ′π×τ (s) is spanned by integrals of the formˆ
UGl\Gl
ˆ
Rl,n
W (tg)fs(wl,nr(
z−1x g), d)d
′
ψγ(r)drdg,
with W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, good, s). Note that as input to fs, g is written
according to our usual embedding (i.e., g = diag(In−l,M
−1[g]E ′
Gl
M, In−l)). We may
move d to the first argument of fs and conjugate it by wl,n, it normalizes Rl,n and the
integral becomes
C(d)
ˆ
UGl\Gl
ˆ
Rl,n
W (tg)fs(wl,nr(
wl,nd)(z
−1
x g), 1)ψγ (r)drdg.
Here C(d) ∈ C[q−s, qs]∗ is a function of d. Changing g 7→ t−1gt in the integral yields,
for some C ′(t) ∈ C∗,
C(d)C ′(t)
ˆ
UGl\Gl
ˆ
Rl,n
t ·W (g)(wl,nd) · fs(wl,nrg, 1)ψγ(r)drdg,
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which is just C(d)C ′(t)Ψ(t ·W,wl,nd · fs, s) ∈ Iπ×τ (s). 
Now consider the case l > n. Write t = diag(b, a, x, a∗ , b∗) ∈ TGl where b ∈ An,
a ∈ Al−n−1 and x ∈ G1. Then we show,
Proposition 6.6. For l > n, let Iπ×τ (s)t,x,b be the fractional ideal spanned by Ψ(W,fs, s)
with W ∈ W(π, tψ−1γ ), τ realized in W(τ, bψ) and
[h]EGl = diag(Il−n−1, x
−1M−1[h]E ′
Hn
Mx, Il−n−1).
Here M is the matrix defined in Section 2.1.2. Then Iπ×τ (s)t,x,b = Iπ×τ (s).
Proof of Proposition 6.6. Let W ∈ W(π, ψ−1γ ), fs ∈ ξ(τ, good, s). As in the case l ≤ n,
for suitable C(t), C ′(t) ∈ C[q−s, qs]∗,ˆ
UHn\Hn
ˆ
Rl,n
W (trwl,n(xh))fs(h, b)drdh
= C(t)
ˆ
UHn\Hn
ˆ
Rl,n
W (rwl,n(w
l,n
t)(xh))fs(bh, 1)drdh
= C ′(t)
ˆ
UHn\Hn
ˆ
Rl,n
wl,nt ·W (rwl,nh)b · fs(h, 1)drdh.
Here as input to W , h = diag(Il−n−1,M
−1[h]E ′
Hn
M, Il−n−1). The result follows from
this. 
Recall that we have a fixed nontrivial unitary additive character ψ of the field,
used to define the characters of the Whittaker models and Rl,n. As a corollary to
the propositions above, we show that the g.c.d. is independent of ψ. Any other such
character ψ′ takes the form ψ′(x) = ψ(cx) for some c 6= 0. Changing ψ effectively
changes W(π, ψ−1γ ), W(τ, ψ) and the character ψγ of Rl,n (for l < n).
Corollary 6.7. Let I ′π×τ (s) be the fractional ideal spanned by the integrals Ψ(W,fs, s)
with the character ψ in the construction replaced by ψ′. Then I ′π×τ (s) = Iπ×τ (s).
Proof of Corollary 6.7. Assume ψ′(x) = ψ(cx). If l ≤ n we apply Proposition 6.5
with a = diag(cl−1, . . . , c2, c), t = diag(a, I2, a
∗), b = diag(c−1, c−2, . . . , c−(n−l)), d =
diag(a, 1, b) and d′ = diag(b∗, a, 1).
In the case l > n, use Proposition 6.6 with a = diag(cl−n−1, . . . , c2, c),
b = diag(cl−1, cl−2, . . . , cl−n) and t = diag(b, a, I2, a
∗, b∗). 
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Chapter 7
MULTIPLICATIVITY OF THE γ-FACTOR
In this chapter we prove that the γ-factor γ(π×τ, ψ, s) is multiplicative in both variables
π and τ .
7.1. Multiplicativity in the second variable
7.1.1. Outline of the proof
Let π be a representation of Gl. We prove Theorem 1.3, namely if τ is a quotient of
IndGLnPn1,n2
(τ1 ⊗ τ2),
γ(π × τ, ψ, s) = γ(π × τ1, ψ, s)γ(π × τ2, ψ, s).(7.1)
We prove the theorem for τ = IndGLnPn1,n2
(τ1 ⊗ τ2). The case where τ is a quotient of
this representation follows immediately, because we can replace the Whittaker model
of τ with the Whittaker model of IndGLnPn1,n2
(τ1 ⊗ τ2).
The proof is divided into five cases, in each we apply three functional equations: for
π × τ2, τ1 × τ2 and π × τ1, in this order. The form of the first equation depends on
whether l ≤ n2 or l > n2, since this determines the form of the integral for π × τ2.
Then we apply Shahidi’s functional equation (2.9). Next we have two cases again,
according to the form of the integral for π × τ1. Altogether these are four cases which
we handle when l ≤ n, the last case is when l > n. The final step is to use (2.10) in
order to combine the applications of three intertwining operators, each emerging from
the respective equation, into one operator M∗(τ, s).
The arguments involve two essentially different types of passages between integrals.
One occurs between integrals which have a common domain of absolute convergence,
the other when the integrals converge in possibly disjoint domains.
7.1.2. Twisting the embedding and the mysterious c(l, τ, γ, s)
Throughout the proof we will obtain integrals Ψ(W,fs, s) where the embedding Gl <
Hn (or Hn < Gl) is “twisted” by some element. The twisted embedding still preserves
the character ψγ of Nn−l (or N
l−n, when l > n) used to define the original embedding
but the actual basis changes. We describe these twists here for later reference.
In general let A be a group and B < A a subgroup. For a function f defined on B
and a ∈ A which normalizes B, define fa by fa(b) = f(ab), i.e. fa = a · λ(a)f .
For k1, k2 ≥ 1 set
bk1,k2 = diag(Ik1 , (−1)k2 , Ik1) ∈ GL2k1+1.
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Let τ be a representation of GLn and let k ≥ 1. Let fs ∈ ξ(τ, std, s). Since bn,k
commutes with the elements of Mn and normalizes Un and KHn , f
bn,k
s ∈ ξ(τ, std, s).
It follows that the mapping fs 7→ f bn,ks takes holomorphic sections to holomorphic
sections. If g ∈ Gl is regarded as an element of Hn (assuming l ≤ n), bn,kg still
stabilizes eγ and in fact this conjugation corresponds to multiplying the matrix M of
Section 2.1.1 on the right by bl,k. Because
bn,kRl,n = Rl,n and bn,k stabilizes ψγ ,
Ψ(W,f
bn,k
s , s) =
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
fs(wl,nr(
bn,kg), 1)ψγ (r)drdg.(7.2)
In addition M∗(τ, s)f
bn,k
s = (M∗(τ, s)fs)
bn,k .
Let ǫ = (−1)n−l. For k ≥ 1 put
tk = diag(ǫγ
−1Ik, 1, ǫγIk) ∈ Hk.
Then for fs ∈ ξ(τ, hol, s), f tns = ωτ (ǫγ)|γ|n(
1
2
n+s− 1
2
)tn · fs ∈ ξ(τ, hol, s). If |γ| 6= 1,
it is possible that for a standard section fs, f
tn
s is not a standard section. For fs ∈
ξ(τ, hol, s),
Ψ(W,f tns , s) = ωτ (ǫγ)|γ|n(
1
2
n+s− 1
2
)Ψ(W, tn · fs, s).
Using the definition of M∗(τ, s) (see Section 2.7.1),
M∗(τ, s)λ(tn)fs = ωτ (γ)
2|γ|2n(s− 12 )λ(tn)M∗(τ, s)fs.
Therefore
M∗(τ, s)f tns = ωτ (γ)
2|γ|2n(s− 12 )(M∗(τ, s)fs)tn .(7.3)
Note that when n < l, the normalization factor on the right-hand side is just c(l, τ, γ, s)−1.
In the course of the proof whenever ni < l ≤ n and we form a Gl × GLni integral for
π × τi, the argument h ∈ UHni\Hni of the section corresponding to the representation
induced from τi will be twisted by tni , introducing the factor c(l, τi, γ, s) (see the proof
of Claim 7.5).
7.1.3. The basic identity
We use the realization of τ described in Section 5.7.1, i.e., replace τ with ε, fix ζ with
ℜ(ζ) >> 0 and realize the space ξ(ε1 ⊗ ε2, std, (s, s)) by extending functions of the
space of Ind
KHn
Qn1∩KHn
(ε1 ⊗ Ind
KHn2
Qn2∩KHn2
(ε2)).
For W ∈ W(π, ψ−1γ ) and ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s)), by Corollary 5.18 we have
Ψ(W,ϕs, s) = Ψ(W, f̂ϕs , s) in C(q
−s). Additionally, Claim 5.17 implies that for ℜ(s) <<
0, Ψ(W,M∗(ε, s)ϕs, 1 − s) = Ψ(W, f̂M∗(ε,s)ϕs , 1 − s). Since by Claim 2.4, f̂M∗(ε,s)ϕs =
M∗(ε, s)f̂ϕs , Ψ(W,M
∗(ε, s)ϕs, 1−s) = Ψ(W,M∗(ε, s)f̂ϕs , 1−s). Therefore Ψ(W,M∗(ε, s)ϕs, 1−
s) also extends to a function in C(q−s) and the last equality holds in C(q−s).
In Sections 7.1.4-7.1.8 we prove that for all W ∈ W(π, ψ−1γ ) and ϕs ∈ ξ(ε1 ⊗
ε2, hol, (s, s)), in C(q
−s),
γ(π × ε1, ψ, s)γ(π × ε2, ψ, s)Ψ(W,ϕs, s) = c(l, ε, γ, s)Ψ(W,M∗(ε, s)ϕs, 1− s).(7.4)
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Let fs = f̂ϕs ∈ ξ(W(ε, ψ), hol, s) be defined by (5.19). It follows that
γ(π × ε1, ψ, s)γ(π × ε2, ψ, s)Ψ(W,fs, s) = c(l, ε, γ, s)Ψ(W,M∗(ε, s)fs, 1− s)
and according to the definitions,
γ(π × τ1, ψ, s + ζ)γ(π × τ2, ψ, s − ζ)Ψ(W,fs, s) = c(l, ε, γ, s)Ψ(W,M∗(ε, s)fs, 1− s).
Hence for all ℜ(ζ) >> 0,
γ(π × τ1, ψ, s + ζ)γ(π × τ2, ψ, s − ζ) = γ(π × ε, ψ, s).(7.5)
Finally we claim,
Claim 7.1. γ(π × ε, ψ, s) ∈ C(q−ζ , q−s).
This means that (7.5) holds for all ζ and (7.1) follows immediately by putting ζ = 0.
Proof of Claim 7.1. Let W ∈ W(π, ψ−1γ ) and ϕζ,s ∈ ξ(τ1 ⊗ τ2, hol, (s + ζ, s − ζ)). For
any fixed ζ, ϕζ,s ∈ ξ(ε1 ⊗ ε2, hol, (s, s)). Since M∗(ε, s) is the composition of
M∗(ε2, s) =M
∗(τ2, s− ζ),
M∗(ε1 ⊗ ε∗2, (s, 1− s)) =M∗(τ1 ⊗ τ∗2 , (s+ ζ, 1− s+ ζ)),
M∗(ε1, s) =M
∗(τ1, s+ ζ)
(see (2.10)), we have M∗(ε, s)ϕζ,s ∈ ξ(τ∗2 ⊗ τ∗1 , rat, (1 − s + ζ, 1 − s − ζ)). In partic-
ular, M∗(ε, s)ϕζ,s is defined for any ζ and if we fix ζ, M
∗(ε, s)f̂ϕζ,s = f̂M∗(ε,s)ϕζ,s ∈
ξ(W(ε∗, ψ), rat, 1 − s) is also defined. Now from (6.1), for any fixed ζ,
γ(π × ε, ψ, s)Ψ(W, f̂ϕζ,s , s) = c(l, ε, γ, s)Ψ(W,M∗(ε, s)f̂ϕζ,s , 1− s).
TakeW and ϕζ,s according to Proposition 5.21. Then for all ζ and s, Ψ(W, f̂ϕζ,s , s) =
1. Hence for any fixed ζ,
γ(π × ε, ψ, s) = c(l, ε, γ, s)Ψ(W,M∗(ε, s)f̂ϕζ,s , 1− s).
Let C ⊂ C be a compact set. We will show that there is QC ∈ C(q−ζ , q−s) such
that Ψ(W,M∗(ε, s)f̂ϕζ,s , 1 − s) = QC(q−ζ , q−s) for all ζ ∈ C and s in a left half-plane
depending on C. Since C is arbitrary, it follows that there is Q ∈ C(q−ζ , q−s) such that
for all complex ζ, and s in a left half-plane depending on ζ, Ψ(W,M∗(ε, s)f̂ϕζ,s , 1−s) =
Q(q−ζ , q−s). Thus for all ζ ∈ C, γ(π × ε, ψ, s) = c(l, ε, γ, s)Q. In addition c(l, ε, γ, s) ∈
C[q∓ζ , q∓s]∗, because if l > n, c(l, ε, γ, s) = |γ|2ζ(n2−n1)c(l, τ, γ, s). Therefore γ(π ×
τ, ψ, s) ∈ C(q−ζ , q−s).
As explained in Section 5.7.3, there is a constant sC depending only on C, π and τ ,
such that in a domain D1 = {ζ, s : ζ ∈ C,ℜ(s) < SC}, Ψ(W, θ1−s, 1 − s) is absolutely
convergent for any W and θ1−s ∈ V HnQn (W(ε∗, ψ), 1 − s).
Write M∗(ε, s)ϕζ,s = ℓε(s)
∑m
i=1 Piϕ
(i)
ζ,s where Pi ∈ C[q∓ζ , q∓s] and ϕ(i)ζ,s ∈ ξ(τ∗2 ⊗
τ∗1 , std, (1 − s + ζ, 1 − s − ζ)). For any fixed ζ ∈ C the meromorphic continuation of
Ψ(W,M∗(ε, s)f̂ϕζ,s , 1−s) is equal to the meromorphic continuation of
∑m
i=1 ℓε(s)PiΨ(W, f̂ϕ(i)
ζ,s
, 1−
s).
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According to Claim 5.22, we can write Ψ(W, f̂
ϕ
(i)
ζ,s
, 1 − s) as a sum of integrals I(j)1−s
in the form prescribed by Proposition 5.9, where W ′ ∈ W(τ∗, ψ) is replaced by W ′ζ ∈
W(ε∗, ψ) with the properties stated in the claim. Taking the constant sC small enough,
the integrals I
(j)
1−s are also absolutely convergent in D1. Therefore we should prove that
there is Qj ∈ C(q−ζ , q−s) such that I(j)1−s = Qj(q−ζ , q−s) in D1.
We can use the asymptotic expansion of the Whittaker functions W ⋄ ∈ W(π, ψ−1γ )
andW ′ζ (see Section 2.5) in order to write I
(j)
1−s in D1, as a sum of products of Tate-type
integrals, as in the proof of Claim 5.12.
In the notation of Section 2.5, let Aτ∗ (resp. Aε∗) be the finite set of functions
for τ∗ (resp. ε∗). The twist of τ∗2 ⊗ τ∗1 by |det |ζ ⊗ |det |−ζ has the effect of twisting
the exponents of τ∗ by |det |∓ζ . These exponents are related to Aε∗. When we write
an expansion for W ′ζ , we can use the explicit formula for Whittaker functions given
by Lapid and Mao [LM09], detailed in the proof of Claim 9.2. The expansion takes
the same form described in Section 2.5 (it is a refinement), but the characters from
Aε∗ are exponents. Then each character η ∈ Aε∗ appearing in the expansion of W ′ζ is
equal to |det |∓ζη′i for some character η′i ∈ Aτ∗. The other terms in the expansion are
independent of ζ. Therefore each of the Tate-type integrals belongs to C(q−ζ , q−s). 
For any pair of representations ξ1 × ξ2 of GLk1 × GLk2 and s1, s2 ∈ C, denote by
V ′(ξ1⊗ξ2, (s1, s2)) the space of the representation IndHk1+k2Qk1 ((ξ1 ⊗ Ind
Hk2
Qk2
(ξ2α
s2))αs1).
Let W ∈ W(π, ψ−1γ ) and ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s)).
7.1.4. The case n1 < l ≤ n2
Recall that Ψ(W,ϕs, s) equalsˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs(ωn1,n2zwl,nrg, 1, 1, 1)ψ
−1(z)ψγ(r)dzdrdg.(7.6)
As proved in Claim 5.20 this integral is absolutely convergent in some domain in ζ
and s depending only on π, τ1 and τ2, and we can take ζ with ℜ(ζ) >> 0. The
domains of convergence will change in the course of the proof, from {ℜ(s) >> ℜ(ζ)}
to {A1 ≤ ℜ(s) << ℜ(ζ)}, then {−ℜ(ζ) << ℜ(s) << ℜ(ζ),ℜ(s) ≤ A2} (A1, A2 are
constants) and finally {ℜ(1 − s) >> ℜ(ζ)}. The specific parameters, which depend
only on the representations, are similar to the ones computed by Soudry [Sou00]. The
important thing to note is, that there is a constant C > 0 depending only on the
representations, such that any ζ with ℜ(ζ) > C is simultaneously suitable for all the
domains. Thus a change of domains effectively changes just s.
In the domain of absolute convergence of (7.6), the forthcoming manipulations are
justified. If we write
Zn2,n1 = {
 Il 0 z1In2−l z2
In1
},
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wl,nZn2,n1 = {

In1 z
′
2 γ
−1z′1
In2−l
Il γ
−1z1
1
Il
In2−l z2
In1

}.
We see that wl,nZn2,n1 is a subgroup of Nn−l which normalizes Rl,n. Therefore after
conjugating z by wl,n, we may change the order of
wl,nz and r to getˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs(ωn1,n2wl,nr(
wl,nz)g, 1, 1, 1)ψ−1(z)ψγ(r)dzdrdg.
If l < n2, z
′
2 = −Jn1tz2Jn2−l, whence
ψ−1(z) = ψ−1((z2)n2−l,1) = ψ((z
′
2)n1,1) = ψγ(
wl,nz).
When l = n2 also ψ
−1(z) = ψγ(
wl,nz).
Decompose Rl,n = Rl,n2 ⋉Rn1 , where Rl,n2 < Hn2 and
Rn1 = Rl,n ∩ Un1 = {

In1 x1 y1 m1 m2
In2−l m
′
1
Il
1 y′1
Il x
′
1
In2−l
In1

}.
The integral equalsˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ˆ
Rn1
ˆ
Zn2,n1
ϕs(ωn1,n2wl,nrr1(
wl,nz)g, 1, 1, 1)ψγ (rr1)ψγ(
wl,nz)dzdr1drdg.
Note that if l < n2, ψγ |Rn1 ≡ 1. Now Rn1⋊wl,nZn2,n1 = Un1 and we define du = dzdr1.
Therefore we haveˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ˆ
Un1
ϕs(ωn1,n2wl,nrug, 1, 1, 1)ψγ (r)ψγ(u)dudrdg.
Since Gl < Mn1 , Gl normalizes Un1 , the measure du and the character ψγ remain
unchanged and we getˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ˆ
Un1
ϕs(ωn1,n2wl,nrgu, 1, 1, 1)ψγ (r)ψγ(u)dudrdg.
Observe that ωn1,n2wl,n = wl,n2w
′ with
w′ =
 In1bn2,n1
In1
 ∈ Hn.
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The element w′ normalizes Rl,n2 preserving dr and ψγ . Since wl,n2 , r,
w′g ∈ Hn2 , we
may shift these elements to the third argument of ϕs. After changing integration order
we arrive atˆ
Un1
ˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ϕs(w
′u, 1, wl,n2r(
bn2,n1g), 1)ψγ(r)ψγ(u)drdgdu.(7.7)
The inner drdg-integration in (7.7) is a Rankin-Selberg integral for Gl×GLn2 and π×ε2
(regarding the conjugation by bn2,n1 , see Section 7.1.2). Integral (7.7) is absolutely
convergent if it is convergent when we replace W,ϕs with |W |, |ϕs| and remove ψγ . If
we repeat the manipulations (7.6)-(7.7) with W,ϕs replaced with |W |, |ϕs| and without
ψγ , ψ
−1, we reach (7.7) with |W |, |ϕs| and without ψγ . This shows that (7.6) and (7.7)
are absolutely convergent in the same domain. Let
ϕs,1−s =M
∗(ε2, s)ϕs ∈ ξ(ε1 ⊗ ε∗2, rat, (s, 1 − s))
be defined as in Section 2.7.3. Formally, after applying the functional equation (6.1)
we expect to haveˆ
Un1
ˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ϕs,1−s(w
′u, 1, wl,n2r(
bn2,n1g), 1)ψγ (r)ψγ(u)drdgdu.(7.8)
Integral (7.8) converges absolutely in some domain in ζ and s depending only on the
representations, see Soudry [Sou00] (Lemma 3.3).
As observed in [Sou93] (p.70), there is a problem with the passage from integral (7.7)
to integral (7.8), namely that they might have disjoint domains of absolute convergence.
Following the reasoning of [Sou93, Sou00], this passage is justified by considering each
integral as a meromorphic function in C(q−s).
Integral (7.8) extends to a function in C(q−s). To see this, note that we can repeat
the steps (7.6)-(7.7) with ϕs,1−s replacing ϕs and obtain (7.8). This proves that in
its domain of absolute convergence (7.8) satisfies the same equivariance properties as
Ψ(W,ϕs, s). Also analogously to Proposition 5.21 (for a fixed ζ), we can select data
W, θs,1−s (θs,1−s ∈ ξ(ε1 ⊗ ε∗2, hol, (s, 1 − s))) such that (7.6) and (7.8) (with θs,1−s)
equal 1 for all s. Now the meromorphic continuation follows as explained in the proof
of Claim 5.13.
Therefore except for finitely many values of q−s, both integrals (7.7) and (7.8) can
be considered by meromorphic continuation as bilinear forms on W(π, ψ−1γ )× V ′(ε1 ⊗
ε2, (s, s)) satisfying (5.18), hence they are proportional (see Section 6.1.1). The pro-
portionality factor is calculated using specific substitutions of W and ϕs, as we show
in the next claim.
Claim 7.2. Integral (7.7) multiplied by γ(π × ε2, ψ, s) equals integral (7.8), as mero-
morphic functions.
The proofs of this and forthcoming claims are postponed to Section 7.1.9.
In fact, one does not need to prove meromorphic continuation for (7.8) independently,
repeating the arguments of Claim 5.13. If D∗ = {A1 ≤ ℜ(s) << ℜ(ζ)} is the domain of
absolute convergence of (7.8), we can consider the integral (7.8) and the meromorphic
continuation of (7.7) as bilinear forms onW(π, ψ−1γ )×V ′(ε1⊗ε2, (s, s)) only for s ∈ D∗.
Then the above claim shows that they are proportional by a function in C(q−s) and
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the meromorphic continuation of (7.8) follows from that of (7.7). A similar argument
was used in Remark 5.7.
Hereby we consider (7.8) in its domain of absolute convergence, where our forthcom-
ing manipulations are allowed. Apply the steps from (7.6) to (7.7) in reverse order to
integral (7.8) and arrive atˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zwl,nrg, 1, 1, 1)ψ
−1(z)ψγ(r)dzdrdg.(7.9)
Denote
ϕ′1−s,s =M
∗(ε1 ⊗ ε∗2, (s, 1− s))ϕs,1−s ∈ ξ(ε∗2 ⊗ ε1, rat, (1 − s, s))
(see Section 2.7.3). Formally apply Shahidi’s functional equation (2.9) to (7.9) and
reach ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1mwl,nrg, 1, 1, 1)ψ
−1(m)ψγ(r)dmdrdg.(7.10)
There is a domain in ζ and s at which integral (7.10) converges absolutely (see [Sou00]
Lemma 3.6). This domain and the domain of (7.9) might be disjoint. We tackle this
as above, considering (7.9) and (7.10) by meromorphic continuation as bilinear forms
on W(π, ψ−1γ )× V ′(ε1 ⊗ ε∗2, (s, 1 − s)) and using a specific substitution.
Claim 7.3. Integral (7.9) equals integral (7.10), as meromorphic functions.
We continue with integral (7.10) in its domain of absolute convergence. Next we
show how a part of the dm-integration may be absorbed into UGl . Write
m =
 In1 m3Il−n1
In−l


In1 m1 m2 0
Il−n1−1
1
In−l
 = ης.
Then the dm-integration in (7.10) equalsˆ
Mn1×n−l
ˆ
Mn1×l−n1
ϕ′1−s,s(ωn2,n1ηςwl,nrg, 1, 1, 1)ψ
−1(ς)dςdη.
Let Qn1 < Hn1 be the standard parabolic subgroup whose Levi part is isomorphic
to GLn1 and let Un1 < Qn1 be its unipotent radical. We can regard Un1 as a subgroup
of Vn1 < Gl. The subgroup Zn1,l−n1−1 < GLl−1, embedded in Gl through Ll−1, is also
a subgroup of Vn1 (if l = n1 + 1, Zn1,l−n1−1 = {1}). Put
w′′ =

In1
Il−n1−1
I2
Il−n1−1
In1
 ∈ GL2l.
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Now let V ′n1 = Un1 · w
′′
Zn1,l−n1−1 (a direct product). Then V
′
n1 is a normal subgroup
of Vn1 and we fix a set of representatives V
′′
n1 for V
′
n1\Vn1 . In the split case,
V ′n1 = {v ∈ Vn1 : [v]EGl =

In1 0 v3
1
4γ v3 v4 v5
Il−n1−1 v
′
4
1 14γ v
′
3
1 v′3
Il−n1−1 0
In1
},
V ′′n1 = {v ∈ Vn1 : [v]EGl =

In1 v1 0 v2 0 0
Il−n1−1 0
1 v′2
1 0
Il−n1−1 v
′
1
In1
}.
In the quasi-split case,
V ′n1 = {v ∈ Vn1 : [v]EGl =

In1 0 v3 0 v4 v5
Il−n1−1 −Jl−n1−1tv4Jn1
1 −tv3Jn1
1 0
Il−n1−1 0
In1
},
V ′′n1 = {v ∈ Vn1 : [v]EGl =

In1 v1 0 v2 0 A(v2)
Il−n1−1 0
1 0
1 1ρ(
tv2)Jn1
Il−n1−1 −Jl−n1−1tv1Jn1
In1
},
where A(v2) =
1
2ρv2(
tv2)Jn1 . For v ∈ V ′′n1 , the first n1 rows of w
−1
l,n [v]EHn are of the form
(
In1 v1 −γv2 0n−l (−1)n−l β
3
2 v2 0n−l γ
2v2 0l−1
)
split Gl,(
In1 v1
1
2v2 02(n−l)+1 −12γv2 0l−n1−1 γ2A(v2)
)
quasi-split Gl.
Here 0k denotes the zero matrix of Mn1×k. Note that while in the split case we in fact
have Vn1 = V
′′
n1 ⋉ V
′
n1 , in the quasi-split case V
′′
n1 is not a subgroup of Vn1 , but the
quotient topology on V ′′n1 is homeomorphic to the natural topology V
′′
n1 inherits from
Mn1×l−n1 .
We see that ς is a general element from the projection of w
−1
l,nV ′′n1 into Mn and η
commutes with any element from the projection of w
−1
l,nV ′′n1 into Un. Since ϕ
′
1−s,s ∈
ξ(ε∗2 ⊗ ε1, rat, (1 − s, s)) and ωn2,n1 normalizes Un, the function on Hn given by h 7→
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ϕ′1−s,s(ωn2,n1h, 1, 1, 1) is left Un-invariant. Therefore integral (7.10) equalsˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Mn1×n−l
ˆ
V ′′n1
ϕ′1−s,s(ωn2,n1ηwl,nv
′′rg, 1, 1, 1)ψ−1γ (v
′′)ψγ(r)dv
′′dηdrdg.
Here the measure dv′′ on V ′′n1 is normalized according to dς and ψ
−1
γ (v
′′) refers to the
character ψγ of UGl . Note that the dv
′′-integration makes sense, i.e. for v′ ∈ V ′n1 ,
ϕ′1−s,s(ωn2,n1ηwl,nv
′v′′, 1, 1, 1)ψ−1γ (v
′v′′) = ϕ′1−s,s(ωn2,n1ηwl,nv
′′, 1, 1, 1)ψ−1γ (v
′′).
Hence we may also change the order of integration, dv′′dηdr 7→ dηdrdv′′.
In general for v ∈ Vn1 and r ∈ Rl,n, vr is a member of Nn−l not necessarily in Rl,n.
However, we may write vr = nvrv for nv ∈ Nn−l such that nv /∈ Rl,n and rv ∈ Rl,n. By
a direct verification,ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nnvrv, 1, 1, 1)ψγ (r)dηdr
=
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nr, 1, 1, 1)ψγ (r)dηdr.
In fact, nv contributes a value of the form ψ(· · · ) that is canceled by a change of
variables rv 7→ r which affects ψγ(r). Therefore it is allowed to change the order of v′′
and r. The integral becomesˆ
UGl\Gl
W (v′′g)
ˆ
V ′′n1
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nrv
′′g, 1, 1, 1)ψγ (r)dηdrdv
′′dg.
Since UGl = (Zn1 ⋉ Vn1)⋊ UGl−n1 and V
′
n1 is normalized by UGl−n1 , we get
ˆ
Zn1V
′
n1
UGl−n1
\Gl
W (g)
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nrg, 1, 1, 1)ψγ (r)dηdrdg.
(7.11)
Observe that Rl,n1(V ′n1UGl−n1 ) = (V
′
n1UGl−n1 )R
l,n1 , whence it is a subgroup. In
coordinates, for split Gl,
Rl,n1V ′n1UGl−n1 =
{

In1 0 v3
1
4γ v3 v4 v5
x z u1 u2 u3 v
′
4
1 0 u′2
1
4γ v
′
3
1 u′1 v
′
3
z∗ 0
x′ In1
 : z ∈ Zl−n1−1
}
(in the quasi-split case instead of 14γ v3 we have 0, see the form of V
′
n1 above). Then we
see that Rl,n1V ′n1UGl−n1 is normalized by Zn1 . Therefore integral (7.11) factors through
Rl,n1 . Furthermore, the function on Gl defined by
g 7→
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nrg, 1, 1, 1)ψγ (r)dηdr
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is Rl,n1-invariant on the left. To see this, first note that Rl,n1 normalizes Rl,n keeping
dr and ψγ unchanged. Second, if r
′ ∈ Rl,n1 , w−1l,nr′ is the image of
In1
x Il−n1−1
1
In−l
 ∈ Zn1,n2
in Mn and
(
w
−1
l,n r′)η = υη where υ is the image in Mn of
In1
Il−n1−1 −xm3
1
In−l
 ∈ Zn1,n2 .
Now for any h ∈ Hn, ϕ′1−s,s(ωn2,n1(w
−1
l,nr′)h, 1, 1, 1) = ϕ′1−s,s(ωn2,n1h, 1, 1, 1) and
ϕ′1−s,s(ωn2,n1υh, 1, 1, 1) = ψ(
ω−1n2,n1υ)ϕ′1−s,s(ωn2,n1h, 1, 1, 1) = ϕ
′
1−s,s(ωn2,n1h, 1, 1, 1).
Thus we obtain ˆ
Rl,n1Zn1V
′
n1
UGl−n1
\Gl
(
ˆ
Rl,n1
W (r′g)dr′)
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nrg, 1, 1, 1)ψγ (r)dηdrdg.
Next (inspecting the coordinates above) we see that
wl,n1 (Rl,n1Zn1V
′
n1UGl−n1 ) = UHn1 ⋉ (Zl−n1−1 ⋉ Vl−n1−1),
where UHn1 is embedded in Gl through Gn1+1. Hence Hn1
wl,n1 (Rl,n1Zn1V
′
n1UGl−n1 ) is
a subgroup of Gl (Hn1 < Gn1+1 < Gl) and we may factor the integral through Hn1 to
get ˆ
Hn1Zl−n1−1Vl−n1−1\Gl
ˆ
UHn1
\Hn1
(
ˆ
Rl,n1
W (r′wl,n1h′g)dr′)(7.12)
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1ηwl,nrw
l,n1h′g, 1, 1, 1)ψγ (r)dηdrdh
′dg.
Note that here Hn1 is considered as a subgroup of Gl, so as input to W , h
′ is written
relative to EGl . In the first argument of ϕ′1−s,s we write h′ by passing from EGl to EHn .
Now the following technical claim reveals the inner integral we seek.
Claim 7.4. In its domain of absolute convergence, integral (7.12) equalsˆ
Hn1Zl−n1−1Vl−n1−1\Gl
ˆ
Rl,n
ˆ
Mn1×n−l
ˆ
UHn1
\Hn1
(7.13)
(
ˆ
Rl,n1
W (r′wl,n1h′g)dr′)ϕ′1−s,s(ωn2,n1ηwl,nrw
l,n1g, 1, tn1h′, 1)ψγ(r)dh
′dηdrdg.
Here as input to ϕ′1−s,s, h
′ is written in coordinates relative to EHn1 .
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Integral (7.13) is absolutely convergent if it is convergent whenW,ϕ′1−s,s are replaced
with |W |, |ϕ′1−s,s| and ψγ is dropped. The manipulations (7.10)-(7.13) remain valid if
we take |W |, |ϕ′1−s,s| and drop the characters, then we reach (7.13) with |W |, |ϕ′1−s,s|
and without ψγ . This shows that both (7.10) and (7.13) are absolutely convergent in
the same domain.
One recognizes the inner dr′dh′-integration in (7.13) as a Rankin-Selberg integral for
Gl ×GLn1 and π × ε1 (see Section 7.1.2 for the conjugation by tn1). Let
ϕ∗1−s =M
∗(ε1, s)ϕ
′
1−s,s ∈ ξ(ε∗2 ⊗ ε∗1, rat, (1− s, 1− s)).
After (formally) applying the functional equation (6.1) we should getˆ
Hn1Zl−n1−1Vl−n1−1\Gl
ˆ
Rl,n
ˆ
Mn1×n−l
ˆ
UHn1
\Hn1
(7.14)
(
ˆ
Rl,n1
W (r′wl,n1h′g)dr′)ϕ∗1−s(ωn2,n1ηwl,nrw
l,n1g, 1, tn1h′, 1)ψγ(r)dh
′dηdrdg.
Integral (7.14) converges absolutely in a domain in ζ and s (see [Sou00] Lemma 3.10)
and can be regarded by meromorphic continuation as a bilinear form on W(π, ψ−1γ )×
V ′(ε∗2 ⊗ ε1, (1− s, s)). The passage is justified by the next claim.
Claim 7.5. Integral (7.13) multiplied by γ(π×ε1, ψ, s) equals integral (7.14), as mero-
morphic functions.
Reversing the passage (7.10)-(7.13) and using the fact that by (2.10), ϕ∗1−s =M
∗(ε, s)ϕs,
yields Ψ(W,M∗(ε, s)ϕs, 1− s), i.e.ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn1,n2
M∗(ε, s)ϕs(ωn2,n1mwl,nrg, 1, 1, 1)ψ
−1(m)ψγ(r)dmdrdg.
This also shows that the domain of absolute convergence of (7.14) is of the form pre-
scribed by Claim 5.20 with s replaced by 1− s, i.e. {ℜ(1− s) >> ℜ(ζ)}.
Altogether collecting Claims 7.2, 7.3 and 7.5 gives (7.4) (note that l < n and when-
ever l ≤ n, c(l, ε, γ, s) = 1).
Remark 7.1. In Sections 7.1.5-7.1.8, justifications to integral manipulations are im-
plicit. Passages involving the application of a functional equation are always between
meromorphic continuations. Other manipulations take place in the same domain of
absolute convergence.
7.1.5. The case l ≤ n1, n2
We may repeat the steps in Section 7.1.4 from integral (7.6) to integral (7.10). Our
starting point is thusˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1mwl,nrg, 1, 1, 1)ψ
−1(m)ψγ(r)dmdrdg.(7.15)
We continue by repeating the steps from (7.6) to (7.7), with the roles of n1 and n2
exchanged. We look at wl,nZn1,n2 < Nn−l and decompose Rl,n = Rl,n1 ⋉ Rn2 , with
Rl,n1 < Hn1 . Here Rn2 ⋊
wl,nZn1,n2 = Un2 and ψ
−1(m) = ψγ(
wl,nm).
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Now the integral takes the formˆ
Un2
ˆ
UGl\Gl
W (g)
ˆ
Rl,n1
ϕ′1−s,s(w
′u, 1, wl,n1r(
bn1,n2g), 1)ψγ (r)ψγ(u)drdgdu.(7.16)
The inner drdg-integration in (7.16) comprises an integral for Gl ×GLn1 and π × ε1.
Let ˆ
Un2
ˆ
UGl\Gl
W (g)
ˆ
Rl,n1
ϕ∗1−s(w
′u, 1, wl,n1r(
bn1,n2g), 1)ψγ (r)ψγ(u)drdgdu.(7.17)
Then integral (7.16) multiplied by γ(π×ε1, ψ, s) equals integral (7.17), as meromorphic
functions. Reproducing the steps from (7.15) to (7.16) in an opposite direction one
arrives at Ψ(W,M∗(ε, s)ϕs, 1− s). As in Section 7.1.4 this establishes (7.4).
7.1.6. The case n2 < l ≤ n1
Essentially, this case is obtained by exchanging εi, ni ↔ ε3−i, n3−i in Section 7.1.4.
However we still start with constructing an integral for π× ε2. Begin with Ψ(W,ϕs, s)
and argue as in the passage (7.10)-(7.13), with the roles of n1 and n2 reversed. There
we showed how to collapse a part of the dm-integration into UGl . Here this is done
with the dz-integration over Zn2,n1 . Then Ψ(W,ϕs, s) equalsˆ
Zn2V
′
n2
UGl−n2
\Gl
W (g)
ˆ
Rl,n
ˆ
Mn2×n−l
ϕs(ωn1,n2ηwl,nrg, 1, 1, 1)ψγ (r)dηdrdg.(7.18)
This integral resembles integral (7.11). Similarly to the passage (7.11)-(7.12), the dηdr-
integration is Rl,n2-invariant on the left (as a function of g) and we may also factor
through Hn2 . Analogously to Claim 7.4,
Claim 7.6. In its domain of absolute convergence, integral (7.18) equalsˆ
Hn2Zl−n2−1Vl−n2−1\Gl
ˆ
Rl,n
ˆ
Mn2×n−l
ˆ
UHn2
\Hn2
(7.19)
(
ˆ
Rl,n2
W (r′wl,n2h′g)dr′)ϕs(ωn1,n2ηwl,nrw
l,n2g, 1, tn2h′, 1)ψγ(r)dh
′dηdrdg.
Here as input to ϕs, h
′ is written in coordinates relative to EHn2 .
The proof of this claim is omitted. Applying the functional equation (6.1) for Gl ×
GLn2 and π × ε2 to the dr′dh′-integration in (7.19) givesˆ
Hn2Zl−n2−1Vl−n2−1\Gl
ˆ
Rl,n
ˆ
Mn2×n−l
ˆ
UHn2
\Hn2
(7.20)
(
ˆ
Rl,n2
W (r′wl,n2h′g)dr′)ϕs,1−s(ωn1,n2ηwl,nrw
l,n2g, 1, tn2h′, 1)ψγ(r)dh
′dηdrdg.
Integral (7.19) multiplied by γ(π × ε2, ψ, s) equals integral (7.20), as meromorphic
functions.
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Reversing the passage leading from Ψ(W,ϕs, s) to (7.19) we obtainˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zwl,nrg, 1, 1, 1)ψ
−1(z)ψγ(r)dzdrdg,
which is exactly integral (7.9). Applying (2.9) we getˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1mwl,nrg, 1, 1, 1)ψ
−1(m)ψγ(r)dmdrdg,(7.21)
which is actually integral (7.15) from Section 7.1.5, where also l ≤ n1. Repeating the
argument there yields (7.4).
7.1.7. The case n1, n2 < l ≤ n
We start by repeating the steps of Section 7.1.6 from Ψ(W,ϕs, s) to integral (7.21),
which is the same as integral (7.10) of Section 7.1.4, where also n1 < l and we proceed
as prescribed there.
7.1.8. The case n < l
Now Ψ(W,ϕs, s) takes the formˆ
UHn\Hn
(
ˆ
Rl,n
W (rwl,nh)dr)
ˆ
Zn2,n1
ϕs(ωn1,n2zh, 1, 1, 1)ψ
−1(z)dzdh.(7.22)
Recall that in the Jacquet integral for ϕs, Zn2,n1 is a subgroup of Hn embedded through
Mn. For z =
(
In2 z
In1
)
∈ Zn2,n1 ,
(wl,n)−1z =

In2 z
In1
I2(l−n)
In1 z
′
In2
 ,
so (w
l,n)−1z normalizes Rl,n. Because n2 ≤ n−1 ≤ l−2, W (((wl,n)−1z)g) = ψ−1(z)W (g)
for any g ∈ Gl. It follows that integral (7.22) equalsˆ
UHn\Hn
ˆ
Zn2,n1
ˆ
Rl,n
W (rwl,nzh)ϕs(ωn1,n2zh, 1, 1, 1)drdzdh.
Write UHn = ((Nn1 ·Nn2)⋉ Zn2,n1)⋉ Un with
Nn1 = {
(
In2
z1
)
: z1 ∈ Zn1}, Nn2 = {
(
z2
In1
)
: z2 ∈ Zn2}.
Here ((Nn1 · Nn2) ⋉ Zn2,n1) < GLn is considered as a subgroup of Mn. We readily
collapse the integration over Zn2,n1 to obtainˆ
Nn1Nn2Un\Hn
ˆ
Rl,n
W (rwl,nh)ϕs(ωn1,n2h, 1, 1, 1)drdh.
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Decompose Rl,n = Rl,n1 ·Rl,n2 , a direct product where
Rl,n1 = {

In2
In1
x1 Il−n−1
1
}, Rl,n2 = {

In2
In1
x2 Il−n−1
1
}.
The mapping h 7→ ϕs(h, 1, 1, 1) is Zn1,n2-invariant on the left, whence h 7→ ϕs(ωn1,n2h, 1, 1, 1)
is left Zn2,n1 =
ωn1,n2Zn1,n2-invariant. Let Nn1,n2 = Zn2,n1Nn1Nn2 . It is a subgroup of
Mn and thus normalizes Un. Therefore we may integrate over Zn2,n1 and our integral
equalsˆ
Nn1,n2Un\Hn
ˆ
Zn2,n1
ˆ
Rl,n1
ˆ
Rl,n2
W (r2r1(
(wl,n)−1z)wl,nh)ϕs(ωn1,n2h, 1, 1, 1)dr2dr1dzdh.
For r1 ∈ Rl,n1 and z ∈ Zn2,n1 , (w
l,n)−1z satisfies (
(wl,n)−1z)r1 = r2,zr1 for some r2,z ∈ Rl,n2 .
Also, as a direct product (w
l,n)−1Zn2,n1 ·Rl,n2 = Rl,n2. Thus we haveˆ
Nn1,n2Un\Hn
ˆ
Rl,n1
ˆ
Rl,n2
W (rr1w
l,nh)ϕs(ωn1,n2h, 1, 1, 1)drdr1dh.
For h2 ∈ Hn2 , where Hn2 is regarded as a subgroup of Hn, denote h′2 = ωn1,n2h2 and
H ′n2 =
ωn1,n2Hn2 . We factor the integration through H
′
n2 . Explicitly writing [h
′
2]EGl ,
we find that (w
l,n)−1h′2 commutes with any element of R
l,n
1 and
(wl,n)−1h′2 =
(wl,n2 )−1h2.
Hence the integral is equal toˆ
H′n2Nn1,n2Un\Hn
ˆ
Rl,n1
ˆ
UH′n2
\H′n2
ˆ
Rl,n2
(7.23)
W (rwl,n2h2(w
l,n2)−1r1w
l,nh)ϕs(ωn1,n2h, 1, h2, 1)drdh
′
2dr1dh.
Note that Nn1,n2Un =
ωn1,n2UHn and Hn2UHn < Hn, whence H
′
n2Nn1,n2Un < Hn.
The inner drdh′2-integration in (7.23) is an integral for Gl ×GLn2 and π × ε2. Letˆ
H′n2Nn1,n2Un\Hn
ˆ
Rl,n1
ˆ
UH′n2
\H′n2
ˆ
Rl,n2
(7.24)
W (rwl,n2h2(w
l,n2)−1r1w
l,nh)ϕs,1−s(ωn1,n2h, 1, h2, 1)drdh
′
2dr1dh.
By (6.1), integral (7.23) multiplied by c(l, ε2, γ, s)
−1γ(π × ε2, ψ, s) equals (7.24).
Reversing the steps from (7.22) to (7.23), integral (7.24) becomesˆ
UHn\Hn
(
ˆ
Rl,n
W (rwl,nh)dr)
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zh, 1, 1, 1)ψ
−1(z)dzdh.(7.25)
Applying (2.9) to (7.25) we getˆ
UHn\Hn
(
ˆ
Rl,n
W (rwl,nh)dr)
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1mh, 1, 1, 1)ψ
−1(m)dmdh.(7.26)
Repeat the steps from (7.22) to (7.23), with the roles of ε1, n1 and ε2, n2 reversed.
The first step is to collapse the dm-integration. The relevant modifications of the
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definitions are
Nn1 = {
(
z1
In2
)
: z1 ∈ Zn1}, Nn2 = {
(
In1
z2
)
: z2 ∈ Zn2},
Rl,n1 = {

In1
In2
x1 Il−n−1
1
}, Rl,n2 = {

In1
In2
x2 Il−n−1
1
},
Nn2,n1 = Zn1,n2Nn1Nn2 , H
′
n1 =
ωn2,n1Hn1 .
Remark 7.2. Note that Nni and R
l,n
i are obtained from the previous definitions by
conjugating with ωn2,n1 .
Also use the fact that the function h 7→ ϕ′1−s,s(ωn2,n1h, 1, 1, 1) is left Zn1,n2-invariant.
We reach the following integralˆ
H′n1Nn2,n1Un\Hn
ˆ
Rl,n2
ˆ
UH′n1
\H′n1
ˆ
Rl,n1
(7.27)
W (rwl,n1h1(w
l,n1)−1r2w
l,nh)ϕ′1−s,s(ωn2,n1h, 1, h1, 1)drh
′
1dr2dh.
The inner drdh′1-integration in (7.27) is an integral for Gl × GLn1 and π × ε1. Inte-
gral (7.27) multiplied by c(l, ε1, γ, s)
−1γ(π × ε1, ψ, s) equalsˆ
H′n1Nn2,n1Un\Hn
ˆ
Rl,n2
ˆ
UH′n1
\H′n1
ˆ
Rl,n1
(7.28)
W (rwl,n1h1(w
l,n1)−1r2w
l,nh)ϕ∗1−s(ωn2,n1h, 1, h1, 1)drh
′
1dr2dh.
Now (7.28) resembles (7.23). Reversing the transitions (7.22)-(7.23) (with the new
definitions of Nni , R
l,n
i etc.) leads to Ψ(W,M
∗(ε, s)ϕs, 1− s). Finally note that when
n < l, in particular n1, n2 < l hence c(l, ε1, γ, s)c(l, ε2, γ, s) = c(l, ε, γ, s).
7.1.9. Proofs of claims
The following lemma is used to justify all passages between integrals with disjoint
domains of absolute convergence.
Lemma 7.7. Let π be a representation of Gl and let ρ be a representation of GLn
realized in W(ρ, ψ). Let W ∈ W(π, ψ−1γ ), fs ∈ ξ(ρ, hol, s) = ξHnQn (ρ, hol, s). Assume
that there is a constant C (independent s) such that for all s ∈ C,
ˆ
UHn\Hn
ˆ
Rl,n
|W |(rwl,nh)|fs|(h, 1)drdh < C l > n,
ˆ
UGl\Gl
ˆ
Rl,n
|W |(g)|fs|(wl,nrg, 1)drdg < C l ≤ n.
Then for all s, Ψ(W,fs, s) = C
′ where C ′ is a constant independent of s.
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Proof of Lemma 7.7. First assume l ≤ n. According to the Iwasawa decomposition of
Gl there are elements ki ∈ KGl , i = 1, . . . ,m, such that for all s ∈ C,
C >
∑
i
ˆ
Al−1
ˆ
G1
|ki ·W |(ax)
ˆ
Rl,n
|ki · fs|(wl,nrax, 1)δ(a)drdxda
≥
∑
i
ˆ
Al−1
ˆ
G1
|ki ·W |(ax)
∣∣∣ ˆ
Rl,n
ki · fs(wl,nrax, 1)ψ−1γ (r)dr
∣∣∣δ(a)dxda
(δ = δ−1BGl
). Assume that Gl is split. The next step is to plug in the formula of Propo-
sition 5.8. This entails writing the integration over G1 using the subsets G
0,k
1 , G
∞,k
1
(defined in Section 5.4) and {x ∈ G1 : [x] ≤ qk}, where k is a constant independent of
s. We get a finite sum bounded by C,∑
i,j
ˆ
Al−1
ˆ
Λj
|Wi,j|(ax)
∣∣∣∑
α
Pα(q
−s, qs)Wα(diag(a, ⌊x⌋, In−l))
∣∣∣
(|det a|[x]−1)M+ℜ(s)δ(a)dxda.
Here Λj varies over the aforementioned subsets. The elements Wα, Pα(X,X
−1) depend
on i and j but not on s. The summation over α is finite. Also M is some real constant
independent of s. In particular, the only dependence on s is in the factor q−s replacing
X and in the exponent of |det a|[x]−1.
Each dxda-integral can be written as a series of the form
∞∑
t=N
(ˆ ˆ
|Wi,j|(ax)
∣∣∣∑
α
Pα(q
−s, qs)Wα(diag(a, ⌊x⌋, In−l))
∣∣∣δ(a)dxda) q−t(M+ℜ(s)).
(7.29)
Here the double integration is over all a and x such that |det a|[x]−1 = q−t. The fact
that Wα vanishes away from zero (see Section 2.5) implies that the coordinates of a
are all bounded from above. Hence the integration is over a compact set independent
of s, and N ∈ Z is also independent of s.
The same manipulations apply without the absolute value:
Ψ(W,fs, s) =
∑
i,j
ˆ
Al−1
ˆ
Λj
Wi,j(ax)
∑
α
Pα(q
−s, qs)Wα(diag(a, ⌊x⌋, In−l))
(|det a|[x]−1)M+sδ(a)dxda
and each dxda-integral takes the form
∑∞
t=N Bt(s), where
Bt(s) =
(ˆ ˆ
Wi,j(ax)
∑
α
Pα(q
−s, qs)Wα(diag(a, ⌊x⌋, In−l))δ(a)dxda
)
q−t(M+s).
(7.30)
Observe that Bt(s) ∈ C[q−s, qs]. This follows because Wi,j and Wα are smooth and
the integration in (7.30) is over a compact set independent of s. Hence Bt is an entire
function of s. Moreover because (7.29) is bounded by C, in particular |Bt(s)| ≤ C
for all s. Hence Bt(s) = ct is a constant. The series
∑∞
t=N ct is absolutely convergent
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because it is majorized by (7.29). We conclude that
∑∞
t=N Bt(s) is a constant, whence
Ψ(W,fs, s) is a constant, independent of s.
The proof in the quasi-split case is almost identical. There is no need to partition
G1 and we replace diag(a, ⌊x⌋, In−l) with diag(a, In−l+1).
The case l > n is similar, we describe it briefly. Put W1 = w
l,n · W . Using the
Iwasawa decomposition of Hn and the argument regarding the support of W (ar) for
r ∈ Rl,n (see Proposition 5.9), we have for some r1, . . . , rv ∈ Rl,n and k1, . . . , km ∈ KHn ,
C >
∑
i,j
ˆ
An
|rjki ·W1|((wl,n)−1a)|ki · fs|(a, 1)δ(a)da
(δ = δ−1BHn
). For each i, ki · fs =
∑
α Pα(q
−s, qs)f
(α)
s where f
(α)
s ∈ ξ(ρ, std, s) (Pα, f (α)s
depend on i). Then we get∑
i,j
ˆ
An
|rjki ·W1|((wl,n)−1a)
∣∣∣∑
α
Pα(q
−s, qs)Wα(a)
∣∣∣δ(a)|det a|M ′+ℜ(s)da.
Here M ′ is some real constant. In addition,
Ψ(W,fs, s) =
∑
i,j
ˆ
An
rjki ·W1((wl,n)−1a)
∑
α
Pα(q
−s, qs)Wα(a)δ(a)|det a|M ′+sda.
The proof follows from this, using the fact that rjki ·W1 vanishes away from zero. 
Proof of Claim 7.2. Recall that (7.7) and (7.8) areˆ
Un1
ˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ϕs(w
′u, 1, wl,n2r(
bn2,n1 g), 1)ψγ(r)ψγ(u)drdgdu,
ˆ
Un1
ˆ
UGl\Gl
W (g)
ˆ
Rl,n2
ϕs,1−s(w
′u, 1, wl,n2r(
bn2,n1g), 1)ψγ (r)ψγ(u)drdgdu.
We use the idea of [Sou93] (p.68) and prove that integrals (7.7) and (7.8) are pro-
portional using a specific substitution. Let D (resp. D∗) be the domain of absolute
convergence of (7.7) (resp. (7.8)). These domains do not depend on the actual func-
tions W,ϕs and ϕs,1−s. We recall that D
∗ takes the form {A1 ≤ ℜ(s) << ℜ(ζ)} (see
Section 7.1.4).
Replace W,ϕs with W,ϕ
′
s given by Proposition 5.21 (for a fixed ζ). The manipula-
tions (7.6)-(7.7) still apply and since integral (7.6) is absolutely convergent and equals
1 for all s, the same holds for (7.7).
Denote the inner drdg-integration in (7.7) (resp. (7.8)), defined for each u ∈ Un1 ,
by Iu(s) (resp. I˜u(s)). Integral Iu(s) is actually Ψ(W,ϕ(w
′u, 1, ·, ·)bn2 ,n1 , s − ζ), where
ϕ(w′u, 1, ·, ·) ∈ ξHn2Qn2 (τ2, hol, s − ζ) (defined in Section 2.7.3) and
ϕ(w′u, 1, h2, b2)
bn2,n1 = ϕ(w′u, 1, bn2,n1h2, b2).
Integral I˜u(s) is
Ψ(W, (M∗(ε2, s)ϕ(w
′u, 1, ·, ·))bn2 ,n1 , 1− s+ ζ)
= Ψ(W,M∗(ε2, s)ϕ(w
′u, 1, ·, ·)bn2 ,n1 , 1− s+ ζ),
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where the equality follows from Section 7.1.2. These are double integrals over Gl×Rl,n2
and since ζ is fixed, ξ
Hn2
Qn2
(τ2, hol, s − ζ) = C[q∓s] ⊗ ξHn2Qn2 (τ2, std, s − ζ). The integral
Iu(s) is absolutely convergent for all s ∈ C and I˜u(s) is absolutely convergent in D∗,
because ϕs, ϕs,1−s and ψγ are smooth.
Denote byQu ∈ C(q−s) the meromorphic continuation of Iu(s), obtained as described
in Section 5.6. It satisfies Iu(s) = Qu(q
−s) whenever ℜ(s) > s0, for some s0 > 0.
Similarly let Q˜u ∈ C(q−s) be the meromorphic continuation of I˜u(s). Then I˜u(s) =
Q˜u(q
−s) for all s ∈ Ω = {s ∈ C : ℜ(s−ζ) < s1}, for some s1 < 0. We may assume (by a
priori taking ζ large enough so that ℜ(s−ζ) << 0) that D∗ ⊂ Ω, hence I˜u(s) = Q˜u(q−s)
in D∗.
Next we claim Iu(s) = Qu(q
−s) also in D∗. Indeed, Iu(s) satisfies the condition
of Lemma 7.7, because the constant C of Proposition 5.21 is independent of s and
moreover, the functions ϕs, ϕs,1−s and ψγ are smooth. Then the lemma implies that
Iu(s) equals a constant C
′ independent of s. Hence also Qu(q
−s) = C ′ and Iu(s) =
Qu(q
−s) for all complex s.
According to (6.1), in C(q−s) we have γ(π × ε2, ψ, s)Qu = Q˜u (here c(l, ε2, γ, s) = 1
because l ≤ n2). Since the poles of γ(π × ε2, ψ, s) (in q−s) belong to a finite set, we
can further assume that γ(π × ε2, ψ, s) does not have a pole in D∗.
Thus for all s ∈ D∗,
γ(π × ε2, ψ, s)Iu(s) = γ(π × ε2, ψ, s)Qu(q−s) = Q˜u(q−s) = I˜u(s).(7.31)
As a meromorphic function (7.7) equals 1 also for s ∈ D∗ hence we can consider
integral (7.7) in D∗ (instead of D). For s ∈ D∗, by Fubini’s Theorem and (7.31) we
can replace the inner drdg-integration in (7.7), multiplied by γ(π × ε2, ψ, s), with the
inner drdg-integration of (7.8) and obtain (again using Fubini’s Theorem) (7.8). We
conclude that the proportionality factor between (7.7) and (7.8) is γ(π × ε2, ψ, s). 
Proof of Claim 7.3. Recall that (7.9) and (7.10) areˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn2,n1
ϕs,1−s(ωn1,n2zwl,nrg, 1, 1, 1)ψ
−1(z)ψγ(r)dzdrdg,
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ˆ
Zn1,n2
ϕ′1−s,s(ωn2,n1mwl,nrg, 1, 1, 1)ψ
−1(m)ψγ(r)dmdrdg.
In order to find the proportionality factor we may replace ϕs,1−s, which depends on
M∗(ε2, s), in (7.9) with an arbitrary element θs,1−s ∈ ξ(ε1⊗ ε∗2, rat, (s, 1− s)) and then
ϕ′1−s,s is replaced with M
∗(ε1 ⊗ ε∗2, (s, 1− s))θs,1−s. This is because both integrals are
considered (by meromorphic continuation) as bilinear forms on W(π, ψ−1γ ) × V ′(ε1 ⊗
ε∗2, (s, 1 − s)), hence the proportionality factor can be calculated using any element
of W(π, ψ−1γ ) × V ′(ε1 ⊗ ε∗2, (s, 1 − s)). We can also apply Proposition 5.21 to the
representation IndHnQn1
((ε1 ⊗ IndHn2Qn2 (ε
∗
2α
1−s))αs) and obtain W and θs,1−s ∈ ξ(ε1 ⊗
ε∗2, hol, (s, 1 − s)) for which (7.9) is absolutely convergent and equals 1, for all s.
Now proceed as in the proof of Claim 7.2. Note that the inner dz and dm-integrations
above form both sides of Shahidi’s functional equation (2.9) and the proportionality
factor between them is 1. The smoothness of W, θs,1−s and M
∗(ε1⊗ ε∗2, (s, 1− s))θs,1−s
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implies that these inner integrations are absolutely convergent for all g ∈ Gl such that
W (g) 6= 0 and r ∈ Rl,n. 
Proof of Claim 7.4. Let R′ = wl,nMn1×n−l⋉Rl,n. It is the subgroup of Un−l of elements
whose first n− l rows take the form(
In−l x y 0l−n1 m z
)
,
where x ∈ Mn−l×l, y ∈ Mn−l×1, 0l−n1 is the zero matrix of M(n−l)×(l−n1) and m ∈
Mn−l×n1 . Define dr
′ = dηdr. First we show that (w
l,n1)−1Hn1 normalizes R
′ and fixes
dr′ and ψγ , by using the Bruhat decomposition Hn1 = Qn1WQn1 , where W
∼= Zn12 is
a subgroup of the Weyl group of Hn1 . Let x ∈ GLn1 ∼= Mn1 . Since Hn1 is considered
as a subgroup of Gl, to write x
′ = (w
l,n1 )−1x as an element of Hn we pass through the
embedding Hn1 < Gl. If
[x]EGl =

Il−n1−1
x
I2
x∗
Il−n1−1
 ,
[x′]EHn =

In−l
x
Il−n1
1
Il−n1
x∗
In−l

.
(See Sections 2.1.2 and 2.1.1.) Evidently x′ normalizes R′, fixes dr′ and ψγ . For u ∈ Un1
the computation varies if Gl is split or quasi-split, but the coordinates relative to EHn
are the same. Set u′ = (w
l,n1)−1u. If
[u]EHn1
=
 In1u1 1
u2 u
′
1 In1
 ,
[u′]EHn =

In−l
In1
Il−n1
u1 1
Il−n1
u2 u
′
1 In1
In−l

.
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Hence u′ preserves R′, dr′ and ψγ as claimed. Regarding w ∈ W , note that w is a
product of transpositions wi ∈W satisfying
[(w
l,n1 )−1wi]EHn =

In−l+r1
0 1
Ir2+l−n1
−1
Ir2+l−n1
1 0
In−l+r1

,
with r1, r2 ≥ 0 such that r1+ r2 = n1− 1. Such elements have the required properties.
These computations show that integral (7.12) equalsˆ
Hn1Zl−n1−1Vl−n1−1\Gl
ˆ
UHn1
\Hn1
(
ˆ
Rl,n1
W (r′wl,n1h′g)dr′)
ˆ
Rl,n
ˆ
Mn1×n−l
ϕ′1−s,s(ωn2,n1wl,nw
l,n1h′(
wl,n1
(wl,nηr))g, 1, 1, 1)ψγ (r)dηdrdh
′dg.
In order to get the required form of the integral we need to slide h′ to the third argument
of ϕ′1−s,s. Set w = ωn2,n1wl,nw
l,n1 . Since we can write the dh′-integration over BHn1 ,
we can assume h′ ∈ BHn1 . Then it is left to show that for all h ∈ Hn, x ∈Mn1 < Hn1
and u ∈ Un1 < Hn1 ,
ϕ′1−s,s(wxh, 1, 1, 1) = ϕ
′
1−s,s(wh, 1, x, 1),
ϕ′1−s,s(wuh, 1, x, 1) = ϕ
′
1−s,s(wh, 1, x(
tn1u), 1).
Since tn1 commutes with x, x(
tn1u) = tn1 (xu). Writing h′ = xu yields the requested
form of the integral.
We compute w
−1
x. With the same notation as above,
w−1x = ω
−1
n2,n1 (w
−1
l,nx′) =

In2
x
1
x∗
In2
 .
We see that w
−1
x belongs to Hn1 directly embedded in Hn (without going through
Gl), i.e., embedded in the middle block of Qn2 - the standard parabolic subgroup
of Hn whose Levi part is isomorphic to GLn2 × Hn1 . Hence ϕ′1−s,s(wxh, 1, 1, 1) =
ϕ′1−s,s(wh, 1, x, 1).
For u,
w−1u = ω
−1
n2,n1 (w
−1
l,nu′) =

In2
In1
γ−1(−1)n−lu1 1
γ−2u2 γ
−1(−1)n−lu′1 In1
In2
 .
Again w
−1
u ∈ Hn1 < Hn, ϕ′1−s,s(wuh, 1, x, 1) = ϕ′1−s,s(wh, 1, x(tn1 u), 1). 
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Proof of Claim 7.5. As in Claim 7.3 we can replace ϕ′1−s,s, which depends onM
∗(ε2, s)
and M∗(ε1 ⊗ ε∗2, (s, 1− s)), with an arbitrary element of ξ(ε∗2 ⊗ ε1, rat, (1− s, s)). The
arguments of Claim 7.2 apply here as well. Proposition 5.21 is used to obtain W and
θ1−s,s ∈ ξ(ε∗2 ⊗ ε1, hol, (1 − s, s)).
The inner dr′dh′-integrations will be absolutely convergent for all g, r and η. The
proportionality factor between these integrations needs to be recalculated, because of
the conjugation by tn1 . In general for W ∈ W(π, ψ−1γ ) and f ′s ∈ ξ(ε1, rat, s), according
to (6.1) and (7.3),
γ(π × ε1, ψ, s)Ψ(W, (f ′s)tn1 , s) = c(l, ε1, γ, s)Ψ(W,M∗(ε1, s)(f ′s)tn1 , 1− s)
= Ψ(W, (M∗(ε1, s)f
′
s)
tn1 , 1− s).
Thus the inner dr′dh′-integrations are proportional by γ(π × ε1, ψ, s). 
7.2. Multiplicativity in the first variable
7.2.1. Reduction of the proof
Let τ be a representation of GLn. In this section we prove Theorem 1.4: if σ is a
representation of GLk, 0 < k ≤ l, and π is a quotient of IndGlPk(σ ⊗ π′) or Ind
Gl
κPl
(σ),
γ(π × τ, ψ, s) = ωσ(−1)nωτ (−1)k[ωτ (2γ)−1]γ(σ × τ, ψ, s)γ(π′ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
(7.32)
As in Section 7.1 we may assume that π is equal to the induced representation.
The proof is reduced to two particular cases: k < l ≤ n and k = l > n. First we
explain how these cases together with Theorem 1.3 imply the general case.
Assume k < l and l > n. Let τ1 be a representation of GLm for m > l such that
γ(π×τ1, ψ, s) 6= 0 (e.g. take an irreducible τ1) and consider ρ = IndGLn+mPn,m (τ ⊗ τ1). For
brevity, we drop ψ and s from the notation of the γ-factors. According to Theorem 1.3,
γ(π × ρ) = γ(π × τ)γ(π × τ1).(7.33)
Since k < l < m + n, γ(π × ρ) is multiplicative in the first variable. In addition the
γ-factors of GLk ×GLn+m are multiplicative ([JPSS83] Theorem 3.1). Hence
γ(π × ρ) =ωσ(−1)n+mωτ (−1)kωτ1(−1)k(7.34)
γ(σ × τ)γ(σ × τ1)γ(π′ × ρ)γ(σ∗ × τ)γ(σ∗ × τ1).
Also γ(π′ × ρ) is multiplicative in ρ and because k < l < m, γ(π× τ1) is multiplicative
in π. Therefore
γ(π′ × ρ) = γ(π′ × τ)γ(π′ × τ1),
γ(π × τ1) = ωσ(−1)mωτ1(−1)kγ(σ × τ1)γ(π′ × τ1)γ(σ∗ × τ1).
Applying these equalities to (7.34) we get
γ(π × ρ) = ωσ(−1)nωτ (−1)kγ(σ × τ)γ(π′ × τ)γ(π × τ1)γ(σ∗ × τ).(7.35)
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Comparing (7.33) and (7.35),
γ(π × τ) = ωσ(−1)nωτ (−1)kγ(σ × τ)γ(π′ × τ)γ(σ∗ × τ).
The last case is when k = l ≤ n and π is induced from either Pl or κPl. Since
the argument is identical for either parabolic, assume π = IndGlPl (σ). Let σ1 be a
representation of GLm with m > n. Define ρ = Ind
Gm+l
Pm+l
(Ind
GLm+l
Pm,l
(σ1 ⊗ σ)). Since
ρ ∼= IndGm+lPm (σ1 ⊗ π) and m < m+ l,
γ(ρ× τ) =ωσ1(−1)nωτ (−1)mγ(σ1 × τ)γ(π × τ)γ(σ∗1 × τ).(7.36)
Because m+ l > n,
γ(ρ× τ) =ωσ1(−1)nωσ(−1)nωτ (−1)m+lωτ (2γ)−1
γ(Ind
GLm+l
Pm,l
(σ1 ⊗ σ)× τ)γ((IndGLm+lPm,l (σ1 ⊗ σ))∗ × τ).
Combining this with (7.36) yields
γ(π × τ) = ωσ(−1)nωτ (−1)lωτ (2γ)−1γ(σ × τ)γ(σ∗ × τ).
7.2.2. The basic identity
Let W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). We use the realization of π described in
Section 5.8: assume π = IndGlP (σ ⊗ π′) where P is either Pk or κ(Pl), σ is realized
in W(σ, ψ−1) and π′ (if k < l) is realized in W(π′, ψ−1γ ), and select ϕζ ∈ ξGlP (σ ⊗
π′, std,−ζ + 12) for W (i.e., Wϕ0 =W ).
According to Claim 5.23, Ψ(ϕζ , fs, s) = Ψ(Wϕζ , fs, s) in C(q
−s). This claim can
be easily adapted to showing Ψ(ϕζ ,M
∗(τ, s)fs, 1 − s) = Ψ(Wϕζ ,M∗(τ, s)fs, 1 − s), in
C(q−s).
In Sections 7.2.3-7.2.4 we prove for a fixed ζ with ℜ(ζ) >> 0 that in C(q−s),
ωσ(−1)nωτ (−1)kγ(σ × τ, ψ, s − ζ)γ(π′ × τ, ψ, s)γ(σ∗ × τ, ψ, s + ζ)(7.37)
c(l, τ, γ, s)−1[ωτ (2γ)
−1]Ψ(ϕζ , fs, s) = Ψ(ϕζ ,M
∗(τ, s)fs, 1− s),
where the factor ωτ (2γ)
−1 appears only if k = l. Analogously to Claim 7.1,
γ(IndGlP ((σ ⊗ π′)α−ζ+
1
2 )× τ, ψ, s) ∈ C(q−ζ , q−s)
(the proof is actually simpler, since the twist by ζ does not involve the intertwining
operator and the sections related to τ). Arguing as in Section 7.1.3, equality (7.32)
follows by letting ζ → 0.
7.2.3. The case k < l ≤ n
The proof follows the arguments of Soudry [Sou93] (Theorem 11.4). We apply the
functional equations for σ × τ , π′ × τ and σ × τ∗. Manipulations of integrals with
possibly disjoint domains of absolute convergence are explained using meromorphic
continuations and uniqueness properties as in Section 7.1.4. Proofs of convergence can
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be derived using the techniques of [Sou93] (Section 11). The domains of convergence
change from {ℜ(ζ) << ℜ(s) << (1 + C1)ℜ(ζ)}, where C1 > 0, to {(1 − C2)ℜ(ζ) <<
ℜ(s) << ℜ(ζ)} with 1 > C2 > 0, then {(1 − C2)ℜ(ζ) << ℜ(1 − s) << ℜ(ζ)} and
finally {ℜ(ζ) << ℜ(1 − s) << (1 + C1)ℜ(ζ)}. The constants C1 and C2 depend only
on the representations.
Our starting point is
Ψ(ϕζ , fs, s) =
ˆ
UGl\Gl
(
ˆ
Vk
ϕζ(vg, 1, 1)ψγ (v)dv)
ˆ
Rl,n
fs(wl,nrg, 1)ψγ(r)drdg.(7.38)
Here we used (5.28) for Wϕζ . Since UGl = (Vk ⋊ Zk)⋊ UGl−k , the integral becomesˆ
ZkUGl−k\Gl
ϕζ(g, 1, 1)
ˆ
Rl,n
fs(wl,nrg, 1)ψγ(r)drdg.
We have the following integration formula, derived using Gl = KGlP
⋆ where P ⋆ =
(GLk ×BGl−k)⋉ Vk is a parabolic subgroup.ˆ
ZkUGl−k\Gl
F (g)dg =
ˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Zk\GLk
ˆ
V ′
k
F (amvtk)dmdadvdtdk,(7.39)
where
V ′k = {

Ik
m Il−1−k
I2
Il−1−k
m′ Ik
},
V ′′k = {

Ik
0 Il−1−k
v1 0 1
v2 0 0 1
v 0 0 0 Il−1−k
z v′ ∗ ∗ 0 Ik
}.
Using this formula, the integral equalsˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Zk\GLk
ˆ
V ′
k
ϕζ(amvtk, 1, 1)(7.40)
ˆ
Rl,n
fs(wl,nramvtk, 1)ψγ(r)drdmdadvdtdk.
For a ∈ GLk, δPk(a) = |det a|2l−k−1, hence
ϕζ(a, 1, 1) = |det a|−l+
k+1
2
−ζϕζ(1, a, 1).
Also according to (5.3),ˆ
Rl,n
fs(wl,nram, 1)ψγ(r)dr = δ
1
2
Qn
(a)|det a|l−n+s− 12
ˆ
Rl,n
fs(wl,nr, am)ψγ(r)dr.
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Remark 7.3. The main obstacle in addressing the case k = l ≤ n here is that w−1l,nLl is
not contained in Qn, so (5.3) is not applicable.
Combining these observations (7.40) becomesˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Ml−1−k×k
ϕζ(vtk, a, 1)(7.41)
fs(wl,nrvtk, am)|det a|s−ζ−
n−k
2 ψγ(r)dmdadrdvdtdk.
Here we identified V ′k with Ml−1−k×k. The inner dmda-integration is a Rankin-Selberg
integral for GLk ×GLn and σ × τ . By (2.18) with j = l − 1− k we (formally) obtainˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Mk×n−l
ϕζ(vtk, a, 1)(7.42)
fs(wl,nrvtk,
 0 Il−k 00 0 In−l
Ik 0 m
 a)|det a|s−ζ−n+k2 +l−1ψγ(r)dmdadrdvdtdk.
This integral is absolutely convergent in the sense that it is convergent if we replace
ϕζ , fs with |ϕζ |, |fs| and drop ψγ . In its domain of absolute convergence (7.42) satisfies
the same equivariance properties (5.18) as Ψ(ϕζ , fs, s). This is evident from (7.43)
below, which is equal as an integral to (7.42). It is also possible to show that there
are functions ϕζ and fs for which (7.42) is absolutely convergent and equals 1, for all
s (see the proof of Claim 7.11). Then from Section 5.6 it follows that (7.42) has a
meromorphic continuation to a function in C(q−s). Thus for all but a finite set of q−s,
it is a bilinear form on V Gl
Pk
(σ ⊗ π′,−ζ + 12) × V (τ, s) satisfying (5.18) (recall that ζ
is fixed). This also holds for (7.41), since it is equal as an integral to Ψ(ϕζ , fs, s) and
because of Claim 5.23. Thus (7.41) and (7.42) are proportional. In Section 7.2.5 we
prove,
Claim 7.8. Integral (7.41) multiplied by ωσ(−1)n−1γ(σ × τ, ψ, s − ζ) equals inte-
gral (7.42), as meromorphic functions.
As in Section 7.1.4 (see the paragraph after Claim 7.2), we can skip the independent
proof of meromorphic continuation for (7.42) and regard the integral (7.42) and the
meromorphic continuation of (7.41) as bilinear forms on V Gl
Pk
(σ⊗ π′,−ζ + 12 )× V (τ, s)
only for s in the domain of absolute convergence of (7.42).
Reverse the steps (7.40)-(7.41) to get that (7.42) equalsˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Zk\GLk
ˆ
Mk×n−l
ˆ
Rl,n
ϕζ(avtk, 1, 1)
fs(wl,nravtk,
 0 Il−k 00 0 In−l
Ik 0 m
)|det a|l−1−kψγ(r)drdmdadvdtdk.
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Changing the order am 7→ ma in (7.39) multiplies dm by |det a|l−1−k, then equal-
ity (7.39) implies the formulaˆ
V ′
k
ZkUGl−k\Gl
F (g)dg =
ˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Zk\GLk
F (avtk)|det a|l−1−kdadvdtdk.
Here V ′kZkUGl−k < Gl because V
′
k(ZkUGl−k) = (ZkUGl−k)V
′
k.
Let 0 Il−k 00 0 In−l
Ik 0 m
 =
 0 Il−k 00 0 In−l
Ik 0 0
 Ik 0 m0 Il−k 0
0 0 In−l
 = ωn−k,km.
Since the function on Gl given by
g 7→
ˆ
Mk×n−l
ˆ
Rl,n
ϕζ(g, 1, 1)fs(wl,nrg, ωn−k,km)ψγ(r)drdm
is V ′kZkUGl−k -invariant on the left (invariancy by V
′
kUGl−k holds even for each fixed m),
we may apply the latter formula to the integral and deriveˆ
V ′
k
ZkUGl−k\Gl
ˆ
Mk×n−l
ˆ
Rl,n
ϕζ(g, 1, 1)fs(wl,nrg, ωn−k,km)ψγ(r)drdmdg.(7.43)
Now our task is to prepare an inner integration for π′ × τ . Essentially it is shown
how to mix V ′′k and Rl,n to form Rl−k,n. Start with factoring the integral through V
′′
k ,
noting that V ′k ⋉ V
′′
k = Vk and ϕζ(vg, 1, 1) = ϕζ(g, 1, 1) for v ∈ Vk. This leads to
ˆ
VkZkUGl−k\Gl
ϕζ(g, 1, 1)
ˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(wl,nrvg, ωn−k,km)ψγ(r)drdmdvdg.
(7.44)
By the following claim it is possible to change the order of m and rv.
Claim 7.9. ˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kmwl,nrvg, 1)ψγ(r)drdmdv
=
ˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kwl,nrv(
wl,nm)g, 1)ψγ(r)drdmdv.
Write ωn−k,kwl,n = wl−k,nw with
w =

0 0 0 γ−1Ik 0
In−l 0 0 0 0
0 0 bl−k,k 0 0
0 0 0 0 In−l
0 γIk 0 0 0
 ∈ Hn, bl−k,k = diag(Il−k, (−1)k, Il−k).
The next claim shows how to combine the coordinates of V ′′k and Rl,n.
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Claim 7.10. ˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kwl,nrv(
wl,nm)g, 1)ψγ (r)drdmdv
=
ˆ
Mk×n−l
ˆ
Rl−k,n
fs(wl−k,nr
′w(wl,nm)g, 1)ψγ (r
′)dr′dm.
On the right-hand side ψγ denotes the character of Nn−(l−k) restricted to Rl−k,n.
Using Claims 7.9 and 7.10, integral (7.44) becomesˆ
VkZkUGl−k\Gl
ˆ
Mk×n−l
ˆ
Rl−k,n
ϕζ(g, 1, 1)fs(wl−k,nr
′w(wl,nm)g, 1)ψγ(r
′)dr′dmdg.
This integral may be factored through Gl−k. For g
′ ∈ Gl−k, (wl,nm) commutes with g′
and w
−1
g′ = bn,kg′ (where g′ is considered as an element of Hn, if we consider g
′ as an
element of Hl−k we get
bl−k,kg′). The integral equalsˆ
VkZkGl−k\Gl
ˆ
Mk×n−l
ˆ
UGl−k\Gl−k
ˆ
Rl−k,n
(7.45)
ϕζ(g, 1, g
′)fs(wl−k,nr
′(bn,kg′)w(wl,nm)g, 1)ψγ (r
′)dr′dg′dmdg.
The manipulations (7.42)-(7.45) still hold when we replace ϕζ , fs with |ϕζ |, |fs| and
drop the character. This means that (7.42) and (7.45) are absolutely convergent in
the same domain. The inner dr′dg′-integration may be regarded as an integral for
Gl−k × GLn and π′ × τ (see Section 7.1.2 for the conjugation bn,kg′). Applying the
functional equation to integral (7.45) we arrive atˆ
VkZkGl−k\Gl
ˆ
Mk×n−l
ˆ
UGl−k\Gl−k
ˆ
Rl−k,n
(7.46)
ϕζ(g, 1, g
′)M∗(τ, s)fs(wl−k,nr
′(bn,kg′)w(wl,nm)g, 1)ψγ(r
′)dr′dg′dmdg.
We have already shown that (7.45) (as a meromorphic function) is proportional to
Ψ(ϕζ , fs, s). Below we show that (7.46) resembles (7.42) and it will follow that it has
a meromorphic continuation which is proportional to Ψ(ϕζ ,M
∗(τ, s)fs, 1 − s). The
integrals Ψ(ϕζ , fs, s) and Ψ(ϕζ ,M
∗(τ, s)fs, 1−s) are proportional, since they are equal
as rational functions to Ψ(Wϕζ , fs, s) and Ψ(Wϕζ ,M
∗(τ, s)fs, 1 − s) (resp.), see Sec-
tion 7.2.2. Therefore (7.45) and (7.46) are also proportional and it remains to use a
specific substitution to find the proportionality factor.
Claim 7.11. Integral (7.45) multiplied by γ(π′×τ, ψ, s) equals integral (7.46), as mero-
morphic functions.
Reproduce the steps (7.42)-(7.45) backwards to land at
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ˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Mk×n−l
ϕζ(vtk, a, 1)(7.47)
M∗(τ, s)fs(wl,nrvtk,
 0 Il−k 00 0 In−l
Ik 0 m
 a)|det a|−s−ζ−n+k2 +lψγ(r)
dmdadrdvdtdk.
This is just (7.42) with s 7→ 1− s and fs 7→M∗(τ, s)fs. Apply the functional equation
for GLk ×GLn and σ × τ∗ to get (compare to (7.41))
ˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Ml−1−k×k
ϕζ(vtk, a, 1)(7.48)
M∗(τ, s)fs(wl,nrvtk, am)|det a|1−s−ζ−
n−k
2 ψγ(r)dmdadrdvdtdk.
Observe that by Claim 7.8 it immediately follows that integral (7.47) multiplied by
ωσ(−1)1−nγ(σ × τ∗, ψ, 1 − s − ζ)−1 equals integral (7.48), as meromorphic functions.
This is because we established the proportionality factor between (7.41) and (7.42) for
arbitrary (σ, τ, ϕζ , fs, s).
We return from (7.48) reversing the passage (7.38)-(7.41) and reachˆ
UGl\Gl
(
ˆ
Vk
ϕζ(vg, 1, 1)ψγ (v)dv)
ˆ
Rl,n
M∗(τ, s)fs(wl,nrg, 1)ψγ(r)drdg
= Ψ(ϕζ ,M
∗(τ, s)fs, 1− s).
Altogether it was shown that
γ(σ × τ∗, ψ, 1 − s− ζ)−1γ(π′ × τ, ψ, s)γ(σ × τ, ψ, s − ζ)Ψ(ϕζ , fs, s)
= Ψ(ϕζ ,M
∗(τ, s)fs, 1− s).
Since γ(σ × τ∗, ψ, 1 − s − ζ)−1 = ωσ(−1)nωτ (−1)kγ(σ∗ × τ, ψ, s + ζ), equality (7.37)
follows.
7.2.4. The case k = l > n
Here Gl is necessarily split. Assume first that π is induced from Pl. Start with
Ψ(ϕζ , fs, s) =
ˆ
UHn\Hn
ˆ
Rl,n
(
ˆ
Vl
ϕζ(vrw
l,nh, dγ)ψγ(v)dv)fs(h, 1)drdh,(7.49)
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where Wϕζ was replaced by (5.29) (dγ = diag(Il−1, 4)). Decompose Vl = V
′
l · V ′′l with
V ′l = {

In 0 0
1
2β v1 0 v2
Il−n−1 0 0 0 0
1 0 0 12β v
′
1
1 0 0
Il−n−1 0
In
},
V ′′l = {

In 0 0 0 v4 0
Il−n−1 0 v3 v5 v
′
4
1 0 v′3 0
1 0 0
Il−n−1 0
In
}.
Here if l = n+ 1, V ′′l = {1}. We write the integral asˆ
UHn\Hn
ˆ
Rl,n
ˆ
V ′
l
ˆ
V ′′
l
ϕζ(v
′′v′rwl,nh, dγ)ψγ(v
′′v′)fs(h, 1)dv
′′dv′drdh.(7.50)
It is first shown how to replace the dv′-integration with a du0-integration over Un.
Let
u0 =
 In v1 v2 + 12v1v′11 v′1
In
 ∈ Un,
with tv2Jn + Jnv2 = 0 and v
′
1 = −tv1Jn. If we put u⋆0 = (w
l,n)−1u0, u
⋆
0 = η(v
′)v′ where
η(v′) is the image in Ll of  In βv1Il−n−1
1
 ∈ GLl
and
v′ =

In 0 0
1
2β v1 0 v2
Il−n−1 0 0 0 0
1 0 0 12β v
′
1
1 0 0
Il−n−1 0
In
 .
Assume l > n + 1. In this case ϕζ is left-invariant by η(v
′), ψγ(v
′′v′) = ψγ(v
′′) and
η(v′) normalizes V ′′l without changing ψγ . Hence (7.50) equalsˆ
UHn\Hn
ˆ
Rl,n
ˆ
V ′
l
ˆ
V ′′
l
ϕζ(v
′′η(v′)v′rwl,nh, dγ)ψγ(v
′′)fs(h, 1)dv
′′dv′drdh
=
ˆ
UHn\Hn
ˆ
Rl,n
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′u⋆0rw
l,nh, dγ)ψγ(v
′′)fs(h, 1)dv
′′du0drdh.
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Here the measure du0 is normalized according to dv
′. For a fixed
r =

In
x Il−n−1
I2
Il−n−1
x′ In
 ∈ Rl,n,
(u⋆0)
−1
r = br,u0zr,u0r where br,u0 is the image in Ll of In Il−n−1 −βxv1
1
 ∈ GLl
and
zr,u0 =

In 0 0 0 ∗ 0
Il−n−1 0 − 12βxv1 ∗ ∗
1 0 12β v
′
1x
′ 0
1 0 0
Il−n−1 0
In
 ∈ V
′′
l .
Then the integral isˆ
UHn\Hn
ˆ
Rl,n
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′br,u0zr,u0rw
l,nu0h, dγ)ψγ(v
′′)fs(h, 1)dv
′′du0drdh.
Now br,u0 normalizes V
′′
l with no change to ψγ and the change v
′′ 7→ v′′z−1r,u0 changes
ψγ(v
′′) 7→ ψγ(v′′)ψ−1(14β(xv1)l−n−1). Since ϕζ(br,u0g, dγ) = ψ(14β(xv1)l−n−1)ϕζ(g, dγ)
we get ˆ
UHn\Hn
ˆ
Rl,n
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′rwl,nu0h, dγ)ψγ(v
′′)fs(h, 1)dv
′′du0drdh.(7.51)
If l = n + 1, η(v′) satisfies ϕζ(1, dγ)ψγ(v
′) = ϕζ(η(v
′), dγ) (note that ψγ(v
′) =
ψ(−14β(v1)n)) whenceˆ
V ′
l
ϕζ(v
′h, dγ)ψγ(v
′)dv′ =
ˆ
V ′
l
ϕζ(η(v
′)v′h, dγ)dv
′ =
ˆ
Un
ϕζ(u0h, dγ)du0,
where du0 is normalized as above, and (7.50) still equals (7.51). In this case ψγ(v
′′) ≡ 1
since V ′′l = {1}.
We proceed with (7.51), for any l > n. Utilize the integration formulaˆ
UHn\Hn
F (h)dh =
ˆ
Un
ˆ
Zn\GLn
F (au)|det a|−ndadu.
The subgroup Un < Hn is normalized by a ∈ GLn < Mn with a change of measure
du0 7→ |det a|ndu0. The element (wl,n)−1a ∈ Ll normalizes Rl,n and V ′′l , multiplies dr
by |det a|n−l+1 and dv′′ by |det a|l−n−1, preserves ψγ and its image in GLl commutes
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with dγ . Also ϕζ(a, 1) = |det a|− l−12 −ζϕζ(1, a). The integral becomesˆ
Un
ˆ
Zn\GLn
ˆ
Rl,n
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′rwl,nu0u, adγ)(7.52)
fs(u, a)|det a|s−ζ+
n−l
2 ψγ(v
′′)dv′′du0drdadu.
The da-integration defines an integral for GLn × GLl. However, applying (2.18) now
(with j = 0) introduces a unipotent integration which interferes one step ahead (see
Remark 7.4 below). This problem is overcome by using the coordinates of r. Since
Rl,n < Ll normalizes V
′′
l without affecting ψγ and its projection on GLl commutes
with dγ , we get ˆ
Un
ˆ
Un
ˆ
V ′′
l
ˆ
Zn\GLn
ˆ
Ml−n−1×n
ϕζ(v
′′wl,nu0u, ardγ)(7.53)
fs(u, a)|det a|s−ζ+
n−l
2 ψγ(v
′′)drdadv′′du0du.
Now the drda-integration forms an integral for GLn ×GLl and τ × σ. Using (2.18)
with j = l − n− 1 we obtainˆ
Un
ˆ
Un
ˆ
V ′′
l
ˆ
Zn\GLn
ϕζ(v
′′wl,nu0u,
(
0 Il−n
a 0
)
dγ)(7.54)
fs(u, a)|det a|s−ζ−
n−l
2
−1ψγ(v
′′)dadv′′du0du.
As in Section 7.2.3 ((7.41)-(7.42)) integrals (7.53) and (7.54) have proportional mero-
morphic continuations. Note that (7.54) is equal as an integral to (7.55) below and by
a direct verification, integral (7.55) satisfies (5.18).
Claim 7.12. Integral (7.53) multiplied by ωτ (−1)l−1γ(σ × τ, ψ−1, s − ζ) equals inte-
gral (7.54), as meromorphic functions.
Reversing steps (7.51)-(7.52) (without dr) we getˆ
UHn\Hn
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′wl,nu0h, ωl−n,ndγ)ψγ(v
′′)fs(h, 1)dv
′′du0dh.(7.55)
Since fs(u0h, 1) = fs(h, 1) for u0 ∈ Un and UHn = ZnUn, the du0dh-integration col-
lapses into an integral over Zn\Hn. Factoring through Un leads toˆ
UnZn\Hn
ˆ
Un
ˆ
V ′′
l
ϕζ(v
′′wl,nuh, ωl−n,ndγ)ψγ(v
′′)fs(uh, 1)dv
′′dudh.
Recall that in Section 7.2.3 the next step was to apply a functional equation for
Gl−k × GLn. Here we construct the left-hand side of Shahidi’s functional equation
(2.6). Define a function F (h) on Hn by
F (h) =
ˆ
V ′′
l
ϕζ(v
′′wl,nh, ωl−n,ndγ)ψγ(v
′′)dv′′.
Claim 7.13. Let u ∈ Un. For any h ∈ Hn, F (uh) = ψ−1( 2βun+1,1)F (h), where u is
written relative to EHn .
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Remark 7.4. If we applied the functional equation for τ ×σ with j = 0, a similar claim
would fail.
Then the integral equalsˆ
UnZn\Hn
F (h)
ˆ
Un
fs(uh, 1)ψ
−1(
2
β
un+1,1)dudh.
Remark 7.5. This resembles the Rankin-Selberg integral for SO2n+1 ×GLl studied by
Soudry [Sou93]. The mapping fs 7→
´
Un
fs(u, 1)ψ
−1( 2βun+1,1)du defines a Whittaker
functional on V (τ, s).
Rewriting the du-integration over Un we obtainˆ
UnZn\Hn
F (h)(
ˆ
Un
fs(wnuw
−1
n h, 1)ψ
−1(
2
β
(−1)n+1un,n+1)du)dh.(7.56)
According to equality (2.6), as meromorphic continuations integral (7.56) equals
cτ,β
ˆ
UnZn\Hn
F (h)(
ˆ
Un
M∗(τ, s)fs(wnuw
−1
n h, 1)ψ
−1(
2
β
(−1)n+1un,n+1)du)dh.(7.57)
Here cτ,β = |β2 |−2n(s−
1
2
)ωτ (
β
2 )
−2 is calculated by substituting y · fs for fs in (2.6) where
y = diag((−1)n 2
β
In, 1, (−1)n β
2
In)diag((d
∗
n)
−1, 1, d−1n )w
−1
n h.
The justification to the last passage is the same as in Section 7.2.3 (Claim 7.11).
Now we backtrack the transitions (7.54)-(7.56) and arrive at
cτ,β
ˆ
Un
ˆ
Un
ˆ
V ′′
l
ˆ
Zn\GLn
ϕζ(v
′′wl,nu0u,
(
0 Il−n
a 0
)
dγ)(7.58)
M∗(τ, s)fs(u, a)|det a|−s−ζ−
n−l
2 ψγ(v
′′)dadv′′du0du.
This is just (7.54) with s 7→ 1 − s and fs 7→ M∗(τ, s)fs. The functional equation
for GLn × GLl and τ∗ × σ implies that integral (7.58) multiplied by ωτ (−1)l−1γ(σ ×
τ∗, ψ−1, 1− s− ζ)−1 equals (compare to (7.53))
cτ,β
ˆ
Un
ˆ
Un
ˆ
V ′′
l
ˆ
Zn\GLn
ˆ
Ml−n−1×n
ϕζ(v
′′wl,nu0u, ardγ)(7.59)
M∗(τ, s)fs(u, a)|det a|1−s−ζ+
n−l
2 ψγ(v
′′)drdadv′′du0du.
As in Section 7.2.3 (see (7.47)-(7.48)) the last passage, which is between meromorphic
continuations, is already justified by Claim 7.12. Finally, reversing the steps (7.49)-
(7.53) yields
cτ,β
ˆ
UHn\Hn
ˆ
Rl,n
(
ˆ
Vl
ϕζ(vrw
l,nh, dγ)ψγ(v)dv)M
∗(τ, s)fs(h, 1)drdh.(7.60)
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Since
γ(σ × τ, ψ−1, s− ζ) = ωσ(−1)nωτ (−1)lγ(σ × τ, ψ, s − ζ),
γ(σ × τ∗, ψ−1, 1− s− ζ)−1 = γ(σ∗ × τ, ψ, s + ζ),
cτ,β = c(l, τ, γ, s)ωτ (β)
2|β|2n(s− 12 ) = c(l, τ, γ, s)ωτ (2γ)
(recall that we assume |β| = 1), we conclude
c(l, τ, γ, s)−1ωσ(−1)nωτ (−1)lωτ (2γ)−1γ(σ × τ, ψ, s − ζ)γ(σ∗ × τ, ψ, s + ζ)Ψ(ϕζ , fs, s)
= Ψ(ϕζ ,M
∗(τ, s)fs, 1− s).
This completes the proof for π induced from Pl.
We explain the necessary adjustments in case π = IndGl
κ(Pl)
(σ). We use the Whittaker
functional for π given by (5.30). Decompose κV = κ(V ′l )
κ(V ′′l ) and write u
⋆
0 = η(v
′)v′,
where now η(v′) equals the matrix denoted above by v′ (without the coordinates of
v2) and normalizes
κV ′′l . In the decomposition br,u0zr,u0r we exchange the matrices of
br,u0 and zr,u0 , whence zr,u0 ∈ κV ′′l and ϕζ(br,u0g, dγ) = ψ−1(14β(xv1)l−n−1)ϕζ(g, dγ).
Since l > n, the passage to the integration over Zn\GLn is the same as above. Also
Rl,n = κRl,n so this subgroup normalizes κV ′′l . The function F (h) is defined in the same
way but now satisfies F (uh) = ψ( 2βun+1,1)F (h), which does not change the constant
cτ,β in (7.57). There are no further differences.
7.2.5. Proofs of claims
Proof of claim 7.8. Recall that integral (7.41) isˆ
KGl
ˆ
TGl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Ml−1−k×k
ϕζ(vtk, a, 1)
fs(wl,nrvtk, am)|det a|s−ζ−
n−k
2 ψγ(r)dmdadrdvdtdk.
Let Wσ ∈ W(σ, ψ−1) and Wτ ∈ W(τ, ψ) be arbitrary. Let k1 > 0 be such that Wτ is
right-invariant by NGLn,k1 .
If k < l − 1, select Wπ′ ∈ W(π′, ψ−1γ ) by Lemma 5.3 with j = 0 and k2 >> k1, for
some W0 ∈ W(π′, ψ−1γ ) such that W0(1) 6= 0. In case k = l − 1, π′ is a character of G1
and we put Wπ′ = π
′.
Choose fs ∈ ξ(τ, hol, s) according to Lemma 5.2 with Wτ and k3 >> k2. Finally
we take ϕζ with support in PkNGl,k4 such that for all a ∈ GLk, h ∈ Gl−k, v ∈ Vk and
u ∈ NGl,k4 , ϕ(ahvu, 1, 1) = |det a|−l+
k+1
2
−ζWσ(a)Wπ′(h). Taking k4 >> k3 we may
assume that fs is right-invariant on the image of NGl,k4 in Hn.
With the above selection (7.41) becomes
c
ˆ
UGl−k\Gl−k
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Ml−1−k×k
Wσ(a)Wπ′(h)
fs(wl,nrvh, am)|det a|s−ζ−
n−k
2 ψγ(r)dmdadrdvdh.
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Here c > 0 is a volume constant depending on k4. Let V
′ = Vl−k−1⋊G1 < Gl−k. Using
the formula ˆ
UGl−k\Gl−k
F (h)dh =
ˆ
BGLl−k−1
ˆ
V ′
F (bv′)δ(b)dv′db,
where δ is a suitable modulus character, we get
c
ˆ
BGLl−k−1
ˆ
V ′
ˆ
V ′′
k
ˆ
Rl,n
ˆ
Zk\GLk
ˆ
Ml−1−k×k
Wσ(a)Wπ′(bv
′)(7.61)
fs(wl,nrvv
′, amb)|det a|s−ζ−n−k2 ψγ(r)|det b|−k+l−n+s−
1
2 δ(b)dmdadrdvdv′db.
For fixed a,m and b, since vv′ ∈ Vl−1⋊G1, we deduce that the dr-integration vanishes
unless v, v′ ∈ NGl,k3−k0 (with k0 - the constant of Lemma 5.2). Thereby since k3 >> k2,
Wπ′(bv
′) =Wπ′(b). It follows that up to a measure constant,ˆ
V ′
ˆ
V ′′
k
ˆ
Rl,n
Wπ′(bv
′)fs(wl,nrvv
′, amb)ψγ(r)drdvdv
′ = Ps(γ)Wπ′(b)Wτ (ambtγ),
where Ps(γ) = |γ|l( 12n+s− 12 ) and tγ is given by Lemma 5.2.
Now Wπ′(b) = 0 unless b ∈ NGl−k,k2 and because k2 >> k1, Wτ (ambtγ) =Wτ (amtγ)
(if k = l − 1, there is no db-integration at all). Hence (7.61) equals
c′Ps(γ)
ˆ
Zk\GLk
ˆ
Ml−1−k×k
Wσ(a)Wτ (amtγ)|det a|s−ζ−
n−k
2 dmda.(7.62)
The constant c′ > 0 equals a product of volumes depending on ki, 1 ≤ i ≤ 4 (but not
on s).
Integral (7.62) forms the left-hand side of the GLk×GLn functional equation (2.18),
with the following exception: on the one hand, our computation is valid in the domain
D of absolute convergence of (7.41), which takes the form {ℜ(ζ) << ℜ(s) << (1 +
C1)ℜ(ζ)}. On the other hand, the integral on the left-hand side of (2.18) is defined in
a right half-plane ℜ(s − ζ) > s0, where s0 is a constant depending only on σ and τ .
However since C1 > 0, limℜ(ζ)→∞C1ℜ(ζ) =∞ hence we can take ℜ(ζ) >> 0 such that
D contains a non-empty domain D0 of the form {s ∈ C : s0 << ℜ(s− ζ) << C1ℜ(ζ)}.
Then in D0 integral (7.62) is equal to the integral on the left-hand side of (2.18).
When we apply the same substitution to integral (7.42) we obtain
c′Ps(γ)
ˆ
Zk\GLk
ˆ
Mk×n−l
Wσ(a)Wτ (
 0 Il−k 00 0 In−l
Ik 0 m
 atγ)|det a|s−ζ−n+k2 +l−1dmda.
(7.63)
This integral comprises the right-hand side of (2.18), but it is defined in a domain D∗ of
the form {(1−C2)ℜ(ζ) << ℜ(s) << ℜ(ζ)}, while the right-hand side of (2.18) is defined
in a left half-plane ℜ(s−ζ) < s1. Because C2 > 0, we have limℜ(ζ)→∞−C2ℜ(ζ) = −∞
whence D∗ contains a non-empty domain D1 of the form {s ∈ C : −C2ℜ(ζ) <<
ℜ(s − ζ) << s1}. In D1 integral (7.63) is equal to the integral on the right-hand side
of (2.18).
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Now it follows from (2.18) that as functions in C(q−s), (7.62) multiplied by ωσ(−1)n−1γ(σ×
τ, ψ, s − ζ) equals (7.63). 
Proof of Claim 7.9. We start withˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kmwl,nrvg, 1)ψγ(r)drdmdv.
Let r ∈ Rl,n be with the first n− l rows(
In−l x1 x2 x3 x4 0l z
)
,
where x1 ∈Mn−l×k, x2 ∈Mn−l×l−1−k, x3, x4 ∈Mn−l×1. Let y ∈ V ′′k and put
v = [y]EHn =

In−l
Ik
0 Il−1−k
v1 0 1
v2 0 0 1
v3 0 0 0 1
v4 0 0 0 0 Il−1−k
v5 v
′
4 v
′
3 v
′
2 v
′
1 0 Ik
In−l

.
Also let
wl,nm =

In−l γ
−1m′
Ik γ
−1m
I2(l−k)+1
Ik
In−l
 .
By an explicit calculation (
wl,nm)−1(rv) = urmv, where u ∈ Un−l is such that
(w−1
l,n
ω−1
n−k,k)u is the image in Mn of
Il−1−k
1 −v1m
In−l
Ik
 ∈ Zn,
rm ∈ Rl,n and its first n− l rows are(
In−l x1 + . . . x2 + . . . x3 + γ
−1m′v′3 x4 + . . . 0l z + . . .
)
.
By a change of variables rm 7→ r. This changes the character ψγ(r) = ψ((x3)n−l) to
ψγ(r)ψ(−(γ−1m′v′3)n−l). However, as we show next this change to ψγ is canceled by
u. Indeed, fs(
(w−1
l,n
ω−1
n−k,k)u, 1) = ψ(−(v1m)1)fs(1, 1) and
ψ(−(v1m)1)ψ(−(γ−1m′v′3)n−l) = 1.
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To see this one needs to inspect the coordinates v1, v
′
3 which correspond to certain
coordinates of y. Let
y =

Ik
0 Il−1−k
y1 0 1
y2 0 0 1
y4 0 0 0 Il−1−k
y5 y
′
4 ∗ ∗ 0 Ik
 .
Then
(v1, v2, v3) =
{
(y1 − 12β2 y2, βy1 + 12β y2,−γy1 + 14y2) split Gl,
(y2, y1,−γy2) quasi-split Gl
and v′i = −Jktvi for 1 ≤ i ≤ 3. In the split case,
−γ−1m′v′3 = −γ−1(−Jn−ltmJk)(γJkty1 −
1
4
Jk
ty2) = Jn−l
t(y1m)− 1
2β2
Jn−l
t(y2m),
so
−(γ−1m′v′3)n−l = (y1m)1 −
1
2β2
(y2m)1 = (v1m)1.
In the quasi-split case,
−(γ−1m′v′3)n−l = (m′(−Jkty2))n−l = (y2m)1 = (v1m)1.
Combining the above manifests the requested form of the integralˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kwl,nrv(
wl,nm)g, 1)ψγ (r)drdmdv. 
Proof of Claim 7.10. Begin withˆ
V ′′
k
ˆ
Mk×n−l
ˆ
Rl,n
fs(ωn−k,kwl,nrv(
wl,nm)g, 1)ψγ(r)drdmdv.
We use the forms of r and v from the proof of Claim 7.9. Recall that ωn−k,kwl,n =
wl−k,nw. We see that
w−1(rv) = ur′v1 , where u ∈ Uk, w
−1
l−k,nu is the image in Mn of
Il−1−k
1 v1
In−l
Ik
 ∈ Zn,
r′v1 ∈ Rl−k,n and its first n− l + k rows are(
Ik 0 γ
−1v′4 γ
−1v′3 (−1)kγ−1v′2 0l−k γ−1(x′1 − v′1x′3) γ−2(v5 − v′1v3)
0 In−l x2 x3 (−1)kx4 0l−k z γ−1x1 + . . .
)
.
Using a variables change in x1 and v5 (which does not change ψγ(r)), r
′
v1 7→ r′, i.e., the
dependence on v′1 is removed. In addition, by inspecting the coordinates of v as in the
proof of Claim 7.9 one sees that for general r and v, r′ so obtained is a general element
of Rl−k,n. The measure dv is given by dv = dy1dy2dy4dy5. We define the measure
dr′ = drdv.
155
In addition, if l < n, fs(
w−1
l−k,nu, 1) = fs(1, 1) and ψγ(r) = ψ((x3)n−l) = ψγ(r
′), where
ψγ on the right-hand side designates the character of Nn−(l−k) (restricted to Rl−k,n).
For l = n, in which case the dr-integration is missing (Rl,n = {1}), fs(w
−1
l−k,nu, 1) =
ψ((v1)1)fs(1, 1) and one sees that ψ((v1)1) = ψ((γ
−1v′3)k) = ψγ(r
′).
Therefore the integral equalsˆ
Mk×n−l
ˆ
Rl−k,n
fs(wl−k,nr
′w(wl,nm)g, 1)ψγ(r
′)dr′dm. 
Proof of Claim 7.11. The argument used for proving Claim 7.2 applies here as well,
except that Proposition 5.21 needs to be replaced and the domains of convergence are
different.
Exactly as in [Sou93] (p.68) we let Wσ ∈ W(σ, ψ−1), Wτ ∈ W(τ, ψ) be such that
the GLk × GLn integral on the right hand side of (2.16) converges absolutely for all
s and equals 1. Such functions exist by [JPSS83] (Section 2.7), in fact one simply
takes Wτ such that the support of (diag(Ik , Jn−k) · W˜τ )|Yn belongs to a small compact
neighborhood of the identity. We may use Wσ and Wτ to construct ϕζ and fs (resp.),
as in the proof of Claim 7.8. The resulting integral (7.42) converges absolutely and
equals 1, for all s (we need to multiply fs by (c
′)−1Ps(γ)
−1 to get 1, recall that c′ is
independent of s and Ps(γ) = |γ|l( 12n+s− 12 ), so fs is still a holomorphic section). In
addition if we replace ϕζ , fs with |ϕζ |, |fs| and remove ψγ , the integral is bounded by
a constant C independent of s. The same properties hold for (7.45).
Regarding the domains of convergence, let D∗ be the domain of absolute convergence
of (7.46). It takes the form {(1 − C2)ℜ(ζ) << ℜ(1 − s) << ℜ(ζ)}. As in the proof
of Claim 7.2, let I˜m,g(s) denote the inner dr
′dg′-integration of (7.46) (m ∈ Mk×n−l,
g ∈ VkZkGl−k\Gl). Its meromorphic continuation Q˜m,g ∈ C(q−s) satisfies I˜m,g(s) =
Q˜m,g(q
−s) for all s ∈ Ω = {s ∈ C : ℜ(s) < s1}. Taking ℜ(ζ) large enough, we may
assume D∗ ⊂ Ω and also that γ(π′ × τ, ψ, s) does not have a pole in D∗.
Now we continue as in Claim 7.2. 
Proof of Claim 7.12. Recall that integral (7.53) isˆ
Un
ˆ
Un
ˆ
V ′′
l
ˆ
Zn\GLn
ˆ
Ml−n−1×n
ϕζ(v
′′wl,nu0u, ardγ)fs(u, a)
|det a|s−ζ+n−l2 ψγ(v′′)drdadv′′du0du.
Let Wσ ∈ W(σ, ψ−1), Wτ ∈ W(τ, ψ) be arbitrary. Define ϕζ using Wσ as in the
proof of Claim 7.8 with supp(ϕζ) = Plw
l,nNGl,k1 , k1 >> 0. Similarly define fs =
chNHn,k2 ,Wτ ,s, k2 > k1. Then fs(u, a) = 0 unless u ∈ NHn,k2 and the du-integration can
be disregarded. Now ϕζ(v
′′wl,nu0, ardγ) = 0 unless v
′′(wl,n)−1u0 ∈ PlNGl,k1 . Write
u0 =
 In c1 c21 c′1
In
 ∈ Un.
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Then v′′(w
l,n)−1u0 = b1y where b1 ∈ Ll and y ∈ Vl is of the form
In 0 0
1
2β c1 ∗ c2 − 12c1c′1
Il−n−1 0 ∗ ∗ ∗
1 0 ∗ 12β c′1
1 0 0
Il−n−1 0
In
 .
Hence v′′(w
l,n)−1u0 ∈ PlNGl,k1 if and only if u0, v′′ ∈ NGl,k1 . Also for u0, v′′ ∈ NGl,k1 ,
ϕζ(v
′′wl,nu0, ardγ) = Wσ(ardγ). Thus the dv
′′du0-integration can be ignored. The
integral becomes
c
ˆ
Zn\GLn
ˆ
Ml−n−1×n
Wσ(ardγ)Wτ (a)|det a|s−ζ+
n−l
2 drda.
Here c > 0 depends on k1 and k2. Applying the same arguments to integral (7.54) we
find that it equals
c
ˆ
Zn\GLn
Wσ(
(
0 Il−n
a 0
)
dγ)Wτ (a)|det a|s−ζ−
n−l
2
−1da.
By (2.18) the integrals are proportional by ωτ (−1)l−1γ(σ × τ, ψ−1, s− ζ). 
Proof of Claim 7.13. Recall the definition
F (h) =
ˆ
V ′′
l
ϕζ(v
′′wl,nh, ωl−n,ndγ)ψγ(v
′′)dv′′.
For u ∈ Un with
[u]EHn =
 Inu1 1
u2 u
′
1 In
 ,
(wl,n)−1u =

In
0 Il−n−1
1
2βu1 0 1
βu1 0 0 1
0 0 0 0 Il−n−1
u2 0 βu
′
1
1
2βu
′
1 0 In
 .
Let
v′′ =

In 0 0 0 v4 0
Il−n−1 0 v3 v5 v
′
4
1 0 v′3 0
1 0 0
Il−n−1 0
In
 ∈ V
′′
l .
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Then (
(wl,n)−1u)v′′ = buvu, where bu is the image in Ll of Inβv3u1 + v′4u2 Il−n−1 βv′4u′1
1
 ∈ GLl
and
vu =

In 0 0 0 v4 0
Il−n−1 0 v3 +
1
2β v
′
4u
′
1 v5 + . . . v
′
4
1 0 v′3 − 12βu1v4 0
1 0 0
Il−n−1 0
In
 ∈ V
′′
l .
It follows that
F (uh) =
ˆ
V ′′
l
ϕζ((
(wl,n)−1u)buvuw
l,nh, ωl−n,ndγ)ψγ(v
′′)dv′′.
Now on the one hand, changing variables in vu removes the dependence on u and
changes ψγ(v
′′) = ψ(−γ(v3)l−n−1) to ψγ(v′′)ψ(β4 (v′4u′1)l−n−1). On the other hand,
ϕζ((
(wl,n)−1u)bu, ωl−n,ndγ) = ψ
−1(
2
β
(u1)1 +
β
4
(v′4u
′
1)l−n−1)ϕζ(1, ωl−n,ndγ).
We conclude F (uh) = ψ−1( 2β (u1)1)F (h), or when considering u in coordinates relative
to EHn , F (uh) = ψ−1( 2βun+1,1)F (h) as claimed. 
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Chapter 8
ARCHIMEDEAN PLACES
In this chapter the field F is either R or C.
8.1. The Archimedean integrals
The groups and embeddings are defined as described in Section 2.1. If F = C, Gl is
always split.
Let π and τ be a pair of continuous representations of Gl and GLn (resp.), on
Fre´chet spaces, which are smooth, of moderate growth, admissible, finitely generated
and generic. Assume that π is realized in W(π, ψ−1γ ), where ψγ is defined as in Sec-
tion 5.1, and τ is realized in W(τ, ψ).
For s ∈ C form the representation IndHnQn(ταs) on the space V (τ, s) = V HnQn (τ, s),
consisting of the smooth functions fs : Hn × GLn → C such that for q = au ∈ Qn
(a ∈ GLn ∼= Mn, u ∈ Un), h ∈ Hn and b ∈ GLn, fs(qh, b) = δ
1
2
Qn
(q)|det a|s− 12 fs(h, ba),
and the mapping b 7→ fs(h, b) lies in W(τ, ψ).
Fix s ∈ C and let W ∈ W(π, ψ−1γ ), fs ∈ V (τ, s). The Rankin-Selberg integral
Ψ(W,fs, s) is given by Definition 5.1. It is absolutely convergent for ℜ(s) >> 0.
8.2. The functional equation and γ-factor
Until the end of this chapter, assume that Gl is split. Let π and τ be irreducible rep-
resentations. We have the following proposition, essentially proved by Soudry [Sou95].
Proposition 8.1. (1) The integrals Ψ(W,fs, s) admit a meromorphic continuation to
C and this continuation defines a continuous bilinear form on W(π, ψ−1γ )×V (τ, s)
satisfying (5.18).
(2) There is a meromorphic function γ(π × τ, ψ, s) satisfying for all W and fs,
γ(π × τ, ψ, s)Ψ(W,fs, s) = c(l, τ, γ, s)Ψ(W,M∗(τ, s)fs, 1− s).
Here c(l, τ, γ, s) = ωτ (γ)
−2|γ|−2n(s− 12 ) if n < l and c(l, τ, γ, s) = 1 otherwise (this
is (6.1) with the same factor c(l, τ, γ, s)).
(3) Write π = IndGlP (σ) with σ realized in W(σ, ψ−1), where P is either Pl or κPl.
Then
γ(π × τ, ψ, s) = ωσ(−1)nωτ (−1)lωτ (2γ)−1γ(σ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
Write π = IndGlP (σ) as in the proposition and define
Γ(π × τ, ψ, s) = ωσ(−1)nωτ (−1)lωτ (2γ)γ(π × τ, ψ, s).
Then
Γ(π × τ, ψ, s) = γ(σ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
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We conclude that in the Archimedean places (whereGl is split), Γ(π×τ, ψ, s) is identical
with the corresponding γ-factor of Shahidi on SO2l ×GLn defined in [Sha90].
As stated above, the proposition was proved in [Sou95], but the integrals are not
exactly the ones we use. We provide a short sketch of the proof, focusing on the
modifications to the integrals and formal identities.
Proof of Proposition 8.1. Let π = IndGl
Pl
(σ) (the proof for π = IndGl
κPl
(σ) is similar
and skipped). We introduce an auxiliary complex parameter ζ and consider the space
V Gl
Pl
(σ,−ζ + 12). A Whittaker functional on this space is given by (5.29), i.e., for
ϕζ ∈ V GlPl (σ,−ζ +
1
2),
Υ(ϕζ) =
ˆ
Vl
ϕζ(v, diag(Il−1, 4))ψγ(v)dv.
The Whittaker function Wϕζ ∈ W(IndGlPl (σα
−ζ+ 1
2 ), ψ−1γ ) is defined by Wϕζ (g) = Υ(g ·
ϕζ).
Let s ∈ C. For any µ ∈ F ∗, define a generic character ψµ of UHn by ψµ(u) =
ψ(−∑n−1i=1 ui,i+1 + µun,n+1). A Whittaker functional on V (τ, s) with respect to ψµ is
given by
Υ′(fs) =
ˆ
Un
fs(wnu, In)ψ
−1(µun,n+1)du,
where fs ∈ V (τ, s). Then Wfs(h) = Υ′(h · fs). Our normalization of M∗(τ, s) was
defined by the functional equation (2.6), where the Whittaker functional on V (τ, s)
corresponded to the character u 7→ ψ(∑ni=1 ui,i+1). Keeping the same normalization
we have
Wfs = |µ|2n(s−
1
2
)ωτ (µ)
2WM∗(τ,s)fs .(8.1)
This is obtained from (2.6) by substituting y · fs for fs where
y = diag(d∗n, 1, dn)diag(µ(−1)nIn, 1, µ−1(−1)nIn).
First assume l ≤ n. The following equality is a minor modification of equality (7.8)
of [Sou95] (Section 7).
Ψ(w ·Wϕζ ,m · fs, s) = Cγ(σ∗ × τ∗, ψ, 1 + ζ − s)A(Wfs , ϕζ , ζ).(8.2)
Here
µ = (−1)lβ,
w =
{
wl l is even,
I2l l is odd,
M˜ = diag(1,−β, 1)M ∈ H1 (M - the matrix defined in Section 2.1.1),
m = M˜−1 · diag(γ−1In−l, I2l+1, γIn−l)wn−l,n,
C = |2|3l+2ζ−3ωσ(γ)−1|γ|−l( 12 l−n+ 12−ζ)ωσ∗(−1)n−1;
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A(Wfs , ϕζ , ζ) is the Rankin-Selberg integral for SO2n+1 × GLl and IndHnQn (ταs) ×
σα−ζ+
1
2 of [Sou93, Sou95] defined by
A(Wfs , ϕζ , ζ) =

ˆ
UGl\Gl
ˆ
X(l,n)
Wfs(xjl,n(g))ϕζ (wlg, Il)dxdg even l,
ˆ
UGl\Gl
ˆ
X(l,n)
Wfs(xjl,n(
wlg))ϕζ (g, Il)dxdg odd l,
where
X(l,n) = {

Il
x In−l
1
In−l
x′ Il
} < Hn
and
jl,n(
(
A B
C D
)
) =
 A BI2(n−l)+1
C D
 ∈ Hn (( A BC D
)
∈ Gl).
Equality (8.2) holds for ℜ(ζ),ℜ(s) >> 0, where Ψ(w ·Wϕζ ,m · fs, s) is absolutely
convergent, and A(Wfs , ϕζ , ζ) is defined by meromorphic continuation.
LetB(ζ, s) denote the space of continuous bilinear forms onW(IndGl
Pl
(σα−ζ+
1
2 ), ψ−1γ )×
V (τ, s) satisfying (5.18). Soudry [Sou95] (Section 3) proved that except for a discrete
set of ζ and s, this space is at most one dimensional.
Soudry [Sou95] (Section 5) proved that A(Wfs , ϕζ , ζ), as a function of ζ and s, has
a meromorphic continuation to C2 and this continuation, in its domain of definition,
defines a continuous bilinear form inB(ζ, s). In addition, the integral Ψ(w·Wϕζ ,m·fs, s)
in its domain of absolute convergence, i.e., for ℜ(ζ),ℜ(s) >> 0, also belongs to B(ζ, s).
The continuity of the integral is proved similarly to the proof of Lemma 1 of [Sou95]
(Section 6). Hence for ℜ(ζ),ℜ(s) >> 0, the meromorphic continuation of A(Wfs , ϕζ , ζ)
and the integral Ψ(w ·Wϕζ ,m ·fs, s) belong to B(ζ, s), thus they are proportional. The
proportionality factor is Cγ(σ∗ × τ∗, ψ, 1 + ζ − s).
Now it immediately follows that Ψ(w ·Wϕζ ,m · fs, s) has a meromorphic continu-
ation to C2 which, when defined, belongs to B(ζ, s). Then the first assertion of the
proposition follows by substituting 0 for ζ.
When we replace fs with M
∗(τ, s)fs in (8.2) we obtain
Ψ(w ·Wϕζ ,m ·M∗(τ, s)fs, 1− s)(8.3)
= Cγ(σ∗ × τ, ψ, 1 + ζ − (1− s))A(WM∗(τ,s)fs , ϕζ , ζ).
This implies that Ψ(w · Wϕζ ,m · M∗(τ, s)fs, 1 − s) also extends to a meromorphic
function on C2, belonging to B(ζ, s) for all ζ and s where it is defined. Now the
uniqueness properties of B(ζ, s) imply the existence of the functional equation (6.1) in
the Archimedean case.
The functionWM∗(τ,s)fs appearing in A(WM∗(τ,s)fs , ϕζ , ζ) is defined by meromorphic
continuation. Therefore we can use (8.1) and obtain, noting that ωτ (β)
2 = ωτ (2γ) and
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by our assumptions |β| = 1,
A(WM∗(τ,s)fs , ϕζ , ζ) = ωτ (2γ)
−1A(Wfs , ϕζ , ζ).
Now dividing (8.3) by (8.2) and letting ζ → 0 we conclude
γ(π × τ, ψ, s) = ωσ(−1)nωτ (−1)lωτ (2γ)−1γ(σ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
Assume l > n. In this case we can use the formal manipulations from (7.49) to (7.56)
(in Section 7.2.4, see Remark 7.5) and deduce the following identity, which is a minor
modification of identity (6.10) of [Sou95] (Section 6).
Ψ(Wϕζ , fs, s) = ωτ (−1)l−1γ(σ × τ, ψ−1, s− ζ)−1A(Wfs , ϕζ , ζ).(8.4)
Here A(Wfs , ϕζ , ζ) is the Rankin-Selberg integral for SO2n+1×GLl and IndHnQn (ταs)×
σα−ζ+
1
2 of [Sou93, Sou95] defined byˆ
UnZn\Hn
Wfs(w
−1
n h)
ˆ
V ′′
l
ϕζ(v
′′wl,nh, ωl−n,n · diag(Il−1, 4))ψγ(v′′)dv′′dh,
where µ = 2β (−1)n+1,
V ′′l = {

In 0 0 0 v4 0
Il−n−1 0 v3 v5 v
′
4
1 0 v′3 0
1 0 0
Il−n−1 0
In
} < Gl
and ψγ(v
′′) = ψ(−γ(v3)l−n−1).
Equality (8.4) holds for ℜ(ζ),ℜ(s) >> 0, where A(Wfs , ϕζ , ζ) is absolutely conver-
gent and Ψ(Wϕζ , fs, s) is defined by meromorphic continuation. In fact, the arguments
of Soudry [Sou95] (Section 5) show that Ψ(Wϕζ , fs, s), which resembles A(Wfs , ϕζ , ζ)
in the case l ≤ n, has a meromorphic continuation to C2 which belongs (when defined)
to B(ζ, s). When l > n, A(Wfs , ϕζ , ζ) was proved to be continuous in its domain of
absolute convergence (loc. cit. Section 6, Lemma 1), hence in this domain it belongs
to B(ζ, s).
As above the result follows by substituting M∗(τ, s)fs for fs in (8.4). 
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Chapter 9
THE G.C.D.
In this chapter we relate the g.c.d. to Shahidi’s L-function in the tempered case and
provide a lower bound for the more general case, where π is an arbitrary irreducible
representation and τ is tempered (as always, π and τ are smooth, admissible and
generic). This bound is sharp in the sense that it coincides with the upper bound
(Theorem 1.9) up to the poles of Mτ (s). Several other properties proved here, for
example the results of Section 9.4 concerning highly ramified representations, will be
used in Chapter 10.
Throughout this chapter τ is always irreducible.
9.1. Computation of the g.c.d. for tempered
representations
Assume that π and τ are tempered representations (in particular, irreducible). The
following proposition is the key ingredient in the proof of Theorem 1.6.
Proposition 9.1. The integral Ψ(W,fs, s) with fs ∈ ξ(τ, std, s) has no poles for ℜ(s) >
0.
We derive the theorem first. Namely, we prove that L(π × τ, s)−1 divides gcd(π ×
τ, s)−1, gcd(π × τ, s) ∈ L(π × τ, s)Mτ (s)C[q−s, qs] and under a certain assumption on
the intertwining operators, gcd(π × τ, s) = L(π × τ, s).
Recall that by Corollary 1.1, γ(π× τ, ψ, s) given by (6.1) equals (up to an invertible
factor in C[q−s, qs]) the corresponding γ-factor of Shahidi. By Shahidi’s definition of
the γ-factor [Sha90] and (6.4),
gcd(π × τ∗, 1− s)
gcd(π × τ, s) ≃ γ(π × τ, ψ, s) ≃
L(π × τ∗, 1− s)
L(π × τ, s) .(9.1)
(Recall that ≃ means up to invertible factors in C[q−s, qs].) Here the L-functions
on the right-hand side are the ones defined by Shahidi. Casselman and Shahidi [CS98]
(Section 4) proved that when π and τ are (generic) tempered, the L-function L(π×τ, s)
is holomorphic for ℜ(s) > 0. Similarly, L(π × τ∗, 1 − s) is holomorphic for ℜ(s) < 1
(since τ is tempered, τ˜ is also tempered so τ∗ ∼= τ˜ is tempered). Therefore the quotient
on the right-hand side is reduced. It follows immediately that L(π × τ, s)−1 divides
gcd(π × τ, s)−1.
The integrals Ψ(W,fs, s) with fs ∈ ξ(τ, hol, s) span a fractional ideal of C[q−s, qs]
which contains 1, according to Proposition 5.11. Thus there is a polynomial P0 ∈ C[X]
with P0(0) = 1, of minimal degree such that P0(q
−s)Ψ(W,fs, s) ∈ C[q−s, qs] for all W
and fs ∈ ξ(τ, hol, s). Put gcd0(π × τ, s) = P0(q−s)−1. Then gcd0(π × τ, s)−1 divides
gcd(π × τ, s)−1 and according to Proposition 6.3 we can write
gcd(π × τ, s) = gcd0(π × τ, s)ℓτ∗(1− s)P (q−s, qs),
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where P ∈ C[q−s, qs] divides ℓτ∗(1− s)−1. Similarly
gcd(π × τ∗, 1− s) = gcd0(π × τ∗, 1− s)ℓτ (s)P˜ (q−s, qs),
here P˜ ∈ C[q−s, qs] divides ℓτ (s)−1. Consider the quotient
gcd(π × τ∗, 1− s)
gcd(π × τ, s) =
gcd0(π × τ∗, 1− s)ℓτ (s)P˜ (q−s, qs)
gcd0(π × τ, s)ℓτ∗(1− s)P (q−s, qs)
.
Proposition 9.1 implies that gcd0(π × τ∗, 1 − s)−1 and gcd0(π × τ, s)−1 are relatively
prime. However, gcd0(π × τ, s) and ℓτ (s)P˜ (q−s, qs) may have common factors and
factors of ℓτ∗(1 − s)P (q−s, qs) may also appear in the numerator. Canceling common
factors and using (9.1) we see that there are Q1, Q2 ∈ C[q−s, qs] satisfying
L(π × τ, s) = Q1(q−s, qs)gcd0(π × τ, s)ℓτ∗(1− s)P (q−s, qs)Q2(q−s, qs).
Here Q1 consists of the common factors of gcd0(π× τ, s)−1 and (ℓτ (s)P˜ )−1. The poly-
nomial Q2 divides (ℓτ∗(1− s)P )−1 (note that (ℓτ (s)P˜ )−1, (ℓτ∗(1− s)P )−1 ∈ C[q−s, qs]).
Hence
gcd0(π × τ, s) ∈ Q1(q−s, qs)−1L(π × τ, s)C[q−s, qs] ⊂ ℓτ (s)L(π × τ, s)C[q−s, qs].
Therefore
gcd(π × τ, s) ∈ L(π × τ, s)Mτ (s)C[q−s, qs].
Now assume that the intertwining operators
L(τ, Sym2, 2s− 1)−1M(τ, s), L(τ∗, Sym2, 1− 2s)−1M(τ∗, 1− s)
are holomorphic. According to equality (2.8), there is some e(q−s, qs) ∈ C[q−s, qs]∗
such that
M∗(τ∗, 1− s) = γ(τ∗, Sym2, ψ, 1 − 2s)M(τ∗, 1− s)
= e(q−s, qs)
L(τ, Sym2, 2s)
L(τ∗, Sym2, 1− 2s)M(τ
∗, 1− s).
Since we assume that L(τ∗, Sym2, 1 − 2s)−1M(τ∗, 1 − s) is holomorphic, the poles of
M∗(τ∗, 1− s) are contained in the poles of L(τ, Sym2, 2s), which by Theorem 2.1 lie in
ℜ(s) ≤ 0. Thus by Propositions 6.3 and 9.1 the poles of Ψ(W,fs, s) for fs ∈ ξ(τ, good, s)
are in ℜ(s) ≤ 0 and the same is true for gcd(π×τ, s). Similarly we see that the poles of
gcd(π× τ∗, 1− s) are in ℜ(s) ≥ 1. Thus the quotient gcd(π× τ∗, 1− s) gcd(π× τ, s)−1
is reduced and then (9.1) implies
gcd(π × τ, s) = L(π × τ, s).
This is an exact equality (i.e., not just up to invertible factors) since the normalization
of these factors is identical.
Proof of Proposition 9.1. Consider first the case l ≤ n and split Gl. By Proposition 5.9
and Corollary 5.15, as meromorphic continuations Ψ(W,fs, s) =
∑m
i=1 I
(i)
s , with I
(i)
s of
the form (5.8). Hence showing that the meromorphic continuation of any integral of
the form (5.8) is holomorphic for ℜ(s) > 0 implies this also for Ψ(W,fs, s).
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The meromorphic continuation of integral (5.8) is a function Q ∈ C(q−s) such that
for ℜ(s) >> 0, Q(q−s) equals the value of the integral at s. We will prove that the
integral (see (5.8))ˆ
Al−1
ˆ
G1
chΛ(x)|W ⋄|(ax)|W ′|(diag(a, ⌊x⌋, In−l))(|det a|[x]−1)l−
1
2
n+ℜ(s)− 1
2 δ−1BGl
(a)dxda
is convergent for ℜ(s) > 0 and this convergence is uniform for ℜ(s) in a compact set.
This shows that integral (5.8) is defined for all s with ℜ(s) > 0 and is a holomorphic
function of s in this domain. Since it coincides with Q(q−s) for ℜ(s) >> 0, it follows
that Q(q−s) (as a function of s) is holomorphic for ℜ(s) > 0.
We may already take s ∈ R. Because on Al−1, δBGl = |det |2l−2n−1δQnδBGLn and
also
δBGLn (diag(Il−1, ⌊x⌋, In−l)) = |⌊x⌋|−2l+n+1 = ([x]−1)−2l+n+1,
this integral is bounded from above byˆ
Al−1
ˆ
G1
chΛ(x)|W ⋄|(ax)δ−
1
2
BGl
(a)(δ
− 1
2
BGLn
· |det |s · |W ′|)(diag(a, ⌊x⌋, In−l))dxda.(9.2)
Since |⌊x⌋| ≤ 1 and W ′ vanishes away from zero (see Section 2.5), the coordinates of a
are all bounded from above. Hence we may simply replace chΛ(x) in the last integral
with a non-negative Schwartz function Φ ∈ S(F l), which is a function of a and ⌊x⌋.
By the Cauchy-Schwarz Inequality integral (9.2) is bounded by the product of square
roots of the following two integrals:ˆ
Al−1
ˆ
G1
|W ⋄|2(ax)|det a|s[x]−sδ−1BGl (a)dxda,(9.3) ˆ
Al−1
ˆ
G1
Φ2(a, ⌊x⌋)(δ−1BGLn · |det |
s · |W ′|2)(diag(a, ⌊x⌋, In−l))dxda.(9.4)
We can replace the dx-integration in (9.4) with an integration over al ∈ F ∗. Then
(9.4) is a sum of two integrals - the first with |al| ≤ 1, the second with |al| > 1, both
bounded by an integral of the formˆ
Al
|W ′|2(a)Φ2(a)|det a|sδ−1BGLn (a)da.(9.5)
Integrals (9.3) and (9.5) converge for s > 0, uniformly for s in a compact set, since
π and τ are tempered. This is proved using the asymptotic expansion of Whittaker
functions ([CS80] Section 6, see also [LM09]) and the fact that the exponents of a
tempered representation are non-negative ([Wal03] Proposition III.2.2).
Note that the convergence of integral (9.5) was proved by Jacquet, Piatetski-Shapiro
and Shalika [JPSS83] (Section 8) for a square-integrable τ , this implies the convergence
in the tempered case, see Jacquet and Shalika [JS83].
Below, we provide a proof for the convergence of (9.3).
Claim 9.2. Integral (9.3) converges for s > 0, uniformly for s in a compact set.
For l ≤ n and quasi-split Gl one just repeats the above arguments, ignoring the
integration over G1.
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Assume l > n. As above, it is enough to show that an integral I
(i)
s , now of the form
(5.9), is absolutely convergent for s > 0 and this convergence is uniform for s in a
compact set (taking s ∈ R). Thus we need to boundˆ
An
|W ⋄|(a)|W ′|(a)|det a| 32n−l+s+ 12 δ−1BHn (a)da.
Since W ⋄ vanishes away from zero and l > n, there is a constant c (depending on W ⋄)
such that |ai| < c for all 1 ≤ i ≤ n. Therefore we can find a non-negative Φ ∈ S(Fn)
such that the last integral is bounded byˆ
An
|W ⋄|(a)|W ′|(a)Φ(a)|det a| 32n−l+s+ 12 δ−1BHn (a)da.
Using δBHn = δQnδBGLn this becomesˆ
An
|W ⋄|(a)δ−
1
2
BHn
(a)|W ′|(a)Φ(a)|det a|n−l+s+ 12 δ−
1
2
BGLn
(a)da.
As above the Cauchy-Schwarz Inequality implies that we should boundˆ
An
|W ⋄|2(a)|det a|sδ−1BGl (a)da,
which is bounded by (9.3) multiplied by a measure constant (the integrand of (9.3) is
smooth), and an integral of the formˆ
An
|W ′|2(a)Φ2(a)|det a|sδ−1BGLn (a)da,
bounded in a similar manner as (9.5). 
Proof of Claim 9.2. If l = 1, we may assume W ⋄ = π, then the fact that π is tempered
implies |W ⋄| = 1 and the assertion of the claim clearly holds. Now assume l > 1. We
need some notation. Recall that ∆Gl denotes the set of simple roots of Gl and let R
+
be the set of positive roots. Any ∆ ⊂ ∆Gl determines a parabolic subgroup P∆, e.g.
P∅ = BGl , P∆Gl = Gl. For a parabolic subgroup P = P∆ let R
+
P be the set of positive
roots which belong to the Levi part of P , for instance R+ = R+Gl . Also put T = TGl .
With this notation δP (t) =
∏
r∈R+\R+
P
|r(t)| for t ∈ T .
We formulate the results of Lapid and Mao [LM09] for W ⋄ ∈ W(π, ψ−1γ ) (here Gl is
split). For t ∈ T define the valuation vector of t, H(t) ∈ Z|∆Gl |, by H(t)α = ϑ(α(t))
where α ∈ ∆Gl (recall that |x| = q−ϑ(x) for x ∈ F ∗). For P = P∆ let MP ⊂ F |∆Gl | be
given by
MP =
∏
α∈∆Gl
{
F ∗ α ∈ ∆,
F α /∈ ∆.
Let θ belong to S(MP ) - the space of Schwartz functions on MP . Then θ defines a
function on T by θ(t) = θ(η(t)), where η(t) ∈ (F ∗)|∆Gl | is given by η(t)α = α(t) for
α ∈ ∆Gl . For x ∈ F , if there is some constant c > 0 such that |x| < c, write x ≺ 0. If
moreover c−1 < |x| < c, write x ≺ 1. If t ∈ supp(θ), for all α ∈ ∆Gl we have α(t) ≺ 0,
and if α ∈ ∆, also α(t) ≺ 1.
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Let ZM be the center of the Levi partM of P . To a character χ of ZM and an integer
m ≥ 1, let Fχ,m be the space of functions t 7→ χ(t)Q(H(t)) where Q is a polynomial in
the coordinates of H(t) of degree less than m. Then define
FP,χ,m = SpanC{ξ(t)θ(t) : ξ ∈ Fχ,m, θ ∈ S(MP )}.
Also let EP (π) denote the set of cuspidal exponents of π with respect to P . We are
ready to state the asymptotic expansion. According to [LM09] (Theorem 3.1) there
exists m ≥ 1 such that for any W ∈ W(π, ψ−1γ ) there are functions ΦP∆,χ ∈ FP∆,χ,m
satisfying
W (t) =
∑
∆⊂∆Gl
δ
1
2
P∆
(t)
∑
χ∈EP∆ (π)
ΦP∆,χ(t) (∀t ∈ T ).
Putting this formula into (9.3) we see that the integral equalsˆ
T
∑
∆1,∆2⊂∆Gl
∑
χ1∈EP1 (π)
∑
χ2∈EP2 (π)
(δ−1BGl
δ
1
2
P1
δ
1
2
P2
ΦP1,χ1ΦP2,χ2)(t)(
∏
1≤i≤l−1
|ti|)s[tl]−sdt.
Here Pi = P∆i , [tl] = max(|tl|, |tl|−1) and recall that s is real. In order to bound this
it is enough to show that for any ∆i and χi, i = 1, 2,ˆ
T
(δ−1BGl
δ
1
2
P1
δ
1
2
P2
|ΦP1,χ1ΦP2,χ2 |)(t)(
∏
1≤i≤l−1
|ti|)s[tl]−sdt <∞.
We may assume ΦPi,χi(t) = χi(t)Qi(H(t))θi(t) with θi ∈ S(MPi).
Let t ∈ T . First we show that the modulus characters may be ignored in the
computation. Let r ∈ R+ and write r =∑α∈∆Gl nαα with integer coefficients nα ≥ 0
(then r(t) =
∏
α∈∆Gl
α(t)nα). If α′ ∈ ∆1∪∆2, without loss of generality α′ ∈ ∆1. Since
we may assume t ∈ supp(θ1) (otherwise θ1(t) = 0), α′(t) ≺ 1. If α′ /∈ ∆1 ∪ ∆2 and
nα′ 6= 0, we get r /∈ R+P1 ∪R+P2 (because R+Pi is spanned by ∆i, see [Spr98] Section 8.4).
Hence r(t) appears in both products δ
1
2
P1
(t) and δ
1
2
P2
(t) and contributes α′(t)
1
2
nα′ to each,
canceling the factor α′(t)−nα′ appearing in δ−1BGl
(t) due to r(t). This shows that any
factor α′(t) appearing in the product (δ−1BGl
δ
1
2
P1
δ
1
2
P2
)(t) (in the expression of any r ∈ R+)
is bounded from above and below. Thus we can ignore δ−1BGl
δ
1
2
P1
δ
1
2
P2
altogether (if the
exponent of α′(t) in (δ−1BGl
δ
1
2
P1
δ
1
2
P2
)(t) is positive, we use the upper bound, otherwise we
use the lower bound).
Second, assuming t ∈ supp(θ1), we get α(t) ≺ 0 for all α ∈ ∆Gl . In particular
tl−1t
−1
l ≺ 0 and tl−1tl ≺ 0, hence tl−1 ≺ 0. Then tl−2t−1l−1 ≺ 0 implies tl−2 ≺ 0 and
it follows that ti ≺ 0 for all 1 ≤ i ≤ l − 1. Since the functions Qi are polynomials in
the valuations of the simple roots of t, the convergence of the integral depends only
on the factor |χ1|(t)|χ2|(t)(
∏
1≤i≤l−1 |ti|)s[tl]−s. Because χ1 and χ2 are non-negative
exponents (π is tempered), whenever s > 0 the integral converges and it is clear that
this convergence is uniform, when s belongs to a compact set. 
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Proof of Corollary 1.2. Let π be tempered and let τ be essentially tempered. Take
v ∈ C such that τv = |det |vτ is tempered. According to the definitions,
L(π × τv, s) = L(π × τ, s+ v), gcd(π × τv, s) = gcd(π × τ, s+ v),
M(τv, s) =M(τ, s + v) M((τv)
∗, 1− s) =M(τ∗, 1− (s+ v))
and Mτv(s) =Mτ (s + v). Applying Theorem 1.6 to π and τv yields
L(π × τ, s + v) ∈ gcd(π × τ, s+ v)C[q−s, qs],
gcd(π × τ, s+ v) ∈ L(π × τ, s+ v)Mτ (s + v)C[q−s, qs].
Also L(τv, Sym
2, 2s−1) = L(τ, Sym2, 2(s+v)−1), hence if L(τ, Sym2, 2s−1)−1M(τ, s)
is holomorphic, so is
L(τv, Sym
2, 2s − 1)−1M(τv, s) = L(τ, Sym2, 2(s + v)− 1)−1M(τ, s + v).
Thus if L(τ, Sym2, 2s − 1)−1M(τ, s) and L(τ∗, Sym2, 1 − 2s)−1M(τ∗, 1 − s) are holo-
morphic,
gcd(π × τ, s + v) = gcd(π × τv, s) = L(π × τv, s) = L(π × τ, s+ v).
Changing s 7→ s− v, Theorem 1.6 also holds when τ is essentially tempered. 
9.2. Weak lower bound on the g.c.d.
Let π be parabolically induced from a representation σ ⊗ π′ of Lk, where σ is a repre-
sentation of GLk, and let τ be an irreducible representation of GLn. We consider cases
where the poles of the Rankin-Selberg GLk × GLn integrals for σ × τ are contained
in gcd(π × τ, s). This provides a weak lower bound on gcd(π × τ, s), which will be
strengthened in the process of proving Theorem 1.7.
Lemma 9.3. Let π = IndGl
Pk
(σ ⊗ π′) with 0 < k ≤ l, where σ is a representation of
GLk and π
′ is a representation of Gl−k. If k = l, assume l > n and that π is induced
from either Pl or
κ(Pl). Then L(σ × τ, s) ∈ gcd(π × τ, s)C[q−s, qs].
Proof of Lemma 9.3. Let Wσ ∈ W(σ, ψ−1) and Wτ ∈ W(τ, ψ) be arbitrary. Assume
that Wσ (resp. Wτ ) is right-invariant by NGLk,k0 (resp. NGLn,k0). Select ϕ in the
space of π with support in PkNGl,k1 , k1 >> k0, which is right-invariant by NGl,k1 and
such that ϕ(a, 1, 1) = δ
− 1
2
Pk
(a)Wσ(a) for a ∈ GLk (δPk(a) = |det a|2l−k−1). Then ϕ
defines a Whittaker function Wϕ ∈ W(π, ψ−1γ ) by virtue of (5.28). Let W1 be as in
Lemma 5.3, with j to be specified below, defined for Wϕ, with k2 >> k1 (i.e., Wϕ is
W0 of the lemma). The additional option in the lemma for W1 concerning the last row
of a ∈ GLj is not used yet. If n < l, set W = (wl,n)−1 ·W1 and otherwise W = W1.
Finally let fs = chNHn,k3 ,Wτ ,s ∈ ξ(τ, std, s), k3 >> k2. The proof varies according to
the relative sizes of k, l and n.
(1) n < k < l. In the selection of W above, Lemma 5.3 is applied with j = n. The
starting point is
Ψ(W,fs, s) =
ˆ
UHn\Hn
(
ˆ
Rl,n
W (rwl,nh)dr)fs(h, 1)dh.
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Using the formulaˆ
UHn\Hn
F (h)dh =
ˆ
Zn\GLn
ˆ
Un
F (au)|det a|−nduda,
the integral becomesˆ
Zn\GLn
ˆ
Un
(
ˆ
Rl,n
W (rwl,nau)dr)fs(u, a)|det a|−
1
2
n+s− 1
2 duda.
By our choice of fs, fs(u, a) = 0 unless u ∈ NHn,k3 in which case fs(u, a) = fs(1, a).
Taking k3 large enough, W is right-invariant for such elements u. Therefore the
du-integration can be ignored. Also conjugating Rl,n by (w
l,n)−1a changes dr by
|det a|n−l+1. Thus we get, up to some constant depending on k3,
ˆ
Zn\GLn
(
ˆ
Rl,n
W (

a
r Il−n−1
I2
Il−n−1
r′ a∗
wl,n)dr)Wτ (a)|det a| 12n−l+s+ 12da.
According to the selection of W and W1 the dr-integration is ignored and (up to a
constant depending on k2) we haveˆ
Zn\GLn
Wϕ(diag(a, I2(l−n), a
∗))Wτ (a)|det a| 12n−l+s+ 12da.(9.6)
Now substitute (5.28) for Wϕ. Integral (9.6) equalsˆ
Zn\GLn
(
ˆ
Vk
ϕ(v · diag(a, I2(l−n), a∗), Ik, I2(l−k))ψγ(v)dv)Wτ (a)|det a|
1
2
n−l+s+ 1
2 da.
Since n < k, diag(a, I2(l−n), a
∗) stabilizes ψγ (and normalizes Vk) whence the last
integral equalsˆ
Zn\GLn
(
ˆ
Vk
ϕ(v, diag(a, Ik−n), 1)ψγ(v)dv)Wτ (a)|det a|s−
1
2
(k−n)da.
By our choice of ϕ the dv-integration is discarded (up to a constant depending on
k1) whence we haveˆ
Zn\GLn
Wσ(diag(a, Ik−n))Wτ (a)|det a|s−
1
2
(k−n)da.
Our domain of absolute convergence of Ψ(W,fs, s), where this computation is jus-
tified, is a right half-plane. Hence for ℜ(s) >> 0, the last integral is equal to
Ψ(Wτ ,Wσ, 0, s) defined in Section 2.8. Because Wσ and Wτ are arbitrary and
according to the definition of L(σ × τ, s) (see Section 2.8), this shows
L(σ × τ, s) ∈ gcd(π × τ, s)C[q−s, qs].
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(2) k < n < l. In choosing W1 we take j = k. The starting form of the integral is the
same as in case (1) but now we utilize the formulaˆ
UHn\Hn
F (h)dh =
ˆ
Zk\GLk
ˆ
Zk,n−k
ˆ
BGLn−k
ˆ
Un
F (azbu)|det a|−2n+kδ(b)dudbdzda.
Here GLk < Mk < Hn,
Zk,n−k = {

Ik
z In−k
1
In−k
z′ Ik
},
BGLn−k < Mn−k < Hn−k and δ is a modulus character. Note that fs(azbu, 1) =
|det ab| 12n+s− 12 fs(u, azb). As above it follows that u can be ignored. This leads to
ˆ
Zk\GLk
ˆ
Zk,n−k
ˆ
BGLn−k
(
ˆ
Rl,n
W (

a
z b
r1 r2 Il−n−1
1
wl,n)d(r1, r2))
Wτ (azb)δ(b)|det b|
3
2
n−l+s+ 1
2 |det a|− 12n+k−l+s+ 12dbdzda,
where the matrix in GLl in the argument of W is regarded as an element of Ll.
By our choice of W and because k2 > k0, the d(r1, r2)dbdz-integration reduces to
a constant and we haveˆ
Zk\GLk
(
ˆ
Vk
ϕ(v · diag(a, I2(l−k), a∗), 1, 1)ψγ (v)dv)(9.7)
Wτ (diag(a, In−k))|det a|−
1
2
n+k−l+s+ 1
2da.
Note that a ∈ GLk does not stabilize ψγ . Write a = xayaba with xa ∈ F ∗ in the
center of GLk, ya ∈ Yk (Yk - the mirabolic subgroup) and ba ∈ KGLk(= GLk(O)).
Since Wτ vanishes away from zero and k < n, Wτ (diag(a, In−k)) vanishes unless
|xa| < c where c is some positive constant depending on Wτ . If v(k+1) ∈ F k is
the column containing the first k rows of the (k + 1)-th column of v, ψγ(v) =
ψ((v(k+1))k) (k < l − 1) andˆ
Vk
ϕ(v · diag(a, I2(l−k), a∗), 1, 1)ψγ (v)dv
= δ
1
2
Pk
(a)
ˆ
Vk
ϕ(v, a, 1)ψ(((xayaba)v
(k+1))k)dv.
According to our choice of ϕ, the integrand vanishes unless v ∈ NGl,k1 and if we
choose k1 large enough, depending on the constant c, ψ(((xayaba)v
(k+1))k) will be
identically 1 for all xa, ya and ba with |xa| < c. Hence as above we getˆ
Vk
ϕ(v, a, 1)ψ(((xayaba)v
(k+1))k)dv =Wσ(a).
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Therefore the integral equalsˆ
Zk\GLk
Wσ(a)Wτ (diag(a, In−k))|det a|s−
1
2
(n−k)da = Ψ(Wσ,Wτ , 0, s).
(3) n < k = l. Assume that π is induced from Pl. The same substitutions and
arguments of case (1) apply here as well, except that we plug (5.29) instead of
(5.28) into (9.6). Now if n < l − 1, diag(a, I2(l−n), a∗) with a ∈ GLn stabilizes
ψγ(v) = ψ(−γvl−1,l+1) and the result follows. Otherwise n = l − 1, continue as
in case (2) using the fact that Wσ vanishes away from zero (instead of Wτ ). We
obtainˆ
Vl
ϕ(v · diag(a, I2(l−n), a∗), dγ)ψγ(v)dv = δ
1
2
Pl
(a)Wσ(diag(a, Ik−n)).
The result follows when this is put into (9.6). When π is induced from κ(Pl) we
utilize (5.30).
(4) n = k < l. Contrary to case (1), a does not stabilize ψγ , while the method
of case (2) falls short because the properties of Wτ do not allow to bound xa.
Following Cogdell and Piatetski-Shapiro [CPS] (Section 3), it is enough to obtain
two types of integrals: Ψ(Wσ,Wτ ,Φ, s) where Φ ∈ S(F k) satisfies Φ(0) 6= 0 (any
such Φ is sufficient) andˆ
Zk\Yk
Wσ(y)Wτ (y)|det y|s−1dry.(9.8)
In fact, assume that L(σ×τ, s) has a pole at s0. Then the residue of Ψ(Wσ,Wτ ,Φ, s0)
defines a nontrivial trilinear form on W(σ, ψ−1) ×W(τ, ψ) × S(F k). If this form
vanishes identically on the subspace S0 = {Φ ∈ S(F k) : Φ(0) = 0}, it represents
a nontrivial trilinear form on W(σ, ψ−1) ×W(τ, ψ) × S0\S(F k). Then the pole is
obtained by Ψ(Wσ,Wτ ,Φ, s) with any Φ such that Φ(0) 6= 0. Otherwise, s0 is a
pole of some Ψ(Wσ,Wτ ,Φ, s) with Φ ∈ S0, in which case using the Iwasawa de-
composition the integral is seen to be equal to a sum of integrals, each of the form
(9.8).
We show that both types of integrals can be obtained. As in case (1) starting
from Ψ(W,fs, s), where W1 is selected with j = k (= n) we reach (9.6). In general
our selection of ϕ impliesˆ
Vk
ϕ(va, 1, 1)ψγ (v)dv = δ
1
2
Pk
(a)Wσ(a)
ˆ
Vk∩NGl,k1
ψγ(
a−1v)dv.
Writing a = xayaba with the above notation we see that there is a constant c > 0
depending on ψγ and on k1, such that for |xa| ≥ c the integral on the right-hand
side vanishes and for |xa| < c, we get δ
1
2
Pk
(a)Wσ(a) multiplied by a measure constant
depending on k1. Note that here (as opposed to case (2)) it is possible that k = l−1,
then ψγ(v) = ψ(α1vl−1,l + α2vl−1,l+1) where α1, α2 ∈ F depend on whether Gl is
split or not.
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Let Λc = {a ∈ GLk : |xa| < c}. The integral becomesˆ
Zk\GLk
Wσ(a)Wτ (a)chΛc(a)|det a|sda.
We can replace chΛc(a) with Φ(ηka), ηk = (0, . . . , 0, 1), for some Φ ∈ S(F k) such
that Φ(0) 6= 0. Hence we have Ψ(Wσ,Wτ ,Φ, s) for arbitrary Wσ and Wτ .
Now we turn to integrals of the form (9.8), where we can assume k > 1. Here
W1 is chosen using Lemma 5.3 with j = k, defined for Wϕ with k2 >> k1, and so
that W1 vanishes on a ∈ GLk unless ηka lies in ηk +M1×k(Pk2). The constant k2
is large enough so that Wϕ is right-invariant on NGl,k2 . As in case (1), Ψ(W,fs, s)
becomes
ˆ
Zk\GLk
(
ˆ
Rl,k
W (
 ar Il−k−1
1
wl,k)dr)Wτ (a)|det a| 12k−l+s+ 12da.
As above the dr-integration may be ignored. We use the following formula, derived
using GLk = Pk−1,1KGLk :ˆ
Zk\GLk
F (g)dg =
ˆ
KGLk
ˆ
Zk\Yk
ˆ
F ∗
F (yxb)|det y|−1|x|k−1d∗xdrydb.
Here x =
(
Ik−1
x
)
. The integral is now
ˆ
KGLk
ˆ
Zk\Yk
ˆ
F ∗
W1(diag(yxb, I2(l−k), (yxb)
∗))Wτ (yxb)
|det y| 12k−l+s− 12 |x| 32k−l+s− 12 d∗xdrydb.
Denote
b =
(
b1 b2
b3 b4
)
∈ KGLk , b1 ∈Mk−1×k−1.
The condition imposed by W1 on ηkyxb = ηkxb is that xb3 ∈ M1×k−1(Pk2) and
xb4 ∈ 1 + Pk2 . When this is fulfilled, |x| = 1, W1(yxb) = Wϕ(yxb) and we have a
decomposition of xb as(
b1 b2
xb3 xb4
)
=
(
b1 − b2b−14 b3 b2(xb4)−1
0 1
)(
Ik−1 0
xb3 xb4
)
∈ (Yk ∩KGLk)NGLk,k2 .
Since Wϕ (as well as Wτ ) is right-invariant on NGLk,k2 and the measure dry is
invariant for translations on the right, we get that up to a constant the integral
equals ˆ
Zk\Yk
Wϕ(diag(y, I2(l−k), y
∗))Wτ (y)|det y|
1
2
k−l+s− 1
2 dry.
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Here the hidden constant equals the volume of the subsets of KGLk and F
∗ for
which ηkxb lies in ηk +M1×k(Pk2). We plug in (5.28) and getˆ
Zk\Yk
(
ˆ
Vk
ϕ(v · diag(y, I2(l−k), y∗), 1, 1)ψγ (v)dv)Wτ (y)|det y|
1
2
k−l+s− 1
2 dry.
Since Yk stabilizes ψγ(v) we can shift y to the second argument of ϕ and obtain
(9.8).
(5) n ≥ l > k. Again W1 is chosen with j = k. Here, as opposed to the previous
cases, the section fs is selected according to Lemma 5.2 for t
−1
γ ·Wτ , with k3 >> k2
large so that W is right-invariant by NGl,k3−c0 (tγ - given in Lemma 5.2, c0 is the
constant k0 of Lemma 5.2). We use the formulaˆ
UGl\Gl
F (g)dg
=
ˆ
BGLl−1−k
ˆ
G1
ˆ
Vl−1
ˆ
Zk\GLk
ˆ
Zk,l−1−k
F (ambvx)δ−1Pk (a)δ(b)dmdadvdxdb,
where BGLl−1−k is a subgroup of Gl−k, GLk < Lk and
Zk,l−1−k = {

Ik
m Il−1−k
I2
Il−1−k
m′ Ik
}.
Note that a, m and b belong to GLl−1 < Ll−1 and using (5.3) we obtain
Ψ(W,fs, s) =
ˆ
BGLl−1−k
ˆ
G1
ˆ
Vl−1
ˆ
Zk\GLk
ˆ
Zk,l−1−k
W (ambvx)
ˆ
Rl,n
fs(wl,nrvx, diag(amb, In−l+1))ψγ(r)|det a|−
1
2
n+k−l+s+ 1
2
|det b|s+Mdrdmdadvdxdb.
Here M is some constant. By our choice of fs this equals a constant in C[q
−s, qs]∗
times ˆ
BGLl−1−k
ˆ
Zk\GLk
ˆ
Zk,l−1−k
W (amb)Wτ (diag(amb, In−l+1))
|det a|− 12n+k−l+s+ 12 |det b|s+Mdmdadb.
Using the properties ofW , the dmdb-integration may be ignored and after plugging
in (5.28) this equalsˆ
Zk\GLk
(
ˆ
Vk
ϕ(va, 1, 1)ψγ (v)dv)Wτ (diag(a, In−k))|det a|−
1
2
n+k−l+s+ 1
2da.
Actually this is (9.7). Because k < n, proceeding as in case (2) the fact that Wτ
vanishes away from zero enables us to obtain Ψ(Wσ,Wτ , 0, s). 
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9.3. Lower bound for an irreducible π and a
tempered τ
Let π be an irreducible (generic) representation of Gl. According to the standard
module conjecture of Casselman and Shahidi [CS98] proved by Muic´ [Mui01] in the
context of classical groups, we may assume that π is a standard module. Namely,
π = IndGlPk(σ ⊗ π′) where σ = Ind
GLk
Pk1,...,km
(σ1 ⊗ . . . ⊗ σm) (if m = 1, σ = σ1), σi =
|det |eiσ′i, σ′i is a square-integrable representation of GLki , ei ∈ R, 0 > e1 ≥ . . . ≥ em
and π′ is a tempered representation of Gl−k (see also [Mui04]). Note that 0 ≤ k ≤ l
and if k = l, it is also possible that π = IndGlκPl(σ).
Let τ be tempered such that the intertwining operators
L(τ, Sym2, 2s− 1)−1M(τ, s), L(τ∗, Sym2, 1− 2s)−1M(τ∗, 1− s)
are holomorphic. We prove Theorem 1.7, namely if k < l or k = l > n,
L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s) ∈ gcd(π × τ, s)C[q−s, qs].
Recall that if k = l, by definition gcd(π′ × τ, s) = 1. Since the theorem is trivial when
k = 0, assume k > 0.
Applying Lemma 9.3 (valid for our range of k, l and n), for some P1, P2 ∈ C[q−s, qs],
L(σ × τ, s) = gcd(π × τ, s)P1, L(σ × τ∗, 1− s) = gcd(π × τ∗, 1− s)P2.(9.9)
According to Theorem 1.4,
γ(π × τ, ψ, s) ≃ γ(σ × τ, ψ, s)γ(π′ × τ, ψ, s)γ(σ∗ × τ, ψ, s).
Then by (6.4) and (2.19),
gcd(π × τ∗, 1− s)
gcd(π × τ, s) ≃
L(σ∗ × τ∗, 1− s) gcd(π′ × τ∗, 1− s)L(σ × τ∗, 1− s)
L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s) .
Now using (9.9) we obtain
P2L(σ
∗ × τ∗, 1− s) gcd(π′ × τ∗, 1− s)
P1L(σ∗ × τ, s) gcd(π′ × τ, s) ≃ 1.(9.10)
As proved in Section 9.1 the poles of gcd(π′ × τ, s) lie in ℜ(s) ≤ 0, because π′ and τ
are tempered. According to [JPSS83] (Theorem 3.1),
L(σ∗ × τ, s) ∈
m∏
i=1
L(σ∗i × τ, s)C[q−s, qs].
Hence any pole of L(σ∗ × τ, s) is contained in some L(σ∗i × τ, s) = L((σ′i)∗ × τ, s− ei),
and since σ′i is square-integrable we get from [JPSS83] (Section 8) that the poles of
L((σ′i)
∗× τ, s− ei) lie in ℜ(s) ≤ ei < 0. We conclude that the poles of the denominator
of (9.10) are in ℜ(s) ≤ 0.
In a similar manner we prove that the poles of the numerator of (9.10) are in ℜ(s) ≥
1. Specifically, the poles of gcd(π′× τ∗, 1− s) are in ℜ(1− s) ≤ 0 because π′ and τ∗ are
tempered, and any pole of L(σ∗ × τ∗, 1− s) appears in some L((σ′i)∗ × τ∗, 1− s− ei).
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Thus any pole appearing in the denominator must be canceled by P1, i.e.,
P1L(σ
∗ × τ, s) gcd(π′ × τ, s) ∈ C[q−s, qs].
Together with (9.9) this gives the result.
9.4. The g.c.d. of ramified twists
Let τ be an irreducible representation of GLn and let µ be a character of F
∗ extended
to GLn by b 7→ µ(det(b)).
Recall that a character of F ∗ is ramified if it is nontrivial on O∗ and any character
of F ∗ is trivial on 1 + Pk for some k > 0. We call a character highly ramified, if it
is nontrivial on 1 + Pk for some large k. We say that a certain property is satisfied
for all sufficiently highly ramified characters, if there is some k > 0 such that for any
character which is nontrivial on 1 + Pk, this property holds. For a character µ and
a ∈ Z, the character µa is defined by µa(x) = µ(x)a. Clearly if µa is highly ramified,
so is µ. The next claim establishes a few facts about ramified characters that we will
need.
Claim 9.4. The following statements are valid.
(1) For all sufficiently highly ramified µ2n, no unramified twist of τµ is self-dual.
(2) Assume that no unramified twist of τ is self-dual. Then also no unramified twist
of τ∗ is self-dual.
(3) For any 0 6= a ∈ Z there is M ≥ 0 such that for each k > M , there is a unitary
character µ of F ∗ such that µa is nontrivial on 1 + Pk. In particular for any
k >> 0 there is µ such that µ2n is nontrivial on 1 + Pk.
Proof of Claim 9.4. (1) Suppose τµ|det |u ∼= τ∗µ−1|det |−u for some u ∈ C (τ is irre-
ducible whence τ˜ ∼= τ∗). In particular the central characters are equal, which is
impossible if k is large so that ωτ |1+Pk ≡ 1 (regarding F ∗ as the center of GLn),
ωτ∗|1+Pk ≡ 1 and µ2n|1+Pk 6≡ 1.
(2) Otherwise for some u ∈ C, τ∗|det |u ∼= (τ∗|det |u)∗ whence τ |det |−u ∼= (τ |det |−u)∗,
contradiction.
(3) It is enough to construct a character of O∗ with the required properties. Further-
more, it is enough to construct a character µ of 1 + Pk/1 + Pm, for some m > k,
so that µa is nontrivial, since any such character lifts to a character of O∗/1 +Pm
(because O∗/1 + Pm is a finite abelian group), which lifts to a character of O∗.
Assume |a| = q−v where v ∈ Z. Let k > 0 be given and let m satisfy k < m ≤ 2k
and k + v < m. Since m ≤ 2k, 1 + Pk/1 + Pm ∼= Pk/Pm as groups. Let ψ′ be
a unitary additive character of F such that ψ′|Pm−1 6≡ 1 and ψ′|Pm ≡ 1. Then
µ(1 + b) = ψ′(b) (b ∈ Pk) is a character of 1 + Pk, trivial on 1 + Pm. Also
µa(1 + b) = ψ′(ab) and because k + v < m, aPk contains Pm−1 whence µa is
nontrivial. Put m = 2k, M = max(v, 0). Then for any k > M , k + v < m. 
We show that for all sufficiently highly ramified characters µ2, a twist of τ by µ
removes all poles except perhaps those of the intertwining operator. This scenario
is considered, first because it resembles a result proved by Jacquet, Piatetski-Shapiro
and Shalika [JPSS83] (Proposition 2.13) and this property is expected from the g.c.d.
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Second, this result will be useful in the course of proving Theorem 1.9 (similarly to its
use in [JPSS83] Section 7).
Proposition 9.5. For any character µ such that µ2 is sufficiently highly ramified,
gcd(π × (τµ), s) ∈ ℓ(τµ)∗(1− s)C[q−s, qs].
Proof of Proposition 9.5. We prove the proposition for the case 1 < l ≤ n and split
Gl. The other cases are similar (and simpler). We follow the method of loc. cit.
According to Proposition 6.3 it is enough to show that Ψ(W,fs, s) ∈ C[q−s, qs] for
fs ∈ ξ(τµ, std, s). By virtue of Proposition 5.9 (and using the same notation) we
should show this for integrals of the form (5.8),ˆ
Al−1
ˆ
G1
chΛ(x)W
⋄(ax)(µ ·W ′)(diag(a, ⌊x⌋, In−l))
(|det a| · [x]−1)l− 12n+s− 12 δ−1BGl (a)dxda.
According to the asymptotic expansion described in Section 2.5,
W ⋄(t) =
∑
η1,...,ηl∈Aπ
φη1,...,ηl(α1(t), . . . , αl(t))
l∏
i=1
ηi(αi(t)),
W ′(t′) =
∑
η′1,...,η
′
n−1∈Aτ
φ′η′1,...,η′n−1
(α′1(t
′), . . . , α′n−1(t
′))
n−1∏
i=1
η′i(α
′
i(t
′)).
Here t ∈ TGl , φ(...) ∈ S(F l), αi ∈ ∆Gl , t′ ∈ An, φ′(...) ∈ S(Fn−1) and α′i ∈ ∆GLn .
We plug these formulas into the integral. Let k > 0 be such that for all η ∈ Aπ,
η′ ∈ Aτ , y ∈ F ∗ and u ∈ 1 + Pk, η(yu) = η(y), η′(yu) = η′(y). Assume that µ2 is a
nontrivial character of 1 + Pk (hence so is µ). Set a = diag(a1, . . . , al−1) ∈ Al−1 and
x = diag(b, b−1) ∈ G1. We change variables ai 7→ aiai+1 for all 1 ≤ i < l − 1. Assume
that Λ is either G0,k1 or G
∞,k
1 for some k > 0. Then either ⌊x⌋ = b for all x ∈ Λ, or
⌊x⌋ = b−1 for all x ∈ Λ. We also change al−1 7→ al−1⌊x⌋. This changes
∏l−1
i=1 µ(ai)µ(⌊x⌋)
to µ(a1)
∏l−1
i=2 µ
2(ai)µ
2(⌊x⌋). Then by fixing x and all of the coordinates ai except
some ai0 , if |ai0 | is small the integral vanishes. Hence ai is bounded from below for
all 1 ≤ i ≤ l − 1. Note that a1, . . . , al−1 are also bounded from above. Now fixing
a1, . . . , al−1, if ⌊x⌋ is small, the integral vanishes whence [x] is bounded (by definition
[x] ≥ 1). This shows that the dx-integration is a finite sum. We conclude that the
integral is a polynomial. If Λ is a compact open subgroup, we can ignore the dx-
integration altogether and again we see that the coordinates of a are bounded from
above and below. 
Example 9.1. Let τ ′ be a unitary irreducible supercuspidal representation of GLn and
take a unitary ramified character µ. Set τ = τ ′µ. According to Claim 9.4 we can take
µ such that µ2n is sufficiently highly ramified (with respect to τ ′) so that no unramified
twist of τ (or τ∗) would be self-dual. Then L(τ, Sym2, 2s) = 1 by Shahidi [Sha92]
(Theorem 6.2). Now equality (2.8) implies
M∗(τ∗, 1 − s) = e(q−s, qs)L(τ∗, Sym2, 1− 2s)−1M(τ∗, 1− s)
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for some e(q−s, qs) ∈ C[q−s, qs]∗ and since by Theorem 2.2, L(τ∗, Sym2, 1−2s)−1M(τ∗, 1−
s) is holomorphic (τ∗ ∼= τ˜ is irreducible supercuspidal), ℓτ∗(1−s) = 1. Again according
to Claim 9.4, we can assume that µ2n is also sufficiently highly ramified with respect
to π, then so is µ2. Then by Proposition 9.5, gcd(π × τ, s) = 1.
There is an analogous result for a ramified character π of G1.
Proposition 9.6. Let π be a representation of G1. If π is a sufficiently highly ramified
character or G1 is quasi-split,
gcd(π × τ, s) ∈ ℓτ∗(1− s)C[q−s, qs].
Proof of Proposition 9.6. If G1 is quasi-split, the result follows immediately by looking
at (5.8). Regarding the split case, as in the proof of Proposition 9.5 considerˆ
G1
chΛ(x)π(x)W
′(diag(⌊x⌋, In−1))[x] 12n−s− 12dx.
Since |⌊x⌋| tends to zero as x leaves a compact subset of G1, we see that by selecting a
sufficiently highly ramified π, with respect to the functions in Aτ as in the proof above
(or if n = 1, with respect to τ , which is then a character), the integral vanishes for all
x outside of some compact subset (which depends on W ′). 
9.5. Preserving poles while increasing n
Let π and τ be a pair of representations of Gl and GLn (resp.). We show that the
fractional ideal Iπ×τ (s) is contained in Iπ×ε(s) for a representation ε induced from τ
and another auxiliary representation. This result will be used in Section 10.3 to prove
Theorem 1.9. It suggests an inductive passage from π × τ to π × ε which increases n
while preserving the original poles, hence any upper bound of gcd(π × ε, s) implies a
similar bound of gcd(π × τ, s).
Lemma 9.7. Let τ1 be a representation of GLm such that l < m + n and ε =
Ind
GLm+n
Pm,n
(τ1 ⊗ τ) is irreducible. For W ∈ W(π, ψ−1γ ), set W0 = W if l ≤ n or Gl
is split, otherwise W0 = y
−1 · W where y is given by Lemma 2.6. Then for any
fs ∈ ξHnQn (τ, hol, s) there is f ′s ∈ ξ
Hm+n
Qm+n
(ε, hol, s), where ε is realized in W(ε, ψ), such
that for all W ∈ W(π, ψ−1γ ),
Ψ(W0, f
′
s, s) = Ψ(W,fs, s).
Proof of Lemma 9.7. We use the notation and results of Section 5.7 for ζ = 0. We
will define ϕs ∈ ξHm+nQm,n (τ1 ⊗ τ, hol, (s, s)) such that I1 = Ψ(W0, ϕs, s) is absolutely
convergent for ℜ(s) >> 0 and equals Ψ(W,fs, s). Then f ′s = f̂ϕs is defined by (5.19)
and according to Claim 5.17, for all ℜ(s) >> 0, Ψ(W0, f̂ϕs , s) = I1 = Ψ(W,fs, s).
Hence Ψ(W0, f̂ϕs , s) = Ψ(W,fs, s), as functions in C(q
−s). The proof depends on the
relative sizes of l and n.
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(1) l ≤ n. In Sections 7.1.4 and 7.1.5 we transformed I1 into (7.7), which with the
current notation takes the form
I2 =
ˆ
Um
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ϕs(w
′u, 1, wl,nr
′(bn,mg), 1)ψγ (r
′)ψγ(u)dr
′dgdu
(W0 =W since l ≤ n). Here
w′ =
 Imbn,m
Im
 , bn,m = diag(In, (−1)m, In).
The subgroup Rl,m+n (in I1) is decomposed as Rl,n⋉Rm where Rm = Rl,m+n∩Um,
dr = dr′drm and in I2, du = dzdrm. Integral I2 is absolutely convergent at s if
it is finite when we replace W,ϕs with |W |, |ϕs| and drop the characters. The
manipulations of Section 7.1.4 prove the following claim.
Claim 9.8. Integral I1 is absolutely convergent at s if and only if I2 is absolutely
convergent at s. When either is absolutely convergent, I1 = I2.
Using this claim we derive the result. We follow the argument of Soudry [Sou00]
(Lemma 3.4) to find a specific ϕs for which I2 = Ψ(W,fs, s), almost what we need.
Set N = NHm+n,k, k >> 0. Let ϕs ∈ ξHm+nQm,n (τ1 ⊗ τ, hol, (s, s)) be such that as a
function on Hm+n, supp(ϕs) = Qmw
′N , ϕs is right-invariant by N and for x ∈ Hn
and y ∈ GLn,
ϕs(w
′, 1, x, y) = f
bn,m
s (x, y) = fs(
bn,mx, y).
(The function f
bn,m
s was defined in Section 7.1.2.) Note that w
′
N = N . Then
w′u ∈ supp(ϕs) if and only if (w′)−1u ∈ N , because (w′)−1u ∈ Um. Formally, for this
ϕs,
I2 = c
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
ϕs(w
′, 1, wl,nr
′(bn,mg), 1)ψγ (r
′)dr′dg
= c
ˆ
UGl\Gl
W (g)
ˆ
Rl,n
f
bn,m
s (
bn,m(wl,nr
′g), 1)ψγ (r
′)dr′dg = cΨ(W,fs, s).
Here c = vol(Um ∩N). The same reasoning impliesˆ
Um
ˆ
UGl\Gl
ˆ
Rl,n
|W |(g)|ϕs|(w′u, 1, wl,nr′(bn,mg), 1)dr′dgdu(9.11)
= c
ˆ
UGl\Gl
ˆ
Rl,n
|W |(g)|fs|(wl,nr′g, 1)dr′dg.
Now we use the idea of Jacquet, Piatetski-Shapiro and Shalika [JPSS83] (p. 424).
Since Ψ(W,fs, s) is absolutely convergent for ℜ(s) >> 0 (i.e. the right-hand side of
(9.11) is finite), the left-hand side of (9.11) is finite. Hence we can apply Claim 9.8
to conclude firstly that I1 is absolutely convergent for ℜ(s) >> 0 and secondly,
I1 = I2 = cΨ(W,fs, s).
(2) l > n. The idea of the proof is the same as in the previous case but the actual
integral manipulations and selection of ϕs differ. Regard Hn as a subgroup of Gn+1,
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embedded in Gl (which is embedded in Hm+n) through Ll−n−1. Set r = l− n− 1,
ǫ = (−1)m+n−l and tn = diag(ǫγ−1In, 1, ǫγIn) ∈ Hn. Let
I2 =
ˆ
HnZrVr\Gl
ˆ
Rl,m+n
ˆ
Mn×m+n−l
ˆ
UHn\Hn
(
ˆ
Rl,n
W0(r
′wl,nh′g)dr′)
ϕs(ωm,nηwl,m+nrw
l,ng, 1, tnh′, 1)ψγ(r)dh
′dηdrdg.
Integral I2 is absolutely convergent at s if it is finite with |W0|, |ϕs| and without
ψγ . According to Claims 7.4 and 7.6, for any s, I1 is absolutely convergent if and
only if I2 is, and in this case I1 = I2.
Now we describe the choice of ϕs. Write wl,m+n = tγw
′
l,m+n for
tγ = diag(γIl, I2(m+n−l)+1, γ
−1Il) ∈ Hm+n,
w′l,m+n =

Il
Im+n−l
ǫ
Im+n−l
Il
 .
Further put t′γ = diag(γIn, 1, γ
−1In) ∈ Hn, t′′γ = diag(γIl−n, Im+n−l) ∈ GLm and
w⋆ = ωm,nw
′
l,m+nw
l,n. Let y⋆ = [y]EHm+n where y ∈ Gn+1 is either I2(n+1) if Gl is
split, or in the quasi-split case
y =

In−1
1
0 1
2ρ−2 0 1
2ρ−3 0 2ρ−1 1
In−1

is the element defined in Lemma 2.6.
PickWτ1 ∈ W(τ1, ψ) such that the restriction of t′′γ ·Wτ1 to the mirabolic subgroup
Ym of GLm vanishes outside of a small neighborhood of the identity NGLm,o ∩ Ym
where o >> 0, and for v ∈ NGLm,o ∩ Ym, t′′γ ·Wτ1(v) = t′′γ ·Wτ1(Im) 6= 0. Let ϕs ∈
ξ
Hm+n
Qm,n
(τ1 ⊗ τ, hol, (s, s)) be such that supp(ϕs) = Qmw⋆y⋆N with N = NHm+n,k
and k >> 0, and for all a ∈ GLm < Mm, u ∈ N , x ∈ Hn and b ∈ GLn,
ϕs(aw
⋆y⋆u, 1, x, b) =cτ,γδ
1
2
Qm
(a)|det a|s− 12Wτ1(a)((tnt′γ)−1 · fs)(x, b).
Here cτ,γ = ωτ (ǫγ)
−1|γ|−l(n+ 12m+s− 12 )− 12n(n+m−2l). Note that w⋆ and y⋆ normalize
N , because w⋆, y⋆ ∈ KHm+n (recall from Section 2.1 that we assume |ρ| ≥ 1). The
constant o is selected so thatW is right-invariant by NGl,o. We take k >> o so that
Wτ1 is right-invariant by NGLm,k, W0 is right-invariant by NGl,k and k − k0 ≥ o
where k0 ≥ 0 is a constant to be specified later (depending only on |2|).
Claim 9.9. I2 = Ψ(W,fs, s).
As in the case l ≤ n, it follows that I1 is absolutely convergent for ℜ(s) >> 0
and I1 = I2 = Ψ(W,fs, s).
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Proof of Claim 9.9. We use the formulaˆ
HnZrVr\Gl
F (g)dg =
ˆ
Zr\GLr
ˆ
Vr
ˆ
Hn\Gn+1
F (avg)δ(a)dgdvda.
Here δ(a) is a suitable modulus character. The integral becomesˆ
Zr\GLr
ˆ
Vr
ˆ
Hn\Gn+1
ˆ
Rl,m+n
ˆ
Mn×m+n−l
ˆ
UHn\Hn
(
ˆ
Rl,n
W0(r
′wl,nh′avg)dr′)
ϕs(ωm,nηwl,m+nrw
l,navg, 1, tnh′, 1)ψγ(r)δ(a)dh
′dηdrdgdvda.
First observe that a ∈ GLr can be shifted to the second argument of ϕs. If
[a]EGl = diag(a, I2n+2, a
∗), [(w
l,n)−1a]EGl = diag(In, a, I2, a
∗, In).
Then (w
l,n)−1a ∈ Ll−1 < Gl normalizes Rl,n and fixes ψγ . We obtainˆ
Zr\GLr
ˆ
Vr
ˆ
Hn\Gn+1
ˆ
Rl,m+n
ˆ
Mn×m+n−l
ˆ
UHn\Hn
(
ˆ
Rl,n
W0(r
′wl,nh′avg)dr′)
ϕs(ωm,nηwl,m+n(
(wl,n)−1a)rwl,nvg, 1, tnh′, 1)ψγ(r)|det a|l−m−nδ(a)dh′dηdrdgdvda.
Now we see that w
−1
l,m+n((w
l,n)−1a) commutes with η and after conjugating it by ωm,n
it lies in Ym < GLm, where GLm is viewed as a subgroup of Mm < Hm+n. We getˆ
Zr\GLr
ˆ
Vr
ˆ
Hn\Gn+1
ˆ
Rl,m+n
ˆ
Mn×m+n−l
ˆ
UHn\Hn
(
ˆ
Rl,n
W0(r
′wl,nh′avg)dr′)
ϕs(ωm,nηwl,m+nrw
l,nvg, a, tnh′, 1)ψγ(r)δ
′
s(a)dh
′dηdrdgdvda.
Here δ′s(a) = δ
1
2
Qm
(a)|det a|l−m−n+s− 12 δ(a).
Put wl,m+n = tγw
′
l,m+n and change variables η 7→ t
−1
γ η. This change multiplies
dη by |γ|n(m+n−l). Denote
u⋆ = (ω
−1
m,nη)((ωm,nw
′
l,m+n)
−1
(r((w
l,n)−1v))).
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Then ωm,ntγηw
′
l,m+nrw
l,nvg = (ω
−1
m,ntγ)u
⋆w⋆g. We write the coordinates of u⋆
explicitly. Let v ∈ Vr,
[v]EGl =

Ir
v1 In
v2 0 1
v3 0 0 1
v4 0 0 0 In
v5 v
′
4 ∗ ∗ v′1 Ir
 ,
[(w
l,n)−1v]EHm+n =

Im+n−l
In v1
Ir
u1 1
u2 0 1
u3 0 0 1
v′4 v5 u
′
3 u
′
2 u
′
1 Ir v
′
1
v4 In
Im+n−l

,
r =

Im+n−l r1 r2 0 r3
Il 0
1 r′2
Il r
′
1
Im+n−l
 ∈ Rl,m+n, η =
 In ηIl−n
Im+n−l
 .
Also denote r1 = (r1,1, r1,2, r1,3) where r1,1 ∈Mm+n−l×n, r1,2 ∈Mm+n−l×r. Then
u⋆ =

Ir
u1 1
0 0 Im+n−l
v1 0 η In
ǫu2 0 ǫr
′
2 0 1
v4 0 r
′
1,1 0 0 In
r1,2 + . . . r1,3 r3 + η
′r′1,1 r1,1 ǫr2 η
′ Im+n−l
u3 0 r
′
1,3 0 0 0 0 1
v5 u
′
3 r
′
1,2 v
′
4 ǫu
′
2 v
′
1 0 u
′
1 Ir

.
We show that the dg-integration can be ignored. Assume first that Gl is split
(then y⋆ = I2(m+n)+1). Using the integration formula for Hn\Gn+1 of Lemma 2.6,
in the notation of the lemma, the dg-integration is replaced with an integration
over GL1 × Zn,1 × Ξn. Write g = bλα with b ∈ Ξn, λ ∈ Zn,1 and α ∈ GL1. In
coordinates,
b =

In 0 b 0
1 0 b′
1 0
In
 , λα =

In 0 0 0
λ α 0 0
α−1 0
λ′α−1 In
 (λ′ = −Jntλ).
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Then
[g]EHn+1 =

In −γbα−1 βbα−1 bα−1 0
λ h1,1 h1,2 h1,3 b
′
βλ h2,1 h2,2 h2,3 βb
′
−γλ h3,1 h3,2 h3,3 −γb′
0 −γλ′α−1 βλ′α−1 λ′α−1 In
 , (hi,j) ∈M3×3.
Set g⋆ = (w
⋆)−1g. It can be verified that the last m rows of u⋆g⋆ take the form ∗ ∗ ∗ ∗ ∗ ∗ Im+n−l ∗ 0u3 h3,1 r′1,3 −γλ ǫh3,2 −γb′ 0 h3,3 0
∗ ∗ ∗ ∗ ∗ ∗ 0 ∗ Ir
 .
In order for (ω
−1
m,ntγ)u
⋆g⋆w⋆ to belong to the support of ϕs we must have u
⋆g⋆ ∈
QmN . We proceed to argue that in such a case g ∈ NGn+1,k ∩N , then the coordi-
nates of v, η and r will be small (v will “almost” belong to NGl,k, η and r will lie
in N).
Let x be the lower-right m×m block of u⋆g⋆, i.e.,
x =
 Im+n−l ∗ 00 h3,3 0
0 ∗ Ir
 ∈Mm×m.
If x /∈ GLm then u⋆g⋆ /∈ QmN , so assume that x is invertible, equivalently h3,3 6= 0.
Then x1 = diag((x
∗)−1, I2n+1, x
−1) ∈ Qm and the last m rows of x1u⋆g⋆ are of the
form ∗ ∗ ∗ ∗ ∗ ∗ Im+n−l 0 0h−13,3u3 h−13,3h3,1 h−13,3r′1,3 −γh−13,3λ ǫh−13,3h3,2 −γh−13,3b′ 0 1 0
∗ ∗ ∗ ∗ ∗ ∗ 0 0 Ir
 .
Now u⋆g⋆ ∈ QmN if and only if x1u⋆g⋆ ∈ QmN . If qx1u⋆g⋆ ∈ N for some q ∈ Qm
and the Levi part of q is diag(m(q)∗, h(q),m(q)) (h(q) ∈ Hn), then m(q) ∈ NGLm,k,
whence m(q)1 = diag((m(q)
∗)−1, I2n+1,m(q)
−1) ∈ N and m(q)1qx1u⋆g⋆ ∈ N .
Therefore the coordinates of lower-left m × (m + 2n + 1) block of x1u⋆g⋆ (the
first m+ 2n+ 1 columns of the matrix above) belong to Pk. In particular
|h−13,3h3,1|, |h−13,3h3,2| ≤ q−k.
Put c = b′λ′. The last row of (hi,j) takes the form(
γ
4α(−α2 + 2cβ2 − 1 + 2α) − β4α(α2 + 2cβ2 − 1) − 14α(−α2 + 2cβ2 − 1− 2α)
)
.
Our first step is to show |α| = 1. Since |h−13,3h3,1| ≤ q−k and k >> 0,
| − α2 + 2cβ2 − 1 + 2α| < | − α2 + 2cβ2 − 1− 2α|.
Hence
| − α2 + 2cβ2 − 1− 2α| = | − α2 + 2cβ2 − 1− 2α − (−α2 + 2cβ2 − 1 + 2α)| = |4α|
and
|h3,3| = |4α|−1| − α2 + 2cβ2 − 1− 2α| = 1.
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Let ξ = α− (2cβ2 − 1)α−1. If |ξ| > |2|,
|h3,3| = |2−1 + 4−1ξ| = |4−1ξ| > |2|−1 ≥ 1,
contradiction. Also if |ξ| < |2|, |h3,1| = |12γ| contradicting |h−13,3h3,1| ≤ q−k. Thus
|ξ| = |2|. Also |h−13,3h3,2| ≤ q−k so
|α+ (2cβ2 − 1)α−1| ≤ |4|q−k ≤ q−k
(recall that we assume |β| = 1), whence α = −(2cβ2 − 1)α−1 +̟kθ with |θ| ≤ 1.
Then
|2| = |ξ| = |2(2cβ2 − 1)α−1 −̟kθ| ≤ max(|2||(2cβ2 − 1)α−1|, q−k).
Since k >> 0, we first get |(2cβ2 − 1)α−1| ≥ 1, then |2| = |2||(2cβ2 − 1)α−1| so
|(2cβ2 − 1)α−1| = 1 and |α| = 1.
The second step is to prove that λ and b can be made zero. Because |α| = 1 and
for all 1 ≤ i ≤ n, |γλi| = |γh−13,3λi| ≤ q−k and |γb′i| = |γh−13,3b′i| ≤ q−k, the element
y ∈ Gn+1 given by
[y]EGn+1 =

In
−α−1λ 1
1
−α−1λ′ In


In 0 −α−1b 0
1 0 −α−1b′
1 0
In

belongs to NGn+1,k and also when viewed as an element of Hm+n, y ∈ N . Set
g1 = gy,
[g1]EGn+1 =

In
α
α−1
In
 .
The third step is to show g1 ∈ NGn+1,k ∩ N . We may replace g with g1 and
argue as above, because (ω
−1
m,ntγ)u
⋆g⋆w⋆ ∈ Qmw⋆N if and only if (ω−1m,ntγ)u⋆g⋆1w⋆ ∈
Qmw
⋆N , with g⋆1 =
(w⋆)−1g1. We conclude |h3,3| = 1 and |α| = |α|−1 = 1. Now
(hi,j) is given by (2.2) and we proceed as in the proof of Lemma 5.2. Specifically,
|h3,2| ≤ q−k implies α− α−1 ∈ 4Pk and then (α− 1)(α+ 1) ∈ 4Pk. If α+ 1 ∈ 4P,
we get |h3,1| = |γ|, contradiction. Therefore |α+1| > |4|q−1 so α ∈ 1+Pk and thus
g1 ∈ NGn+1,k. Looking at (2.2), the conditions |h3,1|, |h3,2| ≤ q−k imply g1 ∈ N .
Because y, g1 ∈ NGn+1,k ∩N , g = g1y−1 ∈ NGn+1,k ∩N .
Now assume that Gl is quasi-split. By virtue of Lemma 2.6 we can replace
the dg-integration with an integration over GL1 × Zn−1,1 × (Vn ∩ G2) × Ξn. Put
g = ybςλα with b ∈ Ξn, ς ∈ Vn ∩G2, λ ∈ Zn−1,1 and α ∈ GL1. In coordinates,
b =

In−1 0 0 ̺ 0 A(̺)
1 0
1 0
1 ̺′
1 0
In−1
 , ς =

In−1
1 ς1 ς2 ∗
1 0 ς ′1
1 ς ′2
1
In−1

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and
λα =

In−1
λ α
1
1
α−1
λ′α−1 In−1
 (λ
′ = −Jn−1tλ).
Set (bςλα)⋆ = (w
⋆y⋆)−1(bςλα). Then
u⋆w⋆g = u⋆w⋆y⋆(bςλα) = u⋆(bςλα)⋆w⋆y⋆.
Now u⋆w⋆g ∈ Qmw⋆y⋆N if and only if u⋆(bςλα)⋆ ∈ QmN ((w⋆y⋆)−1N = N). Let
x be the lower-right m × m block of u⋆(bςλα)⋆. As in the split case x /∈ GLm
implies u⋆(bςλα)⋆ /∈ QmN . One shows that the coordinates of ς1, ς2 and λ are
small, and also |1−α| is small. Then the coordinates of ̺ are seen to be small and
bςλα ∈ NGn+1,k ∩N .
We continue with the proof, for both split and quasi-split Gl. Going back to the
integral, since W0 is invariant on the right for NGl,k, the dg-integration reduces to
a volume constant which may be ignored. Thus we have
|γ|n(m+n−l)
ˆ
Zr\GLr
ˆ
Vr
ˆ
Rl,m+n
ˆ
Mn×m+n−l
ˆ
UHn\Hn
(
ˆ
Rl,n
W0(r
′wl,nh′avy)dr′)
ϕs((
ω−1m,ntγ)u
⋆w⋆y⋆, a, tnh′, 1)ψγ(r)δ
′
s(a)dh
′dηdrdvda.
(In the quasi-split case y and y⋆ appear as a result of the application of Lemma 2.6.)
Finally consider u⋆ again. Let
z =
 Im+n−l 1
u′1 Ir
 ∈ GLm, z1 =
 (z∗)−1 I2n+1
z−1
 ∈ Qm.
Then u⋆ ∈ QmN (i.e., (ω−1m,ntγ)u⋆w⋆y⋆ belongs to the support of ϕs) if and only if
z1u
⋆ ∈ QmN ,
z1u
⋆ =

Ir
0 1
0 0 Im+n−l
v1 0 η In
ǫu2 0 ǫr
′
2 0 1
v4 0 r
′
1,1 0 0 In
r1,2 + . . . r1,3 r3 + η
′r′1,1 r1,1 ǫr2 η
′ Im+n−l
u3 0 r
′
1,3 0 0 0 0 1
v5 − u′1u3 u′3 r′1,2 − u′1r′1,3 v′4 ǫu′2 v′1 0 0 Ir

.
As above the coordinates of the lower-leftm×(m+2n+1) block lie in Pk. Inspecting
the other (non-constant) coordinates of z1u
⋆, they all lie there and z1u
⋆ ∈ N .
Moreover
r1,3, r1,1, r2, η, u3, v4, u2, v1 ∈ Pk,
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where with a minor abuse of notation we write, e.g., v1 ∈ Pk instead of v1 ∈
Mn×r(Pk). Because u2 = βv2 + 12β v3 and u3 = −γv2 + 14v3 we see that v2 ∈ 12Pk,
v3 ∈ Pk and u1 = v2 − 12β2 v3 ∈ 12Pk. Since u′1u3 ∈ 12P2k and k >> 0, u′1u3 ∈ Pk
whence v5 ∈ Pk. Similarly, r1,2 ∈ Pk (u′1r′1,3 ∈ 12P2k). Also r3 ∈ Pk. It follows
that η, r ∈ N hence the dηdr-integration shrinks into a volume constant, hereby
ignored. Additionally each vi, i = 1, . . . , 5, lies in
1
2Pk, thus v ∈ NGl,k−k0 where
k0 ≥ 0 equals the valuation of 2 (depends only on |2|).
The integral becomes
c−1τ,γ
ˆ
Zr\GLr
ˆ
Vr∩NGl,k−k0
ˆ
UHn\Hn
(
ˆ
Rl,n
W (r′wl,nh′av)dr′)ϕs(w
⋆y⋆,
 au1 1
Im+n−l
 t′′γ , h′tnt′γ , 1)δ′s(a)dh′dvda.
(Note that ω
−1
m,ntγ = diag(t
′′
γ , t
′
γ , (t
′′
γ)
∗).) By our selection ofWτ1 , since m+n− l > 0
it vanishes unless the coordinates of u1 belong to Po and a ∈ NGLr,o, in which case
t′′γ · Wτ1 equals a nonzero constant. Since W is invariant on the right for NGl,o
and k − k0 ≥ o, the dvda-integration can be discarded. Ignoring volume constants
independent of s, the integral equalsˆ
UHn\Hn
(
ˆ
Rl,n
W (r′wl,nh′)dr′)(tnt
′
γ)
−1 · fs(h′tnt′γ , 1)dh′ = Ψ(W,fs, s).
The claim is established. 
The proof of the lemma is complete. 
Lemma 9.7 shows that the poles of gcd(π×τ, s) originating from holomorphic sections
appear in gcd(π × ε, s). However, gcd(π × τ, s) may also contain poles due to non-
holomorphic sections. Under a certain assumption these poles will also be included in
gcd(π × ε, s). We show,
Corollary 9.10. Let τ1 and ε = Ind
GLm+n
Pm,n
(τ1 ⊗ τ) be as in Lemma 9.7. If the operator
M∗(τ1, s)M
∗(τ1 ⊗ τ∗, (s, 1 − s))(9.12)
is holomorphic,
gcd(π × τ, s) ∈ gcd(π × ε, s)C[q−s, qs].
Remark 9.1. The composition in (9.12) was described in Section 2.7.3.
Proof of Corollary 9.10. It is enough to show that for any f1−s ∈ ξ(τ∗, hol, 1− s) there
exists f ′s ∈ ξ(ε, good, s) such that
Ψ(W0, f
′
s, s) = Ψ(W,M
∗(τ∗, 1− s)f1−s, s),
where W0 is defined in Lemma 9.7.
Let ϕs,1−s ∈ ξHm+nQm,n (τ1⊗τ∗, hol, (s, 1−s)) be defined as in Lemma 9.7, using f1−s. For
example assume l ≤ n, then ϕs,1−s is supported (as a function on Hm+n) in Qmw′N ,
right-invariant by N and for x ∈ Hn and y ∈ GLn, ϕs,1−s(w′, 1, x, y) = f bn,m1−s (x, y).
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Denote ϕ′s = M
∗(τ∗, 1 − s)ϕs,1−s ∈ ξHm+nQm,n (τ1 ⊗ τ, rat, (s, s)). It is (still) supported in
Qmw
′N and invariant on the right by N , but ϕ′s(w
′, 1, x, y) =M∗(τ∗, 1− s)f bn,m1−s (x, y).
Our assumption on the operator (9.12) implies that the image of any section in
ξ
Hm+n
Qm,n
(τ1⊗τ∗, hol, (s, 1−s)) under (9.12) lies in ξHm+nQn,m (τ∗⊗τ∗1 , hol, (1−s, 1−s)). This
combined with (2.7) and with the (similar) equality
M∗(τ∗ ⊗ τ1, (1− s, s))M∗(τ1 ⊗ τ∗, (s, 1 − s)) = 1
shows that we can find Φ1−s ∈ ξHm+nQn,m (τ∗ ⊗ τ∗1 , hol, (1 − s, 1− s)) such that
M∗(τ∗ ⊗ τ1, (1 − s, s))M∗(τ∗1 , 1− s)Φ1−s = ϕs,1−s.
Hence using (2.10) with ε∗ = Ind
GLm+n
Pn,m
(τ∗ ⊗ τ∗1 ),
ϕ′s =M
∗(τ∗, 1 − s)M∗(τ∗ ⊗ τ1, (1− s, s))M∗(τ∗1 , 1− s)Φ1−s =M∗(ε∗, 1− s)Φ1−s.
Define f ′s = f̂ϕ′s by (5.19). According to Claim 2.4, f
′
s = M
∗(ε∗, 1 − s)f̂Φ1−s and by
Claim 5.16, f̂Φ1−s ∈ ξ(ε∗, hol, 1 − s). Therefore f ′s ∈ ξ(ε, good, s) and as in the lemma
Ψ(W0, f
′
s, s) = Ψ(W,M
∗(τ∗, 1− s)f1−s, s). 
We will resort to Corollary 9.10 for given representations π and τ with the luxury of
selecting τ1. The following demonstrates how to select τ1 so that the corollary would
be applicable.
Corollary 9.11. Let τ be an irreducible representation of GLn. For anym > max(n, l−
n) and unitary irreducible supercuspidal representation τ1 of GLm twisted by a unitary
sufficiently highly ramified character, we have
Mτ1(s) = ℓτ∗⊗τ1(1− s) = ℓτ1⊗τ∗(s) = 1,
the representation ε = Ind
GLm+n
Pm,n
(τ1 ⊗ τ) is irreducible and
gcd(π × τ, s) ∈ gcd(π × ε, s)C[q−s, qs],
for any representation π of Gl.
Remark 9.2. Indeed, the restrictions imposed by Lemma 9.7 and Corollary 9.10 refer
only to τ and τ1 and do not depend on π.
Proof of Corollary 9.11. Note that since τ is irreducible (generic), it is isomorphic to
a representation parabolically induced from a representation η1 ⊗ . . . ⊗ ηa of GLn1 ×
. . . × GLna where each ηi is essentially square-integrable ([Zel80], Section 9). Then
since m > n and τ1 is irreducible supercuspidal, the representation ε will be irreducible
according to loc. cit.
It is enough to show that τ1 satisfies Mτ1(s) = ℓτ∗⊗τ1(1 − s) = ℓτ1⊗τ∗(s) = 1.
This is because Mτ1(s) = ℓτ1(s)ℓτ∗1 (1 − s) and according to the definitions, Mτ1(s) =
1 if and only if ℓτ1(s) = ℓτ∗1 (1 − s) = 1, so M∗(τ1, s) has no poles and similarly
M∗(τ1 ⊗ τ∗, (s, 1 − s)) has no poles (because ℓτ1⊗τ∗(s) = 1). Now the result regarding
gcd(π × τ, s) follows from Corollary 9.10.
As explained in Example 9.1 a representation τ1 with the properties listed satisfies
L(τ∗1 , Sym
2, 2 − 2s) = L(τ1, Sym2, 2s) = 1 and both M∗(τ1, s), M∗(τ∗1 , 1 − s) are
holomorphic whence Mτ1(s) = 1.
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Next we show ℓτ∗⊗τ1(1− s) = ℓτ1⊗τ∗(s) = 1. Choose
φ∗ = IndGLnPn1,...,nk
(φ∗1 ⊗ . . .⊗ φ∗k)
with irreducible supercuspidal representations φ∗i such that τ
∗ is a sub-representation
of φ∗. Let
M(φ∗1 ⊗ . . .⊗ φ∗k ⊗ τ1, (1 − s, . . . , 1− s, s))(9.13)
be the standard intertwining operator
V
GLm+n
Pn1,...,nk,m
(φ∗1|det |
n
2 ⊗ . . .⊗ φ∗k|det |
n
2 ⊗ τ1|det |
n
2 , (1− s, . . . , 1− s, s))
→ V GLm+nPm,n1,...,nk (τ1|det |
n
2 ⊗ φ∗1|det |
n
2 ⊗ . . .⊗ φ∗k|det |
n
2 , (s, 1 − s, . . . , 1− s)).
Here φ∗1 ⊗ . . . ⊗ φ∗k ⊗ τ1 is considered as an irreducible supercuspidal representation
of An1,...,nk,m. If (9.13) is holomorphic, M(τ
∗ ⊗ τ1, (1 − s, s)) is holomorphic (the
converse is not true in general), because Ind
GLm+n
Pn,m
(τ∗ ⊗ τ1) is a sub-representation of
Ind
GLm+n
Pn1,...,nk,m
(φ∗1 ⊗ . . . ⊗ φ∗k ⊗ τ1). According to the multiplicativity of the intertwining
operator ([Sha81] Theorem 2.1.1), operator (9.13) is a composition of operatorsM(φ∗i ⊗
τ1, (1 − s, s)). By Theorem 2.3 for each 1 ≤ i ≤ k,
L(φ∗i ⊗ τ∗1 , 1− 2s)−1M(φ∗i ⊗ τ1, (1 − s, s))
is holomorphic. Since whenever m > n (and τ1 is irreducible supercuspidal) Theo-
rem 2.4 implies L(φ∗i × τ∗1 , 1 − 2s) = 1, we get that M(φ∗i ⊗ τ1, (1 − s, s)) is already
holomorphic and so is (9.13). Now for some e(q−s, qs) ∈ C[q−s, qs]∗,
M∗(τ∗ ⊗ τ1, (1 − s, s)) = e(q−s, qs) L(τ × τ1, 2s)
L(τ∗ × τ∗1 , 1− 2s)
M(τ∗ ⊗ τ1, (1 − s, s)).
Again by Theorem 2.4, L(τ × τ1, 2s) = 1 concluding that M∗(τ∗ ⊗ τ1, (1 − s, s)) is
holomorphic and ℓτ∗⊗τ1(1− s) = 1.
The same reasoning applies to M∗(τ1 ⊗ τ∗, (s, 1 − s)), note that
L(τ1 × φi, 2s− 1)−1M(τ1 ⊗ φ∗i , (s, 1− s))
is holomorphic and for some d(q−s, qs) ∈ C[q−s, qs]∗,
M∗(τ1 ⊗ τ∗, (s, 1− s)) = d(q−s, qs)L(τ
∗
1 × τ∗, 2− 2s)
L(τ1 × τ, 2s − 1) M(τ1 ⊗ τ
∗, (s, 1− s)).
Therefore ℓτ1⊗τ∗(s) = 1. 
9.6. A relation between gcd(π × τ, s) and
gcd(π × τ ∗, 1− s)
We mention a useful, simple observation concerning the g.c.d., which follows from the
multiplicative properties of the γ-factor - Theorems 1.3 and 1.4. The claim (and certain
variations of it) will be used numerously in Chapter 10.
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Claim 9.12. Let τ = IndGLnPn1,...,na
(τ1 ⊗ . . .⊗ τa) be irreducible, a ≥ 1. Assume that for
some L ∈ C(q−s), gcd(π × τ, s) =∏ai=1 gcd(π × τi, s)L. Then
gcd(π × τ∗, 1− s) ≃
a∏
i=1
gcd(π × τ∗i , 1− s)L.
A similar assertion holds when π is induced from a representation σ⊗π′ of GLk×Gl−k
(k ≤ l): if gcd(π × τ, s) = L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)L,
gcd(π × τ∗, 1− s) ≃ L(σ × τ∗, 1− s) gcd(π′ × τ∗, 1− s)L(σ∗ × τ∗, 1− s)L.
Proof of Claim 9.12. In general there exists L′ ∈ C(q−s) such that
gcd(π × τ∗, 1− s) =
a∏
i=1
gcd(π × τ∗i , 1− s)L′.
Theorem 1.3 implies
a∏
i=1
gcd(π × τ∗i , 1− s)
gcd(π × τi, s) ≃
gcd(π × τ∗, 1− s)
gcd(π × τ, s) =
a∏
i=1
gcd(π × τ∗i , 1− s)
gcd(π × τi, s)
L′
L
.
Hence L′ ≃ L. For π induced from σ ⊗ π′ one uses Theorem 1.4 and (2.19). 
In particular we shall apply Claim 9.12 with L = Mτ1⊗...⊗τa(s)P , for some P ∈
C[q−s, qs].
9.7. A comment about the unramified case
Assume that π and τ are irreducible unramified (generic) representations. In particular
they are induced from Borel subgroups. We describe the upper and lower bounds on
the g.c.d. that we can obtain using our results and compare them to the results of the
theory of GLl ×GLn. Consider the split case first. Then
π = IndGlPl (σ), σ = Ind
GLl
BGLl
(σ1 ⊗ . . . ⊗ σl), τ = IndGLnBGLn (τ1 ⊗ . . . ⊗ τn).
Here σj , τi are unramified characters of GL1. By Theorem 1.9 there is an upper bound
gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ1⊗...⊗τn(s)C[q−s, qs]
(when l ≤ n, to apply Theorem 1.9 rewrite τ as a representation of Langlands’ type).
Let σ′ = Ind
GLl−1
BGLl−1
(σ1 ⊗ . . . ⊗ σl−1). Then π = IndGlPl−1(σ′ ⊗ π′), π′ = Ind
G1
BG1
(σl) and
according to Lemma 9.3 we have a lower bound
L(σ′ × τ, s) ∈ gcd(π × τ, s)C[q−s, qs].(9.14)
In the quasi-split case π = IndGlPl−1(σ
′ ⊗ π′) with σ′ as above and the trivial repre-
sentation π′ = 1 of G1. Theorem 1.9 implies
gcd(π × τ, s) ∈ L(σ′ × τ, s) gcd(π′ × τ, s)L((σ′)∗ × τ, s)Mτ1⊗...⊗τn(s)C[q−s, qs].
According to Proposition 5.9, for l = 1 and quasi-split Gl the integrals with holomorphic
sections are holomorphic (see (5.8)). Then Proposition 6.3 shows that gcd(π′ × τ, s)−1
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divides ℓτ∗(1− s)−1. Similarly, gcd(π′ × τ∗, 1− s)−1 divides ℓτ (s)−1. Hence
gcd(π′ × τ, s) = ℓτ∗(1− s)P0, gcd(π′ × τ∗, 1− s) = ℓτ (s)P˜0,
for some P0, P˜0 ∈ C[q−s, qs]. Now by Corollary 10.16 we obtain
gcd(π × τ, s) ∈ L(σ′ × τ, s)L((σ′)∗ × τ, s)Mτ (s)C[q−s, qs].
Relation (9.14) also holds in the quasi-split case.
We compare this to the results of the theory of GLl × GLn for unramified data.
Recall that the L-factor L(σ × τ, s) was defined by Jacquet, Piatetski-Shapiro and
Shalika [JPSS83] as a g.c.d. (see Section 2.8). In the unramified case, Theorem 3.1
of [JPSS83] and a short calculation of GL1 × GL1 integrals show, that Langlands’ L-
function for σ× τ defined using the Satake parameters (see Section 3.2.1.2) is an upper
bound for the g.c.d. Additionally, Jacquet and Shalika [JS81] (Section 2) calculated
the Rankin-Selberg integral for σ× τ with unramified Whittaker functions and showed
that it is equal to this L-function. Therefore, the g.c.d. is equal to the L-function and
it is obtained by the integral with unramified data. Thus the notation L(σ × τ, s) for
the g.c.d. is compatible, in the sense that in the unramified case the g.c.d. is actually
the L-function.
The upper bounds we obtained here imply that in the split (resp. quasi-split) case,
L(π× τ, s)Mτ1⊗...⊗τn(s) (resp. det(1− (t′π⊗ tτ )q−s)−1Mτ (s)) is an upper bound for the
g.c.d. (see Section 3.2.1.2 for the definition of t′π).
Let W0 ∈ W(π, ψ−1γ ) and f0s ∈ ξ(τ, std, s) be the normalized unramified vectors
(see Section 3.2). According to Theorem 1.1, the integral Ψ(W 0, f0s , s) with all data
unramified equals
L(π × τ, s)
L(τ, Sym2, 2s)
=
{
L(σ × τ, s)L(σ∗ × τ, s)L(τ, Sym2, 2s)−1 split Gl,
L(σ′ × τ, s)L((σ′)∗ × τ, s)L(τ,Λ2, 2s)−1 quasi-split Gl.
In particular the unramified integral may have zeros. Thus in general it does not
represent the g.c.d. and moreover, we can describe inducing data such that some of
the poles of L(σ′ × τ, s) do not belong to the set of poles of Ψ(W 0, f0s , s) (e.g., take σ
induced from σ1 ⊗ σ2 and τ induced from σ1 ⊗ σ21 , then some poles of L(σ′ × τ, s) are
canceled by zeros of L(τ, Sym2, 2s)).
In the original definition of Piatetski-Shapiro and Rallis [PSR87] (Section 5), the
unramified case is dealt with specifically by enlarging the set of good sections (see
also [HKS96] Section 6). Following this here we could add L(τ, Sym2, 2s)f0s to the
set of good sections in the unramified case. While this remedies the inconsistency in
the sense that Ψ(W 0, L(τ, Sym2, 2s)f0s , s) = L(π × τ, s), we are still unable to show
gcd(π × τ, s) = L(π × τ, s), i.e., that the intertwining operator does not introduce
additional poles.
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Chapter 10
UPPER BOUNDS ON THE G.C.D.
In Chapter 9 we calculated the g.c.d. in a few cases. Here we prove upper bounds
that apply in the general case. The main idea of the proofs is to convert the integral
manipulations of Chapter 7 into identities of formal Laurent series. This approach was
developed by Jacquet, Piatetski-Shapiro and Shalika [JPSS83] to establish the upper
bounds of the g.c.d. in their case.
We briefly recall the construction of [JPSS83] (Section 4). Consider for example a
pair of representations ξ and φ, of GLr. With the notation of Section 2.8,
Ψ(Wξ,Wφ,Φ, s) =
ˆ
Zr\GLr
Wξ(a)Wφ(a)Φ(ηra)|det a|sda.
For m ∈ Z, denote GLmr = {b ∈ GLr : |det b| = q−m}. We define a Laurent series in
C[[X,X−1]],
Σ(Wξ,Wφ,Φ, s) =
∑
m∈Z
Xm
ˆ
Zr\GLmr
Wξ(a)Wφ(a)Φ(ηra)da.
If we replace X with q−s this sum equals, for ℜ(s) >> 0, the value of the inte-
gral Ψ(Wξ,Wφ,Φ, s). Assume ξ = Ind
GLr
Pr1,r2
(ξ1 ⊗ ξ2). The series Σ(Wξ,Wφ,Φ, s) is
converted into Σ(W˜ξ, W˜φ, Φ̂, 1 − s) by applying integration formulas to the integrals
over Zr\GLmr and utilizing the functional equations for ξ1 × φ and ξ2 × φ. In this
manner both the multiplicativity of γ(ξ × φ,ψ, s) and an upper bound L(ξ × φ, s) ∈
L(ξ1 × φ, s)L(ξ2 × φ, s)C[q−s, qs] are deduced simultaneously. Note that in order to
convert the integral to a series, one needs only partition the measure space (GLr, dg).
In particular the unipotent integration introduced when ξ is a representation of GLk
and k < r, as well as the Jacquet integral used to realize the Whittaker functional on
ξ (analogously to Section 5.7), remain intact.
Following this method here, we attach a Laurent series to an integral Ψ(W,fs, s).
Two noticeable differences between the GLk × GLn integrals and the Rankin-Selberg
constructions for orthogonal groups are relevant in this context. First, the dependence
on s of the space induced from τ , leading to the distinction between standard, holo-
morphic and rational sections (in fact in the global setting of GLn × GLn a special
section is used, see [JS81] Section 4 and [CPS04] Section 2.1). Second, the appearance
of the intertwining operators in the integrals and functional equations. In our setting,
in order to associate a series to Ψ(W,fs, s) one must also deal with the properties of
fs, not just with those of the measure space. For instance if fs is a good section which
is not holomorphic, e.g. fs = M
∗(τ∗, 1 − s)f ′1−s where f ′1−s ∈ ξ(τ∗, hol, 1 − s) and
fs /∈ ξ(τ, hol, s), it is not clear how to define such a series. We will need to ensure that
we always have holomorphic sections. In the last example this can be done by replacing
fs with ℓτ∗(1− s)−1fs.
This chapter is dedicated to Yael and Sophie.
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In order to define the coefficient of Xm in a series attached to Ψ(W,fs, s) we will
consider, say if l ≤ n, the set of (g, r) ∈ Gl × Rl,n such that in the Iwasawa decom-
position wl,nrg = auk, where a ∈ GLn ∼= Mn, u ∈ Un and k ∈ KHn , |det a| = q−m.
Any integration related to fs (or ϕs such that fs = f̂ϕs) will need to be partitioned.
Furthermore, it seems difficult to apply our integral manipulations coefficient-wise.
In Section 10.1 we develop a framework for converting our integrals into Laurent
series and tools which allow us to translate integral manipulations into operations
on those series. In particular, we prove a certain version of Fubini’s Theorem for
series - Lemma 10.6, that will be used to apply a functional equation to an “inner
series” representing an inner integral. For example if τ = IndGLnPn1,n2
(τ1 ⊗ τ2), the series
representing the Gl × GLn integral Ψ(W,ϕs, s) will be equal to an “iterated” series,
where the inner series represents a Gl×GLn2 integral. Then instead of multiplying the
integral by γ(π × τ2, ψ, s), we multiply the series by the polynomial gcd(π × τ2, s)−1.
Our results also apply to the Rankin-Selberg integrals of SO2l+1 ×GLn studied by
Soudry [Sou93, Sou00] and imply similar upper bounds. In the case GLk × GLn our
construction gives the same series as [JPSS83], see Example 10.7 below, and our tools
can be used to reproduce their results.
10.1. Integrals and Laurent series
10.1.1. Functions and Laurent series
Let Σ(X) = C[[X,X−1]] be the complex vector space of formal Laurent series
∑
m∈Z amX
m,
am ∈ C. It is an R(X) = C[X,X−1]-module with torsion. A series Σ =
∑
m∈Z amX
m ∈
Σ(X) is said to be absolutely convergent at s0 ∈ C if the complex series obtained from
Σ by replacing X with q−s0 is absolutely convergent, i.e., if
∑
m∈Z |amq−s0 | <∞. Then
the value of Σ at s0 is the value of the complex series
∑
m∈Z amq
−s0 .
Let f = f(s) be a complex-valued function defined on some domain Df ⊂ C, where
a domain will always refer to a subset containing a non-empty open set. We say that f
has a representation Σ ∈ Σ(X) in Df if for all s0 ∈ Df , Σ is absolutely convergent at
s0 and equals f(s0). Note that such a representation is unique, i.e., if Σ
′ also represents
f in Df , Σ = Σ
′ in Σ(X). When clear from the context, we omit the domain and say
that f is representable by Σ.
Let f1 and f2 be complex-valued functions defined on some common domain D ⊂ C.
Assume that Σi ∈ Σ(X) represents fi in D for i = 1, 2. Then Σ1 + Σ2 represents
f1 + f2 in D. Moreover if P = P (X,X
−1) ∈ R(X), PΣ1 ∈ Σ(X) represents the
function s 7→ P (q−s, qs)f1(s) (in D).
10.1.2. Representations of integrals as series
Let Γ be an l-space, i.e. a Hausdorff, locally compact zero-dimensional topological
space (see [BZ76], 1.1), with a Borelian measure dx. For a ring R, denote by C∞(Γ, R)
the set of locally constant functions φ : Γ → R. This is a ring with the pointwise
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operations. We usually take R to be the polynomial ring C[q−s, qs], or C(q−s). Also
recall that ∅ denotes the empty set and for φ ∈ C∞(Γ, R), supp(φ) is the support of φ
(see Section 2.2).
Example 10.1. The function αs belongs to C∞(GLn,C[q
−s, qs]).
Example 10.2. Let fs ∈ ξ(τ, hol, s) = ξHnQn (τ, hol, s) where τ is realized in W(τ, ψ).
For a fixed s, fs ∈ V (τ, s) and then for a fixed h, b 7→ fs(h, b) belongs to W(τ, ψ)
(see Section 5.1). Write fs =
∑m
i=1 Pi(q
−s, qs)f
(i)
s where Pi ∈ C[q−s, qs] and f (i)s ∈
ξ(τ, std, s). For h ∈ Hn write h = buk with b ∈ GLn ∼= Mn, u ∈ Un and k ∈ KHn
according to the Iwasawa decomposition. Then f
(i)
s (h, 1) = |det b|s− 12 δ
1
2
Qn
(b)f
(i)
s (k, b)
and since f
(i)
s (k, b) is independent of s, f
(i)
s (h, 1) ∈ C[q−s, qs]. Hence the function h 7→
fs(h, 1) =
∑m
i=1 Pi(q
−s, qs)f
(i)
s (h, 1) is a locally constant function on Hn with values in
C[q−s, qs]. Therefore we may regard fs as an element of C
∞(Hn,C[q
−s, qs]). Similarly,
fs ∈ ξ(τ, rat, s) may be viewed as an element of C∞(Hn,C(q−s)) (the function h 7→
fs(h, 1) takes values in C(q
−s)).
For a non-empty finite subset of integers M , let VM = SpanC{q−sj : j ∈ M} ⊂
C[q−s, qs]. Let φ ∈ C∞(Γ,C[q−s, qs]). The M -support of φ is the set of x ∈ Γ such
that 0 6= φ(x) ∈ VM and for all ∅ 6= M ′ ( M , φ(x) /∈ VM ′ . We denote this set (which
may be empty) by suppM(φ). Since φ is locally constant, suppM(φ) is an open subset
and in particular measurable. Note that x ∈ suppM(φ) means that M is exactly the
subset of integers m such that q−sm appears in the polynomial φ(x) with a nonzero
coefficient.
Claim 10.1. If supp(φ) 6= ∅, there is a unique (necessarily countable) collection of
non-empty finite subsets of integers {Mi}i∈I , such that suppMi(φ) 6= ∅ for all i ∈ I and
supp(φ) =
∐
i∈I suppMi(φ).
Proof of Claim 10.1. For any x ∈ supp(φ), φ(x) is a nonzero polynomial in q−s, qs
whence there is a unique finite set ∅ 6=M ⊂ Z containing precisely the integers m such
that q−sm appears in φ(x) with a nonzero coefficient. Hence φ(x) ∈ VM and for all ∅ 6=
M ′ ( M , φ(x) /∈ VM ′ . Thus x ∈ suppM(φ). It follows that supp(φ) =
⋃
i∈I suppMi(φ)
for some collection of sets {Mi}i∈I .
If x ∈ suppM(φ)
⋂
suppN(φ) for another non-empty finite subset N , then φ(x) ∈
VM
⋂VN . Since φ(x) 6= 0 we obtain M ⋂N 6= ∅. If M ⋂N = M , we get ∅ 6=
M ( N and φ(x) ∈ VM , contradicting the fact that x ∈ suppN (φ). But now ∅ 6=
M ∩N (M satisfies φ(x) ∈ VM∩N contradicting x ∈ suppM(φ). This shows supp(φ) =∐
i∈I suppMi(φ) and that the collection {Mi}i∈I is unique. 
We say that Γ can be divided into the simple supports of φ if supp(φ) = ∅ or if the
collection {Mi}i∈I of Claim 10.1 satisfies Mi = {mi} for some mi ∈ Z for all i ∈ I.
Example 10.3. The l-space GLn can be divided into the simple supports of α
s. In fact,
for any m ∈ Z,
supp{m}(α
s) = {b ∈ GLn : |det b| = q−m}.
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Example 10.4. Let P =
∑
j∈Z ajq
−sj ∈ C[q−s, qs] (i.e., aj = 0 for almost all j). The
function φ(x) = P defined on Γ trivially belongs to C∞(Γ,C[q−s, qs]). Assuming P 6= 0,
supp(φ) = Γ = suppM(φ) where M = {j ∈ Z : aj 6= 0}. This example can be extended
by replacing the coefficients aj with functions in C
∞(Γ,C).
Example 10.5. Let fs ∈ ξ(τ, std, s) be regarded as a function in C∞(Hn,C[q−s, qs])
as explained in Example 10.2, i.e., the actual function is h 7→ fs(h, 1). For h ∈ Hn,
fs(h, 1) = |det b|s− 12 δ
1
2
Qn
(b)fs(k, b) where h = buk is written according to Example 10.2.
Since fs(k, b) is independent of s,
supp{m}(fs) = {h ∈ Hn : h = buk, |det b| = q−m, fs(k, b) 6= 0}.
This shows that Hn can be divided into the simple supports of fs.
For m ∈ Z denote by Pm : C[q−s, qs]→ C the mapping Pm(
∑
j∈Z ajq
−sj) = am. The
function x 7→ Pm(φ(x)) is locally constant (hence measurable).
Definition 10.1. Let φ ∈ C∞(Γ,C[q−s, qs]). Assume ´Γ |Pm(φ(x))|dx < ∞, for all
m ∈ Z. Then we define a Laurent series in Σ(X),˛
Γ
φ(x)dx =
∑
m∈Z
Xm
ˆ
Γ
Pm(φ(x))dx.
We define a series as above to be strongly convergent at s if∑
m∈Z
q−ℜ(s)m
ˆ
Γ
|Pm(φ(x))|dx <∞,
a condition stronger than being absolutely convergent at s, which is just that∑
m∈Z
q−ℜ(s)m
∣∣∣ˆ
Γ
Pm(φ(x))dx
∣∣∣ <∞.
Example 10.6. Let a ∈ C∞(Γ,C) ⊂ C∞(Γ,C[q−s, qs]). Then supp(a) = supp{0}(a) and
provided
´
Γ |a(x)|dx < ∞,
¸
Γ a(x)dx =
´
Γ a(x)dx is a constant term as an element of
Σ(X).
Next we define an integral for φ ∈ C∞(Γ,C[q−s, qs]). Any fixed s0 ∈ C induces a
homomorphism C[q−s, qs] → C by evaluation. Denote by [φ(x)](s0) the value of φ(x)
under this homomorphism. For example, if x ∈ suppM (φ), φ(x) =
∑
j∈M aj(x)q
−sj
where 0 6= aj(x) ∈ C and [φ(x)](s0) =
∑
j∈M aj(x)q
−s0j ∈ C.
For any fixed s ∈ C, the integral Φ(s) = ´Γ[φ(x)](s)dx is absolutely convergent if´
Γ |[φ(x)](s)|dx < ∞. If there is a domain D ⊂ C such that for all s ∈ D, Φ(s) is
absolutely convergent, s 7→ Φ(s) is a complex-valued function on D. The following
results show how to use the series defined above to represent the complex function Φ
in the sense of Section 10.1.1.
We introduce the following notation that will be used repeatedly below. For φ ∈
C∞(Γ,C[q−s, qs]), denote Φφ(s) =
´
Γ[φ(x)](s)dx and Σφ =
¸
Γ φ(x)dx (assuming these
are defined). Let D ⊂ C be a domain. We write Σφ ∼D Φφ if for all s ∈ D, Φφ(s) is
absolutely convergent, Σφ is strongly convergent at s and Σφ represents Φφ in D.
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In order to deduce that Σφ represents Φφ in D, given that Φφ(s) is absolutely con-
vergent and Σφ is strongly convergent, we need only show that substituting q
−s for X
in Σφ gives Φφ(s) for s ∈ D.
Lemma 10.2. Let φ ∈ C∞(Γ,C[q−s, qs]) be such that Γ can be divided into its simple
supports. Assume that Φφ(s) is absolutely convergent in a domain D ⊂ C. Then Σφ is
defined and Σφ ∼D Φφ.
Proof of Lemma 10.2. If x ∈ supp{m}(φ), write φ(x) = q−smam(x) with 0 6= am(x) ∈
C. In D,
∞ >
ˆ
Γ
|[φ(x)](s)|dx =
∑
m∈Z
ˆ
supp{m}(φ)
|[φ(x)](s)|dx
=
∑
m∈Z
ˆ
supp{m}(φ)
q−ℜ(s)m|am(x)|dx
=
∑
m∈Z
q−ℜ(s)m
ˆ
supp{m}(φ)
|Pm(φ(x))|dx
=
∑
m∈Z
q−ℜ(s)m
ˆ
Γ
|Pm(φ(x))|dx.
Note that whenever supp{m}(φ) 6= ∅, am(x) is defined. Hence
´
Γ |Pm(φ(x))|dx <∞ for
all m ∈ Z. Therefore Σφ is defined,
Σφ =
∑
m∈Z
Xm
ˆ
Γ
Pm(φ(x))dx
and it is strongly convergent for all s ∈ D.
Additionally for s ∈ D,
Φφ(s) =
∑
m∈Z
ˆ
supp{m}(φ)
[φ(x)](s)dx =
∑
m∈Z
ˆ
supp{m}(φ)
q−smam(x)dx
=
∑
m∈Z
q−sm
ˆ
supp{m}(φ)
Pm(φ(x))dx =
∑
m∈Z
q−sm
ˆ
Γ
Pm(φ(x))dx.
Evidently, replacing X with q−s in Σφ we obtain Φφ(s), showing that Σφ represents Φφ
in D. 
Example 10.7. Consider the GLr×GLr integral Ψ(Wξ,Wφ,Φ, s) of Jacquet, Piatetski-
Shapiro and Shalika [JPSS83] discussed in the beginning of this chapter. Let Γ =
Zr\GLr and define φ ∈ C∞(Γ,C[q−s, qs]) by φ(x) =Wξ(x)Wφ(x)Φ(ηrx)|det x|s. Then
Φφ(s) = Ψ(Wξ,Wφ,Φ, s) is defined in a suitable right half-plane D. Note that
supp{m}(φ) = {x ∈ Γ : |det x| = q−m,Wξ(x)Wφ(x)Φ(ηrx) 6= 0}.
Consequently, Γ can be divided into the simple supports of φ. The absolute convergence
of Φφ(s) in D implies that for each m,ˆ
Γ
|Pm(φ)|dx =
ˆ
Zr\GLmr
|Wξ(x)Wφ(x)Φ(ηrx)|dx <∞.
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Thus Σφ is defined,
Σφ =
∑
m∈Z
Xm
ˆ
Zr\GLmr
Wξ(x)Wφ(x)Φ(ηrx)dx = Σ(Wξ,Wφ,Φ, s)
and according to Lemma 10.2, Σφ ∼D Φφ.
More generally,
Lemma 10.3. Let φ ∈ C∞(Γ,C[q−s, qs]) be such that Σφ is defined. Assume that
Φφ(s) is absolutely convergent and Σφ is strongly convergent in a domain D ⊂ C.
Then Σφ ∼D Φφ.
Proof of Lemma 10.3. According to the assumptions, it is left to show that Σφ repre-
sents Φφ in D. For x ∈ suppM(φ) write φ(x) =
∑
j∈M aj(x)q
−sj where 0 6= aj(x) ∈ C.
Let Z be the (countable) set of finite non-empty subsets of Z. Observe that for a fixed
m ∈ Z, ˆ
Γ
|Pm(φ(x))|dx =
∑
{M∈Z:m∈M}
ˆ
suppM(φ)
|Pm(φ(x))|dx(10.1)
=
∑
{M∈Z:m∈M}
ˆ
suppM(φ)
|am(x)|dx.
(The summation is over all subsets M ∈ Z containing m.) Note that suppM (φ) may
be empty, in which case the dx-integration over suppM(φ) vanishes. Also for any two
distinct M,N ∈ Z, as we proved in Claim 10.1 the sets suppM (φ), suppN (φ) are
disjoint.
Let s ∈ D. Since Σφ is strongly convergent in D, using (10.1) yields∑
m∈Z
q−ℜ(s)m
∑
{M∈Z:m∈M}
ˆ
suppM(φ)
|am(x)|dx <∞.(10.2)
We also have
Φφ(s) =
∑
M∈Z
ˆ
suppM(φ)
[φ(x)](s)dx =
∑
M∈Z
ˆ
suppM(φ)
∑
j∈M
aj(x)q
−sjdx.(10.3)
For fixedM and j ∈M , ´suppM(φ) |aj(x)|dx <∞ because it is majorized by qℜ(s)j times
(10.2). Hence ˆ
suppM(φ)
∑
j∈M
|aj(x)q−sj |dx <∞
and we may change the order of summation and integration in (10.3) and obtain∑
M∈Z
∑
j∈M
q−sj
ˆ
suppM(φ)
aj(x)dx.
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Again using (10.2) we change the order of summation,
Φφ(s) =
∑
M∈Z
∑
j∈M
q−sj
ˆ
suppM(φ)
aj(x)dx
=
∑
m∈Z
q−sm
∑
{M∈Z:m∈M}
ˆ
suppM(φ)
am(x)dx
=
∑
m∈Z
q−sm
∑
{M∈Z:m∈M}
ˆ
suppM(φ)
Pm(φ(x))dx
=
∑
m∈Z
q−sm
ˆ
Γ
Pm(φ(x))dx.
This shows that Σφ represents Φφ in D. 
Next we consider the integral of a sum of holomorphic sections.
Lemma 10.4. Let φ1, φ2 ∈ C∞(Γ,C[q−s, qs]) and put φ = φ1 + φ2. If Σφi is defined
for i = 1, 2, then Σφ is defined. Moreover if Σφi ∼D Φφi for both i, then Σφ ∼D Φφ
and Σφ = Σφ1 +Σφ2.
Proof of Lemma 10.4. The series Σφ is defined because Σφ1 and Σφ2 are defined and
Pm(φ(x)) = Pm(φ1(x))+Pm(φ2(x)). Now consider s ∈ D. Since Φφ1(s) and Φφ2(s) are
absolutely convergent, so is Φφ(s) and Φφ(s) = Φφ1(s) + Φφ2(s). Also Σφ is strongly
convergent, because Σφ1 and Σφ2 are. By Lemma 10.3, Σφ ∼D Φφ. Since the series
Σφ1 +Σφ2 also represents Φφ in D, Σφ = Σφ1 +Σφ2 . 
As in Example 10.4 let P ∈ C[q−s, qs] be considered as an element of C∞(Γ,C[q−s, qs]),
then P · φ ∈ C∞(Γ,C[q−s, qs]). This defines a structure of a C[q−s, qs]-module on
C∞(Γ,C[q−s, qs]). The next lemma shows that the
¸
operation commutes with multi-
plication by a polynomial.
Lemma 10.5. Let φ ∈ C∞(Γ,C[q−s, qs]) be such that Σφ is defined and assume Σφ ∼D
Φφ. Then for any P ∈ C[q−s, qs], ΣPφ is defined, ΣPφ ∼D ΦPφ and P (X,X−1)Σφ =
ΣPφ, i.e.,
P (X,X−1)
˛
Γ
φ(x)dx =
˛
Γ
(Pφ)(x)dx.
Proof of Lemma 10.5. Write P =
∑
j∈M ajq
−sj, φj = ajq
−sj · φ. It follows from the
definitions that Σφj =
¸
Γ φj(x)dx is defined and in D, Σφj is strongly convergent and
Φφj(s) =
´
Γ[φj(x)](s)dx is absolutely convergent. By Lemma 10.3, Σφj ∼D Φφj . Since
Pφ =
∑
j∈M φj , Lemma 10.4 shows that ΣPφ =
¸
Γ(Pφ)(x)dx is defined and ΣPφ ∼D
ΦPφ. For s ∈ D, ΦPφ(s) = P (q−s, qs)Φφ(s) whence P (X,X−1)Σφ also represents ΦPφ
in D, proving ΣPφ = P (X,X
−1)Σφ. 
Let Γ × Γ′ be a product of l-spaces (this is also an l-space) and let φ ∈ C∞(Γ ×
Γ′,C[q−s, qs]). For any x ∈ Γ define a function φ(x, ·) ∈ C∞(Γ′,C[q−s, qs]) by x′ 7→
φ(x, x′). We say that φ is smooth in Γ if the mapping x 7→ φ(x, ·) belongs to
C∞(Γ, C∞(Γ′,C[q−s, qs])). Put Φφ(s) =
´
Γ×Γ′ [φ(x, x
′)](s)d(x, x′), Σφ =
¸
Γ×Γ′ φ(x, x
′)d(x, x′).
We prove a certain analogue of Fubini’s Theorem for series.
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Lemma 10.6. Let φ ∈ C∞(Γ×Γ′,C[q−s, qs]) be smooth in Γ, for which Σφ is defined.
Assume Σφ ∼D Φφ. Then for all x ∈ Γ, the series Σφ(x,·) =
¸
Γ′ φ(x, x
′)dx′ is defined
and Σφ(x,·) ∼D Φφ(x,·), where Φφ(x,·)(s) =
´
Γ′ [φ(x, x
′)](s)dx′. Further assume that for
all x ∈ Γ, Σφ(x,·) ∈ R(X). Then the function φΓ′(x) = Σφ(x,·)(q−s, qs) belongs to
C∞(Γ,C[q−s, qs]), ΣφΓ′ =
¸
Γ φΓ′(x)dx is defined, ΣφΓ′ ∼D Φφ and Σφ = ΣφΓ′ .
Proof of Lemma 10.6. Let x ∈ Γ. Since φ is smooth in Γ, there is a compact open
neighborhood Nx ⊂ Γ of x, such that φ(x, ·) = φ(nx, ·) for all nx ∈ Nx. Put cx =
vol(Nx)
−1. Because Σφ is defined, for all m we haveˆ
Γ′
|Pm(φ(x, x′))|dx′ ≤ cx
ˆ
Γ×Γ′
|Pm(φ(x, x′))|d(x, x′) <∞.
Therefore Σφ(x,·) is defined. The coefficient of X
m in Σφ(x,·) is
´
Γ′ Pm(φ(x, x
′))dx′. In
addition since Σφ is strongly convergent at s ∈ D,∑
m∈Z
q−ℜ(s)m
ˆ
Γ′
|Pm(φ(x, x′))|dx ≤ cx
∑
m∈Z
q−ℜ(s)m
ˆ
Γ×Γ′
|Pm(φ(x, x′))|d(x, x′) <∞.
Hence Σφ(x,·) is strongly convergent. Also Φφ(x,·)(s) is absolutely convergent in D.
According to Lemma 10.3, Σφ(x,·) ∼D Φφ(x,·).
Now assume Σφ(x,·) ∈ R(X) for all x. Then φΓ′ ∈ C∞(Γ,C[q−s, qs]) because φ is
smooth in Γ. By Tonelli’s Theorem and using the fact that Σφ is defined,ˆ
Γ
|Pm(φΓ′(x))|dx =
ˆ
Γ
|
ˆ
Γ′
Pm(φ(x, x
′))dx′|dx ≤
ˆ
Γ×Γ′
|Pm(φ(x, x′))|d(x, x′) <∞.
It follows that ΣφΓ′ is defined. Since Σφ is strongly convergent for s ∈ D, so is ΣφΓ′ .
In fact,∑
m∈Z
q−ℜ(s)m
ˆ
Γ
|Pm(φΓ′(x))|dx ≤
∑
m∈Z
q−ℜ(s)m
ˆ
Γ×Γ′
|Pm(φ(x, x′))|d(x, x′) <∞.
Also ΦφΓ′ (s) =
´
Γ[φΓ′(x)](s)dx is absolutely convergent in D becauseˆ
Γ
|[φΓ′(x)](s)|dx ≤
ˆ
Γ
ˆ
Γ′
|[φ(x, x′)](s)|dx′dx =
ˆ
Γ×Γ′
|[φ(x, x′)](s)|d(x, x′) <∞.
Appealing to Lemma 10.3, ΣφΓ′ ∼D ΦφΓ′ and since for s ∈ D,
ΦφΓ′ (s) =
´
Γ
´
Γ′ [φ(x, x
′)](s)dx′dx, by Fubini’s Theorem ΦφΓ′ (s) = Φφ(s) for all s ∈ D.
Hence ΣφΓ′ ∼D Φφ and ΣφΓ′ = Σφ. 
10.1.3. Laurent representation for Ψ(W, fs, s)
We will use the series described in Section 10.1.2 to represent the integral Ψ(W,fs, s).
Recall that there is a right half-plane D ⊂ C of absolute convergence for Ψ(W,fs, s),
fs ∈ ξ(τ, hol, s), which depends only on the representations π and τ (see Section 5.1).
Since for fs ∈ ξ(τ, good, s) we have ℓτ∗(1 − s)−1fs ∈ ξ(τ, hol, s), we can assume that
Ψ(W,fs, s) is absolutely convergent in D for all good sections, and D still depends only
on the representations (D is some other right half-plane).
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Lemma 10.7. Let W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). Consider Ψ(W,fs, s) as a
function of s, defined in D. It is representable in Σ(X) by a strongly convergent series
Σ(W,fs, s) with finitely many negative coefficients.
Proof of Lemma 10.7. We prove the case l ≤ n, the other case being similar. Since
UGlBGl is a dense open subset of Gl such that its complement is a subset of zero
measure, we can replace the dg-integration in Ψ(W,fs, s) with an integration over BGl .
Then the integral takes the form
Ψ(W,fs, s) =
ˆ
BGl
ˆ
Rl,n
W (g)fs(wl,nrg, 1)ψγ(r)drdg.
Here dg is actually a right-invariant Haar measure on BGl . Let Γ = BGl × Rl,n.
For fs ∈ ξ(τ, hol, s), set φfs(g, r) = W (g)fs(wl,nrg, 1)ψγ(r) ∈ C[q−s, qs] (g ∈ BGl ,
r ∈ Rl,n). Evidently, φfs ∈ C∞(Γ,C[q−s, qs]). Then Φφfs (s) = Ψ(W,fs, s) is absolutely
convergent in D.
First assume fs ∈ ξ(τ, std, s). For (g, r) ∈ Γ write wl,nrg = buk with b ∈ GLn ∼=Mn,
u ∈ Un and k ∈ KHn according to the Iwasawa decomposition. Then
φfs(g, r) =W (g)|det b|s−
1
2 δ
1
2
Qn
(b)fs(k, b)ψγ(r)
and since the only factor depending on s is |det b|s (because fs(k, b) is independent of
s),
supp{m}(φfs) = {(g, r) ∈ Γ : wl,nrg = buk, |det b| = q−m,W (g)fs(k, b) 6= 0}.
Thus Γ can be divided into the simple supports of φfs (compare to Example 10.5).
Applying Lemma 10.2, Σφfs ∈ Σ(X) is defined and Σφfs ∼D Φφfs . Regarding fs ∈
ξ(τ, hol, s), write fs =
∑m
i=1 Pif
(i)
s for Pi ∈ C[q−s, qs], f (i)s ∈ ξ(τ, std, s). Then Σφ
f
(i)
s
is
defined and
Σφ
f
(i)
s
∼D Φφ
f
(i)
s
for all i (Φφ
f
(i)
s
(s) = Ψ(W,f
(i)
s , s) is absolutely convergent in D because D depends
only on the representations). By Lemma 10.5, ΣPiφ
f
(i)
s
is defined and
ΣPiφ
f
(i)
s
∼D ΦPiφ
f
(i)
s
.
Since
∑m
i=1 Piφf(i)s
= φfs , Lemma 10.4 implies that the series Σφfs is defined and
Σφfs ∼D Φφfs . We set Σ(W,fs, s) = Σφfs .
Regarding the negative coefficients, decompose Ψ(W,fs, s) as in Proposition 5.9. We
argue that each integral I
(j)
s in this decomposition is representable as a series which
has a finite number of negative coefficients, i.e., a series
∑∞
m=M amX
m. Looking at
(5.8), in the split case we write the integral I
(j)
s in the formˆ
Al−1
ˆ
G1
(|det a| · [x]−1)sθ(x, a)dxda,(10.4)
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where
θ(x, a) = chΛ(x)W
⋄(ax)W ′(diag(a, ⌊x⌋, In−l))(|det a| · [x]−1)l−
1
2
n− 1
2 δ−1BGl
(a).
For ℜ(s) >> 0, ˆ
Al−1
ˆ
G1
(|det a| · [x]−1)ℜ(s)|θ(x, a)|dxda <∞.
This follows from the proof of Proposition 5.9 but can also be proved directly, using
the expansions of Section 2.5. Hence if we set
(Al−1 ×G1)m = {a ∈ Al−1, x ∈ G1 : |det a| · [x]−1 = q−m} (m ∈ Z),´
(Al−1×G1)m
|θ(a, x)|d(a, x) <∞ for all m ∈ Z and (10.4) is equal to∑
m∈Z
q−sm
ˆ
(Al−1×G1)m
θ(a, x)d(a, x).(10.5)
In the quasi-split case we obtain a similar form, without the dx-integration. The
series in Σ(X) representing (10.4) is obtained by replacing q−s with X in (10.5). To
show that it has a finite number of negative coefficients, we need to prove that θ(a, x)
vanishes when m is small. Indeed, if m is small, |det a| must be large (in the split case
[x]−1 = |⌊x⌋| ≤ 1), then θ(a, x) ≡ 0 because W ⋄ ∈ W(π, ψ−1γ ) vanishes away from zero
(i.e., W ⋄(ax) = 0 unless each coordinate of a is bounded from above). Note that we
could similarly use the vanishing away from zero of W ′ ∈ W(τ, ψ). When l > n we
consider (5.9) instead of (5.8) for this argument. 
For any fs ∈ ξ(τ, good, s) there exists P ∈ C[q−s, qs] which divides ℓτ∗(1 − s)−1,
such that Pfs ∈ ξ(τ, hol, s). According to the above, Ψ(W,Pfs, s) defined in D is
representable in Σ(X).
10.1.4. Extension to k variables
We may extend the definitions and results of Sections 10.1.1 and 10.1.2 to functions
f(s1, . . . , sk) in k complex variables. This extension will not, however, be used in
the sequel. Consider the ring C∞(Γ,C[q∓s1 , . . . , q∓sk ]). For a finite non-empty subset
M ⊂ Zk let
VM = SpanC{q−s1j1−...−skjk : (j1, . . . , jk) ∈M} ⊂ C[q∓s1 , . . . , q∓sk ].
Let φ ∈ C∞(Γ,C[q∓s1 , . . . , q∓sk ]). The set suppM(φ) is defined exactly as in Sec-
tion 10.1.2, with respect to the new definition of VM . The space Γ can be divided
into the simple supports of φ if whenever M is not a singleton, suppM(φ) = ∅. For
m = (m1, . . . ,mk) ∈ Zk denote
Pm(
∑
j1,...,jk∈Z
aj1,...,jkq
−s1j1−...−skjk) = am1,...,mk ∈ C.
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Provided
´
Γ |Pm(φ(x))|dx < ∞ for all m ∈ Zk, the Laurent series in Σ(X1, . . . ,Xk) =
C[[X∓11 , . . . ,X
∓1
k ]] is defined by˛
Γ
φ(x)dx =
∑
m∈Zk
Xm11 · . . . ·Xmkk
ˆ
Γ
Pm(φ(x))dx.
The definition closely resembles Definition 10.1. Now the results of Section 10.1.2
readily extend to k variables.
10.2. Upper bound in the second variable
10.2.1. Outline
Let π be a representation of Gl. In this section we prove Theorem 1.8. Namely, if
τ = IndGLnPn1,...,nk
(τ1 ⊗ . . .⊗ τk) is irreducible,
gcd(π × τ, s) ∈ (
k∏
i=1
gcd(π × τi, s))Mτ1⊗...⊗τk(s)C[q−s, qs].
We revisit the arguments of Section 7.1 where we proved that γ(π×τ, ψ, s) is multiplica-
tive in the second variable. The proof relied on manipulations of integrals, involving the
application of three functional equations - for π× τ2, τ1× τ2 and π× τ1, to Ψ(W,fs, s).
Here we reinterpret the passages as passages between Laurent series and apply the
functional equations to the series Σ(W,fs, s) which represents Ψ(W,fs, s). We utilize
the notation and results of Section 10.1 (e.g. Σ(X) = C[[X,X−1]], R(X) = C[X,X−1]).
10.2.2. Interpretation of functional equations
The functional equations, at first defined between meromorphic continuations, can
sometimes be interpreted as equations in Σ(X), by substituting X for q−s, as observed
in [JPSS83] (Section 4.3). Consider a typical functional equation,
gcd(π × τ, s)−1Ψ(W,fs, s)(10.6)
= c(l, τ, γ, s)ǫ(π × τ, ψ, s)−1 gcd(π × τ∗, 1− s)−1Ψ(W,M∗(τ, s)fs, 1− s).
The integral on the left-hand side (resp. right-hand side) is absolutely convergent in a
right (resp. left) half-plane. This equality is a priori between meromorphic continua-
tions, but by the definition of the g.c.d. and because of Claim 6.2, both sides are actually
polynomials. Then (10.6) may be reinterpreted as an equality in R(X) by replacing
q−s with X. If gcd(π × τ, s)−1Ψ(W,fs, s) = B(q−s, qs) and the right-hand side equals
B˜(q−s, qs) for some B, B˜ ∈ C[q−s, qs], equality (10.6) implies B(X,X−1) = B˜(X,X−1)
in R(X).
Furthermore, in a right half-plane the meromorphic continuation of Ψ(W,fs, s) coin-
cides with the integral, hence the equality gcd(π×τ, s)−1Ψ(W,fs, s) = B(q−s, qs) holds
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for ℜ(s) >> 0 where Ψ(W,fs, s) is the integral. Similarly for ℜ(s) << 0, the right-hand
side equals B˜(q−s, qs) where Ψ(W,M∗(τ, s)fs, 1− s) is regarded as the integral.
By definition gcd(π× τ, s)−1 is a polynomial in q−s. Put G(q−s)−1 = gcd(π× τ, s)−1
and denote by G(X)−1 ∈ R(X) (in fact, G(X)−1 ∈ C[X]) the polynomial obtained by
replacing q−s with X. Similarly put G˜(q−s, qs)−1 = c(l, τ, γ, s)ǫ(π × τ, ψ, s)−1 gcd(π ×
τ∗, 1 − s)−1 and form G˜(X,X−1)−1 ∈ R(X).
If fs ∈ ξ(τ, hol, s), by Lemma 10.7 there exists a series Σ(W,fs, s) which repre-
sents the integral Ψ(W,fs, s) in some right half-plane. Hence in Σ(X) it holds that
G(X)−1Σ(W,fs, s) = B(X,X
−1). If also M∗(τ, s)fs ∈ ξ(τ∗, hol, 1 − s), equality (10.6)
may be interpreted in Σ(X) as
G(X)−1Σ(W,fs, s) = G˜(X,X
−1)−1Σ(W,M∗(τ, s)fs, 1− s).
However, it may be the case that M∗(τ, s)fs has poles (due to the intertwining op-
erator). Let 0 6= P ∈ C[q−s, qs] be such that P (q−s, qs)M∗(τ, s)fs is holomorphic.
Since
P (q−s, qs)Ψ(W,M∗(τ, s)fs, 1− s) = Ψ(W,P (q−s, qs)M∗(τ, s)fs, 1− s),
we can multiply both sides of (10.6), which are polynomials, by P and reach the
equivalent equation
P (q−s, qs) gcd(π × τ, s)−1Ψ(W,fs, s)
= c(l, τ, γ, s)ǫ(π × τ, ψ, s)−1 gcd(π × τ∗, 1− s)−1Ψ(W,P (q−s, qs)M∗(τ, s)fs, 1− s).
Now this may be interpreted in Σ(X) as
P (X,X−1)G(X)−1Σ(W,fs, s) = G˜(X,X
−1)−1Σ(W,P (q−s, qs)M∗(τ, s)fs, 1− s).
We also mention that if an integral Ψ(W,fs, s) for fs ∈ ξ(τ, hol, s) is already a
polynomial, Σ(W,fs, s) ∈ R(X) and the analytic continuation of Ψ(W,fs, s) equals
(Σ(W,fs, s))(q
−s, qs).
10.2.3. Proof of the bound
The proof of Theorem 1.8 is based on the following lemma.
Lemma 10.8. Assume that τ = IndGLnPn1,n2
(τ1 ⊗ τ2) is irreducible. Let P1, P2, P3 ∈ C[X]
be normalized by P1(0) = P2(0) = P3(0) = 1, and of minimal degree such that
P1(q
−s) gcd(π × τ∗2 , 1− s)−1M∗(τ2, s),
P2(q
−s)M∗(τ1 ⊗ τ∗2 , (s, 1− s)),
P3(q
−s) gcd(π × τ∗1 , 1− s)−1M∗(τ1, s)
are holomorphic. Set Pπ×τ = P1P2P3 ∈ C[X]. Then for fs ∈ ξ(τ, hol, s),
Ψ(W,fs, s) ∈ gcd(π × τ1, s) gcd(π × τ2, s)Pπ×τ (q−s)−1C[q−s, qs],
(10.7)
Ψ(W,M∗(τ, s)fs, 1− s) ∈ gcd(π × τ∗1 , 1− s) gcd(π × τ∗2 , 1− s)Pπ×τ (q−s)−1C[q−s, qs].
(10.8)
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Before getting to the proof of the lemma we derive the theorem. First assume k = 2,
τ = IndGLnPn1,n2
(τ1 ⊗ τ2). By applying Lemma 10.8 to τ∗, for f ′1−s ∈ ξ(τ∗, hol, 1 − s),
Ψ(W,M∗(τ∗, 1− s)f ′1−s, s) ∈ gcd(π × τ1, s) gcd(π × τ2, s)Pπ×τ∗(qs−1)−1C[q−s, qs].
(10.9)
According to the definitions of Pπ×τ , P1, ℓτ2(s) (P2, etc.), we have
Pπ×τ (q
−s)−1 ∈ ℓτ1(s)ℓτ1⊗τ∗2 (s)ℓτ2(s)C[q−s, qs].
Similarly,
Pπ×τ∗(q
s−1)−1 ∈ ℓτ∗1 (1− s)ℓτ∗2⊗τ1(1− s)ℓτ∗2 (1− s)C[q−s, qs].
We also apply the lemma to τ and fs ∈ ξ(τ, hol, s). Combining (10.7) and (10.9) we
see that for any fs ∈ ξ(τ, good, s),
Ψ(W,fs, s) ∈ gcd(π × τ1, s) gcd(π × τ2, s)Mτ1(s)ℓτ1⊗τ∗2 (s)ℓτ∗2⊗τ1(1− s)Mτ2(s)C[q−s, qs]
= gcd(π × τ1, s) gcd(π × τ2, s)Mτ1⊗τ2(s)C[q−s, qs].
Now for the general case let k > 2. Put Gπ×(τ1⊗...⊗τk)(s) =
∏k
i=1 gcd(π × τi, s). Let
η = Ind
GLn−n1
Pn2,...,nk
(τ2 ⊗ . . .⊗ τk) (η is irreducible). Applying induction hypothesis to η∗
yields
gcd(π × η∗, 1− s) ∈ Gπ×(τ∗
k
⊗...⊗τ∗2 )
(1− s)Mτ∗
k
⊗...⊗τ∗2
(1− s)C[q−s, qs].
Apply Lemma 10.8 to τ = IndGLnPn1,n−n1
(τ1 ⊗ η). By the minimality of P1 and since
ℓη(s) ∈ Mτ∗
k
⊗...⊗τ∗2
(1 − s)C[q−s, qs] (because of the multiplicativity of M∗(η, s), see
(2.15)),
P1(q
−s)−1 gcd(π × η∗, 1− s) ∈ Gπ×(τ∗
k
⊗...⊗τ∗2 )
(1− s)Mτ∗
k
⊗...⊗τ∗2
(1− s)C[q−s, qs].
Also ℓτ1⊗η∗(s) ∈
∏k
j=2 ℓτ1⊗τ∗j (s)C[q
−s, qs] and ℓτ1(s) ∈Mτ∗1 (1− s)C[q−s, qs]. Hence
P2(q
−s)−1P1(q
−s)−1 gcd(π × η∗, 1− s)
∈ Gπ×(τ∗
k
⊗...⊗τ∗2 )
(1 − s)Mτ∗
k
⊗...⊗τ∗2
(1− s)
k∏
j=2
ℓτ1⊗τ∗j (s)C[q
−s, qs],
Pπ×τ (q
−s)−1 gcd(π × τ∗1 , 1− s) gcd(π × η∗, 1− s)(10.10)
∈ Gπ×(τ∗
k
⊗...⊗τ∗1 )
(1 − s)Mτ∗
k
⊗...⊗τ∗1
(1− s)C[q−s, qs].
Then it follows from (10.8) (η∗ replaces τ∗2 ) and (10.10) that for fs ∈ ξ(τ, hol, s),
Ψ(W,M∗(τ, s)fs, 1− s) ∈ Gπ×(τ∗
k
⊗...⊗τ∗1 )
(1− s)Mτ∗
k
⊗...⊗τ∗1
(1− s)C[q−s, qs].(10.11)
Using Theorem 1.3 and (6.4),
Gπ×(τ∗
k
⊗...⊗τ∗1 )
(1− s)
Gπ×(τ1⊗...⊗τk)(s)
≃ gcd(π × τ
∗, 1− s)
gcd(π × τ, s) ≃
gcd(π × τ∗1 , 1− s) gcd(π × η∗, 1− s)
gcd(π × τ1, s) gcd(π × η, s) .
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Then from (10.10) we deduce, similarly to the proof of Claim 9.12,
Pπ×τ (q
−s)−1 gcd(π × τ1, s) gcd(π × η, s) ∈ Gπ×(τ1⊗...⊗τk)(s)Mτ1⊗...⊗τk(s)C[q−s, qs].
(10.12)
(Mτ1⊗...⊗τk(s) = Mτ∗k⊗...⊗τ
∗
1
(1 − s).) Combining (10.7) with (10.12) we assert that for
fs ∈ ξ(τ, hol, s),
Ψ(W,fs, s) ∈ Gπ×(τ1⊗...⊗τk)(s)Mτ1⊗...⊗τk(s)C[q−s, qs].
As in the case k = 2, repeating the arguments above for τ∗ and taking f ′1−s ∈
ξ(τ∗, hol, 1 − s), (10.11) becomes
Ψ(W,M∗(τ∗, 1− s)f ′1−s, s) ∈ Gπ×(τ1⊗...⊗τk)(s)Mτ1⊗...⊗τk(s)C[q−s, qs].
We conclude the theorem,
gcd(π × τ, s) ∈ Gπ×(τ1⊗...⊗τk)(s)Mτ1⊗...⊗τk(s)C[q−s, qs].
The result we obtain is somewhat stronger. In the statement of the lemma we see, for
instance, that if gcd(π×τ∗2 , 1−s) already contains the poles ofM∗(τ2, s), P1 = 1. Hence
the factor Mτ2(s) in the upper bound for k = 2 will be replaced with just ℓτ∗2 (1 − s).
Applying induction more carefully, keeping track of the poles of intertwining operators
which are canceled by the g.c.d. factors, yields the following refinement of Theorem 1.8.
Corollary 10.9. Let τ = IndGLnPn1,...,nk
(τ1 ⊗ . . .⊗ τk) be irreducible. For all 1 ≤ i ≤ k,
let Ai, A˜i ∈ C[X] be normalized by Ai(0) = A˜i(0) = 1 and of minimal degree such that
Ai(q
−s) gcd(π × τ∗i , 1− s)−1M∗(τi, s), A˜i(qs−1) gcd(π × τi, s)−1M∗(τ∗i , 1− s)
are holomorphic. Let Qi ∈ C[q−s, qs] be a least common multiple of Ai(q−s) and
A˜i(q
s−1). Then
gcd(π × τ, s) ∈ (
k∏
i=1
gcd(π × τi, s)Qi(q−s, qs)−1)
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Proof of Corollary 10.9. First assume k = 2. Let Pπ×τ = P1P2P3 be as in the lemma
applied to τ and fs ∈ ξ(τ, hol, s), and Pπ×τ∗ = P˜1P˜2P˜3 (where P˜i is the polynomial Pi
when the lemma is applied to τ∗ and f1−s ∈ ξ(τ∗, hol, 1 − s)). Then
P1|A2, P2(q−s)|ℓτ1⊗τ∗2 (s)−1, P3|A1,
P˜1|A˜1, P˜2(qs−1)|ℓτ∗2⊗τ1(1− s)−1, P˜3|A˜2.
Here | denotes polynomial division in either C[X] or C[q−s, qs]. Also let lcm(·, ·) signify
a least common multiple in C[q−s, qs]. We see that lcm(Pπ×τ (q
−s), Pπ×τ∗(q
s−1)) divides
(
2∏
i=1
lcm(Ai(q
−s), A˜i(q
s−1)))(ℓτ1⊗τ∗2 (s)ℓτ∗2⊗τ1(1− s))−1.
Combining (10.7) and (10.9) we get that for any fs ∈ ξ(τ, good, s),
Ψ(W,fs, s) ∈ gcd(π × τ1, s) gcd(π × τ2, s)lcm(Pπ×τ (q−s), Pπ×τ∗(qs−1))−1C[q−s, qs].
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Therefore
gcd(π × τ, s) ∈ (
2∏
i=1
gcd(π × τi, s)Qi(q−s, qs)−1)ℓτ1⊗τ∗2 (s)ℓτ∗2⊗τ1(1− s)C[q−s, qs].
Now assume k > 2 and use induction on k. If η = Ind
GLn−n1
Pn2,...,nk
(τ2 ⊗ . . .⊗ τk), by the
induction hypothesis
gcd(π × η, s)
∈ (
k∏
i=2
gcd(π × τi, s)Qi(q−s, qs)−1)
∏
2≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Then Claim 9.12 implies
gcd(π × η∗, 1− s)
∈ (
k∏
i=2
gcd(π × τ∗i , 1− s)Qi(q−s, qs)−1)
∏
2≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Apply Lemma 10.8 to τ = IndGLnPn1,n−n1
(τ1 ⊗ η) and fs ∈ ξ(τ, hol, s). Let P1, P2 and P3
be the corresponding polynomials of the lemma. According to (2.15) with η (instead
of τ) and because for each 2 ≤ i ≤ k,
gcd(π × τ∗i , 1− s)−1Qi(q−s, qs)M∗(τi, s)
is holomorphic,
P1(q
−s)−1 gcd(π × η∗, 1− s)
∈ (
k∏
i=2
gcd(π × τ∗i , 1− s)Qi(q−s, qs)−1)
∏
2≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
In addition P3|A1 and
ℓτ1⊗η∗(s) ∈
∏
2≤j≤k
ℓτ1⊗τ∗j (s)ℓτ∗j ⊗τ1(1− s)C[q−s, qs].
Thus we get
Pπ×τ (q
−s)−1 gcd(π × τ∗1 , 1− s) gcd(π × η∗, 1− s)(10.13)
∈A1(q−s)−1
k∏
i=1
gcd(π × τ∗i , 1− s)
k∏
i=2
Qi(q
−s, qs)−1
×
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
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Hence from (10.8), for any W and fs ∈ ξ(τ, hol, s),
Ψ(W,M∗(τ, s)fs, 1− s)
∈A1(q−s)−1
k∏
i=1
gcd(π × τ∗i , 1− s)
k∏
i=2
Qi(q
−s, qs)−1
×
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
In addition from (10.13) using Theorem 1.3 (as in Claim 9.12) we obtain
Pπ×τ,s(q
−s)−1 gcd(π × τ1, s) gcd(π × η, s)
∈A1(q−s)−1
k∏
i=1
gcd(π × τi, s)
k∏
i=2
Qi(q
−s, qs)−1
×
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Therefore (10.7) implies that for any fs ∈ ξ(τ, hol, s),
Ψ(W,fs, s) ∈A1(q−s)−1
k∏
i=1
gcd(π × τi, s)
k∏
i=2
Qi(q
−s, qs)−1(10.14)
×
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Repeating the above for τ∗ = IndGLnPn−n1,n1
(η∗ ⊗ τ∗1 ) and f ′1−s ∈ ξ(τ∗, hol, 1 − s), we
get P˜1|A˜1 (P˜1 - the first polynomial used in the lemma) and
Ψ(W,M∗(τ∗, 1− s)f ′1−s, s)(10.15)
∈A˜1(qs−1)−1
k∏
i=1
gcd(π × τi, s)
k∏
i=2
Qi(q
−s, qs)−1
×
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs].
Finally since Q1 is a least common multiple of A1(q
−s) and A˜1(q
s−1), when we
combine (10.14) and (10.15) we obtain
gcd(π × τ, s)
∈ (
k∏
i=1
gcd(π × τi, s)Qi(q−s, qs)−1)
∏
1≤i<j≤k
ℓτi⊗τ∗j (s)ℓτ∗j ⊗τi(1− s)C[q−s, qs],
as required. 
Proof of Lemma 10.8. We use the notation and results of Section 5.7, replace τ with
ε and prove the lemma for ε, keeping ζ fixed with ℜ(ζ) >> 0 throughout the proof.
Recall that we may assume that ε is irreducible. Eventually we shall put ζ = 0 in order
to derive the result for τ . In contrast with the proof of Theorem 1.3 (see Section 7.1.3),
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gcd(π × ε, s) is not expected to be rational in q−ζ - for example, in a similar setting of
GLk ×GLn, the g.c.d. need not be rational in q−ζ . Thus any data we use will need to
be analytic in ζ. This follows the method of [JPSS83].
Remark 10.1. Alternatively, we could take ζ as a parameter and use Laurent series in
two variables. There are minimal technical differences between these approaches.
The polynomials Pi are replaced with P
ζ
i as prescribed by the following claim.
Claim 10.10. There exist P ζi ∈ C[X], i = 1, 2, 3, with coefficients that are polynomial
in q∓ζ, such that the operators
P ζ1 (q
−s) gcd(π × ε∗2, 1− s)−1M∗(ε2, s),
P ζ2 (q
−s)M∗(ε1 ⊗ ε∗2, (s, 1− s)),
P ζ3 (q
−s) gcd(π × ε∗1, 1− s)−1M∗(ε1, s)
are holomorphic, and P 0i = Pi for each 1 ≤ i ≤ 3.
Proof of Claim 10.10. Start with P ζ1 . By definition, the zeros of gcd(π× ε∗2, 1− s)−1 =
gcd(π × τ∗2 , 1− (s− ζ))−1 can be written in the form (1− aq−s+ζ), a ∈ C∗. The poles
of M∗(ε2, s) = M
∗(τ2, s − ζ) are of the form (1 − aq−s+ζ)−1. The multiplicity of a
factor (1 − aq−s+ζ)±1 in either gcd(π × ε∗2, 1 − s)−1 or ℓε2(s) does not change when
we substitute 0 for ζ. Then P ζ1 is chosen by taking suitable factors (1 − aq−s+ζ) and
replacing q−s with X. The argument for P ζ3 is similar.
The poles of M∗(ε1 ⊗ ε∗2, (s, 1 − s)) appear either in L(ε∗1 × ε∗2, 2 − 2s) (due to
the normalization of the intertwining operator) or as poles of M(ε1 ⊗ ε∗2, (s, 1 − s)).
An argument as in the proof of Corollary 9.11 shows that the latter poles appear in
L(φi×θ∗j , 2s−1), where φi, θj are irreducible supercuspidal representations independent
of ζ (e.g. τ∗2 is a sub-representation of a representation parabolically induced from
θ1 ⊗ . . .⊗ θm). We let P ζ2 be a product of factors (1− aX2). 
Let W ∈ W(π, ψ−1γ ) and fs ∈ ξHnQn (τ, hol, s). Let ϕs ∈ ξHnQn1,n2 (ε1 ⊗ ε2, hol, (s, s)) be
defined by Lemma 5.19 for fs. Then f̂ϕs , given by (5.19), satisfies f̂ϕs = fs for ζ = 0.
The function h 7→ ϕs(h, 1, 1, 1) belongs to C∞(Hn,C[q−s, qs]) (see Example 10.2). We
replace Ψ(W,fs, s) with Ψ(W,ϕs, s) (see (5.20)). Claim 5.20 shows that there is a
domainD in ζ and s, depending only on π, τ1 and τ2, such that Ψ(W,ϕs, s) is absolutely
convergent. This domain is of the form {ζ, s ∈ C : ℜ(s) >> ℜ(ζ) >> 0}. Recall that
we fix ζ, hence we refer to this domain as a domain in s.
As in the proof of Lemma 10.7, one shows that Ψ(W,ϕs, s) is represented by a series
Σ(W,ϕs, s) ∈ Σ(X) which is strongly convergent in D. For instance when l ≤ n, we
take Γ = BGl × Rl,n × Zn2,n1 and define φ ∈ C∞(Γ,C[q−s, qs]) using the integrand,
starting with a standard section, then using Lemmas 10.5 and 10.4.
During our series computations, it is allowed to suppress certain factors in R(X)∗
(mostly ǫ-factors). For example, in the proof of Claim 10.10 we wrote the zeros of
gcd(π × τ∗2 , 1− (s− ζ))−1 in the form (1− aq−s+ζ) while by definition gcd(π × τ∗2 , 1−
(s − ζ))−1 ∈ C[qs−ζ−1]. These factors must also be analytic in ζ, we indicate them
whenever they occur.
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First we apply the functional equation for π × ε2. For h ∈ Hn, b1 ∈ GLn1 , denote
by ϕs(h, b1, ·, ·) the function (h2, b2) 7→ ϕs(h, b1, h2, b2) (h2 ∈ Hn2 , b2 ∈ GLn2). Then
ϕs(h, b1, ·, ·) ∈ ξHn2Qn2 (ε2, hol, s). The function
M∗(ε2, s)ϕs ∈ ξHnQn1,n2 (ε1 ⊗ ε
∗
2, rat, (s, 1− s))
is obtained by applying the intertwining operator to ϕs(h, b1, ·, ·) (see Section 2.7.3).
Let
ϕs,1−s = P
ζ
1 (q
−s) gcd(π × ε∗2, 1− s)−1M∗(ε2, s)ϕs ∈ ξHnQn1,n2 (ε1 ⊗ ε
∗
2, hol, (s, 1 − s)).
We use the notation Ψ(W, θs,1−s, (s, 1 − s)) to denote the Rankin-Selberg integral for
Gl ×GLn, where θs,1−s is in the space of the induced representation
IndHnQn1
((ε1 ⊗ IndHn2Qn2 (ε2α
1−s))αs) and integral (5.19) is applied to θs,1−s. This is the
triple integral (5.20) with θs,1−s replacing ϕs. The integral is absolutely convergent in
a domain D∗ of the form {ζ, s ∈ C : ℜ(ζ) >> ℜ(s) ≥ A1} with some constant A1.
Similarly to the domain D, since ζ is fixed, D∗ is a domain in s depending only on
π, τ1 and τ2 (the parameters for all of the domains we consider are similar to those
calculated in [Sou00], see also Section 7.1.4). Because ϕs,1−s is a holomorphic section,
the proof of Lemma 10.7 shows that we have a series Σ(W,ϕs,1−s, (s, 1−s)) representing
Ψ(W,ϕs,1−s, (s, 1 − s)) in D∗.
Let G(π × εi,X)−1 ∈ R(X) be the polynomial obtained from gcd(π × εi, s)−1 by
replacing q−s with X, for i = 1, 2. We have,
Claim 10.11. P ζ1 (X)G(π × ε2,X)−1Σ(W,ϕs, s) = Σ(W,ϕs,1−s, (s, 1 − s)).
Proof of Claim 10.11. We prove this claim for the case l ≤ n2. Essentially, three
versions of the proof are needed: for l ≤ n2, n2 < l ≤ n and l > n. The integral
manipulations in each case are different but the method of proof is the same.
According to the transition (7.6)-(7.7), in D it holds that
Ψ(W,ϕs, s) =
ˆ
Un1
ˆ
BGl
ˆ
Rl,n2
W (g)ϕs(w
′u, 1, wl,n2r(
bn2,n1g), 1)ψγ (r)ψγ(u)drdgdu.
(10.16)
Here we replaced the dg-integration over UGl\Gl by an integration over BGl , w′ ∈ Hn
is a Weyl element and bn2,n1 = diag(In2 , (−1)n1 , In2) ∈ GL2n2+1. If we substitute
|W |, |ϕs| forW,ϕs and drop the characters, the right-hand side of (10.16) is convergent
in D. We transform this equality into an equality of series. Let Γ = Un1 , Γ
′ =
BGl ×Rl,n2 . The function
φ(u, (g, r)) =W (g)ϕs(w
′u, 1, wl,n2r(
bn2,n1 g), 1)ψγ(r)ψγ(u)
belongs to C∞(Γ× Γ′,C[q−s, qs]). Since ϕs and ψγ are smooth, φ is smooth in Γ. The
integral Φφ(s) =
´
Γ×Γ′ [φ(u, (g, r))](s)d(u, (g, r)) equals the right-hand side of (10.16).
As in the proof of Lemma 10.7 we see that Σφ =
¸
Γ×Γ′ φ(u, (g, r))d(u, (g, r)) is defined
and Σφ ∼D Φφ. Since Ψ(W,ϕs, s) = Φφ(s) in D, we get Σ(W,ϕs, s) = Σφ.
Apply Lemma 10.6 to Σφ. Then for all u ∈ Γ, Σφ(u,·) is defined and Σφ(u,·) ∼D Φφ(u,·).
Note that Φφ(u,·) = ψγ(u)Ψ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s), where ϕbn2,n1s (w′u, 1, ·, ·) denotes
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the function
(h2, b2) 7→ ϕs(w′u, 1, bn2 ,n1h2, b2).
Set Q = P ζ1 (q
−s) gcd(π × ε2, s)−1 ∈ C[q−s]. By Lemma 10.5,
ΣQφ(u,·) ∼D Q(q−s)ψγ(u)Ψ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s).
Since ϕ
bn2,n1
s (w
′u, 1, ·, ·) ∈ ξHn2Qn2 (ε2, hol, s) (because ϕs(w
′u, 1, ·, ·) ∈ ξHn2Qn2 (ε2, hol, s)),
ΣQφ(u,·) = Q(X)ψγ(u)Σ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s) ∈ R(X).
Also by Lemma 10.5, Q(X)Σφ = ΣQφ. Now apply Lemma 10.6 again, to ΣQφ and
obtain
(Qφ)Γ′(u) = ΣQφ(u,·)(q
−s, qs), ΣQφ = Σ(Qφ)Γ′ .
According to the functional equation for Gl ×GLn2 and π × ε2, in C[q−s, qs] we have
gcd(π × ε2, s)−1Ψ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s) = c(l, ε2, γ, s)ǫ(π × ε2, ψ, s)−1(10.17)
× gcd(π × ε∗2, 1− s)−1Ψ(W,M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·), 1 − s).
The factors c(l, ε2, γ, s) = c(l, τ2, γ, s − ζ) and ǫ(π × ε2, ψ, s) = ǫ(π × τ2, ψ, s − ζ)
belong to C[q−(s−ζ), q(s−ζ)]∗ and may be ignored (actually since we assume l ≤ n2,
c(l, ε2, γ, s) = 1). Note that the integrals Ψ(·, ·, s) for π × ε2 are defined in some right
half-plane {s ∈ C : ℜ(s − ζ) >> 0} and D can be taken so that it intersects this
right half-plane in a domain. Thus for any s ∈ D we can replace the meromorphic
continuation of Ψ(W,ϕ
bn2,n1
s (w
′u, 1, ·, ·), s) on the left-hand side of (10.17) with the
integral Ψ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s).
Let Q˜ = P ζ1 (q
−s) gcd(π × ε∗2, 1 − s)−1 ∈ C[q−s, qs]. Since Q˜(q−s, qs)M∗(ε2, s) is a
holomorphic operator, as explained in Section 10.2.2 we can multiply both sides of
(10.17) by P ζ1 and obtain an equality in Σ(X),
Q(X)Σ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s) = Σ(W, Q˜(q−s, qs)M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·), 1 − s).
(10.18)
Because
M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·) = (M∗(ε2, s)ϕs)
bn2,n1 (w′u, 1, ·, ·)
(see Section 7.1.2) and ϕs,1−s = Q˜(q
−s, qs)M∗(ε2, s)ϕs, we get
Q˜(q−s, qs)M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·) = ϕbn2,n1s,1−s (w′u, 1, ·, ·).
Putting this into (10.18) gives
Q(X)Σ(W,ϕ
bn2 ,n1
s (w
′u, 1, ·, ·), s) = Σ(W,ϕbn2 ,n1s,1−s (w′u, 1, ·, ·), 1 − s).(10.19)
The left-hand side of (10.19) equals ψ−1γ (u)ΣQφ(u,·) and the right-hand side represents
the integral Ψ(W,ϕ
bn2,n1
s,1−s (w
′u, 1, ·, ·), 1 − s), which is a polynomial.
Next, in D∗ equality (10.16) is applicable with ϕs,1−s replacing ϕs. Define φ
∗
similarly to φ but with ϕs,1−s instead of ϕs. Then as above Lemma 10.7 shows
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Σφ∗ ∼D∗ Φφ∗ and Σ(W,ϕs,1−s, (s, 1 − s)) = Σφ∗. The domain D∗ is taken so that
it intersects the left half-plane {s ∈ C : ℜ(1 − s + ζ) >> 0} where the integrals
Ψ(·, ·, 1− s) for π× ε∗2 on the right-hand side of (10.17) are defined (this means taking
ℜ(ζ) large enough). Then for s ∈ D∗, we can replace the meromorphic continuation
of Ψ(W,M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·), 1 − s) on the right-hand side of (10.17) with the
integral Ψ(W,M∗(ε2, s)ϕ
bn2,n1
s (w
′u, 1, ·, ·), 1 − s).
As above,
Σφ∗(u,·) ∼D∗ Φφ∗(u,·) = ψγ(u)Ψ(W,ϕ
bn2 ,n1
s,1−s (w
′u, 1, ·, ·), 1 − s),
Σφ∗(u,·) = ψγ(u)Σ(W,ϕ
bn2 ,n1
s,1−s (w
′u, 1, ·, ·), 1 − s) ∈ R(X).
Then Lemma 10.6 shows Σφ∗ = Σ(φ∗)Γ′ . Now (10.19) implies ΣQφ(u,·) = Σφ∗(u,·), for all
u. Hence (Qφ)Γ′ = (φ
∗)Γ′ . Putting the pieces together,
Q(X)Σ(W,ϕs, s) = ΣQφ = Σ(Qφ)Γ′ = Σ(φ∗)Γ′ = Σφ∗ = Σ(W,ϕs,1−s, (s, 1− s)). 
We continue with the functional equation for ε1×ε2. In the notation of Section 2.7.3,
for any h ∈ Hn,
h · ϕs,1−s(·, ·, I2n2+1, ·) ∈ ξGLnPn1,n2 (ε1|det |
n
2 ⊗ ε∗2|det |
n
2 , hol, (s, 1 − s)).
Let
ϕ′1−s,s = P
ζ
2 (q
−s)M∗(ε1 ⊗ ε∗2, (s, 1− s))ϕs,1−s ∈ ξHnQn2,n1 (ε
∗
2 ⊗ ε1, hol, (1 − s, s)).
The integral Ψ(W,ϕ′1−s,s, (1 − s, s)) is absolutely convergent in a domain D∗∗ of the
form {ζ, s ∈ C : −ℜ(ζ) << ℜ(s) << ℜ(ζ),ℜ(s) ≤ A2}, for some constant A2.
Claim 10.12. P ζ2 (X)Σ(W,ϕs,1−s, (s, 1 − s)) = Σ(W,ϕ′1−s,s, (1− s, s)).
Proof of Claim 10.12. The proof is similar to the proof of Claim 10.11 and described
briefly. For instance assume l ≤ n (the proof when l > n is almost identical). Re-
place the dg-integration in Ψ(W,ϕs,1−s, (s, 1− s)) with an integration over BGl . Then
Ψ(W,ϕs,1−s, (s, 1 − s)) equalsˆ
BGl
ˆ
Rl,n
ˆ
Zn2,n1
W (g)(wl,nrg) · ϕs,1−s(ωn1,n2z, In1 , I2n2+1, In2)ψ−1(z)ψγ(r)dzdrdg.
Let Γ = BGl ×Rl,n, Γ′ = Zn2,n1 and let D∗ be as in Claim 10.11. Define φ ∈ C∞(Γ×
Γ′,C[q−s, qs]) by
φ((g, r), z) =W (g)(wl,nrg) · ϕs,1−s(ωn1,n2z, 1, 1, 1)ψ−1(z)ψγ(r).
Then ˆ
Γ′
φ((g, r), z)dz =W (g)ψγ(r)Υ((wl,nrg) · ϕs,1−s(·, ·, I2n2+1, ·)),
where Υ denotes the Whittaker functional given by the left-hand side of (2.9) on the
space
V GLnPn1,n2
(ε1|det |
n
2 ⊗ ε∗2|det |
n
2 , (s, 1− s)).
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According to the functional equation (2.9),
Υ((wl,nrg) · ϕs,1−s(·, ·, I2n2+1, ·))(10.20)
= Υ∗(M∗(ε1 ⊗ ε∗2, (s, 1− s))(wl,nrg) · ϕs,1−s(·, ·, I2n1+1, ·)).
Here Υ∗ denotes the integral on the right-hand side of (2.9), which comprises a Whit-
taker functional on
V GLnPn2,n1
(ε∗2|det |
n
2 ⊗ ε1|det |n2 , (1− s, s)).
Equality (10.20) is a priori between meromorphic continuations in C(q−s), but because
ϕs,1−s(·, ·, I2n2+1, ·) ∈ ξGLnPn1,n2 (ε1|det |
n
2 ⊗ ε∗2|det |
n
2 , hol, (s, 1 − s)),
it is actually in C[q−s, qs]. In addition there are constants s1, s2 > 0, independent of
ζ, such that the integral on the left-hand side (resp. right-hand side) of (10.20) is
absolutely convergent for ℜ(s) > s1 (resp. ℜ(s) < −s2). By taking ℜ(ζ) large enough,
D∗ (resp. D∗∗) will intersect the domain {s ∈ C : ℜ(s) > s1} (resp. {s ∈ C : ℜ(s) <
−s2}) in a domain.
We define Γ′′ = Zn1,n2 and φ
∗ ∈ C∞(Γ× Γ′′,C[q−s, qs]) by
φ∗((g, r), z) =W (g)(wl,nrg) · ϕ′1−s,s(ωn2,n1z, 1, 1, 1)ψ−1(z)ψγ(r).
In D∗∗, for all (g, r) ∈ Γ,ˆ
Γ′
φ∗((g, r), z)dz
= P ζ2 (q
−s)W (g)ψγ(r)Υ
∗(M∗(ε1 ⊗ ε∗2, (s, 1 − s))(wl,nrg) · ϕs,1−s(·, ·, I2n1+1, ·)).
Proceeding as in Claim 10.11, we use Lemmas 10.5, 10.6 and 10.7 to conclude
P ζ2 (X)Σ(W,ϕs,1−s, (s, 1− s)) = ΣP ζ2 φ = Σ(P ζ2 φ)Γ′
= Σ(φ∗)Γ′′ = Σφ∗ = Σ(W,ϕ
′
1−s,s, (1− s, s)).
The equality Σ
(P ζ2 φ)Γ′
= Σ(φ∗)Γ′′ holds because according to (10.20),
(P ζ2 φ)Γ′ = (φ
∗)Γ′′ . 
Next we apply the functional equation for π × ε1. Define
ϕ∗1−s = P
ζ
3 (q
−s) gcd(π × ε∗1, 1− s)−1M∗(ε1, s)ϕ′1−s,s
∈ ξHnQn2,n1 (ε
∗
2 ⊗ ε∗1, hol, (1 − s, 1− s)).
According to (2.10) (see the paragraph after the proof of Claim 2.3) we obtain
ϕ∗1−s = P
ζ
1 (q
−s)P ζ2 (q
−s)P ζ3 (q
−s) gcd(π × ε∗1, 1− s)−1 gcd(π × ε∗2, 1− s)−1M∗(ε, s)ϕs.
The domain D∗∗∗ of absolute convergence of Ψ(W,ϕ∗1−s, 1 − s) takes the form {ζ, s ∈
C : ℜ(1− s) >> ℜ(ζ) >> 0}.
Claim 10.13. P ζ3 (X)G(π × ε1,X)−1Σ(W,ϕ′1−s,s, (1− s, s)) = Σ(W,ϕ∗1−s, 1− s).
Proof of Claim 10.13. The proof is analogous to the proof of Claim 10.11. Three ver-
sions are needed, for l ≤ n1, n1 < l ≤ n and l > n. Here we address the case
n1 < l ≤ n (together with Claim 10.11 this essentially covers all cases except for l > n,
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see Remark 10.2 below). According to the transitions (7.10)-(7.13), in D∗∗ the integral
Ψ(W,ϕ′1−s,s, (1 − s, s)) equalsˆ
Hn1Zl−n1−1Vl−n1−1\Gl
ˆ
Rl,n
ˆ
Mn1×n−l
ˆ
UHn1
\Hn1
(10.21)
(
ˆ
Rl,n1
W (r′wl,n1h′g)dr′)ϕ′1−s,s(ωn2,n1ηwl,nrw
l,n1g, 1, tn1h′, 1)ψγ(r)dh
′dηdrdg.
Here tn1 = diag((−1)n−lγ−1In1 , 1, (−1)n−lγIn1). We write the dg-integral over BGLl−n1−1×
Vl−n1−1 × (Hn1\Gn1+1), where BGLl−n1−1 , Gn1+1 < Ll−n1−1. Then we use Lemma 2.6
to write the integral over Hn1\Gn1+1. In the notation of the lemma, in the split case,
Γ = BGLl−n1−1 × Vl−n1−1 ×GL1 × Zn1,1 × Ξn1 ×Rl,n ×Mn1×n−l.
If Gl is quasi-split,
Γ = BGLl−n1−1 × Vl−n1−1 ×GL1 × Zn1−1,1 × (Vn1 ∩G2)× Ξn1 ×Rl,n ×Mn1×n−l.
In both cases let Γ′ = BHn1 × Rl,n1 . We define φ ∈ C∞(Γ × Γ′,C[q−s, qs]) using the
integrand of (10.21). Then Σ(W,ϕ′1−s,s, (1− s, s)) = Σφ.
We make the following remark regarding the usage of Ξn1 . In the split case, it is a
closed subgroup of Gn1+1 and in particular, an l-space. In the quasi-split case Ξn1 is
homeomorphic to Fn1−1 and the measure is defined using the measure of Fn1−1, hence
it can also be regarded as an l-space with a Borelian measure.
By virtue of the functional equation for Gl × GLn1 and π × ε1, and equality (7.3),
for any g ∈ Gl and h ∈ Hn,
gcd(π × ε1, s)−1Ψ(g ·W, (ϕ′1−s,s)tn1 (h, 1, ·, ·), s)
= ǫ(π × ε1, ψ, s)−1 gcd(π × ε∗1, 1 − s)−1Ψ(g ·W, (M∗(ε1, s)ϕ′1−s,s)tn1 (h, 1, ·, ·), 1 − s).
The factor ǫ(π × ε1, ψ, s) ∈ C[q−s−ζ , qs+ζ ]∗ can be ignored.
Let
Q = P ζ3 (q
−s) gcd(π × ε1, s)−1 ∈ C[q−s],
Q˜ = P ζ3 (q
−s) gcd(π × ε∗1, 1− s)−1 ∈ C[q−s, qs].
Formula (10.21) stated above for Ψ(W,ϕ′1−s,s, (1−s, s)) holds inD∗∗∗ for Ψ(W,ϕ∗1−s, 1−
s), as explained in Section 7.1.4 after (7.14). Define φ∗ ∈ C∞(Γ×Γ′,C[q−s, qs]) similarly
to φ, with ϕ∗1−s instead of ϕ
′
1−s,s. Then as in Claim 10.11,
Q(X)Σ(W,ϕ′1−s,s, (1− s, s)) = Σ(Qφ)Γ′ = Σ(φ∗)Γ′ = Σ(W,ϕ∗1−s, 1− s). 
Remark 10.2. In the proofs of Claims 10.11 and 10.13 we translated the integral ma-
nipulations of Section 7.1.4 into transitions between Laurent series. As we have seen
in Section 7.1, a combination of these manipulations is used for all cases except that
of l > n. The manipulations in the latter case, given in Section 7.1.8, are simpler.
Collecting Claims 10.11, 10.12 and 10.13,
P ζ1 (X)P
ζ
2 (X)P
ζ
3 (X)G(π × ε1,X)−1G(π × ε2,X)−1Σ(W,ϕs, s) = Σ(W,ϕ∗1−s, 1− s).
(10.22)
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The final step is to put ζ = 0 into this equality. Note that in general such a substitution
in a series
∑
m∈Z am(ζ)X
m is not defined, since it is not clear how each coefficient am(ζ)
depends on ζ.
Let
f∗1−s = Pπ×τ (q
−s) gcd(π × τ∗1 , 1 − s)−1 gcd(π × τ∗2 , 1− s)−1M∗(τ, s)fs.
The definition of Pπ×τ and (2.15) imply f
∗
1−s ∈ ξHnQn (τ∗, hol, 1 − s). Let gcd(π ×
τi,X)
−1 ∈ R(X) be obtained from gcd(π × τi, s)−1 by replacing q−s with X.
Claim 10.14. Putting ζ = 0 in (10.22) gives
Pπ×τ (X) gcd(π × τ1,X)−1 gcd(π × τ2,X)−1Σ(W,fs, s) = Σ(W,f∗1−s, 1− s).(10.23)
Proof of Claim 10.14. Since Claim 10.10 proves P 0i = Pi, it remains to consider Σ(W,ϕs, s)
and Σ(W,ϕ∗1−s, 1− s). We begin with Σ(W,ϕs, s).
The domain D ⊂ C × C in ζ and s of absolute convergence of Ψ(W,ϕs, s) contains
a domain D0 = {ζ, s ∈ C : ζ0 ≤ ℜ(ζ) ≤ ζ1,ℜ(s) > s0}, where ζ0, ζ1, s0 are constants
depending only on π, τ1 and τ2. We restrict Ψ(W,ϕs, s) to D0. Put D
′
0 = {ζ ∈ C : ζ0 ≤
ℜ(ζ) ≤ ζ1}. The first step is to show that Σ(W,ϕs, s) is of the form
∑∞
m=M am(ζ)X
m,
where M is independent of ζ and for each m, am : D
′
0 → C is an analytic function - a
polynomial in C[q−ζ , qζ ].
According to Claim 5.17, in D0 we have Ψ(W,ϕs, s) = Ψ(W, f̂ϕs , s) where f̂ϕs ∈
ξ(W(ε, ψ), hol, s) is defined by (5.19) using ϕs. Since ϕs ∈ ξ(ε1 ⊗ ε2, hol, (s, s)), we
can write ϕs =
∑v
i=1 Piϕ
(i)
s where Pi ∈ C[q−s, qs] and ϕ(i)s ∈ ξ(ε1 ⊗ ε2, std, (s, s)) =
ξ(τ1⊗τ2, std, (s+ζ, s−ζ)). Then Ψ(W, f̂ϕs , s) =
∑v
i=1 PiΨ(W, f̂ϕ(i)s
, s). Fix ζ ∈ D′0 and
use Claim 5.22 to write Ψ(W, f̂
ϕ
(i)
s
, s) as a sum of integrals, say if l ≤ n, of the form (5.8).
Here W ′ ∈ W(τ, ψ) is replaced by W ′ζ ∈ W(ε, ψ). The number of negative coefficients
is bounded as in Lemma 10.7, using the fact that W ⋄ ∈ W(π, ψ−1γ ) vanishes away from
zero. Now if we let ζ vary, this bound remains fixed because W ⋄ is independent of ζ (it
is also possible to use W ′ζ to obtain a bound independent of ζ). Since the coordinates
of a ∈ Al−1 are bounded from above, if Gl is split (resp. quasi-split) for any m ∈ Z the
set of a, x (resp. a) such that |det a| · [x]−1 = qm (resp. |det a| = qm) is compact in
Al−1×G1 (resp. Al−1). Then observe that according to Claim 5.22, there is a compact
open subgroup N < GLn, independent of ζ, such that W
′
ζ is right-invariant by N , and
for a fixed b ∈ GLn,W ′ζ(b) ∈ C[q−ζ , qζ ]. Therefore the coefficient of Xm is a polynomial
in q∓ζ . The same applies when l > n, by considering (5.9).
Let C ⊂ C be a compact set containing 0 and sC > 0 be a constant, depending only
on π, τ1, τ2 and C, such that inD1 = {ζ, s : ζ ∈ C,ℜ(s) > sC}, Ψ(W, f̂ϕs , s) is absolutely
convergent and D1 ∩D0 is a domain of C× C. By Lemma 10.7, for any ζ ∈ C, in the
domain {s : ℜ(s) > sC}, the integral Ψ(W, f̂ϕs , s) has a representation Σ(W, f̂ϕs , s) ∈
Σ(X). Note that Lemma 10.7 is applicable because D1 does not depend on f̂ϕs or
W . The computation in the previous paragraph gives Σ(W, f̂ϕs , s) =
∑∞
m=M bm(ζ)X
m
with properties as above.
Since D1 ∩D0 is a domain where both series Σ(W,ϕs, s) and Σ(W, f̂ϕs , s) represent
Ψ(W, f̂ϕs , s), bm(ζ) = am(ζ) for all ζ ∈ C and m ≥ M . Additionally for ζ = 0,
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Σ(W, f̂ϕs , s) is the series representing Ψ(W,fs, s) (because 0 ∈ C and for ζ = 0, f̂ϕs =
fs). It follows that putting ζ = 0 in Σ(W,ϕs, s) yields Σ(W,fs, s).
Regarding Σ(W,ϕ∗1−s, 1 − s), the arguments above show that when we substitute 0
for ζ in Σ(W,ϕ∗1−s, 1− s) we obtain the series Σ(W, f̂ϕ∗1−s , 1− s) with ζ = 0. Note that
by Claim 2.4,
f̂ϕ∗1−s =(
3∏
i=1
P ζi (q
−s)) gcd(π × τ∗1 , 1− (s+ ζ))−1
× gcd(π × τ∗2 , 1− (s− ζ))−1M∗(ε, s)f̂ϕs .
Equality (2.10) and the determination of the poles in Claim 10.10 imply that for ζ = 0,
M∗(ε, s) = M∗(τ, s) (see proof of Claim 7.1) and f̂ϕ∗1−s = f
∗
1−s. Hence for ζ = 0,
Σ(W, f̂ϕ∗1−s , 1− s) = Σ(W,f∗1−s, s). 
According to Lemma 10.7, Σ(W,fs, s) (resp. Σ(W,f
∗
1−s, 1 − s)) is a Laurent series
with finitely many negative (resp. positive) coefficients. Hence both sides of (10.23)
are polynomials. Since
Pπ×τ (q
−s) gcd(π × τ1, s)−1 gcd(π × τ2, s)−1Ψ(W,fs, s)
is represented by the left-hand side of (10.23),
Ψ(W,fs, s) ∈ gcd(π × τ1, s) gcd(π × τ2, s)Pπ×τ (q−s)−1C[q−s, qs].
Additionally Ψ(W,f∗1−s, 1 − s) is represented by the polynomial Σ(W,f∗1−s, 1 − s) and
according to the definition of f∗1−s,
Ψ(W,M∗(τ, s)fs, 1− s)
∈ gcd(π × τ∗1 , 1− s) gcd(π × τ∗2 , 1− s)Pπ×τ (q−s)−1C[q−s, qs]. 
10.3. Upper bound in the first variable
10.3.1. Outline
In this section we prove Theorem 1.9. The proof is divided into three parts, according
to the relative sizes of k, l and n.
10.3.2. The case k < l
Let π = IndGlPk(σ ⊗ π′), τ = Ind
GLn
Pn1,...,na
(τ1 ⊗ . . .⊗ τa) and assume that τ is irreducible
(as always, all representations are generic). We prove,
gcd(π × τ, s) ∈ L(σ × τ, s)(
a∏
i=1
gcd(π′ × τi, s))L(σ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].
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The method of proof is similar to that of Section 10.2: the integral manipulations in
Section 7.2 (the multiplicativity of γ(π × τ, ψ, s) in the first variable) involving the
application of functional equations for σ× τ , π′× τ and σ× τ∗, are rephrased in terms
of Laurent series. The proof is reduced to the following lemma.
Lemma 10.15. Assume k < l ≤ n. Let Pτ , Pτ∗ ∈ C[X] be normalized by Pτ (0) =
Pτ∗(0) = 1 and of minimal degree such that the operators
Pτ (q
−s) gcd(π′ × τ∗, 1− s)−1M∗(τ, s), Pτ∗(qs−1) gcd(π′ × τ, s)−1M∗(τ∗, 1− s)
are holomorphic. Let Q ∈ C[q−s, qs] be a least common multiple of Pτ (q−s) and
Pτ∗(q
s−1) (note that Q−1 ∈Mτ (s)C[q−s, qs]). Then
gcd(π × τ, s) ∈ L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)Q(q−s, qs)−1C[q−s, qs].
In particular Theorem 1.9 holds for a = 1 and k < l ≤ n.
Before proving the lemma we use it to establish the theorem for k < l and general
n and a. Put Gπ′×(τ1⊗...⊗τa)(s) =
∏a
i=1 gcd(π
′ × τi, s). First assume l ≤ n. By
Theorem 1.8 applied to π′ × τ and Claim 9.12, for some P0 ∈ C[q−s, qs],
gcd(π′ × τ, s) = Gπ′×(τ1⊗...⊗τa)(s)Mτ1⊗...⊗τa(s)P0,(10.24)
gcd(π′ × τ∗, 1− s) ≃ Gπ′×(τ∗1⊗...⊗τ∗a )(1− s)Mτ1⊗...⊗τa(s)P0.
Since Mτ (s) ∈Mτ1⊗...⊗τa(s)C[q−s, qs] (see Section 2.7.4), we get that the operators
P0 gcd(π
′ × τ∗, 1− s)−1M∗(τ, s), P0 gcd(π′ × τ, s)−1M∗(τ∗, 1− s)
are holomorphic. Applying Lemma 10.15 to π × τ , the polynomials Pτ (q−s) and
Pτ∗(q
s−1) divide P0 (in C[q
−s, qs]), hence the polynomial Q of the lemma also divides
P0. Therefore
gcd(π × τ, s) ∈ L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)P−10 C[q−s, qs]
= L(σ × τ, s)Gπ′×(τ1⊗...⊗τa)(s)L(σ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs],
so the result holds.
Now assume l > n. Let η be a unitary irreducible supercuspidal representation
of GLm for m > l chosen by Corollary 9.11 (see also Example 9.1). Then if ε =
Ind
GLm+n
Pm,n
(η ⊗ τ) (which is irreducible),
gcd(π × τ, s) ∈ gcd(π × ε, s)C[q−s, qs].(10.25)
According to Proposition 9.5 and since by Corollary 9.11, Mη(s) = 1, we may select η
which also satisfies
gcd(π′ × η, s) = gcd(π′ × η∗, 1− s) = 1.
Corollary 9.11 guarantees that ℓη⊗τ∗(s) = ℓτ∗⊗η(1− s) = 1 and because
Mε(s) ∈Mη⊗τ (s)C[q−s, qs] =Mη(s)ℓη⊗τ∗(s)ℓτ∗⊗η(1− s)Mτ (s)C[q−s, qs],
we get
Mε(s) ∈Mτ (s)C[q−s, qs] ⊂Mτ1⊗...⊗τa(s)C[q−s, qs].
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The proof of the corollary also shows Mη⊗τ1⊗...⊗τa(s) = Mτ1⊗...⊗τa(s). Thus according
to Theorem 1.8 applied to π′ × ε and by our choice of η, for some Q0 ∈ C[q−s, qs],
gcd(π′ × ε, s) = Gπ′×(τ1⊗...⊗τa)(s)Mτ1⊗...⊗τa(s)Q0.(10.26)
Similar to the proof of Claim 9.12,
gcd(π′ × ε∗, 1− s) ≃ Gπ′×(τ∗1⊗...⊗τ∗a )(1− s)Mτ1⊗...⊗τa(s)Q0.
Therefore the operators
Q0 gcd(π
′ × ε∗, 1− s)−1M∗(ε, s), Q0 gcd(π′ × ε, s)−1M∗(ε∗, 1 − s)(10.27)
are holomorphic. Since k < l < m + n, Lemma 10.15 is applicable to π × ε and Q of
the lemma divides Q0. Hence
gcd(π × ε, s) ∈ L(σ × ε, s) gcd(π′ × ε, s)L(σ∗ × ε, s)Q−10 C[q−s, qs].
Since also k < m and η is irreducible supercuspidal, Theorem 2.4 shows
L(σ × η, s) = L(σ∗ × η, s) = 1.
According to [JPSS83] (Theorem 3.1),
L(σ × ε, s) ∈ L(σ × η, s)L(σ × τ, s)C[q−s, qs].
Therefore
gcd(π × ε, s) ∈ L(σ × τ, s) gcd(π′ × ε, s)L(σ∗ × τ, s)Q−10 C[q−s, qs].
Now using (10.25) and (10.26) we complete the result,
gcd(π × τ, s) ∈ L(σ × τ, s)Gπ′×(τ1⊗...⊗τa)(s)L(σ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].
We summarize a corollary of the proof.
Corollary 10.16. Let π = IndGlPk(σ ⊗ π′) (k < l) and write
gcd(π′ × τ, s) = Lℓτ∗(1− s)P0, gcd(π′ × τ∗, 1− s) = L˜ℓτ (s)P˜0,(10.28)
for some polynomials L−1, P0, L˜
−1, P˜0 ∈ C[q−s, qs]. Let lcm(P0, P˜0) denote a least
common multiple of P0 and P˜0. Then
gcd(π × τ, s) ∈ L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)lcm(P0, P˜0)−1C[q−s, qs].
In particular if P0 = P˜0,
gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Lℓτ∗(1− s)C[q−s, qs].
Proof of Corollary 10.16. For l ≤ n, the result is an immediate consequence of Lemma 10.15.
Specifically, (10.28) implies that Pτ∗(q
s−1) divides P0 and Pτ (q
−s) divides P˜0, whence
the polynomial Q of the lemma divides lcm(P0, P˜0).
For the case l > n, let ε = Ind
GLm+n
Pm,n
(η ⊗ τ) be as above. Since Mη(s) = 1, we
may apply Corollary 10.9 to π′ × ε with A1 = A˜1 = 1, A2(q−s) which divides P˜0 and
A˜2(q
s−1) dividing P0. Because also ℓη⊗τ∗(s) = ℓτ∗⊗η(1− s) = 1 and gcd(π′ × η, s) = 1,
the corollary implies
gcd(π′ × ε, s) ∈ gcd(π′ × τ, s)lcm(P0, P˜0)−1C[q−s, qs].
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Then using gcd(π′ × η, s) = gcd(π′ × η∗, 1 − s) = 1, Claim 9.12 yields
gcd(π′ × ε, s) = gcd(π′ × τ, s)lcm(P0, P˜0)−1Q0,
gcd(π′ × ε∗, 1− s) ≃ gcd(π′ × τ∗, 1− s)lcm(P0, P˜0)−1Q0,
for some Q0 ∈ C[q−s, qs]. Write lcm(P0, P˜0) = P0B = P˜0B˜ for some B, B˜ ∈ C[q−s, qs].
Then
gcd(π′ × ε, s) = Lℓτ∗(1− s)B−1Q0, gcd(π′ × ε∗, 1− s) ≃ L˜ℓτ (s)B˜−1Q0.
According to (2.15), ℓε(s) ∈ ℓτ (s)C[q−s, qs] and ℓε∗(1 − s) ∈ ℓτ∗(1 − s)C[q−s, qs].
Hence the operators (10.27) are holomorphic. Then we find
gcd(π × ε, s) ∈ L(σ × τ, s) gcd(π′ × ε, s)L(σ∗ × τ, s)Q−10 C[q−s, qs],
leading to the result. 
Proof of Lemma 10.15. Essentially, the arguments are similar to those of Lemma 10.8
and are described briefly. Let W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). We use the
realization of π described in Section 5.8 and select ϕζ ∈ ξGlPk(σ⊗ π
′, std,−ζ + 12) for W
(Wϕ0 =W ). Again we fix ζ with ℜ(ζ) >> 0 throughout the proof.
The integral Ψ(ϕζ , fs, s) given by (5.31) is representable by a strongly convergent
series Σ(ϕζ , fs, s) ∈ Σ(X) in a domain D of the form {ℜ(ζ) << ℜ(s) << (1+C1)ℜ(ζ)},
where C1 > 0. To construct the series we write the dg-integration over BGl , put
Γ = BGl × Vk ×Rl,n and define φ ∈ C∞(Γ,C[q−s, qs]) by
φ(g, v, r) = ϕζ(vg, Ik, I2(l−k))ψγ(v)fs(wl,nrg, 1)ψγ(r).
Then (starting with a standard section fs) we construct Σφ ∈ Σ(X) which represents
Φφ(s) = Ψ(ϕζ , fs, s) and set Σ(ϕζ , fs, s) = Σφ.
Throughout the proof we use the following notation. The function W
ϕζ
σ (a) =
ϕζ(1, a, 1) (a ∈ GLk) belongs to W(σ, ψ−1) and Wϕζπ′ (g′) = ϕζ(1, 1, g′) (g′ ∈ Gl−k)
lies in W(π′, ψ−1γ ). For a fixed s, the mapping W fsτ (b) = fs(1, b) is in W(τ, ψ).
In Section 7.2.3 we defined integral (7.45). For ϕζ and θs ∈ ξ(τ, hol, s) it is given by
Ψ1(ϕζ , θs, s) =
ˆ
BGLk
ˆ
Vk
ˆ
Mk×n−l
ˆ
BGl−k
ˆ
Rl−k,n
ϕζ(vb, 1, g
′)(10.29)
θs(wl−k,nr
′(bn,kg′)w(wl,nm)vb, 1)ψγ(r
′)dr′dg′dmdvdb,
where db is a right-invariant Haar measure on BGLk (we replaced the dg-integration
over VkZkGl−k\Gl by the dvdb-integration), Gl−k < Gl < Hn, dg′ is a right-invariant
Haar measure on BGl−k , m is the image in Qn of Ik mIl−k
In−l
 ∈ GLn,
bn,k = diag(In, (−1)k, In) and w = w−1l−k,nωn−k,kwl,n. This integral is absolutely conver-
gent, that is, the integral with ϕζ , θs replaced by |ϕζ |, |θs| and without ψγ , is convergent,
in a domain depending only on the representations. For a fixed ζ with ℜ(ζ) >> 0 this
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is a strip in s, denoted by D∗, of the form {(1 − C2)ℜ(ζ) << ℜ(s) << ℜ(ζ)} with
1 > C2 > 0. Let
Γ = BGLk × Vk ×Mk×n−l, Γ′ = BGl−k ×Rl−k,n.
The integrand defines an element of C∞(Γ × Γ′,C[q−s, qs]), smooth in Γ. In turn,
Ψ1(ϕζ , θs, s) is represented by a strongly convergent series which is denoted by Σ1(ϕζ , θs, s).
The dr′dg′-integration in (10.29) resembles the integral for Gl−k ×GLn and π′ × τ ,
Ψ1(ϕζ , θs, s) =
ˆ
BGLk
ˆ
Vk
ˆ
Mk×n−l
Ψ(W
vb·ϕζ
π′ , ((w(
wl,nm)vb) · θs)bn,k , s)dmdvdb.
(10.30)
When we multiply L(σ× τ, s− ζ)−1, gcd(π′× τ, s)−1 or similar factors by a series in
Σ(X), we regard them as polynomials in R(X) by replacing q−s with X. To simplify
notation we still denote, for example, gcd(π′ × τ, s)−1, instead of gcd(π′ × τ,X)−1.
We turn to the proof of the lemma. First we apply the functional equation for σ× τ .
Claim 10.17. L(σ × τ, s− ζ)−1Σ(ϕζ , fs, s) = L(σ∗ × τ∗, 1− (s− ζ))−1Σ1(ϕζ , fs, s).
Proof of Claim 10.17. Integral Ψ(φζ , fs, s) is equal to integral (7.41), in its domain of
absolute convergence, while Ψ1(φζ , fs, s) equals (7.42), in a different domain. We use
Lemmas 10.5, 10.6 and the functional equation (2.18). The ǫ-factor ǫ(σ× τ, ψ, s− ζ) ∈
C[q−(s−ζ), qs−ζ ]∗ and ωσ(−1)n−1 are ignored. We take ℜ(ζ) >> 0 so that D (resp.
D∗) intersects the right half-plane (resp. left half-plane) where the left-hand side (resp.
right-hand side) of (2.18) is defined, in some domain (see the proof of Claim 7.8). Note
that (2.18) has an interpretation in Σ(X) according to the definition of the L-factor of
Jacquet, Piatetski-Shapiro and Shalika [JPSS83]. 
Now apply the functional equation for π′ × τ . Set
f∗1−s = Pτ (q
−s) gcd(π′ × τ∗, 1− s)−1M∗(τ, s)fs ∈ ξ(τ∗, hol, 1 − s).
Claim 10.18. Pτ (X) gcd(π
′ × τ, s)−1Σ1(ϕζ , fs, s) = Σ1(ϕζ , f∗1−s, 1− s).
Proof of Claim 10.18. This follows from the interpretation of the passage (7.45)-(7.46),
using the functional equation for Gl−k ×GLn and π′ × τ , as series. The factor ǫ(π′ ×
τ, ψ, s) ∈ C[q−s, qs]∗ is ignored. The fact that f∗1−s is a holomorphic section implies the
existence of the series Σ1(ϕζ , f
∗
1−s, 1− s). 
Last we utilize the functional equation for σ × τ∗. By virtue of Claim 10.17 with
f∗1−s instead of fs and (τ
∗, 1− s) replacing (τ, s),
L(σ∗ × τ, s+ ζ)−1Σ1(ϕζ , f∗1−s, 1− s) = L(σ × τ∗, 1− (s+ ζ))−1Σ(ϕζ , f∗1−s, 1− s).
(10.31)
Combining Claims 10.17, 10.18 and equality (10.31),
Pτ (X)L(σ × τ, s− ζ)−1 gcd(π′ × τ, s)−1L(σ∗ × τ, s + ζ)−1Σ(ϕζ , fs, s)
= L(σ∗ × τ∗, 1− (s− ζ))−1L(σ × τ∗, 1− (s+ ζ))−1Σ(ϕζ , f∗1−s, 1− s).
As in the proof of Lemma 10.8 we put ζ = 0. The integral Ψ(ϕζ , fs, s) is absolutely
convergent in D, where it is equal to Ψ(Wϕζ , fs, s). The integral Ψ(Wϕζ , fs, s) is abso-
lutely convergent in D and also in a right half-plane ℜ(s) >> 0. Let D′′ be the union of
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these domains and let Σ(Wϕζ , fs, s) ∈ Σ(X) be the series representing Ψ(Wϕζ , fs, s) in
D′′ (obtained as explained in Lemma 10.7). Then Σ(ϕζ , fs, s) = Σ(Wϕζ , fs, s) because
they represent the same integral in D. Therefore we obtain the equality
Pτ (X)L(σ × τ, s− ζ)−1 gcd(π′ × τ, s)−1L(σ∗ × τ, s+ ζ)−1Σ(Wϕζ , fs, s)(10.32)
= L(σ∗ × τ∗, 1− (s− ζ))−1L(σ × τ∗, 1− (s+ ζ))−1Σ(Wϕζ , f∗1−s, 1− s).
As in the proof of Claim 10.14, Σ(Wϕζ , fs, s) is a series of the form
∑∞
m=M am(ζ)X
m
where M is independent of ζ and each am is a polynomial in q
∓ζ . Specifically, we use
Proposition 5.9 to write Ψ(Wϕζ , fs, s) for s in a right half-plane, as a sum of integrals of
the form (5.8). HereW ∈ W(π, ψ−1γ ) is replaced byWϕζ ∈ W(IndGlPk((σ ⊗ π
′)α−ζ+
1
2 ), ψ−1γ ).
The number of negative coefficients ofX is bounded usingWϕζ , this bound will be inde-
pendent of ζ (alternatively use the Whittaker function in W(τ, ψ) for this, here l ≤ n).
Because ϕζ is a standard section (in ζ), for any g ∈ Gl we have Wϕζ (g) ∈ C[q−ζ , qζ ],
whence am ∈ C[q−ζ , qζ ].
This holds for any ζ with ℜ(ζ) >> 0 and also for any ζ varying in a compact set.
Also recall that Wϕ0 =W . As in Claim 10.14, substituting 0 for ζ in (10.32) yields
Pτ (X)L(σ × τ, s)−1 gcd(π′ × τ, s)−1L(σ∗ × τ, s)−1Σ(W,fs, s)
= L(σ∗ × τ∗, 1− s)−1L(σ × τ∗, 1 − s)−1Σ(W,f∗1−s, 1− s).
As in Lemma 10.8 it follows that both sides are polynomials,
Ψ(W,fs, s) ∈ L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)Pτ (q−s)−1C[q−s, qs],
Ψ(W,M∗(τ, s)fs, 1− s)
∈ L(σ∗ × τ∗, 1− s) gcd(π′ × τ∗, 1− s)L(σ × τ∗, 1− s)Pτ (q−s)−1C[q−s, qs].
These relations resemble (10.7) and (10.8), and hold for any irreducible representa-
tion τ , W ∈ W(π, ψ−1γ ) and fs ∈ ξ(τ, hol, s). Thus we can replace τ with τ∗ and obtain
for any f ′1−s ∈ ξ(τ∗, hol, 1 − s),
Ψ(W,M∗(τ∗, 1− s)f ′1−s, s)
∈ L(σ∗ × τ, s) gcd(π′ × τ, s)L(σ × τ, s)Pτ∗(qs−1)−1C[q−s, qs].
Hence
gcd(π × τ, s) ∈ L(σ × τ, s) gcd(π′ × τ, s)L(σ∗ × τ, s)Q(q−s, qs)−1C[q−s, qs]. 
10.3.3. The case k = l > n
Let π = IndGlPl (σ) (or Ind
Gl
κPl
(σ)) and let τ = IndGLnPn1,...,na
(τ1 ⊗ . . .⊗ τa). Assume that
τ is irreducible. We show the slightly stronger relation
gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ (s)C[q−s, qs]
(stronger because Mτ (s) ∈ Mτ1⊗...⊗τa(s)C[q−s, qs]). This is an immediate corollary of
the following lemma, analogous to Lemma 10.15.
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Lemma 10.19. Assume k = l > n. Let Pτ , Pτ∗ ∈ C[X] be normalized by Pτ (0) =
Pτ∗(0) = 1 and of minimal degree such that the operators Pτ (q
−s)M∗(τ, s) and
Pτ∗(q
s−1)M∗(τ∗, 1 − s) are holomorphic and let Q ∈ C[q−s, qs] be a least common
multiple of Pτ (q
−s) and Pτ∗(q
s−1). Then
gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Q(q−s, qs)−1C[q−s, qs].
The proof of the lemma follows the same line of arguments of Lemma 10.15, utilizing
the integral manipulations of Section 7.2.4. The functional equation replacing that of
π′ × τ is Shahidi’s functional equation (2.6). In the analogue of Claim 10.14 one uses
(5.9). In the proof of Proposition 5.9, (5.9) was established by noting that the support
of the function r 7→ W (ar) (r ∈ Rl,n, a ∈ GLn < Ln) is contained in a compact
set independent of a. When replacing W with Wϕζ , this set can also be taken to be
independent of ζ, because ϕζ is a standard section. The proof of the lemma is skipped.
10.3.4. The case k = l ≤ n
In Section 7.2 the multiplicativity of the γ-factor when k = l ≤ n was reduced to the
cases k < l and k = l > n, hence in this case we do not have integral manipulations to
work with.
Remark 10.3. The arguments of Soudry [Sou95] regarding the multiplicativity of the
γ-factor for the Archimedean integrals of SO2n+1 × GLl readily adapt to the p-adic
case. They imply a proof, using integral manipulations, that the SO2l ×GLn γ-factor
γ(π × τ, ψ, s) where π is induced from Pl and l ≤ n, is multiplicative (see Chapter 8).
It may be possible to use these manipulations, but more work will be needed, because
they include a Fourier transform which needs to be translated into an operation on
Laurent series.
We prove the following slightly stronger result. Let π = IndGlPl (σ) where σ is a
(generic) quotient of a representation θ = IndGLlPl1,...,lm
(σ1 ⊗ . . .⊗ σm) of Langlands’
type, i.e. σi = |det |uiσ′i, σ′i is tempered, ui ∈ R and u1 > . . . > um. Since π is a generic
quotient of IndGlPl (θ), W(π, ψ−1γ ) =W(Ind
Gl
Pl
(θ), ψ−1γ ). The dependence of the integral
on π is only through its Whittaker model, hence for the purpose of the g.c.d. we may
replace σ with θ, i.e., assume π = IndGlPl (θ). Set µ = Ind
GLl−lm
Pl1,...,lm−1
(σ1 ⊗ . . . ⊗ σm−1).
Let τ = IndGLnPn1,...,na
(τ1 ⊗ . . .⊗ τa) be an irreducible representation of Langlands’
type and put τ ′ = Ind
GLn−n1
Pn2,...,na
(τ2 ⊗ . . .⊗ τa). By definition the representations µ, τ1
and τ ′ are of Langlands’ type and the representations τ1 and τ
′ are irreducible. We
show
gcd(π × τ, s) ∈ L(θ × τ, s)L(θ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].(10.33)
Since σ and θ can be realized using the same Whittaker model and L(θ× τ, s) depends
only on the Whittaker models of θ and τ , we conclude L(σ × τ, s) = L(θ × τ, s),
L(σ∗ × τ, s) = L(θ∗ × τ, s) and
gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ1⊗...⊗τa(s)C[q−s, qs].
219
Any irreducible σ is the quotient of a representation θ of Langlands’ type (actually,
since σ is the generic irreducible quotient, σ ∼= θ by [Zel80]), hence the result we prove
in particular implies the theorem in case k = l ≤ n.
The following lemma is used to prove (10.33).
Lemma 10.20. Let σ and τ be essentially tempered. Then
gcd(IndGlPl (σ)× τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ (s)C[q−s, qs].
Before proving the lemma, let us use it to derive (10.33). If m > 1, set π′ =
Ind
Glm
Plm
(σm) and then π = Ind
Gl
Pl−lm
(µ⊗ π′). Assume a = 1. If m = 1, relation (10.33)
follows directly from Lemma 10.20. For m > 1, by Lemma 10.20 applied to π′ × τ and
Claim 9.12, for some P0 ∈ C[q−s, qs],
gcd(π′ × τ, s) = L(σm × τ, s)L(σ∗m × τ, s)Mτ (s)P0,
gcd(π′ × τ∗, 1− s) ≃ L(σm × τ∗, 1− s)L(σ∗m × τ∗, 1 − s)Mτ (s)P0.
Putting this into Corollary 10.16 yields
gcd(π × τ, s) ∈ L(µ × τ, s)L(σm × τ, s)L(σ∗m × τ, s)L(µ∗ × τ, s)Mτ (s)C[q−s, qs].
Because θ and τ are of Langlands’ type, L(θ× τ, s) = L(µ× τ, s)L(σm× τ, s) ([JPSS83]
Theorem 9.4) and (10.33) folows.
Now assume a > 1. We use induction on a. By the induction hypothesis we find
that for some Q1, Q
′ ∈ C[q−s, qs],
gcd(π × τ1, s) = L(θ × τ1, s)L(θ∗ × τ1, s)Mτ1(s)Q1,
gcd(π × τ ′, s) = L(θ × τ ′, s)L(θ∗ × τ ′, s)Mτ2⊗...⊗τa(s)Q′.
By virtue of Claim 9.12,
gcd(π × τ∗1 , 1− s) ≃ L(θ × τ∗1 , 1− s)L(θ∗ × τ∗1 , 1− s)Mτ1(s)Q1,
gcd(π × (τ ′)∗, 1− s) ≃ L(θ × (τ ′)∗, 1− s)L(θ∗ × (τ ′)∗, 1− s)Mτ2⊗...⊗τa(s)Q′.
Apply Corollary 10.9 to π × τ with τ = IndGLnPn1,n−n1 (τ1 ⊗ τ
′). We can take A1, A˜1 ∈
C[X] such that A1(q
−s) and A˜1(q
s−1) divide Q1 (in C[q
−s, qs]). Since also Mτ ′(s) ∈
Mτ2⊗...⊗τa(s)C[q
−s, qs] (see Section 2.7.4), we can select A2, A˜2 ∈ C[X] such that
A2(q
−s) and A˜2(q
s−1) divide Q′. The corollary implies
gcd(π × τ, s)
∈ gcd(π × τ1, s)Q−11 gcd(π × τ ′, s)(Q′)−1ℓτ1⊗(τ ′)∗(s)ℓ(τ ′)∗⊗τ1(1 − s)C[q−s, qs].
Now (10.33) follows using the multiplicativity of L(θ×τ, s) in τ ([JPSS83] Theorem 9.4)
and the fact that
Mτ1(s)ℓτ1⊗(τ ′)∗(s)ℓ(τ ′)∗⊗τ1(1− s)Mτ2⊗...⊗τa(s) ∈Mτ1⊗...⊗τa(s)C[q−s, qs].
The case of π induced from κPl is similar.
Proof of Lemma 10.20. Set π = IndGlPl (σ). Assume first that τ is tempered. Let U be
the set of all complex numbers u such that σu = |det |uσ is tempered. The set U is a
vertical line on the plane. Let πu = Ind
Gl
Pl
(σu). Ignoring a discrete subset of U , we can
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assume that πu is tempered (we take tempered representations to be irreducible, see
[Mui04] Section 3 and [Wal03] Lemma III.2.3). We may apply Theorem 1.6 to πu × τ
and obtain
gcd(πu × τ, s) ∈ L(πu × τ, s)Mτ (s)C[q−s, qs],
where L(πu × τ, s) is the L-function defined by Shahidi.
Since πu and τ are tempered, the results of Casselman and Shahidi [CS98] (Section 4)
and (2.19) imply
L(πu × τ, s) ∈ L(σ × τ, s+ u)L(σ∗ × τ, s− u)C[q−s, qs].
Thus
gcd(πu × τ, s) ∈ L(σ × τ, s+ u)L(σ∗ × τ, s− u)Mτ (s)C[q−s, qs].
If we could put u = 0, the result would follow, but this has to be justified. Currently,
for each u ∈ U there is some Pu ∈ C[q−s, qs] such that
gcd(πu × τ, s) = L(σ × τ, s+ u)L(σ∗ × τ, s− u)Mτ (s)Pu.
Write Mτ (s) = eMτ (s)
′, Pu = euP
′
u for (Mτ (s)
′)−1, P ′u ∈ C[q−s] with constant terms
equal to 1 and e, eu ∈ C[q−s, qs]∗. Because each of the other factors in this equation
is an inverse of a polynomial in C[q−s] and its constant term is equal to 1, we obtain
e · eu = 1 and in particular eu is independent of u. Since gcd(πu × τ, s) is an inverse of
a polynomial, any zero of Pu must be canceled by some other factor on the right-hand
side. Therefore P ′u is uniquely determined by a finite product of factors appearing in
either L(σ× τ, s+ u), L(σ∗ × τ, s− u) or Mτ (s)′, which take the form (1− aq−s−u)−1,
(1 − aq−s+u)−1 or (1 − aq−s)−1 (resp.). Hence we may assume (perhaps passing to a
smaller subset U ′ ⊂ U) that there exists P ∈ C[q∓u, q∓s] such that for all u ∈ U ,
gcd(πu × τ, s) = L(σ × τ, s + u)L(σ∗ × τ, s− u)Mτ (s)P.(10.34)
Note that U (still) contains some infinite sequence which converges to some point in
the plane. Repeating this for πu × τ∗ we may assume in addition that there is some
P˜ ∈ C[q∓u, q∓s] satisfying for all u ∈ U ,
gcd(πu × τ∗, 1− s) = L(σ × τ∗, 1− s+ u)L(σ∗ × τ∗, 1− s− u)Mτ (s)P˜ .(10.35)
Fix u ∈ U . According to Theorem 1.4,
γ(πu × τ, ψ, s) = ωσu(−1)nωτ (−1)lωτ (2γ)−1γ(σu × τ, ψ, s)γ(σ∗u × τ, ψ, s)
and by (6.4) and (2.19),
ǫ(πu × τ, ψ, s)gcd(πu × τ
∗, 1− s)
gcd(πu × τ, s)
(10.36)
= ǫ(σ × τ, ψ, s + u)ǫ(σ∗ × τ, ψ, s − u)L(σ
∗ × τ∗, 1− s− u)L(σ × τ∗, 1− s+ u)
L(σ × τ, s + u)L(σ∗ × τ, s− u) .
Here the factor ωσu(−1)nωτ (−1)lωτ (2γ)−1 was omitted, it does not impact the argu-
ment because it is independent of u and s (ωσu(−1) = ωσ(−1)). Combining (10.34),
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(10.35) and (10.36) we get
ǫ(πu × τ, ψ, s) = ǫ(σ × τ, ψ, s + u)ǫ(σ∗ × τ, ψ, s − u)PP˜−1.(10.37)
Equality (6.3) implies that for all Wu ∈ W(πu, ψ−1γ ) and fs ∈ ξ(τ, hol, s),
c(l, τ, γ, s)−1ǫ(πu × τ, ψ, s) gcd(πu × τ, s)−1Ψ(Wu, fs, s)
= gcd(πu × τ∗, 1− s)−1Ψ(Wu,M∗(τ, s)fs, 1− s).
Plugging (10.34), (10.35) and (10.37) into this equation yields
c(l, τ, γ, s)−1ǫ(σ × τ, ψ, s + u)ǫ(σ∗ × τ, ψ, s − u)
(10.38)
Mτ (s)
−1L(σ × τ, s+ u)−1L(σ∗ × τ, s− u)−1Ψ(Wu, fs, s)
= L(σ × τ∗, 1 − s+ u)−1L(σ∗ × τ∗, 1− s− u)−1Ψ(Wu,Mτ (s)−1M∗(τ, s)fs, 1− s).
Note thatMτ (s)
−1M∗(τ, s)fs ∈ ξ(τ∗, hol, 1−s). For an arbitrary W ∈ W(π, ψ−1γ ) take
Wu such that W0 = W , by applying a Whittaker functional to a suitable section of
ξGlPl (σ, std, u +
1
2 ) (see Section 5.8).
Let C ⊂ C be a compact subset containing 0, which intersects U in a set D1 con-
taining some infinite sequence that converges to some point in the plane. There exist
constants s1, s2 > 0 depending only on C, σ and τ such that the series Σ(Wu, fs, s) (resp.
Σ(Wu,Mτ (s)
−1M∗(τ, s)fs, 1−s)) represents Ψ(Wu, fs, s) (resp. Ψ(Wu,Mτ (s)−1M∗(τ, s)fs, 1−
s)) for all u ∈ C and ℜ(s) > s1 (resp. ℜ(s) < −s2). Let u ∈ D1. Then both sides of
(10.38) are polynomials in q∓s and as explained in Section 10.2.2 this equality may be
interpreted in Σ(X),
A(u,X)Σ(Wu, fs, s) = B(u,X)Σ(Wu,Mτ (s)
−1M∗(τ, s)fs, 1− s),(10.39)
where
A(u, s) =c(l, τ, γ, s)−1ǫ(σ × τ, ψ, s + u)ǫ(σ∗ × τ, ψ, s − u)
Mτ (s)
−1L(σ × τ, s+ u)−1L(σ∗ × τ, s − u)−1,
B(u, s) = L(σ × τ∗, 1− s+ u)−1L(σ∗ × τ∗, 1− s− u)−1
and A(u,X), B(u,X) ∈ R(X) are obtained by substituting X for q−s. As in the
proof of Claim 10.14 both series Σ(Wu, fs, s) and Σ(Wu,Mτ (s)
−1M∗(τ, s)fs, 1−s) have
analytic coefficients in u. Hence (10.39) is an equality of the form
∑
m∈Z am(u)X
m =∑
m∈Z bm(u)X
m valid for all u ∈ D1, with analytic functions am, bm : C → C. Thus it
is valid also for u = 0 and we obtain an equality in Σ(X),
A(0,X)Σ(W0, fs, s) = B(0,X)Σ(W0,Mτ (s)
−1M∗(τ, s)fs, 1− s).
Because Σ(W0, fs, s) represents Ψ(W0, fs, s) = Ψ(W,fs, s), the left-hand side is a series
with finitely many negative coefficients. Similarly Σ(W0,Mτ (s)
−1M∗(τ, s)fs, 1 − s)
represents Ψ(W,Mτ (s)
−1M∗(τ, s)fs, 1−s), so the right-hand side is a series with finitely
many positive coefficients. Whence this is also an equality in R(X) and
Ψ(W,fs, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ (s)C[q−s, qs].
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A similar relation holds for Ψ(W,M∗(τ∗, 1− s)f ′1−s, s) with f ′1−s ∈ ξ(τ∗, hol, 1− s) (see
the last paragraph in the proof of Lemma 10.15) and the result follows.
Now if τ is essentially tempered, let v ∈ C be such that τv = |det |vτ is tempered.
According to the result proved above, there is some Pv ∈ C[q−s, qs] such that
gcd(π × τv, s) = L(σ × τv, s)L(σ∗ × τv, s)Mτv (s)Pv(q−s, qs).
Since gcd(π × τv, s) = gcd(π × τ, s + v), L(σ × τv, s) = L(σ × τ, s + v) and Mτv (s) =
Mτ (s+ v), the following identity
gcd(π × τ, s+ v) = L(σ × τ, s+ v)L(σ∗ × τ, s+ v)Mτ (s+ v)Pv(q−s, qs)
holds for all s. In particular for s− v we obtain
gcd(π × τ, s) = L(σ × τ, s)L(σ∗ × τ, s)Mτ (s)Pv(q−s+v, qs−v),
hence gcd(π × τ, s) ∈ L(σ × τ, s)L(σ∗ × τ, s)Mτ (s)C[q−s, qs]. 
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