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AUTOCORRÉLATION SPATIALE
ET DÉPLACEMENT DE LA CRIMINALITÉ
Daniel Élie1
Pierre Legendre2
This research examines spatial autocorrelation and crime dis-
placement as facts and concepts. The objective of the study
concerns both the methodological theory and the practice of
applied research in criminology. The two expressions used in
the title can be considered a fragmentation of the concept of
turbulence. The authors examine the influence of the presence
of spatial autocorrelation in the data on tests of the signifi-
cance of statistics. They attempt to detect it in a part of central
Montreal by examining the distribution and evolution of the
two types of crime: armed robbery and burglary. Three
methods are used: the known coefficients and correlograms,
spatial grouping with forces contiguity, and trend surface ana-
lysis. The last two methods lead to convincing results. On the
other hand, the displacement could not be observed during the
time studied. In conclusion, they consider the implications for
the methodological practices and usual research strategies in
criminology.
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INTRODUCTION
Les études consacrées à l'analyse spatiale ou à l'écologie sociale
ont connu un sort très variable en criminologie. Ainsi, il est indéniable
que les travaux de l'École de Chicago autour de Shaw et McKay (1931)
ont laissé des traces profondes et ont contribué, au moins, à articuler les
débats de base en sociologie de la criminalité. Les réactions à ce courant
au cours des années ont été assez vives et ont entraîné un certain désen-
gagement de l'ensemble des chercheurs. Pourtant, les relations statis-
tiques entre les taux de crime dans un territoire et les caractéristiques
socio-démographiques et économiques demeurent les données autour
desquelles s'est conçue la pensée positiviste en criminologie depuis la
fin du XIXe siècle. On constate toutefois dans le domaine de l'écologie
du crime des résurgences particulièrement remarquables. Il suffit de
citer, à titre d'exemple, les travaux de Brantingham et Brantingham
(1981).
Il faut cependant admettre que, dans ce domaine, les résultats ont
été jusqu'à présent relativement minces et plutôt épars : des corrélations
difficilement interprétables, des relations ou des constats peu générali-
sables. On relève également que la prise en charge de manière officielle
d'une information aussi importante que l'autocorrélation spatiale est
peu présente, à notre connaissance, dans les travaux visibles et récents.
Nous nous sommes proposés, dans une recherche exploratoire, de faire
avancer cet aspect de la question en examinant les possibilités offertes
par ce type d'analyse. Il s'agit donc de considérer l'approche écolo-
gique ou spatiale dans une optique renouvelée en espérant faire avancer
méthode et théorie.
Après avoir énoncé le problème, nous décrivons le phénomène
d'autocorrélation spatiale et ses implications; nous présentons ensuite
la recherche réalisée, ses résultats, et nous en tentons une interprétation.
1° Le problème
Nous avons voulu repérer et étudier le déplacement de la crimi-
nalité dans le centre-ville de Montréal. L'idée de base peut se résumer
comme suit. La localisation géographique des crimes, leur environne-
ment, procurent certainement beaucoup de renseignements, mais le dé-
placement de la criminalité représente une donnée encore peu exploitée.
Cette réalité est incontournable si l'on veut améliorer, par exemple,
l'évaluation de l'effet des programmes de prévention; elle l'est encore
si l'on entend raffiner la mise à l'épreuve de nombre d'hypothèses
AUTOCORRÉLATION SPATIALE 141
émises au sujet des liens supposés entre l'évolution des criminalités et
certains faits sociaux et urbains. La question pourrait être : la criminalité
répond-elle par ses déplacements aux mouvements des variables écono-
miques ou sociales, ou possède-t-elle sa propre dynamique ? La réponse
à cette question dépendra éventuellement de l'échelle spatiale à laquelle
l'étude est réalisée. Nous formulons donc dans cette prérecherche, et
pour faire avancer le débat, une hypothèse très simple, à savoir : lors-
qu'ils se produisent, les déplacements de certaines formes de criminalité
ne sont pas aléatoires; ils répondent en partie à une loi d'autocorréla-
tion spatiale et en partie à d'autres facteurs présents dans le nouveau
micromilieu, facteurs qu'il reste à identifier. Nous croyons que ce nou-
veau type d'analyse du déplacement peut avoir une valeur heuristique et
apporter un éclairage décisif sur les résultats de nombre de recherches
antérieures. En effet, on peut penser que les corrélations entre l'évolu-
tion de toute forme de criminalité et les faits sociaux qui l'entourent
deviendront beaucoup plus facilement interprétables dans cette situation
d'observation. Ce dernier point sera plus facilement admis après que
nous aurons défini, dans les paragraphes qui suivent, le phénomène
d'autocorrélation et ses implications dans l'utilisation des méthodes
statistiques.
2° L'autocorrélation spatiale, ses implications et son utilisation
Nous tenterons d'abord de montrer que les tests statistiques clas-
siques ne sont pas toujours adéquats pour l'étude des phénomènes éco-
logiques présentant une structure spatiale. Ceci justifiera l'utilisation de
méthodes différentes lorsque l'intérêt de la recherche réside dans la
nature même de la structure spatiale (c'est-à-dire, autocorrélation).
Dans les analyses d'inference statistique classiques, l'un des postu-
lats fondamentaux de l'épreuve d'hypothèse est l'indépendance des
observations. L'existence même d'une structure spatiale dans le champ
d'échantillonnage implique que cette condition fondamentale n'est pas
remplie parce que tout phénomène écologique localisé en un point
quelconque peut exercer une influence sur les autres points proches ou
même à quelque distance.
Une variable est dite autocorrélée (ou régionalisée) lorsqu'il est
possible de prédire les valeurs de cette variable en un point de l'espace
(ou du temps) à partir des valeurs connues en d'autres points échantil-
lonnés, dont les valeurs spatiales (ou temporelles) sont aussi connues.
L'autocorrélation spatiale peut être décrite par une fonction mathé-
matique dite de structure.
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L'autocorrélation n'est pas la même pour toutes les classes de dis-
tance entre les points d'échantillon ; elle peut également être positive ou
négative. Le plus souvent en écologie, elle est positive (ce qui signifie
que la variable prend des valeurs similaires) pour les courtes distances
entre les points. L'autocorrélation négative pour de courtes distances
peut révéler un système d'évitement. Notons enfin que, si l'on ne trouve
pas d'autocorrélation spatiale significative à une échelle spatiale don-
née, ceci ne signifie pas qu'elle n'existe pas à une autre échelle.
La présence d'une autocorrélation positive à courte distance biaise
des tests tels que les corrélations, la régression ou l'analyse de variance
et rend les tests trop «libéraux» (Bivand, 1980; Cliff et Ord, 1981);
ceci signifie qu'en présence d'autocorrélation positive les tests statis-
tiques classiques aboutissent trop souvent à signaler des résultats signi-
ficatifs alors qu'en fait ils peuvent ne pas l'être.
Lorsque la répartition géographique d'une variable (sa carte) sug-
gère l'existence d'une structure spatiale, on peut être amené à vérifier
statistiquement s'il existe une autocorrélation significative et à établir
son type. Cette étude peut être entreprise pour deux raisons diamétrale-
ment opposées. D'une part, un chercheur peut vouloir prouver qu'il
n'existe pas réellement d'autocorrélation afin de justifier l'emploi de
techniques statistiques paramétriques. On peut également rechercher la
preuve de l'existence d'une structure spatiale afin de mieux l'analyser.
Notre démarche relève de cette seconde orientation.
3° La recherche
Pour les fins de la présente étude, nous avons choisi d'analyser la
répartition et l'évolution spatiale des vols qualifiés et des cambriolages
(introductions par effraction) au centre-ville de Montréal. Dans le
décompte des vols qualifiés, nous avons retenu les catégories suivantes :
vol au moyen d'une arme à feu ; au moyen d'une arme offensive ; autres
vols qualifiés. Dans le décompte des cambriolages, les catégories com-
prennent les introductions par effraction dans les établissements com-
merciaux, dans les résidences et dans les autres types de locaux (par
exemple les entrepôts). Ces types d'incidents ont été choisis sans inten-
tion théorique, mais plutôt pour des motifs de commodité et à cause du
niveau de signalement qui nous a semblé suffisamment élevé pour tra-




Les données de base proviennent de la police de la Communauté
urbaine de Montréal (SPCUM). Il s'agit en fait de la liste complète de
toutes les plaintes logées auprès de la police et des rapports d'événe-
ments d'un district administratif, avec la date et l'adresse exacte de
l'incident. Le territoire choisi est celui du district de police n° 33, qui
représente une zone sensible du centre-ville de Montréal. La période
d'observation s'étend du 1er janvier au 31 décembre de l'année 1989.
5° Agencement du territoire
Pour les fins de l'étude, le territoire a été subdivisé en 27 zones
selon deux principaux critères. Nous avons tenu compte d'une part des
frontières des secteurs de recensement afin de pouvoir éventuellement
utiliser les informations s'y rapportant et déjà compilées par Statistique
Canada. D'autre part, nous avons respecté autant que possible les fron-
tières des zones «naturelles» afin d'obtenir autant que possible des
résultats signifiants et interprétables en termes écologiques et spatiaux.
C'est ainsi qu'on peut facilement identifier sur les cartes originelles la
zone dite du «Village» (quadrilatère délimité par les rues Sainte-
Catherine, Saint-Hubert, Sherbrooke et de la Visitation) ou celle du
Vieux-Montréal, ou encore celle du «Quartier chinois».
Par la suite, nous avons classifié chaque événement dans l'espace,
c'est-à-dire dans l'une des 27 zones, au moyen de l'adresse; et dans le
temps, pour les 22 périodes, au moyen de la date. L'intervalle de temps
choisi est de 14 jours. En dénombrant les cas, on obtient ainsi deux
matrices de fréquences, la première décrivant la situation des vols à
main armée, et l'autre celle des cambriolages. En résumé, donc, nous
avons constitué deux fichiers d'entrée, un pour chaque type de crime,
comportant chacun 27 zones et 22 périodes; ces fichiers rassemblent,
dans la forme requise pour le traitement des données, l'ensemble des
informations contenues dans la liste initiale. Pour les fins de l'analyse
spatiale, nous avons également constitué un fichier de 27 x 2 contenant
les coordonnées géographiques des centroïdes approximatifs des
27 zones.
6° Traitement des données
Pour le traitement de ces données, les coefficients / de Moran et
c de Geary ont été utilisés pour évaluer l'autocorrélation spatiale. La
présentation in extenso de ces coefficients entraînerait des considéra-
tions techniques assez détaillées et un exposé d'une ampleur qui
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dépasse le cadre de cet article. Nous soumettons donc leur interprétation
usuelle et renvoyons le lecteur intéressé aux ouvrages de Cliff et Ord
(1981) ou de Legendre et Legendre (1984a).
Le / de Moran prend habituellement des valeurs comprises entre -1
(autocorrélation négative maximale: évitement extrême) et +1 (autocor-
rélation positive maximale : contagion maximale) ; dans certains cas, /
peut cependant excéder 1. Son espérance, dans l'hypothèse d'une répar-
tition spatiale complètement aléatoire, est E(l) = -(n-1)"1 et non 0
comme dans le cas du coefficient de corrélation de Pearson.
Dans le cas du coefficient c de Geary, son espérance, dans l'hypo-
thèse d'une répartition spatiale aléatoire, est E(c) = 1. Son échelle est
cependant inversée par rapport au coefficient de Moran, puisque le c de
Geary est égal à 0 lorsque l'autocorrélation positive est maximale, alors
qu'il peut atteindre une valeur positive quelconque, plus grande que 1,
si l'autocorrélation est négative.
Les corrélogrammes présentés sont des graphiques des valeurs
d'autocorrélation (ordonnée) en fonction des différentes classes de
distance (abscisse). Le corrélogramme est une bonne façon d'explorer
le phénomène de répartition spatiale lorsqu'on n'a pas d'hypothèse a
priori à vérifier.
Un groupement avec contrainte a également été réalisé afin d'obte-
nir une partition des zones en groupes homogènes ainsi que les cartes
des résultats que fournit le programme utilisé. Le programme Biogéo
calcule un groupement agglomératif sous contrainte de contiguïté spa-
tiale, tel qu'il est proposé par Legendre et Legendre (1984b), et présente
les résultats sous forme d'une série de cartes, une pour chaque niveau
de groupement. Puisque le groupement est fondé sur une matrice de
similarités et que cette matrice est le plus souvent calculée à partir d'un
grand nombre de variables, cette méthode peut donc être considérée
comme une méthode de cartographie multidimensionnelle.
Le groupement agglomératif a été réalisé à l'aide d'un algorithme à
liaison proportionnelle. La connexité est fixée par l'usager entre 0
(groupement à liens simples) et 1 (groupement à liens complets).
Legendre (1987) a montré la stabilité des résultats du groupement obte-
nu avec contrainte à travers une large gamme de valeurs de connexité.
La composante spatiale a finalement été analysée au moyen d'une
méthode classique en géographie, l'analyse des surfaces théoriques
{trend surface analysis, en anglais). Cette méthode permet d'exprimer
les variations d'une variable simple, en différents points de l'espace,
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comme une fonction des coordonnées spatiales des points d'échantillon-
nage:
z=/(x,y) (1)
où z représente les valeurs de la variable dépendante z prédites par la
fonction, alors que x et y représentent les valeurs des coordonnées
spatiales des points d'échantillonnage dans un plan cartésien. Une fonc-
tion du premier degré z = b0 + btx + b2y, qui est un modèle linéaire,
permet de faire passer un plan à travers les différentes valeurs de z sur
la carte. Des fonctions d'un degré plus élevé telles que le pylonôme
cubique
z = b0 + bjX + b2y + b3x2 + b4xy + b5x2 + b6x3 + b7x2y + b8xy2 + b9y3 (2)
permettent d'expliquer une plus grande fraction de la variation de z
dans les cas où la structure spatiale est plus complexe qu'un plan incli-
né. La méthode d'analyse des surfaces théoriques utilise la régression
multiple comme instrument de calcul. On pourra consulter Ripley
(1981) pour un exposé plus complet.
Le problème du choix du degré du polynôme et des termes qui
doivent y être conservés est discuté par Legendre (1993). Lorsqu'on
augmente l'ordre du polynôme, on pourrait par exemple tester si la
fraction de variation expliquée par l'addition des nouveaux termes est
significativement plus grande que zéro, comme en régression polyno-
miale. Pour la présente recherche, une procédure d'élimination descen-
dante {backward elimination, en anglais) a été employée : à partir de
l'équation cubique (2) ci-dessus, les termes les moins significatifs ont
été éliminés par étapes successives, jusqu'à ce qu'il ne reste plus que
des termes significatifs dans l'équation spatiale. Les variables x et y
avaient été centrées avant le calcul des termes de degré supérieur
(x2, xy, etc.), de façon à éliminer une part non essentielle de la colinéa-
rité entre les variables spatiales soumises à la procédure de régression.
Des cartes interpolées ont été produites, à l'aide du programme
MacGRIDO™ (Rock Ware, Inc.), pour les valeurs prédites par les
modèles spatiaux.
En résumé, l'analyse de la structure spatiale a été réalisée selon
trois méthodes différentes, à savoir: par l'utilisation des coefficients
d'autocorrélation spatiale et des corrélogrammes associés, par regrou-
pement spatial et, enfin, par analyse des surfaces théoriques.
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7° Résultats et interprétation
a) Première analyse : autocorrélation spatiale
L'examen de l'autocorrélation a été réalisé pour chaque période de
deux semaines ainsi que pour l'ensemble des 11 mois, et ce, pour cha-
cun des deux types de criminalité. Les résultats sont illustrés par les
corrélogrammes présentés aux figures 1 et 2 à titre d'exemple.
Les structures spatiales les plus courantes sont le gradient, caracté-
risé par un corrélogramme de Moran comportant des valeurs positives
0,1
Classe de distances
Corrélogramme - Moran -




Corréiogramine - Moran -
Figure 2 : Vols qualifiés, 11 mois
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significatives pour les classes de distance faibles et des valeurs néga-
tives significatives pour les classes de distance fortes, et l'agglomérat
(tache) ou la vague, caractérisée par un corrélogramme de Moran en
« U » ; les corrélogrammes de Geary ont une forme inversée. Legendre
et Fortin (1989) ont simulé différents types de structure spatiale et
discutent de l'interprétation des corrélogrammes.
La plupart des corrélogrammes que nous avons calculés étaient peu
concluants. Pour les fichiers de données divisées en tranches de deux
semaines, l'absence d'autocorrélation significative est certainement due
au trop faible nombre d'observations contenues dans chaque période.
Règle générale, l'absence de structure claire dans un corrélogramme
spatial peut signifier qu'à l'échelle d'observation employée la surface
étudiée est vraiment homogène et jouit donc de propriétés uniformes
que l'on peut exploiter à des fins d'étude ou d'aménagement. En second
lieu, elle peut également indiquer que la grille d'échantillonnage est
inadéquate pour mettre en évidence la structure — gradient ou agréga-
tion — éventuellement observable à une autre échelle. Enfin, puisque le
corrélogramme décrit par une fonction unique la structure de toute la
surface à l'étude, à cause d'une anisotropie ou du fait que plusieurs
types de structure spatiale sont présents simultanément sur la surface à
l'étude.
Le corrélogramme de Moran des données d'introduction par effrac-
tion cumulées sur 11 mois (figure 1) présente justement une structure
mixte, qui ne peut être comprise que si on la compare à la carte
(figure 6) qui sera discutée plus bas. La pente négative du corrélo-
gramme correspond au gradient qui forme la structure spatiale est-ouest
observable sur la carte; quant à la forme du corrélogramme en «U»
entre les classes de distance 1 et 5, elle correspond vraisemblablement à
la largeur de la structure en vague observable selon l'axe nord-sud. Il
serait donc nécessaire de calculer des corrélogrammes indépendants
dans ces deux directions pour identifier plus clairement ces structures
spatiales.
Quant au corrélogramme de Moran calculé pour les données de vol
qualifié cumulées sur 11 mois (figure 2), il montre principalement une
forme en «U», qui correspondrait à la structure spatiale en vallée ob-
servable sur la carte de la figure 7.
b) Deuxième analyse : groupement sous contrainte
Tel qu'il est expliqué à la section des «méthodes», nous avons
opéré un regroupement des zones étudiées sous contrainte de contiguïté
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spatiale (programme Biogéo), afin de vérifier la configuration la plus
probable de la structure en termes de groupes homogènes; en d'autres
termes, nous cherchons à mettre en évidence des plaques de densité
analogue pour chacun des délits ainsi que pour la combinaison des deux
délits. Ce traitement produit des résultats très nets.
Afin d'exprimer l'intensité d'occurrence des incidents selon les
zones, nous présentons, aux tableaux I et II, les moyennes de zone
calculées à partir du nombre d'événements dans les secteurs pour toute
la période (11 mois). Il s'agit d'une simple préférence de présentation
puisque après la procédure de regroupement les modes sont très évi-
dents.
Tableau 1.























Dans les deux cas, on observe des résultats très cohérents,
conformes à ce que nous savons intuitivement du déroulement des évé-
nements dans ce district de police. La structure observée présente toute-
fois de brusques discontinuités ; ce fait permet de mieux comprendre les
résultats produits par les coefficients d'autocorrélation spatiale de Mo-
ran et de Geary. En effet, ces coefficients sont adaptés à l'analyse de
l'autocorrélation dans un milieu isotrope et continu. Ces conditions ne
sont pas présentes dans notre étude, comme en témoigne la cartographie
des délits. Ainsi, l'autocorrélation se manifeste au sein des sections du
territoire mais demeure plus difficilement mesurable pour l'ensemble, à
cause de la résolution (c'est-à-dire, une zone) de l'échelle spatiale rete-
nue pour cette étude.
La structure observée est stable lorsque l'on considère une période
de 11 mois. En revanche, nous pouvons seulement présumer qu'elle
s'est maintenue identique en très courte période. En effet, lorsque nous
avons analysé l'évolution sur les surfaces par intervalle de deux se-
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maines, les trop faibles fréquences d'événements par zone n'ont pas
permis de réaliser ce type d'analyse. Nous sommes ainsi amenés à
considérer plusieurs hypothèses. La première serait que la méthode
utilisée ne permet pas de capter le déplacement spatial de la criminalité.
Nous devons écarter cette possibilité étant donné la qualité de la mé-
thode de regroupement utilisée. Un autre point de vue admettrait que les
déplacements dans cette zone se produiraient plus lentement que prévu,
c'est-à-dire dans des intervalles de temps plus longs que ceux envisagés
dans cette étude. Ceci est plausible mais ne peut se vérifier que par une
réplique de cette étude dans la même zone sur une période beaucoup
plus longue. Nous l'envisageons.
Comme autre hypothèse, on pourrait admettre l'existence d'une
structure permanente ou quasi permanente qui exclurait toute turbulence
dans le réel. Une telle proposition serait très osée, même si la perma-
nence de la criminalité dans certains lieux est souvent évoquée et par-
fois observée. L'absence de turbulence demeure une possibilité qui
compléterait notre problématique. Toutefois, nous nous abstiendrons de
nous prononcer sur ce point avant d'avoir procédé aux observations que
cette recherche désigne, c'est-à-dire l'évolution des moyennes dans les
zones.
c) Troisième analyse : surfaces théoriques
L'analyse des surfaces théoriques conduit à des résultats particuliè-
rement intéressants. Les coordonnées spatiales des centroïdes des
27 zones ont d'abord été centrées sur leur moyenne (x' = x - 2,926; y' =
y - 0,185) avant le calcul des termes quadratiques et cubiques du poly-
nôme (équation 2).
Après la procédure d'élimination descendante, l'équation suivante
a été trouvée pour les introductions par effraction (INTRO) :
INTRO = 32,956 - l,507(x') + 3,234(y') - 0,544(y')2 - O,O58(y')3 (3)
Tous les coefficients de régression de cette équation sont significa-
tifs (p < 0,01). Cette équation spatiale explique 47,4 % de la variation
de la variable INTRO, ce qui représente une fraction hautement signifi-
cative (p = 0,005).
Quant aux vols qualifiés (variable QUAL), la procédure d'élimina-
tion descendante conduit à l'équation suivante :
QUAL = 59,136 + 6,530(y') - 0,061(x')(y')2 - 0,059(y')3 (4)
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Cette équation spatiale explique 31,2 % de la variation de la varia-
ble QUAL, ce qui en représente une part significative (p = 0,032). Deux
des trois coefficients de régression sont significatifs [(y'), p = 0,016;
(x')(y')2, p = 0,026. Quant au terme en (y')3, quoique son coefficient de
régression (p = 0,081) ne soit pas significatif au seuil de 5 %, il a quand
même été conservé dans l'équation puisque son élimination faisait
chuter le coefficient de détermination à 17,8 % et le rendant non signi-
ficatif.
Penchons-nous sur les résultats de cette modélisation spatiale pour
les introductions par effraction ; les valeurs prédites par le modèle de
régression sont cartographiées à la figure 3. Les cartes montrent d'abord
l'existence d'un gradient linéaire d'est en ouest (correspondant au terme
en (x') de l'équation (3) avec maximum à l'ouest; du nord au sud, la
structure est plus complexe ; elle croît depuis le secteur de la rue Sher-
brooke pour atteindre son maximum sur la ligne reliant les stations de
métro Place-des-Arts, Saint-Laurent, Berri-UQAM, Beaudry et
Papineau, et s'abaisser de nouveau vers le fleuve ; cette structure corres-
pond aux termes en (y'), (y')2 et (y')3 de l'équation (3). Les valeurs
maximales d'introduction par effraction prédites par ce modèle spatial
se situent donc autour de la station de métro Place-des-Arts. Rappelons
cependant que ce modèle n'explique que la moitié (47,4 %) de la varia-
tion des données; l'autre moitié, qui demeure pour le moment inexpli-
quée, pourrait faire l'objet d'une modélisation plus détaillée à l'aide de
variables indicatrices socio-économiques.
Les valeurs prédites par le modèle spatial de régression pour les
vols qualifiés sont cartographiées à la figure 4. Ce modèle, quoique
statistiquement significatif, n'explique que le tiers environ de la varia-
tion de la variable à l'étude. La structure spatiale principale est une
vague du nord au sud [correspondant aux termes (y'), (y')2 et (y')3 de
l'équation (4)], comme dans le modèle des introductions par effraction,
auquel s'ajoute une remontée dans la zone 20. De plus, la crête de la
vague se situe au niveau des rues Sherbrooke (dans sa partie ouest, entre
Jeanne-Mance et Laval) et Ontario (dans sa partie est), plutôt qu'autour
du boulevard de Maisonneuve. Notons que le modèle prédit des valeurs
minimales dans le corridor formé par la rue Saint-Catherine et le boule-
vard René-Lévesque ainsi que dans la partie sud-est du territoire à
l'étude.
Nous devons mentionner que le contraste entre les résultats obser-
vés pour ces deux types de délits demeure difficile à interpréter. En



































nelles, notamment les taux différentiels de signalement de ces types de
délits, nous invitent, dans cette première démarche, à une certaine pru-
dence. En revanche, il sera très important et intéressant de combiner les
deux dernières méthodes dans une réplique de cette étude en vue de
l'observation du déplacement de la criminalité.
CONCLUSION
Les implications des faits que nous avons sont importants à plu-
sieurs titres. Le premier point évident réside dans le constat de l'auto-
corrélation spatiale dans le secteur étudié. Il devient tout à fait
raisonnable de penser qu'elle existe ailleurs avec ou sans périodicité ou
turbulence. La question au sujet du déplacement demeure ouverte, mais
nos résultats par rapport à l'autocorrélation représentent pour nous un
acquis appréciable. Sur ce point, on peut constater que les trois mé-
thodes utilisées diffèrent en termes de complexité et d'adaptabilité aux
données criminologiques. Il nous a semblé que la cartographie illustrant
le regroupement par contiguïté est d'une portée plus générale et répond
le mieux à nos besoins en méthodologie actuellement.
Par ailleurs, il faut reconsidérer en conclusion un aspect important
de notre problématique de départ. Il s'agit de la praxis méthodologique
usuelle dans laquelle on confronte les criminalités à des variables socio-
économiques et démographiques dans des analyses de concomitances
ou de causalité. Toutes ou presque toutes ces variables sont liées à la
spatialité. Or, nous constatons, à la fin de cette recherche, qu'au-delà
des problèmes soulevés par les niveaux d'agrégation et les multicolinéa-
rités il devient maintenant inévitable de considérer celui qu'implique la
présence de l'autocorrélation spatiale. Nous rappelons qu'elle influence
les épreuves de signification des statistiques le plus souvent dans le sens
« libéral ». Finalement et à tout prendre, dans l'ignorance de ce fait, on a
certainement interprété et on interprète encore erronément un nombre
indiscernable de coefficients et de modèles. La logique et la prudence
ordonnent de renoncer définitivement à ce type de recherche, à moins
de tenir compte des faits évoqués dans ce texte.
La stratégie de recherche que nous préconisons est différente. Cha-
que fois qu'il est possible, procéder au type de regroupement spatial et
de cartographie décrits ci-avant et utiliser le résultat dans une analyse
comparative plus étendue des zones référées. L'utilisation des procé-
dures de groupement et de cartographie peut aider à résoudre les pro-
blèmes posés par les niveaux d'agrégation spatiale. Le choix d'opérer
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par l'analyse et la comparaison de sous-zones homogènes devrait ame-
ner des résultats plus facilement interprétables.
Les suites à donner à la présente recherche nous semblent intéres-
santes. Il s'agira pour nous de trouver ce qui distingue les différentes
zones avec des variables pertinentes au point de vue descriptif et théo-
rique. Il sera également nécessaire de reprendre la même étude dans le
même milieu au cours d'une autre période afin de pouvoir observer la
stabilité de la structure ainsi que les types éventuels de déplacement.
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