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Abstract
This paper is to study the inelastic Boltzmann equation without Grad’s angular cutoff
assumption, where the well-posedness theory of the solution to the initial value problem
is established for the Maxwellian molecules in a space of probability measure defined by
Cannone-Karch in [Comm. Pure. Appl. Math. 63 (2010), 747-778] via Fourier transform
and the infinite energy solutions are not a priori excluded as well. Meanwhile, the geometric
relation of the inelastic collision mechanism is introduced to handle the strong singularity
of the non-cutoff collision kernel. Moreover, we extend the self-similar solution to the
Boltzmann equation with infinite energy shown by Bobylev-Cercignani in [J. Stat. Phy.
106 (2002), 1039-1071] to the inelastic case by a constructive approach, which is also proved
to be the large-time asymptotic steady solution with the help of asymptotic stability result
in a certain sense.
Key words. Boltzmann Equation, Fourier transform, Non-cutoff assumption, Inelasticity, Proba-
bility measure, Self-similarity.
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1 Introduction
1.1 The inelastic Boltzmann equation. The kinetic equations have been widely used in the
granular materials and other industrial application, where the interactions are described by
inelastic collisions [15,31]. Thus, in this paper, we consider the inelastic homogeneous Boltzmann
equation in R3,
∂tf(v, t) = Qe(f, f)(v, t) (1.1)
with the non-negative initial condition,
f(v, 0) = F0(v), (1.2)
where the unknown density function f = f(v, t) is regarded as the density function of a probabil-
ity distribution, or more precisely, the initial datum F0 is assumed as a non-negative probability
measure on R3. The right hand side of (1.1) is given by the inelastic Boltzmann collision operator
Qe(g, f) =
∫
R3
∫
S2
B(|v − v∗|, σ) [Jg(v˜∗)f(v˜)− g(v∗)f(v)] dσdv∗, (1.3)
where the post-collisional velocities v∗, v (with respect to v˜∗, v˜ taken as the pre-collisional veloc-
ities) are {
v˜ = v+v∗2 − 1−e4e (v − v∗) + 1+e4e |v − v∗|σ
v˜∗ = v+v∗2 +
1−e
4e (v − v∗)− 1+e4e |v − v∗|σ,
(1.4)
where e ∈ [0, 1] is the so-called restitution coefficient (e = 1 denotes elastic collision and e = 0
denotes sticky collision), which is common practice to be chosen as constant [31], and J =∣∣∣∂(v˜,v˜∗)∂(v,v∗) ∣∣∣ is the determinant of the Jacobian from (v, v∗) to (v˜, v˜∗).
1.2 The collision kernel. The collision kernel B is a non-negative function that depends only
on |v − v∗| and cosine of the deviation angle θ, whose specific form can be determined from the
intermolecular potential using classical scattering theory [14]. For example, in the case of inverse
power law potentials U(r) = r−(s−1), 2 < s <∞, where r is the distance between two interacting
particles, it can be shown that the kinetic part and angular part of B are separated:
B(|v − v∗|, σ) = b(cos θ)Φ(|v − v∗|), cos θ = σ · (v − v∗)|v − v∗| , (1.5)
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where kinetic collision part Φ(|v − v∗|) = |v − v∗|γ , γ = s−5s−1 , includes hard potential (γ > 0),
Maxwellian molecule (γ = 0) and soft potential (γ < 0). Besides, the angular collision part
b(cos θ) is an implicitly defined function, asymptotically behaving as, when θ → 0+,
sin θb(cos θ)
∣∣
θ→0+ ∼ Kθ−1−ν , ν =
2
s− 1 , 0 < ν < 2 and K > 0, (1.6)
i.e., it has a non-integrable singularity when the deviation angle θ is small. The kernel (1.5)
encompasses a wide range of potentials, among which we mention two extreme cases: s = ∞,
γ = 1, ν = 0 corresponds to the hard spheres, and s = 2, γ = −3, ν = 2 corresponds to the
Coulomb interaction [30].
Here we will consider the Maxwellian kernel B(|v − v∗|, σ) = b( v−v∗|v−v∗| · σ) = b(cos θ), which
implies that B does not depend on |v− v∗|, such that the inelastic Boltzmann collision operator
can be rewritten as
Qe(g, f) =
∫
R3
∫
S2
b(cos θ) [Jg(v˜∗)f(v˜)− g(v∗)f(v)] dσdv∗ (1.7)
The range of deviation angle θ, namely the angle between pre- and post-collisional velocities, is a
full interval [0, pi], but it is customary to restrict it to [0, pi/2] mathematically, replacing b(cos θ)
by its “symmetrized” version [27]:
[b(cos θ) + b(cos (pi − θ))] 10≤θ≤pi2 , (1.8)
As it has been long known, the main difficulty in establishing the well-posedness result for
Boltzmann equation is that the singularity of the collision kernel b is not locally integrable in
σ ∈ S2. To avoid this, Harold Grad gave the integrable assumption [19] on the collision kernel
by a “cutoff ” near singularity. However, here we introduce the full singularity condition for the
collision kernel with non-cutoff assumption,
∃α0 ∈ (0, 2], such that
∫ pi
2
0
sinα0
(
θ
2
)
b(cos θ) sin θdθ <∞, (1.9)
which can handle the strongly singular kernel b in (1.6) with some 0 < ν < 2 and α0 ∈ (ν, 2].
Besides, we further illustrate that the non-cutoff assumption (1.9) can be rewritten as
(1− s)α02 b(s) ∈ L1([0, 1)), for α0 ∈ (0, 2], (1.10)
by means of the transformation of variable s = cos θ and symmetric version of b. As mentioned
in [25, Remark 1], the full non-cutoff assumption (1.9), or equivalently (1.10), is the extension
of the mild non-cutoff assumption of the collision kernel b used in [11], namely,
(1− s)
α0
4 (1 + s)
α0
4 b(s) ∈ L1 (−1, 1) , for α0 ∈ (0, 2]. (1.11)
1.3 The weak formulation. Similar to the elastic equation, the collision operator also has the
following weak formulation1,∫
R3
Qe(g, f)(v)φ(v)dv =
∫
R3
∫
R3
∫
S2
b (cos θ) g(v∗)f(v) [φ(v′)− φ(v)] dσdv∗dv, (1.12)
1For the sake of completeness, the detailed derivation of the weak formulation is included in the appendix A.
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where the post-collisional velocities v′∗, v
′ (with respect to v∗, v taken as the pre-collisional ve-
locities) are {
v′ = v+v∗2 +
1−e
4 (v − v∗) + 1+e4 |v − v∗|σ
v′∗ =
v+v∗
2 − 1−e4 (v − v∗)− 1+e4 |v − v∗|σ
(1.13)
Note that in this case v˜∗, v˜ do not collide with v′∗, v
′ since the inelastic collisions are not revertible.
Also note that one can easily verify the conservation of momentum and dissipation of energy [30],∫
R3
Qe(f, f)(v)dv = 0,
∫
R3
Qe(f, f)(v)vdv = 0, (1.14)
but ∫
R3
Qe(f, f)(v)|v|2dv ≤ 0. (1.15)
2 Main Results
2.1 Motivation
Although in the last decades the granular materials has become a popular subject in physical
research (for more detailed physical introduction to the kinetic equation in granular material,
we refer to [10]), the mathematical kinetic theory of granular gases is still young and restrictive.
For the inelastic Boltzmann equation, most of results are shown in the frame work of Grad’s
cutoff assumption (i.e., collision kernel b is constant) to best knowledge of the author. The three
dimensional inelastic Boltzmann equation with Maxwellian kernel was first studied by Bobylev-
Carrillo-Gamba in [5], where the well-posedness theory has been established. On the other hand,
there are lots of work for the so-called inelastic hard sphere model as well, where the collision
kernel is modified by multiplying the Maxwellian kernel b with the function of relative velocity.
For this model, we refer to the a series of complete work [22,24] by Mischler-Mouhot, where they
systematically studied the existence, uniqueness and tail behavior for inelastic hard sphere but
still with constant angular part b.
Hence, our first contribution here is expected to establish the well-posed theory of the com-
plete inelastic Boltzmann equation with long-range interaction, handling the non-cutoff assump-
tion (1.9), if the initial datum is a probability measure (since f in (1.1) itself is density function,
it is natural to consider the measure valued solution). As usual, we recall some classical work in
elastic case and try to learn some experience from them. Starting from late 1990s, Toscani and
coauthors systematically study the elastic homogeneous equation with finite energy in [13,18,29].
In [11], Cannone-Karch presented the existence and uniqueness of elastic Boltzmann equation
with Maxwellian molecule in a space of probability measure defined via Fourier transform, which
didn’t exclude infinite energy solution, but merely handled the mild singularity of collision kernel.
Fortunately, Morimoto extended their results to the strong singularity as well as proving some
smoothing effect in [25]. Meanwhile, Lu-Mouhot showed existence of weak measure valued solu-
tion without angular cutoff for hard potential, having finite mass and energy, as well as strong
stability and uniqueness under cutoff assumption in [20, 21]. In more general non-cutoff case
(including hard potential and soft potential, finite energy and infinite energy), Cho-Morimoto-
Wang-Yang also studied the measure valued solution with corresponded moment and smoothing
property in their series paper [16,26,27].
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Another attractive aspect of the Boltzmann equation is its self-similarity properties, especially
in the sense of asymptotic state. Precisely speaking: (i) In the regime of elastic case with
Maxwellian kernel, the well-known H-theorem implies the solution to Boltzmann equation tends
to the Maxwellian equilibrium as time goes to infinity, if the initial energy is finite. However,
when initial energy is infinite, the asymptotic state shall be described by the self-similar solution
firstly obtained by Bobylev-Cercignani in [6] and the asymptotic convergence has been proved
by Cannone-Karch [11] and Morimoto-Yang-Zhao [28] in the weak and strong sense respectively.
(ii) For the inelastic Boltzmann equation, Bobylev-Cercignani and Bisi-Carrillo-Toscani studied
self-similar solutions, long-time behavior respectively in [7] and [3] for the cutoff Maxwellian
kernel. Besides, the convergence to self-similarity for the inelastic cutoff hard sphere was further
proved by Mischler-Mouhot in [23]. More recently, Bobylev-Cercignani-Gamba in [8,9] developed
a more general approach to prove a family of self-similar solutions in radially symmetric case
and in [2] Federico-Lucia-Daniel analyzed the long-time asymptotic behavior for inelastic cutoff
Maxwellian kernel by the probabilistic method, where we also refer to good summary about
the convergence results under various circumstances in [2, Sec 1.2]. Based on the existed work,
our contribution in this part is to develop a constructive method in proving the existence of
self-similar solution to the inelastic Boltzmann equation with certain singular collision kernel,
which attracts all solutions with specific initial conditions in the sense of our defined norm.
Apart from the work mentioned above, we refer to classical review by Villani [30] for further
references in cutoff case and the recent review by Alexandre [1] under non-cutoff assumption.
2.2 Main Theorems
Thus, following the strategy in [11] and considering that any solution is a probability measure
for any t ≥ 0 after normalization, we denote P0(R3) as the set of all positive probability measures
on R3 and further Pα(R3) as the set of probability measures on R3 with finite moments up to the
order α ∈ [0, 2], which implies the possible existence of infinite energy solution, more precisely,
Pα(R3) = {f ∈ P0(R3)
∣∣ ∫
R3
f dv = 1,
∫
R3
|v|αf dv <∞
and if α > 1,
∫
R3
vjf dv = 0, j = 1, 2, 3}
(2.1)
see more complete definition of measure valued solution in [27]. Then the space K is constructed
to include characteristic functions, see Definition 3.1, which actually consists of the Fourier
transformation of probability measures by Bochner Theorem [12].
Let the Fourier transform of f be defined by
ϕ(ξ, t) = F(f)(ξ, t) =
∫
R3
e− iv·ξf(v, t)dv, (2.2)
it follows that the “inelastic” version Bobylev identity2 can be written as,
∂tϕ(ξ, t) =
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ(ξ, t)ϕ(0, t)
]
dσ, (2.3)
where, unlike the elastic case, the ξ+ and ξ− are defined as
ξ+e =
ξ
2
+
1− e
4
ξ +
1 + e
4
|ξ|σ, ξ−e =
ξ
2
− 1− e
4
ξ − 1 + e
4
|ξ|σ. (2.4)
2For the sake of completeness, the rigour proof of this identity is presented in the appendix A.
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For the sake of convenience, we introduce shorthand parameters a+ =
1+e
2 and a− =
1−e
2 , such
that,
ξ+e =
(
1
2
+
a−
2
)
ξ +
a+
2
|ξ|σ, (2.5)
ξ−e =
(
1
2
− a−
2
)
ξ − a+
2
|ξ|σ, (2.6)
ξ+e + ξ
−
e = ξ, |ξ+e |2 + |ξ−e |2 =
1 + a2+ + a
2
−
2
|ξ|2 + a+a−|ξ|2 ξ · σ|ξ| . (2.7)
Remark 2.1. To check this, one can compare (2.5)-(2.6) with the elastic case by selecting e = 1,
which implies that a+ = 1, a− = 0, then
ξ+ =
ξ + |ξ|σ
2
, ξ− =
ξ − |ξ|σ
2
, |ξ+|2 + |ξ−|2 = |ξ|2.
which is consistent with the well-known relations of elastic collision.
Therefore, benefiting from the simple form of Bobylev identity, here our main object will be
the equation (2.3) associated with the following initial condition:
ϕ(ξ, 0) = ϕ0(ξ) =
∫
R3
e− iv·ξdF0(v), (2.8)
where if ϕ0 ∈ Kα defined as (3.1) is the Fourier transform of a probability measure F0 satisfying
(2.1), then the corresponding solution ϕ = ϕ(ξ, t) to (2.3)-(2.8) is the Fourier transform of a
solution f = f(v, t) to the original initial value problem (1.1)-(1.2), see more explanations in [11].
Now we are in the position to state our main theorem on the well-posedness of the solution
ϕ to the initial value problem (2.3)-(2.8).
Theorem 2.2. (Well-posedness under non-cutoff assumption) Assume that e ∈ [0, 1] and the
collision kernel b satisfies the non-cutoff assumption (1.9) for some α0 ∈ [0, 2], then for each
α ∈ [α0, 2] and initial condition ϕ0 ∈ Kα, there exists a solution ϕ ∈ C ([0,∞) ,Kα) to the initial
value problem (2.3)-(2.8) and the solution ϕ is unique in the space C ([0,∞) ,Kα0).
Furthermore, for two solutions ϕ, ϕ˜ ∈ C ([0,∞) ,Kα) corresponding to the initial datum ϕ0, ϕ˜0
respectively, we have the stability result, for every t ≥ 0,
‖ϕ(t)− ϕ˜(t)‖α ≤ eλe,αt ‖ϕ0 − ϕ˜0‖α , (2.9)
where the finite parameter λe,α is defined as,
λe,α ≡
∫
S2
b
(
ξ · σ
|ξ|
)( |ξ+e |α + |ξ−e |α
|ξ|α − 1
)
dσ. (2.10)
Note that the quantity will λe,α appears systematically in the rest of the paper, which nearly
play the same role as corresponded parameter λα in elastic case [11], defined by
λα ≡
∫
S2
b
(
ξ · σ
|ξ|
)( |ξ+|α + |ξ−|α
|ξ|α − 1
)
dσ = 2pi
∫ pi
2
0
b(cos θ)
(
sinα
θ
2
+ cosα
θ
2
− 1
)
sin θdθ.
(2.11)
and λe,α = λα if and only if the restitution coefficient e = 1. More important properties of λe,α
and another parameter γe,α as (4.2) will be discussed in the Lemma 4.1 below.
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The complete proof of Theorem 2.2 will be presented in section 5 by standard compact
argument, which is based on the well-posed theory under cutoff assumption firstly given in section
4. The uniqueness conclusion is guaranteed by stability result under non-cutoff assumption (1.9).
Besides that, in order to study the large time behaviour of a class of solution to system
(2.3)-(2.8), we also consider the constant restitution coefficient e ∈ [0, 1] to have the self-similar
scaling ϕ (ξ, t) = Φ (ξ eµt) such that we can reduce the study of self-similar solution to the study
of stationary solution to the following rescaled equation:
µη · ∇Φ(η) =
∫
S2
b
(
η · σ
|η|
)[
Φ(η+e )Φ(η
−
e )− Φ(η)Φ(0)
]
dσ, (2.12)
which is obtained by substituting the profile Φ (ξ eµt) into (2.3) and the variable η+ and η− have
the analogous definition as the vector in (2.5)-(2.6). In fact, we claim that the coefficients µ can
be determined by
µ = µe,α =
λe,α
α
, (2.13)
which can be shown in the proof of the following Theorem 2.3 in section 6. In contrast with
the general method in [8, 9], we apply a totally different constructive approach to obtain the
self-similar solution for the inelastic Boltzmann equation with infinite energy motivated by [6].
Theorem 2.3. (Existence of self-similar solution) Assume that e ∈ [0, 1] and the collision kernel
b satisfies the non-cutoff assumption (1.9) for some α ∈ (0, 2). For each constant K < 0 and
µe,α defined in (2.13), there exists a radially symmetric solution Φ(η) = Φ(|η|) = Φ(α)e,K ∈ Kα to
the equation (2.12) satisfying
lim
|η|→0
Φ
(α)
e,K (η)− 1
|η|α = K, (2.14)
where K is the coefficient Ψ
(α)
1 of (6.12).
The complete proof will be given in section 6.
Remark 2.4. Note that the negativity of constant K is definite, though its value is not strictly
determined, which has the same reason as elastic case that Φ
(α)
e,K is proved to be characteristic
function satisfying
∣∣∣Φ(α)e,K(η) ≤ 1∣∣∣ as well, see [11, Remark 6.3] for more details.
On the other hand, it is more convenient to work in self-similar variables to study the role
played by the self-similar profile Φ in large time behavior, which means that, given a solution
ϕ (ξ, t), we consider another new function
φ(α)e (ξ, t) = ϕ
(
ξ e−µe,αt, t
)
, (2.15)
therefore, we can reduce the initial value problem (2.3)-(2.8) to the following new initial value
problem,
∂tφ
(α)
e (ξ, t) + µe,αξ · ∇φ(α)e =
∫
S2
b
(
ξ · σ
|ξ|
)[
φ(α)e
(
ξ+e , t
)
φ(α)e
(
ξ−e , t
)− φ(α)e (ξ, t)φ(α)e (0, t)] dσ,
(2.16)
with the following initial datum
φ (ξ, 0) = φ0 (ξ) = ϕ0 (ξ) . (2.17)
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Note that, in the new variable, the self-similar profiles Φ is claimed as stationary solutions to the
initial value problem above (2.16)-(2.17). Before showing that, we give the following stability
result with respect to the rescaled initial value problem (2.16)-(2.17),
Theorem 2.5. (Asymptotic stability of rescaled equation) Assume that e ∈ [0, 1] and the col-
lision kernel b satisfies the non-cutoff assumption (1.9) for α0 ∈ (0, 2). Let α ∈ [α0, 2) and
suppose that the two initial datums φ0, φ˜0 ∈ Kα satisfy the following condition
lim
|ξ|→0
φ0(ξ)− φ˜0(ξ)
|ξ|α = 0, (2.18)
then the corresponded solutions φ
(α)
e (ξ, t), φ˜
(α)
e (ξ, t) to the rescaled initial value problem (2.16)-
(2.17) approach each other in the following sense:
lim
t→∞
∥∥∥φ(α)e (t)− φ˜(α)e (t)∥∥∥
α
= 0. (2.19)
The complete proof of Theorem 2.5 is presented in 6.3, which relies on the basic stability
result (2.9) above.
Remark 2.6. It is noted that asymptotic stability result can be reduced to the pre-scaled initial
value problem (2.3)-(2.8), in the sense that if two initial datum ϕ0, ϕ˜0 ∈ Kα satisfying the (2.18),
lim
t→∞ e
−λe,αt ‖ϕ− ϕ˜‖α = 0, (2.20)
which is the direct consequence after changing variable back, similar to the elastic case, see more
in [11, Remark 2.9-2.10].
Together with the Proposition 6.1 about Φ and the asymptotic stability result Theorem 2.5,
we can directly find that the solution φ
(α)
e (ξ, t) = ϕ (ξ e−µe,αt, t) to (2.3)-(2.8) converges (in
self-similar variables) towards the self-similar profile Φ for some specific initial conditions,
Corollary 2.7. Assume that e ∈ [0, 1] and the collision kernel b satisfies the non-cutoff assump-
tion (1.9) for α0 ∈ (0, 2). Let α ∈ [α0, 2) and φ0(ξ) be the initial condition such that
lim
|ξ|→0
φ0(ξ)− 1
|ξ|α = K, (2.21)
for some K ≤ 0. Then, the solution φ(α)e (ξ, t) to the initial value problem (2.16)-(2.17) converges
to the self-similar profile Φ
(α)
e,K in the following sense,
lim
t→∞
∥∥∥φ(α)e (t)− Φ(α)e,K∥∥∥
α
= 0, if K < 0, (2.22)
and
lim
t→∞
∥∥∥φ(α)e (t)− 1∥∥∥
α
= 0, if K = 0. (2.23)
Remark 2.8. Note that the proof of the convergence can be regarded as the special case of
Theorem 2.5 above, thus, this convergence in the weak sense holds true in the metric of the space
Kα. To return the function φ and Φ(α)e,K in the Fourier space back to f and its corresponded
steady profile F in velocity space, it is more appropriate to consider in the space P˜α = F−1(Kα),
which is recently introduced by Morimoto-Wang-Yang [26]. For this part, the convergence result
in a more accurate sense is under preparing by the author.
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2.3 Plan of the paper
The paper is organized as follows. In the next section 3 we will first give some basic properties
of the characteristic function ϕ as well as some useful estimates about inelastic variables ξ+e , ξ
−
e
and the well-definedness of inelastic collision operator, which are the key parts to further establish
well-posedness theory. In section 4, we construct the solution under cutoff assumption by using
the Banach fixed point theorem and further prove the stability result. The well-posed theory
under the non-cutoff assumption is established by compactness argument based on cutoff results
in section 5. The final section 6 is devoted to study the self-similar solution to the inelastic
equation for some certain initial conditions and prove the asymptotic convergence to such self-
similar profile in a suitable sense.
3 Preliminary
3.1 Some Properties of Characteristic Function
As the original Boltzmann equation (1.1)-(1.2) has been transformed into the study of the
initial value problem in the Fourier variables (2.3)-(2.8) in the space of characteristic functions
K, we first present some basic properties of characteristic function, which has been devoted to
the study of spatially homogeneous Boltzmann equation in Fourier space for a long time.
Definition 3.1. A function ϕ := R3 7→ C is called a characteristic function if there is a
probability measure F (i.e. a Borel measure with
∫
R3 dF (v) = 1) such that we have the identity
ϕ(ξ) = fˆ(ξ) =
∫
R3 e
− iv·ξdF (v). We will denote the set of all characteristic function ϕ := R3 7→ C
by K.
Inspired by [11, 27], we also define the subspace Kα of all characteristic functions K as
following:
Kα = {ϕ ∈ K; ‖ϕ− 1‖α <∞} , (3.1)
where
‖ϕ− 1‖α = sup
ξ∈R3
|ϕ(ξ)− 1|
|ξ|α . (3.2)
The set Kα endowed with the distance ‖·‖α, for any ϕ, ϕ˜ ∈ Kα,
‖ϕ− ϕ˜‖α = sup
ξ∈R3
|ϕ(ξ)− ϕ˜(ξ)|
|ξ|α , (3.3)
is a complete metric space, with the following embedding relation,
{1} ⊆ Kα ⊆ Kα0 ⊆ K0, for all 2 ≥ α ≥ α0 ≥ 0. (3.4)
Note that the Fourier transform of every probability measure in Pα(R3) belongs to Kα, however,
the set Kα is bigger than the F(Pα), see [11, Remark 3.16].
Lemma 3.2. For any positive definite function ϕ = ϕ(ξ) ∈ K such that ϕ(0) = 1, we have
|ϕ(ξ)− ϕ(η)|2 ≤ 2 (1−< [ϕ(ξ − η)]) (3.5)
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and
|ϕ(ξ)ϕ(η)− ϕ(ξ + η)|2 ≤
(
1− |ϕ(ξ)|2
)(
1− |ϕ(η)|2
)
(3.6)
for all ξ, η ∈ R3 and moreover if ϕ ∈ Kα, then
|ϕ(ξ)− ϕ(ξ + η)| ≤ ‖ϕ− 1‖α
(
4|ξ|α2 |η|α2 + |η|α) . (3.7)
Proof. The proof is based on the definition of positive definite function, where the inequalities
(3.5)-(3.6) can be found in [11, Lemma 3.8] and the last inequality (3.7) can be found in [25,
Lemma 2.1] for reference.
Lemma 3.3. Let α ∈ [0, 2] and ϕ ∈ Kα, then <(ϕ) ∈ Kα,
‖<(ϕ)− 1‖α ≤ ‖ϕ− 1‖α , (3.8)
and
sup
ξ∈R3/{0}
|=[ϕ(ξ)]|
|ξ|α ≤ ‖ϕ− 1‖α . (3.9)
Proof. In fact, for any characteristic function ϕ ∈ Kα, its real part <(ϕ) is the characteristic
function as well, thanks to the identity <(ϕ) = (ϕ+ ϕ¯) /2. Then, by the Pythagorean theorem,
we have
|ϕ(ξ)− 1|2 = |= [ϕ(ξ)]|2 + |< [ϕ(ξ)− 1]|2 ≥ |< [ϕ(ξ)]− 1|2 . (3.10)
After dividing the equation above by |ξ|α and calculating the supremum with respect to ξ ∈
R3/{0}, we obtain
‖ϕ− 1‖α ≥ ‖<(ϕ)− 1‖α . (3.11)
Besides, considering the inequality |ϕ(ξ)− 1| ≥ |=ϕ(ξ)|, we can find that
sup
ξ∈R3/{0}
|=[ϕ(ξ)]|
|ξ|α ≤ ‖ϕ− 1‖α . (3.12)
3.2 Useful Estimates about Inelastic Variables and Collision Operator
In this subsection, we will introduce some technical estimates of variable ξ+e and ξ
−
e in the
following Lemma 3.4 and 3.5, based on our observation and some elementary inequalities, which
then play a key role in proving that the inelastic Bobylev Identity is also well-defined under
non-cutoff assumption (1.9) in Lemma 3.6.
Lemma 3.4. Let ξ+e and ξ
−
e be the variables defined as (2.5) and (2.6) respectively with e ∈ [0, 1],
then for α ∈ [0, 2], we have
[a+(1 + a−)]
α
2
(
1 + ξ·σ|ξ|
2
)α
2
|ξ|α ≤ ∣∣ξ+e ∣∣α ≤
[
(1 + a−)
2
+ (a+)
2
2
]α
2
(
1 + ξ·σ|ξ|
2
)α
2
|ξ|α , (3.13)
and ∣∣ξ−e ∣∣α = (a2+)α2
(
1− ξ·σ|ξ|
2
)α
2
|ξ|α . (3.14)
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Proof. The proof is based on the observation as well as the Cauchy’s inequality: Starting from
the specific form ξ+e defined as (2.5) and calculating the identity |ξ+e |2 = ξ+e · ξ+e , we have
|ξ+e |2 =
[(
1 + a−
2
)2
+
(a+
2
)2
+
a+(1 + a−)
2
ξ · σ
|ξ|
]
|ξ|2 , (3.15)
moreover, considering the Cauchy’s inequality a+(1+a−)2 ≤ (1+a−)
2
4 +
a2+
4 =
(
1+a−
2
)2
+
(a+
2
)2
,
we’re able to extract the common factor
[
(1+a−)2+(a+)2
2
]
and then obtain the right hand side of
(3.13) by computing (·)α2 ,
∣∣ξ+e ∣∣α ≤
[(
1 + a−
2
)2
+
(a+
2
)2]α2 (
1 +
ξ · σ
|ξ|
)α
2
|ξ|α
=
[
(1 + a−)
2
+ (a+)
2
2
]α
2
(
1 + ξ·σ|ξ|
2
)α
2
|ξ|α ,
(3.16)
meanwhile, by the same Cauchy’s inequality
(
1+a−
2
)2
+
(a+
2
)2 ≥ a+(1+a−)2 , we can obtain the
left hand side of (3.13) by computing (·)α2 ,
∣∣ξ+e ∣∣α ≥ [a+(1 + a−)2
]α
2
(
1 +
ξ · σ
|ξ|
)α
2
|ξ|α
= [a+(1 + a−)]
α
2
(
1 + ξ·σ|ξ|
2
)α
2
|ξ|α .
(3.17)
The proof of (3.13) will be complete by combining the (3.16) and (3.17). On the other hand, we
can also computing |ξ−e |2 by using the formula (2.6) ,to obtain that
|ξ−e |2 =
[(
1− a−
2
)2
+
(a+
2
)2
− a+(1− a−)
2
ξ · σ
|ξ|
]
|ξ|2 , (3.18)
by noticing the relation between a+ and a− that a+ = 1− a− as well as further calculation, we
can directly get the identity (3.14).
Lemma 3.5. Let α ∈ [0, 2] and e ∈ [0, 1]. For each ξ ∈ R3, the inelastic variables ξ+e and ξ−e
are defined as (2.5) and (2.6) with some fixed σ ∈ S2 respectively. Then, for ϕ ∈ Kα,∣∣ϕ(ξ+e )ϕ(ξ−e )− ϕ(ξ)ϕ(0)∣∣ ≤ 4 ∣∣ξ+e ∣∣α2 ∣∣ξ−e ∣∣α2 ‖ϕ− 1‖α , (3.19)
more precisely,∣∣ϕ(ξ+e )ϕ(ξ−e )− ϕ(ξ)ϕ(0)∣∣
≤ 4 (a2+)α4
[
(1 + a−)
2
+ (a+)
2
2
]α
4
(
1− ξ·σ|ξ|
2
)α
4
(
1 + ξ·σ|ξ|
2
)α
4
|ξ|α ‖ϕ− 1‖α .
(3.20)
Proof. Start with the following identity
1− |ϕ(ξ)|2 = (1− ϕ(ξ))
(
1 + ϕ(ξ)
)
+ 2= [ϕ(ξ)] , (3.21)
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together with the estimate (3.9) in Lemma 3.3 and the following inequality,∣∣∣1 + ϕ(ξ)∣∣∣ ≤ 1 + |ϕ(ξ)| ≤ 2, (3.22)
we can deduce from the inequality (3.21) that
0 ≤ 1− |ϕ(ξ)|2 ≤ 4 |ξ|α ‖ϕ− 1‖α . (3.23)
In fact, the (3.23) holds if we substitute ξ+e and ξ
−
e into it. Recalling that ϕ(0) = 1 and the
relation ξ+e + ξ
−
e = ξ, consequently, we’re able to apply the inequality (3.6),∣∣ϕ(ξ+e )ϕ(ξ−e )− ϕ(ξ)∣∣ ≤√(1− ∣∣ϕ(ξ+e )∣∣2)(1− ∣∣ϕ(ξ−e )∣∣2) (3.24)
≤ 4 ∣∣ξ+e ∣∣α2 ∣∣ξ−e ∣∣α2 ‖ϕ− 1‖α . (3.25)
Furthermore, considering the (3.13) and (3.14) in Lemma 3.4, we can finally obtain (3.20).
With the help of the preliminary estimates (3.3) - (3.5) above, we’re able to prove the following
technical Lemma 3.6 to show that the nonlinear term in the right hand side of (2.3) is well-defined
for any function ϕ ∈ Kα, even the strong singularity condition (1.9) of the collision kernel b holds.
Lemma 3.6. Assume that e ∈ [0, 1] and collision kernel b satisfies the non-cutoff assumption
(1.9) for α0 ∈ (0, 2]. If ϕ ∈ Kα for α ∈ [α0, 2], then∣∣∣∣∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e )ϕ(ξ
−
e )− ϕ(0)ϕ(ξ)
]
dσ
∣∣∣∣ ≤ Ce
[∫ pi
2
0
sinα
(
θ
2
)
b(cos θ) sin θdθ
]
‖1− ϕ‖α |ξ|α <∞
(3.26)
where Ce is a constant depending on the restitution coefficient e.
Proof. By introducing ζe =
(
ξ+e · ξ|ξ|
)
ξ
|ξ| as the middle variable as well as considering the fact
that ϕ(0) = 1,∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e )ϕ(ξ
−
e )− ϕ(0)ϕ(ξ)
]
dσ (3.27)
=
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e )ϕ(ξ
−
e )− ϕ(ξ+e ) + ϕ(ξ+e )− ϕ(ξ)
]
dσ (3.28)
=
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e )− ϕ(ξ)
]
dσ +
∫
S2
b
(
ξ · σ
|ξ|
)
ϕ(ξ+e )
[
ϕ(ξ−e )− 1
]
dσ (3.29)
=
1
2
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e ) + ϕ(ξ˜e
+
)− 2ϕ(ξ)
]
dσ +
∫
S2
b
(
ξ · σ
|ξ|
)
ϕ(ξ+e )
[
ϕ(ξ−e )− 1
]
dσ (3.30)
=
1
2
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e ) + ϕ(ξ˜e
+
)− 2ϕ(ζe)
]
dσ +
∫
S2
b
(
ξ · σ
|ξ|
)
[ϕ(ζe)− ϕ(ξ)] dσ (3.31)
+
∫
S2
b
(
ξ · σ
|ξ|
)
ϕ(ξ+e )
[
ϕ(ξ−e )− 1
]
dσ (3.32)
:=I1 + I2 + I3 (3.33)
12
Figure 1: Illustration of the inelastic collision mechanism with cos θ = ξ·σ|ξ| and η
+
e = ξ
+
e − ζe.
(i) For the first part I1, by considering the symmetric geometry relation ξ
+
e = ζe + η
+
e and
ξ−e = ζe + (−η+e ) as in Figure 1, we obtain,∣∣∣ϕ(ξ+e ) + ϕ(ξ˜e+)− 2ϕ(ζe)∣∣∣ = ∣∣∣∣∫
R3
e− iζe·v
(
e− iη
+
e ·v + eiη
+
e ·v − 2
)
dF (v)
∣∣∣∣ (3.34)
≤
∫
R3
∣∣e− iζe·v∣∣ (2− e− iη+e ·v − eiη+e ·v) dF (v) (3.35)
=2− ϕ(η+e )− ϕ(−η+e ) (3.36)
=
[
1− ϕ(η+e )
]
+
[
1− ϕ(−η+e )
]
(3.37)
≤2 ‖1− ϕ‖α
∣∣η+e ∣∣α ≤ 2 ‖1− ϕ‖α ∣∣η+∣∣α ≤ 2 ‖1− ϕ‖α |ξ|α sinα(θ2
)
, (3.38)
where we utilize the relationship |η+| = |ξ+| sin ( θ2) and |ξ+| ≤ |ξ| in the last inequality. As a
result, we have, according to the assumption (1.9),
|I1| ≤ C1 ‖1− ϕ‖α |ξ|α
∫ pi
2
0
sinα
(
θ
2
)
b(cos θ) sin θdθ <∞. (3.39)
(ii) For the second part I2, with the help of the inequality (3.7) in Lemma 3.2 and ζe − ξ = ηe
in Figure 1, we have
|ϕ(ζe)− ϕ(ξ)| ≤ ‖ϕ− 1‖α
(
4|ξ|α2 |ηe|α2 + |ηe|α
)
, (3.40)
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together with the geometric relation |ζe − ξ| = |ηe| ≤ |η| = |ζ − ξ| = |ξ| sin2
(
θ
2
)
, we can further
obtain that
|I2| ≤
∫
S2
b
(
ξ · σ
|ξ|
)
‖ϕ− 1‖α
(
4|ξ|α2 |ηe|α2 + |ηe|α
)
dσ (3.41)
≤C2 ‖1− ϕ‖α |ξ|α
∫ pi
2
0
sinα
(
θ
2
)
b(cos θ) sin θdθ <∞. (3.42)
(iii) For the last part I3, following the similar estimates above and considering the fact that
|ϕ(ξ+e )| ≤ 1, we have,
|I3| =
∣∣∣∣∫
S2
b
(
ξ · σ
|ξ|
)
ϕ(ξ+e )
[
ϕ(ξ−e )− 1
]
dσ
∣∣∣∣ (3.43)
≤
∫
S2
b
(
ξ · σ
|ξ|
) ∣∣ϕ(ξ−e )− 1∣∣dσ (3.44)
≤
∫
S2
b
(
ξ · σ
|ξ|
)
‖1− ϕ‖α
∣∣ξ−e ∣∣α dσ (3.45)
≤‖1− ϕ‖α
∫
S2
b
(
ξ · σ
|ξ|
)(
a2+
2
)α
2
(
1− ξ · σ|ξ|
)α
2
|ξ|α dσ (3.46)
≤C3 ‖1− ϕ‖α |ξ|α
∫ pi
2
0
sinα
(
θ
2
)
b(cos θ) sin θdθ, (3.47)
where we use the estimate (3.14) in Lemma 3.4 as well as the fact that ξ·σ|ξ| = cos θ. Summing
up the estimates in (i), (ii) and (iii), we obtain the desired estimate (3.26).
Remark 3.7. In fact, without considering the geometric relation in Figure 1, we can still find
that the initial value problem (2.3)-(2.8) is well-defined if there is only mild singularity assump-
tion (1.11), by the following simple calculation,
∂tϕ(ξ, t) =
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ(ξ, t)ϕ(0, t)
]
dσ (3.48)
≤4
∫
S2
b
(
ξ · σ
|ξ|
) ∣∣ξ+e ∣∣α2 ∣∣ξ−e ∣∣α2 ‖ϕ− 1‖α dσ (3.49)
≤4 (a2+)α4
[
(1 + a−)
2
+ (a+)
2
2
]α
4
|ξ|α ‖ϕ− 1‖α (3.50)
∫
S2
b
(
ξ · σ
|ξ|
)(
1− ξ·σ|ξ|
2
)α
4
(
1 + ξ·σ|ξ|
2
)α
4
dσ (3.51)
=4γα
2
(
a2+
)α
4
[
(1 + a−)
2
+ (a+)
2
2
]α
4
|ξ|α ‖ϕ− 1‖α <∞, (3.52)
where γα
2
has the same definition as in (4.3) below and we utilize the estimate (3.19) of Lemma
3.5 in the first inequality as well as estimate (3.13)-(3.14) of Lemma 3.4 in the second inequality
above.
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4 Well-posedness under the Cutoff Assumption
4.1 Technical Results of the Cutoff Collision Operator
In this section, we firstly construct the solution of the initial value problem (2.3)-(2.8) and
study its stability in the space Kα under the cutoff assumption on the collision kernel b in the
sense that, for all ξ ∈ R3/{0}, ∫
S2
b
(
ξ · σ
|ξ|
)
dσ <∞ (4.1)
in fact, we will dispense with the assumption and prove the existence of solutions to the initial
value problem (2.3)-(2.8) by compactness argument in next section 5.
Similar to the elastic case in [11], we also introduce some corresponded parameters that
appears systematically in our following proof.
Lemma 4.1. Assume that e ∈ [0, 1] and the collision kernel b satisfy the cutoff assumption
(4.1), for all α ∈ [0, 2] and ξ ∈ R3/ {0}, we define the parameter γe,α,
γe,α ≡
∫
S2
b
(
ξ · σ
|ξ|
) |ξ+e |α + |ξ−e |α
|ξ|α dσ, (4.2)
and γe,α = γα if and only if the restitution coefficient e = 1, where the γα is the corresponded
parameter in elastic case,
γα ≡
∫
S2
b
(
ξ · σ
|ξ|
) |ξ+|α + |ξ−|α
|ξ|α dσ = 2pi
∫ pi
2
0
b(cos θ)
(
sinα
θ
2
+ cosα
θ
2
)
sin θdθ. (4.3)
Furthermore, if the collision kernel b satisfy the non-cutoff assumption (1.9), we have the pa-
rameter λe,α defined as (2.10) above,
λe,α ≡
∫
S2
b
(
ξ · σ
|ξ|
)( |ξ+e |α + |ξ−e |α
|ξ|α − 1
)
dσ. (4.4)
Then γe,α and λe,α are finite and independent of |ξ|.
Proof. The proof is followed from the direct calculation by substituting the estimates of ξ+e and
ξ−e in the Lemma 3.4: For γe,α,
(
a2+
)α
2 [a+(1 + a−)]
α
2 γα ≤ γe,α ≤
(
a2+
)α
2
[
(1 + a−)
2
+ (a+)
2
2
]α
2
γα. (4.5)
Note that the property of γα has been proved in [11, Lemma 4.1] corresponding to the elastic
case.
For λe,α under cutoff assumption, the finiteness can be immediately found with the help of
γe,α in (4.1); then to handle the non-cutoff collision kernel (1.9), we have the following estimate,
λe,α =
∫
S2
b
(
ξ · σ
|ξ|
)( |ξ+e |α
|ξ|α +
|ξ−e |α
|ξ|α − 1
)
dσ
≤
∫
S2
b
(
ξ · σ
|ξ|
)(
a2+
)α
2
(
1− ξ·σ|ξ|
2
)α
2
dσ
=2pi
(
a2+
)α
2
∫ pi
2
0
sinα
(
θ
2
)
b(cos θ) sin θdθ <∞
(4.6)
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where in the middle inequality we apply the geometric relation |ξ+e | ≤ |ξ| in Figure 1 as well as
the estimate (3.14) of |ξ−e |. This completes the proof of the Lemma.
In order to construct the solution by Banach fixed point theorem, we also present another
technical Lemma 4.2 about the inelastic nonlinear operator Ge (ϕ), defined as following:
Ge (ϕ) (ξ) :=
∫
S2
b
(
ξ · σ
|ξ|
)
ϕ(ξ+e )ϕ(ξ
−
e ) dσ, (4.7)
where ξ+e and ξ
−
e are defined in (2.5) and (2.6).
Lemma 4.2. Let e ∈ [0, 1], α ∈ [0, 2] and the collision kernel b satisfy the cutoff assumption
(4.1). For any ϕ ∈ Kα, the function Ge (ϕ) is continuous and positive definite. Moreover, we
have
|Ge (ϕ) (ξ)− Ge (ϕ˜) (ξ)| ≤ γe,α ‖ϕ− ϕ˜‖α |ξ|α (4.8)
for all ϕ, ϕ˜ ∈ Kα and all ξ ∈ R3/{0}.
Proof. For all ϕ ∈ Kα, to show that Ge (ϕ) is continuous and positive definite, it suffices to show
the estimate (4.8) holds, since the properties for ϕ ∈ Kα, we have |ϕ(ξ−e )| ≤ 1, |ϕ˜(ξ+e )| ≤ 1, we
obtain
|Ge (ϕ) (ξ)− Ge (ϕ˜) (ξ)| (4.9)
=
∣∣∣∣∫
S2
b
(
ξ · σ
|ξ|
)[(
ϕ(ξ+e )− ϕ˜(ξ+e )
)
ϕ(ξ−e ) + ϕ˜(ξ
+
e )
(
ϕ(ξ−e )− ϕ˜(ξ−e )
)]
dσ
∣∣∣∣ (4.10)
≤
∫
S2
b
(
ξ · σ
|ξ|
)(‖ϕ− ϕ˜‖α ∣∣ξ+e ∣∣α + ‖ϕ− ϕ˜‖α ∣∣ξ−e ∣∣α) dσ (4.11)
= ‖ϕ− ϕ˜‖α
∫
S2
b
(
ξ · σ
|ξ|
)(∣∣ξ+e ∣∣α + ∣∣ξ−e ∣∣α) dσ (4.12)
≤γe,α ‖ϕ− ϕ˜‖α |ξ|α (4.13)
for all ξ ∈ R3.
4.2 Well-posedness under Cutoff Assumption
Now we are ready to give the construction of solution to the initial value equation (2.3)-(2.8)
in space Kα. Firstly, based on the cutoff assumption (4.1), we denote the consistent notation as
in [11],
γ2 =
∫
S2
b
(
ξ · σ
|ξ|
)
dσ = 2pi
∫ pi
2
0
b(cos θ) sin θdθ <∞, (4.14)
meanwhile, considering the fact that ϕ(0, ξ) = 1 for all t ≥ 0, we are able to rewrite the equation
(2.3) into the following form:
∂tϕ+ γ2ϕ = Ge (ϕ) . (4.15)
Then multiplying (4.15) by the factor eγ2t and integrating with respect to t, we obtain the
following equivalent formulation of equation (2.3)-(2.8):
ϕ(ξ, t) = ϕ0(ξ) e
−γ2t +
∫ t
0
e−γ2(t−τ)Ge (ϕ(·, τ)) (ξ) dτ. (4.16)
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Theorem 4.3. (Well-posedness under cutoff assumption) Let e ∈ [0, 1], α ∈ [0, 2] and the
collision kernel b satisfy the cutoff assumption (4.1). For each initial datum ϕ0 ∈ Kα, there
exists a unique solution ϕ(ξ, t) to problem (2.3)-(2.8) such that ϕ ∈ χα := C ([0,∞) ,Kα).
Furthermore, if ϕ, ϕ˜ ∈ C ([0,∞) ,Kα) are two solutions corresponding to the initial datum ϕ0, ϕ˜0
respectively. Then, for every t ≥ 0 and R ∈ (0,∞],
‖ϕ(t)− ϕ˜(t)‖α,R ≤ eλe,αt ‖ϕ0 − ϕ˜0‖α,R (4.17)
in the sense of the quasi-metric as following: for any R ∈ (0,∞] and ϕ, ϕ˜ ∈ Kα,
‖ϕ(t)− ϕ˜(t)‖α,R ≡ sup|ξ|≤R
|ϕ(ξ, t)− ϕ˜(ξ, t)|
|ξ|α , (4.18)
where the constant λe,α = γe,α − γ2.
Proof. (I) Proof of Existence and Uniqueness: For fixed ϕ0 ∈ Kα and any ϕ ∈ Kα, we’re ready
to apply the Banach fixed point theorem to the non-linear operator,
P(ϕ)(ξ, t) ≡ ϕ0(ξ) e−γ2t +
∫ t
0
e−γ2(t−τ)Ge (ϕ(·, τ)) (ξ) dτ. (4.19)
We prove the local existence and uniqueness by showing that operator P : χαT 7→ C([0, T ],Kα)
has a unique fixed point in the space χαT ⊂ C([0, T ],Kα) defined as
χαT :=
{
ϕ ∈ C ([0, T ],Kα) : sup
t∈[0,T ]
‖ϕ(t, ·)‖α <∞
}
, (4.20)
which is a complete metric space with respect to the induced norm
‖·‖χαT := supt∈[0,T ]
‖·‖α . (4.21)
(i) We need to show that, for any ϕ ∈ χαT and every t ∈ [0, T ], the function P(ϕ)(ξ, ·) ∈ Kα,
which means that P(ϕ)(ξ, t) is still continuous and positive definite: actually considering the
Lemma 4.2, we find that Ge (ϕ(·, τ)) is continuous and positive definite for every τ ∈ [0, t],
then P(ϕ)(ξ, t) ∈ Kα can directly follow the [11, Lemma 3.5] (which implies that the linear
combination with positive coefficients of positive definite functions is still a positive definite
function), if one approximates the integral on the right hand side of (4.19) by finite sums with
positive coefficients.
Hence, for every ϕ ∈ χαT , by noticing the integration that γ2
∫ t
0
e−γ2(t−τ)dτ = 1 − e−γ2t, we
rewrite the equation (4.19) as following
P(ϕ)(ξ, t)− 1 = [ϕ0(ξ)− 1] e−γ2t +
∫ t
0
e−γ2(t−τ) [Ge (ϕ(·, τ)) (ξ)− γ2] dτ. (4.22)
Furthermore, by the observation that γ2 = Ge(1) as well as e−γ2(t−τ) ≤ 1 for every τ ∈ [0, t], we
obtain
|P(ϕ)(ξ, t)− 1| ≤ ‖ϕ0 − 1‖α |ξ|α + γe,α
∫ t
0
‖ϕ(ξ, τ)− 1‖α dτ |ξ|α (4.23)
After dividing the inequality above by |ξ|α and computing the supremum with respect to the
variable ξ ∈ R3 and t ∈ [0, T ], we can finally prove that P : χαT 7→ χαT satisfying the following
estimate:
‖P(ϕ)− 1‖χαT ≤ ‖ϕ0 − 1‖α + γe,αT ‖ϕ− 1‖χαT <∞. (4.24)
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(ii) To prove that P(ϕ)(ξ, ·) ∈ Kα is a contraction in χαT , we introduce another P(ϕ˜)(ξ, ·) ∈ Kα,
and make the subtraction between them. Then for the same initial datum ϕ0, we have,
|P(ϕ)(ξ, t)− P(ϕ˜)(ξ, t)| ≤
∫ t
0
e−γ2(t−τ) [Ge (ϕ(·, τ)) (ξ)− Ge (ϕ˜(·, τ)) (ξ)] dτ (4.25)
≤γe,αT ‖ϕ− ϕ˜‖χαT |ξ|
α
(4.26)
where we utilize the Lemma (4.2) in the last inequality. Consequently, after dividing the in-
equality above by |ξ|α with respect to the variable ξ ∈ R3, we can obtain
‖P(ϕ)− P(ϕ˜)‖χαT ≤ γe,αT ‖ϕ− ϕ˜‖χαT . (4.27)
Combining (1) and (2), the Banach fixed point theorem provides the unique solution of (4.16)
in the space χαT provided that T <
1
γe,α
.
Note that finally we construct the unique solution on the time interval [0, T ], where T is
independent of the initial datum, therefore, by the continuation argument, we can extend the
unique solution to [T, 2T ] by choosing ϕ(ξ, T ) as the initial datum. Consequently, repeating the
same procedure, we manage to construct the unique solution on any finite time interval.
(II) Proof of the Stability: Starting from the function d (ξ, t) defined as following:
d (ξ, t) ≡ ϕ(ξ, t)− ϕ˜(ξ, t)|ξ|α , (4.28)
next, recalling the form of equation (4.15) and ϕ(0, t) = 1, we can obtain the equation satisfied
by function d (ξ, t) after making subtraction between the equation (2.3) with respect to ϕ and
ϕ˜ separately:
∂td (ξ, t) + γ2d(ξ, t) =
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)
|ξ|α
]
dσ. (4.29)
Then, note that for |ξ+e | ≤ R and |ξ−e | ≤ R, we have the inequality∣∣ϕ(ξ+e , t)ϕ(ξ−e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)∣∣
≤ ∣∣ϕ(ξ+e , t)ϕ(ξ−e , t)− ϕ˜(ξ+e , t)ϕ(ξ−e , t) + ϕ˜(ξ+e , t)ϕ(ξ−e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)∣∣
≤ ∣∣ϕ(ξ+e , t)− ϕ˜(ξ+e , t)∣∣ ∣∣ϕ(ξ−e , t)∣∣+ ∣∣ϕ(ξ−e , t)− ϕ˜(ξ−e , t)∣∣ ∣∣ϕ˜(ξ+e , t)∣∣
≤‖ϕ(t)− ϕ˜(t)‖α,R
(∣∣ξ+e ∣∣α + ∣∣ξ−e ∣∣α) ,
(4.30)
as a result, we further deduce the inequality satisfied by d(ξ, t),
∂td (ξ, t) + γ2d(ξ, t) ≤ γe,α ‖ϕ(t)− ϕ˜(t)‖α,R (4.31)
with the constants γ2 and γe,α. Moreover, we’re able to solve the inequality (4.31) by multiplying
eγ2t to both sides of it,
∂t
(
eγ2td(ξ, t)
) ≤ γe,α eγ2t ‖ϕ(t)− ϕ˜(t)‖α,R (4.32)
and integrating the time variable from 0 to t, hence,
eγ2td(ξ, t) ≤ d(ξ, 0) + γe,α
∫ t
0
eγ2s ‖ϕ(s)− ϕ˜(s)‖α,R ds. (4.33)
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Finally, we compute the supremum with respect to |ξ| ≤ R,
eγ2t ‖ϕ(t)− ϕ˜(t)‖α,R ≤ ‖ϕ0 − ϕ˜0‖α,R + γe,α
∫ t
0
eγ2s ‖ϕ(s)− ϕ˜(s)‖α,R ds, (4.34)
and apply the integral form of Gro¨nwall’s inequality to obtain
‖ϕ(t)− ϕ˜(t)‖α,R ≤ ‖ϕ0 − ϕ˜0‖α,R e(γe,α−γ2)t, (4.35)
where note thatγe,α − γ2 = λe,α under cutoff assumption. In fact, though here the stability
result (4.17) is proved in the case of integrable collision kernel, but it can be generalized for the
solutions to initial value problem (2.3)-(2.8) with any non-cutoff collision kernel satisfying (1.9)
in the next section 5.
5 Existence and Uniqueness with Non-Cutoff assumption
In this section, we complete the proof of the well-posedness of solutions to the initial value
problem (2.3)-(2.8) with non-cutoff assumption on the collision kernel, which implies that∫
S2
b
(
ξ · σ
|ξ|
)
dσ =∞, (5.1)
more precisely, b satisfies the singularity condition (1.9).
5.1 Technical Lemma of the Non-Cutoff Collision Operator
In fact, our strategy is to construct the solutions to (2.3)-(2.8) with non-cutoff collision kernel
based on compactness argument, hence, we first consider the increasing sequence of bounded
collision kernels,
bn(s) ≡ min {b(s), n} ≤ b(s), n ∈ N, (5.2)
and, for every α ∈ [α0, 2], the sequence of ϕn ∈ C ([0,∞) ,Kα) of corresponding solutions to (2.3)-
(2.8) with cutoff collision kernels bn and with the same initial datum ϕ0 ∈ Kα. Furthermore,
under the non-cutoff assumption (1.9), we have
λe,α,n ≡
∫
S2
bn
(
ξ · σ
|ξ|
)( |ξ+e |α + |ξ−e |α
|ξ|α − 1
)
dσ ≤ λe,α, (5.3)
therefore, by the stability result (4.17) with R =∞, it follows that
‖ϕn(t)− 1‖α ≤ eλe,α,nt ‖ϕ0 − 1‖α ≤ eλe,αt ‖ϕ0 − 1‖α , (5.4)
for all t ≥ 0.
Before the specific proof of well-posedness theorem 2.2, we give the following Lemma (5.1)
about the properties satisfied by the sequence of solution ϕn ∈ C ([0,∞) ,Kα),
Lemma 5.1. Assume that e ∈ [0, 1] and the collision kernel b satisfies the non-cutoff assump-
tion (1.9) with some α0 ∈ [0, 2]. Let α ∈ [α0, 2], then the sequence of solutions {ϕn}∞n=1 ⊂
C ([0,∞) ,Kα) is bounded in C (R3 × [0,∞)) and equicontinuous.
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Proof. Step I: Uniform Bound: According to Theorem 4.3, the sequence of solution ϕn (·, t) ∈ Kα
under cutoff assumption are all chacteristic function for every t ≥ 0, hence, we have
|ϕn (ξ, t)| ≤ ϕn(0, t) = 1 (5.5)
for all ξ ∈ R3 and t ≥ 0, which illustrates the uniform bound of ϕn (ξ, t).
Step II: Continuity with respect to time variable t. We utilze the equation satisfied by ϕn as
well as Lemma 3.5 to obtain that
|∂tϕn(ξ, t)| ≤
∫
S2
bn
(
ξ · σ
|ξ|
) ∣∣ϕ(ξ+e , t)ϕ(ξ−e , t)− ϕ(ξ, t)ϕ(0, t)∣∣ dσ (5.6)
≤Ce ‖ϕn(t)− 1‖α |ξ|α
[∫ pi
2
0
sinα
(
θ
2
)
bn(cos θ) sin θdθ
]
(5.7)
≤Ce eλe,αt ‖ϕ0 − 1‖α |ξ|α
[∫ pi
2
0
sinα
(
θ
2
)
bn(cos θ) sin θdθ
]
, (5.8)
for all ξ ∈ R3 and t ≥ 0, where we apply the stability result (5.4) in the last inequality.
Step III: Continuity with respect to fourier variable ξ. To prove this, it suffices to apply
Lemma 3.2, combined with Lemma 3.3 to obtain the following estimate:
|ϕn(ξ, t)− ϕn(η, t)| ≤
√
2 [1−<ϕn (ξ − η, t)] (5.9)
≤
√
2 |ξ − η|α2 ‖ϕn(t)− 1‖
1
2
α (5.10)
≤
√
2 |ξ − η|α2 eλe,α2 ‖ϕ0 − 1‖
1
2
α , (5.11)
for all t ≥ 0, where the stability result (5.4) is used in the last inequality and the right-hand side
is independent of n.
5.2 Proof of Theorem 2.2
Now in this subsection, we will present a complete proof of Theorem 2.2, where the existence
is guaranteed by the standard compactness argument and and uniqueness is given based on the
stability estimate without cutoff assumption.
Proof. (I) Proof of Existence: According to the Ascoli-Arzela` theorem and the Cantor diagnal
argument, we can deduce that there exists a subsequence of solutions {ϕnk}nk∈N converging
uniformly in any compact set of R3 × [0,∞) based on the Lemma 5.1.
Then, we need to prove the limit of functions {ϕnk}nk∈N,
ϕ(ξ, t) = lim
nk→∞
ϕnk(ξ, t) (5.12)
is the solution to the initial value problem (2.3)-(2.8) under non-cutoff assumption (1.9). Note
that ϕ (·, t) is a characteristic function for every t ≥ 0, as the pointwise limit of characteristic
functions.
Here we can apply the Lebesgue dominated convergence theorem to take the limit nk → ∞ in
the Boltzmann collision operator,∫
S2
bnk
(
ξ · σ
|ξ|
)[
ϕnk(ξ
+
e , t)ϕnk(ξ
−
e , t)− ϕnk(ξ, t)ϕnk(0, t)
]
dσ (5.13)
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which, according to the calculation (5.6) in the proof of Lemma 5.1, can be estimated by the
integrable function as following:
4 eλe,αt ‖ϕ0 − 1‖α b
(
ξ · σ
|ξ|
) ∣∣ξ+e ∣∣α2 ∣∣ξ−e ∣∣α2 . (5.14)
On the other hand, since the Boltzmann collision operator in (5.13) converges uniformly on every
compact subset of R3× [0,∞), there exists a continuous function ς = ς(ξ, t) such that ∂tϕnk → ς
as nk → ∞. Meanwhile, considering the limit relation (5.12), we immediately conclude that
ς = ∂tϕ. Hence, the limit function ϕ(ξ, t) is a solution to the initial value problem (2.3)-(2.8).
Finally, to show the limit function ϕ(ξ, ·) ∈ Kα, it suffices to pass to the limit nk → ∞ in the
stability result (5.4) in the following equivalent way
|ϕnk(ξ, t)− 1|
|ξ|α ≤ e
λe,αt ‖ϕ0 − 1‖α (5.15)
for all ξ ∈ R3/ {0} and t ≥ 0.
(II) Proof of the Stability and Uniqueness: As for the uniqueness of the solution we construct
above, if we consider two sequences of solution {ϕn}n∈N and {ϕ˜n}n∈N to the equation (2.3) with
the cutoff kernel bn as well as corresponding to the initial condition ϕ0 and ϕ˜0, respectively.
By the compactness argument from Lemma 5.1, there exists a subsequence nk → ∞ and the
solution to (2.3) by taking limit in the sense that
ϕ(ξ, t) = lim
nk→∞
ϕnk(ξ, t) and ϕ˜(ξ, t) = limnk→∞
ϕ˜nk(ξ, t) (5.16)
Thus, in order to prove the uniqueness, we need to check the stability results under non-cutoff
assumption: similar to the procedures under cutoff assumption, we have the following estimate
by introducing the same d(ξ, t) as in (4.28) and dividing the integral domain of σ into four parts,
∂td (ξ, t) =
∫
S2
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)
|ξ|α − d(ξ, t)
]
dσ
=
∫
S2∩Ωc
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)
|ξ|α
]
dσ −
[∫
S2∩Ωc
b
(
ξ · σ
|ξ|
)
dσ
]
d(ξ, t)
+
∫
S2∩Ω
b
(
ξ · σ
|ξ|
)[
ϕ(ξ+e , t)ϕ(ξ
−
e , t)− ϕ˜(0, t)ϕ˜(ξ, t)
|ξ|α
]
dσ
−
∫
S2∩Ω
b
(
ξ · σ
|ξ|
)[
ϕ˜(ξ+e , t)ϕ˜(ξ
−
e , t)− ϕ(0, t)ϕ(ξ, t)
|ξ|α
]
dσ
:=Ie,(ξ, t)− γh(ξ, t) +Re,ϕ,(ξ, t)−Re,ϕ˜,(ξ, t),
(5.17)
where Ω (Ω
c
 denotes its complement) is defined as
Ω = Ω(ξ) =
{
σ ∈ S2; 1− ξ|ξ| · σ ≤ 2
( 
pi
)2}
, (5.18)
for any  > 0 and then γ can represented as
γ = 2pi
∫
[0,pi2 ]∩{sin θ2> pi}
b(cos θ) sin θdθ →∞ (5.19)
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as → 0+. Let R > 0 and then with the help of (4.30), we have, for any |ξ| ≤ R,∣∣∣∣ϕ(ξ+e , t)ϕ(ξ−e , t)− ϕ˜(ξ+e , t)ϕ˜(ξ−e , t)|ξ|α
∣∣∣∣ ≤ ‖ϕ− ϕ˜‖α,R |ξ+e |α + |ξ−e |α|ξ|α (5.20)
combined the fact that |ξ±e | ≤ |ξ|, we further obtain,
|Ie,(ξ, t)| ≤ γe,α, ‖ϕ− ϕ˜‖α,R ≤ 2γα, ‖ϕ− ϕ˜‖α,R , (5.21)
where
γα, = 2pi
∫
[0,pi2 ]∩{sin θ2> pi}
b(cos θ)
(
sinα
θ
2
+ cosα
θ
2
)
sin θdθ <∞. (5.22)
Since the solutions ϕ(ξ, t), ϕ˜(ξ, t) ∈ C ([0,∞) ,Kα), it follows that for any fixed T > 0,
sup
t∈(0,T ],|ξ|≤R
(|Re,ϕ,(ξ, t)|+ |Re,ϕ˜,(ξ, t)|) = r → 0, (5.23)
as → 0+, which can be obtained by the following estimate with the help of Lemma 3.6,
|Re,,ϕ(ξ, t)| =
∣∣∣∣∫
S2∩Ω
b
(
ξ · σ
|ξ|
)
[ϕ(ξ+e )ϕ(ξ
−
e )− ϕ(ξ)]
|ξ|α dσ
∣∣∣∣
≤Ce ‖1− ϕ‖α
∫ 
0
sinα
(
θ
2
)
b(cos θ) sin θdθ → 0
(5.24)
as → 0+.
Thus, we obtain the differential inequality of d(ξ, t), for any |ξ| ≤ R,
|∂td(ξ, t) + γd(ξ, t)| ≤ γe,α, ‖ϕ− ϕ˜‖α,R + r (5.25)
and furthermore, by computing the supremum with respect to |ξ| ≤ R, we have
‖ϕ(t)− ϕ˜(t)‖α,R ≤ e(γe,α,−γ)t ‖ϕ0 − ϕ˜0‖α,R +
r
γe,α, − γ
[
e(γe,α,−γ)t − 1
]
. (5.26)
By taking the limit  → 0 and letting R → ∞, we finally prove the stability result under
non-cutoff assumption,
‖ϕ(t)− ϕ˜(t)‖α ≤ eλe,αt ‖ϕ0 − ϕ˜0‖α , (5.27)
which then, implies the uniqueness of solution to (2.3)-(2.8) in the space C ([0,∞) ,Kα).
6 Large-time Asymptotic Behavior to Self-similar Solu-
tions for the Inelastic Boltzmann Equation
6.1 Self-similar Solutions for the Inelastic Boltzmann Equation
In this subsection, we will present the self-similar solution for the inelastic equation (2.3)
in three-dimension, which may have infinite energy. Starting from introducing the isotropic
function following the similar strategy as [6],
u(x, t) = ϕ(|ξ|, t), where x = |ξ|
2
2
, (6.1)
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together with the change of variable, we can reduce the original equation (2.3) to
∂tu(x, t) =
∫ 1
0
G (s) {u [a(s)x, t]u [b(s)x, t]− u(0, t)u (x, t)} ds (6.2)
where
a(s) = a2+s, b(s) = 1− a+ (1 + a−) s, G(s) = pib (1− s) (6.3)
for any s ∈ (0, 1), meanwhile, noting that
u(0, t) = ϕ(0, t) =
∫
R3
f(v) dv = 1 (6.4)
and the typical behaviour of characteristic functions of the infinite energy solution near the origin
is described by the following asymptotic formula:
u(x, ·) = 1− kxp +O (xp+) , x→ 0+, 0 < p = α
2
≤ 1, (6.5)
with some k > 0 and  > 0. Considering the usual class of rapidly decreasing functions with
p = 1, we expect to extend this type of functions to real positive values of p by letting:
u(x, t) =
∞∑
n=0
un(t)
xnp
Γ(np+ 1)
, p > 0 (6.6)
In fact, such solutions for p > 1, which imply finite energy, have been considered in [4], and then
for 0 < p < 1, if one seeks for the solution in the form of (6.6) and substitute the series of (6.6)
into equation (6.2), then the first two coefficients can be found immediately:
u0(t) = 1, u1(t) = u1(0) e
λe,pt (6.7)
where λe,p has the same form as (4.4) after changing of variable,
λe,p = λe(p) =
∫ 1
0
G(s) [a(s)p + b(s)p − 1] ds, 0 < p < 1. (6.8)
that is to say, the solution in the form of (6.6) with 0 < p < 1 has asymptotic behaviour for
small enough x like:
u(x, t) ∼ 1− kxp eλe,pt = 1− k (x eµe,pt)p . (6.9)
Following the analysis above, we are now ready to state the next Proposition 6.1, where the
existence of the self-similar solution Ψ(p) (x eµe,pt) with respect to u(x, t) is presented, besides,
another special form solution ψ (x eµe,pt, t) to (6.2) with certain initial datum has been formulated
as well, whose limit is exactly the self-similar profile Ψ.
Proposition 6.1. Assume that e ∈ [0, 1] and the scaled collision kernel 0 ≤ G(s) ≤ kes−(1+β)
for some constants ke > 0 and 0 < β < 1, then for the initial condition as following,
ϕ0(ξ) = u(x, 0) =
∞∑
n=0
un(0)
xnp
Γ (np+ 1)
with u0(0) = 1, u1(0) 6= 0, (6.10)
where x = |ξ|2 /2 and p = α/2, there exists a special unique solution us(x, t) to (6.2) in the form
us(x, t) = ψ
(
x eµe,pt, t
)
, (6.11)
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where ψ(x, t) is given by the series (6.17) with (6.24) and µe,p is defined as (6.14) below.
Furthermore, for any constant µe,p defined as (6.14) above with β < p < 1, there exists a
self-similar solution u(x, t) = Ψ(p) (x eµe,pt) given by the following series:
Ψ(p)(x) =
∞∑
n=0
Ψ(p)n
xnp
Γ (np+ 1)
with sup
n=1,2,3,...
∣∣∣Ψ(p)n ∣∣∣ 1n <∞, (6.12)
where Ψ
(p)
0 = 1, Ψ
(p)
1 6= 0 can be chosen arbitrarily and Ψ(p)n (n = 2, 3, ...) are given by the
recurrence formula as (6.27), such that
lim
t→∞ψ(x, t) = Ψ
(p)(x), (6.13)
for any x ≥ 0, provided Ψ(p)1 = ψ1(0).
Proof. For the sake of convenience, given u(x, t) = ϕ(|ξ|, t), we consider another new function,
for any 0 < p < 1,
u (x, t) = ψ
(
x eµe,pt, t
)
, with µe,p =
λe,p
p
(6.14)
which is obviously the solution to the following initial value problem,
∂tψ (x, t) + µe,px · ∇ψ =
∫ 1
0
G (s) {ψ [a(s)x]ψ [b(s)x]− ψ(0)ψ (x)} ds, (6.15)
with initial datum
ψ (x, 0) = u (x, 0) . (6.16)
Furthermore, in order to find the specific solution ψ, we substitute the formal series
ψ(x) =
∞∑
n=0
ψn(t)
xnp
Γ(np+ 1)
, p > 0 (6.17)
into the equation (6.15) and obtain the following set of recurrence equation:
dψ0
dt
=
dψ1
dt
= 0, (6.18)
dψn
dt
+ γe,n(p)ψn =
n−1∑
i=1,
i+j=n
Be,p(i, j)ψiψj , for n = 2, 3, ... (6.19)
where
γe,n(p) =npµe,p − λe(np) = nλe,p − λe(np), (6.20)
Be,p(i, j) =
Γ(np+ 1)
Γ(ip+ 1)Γ(jp+ 1)
∫ 1
0
G(s)
[
a(s)ipb(s)jp
]
ds, for n = 2, 3, ... (6.21)
Moreover, thanks to the Leibniz integral rule,
λ′e(p) =
∫ 1
0
G(s) [a(s)p ln a(s) + b(s)p ln b(s)] ds, (6.22)
combined with the fact that 0 < a(s) < 1 and 0 < b(s) < 1, we can obtain λ′e(p) < 0 and
consequently make the following estimate for γe,n(p):
γe,n(p) = nλe,p − λe(np) ≥ (n− 1)λe,p, (6.23)
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such that γe,n(p) > 0, if n ≥ 2. As a result, we’re able to solve the recurrence relation (6.19) of
the coefficients ψn(t) that, for n = 2, 3, ...,
ψn(t) = ψn(0) e
−γe,n(p)t +
n−1∑
i=1,
i+j=n
Be,p(i, j)
∫ t
0
e−γe,n(p)(t−τ)ψi(τ)ψj(τ) dτ (6.24)
from which, we can formally deduce that, for n = 0, 1, 2, ...,
ψn(t)→ Ψn, as t→∞, (6.25)
where {Ψn}∞n=0 are the steady solution to (6.18)-(6.19) given by the recurrence relation:
Ψ0 =1, Ψ1 = ψ1, (6.26)
Ψn =
1
γe,n(p)
n−1∑
i=1,
i+j=n
Be,p(i, j)ΨiΨj (6.27)
and also are coefficients of the series solution Ψ to the following equation,
µx · ∇Ψ =
∫ 1
0
G (s) {Ψ [a(s)x] Ψ [b(s)x]−Ψ (x) Ψ (0)} ds (6.28)
which is the corresponded steady equation derived by substituting self-similar profile u(x, t) =
Ψ(x eµe,pt) into (6.2).
As we mentioned before, so far our calculations above have been quite formal, as there is no
evidence to show the convergence of series (6.17), as a result, we are now prepared to rigorously
prove the convergence of series (6.17), by showing that the solutions ψn(t) have the following
uniform bound Ane , for any t ∈ [0,∞),
|ψn(t)| ≤ Ane , for n = 1, 2, ... (6.29)
under the assumption about the initial datum ψn(0) in the sense that there exists a constant
A0 > 0 such that
|ψn(0)| ≤ An0 , for n = 1, 2, ... (6.30)
which suffices to guarantee the convergence of series of (6.17). Thus, we can complete the proof
combining with the following Lemma 6.2.
Finally, in order to illustrate this, we present the technical Lemma 6.2, which will play an
important role in proving the convergence of series (6.17) for the non-cutoff Maxwellian collision
kernels.
Lemma 6.2. Assume that e ∈ [0, 1] and 0 ≤ G(s) ≤ kes−(1+β) for some constants ke > 0 and
0 < β < 1, then there exists a constant C = C(p, β) such that, for any p > β,
1
n− 1
n−1∑
i=1,
i+j=n
Be,p(i, j) ≤ keC(p, β), for n = 2, 3, ... (6.31)
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where the definition of coefficients Be,p(i, j) has been given in (6.21).
Furthermore, if the initial datums ψn(0) satisfy the assumption (6.30), then for any t ≥ 0,
|ψn(t)| ≤ An0
[
1 +
ke
λe,p
C(p, β)
]n−1
for n = 1, 2, ... (6.32)
where the definition of λe,p has been given in (6.8).
Proof. In [6], the similar Lemma is true for the elastic case, whose proof is based on the well-
known identities of the Beta- and Gamma-functions,∫ 1
0
sy1−1 (1− s)y2−1 ds = Γ(y1)Γ(y2)
Γ(y1 + y2)
and lim
z→∞
Γ(z)zp
Γ(z + p)
= 1 (6.33)
Here we will extend the result to the inelastic case whenever restitution coefficient 0 < e ≤ 1
with the help of some additional estimates.
(i) By noticing that 1 + a− > a+ and formula (6.3), we have
b(s) = 1− a+(1 + a−)s ≤ 1− a2+s = 1− a(s) (6.34)
and then the formula (6.21) of coefficient Be,p(i, j) has the following estimate with the help of
first identity in (6.33) as well as the assumption of G(s),
Be,p(i, j) ≤ Γ(np+ 1)
Γ(ip+ 1)Γ(jp+ 1)
∫ 1
0
ks−(1+β)
[
a(s)ip [1− a(s)]jp
]
ds (6.35)
≤ k
a4+
Γ(np+ 1)
Γ(ip+ 1)Γ(jp+ 1)
∫ 1
0
a(s)ip−β−1 [1− a(s)]jp+1−1 da(s) (6.36)
≤ke Γ(ip− β)Γ(np+ 1)
Γ(ip+ 1)Γ(np+ 1− β) (6.37)
consequently, by summing up with respect to i and j,
1
n− 1
n−1∑
i=1,
i+j=n
Be,p(i, j) ≤ ke Γ(np+ 1)
(n− 1)Γ(np+ 1− β)
n−1∑
i=1,
i+j=n
Γ(ip− β)
Γ(ip+ 1)
, for n = 2, 3, ... (6.38)
Thanks to the second identity in (6.33), we have,
lim
i→∞
Γ(ip− β)
Γ(ip+ 1)
= (ip)
−(1+β)
and lim
n→∞
Γ(np+ 1)
Γ(np+ 1− β) = (np)
β
. (6.39)
from which, we can conclude that, for 0 < β < p < 1,
S(p, β) =
n−1∑
i=1,
i+j=n
Γ(ip− β)
Γ(ip+ 1)
<∞ and r(p, β) = sup
n=2,3,...
Γ(np+ 1)
(n− 1)Γ(np+ 1− β) <∞, (6.40)
hence, we can obtain the estimate (6.31) by letting C(p, β) = r(p, β)S(p, β).
(ii) As for the estimate (6.32), we complete the proof by using the induction methods: first of
all, it is true for n = 1 according to the recurrence formula (6.18):
ψ1(t) = ψ1(0), (6.41)
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then we assume that the estimate (6.32) holds for n = 2, 3, ...,m − 1 with m − 1 ≥ 2, and
substitute the case n = m− 1 into (6.24) to obtain the estimate for n = m as following,
|ψm(t)| ≤ Am0
e−γe,m(p)t + bm−2e m−1∑
i=1,
i+j=m
Be,p(i, j)
1− e−γe,m(p)t
γe,m(p)
 , (6.42)
where
be = 1 +
ke
λe,p
C(p, β), for 0 < β < p < 1. (6.43)
Meanwhile, note that the inequality (6.23) of γe,m(p) implies the fact that e
−γe,m(p)t ≤ 1 for any
t ≥ 0, which further results in the following estimate of |ψm(t)|,
|ψm(t)| ≤ Am0
1 + bm−2e(m− 1)λe,p
m−1∑
i=1,
i+j=m
Be,p(i, j)
 . (6.44)
Hence, according to the estimate (6.31) as well as the definition of be of (6.43), we can obtain
the final estimate of |ψm(t)|,
|ψm(t)| ≤ Am0
[
1 +
bm−2e
λe,p
keC (p, β)
]
= Am0
[
1 + bm−2e (be − 1)
] ≤ Am0 bm−1e (6.45)
where we utilize the fact that be > 1 in the last inequality above. This completes the standard
induction procedures.
Remark 6.3. By observing the recurrence relation (6.26)-(6.27), the similar estimates can be
obtained for coefficients
{
Ψ
(p)
n
}∞
n=0
that∣∣∣Ψ(p)n ∣∣∣ ≤ ∣∣∣Ψ(p)1 ∣∣∣n (be − 1)n−1 (6.46)
where be is defined as (6.43).
6.2 Proof of the Theorem 2.3
In this subsection, we give a detailed proof of Theorem 2.3 about the existence of steady
solution Φ, which, in fact, is the direct consequence of Proposition 6.1 by changing variable x
back to the original notation η.
Proof. For the singularity condition of the collision kernel, although the Lemma 6.2 and Propo-
sition 6.1 is proved under the assumption that the scaled collision kernel 0 ≤ G(s) ≤ kes−(1+β)
for some constants ke > 0 and 0 < β < 1, this can be replaced by the assumption of origi-
nal collision kernel form b with the help of the transformation (6.3). After changing variables,
[s(1 − s)]βG(s) ∈ L1([0, 1)) will become back the assumption (1.10) of b, where the singularity
appears at s→ 1, by setting β = α/2:
(1− s)α2 b(s) ∈ L1([0, 1)), (6.47)
for some α ∈ [0, 2]. Our original non-cutoff assumption (1.9) apparently satisfies the setting
(6.47).
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On the other hand, the steady solution Φ(η) = Φ(|η|) is constructed in the following form of
the series by returning back α = 2p,
Φ
(
ξ eµe,αt
)
= Φ
(α)
e,K (η) =
∞∑
n=0
Ψ(α)n
(|η|α)n
Γ
(
nα2 + 1
) (6.48)
which leads to the estimate (2.14). Still, we need to prove the solution Φ
(α)
e,K is a characteristic
function: in fact, we can conclude this by considering fact, if the initial datum is characteristic
function, that the series (6.17) converges uniformly on t ∈ [0,∞) to corresponded solution ψ,
which is a characteristic function at any t > 0 by Lemma 6.2, and on the other hand, the Ψ is a
pointwise limit of ψ as t→∞ with uniqueness property. Thus, by changing back to variable η,
the steady solution Φ
(α)
e,K is also a characteristic function such that Φ
(α)
e,K ∈ Kα.
6.3 Proof of the Asymptotic Stability Theorem 2.5
Finally we’re in a position to give a complete proof of stability result of the rescaled initial
value problem (2.16)-(2.17), combined which, we can find that the solution ϕ(ξ, t) = φ
(α)
e (ξ eµe,αt, t)
to (2.3)-(2.8) converges (in self-similar variables) towards the self-similar profile Φ under some
specific initial condition.
Proof. The proof is partially relied on the stability result of ϕ(ξ, t), where it follows the sta-
bility results (2.9) for any collision kernel satisfying the (1.9): For any two solutions ϕ(ξ, t) =
φ
(α)
e (ξ eµe,αt, t) and ϕ˜
(α)
e (ξ, t) = φ˜(ξ eµe,αt, t), by means of the observation under change of vari-
able,
sup
|ξ|≤R
∣∣∣φ(α)e (ξ eµe,αt, t)− φ˜(α)e (ξ eµe,αt, t)∣∣∣
|ξ|α = e
λe,αt sup
|ξ|≤R eµe,αt
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α (6.49)
combined with (2.9) such that, for all t > 0 and R ∈ (0,∞],
sup
|ξ|≤R
∣∣∣φ(α)e (ξ eµe,αt, t)− φ˜(α)e (ξ eµe,αt, t)∣∣∣
|ξ|α ≤ e
λe,αt sup
|ξ|≤R
∣∣∣φ0(ξ)− φ˜0(ξ)∣∣∣
|ξ|α (6.50)
we then obtain the estimate as following by linking (6.49) with (6.50) ,
sup
|ξ|≤R eµe,αt
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α ≤ sup|ξ|≤R
∣∣∣φ0(ξ)− φ˜0(ξ)∣∣∣
|ξ|α . (6.51)
Moreover, let S = R eµe,αt, we have
sup
|ξ|≤S
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α ≤ sup|ξ|≤S e−µe,αt
∣∣∣φ0(ξ)− φ˜0(ξ)∣∣∣
|ξ|α . (6.52)
Now we’re able to complete the proof by study the estimate of
∥∥∥φ(α)e (t)− φ˜(α)e (t)∥∥∥
α
as following
∥∥∥φ(α)e (t)− φ˜(α)e (t)∥∥∥
α
= sup
|ξ|≤S
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α + sup|ξ|>S
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α (6.53)
:=I1 + I2, (6.54)
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where we can get the estimate for I1 directly from (6.52). As for term I2, by recalling the fact
that
∣∣∣φ(α)e (ξ, t)∣∣∣ < 1 and ∣∣∣φ˜(α)e (ξ, t)∣∣∣ < 1, we find that, for any arbitrary small  > 0, there exists
S > 0 such that
sup
|ξ|>S
∣∣∣φ(α)e (ξ, t)− φ˜(α)e (ξ, t)∣∣∣
|ξ|α ≤ sup|ξ|>S
2
|ξ|α ≤
2
Rα
≤ , (6.55)
where in the last two inequalities above we utilize that R = S e−µe,αt < S, for all t > 0 and each
R ∈ (0,∞].
Consequently, the estimate (6.53) leads to that,
∥∥∥φ(α)e (t)− φ˜(α)e (t)∥∥∥
α
≤ sup
|ξ|≤S e−µe,αt
∣∣∣φ0(ξ)− φ˜0(ξ)∣∣∣
|ξ|α + , (6.56)
and we can further conclude the large-time asymptotic stability by letting t → ∞ as well as
noting the fact that  > 0 can be arbitrary small.
A Appendix
A.1 Derivation of Weak Formulation of Inelastic Boltzmann Equation
To apply the Fourier transformation to the inelastic Boltzmann equation, we have to derive
the weak formulation of the inelastic case firstly, which is kind of different from the elastic
equation. However, in order to make it, we need to represent the post-collisional velocity v′, v′∗
in the ω-form, {
v′ = v − 1+e2 [(v − v∗) · ω]ω
v′∗ = v∗ +
1+e
2 [(v − v∗) · ω]ω
(A.1)
Then, we’re able to write the inelastic Boltzmann equation as
Qe(g, f) =
∫
R3
∫
S2
bω
(
v − v∗
|v − v∗| · ω
)
[Jg(v˜∗)f(v˜)− g(v∗)f(v)] dωdv∗ (A.2)
where v˜∗ and v˜ are the pre-collisional velocities that results in v∗ and v after the collision,
furthermore, Now we are in the position to derive the weak formulation, for any test function
φ(v),∫
Rd
Qe(g, f)φ(v)dv (A.3)
=
∫
R3
∫
R3
∫
S2
bω
(
v˜ − v˜∗
|v˜ − v˜∗| · ω
)
g˜f˜φdωdv˜∗dv˜ −
∫
R3
∫
R3
∫
S2
bω
(
v − v∗
|v − v∗| · ω
)
gfφdωdv∗dv (A.4)
=
∫
R3
∫
R3
∫
S2
bω
(
v − v∗
|v − v∗| · ω
)
gfφ′dωdv∗dv −
∫
R3
∫
R3
∫
S2
bω
(
v − v∗
|v − v∗| · ω
)
gfφdωdv∗dv
(A.5)
=
∫
R3
∫
R3
∫
S2
bω
(
v − v∗
|v − v∗| · ω
)
gf(φ′ − φ)dωdv∗dv. (A.6)
where we change the variable from (v˜, v˜∗) to (v, v∗) with respect to a fixed ω. Moreover, consid-
ering the transformation between the ω- representation and σ-representation,
bω
(
v − v∗
|v − v∗| · ω
)
=
∣∣∣∣2( v − v∗|v − v∗| · ω
)∣∣∣∣ bσ
[
1− 2
(
v − v∗
|v − v∗| · ω
)2]
, (A.7)
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we then return the weak formulation back to σ-representation,∫
R3
Qe(g, f)(v)φ(v)dv =
∫
R3
∫
R3
∫
S2
bσ
(
v − v∗
|v − v∗| · σ
)
g(v∗)f(v)(φ′ − φ)dσdv∗dv, (A.8)
where the post-collisional velocities v′∗, v
′ (with respect to v∗, v taken as the pre-collisional ve-
locities) are {
v′ = v+v∗2 +
1−e
4 (v − v∗) + 1+e4 |v − v∗|σ
v′∗ =
v+v∗
2 − 1−e4 (v − v∗)− 1+e4 |v − v∗|σ.
(A.9)
A.2 Fourier Transform of Q+e
For the sake of completeness, we present the Fourier transformation for the inelastic collision
operator, where we try to keep consistency with the notation used in [17, Theorem 12]. In the
elastic case, after the Fourier transformation, we can get the beautiful formula, which is called
Bobylev identity, likewise, we expect to find the formula of inelastic Boltzmann equation. Here
we take the inelastic gain term Q+e (g, f)(v) as example, as the loss term F [Q−e (g, f)] is the same
as the elastic case F [Q−(g, f)]. By performing the weak formulation, for any test function φ,
we have,∫
R3
Q+e (g, f)(v)φ(v)dv =
∫
R3
∫
R3
∫
S2
b
(
v − v∗
|v − v∗| · σ
)
g(v∗)f(v)φ(v′)dσdv∗dv. (A.10)
Selecting φ(v) = e−iv·ξ in the identity above, we have
F [Q+e (g, f)] (ξ) (A.11)
=
∫
R3
∫
R3
∫
S2
g(v∗)f(v)b
(
v − v∗
|v − v∗| · σ
)
e−i(
v+v∗
2 +
1−e
4 (v−v∗)+ 1+e4 |v−v∗|σ)·ξdσdv∗dv (A.12)
=
∫
R3
∫
R3
∫
S2
g(v∗)f(v)b
(
v − v∗
|v − v∗| · σ
)
e−i
v+v∗
2 ·ξ e−i(
1−e
4 (v−v∗)+ 1+e4 |v−v∗|σ)·ξdσdv∗dv (A.13)
according to the general change of variable,∫
S2
F (k · σ, l · σ)dσ =
∫
S2
F (l · σ, k · σ)dσ, |l| = |k| = 1, (A.14)
due to the existence of an isometry on S2 exchanging l and k, we have, by exchanging the rule
of ξ|ξ| and
v−v∗
|v−v∗| , ∫
S2
g(v∗)f(v)b
(
v − v∗
|v − v∗| · σ
)
e−i(
1−e
4 (v−v∗)+ 1+e4 |v−v∗|σ)·ξdσ (A.15)
=
∫
S2
g(v∗)f(v)b
(
ξ
|ξ| · σ
)
e−i(
1−e
4 ξ+
1+e
4 |ξ|σ)·(v−v∗)dσ (A.16)
30
Thus,
F [Q+e (g, f)] (ξ) (A.17)
=
∫
R3
∫
R3
∫
S2
g(v∗)f(v)b
(
v − v∗
|v − v∗| · σ
)
e−i
v+v∗
2 ·ξ e−i(
1−e
4 (v−v∗)+ 1+e4 |v−v∗|σ)·ξdσdv∗dv (A.18)
=
∫
R3
∫
R3
∫
S2
g(v∗)f(v)b
(
ξ
|ξ| · σ
)
e−i
v+v∗
2 ·ξ e−i(
1−e
4 ξ+
1+e
4 |ξ|σ)·(v−v∗)dσdv∗dv (A.19)
=
∫
R3
∫
R3
∫
S2
g(v∗)f(v)b
(
ξ
|ξ| · σ
)
e−iv·(
ξ
2+
1−e
4 ξ+
1+e
4 |ξ|σ) e−iv∗·(
ξ
2− 1−e4 ξ− 1+e4 |ξ|σ)dσdv∗dv (A.20)
=
∫
S2
b
(
ξ
|ξ| · σ
)
fˆ(ξ+e )gˆ(ξ
−
e )dσ, (A.21)
where, unlike the elastic case, the ξ+ and ξ− are defined as
ξ+e =
ξ
2
+
1− e
4
ξ +
1 + e
4
|ξ|σ, ξ−e =
ξ
2
− 1− e
4
ξ − 1 + e
4
|ξ|σ. (A.22)
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