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Summary
In computational biophysics, molecules of biological importance are observed with nearly
unlimited spatial and temporal resolutions. The resultant trajectories are often very large
data sets of high dimensionality, and this demands dedicated and scalable algorithms
for their analysis and visualisation. These analyses are typically expected to identify
metastable conformations of biomolecules and to describe the connectivities among these
states. In practice, the initial mining of simulation data is often exploratory in nature
and can draw from a wide range of algorithms developed in the data and information
sciences. However, many of these algorithms do not scale to large data sets or risk the
loss of important information.
As a cornerstone of this thesis, we present a novel analysis tool to mine data from
molecular simulations. The main output of this method is the Sapphire (States And
Pathways Projected with HIgh REsolution) plot, which reveals metastable states and se-
quences of events sampled in these simulations. Speciﬁcally, the individual observations
or snapshots are ﬁrst arranged in a way that groups them in correspondence with distinct
regions of high sampling density. The resultant sequence is annotated to highlight, dis-
tinguish, and characterise these diﬀerent regions, which are interpreted to be free energy
basins.
The Sapphire plot is an excellent visual tool for exploratory data analysis and com-
munication of results in a single ﬁgure. Thermodynamic information about proteins,
which are systems of considerable complexity, is resolved quantitatively. Given a suf-
ﬁcient overall sampling density, distinct states do not overlap, and every snapshot is
represented, i.e., resolution is maximal. In addition, the pathways and events sampled
by simulations can be visualised eﬃciently. The Sapphire plot can be computed in
O(N logN) time with an approximate algorithm, where N is the number of snapshots.
This means that the method is scalable to very large data sets that can be produced
quickly and in routine fashion on present-day supercomputers.
We have used Sapphire plots to analyse data from molecular dynamics simulations
of protein folding, of the conformational dynamics within folded states of proteins, and
of the binding of a peptide to a folded protein domain. Particular emphasis is given
to the last application. Here, the Sapphire plot and subsequent analyses revealed the
mechanism of the binding process in exceptional detail. In particular, we observed the fast
formation of an encounter complex driven by electrostatic interactions. The Sapphire
plot showed that this complex is disordered and stabilised by non-native interactions, and
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that its formation precedes the rate-limiting step of binding. In addition, our analysis
tools allowed us to identify multiple binding modes within the speciﬁc complex.
Sapphire plots - as well as most other data analysis protocols - depend on how
the input data are represented, and on how distance between snapshots is measured. If
the raw data are of high dimensionality, unexpected problems can arise. Speciﬁcally,
a large number of irrelevant dimensions or features can mask information related to
processes of interest. The simple exclusion of features will be ineﬀective if the importance
of diﬀerent features varies among the data points. As a consequence, ﬁnding suitable
distance functions by hand can be a time-consuming task, and the choice of distance
function often has a greater impact than the choice of the method used to mine the data.
To address these diﬃculties, we introduce the weighting of features based on their
autocorrelation function or on time-local measures of memory loss. Our tests demonstrate
that additional information can be extracted from molecular dynamics trajectories if
degrees of freedom such as side chains, ﬂexible loops, and terminal residues are included
with appropriate weights. These results challenge the existing paradigm of creating
good distance functions by discarding features deemed to be too noisy or uninteresting.
Zusammenfassung
Die computergestützte Biophysik nutzt die Technik der Moleküldynamiksimulationen,
um Biomoleküle mit nahezu unbeschränkter räumlicher und zeitlicher Auﬂösung zu
beobachten, und dies erzeugt riesige Datenmengen. Solche Trajektorien sind sowohl
(zeitlich) lang als auch (räumlich) hochdimensional und ihre Analyse erfordert daher
massgeschneiderte und skalierbare Algorithmen. Das Ziel solcher Analysen ist wesentlich
die Identiﬁkation der metastabilen Zustände des simulierten Systems und die Beschrei-
bung ihrer Vernetztheit. Die Datenwissenschaft und verwandte Disziplinen stellen bereits
eine Vielzahl von Methoden bereit. Erhebliche Einschränkungen dieser Methoden liegen
im Verlust wichtiger Informationen und einer oft ungenügenden Skalierbarkeit.
Der Kern dieser Dissertation ist die Präsentation einer neuen Methode zur Analyse
von aus Moleküldynamiksimulationen gewonnenen Daten. Das Sapphire-Diagramm
(States And Pathways Projected with HIgh REsolution) ist dabei das eigentliche Haupt-
ergebnis unserer Methode. Es zeigt die metastabilen Zustände sowie die zeitlichen
Prozessabläufe des simulierten Systems detailliert auf. Um das Diagramm zu generieren
werden die Datenpunkte so angeordnet, dass diejenigen, die demselben Häufungspunkt
oder Dichtemaximum im Datensatz entsprechen, nahe aufeinanderfolgen. Die resul-
tierende Folge von Datenpunkten wird daraufhin mit zusätzlichen Informationen verse-
hen, die verschiedene Häufungspunkte auf vielfältige Art und Weise unterscheiden und
charakterisieren. Bei geeigneter Repräsentation der Daten sollten die einzelnen Häu-
fungspunkte den metastabilen Zuständen des Systems entsprechen.
Unsere Tests haben ergeben, dass Sapphire-Diagramme für die explorative Analy-
se von Moleküldynamiksimulationen äusserst nützlich sind. Unterschiedliche metasta-
bile Zustände überlagern sich nicht, solange die allgemeine Datendichte hoch genug ist.
Thermodynamische und kinetische Informationen können eﬃzient visualisiert werden.
Da jeder einzelne Datenpunkt im Diagramm wiedergegeben wird, ist die Auﬂösung ma-
ximal. Wir haben einen approximativen Algorithmus zur Berechnung von Sapphire-
Diagrammen entwickelt, der eine Laufzeit von O(N logN) aufweist. Grosse Datenmen-
gen, die mit modernen Supercomputern schnell und kostengünstig generiert werden kön-
nen, sind daher mit diesem Algorithmus problemlos zu analysieren.
Wir haben Sapphire-Diagramme verwendet um verschiedene biomolekulare Prozesse
wie die Proteinfaltung oder andere Formen von Strukturﬂuktuationen zu untersuchen.
Ein Schwerpunkt lag dabei in der Frage wie Peptide an Proteine binden. Für unser Fall-
beispiel beobachteten wir eine schnelle Assoziation der beiden Moleküle aufgrund von
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elektrostatischer Anziehung. Das Sapphire-Diagramm zeigte auf, dass der daraus her-
vorgehende Komplex ungeordnet ist und durch Salzbrücken, die in der ﬁnalen Anordnung
nicht vorkommen, stabilisiert wird. Ein weiteres Resultat war die Unterscheidung von
Substrukturen des stereospeziﬁschen Komplexes.
Wie bei den meisten Analysemethoden hängt auch bei Sapphire-Diagrammen das
Endergebnis davon ab, wie die Eingabedaten repräsentiert werden oder wie die Distanz
zwischen Datenpunkten deﬁniert ist. Hochdimensionale Daten führen dabei zu beson-
deren Komplikationen. So kann die Präsenz zu vieler unerheblicher Variablen Informa-
tionen über die im Vordergrund der Analyse stehenden Prozesse verbergen. Besonders
wenn sich die Relevanz von Variablen zwischen Datenpunkten unterscheidet, greift eine
simple Einteilung in relevante und in unerhebliche Variablen allerdings zu kurz. Als Folge
dessen kann die manuelle Konstruktion einer angemessenen Distanzfunktion zeitraubend
und unergiebig sein. Das ist von erheblicher Bedeutung, da die Wahl der Distanzfunktion
oft entscheidender ist als die Wahl der Analysemethode selbst.
In der vorliegenden Arbeit präsentieren wir eine eﬃziente Methode zur globalen
oder zeitlich-lokalen Gewichtung von Variablen, die viele der obengenannten Probleme
umgeht. Unsere Untersuchungen haben ergeben, dass mit Hilfe gewichteter Distanzfunk-
tionen zusätzliche Informationen aus den Simulationsdaten gewonnen werden können.
Diese Resultate stellen die gängige Praxis in Frage, die durch das blosse Ignorieren von
vermeintlich unerheblichen Variablen informative Distanzfunktionen zu konstruieren ver-
sucht.
Contents
Summary I
Zusammenfassung III
Contents V
1 Introduction 1
1.1 Proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 The physics of proteins . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Molecular dynamics simulation . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.2 The time scale problem . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Analysis of molecular dynamics simulation data . . . . . . . . . . . . . . . 13
1.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.2 Typical problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Sapphire plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.1 The progress index . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.2 The annotation functions . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.3 Application to BPTI . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5 Distance functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.5.1 Data-driven distance functions . . . . . . . . . . . . . . . . . . . . 27
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 A scalable algorithm to order and annotate continuous observations
reveals the metastable states visited by dynamical systems
Blöchliger, N., Vitalis, A. and Caﬂisch, A. Computer Physics Communications, 184(11):
24462453, 2013 48
3 High-resolution visualisation of the states and pathways sampled in
molecular dynamics simulations
Blöchliger, N., Vitalis, A. and Caﬂisch, A. Scientiﬁc Reports, 4: 6264, 2014 73
V
VI Contents
4 Peptide binding to a PDZ domain by electrostatic steering via non-
native salt bridges
Blöchliger, N., Xu, M. and Caﬂisch, A. Biophysical Journal, 108(9): 23622370, 2015 79
5 Weighted distance functions improve analysis of high-dimensional data:
application to molecular dynamics simulations
Blöchliger, N., Caﬂisch, A. and Vitalis, A. Journal of Chemical Theory and Computation,
11(11): 54815492, 2015 102
6 Kinetic response of a photo-perturbed allosteric protein
Buchli, B., Waldauer, S.A., Walser, R., Donten, M., Pﬁster, R., Blöchliger, N., Steiner, S.,
Caﬂisch, A., Zerbe, O. and Hamm, P. Proceedings of the National Academy of Sciences,
110(29): 1172511730, 2013 120
7 Conclusions 134
Acknowledgements 137
List of publications 138
Curriculum Vitae 139
Chapter 1
Introduction
The ubiquitous, large and high-dimensional data sets encountered in many scientiﬁc
studies [17] demand suitable, scalable algorithms for exploratory analysis [811], vi-
sualisation [1115], and unsupervised learning [2, 1619]. In computational biophysics,
atomistic simulations are routinely used to generate long and high-dimensional trajec-
tories of biomolecules [5, 6, 18, 20, 21], and we present here a novel analysis tool [22, 23]
called Sapphire plot to mine such data sets.
Our main interest lies in simulations of the dynamics of proteins, and we subsequently
review their properties as well as the methodology of molecular dynamics (MD) simu-
lation. We then survey the challenges of interpreting molecular simulation data and
describe Sapphire plots, which are comprehensively examined, tested, and applied in
Chapters 25. The outcome of most data analysis algorithms depends on how the input
data are represented, especially if they are high-dimensional. We touch upon methods
for data preprocessing in the context of biomolecular simulation towards the end of this
chapter. An extensive discussion is provided in Chapter 5.
1.1 Proteins
Proteins are biological macromolecules involved in a huge variety of biochemical pro-
cesses. For example, enzymes catalyse chemical reactions, receptors participate in sig-
nalling, transcription factors regulate gene expression, ion channels control transport
across the cell membrane, and muscle proteins enable movement. Studying proteins is
thus essential to understanding life at the molecular level.
1.1.1 Structure
Proteins are composed of one or more polypeptide chains. The building blocks of these
polymers are amino acid residues, which consist of a central carbon atom, termed Cα
atom, linked to an amino group (NH2), a hydrogen atom, a side chain, and a carboxyl
group (COOH). Biological polypeptides range in size from a few amino acids to several
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Figure 1.1: Structure of a peptide. The peptide consists of four amino acid residues,
the second of which is highlighted. The residues are linked by peptide bonds (CN), and
R1, R2, R3 and R4 represent their side chains. Arrows indicate the four types of dihedral
angles found in peptides and proteins.
thousands [24]. Extremely large proteins more than 1 µm in length and composed of up
to 30000 amino acids have been identiﬁed [25].
Amino acids are connected in linear fashion by peptide bonds linking the carboxyl
group of one amino acid to the amino group of the next. The two ends of a polypeptide
chain are called N-terminus and C-terminus (Fig. 1.1). Rotation around peptide bonds
is hindered by electronic eﬀects. The overall conformation of the backbone of a protein,
i.e., the protein without its side chains, can thus be described by the ϕ and ψ dihedral
angles of each amino acid [24]. Dihedral angles describe torsion around a covalent bond.
In the context of proteins, there are four diﬀerent types of dihedral angles (Fig. 1.1). The
ϕ, ψ, and ω angles describe rotation around the NCα bond, the CαC bond, and the
peptide bond (CN), respectively. The χ1, . . . , χn angles describe the rotameric states of
the side chains, where n depends on residue type.
Under physiological conditions, many proteins adopt a well-deﬁned structure referred
to as the native or folded conformation. It is encoded in the sequence of the protein's
constituting amino acids and their chemical properties (e.g., polarity, charge, and size)
[26], and it can be determined experimentally by nuclear magnetic resonance spectroscopy
[27] or X-ray crystallography [2830]. For soluble proteins, polar and charged side chains
tend to be on the surface of the protein while nonpolar side chains are mostly buried
and form what is called the hydrophobic core. Inspection of folded structures reveals
recurring patterns in the conformation of the protein backbone, the most prevalent of
which are the α-helix and the β-sheet (Fig. 1.2) [24]. The α-helix denotes a helical
conformation with characteristic backbone hydrogen bonds between residue i and residue
i + 4 and side chains pointing away from the helix axis and towards its N-terminus.
The α-helix is thus a local structural element in the sense that it involves backbone
interactions between residues close in sequence. The β-sheet on the other hand involves
hydrogen bonds between residues that can be far in sequence or even belong to distinct
polypeptides. Here, hydrogen bonds are formed between the polar backbone groups of
extended segments of the polypeptide called β-strands. Neighbouring β-strands can be
aligned either in parallel or antiparallel fashion. Parallel β-sheets are generally less stable
due to unfavourable distortion of the hydrogen bonds. These backbone arrangements are
referred to as the protein's secondary structure, and the arrangement of the diﬀerent
secondary structure elements with respect to each other is termed its tertiary structure.
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a b c
Figure 1.2: Protein secondary and tertiary structure. Secondary structure el-
ements like α-helices (a) and β-sheets (b) exhibit characteristic backbone hydrogen
bonds. Carbon, nitrogen, oxygen, and hydrogen atoms are shown in cyan, blue, red,
and white, respectively. For clarity, side chains are not shown. (c) Tertiary structure of
bovine pancreatic trypsin inhibitor (BPTI). The cartoon illustration traces the backbone
of the protein, and secondary structure elements are shown as ribbons. The residues
shown in (a) and (b) are indicated in cyan. Cysteine side chains are shown in yellow,
and their hydrogen atoms are omitted for clarity.
Pairs of cysteine residues can be linked by covalent disulﬁde bonds through oxidation
of their thiol groups (SH) [31]. The presence of disulﬁde bonds imposes constraints
on the protein structure and can have various consequences, including stabilisation of
the folded conformation. For example, the protein bovine pancreatic trypsin inhibitor
(BPTI), studied below and in Chapters 3 and 5, has three disulﬁde bonds (Fig. 1.2c) the
isomerisations of which are coupled to conformational dynamics in the native state [32].
1.1.2 Dynamics
Proteins are ﬂexible molecules at physiological temperatures, and their dynamics cover
a wide range of time and length scales [33]. High-frequency bond vibrations (on a time
scale of about 10−14 s) and methyl group rotations (10−11 s) are orders of magnitude
faster than rotation of surface side chains (10−9 s) and loop motion (10−8 s). Rotation
of buried side chains (10−5 s) and large-scale transitions like domain motion or complete
unfolding and refolding are again orders of magnitude slower (> 10−5 s). There is of
course considerable heterogeneity in these time scales among diﬀerent proteins. Protein
folding rates, for example, span eight orders of magnitude [34]. In the context of the
work presented here, we are interested in three processes involving proteins, namely
protein folding, conformational dynamics in the native state, and protein-protein binding
(Fig. 1.3).
First, protein folding denotes the process by which an extended polypeptide chain
adopts its native conformation. In vivo this occurs during or after synthesis by the ribo-
some. In vitro refolding happens after chemical or heat-induced unfolding. The protein
folding problem has several distinct aspects, e.g., prediction of the native structure of a
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Figure 1.3: Proteins are involved in a number of biologically relevant processes.
These include (a) transport across the cell membrane, (b) ligand binding, (c) confor-
mational dynamics in the folded state, and (d) protein folding. See main text for a
discussion of the processes depicted in (b), (c) and (d). Reprinted from Ref. [21].
protein from its amino acid sequence [35,36] and Levinthal's paradox [37,38], which asks
how a protein manages to ﬁnd its native structure on biologically relevant time scales
despite the size of the available conformational space. While some researchers have be-
gun to argue that the protein folding problem is solved in terms of general principles, it
is clear that numerous questions remain [34, 3942]. We note that the reverse process,
protein unfolding, is biologically relevant as well given that partial unfolding has been
linked to signalling [43] and assisted unfolding plays a role in protein degradation [44].
Second, at ﬁnite temperatures, the native conformation of a protein is not fully
rigid. Conformational dynamics and changes therein are essential for processes related
to protein function [33, 45], e.g., catalysis [4649], signalling [50], and allostery [51].
Characterising protein dynamics and their link with function remains an active area of
research.
Third, biomolecules give rise to living matter by interacting with each other. Speciﬁc
protein-protein binding, one instance of biomolecular interactions, can be described as
diﬀusional association followed by formation of a stereospeciﬁc complex [52, 53]. Open
challenges include characterisation of the encounter complex [54] and answering the ques-
tion how proteins manage to bind their targets both rapidly and speciﬁcally in a crowded
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biological cell [55, 56].
It should be noted that these three processes are all driven by weak non-bonded
interactions [57], and that they can be coupled. For example, protein dynamics are
important for binding [5860] and disordered proteins that only fold upon binding their
target have been identiﬁed [61].
1.1.3 The physics of proteins
We next describe proteins from a physicist's point of view. After recapitulating the basic
concepts from thermodynamics and kinetic theory, we summarise mechanistic models for
protein folding, the concept of diﬀusion on the free energy surface, and relevant aspects
of the theory of stochastic processes.
Thermodynamics Biophysical processes at constant pressure and temperature are
governed by the Gibbs free energy G = H − TS [24]. For a biochemical process at
constant pressure, the change in enthalpy ∆H is equal to the heat absorbed or released
and ∆S is the change in entropy, which is a measure of relative disorder. Spontaneous
reactions require ∆G = ∆H − T∆S ≤ 0 according to the laws of thermodynamics. At
equilibrium, ∆G = 0 and ∆G−◦ = −RT lnK, where ∆G−◦ is the free energy change
of the reaction when its reactants and products are in their standard states, K is the
equilibrium constant, and R = 8.31 J/molK is the gas constant.
It is important to note that contributions of the solvent are crucial. For example,
folding of a globular protein is driven by the hydrophobic eﬀect and hydrogen bonding,
while the loss of conformational entropy of the protein destabilises the folded state [62].
The hydrophobic eﬀect is the sum of favourable van der Waals interactions due to tight
packing of hydrophobic side chains in the protein core and an increase in solvent entropy.
Since an unfolded protein can form hydrogen bonds with water, it is not completely clear
to what extent protein-protein hydrogen bonds stabilise the folded state [62, 63]. Under
physiological conditions, these opposing tendencies result in a conformational stability
(with respect to the denaturation midpoint) of the folded state that is typically around
-5 to -15 kcal/mol [64].
Kinetics The simplest description of protein dynamics is given by the two-state mech-
anism
A
 B,
where both the forward and reverse reaction are ﬁrst order with rate constants kAB
and kBA. Here, A and B could for example denote the folded and unfolded states of a
protein. The probability PA to ﬁnd the system in state A and the probability PB for
state B evolve according to
dPA
dt
= kBAPB(t)− kABPA(t),
dPB
dt
= kABPA(t)− kBAPB(t).
(1.1)
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At equilibrium, dPAdt =
dPB
dt = 0, and therefore P
eq
A = kBA/(kAB + kBA) and P
eq
B =
kAB/(kAB + kBA). Thus, the equilibrium constant satisﬁes K = P
eq
A /P
eq
B = kBA/kAB.
The time-dependent solution of Eq. 1.1 is given by
PA(t) = P
eq
A + (PA(0)− P eqA )e−kt, (1.2)
where k = kAB + kBA. Lifetimes in the two states follow the exponential distributions
p(tA) = kABe
−kABtA and p(tB) = kBAe−kBAtB with mean lifetimes given by τA = k−1AB
and τB = k−1BA.
The two-state model is only appropriate if there is a separation of time scales, i.e., if
the dynamics within the two states occur on time scales much shorter than τA and τB,
and if transitions between A and B can be assumed to be instantaneous. It is of course
possible to include (on-pathway as well as oﬀ-pathway) intermediate states to model
transitions between A and B, but the same caveats apply to multi-state descriptions.
The autocorrelation of any ideal noise-free observable with distinct values in states A
and B is given by e−kt. This explains the name observed rate for k. Experimental data
is often interpreted in terms of such exponential relaxation. While theoretical arguments
for two-state folding have been advocated [65], the usual argument for such behaviour is
simply that a two-state model is suﬃcient to explain the data. However, computational
studies have pointed out multiple pathways, additional metastable conformations, and
unfolded states with residual structure and slow reconﬁguration times [6669]. More
recently, experimental evidence for unexpected complexity in the native state, multiple
folding pathways, and kinetic networks of multiple metastable conformations has been
found as well [7073].
Mechanistic models for protein folding Several mechanistic models have been pro-
posed to describe protein folding [74]. In the hydrophobic-collapse model, the protein
is thought to ﬁrst collapse rapidly and to bury hydrophobic side chains nonspeciﬁcally
before secondary structure elements are formed [75]. Such a collapse leads to a heteroge-
neous state stabilised by nonnative interactions. The protein is then thought to rearrange
its core while remaining in a globular conformation until the native state is found. The
diﬀusion-collision model, on the other hand, predicates that a protein consists of mi-
crodomains that can rapidly and randomly sample their available conformations [76,77].
Protein folding is thus reduced to diﬀusional encounter and coalescence of microdomains,
potentially via multiple pathways through metastable intermediates. According to the
nucleation model, one or more local, native-like structures form ﬁrst and subsequently
serve as nuclei for propagation of native structure [78]. New mechanistic models have been
introduced and combined with older ones as more and more experimental data became
available, e.g., the nucleation-condensation model [79], the topomer search model [80],
and the zipping-and-assembly model [81]. As of today, mechanistic models have not lost
their appeal [82], but none of them is suﬃcient to account for and predict folding routes
and rates of diﬀerent proteins in general [42].
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The free energy surface Considering protein dynamics as diﬀusion on the free energy
surface has served to motivate several important concepts [83]. Here, the free energy G
is taken as a function of the conﬁguration of the system and the experimental conditions.
First, it has been recognised that the free energy surface of a protein is hierarchically
organised, with diﬀerent valleys exhibiting minima within minima [84]. Second, atten-
tion has been given to the roughness of the free energy surface [85] and how it aﬀects
kinetics [86]. Third, polypeptide chains with random amino acid sequences have been
found to be complex systems in a state of frustration. This means that, like spin glasses,
random polypeptides are characterised by multiple low-energy conformations with transi-
tions among them being so slow at low enough temperatures that the system is essentially
frozen [85]. Fourth, the concept of a funnel-shaped free energy surface has been employed
to describe how proteins resolve Levinthal's paradox and how enthalpy and entropy are
balanced during folding [8789]. Natural proteins are minimally frustrated according to
this picture [90], and their free energy surface is shaped in such a way that diﬀusion on it
naturally leads to the native state [66, 85, 91, 92]. The protein thus avoids searching the
vast majority of the high-dimensional conformational space. Even very simple models
show that a bias towards locally native conformations is suﬃcient to fold a protein on
biological time scales [38]. Recently, experiments have uncovered frustration in natural
protein domains [93], and the relation between frustration and function has become a
topic of interest [94].
Stochastic processes The theory of stochastic processes gives a quantitative frame-
work for the concepts just discussed. We brieﬂy review some aspects of stochastic pro-
cesses next [95].
A stochastic process Y is a set of random variables Yt indexed by time, and we denote
the probability density that Y assumes the values y1, . . . , yn at times t1 ≤ · · · ≤ tn by
P (y1, t1; . . . ; yn, tn). Furthermore, let Pl|k(yk+1, tk+1; . . . ; yk+l, tk+l|y1, t1; . . . ; yk, tk) be
the probability density that Y has the values yk+1, . . . , yk+l at times tk+1 ≤ · · · ≤ tk+l
given that it has the values y1, . . . , yk at times t1 ≤ · · · ≤ tk where tk ≤ tk+1. If
P1|n−1(yn, tn|y1, t1; . . . ; yn−1, tn−1) = P1|1(yn, tn|yn−1, tn−1) (1.3)
holds for times t1 ≤ · · · ≤ tn, the stochastic process Y is called a Markov process.
Equation 1.3 means that the conditional probability for yn is fully determined by the
value yn−1 at time tn−1 and not aﬀected by the values of Y at previous times. A stochastic
process is called stationary if its moments satisfy 〈Yt1+τ . . . Ytn+τ 〉 = 〈Yt1 . . . Ytn〉 for all
t1, . . . , tn and τ .
For stationary Markov processes, P1|1(y2, t2|y1, t1) depends on t1 and t2 only through
their diﬀerence τ = t2 − t1, and transition probabilities are deﬁned as
Tτ (y2|y1) = P1|1(y2, t2|y1, t1). (1.4)
These transition probabilities obey the Chapman-Kolmogorov equation that states that
the probability to go from y1 at time t1 to y3 at time t3 is identical to the probability to
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go from y1 to y3 via any y2 at time t2. For small τ ,
Tτ (y2|y1) ≈ (1− a(y1)τ)δ(y2 − y1) + τW (y2|y1), (1.5)
where δ(y2− y1) = 1 if y2 = y1 and δ(y2− y1) = 0 else, 1− a(y1)τ is the probability that
y1 is not left during τ , and W (y2|y1) denotes the transition probability per unit time to
go from y1 to y2. Based on Eq. 1.5 the master equation
∂P (y, t)
∂t
=
∫ [
W (y|y′)P (y′, t)−W (y′|y)P (y, t)] dy′ (1.6)
can be derived. The master equation describes the evolution of P (y, ·) in terms of gain,
W (y|y′)P (y′, t), and loss, W (y′|y)P (y, t). An example of a master equation for a discrete
state space was encountered above (Eq. 1.1).
The Fokker-Planck equation can be derived from the master equation assuming that
W (y|y′) decays rapidly as a function of r = y − y′ (i.e., only small jumps occur), that
W (y|y′) varies slowly as a function of y′, and that P (y, t) varies slowly as a function of
y. In one dimension it is given by
∂P (y, t)
∂t
= − ∂
∂y
A1(y)P (y, t) +
1
2
∂2
∂y2
A2(y)P (y, t), (1.7)
where Ai(y) =
∫
riW (y; r) dr and W (y; r) = W (y′ = y − r|y). The ﬁrst term on the
right-hand side of Eq. 1.7 describes drift and the second one diﬀusion.
The solution of the master equation or the Fokker-Planck equation can, under a set
of assumptions, be written in terms of the eigenfunctions ϕi of the associated operator
as
P (y, t) =
∞∑
i=0
aie
−λitϕi(y). (1.8)
Here, the coeﬃcients ai depend on the initial condition P (y, 0), the eigenvalues satisfy
λ0 = 0 < λ1 ≤ λ2 ≤ . . . , and ϕ0 = P eq(y) = limt→∞ P (y, t) is the distribution at
equilibrium. Note that the solution to the two-state problem discussed above (Eq. 1.2)
has this form. In the presence of a spectral gap λk  λk+1 for some k, the solution P
can be approximated as P (y, t) =
∑k
i=0 aie
−λitϕi(y).
For diﬀusion of an overdamped particle (high friction limit) in an external potential
F , the Fokker-Planck equation reads
∂P (y, t)
∂t
=
∂
∂y
(
D(y)
(
1
kBT
∂F (y)
∂y
P (y, t) +
∂P (y, t)
∂y
))
, (1.9)
where D is the position dependent diﬀusion coeﬃcient and kB = 1.38 × 10−23 J/K
is the Boltzmann constant. The Boltzmann distribution, P eq(y) ∝ e−F (y)/kBT , is the
stationary solution of Eq. 1.9. Equivalently, the dynamics can be described with the
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Figure 1.4: Diﬀusion in a one-dimensional potential. Kramers' law (Eq. 1.11) gives
the rate of escape from the free energy minimum at yA over the barrier at y‡ [96]. In the
context of protein folding, where Kramers' rate theory has been applied widely, A and
B are the unfolded and the folded state and y‡ is the position of the transition state. ωA
and ω‡ describe the curvature of the free energy proﬁle.
Langevin equation
∂y(t)
∂t
= −D(y(t))
kBT
∂F (y(t))
∂y
+
√
2D(y(t))R(t), (1.10)
where R(t) is a delta-correlated Gaussian process with zero mean. Kramers used such
descriptions to study the escape process from a deep minimum in a one-dimensional
potential. For diﬀusion in a one-dimensional double-well potential with minima at yA
and yB and a high free energy barrier at y‡ (∆F = F ‡ − FA  kBT ), the rate of escape
from the minimum at yA is according to Kramers' law approximately
k =
ωAω
‡D(y‡)
2pikBT
e−∆F/kBT , (1.11)
where ω2A =
∂2F (yA)
∂y2
and (ω‡)2 = −∂2F (y‡)
∂y2
describe the curvature of the free energy
proﬁle (Fig. 1.4) [96].
Whether protein dynamics can be described satisfyingly in theory or in practice as
a discrete Markov process with a few states or as diﬀusion in a low-dimensional space
remains a matter of debate and a ﬁeld of ongoing research. For example, experimen-
tal and simulation data on protein folding has often been described as diﬀusion in a
one-dimensional potential [5, 93, 97111]. However, numerous computational and exper-
imental studies have unmasked systems whose complexity cannot be captured with a
one-dimensional coordinate [5,69,70,72,73,112]. Small proteins have thus been hypoth-
esised to contain at the same time too many degrees of freedom to be characterised with
a one-dimensional reaction coordinate (like a reaction of small molecules) and too few to
be described by a single order parameter (like a phase transition) [113]. The applicability
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of one-dimensional diﬀusion therefore seems to be the exception rather than the rule.
1.2 Molecular dynamics simulation
The beneﬁts of modelling in biophysics and structural biology are manifold, and com-
puter simulation has established itself as an indispensable complement to theory and
experiment [114]. The main motivation for simulating biomolecules is that computa-
tional methods oﬀer a temporal and spatial resolution that is diﬃcult to achieve exper-
imentally (Fig. 1.5) [21, 115]. Furthermore, most experimental techniques only provide
data averaged over large ensembles while simulations can report on distributions and
follow individual molecules. Simulations are thus used to generate structural models
or ensembles of structures to interpret experimental data [116], e.g., in the context of
X-ray crystallography [117], electron microscopy [118], or nuclear magnetic resonance
spectroscopy [119, 120]. On the other hand, simulations are performed to generate ex-
perimentally testable hypotheses, and data from simulations of this type are the ones of
interest in the present work.
1.2.1 Method
The processes we are interested in can be modelled with reasonable accuracy at the
atomic level since they are governed by nonbonded interatomic interactions [121]. Thus,
based on the Born-Oppenheimer approximation, the system of interest is represented as
a set of atoms and described by their positions, ri, and velocities, r˙i. The system is
propagated according to an appropriate equation of motion such as Newton's second law
Fi = mir¨i, where mi denotes the mass of atom i, Fi = −∂U/∂ri is the force acting on
atom i, and U is the potential energy [116,121123].
U is modelled with an empirical potential function that most often has the following
general form [124,125].
U(r) =
∑
bonds
kb(b− b0)2 +
∑
angles
kθ(θ − θ0)2
+
∑
dihedrals
kχ(1 + cos(nχ− δ)) +
∑
impropers
kimp(ϕ− ϕ0)2
+
∑
nonbond
εij
(
(rminij /rij)
12 − 2(rminij /rij)6
)
+ qiqj/4piεrij (1.12)
The ﬁrst four terms in Eq. 1.12 describe bonded interactions. Bond lengths, bond an-
gles, and improper dihedral angles (introduced to describe out-of-plane distortions) are
modelled by simple harmonic potentials with force constants kb, kθ, and kimp and equi-
librium values b0, θ0, and ϕ0. The term for dihedral angles is based on force constants kχ,
multiplicities n, and phase angles δ. The last term in Eq. 1.12 describes nonbonded inter-
actions as a function of rij , the distance between two atoms i and j. The Lennard-Jones
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Figure 1.5: Biophysical techniques vary in their resolution. Coloured boxes show
the spatial and temporal resolution for the individual techniques. The time scales of se-
lected biophysical processes are indicated below the plot. AFM, atomic force microscopy;
EM, electron microscopy; FRET, Förster resonance energy transfer; NMR, nuclear mag-
netic resonance. Reprinted from Ref. [115].
potential
εij
(
(rminij /rij)
12 − 2(rminij /rij)6
)
contains an attractive term accounting for London dispersion forces (r−6ij ) and a term
modelling repulsion of the electronic shells (r−12ij ). The Lennard-Jones potential attains
its minimum value −εij for rij = rminij . Electrostatic interactions are taken into account
by the term qiqj/εrij , where qi is the partial charge of atom i and ε is the eﬀective
dielectric constant.
The various parameters determining U are optimised to match experimental data and
quantum mechanical calculations. Inaccuracies in the potential energy function lead to
systematic errors. Current potential energy functions of the form given by Eq. 1.12 are
overall suﬃciently accurate to predict the folded state of several small proteins, but they
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generally fail to reproduce experimental data concerning unfolded conformations [126].
The number of nonbonded interactions in Eq. 1.12 scales quadratically with system
size. Truncation schemes are used in conjunction with periodically updated neighbour
lists for the short-range interactions described by the Lennard-Jones potential, and scal-
able algorithms like the particle mesh Ewald summation method [127] are used to cal-
culate the electrostatic interactions [123,128,129]. These techniques entail modiﬁcations
of Eq. 1.12 and keep the evaluation of U feasible for large systems.
While the ﬁrst MD simulation of a protein was performed in vacuo [130], it is now
standard to solvate the molecules of interest, which requires special treatment of the
boundary of the simulation box. In periodic boundary conditions, the simulation box
is inﬁnitely but virtually replicated in every direction [123,128,129,131]. The minimum
image convention demands that short-range interactions between two atoms i and j are
only counted once, namely between i and j′, where j′ is either j or one of its periodic
images, whichever is closest to i.
Numerical solution of the ordinary diﬀerential equation −∂U/∂ri = mir¨i requires
initial values for the atomic positions r and velocities r˙ as well as a numerical integrator.
The starting structure, i.e., the initial value for r, is usually taken from experimental
structural data obtained by X-ray crystallography [2830] or nuclear magnetic resonance
spectroscopy [27] whereas the initial velocities are assigned randomly according to the
Maxwell-Boltzmann distribution such that the net momentum
∑
mir˙i is zero [116,123].
The Verlet and leapfrog integrators are commonly used. These second-order integrators
are time-reversible and symplectic. Note that the derivatives of U are readily available
because of its simple form.
Integration of Newton's equations of motion does not change the total energy E,
i.e., the microcanonical ensemble (NVE, constant number of particles N , volume V , and
energy E) is obtained. For simulations in the canonical ensemble (NVT, constant N , V ,
and temperature T ) or isothermal-isobaric ensemble (NPT, constant N , pressure p, and
T ), e.g., for comparison with experimental data collected at the corresponding conditions,
dedicated algorithms (thermostats and barostats) are available [132].
1.2.2 The time scale problem
The time step for the numerical integration of the equation of motion has to be suﬃciently
small to capture the fastest motions in the system and is typically set to about 1 fs
[116,132]. The time step is thus several orders of magnitude smaller than the time scale
of many biologically relevant processes, a fact that prohibits long simulations.
Several approaches exist to alleviate the time scale problem. First, it is very common
to use algorithms like Shake [133] or Lincs [134] to constrain the lengths of cova-
lent bonds involving hydrogen atoms. This essentially removes the fastest motions in
the system, and a larger integration time step can be chosen. Second, coarse-graining
provides an alternative means for reducing the number of degrees of freedom in the
system [135137]. A prominent example of coarse-graining is to model the solvent im-
plicitly based on a continuum approximation [138140]. In this case, computational cost
is reduced signiﬁcantly with respect to explicit solvent simulations that require a large
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Figure 1.6: Dynamics of folded BPTI in a 1 ms long MD simulation. The root-
mean-square deviation (RMSD) from a crystal structure (PDB ID 5PTI [215]) shows in-
terconversion among diﬀerent metastable states. The colours indicate the ﬁve metastable
states identiﬁed by Shaw et al. [106]. Reprinted with permission from Ref. [106].
number of solvent-solvent interactions to be evaluated. Third, a variety of algorithms
are available to enhance sampling of rare conformations and events [141145]. Fourth,
regarding hardware, MD simulations on distributed computing systems [6, 146], special-
purpose supercomputers [147,148] as well as on graphical processing units [149151] have
been reported.
Some of these approaches can be combined with each other, and the art of molecular
simulation consists in choosing the appropriate model to answer a given question. Fast
models with reduced resolution and accuracy might be suﬃcient if the purpose of a
simulation is generation of hypotheses.
The ﬁrst all-atom MD simulation of a small protein in explicit solvent reaching 1 ms
was reported in 2010 [106]. Figure 1.6 shows that the 58-residue protein BPTI (Fig. 1.2c)
interconverts among a handful of metastable states in this simulation. We use this data
set in the following and in Chapters 3 and 5.
1.3 Analysis of molecular dynamics simulation data
In general, analysis of MD simulation data is concerned with charactering emerging
behaviours observed in the simulation, i.e., with deriving macroscopic dynamics and with
elucidating slow processes in terms of associated structural changes and rates [17,18,152
154]. An essential task is thus to understand the topography of the free energy surface.
Free energy minima, i.e., metastable states, have to be detected and characterised, and
the connectivities among them have to be described. For such analyses, which are often
exploratory in practice, a wide range of algorithms exist, and these are reviewed and
classiﬁed next.
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1.3.1 Methods
Dimensionality reduction A wide range of algorithms has been developed to repre-
sent the original high-dimensional data in a space of lower dimensionality such that the
most important aspects of the data set are preserved. Diﬀerent algorithms are based on
diﬀerent mathematical translations of the ambiguous term most important aspects, and
this means that the appropriateness of dimensionality reduction algorithms is speciﬁc to
the question.
The simple and widely-used principal component analysis (PCA) rotates and projects
the data such that most of the variance in the data is retained while the individual
dimensions are made to be uncorrelated. Speciﬁcally, the i-th principal component ui is
determined as the direction of maximal variance in the data under the condition that ui is
linearly uncorrelated to u1, . . . , ui−1 [155]. This task can be formulated as an eigenvalue
problem. Applied to MD data, PCA [156] and related methods like multidimensional
scaling [157,158] and local feature analysis [159161] capture large-amplitude motions.
However, large-amplitude motions are often not the most relevant ones. Thus, other
algorithms have been developed, e.g., full correlation analysis [162], a method that
searches for maximally anharmonic dimensions, and time-structure based independent
component analysis (tICA). The latter is a method formally similar to PCA that uses
kinetic information [163168]. More precisely, the i-th time-structure based indepen-
dent component vi is determined as the direction of maximal autocorrelation in the data
(for a ﬁxed lag time) under the condition that vi is uncorrelated to v1, . . . , vi−1. As in
PCA, the directions are given by the solution of an eigenvalue problem. The method is
very promising since the functionally most relevant motions are typically also among the
slowest ones, at least on the time scales currently accessible by MD simulations.
Another method for dimensionality reduction are diﬀusion maps [169]. Here, the data
set is treated as a weighted graph with edge weights given by a kernel function, i.e., a
positive semi-deﬁnite, symmetric function k : RD × RD → R≥0 that measures similarity
among data points. A Markov process on this graph is deﬁned based on the weight matrix.
This emulates a random walk on the data, and a low-dimensional projection of the data
is given through the slowest eigenfunctions of the Markov process. The main advantages
with respect to the other dimensionality reduction algorithms mentioned above are that
the method is nonlinear and, with an appropriate kernel function, local. The method
is related to spectral clustering [170], and it has been applied to MD simulation data
[161,171175].
After reducing dimensionality with one of these methods, the data is typically repre-
sented with a two-dimensional histogram, free-energy surface, or scatter plot (Fig. 1.7).
More often than not, two dimensions are not suﬃcient to capture all the relevant as-
pects of the data set without introducing signiﬁcant overlap of distinct states, and visual
processing of the result is impossible if more than a few dimensions are important. Al-
ternatively, the contribution of individual amino acids to the various new dimensions
can be visualised on the protein structure, thus highlighting the structural transitions
associated with the new dimensions [176]. Diﬀusion maps reduce dimensionality and at
the same time provide a kinetic model for the data [177,178].
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Figure 1.7: Principal component analysis (PCA) for folded BPTI. The data
set originates from a MD simulation of the conformational dynamics of BPTI within
its native state (Fig. 1.6) [106]. (a) Projection of the data (sine and cosine values
of 271 nonsymmetric dihedral angles for 41250 snapshots) onto the ﬁrst two principal
components without prior scaling of the input features. (b) Projection of the data
onto the ﬁrst two principal components after scaling the input features according to
their autocorrelation functions, thus enhancing the inﬂuence of slow dihedral angles (see
Chapter 5 for details). The projection shown in (b) reveals more structure in the data
compared to the one in (a). The data points are coloured as in Fig. 1.6.
We note that comparison of diﬀerent dimensionality reduction techniques is notori-
ously diﬃcult since no objective cost function exists [179], and since many new methods
are only compared to PCA.
Clustering A second class of methods is based on clustering the data set, i.e., on
grouping together similar conformations [8, 180]. Clustering is most often based purely
on geometric criteria, but a method that incorporates kinetic information at the very ﬁrst
step has been devised [106]. The conformations of the system can be visualised directly
for a coarse clustering consisting only of a handful of clusters (Fig. 1.8), but this is rarely
possible without combining what are essentially distinct states.
The transitions between clusters that were observed in the original time series can
be used to construct a network representation of the data [181]. These networks can
be visualised with algorithms for creating graph layouts (Fig. 1.9) [67, 182], cut-based
free energy proﬁles (Fig. 1.10) [183,184], or free energy disconnectivity graphs [185187].
Quantitative analysis with tools from graph theory can be performed [67, 188, 189], and
investigations of kinetics in terms of discrete Markov models and transition-path theory
[69, 190192] are common. However, Markov models are diﬃcult to parametrise and
depend heavily on the clustering algorithm and the number of clusters [193]. Recently,
hidden Markov models have been applied to MD data [194,195], and several methods for
coarse-graining high-resolution Markov models have been reported [196].
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Figure 1.8: Cluster analysis for folded BPTI. Representative structures are shown
for the ﬁve clusters identiﬁed by Shaw et al. in the trajectory presented in Figs. 1.6 and
1.7 [106]. Residues coloured in red tend to adopt a conformation that is unique for the
given cluster (see Ref. [106] for details). Reprinted with permission from Ref. [106].
Variational approach A variational principle has been derived to approximate the
slow processes captured by a master equation (Eq. 1.6) in discrete time [166,168,197,198].
This approach circumvents the data-driven discretisation of the state space discussed
above. However, a set of basis functions has to be provided upfront, either based on
intuition and prior knowledge of the system [166,198] or derived algorithmically [168].
Low-dimensional diﬀusion As mentioned above, protein folding in particular has
been described as diﬀusion in a one-dimensional potential. The main challenge is to ﬁnd
an appropriate reaction coordinate [199]. While the number of native contacts can be a
reasonably good reaction coordinate in some cases (as suggested by the metaphor of a
funnelled free energy surface) [92], dedicated optimisation schemes were shown to give
superior result in other applications [200202]. Since it is currently not clear which pro-
cesses can ultimately be modelled as simple one-dimensional diﬀusion problems, analysis
tools imposing this theoretical framework are of limited general use. However, recent
theoretical advances might extend their applicability [203].
The modelling of protein dynamics as diﬀusion in higher-dimensional spaces has been
attempted [204207]. However, this task is diﬃcult since the position-dependent diﬀusion
tensor has to be estimated. To be applicable and interpretable in practice, these methods
rely heavily on prior dimensionality reduction. Therefore, they inherit a number of
drawbacks, and these are discussed next.
1.3.2 Typical problems
The methods mentioned above all have several of the following drawbacks. First, many
are not scalable to large data sets. For example, diﬀusion maps require all pairwise
distances as input [169] and thus scale quadratically with data set size. Second, many of
these methods do not preserve information, i.e., states do overlap or kinetic shortcuts are
introduced (Fig. 1.11) [181, 189, 208]. Third, the heavy parameter dependence of some
methods makes their use cumbersome, renders their outcome less objective, and can even
impede parametrisation of the associated model for high-dimensional data. Fourth, the
amount of information they provide can be rather limited.
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Figure 1.9: Network analysis for the peptide Beta3S. The underlying data is com-
prised of 10 µs of MD simulations during which the peptide folded and unfolded about
70 times [67]. Nodes in the network represent groups of snapshots with similar secondary
structure. The transitions among snapshots observed in the simulation provide the links
among the nodes. The size of the nodes reﬂects the number of corresponding snapshots.
Nodes in red, cyan, and white have high, intermediate, and low connectivity to other
nodes. The folded state (FS) of Beta3S can be reached through two structurally dis-
tinct transition state ensembles (TSE1 and TSE2, yellow nodes). The denatured state
ensemble is heterogeneous and features helical conformations (HH) and low-enthalpy con-
formations that can act as traps (TR). Representative snapshots of selected nodes are
shown as pipes, which are coloured according to secondary structure with the N-terminus
in blue. The width of the pipe reﬂects structural heterogeneity within a node. Reprinted
with permission from Ref. [67].
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Figure 1.10: Illustration of the cut-based free energy proﬁle (cfep) procedure.
Cfeps provide a means to visualise network representations of MD data (Fig. 1.9) and are
constructed as follows. First, a reference node is selected, typically a native conformation
in the context of folding. Second, the network is treated as a discrete Markov model.
This allows an analytical computation of the mean ﬁrst-passage times to the reference
node for the remaining nodes v (labelled 14 in the ﬁgure), which are denoted mfptv.
Third, a point is drawn at (x = ZA/Z, y = ∆G = −kT logZAB/Z) for every node v to
obtain the cfep (lower left panel). Here Z is the total number of snapshots in the data,
ZA is the cumulative size of all the nodes u with mfptu < mfptv, and ZAB/Z is the
number of transitions in the simulation between the nodes u with mfptu < mfptv and
the nodes w with mfptw > mfptv (lower right diagram). The nodes are thus sorted
along the x-axis according to their kinetic distance from the reference node. The free
energy ∆G = −kT logZAB/Z is high in bottleneck regions of the network (e.g., black,
solid circle) and low elsewhere, which allows identiﬁcation of free-energy basins. Distinct
free energy basins with similar mfpt to the reference state overlap in the cfep (nodes 1
and 2), which is an inherent drawback of the method. Reprinted with permission from
Ref. [184]. Copyright (2008) American Chemical Society.
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Figure 1.11: Projections onto geometric order parameters can mask important
information. The free energy of Beta3S is plotted as a function of the fraction of native
contacts (Q) for the data underlying Fig. 1.9. A few representative structures are shown
(see Fig. 1.9 for details). Distinct states overlap on this projection, e.g., helical and curl-
like conformations are both found at the left end of the proﬁle (yellow boxes). Moreover,
trapped conformations (bottom orange box), which are kinetically far from the folded
state (red box), can have up to half of the native contacts formed. These conformations
thus overlap with structures from the transition state ensemble (top two orange boxes),
i.e., the order parameter Q does not reﬂect kinetic distance. Reprinted with permission
from Ref. [181].
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We have developed and tested an analysis algorithm not suﬀering from these draw-
backs. The main output of this method is the Sapphire plot, which is presented in the
next subsection.
Finally, almost all of the methods, including Sapphire plots, depend on how the
input data is represented or how distance between snapshots is measured (Fig. 1.7). An
informative representation of the data is often obtained with the help of prior knowledge,
and results will be biased by this sometimes subjective choice. This is especially relevant
for linear methods and for algorithms that rely solely on geometric information. Potential
solutions for this issue as well as our ongoing work are discussed below.
1.4 Sapphire plots
The main contribution of the present work is a novel method to analyse and visualise
MD simulation data. The proposed method generates a Sapphire (States And Pathways
Projected with HIgh REsolution) plot, which represents the states and the sequence of
events sampled by the simulation. Speciﬁcally, the snapshots are arranged linearly such
that snapshots belonging to the same high-density region are grouped together. The
resultant sequence of snapshots is called progress index and serves as the x-axis in the
Sapphire plot. Then, the progress index is annotated in various ways to highlight,
distinguish, and characterise the diﬀerent high-density regions in the data.
We brieﬂy introduce and discuss Sapphire plots here and refer the reader to the
original publication [22], which is provided in Chapter 2, for detailed information. Ap-
plications to protein folding, to protein dynamics and to peptide binding are treated in
Chapters 35.
1.4.1 The progress index
A function measuring distance between snapshots is required to construct the progress in-
dex, i.e., to sort the snapshots. The distance function can be chosen freely. We emphasise
that the results depend on this choice. Indeed, ﬁnding appropriate distance functions for
unsupervised learning from MD simulation data is an active area of research (see below
and Chapter 5).
Once a distance function has been deﬁned, all the snapshots are arranged sequentially
in stepwise fashion starting from an arbitrary snapshot. In each step, the snapshot closest
to any snapshot prior in the progress index becomes the next entry.
The crucial property of this walk through the data is that snapshots from the same
high-density region are grouped together, and that distinct states do not overlap [22].
Free-energy basins can thus be identiﬁed along the progress index if the distance function
is chosen such that these basins correspond to regions of high sampling density. We point
out that the progress index is formally similar to the output of the Optics algorithm
[209].
It is important to note that the progress index is not meant to serve as a reaction
coordinate. Furthermore, the data set is not required to come from a single trajectory.
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Multiple trajectories of diﬀerent lengths can be combined.
The following example uses a two-dimensional data set to illustrate the progress index.
Illustration with the Müller potential The Müller potential [210] is an illustrative,
two-dimensional model potential that has been used to test algorithms to compute reac-
tion paths [192, 210212] as well as analysis tools for MD simulation data [168, 193].
It is given by V (r = (x, y)) =
∑4
i=1 pi exp(a(x − x¯i)2 + b(x − x¯i)(y − y¯i) + c(y −
y¯i)
2) with p = (−200,−100 − 170, 15), a = (−1,−1,−6.5, 0.7), b = (0, 0, 11, 0.6),
c = (−10,−10,−6.5, 0.7), x¯ = (1, 0,−0.5,−1), and y¯ = (0, 0.5, 1.5, 1). Fig. 1.12a shows
the contour lines of the potential highlighting three distinct minima.
Diﬀusion on the Müller potential was modelled by the Langevin equation (Eq. 1.10)
dr/dt = −∇V (r)ζ+√2kBTζR(t) where R(t) is a delta-correlated Gaussian process with
zero mean, and the unitless parameters were set to kBT = 20 and ζ = 10−3.
The numerical simulation was performed with the Euler-Maruyama method [213],
i.e., r0 = (1, 0) and rt+1 = rt − ∇V (rt)ζ∆t +
√
2kBTζ∆tzt where zt ∼ N (0, 1). The
time step ∆t was set to 0.1 with a total simulation length of 105 steps. Coordinates
were saved every 10 steps, and the simulated trajectory is visualised in Fig. 1.12b. We
observed about a dozen transitions into the major basin at (−0.5, 1.5).
We computed the progress index for this data set starting from the ﬁrst snapshot
in the trajectory and using the Euclidean distance function. Figure 1.12b visualises the
progress index and shows that it indeed traces all three minima one by one.
Two characteristics should be noted here. First, snapshots found in the inner and
shared boundary region of the two minima with high x and low y values (coloured orange
to yellow in Fig. 1.12b) are grouped together by construction. The same observation
applies to the snapshots in the outer boundary regions surrounding all three minima
(coloured purple in Fig. 1.12b). This happens independently of sampling density and
can potentially be avoided by adapting the distance function. Second, once the progress
index enters a newly encountered high-density region (e.g., around progress index values
of about 2500 in Fig. 1.12b) it proceeds through a narrow tube (yellow snapshots around
(-0.8,1.2)) towards the centre of maximum density (green snapshots). After this point is
reached, remaining snapshots from the same high-density region are added, thus ﬁlling
the basin concentrically (snapshots coloured turquoise to blue).
We have observed in some applications that the progress index can prematurely enter
new basins [23]. This can be rectiﬁed by increasing the sampling density.
Scalable approximate algorithm We have developed a stochastic algorithm to gen-
erate an approximate progress index [22]. This algorithm is scalable to large data sets
and is based on the observation that the progress index is related to a minimum span-
ning tree (MST) constructed on the data points. To see this, let G = (V,E) be the
complete graph with nodes V given by the snapshots and edges e = {u, v} ∈ E weighted
by we = d(u, v), the distance between snapshots u and v. A MST of G is a subgraph
T = (V,E′) of G that connects all nodes and whose total weight
∑
e∈E′ we is minimal.
If a MST is known, the progress index can be derived in O(N logN) time, where N is
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Figure 1.12: Sapphire plot for the Müller potential. (a) Contour lines of the
Müller potential. (b) Simulated trajectory. Data points are coloured according to the
progress index, as indicated on top, and the ﬁrst snapshot in the progress index is marked
with a black circle. A line is drawn between every snapshot u and its parent in the
progress index, i.e., the snapshot closest to u among those added to the progress index
before u. These connections form a minimum spanning tree on the data (see text). (c)
Kinetic annotation of the progress index revealing the three minima of the potential. Data
points are coloured according to the progress index, as indicated in (b). (d) Dynamic
trace on the progress index, i.e., annotation with sampling time. Data points are coloured
according to the progress index, as indicated in (b).
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the number of snapshots. Conversely, if we deﬁne E′ as the set of edges between every
snapshot u and its parent in the progress index, i.e., the snapshot closest to u among
those added to the progress index before u, then T = (V,E′) is a MST of G (Fig. 1.12b).
The approximate stochastic algorithm that is scalable to large data sets ﬁrst organises
the data with a hierarchical clustering [180] and then uses heuristics to compute a short
spanning tree (SST) S of G, i.e., a spanning tree whose total weight is small but not
necessarily minimal. While the clustering is deterministic, the SST is stochastic. The
SST S is then used to derive an approximate progress index, as described in Chapter 2.
1.4.2 The annotation functions
With the progress index in hand, annotation functions are needed to highlight and in-
terpret the states along the progress index and the pathways connecting them. To this
end, we use the following three diﬀerent types of annotation functions.
Kinetic annotation function The ﬁrst annotation function indicates boundaries be-
tween states along the progress index in a kinetic sense and is constructed as follows.
For every snapshot i along the progress index, we compute the average of the mean ﬁrst-
passage times between Ai and Si, where Ai is the set of snapshots added to the progress
index before i and Si is the set of those added after i. This quantity, denoted τMFP , can
be computed analytically and eﬃciently. The value of τMFP is low within a state and
high in transition regions [22].
Figure 1.12c shows τMFP for the illustration based on the Müller potential, and the
three basins are clearly highlighted.
Dynamic trace The second annotation is the sampling time of the individual snap-
shots and illustrates when the diﬀerent states were encountered. This information traces
the temporal evolution of the system and is thus called the dynamic trace.
For the illustration based on the Müller potential the dynamic trace is given in
Fig. 1.12d.
The dynamic trace is particularly useful to quickly asses recurrence, i.e., whether a
given state was sampled multiple times. Sapphire plots can thus serve as a tool to check
for convergence in the simulation [144]. Furthermore, the dynamic trace visualises the
detailed sequence of events and can inspire mechanistic models of a process like peptide
binding (Chapter 4).
Structural annotation In addition, we characterize the states structurally. Possible
annotation functions include a secondary structure assignment by residue [214], similarity
to a reference snapshot, intermolecular and intramolecular distances, dihedral angles,
and data from other analysis methods. The structural annotations naturally show the
structural heterogeneity within states since every single snapshot is represented by the
progress index, i.e., since resolution is maximal.
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Figure 1.13: Sapphire plot for BPTI. The underlying trajectory is the same as in
Figs. 1.6 and 1.7. The progress index (x-axis) is annotated with kinetic information
(black curve), dynamic trace (red dots), and structural information (color annotation on
top). The latter includes colour-coded state assignments according to Shaw et al. [106]
(Fig. 1.8) and Xue et al. [217] (M1 - blue, M2 - orange, M3 - magenta, mC14 - red, mC38
- green, and other states - grey). The colour-coded information on top uses binning of
selected dihedral angles and shows that states diﬀer in their arrangement of the Cys14-
Cys38 and Cys30-Cys51 disulﬁde bonds and of the N-terminal part of the protein. See
Fig. 6b in Chapter 5 for details.
1.4.3 Application to BPTI
We now touch upon an application of Sapphire plots to MD simulation data [106] of the
native state ensemble of the 58-residue protein BPTI (Fig. 1.6). Here, we merely point
out the wealth of information contained in a Sapphire plot and refrain from discussing
the biophysical relevance of this data set and our ﬁndings since the very same data
is treated comprehensively in Chapters 3 and 5, and since the associated literature is
surveyed there.
The trajectory, which consists of 41250 snapshots saved every 25 ns, reveals that
BPTI interconverts between several states on the µs time scale (Fig. 1.6) [106]. Figure
1.13 shows a Sapphire plot for this trajectory based on a weighted Euclidean distance
function of the dihedral angles of BPTI (see Chapter 5) and conﬁrms the presence of
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Figure 1.14: Metastable conformations of the Cys14-Cys38 disulﬁde bond of
BPTI. The model is based on NMR data and encompasses a major (M) and two minor
(mC14 and mC38) states. The average values for the χ1 dihedral angles of Cys14 and
Cys38 are indicated above and below each conformation. Xue et al. have extended this
model by splitting M into three states [217], and we have used their model in Fig. 1.13.
Reprinted with permission from Ref. [216]. Copyright (2003) American Chemical Society.
several metastable states.
The structural annotation demonstrates that most of these states can be characterised
by diﬀerent conformations of the disulﬁde bonds, and there is experimental evidence for
several of them (Fig. 1.14) [32,215,216]. The dynamic trace unmasks when and in which
sequence these states were encountered. In particular, it shows that the state found at
progress index values of about 24000 to 32500, which corresponds to the crystal structure
(PDB ID 5PTI) [215], is sampled multiple times while the state at the very end of the
progress index (purple in the annotation by Shaw et al.) is sampled only once. The latter
observation indicates a lack of recurrence.
Overall, Fig. 1.13 shows that the picture emerging from the Sapphire plot agrees
very well with the clustering into ﬁve states reported in the original publication of the
data by Shaw et al. [106] but is richer in details, and the same holds in comparison with
the model of Xue et al. [217], which is mainly based on domain knowledge.
1.4.4 Conclusion
The Sapphire plot is an excellent visual tool for exploratory data analysis and com-
munication of results in a single plot. It delineates the individual metastable states of
a complex system like a biomolecule, and thermodynamic information, namely the sam-
pling weights of individual states, can be resolved quantitatively. In terms of kinetics,
pathways and the sequence of events are visualised in high detail, and states can readily
be deﬁned to compute rates or transition path times [23]. Furthermore, the Sapphire
plot enables rapid assessment of state interconversion and recurrence, i.e., it provides
information on sampling convergence.
The Sapphire plot does not rely on any parameters controlling size, number, shape
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or other properties of states. Distinct states do not overlap on the progress index, in
contrast to projections using geometric or kinetic distances from a reference state to order
snapshots (Figs. 1.10 and 1.11) [181, 189, 208]. Moreover, every snapshot is represented
on the progress index, i.e., resolution is maximal, and the structural annotation functions
characterise state-speciﬁc conformations as well as any variety therein. This is in contrast
to methods that rely on binning, e.g., two-dimensional projections or clustering (Fig. 1.8).
The progress index can be computed in O(N logN) time with an approximate,
stochastic algorithm whereas the annotation functions scale as O(N). The method is
thus scalable to large data sets, a substantial advantage over algorithms relying on the
full distance matrix like multidimensional scaling [157,158] or diﬀusion maps [169].
The algorithm to construct the progress index and to compute the kinetic annotation
function is implemented in the Campari simulation and analysis package, which is freely
available (http://campari.sourceforge.net).
Sapphire plots have been used to investigate data from MD simulations of protein
folding [22, 23] (Chapters 2, 3, and 5), of the conformational dynamics of proteins [23]
(Chapters 3 and 5), of a loop of the prion protein [218], and of peptide binding [219]
(Chapter 4). Finally, we mention that the progress index is being used as a means to
guide sampling [145].
1.5 Distance functions
As mentioned above and hinted at in Fig. 1.7, the outcome of most analysis algorithms
for MD simulation data depends on how the data is represented or how distance between
snapshots is quantiﬁed. If the slow processes of a complex system are the main topic
of interest, the kinetic proximity of two snapshots would be an ideal distance function.
This quantity, however, is not accessible in practice. Structural distance functions act as
proxies in data analysis with the hope that structural similarity according to the chosen
metric reﬂects kinetic distance. We introduce the most common choices for such distance
functions next and refer the reader to the literature for others [220,221].
RMSD The coordinate root-mean-square deviation (RMSD) between two conforma-
tions x and y, which is the most widely used distance function, is deﬁned as
dRMSD(x, y)
2 = min
R,t
1
D
D∑
i=1
‖rx,i −Rry,i − t‖2, (1.13)
whereD is the number of atoms considered, rx,i is the three-dimensional vector containing
the coordinates of atom i in conformation x, R is a 3 × 3 rotation matrix, and t ∈ R3.
Thus, R and t deﬁne an optimal alignment of x and y.
1.5 Distance functions 27
dRMSD The distance root-mean-square deviation (dRMSD) is based on a list of D
interatomic distances and deﬁned as
ddRMSD(x, y)
2 =
1
D
D∑
i=1
(dx,i − dy,i)2, (1.14)
where dx,i is the i-th interatomic distance in conformation x. Note that selecting all
(N−1)N/2 possible atom pairs, where N is the number of atoms, results in an artiﬁcially
increased dimensionality since the system has only 3N − 6 internal degrees of freedom.
A discretised version of ddRMSD is obtained by replacing the interatomic distances
by H(c− dx,i), where H is the Heaviside function and c is a cutoﬀ.
Dihedral angles Alternatively, distance can be measured based on a list of D dihedral
angles, i.e.,
ddihed(x, y)
2 =
1
2D
D∑
i=1
(sinαx,i − sinαy,i)2 + (cosαx,i − cosαy,i)2
=
1
D
D∑
i=1
1− cos(αx,i − αy,i),
(1.15)
where αx,i is the i-th dihedral angle in conformation x. This distance function neglects
degrees of freedom like bond lengths and angles, and it cannot capture the distance
between multiple molecules and their relative orientation.
Since biomolecular systems exhibit symmetries, e.g., indistinguishable water molecules
and rotational symmetries in side chains, only nonsymmetric atoms or dihedral angles
are typically used in Eqs. 1.13, 1.14, and 1.15.
Distance functions for high-dimensional data The distances deﬁned in Eqs. 1.13,
1.14, and 1.15 require a selection of which atoms, interatomic distances, or dihedral angles
to use. The full set of features usually contains a large number of irrelevant features that
are not related to the processes of interest and can mask the relevant ones (Chapter 5).
Further complications arise if the importance of diﬀerent features varies among the data
points [222224]. As a consequence, choosing a suitable distance function can be a time-
consuming task more important than the actual analysis method itself [8, 16, 19, 225].
This calls for eﬃcient protocols to derive distance functions that reduce the inﬂuence of
irrelevant features and account for local feature relevance.
1.5.1 Data-driven distance functions
We give here are short overview of the literature on data-driven methods to deﬁne distance
functions. A summary of our proposed method for MD data concludes the section.
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Feature selection and extraction For high-dimensional data, it is common to se-
lect or generate informative features, a process that often relies on domain knowledge
or measures of relevance, such as entropy or mutual information [226]. A less drastic
alternative to feature selection is feature weighting [16], i.e., using a weighted distance
function of the form
d(x, y)2 =
(
D∑
i=1
wi
)−1 D∑
i=1
wi(ax,i − ay,i)2, (1.16)
where ax,i is the value of the i-th feature for snapshot x, and wi is the weight associated
with the i-th feature. For dRMSD, the resultant weighted alignment problem can be
solved easily [227].
The methods for dimensionality reduction reviewed above are routinely used to ex-
tract features in the form of low-dimensional embeddings, although any low-dimensional
embedding might be of limited use if the original data contain many irrelevant features
and the distance function implied by the data space is unable to distinguish between
similar and dissimilar points. Several variants of classical dimensionality reduction al-
gorithms have been motivated by the latter observation. Isomap [179, 228230] and
sketch-map [231], for example, apply multidimensional scaling [157] to non-Euclidean
input distances, and locally scaled diﬀusion map is an extension of diﬀusion maps [169]
using a Gaussian kernel with snapshot-dependent local scales [173]. In any case, these
methods introduce a choice of how many dimensions to keep.
In contrast to many other dimensionality reduction algorithms, tICA generates a low
dimensional embedding that is invariant to linear, invertible transformations of the input
data. In its basic form, the method is global and linear, but kernel-based extensions might
allow to capture nonlinear structure in the data [168,232].
Metric learning If pairs of snapshots are given that are deﬁned to be similar, distance
functions can be learned that reproduce these relationships [233]. In the context of
MD simulation data, this approach has been used to learn a distance function that
tends to return low values for pairs of data points that are close in time along the
trajectory [234]. This task was formulated as a complex optimization problem depending
on several parameters.
Locally adaptive semimetrics To account for local feature relevance, locally adap-
tive similarity measures have been used in classiﬁcation [16,235] and clustering [223,224,
236238].
The COSA (clustering objects on subsets of attributes) algorithm [236], for example,
returns a locally adaptive semimetric, i.e., a symmetric function d satisfying d(x, y) =
0 ⇐⇒ x = y, given by
d(x, y)2 =
(
D∑
i=1
max(wx,i, wy,i)
)−1 D∑
i=1
max(wx,i, wy,i)(ax,i − ay,i)2. (1.17)
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Here, every data point x has an associated set of weights {wx,i}Di=1 that reﬂect the
variance along the individual features among the nearest neighbours of x (determined
according to Eq. 1.17).
For temporal data Singer et al. proposed the semimetric
d(x, y)2 = (ax − ay)>
(
Σ−1x + Σ
−1
y
)
(ax − ay) , (1.18)
where Σx is a local covariance matrix associated with x [239,240]. It can be determined
by running short stochastic simulations starting from x [239,240] or from the data within
a short time window along the trajectory around x [241]. This semimetric has been used
in conjunction with diﬀusion maps for dimensionality reduction [240].
A locally adapted version of Eq. 1.15 was proposed speciﬁcally for MD simulation
data of proteins [180]. The contribution of individual dihedral angles is weighted with
the sum of the associated, snapshot-dependent moments of inertia. This semimetric was
presented in the context of clustering and seamlessly integrated with the implementation
of the clustering algorithm. Such a deﬁnition of weights is physically motivated but faces
problems since information about side chains becomes negligible for big enough peptides
and proteins.
Our contribution In Chapter 5, we propose to globally or locally weight features
based on eﬀective rates, thus enhancing the inﬂuence of slow degrees of freedom. Global
weights are deﬁned based on the autocorrelation function, while locally adaptive weights
reﬂect transition rates within a time window along the trajectory. Our approach can
be readily combined with classical algorithms for dimensionality reduction or clustering.
We extensively test our data-driven approach in conjunction with several unsupervised
learning protocols on an illustrative model system and two MD data sets. Both feature
weighting methods reveal slow side-chain dynamics within the native state of the peptide
Beta3S. For BPTI, Sapphire plots employing weighted distance functions reveal the
metastable state mC38 (green in the annotation according to Xue et al. in Fig. 1.13).
This state, for which there is experimental evidence (Fig. 1.14), was not resolved in
RMSD-based Sapphire plots or in the clustering of Shaw et al. (Fig. 1.8).
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a b s t r a c t
Advances in IT infrastructure have enabled the generation and storage of very large data sets describing
complex systems continuously in time. These can derive from both simulations and measurements.
Analysis of such data requires the availability of scalable algorithms. In this contribution, we propose
a scalable algorithm that partitions instantaneous observations (snapshots) of a complex system into
kinetically distinct sets (termed basins). To do so, we use a combination of ordering snapshots employing
the method’s only essential parameter, i.e., a definition of pairwise distance, and annotating the resultant
sequence, the so-called progress index, in different ways. Specifically, we propose a combination of cut-
based and structural annotations with the former responsible for the kinetic grouping and the latter for
diagnostics and interpretation. The method is applied to an illustrative test case, and the scaling of an
approximate version is demonstrated to be O(N logN)with N being the number of snapshots. Two real-
world data sets from river hydrology measurements and protein folding simulations are then used to
highlight the utility of the method in finding basins for complex systems. Both limitations and benefits of
the approach are discussed along with routes for future research.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
With present day computing resources, large-scale temporal
simulations of complex systems can be performed routinely, and
time-resolved, experimental data in many dimensions are col-
lected and stored. In both cases, the resultant, very large amounts
of data require dedicated, scalable protocols to handle access and
analysis [1–3]. Examples can be found in fields such as protein sci-
ence [4,5], astronomy [6], cell biology [7], or climatology [8] to
name just a few.
For a complex system evolving in time, data are present in the
form of sequences of instantaneous snapshots (microstates in the
language of statisticalmechanics) of this complex system, and such
a sequence will be referred to as a trajectory throughout. Depend-
ing on whether data are synthetic or real, the implied projection
of the system to obtain a snapshot may differ, and this may limit
spatial resolution. Temporal resolution is limited directly by the in-
struments or numerical schemes if storage space is not a concern.
Even though continuous evolution need not be observed explicitly
as a function of time, we will restrict our terminology to this case.
Routine analyses of trajectory datamay involve computing average
properties and their estimated distribution functions inO(N) time,
∗ Corresponding author. Tel.: +41 446355597; fax: +41 446356862.
E-mail addresses: n.bloechliger@bioc.uzh.ch (N. Blöchliger),
a.vitalis@bioc.uzh.ch (A. Vitalis), caflisch@bioc.uzh.ch (A. Caflisch).
where N is the number of snapshots. Distribution functions offer
hints toward the diversity of states visited by the complex system
and their relative weights. Time-resolved analyses provide insight
regarding state connectivity and transition rates. Projection onto
low-dimensional properties is necessary to render such analyses
statistically meaningful and visualizable by conventional means.
If we assume that snapshots follow a well-defined distribution
(such as the Boltzmann distribution for particles in the classical
limit), these analyses look for spatial domains that are highly pop-
ulated under the given conditions, i.e., those forwhich a finite sam-
ple yields higher-than-average densities of microstates, preferably
through recurrence [9]. Here, recurrence refers to the trajectory’s
property of entering and exiting subdomains within high den-
sity regions several times. The motivation behind this is twofold:
(1) characterization of the complex system and communication of
results in terms fit for human consumption [10]; (2) derivation of
simplified models that provide a meaningful representation of the
complex system [11,12]. Such models can preserve coarse-grained
dynamical and static properties of the system and enable predic-
tions to bemade over vastly extended temporal or spatial domains.
When analyzing trajectories in projected spaces, high den-
sity regions are prone to overlap, and plots rarely resolve all of
them [13]. This overlap phenomenon can lead to incorrect con-
clusions regarding the diversity and connectivity of coarse states.
Consequently, affordable protocols that require little knowledge of
the system a priori and that decrease the likelihood of such overlap
are of interest. Techniques such as principal component analysis,
0010-4655/$ – see front matter© 2013 Elsevier B.V. All rights reserved.
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spectral clustering [14] and the related diffusion maps [15], locally
linear embeddings [16], cut-based free energy profiles [17], kinetic
groupings based on networks [18–21], which are specific cases of
community detection algorithms in graphs [22], etc. are all in use,
but many of them scale superlinearly with N .
Data clustering [23] offers a simple route to the identification
of high density domains. Clusters are defined as groups of mutu-
ally similar snapshots. Similarity is assessed by a criterion of dis-
tance generally requiring an ad hoc selection of both a subset of
features [24] and a functional form. However, a grouping meant to
describe an evolving system should also encode dynamic proxim-
ity [25], i.e., given a time resolution, which snapshots constitute
a kinetically distinct state? If the system is of atomic scale and
at equilibrium, this question aims to identify free energy basins
and barriers in a generally high-dimensional phase space [26,27].
Positional coordinates of atoms are often used exclusively given
that momenta can likely be ignored out on account of their much
shorter autocorrelation times. We note that the language and con-
cepts of statistical physics have proven useful in the analysis of
nonphysical systems as well [28], i.e., our adaptation of this lan-
guage does not imply a restricted domain of application.
In this contribution, we present an algorithm that operates di-
rectly on a trajectory.With just the definition of a pairwise distance
between snapshots,we are able to generate a one-dimensional plot
that allows the identification of states in a joint geometric and ki-
netic sense, whichwewill refer to as basins.With standardmetrics
derived from microstate representations (such as interatomic dis-
tances in a flexible molecule), the method relies on the continuity
of geometric representations in time. This implies that it may fail
for certain classes of discrete systems. The main benefits of our al-
gorithm are that it does not rely on any parameters per se, that it is
very likely to resolve all basins, and that with the help of reason-
able approximations to the exact procedure, the total running time
approaches O(N logN). The combination of these points is worth
emphasizing, since we believe that they constitute a desirable and
unique fingerprint of our approach.
The rest of this manuscript is structured as follows. First, we
present the key ideas behind the procedure (Section 2.1) and il-
lustrate its utility with a suitable model system (2.2). Next, we de-
scribe a computationally efficient and robust approximation to the
exact procedure. The scaling of computational cost with data set
size and dimensionality is tested explicitly (2.3). This is followed
by applying the method to two complex real-world data sets, the
first fromhydrology (3.1) and the second fromprotein folding (3.2).
We conclude by discussing the advantages and possible problems
in comparison with related approaches (4).
2. Methods and proof of concept
2.1. The exact algorithm
Let T = {t1, . . . , tN} be a set (trajectory) of N unique snapshots,
which usually are representations of the system in RD, which is
the chosen subspace of the original system representation with
D ≤ Dsystem. We use any pairwise distance d : RD × RD → R≥0
to measure the similarity between two snapshots. This need not
be a purely coordinate-dependent function. Below it will prove
beneficial for d to be a metric yielding a continuous number space
with all O(N2) values of d being unique.
We can now define the following iterative procedure. Choose a
starting snapshot s1 ∈ T and create the set S1 = {s1}. Initialize the
cut function, c : {1, . . . ,N} → N, to 2. Then, for i = 1, . . . ,N − 1
do the following:
1. Define si+1 as the snapshot in T\Si realizing the minimum of
d(·, Si) = minj=1,...,i d(·, sj).
Fig. 1. Schematic highlighting the fundamental components of the algorithm. A.
A set of points in two dimensions is shown as circles. See 2.1 for details. B. The
points in A are shown as a subset of a larger data set. Arrows and letters indicate
progression in time. The color scheme follows the order in which points are added
when starting with point p, i.e., colors trace the progress index itself. The schematic
on the bottom shows values for the inverse logarithm of c at each value of the
progress index. An example point and the cut to obtain the respective partitions Si
and Ai are highlighted. Point c illustrates an outlier, which are prone to be added last
to S. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
2. Let Si+1 = Si ∪ {si+1}.
3. Define c(i+ 1) =N−1j=1 ζSi+1(tj, tj+1).
Here, the function ζ is defined as
ζX (t, u) =

0 if neither or both t and u are part of set X
1 otherwise. (1)
The exact progress index of T starting with s1 is defined as the
sequence S(T , s1) = (s1, . . . , sN). Each entry i is associated
with a value for the cut function, c(i). In words, given a starting
snapshot, the algorithm finds a unique ordering of the snapshots,
and annotates it with the number of transitions between the two
partitions defined by all the snapshots that are currently part of the
set (Si) and those that are not yet part of the set (Ai = T\Si). The cut
function c is related to the mean first passage time in the implied
two-state Markov model via
τMFP(Ai → Si)+ τMFP(Si → Ai) = 2N/c(i). (2)
We use τAS as shorthand notation for τMFP(Ai → Si) throughout.
In Fig. 1(A), we show an illustration of a trajectory in 2D space
with the current set of snapshots 1–3. The order of adding further
snapshots would then be d,n, r, e, and q based on the mutual
distance relations. There are no free parameters beyond having to
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Fig. 2. Illustration of the approach using n-butane. The 27 basins of the system
are all clearly resolved. Amongst those basins with the CCCC dihedral angle in
anti, adjacent basins involve the rotation of only one of the methyl groups. This
is fortuitous but signifies that the following basin in terms of the progress index
is chosen on account of the sampling density in transition regions to any of
the preceding ones. This density is higher for transitions involving only a single
rotation. Points plotted in red correspond to snapshots that are classified as eclipsed
according to the binning strategy described in 2.2 and are found preferentially
toward the right half of basins and at the largest values of the progress index in
general. The color annotation uses a simplified binning into 120° bins and does
not display eclipsed microstates. The implied unit of time on the y-axis is a single
snapshot, i.e., 250 fs. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
define distance relations, and for this purpose we have chosen the
canonical tool, i.e., a metric. In Fig. 1(B), the same set of points is
shown as part of a longer trajectory. Here, letters indicate temporal
order (a–x), whereas coloring tracks the progress index (blue–red)
when using p as the starting snapshot. The cut function, i.e., the
number of transitions between Si and T\Si, is illustrated in the
lower half of the plot. The logarithm of the inverse of c(i) produces
small values if there aremany transitions and peaks if there are few
transitions. The latter is highlighted in Fig. 1(B) for set S with m
being the snapshot having been added last. Fig. 1(B) illustrates the
hypothesis that maxima in the logarithm of Eq. (2) will correspond
to kinetic barriers separating basins to the left from those to the
right. Consequently, the cut function should qualitatively encode
dynamic properties of the system.
We note that the algorithm has two distinct parts: the progress
index generation and the annotation function, here the cut func-
tion c. Both components can be treated and modified indepen-
dently. A determination of the exact progress index is related to
finding the minimum spanning tree (MST) of a complete graph
with N vertices corresponding to all the ti and edges with weights
given via d(ti, tj). The implementationweuse scaleswith an overall
complexity nearO(N2) and is described briefly in the Supplemen-
tary Information (SI), S.1.1 (see the Appendix). The exact progress
index of T is unique if all possible d(ti, tj) are distinct, and a unique
progress index does not depend on the order the snapshots appear
in T , i.e., it does not contain any kinetic information. By construc-
tion, it is not possible for geometrically distinct basins to overlap
provided that the sampling is good enough. Moreover, it is worth
noting that the progress index does not imply that a given basin is
closest kinetically to the one immediately to the left, but rather to
any basin to the left.
2.2. Illustration with labeled n-butane
Let the linear alkane n-butane be described by three dihedral
angles specifying rotations around all three carbon–carbon bonds
(see Fig. 2). We assume atoms to be labeled such that the
degeneracy of states can be resolved. In our chosen description,
each dihedral angle has three distinct potential energy minima at
180°, 60°, and −60° corresponding to anti, gauche+, and gauche−
conformations. The potential has threefold symmetry for the
methyl groups but favors anti for the central dihedral angle. It is
expected that the system has access to 33 = 27 coarse, metastable
states. This is a good example for the algorithm presented in 2.1
since the low dimensionality and good knowledge of the system
allow us to characterize basins and transitions independently.
Using stochastic dynamics simulations (see SI, S.1.4.1), we gen-
erated a classical trajectory of 30000 snapshots under conditions
such that recurrent sampling of all 27 basins is observed. Fig. 2
shows a plot generated by the algorithm described in 2.1 based on
a trajectory with a time resolution of 250 fs and using a distance
function defined on the three dihedral angles [29]. Clearly, we can
resolve all basins, which is in contrast to cut-based free energy pro-
files used in prior work [29]. To confirm that the indicated basins
do indeed correspond to the 27 expected ones, a color map repre-
senting an independent annotation based on binning the three de-
grees of freedom separately is shown. This correspondence is also
established in Fig. S.1 with the help of box plots. Both figures re-
veal an asymmetry for snapshots within basins: points in highest
density regions appear toward the left, and points in lower density
(‘‘fringe’’) regions appear toward the right. The latter correspond to
eclipsed states, which have maximal enthalpy for this system. The
asymmetry within each basin is a natural consequence of the way
the progress index is constructed and annotated.
Further exploration of this system is meant to analyze two
critical issues. First, what is the impact of the trajectory’s time
resolution? Second, can a connection between the results in Fig. 2
and an independent analysis of the thermodynamics and kinetics
of this system be established?
We expect the progress index annotated with c as in Fig. 2 to
successively lose its pertinent features if time resolution becomes
so coarse that the various basin-to-basin transitions can no longer
be resolved. We note that such a trajectory will eventually look
random, which implies that the cut function just reports on
the relative sizes of the two partitions, and not on (time-)local
groupings of snapshots. This is indeed the case as shown in Fig. 3.
For a resolution beyond 6 ps, the profile relaxes to a smooth,
parabolic shape, which can be rationalized based on combinatorial
arguments. We plot as a dashed line in Fig. 3 the analytically
derived prior expected for a completely random trajectory (see
SI, S.1.2). The result in Fig. 3 is obtained despite the fact that the
progress index still orders the snapshots in fundamentally the
same way as at finer time resolution. To make this point, a color
map analogous to Fig. 2 is shown in Fig. 3 for the progress index
derived from the 31.25 ps case. Therefore, the lack of features in
Fig. 3 is not a result of overlap in theway onewould encounter it in
histogram- [17,30] or cut-based methods [29]. This is a significant
advantage of our approach.
To perform an independent analysis of thermodynamics and ki-
netics, we constructed a set of macrostates by creating a 3D his-
togram with cubic bins of side length 60°. Bins are called eclipsed
unless all three dimensions are centered at one of the three poten-
tial energyminima. Thus, 33 out of 63 macrostates are not eclipsed,
and those correspond to the 27 basins. The resultant sequence of
macrostates can be used to infer the transition matrix of an un-
derlyingMarkov state model (MSM). From theMSM, pairwise τMFP
values can be computed. If we now consider the progress index,
at each point, we have a given MSM state annotation of the points
immediately to the left (smaller values of the progress index) and
to the right (larger values of the progress index). We may then in-
fer the dominantly populated macrostate to either side via maxi-
mum likelihood guesses.With the knowledge of those two guesses,
L and R, for each point of the progress index, we can plot the sum
τMFP(L → R) + τMFP(R → L). If L ≡ R, the result is directly pro-
portional to the inverse of the probability of L ≡ R. Conversely,
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Fig. 3. Dependence of progress index and annotation function on temporal
resolution. Data comparable to Fig. 2 are shown for decreasing temporal
resolution. Features are successively lost, and at 31.25 ps the annotation becomes
indistinguishable from that expected for a completely random trajectory (prior
function). For the cases of 1.25 and 6.25 ps, it is apparent that the strong inherent
curvature of function c impedes the identification of basins if they are small and/or
temporal resolution is poor. For each curve the implied unit of time on the y-axis is
a single snapshot of the respective trajectory, i.e., the saving frequency or temporal
resolution itself. As in Fig. 2, a color annotation is shown, here for the 31.25 ps
case. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
if the point is in a barrier region, L ≠ R and the result measures
the kinetic proximity of two neighboring macrostates. These data
are shown as the green curve in Fig. 4. Comparison with the origi-
nal profile shows that there is no quantitative relationship between
the two plots. It is therefore impossible to obtain quantitative ther-
modynamic or kinetic information from c. This is expected because
the cut functionmeasures kinetics in a crude two-state assumption
(A and S above) and not between individual basins.
Are there alternative annotation functions to consider? Here,
we define a ‘localized’ cut function as follows:
l(i) =
N−1
j=1
ζBi(nl(i))(tj, tj+1)ζCi(nl(i))(tj, tj+1). (3)
In Eq. (3), partition Bi(nl(i)) is defined as Si−1\Si−1−nl(i), and
partition Ci(nl(i)) is defined as Si−1+nl(i)\Si−1. This corresponds to
a restriction of the cut function to contributions from points in
the trajectory that are near in the progress index, and function l
is expected to offer better resolution than c for reasonable choices
of nl(i). A progress index annotated with l is shown in Fig. 4 as
well. Due to the peculiar nature of the system, the parameter nl(i)
in Eq. (3) is chosen in accordance with average basin sizes (see
the caption to Fig. 4). There is very good correspondence between
these results and the thermodynamic information inferred from
the MSM. However, Fig. 4 shows that peak heights are not
correlated beyond both sets appearing to populate two dominant
ranges of values. Quantitative correspondence is unlikely because
Fig. 4. Quantitative kinetic and thermodynamic interpretation of two annotation
functions. The standard annotation function via Eq. (1) is reproduced identically
to Fig. 2 (black). The localized annotation function defined in Eq. (3) is shown in
red. Because basins have two standard sizes (assumed to be 1600 snapshots if the
central torsion is in anti and 400 snapshots otherwise), we generated datawith nl(i)
set to fixed values of either 1600 or 400 snapshots. For the curve shown in the plot,
values were simply interpolated to convert from the case with nl(i) = 1600 to the
casewith nl(i) = 400 over values of the progress index of 17300–17700. Lastly, the
green curve shows results from an underlying MSM as described in 2.2. The width
for constructing the maximum likelihood guess of assigning basins L and Rwas 100
snapshots throughout. The implied unit of time on the y-axis is a single snapshot,
i.e., 250 fs. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
the cut function defined by Eq. (3) is not equivalent to well-
defined kinetic information within the underlying three-state
MSM. However, function l does appear to be able to provide
higher resolution when it comes to identifying basins. This is
highlighted by comparison of Figs. 3 and S.2 for the 1.25 ps
case, which reveals that the inherent curvature of function c
may limit basin delineation before the time resolution approaches
characteristic transition times of the system. If meaningful values
for nl(i) can be found, annotation with l is likely to provide more
information.
2.3. An approximate algorithm operating in near-linear time
Because the exact algorithm as described in 2.1 and expanded
upon in the SI, S.1.1, requires approximately O(N2) time, it is im-
practical for large data sets. In this section, we outline conceptually
the implementation of an approximate algorithm that operates in
O(N logN) time. A detailed description is found in the SI, S.1.3.
Briefly, a spanning tree is constructed with Borůvka’s algo-
rithm [31], which works by successively merging subtrees using
nearest neighbors. However, instead of considering rigorous near-
est neighbors for each subtree, we instead consider a set of nearby
snapshots, which is extracted frompreorganizing the data via hier-
archical clustering [29]. A hierarchical grouping means that snap-
shots are partitioned into groups of similar objects (clusters) for
a range of resolutions. The set of nearby snapshots is then con-
stituted from the union of all clusters that the subtree spans, and
which are not yet part of the subtree. This is done for the finest
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Fig. 5. Runtime analysis for the approximate version of the proposed algorithm. A.
The cost for computing the SST is shown as a function of N logN , i.e., the expected
complexity.We also show a linear fit and the costs for the tree-based clustering and
generation of the progress index from the SST. An apparent scaling exponent from
a double logarithmic plot of cost vs. N (not shown) is 1.15, close to the expected
value of 1.08 for this range of values for N . Data are for the case where the number
of clusters at the leaf level of the hierarchical clustering grows linearly with N , i.e.,
the average cluster size is roughly constant (see S.1.3). B. Computational cost of
SST construction as a function of dimensionality. Dwas adjusted as described in SI,
S.1.4.2. As expected, cost is linear in D, and four independent trials yield similar
answers. C. Computational cost of SST construction as a function of the number
of guesses, Ng . Because Ng will eventually exceed the size of the restricted search
space, it is expected that cost scales sublinearly with Ng . This is confirmed by the
double logarithmic plot.
resolution level still yielding a nonempty set. If the set is larger
than a parameter, Ng ,Ng guesses are taken instead of search-
ing the entire set. These two approximations limiting the search
space mean that for a given subtree the number of candidate
edges is within a constant upper bound, which gives the desired
complexity of O(N logN). The output is a ‘‘short’’ spanning tree
(SST) used for the generation of progress index and annotation
functions analogously to the MST in the exact case. Qualitative
neighbor relations are expected to be preserved in the SST with
the approximations primarily leading to randomization within
basins.
The scaling with data set size (see SI, S.1.4.2) is demonstrated
in Fig. 5(A) for a fixed value for Ng of 20. Clearly, a plot of
computational cost vs. N logN is roughly linear. As can be seen,
the cost for the construction of the SST along with the generation
of data pairs for progress index and annotation function is less
than that of the tree-based clustering. Fig. 5(A) implies that we can
identify basins in a data set composed of 8 × 106 snapshots with
a dimensionality of D = 273 in less than an hour on a single core
of a modern desktop machine. Fig. 5(B) shows the dependence of
computational cost on D. This is expected to be linear, since the
dimensionality of representation only matters for computations
of distance, the total number of which is roughly constant. This
expectation is confirmed by Fig. 5(B).
3. Results
3.1. Hydrology data for rivers near Portland, Oregon
While n-butane is a perfect example for the algorithm, real
world data setsmaynot be, especially if they describe the evolution
of a complex system that is not fundamentally stochastic in nature.
We constructed an example from hydrology parameters measured
at various river sites near Portland, Oregon, USA, over a period
of about 5 years. Measured quantities include pH, conductance,
discharge (volume flux), temperature, and oxygen content. River
parameters are expected to be influenced by ambient weather,
specific climatic events such as snowmelt, and local geography.
Seasonal patterns generate data sets that are likely to show
recurrence (similar seasons in subsequent years give rise to
similar river conditions), but that are not random. These data are
challenging for the following reasons:
1. Measurements are performed with low accuracy and may con-
tain outliers caused by malfunctioning devices or short-term,
local contaminations.
2. Subtle trends observed over multiple years may render condi-
tions locally more similar than compared to analogous times in
other years, and recurrence of conditions is weak overall due
to the (small) number of years in the data set. This challenges
the annotation function that relies on good mixing within a
basin.
3. Most measured parameters produce uninformative histograms
on their own. In conjunctionwith the first point, this challenges
the geometrical separability of these data, i.e., the pairwise dis-
tance spectrum is expected to be relatively featureless (see
Fig. S.3).
We note that the data set is small enough (N = 87 840 and D =
15) that we can use the exact algorithm. Fig. 6 plots the progress
index annotated with both c and l, and the kinetic annotation
confirms the challenging nature of these data. Profiles are sparse
in well-resolved features and allow the identification of two larger
basinswith unclear size alongwith a number of smaller basins, e.g.,
for values of the progress index around 1.6 ·104 or 8 ·104. The color
annotation of the input data supports this interpretation. These
data were normalized, centered, and subjected to noise before
being fed into the algorithm (see S.1.4.3). Red colors indicate high
values, and hence the first major basin is a putative warm season
with high water temperatures, high conductivity (σ ), low river
levels, and low oxygen concentrations. The secondmajor basin (up
to 4.5 · 104) corresponds to a putative cold season with generally
inverted parameters. We can confirm these assignments by using
the time annotation of the progress index shown in the bottom
part of Fig. 6. These highlight that the data in the first basin indeed
come from the warmest and driest months (July–September) and
that the data in the second basin come from the extended winter
months (November–April).
The rest of the plot reveals a few well-defined regions of
homogeneous conditions that often come from specific years.
These are not always well-resolved in terms of functions c or l,
and one important problem contributing to this lack of resolution
is lack of recurrence. This is seen most clearly for winter and
spring of 2008 found at progress index values of 5 to 6 · 104 and
indicated by linear correlation of progress index and real time.
Cut values become nearly invariant, which limits the use of these
annotation functions for nonrecurrent, but kinetically partitioned
data. As a counterexample, themid-summermonths of 2008 found
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Fig. 6. Application of the exact algorithm to hydrology data. The annotation
functions, c and l with a fixed nl = 10 000, derived from the progress index are
plotted against the progress index as black and green curves, respectively. The data
for function l were scaled and shifted as indicated in the axis label. The implied
unit of time on the y-axis is a single snapshot, i.e., 30 minutes. A color annotation
similar to the one in Figs. 2 and 3 is shown alongwith these plots. Data are centered
and normalized as described in the SI, S.1.4.3, and a uniform color scheme is used
(legend in the upper left-hand side). Data come from four stations (that are offset
visually) and encompass different measurements as indicated on the right-hand
side. The lower half of the figure annotates the progress index temporally with an
additional monthly color codemeant to highlight the yearly patterns (legend in the
upper right-hand side). Finally, circles highlight barriers identified via a measure of
the locality of the progress index as described in Fig. S.4. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
at progress index values near 8 · 104 yield water conditions with
recurrence according to both c and l. If c and l fail, it is also possible
to identify barrier regions via the locality of the progress index that
is known from the MST. Essentially, each snapshot is added to the
set S on account of a specific edge to a specific ‘‘parent’’ vertex,
whose position in the progress index is known. If this position is
not nearby (not local), we can speculate that we have encountered
a barrier region (see Fig. S.4). Putative barriers derived this way are
plotted as circles in Fig. 6 and seem to offer potential in delineating
basins for nonrecurrent data. Finally, a more detailed analysis is
given in S.2.1. In particular, Figs. S.5 and S.6 explore differences
between the exact and approximate algorithms. The latter is used
exclusively for the final data set.
3.2. Reversible folding of a β-sheet miniprotein
As a final test, we apply the approximate algorithm to a com-
plex system analyzed extensively in previous works [32,33,29].
Beta3S is a 20-residue polypeptide that undergoes reversible fold-
ing transitions at 330 K on the high ns time scale if a suitable
computational model is utilized [34]. The native basin is a three-
stranded β-sheet, but various other enthalpic basins are known
and populated (for further details, see SI, S.1.4.2).
Fig. 7 shows representative results for the approximate
progress index coupled to the simple annotation function, c . The
first thing to note is the strong similarity of the plot in Fig. 7 to cut-
based free energy profiles based on the same data set [32,33,29]
(see also Figs. S.7 and S.8). The native basin, which the start-
ing snapshot is part of, encompasses about 35% of the data. Sec-
ondary structure, i.e., DSSP annotations [35] to the progress in-
dex are shown as well in a color plot for individual residues.
These confirm the correct topology for a three-stranded β-sheet.
For large values of the progress index, we find a basin comprised
of an ensemble of structures rich in α-helix. In between, there
is a mix of smaller, enthalpic basins that usually share part of
Fig. 7. Application of the approximate algorithm to Beta3S. The distance function in
use is the coordinate root mean square deviation computed over backbone oxygen
and nitrogen atoms of residues 3–18 after pairwise alignment. The progress index
obtainedwithNg = 200 is plotted against annotation function c . For each trajectory
snapshot, we also computed DSSP annotations [35] that are presented as a color
annotation (legend on top, one-letter codes for individual amino acids on the right-
hand side). Only every 20th snapshot is shown to keep the size of the original
vector image manageable. Lastly, we show a further kinetic annotation by plotting
independent τMFP values to the native basin (small values of the progress index)
for selected snapshots. The selected snapshots are the centroids of those nodes in
the MSM used to generate the τMFP values, which encompass at least 10 snapshots
(about 8000). Testswith values forNg as small as 20 yielded comparable results (not
shown). For plotting details, please refer additionally to the caption of Fig. S7.
their topology with the native state, and entropic regions without
consistent order formation. Based on the DSSP annotation, it ap-
pears that function c resolves all structurally homogeneous sets of
microstates suggesting that the system exhibits sufficient recur-
rence over the aggregate sampling time of 20 µs. This holds even
for tiny basins such as the one seen at values of the progress index
just past 6 ·105. Fig. S.8 shows the annotation with l and highlights
that c provides sufficient resolution for this system.
There are two questions we want to address. First, are the
resolved basins in fact kinetically homogeneous? To this extent,
we constructed a network of conformational transitions based on
the tree-based clustering and conformational root mean square
deviations exactly as described in prior work [29] (this is also
the exact same clustering used for data preorganization when
generating the SST). Using a target node in the native basin as
reference, we proceeded to determine the τMFP values for all other
nodes. If a node contains at least 10 snapshots, the value for τMFP is
plotted in Fig. 7 for all those snapshots at their respective positions
in the progress index. This simple annotation confirms that – at
least in reference to the native basin – the basins identified by our
proposed approach are indeed kinetically homogeneous. To further
address this, Fig. S.7 shows a correlation analysis of the cut-based
free energy profile based on the same clustering with the results in
Fig. 7. The conclusions are the same. As a corollary, a lack of kinetic
homogeneity seen for example around values of the progress index
of 5 · 105 or 8 · 105 correlates with parts of the profile, for which c
does not indicate the presence of a basin.
The second question is with regard to the ordering of the
basins by the progress index. The annotation with τMFP makes the
point that there is weak correlation between a distance in the
progress index and a distance in kinetics (see also Fig. S.7). This
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is expected, since the sampling density in transition regions no
longer represents a ruler for kinetic distance to a specific basin
once multiple basins have been incorporated into set S. In analogy
to cut-based free energy profiles, this also means that neighbor
relations are not necessarily meaningful for larger values of the
progress index as discussed in the context of Fig. 2. In summary,
for this more appropriate data set compared to 3.1, the proposed
scheme provides exactly the information we expected to obtain
with no obvious limitations or errors in annotation.
4. Discussion and conclusions
In this contribution, we have presented a new algorithm for
sorting and annotating sets of data that are the result of contin-
uous evolution. The sorting component, i.e., the progress index, is
derived in both an exact form with modest computational com-
plexity and in an approximate form that is computationally effi-
cient and scalable to very large data sets (see Fig. 5). Such scalable
algorithms are increasingly sought after due to the routine gener-
ation and storage of massive trajectories given present day com-
puting resources [6,36,2]. The second component, i.e., the various
annotation functions used throughout, generally scale asO(N) and
are of lesser cost than the progress index generation. The two com-
ponents combine to yield one-dimensional plots that are able to
distinguish kinetically grouped sets of microstates in complex sys-
tems that exhibit sufficient recurrence (mixing) both within and
amongst basins. There are no parameters controlling size, number,
or other properties of basins, and the algorithm is agnostic beyond
the fact thatwe have to define a pairwisemeasure of similarity.We
believe that the combination of minimal user input and high com-
putational efficiency makes our proposed scheme a useful one.
The total runtime for generating Fig. 7 was on the order of min-
utes for a trajectory of 106 snapshots. This highlights the utility of
the approach in quickly and reliably partitioning a complex sys-
tem into an annotated set of basins. We are unaware of alterna-
tive methods offering comparable amounts of information at this
cost. The strengths of the approach rest on the use of all snapshots,
i.e., the lack of any binning or other a priori grouping (the auxiliary
clustering is for efficiency only (see 2.3), and has no direct bear-
ing on the results (see Fig. S.6)). The kinetic annotation functions,
c and l (see 2.1 and 2.2), operate relative to the time resolution of
the data and will correctly lump all snapshots together if the lat-
ter is too coarse (see Figs. 3 and S.2). Actual failure is possible if
small basins are placed in regions of high inherent curvature (see
Fig. 3). This is an issue of the signal-to-noise ratio, and we expect it
to be corrected by increasing the amount of data or using a different
starting point. Any lack of recurrence is a potentially more critical
issue and is encountered in Fig. 6. However, it need not result from
non-stochastic evolution of the system, but can also result from an
inappropriately high dimensionality in representation. In the latter
case, the point density becomes so low everywhere that basins are
no longer identifiable.
The last comment above implies that the utility of data process-
ing algorithms of this type rests on the appropriateness of the dis-
tance function. This is a very fundamental problem, but there is
little rigorous work comparing combinations of different classes of
distance functions coupled to different representations of a com-
plex system [37]. Amore active and closely related area of research
is that of finding suitable reaction coordinates for complex sys-
tems that preserve correct, coarse-grained kinetics and thermody-
namics [38,33,39,40]. Viewed as a simple grouping scheme [23],
our approach offers the advantage over the majority of algorithms
that there is no parameter controlling the number or size of clus-
ters. Moreover, comparable groupings are normally the result of
a two-stage process: efficient, fine-grained clustering is followed
by suitable refinement [41]. Our approach shares a strong formal
similarity with the OPTICS clustering algorithm that also utilizes
a combination of sorting and annotation [42]. We emphasize that
few algorithms in this class operate at such low time complexity,
e.g., [43,44,29]. The reliance on geometric continuity during system
evolution is shared explicitly with methods computing eigenvec-
tors of a kernel-based density estimate given the fullO(N2) Lapla-
cian matrix, i.e., diffusion maps [15,39]. These methods not only
require choosing a kernel function (or at least parameter(s) for it),
but the reliance on the Laplacian matrix renders them infeasible
for data sets exceeding∼105 snapshots. Lastly, we briefly mention
path sampling approaches. With suitably chosen end points, these
methods can yield comparable information [45–48], because they
directly probe kinetic connectivity of different sets of microstates.
Of course, they are conjoined with the sampling protocol itself, i.e.,
they are not pure analysis schemes applicable to any continuous
data set, and require significant human input. This is also true for
metadynamics [49] andmany related approaches, e.g., a recent ap-
proach to sequential basin discovery [50].
The algorithm as described here has been implemented in
the CAMPARI software package [51], and the current develop-
ment version is available from the authors on request (cam-
pari.software@gmail.com). Ongoing work is targeting three areas.
First, can we automatize feature selection using an appropriate
criterion of optimality, i.e., is it possible to eliminate the need to
manually define a distance function? Second, for the localized cut
function, l, is there an iterative, but efficient procedure that deter-
mines a suitable value of nl(i) for all snapshots? The current restric-
tion to one or a few values of nl clearly lacks general utility. Third,
can we identify additional annotation functions that can be quan-
titatively related to relevant time scales of the system?We believe
that addressing these questions opens up fruitful avenues for fu-
ture research toward routine analysis of large data sets continuous
in time.
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S.1. Supplementary Methods
S.1.1. Implementation of Exact Algorithm
The implementation described in the following is used to provide an algorithm for the following scheme as proposed in the
main text:
Choose a starting snapshot s1 ∈ T and create the set S 1 = {s1}. Initialize the cut function, c : {1, . . . ,N} → N, to 2. Then, for
i = 1, . . . ,N − 1 do the following:
1. Define si+1 as the snapshot in T \ S i realizing the minimum of d(·, S i) = min j=1,...,i d(·, s j).
2. Let S i+1 = S i ∪ {si+1}.
3. Define c(i + 1) =
∑N−1
j=1 ζS i+1 (t j, t j+1).
Here, function ζ is given by eq. 1 in the main text. The exact progress index of T starting with s1 is defined as the sequence
S (T, s1) = (s1, . . . , sN). Each entry i is associated with a value for the cut function, c(i).
In order to guarantee the scheme to be exact, we theoretically need to know all O(N2) pairwise distances. Then, we can -
for each snapshot - create a list containing all other snapshots ordered by distance along with the distance. This already has a
complexity of O(N2 log N) on account of the required sorting of a list of size O(N) for every snapshot. From this set of ordered
lists, the progress index is conveniently generated in O(N2) time. This is because for iteration i in the above scheme, we need to
scan only the nearest, eligible neighbor for each current member of the set S , i.e., we find the minimum one of i = O(N) candidates.
To keep track of eligibility, we utilize a pointer array to the smallest, eligible entry in each list, and updating the pointer array again
has limiting complexity of O(N) for each iteration.
Suppose now we assume that the density of points is homogeneous enough such that the longest edge in the underlying minimum
spanning tree (MST) has a value of dmax that is substantially smaller than the majority of distance values found in the ordered
lists. Then, the following heuristic emerges. With a reasonable guess of dmax, we first use an efficient clustering algorithm with
controllable cluster size to find a set of cluster centroids. For each cluster k, we can compute the maximum distance from its centroid
as rck . Then, by virtue of d being a metric, we can exclude all pairwise distance comparisons for snapshots belonging to clusters k
and m, whose centroids are further apart than dmax + rck + rcm . This reduces the computational cost of the implementation twofold:
first, not all O(N2) distances are evaluated (in our tests on n-butane, the fraction evaluated ranged from 5-30%); second, the sorting
of the lists truncated to dmax needs less than O(N2 log N) time for each list. It is important to point out that we usually expect the
required value for dmax to decrease with increasing sampling density meaning that the overall complexity may be reduced to O(N2)
or less.
Unfortunately, there are three problems associated with the above scheme. First, the required value of dmax is difficult to guess.
To obtain a MST, the algorithm may have to be rerun a few times with increasing values for dmax. Second, the heuristic in use is
dependent on the structure of the data, i.e., it is not universally applicable. It is straightforward to construct pathological cases,
in which a single edge of the MST is so much longer than the rest that the truncated lists are nearly as long and as expensive to
compute as the complete O(N) lists. Third, even if the data conform to the assumptions of the heuristic, the memory required for
storing the lists still grows superlinearly with N. This is in contrast to the number of edges of the MST that is N − 1.
With the lists generated, the efficiency of the generation of the progress index itself can potentially be improved by first com-
bining all distances and snapshot pairs in the truncated lists to a single list that is then globally sorted by distance. Obviously, the
complexity of this operation is favorable compared to the implementation described above only if the number of items is signif-
icantly smaller than (N − 1)N/2. From the globally sorted list, we can derive the MST via Kruskal’s algorithm [1] with lower
time complexity due to the edges already being sorted. For data sets for n-butane, we found an effective scaling exponent of
computational cost over a range of 900–90000 snapshots of 1.75.
S.1.2. Derivation of Combinatorial Prior for Cut Function
As shown in Fig. 3 of the main text, a progressive decrease in temporal resolution eventually yields a default profile with
parabolic shape. If the saving frequency exceeds all relevant time scales of the system, the trajectory essentially looks random, and
the annotation function c reports what looks like a single basin. However, there are combinatorial reasons for why the result is not
flat along the progress index, and these reasons are treated explicitly next.
The idea of the analytical derivation centers around the number of different ways a trajectory can be randomly partitioned into
two sets, S i and Ai = T \ S i. For given i = |S i| and j = |Ai| = N − i, there are
rc = 2
(
i − 1
q
)(
j − 1
q
)
trajectories with a value for c of 1 ≤ c = 2q + 1 ≤ 2 min{i, j} − 1, and there are
rc =
(
i − 1
q
)(
j − 1
q − 1
)
+
(
j − 1
q
)(
i − 1
q − 1
)
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trajectories with a value for c of 2 ≤ c = 2q ≤ 2 min{i, j}. For a trajectory whose snapshots are randomly assigned to S i and Ai
(satisfying |S i| = i), the probability that its cut value is c is given by
pc = rc
/(
N
i
)
.
Using Vandermonde’s identity, we get the expected cprior as the following expectation value:
E(c(i)) =
2 min{i, j}∑
c=1
cpc = 2i
(
N − 1
i
) /(
N
i
)
= 2i(N − i)/N.
The function defined above is used in Fig. 3 of the main text (dashed line), and corresponds to a combinatorial prior function
that is a direct result of the differing asymmetry in partition sizes for different values of the progress index. The resulting profile is
symmetric around the point N/2 and is independent of the length of the trajectory in the sense that E(cλN(λi))/λN = E(cN(i))/N for
all λ ∈ N (here, the subscript denotes the length of the trajectory).
S.1.3. Implementation Details for the Approximate Algorithm
Recalling the exact algorithm conceptually (see Section S.1.1), we can divide the task into two components, i.e., construction of
the MST and parsing of the MST to yield the annotated progress index. For the latter, for typical data sets, the computational cost
will scale linearly with N given a spanning tree. In contrast, the former is prohibitively expensive for large data sets as described
above. Assuming we know the ordered list of nearby snapshots for every snapshot, Boru˚vka’s well-known algorithm [2] assembles
the MST by successively joining subtrees in O(N log N) time. Therefore, approximations are introduced that are meant to replace
the use of an ordered list of all other snapshots with a set of unordered and nearby snapshots and of controlled size, which allows
any given merging operation to happen in constant or nearly constant time. The result is no longer an MST, but rather a short
spanning tree (SST).
Specifically, this happens by data preorganization and random guessing with a fixed maximum number of guesses, which cor-
responds to the parameter Ng used throughout. Data preorganization allows defining a list of snapshots, τi, that contains candidates
with small values of the distance to the set S i describing a subtree at any given stage of Boru˚vka’s algorithm. The notion of “small”
is understood qualitatively in relation to the distribution of this quantity for all snapshots in T \S i. τi can be assembled by clustering
the data set prior to the construction of the spanning tree. Specifically, τi is the list of unique snapshots constructed from all clusters
that S i spans into. Following the algorithm, it becomes clear that eventually all cluster members will be exhausted preventing further
merging steps of subtrees. This is where the idea of a hierarchical clustering becomes critical. Hierarchical data preorganization
implies that we obtain a clustering for a series of chosen resolutions of increasing coarseness. If clusters are exhausted at the finest
resolution, τi is simply assembled at the next coarser level that yields a nonempty set.
In principle, any hierarchical clustering algorithm that does not generate cluster overlap and reflects local density could be
used provided that it operates in at most O(N log N) time with data set size and in linear time with data dimensionality. In our
implementation, we use a recently developed top-down, tree-based clustering algorithm meeting these requirements [3]. The
resultant hierarchical tree of clusters is not to be confused with the MST or SST at the snapshot level considered here. While the
reader is referred to the literature for details, a brief summary is as follows. The clustering algorithm relies on one main (a minimum
threshold distance, t1) and two auxiliary parameters (the tree height, H, and a maximum threshold distance, tH). From the top to
the bottom level the data set is clustered with increasing resolution such that parent-child relationships defining the tree of clusters
can be exploited to achieve near linear scaling with data set size. Each of the H tree levels is associated with a threshold distance
tk determined by linear interpolation between tH and t1. The data is processed sequentially. Starting on the top level, snapshot j
is added to its nearest cluster on level H if the distance does not exceed tH , otherwise j spans a new cluster on its own. Then for
each level k down to level 2, j is added to the nearest cluster on this level provided that the distance does not exceed tk, otherwise it
spans a new cluster. The key steps guaranteeing efficiency are that 1) only the children of the cluster of j on level k+ 1 are scanned,
and that 2) distances of snapshots to clusters are measured as distances to the centroid of the cluster. Using simple algebra, these
centroids can be updated continuously without additional cost pending that the distance function in use is Euclidean. The first pass
creates a “raw” tree with minor errors caused primarily by centroid drift. Therefore, in a second pass of the data, centroids at all
populated levels are kept fixed, and snapshots are simply reassigned to clusters. In addition, the clusters at the leaf level (finest
resolution) are now created, which implies that the leaf level results are of higher quality. This is also a reasonable property for SST
construction given that the majority of SST edges are expected to derive from neighbor relations encoded in leaf level clusters.
With the restricted list of snapshots, τi, in hand, a second approximation may be introduced. Specifically, if the size of τi exceeds
the value of the parameter Ng, Ng candidates are picked randomly, and the one yielding the shortest edge becomes a putative edge of
the SST; otherwise, the search is exhaustive over the set of candidate edges, and the approximation is purely at the level of reducing
the search space to τi. Clearly, the second approximation may be severe. Consider a case where τi is constituted from multiple,
coarse clusters spanning a large volume in data space. The distribution of points in τi in relation to the members of S i may be
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heavily skewed, and/or the ratio Ng/|τi| may be unfavorable. In either case, the likelihood of introducing a significantly inaccurate
neighbor relationship is large. These types of issues imply that it is not straightforward to optimize the hierarchical clustering for
SST construction, and we have not attempted to do so rigorously. The most important property is probably that the leaf clusters be
tight, free of overlap, and somewhat matched in size to the choice for Ng.
In addition, there are some technical points to consider. First, the assembly of snapshot lists for each subtree must be handled
efficiently by using dedicated, but straightforward data structures such as different types of linked lists. Memory is allocated
dynamically, but with sufficient buffering to prevent slowdown by frequent allocation events. A heuristic is used to determine
whether to use partial snapshot lists created during clustering or whether to recreate the list for a given cluster. Second, larger
subtrees will eventually span multiple clusters. It may happen that one or more, but not all of these clusters are exhausted at a given
level requiring a jump to the next coarser resolution. In this case, τi remains restricted to the finest level for which any cluster still
contains eligible snapshots. This strategy is meant to exploit the fact that neighbor relationships will be most meaningful at the
finest resolution (leaf) level. Third, note that at each step of the algorithm there is only a single minimum distance considered for
every subtree, and that the corresponding edge is added to the SST only if it does not introduce a cycle. Cycles are avoided by
updating an index array denoting subtree memberships for all snapshots immediately after each merging event.
S.1.4. Data Sets
S.1.4.1. n-butane
We used torsional space, stochastic dynamics simulations in the gas phase at 400 K to obtain trajectories of varying length. In
all cases, only a single molecule of n-butane was present, the integration time step was 5 fs, and the number of trajectory snapshots
that were analyzed was 30000. The only term to the potential energy were the torsional potentials native to the OPLS-AA force
field [4]. The chosen representation consisted of the three dihedral angles themselves with appropriate corrections for computing
Euclidean distances between snapshots [3].
S.1.4.2. Beta3S Miniprotein
Data were taken from equilibrium sampling of the polypeptide Thr-Trp-Ile-Gln-Asn-Gly-Ser-Thr-Lys-Trp-Tyr-Gln-Asn-Gly-
Ser-Thr-Lys-Ile-Tyr-Thr with the terminal residues in zwitterionic state. At least in the limits of a specific continuum description
of solvation [5], this peptide undergoes reversible folding transitions [6, 7] between a well-ordered, three-stranded β-sheet con-
formation and a coil-like unfolded state ensemble. This is augmented by various enthalpically stabilized, non-native basins, most
prominently a partially ordered ensemble of α-helix rich conformations.
The simulation data were obtained from prior work [8], and a data set of size 8 · 106 trajectory snapshots was considered for
analysis. The pairwise, Euclidean distance function is defined on a chosen representation that here consisted of 273 interatomic
distances between backbone nitrogen and oxygen atoms. This representation deemphasizes fast degrees of freedom such as side
chain rotamer states. For the purpose of runtime analysis (Fig. 5A) of the approximate algorithm, the entire 8 · 106 snapshots were
read with increasing skip to arrive at data sets of reduced size. In order to make the results comparable, we kept the number of
guesses, Ng, the tree height, and the maximum threshold criterion constant at values of 20, 16, and 8 Å, respectively. To obtain a
constant average cluster size, the finest threshold value was set to 1.82, 1.67, 1.52, 1.35, 1.15, 1.03, 0.88, and 0.76, for increasing
snapshot numbers from 62500 to 8 · 106. It should be noted that this parameter is also the only one that shows a weakly systematic
impact on the total weight of the SST, which is a measure of the quality of the approximation (see Fig. S.5). For Fig. 5C we used
a data set of fixed size corresponding to the case with N = 106 in Fig. 5A. Ng was varied to investigate runtime dependency on this
parameter. Quantifying the influence of the dimensionality of representation is more complicated, and we chose to first transform the
273 interatomic distances into principal components sorted by decreasing total variance (see Fig. 5B). For the full dimensionality,
this has no impact on the results of the clustering or the SST construction. It does, however, allow a more straightforward reduction
in dimensionality by simply discarding more and more of those dimensions with the smallest variance, which are presumed to
encapsulate the least information.
For the data in Fig. 7, we used data on the identical system and physical model, but from a different set of simulations [7]. This
is meant to facilitate comparisons to published work [7, 9, 3]. The data set is comprised of N = 106 snapshots saved at an interval of
20 ps, and the representation consists of the Cartesian coordinates of the backbone nitrogen and oxygen atoms of residues 3–18. A
pairwise distance is defined as the root mean square deviation of atomic coordinates after pairwise alignment. It should be pointed
out that the inclusion of translation and rotation operators poses technical challenges in the hierarchical clustering underlying the
approximate approach as discussed [3]. The clustering used a tree height of 16, and a maximum and minimum threshold radius of
10.0 and 1.5 Å, respectively (identical to Fig. 6A in [3]). It yielded 161778 clusters, and the resultant network of conformational
transitions was used to derive the τMFP annotations in Figs. 7, S.7, and S.8 as well as the cut-based free energy profile in Fig. S.7.
S.1.4.3. Hydrology Data Set
Because of storage constraints, it is difficult to find non-synthetic data on an accessible topic hosted on public servers such
that there are continuous recordings of quantities or parameters with both time resolution and recurrence that allows one to make
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statements regarding basins. Here, we have chosen river hydrology parameters (temperature in °C, pH (unfiltered), specific conduc-
tance in µS/cm at 25°C, discharge in cubic feet per second, and dissolved oxygen in mg/ml) available from the following stations
in Oregon, USA:
Site number River Coordinates Altitude
USGS 14211010 Clackamas River 45◦22’46”N 122◦34’34”W 0 ft.
USGS 14209710 Clackamas River 45◦10’02”N 122◦09’18”W 840 ft.
USGS 14138870 Fir Creek 45◦28’49”N 122◦01’28”W 1440 ft.
USGS 14138850 Bull Run River 45◦29’54”N 122◦00’40”W 1080 ft.
Table S1: The first column lists the station ID within the system of the United States Geological Survey (USGS) [10]. For
each of the four stations, we here list the river (column 2) it measures along with complete geographic coordinates as latitude,
longitude, and altitude (columns 3–4) [10]. The stations are listed in the same order as their data are shown in Figs. 6 and S.6.
All these rivers are ultimately indirect tributaries to the Columbia river, which drains into the Pacific Ocean. The Portland area
has mild, wet winters, comparatively cool summers, and is classified to be part of the cool, dry-summer subtropical (Csb) zone
in the Ko¨ppen–Geiger classification system [11]. The rivers form part of the system that is relevant to the freshwater supply of
the Portland metropolitan area and to the generation of hydroelectric power. In 2008, the lower basin of the Clackamas river was
subject to a USGS investigation regarding river pollution from pesticides and herbicides based on data from years 2000–2005 [12].
These hydrology data are available with a temporal resolution of 30 minutes and over a period of about 5 years (from October
2007 to the present). In some cases, homogenization of the time axis required shifts of a few minutes for the actual time of
measurement. Due to malfunctioning equipment, severe weather, or scheduled outages, data are incomplete (ca. 2.6% of points). In
such cases, we interpolated linearly between the two measured data points bracketing a stretch of missing data. This is reasonable
even for missing stretches of multiple days since river hydrology data are neither prone to strong random fluctuations nor to
pronounced diurnal patterning. After homogenization and completion of the data, uniform noise was added to compensate for the
lack of resolution in measurements. The width of the noise function was centered at the measured value and chosen in accordance
with the dominant apparent resolution for each type of measurement. Discharge (streamflow) data were converted to logarithmic
space before centering all the data. To achieve similar impact of each dimension, data were then normalized by their apparent
standard deviations. These complete, centered, and normalized data are what is shown as color annotations in Fig. 6 of the main
text and Fig. S.6.
S.2. Supplementary Results
S.2.1. Hydrology Data for Rivers Near Portland, Oregon
As outlined in the main text, we use the hydrology data (see S.1.4.3) for two main purposes: 1) highlighting data-dependent
difficulties in applying the algorithm; 2) demonstrating the algorithm’s utility on a real-world data set. There are some finer details
regarding both points that are presented here instead of in 3.1 in the main text. To preserve clarity, some results are repeated here.
Figs. 6 and S.6 both reveal two major basins corresponding to warm and cold seasons, respectively. The cold season is the more
heterogeneous of the two, and this is manifested predominantly by a broader range of discharge (flow) levels. 2008 appears to have
been a year with anomalous conditions and is largely excluded from both major basins. The rest of the plot is partially comprised
of a number of “entropic” regions constituted by mixed conditions from throughout the year. This is probably an aspect specific to
data following an annual rhythm that generally cycles between two sets of extreme values, and it is expected that fall and spring are
overrepresented in these “entropic” regions. The remainder are well-defined regions of homogeneous conditions that often come
from specific years. As outlined in the main text, these tend to be resolved rather poorly in terms of the cut functions c or l on
account of a lack of recurrence. Using the example of the winter and spring of 2008 found at progress index values of 5 to 6 · 104 in
Fig. 6, we note that the conditions are unique with a very high pH at site #3 and very low water temperatures in winter. The linear
correlation of progress index and real time indicates poor recurrence. This is because adding snapshots in their exact temporal
sequence will leave the cut function invariant, i.e., the number of transitions between sets S i and T \ S i is constant for a range of
consecutive i. Difficulties notwithstanding, the method allows identification of 2008 as a year with an unusually cold first half and
friendly and dry weather deep into fall (see values for the progress index around 6.3 · 104) [13].
As alluded to in the main text, we also explore an alternative approach to the identification of barrier regions. This approach
utilizes the locality of the progress index, i.e., the difference in progress index position between a snapshot i+ 1 and the snapshot in
set S i that it shares an MST edge with. This is discussed in detail in Fig. S.4 and its caption. With a suitable amount of averaging,
this produces a plot that highlights putative barrier regions. These are then plotted as circles in Fig. 6. The aforementioned winter
and spring basins of 2008 at progress index values of 5 to 6 · 104 are a good example for the utility of this approach. Specifically,
the cut functions do not allow delineation of the winter basin from the data immediately to the left, whereas an identification via
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nonlocality of the progress index is successful. In summary, these results emphasize the need to combine several annotations to
extract meaningful information from a challenging data set.
As a final test, we want to utilize this realistic data set to evaluate how much the results depend on the spanning tree used to
generate the progress index. Specifically, we are interested in identifying potential problems with the approximate algorithm that
uses a parameter-dependent SST in place of the MST. First, we consider the SST on its own. In this context, the total weight of
the spanning tree is a useful quantifier, given that this quantity is minimal for the MST. Fig. S.5 shows a comparative analysis for
various choices of the number of guesses, Ng, used to construct the SST (see 2.3 in the main text and S.1.3 above). Clearly, Ng can
be used to systematically decrease the weight of the SST. However, the value of the MST in not reached in an asymptotic manner,
which must be on account of search restrictions introduced by data preorganization (see S.1.3). This means that the influence of
the implied approximation on both progress index and annotation functions is difficult to predict. Fig. S.6 and its caption describe
an example application of the approximate algorithm to the hydrology data. The conclusion is that, for this particular example,
the SST actually provides better resolution in terms of the annotation functions, because it introduces artificial recurrence within
basins. This comes at a cost, however, that is manifested in increased variability between plots starting from different snapshots and
between plots starting from the same snapshot for different SSTs (not shown).
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S.3. Supplementary Figures
Figure S.1: Illustration of the approach using n-butane. This figure is largely similar to Fig. 2 in the main text. Our proposed
approach yields a curve that resolves all 27 basins of the system. Microstates are annotated by color, and box plots are shown that
quantify the distribution of snapshots annotated via the dihedral-angle based binning. For each basin, a box is drawn indicating
the interval that the central 50% of the snapshots belonging to that basin are confined to. Whiskers indicate the central 90% of
the snapshots in that basin. Medians are shown as black, vertical lines. Compared to the maxima in the curve, boxes and medians
appear skewed to the left. This emphasizes that within each basin eclipsed microstates are concentrated toward the right (larger
progress index), which is a natural result of the way the progress index is constructed. This is also qualitatively apparent from the
gray dots indicating such eclipsed microstates. The implied unit of time on the y-axis is a single snapshot, i.e., 250 fs.
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Figure S.2: Influence of temporal resolution on the alternative cut function l with fixed nl of 1000. This figure is similar to
Fig. 3 in the main text, but only three cases are shown. The profile at 1.25 ps is shifted by 4 units for better readability. In analogy
to Fig. 3, it can be seen that at 31.25 ps the profile loses its salient features. In contrast to Fig. 3, however, the underlying prior
function appears to be flat for all points outside of the first and last nl points. The cases with finer time resolution therefore highlight
two important advantages of annotation function l when compared to function c (see Fig. 3). First, the lack of inherent curvature
improves the ability to resolve basins. Second, the localization of the cut improves the signal-to-noise ratio when considering the
ratio of values at barriers to those in the bottom of basins. Both advantages are contingent upon finding appropriate values for nl.
For each curve the implied unit of time on the y-axis is a single snapshot of the respective trajectory, i.e., the saving frequency or
temporal resolution itself.
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Figure S.3: Histograms of pairwise distance for the hydrology data set in comparison to protein folding data sets. As
discussed in Section 3.1 of the main text, the distance spectrum for the hydrology data is expected to be relatively featureless.
This is confirmed by the comparison shown here to continuous data obtained for the Beta3S miniprotein [8] at two different time
resolutions. In all cases, all possible, unique distance values are computed for N = 87840. The figure shows that the hydrology
data give rise to a dominant fraction of similar pairs of snapshots. This creates degeneracy in establishing near-neighbor relations
that the MST relies on. Even for a total length of just 87.84 ns, the protein data exhibit a much smaller fraction of similar pairs
providing more meaningful neighbor relations. This is despite the fact that 87.84 ns are not enough to ensure recurrence between
major basins. The spectrum becomes increasingly discriminatory if the total time considered is increased (here, up to 878.4 ns).
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Figure S.4: Identification of barrier regions via non-locality in progress index generation. As discussed in Sections 3.1
of the main text and S.2.1 above, the hydrology data have a poor signal-to-noise ratio, which makes it challenging to identify
basins purely based on the annotation functions c or l. During progress index generation, the MST provides information regarding
the source or parent vertex (snapshot) that the currently added snapshot is indeed closest to. The value of the progress index for
this parent is also known (necessarily smaller), and the difference provides information whether parent and child are likely to be
members of the same basin. With a difference threshold of 2000 snapshots, we generate a bit-sequence (1/0) of nonlocality. This
bit sequence is then smoothed using (sliding) window averaging with a window size of 2000 snapshots, and the resultant curve is
plotted here. Clearly, there are well-defined regions where the function peaks, and we can define a threshold (red dashed line) to
select a number of candidate points. It is important to note that the sliding window is not centered at each point, but rather extends
only to the left (lower progress index). This is to compensate for the intrinsic property of the progress index in accumulating fringe
and transition region points at the right end (toward higher progress index). Due to construction, several points within a sliding
window may have the same maximal value. In such a case, we consider only that point yielding the maximal value of the annotation
function of interest (c or l).
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Figure S.5: Quality of the short spanning tree (SST) as a function of the number of guesses. Since the approximate algorithm
has a random component and a parameter that is expected to control the total weight of the SST in systematic fashion, this figure
shows histograms from 1000 samples each for various choices of Ng. The underlying data are the hydrology data as described
in Section S.1.4.3. As expected, larger values for Ng systematically shift the mean of the corresponding histogram toward lower
total SST weights. The effect is more pronounced toward low values of Ng with a level of saturation being reached toward high
values. The stochasticity of results is also expected to decrease with increasing Ng, and this is evident in the decreasing width of
histograms. Lastly, the unique total weight of the MST is indicated as a vertical, dashed line. Clearly, the MST does not appear to
coincide with the asymptotic limit for Ng −→ ∞. There are several putative reasons for this, but most likely it is a direct result of
the data preorganization exploited during SST construction that limits the search space for a new edge.
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Figure S.6: Comparison of exact and approximate algorithm for the hydrology data set. This figure is analogous to Fig. 6
in the main text, and the reader is referred to the caption of Fig. 6 for understanding what is plotted. Here, we show a progress
index generated from the same starting snapshot as in Fig. 6 with the approximate algorithm using a setting of Ng = 1000 along
with the resultant annotations. The parameters for the tree-based clustering were chosen as 24, 7.0, and 0.36 for the tree height,
coarsest threshold, and finest threshold, respectively. The resultant SST had a total weight of 11987 compared to the MST weight
of 10906. The plot shows a similar partitioning and arrangement of basins to Fig. 6 with the warm months first followed by a broad
basin of the cold season. The remainder of the plot is a series of smaller basins often restricted to individual years. There are two
major differences compared to Fig. 6. First, here the transition seasons are more closely grouped and/or are integrated into the large
basins leading to a lack of “entropic” regions. Second, the delineation of basins using function l and in particular using function c
is much improved. Note for example how close to progress index values of 7 · 104 the spring and mid-summer basins of 2008 are
resolved and separated from one another in both annotation functions. This is likely the result of randomness in picking the next
snapshot within a group of similar microstates, which creates “artificial” recurrence. It is important to point out that this is neither
automatically the case (see winter basin of 2008 just beyond values of the progress index of 8 · 104) nor necessarily desirable.
Overall, this figure and Fig. 6 in the main text are similar, however.
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Figure S.7: Comparison of proposed scheme to cut-based free energy profile for Beta3S. The top portion of the plot reproduces
the annotated progress index found in Fig. 7 of the main text. Only annotations with function c and DSSP secondary structure
assignments [14] are shown for every 20th snapshot. In the DSSP case, this implies that the plotted DSSP strings are extended
correspondingly, which means that they are not necessarily exact for 95% of snapshots. At typical resolutions, the similarity is high
enough, however, that the visual appearance is not altered by this (this also holds for Figs. 7 and S.8). The right-hand side shows an
analogous plot with a cut-based free energy profile [15] instead. Here, the progress index is replaced by a cumulative probability
(|P|/(N − 1)) computed from the equilibrium probabilities of all the nodes of the underlying conformational network that are part
of the growing set P. The ordering principle is kinetic distance from a reference state (here, the native basin). A network cut is
used to annotate this sequence of kinetically ordered nodes, and the similarity is apparent. To reduce image size, annotations are
only shown for those clusters with at least 10 members (they encompass about 74% of snapshots). For DSSP color annotations,
this means specifically that the plotted DSSP string of the centroid of a given cluster extends until the integrated weight reaches a
new cluster of a minimum size of 10. Because the omitted clusters are tiny, the visual appearance of the plot is not altered at typical
resolutions. The lower left portion plot shows a scatter plot emphasizing the correspondence between network nodes of size 100 or
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larger and the positions of their constituent snapshots in the progress index. By means of the DSSP annotations, it is easily seen
that the same basins are resolved with the same widths (total weights). This suggests that the proposed algorithm is unlikely to
suffer from false positives or false negatives in terms of partitioning the data into basins if the underlying trajectory is sufficiently
recurrent. Additionally, clusters of points are largely close to the diagonal indicating good correlation between the explicit, kinetic
ordering and the progress index for this system. The implied unit of time for the mean first passage times is one snapshot, i.e.,
20 ps.
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Figure S.8: Results for Beta3S with the alternative cut function l and fixed nl of 10
5. This figure is identical to Fig. 7 in
the main text with the exception that the primary annotation function is not c, but rather l (most importantly, it uses the exact same
SST). Because of the wide distribution of sizes of basins for this system, a flat choice for nl is not expected to enhance resolution
uniformly. Interesting changes compared to Fig. 7 involve a pronounced barrier at 6 · 105 and substructure within the native basin,
the latter of which is more apparent here, but also discernible in Fig. 7. While not clearly visible in the plot, the data allude to the
fact that, for small enough and fixed nl, the number of direct transitions between partitions B and C starts to decrease for increasing
basin size. This leads to a flattening effect that makes it difficult distinguish large basins from “entropic” regions, and this effect is
much more apparent for nl = 2 · 104 (not shown).
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Wehave recently developed a scalable algorithm for ordering the instantaneous observations of a dynamical
system evolving continuously in time. Here, we apply the method to long molecular dynamics trajectories.
The procedure requires only a pairwise, geometrical distance as input. Suitable annotations of both
structural and kinetic nature reveal the free energy basins visited by biomolecules. The profile is
supplemented by a trace of the temporal evolution of the system highlighting the sequence of events. We
demonstrate that the resultant SAPPHIRE (States And Pathways Projected with HIgh REsolution) plots
provide a comprehensive picture of the thermodynamics and kinetics of complex, molecular systems
exhibiting dynamics covering a range of time and length scales. Information on pathways connecting states
and the level of recurrence are quickly inferred from the visualisation. The considerable advantages of our
approach are speed and resolution: the SAPPHIREplot is scalable to very large data sets and represents every
single snapshot. This minimizes the risk of missing states because of overlap or prior coarse-graining of the
data.
P
resent day science or more broadly society record observations as a function of time in diverse contexts1.
Data on meteorological phenomena, communication tracking, or financial markets, to name a few, are all
mined for the generation of predictive models. The raw data are usually unfit for human consumption due
to their high dimensionality and sheer size2,3. Both aspects limit the types of analyses performed on these ‘‘big
data’’ to those algorithms with satisfactory scaling properties4. In biophysics, long computer simulations of the
trajectories of complexmacromolecules with high-dimensional representations have become commonplace5, and
this is where our particular interest lies6.
Molecular dynamics (MD) simulations of proteins and other biomolecules7 record stochastic trajectories, in
which the macromolecule visits a number of different, metastable states (free energy basins) connected by an
ensemble of pathways of interconversion. The latter report on the barriers of the underlying free energy land-
scape8. Because millions of snapshots are now routinely recorded for thousands of coupled degrees of freedom3,
MD trajectories call for scalable algorithms that are able to provide information-preserving projections for this
specific class of complex systems.We have recently introduced such an algorithm9 and provide a brief description
next.
Given a definition of distance between trajectory snapshots, the entire data set is considered as a complete
graph with vertices corresponding to snapshots and edge weights given by the pairwise distances between snap-
shots. Either the exact or an approximation to the minimum spanning tree are computed. From a generally
arbitrary starting point, the available edge with smallest weight is followed to define a sequence of snapshots, the
so-called progress index. The available edges at each point are those connecting any snapshot not considered yet
(we refer to this set of snapshots as A) with any snapshot already included (the set S). The resulting sequence has
the crucial property of stepping through high density regions one by one. It can therefore be expected that all free
energy basins will appear as groups of nearby points along the progress index. Importantly, the progress index
does not reflect the temporal nature of the input data in any way, i.e., it is generally independent of input order.
Because every snapshot is considered, the limiting resolution is optimal given the time resolution of the input
trajectory.
The progress index can be annotated both kinetically and structurally to provide an informative and compact
representation of all major states visited by the input trajectory. The procedure has several advantages over
projections using geometric or kinetic distances from a reference state to order snapshots. First, it maximizes
resolution as mentioned above. Second, it avoids overlap precisely because the ordering is not with respect to a
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particular state. Third, it is easy to use, scalable, and requires a notion
of distance between snapshots as the only ‘‘parameter’’. Like most
data mining methods exploiting pairwise similarity as a guide, e.g.,
clustering10, it requires sufficient sampling density. The sampling
weights of individual basins can in general be resolved quantitatively.
In the present, short contribution, we apply the method of
Blo¨chliger et al.9 to two molecular dynamics trajectories of proteins,
which were produced using dedicated hardware11. We annotate the
plot threefold, viz., structurally, kinetically, and with times of occur-
rence in the original trajectories (called dynamical trace hereafter).
We demonstrate that the information summarized in the resultant
SAPPHIRE (States And Pathways Projected with HIgh REsolution)
plot provides an efficientmeans of identifying the statistically reliable
states visited by a complex, dynamical system while enabling a rapid
assessment of state interconversion and recurrence, which provide
information on kinetic pathways and simulation convergence,
respectively.
Results
We present results on two different proteins. The data on Fip3512, a
small WW domain, come from two long MD trajectories and
describe reversible transitions of this peptide between the folded
state, a three-stranded b-sheet, and a coil-like unfolded state. The
single MD trajectory obtained for the 58-residue bovine pancreatic
trypsin inhibitor (BPTI), a protein with a mixed a/b fold13, exhibits
few transitions between distinct folded states that differ prominently
in the isomerization states of disulphide bridges. We analyse both of
these data sets with SAPPHIRE plots. The general annotation func-
tions we use are as follows:
1. The sets A and S allow us to stipulate a two-state Markov state
model, and we can derive the mean first passage times in either
direction9. A cut function as used elsewhere14 allows an analyt-
ical evaluation. We define the average of the two values as tMFP.
This kinetic annotation is expected to highlight barriers reliably
with the caveat that it cannot be interpreted quantitatively due to
the simplicity of the two-state model. For data sets obtained by
concatenating many short MD trajectories, the cut function is
adjusted to ignore the spurious transitions at the break points
between two trajectories.
2. The actual time of occurrence in the input data (dynamical trace)
is plotted for each snapshot as an annotation highlighting direct
transitions between states (pathways). Because the progress
index is expected to be free of overlap, this allows a straightfor-
ward assessment of recurrence. This annotation is less inform-
ative if the data set is a concatenation of short trajectories where
each continuous segment visits only one or few basins.
3. States themselves are characterized by a structural annotation.
This is necessarily system-specific and requires prior knowledge
of the system and data. An informative, geometric annotation
can be exceptionally helpful in connecting the states identified
by the kinetic annotation with a structural interpretation fit for
human consumption. Structural annotations do not depend on
input order, i.e., they are useful even for unordered input data.
Reversible folding of a 35-residue protein domain. FiP3512 exhibits
reversible folding at a simulation temperature of 395 K in explicit
solvent molecular dynamics runs of a total length of 200 ms.
Specifically, the trajectories show that FiP35 converts 10–15 times
between an unfolded state that is very low in secondary structure
content and the native topology, viz., a twisted, three-stranded
b-sheet11,15,16. All following results refer to a specific computational
model and sampling protocol11 underlying the trajectories being
analysed. Due to the protein’s small size, it is possible to provide a
comprehensive, structural representation at the backbone level using
a DSSP annotation17 resolved by residue. Fig. 1(a) shows the
Figure 1 | SAPPHIREplot for FiP35. (a) The progress index, of 106 snapshots from200 ms ofMDdata, is annotatedwith kinetic information (tMFP, black
curve), dynamical trace (red dots), DSSP assignment17 by residue (legend on top) and the state partitioning of Berezovska et al.20 These annotations are
only shown for every 1000th, 100th, 1000th and 500th snapshots, respectively, in order tomaintain readability at fixed figure resolution. The limits of possible
definitions of the folded and unfolded states for the computation of transition path times are indicated by the blue, horizontal lines. Cartoons31 of a
snapshot in the native state and an unfolded conformation are shown. (b) Zoom-in on the transition region of the SAPPHIRE plot shown in (a). The
various annotations are shown for every 100th, 10th, 50th, and 250th snapshots, respectively. Representative conformations of I1 and I2 are shown as
cartoons. The box highlights a particular state (see text).
www.nature.com/scientificreports
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SAPPHIRE plot for the composite trajectory using this annotation,
and it is immediately apparent that the native topology is observed
more than 50% of the time. The native basin is delineated by the
kinetic annotation (black line) as expected. The unfolded state shows
no consistent secondary structure and is kinetically homogeneous,
suggesting that FiP35 should be described well as a two-state folder.
Fig. 1(b) highlights one of the major advantages of our approach,
i.e., its high resolution. Here, we zoom in on the transition region.
Previous analyses of the same data suggested the existence of at least
two intermediates18–20, and we have additionally annotated the
SAPPHIRE plot with the state partitioning proposed by
Berezovska et al.20 Referring to their Fig. 3, we denote the larger
and smaller of the two unlabelled states as L and S, respectively. By
also taking into account the dynamical trace, Fig. 1 allows us to
quickly extract the following results:
. I2 is identified with a very homogeneous state sampled exten-
sively only once during the 200 ms and characterized by a
three-stranded b-sheet topology with shifted registry for the N-
terminal hairpin (see DSSP annotation in Fig. 1(b)). It is referred
to as a kinetic trap elsewhere16, and its sampling weight is 0.5–
1.0%.
. In state I1, only the N-terminal hairpin is formed with the C-
terminus largely coil-like. This is the state sampled most often
when converting between folded and unfolded states (F and U,
respectively) via an intermediate, and its weight is ,2.5%.
. Structurally, L consists largely of a boundary (barrier) region
between I1 and U. Our data suggest that the kinetically and geo-
metrically homogeneous state highlighted by the black box in
Fig. 1(b) should have been separated out.
. States U and F are explored for extended periods of time less than
10 times each. Several excursions into intermediate states are
unproductive.
. We cannot assign obvious meaning to state S.
. Fig. 1(a) suggests the existence of an additional state with a weight
of ,5%, in which the N-terminal turn is in an alternative con-
formation. Similar differences are observed when comparing
NMR structures of apo and holo forms of relatedWWdomains21.
While kinetically distinct, this state may have been ignored by
Berezovska et al. because it is not on-pathway. Indeed, it is likely
to correspond to the state labelled holo by Lane et al.19.
The picture emerging from the above is overall congruent with
analyses of the same data reported elsewhere16,18–20,22,23. This also
extends to the pathway information regarding dominant routes of
folding. The main advantage of carefully constructed Markov state
models is of course that probability flux and time scales are explicit
and quantitative. This bears the caveat that the required lag times
may be so large that useful information on or below the timescale of
this lag time is lost. Conversely, Fig. 1 allows many of the important
conclusions arrived at in the literature from a single plot that can be
produced in near-linear time with respect to the number of snap-
shots. Some of the kinetic information such as probability flux and
pathways are qualitative in nature only. It may be necessary to rescale
the plot to resolve some of the finer details. It is also important to
keep inmind that the sequence from left to right does not correspond
to real pathways taken by the trajectory even though it may some-
times appear that way. Pathway information is gleaned exclusively
from the dynamical trace, which is read vertically from bottom to
top.
The SAPPHIRE plot allows a very straightforward grouping of
snapshots into states. From these groupings, we can compute further
quantities such as the times taken to reach the folded state from the
unfolded state and vice versa (transition path times). Fig. 1(a) indi-
cates two extreme definitions of folded and unfolded states, and
within these limits the computed transition path times range from
20 to 180 ns. Experiments suggest more roughness of the underlying
landscape leading to longer transition times (,1 ms)24.We reempha-
size that Fig. 1 is conditional upon a specific model, i.e., force field,
and sampling protocol, which in all likelihood are prone to both
systematic and statistical errors.Wemerely perform the analysis here
to demonstrate how the SAPPHIRE plot is also an excellent starting
point for further efforts in characterizing and understanding the data
and system at hand.
Native state dynamics of a folded protein. Analyses of MD
simulations of the folded state ensemble of the 58-residue bovine
pancreatic trypsin inhibitor (BPTI) have revealed that a number of
states identified by NMR experiments25,26 are populated significantly
in the trajectories albeit with inaccurate weights. These metastable
states can often be correlated with isomerizations of the disulphide
bridges, in particular Cys14-Cys3827,28. Shaw et al.11 used a stochastic
algorithm to obtain a coarse, kinetic clustering of their 1.03 ms MD
trajectory of BPTI relying on the autocorrelation of interatomic
distances. Empirically, they found that five states with significant
populations could be identified reliably. These states were
annotated structurally. The most important states (the smaller of
the two is the one most resembling the crystal structure) are clearly
seen in the SAPPHIRE plot as the first two basins from the left
(Fig. 2). The structural annotation we select here confirms that the
barrier identified by the kinetic analysis (black line) is related to the
isomerization of the disulphide bond Cys14-Cys38. The dynamical
trace uses the colour scheme of Shaw et al. (distinguishing the red,
blue, green, purple, and black states). It unmasks that both major
states are long-lived and that there is a clear separation of time scales
with respect to the mixing time within each basin.
Fig. 2 indicates that there is a mismatch in assignment between
that of Shaw et al. and the positions on the x-axis for several, short
excursions into a given state. As an example, we consider the high-
lighted trajectory segment sampled at ,0.5 ms that is annotated by
Shaw et al. to be in the red state but that is placed by the SAPPHIRE
plot in the basin corresponding to the blue state. To understand why
this may be the case, we first note that the structural annotations
generally reveal a small amount of mixing that may be considered
erroneous. Indeed, for the segment in question, inspection of instant-
aneous values yields that the Cys14 side chain angles adopt the values
for the blue state, but the x3 angle and the x2 angle of Cys38 do not
(not shown). The combination of values for the dihedral angles
places this segment outside of the list of states characterized prev-
iously28. It appears kinetically homogeneous and may correspond to
an incomplete or blocked transition. Its sampling weight is so low
that neither the SAPPHIRE plot nor the kinetic clustering are sens-
itive enough to resolve it as an independent state. Due to its inter-
mediate nature, it is lumped into either one of the adjacent states. A
very similar effect is observed for a second, highlighted segment (at
,0.75 ms), for which just the two Cys38 side chain angles deviate
from the blue state.
The SAPPHIRE plot for BPTI also reveals that over the course of
the 1.03 ms trajectory the purple and black states are sampled exten-
sively just once and twice, respectively. This allows us to infer a lack
of recurrence, i.e., sampling weights are unlikely to be converged.
Poor sampling may also limit the number of states obtainable from
Markov state models29 and decrease the accuracy of any extracted
passage times. The bottom panel of Fig. 2 zooms into a very thin time
slice to illustrate the pathway taken to reach the black state. This is
annotated by cartoons and a specific, interatomic distance involving
a residue identified by the original authors as being discriminative for
this state11. The final result we want to mention in this short note is
that the SAPPHIRE plot suggests the green state to be partitioned
further. The kinetic annotation is consistent with the dynamical trace
in that the two major substates of the green state are homogeneous
with respect to the times they were sampled at (no mixing). This is
www.nature.com/scientificreports
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despite the fact that they appear to be directly adjacent to one another
in terms of transition pathways.
We conclude the description of the performance of the SAPPHIRE
plot with a note of caution. In Fig. 2, toward the right side of the
largest basin, there is a region of both temporal and geometric ambi-
guity most clearly seen by the overlap of blue and red dots in the
dynamical trace. Here, the progress index is placing ‘‘fringe’’ regions
of both basins. This weakness results from an insufficient sampling
density for these lower likelihood regions that immediately surround
well-defined states. It is rectified by having better time resolution or,
at the risk of a decrease in resolution, by lowering the dimensionality
of representation. We show the data on the sparsely sampled traject-
ory here to illustrate both the general robustness and possible errors
encountered with smaller data sets.
Discussion
With growing computing resources and growing data sets, it has
become paramount to use tools that quickly and efficiently improve
our understanding of a system as complex as a biomolecule. The data
required for the SAPPHIRE plot with all three annotations can usu-
ally be computed in near-linear time in a single run by the CAMPARI
simulation and analysis package (http://campari.sourceforge.net).
The plots are ideally generated as fully scalable vector graphics. At
fixed resolution, readability may be improved by displaying annota-
tions more sparsely, and we have done this for both figures. The
required user input is the definition of a suitable measure of pairwise
distance, and this choice may also help determine which structural
annotations to use.
In Figs. 1 and 2, we have shown that SAPPHIRE plots offer an
efficient procedure for the analysis and comprehensive pictorial
description of complex systems undergoing stochastic evolution,
such as proteins. Thermodynamics are resolved quantitatively, and
the construction of the ordering of snapshots minimizes the risk of
state overlap. Major basins are delineated easily by all three annota-
tion functions. Qualitative information about pathways is available at
the temporal resolution offered by the trajectory itself. The rapid
availability of this information is not only valuable per se but can
also be used to guide further simulations and analyses.
Methods
The algorithm underlying the SAPPHIRE plot has been describe qualitatively above
(see Introduction and Results). For a complete description we refer the reader to the
original publication9. In terms of efficiency, the overall annotation procedure requires
Figure 2 | SAPPHIRE plot for BPTI. (Upper panel) The progress index, of 41250 snapshots from 1.03 ms of MD data, is annotated with kinetic
information (tMFP, black curve), dynamical trace (dots coloured according to the kinetic clustering of Shaw et al.)
11, and selected dihedral angles. These
annotations are only shown for every 20th, 2nd and 2nd snapshots, respectively, in order to maintain readability at fixed figure resolution. The annotation
with dihedral angles uses binning into up to three bins with boundaries chosen as follows: Cys14 x1 (2120u, 25u, 120u), Cys14 x2 (2140u, 0u, 130u),
Cys14-Cys38 x3 (0u, 150u), Cys38 x2 (2155u,2105u, 120u), Cys38 x1 (2120u, 0u, 140u), Arg42 y (2100u, 75u), and Asp3 Q (0u, 100u). These boundaries
were obtained fromdirect inspection of the individual histograms for each angle. Boxes highlight two brief stretches of the trajectory referred to in the text.
(Lower panel) Zoom-in on a thin time slice of the dynamical trace to visualise a particular transition from the red to the black state. End points of this
transition are shown as cartoons with Arg1 and Phe4 in a stick-like representation31. The plot is annotated further by the distance between the Cc atom of
Phe4 and the Cd of Arg1, which is shown for every 5
th snapshot.
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linear time with respect to the number of snapshots. The calculation of the required
spanning tree is the most expensive step of the algorithm and is aided by heuristics in
either variant (exact or approximate). The approximate version can be scaled to very
large data sets.When using this version, it will generally be useful to rerun the analysis
a few times due to the stochastic nature of the spanning tree. In particular, the kinetic
annotation function is sensitive to where a basin appears in the progress index and
how well basins to the left have been captured.
The FiP35 trajectory encompasses 106 snapshots saved every 200 ps, while the
41250 snapshots of data on BPTI have a coarser time resolution of 25 ns. Pairwise
distances were defined as the coordinate root mean square deviation (RMSD) com-
puted over the backbone oxygen and nitrogen atoms of residues 7–29 for FiP35 and
over 695 nonsymmetric atoms for BPTI. These choices reflect the different levels of
variance in the two data sets. The approximate algorithmwas used for both systems. It
requires additional parameters as follows. The number of guesses to find putative
nearest neighbours fromwithin a limited space defined by preorganization of the data
via clustering30 was set to a value of 1000 throughout. The lower threshold radii for
clusters were 3.0 and 2.5A˚ for FiP35 and BPTI, respectively, and the upper threshold
radii were 10.0 and 3.0A˚. The required input data took,11 and,5 hours to compute
on a single Intel Xeon core (either E5435 or E5410) for Figs. 1 and 2, respectively.
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ABSTRACT We have captured the binding of a peptide to a PDZ domain by unbiased molecular dynamics simulations. Anal-
ysis of the trajectories reveals on-pathway encounter complex formation, which is driven by electrostatic interactions between
negatively charged carboxylate groups in the peptide and positively charged side chains surrounding the binding site. In
contrast, the final stereospecific complex, which matches the crystal structure, features completely different interactions, namely
the burial of the hydrophobic side chain of the peptide C-terminal residue and backbone hydrogen bonds. The simulations show
that nonnative salt bridges stabilize kinetically the encounter complex during binding. Unbinding follows the inverse sequence of
events with the same nonnative salt bridges in the encounter complex. Thus, in contrast to protein folding, which is driven by
native interactions, the binding of charged peptides can be steered by nonnative interactions, which might be a general mech-
anism, e.g., in the recognition of histone tails by bromodomains.
INTRODUCTION
The fundamental process of protein-protein binding can be
conceptualized as diffusional association followed by for-
mation of the stereospecific complex (1–3). Long-range
electrostatic forces can significantly accelerate and guide
diffusional association, a phenomenon termed electrostatic
steering (1,3–9). Association results in a relatively weak
encounter complex, which is stabilized mainly by nonspe-
cific interactions and whose binding interface is not yet
fully desolvated (1,2,7,10,11). Crossing the transition state,
potentially through multiple pathways (12), specific short-
range hydrogen bonds and hydrophobic interactions form
and the stereospecific complex is reached (1).
PDZ (PSD-95/Discs large/ZO-1) domains, which are
found in scaffold proteins involved in signaling (13–15),
have been used as model systems to study peptide binding
(16,17). They share a common fold with six b-strands and
two a-helices (Fig. 1 A) and mainly interact with target pro-
teins by binding their C-termini (13,18), although binding to
internal protein segments has been reported as well (19). In
the stereospecific complex the side chain of a hydrophobic
residue at the C-terminus of the target is buried and its
carboxylate group interacts with the carboxylate-binding
loop. In addition, backbone hydrogen bonds create an inter-
molecular b-sheet, and specificity is achieved by side-chain
interactions (13,20,21).
In a previous molecular dynamics (MD) study on the third
PDZ domain of the postsynaptic density protein 95, we
focused the analysis on the binding site of the PDZ domain
by comparing MD runs of the apo structure of the PDZ
domain with MD runs started from the bound state (22).
This comparison suggested that the peptide binds by con-
formational selection. No peptide dissociation event was
observed because the length of each of the four trajectories
started from the bound state was <0.2 ms. Several other
MD simulations of PDZ domains have been performed
during the last few years (23–27). However, we are not
aware of any MD simulations of the binding of peptides
to PDZ domains. Although unbiased MD simulations of
sub-ms length have been used already to study the (revers-
ible) binding of small and mainly rigid molecules to proteins
(28–32), it is much more challenging to simulate the binding
of flexible (oligo)peptides to proteins because the larger
conformational space requires significantly longer trajec-
tories (9,12,33).
Here, we report on unbiased, multiple MD simulations of
2.1–3.6 ms each, which were carried out to characterize the
binding and unbinding of the C-terminal hexapeptide
segment Acetyl-EQVSAV of the Ras-associating guanine
nucleotide exchange factor 2 (RA-GEF2, also known as
PDZ-GEF2 or RapGEF6) (34) to the second PDZ domain
of protein tyrosine phosphatase 1E (PTP1E, also known as
PTPL1, FAP-1, or PTP-Bas) (35,36). This study focuses
on the intermolecular interactions during the (un)binding
process and was motivated by the following questions. Is
it possible to capture the spontaneous binding of a flexible
hexapeptide to the PDZ domain by MD simulations on a
conventional compute cluster? What is the role of the elec-
trostatic interactions in the initial association and final bind-
ing? Does the binding proceed through native interactions,
i.e., via the intermolecular contacts of the stereospecific
complex as observed in the crystal structure? Is unbinding
the reverse of binding?
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We observed multiple events of spontaneous binding in
10 MD runs of ~2.3 ms each started from fully unbound,
and several rebinding events in 10 MD runs of ~3.4 ms
each started from the crystal structure of the complex. Fast
initial association is always driven and stabilized by long-
range electrostatic interactions between negatively charged
carboxylate groups in the peptide and positively charged
side chains in the vicinity of the binding site. These salt
bridges are not present in the final stereospecific complex.
MATERIALS AND METHODS
MD simulations
We carried out 10 independent simulations starting with the peptide placed
randomly in the simulation box (called binding runs in the following) and
10 simulations started from the bound state (called unbinding runs). The to-
tal simulation length amounted to 57 ms.
The coordinates of PTP1E PDZ2 in complex with the C-terminal RA-
GEF2 peptide were downloaded from the protein database (Protein Data
Bank (PDB) code 3LNY, URL www.rcsb.org) (37). The sequence of the
C-terminal RE-GEF2 peptide used here is EQVSAV, and its N-terminus
was capped with acetyl. To reproduce neutral pH conditions, the side chains
of aspartates and glutamates were negatively charged, those of lysines and
arginines were positively charged, and the histidine side chains were
neutral. The structure was solvated in a cubic water box. For the binding
runs the peptide was placed randomly in the box with a resulting mean dis-
tance to the PDZ domain of 12 A˚. The size of the box was 73 A˚ for the bind-
ing runs and 63 A˚ for the unbinding runs. The simulation system contained
sodium and chloride ions to approximate an ionic strength of 150 mM and
to compensate for the total charge of the two molecules. The simulations
were carried out with GROMACS 4.5.5 (38) using the CHARMM27 force
field (39,40) and the TIP3P water model (41). Periodic boundary conditions
were applied, and electrostatic interactions were evaluated using the parti-
cle-mesh Ewald summation method (42). The van der Waals interactions
were truncated at a cutoff of 10 A˚. The temperature of 310 K was kept con-
stant by an external bath with velocity rescaling (43), and the pressure was
kept close to 1 atm by the Berendsen barostat (44). The LINCS algorithm
was used to fix the covalent bonds involving hydrogen atoms (45). The
integration time step was 2 fs, and snapshots were saved every 10 ps.
Each MD run was carried out on 16 cores (i.e., four Xeon5560 CPUs) of
the Schro¨dinger supercomputer at the University of Zurich, which required
~1 week per ms.
SAPPHIRE plot
Recently, we have developed an algorithm for the analysis of long MD tra-
jectories (46,47). The resulting SAPPHIRE (States And Pathways Projected
with HIgh REsolution) plot is a comprehensive visualization of the thermo-
dynamics and kinetics of the simulated system. A function measuring dis-
tance between snapshots is needed to generate SAPPHIRE plots and can be
freely chosen by the user. We chose the Euclidean distance function on 29
distances between atoms of the peptide and the binding site of the PDZ
domain for the present application. Table S1 in the Supporting Material
contains the full list of atom pairs used.
We briefly describe the method here and refer the reader to the original
publications for more details (46,47). Starting from an arbitrary snapshot,
all the snapshots are sequentially ordered in a stepwise fashion. In each
step, the snapshot closest to any snapshot prior in the sequence becomes
the next entry. The complete sequence of snapshots is called progress index.
Assuming high snapshot density within free energy basins, snapshots
belonging to the same basin are grouped together and distinct states do
not overlap (46). A stochastic algorithm to generate an approximate prog-
ress index has been developed. This algorithm is scalable to large data sets
and was used here. It is important to note that the progress index is not a
reaction coordinate. It is rather a sorting of all MD snapshots to identify ba-
sins without any a priori clustering.
We employ three types of annotation functions to highlight and interpret the
states along the progress index and the pathways connecting them (Fig. 2).
First, we use a kinetic annotation function to localize the individual states
on the progress index. Specifically, for every snapshot i along the progress in-
dex, we plot the average of the mean first-passage times between Ai and Si,
denoted tMFP, where Ai is the set of snapshots added to the progress index
before i and Si is the set of those added after i. The value of this annotation
function is low within a state and high in transition regions, and barriers are
highlighted reliably (although they cannot be interpreted quantitatively)
(46). Second, we plot the actual sampling time of the individual snapshots
to illustrate when and in which sequence the different states were sampled.
This information appears as red dots in Fig. 2 and corresponds to the trace
of the temporal evolution of the system, i.e., the detailed sequence of events
for each MD run. Third, we characterize the states themselves by a structural
annotation. In this casewe have used the distance between the peptide and the
PDZdomain, the solvent accessible surface area of thepeptide, the rootmean-
square deviation (RMSD) of the peptide with respect to a reference structure
after alignment on the PDZ domain, as well as several interatomic distances.
Trajectories from the individual simulation runs were concatenated and
subsampled at 20 ps to generate the SAPHHIRE plot. For the unbinding
runs, the size of the simulation box was adjusted to match the binding
runs after the system has been centered on the PDZ atoms. The stochastic
FIGURE 1 Initial association of the peptide and the PDZ domain by elec-
trostatic steering. (A) Crystal structure of the stereospecific complex of
PTP1E PDZ2 and the C-terminal RA-GEF2 peptide (PDB code 3LNY).
The PDZ domain is shown in white with some secondary structure elements
labeled. The peptide and its sequence are in red. (B) Surface of initial asso-
ciation. PDZ residues having an average contact frequency with the peptide
residues of at least 0.1 during association are shown in a stick-like represen-
tation (see Materials and Methods). The structure and the orientation are the
same as in (A). The contact frequency values are shown in Fig. S1. (C) Elec-
trostatic surface potential. The color scale ranges from 5 kT/e (red) to 5
kT/e (blue). The orientation is the same as in (A) for the left panel. All
illustrations were rendered with VMD (85). To see this figure in color, go
online.
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algorithm mentioned previously is scalable because of the preorganization
of the data via tree-based, hierarchical clustering (48). The lower and upper
threshold radius and the tree height for the clustering were set to 0.6 A˚,
10 A˚, and 12. The first snapshot on the progress index is the starting struc-
ture of the first run, i.e., the crystal structure of the bound complex (49). The
number of guesses to find nearest neighbors (46) was set to 104. The method
is implemented in the CAMPARI simulation and analysis package (http://
campari.sourceforge.net).
Contact frequencies
First, the MD trajectory segments were classified as stereospecific complex
or other, where other includes fully unbound and encounter complex. For
this binary classification the kinetic annotation of the SAPPHIRE plot
was used (black profile in Fig. 2), as well as the RMSD of the peptide
with respect to the major binding mode, and various distances between
the peptide and the binding pocket (Figs. S2–S21). This classification is
illustrated in the top of Figs. S2–S21. The 10 binding runs were then
used to compute contact frequencies by employing only the segments
annotated as other (i.e., fully unbound and encounter complex). A contact
is considered to be formed between a residue of the peptide and a residue
of the PDZ domain if two atoms are within 5 A˚. The acetyl at the N-ter-
minus of the peptide was considered as an independent residue, and
CAMPARI (http://campari.sourceforge.net) was used for this analysis.
Electrostatic surface potential
The electrostatic potential on the surface of the PDZ domain was calculated
with PDB2PQR (50,51) and APBS (52) using the conformation of the PDZ
domain in the stereospecific complex (PDB entry 3LNY).
Binding time and kon
Mean binding times were separately estimated for the binding runs and the
rebinding events observed in the unbinding runs as t ¼ tunbound/n, where
tunbound is the total time the peptide is not bound as in the stereospecific
complex (defined previously and annotated in Figs. S2–S21) and n is the
number of binding events. For the binding runs n ¼ 5 and t ¼ 3.8 ms.
We observed n ¼ 3 rebinding events in the unbinding runs, resulting in
t ¼ 2.4 ms. The rate constant kon was estimated to be 1/t [peptide], where
[peptide] ¼ 4.3 mM and 6.7 mM for the binding and unbinding runs,
respectively. The resulting values for kon are 61 mM
-1s1 and 63 mM-1s1
for the binding and unbinding runs, respectively.
Free energy profile
Cut-based (53,54) and conventional, histogram-based free energy profiles
were computed using Fep1d (55).
RESULTS AND DISCUSSION
We performed 10 simulations starting from the peptide
placed randomly in the simulation box. These 10 simula-
tions (called binding runs in the following) were
completely agnostic of the binding site, and no biasing
force or restraint was used. In addition 10 independent
runs were started from the bound state using the crystal
structure of the complex (PDB code 3LNY (49)) as
starting conformation and different random seeds for the
FIGURE 2 SAPPHIRE plot illustrating the
sampled ensemble. The progress index (x axis) rep-
resents a reordering of the trajectory snapshots that
groups similar snapshots next to each other (see
Materials and Methods). The progress index is an-
notated with kinetic information (tMFP, a function
whose value is low within states and high in transi-
tion regions, black profile in the bottom), sampling
time (red dots), and structural information (middle
and top). The annotation in the top part of the panel
uses binning, with dark blue meaning that the
distance given on the left side (reporting on burial
of the Val0 side chain, intermolecular backbone
hydrogen bonds, and salt bridges) is below the indi-
cated threshold. RMSDpeptide was computed on the
Ca atoms of the peptide with respect to a represen-
tative structure of the major binding mode after
alignment on the PDZ domain. SASApeptide is the
solvent accessible surface area of the peptide. Pep-
tide: PDZ denotes the minimal distance between
the peptide and the PDZ domain. Gray dashed lines
indicate the boundaries between individual simula-
tion runs. The major and minor binding modes of
the stereospecific complex are labeled (black hori-
zontal segments in the bottom). To see this figure in
color, go online.
Biophysical Journal 108(9) 2362–2370
2364 Blo¨chliger et al.
initial assignment of the velocities. Total simulation time
amounted to 57 ms.
Association via electrostatic steering and
nonnative salt bridges
We observed fast association of the peptide and the PDZ
domain in all of the binding runs. The intermolecular distance
dropped below 2.5 A˚ within 5 ns on average. The residues
most involved in complex formation are Val22, Thr23,
Gly24, His71, Val75, and Arg79 located along the binding
site, Asn27, Thr28, Val30, Arg31, Tyr36, and Lys38 in the
b2-b3 loop and on strand b3, as well as Lys54, Gly55, and
Lys72 (Figs. 1 B and S1 and Materials and Methods). On
the other hand, contact frequencies are low for the carboxylate
binding loop, for helix a1, which contains two negatively
charged residues, and the b-sheet formed by the b1, b6, b4,
and b5 strands, which is located on the other side of the
domain with respect to the binding site. The electrostatic po-
tential on this surface of initial association is positively
charged (Fig. 1 C), and diffusion of the peptide, which bears
two negative charges, to the vicinity of the binding site is thus
mainly driven by electrostatic steering.
Various salt bridges are formed in the encounter complex,
which features multiple relative orientations of the peptide
and PDZ domain. In the fifth binding run, for example,
the carboxylate group of Val0 (peptide residues are
numbered from 5 to 0) forms salt bridges with Arg79,
Lys13, and Lys72 before committing to the final binding
pose (Fig. 3 and Movie S1). The detailed sequence of events
and the roles played by the individual charged residues are
different in the other simulation runs (Figs. S2–S21), illus-
trating the heterogeneity of the encounter complex and the
lack of specific interactions (10,11,56–58). However, in all
of the binding runs salt bridges are dynamically formed in
the encounter complex.
The solvent accessible surface area of the peptide is larger
in the encounter complex than in the stereospecific complex
(Figs. 3 and S2–S21). This indicates that the binding inter-
face of the encounter complex is not fully desolvated and
that specific intermolecular hydrogen bonds or hydrophobic
interactions are of lesser importance (10,56,57).
Final binding in antiparallel b-sheet arrangement
We have recently developed a method for the visualization
of long MD trajectories (46,47). The main output of the
method is the SAPPHIRE plot, which offers an intuitive
illustration of the states and sequence of events encountered
during the simulation (see Materials and Methods). Previ-
ously, we used SAPPHIRE plots to analyze protein folding
and conformational changes in the native state of a protein
(47) as well as multiple conformations of a loop of the
prion protein (59). Here, we apply the method to a binding
process.
The SAPPHIRE plot of the combined binding and unbind-
ing runs (Fig. 2) shows that the major binding mode is stabi-
lized by the canonical burial of the Val0 side chain (formed
contact with side chain of Leu78 in the binding pocket).
In addition, the Val0 carboxylate group interacts with the
carboxylate-binding loop (Fig. 3 A) and intermolecular
backbone hydrogen bonds are formed between the carbonyl
FIGURE 3 Salt bridges stabilize the encounter complex. (A) Nonspecific salt bridges in the encounter complex during binding in the fifth binding run
(Movie S1). A representative conformation of the PDZ domain in the major binding mode is shown along with the backbone amide groups of the carbox-
ylate-binding loop and the side chain of Ser17. A sphere is drawn every 1 ns at the positon of the carbon atom of the Val0 carboxylate group during binding
and colored according to time, as indicated in (B). The side chains of selected basic residues involved in salt bridges with the carboxylate group of Val0 are
drawn every 150 ns. The illustration was rendered with VMD (85). (B) Analysis of the fifth binding run. The minimal distance between the peptide and the
PDZ domain (peptide: PDZ), the RMSD of the peptide Ca atoms after alignment on the PDZ domain, the number of backbone hydrogen bonds formed (i.e.,
distances between the carbonyl oxygen of Ile20 and the NH group of Val0, between both polar groups of Val22 and Ser-2, and between the NH group of
Gly24 and the carbonyl oxygen of Gln-4 below 3.5 A˚), the solvent accessible surface area of the peptide (SASApeptide), and distances between selected
atom pairs are plotted as median values in a window of 1 ns. Corresponding plots for the other simulation runs are given in Figs. S2–S21. To see this figure
in color, go online.
Biophysical Journal 108(9) 2362–2370
Peptide Binding Simulation 2365
oxygen of Ile20 and the NH group of Val0, between both
polar groups of Val22 and Ser-2, and between the NH group
of Gly24 and the carbonyl oxygen of Gln-4 (Fig. 2). Of
importance, the most populated binding mode is essentially
identical to the crystal structure. The barrier at a value of
the normalized progress index of ~0.15 is due to reorientation
of the Glu-5 side chain, which can either point toward the
solvent or form a salt bridge with Lys72. Regarding the crys-
tal structure, note that the atoms of theGlu-5 residue had very
high B-factors and the side chain did not show any electron
density (49). Furthermore, the peptide used by Zhang et al.
is slightly longer than the one we simulated and has an addi-
tional charged residue (Glu-7), which is likely to affect, at
least in part, the orientation of the N-terminal segment of
the peptide in the bound conformation.
A minor binding mode is located between normalized
progress index values of ~0.36 and ~0.48 (Fig. 2). In this
binding mode the C-terminal part of the peptide is bound
as in the crystal structure, whereas the N-terminal segment
protrudes into the solvent. Only the two backbone hydrogen
bonds toward the C-terminus of the peptide (between the
carbonyl oxygen of Ile20 and the NH group of Val0 and
between the NH group of Val22 and the carbonyl oxygen
of Ser-2) are formed, in agreement with recent experimental
results obtained by amide-to-ester mutations (57). Another
alternative binding mode, which is short-lived and was
repeatedly sampled, is located between normalized progress
index values of ~0.52 and ~0.55. This binding mode features
burial of the Val0 side chain (as in the crystal structure),
whereas the Val0 carboxylate group forms a salt bridge
with Arg79 instead of interacting with the carboxylate-bind-
ing loop and no intermolecular backbone hydrogen bonds
are present. Finally, snapshots representing the encounter
complex are found between normalized progress index
values of ~0.55 and ~0.9. Fully unbound conformations
accumulate at the end of the progress index.
The stereospecific complex (major or minor binding
modes) was reached in five out of the 10 binding runs
(Figs. 2, 3, and S2–S11). Additionally, the peptide rebound
in three of the six unbinding runs in which full dissociation
was observed (Figs. S12–S21 and Movie S2). Our estimate
for kon based on these eight binding events is ~60 mM
-1s1
(see Materials and Methods). We note that the TIP3P water
model used here shows a self-diffusion constant higher by a
factor of 2–3 than the experimentally measured value (60),
which might influence kon. Experimental values for kon
collected at lower temperatures and similar or higher ionic
strength range from 2.9 to 36 mM-1s1 for the same PDZ
domain or its mouse ortholog PTP-BL PDZ2 and the pep-
tide ENEQVSAVor dansyl-EQVSAV (49,57,61–63).
The dissociation of the encounter complex is frequent on
the timescale of binding in our simulations as the average
lifetime of the encounter complex is ~200 ns (see distance
between peptide and PDZ domain in Figs. S2–S21). The
encounter complex is thus located before the rate-limiting
step (2,56,57). This observation is validated by the free en-
ergy profile along the distance between the Val0 side chain
and the hydrophobic pocket of the PDZ domain (Fig. 4),
which confirms that the main barrier accounts for the burial
of the Val0 side chain. Comparing Fig. 3 with the corre-
sponding figures for the other simulation runs (Figs. S2–
S21) shows that the stereospecific complex can be reached
from the encounter complex via various pathways. The
burial of the Val0 side chain takes place before the forma-
tion of the backbone hydrogen bonds or almost simulta-
neously (e.g., in the binding run 8, Fig. S19). Thus, the
sequence of events for binding starts with the formation of
nonnative salt bridges in the encounter complex (which
does not always lead to full binding) followed by burial
of the Val0 side chain, and formation of the backbone
hydrogen bonds between residues Val0/Ser-2 and the PDZ
b2 strand in an antiparallel b-sheet arrangement.
Inverse sequence of events during unbinding
It is interesting to analyze the unbinding process and
compare with binding. Peptide dissociation starts by the
rupture of the backbone hydrogen bonds, which takes place
before the Val0 side chain exits from the hydrophobic
pocket of the PDZ domain. Thus, the initial events of un-
binding are the reverse of the final events of binding.
Furthermore, the peptide does not immediately diffuse
away from the PDZ domain after the native interactions of
the stereospecific complex break apart. Instead, the peptide
remains in contact with the PDZ domain for several hundred
nanoseconds (Movie S2 and Figs. S4, S5, S7–S9, and S21).
Quantitatively, the residence time in the encounter complex
is 6505 900 ns during unbinding and 2005 300 ns during
binding. Of importance, the same nonnative salt bridges pro-
vide kinetic stabilization to the encounter complex during
FIGURE 4 Free energy profile along a geometric order parameter. Histo-
gram-based (black) and cut-based (red) (53,54) free energy profiles are
shown as a function of the distance between the Cb atom of Val0 and the
Cg atom of Leu78, which reports on burial of the Val0 side chain. Barriers
separating the stereospecific complex (sc), the encounter complex, and fully
unbound conformations are indicated by gray, dashed lines. Note that this
simple projection introduces overlap and hides crucial information, which,
in contrast, is fully resolved by the SAPPHIRE plot (Fig. 2), e.g., the pres-
ence of minor binding modes. To see this figure in color, go online.
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both peptide association and dissociation (Fig. 5). Thus, the
sequence of events for full dissociation is the reverse of
binding.
CONCLUSIONS
We have used unbiased MD simulations to analyze the bind-
ing of the C-terminal hexapeptide segment of a natural
ligand to the second PDZ domain of PTP1E. The general
view of the binding process is schematically depicted in
Fig. 6 and a representative binding event is shown in Movie
S1. Initial association is driven by the long-range electro-
static interactions between the peptide and the PDZ domain
(Fig. 1 C). In the resulting encounter complex the peptide is
weakly bound in the vicinity of the binding site (Figs. 1 B
and 3). The complex is maintained by nonspecific electro-
static interactions, which allows the peptide to sample mul-
tiple orientations (Fig. 3). After the rate-limiting step the
side chain of Val0 is buried in a hydrophobic pocket (Figs.
2 and 3). At this point, up to four backbone hydrogen bonds
between the peptide and b2 can form depending on whether
the major binding mode is reached directly or via distinct
minor binding modes (Fig. 2). The comparison of the
sequence of events for binding and unbinding shows that
the two processes are one the inverse of the other.
To further investigate the influence of the encounter com-
plex on the rate constant for binding, we suggest to measure
experimentally the salt dependence of the binding rate, e.g.,
by the Fo¨rster resonance energy transfer technique. These
measurements have already been reported for PTP-BL
PDZ2 and a dansylated peptide without any charged side
chains (64). Whereas koff was independent of the ionic
strength, kon decreased with increasing ionic strength, which
was attributed to the negative charge of the C-terminal
carboxylate group. A stronger influence on kon is predicted,
on the basis of our MD simulation results, for a similar pep-
tide with one or two negatively charged side chains. On the
other hand, electrostatic steering has been ruled out for
binding of a peptide with no net charge (dansyl-KQTSV)
to PDZ3 of postsynaptic density protein 95 (which has glu-
tamic acids at the positions of Arg31 and Lys72) (65).
Themechanismof initial association guided by nonspecific
electrostatic steering is likely to be valid for other (small, sin-
gle-domain) peptide-binding proteins (4,7,9,66,67). As an
example, the binding of histone tails to bromodomains is
most probably driven by the negative electrostatic potential
on the surface surrounding the acetylated lysine binding
site, whereas the final stereospecific complex is stabilized
by the hydrogen bond between the acetyl carbonyl and the
side chain of the evolutionary conserved Asn (68). Other ex-
amples include the binding of phosphorylated peptides to SH2
domains (12) as well as intrinsically disordered proteins (69),
which tend to contain more charged residues than globular
proteins (70). Regarding the coupled binding and folding of
intrinsically disordered proteins (71), experimental and theo-
retical (72,73) studies have highlighted nonnative salt bridges
in the encounter complex (74), enhanced on-rates due to elec-
trostatic interactions (75–77), nonnative steering (78), and
late formation of native contacts (79).
FIGURE 5 Salt bridges in the encounter complex during binding and un-
binding. The trajectory segments that correspond to the encounter complex
during binding and unbinding were extracted based on Figs. S2–S21, and
salt bridges were considered to be formed if the Nz atom (for the PDZ ly-
sines) or the Cd atom (for the PDZ arginines) was within 6 A˚ of the carbox-
ylate carbon of Val0 or Glu-5, respectively. To see this figure in color, go
online.
FIGURE 6 Schematic free energy profile of the
binding process. After association accelerated by
electrostatic steering a weak encounter complex is
formed, which is stabilized by nonspecific intermo-
lecular salt bridges. In contrast, the stereospecific
complex features burial of the Val0 side chain and
multiple binding modes differing among each other
only in the orientation of the N-terminal part of the
peptide. In this qualitative illustration, relative bar-
rier heights roughly reflect the kinetics observed in
the MD simulations, i.e., fast formation, reconfigu-
ration and dissociation of the encounter complex,
interconversions among major and minor binding
modes on an intermediate timescale, and slow
transitions between encounter complex and stereo-
specific complex. (Insets) The ribbon illustrations focus on the binding site, i.e., only the following structural elements are shown for clarity: Carbox-
ylate-binding loop, b2-b3 strands and loop, and helix a2 of the PDZ domain (gray), backbone of the peptide, C-terminal carboxylate group, and the
Glu-5 side (red), Val0 side chain (black), and the side chains of basic residues of the PDZ domain involved in salt bridges with the peptide (cyan). The ribbon
illustrations were prepared with VMD (85). To see this figure in color, go online.
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Finally, it is interesting to compare protein folding
with peptide binding as they differ in the number of
molecules involved but they are both governed by noncova-
lent interactions. Protein folding is driven by progressive
formation of native interactions, which are in general
more favorable than nonnative contacts (80–84). In contrast,
our simulation results provide evidence that the binding of a
charged peptide to a protein surface with opposite charge
can be steered by long-range polar interactions that are
not present in the final bound state.
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Fig. S1 Contact frequencies between protein residues and the peptide. For every residue, the average contact
frequency over the peptide residues is plotted. Secondary structure elements of the protein are indicated on
top. See Methods for details.
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Fig. S2 Analysis of the first unbinding run. Distance between peptide and PDZ domain (peptide : PDZ),
RMSD of the peptide Cα atoms after alignment on the PDZ domain, number of backbone hydrogen bonds
formed (i.e. distances between the carbonyl oxygen of Ile20 and the NH group of Val0, between both polar
groups of Val22 and Ser-2, and between the NH group of Gly24 and the carbonyl oxygen of Gln-4 below 3.5
A˚), solvent accessible surface area of the peptide (SASApeptide) and distances between selected atom pairs are
shown. The distance between the Leu78 Cγ atom and the Val0 Cβ atom reports on burial of the Val0 side chain
in the binding pocket. Distances indicating salt bridge formation are coloured red if their value is below 5.25
A˚. All quantities are shown as median values in a window of 1 ns. The top panel indicates the snapshots we
classified as representing the stereospecific complex. Corresponding figures are given in Supplementary Figs. 3–
11 for the other unbinding runs and in Supplementary Figs. 12–21 for the binding runs, respectively. Note that
different distances are shown in Supplementary Figs. 3–21 to illustrate salt bridges.
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Fig. S3 Analysis of the second unbinding run. Similar to Supplementary Fig. 2.
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Fig. S4 Analysis of the third unbinding run. Similar to Supplementary Fig. 2.
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Fig. S5 Analysis of the fourth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S6 Analysis of the fifth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S7 Analysis of the sixth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S8 Analysis of the seventh unbinding run. Similar to Supplementary Fig. 2.
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Fig. S9 Analysis of the eighth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S10 Analysis of the ninth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S11 Analysis of the tenth unbinding run. Similar to Supplementary Fig. 2.
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Fig. S12 Analysis of the first binding run. Similar to Supplementary Fig. 2.
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Fig. S13 Analysis of the second binding run. Similar to Supplementary Fig. 2.
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Fig. S14 Analysis of the third binding run. Similar to Supplementary Fig. 2.
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Fig. S15 Analysis of the fourth binding run. Similar to Supplementary Fig. 2.
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Fig. S16 Analysis of the fifth binding run. Similar to Supplementary Fig. 2.
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Fig. S17 Analysis of the sixth binding run. Similar to Supplementary Fig. 2.
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Fig. S18 Analysis of the seventh binding run. Similar to Supplementary Fig. 2.
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Fig. S19 Analysis of the eighth binding run. Similar to Supplementary Fig. 2.
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Fig. S20 Analysis of the ninth binding run. Similar to Supplementary Fig. 2.
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Fig. S21 Analysis of the tenth binding run. Similar to Supplementary Fig. 2.
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Group Atom pair
carboxylate-binding loop Ser17 Hγ Val0 C
Leu18 HN Val0 C
Gly19 HN Val0 C
Ile20 HN Val0 C
β2 Ile20 O Val0 HN
Val22 HN Ser-2 O
Val22 O Ser-2 HN
Gly24 HN Gln-4 O
α2 His71 N Ser-2 Hγ
Arg79 Cζ Ala-1 O
Arg79 Cζ Val0 C
hydrophobic pocket Leu18 Cβ Val0 Cβ
Leu18 Cγ Val0 Cβ
Ile20 Cγ,1 Val0 Cβ
Ile20 Cδ Val0 Cβ
Val22 Cβ Val0 Cβ
Val75 Cβ Val0 Cβ
Leu78 Cβ Val0 Cβ
Leu78 Cγ Val0 Cβ
Arg79 Cγ Val0 Cβ
N-terminus of ligand Thr23 Cα Glu-5 Cα
Thr23 Cα Gln-4 Cα
Thr23 Cα Gln-4 Cδ
Thr23 Cα Val-3 Cα
His71 Cα Glu-5 Cα
His71 Cα Gln-4 Cα
His71 Cα Gln-4 Cδ
His71 Cα Val-3 Cα
Asn27 Nδ Gln-4 O
Table S1 Distance function used for SAPPHIRE plot. This table lists the 29 atom pairs for the distance
function used for the SAPPHIRE plot shown in Fig. 3 of the main text. Distances are grouped structurally.
The group ’hydrophobic pocket’ contains atoms from the hydrophobic pocket surrounding the side chain of
Val0 in the crystal structure, and the group ’N-terminus of ligand’ is meant to capture the orientation of the
N-terminal part of the ligand with respect to the protein. The distance between two snapshots i and j is given
by
√∑29
k=1(d
i
k − djk)2 where dik is the distance between the k-th atom pair in snapshot i.
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Weighted Distance Functions Improve Analysis of High-Dimensional
Data: Application to Molecular Dynamics Simulations
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ABSTRACT: Data mining techniques depend strongly on how the data are represented and how distance between samples is
measured. High-dimensional data often contain a large number of irrelevant dimensions (features) for a given query. These
features act as noise and obfuscate relevant information. Unsupervised approaches to mine such data require distance measures
that can account for feature relevance. Molecular dynamics simulations produce high-dimensional data sets describing molecules
observed in time. Here, we propose to globally or locally weight simulation features based on eﬀective rates. This emphasizes, in a
data-driven manner, slow degrees of freedom that often report on the metastable states sampled by the molecular system. We
couple this idea to several unsupervised learning protocols. Our approach unmasks slow side chain dynamics within the native
state of a miniprotein and reveals additional metastable conformations of a protein. The approach can be combined with most
algorithms for clustering or dimensionality reduction.
1. INTRODUCTION
The analysis of high-dimensional data is susceptible to several
pitfalls.1−4 Most unsupervised learning methods, such as
clustering or dimensionality reduction, require a notion of
similarity or distance between individual observations or
snapshots. If individual snapshots are vectors of high
dimensionality, most functional forms measuring distance lack
contrast, i.e., for a given query point the nearest and farthest
data points are almost equally far from it.5,6 Additional
problems arise because the data might contain a large number
of irrelevant features (dimensions), and because the importance
of features can diﬀer for diﬀerent data points or clusters.7−9 As
a consequence, the choice of a distance function oﬀering
suﬃcient contrast can be more important than the choice of
learning method.10−12 This calls for eﬃcient protocols to derive
similarity measures that do not suﬀer from lack of contrast and
account for local feature relevance. These measures should be
accessible without an intricate understanding of the system
described by the data.
For high-dimensional data, it is common to select or generate
features that are deemed informative. When performed
manually, this process relies primarily on domain expertise.
Measures of relevance, such as entropy or mutual information,
can serve as guides to nonexpert users.13 The term feature
extraction is commonly associated with techniques of
dimensionality reduction.13 Many of these techniques try to
generate new features that maximize a target property, e.g.,
variance in principal component analysis.14 Low-dimensional
embeddings of high-dimensional data might be of limited use if
these data contain many irrelevant features, and if the chosen
distance function is unable to distinguish between similar and
dissimilar points. It has been noted that feature selection prior
to dimensionality reduction can improve the discriminatory
power of the latter.15 Lastly, the contrast level oﬀered by a
given distance function may also depend on the position of the
two points in data space, and this is reﬂected in clustering
algorithms with locally adaptive similarity measures.8,9
Here we focus on high-dimensional data from molecular
dynamics (MD) simulations of biomolecules.16 At its core,
analysis of MD data is often concerned with identifying
metastable conformations of the simulated system.17−19
Unsupervised learning methods for this purpose include
clustering and related techniques,11,20−25 classical dimension-
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ality reduction algorithms and modiﬁcations thereof,14,26−33 as
well as other approaches.34,35 The success of all these methods
depends on the careful selection of features or an informative
distance function; however, a lot of trial-and-error is used in
practice to improve results.
In this contribution, we present an eﬃcient method to either
globally or locally weight features according to a notion of
relevance. Recognizing that features exhibiting slow modes are
more likely to report on metastable states, we deﬁne weights
based on eﬀective rates. Global weights employ the
autocorrelation function, while locally adaptive weights are a
function of transition rates within a time window along the
trajectory. We apply these approaches to an illustrative model
system and two data sets generated by MD simulations. The
ﬁrst set of MD data originates from simulations of the
reversible folding of Beta3S,36 a 20-residue peptide adopting a
three-stranded, antiparallel β-sheet fold. The second example is
a very long explicit solvent simulation of the conformational
dynamics of bovine pancreatic trypsin inhibitor (BPTI) within
its native state.37 Throughout, we discuss problems that can
occur in conjunction with unmodiﬁed distance functions and
show how weights address them. Where possible, we compare
our results to analyses of the same data found in the literature.
We show that a comprehensive description of the free energy
surface can be extracted from MD trajectories of proteins by
including degrees of freedom such as side chains, ﬂexible loops,
and terminal residues with appropriate weights. These features
are often dismissed a priori as noisy and uninteresting, which
entails the risk of losing important information.
2. METHODS
Weighted Distance Functions. Consider a set of N
observations with each observation corresponding to a data
vector of length D. The Euclidean distance between two
observations x(tk) and x(tl) gives equal weight to all their D
features:
∑= −−
=
d t t D x t x tx x( ( ), ( )) ( ( ) ( ))k l
i
D
i k i l
2 1
1
2
(1)
Conversely, the information content relevant for a given target
application may diﬀer between features. Given a notion of
overall relevance expressed in a vector of weights, w, a weighted
Euclidean distance can take into account the heterogeneity of
the features as follows:
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The elements of w used in eq 2 can represent any notion of
importance. Here, we quantify the relevance of features by
measurements of net rates obtained independently for each of
them. Features associated with low rates are interesting as they
are likely to report on metastable states.38,39 It is expected that a
subset of features is homogeneous on the same time scale as the
life times of these states. In practice, for the weights in eq 2, we
set wi = max(Ri(τ), 0), where Ri(τ) is the autocorrelation
function of the ith feature evaluated at a speciﬁc time lag τ. Note
that this corresponds to scaling the data and is diﬀerent from
altering the metric itself, e.g., by changing the Euclidean (L2) to
a rectilinear (L1) norm. In the present work, we often use
dihedral angles and represent them by sine and cosine terms.
Rather than computing separate weights in this case, we simply
keep the larger of the two values derived independently as the
resultant weight.
Global weights as used in eq 2 cannot reﬂect that the
importance of individual features might depend on where a
given observation is situated in the overall data space. We use
locally adaptive weights to account for this. Here, the notion of
“local” is derived exclusively from proximity in time, which is a
limitation. Unfortunately, the autocorrelation function com-
puted over a data window of width Δ becomes misleading if
transitions are absent. Instead, locally adaptive weights are
derived by counting the number of times a feature crosses its
global mean:
∑
α
Δ = − − ⟨ ⟩ − ⟨ ⟩
= Δ +
= −Δ
= +Δ
−
−
n H x t x x t x
w
( ) ( ( ( ) )( ( ) ))
(n ( ) )
i
k
j k
j k
i j i N i j i N
i
k
i
k
/2
/2
1
1
(3)
Here, H denotes the Heaviside step function, and α is a
parameter required to be positive. The weights in eq 3 are
expected to be low for features that sample unimodal
distributions. If a feature diﬀers between states, eq 3 rewards
those features with locally small variances. False negatives can
be obtained if the global data mean coincides with a speciﬁc
peak position in a multimodal distribution. Distance is
measured as
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We note that the function d does not necessarily satisfy the
triangle inequality, i.e., eq 4 no longer represents a metric. This
may be undesirable. In the context of clustering algorithms, we
might also require a measure of distance between an individual
observation, x(tk), and a group of observations (cluster).
Representing the cluster by its unscaled centroid, c, we have
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In eq 5, wc is the average weight vector across all observations
that are part of the cluster with centroid c.
Progress Index and SAPPHIRE Plots. Recently, we have
developed an algorithm for the analysis of long MD
trajectories.34,35 The resulting SAPPHIRE (States And Path-
ways Projected with HIgh REsolution) plot is a comprehensive
visualization of the thermodynamics and kinetics of the
simulated system and is used here to study the performance
of the distance functions introduced above.
We brieﬂy describe the method next and refer the reader to
the original publications for more details.34,35 Speciﬁcally, all
snapshots are assumed to form a complete graph, and the
minimum spanning tree or an approximation to it is computed.
From a given starting snapshot, the snapshot connected by the
shortest available edge is added to a growing partition. The
resulting sequence, the so-called progress index, proceeds
through regions of high sampling density one after another and
avoids overlap of distinct states.34 The progress index can be
annotated to yield a SAPPHIRE plot as described in recent
work.35 Here, we employ the following annotation functions to
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highlight and interpret the states along the progress index. First,
we use a kinetic annotation function to localize the individual
states on the progress index. Speciﬁcally, for every snapshot i
along the progress index, we plot the average of the mean ﬁrst-
passage times between Ai and Si, denoted τMFP, where Ai is the
set of snapshots added to the progress index before i and Si is
the set of those added after i. The value of this annotation
function is low within a state and high in transition regions, and
barriers are highlighted reliably (although they cannot be
interpreted quantitatively).34 Second, we plot the actual
sampling time of the individual snapshots to illustrate when
and in which sequence the diﬀerent states were sampled. Third,
we characterize the states themselves by structural annotations.
For Beta3S, we have used the secondary structure assignment
according to the DSSP algorithm40 and the χ1 angle of Trp10.
For BPTI, we show selected dihedral angles using binning with
boundaries given in the Supporting Methods. The boundaries
were obtained from direct inspection of the individual
histograms for each angle. In addition, we show state
assignments according to Shaw et al.37 and Xue et al.41
The method is implemented in the CAMPARI simulation
and analysis package (http://campari.sourceforge.net). De-
tailed parameter settings are given in the Supporting Methods.
In contrast to previous work, we modify the underlying
spanning tree before computing the progress index (Vitalis,
manuscript submitted). In particular, we collapse the leaves into
their parent vertex, which means that they are added to the
progress index as soon as it encounters their parent vertex. This
places snapshots from the fringe region around regions of high
sampling density next to the snapshots from the closest state.
The procedure can be repeated a number of times, and this is a
controllable parameter. It is set by CAMPARI keyword
FMCSC_CPROGMSTFOLD, which was 1 throughout except
for Figure 2 (where it was 2).
Clustering and Cut-Based Free Energy Proﬁles. Besides
SAPPHIRE plots, we employ clustering and cut-based free
energy proﬁles23 (cfeps) to study the inﬂuence of the distance
function. Clustering according to a recent, tree-based algorithm
partitions the data into tight clusters that have little overlap and
are of controllable size.20 Cfeps order the resultant clusters by
their kinetic distance from a chosen reference state. The
ordering is kinetically annotated with τMFP, deﬁned as above. As
for SAPPHIRE plots, the value of τMFP is expected to be low
within a basin and high in transition regions. This is what allows
an immediate partitioning into metastable states.
3. RESULTS
To illustrate the problems that occur when analyzing data
without feature selection, we use a model system and two high-
dimensional real-world data sets from MD simulations of the
peptide Beta3S36 and the protein BPTI37 obtained in implicit
and explicit solvent, respectively. We highlight the performance
of the diﬀerent similarity measures by employing a recently
developed algorithm for the analysis of dynamical systems that
uses a distance function as its only essential parameter.34 The
similarity (or better, dissimilarity) measures evaluated are the
unweighted Euclidean distance (UW), the Euclidean distance
weighted by the global autocorrelation function at ﬁxed lag time
per dimension (GW), and a locally adaptive distance deﬁned by
time-local transition rates (LAW). They are deﬁned in eqs 1, 2,
and 4, respectively (see Methods). We demonstrate that the
weighted distance functions, GW and LAW, oﬀer substantial
beneﬁts in all cases investigated. For brevity, we will repeatedly
refer to the three dissimilarity measures as UW, GW, and LAW
measures below.
Model System. Figure 1a schematically depicts a Markov
model of 4 states and its associated transition matrix with the
states identiﬁed by color throughout. A Markov chain (random
walker) is used to generate a continuous trajectory of length 2
× 105 snapshots, which means that even the least likely (red)
state is sampled suﬃciently. To be able to meaningfully test
Figure 1. Model system and its representation. (a) Schematic
description of the 4-state Markov model. The text within circles
gives the steady-state population of each state. Nonzero elements of
the transition matrix are shown as lines with the conditional
probabilities indicated. Coloring of lines is by source state. (b) Each
snapshot of the model is represented by 9 features. Features are
generated by independent, memory-free, Gaussian processes with
parameters that depend on the macrostate. On the left, we plot actual
histograms (black lines) from a trajectory of 2 × 105 snapshots along
with the generating functions scaled according to the steady-state
population of each state (shaded areas). On the right, weights
computed for the same trajectory are shown for each dimension for
both LAW and GW measures. Locally adaptive weights are averaged
separately for the true state the trajectory resided in and produced for
two diﬀerent window sizes, Δ = 10 and Δ = 50, with α = 0.01 (see eq
4). Global weights are computed at two diﬀerent lag times (τ = 20 and
τ = 200).
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diﬀerent distance measures for this system, it is represented by
9 data dimensions (features). Every feature is generated from a
normal distribution whose parameters depend on the state the
system currently resides in. As seen in Figure 1b (left-hand
side), no feature is informative for all states. The overlap is
generally large, and two features (#8 and #9) are completely
uninformative. Despite the moderate dimensionality, this
challenges the UW measure.
In Figure 1b we also compare the resultant global and locally
adaptive weights underlying the GW and LAW measures,
respectively. The global weights obtained from the autocorre-
lation function at ﬁxed lag time de-emphasize features #5, #8,
and #9 irrespective of lag time. At τ = 20, all remaining
dimensions have roughly equivalent weights, whereas at τ = 200
features #2 and #7 dominate. These correspond exactly to the
histograms with the clearest peak separations. Since we know
the correct state for each snapshot, the locally adaptive weights
can be averaged separately for diﬀerent states. These weights
correspond to the inverse crossing rate of the global data mean
for a given feature (eq 4). This is why they emphasize features
that have low variance for a given state, e.g., #6 is particularly
important for the magenta state or #7 for the green state.
Similarly, they also reﬂect whether a feature’s value in a given
state is far away from the global mean, e.g., #5 is only relevant
for the red state. Note that these synthetic data are memory-
free, i.e., time correlation comes exclusively from state
persistence.
We scanned a wide range of possible lag times and window
sizes, and the particular values shown in Figure 1b correspond
to the top performing cases in the subsequent analysis, which
was performed as follows. Using a recent algorithm,34 we
computed the progress index that corresponds to stepping
through an approximation of the minimum spanning tree (see
Methods for details). This procedure is very sensitive to the
distance function in use. Ideally, it should arrange snapshots
exactly by their underlying states assuming they are geometri-
cally separable. The large overlap seen in Figure 1b makes this
task challenging. As a measure of sorting quality, we simply
count the number of times the state annotation changes in the
progress index, and these data are shown Figure 2a (lower is
better). It is clear that the UW measure is rigorously
outperformed by both the GW and LAW measures irrespective
of parameter settings. GW is inferior to LAW (in terms of peak
performance), and its performance appears to change relatively
little with lag time. The results for the LAW measure show a
clear preference for window sizes that are considerably less than
the average life times of states, which is ∼300 steps. We picked
the respective top-performing cases for the results obtained
with the UW, GW, and LAW measures and visualize the
progress index in Figure 2b. Cumulative distribution functions
resolved by state highlight the successive decrease in state
overlap when changing from UW (bottom row) to GW
(middle row) and ﬁnally to LAW (top row) measures. We note
the improvement of the localization of the red state in
particular. With the UW measure, this state would certainly not
have been identiﬁed as a metastable state of the system.
Beta3S. The ﬁrst MD data set is taken from an implicit
solvent simulation of the 20-residue antiparallel β-sheet peptide
Beta3S.36 Multiple folding and unfolding events are observed
during the total sampling time of 20 μs. The unfolded state
ensemble is characterized by the presence of several metastable
states that are enthalpically stabilized. The data set consists of
106 snapshots saved at an interval of 20 ps. We represent the
peptide via 99 dihedral angles. The rotation of 2-fold or 3-fold
symmetric groups consisting entirely of hydrogen atoms and χ2
and χ3 angles of tyrosine were ignored. Dihedral angles enter as
their sine and cosine values to avoid intricacies with circular
variables.26
First, we investigate how the use of locally adaptive weights
aﬀects clustering. We clustered the data according to both UW
and LAW measures using a recent, tree-based algorithm20 with
thresholds that yield a total number of clusters within 2% of
one another. We identiﬁed two clusters in the region of highest
sampling density (i.e., in the native state) sharing the same
centroid. For adjacent lower density regions (see Figure S1 in
Supporting Information for details), we picked two clusters
whose centroids diﬀer but which are of similar size and distance
from the native state. Because distance functions based on
dihedral angles are putatively uninformative, we crosscheck
cluster deﬁnition against the most common and intuitive
distance function, viz., the root-mean-square deviation (RMSD)
computed over the Cartesian coordinates of all atoms after
Figure 2. Evaluation of diﬀerent distance functions for the model system in Figure 1. (a) The number of transitions between states in the progress
index is shown. The construction of the progress index relies on preorganization via clustering, and we made use of a recent improvement to the
algorithm (see Methods). Each condition for both types of weights was evaluated for 8 (GW, cyan lines) or 5 (LAW, dark red lines) diﬀerent
clustering settings, and the medians (solid lines) and minima (dotted lines) are plotted. The black dashed line is the minimum value for the
unweighted case. (b) The exact state annotation (color bar) along the progress index is plotted for every 10th snapshot. Cumulative distribution
functions were analyzed and normalized independently for each state. From bottom to top, we show the data for UW, GW, and LAW measures,
respectively.
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pairwise alignment. For the native state, Figure 3 (left) reveals
that the quality of the clusters obtained by both UW and LAW
measures is comparable, which indicates that excellent sampling
density may overcome weaknesses of the distance function.
However, more overlaps of alternative conformations are
obtained when omitting weights (recognizable most clearly
for Trp10). This is conﬁrmed by the RMSD histograms in
Figure 4a that exhibit a distinct tail for the cluster based on the
UW measure. Such a tail is absent when inspecting the
histograms for the UW measure directly (Figure 4b).
We next focus on a region of lower sampling density, viz.,
clusters situated in the boundary region of the native state (see
Figure S1). Figure 3 (top right) demonstrates that the UW
measure fails to produce an ensemble satisfying intuitive criteria
for what a cluster is. This is rectiﬁed by applying the LAW
measure, which produces a cluster ensemble that maintains
native topology albeit with much increased ﬂuctuations, and
that has the side chain of Trp10 in a well-deﬁned region distinct
from that of the native state (bottom right). This result is
quantiﬁed clearly by diﬀerences in the histograms of pairwise
distances using the RMSD measure (Figure 4c). Obviously, the
UW “cluster” contains a wide variety of structures with pairwise
distances exceeding 8 Å. There is no diﬀerence between self-
similarity and similarity to the native state. This is improved
dramatically with the LAW cluster, for which the native state
clearly is a more dissimilar conformation than the other cluster
members.
Figure 4d suggests that the result in Figure 4c for the UW
measure is likely due to dimensionality problems, i.e., the
distance distribution to a snapshot not part of the cluster is
almost the same as the pairwise distribution within the cluster.
This lack of contrast also holds when analyzing the distance
distribution of all snapshots with respect to the native state. In
fact, Figure 5a shows that the distribution remains nearly
Figure 3. Illustrations of clusters corresponding to the native state and
a lower density region, respectively. The clustering uses 99
nonsymmetric dihedral angles in conjunction with UW (eq 1) and
LAW (eq 4, Δ = 2 ns, α = 1) measures. Further statistics are provided
in the caption of Figure S1. For both measures, we identiﬁed clusters
in the native basin and near its boundary. For the native state, two
clusters could be obtained from UW (35215 snapshots) and LAW
(33445 snapshots) measures, which share their centroid snapshot and
overlap to 82% identity. For the boundary case, the two clusters shown
were identiﬁed with the help of Figure S1 (UW: 4013 snapshots;
LAW: 3883 snapshots). All cluster members were aligned to the native
state centroid (displayed as sticks). For each case, ∼500 snapshots are
shown in ribbon representation (N-terminus is red). Magenta and
yellow spheres document the positions of the NE1 and OH atoms of
Trp10 and Tyr19, respectively. These data are shown for ∼4000
cluster members. All graphics were rendered with VMD.42
Figure 4. Distance histograms for the clusters in Figure 3. The
clustering uses 99 nonsymmetric dihedral angles in conjunction with
UW (eq 1) and LAW (eq 4, Δ = 2 ns, α = 1) measures. The legend in
panel (a) applies to all panels. (a) For native-state clusters, a total of
∼2 × 106 randomly selected and unique pairwise distances of the all-
atom coordinate RMSD were computed, and histograms are shown
along with complete histograms of distances to the native state
centroid (bin size of 0.05 Å). (b) The same as (a) but using the actual
UW and LAW measures to compute distances. (c) The same as (a) for
the clusters from the boundary region of the native state. (d) The
same as (c) but using the actual UW and LAW measures to compute
distances.
Figure 5. Weighted distance functions capture thermodynamics and
kinetics of Beta3S better than an unweighted one. (a) Distance
distributions for Beta3S with respect to a representative snapshot of
the native basin. Using 103 dihedral angles (including χ2 and χ3 angles
of tyrosine) and the UW measure, the distribution is essentially
unimodal (red curve). With manual feature selection, the distribution
has several distinct peaks that indicate coarse clusters in the data
(green curve). Here we used the backbone dihedral angles of residues
3−18 as in previous work.20 Increasing the time lag τ for the GW
measure in this range leads to more and better separated peaks (blue
curves). The GW measure with a time lag of τ = 2 ns and the
Euclidean measure with manual feature selection are correlated
(Pearson’s correlation coeﬃcient ρ = 0.978). (b) Autocorrelation
functions of the distance time series used in (a). For this ﬁgure,
distances were only computed for every 10th snapshot in the
trajectory.
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unimodal. This is due to the presence of many irrelevant and
weakly coupled features. As a consequence, no threshold can be
deﬁned to approximately separate the native state from
unfolded conformations, i.e., nearest neighbor relations become
meaningless.1,10 Upon utilizing global weights, slow features
have more inﬂuence, and the distribution has several distinct
peaks that can be associated with native and unfolded
conformations, respectively. We emphasize that a featureless
distance spectrum is a fundamental and not merely a statistical
problem, i.e., it is not rectiﬁable by increasing the overall
sampling density.
Figure 5b documents that on short time scales (<10 ns) the
GW measure yields higher values for the autocorrelation of the
corresponding distance time series than the UW measure. This
result implies that kinetic proximity can be represented more
accurately by weighted distance functions. The grouping or
ordering of snapshots to reveal kinetically homogeneous states
is precisely what Markov models,24 diﬀusion maps,31,32,43,44 cut-
based free energy proﬁles23 (see Figure S1), or SAPPHIRE
plots34 try to accomplish. The latter are an eﬃcient tool for the
analysis and visualization of long MD trajectories. SAPPHIRE
plots oﬀer an intuitive illustration of the states and sequence of
events encountered during the simulation (see Methods), and
we have previously used SAPPHIRE plots to analyze data from
MD simulations of protein folding,34,35 the conformational
dynamics of proteins,35,45 and the binding of a peptide to a
protein domain.46 We next use the method to further evaluate
the discriminatory ability of the UW, GW, and LAW measures.
Figure 6 shows SAPPHIRE plots based on all 3 measures.
The time lag for the GW measure was set to τ = 2 ns, and we
used Δ = 2 ns and α = 1 for the LAW measure. All proﬁles start
from a snapshot in the native basin of Beta3S (see Supporting
Methods for further details). The UW measure is unable to
discriminate between kinetically similar and dissimilar snap-
shots, which leads to a relatively featureless proﬁle (Figure 6a).
The low height of the folding barrier at a progress index value
of 4 × 105 indicates that the cutting surface does not delineate
metastable states accurately. With weights, higher barriers are
obtained everywhere, and several metastable states can be
detected besides the native state (Figures 6b and 6c). We use a
secondary structure annotation resolved by residue that is based
on the DSSP algorithm40 to conﬁrm that the individual basins
correspond to distinct conformations of the peptide. For
weighted distance functions, the kinetic annotation and the
sampling time reveal substructure in the native state of Beta3S,
some of which is the result of the dynamics of the χ1 angle of
Trp10. This side chain samples two distinct conformations
within the native state as shown in Figure 6d. Previous analyses
did not capture this partitioning of the native basin because the
relevant features were omitted or because their eﬀective weight
was too low.20,34,36,47−49 We show in Figure S1 that a
Figure 6. SAPPHIRE plots for Beta3S. (a) SAPPHIRE plot for Beta3S obtained with the UW measure. The peptide is represented by the sine and
cosine values of 99 nonsymmetric dihedral angles. The progress index (x axis) represents a reordering of the trajectory snapshots that groups similar
snapshots next to each other (see Methods). It is annotated with kinetic information (τMFP, a function whose value is low within states and high in
transition regions, black proﬁle in the bottom), sampling time (red dots, only shown for one out of 10 simulation runs), DSSP assignment40 by
residue (legend on top), and the χ1 angle of Trp10 (legend on top). (b) The same as (a) for the GW measure with τ = 2 ns. (c) The same as (a) for
the LAW measure with Δ = 2 ns and α = 1. All proﬁles in (a)−(c) start from the same snapshot. (d) Cartoon representations of two alternative
native state conformations marked by color-coded circles in (a)−(c). Sticks highlight speciﬁc residues.
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backbone-centric RMSD distance places both of the con-
formations in Figure 6d in exactly the same basin.
In summary, Figure 5a illustrates why the inclusion of all
features with equal weight is generally infeasible. We provide
evidence for this in the context of three diﬀerent unsupervised
learning protocols (Figures 3, 4, 6, and S1). Our observations
also point to the risks incurred by manual feature selection.
Speciﬁcally for the mining of MD data, the primary risk lies in
lumping kinetically separable states together as has happened
for the native state of Beta3S in prior analyses. We believe that
our approach of weighting the individual features according to
kinetic information is a suitable compromise between these two
extremes.
BPTI. We next analyzed the simulated dynamics of the 58-
residue protein BPTI as reported in a very long MD trajectory
containing 41250 snapshots saved every 25 ns.37 In these data,
BPTI explores several distinct, native-like states interconverting
on the μs time scale. Compared to Beta3S, the data are of
higher dimensionality, yet the overall variance is smaller.
To illustrate that angles decay on a wide range of time scales,
Figure 7a plots the autocorrelation functions of selected
dihedral angles. The time series of the slow χ1 and ψ angles
of Cys14 and Arg42, respectively, show that these angles likely
report on metastable states, i.e., jumps in these dihedral angles
coincide with jumps in the RMSD time series (Figure S2). In
contrast, no such conclusion is obtained for the time series of a
fast angle, e.g., the χ1 angle of Leu6. These observations
corroborate our hypothesis that slow degrees of freedom are
more relevant than fast ones. In Figure 7b, we plot the global
weights required for the GW measure. The data conﬁrm that
the slow dynamics are generally governed by the anchor points
of the Cys14-Cys38 disulﬁde bond as well as their immediate
surroundings and by the N-terminal helix.37,50 Interestingly, the
ω angle between Cys14 and Lys15 includes a component on
the high μs time scale even though the peptide bond does not
isomerize during the runs (Figure S2). A cartoon illustration of
BPTI highlighting the slowest residues is given in Figure 7c.
Without weights (UW measure), we anticipate that a
distance function based on dihedral angles is unable to reveal
the conformational states of BPTI. Irrelevant features such as
the χ1 angle of Leu6 are expected to outweigh the impact of
important features such as the ψ angle of Arg42 (Figure 7a).
The SAPPHIRE plot35 shown in Figure 8a conﬁrms this
prediction. The kinetic proﬁle lacks signiﬁcant barriers. With
the help of the structural and sampling time annotations, 2
major and possibly 1 to 3 minor states can be identiﬁed. About
30% of the data seem to correspond to a heterogeneous
ensemble. Figure 8b demonstrates that this interpretation is
erroneous. The GW measure with τ = 1 μs allows the kinetic
and time series annotations to unmask several metastable states
that are structurally distinct. The notion of a heterogeneous
state with rapid interconversion is lost. The most populated
basin ranges from progress index values of about 1 to 16500.
The second most populated basin, found at progress index
values of about 24000 to 32500, contains those snapshots most
similar to the crystal structure (PDB ID 5PTI).51 Both major
basins are observed directly in NMR experiments, albeit with
diﬀerent weights.37,52
The structural annotation in Figure 8b highlights that the
two major states and the conformations located between
progress index values of about 21500 and 24000 all exhibit
diﬀerent arrangements of the Cys14−Cys38 disulﬁde bond. In
fact, this disulﬁde bond has been the focal point of several
studies of the native state dynamics of BPTI.41,52,53 In
particular, Xue et al. used the same MD simulation data in
order to improve interpretation of data from NMR relaxation
dispersion measurements.41 They deﬁned conformational states
based on the side chain dihedral angles of Cys14 and Cys38,
thus neglecting all other degrees of freedom. Comparison with
their state decomposition as shown in Figure 8b demonstrates
that the conformational space of BPTI is captured surprisingly
well with these dihedral angles alone. The ﬁve well-deﬁned
states do not overlap signiﬁcantly. This annotation also
highlights the poor performance of the UW measure as seen
in Figure 8a. It is of course expected that states diﬀering in
other parts of the protein are likely to be missed by the manual
feature selection of Xue et al. For example, the distinct basins
between progress index values of about 18500 and 21500
would be annotated as either the most populated state (red) or
as unclassiﬁed (gray) by Xue et al. Similarly, the small basin at
progress index values of around 33500 would be annotated as
crystal-like (blue), yet it diﬀers from the crystal structure in the
orientation of the Cys30−Cys51 disulﬁde bond. We note that
the analysis of Shaw et al.37 also failed to separate these minor
states despite selecting features that are putatively sensitive to
them (separate annotation in Figure 8).
In Figure 8c we study the same data set using the LAW
measure (Δ = 1 μs, α = 1). The resultant picture is very similar
to the one based on the GW measure. We hypothesize that the
Figure 7. Autocorrelation functions and derived weights for BPTI. (a)
Autocorrelation functions of selected dihedral angles. For each
dihedral angle, the autocorrelation function was computed as the
maximum of the autocorrelation functions of its sine and cosine values.
(b) Weights wi = max(Ri(1 μs), 0) for 271 nonsymmetric dihedral
angles including χ2 and χ3 angles of cysteines. Here, Ri is the
autocorrelation function of the ith dihedral angle as in (a). The weights
were normalized such that their average is one and are ordered ﬁrst by
residue and then by type (ω, φ, ψ, χ1, ..., χn) from left to right. Weights
pertaining to χ3 angles of disulﬁde bonds are assigned to the cysteine
with lower residue number. The weights are colored according to the
type of the corresponding dihedral angle. Secondary structure
elements found in the crystal structure (PDB ID 5PTI)51 are indicated
on top. (c) Cartoon illustration of the crystal structure of BPTI. The
residues having at least one dihedral angle with a normalized weight
above 5 are shown in a stick-like representation. The illustration was
rendered with VMD.42
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relevance of individual features stays roughly the same
throughout the conformational space sampled, which is
composed of metastable states with high mutual similarity.
Consequently, a locally adaptive distance function is not
essential for this particular system. Figure 8d demonstrates that
a SAPPHIRE plot employing the RMSD of all nonsymmetric
atoms as the distance functions captures most states. However,
it does not capture the mC38 (green) state in the model of Xue
et al., a conformation for which there is experimental
evidence.41,52
An obvious question to ask regards the dependency of our
approach on the time domain parameters, τ (GW) and Δ
(LAW), and the accuracy of the derived weights. It is well-
known that estimators of second moments or related quantities
have poor convergence properties with the numbers of samples.
For time correlation measures, this is exacerbated in cases
where the raw data do not sample the span of the underlying
distribution recurrently. Surprisingly, Figure S3 demonstrates
that the results obtained with the GW measures are largely
preserved even with radically diﬀerent choices for the
parameter τ. This indicates that the main beneﬁt of the GW
measure for BPTI lies in reducing the inﬂuence of fast dihedral
angles (compare Figures 7a and S2). Conversely, it appears to
be less important how the slow dihedral angles are weighted
with respect to one another. This is critical since it means that
an accurate estimation of the true autocorrelation function at
ﬁxed lag time is not needed, thus preserving applicability of the
method to cases where sampling is still poor (several smaller
states in both Figures 6 and 8 are visited only once as indicated
by the time series annotations).
We can take this point further by considering a very slow
backbone dihedral angle that undergoes no signiﬁcant
transition for a given ﬁnite data set. Due to slow modes not
actually being sampled, the autocorrelation function at large
enough lag time would in all likelihood be close to zero, thereby
giving a very slow degree of freedom a negligible weight.
However, this seemingly misleading result is beneﬁcial for the
analysis as it reduces the weight of a feature containing no
useful information (lack of variance). This example illustrates
that the weights in the GW measure are data-driven, i.e., they
respond meaningfully to the ﬁnite samples available and need
not be informed by the true distribution in a hypothetical limit.
The same argument can be extended to the LAW measure
using the same example. The data-driven origin of weights also
implies that simulations using biased Hamiltonians, e.g.,
umbrella sampling,54 can be analyzed in the same way as
Figure 8. SAPPHIRE plots for folded BPTI. We use the same algorithm34 as in Figure 6. (a) The (unweighted) Euclidean distance of the sine and
cosine values of 271 dihedral angles (UW measure) is used to generate the progress index (x axis), which is annotated with kinetic information
(black curve), sampling time (red dots), and structural information (color annotation on top). We extend this SAPPHIRE plot35 by color-coded
state assignments according to Shaw et al.37 (red, blue, green, magenta, and black for states 0 to 5) and Xue et al.41 (M1 - blue, M2 - orange, M3 -
magenta, mC14 - red, mC38 - green, and other states - gray). The color-coded structural information uses binning of selected dihedral angles for clarity
(see Methods). All annotations except the kinetic one are plotted every 4th snapshot to keep the size of the original vector image manageable. (b)
The same as (a) for the GW measure with τ = 1 μs. Dashed, gray lines indicate features of the plot discussed in the text. (c) The same as (a) for the
LAW measure with Δ = 1 μs and α = 1. (d) The same as (a) using the RMSD of all 699 nonsymmetric atoms as the distance function.
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shown here. The caveat that the true dynamics are unlikely to
be represented faithfully by the data does not concern the
analysis per se. Other simulation approaches yield ensembles of
short trajectories at a given condition, e.g., the replica exchange
method.55 Trajectory ensembles mean that limited amounts of
data are available for inferring the time correlations underlying
the GW and LAW measures, which is exacerbated for large lag
times (τ) and window sizes (Δ). We are currently investigating
the use of these measures with small values for τ and Δ in the
context of a recent trajectory ensemble sampling method.56
To summarize, Figure 8 provides evidence that the weighted
GW and LAW measures provide a richer picture of the
conformational space of BPTI than two reference approaches,
viz., the use of (nearly) complete sets of features with
equivalent weights for either dihedral angles or coordinate
RMSD. We show that both of the latter bear the risk of
lumping distinct states together. We characterize these states as
distinct because they are structurally and kinetically homoge-
neous as highlighted by the annotations in Figure 8. An
accurate deﬁnition of states is required to appropriately study
state-dependent processes such as the exchange of the internal
water molecules of BPTI.57
4. DISCUSSION
We propose to weight features in the evaluation of the distance
between high-dimensional vectors, e.g., dihedral angles recorded
along MD trajectories. Speciﬁcally, the two approaches
introduced are as follows. For the GW measure (eq 2), we
globally weight (i.e., scale) individual features according to the
autocorrelation function at ﬁxed lag time. For the LAW
measure (eq 4), we count transitions across the global mean of
a feature in a time-local window. Both approaches are designed
to enhance the inﬂuence of slowly varying degrees of freedom.
We have provided evidence that both the GW and LAW
measures improve the quality of information that can be
extracted from large sets of MD snapshots. The weighted
distance functions have been tested on a 9-dimensional model
system and on two data sets from MD simulations in
conjunction with diﬀerent unsupervised learning methods.
The feature weighting method has unmasked slow dynamics of
side chain packing within the native state of Beta3S (Figure 6)
and revealed metastable conformations of BPTI that were not
resolved in previous analyses (Figure 8).
A signiﬁcant advantage of our method is that it is
predominantly data-driven, i.e., little prior knowledge about
the system is needed, and potential sources of human bias are
eliminated. The weighted distance functions reduce the impact
of features lacking or failing to sample slow modes. The weights
do not correct for heterogeneous variances and cross-
correlation eﬀects. The use of dihedral angles may be
advantageous in both regards. The GW measure is expected
to deﬁne a metric space oﬀering increased contrast between
similar and dissimilar data points for data of this type. The same
holds for the LAW measure with the caveat that the rigorous
notion of a metric is lost (see Methods). The method is easy to
implement, and the weights can be computed in linear time
with respect to the number of snapshots. Evaluating the
resulting distance function scales linearly with the dimension-
ality of the data. For the LAW measure, the major limitation is
given by the saving frequency, which has to be high enough to
resolve state-speciﬁc ﬂuctuations over a time window that does
not exceed lifetimes of the states of interest. This limitation is a
result of using time (rather than geometric) locality to derive
locally adaptive weights.
Related work on distance learning for MD data ranges from
manual and application-speciﬁc feature selection to deﬁning
new functional forms58,59 and modifying classical methods for
dimensionality reduction. Among the latter, sketch-map is a
version of multidimensional scaling33 focusing on matching
intermediate distances.29 If the distance function used in the
original high-dimensional space lacks contrast, such an
intermediate distance separating similar from dissimilar data
points cannot be deﬁned. Locally scaled diﬀusion map is an
extension of diﬀusion map30,31,43 using a Gaussian kernel with
data point-dependent local scales.32 At present, both methods
give equal weight to all the original features no matter how
noisy or irrelevant they are, which might reduce their
eﬀectiveness in capturing the kinetics of the system if no
additional feature selection is performed.
The so-called time structure-based independent component
analysis (TICA)60,61 provides a linear (but not orthonormal)
transformation of the input data to yield components with
maximal autocorrelation function at a given lag time. This
method is conceptually similar to our GW measure, and we
provide a direct comparison in Figure 9 for an attempted
embedding in 2 dimensions. Comparison of Figure 9a with
Figure 9b highlights that standard signal processing tools such
as variance normalization can hurt rather than help the
resolution of a projection based on principal component
analysis (PCA). The GW measure is representable in PCA by
scaling the input features according to factors of wi (eq 2, τ =
Figure 9. Two-dimensional embeddings for folded BPTI. All data
points in all panels are colored according to the model introduced by
Xue et al.,41 i.e., M1 - blue, M2 - orange, M3 - magenta, mC14 - red,
mC38 - green, and other states - gray. (a) Projection of the data (sine
and cosine values of 271 nonsymmetric dihedral angles including χ2
and χ3 angles of cysteines) onto the ﬁrst two principal components
without prior scaling of the input features. (b) The same as (a) for
input features scaled to have unit variance. (c) The same as (a) for
GW-PCA and a lag time of τ = 1 μs. (d) Projection of the same data
onto the ﬁrst two time structure-based independent components using
a lag time of τ = 1 μs. Note that components are swapped to highlight
similarity to other panels.
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1 μs). The resultant GW-PCA approach (Figure 9c) separates
the data much better, and numerous states emerge. In contrast,
the TICA approach (Figure 9d)61 appears to overemphasize a
particular slow mode leading to excellent separation of a small
subpopulation but dramatic overlap of everything else. As an
additional point, Figure 9 emphasizes that the usefulness of the
weights is not speciﬁc to the analysis methods employed in
Figures 2, 3, 6, and 8.
To test this result further, we recomputed the progress index
for BPTI using both GW-PCA and TICA with a wide range of
retained dimensionalities. It emerges that an appropriate choice
of dimensionality is critical in TICA but not in GW-PCA
(Figure 10). The best-performing TICA case retains 20
features, which correlates well with the eigenvalue spectrum
(not shown). However, even this case is not obviously adding
to the information provided by GW-PCA, which appears robust
for most of the tested dimensionalities. Importantly, the full-
dimensional GW-PCA case is equivalent to the original GW
measure in Figure 8b and performs as well or better than any
TICA example shown. We note that TICA fails dramatically at
high dimensionality and provides even less information than
the UW measure (Figure 8a).
Based on Figure 10, it is clear why recent TICA applications
resort to a low-dimensional embedding of the transformed
data.38,39 A common limitation of TICA and GW-PCA is their
inherent linearity although kernel-based extensions might
capture nonlinear structure in the data.62 A method similar to
the LAW measure is that by Singer et al.63,64 who propose the
semimetric
= + Σ + Σ +− −d t t t t t tx x x x x x( ( ), ( )) ( ( ) ( )) ( )( ( ) ( ))k l k l T k l k l1 1
where Σk is a local covariance matrix associated with x(tk). It
can be determined by running short stochastic simulations
starting from x(tk),
63,64 which is not feasible for the large MD
data sets considered in the present study, or from the data
within a short time window along the trajectory around x(tk),
65
similar to what we have proposed here (eqs 3 and 4). Other
approaches directly take advantage of kinetic information to
determine relevant features before applying any unsupervised
learning protocol. The method of McGibbon and Pande learns
a distance function that tends to return low values for pairs of
data points that are close in time and large values for those pairs
that are far in time along the trajectory.66 This task is
formulated as a complex optimization problem depending on
several parameters. When the approach was applied to MD data
Figure 10. Comparison of TICA and GW-PCA for BPTI. Simpliﬁed SAPPHIRE plots are shown as in Figure 8 with only two annotations and the
kinetic cut function plotted. (a) TICA eigenvectors and eigenvalues were computed for the raw data (Euclidean distance of the sine and cosine
values of 271 dihedral angles) using a lag time of τ = 1 μs. Components were ordered by eigenvalue (value of the autocorrelation function). Data
were then transformed and diﬀerent numbers of those features with the largest eigenvalues were retained as indicated. (b) The same for GW-PCA.
PCA was applied to data scaled by the global weights as deﬁned for the GW measure and a lag time of τ = 1 μs. When retaining all 542 features, the
progress index becomes identical to that in Figure 8b because PCA yields an orthonormal transformation.
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of the protein Fip35, side chain and peptide bond dihedral
angles were discarded a priori, suggesting that manual feature
selection is still needed.
All the algorithms used here have been implemented in the
free software package CAMPARI (http://campari.sourceforge.
net), and the current development version is available upon
request (campari.software@gmail.com). Ongoing work is
focused on combining the framework of weighted distances
with the RMSD metric in order to study processes involving
multiple molecules such as ligand binding to receptors.
However, external motion complicates the deﬁnition of weights
for atoms.
In conclusion, we have developed a data-driven method for
feature weighting to improve the contrast of distance functions.
Our method reveals metastable states in the reversible folding
of Beta3s and the native state of BPTI, which were not resolved
in previous studies of the same data sets.
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Hünenberger, P. H.; Kastenholz, M. A.; Oostenbrink, C.; Schenk, M.;
Trzesniak, D.; van der Vegt, N. F. A.; Yu, H. B. Biomolecular
modeling: Goals, problems, perspectives. Angew. Chem., Int. Ed. 2006,
45, 4064−4092.
(17) Freddolino, P. L.; Harrison, C. B.; Liu, Y.; Schulten, K.
Challenges in protein-folding simulations. Nat. Phys. 2010, 6, 751−
758.
(18) Buchner, G. S.; Murphy, R. D.; Buchete, N. V.; Kubelka, J.
Dynamics of protein folding: Probing the kinetic network of folding-
unfolding transitions with experiment and theory. Biochim. Biophys.
Acta, Proteins Proteomics 2011, 1814, 1001−1020.
(19) Lane, T. J.; Shukla, D.; Beauchamp, K. A.; Pande, V. S. To
milliseconds and beyond: Challenges in the simulation of protein
folding. Curr. Opin. Struct. Biol. 2013, 23, 58−65.
(20) Vitalis, A.; Caflisch, A. Efficient construction of mesostate
networks from molecular dynamics trajectories. J. Chem. Theory
Comput. 2012, 8, 1108−1120.
(21) Becker, O. M.; Karplus, M. The topology of multidimensional
potential energy surfaces: Theory and application to peptide structure
and kinetics. J. Chem. Phys. 1997, 106, 1495−1517.
(22) Rao, F.; Caflisch, A. The protein folding network. J. Mol. Biol.
2004, 342, 299−306.
(23) Krivov, S. V.; Karplus, M. One-dimensional free-energy profiles
of complex systems: Progress variables that preserve the barriers. J.
Phys. Chem. B 2006, 110, 12689−12698.
(24) Noe,́ F.; Fischer, S. Transition networks for modeling the
kinetics of conformational change in macromolecules. Curr. Opin.
Struct. Biol. 2008, 18, 154−162.
(25) Buchete, N. V.; Hummer, G. Coarse master equations for
peptide folding dynamics. J. Phys. Chem. B 2008, 112, 6057−6069.
(26) Mu, Y.; Nguyen, P. H.; Stock, G. Energy landscape of a small
peptide revealed by dihedral angle principal component analysis.
Proteins: Struct., Funct., Genet. 2005, 58, 45−52.
(27) Tenenbaum, J. B.; de Silva, V.; Langford, J. C. A global
geometric framework for nonlinear dimensionality reduction. Science
2000, 290, 2319−2323.
(28) Das, P.; Moll, M.; Stamati, H.; Kavraki, L. E.; Clementi, C. Low-
dimensional, free-energy landscapes of protein-folding reactions by
nonlinear dimensionality reduction. Proc. Natl. Acad. Sci. U. S. A. 2006,
103, 9885−9890.
(29) Ceriotti, M.; Tribello, G. A.; Parrinello, M. Simplifying the
representation of complex free-energy landscapes using sketch-map.
Proc. Natl. Acad. Sci. U. S. A. 2011, 108, 13023−13028.
Journal of Chemical Theory and Computation Article
DOI: 10.1021/acs.jctc.5b00618
J. Chem. Theory Comput. 2015, 11, 5481−5492
5491
(30) Coifman, R. R.; Lafon, S. Diffusion maps. Appl. Comput.
Harmon. Anal. 2006, 21, 5−30.
(31) Coifman, R. R.; Kevrekidis, I. G.; Lafon, S.; Maggioni, M.;
Nadler, B. Diffusion maps, reduction coordinates, and low dimensional
representation of stochastic systems. Multiscale Model. Simul. 2008, 7,
842−864.
(32) Rohrdanz, M. A.; Zheng, W.; Maggioni, M.; Clementi, C.
Determination of reaction coordinates via locally scaled diffusion map.
J. Chem. Phys. 2011, 134, 124116.
(33) Cox, M. A. A.; Cox, T. F. Multidimensional scaling. In
Handbook of Data Visualization; Chen, C.-h., Har̈dle, W. K., Unwin, A.,
Eds.; Springer: Berlin, 2008; pp 315−347.
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Supporting Methods 
SAPPHIRE plot for Beta3S (Figure 6 in the main text). We represented the peptide by the sine and cosine 
values of 99 nonsymmetric dihedral angles. We used a stochastic, approximate algorithm1 to generate the 
progress indices for the SAPPHIRE plots in Figure 6. The stochastic algorithm is scalable to large data sets 
because of the preorganization of the data via tree-based, hierarchical clustering.2 The upper threshold radius 
and the tree height for the clustering were set to 1 and 8. The lower threshold radius was set to 0.487, 0.433, 
and 0.449 for the SAPPHIRE plots based on the UW (eq 1), GW (eq2), and LAW (eq 4) measures, 
respectively. These settings were chosen to have roughly 100000 clusters at the leaf-level. All the 
SAPPHIRE plots use snapshot 468441 as the starting snapshot. The number of guesses to find near 
neighbors1 was set to 4000. We made use of two recent improvements to the algorithm for generating the 
approximate progress index (Vitalis, manuscript submitted). First, after the initial clustering of the data, we 
cluster the data on the three levels of finest resolution again. This improves the homogeneity in the clustering 
on these levels. The algorithm for generating the approximate progress index requires the computation of 
near neighbors for the individual snapshots, and the hierarchical clustering is used to focus the search-space. 
Here, we allow to enlarge this search space if the number of 4000 guesses can otherwise not be satisfied. 
This is controlled via the CAMPARI keyword “FMCSC_CPROGRDEPTH,” which was set to 3. 
SAPPHIRE plot for BPTI (Figure 8 in the main text and Figure S3). For the SAPPHIRE plots shown 
in Figures 8a-c, 10, and Figure S3, we represented the protein by 271 nonsymmetric dihedral angles. These 
include χ2 and χ3 angles of cysteines. We used an exact algorithm to compute the progress index for these 
SAPPHIRE plots. Conversely, for Figure 8d, the approximate algorithm1 was used with the root-mean 
square deviation (RMSD) of the positions of 699 nonsymmetric atoms as the distance function. Parameter 
settings for the auxiliary clustering were taken from previous work.3 In particular, the upper and lower 
threshold radii and the tree height for the clustering were set to 3.6Å, 2.5Å, and 4, respectively. The number 
of guesses to find near neighbors1 was set to 1000, and we made use of the recent improvements to the 
algorithm as described above for Beta3S in the context of Figure 6. 
All the SAPPHIRE plots for BPTI shown in Figures 8, 10, and Figure S3 use snapshot 20521 as the starting 
snapshot and the value of CAMPARI keyword FMCSC_CPROGMSTFOLD was 1. For the annotation with 
dihedral angles we used binning into up to three bins with boundaries chosen as follows: Cys14 χ1 (-120°, 
-5°, 120°), Cys14 χ2 (-140°, 0°, 130°), Cys14-Cys38 χ3 (0°, 150°), Cys38 χ2 (-155°, -105°, 120°), Cys38 χ1 
(-120°, 0°, 140°), Cys38 ψ (-120°, 80°), Arg42 ψ (-100°, 75°), Cys30-Cys51 χ3 (0°, 150°), Pro9 ψ (-115°, 
70°), Thr11 ψ (-120°, 95°), Asp3 ϕ (0°, 100°). These boundaries were obtained from direct inspection of 
the individual histograms for each angle. 
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Figure S1 | Cut-based free energy profiles (cfep)4 for Beta3S. The snapshots were clustered using a recent tree-
based, hierarchical clustering algorithm2 with four different distance functions. All the four cfeps used the largest 
cluster as their reference cluster. The coordinate root mean square deviation (RMSD) computed over backbone oxygen 
and nitrogen atoms of residues 3-18 after pairwise alignment serves as reference to illustrate manual feature selection 
(green curve). The clustering used coarse and fine thresholds of 10 and 1.5Å, respectively, and yielded 161778 clusters 
with a tree height of 16. Note that the same parameters were used as in Figure 6A in prior work.2 The resulting cfep 
displays the native state (ZA/Z ≤ 0.38) as a homogeneous basin without any internal structure. The second distance 
function we employed is the Euclidean distance of the sine and cosine values of 99 nonsymmetric dihedral angles (red 
curve, UW measure). The clustering used a tree height of 8, and 1 and 0.473 as coarse and fine thresholds, respectively. 
These settings produced 162039 clusters. The resulting cfep has a smaller folding barrier than the one based on RMSD, 
and the other metastable states are not as pronounced. The third and the fourth distance functions used are the GW (eq 
2 in the main text, τ = 2ns) and LAW (eq 4 in the main text, ∆ = 2ns, α = 1) measures, respectively. We again chose 
the sine and cosine values of the same dihedral angles to represent the data (blue and black curves, respectively). Here 
the clustering used a tree height of 8, and a value of 1.0 as coarse threshold. The fine thresholds were set to 0.399 (GW) 
and 0.422 (LAW), which gave 160574 and 159754 clusters, respectively. In both cases, the folding barrier near 
ZA/Z = 0.4 is slightly higher than for the RMSD-based profile and substructure can be found within the native basin 
(ZA/Z ≤ 0.4). The cfep based on local weights is annotated by the secondary structure5 of the centroids of the individual 
clusters (legend on top). The positions of the clusters from the native basin and from the folding barrier that were 
extracted for Figure 3 are indicated with squares and triangles, respectively. The purple circles highlight the positions 
of the clusters containing the two snapshots shown in Figure 6d in the main text in the RMSD-based profile (green 
curve). 
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Figure S2 | Time series of the RMSD to a reference conformation and of selected dihedral angles for BPTI. For 
the slow dihedral angles (Cys14 χ1, Arg42 ψ) jumps coincide with jumps in the RMSD time series. No such conclusion 
is obtained for fast dihedral angles (Leu6 χ1). Other dihedral angles include a recognizable slow component but exhibit 
overlap among the distributions within different metastable states (Tyr35 ϕ and the ω angle between Cys14 and Lys15). 
Note that these observations are reflected in the respective autocorrelation functions (Figure 7a in the main text). Data 
are plotted for every 5th snapshot, i.e., every 125 ns. 
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Figure S3 | Influence of the time lag τ for global weights. These SAPPHIRE plots are identical to Figure 8b in the 
main text with the exception that the employed lag times τ are 25ns (a) and 100µs (b), respectively. The saving 
frequency of the trajectory equals 25ns, i.e., τ = 25ns is the lowest possible time lag. Note that most autocorrelation 
functions have decayed completely at τ = 100µs (Figure 7a in the main text), which leads to very noisy estimates for 
the weights wi. Nevertheless, the resulting profile highlights the most important features of the conformational 
landscape of BPTI. Please refer to the caption of Figure 8 in the main text for plotting details and to the Supporting 
Methods above for further information. 
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By covalently linking an azobenzene photoswitch across the
binding groove of a PDZ domain, a conformational transition,
similar to the one occurring upon ligand binding to the unmodiﬁed
domain, can be initiated on a picosecond timescale by a laser
pulse. The protein structures have been characterized in the two
photoswitch states through NMR spectroscopy and the transition
between them through ultrafast IR spectroscopy and molecular
dynamics simulations. The binding groove opens on a 100-ns time-
scale in a highly nonexponential manner, and the molecular dy-
namics simulations suggest that the process is governed by the
rearrangement of the water network on the protein surface. We
propose this rearrangement of the water network to be another
possible mechanism of allostery.
Subtle conformational transitions within the folded state ofhighly structured proteins are often an integral aspect in
their functional mechanism. These conformational transitions
can occur as a result of different events, such as ligand binding,
covalent modiﬁcation (e.g., phosphorylation), or proteolytic
cleavage. When an event or perturbation at one site in a protein
changes the enzymatic activity or the binding afﬁnity to a ligand
at another distant site, this process can be described as allostery.
Hemoglobin has long served as the prototypical example to study
this effect, where the binding of an oxygen in one subunit mod-
iﬁes the afﬁnity of binding oxygen in another subunit (1, 2). The
traditional models of allostery developed by Monod et al. (3) and
Koshland et al. (4) attribute allosteric effects to conforma-
tional changes by which the allosteric binding site communi-
cates with the distant active site. There is, however, increasing
evidence that allostery can be mediated also without any confor-
mational change, relying purely on changes in internal protein
dynamics (5).
PDZ domains are an important class of protein interaction
modules that have been studied extensively in the context of
allostery. They are found in a large variety of proteins and
generally bind the C termini of their targets (6–11). As scaf-
folding domains, they are molecular switches that play a central
role in signal transduction. For several PDZ domain proteins,
allosteric interactions are an important regulatory mechanism
(10, 12–15).
NMR spectroscopy has been particularly useful to elucidate
the equilibrium dynamics of proteins on various timescales. The
notion of allostery mediated through a change in dynamic
properties was corroborated by a study of the third PDZ domain
from the PSD-95/SAP90 protein (16). This protein contains an
additional C-terminal α-helix ðα3Þ, which shows no direct in-
teraction with the peptide ligand. Removal of α3 has a negligible
effect on the structure of the PDZ core domain; however, it does
lead to a large decrease in ligand binding afﬁnity, which was
shown to be entirely entropic in nature. Other studies have
identiﬁed changes in (conformational) entropy of both backbone
(17) and side-chain (18) dynamics in other systems to give rise to
allosteric effects.
Here, we focus on the second PDZ (PDZ2) domain from
human tyrosine-phosphatase 1E (hPTP1E), which has been
demonstrated to possess allosteric properties (19). The PDZ
domain is a small 96-residue protein with a binding groove
between the α2-helix and the β2-strand (Fig. 1B). As mentioned
previously, side-chain dynamics in contiguous sectors spanning
the whole protein have been the proposed allosteric mechanism
(19–21), but in this case, ligand binding also results in a small but
signiﬁcant structural change, albeit being quite small (22–24)
(Fig. 1B and Table 1). Furthermore, a number of computational
and experimental studies have addressed signal transduction
pathways in the PDZ2 model system (25–34).
Allostery is the propagation of a signal between two sites of
a protein. Most of the investigations so far have addressed the
question of what that signal might be, e.g., a structural change vs.
a change in dynamic properties. Even less is known of how such
a signal propagates. Whereas NMR spectroscopy is extremely
powerful in elucidating equilibrium dynamics on many timescales
through relaxation experiments, its inherent time resolution is
rather limited in studies of nonequilibrium processes, such as
signal propagation. Transient IR spectroscopy, in contrast, pro-
vides essentially unlimited (i.e., picosecond) direct time resolu-
tion together with still signiﬁcant chemical selectivity.
To make the best use of the high time resolution, it is crucial
to be able to perturb the system locally and with a short laser
pulse. Ideally, one would phototrigger the association or disso-
ciation of a ligand. Here, we take an experimentally more fea-
sible approach by covalently linking an azobenzene derivative
across the binding groove, which can be switched between cis
and trans isomers with a light of different wavelengths (Fig. 1A)
(35–38). We carefully designed the system such that the struc-
tural perturbation upon isomerization of the photoswitch mimics
that upon ligand binding, as is discussed in the next section.
Subsequently, we use transient IR spectroscopy to investigate the
nonequilbrium transition between both states and ﬁnally use
nonequilibrium molecular dynamics (MD) simulations to com-
plement the experimental results with atomistic detail.
Structural Characterization
In close analogy to ref. 39, we identiﬁed the surface-exposed
amino acid pair Ser21 and Glu76 as anchor points for the pho-
toswitch because their Cα-Cα distances in the apo and holo forms
closely match those of the photoswitch length in its two conﬁg-
urations. Furthermore, these two residues face across the bind-
ing groove at the center. The residues were mutated to cysteines
to which the photoswitch was covalently coupled (Fig. S1) (40).
When searching for the anchor points, we used the NMR en-
semble of structures of the PDZ2 domain [holo, 1D5G, ref. 23);
apo, 3PDZ, ref. 22)], which reveals a rather large 1.5-Å change
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(on average) for the Cα(21)-Cα(76) distance. Recently, X-ray
crystallography (3LNX and 3LNY, ref. 24) has shown, however,
that this change is about a factor of 2 smaller (i.e., 0.8 Å). The
fact that the linker could nevertheless be successfully coupled
and resulted in a stable, well-folded protein indicates that the
possible structural perturbation is well tolerated.
The two equilibrium structures of the PDZ2 domain with the
photoswitch in the cis and trans conﬁgurations were determined
by NMR spectroscopy [see SI Text for details, Protein Data Bank
(PDB) IDs 2M0Z and 2M10]. Whereas the trans form of the
azobenzene photoswitch is predominant (∼90%) after equili-
bration in the dark, the cis state was generated and maintained
(>90%) by continuously illuminating the sample inside the
spectrometer with a 370-nm laser coupled to a glass ﬁber leading
into the NMR tube (for further information on the design see
SI Text), similar to that described in previous work (41, 42). Both
forms are stably folded and structurally similar to the corre-
sponding X-ray structures (24), as can be seen in Fig. 1 B and C.
More quantitatively, the rmsd of the NMR structure in cis
compared with the X-ray structure in the apo form is 1.0 Å and
that of trans to the holo form is 1.1 Å (considering all backbone
heavy atoms of only the regions with deﬁned secondary struc-
ture). These values include the uncertainties in the structure
determination, the different environments (crystal vs. solvent),
and the fact that the molecule is modiﬁed by the photoswitch.
Also the adaptation of the structure upon isomerization of the
photoswitch is comparable to that upon ligand binding. Table 1
lists the rmsds between the corresponding structures for all sec-
ondary structure elements and for residues of the α2-helix and
β2-strand only, with the latter constituting the binding groove.
Our construct does slightly overemphasize the conformational
perturbation, but the overall agreement is quite reasonable.
Transient IR Spectroscopy
Having established the equilibrium structures of the starting and
ﬁnal states by NMR spectroscopy, we now turn to IR spectros-
copy. Fig. 2A displays stationary FTIR spectra in the region of
the amide I band, which is a sensitive probe of the structure of
the protein backbone. All IR experiments have been performed
in a fully hydrated state [50 mM borate buffer (pH 8.5) and
150 mM NaCl, lyophilized and dissolved in D2O at 1.3 mM
concentration].
A difference signal upon switching cis→ trans or trans→ cis is
clearly visible (Fig. 2A, red and green) with an intensity of about
1/50th that of the absolute amide I band (Fig. 2, blue), indicating
that small changes in the protein backbone do indeed occur. The
trans→ cis difference spectrum, induced by illuminating a dark-
adapted sample at 370 nm, and the cis→ trans difference spec-
trum, after switching off the 370-nm light and subsequent re-
laxation back to trans in ∼30 min, are mirror images of each
other (Fig. 2A, green and red lines), conﬁrming that the mole-
cule can be switched reversibly. In the next step, to observe the
370 nm
420 nm
NMR:
cis
trans
MD:
0 ps
100 ns
A
B C D
X-ray:
apo
holo
21-76
23-72
19-79
2-helix
2-strand
1- 2-loop
Fig. 1. (A) Averaged NMR structures of the photoswitchable PDZ2 domain
with the photoswitch (yellow) in the cis (Left, PDB ID 2M0Z) and trans (Right,
PDB ID 2M10) conformations. (B) Overlays of the apo (blue) and holo (red)
X-ray structures [3LNX and 3LNY (24)] together with the ligand (the Ras gua-
nine nucleotide exchange factor 2 C-terminal peptide, in yellow) in the latter
case. (C) The NMR structures with the photoswitch in cis (blue) and in trans
(red) and (D) the averaged MD structures with the photoswitch in cis (blue)
and 100 ns after switching into trans (red). For clarity, the photoswitch is not
shown in C and D. The dotted lines in D indicate the Cα-Cα distances shown in
Fig. 4B.
Table 1. Structural comparison
rmsd X-ray (24): apo→holo NMR: cis→trans MD: cis→trans
All secondary 0.34 0.92 0.46
α2 and β2 0.41 0.80 0.62
Structural difference of the apo vs. the holo form deduced from the X-ray
structures (3LNX and 3LNY, ref. 24) or the cis vs. the trans conformer from
the NMR structures and the MD simulations, respectively. The ﬁrst row
reports the rmsd (in angstroms) when considering all backbone atoms of
regions with deﬁned secondary structure and the second row that when
considering only the α2-helix and the β2-strand.
C
A
B
Fig. 2. (A) Absolute (photoswitch in trans, blue, downscaled by 50) and
difference FTIR spectra (red and green) compared with the transient spec-
trum at 42 μs (black, upscaled by 7). (B) Transient difference spectra at −1 ns
(yellow), 0 ps (light orange), and from 10 ps to 10 μs by decade (orange to
black). (C) Contour plot of the IR response. Red indicates induced absorption,
blue indicates a bleach, and contour lines are equally spaced.
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transition in time-resolved experiments, we prepared all samples
in the cis conﬁguration by continuously illuminating them at
370 nm with an excess amount of light and then initiated the
cis→ trans transition with a picosecond 420-nm pulse (Materials
and Methods). At long times (42 μs), the transient IR response in
the amide I region closely resembles the shape of the steady state
(Fig. 2A, black vs. red line), indicating that the structural transi-
tion is essentially complete after this time. Its amplitude its about
one-seventh of the latter, allowing one to estimate the combined
excitation probability and isomerization yield.
In reaching the ﬁnal state, the data reveal a complex evolution
over many orders of magnitude in time with bands that both
change in intensity and shift in frequency (Fig. 2 B and C). No
physically meaningful model with a limited number of discrete
intermediate states could be identiﬁed to which we could globally
ﬁt the data. Similar observations have been made for downhill
folding (43, 44), with different kinetic responses for different
spectroscopic observables. This behavior is indicative of a con-
tinuous transition between initial and ﬁnal states without any
signiﬁcant barriers on the pathway.
Three major phases of the overall process can nonetheless be
identiﬁed. We illustrate these phases in Fig. 3 for the amide I
band, choosing 1,640 cm−1 as probe wavelength (red circles), and
a strong band at 1,491 cm−1 originating from the photoswitch
linked to the PDZ2 domain (Fig. 3, green circles). This band is
the amide II vibration of the amide unit of the linker connecting
the azobenzene moiety to the protein (Fig. S1A). For compari-
son, the response of the same band of the unlinked photoswitch
is shown as well (Fig. 3, blue circles; see Fig. S2, for the complete
data). Phase I, clearly visible in the photoswitch bands in both
the linked and unlinked form, is initiated by the absorption of
a 420-nm photon and the subsequent ultrafast isomerization of
the azobenzene moiety. This results in the deposition of a large
amount of energy into the vibrational degrees of freedom of the
molecule. The vibrational energy appears as heat and results in
a broad IR signal, decaying within a few 10s of picoseconds as it
quickly dissipates into the solvent (45). The heat signal happens
to be zero for the amide I band at 1,640 cm−1, but it is clearly
visible at other probe wavelengths (Fig. 2C).
Subsequently, in phase II, the band of the photoswitch linked
to the PDZ2 domain evolves in a highly nonexponential man-
ner until about 100 ns (Fig. 3, green circles), signiﬁcantly
slower than that of the photoswitch alone (Fig. 3, blue circles).
Photoisomerization of the azobenzene moiety is an ultrafast pi-
cosecond process (46). The heat signal of the photoswitch linked
to the protein appears on the same timescale as that of the un-
linked photoswitch (Fig. S2); hence, in terms of crossing from the
electronically excited back to the ground state, and thus in terms
of the conﬁguration of the central N = N bond, isomerization is
equally fast in both cases. When bound to the protein, however,
the photoswitch will ﬁnd itself in a highly strained state after
isomerization, because the protein cannot adapt instantaneously.
This strain will affect also the vibrational states of the linker
connecting the azobenzene moiety to the protein, i.e., the 1,491-
cm−1 band. As the protein relaxes, the strain on the photoswitch
is slowly released. Hence, the phase II signal of the photoswitch
(Fig. 3, green circles) can be thought of as an indirect measure of
the perturbation of the binding groove, as the binding groove is
cross-linked by the photoswitch. Similar conclusions have been
drawn for the electronic response of a similar azo-photoswitch in
a smaller peptide (36). The perturbation of the binding groove
is also reﬂected in the amide I band of the protein (Fig. 3,
red circles).
Finally, in phase III, the photoswitch signal remains constant,
because the binding groove has fully adapted to the perturbation.
The amide I signal nevertheless continues to evolve in time. We
assume that this signal is related to a slight rearrangement of the
protein structure in a region different from the binding groove,
for instance of some of the turn regions that are known to be
quite ﬂexible. This interpretation is corroborated by signal broad-
ening of NMR resonances from the β1-β2 loop.
The two time traces from the photoswitchable PDZ2 domain
at 1,640 cm−1 and at 1,491 cm−1 can be ﬁtted jointly to a function
(Fig. 3, black lines)
qðtÞ= a0 + a1e−ðt=τ1Þ + a2e−ðt=τ2Þ
β
+ a3e−ðt=τ3Þ; [1]
which is composed of a fast exponential contribution for the heat
signal decay in phase I (τ1 = 15 ps), a stretched exponential
contribution for the binding groove perturbation in phase II
(τ2 = 7 ns, β = 0.49), and another exponential contribution
(τ3 = 20 μs) for the ﬁnal relaxation in the amide I band in phase
III. In that ﬁt, the time constants and the stretching factor were
forced to be the same for both time traces, but the amplitudes
were allowed to differ (Table S1). With a stretching factor of
β = 0.49, the nonexponential time dependence of phase II is
quite pronounced.
Nonequilibrium Molecular Dynamics
To facilitate the understanding of the transition on an atomistic
level, we used nonequilibrium MD simulations in explicit water.
Starting from an equilibrated cis ensemble (with an rmsd to
the corresponding NMR structure of 1.4 Å), we launched very
many nonequilibrium trajectories by instantaneously switching
the potential energy function of the central N = N bond of the
photoswitch from one that is stable in cis to one that is stable in
trans (Materials and Methods) (36, 38, 47). As these simulations
are limited to a maximum simulation time of 100 ns, we focus on
phase II in the following discussion, i.e., the perturbation of the
binding groove. The overall fold does not change during the ﬁrst
100 ns after photoswitching (Fig. 1D), but the protein backbone
is deformed slightly, as expressed by the rmsd that increases to
0.46 Å after 100 ns (Table 1 and Fig. 4A). The rmsd is larger when
considering the α2-helix and the β2-strand only (0.62 Å), empha-
sizing that most of the structural changes occur at the binding
groove on this timescale. As a function of time, the rmsd jumps
relatively rapidly within the ﬁrst 1 ps. It then continues to grow in
a highly nonexponential manner, covering all orders of magni-
tude in time considered in this simulation, similar to the exper-
imental observation (Fig. 3, green circles), and in fact it is
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Fig. 3. Amide I response at a selected wavelength of 1,640 cm−1 (red, right
scale) compared with that of a band at 1,491 cm−1 from the unlinked pho-
toswitch (blue, left scale) and with that of the same band of the photoswitch
linked to the PDZ2 domain (green, left scale). The signal of the photo-
switchable PDZ2 domain (red and green) is ﬁtted jointly to Eq. 1 (black).
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not ﬁnished after 100 ns. We therefore did not attempt to ﬁt the
MD data, because a stretched exponential ﬁt becomes robust
only if data exist for times long enough so that the signal levels
off. No quantitative agreement is expected for the time de-
pendence because, for example, the self-diffusion coefﬁcient of
TIP3P (three-site transferrable intermolecular potential) water
used in the simulation is more than a factor of 2 higher than the
experimental value (48), and water plays an important part in
determining the response of the protein (see discussion below).
Nevertheless, qualitatively speaking, the response is similar to
phase II in Fig. 3 (green circles) [note that phase I is not directly
related to any structural process, but rather to a heat signal, which
is based on the anharmonicity of the molecule’s potential (45) and
as such is beyond the MD model]. Furthermore, the amount of
structural change obtained from the MD simulation agrees rea-
sonably well with what we ﬁnd for the NMR structures (keeping
in mind that the transition is not quite complete after 100 ns,
Table 1).
As a more direct measure of the structural change of the
binding groove, we also show in Fig. 4B the time evolution of
various Cα-Cα distances across the binding groove. The Cα(21)-
Cα(76) distance, corresponding to the sites that are directly
linked by the photoswitch, is perturbed the most and jumps very
quickly within the ﬁrst 1 ps by a signiﬁcant amount of ∼1 Å. We
attribute this initial jump to the direct impact of the isomeriza-
tion of the photoswitch on the protein backbone. Thereafter the
Cα(21)-Cα(76) distance again increases steadily in a highly non-
exponential manner. The neighboring pairs [Fig. 4B, Cα(19)-
Cα(79) in green and Cα(23)-Cα(72) in blue] experience much less
of the initial jump in change of distance, because they are not
directly affected by the conformational change of the photo-
switch, but the nonexponential response at later times is similar.
Nonexponential protein dynamics, modeled either as stretched
exponentials or power laws, have been discussed extensively, for
instance in the context of ligand (CO) dissociation and rebinding
in hemoglobin or myoglobin (49–51) or the ﬂuctuations of the
pairwise distance between two sites in a protein (52–54). Two
limiting scenarios of nonexponential relaxation kinetics can be
distinguished (50): The parallel process is characterized by a
distribution of exponential decay processes, originating from
a distribution of barrier heights in an inhomogeneous ensemble
of proteins. This mechanism applies in the limit when the time-
scale of the relaxation process is fast compared with the time
the protein requires to sample its complete conformational
space. In that case, individual single-molecule trajectories would
still be a two-state system with either short or long Cα-Cα dis-
tances that are separated by one dominant barrier, so that one
would observe essentially sudden jumps between these two states
with a nonexponential distribution of jump times. Fig. 4C shows
that we are in the opposite limit. That is, individual single-
molecule trajectories essentially follow the averaged one (apart
from statistical noise), without big jumps. In accordance with
the conclusion already drawn from the experimental results,
this observation implies that the transition is continuous
without having to surmount any dominant barrier. Such a non-
exponential response occurs when protein relaxation is the result
of many small events, like defect diffusion that commonly leads
to subdiffusive behavior (55).
Fig. 5 indicates what these many small events might be. Shown
is a time series of the change of water density at the surface of
the protein averaged over all nonequilibrium trajectories. As the
photoswitch is isomerizing very quickly in the simulation (<1 ps),
the water density changes immediately in the vicinity of the
photoswitch (which is located on the right side in the structures
in Fig. 5). As time proceeds, this perturbation of the water net-
work travels around the protein and it in fact takes 100 ns until it
reaches the back side. This relatively slow propagation of the
perturbation of the water network needs to be put in contrast to
the residence time of a given single water molecule at the protein
surface, which was calculated to be 10–100 ps in the binding
groove and 10–30 ps on the outside surface, respectively. Hence,
water molecules need to exchange many times before a new equi-
librium of the water network around the protein is established.
To gain further insights into the role of water during the
structural transition, we repeated the switching simulations with
implicit water (Fig. 4D, black line), which approximates water as
a continuum of the correct dielectric constant, but without the
internal degrees of freedom that would provide friction (no ad-
ditional friction term was added in the Newtonian dynamics used
in these simulations). Both states remain stably folded in the
implicit water model, but the kinetics of the transition between
them are very different from those of the explicit water model.
That is, the average Cα(21)-Cα(76) distance completes a 1.4-Å
jump within ∼1 ps in a ballistic fashion (a minor overshoot is
observed) and then stays essentially constant out to 100 ns.
Clearly, the implicit water simulation is artiﬁcial and not aimed
to reveal results that are comparable to reality, but is used to
reveal the consequences of the direct impact of water molecules
on protein dynamics through the comparison with the explicit
water MD simulation. This numerical experiment shows that on
the length scale of this conformational transition, the intra-
molecular potential of the protein alone is not rugged at all and
provides no internal friction. In other words, the process is en-
tirely “slaved” by water (51, 56, 57), and water is an integral part
of the observed protein dynamics.
Conclusion
In conclusion, we have shown in a closely linked experimental-
simulation study that the perturbation of the binding groove of
the PDZ2 domain evolves as a continuous subdiffusive process
on a 100-ns timescale. The MD simulation (Fig. 4) can essen-
tially quantitatively reproduce the experimentally observed ki-
netics (Fig. 3, green circles) both in terms of its timescale and in
terms of its nonexponential character. This excellent agreement
validates the MD simulation, from which atomistic details may
then be extracted. We ﬁnd that the ruggedness of the free energy
landscape that governs the dynamics of the binding groove
originates entirely from water, whereas the intramolecular po-
tential of the protein is smooth for this small conformational
transition. A similar conclusion was drawn for a signiﬁcantly
larger conformational change between a folding intermediate
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Fig. 4. MD results. (A) Time evolution of the rmsd, averaged over an en-
semble of nonequilibrium trajectories. The rmsd is relative to the averaged
starting structure. (B) The same for the Cα-Cα distances across the binding
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and the native state of a four-helix bundle protein (58). We ﬁnd
that in our system the overall protein response is dominated by
the rearrangement of the water network on the protein surface.
Interestingly, the perturbation of the water network propagates
around the protein within the 100 ns (Fig. 5).
We propose this to be another possible mechanism of allo-
stery, which addresses the question of how the ligand binding site
communicates with remote parts of the protein. Although the
photoswitch is a rather crude mimic of ligand binding, the pep-
tide ligand will still introduce new partial charges in the binding
pocket that will rearrange the water network in its vicinity and
eventually also at larger distances. This mechanism would work
without any signiﬁcant structural change of the protein and
might even unify the seemingly competing points of view, which
explain allostery either as a structural or as a dynamical effect.
That is, to the extent that the dynamics of a protein are slaved by
water, a change in water structure can affect the dynamics of the
protein. Independent from that, phase III in Fig. 3 also hints
toward a conformational change of the protein backbone in a
region different from the binding groove that also could be re-
sponsible for allosteric signaling in a more traditional sense (3, 4).
Materials and Methods
Protein Preparation. The PDZ2 domain (S21C E76C) was expressed from
Escherichia coli, using standard methods. The photoswitch 3,3′-bis(sulfonato)-
4,4′- bis(chloroacetamido)azobenzene (BSBCA) was covalently linked to
the two cysteines (40); see SI Text and Fig. S3 for details. We learned from
mass spectrometry that the protein reacts photochemically with oxygen as
well as with the initially used Tris buffer under the inﬂuence of the 420-nm
laser pulses in the pump-probe experiment, where both presumably bind to
the thioether groups of the cysteines linked to the photoswitch (Fig. S4). The
experiments were therefore performed in 50 mM borate buffer (pH 8.5) and
150 mM NaCl, lyophilized and dissolved in D2O, and care was taken to
maintain the sample oxygen-free.
Time-Resolved IR Spectroscopy. Two synchronized 1-kHz Ti:sapphire oscillator/
regenerative ampliﬁer femtosecond laser systems (Spectra Physics) were used
for pump-probe measurements (59). The jitter between both lasers (which
effectively determines the time resolution of the experiment) was ∼10 ps
and the delay could be adjusted up to 42 μs. The frequency-doubled pulses
(420 nm, 3 μJ per pulse focused onto an ∼200-μm beam diameter in the
sample and stretched to ∼1 ps to reduce sample deposition on the cuvette
windows) of one laser system were used to excite the photoswitch. The IR
probe pulses were obtained by sending the output of the second laser sys-
tem through an optical parametric ampliﬁer (100 fs, center wavenumber
1,635 cm−1 or 1,443 cm−1). The sample was circulated in a closed-cycle ﬂow-
cell system consisting of a reservoir followed by a CaF2 sample cell with
50 μm optical path length. The reservoir was continuously illuminated with
a 150-mW, 370-nm continuous wave diode laser (CrystaLaser) so that all
protein ﬂowing into the sample cell was in the cis conﬁguration.
NMR. NMR spectra of PDZ2 with the photoswitch in trans were recorded
in the dark after equilibration. For all measurements with the photoswitch
in the cis conﬁguration, the sample was continuously illuminated with the
370-nm cw laser speciﬁed above (Fig. S5) coupled into the NMR spectrometer
through a custom-fabricated ﬁber terminated with an extended cylindrical
diffuser (Molex). Spectrum assignment was achieved with a standard set of
triple-resonance experiments. Structure calculation was performed from
NOE distance restraints from 15N- and 13C-resolved NOESY spectra with
75-ms mixing times. NOE data were complemented by amide proton residual
dipolar couplings (NH-RDCs) measured in Pf1 bacteriophage and n-dodecyl-
penta(ethylene glycol)/n-hexanol liquid crystalline medium. The 20 con-
formers with lowest energy of both structures showed no NOE violations
bigger than 0.5 Å and showed good Ramachandran plot statistics with only
0.3% of the residues in disallowed regions (for more detailed description of
experiments, parameters, and structural statistics see SI Text and Tables S2
and S3).
Computational Methods. MD simulations were performed with the Gromacs
program package (60) and the Gromacs implementation of the Charmm27
force ﬁeld (61, 62). The photoswitch was parameterized as in ref. 36. Details
of the simulation protocol are given in SI Text.
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SI Text
IR-Data
The amide I band was used to observe changes in the protein
backbone structure. Additionally, two bands originating from the
photoswitch (see Fig. S1A), present in the absolute FTIR spec-
trum in Fig. S2A (blue), are sensitive to the photoswitch con-
formational state. The band at around 1,390 cm−1 is a ring mode
of the azobenzene and at around 1,490 cm−1 is the amide II band
of the two photoswitch amide groups (Fig. S1A). In the absolute
spectra of the photoswitch bound to the protein (Fig. S2B, blue),
these two modes are hidden behind the stronger amide II band
of the protein backbone, but they still are clearly visible in the
difference spectra (Fig. S2B, red and green), where they appear
in a similar way to that for the photoswitch alone (Fig. S2A, red
and green).
Fig. 3 (blue) of the main text shows a time trace of the pho-
toswitch amide II band. Shortly following the heat signal decay
within the ﬁrst few picoseconds, the spectrum quickly relaxes to
closely resemble the steady-state spectrum (Fig. 3 and Fig. S2A).
When the photoswitch is bound to the second PDZ (PDZ2),
both bands overlap with the much broader amide II band of the
protein backbone (centered around 1,450 cm−1; Fig. S 1B, blue);
however, the bands originating from the photoswitch are clearly
discernible in the difference spectrum. The kinetics are signiﬁ-
cantly decelerated by the counterstrain the protein imposes onto
the photoswitch.
Table S1 summarizes all parameters obtained from the joint ﬁt
of the data in Fig. 3.
SI Materials and Methods
Cloning. The PDZ2 gene, containing the two mutations S21C
and E76C, was synthesized and cloned into a pET30a(+)vector
(EZbiolab). A human rhinovirus 3C (HRV 3C) cleavage site was
added between the N-terminal hexahistidine tag and the protein
gene by site-directed mutagenesis (QuikChange; Stratagene). To
facilitate detection and quantiﬁcation of the protein vs. the
photoswitchable linker, a Trp was inserted between the His tag
and the protease cleavage site (Fig. S2B).
Protein Expression and Puriﬁcation. For IR spectroscopy mea-
surements, the PDZ2 domain was expressed in Escherichia coli
BL21(DE3) in Luria–Bertani medium. For NMRmeasurements,
M9 minimal medium was supplemented with 13C-glucose and/or
15N-NH4Cl. Fractional isotope labeling as described by Neri
et al. (2) was used for obtaining stereospeciﬁc assignments for
the Val and Leu methyl groups. The protein was puriﬁed from
inclusion bodies with a HisPrep column (GE Healthcare Life
Sciences) in 20 mM Tris·HCl, 6 M GdmHCl, and 10 mM imid-
azole, pH 8, and eluted with an imidazole gradient. Residual
nickel was removed from the protein by incubation with 40 mM
EDTA at 4 °C for at least 12 h.
Linking the Photoswitch to PDZ2. The 3,3′-bis(sulfonato)-4,4′-bis
(chloroacetamido)azobenzene (BSBCA) (Fig. S1A) was synthe-
sized according to the protocol from Burns et al. (1). The process
to covalently link the photoswitch to two surface-exposed Cys
residues, as outlined in the protocol, was modiﬁed to the fol-
lowing: Disulﬁde bridges were reduced by adding 50 mM DTT
to the protein solution and incubating it for at least 1 h at room
temperature. The protein was then refolded by desalting in
50 mM Tris·HCl, pH 8.5, with a HiPrep column (GE Healthcare
Life Sciences), simultaneously removing the reducing agent. To
prevent the reformation of disulﬁde bonds, fraction collection
was performed in an oxygen-free (argon) atmosphere. The pro-
tein was then diluted with a well-degassed buffer (50 mM
Tris·HCl, pH 8.5) to 10 μM before 50 μM of BSBCA was added,
still under Ar atmosphere. The reaction vessel was sealed and
stirred in the dark for 6 h. The reaction mixture was concen-
trated using a Vivacell pressure concentrator with a 5-kDa
MWCO ﬁlter (Sartorius). To remove any surplus BSBCA the
protein solution was diluted and reconcentrated twice. The
monomer with a single photoswitch correctly linked to both
Cys was puriﬁed using a MonoQ anion exchange column (GE
Healthcare Life Sciences) in 50 mM Tris·HCl, pH 8.5, and eluted
with an NaCl gradient.
His Tag Cleavage. After linking the photoswitch (BSBCA) to
PDZ2, the His tag was removed with HRV 3C protease. The
protease used also contained a His tag for separation from the
sample. One milligram protease per 50 mg PDZ2 in 50 mM
Tris·HCl, pH 8.5, was incubated at 4 °C for 16 h. The His tag-free
PDZ2 was puriﬁed with a HisTrap column (GE Healthcare Life
Sciences) and the buffer was exchanged by a HiPrep desalting
column (GE Healthcare Life Sciences) to the corresponding
buffer used for IR or NMR measurements.
Mass Spectrometry. Electrospray ionization (ESI) mass spectra
were measured at the Functional Genomics Center Zurich in
a mass range between 500 and 3,000 Da. The m/z data were
deconvolved using the MasEnt1 software.
The purity of all samples was veriﬁed by SDS/PAGE (Fig. S3)
and ESI mass spectrometry (Fig. S4A). Additionally, ESI mass
spectra were repeated after time-resolved IR measurements.
Thereby, we realized that the protein was modiﬁed during a
measurement in Tris buffer (Fig. S4B). However, these mod-
iﬁcations could be largely avoided by measuring in borate buffer
and under exclusion of oxygen (Fig. S4C). All transient IR
spectra shown in this work were therefore measured under these
conditions.
Fig. S4B shows one modiﬁcation with an increased mass of
around 16 Da that can occur multiple times. We attribute this to
an oxidation of the protein, most likely at the thioether groups of
the cysteines linked to the photoswitch. A small part of the
protein was already oxidized before the measurement (Fig. S4A).
However, during a measurement the oxidation signiﬁcantly in-
creased. A second modiﬁcation with an increased mass of 135
Da we attribute to a reaction of the oxidized protein with the
Tris buffer. Both modiﬁcations increased linearly with the time
of a measurement and must have been induced by the high in-
tensity of the 420-nm laser pulses. No decomposition products
with a lighter mass were detected.
IR Spectroscopy.For FTIRmeasurements the protein was desalted
into 50 mM Tris·HCl, 150 mM NaCl, pH 8.5. We learned that in
this buffer the protein is modiﬁed under the inﬂuence of 420-nm
laser pluses (mass spectra, Fig. S4). Therefore, we used 50 mM
borate buffer and 150 mM NaCl, pH 8.5, for time-resolved
measurements. The protein was concentrated in an Amicon
Ultra 3-kDa MWCO centrifugal ﬁlter device (Millipore Corpo-
ration) to 1.3 mM, lyophilized, and dissolved in D2O. Incubation
in D2O for 2 h at room temperature before the measurements
eliminated H/D exchange during experiments. FTIR spectra
were measured on a Bruker Tensor 27 FTIR spectrometer in
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a 50-μm or 100-μm path-length sample cell with CaF2 windows,
either in the dark or under illumination with a 150-mW, 370-nm
continuous wave (cw) diode laser (CrystaLaser). The unlinked
photoswitch (Figs. 1A and 3) was measured in the same buffer
and at 1.1 mM concentration.
All FTIR and transient IR spectra were measured at room
temperature (21–22 °C).
NMR Spectroscopy. For NMR spectroscopy the samples (in 50 mM
sodium phosphate, 150 mM NaCl, pH 6.8) were concentrated to
0.75 mM. The buffer was exchanged (50 mM sodium phosphate,
pH 6.8, 150 mM NaCl, 10% D2O) in two successive rounds of 1:1
dilution and concentration. For measurements with the photo-
switch in cis a 150-mW, 370-nm cw diode laser (CrystaLaser)
coupled to a ﬁber with a custom-designed inline radial illumi-
nation probe (Polymicro Technologies) (Fig. S5) was used.
Proton chemical shifts were calibrated to the water signal and
nitrogen shifts were referenced indirectly to liquid NH3 (3). All 2D
experiments used TPPI-States for quadrature detection in indirect
proton dimensions and gradient-selected coherence selection
(echo–antiecho) (4) in combination with sensitivity enhancement
schemes in experiments including detection of amide protons.
Resonance Assignment. All NMR experiments were recorded at
25 °C on a Bruker Avance 600- or 700-MHz spectrometer equipped
with a cryoprobe. Backbone resonances were identiﬁed with the
help of CBCA(CO)NH (5), HNCACB (6), and HNCO (7) ex-
periments. Side-chain assignments were obtained using HC(C)
H-TOCSY (8, 9) and CC(CO)NH (10) experiments. Aromatic
spin systems were linked to the backbone via a CB(CGCD)HD
experiment (11). Val and Leu methyl groups were stereospecif-
ically assigned (2). Spectra were processed under the Bruker
Topspin 2.1 software and then transferred to Cara (12) for fur-
ther analysis. The overall backbone/sidechain assignment com-
pleteness is 98/85% and 96/84% for the cis and trans forms,
respectively. The lower percentage of backbone resonance as-
signments of the trans form is due to a bigger number of exchange-
broadened peaks in proximity to the linker attachment points.
Structure Calculation. 15N- and 13C-edited NOESY (13) spectra
with mixing times of 75 ms were used for obtaining NOE structural
restraints. Two sets of amide proton residual dipolar couplings
(NH-RDCs) (14) weremeasured for both the cis and the trans form
in 8.5 mg/mL ﬁlamentous phage Pf1 (15) (ASLA Biotech) and in
liquid crystalline media formed with n-dodecyl-penta(ethylene
glycol) (C12E5) and n-hexanol (16). NOESY peaks were
picked with ATNOS/CANDID (17, 18). Torsion angle restraints
were generated with TALOS+ (19) and ﬁnal structures were
calculated with CYANA (20, 21). For the trans form a number of
artiﬁcial restraints were imposed on the photoswitch to enforce
a trans-diazo bond and coplanar aromatic rings whereas for the cis
form only the cis-diazo bond was enforced (Table S2).
Structure Reﬁnement. Structures were reﬁned in TIP3P (three-site
transferrable intermolecular potential) explicit water, using the
Charmm27 force ﬁeld as described previously (22–24). Param-
eters for the BSBCA cross-linker were derived by analogy as for
azobenzene (25, 26). The structures of the cis and the trans form
both show the β6/α2 architecture characteristic of PDZ2 do-
mains. The trans form suffers from a number of exchange-
broadened peaks, in particular in the β1-β2 loop resulting in low
numbers of available distance restraints for that region con-
comitant with a less well-deﬁned structure in that stretch com-
pared with the overall structure. We point out here that the
determination of the NMR structures relies on a force ﬁeld
similar to the one used for carrying out the molecular dynamics
(MD) simulations and that distance values determined from the
two methods might thus be not fully independent.
Structure Validation. Structures were validated with WHAT-
CHECK (27, 28) and PROCHECK-NMR (29) (Table S3).
Data Bank Accession Codes. Coordinates and chemical shifts of the
cis and trans conﬁgurations have been deposited in the Protein
Data Bank (PDB) and the BioMagResBank (BMRB) data bank
under PDB ID codes 2M0Z and 2M10 and BMRB accession
nos. 18833 and 18834, respectively.
Computation.MD simulations were performed with the Gromacs
program package (30) and the Gromacs implementation of the
Charmm27 force ﬁeld (23, 24), with a timestep of 2 fs, saving
time 500 fs, all bonds constrained, isothermal–isobaric (NPT)
ensemble at 300 K and 1 bar, with time constants of 0.2 ps and
0.5 ps, respectively, for the thermostat and the barostat. Lennard–
Jones interactions were treated with a cutoff of 1.0 nm (switched
to zero at 0.9 nm), and the long-range electrostatic forces were
approximated by the Particle–Mesh–Ewald approximation. The
photoswitch was parameterized as in refs. 25 and 26. To force
the photoswitch to be either in the cis or in the trans conﬁgu-
ration, the double-minimum potential for the central C-N = N-C
dihedral angle was replaced by a single-minimum potential, and
the force constant was increased by a factor of 3 such that the
potential around the minimum agrees reasonably well with that
of the original double-minimum potential from refs. 31 and 32.
PDB entry 3PDZ was used as a starting structure (33) and
mutated to Ser21Cys and Glu76Cys to provide an anchor point
for the photoswitch. In addition, a Tyr36Trp mutation was in-
cluded in accordance with an earlier version of the experimental
sequence. We inserted a photoswitch without the sulfonate groups.
We were able to synthesize proteins with that version of the
photoswitch in small yields and veriﬁed that despite its hydro-
phobicity, the protein was still folded (however, the yields of
the synthesis were too small to retrieve enough material for
NMR and time-resolved IR spectroscopy).
As in the experiment, we ﬁrst prepared the photoswitch in its
cis conﬁguration. The protein was solvated in a box of 5,355
TIP3P water molecules and one Cl− counter-ion to neutralize the
simulation box, minimized with the backbone atoms constrained,
and then equilibrated for 1.1 μs. From a subsequent 3-μs cis-
equilibrium simulation, 300,000 snapshots separated by 10 ps
each were taken as starting points for the nonequilibrium MD
runs with the photoswitch switched into trans. Simulation times
varied between 4 ps and 100 ns such that the number of samples
in each time bin on a logarithmic time axis was roughly the same.
That is, we ran 150,000 trajectories for 4 ps, 75,000 trajectories
for 8 ps, and so on, up to 73 trajectories for 8 ns. In addition, 120
trajectories for a full 100 ns were collected. The total simu-
lation time of these nonequilibrium trajectories amounts to
∼21 μs and took about 5 months on a 96-core computer
cluster. Both Figs. 4 and 5 are calculated from that full set of
nonequilibrium trajectories.
To calculate the water density on the protein surface (Fig. 5 and
Movie S1), the 300,000 starting points, which resemble a cis-
equilibrium ensemble, were aligned on each other by minimizing
the rmsd of the Cα atoms from ordered secondary structure
motives. An averaged structure was calculated from these
starting points by averaging atom positions, which served as
a reference to which all subsequent nonequilibrium structures
were aligned together with their surrounding water molecules.
The positions of the water-oxygens were then binned into
cubes of 1 Å3.
The residence times of water molecules were estimated by
computing the average lifetime of individual water/protein hy-
drogen bonds along a 600-ns equilibrium MD trajectory with the
photoswitch in trans. Time series of presence/rupture of indi-
vidual hydrogen bonds were obtained by Gromacs with default
thresholds of 0.35 nm for the donor–acceptor distance and 30°
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for the acceptor–donor–hydrogen angle. Seven hydrogen bond
donor or acceptor groups within the binding groove and 13 on
the outside surface were used. Averaging over these groups re-
sulted in hydrogen bond lifetimes of 40 ± 20 ps within the
binding groove and 15 ± 5 ps on the outside surface. Neglecting
transient hydrogen bond ruptures up to 10 ps yielded residence
times of 60 ± 50 ps within the binding groove and 20 ± 10 ps on
the outside surface.
The implicit solvent simulations were carried out according
to a similar protocol with Newtonian dynamics at 300 K, using
a generalized Born formalism (34). A cis structure already equil-
ibrated in explicit solvent was further equilibrated for 300 ns in
implicit solvent. A 700-ns production equilibrium run was then
used to collect an ensemble of initial structures every 10 ns for
the subsequent nonequilibrium simulations.
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Fig. S1. Cross-linker and anchor sites in the protein sequence. (A) Photoswitch. This water-soluble thiol-reactive azobenzene derivative 3,3′-bis(sulfonato)-4,4′-
bis(chloroacetamido)azobenzene (BSBCA) (1) was cross-linked to two cysteines in PDZ2. (B) Amino acid sequence of the second PDZ domain in human tyrosine-
phosphatase 1E (hPTP1E). A His tag with a HRV 3C cleavage site (blue) was used for puriﬁcation and cleaved before measurements. The cleavage site is marked
with an apostrophe and the two Cys (S21C and E76C) that served as anchor points for the photoswitch are shown in red.
Fig. S2. IR spectra of the ring-mode (∼1,390 cm−1) and Amide II (∼1,490 cm−1) bands from the photoswitch. (A and B) (Top) Absolute (blue) and difference FTIR
spectra (red and green) compared with the transient spectrum at 42 μs (black). (Middle) Transient spectra, at −1 ns (yellow), 0 s (light orange), and from 10 ps to
10 μs by decade (orange to black). (Bottom) Contour plot of the IR response. (A) Photoswitch alone; (B) photoswitch on PDZ2.
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Fig. S3. SDS/PAGE analysis of linking the photoswitch (BSBCA) to PDZ2. Shown are 12% Bis-Tris gels (Novex NuPAGE; Invitrogen) with polypeptide SDS/PAGE
molecular weight standards (Bio-Rad) Coomassie stained with Rotiphorese Blue R (Carl Roth GmbH). (A) After puriﬁcation with a MonoQ anion exchange
column (GE Healthcare Life Sciences). Lanes 1–5: PDZ2 with the photoswitch correctly linked to the two Cys (mass veriﬁed by ESI mass spectrometry). Lanes
6–11: Mixtures of incorrectly linked PDZ2 (monomers with two linkers, dimers, trimers). (B) Cleaving of the His tag. Lane 1, before cleaving; lane 2, after
cleaving; lane 3, after cleaving and puriﬁcation with HisTrap column (GE Healthcare Life Sciences); lane 4, HRV 3C protease and free His tag eluted from the
HisTrap column.
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Fig. S4. Mass spectra of PDZ2 linked to the photoswitch. The peak corresponding to the expected mass is labeled in red, peaks originating from the oxidized
sample are in blue, and peaks with an additional modiﬁcation (+135 Da) are in green. (A) Before a time-resolved IR measurement, in 50 mM Tris·HCl, 150 mM
NaCl, pH 8.5. (B) After a time-resolved IR measurement, in 50 mM Tris·HCl, 150 mM NaCl, pH 8.5. (C) After a time-resolved IR measurement, in 50 mM borate
buffer, 150 mM NaCl, pH 8.5, and under exclusion of oxygen.
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Fig. S5. Illumination of NMR sample. (A) Sketch of the NMR inline radial illumination probe (Polymicro Technologies). (B) Illumination of a sample in an
NMR tube.
Table S1. Complete set of ﬁt parameters for the black lines in Fig. 3
Probe wavenumber a0 a1 τ1 a2 τ2 β a3 τ3
1,491 cm−1 0.12 −0.16 0.015 −0.10 7.3 0.49 0 —
1,640 cm−1 −0.07 0.0 0.015 0.09 7.3 0.49 −0.07 20,000
Amplitudes are in units of mOD (optical density), and time constants are in nanoseconds.
Table S2. Restraints for NMR structure calculation
Type cis trans
NOE 877 992
Photoswitch 2 29
Dihedral restraints 146 145
HN-RDCs
Pf1 78 80
C12E5 76 76
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Table S3. NMR structure statistics
Structural parameters of 20 NMR conformers cis trans
Pairwise cartesian rmsd, Å
Global backbone heavy atoms 1.02 1.15
Global all heavy atoms 1.39 1.54
Ordered backbone heavy atoms 0.35 0.33
Ordered all heavy atoms 0.92 1.04
Ramachandran quality parameters, %
Residues in most favored regions 86.7 86.3
Residues in allowed regions 11.2 8.8
Residues in additionally allowed regions 1.8 4.6
Residues in disallowed regions 0.3 0.3
Average rms deviation from current reliable structures, rms Z-scores
Bond lengths 1.050 1.126
Bond angles 1.155 1.187
Omega angle restraints 1.303 1.486
Side-chain planarity 0.447 0.676
Improper dihedral distribution 0.908 0.983
Inside/outside distribution 0.951 0.986
Average deviation from current reliable structures, Z-scores
First-generation packing quality −1.833 −2.479
Ramachandran plot appearance −2.014 −2.217
Chi-1/Chi-2 rotamer normality −3.735 −3.859
Backbone conformation −0.916 −0.916
Movie S1. Change of water density after photo-switching the azobenzene moiety that cross-links the binding groove of the PDZ2 domain. Red depicts in-
creased water density; blue depicts decreased water density. The protein is shown by a gray ribbon; the photoswitch (visible only in part) is shown in yellow.
The perturbation of the water network on the protein surface propagates within 100 ns around the protein. See Fig. 5 for details.
Movie S1
Buchli et al. www.pnas.org/cgi/content/short/1306323110 7 of 7
Chapter 7
Conclusions
Technological advances have accelerated the rate of data production in both compu-
tational and experimental sciences enormously. The resultant large amounts of data
emerging from present-day scientiﬁc studies pose a formidable challenge in terms of data
storage, data transmission and data processing. Regarding the latter, the scientiﬁc com-
munity desires scalable protocols for analysis, visualisation, and automated knowledge
discovery that fully exploit the available data.
We have developed two methods for data processing to address this need in the context
of computational biophysics. More speciﬁcally, we have focused on data from molecular
dynamics (MD) simulations, a technique that is routinely used to investigate the complex
temporal behaviour of biomolecules. The ﬁrst method we have developed is a novel
protocol to analyse long and high-dimensional trajectories produced by MD simulations.
The method is used to generate a Sapphire (States And Pathways Projected with HIgh
REsolution) plot, which illustrates the thermodynamics and the kinetics of the system in
terms of its metastable states and the connectivities among them. The second method
is a feature weighting scheme that can improve the performance of subsequently applied
analysis algorithms.
We have thoroughly tested Sapphire plots on diverse data sets, covering model
systems (diﬀusion on the Müller potential and n-butane) as well as peptides and a protein
studied extensively in the literature (two three-stranded β-sheet peptides and bovine
pancreatic trypsin inhibitor). Our tests have demonstrated both the versatility and
the speciﬁc advantages of Sapphire plots, namely that the method is scalable, that
distinct states do not overlap along the progress index, and that resolution is maximal.
Subsequently, we have employed Sapphire plots to study peptide binding to a PDZ
domain. Our analyses have shed light on the binding process and on the structure of the
encounter complex that is elusive to experiments.
For Sapphire plots, there is room for future work in the following areas. First, to
make the method even more eﬃcient on modern hardware, the algorithm that generates
Sapphire plots will be parallelised. Second, Sapphire plots should become more robust.
The plots are based on the progress index, which is a walk through the data that proceeds
through regions of high sampling density one after another. Currently, it can be beneﬁcial
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to compute the progress index several times for diﬀerent starting points due to the
stochasticity of the approximate algorithm and the weakness of the kinetic annotation
function. Ongoing developments aim to improve the clustering-based preorganisation
of the data as well as the algorithm to generate the progress index in order to make
Sapphire plots more robust. As an alternative strategy, several progress indices, starting
from diﬀerent snapshots, could be computed, and the information could be combined in a
clever way to obtain a richer aggregate picture. Furthermore, novel annotation functions
might facilitate the interpretation of Sapphire plots, and protocols for ﬁnding structural
features that explain basins along the progress index would prove exceptionally useful.
Another avenue for future research is the automated deﬁnition of states based on one or
multiple Sapphire plots.
It might be worthwhile to investigate whether Sapphire plots can be extended to vi-
sualise Markov models. A progress index of the nodes of a Markov model could be deﬁned
based on the kinetic distance among them. While the resultant plot would be similar
to cut-based free energy proﬁles in terms of annotation functions, overlap of distinct
basins would be avoided due to the diﬀerent ordering of nodes. Such a representation
could be very useful for the exploratory analysis of Markov models and for evaluating
and comparing methods for coarse-graining Markov models.
Sapphire plots will only ﬁnd widespread use if convincing examples of their con-
tribution to the solution of biologically relevant problems are provided. Finding these
problems will therefore be as important as the methodological improvements that have
just been made out. We believe that the work on peptide binding to PDZ domains
presented in Chapter 4 is one such example. Our study showed that electrostatic inter-
actions play a crucial role in forming and maintaining the encounter complex. It is not
clear, however, how these electrostatic interactions aﬀect the overall binding rate. In
the future, it will be feasible to investigate this question in silico by mutating charged
protein residues that interact with the peptide and/or by varying the solution conditions.
Sapphire plots will certainly be helpful for an eﬃcient, yet detailed comparison of MD
trajectories of such a large-scale simulation study.
We stress that Sapphire plots are not restricted to data from computational bio-
physics. Applying Sapphire plots to experimental data might contribute to closing the
gap between simulation and experiment. The progress index is based on geometric crite-
ria only and can thus be applied to nontemporal data in combination with application-
speciﬁc annotation functions. Used in this way, Sapphire plots could play a similar role
as (density-based) clustering algorithms. In contrast to most of those, Sapphire plots
are scalable, do not feature a density threshold controlling what constitutes a cluster,
and naturally oﬀer a way to visualise the outcome.
Advances in computer hardware not only increase the time scales that can be sampled
by MD simulations, but they also enable the simulation of ever larger systems. Simu-
lation data are therefore constantly growing in dimensionality, and dedicated tools for
data preprocessing are needed to cope with the challenges inherent to high-dimensional
data. We have developed and tested a data-driven method for feature weighting to
facilitate analysis of high-dimensional MD trajectories with various analysis protocols,
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including Sapphire plots and clustering-based approaches. Data preprocessing is of ut-
most importance in almost all unsupervised learning applications, and feature weighting,
as proposed here, constitutes a useful strategy in general. We have proposed global and
locally adaptive weights both of which are based on temporal characteristics of the data.
This obviously limits their use to data recorded in time. In their current form, they can
be useful in studying other complex systems exhibiting metastability. We close by point-
ing out that both types of weights could also be rendered locally adaptive in a geometric
sense, thus considerably broadening the applicability of the approach to nontemporal
data.
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