Abstract-This paper presents a comprehensive cognitive management framework for spectrum selection in cognitive radio (CR) networks. The framework uses a belief vector concept as a means to predict the interference affecting the different spectrum blocks (SBs) and relies on a smart analysis of the scenario dynamicity to properly determine an adequate observation strategy to balance the tradeoff between achievable performance and measurement requirements. In this respect, the paper shows that the interference dynamics in a given SB can be properly characterized through the second highest eigenvalue of the interference state transition matrix. Therefore, this indicator is retained in the proposed framework as a relevant parameter to drive the selection of both the observation strategy and spectrum selection decisionmaking criterion. This paper evaluates the proposed framework to illustrate the capability to properly choose among a set of possible observation strategies under different scenario conditions. Furthermore, a comparison against other state-of-the-art solutions is presented.
I. INTRODUCTION C OGNITIVE radio (CR) has emerged in recent years as a paradigm that envisages an intelligent radio able to automatically adjust its behavior based on the active monitoring of its environment [1] . From a general perspective, CR employs a cognitive cycle that involves observations of the environment, analysis of these observations, decision-making to configure intelligently certain radio parameters, and finally execution of the decisions via actions. Analysis and decision can be supported by learning mechanisms that exploit the knowledge obtained from the execution of prior decisions. This general approach can be applied to efficiently and adaptively modify different radio operational parameters, such as the frequency, transmit power, and modulation scheme. Thus, the CR concept as a means to achieve a smart and efficient operation of wireless networks has applicability in a variety of different scenarios. For example, it has been identified as a promising solution to solve the tradeoff between spectrum demand growth and spectrum underutilization by enabling the development of dynamic spectrum access mechanisms [2] , [3] . Similarly, the use of the cognitive cycle is also applicable in the area of self-organizing networks, where it is envisaged as a means of performing an automated optimization of the network parameters [4] . Moreover, with the increased complexity associated with future networks, the introduction of intelligence into the network will be an important requirement for the smart management of fifthgeneration networks [5] , and CR concepts are expected to play a relevant role.
One of the key elements in enabling the efficient operation of the cognitive cycle in CR networks is the acquisition of the relevant knowledge about the radio environment that drives the decision-making processes. For that purpose, the observation stage typically involves making measurements at several nodes of a CR network. These measurements must be reported to the entity in charge of analyzing them to extract the relevant information about the radio environment and to execute the decision-making. This task is typically accomplished through signaling procedures supported by cognitive control channels [6] , [7] . Given that the observation stage can be costly in terms of practical requirements, such as signaling overhead and battery consumption, decision-making strategies that are able to efficiently operate with a minimum number of measurements are of high interest for enhancing CR operation.
In this context, different decision-making tools for spectrum selection have been proposed in the literature with the aim of predicting the future behavior of the interference and operating with reduced measurement needs. A multichannel spectrum selection algorithm that predicts the duration of the spectrum holes based on the prior statistics of the channels to limit the interference generated to a primary network has recently been proposed in [8] . In [9] , an opportunistic spectrum access scheme is presented based on estimating the probability of a channel appearing idle. A survey of tools that have been used in the literature for spectrum prediction can be found in [10] . In this respect, approaches based on hidden Markov models and multilayer perceptron are used in [11] , whereas partial periodic pattern mining is used in [12] . Furthermore, game theory is used in [13] for spectrum selection in the context of a carrier aggregation framework. The applicability of game theory to opportunistic spectrum access is discussed in [14] and the references therein, where the need for acquiring knowledge regarding the statistical behavior of the radio environment is identified as a key requirement. Regarding the acquisition of 0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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information about the radio environment, several works rely on partially observable Markov decision processes (POMDPs) [15] that combine partial observations of the radio environment at specific periods of time with a statistical characterization of the system dynamics. In this direction, opportunistic spectrum access approaches for channels that can be either busy or idle are proposed in [16] and [17] , assuming a single unlicensed user. In [18] , the problem is studied for a multiuser scenario through a collaborative approach. The use of POMDPs for spectrum selection in CR networks is proposed in [19] and [20] . In [21] , the restless multiarmed bandit problem is used to find the optimal policy of sensing channels to maximize the expected throughput. In [22] , a classification of decision-making techniques is given depending on their a priori knowledge and their sensitivity to sensing errors. The effects of imperfect sensing on spectrum access are also investigated in [23] . In [24] , a belief-based decision-making concept is introduced for spectrum selection, and the tradeoff between performance and observation requirements is analyzed, whereas the concept is assessed experimentally in [25] . Building on these foundations, this paper presents a comprehensive cognitive management framework for spectrum selection in CR networks based on the belief vector concept as a means to characterize and predict the environmental dynamics. The belief vector assesses the probability that the radio environment is under specific conditions (e.g., interference levels) at a certain time based on past measurements. As long as the belief vector predicts the existing conditions at the time the decision is made with sufficient accuracy, proper decisions can be made with minimum requirements in terms of observations. This paper substantially expands the previous works in [24] , [25] in several facets. The main contributions of this paper are as follows. First, in terms of cognitive network architecture, general belief-based decision-making is integrated into a complete functional model that jointly considers the spectrum selection and determination of the most suitable observation strategy. Second, in terms of cognitive cycle stages, a smart characterization of the scenario dynamicity is proposed through the use of the second-highest eigenvalue of the state transition matrix as a key representative metric of the interference dynamics in a spectrum block (SB). Third, in terms of cognitive algorithmic solutions and based on the newly proposed eigenvalue-based metric, a new scheme for selecting the observation strategy and associated spectrum selection decision-making criterion to balance the tradeoff between performance and measurement requirements is developed. Finally, the proposed framework is first evaluated through simulations to illustrate its behavior under different scenarios and compare it against other references from the literature, and then, an experimental evaluation via a real-time test bed is carried out to assess some practical aspects related to the dynamic variations of the interference sources.
The remainder of this paper is organized as follows. Section II presents the system model and general spectrum selection decision-making criterion based on the belief vector concept. Section III presents the proposed functional architecture to implement the spectrum selection framework and provides the details of each component, including the characterization of the scenario dynamism based on the eigenvalue analysis of the state transition matrices. Section IV presents the performance evaluation via simulations and a test bed. Concluding remarks are provided in Section V.
II. SYSTEM MODEL AND SPECTRUM SELECTION DECISION-MAKING CRITERION
The system model considered in this paper assumes a set of j = 1, . . . , L radio links, each intended to support data transmission between either a pair of terminals or between a terminal and infrastructure node. The jth radio link will support a certain data service characterized by a required bit rate R req, j and will generate data transmission sessions of a certain duration D j .
The focus of this work will be on the spectrum selection functionality that determines the spectrum to be assigned to each radio link. For this purpose, it is assumed that the L radio links are controlled by a cognitive management entity in charge of spectrum selection decisions. The spectrum is organized in a set of i = 1, . . . , M spectrum blocks (SBs), each characterized by a central frequency and bandwidth. The SBs can span different spectrum bands subject to different interference conditions and different regulatory regimes. The spectrum selection process will ensure that there is no internal interference among the L radio links; therefore, the interference sources in each SB are assumed to be other external transmitters out of the control of the cognitive management entity. It is assumed that these external transmitters have the same rights of spectrum use as the considered radio links. This is the typical case for SBs in unlicensed bands. Similarly, for SBs in bands where the shared use of the spectrum is allowed under the primary/secondary sharing model, such as television white spaces (TVWS), it is assumed that there are mechanisms in place (e.g., through contacting a geolocation database) to identify the SBs that are available for secondary use. In this case, the radio links managed by the cognitive management entity correspond to secondary users. In turn, the external transmitters that may cause interference are other secondary devices that do not form part of the system under the control of the cognitive management entity.
Possible examples of practical applications of the proposed framework include 1) a home networking scenario in which the radio links correspond to communicating devices (e.g., TVs, consoles, and laptops) coordinated by a digital home manager, as considered in [26] ; 2) a small-cell network in which some small cells opportunistically extend their capacity with additional channels coming from unlicensed bands, e.g., in LongTerm Evolution-Unlicensed, as considered in [27] ; and 3) a wireless network exploiting device-to-device communications between specific terminals making use of additional frequencies coming from, e.g., unlicensed bands, as in [28] .
The available bit rate R j,i for the jth link in the ith SB will depend on both the propagation conditions between the jth link transmitter and receiver and the interference in the ith SB experienced at the receiver. Then, the problem considered here is to perform an efficient allocation of the SBs to the radio links by properly matching the bit-rate requirements with the achievable bit rate in each SB. This task will be performed by the spectrum selection decision-making, which will take a socalled action, corresponding to the allocation of an SB to a radio link, any time that a data transmission session is initiated on this radio link. The action made for the jth link at time t is denoted a j (t) ∈ 1, . . . , M and corresponds to the selected SB among those currently available.
It is worth mentioning that this paper makes a distinction between the spectrum selection and the channel access functionalities. Although the former decides the assignment of SBs to radio links, channel access decides when the actual transmissions are carried out on the assigned SB; therefore, it could be used to enable that multiple radio links share the same SB in the time domain (e.g., by means of a listen-before-talk mechanism as considered in [29] or by means of scheduling strategies). Since the focus of this paper is on the spectrum selection, it is assumed that an SB can only be assigned to one radio link; therefore, no channel access functionalities are considered. Therefore, in the case that all the SBs are occupied, a new data transmission session request is blocked.
The considered interference model denotes I j,i (t) = I max,j,i · σ i (t) the interference spectral density measured by the receiver of the jth link in the ith SB. To capture the fact that interfering sources may exhibit time-varying characteristics, σ i (t) is a SB-specific term between 0 and 1 (i.e., σ i (t) = 0 when no interference exists, and σ i (t) = 1 when the interference reaches its maximum value I max,j,i ).
For modeling purposes, it is considered that the set of possible values of σ i (t) is translated into a discrete set of interference states
The interference evolution for the ith block is modeled as an ergodic discrete-time Markov process with the state transition probability from being in state k at time t and moving to state k in the next time step t + 1 given by
Then, the state transition probability matrix for the ith SB is defined as
Without loss of generality, the time axis is assumed discretized in time steps. It is assumed that the state of the ith SB S (i) (t) evolves independently from the other SBs. In addition, because the interference comes from external sources, it is assumed that the cognitive management entity does not have any control on the state evolution of this external interference. In addition, it is also assumed that the external interference is nonresponsive, i.e., that it does not change as a reaction to the actions taken by the cognitive management entity.
Moreover, let us define
T , where superscript T denotes the transpose operation as the steady-state (StS) probability vector. π (i) k is the probability that the ith SB is in the kth interference state.
Each radio link with a data session in course (referred to as an active link) will obtain a reward that measures the obtained performance depending on the interference state of the allocated SB at each time. The reward is a metric between 0 and 1 that captures the suitability of the allocated SB for the jth radio link, depending on the bit rate that can be achieved with respect to the required bit rate R req, j . r (i) j,k denotes the reward that the jth link obtains upon using its allocated SB i when the interference state is S (i) (t) = k. The reward vector of the jth link in the different interference states of the ith SB is r
Many possible definitions of the reward metric as a function of the bit rate may exist (e.g., sigmoid functions, linear functions, and the fittingness factor concept of [30] ).
The average reward experienced by the jth link in the ith SB along a session starting to transmit data at time t + 1 and ending after a certain duration of D j time steps is given by
With all of these foundations, the spectrum selection policy executed at time t for the jth radio link will target the maximization of the expected reward that the session will experience along its duration, i.e.,
where the selection is made among the subset of available SBs, i.e., those that are not allocated to any other radio link at the decision-making time t. The estimation of the future evolution of the reward in each SB until the session end will exploit measurements (observations) of the interference state of the SBs carried out at specific time instants in the past, together with the statistical characterization of the interference dynamics. In particular,
) denotes the observation (measurement) of the ith SB that provides the value of the interference state at time
Then, the criterion of (4) can be reformulated as
where
is the SB-dependent decision function to be maximized, given by
Given that the session duration D j will typically be random and unknown at the decision-making time t, it has been characterized statistically in (6) in terms of its average value D j . In (6) , the estimation of the expected reward achieved in the ith SB at future time instants t + n based on the past observation at t − m (i) will rely on the statistical characterization of the interference dynamics given by the so-called belief vector. It is defined as
T , where component 
is the conditional probability that the ith SB will be in state S (i) (t) = k at time t given the last observation of the actual interference state that was taken at time step t − m (i) , i.e.,
. (7) Then, the expected reward obtained in the ith SB at time t + n can be expressed in terms of the belief vector as E r
By making use of (8), the decision function (6) can be expressed in terms of the belief vector as
III. FUNCTIONAL ARCHITECTURE TO IMPLEMENT THE PROPOSED SOLUTION To implement the spectrum selection decision-making criterion given by (5) and (9), a belief-based spectrum selection (BBSS) framework is proposed. The BBSS framework consists of a centralized cognitive management entity, whose functional architecture is shown in Fig. 1 .
The proposed architecture is composed of two main entities, namely, the decision-making entity and knowledge management entity. The decision-making entity involves two decision processes: the spectrum selection decision-making (SSDM), which is responsible for determining the spectrum to be assigned to each link and implements the decision-making criterion given by (5) and (9), and the observation strategy decisionmaking (OSDM), which selects the observation strategy to specify the time instants when measurements have to be carried out in each SB. The decision-making entity is supported by the knowledge management entity, which collects, processes, and stores the necessary information from the environment to drive the decision-making process. For that purpose, it includes three main components: the knowledge database (KD), which stores different statistics and measurements characterizing the interference state of the available SBs; the knowledge manager (KM), which processes the statistics and measurements contained in the KD to extract the relevant information that will support the decision-making process; and the KD acquisition, which is in charge of triggering the collection of measurements to fill the KD and to verify the correctness of the stored information to address changes in the stationary conditions of the environment.
The decision-making and knowledge management entities rely on the control and context awareness (CA) blocks to support their operation. Specifically, the control block provides the signaling mechanisms to communicate with the different nodes of the network, and the CA block supports the knowledge management by performing measurements (observations) of the interference state of the different SBs following the observation strategy selected by the OSDM. In the following, a detailed description of the processes carried out at the different entities is provided.
A. Knowledge Management Entity
The knowledge management entity collects and processes the relevant information of the environment to drive the decisionmaking process. As a result, it is based on the characterization of the SBs in terms of their interference states and associated rewards. It consists of the following components.
1) Knowledge Database:
The KD stores the following information about the operational environment: 1) state transition probability matrix P (i) for the different SBs; 2) StS probabilities π (i) for the different SBs; 3) reward vectors r (i) j with the values of the reward that the different radio links can obtain in each SB for each interference state; and 4) most recent observation
) of the actual interference state of the ith SB that was measured at time step t − m (i) .
2) Knowledge Manager:
The KM is in charge of the belief computation and eigenvalue analysis functionalities. a) Belief computation: This module analyzes and processes the information retained in the KD to extract the relevant knowledge that will be used by the spectrum selection decision-making process. In particular, it will be responsible for keeping the belief vector values for each SB updated and providing the result to the decision-making entity each time that a new spectrum selection has to be made. The computation of the belief vector of the ith SB at a certain time instant t is performed recursively, starting from the last observation of the actual interference state that was taken at time step t − m (i) . Specifically,
, the components of the belief vector at time t − m (i) are given by
This is expressed in vector notation as
where x(k) is defined as a column vector of K + 1 components numbered from 0 to K, which are all equal to 0, except for the kth component, which is equal to 1. The belief vector at a time instant t > t − m (i) can be obtained from the belief vector at the previous time step t − 1 using the state transition probability matrix as follows:
By recursively applying (12) for the last m (i) time steps and by using (11), the belief vector at time t as a function of the last observation is given by
To compute the decision function (9) at time t, the belief vector must be extrapolated to future time instants t + n. This can be easily achieved from (12), leading to
b) Eigenvalue analysis: The accuracy of the prediction of the future interference state in the ith SB at time t + n, given by the belief b (i)T (t + n), will depend on the total time elapsed since the last measurement o (i) (t − m (i) ) on this SB, i.e., n + m (i) time steps, as well as on the dynamism and randomness exhibited by the interference conditions affecting the ith SB. In highly dynamic environments, where the interference level changes frequently in a random manner, if n + m (i) is large, one can expect that the accuracy of b (i)T (t + n) will be low. Thus, as the belief is driving the decision-making process in (9), the spectrum selection may make incorrect decisions (e.g., assigning the ith SB to a radio link expecting that the interference observed in the future will be low, even though a high interference level will be observed). In contrast, for rather static environments, where the interference level remains stable for long periods of time, the accuracy of the belief will be high even when n + m (i) is large. Therefore, the eigenvalue analysis module is responsible for characterizing through a proper metric the degree of dynamism of the radio environment. This characterization is used by the observation strategy to ensure that the elapsed time n + m
is adequate to make accurate decisions based on (9). To characterize the metric that defines the degree of dynamism of the interference and its impact on the belief vector computation, let us start by analyzing the belief vector evolution, depending on the time m (i) elapsed since the last observation of a certain SB. It can be easily proven that if m (i) tends to infinity, i.e., there are no observations in this SB, the belief vector tends to the StS probability vector, i.e.,
The proof of (15) is a straightforward application of a wellknown property of ergodic discrete-time Markov processes [31] . It states that, for a Markov process with state transition probability matrix P (i) , StS probability vector π (i) and any vector y representing an initial state probability distribution, the following relationship holds:
Then, (15) is obtained simply by considering
From (16), condition (15) can be expressed in terms of the future evolution of the belief vector as
The convergence speed of b (i) (t) toward the steady state reflected in (15) and (17) will be associated with the interference dynamics in the ith SB captured in the state transition matrix P (i) . If the interference varies slowly, it is more likely to have similar conditions at time t + n to those existing at time t (i.e., b (i) (t) will be more similar to b (i) (t + n)) than if interference varies frequently and in a random manner. To capture this effect based on the properties of P (i) , let us consider the following theorem.
Theorem 1: The absolute value of the second-highest eigenvalue of matrix P (i) , which is denoted |λ 1 | for the different SBs, making use of the state transition matrices stored in the KD, and will take them as representative values of the dynamism of the radio environment. These values will be used by the OSDM entity to select the observation strategy to be used.
3) KD Acquisition: The KD acquisition entity is responsible for filling the KD contents with the aforementioned statistics described in Section III-A1. This involves the following two main functionalities. a) Initial acquisition: This functionality corresponds to the measurement acquisition process to fill the KD with the values of the state transition probability matrices P (i) for the different SBs, the StS probabilities π (i) , and the reward vectors r (i) j that will be used during the system operation. These values will be computed by measuring the duration of the interference states in the different SBs and the associated rewards in the different radio links to obtain multiple time samples of each parameter to be acquired (e.g., the values of the state transition probabilities and StS probabilities). Each parameter will be estimated as the average of a sufficient number of samples that ensures convergence under certain reasonable limits. In particular, the considered convergence condition in this paper is that the size of the 95% confidence interval of every measured parameter is below a fraction δ = 0.2% of the measured average value.
b) Reliability tester (stationarity analysis): Once the acquisition phase has been completed, the resulting values of the given parameters will be kept in the KD, and they will be assumed valid as long as the stationary conditions of the environment do not change significantly with respect to the conditions existing at the time when the statistics were taken. In the case of a nonstationary environment, in which the statistical behavior of the interference may change after some time (e.g., because the interference sources have modified their positions or novel interference sources have arisen in the proximity), the system must implement mechanisms to detect these relevant changes and trigger the KD acquisition process again so that the statistics are properly updated. These mechanisms form part of the so-called reliability tester (RT) module.
Due to the RT, the BBSS framework is able to react in front of changes in the behavior of the interference. Specifically, when variations in the statistical behavior of the external interference occur, these are detected by the RT, which, in turn, triggers the regeneration of the KD.
The details of the operation of the RT module are outside the scope of this paper. As a reference, the hypothesis testing mechanism proposed in [32] to detect the changes in the interference behavior could be easily adapted to work in the framework of this paper. The capability of the BBSS framework to operate in nonstationary scenarios depends on the rate of variation of the interference, the time needed to acquire the statistical parameters of the new interference conditions, and the time that the acquired interference conditions can be exploited by the cognitive management entity.
B. Decision-Making Entity
This entity involves the OSDM and SSDM functionalities, as detailed in the following.
1) Observation Strategy Decision-Making:
The observation strategy specifies the time instants when the actual interference state in each SB is measured. Then, the OSDM functionality is responsible for selecting the observation strategy to be applied in each SB. The observation strategy should ensure that the time m (i) elapsed between the last observation and SSDM execution time t is adequate to compute the belief vector b (i)T (t + n) and make accurate decisions based on (9) . As explained earlier, this will be related to the interference dynamics in each SB. Therefore, the OSDM functionality will employ the eigenvalues |λ (i) 1 | associated with each SB provided by the eigenvalue analysis function. In addition, the estimation of the belief vector b (i)T (t + n) at the future instants t + n also depends on the application duration D j , which establishes the maximum time horizon n over which the belief vector must be estimated. To account for this factor, the OSDM will make use of the traffic characterization in terms of the average session duration for all links D and the total average session generation rate ρ (sessions/time step). Fig. 3 presents the proposed OSDM criterion to choose among the following three observation strategies: a) Instantaneous measurements strategy: This strategy consists of performing instantaneous measurements (IMs) of the interference states in all SBs at the time t when a new session must be established, i.e., at the time when the SSDM is executed. In this specific case, the belief vector in (13) will always be computed with m (i) = 0; thus, it will capture the exact interference state at the decision-making time t. Then, the belief vector at t will be given by
b) Periodic measurement strategy: This strategy consists in performing periodic measurements (PMs) of the ith SB with an observation period T (i) obs . In this manner, the elapsed time m (i) between the last observation of the ith SB and the decision-making time t will always be upper bounded by
obs . To ensure that the measurement obtained m
time steps ago is sufficiently representative of the interference state at time t, it can be sufficient to ensure that the belief vector has not reached convergence during the time between two consecutive observations. According to Corollary 1, this can be achieved if the observation period fulfills the following condition:
As a further refinement of this periodic approach, it will be assumed that only the SBs that are not allocated to any link will be measured as they are the only SBs that can be considered in the decision-making process. In turn, when an SB is released, it will also be measured in the case that the time since the last observation exceeds T (15), the values of the belief vector will be equal to the StS probabilities π (i)T . The rationality of the observation strategy selection of Fig. 3 is described in the following.
• In highly dynamic environments, i.e., |λ
1 | < λ THR , where λ THR is a threshold to be set, the convergence of the belief vector toward the StS probabilities will be extremely fast; therefore, measurements made at a given time will no longer be a valid indication of the actual interference state after a short time. In this case, two extreme approaches are considered for the observation strategy, depending on the actual needs of the decisionmaking. If the decision-making must accurately track the actual variability of the environment (e.g., this would be the case when decisions need to look only for a short-term period after the decision is made, such as when applications generate sessions with a short duration D compared with the duration −1/ ln |λ (i) 1 | to reach the steady state), the observation strategy would need to ensure that the time m (i) between the last measurement and the decisionmaking time is as close to 0 as possible; thus, an IM strategy that executes measurements just at the time when the decision is made (i.e., each time a session is generated) is a suitable option. In contrast, if the decision-making needs to have a longer term perspective (i.e., when the session duration D is larger than the time −1/ ln |λ (i) 1 | needed to reach the steady state), the StS probabilities provide a good indication of the dynamic behavior of the interference; therefore, measurements would not be needed. Then, the selected option is the StS strategy.
• In environments with low dynamism, i.e., |λ 1 | needed to reach the steady state, it will be worth using previous measurements (either through IM or PM strategies) because they can be representative of the SB state along the session duration. In this case, the choice between IM and PM is related to the session arrival rate ρ that reflects the rate at which the SSDD is triggered. In particular, if the session arrival rate is high compared with the observation period T (i)
obs ), the PM strategy becomes a suitable option because each observation made will be applicable for multiple spectrum selection decision-making processes associated with the new sessions generated between two consecutive observations. In this manner, the signaling and battery consumption associated with the measurement procedures can be substantially reduced compared with the IM that makes measurements for every new generated session. In contrast, if the session arrival rate is low (i.e., ρ < 1/T (i) obs ), meaning that the SSDD will be mainly inactive between two consecutive observation periods, IM becomes a more suitable option because it only makes the measurements at the time when they are needed. Finally, in the case of long session duration (i.e., larger than the time needed to achieve the steady state D > −1/ ln |λ (i) 1 |), the average reward achieved along the session duration will be mainly driven by the StS behavior of the SB instead of the actual measurements at session initiation; thus, in this case, the simpler StS strategy becomes a suitable choice.
2) Spectrum Selection Decision-Making:
The SSDM functionality will be responsible for deciding the SB to be assigned each time that a new session is established in a certain radio link. For that purpose, it will implement the decision-making criterion given by (5) based on the general decision function (9) . This general decision function can be particularized for each of the observation strategies selected by the OSDM as follows. a) IM strategy: In this case, the belief vector at the decision-making time t is given by (18) . Then, by considering (18) and the estimation of the future belief vector given by (14) in the general decision-making function (9), it yields
b) PM strategy: In this case, the general decision-making function (9) can be computed from the belief vector
at the decision-making time t given by (13) and its future evolution given by (14) , yielding
c) StS strategy: In this case, m (i) → ∞; thus, from (15), the belief vector yields b (i)T (t) → π (i)T . Then, by using (14) and (15), the general decision-making function (9) becomes
The belief computation entity in the KM will provide the decision-making with the values of the belief vector b (i)T (t), state transition probability matrices P (i) and reward vector r (i) j , such that the aforementioned decision-making functions (20) to (22) can be computed in accordance with the observation strategy.
C. Context Awareness Entity
This entity is responsible for acquiring the required measurements to support the operation of the knowledge management entity. Specifically, it will provide the different observations o (i) (t) = S (i) (t) that will be used by the KM and stored in the KD. Measurements will be triggered by the OSDM functionality in accordance with the observation strategy or by the KD acquisition functionality (e.g., at the initial acquisition or after detecting a change in the stationary conditions to fill the contents of the KD). Measurements will be delivered to the KM and/or the KD acquisition that will process them to obtain the KD statistics.
Measurements performed by the CA can be carried out either at the centralized entity or at other nodes of the different links. In this case, the CA will rely on the control entity to communicate with these nodes and retrieve the measurements.
D. Control Entity
The control entity will provide the signaling means to support the communication between the cognitive management entity and the different nodes of the network. In the context of the spectrum selection process considered in this paper, two main functions are envisaged for this control entity.
• Whenever a new session has to be established in a given radio link, the control entity will trigger the decisionmaking requesting the allocation of an SB and will inform the involved nodes about the result of this allocation.
• Whenever the CA needs to collect a measurement at a certain node of the network, the control entity will exchange the necessary signaling messages with this node to request and retrieve the measurement. The signaling exchange relies on a cognitive control channel that allows for the transmission of different information elements and the realization of diverse operations within a CR system. Details on the specific implementation and signaling exchange are outside the scope of this paper. In [6] and [7] , different possibilities are identified for the implementation of such a cognitive control channel, classified into radio access-independent implementations (based on, e.g., IEEE 1900.4, IEEE 802.21, or IETF PAWS) and radio access-dependent implementations (based on, e.g., 3GPP L1 and L2, IEEE 802.11, or Bluetooth).
IV. PERFORMANCE EVALUATION
Here, the performance assessment of the proposed BBSS framework is presented. First, the evaluation is performed via system-level simulations, which allow the concept to be validated in a variety of scenarios depending on the characteristics of the interference in the different SBs and the number of radio links and associated traffic requirements. The simulation environment is also used to benchmark the proposed framework against other state-of-the-art solutions. Finally, additional results are obtained using a real-time test-bed platform to better assess the practicality of the BBSS cognitive management logic when some theoretical assumptions (e.g., the Markovian behavior of the interference dynamics) do not hold.
A. General Scenario Parameters
Here, the assumptions and scenario parameters that have been considered to evaluate the performance achieved by the proposed cognitive management framework via simulations are described. Up to M = 10 SBs in the ISM 2.4 GHz and the TVWS bands are considered in the different simulations. Three interference states are considered for each SB. The detailed characteristics of each SB in terms of central frequencies, bandwidth, average durations of the interference states, and corresponding values of λ (i) 1 are presented in Table I . Two different sets of parameters are considered, reflecting two degrees of dynamism in the interference variation, which are denoted low dynamism (LD) and high dynamism (HD).
The total number of links L is also varied in the different simulations up to L = 20 links. Two different types of links are considered in the simulations: Type 1 links with a required bit rate R req, j = 200 Mb/s and Type 2 links with a required bit rate R req, j = 100 Mb/s. The link numbers j associated with each type are shown in Table II , where the achievable bit rates R j,i and related rewards r
for the different interference states of the considered SBs are also presented. The achievable bit rates are obtained based on the Shannon bound obtained as a function of the signal to noise and interference experienced by each link type. In addition, for R j,i ≥ R req, j , the reward is 1, whereas for R j,i < R req, j , the reward follows the formulation in [24] . Each link generates sessions with exponentially distributed durations of average D time steps. The time between the end of one session and the beginning of the next will also follow TABLE I  CHARACTERISTICS OF THE SBS CONSIDERED IN THE SIMULATIONS   TABLE II  CHARACTERISTICS OF THE SBS CONSIDERED IN THE SIMULATIONS an exponential distribution with average T OFF time steps. D and T OFF will be varied in different simulations. Thus, the total session generation rate ρ given by L/(D + T OFF ) will also vary. The proposed BBSS framework is configured with λ THR = 0.95, and T (i) obs is set to five time steps for the HD scenarios and to 120 time steps for the LD scenarios.
B. Key Performance Indicators
The assessment of the proposed framework has been carried out in terms of the following key performance indicators (KPIs), selected to account for both the user experience and the efficient operation of the system.
• Average system reward: This is the reward experienced by each data transmission session depending on the interference state of the allocated SB averaged over all links during the total simulation time. The reward ranges between 0 and 1 depending on the bit rate that can be achieved by a radio link in the allocated SB with respect to the required bit rate. Then, it is a metric that directly maps the expected user bit rate requirements with the actual   TABLE III  CHARACTERIZATION OF THE SCENARIOS  TO ANALYZE THE OSDM BEHAVIOR achieved bit rates, i.e., a high reward means that service is being provisioned satisfactorily.
• Average throughput: This is the bit rate in megabits per second achieved by the radio links averaged over the total simulation time.
• Observation rate: This is the average number of observations per time step that are performed to determine the interference state of the different SBs during system operation. This metric considers the efficiency of the system operation, i.e., how costly is for the system to acquire the context information from the environment that is used as an input for the SSDD. A low observation rate means reducing the measurements taken from the environment and, therefore, results in lower power consumption.
• Blocking probability: This is the probability that a new session must be established for a given link but that there are no available SBs.
C. Performance Evaluation of the OSDM Selection in the BBSS Framework
To assess the behavior of the OSDM entity that selects the observation strategy in the BBSS framework, here, we compare the performance obtained by each of the individual observation strategies and the associated SSDM criteria considered in Section III-B, namely, IM, PM, and StS. A set of M = 5 SBs and L = 3 links (i.e., link numbers j = 1, 2, 3) has been considered in this case. The five different scenarios shown in Table III are considered for this analysis to demonstrate the effect of the observation and decision-making strategies under different situations in terms of interference dynamics and traffic patterns. They are obtained by combining the HD and LD possibilities of interference dynamism in Table I with different values of the average session duration D, average inactivity period for each link T OFF , and total session generation rate ρ. Table III indicates the observation strategy that would be selected by the OSDM entity in the proposed BBSS framework for each scenario based on the flow diagram in Fig. 3 . Table IV presents the average reward, throughput and observation rate of the different strategies. The results are obtained as the average for all links during a total simulation time of 100 000 time steps, starting from the time when the KD statistics were acquired under the considered convergence criterion. The blocking probability is not included in the table because it is 0 in this analysis as there are always available spectrum blocks.
Focusing on scenario 1, characterized by the HD of the interference together with the short sessions, the results of Table IV highlight that the best performance is achieved by the TABLE IV  AVERAGE PERFORMANCE RESULTS IN TERMS OF REWARD,  THROUGHPUT, AND OBSERVATION RATE AVERAGED OVER ALL LINKS IM strategy, which is the strategy selected by OSDM in this scenario. In fact, IMs allow improvements of approximately 12% and 19% with respect to the PM and StS solutions, respectively, to be obtained. In scenario 2, the interference dynamics are the same as in scenario 1, but longer sessions are considered. Correspondingly, the interference will exhibit variations over the session duration, meaning that the performance is not highly sensitive to the actual interference state at the time when a session starts. Instead, the StS probabilities are generally representative of the actual interference conditions that will be experienced during each session. Table IV shows that, in this scenario, there are small differences in the reward performance obtained by IM, PM, and StS; thus, because StS does not require observations to be carried out, it is the best choice. Scenario 3 is characterized by less dynamic interference. Moreover, the session duration is such that D < −1/ ln |λ (i) 1 | and the session generation rate is low, meaning that, in this case, the IM approach is the one selected by the proposed BBSS framework. The results in Table IV reveal that this is a suitable option because it allows the highest reward to be obtained with greatly reduced observation requirements. Scenario 4 has the same interference dynamics and session duration as scenario 3 but a higher session generation rate. As a result, IM has an observation rate that is nearly 7.5 times higher than that of scenario 3. Therefore, the PM strategy becomes a better option because it achieves a similar reward to IM (the difference is less than 3.5%) but with less observation, as well as an improvement of approximately 12% with respect to StS. Correspondingly, the selection made by OSDM in this scenario is PM.
Finally, scenario 5 is characterized by the same interference dynamics as in scenarios 3 and 4, but now, the session duration is considerably longer; thus, in this case, OSDM selects StS as the most appropriate strategy. The results in Table IV reveal that this is the best option because it provides nearly the same reward performance as IM and PM but without requiring observations. 
D. Benchmarking
To benchmark the performance of the proposed BBSS framework, two strategies presented in the literature have been implemented in the simulation framework described earlier and are compared with the BBSS solution. In particular, the channelcapacity-based (CCB) spectrum selection algorithm presented in [8] and the selective opportunistic spectrum access (SOSA) algorithm presented in [9] have been considered representative techniques that address the same problem considered in this paper and enable the establishment of a comparison under the same set of assumptions. The details of the implementation of both algorithms in the simulation framework are given in Appendix C. Additionally, as a baseline reference, a random strategy in which the SB is randomly selected among those available at the time that each session is established is also included in the comparison. Fig. 4 presents the performance achieved by the proposed BBSS framework and by the reference SOSA, CCB, and random strategies as a function of the number of radio links L for the configuration of SBs, according to the HD case. The analysis considers M = 10 SBs. For each link, the average duration of the generated sessions and inactivity periods are D = 3 time steps and T OFF = 3 time steps, respectively. The performance in terms of reward is shown in Fig. 4(a) , where it can be observed that the proposed BBSS approach outperforms all the other strategies. In particular, it outperforms SOSA in around 4%, CCB in around 26%, and the baseline random case in around 53%. It is worth mentioning that, based on the interference and traffic dynamics existing in this analysis, the OSDM entity of BBSS is selecting the IM observation strategy. The performance in terms of observation rate is plotted in Fig. 4(b) , where it can be observed that both CCB and SOSA require a much higher observation rate than the proposed BBSS because both strategies need to measure all the SBs in each time step to keep track of the interference dynamics. The blocking probability, which is the same for all the strategies, is plotted in Fig. 4(c) . It can be noticed how it starts to increase when the number of links L is higher than the number of spectrum blocks M = 10 because, in this case, it may happen that all the SBs are already allocated to other links at the time of starting a new session; therefore, the new session will be blocked. Fig. 5 analyses the achieved performance for the LD case, when the interference variations are less dynamic. In this case, the average duration of the generated sessions and inactivity periods for the different links are D = 60 time steps and T OFF = 320 time steps, respectively. Based on the interference and traffic conditions existing in this case, the OSDM entity selects the IM strategy when the number of links L is less than 4 (and correspondingly, the total session generation rate ρ is lower than 1/T (i) obs ) and the PM strategy when the number of links L is greater than or equal to 4. Fig. 5(a) shows that the proposed BBSS approach offers a significantly better performance in terms of reward than both the CCB and random approaches. BBSS and SOSA offer similar behaviors in terms of reward, with a slightly better performance for SOSA, particularly when the number of links is high. However, in terms of the observation rate, as shown in Fig. 5(b) , BBSS requires many fewer observations than SOSA; thus, the proposed BBSS framework offers a better tradeoff between reward performance and observation rate requirements.
E. Experimental Validation
For further validation, the proposed BBSS cognitive management framework described in Section III has been implemented in a real-time testbed platform consisting of six reconfigurable Universal Software Radio Peripheral nodes that allow for an evaluation of a scenario with one radio link and M = 3 SBs affected by variable interference conditions. The specific details of the test-bed architecture, implementation, and configuration are the same as in [25] .
The test bed has been used to validate practical aspects related to the dynamic variation of the interference sources, which may differ from the theoretical assumptions made by the model. In this respect, Table V presents the comparison in terms of the reward achieved by the proposed BBSS framework when the interference states behave as a discrete-time Markov process, as assumed by the system model and when the duration of the interference states is not Markovian but follows a uniform distribution with the same average. In this latter case, the BBSS framework operates by performing the same computations as if the interference was Markovian. The reduction in terms of the reward associated with the interference not exhibiting Markovian property is small, i.e., less than 3.1% in all analyzed scenarios.
V. CONCLUSION
This paper has proposed a comprehensive cognitive management framework for spectrum selection in CR networks. The proposed functional model incorporates a generic formulation of the spectrum selection in terms of the belief vector concept, which characterizes and predicts the dynamics of the interference affecting a given radio environment.
The proposed framework relies on a knowledge management entity that extracts the relevant knowledge from the radio environment. In this respect, the paper has shown that the interference dynamics in the spectrum blocks can be properly captured by the second highest eigenvalue of the state transition matrix. Therefore, this metric has been proposed as a key driver to jointly select the observation strategy and the spectrum selection decision-making criterion to properly balance the tradeoff between achievable performance and measurement requirements. The proposed framework has been evaluated via simulations in different scenarios. Evaluation has been done in terms of both the performance obtained by the users, which are captured in the reward metric that directly maps the expected user bit rate requirements with the actual achieved bit rates, and the operational implications for the system, which are captured in terms of the observation rate requirements. Results have illustrated the capability of the proposed framework to select the observation strategy that best matches the tradeoff between reward and observation rate depending on the characteristics of the scenario. The proposed approach has also been compared against other state-of-the-art solutions, revealing that it can achieve similar or even better performance in terms of reward with less-stringent observation requirements. Finally, a test bed has been used to validate the robustness of the proposed approach in front of non-Markovian interference dynamics, revealing reward degradations of less than 3%. 
where Σ = diag(λ K |. The eigenvalues of P (i)T are the same as those of P (i) . Because P (i) is a stochastic irreducible matrix, the Perron-Frobenius theorem [33] ensures that the largest eigenvalue is unique and equal to λ Based on [8] , when the spectrum selection is triggered, this algorithm determines the SB to be allocated based on the expected time that each SB will remain in the idle state (i.e., state S (i) = 0 in our framework) and on the bit rate achievable in each SB. For that purpose, the algorithm must observe all SBs in every time step to detect the time when each SB enters the state S (i) (t) = 0 and to keep track of the number of time steps since the ith SB entered S (i) (t) = 0, which is denoted N o,i , and the average duration of the state S (i) (t) = 0, which is denoted 1/μ i and measured in time steps. Then, each time t that a new session is established for link j, the spectrum selection carries out the process explained in Algorithm 1 among the SBs in state S (i) (t) = 0. If no SB is found in state S (i) = 0, the SB with the lowest value of μ i is allocated. This last condition is included here to provide a fair comparison with the proposed BBSS framework, which allows the allocation of SBs even if they are not in state S (i) = 0. Similarly, to have a fair comparison, the algorithm in [8] has been particularized to the case where only one channel can be allocated to one link. 
B. Selective Opportunistic Spectrum Access Algorithm
As explained in [9] , this algorithm predicts the probability that an SB is idle (i.e., in state S (i) = 0 in our framework) for the next time step based on previous long-term measurements of the idle and active periods. Then, in each time step, it measures all SBs, and based on the result, it updates the probability p i that the ith SB is in state S (i) = 0. Then, each time that a new session is established for link j, the spectrum selection process just measures the SBs in decreasing order p i and assigns the first SB that is found in state S (i) = 0. If no SB is found in state S (i) = 0, the one with the highest p i is assigned. This last condition has been included here to provide a fair comparison with the proposed BBSS framework, which allows the allocation of SBs even if they are not in state S (i) = 0.
