Abstract-Wireless sensor networks (WSNs) bring significant advantages over traditional communications in today's applications, such as environmental monitoring, homeland security, and health care. However, harsh and complex environments pose great challenges in the reliability of WSN communications. To achieve reliable wireless communications within WSNs, it is essential to have a reliable routing protocol and to have a means to evaluate the reliability performance of different routing protocols. In this paper, we first model the reliability of two different types of sensor nodes: 1) energy harvesting sensor nodes and 2) battery-powered sensor nodes. We then present wireless link reliability models for each type of sensor nodes, where effects of different parameters, such as battery life-time, shadowing, noise, and location uncertainty, are considered for analyzing the wireless link reliability. Based on the sensor node and wireless link reliability models, we compare the performance of different routing algorithms in terms of end-to-end path reliability and number of hops. A dynamic routing approach is then proposed to achieve the most reliable end-to-end path in WSNs. Furthermore, to facilitate a fair and comprehensive comparison among different routing algorithms, a cost function approach that integrates the end-to-end path reliability and number of hops is proposed, providing an indicator of quality of service of applications running on WSNs.
wireless links and node failures reduce WSN performance and reliability [1] - [6] .
In WSNs, sensor nodes monitor the environment, collect sensed data, and deliver the collected data to sink node. In some application areas, harsh and complex environments pose great challenges in the reliability of WSN communications. Based on recent experimental studies [1] - [3] , wireless links in real environments can be extremely unreliable. Also, if the sensor nodes are not within the transmission range of the sink node, then the other sensor nodes act as relay nodes and deliver sensed data from the source node to the sink node through a single path or multiple paths. Consequently, to achieve reliable wireless communications within WSNs which are deployed in an ad hoc fashion, it is essential to have a reliable routing protocol.
This paper investigates existing routing protocols in terms of their reliability performance and proposes new reliabilityaware routing protocols. The main contributions of this work include 1) modeling reliability of energy harvesting and battery-powered sensor nodes; 2) modeling reliability of wireless links considering power consumption, noise, location uncertainty and wireless channel conditions; 3) based on the sensor node and wireless link reliability models, comparing performance of different routing algorithms in terms of end-toend path reliability; 4) proposing two static routing algorithms and a dynamic routing approach which integrate path reliability and number of hops to improve the reliability performance; and 5) proposing a cost function used for routing algorithm comparison and selection. The proposed cost function considers two important factors: path reliability and number of hops from the source node to the sink node, which serves as an indicator of quality of service (QoS) of applications running on WSNs.
The rest of the paper is organized as follows: Section II introduces some related studies. Section III presents the system model. Section IV provides WSN component-level reliability analysis. Section V presents routing algorithms. Analysis and experimental results for different scenarios as well as a cost function routing approach are presented in Section VI. Lastly, conclusions and a brief discussion of our future research directions are given in Section VII.
II. RELATED WORK
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researchers have proposed various routing protocols aiming to improve the performance of WSNs used in different applications. Most of the existing routing protocols in WSNs are designed based on the single-path routing algorithm, where each source node selects a single path towards the sink node without (adequate) consideration of reliability, energy or traffic load. Although the route discovery in these approaches can be performed with minimum computational complexity and resource utilization, the limited capacity of a single path highly reduces the achievable network throughput [7] - [10] . Geographic routing protocols that use the location information of sensor nodes are a valuable paradigm for WSNs. Also, the geographic information can be used to estimate the delay of the retransmitted packets in a method called SPEED (Stateless Protocol for End-to-End Delay) in [21] . The location information could be either a-priori or through a self-configuring localization mechanism such as GPS (Global Positioning System), or infrastructure-based and ad-hoc localization systems [13] - [17] . These geographic protocols are efficient because their overhead is low, the state stored to forward data is the minimum, and they are flexible with topological changes. In addition, these protocols save energy and bandwidth because discovery floods are not required beyond a single hop [18] , [19] .
Greedy approaches are commonly-used geographic routing protocols. In a basic greedy algorithm, a node communicates only with its direct neighbors. The neighboring node that minimizes the remaining distance of a message to the sink node will be selected as the next hop [11] , [12] . In [19] , the geographic routing protocol was modified by considering the reliability of links using method presented in [28] and [29] , where unreliable neighbors are not taken into account for the transmissions and only neighbor with the highest value of packet reception rates (PRR) multiplied by distance is picked. This technique however performs poorly in real-time applications, because in each step of packet forwarding, sensor nodes need to evaluate different metrics including PRR and distance. Thus, the computation time and consequently end-to-end delay can increase. In addition, the greedy algorithms have a major problem that the transmission may fail even when there is a feasible path between source and sink node [19] - [22] . Such problem occurs when the environment is very noisy, or an obstacle is present between two nodes which increases shadowing parameters, or there are no neighbors closer to the destination.
As another example of protocols considering the reliability factor, in [45] a proactive routing protocol called DTRP was proposed, which provides reliability via multi-path redundancy, scalability, and per-packet source-tunable capability. The method broadcasts data packets to the air, which can reduce the complexity of MAC protocol but increases duplicate transmissions at the destination nodes. The method is suitable for highly lossy wireless environments but it can increase energy consumption in the network. In [46] and [47] , energy efficient and reliable routing protocols were proposed, which are referred to as SBRR (Score Based Reliable Routing) and EAR (efficient and reliable), respectively. They used a heuristic score based routing decision which is a combination of hop count, energy level of sensors and error rate of links for each path. Both of these protocols assume static or timeindependent node and link failure probabilities, which may not be suitable for a dynamic WSN with changing node and link reliabilities.
To overcome the shortcoming of the existing protocols, we propose new routing protocols that consider different types of sensor nodes, dynamic nature of wireless networks, important factor on sensor node reliability, wireless link reliability, and end-to-end path reliability.
III. THE SYSTEM MODEL

Consider a WSN consisting of sensor nodes
The location of each sensor could be predefined or random. In the real condition, methods such as triangulation [23] can be used to approximate their position using radio strength from a few known points. Each sensor node has a sensing range of sr i , implying that it can monitor any target within a radius of sr i . In other words, a point in the monitored area is covered by SN i if it is within the sensing range of SN i . Refer to [42] for discussion on different coverage problems. Each sensor node has a transmitting range of tr i , implying that it can communicate with any sensor node within a Euclidean distance of tr i . We consider two types of sensor nodes, batterypowered sensor nodes (BPSN) and energy-harvesting sensor nodes (EHSN).
In this paper, a WSN is modeled using a random geometric graph G(V , E) where V denotes a set of uniformly distributed sensor nodes and E represents a set of communication links connecting the sensor nodes. The link between a pair of sensor nodes exists if they are within radio transmission range of each other and if the communication link between the two nodes has not failed.
IV. COMPONENT-LEVEL RELIABILITY ANALYSIS IN WSNS
In this section we discuss the models for evaluating the reliability of wireless links and sensor nodes within WSNs. These component level reliabilities are used in subsequent sections for computing path reliabilities, a metric for comparing different routing protocols. The EHSN converts different types of energy to electrical energy, which has the potential to deal with those conflicting design goals [31] . In this work, we model the reliability of both types of sensor nodes, and study their effects on the link reliability.
A. Sensor Node Reliability Analysis
Note that the reliability models considered here did not consider the software component within the sensor node. We assume that the software is tested comprehensively and thus is perfectly reliable in this work. We will incorporate the effect of software on the sensor node reliability in our future work. The effect of battery depletion, environmental noise or shadowing, and uncertainty has been addressed in the reliability analysis of wireless links as detailed in Section IV.B.
1) Reliability of EHSNs: EHSNs harvest energy from the environment or other energy sources and convert it to the electrical energy. Since EHSNs are energy-limited only till the next recharging cycle, their lifetime is just related to the failure of any component in the energy flow. So, the reliability of energy flow (EF) of EHSN which includes the MEMS Energy Harvesting (meh), Power Conditioning (pc), Energy Storage (es) and Power Management (pm) can be represented as:
An EHSN can work when all components in Energy Flow (EF), Radio (ra) and Microcontroller (mc) and MEMS Sensor (ms) are properly working. So, the reliability of an EHSN can be represented as (2)
The reliability of each component can be modelled using any failure distribution like exponential, Weibull, log-normal, or constant probability. With the assumption of exponential failure distributions for all the EHSN components, we can rewrite (2) to:
where, λ EHSN in failures per hour (fph) represents the failure rate of the EHSN, which is sum of failure rates of its constituent components.
2) Reliability of BPSNs:
A typical and widely deployed type of sensor nodes is BPSN. Because BPSNs are energy-limited, their lifetime is related to failure of any component in the energy flow or depletion of the battery. Reliability of energy flow (EF) of a BPSN which includes Battery (ba) and Power Conditioning (pc) can be represented as:
Here R ba (t) considers only probability of battery working properly and generating sufficient amount of voltage for the node; the time-dependent battery depletion behavior is considered in the link reliability analysis as detailed in Section IV.B. Similar to EHSNs, the reliability of BPSN can be evaluated using (2) . With the assumption of exponential failure distributions for the components of BPSN, the reliability of a BPSN can be rewritten as: Reliability of wireless link for a typical sensor node using the lognormal shadowing model of (6).
B. Wireless Link Analysis
In WSNs, links could fail by different causes such as radio fading, signal attenuation, radio interference, background noise, or by the failure of at least one of sensor nodes which are connected to that link.
1) Time-Independent Link Failure Model for EHSNs:
In this section, a time-independent link failure model for EHSNs is presented. The model considers important factors such as pathloss exponent, shadowing and uncertainty.
The most commonly used radio model for link failures in wireless networks is based on a lognormal shadowing radio propagation model [24] - [27] . In the lognormal model, the logarithmic value of the mean power at different locations is normally distributed around the logarithmic value of the area mean power. According to this model, the received power (P r ) in dB is given by
In this expression χ is a zero-mean normal distributed random variable (in dB) with variance σ 2 (in dB). Using this model, the probability of having a reliable link is given as a function of the distance between transmitter and receiver d:
where ψ is defined as the ratio between the standard deviation of shadowing (σ ) and the pathloss exponent (η). Empirically, ψ may vary from zero (small variations of signal power and no shadowing effect) to 6 (stronger shadowing effects).
In the extreme case of ψ = 0, the model is equivalent to the path-loss model [27] . P min is the minimum power requirement with respect to the ratio of signal power to the noise power (SNR) in the receiver. In (7), the probability of having a link between two sensor nodes that have distance longer than tr (i.e., d/tr ≥ 1) is zero. Fig. 2 illustrates the contour plot of the reliability of wireless link based on (7) for a single sensor node located at the center of the region. In this experiment, average value of ψ for the whole area is equal to 2, except for a quarter of area shown by a shaded triangle which equals 5 to emphasize the effect of the shadowing. Background noise is an important factor to consider in determining the link reliability. The environment can influence the background noise due to interfering signals or thermal noise. The background noise in dB is given by [43] :
where k = Boltzmann's Constant = 1.38 E-23 Joules/Kelvin, T = environment temperature, B = Bandwidth (Hz) and NF = Noise figure/factor. With the consideration of background noise, P r (d) in (6) can be rewritten as: Fig. 3 , shows the wireless link reliability (P Link (P r (d) > P min )) using the lognormal shadowing radio model as a function of the normalized distance (d/tr) for different values of ψ and background noise. It shows the existence of a transitional area where the link quality has high variance including reliable and unreliable links.
Another important characteristic of WSNs is uncertainty. That is due to nature of WSNs such as constraints of the sensing devices and location finding, the varying environments, changing network topologies, unreliable communications, irregular radio patterns, etc. Because wireless links do not follow an ideal spherical pattern and quality of communication links is not easy to model, it is necessary to consider communication uncertainty in modeling the reliability of wireless links. In [28] presented a self-adapted link quality estimation method in WSN to make routing decisions and improve network performance. Using global static knowledge of network connectivity derived from collected traces are methods presented in [29] and [30] to build network communication protocols. As mentioned in Section II, many routing protocols use a-priori or a self-configuring localization mechanism such as GPS location information to build their routing paths from source nodes to the sink node. GPS devices are inaccurate from 0 to 10 meters 95% of the time, causing them to often report longer distances in both directions on an accurate measured course. In the following we show how to incorporate uncertainty in the link reliability analysis. 
However, the measured distance between these two nodes is real valued, D-2 θ ≤d≤D+2 θ as shown in Fig. 4 . To address the effect of the location uncertainty consequently communication uncertainty on wireless link reliability we incorporate this factor in (7) . Fig. 5 , shows the wireless link reliability using the lognormal shadowing radio model with maximum transmission range of 20m for different values of ψ. Confidence intervals are shown in the plot using vertical lines on the bar diagram, where the confidence level on these intervals is 95%. In this experiment θ is equal to 1m.
2) Time-Dependent Link Failure Model for BPSNs:
In this section, a time-dependent link failure model is presented to evaluate the maximum transmission range of a BPSN and its impact on the wireless link reliability. Equation (11) shows the discharge curve model of Ni-MH batteries, the most frequently used type of batteries in BPSNs [32] :
where parameters (A and B) and (C and D) shape the initial transient of the battery's discharge curve and the exhausting transient, respectively; parameters (E and F) form a linear function. The power consumption of each individual BPSN takes the following form:
where I average is average consumed current in sleep and active mode of sensor node. In this study, the current information of Telos [33] is used, where the average consumed current in both sleep and active modes is around 34mA. It is also assumed that the average power consumption in wireless communication part is around 70% of the whole power consumption due to duty cycle (DC) of 35%. Next step is the evaluation of the maximum transmission range of a BPSN. The theoretical transmission range (tr) of a BPSN can be defined as the maximum distance of two nodes which can communicate with each other. Consider that a transmitter with transmission power of P t may send information to a receiver and the receiver can collect the information with sensitivity power of P r . The transmission range can be evaluated using the Friis formula as [34] :
where λ is the operating wavelength which is equal to c/ f (c is the speed of light and f is operating frequency of wireless communication), G t and G r are the gain of the transmitting antenna and the gain of the receiving antenna, respectively. If two sensor nodes have different transmission power and sensitivity conditions, the transmission range in two opposite directions may be different depending on the direction of the transmitted data. In this work, we consider the same condition for all BPSNs. Combining (7) and (13), we obtain the timedependent wireless link failure model for BPSN [41] as:
In Section VI, (14) is used to evaluate the link reliability, which considers the battery discharge behavior modeled using (11) through (12) and (13).
V. ROUTING PROTOCOLS
Based on the sensor node and link reliability models presented in Section IV, we investigate the reliability performance of the following single-path routing algorithms which are used for finding paths between a sensor node in the specific monitored area and the sink node.
• Shortest-path distance algorithm (D) finds the path with shortest-distance between a given source node and the sink node in WSN. All links in the connectivity graph are considered. Dijkstra's algorithm which returns the cheapest weighted path between two nodes is used to find shortest-distance path in this work [44] .
• Shortest-path hop algorithm (H) finds the path with minimum hop-count between a given source node and the sink node in WSN ( [36] and [37] ). All links in the connectivity graph are considered. The breadth-first search (BFS) algorithm is applied to implement the H routing protocol [39] . • Reliable routing algorithm (R) finds the most reliable path between each sensor node and the sink node (at the beginning of simulation). This protocol does not consider other factors such as the number of hops or the length of end-to-end path. Existing protocols such as TADR [38] and CBF [40] consider reliability as one of the factors for achieving a reliable data transmission in WSN but involving the tradeoff with other factors. For performance comparison of different routing protocols, we consider the metric of path reliability. To illustrate the evaluation of path reliability from sensor node SN to the sink using a certain routing algorithm ρ (e.g. D, H or R), the linear network in Fig. 6 is considered, where the link between SN i and SN j , denoted by L ρ i, j , is evaluate by the estimated location of the two sensor nodes. Assume the same reliability model is used for all the sensor nodes. The path reliability of SN k to the sink node can thus be represented as (15) .
where
is the reliability of L ρ i, j evaluated using (14) for links originating from BPSNs or (7) for links originating from EHSNs. R S N k (t) is the reliability of the source node which can be an EHSN or a BPSN and is evaluated using (3) or (5) is reliability of a relay node between the source node SN k and the sink node, which is evaluated using (3) for EHSNs or (5) for BPSNs. R Sink (t) is reliability of the sink node, which is assumed to be perfectly reliable in this work. The computational complexity of computing (15) 
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we study the performance of the routing protocols presented in Section V in terms of path reliabilities. For comparing performance of different routing algorithms, simulations are performed, where 90 sensor nodes are distributed randomly over an 80m by 80m development area. Thus the node density is 0.014 (nodes/m 2 ). The sink node is located Fig. 7 . Histogram of number of hops using different routing protocols. at the right upper side of the static development area. The maximum radio transmission range tr is 20m. Fig. 7 presents the typical number of hops histogram at the beginning of the simulation using different routing algorithms. The average number of hops in paths using D, H and R algorithms for this experiment, are 4.95, 4.6 and 6.44, respectively; and the average length of paths from all sensor nodes to the sink node using D, H and R algorithms are 65.67m, 72.04m and 76.41m, respectively. Therefore, one can conclude that the R algorithm tends to use longer distance paths to the sink node with more hops to find the most reliable paths. . Also, we can see that around 67% of the whole sensor nodes randomly distributed in this small scale WSN have paths with 3 to 6 hops using H and D algorithms and more than 60% of all paths using R routing protocols. That is because R algorithm uses shorter links (more reliable links) in each path to find the most reliable path to sink node.
Figs. 9 and 10 present the path reliability for EHSN networks in the case of h H E H S N = 3 and h H E H S N = 5, respectively. According to the experimental results, paths found by the H algorithm are unreliable but they have lowest number of hops to the sink node, implying that they involve fewer sensor nodes and therefore consume less energy. Considering these factors, we propose two different approaches to improve the original H routing algorithm.
• Weighted H algorithm (WH) protocol finds the path with minimum hop-count between a given source node and the sink node in WSN. In the case of multiple paths with the same fewest hops, WH picks the most reliable path among them; when there is only one path with the minimum hop-count, the WH algorithm gives the same path as the H algorithm.
• Reliable link H algorithm (RH) algorithm considers only links that have reliability greater than a particular value when finding the shortest-hop path, which is a modified version of [35] . This protocol chooses neighbors wisely, taking into account information about Note that we do not choose D for further improvements is because the D algorithm uses the shortest-distance links for finding the path, which already covers the reliability factor as link reliability depends on the link distance and shorter distance implies higher link reliability. So it is not necessary to combine D and R again. In contrast, the H algorithm does not consider the reliability factor, the combination of H and R can lead to a new protocol that can have advantages on both reliability and energy consumption.
In the rest of this section, we further compare the performance of the routing protocols presented in Section V (D, H and R), WH and RH in terms of path reliabilities. In particular, the average path reliabilities of all sensor nodes to the sink node paths are calculated and compared for two types of WSNs (EHSN and BPSN) under different routing protocols. Table I . Figs. 11 and 12 present experiment results on average path reliabilities under different routing protocols for EHSN and BPSN, respectively. In order to clarify the trend of change in the average path reliability, the first order regression lines are also plotted in these figures. It can be seen from these figures that WSNs using the R algorithm is more reliable than that using other routing protocols. As time passes, this trend continues in the BPSN WSNs (Fig. 12) . However, in the EHSN WSNs, as shown in Fig. 11 , there is a cross point between R and RH, implying that RH becomes more reliable as time proceeds. This behavior can be explained by the fact that the R algorithm typically uses a path involving more number of hops than other routing algorithms including RH. As the time passes, the reliability of EHSNs decreases considerably, implying that the effect of EHSNs failures on the path reliability would become more significant. Consequently, the path reliability using RH is more reliable than that using R for time >300hrs in Fig. 11 .
To take advantage of both R and RH for improving the path reliability, we develop a dynamic routing method that uses the R algorithm initially and then switches to the RH algorithm at the point when RH performs better than R. The key of this method is the evaluation of the switching time t s . According to (15) , the path reliability equations for R and RH algorithms are
At t s ≤ t, the path reliability using RH is higher than the path reliability using R, i.e.,
Based on (16) and (17), we have (18) as shown at the bottom of the next page.
Because
we can rewrite (18) as (19) as shown at the bottom of the next page.
In the case of the EHSNs following exponential time-tofailure distributions, we have
represent the mean value of the wireless link reliability under R and RH algorithms, respectively. t s can be approximated as The switching time for the example WSN is 293.25hr (see Fig. 11 ) using (20) and 272.64hr using (21) . The latter is 7.03% less than the actual value of t s with the advantage of having low computational complexity.
For a comprehensive comparison among different routing algorithms, we propose a cost function for each sensor node (EHSN or BPSN) based on path reliability and number of hops involved in the path as an indicator of quality of service (QoS) of the algorithm (e.g. communication energy consumption or load balancing). The larger value an algorithm's cost function has, the better the algorithm. Particularly, the cost function of S N k using ρ routing algorithm is defined as for the EHSN networks, the cost function of R is the best at the beginning, and after a certain point, RH has the largest cost function value; whereas in Figs. 15 and 16 for the BPSN networks, the R algorithm performs the best all the times. These results are consistent with the previous observations. Note that considering the implementation of the routing algorithms, we assume that the sink node keeps all the information about nodes, links and paths, such as reliability, energy consumption, the number of hops for each path. According to the routing protocol and QoS requirements, by applying the above cost function, the sink node can decide which path is the best fitted for a particular application. Then the information about the optimal path is sent to the source node so it can use the selected path to deliver the sensed data to the sink node.
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VII. CONCLUSION
In this work, we modeled the reliability of two different types of sensor nodes: energy harvesting sensor nodes (EHSNs) and battery-powered sensor nodes (BPSNs). We also presented wireless link failure models for each type of sensor nodes. In these models, we consider different parameters, such as battery life-time, shadowing, noise and location uncertainty on wireless link reliability. Based on the node and link reliability models, we compared performance of different routing protocols including D, H , R, RH, and WH in terms of the average end-to-end path reliability. A dynamic routing approach that integrates the two best performance routing algorithms R and RH was further proposed. A new cost function was also defined to facilitate a fair and comprehensive comparison among these routing algorithms. In the future, we plan to investigate reliability analysis and design of hybrid WSNs which include both EHSN and BPSN within the same network.
