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1. INTRODUCTION
I have divided this introductory chapter into two blocks. From the research point of view, this thesis is devoted to the
study of multi–mode quantum phenomena in optical parametric oscillators (OPOs), which, as will become clear as one
goes deeper into the dissertation, means the generation of squeezed states of light; in the first part of this introduction
I review what these class of states are, and comment on the state of the art of their generation and applications. On
the other hand, from a thematic perspective this thesis is quite unusual: Two-thirds of the dissertation are devoted to
a self–contained text about the fundamentals of quantum optics as applied to the field of squeezing and entanglement,
and specially to the modeling of OPOs, while only one-third of it is devoted to the original research that I have
developed during my PhD student years; a detailed discussion about the organization of the thesis is then tackled in
the second part of this introduction.
1.1 Squeezed states of light: Generation and applications
One of the most amazing predictions offered by the quantum theory of light is what has been called vacuum fluctuations:
Even in the absence of photons (vacuum), the value of the fluctuations of some observables are different from zero.
These fluctuations cannot be removed by improving the experimental instrumental, and hence, they are a source of
non-technical noise (quantum noise), which seems to establish a limit for the precision of experiments involving light.
During the late 1970s and mid-1980s, ways for overcoming this fundamental limit were predicted and experimentally
demonstrated [1]. In the case of the quadratures of light (equivalent to the position and momentum of a harmonic
oscillator), the trick was to eliminate (squeeze) quantum noise from one quadrature at the expense of increasing the
noise of its canonically conjugated one in order to preserve their Heisenberg uncertainty relation. States with this
property are called squeezed states, and they can be generated by means of nonlinear optical processes. Even though
the initial experiments were performed with materials having third order nonlinearities [2], nowadays the most widely
used nonlinear materials are χ(2)–crystals, whose induced polarization has a quadratic response to the applied light
field [3]. Inside such crystals it takes place the process of parametric–down conversion, in which photons of frequency
2ω0 are transformed into correlated pairs of photons at lower frequencies ω1 and ω2 such that 2ω0 = ω1 + ω2; when
working at frequency degeneracy ω1 = ω2 = ω0, the down–converted field can be shown to be in a squeezed state [1].
In order to increase the nonlinear interaction, it is customary to introduce the nonlinear material inside an optical
cavity; when χ(2)–crystals are used, such a device is called an optical parametric oscillator (OPO). To date, the
best squeezing ever achieved is a 93% of noise reduction with respect to vacuum [4] (see also [5, 6]), and frequency
degenerate optical parametric oscillators (DOPOs) are the systems holding this record.
Apart from fundamental reasons, improving the quality of squeezed light is an important task because of its
applications. Among these, the most promising ones appear in the fields of quantum information with continuous
variables [7, 8] (as mixing squeezed beams with beam splitters offers the possibility to generate multipartite entangled
beams [9, 10]) and high–precision measurements (such as beam displacement and pointing measurements [11, 12] or
gravitational wave detection [13, 14]).
In this thesis we offer new phenomena with which we hope to help increasing the capabilities of future optical
parametric oscillators as sources of squeezed light.
1.2 Overview of the thesis
1.2.1 The quantum optics behind squeezing, entanglement, and OPOs.
As I have already commented, most of this dissertation is not dedicated to actual research, but to a self–contained
introduction to the physics of squeezing, entanglement, and OPOs1. Let me first expose the reasons why I made this
decision.
1 There are several books which talk about many of the questions that I introduce in this part of the dissertation, see for example
[15, 16, 17, 18, 19, 20, 21, 22, 3, 23, 24, 25].
2 1. Introduction
First of all, after four years interiorizing the mathematical language and physical phenomena of the quantum
optics field, I’ve come to develop a certain personal point of view of it (note that “personal” does not necessarily mean
“novel”, at least not for every aspect of the field). I felt like this dissertation was my chance to proof myself up to
what point I have truly made mine this field I will be supposed to be an expert in (after completion of my PhD); I
believe that evaluation boards could actually evaluate the PhD candidate’s expertise more truthfully with this kind
of dissertation, rather than with one built just by gathering in a coherent, expanded way the articles published over
his/her post–graduate years.
On the other hand, even though there is a lot of research devoted to OPOs and squeezing in general, it doesn’t
exist (to my knowledge) any book in which all the things needed to understand this topic are explained in a fully
self–contained way, specially in the multi–mode regime in which the research of this thesis focuses. As a PhD student,
I have tried to make myself a self–contained composition of the field, spending quite a long time going through all the
books and articles devoted to it that I’ve become aware of. I wanted my thesis to reflect this huge part of my work,
which I felt that could be helpful for researchers that would like to enter the exciting field of quantum optics.
Let me now make a summary of what the reader will find in this first two–thirds of the thesis (numbering of this
list’s items follows the actual numbering of the dissertation chapters, see the table of contents):
A. The true starting point of the thesis is Appendix A. The goal of this chapter is the formulation of the axioms of
quantum mechanics as I feel that are more suited to the formalism to be used in quantum optics.
In order to properly introduce these, I first review the very basics of classical mechanics making special emphasis
on the Hamiltonian formalism and the mathematical structure that observable quantities have on it. I then
summarize the theory of Hilbert spaces, putting special care in the properties of the infinite–dimensional ones,
as these are the most relevant ones in quantum optics.
After a brief historical quote about how the quantum theory was built during the first third of the XX century,
I introduce the axioms of quantum mechanics trying to motivate them as much as possible from three points of
view: Mathematical consistency, capacity to incorporate experimental observations, and convergence to classical
physics in the limits in which we know that it works.
I decided to relegate this part to an appendix, rather to the first chapter, because I felt that even though some
readers might find my formulation and motivation of the axioms a little bit different than what they are used
to, in essence all what I explain here is supposed to be of common undergraduate knowledge, and I preferred to
start the thesis in some place new for any person coming from outside the field of quantum optics.
2. In the second chapter I introduce the quantum description of the one–dimensional harmonic oscillator (which I
show later to be of fundamental interest for the quantum theory of light), and study different properties of it.
In particular, I start by showing that its associated Hilbert space is infinite–dimensional, and that its energy is
quantized. Furthermore, I explain that the energy of the oscillator is not zero in its quantum mechanical ground
state (the vacuum state) owed to uncertainties on its quadratures, which are just dimensionless versions of its
position and momentum.
I then introduce some special quantum mechanical states of the oscillator. First, coherent states as the states
which allow us to make the correspondence between the quantum and classical descriptions, that is, the states
whose associated experimental statistics lead to the observations expected for a classical harmonic oscillator; I
discuss in depth how when the oscillator is in this state, its amplitude and phase are affected by the vacuum
fluctuations.
I introduce then the main topic of the thesis: The squeezed states. To motivate their definition, I first explain
how the phase and amplitude fluctuations can destroy the potential application of oscillators as sensors when
the signals that we want to measure are tiny, and define squeezed states as states which have the uncertainty
of its phase or amplitude below the level that these have in a coherent or vacuum state. I also show how to
generate them via unitary evolution, that is, by making the oscillator evolve with a particular Hamiltonian.
Entangled states of two oscillators are introduced immediately after. In order to motivate them, I first show how
their conception lead Einstein, Podolsky, and Rosen to believe that they had proved the inconsistency of quantum
mechanics; their arguments felt so reasonable, that this apparent paradox was actually a puzzle for several
decades. I then define rigorously the concept of entangled states, explaining that they can be understood as
states in which the oscillators share correlations which go beyond what is classically allowed, what is accomplished
by making use of the superposition principle, the main difference between the classical and quantum descriptions.
I also show that these states can be generated via unitary evolution, and build a specially important class of
such states: The two–mode squeezed vacuum states.
In this same section I will be able to introduce the first original result of the thesis [26, 27]: I show how by adding
or subtracting excitations locally on the oscillators, the entangleme
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developed this part of the work at the Massachusetts Institute of Technology in collaboration with Rau´l Garc´ıa–
Patro´n, Nicolas Cerf, Jeff H. Shapiro, and Seth Lloyd during a three–months visit to that institution in 2010.
In the last part of this chapter I explain how one can make a quantum mechanical formulation of the harmonic
oscillator relying solely on distributions in phase space. This appears to suggest that quantum mechanics enters
the dynamics of classical systems just as additional noise blurring their trajectories in phase space; however, I
quickly show that, even though this picture can be quite true for some quantum mechanical states, it is not the
case in general, as this quantum mechanical phase space distributions do not correspond to probability density
functions in the usual sense.
I pay particular attention to one of such distributions, the positive P distribution, as during the thesis I make
extensive use of it. In the last section of the chapter I show how thanks to it one can reduce the dynamics of the
oscillator to a finite set of first order differential equations with noise (stochastic Langevin equations), which in
general are easier to deal with than the quantum mechanical evolution equations for the state of the oscillator
(von Neumann equation) or its observables (Heisenberg equations).
3. The third chapter is devoted to the quantum theory of light. In the first section I review Maxwell’s theory
of electromagnetism, showing that in the absence of sources light satisfies a simple wave equation, and finally
defining the concept of spatial modes of light as the independent solutions of this equation consistent with the
physical boundary conditions of the particular system to be studied. Then I prove that the electromagnetic
field in free space can be described as a mechanical system consisting of a collection of independent harmonic
oscillators —one for each spatial mode of the system (which in this case are plane–waves)—, and then proceed to
develop a quantum theory of light by treating quantum mechanically these oscillators. The concept of photons
is then linked to the excitations of these electromagnetic oscillators.
The reminder of the chapter is devoted to the quantization of optical beams inside an optical cavity. In order
to do this, I first find the spatial modes satisfying the boundary conditions imposed by the cavity mirrors (the
so-called transverse modes), showing that, in general, modes with different transverse profiles resonate inside
the cavity at different frequencies. In other words, the cavity acts as a filter, allowing only the presence of
optical beams having particular transverse shapes and frequencies. In the last section I prove that, similarly to
free space, optical beams confined inside the cavity can be described as a collection of independent harmonic
oscillators, and quantize the theory accordingly.
4. Real cavities have not perfectly reflecting mirrors, not because they don’t exist, but rather because we need
to be able to inject light inside the resonator, as well as study or use in applications the light that comes out
from it. In this fourth chapter I apply the theory of open quantum systems to the case of having one partially
transmitting mirror.
The first step is to model the open cavity system, what I do by assuming that the intracavity mode interacts
with a continuous set of external modes having frequencies around the cavity resonance. Then, I study how the
external modes affect the evolution of the intracavity mode both in the Heisenberg and the Schro¨dinger pictures.
In the Heisenberg picture it is proved that the formal integration of the external modes leads to a linear damping
term in the equations for the intracavity mode, plus an additional driving term consisting in a combination of
external operators, the so-called input operator; this equation is known as the quantum Langevin equation (for
its similarity with stochastic Langevin equations, as the input operator can be seen as kind of a quantum noise),
and is the optical version of the fluctuation–dissipation theorem.
In the Schro¨dinger picture, on the other hand, the procedure consists in finding the evolution equation for the
reduced density operator of the intracavity mode. It is shown that the usual von Neumann equation acquires an
additional term which cannot be written in a Hamiltonian manner, showing that the loss of intracavity photons
through the partially transmitting mirror is not a reversible process. The resulting equation is known as the
master equation of the intracavity mode. This is actually the approach which we have chosen to use for most
of our research, as in our case it has several advantages over the Heisenberg approach, as shown all along the
research part of this thesis.
The context of open quantum systems will give me the chance to introduce the work that I develop in collaboration
with Ine´s de Vega, Diego Porras, and J. Ignacio Cirac [28], which started during a three–months visit to the
Max–Planck Institute for Quantum Optics in 2008. I will show that it is possible to simulate quantum–optical
phenomena (such as superradiance) with cold atoms trapped in optical lattices; what is interesting is that being
highly tunable systems, it is possible to operate them in regimes where some interesting, but yet to be observed
superradiant phenomena have been predicted to appear.
5. The next chapter is devoted to the measurement techniques that are used to analyze the light coming out from
the cavity. To this aim, I first relate the output field with the intracavity field and the input field driving
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the cavity, a relation that can be seen as the boundary conditions in the mirror. Together with the quantum
Langevin equation, this is known in quantum optics as the input–output theory.
Then I use an idealized version of a photodetector to show how the techniques of photodetection and balanced
homodyne detection are somehow equivalent, respectively, to a measurement of the photon number and the
quadratures of the detected field.
After this intuitive and simplified version of these detection schemes, I pass to explain how real photodetectors
work. The goal of the section is to analyze which quantity is exactly the one measured via homodyne detection in
real experiments, arriving to the conclusion that it is the so-called noise spectrum (kind of a correlation spectrum
of the quadratures).
I then redefine the concept of squeezing in an experimentally useful manner, which, although not in spirit,
differs a little from the simplified version introduced in Chapter 2 for the harmonic oscillator. Even though I
introduce this new definition of squeezing by reasoning from what is experimentally accessible, it is obvious from
a theoretical point of view that the simple “uncertainty below vacuum or coherent state” definition cannot be
it for the output field, as it does not consist on a simple harmonic oscillator mode, but on a continuous set of
modes having different frequencies around the cavity resonance.
6. Chapter 6 is the last one of this self–contained introduction to OPOs, and its goal is to develop the quantum
model of OPOs, and to show that they are sources of squeezed and entangled light.
OPOs being an optical cavity with a nonlinear crystal inside, the chapter starts by giving an overview of the
linear and nonlinear properties of dielectric media within Maxwell’s theory of electromagnetism. It is shown
in particular, how second–order nonlinearities of dielectrics give rise to the phenomenon of parametric down–
conversion: When pumped with an optical beam of frequency 2ω0, the polarization of the nonlinear material is
able to generate a pair of beams at frequencies ω1 and ω2 such that 2ω0 = ω1+ω2. It is then shown that, at the
quantum level, the process can be understood as the annihilation of one pump photon, and the simultaneous
creation of the pair of down–converted photons (called signal and idler photons).
The case of an OPO in which the signal and idler photons are indistinguishable, that is, they have the same
frequency, polarization, and transverse structure, is then analyzed. Such a system is known as the (single–mode)
degenerate optical parametric oscillator (DOPO). It is shown that the classical theory predicts that the pump
power must exceed some threshold level in order for the down–converted field to be generated; quantum theory,
on the other hand, predicts that the down–converted field will have large levels of squeezing when operating the
DOPO close to this threshold.
Similarly, it is shown that when signal and idler are distinguishable either on frequency or polarization (or both),
these form an entangled pair when working close to threshold. On the other hand, for any pump power above
threshold it is shown that the signal and idler beams have perfectly correlated intensities (photon numbers):
They are what is called twin beams.
This chapter is also quite important because most of the mathematical techniques used to analyze the dynamics
of any OPO configuration in the thesis are introduced here.
Even though my main intention has been to stress the physical meaning of the different topics that I have introduced,
I have also tried to at least sketch all the mathematical derivations needed to go from one result to the next one. Hence,
even though some points are quite concise and dense, I hope the reader will find this introductory part interesting as
well as understandable.
1.2.2 Original results: New phenomena in multi–mode OPOs.
In the last third of the thesis I review most of the research that I have developed in my host group, the Nonlinear and
Quantum Optics group at the Universitat de Vale`ncia. If I had to summarize the main contribution of these research
in a couple of sentences, I would say something along the following lines: “Although one can try to favour only one
down–conversion channel, OPOs are intrinsically multi-mode, and their properties can be understood in terms of three
phenomena: Bifurcation squeezing, spontaneous symmetry breaking, and pump clamping. Favouring the multi-mode
regime is indeed interesting because one can obtain several modes showing well marked non-classical features (such as
squeezing and entanglement) at any pump level above threshold”.
Apart from my supervisors Eugenio Rolda´n and Germa´n J. de Valca´rcel, some of the research has been developed in
collaboration with Ferran V. Garcia–Ferrer (another PhD student in the group), and Alejandro Romanelli (a visiting
professor from the Universidad de la Repu´blica, in Urugay). An extensive, analytical summary of this part of the
thesis can be found in Chapter 12; here, I just want to explain the organization of this original part of the dissertation
without entering too much into the specifics of each chapter (as in the previous section, numbering follows that of the
actual chapters):
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7. In the first completely original chapter I introduce the concept of multi–mode OPOs as those which have many
down–conversion channels for a given pumped mode. As I argue right at the beginning of the chapter, I believe
that, one way or another, this is actually the way in which OPOs operate.
Then, I explain how both the classical and quantum properties of such systems (that is, of general OPOs) can be
understood in terms of two fundamental phenomena: Pump clamping [29] and spontaneous symmetry breaking
[30, 31, 32, 33]. This general conclusion is what I consider the most important contribution of my thesis.
The most interesting feature of these phenomena is that, contrary to the usual OPO model with a single
down–conversion channel, where large levels of squeezing or entanglement are found only when working close
to threshold, they allow multi–mode OPOs to generate highly squeezed or entangled light at any pump level
(above threshold); we talk then about a noncritical phenomenon, as the system parameters don’t need to be
finely (critically) tuned in order to find the desired property.
8,9. Most of the research I have developed during my thesis has been devoted to study in depth the phenomenon of
noncritical squeezing induced by spontaneous symmetry breaking [32, 33, 29, 34, 35, 36, 37]. In this chapters, and
using the most simple DOPO configuration allowing for the phenomenon (which have called two–transverse–
mode DOPO, or 2tmDOPO in short), I consider several features which are specially important in order to
understand up to what point the phenomenon is experimentally observable, and offers a real advantage in front
of the critical generation of squeezed light [33, 36].
10. In the previous chapters the phenomenon of spontaneous symmetry breaking is introduced in the spatial degrees
of freedom of the light field (in particular, the guiding example is the spontaneous breaking of the system’s
invariance under rotations around the propagation axis). In the first part of this chapter the phenomenon is
extended to the polarization degrees of freedom of light [35], by using an OPO in which the down–converted
photons are distinguishable in polarization, but have the same frequency.
It is then explained how obtaining frequency degeneracy has been only achieved in experiments by introducing
birefringent elements inside the cavity [38], which actually break the symmetry of the system, hence destroying
the phenomenon of spontaneous symmetry breaking. Nevertheless, we argue that some residual noncritical
squeezing should survive, and discuss that it has been indeed observed in a previous experiment [38].
The final part of the chapter is devoted to prove that frequency degeneracy can be also obtained by a different
strategy consisting on the injection of an optical beam at the degenerate frequency inside the cavity [37].
11. In the last chapter I consider the system in which we originally predicted the phenomenon of pump clamping:
A DOPO in which several transverse modes coexist at the down–converted frequency [29]. I show that using
clever cavity designs, it is possible to get large levels of squeezing in many transverse modes at the same time,
what could be interesting for quantum information protocols requiring multipartite entanglement (quantum
correlations shared between more than two parties).
I would like to remind the reader that an extended summary of these part can be found on the concluding chapter.
Let me now make a summary of the publications derived from my PhD research:
1. C. Navarrete-Benlloch, E. Rolda´n, and G. J. de Valca´rcel
Non-critically squeezed light via spontaneous rotational symmetry breaking.
Physical Review Letters 100, 203601 (2008).
2. C. Navarrete-Benlloch, G. J. de Valca´rcel, and E. Rolda´n.
Generating highly squeezed Hybrid Laguerre-Gauss modes in large Fresnel number degenerate optical parametric
oscillators.
Physical Review A 79, 043820 (2009).
3. F. V. Garcia-Ferrer, C. Navarrete-Benlloch, G. J. de Valca´rcel, and E. Rolda´n.
Squeezing via spontaneous rotational symmetry breaking in a four-wave mixing cavity.
IEEE Journal of Quantum Electronics 45, 1404 (2009).
4. C. Navarrete-Benlloch, A. Romanelli, E. Rolda´n, and G. J. de Valca´rcel.
Noncritical quadrature squeezing in two-transverse-mode optical parametric oscillators.
Physical Review A 81, 043829 (2010).
5. F. V. Garcia-Ferrer, C. Navarrete-Benlloch, G. J. de Valca´rcel, and E. Rolda´n.
Noncritical quadrature squeezing through spontaneous polarization symmetry breaking.
Optics Letters 35, 2194 (2010).
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6. C. Navarrete-Benlloch, I. de Vega, D. Porras, and J. I. Cirac.
Simulating quantum-optical phenomena with cold atoms in optical lattices.
New Journal of Physics 13, 023024 (2011).
7. C. Navarrete-Benlloch, E. Rolda´n, and G. J. de Valca´rcel.
Squeezing properties of a two-transverse-mode degenerate optical parametric oscillator with an injected signal.
Physical Review A 83, 043812 (2011).
In addition to these published articles, the following ones are in preparation, close to being submitted:
8. C. Navarrete-Benlloch, R. Garc´ıa-Patro´n, J. H. Shapiro, and N. Cerf.
Enhancing entanglement by photon addition and subtraction.
In preparation.
9. R. Garc´ıa-Patro´n, C. Navarrete-Benlloch, S. Lloyd, J. H. Shapiro, and N. Cerf.
A new approach towards proving the minimum entropy conjecture for bosonic channels.
In preparation.
10. C. Navarrete-Benlloch, E. Rolda´n, and G. J. de Valca´rcel.
Actively-phase-locked type II optical parametric oscillators: From non-degenerate to degenerate operation.
In preparation.
11. C. Navarrete-Benlloch and G. J. de Valca´rcel.
Effect of anisotropy on the noncritical squeezing properties of two–transverse–mode optical parametric oscillators.
In preparation.
2. THE QUANTUM HARMONIC OSCILLATOR
The harmonic oscillator is one of the basic models in physics; it describes the dynamics of systems close to their
equilibrium state, and hence has a wide range of applications. It is also of special interest for the purposes of this
thesis, as we will see in the next chapter that the electromagnetic field can be modeled as a collection of one–dimensional
harmonic oscillators.
This section is then devoted to the study of this simple system. We first explain how the one–dimensional harmonic
oscillator is described in a classical context by a trajectory in phase space. The first step in the quantum description
will be finding the Hilbert space by which it is described. We then show how coherent states reconcile the quantum and
classical descriptions, and allow us to understand the amplitude–phase properties of the quantum oscillator. Squeezed
and entangled states are then introduced; understanding the properties of these states is of major relevance for this
thesis. In the context of entangled states we will have the chance to introduce the work developed by the author of
the thesis during a three–months visit to the Massachusetts Institute of Technology in 2010, and where it is shown
how entanglement can be enhanced by adding or subtracting excitations locally to the oscillators. We finally explain
how to build rigorous phase space representations of quantum states, with special emphasis in the properties of the
positive P representation, as we will make extensive use of it in this thesis.
We would like to stress that a summary of classical mechanics, Hilbert spaces, and the axioms of quantum mechanics
(as well as definitions of the usual objects like the Hamiltonian, uncertainties, etc...) is exposed in Appendix A.
2.1 Classical analysis of the harmonic oscillator
Consider the basic mechanical model of a one–dimensional harmonic oscillator : A particle of mass m is at some
equilibrium position which we take as x = 0; we displace it from this position by some amount a, and then a
restoring force F = −kx starts acting trying to bring the particle back to x = 0. Newton’s equation of motion for
the particle is therefore mx¨ = −kx, which together with the initial conditions x (0) = a and x˙ (0) = v gives the
solution x (t) = a cosωt+(v/ω) sinωt, being ω =
√
k/m the so-called angular frequency. Therefore the particle will be
bouncing back and forth between positions −
√
a2 + v2/ω2 and
√
a2 + v2/ω2 with periodicity 2π/ω (hence the name
‘harmonic oscillator’).
Let us study now the problem from a Hamiltonian point of view. For this one–dimensional problem with no
constraints, we can take the position of the particle and its momentum as the generalized coordinate and momentum,
that is, q = x and p = mx˙. The restoring force derives from a potential V (x) = kx2/2, and hence the Hamiltonian
takes the form
H =
p2
2m
+
mω2
2
q2. (2.1)
The canonical equations read
q˙ =
p
m
and p˙ = −mω2q, (2.2)
which together with the initial conditions q (0) = a and p (0) = mv give the trajectory(
q,
p
mω
)
=
(
a cosωt+
v
ω
sinωt,
v
ω
cosωt− a sinωt
)
, (2.3)
where we normalize the momentum to mω for simplicity. Starting at the phase space point (a, v/ω) the system evolves
drawing a circumference of radius R =
√
a2 + v2/ω2 as shown in Figure 2.1, returning to its initial point at times
tk = 2πk/ω, with k ∈ N. This circular trajectory could have been derived without even solving the equations of
motion, as the conservation of the Hamiltonian H (t) = H (0) leads directly to q2 + p2/m2ω2 = R2, which is exactly
the circumference of Figure 2.1. This is a simple example of the power of the Hamiltonian formalism.
There is another useful description of the harmonic oscillator, the so called amplitude–phase or complex represen-
tation. The amplitude and phase refer to the polar coordinates in phase space, say µ =
√
q2 + p2/m2ω2 and ϕ =
arctan (p/mωq), as shown in Figure 2.1. In terms of these variables, the trajectory reads simply (µ, ϕ) = (R,ϕ0 − ωt),
with ϕ0 = arctan (v/ωa), so that the evolution is completely described by a linear time variation of the oscillator’s
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Fig. 2.1: Phase space trajectory of the classical harmonic oscillator.
phase. From these variables we can define the complex variable ν = µ exp (iϕ) = q + (i/mω) p, in terms of which the
trajectory reads ν (t) = R exp[i (ϕ0 − ωt)], and the Hamiltonian can be written as
H =
mω2
2
ν∗ν. (2.4)
The pair {ν, ν∗} is known as the normal variables of the oscillator.
2.2 Hilbert space of the harmonic oscillator and number states
The easiest way to understand the structure of the Hilbert space associated to the one–dimensional harmonic oscillator
is by finding the eigensystem of its associated Hamiltonian operator. According to the axioms of quantum mechanics
which we review in Appendix A, the operator corresponding to its classical Hamiltonian (2.1) is
Hˆ =
pˆ2
2m
+
mω2
2
qˆ2, (2.5)
where qˆ and pˆ are the self–adjoint operators associated to the position and momentum of the oscillator. At a first sight,
this Hamiltonian may seem difficult to diagonalize because it is a combination of two non-commuting observables, as
according to Axiom III we have [qˆ, pˆ] = i~, see (A.28). However, we can write it in an easier–looking way as follows.
Let us first define dimensionless versions of the position and momentum operators as
Xˆ =
√
2ωm
~
qˆ and Yˆ =
√
2
~ωm
pˆ, (2.6)
whose corresponding observables we will call the X and Y quadratures in the following, which satisfy the commutation
relation [Xˆ, Yˆ ] = 2i. The Hamiltonian can be rewritten then as
Hˆ =
~ω
4
(Xˆ2 + Yˆ 2). (2.7)
Next, we decompose these quadratures as1
Xˆ = aˆ† + aˆ and Yˆ = i
(
aˆ† − aˆ) , (2.8)
where the operator aˆ and its adjoint aˆ† are called the annihilation and creation operators, respectively, and satisfy the
commutation relations
[
aˆ, aˆ†
]
= 1, which we will denote by canonical commutation relations in the following; these
1 Note that this kind of decompositions are always allowed for any self–adjoint operator; they are equivalent to write a real number as
the addition of a complex number and its complex conjugate.
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operators can be seen as the quantum counterparts of the normal variables of the classical oscillator. In terms of these
operators the Hamiltonian takes the form2
Hˆ = ~ω
(
aˆ†aˆ+
1
2
)
, (2.11)
and hence the problem is simplified to finding the eigensystem of the self–adjoint operator nˆ = aˆ†aˆ, which we will call
the number operator.
Let us call n to a generic real number contained in the spectrum of nˆ, whose corresponding eigenvector we denote
by |n〉, so that, nˆ|n〉 = n|n〉. We normalize the vectors to one by definition, that is, 〈n|n〉 = 1 ∀n. The eigensystem of
nˆ is readily found from the following two properties:
• nˆ is a positive operator, as for any vector |ψ〉 it is satisfied 〈ψ|nˆ|ψ〉 = (aˆ|ψ〉, aˆ|ψ〉) ≥ 0. When applied to its
eigenvectors, this property forbids the existence of negative eigenvalues, that is n ≥ 0.
• Using the commutation relation3 [nˆ, aˆ] = −aˆ, it is trivial to show that the vector aˆ|n〉 is also an eigenvector of
nˆ with eigenvalue n− 1. Similarly, from the commutation relation [nˆ, aˆ†] = aˆ† it is found that the vector aˆ†|n〉
is an eigenvector of nˆ with eigenvalue n+ 1.
These two properties imply that the spectrum of nˆ is the set of natural numbers n ∈ {0, 1, 2, ...} ≡ N, and that
the eigenvector |0〉 corresponding to n = 0 must satisfy aˆ|0〉 = 0; otherwise it would be possible to find negative
eigenvalues, hence contradicting the positivity of nˆ. Thus, the set of eigenvectors {|n〉}n∈N is an infinite, countable
set. Moreover, using the property aˆ|0〉 = 0 and the commutation relations, it is easy to prove that the eigenvectors
corresponding to different eigenvalues are orthogonal, that is, 〈n|m〉 = δnm. Finally, according to the axioms of
quantum mechanics only the vectors normalized to one are physically relevant. Hence, we conclude that the space
generated by the eigenvectors of nˆ is isomorphic to l2 (∞), and hence it is an infinite–dimensional Hilbert space (see
Section A.2.3).
Summarizing, we have been able to prove that the Hilbert space associated to the one–dimensional harmonic
oscillator is infinite–dimensional. In the process, we have explicitly built an orthonormal basis of this space by using
the eigenvectors {|n〉}n∈N of the number operator nˆ, with the annihilation and creation operators {aˆ, aˆ†} allowing us
to move through this set as
aˆ|n〉 = √n|n− 1〉 and aˆ†|n〉 = √n+ 1|n+ 1〉, (2.12)
the factors in the square roots being easily found from normalization requirements.
Let us now explain some physical consequences of this. The vectors {|n〉}n∈N are eigenvectors of the energy (the
Hamiltonian) with eigenvalues {En = ~ω(n + 1/2)}n∈N, and hence quantum theory predicts that the energy of the
oscillator is quantized: Only a discrete set of energies separated by ~ω can be measured in an experiment. The number
of quanta or excitations is given by n, and that’s why nˆ is called the “number” operator, it ‘counts’ the number of
excitations. Similarly, the creation and annihilation operators receive their names because they add and subtract
excitations. As these vectors have a well defined number of excitations, ∆n = 0, we will call them number states.
Consequently, |0〉 will be called the vacuum state of the oscillator, as it has no quanta.
On the other hand, while in classical mechanics the harmonic oscillator can have zero energy —what happens when
it is in its equilibrium state—, quantum mechanics predicts that the minimum energy that the oscillator can have is
E0 = ~ω/2 > 0. One way to understand where this zero–point energy comes from is by minimizing the expectation
value of the Hamiltonian, which can be written as
〈Hˆ〉 = ~ω
4
(∆X2 +∆Y 2 + 〈X〉2 + 〈Y 〉2), (2.13)
subject to the constraint ∆X∆Y ≥ 1 imposed by the uncertainty principle. It is easy to argue that the minimum value
of 〈Hˆ〉 is obtained for the state satisfying ∆X = ∆Y = 1 and 〈X〉 = 〈Y 〉 = 0, which corresponds, not surprisingly,
2 Note that this Hamiltonian could have been obtained by following another quantization procedure based on the normal variables of
the oscillator. In particular, we could simetrize the classic Hamiltonian (2.4) respect to the normal variables, writing it then as
H =
mω2
4
(ν∗ν + νν∗) , (2.9)
to then make the classical–to–quantum correspondences
ν →
√
2~/mωaˆ and ν∗ →
√
2~/mωaˆ†, (2.10)
replacing the Axiom III introduced in Section A.3.2 by [aˆ, aˆ†] = 1, [aˆ, aˆ] = [aˆ†, aˆ†] = 0. This quantization procedure offers an alternative
to the procedure based on the generalized coordinates and momenta of a mechanical system.
3 This is straightforward to find by using the property [AˆBˆ, Cˆ] = Aˆ[Bˆ, Cˆ] + [Aˆ, Cˆ]Bˆ, valid for any three operators Aˆ, Bˆ, and Cˆ.
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to the vacuum state |0〉. Hence, the energy present in the ground state of the oscillator comes from the fact that the
uncertainty principle does not allow its position and momentum to be exactly zero, they have some fluctuations even
in the vacuum state, and this vacuum fluctuations contribute to the energy of the oscillator.
2.3 Coherent states
2.3.1 Connection to classical mechanics
Based on the previous sections, we see that the classical and quantum formalisms seem completely different in essence:
While classically the oscillator can have any positive value of the energy and has a definite trajectory in phase space,
quantum mechanics allows only for discrete values of the energy and introduces position and momentum uncertainties
which prevent the existence of well defined trajectories. In this section we show that, despite their differences, both
descriptions are compatible in some limit.
Let us first note that, instead of its position and momentum, from now on we take the X and Y quadratures of
the oscillator as the observables defining the phase space. Using these variables, the classical phase space trajectory
of the oscillator reads (X,Y ) = (X0 cosωt+ Y0 sinωt, Y0 cosωt−X0 sinωt), which defines a circumference of radius
R =
√
X20 + Y
2
0 , being X0 = X (0) and Y0 = Y (0).
Quantum mechanics is all about predicting the statistics of experiments, see Section A.3.2. Hence, a way of
connecting it to classical mechanics is by finding the quantum state which predicts that the statistics obtained in the
experiment will coincide with what is classically expected. The following two points explain the properties that such
a state should have in the case of the harmonic oscillator:
• Classically, the energy is a continuous observable. On the hand, the ratio between the energies of two consecutive
number states is En+1/En = (n+ 3/2)/(n + 1/2); hence, as the number of excitations increases, the discrete
character of the energy becomes barely perceptive, that is, En+1/En ∼ 1 if n≫ 1. Thus, the state should have
a large number of excitations, that is, 〈nˆ〉 ≫ 1.
• The expectation value of the quadratures must describe the classical circular trajectory, while the uncer-
tainties of both quadratures should be well below the radius of the circumference defined by it, that is,
(〈Xˆ (t)〉, 〈Yˆ (t)〉) = (X0 cosωt+ Y0 sinωt, Y0 cosωt−X0 sinωt) with {∆X,∆Y } ≪ R. Hence, at all effects the
experimental outcomes predicted by quantum theory for the quadratures will coincide with those expected from
classical mechanics. Note that the condition for the uncertainties requiresR≫ 1, as we know that ∆X = ∆Y = 1
is the minimum simultaneous value that the variances can take.
Then, if states satisfying this properties exist, we see that it is indeed possible to reconcile quantum theory with
classical mechanics at least on what concerns to physical observations.
Our starting point for obtaining these states are the Heisenberg evolution equations for the quadrature operators
Xˆ and Yˆ , which read
d
dt
Xˆ =
1
i~
[Xˆ, Hˆ] = ωYˆ , (2.14a)
d
dt
Yˆ =
1
i~
[Yˆ , Hˆ ] = −ωXˆ, (2.14b)
from which we obtain
Xˆ (t) = Xˆ (0) cosωt+ Yˆ (0) sinωt, (2.15a)
Yˆ (t) = Yˆ (0) cosωt− Xˆ (0) sinωt. (2.15b)
Hence, the expectation values of the quadratures describe the classical trajectories by construction, so that in order to
reproduce a classical trajectory with initial quadratures (X0, Y0), the state must satisfy 〈Xˆ (0)〉 = X0 and 〈Yˆ (0)〉 = Y0.
Writing now the quadratures in terms of the annihilation and creation operators (2.8) these last relations can be
recasted as 〈aˆ〉 = (X0 + iY0) /2; being (X0, Y0) arbitrary, this condition shows that the states we are looking for are
the eigenvectors of the annihilation operator, that is, the states |α〉 satisfying aˆ|α〉 = α|α〉 with α = (X0 + iY0) /2 ∈ C.
We will call coherent states to the eigenvectors of the annihilation operator.
It is straightforward to show that, in addition, coherent states have 〈nˆ〉 = |α|2, R = 2|α| and ∆X = ∆Y = 1, so
that in the limit |α| ≫ 1 they satisfy all the requisites that we needed to make the connection with classical mechanics.
Note that these properties hold at any time.
In the following we show that the eigenvectors of the annihilation operator exist by finding an explicit representation
of them in the Hilbert space of the oscillator, and discuss some of their properties.
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2.3.2 Properties of the coherent states
It is simple to find an explicit representation of the coherent states in terms of the basis of number states, that is, to
find the coefficients cn of the expansion |α〉 =
∑∞
n=0 cn|n〉. Introducing this expansion in the eigenvector equation4
aˆ|α〉 = α|α〉, we find the simple recurrence
cn =
α√
n
cn−1 =⇒ cn = α
n
√
n!
c0. (2.16)
On the other hand, the determination of c0 comes from the normalization condition
〈α|α〉 = 1 = |c0|2
∞∑
n=0
|α|2/n! =⇒ c0 = exp
(
−|α|
2
2
)
, (2.17)
where we have chosen c0 to be a positive real as the global phase of the state cannot play any physical role
5. Hence,
the coherent states are finally written as
|α〉 =
∞∑
n=0
e−|α|
2/2 α
n
√
n!
|n〉. (2.18)
Note that for α = 0, coherent states are equivalent to the vacuum state, that is, |α = 0〉 = |n = 0〉. For any other value
of α coherent states do not have a well defined number of excitations; instead, the number of quanta is distributed
according to a Poissonian probability distribution
Pn (α) = |〈n|α〉|2 = e−|α|
2 |α|2n
n!
. (2.19)
Let us now define the displacement operator
Dˆ (α) = exp
(
αaˆ† − α∗aˆ) ; (2.20)
the general formula exp(Aˆ + Bˆ) = exp(−[Aˆ, Bˆ]/2) exp(Aˆ) exp(Bˆ), valid for operators Aˆ and Bˆ which commute with
their commutator, allows us to write it also as
Dˆ(n) (α) = exp
(−|α|2/2) exp (αaˆ†) exp (−α∗aˆ) , (2.21)
or
Dˆ(a) (α) = exp
(|α|2/2) exp (−α∗aˆ) exp (αaˆ†) , (2.22)
which we will refer to as its normal and antinormal forms, respectively6. Coherent states can then be obtained by
displacing vacuum
|α〉 = Dˆ (α) |0〉, (2.23)
what is trivially proved using the normal form of the displacement operator. This is interesting because the displace-
ment operator is unitary by construction, that is, Dˆ† (α) Dˆ (α) = Dˆ (α) Dˆ† (α) = Iˆ, and hence the coherent state |α〉
can be created from a vacuum–state oscillator by making it evolve with a Hamiltonian HˆD = i~(αaˆ
† −α∗aˆ)/T during
a time T . This is in contrast to the number states, which cannot be generated by unitary evolution of the oscillator
in any way.
Note that when a displacement is applied to the annihilation and creation operators, we get7
Dˆ† (α) aˆDˆ (α) = aˆ+ α and Dˆ† (α) aˆ†Dˆ (α) = aˆ† + α∗, (2.25)
4 On a second thought, the existence of states satisfying this equation is kind of amazing: Consider for example a coherent state with
|α|2 ≪ 1, so that we are sure that the mean number of excitations is really below one; this equation states that we can still annihilate as
many excitations as we want without altering the state!
5 This is evident since we have formulated quantum mechanics in terms of the density operator, which for all pure states eiφ|ψ〉 reads
ρˆ = |ψ〉〈ψ| irrespective of φ (see Section A.3.2).
6 With full generality, given an operator Aˆ
(
aˆ, aˆ†
)
, we denote by Aˆ(n)
(
aˆ, aˆ†
)
and Aˆ(a)
(
aˆ, aˆ†
)
its normal and antinormal forms. Aˆ(n)
and Aˆ(a) are obtained by writing Aˆ
(
aˆ, aˆ†
)
with all the creation operators to the left or to the right, respectively, with the help of the
commutation relations. Hence, for example, the operator Aˆ = aˆaˆ†aˆ has Aˆ(n) = aˆ†aˆ2 + aˆ and Aˆ(a) = aˆ2aˆ† − aˆ as normal and antinormal
forms.
7 This is trivially proved by using the Baker–Campbell–Haussdorf lemma
eBˆAˆe−Bˆ =
∞∑
n=0
1
n!
[Bˆ, [Bˆ, ...[Bˆ,︸ ︷︷ ︸
n
Aˆ]...]]︸︷︷︸
n
, (2.24)
valid for two general operators Aˆ and Bˆ.
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Fig. 2.2: (a) Phase space sketch of a coherent state. (b) A coherent state of arbitrary amplitude can be generated by applying
a displacement to the vacuum state.
which shows where the name ‘displacement’ comes from. Hence, applied to the quadratures we get
Dˆ† (α) XˆDˆ (α) = Xˆ + x and Dˆ† (α) Yˆ Dˆ (α) = Yˆ + y, (2.26)
with x + iy = 2α and {x, y} ∈ R. This transformation changes the mean of the quadratures but not its variance.
Hence, a coherent state has the same uncertainty properties as the vacuum state.
Note finally that coherent states cannot form a true basis of the Hilbert space because they do not form a countable
set. They cannot form a generalized continuous basis either (see Section A.2.3) because we have proved that they can
be normalized in the usual sense, and hence, they are vectors defined inside the Hilbert space. Moreover, the inner
product of two different coherent states |α〉 and |β〉 reads
〈α|β〉 = exp
(
−|α|
2
2
+ α∗β − |β|
2
2
)
, (2.27)
and hence coherent states are not orthogonal. Despite all these, they do form a resolution of the identity, as it is easy
to prove that ∫
C
d2α
|α〉〈α|
π
=
∞∑
n=0
|n〉〈n| = Iˆ , (2.28)
where the integral covers the entire complex–α space. Hence, even though coherent states do not form a basis, they
can still be used to represent any vector or operator: They form an overcomplete basis. Indeed, this overcompleteness
can even be an advantage in some circumstances; for example, it is easy to show that any operator Lˆ is completely
determined from just its diagonal elements 〈α|Lˆ|α〉 in the coherent basis, as
〈α|Lˆ|α〉 =
∞∑
n,m=0
e−|α|
2/2α
∗mαn√
n!m!
Lmn (2.29)
⇓
Lmn =
1√
n!m!
∂m+n
∂α∗m∂αn
〈α|Lˆ|α〉e|α|2/2
∣∣∣∣
α,α∗=0
.
We will use these coherent representations quite a lot during this thesis. We will come back to them in the last section
of this chapter.
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Fig. 2.3: Quantum amplitude–phase properties of a coherent state. ∆µ and ∆ϕ represent the uncertainties in the amplitude
and phase of the oscillator, which are obviously related to the uncertainties of the amplitude and phase quadratures,
Xˆϕ and Yˆ ϕ, respectively.
2.3.3 Phase space sketch of coherent states
Even though in quantum mechanics systems do not have a defined trajectory on phase space, it is useful to have
some pictorial representation of their quantum states. The rigorous way of building such representations is discussed
at the end of this chapter; here we just want to motivate this representation and build it for coherent states from
an intuitive point of view. Among other things, this representation will allow us to understand the importance of
squeezed states, which are described in the next section and are actually the basic theme of this thesis. It will also
help us to understand the amplitude and phase properties of the quantum harmonic oscillator, two observables which
still lack of a satisfactory description in terms of self–adjoint operators [23, 20].
Let us first build a general quadrature defined along an arbitrary direction ψ of phase space as
Xˆψ = Xˆ cosψ + Yˆ sinψ = e−iψaˆ+ eiψaˆ†. (2.30)
We will denote the quadrature defined along its orthogonal direction by Yˆ ψ = Xˆψ+π/2. These orthogonal quadratures
define a new coordinate system in phase space rotated by an angle ψ respect to the original X–Y system (see Figure
2.2). They also satisfy the commutation relation [Xˆψ, Yˆ ψ] = 2i, and hence must satisfy the uncertainty relation
∆Xψ∆Y ψ ≥ 1.
Coherent states |α〉 admit a simple, descriptive representation in phase space (Figure 2.2). The idea for this
sketch is to represent the statistics that would be obtained if a general quadrature is measured8. In the classical
limit, a reasonable representation is then simply a point (〈Xˆ〉, 〈Yˆ 〉) = (2Re{α}, 2 Im{α}) in phase space. As quantum
mechanics starts showing, uncertainties start playing a role. It is easy to see that the uncertainty of any quadrature
Xˆψ in a coherent state is ∆Xψ = 1, irrespective of ψ, so that the statistics of a measurement of the quadratures
will be spread around the mean equally in any direction of phase space. Hence, the classical representation can be
generalized by drawing a circle of unit radius representing the quantum uncertainties associated to a measurement of
these quadratures. This is shown in Figure 2.2a.
The special case α = 0, the vacuum state, is represented in Figure 2.2b. Note that it is represented by the exact
same circle (the uncertainty ∆Xψ does not depend on α either), but now centered at the origin of phase space.
The representation of any other coherent state is then obtained by displacing this uncertainty circle to the point
(2Re{α}, 2 Im{α}), and hence these states can be visualized as classical states carrying with the quantum vacuum
uncertainties.
8 We will learn how to perform quadrature measurements in Chapter 6 for the case of light.
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Fig. 2.4: Phase space sketches of the squeezed states. At (a) the uncertainty of the amplitude quadrature is reduced below the
vacuum level at the expense of increasing the uncertainty of the phase quadrature. At (b), on the other hand, it is the
phase quadrature the one which is squeezed, while the amplitude quadrature becomes more noisy.
This intuitive picture of coherent states allows us to understand its amplitude and phase properties (Figure 2.3).
The mean values of the quadratures define a phase ϕ = arctan〈Yˆ 〉/〈Xˆ〉 and an amplitude µ =
√
〈Yˆ 〉2 + 〈Xˆ〉2; in the
classical limit these are exactly the phase and amplitude that would be measured for the oscillator. When quantum
uncertainties in the quadratures cannot be neglected, it is reasonable to think that ϕ and µ will still be the mean
values measured for the phase and amplitude of the oscillator, but now they will be also affected by some uncertainties.
It seems obvious from Figure 2.3 that these amplitude and phase uncertainties are related to the uncertainties of the
Xˆϕ and Yˆ ϕ quadratures, which we shall consequently call the amplitude and phase quadratures. Hence, even if at the
quantum level the phase and amplitude observables are not satisfactorily understood, one can somehow relate their
properties to those of the amplitude and phase quadratures, at least for states with a well defined amplitude, that is,
µ > ∆Xϕ.
2.4 Squeezed states
2.4.1 Definition and relevance
An important application of harmonic oscillators is sensing: The oscillator is put in contact with a system that we
want to test, and some information about this gets encoded as phase or amplitude modulations in the oscillator. We
have seen in the previous section that when the oscillator is in a coherent state both its amplitude and phase suffer
from uncertainties, and hence the encoded signal cannot be perfectly retrieved from measurements on the oscillator.
When any other source of technical noise is removed, that is, when the measurement equipment behaves basically as
ideal, this quantum noise becomes the main limitation; moreover, when the signal generated by the system that we
want to study is tiny, it can even be disguised below quantum noise, so that it could not be distinguished at all. Note
that this quantum noise appears even if the oscillator is in its vacuum state |α = 0〉, as it has its roots in the vacuum
fluctuations of the position and momentum of the oscillator.
Squeezed states are the solution to this problem; the idea is the following. Suppose that the signal is encoded
in the amplitude of the oscillator. In a coherent state the amplitude and phase quadratures are affected of equal
uncertainties ∆Xϕ = ∆Y ϕ = 1; however, we can conceive a state of the oscillator in which the uncertainty of the
amplitude quadrature is reduced, while that of the phase quadrature is increased, say ∆Xϕ ≪ 1 and ∆Y ϕ ≫ 1, so
that the product of uncertainties keeps lower bounded by one, ∆Xϕ∆Y ϕ ≥ 1. The phase space sketch of such state
is depicted in Figure 2.4a. In this case the amplitude quadrature is well defined, and one can in principle monitor its
modulations with arbitrary accuracy. Of course, this is accomplished at the expense of not being able to retrieve any
information from the phase quadrature, but if we only care about the signal encoded in the amplitude quadrature
that’s not a problem.
We will define squeezed states as those in which some quadrature, say Xˆψ, has an uncertainty below the vacuum
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Fig. 2.5: (a) Phase space sketch of a squeezed vacuum state. (b) Applying displacements in the direction of the squeezed or
antisqueezed quadratures, one obtains amplitude or phase squeezed states, respectively.
or coherent level, that is, ∆Xψ < 1. We then say that quadrature Xˆψ is squeezed. Together with the amplitude
squeezed state already introduced (for which ψ = ϕ), we show the phase space sketch of a phase squeezed state (for
which ψ = ϕ+ π/2) in Figure 2.4. Let us now study one specially relevant type of squeezed states.
2.4.2 Minimum uncertainty squeezed states
Minimum uncertainty states are states which satisfy the lower bound of the quadrature uncertainty relation, that
is, ∆Xψ∆Y ψ = 1 ∀ψ. The simplest of these states is the vacuum state |0〉; any other number state |n 6= 0〉 is not
contained in this class, as it is easily checked that it satisfies ∆Xψ = 2n+ 1 for any ψ. Coherent states, on the other
hand, are minimum uncertainty states, as they are obtained from vacuum by the displacement transformation, which
does not change the quadrature variances.
It is possible to generate squeezed states of this kind by using the squeezing operator
Sˆ (z) = exp
(
z∗
2
aˆ2 − z
2
aˆ†2
)
, (2.31)
where z ∈ C is called the squeezing parameter. Similarly to the displacement operator, this operator is unitary; hence,
it is generated by making the oscillator evolve with the Hamiltonian HˆS = i~(z
∗aˆ2 − zaˆ†2)/2T during a time T . In
this thesis we will explain how this Hamiltonian can be generated in optical systems.
Applied to the annihilation operator this evolution gives
Sˆ† (z) aˆSˆ (z) = aˆ cosh r − eiθaˆ† sinh r , (2.32)
where we have written z in the polar form z = r exp (iθ), and have used (2.24). In terms of quadratures, these
expressions are easily rewritten as
Sˆ† (z) Xˆθ/2Sˆ (z) = e−rXˆθ/2 and Sˆ† (z) Yˆ θ/2Sˆ (z) = erYˆ θ/2. (2.33)
Suppose now that before the squeezing transformation the state of the system was vacuum, which has the statistical
properties 〈Xˆψ〉 = 0 and ∆Xψ = 1 for all ψ as already seen. After the transformation (2.33) the mean of any
quadrature is still zero, but the uncertainty of quadrature Xˆθ/2 has decreased to ∆Xθ/2 = exp (−r), while that of
quadrature Yˆ θ/2 has increased to ∆Y θ/2 = exp (r). Hence, the squeezing operator creates a minimum uncertainty
squeezed state, that is, a state in which the uncertainty of one quadrature is reduced below the vacuum level, while
the quadratures still satisfy the lower bound set by uncertainty relation.
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The phase space sketch of this squeezed vacuum state is showed in Figure 2.5a. The uncertainty circle associated to
the vacuum state has turned into an ellipse, showing that the quadrature uncertainty along the θ/2 direction of phase
space is reduced. An amplitude squeezed state can be then created by applying a subsequent displacement along the
θ/2 axis as shown in Figure 2.5b. If the displacement is applied along the (θ + π)/2 direction, then a phase squeezed
state is obtained. As displacements do not change the uncertainty properties of the state, these amplitude or phase
squeezed states are still minimum uncertainty states.
2.5 Entangled states
2.5.1 The EPR argument and quantum non-locality
Even though Einstein is considered one of the founding fathers of quantum mechanics, he always felt uncomfortable
with its probabilistic character. Fruit of this criticism, in 1935, and together with Podolsky and Rosen, he came out
with an argument which was supposed to tumble down the foundations of quantum mechanics, showing in particular
how the theory was both incomplete and inconsistent with causality [39]. Looking from our current perspective, it is
quite ironic how the very same ideas they introduced, far from destroying the theory, are the power source for some
of the most promising present applications of quantum physics.
Before introducing the EPR argument (standing for Einstein, Podolsky, and Rosen), let us explain the properties of
the eigensystem of the quadrature operators. Consider the self–adjoint operator associated to the X quadrature, that
is Xˆ. It is easy to argue that this operator has a pure continuous spectrum9 {x}x∈R, with corresponding eigenvectors
{|x〉}x∈R which are Dirac–normalized, that is, 〈x|x′〉 = δ (x− x′). Of course, this vectors cannot describe a physical
state of the harmonic oscillator, as they do not belong to its Hilbert space (they cannot be properly normalized, see
Section A.2.3). In fact, an eigenstate |x〉 corresponds to the infinitely squeezed state |x〉 = limr→∞Dˆ (x/2) Sˆ (r) |0〉,
which is unphysical as it leads to an infinite mean energy of the oscillator, see Eq. (2.13). Similar reasoning applies
to the Y quadrature, whose associated self–adjoint operator Yˆ has a continuous spectrum {y}y∈R with corresponding
eigenvectors {|y〉}y∈R.
The EPR argument starts by considering two harmonic oscillators with Hilbert spaces HA and HB, which after
interacting for a while are left in the state
|EPR〉 =
∫
dx|x, x〉. (2.35)
Note that this state can be written also as
|EPR〉 =
∫
dy|y,−y〉, (2.36)
in terms of the eigenstates of the Y quadratures of the oscillators. Note also that |EPR〉 cannot be a true state of the
oscillators, as it cannot be normalized, but let us forget about this detail for the sake of the argument; we will deal
later with a realistic situation. The oscillators A and B are then given, respectively, to Alice and Bob, two observers
placed at distant locations, so that they are not able to interact anymore.
EPR argue then as follows. Imagine that Alice measures X and obtains the result10 x0; according to quantum
mechanics the state of oscillators collapses to |x0, x0〉, and hence, any subsequent measurement of X performed by
Bob will reveal that his oscillator has a definite value of this quadrature, x0. However, Alice could have measured Y
instead, obtaining for example the result y0; in this case, quantum mechanics says that the state would have collapsed
to |y0,−y0〉, after which Bob would have concluded that his oscillator had a definite value of its Y quadrature, −y0.
Now, and this is the center of all the argument, assuming that nothing Alice may do can alter the physical state of Bob’s
oscillator (the oscillators are separated, even space–like or causally during the life of Alice and Bob if we like!), one
must conclude that the oscillator B must had well defined values of both its X and Y quadratures from the beginning,
hence violating the quantum mechanical uncertainty relation ∆X∆Y ≥ 1, and showing that quantum mechanics is
inconsistent.
Even though it seems a completely reasonable statement (specially at 1935, just a decade after the true birth of
quantum mechanics), the center of their argument is actually its flaw. The reason is that the state of the system
9 Indeed, from the relation
exp
(
i
2
ξYˆ
)
Xˆ exp
(
−
i
2
ξYˆ
)
= Xˆ + ξ, (2.34)
with ξ ∈ R, which is easily proved with the Baker–Campbell–Haussdorf lemma (2.24), it follows that if |x〉 is an eigenvector of Xˆ with x
eigenvalue, then the vector exp(−iξYˆ /2)|x〉 is also an eigenvector of Xˆ with eigenvalue x+ ξ. Now, as this holds for any real ξ, we conclude
that the spectrum of Xˆ is the whole real line.
10 Again, this is an idealized situation used just for the sake of argumentation; this is because having a continuous spectrum, a measurement
of Xˆ cannot give a definite number x0.
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is not an element of reality (in EPR’s words), it is just a mathematically convenient object which describes the
statistics that would be obtained if a physical observable is measured. Consequently, causality does not apply to it:
The actions of Alice can indeed alter Bob’s state, even if these are causally disconnected. Of course, a completely
different matter is whether Alice and Bob can use this spooky action at a distance (in Einstein’s words) to transmit
information superluminically. Even though there is no rigorous proof for the negative answer to this question, such
violation of causality has never been observed or predicted, even in the most sound and subtle applications of this
quantum non-local effects (like teleportation), and hence, most physicists believe that despite non-local effects at the
level of states, quantum mechanics cannot violate causality in any way.
2.5.2 Entanglement and the two–mode squeezing operator
The work of Einstein, Podolsky, and Rosen is the very best example of how one can make advances in a theory by
trying to disprove it. Even if their motivation was based on wrong ideas, they were the first ones to realize that
in quantum mechanics it is possible to create correlations between systems which go beyond those admitted in the
classical world. Such states were coined entangled states by Schro¨dinger, which was actually supportive of the EPR
ideas, and a strong believer of the incompleteness of quantum mechanics. After the 60’s, physicists stopped looking at
these states as the puzzle EPR suggested they were, and started searching for possible applications of them to various
problems. Bell was the first one who realized the potential of such states, proving that they could be used to rule
out the incompleteness of quantum mechanics [40] (exactly the opposite of what EPR created them for!), or, in other
words, to prove that the probabilistic character of quantum mechanics does not come from some missing information
we fail to account for, but from a probabilistic character of nature itself11. Nowadays, entangled states have been
shown to be a resource for remarkable applications such as the fast performance of computational tasks that would be
impossible to perform classically (like factorization of large numbers [41], which is actually at the core of every present
cryptographic system). This section is devoted to understand a little deeper these kind of states, as well as explaining
how they can be generated in harmonic oscillator systems.
As in the previous section, consider two harmonic oscillators with joint Hilbert space HA⊗HB. If the state of the
joint system is of the type ρˆ
(t)
AB = ρˆA ⊗ ρˆB, that is, a tensor product of two arbitrary density operators, the actions
performed by Alice on the A oscillator won’t affect Bob’s oscillator, the statistics of which are given by ρˆB, no matter
the actual state ρˆA (see Axiom V in Appendix A). In this case A and B are uncorrelated. For any other type of joint
state, A and B will share some kind of correlation.
Correlations are not strange in classical systems; hence, the problem in quantum mechanics is to distinguish
between correlations which can appear at a classical level, and correlations which are purely quantum, as only in the
latter case one can expect to exploit them in applications requiring entanglement. Intuitively, a state will have only
classical correlations if, starting from a state of the ρˆ
(t)
AB type, Alice and Bob can prepare it by making use only of
local operations (such as local unitaries or measurements) and classical communication (such as phone calls). It is not
difficult to convince oneself that the most general state that can be created by such means has the so-called separable
form
ρˆ
(s)
AB =
∑
k
wkρˆ
(k)
A ⊗ ρˆ(k)B , (2.37)
where the ρˆ(k)’s are density operators and
∑
k wk = 1. Any state which cannot be written as a convex mixture of
tensor product states will induce quantum correlations between A and B, and will therefore be an entangled state in
the spirit of |EPR〉.
There is yet another way of justifying that states which cannot be written in the separable form (2.37) will make
A and B share quantum correlations. The idea is that the fundamental difference between classical and quantum
mechanics is the superposition principle. Hence, it is intuitive that correlations will have a quantum nature when the
joint state of the oscillators exploits the concept of “superposition of joint states”, that is, when it cannot be written
as a tensor product of two independent states of the oscillators, or as a purely classical statistical mixture of these,
which corresponds exactly to (2.37).
Given a general state ρˆAB ∈ HA ⊗ HB it is hard to find out whether it is separable or not. However, for the
class of so-called Gaussian states (to which the states to be discussed in this thesis belong), a necessary and sufficient
criterion is known. This criterion was proposed independently by Duan et al. [42] and Simon [43], and it can be
formulated as follows12. Consider two orthogonal quadratures {XˆϕA, Yˆ ϕA } and {XˆϕB, Yˆ ϕB } for the oscillators A and B,
11 Strictly speaking, he proved that no local hidden–variables theory is consistent with the predictions of quantum mechanics.
12 Even though this criterion is much simpler, it is worth remarking that for the ten years before its formulation, the only experimentally
testable criterion for entanglement was that of Reid’s [44]; this criterion was based on how much information one can infer about the
quadratures of one of the oscillators by performing measurements on the other, and in a sense expanded the EPR ideas to entangled states
with imperfect correlations.
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Fig. 2.6: Schematic relation between entanglement and squeezing: Two orthogonally squeezed vacua are connected to a two-
mode squeezed vacuum state by the beam splitter transformation Rˆ.
respectively; then their joint state is separable if and only if
WϕAB = V [(Xˆ
ϕ
A − XˆϕB)/
√
2] + V [(Yˆ ϕA + Yˆ
ϕ
B )/
√
2] ≥ 2, (2.38)
for every ϕ. This criterion can be seen as a formalization of the ideas introduced in the EPR article; just note that a
coherent state has V [(XˆϕA − XˆϕB)/
√
2] = V [(Yˆ ϕA + Yˆ
ϕ
B )/
√
2] = 1 ∀ϕ, and hence if WϕAB < 2 one can be sure that two
orthogonal quadratures of the oscillators are correlated above what is classically allowed. For example, a maximal
violation of this inequality is obtained for the unphysical |EPR〉 state, which has W 0AB = 0, showing that there is a
perfect correlation (anticorrelation) between the X (Y) quadratures of the oscillators. Note that this criterion does not
quantify the amount of entanglement present in the state, it offers just a way to prove whether a state is separable
or not (see the next section for quantitative entanglement). In practice, however, and incorrectly without further
arguments, it customary to state that the lower WϕAB is, the larger the amount of entanglement is.
Let us now explain how to generate a class of pure entangled states which coincide with |EPR〉 in some (unphysical)
limit. We will call EPR-like states to such states. To proceed, note that the conditions V [(XˆϕA − XˆϕB)/
√
2] < 1 and
V [(Yˆ ϕA + Yˆ
ϕ
B )/
√
2] < 1 are actually quite reminiscent of the quadrature squeezing that we introduced in the previous
section, with the difference that now the squeezing is present in a joint quadrature. Let us call aˆ and bˆ to the
annihilation operators for the A and B harmonic oscillators, respectively. Consider the unitary operator
SˆAB (z) = exp(z
∗aˆbˆ − zaˆ†bˆ†), (2.39)
which we will call the two–mode squeezing operator, which is easily proved to transform the annihilation operators as
Sˆ†AB (z) aˆSˆAB (z) = aˆ cosh r − eiθ bˆ† sinh r, (2.40a)
Sˆ†AB (z) bˆSˆAB (z) = bˆ cosh r − eiθaˆ† sinh r, (2.40b)
where z = r exp(iθ). Using these expressions and their conjugates, it is straightforward to prove that if the oscillators
are initially in their vacuum state, then
V [(Xˆ
θ/2
A + Xˆ
θ/2
B )/
√
2] = V [(Yˆ
θ/2
A − Yˆ θ/2B )/
√
2] = exp(−2r), (2.41a)
V [(Xˆ
θ/2
A − Xˆθ/2B )/
√
2] = V [(Yˆ
θ/2
A + Yˆ
θ/2
B )/
√
2] = exp(2r). (2.41b)
Hence, applied to the vacuum state of the oscillators, the two–mode squeezing operator generates an entangled state,
the so-called two–mode squeezed vacuum state, as W
(θ−π)/2
AB = 2 exp(−2r) < 2. In particular, for θ = π and r → ∞
we have W 0AB → 0, and hence the |EPR〉 state is recovered. For a finite value of r we then get an EPR state with
imperfect correlations between orthogonal quadratures of the oscillators, these correlations being always above what
is classically permitted. In Chapter 6 we will learn how to generate this type of states.
The connection between squeezing and entanglement can be made even more explicit. To this aim, assume that
we induce an evolution of the entangled oscillators A and B corresponding to the unitary operator
Rˆ = exp
[π
4
(aˆbˆ† − aˆ†bˆ)
]
, (2.42)
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Fig. 2.7: Schematic representation of the example studied in this section. After the generation of the two–mode squeezed
vacuum state, Alice adds k excitations to her oscillator (pink box with solid contour), or Bob subtracts k excitations
out of his (green box with dashed contour); in either case the final state is |ψ(k)〉, and what we have been able to prove
is that the entanglement increases with the number of operations, k.
what in the Heisenberg picture means that the boson operators are transformed as
aˆ1 = Rˆ
†aˆRˆ = (bˆ+ aˆ)/
√
2 (2.43a)
aˆ2 = Rˆ
†bˆRˆ = (bˆ − a)/
√
2. (2.43b)
In terms of the new, independent boson operators aˆ1 and aˆ2, the two-mode squeezing operator is written as
SˆAB (z) = exp
(
z∗
2
aˆ21 −
z
2
aˆ†21 −
z∗
2
aˆ22 +
z
2
aˆ†22
)
= Sˆ1 (z) Sˆ2 (−z) , (2.44)
that is, as two individual squeezing operators for each of the new modes. Read backwards, this shows that one
can entangle two oscillators by squeezing them along two orthogonal directions of phase space, and then make them
interact according to the unitary operator (2.42), see Figure 2.6. In the case of light we shall see that the unitary
transformation (2.42) corresponds to a 50/50 beam splitter. This means that one can generate two entangled optical
beams by mixing in a beam splitter two beams that have been previously squeezed; this is interesting because, as we
shall see in Chapter 6, we are now in position to generate light with large levels of squeezing experimentally.
2.5.3 Enhancing entanglement by addition and subtraction of excitations
In this section we will introduce part of the work initiated during a three–month visit to the Massachusetts Institute
of Technology by the author of this thesis [26]. In particular, we have been able to prove that Alice and Bob can
enhance the entanglement of the two–mode squeezed vacuum state by annihilating or creating excitations on their
corresponding oscillators13. Even though this result was known prior to our work, we offer a systematic analysis of
such phenomenon, as well as prove it analytically for the very first time in a simple (but relevant) scheme that we
introduce here.
Let us start by explaining how to quantify the entanglement present in a joint state of the oscillators. Even though
we pretty much understand the conditions that a good entanglement measure E [ρˆAB] must satisfy14, we haven’t been
able to build a satisfactory one for general bipartite states (the ones introduced so far either do not satisfy all the
needed conditions, or can only be evaluated efficiently for restricted classes of states). Fortunately, when dealing only
with pure states ρˆAB = |ψ〉AB〈ψ|, it has been proved that there is a unique entanglement measure, the so-called
13 These operations correspond to the application of the annihilation or creation of excitations through the operators aˆ and aˆ†. Not being
unitary, these operators cannot correspond to any Hamiltonian interaction; nevertheless, by using measurement–based techniques, they
can be simulated probabilistically (that is, conditioned to a specific outcome in some measurement). Nowadays, it is possible to perform
photon addition and subtraction from light beams [45, 46, 47, 48, 49]. In particular, photon subtraction is accomplished by making the
beam pass through a beam splitter with very high transmittance; whenever a photon is detected in the reflected beam, it means that
photon subtraction has been accomplished in the transmitted beam [45]. Photon addition is a little more involved [46]; in these case the
beam acts as the seed of the signal mode in a down-conversion process, and whenever a photon is detected in the conjugate spatial mode
(the idler mode), it means that a photon has been added to the beam. These operations have been used to make direct tests of things as
fundamental as the bosonic commutation relations [48, 49].
14 Technically, it must be an entanglement monotone, see [50] for a clear and concise explanation.
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entanglement entropy. Its definition is actually quite intuitive: One just needs to check how mixed the reduced state
of one party is left when we trace the subspace corresponding to the other party. Operationally this means that, given
the reduced states ρˆA = trB{|ψ〉AB〈ψ|} or ρˆB = trA{|ψ〉AB〈ψ|}, this entanglement measure is given by
E [|ψ〉AB ] ≡ S[ρˆA] = S[ρˆB], (2.45)
where S[ρˆ] = −tr{ρˆ log ρˆ} is the so-called von Neumann entropy, which measures how mixed the state ρˆ is [51].
It is particularly simple to evaluate this entanglement measure when the state is given in its so-called Schmidt
form15,
|ψ〉AB =
∞∑
j=1
√
pj |uj〉 ⊗ |vj〉, (2.46)
being {pj}j=1,...,∞ a probability distribution, and {|uj〉}j=1,...,∞ and {|vj〉}j=1,...,∞ two orthonormal bases. In this
case, the reduced density operators are given by ρˆA =
∑∞
j=1 pj|uj〉〈uj | and ρˆB =
∑∞
j=1 pj |vj〉〈vj |, which are already
in their diagonal form, and hence we have
E [|ψ〉AB ] = −
∞∑
j=1
pj log pj. (2.47)
Now that we understand how to evaluate the amount of entanglement present in a pure bipartite state, we can
pass to analyze the scheme depicted in Figure 2.7. The idea is that once the two oscillators (initialized in its vacuum
state) go through the two–mode squeezer (with θ = 0 for simplicity), Alice adds k excitations, that is, she applies k
times the creation operator to her oscillator. It is not difficult to show that in the number state basis, the two–mode
squeezed vacuum state reads [23]
|TMSV〉 = SˆAB (r) |0, 0〉 =
∞∑
n=0
√
1− λ2λn|n, n〉, (2.48)
with λ = tanh r. This state is already in Schmidt form with a distribution given by pn = (1 − λ2)λ2n, which plugged
in (2.47) leads to the entanglement entropy
E [|TMSV〉] = log(1− λ2)− 2λ
2
1− λ2 logλ. (2.49)
It is very simple to check that this function is monotonically increasing with r, just as expected by the preceding
section (quantum correlations are larger the larger is the squeezing, and hence the entanglement should increase with
r).
Now we need to find the state after the k additions performed by Alice; it is completely straightforward to show
by using (2.12), that the final state reads
|ψ(k)〉 =
∞∑
n=0
√
p
(k)
n |n+ k, n〉, (2.50)
with
p(k)n = (1− λ2)k+1λ2n
(
n+ k
n
)
. (2.51)
It is worth noting that this is exactly the same state that is obtained when Bob performs k subtractions on his
oscillator, that is, Alice adding excitations is the same as Bob subtracting them (see Figure 2.7).
Just as with the two–mode squeezed vacuum state, this state is already in Schmidt form (check that p
(k)
n is a
probability distribution in n), and hence the entanglement entropy is easily evaluated as E(k) = −∑∞n=0 p(k)n log p(k)n .
Unfortunately, this sum is not analytical except for k = 0; nevertheless, we can prove that it is an increasing function
of k as follows. Using the pascal identity(
n+ k + 1
k + 1
)
=
(
n+ k
k + 1
)
+
(
n+ k
k
)
, (2.52)
15 It is simple to prove that every pure bipartite state can be uniquely written in this form [51].
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we can write
p(k+1)n = λ
2p
(k+1)
n−1 + (1− λ2)p(k)n , (2.53)
where we set p
(k)
−n = 0 for n > 0 by definition. Now, because of the strict concavity of the function h (x) = −x log x,
we have
∞∑
n=0
h
[
p(k)n
]
≥ λ2
∞∑
n=0
h
[
p
(k+1)
n−1
]
+ (1 − λ2)
∞∑
n=0
h
[
p(k)n
]
, (2.54)
and since
∑∞
n=0 h
[
p
(k+1)
n−1
]
=
∑∞
n=0 h
[
p
(k+1)
n
]
, this expression is equivalent to
E(k+1) ≥ E(k). (2.55)
Hence, we have been able to prove analytically that entanglement increases with the number of additions/subtractions
when acting on one mode of the entangled pair. The (numerical) discussion concerning the case of Alice and Bob
acting both simultaneously on their respective oscillators can be found in [26], but nothing qualitatively different is
found.
In a second work [27] we apply similar ideas in an effort to prove the so-called minimum entropy conjecture for
bosonic channels [52, 53], which states that input coherent states are the states which minimize the output entropy
of the most relevant class of optical communication channels (phase–insensitive Gaussian channels [54, 55]), or,
equivalently, that they maximize the capacity of those channels, that is, the number of bits per second that can be
transmitted reliably through the channel.
2.6 The harmonic oscillator in phase space
2.6.1 Phase space distributions
In the previous sections we have been able to make phase space sketches of various quantum states of the harmonic
oscillator, which in particular allow us to visualize the statistics that would be obtained when measuring its quadratures.
In this section we show how these sketches can be made in a rigorous way, by making a correspondence between the
quantum state of the oscillator and a distribution in phase space [22]. One can tend to think that this suggests
that quantum mechanics can be formulated just as noise impregnating the classical phase space trajectories, but the
situation is a lot more subtle as we will show: Either these distributions are not probability density functions in the
usual sense (they can be negative or strongly divergent), or the way that averages are made with them is not the usual
one.
In the following we consider that the oscillator is in some generic state ρˆ, and review three natural ways of defining
a phase space distribution associated to it.
The Wigner distribution. As we have already argued, the quadratures Xˆψ posses a continuous spectrum
{xψ}xψ∈R and hence a continuous set of generalized eigenvectors {|xψ〉}xψ∈R. Hence, quantum mechanics assigns a
probability density function 〈xψ|ρˆ|xψ〉 to any point xψ = x cosψ + y sinψ of the phase space (x, y), which completely
describes the statistics of a measurement of the Xˆψ quadrature.
It follows that a natural way of defining a phase space distribution, sayW (x, y), is then as the one whose marginals∫ +∞
−∞
dyW (x, y) and
∫ +∞
−∞
dxW (x, y) give, respectively, the probability density functions 〈x|ρˆ|x〉 and 〈y|ρˆ|y〉 corre-
sponding to a measurement of the X and Y quadratures. It is possible to show that such a distribution, which is
known as the Wigner distribution [56], can be uniquely defined as
W (x, y) =
1
4π
∫
R
dξ exp(−iyξ/2)〈x+ ξ/2|ρˆ|x− ξ/2〉. (2.56)
It can also be shown that given an operator Aˆ(Xˆ, Yˆ ), we can evaluate its expectation value as
〈Aˆ〉 =
∫
R2
dxdyW (x, y)A(s) (x, y) , (2.57)
where A(s) is obtained by writing Aˆ(Xˆ, Yˆ ) as a symmetric function of Xˆ and Yˆ with the help of the commutation
relations, and then changing these operators by the real variables x and y, respectively.
This expression deserves some comments. Note that when discussing the axioms of quantum mechanics (Section
A.3.2) we decided that a reasonable strategy to generate the self–adjoint operators associated to a given classical
observable was to first symmetrize its associated classical phase space function and then change the position and
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momenta by the corresponding self–adjoint operators; hence, it may look like Eq. (2.57) is telling us that quantum
mechanics appears just as noise acting onto the classical picture of the system, that is, by introducing probability
density function W (x, y) in phase space to which every observable must be averaged. Even though this intuitive
picture might be useful to understand certain quantum phenomena (like squeezing), this is far from the end of the
story; quantum mechanics is a little more subtle: Even though W (x, y) is normalized to one and is a real function
of the phase space variables, it can take negative values [22], and hence it is not a true probability density function.
In other words, in general quantum mechanics cannot be simulated by adding classical noise to the system. As an
example, for coherent and squeezed states it is possible to show that the Wigner distribution is positive all over phase
space [22], and hence the interpretation of quantum mechanics as quantum noise acting onto the classical trajectories
is somehow correct; however, this interpretation breaks down for number states, as in that case the Wigner function
takes negative values [22].
The Husimi distribution. Coherent states offer an alternative way of building a phase space distribution.
We saw that they are specified by a complex parameter α, coherent amplitude in the following, and admit a simple
representation in a phase space formed with the variables (x, y) = (2Re {α} , 2 Im {α}). These suggests that we could
define another phase space distribution, say Q (x, y), by asking to the state ρˆ of the oscillator how much does it project
onto the set of coherent states {|α〉}α∈C, that is,
Q (α) =
〈α|ρˆ|α〉
π
, (2.58)
where the factor π−1 appears to ensure that Q is normalized to one. This simple distribution is called the Husimi Q
distribution [57], and has a very nice property: It is positive and finite for any state of the oscillator16, and hence it
is a true phase space probability distribution.
It has however a drawback: Its marginals do not give the proper probability density functions for quadrature
measurements. Nevertheless, we can still evaluate the expectation value of an operator Aˆ
(
aˆ, aˆ†
)
with it as
〈Aˆ〉 =
∫
C
d2αQ (α)A(a) (α, α∗) , (2.59)
where A(a) is obtained by writing Aˆ
(
aˆ, aˆ†
)
in anti–normal order with the help of the commutation relations, and then
changing the annihilation and creation operators by α and α∗, respectively. Note that this expression cannot be seen
as an average of the classical phase space function associated to the observable because of the antinormal order.
Note finally that it is possible to characterize the full state ρˆ by only the diagonal elements 〈α|ρˆ|α〉 because coherent
states form an overcomplete basis, as we already discussed in Section 2.3.2.
The Glauber–Sudarshan distribution. Instead of asking how much does our state project onto a coherent
state, we can assign a phase space distribution in the complex–α plane with a different but equally reasonable question:
How do we have to mix the set of coherent states {|α〉}α∈C to generate the state ρˆ of the oscillator? In other words,
we are asking for the distribution P (α) satisfying
ρˆ =
∫
C
d2αP (α) |α〉〈α|. (2.60)
If the coherent states were orthogonal, the answer would be the Q distribution; however, as they are not, this P (α),
known as the Glauber–Sudarshan P distribution [58, 59], is a completely different distribution. In fact, this distribution
can be negative and has in general strong divergences such as derivatives of the delta function. As an example, here
we show the P distribution associated to a coherent and a number state
P|α0〉 (α) = δ
2(α− α0), (2.61a)
P|n〉 (α) =
exp
(|α|2)
n!
(
∂2αα∗
)n
δ2(α), (2.61b)
which are not difficult to find by using the general formula17
P (α) =
∫
C
d2β
π2
exp
(|β|2 + |α|2 + β∗α− βα∗) 〈−β|ρˆ|β〉, (2.63)
16 Note that, in particular, it is lower bounded by 0 and upper bounded by 1/π, as follows from the positivity and the unit trace of ρˆ,
respectively
17 The identity
|n〉〈n| =
1
n!
(
∂2α,α∗
)n (
e|α|
2
|α〉〈α|
)∣∣∣∣
α=0
, (2.62)
is also useful in the case of the number state. Note that this identity comes directly from the representation of coherent states in terms of
number states (2.18).
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which comes from inverting equation (2.60).
Despite these properties which make the P distribution being far from a true probability distribution, it turns out
to be extremely useful to solve quantum optical problems. This is because we can evaluate the expectation value of
an operator Aˆ
(
aˆ, aˆ†
)
as
〈Aˆ〉 =
∫
C
d2αP (α)A(n) (α, α∗) , (2.64)
where A(n) is obtained by writing Aˆ
(
aˆ, aˆ†
)
in normal order with the help of the commutation relations, and then
changing {aˆ, aˆ†} by {α, α∗}, and, as we shall see in Chapter 5, most of the theoretical predictions for experimental
observations involving light detection are formulated ultimately as the expectation value of some operator written in
normal order.
We will refer to these continuous representations of the density operator as coherent representations. It is possible
to show that the three distributions W , Q, and P exist for any quantum state ρˆ. This means that all the information
concerning the state of the oscillator is completely contained in any of them, that is, the three of them are equivalent
to the density operator ρˆ. Hence, they provide a quantum mechanical description of the harmonic oscillator in phase
space, but they cannot be regarded as probability distributions in the classical sense, showing that there are quantum
states which cannot be understood within the framework of classical mechanics.
2.6.2 The positive P distribution
The three types of distributions that we have defined have both advantages and drawbacks: The marginals of the W
distribution give the correct statistics for quadrature measurements, but the distribution itself can be negative; on the
other hand, the Q distribution is a well behaved probability distribution, but it gives quantum expectation values of
operators only in antinormal order; finally, the P distribution gives expectation values of operators in normal order
(which turns out to be quite useful in quantum optics), but it usually has singularities beyond those of the Dirac–delta
function.
In this section we develop a new probability distribution, the positive P distribution, which is always a well behaved
probability distribution and gives expectation values of operators written in normal order. These are the properties
that will be needed for the purposes of this thesis, but, as we will see, these are accomplished at the expense of working
in a phase space with twice the usual dimensionality. Even so, we will sketch in the next section (and show explicitly
along the next chapters) how this distribution allows us to make calculations which could be impossible to perform
otherwise.
The positive P distribution was originally defined by Drummond and Gardiner [60] via the following non-diagonal
coherent state representation of the density matrix
ρˆ =
∫
C2
d2αd2α+P
(
α, α+
)
Λˆ
(
α, α+
)
, (2.65)
where we have defined the so-called non-diagonal projector
Λˆ
(
α, α+
)
=
|α〉〈(α+)∗ |
〈(α+)∗ |α〉 = exp
(−α+α) exp (αa†) |0〉〈0| exp (α+a) . (2.66)
We use the same notation for this distribution and for the Glauber–Sudarshan distribution because from now on we
will make use of the positive P distribution only, and hence there will be no room for confusion. Note that as α
and α+ are complex, independent variables, P (α, α+) lives in what we will call an extended phase space (α, α+), the
four–dimensional space formed by the real and imaginary parts of α and α+.
Even though the positive P distribution is not uniquely defined from (2.65), it can always be chosen as [60]
P
(
α, α+
)
=
1
4π
exp
(
−1
4
|α∗ − α+|2
)
Q
[
1
2
(
α∗ + α+
)∗]
, (2.67)
which shows explicitly that it is a well defined probability distribution in the extended phase space (α, α+).
Similarly to the Glauber–Sudarshan P distribution, it allows us to find the expectation value of an operator
Aˆ
(
aˆ, aˆ†
)
as
〈Aˆ〉 =
∫
C2
d2αd2α+P
(
α, α+
)
A(n)
(
α, α+
)
; (2.68)
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note that the correspondence aˆ† → α∗ in the normal form of the operator Aˆ is replaced within this representation by
aˆ† → α+.
We would like to finally note that it is completely straightforward to prove that Λˆ (α, α+) is an analytic function18
of the complex variables (α, α+), while the distribution P (α, α+) itself is not, as it has to depend on both (α, α+) and
their complex conjugates in order to be a real function. We will exploit the analycity of Λˆ (α, α+) in the next section
and along the upcoming chapters.
2.6.3 Fokker–Planck and stochastic Langevin equations
As a taste of the usefulness of the positive P representation, consider the following evolution equation for the state of
an oscillator:
dρˆ
dt
=
[−iωaˆ†aˆ+ (κaˆ†2 − κ∗aˆ2)+ (E aˆ† − E∗aˆ) , ρˆ]+ γ (2aˆρˆaˆ† − aˆ†aˆρˆ− ρˆaˆ†aˆ) , (2.71)
being ω, E , κ, and γ some parameters (ω and γ are real). The first term includes the regular Hamiltonian evolution of
the oscillator, an squeezing term, and a term corresponding to an external driving of the oscillator, while the second
part cannot be written in Hamiltonian form, and describes damping on the ideal harmonic motion of the oscillator. In
the forthcoming chapters we will see how these terms arise naturally in the evolution of light contained in an optical
cavity. In any case, let us assume for the moment that the state of the harmonic oscillator is subject to this evolution
equation. We are going to show that it can be reduced to a set of 2 complex differential equations with noise, that is,
to a set of stochastic equations [61].
One way to solve these operator equation would be to project it onto a truncated number state basis {|0〉, |1〉, ..., |N〉},
obtaining then a linear system with N × N variables (the independent elements of the representation of the density
operator). This method, however, is usually of little help if we intend to deal with states having a large number of
photons, so that the size of the linear system is too large. It is in this case when coherent representations can be
useful. Let us explain this for the positive P distribution.
We would like to stress that even though we are using equation (2.71) as a guiding example, most of the derivations
that we are going to perform are completely general.
Let us collect the coherent variables into a single vector α = col(α, α+). It is very simple to prove that the
nondiagonal projector Λˆ (α) satisfies the following properties:
aˆΛˆ (α) = αΛˆ (α) (2.72a)
Λˆ (α) aˆ =
(
α+
∂
∂α+
)
Λˆ (α) (2.72b)
Λˆ (α) aˆ† = α+Λˆ (α) (2.72c)
aˆ†Λˆ (α) =
(
α+ +
∂
∂α
)
Λˆ (α) ; (2.72d)
therefore, introducing the expansion of the density operator in terms of the positive P distribution (2.65), these
properties allow us to rewrite the evolution equation (2.71) as
∫
C2
d4αΛˆ (α) ∂tP (α; t) =
∫
C2
d4αd2α+P (α; t)

∑
j
Aj (α) ∂j +
1
2
∑
jl
Djl (α) ∂j∂l

 Λˆ (α) , (2.73)
18 Given the complex function f (z) = fR (zR, zI) + ifI (zR, zI) of a complex variable z = zR + izI, where fR, fI, zR, and zI are all
real, we say that it is analytic if the derivative of the function in the complex–z plane does not depend on the direction along which it is
performed. A necessary and sufficient condition for this is that all the partial derivatives ∂fk/∂zl (k, l = R, I) are continuous and satisfy
the Cauchy–Riemann relations
∂fR
∂zR
=
∂fI
∂zI
and
∂fR
∂zI
= −
∂fI
∂zR
. (2.69)
Note that this relations imply that ∂f/∂z∗ = 0, and hence, an analytical complex function can only depend on zR and zI through the
combination zR + izI, that is, it cannot depend on the complex conjugate of z. An important property of analytical complex functions is
that the derivative respect to the complex variable can be made in two equivalent ways
df
dz
=
∂f
∂zR
= −i
∂f
∂zI
. (2.70)
All this discussion is generalized to a complex function of several complex variables in a natural straightforward manner.
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where all the indices can take the values α or α+, and
Aα (α) = E − (γ + iω)α+ 2κα+, (2.74a)
Aα+ (α) = E∗ − (γ − iω)α+ + 2κ∗α, (2.74b)
Dαα (α) = 2κ = D
∗
α+α+ (α) , (2.74c)
Dαα+ (α) = Dα+α (α) = 0. (2.74d)
The symmetric matrix D can always be decomposed as D = BBT for some matrix B, although this is not unique
(note that it has to be a 2 × d matrix, though, with d arbitrary). D being diagonal in this particular example, we
could choose for example
B =
[√
2κ 0
0
√
2κ∗
]
. (2.75)
Define now the real and imaginary parts of the coherent amplitudes α = αR + iαI and α
+ = α+R + iα
+
I , which we
collect in the vectors αR = col(αR, α
+
R) and αI = col(αI, α
+
I ). Define also the real and imaginary parts of the vector
A and the matrix B by
Aj (α) = A
j
R(αR,αI) + iA
j
I (αR,αI), (2.76a)
Bjl (α) = B
jl
R (αR,αI) + iB
jl
I (αR,αI). (2.76b)
The analyticity of Λˆ (α) allows us to choose the derivatives ∂j as ∂
R
j or −i∂Ij at will, where we use the notation
∂/∂αR = ∂
R
α and ∂/∂αI = ∂
I
α (similarly for α
+), and we choose them so that the differential operator inside the
square brackets reads
∑
j
(
AjR∂
R
j +A
j
I∂
I
j
)
+
1
2
∑
jlm
(
BjmR B
lm
R ∂
R
j ∂
R
l + 2B
jm
R B
lm
I ∂
R
j ∂
I
l +B
jm
I B
lm
I ∂
I
j∂
I
l
)
, (2.77)
for future convenience.
The main result of the section is obtained by performing an integration by parts in (2.73) to make the derivatives
act onto P (α; t) instead of onto the projector Λˆ (α), what leads to
∂tP (α; t) =

−∑
j
(
∂Rj A
j
R + ∂
I
jA
j
I
)
+
1
2
∑
jlm
(
∂Rj ∂
R
l B
jm
R B
lm
R + 2∂
R
j ∂
I
lB
jm
R B
lm
I + ∂
I
j∂
I
lB
jm
I B
lm
I
)P (α; t) , (2.78)
where we have used the fact that physical states must correspond to positive P distributions which decay to zero at
infinity, so that we can get rid of the total derivative terms appearing upon integrating by parts. Hence, we have
turned the operator equation (2.71) into a linear partial differential equation for the P distribution. Indeed, this
equation is a very special one. By defining the vector ~A = col(AαR, Aα
+
R , A
α
I , A
α+
I ) and the matrix
D =
[
BRB
T
R BRB
T
I
BIB
T
R BIB
T
I
]
= BBT with B =
[
BR 02×2
BI 02×2
]
, (2.79)
we can write it in the more compact way
∂tP (x; t) =

− 4∑
j=1
∂jAj (x) + 1
2
4∑
jl=1
∂j∂lDjl (x)

P (x; t) , (2.80)
where we have defined the vector x = col(αR, α
+
R , αI, α
+
I ). When the matrix D is positive semidefinite, as it is in our
case, this is known as the Fokker–Planck equation [61]; this equation has been subject of study for a very long time,
and we have a lot of different techniques available to solve it or extract information from it. ~A, D, and B, are known
as the drift vector, the diffusion matrix, and the noise matrix, respectively.
For this thesis, the most important property of Fokker–Planck equations is its relation to stochastic equations. In
particular, it can be proved that any Fokker–Planck equation written in the form (2.80) is equivalent to the following
system of stochastic equations [61]
x˙ = ~A (x) + B (x)η (t) , (2.81)
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where η (t) = col[η1 (t) , η2 (t) , η3 (t) , η4 (t)] is a vector whose elements are independent, real, Gaussian noises which
satisfy the statistical properties
〈ηj (t)〉 = 0 and 〈ηj (t) ηl (t′)〉 = δjlδ(t− t′). (2.82)
We will call stochastic Langevin equations to these equations. The equivalence between them and the original Fokker–
Planck equation must be understood in the “average” sense, that is, given any function F (x), we can find its average
either by using the distribution P (x; t) or the solutions x[η(t)] of the variables in terms of noise integrals as∫
R4
d4xF (x)P (x; t) = 〈F {x[η(t)]}〉 . (2.83)
Given the simple structure of B, see (2.79), we can rewrite the Langevin equations in the complex form
α˙ = A (α) +B (α)η (t) , (2.84)
where η (t) = col[η1 (t) , η2 (t)] is in this case a two–dimensional vector. This is an amazingly simple final result: As
complex stochastic variables, α and α+ evolve according to a set of Langevin equations built with the original A
and D = BBT . Then, whenever we are able to rewrite an arbitrary master equation in the form (2.73) by using the
positive P representation, we can directly write down equations (2.84) for the coherent amplitudes of the system.
Applied to our purposes, this means that given the solution α = α[η (t)] of equation (2.84), we can evaluate the
quantum expectation value of any operator Aˆ
(
aˆ, aˆ†
)
as
〈Aˆ〉 = 〈A(n) (α, α+)〉P , (2.85)
where in the following we will denote by 〈...〉P to any stochastic average obtained from the Langevin equations within
the positive P representation.
There is one subtlety that we have not mentioned though. Without entering into much detail (see [61] for a deep
discussion), a stochastic equation can be interpreted in infinitely many inequivalent ways, which attend to how the
integrals involving noise are defined in the Riemann sense, that is, as a limit of some series. The connection we made
between the Fokker–Planck equation and the Langevin equations is only valid if the stochastic equations are interpreted
in a very particular form first defined by Ito (the so-called Ito interpretation). The problem with this interpretation
is that integration is defined in such a way that the rules of calculus as we know them no longer apply, and one needs
to use a new form of calculus called Ito calculus. Integrals can be defined in a way which allows us to use the usual
rules of calculus, arriving then to the so-called Stratonovich interpretation of stochastic equations. However, there is a
price to pay: Interpreted in such way, the set of stochastic equations associated to the Fokker–Planck equation (2.80)
is no longer (2.84), but the same type of equation with a different deterministic part given by
A
(St)
j (α) = Aj (α)−
1
2
∑
lm
Blm (α) ∂lBjm (α) , with j, l,m = α, α
+, (2.86)
that is, the deterministic part of the equations acquires an extra term which depends on the noise matrix. In this
thesis we shall always use this Stratonovich form. Nevertheless, note that if the noise matrix does not depend on the
coherent amplitudes α, both forms are the same, that is, Ito and Stratonovich interpretations differ only when noise is
multiplicative, not additive. This is indeed the case in our simple example (2.74,2.75), whose associated set of complex
Langevin equations are given by
α˙ = E − (γ + iω)α+ 2κα+ +
√
2κη1(t), (2.87a)
α˙+ = E∗ − (γ − iω)α+ + 2κ∗α+
√
2κ∗η2(t), (2.87b)
both within the Ito and Stratonovich interpretations.
3. QUANTIZATION OF THE ELECTROMAGNETIC FIELD
IN AN OPTICAL CAVITY
The goal of this chapter is the quantization of the electromagnetic field inside an optical cavity with perfectly reflecting
mirrors. We will follow a heuristic, but physically intuitive approach in which the electromagnetic field is put in
correspondence with a collection of harmonic oscillators. Nevertheless, we would like to note that the quantization of
the electromagnetic field can be carried out in a more rigorous fashion by generalizing the method that we described
for mechanical systems in the previous chapter and in Appendix A; this procedure relies on a Lagrangian theory of
fields, and is called canonical quantization [16].
In order to show how the heuristic procedure works, we will first apply the method to a simple, but highly relevant
case: The quantization of the electromagnetic field in free space. This will allow us to introduce plane–waves as well
as the concept of polarization. We then pass to describe optical beams within the paraxial approximation, and discuss
the modal decomposition of such fields in terms of transverse modes. We finally consider the electromagnetic field
inside a stable optical cavity and proceed to its quantization.
3.1 Light as an electromagnetic wave
Nowadays it feels quite natural to say that light is an electromagnetic wave. Arriving to this conclusion, however, was
not trivial at all. The history of such a discovery starts in the first half of the XIX century with Faraday, who showed
that the polarization of light can change when subject to a magnetic field; this was the first hint suggesting that there
could be a connection between light and electromagnetism, and he was the first to propose that light could be an
electromagnetic disturbance of some kind, able to propagate without the need of a reference medium. However, this
qualitative idea did not find a rigorous mathematical formulation until the second half of the century, when Maxwell
developed a consistent theory of electromagnetism, and showed how the theory was able to predict the existence of
electromagnetic waves propagating at a speed which was in agreement with the speed measured for light at that time
[62]. A couple of decades after his proposal, the existence of electromagnetic waves was experimentally demonstrated
by Hertz [63], and the theory of light as an electromagnetic wave found its way towards being accepted.
Our starting point are Maxwell’s equations formulated as partial differential equations for the electric andmagnetic1
vector fields E (r, t) and B (r, t), respectively, where r (t) is the position (time) where (when) the fields are observed.
This formulation is due to Heaviside [64], as Maxwell originally proposed his theory in terms of quaternions. The
theory consists of four equations; the first two are called the homogeneous Maxwell equations and read
∇ ·B = 0 and ∇×E = −∂tB, (3.1)
where ∇ = (∂x, ∂y, ∂z). The other two are called the inhomogeneous Maxwell equations and are written as
∇ ·E = ρ/ε0 and ∇×B = µ0ε0∂tE+ µ0j, (3.2)
where any electric or magnetic source is introduced in the theory by a charge density function ρ (r, t) and a current
distribution vector j (r, t), respectively; the parameters ε0 = 8.8 × 10−12 F/m and µ0 = 1.3 × 10−6 H/m are the
so-called electric permittivity and the magnetic permeability of vacuum, respectively.
We will show the process of quantization of the electromagnetic field in the absence of sources (ρ = 0 and j = 0).
Under these circumstances, the inhomogeneous equations are simplified to
∇ · E = 0 and c2∇×B = ∂tE, (3.3)
where c = 1/
√
ε0µ0 ≃ 3× 108m/s.
The homogeneous equations (3.1) allow us to derive the fields from a scalar potential φ (r, t) and a vector potential
A (r, t) as
B =∇×A and E = −∇φ− ∂tA, (3.4)
1 As we won’t deal with materials sensitive to the magnetic field, we will use the term “magnetic field” for the B-field, which is usually
denoted by “magnetic induction field” when it needs to be distinguished from the H-field (which we won’t be using in this thesis).
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hence reducing to four the degrees of freedom of the electromagnetic field. These potentials, however, are not unique;
we can always use an arbitrary function Λ (r, t) to change them as
A→ A+∇Λ and φ→ φ− ∂tΛ, (3.5)
what is known as the gauge invariance of Maxwell’s equations.
Introducing (3.4) into the inhomogeneous equations we get the equations satisfied by the potentials(
c2∇2 − ∂2t
)
A = ∂t∇φ+ c
2
∇ (∇ ·A) (3.6a)
∇
2φ+ ∂t∇ ·A = 0. (3.6b)
The problem is highly simplified if we exploit the gauge invariance and choose ∇ ·A = 0, as the second equation can
be shown to further imply that φ = 0 for physical fields vanishing at infinity, and hence the only equations left are(
c2∇2 − ∂2t
)
A = 0 (3.7)
which are wave equations with speed c for the components of the vector potential. Note that the condition ∇ ·A = 0
(known as the Coulomb condition) relates the three components of A, and hence, only two degrees of freedom of the
initial six (the electric and magnetic vector fields) remain.
It is finally important to note that the wave equation (3.7) has a unique solution inside a given spatio–temporal
region only if both the vector potential and its derivative along the direction normal to the boundary of the region
are specified at any point of the boundary [65]; these are known as Dirichlet and Neumann conditions, respectively.
In general, however, physical problems do not impose all those constraints, and hence there coexist several solutions
of the wave equation, which we will call spatio–temporal modes of the system.
In all the optical systems that we will treat, we will be able to write these solutions in the form εA (r, t), with ε
a constant unit vector and A (r, t) a function of space and time; this is called the scalar approximation, and can be
made when the system looks the same for the two independent components of the vector potential (for example, both
components must be subject to the same boundary conditions). In addition, it will be convenient to look for solutions
separable in space and time, that is, A (r, t) = u (r)A(t). We will see that the connection with the harmonic oscillator
is made through the temporal part of the solutions. As for the spatial part, introducing the separable ansatz in the
wave equation, we find that it must satisfy the equation
∇
2u+ k2u = 0, (3.8)
where k2 is a suitable separation constant. This is a Helmholtz equation, which yields a unique solution inside a
given volume only if the Dirichlet or Neumann conditions are given for u(r) [65]. If the boundary conditions are
less restrictive than these, several solutions {un(r)} appear corresponding to the eigenfunctions of the differential
operator ∇2, which is a self–adjoint differential operator called Laplacian, whose corresponding eigenvalues {−k2n}
can be shown to be all negative. These solutions are known as the spatial modes of the system, and play a central role
in the heuristic quantization procedure that we will follow.
3.2 Quantization in free space: Plane waves and polarization
3.2.1 Quantization in terms of plane waves
The scalar approximation works fine in free space, as by definition it has no boundaries. This also means that the
Helmholtz equation (3.8) has to be solved in all R3. In this case, the eigenfunctions of the Laplacian form a continuous
set given by {exp (ik · r)}k∈R3, with corresponding eigenvalues {−|k|2}k∈R3. Hence, the solutions of the wave equation
will be of the type ε (k)A(k, t) exp (ik · r). Moreover, the Coulomb condition imposes that k · ε (k) = 0, that is, the
vector potential is orthogonal to the mode vectors k; this means that for any k we can define two vectors ε1 (k) and
ε2 (k), which are called the polarization vectors, satisfying the relations
k · εσ (k) = 0, (σ = 1, 2) (3.9a)
ε∗σ (k) · εσ′ (k) = δσσ′ , (σ, σ′ = 1, 2) (3.9b)
ε∗1 (k) × ε2 (k) = k/k ≡ κ, (3.9c)
with k = |k|, so that we can make the following modal expansion of the vector potential:
A (r, t) =
∑
σ=1,2
∫
R3
d3kεσ (k)Aσ(k, t) exp (ik · r) . (3.10)
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Note that the reality of the vector potential imposes that
ε∗σ (k)A∗σ(k, t) = εσ (−k)Aσ(−k, t). (3.11)
From the wave equation, we get that the temporal part of the vector potential satisfies the equation[
d2
dt2
+ ω2 (k)
]
Aσ(k, t) = 0, (3.12)
with ω (k) = ck. Being this the equation of motion of a harmonic oscillator, one might be tempted to directly
interpret the modal amplitudes Aσ(k, t) as the positions of harmonic oscillators associated to the different modes;
however, Aσ(k, t) is not real in general, and hence we need another strategy to make the connection with the harmonic
oscillator. The idea is to define
νσ (k, t) =
1
Γ
[
Aσ(k, t) + i
ωk
A˙σ(k, t)
]
, (3.13)
where Γ is a real parameter that will be chosen later, which satisfies the equation
ν˙σ(k, t) = −iω (k) νσ(k, t) =⇒ νσ (k, t) = νσ (k) exp [−iω (k) t] , (3.14)
where we denote νσ (k, 0) simply by νσ (k); this expression shows that νσ (k, t) and ν
∗
σ (k, t) are subject to the same
evolution as that of the normal variables of a harmonic oscillator, see Section 2.1.
This approach shows that the modes of the electromagnetic field behave as harmonic oscillators of frequency ω (k)
having {νσ (k, t) , ν∗σ (k, t)}k∈R3 as normal variables. Indeed, we can show that the electromagnetic energy, which is
defined in vacuum as the integral
Eem =
1
2
∫
d3r
[
ε0E
2 (r, t) +
1
µ0
B2 (r, t)
]
, (3.15)
can be written as the Hamiltonian of this collection of harmonic oscillators. By using the modal expansion of the
vector potential (3.10) and its relation with the electric and magnetic fields (3.4), it is straightforward to show that
Eem = 4π
3ε0
∑
σ=1,2
∫
R3
d3k
[
|A˙σ(k, t)|2 + ω2k|Aσ(k, t)|2
]
. (3.16)
Now, inverting the relations (3.13) we get
Aσ(k, t) = Γ
2
[νσ (k, t) + ν
∗
σ (−k, t)] , (3.17a)
A˙σ(k, t) = ωkΓ
2i
[νσ (k, t)− ν∗σ (−k, t)] , (3.17b)
from which one trivially obtains
Eem = 4π
3ε0Γ
2
∑
σ=1,2
∫
R3
d3kω2 (k) ν∗σ (k, t) νσ (k, t) . (3.18)
Hence, by choosing Γ = 1/
√
8π3ε0, the final expression for the electromagnetic energy reads
Eem =
∑
σ=1,2
∫
R3
d3k
ω2 (k)
2
ν∗σ (k) νσ (k) , (3.19)
which is exactly a sum of the Hamiltonians for each harmonic oscillator of frequency ω (k) with normal variables
{νσ (k, t) , ν∗σ (k, t)}k∈R3 and unit mass.
These derivations suggest that we can treat the electromagnetic field as a mechanical system consisting of a
(continuous) collection of harmonic oscillators, and quantize it accordingly, that is, by replacing the normal variables
of each oscillator {νσ(k, t), ν∗σ(k, t)}k∈R3 by the set
√
2~/ω (k){aˆσ (k, t) , aˆ†σ (k, t)}k∈R3 of boson operators, where the
annihilation and creation operators satisfy the commutation relations
[aˆσ (k, t) , aˆ
†
σ′ (k
′, t)] = δσσ′δ
3 (k− k′) , (3.20a)
[aˆσ (k, t) , aˆσ′ (k
′, t)] = [aˆ†σ (k, t) , aˆ
†
σ′ (k
′, t)] = 0. (3.20b)
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Photons are then associated to the excitations of each electromagnetic oscillator (σ,k).
According to the quantization scheme that we used in the previous chapter for the harmonic oscillator, the Hamil-
tonian for the electromagnetic field in free space is then found from (3.19) as
Hˆem =
∑
σ=1,2
∫
R3
d3k
~ω (k)
2
[
aˆ†σ (k) aˆσ (k) + aˆσ (k) aˆ
†
σ (k)
]
. (3.21)
Using the commutation relations (3.20a) we can rewrite it in the following normal form
Hˆem =
∑
σ=1,2
∫
R3
d3k~ω (k) aˆ†σ (k) aˆσ (k) + 4π~δ
3 (0)
∫ ∞
0
dkk3 ≡: Hˆem : +E∞. (3.22)
The first contribution is like Hˆem but where the boson operators have been reordered in normal order as if they were
usual numbers, that is, without making use of the commutation relations, an operation that we denote by : Aˆ
(
aˆ, aˆ†
)
:
for any operator in the following. The second contribution, on the other hand, is a number, but an infinite one. Note
however, that it contributes as a global phase to the time evolution operator, and it is therefore not observable, what
allows us to redefine the origin of the energy such as this contribution is removed2.
The vector potential becomes then an operator Aˆ (r, t) = Aˆ(+) (r, t) + Aˆ(−) (r, t), with
Aˆ(+) (r, t) =
∑
σ=1,2
∫
R3
d3k
√
~
16π3ε0ω (k)
εσ (k) aˆσ (k) exp [−iω (k) t+ ik · r] =
[
Aˆ(−) (r, t)
]†
. (3.23)
This decomposition of the vector potential in terms of Aˆ(±) (r, t), usually called its positive–frequency and negative–
frequency parts, will be used for every field from now on; we will sometimes refer to either part by itself as “the
field”T˙he electric and magnetic fields are described then by the operators
Eˆ(+) (r, t) = i
∫
R3
d3k
√
~ω (k)
16π3ε0
εσ (k) aˆσ (k) exp [−iω (k) t+ ik · r] , (3.24a)
Bˆ(+) (r, t) = i
∑
σ=1,2
∫
R3
d3k
√
~
16π3ε0ω (k)
[k×εσ (k)] aˆσ (k) exp [−iω (k) t+ ik · r] ; (3.24b)
this is consistent with quantum mechanics, as being observable quantities, the fields must correspond to self–adjoint
operators. Note that all these expressions are given within the Heisenberg picture, as the operators evolve in time.
Note finally that the spatio–temporal modes of the problem have the functional form exp [−iω (k) t+ ik · r]. These
modes are called plane–waves. They are “plane” because all the points laying in the plane k · r = const take the same
value of the mode; they are “waves” because the mode at the space time point (r, t) has the same value that it had at
(r−cκt, 0), and hence these modes can be visualized as a plane propagating at speed c along the direction of κ. We
will call wave vector to k in the following. Our eyes are sensitive to electromagnetic waves having frequencies ω (k)
between 2.5× 1015Hz (red) to 5× 1015Hz (violet), or equivalently wavelengths λ = 2π/k between 760nm and 380nm,
which are customarily called light ; in this thesis we will focus on this region of the electromagnetic spectrum (which
sometimes is extended to the near infrared or ultraviolet), which we will refer to as optical domain.
3.2.2 Vector character of the fields and polarization
Let us explain now a property of the electromagnetic field that we will be using in several parts of this thesis, the
polarization. To this aim we come back to a classical description of the electromagnetic field.
Consider a Cartesian system defined by the triad {ex, ey, ez} of unit length vectors. Consider now an electromag-
netic field described by a plane–wave mode propagating along the ez direction, and having definite frequency ω and
polarization vector ε, whose vector potential is given by
A (r, t) =
A0
2
ε exp (−iωt+ ikz) + c.c., (3.25)
2 There are certain situations (like the Casimir effect or the Lamb shift) in which this term has observable consequences, and the
theory must be properly renormalized. We will however not find such situations in this thesis, and hence a direct removal of these infinite
quantities leads to the proper results.
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Fig. 3.1: Ellipse described by the components of the vector potential as they evolve.
with A0 some amplitude that we take real and positive without loss of generality. The associated electric and magnetic
fields are given by
E (r, t) = i
ωA0
2
ε exp (−iωt+ ikz) + c.c., (3.26a)
B (r, t) = i
kA0
2
[ez × ε] exp (−iωt+ ikz) + c.c.; (3.26b)
the first interesting thing that we observe is that the electric and magnetic fields are not only orthogonal to the
propagation direction (we say that they are transverse fields), but also to each other.
Suppose now that we observe the time evolution of the electric field at a given position which we take as r = 0 to
simplify the upcoming discussion. Let us parametrize with full generality the polarization vector as
ε(θ, ϕ) = ex exp (−iθ) cosϕ+ ey exp (iθ) sinϕ, (3.27)
with θ ∈ [0, π] and ϕ ∈ [0, π/2]. At the observation point, the vector potential takes the simple form
A (t) =
(
cosϕ cos (ωt+ θ)
sinϕ cos (ωt− θ)
)
, (3.28)
where we have taken A0 = 1 for simplicity, and we have represented A in our Cartesian system, but obviating the
z component which is always zero given the transversality of the fields. It is not difficult to realize that, starting
at the point A(0) = (cosϕ cos θ, sinϕ cos θ), this vector describes an ellipse in the x − y plane as time increases, as
shown in Figure 3.1. Let us call a and b to the semi–major and semi–minor axes of this ellipse (positive definite),
and β ∈ [−π/2, π/2] to its orientation (the angle that its major axis forms with the x axis). The orientation of this
ellipse, called the polarization ellipse, is given by
tan 2β = tan 2ϕ cos 2θ, (3.29)
while defining an auxiliary angle χ ∈ [−π/4, π/4] from sin 2χ = sin 2ϕ sin 2θ, the semi–major and semi–minor axes are
given by
a2 =
1
1 + tan2 χ
and b2 =
tan2 χ
1 + tan2 χ
.
Hence, the eccentricity of the ellipse is
e =
√
1− tan2 χ; (3.30)
for e = 1 (χ = 0) the ellipse degenerates into a straight line, while for e = 0 (χ = ±π/4) the ellipse is a circumference.
In the first (second) case we say that light has linear (circular) polarization. Of special interest for this thesis is the
case ϕ = π/4. In this case, the orientation of the ellipse is β = ±π/4, and the polarization changes from linear to
circular (and from right to left, see below) depending on the angle θ as shown in Figure 3.2.
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Fig. 3.2: Polarization ellipse for ϕ = pi/4. Note how the polarization changes from linear to circular and from left to right as a
function of θ, but the ellipse is always oriented along the ±pi/4 axes.
The vector potential can then be seen as a point in the polarization ellipse rotating around it with angular frequency
ω clockwise or anticlockwise for sin 2θ > 0 and sin 2θ < 0, respectively. In the first (second) case we say that light has
right (left) elicity.
3.3 Paraxial optics and transverse modes
In the previous section we have quantized the electromagnetic field by using a modal decomposition based on plane
waves propagating in all possible directions. However, we have seen that plane waves have an infinite transverse size,
and hence cannot describe real fields, which have a finite extent. In this section we are going to introduce another
set of modes which are better adapted to the optical scenarios that we will treat along this thesis, and can even be
generated in laboratories.
3.3.1 Optical beams and the paraxial approximation
In this thesis we will deal with the electromagnetic field in the form of optical beams, that is, light propagating nearly
within a given direction, which we take as the z axis. The vector potential of any such beam can be written as
A (r, t) =
∫
O
dkzA˜ (kz; r⊥, z, t) exp (ikzz) , (3.31)
where O refers to wave vectors kz such that λ = 2π/|kz| is in the optical domain, r⊥ = (x, y) are the transverse
coordinates, and A˜ (kz; r⊥, z, t) is an amplitude which, compared to |kz |, varies slowly both along the longitudinal axis
and the transverse plane generated, respectively, by ez and {ex, ey}, that is,
|∂2zA˜| ≪ |kz∂zA˜| ≪ k2z |A˜| (3.32a)
|∇⊥ · A˜| ≪ |kzA˜|, (3.32b)
where ∇⊥ = (∂x, ∂y). These generalizations of plane waves are called paraxial waves. It is easy to prove that the
polarization properties of A˜ (kz ; r⊥, z, t) are just as those of plane waves (we say that the polarization degrees of
freedom decouple from the spatio–temporal ones), so that we can still work under the scalar approximation as in the
previous section, and look for solutions of the wave equation of the type ε (kz)A(kz , t)u (kz ; r⊥, z) exp (ikz).
u (kz; r⊥, z) satisfies the slowly varying conditions (3.32), what allows us to rewrite the Helmholtz equation as(
2ikz∂z +∇
2
⊥
)
u (kz; r⊥, z) = 0. (3.33)
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The solution of this equation is unique provided that the transverse structure of u (kz ; r⊥, z) is given at one plane
z = z0; indeed, this solution can be written in the integral form [66]
u (kz; r⊥, z) = − ikz
2π(z − z0)
∫
R2
d2r′⊥u (kz; r
′
⊥, z0) exp
[
− ikz
2(z − z0) (r⊥ − r
′
⊥)
2
]
. (3.34)
Hence, an optical beam can be visualized as a transverse pattern propagating along the longitudinal axis, whose shape
is changing owed to the diffraction term ∇2⊥ of equation (3.33).
3.3.2 Transverse modes
The paraxial equation has a very special set of solutions whose transverse shape is retained upon propagation except
for variations of its scale and the acquisition of a phase, that is, mathematically they satisfy
u (kz ; r⊥, z) = σ(z) exp [iγ (r⊥, z)]u [kz;σ (z) r⊥, z0] , (3.35)
for some real functions σ (z) and γ (r⊥, z). In a sense, these are eigenfunctions of the integral operator acting on
u (kz ; r⊥, z0) in (3.34), the so-called paraxial propagator. These solutions are known as transverse modes and form an
infinite, but countable set. Their explicit form depend on the transverse coordinate system that one uses to express
the propagator. In the following we discuss the structure of such modes in Cartesian and polar coordinates.
Let us start by analyzing the propagation of the most simple transverse mode (which is the same in any coordinate
system). The structure of the integral equation (3.34) invites us to try a Gaussian ansatz
u (kz; r⊥, z0) = u0 exp
[
i
kzr
2
⊥
2q (z0)
]
, (3.36)
where q (z) is a complex parameter which we will call the q–parameter of the beam, and is usually written as
1
q (z)
=
1
R (z)
+ i
2
kzw2 (z)
, (3.37)
being R (z) and w (z) real functions called the curvature radius and spot size of the mode, respectively. Introducing
this decomposition of the q–parameter in (3.36) we get
u (kz; r⊥, z0) exp (ikzz0) = u0 exp
[
− r
2
⊥
w2 (z0)
]
exp
[
ikz
(
z0 +
r2⊥
2R (z0)
)]
, (3.38)
which has a very suggestive form: A spherical surface of curvature radius ρ centered at r = 0 can be written within
the paraxial approximation as
z = ρ
√
1− r
2
⊥
ρ2
≃ ρ− r
2
⊥
2ρ
, (3.39)
and hence the wavefront3 of our Gaussian ansatz is spherical and has a curvature radius R (z0). On the other hand,
this spherical wave is modulated by a circular Gaussian distribution in the transverse plane of thickness w (z0). It is
straightforward to prove that after the action of the paraxial propagator, this transverse pattern evolves to
u (kz ; r⊥, z) =
u0
w (z)
exp
[
i
kzr
2
⊥
2q (z)
+ iψ (z)
]
, (3.40)
where
q (z) = q (z0) + z − z0, (3.41a)
ψ (z) = arg
{
1 +
z − z0
q (z0)
}
. (3.41b)
3 The surface formed by the points of equal phase.
34 3. Quantization of the electromagnetic field in an optical cavity
Fig. 3.3: Transverse distribution of the Hermite–Gauss modes.
It is customary to take the reference plane z0 = 0 as that in which the wavefront is plane, that is, the plane in which
R (z0 = 0) =∞, denoting w (z0 = 0) by w0. Particularized to this election, the previous expressions lead to
w2 (z) = w20
[
1 +
(
z
zR
)2]
, (3.42a)
R (z) = z
[
1 +
(zR
z
)2]
, (3.42b)
ψ (z) = − arctan
(
z
zR
)
∈ [−π
2
,
π
2
], (3.42c)
where we have defined the Rayleigh length zR = kzw
2
0/2 (note that it is not positive definite, it is negative when kz is
negative). ψ (z) is known as the Gouy phase. Note that this pattern u (kz; r⊥, z) is related to u (kz; r⊥, z0) in the form
(3.35), and hence, it is indeed a transverse mode; it is called the fundamental transverse mode. The rest of transverse
modes have a structure similar to this Gaussian mode, but modulated by additional transverse functions.
For Cartesian coordinates r⊥ = (x, y), the transverse modes are known as the Hermite–Gauss (HG) or TEMmn
modes {Hmn (kz; r⊥, z)}m,n∈N, and have the form
Hmn (kz ; r⊥, z) =
1√
2m+n−1πm!n!w (z)
Hm
[ √
2x
w (z)
]
Hn
[ √
2y
w (z)
]
exp
[
ikz
x2 + y2
2q (z)
+ i (1 +m+ n)ψ (z)
]
, (3.43)
where Hm (x) denote the Hermite polynomials
4. The indices m and n, called collectively the transverse modal indices,
are called individually the horizontal and vertical indices of the mode, respectively. Note that these modes form an
orthonormal set in the transverse plane, that is,∫
R2
d2r⊥H
∗
mn (kz; r⊥, z)Hm′n′ (kz ; r⊥, z) = δmm′δnn′ ∀z. (3.45)
4 The Hermite polynomial Hm (x) can be found from the Rodrigues formula
Hm (x) = (−1)
m exp
(
x2
) dm
dtm
exp
(
−x2
)
. (3.44)
Hence, for example, H0 (x) = 1 and H1 (x) = 2x.
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Fig. 3.4: Transverse distribution of the Laguerre–Gauss modes.
Indeed, it is possible to show that they also form a basis for any function contained in L2 (r⊥), that is, for any square
integrable function in R2; this completeness of the modes is expressed mathematically as
∑
m,n
H∗mn (kz; r
′
⊥, z)Hmn (kz; r⊥, z) = δ
2 (r⊥ − r′⊥) ∀z. (3.46)
Let us define the collective index f = m + n, which we will call family index for reasons that will become clear
when dealing with optical cavities; we say that modes with the same family parameter f are contained in the f ’th
transverse family. Note that family f contains f + 1 modes. In Figure 3.3 we plot the transverse distribution
Imn (r⊥) = |w (z)Hmn (kz ;w (z) r⊥, z) |2 of these modes. We see that the transverse indices m and n give the number
of zeros present in the x and y directions respectively (the number of nodal lines).
On the other hand, for polar coordinates r⊥ = r(cosφ, sin φ), the set of transverse modes are known as the
Laguerre–Gauss (LG) modes {Lpl (kz ; r⊥, z)}l∈Zp∈N, and have the form
Lpl (kz; r⊥, z) =
√
2p!
π (p+ |l|)!
1
w (z)
[ √
2r
w (z)
]|l|
L|l|p
[
2r2
w2 (z)
]
exp
[
ikz
r2
2q (z)
+ i (1 + 2p+ |l|)ψ (z) + ilφ
]
, (3.47)
where L
|l|
p (t) denote the modified Laguerre polynomials5. In this case p and l are known as the radial and polar
indices, respectively. These modes form also an orthonormal basis of L2 (r⊥).
For the LGmodes the family index is defined as f = 2p+|l|. In Figure 3.4 we show Ipl (r⊥) = |w (z)Lpl (kz;w (z) r⊥, z) |2
just as we did with the HG modes. Note that this intensity profiles are independent of the polar angle φ, and p gives
us the number of zero–intensity circumferences (the number of radial nodes).
5 The modified Laguerre polynomial L
|l|
p (t) can be found from the Rodrigues formula
L
|l|
p (t) =
t−|l| exp (t)
p!
dp
dtp
[
tp+|l| exp (−t)
]
. (3.48)
Hence, for example, L
|l|
0 (t) = 1 and L
|l|
1 (t) = −t+ |l|+ 1.
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Fig. 3.5: Transverse distribution of the Hybrid Laguerre–Gauss modes. Note that the modes of its first family are the same as
the corresponding Hermite–Gauss modes.
Instead of the LG modes which have a complex dependence exp (ilφ) on the polar angle, sometimes it is more
convenient to use the Hybrid Laguerre–Gauss (HLG) modes {Y jpl (kz; r⊥, z)}j=c,sp,l∈N, which are defined as
Ycpl (kz; r⊥, z) =
1√
2
[Lpl (kz; r⊥, z) + Lp,−l (kz ; r⊥, z)] ∝ cos (lφ) , (3.49a)
Yspl (kz; r⊥, z) =
1√
2i
[Lpl (kz ; r⊥, z)− Lp,−l (kz; r⊥, z)] ∝ sin (lφ) , (3.49b)
and have a trigonometric dependence on φ. Of course, these relations are not valid for l = 0, where the polar
dependence disappears and the convention is to define the Hybrid cosine mode as the LG mode and the Hybrid sine
mode as zero, that is, Ycp0 (kz; r⊥, z) = Lp0 (kz; r⊥, z) and Ysp0 (kz ; r⊥, z) = 0. In Figure 3.5 we show the intensity
of these modes. Note that they are like the LG modes, but modulated by a periodic function of the polar angle; in
particular, given the dependence cos (lφ) or sin (lφ), 2l gives the number of zeros present in any circle around r = 0
(the number of polar nodes). This set of transverse modes is usually denoted by TEM∗pl in the literature.
In the following, in order to make the next derivations general, we define an arbitrary set of transverse modes
{Tn (kz; r⊥, z)}n satisfying the orthonormality and completeness relations∫
R2
d2r⊥T
∗
n (kz; r⊥, z)Tn′ (kz; r⊥, z) = δnn′ , (3.50a)∑
n
T ∗n (kz ; r
′
⊥, z)Tn (kz; r⊥, z) = δ
2 (r⊥ − r′⊥) ∀z; (3.50b)
for example, when the modes are taken to be the HG, LG, or HLG, the set of transverse modal indices {n} is
{n,m}n,m∈N, {p, l}l∈Zp∈N, and {j, p, l}j=c,sp,l∈N, respectively.
As for arbitrary q (z) and ψ (z) parameters the transverse modes form a basis of L2 (r⊥), which is the space of
physical transverse patterns (they cannot extend to infinity or have singularities), the vector potential associated to
any optical beam propagating along the z axis can be expanded as
A (r, t) =
∑
σ=1,2
∑
n
∫
O
dkzεσn (kz)Aσn(kz , t)Tn (kz; r⊥, z) exp (ikzz) . (3.51)
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The HG, LG, and HLG modes satisfy the relations
H∗mn (kz ; r⊥, z) = Hmn (−kz; r⊥, z) , (3.52a)
L∗pl (kz ; r⊥, z) = Lp,−l (−kz; r⊥, z) , (3.52b)
Y ∗jpl (kz ; r⊥, z) = Yjpl (−kz; r⊥, z) ; (3.52c)
hence, similarly to what happened with plane waves, the reality of the vector potential imposes the following restrictions
on the polarization and temporal parts of the modes:
ε∗σmn (kz)A∗σmn(kz , t) = εσmn (−kz)Aσmn(−kz, t), (3.53a)
ε∗σpl (kz)A∗σpl(kz , t) = εσp,−l (−kz)Aσp,−l(−kz, t), (3.53b)
ε∗σjpl (kz)A∗σjpl(kz , t) = εσjpl (−kz)Aσjpl(−kz , t). (3.53c)
Note finally that all these transverse bases have two free parameters, e.g., the spot size at the waist plane and the
position of this plane; in free space we can choose these parameters as we feel more convenient, and hence this paraxial
basis is actually a continuous family of bases. We will see that these transverse modes form also a basis for light
contained in an optical cavity, but in this case the parameters of the basis get fixed by the cavity geometry.
3.4 Quantization in an optical cavity
3.4.1 Geometrical optics: Propagation through optical elements and stable optical cavities
Optical cavities are useful for their ability to trap light. In their most basic configuration, they consist on two spherical
mirrors facing each other (linear resonators), so that when an optical beam enters the system, it stays bouncing back
and forth between these. In this section we explain the conditions that any cavity must satisfy in order to truly confine
light.
Consider an optical beam propagating nearly within the z axis. In the preceding section we studied the propagation
of such a beam by taking into account the diffraction effects of the wave equation. There is yet another description of
the beam which is very useful owed to its simplicity, but works only for large Fresnel numbers F = d2/λl, where d is
the transverse size of the beam and l the distance that it has propagated along the z axis. This approach is known as
geometrical optics, and it visualizes the beam as a collection of collimated rays propagating as straight lines (hence,
it doesn’t take into account the changes in transverse size or shape of the beam). Within this description, any ray is
specified at a given longitudinal position z by a vector
v (z) =
[
r (z)
θ (z)
]
, (3.54)
being r (z) its distance to the z axis and θ(z) the angle that it forms with the this axis as it propagates. We will call
transverse position and inclination to these ray coordinates.
The effect of optical elements on the beam is described within this framework by a so-called ABCD matrix
M =
[
A B
C D
]
, (3.55)
which takes a ray v (zin) = col(r, θ) of the beam at its input and transforms it into the ray
v (zout) =Mv (zin) =
[
Ar +Bθ
Cr +Dθ
]
. (3.56)
The most simple optical operation consists on allowing the beam to propagate in free space a distance l. The resulting
ABCD matrix is trivially found to be
Mfree (l) =
[
1 l
0 1
]
, (3.57)
that is, the inclination of the rays doesn’t change, while their transverse positions are increased by lθ. Another example
consists in a spherical interface with curvature radius6 R separating two dielectric media with refractive indices7 nL
6 Some comments on sign conventions are in order. First, optical elements are described as seen from the ray. The curvature radius of
convex (concave) dielectric surfaces is then taken as positive (negative), and the opposite for reflecting surfaces.
7 The refractive index is rigorously introduced in Chapter 4.
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and nR (assumed propagation from left to right); by using Snell’s law in paraxial form nLθL = nRθR and simple
geometrical arguments, it is straightforward to prove that its ABCD matrix is
Minterface (nL, nR, R) =
[
1 0
nL−nR
nR
1
R
nL
nR
]
, (3.58)
that is, in this case the transverse positions of the rays do not change, while their inclination does.
From these two fundamental ABCD systems (propagation and refraction) one can find the ABCD matrices of a
whole family of useful optical elements such as thin lenses or mirrors, which have
Mlens (f) =
[
1 0
− 1f 1
]
and Mmirror (R) =
[
1 0
− 2R 1
]
, (3.59)
where f is called the focal length of the lens and R is the curvature radius of the mirror.
Given a general ABCD matrix M connecting two planes with refractive indices nin and nout, one has det{M} =
nin/nout; to prove this just note that M can always be decomposed as a combination of propagation (3.57) and
refraction (3.58) ABCD matrices, and that the determinant of a product of matrices equals the product of the
individual determinants.
It is very interesting to note that the transverse modes that we just described in the previous section preserve their
transverse shape upon propagation through an arbitrary ABCD system. In particular, it can be proved that if we
take an arbitrary transverse mode with q–parameter q (zin) and Gouy phase ψ (zin) at the input face of the ABCD
system, it is transformed at the output face of the optical system into the exact same mode but with new parameters
q (zout) =
Aq (zin) +B
Cq (zin) +D
, (3.60a)
ψ (zout) = ψ (zin)− arg
{
A+
|B|
q (zin)
}
; (3.60b)
these expressions are known as the ABCD propagation laws.
Let us now pass to describe optical cavities from this geometrical viewpoint. Consider a ray v (z0) = col(r, θ) at
some reference plane z = z0 of the cavity; after a roundtrip inside the cavity, it is transformed by an ABCD matrix
that we will call
Mroundtrip =
[
Art Brt
Crt Drt
]
, (3.61)
which consists in the composition of all the operations performed by the optical elements inside the cavity until the
ray comes back to the reference plane z = z0 with the same propagation direction (hence det{Mroundtrip} = 1). After
N roundtrips the ray coordinates will become
vN (z0) =M
N
roundtripv (z0) =
1
sin θ
[
Art sinNθ − sin [(N − 1) θ] Brt sinNθ
Crt sinNθ Drt sinNθ − sin (N − 1) θ
]
v (z0) , (3.62)
with cos θ = (Art +Drt)/2, where the second equality comes from the Sylvester theorem applied to the N ’th power
of a 2 × 2 matrix with determinant one. The ray will stay confined in the cavity only if θ is real, as otherwise the
trigonometric functions become hyperbolic, and the ray coordinates diverge. This means that the condition for a
resonator to confine optical beams is
− 1 < Art +Drt
2
< 1 (3.63)
An optical cavity satisfying this condition is said to be stable. Note that it looks like this condition may depend on
the reference plane from which the roundtrip matrix is evaluated; however, it is possible to show that the trace of the
roundtrip matrix does not depend on the reference plane.
As stated, in this thesis we assume that the optical cavity consists in two spherical mirrors with curvature radii R1
and R2 separated a distance L; for reasons that will become clear in Chapter 6, we allow for the existence of a plane
dielectric slab of length lc and refractive index nc. Taking the reference plane at mirror one with the rays propagating
away from it, the roundtrip ABCD matrix of this simple cavity is easily found to be
Mroundtrip =
[
2g2 − 1 2g2Leff
2 (2g1g2 − g2 − g1) /Leff 4g1g2 − 2g2 − 1
]
, (3.64)
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where we have defined the g–parameters of the cavity
gj = 1− Leff
Rj
(j = 1, 2), (3.65)
as well as its effective length
Leff = L−
(
1− 1
nc
)
lc. (3.66)
This linear resonator is stable then only if
0 < g1g2 < 1. (3.67)
In this thesis we will only work with stable linear cavities.
3.4.2 Considerations at a non-reflecting interface
As stated, throughout the thesis we will work with a linear cavity having a dielectric medium inside. In this section
we discuss some particularities that must be taken into account for the field due to the presence of this medium.
The details concerning how Maxwell’s equations are modified in the presence of a medium with refractive index
nm will be explained in Chapter 6. Here, however, we just want to note that for a homogeneous, isotropic medium
and reasonably weak fields, the only effect of the medium is to change the wave equation of the vector potential (3.7)
as (
1
n2m
∇
2 − 1
c2
∂2t
)
A = 0. (3.68)
Therefore, for field configurations of the type we have discussed, εu (r)A(t), the effect of the medium is to change the
Helmholtz equation for the spatial part as
∇
2u+ n2mk
2u = 0, (3.69)
that is, to multiply by a factor nm the wave vector of the spatial modes of the system. Hence, except for this nm
factor, plane waves (or transverse modes within the paraxial approximation) can still be considered the spatial modes
of a medium which fills the whole R3 space.
A different matter is what happens when the field crosses a plane interface separating two media with refractive
indices nL and nR. The first interesting thing to note is that the shape of the transverse modes is not modified at
all, what is not surprising by continuity arguments: It would make no sense that the thickness or the radius of the
beam changed abruptly upon crossing the interface. To see this, just note that given the q and ψ parameters of the
modes at both sides of the interface, denoted by (qL, ψL) and (qR, ψR), the propagation laws (3.60) together with the
refraction ABCD matrix (3.58) tells us that
nR
qR
=
nL
qL
and ψR = ψL; (3.70)
hence, the complex Gaussian profile of the modes match each other, that is
exp
[
inRkz
r2⊥
2qR
+ i (1 + f)ψR
]
= exp
[
inLkz
r2⊥
2qL
+ i (1 + f)ψL
]
, (3.71)
and therefore the modes are independent of the refractive index. Note though, that the spot size and the curvature
radius of the modes in a medium with refractive index nm are defined by
1
q (z)
=
1
R (z)
+ i
2
nmkzw2 (z)
. (3.72)
Crossing an interface induces further relations between the vector potentials at both sides of the interface, say
AL (r, t) and AR (r, t) with
Aj (r, t) = εAj(t)T (k; r⊥, zI) exp (−iωt+ injkzI) + c.c., (3.73)
for a single mode with polarization ε, frequency ω = ck, and transverse profile T (k; r⊥, z). zI is the longitudinal
position of the plane interface and Aj(t) is a slowly varying envelope which remains almost unaltered after an optical
cycle, that is,
A˙j(t)≪ 2π/ω. (3.74)
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The corresponding electric and magnetic fields are given by
Ej (r, t) = iωεAj(t)T (k; r⊥, zI) exp (−iωt+ injkzI) + c.c., (3.75a)
Bj (r, t) = i
njω
c
(ez × ε)Aj(t)T (k; r⊥, zI) exp (−iωt+ injkzI) + c.c., (3.75b)
where we have made use of the paraxial approximations (3.32). The instantaneous power content in the transverse
plane is given by
Pj(t) =
1
µ0
ω
2π
∫ t+π/ω
t−π/ω
dt′
∫
R2
d2r⊥ |Ej (r, t′)×Bj (r, t′)| = 2njω
2
cµ0
|Aj(t)|2 , (3.76)
that is, by the absolute value of the time averaged Poynting vector, integrated in the transverse plane. Now, assume
that the interface has some kind of anti–reflecting coating, so that the whole beam is transmitted from the left medium
to the right one; as the power must be conserved, that is, PL = PR, this establishes the relation
AL (r, t) =
√
nR
nL
AR (r, t) . (3.77)
Note that even though we have argued with a single mode, this relation holds for any field as follows from a trivial
generalization of the argument.
All these relations will be important to perform a proper quantization of the field inside the cavity.
3.4.3 Modes of an optical resonator
As in the case of free space, the first step in order to quantize the electromagnetic field inside an optical resonator is
to find the set of spatial modes satisfying the Helmoltz equation and the boundary conditions imposed by the cavity
mirrors. We are going to work with paraxial optical beams whose transverse size is small compared with the transverse
dimensions of the cavity; under these conditions, we know that any transverse structure of the field can be expanded
in terms of the paraxial transverse modes (3.51) that we introduced in Section 3.3.2. On the other hand, the mirrors
impose an additional boundary condition on these transverse modes: After a roundtrip in the cavity, they must exactly
match themselves, that is, not only they need to be shape–preserving with propagation, but also self–reproducing after
a roundtrip. This means that the modes of a general optical cavity can be found by imposing the condition
Tn (kz; r⊥, z0) exp (ikzz0) = Tn (kz ; r⊥, z) exp (ikzz)|z0⊕r.t , (3.78)
where ‘z0⊕ r.t’ stands for ‘roundtrip propagation from the reference plane z = z0’. Using the ABCD propagation laws
(3.60), this condition is easily proved to be equivalent to
q (z0) =
Artq (z0) +Brt
Crtq (z0) +Drt
, (3.79a)
2qπ = − (1 + f) arg
{
Art +
Brt
q (z0)
}
+ 2kzLopt, (3.79b)
with q ∈ N the so-called longitudinal index (do not confuse it with the q–parameter of the modes, q (z), which is always
written with a label referring to the longitudinal position where it is evaluated). Lopt is the optical length of the cavity,
that is, if rays propagate a longitudinal length lj on the j’th optical element with refractive index nj , Lopt =
∑
j nj lj ,
where the sum extends to all the optical elements contained in the cavity (including free space propagation).
The first condition fixes the q–parameter of the modes at the reference plane to
1
q (z0)
=
Drt −Art
2Brt
+
i
|Brt|
√
1−
(
Art +Drt
2
)2
. (3.80)
Surprisingly, this expression leads to the condition −1 < (Art +Drt) /2 < 1 for these modes to exist in the resonator,
which is exactly the stability condition (3.63) that we already found by geometrical means. On the other hand, the
second condition discretizes the frequencies at which transverse modes can resonate inside the cavity; in particular,
the modes exists at the cavity only at frequencies
ωqf = ΩFSR
[
q +
1 + f
2π
ζ
]
, (3.81)
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Fig. 3.6: Schematic representation of the wavefront and the thickness of the modes in a linear cavity with two concave mirrors.
Note that in this case the waist plane is between the mirrors.
where
ζ = arg


(
Art +Drt
2
)
+ i
√
1−
(
Art +Drt
2
)2
 (3.82)
is the Gouy phase accumulated after the roundtrip, ΩFSR = πc/Lopt is the so-called free spectral range of the resonator,
and f is the family index that we defined in Section 3.3.2. Note that these frequencies are independent of the reference
plane z = z0 because they depend only on the trace of the roundtrip matrix. Note also that modes having the same
family index f ‘live’ inside the cavity at the same frequencies, what gives sense to the name of this index.
For the particular case of the linear resonator that we introduced above, which has an optical length
Lopt = L+ (nc − 1) lc, (3.83)
we have
ζ = 2 arccos±√g1g2 ∈ [0, π], (3.84)
where the ‘+’ and ‘–’ signs hold for g2 > 0 and g2 < 0, respectively. Hence the resonance distribution of the different
families inside the cavity is fixed by the product g1g2.
On other hand, calling z1 to the longitudinal position of mirror 1, whose plane we took as the reference when
evaluating the roundtrip matrix (3.64), we get
R (z1) = −R1, (3.85a)
wqf (z1) =
(
Leffλqf
π
)1/2 [
g2
g1 (1− g1g2)
]1/4
, (3.85b)
where λqf = 2πc/ωqf . Note that even though the spot size depends on the particular longitudinal and family indices
(q, f) of the mode, the q–parameter is the same for all of them, as it depends on kzw
2 which is independent of (q, f).
Note also that the spherical wavefront of the modes is adapted to mirror 1 (the sign just means that the wave is
propagating away from the mirror). We could have taken the position z = z2 of mirror 2 as the longitudinal reference
and would have found that the wavefront is also adapted to mirror 2 at z = z2. Hence, upon propagation from mirror
1 to mirror 2, the mode is reshaped as shown in Figures 3.6 and 3.7. For a cavity with two concave mirrors (Figure
3.6) the wavefront of the modes has to change the sign of its radius with the propagation, and hence it becomes plane
at a longitudinal position inside the cavity. This is not the case if one of the mirrors is convex (Figure 3.7), a situation
leading to a waist plane outside the cavity.
Having characterized the modes in the plane z = z1, we can now find them at any other plane by using the ABCD
propagation laws. In particular, we would like to refer the modes to the plane in which the wavefronts are plane,
that is, R (z = 0) = ∞, which we take as the longitudinal origin z = 0; we will denote this plane by beam waist or
waist plane, as it is the plane where the spot size of the modes is minimum. Let us denote by w0,qf the spot size of a
mode with indices (q, f) at this plane, and by z1,eff the longitudinal position of mirror 1 (as we allow an intracavity
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Fig. 3.7: Schematic representation of the wavefront and the thickness of the modes in a linear cavity having one convex mirror.
In this case the waist plane is outside resonator.
plane dielectric slab, we have to use effective lengths, and then transform to geometric length depending on where the
slab is placed). The ABCD propagation law (3.60a) allows us to write q (z0) = q (z1) + z1,eff , which after imposing
q (z0) = kzw
2
0/2i, leads us to
z1,eff = Leff
(1− g1)|g2|
|g1 + g2 − 2g1g2| , (3.86a)
w0,qf =
(
λqfLeff
π
)1/2 [
g1g2(1− g1g2)
(g1 + g2 − 2g1g2)2
]1/4
. (3.86b)
The first thing to note is that the waist plane is the same for all the modes, even though they have different spot sizes
in general. Taking this waist plane as our reference, the modes at any other plane (or even outside the cavity if it is
allowed to leave, what we will do in the next section) are given by (3.42), but with z being an effective longitudinal
coordinate when dielectric plane slabs are involved, that is,
w2qf (z) = w
2
0,qf
[
1 +
(
zeff
zR
)2]
, (3.87a)
R (z) = zeff
[
1 +
(
zR
zeff
)2]
, (3.87b)
ψ (z) = − arctan
(
zeff
zR
)
∈ [−π
2
,
π
2
]. (3.87c)
To fix ideas, let us consider the example an empty symmetric resonator, that is, a resonator satisfying g1 = g2 ≡
g = 1− L/R, in which the cavity resonances and Rayleigh length read
ωqf = ΩFSR
[
q +
1 + f
π
arccos g
]
, (3.88a)
|zR| = L
2
√
1 + g
1− g . (3.88b)
Consider now the following extreme situations:
• R→∞ (near–planar resonator). In this case the longitudinal frequencies of the different transverse families are
ωqf = ΩFSRq. Hence, at every cavity resonance we can find all the transverse modes. In this case the Rayleigh
length is by far larger than the cavity length, what means that the modes are basically plane waves.
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Fig. 3.8: We quantize the electromagnetic field inside a cavity containing a dielectric slab.
• L = 2R (concentric resonator). In this case ωqf = ΩFSR(q + f + 1), what means that ωqf = ωq−1,f+1 =
ωq−2,f+2 = ..., and hence, we find again all the transverse modes at a given resonance. In this case the Rayleigh
length is zero, and hence the modes are point–like at the waist plane.
• L = R (confocal resonator). In this case ωqf = ΩFSR(q+f/2+1/2), which implies ωqf = ωq−1,f+2 = ωq−2,f+4 =
..., and hence even and odd families are separated inside the cavity by half a free spectral range. As for the
Rayleigh length, it is half the cavity’s effective length.
To get an idea of the numbers, let us consider the example of an empty, confocal, symmetric resonator with lengths
varying from 5 mm to 500 mm. The free spectral range varies then between 200 GHz and 2 GHz. On the other hand,
the spot size at the waist varies from 20 µm to 205 µm at a wavelength of 532 nm (frequency of 3.5× 1015 Hz).
3.4.4 Quantization of the electromagnetic field inside a cavity
In the previous discussion we have shown that the modes of the resonator are the transverse modes that we studied
in the previous section, but with a q–parameter fixed by the cavity geometry. In addition, instead of a continuous set
of optical wave vectors kz only a discrete set {kz,qf = ±ωqf/c}q∈Z can exist for the modes contained in a given family
f . Hence, the vector potential inside the linear cavity depicted in Figure 3.8 can be written as
A (r, t) =
∑
σ=1,2
∑
n
∑
kqfz ∈O
1√
n(z)
εσn (kz,qf )Aσn(kz,qf , t)Tn (kz,qf ; r⊥, z) (3.89)
× exp [in(z)kz,qf z] ,
where we have introduced the z–dependent refractive index
n(z) =
{
1 z1 < z < z1 + L1 or z1 + L1 + lc < z < z1 + L
nc z1 + L1 < z < z1 + L1 + lc
. (3.90)
Note that the refractive index does not appear in εσn (kz,qf ) or Aσn(kz,qf , t) because kz,qf acts in that case just as a
mode label.
Quantization is made following exactly the same procedure as in free space (see Section 3.2.1) but with some
particularities that we discuss now. We define first the electromagnetic normal variables for each mode
νσn(kz,qf , t) =
1
Γ
[
Aσn(kz,qf , t) + i
ωqf
A˙σn(kz,qf , t)
]
, (3.91)
which again evolve as the normal variables of harmonic oscillators (3.14) with the corresponding frequency. In this
case the dielectric medium contributes to the electromagnetic energy contained in system, which cannot be written as
(3.15) in its presence, but in the modified form [65, 67]
Eem =
1
2
∫
d3r
[
ε0n
2(z)E2 (r, t) +
1
µ0
B2 (r, t)
]
. (3.92)
In order to simplify this expression we use some approximations. First, the paraxial condition (3.32a) allow us to
perform the approximation∫ z0+l
z0
dz
∫
R2
d2r⊥Tn (kz,qf ; r⊥, z)Tn′
(
k′z,qf ; r⊥, z
)
exp
[
in(z)
(
kz,qf + k
′
z,qf
)
z
] ≃ lδnn′δkz,qf ,−k′z,qf , (3.93)
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valid for any reference plane z = z0 as long as l ≫ {|kz,qf |−1, |k′z,qf |−1}, that is, as long as light is able to undergo
many cycles between z = z0 and z = z0 + l. Then, the second paraxial condition (3.32b) leads to the approximation
∇ {Tn (kz,qf ; r⊥, z) exp [in(z)kz,qfz]} ≃ in(z)kz,qfezTn (kz,qf ; r⊥, z) exp [in(z)kz,qf z] . (3.94)
With this approximations at hand, it is straightforward to write the electromagnetic energy in terms of the normal
variables as
Eem =
∑
σ=1,2
∑
n
∑
kqfz ∈O
ε0LoptΓ
2ω2qf
2
ν∗σn(kz,qf )νσn(kz,qf ). (3.95)
The last particularity of optical cavities is that there is no sense in making a distinction between modes propagating
to the right or to the left, because they cannot be excited separately. Hence, we just define collective normal variables
νσqn = νσn(±|kz,qf |), so that the modes get completely specified inside the cavity by their polarization σ, and their
longitudinal and transverse indices (q,n). Therefore, the electromagnetic energy can be finally written as
Eem =
∑
σqn
ω2qf
2
ν∗σqnνσqn, (3.96)
where we have chosen Γ = 1/
√
2ε0Lopt so that this expression coincides with that of a collection of harmonic os-
cillators as before. Quantization is therefore introduced by making a correspondence between the normal variables
{νσqn(t), ν∗σqn(t)} and boson operators
√
2~/ωqf{aˆσqn(t), aˆ†σqn(t)} satisfying the commutation relations
[aˆσqn (t) , aˆ
†
σ′q′n′ (t)] = δσσ′δqq′δnn′ , (3.97a)
[aˆσqn (t) , aˆσ′q′n′ (t)] = [aˆ
†
σqn (t) , aˆ
†
σ′q′n′ (t)] = 0. (3.97b)
The Hamiltonian of the electromagnetic field inside the cavity is then written as
Hˆem =
∑
σqn
~ωqf aˆ
†
σqnaˆσqn, (3.98)
where we have already removed the infinite contribution appearing when using the commutation relations to write it
in normal order.
Finally, the vector potential inside the resonator is given by the operator
Aˆ(+) (r, t) =
∑
σqn
1
2
√
~
n(z)ε0Loptωqf
εσqnaˆσqn(t) {Tn (kqf ; r⊥, z) exp [in(z)kqf z] + c.c.} , (3.99)
where we have defined the positive definite modal wave vector kqf = ωqf/c, while the electric and magnetic fields
correspond then to
Eˆ(+) (r, t) = i
∑
σqn
1
2
√
~ωqf
n(z)ε0Lopt
εσqnaˆσqn(t) {Tn (kqf ; r⊥, z) exp [in(z)kz,qf z] + c.c.} , (3.100a)
Bˆ(+) (r, t) =i
∑
σqn
1
2
√
n(z)~ωqf
c2ε0Lopt
εσqnaˆσqn(t) {Tn (kqf ; r⊥, z) exp [in(z)kz,qfz]− c.c.} , (3.100b)
where the expressions emphasize the parts of the fields propagating to the right and to the left, which will be of later
convenience even if their associated boson operators are the same.
4. QUANTUM THEORY OF OPEN CAVITIES
In the previous chapter we have been able to quantize the electromagnetic inside an optical cavity formed by perfectly
reflecting mirrors. However, in reality optical cavities must have at least one partially transmitting mirror allowing
us to both inject light inside it and observe the intracavity processes by studying the light that comes out of it. In
this section we explain how to deal with such an open cavity within the quantum formalism. To this aim we first
build a model for an open cavity with only one partially transmitting mirror, and then proceed to derive the evolution
equations satisfied by the intracavity field both in the Heisenberg and Schro¨dinger pictures.
In the last section, and as an example of another type of phenomenology that can be studied with the formalism
of open quantum systems, we show how quantum–optical phenomena can be simulated with ultra–cold atoms trapped
in optical lattices [68, 28] (a work developed by the author of the thesis at the Max–Planck Institute for Quantum
Optics).
4.1 The open cavity model
For simplicity, we consider only one cavity mode with frequency ωc, polarization ε, and in the transverse mode
T (ωc/c; r⊥, z), whose boson operators we denote by {aˆ, aˆ†}. The following discussion is straightforwardly generalized
to an arbitrary number of cavity modes.
We propose a model in which the cavity mode is coupled through the partially transmitting mirror to the external
modes matching it in polarization and transverse shape. These external modes can be modeled as the modes of a
second cavity which shares the partially transmitting mirror with the real cavity, but has the second mirror placed at
infinity. According to the previous chapter, the field corresponding to such cavity can be written as
Aˆ (r, t) = lim
L→∞
∑
q
ε
2
√
~
ε0Lωqf
bˆq(t) {T (ωq/c; r⊥, z) exp [iωqz/c] + T (−ωq/c; r⊥, z) exp [−iωqz/c]}+H.c., (4.1)
where the boson operators satisfy the commutation relations [bˆq(t), bˆq′ (t)] = δqq′ , and ωq = (πc/L)q + ∆ω
⊥, being
∆ω⊥ a contribution coming from the transverse structure of the modes, which is the same for all the longitudinal
modes. Now, as the length of this auxiliary cavity goes to infinity, the set of longitudinal modes becomes infinitely
dense in frequency space, so that the sum over q can be replaced by the following integral:
lim
L→∞
∑
q
=
L
πc
∫
O
dω. (4.2)
Accordingly, the Kronecker delta converges to a Dirac delta as
lim
L→∞
δqq′ =
πc
L
δ(ω − ω′), (4.3)
so that defining new continuous boson operators by
bˆ(ω) =
√
L
πc
lim
L→∞
bˆq, (4.4)
which satisfy the commutation relations [bˆ(ω), bˆ†(ω′)] = δ(ω−ω′), we can finally write the vector potential of the field
outside the cavity as
Aˆ (r, t) =
∫
O
dω
√
~
4πcε0ω
εbˆ(ω; t) {T (ω/c; r⊥, z) exp [iωz/c] + T (−ω/c; r⊥, z) exp [−iωz/c]}+ H.c.. (4.5)
From the previous sections, we know that the free evolution of the cavity mode and the external modes is ruled
by the Hamiltonian Hˆ0 = Hˆcav + Hˆext with
Hˆcav = ~ωcaˆ
†aˆ+ Hˆc and Hˆext =
∫
O
dω~ωbˆ†(ω)bˆ(ω), (4.6)
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where Hˆc stands for any other intracavity process that we decide to introduce.
The cavity and external modes are coupled through the mirror via a beam-splitter Hamiltonian
Hˆint = i~
∫
O
dωg(ω)[bˆ†(ω)aˆ− aˆ†bˆ(ω)], (4.7)
where the parameter g(ω) depends basically on the transmitivity of the mirror at the corresponding frequency, and
satisfies g2(ω)≪ ωc for optical frequencies. On the other hand, it is to be expected that only frequencies around the
cavity frequency will contribute to the interaction (resonant interaction), what allows us to rewrite g(ω) =
√
γ/π in
terms of a frequency–independent constant γ, as the transmitivity of mirrors is a slowly varying function of frequency
at least within the interval [ωc − γ, ωc + γ], as well as extend the integration limits to [−∞,+∞], so that finally
Hˆint = i~
√
γ
π
∫ +∞
−∞
dω[bˆ†(ω)aˆ− aˆ†bˆ(ω)]. (4.8)
This is the basic model that we will use to ‘open the cavity’. In the following we show how to deduce reduced
evolution equations for the intracavity mode only both at the level of operators (Heisenberg picture) and states
(Schro¨dinger picture).
4.2 Heisenberg picture approach: The quantum Langevin equation
The Heisenberg equations of motion of the annihilation operators are
daˆ
dt
= −iωcaˆ+
[
aˆ,
Hˆc
i~
]
−
√
γ
π
∫ +∞
−∞
dωbˆ(ω), (4.9a)
dbˆ(ω)
dt
= −iωbˆ(ω) +
√
γ
π
aˆ. (4.9b)
We can formally integrate the second equation as
b(ω; t) = b0(ω)e
−iωt +
√
γ
π
∫ t
0
dt′eiω(t
′−t)aˆ(t′), (4.10)
where b0(ω) are the external annihilation operators at the initial time. Introducing this solution into the evolution
equation for aˆ, using
∫ τ1
τ0
dτf(τ)δ(τ − τ1) = f(τ1)/2, and defining the input operator
bˆin(t) = − 1√
2π
∫ +∞
−∞
dωe−iωtbˆ0(ω), (4.11)
which is easily shown to satisfy the commutation relations
[bˆin(t), bˆ
†
in(t
′)] = δ(t− t′), (4.12a)
[bˆin(t), bˆin(t
′)] = [bˆ†in(t), bˆ
†
in(t
′)] = 0, (4.12b)
we get
daˆ
dt
= −(γ + iωc)aˆ+
[
aˆ,
Hˆc
i~
]
+
√
2γbˆin(t), (4.13)
as the evolution equation for the intracavity mode.
This equation is known as the quantum Langevin equation for its similarity with the stochastic Langevin equation,
the operator bin(t) playing the role of the stochastic noise. bin(t) is interpreted as the operator accounting for the
input field driving the cavity at each instant (see Figure 4.1). Indeed, note that when the external modes are in the
vacuum state initially, we have
〈bˆin(t)〉 = 〈bˆ†in(t)bˆin(t′)〉 = 0 and 〈bˆin(t)bˆ†in(t′)〉 = δ(t− t′), (4.14)
so much like complex, Gaussian noises in stochastic Langevin equations.
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Fig. 4.1: Scheme of the open cavity model. One of the mirrors is not perfectly reflecting, what allows the external modes to
drive the cavity via a collective operator aˆin. Similarly, the field coming out from the cavity can be described by a
single annihilation operator aˆout, as we show in the next chapter.
In this thesis we will also consider injection of a (ideal) monochromatic laser at frequency ωL, so that
〈bˆ0(ω)〉 = αLδ(ω − ωL) and 〈bˆ†0(ω)bˆ0(ω′)〉 = |αL|2δ(ω − ωL)δ(ω′ − ωL), (4.15)
being αL the amplitude of the coherent injection. In this case, it is recommendable to define a new input operator
aˆin(t) = bˆin(t)− 〈bˆin(t)〉, (4.16)
which can be shown to satisfy the vacuum correlations (4.14), in terms of which the quantum Langevin equation for
the intracavity mode reads
daˆ
dt
= Ee−iωLt − (γ + iωc)aˆ+
[
aˆ,
Hˆc
i~
]
+
√
2γaˆin(t), (4.17)
with E = αL
√
γ/π. Hence, the injection of a coherent, monochromatic field at frequency ωL is equivalent to the
addition of the following new time–dependent term in the Hamiltonian
Hˆinj(t) = i~
(Ea†e−iωLt − E∗aeiωLt) , (4.18)
while considering the external modes in vacuum.
Note finally that the solution of this quantum Langevin equation for the case of an empty cavity (Hˆc = 0), reads
aˆ(t) = aˆ(t0)e
−(γ+iωc)t +
E
γ + i(ωc − ωL)
[
e−iωLt − e−(γ+iωc)t
]
+
√
2γ
∫ t
0
dt′aˆin(t
′)e(γ+iωc)(t
′−t), (4.19)
which for t≫ γ−1 is simplified to
aˆ(t) =
E
γ + i(ωc − ωL)e
−iωLt +
√
2γ
∫ t
0
dt′aˆin(t
′)e(γ+iωc)(t
′−t). (4.20)
This time limit is known as the stationary limit, as it is possible to show that (4.20) predicts the expectation value of
any operator (or function of operators) to be invariant under translations of the time origin, what defines a quantum
state as stationary [20]. It is possible to show that this condition is satisfied if and only if the density operator
describing the state of the system commutes with the Hamiltonian in the Schro¨dinger picture.
4.3 Schro¨dinger picture approach: The master equation
Consider now the density operator ρˆ corresponding to the state of the whole system “cavity mode + external modes”,
which evolves according to the von Neumann equation
i~
dρˆ
dt
= [Hˆ0 + Hˆint + Hˆinj(t), ρˆ]. (4.21)
Note that following the discussion in the previous section, we have included the coherent injection in the Hamiltonian,
so that the initial state of the external modes can be taken as vacuum, that is, ρˆ(t = 0) = ρˆc(t = 0)⊗ ρˆvac, with
〈bˆ(ω)〉vac = 〈bˆ†(ω)bˆ(ω′)〉vac = 〈bˆ(ω)bˆ(ω′)〉vac = 0, (4.22)
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where it is worth reminding that the expectation value of any external operator Aˆext is evaluated as 〈Aˆext〉vac =
trext{ρˆvacAˆext}.
We are going to work in the interaction picture (see Section A.3.2) defined by the transformation operator UˆI =
Uˆ1Uˆ2, which is a sequence of two transformations defined as Uˆj = exp[Hˆjt/i~] with
Hˆ1 = ~ωL
[
aˆ†aˆ+
∫ +∞
−∞
dωbˆ†(ω)bˆ(ω)
]
, (4.23)
and
Hˆ2 = Uˆ
†
1
[
Hˆ0 + Hˆinj(t)
]
Uˆ1 − Hˆ1 = ~∆caˆ†aˆ+ Hˆc +
∫ +∞
−∞
dω~∆(ω)bˆ†(ω)bˆ(ω) + i~
(Ea† − E∗a) . (4.24)
In this expression ∆c = ωc − ωL, ∆(ω) = ω − ωL, and we have assumed that [Hˆc, Uˆ1] = 0 (physically, this means that
we consider only intracavity processes that conserve the number of photons). The first transformation rotates the
modes to the laser frequency, and is performed in order to eliminate the time dependence of the Hamiltonian (of Hˆinj
in particular). The second one is made in order to remove all the pieces but Hˆint from the Hamiltonian, as a crucial
incoming approximation requires the Hamiltonian to be ‘small’.
In this new picture, the state ρI = Uˆ
†
2 Uˆ
†
1 ρˆUˆ1Uˆ2 evolves according to i~dρˆI/dt = [HˆI, ρˆI], with HˆI = Uˆ
†
2 Uˆ
†
1HˆintUˆ1Uˆ2.
Let us define the interaction picture intracavity annihilation operator
aˆI(t) = Uˆ
†
2 Uˆ
†
1 aˆUˆ1Uˆ2, (4.25)
so that taking into account that
Uˆ †2 Uˆ
†
1 bˆ(ω)Uˆ1Uˆ2 = e
−iωtbˆ(ω), (4.26)
the interaction picture Hamiltonian can be rewritten as
HˆI(t) = i~
√
γ
π
∫ +∞
−∞
dω
[
aˆI(t)bˆ
†(ω)eiωt − aˆ†I (t)bˆ(ω)e−iωt
]
. (4.27)
We seek now for the evolution equation of the reduced state ρˆCI = trext{ρˆI} corresponding to the intracavity mode
alone. To do so, we first integrate formally the von Neumann equation for the whole system as
ρˆI(t) = ρˆI(t0) +
1
i~
∫ t
0
dt′[HˆI(t
′), ρˆI(t
′)]; (4.28)
reintroducing this expression into the von Neumann equation, making the partial trace over the external modes taking
into account that trext{[HˆI(t), ρˆI(0)]} ∼ 〈bˆ〉vac = 0, and making the variable change t′ = t− τ in the time integral, we
get the following integro–differential equation for the reduced density operator ρˆCI:
dρˆCI(t)
dt
= − 1
~2
∫ t
0
dτtrext{[HˆI(t), [HˆI(t− τ), ρˆI(t− τ)]]}. (4.29)
This equation is exact, but now we are going to introduce two important approximations which lead to huge simpli-
fications. The first is the Born approximation, which states that the external modes are basically unaffected by the
intracavity dynamics, that is, ρˆI(t) = ρˆCI(t) ⊗ ρˆvac. Then we perform the Markov approximation, which states that
memory effects can be neglected, that is, we can take ρˆI(t − τ) = ρˆI(t) in the integral kernel. It can be shown that
this approximations are quite good in quantum optics thanks to the fact that γ/ωc ≪ 1 [69].
Introducing these approximations in (4.29), and performing the partial traces using (4.22), it is completely straight-
forward to arrive to the following linear differential equation for the reduced intracavity state
dρˆCI
dt
= 2γaˆIρˆCIaˆ
†
I − γaˆ†I aˆIρˆCI − γρˆCIaˆ†I aˆI, (4.30)
where all the operators are evaluated at the same time. Finally, coming back to the Schro¨dinger picture, we finally
arrive to
dρˆC
dt
=
[
Hˆcav + Hˆinj(t)
i~
, ρˆC
]
+ γ
(
2aˆρˆCaˆ
† − aˆ†aˆρˆC − ρˆCaˆ†aˆ
)
, (4.31)
where ρˆC = trext{ρˆ} is the reduced state of the intracavity mode in the Schro¨dinger picture. This equation is known
as the master equation of the intracavity mode.
In order to evaluate intracavity moments of observables, in this thesis we will choose this Schro¨dinger approach
in general. The reason is that having a master equation for the intracavity state only, we can apply the positive P
techniques that we introduced at the end of Chapter 2 for the harmonic oscillator, what will allow us to deal with
stochastic equations instead of operator equations of the type (4.17).
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4.4 Relation of the model parameters to physical parameters
In the previous sections we have introduced the basic model that we will use for the evolution of a light mode inside
an open cavity. The model turned out to have two basic parameters, E and γ, describing the rates at which coherent
light is injected into the cavity and intracavity light is lost through the partially transmitting mirror, respectively. In
this section we connect these model parameters to relevant physical parameters like the transmitivity of the mirror
and the power of the injected laser beam.
This connection is easily done by following classical arguments. Consider the classical electromagnetic field asso-
ciated to the intracavity mode, whose corresponding vector potential can be written as
A (r, t) =
1
2
√
1
2n(z)ε0Lopt
εν(t){T (kc; r⊥, z) exp [in(z)kcz] + T ∗(kc; r⊥, z) exp [−in(z)kcz]}+ c.c., (4.32)
in terms of the normal variable ν of the equivalent harmonic oscillator as we showed in Section 3.4.4. In this expression
we have defined kc = ωc/c. Now, remember that in Chapter 2 we learned that the mean values of quantum observables
provide the behavior of their classical counterparts as long as quantum fluctuations can be neglected (see also the
discussion at the beginning of Section 6.3.2). Applied to the cavity mode, this means that its classical normal variable
evolves as ν(t) =
√
2~/ωc〈aˆ(t)〉. Then, for an empty cavity (Hˆc = 0) and injecting on resonance for simplicity, that
is, ωL = ωc, we have
ν(t) = ν0e
−(γ+iωc)t +
√
2~
ωc
E
γ
[
e−iωct − e−(γ+iωc)t
]
, (4.33)
with ν0 = ν(t = 0), as follows from (4.19).
Loss rate. We can connect the damping rate γ with the mirror transmitivity T (reflectivity R = 1−T ) by noting
that in the absence of injection, E = 0, a fraction R1/2 of the field amplitude is lost through the mirror at every
roundtrip; hence, after m ∈ N roundtrips, we will have the relation
A (r⊥, z ⊕m r.t., tm) = Rm/2A (r⊥, z, tm) , (4.34)
where ‘⊕mr.t.’ stands for ‘plus m–roundtrips’ and tm = 2mLopt/c. Introducing the solution (4.33) for ν(t) in this
expression, and taking into account the definition of the cavity modes (3.78), it is straightforward to get
γ = − c
4Lopt
lnR ≃ cT
4Lopt
, (4.35)
where in the last equality we have assumed that R ≈ 1. Hence, we see that for small mirror transmitivities, there
exists a linear relation between the model parameter γ and the actual mirror transmitivity T .
In order to understand the magnitude of this parameter let us consider a cavity with lengths varying between
5 mm to 500 mm as in the previous chapter; the damping rate γ varies then between 150 MHz and 1.5 MHz for
R = 0.99, and 1.5 GHz and 0.015 GHz for R = 0.9, which are well below optical frequencies. It is customary to call
quality factor to the ratio between the free spectral range and the damping rate, Q = ΩFSR/γ. This parameter is very
important as it measures the ratio between the separation of the longitudinal resonances of a given transverse family
and the width of these. In other words, when the quality factor is large one can distinguish the different longitudinal
resonances, while when it is small the Lorentzians associated to different resonances overlap, and the resonances are
no longer distinguishable. In this thesis we will always work with cavities having large enough quality factors as can
be deduced from the numerical examples that we have introduced.
Injection parameter. Consider now the part of the intracavity vector potential propagating along the −ez
direction. According to (4.32) and (4.33), for a finite injection parameter E and in the stationary limit t ≫ γ−1, we
can write it as
A← (r, t) =
1
2
√
~
n(z)ε0Loptωc
|E|
γ
εT ∗(kc; r⊥, z)e
−in(z)kcz−iωct+iϕ + c.c., (4.36)
being ϕ the phase of the injected laser beam. On the other hand, based on (3.73) and (3.76), the vector potential
associated to the laser inciding the cavity is written in terms of its power Pinj as
Ainj (r, t) =
√
Pinj
2ε0cω2c
εT ∗ (kc; r⊥, z) exp (−ikcz − iωct+ iϕ) + c.c., (4.37)
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We can obtain an expression of the field inside the cavity by looking at it as an interferometer: The part of the
injection which is transmitted inside the cavity at a given time interferes with the fields that have been bouncing back
and forth for several roundtrips. In this sense, the complete field will be a superposition of the fields
A(0) (r, t) = T 1/2Ainj (r, t) , (4.38a)
A(1) (r, t) = T 1/2R1/2Ainj (r⊥, z ⊕ r.t., t) , (4.38b)
A(2) (r, t) = T 1/2RAinj (r⊥, z ⊕2 r.t., t) , (4.38c)
...
A(m) (r, t) = T 1/2Rm/2Ainj (r⊥, z ⊕m r.t., t) , (4.38d)
and hence, assuming that the time is large enough as to take the m→∞ limit we get
A← (r, t) =
√
Pinj
2n(z)ε0c
T 1/2
(
∞∑
m=0
Rm/2
)
εT ∗ (kc; r⊥, z) e
−ikcz−iωct+iϕ + c.c., (4.39)
where we have used again the definition of the cavity modes (3.78). Comparing (4.36) with this expression, and
performing the geometric sum we finally get
|E| = γ
√
2LPinj
~ωcc
T 1/2
1−R1/2 ≃
√
2γ
~ωc
Pinj, (4.40)
where in the last equality we have assumed that R ≈ 1 and have made use of (4.35).
4.5 Quantum–optical phenomena with optical lattices
In connection with the theory of open quantum systems that we have particularized to optical cavities in this chapter,
we now introduce the work that the author of this thesis started at the Max–Planck–Institute for Quantum Optics
during a three–months visit in 2008, and that ended up published at the beginning of 2011 [28].
Ultracold atoms trapped in optical lattices are well known as quite versatile simulators of a large class of many–body
condensed-matter Hamiltonians1 (see [72, 73, 74] for extensive reviews on this subject). In this work, and exploiting
currently available technology only, we have been able to show that they can also be used to simulate phenomena
traditionally linked to quantum–optical systems, that is, to light–matter interactions [68, 28]. In this brief exposition
of the work, we explain in particular how to observe phenomena arising from the collective spontaneous emission
of atomic and harmonic oscillator ensembles such as sub/superradiance, including some phenomena which still lack
experimental observation.
The concept of superradiance was introduced by Dicke in 1954 when studying the spontaneous emission of a
collection of two–level atoms [78] (see [79] for a review). He showed that certain collective states where the excitations
are distributed symmetrically over the whole sample have enhanced emission rates. Probably the most stunning
example is the single–excitation symmetric state (now known as the symmetric Dicke state), which instead of decaying
with the single–atom decay rate Γ0, was shown to decay with NΓ0, N being the number of atoms. He also suggested
that the emission rate of the state having all the atoms excited should be enhanced at the initial steps of the decay
process, which was a most interesting prediction from the experimental point of view, as this state is in general easier
to prepare. However, Dicke used a very simplified model in which all the atoms interact with a common radiation
field within the dipolar approximation; almost 15 years later, and motivated by the new atom–inversion techniques,
several authors showed that dipolar interactions impose a threshold value for the atom density, that is, for the number
of interacting atoms, in order for superradiance to appear [80, 81, 82].
It is worth noting that together with atomic ensembles, spontaneous emission of collections of harmonic oscillators
were also studied at that time [81]. Two interesting features of this system were reported: (i) an initial state with all
1 One of the first proposals in this direction was the article by Jacksch et al. [70], where it was proved that the dynamics of cold atoms
trapped in optical lattices is described by the Bose–Hubbard Hamiltonian provided that certain conditions are satisfied; shortly after,
the superfluid–to–Mott insulator phase transition characteristic of this Hamiltonian was observed in the laboratory [71]. Since then, the
broad tunability of the lattice parameters, and the increasing ability to trap different kind of particles (like bosonic and fermionic atoms
with arbitrary spin or polar molecules), has allowed theoreticians to propose optical lattices as promising simulators for different types of
generalized Bose–Hubbard and spin models which are in close relation to important condensed–matter phenomena [72, 73, 74]. Recent
experiments have shown that optical lattices can be used to address open problems in physics like, e.g., high–Tc superconductivity [75],
to study phenomena in low dimensions such as the Berezinskii–Kosterlitz–Thouless transition [76], or to implement quantum computation
schemes [77].
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Fig. 4.2: Scheme of our proposed setup. Atoms in state a are trapped in an optical lattice, while atoms in state b are free,
and can thus have any momentum. An external pair of Raman lasers connect the two levels with some detuning
∆. We will show that above some critical value ∆ = ∆c the atoms in state b are able to leave the trap (left), and
behave as the photons emitted in superradiant quantum–optical systems. The case ∆ < ∆c and more quantum–optical
phenomenology can be found in [28].
the harmonic oscillators excited does not show rate enhancement, on the contrary, most excitations remain within the
sample in the steady state, while (ii) the state having all the oscillators in the same coherent state has a superradiant
rate. This predictions have not been observed in the laboratory yet to our knowledge.
4.5.1 The basic idea
The basic setup that we introduce, and that was already presented in [68], is depicted in figure 4.2. Consider a
collection of bosonic atoms with two relevant internal states labeled by a and b (which may correspond to hyperfine
ground–state levels, see for example [72]). Atoms in state a are trapped by a deep optical lattice in which the localized
wavefunction of traps at different lattice sites do not overlap (preventing hopping of atoms between sites), while atoms
in state b are not affected by the lattice, and hence behave as free particles. A pair of lasers forming a Raman scheme
drive the atoms from the trapped state to the free one [72], providing an effective interaction between the two types of
particles. We consider the situation of having non-interacting bosons in the lattice [83], as well as hard–core bosons in
the collisional blockade regime, where only one or zero atoms can be in a given lattice site [84]. In the first regime, the
lattice consists of a collection of harmonic oscillators placed at the nodes of the lattice; in the second regime, two–level
systems replace the harmonic oscillators, the two levels corresponding to the absence or presence of an atom in the
lattice site. Therefore, it is apparent that this system is equivalent to a collection of independent emitters (harmonic
oscillators or atoms) connected only through a common radiation field, the role of this radiation field being played
by the free atoms. This system is therefore the cold–atom analog of the systems which are usually considered in the
quantum description of light–matter interaction, with the difference that the radiated particles are massive, and hence
have a different dispersion relation than that of photons in vacuum.
Let us introduce the model for such system. Our starting point is the Hamiltonian of the system in second quan-
tization [85]. We will denote by |a〉 and |b〉 the trapped and free atomic states, respectively (having internal energies
~ω0a and ~ω
0
b ). Two–body interactions for the trapped atoms are included with the usual contact-like pseudopotential
[74, 83], but we neglect the collisions for the free atoms. The Hamiltonian is then written as Hˆ = Hˆ0 + Hˆa−b, with
Hˆ0 =
∑
j=a,b
∫
d3r Ψˆ†j (r)
(
Hj + ~ω
0
j
)
Ψˆj (r) +
g
2
∫
d3r Ψˆ†2a (r) Ψˆ
2
a (r) , (4.41a)
Hˆa−b = ~Ω
∫
d3r ei(kL·r−ωLt)Ψˆa (r) Ψˆ
†
b (r) + H.c.; (4.41b)
Hˆ0 contains the individual dynamics of the atoms, Hj being the first–quantized motion Hamiltonian of the atom in
the corresponding state, and g = 4π~2as/m, where as is the s–wave scattering length of the trapped atoms (which
have mass m). Hˆa−b contains the Raman coupling between the atomic states, kL = k1 − k2 and ωL = ω1 − ω2 (laser
wave vector and frequency in the following) being the relative wave vector and frequency of the two lasers involved in
the Raman scheme (see figure 4.2), with Ω the corresponding two–photon Rabi frequency.
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For atoms in state |a〉, Ha = −
(
~
2/2m
)∇2 + Vopt (r), where Vopt (r) corresponds to a 3–dimensional optical
lattice with cubic geometry and lattice period d0. We work with ultracold atoms under conditions such that their
wavefunctions can be described by the set of first–band Wannier functions localized around the nodes of the lattice
[72]. The traps of the optical lattice are approximated by isotropic harmonic potentials [72], what allows us to write
the Wannier functions as
w0 (r− rj) = 1
π3/4X
3/2
0
exp
[
− (r− rj)2 /2X20
]
, (4.42)
where rj = d0j is the position of the j ∈ Z3 lattice site (we consider M sites in each orthogonal direction defining the
cubic lattice), and X20 = ~/mω0, being ω0 the frequency of the harmonic trap. The energy associated to these wave
functions is E0 = 3~ω0/2. We will assume that Wannier functions localized at different lattice sites do not overlap,
hence preventing tunneling between sites.
On the other hand, atoms in state |b〉 can move freely in every direction of space according to Hb = −
(
~2/2m
)∇2,
and hence the plane waves ψk (r) = e
ik·r/
√
V , with energy Ek = ~
2k2/2m, are their motion eigenfunctions (V is the
total available volume for the free atoms, which we might take as infinite for calculations).
We consider two opposite regimes for the interaction between trapped atoms. The first limit consists in neglecting
the interactions, which might be accomplished by, e.g., tuning the scattering length with an additional magnetic field
through a Feshbach resonance [83]. Let us expand the quantum fields as
Ψˆa (r) =
∑
j
w0 (r− rj) aˆj and Ψˆb (r) =
∑
k
ψk (r) bˆk, (4.43)
where the operators {aˆj, aˆ†j} and {bˆk, bˆ†k} satisfy canonical bosonic commutation relations, and create or annihilate an
atom at lattice site j and a free atom with momentum k, respectively. Working in the interaction picture defined by
the transformation operator UˆI = exp[Hˆ0t/i~], we get the Hamiltonian
HˆI =
∑
j,k
gk exp[i∆kt− i (k− kL) · rj]aˆjbˆ†k +H.c., (4.44)
with
gk = ~Ω
√
8π3/2X30
V
exp
[
−1
2
X20 (k− kL)2
]
, ∆k =
~k2
2m
−∆, (4.45)
∆ = ωL − (ωb − ωa) being the detuning of the laser frequency respect to the |a〉 ⇋ |b〉 transition (ωa = ω0a + 3ω0/2
and ωb = ω
0
b ).
As for the second limit, we assume that the on–site repulsive atom–atom interaction is the dominant energy scale,
and hence the trapped atoms behave as hard–core bosons in the collisional blockade regime, what prevents the presence
of two atoms in the same lattice site [84]; this means that the spectrum of aˆ†j aˆj can be restricted to the first two states{
|0〉j , |1〉j
}
, having 0 or 1 atoms at site j, and then the boson operators
{
aˆ†j , aˆj
}
can be changed by spin-like ladder
operators
{
σˆ†j , σˆj
}
= {|1〉j〈0|, |0〉j〈1|}. In this second limit the Hamiltonian reads
HˆI =
∑
j,k
gke
i∆kt−i(k−kL)·rj σˆjbˆ
†
k +H.c.. (4.46)
Hamiltonians (4.44) and (4.46) show explicitly how this system mimics the dynamics of collections of harmonic
oscillators or atoms, respectively, interacting with a common radiation field. Note finally that in order to satisfy that
the trapped atoms are within the first Bloch band, it is required that ω0 ≫ ∆,Ω.
We are going to analyze the system by considering the free atoms as an environment for the trapped atoms, similarly
to the optical cavity, in which the external modes act as an environment for the intracavity modes. Following the same
approach as that of Section 4.3, that is, assuming that the environment is in a non-evolving vacuum (Born–Markov
approximation) and tracing out its associated Hilbert space, it is simple [28] to get the following master equation for
the reduced density operator of the trapped atoms
dρˆ
dt
=
∑
j,l
Γj−laˆlρˆaˆ
†
j − Γj−laˆ†j aˆlρˆ+H.c.; (4.47)
a similar equation is obtained for the hard–core bosons but replacing the boson operators by the corresponding spin
operators. Note the similarity between this equation, and the equation of the damped mode inside the cavity (4.30),
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Fig. 4.3: We plot the Markov couplings (real and imaginary parts at left and right, respectively) as a function of the distance
between sites for ∆˜ > 0. We have chosen d0/X0 = 10 and kL = 0, and plotted 4 different values of ξ. It can be
appreciated that this parameter controls the spatial range of the interactions.
their main difference being that now the different modes of the system interact via the Markov couplings
Γj−l = i exp (−ikL · rj−l) Γ0ξ|j− l|
[
1− erf
(
d0
2X0
|j− l|
)
− exp
(
−ν |j− l|
ξ
)]
, (4.48)
where ξ = 1/d0k0 with k0 = X
−1
0
√
2|∆˜|/ω0 measures the ratio between the lattice spacing and the characteristic
wavelength of the radiated atoms, ∆˜ = ∆− 4Ω2/ω0, and ν = 1 (−i) for ∆˜ < 0 (∆˜ > 0). The error function is defined
as erf (x) = (2/
√
π)
∫ x
0 du exp
(−u2). Note that the term ‘1 − erf (d0 |j− l| /2X0)’ is basically zero for j 6= l, and
therefore the ξ parameter dictates the spatial range of the interactions as can be appreciated in figure 4.3. Finally,
Γ0 = 4Ω
2
√
2π|∆˜|/ω30 is the single–emitter decay rate, that is, the rate at which the atoms are emitted by the lattice
when the sites emit independently (see [28] for details).
4.5.2 Superradiant phenomenology
In order to prove that quantum–optical phenomena can be found in this system we now show that the superradiant
phenomenology described at the beginning of the section appears on it. For kL = 0 and ∆˜ > 0, the Markov couplings
are complex in general, and therefore the master equation of the system takes the form
dρˆ
dt
=
1
i~
[
Hˆd, ρˆ
]
+D [ρˆ] , (4.49)
with a dissipation term given by
D [ρˆ] =
∑
j,l
γj−l
(
2aˆlρˆaˆ
†
j − aˆ†j aˆlρˆ− ρˆaˆ†l aˆj
)
, (4.50)
having collective decay rates
γj−l = Re {Γj−l} = Γ0sinc
( |j− l|
ξ
)
, (4.51)
and a reversible term corresponding to inhomogeneous dephasing with Hamiltonian
Hˆd =
∑
j,l
~Λj−laˆ
†
j aˆl, (4.52)
being
Λj−l = Im {Γj−l} = Γ0ξ|j− l|
[
1− erf
(
d0
2X0
|j− l|
)
− cos
( |j− l|
ξ
)]
. (4.53)
The same holds for hard–core bosons but replacing the boson operators by the corresponding spin operators.
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For ξ ≪ 1 the Markov couplings do not connect different lattice sites, that is Γj−l ≃ Γ0δj,l, and the sites emit
independently. On the other hand, when ξ ≫ M the collective decay rates become homogeneous, γj−l ≃ Γ0, and we
enter the Dicke regime. Hence, we expect to observe the superradiant phase–transition in our system by varying the
parameter ξ.
Note that in the Dicke regime the dephasing term cannot be neglected and connects the sites inhomogeneously
with Λj6=l ≃ Γ0ξ/ |j− l|. This term appears in the optical case too, although it was inappropriately neglected in the
original work by Dicke [78] when assuming the dipolar approximation in his initial Hamiltonian, and slightly changes
his original predictions as pointed out in [86, 87] (see also [79]).
In the following we analyze the superradiant behavior of our system by studying the evolution of the total number
of particles in the lattice nT =
∑
j
〈
aˆ†j aˆj
〉
and the rate of emitted atoms
R (t) =
∑
k
d
dt
〈
bˆ†kbˆk
〉
= −n˙T; (4.54)
in the last equality we have used that the total number operator
∑
k bˆ
†
kbˆk +
∑
j aˆ
†
j aˆj is a constant of motion.
Hard–core bosons: Atomic superradiance.
Let us start by analyzing the case of a lattice in an initial Mott phase having one atom per site in the collisional
blockade regime, which is the analog of an ensemble of excited atoms [68]. As explained in the Introduction, Dicke
predicted that superradiance should appear in this system as an enhancement of the emission rate at early times [78],
although this was later proved to happen only if the effective number of interacting emitters exceeds some threshold
value [80, 81, 82]: This is the superradiant phase transition.
In our system, the number of interacting spins is governed by the parameter ξ (see figure 4.3), and the simplest
way to show that the superradiant phase transition appears by varying it, is by evaluating the initial slope of the rate
which can be written as2
d
dt
R
∣∣∣∣
t=0
= −4M3Γ20

1−∑
m6=j
sinc2 (|j−m| /ξ)
M3

 . (4.56)
This expression has a very suggestive form: The term corresponding to the rate associated to independent emitters
is balanced by a collective contribution arising from the interactions between them. In figure 4.4a we show the
dependence of this derivative with ξ for various values of the number of sites M3. It can be appreciated that there
exists a critical value of ξ above which the sign of the derivative is reversed; hence, the rate increases at the initial
time and we expect its maximum to be no longer at t = 0, which is a signature of superradiance.
The time evolution of the rate for a cubic lattice with M3 = 27 sites is shown in figure 4.4b for different values of
ξ. We can appreciate how above some critical ξ value the maximum rate of emission is delayed as expected. In order
to find R(t) we have simulated the evolution equations for the coherences cjl = 〈σˆ†j σˆl〉 and the populations sj =
〈
σˆ3j
〉
,
which we close by using the semiclassical approximation
〈
σˆ†mσˆ
3
j σˆl
〉
=
〈
σˆ†mσˆl
〉 〈
σˆ3j
〉
− 2δjl
〈
σˆ†mσˆl
〉
; they read (4.55)
c˙jl = −4Γ0cjl +
∑
m
Γl−mcjmsl + Γ
∗
j−mcmlsj, (4.57a)
s˙j = −2
∑
l
Γj−lcjl + Γ
∗
j−lclj. (4.57b)
We have checked the validity of these semiclassical equations by comparing them with a direct simulation of the master
equation for small number of sites in 1D and 2D geometries; except for small quantitative deviations, they offer the
same results.
2 Note that the evolution equation of the expectation value of any operator Oˆ can be written as
d
dt
〈
Oˆ (t)
〉
= tr
{
dρˆ
dt
Oˆ
}
= −
∑
m,l
{
Γm−l
〈[
Oˆ, aˆ†m
]
aˆl
〉
+ Γ∗m−l
〈
aˆ†
l
[
aˆm, Oˆ
]〉}
, (4.55)
and similarly the hard–core bosons in terms of the spin ladder operators.
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Fig. 4.4: Collective emission properties for an initial Mott state of hard–core bosons. (a) Time derivative of the rate at t = 0
as a function of the range of the interactions ξ, see (4.56). The values M3 = 8 (solid, blue), 27 (dashed, red), 64
(dashed–dotted, green), and 125 (dotted, yellow) are considered. It can be appreciated that there exists a critical value
of ξ above which the rate is enhanced at the initial times. (b) Rate as a function of time for M3 = 27. The values
ξ = 0.01 (solid), 0.5 (dashed), 1 (dashed–dotted), and 10 (dotted) are considered. As expected from (a), the maximum
of the rate is delayed above some critical ξ value. Note that both the rate and its derivative have been normalized to
the values expected for independent emitters, which are 4M3Γ20 and 2M
3Γ0, respectively.
Non-interacting bosons: Harmonic oscillators superradiance.
Let us analyze now the case of having non-interacting bosons in the lattice, which is equivalent to a collection of
harmonic oscillators as discussed before. In previous works on superradiance this system was studied in parallel to
its atomic counterpart [81], and here we show how our system offers a physical realization of it. We will show that
superradiant effects can be observed in the evolution of the total number of atoms in the lattice, both for initial Mott
and superfluid phases3.
The evolution of the total number of atoms in the lattice is given by –see (4.55)–
n˙T = −2
∑
j,l
γj−lRe
{〈
aˆ†j aˆl
〉}
, (4.59)
and hence depends only on the real part of the Markov couplings. Therefore, we restrict our analysis to the dissipative
term D [ρˆ] of the master equation (4.49).
By diagonalizing the real, symmetric collective decay rates with an orthogonal matrix S such that
∑
jl Spjγj−lSql =
γ¯pδpq, one can find a set of modes
{
cˆp =
∑
j Spjaˆj
}
with definite decay properties. Then, it is completely straight-
forward to show that the total number of atoms can be written as a function of time as
nT (t) =
∑
p
〈
cˆ†pcˆp (0)
〉
exp (−2γ¯pt) . (4.60)
In general, γj−l requires numerical diagonalization. However, in the limiting cases ξ ≪ 1 and ξ ≫M , its spectrum
becomes quite simple. Following the discussion after (4.53), in the ξ ≪ 1 limit γj−l = Γ0δjl is already diagonal and
proportional to the identity. Hence, any orthogonal matrix S defines an equally suited set of modes all decaying with
rate Γ0. Therefore, if the initial number of atoms in the lattice is N , this will evolve as
nT (t) = N exp (−2Γ0t) , (4.61)
3 Let us note that a superfluid state with N excitations distributed over the entire lattice is more easily defined in the discrete Fourier–
transform basis
fˆq =
1
M3/2
∑
j
exp
(
2πi
M
q · j
)
aˆj, (4.58)
with q = (qx, qy, qz) and qx,y,z = 0, 1, 2, ...M − 1, as the state having N excitations in the zero–momentum mode, that is, |SF〉N =
(N !)−1/2 fˆ†N0 |0〉.
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Fig. 4.5: Evolution of the total number of atoms in a lattice having M3 = 27 sites for initial superfluid (a) and Mott (b) phases
with N initial non-interacting atoms. The solid curves correspond to the limits ξ ≪ 1 (grey) and ξ ≫M (dark–blue).
Note how the ‘evaporation time’ is reduced for the initial superfluid state as ξ increases (a). Equivalently, note how
for an initial Mott state the atoms tend to stay in the lattice as ξ increases (b).
irrespective of the particular initial state of the lattice (e.g., Mott or superfluid). The emission rateR = 2Γ0N exp (−2Γ0t),
corresponds to the independent decay of the N atoms as expected in this regime having no interaction between the
emitters.
Let us consider now the opposite limit ξ ≫M ; in this case γj−l = Γ0 ∀ (j, l), and the dissipative term can be written
in terms of the symmetrical discrete Fourier–transform mode only as D [ρˆ] = M3Γ0
(
2fˆ0ρˆfˆ
†
0 − fˆ †0 fˆ0ρˆ− fˆ †0fˆ0ρˆ
)
, see
(4.58). Hence, the discrete Fourier–transform basis diagonalizes the problem, and shows that all the modes have zero
decay rate except the symmetrical one, which has an enhanced rate proportional to the number of emitters. Therefore,
starting with a superfluid state, the N initial atoms will decay exponentially with initial rate NM3Γ0, that is
nT (t) = N exp
(−2M3Γ0t) . (4.62)
On the other hand, if the initial state corresponds to a Mott phase, most of the atoms will remain in the lattice, as
only the component which projects onto the symmetric mode will be emitted; concretely, from (4.60) and (4.58) the
number of atoms in the lattice will evolve for this particular initial state as
nT (t) =
(
N − N
M3
)
+
N
M3
exp
(−2M3Γ0t) . (4.63)
Hence, according to this picture, superradiant collective effects can be observed in our system by two different
means. Calling t0 the time needed to radiate the atoms in the absence of collective effects, one could start with a
superfluid phase and measure this ‘evaporation time’ as a function of ξ; this should go from t0 for ξ ≪ 1, to a much
shorter time t0/M
3 for ξ ≫ M (see figure 4.5a). Alternatively, one could start with a Mott phase, and measure the
number of atoms left in the lattice in the steady state as a function of ξ; in this case, it should go from nT,steady = 0
after a time t0 for ξ ≪ 1, to nT,steady = N −N/M3 after a time t0/M3 for ξ ≫M (see figure 4.5b).
In order to find the evolution of nT we have simulated the equations satisfied by the coherences cjl = 〈aˆ†j aˆl〉, which
read –see (4.55)–
c˙jl = −
∑
m
[
Γl−mcjm + Γ
∗
j−mcml
]
. (4.64)
Note that in this case the equations are closed without the need of a semiclassical approximation, and hence they are
exact. Note that they reproduce the analytic evolution of nT as given by (4.61), (4.63), and (4.62) in the corresponding
limits (see figure 4.5).
Our results connect directly to those found by Agarwal some decades ago [81]. Working with a Dicke-like model,
he showed that if all the oscillators start in the same coherent state |α〉, the initial number of excitations, which in
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that case is given by N =M3 |α|2, decays following (4.62). This is not a coincidence, but rather a consequence that, if
N is large enough, a multi–coherent state of that kind is a good approximation of a superfluid state with that number
of excitations. He also predicted that if the oscillators start in a number state, most of the excitations would remain
in the steady state as follows from (4.63).
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5. DETECTION OF THE OUTPUT FIELD
In the previous chapter we developed a model to study the dynamics of the intracavity modes of an open cavity from
a quantum viewpoint. However, it is the field coming out of the cavity the one which is customarily studied or used
in applications, not the intracavity modes. The first part of this chapter is devoted to relate this output field with the
intracavity field. We then explain the basic detection schemes which are used to characterize this output field, namely
direct photodetection and balanced homodyne detection, which ideally give us access to the intensity (photon number)
and the quadratures of light, respectively. Understanding how the field quadratures are analyzed in real experiments
will allow us to reintroduce squeezing in an experimentally useful manner at the end of the chapter.
5.1 The output field
Using the expression of the vector potential outside the resonator (4.5), we see that the field coming out from the
cavity can be written as
Aˆ
(+)
out (r, t) =
∫ +∞
−∞
dω
√
~
4πcε0ω
εT (ω/c; r⊥, z) bˆ(ω; t) exp (iωz/c) , (5.1)
where the operator bˆ(ω; t) is given by (4.10) in terms of the initial operators bˆ0(ω) and the intracavity mode aˆ. Now,
given that only the frequencies around the cavity resonance contribute to the dynamics as we argued in the previous
chapter, we can replace the slowly varying function of the frequency T (ω/c; r⊥, z) /
√
ω by its value at ωc, arriving to
Aˆ
(+)
out (r, t) =
√
~
4πcε0ωc
εT (kc; r⊥, z)
∫ +∞
−∞
dωbˆ(ω; t) exp (iωz/c) . (5.2)
Introducing the solution (4.10) for bˆ(ω; t) in this equation, we can write the output field as the sum of two terms,
namely, Aˆ
(+)
out (r, t) = Aˆ
(+)
in (r, t) + Aˆ
(+)
source (r, t) with
Aˆ
(+)
in (r, t) =
√
~
4πcε0ωc
εT (kc; r⊥, z)
∫ +∞
−∞
dωbˆ0(ω) exp [−iω(tR − t0)] , (5.3a)
Aˆ(+)source (r, t) =
√
~γ
4π2cε0ωc
εT (kc; r⊥, z)
∫ +∞
−∞
dω
∫ t
0
dt′aˆ(t′) exp [iω(t′ − tR)] , (5.3b)
where we have defined the retarded time tR = t− z/c. Recalling the definition of the input operator (4.11), the first
term can be rewritten as
Aˆ
(+)
in (r, t) = −
√
~
2cε0ωc
εT (kc; r⊥, z) aˆin(tR), (5.4)
and hence it is identified with a contribution coming from the input field driving the cavity. On the other hand,
performing the frequency integral in the source term, we can rewrite it as
Aˆ(+)source (r, t) =


√
~γ
cε0ωc
εT (kc; r⊥, z) aˆ(tR) z < ct√
~γ
4cε0ωc
εT (kc; r⊥, z) aˆ(tR) z = ct
0 z > ct
, (5.5)
which is therefore identified with a contribution of the intracavity field, hence the name “source”. We will always work
in the stationary limit t≫ γ−1, and near the cavity, so that z will always be smaller than ct, what allows us to even
neglect the z/c delay in the retarded time, that is, tR ≃ t (in any case, this doesn’t have any fundamental relevance,
it will just simplify future derivations).
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Fig. 5.1: Schematic representation of Mollow’s ideal single–mode detection.
Hence, defining the output operator
aˆout(t) =
√
2γaˆ(t)− aˆin(t), (5.6)
the output field is finally written as
Aˆ
(+)
out (r, t) =
√
~
2cε0ωc
εT (kc; r⊥, z) aˆout(t). (5.7)
Hence the field coming out from the cavity is a superposition of the intracavity field leaking through the partially
transmitting mirror and the part of the input field which is reflected, just as expected by the classical boundary
conditions at the mirror (see Figure 4.1).
It is interesting for future purposes to generalize this expression to the case of several modes resonating at the
same frequency inside the cavity. The corresponding output field can be written in this case as
Aˆ
(+)
out (r, t) =
√
~
2cε0ωc
∑
σn
εσnTn (kc; r⊥, z) aˆσn,out(t), (5.8)
where each cavity mode with annihilation operator aˆσn is driven by an independent input operator aˆσn,in so that
aˆσn,out(t) =
√
2γσnaˆσn(t)− aˆσn,in(t), (5.9)
being γσn the cavity loss rate for each mode.
In the case of an empty cavity, it is straightforward to prove that this operators satisfy the commutation relations
[aˆσn,out(t), aˆ
†
σ′n′,out(t
′)] = δσσ′δnn′δ(t− t′), (5.10a)
[aˆσn,out(t), aˆσ′n′,out(t
′)] = [aˆ†σn,out(t), aˆ
†
σ′n′,out(t
′)] = 0. (5.10b)
When other intracavity processes are included one has in general to check how this commutation relations are modified.
5.2 Ideal detection: An intuitive picture of photo- and homodyne detection
Photodetection is the most fundamental measurement technique for light. As we shall see with a particular example
(homodyne detection), any other scheme used for measuring different properties of light makes use of photodetection
as a part of it.
This technique is based on the photoelectric effect or variations of it. The idea is that when the light beam that we
want to detect impinges a metallic surface, it is able to release some of the bound electrons of the metal, which are then
collected by an anode. The same happens if light incides on a semiconductor surface, though in this case instead of
becoming free, valence electrons are promoted to the conduction band. The most widely used metallic photodetectors
are known as photo–multiplier tubes, while those based on semiconducting films are the so-called avalanche photo
diodes. In both cases, each photon is able to create one single electron, whose associated current would be equally
difficult to measure by electronic means; for this reason, each photoelectron is accelerated towards a series of metallic
plates at increasing positive voltages, releasing then more electrons which contribute to generate a measurable electric
pulse, the photopulse.
It is customarily said that counting photopulses is equivalent to counting photons, and hence, photodetection is
equivalent to a measurement of the number of photons of the light field. This is a highly idealized situation, valid
only in some limits which are actually not the ones in which we usually work in the field of squeezing. Nevertheless,
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Fig. 5.2: Homodyne detection scheme with ideal photodetectors. When the local oscillator is in a strong coherent state, this
setup gives access to the quadratures of light.
it is interesting to analyze this ideal limit first to gain some intuition about the photodetection process, and this is
what we will do in this section. Using this idealized picture of photodetectors, we will study a detection scheme called
homodyne detection, which will be shown to be equivalent to a measurement of the quadratures of light.
Consider the following model for a perfectly efficient detection scheme. A single–mode field with boson operators
{aˆ, aˆ†} initially in some state ρˆ is kept in continuous interaction with a photodetector during a time interval T . The
intuitive picture of such a scenario is shown in Figure 5.1: A cavity formed by the photodetector itself and an extra
perfectly reflecting mirror contains a single mode. By developing a microscopic model of the detector and its interaction
with the light mode, Mollow was able to show that the probability of generating n photoelectrons (equivalently, the
probability of observing n photopulses) during the time interval T is given by [88]
pn =
〈
:
(
1− e−κT )n aˆ†naˆn
n!
exp
[−(1− e−κT )aˆ†aˆ] :
〉
, (5.11)
where the expectation value has to be evaluated in the initial state ρˆ of the light mode, and κ is some parameter
accounting for the light–detector interaction. Using the operator identity :exp
[−(1− e−λ)aˆ†aˆ]: = exp(−λaˆ†aˆ) [15],
and the help of the number state basis {|n〉}n∈N, it is straightforward to get
pn =
∞∑
m=n
〈n|ρˆ|n〉 m!
n!(m− n)!
(
1− e−κT )n (e−κT )m−n −→
T≫κ−1
〈n|ρˆ|n〉, (5.12)
and hence, for large enough detection times the number of observed pulses follows the statistics of the number of
photons. In other words, this ideal photodetection scheme is equivalent to measuring the number operator aˆ†aˆ as
already commented.
Even though the output of the photodetectors can take only integer values (number of recorded photopulses), they
can be arranged to approximately measure the quadratures of light, which we remind are continuous observables. This
arrangement is called homodyne detection. The basic scheme is shown in Figure 5.2. The mode we want to measure
is mixed in a beam splitter with another mode, called the local oscillator, which is in a coherent state |αLO〉. When
the beam splitter is 50/50 the homodyne scheme is said to be balanced, and the annihilation operators of the modes
leaving its output ports are given by
aˆ± =
1√
2
(aˆ± aˆLO) , (5.13)
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Fig. 5.3: Carmichael’s picture of how the continuous photocurrent is built up from the individual photopulses.
being aˆLO the annihilation operator of the local oscillator mode. These modes are measured with independent pho-
todetectors, and then the corresponding signals are subtracted. Based on the idealized photodetection picture, this
scheme is analogous to a measurement of the photon number difference
NˆD = aˆ
†
+aˆ+ − aˆ†−aˆ− = aˆ†LOaˆ+ aˆLOaˆ†. (5.14)
Taking into account that the local oscillator is in a coherent state with amplitude αLO = |αLO| exp(iϕ), and is not
correlated with our measured mode, it is not difficult to show that the first moments of this operator can be written
as 〈
NˆD
〉
= |αLO|
〈
Xˆϕ
〉
(5.15a)
〈
Nˆ2D
〉
= |αLO|2
[〈
Xˆϕ2
〉
+
〈
aˆ†aˆ
〉
|αLO|2
]
. (5.15b)
Hence, in the strong local oscillator limit |αLO|2 ≫
〈
aˆ†aˆ
〉
, the output signal of the homodyne scheme has the mean
of a quadrature Xˆϕ of the analyzed mode (the one selected by the phase of the local oscillator), as well as its same
quantum statistics.
Even though this picture offers all the basic ingredients that one has to understand about light detection, it is in
a sense far from how light is observed in real experiments. In the following sections we discuss photodetection and
homodyne detection scenarios which are closer to the experimental ones.
5.3 Real photodetection: The photocurrent and its power spectrum
In the detection schemes that we will consider throughout this thesis, the photodetectors will be measuring light beams
with a high flux of photons (for example, in homodyne detection we have seen that the local oscillator is a strong
coherent field). Under these circumstances several photopulses can be created during a time interval comparable to
the width of a single pulse, so that it is not possible to count pulses anymore. Instead, one sees the signal coming
out from the detector basically as a continuous current; it is the goal of this section to model the statistics of this
photocurrent and explain the way in which it is analyzed experimentally.
For simplicity1, let us assume that the pulses generated after the amplification stage of each photoelectron are
square like and have a temporal width τp. This width is equivalent to the time response of the detector, which we will
consider to be instantaneous eventually, that is, τp → 0. As shown in Figure 5.3, the photocurrent j(t) detected at
time t is a superposition of all the pulses generated in the time interval [t− τp, t], that is,
j(t) =
Ge
τp
n(t− τp, t), (5.16)
1 In the next sections we follow closely the treatment of photodetection and homodyne detection proposed by Carmichael [89, 17, 19]
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where e is the electron charge, G is the number of electrons generated in the amplification stage from the initial
photoelectron, and n(t− τp, t) is the number of photoelectrons generated in the interval [t− τp, t]. As shown by Kelley
and Kleiner [90], who generalized the semiclassical formula previously obtained by Mandel [91, 92], for a field such as
the one coming out from a cavity (5.8), the statistics of the number of pulses n(t−τp, t) are dictated by the distribution
[20]
pn(t− τp, t) =
〈
:
Jˆn(t, τp) exp
[
−Jˆ(t, τp)
]
n!
:
〉
, (5.17)
where “: :” must be understood from now on as normal order and time order (time increases to the right for products
of creation operators and to the right for products of annihilation operators), and we have defined the photocurrent
operator
Jˆ(t, τp) = η
2cε0ωc
~
∫ t
t−τp
dt′
∫
R2
d2r⊥Aˆ
(−)
out (r⊥, zd, t
′) Aˆ
(+)
out (r⊥, zd, t
′) ≃ ητp
∑
σn
nˆσn,out(t), (5.18)
being nˆσn,out = aˆ
†
σn,outaˆσn,out, η ∈ [0, 1] the photon–photoelectron conversion factor, and zd the longitudinal position
of the photodetector. In loose terms, the operator nˆσn,out ‘counts’ the total number of output photons detected during
the time that a photopulse lasts. Note that we have assumed that the transverse size of the detector is larger than the
transverse thickness of the output beam, and the last equality follows from assuming that nˆσn,out(t) doesn’t change
too much in the brief interval [t− τp, t].
Let us evaluate the mean and the second factorial moment of the number of pulses n(t− τp, t):
n(t− τp, t) =
∞∑
n=0
npn(t− τp, t) =
〈
: Jˆ(t, τp)
∞∑
n=1
Jˆn−1(t, τp)
(n− 1)! e
−Jˆ(t,τp) :
〉
=
〈
: Jˆ(t, τp) :
〉
(5.19a)
n(t− τp, t) [n(t− τp, t)− 1] =
∞∑
n=0
n(n− 1)pn(t− τp, t) =
〈
: Jˆ2(t, τp)
∞∑
n=2
Jˆn−2(t, τp)
(n− 2)! e
−Jˆ(t,τp) :
〉
=
〈
: Jˆ2(t, τp) :
〉
,
(5.19b)
where we use the overbar to stress the difference between quantum averages and averages concerning the random electric
signal coming out from the experiment. These expressions allow us to write the first moments of the photocurrent as
j(t) =
Ge
τp
〈
: Jˆ(t, τp) :
〉
= ηGe
∑
σn
〈nˆσn,out(t)〉 (5.20a)
j2(t) =
G2e2
τ2p
[〈
: Jˆ2(t, τp) :
〉
+
〈
: Jˆ(t, τp) :
〉]
(5.20b)
= η2G2e2
[ ∑
σσ′nn′
〈
aˆ†σn,outaˆ
†
σ′n′,outaˆσn,outaˆσ′n′,out(t)
〉
+
1
ητp
∑
σn
〈nˆσn,out(t)〉
]
,
Note that any mode in a vacuum state does not contribute to the statistics of the photocurrent. This is due to the
normal ordering appearing in pn(t− τp, t).
To gain some insight, consider the output of an empty single–mode cavity in the stationary limit, which can be
obtained from (5.6), with aˆ(t) given by (4.19) and the input operator aˆin(t) satisfying〈
aˆ†in(t1)aˆ
†
in(t2)...aˆ
†
in(tj)aˆin(t
′
1)aˆin(t
′
2)...aˆin(t
′
l)
〉
= 0 ∀(j, l), (5.21)
because the external modes are assumed to be in vacuum initially. This property allows us to relate moments of the
output operators with intracavity moments in a very simple way:〈
aˆ†out(t1)aˆ
†
out(t2)...aˆ
†
out(tj)aˆout(t
′
1)aˆout(t
′
2)...aˆout(t
′
l)
〉
= (2γ)(j+l)/2
〈
aˆ†(t1)aˆ
†(t2)...aˆ
†(tj)aˆ(t
′
1)aˆ(t
′
2)...aˆ(t
′
l)
〉 ∀(j, l)
(5.22)
Then, in terms of the intracavity operators, the photocurrent moments can be written as
j(t) = 2γηGe 〈nˆ(t)〉 = 2πηGe|E|2 γ/π
γ2 + (ωc − ωL)2 ≡ j0 (5.23a)
j2(t) = 4γ2η2G2e2
〈
nˆ2(t)
〉
+
2γηG2e2
τp
(1 − 2γητp) 〈nˆ(t)〉 , (5.23b)
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Fig. 5.4: Mean of the photocurrent measured for a single–mode field coming out from an empty cavity as a function of the
frequency of the laser which drives it. Maximum transmission is obtained when the laser is tuned to the cavity
resonance.
where nˆ = aˆ†aˆ is the number operator for the photons inside the cavity. The mean of the photocurrent is proportional
to the mean of the number of photons inside the cavity, similarly to the idealized photodetection description discussed
in the previous section. However, the second moment of the photocurrent is not directly proportional to the second
moment of nˆ, it has a deviation proportional to the mean, that is, an additional Poissonian contribution which shows
that the photocurrent signal is affected by extra noise, and hence does not offer 100% truthful information about the
intracavity number fluctuations. The situation is even more subtle as we show now.
Note that as a function of the frequency ωL of the laser which ‘scans’ the cavity, the mean photocurrent (or the
mean intracavity photon number) is a Lorentzian of width γ centered at the cavity resonance ωc (see Figure 5.4),
which read in reverse shows that only external modes within the interval [ωc−γ, ωc+γ] can be excited as we explained
in the previous chapter. However, the variance associated to this photocurrent can be written as
V [j(t)] = j2(t)− j(t)2 = Ge
τp
j0, (5.24)
showing that the noise in the photocurrent dominates the output signal when the photodetector has a fast response,
that is, τp → 0. Hence, instantaneous photocurrent signals cannot be usually studied in experiments. Instead, one
studies the power spectrum of the photocurrent, which can be obtained at real time by introducing the electric signal
coming out from the photodetector into a spectrum analyzer. The scheme of a spectrum analyzer is shown in Figure
5.5; the mean of the new output signal is then
P (Ω) =
1
T
[∫ T
0
dtj(t) cosΩt
]2
+
[∫ T
0
dtj(t) sinΩt
]2
, (5.25)
which can be easily rewritten as
P (Ω) =
1
T
∫ T
0
dt
∫ T
0
dt′ cos [Ω(t− t′)] j(t)j(t′), (5.26)
in terms of the two–time correlation function of the photocurrent. When this correlation depends solely on the time
difference |t− t′|, that is, when j(t)j(t′) = J (|t− t′|), this expression can be simplified even further as
P (Ω) =
∫ +∞
−∞
dτJ (|τ |)e−iΩτ , (5.27)
in the T →∞ limit. In such case we say that j(t) corresponds to a stationary process [20].
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Fig. 5.5: Schematic representation of the action of a spectrum analyzer onto an incoming electric current. After dividing it and
multiply the separated currents by a sine and a cosine oscillating at frequency Ω, the signals are accumulated during
a time T (detection time); the squares of these quantities (normalized to T ) are added, finally building the spectral
signal p(Ω).
Using similar techniques as in the previous derivations, it is lengthy but simple to show that the correlation function
of the photocurrent can be written in terms of the photocurrent operator as
j(t)j(t′) =
G2e2
τ2p
[〈
: Jˆ(t, τp)Jˆ(t
′, τp) :
〉
+H(τp − |t′ − t|)
〈
: Jˆ(min{t, t′}, τp − |t′ − t|) :
〉]
(5.28)
where
H(x) =
{
1 x > 0
0 x ≤ 0 , (5.29)
is a step function. Particularizing this expression for the empty single–mode cavity in the stationary limit, it is
straightforward to show that its associated power spectrum reads
P (Ω) = 2πj0
2
[
δ(Ω) +
Ge
2π
j0
2
]
, (5.30)
where we have assumed a large detection time and a fast time response of the photodetector, that is, T → ∞ and
τp → 0. This shows that the massive noise masking the signal j(t) at all times is concentrated in frequency space at
Ω = 0. For any other frequency (technically for Ω≫ T−1) the power spectrum is finite.
5.4 Real homodyne detection: Squeezing and the noise spectrum
Now that we understand how to treat the signal coming out of a real photodetector, we can analyze as well the signal
coming out from a homodyne detection scheme as is usually done in experiments. This will allow us to introduce
squeezing in a manner which is useful for experimental matters through the so–called squeezing spectrum.
The situation is depicted in Figure 5.6. Our output multi–mode field (5.8) is mixed in a 50/50 beam splitter with
a local oscillator field coming out from a laser whose central frequency ωLO is close to ωc, and is assumed to emit in
a well defined mode with polarization εΛ and transverse profile TΛ(kc; r⊥, z), that is,
Aˆ
(+)
LO (r, t) =
√
~
2cε0ωc
εΛTΛ (kc; r⊥, z) aˆLO(t); (5.31)
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Fig. 5.6: Balanced homodyne detection scheme. The idea is exactly as in Figure 5.2, but now the setup is analyzed for a field
coming out from a cavity, and considering the realistic picture of photodetection introduced in the previous section.
the state of this laser field is modelled as a stationary coherent state, and hence its associated output operator aˆLO(t)
satisfies〈
aˆ†LO(t1)aˆ
†
LO(t2)...aˆ
†
LO(tj)aˆLO(t
′
1)aˆLO(t
′
2)...aˆLO(t
′
l)
〉
= eiωLO(t1+t2+...+tj−t
′
1−t
′
2−...−t
′
l)α∗jLOα
l
LO ∀(j, l), (5.32)
where we will write αLO = |αLO| exp(iϕ).
On the other hand, the fields coming out from the beam splitter Aˆ
(+)
± =
[
Aˆ
(+)
out ± Aˆ(+)LO
]
/
√
2 can be written as
Aˆ
(+)
± (r, t) =
√
~
2cε0ωc

 1√2εΛTΛ (kc; r⊥, z) [aˆΛ,out(t) + aˆLO(t)] +
∑
σn 6=Λ
εσnTn (kc; r⊥, z) aˆσn,out(t)

 . (5.33)
The photodetectors PD± are statistically independent, and hence, based on the previous section, the probability of
observing n+ and n− photopulses in the time intervals [t+ − τp, t+] and [t− − τp, t−], respectively, is given by
p(n+, t+ − τp, t+;n−, t− − τp, t−) = pn+(t+ − τp, t+)pn−(t− − τp, t−), (5.34)
where the photocurrent operators associated to the photodetectors can be written as
Jˆ±(t, τp) =
ητp
2

nˆLO(t) + nˆΛ,out(t)± χˆ(t) + 2 ∑
σn 6=Λ
nˆσn,out(t)

 , (5.35)
and we have defined the operator
χˆ(t) = aˆ†LO(t)aˆΛ,out(t) + aˆLO(t)aˆ
†
Λ,out(t). (5.36)
Note that the mean and two–time correlation functions of this operator are proportional to the ones of the output
quadrature operator selected by the local oscillator
Xˆϕ−ωLOtΛ,out (t) = e
−iϕ+iωLOtaˆΛ,out(t) + e
iϕ−iωLOtaˆ†Λ,out(t), (5.37)
that is,
〈χˆ(t)〉 = |αLO|〈Xˆϕ−ωLOtΛ,out (t)〉 (5.38a)
〈χˆ(t)χˆ(t′)〉 = |αLO|2〈Xˆϕ−ωLOtΛ,out (t)Xˆϕ−ωLOt
′
Λ,out (t
′)〉. (5.38b)
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The fast optical oscillations of the aˆΛ,out(t) operator are canceled by the rapidly oscillating function exp(iωLOt) added
by the local oscillator. In order to simplify the derivations, it is then customary to move to an interaction picture
defined by the transformation operator Uˆ0 = exp[Hˆ0t/i~] with
Hˆ0 =
∑
σn
~ωLO
[
aˆ†σnaˆσn +
∫ +∞
−∞
dωbˆ†σn(ω)bˆσn(ω)
]
, (5.39)
so that
Uˆ †0 Xˆ
ϕ−ωLOt
Λ,out Uˆ0 = Xˆ
ϕ
Λ,out, (5.40)
that is, the fast linear variation of the quadrature’s phase is removed. From now on, we assume to work in this picture,
that is, quantum expectation values are to be taken with the interaction picture state ρˆI(t) = Uˆ
†
0 ρˆ(t)Uˆ0. We shall see
how useful this picture is in the next chapter, when analyzing the squeezing properties of optical parametric oscillators.
It is not difficult to prove that in the strong local oscillator regime, the difference photocurrent jD(t) = j+(t)−j−(t)
carries information about the χˆ(t) operator only; any other possible contribution to this photocurrent is balanced out
thanks to the 50/50 beam splitter. To this aim we evaluate the first moments of the difference photocurrent, which,
given the statistical independency of the photodetectors, can be written in terms of the moments of j±(t) as
jD(t) = j+(t)− j−(t) and j2D(t) = j2+(t) + j2−(t)− 2j+(t)× j−(t). (5.41)
Making use of the relation (5.20) between the moments of j±(t) and the quantum expectation values of their corre-
sponding photocurrent operators (5.35), it is straightforward to show after some algebra that the mean and variance
of the difference photocurrent are given by
jD(t) = ηGe|αLO|
〈
XˆϕΛ,out
〉
, (5.42a)
V [jD(t)] =
η2G2e2|αLO|2
τp
(
1 +
∑
σn
〈nˆσn,out〉
|αLO|2
)
+ η3G2e2|αLO|2
[〈
:
(
δXˆϕΛ,out
)2
:
〉
+
∑
σn
〈
: δnˆ2σn,out :
〉
|αLO|2
]
, (5.42b)
where we remind that we make use of the notation δBˆ = Bˆ − 〈Bˆ〉. Taking the strong local oscillator limit
|αLO|2 ≫
{〈nˆσn,out〉 , 〈: δnˆ2σn,out :〉} ∀(σn), (5.43)
the variance of the difference photocurrent is written as
V [jD(t)] = η
2G2e2|αLO|2
{
1
τp
+ η〈: [δXˆϕΛ,out(t)]2 :〉
}
. (5.44)
Expression (5.42a) shows that the mean of jD(t) carries information about the quadrature of the mode selected by
the local oscillator, but similarly to the direct detection case, in the fast response limit τp → 0 this signal is masked
by massive noise at all times.
Hence, also in homodyne detection one is forced to consider the power spectrum of the difference photocurrent.
As there are no contributions from any of the modes with (σ,n) 6= Λ, we will remove the local oscillator mode index
Λ from now on. Using again the statistical independency of the signals coming out from the photodetectors PD±, one
can write the two–time correlation function of jD(t) as
jD(t)jD(t′) = j+(t)j+(t′) + j−(t)j−(t′)− j+(t)× j−(t′)− j+(t′)× j−(t). (5.45)
Using now the general expression (5.28) for the two–time correlation function of a photocurrent, it is lengthy but
trivial to arrive to the following expression for the power spectrum of jD(t)
PD(Ω) =
1
T
∫ T
0
dt
∫ T
0
dt′ cos [Ω(t− t′)] jD(t)jD(t′) = Pshot + P (Ω), (5.46)
being
Pshot = ηG
2e2|αLO|2, (5.47)
a contribution to the spectrum which does not depend either on the state of the system or in the frequency (the
so-called shot noise contribution), and
P (Ω) =
η2G2e2
T
∫ T
0
dt
∫ T
0
dt′ cos [Ω(t− t′)]
〈
: δXˆϕout(t)δXˆ
ϕ
out(t
′) :
〉
(5.48)
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a contribution which does depend on these.
It is customary to define a normalized version of this quantity called the noise spectrum
V out(Xˆϕ; Ω) =
PD(Ω)
Pshot
= 1+ Sout(Xˆϕ; Ω) (5.49)
where
Sout
(
Xˆϕ; Ω
)
=
η
T
∫ T
0
dt
∫ T
0
dt′ cos [Ω(t− t′)] 〈: δXˆϕout(t)δXˆϕout(t′) :〉, (5.50)
is the so-called squeezing spectrum, which, when 〈: δXˆϕout(t)δXˆϕout(t′) :〉 depends only on |t− t′|, that is, for stationary
states, can be written as
Sout
(
Xˆϕ; Ω
)
= η
∫ +∞
−∞
dt′〈: δXˆϕout(t)δXˆϕout(t+ t′) :〉e−iΩt
′
. (5.51)
Accordingly, we will call noise frequency to Ω, which needs not to be confused with the optical frequencies.
Note that the multi–time moments of the output operators still satisfy (5.22), and hence, in terms of the quadratures
of the intracavity mode the squeezing spectrum reads
Sout(Xˆϕ; Ω) =
2γη
T
∫ T
0
dt
∫ T
0
dt′ cos [Ω(t− t′)] 〈: δXˆϕ(t)δXˆϕ(t′) :〉, (5.52)
and similarly for the stationary expression. Hence, knowing the state of the intracavity mode, we can evaluate the
noise spectrum measured for the field coming out from the cavity. In the upcoming chapters we will assume unit
conversion efficiency2, that is, η = 1.
In Chapter 2 we introduced squeezed states of a single harmonic oscillator as those in which one of its quadratures
had an uncertainty below that of vacuum or a coherent state. However, we have seen that this simple intuitive object
(the uncertainty of a single–mode quadrature) is not the relevant quantity in real experiments designed to measure
the quadratures of light, and hence we need to come back a little bit and redefine the concept of squeezing in a way
which is interesting from the experimental point of view.
To this aim, let us proceed similarly to how we did in Chapter 2. Consider a quasiperiodic modulation of frequency
Ωsignal encoded in some quadrature of a cavity mode. It is to be expected that such modulation will appear in
the noise spectrum of the corresponding output mode as a peak centered at the Ω = Ωsignal. The problem is that
if this modulation is very small, the corresponding peak in the spectrum can be disguised by the basal shot noise
contribution, and it will be impossible to observe it. This is indeed the case when the state of the light mode is
coherent (like vacuum), as then the squeezing spectrum is zero for any quadrature and at any noise frequency, so that
the noise spectrum has only the flat V out(Xˆϕ; Ω) = 1 shot noise contribution. We can then define squeezed states
of light in an experimentally useful manner as those states in which V out(Xˆϕ; Ω) < 1 for some quadrature and some
frequency.
It is not difficult to show that the noise spectra associated to two orthogonal quadratures satisfy the Heisenberg
uncertainty relation
V out(Xˆϕ; Ω)V out(Xˆϕ+π/2; Ω) ≥ 1. (5.53)
Hence, if the shot noise contribution is balanced out for some quadrature, it will be increased accordingly for its
orthogonal quadrature, similarly to what happened with the uncertainty of single–mode quadratures in the discussion
of Chapter 2.
2 Real experiments are not that far from this situation, arriving to efficiencies above 90%.
6. QUANTUM DESCRIPTION AND BASIC PROPERTIES
OF OPTICAL PARAMETRIC OSCILLATORS
In the previous chapters we have developed the basic tools which allow us to study within the quantum formalism the
light generated in optical cavities. It is now time to apply these to a specific system, optical parametric oscillators,
which will be shown to be ideal candidates for the generation of squeezed and entangled light.
Such systems belong to the class of so-called nonlinear optical cavities, that is, resonators containing a nonlinear
optical medium. For this reason, the first section of the chapter contains a brief introduction to the optics of dielectric
media, with special emphasis on nonlinear uniaxial crystals and the three–wave mixing processes that occur inside
them. We then introduce the model for optical parametric oscillators that will be used all along this thesis, and study
the quantum properties of the light generated by them in different regimes.
6.1 Dielectric media and nonlinear optics
Roughly speaking [65, 67], from the point of view of their electromagnetic properties most materials fit either into
the class of conductors or the class of dielectrics. A conducting material has charges which are free to move through
it, and hence the application of an electromagnetic field can induce an electric current on it. On the other hand,
in dielectric media every charge is strongly bounded to one specific atom or molecule fixed in some position of the
material, and hence these can be seen as insulators. However, when an electromagnetic field is applied to a dielectric,
the electron cloud surrounding each nucleus can be slightly displaced, what means that the center of mass of the
positive and negative charge distributions of the atoms or molecules get slightly separated, and then the medium
acquires a polarization, that is, a dipole moment per unit volume. In this section we briefly introduce the description
of the electromagnetic field in such media from a classical viewpoint. We will work only with dielectrics which are
sensitive to the electric field, but not to the magnetic field.
In principle, in order to describe the effects appearing in the field when propagating in the dielectric material
one needs to develop a microscopic model for the medium, introduce it in the inhomogeneous Maxwell’s equations
via a charge distribution ρ(r, t) and a current distribution j(r, t), and then solve the resulting field–medium coupled
equations. However, for the type of media we will work with and for weak enough electromagnetic fields, one can
assume that the polarization P (r, t) acquired by the medium is a low order polynomial of the applied electric field,
say1
Pj (r, t) = ε0χ
(1)
jk Ek (r, t) + ε0χ
(2)
jklEk (r, t)El (r, t) + ..., (6.1)
so that the medium can be treated as a non-dynamical system whose information is all contained the←→χ (n) coefficients
(tensors of order n + 1 technically2), called the n–order susceptibilities. In such circumstances one can define a
displacement field
D (r, t) = ε0E (r, t) +P (r, t) , (6.2)
and replace the inhomogeneous Maxwell’s equations in vacuum (3.2) by the so-called macroscopic Maxwell’s equations
[65, 67]
∇ ·D = 0 and ∇×B = µ0∂tD. (6.3)
Note that we assume to work with homogeneous media, as the susceptibilities are independent of the position vector.
Moreover, it is simple to show that materials with an inversion symmetry have null second–order susceptibility. These
include any isotropic medium, as well as 11 of the 32 classes of crystals [93], whose lowest-order nonlinear susceptibility
is then ←→χ (3).
In the following we discuss the effects of the linear and quadratic polarizations separately.
1 To lighten the notation of the sections to come, we use the convention that summation over repeated indices is understood.
2 In the following, we denote a tensor of order k with components Tj1j2...jk by
←→
T .
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6.1.1 Linear dielectrics and the refractive index
Let us consider only the linear term in the polarization (6.1), and define the permittivity tensor
←→ε = ε0(1 +←→χ (1)). (6.4)
As in vacuum, Maxwell’s equations can be highly simplified with the help of the scalar and vector potentials (3.4).
Choosing now the gauge condition ∇←→ε A = 0, it is simple to prove that we can still select φ = 0, and that the vector
potential satisfies the modified wave equation [
∇
2 − (µ0←→ε )∂2t
]
A = 0, (6.5)
where we have neglected a ∇ (∇ ·A) term, what can be safely done within the paraxial approximation as is easily
proved.
When the medium is isotropic we have ←→χ (1) = χ(1)←→I , being ←→I the identity matrix and χ(1) ≥ 0, and hence we
recover the wave equation that we introduced in (3.68),[
c2
n2
∇
2 − ∂2t
]
A = 0, (6.6)
being n =
√
1 + χ(1) the so called refractive index of the medium. Note that the speed of the waves is no longer c but
c/n, and hence, light slows down in a dielectric medium.
As this thesis will focus on second–order nonlinearities, we won’t be working with isotropic media though; we
will consider instead dielectric crystals having an intrinsic coordinate system defined by the orthonormal triad of real
vectors {ee, eo, e′o} in which the linear susceptibility tensor takes the diagonal form
←→χ (1) =

 χe 0 00 χo 0
0 0 χo

 ; (6.7)
such birefringent crystals are called uniaxial because the refractive index is ne =
√
1 + χe along the extraordinary
direction ee, while it is no =
√
1 + χo along the ordinary directions {eo, e′o} [93]. In the following, we will assume
that the orientation of the crystal is always such that one of the ordinary axes coincides with the z–axis, say e′o ≡ ez,
so that the extraordinary and ordinary linear polarization components of the field propagating along the z–axis feel
different refractive indices inside the crystal. To see this, just note that writing the vector potential as
A (r, t) = Ae (r, t) ee +Ao (r, t) eo, (6.8)
the components Aj (r, t) satisfy the wave equations[
c2
n2e
∇
2 − ∂2t
]
Ae = 0, and
[
c2
n2o
∇
2 − ∂2t
]
Ao = 0, (6.9)
according to (6.5)3.
An important property of dielectric materials is called dispersion. To see what this is, note that when writing (6.1)
we have assumed that the response of the medium to the electric field is instantaneous. Specially in the case of the
linear term, this assumption is wrong for most materials, and one has to write more generally
Pj (r, t) = ε0
∫ ∞
0
dτχ
(1)
jk (τ)Ek (r, t− τ) , (6.10)
where the temporal shape of the first–order susceptibility determines exactly how the polarization at a given time
depends on the history of the electric field. Defining a spectral decomposition for a general vector field F (r, t) as4
F˜ (r, t) =
∫ +∞
−∞
dωF˜ (r, ω) exp(−iωt), (6.11)
3 Note that when quantizing the electromagnetic field in Chapter 2 we have assumed the dielectric slab inside the cavity to be isotropic.
The procedure there showed is naturally generalized to the case of working with an uniaxial medium: One just needs to take the two
allowed polarization vectors {εσqn}σ=1,2 along the ordinary and extraordinary directions for all the modes, and replace the refractive
indices accompanying those components of the fields by the corresponding ones.
4 We choose to introduce the results of this section and the next one in terms of continuous spectral decompositions just because the
notation is more compact. Exactly the same expressions apply when only a discrete set of frequencies exists for the fields, as happens
inside an optical cavity.
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with F (r,−ω) = F∗ (r, ω), one can write the previous expression as
P˜j (r, ω) = ε0χ
(1)
jk (ω;ω)E˜k (r, ω) , (6.12)
where
χ
(1)
jk (ω;ω) =
∫ ∞
0
dτχ
(1)
jk (τ) exp(−iωτ). (6.13)
Hence, a non-instantaneous response of the medium is translated into a frequency dependence of the refractive index,
which is the phenomenon known as dispersion. Note that while ←→χ (1)(τ) is real,←→χ (1)(ω;ω) can be complex, although
it has to satisfy ←→χ (1)(−ω;−ω) = [←→χ (1)(ω;ω)]∗ because of the reality of the fields. In this thesis we will ignore any
light absorption by the dielectric medium; under such circumstances one can prove that the χ
(1)
jk (ω;ω) coefficients are
real, and furthermore, that the refractive index is a monotonically increasing function of the frequency [93] (what is
known as normal dispersion).
It is interesting to analyze how the anisotropy and dispersion of the crystal affects the structure of the resonances
inside an optical cavity. In Figure 6.1 we show the longitudinal resonances associated to a given transverse mode
polarized along ee or eo. As we showed in Section 3.4.3, without considering anisotropy or dispersion effects, the longi-
tudinal modes are separated by the free spectral range ΩFSR, being this the same for every polarization (Figure 6.1a).
An uniaxic crystal introduces different refractive indices for the ordinary and extraordinary polarization components
of the field; accordingly, the free spectral range associated to modes polarized along the ordinary and extraordinary
directions will no longer be same, as it is inversely proportional to the optical length and hence to the refractive
index (Figure 6.1b). On the other hand, the normal dispersion of the crystal makes the refractive index increase with
frequency, and hence, the free spectral range will decrease as the frequency increases (Figure 6.1c). Nevertheless, this
last effect can be compensated for when needed by adding further dispersive elements inside the cavity such as prisms.
6.1.2 Second order nonlinear dielectrics and frequency conversion
In a sense, the linear term of the polarization contributes to the dynamics of the field in a trivial way: It just modifies
the speed of the electromagnetic waves propagating inside it. We are going to show now that, on the other hand, the
nonlinear terms of the polarization induce nontrivial phenomena such as the excitation of frequencies not present in
the field prior to its interaction with the dielectric [93]. In this thesis we are concerned only with second–order effects,
and hence, we will forget about nonlinear terms other than
ε0χ
(2)
jklEk (r, t)El (r, t) ≡ P (2)j (r, t) , (6.14)
in (6.1). In the following we will simply denote P(2) (r, t) and ←→χ (2) by nonlinear polarization and nonlinear suscep-
tibility tensor, respectively, as no other nonlinear contribution will ever appear. Again, this expression assumes an
instantaneous response of the medium, and it must be generalized as
P
(2)
j (r, t) = ε0
∫ ∞
0
dτ1
∫ ∞
0
dτ1χ
(2)
jkl(τ1, τ2)Ek (r, t− τ1)El (r, t− τ2) , (6.15)
or in frequency space as
P˜
(2)
j (r, ω) = ε0
∫ +∞
−∞
dω1
∫ +∞
−∞
dω2χ
(2)
jkl(ω;ω1, ω2)E˜k (r, ω1) E˜l (r, ω2) , (6.16)
where we have defined
χ
(2)
jkl(ω;ω1, ω2) = δ(ω − ω1 − ω2)
∫ ∞
0
dτ
∫ ∞
0
dτ ′χ
(2)
jkl(τ, τ
′) exp [i (ω1τ1 + ω2τ2)] . (6.17)
Because of the delta–function, this expression states that the ω frequency component of the nonlinear polarization
receives contributions from any pair (ω1, ω2) of frequency components of the electric field satisfying ω1 + ω2 = ω; this
delta–function in ←→χ (2)(ω;ω1, ω2) appears even in the instantaneous case (6.14), and hence it is not a consequence of
the dependence of P(2) (r, t) on the history of the electric field. Actually, the effect that this has on ←→χ (2) is that, for
example, given two pairs (ω1, ω2) and (Ω1,Ω2) satisfying ω = ω1 + ω2 = Ω1 +Ω2, one has in general
χ
(2)
jkl(ω;ω1, ω2) 6= χ(2)jkl(ω; Ω1,Ω2), (6.18)
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Fig. 6.1: Longitudinal resonances of a given transverse mode inside an optical cavity. (a) Without taking into account anisotropy
and dispersion, the separation between resonances is given by ΩFSR for any polarization of the modes. (b) The
birefringence of the crystal introduces different refractive indices for the ordinary and extraordinary polarization
components, and therefore these have no longer the same free spectral range. (c) The normal dispersion of the crystal
introduces further corrections; in particular it increases the optical length of the cavity as frequency increases, making
the free spectral range decrease accordingly, that is, Ωj > Ω
′
j > Ω
′′
j > Ω
′′′
j > ... (j = e, o).
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which is the generalization of the linear dispersion that we introduced in the previous section. We note, however, that
this nonlinear dispersion is not as relevant as the normal dispersion appearing in the linear case, and one can safely
ignore it within a fairly broad spectral region [94].
Similarly to the linear susceptibility, ←→χ (2)(ω;ω1, ω2) might be complex, although it also has to satisfy
←→χ (2)(−ω;−ω1,−ω2) = [←→χ (2)(ω;ω1, ω2)]∗. (6.19)
In any case, when absorption is neglected it can be proved to be real [93]. A number of general properties of the
χ
(2)
jkl(ω;ω1, ω2) coefficients upon permutation of its Cartesian or frequency arguments can also be proved [93]. For the
case of a lossless medium that we will consider, the most general of these is the one called full permutation symmetry,
which states that χ
(2)
jkl(ω;ω1, ω2) is left unchanged upon permutation of two frequency arguments, as long as the
Cartesian indices are permuted accordingly, that is,
χ
(2)
jkl(ω;ω1, ω2) = χ
(2)
jlk(ω;ω2, ω1) = χ
(2)
lkj(ω2;ω1,−ω) = ...; (6.20)
these relations will be useful in the next section.
It is time now to see how the phenomenon of frequency conversion appears. To this aim, let us build now the wave
equation satisfied by the electric field, which is easily found to be[
∇
2 − µ0←→ε ∂2t
]
E (r, t) = −µ0∂2tP(2) (r, t) , (6.21)
from the “rotational Maxwell’s equations” (the equations involving ∇ × E and ∇ × B). Imagine that we introduce
a wave of frequency ω0 in the medium. As we have shown, this wave induces a nonlinear polarization P
(2)
j (r, 2ω0) =
ε0χ
(2)
jkl(2ω0;ω0, ω0)Ek (r, ω0)El (r, ω0) in the medium oscillating at frequency 2ω0, and hence the wave equation for
the field component oscillating at that frequency will be
[
∇
2 + 4ω20µ0
←→ε ]Ej (r, 2ω0) = 4ω20µ0P˜ (2)j (r, 2ω0) ; (6.22)
this clearly shows that P˜(2) (r, 2ω0) acts as a source for a new wave which will oscillate at frequency 2ω0. This
phenomenon is known as second harmonic generation. It is a particular case of the phenomenon known as frequency
sum generation, in which the wave oscillating at frequency 2ω0 is generated from two waves of frequencies ω1 and ω2
satisfying ω1 + ω2 = 2ω0. All these effects are known as up–conversion, as the generated wave has a frequency larger
than the initial ones.
One can think about the opposite kind of process, down–conversion, in which a wave of frequency ω0 is generated
from an initial wave oscillating at frequency 2ω0. Note however, that this process is mediated by the nonlinear
polarization term P˜
(2)
j (r, ω0) = ε0χ
(2)
jkl(ω0; 2ω0,−ω0)E˜k (r, 2ω0) E˜∗l (r, ω0), which is zero if the ω0 wave E˜ (r, ω0) is
zero initially. Hence, the phenomenon of down–conversion cannot happen without some kind of initial seed. When
this initial seed is not an externally injected wave, but rather some initial fluctuations in the system (e.g., some small
amount of thermal photons), the process is known as spontaneous parametric down–conversion (the term “parametric”
has a rather obscure origin that we won’t worry about).
In general, the down–conversion process might not be frequency degenerate, and hence two waves oscillating at
frequencies ω1 and ω2 are spontaneously generated from the initial wave of frequency 2ω0 = ω1 + ω2. In a down–
conversion context, it is customary to call signal and idler to these two waves5, and pump to the 2ω0 wave. We will
stick with this nomenclature, as most of the thesis (and certainly this chapter) deals with down–conversion processes.
As we will see when we develop their quantum theory, all this processes (collectively known as three–wave mixing
processes) can be intuitively understood as a conversion of a pair of photons of frequencies {ωs, ωi} into one photon of
frequency ωp = ωs+ωi, or vice versa. The dielectric medium acts just as a host, it doesn’t take any active involvement
in the conversion process; hence, the energy and momentum of the photons must be conserved. Conservation of the
energy is granted by the delta–function appearing in (6.17). On the other hand, conservation of the linear momentum
requires one further condition, namely
npkp = nsks + niki, (6.23)
being nj the refractive index of the medium for the corresponding wave and kj = ωj/c its wave vector (in the following
we assume that the three waves propagate in the same direction, what is known as collinear three–wave mixing, but
5 Which one is the signal or idler is not relevant. This nomenclature comes from the case in which one of the waves, say that of frequency
ω1, is injected as a seed, and hence the other is generated through the frequency–difference generation process 2ω0 − ω1 → ω2. In this
case, the injected wave is the signal, while the nonlinearly generated one is the idler.
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everything we say applies for any other scheme). This condition is known as the phase–matching condition, and we
will show how it appears rigorously in the quantum description of the process (next section).
Consider a situation in which the three waves (pump, signal, and idler) have the same polarization, or in which
the nonlinear medium does not show birefringence6, so that all the different polarization components of the field feel
the same refractive index; in such cases the phase–matching condition can be recasted as
ωi
ωs
= −n(ωp)− n(ωs)
n(ωp)− n(ωi) . (6.24)
The right hand side of this expression is always negative because, as follows from the normal dispersion commented
above, n(ωp) > {n(ωs), n(ωi)}; hence in order to conserve linear momentum the three waves involved in the down–
conversion process cannot have the same polarization, and the medium must show birefringence.
As commented above, we will work with uniaxial media, although the phase–matching condition can also be
satisfied in biaxial media too. For definiteness, and without loss of generalization, let us assume that ωs > ωi (we
choose the higher frequency wave of the signal–idler pair as the signal), and that the extraordinary refractive index is
larger than the ordinary one 7, that is, ne(ω) > no(ω); in this case the pump (signal) wave has to be polarized along
the ordinary (extraordinary) axis so that the numerator on the right hand side of (6.24) can become positive, that is,
the phase–matching condition becomes
ne(ωs)− no(ωp)
no(ωp)− ni =
ωi
ωs
. (6.25)
We can distinguish then two types of processes. In a type I process both signal and idler have the same polarization
(extraordinary with our conventions), while in a type II process they have orthogonal polarizations (extraordinary the
signal and ordinary the idler with our conventions).
Note that when signal and idler are frequency degenerate, the phase matching conditions are reduced to
[type I] ne(ω0) = no(2ω0), (6.26a)
[type II] ne(ω0) = 2no(2ω0)− no(ω0). (6.26b)
Hence, we see that the conditions for frequency degenerate processes are quite critical, they require a fine tuning of the
crystal parameters (as well as a proper stabilization of the cavity resonances in the case of working inside an optical
resonator, as we will).
Note finally that it may seem that the frequencies of the signal and idler waves are completely fixed by the
frequency we choose for the pump wave and the refractive indices of the crystal, so that in order to change to different
down–conversion frequencies we may need to change either the pump frequency, or the crystal we are working with.
Fortunately, the conditions (6.25) and (6.26) are much more flexible than they look, because the refractive indices of
the crystal depend on the temperature in a known (or at least tabulated) way. Hence, even for a fixed pump frequency,
one can still achieve the phase–matching condition for a desired signal–idler frequency pair by tuning the refractive
indices of the crystal8 via temperature tuning.
6.2 Quantum model for a general optical parametric oscillator
In order to optimize the frequency conversion process, it is customary to embed the nonlinear crystal in an optical
cavity, so that, e.g. for down–conversion, if one pump photon is not transformed into a signal–idler pair when it first
crosses the crystal, it is reflected back in order to have one more chance to be down–converted. This system consisting
of a χ(2)–crystal inside a resonator is known as optical parametric oscillator (OPO).
From the previous chapters we know how to treat quantum mechanically an optical cavity. The only question left
in order to analyze OPOs within that framework is which intracavity Hamiltonian Hˆc (in the notation of Chapter 4)
6 Actually, there is only one example of a crystalline class which does not have an inversion center (and hence, has second–order
susceptibility), but does not show birefringence: the class 4¯2m [93], to which for example Gallium arsenide belongs.
7 In general, an uniaxial crystal is called positive if ne > no, and negative in the opposite case. Although we assume to work with
positive uniaxial crystals, everything that we say is readily generalized to the negative case.
8 Another well known method to tune the phase–matching condition is by making a rotation θ of the crystal around the ordinary
direction eo. Under these circumstances, the polarization component of the field parallel to this direction will still feel a refractive index
no. However, the polarization component orthogonal to this direction won’t be parallel to the extraordinary direction anymore, and hence
it will feel an effective refractive index n′e given by [93]
1
n′e
=
cos2 θ
ne
+
sin2 θ
no
For reasons that will become obvious along the next chapters, we will assume during most of this thesis that no angular tuning is needed.
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Fig. 6.2: Three–wave mixing processes inside an optical cavity. In this example the structure of the resonances inside the cavity
is such that the 4 types of processes are can appear, as they are all energy conserving. Hence, when the pump field
has frequency 2ω0 signal and idler can be indistinguishable (a), or distinguishable in polarization (b), in frequency (c),
or in them both (d).
accounts for the three–wave mixing processes occurring inside the nonlinear crystal. An intuitive way to proceed is as
follows.
The energy associated to an electromagnetic field interacting with an electric (point–like) dipole d is given by
−d ·E(rd), being rd the position of the dipole. Now, assume for a moment that the cavity field and the nonlinear
polarization appearing in the crystal are independent; then, one would assign the Hamiltonian
Hˆc = −
∫
crystal
d3rPˆ
(2)
(r) · Eˆ (r) , (6.27)
to account for their interaction. Of course, the field and the nonlinear polarization are not independent at all (the
former is indeed induced by the later!), but keeping in mind that the nonlinear polarization is rather small, the three–
wave mixing Hamiltonian will be small compared to the free Hamiltonian, and hence this rude approximation can be
justified as the first term of a perturbative expansion of the true Hamiltonian9. We would like to stress that, even
though rigorous canonical quantization procedures are known for the Maxwell equations in nonlinear dielectric media
[95, 3, 96], such intuitive perturbative expansion leading to (6.27) has not been performed to our knowledge, and
hence, rigorously, (6.27) cannot be regarded other than as a phenomenological, albeit very successful model.
Let us evaluate now this Hamiltonian for the different three–wave mixing processes that can occur inside the
resonator. Consider the cavity resonances depicted in Figure 6.2. In the previous section we showed that one can
distinguish between four types of three–wave mixing processes attending to the degeneracies that signal and idler
may have in frequency and polarization. If we choose some cavity resonance 2ω0 as the pump mode (with ordinary
polarization according to the conventions of the previous section), then one can operate the OPO in four different
regimes: degenerate type I OPO, in which the signal and idler are indistinguishable and we talk then about a single
mode, the signal mode, having frequency ω0 and extraordinary polarization (Figure 6.2a); degenerate type II OPO, in
which the signal and idler have orthogonal polarizations but the same frequency (Figure 6.2b); non-degenerate type I,
in which the signal and idler have the same polarization but correspond to two opposite frequency sidebands around
9 Note that this is not true for the linear part of the induced polarization, that is, the refractive index, which is not small at all, and
hence one needs to take it into account when developing the quantum theory of the electromagnetic field of the corresponding system.
Note also that this is exactly what we did when quantizing the field inside a cavity containing a dielectric medium.
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ω0 (Figure 6.2c); and non-degenerate type II, in which the signal and idler are distinguishable both in frequency and
polarization (Figure 6.2d).
We can evaluate the Hamiltonian (6.27) for the four processes altogether. To do so, let us write the electric field
as
Eˆ (r) = Eˆ(+)p (r) + (1− δsi/2)Eˆ(+)s (r) + (1− δsi/2)Eˆ(+)i (r) + H.c., (6.28)
where Eˆ
(+)
p,s,i (r) are the (Schro¨dinger picture) electric fields associated to the pump, signal, and idler cavity modes
involved in the three–wave mixing process, and the factors (1− δsi/2) are introduced to include also the case in which
signal and idler are indistinguishable (in which case δsi = 1), that is, the degenerate type I process.
The pump field has always ωp = 2ω0 and ordinary polarization (with the conventions of the previous section); on
the other hand, the signal field has always extraordinary polarization, but its frequency is different for the degenerate
(Figures 6.2a and 6.2b) and non-degenerate (Figures 6.2c and 6.2d) schemes; finally, the polarization and frequency of
the idler field depend on the particular three–wave mixing scheme. Hence, based on (3.100a) we can write the different
frequency components of the field as
Eˆ(+)p (r) = i
√
~ωp
4ε0npLp
eoaˆp
[
G(kp; r⊥, z)e
inpkpz + c.c.
]
, (6.29a)
Eˆ(+)s (r) = i
√
~ωs
4ε0nsLs
ee
∑
n
aˆs,n
[
Tn(ks; r⊥, z)e
insksz + c.c.
]
, (6.29b)
Eˆ
(+)
i (r) = i
√
~ωi
4ε0niLi
εi
∑
n
aˆi,n
[
Tn(ki; r⊥, z)e
inikiz + c.c.
]
, (6.29c)
where Lj is the optical length of the cavity evaluated for the refractive index seen by the corresponding mode, and
the polarization of the idler mode εi is left unspecified. Note that we have assumed that at the cavity resonance 2ω0
there exists only a TEM00 mode, which is denoted by G(k; r⊥, z), while several transverse modes {Tn(k; r⊥, z)}n can
resonate at the signal and idler frequencies (the same for both, as this is the situation that we will find along this
thesis). We denote by aˆp, aˆs,n, and aˆi,n, the intracavity annihilation operators for pump, signal, and idler photons,
respectively.
As for the nonlinear polarization, we can also write it as
Pˆ(2) (r, t) = Pˆ(+)p (r) + (1− δsi/2)Pˆ(+)s (r) + (1− δsi/2)Pˆ(+)i (r) + H.c., (6.30)
where, based on the previous section, we have10
Pˆ(+)p (r) = (2− δωs,ωi)ε0χ(2)jlm(ωp;ωs, ωi)ej [Eˆ(+)s (r)]l[Eˆ(+)i (r)]m, (6.31a)
Pˆ(+)s (r) = 2ε0χ
(2)
jlm(ωs;ωp,−ωi)ej [Eˆ(+)p (r)]l[Eˆ(−)i (r)]m, (6.31b)
Pˆ
(+)
i (r) = 2ε0χ
(2)
jlm(ωi;ωp,−ωs)ej [Eˆ(+)p (r)]l[Eˆ(−)s (r)]m, (6.31c)
or in terms of the boson operators
Pˆ(+)p (r) = −(2− δωs,ωi)
√
~2ωsωi
16nsniLsLi
ε0χ
(2)
jem(ωp;ωs, ωi)ej [εi]m
∑
nm
aˆs,naˆi,m (6.32a)
×
[
Tn(ks; r⊥, z)Tm(ki; r⊥, z)e
i(nsks+niki)z + Tn(ks; r⊥, z)T
∗
m(ki; r⊥, z)e
i(nsks−niki)z + c.c.
]
,
Pˆ(+)s (r) = 2
√
~2ωpωi
16npniLpLi
ε0χ
(2)
jom(ωs;ωp,−ωi)ej [εi]m
∑
n
aˆpaˆ
†
i,n (6.32b)
×
[
G(kp; r⊥, z)T
∗
n(ki; r⊥, z)e
i(npkp−niki)z +G(kp; r⊥, z)Tn(ki; r⊥, z)e
i(npkp+niki)z + c.c.
]
,
Pˆ
(+)
i (r) = 2
√
~2ωpωs
16npnsLpLs
ε0χ
(2)
joe(ωi;ωp,−ωs)ej
∑
n
aˆpaˆ
†
s,n (6.32c)
×
[
G(kp; r⊥, z)T
∗
n(ks; r⊥, z)e
i(npkp−nsks)z +G(kp; r⊥, z)Tn(ks; r⊥, z)e
i(npkp+nsks)z + c.c.
]
.
10 The factors 2 come because, for example Pˆ
(+)
s (r), receives contributions both from χ
(2)
jlm(ωs;ωp,−ωi) and χ
(2)
jlm(ωs;−ωi, ωp); this
contributions are easily shown to be the same by making use of full permutation symmetry.
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Neglecting counter–rotating terms such as Pˆ
(+)
j (r) · Eˆ(+)l (r) or Pˆ(−)p (r) · Eˆ(+)s (r), and taking into account that by full
permutation symmetry
χ
(2)
oej(ωp;ωs, ωi) = χ
(2)
eoj(−ωs;−ωp, ωi) = χ(2)joe(−ωi;−ωp, ωs), (6.33)
it is not difficult to write the Hamiltonian as
Hˆc = i~
∑
nm
χnmaˆpaˆ
†
s,naˆ
†
i,m +H.c., (6.34)
where the coupling parameters are given by
χnm = χ
(2)
oej(ωp;ωs, ωi) [εi]j
√
~ωpωsωi
16ε0npnsniLpLsLi
(3− δsi − δωs,ωi/2)Inm, (6.35)
and we have defined the three–mode overlapping integral
Inm =
∫
crystal
d3r
[
G(kp; r⊥, z)T
∗
n(ks; r⊥, z)T
∗
m(ki; r⊥, z)e
i∆kz +G(kp; r⊥, z)T
∗
n(ks; r⊥, z)Tm(ki; r⊥, z)e
i∆k1z (6.36)
+G∗(kp; r⊥, z)T
∗
n(ks; r⊥, z)Tm(ki; r⊥, z)e
i∆k2z +G∗(kp; r⊥, z)T
∗
n(ks; r⊥, z)T
∗
m(ki; r⊥, z)e
i∆k3z
]
+ c.c.,
with
∆k = npkp − nsks − niki, ∆k1 = npkp − nsks + niki, (6.37)
∆k2 = −npkp − nsks + niki, ∆k3 = −npkp − nsks − niki.
Just as we stated in the previous section, this Hamiltonian shows how the three–wave mixing process is described
from a quantum viewpoint as the annihilation of a pump photon and the simultaneous creation of a signal–idler pair,
or vice versa. In order for the process to be efficient, we need the three–mode–overlapping integral to be as large as
possible; let us now simplify the model a little bit in order to understand under which conditions Inm is maximized.
Assume that the center of the crystal coincides with the cavity’s waist plane, and that its length lc is much
smaller than the Rayleigh length of the resonator, that is, lc ≪ zR, see after (3.42). Under these circumstances, the
longitudinal variation of the transverse modes can be neglected inside the crystal, see (3.87), and therefore all the
longitudinal integrals in Inm are of the form∫ lc/2
−lc/2
dzei∆kjz = lcsinc
(
∆kj lc
2
)
; (6.38)
hence, we see that in order to maximize the conversion process, some of the ∆kj ’s must satisfy |∆kj | ≪ l−1c . On
the other hand, ∆k = 0 is precisely the phase matching condition that we introduced in the previous section using
linear momentum conservation arguments, and hence, we assume now that ∆k ≪ l−1c ; under these conditions, it is
completely trivial to show that the rest of ∆kj ’s are all well above l
−1
c , so that their contribution to Inm can be
neglected.
The Hamiltonian can be even more simplified if we choose the Laguerre–Gauss basis for the transverse modes
(3.47), which are written in the cavity waist as
Lpl (k; r⊥, z = 0) = R|l|p (k; r) exp [ilφ] , (6.39)
with
R|l|p (k; r) =
√
2p!
π (p+ |l|)!
1
w
(√
2r
w
)|l|
L|l|p
(
2r2
w2
)
exp
(
− r
2
w2
)
, (6.40)
being w the spot size of the modes at the cavity waist. The interesting thing about these modes is that they are
eigenfunctions of the orbital angular momentum operator, that is, −i∂φLpl (k; r⊥, z) = lLpl (k; r⊥, z), and hence
conservation of this quantity in the conversion process should appear explicitly in this basis. In particular, taking
into account the phase matching condition ∆k ≪ l−1c that we have already selected, in the Laguerre–Gauss basis the
three–mode overlapping integral reads
Ipl,p′l′ = 2lcδ−ll′
∫ +∞
0
rdrG(kp ; r)R|l|p (ks; r)R|l
′|
p′ (ki; r), (6.41)
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and hence the three–wave mixing Hamiltonian takes the final form
Hˆc = i~
∑
pp′,l≥0
χlpp′ aˆpaˆ
†
s,p,laˆ
†
i,p′,−l +H.c., (6.42)
where the sum extend over all the opposite orbital angular momentum pairs present at the signal–idler cavity
resonances, and
χlpp′ =
3− δsi − δωs,ωi/2
1 + δl,0
lcχ
(2)
oej(ωp;ωs, ωi) [εi]j
√
~ωpωsωi
ε0npnsniLpLsLi
∫ +∞
0
rdrG(kp; r)Rlp(ks; r)Rlp′ (ki; r). (6.43)
Let us remark at this point that, ideally, we can decide which of the possible intracavity three–wave mixing
processes is selected by operating the OPO in the corresponding phase matching condition. In most of the thesis we
will assume that this is the case. In practice, however, one can select between type I and II at will, but additional care
must be taken in order to ensure working with a desired pair of signal–idler frequencies around ω0, or the degenerate
frequency ω0 itself. We shall come back to this issue in the next chapter.
We have now at our disposal a quantum model for a general OPO. Note that in the case of indistinguishable
signal and idler, Hˆc is similar to the Hamiltonian that we used to generate squeezed states of the harmonic oscillator,
see (2.31). Similarly, when signal and idler are distinguishable, the Hamiltonian resembles the one which produced
entangled states (2.39). Hence, the OPO seems a perfect candidate for the generation of squeezed and entangled states
of light. The rest of the chapter is devoted to analyze these properties of the light generated by the OPO.
6.3 Squeezing properties of the DOPO
In this section we study the squeezing properties of degenerate type I OPOs (DOPOs). To this purpose, let us work
with the simplest transverse mode configuration, in which we consider only a TEM00 mode resonating at the signal
frequency. Squeezing in OPOs was originally predicted by using this single–mode DOPO model [97]11, and throughout
this thesis we will learn under which conditions it is valid.
The analysis performed in this section is of major importance for this thesis, as any other OPO configuration will
be analyzed with simple adaptations of it.
6.3.1 The DOPO within the positive P representation
The single–mode DOPO deals then with two cavity modes only: The pump mode, which resonates at frequency ωp =
2ω0 and has ordinary polarization, and the signal mode, which resonates at frequency ωs = ω0 and has extraordinary
polarization (Figure 6.2a). Both are in a TEM00 transverse mode. The pump mode is driven by an external laser
beam of frequency 2ωL close to 2ω0, while no injection is used for the signal mode; hence, signal photons are expected
to appear from the pump field via spontaneous parametric down–conversion.
In Figure 6.3 it is shown the basic experimental scheme used to pump and detect the DOPO. Note that the same
laser is used both as the injection for the cavity (after doubling its frequency) and as the local oscillator field, which
ensures that all the phases of the system are more or less locked. Based on the analysis of homodyne detection
introduced in the previous chapter, we move then to the interaction picture defined by the transformation operator
Uˆ0 = exp[Hˆ0t/i~] with Hˆ0 = ~ωL
(
2aˆ†paˆp + aˆ
†
s aˆs
)
, (6.44)
that is, we “rotate” the system to the local oscillator (or injection) frequency. The state ρˆ of the intracavity modes is
written as ρˆI = Uˆ
†
0 ρˆUˆ0 in this picture, and satisfies the master equation
dρˆI
dt
=
[
−2i∆aˆ†paˆp − i∆aˆ†s aˆs +
χ
2
aˆpaˆ
†2
s + Epa†p +H.c., ρˆI
]
+
∑
j=p,s
γj(2aˆj ρˆIaˆ
†
j − aˆ†j aˆj ρˆI − ρˆIaˆ†j aˆj), (6.45)
11 The story of such prediction was actually quite intricate [1]. The problem was that the first analyses of squeezing in OPOs were
performed not in terms of the noise spectrum of the field coming out from the cavity, but in terms of the uncertainties of the intracavity
modes, which showed only a 50% noise reduction even in the most ideal situation [98, 99]. Hence, these initial predictions were a
little disappointing, since such small levels of squeezing couldn’t help much for the applications of squeezing proposed at that time
[100, 101, 102, 103]. The puzzle was finally solved by Collet and Gardiner [97], who applied the input–output formalism previously
introduced by Yurke and Denker in electronic circuits [104], to analyze the field coming out from the parametric oscillator in terms of its
squeezing spectrum.
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Fig. 6.3: Schematic representation of a typical DOPO experiment. Note that the same laser is used both as pump injection
(after doubling its frequency) and as local oscillator of the homodyne detection with which the signal field is studied.
This is a very convenient scheme, as the phases of all the involved fields are more or less locked to the initial laser
phase.
where ∆ = ω0 − ωL is the detuning of the laser field with respect to the cavity resonance. We take Ep as a positive
real, which is as taking the phase of the injected laser beam as the reference for any other phase of the system. The
nonlinear coupling parameter χ is found from (6.1.2) particularized to the configuration that we are treating; taking
into account that
∫ +∞
0
rdrG(kp; r)G
2(ks; r) =
(
2
π
)3/2 ∫ +∞
0
dr
r
wpw2s
exp
[
−
(
1
w2p
+
2
w2s
)
r2
]
=
1
2π3/2ws
, (6.46)
where we have used that w2p/w
2
s = λp/λs = 1/2, see (3.86b), we get
χ = 3
lc
ws
χ(2)oee(2ω0;ω0, ω0)
√
~ω30
8π3ε0n3cL
3
opt
, (6.47)
where pump and signal feel the same refractive index nc = ne(ω0) = no(2ω0), as follows from the phase–matching
condition (6.26a).
Our goal is to evaluate the noise spectrum of the field coming out from the cavity, which was shown in the previous
chapter to be given by
V out(Xˆϕs ; Ω) = 1 + S(Xˆ
ϕ
s ; Ω), (6.48)
with
S(Xˆϕs ; Ω) = 2γs
∫ +∞
−∞
dt′ exp(−iΩt′)〈: δXˆϕs (t) δXˆϕs (t+ t′) :〉, (6.49)
when the state of the system is stationary, what will be shown to happen in the DOPO for t≫ γ−1s . Recall that the
expectation value in this expression is to be evaluated within the interaction picture, that is, via the density operator
ρˆI satisfying the master equation (6.45).
We use the positive P representation in order to evaluate the squeezing spectrum (6.49). In particular, following
the same steps as those described in Section 2.6.3, it is completely straightforward to show that the stochastic Langevin
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equations associated to the master equation (6.45) are
α˙p = Ep − (γp + i∆)αp − χ
2
α2s , (6.50a)
α˙+p = Ep − (γp − i∆)α+p −
χ
2
α+2s , (6.50b)
α˙s = −(γs + i∆)αs + χαpα+s +
√
χαpη(t), (6.50c)
α˙+s = −(γs − i∆)α+s + χα+p αs +
√
χα+p η
+(t), (6.50d)
where η(t) and η+(t) are independent real Gaussian noises which satisfy the usual statistical properties (2.82). Even
though noise is multiplicative in these equations, it is easy to show that they have the same form both within the Ito
and Stratonovich interpretations, and hence we can directly use the usual rules of calculus to analyze them.
In order to better appreciate the parameters needed to model the system, we will make the following variable
change
τ = γst, βm(τ) =
χ
γs
√
γp/γm
αm(t), ζm(τ) =
1√
γs
ηm(t), (6.51)
where with these definitions the new noises ζ(τ) and ζ+(τ) satisfy the same statistical properties as η(t) and η+(t),
but now with respect to the dimensionless time τ . In terms of these scaled variables, the Langevin equations (6.50)
read (derivatives with respect to τ are understood)
β˙p = κ[σ − (1 + i∆˜)βp − β2s /2] (6.52a)
β˙+p = κ[σ − (1− i∆˜)β+p − β+2s /2] (6.52b)
β˙s = −(1 + i∆˜)βs + βpβ+s + g
√
βpζ(τ) (6.52c)
β˙+s = −(1− i∆˜)β+s + β+p βs + g
√
β+p ζ
+(τ), (6.52d)
which have only four dimensionless parameters
κ = γp/γs, ∆˜ = ∆/γs, σ = χEp/γpγs, g = χ/√γpγs, (6.53)
which are, respectively, normalized versions of the pump’s damping rate, the detuning, the pump injection parameter,
and the nonlinear coupling. In the following we will set ∆ = 0 for simplicity; we will analyze the effects of detuning
in Section 6.3.4.
These equations allow us to evaluate the squeezing spectrum as
S(Xˆϕs ; Ω) =
2
g2
∫ +∞
−∞
dτ ′ exp(−iΩ˜τ ′)〈δxϕs (τ) δxϕs (τ + τ ′)〉P , (6.54)
where we have defined normalized versions of the noise frequency Ω˜ = Ω/γs and the quadratures within the positive
P phase representation
xϕs (τ) = e
−iϕβs (τ) + e
iϕβ+s (τ) . (6.55)
Hence, in order to evaluate the squeezing spectrum we need the solutions βm(τ) of (6.52) in terms of the noises, so
that from them we can evaluate the corresponding stochastic averages. However, these equations are a set of coupled
nonlinear stochastic equations, and hence it is impossible to perform this task analytically without introducing further
approximations. Let us first show the behavior of the DOPO in the classical limit, and then we will come back to the
problem of solving (6.52).
6.3.2 Classical analysis of the DOPO
Before studying the quantum properties of any OPO, it is convenient to analyze what classical optics has to say about
its dynamics. In the next section we will see that this is not only convenient, but also mandatory in order to extract
analytic information from its quantum model. Moreover, along the thesis, and starting in the next section, we will
learn how to predict the quantum properties of OPOs just from a qualitative understanding of their classical behavior.
In principle, the classical behavior of the field inside an OPO must be studied by using the nonlinear wave equation
of the electric field (6.21) with appropriate boundary conditions accounting for the (open) cavity. There is a simpler
route though. From the chapter where we studied the harmonic oscillator, we learned that quantum predictions
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become equivalent to the classical description of the system in a certain limit. We introduced the coherent states of
the oscillator as those which allowed for these quantum–to–classical transition; the interesting thing to note about
coherent states is that there are no quantum correlations on them, that is, given two oscillators with annihilation
operators aˆ1 and aˆ2 both in some coherent state, it is satisfied〈
aˆ21
〉
= 〈aˆ1〉 〈aˆ1〉 and 〈aˆ1aˆ2〉 = 〈aˆ1〉 〈aˆ2〉 , (6.56)
for example. Hence, one way to retrieve the classical equations from the evolution equations for the operators of the
system is to take expectation values, and decorrelate any product of operators following (6.56), which is as using a
coherent ansatz for the state of the system. The quantities νj =
√
2~/ωj 〈aˆj〉 are then identified with the normal
variables of the various harmonic oscillators that form the system, being ωj their natural oscillation frequency. This
procedure is called the mean field limit.
Equipped with an stochastic quantum model for the system, the classical limit is even simpler to devise. The
idea now is that the classical behavior of the system (its classical phase–space trajectory) should be recovered when
quantum noise is negligible. Hence, the classical equations of an OPO should be recovered by neglecting the noise
terms on its corresponding Langevin equations, and identifying νj =
√
2~/ωjαj with the normal variables of the cavity
modes. When using the positive P representation there is one more prescription though: In order to come back to a
classical phase space, the variables α+j of the extended phase space have to be identified with α
∗
j . This procedure is
in agreement with (and completely equivalent to) the mean field scenario discussed above.
Applying these ideas to our DOPO model (6.52), we get the following classical equations
β˙p = κ
(
σ − βp − β2s /2
)
, (6.57a)
β˙s = −βs + βpβ∗s . (6.57b)
This is a set of first–order nonlinear differential equations, which, again, cannot be solved analytically. Fortunately,
there is actually no need for doing so for our purposes. One is usually interested only on the long time term solutions
that these equations predict for the system. In particular, the first type of solutions that one needs to look for are
the so-called stationary or steady state solutions, in which the variables do not depend on time. These solutions are
found by setting β˙p = β˙s = 0, then arriving to a simple algebraic system
σ = βp + β
2
s /2, (6.58a)
βs = βpβ
∗
s . (6.58b)
This system admits two types of such solutions. In the first type the signal mode is switched off, and hence we have
β¯p = σ and β¯s = 0, (6.59)
where the overbar is used to denote “classical long time term solution”. In the second type, the signal mode is switched
on, and in order to find the explicit form of the solution we use the following amplitude–phase representation of the
variables: βj = ρj exp(iϕj). From the second equation we trivially get ρp = 1 and exp(iϕp) = exp(2iϕs), which
introduced in the first equation leads to ρs =
√
σ − 1 and ϕs = {0, π}, that is,
β¯p = 1 and β¯s = ±
√
2 (σ − 1). (6.60)
Note that this second solution only exists for σ ≥ 1; we say that the domain of existence of the solutions are all the
parameter space {σ, κ} and the region {σ ≥ 1, κ} for the first and second solutions, respectively. Note also that at
σ = 1 both solutions coincide.
Knowing the possible solutions of (6.58) in the long time term is not enough. It can happen that a solution exists
but is unstable, that is, an arbitrarily small perturbation can make the system move out from that solution and fall into
another solution. It is not difficult to analyze the stability of a solution. With full generality, consider the equation
β˙ = f (β) , (6.61)
where all the complex variables of the system are collected as
β = (β1, β
∗
1 , β2, β
∗
2 , ..., βN , β
∗
N ), (6.62)
and one stationary solution β¯ satisfying f
(
β¯
)
= 0. In order to see whether this solution is stable or not, we just
introduce a small perturbation b (τ) in the system and analyze how it grows. Writing β(τ) = β¯ + b (τ), and making
82 6. Quantum description and basic properties of OPOs
Fig. 6.4: Classical bifurcation diagram of the DOPO, that is, the amplitude of the different fields as a function of the system
parameters. Below threshold (σ < 1) the pump amplitude (blue, dashed line) increases linearly with the pump
parameter σ, and the signal field is off (red, solid line). Above this threshold the pump gets ‘frozen’ to a given value,
and the signal field is switched on and can take any of two opposite phases (0 or pi) owed to the symmetry αs → −αs
of equations (6.57). Hence the system shows bistability above threshold.
a series expansion of f (β) up to linear order in b, it is straightforward to show that the evolution equation of the
perturbations is
b˙ = Lb with Ljl = ∂fj
∂βl
∣∣∣∣
β¯
, (6.63)
and hence the linear evolution of the perturbations is governed by matrix L, which we will call the stability matrix.
Being a simple linear system, the growth of this perturbation is easily analyzed. Suppose that we diagonalize L,
so that we know the set {λj ,wj}j=1,...,2N satisfying w∗jL = λjw∗j ; projecting the linear system (6.63) onto the wj
vectors, and defining the projections cj(t) = w
∗
j · b(t), we get the simple solutions
cj(t) = cj(0) exp(λjτ). (6.64)
Hence, the growth of the perturbations is characterized by the real part of the eigenvalues λj . In particular, if all of
them have negative real part, the perturbations will tend to decay, and after a time τ ≫ max[|Re{λj}|−1]j=1,...,2N
the stationary solution β¯ will be restored; on the other hand, if any of them has a positive real part, it will mean that
perturbations tend to grow in some direction of phase space, and then the system won’t come back to β¯. Accordingly,
we say in the first case that β¯ is a stable, stationary solution, while it is unstable in the second case.
We can apply these stability analysis to our DOPO equations (6.57) and the corresponding stationary solutions
(6.59,6.60). Ordering the different amplitudes as β = (βp, β
∗
p, βs, β
∗
s ), the general stability matrix associated to
equations (6.57) is
L =


−κ 0 −κβ¯s 0
0 −κ 0 −κβ¯∗s
β¯∗s 0 −1 β¯p
0 β¯s β¯
∗
p −1

 , (6.65)
which has eigenvalues
λ
(1)
± =
1
2
[
ρ¯p − κ− 1±
√
(ρ¯p + κ− 1)2 − 4κρ¯2s
]
, (6.66a)
λ
(2)
± =
1
2
[
−ρ¯p − κ− 1±
√
(ρ¯p − κ+ 1)2 − 4κρ¯2s
]
. (6.66b)
Particularizing these eigenvalues to the first solution (6.59) it is simple to see that λ
(1)
+ = σ−1, and hence this solution
becomes unstable when σ > 1. On the other hand, it is simple to check that all the eigenvalues have negative real
part when particularized to the second solution (6.60) in all its domain of existence.
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This allows us to understand the classical behavior of the system in the following way (see Figure 6.4): while the
pump injection increases from σ = 0 to σ = 1, the signal mode remains switched off, and all the injection is used to
excite the pump mode as β¯p = σ; on the other hand, when the point σ = 1 is crossed the pump mode gets “frozen”
to a fix value β¯p = 1, while the signal mode starts oscillating inside the DOPO as β¯s =
√
σ − 1. The point σ = 1 is
called a bifurcation of the system, because the system changes from one long time term stable solution to another.
Physically, this means that the DOPO is a threshold system: The injected laser must be above some threshold power
in order for the signal field to start oscillating inside the cavity. According to this picture, the solutions with the signal
mode switched off (6.59) and on (6.60) are denoted by below and above threshold solutions, respectively.
6.3.3 Quantum analysis of the DOPO: linearization and noise spectrum
How does knowing the classical behavior of the DOPO help us to solve the nonlinear stochastic equations (6.52)?
The idea is that the noise term is multiplied by g, which is a very small quantity12 in usual OPOs, that is, g ≪ 1,
and hence, for most values of the system parameters quantum fluctuations act just as a small perturbation around
the classical solution. One can then solve the Langevin equations perturbatively [3, 105, 106], that is, by writing the
stochastic amplitudes as
βj = β¯j + gβ
(1)
j + g
2β
(2)
j + ..., (6.67a)
β+j = β¯
∗
j + gβ
+(1)
j + g
2β
+(2)
j + ..., (6.67b)
where the β
(k)
j amplitudes are quantities of order g
0, and then solve iteratively order by order the Langevin equation.
For the purposes of this thesis it will be enough to consider the first quantum correction, that is, the order g, although
we will explain the effect of further quantum corrections. Let us then write
β(τ) = β¯ + b (τ) (6.68)
being β¯ = col(β¯p, β¯
∗
p, β¯s, β¯
∗
s ) a vector containing the classical steady state solution of the DOPO and b (τ) =
col
[
bp(τ), b
+
p (τ), bs(τ), b
+
s (τ)
]
a vector with the corresponding quantum fluctuations, which we assume to be order
g as explained. Retaining up to order g terms in the Langevin equation, we get
b˙ = Lb+ gζ(τ), (6.69)
where L is the stability matrix already defined in the previous section, and ζ(τ) = col[0, 0,
√
β¯pζ(τ),
√
β¯∗pζ
+(τ)].
We will call the linearized Langevin equations of the DOPO to this linear system. These can be solved easily by
diagonalizing the stability matrix, after what the solution can be used to find the squeezing spectrum (6.54). Let us
show this process below and above the DOPO’s threshold separately.
Quantum properties of the DOPO below threshold. Particularized to the below threshold solution (6.59),
the stability matrix reads
L =


−κ 0 0 0
0 −κ 0 0
0 0 −1 σ
0 0 σ −1

 , (6.70)
whose block–diagonal form shows that the (linear) properties of pump and signal are independent. We will learn
throughout the thesis that this decoupling of the classically unexcited modes is a rather general property of OPOs.
As the linearized Langevin equations for the pump modes have no noise terms, the pump stays in a coherent state.
We can focus then on the quantum properties of the signal mode, which are given by the simple linear system
b˙s = Lsbs + g
√
σζs(τ), (6.71)
12 For example, considering a symmetric, confocal cavity, and using the expressions we have given for the different model parameters in
terms of physical parameters, it is easy to write
g =
12χ(2)lc
λ20
√
2π~c
LeffLoptTpTsε0nc
, (6.66c)
where λ0 is the wavelength of the signal mode, χ(2) is the relevant nonlinear susceptibility, and Tp = T (λ0/2) and Ts = T (λ0) are the
transmittivities of the output mirror at the pump and signal wavelengths, respectively. If we consider the numerical values (typical of OPO
experiments)
nc = 2, λ0 = 1064nm, Tp = 0.1,
χ(2) = 2.5pm/V, lc = L/10, Ts = 0.01,
(6.66d)
we get g ≈ 4× 10−6.
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Fig. 6.5: Noise spectrum of the Y (a) and X (b) quadratures of the signal mode as a function of the noise frequency for σ = 0.05
(blue, solid), 0.5 (red, dashed), and 0.8 (green, dotted–dashed).
with bs (τ) = col [bs(τ), b
+
s (τ)], ζs(τ) = col [ζ(τ), ζ
+(τ)], being
Ls =
[−1 σ
σ −1
]
, (6.72)
a symmetric, real matrix with orthonormal eigensystem{
λ± = − (1∓ σ) ,v± = 1√
2
col(1,±1)
}
. (6.73)
Projecting the linear system onto this eigenvectors and defining the projections c± = v± · bs, we get
c˙j = λjcj + g
√
σζj(τ), (6.74)
where ζ±(τ) = [ζ(τ) ± ζ+(τ)] /
√
2 are new independent real noises satisfying the usual statistical properties. This type
of one–variable, linear stochastic equations with additive noise will be appearing all along the rest of the thesis, and we
have included an appendix (Appendix B) in order to explain how to find their solutions cj(τ). We also explain there how
to evaluate their associated two–time correlation function 〈cj(τ)cj(τ+τ ′)〉, which are shown to depend only on |τ ′| in the
stationary limit τ ≫ |Re{λj}|−1, and their corresponding spectrum C˜j(Ω˜) =
∫ +∞
−∞
dτ ′〈cj(τ)cj(τ + τ ′)〉P exp(−iΩ˜τ ′).
Note that by writing the projections in terms of the fluctuations we get
c+(τ) =
[
bs(τ) + b
+
s (τ)
]
/
√
2 = δxs(τ)/
√
2, (6.75a)
c−(τ) =
[
bs(τ)− b+s (τ)
]
/
√
2 = iδys(τ)/
√
2, (6.75b)
and hence the properties of the X and Y quadratures of the signal field are linked to c±, respectively. Hence, we can
evaluate the noise spectrum of these quadratures as
V out(Xˆs; Ω) = 1 +
4
g2
C˜+(Ω˜) =
(1 + σ)2 + Ω˜2
(1− σ)2 + Ω˜2 , (6.76a)
V out(Yˆs; Ω) = 1− 4
g2
C˜−(Ω˜) =
(1− σ)2 + Ω˜2
(1 + σ)2 + Ω˜2
, (6.76b)
where we have made use of the results in Appendix B. These expressions are plotted in Figure 6.5 as a function of the
dimensionless noise frequency Ω˜ for different values of the pump parameter σ. Note first that they predict that the
state of the signal modes is a minimum uncertainty state, because
V out(Xˆs; Ω)V
out(Yˆs; Ω) = 1. (6.77)
As expected, for σ = 0 (no injection) V out(Ω) = 1 for both quadratures, that is, the external modes are in a vacuum
state. On the other hand, as σ increases, quantum noise gets reduced in the Y quadrature (and correspondingly
increased in the X quadrature), and hence the signal mode is in a squeezed state. Note that maximum squeezing
is obtained at zero noise frequency, while at |Ω| = (1 + σ)γs the squeezing level is reduced by a factor two, that is,
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Fig. 6.6: Zero frequency noise spectrum for the Y quadrature of the signal mode as a function of the pump parameter. As
explained in the text, the linearized theory predicts perfect squeezing only at threshold.
Sout[Yˆs;±(1 + σ)γs] = Sout(Yˆs; 0)/2; hence, the Lorentzian shape sets a bandwidth to the noise frequencies for which
squeezing is obtained (see the end of Section 5.4).
Complete noise reduction is predicted at zero noise frequency exactly at threshold, that is, V outσ→1(Yˆs; 0) = 0 (see
Figure 6.6). This is an unphysical result (as stressed in Chapter 2, perfect squeezing requires infinite energy) which
shows that the linearization procedure that we have carried breaks down very close to threshold. Indeed, by going
further in the perturbative expansion of the Langevin equations, one can show that as the system approaches σ = 1,
the different orders in g kick in, and the noise spectrum becomes finite. In any case, all these contributions are rather
small (e.g., V out(Yˆs; 0) = 3g
4/3/4 for σ = 1− g2/3 and κ≫ g2/3), and in practice one can argue as if squeezing would
be perfect at threshold [3, 105, 106].
Quantum properties of the DOPO above threshold. We have proved that large levels of squeezing can be
obtained in the signal field coming out from the DOPO as we approach its threshold σ = 1 from below. Now we are
going to show that above threshold the situation is similar, that is, squeezing in the signal field decreases as one moves
away from threshold.
The situation in this case is, however, much more complicated, because above threshold the stability matrix involves
both the pump and the signal modes, and even more, not being symmetric, it does not posses a simple orthonormal
eigensystem, though it can be seen to be diagonalizable. In order to avoid all these complications, let us first work in
the κ ≫ 1 limit, where the pump can be adiabatically eliminated, as its time scale γ−1p is much shorter than that of
the signal, γ−1s .
Was (6.52) a simple differential equation, the procedure to adiabatically eliminate the pump variables would be
clear: One just sets the corresponding time derivatives to zero, that is,
β˙p = 0 =⇒ βp = σ − β2s /2, (6.78a)
β˙+p = 0 =⇒ β+p = σ − β+2s /2, (6.78b)
and then substitutes the resulting expressions for the pump variables as a function of the signal variables in the
remaining equations, arriving to
β˙s = −βs +
(
σ − β2s /2
)
β+s + g
√
σ − β2s /2ζ(τ) (6.79a)
β˙+s = −β+s +
(
σ − β+2s /2
)
βs + g
√
σ − β+2s /2ζ+(τ). (6.79b)
Unfortunately, when dealing with stochastic equations there appears a subtle complication: While the original set of
stochastic equations (6.52) is the same either in the Ito or the Stratonovich forms, the resulting equations (6.79) after
applying this na¨ıve procedure are not. To see this, just note that the noise matrix associated to these equations is
B(α) = g
[√
σ − β2s /2 0
0
√
σ − β+2s /2
]
, (6.80)
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so that the terms which connect the Ito and Stratonovich forms (2.86) read
1
2
∑
lm
Blm (βs) ∂lBβsm (βs) =
1
2
Bβsβs (βs) ∂βsBβsβs (βs) = −
g2
4
βs, (6.81a)
1
2
∑
lm
Blm (βs) ∂lBβ+s m (βs) =
1
2
Bβ+s β+s (βs) ∂β+s Bβ+s β+s (βs) = −
g2
4
β+s , (6.81b)
which are different from zero. Hence it is fair to ask within which interpretation is this “deterministic” procedure
correct, if it is correct at all. Using the techniques explained in [61] to perform the adiabatic elimination in the
Fokker–Planck equation (where there are no problems of interpretation), it is possible to show that this procedure is
indeed correct within Ito’s interpretation. Hence, the corresponding Stratonovich equations have additional terms in
the deterministic part, and in particular they read
β˙s = −(1− g2/4)βs +
(
σ − β2s /2
)
β+s + g
√
σ − β2s /2ζ(τ), (6.82a)
β˙+s = −
(
1− g2/4)β+s + (σ − β+2s /2)βs + g
√
σ − β+2s /2ζ+(τ). (6.82b)
Note that the difference between the Ito and Stratonovich forms of the equations is of order g2, and then disappears
when making the linearization procedure; in particular, the linearized equations read in this case
b˙s = Lsbs + gζs(τ), (6.83)
with bs (τ) = col [bs(τ), b
+
s (τ)], ζs(τ) = col [ζ(τ), ζ
+(τ)], being
Ls =
[
1− 2σ 1
1 1− 2σ
]
, (6.84)
a symmetric, real matrix with orthonormal eigensystem
λ+ = −2 (σ − 1) , v+ = 1√
2
col(1, 1), (6.85a)
λ− = −2σ, v− = 1√
2
col(1,−1). (6.85b)
Note also that the eigenvectors are the same as the ones below threshold, and hence they have the same relation
to the quadrature fluctuations of the signal modes (7.12). Then, by following the same procedure as before, that
is, by projecting the linear system (6.83) onto the eigensystem of Ls and evaluating the correlation spectrum of the
projections c± = v± · bs, it is straightforward to find the following expressions for the noise spectrum of the X and Y
quadratures of the signal field
V out(Xˆs; Ω) = 1 +
1
(σ − 1)2 +Ω2/4 , (6.86a)
V out(Yˆs; Ω) = 1− 1
σ2 +Ω2/4
. (6.86b)
These have again a Lorentzian shape, and, as already stated at the beginning of the present section, they predict perfect
squeezing in the Y quadrature at zero noise frequency only at threshold (as before, the complete noise reduction comes
from the linearization, and nonlinear corrections in the g parameter give rise to finite squeezing levels [106]). As σ
increases this squeezing is lost (see Figure 6.6), with the particularity that now the state of the signal is no longer a
minimum uncertainty state, because
V out(Xˆs; Ω)V
out(Yˆs; Ω) > 1, (6.87)
for σ > 1.
6.3.4 Effect of signal detuning
In the previous sections we have analyzed the classical and quantum behavior of the DOPO when everything is on
resonance, that is, the frequency ωL of the external laser and its second harmonic coincide with the phase–matched
cavity resonances ω0 and 2ω0, the signal and pump frequencies. Here we just want to show the effect that detuning
6.3. Squeezing properties of the DOPO 87
Fig. 6.7: This scheme shows a configuration of the cavity resonances leading to a DOPO with some detuning in the signal field.
has on the different properties of the DOPO by considering the simple scheme shown in Figure 6.7: The signal field
does not resonate at frequency ω0 but at a slightly shifted frequency ω0 + ∆. In this conditions one can still drive
the pump mode with an external laser at resonance, but then the signal mode will feel a detuning ∆, leading to the
following Langevin equations for the system
β˙p = κ[σ − βp − β2s /2] (6.88a)
β˙+p = κ[σ − β+p − β+2s /2] (6.88b)
β˙s = −(1 + i∆˜)βs + βpβ+s + g
√
βpζ(τ) (6.88c)
β˙+s = −(1− i∆˜)β+s + β+p βs + g
√
β+p ζ
+(τ), (6.88d)
where ∆˜ = ∆/γs.
The fundamental difference between this case and the resonant one appears at the classical level. Just as before,
the classical equations admit two types of stationary solutions, one with the signal field switched off, and one with
the signal field switched on. As for the first type, it has exactly the same form as before (6.59), and has an associated
stability matrix
L =


−κ 0 0 0
0 −κ 0 0
0 0 −(1 + i∆˜) σ
0 0 σ −(1− i∆˜)

 . (6.89)
Amongst the eigensystem of this matrix, one can find three negative definite eigenvalues, plus the following one:
λ = −1 +
√
σ2 − ∆˜2. Hence, this solution becomes unstable when σ >
√
1 + ∆˜2. The solution with the signal field
switched on is slightly different than before; with the notation βj = ρj exp(iϕj) it is easy to show after some algebra
that it is given by
ρp =
√
1 + ∆˜2, sinϕp =
∆˜
σ
[
1− (σ2 − ∆˜2)−1/2
]
, (6.90a)
ρ2s = 2
(√
σ2 − ∆˜2 − 1
)
, ϕs = (ϕp − ψ∆)/2, (6.90b)
with ψ∆ = arctan ∆˜ defined in the interval [−π/2, π/2]. The stability of this solution is much more difficult to
analyze than in the previous case; here, however, we are just interested in one simple fact: The solution only exists
for σ >
√
1 + ∆˜2, which is exactly the point where the previous solution with the signal mode switched off becomes
unstable. It is possible to show that indeed this solution is stable in all its domain of existence13 [107]. Hence, the
only real difference between this case and the resonant one is the fact the threshold is increased to σ =
√
1 + ∆˜2,
and the pump mode, whose phase was locked to that of the external laser when no detuning was present, gains now
a phase that depends on the system parameters –as does the signal mode through the relation (6.90b)–.
13 When also the pump mode has some detuning, the situation is much more complicated. One can find regions of the parameter space
where two stable solutions coexist at the same time (bistable behavior), or new instabilities where the solution becomes unstable via an
eigenvalue with non-zero imaginary part (typical of the so-called Hopf bifurcations) what signals that the new stable solution to be born
at that point will be no longer stationary, but time–dependent. The details can be found in [107].
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As for the squeezing properties of the signal field, nothing is fundamentally changed: It is simple to show by
following the procedure developed in the previous sections that there exists a squeezed quadrature which shows
perfect noise reduction exactly at threshold, the squeezing level degrading as one moves away from this point [107].
The only subtlety which appears is that phase of the squeezed quadrature is no longer π/2, but depends on the σ and
∆˜ parameters [107].
6.4 Entanglement properties of the OPO
We study now the quantum properties of an OPO having distinguishable signal and idler modes (in polarization
or/and frequency); from now on we will call OPO (in contrast to DOPO) to any such configuration. To this aim, let
us work again with the simplest situation: only a fundamental TEM00 transverse mode is present at the signal and
idler resonances, so we are dealing with a so-called two–mode OPO.
We will see that, similarly to the DOPO, the OPO is also a threshold system. Quantum properties can then be
divided in two classes:
(i) Below threshold the signal and idler modes are in an EPR-like entangled state. Although below threshold OPOs
were studied before (see [99, 108] for example), Reid and Drummond were the first ones to notice that the
EPR gedanken experiment could actually be implemented with such devices [109, 44, 110]. The first experiment
along this line was performed shortly after their proposal [111], and of course confirmed the quantum mechanical
predictions.
(ii) Above threshold the signal and idler modes leak out of the cavity as two bright beams with (ideally) perfectly
correlated intensities, usually referred to as twin beams. Such intensity correlations between macroscopically
occupied beams were first predicted [112] and experimentally observed [113] by Fabre et al. in Paris. Together
with the intensity correlations, and in order to preserve the corresponding Heisenberg uncertainty principle, the
phase difference between the twin beams is diffusing. In many articles concerning above threshold OPOs such
phase diffusion is neglected; its effects on various properties of OPOs were first studied by Lane, Reid, and Walls
[114] and by Reid and Drummond [109, 115]. In order to introduce twin beams in simple terms, we will not
consider phase diffusion in this chapter; such effect will be treated rigorously in Chapter 814.
6.4.1 The OPO within the positive P representation
Let us choose degenerate type II operation, as this is the ideal situation from the experimental viewpoint, because
then the signal and idler fields can be analyzed using the same local oscillator field. In any case, the results that we are
going to show are independent of the particular type of OPO. The two–mode OPO we are considering deals then with
three cavity modes: The pump mode which resonates at frequency ωp = 2ω0 and has ordinary polarization, and the
signal and idler modes which resonate at frequency ωs = ωi = ω0 and have extraordinary and ordinary polarization,
respectively (Figure 6.2b). Every mode is assumed to be in a TEM00 transverse mode. The pump mode is driven by
an external, resonant laser beam, while no injection is used for the signal and idler modes, whose associated photons
are then generated via spontaneous parametric down–conversion.
Similarly to the degenerate case, we move to the interaction picture defined by the transformation operator
Uˆ0 = exp[Hˆ0t/i~] with Hˆ0 = ~ωL(2aˆ
†
paˆp + aˆ
†
s aˆs + aˆ
†
i aˆi). (6.91)
In this picture, the state ρˆ of the intracavity modes is written as ρˆI = Uˆ
†
0 ρˆUˆ0, and satisfies the master equation
dρˆI
dt
=
[
χaˆpaˆ
†
s aˆ
†
i + Epa†p +H.c., ρˆI
]
+
∑
j=p,s,i
γj(2aˆj ρˆIaˆ
†
j − aˆ†j aˆj ρˆI − ρˆIaˆ†j aˆj), (6.92)
where we take γs = γi, what is a reasonable approximation from the experimental viewpoint. We take Ep as a positive
real as before. Once again, the nonlinear coupling parameter χ is found from (6.1.2) particularized to the configuration
that we are treating, which do not write explicitly because no real simplifications are obtained in this case.
14 Indeed, this phenomenon offers the perfect example of the usefulness of positive P techniques based on the master equation of the
system (see Sections 2.6.3 and 4.3), as it cannot be studied by dealing with operator techniques such as that introduced in Section 4.2
because an operator corresponding to the phase of the cavity modes is not available [23, 20].
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We use the positive P representation for the density operator, what in this case leads to the stochastic Langevin
equations
α˙p = Ep − γpαp − χαsαi, (6.93a)
α˙+p = Ep − γpα+p − χα+s α+i , (6.93b)
α˙s = −γsαs + χαpα+i +
√
χαpξ(t), (6.93c)
α˙+s = −γsα+s + χα+p αi +
√
χα+p ξ
+(t), (6.93d)
α˙i = −γsαi + χαpα+s +
√
χαpξ
∗(t), (6.93e)
α˙+i = −γsα+i + χα+p αs +
√
χα+p [ξ
+(t)]∗, (6.93f)
where now ξ(t) and ξ+(t) are independent complex Gaussian noises with zero mean and non-zero correlations
〈ξ(t), ξ∗(t′)〉P = 〈ξ+(t), [ξ+(t′)]∗〉P = δ(t− t′). (6.94)
Once again, it is easy to show that these equations have the same form both within the Ito and Stratonovich inter-
pretations, and hence we can directly use the usual rules of calculus to analyze them.
In order to simplify the equations, we will make the same variable change as in the DOPO,
τ = γst, βm(τ) =
χ
γs
√
γp/γm
αm(t), ζm(τ) =
1√
γs
ξm(t), (6.95)
where with these definitions the new noises ζ(τ) and ζ+(τ) satisfy the same statistical properties as ξ(t) and ξ+(t),
but now with respect to the dimensionless time τ . In terms of these normalized variables, the Langevin equations
(6.93) read (derivatives with respect to τ are understood)
β˙p = κ[σ − βp − βsβi], (6.96a)
β˙+p = κ[σ − β+p − β+s β+i ], (6.96b)
β˙s = −βs + βpβ+i + g
√
βpζ(τ), (6.96c)
β˙+s = −β+s + β+p βi + g
√
β+p ζ
+(τ), (6.96d)
β˙i = −βi + βpβ+s + g
√
βpζ
∗(τ), (6.96e)
β˙+i = −β+i + β+p βs + g
√
β+p [ζ
+(τ)]∗, (6.96f)
where the σ, κ, and g parameters have the same definition as before (6.53).
In order to extract information from these equations we will proceed as before, that is, by linearizing them around
the classical stable solution.
6.4.2 Classical analysis of the OPO
Using the same procedure as in Section (6.3.2), we retrieve the classical evolution equations of the OPO, which read
β˙p = κ[σ − βp − βsβi], (6.97a)
β˙s = −βs + βpβ∗i , (6.97b)
β˙i = −βi + βpβ∗s . (6.97c)
Similarly to (6.57), these equations admit two types of solutions, one with the signal–idler modes switched off, and
another with all the modes switched on. Again, the first type exists for all the parameters, but becomes unstable for
σ > 1, while the second type exists only for σ ≥ 1 and is stable in all its domain of existence. Note however, that
in this case these equations have the continuous symmetry {βs → exp(−iθ)βs, βi → exp(iθ)βi}, and hence the phase
difference between the signal and idler modes is not fixed by the classical equations (a result of paramount importance
for the results we derive later).
Explicitly, the stationary solution below threshold is
β¯p = σ, β¯s,i = 0, (6.98)
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while now the above threshold stationary solution reads
β¯p = 1, β¯s,i =
√
σ − 1 exp(∓iθ), (6.99)
being θ arbitrary. The stability of these solutions is easily analyzed following the same steps as in (6.3.2), that
is, analyzing the sign of the real part of the eigenvalues of the stability matrix, and leads to the scenario already
commented above.
Let us finally discuss one point regarding what we could expect in real experiments. Assume that we operate the
OPO above threshold. Bright signal and idler beams are then expected to start oscillating inside the cavity, their
relative phase θ chosen randomly according to the particular fluctuations from which the beams are built up. We
say then that θ is chosen by spontaneous symmetry breaking. In this chapter we assume that after this spontaneous
symmetry breaking process, the value of θ remains fixed; in reality, any source of noise (thermal, electronic, etc...) can
make it drift. We can assume all the classical sources of noise to be properly stabilized (at least within the time–scale
of the experiment), but even then, quantum noise will remain. Nevertheless, for the purposes of this introduction to
the properties of OPOs we will neglect this quantum phase diffusion phenomenon, which will be properly addressed
along the next chapters.
6.4.3 The OPO below threshold: Signal–idler entanglement
Linearizing now the Langevin equations (6.96) around the below threshold classical solution (6.98) we can prove that
the quadratures of the signal and idler modes have correlations of the EPR type. In particular, we will prove that for
σ > 0 these modes satisfy
V out[(Xˆs − Xˆi)/
√
2; Ω] < 1 and V out[(Yˆs + Yˆi)/
√
2; Ω] < 1, (6.100)
which is to be regarded as the generalization of the entanglement criterion (2.38) to the free–space fields leaking out
of the cavity. Moreover, we will show that these EPR like correlations become perfect exactly at threshold.
To this aim, let us expand the stochastic amplitudes of the modes as (6.68); it is straightforward to see that the
linear evolution of the signal/idler fluctuations is decoupled from the pump fluctuations, and obey the linear system
b˙si = Lsibsi + g
√
σζsi(τ), (6.101)
with
bsi (τ) = col
[
bs(τ), b
+
s (τ), bi(τ), b
+
i (τ)
]
, (6.102a)
ζsi(τ) = col{ζ(τ), ζ+(τ), ζ∗(τ), [ζ+(τ)]∗}, (6.102b)
being
Ls =


−1 0 0 σ
0 −1 σ 0
0 σ −1 0
σ 0 0 −1

 , (6.103)
a symmetric, real matrix with orthonormal eigensystem
λ1 = −1− σ, v1 = 1
2
col(1, 1,−1,−1), (6.104a)
λ2 = −1− σ, v2 = 1
2
col(1,−1, 1,−1), (6.104b)
λ3 = 1− σ, v3 = 1
2
col(1, 1, 1, 1), (6.104c)
λ4 = 1− σ, v4 = 1
2
col(1,−1,−1, 1). (6.104d)
Once again, this linear system is solved by defining the projections cj(τ) = vj ·bsi (τ), which obey the following simple
linear stochastic equation with additive noise
c˙1,4 = λ1,4c1,4 + ig
√
σζ1,4(τ) (6.105a)
c˙2,3 = λ2,3c2,3 + g
√
σζ2,3(τ), (6.105b)
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where the new real noises {ζj(τ)}j=1,2,3,4 satisfy the standard statistical properties (2.82); the correlation spectrum
associated to each projection can be found then by particularizing the corresponding expression in Appendix B.
In this case, the relation between the quadrature fluctuations of the signal and idler modes, and the projections
are easily found to be
c1(τ) = (δxs − δxi)/2, (6.106a)
c2(τ) = i(δys + δyi)/2, (6.106b)
c3(τ) = (δxs + δxi)/2, (6.106c)
c4(τ) = i(δys − δyi)/2, (6.106d)
where the normalized quadratures are defined as in (6.55). Hence, we can evaluate the noise spectra of the different
combinations of signal–idler quadratures as
V out[(Xˆs − Xˆi)/
√
2; Ω] = 1 +
4
g2
C˜1(Ω˜) =
(1 − σ)2 + Ω˜2
(1 + σ)2 + Ω˜2
, (6.107a)
V out[(Yˆs + Yˆi)/
√
2; Ω] = 1− 4
g2
C˜2(Ω˜) =
(1 − σ)2 + Ω˜2
(1 + σ)2 + Ω˜2
, (6.107b)
V out[(Xˆs + Xˆi)/
√
2; Ω] = 1 +
4
g2
C˜3(Ω˜) =
(1 + σ)2 + Ω˜2
(1 − σ)2 + Ω˜2 , (6.107c)
V out[(Yˆs − Yˆi)/
√
2; Ω] = 1− 4
g2
C˜4(Ω˜) =
(1 + σ)2 + Ω˜2
(1 − σ)2 + Ω˜2 . (6.107d)
Note that the two first (last) expressions coincide with the noise spectrum of the squeezed (anti–squeezed) quadrature
of the DOPO below threshold, see (6.76). Hence, we have proved exactly what we promised (6.100): Below threshold,
the signal and idler fields have correlated X quadratures, and anticorrelated Y quadratures. This correlations become
perfect at zero noise frequency when working exactly at threshold. Once again, it can be proved that this is a flaw of
the linearization procedure, and nonlinear corrections in the g parameter make them become finite [116].
6.4.4 The OPO above threshold: Twin beams
Consider now the OPO operating above threshold. We are going to prove that the signal and idler beams, which have
now a non-zero mean field, have perfectly correlated intensities; they are what we will call twin beams. In Figure
6.8 we show the scheme of a typical experiment designed to look for such intensity correlations. The signal and idler
beams are first separated by a polarizing beam splitter, and then measured with independent photodetectors; the
corresponding electric signals are then subtracted, and the power spectrum of this difference photocurrent is finally
analyzed.
Using the approach that we developed in Section 5.3, it is not difficult to show that, similarly to the homodyne
detection spectrum (5.46), in this case the power spectrum of the difference photocurrent is also formed by a shot
noise contribution, plus a part which depends on the state of the system (and goes to zero for vacuum or coherent
states). In particular, assuming the state of the system to be stationary, one easily gets
PD(Ω)
Pshot
= 1 +
1
〈nˆs,out〉+ 〈nˆi,out〉
∫ +∞
−∞
dt′〈: δnˆD,out(t)δnˆD,out(t+ t′) :〉e−iΩt
′
, (6.108)
where we have defined the number–difference operator
nˆD,out = nˆs,out − nˆi,out. (6.109)
We can rewrite this expression in terms of intracavity operators by using relations (5.22). After doing this, and given
that all the expectation values are in normal order, we can directly use the positive P representation to evaluate them,
just as we did in the previous sections. Taking also into account the definition of the normalized variables (6.95), this
leads to
PD(Ω)
Pshot
= 1 +
2
g2(〈ns〉+ 〈ni〉)
∫ +∞
−∞
dt′〈δnD(t)δnD(t+ t′)〉P e−iΩt
′
, (6.110)
where we have defined the normalized versions of the different operators within the positive P representation:
ns = β
+
s βs, ni = β
+
i βi, and nD = β
+
s βs − β+i βi. (6.111)
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Fig. 6.8: Detection scheme designed for the observation of the intensity correlations between the signal and idler beams coming
out from a type II OPO above threshold.
The last manipulation that we need is to consider the linearized version of this expression. To this aim, we can
expand the coherent amplitudes as usual (6.68), that is, as some quantum fluctuations around the classical stationary
solution (6.99), and then expand the spectrum (6.110) up to the lowest order in the fluctuations. The final result is
actually very intuitive:
PD(Ω)
Pshot
= V out[(Xˆ−θs − Xˆθi )/
√
2; Ω], (6.112)
that is, the linearized version of the spectrum (6.108) corresponds to the noise spectrum of the difference between the
amplitude quadratures of the signal and idler modes. This result comes from the fact that the linearized version of
the number–difference fluctuations itself is proportional to such quadrature–difference fluctuations, that is,
δnD ≃ β¯∗s bs + β¯sb+s − β¯∗i bi − β¯ib+i =
√
σ − 1(δx−θs − δxθi ); (6.113)
this actually makes sense, as we already saw in Chapter 2 that the number and phase fluctuations of the harmonic
oscillator are related to the fluctuations of its amplitude and phase quadratures, provided that the mean value of the
oscillator’s amplitude is large enough (large enough σ in this case).
Hence, proving that the joint quadrature (Xˆ−θs −Xˆθi )/
√
2 is squeezed is equivalent to proving intensity correlations.
To do so we follow the procedure of the previous sections. First, we write the linear system obeyed by the quantum
fluctuations, which for the above threshold OPO reads
b˙ = Lb+ gζ(τ), (6.114)
where b = col(bp, b
+
p , bs, b
+
s , bi, b
+
i ), ζ(τ) = col{0, 0, ζ(τ), ζ+(τ), ζ∗(τ), [ζ+(τ)]∗}, and the linear stability matrix reads
in this case
L =


−κ 0 −κρeiθ 0 −κρe−iθ 0
0 −κ 0 −κρe−iθ 0 −κρeiθ
ρe−iθ 0 −1 0 0 1
0 ρeiθ 0 −1 1 0
ρeiθ 0 0 1 −1 0
0 ρe−iθ 1 0 0 −1


, (6.115)
where ρ =
√
σ − 1. Even though this matrix is not Hermitian, it is simple to check that the vector
v =
1
2
col(0, 0, e−iθ, eiθ,−eiθ,−e−iθ), (6.116)
is an eigenvector of it with eigenvalue λ = −2 irrespective of the system parameters, that is, v∗L = −2v∗. On the
other hand, the projection of the fluctuations b onto this eigenvector is
c(τ) = v∗ · b(τ) = [δx−θs (τ) − δxθi (τ)]/2; (6.117)
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then, by projecting the linear system (6.114) onto v we get the evolution equation for this projection, which reads
c˙ = −2c+ igη(t), (6.118)
where η(t) is a real noise which satisfies the usual statistics (2.82). As usual this is a linear stochastic equation with
additive noise, see Appendix B. Hence, the noise spectrum we are looking for can be finally written as
V out[(Xˆ−θs − Xˆθi )/
√
2; Ω] = 1 +
4
g2
C˜(Ω˜) =
Ω˜2
4 + Ω˜2
, (6.119)
where once again we have used the results of Appendix B for the correlation spectrum of c(τ).
As stated, the signal and idler modes have perfect amplitude quadrature correlations above threshold (for any value
of the system parameters) and at zero noise frequency, what is equivalent to perfect intensity correlations as explained
above. The shape of the spectrum is the usual Lorentzian that we have found for all the previous perfectly squeezed
quadratures; however, as we show in Section ..., in this case this shape is not an unrealistic artifact of the linearization:
the intensities (or amplitude quadratures) of the generated twin beams can be indeed perfectly correlated.
Let us finally remark that the vector (6.116) is not the only one with a definite eigenvalue in all parameter space;
it is simple to check that the vector
v0 =
i
2
col(0, 0, e−iθ,−eiθ,−eiθ, e−iθ), (6.120)
satisfies v∗0L = 0, and hence has zero eigenvalue. This zero eigenvalue is an indicator that there is a direction of phase
space along which quantum noise can act freely. It is actually easy to realize which is the corresponding variable
of the system affected by this undamped quantum noise; one just needs to evaluate the projection of the quantum
fluctuations b onto v0, what leads to
c0(τ) = v
∗
0 · b(τ) = [δy−θs (τ)− δyθi (τ)]/2, (6.121)
that is, the difference between the phase quadratures of the signal and idler modes is the variable we are looking
for. In other words, as within the linearized description the fluctuations of the phase quadrature are related to the
fluctuations of the actual phase of the mode, the phase difference θ that we have taken as a fixed quantity of the above
threshold solution, is actually dynamical, it should diffuse with time owed to quantum noise (as already advanced
above). Fortunately, it can be proved that adding this phase diffusion doesn’t change the results we have shown
concerning intensity correlations [114]; it however affects other aspects of above threshold OPOs that we haven’t
tackled in this introduction, and we will need to treat the phase diffusion in depth in the next chapters.
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7. BASIC PHENOMENA IN MULTI–MODE OPTICAL PARAMETRIC OSCILLATORS
In the previous chapter we developed the quantum model of an optical parametric oscillator, showing that it is a
threshold system capable of generating squeezed and entangled states of light. In order to prove so, we simplified the
system as much as possible, particularly assuming that only a single three–wave mixing process is selected, that is,
that pump photons can only be “broken” into one particular signal–idler pair (an extraordinary, frequency degenerate,
TEM00 pair of photons in the case of the DOPO, for example). This is however not general enough, as pump photons
may have many different “decay channels”. We will call multi–mode OPOs to such OPOs in which pump photons
have not a single decay channel.
The first type of multi–mode OPOs that were ever studied were DOPOs in which several transverse modes could
resonate at the signal frequency, just as we allowed in the derivation of the three–wave mixing Hamiltonian in Section
6.2. In this case, the different decay channels available for the pump photons correspond to opposite orbital angular
momentum signal–idler pairs, as can be appreciated in expression (6.42). The study of these spatial multi–mode OPOs
was first motivated either by the desire to understand the spatial correlations of the signal beam [117, 118, 119], to
model real experiments [120], or to describe quantum mechanically the phenomenon of pattern formation [121]. Shortly
after these preliminary studies, Lugiato and collaborators [122, 123, 124, 125] came to realize that the phenomenology
appearing in this system was far more rich than that of their single–mode counterpart, and their seminal ideas gave
rise to the field of quantum imaging.
A different type of multi–mode OPOs are the so-called temporal multi–mode OPOs. In order to understand
which are the different decay channels in this case, let us consider the following example. Assume that the OPO is
tuned so that the frequency degenerate type I process (Figure 6.2a) is the one with optimal phase matching, that is
c∆kD−I = 2ω0 [no(2ω0)− ne(ω0)] = 0. We can evaluate the phase mismatch associated to the nondegenerate process
(Figure 6.2c) as
c∆kND−I = 2ω0no(2ω0)− (ω0 +Ω)ne(ω0 +Ω)− (ω0 − Ω)ne(ω0 − Ω) ≃ −2Ω2 dne
dω
∣∣∣∣
ω=ω0
, (7.1)
where we have assumed Ω≪ ω0 and made a series expansion of the refractive indices around ω = ω0. It is not difficult
to show that for typical values of the dispersion dne/dω|ω=ω0 and taking into account that Ω can be of the order of the
free spectral range of the cavity, ∆k−1ND−I is usually much larger than the typical lengths of nonlinear crystals. In other
words, even though not optimally, the phase matching condition ∆kND−I ≪ l−1c can still be satisfied by nondegenerate
processes, and hence pump photons have many decay channels open: The degenerate and all the nondegenerate ones
allowed by energy and momentum (phase–matching) conservation. Even though temporal multi–mode parametric
down–conversion was studied in free space a long time ago [126, 127, 128], it wasn’t until a few years ago that these
kind of processes were considered in cavity systems [129, 130, 131].
This thesis is devoted to the study of multi–mode OPOs. Throughout the rest of the thesis we will show that
both their quantum and classical properties can be understood in terms of two basic phenomena: pump clamping and
spontaneous symmetry breaking. In this Chapter we shall introduce these two phenomena in a general, intuitive way
by making use of simple examples.
7.1 Pump clamping as a resource for noncritically squeezed light
In this section we would like to introduce the phenomenon of pump clamping which was first predicted in [29].
7.1.1 Introducing the phenomenon through the simplest model
In order to introduce the phenomenon of pump clamping we will consider the most simple multi–mode scenario:
Pump photons can decay through two degenerate type I channels. As we will argue at the end, the results are trivially
generalized to any other combination of decay channels. Hence, consider three intracavity modes: The pump mode,
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with annihilation operator denoted by aˆ0, and two signal modes whose annihilation operators we denote by aˆ1 and
aˆ2; these are connected via the Hamiltonian
Hˆc = i~(χ1aˆ0aˆ
†2
1 + χ2aˆ0aˆ
†2
2 ) + H.c. (7.2)
The dependence of the coupling parameters χj on the system parameters depends on the particular processes underlay-
ing this basic scheme1; we will assume here that χ1 > χ2 for definiteness, that is, that the decay channel corresponding
to mode 1 is favoured. Moreover, we will assume that the decay rates for the signal modes are the same, that is,
γ1 = γ2 = γs, and that the system is pumped by the external laser exactly at resonance. Working in the interaction
picture defined in the previous chapter, and scaling the variables as we did there (see Section 6.3.1), it is simple to
show that the positive P Langevin equations associated to this system read
β˙0 = κ[σ − β0 − β21/2− rβ22/2], (7.3a)
β˙+0 = κ[σ − β+0 − β+21 /2− rβ+22 /2], (7.3b)
β˙1 = −β1 + β0β+1 + g
√
β0ζ1(τ), (7.3c)
β˙+1 = −β+1 + β+0 β1 + g
√
β+0 ζ
+
1 (τ), (7.3d)
β˙2 = −β2 + rβ0β+2 + g
√
rβ0ζ2(τ), (7.3e)
β˙+2 = −β+2 + rβ+0 β2 + g
√
rβ+0 ζ
+
2 (τ), (7.3f)
where we have defined the parameter r = χ2/χ1 < 1, and all the noises are real, independent, and satisfy the usual
statistical properties (2.82).
Classical emission
Let’s first analyze the classical emission properties of the system. In particular, let us study its classical stationary
solutions. As we argued in Section 6.3.2, the classical equations corresponding to the Langevin equations (7.3) are
β˙0 = κ[σ − β0 − β21/2− rβ22/2], (7.4a)
β˙1 = −β1 + β0β∗1 , (7.4b)
β˙2 = −β2 + rβ0β∗2 . (7.4c)
Just as the single–mode DOPO, these equations posses a stationary solution with the signal modes switched off which
is given by
β¯0 = σ, β1 = β2 = 0. (7.5)
On the other hand, the first particularity that we can see in this case is that a stationary solution with the modes 1
and 2 switched on at the same time does not exists, as it would imply |β¯0| = 1 and |β¯0| = r simultaneously, what is
not possible (the pump amplitude cannot take two different values at the same time!). Hence, we are left with two
different stationary solutions, one given by
β¯0 = 1, β¯1 =
√
2 (σ − 1), β¯2 = 0, (7.6)
which has the second mode switched off, and another given by
β¯0 = r
−1, β¯2 =
√
2 (σ − r−1), β¯1 = 0, (7.7)
which has the first mode switched off. Note that these solutions have thresholds located at σ = 1 and σ = r−1 > 1,
respectively, and hence the lower threshold corresponds to the solution with mode 1 switched on.
On the other hand, the stability matrix associated to equations (7.4) is given by
L =


−κ 0 −κβ¯1 0 −κrβ¯2 0
0 −κ 0 −κβ¯∗1 0 −κrβ¯∗2
β¯∗1 0 −1 β¯0 0 0
0 β¯1 β¯
∗
0 −1 0 0
rβ¯∗2 0 0 0 −1 rβ¯0
0 rβ¯2 0 0 rβ¯
∗
0 −1


. (7.8)
1 For example, if the cavity is confocal, so that even and odd families are spectrally separated by half the free spectral range inside
the cavity, we could assume that the even families resonate at the signal frequency, and modes 1 and 2 would correspond then to the
L00(ks; r⊥, z) and the L10(ks; r⊥, z) transverse modes, as long as we could forget about the rest of the transverse modes.
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It is then trivial to show that the eigenvalues of this matrix particularized to the trivial solution (7.5) are all real
and negative except for the following two: λ1 = −1 + σ and λ2 = −1 + rσ. Hence, for σ > 1 this solution becomes
unstable, just as expected from the previous chapter: (7.5) is the so-called below threshold solution. Similarly, it is
very simple to check that all the eigenvalues of L particularized to the solution (7.6) have negative real part for σ > 1,
and hence, this solution is stable in all its domain of existence. Finally, it is straightforward to find that the solution
(7.7) is always unstable, as L has in this case the eigenvalue λ = −1 + r−1 which is always positive.
Hence, we arrive to the conclusion that only one of the two modes can be switched on by increasing the external
pump injection, the one with the largest coupling to the pump mode. In other words, the nonlinear competition is
won by the mode with the lowest threshold. Indeed, there is a simple physical explanation for this. The fluctuations of
the signal modes are not fed directly through the injection parameter σ, but through the pump amplitude β¯0, as can
be appreciated in (7.4b,7.4c). Now, once we get to σ = 1 —the threshold of mode 1— the pump mode gets clamped
to β¯0 = 1 no matter how much we increase σ (all the remaining pump injection is used to make the signal mode
oscillate). Hence, as mode 2 feels changes in the system only through the pump mode, it will feel as if the system is
frozen to σ = 1, no matter how much we increase the actual σ. Hence, the instability point leading to its activation,
which requires β¯0 = r
−1, cannot be reached, and hence it will stay switched off forever.
Quantum properties
Classically, the pump mode and mode 1 behave, respectively, as the pump and signal modes of the single–mode DOPO
(see Section 6.3.2). Following the analysis of Section 6.3.3, it is straightforward to show that the quantum properties
of these modes are also just like those that we found for the single–mode DOPO, that is, the pump mode is always
in a coherent state, while mode 1 is squeezed only when working near to the threshold σ = 1. Hence we focus on the
quantum properties of the non-amplified mode, which is indeed the one showing the new phenomenon appearing in
the multi–mode case: No matter how much we increase σ, from the point of view of mode 2 the system is frozen to
its state at σ = 1. As we are about to see, this is a very interesting effect from the quantum point of view.
In order to study the quantum properties of mode 2, we use the linearization procedure that we introduced in the
previous chapter, that is, we expand all the stochastic amplitudes as βj(τ) = β¯j + bj(τ) and β
+
j (τ) = β¯
∗
j + b
+
j (τ), and
assume that the b’s are order g quantities. Then, given that β¯2 = 0 irrespective of the system parameters, the stability
matrix (7.8) shows that the fluctuations of mode 2 get decoupled from the rest of the modes; in particular, and taking
into account that β¯0 is real and positive for all the system parameters, they satisfy the linear system
b˙2 = L2b2 + g
√
rβ¯0ζ2(τ), (7.9)
with b2 (τ) = col
[
b2(τ), b
+
2 (τ)
]
, ζ2(τ) = col
[
ζ2(τ), ζ
+
2 (τ)
]
, being
L2 =
[−1 rβ¯0
rβ¯0 −1
]
, (7.10)
a real, symmetric matrix with orthonormal eigensystem{
λ± = −
(
1∓ rβ¯0
)
,v± =
1√
2
col(1,±1)
}
. (7.11)
Note that, as commented, the evolution of the fluctuations of mode 2 does not depend directly on σ, but on the
stationary value of the pump mode β¯0. Also, note that the eigenvectors v± are exactly the same as those which
appeared in the single–mode DOPO below threshold (6.73), and hence the projections c± = v± ·b2 are related to the
quadratures of mode 2 by
c+(τ) =
[
b2(τ) + b
+
2 (τ)
]
/
√
2 = δx2(τ)/
√
2, (7.12a)
c−(τ) =
[
b2(τ)− b+2 (τ)
]
/
√
2 = iδy2(τ)/
√
2, (7.12b)
so that the noise spectrum of the X and Y quadratures of mode 2 can be evaluated as
V out(Xˆ2; Ω) = 1 +
4
g2
C˜+(Ω˜), (7.13a)
V out(Yˆ2; Ω) = 1− 4
g2
C˜−(Ω˜). (7.13b)
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On the other hand, projecting the linear system (7.9) onto the eigenvectors v± we get the following evolution equations
for the projections:
c˙j = λjcj + g
√
rβ¯0ζj(τ), (7.14)
where ζ±(τ) =
[
ζ2(τ)± ζ+2 (τ)
]
/
√
2 are new independent real noises satisfying the usual statistical properties. The
general treatment of this type of equations can be found in Appendix B. Taking in particular the expression of their
associated correlation spectrum (B.6), we can finally write
V out(Xˆ2; Ω) =
(1 + rβ¯0)
2 + Ω˜2
(1− rβ¯0)2 + Ω˜2
, (7.15a)
V out(Yˆ2; Ω) =
(1− rβ¯0)2 + Ω˜2
(1 + rβ¯0)2 + Ω˜2
. (7.15b)
Note first that mode 2 is in a minimum uncertainty state as
V out(Xˆ2; Ω)V
out(Yˆ2; Ω) = 1 (7.16)
. On the other hand, for σ < 1 we have β¯0 = σ, while for σ > 1 the pump mode is clamped to β¯0 = 1. Hence, as σ
increases, quantum noise gets reduced in the Y quadrature (and correspondingly increased in the X quadrature), so
that mode 2 is in a squeezed state. Maximum squeezing is obtained at zero noise frequency and for σ > 1, where we
have
V out(Yˆ2; 0) = (1− r)2/(1 + r)2 < 1. (7.17)
The interesting feature about this squeezing is that, owed to the fact that the system is frozen from the point of view
of mode 2, it is independent of the system parameters (above threshold), a reason why we call it noncritical squeezing;
this is in contrast to the squeezing appearing in the single–mode DOPO, which needs a fine tuning of the system
parameters, in particular to the instability point σ = 1. It is interesting to note that the squeezing levels predicted
by (7.17) are above 90% as long as r < 0.5; this is actually very good news, as it means that even if mode 2 has its
threshold two times above the threshold of mode 1, it will still be highly squeezed.
7.1.2 Generalization to many down–conversion channels: The OPO output as a multi–mode non-classical field
The results we have just found for the simple situation of having two degenerate type I decay channels are trivially
generalized to an arbitrary number of decay channels of any kind.
The idea is that when pumped at frequency 2ω0, the OPO can have many available down–conversion channels
(corresponding to degenerate or non-degenerate, type I or type II processes, and even channels having some detuning),
but one of them will have the lowest threshold, say σ = σ0. Classically, this channel, and only this, is the one that will
be amplified above threshold, while the rest of the channels will remain switched off irrespective of the injection σ.
As for the quantum properties, from the point of view of the non-amplified channels the OPO will stay frozen at an
injection parameter σ = σ0, and they will show the levels of squeezing or entanglement predicted for that parameter.
In particular, all the channels with indistinguishable (distinguishable) signal and idler modes will show squeezing
(entanglement), the level of which will depend on the distance between σ0 and their corresponding thresholds.
Hence, we predict that a general OPO with a single pump will emit an intrinsically non-classical field formed by a
superposition of various squeezed or entangled vacua plus the bright amplified mode above threshold. This prediction
was first introduced in [29] and it has been checked experimentally very recently [132].
7.2 Noncritically squeezed light via spontaneous symmetry breaking
We introduce now the phenomenon of noncritically squeezed light generation through spontaneous symmetry breaking,
which will occupy indeed most of the original research to be found in this thesis.
7.2.1 The basic idea
The idea behind this phenomenon can be put in an abstract way as follows. Suppose that we work with an OPO which
is invariant under changes of some continuous degree of freedom of the down–converted field, say ǫ, which we might
call free parameter (FP) in the following (we already found an example of such system, the frequency degenerate type
II OPO, in which the phase difference between signal and idler was a symmetry of the system). Above threshold the
classical or mean field value of the down–converted field, say E¯ǫ(r, t) —we explicitly introduce the FP in the field—, is
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Fig. 7.1: Schematic representation of a DOPO tuned to the first family of transverse modes at the signal frequency. When
pumped above threshold it emits a TEM10 mode whose orientation θ respect to the x axis is arbitrary. This is one
of the simplest examples of spontaneous symmetry breaking, and it is actually the one that we will be using to study
this phenomenon in depth.
not zero, and when the OPO starts emitting it, a particular value of the FP is chosen through spontaneous symmetry
breaking, as commented in Section 6.4.2.
Let’s think now about what quantum theory might introduce to this classical scenario. First, as variations of
the FP do not affect the system, quantum fluctuations can be expected to make it fluctuate without opposition,
eventually making it become completely undetermined. Then, invoking now the uncertainty principle, the complete
indetermination of a system’s variable allows for the perfect determination of its corresponding momentum, meaning
this that we could expect perfect squeezing in the quadrature selected by the local oscillator −i∂ǫE¯ǫ(r, t) in an
homodyne detection scheme.
The first proof of such an intuitive reasoning was offered through the study of a DOPO with plane mirrors [30, 31],
where transverse patterns as well as cavity solitons have been predicted to appear above threshold [133, 134, 135, 136,
137, 138], hence breaking the translational symmetry of the system. The main difficulty of this model was that it is not
too close to current experimental setups and such transverse structures have not even been observed yet in DOPOs.
This was one of the main motivations to study the phenomenon with a simpler, more realistic system, consisting on
a DOPO with spherical mirrors tuned to the first family of transverse modes at the subharmonic [32, 33] (see Figure
7.1). We will introduce in this section the phenomenon through this example, which was actually the first original
work originated from this thesis [32]; we will show that it is the rotational symmetry in the transverse plane the one
which is broken in this case, a symmetry that was also exploited later in another type of nonlinear cavities which make
use of χ(3) nonlinearities [34].
The phenomenon can be extended to systems in which the FP is not a spatial degree of freedom in the transverse
plane. The first of such generalizations was made in [35], where the FP was a polarization degree of freedom of a
degenerate type II OPO. This case will be properly addressed in Chapter 10. Continuing with a generalization to
different symmetries, in the outlook section of the concluding chapter we will propose a new scheme in which the FP
is associated to a temporal degree of freedom, hence closing the types of symmetries that the electromagnetic field has
to offer.
7.2.2 The two–transverse–mode DOPO and spontaneous rotational symmetry breaking
The two–transverse–mode DOPO model
In order to introduce the phenomenon of squeezing induced by spontaneous symmetry breaking we consider a DOPO
tuned to the first family of transverse modes at the signal frequency2; the DOPO is pumped by a TEM00 beam
resonant with the pump mode, that is, ωL = 2ω0 in the nomenclature of the previous chapters. We would like to
remind that the first family of transverse modes contains the Laguerre–Gauss modes L0,±1(ks; r⊥, z) which is the
reason why we will call two–transverse–mode DOPO (2tmDOPO) to this system. Most of this thesis has been devoted
to study several aspects of this system [32, 33, 36], as we have used it as a playground where analyzing spontaneous
symmetry breaking at the quantum level.
Let us denote by aˆ0 the annihilation operator for the pump mode, and by aˆ±1 the ones associated to the
L0,±1(ks; r⊥, z) signal modes. Instead of using the Laguerre–Gauss basis, we can work in the most usual TEMmn
basis. Denoting by Hψ10(ks; r⊥, z) a TEM10 mode rotated an angle ψ with respect to the x axis and by H
ψ
01(ks; r⊥, z)
2 See [139, 140, 132] for related experimental configurations.
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to its orthogonal, these are given by
Hψ10(ks; r⊥, z) =
1√
2
[
e−iψL0,+1(ks; r⊥, z) + e
iψL0,−1(ks; r⊥, z)
]
=
√
2|L0,±1(ks; r⊥, z)| cos(φ− ψ), (7.18a)
Hψ01(ks; r⊥, z) =
1√
2i
[
e−iψL0,+1(ks; r⊥, z)− eiψL0,−1(ks; r⊥, z)
]
=
√
2|L0,±1(ks; r⊥, z)| sin(φ− ψ). (7.18b)
These relations can be inverted as
L0,±1(ks; r⊥, z) =
1√
2
e±iψ
[
Hψ10(ks; r⊥, z)± iHψ01(ks; r⊥, z)
]
. (7.19)
The part of the signal field propagating along +ez can be written as (Schro¨dinger picture is understood)
Eˆ(+)s,→ (r) = i
√
~ωs
4ε0nsLs
ee [aˆ+1L0,+1(ks; r⊥, z) + aˆ−1L0,−1(ks; r⊥, z)] e
insksz, (7.20)
Introducing the relation (7.19) between the Laguerre–Gauss and the Hermite–Gauss modes in this expression, we find
the relation between their corresponding annihilation operators:
aˆ10,ψ =
1√
2
(
eiψaˆ+1 + e
−iψaˆ−1
)
, (7.21a)
aˆ01,ψ =
i√
2
(
eiψaˆ+1 − e−iψaˆ−1
)
. (7.21b)
The quantum model for this OPO configuration was already introduced in Section 6.2; we just need to particularize
the three–wave mixing Hamiltonian (6.42) to the case of operating in frequency degenerate type I conditions with only
the L0,±1(ks; r⊥, z) present at the signal frequency
3. Working as usual in a picture rotated to the frequency of the
injected laser, which in this case is described by the operator
Uˆ0 = exp[Hˆ0t/i~] with Hˆ0 = ~ω0(2aˆ
†
0aˆ0 + aˆ
†
+1aˆ+1 + aˆ
†
−1aˆ−1), (7.22)
the master equation of the system can be written in this case as
dρˆI
dt
=
[
χaˆ0aˆ
†
+1aˆ
†
−1 + Epa†0 +H.c., ρˆI
]
+
∑
j=0,±1
γj(2aˆj ρˆIaˆ
†
j − aˆ†j aˆj ρˆI − ρˆIaˆ†j aˆj), (7.23)
where we will denote γ0 by γp to match our previous notation, and will assume that γ+1 = γ−1 = γs which is as to
assume that the DOPO is invariant under rotations around the longitudinal axis, that is, rotationally symmetric in
the transverse plane. As usual, we take Ep as a positive real. On the other hand, the nonlinear coupling parameter χ
can be found by particularizing (6.1.2) to the current situation; taking into account that
∫ +∞
0
rdrG(kp; r)
[R10(ks; r)]2 =
(
2
π
)3/2 ∫ +∞
0
dr
2r3
wpw4s
exp
[
−
(
1
w2p
+
2
w2s
)
r2
]
=
1
4π3/2ws
(7.24)
where we have used that w2p/w
2
s = λp/λs = 1/2, see (3.86b), we get
χ =
3
2
lc
ws
χ(2)oee(2ω0;ω0, ω0)
√
~ω30
8π3ε0n3cL
3
opt
. (7.25)
The above master equation has exactly the same form as that modeling the OPO, see (6.92); this makes perfect sense,
as even though the down–converted photons are indistinguishable in frequency and polarization, they are not in orbital
angular momentum, and hence the 2tmDOPO is not a truly degenerate system. From an operational point of view
this is very fortunate, as we can then directly take the Langevin equations that we already derived for the OPO, and
3 From the previous section we know now that the only important feature is that this process is the one with the highest gain, it doesn’t
matter if other processes are present (such as frequency non-degenerate processes or processes involving other transverse families), as long
as these have a higher threshold.
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rewrite them to match the notation of the current system. Using also the same scaling for the coherent amplitudes,
the time, the noises, and the parameters as in Section 6.4.1, see (6.95) and (6.53), this allows us to write
β˙0 = κ[σ − β0 − β+1β−1], (7.26a)
β˙+0 = κ[σ − β+0 − β++1β+−1], (7.26b)
β˙+1 = −β+1 + β0β+−1 + g
√
β0ζ(τ), (7.26c)
β˙++1 = −β++1 + β+0 β−1 + g
√
β+0 ζ
+(τ), (7.26d)
β˙−1 = −β−1 + β0β++1 + g
√
β0ζ
∗(τ), (7.26e)
β˙+−1 = −β+−1 + β+0 β+1 + g
√
β+0 [ζ
+(τ)]∗. (7.26f)
Let us finally remind that the squeezing spectrum of any signal mode can be evaluated from this normalized variables
as
S(Xˆϕm; Ω) =
2
g2
∫ +∞
−∞
dτ ′ exp(−iΩ˜τ ′)〈δxϕm (τ) δxϕm (τ + τ ′)〉P , (7.27)
with
xϕm (τ) = e
−iϕβm (τ) + e
iϕβ+m (τ) , (7.28)
m referring to any of transverse modes resonating at the signal frequency.
Classical emission: Spontaneous rotational symmetry breaking
We now show that above threshold the two–transverse–mode DOPO shows the phenomenon of spontaneous symmetry
breaking of its rotational invariance in the transverse plane.
Following the approach introduced in the previous chapter, the classical equations of the system are retrieved from
the Langevin equations by neglecting the noise terms and making the correspondences β+j → β∗j to come back to the
classical phase space:
β˙0 = κ[σ − β0 − β+1β−1], (7.29a)
β˙+1 = −β+1 + β0β∗−1, (7.29b)
β˙−1 = −β−1 + β0β∗+1. (7.29c)
Now, from our previous treatment of the OPO (see Section 6.4.2) we can directly understand the classical emission
properties of the current 2tmDOPO. For σ ≤ 1 the signal modes are switched off, that is, its only long time term
stable solution is
β¯0 = σ, β¯+1 = β¯−1 = 0. (7.30)
On the other hand, for σ > 1 the only stable solution is
β¯0 = 1, β¯±1 = ρ exp(∓iθ), (7.31)
with ρ =
√
σ − 1 and where θ is arbitrary, as the classical equations are invariant under the change β±1 −→
exp(∓iθ)β±1, that is, θ is the FP of the 2tmDOPO. Taking the expectation value of expression (7.20), and us-
ing4 〈aˆ±1(t)〉 = exp(−iω0t)β¯±1/g within the classical limit, we get the form of the signal field as predicted by classical
optics
E¯(+)s,→ (r, t) = i
√
~ωs(σ − 1)
4ε0nsLsg2
ee
[
e−iθL0,+1(ks; r⊥, z) + e
iθL0,−1(ks; r⊥, z)
]
e−iω0t+insksz ∝ Hθ10(ks; r⊥, z), (7.33)
that is, classical emission takes place in the form of a TEM10 mode forming an angle θ with respect to the x axis (see
Figure 7.1). Hence, the FP is identified in this case with the orientation of the transverse pattern which is formed above
threshold, what finally shows that the rotational transverse symmetry of the 2tmDOPO is spontaneously broken.
In the following, we will call bright mode to Hθ10(ks; r⊥, z) —as it is classically excited— and dark mode to its
orthogonal Hθ01(ks; r⊥, z) —as it is classically empty of photons—, and will define the collective indices b = (10, θ)
and d = (01, θ) to simplify the notation.
4 Note that this result comes from the following chain of equalities:
〈aˆ±1(t)〉 = tr{ρˆIUˆ
†
0 aˆ±1Uˆ0} = exp(−iω0t)tr{ρˆIaˆ±1} = exp(−iω0t)〈α±1〉P = exp(−iω0t)〈β±1〉P /g (7.32)
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Quantum properties: Pattern diffusion and noncritical squeezing
The linearized Langevin equations. Just as we did with the DOPO, we are going to discuss the quantum properties
of the down–converted field by inspection of the quantum Langevin equations (7.26) in the limit γp ≫ γs, i.e., κ≫ 1,
where the pump variables can be adiabatically eliminated. We will show in the next chapter that all the important
properties found in this limit are valid in general.
As we already commented in Section 6.3.3, the deterministic procedure for adiabatically eliminating the pump
modes (which consists in assuming that β˙0 = β˙
+
0 = 0) is still valid in the stochastic case, but only if the equations are
interpreted in the Ito sense. Hence, after applying this procedure, the Langevin equations read in Stratonovich form:
β˙+1 = −
(
1− g2/4)β+1 + (σ − β+1β−1)β+−1 + g√σ − β+1β−1ζ (τ) , (7.34a)
β˙++1 = −
(
1− g2/4)β++1 + (σ − β++1β+−1)β−1 + g√σ − β++1β+−1ζ+ (τ) , (7.34b)
β˙−1 = −
(
1− g2/4)β−1 + (σ − β+1β−1)β++1 + g√σ − β+1β−1ζ∗ (τ) , (7.34c)
β˙+−1 = −
(
1− g2/4)β+−1 + (σ − β++1β+−1)β+1 + g√σ − β++1β+−1 [ζ+ (τ)]∗ . (7.34d)
In order to find analytic predictions from these equations we are going to linearize them. As explained in the
previous chapter, the usual procedure begins by writing the amplitudes as βm = β¯m + δβm and β
+
m = β¯
∗
m + δβ
+
m,
and treat the fluctuations as order g perturbations. This is in particular how we proceeded with the OPO. However,
as already stated in the previous chapter and emphasized in the present one, we expect quantum noise to rotate
the generated TEM10 mode (that is, to make the phase difference between the opposite angular momentum modes
diffuse), and hence fluctuations of the fields in an arbitrary direction of phase space could not be small (i.e., order g).
Nevertheless, equations (7.34) can be linearized if the amplitudes are expanded as
β±1 (τ) = [ρ+ b±1 (τ)] e
∓iθ(τ) (7.35a)
β+±1 (τ) =
[
ρ+ b+±1 (τ)
]
e±iθ(τ), (7.35b)
because as we will prove θ (τ) carries the larger part of the fluctuations, while the b’s and θ˙ remain as order g quantities.
In addition, expanding the fields in this way allows us to track the evolution of the classical pattern’s orientation, as
we take θ as an explicit quantum variable. Then, writing equations (7.34) up to order g, we arrive to the following
linear system (arriving to this expression is not as straightforward as it might seem, there are some subtleties that we
clarify in Appendix C)
− 2iiρw0θ˙ + b˙ =Lb+ gζ (τ) , (7.36)
with
b =


b+1
b++1
b−1
b+−1

 , ζ (τ) =


ζ (τ)
ζ+ (τ)
ζ∗ (τ)
[ζ+ (τ)]
∗

 , (7.37)
and where L is a real, symmetric matrix given by
L = −


σ 0 σ − 1 −1
0 σ −1 σ − 1
σ − 1 −1 σ 0
−1 σ − 1 0 σ

 , (7.38)
with the following eigensystem
λ0 = 0, w0 =
1
2 col (1,−1,−1, 1)
λ1 = −2, w1 = 12 col (1, 1,−1,−1)
λ2 = −2 (σ − 1) , w2 = 12 col (1, 1, 1, 1)
λ3 = −2σ, w3 = 12 col (1,−1, 1,−1) .
(7.39)
Defining the projections cm (τ) = wm · b (τ), and projecting the linear system (7.36) onto these eigenmodes, we
find the following set of decoupled linear equations (c0 is set to zero, as otherwise it would just entail a redefinition of
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θ)
θ˙ =
g
2ρ
η0 (τ) (7.40a)
c˙1 = −2c1 + igη1 (τ) (7.40b)
c˙2 = −2 (σ − 1) c2 + gη2 (τ) (7.40c)
c˙3 = −2σc3 + gη3 (τ) , (7.40d)
where the following real noises have been defined
η0 (τ) = iw0 · ζ (τ) = Im
{
ζ+ (τ) − ζ (τ)} (7.41a)
η1 (τ) = −iw1 · ζ (τ) = Im
{
ζ+ (τ) + ζ (τ)
}
(7.41b)
η2 (τ) = w2 · ζ (τ) = Re
{
ζ (τ) + ζ+ (τ)
}
(7.41c)
η3 (τ) = w3 · ζ (τ) = Re
{
ζ (τ)− ζ+ (τ)} , (7.41d)
which satisfy the usual statistical properties (2.82).
Note finally that in the long time term the solutions for the projections cj will be of order g (see Appendix B), and
hence so will be the b’s (note that this is not the case for θ, whose initial value is completely arbitrary, although its
variation θ˙ is indeed of order g). This is consistent with the initial assumptions about the orders in g of the involved
quantities.
Quantum diffusion of the classical pattern. Just as we commented in the previous sections, equation (7.40a)
shows that the orientation of the bright mode (the FP of the system) diffuses with time ruled by quantum noise. How
fast this diffusion is can be measured by evaluating the variance of θ. Using the statistical properties of noise (2.82),
it is straightforward to obtain the following result
Vθ (τ) =
〈
δθ2 (τ)
〉
P
= Dτ , (7.42)
where D = d/ (σ − 1) with
d = g2/4 = χ2/4γpγs. (7.43)
Note that we have assumed that Vθ (0) = 0, which is as saying that every time the 2tmDOPO is switched on, that
is, on any stochastic realization, the bright mode appears with the same orientation; in Chapter 9 we will show that
the pattern can be locked to a desired orientation by injecting a low–power TEM10 seed at the signal frequency inside
the cavity, and hence our assumption can be satisfied experimentally by switching on the 2tmDOPO with this seed
present, and turning it off at one point so that quantum noise can start making the bright mode rotate arbitrarily.
Passing to quantitative matters, Eq. (7.42) shows that the delocalization of the pattern’s orientation increases as
time passes by, though for typical system parameters (see Section 6.3.3, where we argued that g ≈ 4× 10−6) one finds
d ≃ 4× 10−12, and hence the rotation of the pattern will be fast only when working extremely close to threshold.
Independent quadratures and noncritical squeezing. The first step towards analyzing the squeezing prop-
erties of the field within the framework presented above, is identifying a set of independent quadratures. As showed
in the previous analysis, these appear naturally within our approach, as the eigenmodes {wm}m=0,1,2,3 of the stability
matrix give us a set of quadratures with well defined squeezing properties. In particular, from (7.35), (7.21), and
(7.28), it is easy to find the following relations
xb (τ) = 2
√
2ρ+
√
2c2 (τ) (7.44a)
yb (τ) = −i
√
2c3 (τ) (7.44b)
xd (τ) = i
√
2c0 (τ) (7.44c)
yd (τ) =
√
2c1 (τ) , (7.44d)
where {xb, yb} and {xd, yd} are the (normalized) X and Y quadratures of the bright and dark modes, Hθ10(ks; r⊥, z)
and Hθ01(ks; r⊥, z), respectively.
The evolution of these quadratures can therefore be found from the equations satisfied by the projections (7.40),
which are solved in Appendix B (remember that c0 = 0). In particular, using the expression for the correlation
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spectrum of the projections (B.6) as usual, it is straightforward to find the following results
V out
(
Xˆb; Ω
)
= 1 +
1
(σ − 1)2 + Ω˜2/4 (7.45a)
V out
(
Yˆb; Ω
)
= 1− 1
σ2 + Ω˜2/4
(7.45b)
V out
(
Xˆd; Ω
)
= 1 (7.45c)
V out
(
Yˆd; Ω
)
= 1− 1
1 + Ω˜2/4
. (7.45d)
We see that the quadratures of the bright mode have the same behavior as those of the single mode DOPO: The
quadrature Yb is perfectly squeezed (V
out = 0) at zero noise frequency
(
Ω˜ = 0
)
only at the bifurcation (σ = 1).
On the other hand, the dark mode has perfect squeezing in its Y quadrature at zero noise frequency. What is
interesting is that this result is independent of the distance from threshold, and thus, it is a noncritical phenomenon.
This result was first shown in [32], and we can understand it by following the reasoning given in above: As the
orientation θ of the classically excited pattern is undetermined in the long–time limit, its orbital angular momentum
must be fully determined at low noise frequencies. On the other hand, the orbital angular momentum of the bright
mode Hθ10(ks; r⊥, z) is nothing but its π/2 phase shifted orthogonal Hermite–Gauss mode, i.e., −i∂φHθ10(ks; r⊥, z =
iHθ01(ks; r⊥, z), which used as a local oscillator in a homodyne detection experiment would lead to the observation of
the Yd quadrature fluctuations.
8. DEEP STUDY OF SPONTANEOUS SYMMETRY BREAKING
THROUGH THE TWO–TRANSVERSE–MODE DOPO
In the previous chapter we have learned that spontaneous symmetry breaking allows for the obtention of noncritically
squeezed light in OPOs. We have introduced this phenomenon by studying a particular example, the two–transverse–
mode DOPO, in which the rotational invariance in the transverse plane is the symmetry broken by the TEM10 signal
field generated above threshold; the fundamental results at the quantum level have been that (i) this bright pattern
rotates randomly in the transverse plane owed to quantum noise, and (ii) the dark mode consisting the the TEM10
mode orthogonal to the generated one shows perfect squeezing on its Y quadrature irrespective of the distance to
threshold.
In this chapter (and the next one) we answer some questions that appear naturally after the results of the previous
chapter, and which are important both to get a clear understanding of the phenomenon, and to evaluate up to what
point it is experimentally observable.
8.1 On canonical pairs and noise transfer
Although the noncritical squeezing of the dark mode coincide with what was intuitively expected after the arguments
given in Section 7.2.1, a strange, unexpected result has appeared in (7.45): The quadratures of the dark mode seem
to violate the uncertainty principle as V out(Xˆd; Ω = 0)V
out(Yˆd; Ω = 0) = 0.
Moreover, the noise spectrum of an arbitrary quadrature of the dark mode, which can be written in terms of its X
and Y quadratures as Xˆϕd = Xˆd cosϕ+ Yˆd sinϕ, is
V out
(
Xˆϕd ; Ω
)
= 1− sin
2 ϕ
1 + Ω˜2/4
, (8.1)
what shows that all the quadratures of the dark mode (except its X quadrature) are squeezed. Thus two orthogonal
quadratures cannot form a canonical pair as they satisfy the relation
V out(Xˆϕd ; Ω)V
out(Yˆ ϕd ; Ω) < 1, (8.2)
in clear violation of the uncertainty principle. This might look surprising, but one needs to keep in mind that the
bright and dark modes are not true modes, as their orientation is not a fixed quantity, but a dynamical variable of the
problem1.
The natural question now is: Where does the excess of noise go if it is not transferred from one quadrature to its
orthogonal one? The intuitive answer is that it goes to the pattern orientation, which is actually fully undetermined
in the long term as we showed above (7.42). This section is devoted to prove this statement.
In particular we will prove that two orthogonal quadratures of the dark mode do not form a canonical pair, while
the orientation θ is the canonical pair of all the squeezed quadratures. One way to prove this would be to evaluate
the commutator between the corresponding quantum operators. However, θ is half the phase difference between the
opposite orbital angular momentum modes aˆ±1, whose associated operator has a very difficult expression [141, 142],
making the calculation of the needed commutators quite hard. Nevertheless, in [143] we gave evidences of this via a
simple procedure based on the close relation between the quantum commutators and the classical Poisson brackets
introduced in Section A.1, and this is the one we present here.
Let us then come back to a classical description of the system in which a pair of normal variables {νm, ν∗m}
is associated to each mode of the field. The Poisson bracket between two phase space functions f (νm, ν
∗
m) and
1 This gives rise to an even more important question: If the modes depend on the system variables, can we actually select them with
a local oscillator? One can try to picture a detection scheme using some kind of feed–forward information in which the orientation of the
local oscillator is locked somehow to the orientation of the bright or dark modes, but it seems highly unlikely. Nevertheless, we show along
the next sections that this does not destroy the possibility of observing the phenomenon, or even of using it in applications.
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h (νm, ν
∗
m) can be rewritten in terms of the normal variables (instead of the position and momenta) as
{f, h} =
∑
m
2
iωm
(
∂f
∂νm
∂h
∂ν∗m
− ∂f
∂ν∗m
∂h
∂νm
)
, (8.3)
where the sum covers all the cavity modes, being ωm their corresponding frequencies.
As an example, the Poisson bracket between two orthogonal quadratures of a given mode Xm =
√
ωm/2~(νm+ν
∗
m)
and Ym = −
√
ωm/2~i (νm − ν∗m) is found to be
{Xm, Ym} = 2/~, (8.4)
which is consistent with the quantum commutator [Xˆm, Yˆm] = 2i given the correspondence [Xˆm, Yˆm] = i~ {Xm, Ym}.
Now, we say that two observables Aˆ and Bˆ are canonically related when their commutator is not an operator, but
an imaginary number, that is, when [Aˆ, Bˆ] = iK with K ∈ R, as therefore they satisfy an uncertainty relation of the
type ∆A∆B ≥ K2/4. In an analogous way, given the relation between the commutators and the Poisson brackets,
we will say that two classical observables f (νm, ν
∗
m) and h (νm, ν
∗
m) form a canonical pair if their Poisson bracket is a
real number, that is, {f, h} ∈ R.
In our case, the functions we are interested in are the classical counterparts of the dark mode quadratures, which
using (7.21) with ψ = θ are written in terms of the normal variables of the Laguerre–Gauss modes as
Xϕd = i
√
ωs
4~
[
e−iϕ
(
eiθν+1 − e−iθν−1
)]
+ c.c., (8.5)
with the orientation given by
θ =
1
2i
ln
(
ν∗+1ν−1
|ν+1||ν−1|
)
, (8.6)
which is just half the phase difference between ν+1 and ν−1.
Now, using the definition of the Poisson brackets (8.3) with m = ±1 and after some algebra, it is simple to show
that
{Xϕd , Y ϕd } = −
(|ν+1| − |ν−1|)2
2~ |ν+1| |ν−1| , (8.7)
and
{Xϕd , θ} =
exp(−iϕ)
4i
√
~ωs
(|ν+1|+ |ν−1|)
√
|ν+1| |ν−1|
|ν+1|3/2 |ν−1|3/2
+ c.c. (8.8)
On the other hand, in the 2tmDOPO the number of photons with opposite orbital angular momentum is sensibly
equal, that is, |ν+1| ≈ |ν−1|; in particular, the steady state solution of the system above threshold (7.31) states that
|ν±1| =
√
2~/ωs|〈aˆ±1〉| =
√
2~/ωs|β¯±1/g| =
√
2~/ωsρ/g, and thus the dominant term of the previous Poisson brackets
will be {
Xϕd , X
ϕ+π/2
d
}
≈ 0, (8.9)
and
{Xϕd , θ} ≈ −
g sinϕ√
2~ρ
. (8.10)
Hence, at least at the classical level two orthogonal dark quadratures Xϕd and X
ϕ+π/2
d do not form a canonical
pair (moreover, they commute), while Xϕd and θ do. This can be seen as an evidence of the same conclusion for the
corresponding quantum operators.
8.2 Homodyne detection with a fixed local oscillator
So far we have considered the situation in which one is able to detect independently the bright and dark modes.
However, as shown by Eq. (7.40a), these modes are rotating randomly, what means that a local oscillator field
following that random rotation should be used in order to detect them separately. This might be a really complicated,
if not impossible, task, so we analyze now the more realistic situation in which the local oscillator is matched to the
orthogonal orientation of the emerging pattern only at the initial time, remaining then with the same orientation
during the observation time T . We will show that even in this case, and as the rotation of the modes is quite slow
(7.42), large levels of noise reduction can be obtained.
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Fig. 8.1: Zero-frequency noise spectrum of the Y quadrature corresponding to a fixed TEM01 mode as a function of the detection
time T˜ . Three different values of d are considered (10−11, 10−12 and 10−13 from top to bottom). The inset shows also
this spectrum at zero noise frequency, but evaluated at the optimum detection time Topt and as a function of d (note
that the d axis is in logarithmic scale). As mentioned in the text σ =
√
2.
Without loss of generality, we suppose that the bright mode emerges from the resonator at some initial time τ = 0
oriented within the x axis, i.e., θ (0) = 0. Hence, by using a TEM01 local oscillator with a phase ϕ, the quadrature X
ϕ
01
of a fixed H01(ks; r⊥, z) mode (the initially dark mode) will be measured. In terms of the Gauss-Laguerre modes, the
amplitude β01 of the this mode is given by (7.21) with ψ = 0. Then, by using the expansion (7.35) of the amplitudes
βm as functions of the fluctuations bm and the orientation θ, the normalized quadrature x
ϕ
01 of this mode can be
rewritten as
xϕ01 = 2
√
2ρ cosϕ sin θ +
√
2c2 cosϕ sin θ +
√
2c1 sinϕ cos θ − i
√
2c3 sinϕ sin θ. (8.11)
Hence, the two–time correlation function of xϕ01 yields (note that (7.40) show that c1, c2, c3, sin θ, and cos θ are
uncorrelated, as their corresponding noises are independent)
〈xϕ01 (τ1)xϕ01 (τ2)〉 =2 cos2 ϕ
[
4ρ2 + C2 (τ1, τ2)
]
S (τ1, τ2) + 2 sin
2 ϕ [C1 (τ1, τ2)C (τ1, τ2)− C3 (τ1, τ2)S (τ1, τ2)] , (8.12)
with
S (τ1, τ2) = 〈sin θ (τ1) sin θ (τ2)〉 (8.13a)
C (τ1, τ2) = 〈cos θ (τ1) cos θ (τ2)〉 (8.13b)
Cm (τ1, τ2) = 〈cm (τ1) cm (τ2)〉 . (8.13c)
As shown in Appendices B and D, the latter correlation functions can be evaluated by using the linear evolution
equations of the projections cm and θ -see equations (B.5), (D.6), and (D.7)-; then from (8.12) the squeezing spectrum
of a general quadrature of the H01(ks; r⊥, z) mode can be found by using the general expression (5.52), which in terms
of the normalized quadratures is written as
S(Xˆϕ01; Ω) =
2
T˜ g2
∫ T˜
0
dτ
∫ T˜
0
dτ ′ cos
[
Ω˜(τ − τ ′)
]
〈δxϕ01 (τ) δxϕ01 (τ + τ ′)〉P , (8.14)
with T˜ = γsT , as in this case the stationary expression (7.27) cannot be used because S (τ1, τ2) and C (τ1, τ2) don’t
reach a stationary state, see (D.6) and (D.7).
This integral is easily performed; however the resulting expression for S(Xˆϕ01; Ω) is too lengthy, and a more compact
approximated expression can be straightforwardly found in the limit of small d, leading to the following expression for
the noise spectrum
V out(Xˆϕ01; Ω) = 1 + S
0
01 (Ω) cos
2 ϕ+ S
π/2
01 (Ω) sin
2 ϕ, (8.15)
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Fig. 8.2: (a) Noise spectrum of the fixed TEM01 mode as a function of the noise frequency Ω˜, and for four different values of
the local oscillator phase (ϕ = 88, 89, 89.5, and 90 from top to bottom curves). It can be appreciated how the infinite
fluctuations of S001 at zero noise frequency enter in the spectrum for any ϕ 6= 90. The rest of parameters are σ =
√
2,
d = 10−10, and T = Topt, but the same behavior appears for any other election of the parameters. (b) Noise spectrum
of the fixed TEM01 mode evaluated for the optimum parameters Ω˜opt and T˜opt as a function of ϕ (d = 10
−13 for the
blue-solid curve and 10−6 for the red-dashed one, having both σ =
√
2). In addition, it is plotted the analogous curve
for the single-mode DOPO (gold, dashed-dotted curve). The inset shows the dependence of the optimum frequency
Ω˜opt with the phase of the local oscillator ϕ.
with
S001 =
8
Ω˜2
(
1− sinc Ω˜T
)
− 4dT˜
Ω˜2 (σ − 1) ·
6 (σ − 1)2 + Ω˜2
4 (σ − 1)2 + Ω˜2 (8.16)
and
S
π/2
01 =
8− 2Ω˜2
T˜
(
4 + Ω˜2
)2 − 44 + Ω˜2 +
8dT˜
[
2
(
σ2 + 1
)
+ Ω˜2
]
(σ − 1)
(
4 + Ω˜2
)(
4σ2 + Ω˜2
) , (8.17)
where sincx = sin (x) /x. In the following we will fix σ to
√
2 (pump power twice above threshold), as the results
are almost independent of its value as far as it is far enough from threshold. Hence, the free parameters will be the
detection parameters T˜ , Ω˜ and ϕ, and the diffusion d which depends on the system parameters.
In this section, the results for V out(Xˆϕ01; Ω) are presented in dB units, defined through the relation V
out [dB] =
10 logV out (hence, e.g., −10 dB and −∞ dB correspond to 90% of noise reduction —V out = 0.1— and complete noise
reduction —V out = 0— respectively.)
From expression (8.15) we see that the maximum level of squeezing is obtained at Ω˜ = 0 (see also Figure 8.2a) and
when the phase of the local oscillator is tuned exactly to π/2. In Figure 8.1 we show the noise spectrum (8.15) for
these parameters as a function of the detection time T˜ for 3 different values of d. We see that in all cases there exist
an optimum detection time for which squeezing is maximum. Minimizing Eq. (8.15) with Ω˜ = 0 and ϕ = π/2 with
respect to T˜ , it is straightforward to find that this optimum detection time is given by
T˜opt =
√
σ2 (σ − 1)
d (σ2 + 1)
, (8.18)
with an associated noise spectrum V outopt = 1/T˜opt (shown in the inset of Figure 8.1 as function of d).
These results show that large levels of noise reduction are obtained for the Y quadrature of the fixed TEM01 mode,
even for values of the diffusion parameter d as large as 10−6 (remember that 10−12 is a more realistic value). However,
in real experiments it is not possible to ensure that ϕ = 90 ◦ with an uncertainty below approximately 1.5 ◦ [5, 4, 6],
and hence we proceed now to investigate the level of noise reduction predicted by (8.15) when the local oscillator phase
is different from ϕ = 90 ◦.
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Of course, when ϕ 6= 90 ◦ the noise frequency with maximum squeezing is no longer Ω˜ = 0, as in this case the
infinite fluctuations of S001 at zero noise frequency, due to the rotation noise, enter the noise spectrum (see Figure
8.2a). By numerical minimization of V out(Xˆϕ01; Ω) with respect to Ω˜ and T˜ for different values of ϕ and d, it is possible
to show that the optimum value of the detection time is almost independent of ϕ for small deviations of this from 90 ◦,
and hence it is still given to a good approximation by (8.18), although in this case this minimum is less pronounced
than in the ϕ = 90 ◦ case shown in Figure 8.1 (i.e., the curve is almost horizontal around T˜opt). On the other hand,
the optimum noise frequency Ω˜opt is independent of d and depends on ϕ as shown in the inset of Figure 8.2b.
As for the squeezing level, in Figure 8.2b we show the noise spectrum evaluated at T˜opt and Ω˜opt as a function
of ϕ for 2 different values of the diffusion d. Together with these curves, we have plotted the noise spectrum of the
single–mode DOPO2 evaluated for its optimum parameters (in this case it is optimized respect to σ and Ω˜) as a
function of ϕ. We see that the noise reduction is independent of d as ϕ is taken apart from 90 ◦. On the other hand,
the squeezing level is similar to that of the single–mode DOPO, as the maximum difference between them are 1.5 dB
(a factor 1.4 in the noise spectrum) in favor of the single–mode DOPO, with the advantage that in the 2tmDOPO
this level is independent of the distance from threshold.
Therefore we see that the phenomenon of noncritical squeezing through spontaneous rotational symmetry breaking
could be observed in the 2tmDOPO without the need of following the random rotation of the generated pattern, which
makes its experimental realization feasible with currently available technology.
8.3 Beyond the considered approximations
8.3.1 Beyond the adiabatic elimination of the pump
The first assumption made in the search for the quantum properties of the system was that γp ≫ γs, a limit that
allowed the adiabatic elimination of the pump field. Now we are going to show analytically that the phenomenon of
squeezing induced by spontaneous rotational symmetry breaking is still present even without this assumption, but still
working within the linearized theory (in the next section we will check it via a numerical simulation of the complete
nonlinear stochastic equations).
The way to show this is quite simple; starting from the complete equations (7.26), we expand the amplitudes βm
around the classical stationary solution (7.31) as we made in (7.35), but adding now a similar expression for the pump
amplitudes: β0 = 1 + b0 and β
+
0 = 1 + b
+
0 (note that for the pump modes the b’s are directly small as the phase of
this mode is locked to that of the injection Ep). Then, linearizing these equations for the fluctuations and noises, we
arrive to a linear system formally equal to (7.36), but with
b =


b0
b+0
b+1
b++1
b−1
b+−1


, ζ =


0
0
ζ (τ)
ζ+ (τ)
ζ∗ (τ)
[ζ+ (τ)]
∗


, (8.19)
and a linear matrix
L =


−κ 0 −ρ 0 −ρ 0
0 −κ 0 −ρ 0 −ρ
ρ 0 −1 0 0 1
0 ρ 0 −1 1 0
ρ 0 0 1 −1 0
0 ρ 1 0 0 −1


. (8.20)
Although in this case L is not Hermitian, it can be checked that it possess a biorthonormal eigenbasis3, and
in particular, the following two vectors are present in its eigensystem: w′0 =
1
2 col (0, 0, 1,−1,−1, 1) and w′1 =
1
2 col (0, 0, 1, 1,−1,−1), with corresponding eigenvalues λ′0 = 0 and λ′1 = −2. These eigenvectors have null projec-
tion onto the pump subspace, and coincide with w0 and w1 in what concerns to the signal subspace, see (7.39).
Hence, all the properties derived from these vectors are still present without any change. In particular, as they ac-
count for the diffusion of θ and the squeezing properties of the dark mode, we can conclude that these properties are
still present when working out of the limit γp ≫ γs.
2 In the single–mode DOPO the best levels of squeezing are found below threshold, where its noise spectrum can be written as
V out
(
Xˆϕs ; Ω
)
= 1 + S+ (Ω) cos2 ϕ− S− (Ω) sin2 ϕ, with S± (Ω) = 4σ/
[
(σ ± 1)2 + Ω˜2
]
, see (6.76).
3 This means that there exist a set of eigenvectors vm satisfying Lvm = λmvm, and another set wm satisfying L†wm = λ∗mwm, such
that w∗m · vm = δmn.
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Fig. 8.3: (a) Evolution of the variance of the orientation θ given by the numerical simulation. It has been divided by the
slope D predicted by the linearized theory (7.42), so the straight line obtained is in perfect agreement with this
linear result. Quantitatively, a linear regression analysis shows that the slope obtained by the data is 0.99985, with
standard error 7× 10−5. (b) Noise spectrum of the X (red-dashed curve) and Y (blue-solid curve) quadratures of the
dark mode as obtained by the numerical simulation. The results are in perfect agreement with the ones predicted
by the linearized theory (7.45). In particular, a nonlinear regression analysis of the numerical data respect to the
function (ω/2)2 /
[
b+ a (ω/2)2
]
, shows that (a, b) = (0.9996, 1.0071) are the best fit parameters having standard errors(
1× 10−4, 4× 10−4), which is in good agreement with the values (a, b) = (1, 1) predicted by (7.45). Note finally that
the small oscillations of the blue-solid line would disappear by increasing the number of stochastic trajectories Σ.
8.3.2 Numerical simulation of the nonlinear equations
In this section we will show that the diffusion of the orientation and the associated noncritical squeezing of the
dark mode, which have been found by linearizing the Langevin equations, are also present when we consider the full
nonlinear problem. To do so, we will solve numerically the complete stochastic equations (7.26) using the semi–implicit
algorithm developed by Drummond and Mortimer in [144].
The details of the numerical simulation are explained in Appendix E. Here we just want to point out that the
important parameters of the simulation are the step size ∆τ used to arrive from τ = 0 to the final integration time τend,
and the number of stochastic trajectories, say Σ, which are used to evaluate stochastic averages. The initial conditions
βm (0) are not relevant as the results in the stationary limit are independent of them. The system parameters which
have been chosen for the simulation are σ =
√
2, κ = 1 (to show also numerically that the adiabatic elimination has
nothing to do with the phenomenon), and g = 10−3. We haven’t chosen a smaller value for g (like 10−6 as followed
from the physical parameters considered along the thesis) because such a small number can make the simulation fail;
nevertheless all the results we are going to show should be independent of g and σ, and we have also checked that the
same results are obtained for other values of these.
It is also important to note that we have defined a general quadrature of the rotating dark mode as (directly from
(7.21) with β = θ)
xϕd =
i√
2
[
e−iϕ
(
eiθβ+1 − e−iθβ−1
)]− i√
2
[
eiϕ
(
e−iθβ++1 − eiθβ+−1
)]
, (8.21)
with θ defined within the positive P representation through
e2iθ =
β−1β
+
+1
|β−1|
∣∣β++1∣∣ . (8.22)
Now let us show the results evaluated for the following simulation parameters: ∆τ = 3 · 10−3, τend = 30 and
Σ = 7.5 ·106. This simulation has been compared with other ones having different values of these parameters to ensure
convergence.
In Figure 8.3a we show the variance of θ as a function of time. The result has been normalized to D, so that the
linear result (7.42) predicts a straight line forming 45◦ with respect to the time axis. It can be appreciated that this
is indeed what the simulation shows (see also the caption of the figure).
In Figure 8.3b, we show the numerical results for the noise spectrum associated to the quadratures of the dark
mode. Only times above τ = 10 have been considered in the correlation function to ensure being working in the
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stationary limit. Again, the results shown in Figure 8.3b are in reasonable agreement with the linear predictions
(7.45c) and (7.45d), as explained quantitatively in the caption of Figure 8.3.
These results show that the phenomenon of noncritically squeezed light via spontaneous rotational symmetry
breaking is not a product of the linearization.
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9. THE TWO–TRANSVERSE–MODE DOPO WITH INJECTED SIGNAL
In this chapter we keep studying the properties of the 2tmDOPO, analyzing in particular how the injection of a TEM10
mode at the signal frequency modifies its properties [36]. The study of this signal seed is motivated by two experimental
issues. First, the arbitrariness of the initial orientation of the above–threshold pattern is highly inconvenient, since
one cannot know in advance within which orientation it will rise at a particular realization of the experiment, what
makes the matching of the local oscillator to the initial dark mode quite difficult; hence some means of fixing this
orientation is called for, and we will show that this is exactly what the signal seed accomplishes. On the other hand,
it is customary to inject a low intensity signal field in experiments to keep the cavity stable and locked to the desired
frequency.
Note that this signal seed would break the rotational invariance of the system and hence a degradation of the
squeezing level is expected. The goal of this chapter is then to determine the impact of the signal injection on the
quantum properties of the 2tmDOPO.
In what follows, we will refer to this configuration as driven 2tmDOPO, denoting then by free–running 2tmDOPO
the system without the injection at the signal frequency.
We will show that, fortunately, the 2tmDOPO still exhibits large levels of noncritical squeezing, even larger than
those exhibited by the usual single-mode DOPO with injected signal, a result that is connected with the squeezing
due to the spontaneous breaking of the rotational symmetry that exists in the absence of injection, but also to the
existence of a new bifurcation in the system.
The current system is closely related to that analyzed by Protsenko et al. [145] who considered a single–mode
DOPO with injected signal (see also [146, 147]). Indeed our model contains, as a limit, the model studied in [145],
but we shall see that the existence of a second signal mode substantially modifies the properties of the system.
9.1 Model of the 2tmDOPO with injected signal
The system we are dealing with is exactly the same as the one we have already studied, with the exception that now
the signal modes have also an injection term. In the previous chapters we wrote the system’s equations in terms of the
Laguerre–Gauss modes; now, however, it is quite recommendable to work in Hermite–Gauss basis, as we are injecting
one of these modes. To this aim, we first use the relations (7.21) between the Laguerre–Gauss and the Hermite–Gauss
boson operators to write the following relation between the corresponding normalized coherent amplitudes:
β±1 = (βx ∓ iβy) /
√
2, (9.1)
where βx/y are the coherent amplitudes associated to the H10/01(ks; r⊥, z) modes; then, we use these relations to
rewrite the Langevin equations (7.26) which model the 2tmDOPO in terms of the βx/y amplitudes, arriving to
β˙0 = κ
[
σ − β0 −
(
β2x + β
2
y
)
/2
]
, (9.2a)
β˙+0 = κ
[
σ − β+0 −
(
β+2x + β
+2
y
)
/2
]
, (9.2b)
β˙x = εi − βx + β0β+x + g
√
β0ζx (τ) , (9.2c)
β˙+x = ε
∗
i − β+x + β+0 βx + g
√
β+0 ζ
+
x (τ) , (9.2d)
β˙y = −βy + β0β+y + g
√
β0ζy (τ) , (9.2e)
β˙+y = −β+y + β+0 βy + g
√
β+0 ζ
+
y (τ) , (9.2f)
where in addition to the usual dimensionless parameters, we have introduced the normalized injection parameter for
the signal TEM10 mode
εi =
χEs
γs
√
γpγs
, (9.3)
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Fig. 9.1: Intensity of the TEM10 mode for the ‘one–mode’ solution as a function of the injected field intensity Ii for ϕi = 0 and
the four indicated values of σ. Note that for σ > 1 the solution is three–valued. We have indicated the turning points
TP1 and TP2 for the case σ = 1.5.
being Es the injection rate parameter appearing in the Hamiltonian piece corresponding to this signal injection, see
(4.18).
9.2 Classical steady states and their stability
As discussed in depth in previous sections, the classical limit is recovered from the Langevin equations (9.2) by
neglecting the noise terms and by making the identification β+m → β∗m (m = 0, x, y), arriving to
β˙0 = κ
[
σ − β0 −
(
β2x + β
2
y
)
/2
]
, (9.4a)
β˙x = εi − βx + β0β∗x, (9.4b)
β˙y = −βy + β0β∗y . (9.4c)
In this section we study the steady states of this classical model, as well as their stability properties. Notice that by
setting βy = 0, equations (9.4) become those for a single–mode DOPO with injected signal. Such model (generalized
by the presence of detunings) was studied in [148] for the case of real ε and then extended to arbitrary injection phases
in [145].
A straightforward inspection of (9.4) leads to the conclusion that for ε 6= 0 there are only two types of classical
solutions, either with βy = 0 or with βy 6= 0, both having βx 6= 0. In the first case the intracavity signal field is
single–mode and has the same shape as the injection; on the other hand, when βy 6= 0 the intracavity field is in a
coherent superposition of both transverse modes. We will refer to these two types of states as the one–mode and
two–mode solutions, respectively.
In the following we decompose the fields into modulus and phase as
εi =
√
Iieiϕi , βm =
√
Ime
iϕm , (9.5)
when needed.
9.2.1 The one–mode solution
We look first for a solution in which the non-injected mode H01(ks; r⊥, z) is off (βy = 0). This solution was the one
analyzed in [145], and we refer to that work for the details. Using our notation, the intensity Ix of mode H10(ks; r⊥, z)
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verifies the implicit relation
Ii =
2
(
σ2 −X2)2 (X − 1)
σ2 +X2 + 2σX cos 2ϕi
, (9.6)
where X = 1 + 12Ix, which is a quintic polynomial in Ix, while its phase is given by
eiϕx = ± σe
−iϕi +Xeiϕi√
σ2 +X2 + 2σX cos 2ϕi
, (9.7)
where the plus and minus signs correspond, respectively, to cases X > σ and X < σ. Finally, the intracavity pump
field is given by
I0 =
1
4I
2
x + σ
2 − σIx cos 2ϕx, (9.8a)
ϕ0 = arg
(
2σ − Ixe2iϕx
)
. (9.8b)
In Figure 9.1 we show the dependence of the intensity Ix on the injected intensity Ii in the case ϕi = 0 (amplification
regime) for various values of the pumping level σ as indicated. For σ < 1 (below the free–running 2tmDOPO threshold)
the curve is single–valued, while for σ > 1 the curve is multivalued for small injection intensities. The location of the
turning points (marked as TP1 and TP2) existing for σ > 1 can be obtained from Eq. (9.6) by solving ∂Ii/∂Ix = 0
(see [145] for more details). One of them is analytical,
ITP1x = 2 (σ − 1) , (9.9)
which exists only if σ > 1, as expected. For Ix = I
TP1
x , Ii = 0 as follows from (9.6), and then ITP1x corresponds to the
upper turning points in Figure 9.1. The intensity ITP2x at the lower turning points in Figure 9.1 is given by a fourth
order polynomial, which we do not present here as it gives no analytical information and, moreover, because it plays
no effective role in the system behavior as is shown below in the stability analysis.
The final conclusion is simple: For σ < 1 Eq. (9.6) has a single real and positive solution, while for σ > 1 the
solution is three–valued for small injection intensities.
As for the stability of this one–mode solution (see Figure 9.2 for a graphical summary of the discussion to follow),
the stability matrix L turns out to be block-diagonal (as usual, the switched off mode is decoupled from the rest). One
submatrix affects only the subspace
(
βy, β
∗
y
)
and then governs the possible switching-on of mode H01(ks; r⊥, z), while
the other affects the rest of variables and is the same as the one considered in [145]. Accordingly, the characteristic
polynomial is factorized into two.
The first polynomial, quadratic in λ, governs the evolution of the perturbations of the variables {βy, β∗y} as
commented, and gives the following two eigenvalues
λ1,2 = −1±
√
I0, (9.10)
with I0 given by Eq. (9.8a). Solving λ1 = 0 gives two solutions, namely Ix = I
TP1
x , Eq. (9.9), which occurs at Ii = 0,
and
Ix = 2
√
1 + σ2 + 2σ cos 2ϕi ≡ IPBx , (9.11)
which occurs at, using (9.6),
Ii = 4
(
1 + σ cos 2ϕi +
√
1 + 2σ cos 2ϕi + σ2
)
≡ IPBi . (9.12)
In a moment it will become clear why we denote by PB this new bifurcation.
The analyzed solution is stable (i.e., λ1 < 0) for I
TP1
x < Ix < I
PB
x . For Ix > I
PB
x or Ix < I
TP1
x , λ1 > 0 and the
one–mode solution is unstable. For σ < 1 the turning points TP1 and TP2 don’t exist and the one–mode solution is
stable all along its unique branch until Ix = I
PB
x . On the other hand, for σ > 1 the one–mode solution is stable only
in the portion of its upper branch going from the turning point TP1 to the bifurcation PB; hence the branches lying
below the turning point TP1 are unstable, including the turning point TP2 as anticipated.
Let us now understand the meaning of these two instabilities, having in mind that they affect the subspace
corresponding to the (non–injected) TEM01 mode H01(ks; r⊥, z), which is off. The existence of an instability at the
turning point TP1 is due to the fact that its corresponding injection intensity is null, i.e., ITP1i = 0, Figure 9.1.
In the absence of injection the system is rotationally symmetric in the transverse plane, and the 2tmDOPO can
generate equally both modes H10(ks; r⊥, z) and H01(ks; r⊥, z); hence, at Ii = 0 the solution with βy = 0 is marginally
unstable. On the other hand, the instability at PB is of a different nature as for injection intensities Ii > IPBi the
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Fig. 9.2: Steady states of the system on the plane 〈Ii, I10〉. Continuous and dashed lines correspond to stable and unstable
solutions, respectively. The black and grey lines correspond to the one–mode and two–mode solutions, respectively.
The parameter values are σ = 3 and ϕi = 0, κ = 0.25 in (a) and ϕi = pi/3, κ = 1 in (b). Notice that for Ii 6= 0 the
pitchfork bifurcation where the TEM01 mode is switched on (marked as PB) is the only relevant bifurcation. TP1 and
TP2 denote the turning points (see Figure 9.1) and HB1 and HB2 denote two different Hopf bifurcations (which are
always preceded by the bifurcations occurring at points TP1 and PB, see text).
one–mode solution is no more stable. As this instability governs the growth of mode H01(ks; r⊥, z) we conclude that
at PB a pitchfork bifurcation takes place giving rise to a new steady state branch (the two–mode steady state, see
Section 9.2.2). This instability is analogous to the one predicted in intracavity type II second harmonic generation,
where the field orthogonal (in the polarization sense) to the injected one is generated at a pitchfork bifurcation
[149, 150, 151, 152, 153, 154, 155, 156].
We show in the reminder of the section that TP1 and PB are the only relevant instabilities in the 2tmDOPO with
injected signal.
As for the second polynomial it is, as commented, the one analyzed in [145]. We summarize next the results of
that analysis and refer to [145] for the details. When σ > 1 an eigenvalue is null in correspondence with the turning
point TP2 in Figure 9.1, as usual, but this point (as well as the whole lower and intermediate branches) is already
unstable as stated above. On the other hand, a pair of complex–conjugate eigenvalues become purely imaginary (then
with null real part) at an intensity Ix = I
HB1
x existing at any value of σ, thus signalling a so-called Hopf bifurcation.
In the case σ > 1 the Hopf bifurcation is located on the upper branches in Figure 9.1, and it is then relevant to ask
if this bifurcation can play a role in the 2tmDOPO with injected signal. The expression for IHB1x is not analytical
in general; however in the amplification regime (ϕi = 0), I
HB1
x = 2 (κ+ σ + 1) > 2 (σ + 1) = I
PB
x , see (9.11). As
IHB1x > I
PB1
x , the Hopf bifurcation is always preceded by the pitchfork bifurcation and then the former never comes
into play (note that IHB1x → IPB1x for κ → 0 though). On the other hand a second Hopf bifurcation (HB2) exists
in the case σ > 1, but it is always located below the upper turning point TP1 in Figure 9.1 [145] and then affects
an already unstable solution. In other words, the Hopf bifurcations of the one–mode solution, which coincide with
those of the single–mode DOPO with injected signal, are always preceded by other bifurcations genuine of the driven
2tmDOPO, and then play no role in our case. While we have not extended this analytical proof to arbitrary values of
ϕi, we have convinced ourselves through a numerical study, that its validity is general: The only bifurcations affecting
the one–mode solution are the turning point bifurcation TP1, and the pitchfork bifurcation PB that gives rise to the
switch on of the mode H01(ks; r⊥, z). In Figure 9.2 we exemplify these results for two sets of parameters.
9.2.2 The two–mode solution
Next we consider the case βy 6= 0, which is genuine of the present driven 2tmDOPO model. After simple but tricky
algebra on finds β0 = − exp (2iϕi) (the intracavity pump intensity |β0|2 = 1 is clamped as usual in OPOs after a
bifurcation is crossed),
ϕy = ϕi ± π
2
, tan (ϕx − ϕi) = −4σIi sin (2ϕi) , (9.13)
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Fig. 9.3: IPBi as a function of the injected field phase ϕ for the indicated values of σ, see (9.11). Above this value of the injected
intensity the non-injected TEM01 mode is switched on. Note that for σ > 1 and ϕ = pi/2 there is no threshold for the
generation of the TEM01 mode.
with the constrain (ϕx − ϕi) ∈
[−π2 , π2 ], and
Ix =
Ii
4
+
4σ2
Ii sin
2 2ϕi, (9.14a)
Iy =
Ii
4
− 4σ
2
Ii sin
2 2ϕi − 2 [1 + σ cos 2ϕi] . (9.14b)
Note that the phase of the mode H01(ks; r⊥, z), ϕy , can take any of two opposite values (this residual discrete symmetry
survives even with the injection of the TEM10 mode), see (9.13); in other words, the sign of βy can be either, as usual
in DOPOs above threshold.
For this solution to exist Iy must be a positive real —note that Ix > 0 always, as follows from (9.14a)—. From
(9.14b) the condition Iy > 0 is seen to be equivalent to Ix > I
PB
x or, alternatively, Ii > IPBi , as expected: At the
pitchfork bifurcation the two–mode solution is born.
In Figure 9.3 we show the dependence on ϕi of IPBi for several values of σ. In the absence of pump (σ = 0) IPBi
is independent of the injection’s phase ϕi as no reference phase exists in this case. For σ 6= 0 the threshold has a
maximum in the case of amplification (ϕi = 0) and a minimum in the case of attenuation (ϕi = π/2). Interestingly, this
minimum is zero when the external pump is above the free–running 2tmDOPO threshold (σ > 1). These results are
actually quite intuitive: In the attenuation case, ϕi = π/2, the injected mode Hx (r) is depleted as it has the ‘wrong’
phase, a fact that makes easier the amplification of the orthogonal mode H01(ks; r⊥, z), while the amplification case
ϕi = 0 is obviously detrimental for mode H01(ks; r⊥, z) as mode H10(ks; r⊥, z) is being amplified.
This two–mode solution does not correspond to a HG mode as it consists of the superposition of two orthogonal
HG modes with different amplitudes and phases. Curiously, in the special case ϕi = π/2 and σ = 1, equations (9.14)
imply that βx = ±iβy, with βx = 12
√Iieiϕi . This is also true for any ϕi value for sufficiently strong injection Ii. This
means that in these cases the emitted mode is a pure LG mode with +1 or −1 OAM, see Eq. (7.19), which is a
somewhat unexpected result.
As for the linear stability analysis of this two–mode solution one gets a sixth order characteristic polynomial for
the eigenvalue λ from which no conclusions can be drawn in general. However in the special cases ϕi = 0 and ϕi = π/2
the polynomial gets factorized giving rise to two cubic equations of the form 0 = P1,2 (λ), with
P1 (λ) = λ
3 + (κ+ 2)λ2 +
κ
2
(Ii ∓ 4σ)λ+ κ
2
Ii, (9.15)
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Fig. 9.4: Dependence of the optimal noise spectrum V 2DOPOopt , Eq. (9.22b), on the injected intensity Ii for the four values of the
injection phase ϕi indicated at each figure. For each of ϕi, three values of σ have been plotted, namely σ = 1 (black),
1.5 (blue), and 2 (red), which correspond to the upper, middle and lower curves at the left of the maxima, respectively.
Notice the different scales in each figure.
and P2 (λ) = P1 (λ) ∓ 4κ (σ + 1), where the upper (lower) signs of the polynomials correspond to the case ϕi = 0
(ϕi = π/2). It is now easy to demonstrate that all eigenvalues have negative real part when Ii > IPBi : By taking
λ = iΩ in the above polynomials one obtains the frequency at the bifurcations (if any) and the values of the injected
signal strength Ii leading to instabilities. It is easy to see that these bifurcations occur for Ii < IPBi (where the
solution does not exist) and hence the two–mode solution is stable within its whole domain of existence. Through a
numerical study of the characteristic polynomials for arbitrary injection phase ϕi we have convinced ourselves that
this conclusion holds always.
9.2.3 Summary
In order to have a global picture of the steady states and their stability, what is necessary in order to perform the
quantum analysis, we summarize the general results obtained up to now. After all, the picture is very simple, see
Figure 9.2.
On one hand the one–mode solution (with mode H01(ks; r⊥, z) off) is stable from the null injection point Ii = 0
till the pitchfork bifurcation point at Ii = IPBi . For σ < 1 this comprises the single branch existing between these
points (Figure 9.1), while for σ > 1 the stable domain extends from the turning point TP1 along the upper branch
till the pitchfork bifurcation point PB (Figure 9.1). No other instabilities affect this solution. On the other hand
the two–mode solution is born at the pitchfork bifurcation point Ii = IPBi and is stable for any injection intensity
Ii > IPBi .
9.3 Quantum properties of the non-injected mode
In this section we study the squeezing properties of the system by linearizing the Langevin equations (9.2). We
are specially interested in the squeezing properties of the TEM01 mode (as it corresponds to the dark mode in the
free–running configuration). Moreover, once we move above the threshold for its classical generation, we expect it to
approach a coherent state and hence we focus on the region where its mean field is still zero, that is, we focus on the
one–mode solution (Section 9.2.1).
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As usual, we write βm = β¯m+ bm, where the overbar indicates steady state and bm is an order g fluctuation. Then,
considering the one–mode solution (β¯y = 0), the equations (9.2) can linearized as
b˙0x = L0xb0x + g
√
I0ζ0x (t) , (9.16a)
b˙y = Lyby + g
√
I0ζy (t) , (9.16b)
where b0x = col
(
b0, b
+
0 , bx, b
+
x
)
, by = col
(
by, b
+
y
)
,
Lx =


−κ 0 −κβ¯x 0
0 −κ 0 −κβ¯∗x
β¯∗x 0 −1 β¯0
0 β¯x β¯
∗
0 −1

 , (9.17a)
Ly =
( −1 β¯0
β¯∗0 −1
)
, (9.17b)
and the noise vectors read
ζ0x = col
(
0, 0, eiϕ0/2ζx, e
−iϕ0/2ζ+x
)
, (9.18a)
ζy = col
(
eiϕ0/2ζy , e
−iϕ0/2ζ+y
)
. (9.18b)
The procedure we follow below is the same we have used elsewhere in the previous chapters: We project quantum
fluctuations onto the eigenvectors of the Hermitian matrix Ly, as these projections are, up to a constant factor, the
relevant quadratures of the output TEM01 mode (those that are maximally squeezed or antisqueezed). The eigensystem
of matrix Ly (Ly ·wi = λiwi) comprises the eigenvalues λ1,2 given in (9.10) and the associated eigenvectors
w1,2 =
(
eiϕ0/2,∓e−iϕ0/2
)
/
√
2, (9.19)
with ϕ0 given by Eq. (9.8b). Defining the projections c
(j)
y = w∗j · by, we obtain the following decoupled equations
c˙(j)y = λjc
(j)
y + g
√
I0ζ
(j)
y (t) , (9.20)
where we defined the standard real white Gaussian noises ζ
(1,2)
y =
(
ζy ∓ ζ+y
)
/
√
2. It is then trivial to obtain
xϕ0/2y =
√
2c(2)y , x
ϕ0/2+π/2
y = −i
√
2c(1)y . (9.21)
After integration of (9.20) —see Appendix B— and substitution into the stationary squeezing spectrum (6.54), we
obtain
V out
(
Xˆϕ0/2y ; Ω
)
= 1 +
4
√
I0(
1−√I0
)2
+ Ω˜2
, (9.22a)
V out
(
Yˆ ϕ0/2y ; Ω
)
= 1− 4
√
I0(
1 +
√
I0
)2
+ Ω˜2
. (9.22b)
The only quadrature that can be perfectly squeezed (V out = 0) is Y
ϕ0/2
y at Ω = 0 when I0 = 1 (quadrature X
ϕ0/2
y
exhibits antisqueezing). According to (9.8) and (9.6) this happens only in two cases: Either at the turning point TP1
(Ii = 0, no injection, where there exists perfect squeezing because of the rotational symmetry breaking occurring in the
free–running 2tmDOPO at any σ > 1), or when Ii = IPBi , which corresponds to the pitchfork bifurcation where mode
H01(ks; r⊥, z) is switched on. Figure 9.4 shows the dependence on the injected intensity Ii of the optimal squeezing
level V 2tmDOPOopt ≡ V out(Yˆ ϕ0/2y ; Ω = 0), see Eq. (9.22b), for several values of the pump level σ and the injection phase
ϕi.
In terms of the injection’s external power, see (9.5), (9.3) and (4.40), the injection intensity parameter Ii reads
Ii = χ
2 |Es|2
γ3s γp
= 2
Ps
Pp,thr
, (9.23)
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Fig. 9.5: Comparison between the optimum squeezing levels of the 2tmDOPO with injected signal, V 2tmDOPOopt (black lines, left
vertical axis), and that of the single–mode DOPO, V 1DOPOopt (grey lines, right vertical axis), as a function of the injected
intensity Ii. We have taken ϕi = 80o and two values of σ: σ = 1 (full lines) and σ = 0.99 (dashed lines).
where Pp,thr is the usual DOPO threshold pump power, that is, the pump power needed for making the signal field
oscillate when no injection is used (Ii = 0), which can be found from (4.40) with |Ep,thr|2 = (γsγp/χ)2 as follows
from the threshold condition σ = 1; Ps is the actual injection power. In usual experiments, when the injected seed is
used for active locking purposes, Ps is a small fraction of Pp,thr (say 0.001 − 0.1); this is the reason why we show a
zoom of the region Ii ∈ [0, 0.2] in Figure 9.4a (the enlargement is representative of what happens in the rest of cases
represented in Figures 9.4). It is remarkable the very small squeezing degradation that the injected field induces in
the 2tmDOPO model, specially close to attenuation (ϕi = π/2).
A relevant issue is how this squeezing level compares with the usual single–mode DOPO with injected sig-
nal, whose optimal squeezing level is calculated in [145], and is in particular given by Eq. (187) in that paper
under the following substitutions, in order to adapt the expression to our notation: {A0, A1,∆0,∆1, E, e, γ, } →{
β0, βx/
√
2, 0, 0, σ, εi/
√
2, κ−1
}
. This comparison is made in Figure 9.5, where we represent in the same plot the opti-
mal squeezing level both for the 2tmDOPO and the single–mode DOPO with injected signal. That of the single–mode
DOPO, V 1DOPOopt , is shown in the limit κ→∞, which is a common limit from the experimental viewpoint and yields
its best noise reduction (the 2tmDOPO squeezing level, on the other hand, does not depend on κ). As compared with
the usual single–mode DOPO we observe that the squeezing level of the 2tmDOPO is quite insensitive to the injection
(note the different scales for both quantities). As well as that, by increasing Ii from zero, the squeezing first degrades
but, in the 2tmDOPO, it improves again unlike the single–mode DOPO case. We want to stress that the squeezing
level in a single–mode DOPO is highly sensitive to the pumping level σ (only very close to σ = 1 the squeezing is
high), while in the case of the 2tmDOPO large squeezing levels can be found for any σ. This phenomenon is directly
related to the rotational symmetry breaking which is the origin of the perfect, noncritical squeezing occurring for any
σ > 1 for null injection. We can conclude that adding a small injection to a 2tmDOPO could be useful to improve the
levels of squeezing available with single–mode DOPOs.
10. TYPE II OPO: POLARIZATION SYMMETRY BREAKING
AND FREQUENCY DEGENERACY
In the previous chapters we have studied in depth the phenomenon of spontaneous symmetry breaking via a particular
example: The rotational symmetry breaking which happens in the transverse plane of a 2tmDOPO (as well as any
DOPO tuned to an odd family at the signal frequency, as proved in the next chapter). We have analyzed many
features which are important both from the theoretical and experimental points of view, showing the phenomenon to
be quite robust. It is then natural to try to generalize the phenomenon to other types of symmetries, in particular
to symmetries whose associated free parameters are in the polarization or temporal degrees of freedom of the light
coming out of the OPO.
In this chapter we introduce the phenomenon of spontaneous polarization symmetry breaking (the temporal one
will be outlined in the next and final chapter, where we will discuss the outlook of the research developed in this
thesis). The phenomenon will be analyzed in a system that we already dealt with: The frequency degenerate type II
OPO introduced in Section 6.4. We will show it to be completely analogous to the 2tmDOPO, just changing the ±1
orbital angular momentum modes by the two linearly polarized modes within the ordinary and extraordinary axes;
the free parameter in this case will correspond to a continuous parameter in the polarization ellipse of the outgoing
signal field. So much as in the 2tmDOPO, we will then be able to define bright and dark polarization modes, and
rephrase all the properties that we found for them in the 2tmDOPO to the case of the frequency degenerate type II
OPO.
The study of this system will also allow us to tackle a major problem in OPOs: It is quite difficult to ensure
working at exact frequency degeneracy above threshold (both in type I and II), as we already discussed briefly in
Section 6.1.2. In [157] it was proposed a way of locking the frequencies of the signal and idler modes in type II OPOs
by introducing a wave–plate with its fast axis rotated respect to the ordinary–extraordinary axes (see also [158] for the
quantum analysis of the system and [38] for the experiments); we will show that the same locking can be accomplished
by injecting an external laser field with the right polarization.
10.1 Spontaneous polarization symmetry breaking
In Section 6.4 we already studied the properties of OPOs in which signal and idler are distinguishable, as is the
case of frequency degenerate type II OPOs, where signal and idler have orthogonal linear polarizations. In that
section we showed that signal and idler share EPR-like correlations below threshold, which become perfect exactly
at threshold. Above threshold, we only studied the signal–idler intensity correlations, what we did by neglecting
the quantum diffusion of their phase difference, arguing that it does not affect the results on intensity correlations
at all. On the other hand, in Chapter 7, and Section 7.2.2 in particular, we developed a method for studying this
phase diffusion when analyzing the 2tmDOPO, which actually has the same evolution equations as type II OPOs
—just compare (7.26) with (6.96)—. In this section we are going to translate all the results found in the 2tmDOPO
to the frequency degenerate type II OPO, showing how their properties can be interpreted in terms of spontaneous
polarization symmetry breaking.
Let us first write the part of the down–converted (signal+idler) field propagating to the right as (Schro¨dinger
picture is understood)
Eˆ
(+)
DC,→ (r) = i
√
~ωs
4ε0nsLs
(eeaˆs + eoaˆi)G(ks; r⊥, z)e
insksz, (10.1)
where we have made the (unrealistic) approximation ns = ni for simplicity, see (6.29); in a moment it will be clear
that this approximation is not relevant at all, except for some quantitative considerations that we will explain later
on.
Taking into account that the classical solution of the system above threshold is given by (6.99)
β¯p = 1, β¯s,i =
√
σ − 1 exp(∓iθ), (10.2)
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where θ is arbitrary, that is, it is not fixed by the classical equations of motion, the form of the field in the classical limit
can be obtained by taking the expectation value of (10.1) and making the correspondence 〈aˆs,i(t)〉 = exp(−iω0t)β¯s,i/g,
arriving to
E¯
(+)
DC,→ (r, t) = i
√
~ωs(σ − 1)
4ε0nsLsg
(e−iθee + e
+iθeo)G(ks; r⊥, z)e
−iω0t+insksz ∝ ε(θ, ϕ = π/4), (10.3)
where the general parametrization of the polarization vector ε(θ, ϕ) is given in (3.27). This shows that the down–
converted field can arise with any of the polarizations depicted in Figure 3.2, that is, polarized along the +45o or
−45o axis, and with arbitrary eccentricity and elicity. Hence, the system posses an invariance related to a polarization
degree of freedom1, which is spontaneously broken once the OPO starts emitting the down–converted field, just as
commented above.
Just as in the 2tmDOPO, we can thus define a bright polarization mode ε(θ, ϕ = π/4) = (e−iθee + e
+iθeo)/
√
2 in
which mean field emission takes place, and a dark polarization mode ε(θ + π/2, ϕ = π/4) = −i(e−iθee − e+iθeo)/
√
2
which is empty of photons at the classical level.
As for the quantum properties of the down–converted field, they can also be directly enunciated without the need
of further calculations by exploiting the analogy with the 2tmDOPO: (i) Quantum noise makes θ, and hence the
polarization of the bright mode, diffuse (see Section 7.2.2); (ii) the dark mode has all the properties described in
Section 7.2.2 and Chapter 8, for example, its Y quadrature —which is the one detected by a local oscillator with
polarization i∂θε(θ, ϕ = π/4)— is perfectly squeezed irrespective of the system parameters. All these results are then
in concordance with the general picture of spontaneous symmetry breaking introduced in Section 7.2.1.
This spontaneous polarization symmetry breaking phenomenon was introduced in [35], where we proposed its
observation also in a Kerr resonator, where the generation of frequency degenerate cross–polarized twin beams has
been accomplished without the need of breaking any invariance of the system [159], as opposed to the state of the art
in OPOs, see below.
10.2 From nondegenerate to degenerate operation
In the previous section we have assumed that the type II OPO works at exact frequency degeneracy. As explained
in 6.1.2 the phase–matching conditions ensuring that it is the degenerate process the one with larger gain (lowest
threshold) are quite critical; for example, in the case of [160], where the authors are able to make the frequency
difference between signal and idler as small a 150 kHz for a cavity with an 8 GHz free spectral range and a 6 MHz
linewidth (loss rate), variations of the cavity length on the order of the nanometer can change the oscillation frequencies
of signal and idler (mode–hopping).
In practice, this means that it is not possible to work at exact frequency degeneracy without additional locking
techniques that break the phase invariance of the OPO. The pioneering example of such locking techniques was
performed by Fabre and collaborators [157, 158, 38]. Their idea was to introduce in the resonator a λ/4 plate with its
fast axis misaligned respect to the extraordinary axis of the nonlinear crystal. For small misalignments, the effect of
this plate is to introduce a coupling between the signal and idler modes described by the Hamiltonian
HˆP = i~(µPaˆsaˆ
†
i − µ∗Paˆ†s aˆi), (10.5)
where µP is some complex parameter. It was then shown in [157] that in a given region of the parameter space (in
particular of the detunings of signal and idler) the frequencies of signal and idler get locked to half the pump frequency;
this OPO is known as the self–phase–locked OPO, which was already tested experimentally in [38].
Note that, as mentioned above, this self–locking effect is accomplished by breaking the symmetry {aˆs, aˆi} −→
{exp(−iθ)aˆs, exp(iθ)aˆi} of the OPO —check that the Hamiltonian (10.5) does not posses this symmetry—, and hence
a degradation of the signal–idler intensity correlations, as well as of the noncritical squeezing induced by spontaneous
polarization symmetry breaking described above are to be expected. For example, in [38] the intensity–difference
fluctuations were reduced by an 89% respect to the vacuum level prior to the introduction of the plate; then, after
obtaining frequency degeneracy through the self–phase–locking mechanism this noise reduction fell down to a more
humble 65%.
1 When ns > ni is taken into account, the situation is similar qualitatively, but not quantitatively. In particular, the polarization of the
mean field is in this case
ε(θsi, ϕsi) = ee exp[−iθsi(z)] cosϕsi + eo exp[iθsi(z)] sinϕsi, (10.4)
with θsi(z) = θ− (ns −ni)k0z/2 and tanϕsi =
√
nsLs/niLi (ϕsi ∈ [0, π/2]). This means that the polarization has still a free parameter, θ,
but is more complicated than the one explained in the text. Indeed, owed to z−dependence of θsi, the polarization changes depending on
the exact longitudinal point that we observe inside the crystal (this is actually a quite expected result, as the crystal is birefringent and
hence the ordinary and extraordinary components of the field acquire different phases upon propagation through the crystal).
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Fig. 10.1: Resonance scheme of the type II OPO in which we propose to obtain frequency degeneracy via an external injection
at the degenerate frequency ω0.
In this section we introduce an alternative frequency–locking mechanism, based on the injection of an external
beam at the degenerate frequency [37]. We will call actively–phase–locked OPO to such OPO configuration. The
model for this system follows from the resonance scheme sketched in Figure 10.1. The signal and idler modes are
already close to frequency degeneracy [160] and we inject an external laser field at the degenerate frequency ω0 with
arbitrary polarization εL = e
−iθL cosϕLee+e
+iθL sinϕLeo, see (3.27). In terms of the signal and idler boson operators,
the corresponding injection Hamiltonian is given by
Hˆinj−si = i~(Esa†s + Eia†i ) exp(−iω0t) + H.c., (10.6)
with Es = ELe−iθL cosϕL and Ei = ELe+iθL sinϕL, where the injection parameter for the mode with polarization εL
(which is fed by the whole power Pinj of the injected field) is denoted by EL =
√
2γsPinj/~ω0 exp(iφL). φL is the phase
of this signal injection relative to the pump injection.
Moving to the interaction picture defined by the transformation operator
Uˆ0 = exp[Hˆ0t/i~] with Hˆ0 = ~ω0(2aˆ
†
paˆp + aˆ
†
s aˆs + aˆ
†
i aˆi), (10.7)
the master equation of the system can be written as
dρˆI
dt
=
[
−i∆saˆ†s aˆs + i∆iaˆ†i aˆi + χaˆpaˆ†s aˆ†i + Epa†p + Esa†s + Eia†i +H.c., ρˆI
]
+
∑
j=p,s,i
γj(2aˆj ρˆIaˆ
†
j − aˆ†j aˆj ρˆI − ρˆIaˆ†j aˆj),
(10.8)
where we take γs = γi as in (6.92), and the detunings ∆s = ω0 − ωs and ∆i = ωi − ω0 are taken as positive by
convention. As usual, we take Ep as a positive real. The stochastic Langevin equations associated to this master
equation are
α˙p = Ep − γpαp − χαsαi, (10.9a)
α˙+p = Ep − γpα+p − χα+s α+i , (10.9b)
α˙s = Es − (γs + i∆s)αs + χαpα+i +
√
χαpξ(t), (10.9c)
α˙+s = Es − (γs − i∆s)α+s + χα+p αi +
√
χα+p ξ
+(t), (10.9d)
α˙i = Ei − (γs − i∆i)αi + χαpα+s +
√
χαpξ
∗(t), (10.9e)
α˙+i = Ei − (γs + i∆i)α+i + χα+p αs +
√
χα+p [ξ
+(t)]∗, (10.9f)
which are just as (6.93), but including the parameters associated to the external injection.
We will be interested only in the classical behavior of the system, as our main intention is to show that signal–idler
frequency–locking can be accomplished with this scheme. Moreover, we will be working in the γp ≫ γs limit, where
the pump variables can be adiabatically eliminated. Let us then directly write the classical equations governing the
evolution of the system in this limit, which are obtained from the Langevin equations by setting the noises and the
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pump time derivatives to zero, and making the identifications α+j → α∗j . As usual, we also redefine time as τ = γst
and the coherent amplitudes as
βs = gαs exp(iθL) and βi = gαi exp(−iθL), (10.10)
so that the final equations read
β˙s = εse
iφL −
(
1 + i∆˜s
)
βs + (σ − βsβi)β∗i , (10.11a)
β˙i = εie
iφL −
(
1− i∆˜i
)
βi + (σ − βsβi)β∗s , (10.11b)
where we have defined the parameters
εs =
g
γs
|EL| cosϕL, εi = g
γs
|EL| sinϕL, and ∆˜j = ∆j/γs, (10.12)
while the parameters g and σ are defined as usual, see (6.53). Note that this equations are invariant under changes of
θL, and hence, the dynamics of the system are only sensitive to the parameter ϕL of the injection’s polarization.
In order to get some analytic insight, we are going to simplify the problem to what we will call symmetric configura-
tion of the actively–phase–locked OPO: We assume the detunings to be equal, ∆˜s = ∆˜i = ∆˜, and inject with ϕL = π/4
(arbitrary polarization ellipse along the ±45o axis), so that signal and idler get equally pumped, εs = εi ≡
√I. We
also choose to inject in phase with the pump injection, that is, φL = 0. With these simplifications equations (10.11)
are reduced to
β˙s =
√
I −
(
1 + i∆˜
)
βs + (σ − βsβi)β∗i , (10.13a)
β˙i =
√
I −
(
1− i∆˜
)
βi + (σ − βsβi)β∗s . (10.13b)
These equations have the symmetry {βs → β∗i , βi → β∗s }, what allows us look for symmetric stationary solutions of
the type
β¯s = β¯
∗
i =
√
I exp(iϕ). (10.14)
Note that whenever this solution exists (and is stable), the classical down–converted field emitted by the OPO will be
E¯
(+)
DC,→ (r) = i
√
~ωsI
4ε0nsLsg2
(e−i(θL−ϕ)ee + e
i(θL−ϕ)eo)G(ks; r⊥, z)e
−iω0t+insksz, (10.15)
where we have used (10.1) and made the correspondence 〈aˆs,i(t)〉 = exp(−iω0t)β¯s,i/g. As expected, this corresponds
to a field oscillating at the degenerate frequency ω0. Moreover, the polarization of this field (which is always within
the ±45o axis) can always be chosen as linear by selecting a proper θL tuned to ϕ. In the remaining of this section we
study the conditions under which this solution exists and is stable.
It is completely trivial to show from (10.13) that the intensity I of the symmetric solution satisfies the third order
polynomial
I = [(I + 1− σ)2 + ∆˜2]I, (10.16)
while its phase ϕ is uniquely determined from I as
ϕ = arg{I + 1− σ − i∆˜}. (10.17)
Now, so much as happened in the previous chapter (see Figure 9.1), the polynomial (10.16) sometimes has a single
positive definite solution, while sometimes its three roots are positive definite. By solving the equation ∂I/∂I = 0, it
is simple to show that the turning points I± have the expression
I± =
2
3
(σ − 1)± 1
3
√
(σ − 1)2 − 3∆˜2 (10.18)
and hence, they exist only for σ > 1 +
√
3∆˜. For σ ≤ 1 +√3∆˜ the solution is therefore single–valued.
In order to analyze the stability of this symmetric solution, we will change to a new polarization basis
εb =
1√
2
(e−i(θL−ϕ)ee + e
i(θL−ϕ)eo) and εd =
1√
2i
(e−i(θL−ϕ)ee − ei(θL−ϕ)eo), (10.19)
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where εb corresponds to the polarization mode excited by the symmetric solution (10.14) and εd to its orthogonal,
that is, to the bright and dark modes of the system. The corresponding coherent amplitudes are written as
βb =
1√
2
(e−iϕβs + e
iϕβi) and βd =
i√
2
(e−iϕβs − eiϕβi), (10.20)
and satisfy the evolution equations
β˙b =
√
2I cosϕ− βb + ∆˜βd + (σ − β2b/2− β2d/2)β∗b, (10.21a)
β˙d = −
√
2I sinϕ− βd − ∆˜βb + (σ − β2b/2− β2d/2)β∗d. (10.21b)
In this new basis the symmetric solution reads
β¯b =
√
2I, β¯d = 0, (10.22)
and its associated stability matrix is
L =


−1− 2I σ − I ∆˜ 0
σ − I −1− 2I 0 ∆˜
−∆˜ 0 −1 σ − I
0 −∆˜ σ − I −1

 . (10.23)
The characteristic polynomial of this stability matrix can be factorized into two second order polynomials, namely
PI(λ) = (λ+ 1 + σ)
2 + ∆˜2 − I2 and PII(λ) = (λ+ 1− σ + 2I)2 + ∆˜2 − I2. The bifurcation diagrams for the different
parameter regions are shown in Figure 10.2; now we discuss them in depth.
Let us start by studying the instabilities predicted by the first polynomial, whose roots are given by
λI± = −(1 + σ)±
√
I2 − ∆˜2. (10.24)
Therefore, the condition Re{λI±} = 0 can only be satisfied for
I =
√
(1 + σ)2 + ∆˜2 ≡ IPB. (10.25)
The fact that the instability appears without imaginary part in the λI±, and it is located in the upper branch of the
S–shaped curve (IPB > I+ for any value of the parameters), signals that it corresponds to a Pitchfork bifurcation where
a non-symmetric stationary solution {β¯s =
√
Is exp(iϕs), β¯i =
√
Ii exp(iϕi)} with Is 6= Ii borns (as we have checked
numerically, see the grey lines in Figure 10.2. This bifurcation is equivalent to the one introduced in the previous
chapter when studying the effects of a signal injection in the 2tmDOPO, and can be understood as a switching on of
the dark mode.
As for the second polynomial, its roots are given by
λII± = σ − 1− 2I ±
√
I2 − ∆˜2. (10.26)
Note that λII± = 0 for I = I±, that is, the turning points of the S–shaped curve signal an instability. It is then simple
to check (for example numerically) that the whole middle branch connecting this instability points is unstable, as
intuition says (see Figures 10.2c,d).
But λII± has yet one more instability when
I =
σ − 1
2
≡ IHB. (10.27)
At this instability the eigenvalues become purely imaginary, in particular, λII± = ±iωHB with ωHB =
√
∆˜2 − (σ − 1)2/4,
and hence it corresponds to a Hopf bifurcation. Note that IHB is negative for σ < 1, while ωHB becomes imaginary
for σ > 1 + 2∆˜, and hence the Hopf bifurcation only exists in the region 1 < σ < 1 + 2∆˜. It is simple to check that
IHB is always below IPB and I−; in particular, it borns at I = 0 for σ = 1, and climbs the I − I curve as σ increases
until it dies at I = I− for σ = 1+ 2∆˜ (see Figures 10.2b,c,d). The portion of the curve with I < IHB is unstable, and
no stationary solutions can be found there, as the stable states correspond in this case to periodic orbits (as we have
checked numerically, see Figures 10.2b,c,d). This is also quite intuitive because when no injection is present, that is,
for I = 0, we know that the stable states of the OPO above threshold are the ones with the signal and idler beams
oscillating at the non-degenerate frequencies ωs = ω0 +∆ and ωi = ω0 −∆, which in the picture we are working on
means {βs(τ) ∝ exp(−i∆˜τ), βi(τ) ∝ exp(i∆˜τ)}.
This analysis proves that there exist regions in the parameter space where the frequencies of the signal and idler
beams are locked to the degenerate one, and hence active–locking can be a good alternative to the self–locking technique
already proposed for type II OPOs [157, 158, 38].
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Fig. 10.2: Bifurcation diagrams of the type II OPO with an injected signal at the degenerate frequency, for the symmetric
configuration ∆˜s = −∆˜i ≡ ∆˜ and εs = εi ≡
√
I; the value ∆˜ = 0.6 is chosen for all the figures (the same behavior
is found for any other choice), while we set σ to 0.5 in (a), 1.98 in (b), 2.09 in (c), and 2.8 in (d). The black lines
correspond to the intensity I of the stationary symmetric solution (10.14), the solid or dashed character of the lines
meaning that this solution is stable or unstable, respectively. The upper and lower grey solid lines correspond to the
values of |β¯b|2/2 and |β¯d|2/2, respectively, that is to half the intensity of the bright and dark (only showed in the
σ < 1 case) modes; these lines have been found numerically, and show how above the pitchfork bifurcation (marked
as PB in the figures) the symmetric solution (10.14) becomes unstable, and a new asymmetric solution is born. As
explained in the text, for σ > 1 it is possible to find periodic solutions connecting the I = 0 axis with the Hopf
bifurcation (marked as HB in the figures); we have checked numerically that this periodic orbits exist, and moreover
they are “symmetric”, that is, βs(t) = β
∗
i (t). The grey circles correspond to the mean value of |βs|2 (half the sum
between its maximum and its minimum of oscillation). Note that stable stationary solutions and periodic orbits
coexist for 1 +
√
3∆˜ < σ < 1 + 2∆˜. Note also that after the Hopf bifurcation is extinguished (σ > 1 + 2∆˜) the
periodic orbits are connected directly to the upper turning point of the S–shaped curve (it is to be expected that
periodic orbits connecting the upper and lower turning points exist but become unstable when σ > 1+ 2∆˜, although
we haven’t checked it numerically yet).
11. DOPOS TUNED TO ARBITRARY TRANSVERSE FAMILIES
So far we have studied DOPOs tuned to a fundamental TEM00 mode (Section 6.3) and to the first family of transverse
modes at the signal frequency (Section 7.2.2 and Chapters 8 and 9). The former was introduced as an example of a
system showing bifurcation squeezing, while we proposed the later as a playground where studying the phenomenon
of noncritical squeezing induced by spontaneous symmetry breaking. It is then natural to generalize the study to a
DOPO tuned to an arbitrary family of transverse modes at the signal frequency, and this is what this final chapter is
intended to do. We remind that a given family, say family f , posses f + 1 transverse modes having orbital angular
momenta {±f,±(f−2), ...,±l0}, with l0 equal to 0 for even families and 1 for the odd ones, so that the part signal field
propagating along +ez can be written in the Laguerre–Gauss basis as (from now on all the sums over l are assumed
to run over the set l ∈ {f, f − 2, ..., l0})
Eˆ(+)s,→ (r) = i
√
~ωs
4ε0nsLs
ee
∑
±l
aˆlL(f−|l|)/2,l (ks; r⊥, z) e
insksz; (11.1)
hence, for f ≥ 2 this DOPO has more than one parametric down–conversion channel available, that is, a pump photon
can decay into any pair of opposite angular momentum signal photons. Armed with the things that we have learned
so far (bifurcation squeezing, pump clamping, and spontaneous symmetry breaking), the properties of such system
will be quite intuitive; in fact, this is the system in which we originally predicted the phenomenon of OPO clamping
[29] that was introduced in a general way in Section 7.1.
What is interesting about this particular implementation of a multi–mode DOPO that we may call f–transverse–
family DOPO is that, as we will show in Section 11.4, by tuning the thickness of the pump mode (what can be done
by using monolithic designs in which the cavities for the pump and signal modes are independent, or singly–resonant
OPOs) one can find many transverse modes with large levels of squeezing, hence creating a highly nonclassical and
multi–mode beam.
11.1 The model
As in the previous cases, the general model for intracavity down–conversion that we developed in Section 6.2 covers
also the configuration that we are dealing with in this chapter. In particular, the down–conversion Hamiltonian can be
obtained by particularizing (6.42) to the current scenario in which the set of transverse modes resonating at the signal
frequency is the corresponding to the Laguerre–Gauss modes {L(f−l)/2,±l (k; r⊥, z)}l∈{f,f−2,...,l0}. Denoting by aˆp and
aˆl the annihilation operators for pump photons and signal photons with orbital angular momentum l, respectively, we
get
Hˆc = i~
∑
l
χl
1 + δ0,l
aˆpaˆ
†
l aˆ
†
−l +H.c., (11.2)
where
χl = 3lcχ
(2)
oee(2ω0;ω0, ω0)
√
~ω30
2ε0n3cL
3
opt
∫ +∞
0
rdrG(kp; r)
[
Rl(f−l)/2(ks; r)
]2
. (11.3)
Note that the larger is the OAM of the down–converted pair, the smaller is the overlapping between the square
of Rl(f−l)/2(ks; r) and the Gaussian pump profile G(kp; r), what comes from the fact that the modes are thicker the
larger their angular OAM is, and hence the following ordering of the couplings holds
χf < χf−2 < · · · < χl0 , (11.4)
that is, the lowest OAM modes are the ones coupled more strongly to the pump.
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The master equation associated to the f–transverse–family DOPO in a picture rotated to the laser frequency and
in which everything is assumed to be resonant reads then
dρˆI
dt
=
[∑
l
χl
1 + δ0,l
aˆpaˆ
†
l aˆ
†
−l + Epa†p +H.c., ρˆI
]
+
∑
j=p,±l
γj(2aˆj ρˆIaˆ
†
j − aˆ†j aˆj ρˆI − ρˆIaˆ†j aˆj); (11.5)
now, assuming that all the signal modes have the same loss rate γs, we can map this master equation into the following
Langevin equations within the positive P representation:
α˙p = Ep − γpαp −
∑
l
χl
1 + δ0,l
αlα−l, (11.6a)
α˙+p = Ep − γpα+p −
∑
l
χl
1 + δ0,l
α+l α
+
−l, (11.6b)
α˙l = −γsαl + χlαpα+−l +
√
χlαpξl(t), (11.6c)
α˙+l = −γsα+l + χlα+p α−l +
√
χlα
+
p ξ
+
l (t), (11.6d)
α˙−l = −γsα−l + χlαpα+l +
√
χlαpξ
∗
l (t), (11.6e)
α˙+−l = −γsα+−l + χlα+p αl +
√
χlα
+
p
[
ξ+l (t)
]∗
, (11.6f)
where all the various complex noises satisfy the usual statistical properties (6.94) and are independent.
As usual, we now rewrite the equations in terms of the following normalized variables
τ = γst, βj(τ) =
χl0
γs
√
γp/γj
αj(t), ζj(τ) =
1√
γs
ξj(t), (11.7)
arriving to
β˙p = κ
[
σ − βp −
∑
l
rl
1 + δ0,l
βlβ−l
]
, (11.8a)
β˙+p = κ
[
σ − β+p −
∑
l
rl
1 + δ0,l
β+l β
+
−l
]
, (11.8b)
β˙l = −βl + rlβpβ+−l + g
√
rlβpζl(τ), (11.8c)
β˙+l = −β+l + rlβ+p β−l + g
√
rlβ
+
p ζ
+
l (τ), (11.8d)
β˙−l = −β−l + rlβpβ+l +
√
rlαpζ
∗
l (τ), (11.8e)
β˙+−l = −β+−l + rlβ+p βl +
√
rlβ
+
p
[
ζ+l (τ)
]∗
, (11.8f)
where in this case the parameters are defined as
κ = γp/γs, σ = χl0Ep/γpγs, g = χl0/
√
γpγs, rl = χl/χl0 . (11.9)
Note that 0 < rl ≤ 1, where the equality holds only for l = l0.
It will be convenient for future purposes to remind that instead of the Laguerre–Gauss basis, one could describe
the system through the Hybrid Laguerre–Gauss modes {Yj,(f−l)/2,l (ks; r⊥, z)}j=c,sl∈{f,f−2,...,l0}, see (3.49). For l = 0 the
HLG and LG modes coincide and are rotationally symmetric, while for l 6= 0 the HLG modes have a well defined
orientation in the transverse plane (see Figure 3.5). The annihilation operators for HLG photons are related to the
LG ones by
aˆc,l = (aˆ+l + aˆ−l)/
√
2, aˆs,l = i(aˆ+l − aˆ−l)/
√
2. (11.10)
11.2 Classical emission
Based on the phenomenon of pump clamping that we introduced in Section 7.1, it is completely trivial to understand
the classical behavior of the f–transverse–family DOPO; let’s see this.
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Fig. 11.1: Transverse profile of the signal field above threshold when the DOPO is tuned to the different families at the signal
frequency.
The solution with the ±l couple of OAM modes switched on requires σ > r−1l to exist; hence, the process involving
the lowest OAM modes ±l0 is the one with the lowest oscillation threshold, which is obtained for σ = 1. As σ
increases all the injected power is transferred then to the ±l0 couple, while the pump mode gets clamped to its value
at threshold; the rest of the signal modes remain then switched off and feel that the DOPO is frozen at σ = 1.
Being more specific, the system has only two types of classical solutions: The below threshold solution
β¯p = σ, β¯l = 0 ∀l, (11.11)
which is stable for σ < 1, and the above threshold solution, which reads
β¯p = 1, β¯0 = ±
√
2(σ − 1), β¯±l = 0 ∀l 6= 0, (11.12)
for even families, and
β¯p = 1, β¯±1 =
√
σ − 1 exp(∓iθ), β¯±l = 0 ∀l 6= 1, (11.13)
with θ arbitrary, for odd families.
Above threshold, the corresponding classical down–converted fields will be
E¯(+)s,→ (r) = i
√
~ωs(σ − 1)
2ε0nsLsg2
eeLf/2,0 (ks; r⊥, z) e
−iω0t+insksz , (even)
E¯(+)s,→ (r) = i
√
~ωs(σ − 1)
2ε0nsLsg2
eeYc,(f−1)/2,1 (ks; r, φ− θ, z) e−iω0t+insksz, (odd)
for even or odd families, respectively. The transverse profiles of these classical fields are plotted in Figure 11.1 for the
first four transverse families. It can be appreciated that for even families the field preserves the rotational symmetry of
the system, as Lf/2,0 (ks; r⊥, z) is rotationally symmetric in the transverse plane. On the other hand, for odd families
the field takes the form of a HLG mode with l = 1 and arbitrary orientation in the transverse plane, and hence the
phenomenon of spontaneous rotational symmetry breaking appears in this case.
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Fig. 11.2: Percentage of noise reduction for the nonamplified hybrid modes l 6= l0 lying in even (left table) and odd (right table)
families. Note that large levels of squeezing are obtained for the lower angular momentum modes.
11.3 Quantum properties
Armed with all the background that we have learned in the previous chapters, the quantum properties of the f–
transverse–family DOPO are as intuitive as the classical properties that we just found. First, remember that the
dynamics of non-amplified down–conversion channels are decoupled (within the linearized theory) from the properties
of the classically excited modes, and then we can discuss their properties separately.
For even families, the l = 0 mode will behave as the signal field of the single–mode DOPO, that is, it shows
bifurcation squeezing. In particular, its Y quadrature is perfectly squeezed at zero noise frequency only at threshold,
the squeezing level degrading as one moves far above or below this instability point (see Section 6.3).
For odd families, the l = ±1 modes behave as the signal modes of the 2tmDOPO, that is, their properties can be
understood in terms of noncritical squeezing induced by spontaneous rotational symmetry breaking. Concretely, one
can show that the orientation of the classically excited HLG mode diffuses with time driven by quantum noise, while
the Y quadrature of the mode orthogonal to this one, Ys,(f−1)/2,1 (ks; r, φ− θ, z), is perfectly squeezed irrespective of
the system parameters above threshold (see Section 7.2.2). All the properties that we have studied in Chapters 8 and
9 concerning the phenomenon of spontaneous symmetry breaking also apply to this case.
As for the modes with l 6= l0, let us change to the HLG basis in order to formulate their quantum properties. The
three–wave–mixing Hamiltonian (11.2) can be rewritten in this basis as
Hˆc = i~
∑
l 6=l0
χlaˆp
(
aˆ†2c,l + aˆ
†2
s,l
)
/2 + H.c., (11.15)
where we have not considered the lowest angular momentum modes, as their properties have been already discussed.
Once the threshold σ = 1 is reached, these modes feel the DOPO as frozen at that point no matter how much we keep
increasing σ. Hence, and given that the Hamiltonian in the HLG basis is a combination of down–conversion channels
of indistinguishable pairs of photons, just as the case studied in Section 7.1.1, we can directly asses that the noise
spectra of the different modes will be
V out(Xˆc,l; Ω) = V
out(Xˆs,l; Ω) =
(1 + rlβ¯p)
2 + Ω˜2
(1 − rlβ¯p)2 + Ω˜2
, (11.16a)
V out(Yˆc,l; Ω) = V
out(Yˆs,l; Ω) =
(1− rlβ¯p)2 + Ω˜2
(1 + rlβ¯p)2 + Ω˜2
, (11.16b)
see (7.15), and hence, all the {Yj,(f−l)/2,l (ks; r⊥, z)}j=c,sl∈{f,f−2,...,l0+2} modes have squeezing on their Y quadrature; in
particular, the maximum levels of squeezing are obtained above threshold (β¯p = 1) and at zero noise frequency (Ω˜ = 0),
and read
V out(Yˆc,l; Ω = 0) = V
out(Yˆs,l; Ω = 0) =
(1 − rl)2
(1 + rl)2
. (11.17)
Recall that as long as rl > 0.5, this expression predicts more than 90% of noise reduction. Moreover, by defining the
integral
Il =
[(f − l)/2]!
[(f + l)/2]!
∫ +∞
0
due−2u
2
u2l+1
[
Ll(f−l)/2(u
2)
]2
, (11.18)
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Fig. 11.3: Monolithic design in which the cavities for the pump and signal fields are independent. The pump (signal) mirrors
are made completely transparent for the signal (pump) frequencies.
in terms of which the nonlinear couplings are written as (remember that w2p/w
2
s = λp/λs = 1/2)
χl =
3
2
lc
ws
χ(2)oee(2ω0;ω0, ω0)
√
8~ω30
π3ε0n3cL
3
opt
Il, (11.19)
the actual ratios rl can be evaluated for the different modes as
rl = Il/Il0 ; (11.20)
in the tables of Figure 11.2 we show the noise reduction obtained for the different OAM pairs of the first families.
Notice that the largest squeezing levels occur for large values of f and small values of l.
It is to be remarked that both the Hybrid mode Yc,(f−l)/2,l (ks; r⊥, z) and its orthogonal Ys,(f−l)/2,l (ks; r⊥, z) have
the same squeezing properties. This means that the orientation of the mode is irrelevant, as an hybrid mode rotated
an arbitrary angle ψ respect to the x axis, which is given by
Yc,(f−l)/2,l (ks; r, φ− ψ, z) = Yc,(f−l)/2,l (ks; r⊥, z) cos lψ + Ys,(f−l)/2,l (ks; r⊥, z) sin lψ, (11.21)
also has the same squeezing properties. This is in clear contrast to the perfectly squeezed mode in the l = 1 case
which has not an arbitrary orientation but is orthogonal to the classically excited mode at every instant.
11.4 Tuning squeezing through the pump shape
In this last section of the chapter we would like to discuss how we can take rl closer to one (and hence increase the
squeezing levels of the non-amplified modes) by modifying the shape of the pump mode.
The idea comes from the following fact. The only difference between the nonlinear couplings (11.3) of the different
OAM pairs is the three–mode overlapping integral∫ +∞
0
rdrG(kp; r)
[
Rl(f−l)/2(ks; r)
]2
=
1
2π
∫
R2
d2r⊥G(kp; r⊥, z = 0)L(f−l)/2,l(ks; r⊥, z = 0)L
∗
(f−l)/2,l(ks; r⊥, z = 0);
(11.22)
now, if instead of the Gaussian profile G(kp; r⊥, z = 0) the pump mode had a simple plane profile, that is, G(kp; r⊥, z =
0) → C 6= C(r⊥), the integral in the RHS of this expression would be transformed into the normalization of the
Laguerre–Gauss modes, and hence all the modes would have the same nonlinear coupling to the pump field.
It is true that having a completely homogeneous pump profile is not possible because it is not physical. However,
what we can actually do is design an OPO configuration in which the spot size of the pump mode exceeds the value
wp = ws/
√
2 obtained when the pump and signal fields are resonating within the same cavity, which was the situation
considered in the previous sections.
An obvious way of doing this is by using a singly–resonant DOPO, in which the cavity mirrors are completely
transparent at the pump frequencies; was this the case, one could pump the crystal with a Gaussian mode of arbitrary
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Fig. 11.4: Dependence of the rations rl on the ratio between the spot sizes of the pump and signal modes, ρ. The insets show
how the threshold of the system changes with ρ.
thickness (or whatever shape one wanted!), as the pump does not have to match the profile of any mode resonating
in the cavity at the pump frequency. The drawback of this configuration is that pump photons pass through the
nonlinear crystal only once (single–pass down–conversion), and hence the threshold of the system is increased (see
e.g., [130]).
In Figure 11.3 we sketch another configuration based on semi–monolithic OPOs which is interesting for the same
purposes but in which both pump and signal are resonating. An OPO is said to be semi–monolithic if one of the faces
of the nonlinear crystal acts itself as one of the mirrors of the cavity, what is accomplished by treating that face with
an appropriate reflecting coating. Now, if we use one face of the crystal as a mirror for the pump, and the opposite
face as a mirror for the signal as shown in Figure 11.3, the cavities for the pump and signal fields become independent,
and we can tune the spot size of the pump and signal Gaussian modes independently.
Let us then assume that we can tune the ratio between the thickness of the pump and signal modes at will, and
define the parameter ρ = wp/ws. Under these conditions, and following (11.19), the nonlinear couplings can be written
as
χl(ρ) =
3
2
lc
ws
χ(2)oee(2ω0;ω0, ω0)
√
4~ω30
π3ε0n3cL
3
opt
Il(ρ), (11.23)
where now
Il(ρ) =
1
ρ
[(f − l)/2]!
[(f + l)/2]!
∫ +∞
0
due−u
2(1+1/2ρ2)u2l+1
[
Ll(f−l)/2(u
2)
]2
, (11.24)
and we have assumed that the lengths of the pump and signal cavities are similar. In Figure 11.4 we show how the
ratios rl(ρ) = Il(ρ)/Il0(ρ) change with ρ; note that ρ does not need to be really big in order for rl to approach unity
(in fact, remember that with rl > 0.5 we already find squeezing levels above 90%).
Of course, we should worry about what happens with the threshold of the system when changing the relation
wp = ws/
√
2. In particular, the ratio between the power needed to make the signal field oscillate for an arbitrary ρ,
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and that for ρ = 1/
√
2 is given by
Rth(ρ) =
Pth(ρ)
Pth(ρ = 1/
√
2)
=
χ2l0(ρ = 1/
√
2)
χ2l0(ρ)
=
I2l0(ρ = 1/
√
2)
I2l0(ρ)
, (11.25)
as follows from (4.40), (11.9), and (11.23). This expression is plotted in the insets of Figure 11.4 for the different
families. These figures show that the changes in the threshold are quite reasonable, and moreover, the threshold is
even lowered respect to the ρ = 1/
√
2 case for small enough ratios ρ.
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12. CONCLUSIONS AND OUTLOOK
12.1 Summary of the original research on OPOs
This thesis has been devoted to the study of some new properties of optical parametric oscillators (OPOs). Such
devices consist of an optical cavity embedding a second order nonlinear crystal, which, when pumped with an external
laser beam at frequency ωp = 2ω0, is able to generate light at frequencies ωs and ωi such that ωp = ωs + ωi, through
the process of parametric down–conversion (the ωp, ωs, and ωi fields are called, respectively, pump, signal, and idler).
The down–conversion process is known as degenerate when the signal and idler modes have the same frequency ω0,
and type I when they have the same polarization (if they are generated in orthogonal, linearly polarized modes, we
talk then about type II down–conversion).
As stressed in the Introduction, the first two–thirds of the dissertation have consisted on a self–contained discussion
about the basic physics behind these devices. Here we would like to remark the following well known properties of
OPOs (see Section 1.2.1 for an extensive summary of this introductory part):
• From a classical point of view, the interplay between parametric down–conversion and cavity losses forces the
pump power (denoted along the thesis by the dimensionless parameter σ) to go above some threshold level
(σ = 1) in order to make the signal–idler fields oscillate. Hence, at σ = 1 the system shows a bifurcation in
which the OPO passes from a steady state with the down–converted fields switched off, to a new steady state in
which these are switched on (much like in the laser).
• Working with type I, degenerate down–conversion, we simply talk about a degenerate OPO (DOPO). If in
addition the signal and idler modes are generated with in the same transverse mode (typically a TEM00 mode),
we talk about a single–mode DOPO. It is possible to show that in such system the down–converted field is in
a squeezed state, that is, one of its quadratures has fluctuations below the vacuum (shot noise) level. However,
this squeezing is only large when working close to the bifurcation: We say that it is a critical phenomenon.
• When the down–converted photons are distinguishable in frequency or/and polarization, we have shown that
the joint state of the signal and idler modes corresponds to an entangled state in which these share correlations
which go beyond what is classically allowed. Again, the entanglement level is large only when working close to
threshold.
However, in this case there is one highly squeezed observable at any pump level above threshold: The signal–idler
intensity difference. We say then that signal and idler are twin beams, as they have perfectly correlated photon
numbers.
These well known results were the starting point of the research developed in this thesis; in the remaining of this
section we make a summary of the main original results that we have found (numbering of this list follows the chapters
and sections of the dissertation):
7. In the first completely original chapter we have introduced the concept of multi–mode OPO as that having
several down–conversion channels available for a single pump mode. We have argued that this is actually the
natural way in which OPOs operate, either because it is impossible to forbid the existence of other transverse
modes close to the one in which we would like to operate, or because the phase matching curve is wide enough
as to include more than a single signal–idler frequency pair.
We have then introduced two phenomena characteristic of multi–mode OPOs, phenomena which are considered
by the PhD candidate as the most important contribution of the thesis: Pump clamping and spontaneous
symmetry breaking. As we explain now, their main interest is that they offer new means for generating squeezed
(or entangled) light, with the incentive that the squeezing is noncritical, that is, independent of the system
parameters.
7.1. Let us first explain the key points describing the phenomenon of pump clamping:
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∗ In general, the different down–conversion channels of the multi–mode OPO will have different thresh-
olds, depending these on the coupling to the pump, the detuning, and the loss rates of the modes
involved in the particular process.
∗ Classically, only the channel with the lowest threshold can be amplified, that is, the processes with
higher thresholds remain switched off no matter how much we increase σ.
∗ What is interesting is that once the lowest threshold mode is generated, the non-amplified modes feel as
if the OPO was frozen at the bifurcation, even if we change the actual pump injection. This applies also
to their quantum properties, that is, the modes of the non-amplified channels will have the squeezing
or entanglement that they are supposed to have below their oscillation threshold, irrespective of the
system parameters.
Hence, our first prediction has been that, above threshold, apart from the bright signal–idler modes which
behave as the ones in the single–channel OPO (bifurcation squeezing or entanglement), the output of a
general OPO has a lot more signal–idler pairs with some squeezing or entanglement, their actual levels de-
pending on the distance between their thresholds and the lowest threshold of the system (the true threshold).
7.2.1. We have introduced the basic idea behind spontaneous symmetry breaking in an abstract way as follows:
∗ Suppose that we work with an OPO which is invariant under changes of some continuous degree of
freedom of the down–converted field, say ǫ, which we have denoted by “free parameter” all along the
dissertation. Above threshold, the down–converted field, say E¯ǫ(r, t) —we explicitly introduce the free
parameter in the field—, is not zero, and when the OPO starts emitting it, a particular value of the
free parameter is chosen according to the particular fluctuations from which the field is built up. We
say that ǫ is chosen through spontaneous symmetry breaking.
∗ Let’s think now about what quantum theory might introduce to this classical scenario. First, as
variations of the FP do not affect the system (what mathematically is reflected in the appearance of a
Goldstone mode in the matrix governing the linear evolution of the system, that is, a mode with null
eigenvalue), quantum noise is expected to make it fluctuate without opposition, eventually making it
become completely undetermined.
∗ Then, invoking now the uncertainty principle, the complete indetermination of a system’s variable allows
for the perfect determination of its corresponding momentum, meaning this that we could expect perfect
squeezing in the quadrature selected by the local oscillator −i∂ǫE¯ǫ(r, t) in an homodyne detection
scheme.
∗ Finally, as this process relies only on the generation of the down–converted field, this perfect squeezing
is expected to be independent of the distance to threshold, as long as we are above the bifurcation
point.
The first proof of such an intuitive reasoning was offered through the study of a DOPO with plane mirrors
[30, 31], where transverse patterns as well as cavity solitons have been predicted to appear above threshold
[137, 138], hence breaking the translational symmetry of the system. Most of the present thesis has been
devoted to study several aspects of the phenomenon of spontaneous symmetry breaking, but we have
designed a much more simple (and realistic) DOPO configuration for that matter.
7.2.2,8. The system we have used to study in depth the phenomenon of spontaneous symmetry breaking is a DOPO (hence
signal and idler have the same frequency and polarization) pumped by a TEM00 mode, and whose cavity is tuned
so that the first family of transverse modes resonates at the down–converted frequency. Under this circumstances
the down–converted photons are created in opposite orbital angular momentum (OAM) Laguerre–Gauss modes,
and, consequently, we have called two–transverse–mode DOPO (2tmDOPO) to this system.
Let us summarize now the main results that we have found in this system.
7.2.2. In connection with the general picture of 7.2.1, these are the properties of the system:
∗ A weighted superposition of two ±1 Laguerre–Gauss modes can be seen as a TEM10 mode, whose ori-
entation in the transverse plane is given by half the phase–difference between the underlying Laguerre–
Gauss modes. Hence, owed to the rotational invariance of the cavity, classical emission takes place
in a TEM10 mode with an arbitrary orientation in the transverse plane (mathematically this is clear
because the 2tmDOPO classical equations are invariant against changes in the relative phase between
the Laguerre–Gauss modes).
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Hence, once the threshold is crossed and the orientation is chosen according to the particular initial
fluctuations, the rotational symmetry is spontaneously broken, and we can talk about a bright mode
(the generated one which breaks the symmetry) and a dark mode (the mode orthogonal to the generated
one).
∗ Quantum noise is able to make the bright TEM10 mode rotate randomly in the transverse plane.
Mathematically, this is reflected in the appearance of a Goldstone mode in the matrix governing the
linear evolution of the fluctuations above threshold. The null eigenvalue of this mode allows quantum
noise to change the orientation of the bright mode without opposition. Though continuously increasing
with time, this rotation of the classically excited pattern is quite slow when working above threshold.
∗ As for the squeezing properties, it has been proved that the bright mode has the same behavior as
the single–mode DOPO, i.e., large levels of squeezing appear only close to threshold. On the other
hand, accompanying the Goldstone mode it appears another mode whose associated eigenvalue takes
the minimum possible value (−2).
Together, the Goldstone mode and the maximally damped mode are responsible of the remarkable
properties of the dark mode: Its Y quadrature is perfectly squeezed at any pump level above threshold,
while its X quadrature carries only with vacuum fluctuations (in apparent violation of the uncertainty
principle).
This is in full agreement with the abstract picture of the phenomenon offered in 7.2.1, as the dark mode
coincides (up to a π/2 phase) with the OAM of the bright mode.
8.1. We have proved that the apparent violation of the uncertainty principle is just that, apparent, as the
conjugate pair of the squeezed quadrature is not another quadrature but the orientation of the bright
mode, which in fact is completely undetermined in the long time term.
8.2. Next we have pointed out that in order to measure the quantum properties of the dark mode via homodyne
detection, one has to use a TEM10 local oscillator that is perfectly matched to the orientation of this mode
at any time. However, the mode is rotating randomly, which seems to make impossible the perfect matching.
For this reason we have studied the situation in which the local oscillator is matched to the dark mode’s
orientation only at the initial time, remaining fixed during the detection time.
We have shown that arbitrarily large levels of noise reduction can be obtained even in this case if the phase
of the local oscillator is exactly π/2. We then considered phase deviations up to 2◦ (1.5◦ seems to be the
current experimental limit [5, 6]), comparing the results with those predicted for the single–mode DOPO;
similar levels are obtained for both, with the advantage that in the 2tmDOPO this level is independent of
the distance from threshold, and hence, noncritical.
8.3. We have also shown that the assumptions made in order to analytically solve the problem are not the
responsible for the quantum properties of the dark mode. In particular, we have used numerical simulations
to show that these analytic predictions coincide with those of the complete nonlinear stochastic equations
describing the system.
9. In this chapter we have studied the classical and quantum dynamics of the 2tmDOPO when a TEM10 beam is
injected at the signal frequency. This study was motivated by experimental reasons: On one hand, this injection
is customarily used in real DOPOs to stabilize the cavity, so that, in particular, the signal resonance is locked to
the desired value (active locking); on the other, in the 2tmDOPO, and given that down–conversion is a stimulated
process, we think that the injection of a TEM10 mode could also lock the orientation of the bright mode, what
seems highly recommendable from the detection point of view.
These are the main results that we have found:
9.2. Let’s start with the classical dynamics. For signal injections below some threshold, the system posses a
unique, stable solution in which the TEM01 (the non-injected mode) remains switched off. However, above
this injection threshold both the TEM10 and TEM01 modes become populated. Hence, the system posses
a new bifurcation linked to the switching on of the non-injected mode.
This bifurcation is present for any σ, and in particular it exists also for σ = 0, when the DOPO runs as a
second harmonic generator (as in this case the 2ω0 field is generated from the ω0 injection); of course in
this case the threshold is independent of the injection’s phase, as there is no other phase reference. For
σ > 0 this is no longer the case: The threshold is maximum (minimum) when the signal injection is in
phase (anti–phase) with the pump injection.
Surprisingly, working in anti–phase and when σ ≥ 1, there is no threshold for the generation of the TEM01
mode. On the other hand, in the in–phase case there exists a clear threshold below which the bright mode
is locked to the injected TEM10 mode, just as we wanted to prove.
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9.3. As for the quantum properties, we have proved that the TEM01 mode has large levels of squeezing in all
the region below their generation threshold, hence proving that the TEM10 injection does not degrade too
much the squeezing capabilities of the 2tmDOPO.
This insensitivity to the injection (in particular we have proved that it is far much insensitive to the injection
than the single–mode DOPO, the configuration customarily used in experiments) comes from the fact that
the TEM01 mode shows perfect squeezing at the instability point leading to its activation.
10. In this chapter we have studied type II OPOs tuned to the TEM00 mode for all the frequencies involved in the
down–conversion process. We had a twofold intention:
10.1. On one hand, we wanted to generalize the phenomenon of spontaneous symmetry breaking to the polar-
ization degrees of freedom of light. In particular, we have shown that when the down–conversion process
is also frequency degenerate, the system is isomorphic to the 2tmDOPO, where the role of the opposite
orbital angular momenta are now played by the orthogonal linear polarizations of the signal–idler modes.
We have then proved that the behavior expected after the general reasoning of Section 7.2.1 applies: Clas-
sical emission takes place in an elliptically polarized mode, and the free parameter of this system (the
relative phase between signal and idler) is related now to the eccentricity of the corresponding polarization
ellipse; quantum noise is responsible for a diffusion process of this polarization parameter, which eventually
becomes completely undetermined; the Y quadrature of the dark mode, which in this case consists on the
mode orthogonally polarized to the bright one, has perfect squeezing at any pump level above threshold.
10.2. However, we have pointed out that in real experiments it seems not possible to obtain frequency degeneracy
in OPOs. In the case of type II operation, frequency degeneracy can be obtained by introducing a birefrin-
gent element inside the cavity (self–phase–locked type II OPOs), but this breaks the polarization symmetry
of the system, hence destroying the phenomenon of spontaneous symmetry breaking. Nevertheless, we have
argued that a residual squeezing should be present after this explicit symmetry breaking, and that it was
actually observed (but not interpreted a residue of the symmetry breaking) some years ago [38].
We then show that frequency degeneracy might as well be obtained by injecting an external laser beam at
the degenerate frequency (actively–phase-locked type II OPOs). Moreover, we have studied the complete
bifurcation diagram of this system in the simple case of having opposite detunings for the signal and idler
modes, showing that there are regimes in which stationary solutions coexist with periodic orbits.
11. Motivated by the fact that we already studied DOPOs tuned to the fundamental TEM00 mode at the subharmonic
(single–mode DOPOs), as well as DOPOs tuned to the first family of transverse modes (2tmDOPOs), in the last
original chapter of the thesis we have studied what happens when the DOPO is tuned to an arbitrary family
of transverse modes at the signal frequency. Note that family f contains Laguerre–Gauss modes with orbital
angular momenta {±f,±(f − 2), ...,±l0}, with l0 equal to 0 for even families and 1 for the odd ones.
The results have been actually very intuitive based on the phenomena that we studied in the previous chapters.
In particular:
11.2. Given that the lowest orbital angular momenta of the family are the ones which couple the strongest to the
pump (so that they have the lowest threshold), they will be the ones classically amplified above threshold,
while the rest of modes will remain switched off.
For even families this means that the bright mode will consist in a 0 OAM mode, and hence the rotational
symmetry of the system will be preserved; on the other hand, the bright mode for the case of odd families
will consist in a superposition of two ±1 OAM modes (a Hybrid Laguerre–Gauss mode), and hence the
rotational symmetry will be spontaneously broken.
11.3. As for the quantum properties, they are very simple to guess as well. First, and given that the dynamics of
the non-amplified modes decouple from the ones of the amplified ones, the 0 OAM mode of the even–family
case will behave as the signal field of the single–mode DOPO (bifurcation squeezing); similarly, the ±1
OAM modes of the odd–family case will behave as the ones in the 2tmDOPO (the Hybrid Laguerre–Gauss
mode generated above threshold and its orthogonal will behave, respectively, as the bright and dark modes
of the 2tmDOPO).
On the other hand, and this is the most relevant result, the properties of the higher OAM modes are
dictated by the phenomenon of pump clamping, that is, the Hybrid Laguerre–Gauss modes associated to
the opposite OAM modes will show noncritical squeezing, the particular squeezing levels depending on the
distance of their corresponding thresholds to that of the lowest OAM modes.
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11.4. In the last section of the chapter we have shown that the thresholds of the higher OAM modes can be
brought closer to that of the lowest OAM modes by pumping with a TEM00 mode wider than the one
expected for the doubly resonant cavity (in particular, in the limit of infinite transverse thickness of the
pump, the couplings of these to the different OAM pairs become all equal). We have suggested that this
might be implemented either by using singly resonant DOPOs (in which the cavity is transparent at the
pump frequency, and therefore the shape of the pump can be arbitrary), or by using clever monolithic cavity
designs in which the pump and signal cavities become independent.
This offers the possibility to generate multi–mode beams with a large number of squeezed modes within it,
what could be interesting for quantum information protocols requiring multipartite entanglement (quantum
correlations shared between more than two parties).
12.2 Outlook
There are several ideas related to the research summarized in the previous section which we have started to analyze,
but which I have decided not to in include in the main text either because they are not completely developed, or just
to keep the dissertation at a reasonable size. This section is devoted to summarize some of these ideas.
12.2.1 Temporal symmetry breaking
In the thesis we have studied the phenomenon of noncritical squeezing generated via spontaneous symmetry breaking
by means of examples involving spatial and polarization degrees of freedom. It is then natural to try generalizing
the phenomenon to the last kind of degrees of freedom that light can hold: the temporal ones. Time is a very subtle
variable in quantum mechanics, and hence it seems interesting to find out whether our general reasoning introduced
in Section 7.2.1 applies to symmetries involving it or not.
The idea can be explained as follows. Suppose that we work with an OPO which posses in some parameter region
a dynamic mean field or classical solution (in the sense that the intensity of the field is not stationary, contrary to
most of the examples that we have analyzed in the thesis); assume for simplicity that the solution is periodic. Now,
as the classical equations of the OPO are invariant under time translations, the periodic solution can start at any
point of its allowed values. We then expect quantum noise to make this parameter fluctuate randomly, eventually
making it become completely undetermined; physically, this means that in the long time term, it won’t be possible
to determined at which point of its oscillation the mean field is. Based on the results found for the spatial and
polarization symmetries, it seems interesting to analyze whether a local oscillator with the temporal profile of the π/2
phase–shifted time derivative of the bright field will measure perfect, noncritical squeezing in some quadrature of the
field coming out of the cavity.
We have already analyzed these ideas in one of the most simple temporal instabilities that can be found in OPOs:
The temporal instability associated to second harmonic generation. In particular, it is simple to show that when only
the degenerate signal field is pumped externally, there exists a threshold value of this injection at which the stationary
solution becomes unstable through a Hopf bifurcation. Therefore, for injected intensities above this threshold, the
solution becomes time dependent, and in particular periodic when working close enough to the bifurcation. We advance
that, unfortunately, the general reasoning explained above does not seem to apply to this case, that is, the squeezing
of the π/2 phase–shifted time derivative of the bright field is not perfect, as happens in the case of spontaneous spatial
or polarization symmetry breaking.
We believe that the problem lies in the fact that the instability of the stationary solution leading to the periodic
solutions involves not only the signal field, but also the pump field (that is, the eigenvectors of the stability matrix
have projections both onto the pump and signal subspaces), and it is well known that the pump mode never has large
squeezing in OPOs.
In this sense, the actively–phase–locked OPO introduced in Section 10.2 seems a perfect candidate, in particular
in the parameter region where non-stationary, periodic solutions exist (see Figure 10.2), as in this case the pump
fluctuations are completely decoupled from the signal–idler fluctuations as long as one works in the adiabatic limit
γp ≫ γs (a limit that cannot be taken in second harmonic generation because then the Hopf bifurcation goes to infinity,
and the stationary solution becomes stable for finite external injection).
What makes the actively–phase–locked OPO even a more suited candidate for the study of this phenomenon, is
that it connects directly with the free–running OPO when no injection at the degenerate frequency is present (I = 0
in the notation of Chapter 10), and hence, one knows what to expect at that exact point.
We have just started the analysis, and then hope to offer new results soon enough.
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12.2.2 Self–phase–locked two–transverse–mode type II OPO
In order to study in depth the phenomenon of noncritical squeezing induced by spontaneous symmetry breaking, we
have made extensive use of the two–transverse–mode DOPO, in which signal and idler are degenerate in frequency
and polarization, but have opposite orbital angular momenta. Even though there is nothing fundamental preventing
experimentalists to operate OPOs in such configuration, it is quite hard to ensure that this particular down–conversion
channel wins the nonlinear competition, and then in real experiments frequency–degeneracy might not be possible to
achieve.
However, we believe to have found a way to bring the phenomenon of spontaneous symmetry breaking to observable
grounds. The idea is to work with a type II non-degenerate OPO tuned to the first family of transverse modes at the
signal and idler frequencies1, and then use the self–phase–locking mechanism introduced at the beginning of Section
10.2 to lock the signal and idler frequencies to the degenerate one [157, 158, 38]; we believe that a residual continuous
symmetry in the orbital angular momentum degree of freedom of signal and idler will be present, and hence in the
frequency locking region one should be able to study the phenomenon of spontaneous rotational symmetry breaking.
In order to show explicitly how this is so, let us reason from the Hamiltonian of the system. Let us denote by aˆs,±1
and aˆi,±1 the annihilation operators for signal and idler photons with ±1 orbital angular momentum, respectively.
The parts of the Hamiltonian corresponding to the down–conversion process and the mixing induced by the λ/4 plate
misaligned respect to the extraordinary axis of the nonlinear crystal can be written for this configuration as
HˆDC = i~χaˆp(aˆ
†
s,+1aˆ
†
i,−1 + aˆ
†
s,−1aˆ
†
i,+1) + H.c. (12.1a)
HˆP = i~ε(aˆs,+1aˆ
†
i,+1 + aˆs,−1aˆ
†
i,−1) + H.c.. (12.1b)
As in the case in which the OPO is tuned to the fundamental Gaussian modes at the signal–idler frequencies [157,
158, 38], we expect HˆP to be able to lock the frequencies of signal and idler to the degenerate in a certain parameter
region. On the other hand, there is a continuous symmetry still present in these Hamiltonian terms, namely
{aˆs,+1, aˆs,−1,aˆi,+1, aˆi,−1} (12.2)
↓
{exp(−iθ)aˆs,+1, exp(iθ)aˆs,−1, exp(−iθ)aˆi,+1, exp(iθ)aˆi,−1},
and hence, the phenomenon of spontaneous symmetry breaking should still be present in the system.
In simple terms, we believe that the polarization degree of freedom will allow us to make OPO become frequency
degenerate through the self–phase–locking mechanism, while the extra orbital angular momentum degree of freedom
will allow for the existence of a residual continuous symmetry in the system, which will be spontaneously broken above
threshold once the mean field is switched on.
We have already started the analysis of this idea, although it might take a while to understand the parameter
region where frequency locking is present, as the classical equations related to the system involve six modes, and are
therefore hard to extract information from.
12.2.3 Effect of anisotropy
Another thing that we have been studying is how robust is the phenomenon of squeezing induced by spontaneous
symmetry breaking against imperfections of the system’s symmetry, what feels important as no perfect symmetry is
present in real physical systems. Note that we have already answered this question partly, as in Chapter 9 we studied
the 2tmDOPO with an injected signal beam which explicitly breaks the rotational symmetry of the system, showing
that the squeezing levels of the dark mode can still be very large for reasonable injection intensities. This is the
main reason why, in an effort to save some space in an already lengthy dissertation as this is, we have decided not to
introduce the detailed study of symmetry imperfections in the main text; nevertheless, let us spend now a few words
on how we have made this analysis, and what new interesting features of the phenomenon of spontaneous symmetry
breaking can we learn from it.
As usual, we have used the 2tmDOPO as the platform where studying symmetry imperfections. In particular,
we have considered two sources of anisotropy in the transverse plane which might actually appear in experiments2.
1 This system, but under the assumption of frequency degeneracy, was recently studied in the context of hyperentanglement, that is,
entanglement between two independent degrees of freedom (polarization and orbital angular momentum in this case) of signal and idler
[161].
2 In the original paper where we considered the 2tmDOPO we already showed the robustness of the phenomenon by allowing the
TEM10 and TEM01 modes to have different damping rates through the partially transmitting mirror. However, while mathematically this
anisotropy model is very easy to handle, physically it is no justified why these modes could have different damping rates.
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First, we have allowed the mirrors to not be perfectly spherical, in particular taking them as ellipsoids with some finite
ellipticity. Then, we have allowed the nonlinear crystal to be misaligned respect to the cavity axis, what may not only
correspond experimental imperfections, but may even be interesting in order to achieve angular phase–matching (see
Section 6.1.2).
We have already developed the 2tmDOPO model including this sources of anisotropy, and we are currently trying
to find the best way to characterize the robustness of squeezing against the degree of anisotropy. A preliminary, not
exhaustive inspection of the resulting squeezing spectrum of the dark mode shows that, as expected, still large levels
of noise reduction can be found for a reasonably large degree of anisotropy.
Concerning new physics, the most interesting feature that can be studied in this context is how the phase difference
θ between the Laguerre–Gauss modes (that is, the orientation of the bright TEM10 mode) gets locked as the anisotropy
increases, and the relation of this locking to the loss of squeezing in the dark mode. Our preliminary analysis shows
that the variance of θ, which is infinite in the long time term when the rotational symmetry in the transverse plane is
perfect, see (7.42), becomes finite when the anisotropy kicks in; of course, this variance tends to zero as the anisotropy
increases, what means that the bright and dark modes get locked to a certain orientation in the transverse plane.
Similarly, the noncritical squeezing of the dark mode, which can be perfect when no anisotropy is present, see (7.45d),
is degraded as the anisotropy increases. What we are trying to understand now is if the scaling of this squeezing
degradation with the degree of anisotropy is the same as that of the θ’s variance, what will be a further prove of the
canonical relation existing between θ and the quadratures of the dark mode (see Section 8.1).
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APPENDIX

A. QUANTUM DESCRIPTION OF PHYSICAL SYSTEMS
The purpose of this appendix is the introduction of the fundamental laws (axioms) of quantum mechanics as are used
throughout this thesis. In an effort to make this thesis as self–contained as possible, the Hamiltonian formalism of
classical mechanics (which is needed to fully understand and motivate the transition to quantum mechanics), as well
as the theory of Hilbert spaces (which is the fundamental mathematical language in terms of which quantum theory
is formulated), are briefly exposed.
A.1 Classical mechanics
The framework offered by quantum mechanics is far from intuitive, but somehow feels reasonable once one understands
the context in which it was created. This aims to understand (i) the theories which were used to describe physical
systems prior to its development, and (ii) the experiments which did not fit in this context.
In this section we make a brief introduction to classical mechanics1, with emphasis in analyzing the Hamiltonian
formalism and how it treats observable magnitudes. We will see that a proper understanding of this formalism is
needed to make the transition to quantum mechanics.
A.1.1 The Lagrangian formalism
In classical mechanics the state of a system is specified by the position of its constituent particles at all times,
rj (t) = [xj (t) , yj (t) , zj (t)] with j = 1, 2, ..., N , being N the number of particles. Defining the linear momentum of
the particles as Pj = mj r˙j (mj is the mass of particle j), the evolution of the system is found from a set of initial
positions and velocities by solving the Newtonian equations of motion P˙j = Fj , being Fj the forces acting onto particle
j.
Most physical systems have further constraints that have to fulfil (for example, the distance between the particles
of a rigid body cannot change with time, that is, |rj − rl| = const), and therefore the positions {rj}j=1,...,N are no
longer independent, what makes Newton’s equations hard to solve. This calls for a new, simpler theoretical framework:
the so-called analytical mechanics.
In analytical mechanics the state of the system at any time is specified by a vector q (t) = [q1 (t) , q2 (t) , ..., qn (t)];
n is the number of degrees of freedom of the system (the total number of coordinates, 3N , minus the number of
constraints), and the qj ’s are called the generalized coordinates of the system, which are compatible with the constraints
and related with the usual coordinates of the particles by some smooth functions q (rj) ⇔ {rj (q)}j=1,...,N . In the
following, we will call coordinate space to the space formed by the generalized coordinates, and q (t) a trajectory on it.
The basic object in analytical mechanics is the Lagrangian, L [q (t) , q˙ (t) , t], which is a function of the generalized
coordinates and velocities, and can even have some explicit time dependence. In general, the Lagrangian must
be built based on general principles like symmetries; however, if the forces acting on the particles of the system
are conservative, that is, Fj = ∇jV [{rl}l=1,...,N ] =
(
∂xjV, ∂yjV, ∂zjV
)
for some potential V [{rl}l=1,...,N ], it takes
the simple form L = T (q˙,q) − V (q), being T (q˙,q) = ∑Nj=1mj r˙2j (q) /2 the kinetic energy of the system and
V (q) = V [{rj (q)}j=1,...,n]. The dynamic equations of the system are then formulated as a variational principle on
the action
S =
∫ t2
t1
dtL [q (t) , q˙ (t) , t] , (A.1)
by asking the trajectory of the system q (t) between two fixed points q (t1) and q (t2) to be such that the action is an
extremal, δS = 0. From this principle, it is straightforward to arrive to the well known Euler–Lagrange equations
∂L
∂qj
− d
dt
∂L
∂q˙j
= 0, (A.2)
1 For a deeper lecture concerning this topic we recommend Goldstein’s book [162], as well as Greiner’s books [163, 164]
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which are a set of second order differential equations for the generalized coordinates q, and together with the conditions
q (t1) and q (t2) provide the trajectory q (t).
A.1.2 The Hamiltonian formalism
As we have seen, the Euler–Lagrange equations are a set of second order differential equations which allow us to find
the trajectory q (t) on coordinate space. We could reduce the order of the differential equations by taking the velocities
q˙ as dynamical variables, arriving then to a set of 2n first order differential equations. This is, however, a very na¨ıve
way of reducing the order, which leads to a non-symmetric system of equations for q and q˙. In this section we review
Hamilton’s approach to analytical mechanics, which leads to a symmetric-like first order system of equations, and is
of major importance to understand the transition from classical to quantum mechanics.
Instead of using the velocities, the Hamiltonian formalism considers the generalized momenta
pj =
∂L
∂q˙j
, (A.3)
as the dynamical variables. Note that this definition establishes a relation between these generalized momenta and
the velocities q˙ (q,p) ⇔ p (q, q˙). Note also that when the usual Cartesian coordinates of the system’s particles are
taken as the generalized coordinates these momenta coincide with those of Newton’s approach.
The theory is then built in terms of a new object called the Hamiltonian, which is defined as a Legendre transform
of the Lagrangian,
H (q,p) = pq˙ (q,p)− L [q, q˙ (q,p) , t] , (A.4)
and coincides with the total energy for conservative systems, that is, H (q,p) = T (q,p) + V (q), with T (q,p) =
T [q, q˙ (q,p)]. Differentiating this expression and using the Euler–Lagrange equations (or using again the variational
principle on the action), it is then straightforward to obtain the equations of motion for the generalized coordinates
and momenta (the canonical equations),
q˙j =
∂H
∂pj
and p˙j = −∂H
∂qj
, (A.5)
which together with some initial conditions {q (t0) ,p (t0)} allow us to find the trajectory {q (t) ,p (t)} in the space
formed by the generalized coordinates and momenta, which we will call phase space.
Another important object in the Hamiltonian formalism is the Poisson bracket ; given two functions of the coordi-
nates and momenta F (q,p) and G (q,p), their Poisson bracket is defined as
{F,G} =
N∑
j=1
∂F
∂qj
∂G
∂pj
− ∂F
∂pj
∂G
∂qj
. (A.6)
The importance of this object is reflected in the fact that the evolution equation of any quantity g (q,p, t) can be
written as
dg
dt
= {g,H}+ ∂g
∂t
, (A.7)
and hence, if the quantity doesn’t depend on time and commutes with the Hamiltonian, that is, its Poisson bracket
with the Hamiltonian is zero, it is a constant of motion.
Of particular importance for the transition to quantum mechanics are the fundamental Poisson brackets, that is,
the Poisson brackets of the coordinates and momenta,
{qj , pl} = δjl, {qj , ql} = {pj , pl} = 0. (A.8)
A.1.3 Observables and their mathematical structure
In this last section concerning classical mechanics, we would like to explain the mathematical structure in which ob-
servables are embedded within the Hamiltonian formalism. We will show that the mathematical objects corresponding
to physical observables form a well defined mathematical structure, a real Lie algebra. Moreover, the position and
momentum will be shown to be the generators of a particular Lie group, the Heisenberg group. Understanding this
internal structure of classical observables will give us the chance to introduce the quantum description of observables
in a reasonable way. Let us start by defining the concept of Lie algebra.
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A real Lie algebra is a real vector space2 L equipped with an additional operation, the Lie product, which takes
two vectors f and g from L, to generate another vector also in L denoted by {f, g}; this operation must satisfy the
following properties:
1. {f, g + h} = {f, g}+ {f, h} (linearity)
2. {f, f} = 0 together with 1=⇒ {f, g} = −{g, f} (anticommutativity)
3. {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0 (Jacobi identity)
Hence, in essence a real Lie algebra is basically a vector space equipped with a linear, non-commutative, non-
associative product. They have been subject of study for many years, and now we know a lot about the properties
of these mathematical structures. They appear in many branches of physics and geometry, specially connected to
continuous symmetry transformations, whose associated mathematical structures are actually called Lie groups. In
particular, it is possible to show that given any Lie group with p parameters (like, e.g., the three–parameter groups
of translations or rotations in real space), any transformation onto the system in which it is acting can be generated
from a set of p elements of a Lie algebra {g1, g2, ..., gp}, called the generators of the Lie group, which satisfy some
particular relations
{gj , gk} =
p∑
l=1
cjklgl; (A.9)
these relations are called the algebra–group relations, and the structure constants cjkl are characteristic of the particular
Lie group (for example, the generators of translations and rotations in real space are the momenta and angular
momenta, respectively, and the corresponding structure constants are cjkl = 0 for the translation group and cjkl =
iǫjkl for the rotation group
3).
Coming back to the Hamiltonian formalism, we start by noting that observables, being measurable quantities, must
be given by continuous, real functions in phase space; hence they form a real vector space with respect to the usual
addition of functions and multiplication of a function by a real number. It also appeared naturally in the formalism a
linear, non-commutative, non-associative operation between phase space functions, the Poisson bracket, which applied
to real functions gives another real function. It is easy to see that the Poisson bracket satisfies all the requirements of
a Lie product, and hence, observables form a Lie algebra within the Hamiltonian formalism.
Moreover, the fundamental Poisson brackets (A.8) show that the generalized coordinates q and momenta p,
together with the identity in phase space, satisfy particular algebra–group relations, namely4 {qj , pk} = δjk1 and
{qj , 1} = {pj , 1} = 0, and hence can be seen as the generators of a Lie group; this group is known as the Heisenberg
group5.
Therefore, we arrive to the main result of this section:
⌈The mathematical framework of Hamiltonian mechanics associates physical observables with elements of a Lie
algebra, being the phase space coordinates themselves the generators of the Heisenberg group.⌋
Maintaining this structure for observables will help to develop the laws of quantum mechanics.
2 The concept of complex vector space is defined in the next section; the definition of a real vector space is the same, but changing
complex numbers by real numbers.
3 ǫjkl is the Levi-Civita symbol, which has ǫ123 = ǫ312 = ǫ231 = 1 and is completely antisymmetric, that is, changes its sign after
permutation of any pair of indices.
4 Ordering the generators as {q,p, 1}, the structure constants associated to this algebra–group relations are explicitly
cjkl =
{
Ωjkδl,2n+1 j, k = 1, 2, ..., 2n
0 j = 2n+ 1 or k = 2n+ 1
, (A.10)
being Ω =
(
0n×n In×n
−In×n 0n×n
)
, with In×n and 0n×n the n× n identity and null matrices, respectively.
5 This group was introduced by Weyl when trying to prove the equivalence between the Schro¨dinger and Heisenberg pictures of quantum
mechanics. It was later shown to have connections with the symplectic group, which is the basis of many physical theories.
We could have taken the Poisson brackets between the angular momenta associated to the possible rotations in the system of particles
(which are certainly far more intuitive transformations than the one related to the Heisenberg group) as the fundamental ones; however,
we have chosen the Lie algebra associated to the Heisenberg group just because it deals directly with position and momenta, allowing for
a simpler connection to quantum mechanics.
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A.2 The mathematical language of quantum mechanics: Hilbert spaces
Just as classical mechanics is formulated in terms of the mathematical language of differential calculus and its ex-
tensions, quantum mechanics takes linear algebra (and Hilbert spaces in particular) as its fundamental grammar. In
this section we introduce the concept of Hilbert space, and discuss the properties of some operators which will play
important roles in the formalism of quantum mechanics.
A.2.1 Finite–dimensional Hilbert spaces
In essence, a Hilbert space is a complex vector space in which an inner product is defined. Let us define first these
terms as will be used in this thesis.
A complex vector space is a set V , whose elements will be called vectors or kets and will be denoted by {|a〉 , |b〉 , |c〉 , ...}
(a, b, and c may correspond to any suitable label), in which the following two operations are defined: the vector addi-
tion, which takes two vectors |a〉 and |b〉 and creates a new vector inside V denoted by |a〉+ |b〉; and the multiplication
by a scalar, which takes a complex number α ∈ C (in this section Greek letters will represent complex numbers) and
a vector |a〉 to generate a new vector in V denoted by α |a〉.
The following additional properties must be satisfied:
1. The vector addition is commutative and associative, that is, |a〉 + |b〉 = |b〉 + |a〉 and (|a〉+ |b〉) + |c〉 = |a〉 +
(|b〉+ |c〉).
2. There exists a null vector |null〉 such that |a〉+ |null〉 = |a〉.
3. α (|a〉+ |b〉) = α |a〉+ α |b〉 .
4. (α+ β) |a〉 = α |a〉+ β |a〉 .
5. (αβ) |a〉 = α (β |a〉) .
6. 1 |a〉 = |a〉 .
From these properties it can be proved that the null vector is unique, and can be built from any vector |a〉 as 0 |a〉;
hence, in the following we denote it simply by |null〉 ≡ 0. It can also be proved that any vector |a〉 has a unique
antivector |−a〉 such that |a〉+ |−a〉 = 0, which is given by (−1) |a〉 or simply − |a〉.
An inner product is an additional operation defined in the complex vector space V , which takes two vectors |a〉
and |b〉 and associates them a complex number. It will be denoted by 〈a|b〉 or sometimes also by (|a〉 , |b〉), and must
satisfy the following properties:
1. 〈a|a〉 > 0 if |a〉 6= 0.
2. 〈a|b〉 = 〈b|a〉∗.
3. (|a〉 , α |b〉) = α〈a|b〉.
4. (|a〉 , |b〉+ |c〉) = 〈a|b〉+ 〈a|c〉.
The following additional properties can be proved from these ones:
• 〈null |null〉 = 0.
• (α |a〉 , |b〉) = α∗〈a|b〉.
• (|a〉+ |b〉 , |c〉) = 〈a|c〉+ 〈b|c〉.
• |〈a|b〉|2 ≤ 〈a|a〉〈b|b〉
Note that for any vector |a〉, one can define the object 〈a| ≡ (|a〉 , ·), which will be called a dual vector or a bra,
and which takes a vector |b〉 to generate the complex number (|a〉 , |b〉) ∈ C. It can be proved that the set formed by
all the dual vectors corresponding to the elements in V is also a vector space, which will be called the dual space and
will be denoted by V+. Within this picture, the inner product can be seen as an operation which takes a bra 〈a| and
a ket |b〉 to generate the complex number 〈a|b〉, a bracket. This whole bra-c-ket notation is due to Dirac.
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In the following we assume that any time a bra 〈a| is applied to a ket |b〉, the complex number 〈a|b〉 is formed, so
that objects like |b〉〈a| generate kets when applied to kets from the left, (|b〉〈a|) |c〉 = (〈a|c〉) |b〉, and bras when applied
to bras from the right, 〈c| (|b〉〈a|) = (〈c|b〉) 〈a|. Technically, |b〉〈a| is called an outer product.
A vector space equipped with an inner product is called an Euclidean space. In the following we give some important
definitions and properties which are needed in order to understand the concept of Hilbert space:
• The vectors {|a1〉 , |a2〉 , ..., |am〉} are said to be linearly independent if the relation α1 |a1〉+α2 |a2〉+...+αm |am〉 =
0 is satisfied only for α1 = α2 = ... = αm = 0, as otherwise one of them can be written as a linear combination
of the rest.
• The dimension of the vector space is defined as the maximum number of linearly independent vectors, and can
be finite or infinite.
• If the dimension of an Euclidean space is d < ∞, it is always possible to build a set of d orthonormal vectors
E = {|ej〉}j=1,2,..,d satisfying 〈ej |el〉 = δjl, such that any other vector |a〉 can be written as a linear superposition
of them, that is, |a〉 = ∑dj=1 aj |ej〉, being the aj ’s some complex numbers. This set is called an orthonormal
basis of the Euclidean space V , and the coefficients aj of the expansion can be found as aj = 〈ej |a〉. The column
formed with the expansion coefficients, which is denoted by col (a1, a2, ..., ad), is called a representation of the
vector |a〉 in the basis E.
Note that the set E+ = {〈ej |}j=1,2,..,d is an orthonormal basis in the dual space V+, so that any bra 〈a| can be
expanded then as 〈a| = ∑dj=1 a∗j 〈ej|. The representation of the bra 〈a| in the basis E corresponds to the row
formed by its expansion coefficients, and is denoted by (a∗1, a
∗
2, ..., a
∗
n). Note that if the representation of |a〉 is
seen as a d× 1 matrix, the representation of 〈a| can be obtained as its 1× d conjugate–transpose matrix.
Note finally that the inner product of two vectors |a〉 and |b〉 reads 〈a|b〉 = ∑dj=1 a∗j bj when represented in the
same basis, which is the matrix product of the representations of 〈a| and |b〉.
For finite dimension, an Euclidean space is a Hilbert space. However, in most applications of quantum mechanics
(and certainly in quantum optics), one has to deal with infinite–dimensional vector spaces. We will treat them after
the following section.
A.2.2 Linear operators in finite–dimensional Hilbert spaces
We now discuss the concept of linear operator, as well as analyze the properties of some important classes of operators.
Only finite–dimensional Hilbert spaces are considered in this section, we will generalize the discussion to infinite–
dimensional Hilbert spaces in the next section.
We are interested in maps Lˆ (operators will be denoted with ‘ˆ’ throughout the thesis) which associate to any
vector |a〉 of a Hilbert space H another vector denoted by Lˆ |a〉 in the same Hilbert space. If the map satisfies
Lˆ (α |a〉+ β |b〉) = αLˆ |a〉+ βLˆ |b〉 , (A.11)
then it is called a linear operator. For our purposes this is the only class of interesting operators, and hence we will
simply call them operators in the following.
Before discussing the properties of some important classes of operators, we need some definitions:
• Given an orthonormal basis E = {|ej〉}j=1,2,..,d in a Hilbert space H with dimension d <∞, any operator Lˆ has a
representation; while bras and kets are represented by d× 1 and 1×d matrices (rows and columns), respectively,
an operator Lˆ is represented by a d × d matrix with elements Ljl = (|ej〉 , Lˆ |el〉) ≡ 〈ej | Lˆ |el〉. An operator Lˆ
can then be expanded in terms of the basis E as Lˆ =
∑d
j,l=1 Ljl |ej〉 〈el|. It follows that the representation of
the vector |b〉 = Lˆ |a〉 is just the matrix multiplication of the representation of Lˆ by the representation of |a〉,
that is, bj =
∑d
l=1 Ljlal.
• The addition and product of two operators Lˆ and Kˆ, denoted by Lˆ+Kˆ and LˆKˆ, respectively, are defined by their
action onto any vector |a〉: (Lˆ+ Kˆ) |a〉 = Lˆ |a〉+ Kˆ |a〉 and LˆKˆ |a〉 = Lˆ(Kˆ |a〉). It follows that the representation
of the addition and the product are, respectively, the sum and the multiplication of the corresponding matrices,
that is, (Lˆ+ Kˆ)jl = Ljl +Kjl and (LˆKˆ)jl =
∑d
k=1 LjkKkl.
• Note that while the addition is commutative, the product is not in general. This leads us to the notion of
commutator, defined for two operators Lˆ and Kˆ as [Lˆ, Kˆ] = LˆKˆ − KˆLˆ. When [Lˆ, Kˆ] = 0, we say that the
operators commute.
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• Given an operator Lˆ, its trace is defined as the sum of the diagonal elements of its matrix representation, that
is, tr{Lˆ} = ∑dj=1 Ljj . It may seem that this definition is basis–dependent, as in general the elements Ljj are
different in different bases. However, we will see that the trace is invariant under any change of basis.
The trace has two important properties. It is linear and cyclic, that is, given two operators Lˆ and Kˆ, tr{Lˆ+Kˆ} =
tr{Lˆ}+ tr{Kˆ} and tr{LˆKˆ} = tr{KˆLˆ}, as is trivially proved.
• We say that a vector |l〉 is an eigenvector of an operator Lˆ if Lˆ |l〉 = λ |l〉; λ ∈ C is called its associated eigenvalue.
The set of all the eigenvalues of an operator is called its spectrum.
We can pass now to describe some classes of operators which play important roles in quantum mechanics.
The identity operator. The identity operator, denoted by Iˆ, is defined as the operator which maps any vector
onto itself. Its representation in any basis is then Ijl = δjl, so that it can expanded as
Iˆ =
d∑
j=1
|ej〉 〈ej | . (A.12)
This expression is known as the completeness relation of the basis E; alternatively, it is said that the set E forms a
resolution of the identity.
Note that the expansion of a vector |a〉 and its dual 〈a| in the basis E is obtained just by application of the
completeness relation from the left and the right, respectively. Similarly, the expansion of an operator Lˆ is obtained
by application of the completeness relation both from the right and the left at the same time.
The inverse of an operator. The inverse of an operator Lˆ, denoted by Lˆ−1, is defined as that satisfying
Lˆ−1Lˆ = LˆLˆ−1 = Iˆ.
An operator function. Consider a real function f (x) which can be expanded in powers of x as f (x) =∑∞
m=0 fmx
m; given an operator Lˆ, we define the operator function fˆ(Lˆ) =
∑∞
m=0 fmLˆ
m, where Lˆm means the
product of Lˆ with itself m times.
The adjoint of an operator. Given an operator Lˆ, we define its adjoint, and denote it by Lˆ†, as that satisfying
(|a〉 , Lˆ |b〉) = (Lˆ† |a〉 , |b〉) for any two vectors |a〉 and |b〉. Note that the representation of Lˆ† corresponds to the
conjugate transpose of the matrix representing Lˆ, that is (Lˆ†)jl = L
∗
lj . Note also that the adjoint of a product of two
operators Kˆ and Lˆ is given by (KˆLˆ)† = Lˆ†Kˆ†.
Self–adjoint operators. We say that Hˆ is a self–adjoint if it coincides with its adjoint, that is, Hˆ = Hˆ†. A
property which will be shown to be of major importance for the construction of the laws of quantum mechanics is that
the spectrum {hj}j=1,2,...,d of a self–adjoint operator is real. Moreover, its associated eigenvectors6 {|hj〉}j=1,2,...,d
form an orthonormal basis of the Hilbert space.
The representation of any operator function fˆ(Hˆ) in the eigenbasis of Hˆ is then
[
fˆ(Hˆ)
]
jl
= f (hj) δjl, from which
follows
fˆ(Hˆ) =
d∑
j=1
f (hj) |hj〉 〈hj | . (A.13)
This result is known as the spectral theorem.
Unitary operators. We say that Uˆ is a unitary operator if Uˆ † = Uˆ−1. The interest of this class of operators is
that they preserve inner products, that is, for any two vectors |a〉 and |b〉 the inner product (Uˆ |a〉 , Uˆ |b〉) coincides with
〈a|b〉. Moreover, it is possible to show that given two orthonormal bases E = {|ej〉}j=1,2,..,d and E′ = {|e′j〉}j=1,2,..,d,
there exists a unique unitary matrix Uˆ which connects them as {|e′j〉 = Uˆ |ej〉}j=1,2,..,d, and then any basis of the
Hilbert space is unique up to a unitary transformation.
We can now prove that the trace of an operator is basis–independent. Let us denote by tr{Lˆ}E the trace of an
operator Lˆ in the basis E; the trace of this operator in the transformed basis can be written then as tr{Lˆ}E′ =
6 We will assume that the spectrum of any operator is non-degenerate, that is, only one eigenvector corresponds to a given eigenvalue,
as all the operators that appear in this thesis have this property.
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tr{Uˆ †LˆUˆ}E, or using the cyclic property of the trace and the unitarity of Uˆ , tr{Lˆ}E′ = tr{UˆUˆ †Lˆ} = tr{Lˆ}E , which
proves that the trace is equal in both bases.
Note finally that a unitary operator Uˆ can always be written as the exponential of i–times a self–adjoint operator
Hˆ , that is, Uˆ = exp(iHˆ).
Projection operators. In general, any self–adjoint operator Pˆ satisfying Pˆ 2 = Pˆ is called a projector. We
are interested only in those projectors which can be written as the outer product of a vector |a〉 with itself, that is,
Pˆa = |a〉 〈a|; when applied to a vector |b〉, this gets projected along the ‘direction’ of |a〉 as Pˆa |b〉 = (〈a|b〉) |a〉.
Note that given an orthonormal basis E, we can use the projectors Pˆj = |ej〉 〈ej| to extract the components
of a vector |c〉 as Pˆj |c〉 = cj |ej〉. Note also that the completeness and orthonormality of the basis E implies that∑d
j=1 Pˆj = Iˆ and Pˆj Pˆl = δjlPˆj , respectively.
Density operators. A self–adjoint operator ρˆ is called a density operator if it is positive semidefinite, that is
〈a| ρˆ |a〉 ≥ 0 for any vector |a〉, and has unit trace.
The interesting property of density operators is that they ‘hide’ probability distributions in the diagonal of its
representation. To see this just note that given an orthonormal basis E, the self–adjointness and positivity of ρˆ ensure
that all its diagonal elements {ρjj}j=1,2,...,d are either positive or zero, that is, ρjj ≥ 0 ∀j, while the unit trace makes
them satisfy
∑d
j=1 ρjj = 1. Hence, the diagonal elements of a density operator have all the properties required by a
probability distribution.
It is possible to show that a density operator can always be expressed as a statistical or convex mixture of projection
operators, that is, ρˆ =
∑M
k=1 wk |ak〉 〈ak|, where
∑M
k=1 wk = 1 and the vectors {|ak〉}Mk=1 are normalized to one, but
don’t need not to be orthogonal (note that in fact M doesn’t need to be equal to d). Hence, another way of specifying
a density matrix is by a set of normalized vectors together with some statistical rule for mixing them. When only one
vector |a〉 contributes to the mixture, ρˆ = |a〉〈a| is completely specified by just this single vector, and we say that the
density operator is pure; otherwise, we say that it is mixed.
A.2.3 Generalization to infinite dimensions
As shown in the thesis (see Chapters 2 and 3), the natural Euclidean space for quantum optics is infinite–dimensional.
Unfortunately, not all the previous concepts and objects that we have introduced for the finite–dimensional case are
trivially generalized to infinite dimensions; in this section we discuss this generalization.
The first problem that we meet when dealing with infinite–dimensional Euclidean spaces is that the existence of
a basis {|ej〉}j=1,2,... in which any other vector can be represented as |a〉 =
∑∞
j=1 aj |ej〉 is not granted. The class of
infinite–dimensional Euclidean spaces in which these infinite but countable bases exist are called Hilbert spaces, and
are the ones that will be appearing in quantum mechanics.
The conditions which ensure that an infinite–dimensional Euclidean space is indeed a Hilbert space can be found
in, for example, reference [165]. Here we just want to stress that quite intuitively, any infinite–dimensional Hilbert
space7 is isomorphic to the space called l2 (∞), which is formed by the column vectors |a〉 ≡ col(a1, a2, ...) where the
set {aj ∈ C}j=1,2,... satisfies the restriction
∑∞
j=1 |aj |2 <∞, and has the operations |a〉+ |b〉 = col(a1+ b1, a2+ b2, ...),
α |a〉 = col(αa1, αa2, ...), and 〈a|b〉 =
∑∞
j=1 a
∗
jbj.
Most of the previous definitions are directly generalized to Hilbert spaces by taking d→∞ (dual space, represen-
tations, operators,...). However, there is one crucial property of self–adjoint operators which doesn’t hold in this case:
its eigenvectors may not form an orthonormal basis of the Hilbert space. The remainder of this section is devoted to
deal with this problem.
Just as in finite dimension, given an infinite–dimensional Hilbert space H, we say that one of its vectors |d〉 is an
eigenvector of the self–adjoint operator Hˆ if Hˆ |d〉 = δ|d〉, where δ ∈ C is called its associated eigenvalue. Nevertheless,
it can happen in infinite–dimensional spaces that some vector |c〉 not contained in H also satisfies the condition
7 An example of infinite–dimensional complex Hilbert space consists in the vector space formed by the complex functions of real variable,
say |f〉 = f (x) with x ∈ R, with integrable square, that is ∫
R
dx|f (x) |2 <∞, (A.14)
with the inner product
〈g|f〉 =
∫
R
dxg∗ (x) f (x) . (A.15)
This Hilbert space is known as the L2 (x) space.
152 A. Quantum description of physical systems
Hˆ |c〉 = χ|c〉, in which case we call it a generalized eigenvector, being χ its generalized eigenvalue8. The set of all the
eigenvalues of the self–adjoint operator is called its discrete (or point) spectrum and is a countable set, while the set
of all its generalized eigenvalues is called its continuous spectrum and is uncountable, that is, forms a continuous set
[165] (see also [166]).
In quantum optics we find two extreme cases: either the observable, say Hˆ , has a pure discrete spectrum
{hj}j=1,2,...; or the observable, say Xˆ, has a pure continuous spectrum {x}x∈R. It can be shown that in the first
case the eigenvectors of the observable form an orthonormal basis of the Hilbert space, so that we can build a resolu-
tion of the identity as Iˆ =
∑∞
j=1 |hj〉 〈hj |, and proceed along the lines of the previous sections.
In the second case, the set of generalized eigenvectors cannot form a basis of the Hilbert space in the strict sense,
as they do not form a countable set and do not even belong to the Hilbert space. Fortunately, there are still ways to
treat the generalized eigenvectors of Xˆ ‘as if’ they were a basis of the Hilbert space. The idea was introduced by Dirac
[167], who realized that normalizing the generalized eigenvectors as9 〈x|y〉 = δ (x− y), one can define the following
integral operator ∫
R
dx|x〉 〈x| = Iˆc, (A.19)
which acts as the identity onto the generalized eigenvectors, that is, Iˆc|x〉 = |x〉; it is then assumed that Iˆc coincides
with the identity in H, so that any other vector |a〉 or operator Lˆ in the Hilbert space can be expanded as
|a〉 =
∫
R
dxa (x) |x〉 and Lˆ =
∫
R2
dxdyL (x, y) |x〉 〈y| (A.20)
where the elements a (x) = 〈x|a〉 and L (x, y) = 〈x|Lˆ|y〉 of this continuous representations form complex functions
defined in R and R2, respectively. From now on, we will call continuous basis to the set {|x〉}x∈R.
Dirac introduced this continuous representations as a ‘limit to the continuum’ of the countable case; even though
this approach was very intuitive, it lacked of mathematical rigor. Some decades after Dirac’s proposal, Gel’fand showed
how to generalize the concept of Hilbert space to include these generalized representations in full mathematical rigor
[168]. The generalized spaces are called rigged Hilbert spaces (in which the algebra of Hilbert spaces joins forces
with the theory of continuous probability distributions), and working on them it is possible to show that given any
self–adjoint operator, one can use its eigenvectors and generalized eigenvectors to expand any vector of the Hilbert
space.
Note finally that given two vectors |a〉 and |b〉 of the Hilbert space, and a continuous basis {|x〉}x∈R, we can use
their generalized representations to write their inner product as
〈a|b〉 =
∫
R
dxa∗ (x) b (x) . (A.21)
It is also easily proved that the trace of any operator Lˆ can be evaluated from its continuous representation on {|x〉}x∈R
as
tr{Lˆ} =
∫
R
dxL (x, x) . (A.22)
This has important consequences for the properties of density operators, say ρˆ for the discussion which follows. We
explained at the end of the last section that when represented on an orthonormal basis of the Hilbert space, its
diagonal elements (which are real owed to its self–adjointness) can be seen as a probability distribution, because they
satisfy
∑∞
j=1 ρjj = 1 and ρjj ≥ 0 ∀ j. Similarly, because of its unit trace and positivity, the diagonal elements of its
continuous representation satisfy
∫
R
dxρ (x, x) = 1 and ρ (x, x) ≥ 0 ∀ x, and hence, the real function ρ (x, x) can be
seen as a probability density function.
8 In L2 (x) we have two simple examples of self–adjoint operators with eigenvectors not contained in L2 (x): the so-called Xˆ and Pˆ ,
which, given an arbitrary vector |f〉 = f (x), act as Xˆ|f〉 = xf (x) and Pˆ |f〉 = −idf/dx, respectively. This is simple to see, as the equations
xfX (x) = XfX (x) and − i
d
dx
fP (x) = PfP (x) , (A.16)
have
fX (x) = δ (x−X) and fP (x) = exp (iPx) , (A.17)
as solutions, which are not square–integrable, and hence do not belong to L2 (x).
9 This δ (x) function the so-called Dirac–delta distribution which is defined by the conditions∫ x2
x1
dxδ (x− y) =
{
1 if y ∈ [x1, x2]
0 if y /∈ [x1, x2]
. (A.18)
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A.2.4 Composite Hilbert spaces
In many moments of this thesis, we find the need associate a Hilbert space to a composite system, the Hilbert spaces
of whose parts we now. In this section we show how to build a Hilbert space H starting from a set of Hilbert spaces
{HA,HB ,HC ...}.
Let us start with only two Hilbert spaces HA and HB with dimensions dA and dB, respectively (which might be
infinite); the generalization to an arbitrary number of Hilbert spaces is straightforward. Consider a vector space V
with dimension dim(V) = dA × dB. We define a map called the tensor product which associates to any pair of vectors
|a〉 ∈ HA and |b〉 ∈ HB a vector in V which we denote by |a〉 ⊗ |b〉 ∈ V . This tensor product must satisfy the following
properties:
1. (|a〉+ |b〉)⊗ |c〉 = |a〉 ⊗ |c〉+ |b〉 ⊗ |c〉.
2. |a〉 ⊗ (|b〉+ |c〉) = |a〉 ⊗ |b〉+ |a〉 ⊗ |c〉.
3. (α|a〉)⊗ |b〉 = |a〉 ⊗ (α|b〉) .
If we endorse the vector space V with the inner product (|a〉 ⊗ |b〉, |c〉 ⊗ |d〉) = 〈a|c〉〈b|d〉, it is easy to show it becomes
a Hilbert space, which in the following will be denoted by H = HA ⊗ HB. Given the bases EA = {|eAj 〉}j=1,2,...,dA
and EB = {|eBj 〉}j=1,2,...,dB of the Hilbert spaces HA and HB, respectively, a basis of the tensor product Hilbert space
HA ⊗ HB can be built as E = EA ⊗ EB = {|eAj 〉 ⊗ |eBl 〉}j=1,2,...,dAl=1,2,...,dB (note that the notation in the first equality is
symbolical).
We will use a more economic notation for the tensor product, namely |a〉 ⊗ |b〉 = |a, b〉, except when the explicit
tensor product symbol is needed for any reason. With this notation the basis of the tensor product Hilbert space is
written as E = {|eAj , eBl 〉}j=1,2,...,dAl=1,2,...,dB .
The tensor product also maps operators acting on HA and HB to operators acting on H. Given two operators
LˆA and LˆB acting on HA and HB, the tensor product operator Lˆ = LˆA ⊗ LˆB is defined in H as that satisfying
Lˆ|a, b〉 = (LˆA|a〉)⊗ (LˆB|b〉) for any pair of vectors |a〉 ∈ HA and |b〉 ∈ HB . When explicit subindices making reference
to the Hilbert space on which operators act on are used, so that there is no room for confusion, we will use the shorter
notations LˆA ⊗ LˆB = LˆALˆB, LˆA ⊗ Iˆ = LˆA, and Iˆ ⊗ LˆB = LˆB.
Note that the tensor product preserves the properties of the operators; for example, given two self–adjoint operators
HˆA and HˆB, unitary operators UˆA and UˆB, or density operators ρˆA and ρˆB, the operators HˆA ⊗ HˆB , UˆA ⊗ UˆB, and
ρˆA ⊗ ρˆB are self–adjoint, unitary, and a density operator in H, respectively. Note that this doesn’t mean that any
self–adjoint, unitary, or density operator acting on H can be written in a simple tensor product form LˆA ⊗ LˆB.
A.3 The laws of quantum mechanics
A.3.1 A brief historical introduction
By the end of the XIX century there was a great feeling of security among the physics community: analytical mechanics
(together with statistical mechanics) and Maxwell’s electromagnetism, (in the following classical physics altogether)
seem to explain the whole range of physical phenomena that one could observe, and hence, in a sense, the foundations of
physics were completed. There were, however, a couple of experimental observations which lacked explanation within
this ‘definitive’ framework, which actually lead to the construction of a whole new way of understanding physical
phenomena: quantum mechanics.
Among these experimental evidences, the shape of the spectrum of the radiation emitted by a black body, the
photoelectric effect which showed that only light exceeding some frequency can release electrons from a metal irre-
spective of its intensity, and the discrete set of spectral lines of hydrogen, were the principal triggers of the revolution
to come in the first quarter of the XX century. The first two lead Planck and Einstein to suggest that electromagnetic
energy is not continuous but divided in small packages of energy ~ω (ω being the frequency of the radiation), while
Bohr succeed in explaining the latter by assuming that the electron orbiting the nucleus can occupy only a discrete
set of orbits with angular momenta proportional to ~. The constant ~ = h/2π ∼ 10−34J · s, where h is now known as
the Planck constant, appeared in both cases as somehow the ‘quantization unit’, the value separating the quantized
values that energy or angular momentum are able to take.
Even though the physicists of the time tried to understand this quantization of the physical magnitudes within
the framework of classical physics, it was soon realized that it would need a complete new theory to do it. The first
attempts to build such a theory (which actually worked for some particular scenarios) were based on applying ad–hoc
quantization rules to various mechanical variables of systems, but with a complete lack of physical interpretation for
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such rules [169]. However, between 1925 and 1927 the first real formulations of the needed theory were developed: the
wave mechanics of Schro¨dinger [170] and the matrix mechanics of Heisenberg, Born and Jordan [171, 172, 173] (see
[169] for English translations), which received also independent contributions by Dirac [174]. Even though in both
theories the quantization of various observable quantities appeared naturally and in correspondence with experiments,
they seem completely different, at least until Schro¨dinger showed the equivalence between them both.
The new theory was later formalized mathematically using vector spaces by Dirac [167] (though not very rigorously),
and a little after by von Neumann with full mathematical rigor using Hilbert spaces [175] ([176] for an English version);
they developed the laws of quantum mechanics basically as we know it now [177, 178, 179, 180, 181].
A.3.2 The axioms of quantum mechanics
In this section we will introduce the basic postulates which describe how quantum mechanics treats physical systems.
Being the basic blocks that build the theory, these axioms cannot be proved ; they can only be formulated following
plausibility arguments based on the observation of physical phenomena and the connection of the theory with previous
theories which are known to work in some limit. We will try to motivate (and justify to a point) these axioms as much
as possible.
Along these lines, the experimental evidence for the tendency of observable physical quantities to be quantized at
the microscopic level motivates the first axiom:
Axiom I. ⌈Any physical observable quantity A corresponds to a self–adjoint operator Aˆ acting on an abstract
Hilbert space; after a measurement of A, the only possible outcomes are the eigenvalues of Aˆ.⌋
The quantization of physical observables is therefore directly introduced in the theory by this postulate. Note
that it doesn’t say anything about the dimension d of the Hilbert space corresponding to a given observable, and it
even leaves open the possibility of observables having a continuous spectrum, not a discrete one. The problem of how
to make the proper correspondence between observables and self–adjoint operators will be addressed in an axiom to
come.
In the following we will use the name ‘observable’ for both the physical quantity A and its associated self–adjoint
operator Aˆ indistinctly. Observables having pure discrete spectrum or pure continuous spectrum will be referred to
as countable and continuous observables, respectively.
Now we introduce the second axiom. It follows from the following question: the eigenvalues of an observable are
the only values that can appear when measuring it, but what about the statistics of such a measurement? We know
a class of operators in Hilbert spaces which act as probability distributions for the eigenvalues of any self–adjoint
operator, density operators. This motivates the second axiom:
Axiom II. ⌈The state of the system is completely specified by a density operator ρˆ. When measuring an observable
A having a complete orthonormal set of eigenvectors {|aj〉}j=1,2,...,d (d might be infinite), it is associated to the possible
outcomes {aj}j=1,2,...,d a probability distribution {pj = ρjj}j=1,2,...,d which determines the statistics of the experiment.
Similarly, when measuring an observable X having a complete set of generalized continuous eigenvectors {|x〉}x∈R,
the probability density function P (x) = ρ (x, x) is associated to the possible outcomes {x}x∈R in the experiment.⌋
This postulate has deep consequences that we analyze now. Contrary to classical mechanics (and intuition), even
if the system is in a fixed state, the value of an observable is in general not well defined; we can only specify with what
probability a given value of the observable will come out in a measurement. Hence, this axiom proposes a change of
paradigm, determinism must be abandoned: theory is no longer able to predict with certainty the outcome of a single
experiment in which an observable is measured, but rather gives the statistics that will be extracted after a large
number of such experiments.
To be fair, there is a case in which the theory allows us to predict the outcome of the measurement of an observable
with certainty: When the system is prepared such that its state is an eigenvector of the observable. This seems much
like when in classical mechanics the system is prepared with a given value of its observables. One can show however
that it is impossible to find a common eigenvector to all the available observables of a system, and hence the difference
between classical and quantum mechanics is that in the later it is impossible to prepare the system in a state which
would allow us to predict with certainty the outcome of a measurement of each of its observables. Let us try to
elaborate on this in a more rigorous fashion.
Let us define the expectation value of a given operator Bˆ as
〈Bˆ〉 ≡ tr{ρˆBˆ}. (A.23)
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In the case of a countable observable Aˆ or a continuous observable Xˆ , this expectation value can be written in their
own eigenbases as
〈Aˆ〉 =
d∑
j=1
ρjjaj and 〈Xˆ〉 =
∫ +∞
−∞
dxρ (x, x) x, (A.24)
which correspond to the mean value of the outcomes registered in large number of measurements of the observables. We
define also the variance of the observable as the expectation value of the square of its fluctuation operator δAˆ = Aˆ−〈Aˆ〉,
that is,
V (A) ≡ tr
{
ρˆ(δAˆ)2
}
= 〈Aˆ2〉 − 〈Aˆ〉2, (A.25)
from which we obtain the standard deviation or uncertainty as ∆A = V (A)1/2, which measures how much the outcomes
of the experiment deviate from the mean, and hence, somehow specifies how ‘well defined’ is the value of the observable
A.
Note that the probability of obtaining the outcome aj when measuring A can be written as the expectation value
of the projection operator PˆAj = |aj〉〈aj |, that is pj = 〈PˆAj 〉. Similarly, the probability density function associated to
the possible outcomes {x}x∈R when measuring X can be written as P (x) = 〈PˆXx 〉, where PˆXx = |x〉〈x|.
Having written all these objects (probabilities, expectation values, and variances) in terms of traces is really
important, as traces can be evaluated in any basis we want to work with, see Section A.2.2.
These axioms have one further unintuitive consequence. It is possible to prove that irrespective of the state of the
system, the following relation between the variances of two non-commuting observables A and B is satisfied:
∆A∆B ≥ 1
2
|〈[Aˆ, Bˆ]〉|. (A.26)
According to this inequality, known as the uncertainty principle (which was first derived by Heisenberg), the only
way in which the observable A can be perfectly defined (∆A → 0) is by making completely undefined observable B
(∆B →∞), or vice-versa. Hence, in the quantum formalism one cannot, in general, build a state of the system such
that all its observables are well defined, what is completely opposite to our everyday experience. This property of
quantum mechanics will play a major role in this thesis.
Before going to the third axiom, let us comment one last thing. When the state of the system is given by a pure
density operator ρˆ = |ψ〉〈ψ|, we say that the system is in a pure state |ψ〉 (if the density operator is mixed we then
say that the system is in a mixed state). In this case, the expectation value of an operator Bˆ takes the simple form
〈ψ|Bˆ|ψ〉. Moreover, the pure state can be expanded in the countable and continuous bases of the observables Aˆ and
Xˆ as
|ψ〉 =
d∑
j=1
ψj |aj〉 and |ψ〉 =
∫ +∞
−∞
dxψ (x) |x〉, (A.27)
respectively, being ψj = 〈aj |ψ〉 and ψ (x) = 〈x|ψ〉. In this case, the probability distribution for the discrete outcomes
{aj}j=1,2,...,d and the probability density function for the continuous outcomes {x}x∈D are given by
{
pj = |ψj |2
}
j=1,2,...,d
and P (x) = |ψ (x) |2, respectively.
The introduction of the third axiom is motivated by the following fact. The class of self–adjoint operators forms
a real vector space with respect to the addition of operators and the multiplication of an operator by a real number.
Using the commutator we can also build an operation which takes two self–adjoint operators Aˆ and Bˆ to generate
another self–adjoint operator Cˆ = i[Aˆ, Bˆ], which in addition satisfies all the properties required by a Lie product.
Hence, even if classical and quantum theories seem fundamentally different, it seems that observables are treated
similarly within their corresponding mathematical frameworks: They are elements of a Lie algebra.
On the other hand, we saw that the generalized coordinates and momenta have a particular mathematical structure
in the Hamiltonian formalism, they are the generators of the Heisenberg group. It seems then quite reasonable to ask
for the same in the quantum theory, so that at least in what concerns to observables both theories are equivalent.
This motivates the third axiom:
Axiom III. ⌈Consider a physical system described classically within a Hamiltonian formalism by a set of general-
ized coordinates q = {qj}nj=1 and momenta p = {pj}nj=1; within the quantum formalism, the corresponding observables
qˆ = {qˆj}nj=1 and pˆ = {pˆj}nj=1 satisfy the commutation relations
[qˆj , pˆl] = i~δjl and [qˆj , qˆl] = [pˆj, pˆl] = 0.⌋ (A.28)
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The constant ~ is included because, while the Poisson bracket {qj , pl} has no units, the commutator [qˆj , pˆl] has
units of action; that the proper constant is ~ is seen only once the theory is compared with experiments.
We can now discuss how to build the self–adjoint operator corresponding to a given observable. Suppose that in the
Hamiltonian formalism the observable A is represented by the phase space function A (q,p). It seems quite natural
to use then A (qˆ, pˆ) as the corresponding quantum operator; however, this correspondence faces a lot of troubles
derived from the fact that while coordinates and momenta commute in classical mechanics, they do not in quantum
mechanics. For example, given the classical observable A = qp = pq, we could be tempted to assign it any of the
quantum operators Aˆ1 = qˆpˆ or Aˆ2 = pˆqˆ; these two operators are different and they are not even self–adjoint, and hence,
cannot represent observables. One possible solution to this problem, at least for observables with a series expansion, is
to always symmetrize the classical expressions with respect to coordinates and momenta, so that the resulting operator
is self–adjoint. Applied to our previous example, we should take Aˆ = (pˆqˆ + qˆpˆ)/2 according to this rule. This simple
procedure leads to the correct results most of the times, and when it fails (for example, if the classical observable
doesn’t have a series expansion) it was proved by Groenewold [182] that it is possible to make a faithful systematic
correspondence between classical observables and self–adjoint operators by using more sophisticated correspondence
rules.
Of course, when the observable corresponds to a degree of freedom which is not defined in a classical context (like
spin), it must be built from scratch based on observations and first principles. Nevertheless, we won’t be working with
observables having no classical analog in this thesis.
Note that the commutation relations between coordinates and momenta makes them satisfy the uncertainty relation
∆q∆p ≥ ~/2, and hence if one of them is well defined in the system, the other must have statistics very spread around
the mean. We will examine this relation in depth when studying the harmonic oscillator in the next section.
The three previous axioms have served to define the mathematical structure of the theory and its relation to
physical systems. We haven’t said anything yet about how quantum mechanics treats the evolution of the system.
Just as with the last axiom, it feels pretty reasonable to keep the analogy with the Hamiltonian formalism, a motivation
which comes also from the fact that, as stated, quantum mechanics must converge to classical mechanics in some limit.
In the Hamiltonian formalism, observables evolve according to (A.7), so that making the correspondence between the
classical and quantum Lie products as in the third axiom, we enunciate the fourth axiom (for simplicity, we assume
no explicit time dependence of observables):
Axiom IV. ⌈The evolution of an observable Aˆ is given by
i~
dAˆ
dt
= [Aˆ, Hˆ ], (A.29)
which is known as the Heisenberg equation, and where Hˆ is the self–adjoint operator corresponding to the Hamiltonian
of the system.⌋
For the case of a time–independent Hamiltonian, this evolution equation admits the explicit solution
Aˆ (t) = Uˆ † (t) Aˆ (0) Uˆ (t) , being Uˆ (t) = exp[Hˆt/i~], (A.30)
a unitary operator called the evolution operator. For time–dependent Hamiltonians it is still possible to solve explicitly
the Heisenberg equation, but we won’t worry about this case, as it won’t appear throughout the thesis.
Note that within this formalism the state ρˆ of the system is fixed in time, the observables are the ones which
evolve. On the other hand, we have seen that on what concerns to observations (experiments), only expectation values
of operators are relevant, and for an observable Aˆ at time t, this can be written as
〈Aˆ (t)〉 = tr{ρˆAˆ (t)} = tr{Uˆ (t) ρˆUˆ † (t) Aˆ (0)}, (A.31)
where in the last equality we have used the cyclic property of the trace. This expression shows that, instead of treating
the observable as the evolving operator, we can define a new state at time t given by
ρ (t) = Uˆ (t) ρˆ (0) Uˆ † (t) , (A.32)
while keeping fixed the operator. In differential form, this expression reads
i~
dρˆ
dt
= [Hˆ, ρˆ], (A.33)
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which is known as the von Neumann equation. When the system is in a pure state |ψ〉, the following evolution equation
is derived for the state vector itself
i~
d
dt
|ψ〉 = Hˆ |ψ〉, (A.34)
which is known as the Schro¨dinger equation, from which the state at time t is found as |ψ (t)〉 = Uˆ (t) |ψ (0)〉.
Therefore, we have two different but equivalent evolution formalisms. In one, which we shall call Heisenberg picture,
the state of the system is fixed, while observables evolve according to the Heisenberg equation. In the other, which we
will denote by Schro¨dinger picture, observables are fixed, while states evolve according to the von Neumann equation.
We can even define intermediate pictures in which both the state and the observables evolve, the so-called inter-
action pictures. To show how this is done, let us denote by AˆS and ρˆS (t), an observable and the state of the system
in the Schro¨dinger picture.
Suppose that we are in the Schro¨dinger picture, so that the expectation value of an observable A is written as
tr{ρˆS(t)AˆS}, and want to go to a new picture in which both the state and the operator evolve; all we need to do
is define a unitary operator Uˆc = exp[Hˆct/i~], with Hˆc some self–adjoint operator, and then a transformed state
ρˆI = Uˆ
†
c ρˆSUˆc and a transformed observable AˆI = Uˆ
†
c AˆSUˆc. This transformation leaves invariant the expectation value,
which can be evaluated as tr{ρˆI (t) AˆI (t)}, but now the evolution equations of the state and the observable read
i~
dρˆI
dt
= [HˆI, ρˆI] and i~
dAˆI
dt
= [AˆI, Hˆc], (A.35)
so that within this new picture states evolve according to the interaction Hamiltonian HˆI = Uˆ
†
c HˆUˆc − Hˆc, while
observables evolve according to the transformation Hamiltonian Hˆc.
The last axiom specifies how the theory accommodates dealing with composite systems within its mathematical
framework. Of course, a composition of two systems is itself another system subject to the laws of quantum mechanics;
the question is how can we build it.
Axiom V. ⌈Consider two systems A and B with associated Hilbert spaces HA and HB; then, the state of the
composite system ρˆAB as well as its observables act onto the tensor product Hilbert space HAB = HA ⊗HB.⌋
This axiom has the following consequence. Imagine that the systems A and B interact during some time in such a
way that they cannot be described anymore by independent states ρˆA and ρˆB acting on HA and HB , respectively, but
by a state ρˆAB acting on the joint space HAB. After the interaction, system B is kept isolated of any other system,
but system A is given to an observer, who is therefore able to measure observables defined in HA only, and might
not even know that system A is part of a larger system. The question is, is it possible to reproduce the statistics of
the measurements performed on system A with some state ρˆA defined in HA only? This question has a positive and
unique answer: this state is given by the reduced density operator ρˆA = trB{ρˆAB}, that is, by performing the partial
trace respect system’s B subspace onto the joint state.
These five axioms (together with the definitions of the previous sections) define quantum mechanics as we use it
throughout the thesis.
We would like to note finally, that in most of the textbooks about quantum mechanics one can find two more
axioms. The first one refers to how multi–particle states have to be built: For indistinguishable integer (half–integer)
spin particles the state must be symmetric (antisymmetric) with respect to the permutation of any two particles; we
haven’t incorporated this axiom mainly because we don’t use it. In any case it finds full justification in the context of
quantum field theory via the spin–statistics theorem, so we do not find it a true foundational axiom
The second one is more controversial [181] (see also the Appendix E of [166]): It states that if the value aj is
observed for observable A in an experiment, then immediately after the measurement the state of the system collapses
to |aj〉. Even though this axiom leads to predictions in full agreement with observations, it somehow creates an
inconsistency in the theory because of the following argument. According to Axiom IV the evolution of a closed
system is reversible (unitary); on the other hand, the collapse axiom states that when the system is put in contact
with a measurement device and an observable is measured, the state of the system collapses to some other state in a
non-reversible way. However, coming back to Axiom IV, the whole measurement process could be described reversibly
by considering, in addition to the system’s particles, the evolution of all the particles forming the measurement device
(or even the human who is observing the measurement outcome!), and a Hamiltonian for the whole ‘observed system +
measurement device’ system. Hence, it seems that, when including the collapse axiom, quantum mechanics allows for
two completely different descriptions of the measurement process, one reversible and one irreversible, without giving
a clear rule for when to apply each. This is the sense in which there is an inconsistency in the theory.
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There are three main lines of thought regarding to how this inconsistency might be solved. First, there are the
ones who believe that the collapse is real, and that, even though we still don’t know it, there exists a rule explaining
under which circumstances one has to apply unitary evolution or the collapse of the state. The second line of thought
suggests that the collapse should be derivable from unitary evolution according with some procedure yet to be devised;
for example, when the density of particles in the system exceeds some value, one cannot expect to track the reversible
evolution of each single particle, and this “missing information” could give rise to the irreversible collapse. A third
possible approach states that the collapse is just an operationally convenient way of describing measurements, but
it is far from real; instead, the measurement is described as a joint unitary transformation onto the system and the
measurement apparatus, leading to a final entangled state of these in which the eigenstates of the system’s observable
are in one–to–one correspondence with a set of macroscopic states of the measurement device [181].
Real or not real, the collapse postulate offers the easiest successful way of analyzing schemes involving measure-
ments, and hence we apply it when needed. Nevertheless, during practically all the thesis we consider only measure-
ments in which the observed system is destroyed after its observation, the so-called destructive measurements, so we
won’t need to worry about the state of the system after the measurement.
B. LINEAR STOCHASTIC EQUATIONS WITH ADDITIVE NOISE
In this Appendix we explain how to deal with one of the most simple examples of an stochastic equation: A one–
variable linear equation with additive noise. This type of equation appears all along the thesis, see equations (6.74)
and (6.105) for example, which indeed match the general form
c˙ = −λc+ Γη(τ), (B.1)
where c(τ) is the stochastic variable, λ is a positive real parameter, Γ might be complex, and η(τ) is a real noise with
zero mean and two–time correlation 〈η(τ)η(τ ′)〉 = δ(τ − τ ′).
The solution of the equation is readily found by making the variable change z (τ) = c (τ) exp (λτ), what leads to
z˙ (τ) = Γ exp (λτ) η(τ), and hence to
c (τ) = c (0) e−λτ + Γ
∫ τ
0
dτ1η (τ1) e
λ(τ1−τ), (B.2)
or in the τ ≫ λ−1 limit
c (τ) = Γ
∫ τ
0
dτ1η (τ1) e
λ(τ1−τ). (B.3)
Note that in this limit the solution does not depend on its initial value, and hence we can expect the process to be
stationary in this limit [20].
The stochastic variable c(τ) has then zero mean in the stationary limit, that is,
〈
c
(
τ ≫ λ−1)〉 = 0. On the other
hand, the two–time correlation function of c(τ) can be written for τ ≫ λ−1 as
〈c (τ) c (τ ′)〉 = Γ2e−λ(τ+τ ′)
∫ τ
0
dτ1
∫ τ ′
0
dτ2δ (τ1 − τ2) eλ(τ1+τ2). (B.4)
Considering separately the cases τ ′ > τ and τ ′ < τ , this integral is easily carried out, yielding (again in the limit
τ ≫ λ−1)
〈c (τ) c (τ ′)〉 = Γ
2
2λ
e−λ|τ
′−τ |, (B.5)
where we see that this function depends only on the time difference |τ ′ − τ |, and hence c(τ) arrives indeed to a
stationary state for large enough times [20] (it is invariant under changes of the time origin).
The quantity we are usually interested in is the correlation spectrum of c(τ), which is finally evaluated in the
stationary limit as the integral
C˜(Ω˜) =
∫ +∞
−∞
dτ ′e−iΩ˜τ
′ 〈c (τ) c (τ + τ ′)〉 = Γ
2
2λ
[∫ +∞
0
dτ ′e−(λ+iΩ˜)τ
′
+
∫ 0
−∞
dτ ′e(λ−iΩ˜)τ
′
]
=
Γ2
λ2 + Ω˜2
. (B.6)
We make extensive use of this last result all along the thesis.
160 B. Linear stochastic equations with additive noise
C. LINEARIZATION OF THE TWO–TRANSVERSE–MODE DOPO LANGEVIN EQUATIONS
Following the linearization procedure we explained in 7.2.2 leads not to Eq. (7.36) directly, but to the following one
i (Gb− 2ρw0) θ˙ + b˙ =Lb+ gK (θ) ζ (τ) , (C.1)
where
K (θ) = diag (eiθ, e−iθ, e−iθ, eiθ) ,
G = diag (−1, 1, 1,−1) ,
and the rest of vectors and symbols were defined in the corresponding section. Note that the differences between this
system of equations and the one used throughout the thesis (7.36) are the matrix K (θ) and the iGbθ˙ term. The latter
is of order g2 (as the b’s and θ˙ are of order g), and hence it can be simply removed within the linearized theory.
Understanding why K (θ) can be removed from the linearized equations is a little more involved. Projecting these
equations onto the eigensystem of L (7.39) and defining the vector c = col (θ, c1, c2, c3) leads to the following system
of equations (remember that we set c0 = 0)
c˙ = −Λc+ gBR (θ)η (τ) (C.2)
with
Λ = 2 diag (0, 1, σ − 1, σ) ,
B = diag (1/2ρ, i, 1, 1) ,
R (θ) = R1,3 (θ)R2,4 (−θ) ,
being Ri,j (θ) the two–dimensional rotation matrix of angle θ acting on the i− j subspace, and where the components
of vector η (τ) are real, independent noises satisfying the usual statistical properties (2.82). Now, we will prove that
this system, and the same with R (θ = 0) are equivalent within the linearized theory, and hence (C.1) and (7.36) are
equivalent too.
To show this, we just write the Fokker–Planck equation (2.80) corresponding to this stochastic system (which we
remind is in Stratonovich form), whose drift vector and diffusion matrix are found to be
~A = Λc+ g
2
4ρ
col (0, 0, 1, 0) , (C.3)
and
D = g2BBT , (C.4)
respectively. Note that in the last equation we have used that R (θ) is an orthogonal matrix.
The proof is completed by writing the stochastic system corresponding to this Fokker-Planck equation up to the
linear order in g, which reads
c˙ = −Λc+ gBη (τ) , (C.5)
corresponding to (C.2) with R (θ = 0) as we wanted to prove.
Hence, removing K (θ) and neglecting the iGbθ˙ term from (C.1) doesn’t change its equivalent Fokker-Planck
equation within the linearized description, and thus equation (7.36) must lead to the same predictions as (C.1).
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D. CORRELATION FUNCTIONS OF cos θ(τ) AND sin θ(τ)
In this appendix we evaluate the correlation functions S (τ1, τ2) = 〈sin θ (τ1) sin θ (τ2)〉 and C (τ1, τ2) = 〈cos θ (τ1) cos θ (τ2)〉
starting from
θ(τ) =
√
D
∫ τ
0
dτ ′η0 (τ
′) , (D.1)
which is found by integrating equation (7.40a), and assuming that θ(0) = 0 at any stochastic realization, as explained
in the main text.
The correlation functions are easy to find by noticing that, as η0(τ) is a Gaussian noise, θ(τ) is a Gaussian variable,
that is, all its moments are determined from the first and second ones. Under these conditions, it is straightforward
to show (for example by performing a series expansion) that the following property holds〈
e±iθ(τ)
〉
P
= e−〈θ2(τ)〉P /2, (D.2)
or, as the combinations θ(τ1)± θ(τ2) are also Gaussian variables,〈
e±i[θ(τ1)±θ(τ2)]
〉
P
= e−〈[θ(τ1)±θ(τ2)]2〉P /2. (D.3)
Now, given that
〈θ(τ1)θ(τ2)〉P = D
∫ τ1
0
dτ
∫ τ2
0
dτ ′δ(τ − τ ′) = Dmin(τ1, τ2), (D.4)
we get 〈
[θ(τ1)± θ(τ2)]2
〉
= D [τ1 + τ2 ± 2min(τ1, τ2)] , (D.5)
and finally
S (τ1, τ2) = 〈sin θ (τ1) sin θ (τ2)〉 = −1
4
〈
ei[θ(τ1)+θ(τ2)]
〉
P
+
1
4
〈
ei[θ(τ1)−θ(τ2)]
〉
P
+ c.c. = e−
D
2
(τ1+τ2) sinh[Dmin(τ1, τ2)],
(D.6)
and
C (τ1, τ2) = 〈sin θ (τ1) sin θ (τ2)〉 = 1
4
〈
ei[θ(τ1)+θ(τ2)]
〉
P
+
1
4
〈
ei[θ(τ1)−θ(τ2)]
〉
P
+ c.c. = e−
D
2
(τ1+τ2) cosh[Dmin(τ1, τ2)].
(D.7)
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E. DETAILS ABOUT THE NUMERICAL SIMULATION OF THE
TWO–TRANSVERSE–MODE DOPO EQUATIONS
In this appendix we want to briefly summarize the details concerning the numerical simulation of the Langevin
equations (7.26) which model the 2tmDOPO.
The first important property of these equations is that, irrespective of the initial conditions, the amplitudes
corresponding to opposite orbital angular momentum modes become complex–conjugate after a short transitory time,
i.e.,
(
β−1, β
+
−1
) → (β∗+1, [β++1]∗). Hence, if the initial conditions are chosen so this property is already satisfied, we
can be sure that these amplitudes will remain complex–conjugate during the evolution. In particular, we have chosen
the above threshold stationary solution (7.31) with θ = 0 as the initial condition. Under these conditions, the 6
Langevin equations (7.26) get reduced to the following 4 (which we write in matrix form):
β˙ = A (β) + B (β) · ζ (τ) , (E.1)
with
β =


β0
β+0
β+1
β++1

 , ζ (τ) =


0
0
ζ (τ)
ζ+ (τ)

 , (E.2)
A (β) =


σ − β0 − |β+1|2
σ − β+0 −
∣∣β++1∣∣2
−β+1 + β0
[
β++1
]∗
−β++1 + β+0 β∗+1

 ,
B (β) = g diag
(
0, 0,
√
β0,
√
β+0
)
.
In order to solve numerically these equations we use the semi–implicit algorithm developed in [144]. This algorithm
is a finite–differences based method in which the total integration time τend (the integration is supposed to begin
always at τ = 0) is divided in N segments, creating hence a lattice of times {τn}n=0,1,...,N separated by time steps
∆τ = τend/N . Then, a recursive algorithm starts in which the amplitudes at time τn, say βn, are found from the
amplitudes βn−1 at an earlier time τn−1 from
βn = βn−1 +∆τA
(
β˜n
)
+ B
(
β˜n
)
·Wn, (E.3)
where β˜n is an approximation to the amplitudes at the mid–point between τn−1 and τn (hence the name “semi–
implicit” for the algorithm) and the components of Wn are independent discrete noises Wnj with null mean and
satisfying the correlations 〈
Wmj , [W
n
k ]
∗〉
= ∆τδmnδjk. (E.4)
The mid–point approximation is found from the following iterative algorithm
β˜n,p = βn−1 +
1
2
[
∆τA
(
β˜n,p−1
)
+ B
(
β˜n,p−1
)
·Wn
]
, (E.5)
where β˜n,0 =βn−1, being p the iteration index (two iterations are carried in all our simulations), while the discrete
noises can be simulated at any step as [183]
Wnj =
√
∆τ
[
r
(
zj, z
′
j
)
+ ir
(
yj , y
′
j
)]
, (E.6)
with
r (z, z′) =
√
− log z cos (2πz′) , (E.7)
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being zj , z
′
j, yj and y
′
j independent random numbers uniformly distributed along the interval [0, 1].
This algorithm allows us to simulate one stochastic trajectory. Then, by repeating it Σ times, the stochastic
average of any function can be approximated by the arithmetic mean of its values evaluated at the different stochastic
trajectories.
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