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The Transverse Field Ising Model (TFIM) is one of the canonical spin models exhibiting a quantum phase
transition. Despite the seemingly simple ingredients, namely Ising spin interactions and an applied transverse
magnetic field, solid state spin system realizations of the TFIM are elusive, with only three such materials
currently known. Here we report on a member of the rare-earth pyrosilicate family, Ising-like D-Er2Si2O7, which
shows promise for hosting a transverse-field-induced quantum phase transition. Using neutron diffraction we
determine the magnetic structure below TN = 1.9 K in zero field, which is a four-sublattice antiferromagnetic
structure with two local Ising axes. Powder inelastic neutron scattering reveals mode softening in an applied
field, consistent with a field-induced second order phase transition near 1 T. AC susceptibility measurements
on a single crystal in the transverse field direction reveal two transitions at 0.65 T and 0.9 T, the latter being
consistent with the mode-softening field found from INS. These results are discussed in relation to the TFIM and
demonstrate that D-Er2Si2O7 is promising as a new TFIM material.
I. INTRODUCTION
The identification of Ising-like magnetic materials has been
historically important for verifying the many intriguing fea-
tures of the classical Ising model.1,2 In the context of quantum
magnetism, examples of Ising materials which can be tuned to a
quantum phase transition (QPT) via a transverse magnetic field
are in even higher demand. The Transverse Field Ising Model
(TFIM) is one of the most tractable models with a QPT, and
thus has been studied extensively theoretically, including in the
burgeoning field of non-equilibrium quantum dynamics.3 How-
ever, despite the seemingly straightforward ingredients, there
are only a few currently known magnetic materials which ap-
proximate the TFIM; CoNb2O6 (quasi-1D),4 (Ba/Sr)Co2V2O8
(quasi-1D),5,6 and LiHoF4 (dipolar coupled 3D).7,8 With each
of these materials, many detailed comparisons to theoretical ex-
pectations have been pursued, and even their non-equilibrium
behavior are now being explored.9 Yet, each material has its
own deviations from the ideal models, and the identification
of additional TFIM materials, particularly those representing
the higher dimensional 2D or 3D (non-dipolar) models, which
cannot be solved exactly, are of great interest.
In order for a system to be considered a realization of the
TFIM, the effective microscopic Hamiltonian must have certain
properties.1,10 Most importantly, the system must exhibit pre-
dominantly Ising-like exchange between effective (or pseudo-)
spin-1/2 magnetic moments. This can be achieved in high an-
gular momentum ions (with strong spin-orbit coupling), whose
free-ion angular momentum eigenstates are split by the crystal
electric field (CEF), creating a ground state doublet. Such
a doublet can have Ising single-ion anisotropy (uniaxial g-
tensor), and this can also imply Ising exchange, although the
g-tensor and exchange anisotropies are generally not required
to be the same.11 In order for a magnetic field applied trans-
verse to a strict Ising axis to create quantum fluctuations, there
must either be some (possibly weak) direct coupling to the
field by a non-zero g-tensor component, or alternatively for
strict Ising doublets, a low-lying crystal field level whose wave-
function becomes mixed with the doublet upon application of
the field.12 Furthermore, given that many Ising materials host
local Ising axes which can vary their orientations between
sublattices,13,14 a common transverse direction to all local
Ising directions must exist. Finally, the interactions in the sys-
tem must be sufficiently small that the critical field (Hc) is
experimentally accessible. In most laboratories the maximum
continuous magnetic field is approximately 17 T, making rare-
earth based materials ideal as TFIM realizations since their
superexchange is naturally weak due to the highly localized 4f
electrons.
Indeed, rare-earth based materials have become the subject
of increased study in the realm of quantum magnetism in gen-
eral. Due to the chemical similarity of the rare-earths, the same
structure can often be stabilized with a variety of rare-earth
ions. However, the magnetic interactions and anisotropies
can be dramatically different between each instance; such is
the case for the rare-earth pyrochlores15,16 and the rare-earth
delafossites.17–20 In this work we have investigated a member
of the rare-earth pyrosilicate (RE2Si2O7) family of compounds
which have become the subject of renewed interested due to the
discovery of a dimer magnet with evidence for a field-induced
Bose-Einstein condensate in Yb2Si2O7.21,22 The present work
will focus on the magnetic properties of one polymorph of
Er2Si2O7 and present results with respect to the TFIM. It
is also worth noting that all of the lanthanide series can be
synthesized in this stoichiometry (albeit with many possible
structures) making this series an interesting playground for
understanding the interplay of magnetic species and crystal
structure on the ground state of quantum magnets.
The pyrosilicate compound Er2Si2O7 can crystallize in
three different structures based off the synthesis temperature:
the low-temperature phase P1 (Type B), the intermediate-
temperature phase C2/m (Type C) and the high-temperature
phase P21/a (Type D).24,25 The focus of this work is the high
temperature phase (shown in Fig. 1), hereby referred to as
D-Er2Si2O7. Since Er3+ is a Kramer’s ion the ground state of
the CEF is protected by time-reversal symmetry and thus must
be at least doubly degenerate. In the 1970’s the structure of the
rare-earth pyrosilicates was determined due to interest in the
magnetic, electrical, and optical properties of rare-earth mate-
rials. In particular, the rare-earth pyrosilicates were of interest
due to the 180◦ Si-O-Si bond in the [Si2O7]6− groups.24,25
After some time the magnetic properties of D-Er2Si2O7 were
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FIG. 1: a) The crystal and magnetic structure (obtained from the
refinement in Fig. 3a) of D-Er2Si2O7 viewed along the a-axis. Bonds
in orange dictate the equivalent "intrachain" interactions that form
chains and bonds in blue dictate the interchain interactions that form a
tessellated, distorted honeycomb lattice. Here Er atoms are green, Si
are blue, and O are red. b) View of the crystal and magnetic structure
along the b-axis showing the layered nature of the magnetic ions. All
panels of this figure were created using the Vesta software.23
explored via Zeeman spectroscopy and magnetometry.26,27 The
Zeeman spectroscopy measurements revealed crystal field lev-
els at 27 cm−1 (39 K) and 52 cm−1 (74 K), the former of which
we have confirmed via specific heat in Appendix A. Further,
Leask et. al. determined an Ising-like g-tensor anisotropy, with
gx = 2.6, gy = 3.4, and gz = 13.4.27 The crystal symmetry
results in two orientations of these local axes, with the x axis
shared by both. The z axis was found to be 28◦ (clockwise)
from the a axis and ± 15◦ from the a-b plane, while x is in
the a-b plane (see Fig. 2b). However, there is a discrepancy
in the g-tensor values identified by Leask, et. al.27 and those
identified earlier by Maqsood.26 This discrepancy could be
due to Maqsood utilizing Curie-Weiss fits to determine the
values of the g-tensor. Curie-Weiss fits can prove unreliable
for rare-earth ions due to crystal field effects; typically, they
are performed at high temperatures to ensure the system is no
longer strongly correlated, but for rare-earth ions this causes
thermal population of higher crystal field levels and means the
fit is not truly indicative of the low temperature angular mo-
mentum degrees of freedom. Previous temperature-dependent
susceptibility measurements on single crystals of D-Er2Si2O7
were performed along the c axis, a axis, and the m axis, where
m refers to a vector in the a-b plane that lies 28◦ (clockwise)
from the a axis, which we will refer to as the “average Ising
direction” (the projection of Leask’s z axis onto the a-b plane).
The susceptibility along all three directions showed a sharp
downturn indicative of antiferromagnetic ordering at 1.9 K,
with the maximum susceptibility observed for measurements
along m. Magnetization versus magnetic field measurements
along a and m showed evidence of a spin-flip transition at 13
the saturation magnetization. This occurs at ∼ 0.5 T for the
a axis and slightly lower for the m axis. The observation of
a spin-flip transition is consistent with the Ising-like moment
found from the g-tensor. After these seminal studies of D-
Er2Si2O7, no magnetic measurements were performed until
the present study.
II. EXPERIMENTAL METHODS
Details of the D-Er2Si2O7 sample synthesis have been out-
lined elsewhere,28 but broadly the synthesis was performed
by mixing stoichiometric amounts of Er2O3 and SiO2, press-
ing the powder into dense rods, and heating the rods between
1400◦C and 1500◦C four times with intermediate re-grinding.
The zero-field specific heat of D-Er2Si2O7 was previously
reported by our group28 and corroborated the magnetic order-
ing transition at TN = 1.9 K measured by Leask et. al27 and
Maqsood.26 Two types of samples were used in the present
study. For susceptibility measurements, a small single crys-
tal of pure D-Er2Si2O7 - grown via the optical floating zone
technique - was used. The second sample was a powder,
which was used for neutron scattering. Rietveld refinement
of room-temperature powder x-ray diffraction data indicated
that Er2SiO5, a common (and stubborn) impurity in the synthe-
sis of D-Er2Si2O7, made up approximately 9% of the sample.
The powder x-ray diffraction data for D-Er2Si2O7 yielded the
lattice parameters: a = 4.68878(8) Å, b = 5.56029(7) Å, c =
10.79659(10) Å, α = 90◦, β = 90◦, γ = 96.043(1)◦. These
parameters are consistent with previously published values.25
Alternating current (AC) susceptibility measurements were
performed on a single crystal of D-Er2Si2O7 (as confirmed by
Laue x-ray diffraction) using a Quantum Design PPMS with
the dilution refrigerator and AC susceptometer. These measure-
ments were performed at 0.075 K and 0.5 K, for frequencies
of 100 Hz and 1000 Hz. Inelastic neutron scattering (INS)
measurements were performed on approximately 5 grams of
powder loaded in a Cu canister at the NIST Center for Neu-
tron Research in Gaithersburg, MD, USA using the Multi-Axis
Crystal Spectrometer (MACS)29 with a fixed final energy (Ef )
of 2.5 meV, the double focusing monochromator, and Be fil-
ters on the incident and scattered beams. Neutron diffraction
measurements were performed on the same sample at the High
Flux Isotope Reactor at Oak Ridge National Laboratory us-
ing the HB-2A (POWDER) diffractometer.30 The HB-2A data
was collected at 10 K, 2 K, and 0.280 K with the Ge(113)
monochromator (λ = 2.41 Å) and a collimation of open-21’-
12’. All error bars shown in this work indicate ± one standard
deviation.
III. RESULTS AND DISCUSSION
A. AC susceptibility
AC susceptibility measurement results with a field in the
transverse direction (i.e. with AC and DC fields applied along
x) are shown in Fig. 2a. The directions of the Ising axes (z)
and transverse direction (x) in relation to the crystallographic
axes is shown in Fig. 2b. We note that the magnetization along
this transverse field direction of D-Er2Si2O7 has not been
previously studied. For the AC susceptibility measurements,
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FIG. 2: AC susceptibility performed at 0.075 K with a DC magnetic
field applied along the transverse direction (the x-axis in Fig.2b), a
frequency of 100 Hz, and a 2 Oe AC magnetic field amplitude. Data
for increasing and decreasing field is shown and overlays perfectly,
thus showing no indication of hysteresis. The real part (blue circles)
of the AC susceptibility shows transitions at 0.65 T and 0.9 T. An
estimate of the associated internal fields with demagnetization correc-
tions gives the intrinsic transition fields of at 0.60 T and 0.81 T (see
Appendix C). The imaginary part (red squares) of the AC suscepti-
bility only shows the higher field transition. b) Schematic diagram
showing the average Ising direction “m” and the two local Ising axes.
The x-axis is transverse to both Ising axes. Only one of the two y-axes
is shown for clarity. Here θ is the angle from the crystallographic
a-axis and φ is the angle from the a-b plane. For the AC susceptibility
measurements, θ and φ were obtained from Leask et.al,27 where θ =
28◦ and φ = 15◦. Our refinement of neutron diffraction data, Fig. 3c,
found the moments to lie at θ = 24.7◦ and φ = 12.8◦. A discussion of
this difference is discussed in section III B.
we aligned the sample so that the field was applied along x,
defined by the angles θ = 28◦ (the angle from the a-axis) and
φ = 15◦ (the angle from the a-b plane) as reported by Leask
et. al.27 Two features were observed in the real part of the
susceptibility (χ′), at µ0Hc1 = 0.65 T and µ0Hc2 = 0.9 T
and no hysteresis was observed on sweeping the field up and
down, indicating that both features correspond to second order
(rather than first order) phase transitions. An estimate of the
demagnetization corrected fields was made yielding internal
fields of 0.60 T and 0.81 T for the transitions (Appendix C).
However, since this correction is highly approximate we will
continue to refer to the transitions in terms of their applied
field (µ0H) values. The transition at Hc1 does not have a
significant signature in the imaginary part of the susceptibility
(χ′′) at 0.075 K. However, at a higher temperature of 0.5 K the
peak in χ′′ shifts from coinciding with Hc2 to coinciding with
Hc1 (Appendix D). We note here for future reference that our
neutron scattering measurements were done at ∼ 0.1 K and are
thus most comparable to the 0.075 K AC susceptibility data.
The reason for the two separate field-induced transitions is
not clear, nor is the shift in the peak of χ′′ from one to the other
with temperature. In principle, two transitions could be ob-
served if there were a slightly misaligned grain within the small
single crystal sample (although no signs of this were observed
via x-ray Laue diffraction). It could also indicate a complex
transverse field phase diagram, reminiscent of CoNb2O6.31
Further study of the phase diagram in this field direction is
needed. Regarding the transition at Hc2, aside from the change
in the imaginary component, the magnitude of the suscepti-
bility and peak position for this transition does not seem to
depend strongly on temperature up to 0.5 K or frequencies be-
tween 100 and 1000 Hz (Appendix D). One (or both) of these
transitions coincides with mode softening observed in INS,
as discussed later, consistent with a second order transition
induced by the transverse field.
B. Neutron Powder Diffraction
Neutron powder diffraction (NPD) data obtained at HB-
2A was refined using the FullProf software32 and the SARAh
suite (using the Kovalev tables).33,34 Peaks corresponding to
D-Er2Si2O7 and Cu (from the sample can) were observed at
10 K and 2 K (both are above TN ), but no sign of the impu-
rity (Er2SiO5) was observed at these temperatures. This is
likely due to the strongest nuclear peaks of Er2SiO5 occur-
ring at positions obscured by nuclear peaks of D-Er2Si2O7.
A Rietveld analysis (Appendix B) of powder neutron diffrac-
tion data obtained at 10 K was also performed. The powder
diffraction data at 2 K (Appendix B) shows diffuse scatter-
ing, as expected for a system approaching a continuous phase
transition. Data at 0.280 K (below TN ) show an increase in
intensity on peaks corresponding to the D-Er2Si2O7 nuclear
structure, aside from two peaks at 1.074 Å−1 and 1.819 Å−1
which can be indexed to the (110) and (310) positions of the
impurity phase, Er2SiO5 (space group C2/c, a = 14.366(2) Å, b
= 6.6976(6) Å, c = 10.3633(16) Å, α = 90◦, β = 122.219(10)◦,
γ = 90◦).35 The magnetism of Er2SiO5 has not previously been
reported. Thus, we note in passing that since no magnetic
impurity peaks were observed at 10 K or 2 K, the magnetic
transition in Er2SiO5 is likely between 0.280 K and 2 K, to a
|~k| = 0 ordered state. Fig. 3a shows the results of a Rietveld
refinement on the magnetic structure of D-Er2Si2O7. The data
used for the refinement was a subtraction of the 10 K data
from the 0.280 K data. A symmetry analysis of the allowed
|~k| = 0 magnetic structures provides four irreducible represen-
tations. An attempt to fit each irreducible representation was
made, with the Γ4 representation providing the best fit. The
Γ4 irreducible representation consists of three basis vectors;
ψ10, ψ11, and ψ12 (see Appendix B for the basis vector com-
positions). The coefficients for each basis vector are; C10 =
5.72(3), C11 = -2.34(6), and C12 = -1.45(6). These coefficients
yield the magnetic structure shown in Fig. 1. This structure has
the magnetic space group of P21’/c. Leask et. al. found the
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FIG. 3: a) A Rietveld refinement of the magnetic structure of D-Er2Si2O7. The observed intensities shown are after subtraction of 10 K data
from 0.280 K data, and therefore are only due to magnetic order. Two impurity peaks are observed at 1.074 Å−1 and at 1.819 Å−1 - denoted by
black stars - that correspond to the (110) and (310) reflections of Er2SiO5 (space group C2/c). These peaks are the only peaks not accounted for
by the magnetic structure of D-Er2Si2O7. b) Field versus momentum transfer (Q) elastic scattering (E ∈ [-0.05,0.05] meV) data obtained on
MACS (Tavg = 0.16 K) showing the evolution of Bragg peak intensities. White rectangles are shown to denote the Bragg reflections used for
cuts in panel c. The white dashed line shows the location of the fourth cut in panel c. c) Evolution of the elastic intensity with field for (002),
(011), (012), and Q = [0,45, 0.55] Å−1. The Q = [0.45, 0.55] Å−1 data is scaled by a factor of 10 for clarity. Data at 0 T, 3 T, and 5 T were
obtained on the initial increase of the field after cooling from high temperature. All other field points were collected after the field had been
increased to 8 T and returned to 0 T.
g-tensor axes to lie along θ = 28◦ (the angle from the a-axis)
and φ = 15◦ (the angle from the a-b plane), whereas, we have
found the moments to lie at θ = 24.7(7)◦ and φ = 12.8(5)◦.
This indicates that the ordered moments deduced from our
refinement lie 6.9(5)◦ off of the Ising direction determined by
Leask et. al. However, the overall ordered moment is similar.
We measured an ordered moment of 6.56(3) µB at 250 mK
and the moment found by Leask was 6.7 µB at 4.2 K. The
discrepancy in the Ising axis direction is potentially due to the
presence of the (unaccounted for, but small) Er2SiO5 impurity
in our magnetic NPD data. Alternatively, it could be due to
weak non-Ising anisotropic interactions preferring a slightly
canted magnetic moment away from the Ising axes. The details
of the interactions in D-Er2Si2O7 require further study, ideally
by INS on single crystal samples.
C. Field-dependent Elastic Neutron Scattering
Elastic neutron scattering data measured using MACS, using
the same powder sample as used at HB-2A, is shown in Fig. 3b
and Fig. 3c. An “empty can” background was subtracted.
Fig. 3b shows the field evolution of the elastic scattering at at
an average temperature (Tavg) = 0.16 K. Magnetic Bragg peaks
from the impurity (Er2SiO5) are not resolved, likely due to the
coarser Q-resolution of MACS compared to HB-2A. Intensity
versus field cuts for the (002), (011), and (012) reflections are
shown in Fig. 3c. The intensity of the peaks does not change
significantly between 0 T and 0.25 T, even though the 0.25 T
data was measured after going to high field (see caption to
Fig. 3 for more detail). Dramatic changes in magnetic peak
intensities are observed between 0.25 T and 2 T. Since the
experiment was performed on a powder sample, all field direc-
tions are averaged here, including the field perpendicular to
the Ising direction, which we have shown induces transitions
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FIG. 4: (a-e) Energy vs |Q| slices at µ0H = 0 T (a), 0.25 T (b), 1 T (c), 2 T (d), and 3 T (e) showing the evolution of two excitations. The
average temperature for these slices are Tavg = 0.22 K, 0.18 K, 0.16 K, 0.17 K, and 0.18 K, respectively. Note: the scale factor for panel a) is
higher than the other panels in order to make Branch 1 visible. Branch 1 is only visible in our 0 T data, while Branch 2 is observed to broaden
and soften as the field increases to 1 T. f) Intensity vs energy cuts at Q = [1.45,1.55] Å−1 at various field strengths.
at 0.65 T and 0.9 T (Fig. 2). Other field directions are already
known to induce transitions in the field range of about 0.5 T
as well.27 Overall, the dramatic changes in Bragg intensity all
occur below about 1 T. Above 1 T, the intensity of the peaks
gradually changes, likely due the Er3+ moments approaching
saturation along the field direction, as much as would be al-
lowed by the Ising axes. An interesting effect is observed away
from the Bragg peaks, shown in Fig. 3c as a cut at Q = 0.5
Å−1(integrated from 0.45 to 0.55 Å−1). The incoherent back-
ground appears to increase in intensity at 0.5 T and beyond.
The exact nature of this signal is not currently known, but it
is not due to an irreversible change in sample environment
such as water condensation on the cryostat (we have confirmed
this by comparing to scans at similar field ranges taken before
and after the dataset shown in Fig. 3c). It is possible that this
background is indicative of short range spin correlations. Near
a second order transition, one does expect the critical behavior
to manifest as a sharp increase of diffuse scattering. However,
this diffuse scattering should diminish rapidly away from the
transition, which we do not observe on the high-field side (the
intensity seems to plateau after 2 T). It is possible that this
signature is a result of field-induced disorder, for example, as
proposed in the quantum dimer system YbAl3C3,36 which may
be an interesting avenue for future study.
D. Inelastic Neutron Scattering
Finally we turn to the INS data from MACS, shown in
Fig. 4a-f. In zero field, two branches of excitations are ob-
served at 0.2 meV and 0.6 meV, which we refer to as Branch
1 and Branch 2, respectively. The branches are gapped and
appear to be dispersionless within the resolution of the mea-
surement (the energy step size was chosen to be 0.1 meV,
which is similar to the instrument resolution for our settings,
∼0.075 meV).29 The gapped nature of the excitations is consis-
tent with Ising interactions, and the presence of two branches
implies at least two non-equivalent sites in the magnetic unit
cell. This can be easily understood based on the two local
Ising axes. As discussed above, we have found a |~k| = 0 anti-
ferromagnetic structure that consists of AFM moments which
are collinear when considering sites with the same Ising axis
orientation. Thus, each branch is expected to be two-fold de-
generate. Something that is more difficult to understand is
that as the field increases, we observe only one branch clearly,
despite there still being two distinct Ising axes. At 0.25 T
(Fig. 4b), only Branch 2 remains, and is significantly broad-
ened. The disappearance of Branch 1 might indicate a very
low field transition for some field directions, but Leask et. al
did not report any magnetic transitions below 0.5 T at 500 mK.
However, Leask et. al did predict that the transition near 0.5 T
was first-order in nature for some field directions (significant
hysteresis was observed in the simulated magnetization). The
absence of Branch 1 in our 0.25 T data may be related to this
predicted first order transition; the 0.25 T data was collected
after the sample was subjected to a very high field (8 T), thus
the data at 0.25 T represents the decreasing field part of the
hysteresis curve, which is likely to be in a different state than
the 0 T data. However, to understand all of the the details of
the field evolution of excitations would require further study
on single crystal samples.
We concern ourselves now with the behavior of Branch
2 at higher fields, which exhibits clearer signatures. As the
field is increased to 1 T, Branch 2 broadens (likely due to the
anisotropic g-tensor), and softens dramatically. The excita-
tion becomes gapless near 1 T as expected for a field-induced
6second order phase transition. Beyond ∼ 1 T, the branch en-
ergy increases again, consistent with reaching a field-polarized
paramagnetic regime. The observation of mode softening in
Branch 2 demonstrates the existence of a second order phase
transition in the vicinity Hc1 and Hc2. It is worth noting that
we have not attributed any signatures in the INS spectrum to
the impurity (Er2SiO5), even though it is also magnetic. Due to
the relatively low concentration in the sample (9%), we expect
the impurity will not contribute appreciably to the INS signal.
We also obtained INS data at fields up to 8 T (see Appendix
E), where the excitations could in principle be modelled by
linear spin wave theory. Additionally, Leask et. al. obtained
exchange interactions based on a mean field approach to de-
scribing features in the magnetization curves (these parameters,
when used in a Monte Carlo simulation, did reproduce many
of the observed features of the magnetization curves in sev-
eral directions).27 Unfortunately, the exchange interactions as
reported in that work are not uniquely assignable to specific
pairs of ions in the unit cell, so a useful comparison to our data
is greatly complicated. We would like to note that at least the
interlayer interaction (along a) seems to be clearly defined41,
and this interaction is small compared to the other exchange
interactions. This suggests that the magnetic interactions in
D-Er2Si2O7 could be quasi-2D. Indeed, the layered structure
of Er3+ in D-Er2Si2O7 also suggests that the magnetic interac-
tions may be quasi-2D.
E. Potential Relation to the TFIM
We have shown that D-Er2Si2O7 hosts (at least one)
transverse-field-induced phase transition, located near 0.9 T at
low temperatures (0.075 K), which coincides with the mode
softening observed via in INS. This mode softening confirms
that it is a second order transition. Given the Ising nature of
D-Er2Si2O7 this is highly suggestive of a transverse-field in-
duced quantum phase transition. Further confirmation of this
idea is required, including single crystal INS studies with the
field in the transverse direction, as well as measurement of the
critical exponents near the transition.
If D-Er2Si2O7 turns out to be a new solid state material
example of the TFIM, it could also be the first example of a
quasi-2D one, which would be of additional interest. While
there exist well-established theoretical methods to study the
1D TFIM, including its non-equilibrium properties such as
eigenstate thermalization or dynamical phase transitions, the
2D TFIM is more challenging theoretically.37–39 This calls for
guidance from experimental studies. While the 1D and 2D
TFIM can be studied in certain forms in optical lattices, solid
state materials offer a true thermodynamic limit as well as a
wide array of available measurement techniques for testing
theoretical predictions. Thus, a quasi-2D example of the TFIM
awaits detailed study.
IV. CONCLUSIONS
In this work we have used AC susceptibility, neutron diffrac-
tion, and inelastic neutron scattering to study the Ising-like
antiferromagnetic order and field-induced behavior of the rare-
earth pyrosilicate, D-Er2Si2O7. AC susceptibility measure-
ments with a field transverse to the Ising direction show tran-
sitions at magnetic field strengths of 0.65 T and 0.9 T. Using
neutron diffraction we have determined the magnetic structure
of D-Er2Si2O7, which consists of moments pointing along
a local direction which is close to the Ising direction deter-
mined by Leask et. al.27 Our powder INS measurements reveal
gapped excitations, one of which softens under an applied field
and become gapless near 1 T, consistent with the transverse
field induced transition observed in AC susceptibility of a crys-
talline sample. These measurements have provided evidence
that D-Er2Si2O7 exhibits predominantly Ising-like exchange,
has a QPT induced by a transverse field, and this QPT (at
0.9 T) can easily be accessed by commonly available magnet
technology. If D-Er2Si2O7 is a realization of the TFIM, this
material could be of use for non-equilibrium studies relating to
quantum quenches across the QPT, as well as comparisons to
theoretical predictions of the 2D TFIM. Precise measurements
of the anisotropic g-tensor would allow for a more rigorous
determination of the principal axes that will be necessary to
predict other properties (such as spin wave spectra) on single
crystals. Measurements of the critical exponents would further
illuminate the possible connection to the TFIM. In addition,
INS measurements on single crystals is crucial to further elu-
cidate the nature of the transverse-field-induced transitions in
this material.
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7Appendix A: Heat Capacity Measurements
Heat capacity measurements were performed using a Quan-
tum Design PPMS with the heat capacity option on a powder
sample of D-Er2Si2O7. The heat capacity for 1.8 K to 100
K is shown in Fig. 5. A broad feature on top of the phonon
contribution is observed. The peak of this feature occurs at ∼
16 K and can be attributed to a crystal field Schottky anomaly
around 39 K, consistent with the lowest crystal electric field
level measured by Leask et. al. at 27 cm−1 (39 K).27
Schottky Anomaly
FIG. 5: Specific heat measured on a powder sample of D-Er2Si2O7.
Appendix B: Magnetic Structure Refinement
Additional neutron diffraction data obtained on a powder
sample of D-Er2Si2O7 is shown in Fig. 6. The data at 10 K
(Fig. 6a) was used to perform a Rietveld refinement on the
nuclear structure of D-Er2Si2O7 with the Cu peaks masked.
This yielded the following lattice parameters for D-Er2Si2O7 :
a = 4.6808(8) Å, b = 5.5566(2) Å, c = 10.7864(4) Å, α = 90◦,
β = 90◦, γ = 96.064(2)◦. These values found for the nuclear
structure of D-Er2Si2O7 were used in the refinement of the
magnetic structure in Fig. 3a. The neutron diffraction data
shown in Fig. 6b is a subtraction of the 10 K data from the
2 K data. This shows the development of diffuse scattering
expected in the vicinity of a second order phase transition. This
is consistent with the magnetic ordering transition observed in
D-Er2Si2O7 at 1.9 K.
The basis vector composition of the three basis vectors (ψ10,
ψ11, ψ12) in the Γ4 irreducible representation are shown in
Table I, Table II, and Table III. These basis vectors are part of
the Γ4 irreducible representation which relates to the "m" point
group symmetry and magnetic space group P21’/c.
Appendix C: Demagnetization Correction
AC susceptibility data with a transverse applied magnetic
field is shown in Fig. 2a, showing two transitions at 0.65 T
a)
b)
FIG. 6: a) Neutron diffraction data obtained using HB-2A at 10 K.
The fit was performed with peaks from the Cu canister masked. b)
Neutron diffraction data obtained using HB-2A with the 10 K data
subtracted from the 2 K data showing the diffuse scattering expected
in the vicinity of a second order phase transition, with a peak centered
at 1.2 Å.
Atom x y z ma mb mc
1 0.88829 0.09318 0.34934 1 0 0
2 0.11171 0.40682 0.84934 1 0 0
3 0.11171 0.90682 0.65066 -1 0 0
4 0.88829 0.59318 0.15066 -1 0 0
TABLE I: A table showing the positions (x, y, z) of the four atoms
and their basis vector composition for the ψ10 basis vector.
Atom x y z ma mb mc
1 0.88829 0.09318 0.34934 0 1 0
2 0.11171 0.40682 0.84934 0 1 0
3 0.11171 0.90682 0.65066 0 -1 0
4 0.88829 0.59318 0.15066 0 -1 0
TABLE II: A table showing the positions (x, y, z) of the four atoms
and their basis vector composition for the ψ11 basis vector.
8Atom x y z ma mb mc
1 0.88829 0.09318 0.34934 0 0 1
2 0.11171 0.40682 0.84934 0 0 -1
3 0.11171 0.90682 0.65066 0 0 -1
4 0.88829 0.59318 0.15066 0 0 1
TABLE III: A table showing the positions (x, y, z) of the four atoms
and their basis vector composition for the ψ12 basis vector.
and 0.9 T. In order to enable theoretical work on D-Er2Si2O7,
it is useful to know the demagnetization corrected magnetic
field strengths to eliminate the variability of sample shape. As
AC susceptibility measures the response of the moment to an
alternating field, it is not a direct measure of the moment to
be used for demagnetization corrections. Therefore, to get an
estimate of the demagnetization corrected field strengths for
the transitions, DC magnetometry data with a field 56◦ away
from the transverse field direction (due to misalignment from
the transverse direction) in the a-b plane was used. Since this
DC magnetometry sample was misaligned, this calculation will
overestimate the demagnetization correction (as the moment
will be higher away from the transverse field direction). The
method for demagnetization correction is outlined below.
The equation for the magnetic field inside a sample in a
uniform magnetic field is:
Bint = Bapp − µ0NM (C1)
WhereBint is the internal magnetic field in the sample,Bapp
is the applied magnetic field, µ0 is the magnetic permeability
of free space, N is the demagnetization factor, and M is the
measured moment. Bapp is measured by the PPMS and gives
0.65 T and 0.9 T for the two transitions. M is taken from the
DC magnetometry data for the sample that was misaligned by
56◦ from the transverse axis. The DC magnetometry data is
shown in Fig. 7. The demagnetization factor (N) is dependent
FIG. 7: Field-dependent DC magnetization data obtained using a
Quantum Design MPMS with a He3 insert at 0.8 K. The sample used
was aligned with the magnetic field approximately 56◦ off of the
transverse direction in the a-b plane.
on the sample shape and analytic expressions are only available
for prism and ellipsoid shaped samples. The sample for AC
magnetometry was made to be a rectangular prism and had
dimensions of 2.55 mm x 0.91 mm x 0.49 mm and is shown
in Fig. 8. Following the calculation outlined by Aharoni,40
the demagnetization factor for the sample was calculated to be
N = 0.1103. For the two critical fields 0.65 T and 0.9 T, the
DC volume magnetization was measured to be 4.001x103 A/m
and 6.151x103 A/m respectively. Using these values in Eq. C1
yields internal fields of 0.60 T and 0.81 T for the transitions
observed using AC susceptibility.
1 mm
FIG. 8: Picture of the single crystal of D-Er2Si2O7 used for AC
susceptibility measurements. Dimensions 2.55 mm x 0.91 mm x
0.49 mm
Appendix D: Additional AC Susceptibility Data
Additional AC susceptibility data is shown in Fig. 9. All
data was obtained in a similar manner to the data in Fig. 2a.
A comparison of data with f = 100 Hz at T = 0.075 K and
0.5 K is shown in Fig. 9a. The data at 0.075 K shows a sharp
peak in both the real (χ’) and imaginary (χ”) components at
0.9 T, with a small shoulder near 0.65 T. This shoulder has
no significant imaginary component. This changes at 0.5 K,
where the shoulder increase significantly in magnitude in the
real part of the susceptibility. We also see that the peak in
the imaginary component shifts to coincide with the shoulder
at 0.65 T. Similar changes are observed for a comparision of
data with f = 1000 Hz and T = 0.05 K and 0.5 K, shown in
Fig. 9b. Overall, there is not a large difference between data
measured at f = 100 Hz and f = 1000 Hz. One notable signature
is that the transition at 0.65 T changes in magnitude with
higher frequencies, indicating there may be some frequency
dependence to this transition. The cause for these changes
are not currently known, but may indicate a more complex
field-induced phase diagram.
Appendix E: MACS Data
Additional inelastic slices from the MACS data at 5 T (panel
a) and 7 T (panel b) are shown in Fig. 10. Both sets of data
show Branch 2 increasing in energy relative to the 3 T data
shown in Fig. 4e. Note, in Fig. 10 the energy window was
increased from 1 meV to 2 meV to allow all of Branch 2 to be
visible.
9a)
b)
f = 100 Hz
f = 1000 Hz
FIG. 9: a) AC susceptibility at 0.075 K and 0.5 K performed with a
frequency of 100 Hz in an applied DC magnetic field along the trans-
verse direction and a 2 Oe AC magnetic field. b) AC susceptibility
at 0.05 K and 0.5 K performed with a frequency of 1000 Hz in an
applied DC magnetic field along the transverse direction and a 2 Oe
AC magnetic field.
a)
b)
5 T
7 T
FIG. 10: a) Energy vs. |Q| slices (Tavg = 0.16 K) at µ0H = 5 T. Branch
2 has increased relative to 3 T (Fig. 4e) due to Zeeman splitting. b)
Energy vs. |Q| slices (Tavg = 0.16 K) at µ0H = 7 T. Branch 2 has
increased relative to 5 T, causing the energy window displayed to be
increased from 1 meV to 2 meV.
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