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Electronic Properties of Graphene Systems with Sublattice-Asymmetry
by Thomas AKTOR
The interest in 2 dimensional materials has exploded in the last decade. Purposeful
engineering of these materials has been a major field of research in this period, as
specific properties from each material are wanted in different combinations.
As a consequence of the fact that graphene has a collection of some of the most
exotic properties, which together with the amazing ability of carbon to chemically
bond to in many different ways, has resulted in graphene being one of the most
studied of these materials.
In this thesis we deal with engineering of the electronic properties of graphene,
where we have special interest in the formation of band gaps, which are essential
for the use of graphene as field effect transistors, and the valleytronic applications
of graphene.
Valleytronics is a field similar to electronics where the valley, or pseudospin, de-
gree of freedom is the carrier of information instead the electric charge.
Both gap opening and valley specific behaviour is seen when breaking the in-
version symmetry of the graphene unit cell. By introducing sublattice dependent
potentials in graphene based devices we investigate the interactions between geom-
etry and different potential distributions.
Using a tight binding description, we investigate boundaries between domains
where the sublattice potentials are swapped in both graphene sheets and in graphene
nanoribbons and see the formation of interface states that are potentially valley po-
larised. These states appear for energies where the bulk of the material has no states.
This effects are stable under disorder and appear even in the case of low concen-
trations of dopants with sublattice distributions similar to what is observed in ex-
periments. We also show the importance of interactions with edge geometry when
considering these sublattice-asymmetric potentials.
We consider scattering of electronic waves off circular localised sublattice-asymmetric
potentials using the Dirac approximation and show strong valley dependence when
pure mass dots are considered. The valley dependence is highly energy dependent
and could be tuned using a back gate. We also use an atomistic tight binding model
to confirm these results. This is done in a dual probe setup with one probe far to
the left of the mass dot simulating an incoming plane wave and the second probe
placed behind the dot to pick up the scattered current. This atomistic calculation
takes advantage of the Green’s functions patching methods.
As the Green’s functions patching methods are etremely useful for calculations
we also make an effort to make method accesible for materials other than graphene,
by describing and testing an alternate implementation of the method, which takes
advantage of the effciency of fast Fourier transforms. This will be useful for research




I et forsøg på at forstætte med at forbedre den næste generation af elektroniske
komponenter, er forskning inden 2dimensionelle materialer eksploderet indenfor
det sidste årti. Ved specifikt at ændre på materialerne på nano-skala forskellige ma-
terialers kan ændres designes eller kombineres.
Det faktum at det har mange eksotiske egenskaber sammen med evnen til kemisk
at binde sig til andre materialer utroligt fleskibelt, har gjort grafen, et sekskantet git-
ter bestående af kulstof atomer, til et af de mest undersøgte af de 2dimensionelle
materialer.
I denne afhandling undersøger vi grafens elektroniske egenskaber med specielt
fokus på åbening af båndgab, som er nødvendige hvis grafen skal overtage rollen
som transitor, samt de valleytroniske andvendelsmuligheder som grafen har.
Valltronics er måde at bruge den særlige valley frihedsgrad til at transportere in-
formation på lige fod med hvad spintronics bruge spin og elektronik bruger elektrisk
ladning til.
Ved at bryde inversionssymmetrien i enhedscellen for grafen, kan vi introduc-
ere både båndgab og valleytroniske egenskaber. Vi introducer del-gitter specifikke
potentialer og undersøger sammenhængen mellem materialegeometri og forskellige
potentialefordelinger.
Ved at bruge en tight binding beskrivelse undersøger vi hvordan grænser ved
skift i det dominerende del-gitter fører til potentielt valleypolariserede tilstande der
løber langs med grænsefladen, både i flager af grafen såvel som i nanoskopiske
grafenbånd. Disse grænsetilstande opstår for energier hvor resten af materialet
har et båndgab og bliver derved elekstrisk isolerede. Vi viser at både båndgab og
grænse tilstande opstår selv hvis der stor grad af uorden i systemet og selv hvis
potentialerne bare er gennemsnitlige effekter af spredt doping, doping profiler der
til forveksling ligner dem der er set i eksperimenter. Samtidig viser vi også at kant
geometrien i nanoskopiske grafenbånd har en enorm indflydelse på de elekstriske
egenskaber.
Ved at bruge Dirac approksimationen, kigger vi også spredning af indkommende
planbølger der rammer cirkulære lokaliserede områder med del-gitter potentialer
og viser at strømmen i de individuelle valleyer opdeles baseret på systemenergien,
og specielt når potentialerne er rene Dirac masser. Dermed kan de valleytroniske
egenskaber styres eksternt ved hjælp påførte elekstriske felter. Vi bruger ligeledes
en tight binding model til at bekræfte resultaterne fra Dirac modellen. Det gøres ved
bruge to prober, en langt til venstre for cirklen for at simulere den indkommende
planbølge, og den anden lige til højre for cirklen for at detektere den spredte strøm.
Dette gøres ved hjælp af en metode kaldet Green’s function patching.
Siden af Green’s funcion patching kan bruges til sådan beregninger hvor dele af
system er pladseret langt fra hinanden i et ellers perfekt ensartet materiale præsen-
terer vi også implementerings metoder der kan benyttes til andre materialer en
grafen til lignende beregninger i håbet om det vil kunne benyttes i fremtidig forskn-
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DOS Density of states
LDOS Local density of states
STM Scanning tunneling microscopy
CVD Chemical vapor deposition
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FFT Fast Fourier transform
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APRES Angle resolved photo emission spectroscopy
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Any reasonable text should set reasonable expectations with the reader. In order to
clear up what should be expected from this thesis, and get the reader into the right
frame of mind, we start out with introducing the subject of graphene and its already
rich history. We will also explain how this thesis tries to advance the knowledge of
graphene and similar materials.
1.1 The exciting 2 dimensional world of graphene
The confirmation that graphene exists, not only awarded the Nobel prize [1] (see fig-
ure 1.1), but opened up a world filled with materials that was one dimension short of
the regular physics we knew. Among the exciting properties of graphene is extraor-
dinary mechanical, thermal, optical and electronical properties [2–4]. The promise
of a material stiffer than diamond, with extraordinary high electronic velocities that
is also broadband absorber but at the same time virtually see-through, opens up not
only for potential upgrades of current technologies, but also potential technological
innovation. Graphene also embraces the quantum world it is a part of by having
exotic properties such as Klein tunneling and balistic transport. These discoveries
kickstarted the entire research field of 2 dimensional materials, which apart from
graphene now includes a whole host of diverse and exciting materials. These mate-
rials range from semi-metals such as graphene to semiconductors such as MoS2 and
insulators as hBN as well as many other.
The general technique of mechanical exfoliation that was used originally to sepa-
rate the graphene layers within graphite, has since supplemented with growth tech-
niques that can directly synthesise the 2 dimensional materials such as chemical
vapor deposition (CVD), that allow for large scale industrial fabrication. Recently
moves have been to standardise both fabrication and calculations to both identify
[5] and synthesise almost custom made materials. Furthermore these 2 dimensional
materials can now be combined in layered structures to create a whole new set of
materials, the so called the van der Waals heterostructures [6, 7].
2 Chapter 1. Introduction
FIGURE 1.1: Graphene films. (A) Photograph of a relatively large
multilayer graphene flake. (B) Atomic force microscope (AFM) image
of 2 µm by 2 µm area of this flake near its edge. (C) AFM image of
single-layer graphene. (D) Scanning electron microscope image of
one experimental device. (E) Schematic view of the device in (D).
Figure from [1]
1.2 Electronics and the nanoscale
The story of electronics is a story of exponential growth. In 1965 Gordon E. Moore
made a prediction that the number of transistors in dense integrated circuits would
double approximately every year [8]. This held true for around 50 years by halv-
ing the size of the individual transistors every two years, but of course this progress
is impossible to continue forever, and the current size of commercial transitors is al-
ready< 14nm (Intel’s current standard size). Entering the nano regime causes quan-
tum effects to become more domninant, and thus quantum calculations is needed
when designing the next generation of electronics.
Whilst graphene is the oldest of the 2 dimensional materials the great flexibility
of carbon also allows it to remain one of the most malleable as well as on of the
easiest to produce, and as such remains an active research topic. Furthermore it has
quite unique electronics including linear electronic bands, which makes the elec-
trons behave in manyways as massless relativistic particles, including phenomenon
like suppressed backscattering, the so called Klein tunneling [9], and high electronic
velocities. The malleablity of graphene has opened up for specific engineering of
electronic properties, specifically the band gap in graphene has been the subject of
modification. The main goal has been the use of graphene field effect transitors in
next generation electronics, for which the size band gap is essential.
In order for graphene based devices to be viable we need to be able to reli-
ably mass produce them, and hence they need to be stable under small pertubation,
changes or impurities. Random disorder inevitably happens due to small errors in
production, changes in lab conditions or similar. Many modifications that require
atomic precison, such as nanoribbon structures or antidot lattices, break down ex-
actly due to random disorder. However, methods that are induced due to some av-
erage effect of disordered processes such as doping [10–18] tend to be robust under
small changes and pertubations.
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1.3 Valleytronics
The 2 dimensional materials introduces viable alternatives to regular electronics us-
ing different quantum properties as the bit indication. The manipulation of the these
quantum numbers usually bears the name property-tronics, two which are relevant
in the context of graphene, namely spintronic which uses the spin as the important
quantum property and valleytronics [19] which uses the distinct local extrema of
the electronic bands called valleys.
The road to valleytronics in graphene is a long and winding one. The properties
that makes graphene a desirable candidate for valleytronics are the low scattering
between the inequivalent valleys the K and K’ and correspondingly long valley life-
time. At the same time the valleys are generate in energy, and hence difficult to
address individually.
A number of device setups have been proposed which are predicted to filter or
split electrons according to their valley index.
First we have atomic-scale engineering, which has the downside of being hard
to realise experimentally and difficult to scale up, and hence not suited for device
application. These proposal include atomically-precise constrictions, interfaces and
defects [20–24].
Many of the early graphene based valleytronic proposals involved bilayer graphene
with an electric field acting differently on the two layers [25–27], which induces a
Dirac mass term. In mono layer graphene we can also introduce a Dirac mass by in-
troducing sublattice-asymmetric potentials. Sublattice-asymmetric potentials leads
to chrial edge states [28], and domain walls where subalttice potentials are swapped
lead to valley polarised boundary states [29]. This due to the opposite sign of the
Berry phase in the two valleys, which also leads equal contribution with opposite
sign to the Chern number from each valley [28].
This opposite chirality for the two valleys in the presence of a Dirac mass is pre-
dicted to cause electrons from different valleys to be deflected in opposite directions
in an in-plane electric field, and to essentially act as a momentum-space Lorentz
force [30–32], and is the focus point of sublattice-asymmetric approaches, which also
includes placing graphene on top of hexagonal boron nitride (hBN) [33].
Another approach is the interaction with a pseudomagnetic field. Pseudomag-
netic fields can be induced by non-uniform strains [34–36] and act with opposite
sign on the K and K’ valleys in order to preserve time-reversal symmetry. Sys-
tems have induced strain using many different approches such as suspending the
graphene sheet [36], bending ribbons [37], or nanobubbles [34, 35]. However, exper-
imental realisation of these systems may be hampered by the relatively small regions
of parameter-space that give significant valley effects. Furthermore a recent study
show a connection between pseudomagnetic fields and non-uniform mass term dis-
tributions [38].
1.4 Thesis content and layout
This goal of this ph.d. project has been twofold. The first was to look at sublattice
specific engineering of graphene by implementing several different large scale mod-
els efficiently. The second was to try and extend the methods used beyond graphene,
to enable large scale calculations of some of the other interesting 2D materials and
also extend the types of systems that is possible to look at. To present this work the
thesis is structured in the following way;
4 Chapter 1. Introduction
In chapter 2 we give a detailed overview of the many methods and models used
during ph.d. project. This includes, the tight binding model, the virtual crystal
model, the coherent potential approximation, Green’s functions and their connection
to physical properties, different boundary conditions, and recursive and pathcing
methods used to calculate the Green’s functions.
In chapter 3 we give a short introduction to the electronics of graphene and
graphene nanoribbons. Including theoretical treatment in the tight binding model
and the Dirac approximation.
In chapter 4 we discuss why and how sublattice engineering works, and present
some work made in a project together with ph.d. student Thomas Lane which looks
at interface states between sublattice domains in graphene.
In chapter 5 we discuss the work presented in paper I concerning asymmetric
doping in graphene nanoribbons. We show that the exact electronic properties are
very dependent on the edge geometry and that band gaps can form in the pres-
ence of asymmetric disordered potential. We also discuss interface states between
prefered sublattice domains and the generation of mid gap states along the domain
boundaries.
In chapter 6 we discuss the work presented in paper II concerning mass dots in
graphene. We show the electronic behaviour of such dots and demonstrate a strong
angular valley splitting of the current. We solve the problem both using an analytical
Dirac model as well as an atomistic tight binding model, using the Green’s function
patching method.
In chapter 7 we discuss the use of discrete Fourier transforms, when calculating
pristine Green’s functions between sites in beloing to different unit cells efficiently,
in order to extend the use of patching methods to other materials than graphene.
We end the main text by concluding on the main results and summarising the
key points of the discussions from the different chapters.
In the appendix we discuss the computational implementation. This includes
many of the considerations regarding memory, speed and storage.
5“Where misunderstanding dwells, misuse will not be
far behind. No theory in the history of science has
been more misused and abused by cranks and charla-
tans—and misunderstood by people struggling in good
faith with difficult ideas—than quantum mechanics.”
Sean Carroll
2
Electronic methods and models
There exist many methods to deal with quantum mechanical problems. Here we
distinguish between methods and models. The overarching models will usually
come down to the form of the Hamiltonian, or equivalently the Green’s function.
The methods are the overarching tools that will appear multiple times in different
contexts, and will focus how to calculate the physical parameters in a given system
with a given model Hamiltonian or Green’sfunction. We will discuss how to modify
the general models to take into account disorder, doping and other modification.
2.1 Tight binding
The tight binding model is an LCAO method (Linear Combinations of Atomic Or-
bitals), as it uses localised atomic orbitals as a basis set to describe the electronic





γij cˆ†i cˆj (2.1)
where nˆi = cˆ†i cˆi are the number operators, cˆ
†
i (cˆi) are the standard second quanti-
zation creation (annihilation) operators, < ij > indicates all pairs of orbitals where
i 6= j and γij is the hopping integral. This simple model works surprisingly well for
graphene as a material (see Ref. [39]), even when only considering the pi-orbitals of
each atom. There is a set of these standardized models for graphene that we will
consider, namely the 1NN and the 3NN models. Both models only consider the
pi-orbitals and only the hopping terms between atoms up to the third/first near-
est neighbours respectively. The simplicity of the model allows us to treat a large
number of atoms as the Hamiltonian only scales with number of the orbitals consid-
ered. In general the size of the Hamiltonian is essential when considering the two
main computational limitations, speed and memory. This is further discussed in
appendix A. Furthermore because of the local nature of the model the Hamiltonian
becomes very sparse and can for many structures be tridiagonalized, meaning that
it can be divided into blocks that only couple to the two neighbouring blocks, giving
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the Hamiltonian a structure like the following
Hsystem =

. . . . . . . . .
... . .
.
. . . Hi Vi+1,i 0 · · ·
. . . Vi,i+1 Hi+1 Vi+2,i+1
. . .
· · · 0 Vi+1,i+2 . . . . . .
. . .
...
. . . . . . . . . ,

(2.2)
a structure which becomes very useful because of the way the Dyson equation (2.6)
handles this type of system. For a more thourough treatment of the subject, one can
use standard solid state textbooks such as Ref. [40].
2.2 Green’s functions
Green’s functions can be adapted from the original use in solutions of partial dif-
ferential equations to solutions of the time dependent Schrödinger equation, and is
a standard topic in many manybody textbooks such as Ref. [41]. We introduce the




G(t) = iδ(t)1. (2.3)
The retarded Green’s function can be thought of as the propagator turned on at t = 0,
useful if a pertubation is made then. A corresponding Green’s function called the




GA(t) = −iδ(t)1. (2.4)
In this work the Green’s function will refer to the retarded Green’s function unless
otherwise stated explicitly. By broadening the Dirac-delta function by a positive
infinetesimal η → 0+, we can get a convergent Fourier tranform. In energy space
the equation then becomes
lim
η→0+
[(E + iη)1−H]G(E) = 1. (2.5)
The usfulness of the Green’s functions are due to their close connection to several
physical quantities such as the spectral operator. In some of the following sec-
tions we will look at how to calculate some important physical quantities using the
Green’s function, but first we will discuss its convenience when dealing with tridi-
agonal systems. Furthermore from now we will supress the explicit dependence on
energy of the Green’s function and introduce z = E + iη with the limit of η → 0+
being implied.
2.2.1 The Dyson equation and self-energy
The Dyson equation allows us to calculate the Green’s function of separable systems.
Imagine a system described by a Hamiltonian H0, which undergoes some pertuba-
tion V, so that the total Hamiltonian can be written as a sum H = H0 + V. Let
g = [z1−H0]−1 be the Green’s function that corresponds to H0. We will call this
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type of Green’s function the uncoupled Green’s function. Now the equation for the
Green’s function become
[z1−H]G = 1
[z1−H0 −V]G = 1
[g−1 −V]G = 1
g−1G = 1+ VG
G = g + gVG (2.6)
where the last equation is commonly refered to as the Dyson equation. In general
the Dyson equation can also by used to infer the full Green’s function from the un-
coupled versions and the coupling to rest of the structure. Imagine two systems
described locally by Hamiltonians H1,2 and coupled from 1 to 2 by V. The Hamilto-



















We now have a similar situation to before where the Hamiltonian can be written





is diagonal, the uncoupled Green’s





, with g1,2 will be the uncoupled Green’s function
corresponding to H1,2. Writing the Green’s function in block form as well and using
the Dyson equation yeilds



































g1 + g1V†G21 g1V†G22
g2VG11 g2 + g2VG12
]
(2.9)
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and we see that the equations for the fully coupled Green’s functions becomes just
the ordinary definition of the uncoupled Green’s function with an extra term, Σ, also
called the self-energy added to the Hamiltonian. This method of thinking about the
physics as seperate uncoupled smaller systems coupled together using the Green’s
functions and self-energies, to calculate the important parts that we need for physical
quantities, will be very useful in recursively constructing systems.
2.3 Calculating physical quantities using Green’s functions
The main reason to calculate the Green’s function for a system is in order to extract
the physical properties of said system. In this section we discuss the what parame-
ters we calculate using the Green’s functions and how to do so.
2.3.1 Density of states
The connection between the DOS and the Green’s function is one of the main rea-
sons why Green’s functions are useful. The spectral function, A, is given from the
imaginary part of the Green’s function as
A(ν, E) = 2ImG(ν, E). (2.11)
The spectral function describes the resolution of quantum states for a given energy
E, or conversely the energy resolution for a given quantum number ν. A standard
derivation of the relationship between spectral function and the DOS be found in
many solid state text books such as Ref. [41], namely that the spectral function is a
probability function with norm 2pi and thus
DOS(E) = − 1
pi
TrνImG(ν, E). (2.12)
Furthermore we can find the density of states for a given quantum number just by
not taking the trace, which is especially useful for a tight binding model where the
local orbital is a quantum number, giving us a local measure of the density of states,
or LDOS as the diagonal elements
LDOS(E, ν) = − 1
pi
ImGν,ν(E) (2.13)
2.3.2 Injected spectral density
A major use of Green’s functions is when studying scattering states injected from
leads (or probes) into a device. We assume the Hamiltonian has a block structure
similar to equation (2.7) with the lead and device Hamiltonians occupying seperate
blocks. We introduce the broadening of the spectral function from a lead, ΓL, as





with ΣL being the self-energy of the lead. States incoming from the lead will occupy
part of the spectral function in the device given in Ref. [42], as
AL = GDΓLG†D, (2.15)
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which can be used to track the scattered states, and in the following sections we
derive results given in Ref. [42] tracking the current carried by these states.
2.3.3 Bond currents
If we are interested in the local current we can look at the time derivative of the scat-
tered states. Let ψm be the projection of the scattered state on site m. The probability





















HmnIm [(AL)mn] . (2.19)
(2.19) gives us expression we will use to calculate the local currents or bond currents
injected from the lead.
2.3.4 Transmission and conductance
We can calculate the transmission from one lead (or probe) to another lead which
couple to each other only through a device, by using the scattered states forming the
spectral density operator. The Hamiltonian can be written in block form as
H =
H1 V†1 0V1 HD V†2
0 V2 H2
 . (2.20)
and the time independent Schrödinger equation becomes
Hψ =








Now we consider an incoming eigenstate from the left that fulfills H1φ1 = zφ1. We
get a total wave which consists of the incoming wave, a reflected wave and a trans-
mitted wave. We can write up the total wave asψ1 − φ1ψD
ψ2
 (2.22)




 fulfils equation (2.21). By dividing the Schrödinger equation into an









 = 0. (2.23)
We can rewrite this equation in terms of the uncoupled Green’s functions to get what






g1 0 00 gD 0
0 0 g2





We want to track the current carried by states going from lead 1 to 2, so we first
look at the flux of particles in lead 2, described the time derivative of the projection
operator unto said second lead,
P2 =
0 0 00 0 0
0 0 1
 (2.25)







0 0 00 0 V†2
0 −V2 0
 (2.26)
Now we are interested in the probability current of the scattered states originating
in lead 1 and ending up in lead 2, carried by some state ψm




〈ψm,D|V†2 |ψm,2〉 − 〈ψm,2|V2 |ψm,D〉 . (2.28)









〈ψm,D| Γ2 |ψm,D〉 (2.30)
To get the full particle current we just need to sum all the ortogonal, energy-normalized
scattering states. Furthermore we know any scattered state originating lead 1 can be
written in terms of the injected spectral density, and hence we get the transmission
from 1 to 2 to be
T21 =∑
m





2.4. Boundary conditions 11
The transmission can for mesoscopic systems be directly linked to the conductance,





however, we will stick to calculating the transmission when characterizing the elec-
tronics.
2.4 Boundary conditions
The limitation on the system size caused by the computational limitations discussed
in appendix A, causes boundaries to play a large role. In this section we dicuss the
standard boundary conditions, how they differ and how they match up to physical
systems. In particular we discuss the effect of each boundary condition and how
they can cause artefacts in our simulationsm.
2.4.1 Periodicity, finiteness, semi infinite
Finite:
The most simple boundary condition we can imagine is finiteness. Basically the sys-
tem ends suddenly at the boundaryor egde. For graphene the exact edge has a large
effect on the electronics structure, as discussed in chapter 3, and unless the actual
physical system we want to look at has edges then we have to extend the system
size to minimize the effect of the edges. This method can be useful when consid-
ering disordered systems as it is the computationally cheapest boundary condition,
and for randomly disordered systems you might want several calculations of the
same system with different configurations of disorder to calculate statistical quanti-
ties, and furthermore we do not want to introduce artificial order in form of the next
type of boundary condition, periodicity.
Periodic:
The second boundary condition that immediately comes to mind is the periodic
boundary, in which we require that all physical parameters of the system are re-
peated regualarly. The wave function which is not directly measureable can at most
pick up a phase, which leads to two different kinds of periodic boundaries. The
open periodic boundary condition, where the wavefunction picks up a non-zero
phase, uses the Bloch theorem, and will thus give rise to an extra periodicity pa-
rameter usually denoted by k, per direction with periodic boundary conditions and
corresponds to infinite systems. A different approach is the closed periodic bound-
ary where we require the wave function to be periodic as well with no extra phase
picked up, and which corresponds to finite systems with edges "glued" together .
In this thesis we refer to the open infinite type of periodicity when using the term
periodic, unless otherwise stated.
Semi infinite:
The semi infinite boundary condition corresponds to a mix of the finite and open
periodic boundary condition, but harder to implement directly in the Hamiltonian.
However, we can use the Dyson equation to construct the Green’s functions for semi
infinite system in certain situation. This is especially useful when generating leads
since they usually resemble a semi infinite structure, with one end connecting to a
device.
Figure 2.1 shows different examples of physical structures which has these types of
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FIGURE 2.1: Carbon structures with different periodicities: a)
Graphene sheet[3], Open periodic , b) GNR[13], Finite and c) Carbon
nanotube, Closed periodic
boundary conditions. Other boundary conditions exists as well, but we will deal
mainly combinations of these 3 to get systems resembling physical systems.
2.5 Left-Right Geometry
Left-Right geometries are an important simple subset of general systems that can be
treated recursively. Imagine some finite subset of a system that can be divided into
slices (or layers) that only couple to the two neighbouring slices. We call slices of
this type principal layers, and we will call this subsystem the device, and furthermore
we require that the device only couples to the outside through the two end pricipal
layers, see the illustration in figure 2.2 for a schematic of the system. An example of
this type of system could be a graphene nanoribon connected to two leads, one at
each end of the ribbon. The Hamiltonian for full system becomes
H =
HL V†L 0VL HD V†R
0 VR HR
 (2.33)
with a tridiagonal device Hamiltonian
HD =

H1 V†1 0 0 0 · · · 0
V1 H2 V†2 0 0 · · · 0
0 V2 H3 V†3 0 · · · 0
...
. . . . . . . . . . . . . . .
...
0
. . . . . . VN−3 HN−2 V†N−2 0
0 0 · · · 0 VN−2 HN−1 V†N−1

















In order to calculate the LDOS we need the diagonal elements of the Green’s
function, and in order to calculate the injected spectral density from a lead, we need
to the Green’s functions that connect each slice to that lead. We will later discuss an
algorithm that lets us calculate the essential Green’s functions needed for those two
calculations.
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FIGURE 2.2: Schematic of left-right geometry
2.6 Green’s functions patching
A very different set of boundary condition can be made if we consider what is known
as patching (see Ref. [44]). The goal is to describe interaction with an infinite mate-
rial by introducing some self-energy without introducing edges or periodicity. The
fundamental idea here is limited interaction range and it hedges on a local descrip-
tion of the material. When a system only has local interactions certain parts can be
"cut out" and replaced without changing the outside Hamiltonian. It requires us to
be able to divide the Hamiltonian of our system into 3 parts: outside, boundary and
patch, where the physics we are interested in such as interactions probes or local
disorder all can be described by the patch Hamiltonian. The Hamiltonian can then
be written in block form as
Hsystem =
 HO VO,B 0VB,O HB VB,P
0 VP,B HP
 (2.36)
where VB,O and VO,B do not depend on HP. Thus we can write the system as
Hsystem = H0 + V =
 HO VO,B 0VB,O HB 0
0 0 HP
+
0 0 00 0 VB,P
0 VP,B 0
 . (2.37)
Notice the slightly different division of the system into uncoupled parts and cou-
pling than in previous cases. The full system will have the fully coupled Green’s
functions GO,O GO,B GO,PGO,B GB,B GB,P
GO,P GB,P GP,P
 (2.38)
and uncoupled Green’s functionsgO,O gO,B 0gB,O gB,B 0
0 0 gP,P
 . (2.39)
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FIGURE 2.3: Schematic of patching setup
We are interested in the physical behaviour of the patch, i.e. the fully coupled
Green’s function, GP,P. Using the Dyson equation (2.6) we get that
GP,P = gP,P + gP,PVP,BGB,P (2.40)
GB,P = gB,BVB,PGP,P (2.41)
GP,P = gP,P + gP,PVP,BgB,BVB,PGP,P (2.42)
which allows us to identify the important self-energy term as
ΣB = VP,BgB,BVB,P (2.43)
giving us the usual fully coupled Green’s function as
GP,P = [z1−HP − ΣB]−1 . (2.44)
Since gbb is independent only depends on the parts of the Hamiltonian which we
require to be unaffected by the patch Hamiltonian, we can use any patch Hamilto-
nian to solve for ΣB. This is the key to the patching method. Now assume that there
exists a patch Hamiltonian, H0P for which we can calculate the fully coupled Green’s




























and since the uncoupled system is independent of the patch we have g0B,B = gB,B. We
can use the fully solvable system to find the solution for patched system, essentially
cutting out part of the known system and replacing it with something different. A
schematic of the typical patching setup is shown in figure 2.3.
One type of system where the fully coupled Green’s function can be calculated
are fully periodic, or pristine, systems. The patching method enables us to essentially
substitute part of a pristine system with some different, enabling us to calculate the
effect of local disorder without the introduction of artifacts coming from edges or
periodicity. We can also introduce multiple patches containing different disorder in
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order to calculate disorder interaction or probes to solve scattering problems. We
will discuss techniques to calculate these types of system in the following subsec-
tions, starting with how to efficiently calculate pristine Green’s functions.
2.6.1 Pristine system Green’s functions
Calculating the pristine system Green’s functions for any periodic structure presents
the single biggest challenge in using the patching method. In this section we discuss
graphene specific methods and approaches that can be used for general periodic
systems.
The most straightforward method is directly replacing the patch with your pris-
tine system and implementing periodic boundary conditions. This allows a full su-
per cell calculation to be performed, from which the required real-space Green’s
functions can be obtained by k-averaging. For large systems this can sometimes be
unfeasible, especially if multiple patches are included and seperated from each other
by large distances.
However, since pristine systems are periodic, all information is obtainable from a
single unit cell, instead of a full supercellm though it involves a little more book-
keeping. Let H(k) be a Hamiltonian for a single unit cell, and let G(E, k) be the
corresponding Green’s function. Since the system is periodic the Green’s function
components between two cells with positions Ri and Rj, can thus only depend on
the difference in position of the two cells Rj − Ri, and thus in real space the Green’s
function becomes just the inverse Fourier component given as
G(E, Rj − Ri) =
∫
dkG(E, k)eik·(Rj−Ri). (2.48)
If a closed analytical expression is known for G(E, k), this integration can be made
directly, and though it can be computationally hard (depending on the dimension-
ality of k), the pristine system remains the same, and thus the elements Gm,n(E, k)
can be saved and used for several distinct calculations. However several efficient
algorithms exist to calculate the Fourier transform from sampled data, called FFTs,
so a different approach where the Green’s function is sampled in k-space, and used
to calculate the Fourier transform is also possible. FFT techniques are implemented
and discussed in chapter 7 in order test them.
2.6.2 Multiple patches
A strength of the patching method is that the generalisation to multiple patches is
straightforward. The general structure of the Hamiltonian becomes
Hsystem =

HO VO,B 0 0 0 · · · 0
VB,O HB VB,P1 VB,P2 VB,P3 · · · VB,PN
0 VP1,B HP1 0 0 · · · 0
0 VP2,B 0 HP2 0
. . . 0
0 VP3,B 0 0 HP3







0 VPN,B 0 0 0 · · · HPN

. (2.49)
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By treating the collection of patches as a single large patch, with coupling
V =
[
VB,P1 VB,P2 VB,P3 · · · VB,PN
]
the generalisation is complete, even if the patches are not directly coupled to each
other. It is worth noting that the boundary now incompases all of the patches, and so
the elements of GBB and GPB includes Green’s functions connecting the boundary
of each patch to each other and all other patches as well. This can give rise to ra-
pidily oscillating Fourier integrals when patches are far from each other, something
discussed in appendix A. Multiple patches are particularly useful when we consider
things separated by large distances, such as a probe and a device, in an otherwise
pristine sheet of material.
2.6.3 Patching in left-right geometries
Using the patched method in left-right geometries is a special case where the outer
system can be split into two uncoupled parts. The system that we consider are some
of the same systems as discussed in section 2.5. Many of these systems can be solved
using recursive techniques discussed later in this chapter in order to calculate the
uncoupled Green’s functions directly, however it can be advantageous to apply the
patching idea as well, i.e. the idea that some part of the system is substituted by
something else. E.g. in the case of the nanoconstriction with ultra wide leads it is
straightforward to describe the system as an infinite sheet with a thin slice cut out
and substituted by a narrow ribbon.
In case of periodic semi infinite leads we can even calculate the self energy from
the leads using the pristine simple unit cell. In case of the left-right geometry we can
rewrite the Hamiltonian as
Hsystem =

HL VL,BL 0 0 0
VBL,L HBL VBL,P 0 0
0 VP,BL HP VP,BR 0
0 0 VBR,P HBR VBR,R
0 0 0 VR,BR HR
 . (2.50)
Similar to before the patching equations becomes
GP,P = [z1−HP − ΣR − ΣL]−1 (2.51)
with
ΣR = VP,RgR,RVR,P (2.52)
















The notable difference between the left-right patching and regular patching is the di-
vision of the boundary into a left and right part which can be dealt with individually
as long as the Green’s functions for the uncoupled left and right are known.
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FIGURE 2.4: Schematic of patching setup in left-right geometry
FIGURE 2.5: Schematic of left lead connection to device patch
2.6.4 Self-energy for semi-infinite systems using patching
If we want to calculate the self-energy of semi-infinite leads independently of our de-
vice, we can use patching techniques. A situation where this could become useful is
if we have periodic semi-infinite leads connected to a finite patch as shown in figure
2.4. Lets assume that the device patch is connected to the lead through a boundary
area, B1, which connects to the rest of the lead through a secondary boundary layer
B2, as shown in figure 2.5. Our goal will be to find the patching self-energy from B2
onto B1, ΣB2, which can then be included in the device patch, and then connect B1
using the patching equations (2.43)+(2.47), which becomes








The challenge will be to find expressions for these Green’s function elements. We
will essentially decouple B1 from the rest of the semi-infinite structure. Since the
lead is semi-infinite we will assume that we can make a unit cell that includes B1 and
B2, which is the final most right cell in the semi-infinite direction, and is repeated
infinitely in both the transverse directions (up and down). This allows us introduce
periodic boundary condtions in the transverse direction introducing a ky Fourier
parameter. Lets assume that we can find the full Green’s function as a function of ky
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just for the right most cell, which we will call G00(ky), where
G00(ky) =
GOO(ky) GOB2(ky) GOB1(ky)GB2O(ky) GB2B2(ky) GB2B1(ky)
GB1O(ky) GB1B2(ky) GB1B1(ky)
 (2.58)









 (GOO)00 (GOB2)00 (GOB1)00(GB2O)00 GB2B2 GB2B1
(GB1O)00 GB1B2 GB1B1
 (2.60)
yielding us the two Green’s function components that we need. One way we can
calculate G00(ky) is using a recursive method described in section 2.7.2. We will also
discuss how to calculate the same thing using patching methods.
2.6.5 Green’s functions for semi-infinite systems from pristine unit cells
In order to use the patching method in these left right geometries, with semi-infinite
left and right parts, we need some way of calculating the pristine Green’s functions
for these semi infinite systems. A way of doing this using patching methods exists
using only information contained in a single unit cell of the pristine material. The
idea is essentially to take a fully periodic system, and cut out a slice wide enough
that the left and right parts of the system no longer interacts.
We focus on a left semi-infinite system but a right type system has an equivalent
derivation. A semi-infinite system has two main directions. The direction in which
it is semi-infinite, which will call x and a fully periodic direction which will call
y. Now we consider a fully periodic system with Hamiltonian H(kx, ky) with kx
and ky being the periodicity numbers in the corresponding directions. Let ax and
ay be the real space lattice vectors in the x and y directions. We can construct the
necessary realspace coupling matrices between cells directly from the Hamiltonian
as the inverse Fourier component corresponding to the separation. If the separation










If the coupling matrices are not easily extracted and span several unit cells, this
methid can be used to get the required coupling matrices. These can also be used to
construct principal cells from single unit cells if needed.
We can also find the full Green’s function for the pristine system by direct inver-





We will assume that the unit cell is a principal cell (and only couples to the nearest
neighbouring cells), otherwise one needs to extend the unit cell to a principal unit
cell. Using the patching equation (2.47) we can uncouple a principle layer as shown
in figure 2.6. We find the relevant Green’s functions by doing an inverse Fourier
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FIGURE 2.6: Uncoupling left and right sides by removing a principal
layer







and since all cell are principal, we have

















dkxG(kx, ky)eikx . (2.66)
2.7 Recursive methods
One of the strengths of the Dyson equation lies in the ability to find the Green’s
function from uncoupled parts. This section discusses methods to extract important
parts of the full Green’s function recursively from uncoupled subsystem Green’s
functions. A large range of these methods are discussed in Ref. [45, 46].
2.7.1 Double sweep algorithm
The double sweep algorithms is designed to extract important parts of the Green’s
function from left-right type geometries. In principle since the device is required to
finite, we can, if the computational power is available, directly invert the Hamilto-
nian in order to calculate the full Green’s function. However there exists a method
to extract only the parts of the Green’s function we need which is computationally
cheaper than the full inversion. In essence we use the Dyson equation to first couple
the device to the right side Hamiltonian, and later to left side Hamiltonian hence the
name "double sweep". Note that a single sweep is actually enough to connect the
left and right to each other, but in order for the entire device to be fully connected
to both sides a full double sweep is needed. We will denote the Green’s functions of
the i’th slice, coupled only to the right as gRi . We will assume a total N slices, and we
will number them from left to right as in figure 2.2. For the right most slice we have
gRN = (z1−HN − ΣR)−1 , (2.67)
with
ΣR = V†RGRVR (2.68)
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with GR being the full Green’s function corresponding to HR. The remaining par-












For the left most slice we can include the self-energy from the left to fully to get the
fully coupled Green’s function,
G1,1 =
(




ΣL = VLGLV†L (2.72)
In order to get the fully connected Green’s function parts that we need from each
slice, we simply apply the Dyson equation (2.6) again, and get the recursive relations
Gi,1 = gRi ViGi−1,1 (2.73)







whichs allows us to calculate both the injected spectral density and the LDOS for
each slice. This algortihm does present us with the problem of calculating the full
Green’s function of the left and right systems, or at least the the part that needs to be
included to calculate the self-energies.
2.7.2 The Rubio-Sancho Method
If the the left and right systems are each made up of a semi infinite stacks identical
principal layers, we only need the Green’s function of the outer most layers, the so
called surface Green’s functions. An iterative scheme exists, first published in Ref.
[47]. This method was originally designed to efficiently calculate the surface Green’s




hs V† 0 0 0 · · ·
V h V† 0 0 · · ·
0 V h V† 0 · · ·
...
. . . . . . . . . . . . . . .
 (2.75)
where we have denoted the Hamiltonian for the surface layer individually even
though it is identical to the rest of the layers simply because it will help us in de-
scribing the algorithm. We can write up the Green’s function equation (2.5) as
z1− hs V† 0 0 0 · · ·
V z1− h V† 0 0 · · ·
0 V z1− h V† 0 · · ·
...
. . . . . . . . . . . . . . .


G00 G01 G02 · · ·
G10 G11 G12 · · ·





 = 1. (2.76)
We are only interested in calculating the surface Green’s function, G00, so we look
at part of the part of the block product that involvese the first column of the Green’s
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function 
z1− hs V† 0 0 0 · · ·
V z1− h V† 0 0 · · ·
0 V z1− h V† 0 · · ·
...














This is a infinite set of linear equations which we can reduce by using the every sec-
ond equation to eliminate 1 variable, (the rows involving G2n+1,0), giving us a new
infinite set of equations. Doing this j times we can rewrite the remaing equations as
z1− εsj −αj 0 0 0 · · ·
−β j z1− ε j −αj 0 0 · · ·
0 −β j z1− ε j −αj 0 · · ·
...














The equations for the first two rows gives us
1 = (z1− εsj)G00 − αjG2j0 (2.79)
0 = −β jG00 + (z1− εs)G2j0 − αjG2·2j0 (2.80)
eliminating G2j0 gives us
1 = (z1− εsj)G00 − αj(z1− εs)−1
(
β jG00 + αjG2·2j0
)
(2.81)
1 = (z1− εsj − αj(z1− εs)−1β j)G00 − αj(z1− εs)−1αjG2·2j0 (2.82)
1 = (z1− εs(j+1))G00 − αj+1G2·2j0 (2.83)
allowing us to identify αj+1 and εs(j+1), and it is straightforward to show using
slightly more equations that
αj+1 = αjgbjαj (2.84)
β j+1 = β jgbjβ j (2.85)
ε j+1 = ε j + αjgbjβ j + β jgbjαj (2.86)
εs(j+1) = εsj + αjgbjβ j, (2.87)
with gbj = (1− ε j)−1. The effective couplings αj and β j will tend towards zero as
j increases since the layers they couple will grow further apart. Because of this the
equation corrsponding to the first row of the leftmost matrix will fulfil
1 = (z1− εsj)G00 − αjG2j0 → (z1− εsj)G00 (2.88)
and thus
(z1− εsj)−1 → G00. (2.89)
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Similarly we can get the bulk Green’s function, as gbj → GBulk, where GBulk = Gnn
for n→ ∞. Since we know
α0 = V† (2.90)
β0 = V (2.91)
ε0 = h (2.92)
εs0 = hs, (2.93)
we can recursively find the surface Green’s function, that we need for the left-right
type geometries.
2.7.3 Adaptive recursive algorithm
It is useful to be able to efficiently divide a finite system into principle layers or slices,
if possible. Several methods of tridiagonlisation exists, but this method allows for
easy constraints. We will refer to these slices as "cells" since they no longer resemble
neither layers nor slices. Given a list of sites Lsites and a Hamiltonian, we will con-
struct these cells. This algorithm is also presented in Ref. [44].
We need a starting point, a list of starting sites to include in the first cell, which we
call L0. We remove these sites from the total list giving us a list of remaining sites
LR0 . The recursive algorithm is as follows for the i’th step.
1. Select any site, m, in LRi−1 where Hmn 6= 0 for any site, n, in Li−1
2. Put those sites in Li
3. Put the rest of the sites to LRi
and just repeat until no sites remain. This creates a nice tridiagonal Hamiltonian,
since any site with coupling to a site in the cell is either in the previous cell or in
the next. We can add extra constraints that can be useful. For the patched method
we have two extra constraints. We want the sites that couple to the boundary to be
in the same cell, and we want all the sites that couple to leads or probes to be in a
single cell, preferably the first cell, so as to use the left-right double sweep algorithm,
to then calculate the necessary Green’s functions. We accomplish this by putting any
site that couple to leads or probes in L0 and nothing else, generating a list of sites
that couple to the boundary, LB, and by extending the algorithms i’th step to be
1. Select any site, m, in LRi−1 where Hmn 6= 0 for any site, n, in Li−1
2. Put those sites in Li
3. If any sites from the LB is selected add the entire list to Li.
4. Put the rest of the sites to LRi .
This modified algorithm accomplishes the extra constraints we have imposed on our
cell division.
2.8 Effective crystal models
Finally we want to discuss two effective crystal models. These effective crystal mod-
els are a simple way to treat local potential impurities in a system in an effective
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system that itself is periodic. This also lets us find the differences between local inter-
actions that are specific to a certain configuration of disorder and larger scale effectts
that are common average effects of many different configurations. In more technical
terms we let sites of type i, have an extra en potential of Vi, with a concentration of
ci. The models presented here deal with these types of disorder by replacing the in-
dividual local crystal properties with an effective Hamiltonian or Green’s function,
that can simulate the full system. Each model makes specific approximations, and
by comparing the differences between models we can determine the importance of
the effects that one model includes and an other excludes.
2.8.1 VCA - Virtual crystal approximation
The simplest way to model potential impurities is by only taking the average effect
into account. In this thesis we will in general allow the average be type specific.
Essentially we define V˜i = ciVi, which will then be used in the effective Hamiltonian.
As an example, graphene will have two site types, one for each sublattice, and we
can describe the system within this rough approximation by just 2 variables. Of
course the nature of this approximation does not take local effects into account, and
where used we will discuss the validity of this approximation.
2.8.2 CPA - Coherent potential approximation
The coherent potential approximation was originally developed to simulate substi-
tutional disorder in alloys in 1967 in Ref. [48]. The approximation allows us to self
consistently calculate an effective Green’s function which differs from the pristine
Green’s function, only by some self-energy ΣCPA. The idea is that we can calculate
the disorder configuration averaged Green’s function in this mean field approach,
by doing the single site scattering approximation, i.e. by requiring that the average
scattering for each site is 0, as opposed to the total scattering of the full system aver-
aging to 0. Under this approximation the self-energy was shown in Ref. [49] to fulfil
the self consistent equation
(ΣCPA)i =
V˜i
1− (∑i Vi(1)ii − ΣCPA)Geff
(2.94)
where Geff is the effective medium Green’s function. The Green’s function has to
found from this self-energy in some fashion, e.g. by exploiting a left-right geomtry
system connecting two semi-infinite systems together using the Dyson equation.
The Green’s function of the semi-infinite system is found by using the effective
Hamiltonian
Heff = H0 + ΣCPA. (2.95)
Since the method is self consistent, a good guess for the first self-energy can speed
up the convergence process. We used the VCA self energy V˜i as the first guess. The
approximation used here has already been mentioned, and as further point we want
to stress that this can be used straightforwardly to calculate the spectral function
allowing us to calculate the DOS, but that the injected spectral density needs extra
treament called vertex corrections. As we do not use the approximation for anything




The electronic structure of Graphene
materials
Since graphene structures plays a leading role in this thesis, we will introduce dif-
ferent standard graphene structures and their electronics, that will be need to under-
stand the rest of the thesis. Many of these results have been published and collected
in review articles such as [2].
3.1 Crystal structure
Graphene is a 2 dimensional crystal made up entirely of carbon atoms. Carbon has
four valence electrons, 1 in an s-orbital and 3 in the p-orbitals. In graphene two
of the p-orbitals hybridises with the s-orbital, making a type of carbon known as
sp-2 hybridised carbon. These hybridised orbitals are used to form the σ-bonds
in the plane, with the remaining pz orbital forming the pi-bonds, with the orbitals
perpendicular to the plane. This of course means that each carbon atom will have
exactly 3 neighbours in plane creating a regular hexagonal structure. This lattice is
also called a honeycomb lattice because of the familiar shape. Because the electrons
in the σ-bonds are used to strongly bind the atoms in-plane the energy of these will
be much lower than the electrons occupying the pz orbitals. Hence the pz orbitals
will be resposible for the states near the Fermi energy. These states will be the main
relevant states to consider when looking at electronic transport.
Because of the hexagonal structure the minimal unit cell contains two atoms, both
carbon atoms, giving diamond shaped unit cell with two periodicity vectors, a1,2,
















with acc being the inter atomic distance between 2 nearest neighbouring carbon
atoms, which is around 1.42Å (see eg. Ref. [2]). The reciprocal lattice vectors b1,2,
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FIGURE 3.1: Lattice structure of graphene
















This gives rise to two triangular sublattices, one for each atom in the unit cell. The
sublattices are of course equivalent since the atoms are identical, but the main focus
of this thesis is the manipulation of this symmetry.
3.2 Electronic structure




0 −t f (k1, k2)
−t f ∗(k1, k2) 0
]
(3.3)
with k1,2 = k · a1,2 and
f (k1, k2) = 1+ eik1 + eik2 , (3.4)
and where t ≈ 2.8 eV, is there nearest neighbour hopping (see Ref. [2]). We can
solve the time independent Schrödinger equation to find the band structure. The
eigenvalue equation becomes
0 = det(E1−HTB(k1, k2)) (3.5)
= E2 − t2| f (k1, k2)|2 ⇔ (3.6)
E = ηt| f (k1, k2)|, (3.7)
with η = ±1, which we can call the band index (−1 is the valence band and +1 is the
conduction band). By tranforming k to the more standard (kx, ky) basis, we can get
the familiar first brillioun zone bandstructure as seen in figure 3.2. We see that first
brillioun zone has exactly 2 points where the valance and conduction bands touch,
called the Dirac points. By symmetry we have two sets of 3 equivalent points. These
sets are called the K and K’ points and they are degenerate as long as the inversion
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FIGURE 3.2: Left: Full tight binding bands. Right: Contour plot of
the valence (or conduction) band
symmetry of the unit cell is kept, and near these points the Dirac approximation can
be used as discussed in section 3.3.











η f (k1, k2)/| f (k1, k2)|
)
(3.8)
inside a single unit cell. The phase change over multiple unit cells can be included
using Bloch’s theorem as eir·k, where r is the seperation between the unit cells. With









η f (k1, k2)/| f (k1, k2)|
)
(3.9)
3.3 Graphene in the Dirac approximation
Another of the most useful descriptions of graphene is the Dirac approximation
around the two Dirac points, K and K’ which works well for low energies and in
the continuum limit, where the individual atoms play a small role compared to col-
lective effects (see e.g. [2]), and where the dispersion becomes approximately linear.
If we introduce the valley index τ = 1 (τ = −1) for the K (K’) valley, the general
Hamiltonian becomes
Hτ = −ih¯vFστ ·∇+ V(r) (3.10)
with vF being the Fermi velocity in graphene, and στ = (τσx, σy) with σx,y being the
standard Pauli matrices. The Dirac approximation models the electron as massless
or relativistic fermions1, and it is an ideal way of looking at larger uniform structures
such as circular potentials and holes, which havve fully closed analytical solutions.
It works especially well if the inversion symmetry of graphene is conserved, keeping
the two valleys equivalent. If the inversion symmetry is not kept it is important to
notice that the Dirac model explicitly excludes any intervalley scattering. The large
advantage of the Dirac model is that the complexity does not increase with feature
size, allowing us to treat structure with very large sizes as long as the features are
simple enough.
1A mass can be introduced through the potential V
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3.3.1 Calculating current and electronic density
In general the electronic density, n, is straightforward to find given the wavefunc-
tion, as just:
n = ψ†ψ (3.11)




n +∇ · j = 0, (3.12)





































= −∇ · j (3.19)
and thus the probability current becomes
j = 2vFψ†στψ (3.20)
3.4 Graphene Green’s function
By direct inversion of the Hamiltonian we find
Gij(z, k1, k2) =
Nij(z, k1, k2)
z2 − t2| f (k1, k2)|2 (3.21)
with
Nij(z, k1, k2) =

z for i and j on same sublattice
t f (k1, k2) for i on sublattice a and j on sublattice b
t f ∗(k1, k2) for i on sublattice b and j on sublattice a
(3.22)
By doing the inverse fourier transform we find to real space Green’s function ele-








z2 − t2| f (k)|2 (3.23)
where ΩBZ is the volume of the first Brillouin zone. We want to find an analytical
approach to try and cut down the number of numerical integrations needed. This
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FIGURE 3.3: Integration path. Image taken from Ref. [50]
has been done by Ref. [50], and we do something similar in the 1NN TB model. By
transforming to a k basis consisting of reciprocals of the armchair and zigzag lattice
vectors, bac and bzz, given as













z2 − t2[1+ 4 cos2(kzz) + 4 cos(kzz) cos(kac)] ,
(3.25)
where rj − ri) = ma1 + nb2 and m, n ∈ Z . The advantage of this basis is that we can
solve one of the two integrals using complex contour integration techniques. Either
of the two can be choosen to be integrated, leaving the remaining to be solved using
numerical techniques. We will focus on the solution of the armchair integral here,
but the zigzag integral is solved in a similar manner. We extend the variable kac to
the complex plane where the integrant is an analytic function except for removable
singularities. This allows us to use the residue theorem when evaluating contour
integrals in the complex plane. The integral we want to evaluate is a rectangular
contour consisting of 4 lines
C1 : −pi → pi (3.26)
C2 : pi → pi + iL (3.27)
C3 : pi + iL→ −pi + iL (3.28)
C4 : −pi + iL→ −pi (3.29)
where we let L → ∞, which has corresponding integrals I1, I2, I3, I4, see figure 3.3.
The integral of the contour is the sum of the integral of the four contours IC = I1 +
I2 + I3 + I4. Since the Green’s function is periodic as a funtion of kac with a period of
2pi, I2 = −I4. Furthermore I3 → 0 as L → ∞, leaving IC = I1. We can find the pole,
q, of the Green’s function inside the contour, condsidering it as a function kac, as
q = ± cos−1
(
z2
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FIGURE 3.4: Armchair and zigzag unit vector and the ribbon unit cell











This result will play a main role in getting faster and more accurate results for the
pristine graphene Green’s function, since we have reduced the amount of Fourier
transforms needed.
3.5 Graphene nanoribbons
By "cutting" graphene along some direction we get structures known as graphene
nanoribbons or GNRs. In principle any multiplum lattice vectors can be used, how-
ever we will focus on the armchair and zigzag edged ribbons, also called AGNRs
and ZGNRs respectively. We use the reciprocal vectors defined equations 3.24, and
find the corresponding real space lattice vectors
aac = a1 + a2 and azz = a1 − a2. (3.32)
The AGNRs and ZGNRs can be constructed using the ribbon unit cell shown in
figure 3.4. We will in general have a "width" direction and a "length" direction. For
the AGNRs the width direction along the azz direction and the length along parallel
with aac, whereas the converse is true for the ZGNRs. We will denote a ribbon by
the number of standard unit cells across the width of the ribbon, where the ribbon
unit cell actually consists of 2 standard unit cells. E.g. 100 of the ribbon unit cells
connected along azz direction into what we can call the unit chain for the 200-AGNR.
In order for it be denoted as a nanoribbon we will then reqire this unit chain to be
repeated a large number of times, i.e. the device has to be much longer than it is
wide. The ribbon unit cell can be used to get even widths, where odd widths need
"extra" "half" ribbon unit cells where the individual types are indicated in the figure.
We notice that the atoms of the ribbon unit cell furthest apart in the armchair
direction, sit on opposite sublattices. As a consequence ZGNRs will be sublattice
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FIGURE 3.5: Electronic bands of nanoribbons from [51]
asymmetric, with one edge consisting exclusively of atoms on a single sublattice
and the atoms on the other edge the opposite sublattice.
We can calculate the electronic bands for the nanoribbons by constricting trans-










η f (kac, kzz)/| f (kac, kzz)|
)
. (3.33)
Adding the solutions with kzz and −kzz, we get a sine wave in the zigzag direction











η f (kac, kzz)/| f (kac, kzz)|
)
. (3.34)
For the armchair ribbon we need the wave function to be 0 on both edges, giving the
condition that kzz n−m2 = jpi, where j = 1, 2, 3, ..., and n−m− 1 = Wac is the width of
the armchair ribbon. A similar condition can be made for the zigzag edged ribbons.
The band structure of the nanoribbons are plotted in figure 3.5 from Ref. [51].
It is worth noting that in the standard 1NN tight binding model every third arm-






While graphene has remarkable electronic properties such as high Fermi velocity
and linear dispersion, it lacks some of the properties that are required for traditional
electronics. The high symmetry of the unit cell causes the valance and conduction
band to meet in a zero dimensional surface containing a finite number of points.
THi makes graphene what is called a semi-metal or zero bandgap semiconductor as
there is no denisty of states at the fermi energy. Traditional electronics are built on
silicon based semiconductors because of the ability to turn transistors on and off.
We usually talk about an on-off ratio, where the size of the band gap will correlate to
this on-off ratio. Hence an entire research field, called band gap engineering, opened
up in order to make graphene suitable for electronics. The goal is to give graphene a
stable band gap large enough to be used for electronics, and still keep as many of the
remarkable electronic properties of graphene as possible. In this chapter we go over
the simple model we use for perturbing the sublattice symmetry, as well as some
results produced in cooperation with ph.d. student Thomas Lane from the National
Graphene Institute at the University of Manchester in the U.K.
4.1 Simple Model
A straightforward way to introduce a band gap in graphene is to break the sublattice-
or inversion symmetry of the unit cell. By introducing a different potential on the
sublattice, we find that the Hamiltonian becomes
HTB(k1, k2) =
[
VA −t f (k1, k2)
−t f ∗(k1, k2) VB
]
, (4.1)
and the corresponding electronic bands
0 = det(E1−HTB(k1, k2)) (4.2)






(VA −VB)2 + 4t2| f (k1, k2)|2 (4.4)
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By introducing the average shift V0 = 12 (VA + VB) and the mass term ∆ =
1
2 (VA −
VB), we can rewrite the dispersion as
E(k1, k2) = V0 ±
√
∆2 + t2| f (k1, k2)|2 (4.5)
and we see that we open up a band gap of the size 2|∆|. The general type of sublattice
manipulation we do will be introducing a mass term (and possibly an average shift),
in ways that simulate experimental possibilities.
4.1.1 Topology of the model
Breaking a symmetry can give rise to topological states and topological electronic
gaps. However breaking the inversion symmetry of the unit cell in graphene gives
rise to what is known as a trivial or Semenoff insulator [52]. Introducing a standard
Dirac mass introduces similar Berry phases for each valley but with opposite signs,
giving a total chern number of zero [28]. However at interfaces where the mass
term changes we can have midgap interface states that are valley polarised called
Jackiw-Rebbi modes [53, 54].
4.2 Experiments and other theoretical work
Several different approaches to modify the sublattices differently has been experi-
mentally shown to exist. In Refs. [14, 16, 55, 56] it has been shown that large sponta-
neous domains where substitutional nitrogen dopants occupy mainly a single sub-
lattice in CVD graphene. These type of impurities will on average provide potentials
similar to the simple model introduced above, however the random nature of the
dopant position will introduce an element of disorder that has to be taken into ac-
count, and will give rise to an extra pertubation on top of the simple model. Theoreti-
cal studies has been done on why these asymmetric distributions appear and suggest
possible mechanisms such as preferential position relative to edges [57], or impurity
interactions [58, 59]. Furthermore theoretical studies have predicted that such impu-
rity distributions give rise both a transport gap as well as an electronic band gap and
an electron-hole asymmetric conductivity (see Refs. [18, 60–63]). Other strategies in-
clude placing the graphene on top of hexagonal boron nitride [33, 64], which has a
similar structure and a similar lattice constant to graphene, but with two different
atoms in the unit cell. This gives rise to an added potential with a mass term, and
the slight mismatch of the lattices gives rise to a Moiré pattern, which means that
the mass term will vary over the graphene sheet. This has been used in litterature as
a route towards achieving a valley Hall effect in graphene.
4.3 Interfaces
We will discuss the interfaces or domain walls in this type of Dirac mass gapped
graphene where domain refer to regions where with simalar mass term but where
the sign of the mass term changes. The domains we will discuss here will swap the
sublattice potentials changing the sign of the Dirac mass term, ∆→ −∆. There exists
three general types of uniform interfaces in graphene, namely zigzag, armchair and
chiral types that mixes armchair and zigzag types. Of these types of domain walls
the zigzag and armchair has been investigated in graphene in 2008 in Ref. [29],
using the Dirac model and the 1NN tight binding model. The two different interface
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FIGURE 4.1: Density of states (D.O.S. in arbitrary units, blue or dark
gray) versus energy E (in units of t) for (a) a zigzag domain wall and
(b) an armchair wall when ∆ = 0.5t. Also shown is the D.O.S. for
bulk bands (red or light gray). Figure taken from [29]
FIGURE 4.2: Interface setup schematic
types have very different boundary states. This is primarily a result of the build-in
asymmetry that causes all atomic sites in zigzag boundary to have the same on site
potential. In figure 4.1 we see the formation of midgap bands bridging the gap in
the zigzag boundary case, but with a small gap in the armchair boundary.
4.4 Spectral function near interfaces
In our project we also look at these boundaries in the 1NN tight binding model.
The setup is as follows, two semi-infinite leads with the asymptotic behavior of each
domain meeting in a transitional region with periodicity in the transverse direction
as shown in the schematic in figure 4.2. We apply a sublattice dependent potential
where the mass term smoothely changes sign over the boundary. We extract the
spectral function as a function of energy and wavenumber along the boundary for
atoms close to the boundary to simulate ARPES (Angle Resolved Photo Emssion
Spectroscopy) type experiments, the results of which are shown in figure 4.3.
For the zigzag boundary we see the formation of single velocity bands split be-
tween the two valleys, similar to the predictions made by the Dirac description [29],
meaning that the current carried by these linear bands along the interface will be
valley polarised. For the armchair interface configuration the valleys are degenerate
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FIGURE 4.3: Logarithm of spectral function for a zigzag domain wall
(right) and an armchair domain wall (left), both with ∆ = 0.05|t| and
V0 = 0
FIGURE 4.4: Logarithm of spectral function for a armchair domain
wall with ∆ = 0.5|t| and V0 = 0, with step function potential
in the transverse k, so we cannot directly identify the valley behaviour, however we
still see the formation of the linear bands. The non-linear bands in the background
are the bulk states described by the fully periodic Hamiltonian described in the pre-
vious section 4.1, projected from 2D onto the periodic direction. This feature allows
us easily distinguish the 1D-like states, from the 2D-like bulk states. We notice that
1d bands for the armchair does not have a noticable gap. In general this gap shrinks
as the potential is smoothened over the interface from the large gap seen in figure
4.1, and of course the smaller mass term used also shrinks the gap but in the case
of a sudden interface the gap will still have a noticable size. This gap closening is
very relevant in the cases where the gap is induced by disorder e.g. by an asymmetric
doping distribution as seen in Ref. [14], where a natural smoothening of the inter-
face will occur. In figure 4.4 we rediscover the gap for the 1-D bands by increasing
the mass term to the same as in figure 4.1.
It is worth noting that the projections of K and K’ points onto the periodic direc-
tions are different in the case of an armchair boundary compared to that of a zigzag.
In the zigzag case the valleys are projected onto different places in k-space keeping
the different valleys separated, whereas in the armchair case they are projected on
top of each other. Hence the opening of a gap in teh armchair case could possibly be




Asymmetric doping in nanoribbons is an interesting subject to study. First, the finite
size of the ribbon lets us calculate the average effect of doping without having to in-
troduce periodicity, and still have resonable computational time. We can treat dop-
ing as the random events that they are. Second, we can also calculate the interaction
between sublattice-asymmetry caused by the random doping and the symmetries
of graphene edges. Apart from the obvious implication for doping of nanoribbons,
extended edge-like defects appear in several places in the form of grain boundaries
when growing graphene via CVD. It is well known that the electronic structure and
transport in nanoribbons are highly dependent on the edge geometry as seen in sec-
tion 3.5, and similarly it has also been shown in Refs. [11, 13, 65–76] that the impurity
distribution has a profound influence.
The asymmetric doping is further motivated by experiments that show sponta-
neous sublattice-asymmetric nitrogen distributions [10, 14, 55, 56], and theoretical
work that show the appearance of stable transport- and band gaps [18, 60–63] as
discussed in the section 4.2.
In this chapter, which is based on the work published in Paper I, we consider both
of the high symmetry ribbons, the armchair egded (AGNR) and the zigzag edged
(ZGNR). The AGNRs behaves mostly bulk-like, with reliable band- and transport
gaps, whereas the in-built sublattice-asymmetry of the ZGNRs causes them to be-
have in a different manner. The electronic band gap gives way to pronounced edge
states, along a single one of the ZGNR edges, and the transport is only suppressed,
as opposed to completely quenched, in the expected gapped region. We investigate
using a randomized disorder configuration average, where several independent ran-
dom distributions are chosen and the resulting DOS and transmission are averaged.
For local properties such as the LDOS, we choose a random single configuration.
We also use two effective models, namely the VCA and CPA models discussed in
sections 2.8.1 and 2.8.2 respectively, and compare to the DOS obtained using the nu-
merical averages of the tight binding model, and we show that the CPA captures the
behaviour of the averaged DOS. Finally we also look at sublattice domain interfaces
in nanoribbons and their interaction with edges, and show that robust edge states
similar appear to the bulk cases, even in the presence of disorder, which should be
detectable by experimental techniques such as scanning tunneling microscopy.




FIGURE 5.1: Schematic of the ribbon setup, showing a zigzag ribbon
of width W and length L.
5.1 Modelling nitrogen dopants
In order to model substitutional nitrogen dopant we use the 1NN tight binding
model discussed in sec 3.2. We use a simple dopant model where the nitrogen atom
substition at site i, is represented by an on-site potential shift Vi = −|t|. More ac-
curate parametrisations of nitrogen can be found in e.g. Refs. [15, 18, 77], but the
qualitative behaviour is reasonably independent on this exact parametrisation so
we use a more generic model, so we can identify the source of the physical fea-
tures. As discussed in sec 4.1 the average potential gives rise to a band gap and a
potential shift, 2|∆| and V0 respectively, where V0 = 12 (VA + VB) and the mass term
∆ = 12 (VA −VB), and VA,B are the average potentials on the a and b sites.
All electronic and transport quantities are calculated using Green’s functions
techniques as described in section 2.3, and we construct a device region Green’s
functions recursively, with the double sweep algorithm described in section 2.7.1,
with the priciple layers being the minimal nanoribbon slices. We have also included
semi infinite pristine graphene nanoribbon leads, the self-energy for which is con-
structed using the efficient decimation algorithm from section 2.7.2. A schematic is
shown in figure 5.1
Finally we use the two effective models, the VCA and CPA, to describe an effec-
tive medium to analyse the averaged DOS. The VCA substitutes the finite disordered
nanoribbon with an perfectly periodic infinitely long nanoribbon of the same width,
where the on-site potentials are exactly the average expected shift V˜A,B = −cA,B|t|,
where cA,B is the concentration of dopants on site A/B. Hence this model only takes
the effect of the average potential into account. The CPA replaces the potential used
in the VCA with an energy dependent self-energy, which can be found selfconsis-
tently using the single site scattering approximation, as (ΣCPA)i =
V˜i
1−(Vi−(ΣCPA)i)Geff ,
with i = A, B. Since we use the single site scattering approximation, the CPA ne-
glects any higher-order cluster effects such as localisation.
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5.2 Averaged Transmission and DOS
We start out by focusing on the difference between symmetric- (completely random)
and asymmetric (confined to a single sublattice) distributions, using a 101-AGNR
and 100-ZGNR. The pristine 101-AGNR has a width ∼ 12 nm, and is metallic (since
101 is divisible by 3), and similarly the 100-ZGNR is also metallic but with width ∼
21 nm. First we focus on the transmission plotted in figure 5.2 (A,B), in a comparison
between the pristine system (shaded grey background), the symmetric distribution
(blue dashed line) and the asymmetric distribution (red line). The transmission is
calculated using the averages of 100 different randomly generated configurations
of disorder with nanoribbons consisting of 40 unit chains of length (∼ 17 nm for
AGNR and ∼ 10 for ZNGR), whereas the DOS is calculated using the central 800
unit chains of a system with a total length of 1000 unit chains. In both cases with
impurity concentrations of cA = cB = 0.05 for the symmteric and cA = 0.1, cB = 0.0
for the asymmetric case, which results in the same total amount of dopants.
For AGNRs the asymmetric disorder opens up a transport gap with sharp edges
on the hole side of the energy spectrum, whereas the symmetric distribution only
suppresses the transmission slightly for the same energies mostly keeping the T= 1
plateau reported in Ref. [68]. Also a corresponding electronic band gap opens in
the average DOS for asymmetric case, which is consistent with the results presented
for asymmetric disorder in bulk graphene sheets in [18]. We notice that the VCA
captures most of the qualitative behaviour of the DOS for electron energies, but it
slightly over estitemates the size of the bandgap and has poor agreement on the
hole side. These differences mostly disappear when using the CPA instead, which
has excelent agreement on both sides. This discrepancies between the two models
suggest that the electron site sees very little scattering and the effect there is domi-
nated by the average potential introduced with the dopants. For the hole energies
the converse is true. The failure of the VCA and the corresponding success of the
CPA suggest that scattering plays a more significant role, which is also supported
by the fact that the transmission on the hole side is quenched compared to the elec-
tronic side, and has the transmission plateaus smoothened out. Furthermore this is
in agreement with the similar results reported for graphene sheets [18], where re-
duced mobility on the hole side is associated with a pseudospin polarisation giving
a higher occupation of the undoped (doped) sublattice on the electron (hole) side.
We have confirmed this in the AGNR case by looking at the sublattice specific aver-
age DOS. By examining different concentrations, we also checked the scaling of the
bandgap that is reported to be EG ∼ c0.75A in graphene sheets [18], and find a similar
scaling.
Looking at the other type of nanoribbons, the ZGNR, many of the features dis-
cussed for the AGNR change. We first notice the transmission gap is now more a
general suppresion of the transmission with no well defined left edge, and more
importantly it is no longer accompanied by a corresponding electronic band gap,
where we see a large amount of DOS inside the region where we would expect the
gap. Since the VCA always introduces a gap, it cannot capture the full behaviour
of the DOS, however it still captures the low energy behaviour at the electron side,
including the sharp peak at E = 0, fairly well. This peak is associated with states
localised on the edge atoms of a ZGNR. It is doubly-degenerate in pristine ribbons,
as the states on each ribbon edge, although belonging to opposite sublattices, are
equivalent. Adding a uniform mass term breaks this degeneracy and the peak splits
into two which reside at the bandgap edges, at energies corresponding to the onsites
of each sublattice, as shown by the VCA curve. Again it is the hole side that presents
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FIGURE 5.2: (Top) Schematics of a 6-AGNR and 4-ZGNR, with the
unit cells shown by the shaded areas and the A (B) sublattice sites by
hollow (filled) symbols. The index counts the dimer lines or zigzag
chains across the ribbon. Remaining panels show results for a 101-
AGNR (left) and a 100-ZGNR (right). a), b) show the (averaged)
transmission through pristine systems (grey shading) and also sys-
tems with 40 unit cells of sublattice-asymmetric (solid red lines) and
sublattice symmetric disorder (blue dashed-dotted line). c), d) show
the numerically averaged DOS of longer systems with correspond-
ing disorder profiles. e), f) show the numerically averaged DOS for
the fully asymmetric case (black symbols) compared to VCA (orange)
and CPA (green, dashed) model calculations. The concentration of N
atoms for all disordered cases is 5%. (Figure from Paper I).
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FIGURE 5.3: Transmissions for 101-AGNR (left) and 100-ZGNR sys-
tems with 80 unit cells of asymmetric disorder. Results are shown for
both fully (red, solid) and partially (turquoise, dashed) asymmetric
distributions of impurities. (Figure from Paper I)
difficulties for the VCA, but again CPA restores all effects seen in the tight binding
calculations. This suggests that the DOS appearing in place of the expected gap is
due to scattering effects dominating over the effect of the average potential.
In order to verify the robustness of the transmission shapes, and especially the
gap opening under less asymmetric distributions, we compare the cA = 0.1, cB =
0.0, distribution to a cA = 0.075, cB = 0.025 distribution. This comparison is shown
in figure 5.3. We clearly see that the general shape is conserved in both the AGNR
and ZGNR case, and both case we get a middle ground between between the sym-
metric and asymmetric case. Most interestingly the AGNR gap shrinks in width in-
stead of in depth, preserving the clear band gap feature, with the gap slightly smaller
and with center preserved moving the right gap edge away from E = 0. This gives
promise for experimental implementation as samples with asymmetry higher than
90% have been reported in Ref. [14].
5.3 Local DOS
In an effort to further analyse the differences between the ZGNR and the AGNR,
we explore the LDOS in the middle of the expected gap energy regime for a single
disorder configuration. In figure 5.4 we show these LDOS maps. For the AGNR we
see that the LDOS quickly decays away from the leads, uniformly across the ribbon.
For the ZGNR we similarly see that the LDOS decays away from the leads, but unlike
the AGNR case the LDOS is not uniform across ribbon. We see large clusters of
LDOS along the bottom edge, for which the outer most atoms belong to the doped
sublattice. This suggests an interplay between the doping of a particular sublattice
and the proximity of a zigzag edge of the same sublattice. Since the accuracy of
the CPA in terms of the averaged DOS suggest that this can be explained in term of
single scattering events, we examine single individual dopant near a zigzag edge.
We chose to use a short 50-ZGNR ribbon to locally study the effect of a single
N dopant near the zigzag edge. In Figure 5.5 (a) we show some possible inequiv-
alent positions near said edge with color coded circles. The red and green are on
the same sublattice as the edge atom, whereas the blue is on the other sublattice.
In Figures 5.5 (b) and 5.5 (c) we see the effect on tranmission and average DOS for
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FIGURE 5.4: LDOS maps of a disordered 101-AGNR (top) and 100-
ZGNR (bottom) at E = −0.04|t|. The impurities are entirely on the A
sublattice, corresponding to the bottom edge of the ZGNR, where a
non-vanishing DOS is evident. (Figure from Paper I)
FIGURE 5.5: The transmission (b) and averaged DOS (c) for a 50-
ZGNR with a single N impurity located at each of the sites shown
by the symbol of the same colour in a). d)-f) map the change in LDOS
near the three possible impurity locations, taken at E = −0.05|t| (d)
and E = −0.02|t| (e and f). (Figure from Paper I)
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the energies near the expected gap. The red and green sites gives dips in the tran-
mission with corresponding peaks in the averaged DOS. These features, associated
with anti-resonances formed by the impurity, have been studied previously in GNRs
[65, 74]. Symmetry-breaking edges result in a strong position dependence of the anti-
resonance energies. Interestingly, these anti-resonance energies for impurities near
the ZGNR edge are within the expected band gap for sites that shares sublattice with
the edge atoms, whereas the impurities on the opposite sublattice (similarly to site
in ANGRs) have their corresponding features for energies far away from this win-
dow. In figures 5.5 (d-f) we plot the change in LDOS caused by impurities near the
site mapped. For the two cases where the peaks are within the expectedly gapped
region (red and green sites), we have shown the LDOS change for an energy with
the DOS peak, whereas in the blue case that has no peak in this region, we have
chosen to use the same energy as the green case. In figures 5.5 (d & f) we see large
visible triangular resonances in the LDOS near the impurities, corresponding to a
single sublattice pattern. In figure 5.5 (e) we see no such resonance pattern for the off
sublattice impurity, with barely any visible change in density compared to the pris-
tine case. Consequently electrons in this energy range are scattered by impurities
located on the same sublattice as the edge, and not by those on the opposite sublat-
tice. Returning to the asymmetrically disordered ZGNRs, we can now understand
the average DOS appearing in figure 5.2 (d) for the ZGNRs as the average of many
of single impurity peaks, from impurities close to bottom edge placed on the same
sublattice as the edge atoms. As shown in figure 5.4 the DOS vanishes away from
this edge, where the net effect from the average potential dominates of the effect of
impurity scattering and opens a gap. We confirm this be examining the CPA self-
energy on the A sublattice, which in the AGNRs take a real value slightly lower than
V˜A quite uniformly across the ribbon. For the ZGNRs this true across most of the
ribbon except close to the edge associated with the doped sublattice. Here the self-
energy becomes complex and the real part varies drastically away from V˜A. Hence
the VCA becomes unable to explain the behaviour near to this edge, as it the effec-
tive self-energy deviates far from the effective mass term that the VCA introduces.
Increasing the device length will lead to a transport gap as we enter the localization
regime. However, this gap is unrelated to the effective mass term or a DOS gap, and
is similar to the behaviour observed for ZGNRs with symmetric doping.
The breakdown of the band gap near zigzag edges in asymmetrically doped
graphene, may have interesting consequences for other devices than ZGNRs. Grain
boundaries with zigzag sections might experience leakage near the boundaries. These
grain boundaries break the lattice symmetries in a similar manner [78].
5.4 Sublattice domain interfaces
Another quite relevant interface is the sublattice domain interfaces, where asymmet-
ric distribution changes prefered sublattice. We discussed interfaces of this type in
chapter 4 in the case of uniform mass distributions in graphene sheets, where the
topological domain wall causes interface states to appear. These types interfaces
for asymmetric doping have been shown in experiments [14] as independent of the
grain boundaries, and in figure 5.6 we consider an AGNR with a sublattice interface
running parallel to the edges in the center of the ribbon so that only the A (B) sublat-
tice is doped in the bottom (top) part of the device. Near this boundary the effective
mass term changes sign smoothly resulting in an interface states similar to what we
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FIGURE 5.6: LDOS maps of asymmetrically doped 200-AGNRs with
a) sudden or b) gradual sublattice interfaces running along the centre
of the ribbon, taken at E = −0.04|t|. c) shows the transmissions for
these systems compared to one with a single domain. (Figure from
Paper I)
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FIGURE 5.7: LDOS maps of asymmetrically doped ZGNRs with a)
sublattice not aligned with edges b) sublattice aligned with edges
and interfaces running along the centre of the ribbon, taken at E =
−0.04|t|. c) shows the transmissions for the systems with aligned sub-
lattice compared to one with a single domain.
see in the graphene sheets with Dirac mass interfaces [29]. We confirm this in fig-
ure 5.6 (a & b) which has a sudden and graudal change in the dopant concentration
respectively. We vary the concentrations linearly over a boundary 4 atoms for the
sudden interface and a boundary of 20 atoms for the gradual one. In both cases we
see the appearance of a large finite DOS running along the boundary and decaying
quickly away from it. Furthermore, this region acts as a 1 dimensional conducting
channel, which can be seen by comparing the transmissions in figure 5.6 (c), where
we see a finite transmission in the gapped energy range. This corresponds to the
mid gap bands seen for the graphene sheet interface.
Similar results can be found for ZGNRs, however one key difference is the exis-
tence of two distinct cases. One where each sublattice region agrees with the sub-
lattice on the corresponding edge, and one where they both disagree. In correspon-
dance with the discussion in the previous section, the first case will have increased
DOS near the zigzag edges, and the second has no edge states as seen figure 5.7.
5.5 Average doping effects
Electron doping by nitrogen impurities shifts the Fermi energy, EF, relative to any
gap. Accessing the gap region experimentally will involve the application of a gate
voltage. While accurate electron-counting can be performed within DFT calcula-
tions [18] for single impurities or small disordered regions, this is not feasible for
the system sizes considered here or in experiment. Nonetheless, the charge den-
sity fluctuation can be approximated from δn ∼ ED(cA+cB)ρC2 , where ED ≈ 0.4 is
the average doping efficiency of nitrogen in GNRs [77] and ρC is the density of lat-
tice sites in graphene. For cA = 0.1, we find δn ∼ 7.6× 1013 cm−2, just inside the
range of the most advanced gating methods. [79] cA = 0.02 gives a more realistic
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δn ∼ 1.5 × 1013 cm−2, while yielding EG ∼ 50−200 meV. Gaps from lower con-
centrations, whilst too small for applications, still allow experimental verification of
our results. It is also possible to shift EF nearer the gap by codoping with a symmet-
rically distributed p-dopant, at the cost of reducing transmission outside the band
gap, due to increased scattering.
5.6 Summary and conclusions
These results demonstrates the importance of edge geometry in doped GNRs. The
electronic behaviour predicted for bulk graphene sheets with sublattice-asymmetric
doping distribution is highly impacted by the presence of zigzag edges, where the
gap-opening behaviour stemming from the effect of the induced effective average
potential mass is overshadowed by bound impurity states appearing at the edges,
where the doped sublattice corresponds to the edge atoms. These states give rise
to a finite DOS and, although quite suppresed, finite electronic transport along the
edges.
This dependence on the edge geomtery is relevant beyond GNR devices. Since
the majority of samples that has an asymmetric dopant distribution is grown using
CVD techniques they often experience edge-like defects in the form of grain bound-
aries, which can have zigzag-edge-like symmetries. Hence we expect leakage similar
to the that of the zigzag edged ribbons, and thus it may prove challenging to detect
the band gaps predicted in extended asymmetrically doped graphne sheets.
Finally we have shown the formation of one dimensional metallic channels sim-
ilar to the topological interface states predicted for Dirac mass interfaces, along the
boundaries between domains with different prefered sublattice. We predict that
since these interfaces appear in experiments, such metallic channels should be ob-
servable using STM measurements. Furthermore these channels have potential as
waveguides as they are, away from defects and/or edges, surrounded by gapped
material preventing leakage.
An aspect that we didn’t consider here, is the potential connections to valleytron-
ics. It could be interesting to check wether the valley polarisation of the interface
states are kept even under disorder. Potentially these 1 dimensional states can be
used as valley filters, as current for each valley travels in opposite direction, essen-
tially working as valley diode.
In the next chapter we will consider the effect of localised Dirac masses and we
show there that the valley behaviour in those types of systems can be kept even in
the presence of a high degree of disorder.
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Circular dots with asymmetric potentials
The previous chapters have dealt with the gap opening properties of sublattice-
symmetric potentials and the introduction of mass terms, as well as the interfaces
between domains and the interaction with edges. In this chapter we consider one
more of the exciting possible applications of such systems, namely within the field
of valleytronics.
Valleytronics[19] is an emerging field in which the relative occupation of inequiv-
alent local extrema, or valleys, in the band dispersion of a material can be exploited
to encode, transport and process information in a similar manner to the spin degree
of freedom for spintronics, or electronic current in regular electronics. Many of the
two-dimensional materials, and graphene in particular, are particularly promising
in this regard due to the presence of two inequivalent valleys formed at the Dirac
points, K and K’ [2].
A key obstacle to realizing two-dimensional valleytronics is the absense of exter-
nal controls, analogous to magnetic fields and ferromagnetic contacts in spintronics
or electric fields within regular electronics, with which to manipulate and detect
valley-polarized currents. In most systems electrons from each valley either behave
identically and contribute equally, so that resolving valley-related behaviour from
electronic measurements is not possible or intervalley scattering is so high that the
information is lost before it can be detected.
For device applications, an all-electronic control of valley properties is highly
desireable. The high crystal qualities achievable in graphene, reducing deleteri-
ous inter-valley scattering events, have motivated recent work aiming to introduce
valley-dependence into graphene-based devices.
A number of device setups have been proposed which are predicted to filter or
split electrons according to their valley index, and one can divide these previous
approaches into different categories.
First we have atomic-scale engineering, which has the downside of being hard
to realise experimentally and difficult to scale up, and hence not suited for device
application. These proposal include atomically-precise constrictions, interfacesand
defects [20–24].
The second category is nano-scale engineering where more recent efforts have
tended to follow one of two main paths: either interaction with a pseudomagnetic
field or with sublattice-asymmetric potentials. Furthermore a recent study show a
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FIGURE 6.1: Schematic of mass dot setup. A plane wave comes in
from the left and scatters of the mass dot.
connection between pseudomagnetic fields and non-uniform mass term distribu-
tions [38].
Pseudomagnetic fields can be induced by non-uniform strains [34–36] and act
with opposite sign on the K and K’ valleys in order to preserve time-reversal symme-
try. Systems have induced strain using many different approches such as suspend-
ing the graphene sheet [36], bending ribbons [37], or nanobubbles [34, 35]. However,
experimental realisation of these systems may be hampered by the relatively small
regions of parameter-space that give significant valley effects.
As discussed in chapter 4 sublattice-asymmetric potentials give rise to a valley-
dependent chern number and valley-contrasting Hall transport [28]. This is pre-
dicted to cause electrons from different valleys to be deflected in opposite directions
in an in-plane electric field, and to essentially act as a momentum-space Lorentz
force [30–32]. The valley Hall behaviour, predicted in the presence of a mass term,
has been suggested as the mechanism behind large non-local resistance measure-
ments in commensurately stacked graphene/hexagonal boron nitride (hBN) sys-
tems [33].
However, although semi-classical arguments support a bulk valley current in-
terpretation of the experimental results, to date quantum transport simulations do
not.
In this chapter we study circular localised areas of graphene, or dots, with a
sublattice-asymmetric potential. As discussed earlier this gives rise to gap of the size
2|∆|, with ∆ = VA−VB2 being the so-called mass term. We will refer to these types of
dots as mass dots, because of this introduction of a mass term. We start by analytically
solving the scattering problem for a circular mass dot in the Dirac approximation,
a schematic of which is shown figure 6.1, and find a strong valley dependence in
the scattered wavefunction at low energies, leading to an angular splitting of valley
specific current. This is confirmed by full 1NN tight-binding transport calculations
using the patched Green’s function approach discussed in section 2.6, where we find
that the behaviour is robust against the sharpness of the dot edge and whether or not
mass term distribution is uniform or disordered.
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6.1 The Dirac model
We first model the system using the Dirac model described in section 3.3, using a
generalisation of the method used in Ref. [80], in which a circular dot with uniform
potential is investigated, where features similar to those of optical Mie-scattering
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which is invariant under the transformation
VA ↔ VB,ψτ1 ↔ ψτ2 ,ψτ2 ↔ −ψτ1
and thus we focus on solving it for the K valley, as the equivalent K’ results can
be calculated by applying this transformation. Since the Hamiltonian has circular
symmetry we transform to polar coordinates (r, φ). We use the following ansatz for
the wave function



























We solve for either a(r) or b(r) by combining these two equations. We will go
through the calculation only for a(r), as the one for b(r) is similar. If we assume




























By introducing k˜(E, r) = 1h¯vF
√
(E−VAθ(R− r))(E−VBθ(R− r)) and x = k˜r, we
end up with equation (
x2∂2x + x∂x + x
2 −m2) a(x) = 0 (6.10)
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which is the standard Bessel equation. Solving for b(r) instead we up with a similar
equation but with a → b and m → m + 1. We will differentiate between k˜(E, r) for










The full solution to the Bessel equations can be expressed in different ways, but
the full result is a linear combination of Bessel functions of the first Jm and second
kind Ym. We choose a basis of Bessel functions of the first kind Jm(kr) and Hankel
functions of the first kind Hm(kr) = Jm(kr) + iYm(kr), which is an equivalent basis.
The basis is usefull as standing waves in cylindrical symmetries usually can be ex-
pressed as a linear combination of Jm(kr), and the Hankel functions are useful when





ieix(−1)m+1 for x → ∞. (6.13)






α1 Jm(k˜r) + β1Hm(k˜r)
ieiφ
[
α2 Jm+1(k˜r) + β2Hm+1(k˜r)
] ) (6.14)
Further restricions on the constants αi and βi, can be infered from equations (6.5)
and (6.6), also N is a normalization constant.
In the following we set h¯ = vF = 1 for simplicity.








E (α1 Jm(kr) + β1Hm(kr)) =k (α2 Jm(kr) + β2Hm(kr)) (6.16)
E (α1 Jm(kr) + β1Hm(kr)) =|E| (α2 Jm(kr) + β2Hm(kr)) (6.17)
α1 =
E
|E|α2 and β1 =
E
|E|β2. (6.18)
We can introduce the band index η = E|E| and find that
α1 = ηα2 and β1 = ηβ2. (6.19)
We can find similar conditions inside the dot. First we notice that the outgoing
waves, the Hankel functions, diverges as r → 0, and hence we can conclude that








(E−VA)α1 Jm(qr) =qα2 Jm(qr) (6.21)
(E−VA)α1 =qα2 (6.22)







(E−VB)α2 Jm+1(qr) =qα1 Jm+1(qr) (6.24)
(E−VB)α2 =qα1. (6.25)
By requiring normalisation,|α1|2 + |α2|2 = 1, and combining the previous equations
we find that
|α1|2 = |E−VB||E−VA|+ |E−VB| (6.26)
|α2|2 = |E−VA||E−VA|+ |E−VB| . (6.27)
The phase difference between the α constants which is related to the dispersion and
is similar to the band choice outside will be denoted as η′ = α2α1
|α1|
|α2| . We find that
η′ =

1 for VA, VB < E
−1 for VA, VB > E
−i for VB > E > VA
i for VB < E < VA
(6.28)
6.2 Solving the scattering problem
Now that we know the solutions inside and outside the dot, we can solve the scat-









We expand the plane wave in terms of Bessel functions to show that this is a valid













The wave reflected of the dot can be expanded purely in terms of outgoing waves,
i.e. the Hankel functions, and given the conditions on the constants we can write the







































|E−VA|+ |E−VB| . (6.34)
Since the Dirac equiation is a first order differential equation, we have to require
the wave function to be continuous (differentiable) at the boundary, r = R, and we
use this to calculate the coefficients crm and ctm. Since the wave function has to be













resulting in the scattering coefficients
crm =




C1Hm(kR)Jm+1(qR)− ηη′C2Hm+1(kR)Jm(qR) . (6.37)
Using the symmetries of the Bessel and Hankel functions and the symmetries of the







indicates "equal under exchange of the valleys". With these coefficients
found, we have all the information we need to find the scattering characteristics of
the asymmetric dot system.
We already note some key differences to the gated dot investigated in Ref. [80].
By breaking the sublattice symmetry explicitly get asymmetry between the valleys
as seen in equations (6.38) and (6.39). We also notice the posibility of the internal
wavenumber being imaginary. This allows for the medium to be dispersive, and
prevent internal bound states from forming for energies within the gap of the dot.
As seen later this will give rise to vastly different scattering phenomenon compared
to the gated dot.
6.3 Physical properties and symmetries
As discussed in section 3.3 we can calculate the both the electronic density of the
scattering states and the probality current as
n = ψ†ψ (6.40)
j = 2vFψ†στψ. (6.41)
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Due to the circular structure of the dot and the direction of the incoming wave, we










i.e. the result for the K’ valley is the reflection of the results for the K valley for both
the current and electronic density. Hence any difference in valley behaviour is due to
an asymmetry of the current and/or electronic density when reflecting the results in
the x-axis. These symmetries of the system are useful when calculating the physical
quantities, as we can extract full results from one valley halving the computational
burden. We also introduce some quanties that will be help when characterising the
system. First is the valley current defined as
jval(r, φ) = jK(r, φ)− jK′(r, φ) (6.45)
and the valley polarisation of the current
ξ =
|jK(r, φ)| − |jK′(r, φ)|
|jK(r, φ)|+ |jK′(r, φ)| (6.46)
which will be a number in the range [−1, 1], which describes how much weight each
of the valleys have. If ξ = 1 only current in the K-valley exists, and conversly if
ξ = −1 only current in the K’-valley exists. Any number in between has mix of the
two valleys with ξ = 0 corresponds to having an even amount of current in both
valleys. We also introduce the scattering efficiency describing the effectiveness of





where σ is the scattering cross section, given as the reflected current through a con-
centric circle, normalized to the incoming flux per unit area.
6.4 Far-field approximations
The radial part of the reflected current in the far-field, characterises the scattering of
the mass dot. Hence we look at approximating the expressions for the current in this
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regime. We start with the current for the K-valley




















































Using jrref,K′(r, φ) = j
r







































n ) sin [(m− n)φ] (6.59)































n ) cos [(m− n)φ]. (6.62)
We can use the far-field approximation to calculate the scattering efficiency. Since we
have an incoming plane wave, the incoming current per unit area is just 2 (1 for each
valley), and the scattering cross section reduces to just calculating the total reflected
6.5. Atomistic dual probe spectroscopy simulation 55
FIGURE 6.2: Schematic of dual probe setup. A circular wave is emit-
ted from the probe far to the left of the dot. This wave becomes ap-
proximately plane near the mass dot.































i∑∞m,n=−∞ crmcr∗n sin [(m− n)φ]
∑∞m,n=−∞ crmcr∗n cos [(m− n)φ]
(6.66)
Finally we introduce a system parameter that characterises the average valley split-
ting of the scattered current. This is done by finding the average valley splitting of







We will in the results shorten the notation of the far-field reflected current to j f f r to
save space.
6.5 Atomistic dual probe spectroscopy simulation
Whilst the Dirac approximation can explain the behaviour of the individual valleys,
it explicitly excludes any intervalley interaction. To test the accurracy of this approx-
imation we also model the same mass dot system in a theoretical dual probe setup,
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a schematic of which can be seen in figure 6.2. We do a full 1NN tight binding de-



















where i and j index the site in the A and B sublattice respectively, with aˆ(†)i, bˆ(†)j
are the standard annihilation (creation) on the sublattices and t − 2.7eV is the near-
est neighbour hopping integral. We include two weakly coupled STM-style probes
via their self-energy with corresponding broadening terms Γ1,2. Using the patching
techniques as described in section 2.6 we connect the 2 probes and the dot, which
each have an individual graphene patch. We calculate the required Green’s function
elements using the analytical expression for a 1NN tight binding pristine graphene
sheet, and calculate the Fourier components by numerically integrating equation
(3.31).
6.5.1 Physical quantities in the TB model
We can keep track of the injected states by considering the injected spectral density
from the emitting probe A1(E) = G(E)Γ1G from equation (2.15) , and by projecting
this spectral density onto the pristine graphene states (equation (3.9)) we can find
the local distribution of scattered states in k-space as
ρ(k) = 〈ψk|A1 |ψk〉 (6.69)
from which we can calculate the tight binding valley polarisation as the difference













We can also calculate the usual electronic properties described in chapter 2, namely
the transmission between the probes T21 = Tr[A1Γ2], which we can compare to
the far-field current from the Dirac model, and the density of states LDOS(i) =
−1
pi Im[Gii].
6.6 General scattering properties
We will use units where h¯ = v f = 1 and introduce the mass term ∆˜ =
V˜A−V˜B
2 and the
average shift V˜0 = V˜A+V˜B2 . We first consider the class of pure mass dots with ∆˜ = 1,
V˜0 = 0. We focus on dots of size R = 4.5 first. The general scattering characteristics
can be found by analysing the far-field current which is plotted in figure 6.3. Panel
a) show the forward scattering behaviour (φ = 0) of the far-field current and panel
b) the corresponding scattering efficiency calculated by the Dirac model, and shown
as a solid blue line and solid black line respectively. As opposed to potential dots,
where sharp-peaked features exists corresponding to bound states within the dot
[80], we see that both the far-field current and the scattering efficiency curves are rel-
ativly featureless. This is especially true for energy within the "gap",−|∆˜| < E < |∆˜|
where the curves are mostly monotonic or flat. This is to be expected for a mass type
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FIGURE 6.3: a) The far-field component of the reflected current along
the x-axis (φ = 0) for the constant mass system calculated using the
Dirac (solid blue) and atomistically (solid orange). This is compared
to calculation of the pristine system (solid grey) and non-uniform
mass distributions, gaussian (dashed and dotted orange) also done
atomistaclly. b) Scattering efficiency Q for constant mass dots of dif-
ferent radii over the same energy range. c)-e) Total (bold) and individ-
ual valley angular scattering profiles, j f f r(φ) for the the three energies
highlighted in a) and b). (Figure from Paper II)
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dot as the gap in electronic states moves the internal states to higher energies, leav-
ing no resonance interactions between the inside and the outside. Furthermore mass
dots suppress Klein tunneling leaving less forward scattering than in the case of the
potential dot [80]. We note that, for energies in the gap, Q is almost constant after
reaching a peak, and this constant behaviour is consistent with uniform scattering
and a lack of resonant states. This peak follows a regular pattern as function of E
and R, with the peak lying around the energy the Fermi wave length corresponds to
the dot diameter whereas for lower energies the wavelengths are to long to properly
resolve the dot.
6.6.1 Valley specific scattering
The forward scattering alone cannot explain the individual valley behaviour, as the
valleys, by symmetry, have to contribute equally for φ = 0, and hence we need to
examine the angular profile of the scattered current to analyse the difference of the
currents between the K and K’ valleys. The three energies marked with coloured
symbols and lines in panels a) and b) (E=0.12,0.70,1.12), are the ones we analysed in
more detail in the corresponding panels c)-e). We have marked the total far-field cur-
rent as a bold outline with the K and K’ as a shaded and unshaded areas respectively.
We see that the current from the individual valleys are indeed exactly antisymmetric
in the x-axis and that the individual valley has a primarily preferred direction. This
is most clearly seen for the E = 0.12 for where the valleys almost exclusively in the
transverse direction giving a large spatial splitting of the valley specific currents. As
the energy increases the primary lobes moves forward, the angle decreasing with
energy and we also see an increasing number of secondary preferred direction. Both
of which are consistent with appearance of higher order angular modes eiφHm(kR)
present in the reflected current.
6.6.2 Comparing Dirac and tight binding
To check the validity of the Dirac model, we compare the forward far-field current,
j f f r(φ = 0), to the transmission in the tight binding model, T21, from a probe to the
far left of the dot, simulating the incoming plane wave, and to a reciving probe close
behind the dot, as shown in the schematic. The transmission will in general capture
the full wave (both the incident and reflected parts), but just behind the dot we
expect the scattered components to dominate. The tight binding results are shown in
figure 6.3 in panel a) as orange lines, with different mass term profiles; constant mass
(solid line), Gaussian (dashed line) and disordered (dotted line). The disordered
distribution was made by chosing sites within the dot region with a 5% probability
and applying a potential of VA/B,Dis =
V˜A/B
0.05 to keep the average mass term the same.
We see that the constant mass distribution case has excellent agreement with the
Dirac calculation, where as both the alternative mass distributions deviates for larger
energies. We will discuss these alternative distribution is more detail later.
6.7 Local electronic- and valley behaviour near the dot
We want to further analyse the electronic- and valley flow in these dot systems, and
in order to do so with investigate the local electronic- and valley properties near
the dot for the same three energies we selected for the angular analysis of j f f r. The
results of this investigation are shown in figure 6.4. The left most panels shows the
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FIGURE 6.4: Local electronic behaviour near the mass dot. The left
most column (panels a-c) shows the total current as arrows with the
valley polarisation shown as background colour. The second column
(panels d-f) show the valley specific current for the K valley as ar-
rows, with the corresponding electronic density of the scattering state
as background colour. The final column (panels g-i) show the local
valley current as both arrows and background color. The individual
rows corresponds to the three energies indicicated in figure 6.3 with
panels a,d,g having E = 0.12, b,e,h E = 0.70 and c,f,i E = 1.12. (Fig-
ure from Paper II)
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local probability current (black arrows) with valley polarisation of that current as a
background colour map. The middle panels shows the valley specific current for
the K valley (black arrows) with the electronic density of the scattered state as the
background colour map. The corresponding currents and density of the K’ valley is
the mirror image of the K valley in the x-axis. The final column of panels shows the
effective valley current flow through the system.
6.7.1 Valley polarisation
First we inspect the valley polarisation of the current as shown in panel a) for the
first energy E = 0.12. At first glance there seems to be some disagreement between
the local behaviour and the far-field reflected behaviour shown in figure 6.3 panel
c). Even though there is a large valley splitting in both graphs the individual valleys
seem to have opposite preferred directions in the plots. Locally it seems that current
above the dot is largely K-polarised, where as the far-field current shows almost
exclusively K’ current above the dot. To reconcile these two plots, we first note the
difference in quantity shown in the two plots. Where the plot in figure 6.3 shows
only the reflected current the local plot shows interference between the incoming
and reflected waves. Though the reflected wave keeps the same angular profile for
all distances the interference with the incoming wave, which is constant in vertical
slices, leads to regular interference fringes seen in the local valley polarisation plot.
The distance between the fringes are related to the fermi wave length of the electrons,
and as we can see in panels b) and c) the increase in energy decreases the distance
between the fringes as the wavelength shortens. This effect can also be directly seen
from equation (6.11) where the electron wave number is directly propertional with
the energy.
While the amplitude of the incoming remains constant the amplitude of the reflected
wave tapers of as roughly 1/r decreasing the strength of the fringes as the distance
from the dot increases, and hence the strength of the valley polarisation which comes
from the asymmetry of the reflected wave weakens with distance.
6.7.2 Valley polarised current
By looking at the middle panels in figure 6.4 we see exactly the path that the current
in the K valley actually takes. The current is guided by fringes in the valley specific
electronic density, and interestingly we see that the chiral nature of the mass dot
slightly moves the dark spot from directly behind the dot to slightly off center. The
suppressed forward scattering only really appears when the first nodes are pushed
enough forward for the valley specific densities that they start to overlap as seen
for the second energy E = 0.70. We also note that the valley specific current alter-
nates between an upward and downward path which is consistent with the valley
polarisation seen in the first column.
In the third and final column shows that the effective valley current manifests
as a set of counter propergating channels, with the first channel closest to the dot
wrapping around and vanishing on the back side of the dot. The second channel
mimics the far-field behaviour the most as it is the strongest of the fringes that has a
long distance effect.
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FIGURE 6.5: The amplitude of the reflection modes for the mass dot,
with the 3 chosen energies indicated as coloured vertical lines. (Figure
from Paper II)
62 Chapter 6. Circular dots with asymmetric potentials
6.8 Interpretation in terms of reflected and internal modes
The first three reflection modes for each valley (and by symmetry the first three neg-
ative index modes, −3,−2,−1) are shown in figure 6.5, with the chosen energies
indicated again as three vertical dashed lines, coloured as in figures 6.3 and 6.4. The
onset of the reflection modes are very regular, with the modes just being shifted ver-
sion of each other, at least for energies inside the gap. For these energies in the range
−|∆˜| < E < |∆˜|, the internal wave number, q is purely imaginary. In a parallel to the
Beer-Lambert law for optics this leads to exponentially fast attenuation away from
the boundary leaving no resonant internal states. For larger energies we have the
onset of internal bound states as q becomes real, and the coupling between the inter-
nal and reflected modes are immedieatly seen in the loss of regularity of the reflec-
tion coefficients. Especially the first internal resonant state which peaks at around
E = 1.12 (black energy) can be clearly seen affecting forward scattering resulting
in the first dip in j f f r, and we see a corresponding dip in the zero reflection mode
for K. The (anti)symmetry of the of the sublattice potentials and the corresponding
valley symmetry gives a corresponding K’ dip for E = −1.12, and in general all of
the modes have a mirror image for the negative energies with the caveat that the
modes are valley swapped, as remarked in equations (6.38) and (6.39). We note that
fewer modes will usually lead to a larger valley splitting. This can be understood
from the far-field valley equation (equation (6.59)), as more modes gives rise to more
independent sine functions that tend to cancel each other out.
6.8.1 The role of the potential offset of the dot
We can also introduce a non-zero V˜0 term. There are two interesting limits not in-
cluding V˜0 = 0 already discussed at length, namely V˜0∆˜ >> 1 (or→ 0 ) and V˜0 = ∆.
By inspecting equations (6.36) and (6.37) we can check we happens in these limits.
For V˜0∆˜ >> 1 we can set VA ≈ VB, and we immediately see that the equations reduces
to
crm =




Hm(kR)Jm+1(qR)− ηη′Hm+1(kR)Jm(qR) . (6.72)
the same equations as seen for the gated dot [80], which is expected as the mass term
becomes negligible.
The other limit is perhaps less intuitive but again inspection of the scattering coeffi-
cients in equations (6.36) and (6.37) yields an interesting result. We find the symme-
try that crm = cr−m and ctm = ct−m. Using this symmetry we can calculate the valley








n sin [(m− n)φ]. (6.73)
Excluding m = 0 and n = 0 this leaves four terms with identical coefficients, namely
(m, n), (−m, n), (m,−n) and (−m,−n). Since sin x = − sin (−x) these terms cancel
out each other in pairs. If only m = 0 (or n = 0) then there are two terms with
identical coefficients also canceling out each other, leaving the term with m = n = 0,
which is identically zero. In total we are left with no valley current, which means we
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a) b)
FIGURE 6.6: a) Shows a schematic of a grid used to find the local
k-space distribution. b) Shows a single k-projection with valley im-
balance.
cannot expect valley splitting by only affecting a single sublattice, such as the case
of substitutional doping with only a single doped sublattice, similar to what was
considered in chapter 5.
Studying the ξavg with varying V˜0 it turns out that this symmetry point is the cross
over point where the valleys swap preferential direction, i.e. the preferential direc-
tion for each valley in the far-field is opposite for V˜0 < ∆˜ and V˜0 > ∆˜.
6.9 Robustness of the local effects
By using equations (6.69) and (6.70), we can also find the valley polarisation in the
tight binding model. This is done by dividing the device region into a 15 by 15
grid and projecting the spectral function of all sites within each grid onto pristine
graphene states in k-spaces. The result is a k-space distribution which we can turn
into the local valley polarisation of that part of the grid. A schematic is shown in
figure 6.6.
By also calculating the bond currents we can get similar local valley polarisa-
tion plots as those generated using the Dirac approximation. We show the result
of a number of these calculations in figure 6.7 for the energy E = 0.12 1 (the pur-
ple energy). The panels a-d show a constant dirac mass distribution, a Gaussian
mass distribution, disordered mass distribution with concentration 5% and a disor-
dered mass distribution with concentration 1%, respectively. The disordered mass
distributions, as discussed previously, is made by chosing the sites at random with a
certain concentration and applying an onsite potential scaled with the concentration
to keep the average the same.
For all mass distribution we see a very similar local current and valley distribution
as in figure 6.4 panel a). Some of the mass distributions allow leakage through dot,
and the specifics of the current very close to the dot will be dependent on the exact
mass distribution. This excellent agreement can be understood from figure 6.3 panel
1The tight binding energies and distances have a conversion factor to match up with the Dirac.
0.1|t|TB = 1Dirac, where a 10nm dot corresponds to R = 4.5.
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FIGURE 6.7: Local valley polarisation and bond currents using the
tight binding model with varying mass distributions for a 10nm dot.
The colourmap shows the valley polarisation and the black arrows
indicate the bond currents. a) Constant mass distribution. b) Gaus-
sian mass distribution. c) Disordered mass distribution with C = 5%.
d) Disordered mass distribution with C = 1%.
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a) where for low energies all of the tranmissions agree. Using the same mode of
interpretation we can predict that this agreement will start to break down for higher
energies, which is indeed the case.
6.10 Summary and conclusions
We have shown that for circular dots in the Dirac model, including a mass term,
leads to non-trival valley specific patterns in both current and electronic density. We
also show that these valley specific patterns are present in a fully atomistic model
which includes intervalley scattering and can survive even in the presence of disor-
der. Specifically we see a large angular splitting of currents belonging to different
valleys allowing the dot to work as an effective valley splitter. By tuning the system
energy the strength and direction of the valley current can be altered, allowing for
external electronic control, using a back gate, of the valley splitting.
In summation our findings suggest that regions of local sublattice-asymmetry
provide a robust platform for engineering valleytronic devices, and while the fab-
rication of individual mass dots is perhaps a very difficult, we expect systems with
fluctuating mass term, induced perhaps in Moire structures like those of in Ref. [33],
to give rise to similar qualitative features.
We suggest that further calculations should be made to study how scattering
characteristics of the system translate into behaviour of arrays of mass dots. Also the
results should be veryfied experimentally, either by explaining an already existing
experiment using this new approach, i.e. as an effect of localised mass terms, or
by designing a dot type system and injecting a valley polarised current in it, using
perhaps the valley filtering states from sublattice interfaces or a similar setup [21].
One could also check the behaviour of the total current experimentally which might
not directly verify the valley behaviour but still help validate the model. This can be




Implementation of advanced patching
methods
Wanting to expand on the patching method discussed in section 2.6, and used on
graphene devices in chapter 6, as well as in Refs. [34, 44, 81], so that they can be
applied to other materials than graphene we setup a general method that is material
independent, and discuss convergence considerations.
The goal is to be able to generate pristine Green’s functions from a single unit
cell of a periodic material. We want these Green’s functions to be accurate for large
unit cell separation, so that they can be used in calculations where modifications are
made to the pristine material locally and detected with distant probes, or alterna-
tively calculate interactions between modifications that are spacially separated.
In the previous chapter we calculated the pristine graphene Green’s functions
by relying on the integration of the closed analytical expression that exists for the
1NN tight binding model, to reduce the number of numerical intergrals from 2 to 1,
and then directly recover each individual Fourier component. Here we suggest an
alternative method that does not require an effective algortihm to deal with system
where such closed form expressions does not exist. It relies on the ability to calcu-
late (or sample) the Green’s function inside a single unit cell of the periodic material
for many different values in k-space. We can then generate the Green’s function
matrix elements required for the patching equations (2.43-2.47) using effecient dis-
crete Fourier transformation algorithms. This offers distinct advantages over direct
numerical integration of the Green’s function, which essentially also relies on the
ability to sample a single unit cell, and will allow for a standardised that can be used
for any material which can described in local orbital bases.
This includes materials such as black phospherous, MoS2 and bilayer graphene
[82–85], and also super cell structures consisting of graphene such as antidot lattices
[86–92].
7.1 Building a library
One of the strengths of the patching method with pristine materials are the fact that
the same pristine Green’s functions can be used for many distinct calculations. It
can be beneficial to store already calculated pristine Green’s functions in a library
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for later use, as this will limit the amount of calculations one has to do, and allow
you to increase the accuracy over time, by using spare computational time to do
extra calculations. More technical details involving the creation of a library that we
considered during this ph.d. is discussed in appendix A.
7.2 Using multi dimensional Fourier transforms
Until now the material we have considered, graphene, has been 2-dimensional. How-
ever, both 1 and 3 dimensional materials can also be treated using the same formal-
ism. If the material has n−dimensional periodicity, we will in general need to do the
n-dimensional Fourier transform to get the necessary coefficients. Using a sampling
of the periodic Green’s function G(k, E) we will use the efficient discrete Fourier al-
gorithms that exists for sampled signals: algorithms better knowns as FFT’s or Fast
Fourier Transforms.
For each periodicity number, ki, we have ki ∈ [0, 2pi). We sample the Green’s
function ki with regular spacing, Nk times, and hence get a discrete set of sampled k,
k1, k2, ..., kNK .
We can now calculate the Fourier components that correponds directly to real
space separations of an integer number times the lattice vector, i.e. the m’th fourier
component corresponds to a separation vector r = mai. This generalises to more
dimensions so that a Fourier component with coefficients m1, m2, ..., Fm1,m2,... corre-
sponds to the real space separation r = m1a1 + m2a2 + .... To put it in differently





7.2.1 Optimisation and limitations
The first immediate problem that arises when using sampling methods is a phe-
nomenon known as aliasing. If we have a k-sampling frequency in a single dimen-
sion of fs = 1Nk , then any frequencies higher than 0.5 fs (also called the Nyquist
frequency) have aliases appearing. The FFT’s thus usually filter out any coefficients
higher than 12 Nk as they cannot be trusted. This gives us the absolute minimum
number of k-points needed for any real space separation. Furthermore when choos-
ing the k-points it is worth noting that FFT’s have certain sampling rates that are
more efficient than others. Firstly any power of 2 is by far the most efficient, with
powers of 3 being the second most optimum. Any combination of the type 2i3j, can
also be used, but significant slow down will be experienced if other numbers are
chosen.
A very different limitation comes in the form of memory constraints caused the
size of the matrices used in the Fourier transform. A rough estimation of the minimal
memory usage, M, to do an n-dimensional FFT with Nk points for every dimension,
can be calculated as
M = (Nk)nSC (7.4)
where SC is the memory size of a single complex number. This number is the storage
amount required to just store the individual G(k) values. Typically SC = 64bit =
8byte and with a memory size of 1 GB that limits the size to be Nk = 11180 for a 2
dimensional material, and with Nk scaling as the squareroot of the available memory
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FIGURE 7.1: Schematic of sequential fourier approach. Red compo-
nents are partially transformed. Green components are fully trans-
formed. The mi’s refer to the Fourier coefficient in the i’th dimension,
either before or after transformation. In k-space (before transforma-
tion) it will be the index of the sampled ki, where as in real-space (after
transformation), it will be the separation in terms of lattice vectors.
that leaves high memory machines with 64GB with only capacity to an 8 times higher
sampling rate. Of course this matrix is not the only thing in the memory, and with
other matrix operations having to be done, and the results also needing storage the
actual memory requirement will typically be aound 5 times higher in total putting
a stark limitation of the available Nk. For a 3-dimensional material this limitation is
much stricter as Nk only scales as the cube root of the memory size.
Further optimisation can be made making use of standard symmetries that are
can be present for multi dimensional periodic materials, meaning several Green’s
function elements can be identical, reducing the complete solution space. This is
especially relevant when using the sequential Fourier technique described below.
7.2.2 Sequential Fourier transforms
There does exist a method of trading speed of calculation for smaller memory re-
quirements. This is done by doing the full n-dimensional transform as a series of
1-dimensional Fourier transforms. The n-dimensional Fourier components can be
written as
G(m1a1, ..., mnan) = ∑
k1,...,kn
ei(m1a1·k1+...+mnan·kn)G(k1, ..., kn). (7.5)
We can introduce the partially transformed Green’s functions,
G(k1, ..., mjaj, ...,kn) =∑
kj
ei(mjaj·kj)G(k1, ..., kn) (7.6)
which remains a function of the other k’s for each value of rj. We can use a 1-
dimensional FFT to obtain the partially transformed Green’s functions for each set
of (k1, ..., k j−1, k j+1, ..., kn). Then save only the the component rj that we are inter-
ested in we reduce the problem to an (n− 1)-dimensional Fourier transform. Thus
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FIGURE 7.2: Schematic of benchmark method
we reduce the memory size of the problem by a factor of Nk but in order to get
the same information out we need to perform (Nk)n 1-dimensional FFT and Nk,
(N − 1)-dimensional FFTs and hence it drastically increases the number of oper-
ations needed. However the dimensionallity of the problem will only be 2 or 3,
and the increase of operations will be managable if one of the optimal numbers is
used for Nk, and we can increase Nk beyond the limitations caused by memory con-
straints. A schematic for the 2-dimensional case is shown in figure 7.1.
7.2.3 Advantages of FFT
Here we have touch on some of the advantages that FFTs have over direct numerical
intergration
• FFTs calculate many Fourier components at once.
• FFTs automatically filters out results with aliasing.
The first point is important because it, together with the efficiency of FFT algorithms,
massively reduces computational time. The second point is important because very
erronous results can come out of calculations with aliasing in the the Green’s func-
tions leading to artefacts in the physical properties that are calculated. Such prob-
lems can be difficult to catch if using a "black box" numerical integration method
which selects k-grids based on different criteria.
7.3 Convergence
One problem with convergence using patching methods, is that the relevant accu-
racy of the Green’s functions is very dependent on the physical quantity that is cal-
culated. Ideally one would want to go to so high sampling rates that the Green’s
functions themselves are converged, but such accuracy is not necessarily required.
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FIGURE 7.3: Graphene DOS found using FFT patching method with
separation m = n = 5, for different accuracy in k-space. The orange
line is indistinguishable from the DOS calculated directly from the
periodic Green’s function, and we will consider that converged.
Using the FFT method we will use the following benchmarking procedure in
order to show this difference in convergence criterea. The idea is to decouple two
unit cells separated by some periodicity vector RSep = (m1a1, ..., mnan) and recouple
them back to system using patching methods. A schematic of the method is shown
in figure 7.2. By removing two full unit cells we get all the relevant possible combi-
nations of start and finish sites.
We then calculate the Fourier transform and study parts of the spectral function
for this separation and their convergence in k-space. The off diagonal parts will be
relevant when considering transmission, bondcurrents and other scattering proper-
ties, and the diagonal parts for the density of states.
7.4 Graphene example
Here we use 1NN tight binding model graphene to show an example of the bench-
marking method. In the case of graphene the extra symmetries let us get away with
removing single atoms instead of full unit cells and still obtain the same information
The task is to remove two atoms on the same sublattice (sublattice B) separated
some R = (ma1, na2) from the graphene grid using equation (2.47), and then rein-
troduce them using the patching self-energy (eq. (2.43)), and study the effect on the
spectral functions and how quickly they converge.
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FIGURE 7.4: Convergence of graphene spectral function elements for
E = 1.5|t| found using FFT patching method with separation m =
n = 5. The x-axis is indexed using p, where Nk = 2p. The energy is
chosen so that the DOS was not yet converged for Nk = 1024 in that
point.



























































































where we have used the more compact notation of Gs1s2m,n , si, being the sublattice
indices.
We use the analytical expression for the 1NN Green’s function (equation (3.21)),
to sample the Green’s function in k-space. We use a regular Nk by Nk grid where
Nk = 2p and p is a positive integer. We then calculate the spectral function for the
device (a 2x2 matrix) a check the convergence as a function of Nk.
In order to have a familiar physical quantity to compare we study the DOS as
it converges as a function of energy which is plotted in figure 7.3 run with the 2
dimensional inverse FFT. In figure 7.4 we plot examples of convergence plots for
both the diagonal and off diagonal elements of the spectral density. For accuracy
beyond Nk = 212 = 4096, we use sequential Fourier transforms because of memory
constraints. We go up to an accuray of Nk = 215 = 32768 as the highest number in
the plot.
It is worth noting that the DOS in figure 7.3 looks converged already for p =
11 and that the diagonal spectral function varies very little in figure 7.4 after this
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point (around 3%), whereas the off diagonal part has not yet converged (it varies by
around 15%).
7.5 Summary and Conclusions
We have shown a robust method that can be used to generate the pristine sheet
Green’s function components between unit cells with large spatial separations, using
graphene as a calculational example. As long as a method to sample the Green’s
function of the pristine material in k-space exists, we can build a library and improve
it over time, so it can be used and reused for calculations on the same material. We
have also discussed the advantages of FFT over standard numerical integration and
why care should be taken when
In order to further demonstrate the viability of this method calculations with-
out analytical expression should be tried, in order to gauge if accurate results are
possible to generate converged Green’s functions within a reasonable time frame.
It is worth noting that we expect that the bottleneck will not be the Fourier trans-
forms themselves even if sequential Fourier transform are used, but rather the actual
sampling of the Green’s functions. This is especially true if more computationally
heavy methods such as density functional theory (DFT) are used.
We do expect this method to open up the possibility to calculate a new class
of systems using patching techniques, which was previously resevered to simple
graphene systems in the 1NN model.
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“A story has no beginning or end: arbitrarily one
chooses that moment of experience from which to look




The use of graphene devices with sublattice-asymmetric potential have exciting po-
tential for future applications both within the fields of electronics and valleytronics.
As shown throughout this thesis there is still much unexplored ground for these
systems that can be illuminated even using simple models.
Using Green’s functions methods in a tight binding model for graphene, we have
been able to calculate both very local effects, such as electronic density change in
the pressence of a single impurity and very large scale effects such as transmission
across hundreds of nanometers. By comparing with continuum models and effec-
tive models we have been able to bridge atomistic calculations with the macroscale
behaviour. These methods together have enabled us to investigate a number of in-
teresting systems with exotic properties.
The systems investigated in this thesis have the common factor that a major sym-
metry, namely the unit cell inversion symmetry, is broken. The effects of this sym-
metry breaking have turned out to be very stable in the pressence of disorder. The
two main effects we have seen due to the introduction of average Dirac mass term,
has been the opening of a bandgap and a chiral split of the valleys.
We started out by considering interfaces between sublattice domains which in
the continuum model was predicted to have chiral zero energy states, but in the
tight binding model shows differences when the exact boundary geometry is con-
sidered. A zigzag domain wall is predicted to still have a zero energy boundary
state, where as the armchair boundary states themselves are gapped. By doing an
ARPES simulation we could confirm the "local bands" near the boundary to be sim-
ilar to those predicted by the Dirac model at least for the zigzag boundary, whereas
the armchair boundary has the bands for both valleys projected on top of each other
leading to the opening of a gap.
Next we considered ribbon type geometries with disordered sublattice depen-
dent potentials. We studied the interaction between the between edge geomteries
and the predicted gap opening abilities of sublattice-asymmetry. It was already pre-
dicted that even low concentrations of substitutional nitrogen doping would lead
to gapped graphene if the distribution was sublattice-asymmetric, that retains high
electron mobility. We used a tight binding decription to demonstrate that the inter-
action with the edge geometry has a huge effect on electronic properties of ribbons,
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with these sublattice-asymmetric doping profiles and we showed that the electronic
properties themselves remain similar even in cases of less than perfect asymmetry.
In case of AGNRs the electronic are very similar to those of bulk graphene with
a large range of energies where the electronic density of states is depleted and a
corresponding gap opens in the transmission. For ZNGRs the properties are domi-
nated by impurity states near the edges which themselves have an inbuilt sublattice-
asymmetry. These states carries a quite quenched current through the ribbon for
energies that for AGNRs are gapped. These effects have relevance beyond nanorib-
bons since much of large scale graphene growth is based on CVD leading to grain
boundaries which has edge-like defects.
We also investigated domain walls for these disordered sublattice-asymmetric
doping distributions, where prefered the sublattice was changes and saw the ap-
pearence of mid gap metallic states similar to those for seen for domian walls be-
tween sublattice domains in gapped graphene sheets. This leaves possible applica-
tion within valleytronics for these channels as valley polarised channels that can be
made experimentally.
Wanting to further our understanding of sublattice-asymmetry in graphene led
us to investigating the effect of localised Dirac masses. We solved the problem of
a plane wave scattering off a circular dot in the Dirac approximation, and showed
that it lead to non-trivial valley specific patterns in the electronics of the scattered
states. Specifically we demonstrated the existence of large angular splits of the two
reflected valley currents, tunable with the use of a back gate. This allows dots of
this type to function as effective mass splitters that can be turned on and off using
external electronic controls.
We used a fully atomistic tight binding calculation in a dual probe setup to ver-
ify the results in the Dirac approximation. This was done using a Green’s functions
patching setup where the probes and the dot are patched into a pristine graphene
sheet. The atomistic model showed the same local behaviour as the Dirac approxi-
mation, even in the case of smoothened or disordered mass distributions, showing
the robustness of the valley specific effects of the mass dots.
As the patching method allows for local changes in otherwise pristine materials
to be probed using boundary self-energies, we wanted to extend the method be-
yond the use in the 1NN tight binding model for graphene. In order to do so, we
described a method utilising FFT algorithms to numerically calculate the Green’s
function matrix elements required for implementing patching methods. This pro-
vides alternative methods for calculating the effects of local disorder in periodic
systems, without computational artefacts from artifical boundary conditions, and
possibly much smaller system size requirements. It also opens up possibilities for
calculations in systems with multiple STM probes with large separations.
8.1 Outlook
The future prospects for both electronic and valleytronic devices based on graphene
with sublattice-asymmetry appears to be bright. The use of asymmetric doping to
enable gapped graphene materials which retains high mobility seems to be promis-
ing with the caveat that care should be taken to avoid problems due to edges or
boundaries. The topological boundary states that appears in domain walls in gapped
graphene and which seems to reappear along sublattice domain boundaries for suballtice-
asymmetric doping sohuld be further investigated in disordered systems, to see
wether the valley polarisation is kept from the idealised case.
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The possible use of localised masses has many degrees of freedom which can still
be explored. In particular the interaction betweeen the mass term, the static poten-
tial term and dot size leaves a large parameter space which might have interesting
resonances of which we do not yet know.
Even more interesting is the interaction between many mass dots which can be
explored in large scale calculations or experimentally. If the valley effects propagate
through an array of suchs mass dot, it could lead to large scale valley splitting de-
vices, which could be the foundation of valleytronic engineering using graphene as
a base material.
Finally we hope that the patching methods can be used in more widespread se-
lection of materials and systems. Especially with the FFT formalism discribed here
intersting new systems could be investigated computationally which could help





A large part of this ph.d. work has been efficient implementation of the models dis-
cussed in chapter 2. Both the tight binding and Dirac model implementation has
many subtleties that might be missed during implmentation, where the mathemat-
ical expression do not straight forwardly translate to computer code. The most im-
portant of these will be discussed in this appendix, as well as consesions or trade-offs
that have made.
A.1 Main computational resources
We start with discussing the main computational resources that we have available
and where trade offs have to made.
First we have CPU speed and the number of logical actions performed. In general
the CPU speed will be fixed, so the goal will be to minimise the number of oper-
ations to make calculation run as fast as possible, but under the constraints of the
other main resources. The second resource is memory, which will be the most com-
mon finite constraint that we will have to work around. In general there is a cost to
moving information to memory, so we want to keep as much relevant information
in memory while it is needed for the calculation. The most common trade off while
be speed/memory trade offs where we need to remove important variables from
memory, and even save them to the disk. This introduces third main resource which
is the I/O capacity and speed, refering to the disk read and write capabilities.
A.2 Implementing the patched tight binding model
The implementation of the tight binding model using the patching method to do
dual probe spectroscopy simulation on graphene systems has many of these subtle
challenges. In this section we go through some of the technical problems we faced
during the implementation phase of this ph.d. work.
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A.2.1 Calculating real space graphene Green’s functions
We used the analytical expression from chapter 3 to calculate the pristine graphene
Green’s functions. In order to do the fourier transforms needed, we use numerical
integration to find individual fourier components. The exact method used is C li-
brary called cubature, (https://github.com/bnaras/cubature), an adaptive multi-
variate integration over hypercubes. This method works quite well for smaller real-
space seperations, but for larger seperation the fast varying nature of the Fourier
terms, makes the integral convergence harder. This puts a hard limit on the maxi-
mum seperations we can calculate using this method, which due to memory limita-
tions has a hard cap on accuracy. As an alternative on can implement the FFT algo-
rithms where accurracy is much more dependent on the number of kpoints sampled,
which is constrainted by CPU speed instead of memory. Furthermore since the pris-
tine system remains constant a library of accurate results can be build using these
techniques.
A.2.2 Storage real space graphene Green’s functions
Building and storing a full library of Green’s functions turned out to be a non-trivial
task. We require that for each energy the library can be accesed, the relevant Green’s
functions extracted and any missing components should be identified, calculated
and stored for future use. One simple way to do this is to save each individual
Green’s function component for each energy in a seperate file, sorted in a systematic
way. This way the existence of the file indicates wether the component needs to be
calculated or not. This method does however put a large strain on the file indexing
system, as a large number of seperate small files is created, which puts a large strain
on both storage capacity, and especially the I/O capacity. In order to circumvent
this issue we developed (with help from ph.d. Søren Schou Gregersen) a C library
that efficiently stores, sorts and searches through n-dimensional tables. This way
we could instead save a single file for each energy. Since Green’s functions are only
needed for a single energy at the time the is optimum we reached for conserving
memory. In case of very large libraries on might need to further divide the files into
sections that deals with different sections of (m, n)−space.
A.2.3 Intermediate Green’s functions
As explained in section 2.7.3 several intermediate Green’s functions has to be calcu-
lated and saved. Due to the large possible cellsize a choice have to be made, namely
how many cells to keep in memory. We opted for the slightly slower but stable op-
tion to save each individual Green’s function for as long as they are need before
deleting them from the disk again. The puts the minimal amount of data in memory
at each time moving the stress to the I/O capcity instead.
A.2.4 Book-keeping
A major part of the implementation has been keeping track of individual sistes
through different numbering systems. Careful consideration should be taken when
deciding how to handle the different indexing of sites. First when a system is setup
each site will be naturally numbered in the list of all sites. All properties of a site
is associated with this number, be that position, potentials sublattice etc. When us-
ing the adaptive tridiagonalisation algorithm each site is assigned to a cell, and will
have numbering within that cell. We have to make sure that we have connection
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between this new numbering and the original properties, and that we keep track of
these properties in an effective manner. Further division can be reqiured if we want
to calculate e.g. the local k-space projections of the spectral density as was the case
for the mass dot, where we also divide the sites into a rectangular grid to calculate
the local Fourier transforms and thus we also have to keep track of which grid cell
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Recent experimental findings and theoretical predictions suggest that nitrogen-doped CVD-grown graphene
may give rise to electronic band gaps due to impurity distributions which favor segregation on a single sublattice.
Here, we demonstrate theoretically that such distributions lead to more complex behavior in the presence of
edges, where geometry determines whether electrons in the sample view the impurities as a gap-opening average
potential or as scatterers. Zigzag edges give rise to the latter case, and remove the electronic band gaps predicted
in extended graphene samples. We predict that such behavior will give rise to leakage near grain boundaries with a
similar geometry or in zigzag-edged etched devices. Furthermore, we examine the formation of one-dimensional
metallic channels at interfaces between different sublattice domains, which should be observable experimentally
and offer intriguing waveguiding possibilities.
DOI: 10.1103/PhysRevB.93.035446
I. INTRODUCTION
The high Fermi velocity and linear electronic dispersion
in graphene appear promising for electronic devices [1]. The
absence of an intrinsic band gap is a potential stumbling block
for many applications. A range of possibilities is being investi-
gated to redress this. Many involve geometric constraints in the
form of, e.g., finite-width nanoribbons [graphene nanoribbons
(GNRs)] [2] or periodic perforations [3]. An alternative route
is the manipulation of the atomic level structure. A hexagonal
graphene lattice is composed of two intersecting triangular
sublattices, A and B, shown by open and solid symbols,
respectively, in the top panels of Fig. 1. The equivalence of
these leads to a gapless band structure. A sublattice dependent
potential opens a band gap and gives mass to the charge
carriers. A possible implementation is to place graphene on
a substrate, such as hexagonal boron nitride (hBN), which
offers a potential varying on approximately the required length
scale [4]. However, the potential here is quite weak and lattice
mismatches give rise to larger scale moire´ features [5–7].
Recent experiments suggest another route to breaking
sublattice equivalence. Nitrogen-doped graphene grown by
chemical vapor deposition (CVD) can show unusual distribu-
tions of substitutional N atoms. Large domains are found with
N atoms primarily occupying a single sublattice [8–12]. This
behavior depends on growth conditions, and theoretical works
suggest possible mechanisms including preferential impurity
positioning relative to the edges during growth [13] and
interimpurity interactions in disordered ensembles [14,15].
Subsequent studies of N-doped graphene treated by high-
temperature annealing [16], and of graphene decorated by
hydrogen adatoms [17], suggest that asymmetric distributions
may also arise in other scenarios. Such doping leads to
different average potentials on each sublattice and is equivalent
to introducing an effective mass term. Extended graphene
sheets with sublattice-asymmetric impurity distributions are
predicted to display electronic and transport band gaps, and
electron-hole asymmetry in their conductivity [18–22].
*spow@nanotech.dtu.dk
In this paper we focus on nanoribbons with sublattice-
asymmetric doping. This is motivated both by the possibility
of etching [23] and transferring [24] devices from doped
graphene sheets and by the need to understand the interplay
between the effective mass term introduced by such doping
and effects induced by symmetry-breaking edges. This is
important since CVD-grown graphene contains extended
edgelike defects in the form of grain boundaries [25–28],
unlike bottom-up approaches which may allow the synthesis
of more precise geometries [29]. We are further motivated by
the strong dependence of GNR transport on edge geometry
and impurity distribution [30–43] and by sublattice dependent
features in carbon nanotubes [44,45]. We consider both
armchair- (AGNR) and zigzag- (ZGNR) edged ribbons, noting
the in-built sublattice asymmetry of ZGNRs due to sites along
one edge belonging to one sublattice. Similar behavior to bulk
graphene is found for AGNRs—namely, reliable electronic
and transport band gaps consistent with an average mass term
model. For ZGNRs, only a suppression of transmission is
found in the expected gap region and it is not accompanied
by a vanishing density of states (DOS). In particular, strong
finite DOS clusters remain along one ZGNR edge. This is
related to the position dependence of simple impurity bound
states near zigzag edges and is captured within a coherent
potential approximation (CPA) model. Finally, we investigate
interfaces between different sublattice domains and predict
that these should give rise to robust one-dimensional metallic
wires embedded within the gapped system, and which should
have features detectable by scanning tunneling microscopy
(STM).
II. MODELS
The electronic structure of graphene is well described by a
nearest-neighbor tight-binding Hamiltonian with a hopping
integral t = −2.7 eV. The use of this model is validated
in the Appendix, where key features from our results are
reproduced using a higher-order model. We take |t | as the unit
of energy and include substitutional N dopants by a change
of on-site energy  = −|t |. More accurate parametrizations
can be achieved [22,46,47], but the qualitative behavior
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described here is reasonably independent of impurity species
or parametrization. We will discuss the change in carrier
density induced by such dopants at the end of Sec. III below.
A general band dispersion is given by
±(k) = 12 (A + B) ± 12
√
(A − B)2 + 4t2|f (k)|2, (1)
where A (B) is the potential on the A (B) sublattice and
f (k) is a term arising from the sum of Bloch phases over
neighboring sites. For pristine graphene, A = B = 0.0, and
so ±(k) = ±t |f (k)|, which is gapless near E = 0. Uniformly
breaking the sublattice symmetry, by setting A = B , has three
effects on the band structure: (i) a band-center shift of A+B2 ,(ii) a direct band gap of magnitude |A − B | at the Dirac
points, and (iii) the breaking of the band linearity due to the
additive constant (A − B)2 in the square root. The quantity|A−B |
2 is called a mass term, and the dispersion of electrons
in the gapped systems is no longer linear or massless.
Transport quantities are calculated using recursive Green’s
function (GF) techniques [48]. Semi-infinite leads are con-
structed using an efficient decimation procedure [49] and
the zero-temperature conductance is given by [50] G =
2e2
h
T , where the transmission is calculated from T (E) =
Tr[GrRGaL], where i(E) (i = L,R) are the level width
matrices and Gr/a(E) is the retarded/advanced Green’s func-
tion of the device region. A configurational average is taken
for disordered systems to discern the overall trends. We also
examine the local density of states (LDOS), which at site i is
given by ρi(EF ) = − 1π Im[Grii(EF )]. The GFs required here
involve a double sweep through the device region [48].
Effective medium models are used to analyze the con-
figurationally averaged densities of states. The use of the
two different models below allows one to isolate effects
arising from an average disorder-induced potential or mass
term, and the effects of scattering from individual impurities.
Both models employ a first-nearest-neighbor (1NN) tight-
binding description which is perfectly periodic along the
ribbon direction. On-site energies within the repeated unit
cell are determined as described below. The virtual crystal
approximation (VCA) ignores scattering effects and simply
takes into account the new average potential felt by electrons.
In practice, this is done by introducing a self-energy to shift
on-site energies by c, where c is the doping concentration
and  is the shift caused by a single dopant [51]. For sublattice
dependent doping, this is generalized so that the self-energy
is sublattice dependent, x = cxx for x = A,B, due to cx
(and/or x) taking different values on each sublattice. This
new unit cell is then considered part of an infinite perfectly
periodic virtual crystal allowing us to calculate the Green’s
function and thus the density of states. The coherent potential
approximation (CPA) replaces this potential with a position
and energy dependent self-energy to include simple scattering
effects. This self-energy is found from the solution of the
self-consistent equation x = cxx(1 − (x − x)Geff)−1,
where Geff is the Green’s function of the new effective
medium [51,52]. Periodicity of the effective medium along
the ribbon direction can again be used to quickly calculate
the Green’s function and density of states. It can be shown
that the CPA includes simple scattering effects, but neglects
higher-order scattering terms. In this way features appearing
in the CPA, but not the VCA, arise due to the scattering effects
beyond an average potential but below higher-order cluster
effects, such as localization.
III. RESULTS AND DISCUSSION
We first calculate the transmission through both GNR types
for two disorder types—a completely random distribution
of impurities over all sites (symmetric) or a distribution
confined to only one sublattice (asymmetric). Figure 1 shows
transmissions through 101-AGNR (width ∼12 nm) [Fig. 1(a)]
and 100-ZGNR (width ∼21 nm) [Fig. 1(b)] systems. In the
absence of disorder, these ribbons are both metallic within
the nearest-neighbor tight-binding approximation. Results for
the initially semiconducting 100-AGNR are shown in the
Appendix.
The conductance of the pristine systems is shown by
the gray shaded areas and the averaged asymmetrically






































FIG. 1. Top: Schematics of a 6-AGNR and 4-ZGNR, with the
unit cells shown by the shaded areas and the A (B) sublattice
sites by open (solid) symbols. The index counts the dimer lines or
zigzag chains across the ribbon. The remaining panels show results
for a 101-AGNR (left) and a 100-ZGNR (right). (a) and (b) show
the (averaged) transmission through pristine systems (gray shading)
and also systems with 40 unit cells of sublattice-asymmetric (solid
red lines) and sublattice-symmetric disorder (blue dashed-dotted
line). (c) and (d) show the numerically averaged DOS of longer
systems with corresponding disorder profiles. (e) and (f) show the
numerically averaged DOS for the fully asymmetric case (black
symbols) compared to VCA (orange) and CPA (green, dashed)
model calculations. The concentration of N atoms for all disordered
cases is 5%.
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lines. Configurational averages over 100 instances of disorder
through device regions 40 unit cells long (17 nm for AGNR,
10 nm for ZGNR) are shown. Impurity concentrations are
cA = 0.05,cB = 0.05 (cA = 0.1,cB = 0.0) for the symmetric
(asymmetric) cases, where cA/B is the concentration on a given
sublattice. Note that the asymmetric case corresponds to a
random replacement of 10% of sublattice A carbon atoms
with nitrogen atoms within the disordered region, for a total
nitrogen concentration of 5% as the B sublattice is unaltered.
The total concentration of nitrogen is thus the same for both
cases.
For AGNRs, asymmetric disorder opens a band gap with
sharp edges on the hole side of the spectrum, in contrast to
symmetric disorder where very little transmission suppression
is seen. The persistence of the T = 1 plateau in the symmetric
case has been observed previously [34]. In general, AGNRs are
more sensitive to edge disorders than the bulk substitutional
disorder considered here [31,41]. The transport gap for
asymmetric doping has a corresponding electronic band gap,
clearly visible in the averaged DOS plot in Fig. 1(c). This
shows an average over the central 800 cells of a disordered
region with a total length of 1000 unit cells. The appearance
of this band gap is consistent with the results for similarly
doped extended graphene sheets [22]. A comparison of the
numerically averaged DOS to results from the VCA and
CPA models is shown for the fully asymmetric case in
Fig. 1(e). Good agreement between the VCA and numerical
results is seen within the gap and on the electron side, while
poor agreement is seen on the hole side. The VCA also
overestimates the band gap, which is somewhat smaller than
the value cA = 0.1|t | given by a uniform mass term. These
discrepancies are almost entirely corrected by the CPA, where
excellent agreement is seen over the entire energy range.
The accuracy of the VCA at the gap and electron-side
energies suggests that the main effect of disorder here is
not scattering, but rather an averaged potential landscape
with a sublattice dependent mass term. The unimportance of
scattering effects here is also apparent in the transmission
shown in Fig. 1(a), where the asymmetric disorder only
induces minor quenching of transmission at these energies.
Conversely, the failure of the VCA and success of the CPA on
the hole side suggest that scattering plays a more important role
here. This is further evidenced by the hole-side transmission,
which is significantly reduced relative to the pristine case and
has its plateau features almost completely smeared out. This
electron-hole asymmetry is consistent with results in graphene
sheets, where reduced mobility on the hole side is associated
with a pseudospin polarization giving a higher occupation
of the undoped (doped) sublattice on the electron (hole)
side [22]. We have confirmed that this feature is also present
in the AGNR case by examining the sublattice dependent
averaged DOS. The reduced gap size compared to the VCA
prediction is in line with a sublinear gap dependence found
in graphene sheets [18,22]. We have varied the concentration
and find agreement with the EG ∼ c0.75A scaling previously
reported [22].
The right-hand side panels of Fig. 1 show that many of
the features discussed above are radically altered for zigzag-
edged systems. Transmission suppression is observed in the
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FIG. 2. Transmissions for 101-AGNR (left) and 100-ZGNR
systems with 80 unit cells of asymmetric disorder. Results are shown
for both fully (red, solid) and partially (turquoise, dashed) asymmetric
distributions of impurities.
sharply defined band-gap edges. Furthermore, a significant
DOS is noted throughout the expected band gap [Fig. 1(d)]. It
is thus unsurprising that the VCA [Fig. 1(f)] fails to capture
the DOS features at these energies, since this model always
gives a band gap. However, it does capture the low-energy
electron-side behavior quite well, including the sharp peak at
E = 0. This peak is associated with states localized on the edge
atoms of a ZGNR. It is doubly degenerate in pristine ribbons, as
the states on each ribbon edge, although belonging to opposite
sublattices, are equivalent. Adding a uniform mass term breaks
this degeneracy and the peak splits into two, which reside at
the band-gap edges, at energies corresponding to the on sites
of each sublattice. This is seen for the VCA result, but the
peak atE = −0.1|t |, associated with the N-doped sublattice, is
absent in the numerical results and only the undoped sublattice
peak remains. The CPA once again restores the features absent
within the VCA, suggesting that the finite DOS in the expected
band gap is due to scattering processes dominating over a
gap-opening average potential.
To verify the robustness of the gap-opening feature, we
consider the case of less than perfect sublattice asymmetry.
Figure 2 shows the transmissions through systems analogous
to those in Figs. 1(a) and 1(b), but with 75% of N atoms
on sublattice A and 25% on sublattice B. Curves for a
fully asymmetric case are shown for comparison. For partial
asymmetry, we note a clear band-gap formation for the AGNR
case, whereas transmission suppression without a clear band
gap is still present for the ZGNR case. The AGNR band
gap is shifted away from E = 0, unlike that of the perfectly
asymmetric case, as the band-center shift and mass terms
entering in Eq. (1) are no longer equal. Band-gap formation at
this level of asymmetry is promising for realizing such a gap
experimentally, as samples with over 90% asymmetry have
been reported [11].
To further explore the differences between armchair- and
zigzag-edged geometries, we show LDOS maps for a single,
fully asymmetric disorder configuration of each in Fig. 3. The
maps are taken at an energy in the middle of the expected
band gap. The LDOS decays quickly as we move into the
disordered region of an AGNR. This decay is also uniform
across the ribbon width. For the ZGNR, the LDOS vanishes
throughout most of the system. However, large clusters of
finite density remain along the bottom edge of the ribbon,
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FIG. 3. LDOS maps of a disordered 101-AGNR (top) and 100-
ZGNR (bottom) at E = −0.04|t |. The impurities are entirely on the
A sublattice, corresponding to the bottom edge of the ZGNR, where
a nonvanishing DOS is evident.
which is associated with the doped sublattice. This suggests
an interplay between the doping of a particular sublattice and
the proximity of a zigzag edge of the same sublattice. The
reproduction of averaged DOS features within the CPA model
suggests that this effect can be explained in terms of single
scattering processes, and so we now examine individual N
dopants in a ZGNR.
Figure 4(a) shows a few possible sites for a single N atom
near the edge of a 50-ZGNR. The sites represented by red and
green circles are on the edge sublattice, whereas the blue site is
not. Figures 4(b) and 4(c) show that impurity sites on the edge
sublattice give rise to conductance dips and corresponding
DOS peaks in the low-energy window shown here. These fea-
tures, associated with antiresonances formed by the impurity,
have been studied previously in GNRs [30,41]. Symmetry-
breaking edges result in a strong position dependence of the
antiresonance energies. Interestingly, sites near a ZGNR edge
and of the same sublattice type can give rise to features at
energies within the expected band gap, whereas those on the
opposite sublattice (and sites in AGNRs) result in features at
energies far outside this window. In Figs. 4(d)–4(f) the change
in LDOS near three of these sites is mapped. For Figs. 4(d)
































FIG. 4. The transmission (b) and averaged DOS (c) for a 50-
ZGNR with a single N impurity located at each of the sites shown by
the symbol of the same color in (a). (d)–(f) map the change in LDOS
near the three possible impurity locations, taken at (d) E = −0.05|t |
and (e), (f) E = −0.02|t |.
choose the DOS peak energy and note a significant triangular
region of increased DOS near the impurity locations at the
bottom edge. For the opposite-sublattice impurity site in
Fig. 4(e), we choose the same energy as Fig. 4(f), and note
that no such feature is visible and the DOS barely differs
from that of a pristine ribbon. Consequently, electrons in
this energy range are scattered by impurities located on the
same sublattice as the edge, and not by those on the opposite
sublattice. Returning to asymmetrically disordered ZGNRs,
we can understand the finite DOS in the expected band gap
[Fig. 1(d)] as the average of many single impurity peaks at
different energies and corresponding to A-sublattice impurities
at different locations near the bottom edge. Away from this
edge, the density of states vanishes, as shown in Fig. 3, because
the net effect of the doping here is an average mass term and not
scattering from impurity states. This is confirmed further by
examining the position dependence of the CPA self-energyA,
which in AGNRs takes a real and quite uniform value slightly
smaller than cA. This is also true across much of a ZGNR,
except near the edge associated with the doped sublattice,
where A becomes complex and its real part varies drastically
from cA. The VCA is unable to explain behavior near this
edge, as the net effect of the doping is no longer an effective
mass term. Increasing the device length will lead to a transport
gap as we enter the localization regime. However, this gap
is unrelated to the effective mass term or a DOS gap, and is
similar to the behavior observed for ZGNRs with symmetric
doping.
The breakdown of the band gap in asymmetrically doped
graphene near a zigzag edge may have interesting conse-
quences beyond GNR devices. Grain boundaries can have
geometries similar to zigzag edges and break the lattice
symmetry in the same manner [25]. Thus CVD-grown systems
may experience leakage near these boundaries. Another
relevant interface is that between neighboring regions with
doping on opposite sublattices. These have been mapped
experimentally [11], and in Fig. 5 we consider an AGNR
with a sublattice interface running parallel to the edge so that
only the A (B) sublattice is doped in the bottom (top) of the
device. Near the boundary the average mass term switches
sign, closing the band gap and resulting in states confined
near the interface [53]. This is confirmed in the LDOS maps
in Fig. 5, shown for systems with both sudden [Fig. 5(a)] and
gradual [Fig. 5(b)] interfaces where the impurity concentration
changes linearly from one sublattice to the other over 4 or
20 atoms, respectively. In both cases we note a large, finite
DOS running along the interface and decaying away from it.
Furthermore, this regions acts as a propagating channel, as is
clear from Fig. 5(c), where a finite transmission is noted across
the band-gap region of a single domain device.
Electron doping by nitrogen impurities shifts the Fermi
energy EF relative to any gap. Accessing the gap region exper-
imentally will involve the application of a gate voltage. While
accurate electron counting can be performed within density
functional theory (DFT) calculations [22] for single impurities
or small disordered regions, this is not feasible for the system
sizes considered here or in experiment. Nonetheless, the
charge density fluctuation can be approximated from δn ∼
ED(cA+cB )ρC
2 , where ED ≈ 0.4 is the average doping efficiency
of nitrogen in GNRs [47] and ρC is the density of lattice sites in
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FIG. 5. LDOS maps of asymmetrically doped 200-AGNRs with
(a) sudden or (b) gradual sublattice interfaces running along the center
of the ribbon, taken at E = −0.04|t |. (c) shows the transmissions for
these systems compared to one with a single domain.
graphene. For cA = 0.1, we find δn ∼ 7.6 × 1013 cm−2, just
inside the range of the most advanced gating methods [54].
cA = 0.02 gives a more realistic δn ∼ 1.5 × 1013 cm−2, while
yielding EG ∼ 50–200 meV. Gaps from lower concentrations,
while too small for applications, still allow experimental
verification of our results. It is also possible to shift EF nearer
the gap by codoping with a symmetrically distributedp dopant,
at the cost of reducing transmission outside the band gap.
IV. CONCLUSIONS
Our results highlight the importance of edge geometry
in doped graphene nanoribbons. The band gap predicted
for sublattice asymmetrically doped graphene is sensitive to
the presence of zigzag edges, where a gap-opening average
potential is no longer the dominant effect of disorder. Instead,
impurity bound states within the expected band gap, associated
with the edge sublattice, lead to a finite DOS and propaga-
tion, albeit scattered, along the edge. A band-gap opening,
similar to that in graphene sheets, is observed for armchair
edges. The sensitivity of gap opening to edge geometry is
relevant beyond ribbon devices. The majority of samples with
sublattice-asymmetric disorder are grown by CVD, which
gives rise to edgelike defects in the form of grain boundaries.
Since these can have zigzag-edge-like symmetries, we expect
similar leakage near grain boundaries in asymmetrically doped
polycrystalline graphene sheets. This may make it difficult
to verify experimentally the band gaps predicted for such
systems. Finally, we show the formation of one-dimensional
metallic wire behavior at the interface between two regions
with doping on opposite sublattices. Such interfaces are
present in experimental systems, and the features we predict
should be observable to STM measurements. These channels
present waveguiding possibilities as, away from defects or
edges, leakage is prevented by the gapped region surrounding
them.
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APPENDIX: COMPARISON OF FIRST- AND
THIRD-NEAREST-NEIGHBOR TIGHT-BINDING RESULTS
To check the validity of the first-nearest-neighbor tight-
binding approximation (1NN) for our systems, we compare
the transmissions of pristine and asymmetrically disordered
nanoribbons calculated with both this model, and with a
more complete third-nearest-neighbor (3NN) description of
graphene. (See Fig. 6.) We also consider a 100-AGNR which
is semiconducting within a 1NN description in the absence
of dopants. The 1NN results are based on the system in
Figs. 1(a) and 1(b), where a constant value of t = −2.7 eV is
used throughout the system to describe the hopping parameter
between nearest-neighbor sites. The 3NN results are calculated
using the same relative second- and third-neighbor hoppings
for pristine graphene as in Ref. [22]. For both models,
we use a simple on-site shift of  = −|t | to represent an
impurity. Larger values of , suggested elsewhere in the
literature [22,46] for nitrogen, would enhance the features
discussed in this work due to the scaling of the effective mass











































































FIG. 6. Transmissions for pristine (top) and asymmetrically
disordered (bottom) ribbons using both 1NN (solid, black curves) and
3NN (red, dashed curves) models. The 1NN results for the 101-AGNR
and 100-ZGNR are reproduced from the main text, whereas the
100-AGNR case represents an initially semiconducting ribbon within
the 1NN model.
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For AGNRs we note that the 1NN model captures all the
main features, with the exception of the previously reported
small band gap for pristine 101-AGNRs. We also note the
band-gap opening induced by asymmetric disorder occurs
regardless of the metallic or semiconducting nature of the
corresponding pristine ribbon. The higher transmission values
for pristine ZGNRs at low electron-side energies are due
to the zero-energy peak no longer remaining dispersionless
within the 3NN model. This has been reported previously
in the literature [38]. We note that the key result discussed
in our paper, namely, the band-gap opening or transmis-
sion suppression at low hole-side energies in asymmetri-
cally doped systems, are perfectly described by the 1NN
model.
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