This paper introduces the Radio Leashing Problem and presents a control system to solve the problem for a single unmanned aircraft. The leashing problem as presented in this paper is to electronically tether an unmanned vehicle to one ore more radio nodes so that it may act as a communication repeater between them in a multi-hop network. The method proposed in this paper solves the leashing problem using only local measurements of network performance and assumes no knowledge of the node locations or on the RF propagation environment. This paper addresses two specific concepts that are not seen in literature: (i) the formulation of a control strategy based only upon received radio statistics, and (ii) utilizing the motion of a single aircraft to gain further information about the local RF environment. In this work, the signal-to-noise ratio for each individual link is the only input into a high-level control system. Due to the orbital motion of the aircraft, a gradient of the signal-to-noise field can be measured, and is used to control the motion of an orbit center point as well as provide a directional estimate of the transmitting node's location from the aircraft. 
I. Introduction
Unmanned aircraft offer a significant advantage over manned aircraft in missions that are often characterized as "dull, dirty, and dangerous." [1] While there are numerous missions that can benefit from the use of an individual unmanned aerial vehicle (UAV), using a networked team of air and ground vehicles can lead to superior mission performance and resource utilization. Efficient, reliable, low latency communication is required to fully realize and utilize the benefits of networked multi-vehicle teams, however, communication performance beyond position based graph theoretic analysis is generally not considered when designing and implementing team control algorithms. Due to environmental effects, positioning a vehicle at a certain point does not provide any guarantees on communication performance and connectedness of a wireless network in a non-simulated environment. Thus, a non-position based method of maintaining a measure of network performance within the team of vehicles is required to maintain the designed performance and capabilities of the team.
This paper introduces the "radio leashing" problem for an unmanned aircraft. The leashing problem presented in this paper is to electronically tether an UAV to one ore more radio nodes so that it may act as a communication repeater among the nodes, keeping them connected in a multi-hop network. Shown in Figure 1 is the over-the-hill communication problem where the UAV in the middle is acting as a relay from the sensing UAV (on the right) back to a ground station (on the left). Though the figure shows a leashing UAV connecting a sensing UAV to a ground station, in the leashing problem there is no requirement on types of nodes that are communicating, or on their mobility. Repeating the idea of leashing among a linear string of UAVs leads to a leashed chain of vehicles that can provide a long-range communications link back to the ground station.
Figure 1. The Over-the-Hill Leashing problem
This problem is of interest in several UAV applications, such as remote sensing and convoy following, where communication is required between nodes that would otherwise not be able to communicate because of range constraints or line-of-site obstructions. At the University of Colorado, this problem is of interest for the Ad Hoc UAV Ground Network (AUGNet) [2] project that combines airborne UAV radio nodes with fixed and mobile ground nodes. AUGNet is a communication concept that combines UAVs with ad hoc wireless networking in a fullscale testbed. For the project, IEEE 802.11b (WiFi) radios where used with an in-house implementation of the Dynamic Source Routing (DSR) [3] ad hoc networking protocol on embedded Linux computers. The AUGNet tests were specifically setup to explore throughput, connectivity, congestion, mobility, node failure and communication range in a network of ground and aerial nodes using common 802.11 hardware. It was shown in the project that in a UAV supported network the UAVs provided shorter routes that had better throughput than a similar ground-based only network. The project also showed that when ground nodes had poor or intermittent connection that the UAV could act as an airborne repeater to improve connectivity and throughput. However, experience from the project has shown that flying the airplane in a circular orbit in the geometric center of the two nodes does not guarantee connection to both nodes, or that the link quality from the UAV to each of the nodes is balanced. Thus, it was determined that the UAV will need to determine autonomously where to orbit about to maintain and balance the individual communication links, based on the performance of the communication links and not the position of the individual nodes.
The remainder of this paper is organized as follows: In Section II, related work is presented and compared with the approach taken in this paper. In Section III, the formulation of the leashing problem is posed with models of UAV motion and the SNR field. Section IV introduces the controllers presented in this work and Section V presents simulations of the controllers. The paper is concluded and future work is discussed in Section VI.
II. Related Work
While there has been significant work in UAV team control (and distributed robotic teams in general) requiring network communications [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , little work includes communications as a control objective [17] [18] [19] . Only one piece of work [18] has been found that uses mobility to specifically improve a network performance objective (as opposed to connectedness). Goldenberg et al. present a self-adaptive distributed control scheme to obtain desirable network American Institute of Aeronautics and Astronautics properties such as connectivity, coverage, and power efficiency based solely on node position (GPS location) [18] . They have shown in simulation that their control algorithm can guide nodes within the network to an optimal routing configuration in which communication uses as little as 50% of the energy initially required at the start of the simulation. In addition, they have shown that their controller will maintain connectivity between relay nodes by showing that the distance between any two nodes will only decrease when their controller is used.
Fundamental to their control scheme is the assumption that an energy optimal position of relay nodes must lie entirely on the line between the source and destination. With this assumption, the only input into their control algorithm is the position of one's neighbors, resulting in nodes moving towards this line. In a physical environment, this is not a valid assumption since a concentrated noise source will cause the energy optimal point to move from this line and is dependent upon the location and power of the noise source as well as the communicating nodes. Since the controllers presented in the leashing application below are not position based, an optimal placement is found regardless of the noise environment and node locations.
III. Leashing Problem Formulation
The leashing problem is to tether an UAV to one ore more radio nodes so that it may act as a communication repeater among the nodes. In the problem formulation it is assumed that the radio on the leashed UAV is able to collect information about the received signals such as bandwidth, signal-to-noise ratio (SNR) and packet delays and that the UAV does not have knowledge about the position of the communicating nodes. Thus, only statistics collected by the radio can be used by the leashing UAV to maintain the links autonomously.
Although numerous communication statistics such as bandwidth usage, packet delay, and power usage are generally measured and known, in this work only the signal-to-noise ratio (SNR) of the communication link is considered. There are several advantages to using the SNR instead of the received power or local throughputs. This is because the SNR provides a robust indicator of the available bandwidth and quality of each link [20] , even in the presence of non-uniform disturbances. Furthermore, because of the continuous motion of the UAV additional information about the SNR field, as opposed to the value itself, can be measured and used as input into the control system to achieve different objectives.
A. UAV Motion
Each UAV is assumed to follow Dubin's car model [21] , traveling at a constant speed and altitude with a bounded turn rate. In this system, a UAV at any time can be specified by its coordinates (x(t), y(t), z(t), ψ(t)), and is governed by the following equations:
where the control input and flight speed are bounded, i.e. |u| ≤ ω max . The discrete versions of (1) 
Equation 2 is fundamental in understanding the path gradient of the SNR field in that it relates the sampling interval of the control system to the direction in which a change in the SNR is sensed. That is to say, that information about the SNR field is only known along the direction given by (2), which is determined by the motion of the UAV and the sampling rate. Thus, (2) provides the relation of the UAV dynamics and sampling rate to the angular resolution of the SNR gradient field measurements.
B. SNR Model
In the general case, the transmission power of each node is not necessarily equal and the received signal strength is directionally dependent. For any two nodes i and j, the power received at node j from i's transmission is:
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where α > 2 is the exponential decay of the signal; α = 2 is the ideal propagation model in free space.
represents the directional gain of the link and is dependent upon the gain patterns of each antenna, the orientation of each antenna, the distance and direction between the two, and the quality of the radio electronics used by each node. The noise
v that a receiver has on its input is also dependent upon the quality of the receiver in addition to the noise temperature, and the local RF environment of the node. The signal-to-noise ratio at node j of i's transmitted signal is:
The noise, as presented here, can also include affects from jamming or in the case a node becomes faulty and continuously transmits on the channel. To simplify analysis, it is generally assumed that α = 2,
for all links within a network. Recent experience in the AUGNet project has shown this to be an invalid assumption in a physical system, especially in UAV networks. Since the controllers presented in the paper operate on the received SNR only and not on position or range, these assumptions are not needed. However, some insight into the control problem can be gained by working with the general propagation model. Specifically, with the assumptions
the vector gradient of the SNR field in polar coordinates is found to be:
From (5) it is seen that the magnitude of the gradient is proportional to the SNR at the current location. If α is known, either through tests or assumption, then the gradient at any point can be scaled to a uniform magnitude. For a controller this knowledge is beneficial since the control gains can be made to be independent of the radial distance from the node. If the vehicle is traveling in the direction of maximum gradient, then estimates of α and G = K 0 /N 0 can be made from the change in SNR measurements. At a time t, the UAV (node j) receives a transmission from node i and measures the SNR to be ( ) ( ) ( ) (
, where the index j has been removed, as shown in Fig. 2 . At the next communication time t+T c , where T c is time varying, the SNR is measured to be S(t+T c ). The time rate of change of this signal is related to the path of the UAV and the location of the UAV. Let
represent the change in the SNR as measure by the UAV over the communication time step k. Then, the discrete time approximation using backward difference is: 
where k S ∇ is some average of the gradient vector over the positions of the node at time k and k-1, and <,> is the inner product (dot) operator. Equation (6) provides the relation of UAV motion, the gradient of the SNR field, and the SNR values as measured by the UAV.
IV. UAV Steering Controller
In general, the control algorithm for the leashing problem will need to take into account several network and UAV (local and neighbor) related performance parameters in combination to achieve truly optimal results. For the American Institute of Aeronautics and Astronautics controllers presented below, the only input into the system is the measured SNR and the only output is a turn rate command. Three different controllers are presented: constant SNR orbit, maximum SNR gradient ascent and finally maximizing equal SNR. Of these, the first two are for a single vehicle and a single radio transmitter; the third control problem is for equalizing the SNR from multiple transmitters while maximizing this value. Though the first two controllers do not lead to a chain of nodes, they are needed to accomplish the different phases, or variations, of the leashing problem. Though it is generally assumed that there will be multiple transmitters to link, in the case that there is only one transmitter and the UAV needs to communicate with it over time, then the constant SNR orbit controller will put the plane in orbit of the node at a desired SNR. When the UAV is assigned to communicate to this node, the first task of the UAV will generally be to head towards the transmitter to increase the SNR to a desired value. In this phase of the task, the maximum SNR gradient ascent controller is used to follow a path that maximizes (or minimizes) the measured gradient of the SNR field which results in a direct path towards the transmitter.
A. Constant SNR Orbit
The goal of this controller is to control the motion of the UAV to maintain some desired SNR from a specified node. This type of controller is valid, for example, in a scenario where the UAV is tasked to be a repeater for a ground node in mountainous or urban environments. In these environments, LOS communication to an aircraft from a ground node is blocked at low elevation angles due to buildings (mountains). To maintain reliable communications to the ground node in these environments requires the UAV to maintain position above the node. Since the aircraft flies above the ground environment, the LOS communication to the forwarding node is generally not obstructed, thus this controller trades off SNR to the forwarding node to maintain a reliable connection to the ground node. In the presentation of this controller, it is assumed that there is only one transmitting node for which to orbit about. However, since the controller only operates on a measured SNR field, this assumption is not limiting in that it can be removed, as discussed below, without modification to the controller.
Holding a constant SNR is equivalent to driving the time derivative along the path to zero, or from (6), driving the ΔS i to zero. If the generic propagation model is assumed with
where r i is the magnitude of i . Thus, in this scenario it is seen that holding a constant SNR reduces to orbiting the node at a specified radius. However, if the assumptions of K r v 0 and N 0 are invalid, as is the case in a physical system, then a controller based only on position such as presented in [18] will not maintain proper communication performance as claimed. The discrete controller given below is used to drive the UAV along a path of constant SNR at a desired SNR level, S d .
where K (.) represents the proportional, integral and derivative gains and are dependent upon the desired orbital motion being clockwise or counter-clockwise. The input error signal is chosen to be:
Since the error function is chosen to be a difference of a difference, measurement noise of the SNR becomes important and a suitable filter is required on the error signal to remove high frequency content. The integral part of the controller uses the difference between the measured SNR and the desired value as opposed to the error function. A large K D and a small K I will lead to a controller that will initially begin to follow a SNR contour, and over time spirals towards the desired SNR value.
Though this controller assumes only a single transmitting node, the controller can be made to orbit two closely spaced nodes by adding the measured SNR from each node and using the added value as input into the controller. The controller will then follow the combined SNR contour. The main difference is that the contours are no longer necessarily circular. Depending upon the node spacing and the desired SNR, the contour can go from an oval to a figure-8. Since the combined field does allow the UAV to get closer to one node (higher SNR) than the other, the communication performance to the farther node will be degraded. Thus, this controller is used only in the very specific application of maintaining constant SNR to a single node.
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B. Maximum SNR Gradient Ascent
In this controller, the goal is to direct the UAV to fly along the direction of maximum gradient of the SNR field. This controller is used in the initial phase of the leashing problem, when the UAV is first assigned the task, since in general the UAV will not be near the nodes of interest. Thus, the current SNR will be small and the UAV will need to fly towards the desired SNR. This controller thus drives the UAV in an optimal direction towards the nodes. As the UAV approaches the desired SNR, then the controller is transitioned from the maximum gradient ascent to the constant SNR orbit controller. In contrast to the controller used to follow a constant gradient, a geometric approach is presented for this controller.
This controller is separated into two phases: maximum gradient search, and maximum gradient ascent. In the search phase, the UAV attempts to measure the maximum gradient. Since this value is dependent upon distance, the normalized gradient (5) is used. Once an estimate of the value and direction of the normalized gradient are found, the controller switches to the second phase to fly the plane along the normalized gradient.
In the maximum gradient search phase, the UAV flies in circles, specified by a predetermined turn rate, ω, until the maximum change in the normalized SNR, ΔS max , is obtained. When the maximum value is found, the UAV switches to the gradient ascent phase. In this phase, the controller generates the output based on an estimate of the angle between the maximum gradient direction and the current heading. Since the path gradient involves the dot product, an angle between the maximum gradient direction and the direction of travel can be found.
Due to the nature of the problem, only positive values of the angle error are obtained from this formula. To make this a proper error function for a controller, directionality must be determined for ψ e . The directionality of the error is found by using the direction of the control over the last few time steps as well as the change of ψ e over the past few steps. A discrete PID controller is used to generate the control input based on the ψ e , where e i =ψ e , and is given as:
Again, this controller is presented in the application of a single UAV and a single node. By modifying the measured SNR to be the additive sum of the SNR collected from nodes of interest, the controller will follow the maximum gradient contour of the combined field. When the UAV is far from all nodes of interest, the gradient direction will be towards the center of the nodes. As the UAV comes close to a node however, the gradient ascent will look to climb this peak. Thus, this controller should only be used for multiple nodes when it is sufficiently far away. As the UAV approaches the chain, then the Equalizing SNR controller should be used.
C. Maximizing Equal SNR
When a UAV is used to link two or more nodes, then equalizing the SNR from each node is equivalent to equalizing the available bandwidth of each link. In the general application of the leashing problem, it is convenient to think of controlling the motion of a point mass as opposed to directly controlling the motion of the vehicle. In the chained leashing problem, the final location of the controlled point mass represents the point where all of the SNR are balanced and maximized. By considering the motion of a control point, this controller can be applied to several types of vehicles such as helicopters, ground vehicles, and autonomous underwater vehicles as well as aircraft where the control point is tracked by a lower level control system on the vehicle. In the application of aircraft, the control point is used to represent the point that the aircraft orbits about.
For this controller, the orbital point (control point) is treated as point mass, requiring forces to be generated that move the location of the point. A model of a point mass is used to enforce smoothness, acceleration, and velocity constraints upon the motion of the point. The forces that are applied to the orbit center are generated from the gradient vectors of the SNR fields for each node. Though the UAV can only measure the gradient of the field along the direction of travel, a gradient vector that points to a node can be generated since the UAV is in a tight orbit. Because of the orbital motion of the UAV, the sum of path gradients over a half orbit will point in the direction of the true gradient at the orbit center. Specifically, if the path gradients are summed from the time the UAV measures a maximum ΔS to the time the minimum ΔS is found, then the part of the path gradient that is perpendicular to the actual gradient are summed out. The direction of the gradient from the UAV to each node i is given as i G v , shown in (12) where the summation is over a half orbit and i g v is the measured path gradient of the SNR for each node.
Though the summation provides the correct direction, the magnitude is not correct. To provide the correct magnitude, i G v is scaled by the maximum measured gradient, i S Δ , for each link. With i G v determined, the force applied to the center point based on this link is
where K i is a scaling factor given as:
Summing the forces over all links and dividing by the point mass provides the total acceleration of the orbit center. If desired, or needed for performance, an additional frictional force proportional to the orbit point velocity can be added.
There are situations in which this control algorithm, though successful in providing equal SNR to each node, does not guarantee that the nodes are actually connected through a high quality link. For example, when the two nodes that are to be connected are sufficiently far apart, the receiver on the UAV can sense the transmission and measure the SNR but the SNR may be so small no link is actually established. In this case, the UAV has several options on how to proceed. It is initially proposed that the UAV will choose a node to connect with and flies towards that node. Once a certain SNR level is reached with the node, the UAV begins to simply orbit for a specified amount of time. This time is dependent upon several factors, but is mainly determined by the amount of data that needs to be transferred between the UAV and node. Once the time expires, the UAV follows a path towards the other node until a desired SNR level with that node is obtained. The UAV again enters a tight orbit until all of the forwarding data from the previous node has been transmitted, and any new information from this node is gathered.
V. Simulation Results
Simulations of the above controllers have been implemented to study their behavior and to gain some insight into possible changes or improvements of the controllers. In the initial simulations that have been performed, only a single UAV has been used with multiple transmitters.
In the simulations, the UAV is given a flight speed of V T = 25 m/s and has a limited turn rate of ω max = 0.679 rad/s due to a limited bank angle of 60°. To simplify the simulation, a generic radio model is used where α = 2, K 0 = 1 W/m 2 and where
v represents noise seen by the UAV at its current position due to the local environment. In the simulations presented below, it is assumed that the noise source is a faulty radio so that ) ( ) (
, where l is the index to the faulty node, and the generic power model (3) can be used. Initially, a transmitting node is placed at the origin of a 1 km x 1 km simulation environment. A second transmitter is placed at x=200 m and y=200 m and acts as a noise source. This causes the contour lines of the SNR field to change as shown in Fig. 3 . In the plot, the contour lines are shown for SNR contours for every 100 m range from the transmitting node. The desired SNR for which to orbit the node at is indicated in the figure as the red contour.
A. Constant SNR Orbit
In Fig. 3 , the UAV was randomly placed near the noisy node, marked by the 'x', and is being controlled by the constant SNR controller with no integral control. The plot shows that the UAV eventually gets on and follows a constant SNR contour The oscillation about the SNR contour is due to the low sampling rate of the SNR field in addition to the gains chosen. With further simulations, the controller can be properly tuned to remove these oscillations.
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B. Maximum Gradient Ascent
The path of the gradient ascent algorithm is shown in Fig. 4 . Though not shown, the simulation environment for this plot is the same as above, but the UAV was randomly placed in the far bottom-left corner of the environment. The two phases of the controller can be seen in the image. Again, the first phase of the controller is to simply orbit until the maximum gradient has been measured. The second phase then begins, using this number to determine a heading angle error. The path of the UAV in the gradient ascent shows that with the gains used in this simulation that the UAV holds the orbit for too long after measuring the maximum gradient. However, the UAV eventually turns in a smooth path towards the maximum gradient of the SNR field.
An interesting scenario is when the UAV flies towards the disturbance as shown in Fig. 5 . In this case, the assumption of a single normalized maximum gradient is violated and the geometry of the angle error becomes invalid. Thus, when the UAV enters the region dominated by the noise source, the controllers no longer has a proper angle error to apply corrections to. Eventually, the UAV goes off track causing the controller to revert to phase 1, finding the maximum gradient direction. Since the new maximum gradient direction is found close to the disturbance region, the UAV again tracks the path of maximum gradient. Finally, the UAV again diverts away from the maximum gradient direction when the assumed maximum gradient value is invalid.
Analysis of the path chosen by the ascent algorithm suggests an immediate change in the coding of the algorithm. In this simulation, only in phase 1 of the controller does the UAV measure, or update, the maximum gradient value. In phase 2, the controller simply uses the value obtained in phase 1 without regard to local disturbances that will affect this value as shown above. To account for local disturbances, the maximum gradient value should be continuously updated in phase 2 of the controller. Further research is needed to determine the proper update algorithm so as to not make the controller unstable.
C. Maximizing Equal SNR
Initially, the maximizing equal SNR controller is applied to the chain scenario with two radio nodes placed at [-250 , 0] and [250, 0]. The combined SNR contour lines are shown in Fig. 6 along with the motion of the UAV (dotted black) and the orbit center (solid red). The figure shows that this controller is able to direct the orbit center in a relatively straight line to the point where the signal to noise ratios are equal. Figure 7 shows that the controller, using the same gain set, can be applied to any configuration and number of nodes. The main difference to notice is that the UAV is being drawn to four nodes instead of two, and causes a larger acceleration towards the center. This is not Figure 6 . Path of the UAV (dotted) in orbit about a center point (red) using the ME controller
American Institute of Aeronautics and Astronautics necessarily bad as the UAV gets to the center region faster, however it suggests that the acceleration should be normalized by the number of sensed nodes so that the path of the orbit center will have the same speeds for any number of nodes. As mentioned briefly above, though this controller finds the location where all SNR are equal and maximum, this does not guarantee communications with the nodes. In the figure above, the four nodes where placed at [±250, 0] and [0, ±400]. For simulation purposes a critical value of the SNR, S c , which represent the threshold value for maximum bandwidth is chosen that so that the effective communication range is 350 m. In Fig. 8 the time history values of the SNR for each of the four nodes shown in Fig. 7 are shown. The dotted line indicates S c and highlights the fact that the UAV is usually out of good communication range of the two vertical nodes, as expected.
A significant amount of useful information about the effects of this controller on the actual SNR values is provided in Fig. 8 . Of particular interest is that the controller does not necessarily perform as claimed (and titled) in that the SNR from all nodes are not equal. However, this is a consequence of this specific geometry and not the controller. That is to say, there is no single point in the above configuration that provides equal SNR for all nodes. In the case where there is no single equalizing point, the controller effectively maximizes the total received SNR from all nodes. The horizontal nodes in this simulation were specifically placed so that they always remained in communication range with the UAV. This is shown in Fig. 8 in that the SNR from the two horizontal nodes are always above the critical value. However, because of the orbital motion of the UAV there are points when the SNR approaches the critical value. In this simulation, it was assumed that the gain pattern on all radios is orientation independent, i.e. the antennas are truly omni-directional. However, in a physical system the antenna gain is directional. For example, in the AUGNet project, a single 802.11 antenna is placed on the bottom of the aircraft, which implies that the signal is weaker out of the top of the aircraft due to the fuselage. Figure 8 shows that this was a bad choice and might have lead to a reduced communication range. This is because the aircraft is at a roll angle that results in the antenna pointing towards the stronger node, not the weaker. Thus, if the gain pattern of the aircraft were to be considered, the SNR oscillations shown in Fig. 8 would be larger in amplitude, resulting in an increase in dropped packets as the SNR value drops below the critical value. Thus, for long-range communications on an aircraft it would be beneficial to mount the antenna on the top of the aircraft.
VI. Conclusion & Future Work
This paper presented turning-rate controllers for use on unmanned aircraft to actively maintain communication links between network nodes. The controllers are adaptive to node mobility and dynamic noise environments since the controllers do not use the relative position of the communicating nodes directly in the algorithms. Though the control schemes presented above have been applied to a single vehicle, they provide the basis for a decentralized and fully distributed control scheme, requiring each node to possess only local information. In addition, since the controllers only use the received signal-to-noise ratio, these controllers does not require any additional communication specifically for the control system than is already present in the network.
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Future research work will begin to add additional inputs into the controller such as link delay, power usage, and UAV motion. In addition, team collaboration will be included to achieve the leashing goal in a more optimal manner by sharing knowledge.
