For seasonal and long-term power load forecasting problem, this paper presents an optimal combination forecasting method, which can optimize the combination of multiple predictive models. Optimize the combination of the two model predictions with two models as an example, which are the gray GM(1,1) model and linear regression model, and finally compare the predicted values of combination with the real values. The results show that: the combination forecasting method has a high prediction accuracy, and the error is very small.
Introduction
Long-term load forecasting of power system is based on annual and quarterly forecasting. Its significance is to help determine the new installation of generating units(including capacity size, type, location and time) and network's planning, capacity increase and conversion. So the long-term load forecasting of power system is an important task of electricity planning sector [1] . The core issue of the forecast is the technical methods: a mathematical model of the forecast. The method of the load forecast is divided into experience load forecast and quantitative load forecast. The former are mainly experts forecasting method, analogy method and subjective probability method, etc.. The latter are unit consumption method, elastic coefficient, regression analysis, time series, artificial neural network and gray model method, and so on [2] . As the load of the power system is easily influenced by random factors, such as weather, economic conditions, social activities. Uncertainties are too much. Gray prediction method can be used for power load forecasting. The prediction of gray GM(1,1) model is a more effective method for the forecasting. GM(1,1) model has the characteristic with less data, poor information, simple calculation and high precision. But its long-term forecast of interference is not strong. As the power load data has obvious seasonal characteristics, volatile, which makes the GM(1,1) model for long-term power load forecasting has been limited. The linear regression model for long-term prediction has strong anti-interference, but highly dependences on raw data, and requires a lot of data. More original data, more laws, and higher accuracy. The linear regression model for long-term prediction is suitable for large sample model. Therefore, any one to predict has greater risk. In this paper, a new combination predictive model is proposed, which is based on gray GM(1,1) model and linear regression model, for forecasting the seasonal electricity load. The result has more accurate and higher effective through specific examples, compared to conventional method.
The construction of the model GM(1,1) model is the most common kind of gray model. The first is to do accumulate the original data to generate, that is a new data exponentially law, after get the original series accumulate. Obtain fitting curve through the establishment of the differential equation model, and then predicted values can be obtained by reduction [4] [5] . linear regression model is the right use of the n most recent observations 1 1, ,...,
, use least squares method to establish the future of the first t time T periods of the prediction model. GM(1,1) simulation sequence in line with exponential, linear regression sequence in line with the linear of rules, both models apply to predict monotonically increasing or monotonically decreasing sequence of indices. For the cyclical changes in the electrical load, direct application of GM(1,1) model or the linear regression model to predict the accuracy is not high, the original time series should be handled, so that the data tend to smooth and stable. A moving average method is taken in this paper, the specific treatment method is:
as the original time series, t x is the first observation at time t, n is the number of proposed hours, T M to calculate the time T of the sliding average. 1 1 ...
Moving average method can be used to eliminate these factors, and show the direction of events and trends, when the value of time series subject to cyclical and random fluctuations, largely up and down, and difficult to show the development of the trend. As the power load with seasonal periodicity, do average processing to the moving of the original time series for n = 4. After that you can eliminate the seasonal periodicity, obtain a new time series in monotonic change, and then make Grey GM (1,1 ) model and the linear regression model more accurate.
Combination forecasting model is optimized combination for a variety of model predictions. As follows:
Use the combination forecasting of GM (1, 
Then the error and variance were:
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The combination has proven superior to any single model in theoretical, thus the optimal combination of the final model obtained, for the three and three or more models can use this way. In this paper, use each quarter data of the 2004-2009 of the power company in Jiangxi as an example. Compare the actual data obtained in 2010 with the projections of the first two quarters of 2011, and verify the effectiveness of the method by error. As can be seen from Table 1 , the power load has both electric load growth and seasonal fluctuations of the double trend, the change is more complex. 
Applications
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According to the formula (1) of the method, do the sliding average processing to the original time series for n = 4 in Table 1 [3] , the results are shown in Table 2 . Number 1 in Table 2 is for the 2004 first, second, third and fourth quarters of the average power load, the number 2 is the average power load for the 2004 second, third and fourth quarter and first quarter of 2005, the rest and so on. Table 2 shows, the new moving average time series increased monotonically after treatment, suitable for gray GM(1, 1) model, also can use the linear regression model. 
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.09 of each model according to the prediction error value of the table. Get the combined predictive value of sliding averages of the 2010 fourth quarter and two quarters of 2011 by the application of the formula (2), (6) in combination forecasting. Finally, the model data in Table 3 is inversed by the moving average. Get the power load forecast of the fourth quarter of 2010 and the first two quarters of 2011, the results are shown in Table 4 . Table 4 shows that the combined average relative error of prediction model is minimum, compared to three models to predict the data. On the terms to forecasting methods for the combination, find the first five forecast numerical accuracy more accurate in the fourth quarter of 2010 and the first two quarters of 2011for the electricity load forecasting, the final set of data is slightly too large. It is due to the county power company took over more than a few 10kv lines in April 2011, resulting in the consumption has greatly improved in the second quarter than in previous years. Abandon the last set of forecast data, the maximum relative error of the combined model is 4.9215%, and the mean relative error is only 1.6419%, indicating that no major unexpected circumstances, the method has high prediction accuracy, can be better prediction.
Conclusion
According to the seasonal characteristics of the power load, this paper presents a moving average method with the original time series processing, and then slide to establish the average gray GM(1,1) model and the linear regression model and optimize. The results from the previous 5 sets of data show that the method has high prediction accuracy, the average relative error is less than 2%, the maximum relative error is less than 5%. The prediction accuracy can meet the needs of practical applications for urban, has some practical value to the planning in the long-term power load forecasting. But in the last group of forecast data can be seen, the method is weak against unexpected situations, how to abandon precipitating factors in the method, making predictions more accurate, yet to be follow-up study.
