Expression d'un facteur epsilon de paire par une formule int\'egrale by Beuzart-Plessis, Raphaël
ar
X
iv
:1
21
2.
10
82
v1
  [
ma
th.
RT
]  
5 D
ec
 20
12
Expression d’un facteur epsilon de paire par une
formule intégrale
Raphaël Beuzart-Plessis
18 octobre 2018
Introduction
Soient F un corps local non archimédien de caractéristique nulle, E une extension qua-
dratique de F et c le F -automorphisme non trivial de E. Fixons deux entiers naturels m < d
de parités différentes et deux représentations lisses irréductibles tempérées π, σ de GLd(E)
et GLm(E) respectivement. On suppose les conditions suivantes vérifiées
π ≃ π∨ ◦ c, σ ≃ σ∨ ◦ c
où π∨ (resp. σ∨) désigne la représentation contragrédiente de π (resp. de σ) et où l’action
de c sur E est naturellement étendue à GLd(E) et GLm(E). De telles représentations seront
qualifiées de conjuguées-duales. Jacquet, Piatetskii-Shapiro et Shalika ont défini dans [JPSS]
une fonction holomorphe s 7→ ǫ(s, π × σ, ψE). Cette fonction epsilon dépend d’un caractère
continu non trivial ψE de E. On fixe un caractère continu non trivial ψ de F et on pose
ψE = ψ ◦ Tr où Tr est l’application trace de l’extension E/F . Le résultat principal de cet
article est une formule intégrale exprimant ǫ(1/2, π×σ, ψE). Une telle formule est démontrée
ici en vue d’une application à la conjecture locale de Gan-Gross-Prasad pour les groupes uni-
taires ([GGP] conjecture 17.3). On a montré en [B], l’existence d’une formule similaire pour
une multiplicité apparaissant dans cette conjecture, qui prédit un lien entre cette multiplicité
et certains facteurs epsilon de paires comme ci-dessus. L’existence d’une telle formule n’est
donc pas étonnante, en tout cas si l’on croit à la conjecture 17.3 de [GGP]. Remarquons que
la formule montrée ici est aussi l’exacte analogue de celle obtenue par Waldspurger ([W3]),
dans le cadre de la conjecture de Gan-Gross-Prasad pour les groupes spéciaux orthogonaux (il
s’agissait alors de facteurs epsilon de paires pour des représentations autoduales de groupes
linéaires).
Enonçons maintenant le résultat principal de cet article. Notons Jd ∈ GLd(E) la ma-
trice de coefficients (Jd)i,j = (−1)
iδi,d−j pour tous i, j = 1, . . . , d (δi,j le symbole de Kro-
necker). Notons θd l’automorphisme de GLd(E) donné par g 7→ Jd
tc(g)−1J−1d . Puisque
π est conjuguée-duale, on peut l’étendre en une représentation du groupe non connexe
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GL+d (E) = GLd(E)⋊ {1, θd}. En fait, il y a deux extensions possibles. La théorie des fonc-
tionnelles de Whittaker permet d’en privilégier une. Rappelons que l’on a fixé un caractère
non trivial ψE de E. Soit Ud le sous-groupe de GLd des matrices unipotentes triangulaires
supérieures. On définit un caractère ξ de Ud(E) par la formule
ξ(u) = ψE
( d−1∑
i=1
ui,i+1
)
pour tout u ∈ Ud(F ) et où les ui,j désignent les coefficients de la matrice u. Appelons fonc-
tionnelle de Whittaker pour π toute forme linéaire ℓ sur Eπ (l’espace de la représentation π)
vérifiant ℓ◦π(u) = ξ(u)ℓ pour tout u ∈ Ud(E). Puisque π est tempérée, l’espace des fonction-
nelles de Whittaker est une droite. Soit π+ un prolongement de π à GL+d (E), l’application
linéaire ℓ 7→ ℓ◦π+(θd) préserve la droite des fonctionnelles de Whittaker et il existe un unique
prolongement de sorte qu’elle y induise l’identité. C’est ce prolongement que l’on privilégie
et on note π˜ la restriction de ce dernier à G˜Ld(E) = GLd(E)θd. On définit de la même façon
σ˜. Soit V un E-espace vectoriel de dimension d. Posons G = RE/FGL(V ) (RE/F désigne
la restriction des scalaires à la Weil) et G˜ la variété algébrique (définie sur F ) des formes
sesquilinéaires non dégénérées sur V (linéaires en la deuxième variable). La variété G˜ est
munie de deux actions commutantes à droite et à gauche de G. On peut identifier, au moyen
d’une base, GLd(E) à G(F ) et G˜Ld(E) à G˜(F ). On fixe de même un E-espace vectorielW de
dimension m, on pose H = RE/FGL(W ), H˜ la variété algébrique des formes sesquilinéaires
non dégénérées sur W et on identifie GLm(E) à H(F ) et G˜Lm(E) à H˜(F ). Fixons aussi
une injection de W dans V , une décomposition V = W ⊕ Z et une forme hermitienne ζ sur
Z somme orthogonale de plans hyperboliques et de la forme hermitienne de dimension 1,
(x, y) 7→ 2νc(x)y pour un certain ν ∈ F×. On identifie alors H au sous-groupe des éléments
de G qui agissent trivialement sur Z et on plonge H˜ dans G˜ en envoyant toute forme sesqui-
linéaire non dégénérée x˜ sur W sur la somme de x˜ et de ζ . On doit, pour énoncer la formule
intégrale introduire un ensemble de "sous-tores" tordus de H˜ . Soient W = W ′ ⊕W ′′ une
décomposition et ζ ′′ une forme hermitienne sur W ′′ telle que les groupes unitaires de ζ ′′ et
ζ ′′ ⊕ ζ soient quasi-déployés. Notons H˜ ′ la variété des formes sesquilinéaires non dégénérées
sur W ′ qui est munie de deux actions (à droite et à gauche) de H ′ = RE/FGL(W
′). On
appelle sous-tore tordu maximal de H˜ ′ tout couple (T ′, T˜ ′) où T ′ est un sous-tore maximal
de H ′ défini sur F et T˜ ′ est une sous-variété définie sur F de H˜ ′ qui est le normalisateur de T ′
et d’un sous-groupe de Borel (pas forcément défini sur F ) B′ contenant T ′. Soit (T ′, T˜ ′) un
sous-tore tordu maximal de H˜ ′, alors il existe un automorphisme θ de T ′ tel que x˜t′ = θ(t′)x˜
pour tous x˜ ∈ T˜ ′, t′ ∈ T ′. On note T ′θ la composante neutre du sous-groupe fixé par θ de
T ′ et on dit que (T ′, T˜ ′) est anisotrope si T ′θ l’est. Soit (T
′, T˜ ′) un sous-tore tordu maximal
anisotrope de H˜ ′ et notons T˜ la sous-variété des éléments de H˜ qui s’écrivent comme somme
directe d’un élément de T˜ ′ et de ζ ′′. On note T l’ensemble des "sous-tores" tordus T˜ de H˜
obtenus de cette façon. Soit T˜ ∈ T , la décomposition W = W ′ ⊕W ′′, la forme hermitienne
ζ ′′ et le tore tordu (T ′, T˜ ′) sont uniquement déterminés. Identifions T ′ à un sous-groupe de
H en laissant agir T ′ trivialement sur W ′′. Alors l’action par conjugaison de T ′ sur T˜ définit
un automorphisme θ de T˜ et on note T˜ (F )/θ l’ensemble des orbites dans T˜ (F ). Munissons
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T ′θ(F ) de la mesure de Haar de masse totale 1. On peut munir T˜ (F )/θ d’une structure de
F -espace analytique et d’une mesure caractérisées de la façon suivante : pour tout t˜ ∈ T˜ /θ,
l’application
T ′θ(F )→ T˜ (F )/θ
t′ 7→ t′t˜
est un isomorphisme local qui préserve localement les mesures. Notons NormH(T˜ ) le nor-
malisateur dans H de T˜ . Il contient naturellement U(ζ ′′)×T ′ comme sous-groupe algébrique
(où U(ζ ′′) est le groupe unitaire de ζ ′′). On pose
W (H, T˜ ) = NormH(T˜ )(F )/
(
U(ζ ′′)(F )× T ′(F )
)
c’est un groupe fini. Pour t˜ ∈ T˜ (F ), on a un développement local
Θπ˜(t˜exp(X)) =
∑
O∈Nil(gx˜)
cπ˜,O(t˜)jˆ(O, X)
pour tout X assez proche de 0 dans gx˜(F ), où Nil(gx˜) désigne l’ensemble des orbites nilpo-
tentes dans gx˜(F ) et jˆ(O, .) est la transformée de Fourier de l’intégrale orbitale suivant O
(il faut pour cela préciser la transformée de Fourier et les mesures, on renvoie pour cela au
corps du texte). On pose alors
cπ˜(t˜) =
1
|Nilreg(gx˜)|
∑
O∈Nilreg(gx˜)
cπ˜,O(t˜)
où Nilreg(gx˜) désigne l’ensemble des orbites nilpotentes régulières de gx˜(F ). On définit de
façon analogue cσ˜(t˜). Fixons un ensemble T de représentants des classes de conjugaison de
T par H(F ) et posons
ǫgeom,ν(π˜, σ˜) =∑
T˜∈T
|2|
2r2+r+2rdim(W ′′)
F |W (H, T˜ )|
−1 lim
s→0+
∫
T˜ (F )/θ
cπ˜(t˜)cσ˜(t˜)D
H˜(t˜)∆(t˜)r+sdt˜
où DH˜ et ∆ sont certaines fonctions déterminants qui seront définies dans le corps du texte.
Cette expression a un sens (cf 3.4). Posons enfin
ǫν(π, σ) = ωπ((−1)
[m/2]2ν)ωσ((−1)
1+[d/2]2ν)ǫ(1/2, π × σ, ψE)
où ωπ et ωσ sont les caractères centraux de π et σ et où [x] désigne la partie entière de x. Le
but de cet article est alors d’établir le résultat suivant (théorème 6.1.1)
Théorème 1 On a l’égalité
ǫν(π, σ) = ǫgeom,ν(π˜, σ˜)
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Essayons maintenant d’expliquer, brièvement, comment on démontre le théorème 1. On
suppose pour simplifier que m = d − 1. Notons HomH(π, σ) l’espace des entrelacements
H(F )-équivariant entre π et σ. Cet espace est de dimension 1. Soit ℓ ∈ HomH(π, σ) non
nulle. Il existe alors une constante c vérifiant σ˜(y˜) ◦ ℓ ◦ π˜(y˜)−1 = cℓ pour tout y˜ ∈ H˜(F ).
Cette constante c mesure en quelque sorte le défaut de ℓ d’être un homomorphisme H˜(F )-
équivariant. On montre en 4.1 que c est égal à des facteurs élémentaires près au facteur
epsilon ǫ(1/2, π×σ, ψE). On peut définir de façon naturelle l’induite lisse de σ˜ à G˜(F ), notée
IndG˜
H˜
(σ˜). C’est une représentation lisse de G˜(F ) et on a un isomorphisme de Frobenius
HomH˜(π˜, σ˜) = HomG˜(π˜, Ind
G˜
H˜
(σ˜))
L’induite IndG˜
H˜
(σ˜) se réalise naturellement sur un espace de fonctions de G(F ) dans Eσ
vérifiant une condition d’équivariance à gauche par H(F ). Soit f˜ ∈ C∞c (G˜(F )) une fonction
localement constante à support compact sur G˜(F ). Cette fonction agit sur IndG˜
H˜
(σ˜) comme
un opérateur à noyau de noyau
Kf˜(x, y) =
∫
H˜(F )
f˜(y−1h˜x)σ˜(h˜)dh˜
Formellement on pourrait alors écrire la trace de IndG˜
H˜
σ˜(f˜) comme l’intégrale surH(F )\G(F )
de Tr
(
Kf˜(x, x)
)
. Malheureusement, en général IndG˜
H˜
σ˜(f˜) n’est pas un opérateur à trace et
l’intégrale précédente diverge. On utilise alors la même idée qu’Arthur pour la formule des
traces locale : on va tronquer l’intégrale précédente. On définit en 3.1 une suite croissance
exhaustive (ΩN)N>1 de sous-ensembles compacts de H(F )\G(F ) et pour tout N > 1, on
note κN la fonction caractéristique de ΩN . On pose alors
JN(Θσ˜, f˜) =
∫
H(F )\G(F )
κN(g)Tr
(
Kf˜(g, g)
)
dg
On va évaluer la limite de cette expression lorsque N tend vers l’infini de deux façons : l’une
qualifiée de géométrique, l’autre de spectrale. L’expression spectrale contient les constantes
c ci-dessus (pour différentes représentations π), donc les facteurs epsilon correspondants. De
l’égalité entre les deux développements, on déduit le théorème 1. Il faut pour cela , suivant
un procédé dû à Arthur, rendre les distributions obtenus (d’un côté comme de l’autre) inva-
riantes puis appliquer l’égalité entre les deux à un pseudocoefficient de π˜. Néanmoins, afin
que l’expression JN(Θσ˜, f˜) admette une limite, il nous faut imposer à f˜ d’être très cuspidale.
On renvoie à 1.9 pour la définition de très cuspidale. Indiquons enfin que les preuves et mé-
thodes utilisées ici suivent grandement [W3], à tel point que certaines démonstrations, très
proches de celles présentées dans [W3], n’ont pas été réécrites (notamment lors du dévelop-
pement spectral).
Décrivons brièvement le plan de l’article. Dans la première section, on rassemble les
définitions, notations et résultats généraux sur les groupes tordus utiles par la suite. La
deuxième section est elle consacrée à l’étude des groupes tordus qui nous intéressent : les
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groupes tordus de changement de base des groupes unitaires. La troisième section contient
la définition de JN(Θσ˜, f˜) et établit le développement géométrique. La quatrième section
prouve le lien entre la constante c et le facteur epsilon éludé ci-dessus. L’expression spec-
trale de la limite est énoncée et démontrée dans la cinquième section. Enfin, l’application au
calcul d’un facteur epsilon de paire (théorème 1) se trouve dans la sixième et dernière section.
Remerciement : Je souhaite remercier ici Jean-Loup Waldspurger pour m’avoir proposé
ce sujet ainsi que pour sa disponibilité constante et ses relectures rigoureuses du présent
article.
1 Groupes tordus
1.1 Notations générales
Soit F un corps local non archimédien de caractéristique 0. On notera respectivement
OF , pF , πF , kF , valF , |.|F l’anneau des entiers de F , son idéal maximal, une uniformisante, le
corps résiduel, la valuation normalisée et la valeur absolue (normalisée par |πF |F = |kF |
−1).
Fixons un caractère additif non trivial ψ : F → C×. Soit G un groupe réductif connexe défini
sur F . Sauf mention explicite du contraire, toutes les variétés, groupes, sous-variétés, sous-
groupes, morphismes algébriques seront supposés définis sur F . On note AG la composante
déployée du centre connexe de G, X∗(G) le groupe des caractères algébriques (définis sur F )
de G, A∗G = X
∗(G)⊗Z R et AG = Hom(X
∗(G),R). On note g l’algèbre de Lie de G et
G× g→ g
(g,X) 7→ gXg−1
l’action adjointe.
1.2 Définitions des groupes tordus
Un groupe tordu est un couple (G, G˜) où G est un groupe réductif connexe défini sur
F et G˜ est une variété algébrique définie sur F vérifiant G˜(F ) 6= ∅ qui est munie de deux
actions commutantes à droite et à gauche par G qui font chacune de G˜ un espace principal
homogène sous G. On notera (g, x˜) ∈ G × G˜ 7→ gx˜ resp. (x˜, g) ∈ G˜ × G 7→ x˜g l’action à
gauche resp. à droite de G sur G˜. La plupart du temps on omettra le groupe G et on parlera
du groupe tordu G˜, le groupe G sous-jacent étant sous-entendu.
Soit G˜ un groupe tordu. Pour x˜ ∈ G˜, il existe un unique automorphisme θx˜ de G tel
que x˜g = θx˜(g)x˜ pour tout g ∈ G. On déduit de θx˜ un automorphisme de X
∗(G), de AG, de
AG etc... qui ne dépend pas de x˜. On note θG˜ cet automorphisme. On fait l’hypothèse suivante
Hypothèse : θG˜ est d’ordre fini.
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Cette hypothèse nous permet d’appliquer les résultats présents dans la littérature pour
les groupes réductifs non connexes. On adopte les notations suivantes :
AG˜ = (A
θ
G˜
=1
G )
0, AG˜ = A
θ
G˜
=1
G , A
∗
G˜
= (A∗G)
θ
G˜
=1, aG˜ = dim(AG˜).
où l’exposant 0 indique que l’on prend la composante neutre. On définit l’homomorphisme
HG˜ : G(F )→ AG˜ par HG˜(g)(χ) = log |χ(g)|F pour tout χ ∈ X
∗(G)θG˜=1.
Le groupe G agit par conjugaison sur G˜ : (g, x˜) 7→ gx˜g−1. Pour X˜ un sous-ensemble
de G˜, on notera NormG(X˜) resp. ZG(X˜) resp. GX˜ le normalisateur resp. le centralisateur
resp. le centralisateur connexe de X˜ dans G. Si X˜ = {x˜}, on adoptera plutôt les notations
NormG(x˜), ZG(x˜) et Gx˜ et on désignera par gx˜ l’algèbre de Lie de Gx˜. Pour X un sous-
ensemble de G, on notera NG˜(X) resp. ZG˜(X) le normalisateur resp. le centralisateur de X
dans G˜ pour l’opération (x˜, g) 7→ θx˜(g).
Un élément x˜ ∈ G˜ sera dit semi-simple s’il existe un couple (B, T ) constitué d’un sous-
groupe de Borel de G et d’un tore maximal de B tous deux définis sur F tel que x˜ normalise
B et T . On notera G˜ss l’ensemble des éléments semi-simples dans G˜. Pour x˜ ∈ G˜ss, on pose
DG˜(x˜) =
∣∣det (1− θx˜)|g/gx˜∣∣F
Un élément x˜ ∈ G˜ sera qualifié de régulier si ZG(x˜) est abélien et Gx˜ est un tore. On
note G˜reg l’ensemble des éléments réguliers.
On appelle sous-groupe parabolique tordu de G˜ tout couple (P, P˜ ) où P est un sous-
groupe parabolique de G (défini sur F ) et P˜ est le normalisateur de P dans G˜ avec la
condition P˜ (F ) 6= ∅. Pour un tel couple, P˜ détermine entièrement P , on parlera donc plutôt
du sous-groupe parabolique tordu P˜ . Soit P˜ un sous-groupe parabolique tordu, on étend de
façon naturelle le module δP à P˜ (F ). Une composante de Levi tordue de P˜ est un couple
(M, M˜) constitué d’une composante de Levi M de P (définie sur F ) et du normalisateur
M˜ de M dans P˜ . On a alors M˜(F ) 6= ∅, donc le couple (M, M˜) définit un groupe tordu.
On appelle Levi tordu de G˜ toute composante de Levi tordue d’un sous-groupe parabolique
tordu de G˜. De la même façon, pour un Levi tordu (M, M˜), le deuxième terme détermine
entièrement le premier, on parlera donc du Levi tordu M˜ . Pour M˜ un Levi tordu, on reprend
les notations d’Arthur : P(M˜) resp. F(M˜) resp. L(M˜) désignera l’ensemble des sous-groupes
paraboliques tordus de composante de Levi tordue M˜ resp. des sous-groupes paraboliques
tordus contenant M˜ resp. des Levi tordus contenant M˜ . Pour M˜ , L˜ des Levi tordus et P˜ un
sous-groupe parabolique tordu, on remarque que M˜ ⊂ L˜ et M˜ ⊂ P˜ entraînent respectivement
M ⊂ L et M ⊂ P . Ainsi il ne peut y avoir d’ambiguïté dans les définitions précédentes. Soit
Q˜ un sous-groupe parabolique tordu. lorsque l’on notera Q˜ = L˜U cela signifiera que L˜ est
une composante de Levi tordue de Q˜ et que U est le radical unipotent de Q. Les Levi tordus
se caractérisent comme les commutants dans G˜ de tores déployés. On a en effet :
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– Si A est un sous-tore déployé de G tel que ZG˜(A)(F ) 6= ∅ alors ZG˜(A) est un Levi
tordu de G˜.
– Réciproquement si M˜ est un Levi tordu de G˜, alors M˜ = ZG˜(AM˜).
Fixons un sous-groupe prabolique minimal Pmin de G ainsi qu’une composante de Levi
Mmin de celui-ci. On pose W
G = NormG(F )(Mmin)/Mmin(F ). On appelera sous-groupe pa-
rabolique standard (resp. semistandard) tout sous-groupe parabolique P de G qui contient
Pmin (resp. qui contient Mmin). Un sous-groupe parabolique semistandard admet une unique
composante de Levi contenant Mmin et lorsque l’on écrira P = MU avec P semistandard,
on sous-entendra que M est cette composante de Levi (et que U est le radical unipotent
de P ). Posons P˜min = NG˜(Pmin) et M˜min = NG˜(Pmin,Mmin). Alors P˜min est un sous-groupe
parabolique tordu de G˜ et M˜min est une composante de Levi tordue de celui-ci. De plus, P˜min
est un sous-groupe parabolique tordu minimal et M˜min un Levi minimal en un sens évident.
On adoptera la notation LG˜ = L(M˜min).
Fixons un sous-groupe compact spécial K de G en bonne position relativement à Mmin.
Soient M˜ ∈ LG˜ et P˜ = M˜U ∈ P(M˜ ). On a alors G(F ) = M(F )U(F )K. On définit une
application HP˜ : G(F ) → AM˜ par HP˜ (g) = HM˜(m) où g = muk est une décomposition de
g avec m ∈M(F ), u ∈ U(F ) et k ∈ K.
Un sous-tore maximal tordu de G˜ est un couple (T, T˜ ) constitué d’un sous-tore maximal
T de G (défini sur F ) et d’une sous-variété T˜ de G˜ (définie sur F ) qui est l’intersection
des normalisateurs de T et d’un sous-groupe de Borel B défini sur F contenant T , vérifiant
T˜ (F ) 6= ∅. Pour un tel couple, la restriction à T de l’automorphisme θx˜ pour x˜ ∈ T˜ ne
dépend pas de x˜ et on notera θT˜ , ou simplement θ si aucune confusion n’est possible, cet
automorphisme de T . On désignera par Tθ la composante neutre du sous-groupe des points
fixes T θ.
Fixons un produit scalaire sur AMmin invariant par l’action de W
G. Pour tout Levi tordu
M˜ , on en déduit par conjugaison et restriction un produit scalaire sur AM˜ . Fixons une
extension de HG˜ à G˜(F ), c’est-à-dire une application HG˜ : G˜(F )→ AG˜ vérifiant HG˜(gx˜g
′) =
HG˜(g) +HG˜(x˜) +HG˜(g
′) pour tous g, g′ ∈ G(F ), x˜ ∈ G˜(F ). Pour tout Levi tordu M˜ de G˜,
il existe une unique extension de HM˜ à M˜(F ) vérifiant
– la composée de HM˜ avec la projection orthogonale sur AG˜ coïncide avec la restriction
de HG˜ à M˜(F ) ;
– pour tout n ∈ NormG(F )(M˜) et pour tout m˜ ∈ M˜(F ) on a HM˜(nm˜n
−1) = HM˜(m˜).
1.3 Mesures
On suppose fixé jusqu’en 1.9 un groupe tordu (G, G˜), un Levi tordu minimal (Mmin, M˜min)
de G˜ et un sous-groupe compact spécial K de G(F ) en bonne position par rapport à Mmin.
On fixe une mesure de Haar sur G(F ) et on munit K de la mesure de Haar de masse totale
1. Soit P =MU ∈ F(Mmin). Il existe sur U(F ) une unique mesure de Haar telle que
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∫
U(F )
δP (mP (u))du = 1
où P est le sous-groupe parabolique opposé à P . On munit U(F ) de cette mesure de Haar
et M(F ) de l’unique mesure de Haar de sorte que l’on ait l’égalité∫
G(F )
f(g)dg =
∫
K
∫
M(F )
∫
U(F )
f(muk)dudmdk
pour tout f ∈ C∞c (G(F )). Soit T un tore. Si T est déployé, on choisit sur T (F ) la mesure
de Haar qui donne une mesure de 1 au sous-groupe compact maximal. Dans le cas général,
on munit AT (F ) de cette mesure et T (F ) de la mesure telle que T (F )/AT (F ) soit de masse
totale 1.
Les mesures que l’on vient de définir sur les groupes sont celles qui seront utilisées tout
au long de l’article à l’exception des sections 3.6 à 3.9. Lors du développement géométrique
(sections 3.6 à 3.9), on préférera une autre normalisation qui est la suivante. On fixe une
forme bilinéaire non dégénérée < ., . >: g(F ) × g(F ) → F qui est invariante par l’action
adjointe de G(F ). Soit h une sous-algèbre de g,
– Si la restriction de < ., . > à h(F ) est non dégénérée, alors on munit h(F ) de la mesure
autoduale pour le bicaractère (X, Y ) 7→ ψ(< X, Y >) ;
– Sinon, on munit h(F ) d’une mesure de Haar quelconque.
Si H est un sous-groupe de G, on relève alors la mesure fixée sur h(F ) en une mesure de
Haar sur H(F ) via l’exponentielle. Si T est un tore, notons dct la mesure de Haar fixée sur
T (F ) dans notre premier choix de normalisation, alors il existe un réel ν(T ) de sorte que
dct = ν(T )dt.
Supposons maintenant fixées nos mesures sur les groupes dans l’une ou l’autre des nor-
malisations précédentes. Si (G′, G˜′) est un groupe tordu avec G′ un sous-groupe de G, la
mesure sur G′(F ) en détermine une sur l’espace principal homogène G˜′(F ). Soit (T, T˜ ) un
sous-tore maximal tordu de (G, G˜). Notons T˜ (F )/θ l’ensemble des orbites pour l’action de
T (F ) par conjugaison sur T˜ (F ). C’est naturellement une variété F -analytique et pour tout
t˜ ∈ T˜ (F )/θ, l’application
Tθ(F )→ T˜ (F )/θ
t 7→ tt˜
est un isomorphisme local. Il existe une unique mesure sur T˜ (F )/θ telle que l’application
précédente préserve localement les mesures pour tout t˜ ∈ T˜ (F )/θ. On munit T˜ (F )/θ de cette
mesure. On a alors la formule d’intégration de Weyl
∫
G˜(F )
f˜(x˜)dx˜ =
∑
T˜∈T (G˜)
|W (G, T˜ )|−1[T θ(F ) : Tθ(F )]
−1
∫
T˜ (F )/θ
DG˜(t˜)
∫
Tθ(F )\G(F )
f(g−1t˜g)dgdt˜
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pour tout f˜ ∈ C∞c (G˜(F )).
Posons AG˜,F = HG˜(G(F )), AAG˜,F = HG˜(AG˜(F )), A
∨
G˜,F
= Hom(AG˜,F , 2πZ), A
∨
A
G˜
,F =
Hom(AA
G˜
,F , 2πZ). Alors AG˜,F , AAG˜,F sont des réseaux dans AG˜ et A
∨
G˜,F
, A∨A
G˜
,F sont des
réseaux dans A∗
G˜
. On munit ces réseaux des mesures de comptage. On choisit sur AG˜ (resp.
A∗
G˜
) la mesure de Haar telle que AG˜/AAG˜,F (resp. A
∗
G˜
/A∨A
G˜
,F ) soit de masse totale 1.
1.4 (G˜, M˜)-familles
Soit M˜ un Levi tordu de G˜. On peut étendre au cas tordu les notions de (G˜, M˜)-familles
et de familles de points (G˜, M˜)-orthogonaux cf 2.3 [W4]. A une (G˜, M˜)-famille (ϕP˜ )P˜∈P(M˜)
est associé un nombre (ou un opérateur si la (G˜, M˜)-famille est à valeurs opérateurs) que
l’on note en général ϕM˜(0). Cela dépend du choix d’une mesure sur A
G˜
M˜
= AM˜/AG˜, choix
qui a été fixé au paragraphe précédent.
1.5 Représentations de groupes tordus
On appelle représentation de G˜(F ) tout triplet (π, π˜, Eπ) où π est une représentation
lisse de G(F ) d’espace Eπ et π˜ est une application π˜ : G˜(F )→ AutC(Eπ) vérifiant π˜(gx˜g
′) =
π(g)π˜(x˜)π(g′) pour tous g, g′ ∈ G(F ), x˜ ∈ G˜(F ). Deux représentations (π1, π˜1, Eπ1) et
(π2, π˜2, Eπ2) sont dites équivalentes s’il existe des isomorphismes linéaires A : Eπ1 → Eπ2 et
B : Eπ1 → Eπ2 qui entrelacent π1 et π2 et qui vérifient Bπ˜1(x˜) = π˜2(x˜)A pour tout x˜ ∈ G˜(F ).
On dit d’une représentation (π, π˜, Eπ) de G˜(F ) qu’elle est admissible si π l’est, qu’elle est uni-
taire s’il existe un produit hermitien défini positif sur Eπ invariant par l’image de π˜ et qu’elle
est tempérée si elle est unitaire, π est de longueur finie et toutes les sous-représentations
irréductibles de π sont tempérées. On définit la représentation duale de (π, π˜, Eπ) : c’est
la représentation (π∨, π˜∨, Eπ∨) où π
∨ est la représentation duale de π et π˜∨ est telle que
< π˜∨(x˜)v∨, π˜(x˜)v >=< v∨, v > pour tous v ∈ Eπ, v
∨ ∈ Eπ∨ et x˜ ∈ G˜(F ). Une représenta-
tion (π, π˜, Eπ) est dite G(F )-irréductible si π est irréductible. Pour λ ∈ A
∗
G˜
⊗R C, on définit
(πλ, π˜λ, Eπλ) par Eπλ = Eπ et π˜λ(x˜) = e
λ(H
G˜
(x˜))π˜(x˜) pour x˜ ∈ G˜(F ). On omettra en général
les termes π et Eπ et on parlera de la représentation π˜ de G˜(F ), on notera alors sans plus
de commentaire (π, Eπ) la représentation de G(F ) sous-jacente.
Soient P˜ = M˜U un sous-groupe parabolique tordu de G˜ et τ˜ une représentation de
M˜(F ). On définit l’induite normalisée notée iGP (τ˜ ) comme suit. La représentation de G(F )
sous-jacente est l’induite normalisée iGP (τ) qui se réalise sur l’espace E
G
P,τ des fonctions e :
G(F )→ Eτ vérifiant
– e est invariante à droite par un sous-groupe compact-ouvert de G(F ) ;
– e(mug) = δP (m)
1/2τ(m)e(g) pour tous m ∈M(F ), u ∈ U(F ), g ∈ G(F ),
L’action de G˜(F ) sur EGP,τ est définie comme suit. Soit x˜ ∈ G˜(F ) et fixons m˜ ∈ M˜ . Notons
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γ ∈ G(F ) l’unique élément tel que x˜ = γm˜. On a alors(
iGP (τ˜ , x˜)e
)
(g) = δP (m˜)
1/2τ˜ (m˜)e(θ−1m˜ (gγ))
pour tous e ∈ EGP,τ , g ∈ G(F ). Supposons que M est semistandard. On peut alors réaliser la
représentation induite sur l’espace KGP,τ des restrictions à K des éléments de E
G
P,τ . Supposons
de plus τ˜ tempérée. On définit alors une (G˜, M˜)-famille qui prend ses valeurs dans l’espace
des opérateurs sur KGP,τ , par
RP ′(τ, λ) = RP ′|P (τ)
−1RP ′|P (τλ)
pour tout P˜ ′ ∈ P(M˜) et pour tout λ ∈ iA∗
M˜
, où RP ′|P (τ) est l’opérateur d’entrelacement
normalisé comme en [A2] théorème 2.1. On déduit de cette (G˜, M˜)-famille un opérateur
RM˜(τ) qui ne dépend pas de P˜ . On définit alors le caractère pondéré de τ˜ par
J G˜
M˜
(τ˜ , f˜) = Tr(RM˜(τ)i
G
P (τ˜ , f˜))
pour tout f˜ ∈ C∞c (G˜(F )). Dans le cas où M˜ = G˜, c’est le caractère classique de τ˜ et on le
note plutôt f˜ 7→ Θτ˜ (f˜). D’après [C] théorème 2, ce caractère est une distribution localement
intégrable.
1.6 Représentations tempérées et elliptiques des groupes tordus
Soit M un Levi de G et τ ∈ Π2(M). Supposons la condition suivante vérifiée
(1) π = iGP (τ) (P ∈ P(M)) est irréductible
Posons
W G˜(τ) = {x˜ ∈ NormG˜(F )(M); τ ◦ θx˜ ≃ τ}/M(F )
Alors la représentation π s’étend en une représentationG(F )-irréductible et tempérée π˜ de
G˜(F ) si et seulement siW G˜(τ) 6= ∅. De plus, la représentation π˜ est alors unique à équivalence
près. Supposons que l’hypothèse (1) est vérifiée pour tout Levi M et pour tout τ ∈ Π2(M).
Alors en laissant varier M et τ , on obtient ainsi toutes les représentations tempérées G(F )-
irréductibles de G˜(F ). Soient L un autre Levi et τ ′ ∈ Π2(L) tels que W
G˜(τ ′) 6= ∅ et π˜′ une
représentation G(F )-irréductible et tempérée de G˜(F ) qui étend π′ = iGQ(τ
′) (Q ∈ P(L)).
Alors π˜ et π˜′ sont équivalentes si et seulement si il existe g ∈ G(F ) tel que gLg−1 = M
et τ ◦ adg ≃ τ
′. Revenons à notre représentation π˜ obtenue à partir de M et τ . Notons
W G˜(τ)reg l’ensemble des w˜ ∈ W
G˜(τ) tels que Aw˜M = AG˜. On dit que π˜ est elliptique si
W G˜(τ) = W G˜(τ)reg. Cela implique notamment que W
G˜(τ) est réduit à un élément que
l’on note t˜. On pose alors ι(π˜) = |det(1− t˜)
|AG˜M
|−1. On définit Πell(G˜) comme l’ensemble des
représentations elliptiques de G˜(F ) à équivalence près. On a une action naturelle de iA∗
G˜,F
sur
Πell(G˜) et on note {Πell(G˜)} l’ensemble des orbites pour cette action. Soient O ∈ {Πell(G˜)}
et π˜ ∈ O. Alors ι(π˜) et le stabilisateur de π˜ dans iA∗
G˜
ne dépendent pas du choix de π˜, on
les note respectivement ι(O) et iA∨O.
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1.7 Intégrales orbitales pondérées non invariantes et invariantes
Soit M˜ ∈ LG˜. Soit g ∈ G(F ), la famille (HP˜ (g))P˜∈P(M˜) est (G˜, M˜)-orthogonale et on
peut donc lui associer une (G˜, M˜)-famille (vP˜ (g))P˜∈P(M˜) par la formule vP˜ (g, λ) = e
−λ(H
P˜
(g))
pour λ ∈ iA∗
M˜
. De cette (G˜, M˜)-famille se déduit un nombre vM˜(g). Soient f˜ ∈ C
∞
c (G˜(F ))
et x˜ ∈ M˜(F ) ∩ G˜reg(F ), on pose
JM˜(x˜, f˜) = D
G˜(x˜)1/2
∫
Gx˜(F )\G(F )
f˜(g−1x˜g)vM˜(g)dg
C’est l’intégrale orbitale pondérée de f˜ en x˜.
On peut aussi définir, grâce aux caractères pondérés et suivant un procédé d’Arthur,
des intégrales orbitales pondérées invariantes. Définissons Hac(G˜(F )) comme l’espace des
fonctions f˜ : G˜(F )→ C vérifiant
– f˜ est biinvariante par un sous-groupe compact-ouvert de G(F ) ;
– pour tout X ∈ AG˜ la fonction f˜1HG˜=X est à support compact.
Deux fonctions f˜ , f˜ ′ ∈ C∞c (G˜(F )) sont dites équivalentes si D(f˜) = D(f˜
′) pour toute
distribution invariante D. On a alors
Proposition 1.7.1 Soient f˜ ∈ C∞c (G˜(F )) et M˜ ∈ L
G˜. Il existe φM˜(f˜) ∈ Hac(M˜(F )) telle
que pour tout π˜ ∈ Temp(M˜) et pour tout X ∈ HM˜(M˜(F )) on ait l’égalité∫
iA∗
M˜,F
JM˜(π˜λ, f˜)exp(−λ(X))dλ = mes(iA
∗
M˜,F
)Θπ˜(φM˜(f˜)1HM˜=X)
De plus la fonction φM˜(f˜)1HM˜=X est bien définie à équivalence près.
Preuve : Cela découle de la proposition 6.4 alliée au théorème 5.5 et aux remarques 5.5(1)
et (2) de [W4] 
Soient f˜ ∈ C∞c (G˜(F )), M˜ ∈ L
G˜ et x˜ ∈ M˜(F ) ∩ G˜reg(F ). On définit l’intégrale orbitale
pondérée invariante IM˜(x˜, f˜) par récurrence sur aM˜ − aG˜ par la formule
IM˜(x˜, f˜) = JM˜(x˜, f˜)−
∑
L˜∈L(M˜);L˜ 6=G˜
I L˜
M˜
(x˜, φL˜(f˜)1HL˜−HL˜(x˜))
1.8 Quasi-caractères
Soit x˜ ∈ G˜ss(F ). En adaptant [W1] 3.1 au cas tordu, on définit la notion de bon voisinage
ω ⊂ gx˜(F ). On note Nil(gx˜) l’ensemble des orbites nilpotentes dans gx˜(F ) et Nil(gx˜)reg le
sous-ensemble des orbites régulières. Pour O ∈ Nil(gx˜) la transformée de Fourier de l’in-
tégrale orbitale sur O est une fonction localement intégrable X 7→ jˆ(O, X). Elle dépend
évidemment des choix de mesures et de la transformée de Fourier, mais si ces choix sont faits
de façon cohérente comme en [B] 1.4, alors la fonction jˆ(O, .) est bien définie. On suppose
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donc que ces choix ont été effectués comme en [B] 1.4.
Soit Θ une fonction à valeurs complexes définie presque partout sur G˜(F ) qui est inva-
riante par conjugaison par G(F ). On dit que c’est un quasi-caractère si pour tout x˜ ∈ G˜ss(F ),
il existe un bon voisinage ω ⊂ gx˜(F ) et des nombres complexes cΘ,O(x˜) pour O ∈ Nil(gx˜),
tels que
Θ(x˜exp(X)) =
∑
O∈Nil(gx˜)
cΘ,O(x˜)jˆ(O, X)
pour presque tout X ∈ ω. D’après [C] théorème 3, pour toute représentation π˜ de G˜(F ) qui
est G(F )-irréductible, le caractère Θπ˜ est un quasi-caractère.
1.9 Fonctions cuspidales et très cuspidales
Definition 1.9.1 Soit f˜ ∈ C∞c (G˜(F )).
1. On dit que f˜ est très cuspidale si pour tout sous-groupe parabolique tordu propre P˜ =
M˜U de G˜ et pour tout m˜ ∈ M˜(F ), on a∫
U(F )
f˜(m˜u)du = 0
2. On dit que f˜ est cuspidale si pour tout Levi tordu propre M˜ de G˜ et pour tout x˜ ∈
G˜reg(F ) ∩ M˜(F ) on a JG˜(x˜, f˜) = 0.
Soit f˜ ∈ C∞c (G˜(F )) une fonction très cuspidale. On peut lui associer un quasi-caractère
Θf˜ de la façon suivante. Soit x˜ ∈ G˜reg(F ) et notons M˜(x˜) le commutant de AGx˜ dans G˜. C’est
un Levi de G˜ et on peut trouver g ∈ G(F ) de sorte que gM˜(x˜)g−1 soit un Levi semistandard.
On pose alors
Θf˜ (x˜) = (−1)
a
M˜(x˜)−aG˜DG˜(x˜)−1/2JgM˜(x˜)g−1(gx˜g
−1, gf˜)
où gf˜(x˜) = f˜(g−1x˜g). Le résultat ne dépend pas du choix de g (c’est une conséquence du
lemme 5.2 de [W1] adapté au cas tordu). La fonction Θf˜ ainsi obtenue est un quasi-caractère :
il suffit de reprendre la preuve de [W1] corollaire 5.9 et de l’adapter au cas tordu.
En remplaçant dans ce qui précède intégrale orbitale pondérée par intégrale orbitale
pondérée invariante, on peut aussi associer à toute fonction f˜ ∈ C∞c (G˜(F )) une fonction
IΘf˜ : pour x˜ ∈ G˜reg(F ), on choisit g ∈ G(F ) tel que gM˜(x˜)g
−1 ∈ LG˜ et on pose
IΘf˜(x˜) = (−1)
a
M˜(x˜)−aG˜DG˜(x˜)−1/2IgM˜(x˜)g−1(gx˜g
−1, f˜)
le résultat ne dépend pas non plus du choix de g (cela découle du fait que les intégrales
orbitales pondérées invariantes sont bien invariantes et ne dépendent pas du choix de K).
On a alors
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Proposition 1.9.1 Soit f˜ ∈ C∞c (G˜(F )) une fonction cuspidale. Alors IΘf˜ est un quasi-
caractère de G˜(F )
Preuve : C’est la même que celle de la proposition 2.5 de [W2], en utilisant le théorème
3 de [C] et la proposition suivante qui est le théorème 7.1 de [W4]
Proposition 1.9.2 Soient f˜ ∈ C∞c (G˜(F )) une fonction cuspidale, M˜ un Levi tordu de G˜
et x˜ ∈ M˜(F ) ∩ G˜reg(F ), alors
1. Si x˜ /∈ M˜(F )ell, IM˜(x˜, f˜) = 0 ;
2. Si x˜ ∈ M˜(F )ell,
DG˜(x˜)−1/2(−1)aM˜−aG˜IM˜(x˜, f˜) =
∑
O∈{Πell(G˜)}
ι(O)[iA∨O : iA
∨
G˜,F
]−1
∫
iA∗
G˜,F
Θπ˜λ(x˜)Θπ˜∨λ (f˜)dλ
où ι(O) sont certaines constantes qui sont celles définies en 1.6 dans le cas où G˜ vérifie
les hypothèses de cette section.
On aura aussi besoin des propriétés suivantes :cf [W3] lemme 1.13.
Lemme 1.9.1 1. Soit f˜ ∈ C∞c (G˜(F )) une fonction très cuspidale. Alors pour tout L˜ ∈
LG˜, la fonction φL˜(f˜) est cuspidale et on a l’égalité
Θf˜ =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜−aG˜IndG˜
L˜
(IΘφ
L˜
(f˜))
2. Soit f˜ ∈ C∞c (G˜(F )) une fonction cuspidale. Alors il existe une fonction très cuspidale
f˜ ′ ∈ C∞c (G˜(F )) telle que f˜ et f˜
′ soit équivalentes (au sens défini en 1.7)
2 Le groupe tordu de changement de base du groupe uni-
taire
2.1 Définition et description
Soit E/F une extension quadratique. On notera N et Tr la norme et la trace relatives
à cette extension, c : x 7→ c(x) le F -automorphisme non trivial de E, χE le caractère
quadratique de F× de noyau N(E×) et ψE = ψ ◦ Tr qui est un caractère additif non trivial
de E. Soit d > 1 un entier et V un espace vectoriel de dimension d sur E. Notons GL(V ) le
groupe des automorphismes E-linéaires de V et G = Gd = RE/FGL(V ) le groupe algébrique
défini sur F obtenu par restriction des scalaires à la Weil (dorénavant on notera RE/F la
restriction des scalaires de E à F ). On note V c le groupe abélien V muni de la structure de
E-espace vectoriel définie par λ.v = c(λ)v. Introduisons G˜ = G˜d = Isom(V, V
c,∗), la variété
13
algébrique définie sur F des isomorphismes c-linéaires de V sur son dual. Le groupe G agit
à gauche et à droite sur G˜ de la façon suivante
(g, x˜, g′) 7→ (tgc)−1x˜g′
où tg est l’application transposée de g et tgc est l’application tg vue comme endomorphisme
de V ∗,c. Le couple (G, G˜) est alors un groupe tordu. On peut identifier G˜(F ) à l’ensemble
des formes sesquilinéaires non dégénérées de V (on adopte la convention qu’une telle forme
est linéaire en la deuxième variable) : à x˜ ∈ G˜(F ) on associe la forme (v, v′) 7→< x˜(v), v′ >.
Soit x˜ ∈ G˜(F ) un élément semi-simple. On pose x = t(x˜c)−1x˜. On note V ′′x˜ le noyau de
x−1 dans V , V ′x˜ l’unique supplémentaire x-stable de V
′′
x˜ et G˜
′, G˜′′ les groupes tordus définis
de la même façon que G˜ en changeant V en V ′x˜ et V
′′
x˜ respectivement. La restriction de x˜
à V ′′x˜ définit une forme hermitienne et G
′′
x˜ est le groupe unitaire de (V
′′
x˜ , x˜). On définit une
fonction ∆ sur G˜ss(F ) par
∆(x˜) = |N(det(1− x)|V ′x˜)|F
Par restriction à V ′x˜, x˜ définit un élément de G˜
′(F ) que l’on note encore x˜.
Lemme 2.1.1 On a
DG˜(x˜) = |2|
d′′2x˜
F ∆(x˜)
d′′x˜DG˜
′
(x˜)
où d′′x˜ = dimE(V
′′
x˜ ).
Preuve : Pour ne pas trop alourdir les notations, on posera V ′ = V ′x˜, V
′′ = V ′′x˜ et d
′′ = d′′x˜.
On a une décomposition g(F ) = glE(V
′′)⊕HomE(V
′′, V ′)⊕HomE(V
′, V ′′)⊕ g′(F ). Posons
g1 = glE(V
′′) et g2 = HomE(V
′′, V ′)⊕HomE(V
′, V ′′). Alors g1, g2 et g
′(F ) sont stables par
θx˜. Pour i = 1, 2, notons gi,x˜ le sous-espace de gi où θx˜ agit comme l’identité. On a alors
(1) DG˜(x˜) =
(
2∏
j=1
|det(1− θx˜)|gj/gj,x˜ |F
)
|det(1− θx˜)|g′/g′x˜ |F
Le dernier terme de ce produit vaut DG˜
′
(x˜).
– Calcul de |det(1 − θx˜)|g1/g1,x˜ |F : sur le sous-espace g1, θx˜ est l’endomorphisme qui à
X ∈ EndE(V
′′) associe l’opposé de l’adjoint de X pour la forme hermitienne x˜|V ′′ . Par
conséquent, on a θx˜
2
|g1
= Id. Notons gx˜1 le sous-espace de g1 sur lequel θx˜ = −Id. On a
alors |det(1− θx˜)|g1/g1,x˜ |F = |2|
dimF (g
x˜
1 )
F . Soit η ∈ E
× un élément non nul de trace nulle.
Alors l’application X 7→ ηX est un isomorphisme entre gx˜1 et g1,x˜. Par conséquent on
a dimF (g
x˜
1) = dimF (g1)/2 = d
′′2. D’où
(2) |det(1− θx˜)|g1/g1,x˜ |F = |2|
d′′2
F
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– Calcul de |det(1 − θx˜)|g2/g2,x˜ |F : posons g3 = HomE(V
′′, V ′) et g4 = HomE(V
′, V ′′).
Alors θx˜ échange g3 et g4. On a donc
det(1− θx˜)|g2/g2,x˜ = det(1− θ
2
x˜)|g3/g3,x˜
L’action de θ2x˜ sur g3 est donné par X 7→ x ◦X. Via le choix d’une base de V
′′, on a
un isomorphisme g3 ≃ V
′⊕d′′ et via cet isomorphisme, θ2x˜ agit par x sur chaque facteur.
Par conséquent
(3) |det(1− θx˜)|g2/g2,x˜ |F = ∆(x˜)
d′′
Les égalités (1), (2) et (3) entraînent le lemme 
Fixons une base (vi)i=1,...,d de V , cela permet d’identifier G à RE/FGLd. Pour R une F -
algèbre et g ∈ (RE/FGLd)(R) = GLd(R⊗FE), on note gi,j les coefficients de g , i, j = 1, . . . , d
(ce sont des éléments de R⊗FE). Soient Bd, Ud et Td les sous-groupes de RE/FGLd constitués
des matrices triangulaires supérieures, des matrices unipotentes triangulaires supérieures et
des matrices diagonales respectivement. On pose Ad = ATd. On notera Kd le sous-groupe
de (RE/FGLd)(F ) = GLd(E) des matrices à coefficients entiers dont le déterminant est de
valuation nulle. On définit un caractère ψd de Ud(F ) par la formule suivante
ψd : u 7→ ψE(
d−1∑
i=1
ui,i+1)
Soit θd l’élément de G˜(F ) défini par θd(vi) = (−1)
i+[(d+1)/2]v∗d−i pour i = 1, . . . , d où
(v∗i )i=1,...,d est la base duale de (vi)i=1,...,d. On notera aussi θd l’automorphisme de G défini
par θdg = θd(g)θd. Alors θd laisse stable Bd, Ud, Td et préserve le caractère ψd de Ud(F ).
Pour π une représentation lisse de G(F ), on notera π la conjuguée complexe de π et πc
la composée de π et de l’automorphisme de G(F ), g = (gij) 7→ (c(gij)). La classe d’isomor-
phisme de πc ne dépend pas du choix de la base (vi)i=1,...,d.
2.2 Modèle de Whittaker
Fixons à nouveau une base (vi)i=1,...,d de V . Soit (π, Eπ) une représentation lisse irréduc-
tible de G(F ). Appelons fonctionnelle de Whittaker pour π toute forme linéaire ℓ : Eπ → C
vérifiant ℓ(π(u)e) = ψd(u)ℓ(e) pour tout e ∈ Eπ et pour tout u ∈ Ud(F ). L’espace des fonc-
tionnelles de Whittaker pour π est de dimension au plus 1. Supposons que cet espace soit de
dimension 1. Soit θd(π) la représentation g 7→ π(θd(g)). Alors π s’étend en une représentation
tordue π˜ de G˜(F ) si et seulement si π ≃ θd(π). Supposons cette condition vérifiée et soit
π˜ une G˜(F )-représentation tordue qui prolonge π. L’application φ 7→ φ ◦ π˜(θd) préserve la
droite des fonctionnelles de Whittaker et agit par un scalaire non nul que l’on note w(π˜, ψ).
Un calcul de changement de base montre que w(π˜, ψ) ne dépend pas du choix de la base.
En revanche, il dépend de ψ. Pour b ∈ F×, on note ψb le caractère défini par ψb(x) = ψ(bx).
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Soit Db la matrice diagonale de coefficients Dbii = b
d−i et φ une fonctionnelle de Whitta-
ker non nulle pour ψ. Alors φ ◦ π(Db) est une fonctionnelle de Whittaker pour ψb et on a
θd(D
b)(Db)−1 = b1−dId. On en déduit que
(1) w(π˜, ψb) = ωπ(b)
1−dw(π˜, ψ) pour tout b ∈ F×.
où ωπ est le caractère central de π.
(2) Supposons π tempérée. Alors w(π˜∨, ψ−)w(π˜, ψ) = 1 où ψ− = ψ−1. Si de plus π˜ est
unitaire alors |w(π˜, ψ)| = 1.
En effet, soit φ une fonctionnelle de Whittaker non nulle de π pour le caractère ψ et φ− une
fonctionnelle de Whittaker non nulle de π∨ pour le caractère ψ−. D’après [W2] lemme 3.6, il
existe un nombre complexe non nul C tel que pour tout e ∈ Eπ et pour tout e
∨ ∈ Eπ∨ on ait
< e∨, e >= C
∫
Ud−1(F )\GLd−1(E)
φ−(π∨(g)e∨)φ(π(g)e)dg
où on a identifié RE/FGLd−1 au sous-groupe des éléments de G qui laissent stables vd et
v∗d. De l’égalité < π˜
∨(θd)e
∨, π˜(θd)e >=< e
∨, e >, l’on déduit la première identité. Pour la
deuxième, il suffit de remarquer que si π˜ est unitaire, on a
w(π˜, ψ) = w(π˜, ψ) = w(π˜∨, ψ−)
2.3 Représentations induites
Soit L˜ un Levi tordu de G˜. Il existe alors une décomposition
V = Vu ⊕ . . .⊕ V1 ⊕ V0 ⊕ V−1 ⊕ . . .⊕ V−u
telle que L˜ soit l’ensemble des x˜ ∈ G˜ qui vérifient x˜(Vj) = V
∗
−j pour j = −u, . . . , u. Pour
x˜ ∈ L˜, on notera x˜j la restriction de x˜ à Vj, j = −u, . . . , u. On a alors
(1) L = RE/FGL(Vu)×. . .×RE/FGL(V1)×RE/FGL(V0)×RE/FGL(V−1)×. . .×RE/FGL(V−u)
Posons dj = dim(Vj) = d−j, j = 0, . . . , u. Pour j = −u, . . . , u, fixons une base (v
j
i )i=1,...,dj
de Vj . La famille (vi)i=1,...,d définie par vdu+...+dj+1+i = v
j
i pour tout j = −u, . . . , u et pour
tout i = 1, . . . , dj, est une base de V . Grâce à cette base, on définit comme en 2.1 un
élément θd. On remarque que θd ∈ L˜(F ). Notons θVj la restriction de θd à RE/FGL(Vj). Soit
τ˜ ∈ Temp(L˜). Conformément à (1), on peut écrire
τ = τu ⊗ . . .⊗ τ−u
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où pour tout j = −u, . . . , u, τj ∈ Temp(GL(Vj)). Puisque τ s’étend en une représentation de
L˜(F ), on a θVj (τj) ≃ τ−j pour j = 1, . . . , u. Choisissons des opérateurs unitaires Aj : Eτj →
Eτ−j tels que
Ajτj(θVj (x−j)) = τ−j(x−j)Aj
pour tout x−j ∈ GL(V−j). Notons G˜0 l’analogue de G˜ lorsque l’on remplace V par V0. Il
existe alors un unique prolongement τ˜0 de τ0 à G˜0(F ) tel que pour e = eu ⊗ . . .⊗ e1 ⊗ e0 ⊗
e−1 ⊗ . . .⊗ e−u ∈ Eτ , on ait
τ˜(θd)e = A
−1
u e−u ⊗ . . .⊗A
−1
1 e−1 ⊗ τ˜0(θV0)e0 ⊗A1e1 ⊗ . . .⊗ Aueu
et ce prolongement ne dépend pas du choix des Aj. Introduisons la représentation π˜ = i
G
Q(τ˜)
(Q˜ ∈ P(L˜)). On a alors
(2) w(π˜, ψ) = w(τ˜0, ψ)
On peut en effet construire de façon explicite une fonctionnelle de Whittaker pour π à partir
d’une fonctionnelle de Whittaker pour τ . Plus précisément, notons w l’élément qui envoie
vji sur v
−j
i pour j = −u, . . . , u et pour i = 1, . . . , dj. Remarquons que θd(w) = w. On a fixé
une base de Vj pour j = −u, . . . , u, ce qui permet de parler de fonctionnelle de Whittaker
pour une représentation lisse de GL(Vj). Fixons des fonctionnelles de Whittaker non nulles
φj : Eτj → C de τj pour j = −u, . . . , u. On peut toujours supposer, ce que l’on fait, que l’on
a φj ◦ Aj = φ−j pour j = 1, . . . , u. Choisissons une suite exhaustive (U(F )N )N>1 de sous-
groupes compacts-ouverts de U(F ). Définissons l’application linéaire φ : Eπ = E
G
Q,τ → C par
la formule
φ(f) = lim
N→∞
∫
U(F )N
(φu ⊗ . . . φ−u) (f(wu))ψ(u)du
Cette expression a un sens et φ est une fonctionnelle de Whittaker non nulle pour π (cf 3.1
[Sh]). Cette définition permet d’exprimer φ ◦ π˜(θd) de deux façons différentes, et on obtient
alors la relation (2).
Comme cela nous sera utile plus tard, déterminons le caractère de τ˜ en fonction du
caractère de τ˜0 et des caractères de τj pour j = 1, . . . , u.
Lemme 2.3.1 Pour presque tout x˜ ∈ L˜(F ), on a l’égalité
Θτ˜ (x˜) = Θτ˜0(x˜0)
u∏
j=1
Θτj ((−1)
d+1 t(x˜c−j)
−1x˜j)
Preuve : Soient fj ∈ C
∞
c (GL(Vj)), j = −u, . . . , u. Définissons f˜ ∈ C
∞
c (L˜(F )) par
f˜(xθd) =
∏u
j=−u fj(xj), où on a noté xj la restriction de x à Vj pour x ∈ L(F ). L’opé-
rateur τ˜(f˜) envoie alors e = eu ⊗ . . .⊗ e−u ∈ Eτ sur
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τu(fu)A
−1
u e−u ⊗ . . .⊗ τ1(f1)A
−1
1 e−1 ⊗ τ0(f0)τ˜0(θV0)e0 ⊗ τ−1(f−1)A1e1 ⊗ . . .⊗ τ−u(f−u)Aueu
Soit j ∈ {1, . . . , u}. La trace de l’endomorphisme de Eτj ⊗ Eτ−j qui envoie ej ⊗ e−j sur
τj(fj)A
−1
j e−j ⊗ τ−j(f−j)Ajej est égale à la trace de l’opérateur τj(f
θ
−j ⋆ fj) où f
θ
−j(xj) =
f−j(θV−j (xj)) et ⋆ est la convolution. Cette trace est égale à∫
GL(Vj)×GL(V−j )
Θτj (xjθV−j (x−j))f−j(x−j)fj(xj)dx−jdxj
La trace de l’opérateur τ0(f0)τ˜0(θV0), elle vaut∫
G0(F )
Θτ˜0(x0θV0)f0(x0)dx0
On en déduit que la trace de l’opérateur τ˜ (f˜) est égale à
∫
L(F )
Θτ˜0(x0θV0)
u∏
j=1
Θτj (xjθV−j (x−j))f˜(x˜)dx
où on a posé x˜ = xθd pour x ∈ L(F ). On vérifie facilement que x0θV0 = x˜0 et xjθV−j (x−j) =
(−1)d+1 t(x˜c−j)
−1x˜j pour tout x ∈ L(F ). On en déduit le résultat annoncé 
2.4 Représentations elliptiques
Soit L˜ un Levi tordu de G˜ et reprenons les notations de la section précédente. On a
notamment une décomposition associée à L˜
V = Vu ⊕ . . .⊕ V1 ⊕ V0 ⊕ V−1 ⊕ . . . V−u
et G˜0 désigne le groupe tordu analogue de G˜ lorsque l’on remplace V par V0. Considérons
un Levi L0 de G0. Ce Levi admet une décomposition
L0 = RE/FGLd′1 × . . .×RE/FGLd′s
Pour j = 1, . . . , s, soit ρj une représentation irréductible de la série discrète de GLd′j (E)
telle que θd′j (ρj) ≃ ρj . On suppose que ρi 6≃ ρj pour i 6= j. Posons τ0 = i
G0
Q0
(ρ1 ⊗ . . . ⊗ ρs)
(Q0 ∈ P
G0(L0)). Pour j = 1, . . . , u, soit τj une représentation irréductible de la série discrète
de GL(Vj). Posons
τ = τu ⊗ . . .⊗ τ1 ⊗ τ0 ⊗ θ
1(τ1)⊗ . . .⊗ θ
u(τu)
Alors τ se prolonge en une représentation unitaire τ˜ de L˜(F ) et c’est une représentation
elliptique de L˜(F ). Posons s(τ˜ ) = s. Ce terme dépend seulement de l’orbite sous iA∗
L˜
de τ˜ .
Si O ∈ {Πell(L˜)} est cette orbite, on peut donc poser s(O) = s. On a alors ι(O) = 2
−s(O)−a
L˜
(cf 1.6). Toutes les représentations elliptiques de L˜(F ) s’obtiennent de cette façon.
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2.5 Facteurs ǫ
Soient m, d > 1 des entiers, et posons H = Gm. Soient π, σ des représentations irréduc-
tibles tempérées de G(F ) et H(F ) respectivement. Posons
ǫ(π × σ, ψE) = ǫ(1/2, π × σ, ψE)
où la fonction s 7→ ǫ(s, π × σ, ψE) est celle définie dans [JPSS]. On a alors les propriétés
suivantes dont les preuves découlent de la définition ou alors se trouvent dans [JPSS]. Pour
des représentations τi ∈ Temp(Gdi), i = 1, . . . , t, avec d = d1+ . . .+ dt, on note τ1 × . . .× τt
la représentation iGP (τ1⊗ . . .⊗τt) de G(F ) où P est un sous-groupe parabolique de G de Levi
Gd1 × . . .×Gdt
Proposition 2.5.1 Notons ωπ et ωσ leurs caractères centraux. On a les propriétés suivantes
1. ǫ(π × σ, ψbE) = ωπ(b)
mωσ(b)
dǫ(π × σ, ψE) pour tout b ∈ E
×
2. ǫ(πc × σc, ψE) = ǫ(π × σ, ψE)
3. ǫ(π∨ × σ∨, ψE)ǫ(π × σ, ψE) = ωπ(−1)
mωσ(−1)
d
4. Si π = τ1 × . . .× τt, alors ǫ(π × σ, ψE) =
t∏
j=1
ǫ(τj × σ, ψE)
Supposons maintenant que m et d sont de parités différentes et soient π˜ ∈ Temp(G˜) et
σ˜ ∈ Temp(H˜). Posons
(1) ǫν(π˜, σ˜) = ǫ−ν(σ˜, π˜) = w(π˜, ψ)w(σ˜, ψ)ωπ((−1)
[m/2]2ν)ωσ((−1)
1+[d/2]2ν)ǫ(π × σ, ψE)
Ce terme ne dépend pas du choix de ψ : F → C× d’après 2.2(1) et le 1. de la proposition
précédente. Soit L˜ un Levi tordu de G˜ que l’on écrit comme en 2.3. Soit τ˜ ∈ Temp(L˜). On
peut écrire
τ = τu ⊗ . . .⊗ τ1 ⊗ τ0 ⊗ θ
1(τ1)⊗ . . .⊗ θ
u(τu)
Le prolongement τ˜ de τ détermine un prolongement τ˜0 de τ0 comme en 2.3. Posons
ǫν(τ˜ , σ˜) = ǫν(τ˜0, σ˜)
u∏
j=1
ωτj (−1)
m
Supposons que π˜ = iGQ(τ˜ ) (Q˜ ∈ P(L˜)). On a alors
(2) ǫν(π˜, σ˜) = ǫν(τ˜ , σ˜)
Cela découle en effet de 2.3(2) et des points 2., 3. et 4 de la proposition 2.5.1.
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3 La formule géométrique
3.1 La situation
Soit V un espace vectoriel de dimension d sur E. On se donne une décomposition V =
Z ⊕W où W et Z sont de dimensions m et 2r + 1 respectivement, m, r ∈ N. Fixons une
base (zi)i=−r,...,r de Z et posons V0 = W ⊕ Ez0. Introduisons les groupes et groupes tordus
G = RE/FGL(V ), H = RE/FGL(W ), G0 = RE/FGL(V0), G˜ = Isom(V, V
c,∗) et H˜ =
Isom(W,W c,∗). On identifie H au sous-groupe des éléments de G qui agissent trivialement
sur Z. Fixons ν ∈ F× et notons ζ˜ l’élément de Isom(Z,Zc,∗) défini par ζ˜(zi) = (−1)
i2νz∗−i
où (z∗i )i=−r,...,r est la base duale de la base (zi)i=−r,...,r. La décomposition V = Z ⊕W induit
une décomposition V c,∗ = Zc,∗ ⊕W c,∗. On a un plongement ι : H˜ →֒ G˜ défini de la façon
suivante : pour x˜ ∈ H˜, ι(x˜) est l’élément dont la restriction à W est x˜ et la restriction à Z
est ζ˜. En pratique on ne fait pas de distinction entre x˜ et ι(x˜). Considérons le sous-groupe
parabolique P de G qui conserve le drapeau
Ezr ⊂ . . . ⊂ Ezr ⊕ . . .⊕Ez1 ⊂ Ezr ⊕ . . .⊕Ez1 ⊕ V0
⊂ Ezr ⊕ . . .⊕ Ez1 ⊕ V0 ⊕ Ez−1 ⊂ . . . ⊂ Ezr ⊕ . . .⊕ Ez1 ⊕ V0 ⊕ Ez−1 ⊕ . . .⊕Ez−r
On note A le sous-tore de G des éléments qui préservent les droites Ezi pour i =
±1, . . . ,±r et agissent comme l’identité sur V0 et U le radical unipotent de P . On pose
M = AG0, c’est une composante de Levi de P . Pour a ∈ A(F ), on note ai la valeur propre
de a agissant sur zi pour i = ±1, . . . ,±r. On note P˜ le normalisateur de P dans G˜ et M˜
le normalisateur de M dans P˜ . Ce sont respectivement un sous-groupe parabolique tordu et
un Levi tordu de G˜ et on a H˜ ⊂ M˜ . On définit un caractère ξ de U(F ) par
ξ(u) = ψE(
r−1∑
i=−r
ui+1,i)
où on a posé ui+1,i =< z
∗
i+1, uzi > pour i = −r, . . . , r − 1. ce caractère est invariant par θy˜
pour tout y˜ ∈ H˜(F ).
Fixons un OE-réseau R de V qui est somme d’un OE-réseau de W et du réseau engendré
par les zi pour i = 0,±1, . . . ,±r. Notons K le stabilisateur dans G(F ) de ce réseau. On a
alors G(F ) = P (F )K. Soit R∨ le réseau dual de R dans V ∗. Pour N > 0 un entier, on définit
ΩN comme le sous-ensemble de G(F ) des éléments qui s’écrivent g = uag0k où u ∈ U(F ),
k ∈ K, a ∈ A(F ) et g0 ∈ G0(F ) vérifient
– |valE(ar)| 6 N et |valE(ai)| 6 2N pour i = ±1, . . . ,±(r − 1),−r
– g−10 z0 ∈ π
−2N
E R et
tg−10 z
∗
0 ∈ π
−2N
E R
∨
On note κN le fonction caractéristique de l’ensemble ΩN . C’est une fonction invariante à
gauche par H(F )U(F ) et invariante à droite par K.
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3.2 Un ensemble de tores tordus
Considérons une décomposition W = W ′ ⊕ W ′′ et notons H ′ = RE/FGL(W
′), H ′′ =
RE/FGL(W
′′), H˜ ′ = Isom(W ′,W ′c,∗), H˜ ′′ = Isomc(W
′′,W ′′c,∗). Soient T˜ ′ un tore maximal
anisotrope de H˜ ′ (i.e. tel que AT˜ ′ = {1}) et ζ˜H,T ∈ H˜
′′(F ) une forme hermitienne non
dégénérée. On suppose que les groupes unitaires de ζ˜H,T et ζ˜G,T = ζ˜ ⊕ ζ˜H,T sont quasi-
déployés. Notons T˜ l’ensemble des éléments x˜ ∈ H˜ qui envoient W ′ sur W ′c,∗, W ′′ sur W ′′c,∗
et tels que la restriction de x˜ à W ′ appartienne à T˜ ′ et la restriction de x˜ à W ′′ soit égale à
ζ˜H,T . On note T l’ensemble des sous-ensembles T˜ de H˜ obtenus de cette façon. Cet ensemble
est stable par conjugaison par H(F ) et on fixe un ensemble T de représentants des classes de
conjugaison. Pour T˜ ∈ T on note T l’ensemble des éléments de T ′ dont on prolonge l’action
sur W en les laissant agir comme l’identité sur W ′′. C’est un sous-tore (en général non
maximal) de H . Les éléments de T˜ définissent un automorphisme θ de T et on note T θ, Tθ le
sous-groupe des point fixe et sa composante neutre respectivement. On a T θ = Tθ. On notera
aussi T˜ (F )/θ l’espace des classes de conjugaison par T (F ) dans T˜ (F ). Le normalisateur de
T˜ dans H(F ) contient T (F )× U(ζ˜H,T )(F ), on pose
W (H, T˜ ) = NormH(F )(T˜ )/(T (F )× U(ζ˜H,T )(F ))
Pour T˜ ∈ T , on notera dorénavant avec un indice T les objets définis dans ce paragraphe
qui dépendent de T˜ : W ′T , W
′′
T , H
′
T , H˜
′
T , H
′′
T , H˜
′′
T etc...
3.3 Quelques fonctions nécessaires à la formule géométrique
Soit T˜ ∈ T . On note T˜♯ l’ouvert de Zariski des éléments t˜ ∈ T˜ tels que les valeurs propres
de t = t(t˜c)−1t˜ sur W ′T soient toutes distinctes et différentes de 1. Soient Γ et Θ des quasi-
caractères de G˜(F ) et H˜(F ) respectivement. Soit t˜ ∈ T˜♯(F ). On a alors Gt˜ = U(ζ˜G,T ) × Tθ
et Ht˜ = U(ζ˜H,T ) × Tθ. Par conséquent, on a des identifications Nil(gt˜) = Nil(u(ζ˜G,T )) et
Nil(ht˜) = Nil(u(ζ˜H,T )). Posons
cΓ(t˜) =
1
|Nil(u(ζ˜G,T ))reg|
∑
O∈Nil(u(ζ˜G,T ))reg
cΓ,O(t˜)
et
cΘ(t˜) =
1
|Nil(u(ζ˜H,T ))reg|
∑
O∈Nil(u(ζ˜H,T ))reg
cΘ,O(t˜)
On vérifie facilement que les fonctions cΓ et cΘ sont invariantes par conjugaison par T (F ).
Elles définissent donc des fonctions sur T˜ (F )/θ.
3.4 Un critère de convergence
Soient T˜ ∈ T , t˜ ∈ T˜ (F ) et posons t = t(t˜c)−1t˜ ∈ H(F ). Notons E ′(t˜) resp. E ′′(t˜) l’image
respectivement le noyau de t− 1 dans W ′T . Introduisons les groupes J
′(t˜) = RE/FGL(E
′(t˜))
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et J ′′(t˜) = RE/FGL(E
′′(t˜)). On note zt˜ le centre de l’algèbre de Lie de J
′(t˜)t˜. On a une
inclusion naturelle J ′(t˜)× J ′′(t˜) ⊂ H ′T . Le tore Tθ est alors un sous-tore maximal de H
′
T,t˜
=
J ′(t˜)t˜ × J
′′(t˜)t˜. En particulier, on a zt˜ ⊂ tθ.
Pour X un F -espace vectoriel et i ∈ R, on note Ci(X) l’espace des fonctions mesurables
ϕ : X → C vérifiant ϕ(λx) = |λ|iFϕ(x) pour tout x ∈ X et tout λ ∈ F
×2. On note C>i(X) le
sous-espace vectoriel des fonctions à valeurs complexes sur X engendré par les Cj(X) pour
j > i. Soit χ : F× → {±1} un caractère quadratique, pour i ∈ R on notera Ci,χ(X) l’espace
des fonctions mesurables ϕ : X → C telle que ϕ(λx) = χ(λ)|λ|iFϕ(x) pour tout x ∈ X et
tout λ ∈ F×. Enfin, C>i,χ(X) désignera l’espace de fonctions sur X engendré par Ci,χ(X) et
les Cj(X) pour j > i.
Soit δ : T˜ (F )/θ → R une fonction, on définit alors C>δ(T˜ ) (resp. C>δ,χ(T˜ )) comme
l’espace des fonctions complexes f définies presque partout sur T˜ (F )/θ et telles que pour tout
t˜ ∈ T˜ (F ), il existe un bon voisinage ω ⊂ tθ(F ) de 0 et une fonction ϕ ∈ C>δ(t˜)(tθ(F )/zt˜(F ))
(resp. ϕ ∈ C>δ(t˜),χ(tθ(F )/zt˜(F ))) vérifiant
f(t˜exp(X)) = ϕ(X) pour presque tout X ∈ ω
où X désigne la projection de X sur tθ(F )/zt˜(F ). Rappelons que l’on a défini en 2.1 une
fonction ∆ sur G˜ss(F ). On montre exactement de la même façon que le lemme 5.2.2 de [B]
le critère de convergence suivant
Lemme 3.4.1 Soit T˜ ∈ T . Posons
δ0(t˜) = inf
(dim(zt˜)− dim(tθ)− dim(E ′′(t˜))
2
,−
1
2
)
pour tout t˜ ∈ T˜ (F ). Soit f ∈ C>δ0,χE(T˜ ), alors pour tout s ∈ C tel que Re(s) > 0 l’intégrale∫
T˜ (F )/θ
f(t˜)∆(t˜)sdt˜
converge absolument et de plus la limite
lim
s→0+
∫
T˜ (F )/θ
f(t˜)∆(t˜)sdt˜
existe
Soient Γ et Θ des quasi-caractères de G˜(F ) et H˜(F ) respectivement. Une démons-
tration tout à fait analogue à celle du lemme 5.3.1 de [B] montre que la fonction t˜ 7→
cΓ(t˜)cΘ(t˜)D
H˜(t˜)1/2DG˜(t˜)1/2∆(t˜)−1/2 est dans C>δ0,χE(T˜ ). On peut par conséquent définir
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(1) Jgeom(Θ,Γ) =
∑
T˜∈T
|2|
dim(W ′T )−
(
d+m
2
)
F |W (H, T˜ )|
−1 lim
s→0+
∫
T˜ (F )/θ
cΘ(t˜)cΓ(t˜)D
H˜(t˜)1/2
DG˜(t˜)1/2∆(t˜)s−1/2dt˜
Si f˜ ∈ C∞c (G˜(F )) est très cuspidale, on pose cf˜ = cΘf˜ et Jgeom(Θ, f˜) = Jgeom(Θ,Θf˜).
3.5 Le théorème
Soient f˜ ∈ C∞c (G˜(F )) une fonction très cuspidale et Θ un quasi-caractère de H˜(F ). Pour
g ∈ G(F ), on définit une fonction gf˜ ξ sur H˜(F ) par
gf˜ ξ(h˜) =
∫
U(F )
f˜(g−1h˜ug)ξ(u)du
C’est une fonction localement constante à support compact. On peut donc poser
J(Θ, f˜ , g) =
∫
H˜(F )
Θ(h˜)gf˜ ξ(h˜)dh˜
pour tout g ∈ G(F ). La fonction g 7→ J(Θ, f˜ , g) est localement constante et est invariante à
gauche par H(F )U(F ). Soit N > 0 un entier. Posons
JN(Θ, f˜) =
∫
H(F )U(F )\G(F )
κN(g)J(Θ, f˜ , g)dg
Théorème 3.5.1 L’expression JN(Θ, f˜) admet une limite lorsque N tend vers l’infini et on
a
lim
N→∞
JN (Θ, f˜) = Jgeom(Θ, f˜)
La démonstration de ce théorème occupera les quatre paragraphes suivants. Comme on
l’a dit en 1.3, on utilise dans ces deux sections une normalisation différente des mesures. Le
théorème 3.5.1 ne dépend que du choix de mesures de Haar sur les tores compacts Tθ(F ),
T˜ ∈ T , qui ont jusqu’à présent été normalisées par mes(Tθ(F )) = 1. Ces mesures sont
maintenant celles notées ν(Tθ)dt. Il faut donc dans la définition 3.4(1) rajouter un facteur
ν(Tθ) dans chaque terme de la somme.
3.6 Descente à l’algèbre de Lie
Par un procédé de partition de l’unité, on se ramène à la situation suivante : il existe
x˜ ∈ G˜ss(F ) et ω ⊂ gx˜(F ) un bon voisinage de 0 aussi petit que l’on veut de sorte que
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Supp(f˜) ⊂ (x˜exp(ω))G = {gx˜exp(X)g−1; g ∈ G(F ) X ∈ ω}.
Supposons dans un premier temps que x˜ n’est conjugué à aucun élément de H˜(F ). Cela
revient à dire que (V ′′x˜ , x˜) ne contient pas de sous espace hermitien isomorphe à (Z, ζ˜). Si tel
est le cas et si ω est assez petit, il en va de même de (V ′′x˜exp(X), x˜exp(X)) pour tout X ∈ ω.
On en déduit que (x˜exp(ω))G ∩ H˜(F ) = ∅. D’après une propriété des bons voisinages, l’en-
semble (x˜exp(ω))G est stable par l’opération qui consiste à passer à la partie semi-simple.
On a donc aussi (x˜exp(ω))G ∩ H˜(F )U(F ) = ∅. D’après la définition, on a alors gf˜ ξ = 0 pour
tout g ∈ G(F ) puis JN(Θ, f˜) = 0 pour tout N . D’autre part, le quasicaractère Θf˜ est alors
nul au voisinage de H˜(F ) et, par conséquent, Jgeom(Θ, f˜) = 0. Ainsi, le théorème 3.5.1 est
trivialement vérifié dans ce cas.
On suppose donc maintenant que la classe de conjugaison de x˜ coupe H˜(F ). Quitte à
conjuguer, on peut même supposer que x˜ ∈ H˜ss(F ). Posons x =
t(x˜c)−1x˜ et on note V ′′ resp.
W ′′ resp.W ′ = V ′ le noyau de x−1 dans V resp. le noyau de x−1 dansW resp. l’image de x−1
dansW . On a alors V = V ′′⊕V ′,W = W ′′⊕W ′ et la restriction de x˜ à V ′′ etW ′′ est une forme
hermitienne. On désignera par G′′, H ′′ et H ′ = G′ les groupes RE/FGL(V
′′), RE/FGL(W
′′),
RE/FGL(W
′) = RE/FGL(V
′) respectivement. On a alors Gx˜ = G
′
x˜G
′′
x˜, Hx˜ = H
′
x˜H
′′
x˜ et les
groupes G′′x˜, H
′′
x˜ sont des groupes unitaires. Soit g ∈ G(F ), on définit les fonctions Θx˜,ω et
gf˜x˜,ω sur hx˜(F ) et gx˜(F ) respectivement par
Θx˜,ω(X) =
{
Θ(x˜exp(X)) si X ∈ ω ∩ hx˜(F )
0 sinon.
et
gf˜x˜,ω(X) =
{
f˜(g−1x˜exp(X)g) si X ∈ ω
0 sinon.
Pour tout X ∈ hx˜(F ) et pour tout g ∈ G(F ), posons
gf˜ ξx˜,ω(X) =
∫
ux˜(F )
gf˜x˜,ω(X +N)ξ(N)dN
Jx˜,ω(Θ, f˜ , g) =
∫
hx˜(F )
Θx˜,ω(X)
gf˜ ξx˜,ω(X)dX
Pour tout entier N > 0, définissons
Jx˜,ω,N(Θ, f˜) =
∫
Hx˜(F )Ux˜(F )\G(F )
κN(g)Jx˜,ω(Θ, f˜ , g)dg
Notons T ′ l’ensemble des tores maximaux anisotropes de H ′x˜. La paire d’espaces hermi-
tiens (V ′′,W ′′) vérifient les hypothèses de la section 4 de [B], on peut donc lui associer un
ensemble de tores T ′′ comme dans cette référence. Notons T x˜ l’ensemble des éléments de T
qui contiennent x˜. On vérifie que l’application T˜ 7→ Tθ est une bijection entre T x˜ et T
′×T ′′.
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Pour T˜ ∈ T , on a défini deux fonctions cΘ et cf˜ sur T˜ (F )/θ. On définit les fonctions cΘ,x˜,ω
et cf˜ ,x˜,ω sur tθ(F ) comme étant nulles hors de ω et dont les valeurs sur X ∈ ω ∩ tθ(F ) sont
cΘ,x˜,ω(X) = cΘ(x˜exp(X)) et cf˜ ,x˜,ω(X) = cf˜ (x˜exp(X))
On note ∆′′ la fonction définie sur hx˜,ss(F ) par
∆′′(X) = |N(detX ′′|W ′′/W ′′(X))|F
où X ′′ désigne la restriction de X à W ′′ et W ′′(X) le noyau de X dans W ′′. Soit Tx˜ un
ensemble de représentants des classes de conjugaison de T x˜ par Hx˜(F ). Soit I ∈ T
′ × T ′′
et notons T˜I ∈ T x˜ le tore tordu lui correspondant. D’après le paragraphe 3.2, il est associé
à T˜I une décomposition W = W
′
TI
⊕W ′′TI . Notons H
′′
TI
= RE/FGL(W
′′
TI
) et NormHx˜(I) le
normalisateur de I dans Hx˜. On a alors une inclusion naturelle H
′′
TI ,x˜
I ⊂ NormHx˜(I). On
pose
W (Hx˜, I) = NormHx˜(I)(F )/H
′′
TI ,x˜
(F )I(F )
C’est un groupe fini. Posons
Jgeom,x˜,ω(Θ, f˜) =
∑
I∈Tx˜
|W (Hx˜, I)|
−1ν(I) lim
s→0+
∫
i(F )
cΘ,x˜,ω(X)cf˜ ,x˜,ω(X)D
Hx˜(X)1/2
DGx˜(X)1/2∆′′(X)s−1/2dX
On voit comme en 3.4 que cette expression est bien définie. Soit
C(x˜) = |2|
m−d
2
−dim(W ′′)
F D
H˜(x˜)1/2DG˜(x˜)1/2∆(x˜)−1/2
Proposition 3.6.1 On a les égalités
JN(Θ, f˜) = C(x˜)JN,x˜,ω(Θ, f˜) et Jgeom(Θ, f˜) = C(x˜)Jgeom,x˜,ω(Θ, f˜)
Preuve :
Il suffit de reprendre la preuve du lemme 3.4 de [W3]. Rappelons pour la commodité du
lecteur comment l’on procède.
Soit g ∈ G(F ). Par la formule d’intégration de Weyl, on a :
(1) J(Θ, f˜ , g) =
∑
T˜∈T (H˜)
|W (H, T˜ )|−1
∫
T˜ (F )/θ
Θ(t˜)DH˜(t˜)
∫
Tθ(F )\H(F )
hgf˜ ξ(t˜)dhdt˜
Pour T˜ et T˜ ′ deux sous-tores maximaux tordus de H˜ on pose W (T˜ , T˜ ′) = {h ∈ H(F ) :
hT˜h−1 = T˜ ′}/T (F ). Pour tout sous-tore maximal I de Hx˜, on note TI son commutant dans
H et T˜I = TI x˜ qui est un sous-tore maximal tordu de H˜ . On a alors :
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(2) Soient T˜ ∈ T (H˜) et t˜ ∈ T˜ (F ) ∩ H˜reg(F ) tel que
∫
Tθ(F )\H(F )
hgf˜ ξ(t˜)dh 6= 0 alors
t˜ ∈
⋃
I∈T (Hx˜)
⋃
w∈W (T˜I ,T˜ )
w(x˜exp(i(F ) ∩ ω))w−1
En effet, il existe alors u ∈ U(F ) tel que t˜u ∈ (x˜exp(ω))G. La partie semisimple de
t˜u étant conjuguée à t˜ on a aussi t˜ ∈ (x˜exp(ω))G. Soient donc X ∈ ω et y ∈ G(F ) tels
que yt˜y−1 = x˜exp(X). Par restriction, y réalise alors un isomorphisme entre les espaces
hermitiens (V ′′
t˜
, t˜) et (V ′′x˜exp(X), x˜exp(X)). Le premier de ces espaces contient comme sous-
espace hermitien (Z, ζ˜) et le deuxième est inclus dans (V ′′, x˜) qui contient aussi (Z, ζ˜).
D’après le théorème de Witt, quitte à multiplier y par un élément de G′′x˜(F ) et à conjuguer
X par ce même élément, on peut supposer que y agit trivialement sur Z. On a alors l’égalité
yt(t˜c)−1t˜y−1 = xexp(2X). On en déduit que exp(2X) agit comme l’identité sur Z donc
la restriction de X à Z est nulle. Un élément de gx˜(F ) dont la restriction à Z est nulle
appartient à hx˜(F ), par conséquent X ∈ hx˜(F ). L’élément y envoie l’orthogonal de Z dans
(V ′′
t˜
, t˜), qui est W ′′
t˜
, sur l’orthogonal de Z dans V ′′x˜exp(X), qui est W
′′
x˜exp(X). Il envoie aussi W
′
t˜
sur W ′x˜exp(X). Puisque W = W
′
t˜
⊕W ′′
t˜
= W ′x˜exp(X) ⊕W
′′
x˜exp(X), on en déduit que y conserve
W donc y ∈ H(F ). Quitte à conjuguer X, on peut supposer qu’il existe I ∈ T (Hx˜) tel que
X ∈ i(F )∩ω. Puisque t˜ est supposé régulier, la conjugaison par y−1 induit alors un élément
w de W (T˜I , T˜ ) d’où le résultat.
(3) Pour T˜ ∈ T (H˜), I1, I2 ∈ T (Hx˜) et w1 ∈ W (T˜I1, T˜ ), w2 ∈ W (T˜I2, T˜ ) les deux ensembles
w1(x˜exp(i1(F )∩ω))w
−1
1 et w2(x˜exp(i2(F )∩ω))w
−1
2 sont disjoints ou égaux et s’ils sont égaux
on a I1 = I2.
Soient y1, y2 ∈ H(F ) qui relèvent w1 et w2 on pose y = y
−1
2 y1. Si les deux ensembles en
question ne sont pas disjoints, on a y(x˜exp(ω))y−1 ∩ x˜exp(ω) 6= ∅. Donc par une propriété
des bons voisinages, y ∈ ZH(x˜)(F ) = Hx˜(F ). Alors la conjugaison par y envoie T˜I1 sur T˜I2 ,
donc I1 sur I2, et laisse stable ω. Ce qui entraîne aussi I1 = I2.
(4) Soient T˜ ∈ T (H˜), I ∈ T (Hx˜) et w1 ∈ W (T˜I , T˜ ). Le nombre d’éléments w2 ∈ W (T˜I , T˜ )
tels que w2(x˜exp(i(F ) ∩ ω))w
−1
2 = w1(x˜exp(i(F ) ∩ ω))w
−1
1 est |W (Hx˜, I)|.
En effet d’après ce qu’on vient de voir et le fait que TI ∩ Hx˜ = I, l’ensemble de ces
éléments est en bijection avec {y ∈ Hx˜(F ) : yIy
−1 = I}/I(F ) qui est précisément W (Hx˜, I).
(5) Soit I ∈ T (Hx˜), alors il existe un unique tore T˜ ∈ T (H˜) tel que W (T˜I , T˜ ) 6= ∅ et on
a alors |W (T˜I , T˜ )| = |W (H, T˜ )|.
L’existence et l’unicité de T˜ sont évidentes puisque T (H˜) est précisément un ensemble
de représentants des classes de conjugaison de sous-tores maximaux tordus de H˜. Soit donc
T˜ l’unique élément de T (H˜) tel que W (T˜I , T˜ ) 6= ∅ et fixons w1 ∈ W (T˜I , T˜ ). On a alors une
bijection entre W (T˜I , T˜ ) et W (H, T˜ ) donnée par w 7→ ww
−1
1 .
Rappelons que d’après nos choix de mesures, pour I ∈ T (Hx˜), l’application
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i(F ) ∩ ω → T˜I(F )/θ
X 7→ x˜exp(X)
préserve les mesures. Les points 2 à 5 ci-dessus permettent alors de transformer l’expression
(1) en l’égalité suivante
J(Θ, f˜ , g) =
∑
I∈T (Hx˜)
|W (Hx˜, I)|
−1
∫
i(F )
∫
I(F )\H(F )
hgf˜ ξ(x˜exp(X))dh
DH˜(x˜exp(X))Θx˜,ω(X)dX
On a DH˜(x˜exp(X)) = DH˜(x˜)DHx˜(X). Par la formule d’intégration de Weyl appliquée au
groupe Hx˜, on a
J(Θ, f˜ , g) = DH˜(x˜)
∫
Hx˜(F )\H(F )
∫
hx˜(F )
Θx˜,ω(X)
hgf˜ ξ(x˜exp(X))dXdh
Notons ux˜ l’image de θx˜ − 1 dans u. On a alors u = ux˜ ⊕ u
x˜. On a fixé une mesure sur
u(F ) et on suppose que cette mesure est produit d’une mesure sur ux˜(F ) et d’une mesure
sur ux˜(F ). Soit U x˜(F ) = exp(ux˜(F )) que l’on munit de la mesure image par l’exponentielle
(signalons qu’en général, il ne s’agit pas d’un sous-groupe de U(F )). Pour h ∈ H(F ) et
X ∈ ω, on a
hgf˜ ξ(x˜exp(X)) =
∫
U x˜(F )
∫
Ux˜(F )
hgf˜(x˜exp(X)uv)ξ(uv)dudv
Pour u ∈ Ux˜(F ), l’application U
x˜ → Ux˜\U , v 7→ θ
−1
x˜exp(X)u(v
−1)v est un isomorphisme de
variétés algébriques et le morphisme sur les F -points a un jacobien constant de valeur |det(1−
θ−1x˜exp(X)u)u/ux˜ |F . Par une propriété des bons voisinages, ce jacobien est aussi la valeur absolue
du déterminant de 1 − θ−1x˜ agissant sur u/ux˜. Notons d(x˜) ce jacobien. Remarquons que
l’image de l’application précédente est incluse dans Ker ξ. On a alors
hgf˜ ξ(x˜exp(X)) = d(x˜)
∫
Ux˜(F )\U(F )
∫
Ux˜(F )
vhg f˜(x˜exp(X)u)ξ(u)dudv
L’application ux˜(F )→ Ux˜(F ), N 7→ exp(−X)exp(X +N) est un isomorphisme de jaco-
bien constant égale à 1. On en déduit l’égalité
hgf˜ ξ(x˜exp(X)) = d(x˜)
∫
Ux˜(F )\U(F )
vhg f˜ ξx˜,ω(X)dv
D’où
J(Θ, f˜ , g) = DH˜(x˜)d(x˜)
∫
Ux˜(F )Hx˜(F )\U(F )H(F )
Jx˜,ω(Θ, f˜ , vhg)dhdv
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Puis JN (Θ, f˜) = D
H˜(x˜)d(x˜)Jx˜,ω,N(Θ, f˜). Il ne nous reste plus qu’à déterminer la valeur de
d(x˜).
Définissons les sous-espaces suivants de u
u1 = {N ∈ u; N(V
′) = 0 et N(V ′′) ⊂ V ′′} et u2 = {N ∈ u; N(V
′′) ⊂ V ′}
Ces deux sous-espaces sont stables par θx˜ et on a u = u1⊕u2. On note u1,x˜ et u2,x˜ les noyaux
de θx˜ − 1 dans u1 et u2 respectivement.
– Calcul de |det(1 − θ−1x˜ )|u1/u1,x˜ |F . L’espace u1 est inclus dans gl(V
′′). Sur cet espace θx˜
n’est autre que l’application qui à X associe l’opposé de l’adjoint de X pour la forme
hermitienne x˜|V ′′ . On a par conséquent θ
2
x˜ = Id. Notons u
x˜
1 le sous-espace de u1 sur
lequel θx˜ = −Id. On a alors |det(1 − θ
−1
x˜ )|u1/u1,x˜ |F = |2|
dim(ux˜1 )
F . Soit η ∈ E un élément
non nul de trace nulle. L’application N 7→ ηN est alors un isomorphisme entre u1,x˜
et ux˜1. On en déduit que dim(u
x˜
1) = dim(u1)/2. Or, un calcul indolore nous donne que
dim(u1) = 4r
2 + 2r + 4rdim(W ′′). On en déduit que
(6) |det(1− θ−1x˜ )|u1/u1,x˜ |F = |2|
2r2+r+2rdim(W ′′)
F
– Calcul de |det(1 − θ−1x˜ )|u2/u2,x˜ |F . Posons u3 = {N ∈ u2; N(V
′′) = 0} et u4 = {N ∈
u2; N(V
′) = 0}. On a alors u2 = u3⊕ u4, θx˜(u3) = u4 et θx˜(u4) = u3. On en déduit que
det(1− θ−1x˜ )|u2/u2,x˜ = det(1− θ
−2
x˜ )|u3/u3,x˜
où u3,x˜ désigne le noyau de 1 − θx˜ dans u3. Notons Z+ le sous-espace de V engendré
par les zi, i = 1, . . . , r. On a alors un isomophisme naturel u3 ≃ HomE(V
′, Z+). Via
cet isomorphisme, l’action de θ2x˜ sur u3 est donné par X 7→ X ◦ x
−1. On a donc un
isomorphisme de F [θ2x˜]-modules u3 ≃
r⊕
i=1
V ′ où l’action de θ2x˜ sur le deuxième espace
est donné par l’action de x−1 sur chaque facteur. On en déduit que
(7) |det(1− θ−1x˜ )|u2/u2,x˜ |F = |N(det(1− x)|V ′)|
r
F = ∆(x˜)
r
Des relations (6) et (7), on tire l’égalité d(x˜) = |2|
2r2+r+2rdim(W ′′)
F ∆(x˜)
r. On vérifie facilement
que DH˜(x˜)d(x˜) = C(x˜), cf lemme 2.1.1, d’où la première assertion de l’énoncé.
Pour I ∈ Tx˜, notons T˜I l’unique élément de T x˜ tel que TI,θ = I. Pour T˜1, T˜2 ∈ T , posons
W (T˜1, T˜2) = {h ∈ H(F ); hT˜1h
−1 = T˜2}/(T1(F )× U(ζ˜H,T1)(F ))
Les propriétés suivantes se montrent exactement de la même manière que les propriétés
(2) à (5) :
(8) Soient T˜ ∈ T et t˜ ∈ T˜♯(F ) tel que cf˜ (t˜) 6= 0 alors
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t˜ ∈
⋃
I∈Tx˜
⋃
w∈W (T˜I ,T˜ )
w(x˜exp(i(F ) ∩ ω))w−1
(9) Soient T˜ ∈ T , Ii ∈ Tx˜ et wi ∈ W (T˜Ii, T˜ ) pour i = 1, 2. Alors les ensembles
wi(x˜exp(ii(F ) ∩ ω))w
−1
i , i = 1, 2, sont disjoints ou confondus et s’ils sont confondus on
a I1 = I2.
(10) Soient T˜ ∈ T , I ∈ Tx˜ et w1 ∈ W (T˜I , T˜ ). Alors le nombre d’éléments w2 ∈ W (T˜I , T˜ )
tels que
w1(x˜exp(i(F ) ∩ ω))w
−1
1 = w2(x˜exp(i(F ) ∩ ω))w
−1
2
est égal à |W (Hx˜, I)|.
(11) Pour tout I ∈ Tx˜, il existe un unique T˜ ∈ T tel que W (T˜I , T˜ ) 6= ∅ et pour ce T˜ , on
a |W (T˜I , T˜ )| = |W (H, T˜ )|.
Les points (8) à (11) permettent de transformer l’expression initiale de Jgeom(Θ, f˜) et
d’obtenir l’égalité
(12) Jgeom(Θ, f˜) = D
H˜(x˜)1/2DG˜(x˜)1/2
∑
I∈Tx˜
|2|
dim(W ′TI
)−
(
d+m
2
)
F |W (Hx˜, I)|
−1ν(I)
lim
s→0+
∫
i(F )
cΘ,x˜,ω(X)cf˜ ,x˜,ω(X)D
Hx˜(X)1/2DGx˜(X)1/2∆(x˜exp(X))s−1/2dX
Soit I ∈ Tx˜. Pour tout X ∈ ω, on a
t[(x˜exp(X))c]−1x˜exp(X) = xexp(2X), d’où
∆(x˜exp(X)) = |2|
2dim(W ′′)−2dim(W ′′TI
)
F ∆
′′(X)∆(x˜)
pour presque tout X ∈ ω ∩ i(F ). Puisque dim(W ′TI ) + dim(W
′′
TI
) = m et lim
s→0
∆(x˜)s = 1, on
déduit facilement de (12) la deuxième égalité de l’énoncé 
3.7 Première transformation de Jx˜,ω,N(Θ, f˜)
D’après la proposition précédente, on est ramené à montrer l’égalité
lim
N→∞
Jx˜,ω,N(Θ, f˜) = Jx˜,ω,geom(Θ, f˜)
On a des décompositions en produits Gx˜ = G
′′
x˜G
′
x˜ et Hx˜ = H
′′
x˜H
′
x˜. Les groupes G
′′
x˜ et H
′′
x˜
sont les groupes unitaires des espaces hermitiens (V ′′, x˜) et (W ′′, x˜) respectivement. Pour
X ∈ hx˜(F ) = h
′
x˜(F ) ⊕ h
′′
x˜(F ) (resp. X ∈ gx˜(F ) = g
′
x˜(F ) ⊕ g
′′
x˜(F )) on notera X = X
′ + X ′′
l’unique écriture de X avec X ′ ∈ h′x˜(F ) et X
′′ ∈ h′′x˜(F ) (resp. X
′ ∈ g′x˜(F ) et X
′′ ∈ g′′x˜(F )).
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Quitte à rétrécir ω, on peut supposer que Θx˜,ω est combinaison linéaire sur ω de transformées
de Fourier d’intégrales orbitales nilpotentes. D’après "la conjecture de Howe", Θx˜,ω est alors
aussi combinaison linéaire de fonctions jˆHx˜(Y, .) pour des éléments Y ∈ hx˜,reg(F ) génériques.
Par linéarité de l’égalité que l’on cherche à montrer, on peut donc supposer qu’il existe
S ∈ h′′x˜,reg(F ) de noyau nul dans W
′′ et un quasi-caractère jˆS de h
′
x˜(F ) tels que
Θx˜,ω(X) = jˆS(X
′)jˆH
′′
x˜ (S,X ′′)
pour presque tout X ∈ ω ∩ hx˜(F ). On a alors pour tout g ∈ G(F ),
Jx˜,ω(Θ, f˜ , g) =
∫
h′x˜(F )×h
′′
x˜(F )
jˆS(X
′)jˆH
′′
x˜ (S,X ′′)gf˜ ξx˜,ω(X)dX
′′dX ′
Appliquons la formule d’intégration de Weyl à l’intégrale sur h′x˜(F ). On obtient alors
pour N > 0,
Jx˜,ω,N(Θ, f˜) =
∑
I′∈T (H′x˜)
|W (H ′x˜, I
′)|−1
∫
i′(F )
jˆS(X
′)DH
′
x˜(X ′)
∫
I′(F )H′′x˜ (F )Ux˜(F )\G(F )
∫
h′′x˜(F )
jˆH
′′
x˜ (S,X ′′)gf˜ ξx˜,ω(X
′ +X ′′)dX ′′κN(g)dgdX
′
Le terme intérieur peut se réécrire
∫
I′(F )G′′x˜(F )\G(F )
∫
H′′x˜ (F )Ux˜(F )\G
′′
x˜(F )
∫
h′′x˜(F )
jˆH
′′
x˜ (S,X ′′)g
′′gf˜ ξx˜,ω(X
′ +X ′′)dX ′′κN(g
′′g)dg′′dg
D’après 7.4 [B], on peut exprimer différemment les deux intégrales intérieures de cette
expression. Pour retouver les notations de cette référence, on pose ϕ(X ′′) = gf˜x˜,ω(X
′ +X ′′),
κ′′(g′′) = κN(g
′′g), θ′′ = jˆG
′′
x˜(S, .), vi = zi pour i = 0, . . . , r et v−i = z−i/((−1)
i2ν) pour
i = 1, . . . , r. On doit aussi fixer des constantes ξi ∈ F
× vérifiant
r−1∑
i=−r
ui+1,i =
r−1∑
i=0
ξi < x˜v−i−1, uvi >
pour tout u ∈ Ux˜(F ). Dans la section 7 de [B], il est défini des éléments Ξ et Σ. L’élément
Ξ ∈ g′′x˜(F ) est défini ainsi : il annule W
′′ et vérifie Ξ(vi+1) = ξivi pour i = 0, . . . , r − 1,
Ξv0 = −2νξ0v−1 et Ξv−i = −ξiv−i−1 pour i = 1, . . . , r − 1. Le sous-espace Σ de g
′′
x˜ est défini
comme l’orthogonal de h′′x˜⊕ ux˜. Soit I
′′ ∈ T (G′′x˜). On note i
′′(F )S l’ensemble des éléments de
i′′(F ) dont la classe de conjugaison par G′′x˜(F ) coupe Ξ+ S +Σ. Comme en 7.3 [B], on peut
fixer :
– Deux fonctions localement analytiques X ′′ ∈ i′′(F )S 7→ γX′′ ∈ G
′′
x˜(F ) etX
′′ ∈ i′′(F )S 7→
X ′′Σ ∈ Ξ + S + Σ vérifiant X
′′
Σ = γ
−1
X′′X
′′γX′′ pour tout X
′′ ∈ i′′(F )S ;
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– Une fonction polynomiale non nulle QS sur i
′′(F )
telles que pour tout compact ωI′′ ⊂ i
′′(F ), il existe α ∈ F× et c > 0 vérifiant
– αQS(X
′′)R′′ ⊂ RX′′Σ,vr ⊂ α
−1R′′ où on a posé R′′ = R ∩ V ′′ et RX′′Σ,vr =
⊕d′′−1
i=0 X
′′
Σ
ivr ;
– σ(γX′′) 6 c(1 + log |D
G′′x˜(X ′′)|)
pour tout X ′′ ∈ i′′(F )S ∩ ωI′′. On peut maintenant appliquer 7.4 [B] à nos deux intégrales
intérieures. On obtient l’égalité
(1) Jx˜,ω,N(Θ, f˜) =
∑
I∈T (Gx˜)
ν(AI′′)
−1|W (Gx˜, I)|
−1
∫
i′(F )×i′′(F )S
jˆS(X
′)DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2
∫
I′(F )AI′′ (F )\G(F )
g f˜ ♯x˜,ω(X)κN,X′′(g)dgdX
′′dX ′
où on a noté gf˜ ♯x˜,ω la transformée de Fourier de
gf˜x˜,ω par rapport à X
′′ ∈ g′′x˜(F ) et on a posé
κN,X′′(g) = ν(AI′′)
∫
AI′′ (F )
κN(γ
−1
X′′ag)da
Fixons I = I ′I ′′ ∈ T (Gx˜). On a le lemme suivant dont la démonstration est tout à fait
analogue à celle de 8.1.1 [B]
Lemme 3.7.1 Soit ωI′′ ⊂ i
′′(F ) un sous-ensemble compact. Il existe un entier k ∈ N tel que
κN,X′′(g) << N
k(1 + |log DG
′′
x˜(X ′′)|)k(1 + |log |QS(X
′′)|F |)
kσ(g)k
pour tous N > 1, g ∈ G(F ), X ′′ ∈ i′′(F )S ∩ ωI′′.
Pour ǫ > 0, notons i(F )[> ǫ] l’ensemble des X ∈ i(F ) tels que |det ad(X ′′)|g′′/i′′|F > ǫ,
|det ad(X ′)|g′/i′|F > ǫ, |QS(X
′′)|F > ǫ. Soit i(F )[6 ǫ] le complémentaire de i(F )[> ǫ] dans
i(F ).
Lemme 3.7.2 Il existe un entier b > 1 tel que
∫
i′(F )×i′′(F )S [6N−b]
|jˆS(X
′)|DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2
∫
I′(F )AI′′ (F )\G(F )
|gf˜ ♯x˜,ω(X)|
κN,X′′(g)dgdX
′′dX ′ << N−1
pour tout N > 1.
Preuve : Considérons l’intégrale intérieure et décomposons la en une double intégrale
sur Gx˜(F )\G(F ) et sur I
′(F )AI′′(F )\Gx˜(F ). L’intégrale sur Gx˜(F )\G(F ) est localement
constante et d’après une propriété des bons voisinages, elle est à support compact. Il existe
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un sous-ensemble compact ωI ⊂ i(F ) tel que l’intégrale intérieure soit nulle pour X /∈ ωI .
D’après ces deux remarques et le lemme 3.7.1, il existe un entier k tel que notre expression
soit essentiellement majorée par
(2) Nk
∫
i′(F )×i′′(F )S [6N−b]∩ωI
|jˆS(X
′)|DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2∫
I′(F )AI′′ (F )\Gx˜(F )
ϕ(g−1Xg)(1 + |log DG
′′
x˜(X ′′)|)k(1 + |log |QS(X
′′)|F |)
kσI(g)
kdgdX ′′dX ′
où ϕ ∈ C∞c (gx˜(F )) est une fonction à valeurs réelles positives et où on a posé
σI(g) = inf{σ(tg); t ∈ I
′(F )AI′′(F )}
D’après le lemme 7.2.1 de [B] (qui est dû à Arthur), pour toutX ∈ ωI et pour tout g ∈ Gx˜(F )
tels que ϕ(g−1Xg) 6= 0 on a une majoration
σI(g) << (1 + |log D
Gx˜(X)|)
D’après Harish-Chandra les fonctions
X ′ 7→ |jˆS(X
′)|DG
′
x˜(X ′)1/2
et
X 7→ DGx˜(X)1/2
∫
I′(F )AI′′ (F )\Gx˜(F )
ϕ(g−1Xg)dX
sont localement bornées. Par conséquent, notre expression (2) est essentiellement majorée
par
Nk
∫
i′(F )×i′′(F )S [6N−b]∩ωI
(1+|log DG
′′
x˜(X ′′)|)2k(1+|log |QS(X
′′)|F |)
k(1+|log DG
′
x˜(X ′)|)kdX ′′dX ′
Il est alors aisé de montrer que cette intégrale vérifie la majoration de l’énoncé pour b
assez grand 
3.8 Changement de fonction de troncature
Rappelons que l’on a fixé I = I ′I ′′ ∈ T (Gx˜). Notons M˜♮ le commutant de AI′′ dans G˜.
Il contient I ′′G′x˜ et c’est un Levi tordu de G˜. On a AM˜♮ = AI′′. Quitte à conjuguer x˜ et I
′′,
on peut supposer que M˜♮ est semi-standard. Soit Y ∈ AMmin tel que α(Y ) > 0 pour tout
α ∈ ∆. Pour P ′ ∈ P(Mmin), il existe un unique w ∈ W
G tel que wPmin = P
′ et on pose alors
YP ′ = wY . Pour Q˜ ∈ P(M˜♮), on définit YQ˜ comme le projeté sur AM˜♮ de YP ′ pour n’importe
quel P ′ ∈ P(Mmin) vérifiant P
′ ⊂ Q. Pour g ∈ G(F ), on pose YQ˜(g) = YQ˜−HQ˜(g) pour tout
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Q˜ ∈ P(M˜♮) où Q˜ désigne le parabolique tordu opposé à Q˜. La famille Y(g) = (YQ˜(g))Q˜∈P(M˜♮)
est (G˜, M˜♮)-orthogonale et il existe c1 > 0 tel que si
inf{σ(mg); m ∈M♮(F )} 6 c1inf{α(Y ); α ∈ ∆}
la famille Y(g) soit (G˜, M˜♮)-orthogonale positive. Supposons que ce soit le cas. On définit
alors σG˜
M˜♮
(.,Y(g)) comme la fonction caractéristique dans AM˜♮ de l’enveloppe convexe des
YQ˜(g), Q˜ ∈ P(M˜♮), et on pose
v(g, Y ) = ν(AI′′)
∫
AI′′ (F )
σG˜
M˜♮
(HM˜♮,Y(g))da
On a le fait suivant
(1) Il existe c2 > 0 et un sous-ensemble compact ωI ⊂ i(F ) tels que pour tous X ∈ i(F )[>
N−b], g ∈ G(F ) vérifiant gf˜ ♯x˜,ω(X) 6= 0, on ait X ∈ ωI et
σI(g) < c2log(N)
En effet, on a vu lors de la preuve du lemme 3.7.2 qu’il existe un sous-ensemble compact
ωI ⊂ i(F ) tel que pour tous X et g comme précédemment, on ait X ∈ ωI et σI(g) <<
1 + |logDGx˜(X)|. Or, pour X ∈ ωI ∩ i(F )[> N
−b], on a |logDGx˜(X)| << log(N). D’où (1).
Ceci permet de vérifier que le membre de droite de l’égalité ci-dessous est bien défini.
Proposition 3.8.1 Il existe un réel c3 > c2/c1 et un entier N0 > 1 tels que, si N > N0 et
inf{α(Y ); α ∈ ∆} > c3log(N)
on ait l’égalité∫
I′(F )AI′′ (F )\G(F )
gf˜ ♯x˜,ω(X)κN,X′′(g)dg =
∫
I′(F )AI′′ (F )\G(F )
gf˜ ♯x˜,ω(X)v(g, Y )dg
pour tout X ∈ i′(F )× i′′(F )S[> N−b].
Preuve : Soit N > 1 un entier. Posons
XN = ωI ∩ i
′(F )× i′′(F )S[> N−b]
et
ΩN = {g ∈ G(F ); σI(g) < c2log(N)}
Soient c3 > c2/c1 et Y ∈ AMmin vérifiant
inf{α(Y ); α ∈ ∆} > c3log(N)
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Ainsi v(Y, g) est bien défini pour tout g ∈ ΩN . On va montrer que l’égalité de l’énoncé est
vérifiée si N et c3 sont assez grands. Notons J(N,X) resp. J(Y,X) le membre de gauche resp.
de droite de l’égalité de l’énoncé. D’après la remarque (1), il suffit de montrer l’égalité pour
X ∈ XN et on peut restreindre les intégrales à I
′(F )AI′′(F )\ΩN . Soit Z ∈ AMmin vérifiant
inf{α(Z); α ∈ ∆} > c2/c1log(N)
Pour tout g ∈ ΩN , on définit comme pour Y une (G˜, M˜♮)-famille orthogonale positive
Z(g) = (ZQ˜(g))Q˜∈P(M˜♮). Pour Q˜ = L˜UQ ∈ F(M˜♮), notons σ
Q˜
M˜♮
(.,Z(g)) la fonction caractéris-
tique dans AM˜♮ de la somme de AL˜ et de l’enveloppe convexe des Z(g)P˜ ′ pour P˜
′ ∈ P(M˜♮)
tel que P˜ ′ ⊂ Q˜. On note aussi τQ˜ la fonction caractéristique de A
L˜
M˜♮
⊕ A+
Q˜
dans AM˜♮. On a
l’égalité ∑
Q˜∈F(M˜♮)
σQ˜
M˜♮
(λ,Z(g))τQ˜(λ− Z(g)Q˜) = 1
pour tout λ ∈ AM˜♮. On a par conséquent pour tous g ∈ ΩN , X ∈ XN ,
(2) v(g, Y ) =
∑
Q˜∈F(M˜♮)
v(Q˜, Y, g)
(3) κN,X′′(g) =
∑
Q˜∈F(M˜♮)
κN,X′′(Q˜, g)
où on a posé
v(Q˜, Y, g) = ν(AI′′)
∫
AI′′ (F )
σG˜
M˜♮
(HM˜♮(a),Y(g))σ
Q˜
M˜♮
(HM˜♮(a),Z(g))τQ˜(HM˜♮(a)− Z(g)Q˜)da
et
κN,X′′(Q˜, g) = ν(AI′′)
∫
AI′′ (F )
κN(γ
−1
X′′ag)σ
Q˜
M˜♮
(HM˜♮(a),Z(g))τQ˜(HM˜♮(a)− Z(g)Q˜)da
Les fonctions κN,X′′(Q˜, .) et v(Q˜, Y, .) sont invariantes à gauche par I
′(F )AI′′(F ). Par
conséquent, on peut décomposer J(Y,X) et J(N,X) suivant les égalités (2) et (3). On
obtient
J(Y,X) =
∑
Q˜∈F(M˜♮)
J(Q˜, Y,X)
J(N,X) =
∑
Q˜∈F(M˜♮)
J(Q˜, N,X)
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avec une définition plus ou moins évidente des termes J(Q˜, Y,X) et J(Q˜, N,X). Montrons
le fait suivant
(4) Si Z vérifie les inégalités
sup{α(Z); α ∈ ∆} 6
{
inf{α(Y );α ∈ ∆}
log(N)2
on a J(G˜, Y,X) = J(G˜, N,X) pour tout X ∈ XN et pour N assez grand.
La première inégalité entraîne que l’enveloppe convexe des Z(g)Q˜, Q˜ ∈ P(M˜♮), est in-
clus dans l’enveloppe convexe des Y (g)Q˜, Q˜ ∈ P(M˜♮), pour tout g ∈ ΩN . Par conséquent
v(G˜, Y, g) = v(g, Z) pour tout g ∈ ΩN .
Il existe c > 0 tel que σ(g) < cN entraîne κN(g) = 1 pour tout g ∈ G(F ). Pour X ∈ XN , on
a σ(γX′′) << log(N). D’après la deuxième inégalité, pour a ∈ AI′′(F ) et g ∈ ΩN , l’égalité
σG˜
M˜♮
(HM˜♮(a),Z(g)) = 1 entraîne σ(ag) << log(N)
2 donc entraîne aussi κN(γ
−1
X′′ag) = 1 si
N est assez grand. On a donc aussi pour N assez grand κN,X′′(G˜, g) = v(g, Z) pour tous
g ∈ ΩN , X ∈ XN . On en déduit (4).
Fixons à présent Q˜ = L˜UQ ∈ F(M˜♮), Q˜ 6= G˜. Etablissons la propriété suivante
(5) Il existe c4 > 0 tel que si
inf{α(Z); α ∈ ∆} > c4log(N)
et si c3 et N sont assez grands alors J(Q˜, N,X) = J(Q˜, Y,X) = 0 pour tout X ∈ XN .
Remarquons tout d’abord que les points (4) et (5) entraînent la proposition : pour c3
assez grand on peut trouver un Z qui vérifie les inégalités (4) et (5). En sommant alors les
égalités J(Q˜, N,X) = J(Q˜, Y,X) pour Q˜ ∈ F(M˜♮), on obtient le résultat voulu.
On a les égalités
J(Q˜, N,X) =
∫
K
∫
I′(F )AI′′ (F )\L(F )
∫
UQ(F )
ulkf˜ ♯x˜,ω(X)κN,X′′(Q˜, ulk)duδQ(l)dldk
J(Q˜, Y,X) =
∫
K
∫
I′(F )AI′′ (F )\L(F )
∫
UQ(F )
ulkf˜ ♯x˜,ω(X)v(Q˜, Y, ulk)duδQ(l)dldk
Il existe c > 0 tel que pour u ∈ UQ(F ), l ∈ L(F ) et k ∈ K vérifiant ulk ∈ ΩN , on ait
σ(u), σI(l), σI(ulk) 6 clog(N). Supposons que pour de tels éléments on ait κN,X′′(Q˜, ulk) =
κN,X′′(Q˜, lk) pour tout X ∈ XN et v(Q˜, Y, ulk) = v(Q˜, Y, lk). Alors il apparaît dans les deux
intégrales précédentes l’intégrale intérieure
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∫
U
Q
(F )
ulkf˜ ♯x˜,ω(X)du
qui est nulle d’après [W3] lemme 5.5(i) : c’est ici que l’on utilise l’hypothèse que f˜ est très
cuspidale. Il suffit donc pour établir (5), de montrer la propriété suivante.
(6) Soit c > 0, il existe c4 > 0 tel que si
inf{α(Z); α ∈ ∆} > c4log(N)
et si c3 et N sont assez grands alors κN,X′′(Q˜, ug) = κN,X′′(Q˜, g) et v(Q˜, Y, ug) = v(Q˜, Y, g)
pour tout X ∈ XN et pour tous u ∈ UQ(F ), g ∈ G(F ) vérifiant σ(u), σ(g), σ(ug) 6 clog(N).
Fixons c4 > 0 et montrons que (6) est vérifié si c4, c3 et N sont assez grands. Pour c3 et
c4 assez grands toutes les (G˜, M˜♮)-familles orthogonales (TP˜ ′)P˜ ′∈P(M˜♮) qui apparaissent par
la suite vérifient la propriété suivante : pour tout P˜ ′ ∈ P(M˜♮), on a TP˜ ′ ∈ A
+
P˜ ′
. Montrons
d’abord l’assertion sur la fonction v(Q˜, Y, .). Soit g ∈ G(F ) tel que σ(g) 6 clog(N). Par
définition on a
v(Q˜, Y, g) = ν(AI′′)
∫
AI′′ (F )
σG˜
M˜♮
(HM˜♮(a),Y(g))σ
Q˜
M˜♮
(HM˜♮(a),Z(g))τQ˜(HM˜♮(a)− Z(g)Q˜)da
Les fonctions σQ˜
M˜♮
(.,Z(g)) et τQ˜(.−Z(g)Q˜) ne dépendent que de Z(g)P˜ ′ pour P˜
′ ∈ P(M˜♮)
vérifiant P˜ ′ ⊂ Q˜. Par conséquent, elles sont invariantes par translation à gauche de g par
UQ(F ). De plus, pour λ ∈ AM˜♮ vérifiant σ
Q˜
M˜♮
(λ,Z(g))τQ˜(λ−Z(g)Q˜) = 1, il existe P˜
′ ∈ P(M˜♮),
P˜ ′ ⊂ Q˜ tel que λ ∈ A+
P˜ ′
. Or, la restriction de σG˜
M˜♮
(.,Y(g)) à A+
P˜ ′
ne dépend que de Y (g)P˜ ′
donc est aussi invariante par translation à gauche de g par UQ(F ). Cela établit le résultat
pour v(Q˜, Y, .).
Montrons maintenant (6) pour κN,X′′(Q˜, .). La fonction
g 7→ σQ˜
M˜♮
(.,Z(g))τQ˜(.− Z(g)Q˜)
définie pour σ(g) 6 clog(N) est toujours invariante à gauche par UQ(F ). Soit c
′ > 0. Pour
c4 assez grand l’égalité σ
Q˜
M˜♮
(λ,Z(g))τQ˜(λ− Z(g)Q˜) = 1, λ ∈ AM˜♮, entraîne α(λ) > c
′log(N)
pour toute racine α de AI′′ dans uQ. Le résultat est alors une conséquence du lemme suivant
Lemme 3.8.1 Soit c > 0, il existe un entier N1 > 1 et c
′ > 0 tels que pour tous u ∈ UQ(F ),
g ∈ G(F ) vérifiant σ(u), σ(g), σ(ug) 6 clog(N), pour tout a ∈ AI′′ vérifiant α(HM˜♮(a)) >
c′log(N) pour toute racine α de AI′′ dans uQ et pour tout N > N1, on ait l’égalité
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κN (γ
−1
X′′ag) = κN(γ
−1
X′′aug)
pour tout X ∈ XN .
Preuve : Pour x un réel quelconque, on pose πxE = π
E(x)
E où E(x) désigne la partie entière
de x. Il existe un réel C > 0 qui vérifie les conditions suivantes
1. π
Cσ(g)
E R ⊂ gR ⊂ π
−Cσ(g)
E R pour tout g ∈ G(F )
2. σ(γX′′) 6 Clog(N) pour tout N > 2 et pour tout X ∈ XN
3. X ′′Σ
iR ⊂ π−CE R pour tout X
′′ ∈ ωI ∩ i
′′(F )S et pour tout i = 0, . . . , d′′ − 1
4. π
Clog(N)
E R
′′ ⊂ RX′′Σ,zr pour tout N > 2 et pour tout X ∈ XN
5. πCER ⊂ R
′′ ⊕ R′ où R′ = R ∩ V ′
6. πCER
′′ ⊂ R′′∗ ⊂ π−CE R
′′ où R′′∗ = x˜−1R′′∨.
Pour les conditions 2, 3 et 4 on utilise les propriétés des applications X ′′ 7→ γX′′ et X
′′ 7→ X ′′Σ
rappelées en 3.7. Fixons N1 > 2 un entier et c
′ > 0 et montrons que la conclusion du lemme
est vérifiée si N1 et c
′ sont assez grands. Considérons des éléments a, u, g, N et X comme
dans le lemme. Supposons que κN (γ
−1
X′′ag) = 1 et montrons que κN(γ
−1
X′′aug) = 1 (cela suffit
à montrer le lemme : il suffit de changer g en ug et u en u−1 pour obtenir l’autre inégalité).
On a alors a−1γX′′zr ∈ π
−N
E g(R) ce qui entraîne γ
−1
X′′a
−1γX′′zr ∈ π
−N−(c+C)Clog(N)
E R. Comme
X ′′Σ = γ
−1
X′′X
′′γX′′ commute à γ
−1
X′′a
−1γX′′, on a γ
−1
X′′a
−1γX′′RX′′Σ,zr ⊂ π
−N−(c+C)Clog(N)−C
E R d’où
γ−1X′′a
−1γX′′R
′′ ⊂ π
−N−(c+C+1)Clog(N)−C
E R
′′
Puisque γ−1X′′a
−1γX′′ ∈ G
′′
x˜, on a aussi
π
N+(c+C+1)Clog(N)+C
E R
′′∗ ⊂ γ−1X′′a
−1γX′′R
′′∗
On en déduit que
(7) π
N+(c+3C+1)Clog(N)+4C
E R ⊂ a
−1R ⊂ π
−N−(c+3C+1)Clog(N)−2C
E R
Soit C ′ > 0. Si c′ est assez grand, on a (au−1a−1 − Id)R ⊂ π
C′log(N)
E R. Combiné à (7), cela
entraîne
g−1a−1γX′′zr − g
−1u−1a−1γX′′zr ∈ π
−N
E R
si C ′ est assez grand. Par conséquent, on a aussi
(8) g−1u−1a−1γX′′zr ∈ π
−N
E R
si c′ est assez grand. De plus, d’après (7) si N1 est assez grand on a
(9) π2NE R ⊂ g
−1u−1a−1γX′′R ⊂ π
−2N
E R
Par définition de κN , (8) et (9) entraînent κN(γ
−1
X′′aug) = 1. D’où le résultat 
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Proposition 3.8.2 Il existe un entier N0 > 1 tel que, pour tout N > N0 et tout X ∈
(i′(F )× i′′(F )S)[> N−b], on ait l’égalité
∫
I′(F )AI′′ (F )\G(F )
gf˜ ♯x˜,ω(X)κN,X′′(g)dg =
{
0 si AI′ 6= {1}
ν(I ′)ν(AI′′)Θ
♯
f˜ ,x˜,ω
(X) sinon
Preuve : D’après la proposition 3.8.1, on peut en tout cas remplacer κN,X′′(g) par v(g, Y )
pour Y ∈ AMmin vérifiant une minoration
inf{α(Y ); α ∈ ∆} >> log(N)
Soit R ⊂ AMmin,F ⊗ Q un Z-réseau. Notons R
∨ l’ensemble des éléments λ ∈ A∗Mmin
tels que λ(ζ) ∈ 2πZ pour tout ζ ∈ R. Alors d’après le lemme 4.7 de [W4], il existe un
sous-ensemble fini Ξ ⊂ iA∗Mmin/iR
∨, un entier M > 1 ainsi qu’une famille de fonctions
g 7→ cR(Λ, k, g) pour Λ ∈ Ξ et 0 6 k 6 M telles que, pour tout g ∈ G(F ) et pour tout
Y ∈ R vérifiant une majoration α(Y ) >> σ(g) pour tout α ∈ ∆, on ait l’égalité
v(g, Y ) =
∑
Λ∈Ξ, 06k6M
cR(Λ, k, g)e
Λ(Y )Y k
Les fonctions Y 7→ eΛ(Y )Y k, k ∈ N, Λ ∈ iA∗Mmin/iR
∨ sont linéairement indépendantes sur le
cône {Y ∈ R : σ(g) 6 c1α(Y ) ∀α ∈ ∆}. Puisque l’intégrale que l’on considère ne dépend
pas de Y on peut aussi bien remplacer la fonction v(g, Y ) par le terme constant cR(0, 0, g).
On peut bien sûr appliquer ce qui précède au réseau 1
k
R pour tout k ∈ N∗. Toujours d’après
le lemme 4.7 de [W4], on a une inégalité
|c 1
k
R(0, 0, g)− (−1)
a
M˜♮vM˜♮(g)| << k
−1σI(g)
a
M˜♮
pour tout g ∈ G(F ) et pour tout k ∈ N∗. Puisque l’intégrale∫
I′(F )AI′′ (F )\G(F )
|gf˜x˜,ω(X)|σI(g)
a
M˜♮dg
est convergente, on obtient par passage à la limite l’égalité
∫
I′(F )AI′′ (F )\G(F )
gf˜ ♯x˜,ω(X)κN,X′′(g)dg = (−1)
a
M˜♮
∫
I′(F )AI′′ (F )\G(F )
gf˜ ♯x˜,ω(X)vM˜♮(g)dg
Si AI′ 6= {1}, cette dernière intégrale vaut 0 d’après [W3] 1.8(2), sinon d’après la pro-
position 1.8 de [W3], elle vaut ν(I)mes(I(F )/I ′(F )AI′′(F ))Θ
♯
f˜,x˜,ω
(X). Il ne reste plus qu’à
vérifier l’égalité ν(I)mes(I(F )/I ′(F )AI′′(F )) = ν(I
′)ν(AI′′) pour obtenir le résultat 
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3.9 Preuve du théorème 3.5.1
D’après l’égalité 3.7(1), le lemme 3.7.2 et la proposition 3.8.2, JN,x˜,ω(Θ, f˜) admet une
limite lorsque N tend vers l’infini et cette limite vaut
Kx˜,ω(Θ, f˜) =
∑
(I′,I′′)∈Tell(H
′
x˜)×T (G
′′
x˜)
ν(I ′)|W (Gx˜, I)|
−1
∫
i′(F )×i′′(F )S
jˆS(X
′)DG
′
x˜(X ′)DG
′′
x˜(X ′′)1/2
Θ♯
f˜ ,x˜,ω
(X)dX ′′dX ′
La fonction Θf˜ ,x˜,ω est un quasi-caractère de gx˜(F ) à support dans ω = ω
′×ω′′. Un tel quasi-
caractère se décompose comme combinaison linéaire de produits d’un quasi-caractère sur ω′
et d’un quasi-caractère sur ω′′. On a donc
Θf˜ ,x˜,ω(X) =
∑
b∈B
Θ′
f˜ ,b
(X ′)Θ′′
f˜ ,b
(X ′′)
pour tout X ∈ gx˜(F ) où Θ
′
f˜ ,b
,Θ′′
f˜ ,b
sont des quasi-caractères dans ω′ et ω′′ respectivement.
Rappelons que l’on a supposé Θ(X) = jˆS(X
′)jˆH
′′
x˜ (S,X ′′) pour tout X ∈ ω. Posons Θ′ = jˆS
et Θ′′ = jˆH
′′
x˜ (S, .). On a alors
Kx˜,ω(Θ, f˜) =
∑
b∈B
J ′bK
′′
b
où on a posé
J ′b =
∑
I′∈Tell(H
′
x˜)
ν(I ′)|W (G′x˜, I
′)|−1
∫
i′(F )
DG
′
x˜(X ′)Θ′(X ′)Θ′
f˜ ,b
(X ′)dX ′
et
K ′′b =
∑
I′′∈T (G′′x˜)
|W (G′′x˜, I
′′)|−1
∫
i′′(F )S
DG
′′
x˜(X ′′)1/2Θˆ′′
f˜ ,b
(X ′′)dX ′′
D’après la section 3.6, on a aussi
Jgeom,x˜,ω(Θ, f˜) =
∑
b∈B
J ′bJ
′′
b
où
J ′′b =
∑
I′′∈T ′′
|W (H ′′x˜ , I
′′)|−1 lim
s→0+
∫
i′′(F )
cΘ′′(X
′′)cΘ′′
f˜ ,b
(X ′′)DH
′′
x˜ (X ′′)1/2DG
′′
x˜(X ′′)1/2∆′′(X ′′)s−1/2dX ′′
D’après le lemme 9.1.1 et le théorème 5.5.1 de [B], alliés à la proposition 6.4 de [W1], on
a J ′′b = K
′′
b . D’où l’égalité Kx˜,ω(Θ, f˜) = Jgeom,x˜,ω(Θ, f˜).
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4 Entrelacements tempérés et facteurs ǫ
Pour c ∈ Z, on définit U(F )c comme le sous-groupe constitué des éléments u ∈ U(F )
qui vérifient valE(< uzi, z
∗
i+1 >) > −c pour i = −r, . . . , r − 1. Soient (π, Eπ) ∈ Temp(G) et
(σ, Eσ) ∈ Temp(H). Pour e, e
′ ∈ Eπ, ǫ, ǫ
′ ∈ Eσ et c ∈ Z, on pose
Lπ,σ,c(ǫ
′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(σ(h)ǫ′, ǫ)(e′, π(hu)e)ξ(u)dudh
C’est une expression absolument convergente et elle ne dépend pas de c pour c assez grand
(cf 5.1 [W3]). Posons
Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e) = lim
c→∞
Lπ,σ,c(ǫ
′ ⊗ e′, ǫ⊗ e)
pour tous e, e′ ∈ Eπ et ǫ, ǫ
′ ∈ Eσ. C’est une forme sesquilinéaire symétrique sur Eσ ⊗ Eπ et
on vérifie facilement que l’on a
Lπ,σ(σ(h)ǫ
′ ⊗ e′, ǫ⊗ π(hu)e) = ξ(u)Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e)
pour tous e, e′ ∈ Eπ, ǫ, ǫ
′ ∈ Eσ, h ∈ H(F ) et u ∈ U(F ). Définissons HomH,ξ(π, σ) comme
l’espace des homomorphismes ℓ : Eπ → Eσ vérifiant ℓ ◦ π(hu) = ξ(u)σ(h) ◦ ℓ pour tout
h ∈ H(F ) et pour tout u ∈ U(F ). D’après [AGRS] théorème 1 et [GGP] théorème 15.1, cet
espace est de dimension au plus 1. Par conséquent, il existe ℓ ∈ HomH,ξ(π, σ) et C ∈ C tels
que
Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e) = C(ǫ′, ℓ(e))(ℓ(e′), ǫ)
pour tous e, e′ ∈ Eπ et ǫ, ǫ
′ ∈ Eσ.
Fixons une base (vi)i=1,...,m de W et complétons la en une base (vi)i=1,...,d de V par
vm+i = zr+1−i pour i = 1, . . . , 2r + 1. On identifie ainsi G à RE/FGLd et H à RE/FGLm.
Rappelons que l’on avait noté Bd le sous-groupe de Borel standard de RE/FGLd et Ud son
radical unipotent. Soient Bd le sous-groupe de Borel opposé à Bd et Ud son radical unipotent.
Pour h, k, l ∈ N, h < k 6 l 6 d, on note Uh,k,l le sous-groupe de Ud consitué des éléments
u ∈ Ud tels que pour i, j = 1, . . . , d, i 6= j, ui,j n’est non nul que si (i, j) appartient au
rectangle 1 6 j 6 h k 6 i 6 l. Fixons des modèles de Whittaker φ et φ′ de π et σ comme en
2.2. Pour ǫ ∈ Eσ, on définit Wǫ : H(F )→ C par
Wǫ(h) = φ
′(σ(h)ǫ)
On définit de même We pour e ∈ Eπ. Pour e ∈ Eπ et ǫ ∈ Eσ, on pose
Lπ,σ(ǫ, e) =
∫
Um,m+1,m+r(F )
∫
Um(F )\H(F )
Wǫ(h)We(hu)|det(h)|
−r
E dhdu
On a alors
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Proposition 4.0.1 1. L’expression ci-dessus est absolument convergente.
2. Il existe C > 0 tel que, pour tous e, e′ ∈ Eπ et ǫ, ǫ
′ ∈ Eσ, on ait
Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e) = CLπ,σ(ǫ
′, e)Lπ,σ(ǫ, e′)
3. Les formes sesquilinéaires Lπ,σ et Lπ,σ sont non nulles.
C’est le contenu des lemmes 5.3 et 5.4 de [W3]. On en déduit en particulier que
HomH,ξ(π, σ) 6= {0}. On aura aussi besoin du lemme 5.6 de [W3] dont on rappelle ici l’énoncé.
Lemme 4.0.1 Soit Q = LUQ un sous-groupe parabolique de G et τ ∈ Temp(L). Pour tout
λ ∈ A∗L,F , on réalise πλ = i
G
Q(τλ) sur l’espace commun K
G
Q,τ . Cet espace est muni d’un produit
scalaire qui est invariant par πλ pour tout λ. Soit aussi σ ∈ Temp(H).
1. Soient e, e′ ∈ KGQ,τ , et ǫ, ǫ
′ ∈ Eσ. La fonction λ 7→ Lπλ,σ(ǫ
′⊗e′, ǫ⊗e) est C∞ sur iA∗L,F .
2. Il existe des familles finies (ǫj)j=1,...,n, (ej)j=1,...,n, (ϕj)j=1,...,n, où ǫj ∈ Eσ, ej ∈ K
G
Q,τ et
ϕj ∈ C
∞(iA∗L,F ) pour tout j, de sorte que
n∑
j=1
ϕj(λ)Lπλ,σ(ǫj ⊗ ej , ǫj ⊗ ej) = 1
pour tout λ ∈ iA∗L,F .
4.1 Apparition des facteurs ǫ
Proposition 4.1.1 Soient π˜ ∈ Temp(G˜) et σ˜ ∈ Temp(H˜). On a l’égalité
Lπ,σ(ǫ
′ ⊗ π˜(y˜)e′, σ˜(y˜)ǫ⊗ e) = ǫν(π˜
∨, σ˜)Lπ,σ(ǫ
′ ⊗ e′, ǫ⊗ e)
pour tous e, e′ ∈ Eπ, ǫ, ǫ
′ ∈ Eσ et pour tout y˜ ∈ H˜(F ).
Preuve : Puisque l’on a Lπ,σ(ǫ
′⊗π(h)e′, σ(h)ǫ⊗e) = Lπ,σ(ǫ
′⊗e′, ǫ⊗e) pour tout h ∈ H(F ),
il suffit de montrer le résultat pour y˜ = θm. D’après la proposition 4.0.1, il suffit de montrer
que
Lπ,σ(σ˜(θm)ǫ, π˜(θm)e) = ǫν(π˜∨, σ˜)Lπ,σ(ǫ, e)
pour tous e ∈ Eπ et ǫ ∈ Eσ. Soit γ ∈ G(F ) tel que θm = θdγ. On a alors
Lπ,σ(σ˜(θm)ǫ, π˜(θm)e) =
∫
Um,m+1,m+r(F )
∫
Um(F )\H(F )
Wǫ(Jm
t(hc)−1J−1m )We(Jd
t(hcuc)−1J−1d γ)
|det(h)|−rE dhdu
Après les changements de variables h 7→ hc et u 7→ uc, on retrouve une expression qui est
calculée en 5.5 [W3]. Le résultat est que
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Lπ,σ(σ˜(θm)ǫ, π˜(θm)e) = w(σ˜, ψ)w(π˜, ψ)ωσ((−1)d−1z)ωπ(z
′)ǫ(π × σ, ψ)Lπ,σ(ǫ, e)
où z = (−1)r+[(m+1)/2]2ν et z′ = (−1)r+1+[(d+1)/2]2ν. Pour obtenir le résultat, il reste à vérifier
que
(1) w(σ˜, ψ)w(π˜, ψ)ωσ((−1)d−1z)ωπ(z
′)ǫ(π × σ, ψ) = ǫν(π˜∨, σ˜)
Puisque π est tempérée donc unitaire, on a π∨ ≃ π. D’après le 1. de la proposition 2.5.1,
on a donc
ǫ(π∨ × σ, ψ) = ǫ(π∨ × σ, ψ−) = ωπ(−1)
mωσ(−1)
dǫ(π × σ, ψ)
Puisque π˜ est tempérée donc unitaire, on a π˜
∨
≃ π˜. D’après 2.2(1), on a donc
w(π˜∨, ψ) = w(π˜
∨
, ψ−) = ωπ(−1)
d−1w(π˜, ψ)
Comme π ≃ π∨ ◦ c, le caractère ωπ est trivial sur N(E
×), donc ω2π|F× = 1. Alors l’égalité (1)
est équivalente à
ωσ((−1)
2d−1+r+[(m+1)/2]2ν)ωπ((−1)
m+r+d+[(d+1)/2]2ν) = ωσ((−1)
1+[d/2]2ν)ωπ((−1)
[m/2]2ν)
identité qu’il est facile de vérifier 
5 Le développement spectral
On conserve la situation et les notations fixées en 3.1. On fixe une base (vi)i=1,...,d de V qui
est aussi une base de R comme OE-réseau et on prend pour Levi tordu minimal M˜min = T˜d.
5.1 La formule
Posons
Jspec(Θσ˜, f˜) =
∑
L˜∈LG˜
(−1)aL˜ |WL||WG|−1
∑
O∈{Πell(L˜)}
[iA∨O, iA
∨
L˜,F
]−1
2−s(O)−aL˜ǫν(ρ˜
∨, σ˜)
∫
iA∗
L˜,F
J G˜
L˜
(ρ˜λ, f˜)dλ
où pour toute orbite O ∈ {Πell(L˜)}, on a fixé un point base ρ˜ ∈ O.
Théorème 5.1.1 On a
lim
N→∞
JN (Θσ˜, f˜) = Jspec(Θσ˜, f˜)
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5.2 Utilisation de la formule de Plancherel
Fixons y˜ ∈ H˜(F ). On définit f ∈ C∞c (G(F )) par f(g) = f˜(gy˜). Soit g ∈ G(F ). Fixons un
sous-groupe ouvert et distingué Kf de K tel que f soit biinvariante par Kf et un sous-groupe
compact ouvert K ′g ⊂ H(F ) tel que gK
′
gg
−1 ⊂ Kf et θy˜(g)K
′
gθy˜(g)
−1 ⊂ Kf . Fixons aussi une
base orthonormée B
K ′g
σ de l’espace des invariants E
K ′g
σ . On a alors
J(Θσ˜, f˜ , g) =
∫
H(F )
Θσ˜(hy˜)
∫
U(F )
f(g−1huθy˜(g))ξ(u)dudh
=
∑
ǫ∈B
K′g
σ
∫
H(F )U(F )
(ǫ, σ˜(hy˜)ǫ)f(g−1huθy˜(g))ξ(u)dudh
La formule de Plancherel telle que rappelée en 1.7 [B], appliquée à f , s’écrit
f(g) =
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}
fO(g)
où fO ∈ S(G(F )) est définie par
fO(g) = [iA
∨
O : iAL,F ]
−1
∫
iA∗L,F
m(τλ)Tr(i
G
Q(τλ, g
−1)iGQ(τλ, f))dλ
(on a comme toujours fixé un point base τ ∈ O et un parabolique Q ∈ P(L)). On en déduit
que
(1) J(Θσ˜, f˜ , g) =
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}
∑
ǫ∈B
K′g
σ
JL,O(ǫ, f, g)
où on a posé
JL,O(ǫ, f, g) =
∫
H(F )U(F )
(ǫ, σ˜(hy˜)ǫ)fO(g
−1huθy˜(g))ξ(u)dudh
On justifie la manipulation formelle ayant permis d’obtenir (1) par l’absolue convergence de
JL,O(ǫ, f, g) : puisque fO ∈ S(G(F )), il suffit de montrer la convergence de l’intégrale∫
H(F )U(F )
ΞH(h)ΞG(hu)σ(hu)−ddudh
pour un entier d assez grand. Cela découle de la proposition II.4.5 ce [W5] et de 4.1(3) [W3].
Fixons L ∈ L(Ad), O ∈ {Π2(L)}.
(2) Il existe un entier c0 > 0 tel que l’on ait l’égalité∫
U(F )
fO(g
−1huθy˜(g))ξ(u)du =
∫
U(F )c
fO(g
−1huθy˜(g))ξ(u)du
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pour tout c > c0, pour tout h ∈ H(F ) et pour tout g ∈M(F )K.
La fonction fO est biinvariante par Kf . Posons KA = A(F ) ∩Kf ∩ θy˜(Kf). Puisque Kf
est distingué dans K, que A commute à M et que θy˜(M) = M , on a pour tout a ∈ KA
l’égalité ∫
U(F )
fO(g
−1huθy˜(g))ξ(u)du =
∫
U(F )
fO(g
−1haua−1θy˜(g))ξ(u)du
D’où
∫
U(F )
fO(g
−1huθy˜(g))ξ(u)du =
1
mes(KA)
∫
U(F )
fO(g
−1huθy˜(g))
∫
KA
ξ(aua−1)dadu
Or, il existe un entier c0 > 0 tel que pour u ∈ U(F )− U(F )c0 , on ait∫
KA
ξ(aua−1)da = 0
On en déduit (2).
Fixons une base orthonormée B
Kf
O de (K
G
Q)
Kf . On a l’égalité
fO(g
′) = [iA∨O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
iA∗
L,F
m(τλ)(πλ(g
′)e, πλ(f)e)dλ
pour tout g′ ∈ G(F ), où on a posé πλ = i
G
Q(τλ). De (2) et de l’égalité précédente, l’on déduit
JL,O(ǫ, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
H(F )U(F )c
(ǫ, σ˜(hy˜)ǫ)
∫
iA∗L,F
m(τλ) (πλ(huθy˜(g))e, πλ(g)πλ(f)e) dλξ(u)dudh
pour tout c > c0, pour tout ǫ ∈ B
K ′g
σ et pour tout g ∈M(F )K. A g ∈M(F )K fixé, on a une
majoration |(πλ(huθy˜(g))e, πλ(g)πλ(f)e)| << Ξ
G(hu) pour tous λ, h, u, e ∈ B
Kf
O . D’après
4.1(3) [W3], l’expression ci-dessus est absolument convergente. Cela justifie la permutation
de la somme et de l’intégrale et permet aussi d’intervertir les deux intégrales intérieures.
Après les changements de variables h 7→ h−1 et u 7→ hu−1h−1, on obtient
JL,O(ǫ, f, g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)
∫
H(F )U(F )c
(σ(h)ǫ, σ˜(y˜)ǫ)
(πλ(θy˜(g))e, πλ(hug)πλ(f)e) ξ(u)dudhdλ
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On reconnaît l’intégrale intérieure : c’est Lπλ,σ,c (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e). Quitte
à augmenter c0, c’est aussi Lπλ,σ (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e). Fixons λ ∈ iA
∗
L,F en
position générale. Alors la représentation πλ est irréductible et on peut trouver un homo-
morphisme ℓλ ∈ HomH,ξ(πλ, σ) et une constante Cλ ∈ C de sorte que l’on ait l’égalité
Lπλ,σ(ǫ1 ⊗ e1, ǫ2 ⊗ e2) = Cλ(ǫ1, ℓλ(e2))(ℓλ(e1), ǫ2)
pour tous ǫ1, ǫ2 ∈ Eσ, e1, e2 ∈ K
G
Q,τ . On a alors∑
ǫ∈B
K′g
σ
Lπλ,σ (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e)
=
∑
ǫ∈B
K′g
σ
Cλ (ǫ, ℓλ(πλ(g)πλ(f)e)) (ℓλ(πλ(θy˜(g))e), σ˜(y˜)ǫ)
Puisque ℓλ(πλ(g)πλ(f)e) est invariante par K
′
g, on a
ℓλ(πλ(g)πλ(f)e) =
∑
ǫ∈B
K′g
σ
(ǫ, ℓλ(πλ(g)πλ(f)e)) ǫ
On en déduit que
(3)
∑
ǫ∈B
K′g
σ
Lπλ,σ (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e) = Cλ (ℓλ(πλ(θy˜(g))e), σ˜(y˜)ℓλ(πλ(g)πλ(f)e))
Fixons des familles (ϕj)j=1,...,n, (ej)j=1,...,n et (ǫj)j=1,...,n vérifiant le 2. du lemme 4.0.1. On a
alors
n∑
j=1
Cλϕj(λ)(ǫj , ℓλ(ej))(ℓλ(ej), ǫj) = 1
Multipliant cette égalité par (3), on obtient∑
ǫ∈B
K′g
σ
Lπλ,σ (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e)
=
n∑
j=1
C2λϕj(λ)(ǫj , ℓλ(ej))(ℓλ(ej), ǫj) (ℓλ(πλ(θy˜(g))e), σ˜(y˜)ℓλ(πλ(g)πλ(f)e))
Le produit d’un des facteurs Cλ, du premier et du troisième produits scalaires est égal à
Lπλ,σ(ǫj ⊗ πλ(θy˜(g))e, σ˜(y˜)ℓλ(πλ(g)πλ(f)e)⊗ ej)
=
∫
H(F )U(F )c
(σ(h)ǫj , σ˜(y˜)ℓλ(πλ(g)πλ(f)e))(πλ(θy˜(g))e, πλ(hu)ej)ξ(u)dudh
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pour tout entier c > 0 assez grand. Le produit du deuxième facteur Cλ, de (ℓλ(ej), ǫj) et de
(σ(h)ǫj , σ˜(y˜)ℓλ(πλ(g)πλ(f)e)) est égal à
Lπλ,σ(σ˜(h
−1y˜)−1ǫj ⊗ ej , ǫj ⊗ πλ(g)πλ(f)e)
=
∫
H(F )U(F )c′
(σ(θy˜(h
′)h)ǫj, σ˜(y˜)ǫj)(ej , πλ(h
′u′g)πλ(f)e)ξ(u
′)du′dh′
pour tout entier c′ > 0 assez grand. Posons
Xλ,j,c,c′(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c′
(σ(h)ǫj , σ˜(y˜)ǫj) (πλ(θy˜(h
′u′g))e, πλ(hu)ej)
(ej , πλ(h
′u′g)πλ(f)e) ξ(u)du
′dh′dudh
Cette expression est absolument convergente d’après [W3] 4.1(4). Alors d’après ce qui précède
et après les changements de variables h 7→ θy˜(h
′)−1h et u 7→ h−1θy˜(h
′)θy˜(u
′)−1θy˜(h
′)−1hu, on
obtient l’égalité
(4)
∑
ǫ∈B
K′g
σ
Lπλ,σ (ǫ⊗ πλ(θy˜(g))e, σ˜(y˜)ǫ⊗ πλ(g)πλ(f)e)
=
n∑
j=1
ϕj(λ)Xλ,j,c,c′(e, g)
pour tous entiers c, c′ > 0 assez grands. De la même façon que l’on a montré (2), on montre
qu’il existe un entier c0 > 0 tel que l’égalité précédente soit vérifiée pour tout g ∈ M(F )K,
pour tout λ ∈ iA∗L,F , pour tout e ∈ B
Kf
O et pour tous entiers c, c
′ > c0. On fixe un tel entier
c0. Posons
JL,O(Θσ˜, f˜ , g) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
n∑
j=1
∫
iA∗L,F
m(τλ)ϕj(λ)Xλ,j,c,c′(e, g)dλ
pour tout g ∈M(F )K et pour tous c, c′ > c0. On vient donc de montrer
(5)
∑
ǫ∈B
K′g
σ
JL,O(ǫ, f, g) = JL,O(Θσ˜, f˜ , g)
pour tout g ∈M(F )K. Soit C > 0. Pour N > 1 un entier, posons
JL,O,N,C(Θσ˜, f˜) = [iA
∨
O : iA
∨
L,F ]
−1
∑
e∈B
Kf
O
n∑
j=1
∫
iA∗L,F
m(τλ)φj(λ)
∫
H(F )U(F )c
1σ<Clog(N)(hu)
(σ(h)ǫj, σ˜(y˜)ǫj)ξ(u)
∫
G(F )
(πλ(θy˜(g))e, πλ(hu)ej)(ej, πλ(g)πλ(f)e)κN(g)dgdudhdλ
46
pour tout c > c0. D’après (1) et (5), on a
J(Θσ˜, f˜ , g) =
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}
JL,O(Θσ˜, f˜ , g)
pour tout g ∈ M(F )K. Par définition, JN(Θσ˜, f˜) est l’intégrale de J(Θσ˜, f˜ , g)κN(g) sur
H(F )U(F )\G(F ), ou ce qui revient au même l’intégrale de J(Θσ˜, f˜ , mk)κN(mk)δP (m)
−1
sur H(F )\M(F )×K.
Proposition 5.2.1 1. L’expression JL,O,N,C(Θσ˜, f˜) est absolument convergente.
2. Il existe C > 0 tel que
|JN(Θσ˜, f˜)−
∑
L∈L(Ad)
|WL||WG|−1
∑
O∈{Π2(L)}
JL,O,N,C(Θσ˜, f˜)| << N
−1
pour tout N > 1.
Preuve : C’est la même que celle du lemme 6.4 de [W2], en utilisant les majorations
4.1(5), (6) et (7) de [W3].
Dans la suite, on fixe un tel réel C, un Levi L ∈ L(Ad) et une orbite O ∈ {Π2(L)}.
5.3 Changement de fonction de troncature
Notons ∆ l’ensemble des racines simples de Ad = ATd dans ud et ∆˜ les restrictions des
éléments de ∆ à AT˜d . L’ensemble ∆˜ est en bijection avec l’ensemble des orbites de θd dans
∆. Notons α 7→ (α) cette bijection. Pour α ∈ ∆˜, on définit un poids ̟α∨ par
̟α∨ =
1
n(α)
∑
β∈(α)
̟β∨
où n(α) désigne le cardinal de l’orbite (α) et les ̟β∨ ∈ A
∗
Ad
sont les poids classiques. Fixons
δ > 0. Introduisons l’ensemble D constitué des Y ∈ AAd,F ⊗Q vérifiant
– α(Y ) > 0 pour tout α ∈ ∆ ;
– inf{α(Y ); α ∈ ∆} > δsup{α(Y ); α ∈ ∆}.
Soit Y ∈ D. On note ϕ+(., Y ) la fonction caractéristique du sous-ensemble des ζ ∈ AAd
vérifiant
– α(ζ) > 0 pour tout α ∈ ∆ ;
– ̟α∨(Y − ζ) > 0 pour tout α ∈ ∆˜.
C’est un sous-ensemble compact modulo AG. Définissons g 7→ u˜(g, Y ) comme la fonction
caractéristique du sous-ensemble des élément g de G(F ) qui s’écrivent g = k1ak2 avec k1, k2 ∈
K et a ∈ Td(F ) tel que ϕ
+(HTd(a), Y ) = 1. Soit f
′ ∈ C∞c (G(F )) définie par f
′(g) = f˜(gθd)
pour tout g ∈ G(F ). Fixons un sous-groupe ouvert-compact Kf ′ de G(F ) tel que f
′ soit
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biinvariante par Kf ′ et une base orthonormée B
Kf ′
O de K
G
Q,τ . Fixons aussi une fonction ϕ ∈
C∞(iA∗L,F ) et deux éléments e
′, e′′ ∈ KGQ,τ . Posons
Φ(e, g, g′, λ) = (πλ(θd(g))e, πλ(g
′)e′)(e′′, πλ(g)πλ(f
′)e)
pour tout e ∈ B
Kf ′
O , pour tous g, g
′ ∈ G(F ) et pour tout λ ∈ A∗L,F . Posons aussi
ΦN (g
′) =
∑
e∈B
K
f ′
O
∫
G(F )
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, g, g
′, λ)dλκN(g)dg
ΦY (g
′) =
∑
e∈B
K
f ′
O
∫
G(F )
∫
iA∗L,F
m(τλ)ϕ(λ)Φ(e, g, g
′, λ)dλu˜(g, Y )dg
pour tout g′ ∈ G(F ), pour tout entier N > 1 et pour tout Y ∈ D.
Proposition 5.3.1 1. Les expressions ΦN (g
′) et ΦY (g
′) convergent dans l’ordre d’inté-
gration où elles ont été définies.
2. Pour tout 0 < η < 1, il existe c1 > 0 et c2 > 0 tels que
|ΦN(g
′)− ΦY (g
′)| << N−1
pour tout entier N > 1, pour tout g′ ∈ G(F ) vérifiant σ(g′) 6 Clog(N) et pour tout
Y ∈ D tel que
c1N
η
6 sup{α(Y ); α ∈ ∆} 6 c2N
Preuve : Il suffit de reprendre celle de la proposition 6.5 de [W3]. En effet, à part des
considérations valables pour tous les groupes tordus, la démonstration de [W3] n’utilise que
les faits particuliers suivants :
– La majoration 4.1(1) de [W3] qui est toujours valable ici car G(F ) est le groupe des
E-points d’un groupe linéaire.
– L’existence d’un réel c > 0 tel que σ(g) < cN entraîne κN(g) = 1 pour tout g ∈ G(F ).
– L’injectivité de l’application AG → AG, X 7→ X − θ(X)

5.4 Une approximation de ΦY (g
′)
Soit L˜′ ∈ LG˜ tel que L ⊂ L′ et fixons S˜ ′ = L˜′U ′ ∈ P(L˜′). Notons ΛL˜
′
O,ell l’ensemble des
éléments λ ∈ iA∗L tel que i
L′
Q∩L′(τλ) s’étende en une représentation elliptique de L˜
′(F ). Pour
un tel élément, on fixe un prolongement unitaire ρ˜λ de i
L′
Q∩L′(τλ) à L˜
′(F ). Puisque πλ =
iGQ(τλ) s’identifie à l’induite normalisée de S
′ à G de ρλ, l’on déduit de ce prolongement un
prolongement π˜λ de πλ à G˜(F ). L’ensemble Λ
L˜′
O,ell est stable par translation par iA
∨
L,F + iA
∗
L˜′
.
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On suppose que nos choix ont été faits de sorte que ρ˜λ+χ = ρ˜λ pour tout χ ∈ iA
∨
L,F et
ρ˜λ+χ = (ρ˜λ)χ pour tout χ ∈ iA
∗
L˜′
. Posons
Φ(g′) =
∑
L˜′∈LG˜;L⊂L′
(−1)aL˜′
∑
λ∈ΛL˜
′
O,ell
/(iA∨L,F+iA
∗
L˜′
)
2aL˜′−aL
∫
iA∗
L′,F
(π˜λ+χ(θd)e
′′, πλ+χ(g
′)e′)J G˜
L˜′
(ρ˜λ+χ, f˜)ϕ(λ+ χ)dχ
Proposition 5.4.1 Pour tout réel R > 1, il existe un entier k > 0 tel que l’on ait une
majoration
|ΦY (g
′)− Φ(g′)| << σ(g′)kΞG(g′)|Y |−R
pour tout g′ ∈ G(F ) et pour tout Y ∈ D.
Preuve : Il suffit de reprendre celle de la proposition 6.7 et celle du lemme 6.8 de [W3]. La
proposition 6.7 de [W3] est valable pour tout les groupes tordus, à la seule condition d’avoir
à g′ fixé une majoration
|ΦY (g
′)− ΦY ′(g
′)| << |Y |−1
pour tous Y, Y ′ ∈ D vérifiant |Y −Y ′| > |Y |/2. Mais cela est une conséquence de la proposi-
tion 5.3.1. La démonstration du lemme 6.8 de [W3] n’utilise que les propriétés suivantes du
groupe tordu G˜ :
1. Toute induite parabolique normalisée d’une représentation irréductible de la série dis-
crète est aussi irréductible.
2. Pour tout λ ∈ ΛL˜
′
O,ell, il existe un unique t˜ ∈ W
L˜′(L)reg tel que θt˜(τλ) ≃ τλ et pour ce
t˜, on a |det(1− θt˜)AL/AL˜′ | = 2
aL−aL˜′
Dans notre cas, la première propriété est bien connue et la deuxième découle de notre
description en 2.4 des représentations elliptiques des Levi tordu de G˜ 
5.5 Preuve du théorème 5.1.1
Il suffit cette fois de reprendre les sections 6.9 et 6.10 de [W3]. Dans la preuve du lemme
6.9, il faut utiliser la proposition 4.1.1 à la place de la proposition 5.5 de [W3] et la relation
2.5(2) au lieu de la relation 2.5(2) de [W3]. Enfin dans la section 6.10 de [W3], il est utilisé
le fait suivant
Pour tout Levi tordu L˜′ ∈ LG˜, pour tout Levi L ∈ LL
′
(Ad) et pour toute représentation
τ ∈ Π2(L) tels que i
L′
Q (τ) (Q ∈ P
L′(L)) se prolonge en une représentation elliptique de L˜(F ),
on a WL
′
(τ) = {1}.
Cela se voit directement sur la description des représentations elliptiques données en 2.4.
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6 Calcul d’un facteur ǫ par une formule intégrale
6.1 Enoncé
On conserve toujours la situation et les notations de 3.1. Soient Γ et Θ des quasi-caractères
de G˜(F ) et H˜(F ) respectivement. Posons
ǫgeom,ν(Γ,Θ) = ǫgeom,−ν(Θ,Γ) =∑
T˜∈T
|2|
dim(W ′T )−
(
d+m
2
)
F |W (H, T˜ )|
−1 lim
s→0+
∫
T˜ (F )/θ
cΓ(t˜)cΘ(t˜)D
H˜(t˜)1/2DG˜(t˜)1/2∆(t˜)s−1/2dt˜
Tous les termes apparaissant dans cette définition ont été introduits en 2.1, 3.2 et 3.3. La
dépendance en ν de l’expression précédente est cachée dans le terme cΓ(t˜) qui est défini à
partir du plongement de H˜ dans G˜ fixé en 3.1, plongement qui dépend de ν. Cette expression
ne dépend vraiment que de Γ, Θ et ν, c’est-à-dire qu’il ne dépend pas du choix d’une base
(zi)i=−r,...,r d’un supplémentaire de W dans V qui permet de construire un plongement H˜ →֒
G˜. Pour π˜ ∈ Temp(G˜) et σ˜ ∈ Temp(H˜), on adoptera les notations suivantes : cπ˜ = cΘπ˜ ,
cσ˜ = cΘσ˜ et ǫgeom,ν(π˜, σ˜) = ǫgeom,ν(Θπ˜,Θσ˜).
Théorème 6.1.1 Pour tout π˜ ∈ Temp(G˜) et pour tout σ˜ ∈ Temp(H˜), on a
ǫgeom,ν(π˜, σ˜) = ǫν(π˜, σ˜)
6.2 Induction du terme géométrique
Soit L˜ un Levi tordu de G˜. Il existe alors une décomposition
V = Vu ⊕ . . .⊕ V1 ⊕ V0 ⊕ V−1 ⊕ . . .⊕ V−u
de sorte que L˜ soit l’ensemble des x˜ ∈ G˜ vérifiant x˜(Vj) = V
∗
−j pour j = −u, . . . , u. Pour
x˜ ∈ L˜ et j = −u, . . . , u, on notera x˜j la restriction de x˜ à Vj . On note G0 = RE/FGLE(V0)
et G˜0 = Isomc(V0, V
∗
0 ), les analogues de G et G˜ lorsque l’on remplace V par V0. Soit Γ0 un
quasi-caractère de G˜0(F ) et pour j = 1, . . . , u, Γj un quasi-caractère de GLE(Vj). On définit
un quasi-caractère ΓL˜ de L˜(F ) par
ΓL˜(x˜) = Γ0(x˜0)
u∏
j=1
Γj(
t(x˜c−j)
−1x˜j)
pour tout x˜ ∈ L˜(F ). On peut considérer le quasi-caractère induit Γ = IndG˜
L˜
(ΓL˜) (cf 1.12
[W3]). Pour d > 1 un entier, l’algèbre de Lie gld(E) de GLd(E) possède une unique orbite
nilpotente régulière OGL. Si Γ
GL est un quasi-caractère de GLd(E), on pose
mgeom(Γ
GL) = cΓGL,OGL(1)
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Proposition 6.2.1 On a l’égalité
ǫgeom,ν(Γ,Θ) = ǫgeom,ν(Γ0,Θ)
u∏
j=1
mgeom(Γj)
Preuve : Supposons d’abord d0 < m où d0 = dim(V0). Quitte à conjuguer L˜, on peut
supposer que V0 ⊂ W . Soit Z0 un supplémentaire de V0 dans W , sa dimension est 2r0 + 1
pour un certain entier naturel r0. Fixons une base (z0,i)i=−r0,...,r0 de Z0 et définissons un
isomorphisme c-linéaire ζ˜0 : Z0 → Z
∗
0 par ζ˜0(z0,i) = (−1)
i+12νz0,−i pour i = −r0, . . . , r0. En
appliquant les mêmes constructions qu’en 3.1, on définit un plongement ι0 : G˜0 →֒ H˜ et un
ensemble T 0 de sous-variétés T˜0 ⊂ G˜0 qui sont des espaces homogènes principaux à droite
et à gauche sous certains sous-tores T0 de G0. Posons Z
′′ = Z ⊕ Z0 et ζ˜
′′ = ζ˜ ⊕ ζ˜0. L’espace
hermitien (Z ′′, ζ˜ ′′) est hyperbolique. On peut donc fixer une base (z′′i )i=±1,...,±r′′ de Z
′′ telle
que ζ˜ ′′z′′i = z
′′∗
−i pour i = ±1, . . . ,±r
′′. Quitte à conjuguer à nouveau L˜, on peut supposer
qu’il existe des sous-ensembles Ij ⊂ {1, . . . , r
′′}, j = 1, . . . , u tels que pour j = 1, . . . , u,
Vj soit engendré par les z
′′
i , i ∈ Ij et V−j par les z
′′
−i, i ∈ Ij. La composée des inclusions
G˜0 ⊂ H˜ ⊂ G˜ envoie alors G˜0 dans L˜. On a par définition
(1) ǫgeom,ν(Γ0,Θ) = ǫgeom,−ν(Θ,Γ0) =
∑
T˜0∈T0
|2|
dim(V ′0,T0
)−
(
d0+m
2
)
F |W (G0, T˜0)|
−1
lim
s→0+
∫
T˜0(F )/θ
cΓ0(t˜)cΘ(t˜)D
G˜0(t˜)1/2DH˜(t˜)1/2∆(t˜)s−1/2dt˜
(2) ǫgeom,ν(Γ,Θ) =
∑
T˜∈T
|2|
dim(W ′T )−
(
d+m
2
)
F |W (H, T˜ )|
−1 lim
s→0+
∫
T˜ (F )/θ
cΓ(t˜)cΘ(t˜)D
H˜(t˜)1/2
DG˜(t˜)1/2∆(t˜)s−1/2dt˜
Puisque l’espace hermitien (Z ′′, ζ˜ ′′) = (Z ⊕Z0, ζ˜ ⊕ ζ˜0) est hyperbolique, on a T 0 ⊂ T . Mon-
trons le fait suivant
(3) Deux éléments de T 0 sont conjugués par H(F ) si et seulement si ils sont conjugués
par G0(F ).
Soient T˜1, T˜2 ∈ T 0 et supposons qu’il existe h ∈ H(F ) tel que hT˜1h
−1 = T˜2. On a des
décompositions V0 = V
′
0,i ⊕ V
′′
0,i pour i = 1, 2 relatives à T˜1 et T˜2. On pose W
′′
i = V
′′
0,i ⊕ Z0,
i = 1, 2. Pour un élément t˜ ∈ T˜i en position générale, W
′′
i est le noyau de t − 1 dans W où
t = t(t˜c)−1t˜. Par conséquent, la restriction de h àW ′′1 réalise un isomorphisme entre les espaces
hermitiens (W ′′1 , ζ˜H,T1) et (W
′′
2 , ζ˜H,T2). Ces deux espaces hermitiens contiennent le sous-espace
hermitien (Z0, ζ˜0). D’après le théorème de Witt, il existe h
′ ∈ U(W ′′2 )(F ) ⊂ ZH(F )(T˜2) tel
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que la restriction de h′h à Z0 soit l’identité. Quitte à remplacer h par h
′h, on peut donc
supposer que h agit trivialement sur Z0. Mais alors h envoie l’orthogonal de Z0 dans W
′′
1 , qui
est V ′′0,1, dans l’orthogonal de Z0 dans W
′′
2 , qui est V
′′
0,2. Pour t˜ ∈ T˜i en position générale, V
′
0,i
est l’unique supplémentaire t-stable de W ′′i dans W où t =
t(t˜c)−1t˜. Donc h envoie V ′0,1 dans
V ′0,2. Comme V0 = V
′′
0,i⊕V
′
0,i pour i = 1, 2, on en déduit que h laisse V0 stable d’où h ∈ G0(F ).
D’après (3) on peut supposer T0 ⊂ T . Montrons
(4) Pour T˜ ∈ T − T0, le terme indexé par T˜ dans (2) est nul.
Introduisons la décomposition W = W ′′ ⊕W ′ relative à T˜ et posons V ′′ = W ′′ ⊕ Z. Soit
t˜ ∈ T˜ (F ) en position générale et montrons que cΓ(t˜) = 0, ce qui bien évidemment entraîne
(4). Par définition de l’induite d’un quasi-caractère, le support semi-simple de Γ ne contient
que des éléments dont la classe de conjugaison coupe L˜(F ). Il suffit donc de vérifier que t˜
n’est pas conjugué à un élément de L˜(F ). Supposons que ce soit le cas. Alors Gt˜ contient
un conjugué de AL˜. Puisque t˜ est supposé en position générale, on a Gt˜ = U(V
′′) × Tθ. Le
tore Tθ est anisotrope, donc U(V
′′) contient comme sous-groupe gAL˜g
−1 pour un certain
g ∈ G(F ). Le sous-espace g(V1 ⊕ . . . ⊕ Vu) est alors inclus dans V
′′ et totalement isotrope
pour la forme hermitienne ζ˜G,T . Puisque dim(V1⊕ . . .⊕Vu) = (dV −d0)/2, l’espace (V
′′, ζ˜G,T )
contient un sous-espace hermitien isomorphe à la somme directe orthogonale de (dV − d0)/2
plans hyperboliques c’est-à-dire isomorphe à (Z ′′, ζ˜ ′′). D’après le théorème de simplification
de Witt, (W ′′, ζ˜H,T ) contient un sous-espace hermitien isomorphe à (Z0, ζ˜0). Fixons un tel
sous-espace W ′′1 et notons W
′′
2 son orthogonal dans W
′′. Il existe h ∈ H(F ) qui réalise une
isométrie de (W ′′1 , ζ˜H,T ) vers (Z0, ζ˜0) et qui envoie W
′′
2 ⊕W
′ sur V0. Quitte à conjuguer T˜ par
h, on s’est ramené au cas où W ′′1 = (Z0, ζ˜0) et W
′′
2 ⊕W
′ = V0. On a alors T˜ ⊂ G˜0. Puisque
l’espace hermitien V ′′ = Z⊕⊥Z0⊕
⊥W ′′2 est quasi-déployé et que Z⊕
⊥Z0 est somme directe
orthogonale de plans hyperboliques, l’espace hermitien W ′′2 est aussi quasi-déployé. On en
déduit que T˜ ∈ T 0, ce qui contredit l’hypothèse.
Fixons maintenant T˜ ∈ T0. On note V0 = V
′′
0 ⊕ V
′
0 et ζ˜G0,T la décomposition et la forme
hermitienne sur V ′′0 relatives à T˜ . On posera H
′ = RE/FGL(V
′
0),W
′′ = Z0⊕V
′′
0 , V
′′ = Z⊕W ′′
et ζ˜H,T = ζ˜0 ⊕ ζ˜G0,T , ζ˜G,T = ζ˜ ⊕ ζ˜H,T qui sont des formes hermitiennes sur W
′′ et V ′′ respec-
tivement. Etablissons
(5) on a |W (H, T˜ )| = |W (G0, T˜ )|.
En effet, un élément de NormH(F )(T˜ ) réalise forcément par restriction une isométrie
de (W ′′, ζ˜H,T ) sur lui-même et laisse stable V
′
0 . Par conséquent NormH(F )(T˜ ) = U(ζ˜H,T ) ×
NormH′(F )(T˜ ). De la même façon NormG0(F )(T˜ ) = U(ζ˜G0,T )×NormH′(F )(T˜ ). On en déduit
des isomorphismes
W (H, T˜ ) ≃ NormH′(F )(T˜ )/T (F ) et W (G0, T˜ ) ≃ NormH′(F )(T˜ )/T (F )
52
d’où l’égalité (5).
Soit t˜ ∈ T˜ (F ) en position générale. D’après (1),(2),(4) et (5), il suffit pour établir la
proposition de vérifier l’égalité
(6) cΓ(t˜)D
G˜(t˜)1/2 = cΓ0(t˜)D
G˜0(t˜)1/2|2|aF
u∏
j=1
mgeom(Γj)
où a = (d− d0)/2. Rappelons que
cΓ(t˜) =
1
|Nil(u(V ′′))reg|
∑
O∈Nil(u(V ′′))reg
cΓ,O(t˜)
et
cΓ0(t˜) =
1
|Nil(u(V ′′0 ))reg|
∑
O∈Nil(u(V ′′0 ))reg
cΓ0,O(t˜)
Soit O ∈ Nil(u(V ′′))reg. La proposition 1.12 de [W3] permet d’exprimer cΓ,O(t˜) en fonction
de ΓL˜. Explicitons la formule dans notre cas particulier. On reprend pour cela les notations
de loc.cit.
(7) L’ensemble X L˜(t˜) est réduit à un élément que l’on peut supposer être t˜.
Rappelons que l’ensemble X L˜(t˜) est un système de représentants des classes de conjugai-
son par L(F ) des éléments dans L˜(F ) qui sont conjugués par G(F ) à t˜. Soit g ∈ G(F ) tel que
gt˜g−1 ∈ L˜(F ). Tout comme dans la preuve du point (4), cela entraîne g−1AL˜g ⊂ U(V
′′). On
en déduit que les espaces g−1Vj sont inclus dans V
′′, sont totalement isotropes et que g−1Vj
est en dualité avec g−1V−j. Or c’est aussi le cas de la famille de sous-espaces (Vj)j=±1,...,±u
de V ′′. Il existe un élément de U(V ′′)(F ) ⊂ Gt˜(F ) qui envoie la première famille sur la
deuxième. Donc quitte à multiplier g à droite par un élément de Gt˜(F ), on peut supposer
que gVj = Vj pour j = ±1, . . . ,±u. Puisque gt˜g
−1 ∈ L˜(F ), on a gt˜g−1Vj = V
∗
−j = t˜(Vj). On
en déduit que tg(V ∗j ) = V
∗
j pour j = ±1, . . . ,±u puis par dualité que g(V0) = V0. L’élément
g conserve donc les sous-espaces Vj, j = −u, . . . , u donc appartient à L(F ), ce qui prouve le
point (7).
L’ensemble Γt˜ de 1.12 [W3] est le groupe ZG(t˜)(F ) = U(V
′′)×T (F )θ = U(V ′′)×Tθ(F ) =
Gt˜(F ). La deuxième somme ne comporte donc elle aussi qu’un seul terme que l’on peut
supposer être g = Id. La dernière somme porte sur les orbites nilpotentes O′ de lt˜(F )
telles que O soit dans l’induite de l’orbite de O′, condition que l’on écrit [O : O′] = 1.
Une telle orbite est forcément régulière. Le morphisme qui à g ∈ Lt˜ associe sa restriction à
Vu ⊕ . . .⊕ V1 ⊕ V0 définit un isomorphisme
(8) Lt˜ ≃ RE/FGL(Vu)× . . .×RE/FGL(V1)×G0,t˜
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= RE/FGLdu × . . .×RE/FGLd1 × U(V
′′
0 )× Tθ
d’où l’on déduit une identification Nil(lt˜(F ))reg = Nil(glE(Vu))reg × . . .×Nil(glE(V1))reg ×
Nil(u(V ′′0 ))reg. Les ensembles Nil(glE(Vj))reg, j = 1, . . . , u sont réduits à un élément que l’on
note Oj . On vérifie alors sur la description des orbites nilpotentes régulières dans les groupes
unitaires, donnée en 3.2 [B], qu’il existe une unique orbite O0 ∈ Nil(u(V
′′
0 ))reg de sorte que
[O : Ou × . . .×O1 ×O0] = 1
Posons O′ = Ou × . . .×O1 ×O0. Le lemme 1.12 de [W3] nous donne alors
cΓ,O(t˜) = D
G˜(t˜)−1/2DL˜(t˜)1/2cΓL˜,O′(t˜)
Par définition, le terme cΓL˜,O′(t˜) se calcule à partir du développement local deX 7→ Γ
L˜(t˜exp(X))
au voisinage de 0 dans lt˜(F ). Soit X ∈ lt˜(F ) assez proche de 0. Via l’isomorphisme (8), X se
décompose enX0+
u∑
j=1
Xj oùX0 ∈ g0,t˜(F ) etXj ∈ gldj (E), j = 1, . . . , u. Posons x˜ = t˜exp(X).
On a alors x˜0 = t˜exp(X0) et
t(x˜c−j)
−1x˜j = exp(2Xj). Par définition de Γ
L˜, on a
ΓL˜(t˜exp(X)) = Γ0(t˜exp(X0))
u∏
j=1
Γj(exp(2Xj))
D’après les propriétés d’homogénéités des fonctions jˆ(Oj, .), on en déduit que
cΓL˜,O′(t˜) = |2|
b
FcΓ0,O0(t˜)
u∏
j=1
mgeom(Γj)
où b = −
∑u
j=1 dj(dj − 1). On vérifie, toujours à partir de la description 3.2 [B], que l’ap-
plication qui à O associe O0 est une bijection entre Nil(u(V
′′))reg et Nil(u(V
′′
0 ))reg. Par
conséquent, on a
cΓ(t˜) = |2|
b
FD
G˜(t˜)−1/2DL˜(t˜)1/2cΓ0(t˜)
u∏
j=1
mgeom(Γj)
On vérifie facilement que
DL˜(t˜) = |2|cFD
G˜0(t˜)
où c = 2(d21 + . . .+ d
2
u). Puisque b+
c
2
= a, cela établit l’égalité (6).
Passons maintenant au cas d0 > dW . Adoptons pour cela une notation bien commode.
Soient (Θj)j=1,...,t une famille de quasi-caractères de GLd′j (E) et Θ0 un quasi-caractère de
G˜d′0(F ) où G˜d′0 est le groupe tordu définit de la même façon que G˜ en remplaçant V par
un espace de dimension d′0. Alors on peut appliquer la construction faite au début de ce
paragraphe pour obtenir un quasi-caractère de G˜d′(F ) où d
′ = d′0 + . . . + d
′
t. On note Θ0 ×
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Θ1× . . .×Θt ce quasi-caractère. Il ne dépend pas des différents choix effectués, ce qui retire
toutes ambiguïtés à la notation. En particulier, on a
Γ = Γ0 × Γ1 × . . .× Γu
Soient Θ′ un quasi-caractère de GLr+1(E) et Γ
′ un quasi-caractère de GL1(E) tels que
mgeom(Θ
′) = mgeom(Γ
′) = 1 (il en existe). Puisque ǫgeom,ν(Γ,Θ) = ǫgeom,−ν(Θ,Γ), d’après le
premier cas, on a l’égalité
ǫgeom,ν(Γ,Θ) = ǫgeom,−ν(Θ×Θ
′,Γ)
Puisque ǫgeom,−ν(Θ×Θ
′,Γ) = ǫgeom,ν(Γ,Θ×Θ
′), d’après le premier cas on a aussi l’égalité
ǫgeom,−ν(Θ×Θ
′,Γ) = ǫgeom,ν(Γ× Γ
′,Θ×Θ′)
Puisque Γ× Γ′ = Γ0 × . . .× Γu × Γ
′, on a, toujours d’après le premier cas,
ǫgeom,ν(Γ× Γ
′,Θ×Θ′) = ǫgeom,ν(Γ0,Θ×Θ
′)
u∏
j=1
mgeom(Γj)
= ǫgeom,ν(Γ0,Θ)
u∏
j=1
mgeom(Γj)
Ce qui permet de conclure 
6.3 Preuve du théorème 6.1.1
On démontre le théorème 6.1.1 par récurrence sur la dimension de V . On distingue
deux cas pour la représentation π˜ : le cas où π˜ est une induite parabolique tordue d’une
représentation tempérée et le cas où π˜ est une représentation elliptique.
6.3.1 Le cas proprement induit
Supposons qu’il existe un parabolique tordu propre Q˜ = L˜UQ, Q˜ 6= G˜, et une représen-
tation τ˜ ∈ Temp(L˜) tels que π˜ = iGQ(τ˜). On écrit L˜ et τ˜ comme en 2.3. En particulier, le
prolongement de π à G˜(F ) détermine un prolongement de τ0 à G˜0(F ). D’après 2.5(2), on a
(1) ǫν(π˜, σ˜) = ǫν(τ˜0, σ˜)
u∏
j=1
ωτj (−1)
m
D’autre part, on a Θπ˜ = Ind
G˜
L˜
(Θτ˜ ). D’après le lemme 2.3.1, on a Θτ˜ = Γ
L˜ avec les notations
de la section précédente où on a posé Γ0 = Θτ˜0 et Γj = ωτj (−1)
d+1Θτj pour j = 1, . . . , u. On
déduit de la proposition 6.2.1 l’égalité
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(2) ǫgeom,ν(π˜, σ˜) = ǫgeom,ν(τ˜0, σ˜)
u∏
j=1
ωτj (−1)
d+1mgeom(Θτj )
D’après un résultat de Rodier ([Ro]), le terme mgeom(Θτj ) vaut 1 si τj admet un modèle de
Whittaker et 0 sinon. Comme τj est une représentation tempérée, elle admet un modèle de
Whittaker. Donc mgeom(Θτj ) = 1 pour j = 1; , . . . , u. On a aussi (−1)
d+1 = (−1)m puisque d
et m sont de parités différentes. Par hypothèse de récurrence appliquée au couple (G˜0, H˜), on
a ǫν(τ˜0, σ˜) = ǫgeom,ν(τ˜0, σ˜). Comparant (1) et (2), on obtient l’égalité ǫν(π˜, σ˜) = ǫgeom,ν(π˜, σ˜).
6.3.2 Le cas des représentations elliptiques
Supposons maintenant que π˜ ∈ Πell(G˜). Soit f˜ ∈ C
∞
c (G˜(F )) une fonction très cuspidale.
D’après les théorèmes 3.5.1 et 5.1.1, on a l’égalité
(1) Jgeom(Θσ˜, f˜) = Jspec(Θσ˜, f˜)
Par définition, on a Jgeom(Θσ˜, f˜) = ǫgeom,ν(Θf˜ ,Θσ˜). Reprenons les notations du paragraphe
1.7, on a la décomposition
(2) Θf˜ =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜IndG˜
L˜
(IΘφ
L˜
(f˜))
où la fonction φL˜(f˜) doit être interprétée comme la somme localement finie∑
ζ∈A
L˜,F
1H
L˜
=ζφL˜(f˜)
D’après la proposition 1.9.2, on a aussi
(3) IΘφ
L˜
(f˜) =
∑
ζ∈A
L˜,F
∑
O∈{Πell(L˜)}
c(O)mes(iA∗
L˜,F
)Θρ˜∨(1H
L˜
=ζφL˜(f˜))1HL˜=ζΘρ˜
où ρ˜ ∈ O est un point base. Tout comme dans le paragraphe précédent, on peut appliquer
la proposition 6.2.1 pour calculer ǫgeom,ν(Ind
G˜
L˜
(1H
L˜
=ζΘρ˜),Θσ˜). Pour ζ 6= 0, au moins un des
quasi-caractères Γj, j = 1, . . . , u, est nul au voisinage de 1 ce qui entraîne mgeom(Γj) = 0
et par conséquent le terme que l’on cherche à évaluer est nul. Seul le terme pour ζ = 0 est
possiblement non nul. Posons f˜L˜ = 1HL˜=0φL˜(f˜) et π˜(ρ˜) = i
G
Q(ρ˜) (Q˜ ∈ P(L˜)). D’après (3) et
ce qui précède, on a
(4) ǫgeom,ν(IΘφ
L˜
(f˜), σ˜) =
∑
O∈{Πell(L˜)}
mes(iA∗
L˜,F
)c(O)Θρ˜∨(f˜L˜)ǫgeom,ν(π˜(ρ˜), σ˜)
Pour L˜ ∈ LG˜ et O ∈ {Πell(L˜)}, posons
Xgeom(L˜,O) = mes(iA
∗
L˜,F
)c(O)Θρ˜∨(f˜L˜)ǫgeom,ν(π˜(ρ˜), σ˜)
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D’après (2) et (4), on a
Jgeom(Θσ˜, f˜) =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜
∑
O∈{Πell(L˜)}
Xgeom(L˜,O)
D’autre part, d’après la définition 5.1, on a
Jspec(Θσ˜, f˜) =
∑
L˜∈LG˜
|WL||WG|−1(−1)aL˜
∑
O∈{Πell(L˜)}
Xspec(L˜,O)
où on a posé
Xspec(L˜, O˜) = c(O)ǫν(ρ˜, σ˜)
∫
iA∗
L˜,F
J G˜
L˜
(ρ˜∨λ , f˜)dλ
D’après la proposition 1.7.1, on a l’égalité∫
iA∗
L˜,F
J G˜
L˜
(ρ˜∨λ , f˜)dλ = mes(iA
∗
L˜,F
)Θρ˜∨(f˜L˜)
D’après 2.5(2) et le cas proprement induit, si L˜ 6= G˜, on a donc
Xgeom(L˜,O) = Xspec(L˜,O)
L’égalité (1) peut donc se réécrire
(5)
∑
π˜′∈Πell(G˜)
c(π˜′)Θ(π˜′)∨(f˜)(ǫgeom,ν(π˜
′, σ˜)− ǫν(π˜
′, σ˜)) = 0
D’après [W4], la théorie des pseudo-coefficients est valable pour les groupes tordus. En
particulier, il existe une fonction cuspidale f˜ ∈ C∞c (G˜(F )) (et que l’on peut même prendre
très cuspidale d’après le lemme 1.9.1) telle que
– Θπ˜∨(f˜) = 1 ;
– Θπ˜′(f˜) = 0 pour toute π˜
′ ∈ Πell(G˜) telle que π˜
′ 6≃ π˜∨.
En appliquant l’égalité (5) à un tel pseudo-coefficient, on obtient l’égalité ǫν(π˜, σ˜) =
ǫgeom,ν(π˜, σ˜).
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