Abstract. Computer-simulated experiments have become a cost effective way for engineers to replace real experiments in the area of product development. However, one single computer-simulated experiment can still take a significant amount of time. Hence, in order to minimize the amount of simulations needed to investigate a certain design space, different approaches within the design of experiments area are used. One of the used approaches is to minimize the time consumption and simulations for design space exploration through response surface modeling. The traditional methods used for this purpose are linear regression, quadratic curve fitting and support vector machines. This paper analyses and compares the performance of four machine learning methods for the regression problem of response surface modeling. The four methods are linear regression, support vector machines, M5P and random forests. Experiments are conducted to compare the performance of tree models (M5P and random forests) with the performance of non-tree models (support vector machines and linear regression) on data that is typical for concept evaluation within the aerospace industry. The main finding is that comprehensible models (the tree models) perform at least as well as or better than traditional black-box models (the non-tree models). The first observation of this study is that engineers understand the functional behavior, and the relationship between inputs and outputs, for the concept selection tasks by using comprehensible models. The second observation is that engineers can also increase their knowledge about design concepts, and they can reduce the time for planning and conducting future experiments.
Introduction
The design phase is an important step of product development in the manufacturing industry. In order to design a new product, the engineers need to evaluate suitable design concepts. A concept is usually defined by a set of design variables, or attributes. The design variables represent various design choices such as the material type or thickness of a specific part. During the design phase, several concepts are defined by providing different attribute values. Engineers may opt to use a combination of computer aided design (CAD) modeling and computer-simulated experiments instead of real experiments, in order to reduce the time, cost and risk. The simulations contribute to a better understanding of the functional behavior and predict possible failure modes in future product use [15] . They are used to identify interesting regions in the design space and to understand the relationship between design variables (inputs) and their effect on design objectives (outputs) [12] . However, one single computer-simulated experiment can take a significant amount of time to conduct. For instance, to design a part of an aero engine, an engineer has to simulate, in order to select an optimal product design, several variants where sets of parameters are studied with respect to different aspects, such as strength and fatigue, aero performance and producibility. Conducting simulations for each concept is impractical, due to time constraints. In order to minimize the time consumption and simulations, engineers use methods such as design of experiments and surrogate models, or response surface models, for design space exploration [6] .
Surrogate modeling is an engineering method used when an outcome of interest cannot be directly measured [14] . The process of surrogate model generation includes sample selection, model generation and model evaluation. Sample selection is used to select a set of input samples using different types of sampling strategies (e.g., random sampling) for model generation [7] . The next step is to construct surrogate models from a small set of input samples and their corresponding outputs. The purpose of surrogate modeling is to find a function that replaces the original system and which could be computed faster [7] . This function is constructed by performing multiple simulations at key points of the design space; thereafter the results are analyzed and then the selection of an approximation model to those samples follows [7] . In machine learning, this type of learning of an approximation function from inputs and outputs is called a supervised learning problem. The approximation function is real valued so the problem is delimited to supervised regression learning. The challenge of surrogate modeling is the generation of a surrogate that is as accurate as possible by using the minimum number of simulation evaluations. This motivates the generation of surrogate models in an efficient way that can be used in concept selection.
Statistical approaches have been used to construct surrogate models using a technique called response surface methodology [4] . Engineers use statistical regression analysis to find the relationship between inputs and outputs. They usually generate regression functions by fitting a curve to a series of data points. Another engineering design strategy to generate surrogate models is the use of a black box model (e.g., support vector machines) [10] . The problem with black box models is the lack of information about the functional behavior and the mapping between inputs and outputs. Black box models can be accurate but they are not comprehensible, and there is a need to generate accurate and comprehensive surrogate models in order to understand the model behaviour. In this study, we use machine learning algorithms for response surface analysis, and we addresses the supervised regression problem with tree models. Tree models are used to create comprehensible models that are easy to interpret [22] , since they reveal the mapping process between inputs and outputs. We can thus interpret and learn about the approximation function between the inputs and the outputs. The motivation for selecting tree methods in this study is, tree has a graphical structure, and tree model representation follows the divide and conquer approach and this structure provides the information about important attributes. Mathematical equations and non-linear models are difficult to understand due to the model representations [9] . We hypothesize that comprehensible models can be used to increase the understanding about design spaces with few simulation evaluations while maintaining a reasonable accuracy level. In our study, we used M5P tree and random forest tree methods for response surface modeling. These two methods have their tree nature in common, thus, we refer to them as "tree based learning" in this study.
Aim and Scope
The focus of this study is to use supervised machine learning algorithms for response surface models. The goal of this study is to empirically investigate how tree models perform on design samples from concept selection tasks, and to determine which regression tree induction approach yields the best performance. We hypothesize that tree models will create accurate and comprehensive models for response surfaces. The tree algorithms are applied to real-world data from the aerospace industry. Tree methods (M5P and random forests) are compared with non-tree methods (support vector machines and linear regression) to explore potential differences in various aspects of performance which is accuracy of the response surface models. This study will not focus on the choice of sampling strategy or dataset generation strategies in order to optimize the learning process. Instead, performance is measured on pre-existing and anonymized realworld data.
Related Work
Gorissen et al. presents a surrogate modeling and adaptive sampling toolbox for computer based design. This toolkit brings together algorithms (support vector machines, kriging, artificial neural networks) for data fitting, model selection, sample selection (active learning), hyper parameter optimization, and distributed computing in order to empower a domain expert to efficiently generate an accurate model for the problem or data at hand [10] .
Ahmed and Qin used surrogate models for design optimization of a spiked blunt body in hypersonic flow conditions. This study constructed four surrogate models, namely a quadratic response surface model, exponential kriging, gaussian kriging and general exponential kriging based on the values of drag and heating responses. The authors concluded that exponential kriging surrogate produces a relatively better prediction of new points in the design space and better optimized design [1] . Haito et al used surrogate model for optimization of an underwater glider and compared several experimental design types and surrogate modeling techniques in terms of their capability to generate accurate approximations for the shape optimization of underwater gliders. The authors concluded that combination of multi-island genetic algorithm and sequential quadratic programming is an effective method in the global exploration, and showed that the modified method of feasible direction is an efficient method in the local exploration [12] .
Robert et al introduced the use of the treed Gaussian process (TGP) as a surrogate model within the mesh adaptive direct search framework (MADS) for constrained black box optimization. Efficiency of TGP method has been demonstrated in three test cases. In all test cases, MADS-TGP is compared with MADS alone and MADS with quadratic models. Finally, the authors concluded that TGP is taking more execution time to compare with other two methods but TGP provides the quality of the solution for one of the test cases. For the other two test cases, TGP gives better solutions compared to the other methods [11] .
Machine learning methods such as support vector machines, artificial neural networks have already been used extensively for surrogate models [1] [10] . These methods are black box models and there are no comprehensible models that have been developed using machine learning for surrogate models. To the best knowledge of the authors, tree-based models from machine learning for response surface analysis have not been investigated for concept selection tasks in product development. Thus, this study is focused on tree methods to generate surrogate models.
Background
In many modern engineering problems, accurate simulations are used instead of real experiments in order to reduce the overall time, cost, or risk [7] . It is impossible to evaluate all possible concepts by conducting simulations to identify the most suitable concept. For instance, an engineer gets requirements to design a product, but he or she might not have enough time to test all concepts by conducting simulations. Thus, engineers can run few simulations using few concepts to generate a surrogate model to predict unseen concepts for design space exploration. Design optimization, design space exploration, and sensitivity analysis are possible through surrogate model generation [6] .
Engineers choose a set of concepts using suitable sampling strategies. Latin hypercube sampling (LHS) is one of the most common sampling strategies currently used to select input concepts for surrogate model generation. The concepts can be changed by many different input variables such as the materials for various parts, thickness, colors, lengths, etc. The different variants of concepts are represented in 3D using CAD software. CAD/CAE (computer aided engineering) is the use of computer systems to assist in the creation, modification, analysis, or optimization of a design [2] . Through a CAD model, we can get outputs from each concept or design, which indicates how the design performs, for example strength, stiffness, weight etc. The final step is surrogate model generation based on inputs and outputs.
Methodology
In this section, we briefly introduce the studied machine learning methods for response surface modeling and the common performance metrics for regression problems. In this study, we use root mean-squared error (RMSE) [22] and the correlation coefficient [17] to evaluate the predictive performance. The RMSE is calculated as the sum of squared differences of the predicted values and the actual values of the regression variable divided by the number of predictions. This RMSE gives an idea to the engineer about the difference between actual values and predicted values. The correlation coefficient (CC) measures the strength of association between the predicted values and the actual values [17] . The following equations show the RMSE [22] and the correlation coefficient (CC) [17] .
Whereŷ is the predicted value and y is the actual value.
Whereŷ i is the predicted value; y i is the actual value;ȳ is the mean value of the predicted values; andȳ is the mean value of the actual values.
The main purpose of this study is to investigate the performance of tree models for response surface analysis. Hence, we have selected the M5P algorithm and the RF algorithm. The M5P and random forests (RF) algorithms are tree models and these two models show the functional behavior between the inputs and the outputs in a comprehensible way. To compare tree model performance against a traditional benchmark, we have selected two more models linear regression (LR) and support vector machines (SVM). These algorithms are regression methods, but these two algorithms do not show the function behavior between inputs and outputs.
Linear regression is a statistical method for studying the linear relationship between a dependent variable and a single or multiple independent variables. In this study, we use linear regression with multiple variables to predict a real-valued function. The linear regression model is considered in the following form [22] .
Where x is the class; a 1 , a 2 , . . . a k are the attribute values; w 0 , w 1 . . . w k are weights. Here, the weights are calculated from the training data. The linear regression method is used to minimize the sum of squared differences between the actual value and the predicted value. The following equation shows the sum of squares of the difference [22] .
Where the equations shows the difference between the i th instance's actual class and its predicted class.
M5P
Quinlan developed a tree algorithm called M5 tree to predict continuous variables for regression [16] . There are three major steps for the M5 tree construction development: 1) tree construction; 2) tree pruning; and 3) tree smoothing. Detailed descriptions for these three steps are available in [16] . The tree construction process attempts to maximize a measure called the standard deviation reduction (SDR). Wang modified the M5 algorithm to handle enumerated attributes and attribute missing values [21] . The modified version of the M5 algorithm is called the M5P algorithm. The SDR value is modified to consider missing values and the equation is as follows [21] .
Where T is the set of cases; T j is the j th subset of cases that result from tree splitting based on set of attributes; sd(T ) is the standard deviation of T ; and sd(T i ) is a standard deviation of T i as a measure error; m is the number of training cases without missing values for the attribute; β(i) is the correction factor for enumerated attributes; T L and T R are the subsets that result from the split of an attribute. SVM This method is used for both classification and regression and it is proposed by Vapnik [20] . In the SVM method, N-dimensional hyperplane is created that divides the input domain into binary or multi-class categories. The support vectors are located near to the hyperplane, and this hyperplane separates the categories of the dependent variable on each side of the plane. The kernel functions are used to handle the non-linear relationship. The following equation shows the support vector regression function [5] .
where K is a kernel function; α j is a Lagrange multiplier and b is a bias. Detailed descriptions of these concepts of SVM can be found in [18] [20] .
Random Forest This method is an ensemble technique developed by Breiman. It is used for both classification and regression [3] , and it combines a set of decision trees. Each tree is built using a deterministic algorithm by selecting a random set of variables and random samples from a training set. To construct an ensemble, three parameters need to be optimized: (1) ntree: the number of regression trees grown based on a bootstrap sample of observations. (2) mtry: the number of variables used at each node for tree generation. (3) nodesize: the minimal size of the terminal nodes of the tree [3] . An average of prediction error estimation of each individual tree is given by mean squared error. The following equation shows the mean squared error (MSE) [3] .
WhereŶ (X i ) is the predicted output corresponding to a given input sample whereas Y i is the observed output and n represents the total number of out of bag samples.
Experiments and Analysis
In this section, we present the experimental design used to compare the methods for response surface modeling. We use the algorithm implementations available from the WEKA platform for performance evaluation [22] . The experimental aim is to determine whether tree models are more accurate than mathematical equation-based models. To reach this aim, the following objectives are stated:
1. To evaluate the performance of LR, M5P, SVM and RF for response surface modeling. 2. To compare tree models and non-tree models on the task of design space exploration.
Dataset Description
The algorithms are evaluated on two concept-selection data sets obtained from the aerospace industry. These datasets are from simulations and sampled by using LHS. The first dataset consists of 56 instances with 22 input features and 14 output features. The second data set includes 410 instances defined by 10 input features and three output features. In the company which is aerospace industry, engineers generate one regression model for each output feature. For this single output model, we have 14 sub data sets for the first dataset, and three sub datasets for the second dataset. We generate 14 new single-target concept-selection data sets, D1-1 to D1-14 by preserving its input features and values, and selecting a different output feature for each new data set. Using the same procedure as for the first data set, we generate three new single-target concept-selection data sets, D2-1 to D2-3. (2) (2) 
Evaluation Procedure
We use cross-validation to maximize training set size and to avoid testing on training data. Cross-validation is an efficient method for estimating the error [13] . The procedure is as follows: the dataset is divided into k sub samples. In our experiments, we choose k = 10. A single sub-sample is chosen as testing data and the remaining k -1 sub-samples are used as training data. The procedure is repeated k times, in which each of the k sub-samples is used exactly once as testing data and finally all the results are averaged and single estimation is provided [13] . We tuned the parameters for RF and SVM. For RF, we use a tree size of 100, and for SVM, we set the regularization parameter C to 5.0, and the kernel to the radial basis function. These parameters are tuned in WEKA [22] . We start with a C value of 0.3 and then increase with a step size of 0.3 until the performance starts to decrease. We select the number of trees starting from a low value and then increase up to 100 for improved accuracy.
Experiment 1
In this section we address the first objective. For this purpose, we trained the four methods with 10 fold cross-validation on datasets D1-1 to D1-14 and D2-1 to D2-3. For this experiment, we normalized the D2-1, D2-2 and D1-14 datasets. Table 1 shows the RMSE values, CC values and the ranks for the four methods. design variable X values on x-axis and response value on y-axis. For design objectives CO1, CO3 and CO4, the result of predictions is same for LR and M5P. The first observation is that RF accurately predicts the actual values, at least in the case of design objectives CO1 to CO3. The RF plot appears to have changing trends approximately following that of the labeled dataset (Actual value).
The predicted output values of RF are also closest to the actual value for the majority of instances. The other models predicted output values that seems completely monotonic, and appear to almost follow a straight line. For the design objective CO4, SVM fits well to the actual values. These observations indicate an advantage for RF over the other models with regard to fitting the challenging outputs.
Conclusions and Future work
The main goal was to investigate the performance of tree models for response surface modeling. We studied two tree methods (M5P and RF) and two non-tree methods (LR and SVM). Experiments were conducted on aerospace concept selection datasets to determine the performance. The results show that tree models perform at least as well as or better than traditional black-box models. We addressed the single-output regression problem for response surface models. Our future work will contrast this work with a multi-output regression approach to explore tree-based surrogate model comprehensibility further.
