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Abstract
In this paper, we introduce a new concept of semi-preemptive scheduling and we
show how it can be used to derive a maximum ￿ ow based lower bound for the P=rj=Lmax
which dominates the well-known preemptive lower bound. We show that, in some cases
the proposed bound strictly dominates the preemptive one while having the same
complexity.
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1 Introduction
In this paper, we propose a new strong lower bound for minimizing the maximum lateness
on a set of identical parallel machines subject to release dates. This scheduling problem,
which is denoted by PjrjjLmax; is formally de￿ned as follows: A set J of n jobs has to be
scheduled on m identical parallel machines (with n > m ￿ 2). Each job j has a processing
time pj; a release date rj; and a due date dj: Each job is constrained to start after its release
date, and should be ideally completed before its due date. All data are assumed to be de-
terministic and integer. Each machine processes at most one job at one time and each job
cannot be processed by more than one machine at one time. We assume that preemption is
not allowed, and that all machines are ready from time zero onwards. The lateness of a job
j is de￿ned as Lj = Cj ￿ dj; where Cj denotes its completion time. The objective is to ￿nd
a schedule that minimizes the maximum lateness Lmax = max
j2J
Lj.
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1It is worth noting that setting a delivery time qj = D ￿ dj for all j 2 J (where D =
max
j2J
dj), permits to restate the PjrjjLmax as an equivalent Pjrj;qjjCmax (i.e. minimizing the
maximum completion time on identical parallel machines with release dates and delivery
times). For convenience, in the sequel, we refer invariably to any of these two equivalent
forms.
The PjrjjLmax is NP-hard in the strong sense since it generalizes the well studied
1jrjjLmax which is strongly NP-hard (Garey and Johnson [3]). However, the optimal Lmax of
its preemptive relaxation, denoted by Pjrj;pmtnjLmax, can be computed in polynomial time
(Horn [5]). Hence, it provides a strong lower bound for the PjrjjLmax, denoted hereafter by
the Preemptive Lower Bound (PLB). Indeed, although many other lower bounds have been
proposed so far in the literature for the Pjrj;qjjCmax (Carlier [1], Carlier and Pinson [2],
Gharbi and Haouari [4]); to the best of our knowledge, no one has been proven to dominate
PLB:
The objective of this paper is to introduce the concept of semi-preemptive scheduling and
to show how it can be used for deriving a new strong lower bound which dominates PLB.
However, we ￿rst start by brie￿ y describing the preemptive lower bound which constitutes
the background of our work.
2 The preemptive lower bound
Given a Pjrj;pmtnjLmax instance, the optimal Lmax is obtained after repeatedly checking
the existence of a preemptive schedule with Lmax equal to an integer trial value L. If L￿ and
L+ denote a lower and upper bound on the trial value L; then the optimal Lmax is computed
using a bisection search on the interval [L￿;L+]:
Assume that there exists a preemptive schedule with Lmax = L. Thus, Cj ￿ dj ￿ L for
all j 2 J: That is, the completion time of each job j 2 J is necessarily less than or equal
to dj + L: This can be assured by setting a deadline ￿ dj = dj + L for all j 2 J (i.e. job j
is constrained to be completed before ￿ dj): Horn [5] proposed a polynomial algorithm to test
the existence of a preemptive schedule subject to release dates and deadlines: This approach
consists in transforming the feasibility problem into an equivalent maximum ￿ ow one. For
the sake of completeness, we brie￿ y describe Horn￿ s procedure.
Let fe1;:::;eHg be the set containing all release dates and deadlines of all jobs ranked in
increasing order. A time interval Eh = [eh;eh+1] is de￿ned for each h = 1;:::;H￿1: Consider
the ￿ ow network composed of job nodes fJ1;:::;Jng; interval nodes fE1;:::;EH￿1g; a source
node s; and a sink node t: For each job node Jj (j = 1;:::;n); there is an arc (s;Jj) with
capacity pj: For each interval node Eh (h = 1;:::;H ￿1); there is an arc (Eh;t) with capacity
m(eh+1 ￿ eh): There is an arc (Jj;Eh) with capacity eh+1 ￿ eh if and only if rj ￿ eh and
2eh+1 ￿ ￿ dj: A preemptive schedule with Lmax equal to L is de￿ned as an assignment of
portions of the processing time of each job j (j = 1;:::;n) to di⁄erent time intervals Eh
(h = 1;:::;H ￿1). One can prove that such a schedule is feasible if and only if the maximum
￿ ow value is equal to
n X
j=1
pj (Horn [5]):
The computation of the maximum ￿ ow requires O(N3) time, where N is the number of
nodes in the network. We have a maximum of 3n+1 nodes. Thus, checking the existence of
a preemptive schedule with Lmax equal to L requires O(n3) time. By performing a bisection
search on the interval [L￿;L+]; the lower bound PLB can be computed in O(n3(logn +
logpmax)) time (Labetoulle et al. [6]).
A closely related lower bound is based on the concept of pseudo-preemptive scheduling
for the Pjrj;qjjCmax. In a pseudo-preemptive schedule, any operation is allowed to be pre-
empted, and each machine can handle several jobs at one time. Moreover, each job can be
processed by more than one machine at one time. The Jackson￿ s Pseudo-Preemptive Sched-
ule (JPPS) was introduced by Carlier and Pinson [2]. They show that its makespan, denoted
by Cmax(JPPS); is an O(nlogn+nmlogm) lower bound for the Pjrj;qjjCmax. The JPPS
is a generalization of Jackson￿ s preemptive schedule whose makespan is a tight lower bound
for 1jrj;qjjCmax: Its description is rather long and may a⁄ect the clarity of the present paper,
so we skip it and refer the reader to the original paper. Clearly, dCmax(JPPS)e ￿ max
j2J
dj
is a lower bound for the PjrjjLmax. It will be referred hereafter to the Jackson￿ s Pseudo
Preemptive Lower Bound (JPPLB):
It is worth noting that JPPLB ￿ PLB. Thus, JPPLB can be useful for the compu-
tation of PLB by setting L￿ = JPPLB: The upper bound L+ can be computed using the
Earliest Due Date (EDD) rule [1].
3 The semi-preemptive lower bound
In this section, we develop a new lower bound which dominates the preemptive bound. The
proposed bound is similar in spirit to PLB in the sense that it consists in checking the
feasibility of a schedule with Lmax equal to a trial value L:
Firstly, by remarking that the latest starting time of any job j 2 J is ￿ dj ￿ pj; and its
earliest ￿nishing time is rj + pj; we can state the following observation:
3Observation 1
Assume that there exists a job j such that ￿ dj ￿ rj < 2pj: Then, in any non-preemptive
schedule, there is necessarily one machine which must process job j during the interval ￿￿ dj ￿ pj;rj + pj
￿
.
According to the above observation, each job j satisfying ￿ dj ￿ rj < 2pj is composed of
a ￿xed and a free part. Its ￿xed part is the amount of time 2pj ￿ (￿ dj ￿ rj) which must be
processed in [￿ dj ￿pj;rj +pj]; and its free part is the amount of time p0
j = ￿ dj ￿(rj +pj) which
has to be processed in [rj; ￿ dj ￿ pj] [ [rj + pj; ￿ dj]: The other jobs are composed only of a free
processing part p0
j = pj which has to be processed in [rj; ￿ dj]: That is, a free part of any job
j 2 J is p0
j = min
￿
pj; ￿ dj ￿ (rj + pj)
￿
:
Clearly, a relaxation of the PjrjjLmax can be obtained if the preemption is allowed for
only the free parts of the jobs in J. We de￿ne a semi-preemptive schedule as a schedule
where the ￿xed parts of the jobs are constrained to start and to ￿nish at ￿xed times with
no preemption, whereas the free parts can be preempted.
The feasibility of a semi-preemptive schedule with Lmax equal to a trial value L can be
checked as follows: First, note that Observation 1 provides a simple way to compute a lower
bound on the number of machines which are necessarily loaded at any time. Therefore, the
following result clearly holds:
Observation 2
If there is a time t 2 [0;max
j2J
￿ dj] such that the number of machines loaded at t is strictly
greater than m; then there is no feasible semi-preemptive schedule:
Let S =
￿
j 2 J; ￿ dj ￿ rj < 2pj
￿
denote the set of jobs having a ￿xed processing part.
Let e1;e2;:::;eK be the di⁄erent values of rj (j 2 J); ￿ dj (j 2 J); ￿ dj ￿ pj (j 2 S) and rj + pj
(j 2 S) ranked in increasing order. We denote by mk the number of machines which are idle
during the time interval Ek = [ek;ek+1] (1 ￿ k ￿ K ￿ 1) according to Observation 1. The
feasibility problem can be solved using the following extension of Horn￿ s approach:
Consider the ￿ ow network composed of job nodes fJ1;:::;Jng; interval nodes fE1;:::;EK￿1g;
a source node s; and a sink node t: For each job node Jj (j = 1;:::;n) such that p0
j > 0; there
is an arc (s;Jj) with capacity p0
j representing the free part of job j: For each k = 1;:::;K ￿1;
there is an arc (Ek;t) with capacity mk(ek+1 ￿ ek): There is an arc (Jj;Ek) with capacity
ek+1 ￿ ek if and only if one of the three following conditions is satis￿ed:
4￿ ￿ dj ￿ rj < 2pj; rj ￿ ek and ek+1 ￿ ￿ dj ￿ pj
￿ ￿ dj ￿ rj < 2pj; rj + pj ￿ ek and ek+1 ￿ ￿ dj
￿ ￿ dj ￿ rj ￿ 2pj; rj ￿ ek and ek+1 ￿ ￿ dj
Obviously, an interval node Ek with mk = 0 or which is not connected with any job node is
dropped from the network. Clearly, a semi-preemptive schedule with Lmax equal to L exists
if and only if the maximum ￿ ow is equal to
X
j2J
p0
j:
We have a maximum of 5n + 1 nodes in the corresponding network. Therefore, the
feasibility test requires O(n3) time. The semi-preemptive lower bound, denoted by SPLB;
is de￿ned as the optimal semi-preemptive Lmax obtained after performing a bisection search
on the interval [L￿;L+]: The bound SPLB can be computed in O(n3(logn + logpmax)).
Clearly, we have:
PLB ￿ SPLB
Interestingly, for some instances SPLB strictly dominates PLB: This can be demon-
strated with the following example.
Example: Consider the 3 job-2 machine instance de￿ned by Table 1.
insert Table 1 here
We have L￿ = JPPLB = ￿22 and L+ = 0. An optimal preemptive schedule with Lmax =
￿22 is depicted in Figure 1. Therefore, PLB = ￿22:
insert Figure 1 here
Assume that there exists a semi-preemptive schedule with Lmax equal to the trial value
L = ￿22: Thus, the deadlines are set to ￿ d1 = 37; ￿ d2 = 46 and ￿ d3 = 89: According to
Observation 1, there is necessarily one machine which must process job 1 in the interval
[23;37] for 14 units of time. Also, a second machine must process job 2 in the interval [1;45]
for 44 units of time, and a third machine must process job 3 in the interval [15;74] for 59
units of time. That is, there must be three loaded machines in the interval [23;37]: Therefore,
the instance is infeasible (cf. Observation 2).
Consider the trial value L = ￿8: The deadlines are set to ￿ d1 = 51; ￿ d2 = 60 and ￿ d3 = 103:
According to Observation 1, there is necessarily one machine which must process job 2 in
the interval [15;45] for 30 units of time, and a second machine which must process job 3 in
5the interval [29;74] for 45 units of time. Thus, the free processing parts are p0
1 = 14; p0
2 = 15
and p0
3 = 29: The maximum ￿ ow value is equal to 56 whereas
X
j2J
p0
j = 58: Therefore, the
instance is infeasible.
Now, assume that L = ￿7: The deadlines are set to ￿ d1 = 52; ￿ d2 = 61 and ￿ d3 = 104:
According to Observation 1, there is necessarily one machine which must process job 2 in
the interval [16;45] for 29 units of time, and a second machine which must process job 3 in
the interval [30;74] for 44 units of time. Thus, the free processing parts are p0
1 = 14; p0
2 = 16
and p0
3 = 30: The maximum ￿ ow value is equal to
X
j2J
p0
j = 60: Therefore, SPLB = ￿7: An
optimal semi-preemptive schedule with Lmax = ￿7 is depicted in Figure 2.
insert Figure 2 here
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6j 1 2 3
rj 23 0 0
pj 14 45 74
dj 59 68 111
Table 1. Data of a 3 job-2 machine instance
73 1 3
2
23 37 45 89
2 2 1
3 1 33
16 23 30 45 52 74 97
Fixed part Free part
0
0
Figure 2. An optimal semi-preemptive schedule with  Lmax = -7
Figure 1. An optimal preemptive schedule with Lmax = -22