A thermal anomaly was observed on the remote sensing images in the sand dunes across the Israel-Egypt border. The Israeli side with more vegetation cover has higher (421C) land surface temperature (LST) during the day than the Egyptian side where bare sand prevails. This anomaly is very obvious at about noon in the hot dry summer season. A micrometeorological model has been established in terms of surface energy balance for simulating the surface temperature change and heat flux variation of the region. The purpose of this modeling is to understand the mechanism leading to the occurrence of the thermal anomaly and to reveal the key factors controlling the surface temperature change. The characteristic of the model lies in its coupling soil temperature changing simultaneously with soil moisture movement, described as two differential equations. The methodology for the numerical solution of the model has been developed. The required meteorological data and soil parameters were measured at the study region in the hot summer season for the simulation. Two typical and the most important surface patterns of the region are considered: biogenic crust representing the Israeli side and the bare sand representing the Egyptian side. Results from simulation indicate that surface albedo contributes most to the surface temperature difference between the two typical surfaces, which is followed by sub-soil properties (mainly soil moisture) difference. Biogenic crust has lower surface albedo than bare sand. Consequently, it absorbs much more incident sky radiation. During the hot summer season, the region is very dry and vegetation is in dormancy. The canopy of most shrubs reduces to minimum. Even though the Israeli side has more vegetation, the evapo-transpiration contributed by the vegetation is still very small (o7%) in comparison with the net radiation. This small latent heat flux has little effect on the surface energy balance process in the arid environment. LST change in the desert region is mainly controlled by the amount of incident solar energy absorbed by the ground as soil heat. Therefore, the anomalous LST change and (2002) 51: 281-318 doi:10.1006/jare.2001.0867, available online at http://www.idealibrary.com on thermal variation on both sides of the region can still be explained as the direct result of the obvious albedo difference on both sides. This albedo difference is mainly caused by the sharp contrast of surface composition especially different biogenic crust and bare sand cover rates on both sides. The overgrazing and other anthropogenic stresses are the direct reasons leading to the bare sand (high albedo) prevalent on the Egyptian side while the conservation policy helps the development of biogenic crust and vegetation (low albedo) on the Israeli side.
Introduction
The northern part of the Israel-Egypt political border is crossed by linear sand dunes of the same lithological unit, which was formed by the deposition of sand and dust transported from North African desert by strong wind. The sand dune region covers an area of about 30 Â 80 km 2 (30 km along the border and a length of about 40 km on both sides). The geomorphological patterns of the region are mainly the linear sand dunes and interdune valleys stretching from the Egyptian side into the Israeli side. Fine sand with a diameter of about 0?01-0?05 mm (Gerson et al., 1985) is the principal material of soil constituents in the region though silt and clay also account for some percentages (o5%) especially on the Israeli side, where a thin biogenic crust covers most of its surface (Karnieli, 1997; Qin, 1998; . The average annual rainfall of the region is 95 mm (Kidron & Yair, 1997) . Rainy season concentrates on the period from November to March of the next year. The altitude of the region is about 74 m above sea level and the distance from the Mediterranean Sea is about 20-50 km (Kidron, 1999) .
In remote sensing images of visible channels such as Fig. 1 , this region is characterized by a sharp contrast between the bright reflectance from the Egyptian side (Sinai) and the dark one from the Israeli side (Negev) . The contrast was interpreted as being caused by different land surface cover structures under different land use policies (Otterman, 1974 (Otterman, , 1977 (Otterman, , 1981 Warren & Harrison, 1984; Tsoar & Mller, 1986) . The Egyptian side has lower vegetation cover and much more bare sand surface. In contrast, the Israeli side is dominated by much more shrubs and inactive sand surface fixed by biogenic crust, which contains several active microphytes especially cyanobacteria Karnieli & Sarafis, 1996) . Thus, the crust was also named as microbial crust (Kidron & Yair, 1997) . The thin biogenic crust (o5 mm) mainly concentrates on the lower part of the longitudinal dunes in the western Negev, Israel and is very few on the Egyptian side due to its intensive anthropogenic activities (Tsoar & Mller, 1986) . Karnieli & Tsoar (1995) suggested a different interpretation of the spectral contrast. In summary, three types of evidence have been combined to verify the hypothesis explaining the difference in spectral reflectance on the opposite sides of the border. (1) Vegetation cover in the region is less than 20% and therefore soil is believed to be the principal contributor to the overall spectral reflectance of the region. (2) The spectral reflectance of the arid dune vegetation is much lower than that of the bare sand and biogenic crust. Consequently, the dune vegetation signal is masked by soil signal in terms of remote sensing. (3) The biogenic crust covering most of the Israeli side contributes a darker tone to remote sensing images. Anthropogenic activities on the Egyptian side that prevent the establishment of the crust contribute to the brighter tone. Therefore, it is concluded that the well-known contrast between Sinai and Negev in remote sensing imagery that has drawn the attention of many scientists is not a direct result of vegetation cover but caused by almost complete cover of biogenic crust (Karnieli & Tsoar, 1995) .
The sharp spectral contrast between the two sides of the Israel-Egypt border is not only observed in visible channels but also in thermal ones. On the daytime thermal images of remote sensing, the Israeli side is observed to have higher land surface temperature (LST) than the Egyptian side ( Fig. 2(a) ). This phenomenon occurs not on a specific day but almost throughout the year except the days when the ground is very wet and cool. Remote sensing analysis of the NOAA-AVHRR data for 1995 -1998 indicates that in the dry summer season in the early afternoon (13:00-15:00) when the data were acquired, the Israeli side is generally about 2-3.51C hotter than the Egyptian side. In the wet winter season, LST on the Israeli side is also higher than on the Egyptian side. Usually, the Israeli side has an average LST of 0?5-1?51C higher than the Egyptian side in the wet winter season. Only in a few extreme cases when the surface was very wet after heavy rain did the Egyptian side have a little bit higher LST than the Israeli side. However, the LST difference in these extreme cases is generally within À0?51C . Considering more vegetation cover on the Israeli side, this phenomenon of temperature difference in the border region is really anomalous. The sharp LST contrast on both sides disappears in the night-time images (Fig. 2(b) ), when the LST change of the region at about midnight is mainly within the range of 18-231C during the summer season. Otterman (1974) firstly reported this thermal contrast. Using an infrared thermometer mounted on an airplane flying in the region, he discovered that the maximum temperature difference across the demarcation line was up to 51C at about 14:00 in July. He related the contrast to severe overgrazing and other anthropogenic pressures on the Egyptian side. After analysing the impact of these pressures, he concluded that in an arid climate, under the semi-dormant conditions of vegetation, which prevail at all times except for the short desert blooming period after rains, evapo-transpiration is very low and has apparently a negligible effect on the surface temperature. Thus, LST of desert region is controlled by the surface albedo (Otterman, 1974) . The importance of albedo in affecting the climatic features especially precipitation, air temperature, etc. under arid environments has been systematically examined in the studies of Charney and his co-workers (Charney, 1975; Charney et al., 1975 Charney et al., , 1977 through a biogeophysical feedback model to relate the effect of albedo change on drought in Sahel, Sahara and other semi-arid regions of the world. The premise used in the studies has been appraised as the Charney hypothesis (Williams & Balling, 1996) . As to our micro-scale region, the explanation that Otterman (1974) gave for the cause of LST contrast is reasonable but is not enough because it has no quantitative evidence of ground measurements about the difference of albedo and evaporation on both sides. Furthermore, the mechanism leading the LST difference still remains unknown. Actually, LST change of ground surface is controlled by many factors such as subsoil properties including soil thermal conductivity, soil water content and heat capacity. Micrometeorologically and soilphysically, the mechanism leading to LST change is rather complicated. Moreover, the mechanism governing the LST change has not been revealed. Therefore, a study from the viewpoint of micrometeorological modeling is necessary in order to explain the occurrence of the LST anomaly in the region and to understand its implication to desertification.
In this paper, we intend to model the LST change and heat flux variation of the region in terms of surface energy balance. The purpose of this modeling is to understand the mechanism leading to the occurrence of the thermal anomaly and to reveal the key factors controlling the surface temperature change through comparison of surface energy balance dynamics on biogenic crust and bare sand. Surface energy balance model has been extensively used for various research purposes (Hares & Novak, 1992; Dolman, 1993; Friedl, 1995) . A simple surface energy mode was adopted in Dolman & Blyth (1997) to study the behavior of the roughness length of heat and water vapor in heterogeneous terrain. A mathematical model for the numerical computation of evaporation from bare saline soils was presented in Yakirevich et al. (1997) . In association with remote sensing data, a surface energy balance model was used in Friedl (1996) to examine the issues of land surface properties and heat fluxes over a regional scale. Using remote sensing data as inputs, Schmugge & Humes (1995) applied the surface energy balance model to monitor land surface fluxes. Chen & Coughour (1994) developed a general model for energy and mass transfer of land surfaces by considering the soil temperature change and soil moisture movement separately. The existing studies employed different methods to simplify the complexity of the model in terms of computation and rarely related soil temperature change to the simultaneous soil moisture movement.
In the study, we intend to establish a complete surface energy balance model that couples soil temperature change simultaneously with soil moisture movement and to develop a methodology for the numerical approximation to the model. Through this model and its numerical solution method, it is possible to estimate surface heat fluxes, surface and soil temperature change, soil water movement and other important micro meteorological parameters that govern surface temperature change without too many assumptions and simplifications to the parts of the model and its parameters. Comparison of surface energy balance performance on the two typical surface patterns of the region will help us to understand the surface temperature difference on both sides of the region. Modeling with the different parameters on these two surface patterns can also reveal the key factors leading to surface temperature difference between the two surface patterns. The mechanism governing the surface temperature difference on the two surface patterns can then be extended to understand the occurrence of the LST anomaly in the desert environment.
Micrometeorological model
Surface temperature in the soil-atmosphere system is determined by a number of micrometeorological and soil-physical factors through the dynamics of surface energy balance. In order to reveal the mechanism leading to the LST anomaly on both sides of the region, it is necessary to establish a micrometeorological model to simulate surface temperature change and heat flux variation of the region from the viewpoint of surface energy balance. Because it is impossible to access the Egyptian side for any field measurement and observation, all the research work has to be done on the Israeli side. Therefore, the simulation is mainly oriented to the two typical surface patterns of the region: biogenic crust representing the Israeli side and the bare sand representing the Egyptian side. According to Qin (1998) and Qin & Kainieli (2000) , biogenic crust covers above 72% of the Israeli side and bare sand above 80% of the Egyptian side. Thus, it is reasonable to assume that the LST difference between bare sand and biogenic crust can be extended to represent the general case on both sides of the region. Application of the micrometeorological model to the two surface patterns for comparison of their difference in terms of surface energy balance can finally lead to uncovering of the key factors controlling the sharp LST difference on both sides of the region.
More specifically, the hypotheses based on the micrometeorological modeling for the study can be summarized as follows:
K The difference of surface albedo, which is much higher on the Egyptian side than on the Israeli side, controls the absorption difference of incident global radiation on both sides. Under arid environment, evaporation is minimal due to extremely low soil water content. Thus, the absorption difference of incident energy makes a significant contribution to the difference of LST on both sides. The importance of albedo in the climate change of arid region had been emphasized in several studies (Charney, 1975; Charney et al., 1975 Charney et al., , 1977 Cunning & Rowntree, 1986; Williams & Balling, 1996) . Our current study intends to examine the importance of albedo difference in leading to the occurrence of the surface temperature contrast across the border.
K The difference of emissivity, which is expected to be lower on the Egyptian side than on the Israeli side, makes a significant contribution to LST difference on both sides of the region. For the same temperature level, emissivity difference determines the energy emitted from the surface, which is observed by remote sensing imagery systems for LST estimation. Higher emissivity means greater ability of emission. And the difference of surface emittance may have a great effect on surface energy balance, which finally shapes the LST difference of the surfaces.
K The difference of subsoil properties especially soil moisture makes a significant contribution to the LST difference on both sides of the region. Surface temperature change strongly relates the change of such subsoil properties as soil heat capacity, thermal conductivity, hydraulic conductivity, soil moisture movement and so on. Alhough the lithological structure of the subsoil on both sides can be viewed as identical, the different process of surface energy balance due to different albedo may also lead to the difference in subsoil properties, which in turn has an important impact on the LST difference on both sides. Studies indicated that soil moisture is very important in shaping regional climate change under arid environments (Cunning & Rowntree, 1986; Lanicci et al., 1987; Williams & Balling, 1996) . Thus, the possible difference of soil moisture between the two typical surfaces of the region will also be examined to test their relative role in producing the LST anomaly in the region.
Through the micrometeorological simulation, these hypotheses can be tested on the surfaces of bare sand and biogenic crust. The mechanism leading to the simulation results on the two typical surface patterns can then be extended to understand the surface energy balance for an explanation of LST anomaly on both sides of the region.
The LST change and thermal variation strongly relate to such important environmental factors as sky radiation, wind speed, surface albedo, ground emissivity, soil properties, soil water content, etc. at the interface of land-air system. All of these factors have a significant effect on the LST change and thermal variation on the ground surface. Actually, surface temperature change is a direct reflection of the dynamic energy balance on the surface. For a bare soil surface where energy storage is zero, surface energy balance at the soil-atmosphere interface can be quantitatively described as
where R n is the net radiation (W m À2 ), H is the sensible heat flux (W m
À2
), LE is the latent heat flux (W m À2 ), G is the soil heat flux (W m À2 ). The terms in Eq in (1) are all related to surface temperature, which becomes the key factor for numerical solution of the model.
The short-wave radiation from the sun is the only energy source driving the dynamics of the interface when there is no heating source from the interior earth. At the ground surface, part of the incident short-wave radiation R s is reflected by the surface back into the atmosphere at a density that depends on the albedo of the surface. At the same time, the Earth's surface also emits some long-wave radiation into the atmosphere and the atmosphere also emits some long-wave radiation that reaches the ground surface. Some of the incoming atmospheric long-wave radiation is reflected by the ground surface back into the atmosphere. Therefore, the net radiation can be expressed as (Brutsaent, 1982) 
where R n is the net radiation (W m À2 ), R s is the global hemispheric radiation (W m À2 ), r is the surface albedo, T s is the surface temperature (K), T a is the air temperature (K), e s and e a are the surface and air emissivities, respectively, s is the Stefan-Boltzmann constant (s = 5?67 Â 10 À8 W m À2 K
À4
). In arid environmental systems, sensible heat flux is the most important term of surface energy balance because it usually accounts for above 3/4 of the net radiation at the interface. There are two key factors that determine the amount of sensible heat flux: temperature difference between the interface and the air near the ground, and the air resistance to heat transfer, which is then strongly related to wind speed near the ground. Thus, the sensible heat flux is usually calculated by the following formula (Verma & Barfield, 1979; Schmugge & Humes, 1995) :
where r a is the density of air (r a = 1?205 kg m À3 at 201C), c a is the specific heat of air (c a =1005 J kg À1 K À1 ), r a is the air resistance coefficient to heat transfer (s m
À1
), which is given as (Berliner, 1988) 
where u z is the wind velocity (m s À1 ) at standard height z (z=2 m), k is the Von Karman constant (k=0?4), z 0 is the roughness length (m) of the surface, j h and j m are the stability correction parameters for heat and momentum, which can be estimated through the ratio function of standard height to Monin-Obhukov length (Berliner, 1988; Courault et al., 1996) .
The energy required for evaporation is generally termed as latent heat flux LE, which can be computed by the following formula (Schmugge & Humes, 1995) :
where e a and e s are the air and surface vapor pressures (kPa), respectively, P a is the atmospheric pressure (P a = 101?325 kPa). L is the latent heat of vaporization (L=2?543 Â 10 6 J kg À1 ), r s is the surface resistance (s m
). Actually, evaporation from the ground surface must be equal to the change of soil water content in the profile. Thus, we have
where LE c denotes the energy (W m À2 ) caused by the change of soil water content in time interval qt. In many cases especially in arid environments, soil water movement over planar directions can be assumed to be negligibly small (Rose, 1979; Brutsaert, 1982) . Thus, the energy used for driving soil water movement in time interval qt can be computed as follows:
where t is the time (s) and z is the depth (m) of soil profile under consideration, qy/qt denotes the rate of soil water change. When the planar movement is neglected, the vertical movement of soil water can be described by the following differential equation (Berliner, 1988) :
where K c is the soil hydraulic conductivity (kg s m À3 ), h is the relative humidity of the gas filled in the soil pore, c is the soil water potential ( J kg À1 = m 2 s À2 ), g is the acceleration due to gravity( g = 9?8 m s À2 ), s is the slope of saturated vapor pressure vs. ). Actually, soil relative humidity h is calculated as the ratio of soil vapor pressure e and saturated soil vapor pressure e v , i.e. h = e/e v . Thus, the relationship between soil water potential and relative humidity is given as c = RT ln(h). The first two terms of Eqn (9) describe the soil water movement in liquid phase due to potential difference and gravitation, respectively. The last two terms describe the movement of soil water in the vapor phase due to temperature and potential gradients, respectively. Therefore, the change of soil water content with time is described as the function of such important variables as soil water potential, soil relative humidity and soil temperature.
Soil heat flux can be computed from soil temperature change and soil heat capacity in the profile. Usually, soil heat transfer in planar directions is negligibly small and only in the vertical direction is practically worthy of consideration. Thus, the term G in Eqn (1) can be computed as (Kimball & Jackson, 1979 )
where qT/qt denotes the rate of soil temperature change and C s is the volumetric soil heat capacity (J m À3 K À1 ) which can be expressed as C s = r s c s , in which r s is the soil density (kg m À3 ) and c s the specific heat of soil (J kg À1 K
). However, the specific heat of soil is strongly dependeent on soil properties especially the materials constituting the soil. It is also highly variable, depending on the change of soil water content. Usually, the soil can be viewed as constituted by soil minerals (mainly sand, silt and clay), organic materials, water and air in different proportions. Generally, the specific heat of these soil constituents is stable for practical purposes. Thus, it was suggested that heat capacity of the soil could be computed through the thermal properties of its constituents by linking to their fractions (Marshall & Holmes, 1979; Brutsaert, 1982) .
where r is the density of soil constituents, c is specific heat, V is the volumetric fraction, the subscripts w, q, m, o and a refer to water, quartz, clay mineral, organic materials and air, respectively. Heat transfer in the soil takes place from the more energetic (hotter) region to those cooler regions where the molecular motion is less energetic (Rose, 1979) . At the same time it also causes the imbalance of energy distribution in the soil, which drives soil water movement especially in vapor form in the unsaturated state. And soil water movement also eases the process of soil heat transfer. Thus, a complete description of soil heat flux must consider the equilibrium of these two factors. In the time interval qt, the intensity of soil heat transfer can be described by the following differential equation (Berliner, 1988) :
where K s is the soil thermal conductivity (W m À1 K À1 ). The first term on the righthand side of Eqn (13) describes the heat transfer due to temperature gradient. The second term is the energy due to soil water vapor movement under the temperature gradient. The third term is the energy due to the change of soil water vapor distribution under the gradient of the vapor distribution in the soil.
Numerical solution to the model
The relations in the above surface energy balance model are very complicated. It is impossible to directly express the key factor (surface temperature T s ) of the model as a function of other variables. Usually, to solve such a complicated equation as our model involves the application of a numerical approximation method. Among the approximation methods, the Newton-Raphson iterative technique is a good one because it can rapidly reach the solution with the required accuracy. Since all terms of Eqn (1) are a function of surface temperature (T s ), we can rewrite the equation as
which is a successive function within such as interval as T s D(À501C, 1001C). Therefore, to apply the Newton-Raphson iterative method for approximation, we start with the point T s 0 in the interval T s 0 D(À501C, 1001C) for the solution of T s and proceed to determine additional approximation by
where f(T s n ) and f 0 (T s n ) are the values of the function f(T s ) and its derivative at T s n . After iterative calculation many times when f ðT n s Þ ! 0 or is less than the required accuracy, we get T s n+1 ¼ T s n -T s and stop the iterative calculation. Thus, we can conclude that T s n is the solution of surface temperature T s from the model under the balance of available inputs .
If dT is taken to be small enough, the derivative f 0 (T s n ) can be given as
To solve the function f(T s ) for T s also involves the solution of the differential Eqns (9) and (13) simultaneously. The Crank-Nicholson technique can be used to approximate the solution of the two differential equations . In order to compute latent heat flux LE for the approximation of surface temperature T s , Eqn (7) also has to be solved for vapor pressure e s or relative humidity h s of the ground surface. Both LE and LE c can be viewed as the function of h s and Eqn (7) can similarly be solved using the Newton-Raphson iterative approximation method. The procedure of the solution is the same as that used for the solution of T s from Eqn (14) .
The use of Newton-Raphson approximation to solve surface temperature and latent heat flux from Eqns (1) and (7) involves the solution of differential Eqns (9) and (13). Using the relation between water potential and relative humidity, we can rewrite Eqn (9) as
where the parameters are defined as follows:
Similarly, differential Eqn (13) can be reorganized as
where K d and K e are defined as
Eqns (17) and (21) cannot be solved except when the initial and the boundary conditions are given. For the time node j + 1, we can use the value of time node j for the initial conditions. Thus, at the beginning, an initial condition is generally assumed for the solution. And after the value of j + 1 is computed, we use it as the initial condition for the next iteration of computation until modeling termination (Fig. 3 ). It is a fact that soil temperature and soil water content remain constant at specific depth from the surface (Brutsaert, 1982; Kutilek & Nielson, 1994) during the time considered such as days. Thus, the constant value of soil temperature and water content at that depth can be used as lower boundary conditions T n and y n of Eqns (17) and (21). The upper boundary of the soil temperature and soil water content for time node j + 1 is usually determined by considering a small change to the surface temperature and surface water content for time interval j.
A theoretical solution to the differential Eqs (17) and (21) is extremely difficult due to many implicit relations. Usually, the differential equations can be solved through an explicit approximation method but the explicit method is only valid (i.e. convergent and stable) for t=z 2 p1=2, in which dt is the time interval and dz the depth of soil layer (Smith, 1978) . Considering the dimension of time in seconds and depth in meters, the explicit method will create a giant computation volume for a short period of simulation such as one day. For example, if dz ¼ 0?1 m, the time interval has to be dtp0?005 s in order to meet the convergent condition of the method. Consequently, it takes about 200 iterative computations for the simulation of 1 s. Crank & Nicolson (1947) developed a method that reduces the total volume of calculation and is valid for all finite values of dt/dz 2 such as dt ¼ 60 s and dz ¼ 0?01 m. They approximated the differentials by the mean of its finite-difference representations on the (j + 1)th and the jth time node. Applying this implicit method, the differential Eqn (17) can be approximated as follows:
where Z t =dz 2 /dt and
Similarly, approximation of Eqn (21) leads to
where G j is defined as
In Eqns (24) and (26), soil temperature T and relative humidity h for time node j are known as initial conditions and the coefficients K a , K b , K d and K e can be computed for j. Thus, g j and G j are also known. For j+1, the upper boundary T 0,j+1 and h 0,j+1 and the bottom boundary T n+1,j+1 and h n+1,j+1 are also given. Therefore, the expansion of Eqn (24) about soil water movement in terms of relative humidity will result in the following simultaneous equations:
Similarly, Eqn (26) about the soil temperature change can also be expanded as
Totally, there are 2 Â n unknown variables and 2 Â n equations in Eqns (28) and (29).
Thus, the unknown variables can be directly solved from the equation system by Gauss's elimination method .
The numerical approximation to the model involves the re-adjustment of some given parameters in the iterative calculation. The computation is actually rather complicated. The procedure involves several iterations and the actual computation, as we can imagine, is very complicated. Using Quick BASIC 4?5, we have programmed the model for practical application. The main flow chart of the computation of the model is illustrated in Fig. 3 and the flow chart for computing f(T s ) and f(T s +dT) in Fig. 4 .
Data for the modeling
In order to apply the model to simulate LST change and thermal variation on both sides of the region, we need to prepare the required data sets of the functioning factors for its operation and computation. These include global radiation, surface albedo, soil water content, air temperature, relative humidity of the air and wind speed near the surface.
Global radiation of the region
The observed LST anomaly on both sides of the border region has the sharpest appearance in the summer season, which is dry and hot. This implies that our simulation should focus on the season. The global radiation of the region was measured during July [16] [17] [18] [19] [20] 1998 , when the sky was very clear and the region was very dry and the vegetation was dormant. The global radiation was measured with a pyranometer operating in the spectrum ranging from ultraviolet through visible to near-infrared wavelength. Thus, the measurement is a full spectrum measurement of the global radiation. The pyranometer was mounted upward on top of a frame 1 m above the ground, which was carefully installed so that it is in the water level status to record the radiation from the hemispheric direction. A datalog and a storage module were used to record the data from the pyranometer at a frequency of every 5 s for one record. The raw data were averaged to one record for each minute after download into the computer for further calculation.
The measuring results are shown in Fig. 5 , indicating the global radiation change during the measuring period and their average. The global radiations during the measuring period are very similar to each other. The shape of the radiation curves has perfect similarity with a sine one. The curves started from a little bit earlier than local time 6:00 at dawn and ended at 19:45 at dusk, representing the period when the region receives the incoming radiation for its surface energy balance process. From 6:00 in the morning, the radiation rapidly increases with time, due to the increase of the sun's shining angle. At about 13:00 when the sun's rays are about perpendicular to the ground, the radiation curves reach their apex and from this point to about 17:45 at dusk, the radiation declines gradually. At the apex hour 13:00, the global radiation of the region is about 1130 W m À2 on an average during the measuring period. Another feature of the radiation curves is that the fluctuation in the morning is much less than that in the afternoon. During the measuring period, the daily change of the radiation is less than 15W m À2 from 6:00 a.m. to 11:00 a.m. However, the change in the afternoon is above 35W m À2 . For a specific day, the fluctuation is much more obvious in the noon hours than the other ones. After average, the curve is very smooth in the morning and afternoon except for a little bit of fluctuation in the noon hour from 12:30 to 13:30. Therefore, we can conclude that our measurement produces a good result of global radiation measurement of the region.
Albedo of the surface patterns
Albedo is defined as the ratio of reflected radiation to the incident radiation. In order to calculate the albedo of ground surface, we need to measure the reflected radiation and the incoming radiation simultaneously. The two pyranometers were mounted at a frame about 1 m from the ground. One pyranometer was placed upward to measure the incoming (downward) radiation of the sky and the other downward to measure the reflected radiation from the ground. Both the pyranometers must be kept at the water level. The measuring period was the same as the radiation measurements. Before calculating the albedo, the data from the two pyranometers were calibrated into a common level so that the measurement errors could be minimized. In practice, we use the pyranometer recording the incoming radiation as base level and to calibrate the pyranometer recording the reflected radiation into the base level.
The average albedo of the typical surfaces is shown in Fig. 6(a) , which indicates the change of surface albedo with time during the day. One obvious common feature of the albedo change is that its amount declines with increase of solar angle. Usually, the sun's rays are perpendicular to the ground at about noon (13:00 local time). Therefore, the albedo of the surfaces is minimum around this time (13:00-14:00). Actually, the NOAA-AVHRR also passes the region at about 14:00. That is, when the NOAA-AVHRR remotely scans the region, the albedo is at the lowest level. The albedo of all surface patterns is extremely high at dawn and dusk. At this time, the azimuth angle of the sun's rays is very small and the reflected fraction of the incident radiation is very high, though both the incoming and reflected radiations are very small (o50W m À2 ). The albedo of the four surface patterns also show great difference. In the hours around noon, the sand surface has the highest albedo, followed by playa, then biogenic crust. Desert shrub has the lowest albedo. The albedo difference between sand and playa is very small, only about 2-5%. However, the difference is very obvious between sand and biogenic crust. During the noon hours, biogenic crust has an albedo of about 33%, which is 13% lower than that of sand surface and 10% lower than playa. Sand and biogenic crust constitute the overwhelming surface composition on both sides of the region Qin, 1998; . The great difference of albedo between sand and biogenic crust would surely make an extremely important contribution to the difference of surface temperature on both sides.
Using the surface composition given in , we are also able to estimate the average surface albedo for both sides. The result of such an effort is shown in Fig. 6(b) . Due to the higher percentage of biogenic crust and vegetation, which have lower albedo, the Israeli side has much lower surface albedo than the Egyptian side. At about noon, the average albedo on the Israeli side is about 32%, which is about 12% lower than that on the Egyptian side. This difference is critical in shaping the dynamics of surface energy balance on both sides.
Soil water content
In arid and semi-arid environments, the importance of soil moisture or soil water content in driving the dynamics of climate phenomenon has been well known (Lanicci et al., 1987; Williams & Balling, 1996) . Water content of soil profile is needed for the simulation in two ways: (1) determination of initial and boundary conditions for the solution of differential equations about soil water movement and temperature change, and (2) validation of simulation result about soil water movement in the region. Generally, soil water content can be determined by several methods (Ghildyal & Tripathi, 1987; Gardner et al., 1991; Kutilek & Nielson, 1994) . When suitable instruments such as neutron moisture meter are available, soil water content can be easily measured in the field by installing the probe at various depths of soil profile (Marshall & Holmes, 1979) . For our study, we lack the instrument for direct measurement. Thus, we have to use the classic gravimetric method of drying soil samples for the measurement. Actually, soil water percolation and movement of the sand dunes had been studied in the research of Yair et al. (1997) , who used neutron probes to monitor soil water content change for the analysis in the rainfall years 1991-1992 and 1992-1993 . Soil water content data of the region in recent years are not available and the comparison of soil water content under sand and biogenic crust surfaces also still remains not to be done.
In order to obtain soil moisture data of the region, a series of samplings had been conducted for measuring soil water content under sand and biogenic crust surfaces. The sampling period ranged from the rainy season to the dry hot one in 1998. All soil samples were taken from the field at the Nizzana Research Site on the Israeli side (see Fig. 1 ). The results are presented in Fig. 7 .
After heavy rain, soil water content is much higher in the profile under biogenic crust than under sand surface. According to the sampling on January 25, which was about 2 weeks after heavy rain (23?9 mm) on January 11-12, soil had about 18% volumetric water content under biogenic crust and 10% under bare sand surface. Water penetration in the soil of the region seems to be very slow. Within 1 week after heavy rain, the soil below 40 cm was still very dry under sand surface (Fig. 7(a) ). After 2 weeks, the water finally penetrated into its maximal depth.
In the summer season, the region is very dry. Soil water content in the surface layer is only about 0?5-0?8%. One interesting phenomenon is that the upper layer has a little bit higher soil content under biogenic crust than bare sand surface though the difference is very weak due to both being extremely low. However, the lower layer of soil profile under sand surface may have higher soil water content than that under biogenic crust surface. Soil water content may reach 2?31% at 40 cm under sand surface, which is about 0?5% greater than that under biogenic crust, according to the sampling on July 16, 1988. This difference is probably due to different speeds of the soil water attenuation in the two soil profiles.
It seems that seasonal rain only affects the soil water change of the top 1 m profile. Soil water content tends change little at the layers below 1 m in the wet season and below 0?8 m in dry the season. At this depth, the soil water content is about 6-7% in the wet season ( Fig. 7(a) ) and 5?0-5?5% in the dry season ( Fig. 7(b) ). Similar results had also been reported in Yair et al. (1997) .
Soil moisture data of the region need to be carefully set for the simulation. From the above sampling results, we can see that the surface is extremely dry in the hot summer and the soil profile loses its water content rapidly after the rains. In the dry hot season, the surface contains not more than 1% of volumetric soil water content in both sand and biogenic crust. Under about 80-100 cm, the soil water content may reach up to 5?0-5?5% and it seems that the change below this depth is negligibly small. Therefore, this content can be used as the lower boundary soil water content for the solution of our model. It should be noted that the soil water content under the two surface patterns is different. The content under sand surface is slightly higher than that under biogenic crust. Usually, the former has about 0?5-0?7% volumetric soil water content at about 40 cm depth than the latter and at 60 cm depth the difference may be up to 1%. This difference may have an important impact on the contrast of surface temperature change on both patterns.
Air temperature and relative humidity
The meteorological data of air temperature and relative humidity were measured at 2 m above the ground at the Nizzana Research Site on the Israeli side (see Fig. 1 ) in July 1998, which represents the hot dry summer season of the region.
The average air temperature change has been plotted in Fig. 8(a) . Although there are fluctuations in the curves, the general trend of the change can be clearly seen. No obvious differences of average air temperature can be found in all 10 days of July 1998. The average air temperature of the region reaches high level of up to about 361C at early afternoon (14:00-15:00). Minimum air temperature occurs at about 5:00-6:00 when the temperature is in the range of 20-231C ( Fig. 8(a) ). Thus, daily air temperature vibration of the region is up to 13-151C. Air temperature increases sharply in the morning and decreases quickly in the afternoon. After midnight, air temperature undergoes a very slow change. This represents the typical meteorological feature of arid environments. Because air temperature change is relatively identical, the average of the whole month will be used as the input of our modeling.
The average change of air relative humidity is shown in Fig. 8(b) . Relative humidity not only relates to water vapor pressure but also depends on air temperature. When the air temperature is high, relative humidity is low. This explains the fact that the change in the relative humidity is opposite to the change in air temperature. During the night, air temperature is low but the relative humidity is high while during the day the air temperature increases which leads to the decrease of relative humidity. Minimal air humidity occurs at about 14:00, when it is only about 30-40%. Maximal humidity exists in the hours 2:00-5:00, when it may reach up to 85-95%.
Wind speed and roughness length
Wind speed is an important factor in micrometeorological modeling (Diak & Whipple, 1993; Dolman, 1993) . The connection of wind speed to surface temperature change is that it directly affects the amount of sensible and latent heat fluxes which control the cooling process of the surface. The greater the wind speed, the smaller the air resistance for sensible heat transfer into the air. Wind speed data of July 1988 are available for the analysis of its daily change as shown in Fig. 9 . Several features can be seen in Fig. 9 . First of all, there is a peak in the late afternoon when wind speed is observed to be maximal. The peak is between 16:00 and 18:00 in July (Fig. 9) . The value of wind speed during the hours is about 4?8 m s À1 . Second, wind speed is generally greater in daytime than at night-time. After reaching the peak in the late afternoon, wind speed quickly declines in the evening. Figure 9 indicates that the speed drops to the minimum (about 1 m s À1 ) at midnight. In summer, the ascent of wind speed accelerates in the late morning hours during the day till late afternoon at about 17:00. Third, the difference between daytime maximum and night-time minimum is about 4?5 m s À1 . Fourth, due to the spatial variation of geomorphological shapes of the region, a periodical cycle of regularity is clear in the daily wind speed change under general governance of local meteorological conditions. The average wind speed will be used as the input data of our modeling.
Due to the importance of roughness length in energy balance models for evaporation estimation, many studies have been carried out for the determination of this parameter under various situations (Monteith, 1973; Brutsaert, 1982) . The magnitude of this parameter strongly depends on the surface conditions. Specifically, it has a close correlation with the height (h) of vegetation. Choudhury et al. (1986) calculated this parameter for wheat as z 0 ¼ 0?13h, where h is the height of wheat in their study. Szeicz et al. (1969) found that roughness length on fully developed maize and sorghum for wind speeds of approximately 2.5 m s À1 was 0?105h and Garratt (1984) As to our study region, the surface is mainly covered with some shrubs with a height of less than 0?5 m. Therefore, according to the proportion given by Brutsaert (1982) , 
Simulation results and analysis
The purpose of the simulation is to compare the difference of daily performance of surface temperature change and heat flux variation on the two most important patterns (bare sand and biogenic crust) and to distinguish the leading factors governing the difference. An analysis of the simulation results can help us to understand as to why there is a significant surface temperature difference on both sides of the region and what factors contribute more to the difference than others.
Modeling LST change of biogenic crust and active sand
Simulation of surface temperature change was carried out for two data sets: one for biogenic crust and one for bare sand surface. Therefore, all required parameters are carefully designed according to the two surface patterns. Fortunately, the soil (fine sand) under the two surfaces is similar due to the same soil formation process in the region. This provides an easy way of preparing soil property data for the simulation. The data sets required for the modeling have been described in the previous section.
According to the situations of the region and due to the extreme scarcity of knowledge about the micrometeorological change and soil physics of the Egyptian side, several assumptions have been constructed for the simulation. First of all, some meteorological indicators such as global radiation, air temperature, air humidity and wind speed near the surface are assumed to have little variation on both sides of the region due to the spatial adjacency. This may not be true, especially for air temperature, air humidity and wind speed. Usually, air temperature is strongly related to the surface temperature and wind speed is due to the air temperature difference. Since the Israeli side is observed to be hotter, its air temperature should be higher than the Egyptian side. However, the assumption of similar air temperature on both sides will allow us to focus our simulation on the variation of soil properties and surface features for explaining and understanding the LST anomaly of the region. Actually, as we will see in the following simulation results, the simulated surface temperature difference with identical air temperature is slightly lower than the actually observed one. This means that the differences of air temperature, wind speed and air humidity also have some effects on the difference of surface temperature. However, their relation with surface temperature is mutually dependent. Thus, in order to reveal the actual factors that lead to the occurrence of the thermal anomaly across the border, it is better to isolate the functioning of these mutually dependent factors by assuming the same values for them in the modeling.
Second, surface temperature change on the Israeli side can be represented by the thermal performance of biogenic crust due to the fact that more than 72% of its ground surface is covered with the surface pattern . The Egyptian side can also be represented by bare sand because of its surface constituents. The surface in the real world is in fact a mixed one composed of several patterns. Simulation through surface energy balance equation requires a specific data set for the surface under consideration. For a mixed surface, some soil parameters such as soil constituent fraction are really difficult to properly estimate through surface composition. Therefore, the way to analyse the surface temperature change on both sides is through comparison of thermal variation of the two typical surface patterns.
Third, the lower boundary conditions of soil profile for solving the soil heat transfer equation and soil water movement equation are assumed to be the same for the two typical surface patterns. No daily change of soil temperature and soil water content is assumed at about 0?5 m from the surface. Actually, daily heat penetration into the soil is within 30-50 cm depth in an arid environment (Hausenbuiller, 1978) . According to the reports of Fania & Zipora (1997) and Zemel & Lomas (1977) who monitored soil temperature regime in Israel, the assumption of no daily soil temperature change at about 50 cm depth is reasonable for the south Israeli desert environment.
Performance of daily surface temperature change on the two surfaces
The most important output of the modeling is the LST change of the two surfaces under consideration. The simulated daily surface temperature change of bare sand and biogenic crust in the dry summer season is shown in Fig. 10(a) . In order to have a reference for comparison, the real average air temperature change is also plotted in the figure, from which several features can be clearly identified. First of all, the surface temperature of biogenic crust and bare sand surface in the summer season can reach as high as 48-501C at about noon when temperature peak occurs. The range of the change is quite well corresponded to the observed change through ground truth measurements and on remote sensing images . Note that the data used for the simulation represent the general situation in the summer season and are measured at the Nizzana Research site on the Israeli side, which is adjacent to the border. Thus, the simulation result based on the data only reveals the general or the average change of surface temperature of the two surfaces in the area adjacent to the border. This does not deny the possible higher or lower performance of the surface temperature peak on a specific day under specific conditions such as in the area far from the border on the Israeli side, where very high LST can be found (see Fig. 2) .
Second, the surface temperature of biogenic crust is higher than that of bare sand surface during the daytime and the difference between the two surfaces disappears during the night. The daytime surface temperature difference on the two surfaces is clearly shown in Fig. 10(b) , from which we can see that the maximal difference of LST between the two surface patterns is up to 2?81C at about noon, which is slightly lower than the actually observed difference (generally 431C) between the two surfaces . This implied that biogenic crust is much hotter than bare sand under the beaming of strong solar radiation in summer when little soil water is available for evaporation. However, the night-time difference of surface temperature change between the two patterns is not obvious. This change of daytime and night-time LST difference is extremely important in the explanation of thermal variation on both sides of the region. The phenomenon of LST difference is observed to be obvious during the daytime at about 14:00 in situ satellite pass but this temperature difference is very obscure on night-time image of remote sensing (Fig. 2(b) ). More important is the fact that the simulated surface temperature at about midnight is about 221C (Fig. 10(a) ) and the sharp LST contrast tends to disappear at this temperature level.
Third, the surface temperature of biogenic crust and bare sand is much higher than air temperature during the daytime and is much lower than air temperature during the night-time. This is in accordance with the general situation of temperature change in an arid environment. Generally speaking, daytime in an arid environment is very hot and night-time is cool. Daily variation of air temperature is up to 151C and that of surface temperature is even higher (up to 351C).
Fourth, the surface temperature increases rapidly in the early morning and declines rapidly in the late afternoon. The minimal surface temperature can be seen in the early morning at about 5:00 when it is about 151C. The surface temperature starts to ascend from 6:30 and its maximal ascendance can be seen in the hours from 7:00 to about 9:00. During this period, it climbs rapidly from about 161C to 331C. In the afternoon, rapid descent of surface temperature occurs in the hours from 16:00 to about 19:00. It drops from about 421C to 271C. This change reveals the general warming and cooling process of the region in the hot dry summer season.
Sensitivity analysis of the modeling
The parameters for sensitivity analysis are the important ones that govern the surface temperature change of the region. Totally, 22 parameters are selected to test the sensitivity of the modeling. These parameters and the result of the sensitivity analysis are listed in Table 1 .
What we are concerned with is the modeling of the surface temperature change under the governance of these parameters. Thus, the sensitivity analysis of the modeling is to test the change of surface temperature with the small change of these parameters. The output of the modeling for the data set of biogenic crust surface is used as the reference of comparison for the sensitivity analysis. Because we are more interested in the change of surface temperature in the early afternoon when satellite passes, the average surface temperature at 12:00-14:30 is used as the reference of surface temperature for the analysis. As to the small change of the parameters, we define it as 1%. Thus, for a specific parameter, the aim of the analysis is to answer the following question: how many percents of surface temperature change would result from the change of 1% in that parameter under consideration? Table 1 indicates that the largest change in T s is observed for a small change in air temperature and global radiation. When air temperature increases by above 1% (about 0?361C), the average surface temperature will increase by about 0?3451C, with 0?749%. Since air temperature and surface temperature are mutually dependent, we expect that the actual higher air temperature exists on the Israeli side, which consequently exacerbates the surface temperature difference across the border. An increase of 1% in global radiation will result in 0?1281C increase in surface temperature, with 0?278%. Actually, air temperature and global radiation are the two essential factors of the modeling. Global radiation determines the amount of energy available for the micrometeorological and hydrological process in the soil-air interface system. And air temperature governs the exchange of energy between the ground and the air, and is the result of the exchange as well. Their sensitivity to LST change in the modeling implies their importance in the simulation.
A 1% increase in surface albedo, roughness length and surface emissivity corresponds, respectively, to a decrease of 0?0591C, 0?0431C and 0?0221C in surface temperature, which account for 0?128%, 0?093% and 0?047% of the surface temperature. An increase of 1% in soil layer thickness would lead to about 0?011C decrease of surface temperature, accounting for 0?023%. The model appears to be insensitive to the change of other parameters, including soil thermal conductivity, soil composition structure, initial soil temperature, soil water content and so on. As indicated in Table 1 , a 1% change of these parameters would lead to less than 0?011C or less than 0?02% change of surface temperature. Their insensitivity implies that the modeling result of LST change will not be obviously shaped by the possible small error of these parameters in preparation of the required data sets for the modeling.
Comparison of surface energy balance
Only a part of the global radiation reaching the ground surface is absorbed by the ground and hence enters the energy balance process of the land-air interface system. The remainder of the radiation is reflected back toward the atmosphere without affecting the surface temperature of the ground soil. The density of reflection or albedo largely determines the energy that drives the thermal movement of the ground soil. This can be clearly shown by the simulation results of the region. The comparison to the change of the main parts of surface energy balance is shown in Fig. 11 . Due to much lower albedo of biogenic crust, the amount of net radiation on the crust surface is much greater than that on the bare sand during the day (Fig. 11(a) ). The average net radiation on biogenic crust surface is as high as 585?69 W m À2 in the hours 12:00-15:00, which is about 26?42% greater than that on the bare sand surface. This difference of net radiation is the main source of energy driving the thermal dynamics of the two surfaces. The incident radiant energy that is not reflected by the ground surface is absorbed and converted into heat, which is then dissipated in several ways (Brutsaert, 1982) . In an arid environment where little water is available for evaporation that consumes a lot of heat flux on the surface, sensible heat is the main mode of energy dissipation from the ground surface. In the sand dune region, sensible heat flux into the air accounts for above 90% of net radiation in the hours 12:00-15:00? However, the amount of heat on biogenic crust is much greater than that on bare sand. At about noon (12:30-14:30) when the surface temperature reaches its peak (Fig. 11(a) ), the average sensible heat into the atmosphere is about 550?13W m À2 on biogenic crust and 423?24W m À2 on sand surface. The former is above 1/4 (29?98%) higher than the latter. Because the sensible heat is proportional to the temperature difference between the surface and the air near the surface, the greater the heat the greater is the temperature difference under the same conditions of wind speed and surface roughness length. Given the same air temperature, this means that the biogenic crust surface is much hotter than the bare sand.
The change of soil heat and latent heat flux is shown in Fig. 11(b) , from which we can see that the two heat fluxes are much less than sensible heat fluxes into the air. In the case of biogenic crust surface, the average soil heat is only about 63?14W m À2 at the noon 12:00-13:00, which only accounts for about 10?68% of the net radiation and 5?65% of the global radiation. And at this time, the average latent heat is only about 4?36W m À2 , accounting for 0?74% of the net radiation. The soil heat flux on bare sand is a little bit greater than that on biogenic crust. At about noon, the average soil heat on bare sand is about 68?12W m À2 and latent heat 3?36W m À2 , accounting for 14?67% and 0?72% of its net radiation. This implies that heat transfers more strongly to the soil on sand surface than on biogenic crust, while the evaporation, in spite of being very weak, is relatively stronger from biogenic crust than from sand surface at about noon. Compared with net radiation and sensible heat flux, the conclusion can be drawn that the amount of these two parts is too small to have a significant effect on the surface temperature change.
From the latent heat flux we can estimate the net loss of soil moisture per day in the hot summer season. The total amount of latent heat flux is 270?15W m À2 on the biogenic crust and 190?33W m À2 on the sand surface. Thus, the total evaporation is about 0?066kg day À1 m À2 from the biogenic crust and 0?047 kg day À1 m À2 from bare sand. The negative latent heat flux during the night also indicates that there is a process of dew formation, which releases some energy for the balance of the system. The total negative latent heat flux is about 77?95W m À2 on biogenic crust and 90?52W m À2 on active sand, corresponding to 0?019 and 0?022 kg of dew formation, respectively. This simulation result of dew formation amount is very close to the measurement of Kidron (1999) in the region. The main reason for more dew forming on bare sand surface during the night probably is that it has a relatively lower LST than biogenic crust. Balanced from evaporation and dew absorption, the net soil moisture lost in the arid environment is about 0?047 kg day À1 m À2 on biogenic crust and 0?025 kg day À1 m À2 on active sand. The result also indicates that evaporation is slightly stronger from biogenic crust than from active sand. This explains the difference of soil moisture content observed in the hot summer season in the layers under the two typical surfaces.
The change of the above main parts of the surface energy balance experiences a different process in the night-time when there is no solar radiation. Figure 11( a) indicates that net radiation and sensible heat into the air are negative on both surfaces. And negative soil heat flux and latent heat flux can also be seen in Fig. 11(b) . This implies that during the night the surface energy reaches balance by getting heat flux from both the air and the soil. However, the heat flux released from the soil and the air is quite small and it does not exceed 80W m À2 . Another feature is that the heat flux seems to be stable during the night. The dew forming on the two surfaces during the night quickly evaporates in the early morning when the sun comes up. Thus, the maximal latent heat appears at about 9:00-10:00 (Figure 11(b) ) and it is about 7W m À2 for biogenic crust and 5W m À2 for active sand. This evaporation process explains the rapid ascendance of the surface temperature in the morning.
Change of main parameters in the surface energy balance
Analysis of the change of main parameters in the system can also assist in understanding the difference of surface energy balance on the two surface patterns.
As indicated above, sensible heat flux into the atmosphere is the main way of dissipating the energy absorbed by the ground. According to Eqn (3), sensible heat flux into the air is proportional to the land-air temperature difference and inversely proportional to air heat transfer resistance. Given that the air density and heat capacity show little variation in the temperature range, sensible heat into the air is mainly contributed by the land-air temperature difference. On the other hand, air heat resistance also plays an important role in governing sensible heat flux (Lhomme et al., 1994) . Figure 9 .3(a) compares the air heat resistance of the two surface patterns. Generally speaking, the change of air heat resistance is similar for the two surface patterns, especially in the daytime. This is mainly because air heat resistance is determined by wind speed and we assume the same wind velocity for the two surfaces. Although the air heat resistances between the two surfaces are very close, a slight difference can still be seen (Fig. 12(a) ), being greater on bare sand than on biogenic crust. During the day, land-air temperature difference is big and wind speed is high. Thus, heat is easily transferred into the air. From 8:30 to 19:30, air heat resistance of the two surfaces is rather small. Minimal air heat resistance occurs in the late afternoon at about 16:00-17:00 when the wind is the strongest. Maximal resistance occurs at about midnight when wind speed declines to the lowest. During the night air resistance is much higher than during the day. Very big air heat resistance during the night makes the sensible heat flux quite small.
Surface resistance to evaporation is also a very important factor in determining the evaporation rate and hence the latent heat flux (Van Bavel et al., 1976; Brutsaert, 1982; Garratt, 1984) . In an arid environment, soil water content is extremely low, surface resistance to evaporation is very high. As indicated in Fig. 12(b) , surface resistance to evaporation is generally greater on sand than on biogenic crust. This is because biogenic crust has a little bit higher surface soil moisture content than bare sand ( Fig. 13(a) ). Maximal resistance occurs in the early afternoon when surface water content is the lowest due to consecutive evaporation in the previous hours. Surface resistance to evaporation is as high as 13,000 s m À1 on bare sand and 12,000 s m À1 on biogenic crust in the early afternoon. Minimal surface resistance to evaporation can be seen at dawn when the surfaces have the highest moisture content due to their absorption of dew during the night. Actually, the change of surface resistance to evaporation is in accordance with the fluctuation of soil moisture content in the surface layer.
Availability of soil moisture is one of the three critical conditions for evaporation. The amount of water in the soil directly affects the amount of energy consumed to evaporate water (Williams & Balling, 1996) . In the border region, the soil moisture is very low during the hot dry summer. The small evaporation in the border region ( Fig.  11(b) ) is mainly due to its extremely low level of soil water content. Figure 13 (a) compares the change of volumetric water content of the two surface patterns. The surface moisture change shown in Fig. 13(a) is in accordance with our measurements of soil water change given in the previous section. The surface moisture of biogenic crust is obviously higher than that of bare sand, even though their absolute difference is only about 0?6 kg m À3 during the day. In the daytime, surface moisture tends to decline because of evaporation. The moisture content reaches minimum in the early afternoon at about 13:00-15:00 when LST is very high. In the night-time the surface absorbs some moisture from the air, which makes its moisture content gradually increase till dawn at about 6:00 ( Fig. 13(a) ).
Comparison of soil moisture content at 10 and 20 cm depth is also plotted in Fig.  13(a) . Due to little heat flux penetrating into the lower layers of the profile, soil moisture content showed less fluctuation with the depth of 20 cm. At a depth of 10 cm, soil moisture shows very small daily change and at 20 cm the change is little. Another important feature is that soil moisture content at 10 cm depth is greater under biogenic crust surface than under bare sand surface. However, the situation at 20 cm is the opposite. Soil moisture content under biogenic crust is less than that under sand surface. This is in accordance with what we observed in the measurements of soil water content.
Under unsaturation, soil relative humidity is mainly dependent on soil water content though temperature is also an important determinant. Figure 13(b) shows the change of soil relative humidity on the two surfaces. The change is similar to that of the surface moisture content. During the night, biogenic crust has a little bit higher surface relative humidity than active sand. In the morning, the relative humidity of sand surface is higher than that of biogenic crust. However, in the afternoon, biogenic crust has a little bit higher relative humidity than bare sand. This may be because the soil under biogenic crust has higher hydraulic conductivity and the biogenic crust has a greater evaporation rate than bare sand (Fig. 11(b) ).
Comparison of surface vapor pressure on the two surfaces is illustrated in Fig.  13(c) , which also plots air vapor pressure as a reference. According to Eqn (6), evaporation from the surface occurs when vapor pressure of the surface is greater than the air and dew formation occurs when the air vapor pressure is greater than the surface. From Fig. 13(c) we can see that the vapor pressure of the two surfaces is greater than air vapor pressure in the daytime from about 8:00 to about 20:00. This means that evaporation from both surfaces occurs during this period even though it is rather weak. Dew formation also occurs in the arid environment during the night because air vapor pressure is greater than surface vapor pressure. However, a comparison of the area between surface vapor pressure and air vapor pressure reveals that evaporation is greater than vapor absorption, as described above. Figure 13 (c) also indicates that biogenic crust has a higher surface vapor pressure than bare sand surface. This implies that evaporation from biogenic crust is relatively stronger than that from active sand. The lower vapor pressure of sand surface during the night also indicates more dew formation on bare sand surface than on biogenic crust, as mentioned above.
Contribution of leading factors to surface temperature difference
Based on the above modeling results, we try to isolate the contribution of the leading factors to the surface temperature difference on the two surfaces. Assuming the same effects in terms of such meteorological factors as global radiation, wind speed and air temperature, the leading factors of the model that may lead to the difference of surface temperature between the two surface patterns can be distinguished as albedo, surface emissivity and soil properties especially soil moisture.
The difference of surface albedo between biogenic crust and bare sand has an important effect on the LST difference of the two surface patterns. As we have seen in the previous section, biogenic crust has an albedo of about 13% lower than bare sand. Thus, under the same global radiation, biogenic crust absorbs much more energy from the incident radiation than bare sand. The simulation indicates that the difference of albedo accounts for more than 86% of net radiation difference between the two surfaces. As shown in Fig. 11(b) , the average difference of surface temperature between the two patterns is 2?631C in the hours 12:00-15:00. Using the albedo of biogenic crust and the sand soil properties for simulation, we obtain the average surface temperature of 49?251C in the same period, which is about 2?311C higher than LST of bare sand and 0?321C lower than LST of biogenic crust. Therefore, we can conclude that about 87?83% of the surface temperature difference between the two surfaces is contributed by its albedo difference.
The simulation indicates that surface emissivity difference has little effect on the LST difference between the two surface patterns. We also test the contribution of surface emissivity difference to the LST difference of the two surface patterns. Using the emissivity of biogenic crust and soil properties of bare sand for simulation, we find that the surface emissivity difference can only lead to about 0?051C of LST change from the LST of biogenic crust. This implies that the difference of surface emissivity can only explain about 1?90% of the LST difference between the two surfaces.
The difference of soil properties especially soil moisture also has an important effect on the LST difference between the two surface patterns. As mentioned above, soil properties are different under the two surfaces. The soil under biogenic crust has higher water content in the upper layers and lower soil moisture content in the lower layers. Consequently, evaporation from biogenic crust surface is greater than that from bare sand. Due to the different soil constituents, the surface layer of bare sand has much higher thermal conductivity than biogenic crust. Higher thermal conductivity of bare sand makes its heat transfer a little bit faster into the subsoil than it is in biogenic crust. Moreover, higher heat capacity in the subsoil of bare sand due to its higher soil moisture content also makes it more difficult to be heated than the subsoil under the biogenic crust. Soil heating process has proportional correlation to the change of surface temperature and evaporation. The combined functioning of these two aspects makes the soil temperature increase slightly easier under biogenic crust than under bare sand. And this finally shapes the different change of their surface temperature regime and energy balance on the two surfaces.
It is really difficult to separate the effect of all soil properties on LST change because they are interrelated to each other. Therefore, we roughly count their effect as the remainder of the total minus the effect of albedo and ground emissivity. In this way, the difference of soil properties especially, soil moisture, accounts for about 10?27% of the total LST difference between the two surface patterns.
Given the strong solar radiation in the summer season, the thin surface layer (1-5 mm) of biogenic crust can be easily heated in spite of its relatively higher moisture content. In the arid environment, soil water content is extremely low and evaporation can only consume a very small part of the total energy absorbed by the surface. As indicated in Fig. 11(b) , at 12:00-15:00 evaporation only accounts for about 0?61% of net radiation in the case of bare sand and for 0?65% in the case of biogenic crust. This small percentage of latent heat flux has little effect on the cooling down of the ground surface. As a result, the surfaces experience different warming processes due to the differences in absorbed incident sky radiation. Obviously, the surface energy absorption accumulates more in the upper biogenic crust layer than the bare sand surface layer. And this makes the surface of biogenic crust hotter than that of bare sand. Even though the involved process is rather complicated, the mechanism is very clear, i.e. the greater amount of main surface flux components on biogenic crust makes its surface temperature more difficult to reach its surface energy balance at a higher level than it is on bare sand surface.
Understanding thermal variation on both sides of the region
The above analysis and explanation of surface temperature difference on the two typical surface patterns can be extended to the understanding of surface temperature difference and thermal variation on both sides of the Israel-Egypt border region. The Israeli side has above 72% of biogenic crust cover and the Egyptian side above 80% of bare sand surface . Their surface albedo difference is also very obvious, as indicated in the previous section. The lower surface albedo on the Israeli side makes it absorb much more incident solar energy and atmospheric emittance. Although most of the net radiation returns into the atmosphere as sensible heat, the remainder is still obviously greater on the Israeli side than on the Egyptian side and this remainder is very strongly related to the surface and soil temperature change and soil moisture movement. During the hot summer season, the region is very dry. Most vegetation is in dormancy (Otterman & Tucker, 1985; Karnieli & Tsoar, 1995) . Leaves of shrubs reduce to minimum and more than two-third of canopy is dead according to our field observation. The dead canopy is not only out of functioning evaporation but also forms the debris that absorbs more incident radiation due to its darker tone and hence lower albedo. Even though the Israeli side has more vegetation, the evaporation contributed by the vegetation is still very small in comparison with the net radiation. Together with the transpiration contribution of vegetation, the average evapo-transpiration at 12:00-15:00 on the Israeli side is estimated to be about 41W m
À2
, accounting for 7% of the net radiation. This small latent heat flux has little effect on the surface energy balance process in the arid environment. LST change in the arid environment is then mainly controlled by the amount of incident solar energy absorbed by the ground as soil heat. Therefore, the anomalous LST change and thermal variation on both sides of the region can still be explained as the direct result of the obvious albedo difference on both sides, as Otterman (1974) did. This albedo difference is mainly caused by the sharp contrast of surface composition on both sides. As mentioned above, the Israeli side has much more biogenic crust while the Egyptian side is mainly dominated by bare soil and active sand as a result of overgrazing.
Considering this sharp contrast, the LST anomaly observed on remote sensing images can be understood as the result of spectral functioning difference of biogenic crust and bare sand on both sides of the region.
Soil properties on the Israeli side can be viewed as similar to those of biogenic crust and on the Egyptian side similar to those of bare sand. This similarity can be used to understand soil heat transfer on both sides of the region. As mentioned above, the heat accumulating on the surface of biogenic crust is greater than that on bare sand, due to the difference of soil properties especially soil thermal conductivity. This functioning process also exists on both sides of the region because of their surface composition difference. Most of the surface on the Israeli side is covered with biogenic crust which has lower thermal conductivity while the surface of the Egyptian side is dominated by bare sand having relatively higher thermal conductivity. Therefore, we can expect that the Israeli side has more heat accumulation on its surface due to its relatively lower thermal conductivity than the Egyptian side. Finally, the ground on the Israeli side has higher surface temperature. Therefore, except for the main contribution of spectral functioning difference of biogenic crust and active sand, subsoil properties as a whole are the second main factor leading to the anomalous LST change and thermal variation observed in the border region.
Comparison with Charney's classic studies and other related studies
In the mid-1970s, Charney and his co-workers conducted a series of studies on the interaction between desertification and climate in Sahel and other dryland regions (Charney, 1975; Charney et al., 1975 Charney et al., , 1977 . They proposed a biogeophysical feedback model, also dubbed albedo model (Williams & Balling, 1996) . On the basis of their investigation of Sahel and Sahara drought, Charney and his co-workers argued that overgrazing due to settlement and over-population in arid and semi-arid regions will lead to the reduction of vegetation cover and hence to an increase in surface albedo. Consequently, the increased albedo will decrease surface net radiation, result in surface cooling and lower ground surface temperature, promote subsidence of air aloft, reduce convection and cloud formation, thereby reducing regional rainfall in the arid and semi-arid regions. Additional drying in the Sahel region leads to regional climatic desertification which positively feeds back to the overgrazing and follows the circling procedures. Using a general circulation model developed for meso-scale regional atmospheric and climate simulation, they demonstrated the important effect of albedo on regional climate, especially rainfall in Sahel, Sahara and other dryland regions. The propositions and assumptions underpinning the studies became known as Charney hypothesis (Williams & Balling, 1996) . Based on the simulation with two different surface albedos (low albedo 14% represents low human stress and high albedo 35% the high stress due to overgrazing), Charney et al. (1975) found that the mean rainfall over Sahara during the calendar month of July decrease by about 43% from low-albedo to high-albedo experiments. And the results from the high-albedo experiment are quite close to the observed distribution of rain in Sahara summer. Thus, they concluded that surface albedo can have a sustantial effect on climate in Sahara and very local changes in albedo may be sufficient to produce droughts.
It seems that the higher surface albedo leading to higher surface temperature in the border region of our study supports the Charney hypothesis about the function of albedo in climate change. Close comparison still finds some differences between our study and that of Charney. In Charney's studies, it is assumed that overgrazing leads to the reduction of vegetation cover, which in turn leads to the increase in surface albedo. Thus, the importance of albedo in Charney's biogeophysical feedback model is based on the direct relationship between vegetation and surface albedo. In the border region, the obvious difference of surface albedo across the border is not only due to the vegetation difference, but also due to the biogenic crust difference (Karnieli & Tsoar, 1995) . Overgrazing on the Egyptian side not only causes the reduction of vegetation, but also prevents the establishment of biogenic crust on the surface. Actually, it is the biogenic crust difference that leads to the substantial difference in albedo across the border. Desert plants, which still have much higher evapotranspiration, contribute much less to the albedo difference across the border. Despite the support from a variety of modeling studies, the Charney hypothesis was vigorously challenged on theoretical and empirical grounds (Williams & Balling, 1996) . Since Charney's model is based on the direct contribution of vegetation to albedo, its assumption about the higher surface albedo leading to higher surface temperature has not been seen in other arid regions. This is mainly because the lower albedo contributed by more vegetation cover still has higher evapo-transpiration that prevents the increase of surface temperature. On the other hand, since the bare surface as a result of vegetation removal is easy to be dried and hence has very low top-soil moisture that prevents soil heat transfer into lower layers, the surface with high albedo contributed by low vegetation still has relatively higher surface temperature. This has been observed across the US-Mexico boder (Balling, 1989) . Only in the region where lower surface albedo is not prevalently contributed by vegetation and where soil moisture is very low such as our region, the phenomenon of higher surface albedo leading to lower surface temperature is possible.
Another important condition for the occurrence of surface temperature anomaly across the border is the very low soil moisture in the region. Many numerical modeling studies showed that soil moisture is also very important in affecting climate change in the arid and semi-arid regions (Williams & Balling, 1996) . Cunning & Rowntree (1986) demonstrated that Sahara climate is related not only to surface albedo change but also to soil moisture changes and the importance of soil moisture could override the changes to the albedo. Combining the local energy balance model with a global climate model, Lanicci et al. (1987) found that soil moisture changes in the drylands of the American Great Plains could have an important impact on the location and intensity of convective storms. Franchito & Rao (1992) developed a global model that includes detailed biogeophysical feedbacks to simulate the effects of desertification and found that desertification causes a reduction in local net radiation, soil moisture, evaporation and precipitation which consequently results in an increase in local surface and near-surface temperature. In our region, the soil moisture is extremely low during the hot dry summer. Our field sampling found an insignificant difference in soil moisture of the top layer under bare sand and biogenic crust. The insignificant difference in soil moisture between the two main surface patterns which, respectively, represents the surface on both sides makes it easy to understand its relatively less importance than albedo in leading to the occurrence of the surface temperature anomaly across the border.
Conclusion
An anomalous thermal phenomenon was observed in the daytime remote sensing images in the sand dunes across the Israel-Egypt border. This interesting phenomenon has not been thoroughly studied for understanding its occurrence, especially from the viewpoint of micrometeorological modeling. A complete surface energy balance model that couples soil temperature change simultaneously with soil moisture dynamics has been established in the paper in order to simulate the surface temperature change and heat flux variation of the region. Various measurements have been conducted at the Nizzana Research site on the Israeli side of the region for the required simulation data. Using the data and the numerical solution methodology of the model, the surface temperature and heat flux change has been simulated on the two most important surface patterns of the region: biogenic crust representing the Israeli side and bare sand representing the Egyptian side.
Simulation results indicate that the surface temperature of biogenic crust and bare sand in summer can reach as high as about 48-501C. According to the model, biogenic crust does have a surface temperature of about 2?5-2?81C higher than bare sand in the hours 12:00-15:00. During the night, the difference of surface temperature between biogenic crust and bare sand is not obvious. A sensitive analysis of the model indicates that the largest change in T s is observed in a small change of air temperature and global radiation, which is followed by surface albedo, roughness length and surface emissivity. A 1% increase of air temperature and global radiation will lead to 0?75% and 0?28% increase of LST. And the same amount of surface albedo, roughness length and emissivity increase will result in 0?13%, 0?09% and 0?05% decrease of surface temperature. Comparison of surface energy balance reveals that the average net radiation of biogenic crust can reach up to 585?69W m À2 in the hours 12:00-15:00, which is about 26?42% higher than that of active sand. More than 85% of net radiation returns into the air as sensible heat flux. The average soil heat flux of biogenic crust is about 63?14W m À2 in the noon hour 12:00-13:00, accounting for 10?68% of net radiation. The amount of soil heat flux is a little bit greater on sand surface than on biogenic crust. Due to little soil moisture available for evaporation, latent heat flux of biogenic crust is only 4?14W m À2 at noon, accounting for 0?74% of net radiation. For the bare sand, latent heat is only 3?36W m À2 and accounts for 0?72% of its net radiation. Daily evaporation of the region is very small under the arid environment. Net soil water loss due to evaporation is estimated to be about 0?047 kg day À1 on biogenic crust and about 0?025 kg day À1 on bare sand. Negative latent heat flux during the night also indicates the formation of some dews on both surfaces. But bare sand surface, due to its relatively lower LST at night, seems to obtain more moisture from the air than biogenic crust. This difference in surface energy balance also produces different change of subsoil properties especially soil moisture content at various depths and the surface vapor pressure and relative humidity. The mutual connection of these changes finally determines LST difference and thermal variation on the two typical surface patterns of the region.
The LST anomaly on both sides of the border region can be understood in several ways. First of all, surface composition difference between the two sides is the direct reason for the LST anomaly. The Israeli side is mainly composed of biogenic crust, which covers about 72% of the surface. Bare sand only accounts for about 7% of its surface. However, the Egyptian side is mainly covered with bare sand, which accounts for above 80% of the total area. Biogenic crust and vegetation only account for about 12% and 4?5% of the total surface area. With the assumption of similar atmosphere and similar subsoil composition and formation on both sides, this difference of surface composition directly explains the occurrence of the LST anomaly on both sides even though the functioning mechanics of the process is rather complicated.
Second, the surface composition difference on both sides leads to the difference of surface and subsoil properties. The combined functioning of this surface and subsoil property difference makes the LST change on both sides appear to be of difference in its expression. The coherent mechanics can be understood through the simulation results of surface energy balance model. According to their surface composition, the Israeli side can be represented with biogenic crust and the Egyptian side with bare sand. Simulation results indicate that biogenic crust and bare sand do have an obvious LST difference under the assumption of the same global radiation, wind speed, air temperature and relative humidity. The LST difference between the two surface patterns can reach up to about 2?5-2?81C in the early afternoon when satellite passed and observed the LST of the region. The most important factor leading to the LST difference of the two surface patterns is surface albedo, which accounts for about 87?83% of the LST difference between the two surfaces. Subsoil properties also have a significant effect on the LST difference of the two surface patterns. It can explain about 10?27% of the LST difference. Although surface emissivity has significant difference on the two typical surface patterns and hence on both sides, it can only account for about 1?90% of the LST difference between the two surfaces.
Third, the mechanism of the LST difference on the two typical surface patterns can be summarized as follows. The biogenic crust surface has much lower surface albedo. Thus, it absorbs much more incident sky radiation than bare sand surface. Even though most of the absorbed energy is dissipated as sensible heat into the air, the remainder of the absorbed energy is also much more on the biogenic crust than on the bare sand. This remainder energy is dissipated mainly in two ways: heat into the soil and evaporation. Because soil water content is extremely low in the arid environment, evaporation only accounts for about 0?5-1% of the total net radiation. Therefore, the slightly higher evaporation on biogenic crust is not enough to cool down the much higher surface temperature due to greater absorption of the incident radiation in the arid environment.
The difference of soil composition in the surface layer plays an important role in shaping LST change on the two surfaces. Due to higher quartz content, thermal conductivity of surface layer on bare sand is greater than that on biogenic crust even though the latter has a little bit more soil moisture content. At a depth of about 10-15 cm onward, the subsoil under bare sand has more moisture content than the subsoil under biogenic crust. Consequently, this changes the soil properties under the two typical surfaces. Higher soil thermal conductivity of surface layer on bare sand makes its soil heat transfer a little bit easier than it is on biogenic crust. In other words, heat is more difficult to go down into the lower layers under biogenic crust and easier to accumulate in the upper thin layer of biogenic crust. This makes its surface temperature even easier to ascend.
Finally, this mechanism of heating process difference on the two typical surface patterns can be extended to understand the LST anomaly on both sides of the region. During the hot summer season, the region is very dry and vegetation is in dormancy. Leaves of most shrubs reduce to minimum. Even though the Israeli side has more vegetation, the evapo-transpiration contributed by the vegetation is still very small in comparison with the net radiation. This small latent heat flux has little effect on the surface energy balance process in the arid environment. LST change in the desert region is mainly controlled by the amount of incident solar energy absorbed by the ground as soil heat. Therefore, the anomalous LST change and thermal variation on both sides of the region can still be explained as the direct result of the obvious albedo difference on both sides. This albedo difference is mainly caused by the sharp contrast of surface composition on both sides as a result of spectral functioning difference between biogenic crust and bare sand. On the other hand, the Israeli side has a stronger evaporation rate than the Egyptian side. This means that the soil water content may be easier to lose on the Israeli side than on the Egyptian side where bare sand prevails. After a long time of consecutive evaporation in the hot summer, the subsoil of Israeli side on average may have less soil moisture than that of the Egyptian side. And this property together with the low thermal conductivity of the crust may finally exacerbate soil heat accumulation on its surface layer (the thin biogenic crust). As a result, this makes its surface temperature easily increased. On the Egyptian side, relatively higher subsoil moisture content combined with the relatively greater thermal conductivity of the sand will speed up its soil heat transfer from the surface into the lower layers. This can also intensify the existing LST anomaly on both sides. 
