A new type of self-organization associated with chaotic dynamics in neural networks.
A new type of self-organized dynamics is presented, in relation with chaos in neural networks. One is chaotic itinerancy and the other is chaos-driven contraction dynamics. The former is addressed as a universal behavior in high-dimensional dynamical systems. In particular, it can be viewed as one possible form of memory dynamics in brain. The latter gives rise to singular-continuous nowhere-differentiable attractors. These dynamics can be related to each other in the context of dimensionality and of chaotic information processings. Possible roles of these complex dynamics in brain are also discussed.