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In this paper we study the restriction of the minimal representation in the analytic
continuation of the scalar holomorphic discrete series from SO∗(4n) to GL(n,H). We work
with the realization of the representation space as L2-space on the boundary orbit of
rank one of the corresponding cone, and give explicit integral operators that play the
role of the intertwining operator for the decomposition. We prove inversion formulas for
dense subspace and use them to prove the Plancherel theorem for the decomposition. The
Plancherel measure turns out to be absolutely continuous with respect to the Lebesgue
measure.
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1. Introduction
The unitary representations obtained by continuation of the scalar holomorphic discrete series of a Hermitian Lie
group, G , were classiﬁed by Wallach in [11], and independently by Rossi and Vergne in [6]. The classiﬁcation amounts
to membership in the Wallach set for the linear functionals on the compact Cartan subalgebra that extend the family of
weights parameterizing the weighted Bergman spaces on the symmetric space G/K .
These unitary representations can all be realized on Hilbert spaces of holomorphic functions on the corresponding
bounded symmetric domain D ∼= G/K . The restriction to any totally real submanifold deﬁnes an injective mapping. There-
fore it is natural to consider an antiholomorphic involution τ : D → D that lifts to an involutive automorphism (which we
also denote by τ ) of the group G . Let H = Gτ denote the ﬁxed point group, and L = K ∩ H , the space X := H/L is a totally
real submanifold. The decomposition of the restriction to H of the unitary representation obtained by analytic continua-
tion, or more generally, the restriction of holomorphic representations to symmetric subgroups, has lately been an area of
intensive research. See [1,8–10,12–14].
In this paper we consider the minimal representations for the groups SO∗(4n) and restrict to the automorphism groups
for the cones associated with the tube domain. We use the model in [6], also see [2] that realizes the representation as
L2-space on the orbit of rank one elements on the boundary of the cone. The intertwining operators are given explicitly as
integral transforms.
The paper is organized as follows. Section 2 contains preliminaries for Type III space. In Section 3 we describe the con-
stituent in the decomposition for the restriction from SO∗(4n), construct an intertwining operator and prove the Plancherel
theorem.
E-mail address: zhulitokyo@yahoo.com.
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Let V be the following real vector space
V = {x ∈ Skew(2n,C) ∣∣ x¯= − J x J},
where J = ( 0 In−In 0
)
. The complexiﬁcation of V is V C = Skew(2n,C), the anticomplex symmetric 2n × 2n matrices. Consider
the bounded symmetric domain
D = {z ∈ V C ∣∣ I2n − Z∗ Z > 0}. (1)
The group
G = SO∗(4n) =
{
g ∈ SU(n,n)
∣∣∣ gt
(
0 In
In 0
)
g =
(
0 In
In 0
)}
acts transitively on D by
Z → (AZ + B)(C Z + D)−1, (2)
where
g =
(
A B
C D
)
(3)
consists of the 2n × 2n blocks A, B , C and D . The isotropy group of 0 is
K =
{(
A 0
0 A¯
) ∣∣∣ A ∈ U (2n)
}
, (4)
and hence
D ∼= G/K . (5)
Let
Ω = {X ∈ V | X > 0}.
Then Ω is a symmetric cone in V with automorphism group GL(n,H) (here we may assume GL(n,H) as a matrix group
whose elements are complex numbers, but later in order to calculate easily, we regard GL(n,H) as quaternionic matrix
group) acting as
g → gXg∗.
In fact,
Ω ∼= GL(n,H)/Sp(n).
Moreover, the boundary of Ω is partitioned into n orbits under GL(n,H),
∂Ω =
n⋃
i=1
Ω(i),
where Ω(i) is the set of positive semi-deﬁnite matrices of rank i. Each orbit carries a quasi-invariant measure, μi , transform
in the fashion
g∗μi = |det g|4iμi
under the action of GL(n,H).
The Cayley transform
c(Z) = (I − Z)(I + Z)−1
maps D biholomorphically onto the tube domain
TΩ :=
{
Z = U + iV ∈ V C ∣∣ U ∈ Ω}.
Let τ denote the conjugation with respect to V , i.e.,
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The set X of ﬁxed points of τ in D , V ∩ D is a totally real submanifold of D , and the Cayley transform restricts to a
diffeomorphism
X ∼= Ω.
In particular, X a homogeneous space
X ∼= H/L,
where H ∼= GL(n,H), L ∼= Sp(n). Consider now the diffeomorphism
Ψ : GL(n,H) → H∗ × SL(n,H)
given by
g → (det(g),det(g)− 1n g),
where we need to explain the nth root of quaternionic number. In fact we can write a quaternionic number in polar
coordinate, the radial part is the absolute value of the number, and the spherical coordinate is on the surface of the three
sphere S3. Take e1 the standard ﬁrst coordinate in R4, for a point on S3, we connect the point to e1 with the shorter arc.
We divide the arc into n equal arcs. The nth root of a quaternionic number h is deﬁned as the quaternionic number whose
radial part is the positive nth root the absolute value of h, the spherical coordinate is the ﬁrst (counting form e1) point in
the above n− 1 points between the e1 and h/|h|.
The mapping Ψ has inverse
Ψ −1 : (λ,h) → λ 1n h.
Ψ is not a group homomorphism since the way of chosen the nth root is not multiplicative. Instead Ψ is multiplicative up
to scalar multiples of modules one. We shall see later that we can still use this diffeomorphism to construct representations
of GL(n,H) from representations of SL(n,H) and H∗ .
The minimal representation in the analytic continuation of the scalar holomorphic discrete series of G can be deﬁned as
a Hilbert space of functions, H2 on TΩ . This space has the reproducing kernel
K2(z − w∗) := det(z − w∗)−2. (6)
By a Laplace transform, it is unitarily and G-equivariantly equivalent to the Hilbert space L2(Ω(1),μ1). This is proved
in [2, Proposition XIII.3.2, Lemma XIII.3.3 and Theorem XIII.3.4]. We will now give an even more explicit model for this
representation space. Consider
η : Hn \ {0} → Ω(1)
deﬁned by
η(x) = xx∗.
Here we identify Hn with the space of all n× 1 quaternionic matrices. η is surjective and that
η(x) = η(y) ⇔ x = yl,
where l ∈ Sp(1), hence we have a bijection
Ω(1) ∼= (Hn \ {0})/Sp(1),
where the right-hand side denotes the set of orbits under the action of Sp(1). Moreover, the action of GL(n,H) is covered
by the linear action on Hn \ {0} so that we have the following commuting diagram:
H
n \ {0} x→gx−−−−→ Hn \ {0}
η
⏐⏐ ⏐⏐η
Ω(1)
X →gXg∗−−−−−→ Ω(1)
The measure μ1 is the pushforward under η of the Lebesgue measure on Hn \ {0}. Hence from [3, Chapter I, Section 3],
effect on differential forms, the minimal representation can be realized in the Hilbert space of Sp(1)-invariant square-
integrable functions on Hn \ {0}. In this way, we have the formula
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for the group action on functions. This Hilbert space contains Sp(1)-invariant functions, i.e., the representation is spherical.
Therefore, by [8], there exists a direct integral decomposition
L2
(
H
n \ {0}/Sp(1))∼=
∫
Λ
Hλ dν,
where Λ is some parameter set, the Hλ are canonical representation spaces for irreducible spherical representations of
SL(n,H), and ν is some positive measure on Λ, called the Plancherel measure for the minimal representation.
3. The branching rule
3.1. Some parabolically induced representations
In the following, we will consider some parabolically induced representations of SL(n,H).
Let a0 = Re, where
e =
(
n− 1 0
0 −In−1
)
,
where In−1 denotes the identity matrix of size (n − 1) × (n − 1). The maximal parabolic subalgebra, q0, determined by a0
has Langlands decomposition
q0 = m0 ⊕ a0 ⊕ n0,
where
n0 =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
0 x1 · · · xn−1
0 0 · · · 0
0
.
.
.
. . .
.
.
.
0 0 · · · 0
⎞
⎟⎟⎠
∣∣∣ x1, . . . , xn−1 ∈ H
⎫⎪⎪⎬
⎪⎪⎭
,
m0 =
{(
0 0
0 M
) ∣∣∣ M ∈ SL(n − 1,H)
}
,
n¯0 =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
0 0 · · · 0
x1 0 · · · 0
.
.
.
.
.
.
. . .
.
.
.
xn−1 0 · · · 0
⎞
⎟⎟⎠
∣∣∣ x1, . . . , xn−1 ∈ H
⎫⎪⎪⎬
⎪⎪⎭
.
Here the subspace m0 is deﬁned by the property
Zsl(n−1,H)(a0) = a0 ⊕ m0
and
n0 =
{
X ∈ sl(n − 1,H) ∣∣ [H, X] = α(H)X, ∀H ∈ a0},
n¯0 =
{
X ∈ sl(n − 1,H) ∣∣ [H, X] = −α(H)X, ∀H ∈ a0}
are the generalized root spaces, where the root α ∈ a∗0 is determined by
α(e) = n.
We let ρ0 denote the half sum of the positive roots counted with multiplicity, i.e.,
ρ0 = 2(n − 1)α.
On the group level we have the corresponding decomposition
Q 0 = M0A0N0,
where
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{(
es 0
0 qIn−1
) ∣∣∣ s,q ∈ R, esqn−1 = 1
}
,
M0 =
{(
1 0
0 M
) ∣∣∣ M ∈ GL(n − 1,H)
}
,
N0 =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
1 x1 · · · xn−1
0 1 · · · 0
0
.
.
.
. . .
.
.
.
0 0 · · · 1
⎞
⎟⎟⎠
∣∣∣ x1, . . . , xn−1 ∈ H
⎫⎪⎪⎬
⎪⎪⎭
.
Consider now the representation 1⊗ exp iλ ⊗ 1, (λ ∈ R) of the group
Q 0 = M0A0N0.
The induced representation
τ := IndSL(n,H)Q 0
(
1⊗ exp(iλ + ρ0) ⊗ 1
)
(8)
has noncompact realization in the Hilbert space L2(N¯0,dn¯) (cf. [5]).
We have
τλ(h) f (n¯) = e−(iλ+ρ0)(loga0(h−1n¯)) f
(
n¯0
(
h−1n¯
))
. (9)
The decomposition sl(n,H) = n¯0 ⊕ m0 ⊕ a0 ⊕ n0 gives a corresponding decomposition
SL(n,H)
.= N¯0M0A0N0,
by which we mean that the equality holds outside a set of strictly lower dimension. The factorization of a group element
with respect to this decomposition is not unique, but the A0-component is. For h ∈ SL(n,H), we let a0(h) denote this
component. The mapping exp : a0 → A0 is a diffeomorphic homomorphism of abelian groups. We let log : A0 → a0 denote
its inverse. The representation τλ is then given by
τλ(h) f (n¯) = e−(iλ+ρ0)(loga0(h−1n¯)) f
(
n¯0
(
h−1n¯
))
. (10)
For arbitrary h ∈ SL(n,H), h−1 = ( a b
c d
)
, n¯ ∈ N¯0, a factorization of h−1n¯ can be given by
(
a b
c d
)(
1 0
x In−1
)
=
(
1 0
c+dx
a+bx In−1
)( a+bx
|a+bx| 0
0 |a + bx| 1n (d − ( c+dxa+bx )b)
)
×
( |a + bx| 0
0 |a + bx|− 1n In−1
)
×
(
1 ba+bx
0 In−1
)
.
In view of this, and identifying L2(N¯0,dn¯) with L2(Hn−1,dm(x)), where dm(x) is the Lebesgue measure on Hn−1, we
obtain the following explicit formula for the induced representation:
(
τλ(h) f
)
(x) = |a + bx|−(iλ+2n) f
(
c + dx
a + bx
)
,
where h−1 = ( a b
c d
)
.
3.2. An intertwining operator
Let mλ be the one-dimensional representations
mλ(c)z := |c|iλ+ρ0 z
of H∗ . Recalling the diffeomorphism
Ψ : GL(n,H) → H∗ × SL(n,H)
from the previous section, we can now form the representation
mλ ⊗ IndSL(n,H)Q 0
(
1⊗ exp(iλ + ρ0) ⊗ 1
)
,
where mλ(c) = |c|iλ+ρ0 . This will in fact give a representation of GL(n,H). Indeed, suppose that we have g1, g2 ∈ GL(n,H).
We can write
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1
n
1 h1,
and
g2 = λ
1
n
2 h2
with λ1, λ2 ∈ H∗ and h1, h2 ∈ SL(n,H). Then
g1g2 = (λ1λ2) 1n ξ(λ1, λ2)h1h2,
where |ξ(λ1, λ2)| = 1 (write λ1, λ2 in polar coordinate, we can easily ﬁnd this) and hence the mapping
πλ : g →mλ ⊗ IndSL(n,H)Q 0
(
1⊗ exp(iλ + ρ0) ⊗ 1
) ◦ Ψ (g) (11)
deﬁnes a unitary representation of GL(n,H). We let Hλ (λ ∈ R) denote the corresponding representation space.
For f ∈ C∞0 (Hn), we deﬁne the function T f : C × Hn−1 → H by
T f (λ,η) :=
∫
Hn
f (z)
∣∣〈z, (1, η)〉∣∣−(iλ+2n) dm(z),
where the right-hand side is to be interpreted using analytic continuation in the variable λ. In fact T f (λ,η) is well deﬁned
as a function of λ and η when Imλ− 2n > −1. For such λ, a change of variables, followed by an integration by parts, yields∫
Hn
f (z)
∣∣〈z, (1, η)〉∣∣−iλ+2n dm(z) = 1
(1+ |η|2)iλ+2n(−(iλ + 2n) + 1)
×
∫
R4n−1
∫
y1<0
∂( f ◦ g)(y)
∂ y1
|y1|−(iλ+2n)+1 dy1 dy2 dy3 dy4 · · ·dy4n
− 1
(1+ |η|2)iλ+2n(−(iλ + 2n) + 1)
×
∫
R4n−1
∫
y1>0
∂( f ◦ g)(y)
∂ y1
|y1|−(iλ+2n)+1 dy1 dy2 dy3 dy4 · · ·dy4n,
where g is some orthogonal transformation in R4n (in fact we can even choose g in Sp(n)) such that
(1, η) = g(∣∣(1, η)∣∣e1),
where e1 is the ﬁrst standard basis in R4n .
By repeated integration by parts we get the identity
T f (λ,η) = 1
(1+ |η|2)iλ+2nΠkj=1(−(iλ + 2n) + j)
×
∫
R4n−1
∫
y1<0
∂k( f ◦ g)(y)
∂ y1k
|y1|−(iλ+2n)+k dy1 dy2 dy3 dy4 · · ·dy4n
+ (−1)k 1
(1+ |η|2)iλ+2nΠkj=1(−(iλ + 2n) + j)
×
∫
R4n−1
∫
y1>0
∂k( f ◦ g)(y)
∂ y1k
|y1|−(iλ+2n)+k dy1 dy2 dy3 dy4 · · ·dy4n. (12)
Therefore, T f (λ,η) can be continued to a meromorphic function with poles at λ = i(2n− j), for j = 1,2, . . . . In particular,
T f (λ,η) is a well-deﬁned real analytic function for real λ. We write Tλ f (η) for T f (λ,η).
Proposition 1. For f ∈ C∞0 (Hn \ {0}/Sp(1)) and λ ∈ R, the functions Tλ f is in L2(Hn).
Proof. For λ ∈ R, choose the natural number k > 2n in (12). The function
∂k
∂ y1k
( f ◦ h), h ∈ O (4n) (13)
is a uniformly bounded family in the supremum-norm. Hence we have
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where C(λ) is some constant depending on λ, and this proves the proposition. 
Proposition 2. The operator
Tλ : C∞0
(
H
n \ {0}/Sp(1))→Hλ
given by
Tλ f (η) =
∫
Hn
f (x)
∣∣〈x, (1, η)〉∣∣−(iλ+2n) dm(x) (15)
is GL(n,H)-equivariant.
Proof. Take g ∈ GL(n,H), and write g = ζh, where ζ is a diagonal matrix and h ∈ SL(n,H). Moreover, we write h−1 = ( a b
c d
)
.
Then
Tλ(g f )(η) =
∫
Hn
f (g∗x)
∣∣〈(x1, x′), (1, η)〉∣∣−(iλ+2n)detRg dm(x)
=
∫
Hn
f (x)
∣∣〈(x1, x′), g−1(1, η)〉∣∣−(iλ+2n)detRg dm(x)
= |ζ |iλ+2n
∫
Hn
f (x)
∣∣x1(¯a + bη) + 〈x′, c + dη〉∣∣−(iλ+2n) dm(x)
= |ζ |iλ+2n
∫
Hn
f (x)|a + bη|iλ+2n
× ∣∣〈(x1, x′), (1, (c + dη)(a + bη)−1)〉∣∣−(iλ+2n) dm(x)
= πλ(g)Tλ f (η).
Hence Tλ f is GL(n,H)-equivariant. 
If f is Sp(n)-invariant, then Tλ f is an Sp(n)-invariant function in the representation space Hλ . By [4, p. 412, Lemma 3.6],
the subspace of Sp(n)-invariants is at most one-dimensional. In fact, it is spanned by the function η → (1+ |η|2)−(iλ+2n)/2.
This comes from (15) where we take the module of (1, η) out. Thus, we can deﬁne a function f˜ by
Tλ f (η) = f˜ (λ)
(
1+ |η|2)−(iλ+2n)/2. (16)
In the following we prove an inversion formula and a Plancherel theorem.
Lemma 3. Let f ∈ C∞0 (Hn \ {0})Sp(n) . Then the function f˜ can be written in the form
f˜ (λ) = 2π2n Γ (−(iλ + 2n − 1)/2)
Γ ( 12 )Γ (−(iλ + 2n − 1)/2)
M
(
r → r2n f (re1)
)
(λ),
whereM is the Mellin transform.
Proof. Since f has compact support outside the origin, the Mellin transform above admits an entire extension by the
Paley–Wiener theorem. It suﬃces to prove the statement for λ ∈ i(2n−1,∞) by the uniqueness of an analytic continuation.
By the Sp(n)-invariance of f and the invariance of the Lebesgue measure, we have∫
Hn
f (x)
∣∣〈x, (1, η)〉∣∣−(iλ+2n) dm(x) =
∫
Hn
f (x)
∫
Sp(n)
∣∣〈gx, (1, η)〉∣∣−(iλ+2n) dg dm(x). (17)
Consider now the function
R(x, y) :=
∫
Sp(n)
∣∣〈gx, (1, η)〉∣∣−(iλ+2n) dg, x, y ∈ Hn. (18)
It is Sp(n)-invariant in each variable separately, and it is homogenous of degree −(iλ + 2n). Hence,
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∫
Sp(n)
∣∣〈ge1, e1〉∣∣−(iλ+2n) dg. (19)
The integral on the right-hand side can be expressed as an integral over the sphere S4n−1. Indeed, the function
p : Sp(1) → S4n−1, p(g) = ge1 (20)
(where e1 is the ﬁrst standard coordinate of R4n) deﬁnes a measure σ on S4n−1 as the push forward of the normalized
Haar measure on Sp(n), i.e., σ is deﬁned as an Sp(n)-invariant linear functional on C(S4n−1) by the equation
∫
S4n−1
f (ξ)d(ξ) :=
∫
Sp(n)
f
(
p(g)
)
dg, f ∈ C(S4n−1). (21)
By choosing f as a constant function in the above equality, we see that σ is the normalized surface measure on S4n−1.
Applying (21) to the equality (19), we get
R(x, y) = |x|−(iλ+2n)|y|−(iλ+2n)
∫
S4n−1
|ζ1|−(iλ+2n) dσ(ζ ). (22)
The last integrand depends only on one variable, and hence we can apply the “Functions of fewer variables”-theorem (cf. [7])
and replace the integral by an integral over the unit interval on the real line. This yields
∫
S4n−1
|ζ1|−(iλ+2n) dσ(ζ ) = 2Γ (2n)
Γ ( 12 )Γ (
1
2 (4n − 1))
1∫
0
(
1− t2) 12 (4n−3)t−(iλ+2n) dt.
By a change of variables s = 1− t2, we obtain
2Γ (2n)
Γ ( 12 )Γ (
1
2 (4n − 1))
1∫
0
(
1− t2) 12 (4n−3)t−(iλ+2n) dt
= Γ (2n)
Γ ( 12 )Γ (
1
2 (4n − 1))
1∫
0
s
1
2 (4n−1)−1(1− s)− 12 (iλ+2n−1)−1 ds
= Γ (2n)
Γ ( 12 )Γ (
1
2 (4n − 1))
B
(
1
2
(4n − 1),−(iλ + 2n)/2
)
= Γ (2n)Γ (−(iλ + 2n − 1)/2)
Γ ( 12 )Γ (−(iλ + 2n)/2
and hence∫
S4n−1
|ζ1|−(iλ+2n) dσ(ζ ) = Γ (2n)Γ (−(iλ + 2n − 1)/2)
Γ ( 12 )Γ (−(iλ + 2n)/2
. (23)
Put (22) (with y = (1, η)) and (23) into (17) gives
∫
Hn
f (x)
∣∣〈x, (1, η)〉∣∣−(iλ+2n) dm(x)
= (1+ |η|2)−(iλ+2n)/2 Γ (2n)Γ (−(iλ + 2n − 1)/2)
Γ ( 12 )Γ (−(iλ + 2n)/2
∫
Hn
f (x)|x|−(iλ+2n) dm(x).
Finally, we use polar coordinates to compute the integral on the right-hand side. Then
∫
Hn
f (x)|x|−(iλ+2n) dm(x) = 2π
2n
Γ (2n)
∞∫
0
r2n f (re1)r
−iλ dr
r
,
and we prove the lemma. 
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f (re1) = Γ (
1
2 )
2π2n
∫
R
f˜ (λ)riλ−2n Γ ((−iλ + 2n)/2)
Γ ((−iλ + 2n − 1)/2) dλ.
Proof. By Lemma 3, we can write
M
(
r → r2n f (re1)
)
(λ) := f˜ (λ)b(λ). (24)
Since f is in L1, the inverse Mellin transform is deﬁned for the left-hand side, and the inversion formula for the Mellin
transform yields
r2n f (re1) =
∫
R
f˜ (λ)b(λ)riλ dλ, (25)
i.e.,
f (re1) = Γ (
1
2 )
2π2n
∫
R
f˜ (λ)riλ−2n Γ ((−iλ + 2n)/2)
Γ ((−iλ + 2n − 1)/2) dλ. 
Theorem 5 (Plancherel theorem). For all f ∈ C∞0 (Hn \ {0})Sp(n) we have
∫
Hn
∣∣ f (x)∣∣2 dm(x) =
∫
R
| f˜ |2
∣∣∣∣Γ (
1
2 )
2π2n
Γ ((−iλ + 2n)/2)
Γ ((−iλ + 2n − 1)/2)
∣∣∣∣
2
dλ.
Proof. We write the inversion formula in the simpliﬁed form
f (re1) =
∫
R
f˜ (λ)riλ−2nφ(λ)dλ.
By the inversion formula we then have∫
Hn
∣∣ f (x)∣∣2 dm(x) =
∫
Hn
f (x)
∫
R
f˜ (λ)|x|−iλ−2nφ(λ)dλdm(x) =
∫
R
f˜ (λ)
∫
Hn
f (x)|x|−iλ−2n dm(x)φ(λ)dλ.
As in the proof of Lemma 3,
∫
Hn
f (x)|x|−iλ−2n dm(x) can be seen to be equal to f˜ (λ)φ(λ), and hence
∫
R
f˜ (λ)
∫
Hn
f (x)|x|−iλ−2n dm(x)φ(λ)dλ =
∫
R
∣∣ f˜ (λ)∣∣2∣∣φ(λ)∣∣2 dλ,
and this concludes the proof. 
Theorem 6. The operator T extends to a unitary GL(n,H)-intertwining operator
U : L2((Hn \ {0})/Sp(1))→
∫
R
Hλ dμ(λ), (26)
where μ is the measure determined by the identity
∫
R
f (λ)dμ(λ) :=
∫
R
f (λ)
∣∣∣∣Γ (
1
2 )
2π2n
Γ ((−iλ + 2n)/2)
Γ ((−iλ + 2n − 1)/2)
∣∣∣∣
2
dλ.
Proof. By Proposition 2 and Theorem 5, there exists a unique GL(n,H)-intertwining extension U : L2((Hn \ {0})/Sp(1)) →∫
R
Hλ dμ(λ) of T . The only thing that remains to prove is the surjectivity of U .
This follows immediately from the proof of Theorem 10 in [8]. Indeed, by the GL(n,H)-equivariance of the operator U
the action of the commutative Banach algebra L1(GL(n,H)) of left and right Sp(n)-invariant L1-functions on GL(n,H) is
intertwined. On each subspace HLλ , a function f ∈ L1(GL(n,H)) acts as a scalar operator, fˆ (λ). If we let vλ denote the
canonical Sp(n)-invariant vector associated with the spherical representation on Hλ , and ω ∈ L2(Hn \ {0}/Sp(1)) denote an
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L. Zhu / J. Math. Anal. Appl. 352 (2009) 846–855 855Sp(n)-invariant vector in the minimal K -type, then the positive functional Φ on L1(GL(n,Hn)) given by Φ( f ) = 〈π( f )ω,ω〉
can be written as the integral
Φ( f ) =
∫
R
φλ( f )dμ(λ), (27)
where φλ is the multiplicative functional f → 〈 f (λ)vλ, vλ〉λ . The surjectivity now follows from the proof of Theorem 10
in [8] by uniqueness of such an integral decomposition of Φ . 
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