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Abstract
We present a novel greedy approach to obtain a single layer neural network ap-
proximation to a target function with the use of a ReLU activation function. In our
approach we construct a shallow network by utilizing a greedy algorithm where
the set of possible inner weights acts as a parametrization of the prescribed dictio-
nary. To facilitate the greedy selection we employ an integral representation of the
network, based on the ridgelet transform, that significantly reduces the cardinality
of the dictionary and hence promotes feasibility of the proposed method. Our
approach allows for the construction of efficient architectures which can be treated
either as improved initializations to be used in place of random-based alternatives,
or as fully-trained networks, thus potentially nullifying the need for training and/or
calibrating based on backpropagation. Numerical experiments demonstrate the
tenability of the proposed concept and its advantages compared to the classical
techniques for training and constructing neural networks.
1 Introduction
Shallow neural networks are feed-forward neural networks with a single hidden layer. Such networks
are known to be universal approximators, in the sense that any continuous target function can be
approximated by a shallow network with any accuracy [1, 2]. However, for a given function finding a
good approximation is not an easy task. To overcome this challenge, the common approach is to treat
it as an optimization problem. In other words, given a training set Ftr, the approximating weights
are obtained by minimizing the distance on the training set between the target function f(x) and the
network. Which is then solved by a gradient based method (batch gradient or stochastic gradient)
by randomly initializing the inner and the outer weights. However, such algorithms often lead to
a local minimum cursed by the inherent non-convexity of the problem, resulting in a low quality
approximation which is not stable and converges slowly.
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In this paper we propose a method of constructing and training shallow networks which is based
on greedy selection of the appropriate values for the weights. We call networks obtained by this
approach the Greedy Shallow Networks (GSN). In the next subsection we explain the reasoning
supporting our approach for a problem of approximating a function.
1.1 Sample problem
We demonstrate our approach in the following simple setting. Let f(x) be a one-dimensional real-
valued target function we want to approximate with respect to a norm ‖·‖ by a neural network g(x)
with a single hidden layer of N nodes, and an activation function σ, namely:
g(x) =
N∑
n=1
cn σ(anx+ bn), (1)
where an, bn, cn ∈ R. From the computational perspective it is beneficial to keep the number of nodes
N sufficiently small while still providing a good approximation to the target function f(x). Hence
one is required to select appropriate values for N and inner and outer weights {(an, bn, cn)}Nn=1.
This problem can first be simplified to only selecting N and the corresponding inner weights
{(an, bn)}Nn=1. Indeed, denote by {xtr, ftr} ∈ RNtr the vectors of available training points and
values respectively, then the optimal values of the outer weights c1, . . . , cN can be obtained easily by
solving the convex optimization problem
min
c1,...,cN∈R
∥∥∥∥∥f(xtr)−
N∑
n=1
cn σ(anxtr + bn)
∥∥∥∥∥ . (2)
In turn, we propose that the problem of selecting pairs {(an, bn)}Nn=1 with small N can be attacked
with an iterative greedy strategy, for instance, such as renown Matching Pursuit [3] or Orthogonal
Matching Pursuit [4]. Indeed, the classical greedy approximation task is as follows: for an element f ,
find a sparse linear approximation by the elements of a given set D. The problem of constructing a
network thus can be presented as follows: take sufficiently large number M of possible values of the
inner weights {(a˜n, b˜n)}Mn=1 ⊂ R2, and construct the dictionary
D = {σ(a˜nxtr + b˜n)}Mn=1, (3)
which is then used to find an appropriate m-term combination f(x) ≈ ∑mj=1 γj σ(a˜njx + b˜nj ).
However, in our context the problem of constructing such a linear combination is still hardly tangible
as the domain of weights a and b is the whole real plane R2, which results in an unreasonably large
dictionary D. One way to make this approach tangible is to impose restrictions on the activation
function. Specifically, in this paper we consider the ReLU activation σ(z) = max{z, 0}, which
appears to be the standard choice of activation in most modern network architectures. Taking into
account positive homogeneity of ReLU, we rewrite the network (1) by scaling the inner weights
{(an, bn)}Nn=1 to be on the circle of radius 1, i.e. a, b ∈ R −→ a¯, b¯ ∈ S1 ⊂ R2 such that
g(x) =
N∑
n=1
wn σ(a¯nx+ b¯n)
with wn = cn/
√
a2n + b
2
n. The advantage of the above formulation is that each node (an, bn) is
described by the single point (a¯n, b¯n) on the circle S1 ⊂ R2 rather than a point on the plane R2.
Hence the dictionary (3) can now be obtained by only sampling the points from the circle rather
than the whole plane. Next, we employ a greedy algorithm with the constructed dictionary D to
find an m-term approximation to the target function f . Finally, once an appropriate approximation
f(x) ≈∑Nn=1 γn σ(a¯nx+ b¯n) is constructed, the optimal output weights w1, . . . , wN can be found
via the convex minimization problem (2).
1.2 Proposed approach
In this section we summarize the proposed approach for a case of general multivariate target function
f : Rd → Rt. Denote by ftr ∈ RNtr the vector of provided training values. Then the process of
constructing the GSN consists of the following steps:
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GSN 1. Sample points {(a¯n, b¯n)}n∈Λ from the sphere Sd and construct the dictionary
D = {σ(a¯nx+ b¯n)}n∈Λ ⊂ RNtr ;
GSN 2. Optionally, further reduce the dictionary size via the method proposed in Section 3;
GSN 3. Use the greedy algorithm (defined in section 2) to select the number of nodes N and the
corresponding inner weights (a¯n, b¯n), 1 ≤ n ≤ N ;
GSN 4. Compute the outer weights cn by solving the convex optimization problem on the training
data {xtr, ftr}
min
c1,...,cN∈Rt
∥∥∥∥∥ftr −
N∑
n=1
cn σ(a¯nxtr + b¯n)
∥∥∥∥∥
GSN 5. Optionally, train the constructed network for the weights {(cn, a¯n, b¯n)}Nn=1 via a backprop-
agation algorithm.
1.3 Related work
The greedy selection method for neural network approximations has been studied in the past by
various authors. However, they consider sigmoid activation functions and the greedy selection
is primarily used as a theoretical tool to get approximation estimates (see [5, Section 4], and the
references therein for more discussion).
Since in our numerical examples we only consider one and two dimensional examples, the sphere
dicretization problem in GSN 1 of our method is straight forward via angular parametrization. A
related discretization for high dimensional sphere is considered in [6, Section 4].
The dictionary reduction step in our approach heavily relies on neural network integral representations,
particularly on the so called ridgelet transform. Other similar approaches include those in [7] and [8].
In [7] the authors suggest to use the values of the ridgelet transform to derive a probability distribution
from which the inner weights are randomly selected. Then the resulted network is used as an
initialization for training the network. In their approach the number of points on the sphere where
the ridgelet transform needs to be computed, to derive the distribution can be potentially larger than
what we require. And we replace the random selection step with a greedy selection step which, even
though being more expensive as a selection method, results in a better approximation with a much
fewer number of nodes.
Another related approach to ours is the Random Vector Functional-Link (or RVFL) network [8]
where the inner weights (an, bn) are generated randomly and the outer weights cn are found via a
least square regularization. The random selection can be interpreted as a Monte-Carlo sampling for
an integral representation. However the authors do not use any integral representation explicitly, only
the fact of existence of such representation to justify their approach.
2 Greedy selection approach
Greedy algorithms are known to be successfully applied to many practical problems with various
modifications (see e.g. [5, 9]). Since the intricate field of greedy algorithms is not the focus of this
paper, we refer reader to the book [10] for a detailed overview.
In this paper we are using the Orthogonal Greedy Algorithm (OGA), which we define in the next
subsection. For the purpose of presentation we state the algorithm in Euclidean space RK ; however
(as well as other greedy algorithms) it is applicable in a general setting of infinite-dimensional
Banach spaces, thus allowing for an extension of our approach for other problem settings. The
suitability of employing greedy algorithm for selecting the nodes is supported by theoretical research
(including such results as convergence rate estimates and the provable near-best sparse approximation
guarantees) in the approximation theory community, which is beyond the scope of this paper.
We note that in a more general settings the performance of greedy algorithms suffers from the
dictionary size, which is typically large in higher dimensions. In section 3 we propose a method for
resolving this issue.
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2.1 Orthogonal Greedy Algorithm (OGA)
Let the set D be a dictionary in RNtr , i.e. the elements of D are normalized and spanD = RNtr . Let
f ∈ RNtr be an element to be approximated. Then the OGA constructs sparse approximation of f
with respect to D in the following way.
Set f0 = f and for any m ≥ 1 perform the iterative procedure:
• find gm = argmaxg∈D ‖f − proj(fm−1, span{g1, . . . , gm−1, g})‖,
• set fm = f − proj(f, span{g1, . . . , gm}).
This procedure can be continued until either the sufficient approximation accuracy (measured by
‖fm‖) is reached, or the maximal number of iterations is completed, hence allowing for the trade-off
between the representation sparsity and the approximation accuracy.
3 Dictionary reduction method
In this section we propose a method, based on the ridgelet transform, that allows one to significantly
reduce the size of the dictionary by restricting the sampling domain from the d-sphere Sd its small
subset. In practice we observe that the proposed technique allows for a dictionary reduction by
approximately 50% in case of one-dimensional target function f (examples 5.1 and 5.2), and by 70%
in case of two-dimensional one (examples 5.3 and 5.4) without notable affect on the quality of the
constructed network.
We also note that there are more efficient ways for the search space reduction, but it is outside of the
scope of the current paper and will be discussed in possible future publications.
3.1 The ridgelet and collapsed ridgelet transforms
For a given target function f , we consider representations of the form
f(x) =
∫
Rd×R
c(a, b)σ(a · x+ b) da db (4)
called neural network integral representation of f , where c(a, b) is an appropriately chosen kernel. For
a function f , there can be infinitely many c such that (4) holds. One such representation considered
below originates from the harmonic analysis perspective to shallow neural networks [11] and employs
the ridgelet transform given by
Rτf(a, b) =
∫
Rd
f(x) τ(a · x+ b) dx, (5)
with some choice of function τ : R→ C. It is known that under the admissibility condition
(2pi)d−1
∫ ∞
−∞
σˆ(z) τˆ(z)
|z|d dz = 1, (6)
where σˆ, τˆ are the Fourier transforms of σ and τ , for a large class of target functions f (see e.g.[12]
for details) the following so-called reconstruction formula holds
f(x) =
∫
Rd×R
Rτf(a, b)σ(a · x+ b) da db. (7)
In particular, the ReLU activation σ(z) = max{z, 0} comprises an admissible pair with the function
τ = − (exp(−z2/2))′′′′ /2(2pi)d−1/2. By switching to spherical coordinates and using the positive
homogeneity of the ReLU, we can rewrite the reconstruction formula (7) in the following way
f(x) =
∫
Sd
∞∫
0
Rτ (ra¯, rb¯) rd+1 dr σ(a¯ · x+ b¯) d(a¯, b¯) =
∫
Sd
CRτf(a¯, b¯)σ(a¯ · x+ b¯) d(a¯, b¯),
4
where CRτf is the collapsed ridgelet transform defined as
CRτf(a¯, b¯) =
∞∫
0
Rτ (ra¯, rb¯) rd+1 dr. (8)
Now the reduced dictionary D′ can by obtained by keeping only those vectors σ(a¯nxtr + b¯n) in
D whose weights (a¯n, b¯n) satisfy |CRτf(a¯, b¯)| >  with a problem dependent threshold  > 0.
The value of  in this context controls the trade-off between the potential approximation accuracy
and the computational complexity. Namely, larger values of  promote the reduced cardinality of
the dictionary D′, and thus simplifying the greedy selection step, however at a possible cost of
approximation accuracy.
The rationale of why thresholding the collapsed ridgelet transform results in efficient dictionary
size reduction is supported by our theoretical findings which state that CRτf is well-localized,
however the exact justification is beyond the scope of this paper. Hence we restrict ourselves to only
supporting this claim with the numerical experiments (Figures 3b, 5b, 7a, and 9a). Moreover, we
have a theoretically supported conjecture that the dictionary reduction effect is drastically stronger in
case of higher-dimensional target functions.
4 Implementation notes
All numerical experiments are implemented in Python 3.6. First, we discretize the space of inner
weights by uniformly sampling num_r points from the interval (0, max_r] and num_s points from the
d-sphere Sd. In this paper we only consider the settings d = 1, 2. In case d = 1 we sample num_s =
500 points uniformly from the interval [−pi, pi). In case d = 2 we employ the golden spiral method
to sample num_s = 1,000 sufficiently uniformly distributed points from the sphere S2 (Figure 1).
Figure 1: 1,000 points on S2.
Next, we compute the ridgelet transformRf(r, φ) by dis-
cretizing the integral (5) on the provided training data, and
the collapsed ridgelet transform CRf(φ) by summing the
ridgelet transform along the sampled directions φ using
the formula (8).
We use the values of CRf(φ) to generate the dictio-
nary D by discarding the sampled points φ that corre-
spond to the values of |CRf(φ)| that are smaller than
the D_threshold of the maximal value of |CRf(φ)|.
The Orthogonal Greedy Algorithm is then run for the
vector of training values with respect to the dictionary
D for 40 iterations. The number of nodes num_nodes
is selected as the last iteration after which the error se-
quence returned by the greedy algorithm does not decay
by more than nodes_threshold per iteration. In this
paper we use the values of D_threshold = 0.001 and
nodes_threshold = 0.005.
For each target function we construct three approximations
and compare them. First, we obtain a network initializa-
tion via the greedy approach as described in section 1.2. Next, train the constructed initialization with
the backpropagation algorithm. Lastly, we train the neural network with random initialization.
Neural networks are trained in Keras with the TensorFlow backend, and the rest of the computations
are performed with the use of Numpy package.
Networks with greedy initialization are trained by Adam optimizer (see [13]) with the initial learning
rate 10−3 and the decay rate of 5× 10−4. The batch size is set to be the number of elements in the
training set and the training is performed for 1, 000 iterations.
Networks with random initialization are initialized as TruncatedNormal for both the hidden and
the output layers. For training we use Adam optimizer with the same hyperparameters. The batch size
is set to be 1 and the training is performed for 10, 000 epochs to ensure that the learning is completed.
It is known that networks with random initialization and small number of parameters are sensitive to
the initial state and are prone to get stuck in a bad local minimum, hence the reason for stochastic
version of the optimization algorithm (e.g. batch size 1) and much larger number of epoches. For
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each randomly initialized network we report the best result we were able to obtain.
Plots of changes of the loss functions are presented to demonstrate that every training process is
completed and an appropriate hyperparameters are selected.
The code used to obtain the presented numerical results is available at https://github.com/
sukiboo/sgn.
5 Numerical experiments
We demonstrate our approach on problems of approximating 1- and 2-dimensional target function
f(x) defined on Ω ⊂ Rd by a shallow neural network. We assume that the training / test data is given
as num_tr / num_ts points uniformly from Ω and the values of the target function in those points.
5.1 Example 1
Let f(x) = sin(2pix) exp(−x2) and Ω = [−1, 1]. We set num_tr = 50 and num_ts = 200. The
resulting approximations are presented in Figure 2.
(a) 3.66e-02 (b) 3.51e-02 (c) 6.09e-02
Figure 2: Approximation comparisons via: (a) GSN initialization, (b) neural network with GSN
initialization, (c) neural network with random initialization. Values under the images indicate the
`2-approximation error on the test set.
The ridgelet and collapsed ridgelet transforms (Figures 3a and 3b respectively) are discretized with
num_s = 500, num_r = 250, and max_r = 25. In this example the number of constructed nodes
is 13 (Figure 3c).
(a)Rf(a, b) (b) CRf(φ) (c) #nodes: 13 (d) training process
Figure 3: (a)–(c) construction of the Shallow Greedy Net: (a) ridgelet transform of f , (b) collapsed
ridgelet transform of f , (c) nodes selection by greedy algorithm; (d) training of the neural network
with greedy initialization (top) / random initialization (bottom).
5.2 Example 2
Let f(x) = cos(exp(3x))/(1 + 25x2) and Ω = [−1, 1]. We set num_tr = 50 and num_ts = 200.
The resulting approximations are presented in Figure 4.
The ridgelet and collapsed ridgelet transforms (Figures 5a and 5b respectively) are discretized with
num_s = 500, num_r = 250, and max_r = 25. In this example the number of constructed nodes
is 16 (Figure 5c).
6
(a) 3.27e-02 (b) 3.09e-02 (c) 6.96e-02
Figure 4: Approximation comparisons via: (a) GSN initialization, (b) neural network with GSN
initialization, (c) neural network with random initialization. Values under the images indicate the
`2-approximation error on the test set.
(a)Rf(a, b) (b) CRf(φ) (c) #nodes: 16 (d) training process
Figure 5: (a)–(c) construction of the Shallow Greedy Net: (a) ridgelet transform of f , (b) collapsed
ridgelet transform of f , (c) nodes selection by greedy algorithm; (d) training of the neural network
with greedy initialization (top) / random initialization (bottom).
5.3 Example 3
Let f(x) = sin(pix) cos(piy) exp(−x2 − y2) and Ω = [−1, 1]× [−1, 1]. We set num_tr = 20× 20
and num_ts = 40× 40. The resulting approximations are presented in Figure 6.
(a) 8.19e-02 (b) 7.68e-02 (c) 5.75e-01
Figure 6: Approximation comparisons via: (a) GSN initialization, (b) neural network with GSN
initialization, (c) neural network with random initialization. Values under the images indicate the
`2-approximation error on the test set.
The ridgelet and collapsed ridgelet transforms (Figure 7a) are discretized with num_r = 150 and
max_r = 15. In this example the number of constructed nodes is 29 (Figure 7b).
5.4 Example 4
Let f(x) = sin(pi(x − y)) exp(x + y) and Ω = [−1, 1] × [−1, 1]. We set num_tr = 20 × 20 and
num_ts = 40×40. The resulting approximations are presented in Figure 8. The ridgelet and collapsed
ridgelet transforms (Figure 9a) are discretized with num_r = 150 and max_r = 15. In this example
the number of constructed nodes is 28 (Figure 9b).
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(a) CRf(φ) (b) #nodes: 29 (c) training process
Figure 7: (a)–(b) construction of the Shallow Greedy Net: (a) collapsed ridgelet transform of f , (b)
nodes selection by greedy algorithm; (c) training of the neural network with GSN initialization (top) /
random initialization (bottom).
(a) 9.40e-02 (b) 6.51e-02 (c) 4.10e-01
Figure 8: Approximation comparisons via: (a) GSN initialization, (b) neural network with GSN
initialization, (c) neural network with random initialization. Values under the images indicate the
`2-approximation error on the test set.
(a) CRf(φ) (b) #nodes: 28 (c) training process
Figure 9: (a)–(b) construction of the Shallow Greedy Net: (a) collapsed ridgelet transform of f , (b)
nodes selection by greedy algorithm; (c) training of the neural network with greedy initialization
(top) / random initialization (bottom).
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6 Discussion
In this paper we propose a novel way of initializing shallow neural networks with ReLU activation
function via an iterative greedy strategy. GSN initialization provides an interpretable way of selecting
an architecture by allowing for a measurable trade-off between the number of nodes and the approxi-
mation accuracy. Due to the nature of greedy selection, the GSN is computationally efficient in the
sense that each constructed node is essential and contributes to the approximation of a target function.
Presented numerical results show that initializing a network with our approach stabilizes and improves
the training of a shallow network. In particular, greedy initialization allows us to use the full training
set as one batch and run the optimization algorithm for a much fewer number of epochs, which we
did not find possible with the randomly initialized networks. Moreover, since, for a chosen set of
parameters, the GSN initialization is deterministic, our approach is not affected by the issue of the
initialization sensitivity. Additionally, we observe that in many cases GSN initialization can serve as
a fully-trained neural network, thus potentially removing the need of learning via backpropagation.
We also note that the approximation accuracy in numerical examples is by no means the best our
method can achieve, but the purpose of the numerical section is to compare the GSN initialization
with the classical approach in terms of training stability and hyperparameter dependency.
While in this paper we only consider the ReLU activation, our method can be employed with any
other positively homogeneous activation function. For a wider range of activations, the appropriate
modifications are required, which is one of the topics of our future research projects.
Finally, we mention that even though the current method cannot be directly extended for the case of
deep neural networks, the work in this direction is our main priority.
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