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This project considers the diffusion of water molecules through a cellular medium 
in which the cells are modeled by square compartments placed symmetrically in a 
square domain.  We assume the diffusion process is governed by the 2D diffusion 
equations and the solution is provided by implementing the Crank-Nicolson 
scheme. These results are verified and illustrated to agree well with the finite 
element method using the Comsol Multiphysics package.  The model is used to 
compute the values of the apparent diffusion coefficient, (ADC) which is a 
measure that is derived from diffusion weighted MRI data and can be used to 
identify, e.g., regions of ischemia in the brain.  With our model, it is possible to 
examine how the value of the apparent diffusion coefficient is affected whenever 
the extracellular space is varied.  We observe that the average distance that the 
water molecules travel in a definite time is highly dependent on the geometrical 
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( )ADC t  Apparent diffusion coefficient,  2 seccm    
E
D   Extracellular diffusion coefficient,  2 seccm  2.5  [2] 
I
D              Intracellular diffusion coefficient,    2 seccm  1 [2]    
L  Length of intracellular space  mµ            [2] 
a  Length of lattice constant mµ   mµ    [2] 
C  Spin concentration (Crank-Nicolson) 3mol mµ                     
c  Spin concentration (Comsol)  3mol m      
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1.1 Significance of Diffusion Weighted Imaging (DWI) 
 
Diffusion Weighted Imaging (DWI) is a Magnetic Resonance Imaging (MRI) 
technique from which information regarding the average diffusion of water 
molecules can be deduced. A measure called the apparent diffusion coefficient 
(ADC), which can be computed using DWI, is often used to quantify the effective 
diffusion in an inhomogeneous medium. It combines the restricting effects of both 
the geometry and the natural diffusion.  The ADC has been used to localize 
damage due to stroke, because it has been found that within minutes after the 
onset of ischemia, the apparent diffusion coefficient of water molecules in brain 
tissue is reduced by as much as 50% in both animal and humans [1].  The 
reduction of ADC is due mainly to the swelling of the intracellular space; 
consequently the extracellular space in the affected areas decreases its volume 
resulting in a more restrictive geometry through which the water molecules 
diffuse. In addition, DWI is very useful to identify neurologic abnormalities and 
studies relevant to the development of tissue pathology. 
 
 
1.2     Statement of the Problem 
 
We create simulations of diffusion in an inhomogeneous cellular medium in 
which the cells are modeled as regularly spaced square compartments in a large 
square domain. The movement of the water molecules within this complex 
domain is governed by the 2D homogenous diffusion equations.  Values of the 
diffusion coefficient within the cells and in the extracellular space may not be the 
same.  In addition, the walls of the cells are assumed to be impermeable.  That is, 
there is no transport through the cell walls. Motion of water molecules through the 
extracellular space is restricted; whereas the motion in the intracellular space is 







For simulation purposes and to make our work more reliable, we will use the 
parameters proposed in [2]. We will vary the scale and configuration of the 
system model to determine how the ADC is affected as we vary the dimensions of 
the system. The Crank-Nicolson scheme is used to obtain a numerical 
approximation of the solution. The results will be evaluated using numerical 
solutions generated by the Comsol-Multiphysics finite element software package.  
Results of the ADC are compared with the results presented in [2]. 
 
 
1.3   Outline of the Project 
 
The basic concepts of molecular diffusion and diffusion weighted imaging are 
presented in Chapter 2. This chapter also discusses the cellular (inhomogeneous) 
medium and the derivation of the apparent diffusion coefficient (ADC). 
 
Chapter 3 covers the general tissue model introduced in [2], which forms the basis 
of this project.  The geometry of the system is presented in this chapter. The 
model equations of the system and the process of simulation of the diffusion and 
ADC is illustrated as well. Also, it covers the numerical solution of the 2D 
parabolic partial differential model equations which involves the discretization of 
the equations and the implementation of the Crank-Nicolson scheme including the 
formulation of the corresponding matrices. 
 
Chapter 4 concerns the validation of the results using the Crank-Nicolson Method. 
The results are compared with numerical solution obtained using Comsol-
Multiphysics, a numerical finite element package. The results for the apparent 
diffusion coefficient (ADC) are compared with the results presented in [2].  The 
simulations assume parameter values similar in scale and structure to that of the 
fiber configuration of healthy tissue [1]. Performance of the program with varying 
cell size is investigated. 
 
Chapter 5 summarizes the results described in Chapters 3 to 4 and some important 










This chapter describes the basic principles of molecular diffusion, diffusion 




2.1 Molecular Diffusion 
 
Diffusion is the general process of the net movement of substance from a location 
of high concentration to a location of low concentration. Fick’s First Law states 
that the rate of transfer of diffusing substance through an area of a section is 
proportional to the concentration gradient measured normal to the section, that is 
 
                                   F D C.= − ∇                                                                   ( )2 1.
 
 
Here, F is the rate of transfer per unit area of section, C the concentration of 
diffusing substance, ( )x , y, z∇ = ∂ ∂ ∂ ∂ ∂ ∂ , ( )x,y,z
 
is the space coordinates 
measured normal to the section, and D is the constant of proportionality, called 
the diffusion coefficient [5]. By incorporating Fick’s Second Law which is given 
by  







                                                     ( )2 2.
 
 
and assuming that D  is constant throughout the domain, after substituting  (2.1) 
into  (2.2)  this becomes  
 
                                 ( ) 2
C
D C D C .
t
∂
= −∇ ⋅ ∇ = ∇
∂
                                           ( )2 3.     
                                                                                                                                             
Equation (2.3) defines the change in concentration with respect to time. In 
Cartesian coordinates, the two dimensional system is defined by  
 






 ∂ ∂ ∂
= + 
∂ ∂ ∂ 




     
The corresponding analytic solution of (2.4) for an infinite domain, given a 
(Dirac) delta function initial condition at x = 0 and y = 0, is  
 


















.  In a system with a complex domain we cannot solve (2.4) 
analytically.  Instead, the PDE can be solved numerically.  In our project, we 
solve this problem using the Crank-Nicolson scheme. 
 
                                  
2.2 Diffusion in Homogenous Media in Two Dimensional 
Systems 
 






the mean square displacement  
can be defined through the relation   
 
   ( ) ( )
( )2 22 2
2 2 2 2
4 4
x yy x
x y y x C x,y,t dxdy exp dxdy,
Dt Dtπ
∞ ∞ ∞ ∞
−∞ −∞ −∞ −∞
 ++
 + = + = −
 
 
∫ ∫ ∫ ∫      ( )2 6.   
      
where ( , , )C x y t  is the probability distribution of displacement, given by (2.5)  in 
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 
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∫ ∫ ∫ ∫
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∞ ∞  
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∫ ∫ ∫ ∫  ( )2 7.




Upon evaluating this integral, the mean square displacement is given by 
 
                                                   2 4r tD.=                                                      ( )2 8.
 
                                                                    
Therefore, in this simple case the diffusion coefficient D can be found from 2〈 〉r          
which in turn may be found from data. In the case where the medium is 
inhomogeneous, this is not possible.  However, (2.8) will be used to find the 
apparent diffusion coefficient by expressing D as a function of time.  Details are 
discussed in Chapter 3. 
 
 
2.3 Diffusion Weighted Imaging 
 
DWI is a technique that generates magnetic resonance images of biological 
tissues weighted with respect to the local properties of water diffusion. A standard 
way to acquire DWI is achieved based on the principle of adding two gradient 
pulses to the usual MRI data acquisition sequence, where a gradient pulse is a 
magnetic field that varies along a given direction and is only applied for a period 
of time. The first gradient pulse causes the spin of the protons to acquire a phase 
which is dependent upon their location. A schematic of the full DWI data 
acquisition is shown in Figure 2.1.  When the second pulse is applied, it reverses 
the spin direction.  Protons that are stationary are rephased while those that have 
moved between the times at which the two gradient pulses were applied are not 
repphased  The effect of dephasing causes a reduction of signal intensity.  Thus, 
regions of the image in which there is a large reduction in signal correspond to 
high diffusion, while regions in which there is little signal reduction correspond to 
low diffusion. The reduction of signal intensity is given by the relationship [8]: 
 
( ) ( ) ( )0 0 0R t x x,t cos G x x dxdxρ γδ
∞ ∞
−∞ −∞
= −  ∫ ∫ ,  (2.9) 
 
where R is defined as the ratio of signal strength with and without gradient, and is 
less than unity if diffusion is taking place, γ  is the nuclear gyro-magnetic ratio, 
G is the strength of the gradient pulse, δ is the duration of the pulse, ρ is the 
conditional probability for the arrival at x, at time t  of a nuclei that originated at 
0
x  at t 0.=    









2.4 Apparent Diffusion Coefficient (ADC)  
 
In a one-dimensional homogenous system, the conditional probability is given by  
 













 ,                                      (2.10) 
 
where 0 0r r x x− = − .  Substituting (2.10) into (2.9) and integrating produces [8] 
 
                                         ( ) 2 2 2ln R t Dg tγ δ= − .                                              (2.11) 
                                          
Therefore, for a homogenous system, the diffusion coefficient D could be 
computed from R(t) using this formula.  
 
In general, we have no previous knowledge of the inhomogeneity of our system.  
Therefore, we do not know the form of ρ  and we cannot write out a simple 
relation between the data and the diffusion coefficient.  However, we will use  
(2.11) to define what we call the apparent diffusion coefficient (ADC).  In 
particular, we define 
 





ADC t ln R t  .
G tδ γ








Figure 2.1 Pulse Gradient Spin Echo Sequence (PGSE) for 
dephasing process.  TE is the time at which the signal is acquired, 
and ∆ is the diffusion time. 
δ  
G G 





                         
Although the ADC is not the physical diffusion coefficient, it can still give 
information about diffusion in the inhomogeneous medium. In particular, large 
values of the ADC represent regions in which the inhomogeneities of the medium 
have little restrictive effect on the diffusion, while small values represent regions 
in which the inhomogeneities significantly restrict the diffusion. However, a small 
value of the ADC cannot indicate whether the diffusion is restricted by the 
geometric structure of the medium, by other means, such as the presence of large 
molecules within the medium, or whether the physical diffusion coefficient itself 
is small. Because the restrictive effects of the geometric structure of the medium 




















Model Formulation and Solution 
 
This chapter describes the details of the model for water diffusion in tissues 
proposed by [1], the geometry under consideration in this project, the process to 
determine the apparent diffusion coefficient (ADC), and the mathematical 
equations involved in defining the system model.  Also, this chapter covers the 
numerical solution of the model equations which include discretization of the 2D 
diffusion equation, implementation of the Crank-Nicolson scheme and the 
formulation of the corresponding matrices. 
 
 
3.1 General Tissue Model for Water Diffusion 
 
According to [1], cells in a general tissue model can be represented by a box of 
size lx x ly  x lz surrounded by membranes of permeability P, as shown in Figure 
3.1. The intracellular water molecule diffuses with diffusion coefficient DI, while 
the extracellular water molecules have diffusion coefficient DE. All cells are 
separated by extracellular space and organized on a periodic lattice with lattice 







Figure 3.1 General Tissue model.  The intracellular space has water diffusion 
coefficient,  DI  and is surrounding by a permeable membrane of permeability 













3.2  Project Model 
 
Following the general tissue model of Section 3.1, this project considers the 
diffusion of water through a cellular medium in which the cells are modeled by an 
array of square compartments in a square domain. We will study 3 x 3 and 5 x 5 
system due to computational limitations.  The geometry under consideration is 
shown in Figure 3.2.  In order to simplify the computations, all surfaces are 
assumed to be impermeable.  The cells of interest, e.g. in brain tissue, have 
permeability approximately, 0P ≈ . Therefore, this assumption will be sufficient 
to provide a reasonable approximation.  Given this assumption, we have 
Neumann boundary conditions at all the internal boundaries, which represent the 
cell walls, as well. That is, the derivative with respect to the outward normal at all 
boundaries is zero. The water molecules in the intracellular space have a diffusion 
coefficient DI, and the extracellular water molecules are characterized by the 
diffusion coefficient DE, where DE > DI.  We also assume Neumann conditions at 
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Diffusion of water molecules within the cellular medium is governed by the 2D 
diffusion equation.  The instantaneous point source (the Dirac delta function), 
located at (x0, y0), is taken as the initial condition. 
 
Thus, the model equations with boundary and initial conditions are: 
 
( ) ( ) ( )2 2
2 2
C x, y,t C x, y,t C x, y,t
D ,    0 x L, 0 y L ,
t x y
 ∂ ∂ ∂
= + ≤ ≤ ≤ ≤ 
∂ ∂ ∂ 
              (3.1) 
    0 0
C
,  x L, y L
x
∂
= = ≤ ≤
∂
,                                            (3.2) 
                                     0 0 0
C
,  y ,  x L
y
∂
= = ≤ ≤
∂
,                                            (3.3) 
                                     0 0 0
C
,  y ,  x L,
y
∂
= = ≤ ≤
∂
                                            (3.4) 
                                      0 0
C
,  y L, x L,
y
∂
= = ≤ ≤
∂
                                            (3.5) 
                                   ( ) ( )0 00C x, y, x x , y y .δ= − −                                          (3.6) 
   
Here, D is taken to be DI in the intracellular space (cm
2
/sec) [2], and DE in the 
extracellular space (cm
2
/sec) [2], C(x,y,t) is the spin concentration                   
(mole /µm
3
)  and L (µm). 
 
 
3.3 Application of Crank-Nicolson to PDE  
 
The Crank-Nicolson scheme is unconditionally stable.  With unconditional 
stability and second order accuracy in both space and time,                                
(i.e. O((∆x + ∆y + ∆t))),  the Crank-Nicolson scheme is considered the method of 
choice for diffusion problems [4]. We will apply this technique to the diffusion 
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In Cartesian coordinates this can be written as  
 
   
( ) ( ) ( )2 2
2 2
0 0
C x, y,t C x, y,t C x, y,t
D , x L, y L.
t x y
 ∂ ∂ ∂
= + < < < < 
∂ ∂ ∂ 
              ( )3 7.
 
 
First, we replace (3.7) with a finite difference approximation.  We discretize x into 
N+1 equally spaced grid points and y into M+1 and the t domain into k equally 
spaced points. The spatial grid spacing  x∆  and  y∆  are given by x L N∆ =  and 
y L M∆ =  and the time increment is given by dt t= , where dt  is the diffusion 
time and K is the number of steps.  See Figure 3.3.  Thus, the grid points are 
located at: 
 







x i x,    i , , 2, ...N,
y j y,     j , , 2, ...M,




                                          (3.8) 
 
We denote the spin concentration C(x, y ,t) at location xi, yj  and tk by the notations 
k
i , j
C .  That is,  
                          ( ) ( ) ki i k i , jC x , y ,t C i x, j y,k t C≅ ∆ ∆ ∆ ≅ .                                    ( )3 9.     
                   
The Crank-Nicolson scheme is an alternative implicit scheme that has an error of 
second order in both space and time.  To obtain this second order accuracy, 
difference approximations are set-up at the midpoints of the time increments (see 
Figure 3.4). 
 
Using the central difference formula, the first derivative with respect to time at 
point ( )i jx , y ,t t+ ∆   can be approximated by 
 
      




C x, y,t t C x, y,tt
C x, y,t t .
t t
+ ∆ −∂ ∆   + = + Ο ∆   ∂ ∆ 
                    ( )3 10.  
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The second derivative ( )2 22C x, y,t t x∂ + ∆ ∂  can be calculated at the midpoint by 
averaging the second-order difference approximations at t and  t + t  
 
   
( )






2C x x,y,t C x, y,t C x x, y,t
C x, y,t x
x x
− ∆ − + + ∆∂  = + Ο ∆ ∂ ∆










C x x,y,t t C x,y,t t C x x,y,t t
C x,y,t t x  ,
x x
−∆ +∆ − +∆ + +∆ +∆∂  +∆ = +Ο ∆  ∂ ∆
      ( )3 12.           
respectively. 
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Thus, using (3.11) and (3.12), we obtain 
 
      
( ) ( ) ( )
( )











C x x,y,t C x,y,t C x x,y,tt
C x,y,
x x
C x x,y,t t C x,y,t t C x x,y,t t
                              
x
                               x  .
−∆ − + +∆∂ ∆ 
= + 
∂   ∆
−∆ +∆ − +∆ + +∆ +∆
+
∆
 Ο ∆ 
           (3.13)         
This approximation is of second order.  That is, the error is ( )
2
x Ο ∆  . 
 
Similarly, the approximation for ( )2 22C x, y,t t y∂ + ∆ ∂  can be approximated by 
averaging 
 
    
( )






2C x,y y,t C x, y,t C x, y y,t
C x, y,t y  ,
y y
− ∆ − + + ∆∂  = + Ο ∆ ∂ ∆
      (3.14) 
 
 and  
 
  ( )






2C x,y y,t t C x,y,t t C x,y y,t t
C x,y,t t y  ,
y y
−∆ +∆ − +∆ + +∆ +∆∂  +∆ = +Ο ∆ ∂ ∆
             (3.15) 
 
   to obtain 
 
  
( ) ( ) ( )
( )











C x,y y,t C x,y,t C x,y y,tt
C x,y,t
y y
C x,y y,t t C x,y,t t C x,y y,t t
                                  
y
                                   y  ,
 −∆ − + +∆∂ ∆ 
+ = +  ∂   ∆
−∆ +∆ − +∆ + +∆ +∆
+
∆
 Ο ∆ 
        ( )3 16.  
 
where the error is ( )( )2O y∆  . 
     






Applying the notation we have adopted in (3.2), yields 
 
( ) ( ) ( ) ki i k i , jC x, y,t C i x, j y,k t C x , y ,t C= ∆ ∆ ∆ = = , 
( ) ( )( ) ( ) 111 ki i k i , jC x, y,t t C i x, j y, k t C x , y ,t C .+++ ∆ = ∆ ∆ + ∆ = =  
 
Therefore, the first derivative with respect to t can be written:  
 










+ + −∂  = + Ο ∆ ∂ ∆
                                     ( )3 17.
 
 
 We also have 
 
            
( ) ( )
( ) ( )
( ) ( )








i , j i , j
k k
i , j i , j
k k
i , j i , j
k k
i , j i , j
C x x, y,t C ,     C x x, y,t C , 
C x x, y,t t C ,    C x x, y,t t C ,
C x, y y,t C ,  C x, y y,t C ,







+ ∆ = − ∆ =
− ∆ + ∆ = + ∆ + ∆ =
+ ∆ = − ∆ =
+ ∆ + ∆ = − ∆ + ∆ =
                  (3.18) 
    
Thus, (3.13) and (3.16) can be written  
 









k k k k k k k





C C C C C C
x x
+ + + +
− + − +∂
∂
− + − +
= +
∆ ∆                
( )3 19.
                        
 
and 
          ( ) ( )
1
1 1 12 2




k k k k k k k
i , j i , j i , j i , j i , j i , j
i , j
C C C C C CC
,
y y y
+ + + +
− + − +− + − +∂
= +










        
      
 
Substituting (3.17) and (3.19) into (3.20) and eliminating the error terms,  
( ) ( )
2 2
O x , O y∆ ∆   and  ( )
2
O t ,∆  we get the finite difference equation 
    
( ) ( )
( ) ( )
1 1 1 1
1 1 1 1
2 2
1 1 1





k k k k k k k k
i , j i , j i , j i , j i , j i , j i , j i , j
k k k k k k
i , j i , j i , j i , j i , j i , j
C C C C C C C CD
t x x
C C C C C C
                          .
y y
+ + + +
− + − +
+ + +
− + − +
− − + − +
= + +
∆ ∆ ∆
− + − +
+ 
∆ ∆ 
                  ( )3 21.
 
  
Equation (3.21) can be rewritten as follows  
  
  
( ) ( ) ( ) ( )1 1 1 1 11 1 1 1 1 1 1 11 4 1 4k k k k k k k k k ki ,j i,j i,j i ,j i,j i ,j i,j i,j i ,j i,jC C C C C C C C C C  ,ψ ψ ψ ψ+ + + + +− − + + − − + +− + + + + + = + + + + −             ( )3 22.  











Equation (3.22) is the representation of the Crank-Nicolson scheme for the 
diffusion equation. It involves the unknown concentrations at 1kt t += : 
1 1 1 1 1
1 1 1 1
k k k k k
i , j i , j i , j i , j i , j
C ,C ,C ,C ,C
+ + + + +
+ − + − . These unknown values are determined from the five 
adjacent values on the earlier time stage, 
 
1 1 1 1
k k k k k
i , j i , j i , j i , j i , j
C ,C ,C ,C ,C+ − + −  
 
at grid points ( ) ( ) ( ) ( ) ( )1 1 1 1i, j,k , i , j ,k , i , j,k , i, j ,k , i, j ,k .− + − +   The 
computational molecule of  (3.2) is shown in Figure 3.5. 
 
 
Equation (3.22) can be written in matrix form as, 
 
                                             
1k kA B . + =C C                                                    ( )3 23.  
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Here A indicates the coefficient square matrix of order N x M, C
k+1
 represents an 
unknown vector of the spin concentration at all spatial grid points at                              
t = tk+1,  
1k
B
+C  is the matrix-vector product of the coefficient matrix and known 
vector of order N x M at step k.  Matrices A and B are large and sparse; their 




3.3.1  Implementation of the Crank-Nicolson method 
 
We now solve (3.1) - (3.6) using the Crank-Nicolson scheme. First, we let x∆ , 
y∆  and t∆  be the increments of the ( )x, y,t domain so that, 
 
i
x i x,         i = 0, 1, 2,..,N ,= ∆  
i
y j y,         j= 0, 1, 2,...,M, = ∆  
0 1 2
k
t k t ,          k , , ,...,K ,= ∆ =  
L L
N ,   M ,  = x y .
x y















Figure 3.5   Schematic representation of the Crank-Nicolson scheme. 
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 18  
 











i , j i i
i j
    x x ,    y y
C x x , y y
   x x ,     y y
δ
≠ ≠







i , j i , j
C i x, j y  . δ δ≅ ∆ ∆ ≅ ≅
∆
   (3.24) 
 
See Figure 3.6.  We use this rectangular pulse as our initial condition because we 







Below, in order to simplify the presentation, we consider the case where the 
medium consist of only one cell as presented in Figure 3.7. In addition, we 
consider only the solutions for which the initial condition is in the extracellular 
space. The process of obtaining the solution in the extracellular space in the case 
where there are multiple cells is the same.  In the case of obtaining the solution in 
the intracellular space, we need only to compute the solution in a square domain 
because the cell walls are assumed to be impermeable.. For convenience, we use a 
square grid of size x y.∆ = ∆ = ∆   
   
Thus, it can be seen that in order to compute the solution on the boundary we 
need to introduce the ‘fictitious’ spin concentration 
-1,j N+1,j i,-1 i,M+1 ,C ,C ,C ,C  at the 
external mesh points which lie next to the boundaries. These additional unknowns 
can be specified using the boundary conditions.  Specifically, if we use central 
differences to discretize the Neumann boundary conditions we get   
 
1 1 1 10 0
2 2
, j , j i , i ,
C C C CC C
,    , 
x x y y
− −− −∂ ∂= = = =




Figure 3.6  Schematic representation of the approximation to delta  function. 
1
2 y∆
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for the vertical and horizontal boundaries, respectively.  These provide the extra 
conditions required to determine the fictitious spin concentrations. 
 
It is useful to think of the Crank-Nicolson scheme as a computational template 
which is to be applied at each grid point where the value of the approximate 
solution is unknown [4].  For the current system, a schematic representation is 








G3 G2 G1 
Figure 3.7 Computational mesh for 2D diffusion equation on a square 
domain with Neumann boundary condition across the edges.   
Fictitious nodes 
outside domain 





i N=  i N= −1
 
 
2j =  
1j =  
j M=
j M= −1
      ⋮ 
      ⋮ 
      ⋮ 










1S  2S  NS  NS −1












Fictitious nodes in 
intracellular space 
Neumann  Boundary 




. . . . . . . . . . ..
. . . . . . . . . . . .
. . . . . . . . . . ..
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As discussed above, the system of N x M equations from which the unknown 1i , j
kC +  
are computed can be found by applying the five point star template at each of the 
N x M grid points. That is, there is an equation for each grid point.  Depending on 
which grid points the templates is applied, the equations take on a different form.  
In order to indicate this, we generate the equations for the specific 9 x 9 grid of 
Figure 3.7. That is, we have 9M =  and N = 9.  It is convenient to group these 
according to which row of the grid the template is applied.  Upon applying the 





( ) ( ) ( ) ( )1 1 10 0 01 10 0 0 0 0 01 10 0 01 4 1 4k k k k k k, , , , , ,W S C C C W S C C C  ,
                                                                                                                                   
ψ ψ ψ ψ+ + +− + + + + + = + + + + −
M M M ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1
1 60 11 0 10 1 60 11 0 10
1 1 1
0 10 1 0 0 10 1 0
325
1 4 1 4
1 4 1 4
k k k k k k k k
N , N , N, N , N , N , N, N ,
k k k k k k
N N , N, N, N N , N, N,
                  .
S C C C C S C C C C  ,
E S C C C E S C C C  ,         
ψ ψ ψ ψ
ψ ψ ψ ψ
+ + + +
− − − − − −
+ + +
− −
− + + + + + = + ++ + + −
− + + + + + = + + + + −
 
where W0 is the spin concentration at fictitious points on the left edge,  
S0,…,SN-1, SN  are the spin concentration at fictitious points along the bottom 
edges, 
 
 E0 is the spin concentration at the fictitious point along the right edge and  








Figure 3.8.  Five point star computation in the 2D diffusion equations. 
1j +  
1i −  i  1i −  i  1i +
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For the second row, placing the five point star produces the following set of 
equations: 
2nd row: 
( ) ( ) ( ) ( )1 1 1 11 00 02 11 01 1 00 0 2 11 011 4 1 4k k k k k k k k, , , , , , , ,W C C C C W C C C C  ,
                                                                                                                             
ψ ψ ψ ψ+ + + +− + + + + = + + + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1 1
61 10 12 1 11 61 10 12 1 11
1 1 1 1
1 11 0 2 1 1 11 0 2
326
1 4 1 4
1 4 1 4
k k k k k k k k k k
, N , N , N, N , , N , N , N, N ,
k k k k k k k
N , N, N, N, N , N, N, N
                              .
C C C C C C C C C C  ,
E C C C C E C C C C
ψ ψ ψ ψ
ψ ψ ψ ψ
+ + + + +
− − − − − −
+ + + +
− −
− + + + + + = + + + + −
− + + + + = + + + + − 1
k
,  ,          
 
where  (W1, E1)  are the spin concentration at the fictitious points on the left and 




In the third row, there are grid points on the interior boundary (i.e. the cell wall), 
and so the computational templates overlaps the intracellular space.  Because we 
are considering impermeable boundaries the spin concentrations at these grid 
points must be considered fictitious, and the conditions on the internal boundary 
(i.e. the Neumann conditions) will be used to determine these fictitious spin 
concentrations.  Thus, applying the template produces the following set of 
equations:
2i =  i N=  i N= −1
 
j = 0  
1W
S0  S1  NS  NS −1
1E  
2Ej = 1  2W  
Figure 3.9 Computational grid for the first row 9N M .= =  
1i =
1st row
. . . . . . . . . . ..
. . . . . . . . . . ..
2j =  W1  
1j =  W0  
W2  3j =













. . . . . . . . . . ..
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( ) ( ) ( ) ( )1 1 1 12 01 03 12 02 2 01 03 12 02
1 1
1 22 31 42
1 4 1 4k k k k k k k k
, , , , , , , ,
k k k
, , ,
W C C C C W C C C C  ,
                                                                                                  
G C C C
ψ ψ ψ ψ
ψ
+ + + +
+ +
− − + + + + = + + + + −
− − + +
M M
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )
1 1
32 1 22 31 42 32
1 1 1 1 1 1 1
2 32 41 52 42 2 32 41 52 42
1 1 1 1
3 42 51 62 52
1 4 1 4
1 4 1 4 327
1 4
k k k k k
, , , , ,
k k k k k k k k
, , , , , , , ,
k k k k
, , , ,
C G C C C C  ,
G C C C C G C C C C  ,                         .
G C C C C G
ψ ψ ψ
ψ ψ ψ ψ
ψ ψ ψ
+ +
+ + + + + + +
+ + + +
+ + = + + + + −
− − + + + + = + + + + −
− − + + + + = ( ) ( )
( ) ( )
1 1 1
3 42 51 62 52
1 1 1 1
62 11 13 2
1 4
1 4
k k k k
, , , ,
k k k k
, N , N , N,
C C C C  ,
                                                                                                                     




+ + + +
− −
+ + + + −
− + + + + +
M M M
( ) ( )
( ) ( ) ( ) ( )
1
12 62 11 13 82 12
1 1 1 1
2 12 1 3 2 2 2 1 3 2
1 4
1 4 1 4
k k k k k k
N , , N , N , , N ,
k k k k k k k k
N , N, N, N, N, N, N, N,
C C C C C  ,
E C C C C E C C C C  ,
ψ ψ
ψ ψ ψ ψ
+
− − − −
+ + + +
−
= + + + + −
− + + + + + = + + + + −
 
 
where   (W2, E2) are the spin concentration at the fictitious points on the left and 
right edge and  (G1, G2, G3) are the spin concentration at the fictitious points in 




In fourth row, there are grid points which lie inside the cell.  Because here we are 
considering only initial conditions in the extra-cellular space and we have 
impermeable cell walls, the value of the spin concentrations cannot change at 
these intracellular grid points.  Thus at these grid points the corresponding 
equation will be  
 
1k k
i , j i , j
C C .
+ =  
Figure 3.11  Computational grid for third row. 
j 3=  W3  
j 2=  W2  










rd  row3  
G1  G3  G2  
. . . . . . . . ..i 2=  
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Thus, we obtain the following set of equations: 
( ) ( ) ( ) ( )1 1 1 13 0 2 0 4 13 0 3 3 0 2 0 4 13 0 31 4 1 4k k k k k k k k, , , , , , , ,W C C C C W C C C C  ,
                                                                                                     
                       










                                       C C ,














                                                               C C  ,








( ) ( ) ( ) ( )1 1 12 4 3 3 13 2 43 31 4 1 4k k k k k k k, N, N, N , N, N, N,C C E C C C C  ,ψ ψ ψ+ + + −+ + + + = + + + + −
 
where  (W3, E3) are the spin concentration at the fictitious points on the left and 
right edge and  (G4, G6) are the spin concentrations at the fictitious points in the 
intracellular space (Figure 3.12).   
 
Working the template along the remaining five rows of the mesh, and considering 
values known from the Neumann boundary conditions where appropriate, we 
obtain the remaining equations 
5th row: 
( ) ( ) ( ) ( )1 1 1 14 0 3 0 5 14 0 4 4 0 3 0 5 14 0 41 4 1 4k k k k k k k k, , , , , , , ,W C C C C W C C C C ,
                                                                                                               
              
ψ ψ ψ ψ+ + + +− + + + + + = + + + + −
M M
1
3 4 3 4
1





                                               C C ,










              .
                                                             C C ,
                                                                                                          
+ =
M
( ) ( ) ( ) ( )1 1 1 14 14 3 5 4 4 14 3 5 41 4 1 4k k k k k k k kN , N, N, N, N , N, N, N,
      





. . . . . . . . ..  
G4 
G6 j 4=  W4  
j 3=  W3  
W5  








th row4  
             Figure 3.12  Computational grid for fourth row. 
i 2=  
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( ) ( ) ( ) ( )1 1 1 15 0 4 0 6 15 0 5 5 0 4 0 6 15 0 51 4 1 4k k k k k k k k, , , , , , , ,W C C C C W C C C C  ,
                                                                                                   
                         




3 5 3 5
1





                                     C C  ,
                                                              C C  ,                                                                .












N , N, N
                                                           C C ,
                                                                                                    





− + + +
M M
( ) ( ) ( ) ( )1 15 5 5 15 4 5 51 4 1 4k k k k k k, N, N , N, N, N,C E C C C C  .ψ ψ ψ+ + −+ + = + + + + −
 
 7th row: 
 
( ) ( ) ( ) ( )1 1 1 16 05 0 1 16 06 6 05 0 1 16 061 4 1 4k k k k k k k k, ,M , , , ,M , ,W C C C C W C C C C  ,      
                                                                                                                 
ψ ψ ψ ψ+ + + +− −− + + + + + = + + + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( )
1 1 1 1 1
66 65 1 1 6 16 66 65 1 1 6 16
1 1 1 1
6 16 15 1 6 6
331
1 4 1 4
1 4
k k k k k k k k k k
, , N ,M N, N , , , N ,M N, N ,
k k k k
N , N , N,M N,
                                                   .
C C C C C C C C C C  ,
E C C C C E
ψ ψ ψ ψ
ψ ψ ψ
+ + + + +
− − − − − −
+ + + +
− − −
− + + + + + = + + + + −





( ) ( ) ( ) ( )1 1 1 11 06 0 1 1 0 1 1 06 0 1 1 0 11 4 1 4k k k k k k k kM , ,M ,M ,M M , ,M ,M ,MW C C C C W C C C C  ,    
                                                                                                           
ψ ψ ψ ψ+ + + +− − − − − −− + + + + + = + + + + −
M M ( )




1 4 1 4k k k k k k k k k k
,M N , N ,M N,N N ,N ,M N , N ,M N,M N ,M
k k
M N,M N, N,
                                                               .
C C C C C C C C C C ,
E C C C
ψ ψ ψ ψ
ψ
+ + + + +
− − − − − − − − − − − −
+ +
− −
− + + + + + = + + + + −





( ) ( ) ( ) ( )1 1 10 0 1 1 1 0 0 0 1 1 1 01 4 1 4k k k k k kM ,M ,M ,M M ,M ,M ,MW N C C C W N C C C  .    
                                                                                                                       
ψ ψ ψ ψ+ + +− − − −− + + + + + = + + + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( )
1 1 1 1 1 1 1




1 4 1 4
1 4
k k k k k k k k
N ,M M ,M N,M N ,M N ,M M ,M N,M N ,M
k k k
N M N ,M N,M N,M N M N ,
                                             .
N C C C C N C C C C ,
N E C C C N E C
ψ ψ ψ ψ
ψ ψ ψ
+ + + + + + +
− − − − − − − − − −
+ + +
− − −
− + + + + + = + + + + −
− + + + + + = + +( ) ( )1 1 4k k kM N,M N,MC C .ψ−+ + −
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To eliminate the fictitious nodes Wj , Sj from equations (3.25) - (3.33), we use the 












Approximating the derivative with second-order centered difference formula, we 
find 









which gives us 
0 1 0,C S .=  
Repeating the process at the boundary points:  
( ) ( ) ( ) ( )1 2 10 0 0 0N Nx , , x , ,..., x , , x ,− and ( ) ( ) ( ) ( )1 2 1N Nx ,M , x ,M ,..., x ,M , x ,M−  
we have 
                          
11 1 1 1 1
2 1 2 2 1 2





N , N ,M N
C S ,                    C N ,
C S ,                    C N ,
                                          
                                            







1 1N , N N ,M N
,
C S ,                 C N .
−
−= =
                                     ( )3 34.  
 
Repeating the process at the boundary points:  
( ) ( ) ( ) ( )1 2 10 0 0 0N N, y , , y ,..., , y , , y−  and ( ) ( ) ( ) ( )1 2 1N NN , y , N , y ,..., N , y , N , y−  yields 
 
                            
11 1 11 1
1 2 2 1 2 2






,M M N ,M M
,M M
C W ,                 C E ,
C W ,                 C E ,
                                         
                                         
C W ,      C E ,
C W .    
−
−




= 1 1N ,M M       C E .− − =
                                      ( )3 35.
 




Substituting (3.34)  and (3.35) into equations (3.25) to (3.33)  appropriately gives 




( ) ( ) ( ) ( )1 1 11 0 0 1 0 0 1 0 0 1 0 02 2 1 4 2 2 1 4k k k k k k, , , , , ,C C C C C C ,
                                                                                                                                             
ψ ψ ψ ψ+ + +− + + + = + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1
6 0 11 0 1 0 6 0 7 11 0 1 0
1 1 1
1 0 1 0 1 0 1 0
3 36
2 1 4 2 1 4
2 2 1 4 2 2 1 4
k k k k k k k k
, N , N, N , , N , N, N ,
k k k k k k
N , N, N, N , N, N,
              .
C C C C C S C C C ,
C C C C C C  .        
        
ψ ψ ψ ψ
ψ ψ ψ ψ
+ + + +
− − − −
+ + +
− −
− + + + + = + + + + −






( ) ( ) ( ) ( )1 1 1 111 00 02 01 11 00 02 012 1 4 2 1 4k k k k k k k k, , , , , , , ,C C C C C C C C ,
                                                                                                                                 
ψ ψ ψ ψ+ + + +− + + + + = + + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1 1
61 10 12 1 11 61 10 12 1 11
1 1 1 1
11 0 2 1 11 0 2 1
337
1 4 1 4
2 1 4 2 1 4
k k k k k k k k k k
, N , N , N, N , , N , N , N, N ,
k k k k k k k k
N , N, N, N, N , N, N, N,
                            .
C C C C C C C C C C ,
C C C C C C C C  . 
ψ ψ ψ ψ
ψ ψ ψ ψ
+ + + + +
− − − − − −
+ + + +
− −
− + + + + + = + + + + −







( ) ( ) ( ) ( )1 1 1 101 03 12 02 2 01 03 12 02
1
62
2 1 4 1 4k k k k k k k k, , , , , , , ,
k
,
C C C C W C C C C  ,
                                                                                                                   
C C
ψ ψ ψ ψ
ψ
+ + + +
+
− + + + + = + + + + −
− +
M M
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1
11 13 2 12 62 11 13 82 12
1 1 1 1
12 1 3 2 12 1 3 2
1 4 1 4 338
2 1 4 2 1 4
k k k k k k k k k
N , N , N, N , , N , N , , N ,
k k k k k k k k
N , N, N, N, N , N, N, N,
C C C C C C C C  ,                     .
C C C C C C C C  .
ψ ψ ψ
ψ ψ ψ ψ
+ + + +
− − − − − −
+ + + +
− −
+ + + + = + + + + −






( ) ( ) ( ) ( )1 1 1 10 2 0 4 1 3 0 3 0 2 0 4 1 3 0 32 1 4 2 1 4k k k k k k k k, , , , , , , ,C C C C C C C C  ,
                                                                                                              
                  




3 3 3 3
1





                                      C C ,
                                                        C C ,                                                    .





( ) ( )
1
5 3 5 3
1 1 1
1 3 2 43 32 1 4
k k
, ,
k k k k
N , N , N , N ,
                                  C C ,
                                                                                                               





− + + + +
M M
( ) ( )1 1 3 2 4 32 1 4k k k kN , N , N , N ,C C C C  .ψ ψ+ −= + + + −
 





( ) ( ) ( ) ( )1 1 1 10 3 0 5 1 4 0 4 0 3 0 5 1 4 0 42 1 4 2 1 4k k k k k k k k, , , , , , , ,C C C C C C C C , 
                                                                                                              
                  




3 4 3 4
1





                                      C C ,
                                                        C C ,                                                .





( ) ( )
1
5 4 5 4
1 1 1 1
1 4 3 5 42 1 4 2
k k
, ,
k k k k
N , N , N , N ,
                              C C ,
                                                                                                               
C C C Cψ ψ ψ
+
+ + + +
−
=
− + + + + =
M M
( ) ( )1 4 3 4 41 4k k k kN , N , N , N ,C C C C  .ψ− + + + −
 
6th row: 
( ) ( ) ( ) ( )1 1 1 10 4 0 6 1 5 0 5 0 4 0 6 1 5 0 52 1 4 2 1 4k k k k k k k k, , , , , , , ,C C C C C C C C ,
                                                                                                             
                    




3 5 3 5
1





                                    C C ,
                                                        C C ,                                                      .





( ) ( )
1
5 5 5 5
1 1 1 1
1 5 4 6 52 1 4
k k
, ,
k k k k
N , N , N , N ,
                                  C C ,
                                                                                                             
C C C Cψ ψ
+
+ + + +
−
=
− + + + + =
M M
( ) ( )1 5 4 6 52 1 4k k k kN , N , N , N ,C C C C .ψ ψ− + + + −
  
7th row: 
( ) ( ) ( ) ( )1 1 1 105 0 1 16 06 05 0 1 16 062 1 4 2 1 4k k k k k k k k, ,M , , , ,N , ,C C C C C C C C  ,      
                                                                                                                     
ψ ψ ψ ψ+ + + +− −− + + + + = + + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( )
1 1 1 1 1
66 65 1 1 6 16 66 65 1 1 6 16
1 1 1 1
16 15 1 6 16
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1 4 1 4
2 1 4 2
k k k k k k k k k k
, , M ,M N, N , , , M ,M N, N ,
k k k k k
N , N , N,M N, N ,
                                               .
C C C C C C C C C C ,
C C C C C C
ψ ψ ψ ψ
ψ ψ ψ
+ + + + +
− − − − − −
+ + + +
− − − −
− + + + + + = + + + + −





( ) ( ) ( ) ( )1 1 1 1 1 1 106 0 1 1 0 1 06 0 1 1 1 0 12 1 4 2 1 4k k k k k k k k, ,M ,M ,M , ,M ,M ,MC C C C C C C C ,     
                                                                                                            
ψ ψ ψ ψ+ + + + + + +− − − − −− + + + + = + + + −
M ( )
( ) ( ) ( ) ( )1 1 1 1 1 1 1 1 16 1 16 18 1 1 1 6 1 16 1 1 1 1
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1 4 1 4k k k k k k k k k k
,M M , M , N,M N ,N ,M N , N ,M N,M N ,M
                                                                                .
C C C C C C C C C C ,ψ ψ ψ ψ
ψ
+ + + + + + + + +
− − − − − − − − − − − −− + + + + + = + + + + −
−
M
( ) ( ) ( ) ( )1 1 1 1 1 1 11 6 1 1 1 6 12 1 4 2 1 4k k k k k k k kN,M N, N,M N,M N ,M N, N,N N,NC C C C C C C C .ψ ψ ψ+ + + + + + +− − − − −+ + + + = + + + −






( ) ( ) ( ) ( )1 1 10 1 1 1 0 0 1 1 1 02 2 1 4 2 2 1 4k k k k k k,M ,M ,M ,M ,M ,MC C C C C C ,    
                                                                                                                                
ψ ψ ψ ψ+ + +− − − −− + + + = + + −
M M ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 1 1
6 1 1 1 1 6 1 1 1 1
1 1 1
1 1 1 1
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2 1 4 2 14
2 2 1 4 2 2 1 4
k k k k k k k k
,M M ,M N,M N ,M ,M N ,M N,M N ,M
k k k k k k
N ,M N,M N,M N ,M N,M N,M
                                    .
C C C C C C C C ,
C C C C C C .
ψ ψ ψ ψ
ψ ψ ψ ψ
+ + + +
− − − − − − − −
+ + +
− − − −
− + + + + = + + +
− + + + = + + −
          
 
 
3.3.2    System of linear equations 
 
Equations (3.36) - (3.44)  form  an  N x M  system of  linear  equations  for  N x M 
unknown spin concentration 1 1 1
1 1 1 2
k k k
, , N ,M
C ,C ,.......C
+ + +   at the time state (k+1) in terms of 
the N x M  known spin concentration 
1 1 1 2
k k k
, , N ,MC ,C ,.......C  of the earlier time state k.  
For M = 9 and N = 9 we can write this system of linear equations in matrix form.  
To do this, we let 
 
1 4 2 0 0 0 0 0 0 0
1 4 0 0 0 0 0 0
0 1 4 0 0 0 0 0
0 0 1 4 0 0 0 0
0 0 0 1 4 0 0 0
0 0 0 0 1 4 0 0
0 0 0 0 0 1 4 0
0 0 0 0 0 0 1 4













 − + − 
 − + −
 
− + − 
 = − + −
 
− + − 
 − + −
 
− + − 
 − + 
, 
 
1 4 2 0 0 0 0 0 0 0
1 4 0 0 0 0 0 0
0 1 4 0 0 0 0 0
0 0 1 4 0 0 0 0
0 0 0 1 4 0 0 0
0 0 0 0 1 4 0 0
0 0 0 0 0 1 4 0
0 0 0 0 0 0 1 4





























1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
















 ,  0
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0



















1 4 2 0 0 0 0 0 0 0
1 4 0 0 0 0 0 0
0 1 4 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 4 0
0 0 0 0 0 0 1 4









 − + − 






 − + −
 






1 4 2 0 0 0 0 0 0 0
1 4 0 0 0 0 0 0
0 1 4 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 4 0
0 0 0 0 0 0 1 4
0 0 0 0 0 0 0 2 1 4






















Let I denote the 9 x 9 identity matrix and define  
 
1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 8 9
k k k k k k k k k k
Qj j j j j j j j j j
k k k k k k k k k k
Qj j j j j j j j j j
C C C C C C C C C
C C C C C C C C C
+ + + + + + + + + + =  
 =  
, , , , , , , , ,
, , , , , , , , ,
                               ,
                              ,
C
C
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to be the vectors of the unknown and known spin concentrations respectively 
along the jth  row of the computational mesh.  Thus, (3.36) can be written in the 
form 
                       
1 1
0 1 0 1
2 2k k k k
A Q Q B Q Q
D I D Iψ ψ+ +− = +  .C C C C                                      (3.45)  
Similarly, equations (3.37) to (3.44) can be written in a short form as follows: 
          
1 1 1
0 1 2 0 1 2
,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D Iψ ψ ψ ψ+ + +− + − = + +                        (3.46) 
             
1 1 1
2 1 2 0 3 2 1 2 0 3
 ,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D I
+ + +− + − = + +                          (3.47) 
              
1 1 1
0 2 3 0 4 0 2 3 0 4
,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D I
+ + +− + − = + +                          (3.48) 
             
1 1 1
0 3 4 0 5 0 3 4 0 5
 ,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D I
+ + +− + − = + +                          (3.49) 
             
1 1 1
0 4 5 0 6 0 4 5 0 6
 ,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D I
+ + +− + − = + +                          (3.50) 
             
1 1 1
0 5 6 0 7 0 5 6 0 7
 ,C C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D I
+ + +− + − = + +                          (3.51) 
           
1 1 1
6 7 8 6 7 8
 ,C C C C Ck k k k k k
Q A Q Q Q B Q Q
I D I I D Iψ ψ ψ ψ+ + +− + − = + +                         (3.52) 
                       
1 1 1 1
7 8 7 8
2 2  .C C C Ck k k k
Q A Q Q B Q
I D I Dψ ψ+ + + +− + = +                                  (3.53) 













2 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

































































2 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0





























   
   
   
   
   
   
   =
   
   
   
   
   
   






















































                                          1C Ck kA B ,+ =                                                            (3.54) 
where A  and B are independent of the time step. 




At each time step, the value of the spin concentration, 
 
1 1 1
1 1 1 2
k k k
, , N ,MC ,C ,.......C
+ + +  are 
obtained using the GMRES solver. This system of linear equations has coefficient 
matrices which are large, semi-positive definite, sparse and unsymmetric. Results 
are presented in Chapter 4. 
 
To solve the first time step, k = 0 we use the Dirac delta function initial condition.  
at one grid point.  For example, for an initial condition at i = 1, j = 1 we have, 
 
 [ ]01 0 0 0 0 0 0 0 0
T
Q
C X δ= = ,   
where all other  0QjC  contain only zero entries.  Substituting this initial condition 



















2 0 0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C
0 0 0 0 0 0 C









































2 0 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0























   
   
   
   
   
   
   =
   
   
   
   
   
   
















We solve the above system and the results are used in the subsequent iteration. 
This process is repeated until the desired number of time steps\ is reached.  
 
3.3.3    Apparent diffusion coefficient (ADC) 
 
It is convenient to define a “local ADC”, ( )0 0A x , y ,t  as follows: 
 
     ( ) ( ) ( ) ( )
2 2
0 0 0 0 0 0
x y
A x , y ,t C x, y,x , y ,t x x y y dxdy, = − + − ∫ ∫                  (3.55)  
where  ( )0 0x , y  represents the location of point source.  We know that for a 
homogenous system, the diffusion coefficient is defined by 
                                              
2 4r tD.=
                                                         (3.56) 




Thus, combining (3.55) and (3.56), the apparent diffusion coefficient is given by 
 
                          ( ) ( )
0 0
0 0 0 0
1
4 x y
ADC t A x , y ,t dx d y
t
= ∫ ∫ .                                   (3.57) 
 
To approximate the “local” ADC, we consider the double trapezoidal rule which 
is defined by [9] 
 






M ,N i , j i j
i j
R W f x ,y x y,
+ +
= =




W  is the i,jth  entry of 
 
1 2 2 2 2 2 1
2 4 4 4 4 4 2
2 4 4 4 4 4 2
2 4 4 4 4 4 2
2 4 4 4 4 4 2
2 4 4 4 4 4 2






















b a d c
x ,   y .
N M
− −
∆ = ∆ =  
Here, f(xi,yi) is a function defined at the grid points. Thus the local ADC is 
computed using: 
 
( ) ( ) ( ) ( )
1 1
2 2







A x , y ,t W C x, y,x , y ,t x x y y x y,
+ +
= =
 = − + − ∆ ∆ ∑∑              (3.59)                 
 
and the apparent diffusion coefficient  is given by: 
 
                        ( ) ( )
1 1










= ∆ ∆∑∑                                    (3.60) 
          






Thus, to compute the ADC we need to find A(x0, y0, t ) at all the mesh points. 
  
We consider the values of A(x0, y0, t ),  only at the central region of the domain as 
shown in Figure 3.13  indicated by green circle and red circles. It is assumed that 
the average over this central region will represent the true average.  This 
assumption is justified by considering that we would like to model a periodic 
lattice of many cells.  Thus this central region represents one period of this 
periodic lattice, and due to the periodicity, the average over any period will 
reproduce the true average. 
 
( )0 0x , y  
Figure 3.13  Location of initial conditions 
0 0

































3.3.4    Model validation 
 
It is important to verify the numerical results using the approximation described in 
Chapter 3.  This has been achieved by generating simulations using computer 
software other than Matlab.  In particular, we use Comsol Multiphysics to validate 
the numerical results. This software is considered as an interactive environment 
for modeling and solving all kinds of scientific and engineering problems based 
on partial differential equations. The main principle of this software is based on 
the finite element method. In using the Comsol Multiphysics, the first step is to 
define the governing equations that describe the system model domain. Our 
system model can be described as the time dependent 2D parabolic partial 







+ ∇ − ∇ =
∂
     (3.61) 
 




)  and D is the diffusion coefficient   
(m
3 
/ s) of the solute. Note that, instead of using SI units, we use the actual 
measurement of the cell size which is in micrometer µm. Therefore, the units that 
appear on the Comsol package figures are in meters, although they represent in 
micrometers. 
















Figure 3.14 Averaging ADC with respect to time where ( )i jx , y is initial location. 



















The initial condition is expressed by a bell-shaped profile with its maximum 
occurring at 0x x= and 0y y= , and is expressed as: 
 
 






x x y y
c exp ,
Dt Dtπ




                    (3.62) 
 
where 0 0000001t .=  sec which  is small.  That is, we are approximating the 
functionsδ −  with the solution of the two-dimensional homogeneous diffusion 
equation on an infinite domain at small time.  This is reasonable if t is taken small 
enough such that the effect of the boundaries is minimized.  At the impermeable 
membrane we have the insulating boundary conditions: 
 

















In this chapter, we investigate the dependence of the spin concentration on the 
lattice constant and cell size, and we compute the apparent diffusion coefficient 
(ADC) for various lattice constants.  In order to ensure that we are obtaining 
accurate results, we also compare some of our results computed using the Crank-
Nicolson scheme described in the previous chapter to results found using the 
Comsol Multiphysics finite element package.  The Crank-Nicolson scheme is 
used for the computation of the ADC, as opposed to Comsol, because of the 
relative ease in which it could be embedded in a larger program which runs 
multiple simulations for a variety of initial conditions, and subsequently combines 
all the data.  Furthermore, in future research, it would be ideal if the simulations 
could be parallelized to obtain more accurate results faster.  This could be done 
relatively easily with the Crank-Nicolson code. 
 
 
4.1 Spin Concentration as Lattice Constant Varies 
 
Case (a)  a 3 m, L 2.7 m;µ µ= =   extra cellular space dimension (a-L) = 0 3. mµ  
 
Results are presented in Figure 4.1a, Figure 4.1b and Table I. In order to compare 
the results obtained using Crank-Nicolson and those obtained using Comsol 
Multiphysics, nine locations have been selected at grid points at intervals of   
0.1µm.  Results are for t = 0.01 sec and the δ-function initial condition at                         
(x0, y0) = (0.1µm, 0.1µm).  The numerical results for Ci are obtained using Crank-
Nicolson, which are found to closely match the numerical solution ci of Comsol. 
This can be seen from the absolute errors |Ci - ci|   and the percentage relative 
error which is defined  (|Ci-ci|/ci) x 100%.  Here we use, ∆x =∆y = 0.1µm  for the 
increments in the Crank-Nicolson approximation, corresponding to 2275 degrees 
of freedom; while in the implementation of Comsol, we use a number of degrees 
of freedom (DOF) = 1444.   
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Note that a maximum percent error of 6.1215occurs at x = 4µm and y = 0.1µm.  
This seems to be due to the decrease in spin concentration at this location.  The 
absolute error here is in fact smaller than closer to the location of the initial 
condition.  Also note that due to the non-symmetric nature of the Comsol finite 
element grid, the errors at x = 4µm, y = 0.1µm are not the same as those at                   
x = 0.1µm and y = 4µm. 
 
Table I:  Comparison of results for the case: a = 3µm, l = 2.7µm and         
t = 0.01 seconds. Crank-Nicholson results use ∆x = ∆y = 0.1µm and             
∆t = 6.90 x 10
-6
 seconds, while Comsol Multiphysics results use 1444 
degrees of freedom.  Both have initial values and diffusion coefficient     
(x0, y0) = (0.1µm, 0.1µm),  DE  = 2500µm
2 
/ sec ,  and DI  = 1000µm
2 









Error Percentage Error 
mµ  mµ  c C C c−  ( )C c / c x100%−  
0.1 0.1 0.01019500 0.01071320 0.00051820 5.08288377 
1 0.1 0.01006900 0.01058840 0.00051940 5.15840699 
2 0.1 0.00961600 0.01013131 0.00051531 5.35888103 
3 0.1 0.00888800 0.00938252 0.00049452 5.56390639 
4 0.1 0.00816600 0.00866588 0.00049988 6.12150380 
0.1 1 0.01006900 0.01058242 0.00051342 5.09901678 
0.1 2 0.00961900 0.01011883 0.00049983 5.19629171 
0.1 3 0.00888800 0.00936642 0.00047842 5.38281728 
0.1 4 0.00816600 0.00863911 0.00047311 5.79364903 
 
 
Figure 4.1a.   Spin concentrations using Crank-Nicolson. Lattice 
constant, a = 3µm.  Increments:  ∆x  = ∆y  =  0.1µm.  Initial   condition  
is  set  at    (x0, y0) = (0.1µm, 0.1µm) .   
Results 
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Case (b)  a 5 m, L 4.5 m;µ µ= =   extracellular space dimension (a-L) = 0 5. mµ  
 
Results are presented in Figure 4.2a, Figure 4.2b and Table II. We compare 
results at the same nine locations as in the previous case. Results are obtained 
from t = 0.01sec with the initial condition at (x0, y0) = (0.1µm, 0.1µm). As in the 
previous case, the, Crank-Nicolson approximation uses ∆x = ∆y = 0.1µm  as the 
subdivision of x and y axes corresponding to 4180 degree of freedom, while the  
Comsol  implementation uses 1406 degrees of freedom (DOF).  Notice that the 
maximum absolute error occurs at x = 4µm and y = 0.1µm   with the Crank-
Nicolson approximation, C = 0.00001209, and the Comsol approximation,               
c = 0.00001074. Maximum percent error = 12.50592064.  
 
Although the percentage errors are larger here than in the previous case, the 
agreement between the Crank-Nicolson and Comsol numerical results is still 
reasonable.  The increase in percent error may be due to the increased accuracy of 
Figure 4.1b   Spin  concentrations  using  Comsol  Multiphysics.  Lattice 
constant a = 3µm.  Increments: 0 1x y .∆ = ∆ = µm.  Initial condition is set 
at (x0, y0) = (0.1µm, 0.1µm).  DOF = 1444. 
Results 
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the Crank-Nicolson approximation (4180 unknowns) while the Comsol 
approximation remains of the same accuracy.  We have increased the lattice 
constant while keeping the volume fraction fixed which effectively results in an 
increase in cell size and channel width, and thus domain size.  Thus, maintaining 
the same grid spacing in the Crank-Nicolson approximation leads to an increase in 
the number of unknowns.  Alternatively, the percentage errors may be higher due 
to the smaller spin concentrations in the present case.  This may be caused by the 
increased domain size.  In the previous case, the domain may be small enough 
that the far outer boundaries begin restricting the diffusion, resulting in a slower 
decay of the spin concentration.  Note that the absolute errors are much smaller in 
the present case. 
 
Table II:  Comparison of results for the case: a = 5µm, l = 4.5µm and      
t = 0.01 seconds. Crank-Nicholson results use ∆x = ∆y = 0.1µm and             
∆t = 8.20 x 10
-6
 seconds, while Comsol Multiphysics results use 1406 
degrees of freedom.  Both have initial values and diffusion coefficient     
(x0, y0) = (0.1µm, 0.1µm),  DE  = 2500µm
2 
/ sec ,  and DI  = 1000µm
2 









Error Percentage Error 
mµ  mµ  c C C c−  ( )C c / c x100%−  
0.1 0.1 0.00001414 0.00001552 0.00000138 9.75404727 
1 0.1 0.00001394 0.00001536 0.00000142 10.16683781 
2 0.1 0.00001327 0.00001472 0.00000145 10.90029627 
3 0.1 0.00001218 0.00001360 0.00000142 11.66001714 
4 0.1 0.00001074 0.00001209 0.00000134 12.50592064 
0.1 1 0.00001405 0.00001536 0.00000131 9.29649206 
0.1 2 0.00001357 0.00001472 0.00000115 8.44069964 
0.1 3 0.00001266 0.00001360 0.00000094 7.39550960 
0.1 4 0.00001140 0.00001209 0.00000069 6.07697747 
  Results 








Figure 4.2b  Spin concentrations using Comsol Multiphysics. Lattice constant, 
a  =  5µm.   Increments of  x  and  y  are given by ∆x  =  ∆y  =  0.1µm.   Initial 
condition is set at  (x0, y0)  =  (0.1µm, 0.1µm).  Number of degrees of freedom           
(DOF) = 1406. 
Figure 4.2a   Spin concentrations using Crank-Nicolson. Lattice constant,      
a = 5µm.   Increments of  x  and  y  are given by ∆x = ∆y = 0.1µm.  Initial 
condition is set at (x0, y0) = (0.1µm, 0.1µm).  
  Results 






Case (c)  a 8 m, L 7.2 m;µ µ= =   extracellular space dimension (a-L) = 0 8. mµ  
 
Results are presented in Figure 4.3a, Figure 4.3b and Table III. We evaluate 
results at the same nine locations as in the previous case. Results are                      
for t = 0.01sec and the initial condition at (x0, y0) = (0.1µm, 0.1µm).  The 
agreement between the Crank-Nicolson and Comsol numerical results is 
reasonable. As in the previous case, the Crank-Nicolson approximation uses                          
∆x = ∆y = 0.1µm  as the subdivision of x and y axes, corresponding to 12256 
degrees of freedom, while the Comsol implementation uses 1444 degrees of 
freedom (DOF). Notice that the maximum absolute error occurs at x = 3µm and   
y = 0.1µm with the Crank-Nicolson approximation, C = 0.00023449 and the 
Comsol approximation, c = 0.00022693.  Maximum percent error = 3.33260896. 
  
Table III:  Comparison of results for the case: a = 8µm, l = 7.2µm and    
t = 0.01 seconds. Crank-Nicholson results use ∆x  = ∆y  = 0.1µm  and             
∆t = 7.54 x 10
-6
 seconds, while Comsol Multiphysics results use 1444 
degrees of freedom.  Both have initial values and diffusion coefficient     
(x0, y0) = (0.1µm, 0.1µm),  DE  = 2500µm
2 
/ sec ,  and DI  = 1000µm
2 










Error Percentage Error 
mµ  mµ  c C C c−  ( ) 100C c / c x %−  
0.1 0.1 0.00024865 0.00025689 0.00000825 3.31599414 
1 0.1 0.00024687 0.00025505 0.00000818 3.31304871 
2 0.1 0.00023987 0.00024784 0.00000798 3.32508830 
3 0.1 0.00022693 0.00023449 0.00000756 3.33260896 
4 0.1 0.00020866 0.00021558 0.00000692 3.31658034 
0.1 1 0.00024687 0.00025499 0.00000812 3.28995426 
0.1 2 0.00023987 0.00024767 0.00000780 3.25333910 
0.1 3 0.00022693 0.00023421 0.00000728 3.20941292 
0.1 4 0.00020866 0.00021521 0.00000655 3.14065327 
Results 










Figure 4.3b   Spin  concentrations  using  Comsol  Multiphysics.   Lattice 
constant, a = 8µm. Increments of x and y are given by  ∆x  = ∆y  = 0.1µm .  
Initial condition is set at (x0, y0) = (0.1µm, 0.1µm).  Number of degrees of 
freedom (DOF) = 1444. 
Figure 4.3a  Spin   concentrations   using   Comsol  Multiphysics.  Lattice 
constant, a = 8µm.  Increments of x and y are given by ∆x  = ∆y  = 0.1µm.  
Initial condition is set at  (x0, y0) = (0.1µm, 0.1µm). 
Results 





The percentage errors in this case have decreased from the previous case, even 
though it would have been expected that they increase due to the increased 
discrepancy in the number of degrees of freedom of the approximations.  Note, 
however, that the absolute errors and the spin concentrations are higher here than 
in the previous case.   This may be due to the increased cell size.  Although the 
wider channels in the present case should increase the rate of diffusion, initially 
the diffusion is restricted to the space between the first cell and the outer 
boundary.  For the diffusion time considered, this may effectively decrease the 
area through which the molecules can diffuse, thus restricting the diffusion. 
 
In the comparison of the results obtained using the Crank-Nicolson scheme and 
those obtained using Comsol Multiphysics, it is found that the maximum 
percentage error is 12.5 %.  Considering the differences in the numerical details 
of the methods, this is considered to be reasonable. Specifically, in Comsol, we 
consider a number of degrees of freedom of approximately 1444.  However, in the 
Crank-Nicolson scheme we use an increments of 0 1x y . mµ∆ = ∆ =  which 
corresponds to at least 2275 degrees of freedom.  Also because Comsol uses a 
finite element method on an unstructured grid, the value of the solution is not 
known at the nine comparison locations.  These values must be interpolated from 
the approximation, leading to potential errors.  Our initial conditions for both 
methods use different approximations to the delta function.  The Crank-Nicolson 
scheme uses an instantaneous point source.  In contrast, our Comsol uses an initial 
condition which is expressed as a bell shaped function to approximate the  
Gaussian solution at very small time.  Thus, it is judged that a maximum error of 
12.55% is reasonable and that the approximations using our Crank-Nicolson 
scheme are sufficiently accurate. 
 
 
4.2 Spin Concentration as Cell Size Varies 
 
Figure 4.4 - 4.6 are the results that we obtain when the number of cells in our 
system is varied.  We use the volume ratio f specified by [2] in which f  is defined 
as  f = 0.8.  Given f, the size of the cells l is computed through the formula             
l = a ( f )
1/2
.  We notice the diffusion of water molecules across the cellular 
medium is dependent upon the size of the domain and the geometric parameters 
as well.  For example, at lattice constant, a = 3µm, the water molecules spread 
quickly throughout the domain because it is so small. This indicates the  
Spin Concentration as Cell Size Varies 





importance of choosing an appropriate sized domain when computing the 
apparent diffusion coefficient. Because we are attempting to model a system 
which contains many cells, we wish to minimize the effects of the outer 
boundaries. Thus we need to choose the domain sufficiently large so that their 
effects are not significant over the desired diffusion time of  t = 0.01 sec.  Ideally, 
for  a = 3µm,  we would like to choose at least a 4 x 4 system of cells.  Thus, in 
the computation of the apparent diffusion coefficient presented in the next section, 
we use a 5 x 5 system of cells whenever computationally feasible. 
 
 
Figure 4.4   Spin concentrations as number of cells increases using the Crank-
Nicolson.  Given:  a  =  3µm ,  volume ratio  f  =  0.8,  l  =  a ( f )
1/2 
 =  2.7µm,        
DE  = 2500µm
2 
/sec,  DI  = 1000µm
2 
/sec  and  ∆x  = ∆y  = 0.1µm .  Number of 













Figure 4.5   Spin concentrations as number of cells increases using the Crank-
Nicolson.  Given:  a  =  5µm ,  volume ratio  f  =  0.8,  l  =  a ( f )
1/2 
 =  4.5µm,        
DE  = 2500µm
2 
/sec,  DI  = 1000µm
2 
/sec  and  ∆x  = ∆y  = 0.1µm .  Number of 








Figure 4.7 illustrates the results as we vary the cell size l, while holding the size of 
the domain fixed.   We observe that the smaller the size of the cells, the more the 
water molecules are free to move across the domain.  In contrast, as we increase l, 
this restricts the water molecules from flowing across the domain. Here we have 
considered the case when the lattice constant a = 3µm.  For this size, it is clear 
that the far outer boundaries are effecting the diffusion.  Only for the largest l 
does the far boundary not substantially effect the results. It is expected that this 
will reduce the accuracy of the results for the apparent diffusion coefficient 
computed on the 3x3 system of cells.  
 
Figure 4.6   Spin  concentrations as number of cells increases using the Crank-
Nicolson .  Given:  a  =  8µm ,  volume ratio  f  =  0.8,  l  =  a ( f )
1/2 
 =  7.2µm,        
DE  = 2500µm
2 
/ sec,  DI  = 1000µm
2 
/ sec  and  ∆x  = ∆y  = 0.1µm .  Number of 











Figure 4.7 Spin  concentration for cell sizes (a)  l  =  2.5µm,  (b)  l  =  3.5µm, 
(c)  l = 4.5µm.  Given  a  =  5µm,  DE  = 2500µm
2 
/ sec,   DI  = 1000µm
2 
/sec,   







4.3 ADC as Geometric Parameters are Varied 
 
The results for the apparent diffusion coefficient (ADC) as the lattice constant a is 
varied are shown in Figure 4.8 and Figure 4.9, which are computed using a 3 x 3 
and 5 x 5 system of cells, respectively.  Here we use equations (3.59) and (3.60) 
to compute the apparent diffusion coefficient. See Section 3.3.3 for details. 
Specifically, at each time step for which the spin concentration is simulated, 
(3.59) and (3.60) are used to obtain a single point on the graphs of the ADC. 
 
The values of the ADC for the cases a = 3µm and a = 5µm computed using the     
3 x 3 system of cells are significantly lower than those presented in [2] using 
Monte-Carlo simulation.  This is what would be expected when the domain size is 
too small, i.e., when the outer boundaries begin to restrict the diffusion.  Thus, to 
investigate further, we increase the domain size to 5 x 5 cells for the a = 3µm and 
a = 5µm cases.  We do not recompute the a = 8µm case on the larger system 
because the results with the 3 x 3 system in this case are consistent with the 
Monte-Carlo simulation results.  For the 5 x 5 system, the results for a = 3µm and 
a = 5µm become comparable with those of [2], indicating that the 5 x 5 system is 
large enough that the boundary effects are significantly reduced. 
 
In all cases, the value of the apparent diffusion coefficient is very large initially 
and quickly decays toward zero. The large initial value is due to the fact that the 
movement of water molecules is unrestricted at the beginning. As time increases, 
the ADC begins to decay as the water molecules reach the walls of the internal 
boundaries.  The ADC is expected to reach a quasi-steady state as the bulk of the 
molecules spread through the lattice but before the outer boundaries have a 
significant effect [2].  This can be somewhat observed for the a = 3µm and            
a = 5µm cases for the 5 x 5 system, and the a = 8µm case for the 3 x 3 system.  
However, as the external boundaries begin to significantly restrict the diffusion, 
and the spin concentrations approach a true steady state, the ADC approaches 
zero.  This is particularly apparent for the a = 3µm and a = 5µm cases for the 3 x 3 
system.  It can also be seen that the higher the value of the lattice constant, the 
higher the apparent diffusion coefficient, i.e. the molecules can diffuse more 
freely in the large a case because of the increased size of space in which the 
molecules are able to diffuse.  
 






Even for the 5 x 5 cases, our results did not exactly match those of [2] obtained 
using Monte-Carlo simulation. There are several reasons why this may be the 
case. In [2] they did not exactly specify some parameters such as cell size. In our 
simulation we limit the number of cells to 25 due to computational limitations. 
Although this leads to a domain size sufficiently large to obtain reasonable 
results, it still may affect the accuracy of the results.  Thus, it would be ideal to 
test the results on larger domains, e.g. a  7 x 7 system of cells.  At present, this is 
not computationally feasible. Therefore, future work will consider the 
parallelization of the code. 
 
The effects of cell size on ADC are presented in Figure 4.10. Results are 
computed for a 5 x 5 system of cells with a = 5µm and volume ratio f = 0.8.  It can 
be seen that as the cell size is decreased, the ADC is increased.  This indicates that 
the freedom of movement of the molecules that is induced by the increase in the 
extracellular space (i.e. increase in the channel width), associated with the 
decrease in the cell size, more than compensates for the restricting effect of the 






Figure 4.8  Apparent  diffusion  coefficient  (ADC)  for  lattice  constants      
a = 3µm,  a = 5µm, and  a = 8µm, for a 3 x 3 system of cells with volume 
















































































Figure 4.9  Apparent diffusion coefficient  (ADC) for lattice 
constants  a = 3µm and  a = 5µm,  for a 5 x 5 system of cells with  




Figure 4.10  Apparent diffusion coefficient (ADC) for cell sizes:         
l = 2.5µm,  l = 3µm,  l = 4.5µm, for a 5 x 5 system of cells  with         
a = 5µm and volume ratio f= 0.8. 
  









This project has investigated the diffusion of water molecules through an 
inhomogeneous media in which the system model is represented by square 
compartments placed symmetrically in a square domain. Numerical results have 
been obtained by solving the 2 dimensional diffusion equations using the Crank-
Nicolson scheme. This work has been verified using the finite element Comsol 
Multiphysics package.  Using the Crank-Nicolson approximations, we have 
studied the effects of variation of the lattice constant of the system and the size of 
the system cells, and we have computed the corresponding apparent diffusion 
coefficient. 
 
We use problem parameters that have been used in [1] and which relate to cells 
found in the brain, e.g., typical fibres are  l = 3µm  and the cellular volume 
fraction for healthy tissue is  f = 0.8, to compute our apparent diffusion 
coefficient. Numerical results have been obtained by solving the 2D diffusion 
equation using the Crank-Nicolson scheme and those obtained using Comsol 
Multiphysics. By comparing the percentage error it is found that the maximum 
error is 12.5%.  Considering the differences in the numerical details of the 
methods, this is considered to be reasonable, and we conclude that the 
approximations using our Crank-Nicolson approximation is  sufficiently accurate.  
 
We use the Crank-Nicolson scheme for the calculation of the ADC since it is 
relatively convenient to interface into larger program which involve several 
simulation with different initial conditions and the combination of all the data. In 
future work, simulations could be done through parallelization to get the results 
more precise and faster.  This would be straight forward to do the Crank-Nicolson 
code. 
 
We notice the diffusion of water molecules across the cellular medium is 
dependent upon the size of the domain and the geometric parameters as well.  
This indicates the importance of choosing an appropriate sized domain when 
computing the apparent diffusion coefficient. In particular, we need to choose the 
domain sufficiently large so that the effects of the outer boundaries are not 
significant over the desired diffusion time. We have simulated the case of the 
Conclusion 
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lattice constant which is the most efficient and still produces accurate results for 
the computation of the apparent diffusion coefficient. We notice that the smaller 
the dimension of the cells, the more the water molecules are free to travel across 
the domain.  Alternatively, as we increase l, this limits water molecules from 
flowing across the domain.  Even so, it is clear that only for the largest l does the 
far boundary have little effect.  This is expected to significantly reduce the 
accuracy of the results for the apparent diffusion coefficient. Regardless, we 
expect that the qualitative features of the results are still accurate.  
 
The values of the ADC for small system cells (3x3) are significantly lower than 
those presented in [2] using Monte-Carlo simulation.  Investigating further, by 
increasing the domain size (5x5), the results become comparable with those of 
[2], indicating that the system is large enough that the boundary effects are 
sufficiently reduced. However, results show we did not obtain exactly those of 
[2].  This may be due to our domain under consideration being too small.  Future 
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