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Introduction
1.1 Overview
1.1.1 Motivation
In the analysis of (simple) counting processes, it stands out that the estab-
lished and successful way of achieving results is by analysing the underlying
increasing point process and deducing qualities for the associated counting
process by relying on that analysis (cf. e.g. Jacod 1975; Bre´maud and Jacod
1977; Bre´maud 1981; Jacobsen 1982, 2006).
On the other hand, for the simple counting process commonly known under the
name of “pure birth process”, the definition and analysis usually take place on
the basis of distributional properties of the process itself only, without directly
considering the underlying increasing point process.
We infer that a new definition of “pure birth processes”, including the usual
definition but based on qualities of the underlying increasing point process,
allows elegant and simple proofs of known results which often can be general-
ized to less rigid assumptions and lead to deeper insights than the prominent
calculations.
We are especially interested in the coincidence (in distribution) of the jump
times of pure birth processes with certain models of ordered random vari-
ables such as record values, order statistics, generalized order statistics, Pfeifer
record values, and sequential order statistics.
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1.1.2 Well-known status quo
Under the assumption that all distribution functions (in the following: dfs,
singular: df) occurring in the definitions of certain models of ordered random
variables (rvs) (record values, order statistics, (m-)generalized order statistics,
sequential order statistics) are absolutely continuous, it is known that the
distributions of these ordered rvs coincide with the distribution of the jump
times of certain pure birth processes with accordingly chosen intensity (cf.
Gupta and Kirmani 1988, Pfeifer 1982b, Kamps 1995b, Cramer 2002). An
overview is sketched in Figure 1.1.
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Figure 1.1: Overview of models of ordered rvs
The link between record values and the inhomogeneous Poisson process plays
a crucial role, as it is enough to assume continuity for the df of the record-
generating rvs (cf. Gupta and Kirmani 1988). Moreover, in the case of rvs
with possibly discontinuous df the distributions of the record values and the
distributions for a certain point process with independent increments coincide
(cf. Shorrock 1972b).
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1.1.3 Aim of this work
The aim of this work is to clarify the relationship between the jump times
of a pure birth process and certain models of rvs. For this purpose the
relationships in Figure 1.1 are expanded to the case of continuous (possibly
not absolutely continuous) dfs. Thus it is necessary to introduce a class
of Markovian simple counting processes which comprises the class of pure
birth processes with intensities. The technique used to prove equivalence in
distribution is “equality of transition probabilities in Markov chains” and is
inspired by Kamps (1995b).
This technique is shown to be applicable even to certain models of ordered
rvs based on discontinuous dfs, and leads to an understanding of this (more
general) case and its relationship to fixed jumps in Markovian simple counting
processes.
Finally, this work aims to transfer knowledge between the worlds of ordered
rvs and pure birth processes by researching distinguished subclasses in each
world and identifying the corresponding counterparts.
1.2 Outline
We finish Chapter 1 by introducing the setting for this work and quickly men-
tioning some known facts, notations and concepts which will appear frequently
throughout this work.
Chapter 2 starts by recapturing the well-known facts on pure birth processes
with intensities and giving an overview over the literature on this topic. We
then devote our attention to general Markovian counting processes and their
properties, before first motivating and then precisely defining pure birth pro-
cesses with state-dependent mean value functions. We finally finish this chap-
ter by giving and proving properties of those.
The following Chapter 3 is concerned with different models of ordered rvs
(based on continuous distribution functions). The models are introduced, and
their counterparts in pure birth processes with state-dependent mean value
functions are identified; this is done for record values, (m-)generalized order
statistics, sequential order statistics and the Pfeifer Model.
Then, in Chapter 4 the constraint of continuous underlying dfs (or the inter-
diction of fixed jumps) is abandoned, and we introduce pure birth-Bernoulli
processes, which are pure birth processes where fixed jumps are allowed.
Again, the models of ordered random variables are analysed and their coun-
terparts are identified.
Chapter 5 analyses different subclasses of the addressed models. The mixed
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Poisson process as a subclass of Markovian counting processes with the spe-
cial case Po´lya-Lundberg process, increasing, decreasing or constant chain of
parameters of generalized order statistics, and famous subclasses like order
statistics and progressive Type II censored order statistics as subclasses of
generalized order statistics, the contagion model and the linear birth process
or Yule process as subclasses of pure birth processes are some of them.
We finish with an outlook on feasible extensions of this work.
1.3 Simple counting processes
Let (Ω,A, P ) be the underlying fixed abstract probability space.
1.3.1 Point process, counting process, local finiteness
This present work deals to a large extend with counting processes which are
stochastic processes “counting” the occurrences of ordered points in time up
to a time t, for each t ∈ R+. More precisely:
Setting 1.3.1 Consider a point process (Si)i∈N ⊂ (0,∞]N with
P (Si ≤ Si+1) = 1, and P (Si = Si+1) = P (Si =∞), i ∈ N.
Define the associated counting process N = (Nt)t∈R+ via
Nt =
∞∑
i=1
1[0,t](Si), t ∈ R+. (1.1)
Then (Nt)t∈R+ is a simple counting process ( scp).
If (in the situation of Setting 1.3.1) we have P (Si < c, i ∈ N) = 0 for all
c ∈ R+, we say (Si)i∈N is a locally finite point process and the associated
counting process (Nt)t∈R+ is a locally finite scp.
The literature often restricts itself to the case of locally finite point processes
(cf. e.g. Jacobsen (2006, p.10), where his first two conditions are equivalent to
our conditions, and his third condition implies that the point process is locally
finie). In the models of ordered rvs (e.g. records values) corresponding to the
counting processes (cf. Chapter 3), which will be under investigation in this
work, this restriction would mean to exclude certain rvs with finite support.
Example 1.3.2 Let (Ui)i∈N be a iid-sequence of rvs with U1 ∼ U(0, 1). De-
fine S1 := U1, Si+1 := Si˜, i ∈ N, with
i˜ := min{j ∈ N : j > i, Sj > Si}, i ∈ N
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(record values, cf. Subsection 3.1.1 in Chapter 3). Then, we are obviously
in Setting 1.3.1, but the increasing point process (Si)i∈N is not locally finite
(since P (Si < 1, i ∈ N) = 1).
Still, the corresponding scp N = (Nt)t∈R+ has interesting properties, and
should not be excluded from investigation.
The reason for (usually) limiting oneself to locally finite point processes is that
in general one really runs into trouble if more than one cluster of points is
allowed. This is implicitly forbidden in Setting 1.3.1 by choosing the “points”
(Si)i∈N to be ordered (P (Si ≤ Si+1) = 1)), and will explicitly not occur by
construction in any model we choose to consider.
The simple in scp refers to the height of jumps: for (almost) all sample paths
N·(ω) and every t ∈ (0,∞) with Nt(ω) <∞, we demand
lim
h↓0
Nt−h(ω)−Nt(ω) ∈ {0; 1}.
In the situation of Setting 1.3.1 this is fulfilled, justifying the name scp.
And also in the situation of Setting 1.3.1, one usually calls (Si)i∈N (the se-
quence of) jump times, and with Xi := Si − Si−1, i ∈ N, S0 = 0, one usually
calls (Xi)i∈N (the sequence of) interarrival times.
1.3.2 Poisson process, homogeneity, operational time
We introduce the following abridgement. In the situation of Setting 1.3.1,
given s, t ∈ R+, s < t, let
N(s, t] :=
∞∑
i=1
1(s,t](Si),
which counts the number of jumps between (excluding) s and (including) t.
We call the rv N(s, t] the increase of (Nt)t∈R+ between s and t. Obviously
N(0, t] = Nt almost surely, t ∈ R+.
With this notation we are ready to define the (maybe) most important and
best-known scp: the Poisson process.
Definition 1.3.3
In the situation of Setting 1.3.1, let µ : [0, c)→ R+, c ∈ (0,∞], be a continuous
and increasing function with µ(0) = 0, and either c = ∞ or limx↑c µ(x) = ∞
(or both).
The scp (Nt)t∈R+ is called (inhomogeneous) Poisson process with mean value
function (mvf) µ if
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1. increases are Poisson distributed with mean equal to the increase of µ:
for 0 ≤ s < t <∞
N(s, t]

∼ Poisson (µ(t)− µ(s)) t < c,
=∞ almost surely s < c ∧ t ≥ c,
= 0 almost surely s ≥ c,
and
2. disjoint increases are independent:
(N(sj , tj ])j=1,...,k are independent
for all k ∈ N and 0 ≤ s1 < t1 ≤ s2 < t2 ≤ · · · < sk ≤ tk.
In the definition above, we put an “inhomogeneous” in brackets (meaning:
possibly inhomogeneous) because in the literature people often talk about the
Poisson process meaning only the “homogeneous” Poisson process.
Remark 1.3.4 The Poisson distribution of the increases in Definition 1.3.3
is in fact an implication of the independence of the increases (cf. e.g. Billings-
ley 1995, Theorem 23.3, p. 303 (“Pre´kopa`’s Theorem”) or Mammitzsch 1983,
Mammitzsch 1984).
Definition 1.3.5 (cf. Sundt 1991, p. 74)
A scp N = (Nt)t∈R+ is called homogeneous, if for all i ∈ N0 and h ≥ 0
P (Nt+h = i |Nt = i) = P (Ns+h = i |Ns = i)
for all s, t ∈ R+ with P (Nt = i) · P (Ns = i) > 0.
For the Poisson process, we obviously have (if P (Nt = i) > 0, which is equiv-
alent to µ 6≡ 0):
P (Nt+h = i |Nt = i) = P (Nt+h −Nt = 0 |Nt −N0 = i)
= P (Nt+h −Nt = 0)
= e−(µ(t+h)−µ(t)).
This does not depend on t if and only if µ(t) = λ · t with λ ∈ R+. This special
µ in Definition 1.3.3 gives the usual definition of the homogeneous Poisson
process, but be aware that µ ≡ 0 is allowed here (which in the literature is
often not allowed).
1.3. SIMPLE COUNTING PROCESSES 7
The inhomogeneous Poisson process and the standard Poisson process (which
is a homogeneous Poisson process with λ = 1) have an interesting connec-
tion, and the (generalized) Markovian pure birth processes (cf. Chapter 2)
essentially count on this link.
Theorem 1.3.6 (cf. Mikosch 2004, Proposition 2.1.5, p. 21)
Let µ : [0, c) → R+, c ∈ (0,∞], be the continuous mvf of a Poisson process
N and let N s be a standard homogeneous Poisson process. Then
1. The process (Mt)t∈R+ with
Mt =
{
N sµ(t) t < c,
∞ t ≥ c, t ∈ R+
is an (inhomogeneous) Poisson process with mvf µ.
2. If limt↑c µ(t) =∞, the process (M st )t∈R+ with M st = Nµ←(t), t ∈ R+, is
a standard homogeneous Poisson process.
µ← in the preceeding Theorem 1.3.6 (and everywhere else in this work) means
the generalized inverse of µ, cf. Definition A.1.1.
Corollary 1.3.7
Let µ : [0, c) → R+, c ∈ (0,∞], be the unbounded and continuous mvf of a
Poisson process N with jump times (Si)i∈N. Let X ′1 := µ(S1) and X
′
i+1 =
µ(Si+1)− µ(Si), i ∈ N. Then (X ′i)i∈N are iid with X ′1 ∼ Exp(1).
Proof. Because of Theorem 1.3.6 there exists a sequence (Xi)i∈N of iid rvs
with X1 ∼ Exp(1) and
P
 ∞∑
j=1
1[0,t](
j∑
k=1
Xk) =
∞∑
j=1
1[0,µ←(t)](Sj)
 = 1
⇔ P
((
j∑
k=1
Xk ≤ t ⇔ Sj ≤ µ←(t)
)
∀ t ∈ R+
)
= 1,
and Si ≤ µ←(t) ⇔ Si < µ←(t) ∨ Si = µ←(t) ⇔ µ(Si) < t ∨ Si = µ←(t) for
all t ∈ R+. Since P (Sj = t) = 0 for all j ∈ N and all t ∈ R+ (no fixed jumps,
since µ is continuous), and P (
∑j
k=1Xk = t) = 0 for all j ∈ N and all t ∈ R+
(the Erlang distribution is continuous), we get P (
∑j
k=1Xk = µ(Sj)) = 1 for
all j ∈ N which leads to the assertion. 2
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As the Theorem 1.3.6 suggests, sometimes it is possible to transform an inho-
mogeneous scp into a homogeneous scp (or the other way round) by trans-
forming the “running time” of the process. This concept will reappear more
than once in this work and is given a name:
Definition 1.3.8 (cf. Schmidt 1996, p. 76)
Given a scp N = (Nt)t∈R+ , a continuous and increasing function ρ : [0, c)→
R+, c ∈ (0,∞] with ρ(0) = 0 and limt↑c ρ(t) = ∞ is called operational time
for N if M = (Mt)t∈R+ with Mt = Nρ←(t), t ∈ R+, is homogeneous.
Obviously, (cf. Theorem 1.3.6) for an inhomogeneous Poisson process with
continuous and unbounded mvf µ, this µ is the operational time of the scp.
1.3.3 Fixed jumps
Definition 1.3.9 (cf. Billingsley 1995, p. 303 (fixed discontinuity))
In the situation of Setting 1.3.1, t0 ∈ (0,∞) is a fixed jump for N , if there
exists n ∈ N with P (Sn = t0) > 0.
Obviously, if N is a Poisson process with continuous mvf µ, it has no fixed
jumps, since for all n ∈ N, all t ∈ (0,∞) and all ε ∈ (0, t) we have
P (Sn = t) ≤ P (Sn ∈ (t− ε, t+ ε))
≤ P (Nt+ε −Nt−ε > 0 |Nt−ε = n− 1)
= 1− e−(µ(t+ε)−µ(t−ε)
→ 0 for ε→ 0.
Later, we will talk about “transition probabilities” of the jump times, where
the name only makes sense if the jump times form a Markov chain. Nonethe-
less this is not necessary for the next Remark.
Remark 1.3.10 In the situation of Setting 1.3.1, if
P (Sn+1 > ·+ s |Sn = s) : R+ → [0; 1]
is continuous for all s ∈ R+ with P (Ns = n) > 0 and all n ∈ N0, then N has
no fixed jumps.
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Proof. Let t0 ∈ (0,∞) and n ∈ N0. Then for all h ∈ (0, t0):
0 ≤ P (Sn+1 = t0) =
∫ t0
0
P (Sn+1 = t0 |Sn = s) dPSn(s)
≤
∫ t0
0
P (Sn+1 > t0 − h |Sn = s)− P (Sn+1 > t0 + h |Sn = s)︸ ︷︷ ︸
=:I(s,h)
dPSn(s).
Now |I(s, h)| ≤ 2 for all s ∈ [0, t0] and all h ∈ (0, t0), and limh↓0 I(s, h) = 0 for
every s ∈ [0, t0], so that limh↓0
∫ t0
0
I(s, h) ds = 0 with the help of Lebesgue’s
dominated convergence theorem. 2
If N is, furthermore, a Markovian scp, the converse of the preceding Remark
is also true, as can be seen in Corollary 2.2.8. Without that additional as-
sumption, the example S1 ∼ U(0, 1), S2 = S1 + 1, S3 = ∞ shows that a
scp without fixed jumps does not necessarily have to have continuous tran-
sition probabilities for its jump times. Markovian scps with fixed jumps are
strongly connected to models of rvs with discontinuous dfs, as can be seen
in Chapter 4.
1.3.4 Oozing
In some models of ordered rvs (Si)i∈N, it is possible to find a time t ∈ R+
and a state i ∈ N0, where, given Si = t, it is unknown whether Si+1 < ∞
or Si+1 = ∞: 0 < P (Si+1 < ∞|Si = t) < 1, e.g. a Poisson process with
bounded mvf µ 6≡ 0, cf. Example 1.3.11.
Example 1.3.11 Given a Poisson process with mvf
µ(t) =
{
t, 0 ≤ t ≤ 5,
5, t ≥ 5
assume S1 = 3. Now we have
P (S2 =∞|S1 = 3) = e−(5−3) = 1
e2
,
and
P (S2 ∈ (3; 5] |S1 = 3) =
∞∑
k=1
e−(5−3)
(5− 3)k
k!
= 1− 1
e2
.
(The actual calculation of the probabilities (though heuristically suggesting)
is facilitated by the use of results from Chapter 2: Theorem 2.2.7; cf. also
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Chapter 3, Subsection 3.1.2.) Therefore, even knowing S1 = 3, it is not
known if S2 <∞ or S2 =∞, because each event has positive probability.
Definition 1.3.12
In the situation of Setting 1.3.1, we say N allows oozing if there exists an
i ∈ N0 and a t ∈ R+ with
0 < P (Si+1 =∞|Si = t) < 1.
Most models of ordered rvs in this work do not allow oozing.
Remark 1.3.13 In a model of ordered rvs which does not allow oozing, the
number of finite rvs does not have to be deterministic (e.g. record values
from discontinuous dfs with atom at the right endpoint of the support, cf.
Section 4.1 in Chapter 4).
Theorem 1.3.14
In the situation of Definition 1.3.3, the Poisson process N allows oozing if and
only if µ 6≡ 0 is bounded.
Proof. If µ ≡ 0, N obviously does not allow oozing.
If µ 6≡ 0 and µ := supt∈[0,c) µ(t) <∞, we have
P (S1 =∞|S0 = 0) = lim
k↑c
e−(µ(k)−µ(0)) = e−µ ∈ (0; 1),
so that N allows oozing. If µ is unbounded, t ∈ [0, c) and h ∈ (0, c− t):
P (Si+1 =∞|Si = t) ≤ P (Si+1 > t+ h |Si = t)
= P (Nt+h −Nt = 0 |Nt = 0)
= P (Nt+h −Nt = 0)
= e−(µ(t+h)−µ(t)).
For h ↑ c − t, µ(t + h) → ∞, so that P (Si+1 = ∞|Si = t) = 0 which means
N does not allow oozing. 2
Later on, we will consider oozing and Markovian scps and a similar implication
for them (cf. p. 24).
Chapter 2
Markovian simple counting
processes
2.1 Pure birth processes with intensities
2.1.1 Pure birth processes in the literature
The name “pure birth process” or “birth process” is often associated with what
we would call the homogeneous pure birth process or the pure birth process
with constant intensities. This corresponds to the following special case of
Setting 1.3.1: Let (Xi)i∈N be independent rvs with
Xj ∼ Exp(λj), λj ∈ (0,∞), j ∈ N,
and define Si :=
∑i
j=1Xj , i ∈ N. Examples can be found in Feller (1957,
p. 402), Feller (1966, p. 41), Karlin (1968, p. 175), Iosifescu and Ta˘utu
(1973, p. 272), Bharucha-Reid (1960, p. 77), Srinivasan and Mehata (1972,
p. 141), Bhat (1972, p. 131), Resnick (1992, p. 370), Norris (1997, p. 81),
Anderson (1991, p. 103), and under the name “process of pure growth” in
Gikhman and Skorokhod (1969, p. 320), under the name “contagious Poisson
process” (or “contagious (addictive) reinforcement process”) in Wasserman
(1983), and Faddy (1997, 1998) and Toscas and Faddy (2004, 2005) call this
process “extended Poisson process”.
A prominent characterization of homogeneous pure birth processes asserts that
the process is homogeneous and by specification of the right–derivative of the
leaving probabilities of the corresponding counting process (cf. e.g. Feller
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1957, p. 402): N0 = 0, and
lim
h↓0
P (Nt+h = i+ 1 |Nt = i) = λi+1,
lim
h↓0
P (Nt+h > i+ 1 |Nt = i) = 0,
for all t ∈ (0,∞) and i ∈ N0, with λi ∈ (0,∞), i ∈ N.
A seductive method to generalize this homogeneous pure birth process to an
inhomogeneous pure birth process is by simply allowing λi, i ∈ N, to depend
on t ∈ R+, to arrive at the following “definition”:
An inhomogeneous pure birth process is a Markovian simple count-
ing process with transition intensities (λi)i∈N, λi : R+ → R+,
i ∈ N, if for t ∈ (0,∞) and i ∈ N:
lim
h↓0
P (Nt+h = i+ 1 |Nt = i) = λi+1(t), (2.1)
lim
h↓0
P (Nt+h > i+ 1 |Nt = i) = 0. (2.2)
As examples cf. Bu¨hlmann (2006, p. 42), Panjer and Willmot (1992, p. 74),
Grandell (1997, p. 59), Bening and Korolev (2002, p. 240). Belzunce et al.
(2001, 2003, 2005) postulate the same conditions enlarged with
∫∞
t
λi(s) ds =
∞ for all t ∈ R+ which corresponds to our “no oozing”-condition.
Unfortunately, this definition neither specifies the distribution of (Nt)t∈R+ ,
nor (equivalently) the distribution of (Si)i∈N: With λi ≡ 0, i ∈ N, both
Nt(ω) = 0 for t ∈ R+ and all ω ∈ Ω and Nt(ω) = btc = max{n ∈ N0 : t ≥ n}
for t ∈ R+ and ω ∈ Ω fullfill all requirements for this “definition”. Grandell
(1997, p. 59), aware of this deficiency, remarks that “The trivial simple Markov
point process N(t) = btc is not a birth process”, because “A birth process is
[...] a Markov point process where the jumps are caused by the intensities”.
We can not see how Grandell (1997) comes to the conclusion that “It is more
or less obvious that a birth process is determined by its intensities”.
It is sufficient to show that the transition probabilities for the states of the
counting process are uniquely determined by equation (2.1) (since the distri-
bution of the counting process is uniquely determined by them, cf. e.g. Ko¨nig
and Schmidt (1992, p. 44) or Daley and Verre-Jones (1988, p. 202). The usual
argument for deriving transition probabilities for the states of the counting
process is to derive a system of differential equations for them. The crucial
point is to realise that only statements on the right–derivative can be directly
deduced which may not be generalized to the left– and right–derivative with-
out further arguments (and further assumptions). One possible argument is
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the following Lemma, which is known in the literature (Graves 1946, p. 73,
Hewitt and Stromberg 1965, p. 269), but we have not found a direct proof
published anywhere1:
Lemma 2.1.1 For a, b ∈ R, a < b, let f : [a, b] → R be a continuous func-
tion with existing right–derivative Rf(t) = d
+
dt f(t), t ∈ [a, b), and let Rf be
continuous. Then the derivative of f exists on (a, b).
Proof. For x ∈ [a, b] define
g(x) = f(b)−
∫ b
x
Rf(t) dt.
Then the derivative of g exists on (a, b), since Rf is continuous, and we prove
f(x) = g(x) for all x ∈ [a, b].
For ε > 0 and all x ∈ [a, b] let h(x) = g(x) − f(x) − (b − x + 1)ε. Then
h is continuous on [a, b] and the right–derivative Rh(x) = d
+
dx h(x) exists for
x ∈ [a, b), and we have h(b) = −ε < 0. Therefore, x0 = inf{x ∈ [a, b] :
h(t) < 0 for all t ∈ [x, b]} < b. If x0 > a, we get Rh(x0) ≤ 0, leading to
0 ≥ Rh(x0) = ε > 0, which is a contradiction. Therefore, x0 = a, and since
ε > 0 can be arbitrary small, f(x) ≥ g(x) for all x ∈ [a, b].
On the other hand, let i(x) = g(x)− f(x) + (b− x+ 1)ε for x ∈ [a, b]. Then,
i is continuous on [a, b] and the right–derivative Ri(x) = d
+
dx i(x) exists for all
x ∈ [a, b), and i(b) > 0. Then, again, x0 = inf{x ∈ [a, b] : i(t) > 0 for all t ∈
[x, b]} < b. If x0 > a, we get Ri(x0) ≥ 0, leading to 0 ≤ Ri(x0) = −ε < 0
which is a contradition. Therefore, since ε > 0 is arbitrary, we get f(x) ≤ g(x)
for all x ∈ [a, b]. 2
The argumentation with the system of differential equations determining the
transition probabilities, and therefore the counting process, is valid if the
right side of the differential equations is assumed to be continuous, which is
the case if the intensities and the transition probabilities are assumed to be
continuous. Thorough treatments with the assumption of continuity for both
the transition probabilities as well as the intensities are given in Lundberg
(1964, p. 27), Sundt (1991, p. 69), Schmidt (1996, p. 51).
It is adequate to assume the continuity of the transition probabilities, since
this corresponds to the exclusion of fixed jumps, cf. Corollary 2.2.8, p. 18, as
well as Remark 1.3.10, p. 8.
In the literature we have not been able to find a hint about whether is known
if it is possible to prove directly that the distribution of the scp is uniquely
determined, even if the intensities are discontinuous.
1In this elegance, the proof goes back to Winkler and Djie (2006).
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An indirect proof is available in the literature (by regarding (λNt)t∈R+ as
stochastic intensity), but relying on heavy mathematical machinery and intro-
ducing some (technical) assumptions (Jacod 1975; Bre´maud and Jacod 1977;
Aven 1985).
2.1.2 Short survey on the literature
In the following, we give a (short) survey on the literature about what is done
with pure birth processes with intensities.
We start with literature on the homogeneous pure birth process. Let N =
(Nt)t∈R+ be an homogeneous pure birth process with (constant) intensities
(λi)i∈R. Be aware that some authors start the numbering of the intensities
with 0, while we start with 1, in accordance with, e.g., Schmidt (1996).
Waugh (1970) shows that for the linear birth process (λi = λ · i, i ∈ N,
λ ∈ (0,∞), Nt/E(Nt)→ W for t→∞ almost surely, where W is a rvwhich
stands in a functional relationship with the infinite sum over the centered
interarrival times.
Keiding (1974) studies maximum likelihood estimators for the parameter λ
in homogeneous pure birth processes with intensities λi = i · λ, i ∈ N, for
observation in the intervall [0, t], for observation in equidistant time points,
and for permanent oberservation until the process jumps to n.
Daniels (1982) gives approximations for the marginal probabilities P (Ns = i).
Wasserman (1983) analyses how to distinguish statistically between homog-
neous Poisson processes, the Po´lya-Lundberg process and the linear birth
process.
Faddy (1990) conjectures that convex birth rates (as functions λ(·) : N→ R+)
lead to an increased variability relative to the linear case, and concave birth
rates to a decreased variability which is proven in (Donnelly et al. 1993).
Changhyuck et al. (1991) estimate the parameter λ in a homogneous pure
birth process with rates λi = λ · g(i) where g is a known function of i and the
process is observed at a discrete set of times.
Faddy (1994) conjectures and Ball (1995) and Aihua (1996) prove that an
increasing chain of intensities leads to over-dispersion, and an decreasing chain
of intensities leads to under-dispersion (cf. Theorem 5.2.4, p. 62).
Faddy (1997, 1998) and Toscas and Faddy (2004, 2005) show that any prob-
ability distribution Q with support N0 can be represented as a homogeneous
pure birth process, where Q({i}) = P (Nt = i) for some t ∈ (0,∞), and
show examples where this can lead to an understanding of an underlying data
generating process.
Bosch and Ryan (1998) show how the generalized Poisson distribution arises
as distribution of a pure birth process with certain structure in the constant
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intensities.
Svensson (2005) estimates the rates of a homogeneous pure birth process ob-
served at two deterministic points in time, first without restrictions for the
intensities, then under the assumption that λ1 = β, λi = γiδ, i ≥ 2.
In the literature on inhomogeneous pure birth processes, we distinguish be-
tween the literature assuming the existence of an operational time (cf. Defini-
tion 1.3.8, p. 8). For pure birth processes with intensities this is equivalent to
λi(t) = κiα(t), i ∈ N, where κi ∈ R+, i ∈ N, and α : R+ → R+ is a measure-
able function (for continuous and strict positive intensities cf. Schmidt 1996,
p. 76, or Sundt 1991, p. 75, for
∫∞
t
λi(s) ds = ∞ for all t ∈ R+ cf. Theo-
rem 2.3.10, p. 28), and the literature without the assumption of the existence
of an operational time.
First, we treat the literature on inhomogeneous pure birth processes with
operational time:
A-Hameed and Proschan (1973, 1975); Klefsjo¨ (1981) consider ageing proper-
ties for pure birth processes with intensities and operational time.
Berg and Haberman (1994) work on some Bayesian predictions and Bayesian
revision procedures to predict the pure birth process with operational time at
a given time in the future.
Hu and Pan (1999) consider multivariate dependence orderings for functions
of pure birth processes with intensities and operational time.
Cramer (2002) shows and Belzunce et al. (2003, 2005) mention that the jump
times of pure birth processes with continuous intensities and operational time
coincide with generalized order statistics (in distribution).
Quigley and Walls (2005) work on nonparametric bootstrapping for inference
on the reliability function of pure birth processes with intensities of the form
λi(t) = [N − i]λ(t), i ≤ N .
The literature on general inhomogeneous pure birth processes consists of three
books (Lundberg 1964; Schmidt 1996; Sundt 1991), and the following two
articles:
Pfeifer (1982a) proves that the jump times of so called “elementary” pure
birth processes (which are pure birth processes with continuous transition
probabilites and continuous intensities, cf. Lundberg (1964), p. 27) coin-
cide with record values where the dfs (absolutely continuous with continuous
Lebesgue-density) of the underlying rvs may change after each record (cf.
Definition 3.3.5, p. 39) (in distribution).
Belzunce et al. (2001) mention inclusions of some stochastic orderings for
interarrival times of pure birth processes with intensities.
The consecutive articles do not use the full model of pure birth processes with
inhomogeneous intensities, but can not be put into any subclass mentioned
before.
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Gorostiza and Dı´az-France´s (2001) use pure birth processes with intensity
functions λi(t) = max{f(t)− c · i, 0}, i ∈ N, to model species accumulation in
ecology.
De Santis and Spizzichino (2004) analyse how to detect the changepoint in
the piecewise constant intensities of a homogeneous pure birth process, where
λi(t) = 1[0, s](t)λi + µi, i ∈ N, and estimate the change point s.
2.2 Characterization of being Markovian
We begin with a not obvious, but (by intuition) very appealing result. Given
a Markovian scp, the jump times form a Markov chain. “Being indifferent
of the history in one way (given the state at that time), being indifferent the
other way as well (given the state at that time)”.
Theorem 2.2.1 (cf. Kellerer 1987, Proposition 1, p. 72)
In the situation of Setting 1.3.1, if (Nt)t∈R+ is a Markovian counting process,
then (Si)i∈N is a Markov chain.
The same result is published by Todorovic (1976, 1985, p. 247) (without
proof).
Precaution is indicated in generalizing this appealing theorem to the converse.
The information when the last jump took place “exactly” is important, leading
to the following remark:
Remark 2.2.2 The converse is not true; e.g., take Xi, i ∈ N iid, X1 ∼
U(0, 1), Si :=
∑i
k=1Xk, i ∈ N. Then (Si)n∈N is a Markov chain, but the
associated counting process is not a Markov process.
The obvious question of what condition is missing to get the sound converse
will be answered shortly. We need a concept of “independence of before and
after, given a time”. This is realised in the next definition, since being mul-
tiplicative for a measure means independence, and the sets Ht divide H (the
set of ordered events) into “before t” and “after t“.
Definition 2.2.3 (cf. Kellerer 1987, p. 73)
Let µ be a finite measure on [0,∞]2 carried by the set
H := {(x1, x2) : 0 ≤ x1 < x2 ≤ ∞} ∪ {(∞,∞)}.
Then µ is called weakly multiplicative, if the restriction of µ to
Ht := {(x1, x2) : x1 ≤ t < x2}
is a product measure for all t ∈ (0,∞).
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Now we recite the key theorem for the characterization of being Markovian.
Given
• independence of the exact time of the last jump (weakly multiplicative),
and
• independence of the history of jumps, given the last jump (Markov
chain),
we have a Markovian scp:
Theorem 2.2.4 (cf. Kellerer 1987, Proposition 2, p. 73)
In the situation of Setting 1.3.1, let (Si)i∈N be a Markov chain. Then, N is a
Markovian scp if and only if P (Si,Si+1) is weakly multiplicative for all i ∈ N.
Now we are ready to give a condition on the transition probabilities to induce
a weakly multiplicative measure, which leads to a very simple way to identify
the Markov property in a scp over an increasing Markov chain:
Corollary 2.2.5
In the situation of Setting 1.3.1 let (Si)i∈N be a Markov chain with transition
probabilities
P (Si+1 > t+ s |Si = s) = g
i+1(t+ s)
gi+1(s)
, i ∈ N, s, t ∈ R+
where gi : R+ → R+ is a decreasing function, i ∈ N. Then N is a Markovian
scp.
Proof. For t ∈ R+ choose
At = {(x1, x2) : a1 < x1 ≤ b1, a2 < x2 ≤ b2} = (a1, b1]× (a2, b2],
0 ≤ a1 ≤ b1 < t < a2 ≤ b2 ≤ ∞. Then
P (Si,Si+1)(At) = P (a1 < Si ≤ b1, a2 < Si+1 ≤ b2)
=
∫ b1
a1
P (a2 < Si+1 ≤ b2 |Si = x) dPSi(x)
=
∫ b1
a1
gi+1(a2)
gi+1(x)
− g
i+1(b2)
gi+1(x)
dPSi(x)
= (gi+1(a2)− gi+1(b2))
∫ b1
a1
1
gi+1(x)
dPSi(x)
= νt2((a2, b2]) · νt1((a1, b1])
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with corresponding νt1, ν
t
2. Therefore P
(Si,Si+1) restricted to Ht in Defini-
tion 2.2.3 is a product measure for t ∈ R+, therefore P (Si,Si+1) is weakly
multiplicative (by definition), and Theorem 2.2.4 establishes the assertion. 2
An example, which can be used to show that the converse to Corollary 2.2.5
is not accurate, is given in Example 2.3.11.
Remark 2.2.6 Jacobsen (1972) achieves a related result for certain Marko-
vian jump processes, which is not applicable to counting processes.
Fortet and Kambouzia (1969) put out the same result (without proof2) and
claim our assumption to be a necessary condition for being a Markovian count-
ing process, which is not the case.
The subsequent Theorem 2.2.7 is the mathematical way of describing the
following intuition:
In Markovian scps, transition probabilites of the type P (Nt+s = i+k |Ns = i)
are often of interest. Intuition tells us, that, since “(Nt)t∈R+ , given Ns = i,
does not depend on its history”, we may assume it just has jumped to i at s,
that is, Si = s, which, of course, is such concrete information that it is easy
to work with. This is, in fact, true:
Theorem 2.2.7
In the situation of Setting 1.3.1, let N be a Markovian scp. Then:
P (Si+1 > s+ t |Si = s) = P (Nt+s −Ns = 0 |Ns = i)
for all t ∈ R+, i ∈ N0, and PSi-almost all s ∈ R+ with P (Ns = i) > 0.
Proof. The Theorem is (with slightly stronger proposition) restated in Corol-
lary A.3.9, p. 77, and proven in the appendix. 2
Now we are in position to prove the already announced converse to Re-
mark 1.3.10:
Corollary 2.2.8
In the situation of Setting 1.3.1, let N be a Markovian scp. If N has no fixed
jumps, then for all i ∈ N0 and all s ∈ R+ with P (Ns = i) > 0,
gi(·) = P (Si+1 > s+ · |Si = s) : R+ → [0; 1]
is continuous.
2“Il est d’autre part facile de ve´rifier...” (Fortet and Kambouzia 1969, p. 198).
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Proof. For all i ∈ N0, gi is decreasing, that means if gi is discontinuous in
x ∈ R+ (with P (Nx = i) > 0), we have
lim
h↓0
(
gi(x+ h)− gi(x− 1(0,∞)(s)h
)
= ε
for some ε > 0. But
P (Si+1 = s+ x)
P (Ns = i)
≥ P (Si+1 = s+ x, Ns = i)
P (Ns = i)
= P (Si+1 = s+ x |Ns = i)
= lim
h↓0
(
gi(x+ h)− gi(x− 1(0,∞)(s)h
)
= ε,
so that P (Si+1 = x+ s) ≥ εP (Ns = i) > 0, which means N has a fixed jump
in s+ x. 2
2.3 Pure birth processes (no oozing)
In this chapter, we are going to introduce a wide class of Markovian scps,
comprising pure birth processes with intensities and wide enough (exactly
matching) to be in line with the models of ordered rvs we are going to examine
in Chapter 3.
We start with an heuristic derivation of pure birth processes (possibly without
intensity) to attain an intuitional understanding of the construction. Then,
we give a rigorous definition of pure birth processes (no oozing), followed by
giving and proving some properties.
2.3.1 Heuristic motivation
In Theorem 1.3.6, we saw that an inhomogeneous Poisson process (no oozing)
is “just” a homogeneous Poisson process “running on a different time scale”,
where the new timescale corresponds to the mvf of the inhomogeneous Pois-
son process. This idea will be employed to define a pure birth process (no
oozing), with the difference that the “new timescale” may now (in contrast to
inhomogeneous Poisson processes) depend on the state of the process.
Consider, we are given a standard Poisson process N s = (N st )t∈R+ with jump
times (Ssi )i∈N and interarrival times (X
s
i )i∈N, as in Figure 2.1, p. 20.
Suppose now, we need (instead of a standard Poisson process) a homogeneous
Poisson process N
2
3 = (N
2
3
t )t∈R+ with rate
2
3 , or an inhomogeneous Poisson
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Figure 2.1: Example: path of a standard Poisson process
process with mvf µ(t) =
√
t, t ∈ R+. We simply set S
2
3
i = (
2
3 )
−1 · Ssi , i ∈ N,
and S
√
i = (
√
)−1(Ssi ) = (S
s
i )
2, i ∈ N, respectively, and are done, as in
Figure 2.2 and Figure 2.3, respectively.
Suppose, furthermore, that we are in need of a homogeneous birth process
NY = (NYt )t∈R+ with rates λi = i + 1, i ∈ N (Yule process or linear birth
process). We know that the interarrival times (Xsi )i∈N of the given standard
Poisson process are iid, Xs1 ∼ Exp(1), and we need XYi ∼ Exp(i), i ∈ N (and
independence), so we could just define XYi =
1
iX
s
i , i ∈ N (as in Figure 2.4),
and are done, but that is not the point. A different perspective tells us that
now every jump has its own “running time”. Given the previous jump SYi ,
one has to ask:
How far have we got (in “standard time”), given that the last jump
is measured in the “running time” of the next jump?
In this “standard time”, we proceed to the next jump time by inserting a
“standard time”-interarrival time: Ssi+1 − Ssi .
All we have left to do is to retranslate this next jump into the “running time”
of the process, which is the “running time” of jump SYi+1 right now.
More specific for the example above: given the previous jump SYi for an i ∈ N0,
the “running time” for SYi+1 is the next rate: i+1. So we first have to translate
SYi into “standard time”: S
Y
i → (i+1)·SYi (the process NY is running “faster”
than “in standard time”, so the jump time has to be increased). We add the
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Figure 2.2: Example: path of a Poisson process with rate 23
corresponding (“standard”-) interarrival time: (i + 1) · SYi + Ssi−1 − Ssi , and
finally, we have to retranslate this “standard-next jump” into the time scale
of the process:
SYi+1 =
1
i+ 1
(
(i+ 1) · SYi + Ssi−1 − Ssi
)
.
Of course, this is just a more complicated way of transforming the interarrival
times directly as indicated above, and the result stays the same. But now
we are in position to generalize the procedure to arbitrary (state-dependent)
mvfs (since the easier procedure above only works for linear mvfs (which cor-
responds to homogeneous pure birth processes)). We finish this motivational
section by giving a more complex example before introducing the new concept
of pure birth processes mathematically in the succeeding Subsection 2.3.2.
Example 2.3.1 Assume you are interested in a Markovian scp which is sim-
ilar to the “standard stair” (s(t))t∈R+ :
s(t) = btc = max{m ∈ N : m ≤ t}, t ∈ R+,
but you would like to allow “a certain amount of probability”: the ith jump
may be anywhere in the interval (i − 1, i + 1). This is easy to achieve by the
construction indicated above: Define for i ∈ N µi : [0, i+ 1)→ R+ via
µi(t) =
{
0, s ∈ [0, i− 1),
−κi ln( i+1−s2 ), s ∈ [i− 1, i+ 1),
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Figure 2.3: Example: path of a Poisson process with µ(t) =
√
t
where κi > 0 can be used to fit the model to data. We will see in the following
subsection, that this will lead to a Markovian scp. Here we are just concerned
with the construction of the “new” process.
If you want to simulate the resulting scp, that is very easy to do: the Poisson
process is easy to simulate, because the interarrival times are iid Exp(1), and
the resulting scp is simulated as follows:
Compute the generalized inverse (cf. Definition A.1.1) of the µi: For y > 0,
i ∈ N:
µ←i = inf{s ∈ [0, i+ 1) : µi(s) ≥ y}
= inf{s ∈ [0, i+ 1) : −κi ln( i+ 1− s2 ) ≥ y}
= inf{s ∈ [0, i+ 1) : i+ 1− s
2
≤ exp(− y
κi
)}
=i+ 1− 2e− yκi .
Given (Xi)i∈N iid, X1 ∼ Exp(1), X1 is our first “standard time”-interarrival
time. To translate this into the “running time of the process”, we have to
transform X1 by µ←1 :
Sµ1 = µ
←
1 (X1) = 1 + 1− 2e−
X1
κ1 = 2(1− e−
X1
κ1 ).
This is the time of the first jump of the new scp. To get the time of the
second jump, we have to translate this first jump time into “standard time”
2.3. PURE BIRTH PROCESSES (NO OOZING) 23
Figure 2.4: Example: path of a Yule process
(as seen by the second jump), add the next “standard interarrival time” (X2),
and retranslate the result into the “running time of the process”, here as seen
from the second jump:
µ←2 (µ2(S
µ
1 ) +X2) = 2 + 1− 2e−
µ2(S
µ
1 )+X2
κ2 .
By iteration of the last step, the scp can be simulated.
2.3.2 Definition and properties
For the scps we are going to introduce in the next definition, we neither need
(in contrast to some definitions in the literature) a positive number of jumps,
nor an infinite number of jumps. They may have no jumps, a finite number of
jumps, or an infinite number of jumps (in finite time). Each case is included
in the following definition, while the number (∈ N0 ∪∞) of jumps is given in
advance. To simplify the notation, we arrange the following convention:
For n ∈ N0 ∪ {∞} (think of the number of jumps of a scp) let
N(n) :=

∅ n = 0,
{1, . . . , n} n ∈ N,
N n =∞.
24 CHAPTER 2. MARKOVIAN SIMPLE COUNTING PROCESSES
Definition 2.3.2
Given n ∈ N0 ∪ {∞}, ci ∈ (0,∞] and µi : [0, ci) → R+ continuous and
increasing functions with µi(0) = 0, limt↑ci µi(t) =∞, i ∈ N(n), and ci ≤ ci+1,
i, i + 1 ∈ N(n). Let Xi, i ∈ N(n), be iid Exp(1)-random variables. Define
S1 := µ←1 (X1), if 1 ∈ N(n), S1 :=∞ if n = 0, and
Si :=
{
µ←i (µi(Si−1) +Xi), i ∈ N(n) \ {1},
∞ i ∈ N \ (N(n) ∪ {1}) .
Then, we call the corresponding counting process N = (Nt)t∈R+ ,
Nt =
n∑
i=1
1{Si≤t}, t ∈ R+,
pure birth process (no oozing) (short: pbp(no)) (with n jumps and state-
dependent mvfs (µi)i∈N(n)).
Remark 2.3.3 In the situation of Definition 2.3.2, since µi is continuous,
i ∈ N(n), µ←i is strictly increasing. Furthermore Xi > 0 a.s., so that
Si = µ←i (µi(Si−1) + Xi) = µ
←
i (µi(Si−1) +
Xi
2 +
Xi
2 ) > µ
←
i (µi(Si−1) +
Xi
2 ) ≥
µ←i (µi(Si−1)+) ≥ Si−1 a.s., i ∈ N(n) \ {1}. Therefore, a pbp(no) is a scp.
Remark 2.3.4 In the situation of Definition 2.3.2, the point process (Si)i∈N
is locally finite, iff n <∞ or limi↑∞ ci =∞.
The reason for postulating limt↑ci µi(t) =∞, i ∈ N(n) in Definition 2.3.2 (and
for calling the result of that definition “no oozing”) is the following. We wish
to eliminate the possibility, that at one point in time it is not clear if there
will be another jump or not (cf. Definition 1.3.12), and this is achieved by
that postulation:
If i+ 1 ∈ N(n):
P (Si+1 <∞|Si = s) = P
(
µ←i+1(µi+1(s) +Xi) <∞|Si = s
)
= P
(
µ←i+1(µi+1(s) +Xi) <∞
)
= 1,
and if i+ 1 6∈ N(n):
P (Si+1 <∞|Si = s) = 0.
Therefore, N in Definition 2.3.2 does not allow oozing.
The name “state-dependent mvf” for µi is justifiable by the following depic-
tion: Assume we could observe a scp N˜ jumping like N in Definition 2.3.2,
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but “as if starting in state i” (really starting in zero as counting processes do),
and after each jump proceeding “as if in state i”. (Example: a Yule Process
“as if in state i” is a Poisson process with rate i + 1.) This different scp N˜
is again a pbp(no), but with µ˜k = µi, k ∈ N. Later (cf. Corollary 3.1.3 in
Chapter 3, p. 32), we see that N˜ is an inhomogeneous Poisson process with
mvf µi, and therefore EN˜t = µi(t), t ∈ [0, ci).
We now come to the important Theorem 2.3.5 pointing out that Defini-
tion 2.3.2 really defines a Markovian scp as intended (cf. Corollary 2.3.6).
Furthermore, we obtain the transition probabilities for the associated Markov
chain consisting of the jump times, and therefore an easy and efficient tool for
comparing this model of ordered rvs with other models of ordered rvs (if the
other models form a Markov chain as well), cf. Chapter 3.
Theorem 2.3.5
In the situation of Definition 2.3.2, evidently (Si)i∈N form a Markov chain.
For s0 = 0 and all si ∈ [0, ci), i ∈ N(n), t ∈ R+, we have
P (Si+1 > t+ si |Si = si) =

0, i+ 1 ∈ N(n), t+ si ≥ ci+1,
exp(−µi+1(t+si))
exp(−µi+1(si)) , i+ 1 ∈ N(n), t+ si < ci+1,
1, i+ 1 ∈ N \N(n).
Proof. For i+ 1 ∈ N(n), t ∈ [0, ci+1 − si) and with the help of Lemma A.1.3:
P (Si+1 > t+ si |Si = si) =P (µ←i+1(µi+1(Si) +Xi+1) > t+ si |Si = si)
=P (µ←i+1(µi+1(si) +Xi+1) > t+ si)
=P (µi+1(si) +Xi+1 > µi+1(t+ si))
=e−(µi+1(t+si)−µi+1(si)).
The cases i+ 1 6∈ N(n) or t+ si ≥ ci+1 are obvious. 2
Therefore, Remark 2.3.3 and Corollary 2.2.5 imply:
Corollary 2.3.6
If N is a pbp(no), N is a Markovian scp.
Remark 2.3.7 In the situation of Definition 2.3.2, assume that there exist
λi : [0, ci)→ R+, Lebesgue-measurable functions, with
µi(t) =
∫ t
0
λi(s) ds, t ∈ [0, ci), i ∈ N(n).
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Assume further, that a right-continuous version λ˜i : [0, ci)→ R+ of λi exists,
i ∈ N(n). Then:
lim
h↓0
1
h
(1− P (Nt+h −Nt = 0 |Nt = i)) = λ˜i+1(t), (2.3)
lim
h↓0
1
h
P (Nt+h −Nt = 1 |Nt = i) = λ˜i+1(t), (2.4)
and
lim
h↓0
1
h
P (Nt+h −Nt > 1 |Nt = i) = 0, (2.5)
for all t ∈ [0, ci+1), i+ 1 ∈ N(n).
The preceeding remark can be read as follows:
N is a “classical” pure birth process with intensities
λ?i (t) =
{
λ˜i(t)1[0,ci)(t) i ∈ N(n),
0 i ∈ N \N(n),
t ∈ R+.
Proof. With the help of Corollary 2.3.6, Theorem 2.2.7 and Theorem 2.3.5, we
get
P (Nt+h −Nt = 0 |Ns = i) = P (Si+1 > t+ h |Si = t)
= e−(µi+1(t+h)−µi+1(t))
= exp
(
−
∫ t+h
t
λi+1(s) ds
)
,
which leads to
1− P (Nt+h −Nt = 0 |Ns = i) =∫ t+h
t
λi+1(s) ds−
∞∑
k=2
(−1)k
(∫ t+h
t
λi+1(s) ds
)k
k!
.
Now
lim
h↓0
1
h
∫ t+h
t
λi+1(s) ds = lim
h↓0
1
h
∫ t+h
t
λ˜i+1(s) ds = λ˜i+1(t), (2.6)
since λ˜i+1 is right-continuous. Let h? > 0, then
∞∑
k=2
∣∣∣∣∣∣∣(−1)k
(∫ t+h
t
λi+1(s) ds
)k−1
k!
∣∣∣∣∣∣∣ ≤ eµ(t+h
?)+µ(t),
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for all h ∈ (0, h?), so that
lim
h↓0
∞∑
k=2
(−1)k
(∫ t+h
t
λi+1(s) ds
)k−1
k!
= 0
by Lebesgue’s dominated convergence theorem. Using (2.6) two times, we get
lim
h↓0
1
h
(1− P (Nt+h −Nt = 0 |Ns = i))
= lim
h↓0
1
h
∫ t+h
t
λi+1(s) ds︸ ︷︷ ︸
=eλi+1(t)
− lim
h↓0
1
h
∫ t+h
t
λi+1(s) ds︸ ︷︷ ︸
=eλi+1(t)
· lim
h↓0
∞∑
k=2
(−1)k
(∫ t+h
t
λi+1(s) ds
)k−1
k!︸ ︷︷ ︸
=0
=λ˜i+1(t),
and we have shown equation (2.3).
To prove (2.5), we have
P (Nt+h −Nt > 1 |Nt = i)
= P (Si+1 ≤ t+ h, Si+2 ≤ t+ h |Si = t)
=
∫ (∫
1[0,t+h]×[0,t+h](u, v) dPSi+2 |Si+1=u(v)
)
dPSi+1 |Si=t(u)
=
∫
1[0,t+h](u)
(∫
1[0,t+h](v) dPSi+2 |Si+1=u(v)
)
dPSi+1 |Si=t(u)
=
∫
1[t,t+h](u)P (Si+2 ≤ t+ h |Si+1 = u) dPSi+1 |Si=t(u)
=
∫
1[t,t+h](u)
(
1− e−(µi+2(t+h)−µi+2(u))
)
dPSi+1 |Si=t(u)
≤
∫
1[t,t+h](u)
(
1− e−(µi+2(t+h)−µi+2(t))
)
dPSi+1 |Si=t(u)
=
(
1− e−(µi+2(t+h)−µi+2(t))
)
P (Si+1 ≤ t+ h |Si = t)
=
(
1− e−(µi+2(t+h)−µi+2(t))
)(
1− e−(µi+1(t+h)−µi+1(t))
)
,
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where the first equality is results from Theorem 2.2.7, and the second equality
is valid because (Si)i∈N is a Markov chain (cf. e.g. Kallenberg 1997, p. 119).
Now limh↓0 1h
(
1− e−(µi+1(t+h)−µi+1(t))) = λ˜i+1(t) as shown in the first part
of the proof, and with limh↓0
(
1− e−(µi+2(t+h)−µi+2(t))) = 0, we are finished.
Equation (2.4) follows obviously from equation (2.5) and equation (2.3). 2
Remark 2.3.8 In the situation of Definition 2.3.2, N is homogeneous if and
only if there exist λi ∈ (0,∞), i ∈ N(n), with
µi(t) = λi · t, i ∈ N(n), t ∈ R+.
Proof. For i + 1 ∈ N(n), t ∈ R+ (and with the help of Corollary 2.3.6, Theo-
rem 2.2.7 and Theorem 2.3.5):
P (Nt+h −Nt = 0 |Ns = i) = P (Si+1 > t+ h |Si = t)
= e−(µi+1(t+h)−µi+1(t)),
which does not depend on t if and only if µi+1 has constant slope, and
µi+1(0) = 0 finishes the proof. 2
Next, we consider the notion of operational time. First a general result which
reveals the meaning of homogeneity for scps:
Remark 2.3.9 (cf. e.g. Iosifescu and Ta˘utu 1973, Theorem 2.3.28,
p. 247) A homogeneous scp is a pure birth process with constant intensities.
In the “classical” case (and with additional assumptions: cf. Sundt 1991 or
Schmidt 1996 with continuous and positive intensities, cf. Bu¨hlmann 2006
without assumptions (but existence) for the intensities, but also without rig-
orous proofs), the following theorem is well known. It extends to our new
definition:
Theorem 2.3.10
Let N = {Nt}t∈R+ be a PBP(no) (with n jumps and state-dependent mvfs
{µi}i∈N). Then, there exists an operational time ρ for N if and only if there
exist λi > 0, i ∈ N, with
µi(t) = λi · ρ(t), t ∈ [0, ci), i ∈ N(n).
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Proof. “⇐”: Let Mt = Nρ←(t), t ∈ R+: Then for i+ 1 ∈ N(n) and h ∈ R+:
P (Mt+h = i |Mt = i) = P
(
Nρ←(t+h) = i |N←ρ (t) = i
)
= P (Si+1 > ρ←(t+ h) |Si = ρ←(t))
= e−(
ρ
λi+1
(µ←i+1(t+h))− ρλi+1 (µ
←
i+1(t)))
= e−(
t+h
λi+1
− tλi+1 )
= e−
h
λi+1 ,
where the fourth equality follows from Lemma A.1.3 because ρ is continuous.
Then M is homogenous, since e−
h
λi+1 does not depend on t.
“⇒”: Given an operational time ρ : [0, c) → R+, M = (Mt)t∈R+ with Mt =
Nρ←(t), t ∈ R+, is a (classical) pure birth process with intensities (λi)i∈N(n) .
So for i+ 1 ∈ N(n) and t ∈ R+:
e−λi+1t = P (Mt = i |M0 = i)
= P
(
Nρ←(t) = i |N←ρ (0) = i
)
= e−µi+1(ρ
←(t)),
which leads to
λi+1t = µi+1(ρ←(t))
for all t ∈ R+. With the help of Lemma A.1.4 we get ρ ≡ µi+1λi+1 , which is the
assertion. 2
2.3.3 Excluded Markovian simple counting processes
Now, we would like to consider which Markovian scps are excluded in the
situation of Definition 2.3.2. Obviously Markovian scps with fixed jumps are
excluded; we will expand our model to include fixed jumps in Definition 4.2.1
in Chapter 4.
The second class of scps excluded in the situation of Definition 2.3.2 are
scps with “multiple forced jumps”, or (more precisely) with the possibility
of “landing behind a forced jump” With a forced jump we want to describe
the situation where the probability of having a jump in a given finite time
interval, given the state at the beginning of the interval, is one:
P (Si+1 < t+ s |Ns = i) = 1
for given s, t ∈ R+ and i ∈ N0 with P (Ns = i) > 0, which means (given
Ns = i) the scp is forced to have a jump up to t+ s.
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We start with an example for “multiple forced jumps”, which is also an ex-
ample that the converse of Corollary 2.2.5 is not accurate.
Example 2.3.11 In the situation of Setting 1.3.1, let S1 ∼ Exp(1) and U ∼
U(0, 1) be two independent rvs, and define S2 via
S2 = bS1c+ 1 + U, where btc = max{m ∈ N0 : m ≤ t}, t ∈ R+,
S3 = ∞. Now we have P (S2 < t + s |Ns = 1) = 1 and P (Ns = 1) > 0 for
all s ∈ (0,∞) and all t ∈ [bsc + 2,∞), so that N has a forced jump (and we
call this “multiple” because the forced jump is for each s ∈ N at a “different
location”). This obviously defines a Markovian scp N , but N is not included
in Definition 2.3.2.
An example of “landing behing a forced jump” is the following. Let S1 ∼
Exp(1) and U ∼ U(0; 1) be two independent rvs, and define S2 via
S2 =
{
5 + U, S1 < 5 + U,
∞, S1 ≥ 5 + U,
S3 = ∞. Then, we have a forced jump “before or at time 6”, since P (S2 <
6 |N4 = 1) = 1 (and P (N4 = 1) > 0), but also P (S2 ≥ 6) > 0, and in this
case S2 would “jump behind the forced jump”.
Those scps are not allowed in Definition 2.3.2 by demanding the (ci)i∈N(n) to
be increasing: ci ≤ ci+1 for i, i+ 1 ∈ N(n).
The third class of Markovian scps excluded in our treatment are Markovian
scps with oozing. Oozing corresponds to models of ordered rvs where (each)
with positive probability, given one rv, there can exist an even bigger (but
finite) rv or not. This behaviour is not desirable for our investigation. For
record values (and the Pfeifer model) a corresponding treatment can be found
in Bunge and Nagaraja 1991, where record values from a random number of
underlying rvs are considered. For order statistics with random sample size cf.
Bru¨cks 1993, (especially Korollar 4.11, p. 59, which shows with Corollary 2.2.5
in this work that even the scp corresponding to order statistics from random
sample size is a Markovian scp), and for generalized order statistics with
random sample size (cf. Houben 1998).
Chapter 3
Models of ordered random
variables
In this chapter different models of ordered rvs are introduced, and relations
between these models and Markovian scps are discussed. The models are
(with the exception of record values and generalized order statistics) defined
for possibly discontinuous dfs, but the discussion in this chapter (especially
concerning the relations with pbp(no)) will focus on continuous dfs, whereas
the treatment of models of ordered rvs defined via rvs with possibly discon-
tinuous dfs (and their counterparts in Markovian scps) will be postponed to
Chapter 4.
For a df F , we denote by F : F (t) = 1− F (t), t ∈ R, the survival function.
3.1 Record values and the inhomogeneous
Poisson process
3.1.1 Record values
Record values were introduced by Chandler (1952) as a tool for understanding
record weather conditions. Since then, record values were thoroughly studied
and lots of interesting results were found. A good introduction can be found in
Nevzorov (2001); fine overviews include Arnold et al. (1998), Nagaraja (1988),
and Nevzorov (1987).
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Definition 3.1.1 (cf. Arnold et al. 1998, p. 7-8)
Let (Xi)i∈N be a sequence of iid rvs with continuous df F . The rvs L(1) := 1
and
L(k + 1) = min{j ∈ N : Xj > XL(k)}, k ∈ N,
are called record times, and the random variables (Ri)i∈N with
Ri = XL(i)
are called record values.
Theorem 3.1.2 (cf. e.g. Nagaraja 1988, p. 2225)
In the situation of Definition 3.1.1, (Ri)i∈N form a Markov chain with transi-
tion probabilities
P (Ri+1 > s+ t |Ri = s) = F (s+ t)
F (s)
for all s ∈ R, t ∈ R+ with F (s) < 1.
3.1.2 The inhomogeneous Poisson process
The inhomogeneous Poisson process was already introduced in Defini-
tion 1.3.3. Assume N = (Nt)t∈R+ to be an inhomogeneous Poisson process
with unbounded mvf µ : [0, c) → R+, c ∈ (0,∞]: limt↑c µ(t) = ∞, and jump
times (Si)i∈N, S0 = 0. Now, Corollary 1.3.7 implies that
(µ(Si+1)− µ(Si))i∈N0
are iid rvs, distributed as Exp(1). Let Xi := µ(Si+1)− µ(Si), and apply µ←.
We attain
µ←(µ(Si) +Xi) = µ←(µ(Si+1)) = Si+1 a.s.,
where the last equality follows from the following argument (for notations and
reasoning cf. Subsection A.1):
0 ≤ P (µ←(µ(Si+1)) 6= Si+1) ≤ P (µ(Si+1) ∈ D(µ←)) ,
but since µ(Si+1) ∼ Erlang(i+ 1, 1) is continuously distributed and D(µ←) is
a countable set, the last probability is zero.
Therefore, we have proven the following:
Corollary 3.1.3
In the situation of Setting 1.3.1, let µ : [0, c)→ R+ (c ∈ (0,∞]) be a continuous
and increasing function with limx↑c µ(x) = ∞. The following statements are
equivalent:
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• N is an inhomogeneous Poisson process with mvf µ,
• N is a pbp(no) with n =∞, ci = c and µi = µ, n ∈ N(n).
Furthermore:
Corollary 3.1.4
Given an inhomogeneous Poisson process with unbounded mvf µ : [0, c) →
R+, c ∈ (0,∞], limt↑c µ(t) = ∞, and jump times (Si)i∈N, S0 = 0, the jump
times form a Markov chain (Si)i∈N. For i ∈ N0, s0 = 0, si ∈ [0, c), and
t ∈ [0, c− si), the transition probabilities are given by
P (Si+1 > t+ si |Si = si) = exp(−µ(t+ si))exp(−µ(si)) , i ∈ N0.
Proof. This follows directly from Corollary 3.1.3 and Theorem 2.3.5. 2
There is a second way to see that the inhomogeneous Poisson process with
unbounded mvf is included in pbp(no) (in distribution), and we indulge into
that argument here (although being redundant because of the result above)
because the same reasoning (comparison of transition probabilities) is key in
the analysis of other models of ordered rvs later on.
Let NP = (NPt )t∈R+ be an inhomogeneous Poisson process with unbounded
mvf µ : [0, c) → R+, c ∈ (0,∞]: limt↑c µ(t) = ∞, and jump times (SPi )i∈N,
SP0 = 0.
Stochastic processes with independent increments have the Markov property,
so that (NPt )t∈R+ is a Markovian scp (cf. e.g. Karatzas and Shreve 1988,
5.9, p. 74, or Capasso and Bakstein 2005, Theorem 2.96, p. 74). Therefore,
Theorem 2.2.7 is applicable. Then, for s, t ∈ [0, c):
P
(
SPi+1 > t+ s |SPi = s
)
= P
(
NPt+s −NPs = 0 |NPs = i
)
= e−(µ(t+s)−µ(t)).
Adding a pbp(no) with notation and prerequisites as in Definition 2.3.2, we
have S0 = 1 a.s. and SP0 = 1 a.s.. Furthermore, the transition probabilities
above coincide with the transition probabilities in Theorem 2.3.5 if and only
if n = ∞ and µi ≡ µ for all i ∈ N. This establishes the result since the joint
distribution of the rvs in a Markov chain is determined by the distribution of
the first member of the chain (S0 resp. SP0 ) and the transition probabilities
(cf. e.g. Kallenberg 1997, Proposition 7.2, p. 119). Therefore, this is a second
proof for Corollary 3.1.3: N is a pbp(no) if and only if limt↑c µ(t) =∞.
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3.1.3 Equality in distribution
Corollary 3.1.4 together with Theorem 3.1.2 lead to a new proof of a well-
known result of Gupta and Kirmani 1988:
Corollary 3.1.5
Given a continuous df F with F (0) = 0 and an unbounded continuous mvf
µ with µ(0) = 0, the chain of record values from F (Ri)i∈N and the chain of
jump times of the inhomogeneous Poisson process with mvf µ (Si)i∈N coincide
(in distribution) if and only if
F (t) = exp(−µ(t)), t ∈ R+. (3.1)
Proof. R1 ∼ F and P (S1 ≤ t) = 1 − exp(µ(t))exp(µ(0)) = 1 − exp(µ(t)), therefore the
distribution of R1 and S1 coincides if and only if equation (3.1) is fulfilled.
If (3.1) is fulfilled, then the transition probabilities of both Markov chains
(Theorem 3.1.2 and Corollary 3.1.4, respectively) coincide. This (cf. e.g.
Kallenberg 1997, Proposition 7.2, p. 119) establishes the result. 2
The technique of this new proof demonstrates itself to be flexible enough to
allow different generalizations of this result: discontinuous F (Corollary 4.1.7,
p. 45), record values from rvs where the distribution may change after each
record (Pfeifers Record values; Corollary 3.3.7, p. 40), and the combination of
those (Theorem 4.4.1, p. 50), and this technique is also applied to show other
equalities in distribution of models of ordered rvs and certain pbp(no)s.
3.2 Generalized and m-generalized order
statistics
Generalized order statistics are a concept first introduced by Kamps 1995a,
created to unify the mathematical treatment of a basket of models of rvs,
especially record values, order statistics, k-record values, and progressively
type II censored survival data. Beyond this undisputed structural value of
generalized order statistics, they furthermore model the reliability of certain
r-out-of-n-systems without the (common, but often inadequate) assumption
of independence of the lifetime of the components.
3.2.1 Definition and properties
Because of the strong affiliation between generalized order statistics and order
statistics, as well as because of the application in view of r-out-of-n-systems,
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usually generalized order statistics are introduced only for a given and finite
n ∈ N. Since this work’s emphasis is on the relationship between generalized
(and sequential) order statistics and certain Markovian scps, where the latter
are usually allowed to have infinitely many jumps, we introduce generalized
order statistics as a model of ordered rvswhere the number of rvs may be finite
or infinite which of these are known in advance. For finite n this definition
coincides with the usual definition, of course.
Definition 3.2.1 (cf. Cramer and Kamps 2003)
Let n ∈ N0 ∪ {∞}, γi > 0, i ∈ N(n). Let Bi, i ∈ N(n), be independent,
Beta-distributed rvs with parameters γj and 1, and let F be a continuous df.
The rvs
X
(i)
∗ =
{
F←(1−∏ij=1Bj), i ∈ N(n),
∞, i ∈ N \N(n)
are called generalized order statistics (based on F ).
If γi = γ1 − (m+ 1) · (i− 1) with m ∈ R for all i ∈ N(n), (X(i)∗ )i∈N are called
m-generalized order statistics.
Remark 3.2.2 If n < ∞ in the Definition above, γn is often called k (cf.
e.g. Kamps 1995b, p. 49).
For continuous F , m-generalized order statistics comprise record values and
order statistics, and generalized order statistics comprise progressively type
II censored order statistics, as can be seen in Table 3.1 (F continuous, n ∈
N0 ∪ {∞}, i ∈ N(n), and m ∈ R, cf. Kamps 1995b, p. 59).
generalized order statistics n γi > 0
progressively type II censored n ∈ N γi = N − i+ 1−
∑i−1
j=1Rj ,
order statistics 1 ≤ i < n, γn = Rn + 1
m-generalized order n γi = γ1 − (m+ 1)(i− 1)
statistics, m ≤ −1
m-generalized order n ≤ γ1m+1 γi = γ1 − (m+ 1)(i− 1)
statistics, m > 1
order statistics n ∈ N γi = n− i+ 1
record values n =∞ γi = γ1
Table 3.1: Generalized order statistics comprise other models of ordered ran-
dom variables
F← is strictly increasing if and only if F is continuous. That is why we have
P (X(i)∗ < X
(i+1)
∗ ) = 1 for i, i + 1 ∈ N(n) if and only if F is continuous.
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Allowing F to be discontinuous in Definition 3.2.1 would therefore not lead to
a scp with Si = X
(i)
∗ , i ∈ N in Setting 1.3.1, p. 4.
Theorem 3.2.3 (cf. Kamps 1995b, p. 56)
If F is a continuous df with F (0) = 0 (n ∈ N0 ∪ {∞} and γi > 0, i ∈ N(n)),
the corresponding generalized order statistics (X(i)∗ )i∈N form a Markov chain
with transition probabilities given by (X
(0)
∗ = 0):
P (X(i+1)∗ > s+ t |X(i)∗ = s) =
{(
F (s+t)
F (s)
)γi+1
i+ 1 ∈ N(n),
1 i+ 1 6∈ N(n).
s, t ≥ 0.
Remark 3.2.4 Although Definition 3.2.1 can easily be generalized to possibly
discontinuous dfs (by allowing F to be discontinuous), the previous Theo-
rem 3.2.3 does not hold without the assumption of continuity, since the chain
of ordered rvs is not a Markov chain if F is discontinuous and has at least
three different atoms (cf. Tran 2006, Theorem 2.4.5, p. 42, for discrete gen-
eralized order statistics or Nagaraja 1982 or Arnold et al. 1984 (discrete order
statistics)). This is in contrast to the situation for record values, cf. Corol-
lary 4.1.3.
3.2.2 Pure birth processes with existing operational time
Corollary 3.2.5
Let F be a continuous df with F (0) = 0 and ω(F ) = c ∈ (0,∞], n ∈ N0∪{∞}
and γi > 0, i ∈ N(n), and (X(i)∗ )i∈N the corresponding generalized order
statistics. Let furthermore N = (Nt)t∈R+ be a pbp(no) with n jumps and
state dependent mvfs (µi)i∈N(n) , and denote the jump times by (Si)i∈N.
Then (Si)i∈N and (X
(i)
∗ )i∈N coincide (in distribution) if and only if
µi(t) = −γi lnF (t), t ∈ [0, c).
Proof. Compare the transition probabilities of the Markov chains in Theo-
rem 3.2.3 and Theorem 2.3.5. 2
Remark 3.2.6 The preceding Corollary 3.2.5 and Theorem 2.3.10 imply that
generalized order statistics correspond to pbp(no)s with existing operational
time.
For the case of absolutely continuous F or (equivalently) pure birth processes
with intensities this was already shown in Cramer (2002, Corollary 2.3.4,
p. 23), and noted in Belzunce et al. (2001, 2003).
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3.3 Sequential order statistics and the Pfeifer
Model
3.3.1 Sequential order statistics
The notion of sequential order statistics goes back to Kamps (1995a,b). A new
definition (coinciding if the dfs are continuous) was introduced in Cramer and
Kamps 2003, which inspired the following Definition 3.3.1. We choose to take
a new way to attain that the first rvs do not depend on n, the overall number
of finite rvs in the chain or the number of jumps in the associated counting
process. This is necessary (or at least very helpful) to allow an infinite number
of jumps in the associated counting process (or likewise infinite number of
finite failure times). This manipulation increases the distance to the original
depiction of failure times in a set of a given number of machines or components
(cf. e.g. Kamps 1995a; Cramer and Kamps 2001, 2003), but it brightens
the affiliation to the pure birth process, and the original model is obviously
included by a certain choice of parameters.
Definition 3.3.1
Let n ∈ N0 ∪ {∞} and Gi, i ∈ N(n) be (possibly discontinuous) dfs with
G←i (1) ≤ G←i+1(1), i, i + 1 ∈ N(n), and let X(0)∗ = −∞. Suppose that Ui,
i ∈ N(n) are independent rvs with
Ui ∼ U(0; 1), i ∈ N(n).
Then, the random variables
X
(i)
∗ =
{
G←i (1− UiGi(X(i−1)∗ )) i ∈ N(n),
∞ i ∈ N \N(n),
are called sequential order statistics (based on (Gi)i∈N(n)).
Remark 3.3.2 In the situation of Definition 3.3.1, let n <∞ and choose
Fi(t) = 1− (1−Gi(t))
1
n−i+1 , t ∈ R, i ∈ N(n).
Then Definition 3.3.1 coincides with Definition 2.2, p. 296, in Cramer and
Kamps 2003.
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Proof. For i ∈ N(n), starting with Definition 2.2 in Cramer and Kamps 2003:
X
(i)
∗ = F←i (1− ViF i(X(i−1)∗ ))
= F←i (1− Vi
[(
1−Gi(X(i−1)∗ )
) 1
n−i+1
]
)
= G←i (1−
(
1−
{
1− Vi
[(
1−Gi(X(i−1)∗ )
) 1
n−i+1
]})n−i+1
)
= G←i (1−
(
V n−i+1i
(
1−Gi(X(i−1)∗ )
))
),
where the third equality is due to Lemma A.1.6. Since (Vi)i∈N(n) is a sequence
of independent rvs with Vi ∼ Beta(n − i + 1, 1), i ∈ N(n), (Ui)i∈N(n) with
Ui := V n−i+1i , i ∈ N(n), is a sequence of independent, uniform distributed
rvs, which is Definition 3.3.1. 2
Because of the preceeding Remark 3.3.2 (and its obvious converse), the usual
facts on sequential order statistics remain valid (up to the choice of param-
eters) for the new definition (for n < ∞; for n = ∞, the extension is either
obvious or easy to see by induction).
Theorem 3.3.3 (cf. Kamps 1995b, p. 29)
Sequential order statistics based on (Gi)i∈N(n) (withGi(0) = 0) form a Markov
chain with transition probabilites (X
(0)
∗ = −∞))
P (X(i+1)∗ > t+ s |X(i)∗ = s) =

0, Gi+1(s) = 1, i+ 1 ∈ N(n),
Gi+1(s+t)
Gi+1(s)
, Gi+1(s) < 1, i+ 1 ∈ N(n),
1, i+ 1 ∈ N \N(n),
for s, t ∈ R+.
Proof. Gi+1(s) < 1, i+ 1 ∈ N(n):
P (X(i+1)∗ > t+ s |X(i)∗ = s) = P (G←i+1(1− Ui+1F i+1(s)) > t+ s |X(i)∗ = s)
= P (1− Ui+1Gi+1(s) > Gi+1(t+ s))
= P (Ui+1 <
Gi+1(t+ s)
Gi+1(s)
)
=
Gi+1(t+ s)
Gi+1(s)
,
where the second equality follows from Lemma A.1.3. 2
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Corollary 3.3.4
Let n ∈ N0∪{∞}, (Gi)i∈N(n) be continuous dfs with Gi(0) = 0 and G←i (1) =
ci ∈ (0,∞], ci ≤ ci+1 for i, i + 1 ∈ N(n), and (X(i)∗ )i∈N the corresponding
sequential order statistics. Let, furthermore, N = (Nt)t∈R+ be a pbp(no)
with n jumps and state dependent mvfs (µi)i∈N(n) , and denote the jump
times by (Si)i∈N.
Then (Si)i∈N and (X
(i)
∗ )i∈N coincide (in distribution) if and only if
µi(t) = − lnGi(t), for all t ∈ [0, ci), i ∈ N(n).
Proof. Compare the transition probabilities of the Markov chains in Theo-
rem 3.3.3 and Theorem 2.3.5. 2
3.3.2 The Pfeifer model
Pfeifer introduced in his dissertation (Pfeifer 1979) a model of ordered rvs
closely related to record values (cf. Definition 3.1.1), but with the additional
feature that the distribution in the sequence of independent rvs may change
after each record. Therefore the Pfeifer model is a direct generalization of
record values, and the resulting ordered rvs are often called Pfeifer record
values.
The following definition and theorem are already introduced for rvs with
possibly discontinuous dfs.
Definition 3.3.5 (cf. Pfeifer 1982a, p. 127)
Given a sequence of (possibly discontinuous) dfs (Fi)i∈N, let (Xij)i,j∈N be a
double sequence of independend rvs with Xij ∼ Fi for all j ∈ N and all i ∈ N.
Let ∆1 := 1 and for i ∈ N:
∆i+1 =
{
min{j ∈ N : Xi+1,j > Xi,∆i}, Fi+1(Xi,∆i) < 1,
∞, Fi+1(Xi,∆i) = 1,
and
Ri =
{
Xi,∆i , ∆i <∞,
∞, ∆i =∞.
Then the sequence of ordered rvs (Ri)i∈N is called Pfeifer record values (based
on (Fi)i∈N).
The Pfeifer model is investigated in Pfeifer (1979, 1982a), Pfeifer (1984); a
nice to read overview is given in Arnold et al. (1998, p. 198–202).
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Theorem 3.3.6 (cf. Pfeifer 1982a, Corollary 2.3, p. 129)
In the situation of Definition 3.3.5, (Ri)i∈N form a Markov chain with transi-
tion probabilities
P (Ri+1 > s+ t |Ri = s) =
{
F i+1(s+t)
F i+s(s)
, Fi+1(s) < 1,
1, Fi+1(s) = 1.
For pure birth processes with intensities (corresponding to rvs with density)
the following result was found by Pfeifer (1982b).
Corollary 3.3.7
Let (Ri)i∈N be Pfeifer record values based on (Fi)i∈N with Fi continuous,
i ∈ N. For n ∈ N0 ∪ {∞} given, let N be a pbp(no) with n jumps and state-
dependent mvfs (µi)i∈N(n) , µi : [0, ci)→ R+ continuous and unbounded, with
jump times (Si)i∈N(n) .
Then (Si)i∈N(n) and (Ri)i∈N(n) coincide in distribution if and only if
µi(t) = − lnF i(t) for all t ∈ [0, ci), i ∈ N(n). (3.2)
Proof. Compare the transition probabilities of the Markov chains in The-
orem 3.3.6 and Theorem 2.3.5. Take into account that R1 ∼ F1 and
P (S1 ≤ t) = 1 − exp(µ1(t))exp(µ1(0)) , and therefore S1 ∼ F1 if and only if equation
(3.2) is fulfilled. 2
Corollary 3.3.8 (cf. Kamps 1995b, p. 41/42)
Let (Ri)i∈N be Pfeifer record values based on (Fi)i∈N with Fi continuous,
i ∈ N. Let n ∈ N0 ∪ {∞}, (Gi)i∈N(n) be continuous dfs with Gi(0) = 0
and G←i (1) = ci ∈ (0,∞], ci ≤ ci+1 for i, i + 1 ∈ N(n), and (X(i)∗ )i∈N the
corresponding sequential order statistics.
Then (X(i)∗ )i∈N(n) and (Ri)i∈N(n) coincide in distribution if and only if
Fi(t) = Gi(t) for all t ∈ [0, ci), i ∈ N(n). (3.3)
Proof. Compare the transition probabilities of the Markov chains in The-
orem 3.3.6 and Theorem 3.3.3. Take into account that R1 ∼ F1 and
P (X(1)∗ ≤ t) = 1 − G1(t)G1(0) = G1(t), and therefore S1 ∼ F1 if and only if
equation (3.3) is fulfilled. 2
Chapter 4
Fixed jumps and
discontinuous distribution
functions
4.1 Record values and the Poisson-Bernoulli
process
4.1.1 Record values
Considering record values based on a possibly discontinuous df F , the number
of finite record values max{k ∈ N : L(k) <∞} is infinite almost surely if and
only if the supremum of points of increase of F is not an atom (cf. Shorrock
1972a, p. 219).
In the common definition of record values (cf. e.g. Nevzorov 1987), this
is taken care of implicitly (assuming min ∅ = ∞) whereas Shorrock 1972a
considers P (L(k) =∞) = 0 as necessary for record values to be well defined.
We choose to take care of the possiblity of L(k) = ∞ in a more explicit way
by defining the corresponding record values to take the value ∞ as well.
Definition 4.1.1 (cf. Arnold et al. 1998, p. 7-8)
Let (Xi)i∈N be a sequence of iid random variables with (possibly discontin-
uous) df F . The random variables L(1) := 1 and
L(k + 1) :=
{
min{j ∈ N : Xj > XL(k)}, L(k) <∞, F (XL(k)) < 1,
∞, L(k) =∞ or F (XL(k)) = 1,
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are called record times, and the rvs (Ri)i∈N with
Ri =
{
XL(i), L(i) <∞,
∞, L(i) =∞,
are called record values.
For continuous F this definition coincides (a.s.) with Definition 3.1.1, p. 31.
Lemma 4.1.2 Let (Xi)i∈N iid, X1 ∼ F , where F is an arbitrary df, and
c ∈ R with F (c) < 1. Define
Y := Xiˆ with iˆ = min{i ∈ N |Xi > c}.
Then Y ∼ G with
G(t) =
{
F (t)
F (c)
, t > c,
1, t ≤ c,
t ∈ R.
Proof. t > c :
P (Xiˆ ≤ t) =
∞∑
i=1
P (Xiˆ ≤ t, i = iˆ)
=
∞∑
i=1
P (Xi ≤ t, Xj ≤ c, j = 1, . . . , i− 1, Xi > c)
=
∞∑
i=1
P (c < X1 ≤ t) · P (X1 ≤ c)i−1
= (F (t)− F (c))
∞∑
i=0
F i(c)
=
F (t)− F (c)
1− F (c) .
2
Corollary 4.1.3 (cf. e.g. Nagaraja 1988, p. 2225)
In the situation of Definition 4.1.1, (Ri)i∈N form a Markov chain with transi-
tion probabilities
P (Ri+1 > s+ t |Ri = s) =
{
F (s+t)
F (s)
, F (s) < 1,
1, F (s) = 1,
i ∈ N.
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Proof. That (Ri)i∈N form a Markov chain is obvious in Definiton 4.1.1, and
the structure of the transition probabilities follows from the calculations in
Lemma 4.1.2. 2
4.1.2 Poisson-Bernoulli process
A “classical” inhomogeneous Poisson process N = (Nt)t∈R+ with continuous
mvf µ : [0, c1) → R+, c1 ∈ (0,∞], limt↑c1 µ(t) = ∞, has four important
qualities:
1. N is a scp,
2. E(Nt) = µ(t), t ∈ [0, c1),
3. Nt −Ns ∼ Poisson(µ(t+ s)− µ(s)), 0 ≤ s ≤ t+ s < c1,
4. N has independent increments.
If µ is a discontinuous mvf, 1. and 3. exclude each other. Since this work con-
siders only scps, we drop the third quality as such, and examine the following
definition.
Definition 4.1.4 (cf. Gill 1994, p. 15)
Let µ : C1 → R+ be an increasing and right-continuous function with µ(0) = 0,
where C1 = [0, c1) with c1 ∈ (0,∞] or C1 = [0, c1] with c1 ∈ (0,∞). Consider
the points of discontinuity {sj}j∈T , T ⊂ N, and let
∆µ(s) = µ(s)− µ(s−), s ∈ C1 \ {0}.
Postulate ∆µ(sj) < 1 for all j ∈ T with sj 6= c1, and limt↑c1 µ(t) = ∞ if
C1 = [0, c1) resp. ∆µ(c1) = 1 if C1 = [0, c1].
Define µd : C1 → R+ and µc : C1 → R+ via
µd(t) =
∑
j∈T : sj≤t
∆µ(sj) and µc(t) := µ(t)− µd(t), t ∈ C1.
Now consider a standard Poisson process N s := (N st )t∈R+ with jump times
(Ssi )i∈N, and a sequence (Bj)j∈T of independent rvs, also independent of N
s,
and Bj ∼ bin(1,∆µ(sj)). We call the scp N = (Nt)t∈R+ defined by
Nt =
{
N sµc(t) +
∑
i: si≤tBi, t ∈ C1,
sup{Nt : t ∈ C1}, t ∈ R+ \ C1.
Poisson-Bernoulli process (no oozing) with mvf µ.
44 4.1. RECORD VALUES AND THE POISSON-BERNOULLI PROCESS
Remark 4.1.5
E(Nt) = µc(t) +
∑
j∈T : sj≤t
∆µ(sj) = µ(t), t ∈ C1.
This counting process N has independent increments, therefore it is a Marko-
vian counting process. Furthermore is it a scp, so Theorem 2.2.1 implies that
the jump times (Si)i∈N form a Markov chain. We have for 0 ≤ s ≤ s+ t < c1:
P (Si+1 > s+ t |Si = s)
= P ((µc(s), µc(s+ t)] ∩ {{Ssj}j∈N} = ∅,
∑
j: s<sj≤s+t
Bj = 0 |Si = s)
= P ((µc(s), µc(s+ t)] ∩ {{Ssj}j∈N} = ∅) · P (
∑
j: s<sj≤s+t
Bj = 0)
= P (N sµc(s+t) −N sµc(s) = 0) ·
∏
j: s<sj≤s+t
P (Bj = 0)
= e−(µ
c(s+t)−µc(s)) ·
∏
j: s<sj≤s+t
(1−∆µ(sj)).
The second equality follows because of
{Si = s} ∈ σ({Bi}0<si<s, (N sr)0≤r≤µc(s)),
(µc(s), µc(s+ t)] ∩ {{Ssj}j∈N} ∈ σ((N sr −N sµc(s))µc(s)<r≤µc(s+1)),
the assumed independences and the independent increment property of the
Poisson process.
This proves the following.
Theorem 4.1.6
Let N = (Nt)t∈R+ be a Poisson-Bernoulli process with mvf µ and jump
times (Si)i∈N as in Definition 4.1.4. Then (Si)i∈N form a Markov chain with
transition probabilities (S0 = 0)
P (Si+1 > s+ t |Si = s)
=

0, t+ s 6∈ C1, s < c1,
e−(µ
c(s+t)−µc(s)) ·∏
j∈T,
s<sj≤s+t
(1−∆µ(sj)), t+ s ∈ C1, s < c1,
1, s = c1,
i ∈ N0, s ∈ C1, and t ∈ R+.
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For a continuous mvf µ, Theorem 4.1.6 obviously coincides with Corol-
lary 3.1.4.
This leads to a generalization of a result of Gupta and Kirmani (1988).
Corollary 4.1.7
Record values of a (possibly discontinuous) df F as in Definition 4.1.1 are dis-
tributed equally to the jump times of a Poisson-Bernoulli process (no oozing)
as in Definition 4.1.4 with mvf µ if and only if
F (t) = e−µ
c(t) ·
∏
j∈T,
sj≤t
(1−∆µ(sj)), t ∈ C1. (4.1)
Proof. R1 ∼ F and P (S1 > t) = e−µc(t) ·
∏
j∈T,
sj≤t
(1 − ∆µ(sj)) for t ∈ C1 (cf.
Theorem 4.1.6 for i = 0), therefore the distribution of the first member of the
chains coincides if and only if equation (4.1) is fulfilled. If (4.1) is fulfilled,
then the transition probabilities of both Markov chains (Theorem 4.1.3 resp.
Theorem 4.1.6) coincide. This (cf. e.g. Kallenberg 1997, Proposition 7.2,
p. 119) establishes the result. 2
Remark 4.1.8 The same result (with slightly more restrictive assumptions
— unbounded support and a finite number of atoms in finite intervalls for F )
was already given in Shorrock (1972b), with a more intricate proof and without
reference to the Poisson-Bernoulli process (but it is shown that the resulting
scp has independent increments).
Remark 4.1.9 The right hand side of equation (4.1) is the product-integral
of µ from 0 to t (cf. e.g. Johansen 1986; Gill and Johansen 1990; Gill 1994;
Milbrodt and Helbig 1999).
4.2 Pure birth-Bernoulli process
Similar to the generalization of Poisson processes (continuous and unbounded
mvf µ, Defininition 1.3.3, p. 5) to Poisson-Bernoulli processes (no oozing)
(possibly discontinuous mvf µ, Defininition 4.1.4, p. 43), we will generalize
the pbp(no) to the class of pure birth-Bernoulli processes (no oozing).
46 4.2. PURE BIRTH-BERNOULLI PROCESS
4.2.1 Definition pure birth-Bernoulli process
Definition 4.2.1
Given n ∈ N0 ∪ {∞}, let µi : Ci → R+ be increasing and right-continuous
functions with µi(0) = 0, i ∈ N(n), where Ci = [0, ci) with ci ∈ (0,∞] or
Ci = [0, ci] with ci ∈ (0,∞), i ∈ N(n). Consider the points of discontinuity
{sij}j∈Ti , Ti ⊂ N, of µi, and let
∆µi(s) = µi(s)− µi(s−), s ∈ Ci \ {0}, i ∈ N(n).
Postulate ∆µi(sj) < 1 for all j ∈ Ti with sj 6= ci and limt↑ci µi(t) = ∞ if
Ci = [0, ci) resp. ∆µi(ci) = 1, if Ci = [0, ci].
Define µdi : Ci → R+ and µci : Ci → R+ via
µdi (t) =
∑
j∈Ti : sij≤t
∆µi(s
i
j) and µ
c
i(t) := µi(t)− µdi (t), t ∈ Ci, i ∈ N(n).
Furthermore, let Ci ⊂ Ci+1, i, i+ 1 ∈ N(n).
Now let (Xi)i∈N(n) be a sequence of iid rvs, X1 ∼ Exp(1), and let
(Bij)j∈Ti,i∈N(n) be a double sequence of independent rvs, also independent
of (Xi)i∈N(n) , and B
i
j ∼ bin(1,∆µi(sj)), j ∈ Ti, i ∈ N(n). Let S0 = 0, and
define the chain of jump times (Si)i∈N via
Si = min{Sci , Sdi }, i ∈ N,
where
Sci =
{
(µci)
←(µci(Si−1) +Xi), i ∈ N(n), Si−1 ∈ Ci,
∞, i ∈ N \N(n) or Si−1 6∈ Ci,
i ∈ N,
and
Sdi =
{
min{sij : j ∈ Ti, Bij = 1, sij > Si+1}, i ∈ N(n),
∞, i ∈ N \N(n),
i ∈ N,
where min ∅ =∞.
Then we call the corresponding counting process N = (Nt)t∈R+ ,
Nt =
n∑
i=1
1(0,t](Si), t ∈ R+,
pure birth-Bernoulli process (no oozing) (short: pbBp(no)) with n jumps and
state dependent mvfs (µi)i∈N(n) .
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The “min” in Definition 4.2.1 (Sdi ) is justified, since for i ∈ N(n), all 0 < s <
t < ci, and all k ∈ N:
P
(∣∣{j ∈ Ti : s < Sij ≤ t, Bij = 1}∣∣ ≤ k) ≥ P
 ∑
j∈T (Ti,k,s,t)
Bij = 0

=
∏
j∈T (Ti,k,s,t)
(
1− P (Bij = 1)
)
≥
∏
j∈T (Ti,k,s,t)
e−P (B
i
j=1)
= e−
P
j∈T (Ti,k,s,t) P (B
i
j=1),
with T (Ti, k, s, t) = {j ∈ Ti : j > k, s < sij ≤ t}, and
lim
k→∞
∑
j∈T (Ti,k,s,t)
P (Bij = 1) = 0
since ∑
j∈T (Ti,0,s,t)
P (Bij = 1) =
∑
j∈T (Ti,0,s,t)
∆µi(sj) ≤ µ(t)− µ(s) <∞
is a convergent series.
4.2.2 Properties pure birth-Bernoulli process
Theorem 4.2.2
Let N = (Nt)t∈R+ be a pbBp(no) as in Definition 4.2.1 with jump times
(Si)i∈N. Then (Si)i∈N form a Markov chain with transition probabilites
P (Si+1 > s+ t |Si = s)
=

0, t+s 6∈ Ci+1, s<ci+1, i+1 ∈ N(n)
e−(µ
c
i+1(s+t)−µci+1(s)) ·∏
j∈Ti+1,
s<si+1j ≤s+t
(1−∆µi+1(sij)), t+s ∈ Ci+1, s<ci+1, i+1 ∈ N(n)
1, s=ci+1 or i+1 6∈ N(n).
for all s ∈ Ci and t ∈ R+, i ∈ N.
Proof. That (Si)i∈N form a Markov chain is obvious. Furthermore for t+ s ∈
Ci+1, s < ci+1, i+ 1 ∈ N(n):
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P (Si+1 > t+ s |Si = s)
= P
(µci+1)← (µci+1(s) +Xi+1) > t+ s, ∑
j∈Ti+1,
s<si+1j ≤s+t
Bi+1j = 0 |Si = s

= P
((
µci+1
)← (
µci+1(s) +Xi+1
)
> t+ s
) · P
 ∑
j∈Ti+1,
s<si+1j ≤s+t
Bi+1j = 0

= e−(µ
c
i+1(t+s)−µci+1(s)) ·
∏
j∈Ti+1,
s<si+1j ≤s+t
(
1−∆µi+1(sj)
)
,
where the second equality is valid because of the independence of
(Xi+1, (Bi+1j )j∈Ti+1) and ((Xk)k=1,...,i, (B
k
j )j∈Tk,k=1,...,i), and the third equal-
ity needs the help of Lemma A.1.3. 2
Remark 4.2.3 The transition probabilities in Theorem 4.2.2 are the product-
integrals of µi+1 from s to t, i + 1 ∈ N(n) (cf. e.g. Johansen 1986; Gill and
Johansen 1990; Gill 1994; Milbrodt and Helbig 1999).
Corollary 4.2.4
If N = (Nt)t∈R+ is a pbBp(no) as in Definition 4.1.4 with jump times (Si)i∈N,
then N is a Markovian scp.
Proof. Theorem 4.1.6 shows P (Si+1 > s |Si = s) = 1 for all s ∈ Ci which
proves that N is simple. Furthermore, (Si)i∈N form a Markov chain with
transition probabilities
P (Si+1 > t+ s |Si = s) =
e−µ
c
i+1(t+s) · ∏
j∈Ti+1,
0<si+1j ≤t+s
(
1−∆µi+1(sj)
)
e−µ
c
i+1(s) · ∏
j∈Ti+1,
0<si+1j ≤s
(
1−∆µi+1(sj)
) ,
so that Corollary 2.2.5 is applicable. 2
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4.3 Sequential order statistics: arbitrary dis-
tribution function
The definition of sequential order statistics for possibly discontinuous dfs is
already given in Definition 3.3.1, p. 37, and it is already established that
sequential order statistics as in Definition 3.2.1 form a Markov chain with
transition probabilites given in Theorem 3.2.3, p. 36.
4.3.1 Conditions for inducing a scp
The question whether sequential order statistics based on discontinuous dfs
induce a scp is answered in the following Lemma 4.3.1.
Lemma 4.3.1 In the situation of Definition 3.2.1, the sequential order statis-
tics (X(i)∗ )i∈N fulfill
P (X(i)∗ = X
(i+1)
∗ ) = P (X
(i)
∗ =∞), i ∈ N,
if and only if for all i, i+ 1 ∈ N(n) we have
Gi(G←i (1)−) < Gi(G←i (1)) ⇒ G←i+1(G←i (1)) < 1. (4.2)
Proof. For i 6∈ N(n) as well as i ∈ N(n), i + 1 6∈ N(n) both statements are
obviously true. For i, i + 1 ∈ N(n) we have P (X(i)∗ = ∞) = 0, and the
equivalence of both statements follows from Theorem 3.3.3 in the case of
t = 0:
P
(
X
(i)
∗ = X
(i+1)
∗
)
=1− P
(
X
(i)
∗ < X
(i+1)
∗
)
=1−
∫ ∞
0
P
(
X
(i+1)
∗ > s |X(i)∗ = s
)
dPX
(i)
∗ (s)
=1− P
(
Gi+1(X
(i)
∗ ) < 1
)
,
and P (Gi+1(X
(i)
∗ ) < 1) = 1 is equivalent to equation (4.2).
Taking all i ∈ N together we get the assertion. 2
In the situation of Definition 3.2.1, when equation (4.2) is fulfilled, for all i
with i, i+1 ∈ N(n), we say that the sequence (Gi)i∈N(n) has weakly increasing
support .
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Corollary 4.3.2
Given sequential order statistics (X(i)∗ )i∈N as in Definition 3.2.1 where
(Gi)i∈N(n) has weakly increasing support and Gi(0) = 0, i ∈ N(n), the cor-
responding counting process Nt =
∑n
i=1 1(0,t](X
(i)
∗ ), t ∈ R+, is a Markovian
scp.
Proof. N is simple because of Lemma 4.3.1, the jump times form a Markov
chain because of Theorem 3.3.3, and Corollary 2.2.5 is applicable because of
the structure of the transition probabilities in Theorem 3.3.3. 2
4.3.2 Coincidence with pure birth-Bernoulli processes
Corollary 4.3.3
For mutual n ∈ N0 ∪ {∞}, given sequential order statistics (X(i)∗ )i∈N as in
Definition 3.2.1 where (Gi)i∈N(n) has weakly increasing support and Gi(0) =
0, i ∈ N(n), and a pbBp(no) as in Definition 4.2.1 with jump times (Si)i∈N,
(X(i)∗ )i∈N and (Si)i∈N coincide in distribution if and only if
Gi(t) = e−µ
c
i(t) ·
∏
j∈Ti,
0<sij≤t
(1−∆µi(sj)) (4.3)
for all t ∈ Ci and all i ∈ N(n).
Proof. X(1)∗ and S1 coincide in distribution if and only if equation (4.3) is valid.
If (4.3) is fulfilled, then the transition probabilities of both Markov chains (cf.
Theorem 3.2.3, p. 36 and Theorem 4.1.6, p. 44) coincide. This establishes the
result. 2
4.4 The Pfeifer model: discontinuous distribu-
tion functions
Corollary 4.4.1
For n = ∞ given Pfeifer record values (Ri)i∈N as in Definition 3.3.5, and a
pbBp(no) as in Definition 4.2.1 with jump times (Si)i∈N, (Ri)i∈N and (Si)i∈N
coincide in distribution if and only if
F i(t) = e−µ
c
i(t) ·
∏
j∈Ti,
0<sij≤t
(1−∆µi(sj)) (4.4)
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for all t ∈ Ci and all i ∈ N.
Proof. R1 and S1 coincide in distribution if and only if equation (4.4) is valid.
If (4.4) is fulfilled, then the transition probabilities of both Markov chains (cf.
Theorem 3.3.6, p. 40 and Theorem 4.1.6, p. 44) coincide. This establishes the
result. 2
For n ∈ N (not n = 0), it is also possible to construct Pfeifer record values
coinciding with pbBp(no) as follows. Fi with Fi(0) = 0 as above, 1 ≤ i ≤ n,
and Fi arbitrary with Fi(0) = 1, i > n.
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Chapter 5
Some remarks on
distinguished subclasses
5.1 Mixed Poisson processes
5.1.1 Time-transformed mixed Poisson processes
The most distinguished Markovian scps are undisputedly the (inhomoge-
neous) Poisson process (cf. Definition 1.3.3, p. 5) and the Poisson-Bernoulli
process (cf. Definition 4.1.4, p. 43) because of their independent increments
properties. The corresponding model of ordered rvs is record values (with
continuous df, cf. Definition 3.1.1, p. 31, and possibly discontinuous df, cf.
Definiton 4.1.1, p. 41), as can be seen in Corollary 3.1.5, p. 34, and Corol-
lary 4.1.7, p. 45, respectively.
A bigger class of distinguished Markovian scps are mixed Poisson processes,
or time-transformed mixed Poisson processes since in the literature the former
name is often used for mixed Poisson processes with linear mvf. These are
a generalization of inhomogeneous Poisson processes (with continuous mvf)
by introducing a (possibly) random scale parameter, and the “usual” mvf is
multiplied with this scale parameter before acting “as the usual mvf” in an
inhomogeneous Poisson process.
Definition 5.1.1 (cf. Definition 2.3.1 in Mikosch 2004, p. 72)
Let N s = (N st )t∈R+ be a standard homogeneous Poisson process and µ :
[0, c)→ R+, (c ∈ (0,∞]) be a continuous, increasing, and unbounded function.
Let θ be a random variable with P (θ ∈ (0,∞)) = 1 and let θ and N s be
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independent. Then the process N = (Nt)t∈R+ with
Nt =
{
N sθµ(t) t ∈ [0, c),
∞ t ≥ c,
called mixed Poisson process with time-transformation µ and mixing variable
θ.
Because of the independence of N s and θ, properties of the inhomogeneous
Poisson process can be used after conditioning on θ, for example
P (Ns = i) =
∫
R+
P (N sϑµ(s) = i | θ = ϑ) dP θ(ϑ)
=
∫
R+
P (N sϑµ(s) = i) dP
θ(ϑ)
=
µ(s)i
i!
E
(
e−µ(s)θθi
)
,
because for fixed ϑ (Nϑµ(t))t∈[0,c) is an inhomogeneous Poisson process with
mvf ϑµ(·).
The following Lemma 5.1.2 and Theorem 5.1.3 are provided in order to prove
(directly) that the mixed Poisson process in Definition 5.1.1 is a Markovian
scp. An indirect proof is available in the literature, since (time-tranformed)
mixed Poisson processes have the order statistics property , and scps with this
property are Markovian scps (Kallenberg 1973; Crump 1975; Feigin 1979;
Puri 1982). The succeeding direct proof follows exactly the steps of the corre-
sponding proof in Schmidt (1996), p. 87, but there µ(t) = t, t ∈ R+ is a (here
unwanted) prerequisite.
Lemma 5.1.2 If N is a mixed Poisson process with time-transformation µ
and mixing variable θ, then
P
 m⋂
j=1
{Ntj −Ntj−1 = kj} |Ntm = i
 = i!∏m
j=1 kj !
m∏
j=1
(
µ(tj)− µ(tj−1)
µ(tm)
)kj
for all m ∈ N, t0, t1, . . . , tm ∈ [0, c) such that 0 = t0 < t1 < . . . < tm with
µ(tm) > 0, and for all i ∈ N0 and k1, . . . , km ∈ N0 such that
∑m
j=1 kj = i.
Proof. We have, where N s = (N st )t∈R+ is the underlying standard homoge-
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neous Poisson process,
P
 m⋂
j=1
{Ntj −Ntj−1 = kj} ∩ {Ntm = i}

=P
 m⋂
j=1
{Ntj −Ntj−1 = kj}

=
∫
R+
P
 m⋂
j=1
{Ntj −Ntj−1 = kj} | θ = ϑ
 dP θ(ϑ)
=
∫
R+
P
 m⋂
j=1
{N sϑµ(tj) −N sϑµ(tj−1) = kj} | θ = ϑ
 dP θ(ϑ)
=
∫
R+
P
 m⋂
j=1
{N sϑµ(tj) −N sϑµ(tj−1) = kj}
 dP θ(ϑ)
=
∫
R+
m∏
j=1
e−(µ(tj)−µ(tj−1))ϑ
((µ(tj)− µ(tj−1)ϑ)kj
kj !
dP θ(ϑ)
=
i!∏m
j=1 kj !
m∏
j=1
(
µ(tj)− µ(tj−1)
µ(tm)
)kj
·
∫
R+
e−µ(tm)ϑ
(µ(tm)ϑ)i
i!
dP θ(ϑ),
as well as
P (Ntm = i) =
∫
R+
P
(
N sϑµ(tm) = i | θ = ϑ
)
dP θ(ϑ)
=
∫
R+
e−µ(tm)ϑ
(µ(tm)ϑ)i
i!
dP θ(ϑ),
thus giving the assertion because P (Ntm = i) > 0. 2
Theorem 5.1.3
If N is a mixed Poisson process, then it is a Markovian scp.
Proof. If µ ≡ 0, there is nothing to show. Let µ 6≡ 0, and consider m ∈ N,
t1, . . . , tm+1 ∈ (0, c), and n1, . . . , nm, nm+1 ∈ N0 such that t1 < . . . < tm+1,
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P (Ntm+1 = nm+1) > 0 and
P
 m⋂
j=1
{Ntj = nj}
 > 0.
Let t0 = 0, n0 = 0. Then we have
P
Ntm+1 = nm+1 | m⋂
j=1
{Ntj = nj}
 = P
(⋂m+1
j=1 {Ntj = nj}
)
P
(⋂m
j=1{Ntj = nj}
) ,
and for m˜ ∈ {m,m+ 1}:
P
 m˜⋂
j=1
{Ntj = nj}
 =
= P
 m˜⋂
j=1
{Ntj −Ntj−1 = nj − nj−1}

= P
 m˜⋂
j=1
{Ntj −Ntj−1 = nj − nj−1} |Ntm˜ = nm˜
 · P (Ntm˜ = nm˜)
=
nm˜!∏m˜
j=1(nj − nj−1)!
m˜∏
j=1
(
µ(tj)− µ(tj−1)
µ(tm˜)
)nj−nj−1
· P (Ntm˜ = nm˜),
leading to
P
(⋂m+1
j=1 {Ntj = nj}
)
P
(⋂m
j=1{Ntj = nj}
)
=
(
nm+1
nm
)(
µ(tm)
µ(tm+1)
)nm (µ(tm+1)− µ(tm)
µ(tm+1)
)nm+1−nm P (Ntm+1 = nm+1)
P (Ntm = nm)
.
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But also,
P
(
Ntm+1 = nm+1 |Ntm = nm}
)
=
=
P
(
Ntm+1 = nm+1, Ntm = nm}
)
P (Ntm = nm)
· P
(
Ntm+1 = nm+1
)
P
(
Ntm+1 = nm+1
)
= P
(
Ntm+1 −Ntm = nm+1 − nm |Ntm+1 = nm+1
) · P (Ntm+1 = nm+1)
P (Ntm = nm)
=
(
nm+1
nm
)(
µ(tm)
µ(tm+1)
)nm (µ(tm+1)− µ(tm)
µ(tm)
)nm+1−nm P (Ntm+1 = nm+1)
P (Ntm = nm)
.
We have established the result because the last two expressions coincide. 2
Theorem 5.1.4
In the situation of Definition 5.1.1, let (Si)i∈N be the jump times corresponding
to N . Then (Si)i∈N form a Markov chain with transition probabilities
P (Si+1 > s+ t |Si = s) = Ee
−µ(t+s)θθi
Ee−µ(s)θθi
for s ∈ [0, c), t ∈ [0, c− s) and i ∈ N0 with µ(s) > 0 or i = 0.
Proof. Since N is a Markovian scp (Theorem 5.1.3), the chain of jump times
forms a Markov chain (Theorem 2.2.1, p. 16). For µ(s) > 0, we have P (Ns =
i) > 0 and P (Nt+s = i) > 0 for all i ∈ N0, and with the help of Theorem 2.2.7
for the first equality:
P (Si+1 > t+ s |Si = s)
=P (Nt+s = i |Ns = i)
=P (Ns = i |Nt+s = i)P (Nt+s = i)
P (Ns = i)
=P (Nt+s −Ns = 0 |Nt+s = i)
∫
R+ e
−µ(t+s)ϑ (µ(t+s)ϑ)i
i! dP
θ(ϑ)∫
R+ e
−µ(s)ϑ (µ(s)ϑ)i
i! dP
θ(ϑ)
=
i!
i!
(
µ(s)
µ(s+ t)
)i(
µ(t+ s)− µ(s)
µ(t+ s)
)0(
µ(t+ s)
µ(s)
)i
Ee−µ(s+t)θθi
Ee−µ(s)θθi
=
Ee−µ(s+t)θθi
Ee−µ(s)θθi
,
where the fourth equality follows from Lemma 5.1.2. 2
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Corollary 5.1.5
A mixed Poisson process with mvf µ : [0, c) → R+ and mixing variable θ
coincides in distribution with a pbp(no) with n = ∞ and state-dependent
mvfs
µi(t) = − ln Ee
−µ(t)θθi
Eθi
,
i ∈ N and t ∈ [0, c).
Proof. Both form a Markov chain with coinciding transition probabilities (The-
orem 5.1.4 and Theorem 2.3.5, p. 25), which proves the assertion. 2
Theorem 5.1.6
Let N = (Nt)t∈R+ be a mixed Poisson process with mixing variable θ and
time-transformation µ : [0, c) → R+. Then there exists an operational time
for N if there exist α, β > 0 with
θ ∼ Gamma(α, β) or θ = α
β
[P ]
In the case θ ∼ Gamma(α, β), N is a pbp(no) with state-dependent mvfs
µi(t) = −(i+ β + 1) ln α
α+ µ(t)
, i ∈ N, t ∈ [0, c),
and the case θ = αβ P -almost surely, N is an inhomogeneous Poisson process
with mvf µ˜ : [0, c)→ R+, µ˜(t) = αβµ(t), t ∈ [0, c).
Proof. If θ ∼ Gamma(α, β), we have for i ∈ N and t ∈ R+:
Ee−θtθi =
∫ ∞
0
xe−xtxi
αβ
Γ(β)
xβ−1e−αx dx
=
αβ
Γ(β)
Γ(i+ 1 + β)
(t+ α)i+β+1
∫ ∞
0
(t+ α)i+β+1
Γ(i+ 1 + β)
xi+1+β−1e−(t+α)x dx
=
αβ
Γ(β)
Γ(i+ 1 + β)
(t+ α)i+β+1
=
αβ
(t+ α)i+β+1
i∏
j=0
(β + j),
where the third equality is valid because (t+α)
i+β+1
Γ(i+1+β) x
i+1+β−1e−(t+α)x1(0,∞) is
the Lebesgue-density function of a Gamma(t + α, i + β + 1)-distributed rv,
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and the fourth equality follows from Γ(t+ 1) = t · Γ(t) for t ∈ R+. This leads
to
µi(t) = − ln
αβ
(µ(t)+α)i+β+1
∏i
j=0(β + j)
αβ
αi+β+1
∏i
j=0(β + j)
= − ln α
i+β+1
(µ(t) + α)i+β+1
= −(i+ β + 1) ln α
µ(t) + α
.
For θ = αβ P -almost surely, we directly obtain
µi(t) = − ln
e−µ(t)
α
β
(
α
β
)i
(
α
β
)i = αβ µ(t).
Both expressions have the form required in Theorem 2.3.10, p. 28. 2
Mixed Poisson processes with mixing variable θ ∼ Γ(α, β) correspond to m-
generalized order statistics with m < −1, and m = −1 corresponds to a
degenerate mixing variable θ = αβ [P ].
More precisely:
Corollary 5.1.7
Let N = (Nt)t∈R+ be a mixed Poisson process with time-transformation µ
and mixing variable θ ∼ Gamma(α, β), and denote the corresponding jump
times with (Si)i∈N, and let (X
(i)
∗ )i∈N be generalized order statistics based on
F , n =∞, and (γi)i∈N. Then (Si)i∈N and (X(i)∗ )i∈N coincide (in distribution)
if and only if there exists a δ > 0 with γi = δ(i + β + 1) for all i ∈ N, and
(F (t))δ = αµ(t)+α for all t ∈ [0, c). In this case, (X(i)∗ )i∈N are m-generalized
order statistics with γ1 = δ(β + 2) and m = −1− δ.
Proof. Compare the transition probabilities in Theorem 5.1.4 and Theo-
rem 3.2.3, p. 36. 2
5.1.2 Po´lya-Lundberg process
The Po´lya-Lundberg process can also be found under the name Po´lya process1
and with different, but equivalent (cf. e.g. Schmidt 1996), definitions. This
1cf. e.g. Lundberg 1964 or Rolski et al. 1998, p. 361
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Markovian scp has different distinguishing qualities (cf. e.g. Niese 2006). To
reuse the results from the mixed Poisson process, we take the point of view of
the Po´lya-Lundberg process as a mixed Poisson process with especially chosen
mixing variable θ:
Definition 5.1.8 (cf. Schmidt 1996, p. 93)
The counting process N = (Nt)t∈R+ is a Po´lya-Lundberg process with pa-
rameters α and γ if it is a mixed Poisson process with time-transformation
µ(t) = t, t ∈ R+, and mixing variable θ ∼ Gamma(α, γ).
Corollary 5.1.9
The Po´lya-Lundberg process corresponds to m-generalized order statistics
with parameters γ1 = 1 + 1γ and m = −1 − 1γ , based on the distribution
function
F (t) =
{
αγ
(t+α)γ t ≥ 0,
0 t < 0
which is a Pareto distribution of the second kind Pareto(II)(α, γ) (also known
as Lomax distribution).
Proof. This follows directly from Theorem 5.1.7 and Definition 5.1.8. 2
5.2 Increasing, constant, decreasing γi
In m-generalized order statistics, it is often necessary to distinguish the cases
m < −1, m = −1, m > −1. Since m-generalized order statistics are general-
ized order statistics where the spacings between the parameters are constant
(γi+1 − γi = m + 1), those are a special case of generalized order statistics
where the difference between the cases γi+1 < γi, γi+1 = γi, γi+1 > γi might
be interesting. Examples for the different behavior depending on whether
m < −1, m = −1, m > −1 can e.g. be seen in the extreme value theory of
(m-)generalized order statistics (cf. e.g. Nasri-Roudsari 1999; Nasri-Roudsari
and Cramer 1999; Barakat 2007).
Remember that the associated scp for generalized order statistics based on
n ∈ N ∪ {∞}, (continuous) df F with F (0) = 0, and (γi)i∈N(n) is a pbp(no)
with n jumps and state dependent mvfs
µi(t) = γi lnF (t), t ∈ [0, F←(1)), i ∈ N(n).
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5.2.1 Contagion
First of all (and easy to show), the relative sizes of the (γi)i∈N(n) have a direct
impact on contagion:
Definition 5.2.1 (cf. Schmidt 1996, p. 82)
Let N = (Nt)t∈R+ be a Markovian scp. If for all i ∈ N0 and s ∈ R+ with
P (Ns = i) > 0 and P (Ns = i+ 1) > 0 there exists a t ∈ R+ with
• P (Ns+t > i |Ns = i) < P (Ns+t > i+1 |Ns = i+1), then N has positive
contagion,
• P (Ns+t > i |Ns = i) > P (Ns+t > i+1 |Ns = i+1), then N has negative
contagion.
Obviously, the inhomogeneous Poisson process has neither positive nor nega-
tive contagion.
Theorem 5.2.2
Given a pbp(no) with n ∈ N ∪ {∞} jumps and state-dependend mvfs
(µi)i∈N(n) , µi(t) = κiµ(t), i ∈ N(n) (there exists an operational time), then
• if n =∞ and κi < κi+1 for all i ∈ N, we have positive contagion,
• if κi > κi+1 for all i ∈ N(n), we have negative contagion.
Proof. For i, i+ 1 ∈ N(n) and s, t+ s ∈ [0, c), we have
P (Ns+t = i |Ns = i) = P (Si+1 ≤ t+ s |Si = s)
= 1− exp(−(µi+1(t+ s)− µi+1(s)))
= 1− exp(−κi+1(µ(t+ s)− µ(s))),
where since µ(s) <∞ there exists a t ∈ R+ with µ(t+s)−µ(s) > 0 (since µ is
unbounded). Therefore, P (Ns+t > i |Ns = i) < P (Ns+t > i + 1 |Ns = i+ 1)
for n = ∞, i ∈ N and κi < κi+1. For κi > κi+1 for all i, i + 1 ∈ N(n) we get
P (Ns+t > i |Ns = i) > P (Ns+t > i + 1 |Ns = i + 1) for all i, i + 1 ∈ N(n)
since for n <∞
1− exp(−κn(µ(t+ s)− µ(s))) > 0 = P (Ns+t > n |Ns = n).
2
Corollary 5.2.3
If n ∈ N∩{∞} and (X(i)∗ )i∈N are generalized order statistics based on (γi)i∈N
and continuous df F with F (0) = 0, the associated scp has
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• positive contagion, if n =∞ and γi < γi+1, i ∈ N, and
• negative contagion, if γi > γi+1, i ∈ N(n).
Proof. This is Theorem 5.2.2 with Theorem 3.2.5. 2
5.2.2 Over-dispersion and under-dispersion
A scp N = (Nt)t∈R+ has the property of over-dispersion, if E(Nt) ≤ Var(Nt)
for all t ∈ R+. It has the property of under-dispersion if E(Nt) ≥ Var(Nt) for
all t ∈ R+.
Dispersion plays a role e.g. in the insurance context (cf. e.g. Mikosch 2004,
p. 74, Rolski et al. 1998, p. 111, or Embrechts et al. 1997).
Faddy (1994) conjectured and Ball (1995) (under the restriction E(Nt) <∞)
and Aihua (1996) (without restriction) independently proved the following
result:
Theorem 5.2.4
Given a homogeneous pure birth process N = (Nt)t∈R+ with rates (λi)i∈N,
λi ∈ R+, we have the following:
• if λi ≤ λi+1 for all i ∈ N, E(Nt) ≤ Var(Nt) (over-dispersion),
• if λi ≥ λi+1 for all i ∈ N, E(Nt) ≥ Var(Nt) (under-dispersion).
Theorem 5.2.5
Given a pbp(no) with n = ∞ jumps and state-dependend mvfs (µi)i∈N,
µi(t) = κiµ(t), i ∈ N (there exists an operational time), then
• if κi ≤ κi+1 for all i ∈ N, we have over-dispersion,
• if κi ≥ κi+1 for all i ∈ N, we have under-dispersion.
Proof. Nh = (Nht )t∈R+ with N
h
t = Nµ←(t), t ∈ R+, is a homogeneous pure
birth process with rates (κi)i∈N, and since µ(µ←(t)) = t, t ∈ R+, we have
Nt = Nhµ(t), t ∈ R+.
Therefore, if κi ≤ κi+1, i ∈ N, we have for t ∈ R+
E(Nt) = E(Nhµ(t)) ≤ VarNhµ(t) = VarNt,
and, if κi ≤ κi+1, i ∈ N, for t ∈ R+,
E(Nt) = E(Nhµ(t)) ≥ VarNhµ(t) = VarNt,
each using Theorem 5.2.4. 2
CHAPTER 5. SOME REMARKS ON DISTINGUISHED SUBCLASSES 63
Corollary 5.2.6
If n = ∞ and (X(i)∗ )i∈N are generalized order statistics based on (γi)i∈N and
continuous df F with F (0) = 0, the associated scp has over-dispersion if
γi ≤ γi+1, i ∈ N, and under-dispersion if γi ≥ γi+1, i ∈ N.
Proof. This is Theorem 5.2.5 with Theorem 3.2.5. 2
5.3 Subclasses and their counterparts
For the subclasses record values (Corollary 3.1.5, p. 34, Corollary 4.1.7, p. 45),
generalized order statistics (Corollary 3.2.5, p. 36), the Poisson process (Corol-
lary 3.1.5, p. 34), and the Po´lya-Lundberg process (Subsection 5.1.2) the corre-
sponding subclasses in the pbp(no)-worlds and the world of models of ordered
rvs were already identified.
5.3.1 Order statistics
Order statistics based on a df F and sample size n ∈ N coincide with general-
ized order statistics based on n, F and γi = n−i+1, i ∈ N(n) (cf. e.g. Kamps
1995b, p. 59). Therefore, if F is continuous with F (0) = 0, order statistics
coincide (in distribution) with the jump times of a pbp(no) with n jumps and
state-dependent mvfs
µi(t) = −(n− i+ 1) lnF (t), t ∈ [0, F←(1)), i ∈ N(n).
5.3.2 Progressively Type II censored order statistics
Progressively Type II censored order statistics (for a description and moti-
vation refer to Balakrishnan and Aggarwala (2000) or Beutner (2007)) based
on a continuous df F , total of independent units before the first censor-
ing N , prefixed number of failures to be observed n, and censoring scheme
(Ri)i∈N(n) , coincide with generalized order statistics based on n, F and
γi = N − i + 1 −
∑i−1
j=1Rj , i = 1, . . . , n − 1, γn = Rn + 1, (cf. e.g. Kamps
1995b, p. 59). Therefore, if F is continuous with F (0) = 0, progressively Type
II censored order statistics coincide (in distribution) with the jump times of
a pbp(no) with n jumps and state-dependent mvfs
µi(t) = −
n∑
j=i
(Rj + 1) lnF (t), t ∈ [0, F←(1)).
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5.3.3 The contagion model
Bu¨hlmann (2006, p. 52) introduces a class of homogeneous pure birth pro-
cesses called the contagion model . The scp in the contagion model has state-
dependent mvfs
µi(t) = (a+ b(i− 1))t, t ∈ R+.
Distinguish the cases
b = 0 without contagion,
b < 0 negative contagion,
b > 0 positive contagion.
These scps correspond to m-generalized order statistics based on an expo-
nential distribution function: F (t) = 1 − e−αt with m = −1 − bα , therefore
m < −1 for positive contagion, m = −1 for the case without contagion, and
m > −1 for negative contagion.
5.3.4 Linear birth process or Yule process
A special case of the contagious process is the linear birth process or Yule
process (cf. e.g. Resnick 1992, p. 370), which is a scp with state-dependent
mvfs
µi(t) = ibt, t ∈ R+.
Obviously, this is a process in the contagion model with a = b, and since
ib has to be nonnegative, only positive contagion is allowed. Therefore, the
corresponding generalized order statistics are m-generalized order statistics
with an exponential distribution function: F (t) = 1− e−αt with m = −1− bα ,
b > 0, that means m < −1.
Chapter 6
Outlook
The analysis thoroghly conducted for simple Markovian counting processes in
this work might be extendable to counting processes, not necessarily simple.
If (Ti)i∈N is an increasing, but not necessarily strictly increasing point process
(P (Ti ≤ Ti+1) = 1, i ∈ N) with associated counting process N = (Nt)t∈R+ ,
Nt =
∞∑
i=1
1[0,t](Ti), t ∈ R+,
then there exists an unique strictly increasing point process (Si)i∈N with
∞∑
i=1
1[0,t](Ti) =
∞∑
i=1
NSi1[Si,Si+1), t ∈ R+.
Then, (S,N) = (Si, NSi)i∈N form a discrete time (R+ × N-valued) stochastic
process (for a simple counting process: (S,N) = (Si, i)i∈N, deterministic in
the second component).
For many models of ordered random variables (weak record values, jumps of
a Poisson process with discontinuous mean value function, generalized order
statistics) (S,N) is a Markov chain and it can be worked with just like the
Markov chains in this work.
In what situation N is a Markov process or if that implies that (S,N) is a
Markov chain is not resolved yet.
A suggesting tool to tackle these questions (and the distributions of the models
to be analysed with them) are product-integrals, which already have showed
up in this work (cf. Remark 4.1.9, p. 45).
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Appendix A
Miscellaneous Definitions
and Results
A.1 Generalized Inverses and Quantiles
Definition A.1.1 (cf. Definition 2.12 in McNeil et al. 2005, p. 39)
Given some increasing function T : [0, c) → R+, c ∈ (0,∞], with T (0) = 0,
and let
b := sup{T (x) : x ∈ [0, c)} ∈ (0,∞].
For b <∞, let R = [0, b], and for b =∞, let R = R+.
Then the generalized inverse of T , T← : R→ R+, is defined by
T←(y) := inf {x ∈ [0, c) : T (x) ≥ y} for y ∈ (0, b),
and T←(0) := limh↓0 T←(h) ∈ [0,∞]. If b <∞, let, furthermore,
T←(b) := lim
h↓0
T←(b− h) ∈ [0,∞].
Given some df F with F (0) = 0, the generalized inverse F← : [0, 1] → R+ is
called the quantile function of F .
The following Lemma A.1.2 leads to a simple transfer of well-known properties
for quantile functions to generalized inverses.
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Lemma A.1.2 In the situation of Definition A.1.1, let T additionally be
right-continuous. Define F : R→ [0; 1] via
F (t) =

0 t ≤ 0,
1− e−T (t) t ∈ (0, c),
1 t ≥ c,
t ∈ R
if b =∞, and via
F (t) =

0 t ≤ 0,
1−e−T (t)
1−e−b t ∈ (0, c),
1 t ≥ c,
t ∈ R
if b <∞.
Then F is a df with F (0) = 0, and
T←(y) = F←(1− e−y), y ∈ R+
if b =∞, and
T←(y) = F←(
1− e−y
1− e−b ), y ∈ R+
if b <∞.
Proof. The fact that F is a df is obvious. Let y ∈ (0, b), and read e−b = 0 for
b =∞:
F←(
1− e−y
1− e−b ) = inf
{
x ∈ R+ : F (x) ≥ 1− e
−y
1− e−b
}
= inf
{
x ∈ R+ : 1− e
−T (x)
1− e−b ≥
1− e−y
1− e−b
}
= inf {x ∈ R+ : T (x) ≥ y}
= T←(y).
2
Lemma A.1.3 (cf. Witting 1985, Hilfssatz 1.17, p. 20) In the situa-
tion of Definition A.1.1, we have for all x ∈ [0, c) and y ∈ R:
1. T (x) ≥ y ⇔ x ≥ T←(y),
2. T (x−) ≤ y ⇔ x ≤ T←(y+),
APPENDIX A. MISCELLANEOUS DEFINITIONS AND RESULTS 69
3. T (T←(y)−) ≤ y ≤ T (T←(y)),
4. T←(T (x)) ≤ x ≤ T←(T (x)+).
Especially point 3. shows that T (T←(y)) = y for y ∈ R if T is additionally
continuous.
Lemma A.1.4 Let c ∈ (0,∞], f, g : [0, c)→ R+ be continuous and increasing
functions with f(0) = g(0) = 0 and limx↑c g(x) =∞.
If f(g←(y)) = y for all y ∈ R+, then f(x) = g(x) for all x ∈ [0, c).
Proof. For x ∈ [0, c) we have
g(x) = f(g←(g(x))︸ ︷︷ ︸
≤x
) ≤ f(x),
and with arbitrary ε > 0:
g(x) + ε = f(g←(g(x) + ε)︸ ︷︷ ︸
≥x
) ≥ f(x)
which leads to g(x) ≥ f(x) since ε > 0 is arbitrary. 2
Points of discontinuity of T and T← are closely related to points of no increase
of T← and T , respectively.
For a real and increasing function f : [0, a) → B ⊆ R, a ∈ (0,∞], define the
points of discontinuity as
D(f) = {x ∈ [0, a) : f(x−) < f(x+)} , (f(0−) := f(0)),
and the points of no increase as
K(f) = {y ∈ B : ∃x1, x2 ∈ [0, a), x1 6= x2 : f(x1) = y = f(x2)} .
Lemma A.1.5 (cf. Witting 1985, Hilfssatz 1.18, p. 21) In the situa-
tion of Definition A.1.1:
1. y ∈ (0, b) is a point of discontinuity for T← if and only if there exists
a h > 0 with T (x) = T ((x + h)−) = y. The maximal h is given by
h = T←(x)− T←(x−). In short:
y ∈ D(T←) ⇔ y ∈ K(T ).
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2. x ∈ (0, c) is a point of discontinuity for T , if and only if there exists a
h > 0 with T←((y − h)+) = T←(y) = x. The maximal h is given by
h = T (x)− T (x−). In short:
x ∈ D(T ) ⇔ x ∈ K(T←).
Lemma A.1.6 In the situation of Definition A.1.1, let h : R+ → R+ be
continuous, strictly increasing and unbounded with h(0) = 0. Then h ◦ T :
[0, c)→ R+ fulfills the requirements of Definition A.1.1, and we have
(h ◦ T )←(y) = T←(h−1(y)) for all y ∈ R+.
Proof.
(h ◦ T )← = inf{x ∈ [0, c) : h(T (x)) ≥ y}
= inf{x ∈ [0, c) : T (x) ≥ h−1(y)}
= T←(h−1(y)).
2
A.2 Conditional expectation and conditional
probability
Let (Ω,A, P ) be a probability space.
Theorem A.2.1
Let X : (Ω,A) → (R+,B+) and C ⊂ A be a sub-σ-algebra of C. Then there
exists a random variable X0 : (Ω, C)→ (R+,B+) with∫
C
X0 dP =
∫
C
X dP for all C ∈ C.
Furthermore, X0 is unique P -almost everywhere.
For a proof cf. e.g. Billingsley (1995, p. 445).
Definition A.2.2
In the situation of Theorem A.2.1, we write
E[X | C] = X0
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and call E[X | C] conditional expectation (of X with respect to C). If I is an
index set and Yi : (Ω,A) → (R+,B+), i ∈ I, we write E[X |Yi, i ∈ I] for
E[X |σ(Yi, i ∈ I)], where σ(·) denotes the generated σ-algebra.
For A ∈ A we write
P (A | C) = E[1A | C]
and call P (A | C) conditional probability (of A with respect to C).
Lemma A.2.3 Let (Ω′,A′) be a measurable space, Y : Ω → Ω′, and Z :
Ω′ → R be functions. Then Z is σ(Y )-measurable if and only if there exists a
g : (Ω′,A′)→ (B,R) with Z = g ◦ Y .
For a proof cf. e.g. Dudley (2002, Theorem 4.2.8, p. 128).
Theorem A.2.4
Let X : (Ω,A)→ (R+,B+) and Y : (Ω,A)→ (Ω′,A′).
• For g : (Ω′,A′)→ (R+,B+) with
E[X |Y ] = g(Y ) [P ],
(existing because of Lemma A.2.3). Then: g is PY -almost everywhere
unique, and we have∫
A′
g dPY =
∫
Y −1(A′)
dP for all A′ ∈ A′. (A.1)
• If g fulfills equation (A.1), we have E[X |Y ] = g(Y ) P -almost every-
where.
For a proof cf. e.g. Shiryaev (1996, p. 221).
Definition A.2.5
In the situation of Theorem A.2.4, we call g(y) for y ∈ Ω′ the conditional
expectation of X given Y = y, and write E[X |Y = y] = g(y). If X = 1A
with A ∈ A, we call g(y) for y ∈ Ω′ the conditional probability of A given
Y = y, and write P (A |Y = y) = g(y).
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A.3 A theorem for Markovian scps
A.3.1 The restriction of A to C and the restriction of P
to C
Let (Ω,A, P ) be a probability space, C a sub-σ-algebra of A, ∅ 6= C ∈ A, and
denote for E ⊂ A with σΩ(E) the generated σ-algebra of E in Ω (that is, the
smallest σ-algebra in Ω containing E .
Define C ∩ C = {A ∩ C : A ∈ C} and call C ∩ C the restriction of C to C.
Furthermore, define PC : A ∩ C → [0, 1] via PC(A) = P (A), A ∈ A ∩ C, and
call PC the restriction of P to C.
Then, the following statements are true:
• A ∩ C is a σ-algebra, PC is a finite measure, and (C,A ∩ C,PC) is a
measurable space.
• If C = σΩ(E), we have C ∩ C = σC(EC), where EC = {E ∩ C : E ∈ E}.
• If f is a nonnegative measurable function and C 6= Ω, we have∫
f dP =
∫
f dPC +
∫
f dPC{
where C{ = Ω \ C.
Lemma A.3.1 Let A ∈ A, C ⊂ A be a sub-σ-algebra of A, and ∅ 6= C ∈ C be
given. Define f : Ω→ [0; 1] via
f(ω) =
{
PC(A ∩ C | C ∩ C), ω ∈ C,
0, ω ∈ Ω \ C.
Then
f = P (A ∩ C | C) [P ].
Proof. For C = Ω there is nothing to show. Therefore, assume C 6= Ω. f
is σΩ(C ∩ C)-measurable, and, since C ∈ E , σΩ(C ∩ C) ⊂ C, so that f is
C-measurable. Furthermore∫
f dP =
∫
1CPC(A ∩ C | C ∩ C) dP
=
∫
PC(A ∩ C | C ∩ C) dPC +
∫
0 dPC{
=
∫
1A∩C dPC
= P (A ∩ C),
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proving the assertion. 2
Corollary A.3.2
For A ∈ A and C1, C2 ⊂ A sub-σ-algebras of A, C ∈ C1 ∩ C2, with
C1 ∩ C = C2 ∩ C,
we have
P (A ∩ C | C1) = P (A ∩ C | C2) [P ].
Proof. For C = ∅ there is nothing to show. For C 6= ∅, apply Lemma A.3.1. 2
A.3.2 Application of the restriction in our setting
With R = {(sj)j∈N : sj ∈ (0,∞] with sj < sj+1 or sj =∞}, let S = (Sj)j∈N :
Ω→ R be a rv, and for t ∈ R+ define nt : R→ N0 ∪ {∞} via
nt((sj)j∈N) =
∞∑
j=1
1[0,t](sj), (sj)j∈N ∈ R.
Then we call S an increasing point process and N = (Nt)t∈R+ = (nt(S))t∈R+
the associated simple counting process.
We arrange the abridgment Ωsi = {Ns = i} = {Si ≤ s < Si+1} for i ∈ N0 and
s ∈ R+.
Lemma A.3.3 Let i ∈ N0 and s ∈ R+ be given. If Ωsi 6= ∅, then
σΩ(Nt, 0 ≤ t ≤ s) ∩ Ωsi = σΩ(S1, . . . , Si) ∩ Ωsi .
Proof. With
EsN = {{Nt ≤ j} : j ∈ N0, t ∈ [0, s]}
and
EsS = {{Sj ≤ t} : j = 1, . . . , i, t ∈ R+}
we have σΩ(EsN ) = σΩ(Nt, 0 ≤ t ≤ s) and σΩ(EsS) = σΩ(S1, . . . , Si), and with
EsN ∩ Ωsi = {{Nt ≤ j} ∩ {Ns = i} : j ∈ N0, t ∈ [0, s]}
and
EsS ∩ Ωsi = {{Sj ≤ t} ∩ {Si ≤ s < Si+1} : j = 1, . . . , i, t ∈ R+}
∪ {{Si+1 > s} ∩ {Si ≤ s < Si+1}}
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we have σΩ(EsN ∩ Ωsi ) = σ(Nt, 0 ≤ t ≤ s) ∩ Ωsi and
σΩ(EsS ∩ {Si ≤ s < Si+1}) = σΩ(S1, . . . , Si) ∩ {Si ≤ s < Si+1}.
But for j ≥ i, since t ≤ s, {Nt ≤ j} ⊂ {Nt ≤ i} ⊂ {Ns ≤ i} ⊂ {Ns = i}, we
have
EsN ∩ Ωsi = {{Nt ≤ j} ∩ {Ns = i} : j = 1, . . . , i, t ∈ [0, s]}
= {{Sj+1 > t} ∩ {Si ≤ s < Si+1} : j = 1, . . . , i, t ∈ [0, s]} .
For j = i: {Sj+1 > t} ∩ {Si ≤ s < Si+1} = {Si ≤ s < Si+1}, and
EsN ∩ Ωsi ⊂ σΩsi (EsS ∩ Ωsi ) = σΩ(S1, . . . , Si) ∩ Ωsi ,
which gives
σΩ(Nt, 0 ≤ t ≤ s) ∩ Ωsi ⊂ σΩ(S1, . . . , Si) ∩ Ωsi .
For the second inclusion, since for t > s:
{Sj ≤ t} ∩ {Si ≤ s < Si+1} = {Si ≤ s < Si+1},
we have
EsS ∩ Ωsi = {{Sj ≤ t} ∩ {Si ≤ s < Si+1} : j = 1, . . . , i, t ∈ [0, s]}
= {{Nt ≥ j} ∩ {Ns = i} : j = 1, . . . , i, t ∈ [0, s]}
⊂ σΩsi (EsN ∩ Ωsi ),
what proves the assertion. 2
Corollary A.3.4
Let A ∈ A and i ∈ N0, s ∈ R+ be given. Then
P (A ∩ Ωsi |S1, . . . , Si) = P (A ∩ Ωsi |Nt, 0 ≤ t ≤ s) [P ].
Proof. This is Lemma A.3.3 with Corollary A.3.2. 2
A.3.3 The theorem
Theorem A.3.5
If (Nt)t∈R+ is a Markovian scp, for i ∈ N, s ∈ R+, and
A ∈ σΩ(Sj , j > i) ∩ σΩ(Nt, t > s),
we have
P (A ∩ Ωsi |Ns) = P (A ∩ Ωsi |Si) [P ].
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Proof.
P (A ∩ Ωsi |Ns) = P (A ∩ Ωsi |Nt, 0 ≤ t ≤ s)
= P (A ∩ Ωsi |Sj , j = 1, . . . , i)
= P (A ∩ Ωsi |Si)
where the first equality is valid since N is a Markovian scp, the second equality
is Corollary A.3.4, and the third equality is the Markov property for (Sj)j∈N,
following from Theorem 2.2.1. 2
Corollary A.3.6
In the situation of Theorem A.3.5, we have
P (A ∩ Ωsi |Ns) = P (A ∩ Ωsi |Ns, Si) = P (A ∩ Ωsi |Si) [P ].
Proof. P (A ∩ Ωsi |Si) is σΩ(Si, Ns)-measurable, and for
E = {Ns = j, j ∈ N0, Si ≤ q, q ∈ R+} ⊂ A
we have σΩ(E) = σΩ(Si, Ns). For E ∈ E , there exist a j ∈ N0 and a q ∈ R+
with E = [Ns = j] ∩ [Si ≤ q]. Then,∫
1EP (A ∩ Ωsi |Si) dP =
∫
1EP (A ∩ Ωsi |Ns) dP
=
∫
1[Si≤q]P (A ∩ Ωsi ∩ Ωsj |Ns) dP.
For j = i, this leads to∫
1EP (A ∩ Ωsi |Si) dP =
∫
1[Si≤q]P (A ∩ Ωsi |Ns) dP
=
∫
1[Si≤q]P (A ∩ Ωsi |Si) dP
=
∫
P (A ∩ Ωsi ∩ [Si ≤ q]|Si) dP
= P (A ∩ Ωsi ∩ [Si ≤ q]),
and for j 6= i, this leads to∫
1EP (A ∩ Ωsi ∩ Ωsj |Si) dP =
∫
1EP (∅ |Si) dP
= 0
= P (A ∩ Ωsi ∩ Ωsj ∩ [Si ≤ q]).
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This concludes the proof. 2
Lemma A.3.7 In the situation of Theorem A.3.5, we have
1[0,s](q)1{i}(j)P (A |Ns = j) = P (A ∩ Ωsi |Si = q, Ns = j)
for P (Si,Ns)-almost all (q, j) ∈ R+ × N0.
Proof. Let f(q, j) = 1[0,s](q)1{i}(j)P (A ∩ Ωsi |Ns = j). Then f(Si, Ns) is
σΩ(Si, Ns)-measurable, and for C ∈ σΩ(Si, Ns):∫
1Cf(Si, Ns) dP
=
∫
1C(ω)1[0,s](Si(ω))1{i}(Ns(ω))P (A |Ns = Ns(ω)) dP (ω)
=
∫
1C1[Si≤s]1ΩsiP (A |Ns) dP
=
∫
1C1[Si≤s]P (A ∩ Ωsi |Ns) dP
=
∫
1C1[Si≤s]P (A ∩ Ωsi |Ns, Si) dP
=
∫
P (A ∩ Ωsi ∩ C |Ns, Si) dP
= P (A ∩ Ωsi ∩ C)
where the fourth equality is Corollary A.3.6. 2
Lemma A.3.8 In the situation of Theorem A.3.5, we have
1{i}(j)P (A |Si = q) = P (A ∩ Ωsi |Si = q, Ns = j)
for P (Si,Ns)-almost all (q, j) ∈ R+ × N0.
Proof. Let f(q, j) = 1{i}(j)P (A |Si = q). Then f(Si, Ns) is σΩ(Si, Ns)-
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measurable, and for C ∈ σΩ(Si, Ns):∫
1Cf(Si, Ns) dP =
∫
1C(ω)1{i}(Ns(ω))P (A |Si = Si(ω)) dP (ω)
=
∫
1C1Ωsi
P (A |Si) dP
=
∫
1CP (A ∩ Ωsi |Si) dP
=
∫
1CP (A ∩ Ωsi |Si, Ns) dP
=
∫
P (A ∩ Ωsi ∩ C |Si, Ns) dP
= P (A ∩ Ωsi ∩ C)
where the fourth equality is Corollary A.3.6. 2
Corollary A.3.91 is the mathematical way of describing the following intuition:
Corollary A.3.9
If (Nt)t∈R+ is a Markovian scp, i ∈ N, then we have for PSi-almost all s ∈ R+
with P (Ns = i) > 0 and A ∈ σΩ(Sj , j > i) ∩ σΩ(Nt, t > s):
P (A |Ns = i) = P (A |Si = s) .
Proof. This is Lemma A.3.7 and Lemma A.3.8. 2
A.4 Probability distributions
Subsequently, some probability distributions (and elementary properties) are
introduced which are considered in this work.
Uniform distribution
For a, b ∈ R with a < b, the rv X is said to have a uniform distribution on
[a, b] (in short: X ∼ U(a, b)) if its Lebesgue density function is given by
fX(x) =
1
b− a1[a,b](x), x ∈ R.
1The same result is published by Todorovic (1976, 1985) (without proof).
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Beta and power-function distribution
For α, β ∈ (0,∞) the rv X is said to have a Beta distribution with parameters
(α, β) (in short: X ∼ Beta(α, β)) if its Lebesgue density function is given by
fX(x) =
1
B(α, β)
xα−1(1− x)β−11[0;1](x), x ∈ R,
where B(·, ·) is the Beta function with
B(α, β) =
∫ 1
0
tα−1(1− t)β−1 dt.
X has a power-function distribution with parameter α if X ∼ Beta(α, 1).
If X ∼ Beta(α, 1), and Y = Xα, then Y ∼ U[0; 1].
Exponential distribution
For λ ∈ (0,∞), the rv X is said to have an exponential distribution with
parameter λ (in short: X ∼ Exp(λ)) if its Lebesgue density function is given
by
fX(x) = λe−λx1(0,∞)(x), x ∈ R.
Gamma distribution
For α, β ∈ (0,∞), the rv X is said to have an Gamma distribution with
parameters α, β (in short: X ∼ Gamma(α, β)) if its Lebesgue density function
is given by
fX(x) =
αβ
Γ(β)
xβ−1e−αx1(0,∞)(x), x ∈ R
where Γ(·) is the Gamma function with
Γ(β) =
∫ ∞
0
tβ−1e−t dt.
Obviously, X has a exponential distribution if β = 1.
X has a Erlang distribution with parameters n ∈ N and λ ∈ (0,∞) (in short:
X ∼ Erlang(n, λ)) if X ∼ Gamma(λ, n).
X ∼ Erlang(n, λ) ⇔ there exist Yi, i = 1, . . . , n, iid with Y1 ∼ Exp(λ) and
X =
∑n
i=1 Yi.
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Pareto distribution of the second kind or Lomax distribution
For C, a ∈ (0,∞), the rv X is said to have a Pareto distribution of the
second kind or Lomax distribution with parameters (C, a) (in short: X ∼
Pareto(II)(C, a)) if its Lebesgue density function is given by
fX(x) =
aCa
(x+ c)a+1
1(0,∞)(x), x ∈ R.
Binomial distribution
For n ∈ N and p ∈ [0; 1], the rv X is said to have a binomial distribution with
parameters (n, p) (in short: X ∼ bin(n, p)) if
P (X = k) =
(
n
k
)
pk(1− p)n−k, k = 0, . . . , n.
X has a Bernoulli distribution with parameter p if X ∼ bin(1, p).
Poisson distribution
For λ ∈ [0,∞), the rv X is said to have a Poisson distribution with parameter
λ (in short: X ∼ Poisson(λ)) if
P (X = k) =
λk
k!
e−λ, k ∈ N.
λ = 0 is included with P (X = 0) = 1.
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A.5 Notations and abbreviations
A ∩A restriction of the σ-algebra A to A: {A ∩ C : C ∈ A}
N, N0 {1, 2, 3, . . . }, N ∪ {0}
N(n) {k ∈ N : k ≤ n}, n ∈ N0 ∪ {∞}, cf. p. 23
R real numbers
R R ∪ {−∞,∞}
(a, b) {x ∈ R | a < x < b}, a, b ∈ R
(a, b] {x ∈ R | a < x ≤ b}, a, b ∈ R
[a, b) {x ∈ R | a ≤ x < b}, a, b ∈ R
[a, b] {x ∈ R | a ≤ x ≤ b}, a, b ∈ R
R+, R+ [0,∞), R+ ∪ {∞}
Rn n-dimensional Euclidean space
Rn≥ {(x1, . . . , xn) ∈ Rn |x1 ≤ · · · ≤ xn}
B, B, B+, B+, Bn the Borel-σ-field for R, R, R+, R+, Rn
1A : R→ {0; 1} 1A(x) = 1 if x ∈ A and 0 otherwise, A ⊂ R, x ∈ R
|A| number of elements in A, |N| = |R| =∞
≡ identically equal, coinciding everywhere
d= equal in distribution
f(t+) f(t+) = limh→0,h>0 f(t+ h)
f(t−) f(t−) = limh→0,h>0 f(t− h)
f : (S,S)→ (T, T ) f is a (S/T )-measurable function from S to T
F survival function, F (t) = 1− F (t), t ∈ R
·← generalized inverse, p. 67
iid independent and identical distributed
limx↑c f(x) limit over (xn)n∈N with xn → c and xn < c, n ∈ N
limx↓0 f(x) limit over (xn)n∈N with xn → 0 and xn > 0, n ∈ N
mvf mean value function
p. page or pages
pbBp(no) pure birth-Bernoulli process (no oozing), p. 46
pbp(no) pure birth process (no oozing), p. 24
rv random variable
resp. respectively
scp simple point process, p. 4
d⊂ subset in distribution
σ(X) the smallest σ-algebra, so that X is measurable
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