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Abstract
Next-generation sequencing (NGS) technologies have put within our reach
several biological inquiries. In this thesis, we exploited NGS data to address
questions related to how cell’s genetic and epigenetic makeups give rise to
phenotypic traits and regulatory processes.
We started analyzing the relationship between genetic information and
phenotype. On one hand, we used DNA-seq to compare the genomes of
two behaviorally dissimilar Apis mellifera subspecies: Africanized honey-
bee (AHB) and European honeybee (EHB). Both types of bees are physi-
cally alike, but AHB show more intense and prolonged aggressive behavior
when potential threats are detected nearby the colony. To determine the
most divergent genes and promoters between AHB and EHB, we used fixed
and polymorphic sites as a metric for between and within subspecies diver-
sity, respectively. The most divergent genes and promoters were enriched on
functions related to mitochondrial metabolism, and several promoters were
directly linked to genes involved in synaptic processes. Whereas mitochon-
drial metabolism has been previously associated with behavioral traits, the
presence of divergent mutations on the regulatory region of genes related to
synaptic functions is coherent with the hypothesis that changes in mood are
triggered by cognitive processes. On the other hand, we looked at transcrip-
tion factor binding differences among paternal and maternal alleles of two
human cell lines. For this, we created a computational tool, perEditor, that
build personalized genomes based on known genetics differences between the
human reference genome (hg18) and each cell lines. Using publicly available
ChIP-seq data for the transcription factor NFκB, we found that the used of
personalized genomes significantly affect the inferences of binding affinities.
What is more, the mapping efficiency was significantly improved by the used
of personalized genomes compared to the reference genome. Together, these
findings substantiate the use of comparative genomics among (1) sub-species
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and (2) alleles to pinpoint genetic drivers of phenotypic diversity.
Then, we moved to study the relationship between the epigenome, partic-
ularly histone post-translation modifications (PTM), and regulation of func-
tional genomic elements. Histone marks control much of the workings of the
genome. However, it remains unclear how different histone PTM combine
within individual nucleosomes to encode regulatory information. Regular
protocols of chromatin immunoprecipitation followed by sequencing (ChIP-
seq) produce fragment sizes that can be several times the length of the DNA
needed to wrap a single nucleosome, making them unsuitable to unambigu-
ously trace histone PTM to individual nucleosomes. Alternative ChIP-seq
protocols employing enzymatic digestion of DNA can overcome this limita-
tion by producing mono-nucleosomal footprints of histone PTM. Still, care
has to be taken to avoid co-founding effects stemming from the relation
between nucleosomes co-localization levels and nucleosomal enrichment of
histone marks. Here, we devised computational and statistical methods to
exploit the power of enzymatic digestion of DNA coupled with ChIP-seq to
generate genome-wide maps of histone marks at single-nucleosome resolu-
tion. In particular, we analyzed MNChIP-seq (short for MNase digestion of
DNA coupled with ChIP-seq) libraries of H3K4me3, H3K27Ac, H3K9me3,
and H3K27me3 on mouse embryonic stem cells. We started by asking what
are the genome coordinates of each nucleosome in the mouse genome. To gain
sensitivity, we combined all four MNChIP-seq libraries with publicly avail-
able MNase-seq data. Based on this strategy we pinpointed the positions of
10,292,808 nucleosomes. That is, one of the most comprehensive nucleosomal
maps of the mouse genome, corresponding to 84% of the expected number
of nucleosomes in the mouse genome. We computed the likelihood of a nu-
cleosome of being marked by a histone mark as the quantile of its counts of
MNChIP-seq fragments over the set of nucleosomes with the same number of
MNase-seq fragments. Using as a lower-threshold the 95% quantile, we found
579 004, 591 998, 574 062, and 884 727 nucleosomes marked by H3K4me3,
H3K27Ac, H3K27me3, and H3K9me3, respectively. Interestingly, 12,700 of
these nucleosomes were not overlapped by any MNase-seq fragment but were
discovered only in virtue of the reads coming from any of the four MNChIP-
seq libraries, suggesting that they were not present or located elsewhere at
the time of the MNase-seq sampling.
Then, we asked what is the relation between the combinatorial patterns
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of histone marks within individual nucleosomes and various functional ge-
nomic elements. We found that a significant number of nucleosomes were
marked by two or more of histone marks. Nucleosomes marked simultane-
ously by H3K4me3 and H3K27me3 were prevalent among bivalent domains
compared to the genomic background. Nucleosomes immediately after the
transcription start site of genes, or intron-exon junctions of alternatively
splicing exons were significantly enriched by histone PTM compared to up-
stream and downstream nucleosomes, suggesting a position-specific effect in
the encoding of regulatory information. Nucleosomes having the repressive
marks H3K27me3 and H3K9me3 were enriched at the transcription starting
site of highly active genes only if they were also co-localized with the acti-
vating mark H3K27Ac. Inclusion of alternatively spliced exons on the final
mRNA was correlated with nucleosomes marked by H3K4me3, H3K27Ac, or
H3K27me3, but was largely unaffected by nucleosomes marked by H3K9me3.
Together, these findings put forward the idea that combinatorial patterns of
histone PTM within individual nucleosomes are fundamental units of regu-
latory information.
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Chapter 1
Introduction
The body of a newborn mammal is a feat of genome’s capacity to regulate
and control cellular physiology. Neonates are equipped with fully functional
respiratory, circulatory, and digestive systems. Although immature, their
brains are already tunned for survival, having behavioral traits like crying
for attention or sucking for feeding being hard wired at their neural net-
works. Still, all this complexity starts from a single cell, the zygote, which in
the case of humans contains only 725 megabytes of information in its DNA
(considering 2 bit to encode any of 4 bases in a 2.9 mega bases genome), the
equivalent of a compact disc. How can so much complexity stem from so
little data?
In part, the answer lies in the fact that the genome is not merely a
blueprint of body parts, but also a set of rules. At first, some of these
rules are implemented as gene and metabolic regulatory networks comput-
ing the zygote response to environmental queues, but, as the zygote prolif-
erates, new rules unfold from cell-to-cell interactions, accruing complexity
from each step of the developmental program. However, the amount of infor-
mation needed to build and maintain an organism lies beyond the genome.
The proteins forming the scaffold of the DNA –the histones– and the nu-
cleotides of the DNA themselves can be biochemically modified to store
extra layers of information collectively called the epigenome. Ultimately,
the genome and epigenome working concurrently are what provides cells’
full power. To understand the inter-dependency of genetic and epigenetic
processes is a daunting task, but this has not deterred ongoing research ef-
forts. However, concessions had to be made. The present work focused in
genome/epigenome-related questions within our reach thanks to Sanger and
next-generation sequencing (NGS) technologies. Hand in hand with DNA
and chromatin immunoprecipitation followed by sequencing (ChIP-seq), we
specifically addressed the relation between phenotypic traits and regulation
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of functional genomic elements, on one hand, and genetic sequence and epi-
genetic landscape, on the other.
We started in Chapter 2 studying the genetic roots of phenotypic diver-
sity. We took a two ways approach. First, two subspecies of Apis mellifera,
Africanized honeybee (AHB) and European honeybees (EHB), where used
a model of study. Despite being physically alike, these sub-species have
marked aggressive responses to potential treats. This is likely the result of
adaptations to divergent environmental forces which became encoded genet-
ically [71]. Alaux et al. [2] have proposed changes on gene expression as a
mechanism of genetic assimilation, but the fast changes in aggressive behav-
ior showed by AHB and EHB occurs in times scales smaller than the ones
generated by any transcription-based mechanism. Thus, we advanced the
hypothesized that fast turnovers in mood are triggered by fast neurological
processes. We explored this hypothesis by studying the biological functions
of the most divergent genes and promoters between both bees. Second, we
explored the phenotypic diversity associated with sequence differences in pa-
ternal and maternal alleles on diploid organisms. Typically, theses differences
are completely ignored when mapping NGS reads against a standard refer-
ence genome, which may lead us astray when interpreting the mapped data
[43] as polymorphic sites are likely to contribute to functional variation. For
this, we developed a computational tool, perEditor, to create personalized
genomes reflecting the allele-specific information of two human cell lines and
used publicly available ChIP-seq data to measured transcription factor bind-
ing affinity differences among paternal/maternal alleles and the standard
reference genome.
Much of the genome’s regulatory information is encoded into histone
post-translational modifications (PTM). This knowledge largely sprang from
genome-wide surveys of histone marks. However, it is still not clear how
different histone marks are distributed among individual nucleosomes. Chro-
matin immunoprecipitation followed by sequencing (ChIP-seq) typically re-
lies on sonication to digest the DNA, resulting on fragments too large ( 100-
300 b [21]) to be traced to individual nucleosomes. This limitation can be
avoided by the use of enzymes (such as MNase or λ-exonuclease) to digest
the DNA which can produce read lengths on the scale of the DNA length
needed to wrap a single nucleosome [53, 3]. Thus, in Chapter 3 we studied
if the used of ChIP-seq coupled with enzymatic digestion of DNA can pro-
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duce maps of histone post-translational modifications at single nucleosome
resolution. We took over this challenge and created a set of computational
tools that uses as input MNase-seq and enzyme-based ChIP-seq protocols to
output genome-wide maps of histone marks at single-nucleosome resolution.
It has been proposed that two or more histone marks combined within
individual nucleosomes can be recognize by multimeric complexes [70]. As
such, the next step in this thesis was to used the results of the forgoing chap-
ter to study, in Chapter 4, how different combinatorial patterns of histone
marks within individual nucleosomes correlates with the output of various
functional genomic elements. We looked into nucleosomes located at biva-
lent domains, transcriptions starting sites, and alternatively spliced-exons
as these are elements where differences in the epigenetic signatures between
adjacent nucleosomes may be significant.
Finally, in Chapter 5 we present our conclusions of the combined results
of all previous three Chapters.
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Chapter 2
Identifying the genetic roots of
phenotypic diversity among
subspecies and alleles
2.1 Introduction
Using Sanger sequencing –the first generation of sequencing technologies– the
whole genome of several species has been assembled, providing a wealth of in-
formation for comparative and evolutionary genomics [46]. Next-generation
sequencing (NGS) technologies —also known as second generation sequenc-
ing technologies– further improved the scope of genomics by making feasible
the sequencing of individual genomes. By moving from species to individ-
uals, NGS have been instrumental in the study of genetic markers associ-
ated with phenotypic trait differences across members of a single species [1].
However, there is a trade-off. NGS produces reads lengths (usually 35-200 b
[35, 21]) shorter than Sanger sequencing, making difficult de novo assembly of
genomes [35]. In practice, NGS reads are mapped against reference genomes.
However, reference genomes are based on a limited number of samples [54],
and, therefore, unable to represent the full range of genetic diversity of a
specie. As a result, mismatches between reads and reference are unavoid-
able. It is a common practice to accept an arbitrary number of mismatches
per read (typically two), but this strategy still obscures some genomic anal-
yses. This is the case of comparisons among members of a species, where the
alignment process is bias, favoring the samples better resembling the sources
of the reference genome. It is also the case in studies of diversity among pa-
ternal and maternal alleles, were mapping reads against a reference genome
completely ignores diploid information. Nevertheless, these limitations are
surmountable bioinformatically. Here, we developed computational methods
and tools to, using NGS data, study of (1) phenotypic diversity among sub-
species, (2) and transcription factor binding differences among the maternal
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and paternal alleles of diploid organisms.
2.2 Genetic roots of the aggressive behavior
disparities between Africanized and
European honeybees
We started by looking at the phenotypic diversity among two subspecies of
Apis mellifera, Africanized honeybee (AHB) and European honeybee (EHB),
which offer an excellent model of study. Despite being physically alike, AHB
and EHB show dramatic differences on their behavior. When disturbances
are detected nearby the colony, guard bees warn the rest of the colony by
releasing alarm pheromones. The colony respond aggressively against the
source of agitation, with AHB showing stinging behavior for longer periods
of time and at higher frequencies than EHB. According to Waddington’s ge-
netic assimilation principle [71], AHB and EHB phenotypic differences may
be the result of adaptations to divergent environmental forces which became
encoded genetically. Alaux et al. [2] explored changes on gene expression
as a mechanism of genetic assimilation, finding support for this hypothesis
while studying the gene expression changes of honeybee that reacted aggres-
sively when exposed to alarm pheromones. However, although honeybees
aggressive behavior can be sustained for long periods of time, it arises from
a background state of calm in timescales smaller than the ones generated
by any transcription-based mechanism [2, 65]. Gene expression changes are
likely to explain the assimilation of intensity of hostile behavior, but not the
process that triggers aggressive arousal. Consequently, we hypothesize that
genetic assimilation of fast behavioral turnovers is encoded through evolu-
tionary processes affecting protein coding genes and gene regulatory networks
related to fast brain-related processes. To test our hypothesis, we asked if
the most genetically divergent promoters and genes between AHB and EHB
are tailored to neurological processes. For this, we benefited from the AHB
and EHB DNA-seq data generated by Gene Robinson’s Lab (see Methods).
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2.2.1 Genetic differences between and within
Africanized and European honeybees
First, we asked what are the genetic differences between AHB and EHB. We
measured their genetic diversity based on single nucleotide polymorphisms
(SNPs). After mapping the reads (see Methods 2.5.1), we used GATK [16] to
call SNPs, discarding those with qualities below 25. The SNPs that passed
this filter were categorized into polymorphic and fixed sites, corresponding
to heterozygous and homozygous SNPs respectively. We did this distinction
since polymorphic and fixed sites provide different information, the former
provides a measure for within subspecies genetic variance whereas the sec-
ond a measure for between subspecies genetic variance [44]. Considering
AHB and EHB together, we found a total of 1,023,913 and 653,611 polymor-
phic and fixed sites, respectively. In both cases, AHB had the biggest portion
of polymorphic and fixed sites (Figure 2.1.a, and 2.1.c). This was expected
since the reference genome (amel 4.5) is mainly European in composition.
Interestingly, most of EHB’s fixed sites were shared with AHB (Figure2.1.c).
After we discarded the shared fixed sites, the actual number of genetic dif-
ferences between AHB and EHB was reduced to 427,431. There were also
shared polymorphic sites (Figure 2.1.a). However, as polymorphic sites rep-
resent genetic diversity within each bee subspecies they were preserved.
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Figure 2.1: Number of polymorphic (a and b) and fixed (c and d) sites per
chromosome. Mitochondrial chromosome (M), which is overshadowed by
the others sequences, has a length of 16,343 bases. The mutations in the
mitochondrial chromosome are distributed for poymorphic mutations as : 2
in AHB, 0 in EHB, and 0 shared. And, for fixed mutations: 157 in AHB,
0 in EHB, and 2 shared. The length of chromosome Un is the sum of all
unplaced sequences.
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Except for unplaced sequences (where, due to its enrichment of repetitive
DNA sequences, most of its aligned read had low mapping qualities and,
therefore, were not used by GATK to call SNPs), the number of fixed and
polymorphic sites were proportional to chromosomal lengths (Figure 2.1.b
and 2.1.d). Also, the number of polymorphic (Figure 2.2.a and 2.2.b) and
fixed sites per gene (Figure 2.2.c) were linearly correlated with gene length.
Figure 2.2: Linear correlations between gene lengths and number of muta-
tions: (a) polymorphic sites from AHB, (b) polymorphic sites from EHB,
and (c) fixed mutations from both AHB and EHB (with shared mutations
excluded).
2.2.2 Divergent promoters and genes between
Africanized and European honeybees
To determine the most divergent promoters and genes between AHB and
EHB, we assumed that phenotypic traits differences stem from genetic ele-
ments that are homogeneous within each subspecies but heterogeneous be-
tween them. Accordingly, we looked for promoters and genes meeting two
conditions. First, they must be depleted of polymorphic sites in both AHB
and EHB. Second, they must be enriched on fixed sites between AHB and
EHB. These two conditions were implemented using the evidence of linear
correlation between gene length and number of polymorphic (Figure 2.1.a and
2.1.b) and fixed (Figure 2.1.c) sites. For the first condition, we estimated for
each subspecies the specific number of polymorphic sites (number of poly-
morphisms over gene length) due to genetic drift as the slope of the linear
correlation between number of polymorphic sites and gene length (Figures
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2.1.a and 2.1.b for AHB and EHB, respectively). Genes with a specific num-
ber of polymorphic sites below these thresholds were considered conserved.
For the second condition, we used the same logic. That is, we computed the
slope of the linear correlation between fixed sites and gene length of both
AHB and EHB (Figure 2.1.c). But this time, this slope (Figure 2.1.c) was
used as the lowest threshold to consider a gene divergent between AHB and
EHB. See Figure 2.3 for a graphic representation of this procedure.
Figure 2.3: Steps to determine divergent promoters and genes. While enrich-
ment of fixed sites was used as a measure of genetic heterogeneity between
AHB and EHB (a), depletion of polymorphic sites was used as a measure
of genetic homogeneity within each bee subspecies (b). A linear regression
between gene length and number of fixed/polymorphic sites was used to
determine whether genes and promoters were enriched or depleted of poly-
morphic/fixed sites. For fixed sites, promoters and genes over the regression
line were considered as enriched (c). Conversely, for polymorphic sites, pro-
moters and genes under the linear regression on AHB (d) and EHB (e) were
considered as depleted. Finally, we call promoter and genes as divergent be-
tween AHB and EHB if they were depleted of polymorphic sites but enriched
of fixed sites (f).
More formally, for a gene g, the indicator variable I(g) is equal to 1 if
the gene in question is a driver of phenotypic differences between AHB and
EHB, or 0 otherwise. Mathematically:
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I(g) =
1 , A(g)/L(g) < α and E(g)/L(g) <  and F (g)/L(g) > σ0 , otherwise (2.1)
where A(g) and E(g) are the number of polymorphic sites for a gene g
on AHB and EHB, respectively. Likewise, F (g) is the number of fixed sites
on gene g. α, β are the specific number of poylmorphic sites per gene length
on AHB and EHB whereas σ is the specific number of fixed sites per gene
length. Their values were inferred from Figure 2.1, namely: α = 0.004100,
 = 0.003589, and σ = 0.002401.
Out of a total of 11,163 genes (background), 678 genes resulted in values
I(g) equal to one (Table 2.1). We called this set of genes the gene body
list since all computations were done counting polymorphic and fixed sites in
genes’ bodies (based on NCBI gff3 files for amel 4.5). To investigate genetic
divergences contributing to aggression assimilation from the gene regulatory
perspective, we repeated the same procedure on promoter regions (defined
as the 2000bp upstream of each gene’s TSS). This new set, called promoter
list, resulted in 781 genes out of the same background (Table 2.1).
table1
Page 1
List Genes
Submitted Found in DAVID
Background 11163 8133
Gene body 678 421
Promoter 781 501
Table 2.1: Number of genes in the lists submitted to DAVID for GO enrich-
ment analysis.
2.2.3 Functions of the divergent genes and promoters
Once determined the candidates genes and promoter regions behind pheno-
typic differences between AHB and EHB, we analyzed the biological func-
tions enriched in each set by submitting gene body and promoter lists to
DAVID [15] to perform gene ontology (GO) enrichment analysis. Promoter
and gene body lists resulted in outstanding enrichments (p-values < 0.05) of
mitochondrial metabolism as reflected by the terms from the biological pro-
cesses (Figure 2.4.a and 2.4.d) molecular function (Figure 2.4.b and 2.4.e)
perspectives. This was expected given the high proportion of fixed sites
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found on mitochondrial chromosome (Figure 2.1). However, there were non-
mitochondrial-specific terms particular on each list.
Figure 2.4: GO terms for gene bodies, and promoters.
From the biological process standpoint, the terms exclusive of the pro-
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moter list were: metabolic process, cellular process, and cellular metabolic
process (Figure 2.4.a). All of these terms emerged from a combination of
mitochondrial and cytosolic enzymes (Table 2.2). All the cytosolic enzymes
were also shared by the term catalytic activity which was particular of the
promoter list when we analyze it from the molecular function context (Figure
2.4.b). Besides biological process and molecular function, we also analyzed
the functional differences between AHB and EHB from a metabolic pathway
angle. This time, the output were phosphatidylinositol signaling system,
and inositol phosphate metabolism (Figure 2.4.c). No equivalent terms were
found on the gene body list.
table2
Page 1
Gene name
G
O
:0055114
G
O
:0050136
G
O
:0045333
G
O
:0044237
G
O
:0022904
G
O
:0022900
G
O
:0016655
G
O
:0016651
G
O
:0016491
G
O
:0015980
G
O
:0009987
G
O
:0008152
G
O
:0006119
G
O
:0006091
G
O
:0003954
G
O
:0003824
am
e04070
am
e00562
406083 *
406106 *
406114 alpha-amylase * *
406141 * * * *
408363 * * * *
408577 *
408730 similar to CG9784-PA * *
408809 *
409736 *
410183 * *
411257 * *
411830 venom acid phosphatase *
544670 elongation factor 1-alpha * * * *
551726 * *
724991 * *
807690 * * * * * * * * * * * *
807691 * * * * * * * * * * * *
807692 * * * * * * * * * * * *
807693 Cytochrome b * * * * * * * * * * *
807694 * * * * * * * * * * * *
807695 * * * * * * * * * *
807696 * * * * *
807697 * * * * * * * * * * * *
807698 * * * * * * * * * * * * * * * *
807699 * * * * *
807700 * * * * * * * * * * *
807702 * * * * * * * * * * * * * * * *
Entrez ID
tachykinin-related peptide
protein kinase C
phospholipase A2
adenylate cyclase 3
similar to Phosphatidylinositol 3-kinase regulatory 
subunit alpha (PI3-kinase p85-subunit alpha) (PtdIns-3-
kinase p85-alpha) (PI3K)
similar to DiacylGlycerol Kinase family member (dgk-1)
similar to CG17896-PB, isoform B
similar to phosphatidylinositol-3-
phosphate/phosphatidylinositol 5-kinase, type III isoform 
2
alpha-glucosidase
similar to inositol 1,3,4-triphosphate 5/6 kinase
similar to PIP5K59B CG3682-PB, isoform B
Cytochrome c oxidase subunit 3
NADH-ubiquinone oxidoreductase chain 3
NADH-ubiquinone oxidoreductase chain 1
NADH-ubiquinone oxidoreductase chain 4L
Cytochrome c oxidase subunit 1
ATP synthase subunit a
NADH-ubiquinone oxidoreductase chain 6
NADH-ubiquinone oxidoreductase chain 5
ATP synthase protein 8
Cytochrome c oxidase subunit 2
NADH-ubiquinone oxidoreductase chain 4
Table 2.2: Source genes of the promoter GO terms.
On the gene body list, the terms exclusive from the biological processes
perspective (Figure 2.4d) were: transport, establishment of localization, lo-
calization, phosphorylation, and ATP synthesis coupled electron transport.
All these terms stemmed from mitochondrial genes (Table 2.3), but trans-
port, establishment of localization, and localization were also tailored to
non-mitochondrion genes (Table 2.3). Particularly interesting were the three
terms associated with transport and localization (transport, establishment
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of localization, localization). It turned out that all of them were linked to
one set of 11 non-mitochondrial genes (Table 2.3). In this set, there were
genes associated with protein storage (hexamerins and FABP-like protein;
[12], immune response (prophenoloxidase; [60]), odorant binding proteins
(9, 11, 19, and ASP1), synaptic receptors (nicotinic acetylcholine receptor
alpha 6, and alpha7-1) and ionic channels (pH-sensitive chloride channel,
and glutamate-gated chloride channel). From the molecular function per-
spective, there was only one unique term, ion transmembrane transporter
activity (Figure 2.4e), which stemmed from 4 mitochondrial genes, and 4
non-mitochondrial genes (Table 2.3). Strikingly, all the 4 non-mitochondrial
genes were directly involved in neuron processes: neuronal nicotinic acetyl-
choline receceptors alpha7-1 and 6, glutamate-gated chloride channel, and
pH-sensitive chloride channel.
To gain further understanding on the regulatory differences between AHB
and EHB we asked if the polymorphic and fixed sites have impact on the
sequence of known transcription factor binding sites (TFBS). Exploring the
promoter region of the gene 410183 (Figure 2.5), an ortholog of phosphatidylinositol-
3-phosphate/phosphatidylinositol 5-kinase and from which the terms phos-
phatidylinositol signaling system and inositol phosphate metabolism sprang
(Table 2.2), we found that several heat shock factor (HSF) TF were over-
lapped by fixed sites.
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Figure 2.5: Intersection of putative transcription factor binding sites (TFBS)
and fixed sites at the promoter region of the gene 410183 (a). Identities of
the TFBS and fixed sites are presented in figures b and c. Legend: Pol.
AHB/EHB = polymorphic sites on AHB/EHB, Fixed A&E= fixed sites from
AHB and EHB.
table3
Page 1
Gene name
G
O
:0055114
G
O
:0051234
G
O
:0051179
G
O
:0050136
G
O
:0045333
G
O
:0042773
G
O
:0022904
G
O
:0022900
G
O
:0016655
G
O
:0016651
G
O
:0016491
G
O
:0016310
G
O
:0015980
G
O
:0015075
G
O
:0006810
G
O
:0006119
G
O
:0006091
G
O
:0003954
406102 * * *
406147 * *
406148 * * * *
406155 * * * *
408450 glutamate-gated chloride channel * * * *
409354 * * *
409798 * * *
551010 * * * *
552785 pH-sensitive chloride channel * * * *
677665 * * *
677675 * * *
677676 * * *
807690 * * * * * * * * * * *
807691 * * * * * * * * * * *
807692 * * * * * * * * * * *
807693 Cytochrome b * * * * * * * * * *
807694 * * * * * * * * * * *
807695 * * * * * * * * * *
807696 * * * * * * *
807697 * * * * * * * * * * *
807698 * * * * * * * * * * * * * * * * *
807699 * * * * * * *
807700 * * * * * * * * * * *
807701 * * * * * * * * * * * * * * * * *
807702 * * * * * * * * * * * * * * * * *
Entrez ID
odorant binding protein ASP1
short-chain dehydrogenase/reductase
neuronal nicotinic acetylcholine receptor alpha7-1
prophenoloxidase
hexamerin 70c
FABP-like protein
nicotinic acetylcholine receptor alpha6 subunit
odorant binding protein 19
odorant binding protein 9
odorant binding protein 11
Cytochrome c oxidase subunit 3
NADH-ubiquinone oxidoreductase chain 3
NADH-ubiquinone oxidoreductase chain 1
NADH-ubiquinone oxidoreductase chain 4L
Cytochrome c oxidase subunit 1
ATP synthase subunit a
NADH-ubiquinone oxidoreductase chain 6
NADH-ubiquinone oxidoreductase chain 5
ATP synthase protein 8
Cytochrome c oxidase subunit 2
NADH-ubiquinone oxidoreductase chain 2
NADH-ubiquinone oxidoreductase chain 4
Table 2.3: Source genes on the gene body GO terms.
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2.3 Differential binding affinity of
transcription factors among paternal
and maternal human alleles
Then, we moved to explored within individual phenotypic diversity, con-
cretely differential binding affinity of transcription factors among paternal
and maternal alleles. Several personal genome projects including the Per-
sonal Genome Project [41], the cancer genome project [52, 51], and the 1000
Genomes Project [1] provide genomic information and cells lines themselves
for further analyses on the scientific community. These personal cell lines and
their genome sequences, make possible to analyze the variation in chromatin
structure [43], gene expression [34], and transcription factor (TF) binding
affinity [26], and, therefore, the association between genetic variation and
molecular-level phenotypic diversity. These cell lines and genomic sequences
also made it possible to analyze allele-specific epigenetic modifications and
gene expression [67]. To exploit these resources dedicated analysis tools are
required.
Individual differences can be analyzed by mapping personal data, such
as chromatin immunoprecipitation followed by sequencing (ChIP-seq), onto
a reference genome and then compare the TF binding intensities across in-
dividuals. As explained before, this may introduce errors [43], especially at
polymorphic genomic regions, which are likely to exhibit functional varia-
tions.
We developed a Personal Genome Editor, perEditor, that changes the
reference genome into a personalized genome by taking into account copy
number variations, chromosomal rearrangement, single nucleotide polymor-
phisms (SNPs), and insertions and deletions (indels). perEditor uses as in-
puts the reference genome in Fasta format, and the individual’s discrepancies
with respect to the reference genome in Variant Call Format (VCF). All dif-
ferences described in the VCF file, are taken into account by perEditor to
make corresponding changes to the reference genome. Allele information,
when provided in the VCF file, is used by perEditor to create two genome
sequences, representing maternal and paternal alleles. Once all the data
in the VCF file is processed, perEditor outputs the personalized genome as
Fasta files, ready for the mapping of NGS reads.
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2.3.1 Transcription factors bound differently to
maternal and paternal alleles
To determine if using personalized genomes improves our analysis of NGS
data, we measured the differences in alignment of ChIP-seq reads against a
reference and a personalized genome. Then, we compared this difference to
reported inter-individual differences. As a case of study we used data from
the 1000 Genomes Project ([1]; April 2009 data release) to construct the
maternal and paternal alleles of a European individual (GM10847, accession
number NA10847) and an African individual (GM18505, accession number
NA18505). We aligned ChIP-seq reads of NFκB generated by Kasowski
et al [26] from these cell lines against their personalized genome (mater-
nal and paternal alleles outputted by perEditor) and the standard reference
genome (hg18, including autosomal, sex and mitochondrial chromosomes).
The ChIP-seq libraries amounted to 55,232,610 raw reads for the European
individual, and 64,291,100 raw reads for the African individual. These were
mapped, using the Bowtie program [30] with default parameters, allowing
for up to 1 mismatch.
When using the personalized genome, more reads became alignable. For
instance, 161,150 reads that could not be aligned to the standard reference
genome were aligned to the maternal allele of GM10847. From these newly
alignable reads, 84.9% of them overlap maternal or homozygous SNPs. The
remaining 15.1% of the reads became newly alignable because a SNP some-
where else helped to resolve its uniqueness. Interestingly, among the newly
alignable reads, 47,825 are located in putative NFκB binding sites (defined
as 200 bp windows with 10 or more alignable reads). Conversely, only a
small fraction of reads aligned to the reference genome become not uniquely
alignable to the personalized genome (Lost alignments, Table 2.4). Compared
to the newly alignable reads, the lost alignments had smaller fractions (40-
72%) overlapping SNPs. The lost of alignability of these SNP-overlapping
reads was mainly the result of having 1 mismatch to the reference genome
but 2 or more mismatches (beyond the threshold) to the particular allele
of the personalized genome. The remaining lost alignments (60-28%) were
the result of becoming not uniquely alignable to the particular allele of the
personalized genome (a polymorphism elsewhere produced an identical se-
quence). These results suggest that mapping to the personalized genome
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increase the precision of quantifying the binding intensities using ChIP-seq
reads. This is fundamental to explain individual variation (Figs 2.6 and 2.7).
Figure 2.6: Relative difference of ChIP-seq reads alignable to individual
genome and reference genome. Such relative differences were designed to
approximate the differences of estimated binding intensities. For each 200
bp window on the genome, the number of alignable reads to the individual
genome (α) was compared to that aligned to the reference genome (β), by
taking the relative difference (|α − β|/max(α, β)). The distribution of the
windows with 10 or more reads (max(α, β) >= 10) with respect to their
relative differences was drawn as a histogram. m, maternal allele. Red bars:
α > β, blue bars: α < β.
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Figure 2.7: An example of the genome differences and the allele differences.
The NFκB ChIP-seq reads were mapped to the two alleles of the GM10847
genome (green and red tracks), as well as to the human reference genome
(hg18, orange track). The height of colored bars represents the number of
overlapping ChIP-seq reads on that genomic location. A strong peak was
observed (19 overlapping ChIP-seq reads) in the second promoter of the
TBX5 gene on the paternal allele of GM10847, overlapping with two of her
heterozygous SNPs. This peak does not show up in her maternal allele or in
the reference genome.
18
table1
Page 1
GM10847 GM18505
maternal paternal maternal paternal
Total read count 47,825 45,675 15,093 15,589
93.90% 94.00% 92.40% 92.10%
Total read count 18,944 19,222 6,104 5,764
40.90% 42.10% 72.30% 69.60%
New 
alignments Proportion overlapped with SNPs
Lost 
alignments Proportion overlapped with SNPs
Table 2.4: ChIP-seq data from a European and an African individual were
aligned to human reference genome (autosomal, sex and mitochondrial chro-
mosomes, build hg18) and to each allele (maternal, paternal) of their own
genomes (GM10847 and GM18505). Differences of aligned reads on putative
binding sites are listed in this table. Putative binding sites are loosely de-
fined as 200 bp long windows with 10 or more overlapping ChIP-seq reads.
New alignment: a read aligned to an allele on the individual genome that
cannot be aligned to hg18. Lost alignment: a read aligned to hg18 that
cannot be aligned to the specific allele of the individual genome. For both
individuals, there are 2 to 3 times more new alignments than lost alignments.
These changes of aligned reads on putative binding sites could influence our
understanding of individual variations.
2.3.2 Personalized genomes improves inferences of
binding intensity
Then, we asked how our understanding of individual variation can be af-
fected by the used of personalized genomes. We calculated the difference in
reads alignable to personalized genome and reference genome for every 200 b
window across the whole genome. For further analyses, we consider windows
with 10 or more aligned ChIP-seq reads, as these regions are more likely to be
true binding sites (Table 2.5). Looking at the maternal allele of GM10847, a
total of 1,356 windows (putative binding sites) resulted in a difference of 5 or
more alignable reads between individual and reference genomes. Measuring
changes between individual and reference genomes in relative terms (abso-
lute difference of alignable reads divided by the maximum alienable reads), a
total of 3,794 windows had 10% or larger changes, and 852 windows showed
strong (50% or larger) changes (Figure 2.6). Importantly, these results show
that precision of inferred binding intensity can be improved at least 10% on
thousands of binding sites. This gain in precision is on the same scale as
reported individual variation of NFκB binding (comparing ChIP-seq data of
two individuals by using human reference genome hg18 for mapping) [26].
19
table2
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Difference GM10847 GM18505maternal paternal maternal paternal
1,356 1,376 324 284
869 875 89 84
3,794 3,827 3,500 3,369
852 865 85 79
|α−β |≥5
|α−β |≥10
|α−β |
max( α ,β )
≥10%
|α−β |
max(α ,β )
≥50%
Table 2.5: The number of putative binding sites with defined differences are
listed. α: number of reads aligned to this site in individual genome. β:
number of reads aligned to this site in reference genome. Putative binding
sites are loosely defined as 200 bp long windows with 10 or more overlapping
ChIP-seq reads.
2.4 Discussion
Here, we presented methods and computational tools to exploit the capacity
of NGS technology to shed light on the genetic roots of the differences in:
(1) aggressive behavior between AHB and EHB, and (2) transcription factor
binding affinity between maternal/paternal alleles and standard reference
genome of two human cell lines.
In the first case, we developed a methodology that, avoiding the mapping
bias of using a reference genome based only on EHB, can pinpoint the genes
and promoter regions that are likely roots of behavioral differences. We hy-
pothesized that genetic assimilation of fast behavior turnovers are encoded
through evolutionary changes on protein coding regions related to fast neuro-
logical processes. To test this hypothesis, we looked for signatures of between
subspecies divergence on their coding and regulatory regions. Overall, the
high presence of mitochondrial metabolism terms on both promoter (regula-
tory perspective) and gene body (coding perspectives) lists was not surprising
given the pivotal role of mitochondria on neuron functioning. By producing
ATP (necessary for neuron ion pumps) and buffering intracellular Ca2+ lev-
els (necessary to keep neurons’ responsiveness to synaptic potentials) this
organelle is involved on synapse regulation and plasticity [6, 45, 13, 62],
and its dysfunction has been related to several cognitive illnesses such as
schizophrenia, bipolar disorder, and depression [42, 58]. What is more, AHB
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and EHB divergence on mitochondrial metabolism is consistent with Alaux
et al. [2] observations, where metabolic activity of honeybees brains decrease
after aggressive response is induced, with AHB showing a sharper decrement
than EHB. However, the non-mitochondrial-specific terms that showed up
either on promoter or gene body lists, lead us to presume that regulatory
and coding changes play different parts on honeybees’s genetic assimilation
of behavioral traits.
The promoter list put forward the terms phosphatidylinositol signal-
ing system, and inositol phosphate metabolism. On the matter, Sheard
[59] showed that aggressive behavior on humans is modulated by lithium,
which according to ODonnell & Gould [50] inhibits the enzymes of the phos-
phatidylinositol and inositol phosphate routes. Concordantly, AHB and EHB
differences on the promoter region of these pathways is a plausible explana-
tion for AHB capacity to sustain aggressive behavior for larger periods of
time and higher intensities compared to EHB. This is coherent with the idea
of gene expression changes as a mechanism for genetic assimilation of slow,
long-term mood variations [2]. Greater insight on AHB and EHB regula-
tory differences was gain when we looked at the promoter region of the gene
410183, which showed superpositions of fixed sites and TFBSs, particularly
HSF protein. HSF proteins are well known for their protective role under
stress conditions, but they are also known for being expressed in the devel-
oping mouse brain in a temporally and spatially specific manner [37]. Based
on this, we inferred that the activity levels of the phosphatidylinositol and
inositol phosphate pathways vary between the brains of AHB and EHB in
space and time, potentially reinforcing in the former cognitive areas related
to hostile behavior.
The gene body list prompted neurological-related functions, being this a
direct support for our hypothesis. The terms of the biological process per-
spective pointed out to localization and transport of molecules (transport,
establishment of localization, localization; Figure 2.4.d), and were grounded
on genes related to neurological processes (odorant binding proteins 9, 11,
19, and ASP1; nicotinic acetylcholine receptor alpha 6, and alpha7-1; pH-
sensitive chloride channel; glutamate-gated chloride channel; Table 2.3). We
inferred that they are involved on neuron communications through transport
of molecules at sensor (odorant binding proteins) and synaptic (synaptic
receptors, and ionic channels) levels. This was more clearly reflected on
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the term from the molecular function perspective, ion transmembrane trans-
porter activity (Figure 2.4.e), whose source non-mitochondrial genes were all
neuron-related: neuronal nicotinic acetylcholine receceptors alpha7-1 and 6,
glutamate-gated chloride channel, and pH-sensitive chloride channel (Table
2.3).
In the second case, we used the wealth of information provided by the 1000
genomes project which contains genotype information for several human sam-
ples. We developed a Personal Genome Editor (perEditor) that changes the
reference human genome (NCBI36/hg18) into an individual genome, taking
into account single nucleotide polymorphisms (SNPs), insertions and dele-
tions, copy number variation, and chromosomal rearrangements. When allele
specific information is provided, perEditor outputs fasta files for the maternal
and paternal alleles that are ready for mapping of NGS reads (for instance,
ChIP-seq, RNA-seq, or DNA-seq), enabling analyses such as allele-specific
binding, or allele-specific gene expression. Using publicly available data of
two human cell lines (GM10847 and GM18505) along their corresponding
ChIP-seq libraries for TF NFκB, we found that using personalized genomes
improved mappability of reads, as well as precision of the inferred transcrip-
tion factor binding affinity. This strongly suggest the used of personalized
genomes over standard reference genomes.
2.5 Materials and Methods
2.5.1 Sequencing of AHB and EHB genomes
The sequencing of reads was produced by Gene Robinson’s Lab at the Un-
viersity of Illinois, Urbana-Champaign. Illumina sequencer was used on 4
AHB, and 5 EHB genome libraries. Each library consisted of pooled samples
from brain of 4 worker bees. The reads, ranging from 25 to 76 bases, were
mapped independently for each subspecies against Apis mellifera reference
genome (amel 4.5) including mitochondrial and unplaced sequences. Con-
sidering all libraries of each subspecies, coverages were 9.3 (for AHB) and
10 (for EHB) times the size of the Apis mellifera genome. The mapping of
reads was done using BWA [33] with default parameters.
Amel 4.5 reference genome (Fasta) and gene annotations (GFF3) were
downloaded from:
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ftp://ftp.ncbi.nih.gov/genomes/Apis_mellifera/
Assembled_chromosomes/
http://biomirror.aarnet.edu.au/biomirror/ncbigenomes/
Apis_mellifera/special_requests/gff/
2.5.2 Determination of transcription factor binding
sites
We scanned Apis mellifera genome (amel 4.5) for the insect transcription
factors binding motifs provided by the TRANSFAC Profesional 7.2 dataset.
The scan was done using the software MOODS [29] using 0.001 as upper
threshold (p-value) to call a transcription factor binding site.
2.5.3 Gene ontology enrichment analysis
The gene ontology enrichment analysis was performed using the functional
annotation chart tool of DAVID [15]. We used default options for the path-
way databases and all 5 GO levels (we removed redundancies manually),
choosing as a background the whole set of genes present on the GFF3 files
attached to amel 4.5 (amel 4.5 GFF3). We called a term enriched if its p-
value was below 0.05.
2.5.4 perEditor tool
perEditor is freely available at:
http://biocomp.bioen.uiuc.edu/perEditor
23
Chapter 3
Genome-wide mapping of
histone marks at
single-nucleosome resolution
3.1 Introduction
Histone PTM affect the workings of the genome in several manners: they
serve as recruitment signals for effector proteins [55], control the binding affin-
ity between DNA and nucleosomes [32], and modulate attractions between
nucleosomes [18]. However, questions associated to the relation between
histone PTM within individual nucleosomes and the output of functional
genomic elements remain elusive. This is specially important for genomic
features such as exons, nucleosomes surrounding transcription start sites, or
bivalent domains, where differences between adjacent nucleosomes are likely
to be important.
Regular protocols of chromatin immunoprecipitation followed by sequenc-
ing (ChIP-seq) –the main tool to map histone PTM– are unable to trace
histone PTM to individual nucleosomes. By relying on sonication to frag-
ment DNA, regular ChIP-seq produces DNA fragments sizes ( 100-300 b
[21]) that can be several times the DNA length needed to wrap a single
nucleosome (147 b [63]), mapping –in practice– histone PTM over genomic
stretches spanning several nucleosomes. To overcome this limitation, alter-
natives methods like ChIP-exo [53] and MNChIP-seq [3] use enzymes rather
than sonication (λ-exonuclease and MNase, respectively) to digest naked
DNA between nucleosomes, producing mono-nucleosomal footprints. How-
ever, analytical obstacles still precludes exploiting the power of enzyme-based
ChIP-seq protocols to trace histone PTM to individual nucleosomes. In par-
ticular, the co-localization of nucleosomes (across the members of the cellular
population) is a co-founding effect of their histone PTM enrichment. Here,
we developed computational and statistical methods to exploit the power of
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enzymatic digestion of DNA coupled with ChIP-seq to trace histone PTM
at individual nucleosomes.
3.2 Mapping histone PTM at
single-nucleosome resolution
To generate maps of histone PTM at single-nucleosome resolution we devel-
oped a three-stage procedure: (1) generation of mono-nucleosomal footprints
of histone PTM, (2) determination of genome-wide nucleosomes’ positions,
and (3) a statistical procedure to compute nucleosomes’ likelihood of being
marked by histone PTM.
3.3 Single-nucleosomal footprints of histone
PTM: MNChIP-seq
We started by determining the precise location of every nucleosome in the
mouse genome. Using a MNChIP-seq protocol (see Methods), Dr Shu Xiao
(from Sheng Zhong’s Lab, University of California, San Diego) generated
paired-end nucleosomal reads of four histone PTM: H3K4me3, H3K27Ac,
H3K9me3, and H3K27me3 (Table 3.1). To avoid linking DNA to non-histone
proteins or unstable nucleosomes, the MNChIP-seq protocol did not cross-
linked the chromatin [76, 36] but worked with native chromatin instead [31,
72, 3, 23, 22]. Also, unlike previous protocols where MNase digestion and
pull-down conditions are matched [36], it was found that buffer conditions
were ideal for pull-down efficiency (see Methods).
To discover all genomic nucleosomes, including those not marked by any
of the four histone PTM here studied, we supplemented the MNChIP-seq
data with Carone et al [8] paired-end MNase-seq library (Supplementary
Table 3.2) which pinpoint nucleosomes’ positions regardless of their histone
marks. After aligning the reads of each MNChIP-seq/MNase-seq library to
the mouse genome (Table 3.1), all MNChIP-seq libraries produced fragments
lengths on the mono-nucleosomal range (Figures 3.1.A-G), making them fit
for nucleosome discovery. The MNase-seq reads, on the other hand, besides
mono-nucleosomal footprints also showed protection of sub-nucleosomal frag-
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ments (Figure 3.1.H). This was not a surprise as Carone’s et al protocol [8]
was designed to also retrieve DNA footprints of proteins smaller than nu-
cleosomes such as transcription factors. To avoid the interference of these
sub-nucleosomal fragments, for all our analyses we discarded any MNase-seq
reads with fragment sizes outside the 135-155 b range (this was the same
interval used by Corone et al [8] to determine nucleosome positions), reduc-
ing the MNase-seq library to ≈90M reads (Table 3.1). All MNChIP-seq and
MNase-seq reads were then pooled into a single dataset amounting to 401 M
reads, one the largest ever used for nucleosome discovery in mouse.Current work
Page 1
Sample Reads per sample Filtered reads
H3K4me3 rep1 23,451,320 95.5 19,406,762 82.75
H3K4me3 rep2 83,781,551 90.98 66,878,498 79.82
H3K27Ac rep1 36,822,734 75.74 23,611,148 64.12
H3K27Ac rep2 67,427,750 93.43 56,194,574 83.34
H3K9me3 63,153,628 75.31 39,275,040 62.19
H3K27me3 rep1 84,379,845 82.77 60,811,110 72.07
H3K27me3 rep2 59,027,364 88.77 45,700,722 77.42
Reads aligned to 
genome mm9 (%)
Aligned reads to 
genome mm9 after 
been filtered (%)
Table 3.1: Summary of sequenced and mapped reads. All libraries were
filtered to remove duplicates, and low quality mapped reads (mapq<20) were
filtered-out.
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Assay type Sample Source
MNase GSM1400766
ChIP-seq H3K9me3 GSM307621
H3K4me3 GSM881354 
H3K27Ac GSM881349
H3K27me3 GSM881350
ChIP-seq control GSM881345
MAC peaks H3K4me3 GSM1003756
H3K27Ac GSM1000126
H3K9me3 GSM1003751
H3K27me3 GSM1000089
GEO accession 
number
MNase-seq Carone et al 2014
Mikkelsen et al, 2007
Xiao et al 2012
IgG
Yue et al 2014
Table 3.2: Summary of data from previous studies. MNase and ChIP-seq
libraries were filtered to remove duplicates and low quality mapped reads
(mapq<20) were removed. MNase-seq data was further filtered to keep only
fragments on the nucleosomal range (135-155 b). Data sources: Carone et al
[8], Mikkelsen et al [47], Xiao et al [73], and Yue et al [74].
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(A) (B)
(C) (D)
(E) (F)
(G) (H)
Figure 3.1: Fragment size distribution of MNChIP-seq (A-G) and MNase-
seq (H) libraries. All libraries were paired-end sequenced, this allowed us
to determine the fragment lengths of their reads. All MNChIP-seq libraries
produced reads on the mono-nucleosomal range. MNase-seq reads, on the
contrary, also produced reads on the sub-nucleosomal range. As a result,
we discared MNase-seq reads outside the mono-nucleosomal range, which
according to Carone et al [8] is 135-155 b (reads outside the read vertical
lines on Figure H) reducing the MNase-seq library to ≈90M reads.
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3.4 Determining nucleosome positions
Then, we proceeded to determine nucleosome positions by feeding the pooled-
dataset into iNPs – a nucleosome-discovery algorithm [11] – using default
parameters. iNPs rendered 10,292,808 nucleosomes. When using an alterna-
tive nucleosome caller (DANPOS [10], default parameters) on the same data,
we found fewer nucleosomes: 8,207,088. Based on its higher sensitivity, we
used iNPS results for all downstream analyses. The number of nucleosomes
discovered by iNPs is in excellent agreement with the expected number of
nucleosomes on mouse embryonic stem cells. Considering that the fraction
of the mouse genome amenable for unambiguous mapping is 2,290 Mb long
(see Methods), and that the DNA wrapping a single nucleosome (147 b [63])
plus the linker DNA between nucleosomes (39 b for mouse embryonic stem
cells [63]) sum up to 186 b, the expected amount of nucleosomes is 12.4 M
(2,290 Mb / 186 b). That is, combining MNChIP-seq and MNase-seq reads
we were able to discover at least 84% of all mouse nucleosomes.
We questioned if the 16% gap between the discovered and expected num-
ber of nucleosomes resulted from lack of sequencing coverage of the pooled-
dataset. We performed a saturation analysis by sub-sampling both the
pooled-dataset and MNase-seq libraries, and for each subset we computed
nucleosome positions using iNPs [11] (default parameters). We found that
nucleosomes detection saturated at 90 M reads – the size of the MNase-
seq library – (Figure 3.2.A), showing that the size of our pooled-dataset
(401 M reads) was strong enough to grant full disclosure of well-positioned
nucleosomes. The 16% gap between discovered and expected number of nu-
cleosomes may correspond to unstable nucleosomes, which are ill-disposed
for their discovery and in principle unlikely to play pivotal roles in genomic
regulation.
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Figure 3.2: Relationship between library size and discovered nucleosomes.
(A) We called nucleosome positions (iNPs, default parameters) at various
random subsamples of a pooled-dataset (mixture of reads from MNase-seq
and all four MNChIP-seq libraries) and MNase-seq libraries. We also used an
alternative nucleosome caller (DANPOS, default parameters) which rendered
fewer nucleosomes when using the whole pooled-dataset. (B) The average
number of reads-pairs (fragments) per nucleosome (fragments were assigned
to the nucleosome with whom they shared the largest overlap) grows linearly
with the library size, indicating that MNase-seq and MNChIP-seq reads con-
cordantly pinpoint nucleosome regions. (C) Example genomic region showing
the fragment distribution of the pooled-dataset (colored in purple) and called
nucleosomes positions (gray bars). (D) Genome-wide distribution of nucleo-
somes widths. The sharp peak around 75 b indicate that most nucleosomes
are well defined and isolated from neighboring nucleosomes. (E) Distribution
of distances between adjacent nucleosomes. Vertical read lines represent one,
twice, and thrice the canonical distance between nucleosomes (186 b [69]).
Most nucleosome were separated by one canonical distance (×1), and only a
marginal amount were over three times this distance (×3).
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Examining the physical properties of the discovered nucleosomes (Figure
3.2.C), we found: first, that the distribution of nucleosomes inferred widths
(distance between their starting and ending coordinates) resulted in a sharp
peak around 75 (b) (Figure 3.2.D; to improve signal over background ratio,
iNPs reduces each the length of each fragment to their core 75 bp), indicating
that the large majority of the nucleosomes are well-positioned and isolated
single-nucleosomes; second, that the distance between adjacent nucleosomes
peaked at 185 b (Figure 3.2.E), being this coherent with the typical combined
length of nucleosomal and linker DNA values found previously in mouse
embryonic stem cells (186 b [63]).
We verified that the nucleosome positions indeed underlaid the peaks
of each one of the four MNChIP-seq libraries. In principle, different types
of histone PTM when co-localized in the same nucleosome should produce
MNChIP-seq footprints pointing to the same genomic region (the position of
the shared nucleosome), and, therefore, their peaks should be aligned between
them and the underlying nucleosome. A visual inspection of the fragments
distribution of each one of our four MNChIP-seq libraries (Figure 3.3.A) cor-
roborates this: the peaks of different MNChIP-seq libraries are aligned be-
tween them and overlapping nucleosomes’ position. This is also corroborated
by the genome-wide count of MNChIP-seq peaks overlapping nucleosomes.
For this analysis, for each MNChIP-seq library we defined peaks as the middle
point of the corresponding histone-specific nucleosomes –set of nucleosomes
discovered (iNPs) using as input only the current MNChIP-seq library. To
increase signal over noise ratio, peaks were derived only from high quality
histone-specific nucleosomes (peak p-values <= 0.05, iNPs). We computed
recall (number of histone-specific peaks overlapping nucleosomes divided by
the total number of histone-specific peaks) and precision (number of histone-
specific peaks overlapping nucleosomes divided by the total number of nu-
cleosomes). The histone-specific peaks (Figure 3.3.B): (1) largely overlapped
nucleosomes (recall above 80%), and (2) different MNChIP-seq libraries had
similar overlapping values, indicating that the nucleosome positions are not
biased towards any histone PTM. Based on these results, for all downstream
analyses we used the nucleosome map based on the pooled-dataset to trace
the nucleosomal origin of the fragments of every MNChIP-seq library.
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Figure 3.3: Co-localization of histone PTM and nucleosomes. (A) Example
genomic regions showing co-localization of MNChIP-seq peaks and nucleo-
somes (gray bars). (B) For each MNChIP-seq library we defined peaks as
the middle point of the corresponding histone-specific nucleosomes (set of
nucleosomes discovered inputing to iNPs only the current MNChIP-seq li-
brary). This library-specific peaks largely overlapped nucleosomes (recall
above 80%), indicating that the nucleosome positions are not biased towards
any histone PTM. We computed recall as the number of histone-specific peaks
overlapping nucleosomes divided by the total number of histone-specific
peaks, and precision as the number of histone-specific peaks overlapping
nucleosomes divided by the total number of nucleosomes. To increase sig-
nal/noise ratio, peaks were derived only from high quality histone-specific
nucleosomes (peak’s p-values <= 0.05, the total number of high quality peaks
are presented between parentheses).
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3.5 Computational and statistical methods
to determine nucleosome marked by
histone PTM
Our next goal was to determine which nucleosomes were marked by histone
PTM. For each histone mark we used the counts of its MNChIP-seq frag-
ments as enrichment signals. To perform the counting we developed a set
of computational tools written in Python and R collectively called nucChIP
(short for nucleosomal ChIP-seq; for installation instructions see Methods
3.8.4). The tool for the counting itself is called getCounts which accepts the
following arguments:
$ getCounts
usage: getCounts [-h] [-b BFILE] [-t FILETYPE] [-n NFILE] [-pValue PVALUE]
[-upper UPPER] [-lower LOWER] [-l LTYPE] [-e EXTEN] [-o OFILE]
Counts reads per nucleosome.
optional arguments:
-h, --help show this help message and exit
-b BFILE BAM or BED file. ChIP-seq reads.
-t FILETYPE STR. File type: bed or bam. Default: bam.
-n NFILE BED file. Nucleosome position data, output of Danpos
or iNPS.
-pValue PVALUE FLOAT file. cut-off (-log p-value) of nucleosomes on
input bed file. Default 0.
-upper UPPER INT. Upper threshold for insert size. Default: 200.
Not used if fileType is bed
-lower LOWER INT. Lower threshold for insert size. Default: 0.
Not used if fileType is bed
-l LTYPE INT. Library type: if equal to 0, data is assumed to
be paired-end and fragment lengths are estimated from data
itself; if different from 0, data is assumed to be
single-end and fragment lengths use this value to extend every
read. Not used if fileType is bed. Default 0.
-e EXTEN INT. Half length of fragments extended at their midpoint.
-o OFILE STR. Name of output file.
Using as input a file with the aligned MNChIP-seq reads, input.bam, a
file with the genomic coordinates of the nucleosome positions, nucFile.bed
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(the output of iNPs), and extending the fragments up to 150 bases around
their middle point, (-e 75), the command
$ getCounts \
-b input.bam \
-n nucFile.bed \
-e 75 \
-o counts.bed
counts for each nucleosome all fragments whose midpoint are contained
in the corresponding nucleosomal regions (Figure 3.4.A-B).
Figure 3.4: Nucleosomal counts of MNChIP-seq fragments. The fragments
(paired-end reads) were assigned to a nucleosomes if their middle point was
contained in the nucleosome’s region (A). From the resulting assignations, it
was counted MNChIP-seq fragments per nucleosome (B).
Once the counting was done, we had to distinguish noise from true enrich-
ment signals. For any given genomic location the number of alleles having a
particular histone PTM is a fraction of the number of alleles having a nucleo-
some in the same position. As a result, genomic regions with larger amounts
of co-localized nucleosomes across cells have on average higher nucleosomal
counts of MNChIP-seq fragments. This may introduce spurious signals of en-
richment as the nucleosomal counts of MNChIP-seq fragments may not reflect
endowment of histone PTM but the degree of nucleosomal co-localization. To
disentangle these co-founding effects, we stratified nucleosomes according to
their count of MNase-seq fragments (which is proportional to the amount of
co-localized nucleosomes in the current position across individual alleles, Fig-
ure 3.5), and for each stratum we considered as enriched those nucleosomes
with counts of MNChIP-seq fragments above the 95% quantile.
34
Figure 3.5: Stratification of the nucleosomal counts of MNChIP-seq frag-
ments. The counts of MNChIP-seq fragments were stratified according to
the counts of MNase-seq fragments (A). For each stratum it was computed
the expected count of MNChIP-seq fragments (E(X|N = nk)) and their 95%
quantiles (B).
The stratification and computation of the expected number of MNChIP-
seq counts and 95% quantiles (for each stratum) was performed using the
R script getExpectedCounts.R. Given nucleosomal counts of MNase-seq
(counts.mnase.bed) and MNChIP-seq fragments (counts.mnchip.bed), this
script outputs the results into expectedCounts.bed.
$ Rscript getExpectedCounts.R \
-control counts.mnase.bed \
-signal counts.mnchip.bed \
-output expectedCounts.bed
When applied to the MNChIP-seq libraries of H3K4me3, H3K27Ac, H3K9me3,
and H3K27me3 the expected value of the nucleosomal count of MNChIP-seq
fragments (Figure 3.6) increases monotonically with respect to the nucleoso-
mal counts of MNase-seq fragments, evincing their co-founding effect.
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Figure 3.6: Stratification of nucleosomes by their counts of MNase-seq frag-
ments. For each type of histone PTM, we stratified nucleosomes according
to their MNase-seq count (x-axis). For each stratum we computed the av-
erage number of MNChIP-seq fragments (E(X|N = nk),for k ∈ {0, 16},blue
lines), which was positively correlated with the number of MNase-seq counts.
A nucleosome was considered enriched by a histone PTM only if its corre-
sponding count of MNChIP-seq fragments ranked above the 95% quantile of
its stratum (top red lines).
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Thus, we considered a nucleosome as marked by a particular histone
mark only if its corresponding enrichment signal was among the top 95% of
its stratum. We translated this idea into the following scoring scheme. For
every nucleosome, j, we computed a modification index, MIj, as:
MIj =
0 , if xj <= E(X|N = nj)Q(xj, nj) , otherwise (3.1)
WhereX andN are random variables representing the counts of MNChIP-
seq and MNase-seq fragments, respectively, on a nucleosome. Likewise, xj
and nj are the observed counts of MNChIP-seq and MNase-seq fragments, re-
spectively, on nucleosome j. E(X|N = nj) is the expected count of MNChIP-
seq fragment among the set of nucleosomes where each member has a count
of MNase-seq fragments equal to nj (see Methods). Q(xj, nj) is the per-
centile of xj computed among the set of nucleosomes where each member
has a count of MNase-seq fragments equal to nj and a count of MNChIP-seq
fragments greater than E(X|N = nj).
We apply this idea to our MNChIP-seq libraries through the script
getEnrichedRegions:
$ getEnrichedRegions
usage: getEnrichedRegions [-h] [-signal SIGNAL] [-control CONTROL]
[-expV EXPV] [-marker MARKER] [-writeAll WRITEALL] [-prefix PREFIX]
Creates bedGraph file with the enriched regions given a signal and control,
and expected counts files.
optional arguments:
-h, --help show this help message and exit
-signal SIGNAL BED file. Signal counts.
-control CONTROL BED file. Control counts.
-expV EXPV TXT file. Expected counts.
-marker MARKER INT. Value to put next to enriched nucleosomes.
Default 1000.
-writeAll WRITEALL Bool. If ’true’ write all nucleosomes with a 1 for
enriched nucleosomes and 0 otherwise. If ’false’ only
print enriched nucleosomes. Default ’false’
-prefix PREFIX STR. Prefix of output file.
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In particularl, given nucleosomal counts of MNase-seq (counts.mnase.bed)
and MNChIP-seq fragments (counts.mnchip.bed) along with the corre-
sponding expected counts and 95% quantiles (expectedCounts.bed) the
scripts outputs a bed-like file with the set of enriched nucleosomes over the
95% quantile (enriched).
$ getEnrichedRegions \
-signal counts.mnchip.bed \
-control counts.mnase.bed \
-expV expectedCounts.bed \
-prefix enriched
The distribution of MIj (Figure 3.7) is clearly divided between nucleo-
somes with zero values (forming a single tall column), and above zero (form-
ing a continuous distribution between 0 and 1). We called nucleosomes as
uninformative of histone PTM enrichment if their MIj values were equal to
zero, or informative otherwise. From the nucleosomes above the 95% quantile
of MIj values, a total of 579,004, 591,998, 574,062, and 884,727 nucleosomes
resulted marked by H3K4me3, H3K27Ac, H3K27me3, and H3K9me3, respec-
tively.
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Figure 3.7: Distribution of modification indexes (MIj). The MIj values
are equal to 0 if xj <= E(X|N = nj), or equal to Q(xj, nj) (percentile
of xj among nucleosomes with nj nucleosomal MNase-seq fragments and
xi > E(X|N = nj)) otherwise. For each histone PTM, the distribution of
MIj is clearly divided between uninformative (MIj values equal to zero) and
informative nucleosomes. The set of enriched nucleosomes was defined as the
ones with MIj values above 95% quantile (vertical red lines) of its stratum
(defined as set of nucleosomes having the same nj values).
These enriched nucleosomes correlate well with enriched histone PTM
regions found using sonicated ChIP-seq libraries (Supplementary Table 3.2).
For each histone PTM, we used as reference the enriched regions (called using
MACS [75], default parameters) of two sonicated ChIP-seq replicates. We
intersected the reference ChIP-seq against each other and: on one hand,
the union of enriched regions among MNChIP-seq replicates (except for
H3K9me3 which doesn’t have replicates), and, on the other hand, enriched
regions called after pooling together the MNChIP-seq replicates. Regardless
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of the method used to summarize the enriched nucleosomes, the results (Fig-
ures 3.8 and 3.9) show that the intersection among MNChIP-seq vs ChIP-seq
was similar to ChIP-seq vs ChIP-seq. What’s more, ChIP-seq and MNChIP-
seq overlaps happened at nucleosomes with stronger signals of enrichment
among ChIP-seq libraries (as seen by the higher log p-value on Figures 3.8
and 3.9), supporting the ability of our MNChIP-seq protocol to detect nu-
cleosomes marked by histone PTM. In the following sections, we used this
method to determine combinatorial patterns of histone PTM within individ-
ual nucleosomes.
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Figure 3.8: Intersection of genomic regions enriched by histone PTM among
sonicated ChIPseq (ChIP 1 and ChIP 2) and MNChIP-seq libraries. The
MNChIPseq enriched regions are the union of enriched nuclesomes called
independently on each replicate.
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Figure 3.9: Intersection of genomic regions enriched by histone PTM among
sonicated ChIPseq (ChIP 1 and ChIP 2) and MNChIP-seq libraries. For
each histone PTM, MNChIPseq replicates were pooled before calling enriched
nucleosomes.
3.6 Nucleosomes dynamically located
When conducting epigenetic studies is usually assumed that under stable
conditions nucleosomes positions are stable [10]. We investigated if there
are nucleosomes in the mouse genome whose positions change over time by
looking at the counts per nucleosome of MNase-seq and MNChIP-seq frag-
ments. Since MNase-seq fragments pinpoint the position of every nucleosome
in the genome, any nucleosome in our map not present or located elsewhere
at the time of the MNase-seq sampling will not be supported by MNase-seq
fragments but only by MNChIP-seq fragments (see examples cases at Fig-
ures 3.10.A and 3.11.A-C). There were 419,342 nucleosomes (4.07% of all
nucleosomes) in this category (first column from the left on the histogram of
Figure 3.10.B). The lack of MNase-seq support on these nucleosomes can also
be explained by random fluctuations in nucleosomes preferred positions [10],
which blunt their enrichment signals making them difficult to be detected
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by MNase-seq. To exclude this possibility, we used the nucleosomal counts
of MNChIP-seq fragments as a proxy for their localization sharpness. We
found that at least 12,700 nucleosomes (0.12% of all nucleosomes) without
MNase-seq support have high nucleosomal counts of MNChIP-seq fragments
(among the top 95% of the nucleosomal counts of MNChIP-seq fragments
among the whole set of nucleosomes, Figure 3.10.C), making them highly
unlikely not to be covered by the MNase-seq fragments because of random
fluctuations in their positions.
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Figure 3.10: Nucleosomes not supported by MNase-seq fragments. (A) Ex-
ample nucleosomes (pink vertical lines) not been overlapped by MNase-seq
fragments but only by H3K9me3 fragments. (B) Distribution of nucleoso-
mal counts of MNChIP-seq fragments, where the first column (from the left)
shows that in total there are 419,342 nucleosomes without any MNase-seq
fragment supporting them. (C) Distribution of MNChIP-seq nucleosomal
counts. Interestingly, there are nucleosomes with zero MNase-seq counts but
with high MNChIP-seq counts (defined using as lower threshold the 95%
percentile of the MNChIP-seq counts over all nucleosomes; the red rect-
angles contain the nucleosomes falling into these categories). Overall, the
intersection across histone PTM of all nucleosomes with high MNChIP-seq
counts but zero MNase-seq counts amounted to 12,700 nucleosomes. Given
the high count of MNChIP-seq fragments on these nucleosomes, their lack
of MNase-seq fragments is unlikely to be the result of random fluctuation in
their positions. Instead, they may correspond to nucleosomes not present at
their current positions at the time of the MNase-seq sampling.
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Figure 3.11: Examples of nucleosomes (pink vertical lines) supported by
pooled-dataset reads but not MNase-seq reads (A-C). This Figure continues
in the next page.
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(C)
Figure 3.11: Examples of nucleosomes (pink vertical lines) supported by
pooled-dataset reads but not MNase-seq reads (A-C). This Figure is a con-
tinuation of the one in the previous page.
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3.7 Discussion
Here, we developed computational and statistical tools to exploit the ca-
pacity of MNase digestion of DNA coupled with ChIP-seq to trace four hi-
stone marks (H3K4me3, H3K27Ac, H3K27me3, and H3K9me3) at single-
nucleosome resolution on mouse embryonic stem cells. Our findings provide
three major insights.
First, combining MNChIP-seq and MNase-seq libraries to determine genome-
wide nucleosome positions resulted in a high coverage of the expected num-
ber of nucleosomes on mouse genome. The physical characteristics of the
discovered nucleosomes had excellent physical properties: the distribution of
nucleosomes width had a sharp peak (at around 75 b) reflecting that most
nucleosomes were well-positioned and isolated single-nucleosomes. The dis-
tance between adjacent nucleosomes (185 b) corresponded with prior knowl-
edge (186 b [63]). And the nucleosome positions were not bias towards any
MNChIP-seq library. This supports the use of MNChIP-seq data combined
with MNase-seq data to generate genome-wide maps of histone marks at
single-nucleosome resolution.
Second, the expected nucleosomal counts of MNChIP-seq fragments was
positively correlated with the nucleosomal count of MNase-seq fragments,
evincing the co-founding effect of nucleosomal and histone PTM enrichments.
Therefore, we computed the likelihood of a nucleosome of being marked by a
histone mark as the quantile of its counts of MNChIP-seq fragments over the
set of nucleosomes with the same number of MNase-seq fragments. Using
as a lower-threshold the 95% quantile, we found 579 004, 591 998, 574 062,
and 884 727 nucleosomes marked by H3K4me3, H3K27Ac, H3K27me3, and
H3K9me3, respectively.
Third, there are well defined nucleosomes whose dynamic changes in po-
sition can not be explained by random effects. We found at least 12,700
nucleosomes not overlapping any MNase-seq fragments, indicating that they
were not present or located elsewhere at the time of the MNase-seq sampling
(Figure 3.10.B). The lack of MNase-seq support on these nucleosomes can
not be explained by stochastic fluctuations in their positions [48] or by the
spontaneous action of remodelling factors and polymerases [40] as these nu-
cleosomes were among the best defined in terms of coverage by MNChIP-seq
fragments (Figure 3.10.C). This lead us to presume that position changes on
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these nucleosomes respond to biological processes although more studies will
be needed to gain further insight.
3.8 Materials and Methods
3.8.1 MNChIP-Seq
All MNChIP-seq libraries were generated by Dr. Shu Xiao at Sheng Zhong’s
Lab, University of California, San Diego. Except for minor modifications to
decrease the reaction volume for the subsequent ChIP procedure, the chro-
matin digestion by micrococcal nuclease (MNase) was performed as described
by Ozsolak et al [49]. E14 mouse embryonic stem cells were harvested and
dissociated by Trypsin. Dissociated cells were then resuspended by solution
A (300 mM sucrose, 60 mM KCl, 35 mM HEPES pH 7.4, 5 mM K2HPO4,
5 mM MgCl2, 0.5 mM CaCl2) and diluted by solution B (300 mM sucrose,
60 mM KCl, 15 mM NaCl, 35 mM HEPES pH 7.4, 5 mM K2HPO4, 5 mM
MgCl2, 3 mM CaCl2) in a 5 millions cells/1.5ml ratio. NP-40 at 0.05% was
added to the cell suspension and mixed by pipetting. The lysate of cyto-
plasm and naked nucleus were checked under microscope. 600U or 1200 U
of MNase (New England Biolabs) were added to the lysate before incubation
at 25◦C for 15 or 45 min. After this, the MNase digestion was slowed down
by putting the lysate on ice, and the nucleus were collected by centrifugation
at 3000 rcf at 4◦C for 10 min. The nucleus were resuspended on solution C
(100 mM EDATA 4% SDS) in a 5 millions cell/150µL ratio. Then, 100 mL
of solution C were added to stop the MNase digestion and lysate the nucleus
membranes. The lysates were treated with RNase and proteinase K, and
1/5 of it was kept for DNA purification. Nucleosomal DNA was purified by
phenol chloroform and precipitated by isopropanol.
Once MNase digestion of the chromatin was completed, chromatin im-
munoprecipitation was performed as described by Xiao et al [73]. Briefly,
the MNase digested chromatin was diluted five times in IP buffer and pre-
cleared by incubation with slurry beds for 3 hours. Cleared chromatin was
incubated with antibody overnight at 4◦C and pulled down by incubation
with slurry beads for additional 3 hours. Enriched DNA was purified by
mini elute columns (Qiagen) and size selected on a E-Gel EX (life technol-
ogy). Fragment sizes between 145-175 b in length were selected according to
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the ladder bands (25 bp ladder) and Gel purified by mini Elution kit(Qiagen).
Libraries were constructed by KAPA High-Throughput Library Preparation
Kit (Cat. No. KK8234) and sequenced in 100 b paired-end by Illumina
HiSeq2500.
3.8.2 Mapping
We mapped MNChIP-seq and MNase-seq against mouse genome (mm9) us-
ing bowtie [30] with default parameters. To avoid PCR artifacts, we remove
duplicates with picards tools (http://broadinstitute.github.io/picard/).
3.8.3 Mappable genome
To compute the length of the mappable genome we used Derrien et at [17]
mappable scores of 100-mers against mm9. Mappable scores are equal to 1
over the number of matches found in the genome. That is, a 100 bases long
genomic region with a mappable score of 0.5 means that there is another ge-
nomic regions with the same sequences, in consequence, reads aligned to this
segment can not be uniquely mapped. In consequence, we only considered as
uniquely mapped the fragments of the genome with mappable scores equal to
1. Under this criterion, the mouse genome amenable for unique mappability
considering only autosomals and sex chromosomes is 2,290 Mb.
3.8.4 Bioinformatic analysis
The counting of MNChIP-seq/MNase-seq fragments per nucleosome, nor-
malization, visualization of coverage, and computation of statistical test was
performed using a set of Python and R tools collectively called nucChIP
(short for nucleosomal ChIP-seq). The source code of these tools is open
source and available at github:
http://github.com/mrivas/nucChIP
nucChIP was designed to work on UNIX-like system. After downloading
the source files, unzipping them, and going into the unzipped directory.
$ wget https://github.com/mrivas/nucChIP/archive/master.zip nucChIP.zip
$ unzip nucChIP.zip
$ cd nucChIP
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nucChIP can be installed locally ( only for the current user in case you
dont have super-user permission)
$ python setup.py install --user
or system wide
$ python setup.py build
$ sudo python setup.py install
To test if the installation was successful:
$ python
>> import nucChIP
if no errors are reported the libraries were correctly installed.
3.9 Data access
The MNChIP-seq data has been deposited in NCBI’s Gene Expression Om-
nibus (GEO; http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE73004))
and are accessible through GEO Series accession number GSE73004.
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Chapter 4
Epigenetic information encoded
as combinatorial patterns of
histone marks within individual
nucleosomes
4.1 Introduction
Histone post-translational modifications (PTM) encode much of genome’s
regulatory information [19]. Each one of the eight histones forming nucleo-
somes’ proteinic core can be chemically modified in a number of ways, in-
cluding methylation, acetylation, phosphorylation, sumoylation, and ubiq-
uitylation [24]. Co-localizations of two or more histone PTM within single
nucleosomes have been proposed to encode regulatory signals recognizable
by multimeric complexes [69]. There is evidence suggesting that functional
genomic elements, such as active promoters, enhancers, transcribe regions,
and large-scale repressed domains, are encoded not by one but several histone
PTM arranged into specific combinatorial patterns [19, 20]. However, data
showing the presence of these combinatorial patterns at a genome-wide scale
is still lacking since chromatin immunoprecipitation followed by sequencing
(ChIP-seq) –the main tool to survey histone marks genome-wide– is not able
to generate maps of histone marks at single-nucleosome resolution.
As we showed in Chapter 3, MNase digestion of DNA coupled with ChIP-
seq (MNChIP-seq) can overcome these limitations and trace histone marks
to individual nucleosomes. Here, we used the single-nucleosome maps of
H3K4me3, H3K27Ac, H3K9me3, and H3K27me3 generated in Chapter 3 to
study the relation between combinatorial patterns of histone marks within
individual nucleosomes and regulation of several functional genomic elements
in the mouse genome.
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4.2 Diverse histone PTM tend to be
co-localized within single nucleosomes
We begin by assessing the presence of combinatorial patterns of histone PTM
within individual nucleosomes genome-wide. Based on the genome-wide
maps of histone marks produced on Chapter 3, we counted the number of nu-
cleosomes having any of the 16 possible combinatorial patterns of H3K4me3,
H3K27Ac, H3K9me3, and H3K27me3. A nucleosome was assigned to a com-
binatorial pattern if it was marked by all the histone PTM present in the
pattern. The results (Figure 4.1.A) show that besides nucleosomes devoid of
any histone PTM, most nucleosomes were marked by a single histone PTM,
atop H3K9me3. However, under the null hypothesis that each one of the four
types of histone PTM was independently distributed over the nucleosomes,
all counts of nucleosomes with two or more co-localized histone PTM were
statistically significant (p-values=0 using two, three, and four ways χ2 tests).
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Figure 4.1: Co-localization of histone PTM. (A) Distribution of the count
of nucleosomes with diverse combinatorial patterns of histone PTM. The
co-localizations of two or more histone PTM were unlikely to be indepen-
dently distributed (*** representing p-values=0, χ2-test of independence).
(B) Distribution of co-localization scores (ratio of observed co-localization
counts over expected counts given the null hypothesis that histone PTM are
independently distributed; co-localization scores over and below zero corre-
spond to enrichment and impoverished, respectively, combinatorial patterns),
where combinatorial patterns having H3K4me3, H3K27Ac, and H3K27me3
were the most prominent.
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We looked deeper at the relative importance of nucleosomes with combi-
natorial patterns of two or more histone PTM. For this, we simulated counts
of co-localized histone PTM under the previously described null hypothesis
(see Methods). Using this background, we computed co-localization scores as
the log ratio of observed over simulated counts of co-localized histone PTM.
In this way, co-localization scores above and below zero represent combi-
natorial patterns enriched and impoverished, respectively, compared to the
background distribution. The co-localization scores (Figure 4.1.B) showed
that combinatorial patterns containing at least H3K4me3, H3K27Ac, and
H3K27me3 were highly enriched compared to any other combination of his-
tone PTM.
4.3 Bivalent domains are enriched by
nucleosomes simultaneously marked by
H3K4me3 and H3K27me3
Defined as genomic regions enriched by both H3K4me3 and H3K27me3 [5],
bivalent domains are prevalent among embryonic stem cells, where they
are predominantly, but not uniquely, associated to the promoter regions of
developmental genes [70]. Still, it remains an open question whether bi-
valent nucleosomes (nucleosomes marked simultaneously by H3K4me3 and
H3K27me3) are enriched at bivalent domains. To address this question, we
built a list of bivalent domains by intersecting sonicated ChIP-seq libraries
of H3K4me3 and H3K27me3 (a visual inspection of these overlapped regions
are shown in Figure 4.2.A and Figure 4.3.A.). This resulted in 423 regions
with an average length of 2346 b (Figure 4.3.B), and found that 150 (35.5%
of total) of them overlap genomic regions containing nucleosomes enriched ei-
ther by H3K4me3 or H3K27me3 histone PTM. Most of these overlaps (112),
however, corresponded to bivalent nucleosomes, evincing that bivalent nucle-
osomes are the main driver of bivalency. The inferred width of these bivalent
nucleosomes (Figure 4.3.C) was in accordance to the genome-wide distribu-
tion of nucleosomes ( 75 b), indicating that the physical properties of these
nucleosomes does not deviate from the general population and, therefore, not
likely to be artifacts.
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Figure 4.2: Relationship between bivalent domains and bivalent nucleosomes.
(A) Example of a bivalent domains at the light of bivalent nucleosomes. Biva-
lent domains are represented by the union of the black rectangles underlying
H3K4me3 and H3K27me3 tracks. (B) Intersection of bivalent domains and
bivalent nuclesomes. (C) Distribution of the % of the background/bivalent
domains overlapped by at least one bivalent nucleosome.
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Figure 4.3: Relationship between bivalent domains and bivalent nucleosomes.
(A) Example of a bivalent domains at the light of bivalent nucleosomes. Biva-
lent domains are represented by the union of the black rectangles underlying
H3K4me3 and H3K27me3 tracks. (B) Distribution of bivalent domains sizes.
(C) Inferred width of bivalent nucleosomes overlapping bivalent domains.
To test the statistical significance of the overlap between bivalent do-
mains and bivalent nucleosomes, we sampled the genome to generate a set
of genomic windows equal in number and size to those of the bivalent do-
mains (only among autosomal and sex chromosomes; telomere regions [3.1
Mb at both ends of each chromosomes] were avoided). We repeated this
process 1000 times. For each random set of genomic regions we computed
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the percentage covered by at least one bivalent nucleosome. Similarly, we
tested the robustness of the percentage of bivalent domains covered by biva-
lent nucleosomes by bootstrapping the results 1000 times. Both distribution,
background and bivalent domains, are clearly different (Figure 4.2.C). Using
the background distribution to test the null hypothesis that bivalent nucleo-
somes are uniformly distributed across the genome, we computed the p-value
of the observed percentage of bivalent domains covered by at least one biva-
lent nucleosome (26.5% = 112/423*100). According to this procedure, the
likelihood of observing a percentage value of 26.5% or greater was a mea-
ger 1.33e-8, supporting the idea that bivalent nucleosomes are preferentially
located at bivalent domains.
4.4 Histone PTM co-localized within
individual nucleosomes are enriched at
TSS
We further explored the relation between nucleosomal co-localization of hi-
stone PTM and functional genomic elements. Given their importance in
controlling cellular phenotype, we focused on genes promoter regions. We
examined the 16 combinatorial patterns of H3K4me3, H3K27Ac, H3K9me3,
and H3K27me3 within single nucleosomes surrounding genes’ TSS. Using
all genes as a background (with disregard of their expression levels), the
results (Figure 4.4.A) show that all combinatorial patterns peaked at the
TSS and fade away as they distance from it, suggesting that nucleosomal
co-localization of histone PTM encode gene expression regulatory functions.
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Figure 4.4: Combinatorial patterns of histone PTM at transcription start-
ing sites (TSS). To determine if the combinatorial patterns of histone PTM
within nucleosomes vary with the output of gene expression, we contrasted
silent genes (A) against highly expressed genes (B). Both types of genes
showed enrichment signals centered at TSS, indicating a position-specific
effect of the combinatorial patters to control gene expression. However,
there were marked differences between both sets of genes. Unlike silent
genes, highly expressed genes had only half of the combinatorial patterns en-
riched. Among these, there are nucleosomes marked uniquely by H3K4me3
and H3K27Ac, and, interestingly, nucleosomes combining repressive histone
PTM, H3K9me3 and H3K27me3, along with H3K27Ac but not H3K4me3.
This suggest that the activation effect of H3K27Ac dominates over the re-
pressive marks, whereas H3K4me3 is dominated by the repressive histone
marks.
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4.5 Regulation of gene expression:
repressive histone PTM are superseded
by H3K27Ac but not by H3K4me3
Given the enrichment of nucleosomes having two or more histone PTM on
genes’ promoter regions, we asked what was their relation with gene ex-
pression output. We addressed this question by studying the distribution of
H3K4me3, H3K27Ac, H3K9me3, and H3K27me3 over silent and active genes
(which were divided into highly, medium, and lowly expressed; see Methods).
To facilitate the comparison of nucleosomes across different genes we defined
canonical nucleosome (see Methods) around +/-1000 b of the transcription
start sites (TSS) of all genes regardless of their expression levels (Figure
4.5.A). Then for any gene under study, its normalized nucleosomal counts of
MNChIP-seq (see Methods) was assigned to the canonical nucleosome with
whom it shares the largest overlap. For each canonical nucleosome we mea-
sured enrichment as the mean value of the normalized MNChIP-seq counts
(Figure 4.5.B).
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Figure 4.5: Normalized counts of MNChIP-seq reads around transcription
starting sites (TSS). We determined the canonical nucleosome positions as
the local peaks form by the distribution of counts of MNase-seq reads per
nucleosome around TSS (A). Cartoon depicting the process to compute the
mean values per canonical nucleosomes of the counts of MNChIP-seq reads
over the nucleosomes of several genes (B). Then, for every canonical nucleo-
some, we determined the mean value of normalized counts of the MNChIP-
seq reads of H3K4me3, H3K27Ac, H3K9me3, and H3K27me3 over genes with
high, medium, and low expression, as well as silent genes (C). For each canon-
ical nucleosome the we computed and confidence intervals (hight of boxes)
by bootstrapping (1500 iterations).
We found two interesting results. First, the enrichment of all four his-
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tone marks occurred primordially at the +1 nucleosomes, with upstream and
downstream nucleosomes showing decreasing enrichment levels. This suggest
that there is a positional effect in the encoding of epigenetic information con-
trolling gene expression. Second, different histone marks had different effect
on gene expression. The results (Figure 4.5.C) corroborated the activator role
of H3K4me3 [28] and H3K27Ac [25] as both marks were positively correlated
with gene expression, but, surprisingly, the repressive marks H3K9me3 [3]
and H3K27me3 [3] also resulted positively correlated with gene expression.
A possible explanation is that H3K9me3 and H3K27me3 are present on ac-
tive genes as a result of their nucleosomal co-localization with activating
marks. The distribution of combinatorial patterns of H3K4me3, H3K27Ac,
H3K9me3, and H3K27me3 within single nucleosomes surrounding genes’ TSS
showed that there are marked differences between silent and highly active
genes (formed by the top three nine-tiles of genes sorted by gene expression;
Figure 4.4.B). Whereas on silent genes all combinatorial patters are enriched
around the TSS (Figure 4.4), among highly expressed genes only a subset
of combinatorial patterns were enriched, evidencing that some combinato-
rial patterns of histone PTM are output-specific. Among highly expressed
genes, nucleosomes having a single histone PTM were marked by H3K4me3
or H3K27Ac (combinatorial pattern 2 and 3; Figure 4.4) but not by H3K9me3
or H3K27me3 (combinatorial pattern 4 and 5; Figure 4.4). This is coherent
with prior knowledge about the functions of these four histone PTM. Interest-
ingly, among highly expressed genes nucleosomes marked by H3K9me3 and
H3K27me3 when co-localized along with H3K27Ac (combinatorial patterns
9, 10, 12, 15, and 16; Figure 4.4) were also enriched. This does not occur if
H3K9me3 or H3K27me3 are co-localized with H3K4me3 (combinatorial pat-
terns 7, 8, and 14; Figure 4.4). Functionally, this suggest that H3K27Ac and
H3K4me3 react differently to repressive histone PTM. Whereas H3K27me3
supersedes the repressive action of H3K9me3 or H3K27me3, H3K4me3 is
subverted by them.
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4.6 Histone PTM are differentially enriched
among alternatively, and constitutively
spliced exons
Histone PTM have been suggested to constitute an additional regulatory
layer for alternatively splicing [38, 77]. To asses the effect of histone PTM
over splicing output, we measured the enrichment of H3K4me3, H3K27Ac,
H3K27me3, and H3K9me3 over alternatively spliced exons (see Methods).
To avoid the co-founding effect of epigenetic signals related to gene expres-
sion, we filtered out alternatively spliced exons placed first or last on a tran-
script. Also, we considered only exons coming from genes having similar
gene expression values (Figure 4.6). To compare the enrichment signals on
nucleosomes present across various exons, we used as reference regions the
canonical nucleosomes (see Methods) around +/-1000 b from exons (Figure
4.7). Coherent with previous reports [57, 64], nucleosomes were highly en-
riched at intron-exons junctions (Figure 4.7). The MNChIP-seq fragments of
each histone PTM were counted on the canonical nucleosome with whom it
has the largest overlap, and enrichment was measured as the mean value of
the normalized count of MNChIP-seq fragments per nucleosome (see Meth-
ods).
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Figure 4.6: Gene expression, measured as FPKM, of genes having constitu-
tive and alternatively spliced exons. To avoid the co-founding effect of gene
expression on the enrichment of histone PTM we selected only exons over-
lapping genes with similar gene expression values (inside the dashed vertical
bars). This resulted in 21,882 constitutive exons, 3,318 spliced-in exons, and
1.896 spliced-out exons.
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Figure 4.7: Canonical nucleosomes around exons were defined as 150 (b)
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exons, in consequence The positions of the canonical nucleosomes -3 and -2
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The results ( Figure 4.8) showed as position specific effect similar to the
found among TSS ( Figure 4.4), meaning that all four histone marks were
preferentially enriched at a specific nucleosome, in this case the +1 nucleo-
some when looking from the 5’ end of the exons (or equivalently the -1 nu-
cleosome when looking from the 3’ end of the exons). Among this and neigh-
boring nucleosomes, H3K9me3 enrichment ( Figure 4.8) was not significantly
different between spliced-in and spliced-out exons (Kolmogorov-Smirnov test,
Figure 4.9), suggesting that H3K9me3 does not affect splicing output. On the
other hand, H3K4me3, H3K27Ac, and H3K27me3 showed clear enrichment
differences between spliced-in and spliced-out exons (Kolmogorov-Smirnov
test, Figure 4.9) specially at the canonical nucleosome immediately down-
stream of the intron-exon junction (+1 canonical nucleosomes when looked
from exons’ 5 prime end, or -1 canonical nucleosome when looked from ex-
ons’ 3 prime end). We also created a database of constitutively expressed
exons by removing all know alternatively spliced exons from the known pool
of exons. Enrichment of H3K4me3, H3K27Ac, and H3K27me3 were higher
among constitutive than on spliced-in or spliced-out exons, supporting the
positive correlation between these histone marks and exons inclusion during
mRNA splicing. Together, these observations suggest: first, that histones
encoding inclussion/exclussion of alternatively spliced exons are specifically
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encoded in the nucleosome immediately after the exon-intron junction (from
the 5 to the 3’ direction), and, second, the marks H3K4me3, H3K27Ac, and
H3K27me3 but not H3K9me3 signal inclusion of alternatively spliced exons.
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Figure 4.8: Normalized counts of MNChIP-seq reads per nucleosome (mean)
around the 5’ and 3’ end of constitutively and alternatively spliced exons.
RNA-seq data was used to classify alternatively spliced exons as expressed
(spliced-in) or skipped (spliced-out). For each canonical nucleosome con-
fidence intervals (hight of boxes) were computed by bootstrapping (1500
iterations).
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Figure 4.9: Kolomgorov-Smirnov test of equality of the normalized histone
PTM enrichment signals between pair-wide comparisons of constitutively and
alternatively spliced exons.
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4.7 Discussion
We have analyzed the combinatorial patterns whithin single nucleosomes
of four histone PTM (H3K4me3, H3K27Ac, H3K9me3, and H3K27me3) in
order to understand how regulatory information is encoded within individual
nucleosomes. Our findings provide five major insights.
First, a significant number of nucleosomes are simultaneously marked by
two or more of histone PTM. Several effector proteins have been noticed for
containing multiple binding domains for histone PTM [55], and the formation
of multimeric complexes can bring together different binding modules for the
recognition of combinatorial patterns of histones PTM [68, 69]. This makes
plausible to hypothesized that the regulatory machinery can distinguish nu-
cleosomes marked by diverse combinatorial patterns of histone PTM.
Second, bivalent nucleosomes are significantly enriched at bivalent do-
mains compared to the genomic background (Figure 4.2.C). This is coher-
ent with Voight et al results [69], who using ChIP-seq coupled with mass
spectrometry-based quantitative profiling of histone modifications proved the
existence of widespread nucleosomal bivalency (up to 15% of all H3K4me3-
carrying nucleosomes were marked by H3K27me3). Based on our results, it
is tempting to conjecture that the co-localization of H3K27me3 along with
H3K4me3 within individual nucleosomes prepare genes for transcriptional
activation at subsequent developmental stages.
Third, encoding of information regarding gene regulation, and alterna-
tively splicing of exons, there is a position specific effect, where nucleosomes
immediately after the TSS (in the case of gene expression) and intron-exons
junctions (in the case of alternatively splicing) carry most of the encoding of
regulatory information as expressed by enrichment of histone PTM.
Forth, compared to silent genes, the TSS of highly active genes is enriched
by nucleosome simultaneously marked by the repressive marks H3K27me3
and H3K9me3 if they are co-localized along H3K27Ac, but depleted if co-
localized with H3K4me3. Although is impossible to exclude the possibility
that other elements of the transcriptional machinery are co-founding these
results, our findings suggest that the activating role of H3K27Ac, but not
H3K4me3, supersedes the repressive effect of H3K27me3 and H3K9me3.
Fifth, coherent with previous reports [57, 64] we observed that nucle-
osomes define exon-intron boundaries (Figure 4.7), and among these the
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presence of H3K4me3, H3K27Ac, or H3K27me3 correlates well with exon
inclusion on final mRNA. The influence of histone PTM over splicing out-
put is in line with two proposed mechanisms. On the first, these three his-
tone PTM may recruit core spliceosome components and splicing regulators
[61, 4, 56, 39]. On the second, these histone PTM may slow down mRNA
elongation rate. Since most eukaryotes genes are spliced cotranscriptionally
[9], slower elongation rates induces exons inclusion by contributing to the
formation of the spliceosome in two ways: first they avoid the formation of
secondary structures on the nascent RNA [7], and increase the time-window
for the recognition of splicing signals [14]. Both mechanisms are not mu-
tually exclusive, and more studies will be needed to determine the specific
mechanisms by which these histone PTM affect RNA splicing.
4.8 Materials and Methods
4.8.1 Normalization of count of MNChIP-seq reads
per nucleosome
As previously described, the nucleosomal counts of MNChIP-seq fragments
are tangled with the co-localization level of nucleosomes across cells on the
current genomic regions. To correct this source of bias, we normalized the
nucleosomal counts of MNChIP-seq fragments in the following manner. For
a nucleosome j the count of MNChIP-seq fragments, xj was normalized as
the ratio:
rj =
xj
E(X|N = nj) (4.1)
where X and N are random variables representing the counts per nucle-
osome of MNChIP-seq and MNase-seq fragments, respectively, and nj is the
count of MNase-seq fragments on the current nucleosome j. E(X|N = nj),
in turn, corresponds to the expected count of nucleosomal MNChIP-seq frag-
ments on a nucleosome, and was estimated for the observed range of nj ( 1
to 16 after discarding as outliers nucleosomes with MNase-seq counts over
the 99.9% percentile) as:
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E(X|N = nj)=ˆ
∑
i:ni=nj
xj∑
i:ni=nj
1
(4.2)
4.8.2 Histone PTM co-localization scores
To study the importance of two or more co-localized histone PTM, we gen-
erated a background distribution of histone PTM under the null hypothesis
that each one of them is independently and identically distributed (i.i.d.)
among nucleosomes. Formally, given a sample space consisting on the set
of all nucleosomes, N , and a subset of histone PTM h ⊂ H = {H3K4me3,
H3K27Ac, H3K9me3, H3K27me3}, an event Ah is defined as the subset of
nucleosomes enriched by h. In this framework, we defined a disjoint partition
of the sample space {αn : n = 1, 2, ..., 2|H|} such that:
Ah =
⋃
n
(Ah
⋂
αn), ∀h (4.3)
The partitions αn can be considered as outcomes characterized by a par-
ticular combinatorial pattern of enriched histone PTM. To evaluate how im-
portant is each outcome, we used as reference a uniform random distribution
of enriched histone PTM, each drawn independently from each other. To
build the reference distribution, for each Ah we defined a surrogate event Bh,
such that:
|Bh| = |Ah|,∀h (4.4)
Unlike the observed distribution, the members of each surrogate event are
i.i.d. on N through a uniform distribution. For this distribution of surrogate
events we defined a new disjoint partition {βn : n = 1, 2, ..., 2|N |} of N such
that:
Bh =
⋃
n
(Bh
⋂
βn), ∀h (4.5)
Concordantly, we compute the enrichment scores of co-localized histone
PTM outcomes as:
S(αn) = log
( |αn|
|βn|
)
,∀n (4.6)
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Values of S(αn) above or below zero show enrichment or depletion of the
αn outcome, respectively.
4.8.3 Canonical nucleosomes
Canonical nucleosomes were defined as the 150 b region centered around the
peaks formed by the cumulative distribution of MNase-seq fragments over a
genomic interval (+/-1000 around TSS in the case of genes, or +/-1000 b
around exons boundaries in the case of alternatively splcied exons).
4.8.4 Classification of genes according to their
expression levels
Using RNA-seq produced by Xiao et al. [73], we computed gene expression
values as FPKM using cuﬄinks [66] with default parameters. Since most of
the prior knowledge of the function of H3K4me3, H3K27Ac, H3K9me3, and
H3K27me3 stems from protein-coding genes, we restricted our analysis only
to this type of genes. Based on the FPKM values, genes were categorized as
silent (16,792 genes) if no expression was detected (upper confidence intervals
of their expression values equal 0, cuﬄinks [66]), or as highly (1,038), medium
(1,038), and lowly (1,038) expressed if they were among the top, medium,
and low nine-tiles of active genes (lower confidence intervals above 0, cuﬄinks
[66])
4.8.5 Classification of alternatively spliced exons as
included or excluded from the mRNA
We use RNA-seq data [73] to compute, using MISO ([27]), the percent of
spliced in (PSI) of known alternatively spliced exons (mouse database version
1.0 from Katz et al [27]). PSI values are equal to 1 if the alternatively spliced
exons is present in every transcript, or 0 if absent in all of them. Thus, we
classified exons as spliced-in if their PSI values were higher than 0.7, or
as spliced-out if the PSI values were lower than 0.3. In all cases, we only
considered exons with highly confident values of PSI (confidence intervals
smaller than 0.2). To avoid classify exons on non-active genes as spliced-out,
we requested each alternatively spliced exon to be covered by at least 10
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RNA-seq fragments.
The database of constitutively expressed exons was created by removing
all know alternatively spliced exons from the known pool of exons (EN-
SEMBL mm8).
4.8.6 Bioinformatic analyses
The counting of MNChIP-seq/MNase-seq reads per nucleosome, normaliza-
tion, visualization of coverage, and computation of statistical test was per-
formed using a newly developed Python package: nucChIP. This tool is freely
available at:
nuclear.ucsd.edu
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Chapter 5
Conclusions
The goal of this thesis was to study the mechanisms by which genome and
epigenome give rise to phenotypic traits and regulatory processes. For this,
we developed analytical methods and computational tools that take advan-
tage of NGS technologies to probe the genome of mammalian cells.
How phenotypic traits are encoded genetically is a fundamental, yet not
fully understood aspect of the genome. Chapter 2 was concerned with the
study of the genetic roots of aggressive behavior through the comparison of
the genomes of Africanized and European honeybees. We discovered that
genes and promoters related to mitochondrial metabolism are among the
most divergent between both subspecies of bees. Given the known role of
mitochondrial metabolism on brain-related processes, these results are coher-
ent with the hypothesis that changes in mood are related to fast neurological
processes. We also look at phenotypic variations associated to variations in
the maternal and paternal alleles of diploid organisms. We developed a com-
putational tool to create personalized genomes reflecting the known genetic
particularities (SNPs, and indels) of two human cell lines. We found that us-
ing personalized genomes improves not only the mapping of NGS reads, but
showed that maternal and paternal alleles have different binding affinities for
the transcriptions factor NFκB.
It is known that histone post-translation modifications encode regulatory
information. However, it is not clear how these histone marks are distributed
among individual nucleosomes. In Chapter 3, we developed computational
tools and statistical methods to map histone marks a single-nucleosome res-
olution based on MNChIP-seq. In particular, we analyzed four MNChIP-seq
libraries, corresponding to histone marks: H3K4me3, H3K27Ac, H3K9me3,
and H3K27me3. We found that pooling MNChIP-seq and MNase-seq reads
yield excellent nucleosomal maps, supporting the use of this method to de-
termine nucleosomal maps on other species. Based on these nucleosomal
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positions, we counted the number of MNChIP-seq and MNase-seq fragments
per nucleosome, which turn out to be positively correlated for all four histone
mark. This is evidence of the co-founding effect between the enrichment of
histone marks and nucleosomes. To decouple both effects when determining
if a nucleosome is marked by a particular histone mark, we stratified the
nucleosomes according to their counts of MNase-seq fragments. For each
stratum, the likelihood of a nucleosome of having a particular histone mark
was computed as the quantile of the if count of MNChIP-seq fragments.
Based on this method we discovered thousands of nucleosomes marked by
H3K4me3, H3K27Ac, H3K9me3, and H3K27me3.
There is evidence that two or more histone marks when co-localized in the
same nucleosomes can be recognized by multimeric complexes. In Chapter
4, we used the results of the previous Chapter to study the relationship be-
tween combinatorial patterns of histone marks within individual nucleosomes
and the output of functional genomic elements. A significant amount of nu-
cleosomes contained two or more histone marks, being this coherent with
the idea that nucleosomal co-localization of histone marks constitute a form
of epigenetic information encoding. Bivalent nucleosomes were enriched at
bivalent domains, and nucleosomes surrounding transcriptions starting sites
had different combinations of histone marks across active and inactive genes.
We also found that alternatively spliced exons were differentially enriched of
histone marks when included in the final transcript. This suggests that com-
binatorial patterns of histone marks within individual nucleosomes constitute
basic units of epigenetic information.
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