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ABSTRACT 
 
This paper discusses the numerical investigation of the surface roughness effect on the 
supercritical water flow. A computational attempt has been made to understand the alteration 
in heat transfer characteristics of supercritical flow due to roughness presence, which remains 
unexplored. For smooth circular pipe, simulations are performed (using Ansys Fluent) for 
Shitsman's experimental setup that reported two peaks in wall temperature. The results are in 
fair agreement with the reported data. This analysis has been further extrapolated for rough 
pipes by incorporating a roughness model based on the Nikuradse experimental findings for 
pipe with tightly packed uniform sand-grain roughness. The study spans over different 
roughness values, and it is observed that the heat transfer deterioration (HTD), which was 
apparent in the smooth pipe vanished gradually as the roughness value increases, eventually 
resulting in the smooth wall temperature profile. The different calculated parameters such as 
heat transfer coefficient, average pressure loss, average turbulent kinetic energy (TKE), and 
TKE production term revealed that the significant effect of roughness on the flow is evident 
only after specific roughness value. However, this rough pipe behavior is similar to what one 
would expect in the subcritical flow; the wall temperature maxima is sensitive to the smallest 
roughness presence. Besides, the entropy generation values are enumerated for different 
roughness to gain a better insight into heat transfer. This calculation shows that the 
contribution in entropy production due to the thermal gradient is much higher than the 
dissipation. Also, the total entropy generation peaked at some intermediate value of 
roughness. The observed maximum can be attributed to the supercritical fluids properties 







The critical point is a thermodynamic state on the saturation curve, which marks the end of 
any noticeable phase transition. In other words, there is no apparent phase boundary beyond a 
critical point, and liquid and vapor cannot be differentiated further. Fluids at a pressure higher  
NOMENCLATURE    
x Axial distance from the inlet (m) Subscript   
r Radial distance from the axis (mm) in Inlet 
dx Axial grid size (mm) out Outlet 
dr Radial grid size(mm) w Wall 
y  Non-dimensional wall distance pc Psuedocritical 
R Radius (mm) b Bulk 
Re Reynold number   
S Entropy (J/kgK)   
ρ Density (kg / m3)   
U Average velocity (m/s)   
T Temperature (K)   
q Heat flux (kW/m )   
G Mass flux (kg/s)   
K Thermal conductivity (W/mK)   
Cp Specific heat capacity (J/kgK)   
h Heat transfer coefficient (W/m2K)   
TKE (k) Turbulent Kinetic energy (m /s )   
Ṡ   Entropy generation due to mean velocity gradient (W/m
 K)   
Ṡ   Entropy generation due to fluctuating velocity gradient (W/m
 K)   
Ṡ   Entropy generation due to mean temperature gradient (W/m
 K)   
Ṡ   Entropy generation due to fluctuating temperature gradient (W/m
 K)   
ṠTotal Sum of all the entropy generation term (W/K)   




than the critical pressure are known as supercritical fluids and are extensively used in power 
and refrigeration cycles for better efficiency. The saturation curve in the pressure-temperature 
diagram is extended above the critical point so that it is a locus of states with maximum 
specific heats at a given pressure. This curve is named the pseudo-critical line or widom line 
marking the liquid-like and vapor-like region in the supercritical domain shown in Figure 1 as 
the shaded region[1]. The points on these lines are known as pseudo-critical points. 
 
Figure 1. Pressure Vs. Temperature for water [1] 
Supercritical water and carbon dioxide caught the interest of researchers in the second half of 
the 20th century. Various experimental studies[2]-[5] aimed at studying the heat transfer 
characteristic of supercritical fluids, mainly in the smooth circular pipe, had been conducted. 
The results showed a significant deviation from what one would expect for a subcritical fluid. 
An important feature common in all the experimental observations was either heat transfer 
deterioration (HTD) or heat transfer enhancement (HTE). These phenomena were ascribed to 
thermo-physical properties variation of the supercritical fluid at the pseudo-critical region. 
Different properties of water as a function of temperature at pressure 25.3MPa are shown in 
Figure 2. The phenomenon of HTD was generally observed for the low mass rate upward 
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interferes with velocity distribution, leading to loss of turbulence kinetic energy and 
impairing heat transfer. H. Cheng et al. [15] work is the first attempt to study Shitsman's 
observation of two wall temperature peaks numerically. It demonstrated that buoyancy forces 
cause the first peak, whereas the second peak results from the shear stress effect, which 
flattens the velocity in the main flow region. 
Even though enough experimental and numerical work has been done on supercritical flows, 
all the studies have been mainly for smooth circular pipes. The effect of the pipe's surface 
roughness on supercritical flows remains unexplored. Roughness has an inherent presence on 
any surface, as nothing is perfectly smooth. Also, for high Reynolds number flow, even the 
small roughness can be significant; this, by default, renders surface roughness as one of the 
variables. Recent studies[16]-[18] on the roughness effect in the turbulent flow showed that it 
alters the fluid flow characteristic near the wall, affecting heat transfer behavior. Hence 
understanding the impact of roughness is much desirable.  
Also, the convective heat transfer process can be analyzed by the second law of 
thermodynamics, as shown by A. Bejan[19], which has been extended for turbulent 
flows[20][21]. However, to the author's best knowledge, no attempt to date has been made for 
supercritical flow. Irreversibility in the flow can be generated due to finite temperature 
gradient and dissipation in the stream. Since this analysis employs entropy generation 
calculation, it can reveal the dominant term in the irreversibility production. 
2. METHODOLOGY  
2.1 Governing equations 
 
The primary governing equation of mass, momentum, and energy for a steady-state case is 
numerically solved using the commercial software (ANSYS FLUENT). The circular pipe 
flow is considered axis-symmetric flow, and governing equations are written for the radial 
















































































































Where u, v are axial and radial velocity, respectively, ρ is the density and µ  is the effective 










































Where h is the enthalpy, Pr is the molecular Prandtl. Pr  is the turbulent Prandtl number 
which is equal to 0.85 for this calculation. 
The SST k-ꞷ turbulence model is used for this study, which has the advantage that it 
subsumes the qualities of the k-ꞷ model in the near-wall region and the k-ε model in the free 
stream flow. It does so by multiplying both the models with blending function and adding 
them together. The blending function is equal to unity in the region near the wall and zeroes 
away from the surface. So, it activates k-ꞷ near the wall and k-ε in the far-field. It is 
 
 
recommended to use SST k-ꞷ because it predicts the result accurately at the wall as well as in 
the free stream compared to other models. 
Roughness effects are imitated in turbulent flow by modifying the law-of-the-wall for mean 
velocity. In rough pipes, the velocity profile slope is the same as a smooth pipe but has a 
different intercept depending on the roughness. The value of the intercept depends on two 
parameters: Roughness height (K ) and the Roughness Constant (C ). For uniform sand-grain 
roughness, K  is simply the height of the grain, whereas, for non-uniform sand-grain, it is 
usually the mean diameter. The value of C  depends on the type of roughness, and for the 
present study, it is 0.5. Nikuradse generated resistance data for rough pipe with tightly-
packed uniform sand-grain roughness. When the k-ε model is used to reproduce the 
experimental result of Nikuradse, C  value comes out to be 0.5. 
For the second law analysis, entropy generation is computed. The entropy per unit mass 
(J/kgK ) has a balanced equation for a steady state given as following[21]. 
 

















 are the entropy generation (Ṡ) terms. The first term describes the entropy 
production due to dissipation of kinetic energy and for turbulent flow has two parts: 














































Ṡ  is caused by turbulent dissipation( dissipation due to turbulent fluctuations of velocity), 





The second term describes the entropy production term due to heat transfer and for turbulent 
flow  has two parts: 































2.2 Physical and Numerical model 
 
.  
Figure 3. Schematic diagram of flow geometry for a circular pipe 
In the present study, we intended to simulate the case of HTD with two peaks in wall 
temperature. For this purpose, Shitsman's [2] experimental setup that has resulted in HTD 
with two wall temperature peaks has been implemented. The flow geometry used is a vertical 
circular pipe. Still, it is represented as a pipe with three different regions along the axis for 




The first region consists of an adiabatic wall from the inlet in the flow direction to ensure that 
a fully developed velocity profile is achieved at the next region's entry. Then follows the 
second region, which is heated with uniform heat flux at the wall, and its length is similar to 
the experimental section. Next, there is a third region with the adiabatic wall up to the outlet. 
The last region ensures that there is no backward flow, resulting in a stable computational 
system. The schematic of the geometry is depicted in Figure 3. 
A No-slip boundary condition is applied at the wall, so a high radial gradient is expected near 
the wall. It is recommended to have a value of less than 1 for   of the first element near the 
wall. That is achieved by non-uniform mesh in the radial direction such that there is the 
highest mesh density in the wall vicinity. The size of the first grid near the wall is 0.001 mm, 
which has ensured that the value of y is less than 0.2, which is way below the recommended 
limit. After the grid independence process, the final mesh for all the simulations is decided to 
have 440000 grid points with the axial mesh element length of 0.6 mm.  
National Institute of Standards and Technology (NIST) software miniREFPROP has been 
referred for the thermo-physical properties of water at various operating conditions. For the 
simulation, a piecewise linear profile is used to incorporate the properties as a function of 
temperature, assuming the pressure to be constant. Since the pressure drop is significantly 
less, so it is a valid assumption.  
2.3 Boundary and Operating condition 
 
The boundary and operating conditions are given in Table 1 that spans over all the cases 
simulated in the present study. The flow conditions are taken from Shitsman's [2] experiment, 
where the inlet bulk enthalpy is mentioned instead of temperature. So the NIST miniREFROP 
is used to find out the inlet bulk temperature (Tin) for given enthalpy and pressure. At the 
inlet boundary, turbulent intensity and turbulent viscosity ratio are set as 5% and 10, 
respectively. Also, mass flow inlet and pressure outlet are chosen as boundary conditions as 
the fluid is compressible. 
Uniform heat fluxes and roughness is provided on the heated wall (region 2) only. Ks is the 
absolute roughness height, and the roughness constant (Cs) is kept unchanged at 0.5 for all 
the simulations. The value of K  is varied from 0 (smooth) to 0.1mm, keeping everything the 






















Figure 4. Wall temperature variation of Shitsman
 of water at 
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Figure 5. Velocity profile for case
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After that, heat transfer recovers as buoyancy becomes dominant and manipulates the 
velocity profile, although buoyancy forces are less intense. 
The intensity of HTD peaks, or in other words, the nature of the wall temperature crests, can 
be justified by the radial location where the velocity profile becomes flat. The first peak is 
steep and sharp because the velocity flattens near the wall, which is a dominant source of 
turbulent production. In contrast, the second peak is gradual and wide due to the flattened 
velocity profile in the main flow away from the wall. Also, it's worth noting that the 
magnitude of TKE keeps on increasing in the downstream direction, which is visible in the 
TKE profile. So, even if the velocity flattens or the TKE production drops somewhere 
downstream, the consequence will not be that severe compared to what would be experienced 
if the same happens upstream. 
3.1.2 Grid Independence 
 
As a part of the grid independence study, the grid is refined, such that each time the modified 
mesh has a double number of grid points compared to their previous mesh. Mesh refining is 
performed in the radial as well as in the axial direction. For the first simulation, the number 
of nodes was kept at 200000 initially, and then the mesh is refined subsequently. Although 
mesh is improved radially, the first grid point near the wall remains unchanged in all the 
simulations to achieve the desired y+ value. 
The wall temperature variation plot for different refined mesh shows that there is always an 
improvement at the peaks, and the rest temperature profile remains the same. However, the 
magnitude of the change at peak temperature decreases with mesh refinement, as manifested 
in Figure 7. It conveys that the grid independence at the peaks is relatively slow with respect 
to mesh refinement. So, one of Shitsman's[2] experimental test conditions (case-1) was 
simulated with no HTD (that is, the axial variation of wall temperature has no peak) to get 
more insight into this. Further, the same procedure was followed for this case with the same 
initial mesh structure and grid points. The axial variation of wall temperature for case-1 is 
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3.4 Second law Analysis 
 
The entropy generation (Ṡ) is used as a quantitative parameter for second law analysis, and 
the volume integral for the equation 7-10 is performed, which gives various components of Ṡ 
in the units of (W/K). As mentioned earlier, ṠU1 and ṠU2 are the contributions due to viscous 
dissipation in mean flow and turbulent dissipation due to velocity fluctuation, respectively. 
Whereas, ṠT1 and ṠT2 are the entropy production terms because of the mean thermal gradient 
and fluctuating thermal gradient due to turbulence, respectively. All these components are 
calculated for the whole flow region and plotted as a function of roughness shown in Figure 
16 (a) and (b). 
ṠU1 term increases as roughness increases, but the growth is not rapid as in the case of ṠU2 
generation term. This trend is on the expected lines as turbulence levels go up with higher 
roughness. However, ṠU1 has a dip in the value after being more or less constant, and then it 
gradually recovers. The decline may be attributed to the fact that for rough pipe velocity 
profile near the wall becomes less steep compared to a smooth pipe. Further, recovery might 
be the consequence of increasing axial velocity due to reducing density, which may 
eventually lead to a higher slope near the wall to achieve higher velocity in the main flow. 
The variation of entropy generation due to mean thermal gradient (ṠT1) has a maximum for 
some intermediate value of roughness, and as roughness increases, this value decreases and 
eventually becomes smooth. The same trend is followed by the generation term due to 
fluctuation in the thermal gradient (ṠT2). However, ṠT2 value is higher than that of ṠT1, which 
is expected because the former one is due to turbulent variation. 
Also, entropy generation due to dissipation is much less than the value of entropy production 
because of the temperature gradient; there is a difference of order 10-5. This is also clearly 
evident in the total entropy generation (ṠTotal) plot, which follows the same trend of entropy 




                                                                  (a) 
 
The analogy can explain the occurrence of the peak with the heat transfer on the grooved 
plate. The fluid gets stagnant in the grooves, and the only effective way of heat transfer is 
conduction, which dominates the other mode, as shown in Figure 17. The same phenomena 
happen for a particular intermediate roughness value (might be the order of laminar sublayer 
thickness ), and since for supercritical fluid thermal conductivity decreases with an increase 
in temperature. So by Fourier's law for constant heat flux, temperature gradient increases as 
thermal conductivity decreases. This is eventually reflected as maxima in the entropy 
generation. The ṠTotal decreases for subsequent roughness value because once the roughness 
height crosses the laminar sublayer thickness, it starts interfering with the main flow stream. 







16. Entropy generation variation for different values of absolute 











HTD in supercritical water from Shitsman's experiments is numerically studied. It is 
simulated in commercial software ANSYS FLUENT using the  SST k-ꞷ turbulence model. 
The results showed buoyancy caused the first peak, whereas the shear force is responsible for 
the second peak in wall temperature.  The study is further extended for a circular pipe with 
roughness based on the model derived from the Nikuradse experiment on the pipe roughened 
with uniform and closely packed sand grains. The analysis revealed that the effect of 
roughness on supercritical flow is kind of similar to what is expected in subcritical flows. 
However, the wall temperature peaks are very sensitive to the presence of even the smallest 
roughness height. Further, the second law investigation reveals that there is a maximum 
entropy generation for an intermediate roughness value. The Fourier law of heat conduction 
and the property variation can explain it by taking the analogy to flow on the grooved 
surface. It is also worth stating that the entropy generation due to thermal gradient is much 
higher than what is produced because of dissipation. 
Nevertheless, this paper attempts to explore the roughness response on the supercritical flow; 
there is a need for experiments to study the same because it will give a deep insight into flow 
behavior and help us generate the roughness model for supercritical flow. On the numerical 
front, the inclusion of roughness is immensely challenging; for example, while using the 
Nikuradse model for RANS simulation, the value of roughness constant is not clearly 
defined. This model is suitable for particular roughness characteristics such as uniform and 
tightly packed protrusion. There is a need for detailed and extensive numerical methods such 
as direct numerical simulations (DNS) for treating the surface roughness in supercritical flow. 
Together with experiments, DNS can contribute to a robust and generic roughness model that 
can incorporate all kinds of roughness structure and distribution. 
5. REFERENCES 
 
[1] A.R. Imre, U.K. Deiters, T. Kraska, I. Tiselj, The pseudocritical regions for 
supercritical water, Nucl. Eng. Des. 252 (2012) 179–183. . 
[2] M.E. Shitsman, Impairment of the heat transmission at supercritical pressures, High 
Temp. 1 (1963) 237–244, (1963). 
 
 
[3] H.S. Swenson, J.R. Carver, C.R. Kakarala, Heat Transfer to Supercritical Water in 
Smooth-Bore Tubes, J. Heat Transfer. 87 (1965) 477–483. 
[4] J.W. Ackerman, Pseudoboiling heat transfer to supercritical pressure water in smooth 
and ribbed tubes, J. Heat Transfer. 92 (1970) 490–497.  
[5] K. Yamagata, K. Nishikawa, Forced convective heat transfer to supercritical water 
flowing in tubes, Int. J. Heat Mass Transf. 15, (1972). 
[6] M.E. Shitsman, Paper 6: Natural Convection Effect on Heat Transfer to a Turbulent 
Water Flow in Intensively Heated Tubes at Supercritical Pressures, Proc. Inst. Mech. 
Eng. Conf. Proc. 182 (1967) 36–41. 
[7] J.D.J. W.B. Hall, W.B. Hall, J.D. Jackson, Laminarisation of a Turbulent Pipe Flow 
By Buoyancy Forces, ASME, 1969, Paper No. 69-HT-55, ASME. (1969) 1969. 
[8] W.B. Hall, Heat Transfer near the Critical Point, Adv. Heat Transf. 7 (1971) 1–86.  
[9] J.D. Jackson, M.A. Cotton, B.P. Axcell, Studies of mixed convection in vertical tubes, 
Int. J. Heat Fluid Flow. 10 (1989) 2–15.  
[10] J.D. Jackson, Fluid flow and convective heat transfer to fluids at supercritical pressure, 
Nucl. Eng. Des. 264 (2013) 24–40.  
[11] S. Koshizuka, N. Takano, Y. Oka, Numerical analysis of deterioration phenomena in 
heat transfer to supercritical water, Int. J. Heat Mass Transf. 38 (1995) 3077–3084.  
[12] M.T. Kao, M. Lee, Y.M. Ferng, C.C. Chieng, Heat transfer deterioration in a 
supercritical water channel, Nucl. Eng. Des. 240 (2010) 3321–3328.  
[13] J.H. Bae, J.Y. Yoo, H. Choi, Direct numerical simulation of turbulent supercritical 
flows with heat transfer, Phys. Fluids. 17, (2005).  
[14] J. Yang, Y. Oka, Y. Ishiwatari, J. Liu, J. Yoo, Numerical investigation of heat transfer 
in upward flows of supercritical water in circular tubes and tight fuel rod bundles, 
Nucl. Eng. Des. 237 (2007) 420–430.  
[15] H. Cheng, J. Zhao, M.K. Rowinski, Study on two wall temperature peaks of 
supercritical fluid mixed convective heat transfer in circular tubes, Int. J. Heat Mass 
Transf. 113 (2017) 257–267.  
 
 
[16] K. Bhaganagar, J. Kim, G. Coleman, Effect of roughness on wall-bounded turbulence, 
Flow, Turbul. Combust. 72 (2004) 463–492.  
[17] K.A. Flack, M.P. Schultz, Roughness effects on wall-bounded turbulent flows, Phys. 
Fluids. 26 (2014).  
[18] M.A. Shockling, J.J. Allen, A.J. Smits, Roughness effects in turbulent pipe flow, J. 
Fluid Mech. 564 (2006) 267–285.  
[19] A. Bejan, A study of entropy generation in fundamental convective heat transfer, J. 
Heat Transfer. 101 (1979) 718–725.  
[20] F. Kock, H. Herwig, Local entropy production in turbulent shear flows: A high-
Reynolds number model with wall functions, Int. J. Heat Mass Transf. 47 (2004) 
2205–2215.  
[21] H. Herwig, F. Kock, Direct and indirect methods of calculating entropy generation 
rates in turbulent convective heat transfer problems, Heat Mass Transf. Und 
Stoffuebertragung. 43 (2007) 207–215.  
 
 
 
 
