In this paper we present the design of an observer for nonlinear systems. The nonlinear system is represented as a sequence of linear time varying approximations and the convergence of the sequence is shown. In this way, we can use the classical techniques for the design of linear observers.
Introduction
There exist several approaches to the design of observers for nonlinear systems, including the separation of the nonlinear system into a linear part and a nonlinear perturbation of the system with a bounded condition [2] , the use of Lie derivatives and the inversion of the Jacobian of a coordinate transformation to obtain the gain of the nonlinear observer [10] and the use of a Lyapunov equation to design the observer for a nonlinear system represented in a special canonical form [8] . The design of observers for linear systems is better understood (see [11] , [14] ) since in nonlinear theory there is a necessity to use more complex mathematics. Therefore, there exist interest in the development of simpler and general methods to solve the problem of nonlinear state reconstruction. This paper deals with the design of observers for nonlinear systems by using a recent technique in which the nonlinear dynamical system is represented as the limit of a sequence of linear time-varying approximations that converge to the solution of the nonlinear system under a local Lipschitz condition.
The framework of this design is based on a previous application of the linear approximations scheme in optimal control theory [2] , in the theory of chaos [4] and in the theory of nonlinear delay systems [5] .
The paper is organized as follows. Section 2 presents the principle of the linear approximation scheme (see [2] , [6] ), in section 3 a linear method for the design of timevarying observers is referenced, section 4 introduces the method for the design of the observer for nonlinear systems and in section 5 the convergence of the sequence is proven. Some examples are given in section 6.
The method can be easily generalized to different kinds of observers, like the reducer order and the algorithm described for the design is simple as it is based only on linear time-varying systems, allowing the use of different linear techniques.
Linear Approximation Scheme
The approximation scheme was developed by Banks [2] and is a method for reducing non-linear problems to sequences of linear non-autonomous equations. The method is described in the following Considering the non-linear differential equation
Now, we introduce the sequence of linear non-autonomous equations:
. It can be shown that the solution of sequence (2.2) converges to the solution of the original nonlinear system (2.1). The proof of local convergence of this method can be found in [2] and the global result is presented in [6] . The proof of convergence is based on the assumption of local Lipschitz continuity on the matrices of the nonlinear system, and shows that the sequence of approximations
is a Cauchy sequence of approximations (2.2) that converges to the real solution of the system.
Linear Methods
A known method to design observers for linear time-varying systems is given in [15] . In the following, we give a brief outline of this method.
Given an uniformly observable and lexicography fixed time-varying system
where x(t) is (n x 1)-dimensional unavailable state vector, u(t) is (p x 1)-dimensional input vector and y(t) is (q x 1)-dimensional output vector of the system. It is possible to find a state estimator of the form:
The relationship between the true state and its estimate is )
, and the system (2.2) will be an asymptotic identity state estimator if ) (
is a constant matrix with stable eigenvalues. by eliminating the rows of the observability matrix that are linearly dependent. The steps in the design of the observer are as follows, see [15] .
Canonical transformation
a) Construct the observability matrix of the system by using a matrix operator defined as:
b) Check uniform observability of the system by calculating the rank of the observability matrix. c) Construct an (n x n) matrix with rank n by eliminating the rows of the observability matrix that are linearly dependent. d) Construct a transformation matrix by using a second matrix operator defined as:
e) Transform the original system (2.1) into the equivalent system.
2. Construction of the asymptotic estimator a) Choose n stable eigenvalues for the state estimator.
is a constant matrix by using the chosen eigenvalues and some relationships between the system matrices. c) Construct the state estimator
Observer for nonlinear systems
In this section, the algorithm to design the nonlinear observer is presented. This is done by combining the design of an observer for linear time-varying systems and the approximation scheme presented in [2] and [6] , in which the nonlinear system is represented as a sequence of linear time-varying approximations.
We consider the following nonlinear system
We introduce the approximation scheme (see [2] , [6] 
Therefore, the original nonlinear system (2.1) is approximated by the sequence of equations (2.2), (2.3). As each approximation is only a linear time-varying equation, the techniques available to analyse linear systems can be applied.
The design method used to obtain the linear time-varying observer is the one described in section 3, which is based on the method report by Nguyen and Lee [15] . Then, for the first approximation we obtain the following state estimator
Finally, by introducing the transformation matrix P(t), we can obtain the estimates of the system for the first approximation as
and for 1
The states of the nonlinear system (4.1) are then estimated by the solution of the final approximations given in equations (4.6) and (4.7).
Convergence Proof
A local convergence proof for the representation of a nonlinear system as a sequence of linear time-varying system is presented in [2] . The global convergence proof of the sequence appears in [6] .
Here the convergence of the designed observer is presented, this is done using the results of [6] and the theory of linear observers (see for example [11] ).
Consider the following nonlinear system
From [6] , the basic assumption is the one of local Lipschitz continuity of matrix A. Given that we have a nonlinear system of form From observer's theory, the following limit must be satisfied
And at each approximation i, 
Examples
In this section we present the design of an observer for different cases of nonlinear systems. In the next example, the observer shall be designed for the following nonlinear system 
Conclusions
In this paper we presented a new method for the design of observers for nonlinear systems. The method employs a recent technique, which models a nonlinear system as a sequence of linear time-varying approximations. The approximations are shown to converge to the solution of the nonlinear system. It is shown, through simulation studies, that the observer adequately performs that task of state estimation of nonlinear systems. The sequences of states and estimates converge under a mild local Lipschitz condition using classical techniques for linear observers. This result also confirms the possibility of using the approximation method on a new kind of nonlinear problem, provided that the corresponding linear time-varying problem can be solved.
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