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I. INTRODUCTION 
Obtaining the solutions of nonlinear systems of equations 
is a nontrivial mathematical and computational task. However, 
according to Broyden (4), "The solution of a set of nonlinear 
simultaneous equations is often the final step in the solution of 
practical problems arising in engineering and physics". That 
the results obtained analytically and numerically in the area 
of obtaining solutions to nonlinear systems of equations are 
immediately applicable to practical problems, motivates the 
following study. 
Newton's method is perhaps the most widely known and applied 
method for obtaining the solutions of nonlinear systems of equations. 
Computationally and mathematically, Newton's method is often 
preferable because of its quadratic convergence. However, Newton's 
method does have one important practical limitation in that it 
does not generally converge to some solution from an arbitrary 
starting point. 
The above limitation motivates the consideration and development 
of alternative solution methods. Recently, the projection method for 
solving linear systems of equations was developed by MacEachern (22) 
for nonlinear systems of equations and extended by White (37). The 
nonlinear projection method fits into the broad classification of 
methods known as minimization methods. 
2 
A nonlinear system of equations is usually represented by the 
equation F(x) = 0 where F maps Euclidean n-space into itself. 
If f^  denotes the ith component function, then F can be decomposed 
as follows: 
F(x) = 
fj^(x) 
1 
o
 
1 
f2(x) 
II 
0 
1 
C) 
• 
• 
1 
1 .1  
Each component function f^  maps Euclidean n-space r'^  into R^ . 
k 
For convenience, we let x denote the kth approximation to 
the solution vector. In order to obtain a s'^ ution to the system 
F(x) = 0, it is necessary to choose an arbitrary initial 
approximation x^ , and then successively calculate new approximations 
uy Lie VIA OC. WVf L. 
scheme: 
k+1 k , k X = X + dx 1 . 2  
Newton's method is considered to be a total step method since 
all the components of the approximate solution vector are modified 
at each iteration step. The method developed by MacEachern (22) 
is a single step method since only one component of the approximate 
solution vector is changed at any step. His method, which is now 
known as the one-dimensional nonlinear projection method, can best 
3 
be explained by examining a modified form of 1.2; 
x^ "^  ^= x^  + o^ p^  1.2' 
0!^  is a scaler value and p^  is a vector. The p^ 's used are the 
columns of an nxn identity matrix when an nth order system is 
being solved. The stepsize calculated in the one-dimensional 
nonlinear projection method, is optimal in the sense that the 
difference between the two Euclidean norms | |F(x^ ) j ! and 
I t?(x^ )^ I j is maximized. 
If denotes the ith column of the Jacobian matrix of 1 
k F(x) evaluated at x , then is calculated as follows when the 
ith component of the approximate solution vector is being modified. 
(F(x^ ) , jh 
(a,b) denotes the inner product of the two similarly dimensioned 
MacEachern (22) shows that the nonsingularity of the Jacobian 
matrix is not necessary for convergence for the one-dimensional 
nonlinear projection method. However, Newton's method requires a 
nonsingular Jacobian at each iteration step. On some of the 
examples described by MacEachern (22), the one-dimensional 
nonlinear projection method competed computationally with Newton's 
method. The fact that Newton's method performed significantly 
better on other exasçles motivated the work done by White (37). 
4 
White (37) developed the computational formulas for what will 
henceforth be referred to as the nonlinear projection method. When 
solving an n-dimensional nonlinear system using the nonlinear 
projection method, components of the approximate solution 
vector can be modified at step k where 1 ^   ^n. If j components 
are modified at step k, then step k is said to have been a 
j-dimensional projection. The following is a more general form 
of the development originally done by White (37). 
Suppose that a j-dimensional projection is used to modify 
k k+1 X to form X . Hie j components which are to be modified can be 
denoted by B = [i^ , ±2^  ..., i.]. Each component function 
m = 1, 2, ..., n can be expanded in a Taylor's polynomial about the 
k point X . After truncating the second order term, the following 
series of equations are obtained: 
f (x^ "^ )^ = f (x^ ) + (dx^ .J, ) 1.4 
m m • • ' r • 
m 
m = 1, 2, ..., n 
Expanding the inner product of the equations in 1.4 yields: 
f (x^ )^ = f (x^ ) + Z dx f (x^ ) 1,5 
m m V mx^  
ni — Xj • y n 
where dx is the v^ " component of dx and f = ^ ~™/ôx . Note 
V mx V 
V 
5 
that dx = 0 for all v à B so 
V " 
ve B V 
m = 1; 2, ..., n 
White's (37) goal in choosing the stepsizes was exactly the 
same as MacEachern's (22). That is, dx is calculated in such a 
way as to maximize the difference between the two Euclidean norms 
I|f(x^ ) 11 and ||f(x^ ^^ ) | [. To simplify the procedure, the 
difference between the norms squared is considered. Define 
G(dx) = I!f(xSiP - I |F(x^ +^ ) I 
Using the Euclidean norm, we find that 
G(dx) =E (f^ (x^ ))^  -Z (f^ (x^ ) +Z (x^ ))^  1.6 
m=l m=l veB v 
In order to find a candidate for a maximum point of G, we 
need to 
1. expand the second term in 1.6 
2, differentiate the resulting expression with 
respect to dx^ , re 5; set these expressions 
to 0, and solve for dx. 
The result of this manipulation produces the following set of 
equations: 
Z (Ajbdx = - (F(x^ ),jb 1.7 
msB ® ^ -
reB 
6 
In order to solve for the change components for a j-dimensional 
projection, it is necessary to solve the jxj linear system defined 
in 1.7. 
White (37) proves that under certain conditions a sequence of 
successive j-dimensional projections will force the sequence of 
i ** 
approximate solution vectors {x } ^ ^  q to converge to an x* such 
that F(x*) = 0. His result is contained in the following Theorem (37). 
Theorem 1.1 
Given F : D C such that each component function 
f^ , i = 1, 2, ..., n, is continuously differentiable on a closed 
and bounded convex subset C D in which a solution exists. Then, 
if F(x) is nonsingular on D and !f(x) j is strictly convex, 
i ™ 
{x } £ _ Q converges to an x* such that F(x*) = 0. 
In addition to modifying j components of the approximate 
k k k 
solution vector B, = fx. ,x. ,...,x, ], a j-dimensional projection 
tc - 1. 1.--
1  ^ ] 
k+1 k+i 
also forces the residue vector, r = F(x '"), to be perpendicular 
to the j columns, i^ , i^ , ..iy of the Jacobian matrix evaluated 
at the previous approximate solution vector x . The name projection 
method thus arises from the fact that one step of a j-dimensional 
projection method results in the residue being projected on a 
subspace of dimension j. 
7 
Consider the following example (Broyden (5)): 
Example 1.1. 
f^ (x) = O.lx^  - 3.0%^  + 2.0X2 ~ ^ '0 
fgCx) = + O.lXg - 3.0X2 .^Ox^  - 1.0 
f^ Cx) = X2 + O.lXg - 3.0X2 - 1.0 
x° = (1.0,1.0,1.0) 
r° = (-1.9,-.9,-2.9) 
j jr^ i !" = 3.58190 
Table 1.1. Results of various single projections on Example 1.1 
Dimension Subspace {|r^ (| 
1 (1) 3.25509 
I. I ,^ ,1 j.JOU?/ 
1 (3) 3.06222 
2 (1,2) 3.25504 
2 (1,3) 2.83568 
2 (2,3) 3.05882 
3 (1,2,3) 1.04890 
As can be seen in the example above^  the amount of reduction 
obtained in the norm or the residue vector az each iteration step 
is dependent not only on the dimension of the projection subspace, 
but also on the columns contained in the subspace. Therefore, 
8 
the sequence of projections used in solving a nonlinear system 
is important. 
In using one-dimensional projections a cycle is said to have 
teen completed when all the components have been modified at least 
one time. The notion of a cycle can be extended to include 
j-dimensional projections although the definition is not as strict. 
A cycle, in this case, is said to have been completed when each 
component of the approximate solution vector has been modified at 
least once by a fixed sequence of projections. The projections in 
the cycle may or may not be of the same dimension. Cycles that 
contain t projections are called t-step cycles. A t-step cycle 
must necessarily include each column of the Jacobian at least one 
time. The repeated use of a fixed t-step cycle results in a 
stationary iterative method. 
systems of equations use projection subspaces which are dynamically 
chosen based on criteria which are calculated at each iteration 
step. Even though the evaluation of these criteria introduces 
additional computational complexity to the solution process, the 
use of the correct criteria might significantly reduce the total 
amount of computation that is needed to solve a given problem. 
One of the objectives of this work is to develop and analyze 
subspace selection criteria for the nonlinear projection method. 
9 
A subspace is said to be optimal if projecting on that subspace 
produces the maximum reduction in the norm of the residue vector. 
Pyron (30), Georg (13), and Tokko (36) have investigated the 
determination of optimal and quasi-optimal 2-dimensional and 
3-dimensional linear projection subspaces. Their work can be 
extended to obtain criteria for determining optimal 1, 2, or 
3 dimensional nonlinear projection subspaces. 
In the computational and mathematical analysis of methods for 
solving nonlinear systems of equations there are two significant 
problems. The first problem is that we are dealing with an 
It 
approximation to the change vector dx at each iteration step. 
Secondly, in most cases, the linear system that must be solved in 
k k 
order to obtain dx dynamically depends on x . 
Throughout the remainder of this paper, it will be convenient 
to use the following notation; 
1. 9 refers to the angle between vectors 6 and g 
op 
V 
The problems mentioned above are both present even in the 
analysis of determining an optimal one-dimensional subspace. 
Consider the following lemma; 
Lemma 1.1 
If the ith column of the Jacobian is projected on at step k 
(i.e., = {i}), then 
10 
1. ir''= ||r''||2 -
= (/,rS -
2. ] I p = I |r'' I l^sine^kjk 
Proof; 
k+1 1. Each component function evaluated at x can be expressed 
as a truncated Taylor's polynomial: 
f (x^ "^ )^ = f (x^ ) + L dx f (x^ ) 1.8 
m = 1, 2, ..., n 
2. 1.8 can be re-written as follows 
- - , - 1-9 
ve D. V 
K 
3. After squaring both sides of 1,9 and su=ing over all m, 
the following expression results; 
Z . z. [((.(xh)" - (xh 
113=1 m=l 1 
= Z (f - 2dx,{F(x''),jJ) 
m=l ® 
+ dxJ(J^ ,J^ ) 1.10 
11 
(F(xk),jk) 
4. Using 1.3, we know that dx. : =— . 
Thus, since jjr^ j1.10 can be simplified 
nF=l 
5. From 1.11, the results are obtained directly: 
1.12 
1' 1 
||r^ +l||2= ||rk||2 _ 
i 
= IIf(i-cos^e^kjk) 
= I Ir"" I f (sin^ e^ kjk) 1.13 
Lemma 1.1 illustrates that we are making an approximation to 
dx and that the expressions which are evaluated to determine an 
k _ . . . 
optimal subspace do depend on x . in addition. Lemma 1,1 does 
demonstrate how it would be possible to determine an optimal one-
dimensional subspace. 
Choosing optimal one-dimensional subspaces may mean that certain 
columns would be projected on more often than others. However, since 
all the columns of the Jacobian must be projected on, it may not be 
computationally advantageous to select optimal one-dimensional 
12 
subspaces. Experimentally, it has been shown, when larger subspaces 
are considered, that choosing optimal or quasi-optimal subspaces can 
be advantageous. The following two lemmas illustrate the work that 
must be done in order to choose an optimal 2-dimensional subspace. 
Lemma 1.2 
If the ith and jth columns are projected on at step k 
(i.e., = {i,j}), then 
dx. = : : ^ r— 
i [(r\j^ )(Aj^ ) - (r\j^ )(Aj^ )] i' ^ j' j'  ^ ' j'" i' j 
C. 
j 
where ^ 
 ^ 1 - cos Bjkjk 
i j 
Proof: 
1 Using 1.7; we have 
= - (tlx ),J^ ) 
(jJ,Adx. + (j4,Adx. = - (F(xS,A 
13 
2. After applying Cramer's rule to the above equations, 
the result is 
_ - (r\j^ )(j^ ,j^ ) 
(44)^ 2 
 ^ 1 - COS^ Gjkjk * (J^ ;J^ )(JyJj)^  
(j7;jp(jyjp i J J 1 1 J 
4. Similarly 
1 1 1 1  
= -nrhnr [cr%jp(AA - (r'^ j^ xAj^ ] 
J (AAcAjb J 1 1 J 1 J 
V 1/ j' ] 
Lemma 1.3 
If the ith and jth columns of the Jacobian are projected on 
at step k (i.e., = [i,j]), then 
14 
k k 
= (r ,r ) Cj [cos-e^ kjk + cos G^ kjk 
- 2cosejkjkcose^ kjkCOse^ kjk] 1.14 
i j i j 
viiiere  ^
J 2^  1 - cos 0 k -v.-
Proof: 
k+1 1. f^ (% ) can be expanded as a truncated Taylor's polynomial: 
1 J 
2. After squaring both sides of 1.16 and summing over all m, 
the following expression results: 
1 -- —-I ™ lu— A. ui— j. 
- - dx (x'')} 
1 J 
= Z (f (%^ ))^  
in 12=1 
- 2[dx_(F(x*),jf) - dXj(F(x*),Jj)] 
+ dx?(J^ ,A + 2dx.dx.(j^ ,jk) + dx!(J^ ,A 1.16 
X i-* i i J r' J J J J 
15 
3. Now, after rearranging 1.16 and substituting the values 
for dx. and dx. calculated in lemma 1.2, the desired expression 
1 J 
results. 
Using Lemmas 1.2 and 1.3 it would be"possible to determine an 
optimal two dimensional subspace. Quasi-optimal projection 
subspaces can be determined by considering only parts of the 
expression 1,15. For exançle, it may be advantageous to choose 
i and j which maximizes ct. Pyron (30) makes a strong case for 
this criteria in the case of linear projection subspaces. Georg (13), 
on the other hand, investigated the results of choosing quasi-optimal 
subspaces on the basis of the direction cosines associated with 
e-krk and 8 k*. 
r r 
The determination of quasi-optimal 2-dimensional projection 
subspaces would require less computation than the determination of 
optimal 2-dimensional subspaces. These criteria, however, are still 
dynamically dependent on the current approximation to the solution 
vector, and therein hangs part of the problem mentioned above. 
Similar analysis, to that carried out in Lemmas 1.1, 1.2, and 
1.3, has been done for the determination of optimal and quasi-optimal 
linear 3-dimension projection subspaces (Tokko (36)). A parallel 
result can be obtained for nonlinear systems but the form is 
prohibitive. In any event, the important observation to make is 
that the choice of an optimal 2-dimensional or 3-dimensional 
nonlinear projection subspace depends on the angles between the 
16 
columns of the Jacobian, as well as the angles between the residue 
vector and the columns of the Jacobian, It appears that the choice 
of optimal higher dimensional projection subspaces might also depend 
on these angles. 
In order to determine a quasi-optimal or optimal 2-dimensional 
projection subspace, it would be necessary to calculate 1.15 for 
n(i^ l) pairg gf columns if the system being solved is of dimension 
n, n ^  2. The number of triples of columns that would need to be 
considered in order to determine a quasi-optimal or optimal 
3-dimensional subspace would be n^ s 3. This fact, 
in addition to the experimental observation that projections on 
smaller subspaces result in slow convergence, motivates the 
consideration of larger dimensioned projection subspaces. The 
slow convergence results from r" becoming almost perpendicular to 
all Che columris of the Jacobian while ' 1 | is still large. 
The largest projection subspace would contain all n columns 
of the Jacobian. Theorem 1.2 proves that one n-dimensional 
projection is mathematically equivalent to one step of Newton's 
method. 
Theorem 1.2 
Consider solving the n-dimensional nonlinear system F(x) = 0. 
Assume is being calculated from x^ . One n-dimensional 
projection is mathematically equivalent to one step of Newton's method. 
17 
Proof: 
1. The n-dimensional system that nrast be solved in 
order to obtain the change vector dx^  for an n-diaensional 
projection can be determined from 1.7. In matrix notation 
this system is: 
T If T 
J Jdx = - J F 1.17 
2. For Newton's method, the change vector dx can be 
obtained by solving the linear system 
Jdx^  = - F 1.18 
3. After multiplying both sides of 1.17 by (J^ J) ^  
and simplifying, 
dx^  = - (/J)"VF 
= - J"^ (J^ )"^ J^ F 1.19 
= - j"^ F 
4. After multiplying both sides of 1.19 by J. the 
desired result 1.18 is obtained. 
It is important to stress that while the n-dimensional projection 
method and Newton's method are mathematically equivalent, they are 
not computationally equivalent. 
White (37) notes in comparing various subspace dimensions that 
projecting on less than n columns may be more efficient computationally 
than projecting on all n columns. This efficiency is important, but 
equally significant is the fact that the projection method provides 
alternatives when the linear systems that must be solved for an 
18 
n-dimensional projection or Newton's method are singular. The 
following two examples illustrate these points. 
Example 1.2. 
f^ (x) = x^ *x2/x^  -
f^ Cx) = + x^ +x^  - 2.0 
2 
fgCx) = X2*x^ /x^  - x^  
2 
f^ (x) = x^ /(x2*X2) - x^  
2 2 
f^ (x) = Xg/Cx^ X^g) - x^  + x^  - 1.0 
x° = (1.0,1.0,1.0,-2.0,2.0) 
r° = (5.0,-5.0,-3.0,-3.0,0.0) 
I jr° 1 ! = 8.24621 
Table 1.2. Result of single projections on Example 1.2 
Dimension Subspace ||r^ }| 
5 (1,2,3,4,5) 7.71497 
4 (1,2,3,4) 7.80230 
4 (1,2,3,5) 8.90330 
4 (1.2,4,5) 6.20509 
4 (1,3,4,5) 2.35483 
4 (2,3,4,5) 7.71499 
3 (1,3,5) 11.69840 
3 (1,4,5) 2.82843 
3 (3,4,5) 2.51791 
19 
The results in Table 1.2 clearly indicates that projecting on 
less than n colimns may be computationally more efficient. In the 
following exaaiple one step of Newton's method requires the solution 
of a system of linear equations that is singular. In this case, the 
alternatives offered by the projection method are clearly advantageous. 
Example 1.3. 
2 f^(x) = 
f^Cx) = x^x^ -  x^ 
J = 
2x^ + X2 + 1 
4  - 1  2x^x2 
X = (-1.0,1.0) 
r°  = ( -1 .0 ,0)  
[0.0 
-, V\ ji,x ; = 
L°-0 
-i.tTI 
-2.0 
At each iteration step, the projection method requires the 
specification of the subspace dimension and Jacobian columns which 
will make up the projection subspace. The results above motivate 
the consideration of effective and efficient criteria for determining 
these projection subspaces. Such criteria are presented and analyzed 
in the remaining chapters. 
20 
II. PROJECTION SUBSPACE SELECTION CRITERIA 
Projection subspace selection criteria, henceforth referred to 
as criteria, will be the main subject of this chapter. Although the 
principal use of the criteria developed in this chapter will be to 
dynamically determine projection subspaces, the criteria may also be 
used to help determine cycles of projections. 
A. T Criteria 
In Chapter I, expressions were obtained for ^  for both one and 
two-dimensional projections. Similar analysis could be carried out 
in order to obtain expressions for r^ for subspaces with dimensions 
larger than two. However, as Example 1.1 illustrated, it may be 
advantageous to consider varying the projection subspace dimensions. 
Thus, it may be helpful to analyze an approximation for Ar that is 
independent of the subspace dimension. 
In the analysis to follow, these definitions will be used: 
Definition 2.1; 
Let n^  denote the dimension of the projection subspace at 
iteration step k. 
Definition 2.2; 
Let B, = [if, i«, .... i^  } denote the columns of the Jacobian k I 1' 2' ' a, •' 
K 
which determine the projection subspace at iteration step k. 
Definition 2.3; 
Let denote a n^ xn selection matrix used at the kth iteration 
step. is comprised of those rows of the nxn identity matrix which 
21 
correspond to the columns of the Jacobian which are contained in 
Definition 2.4; 
Let denote the dimensional vector of change components 
that are solved for at the kth iteration step. 
Definition 2.5: 
Let J^  denote the Jacobian matrix associated with F 
le 
evaluated at x . 
The selection matrix can be used to obtain a matrix expression 
for the linear system that must be solved to obtain d^  at step k. 
This result is contained in the following lemma: 
Lemma 2.1 
T T 
At the kth iteration step, if S^ J^ Jj^ S^  is nonsingular, then the 
n^ xn^  linear system that must be solved in order to obtain d^  is 
where = F(x ). 
Proof; 
This result follows directly from 1.7. 
Remark 2.1 
It follows directly from Lemma 2.1 that the n^  component vector 
d^  can be obtained directly; 
K I t r Theorem 2.1 gives a bound for Ar = Mr 
Theorem 2.1 
k+1 
Assume that each component function f., i = 1, 2, .n 
of the nonlinear system F(x) = 0 is at least twice continuously 
differentiable. Then Ar^  ^  ! 1 " + 8^  I | where 
, r k k+1-, . 1 o 
and G Lx ,x ], i = 1, 2, .. n . 
Proof: 
1. Each component function can be expanded in a Taylor's 
Dolvnomial about x . 
f.Cx^ '^  ^= f^ xh + (S^ d^ .;Jg (xh) + (sjd,^ ,(f''(z),sjd,^ )) 
j = 1, 2, .. n 
, r k k+1-, 
where z e Ux ,x J 
V V (note: J- (x") denotes the jth row of the Jacobian evaluated at x") 
i 
2. Ar^  = I !F(%f)|| - !|F(X^  + S^ d^ ) 
= - I + (S^à ,J (x"^)) 
23 
..., f^ (x^ ) + (S^ d^ ,Jg (x^ ) 
n 
where z. s i = 1, 2, ..., n 
3. 2.1 can be rewritten using matrix notation 
z\r^ = 1 |f(X^) I I - I |F(X^ + - e,J ! 2.2 
4. Using the fact that j jAj | - j js ] I ^ ] |a - B 1 I, the 
following result can be obtained from 2.2: 
k _ ,, , 
II - \ II 
The form of the approximation to Ar generated in Theorem 2,1 
is still dependent on the subspace dimension, since this factor 
necessarilv afreets S. . A further analvsis- however, will develoo 
K -
a criteria independent of n^ . The following remark defines the 
approximation that will be analyzed: 
Remark 2.2 
2 
Dropping the second order terms in (d^ ) from 2.3 generates 
the following approximation for 
ar^  ; Afk . 11 _ II 2.4 
Now, instead of trying to maximize Ar  ^ suppose instead that 
subspaces are chosen which maximize Assuming that a reasonable 
criteria can be developed, this may be a computationally advantageous 
24 
goal. Theorem 2.2 develops into a form that can be 
examined for a criteria. 
Theorem 2.2 
k 
2r can be maximized at step k by selecting in such a vay 
as to maximize 
I, 2.5 
Proof: 
1. &" = 11 - Vk-Sc 
2. Using the definition of d^  from Remark 2.1 
k T T -1 
_ J _ _ _ ^ n -^ \ wncTe L, = u. u. a. ) 
K K K K 
/ = s7 
k 
J'' = 
3. Before finding the norm, consider the expansion of 
jVZV 
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4. = jV 
1 = 1 J 
J 
5. For convenience, drop the dependence on k. Then 
JTZY = J11J12 
1^2^ 22 • • * •^ 2n 
\T » • • • J in 2n nn 
\ ^  
Z Z T Z. Y 
p=l j=l j jP P 
\ \ 
Z Z T Z. Y 
p=l j=l JP P 
I  I  
\ \ 
Z Z T . Z. Y 
P=i j=i P 
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"k \ 
L J „ Z Z T . z. Y 
q=l ""9 p=i j=i JP P 
6. Now, applying the definition of the Euclidean norm to the 
vector determined in (5), 
m= 
n n 
2,% 
; 
Since Y = (S^ jJf^ ) = f !: S. 
r=j. s=i p 
It is not apparent from a direct examination of 2,5 that 
will assume a maximum value when all the columns are projected on. 
The exclusion of certain columns, however, may have a small effect 
A k 
on at step k. Hence, it may be computationally advantageous to 
select a smaller subspace and project on it and yet achieve a very 
good reduction in the norm of the residue vector. Computational 
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savings are realized since the linear system that must be solved 
for d^  would be smaller. 
An optimal criteria for choosing projection subspaces on the 
basis of ^  would consider the entire expression in 2.5. Such a 
n /n\ 
procedure would require the calculation of Zj \ij inverses of 
i=l 
matrices. Becuase of this, a sub-expression of 2.5 is examined in 
order to determine a quasi-optimal criteria. The goal in choosing 
a projection subspace would then be to exclude those columns which 
may have only a minor effect on the magnitude of One estimate 
of the effect of the inclusion or exclusion of a particular column 
in the projection subspace can be obtained by examining: 
Ti = <2 è s. 
p r=l s=l p 
The following lemma reduces the expression for to a simpler form. 
1.3== 2.3 
S=1 
Proof: 
- é. 
r=j. s=l 
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2. Now using an algebraic result proven by White (37) 
-  =  I l  
3. Now, since by definition only one element from each row 
of S will be nonzero, each summand above will be zero unless i = r = t 
s=i 
Using the results of Lemma 2.3, the procedure that would be 
followed in order to determine a projection subspace would be as 
follows. At each iteration step calculate 
-^ i = i = 1, 2, ..., n 
m=l 
XX *T- XO L-ilC&ll UW XC-I. O.L1V-C XJLL a. / IIIIIA A. 
should be included in the projection subspace. Note that calculating 
n 
the T.'s is not much extra work since - Z J .F , j e B, make 1 m T m' If 
m=l -
up the right sides of the system being solved for d^ . 
Determining the tolerance that is to be used in deciding whether 
a particular column is to be included or excluded from the projection 
subspace is the most difficult part of using the criteria developed 
from Theorem 2,2. The following lemma motivates the use of ||r^ { 
as a viable tolerance. 
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Lemma 2.4 
Assume J S 0 V V and let 
mt m t 
max^  = maximum (J min^  = minimum (J ) 
t m  ^mt t m  ^mt 
Then (min^ )^ { ( jr^  | }^  ^   ^(max^ )^ [ j |r^  1 |}^  
Proof: 
 ^ k,,2 , ,2 , , k 1,2 1. (E J F (x*^ )) (E max F (x*)) = (max ) j !r^  ! 1 
mt m - t m t ' 
m=l m=l 
M  »  =  —  —  ^  —  «  r  ^  X  —  ^  •  \  f i x  3 ^  I  I  ^  «  «  ûimxjLariy J .f (x ;; ^  imin.; { | |r | } ana tne 
- mc m L ' ' 
m=l 
result follows immediately. 
There are two main difficulties with the use of the as a 
criteria. These difficulties are (1) that we are working with 
instead of Ar and (2) the determination of a universal tolerance. 
However, the criteria is very consistent with strict angle criteria 
which indicates not to project on any column to which the residue is 
almost perpendicular. In fact, if is the angle between the 
i^ 
Ic tc 
residue vector r and the ith column of the Jacobian J., then i' 
2. '^ i 
cos e.,v,v = 
' 1 • • 
The goal of obtaining a criteria independent of the subspace 
dimension has been achieved. Each column is examined individually to 
determine whether or not it should be included in the projection 
subspace. 
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B. Coefficient Criteria 
An analysis of an approximation to Ar resulted in the 
development of the T criteria. Another criteria can be developed 
by examining the linear approximations to the component functions. 
As part of this analysis, the information contained in the Hessian 
matrices associated with F will be used. 
The first step in the development of the projection method was 
k-<-i 
to express each component function f^ (x"m = 1, 2, n ,  i n  
a Taylor's polynomial. Then, all second as well as higher ordered 
terms were truncated. This results in the establishment of a linear 
approximation to the change vector at each iteration step. The 
fact that this linear approximation may be good or bad could be an 
important consideration in determining an effective projection 
subspacé. Suppose, for example, that each component of the change 
vector dx was known to satisfy an equation of the form: 
2 3 d, = a.dx. -}- b.dx. + c.dx. 2.6 
i XI 1 i 11 
i — 2j • • • 5 n 
If this were the case; large values of b_. and c_, would tend to 
indicate that the linear approximation was not very good. 
The present goal then is to develop a criteria which will 
take advantage of good linear approximations to the components of 
the change vector. In the first step of this analysis, the projection 
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method is redeveloped using the second order terms of the Taylor 
expansions to the component functions. The result is a set of 
cubic equations which can be solved for dx. Even though it may 
not be computationally desirable to solve such a cubic system, 
the coefficients from the cubic equation that must be solved for a 
one-dimensional projection can be examined to determine the goodness 
of the linear approximation for a change vector with one nonzero 
component. 
The following work results in the development of the system of 
cubic equations in dx^ , i - 1, 2, .n. Each component function 
f^  can be expressed in a truncated Taylor's polynomial: 
f.(x^ )^ = + (dx\j^  (xh) + (dx\(f^ (x^ ),dxh) 2.7 
In order to choose dx in such a way as to maximize the difference 
between the two successive norms, we consider the following function: 
H(dx) = I If(x^ ) I P - 1 [fC x^ "^ )^ I j~ 
 ^ V "3 IL V t- V 
= E (f, (=-))- - s [f, (X1 + (dx%J. (xl) 
i=l  ^ i=l  ^ i^ 
4- (dz\ 
= Z (f (x^ ))^  - [Z (f (x*))^  
i=l  ^ i=l  ^
+ 2 Z f.(x^)(dx\j. (x^ )) 
i=l ^  i^ 
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+ 2 E F,(x^ )(dx\(fy(x^ ),dx^ )) 
i=l ^   ^
+ Z (dx\j (x^))(d%'^, (fy(x^),dx^)) 
i=l i  ^
k k 2 
+ E (dx%J (x*))^  
i=l i 
+ E (dx\ (f"(x^),dx^))^] 2.8 
i=l 
Now, in order to simplify the analysis, the dependence on k of dx 
and X will be dropped. Assume that B is the dimension of the 
projection subspace which consists of the set of columns {i^ , ig, 
ig}. After multiplying both sides of 2.8 by -1 and expanding 
the inner products, the following equation is obtained 
n n 
-H(dx) = 2 IT f. (x) Z dx f (x) 
^ T__1 J 
n n n 
+ 2 Z f.(x) Z Z dx.dx a B^, f.(x) 
i=l J=1 k=l J K J ïc 1 
n n n n 
4- 2 Z [Z dx f (x)][Z Z dx dx^ ô.ô, f. (x)] 
i=l J=1  ^ j J=1 k=l  ^ K J k 1 
+ Z (Z dx f (x))^  
i=l J=i  ^ j 
n n n  ^
2.9 + Z (Z Z dx dx B a f (x))' 
i=l J=1 k=l ^ K J K 2. 
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To find a maximum point of H, 2,9 is differentiated with respect 
to dx^ , r s [i^ , ±2, .ig] the resulting expressions are set 
equal to zero to get the following equations: 
n 
0= 2 2  f , ( x ) f  ( X )  
i=l ^  r 
n n n 
+ 2S f,(x)(2 dx.S.Ô f,(x) + E dx.ôô.f.(x)) 
i=l i j=l J J r i j=i J r J 1 
n n 
+ 2E [(f. (x))(S E dx dx B a f (x)) 
i=l r j=l k=l - * - -
+ (2E dx& a f (x))(]C dx f (X))] 
k=l  ^^  ^  ^  j=i J 
n n n 
+ Z 2[S Z dx.dx^ ô.ô, f. (x)]( 2 S dx^ S Ô f. (x)) 2.10 
J^ K J K 2- i._i iC K T 1 
-J. J—i. IV—i 
J- z. 2^ 2^^  • • " ^ j-g} 
Let = f^ (x) and (x). Then, after grouping like 
terms together, 2.10 can be rewritten using inner product notation: 
0  =  2  + 2 Z  d x . 8 . 3 , V  
 ^ J-i 
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n n n n 
+ 4 (Z dx, a. B f., Z dx f +Z E dx dx^ô.ô, f.) 
k=l  ^ j=l  ^ j j=l k=l  ^ K J k i 
 ^G f ig} 2.11 
After multiplying both sides of 2.11 by -% and rearranging the terms, 
the following equations are obtained: 
n 
= 2.12 
+ 2Z: dx,a,a,(i) 
1=1 r j=i - -
n n n 
- E Z Z f. dx.dx^ô.ô,f, 
i=l j=l k=l ^ r^ j k j k i 
n n n n 
- 2 (Z dx^ a,a f., Z dx f + Z Z dx dx a.a,f.) 
k=l j=l j j j=l k=l  ^ K J k 1 
 ^® 2^' '  '  ' )  } 
With the use of the following notation 2.12 can finally be reduced to 
a compact form which is the system of cubic equations desired in this 
analysis. Let 
n 
"ir = p 
k=l 
n n 
]=1 k=l 
Si = fi + Pi 
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Then, L (f )dx = - Z g.Y, 
j=l j  ^ i=l 
n 
2.13 
~ s 2^' '•*' 1 
Note the similarity between the system of cubic equations in 
2.13 and the system of linear equations that are solved in the 
regular projection method shown in Chapter 1 (see 1,7). 
Suppose now that we are just projecting on the a^  ^column. Then, 
dx^  = 0 for i * a. In this case, the single cubic equation in dx^  can 
be obtained directly from 2.13: 
af, 
a 
5f. a£. a f^. 
ÏT' &r ) + 2 (£., ^  )] dx^  
a a S x_ 
a 
2  ^jC j^c O ^ 
+ ^  aT 
Ô x„ a 
a 
^ 2 ' 2 Ô Ô x^  
a a 
=0 2.14 
2 3 
If the coefficients of dx and dx are small, then it would be 
a a ' 
expected that a good approximation to dx^  could be obtained by 
solving the single linear equation, derived from Equation 1.7 when 
B = {a}, for dx^ . The main use of this criteria is to determine 
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which one-dimensional projections would result in good linear 
approximations to the components of the change vector. In order 
to use the criteria, it would be necessary to either explicitly or 
n u m e r i c a l l y  c a l c u l a t e  t h e  c o e f f i c i e n t s  o f  d x ^ ,  a  =  1 ,  2 ,  . n  i n  
2,14 at each iteration step. For the general nonlinear system of 
equations this is a formidable task. However, in the case of a 
system which has constant second partials, this criteria may be 
valuable as an aid to deterraing effective cycles of projections. 
This usage will be exploited further in Chapter 4. 
Another criteria can be developed by examining an approximation 
to the angle criteria. As mentioned previously, the angle criteria 
includes or excludes a column from the projection sub space on the 
basis of the angle between the column and the current residue vector. 
The reasoning being chat if the angle between the residue vector and 
the ith column of the Jacobian, denoted by 8^  ^ is approximately 
i^ 
90®, then projecting on column i will not produce a good contribution 
to the reduction of the norm of the residue vector. 
Working directly with the angles is not computationally 
convenient. Consequently, values of the cosines of the angles 
squared are evaluated. By definition 
C. Angle Criteria 
2 
cos 0 2,15 
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To use the strict angle criteria, the values of 
2 Y- = cos i = 1, 2, .n are calculated at each iteration 
 ^ i 
step. Then, if is greater than some predetermined tolerance, 
column i is included in the projection subspace. The determination 
of a tolerance is one of the drawbacks of the strict angle criteria. 
Another criticism of the angle criteria is that for a system of 
2 dimension n, it requires 2n + n + 3 multiplications at each step 
in order to evaluate the Y^ 's. 
D. cp Criteria 
An alternative to the angle criteria can be obtained by using 
an approximation to the Yj^ 's. This criteria is motivated by the 
fact that if column i was contained in the subspace that was projected 
on in order to obtain then 9^ k+ljk ~ 90°. Let 
Now, if the change in the ith column of the Jacobian, is small 
it would be expected that 9j.k+ljk+l~ 90°- If this were the case, 
i 
column i should be, using the same reasoning motivating the angle 
criteria, excluded from the next projection subspace. The result 
of the following theorem is an expression for y  ^in terms of 
If + A^ ; then 1 1 
2 2 
®rk+ljk+l " ®rk+lAk!^ - " k k k i^^  
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where = [2(jJ,aJ) + 
k ( 4' 4' Jj) + 2Ai)_ 
+ (J^ ,JJ + 2^) ^  
Proof; 
1, By definition 
/_k+l ,k+1.2 
2 ) 
cos ej.k+ljk+1 = k+1 k+1. ,_k+l k+1 
i (r ,r )(J^  ,J^  ) 
2, After introducing the fact that  ^in 
2.16 and expanding the result 
{(r^ +\j^ )^  + 2(r^ +\j^ )(r^ +\/^ ) 
2 + 
"S ={(,!=« 
3, Let 
a = 
b = (r^ -,J^ )^  + 2(r^ -,jï)(r^ '^ '\zï) 
c = 
d = (r^ +\r^ +^ )(J^ ,J^ ) 4- 2(r^ '^ \r^ +^ )(jf, 
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2.17 
., 2. a + b 
tnen cos e^ k+1 jk+1 = 
2 
= cos e_k+i.k[l + h(a,b,c,d)] 
4 
4. Consider h(a,b,c,d) 
h(a,b,c,d) = 
+ 2(rk+l,J^ )(rk+l,A^ )](rk+l)(A^ ,4k) 
- [(r^ '*'\r^ +^ ) (J^ , J^ ) + 2(r^ +^ ,r^ +^ ) (J^ , A^ ) } 
{ ( aJ, A^ ) ] + ( jJ, jJ) 
+ 2(r^ +^ ,r^ +^ )(aJ)]} 2.18 
, k4-l ^ k+l. 
5. After removing the factor from 2.18 
(r ,r ) 
h(a,b,c,d) = 
+ 2(rk+l,j;i(rk+l,A%:](Ak,Ak) 
- [(Ji^ jJ) + 2(jJ,A^ )](r^ '^ \A^ )^ } 2.19 
{(r^ '^ \A^ )^ (Z^ ,A^ ) + + 2(J^ ,A^ )]] 
6. Remove the factor —r—=—r-ir from 2.19 and rearrange the terms 
(r \ £) 
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h(a,b,c,d) = 
(rk+-,jk)2 2(rk+l,J%^   ^  ^
k+1 k 2 "*" k+1 k^ (4."4.^  " 2(J^ ,A^ )]} 
(r ,L^ ) (r ,û^ ) 
{(A^ ,AJ) + [(J^ ,J^ ) + 2(jJ,/i^ )]} 
(/$,A^ ) + 
< .P'= 
(A^ A^^ l +  ^
(r^ '^ \j^ )  ^  ^ (r^ '^ SjJ) 
1^  k 
^ w * A ^   ^  ^A  ^^ A  ^  ^ A J ^  ^ ^ —#» ^  ^   ^^  ^A* C^UU^ C r . L.V UiiC J.VJ'^ IU V/1. X. OIIU. UlIC UCOJ..LCU i.COUXL. 
is obtained. 
(rk+l,j^ 2^ 2(rk+l,jk) % 
'-, k+1 k,2 , k+1 
k _ (r ' ,Ai) (r ,A.) 
 ^ {(A^ ,AJ) + 2(J^ ,A^ ) + (jJ,jJ)} 
(A^ ,Ab + 2(J^ ,^ ) + (JÏ,JÏ) 
XX Ju J- J. X 
. k k. 
( Ai ; A_- ) 
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r[-
(r^ -, + 2(J^ ,AJ) + (J^ ,J^ ) 
(4^ )  +  2A^)^  
C 1- T- Ir If Tr  ^
+ 2i^ ) 
2 
The fact that cos Q^ k+ijk = 0 if column i was contained in the 
k+1 
subspace used to obtain x allows an extension to be made to the 
result of Theorem 2.3. 
Corollary 2.1 
Assume that column i was contained in the projection subspace 
at step k, then 
2 2 i 
cos e^ k+irk+i = cos e_k4-i AkCi rr—^  
^ ^ • - Uj /• A 4 -\ 7" 
i J. V u^/ -• •-£ 
where = [2(J^ ,/!^ ) + 
Proof: 
1. From Theorem 2.3, it is known that 
2% 
"s^ V-^ +ljk+l = cos^ 9rk+lz&:[l " , k k" ^  k 
i J. i 
 ^ + 2^ )_^  
(r\ + 2Ah ' 
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2 
2. If cos 0 k+ljk = Of then it follows from the definition 
_lc Iv 
of the cosine that (r J?) = 0. Hence, = 0 and the result 
follows directly. 
For convenience of the discussion to follow let. 
Then, it follows from Theorem 2.3 that 
2 
An optimal angle criteria would calculate cos 6j.k+ijk+l> 
i 
i = 1, 2, , n, at each iteration step. A candidate for a 
quasi-optimal angle criteria would be the cp^ , i = 1, 2, n. 
k 
This criteria is attractive because of the general form of CD .^ 
If column i was contained in the previous projection sub space, 
Ic Ic 
then we know from Corollary 2.1 that = 0. Thus, 0 ^  cp^  and the 
Ic Ic 
magnitude of cp^  is determined by the relative magnitudes of and 
(A^ fA^ ). The smaller the magnitude of relative to Z^ , the 
closer çx will be to zero. So, using the cd criteria, column i 
Ic t 
would be reinciuded in rhe projection subspace if ssagnirude 
was relatively large compared to cZ^  where c is a constant. 
On the other hand, if column i was not included in the previous 
subspace, would not necessarily be zero. In this case the direct 
use of the cp criteria would not be computationally convenient because 
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of the form of Q^ . However, if it is assumed that the residue has 
Ic been significantly reduced so that is small, then the cp criteria 
may still be a viable criteria. In this case the contribution of 
k k 
the term to cp^  is neglected. 
The cp criteria does require less computation than the strict 
angle criteria and the requirement for a tolerance is more easily 
met since a constant c need only be specified once. These two factors 
are the main motivations for its use. In Chapter 4, the cp criteria 
will be further exploited for a special class of nonlinear problems. 
In this chapter, four criteria were presented for determining 
nonlinear projection subspaces. These criteria included: 
1. T - criteria 
2. angle or y - criteria 
3. coefficient criteria 
4. cp - criteria 
These criteria, with the exception of the coefficient criteria are 
mainly intended to be used as dynamic subspace selection guides. In 
all cases, the criteria are quasi-optimal in the sense that they do 
not guarantee the determination of the optimal subspace sequence. 
However, the use of these criteria should result in greater 
computational efficiency than the selection of arbitrary projection 
subspaces. Chapter 5 contains examples which compare the use of 
these criteria. 
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The next two chapters define a classification of nonlinear 
problems and examine the use of the coefficient and co criteria 
on a special class of nonlinear problems. 
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III. CLASSIFICATION OF NONLINEAR PROBLEMS 
A mathematical investigation which considers the set of all 
nonlinear systems of equations is generally more pleasing than one 
concerning only certain types of nonlinear problems. In many cases, 
however, the investigation can only be extended for special classes of 
problems. This is presently the case when subspace selection criteria 
are being examined. 
In this chapter, the classification of nonlinear systems of 
equations is considered. The classification is made on the properties 
of the Jacobian and Hessian matrices associated with the nonlinear 
system F(x) = 0. These matrices are important, since it is the 
information they contain that describe how the columns of the 
Jacobian are changing. 
A system of dimension n has n associated Hessian matrices; one 
matrix associated with each component function. The components of 
a Hessian matrix are the second partial derivatives of the component 
k function the matrix is associated with. Let H denote the Hessian 
a 
th Ic 
matrix corresponding to the a component function evaluated at x , 
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_!!s_ 
ôx^ ôx^  
àf. 
ôx. Ôx 1 n 
J!a_ 
SXgBX^  
3l_ 
ÔX^ ÔX^  
Jk_ 
Sx ôx. 
n i 
Sf 
a 
ôf. 
Bx Sx 
n n 
Ortega and Rheinboidt (26) distinguish a class of nonlinear 
problems which they classify as being almost linear. The almost 
linear class of problems is defined below in Definition 3,2. This 
definition makes use of the concept of a diagonal mapping described 
in Definition 3.1. 
Definition 3.1: 
n r— "D -* /14 4 f -fr^^ 
i = 1, 2, ..., n, the (i,i) component, L. is a function of only 
-
the ith variable x. and L. . = 0 for i * j. 
- J 
Definition 3.2: 
A mapping F : D CR^  ^ is almost linear if F can be written 
in the form F = Ax + L where A is an nxn matrix and L is diagonal. 
The essence of this definition is that the a^  ^component 
function can be written in the form: 
yx") = + 1, 
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where the i = 1, 2 ,  n are constants. Thus for an 
almost linear problem, the off-diagonal components of the Jacobian 
are constants and the diagonal components are functions of at most 
one variable. The Jacobian matrix for an almost linear problem 
has the form: 
J = 
ÔX, hz 1^3 * 
ôf. 
'21 Bx. 
'nl 
. c 
In 
'2n 
af, 
Bx 
n 
n 
where ôf^ /Bx^  is a function of only one variable x^ . Each of the 
Hessian matrices associated with an almost linear problem have at 
most one nonzero element. The nonzero component of the Hessian 
matrix associated with the ath component is either constant or a 
function of x . 
a 
The following are examples of systems which are almost linear: 
Example 3.1. Almost Linear Problem 
f^ (x) = (x^ ) - =2 
12(x) = (Xg) + x^  
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A = 
• 1  
0 
" =1 
\z - ""2 
«1 = «2 = 
0 0 
0 2 
Example 3.2. Almost Linear Problem 
f^ (x) = sinx^  + 3x2 
fgCx) = - e 
A = 
0 3 
IT n I 
L* J 
L, , = sinx, 
J., I i 
2^,2 - ® 
H. = 
'Sin; 
0 
2^ = 
n m 
-X, 
Further analysis on subspace selection criteria can be done for 
a much larger class of problems than the almost linear set. Specifi­
cally, the set of problems which the almost linear class omits are 
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those which a,) have component function which contain constant 
terms, b.) have terms of the form x^ x^ , i ? or c.) have off-
diagonal Jacobian components which are linear functions of the 
unknowns. Of special interest are those problems which have 
Jacobian matrices whose components are all linear functions of the 
unknowns. This set of problems, as well as the almost linear set 
are subsets of what we will call a "nearly linear class" of nonlinear 
problems. A nearly linear problem is one in which the mapping F 
satisfies the following definition: 
Definition 3.3: 
A mapping F : D CR^  -» is nearly linear if the off-diagonal 
elements of the Jacobian associated with F are linear functions of 
the unknown variables. 
It follows directly from the definitions that the nearly linear 
class of problems completely contains the almost linear class. For 
a nearly linear problem, the off-diagonal components of the Jacobian 
are linear functions of the unknowns and the diagonal components are 
arbitrary. The Hessian matrix for a component function of a nearly 
linear system has constants for off-diagonal elements and arbitrary 
diagonal components. 
The following are examples of problems which are nearly linear. 
Example 3.3. Nearly Linear Problem 
, . , 2 2 
r^ (x) = x^  - Xg 
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fgCx) = " *2 
J = 
2x^  -2x2 
x_ ==1 • ^==2 
H, 
2 0 
0  -2  
«2 = 
1 
- 2  
Example 3.4. Nearly Linear Problem 
f^ (x) = sinx^  - x^  
2 ~^ 2 f^ Cx) = 2x^  - e 
J = 
cosx^  - 2X2 
-=2 
. —- t 
I L 
H, = 
-sinx^  0 
- 2  
"2 
4 0 
-X, 
0 - e 
A comparison of Examples 3.1 and 3.2 to 3.3 and 3.4 shows that 
the latter exhibit a stronger degree of nonlinearity. This is the 
motivation for the descriptive word "nearly" since this word implies 
a greater distance or degree than almost. 
51 
The almost linear and the nearly linear problems can be divided 
into two distinct subclasses based on the form of the Hessian matrices 
associated with the problem. Nearly linear problems, which include 
the almost linear problems, can be described as having either constant 
Hessian matrices or almost constant Hessian matrices. These two bases 
for classification are defined as follows. 
Definition 3.4; 
A mapping F : D CR^  ^ is said to have constant Hessian 
matrices if all the components of the Jacobian matrix are linear 
functions of the components of x. 
Definition 3.5; 
A mapping F : DCR^  is said to have almost constant Hessian 
matrices if the off-diagonal elements of the Jacobian are linear and 
the diagonal elements are arbitrary. 
Examples 3.1 and 5.3 have constant Hessian matrices and Examples 3.2 
and 3.4 have almost constant Hessian matrices. 
The following diagram summarizes the classification of nonlinear 
problems that will be used in Chapter 4. 
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Constant Hessians 
Almost Linear 
Nearly Linear 
Almost Constant Hessians 
Figure 3.1. Nearly linear systems of equations 
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IV. APPLICATION OF THE PROJECTION METHOD 
TO NEARLY LINEAR SYSTEMS OF EQUATIONS 
In Chapter 2 subspace selection criteria for the nonlinear 
projection method were discussed for the general nonlinear problem. 
Chapter 4 will make use of the classification of nonlinear problems 
discussed in Chapter 3 in order to consider the determination of 
projection subspaces for particular classes of nonlinear problems. 
Furthermore, computational alternative for certain classes of 
nonlinear problems will be discussed. 
First, consideration will be given to the use of the tp criteria 
to the solution of nearly linear systems of equations with constant 
Hessian matrices. The main motivation for using this criteria on 
these problems is that the information required to compute the 
criteria can be obtained as a by-product of the information used to 
update the Jacobian matrix. For a nearly linear problem with constant 
Hessians, each of the components of the Jacobian matrix can be written 
as a linear combination of the unknowns. That is, 
Jab = + =ab=2 + - '-1 
a 1, 2, .. ., n 
b = 1, 2, . .., n 
The ith column of the Jacobian can be expressed as the product of a 
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1 2 
21 21 ' 
n 
=li 
'21 
cl.cZ. ... c". 
ni ni ni 
X, 
X 
n 
= C.x 4.2 
Using this notation, a new expression can be developed for 
which is done in the following lemma. 
Lemma 4.1 
For a nearly linear system of equations with constant Hessian 
matrices 
 ^= C^ (dx^ ) 4.3 
Proof: 
1. By definition , i - JÏ 
2. The result follows directly from an application of 4.2. 
= - c.x'' 
1 1 
C, - x^ ) 
= c^ dx^  
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k k The use of the cp criteria requires the calculation of 
i = 1, 2, n at each iteration step. For nearly linear systems 
with constant Hessian matrices. Lemma 4.1, gives a convenient way of 
updating the Jacobian matrix. As a by-product, if the Jacobian 
matrix were modified using the result of Lemma 4.1, then the infor­
mation required to determine a projection subspace with the cp criteria 
would be at hand with very little extra work required. 
Note that if the matrices were used to initially evaluate and 
successively update the Jacobian matrix, no explicit subroutine or 
subroutine call would be needed to evaluate the Jacobian, There is a 
trade off however, since constants contained in the C. matrix as well 1 
as any constants contained in the Jacobian components must be read 
into and maintained by the computer program solving the nonlinear 
system. For large systems this is no small problem, A comparison 
between explicit and implicit Jacobian calculation will be made in 
Chapter 5. 
Nearly linear systems of equations with almost constant Hessian 
matrices can take advantage of the result of Lemma 4.1 in order to 
update the off-diagonal components of the Jacobian matrix. For these 
problems, the diagonal components of the Jacobian can be obtained by 
explicitly calculating n functions for an n-dimensional system. 
Lemma 4,2 indicates how the data needed for the cp criteria can be 
obtained for these problems, 
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Lemma 4.2 
Let be ar. n-dimensional vector whose only nonzero component 
is in the ith position and is equal to (x^ ). 
Then, assuming that the ith row of were zero, 
= C.dx^  + g. 4.4 
IX 1 
Proof: 
1. Since the nearly linear system has almost constant Hessian 
matrices, the off-diagonal components can be computed using Lemma 4.1. 
That is 
= C^ dx^  
2. The g^  vectors represent the change in the diagonal 
components. The result follows directly; 
k' ^  
Aj = A, + g.. 
J. JL X 
= C^ dx^  4- g. 
As an alternative to the computational scheme described in 
Lemma 4.2, the Jacobian columns can be calculated explicitly and the 
differences. A. . i = 1. 2 n. can be calculated directly. 
That is 
k ,k4-l 
Zf = J**' - J? 4.5 
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A comparison between the use of 4.4 and 4.5 will be made in 
Chapter 5. 
Since the almost linear problems constitute a subset of the 
nearly linear problems, the data required to calculate the 
cp criteria and to update the Jacobian can be calculated using the 
schemes developed in Lemma 4.1 and Lemma 4.2. The computational 
process is considerably simpler, however, because the almost linear 
problems have Jacobians with constant off-diagonal components. 
Thus, in order to update the Jacobian matrix it is only necessary 
to modify the diagonal components. These changes are reflected in 
the use of the g^  in Lemma 4.2. 
For the almost linear problems, the use of the cp criteria, 
introduces only minimal additional computational requirments. 
Since each vector has only one nonzero component, only n 
Ic Ic 
multiplications are needed to calculate at each iteration 
step. Consequently, the determination of a projection subspace 
for the almost linear problems can be done at a very small cost. 
The coefficient criteria developed in Chapter 2 can be used 
most easily to determine a fixed cycle of projections for nearly 
linear problems with constant Hessian matrices. For these problems, 
3 
the coefficient C of dx , a = 1, 2, .,,, n, in 2.14 is constant, 
a a 
It would be expected that the linear approximation for the ath 
kJ-1 
component of x' ' would be better if C^  were small. One example 
58 
problem in Chapter 5 will examine alternate cycles of projections 
and illustrate the effect of taking advantage of the better linear 
approximations. 
Because of the form of the nearly linear problems and subsets 
of them, the cp criteria and the coefficient criteria are of special 
interest for determining projection subspaces. These criteria as 
well as the T criteria and y criteria will be compared in Chapter 5 
on their ability to determine effective projection subspaces for 
nearly linear systems of equations. 
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V. COMPARISONS OF SU3SPACE SELECTION CRITERIA 
The purpose of this chapter is to examine and compare the 
four criteria developed in Chapter II. This is done by inspecting 
the subspace sequences chosen as well as comparing the computational 
requirements recorded in CPU seconds for the example problems. 
The y, t, and cp criteria are compared in Examples 1 through 10. 
Each criteria was embedded in a similarly constructed computer 
program in order to compare the resulting rates of convergence. New 
approximations to the solution vector are successively computed by 
each routine until the Euclidean norm of F(x) is reduced to a value 
less than 0.00001. For all algorithms, including the program which 
uses Newton's method, the linear systems generated are solved by the 
same routine. This routine solves a linear system using Gaussian 
elimination with full pivoting. 
The first eight example problems were chosen to specifically 
illustrate the type of nonlinear problems that were discussed in 
Chapter III. Example problems 5.6 and 5.8 compare different 
computational algorithms for successively updating the Jacobian 
matrix that were discussed in Chapter IV. 
The Yj T} and cp criteria each require a tolerance value which 
can be used to determine if a particular column should or should 
not be contained in a projection subspace. Unless it is noted 
otherwise, the tolerances used in the solution process for the first 
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ten example problems will be calculated by the procedures 
discussed below. 
The Y criteria (or angle-criteria) involves the calculation 
of the cosine squared of the angles between the residue vector and 
the columns of the Jacobian. Column i is included in the projection 
2 
subspace if = cos 9^ kjk is greater than some Tolerance T. For 
i 
example if T = .25 then no column would be projected on if the 
residue was within 30° of being perpendicular to it. 
The T criteria uses the Euclidean norm of the residue vector 
as a tolerance. This tolerance is motivated by the result obtained 
in Lemma 2.4. 
When the cp criteria is used, column i is included or excluded 
from the projection subspace on the basis of the relative magnitudes 
of ( /!^ ) and where 
= 2(J^ ,AJ) + (jJ,jJ) . 
k k k Since the (J.,J^ ) term will, in most cases, tend to dominate Z^ , 
k k the tolerance (J^ ,J^ )V will be used for the cp criteria. Thus, 
column i is included in the projection subspace to be used at 
step k+1 when (A?, Ap > (J7, jpv. Note that the cp criteria alw^ s 
use the v criteria to choose its initial subspace. 
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In the event that a null subspace is generated, a default 
subspace made up of all the columns of the Jacobian is used. 
A general nonlinear problem is one that cannot be classified 
by any of the definitions given in Chapter IV. Table 5.1 below 
specifies the types of the ten example problems. 
Table 5.1. Problem types 
Example Type 
1 Almost Linear, Constant Hessian 
2 Almost Linear, Constant Hessian 
3 Almost Linear, Almost Constant Hessian 
4 Almost Linear, Almost Constant Hessian 
5 Nearly Linear, Constant Hessian 
6 Nearly Linear, Constant Hessian 
7 Nearly Linear, Almost Constant Hessian 
8 Nearly Linear, Almost Constant Hessian 
9 General Nonlinear Problem 
10 General Nonlinear Problem 
The first example is a contrived 3-dimensional problem which is 
almost linear and has constant Hessian matrices. For this system 
six of the nine components of the Jacobian matrix are constants. 
Example 5.1. 
f^ (x) = x^  4- 2^ + - 3.0 
fgCx) = x^  ^+ 2x2 " ^ 3 " 
f^ Cx) = x, - Xg + 3x^  - 3.0 
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Table 5.2. Comparisons of criteria on Example 5.1 using: 
x° = (0,0,0) 
r° = (-3,-3,-3) 
![r°!| = 5.19615 
Method Criteria Tolerance Steps ||r^ ||* CPU Sec. 
Newton - - 7 0.0000052 0.57 
Projection y T = .25 9 0.0000010 0.28 
Projection cp V = .1 8 0.0000010 0.39 
Projection T 31 0.0000094 0.50 
E^uclidean norm of the residue vector following the number 
of steps specified. 
For this problem, the use of the y and cp criteria both required 
significantly less processor time. A substantial portion of the 
difference in processor requirements is due to 
1. the number of components which are modified, and 
2. the sizes of the systems which must be solved to 
obtain the change components. 
Newton's method required seven steps to solve the problem to the 
desired accuracy. Hence, Newton's method had to solve seven 
3-dimensional systems and modify 21 individual components. On the 
other hand the projection method with the v and cp criteria required 
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16 and 17 individual component modifications respectively. Note 
that of the 17 subspaces chosen by the cp and y criteria only six 
of them were three dimensional. Table 5.3 lists the subspaces 
chosen by the y and cp criteria. 
Table 5.3. Subspaces chosen for Example 5.1 when x° = (0,0,0): 
Step Y Criteria cp Criteria 
1 (1) (1) 
2 (1,2,3) (i) 
3 (1,2,3) (1,2,3) 
4 (2,3) (2,3) 
5 (1) (3) 
6 (2,3) (1,2,3) 
7 (1) (1,2,3) 
8 (2,3) (1,2,3) 
9 (1) 
Example 5.2 is another almost linear problem which has constant 
Hessian matrices. The problstn vas originally proposed by Brcyden (4 ) 
to test his method and has been used by many others including 
Brown ( 1 ) to test their algorithms. The Jacobian for this problem 
is a banded matrix with at most three nonzero entries in each row. 
Example 5.2 
f^  (x) = - (3 + a x^ )x^  + 2x2 " ® 
f^ (x) = x^ _^  - (3 + Of x\)x^  + 2x^ _^  ^- B i = 2, 3, .. ., n-1 
f (x) =  X ,-(3 + ax)x - 3 
n n-i n n 
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n = 10 
a = -5 
3 = 1.0 
One of the difficulties of comparing iterative methods such as 
Newton's method or the projection method is that there are infinitely 
many starting vectors which could be used. Tables 5.4 - 5.9 contain 
the results of comparing criteria using three different initial 
starting vectors on Example 5.2. 
Table 5.4. Results for Example 5.2 when; 
x° = (-1,1,0,-1,1,0,-1,1,0,-1) 
r° = (4.5,-4.5,-2.0,4.5,-4.5,-2.0,4.5,-4.5,-2.0,2.5) 
! Ir° I j = 11.82159 
Method Criteria Tolerance Steps 1 ir^  ' ! CPU Sec. 
Newton - - 8 0.0000023 0.59 
Projection y T = .25 15 0.0000052 0.74 
Projection cp V = .1 9 0.0000037 0.59 
Projection T - 18 0.0000043 0.67 
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Table 5.5. Subspaces chosen for Example 5.2 when; 
x° = (-1,1,0,-1,1,0,-1,1,0,-1) 
Step Y Criteria cp Criteria 
1 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
2 (2) (1,2,3,4,5,6,7,8,9) 
3 (3,5) (1,2,3,4,5,6,7,8) 
4 (4) (1,2,3,4,5,6) 
5 (1) (2) 
6 
7 
(2) 
/c \ 
(1,2,3,4,5,6,7,8,9,10) 
/ 
8 (5) 
/,0, ?, d.\j J 
(1,2,3,4,5,6,7,8,9,10) 
9 (3) (1,2,3,4,5,6,7,8,9,10) 
10 (1,2,3,4,5,6,7,8,9,10) 
11 (1,2,3,4,5,6,7,8,9,10) 
12 (1,2,3,4,5,6,7,8,9,10) 
13 (1,2,3,4,5,6,7,8,9,10) 
14 (1,2,3,4,5,6,7,8,9,10) 
15 (1,2,3,4,5,6,7,8,9,10) 
Table 5.6. Results for Example 5.2 when: 
x° = (0,0,0,0,0,0,0,0,0,0) 
r° = (-1,-1,-1,-1,-1,-1,-1,-1, 
-1,-1) 
! !r° 1 ! = 3.16228 
Method Criteria Tolerance Steps !|r^ !! CPU Sec. 
Newton 
Projection y 
Projection p 
Projection t 
6 
T = .25 6 
V = .1 7 
31 
0.0000025 0.62 
0.0000052 0.59 
0.0000040 0.59 
0.0000055 0.70 
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Table 5.7. Subspaces chosen for Example 5.2 when; 
x° = (0,0,0,0,0,0,0,0,0,0) 
Step Y Criteria CD Criteria 
1 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7, 8,9,10) 
2 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7, 8,9,10) 
3 (1,2,3,4,5,6,7,8,9,10) (2,3,4) 
4 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
5 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
6 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
7 (1,2,3,4,5,6,7, Q r\ 1 S, 3, 
Table 5.8. Results for Example 5.2 when: 
o 
X = (-1,1,-1,1,-1,1,-1,1,-1 ,1) 
o 
r = (4.5,-6.5,5.5,-6.5,5.5, -6.5,5.5, -6.5,5.5,-4.5) 
!!r°!! = 18.17966 
Method Criteria Tolerance Steps i k ' n  CPU Sec. 
Newton 9 0.0000039 0.54 
Projection Y T = .25 8 0.0000037 0.33 
Projection cp V = . 1 7 0.0000037 0.32 
r ITO jcCuiOn 43 A nnnAAco \j , \y\j\j\^ \y ^  ^ n oc V .  w 
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Table 5.9. Subspaces chosen for Example 5.2 when: 
x° = (-1,1,-1,1,-1,1,-1,1,-1,1) 
Step y Criteria CO Criteria 
1 (2,4,6,8) (2,4,6,8) 
2 (10) (2,4,6,8) 
3 (7,8) (1,2,3,4,5,6,7,8,9,10) 
4 (2,3) (10) 
5 (5,10) (1,2,3,4,5,6,7,8,9,10) 
6 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
7 (1,2,3,4,5,6,7,8,9,10) (1,2,3,4,5,6,7,8,9,10) 
8 (1,2,3,4,5,6,7,8,9,10) 
For the first two starting vectors used in solving Example 5.2, 
Newton's method compared quite favorably with the projection method. 
However, for x° = (-1,1,-1,1,-1,1,-1,1,-1,1) the use of the y and 
cp criteria not only required fewer CPU seconds to solve the problem 
to a similar accuracy but also required fewer iterations. In fact, 
for this x°, Newton's method required 90 single component modifications 
while the projection method using the y and cp criteria required 41 
and 49 single component modifications respectively. 
Example 5.3 is a nine dimensional almost linear problem which 
has almost constant Hessian matrices. The solution of this system is 
the numerical solution to a boundary value problem suggested by 
Henrici (15). 
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Example 5.3. 
y = 0 
o 
+ 2y^  - + 0.01<-2 + sinhy^ ) =0 i = 1, 9 
Vi 0 = ° 
For this example, the use of the y and cp criteria with the 
projection method are compared to Newton's method. The results 
for two different values of x° are contained in Tables 5.10 - 5.13. 
Table 5.10. Results for Example 5.3 with: 
x° = (8,6,4,2,0,2,4,6,8) 
r° = (24.88478,1.99713,0.25290,0.01627,-4.02, 
0.01627,0.25290,1.99713,24.88478) 
I |r°|| = 35.53546 
Method Criteria Tolerance Steps ] |r^  ] j CPU Sec. 
Newton - - 6 0.0000002 .64 
Projection v T = .25 7 0.0000002 .44 
Projection cp V = .1 6 0.0000001 .43 
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Table 5.11. Subspaces chosen for Example 5.3 when; 
x° = (8,6,4,2,0,2,4,6,8) 
Step Y Criteria cp Criteria 
1 (1,9) (1,9) 
2 (1,2,8,9) (1,2,3,4,5,6,7,8,9) 
3 (5) (1,2,3,4,5,6,7,8,9) 
4 (3,7) (1,2,3,4,5,6,7,8,9) 
5 (1,2,3,4,5,6,7,8,9) (1,2,3,4,5,6,7,8,9) 
6 (1,2,3,4,5,6,7,8,9) (1,2,3,4,5,6,7,8,9) 
-7 /I 9 3 A S 6 7 e 0\ 
Table 5.12. Results for Example 5.3 with: 
x° = (-8,6,-4,2,0,-2,4,-6,8) 
r° = (-36.92477,25.99712,-16.29289, 
8.01627,-0.02,-8.05627,16.25288, 
-26.03712,36.88478) 
I Ir° I 1 = 68.82213 
Method Criteria Tolerance Steps I  k ' t  I CPU Sec. 
Newton 
Projection 
Projection 
Y 
cp 
T = .25 
V = .1 
5 
6 
4 
0.0000001 
0,0000002 
0.0000001 
.59 
.50 
.37 
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Table 5.13. Subspaces chosen for Example 5.3 when: 
x° = (-8,6,-4,2,0,-2,4,-6,8) 
Step Y Criteria cp Criteria 
1 (1,2,8,9) (1,2,8,9) 
2 (1,9) (1,2,3,4,5,6,7,8,9) 
3 (3,4,6,7) (1,2,3,4,5,6,7,8,9) 
4 (1,2,3,4,5,6,7,8,9) (1,2,3,4,5,6,7,8,9) 
5 (1,2,3,4,5,6,7,8,9) 
6 (1,2,3,4,5,6,7,8,9) 
Note particularly, the comparison of Newton's method to the 
projection method with the cp criteria for x° = (-8,6,-4,2,0,-2,4,-6,8). 
In this case, the use of the cp criteria resulted in four projections, 
the last three of which were nine dimensional projections. Newton's 
method, on the other hand, started off with a nine dimensional 
projection and required four additional iterations to achieve the 
same accuracy. 
Example 5.4 is another almost linear problem which has almost 
constant Hessian matrices. The problem was suggested as an exarrole 
by Scarborough (31) and was also used by MacEachern (22) to test the 
one-dimensional nonlinear projection method. 
Example 5.4. 
f^ (x) = sinx^  - Xg + 1.32 
fgix) = + cosXg 4- 0.85 
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Results of comparing Newton's method to the projection method 
with four different values of x° are given in Tables 5,14 - 5.17. 
Table 5.14. Results for Example 5.4 with: 
x° = (1.0,1.0) 
r° = (1.16147,0.39030) 
i !r° i i = 1.2253 
Method Criteria Tolerance Steps 
f . . 
CPU Sec. 
Newton 
Projection 
Projection 
Projection 
Y 
cp 
T 
T = .25 
V = .1 
3 
4 
6 
6 
0.0000001 
0.0000002 
0.0000042 
0.0000042 
0.39 
0.35 
0.30 
0.40 
Table 5.15. Results for Example 5.4 with; 
X  =  l - i . U . - i . U l  
r = (1.47853,2.39030) 
= 2,81062 
Method Criteria Tolerance Steps ir CPU Sec. 
Newton 
Projection 
Projection 
Proiection 
Y 
cp 
T 
T = .25 
V = .1 
13 
20 
14 
10 
,0000001 
,0000047 
,0000016 
,0000044 
.52 
.49 
.49 
.45 
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Table 5.16. Results for Example 5.4 with: 
x° = (0.0,0.0) 
r° = (1.32,1.85) 
I lr°ji = 2.27264 
Method Criteria Tolerance Steps ||r^ |^ CPU Sec. 
Newton • 6 .0000001 44 
Projection Y T = .25 5 .0000002 .44 
Projection cp V = .1 6 .0000025 .47 
Projection T - 8 .0000038 .49 
Table 5.17. Results for Example 5.4 with; 
x° = (1.0,0.0) 
r° = (2.16147,0.85) 
i ir® i j = 2.32260 
Method Criteria Tolerance Steps j jr^  j ! CPU Sec. 
— — A AAAAAl ^7 
Projection y T = .25 5 .0000002 ,37 
Projection cp V = .1 6 .0000012 .50 
Projection T 7 .0000001 ,35 
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For Example 5.4, the projection method with the tp criteria 
worked as well as or better than Newton's method in all four cases. 
Example 5.5 is a contrived problem which is nearly linear and 
has constant Hessian matrices. Results of comparing Newton's method 
to the projection method with two different values of x° are given 
in Tables 5.18 - 5.21. 
Example 5.5. 
f^ (x) = x^ xg - 1-0 
f^ Cx) = x^ xg - 1.0 
fgCx) = x^ x^  - 1.0 
f^ (x) = XgXg - 1.0 
Table 5,18. Results for Example 5.5 with: 
x° = (2.0,1.0,-1.0,-2.0) 
r° = (1.0,-3.0,-5.0,-2.0) 
I !r° 1 I = 6.245 
Method Criteria Tolerance Steps | Ir^  I| CPU Sec. 
Newton - - 5 0.0000052 0.34 
Projection y T = .25 15 0.0000007 0.39 
Projection cp V = .1 9 0.0000001 0.39 
Projection t - 8 0.0 0.47 
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Table 5.19. Subspaces chosen for Example 5.5 when: 
x° = (2.0,1.0,-1.0,-2.0) 
Step Y Criteria cp Criteria T Criteria 
1 (1,3,4) (1,2,3) (1,3,4) 
2 (3,4) (1,2,4) (4) 
3 (1,2) (1) (3) 
4 (3) (1,2,3,4) (1) 
5 (4) (1,2,3,4) (1,2,3,4) 
6 (1) (1,2,3,4) (1) 
7 (4) (1,3) (1,2,3,4) 
8 (3) (1,2,3,4) (1,2,3,4) 
9 (1) (1,2,3,4) 
10 (1,2,3,4) 
11 (1,4) 
12 (2,3) 
13 (1) 
14 (4) 
15 (1,2,3,4) 
Table 5.20. Results for E"cample 5.5 with: 
o X = (1.1,1 .2,1.3,1.4) 
o r = (0.32,0.43,0.54,0.56) 
I ! 1 = 0.94472 
Method Criteria Tolerance Steps Mr^j! CPU Sec. 
Newton . 3 0.0000003 0.35 
Projection y T = .25 3 0.0000003 0.37 
Projection cp V = .1 5 0.0 0.32 
Projection - 5 0.0 0.45 
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Table 5.?1. Subspaces choren for Example 5,5 when: 
x° = (1.1,1.2,1.3,1.4) 
Step Y Criteria cp Criteria t Criteria 
1 (1,2,3,4) (1,2,3,4) (1,2,3) 
2 (1,2,3,4) (1,2,3,4) (1,2,3,4) 
3 (1,2,3,4) (2,3) (1) 
4 (1) (1,2,3,4) 
5 (1,2,3,4) (1,2,3,4) 
In the case where x° = (2.0,1.0,-1.0,-2.0) for Example 5.5, 
Newton's method required 20 single component modifications and 
5 steps while the projection method with the cp criteria required 
27 single component modifications and 15 steps. Despite these 
differences, the projection method with the cp criteria did not 
require significantly greater CPU time. This is probably due to 
the fact chat the average dimension of the linear system that was 
solved at each step of the projection method with the cp criteria 
was less than two. 
Example 5.5 is also a nearly linear problem with constant 
Hessian matrices. 
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Example 5.6. 
2 2 2 
f^ (x) = - Xg + Xg - *2*3 + 4.0 
2 2 2 
fgCx) ~ *1 2^ " *3 " *1*3 ~ 
2 2 2 
fgCx) = - X^  + Xg + Xg - X^ Xg - 2.0 
As part of the comparisons made of this problem, two different 
computational schemes for the use of the cp criteria were considered. 
The results of the comparisons are contained in Tables 5.22 and 5.23. 
Table 5.22. Results for Example 5.6 with; 
x° = (.1,.2,.3) 
r° = (4.0,-3.07,-1.9) 
1 jr° I 1 = 5.38840 
Method Criteria Tolerance Steps l|r^ || CPU Sec. 
Newton - - n 0.0000013 0.42 
Projection Y T = .25 15 0.0000061 0.44 
Projection < V = .1 9 0.0000013 0.39 
Projection CP V = .1 9 0.0 0.34 
Projection T - 11 0.0000067 0.35 
U^ses computational scheme 4.5. 
u 
Uses computational scheme 4.3. 
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Table 5.23. Results for Example 5.6 with: 
x° = (1.1,1.2,1.3) 
r° = (3.9,-3,47,-1.4) 
j |r° I j = 5.40471 
Method Criteria Tolerance Steps ||r^ || CPU Sec. 
Newton - 13 0.0 0.34 
Projection Y T = .25 10 0.0000013 0.32 
Projection < V = .1 5 0.0000013 0.32 
Projection V = .1 5 0.0000079 0.29 
Projection T 12 0.0000013 0.37 
U^ses computational scheme 4.5. 
U^ses computational scheme 4.3. 
On Example 5.5 the projection method with any of the three 
criteria performed as well as Newton's method. Also, on this example, 
there appears to be a slight computational edge when using the 
cp criteria, in computing 
uiiCLii 
Example 5.7 is a nearly linear system with almost constant 
Hessian matrices. This example as well as Example 5.8 have both 
been suggested and used by Broyden (5 ) for testing algorithms on 
sparce nonlinear systems. 
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Example 5.7. 
2 "^^ 2^ 2 f. = (k, + k„x.)x. + 1.0 - k Z . . (x. + X.) i = 1, 2. .... n 1 J. 2 1 1 3 j j } J J 
n = 8 
The general form of this problem is interesting because the 
parameters k^ jk^ fk^ r^^ , and r^  permit the nonlinearity of the system 
and the bandwidth of the Jacobian to be varied. Tables 5.24 - 5.27 
contain the results of comparing the projection method to Newton's 
method for two initial starting vectors. 
Table 5.24. Results for Example 5.7 with: 
x° = (1,2,2,1,1,2,2,1) 
r° = (-3,3,3,-5,-5,3,3,-3) 
I !r° I j = 10.19804 
Method Criteria Tolerance Steps ||r^  | j CPU Sec. 
Newton - 17 0.0000069 0.52 
Projection y T = .25 23 0.0000069 0.43 
Projection cp V = .1 22 0.0000071 0.42 
Projection T - 130 0.0000064 1.29 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
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Subspaces chosen for Example 5.7 when: 
X = (1,2,2,1,1,2,2,1) 
Y Criteria cp Criteria T Criteria 
(1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) 
(4,5) (1,2,3,4,5,6,7,8) (4,5) 
(4,5 (1,2,3,4,5,6,7,8) (4,5) 
(4,5 (1,2,3,4,5,6,7,8) 
(4,5 (1,2,3,4,5,6,7,8) (4,5) 
(4,5 (1,3,4,5,6,7,8) (2,4,5,7) 
(1,2,3,4,5 6,7,8) (1,3,4,5,6,8) (1,2,3,4,5,6,7,8) 
(1,8 (3,4,5,6) (1,2,3,6,7,8) 
(1,8 (3,4,5,6) (1,2,3,6,7,8) 
(3,6 (3,4,5,6) (1,2,3,6,7,8) 
(1,2,3,4,5 0
0 (4,5,6) (1,8) 
(4,5 (4,5) (1,2,7,8) 
(4,5 (4,5) (2,3,4,5,6,7) 
(4,5 (5) (1,3,6,8) 
(1,2,3,4,5 6,7,8) (1,2,3,4,5,6,7,8) (2,7) 
(1,2,3,4,5 6,7,8) (1,2,3,4,5,6,7,8) (1,3,6,8) 
(1,2,3,4,5 6,7,8) (1,2,3,6,7,8) (2,7) 
(1,2,3,4,5 6,7,8) 
6.7,8) 
(1,2,7,8) 
/I o o/. c f  ^  
(1,3,6,8) 
(1,2,3,4,5 6,7,8) 
/ * O / 
(1,2,3,4,5,6,7,8) 
/ J 
(1,3,6,8) 
(1,2,3,4,5 6,7,8) (1,2,3,4,5,6,7,8) (2,7) 
(1,2,3,4,5 6,7,8) (1,2,3,4,5,6,7,8) (1,3,6,8) 
(1,2,3,4,5 6,7,8) (2,7) 
(1,3,6,8) 
(2,7) 
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Table 5.26. Results for Example 5.7 with: 
x° = (1,1,1,1,1,1,1,1) 
r° = (1,-1,-1,-1,-1,-1,-1,1) 
! |r°!| = 2.82843 
Method Criteria Tolerance Steps ! I i CPU Sec. 
Newton _ 500 0.0000164 4.34 
Projection Y T = .25 25 0.0000065 0.89 
Projection cp V = .1 34 0.0000069 0.95 
Projection T 26 0.0000028 0.60 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
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Subspaces chosen for Example 5.7 when: 
x° = (1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0) 
Y Criteria cp Criteria x Criteria 
(1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) (1,2,7,8) 
(1,2,3,4,5,6,7,8) (1,2,3,6,7,8) (3,6) 
(1,2,3,4,5,6,7,8) (2,7) (1,2,3,4,5,6,7,8) 
(3,6) (1,2,3,4,5,6,7,8) (1,3,4,5,6,8) 
(1,2,3,4,5,6,7,8) (1,2,4,5,7,8) (1,2,4,5,7,8) 
(4,5) (1,2,4,5,7,8) (1,4,5,8) 
0^,5) (1,2,4,5,7,8) (3,6) 
(1,2,3,4,5,6,7,8) (1,8) (4,5) 
(3,6) (1,2,3,4,5,6,7,8) (3,6) 
(1,2,3,4,5,6,7,8) (2,3,4,5,6,7) (4,5) 
(4,5) (3,4,5,6) (3,6) 
(4,5) (1,2,3,4,5,6,7,8) (4,5) 
(1,2,3,4,5,6,7,8) (1,4,5,8) (3,6) 
(1,2,3,4,5,6,7,8) (4,5) (4,5) 
(1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) (3,6) 
(1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) (4,5) 
(1,2,3,4,5,6,7,8) (1,2,3,4,5,6,7,8) (3,6) 
(1,8) 
t 1 / « y« à 9K 1 
(1,2,3,4,5,6,7,8) 
/ r\ ^ ^ -f rv N 
(1,2,3,4,5,6,7,8) 
' JL * a "V a J » O •/•Of 
(i;2;3;4;5;6;7;8) 
I / * O / 
(i;2;3;4;5;6;7;8) (4,5) 
(1) (1,2,3,4,5,6,7,8) (3,6) 
(8) (3,4,5,6) (4,5) 
(1,2,3,4,5,6,7,8) (3,4,5,6) (3,6) 
(1) (4,5) (4,5) 
(1,2,3,4,5,6,7,8) (4,5) (3,6) 
(4,5) (1,2,3,4,5,6,7,8) 
(4,5) 
(4;5) 
(4,5) 
(1,2,3,4,5,6,7,8) 
(3,4,5,6) 
(1,2,3,4,5,6,7,8) 
(1,2,3,4,5,6,7,8) 
(1,2,3,4,5,6,7,8) 
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For x° = (1,2,2,1,1,2,2,1), Newton's method required 136 
single component modifications while the projection method with the 
cp criteria and the projection method with the cp criteria both 
required 122 single component modifications. Newton's method 
failed to converge to the specified accuracy in 500 iterations vken 
x° = (1,1,1,1,1,1,1,1). However, the projection method converged 
successfully to the desired accuracy with any of its subspace 
selection criteria. 
Example 5.8 is also a nearly linear problem with almost constant 
Hessian matrices. 
Example 5.8. 
ki - kj - kj - 1.0 
ri = rj = 3 
As part of the comparisons made on this problem two different 
computational schemes for the use of the cp criteria were considered. 
The results of comparing Newton's method to the projection method 
on Example 5.8 are contained in Table 5.28 and Table 5.29. 
f^  = (k^  + k2X^ )x^  + 1.0 - Z X — 1, 2, . . ., n 
n = 6 
j + i 
j>0 
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Table 5.28. Results for Example 5.8 with: 
x° = (0,0,0,0,0,0) 
r° = (1,1,1,1,1,1) 
I |r°j 1 = 2.44949 
Method Criteria Tolerance Steps ] |r^ I 1 CPU Sec. 
Newton - - 4 0.0000012 0.42 
Projection Y T = .25 10 0.0000010 0.37 
Projection qÇ V = .1 5 0.0000011 0.42 
Projection V = .1 5 0.0000014 0.59 
Projection T - 37 0.0000086 0.57 
Table 5.29. Results for Example 5.8 with: 
x° = (-1,1,0,-1,1,0) 
r° = (-3,1,-3,-5,1,-1) 
! |r°{! = 6.78233 
Method Criteria Tolerance Steps jir^ [| CPU Sec, 
Newton - - 500 0.0000682 2.47 
Projection Y T = .25 18 0.0000011 0.50 
Projection < V = .1 12 0,0000018 0.52 
Projection C? V = .1 12 0.0000005 0.80 
Projection T - 24 0,0000015 0.54 
U^ses computational scheme 4.5. 
U^ses computational scheme 4.4. 
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For both initial vectors x° used to solve Example 5.8, the 
computational scheme indicated by 4.5 performed significantly 
better than the computational scheme indicated by 4.4. With 
x° = (-1,1,0,-1,1,0) Newton's method failed to solve Example 5.8 
to the desired accuracy within 500 iterations. 
Examples 5.9 and 5.10 are examples of nonlinear problems 
that cannot be classified by the definitions given in Chapter III. 
Example 5.9 is a two-dimensional system of transcendental equations 
that were used by Brown ( 1 ) in testing his method. Example 5.10 
is a four-dimensional system that was used by White (37). 
Example 5.9. 
x_ X 
f^ (x) = 1/2 sinXx^ Xg) - - — 
1 f2(x) = (1 - ^ )(e - e) + — - 2ex^  
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Table 5.30. Results for Example 5.9 with; 
x" = (0.6,3.0) 
r = (-0.05181,-0.11223) 
I |r°|| = .12361 
Method Criteria Tolerance Steps CPU Sec. 
Newton 
Projection 
Projection 
Projection 
Y 
CD 
T 
T = .25 
V = .1 
4 
15 
7 
4 
0.0000053 
0.0000086 
0.0000021 
0.0000053 
.35 
.44 
.34 
.39 
Table 5.31. Results for Example 5.9 with; 
X = (0.0,0.0) 
r = (0.0,1.58154) 
k~ii =  1.58154 
Method Criteria Tolerance Steps CPU Sec, 
Newton 
Projection 
Projection 
Projection 
Y 
cp 
T 
T = .25 
V = .1 
8 
8 
10 
10 
0.0000091 
0.0000092 
0.0000057 
0.0000034 
.42 
.37 
.39 
.32 
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Table 5.32. Results for Example 5.9 with: 
x° = (-1.0,-1.0) 
r° = (1.00031,2.19391) 
! |r° I I = 2.41119 
Method Criteria Tolerance Steps CPU Sec, 
Newton 
Projection 
Projection 
Projection 
Y 
cp 
T 
T = .25 
V = .1 
9 
18 
10 
11 
0.0000088 
0.0000023 
0.0000064 
0,0000060 
.44 
.42 
.44 
.45 
Table 5.33. Results for Example 5.9 with: 
x" = (1.0,1.0) 
r" = (-0.15884,-0.27222) 
jr" j i = 0.31518 
Method Criteria Tolerance Steps CPU Sec. 
Newton 
Projection 
Projection 
Projection 
Y 
CO 
T 
T = .25 
V = .1 
500 
162 
31 
500 
0,0000375 
0.0000085 
0.0000045 
0.0001057 
1.25 
.64 
.40 
1.29 
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Table 5.34. Subspaces chosen for Exançle 5.9 when: 
x° = (0.6,3.0) 
Step y  Criteria cp Criteria t Criteria 
1 (2) (2) (1,2) 
2 (1) (1,2) (1,2) 
3 (1,2) (1) (1,2) 
4 (1,2) (1) (1,2) 
5 (1) (1,2) 
6 (2) (1,2) 
7 (1) (1,2) 
8 (2) 
9 (1) 
10 (2) 
11 (1) 
12 (2) 
13 (1) 
14 (2) 
15 (1) 
Table 5.35. Subspaces chosen for Example 5.9 when: 
x° = (0.0,0.0) 
Steps Y Criteria cp Criteria T Criteria 
1 (1.2) (1,2) (1) 
2 (1,2) (1) (1) 
3 (1,2) (1,2) (1,2) 
4 (1,2) (1,2) (1,2) 
5 (1,2) (1,2) (1,2) 
6 (1,2) (1,2) (1,2) 
7 (1,2) (1,2) (1,2) 
8 (1,2) (1,2) (1,2) 
9 (1,2) (1,2) 
10 (1,2) (1,2) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
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Subspaces chosen for Example 5.9 when; 
x° = (-1.0,-1.0) 
Y Criteria cp Criteria T Criteria 
(1) (1) (1) 
(2) (1,2) (1) 
(1) (1,2) (1,2) 
(2) (1,2) (1,2) 
(1) (1,2) (1,2) 
(2) (1,2) (1,2) 
(i) (1,2) (1,2) 
(2) (1,2) (1,2) 
(1) (1,2) (1,2) 
(2) (1,2) (1,2) 
1,2) (1,2) 
(1,2) 
(1,2) 
(1,2) 
(1,2) 
(1,2) 
(1,2) 
(1,2) 
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Table 5.37. Subspaces chosen for Example 5.9 when: 
x° = (1.0,1.0) 
Step Y Criteria cp Criteria t Criteria 
1 (1,2) (1,2) (1) 
2 (1,2) (2) (1,2) 
3 (1,2) (1,2) (1) 
4 (1) (2) (1,2) 
5 (1,2) (1,2) (1) 
6 (1,2) (1,2) (1,2) 
7 (1,2) (2) (1) 
8 (1) (1,2) (1,2) 
9 (2) (1,2) (1) 
10 (1) (1) (1;2) 
11 (2) (1,2) (1) 
12 (1) (1,2) (1,2) 
13 (2) (2) (1) 
14 (1) (1,2) (1,2) 
15 (2) (1,2) (1) 
16 (1) (1,2) (1) 
17 (2) (1,2) (2) 
18 (1,2) (1,2) (1) 
19 fl.2^  (1.-2) 
20 (2) (1^ 2) (1,2) 
21 (1,2) (1,2) (1,2) 
22 (1) (1,2) (1) 
23 (2) (1,2) (1,2) 
24 (1) (1,2) (1) 
25 (2) (1,2) (1,2) 
26 (1) (1,2) (i) 
27 (2) (1,2) (1) 
28 (1) (1;2) (1;2) 
29 (2) (1,2) (1) 
30 (1) (1,2) (1,2) 
31 (2) (1,2) (1) 
32 (1,2) (1,2) 
33 (1,2) (1) 
34 (1,2) (1,2) 
35 (1) (i) 
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Thus, with any of the four starting vectors used on 
Example 5.9, the projection method performed as well as or better 
than Newton's method. In fact, when x° = (1.0,1.0) the difference 
in performance was significant. 
Example 5.10. 
2 20x^  - cos Xg + Xg - sinx^  - 37 = 0 
cos2x^  + ZOx^  + log^ Q (1 + x^ ) +5=0 
sin (x^  +Xg) - x^  + ISXg + arctanx^  - 12 = 0 
(-2x3 + 0.5) 
2 tanhx^  + e + 21x^  = 0 
Tables 5.38 and 5.39 summarize the comparison of Newton's method 
and the projection method on Example 5.10. 
Table 5.38. Steps to solve Example 5.10. 
x° Newton c p  Criteria y  Criteria 7  Criteria 
(1,1,1,1) 4 5 11 4 
(0,0,0,0) 4 5 12 5 
(-1,-1,-1,-1) 4 5 11 4 
(-1,1,-1,1) 4 6 9 4 
(-1,-1,1,1) 4 5 11 8 
(-l,-.5,.5,1) 5 5 13 8 
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Table 5.39. CPU seconds to solve Example 5.10. 
o 
X Newton cp Criteria Y Criteria T Criteria 
(1,1,1,1) .34 .47 .30 .35 
(0,0,0,0) .35 .49 .45 .49 
(-1,-1,-1,-1) .37 .28 .37 .42 
(-1,1,-1,1) .32 .37 .40 .27 
(-1,-1,1,1) .34 .40 .39 .40 
(-l,-.5,.5,1) .42 .34 .30 .30 
The results contained in Table 5.38 dramatically point out the 
dependence that the projection method has on the starting vector for 
Exançle 5.10. Different starting vectors do result in different 
numbers of and sequences of projections. 
Both the Y criteria and the cp criteria require a tolerance to 
be specified in order to determine projection subspaces. For the 
first ten examples these tolerances have remained fixed. Table 5.40 
summarizes the results of using different values of the tolerance 
parameters when solving Example 5.8. 
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Table 5.40. Results for Example 5.8 with: 
x° = (-1,1,0,-1,1,0) 
Criteria Tolerance Steps 1 b-f 1 ! CPU Sec. 
cp V 0.01 15 0.0000012 0.34 
cp V = 0.05 12 0.0000018 0.40 
cp V = 0.1 12 0.0000018 0.47 
cp V = 0.2 500 0.7439035 2.10 
cp 
cp 
V = 0.4 70 0.0000013 0.77 
V 0.8 7 0.0000017 0.44 
cp V = 1.0 8 0.0000010 0.27 
Y T 
= 0.05 14 0.0000015 0.50 
Y T = 0.10 10 0.0000021 0.40 
Y T = 0.25 18 0.0000011 0.52 
Y T = 0.40 13 0.0000028 0.49 
Y T 
= 0.60 14 0.0000004 0.50 
Y T 
= 0.80 14 0.0000015 0.59 
Y T 
= 1.00 500 0.0000682 6.42 
When the cp criteria is used with the projection method, column i 
is included in the projection subspace when >(J^ ,i^ )*V. 
Consequently, larger values of V, increase the strictness of the 
criteria. On Example 5.S, the projection method with the cp criteria 
was most successful when criteria was the most stringent and when the 
criteria was the least stringent. 
Column i, is included in the projection subspace when the 
2 
cp criteria is used with the projection method when y .  = cos 6 1^ 4^  > T. 
i 
So, the smaller the value of T, the more perpendicular is allowed 
Ic to be to r and still be included in the projection subspace. As, a 
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result, the larger values of T make the criteria more strict. On 
Exançle 5.8, the projection method with the y criteria was most 
successful when the criteria T ^  0.60. 
In all of the examples to this point, subspaces have been 
chosen dynamically based on criteria which were calculated at each 
step. Now, consider the use of the coefficient criteria as a basis 
for determining a fixed cycle of projections. The subspaces that 
are included in a cycle are determined on the basis of an estimate 
of whether or not individual one-dimensional projections would 
result in good linear approximations to the single nonzero components 
of the change vectors. Measures of the goodness of the linear 
2 
approximations are obtained by examining the coefficients of dx^  
3 
and dx^ , a = 1, 2, n, in 2.14. Table 5.41 contains the 
numerical approximations to these coefficients for Example 5.10 with 
O f - - — — » X  =  M . i . ! . .  i K   ' , 
2 3 
Table 5.41. Coefficients of dx and dx for Exanrole 5.10. 
a a 
a Coefficient of dx^  
a 
Coefficient of dx^  
a 
2 
3 
4 
1 
- 2.71535 
- 0.55790 
- 11.71503 
- 0.04691 
3.71524 
3.16669 
8.03225 
0,04667 
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One strategy that can be used to take advantage of the 
coefficient criteria is to project on the one-dimensional subspaces 
where the linear approximations to the change components are the 
best and to group the remaining columns into one subspace. If this 
strategy were used on Example 5, then the subspace sequence for a 
cycle would be; {(4),(1,2,3)}_ Another strategy that can be used 
with the coefficient criteria is to group into one subspace those 
columns whose corresponding change components have the best linear 
approximation. In this case, the subspace sequence for a cycle of 
projections to be used on Example 5.10 would also be: {(4),(1,2,3)]. 
Table 5.42 contains the results of comparing the above cycles 
to others on Example 5.10. 
Table 5.42. Results for Example 5.10 with: 
x° = (1,1,1,1) 
Cycle Number of Cycles |jr"{i CPU Sec. 
(4)(1,2,3) 5 
(2,4)(1,3) 5 
/ \  C 
(1,4)(2,3) 5 
(1)(2,3,4) 4 
(2)(1,3,4) 5 
(3)(1,2,4) 4 
(1)(3)(2,4) 5 
(2)(4)(1,3) 5 
0. 0000019 0. 35 
0. 0000010 0. 45 
0 r\r\r\r\r\t n m 50 
0. 0000010 0. 40 
0. 0000010 0. 39 
0. 0000010 0. 39 
0. 0000010 0. 37 
0. 0000021 0.49 
0. 0000020 0. 47 
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Conclusions and further remarks concerning the examples used 
in this chapter are in Chapter VI. 
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VI. CONCLUSIONS AND FUTURE RESEARCH 
A. Conclusions 
By allowing a variable number of components of the approximate 
solution vector to be modified at each iteration step, the nonlinear 
projection method allows greater flexibility than the total step 
methods such as Newton's method. In order to take advantage of this 
flexibility, criteria were developed in Chapter II to dynamically 
determine quasi-optimal projection subspaces. The nonstationary 
projection methods that result from using the y and cp subspace 
selection criteria are shown through the examples in Chapter V to 
be in most cases as efficient or more efficient than the unmodified 
Newton's method. In fact, on most of the examples in Chapter V, 
the use of the projection method with the y and the cp criteria 
required fewer single component modifications as well as fewer 
A M A M J 0m 1 M W 0m, 0^  0^  0^  0^  1 
vr U acCviiuo uu uixc oouio 
The four criteria developed in Chapter II are all independent 
of the projection subspace dimension. This represents a distinct 
advantage over those criteria developed for linear systems of 
equations that depend on the subspace dimension. 
The effective results obtained when the projection method is 
used with the y and cp criteria are strong evidence supporting the 
contention that projection subspaces with dimensions greater than 
three also depend on the angles between the residue vector and the 
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columns of the Jacobian. It is important to note that the 
tolerances used by these criteria affects the rate of convergence. 
The use of the coefficient criteria requires too much 
calculation to be used as a criteria for dynamically determining 
subspaces. However, the coefficient criteria can be used to 
determine a cycle of projections. As an example in Chapter V 
illustrates, this use of the projection method does not produce 
results which are significantly more efficient than Newton's method. 
Theorem 2.2 dramatically illustrates the conçutational 
inefficiency of trying to maximize Ac at each iteration step. 
However, the approximation to ^  that is developed in Chapter II 
k 
reinforces the fact that Ar may or may not be at a maximum when 
less than an n-dimensional projection is made. An attempt to use 
Ic 
part of the expression that represented an approximation to Ar 
resulted in the development of the t criteria. This criteria, did 
not in general, work as well as the y or cp criteria. 
The classification of the nonlinear problems that was presented 
in Chapter III does classify in a reasonable and consistent way a 
larger subset of the nonlinear problems than had previously been 
classified. This classification made it possible to consider 
alternative computational schemes for distinguishable subsets of 
the nonlinear problems in Chapter IV. 
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B, Future Research 
The following areas are worthy of future consideration: 
1. For the examples in Chapter V, the projection method 
always calculated the Jacobian exactly. In order to make the 
projection method computationally competitive with modifications 
to Newton's method, it will be necessary to develop and analyze 
projection algorithms which take advantage of approximations to 
the Jacobian. The same analysis might also consider for the 
projection method, the desirability of only recomputing the 
Jacobian at fixed or varying intervals of iterations. 
2. The linear systems that were generated in the computations 
for the examples in Chapter V were solved using Gaussian elimination 
with full pivoting. For the projection method, it may be possible 
to take advantage of the fact that all the linear systems are 
syrmstric and positive definite by using a linear system solver 
that is tailored to these characteristics. 
3. For many of the examples in Chapter V, the total space 
was projected on continuously after several iteration steps 
projected on varying subspaces with dimension less than the dimension 
of the total space, A criteria needs to be developed which would 
signal these successive total step projections and stop further 
subspace selection computation. 
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4. Since one step of Newton's method is mathematically 
equivalent to one n-dimensional projection, it might be advantageous 
to use Newton's method computationally instead of an n-dimensional 
projection. This kind of algorithm acceleration might significantly 
reduce the cost of making an n-dimensional projection, 
5. This paper develops four criteria for determining projection 
subspaces. The y, cp and t criteria are intended to be used for 
nonstationary projection methods. The coefficient criteria was 
developed to determine cycles of projections for stationary 
projection methods. It may be ultimately more efficient to have an 
algorithm which uses both stationary and nonstationary techniques. 
For such an algorithm to become a reality it is necessary to develop 
some criteria for determining which of the techniques should be used. 
6. It may be possible to refine the classification system 
•" O 'V TXX I'k -Î O  ^ /-» 
further development of specific criteria and computational alternatives 
for subsets of the nonlinear systems of equations. 
7. The y, cp and t criteria all require the use of a tolerance 
value to determine a projection subspace. The data contained in 
Table 5.39 clearly indicate the difference in the convergence rates 
that resulted from the use of different criteria tolerances. Some 
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work should be done to determine if it is possible to find a 
single optimal criteria for a problem or whether the criteria 
should be varied during the problem solution. 
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