Hermitian K-theory for stable $\infty$-categories I: Foundations by Calmès, Baptiste et al.
ar
X
iv
:2
00
9.
07
22
3v
1 
 [m
ath
.K
T]
  1
5 S
ep
 20
20
HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES I:
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KRISTIAN MOI, DENIS NARDIN, THOMAS NIKOLAUS, AND WOLFGANG STEIMLE
To Andrew Ranicki.
ABSTRACT. This paper is the first in a series in which we offer a new framework for hermitian K-theory in
the realm of stable ∞-categories. Our perspective yields solutions to a variety of classical problems involving
Grothendieck-Witt groups of rings and clarifies the behaviour of these invariants when 2 is not invertible.
In the present article we lay the foundations of our approach by considering Lurie’s notion of a Poincaré
∞-category, which permits an abstract counterpart of unimodular forms called Poincaré objects. We analyse
the special cases of hyperbolic and metabolic Poincaré objects, and establish a version of Ranicki’s algebraic
Thom construction. For derived ∞-categories of rings, we classify all Poincaré structures and study in detail
the process of deriving them from classical input, thereby locating the usual setting of forms over rings within
our framework. We also develop the example of visible Poincaré structures on ∞-categories of parametrised
spectra, recovering the visible signature of a Poincaré duality space.
We conduct a thorough investigation of the global structural properties of Poincaré ∞-categories, showing
in particular that they form a bicomplete, closed symmetric monoidal ∞-category. We also study the process
of tensoring and cotensoring a Poincaré ∞-category over a finite simplicial complex, a construction featuring
prominently in the definition of the L- and Grothendieck-Witt spectra that we consider in the next instalment.
Finally, we define already here the 0-th Grothendieck-Witt group of a Poincaré∞-category using generators
and relations. We extract its basic properties, relating it in particular to the 0-th L- and algebraic K-groups, a
relation upgraded in the second instalment to a fibre sequence of spectra which plays a key role in our applica-
tions.
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INTRODUCTION
Quadratic forms are among the most ubiquitus notions in mathematics. In his pioneering paper [Wit37],
Witt suggested a way to understand quadratic forms over a field 푘 in terms of an abelian groupWq(푘), now
known as the Witt group of quadratic forms. By definition, the Witt group is generated by isomorphism
classes [푉 , 푞] of finite dimensional 푘-vector spaces equipped with a unimodular quadratic form 푞, where
we impose the relations [푉 ⊕푉 ′, 푞 ⟂ 푞′] = [푉 , 푞] + [푉 ′, 푞′] and declare as trivial the classes of hyperbolic
forms [푉 ⊕ 푉 ∗, ℎ] given by the canonical pairing between 푉 and its dual 푉 ∗. In arithmetic geometry the
Witt group became an important invariant of fields, related to theirMilnorK-theory and Galois cohomology
via the famous Milnor conjecture.
The definition of the Witt group naturally extends from fields to commutative rings 푅, where one re-
places vectors spaces by finitely generated projective 푅-modules. More generally, instead of starting with
a commutative ring 푅 and taking 푅-valued forms, one can study unimodular hermitian forms valued in
an invertible (푅 ⊗ 푅)-module푀 equipped with an involution, a notion which makes sense also for non-
commutative푅. This includes for example the case of a ring푅with anti-involution by considering푀 = 푅,
and also allows to consider skew-quadratic forms by changing the involution on 푀 by a sign. Quadratic
forms at this level of generality also show up naturally in the purely geometric context of surgery theory
through the quadratic L-groups of the group ring ℤ[휋1(푋)] for a topological space 푋. The latter groups,
whose name, coined by Wall, suggests their relation with algebraic K-theory, are a sequence of groups Lq푖
associated to a ring with anti-involution 푅, or more generally, a ring equipped with an invertible (푅⊗푅)-
modulewith involution푀 as above, with Lq
0
(푅,푀) being theWitt group of푀-valued quadratic forms over
푅. They are 4-periodic, or more precisely, satisfy the skew-periodic relation Lq
푛+2
(푅,푀) ≅ L
q
푛(푅,−푀),
where −푀 is obtained from 푀 by twisting the involution by a sign. In particular, for a ring with anti-
involution푅 the even quadratic L-groups consist of the Witt groups of quadratic and skew-quadratic forms.
To obtained richer information about quadratic forms over a given 푅, the Witt group Wq(푅,푀) was
often compared to the larger groupgenerated by the isomorphism classes of unimodular quadratic푀-valued
forms [푃 , 푞] over푅 under the relation [푃⊕푃 ′, 푞 ⟂ 푞′] = [푃 , 푞]+[푃 ′, 푞′], but without taking the quotient by
hyperbolic forms. The latter construction leads to the notion of the Grothendieck-Witt group GWq
0
(푅,푀)
of quadratic forms. The Witt and Grothendieck-Witt groups are then related by an exact sequence
(1) K0(푅)C2
hyp
←←←←←←←→ GW
q
0
(푅,푀) →Wq(푅) → 0,
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where the first term denotes the orbits for the C2-action on theK-theory groupK0(푅) which sends the class
of a finitely generated projective 푅-module 푃 to the class of its푀-dual Hom푅(푃 ,푀). The left hand map
then sends [푃 ] to the class of the associated hyperbolic form on 푃 ⊕ Hom(푃 ,푀), and is invariant under
this C2-action. The sequence (1) can often be used to compute GW
q
0
(푅,푀) from the two outer groups,
and consequently obtain more complete information about quadratic forms. For example, in the case of the
integers this sequence is split short exact and we have an isomorphism Wq(ℤ) ≅ ℤ given by taking the
signature divided by 8 and an isomorphism K0(ℤ)C2 ≅ ℤ given by the dimension.
In this paper we begin a four-part investigation revisiting classical questions about Witt, Grothendieck-
Witt, and L-groups of rings from a new perspective. One of our main motivating applications is to extend
the short exact sequence (1) to a long exact sequence involving Quillen’s higher K-theory and the higher
Grothendieck-Witt groupsGWq푖 (푅,푀) introduced by Karoubi and Villamayor [KV71], see below for more
details. In this paper we will, among many other things, define abelian groups Lgq푖 (푅,푀), called genuine
quadratic L-groups, which are the correct higher Witt groups from this point of view: we will show in
Paper [III] that we have Lgq
0
(푅,푀) = Wq(푅,푀) and that the sequence (1) can be extended to a long exact
sequence involving the groups Lgq푖 (푅,푀) which starts off as
…→ GW
q
1
(푅,푀) → L
gq
1
(푅,푀) → K0(푅,푀)C2
hyp
←←←←←←←→ GW
q
0
(푅,푀) → L
gq
0
(푅,푀) → 0 .
The groups Lgq푖 (푅,푀) are generally different fromWall’s quadratic L-groups, and in particular are usually
not 4-periodic. They are however relatively accessible for study by means of algebraic surgery. Combining
this with the above long exact sequence will allow us in Paper [III] to obtain many new results about the
Grothendieck-Witt groups GWq푖 (푅) of rings. For example, we will obtain an essentially complete calcula-
tion of these groups in the case of the integers 푅 = ℤ. In what follows we give more background, outline
our approach and its main applications, and elaborate more on what is done in the present paper.
Background. The higher Grothendieck-Witt groups GWq푖 (푅,푀) mentioned above were first defined by
Karoubi and Villamayor [KV71] by applying Quillen’s foundational techniques from algebraic K-theory.
This is done by producing a homotopy-theoretical refinement of the 0-th Grothendieck-Witt group into a
Grothendieck-Witt space and then defining GW푖(푅,푀) as the 푖-th homotopy group of this space. Given
푅 and 푀 as above, one organizes the collection of unimodular quadratic 푀-valued forms (푃 , 푞) into a
groupoid Unimodq(푅,푀), which may be viewed as an E∞-space using the symmetric monoidal structure
on Unimodq(푅) arising from the orthogonal sum. One can then take its group completion to obtain an
E∞-group
GW
q
cl
(푅,푀) ∶= Unimodq(푅,푀)grp,
whose group of components is the Grothendieck-Witt group described above. Here the subscript cl stands
for classical, and is meant to avoid confusion with the constructions of the present paper series. This con-
struction can equally well be applied for other interesting types of forms, such as symmetric bilinear, or
symmetric bilinear forms which admit a quadratic refinement, also known as even forms, and these can be
taken with values in an arbitrary invertible module with involution푀 as above. Taking the polarisation of
quadratic form determines maps
GW
q
cl
(푅,푀)⟶ GWev
cl
(푅,푀)⟶ GWs
cl
(푅,푀),
which are equivalences if 2 is a unit in 푅. In this latter case Grothendieck-Witt groups are generally much
more accessible. For example, when 2 is invertible Schlichting [Sch17] has produced a (generally non-
connective) delooping of the Grothendieck-Witt space to a Grothendieck-Witt spectrum GWcl(푅,푀), in
which case the forgetful and hyperbolic maps can be refined to a spectrum level C2-equivariant maps
K(푅)
hyp
←←←←←←←→ GWcl(푅,푀)
fgt
←←←←←←→ K(푅).
He then showed in loc. cit. that the cofibre of the induced map
(2) K(푅)hC2 → GWcl(푅,푀)
has 4-periodic homotopy groups,whose even values are given by theWitt groupsW(푅,푀) andW(푅,−푀).
More precisely, Schlichting’s identification of these homotopygroupsmatches theL-groupsofWall-Ranicki,
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that which has lead to the folk theorem that if 2 is a unit in 푅 then the cofibre of (2) is naturally equivalent
to Ranicki’s L-theory spectum L(푅,푀) from [Ran92]. This allows one, when 2 is invertible, to produce
an extension of (1) to a long exact sequence and obtain information about higher Grothendieck-Witt groups
from information about higherK-theory andL-groups. A closely related connection betweenGrothendieck-
Witt spaces with coefficients in ±푀 when 2 is invertible was established by Karoubi in his influential pa-
per [Kar80], where he proved what is now known as Karoubi’s fundamental theorem, forming one of the
conceptual pillars of hermitian K-theory, as well as part of its standard tool kit. It permits, for example, to
inductively deduce results on higher Grothendieck-Witt groups from information about algebraic K-theory
and about the low order Grothendieck-Witt groupsGW0(푅,±푀) and GW1(푅,±푀).
By contrast, when 2 is not invertible non of these assertions hold as stated. In particular, the rela-
tion between Grothendieck-Witt theory and L-theory remained, in this generality, completely mysterious.
Karoubi, in turn, conjectured in [Kar09] that his fundamental theorem should have an extension to general
rings, relating Grothendieck-Witt spaces for two different form parameters, as was also suggested earlier
by Giffen [Wil05]. In the context of motivic homotopy theory, crucial properties such as devissage and
퐀1-invariance of Grothendieck-Witt theory were only known to hold when 2 is invertible by the work of
Schlichting and Hornbostel [Hor02], [HS04]. Consequently, hermitian K-theory was available to study
as a motivic spectrum exclusively over ℤ[ 1
2
], see [Hor05]. Finally, while all the above tools could be
used to calculate Grothendieck-Witt groups of rings in which 2 is invertible, such as the ring ℤ[ 1
2
] whose
Grothendieck-Witt groups were calculated by Berrick and Karoubi in [BK05], higher Grothendieck-Witt
groups of general rings remain largely unknown.
HermitianK-theory of Poincaré∞-categories. The goal of the present paper series is to offer new foun-
dations for hermitian K-theory in a framework that unites its algebraic and surgery theoretic incarnations
and that is robustly adapt to handle the subtleties involved when 2 is not invertible. We begin by situating
hermitian K-theory in the general framework of Poincaré ∞-categories, a notion suggested by Lurie in
his treatise of L-theory [Lur11]. A Poincaré∞-category consists of a stable∞-category C together with a
functor Ϙ∶ Cop → Sp which is quadratic in the sense of Goodwillie calculus and satisfies a suitable uni-
modularity condition, the latter determining in particular a dualityDϘ∶ C
op
≃
←←←←→ C on C. We refer to such a Ϙ
as a Poincaré structure on C. Roughly speaking, the role of the Poincaré structure Ϙ is to encode the flavour
of forms that we want to consider. For example, for a commutative ring 푅 one may take C = Dp(푅) to be
the perfect derived category of 푅. One should then think of the mapping spectrum homDp(푅)(푋 ⊗푅 푋,푅)
as the spectrum of bilinear forms on the chain complex 푋, which acquires a natural C2-action by flipping
the components in the domain term. In this case the Poincaré structure
Ϙ
s
푅(푋) = homDp(푅)(푋 ⊗푅 푋,푅)
hC2
encodes a homotopy coherent version of the notion of symmetric bilinear forms, while
Ϙ
q
푅
(푋) = homDp(푅)(푋 ⊗푅 푋,푅)hC2
encodes a homotopy coherent version of quadratic forms. Both these Poincaré structures have the same
underlying duality, given by 푋 ↦ Homcx
푅
(푋,푅).
Alternatively, as we will develop in the present paper, one may also obtain Poincaré structures onDp(푅)
by taking a non-abelian derived functor associated to a quadratic functor Proj(푅)op → A푏 from finitely
generated projective modules to abelian groups. For example, taking the functors which associate to a
projectivemodule푃 the abelian groups of quadratic, even and symmetric forms on 푃 one obtained Poincaré
structures Ϙgq
푅
, Ϙ
ge
푅
and Ϙgs
푅
onDp(푅), respectively. We call these the genuine quadratic, even and symmetric
functors, and consider them as encoding the classical, rigid notions of hermitian forms in the present setting,
where as Ϙq
푅
and Ϙs
푅
encode their homotopy coherent counterparts. More generally, one can apply these
construction to any associative rings equipped with an invertible (푅 ⊗ 푅)-module with involution 푀 as
above. The resulting Poincaré structures are then all related by a sequence of natural transformations
Ϙ
q
푀
⇒ Ϙ
gq
푀
⇒ Ϙ
ge
푀
⇒ Ϙ
gs
푀
⇒ Ϙ
s
푀 ,
which encode the polarisation map between the quadratic, even and symmetric flavours of hermitian forms
and at the same time the comparison between homotopy coherent and rigid variants of such forms. The
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fact that these two types of distinctions are not entirely unrelated leads to some of the more surprising
applications of our approach. When 2 is invertible in 푅, all these maps are equivalences.
The fundamental invariant of a Poincaré∞-category is its space Pn(C, Ϙ) of Poincaré objects, which are
pairs (푥, 푞) consisting of an object 푥 ∈ C and a point 푞 ∈ Ω∞Ϙ(푥) whose associated map 푞♯ ∶ 푥 → DϘ(푥) is
an equivalence. These are the avatars in the present context of the notion of a unimodular hermitian form.
From this raw invariant one may produce two principal spectrum valued invariants - the Grothendieck-Witt
spectrum GW(C, Ϙ) and L-theory spectrum L(C, Ϙ). The L-theory spectrum was transported by Lurie from
the classical work of Wall-Ranicki to the context of Poincaré ∞-categories in [Lur11]. In particular, the
L-theory spectra Lq(푅,푀) ∶= L(Dp(푅), Ϙq
푀
) and Ls(푅,푀) ∶= L(Dp(푅), Ϙs
푀
) coincide with Ranicki’s
4-periodic quadratic and symmetric L-theory spectra, respectively. When applied to the genuine Poincaré
structures this yields new types of L-theory spectra Lgq(푅,푀),Lge(푅,푀) and Lgs(푅,푀). It turns out that
these are in fact not entirely new: we will show in Paper [III] that for the genuine symmetric structure
the homotopy groups of Lgs(푅,푀) coincide with Ranicki’s original non-periodic variant of symmetric L-
groups, as defined in [Ran80]. Somewhat surprisingly, the genuine quadraticL-theory spectrum Lgq(푅,푀)
is a 4-fold shift of Lgs(푅).
The Grothendieck-Witt spectrum GW(C, Ϙ) of a Poincaré ∞-category will be defined in Paper [II],
though in the present paper we will already introduce its zero’th homotopy group GW0(C, Ϙ), namely, the
Grothendieck-Witt group. The underlying infinite loop space
GW(C, Ϙ) ∶= Ω∞ GW(C, Ϙ)
is then called the Grothendieck-Witt space of (C, Ϙ). When 2 is invertible in 푅 we will show in Paper [II]
that GW(푅,푀) ∶= GW(Dp(푅), Ϙ푀 ) is equivalent to the Grothendieck-Witt spectrum defined by Schlicht-
ing in [Sch17] (where Ϙ푀 is any of the Poincaré structures considered above, which coincide due to the
invertibility condition on 2). When 2 is not invertible, the second and ninth author show in the compan-
ion paper [HS20] that the Grothendieck-Witt spaces of Dp(푅) with respect to the genuine Poincaré struc-
tures Ϙgq
푀
, Ϙ
ge
푀
and Ϙgs
푀
coincide with the classical Grothendieck-Witt spaces of quadratic, even and symmet-
ric 푀-valued forms, respectively. On the other hand, the Grothendieck-Witt spectra of (Dp(푅), Ϙq
푀
) and
(Dp(푅), Ϙs
푀
) are actually new invariants of rings, which are based on the homotopy coherent avatars of qua-
dratic and symmetric forms. These sometimes have better formal properties. For example, in the up coming
work [CHN], the first, third and seventh authors show that the GW- and L-theory spectra associated to the
symmetric Poincaré structures Ϙs
푅
satisfy 퐀1-invariance, and can further be encoded via motivic spectra
over the integers. This statement does not hold for any of the other Poincaré structures above, including the
genuine symmetric one.
One of the principal results we will prove in Paper [II] is that the relation between Grothendieck-Witt-,
L- and algebraic K-theory is governed by the fundamental fibre sequence
(3) K(C)hC2 → GW(C, Ϙ)→ L(C, Ϙ),
where the first term is the homotopy orbits of the algebraic K-theory spectra of C with respect to the C2-
action induced by the duality of Ϙ. In the case of the genuine symmetric Poincaré structure Ϙgs
푀
, this gives
a relation between classical symmetric Grothendieck-Witt groups and Ranicki’s non-periodic symmetric
L-groups, which to our knowledge is completely new. In the case of the genuine quadratic structure the
consequence is even more surprising: the resulting long exact sequence in homotopy groups extends the
classical exact sequence (1) to a long exact sequence involving a shifted copy of Ranicki’s non-periodic
L-groups.
The main role of the present instalment is to lay down the mathematical foundations that enable the
arguments of the next three papers, and eventually their fruits, to take place. In particular, we carefully
develop the main concepts of Poincaré∞-categories and Poincaré objects, discuss hyperbolic objects and
Lagrangians, and prove a version of Ranicki’s algebraic Thom construction in the present setting. We also
define theL-groups and zero’th Grothendieck-Witt group of a Poincaré∞-category, and conduct a thorough
investigation of the global structure properties enjoyed by the∞-category of∞-categories. In addition to
the general framework, we will also introduce and study important constructions of Poincaré∞-categories,
which give rise to our motivating examples of interest. In particular:
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i) We classify all Poincaré structures in the case where C is the ∞-category of perfect modules over a
ring spectrum, and show that they can be efficiently encoded by the notion of a module with genuine
involution.
ii) When C is the perfect derived category of a discrete ring, we develop the procedure of deriving
Poincaré structures used to produce the genuine Poincaré structures above. Here we will pick up on
some recent ideas of Glasman, Mathew and Illusie, and show that Poincaré structures on C are in fact
uniquely determined by their values on projective modules. This allows for the connection between
the present setup and Grothendieck-Witt theory of rings, through which the applications of Paper [II]
and Paper [III] to classical problems can be carried out.
iii) We develop in some detail the example of visible Poincaré structures on∞-categories of parameterized
spectra, which allow us to reproduce visible L-theory as well as LA-theory of Weiss-Wiliams in the
present setting. This leads to applications in surgery theory which will be pursued by the second and
ninth author in future work.
iv) Following Lurie’s treatment of L-theory we study the process of tensoring and cotensoring a Poincaré
∞-category over a finite simplicial complex. This construction is later exploited in Paper [II] to define
and study the Grothendieck-Witt spectrum.
v) We show that the∞-category of Poincaré∞-categories has all limits and colimits. This enables one,
for example, to produce new Poincaré∞-categories by taking fibres and cofibres of Poincaré functors,
and enables the notion of additivity, which lies at the heart of Grothendieck-Witt theory, to be properly
set up in Paper [II].
vi) We show that Poincaré∞-categories can be tensoredwith each other. This can be used to produce new
Poincaré∞-categories fromold, but also to identity additional important structures, such as a Poincaré
symmetric monoidal structure, which arises in many examples of interest and entails the refinement
of their Grothendieck-Witt and L-theory spectra to E∞-rings. This last claim will be proven in Paper
[IV], though we will prove it for the Grothendieck-Witt and L-groups already in the present paper.
Applications. Our framework of Poincaré ∞-categories is motivated by a series of applications which
will be extracted in the following instalments, many of which pertain to classical questions in hermitian
K-theory. To give a brief overview of what’s ahead, we first mention that a key feature of the Grothendieck-
Witt spectrum we will construct in Paper [II] is its additivity. In the setting of Poincaré∞-categories, this
can be neatly phrased by saying that the functor (C, Ϙ)↦ GW(C, Ϙ) sends split bifibre sequences
(C, Ϙ)→ (C′, Ϙ′) → (C′′, Ϙ′′)
of Poincaré∞-categories to bifibre sequences of spectra, where by split we mean that C′ → C′′ admits both
a left and a right adjoint. One of the main results of Paper [II] is that GW is additive, and is furthermore
universally characterized by this property as initial among additive functors from Poincaré ∞-categories
to spectra equipped with a natural transformation from Σ∞Pn. This is analogous to the universal property
characterizing algebraic K-theory of stable∞-categories established in [BGT13]. In fact, we will show in
Paper [II] that GW is not only additive but also Verdier localising, a property formulated as above but with
the splitness condition removed. This will be used in [CHN] by the first, third and seventh author in order
to show that theGW-spectrum satisfies Nisnevich descent over smooth schemes. It will also play a key role
in the study of Grothendieck-Witt theory of Dedekind rings in Paper [III].
One major consequence of additivity is that the hyperbolic and forgetful maps fit to form the Bott-
Genauer sequence
GW(C, Ϙ[−1])
fgt
←←←←←←→ K(C)
hyp
←←←←←←←→ GW(C, Ϙ),
where Ϙ[푛] = Σ푛Ϙ is the shifting operation on Poincaré functors. Such a sequence was established in the
setting of rings in which 2 is invertible by Schlichting [Sch17], who used it to produce another proof of
Karoubi’s fundamental theorem. The same argument then yields a version of Karoubi’s fundamental theo-
rem in the setting of Poincaré∞-categories. When applied to the genuine Poincaré structures we construct
in the present paper, this yields an extension of Karoubi’s fundamental theorem to rings in which 2 is not
assumed invertible, establishing, in particular, a conjecture of Karoubi and Giffen.
The fundamental fibre sequence (3) will be heavily exploited in Paper [III] to obtain applications for
classical Grothendieck-Witt groups of rings. In particular, improving a comparison bound of Ranicki we
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will show in Paper [III] that if 푅 is Noetherian of global dimension 푑 the maps
Lgq(푅,푀)⟶ Lge(푅,푀)⟶ Lgs(푅,푀)⟶ Ls(푅,푀)
are equivalences in degrees past 푑 + 2, 푑 and 푑 − 2, respectively. Thus, even though the genuine L-theory
spectra are not 4-periodic, they become so in degrees sufficiently large compared to the global dimension.
In addition, when combined with the fundamental fiber sequence (3) one deduces that the maps of classical
Grothendieck-Witt spaces
GW
q
cl
(푅,푀) → GWev
cl
(푅,푀) → GWs
cl
(푅,푀)
are isomorphismson homotopygroups in sufficiently high degrees. This is a new andquite unexpected result
about classical Grothendieck-Witt groups, and to our knowledge is the first time that the global dimension of
a ring has been related in any way to the gap between its quadratic and symmetric GW-groups. Combined
with our extension of Karoubi’s fundamental theorem this implies that in the case of finite global dimension
Karoubi’s fundamental theorem holds in its classical form in sufficiently high degrees, allowing for many
of the associated arguments to be picked up in this context. In a different direction, for such rings one
can eventually deduce results about classical symmetric GW-groups from results on the corresponding
homotopy coherent symmetric GW-groups, allowing one to exploit some of the useful properties of the
latter, such as a devissage property we will prove in Paper [III] and the퐀1-invariance established in [CHN],
for the benefit of the former. We will exploit these ideas in Paper [III] to solve the homotopy limit problem
for number rings, show that their Grothendieck-Witt groupsare finitely generated, and producean essentially
complete calculation of the quadratic and symmetric Grothendieck-Witt groups (in both the skew and non-
skew cases) of the integers, affirming, in particular, a conjecture of Berrick and Karoubi from [BK05].
Organization of the paper. Let us now describe the structure and the content of the present paper in more
detail. In §1 we define Poincaré ∞-categories. As indicated before, a Poincaré ∞-category is a stable
∞-category C equipped with a quadratic functor Ϙ∶ Cop → S푝which is perfect in a suitable sense. We will
give the precise definition in §1.2, after a discussion of quadratic functors in §1.1. We will also consider
the weaker notion of a hermitian ∞-category, obtained by removing the perfectness condition on Ϙ, and
explain how to extract from a Poincaré structure Ϙ a duality ϘϘ∶ C
op
≃
←←←←→ C. In §1.3 we will describe how
one can classify hermitian and Poincaré structures on a given stable ∞-category in terms of their linear
and bilinear parts. Finally, in §1.4 we will discuss the functorial dependence of hermitian structures on the
underlying stable∞-category, and relate it to the classification discussed in §1.3.
In §2 we define the notion of a Poincaré object in a given Poincaré∞-category (C, Ϙ). Such a Poincaré
object consists of an object 푥 ∈ C together with a map 푞 ∶ 핊 → Ϙ(푥), to be though of a form in 푋,
such that a certain induced map 푞♯ ∶ 푥 → DϘ푥 is an equivalence. The precise definition will be given in
§2.1. We will then proceed to discuss hyperbolic Poincaré objects in §2.2, and in §2.3 the slightly more
genereal notion of metabolic Poincaré objects, that is, Poincaré objects that admit a Lagrangian. We will
show how one can understand metabolic Poincaré objects via Poincaré objects in a certain Poincaré ∞-
category Met(C, Ϙ) constructed from (C, Ϙ). The notion of metabolic Poincaré objects is the main input
in the definition of the L-groups of a given Poincaré ∞-category (Definition 2.3.11). Finally, in §2.4 we
shall define the Grothendieck-Witt group GW0(C, Ϙ) of a given Poincaré∞-category and develop its basic
properties.
In §3 we study Poincaré structures on the∞-categoryMod휔퐴 of perfect modules over a ring spectrum퐴.
To this end, we introduce the notion of a module with involution in §3.1 and show how it can be used to
model bilinear functors on module∞-categories. We then refine this notion §3.2 to a module with genuine
involution, that which will allow us to encode not only bilinear functors but also hermitian and Poincaré
structures. Then, in §3.3 we will discuss the basic operations of restriction and induction of modules with
genuine involution along maps of ring spectra.
In §4 we will discuss several examples of interest of Poincaré ∞-categories in further detail. We will
begin in §4.1 with the important example of the universal Poincaré∞-category (S푝f , Ϙu), which is charac-
terized by the property that Poincaré functors out of it pick out Poincaré objects in the codomain. In §4.2
we will consider perfect derived ∞-categories of ordinary rings and show how to translate the classical
language of forms on projective modules into that of the present paper via the process of deriving quadratic
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functors. In §4.3 and §4.4 we explain how to construct Poincaré structures producing visible L-theory as
studied by Weiss [Wei92], Ranicki [Ran92], and more recenetly Weiss-Wiliams [WW14].
In §5 we will show that the tensor product of stable∞-categories refines to give a symmetric monoidal
structure on the∞-category Catp∞ of Poincaré∞-categories. The precise definition and main properties of
this monoidal product will be elaborated in §5.1 and §5.2. In §5.3 we analyse what it means for a Poincaré
∞-category to be an algebra with respect to this structure, and use this analysis in §5.4 in order to identify
various examples of interest of symmetric monoidal Poincaré∞-categories.
In §6 we study the global structural properties of the ∞-categories Catp∞ and Cat
h
∞ of Poincaré and
hermitian∞-categories respectively. We will begin in §6.1 by showing that these two ∞-categories have
all small limits and colimits, and describe how these can be computed. In §6.2 we will prove that the
symmetric monoidal structures on Catp∞ and Cat
h
∞ constructed in §5.2 are closed, that is, admit internal
mapping objects. We will then show in §6.3 and §6.4 that Cath∞ is tensored and cotensored over Cat∞. A
special role is played by indexing diagrams coming from the poset of faces of a finite simplicial complex,
which we study in §6.5 and §6.6, showing in particular that in this case this procedure preserves Poincaré
∞-categories. The cotensor construction will be used in Paper [II] to define the hermitian Q-construction
and eventually Grothendieck-Witt theory, while the tensor construction plays a role in proving the universal
property of Grothendieck-Witt theory.
In §7we consider the relationship betweenCatp∞ andCat
h
∞, and between both of them and various coarser
variants, such as bilinear and symmetric bilinear∞-categories. By categorifying the relationship between
Poincaré forms, hermitian forms and bilinear formswe construct in §7.2 and §7.3 left and right adjoints to all
relevant forgetful functors. In §7.3 we also prove a generalized version of the algebraic Thom construction,
which will be used in Paper [II] for the formation of algebraic surgery. In §7.4 we use this to study Catp∞
and Cath∞ from the perspective of C2-category theory as developed by Barwick and collaborators, and set
up some of the foundations leading to the genuineC2-refinement of the Grothendieck-Witt spectrumwe will
construct in Paper [II]. Finally, in §7.5 we show that the Grothendieck-Witt group and the L-groups are lax
symmetric monoidal functors with respect to the tensor product of Poincaré∞-categories.
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1. POINCARÉ CATEGORIES
In this section we introduce the principal notion of this paper, namely that of Poincaré ∞-categories.
These were first defined by Lurie in [Lur11], though no name was chosen there. Succinctly stated, Poincaré
∞-categories are stable ∞-categories C equipped with a quadratic functor Ϙ∶ C → S푝 to spectra, which
is perfect in a sense we will explain below. We will then refer to Ϙ as a Poincaré structure on C. It will
be convenient to consider also the more general setting where Ϙ is not necessarily perfect, leading to a
notion that we will call a hermitian∞-category. We will present both of these in §1.2, after devoting §1.1
to surveying quadratic functors and their basic properties. In §1.3 we will describe how one can classify
hermitian and Poincaré structures on a given stable∞-category in terms of their linear and bilinear parts.
This is a particular case of the general structure theory of Goodwillie calculus, but we will take the time to
elaborate the details relevant to the case at hand, as we will rely on this classification very frequently, both in
explicit constructions of examples and in general arguments. Finally, in §1.4 we will discuss the functorial
dependence of hermitian structures on the underlying stable ∞-category, and relate it to the classification
discussed in §1.3.
1.1. Quadratic and bilinear functors. In this subsection we will recall the notions of quadratic and bilin-
ear functors, and survey their basic properties. These notions fit most naturally in the context ofGoodwillie
calculus, as adapted to the∞-categorical setting in [Lur17, §6]. Our scope of interest here specializes that
of loc. cit. in two ways: first, we will only consider the Goodwillie calculus up to degree 2, and second,
we will focus our attention on functors from a stable∞-category C to the stable∞-category S푝 of spectra.
This highly simplifies the general theory, and will allow us to give direct arguments for most claims, instead
of quoting [Lur17, §6]. The reader should however keep in mind that the discussion below is simply a
particular case of Goodwillie calculus, to which we make no claim of originality.
Recall that an∞-category C is said to be pointed if it admits an object which is both initial and terminal.
Such objects are then called zero objects. A functor 푓 ∶ C→ D between two pointed∞-categories is called
reduced if it preserves zero objects. Given two pointed∞-categories C,D we will denote by Fun∗(C,D) ⊆
Fun(C,D) the full subcategory spanned by the reduced functors. A stable ∞-category is by definition a
pointed∞-category which admits pushouts and pullbacks and in which a square is a pushout square if and
only if it is a pullback square. To avoid breaking the symmetry one then refers to such squares as exact.
A functor 푓 ∶ C → D between two stable ∞-categories is called exact if it preserves zero objects and
exact squares. We note that stable∞-categories automatically admit all finite limits and colimits, and that
a functor between stable∞-categories is exact if and only if it preserves finite colimits, and if and only if it
preserves finite limits. If D is a stable ∞-category and C ⊆ D is a full subcategory which is closed under
finite limits and finite colimits then C is also stable and the inclusion C ⊆ D is an exact functor. In this
case we will say that C is a stable subcategory of D. Given two stable ∞-categories C,D with C small
we will denote by Funex(C,D) ⊆ Fun(C,D) the full subcategory spanned by the exact functors. We note
that when C and D are stable one has that Fun(C,D) is also stable and Fun∗(C,D) and Fun
ex(C,D) are
stable subcategories. We will denote by Catex∞ the (non-full) subcategory of Cat∞ spanned by the stable
∞-categories and exact functors between them.
If one considers stable ∞-categories as a categorified version of a vector space, then reduced functors
correspond to zero-preserving maps, while exact functors correspond to linear maps. If a functor 푓 ∶ C→
D is only required to preserves exact squares, but is not necessarily reduced, then one says that 푓 is 1-
excisive. More generally, if C is an ∞-category with finite colimits and D and ∞-category with finite
limits, then 푓 ∶ C → D is said to be 1-excisive if it sends pushout squares to pullback squares. In the above
analogy with linear algebra, these correspond to affine maps, that is, maps which contain a linear part and
a constant term, or said differently: polynomial maps of degree 1. In the theory of Goodwillie calculus this
point view is generalized to higher degrees as follows:
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1.1.1. Definition. A 3-cube 휌∶ (Δ1)3 → C is said to be cartesian if it exhibits 휌(0, 0, 0) as the limit of
the restriction of 휌 to the subsimplicial set (Δ1)3 spanned by the complement of (0, 0, 0). Such a 3-cube 휌
is called strongly cartesian if its restriction to each 2-dimensional face of (Δ1)3 is a cartesian square. In
particular, strongly cartesian 3-cubes are cartesian. Dually, 휌 is said to be (strongly) cocartesian if 휌op is
a (strongly) cartesian cube in Cop. A functor 푓 ∶ C → D whose domain admits finite colimits and whose
target admits finite limits is called 2-excisive if it sends strongly cocartesian 3-cubes to cartesian 3-cubes.
If C is stable then a 3-cube is (strongly) cartesian if and only if it is (strongly) cocartesian, in which
case we simply say that 휌 is (strongly) exact. A functor 푓 ∶ C → D between stable ∞-categories is then
2-excisive if it sends strongly exact 3-cubes to exact 3-cubes.
1.1.2.Remark. Though in the present paperwewill focus almost entirely on the case of stable∞-categories,
we chose to formulate the above definition in the slightly more general setting where 푓 ∶ C→ D is a functor
froman∞-categorywith finite colimits to an∞-categorywith finite limits. This level of generality, inwhich
most of Goodwillie calculus can be carried out, will be used in §4.2, but will otherwise not be needed in
the present paper.
We note that every 1-excisive functor is in particular2-excisive. If the former are analogous to affinemaps
between vector spaces, the latter are then analogous to maps between vector spaces which are polynomial
of degree 2, that is, contain a homogeneous quadratic part, a linear part, and a constant term. If we restrict
attention to 2-excisive functors which are reduced, then we get the analogue of maps with terms in degrees
1 and 2, but no constant term. These are going to be the functors we consider in this paper.
In the present work it will be convenient to take a slightly different route to the definition of reduced
2-excisive functors, which proceeds as follows. Given a small stable ∞-category C, let us denote by
BiFun(C) ⊆ Fun∗(C
op×Cop, S푝) the full subcategory spanned by those reduced functorsB∶ Cop×Cop → S푝
such that B(푥, 푦) ≃ 0 if either 푥 or 푦 is a zero object. Such functors may be referred to as bi-reduced. Then
BiFun(C) is closed under all limits and colimits in Fun∗(C
op×Cop, S푝), and hence the inclusion of the former
in the latter admits both a left and a right adjoint. These left and right adjoints are in fact canonically equiv-
alent, and can be described by the following explicit formula: given a reduced functor B∶ Cop × Cop → S푝
we have a canonically associated retract diagram
(4) B(푥, 0)⊕ B(0, 푦)→ B(푥, 푦)→ B(푥, 0)⊕ B(0, 푦),
where 0 ∈ C is a chosen zero object, and all the maps are induced by the essentially uniquemaps 0 → 푥 → 0
and 0 → 푦 → 0. The composition of these two maps is the identity thanks to the assumption that B is
reduced, that is, B(0, 0) ≃ 0. The above retract diagram then induces a canonical splitting
B(푥, 푦) ≃ Bred(푥, 푦)⊕ B(푥, 0)⊕ B(0, 푦),
where Bred(푥, 푦) can be identified with both the cofibre of the left map in (4) and the fibre of the right map
in (4). We note that by construction the resulting functor
Bred(−,−)∶ Cop × Cop → S푝
is bi-reduced. The following lemma records the fact that the association B ↦ Bred yields both a left and a
right adjoint to the inclusion BiFun(C) ⊆ Fun∗(C
op × Cop, S푝).
1.1.3. Lemma. The split inclusion Bred(−,−) ⇒ B(−,−) is universal among natural transformations to B
from a bi-reduced functor, while the projection B(−,−) ⇒ Bred(−,−) is universal among natural trans-
formations from B to a bi-reduced functor. In particular, the association B ↦ Bred is both left and right
adjoint to the full inclusion BiFun(C) ⊆ Fun∗(C
op × Cop, S푝).
Proof. Given that Fun∗(C
op × Cop, S푝) is stable and BiFun(C) is a stable full subcategory, to prove both
claims it suffices to show that for B ∈ Fun∗(C
op × Cop, S푝), the associated functors
(푥, 푦)↦ 퐵(푥, 0) 푎푛푑 (푥, 푦)↦ 퐵(0, 푦)
considered as functors inFun∗(C
op×Cop, S푝) have a trivialmapping spectrum to any and fromany bi-reduced
functor. Indeed, since 0 ∈ Cop is both final and initial it follows that the inclusion Cop × {0} ⊆ Cop × Cop is
both left and right adjoint to the projectionCop×Cop → Cop×{0}, and hence restricting along this inclusion
is both left and right adjoint to restricting along this projection. The same statement holds for the inclusion
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{0} × Cop ⊆ Cop × Cop of the second factor. The mapping spectrum between any bi-reduced functor and a
functor restricted along either projection is consequently trivial. 
1.1.4. Definition. Let C be a stable ∞-category and Ϙ∶ Cop → S푝 a reduced functor. We will denote by
BϘ ∈ BiFun(C) the functor
BϘ(−,−) ∶= Ϙ((−)⊕ (−))
red∶ Cop × Cop → S푝
obtained by taking the universal bi-reduced replacement described above of the reduced functor (푥, 푦) ↦
Ϙ(푥⊕ 푦). Following the terminology of Goodwillie calculus we will refer to BϘ(−,−) as the cross effect of
Ϙ. The formation of cross effects then yields a functor
(5) B(−) ∶ Fun∗(C
op, S푝) → BiFun(C)
sending Ϙ to BϘ.
1.1.5. Remark. In [Lur11] the term polarization is used for what we called above cross effect, though
in [Lur17, §6] the term cross effect is employed.
1.1.6. Remark. If 푓, 푔 ∶ C→ D are reduced functors then the associated restriction functor
(푓 × 푔)∗ ∶ Fun∗(D
op ×Dop, S푝) → Fun∗(C
op × Cop, S푝)
along (푓 × 푔)op ∶ Cop × Cop → Dop ×Dop sends the retract diagram
B(푥, 0)⊕ B(0, 푦) → B(푥, 푦) → B(푥, 0)⊕ B(0, 푦)
to the retract diagram
B(푓 (푥), 0)⊕ B(0, 푔(푦))→ B(푓 (푥), 푔(푦))→ B(푓 (푥), 0)⊕ B(0, 푔(푦)),
where we have used the symbols 푥 and 푦 to distinguish the two entries. It then follows that the universal bi-
reduction procedure described above commuteswith restriction (along pairs of reduced functors). Similarly,
if 푓 ∶ C → D furthermore preserves direct sums, then the formation of cross effects is compatible with
restriction along 푓 , that is, the square
Fun∗(D
op, S푝) Fun∗(C
op, S푝)
BiFun(D) BiFun(C)
푓∗
(푓×푓 )∗
naturally commutes.
Given a stable∞-category C, the diagonal functor Δ∶ Cop → Cop × Cop induces a pullback functor
Δ∗ ∶ BiFun(C)→ Fun∗(C
op, S푝).
In what follows, for any B∶ Cop × Cop → S푝, we will denote by BΔ ∶= Δ∗B the restriction of B along the
diagonal. Now the maps Ϙ(푥 ⊕ 푥) → Ϙ(푥) and Ϙ(푥) → Ϙ(푥 ⊕ 푥) induced by the diagonal Δ푥 ∶ 푥 → 푥 ⊕ 푥
and collapse map ∇푥 ∶ 푥 ⊕ 푥 → 푥 induce natural maps
(6) BϘ(푥, 푥)→ Ϙ(푥)→ BϘ(푥, 푥),
which can be considered as natural transformations
(7) BΔ
Ϙ
⇒ Ϙ⇒ BΔ
Ϙ
The formation of cross effects then enjoys the following universal property:
1.1.7. Lemma. The two natural transformations in (7) act as a unit and counit exhibiting the cross effect
functor (5) as left and right adjoint respectively to the restriction functor Δ∗ ∶ BiFun(C) → Fun∗(C
op, S푝).
Proof. The direct sum functorCop×Cop → Cop realizes both the product and coproduct (since Cop is stable)
and is hence both left and right adjoint to Δ∶ Cop → Cop ×Cop, with units an counits given by the diagonal
and collapse maps of the objects in C. It then follows that restriction along the direct sum functor is both
right and left adjoint to restriction alongΔ, with unit and counit induced by the diagonal and collapse maps.
The desired result now follows from Lemma 1.1.3. 
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1.1.8. Remark. The two sided adjunction of Lemma 1.1.7 is obtained by composing a pair of two-sided
adjunctions
Fun∗(C
op, S푝) ⇆ Fun∗(C
op × Cop, S푝) ⇆ BiFun(C),
where the one on the left is induced by the two sided adjunction Cop
Δ
⇆
⊕
Cop × Cop witnessing the existence
of biproducts in Cop, and the one of the right exhibits the full subcategoryBiFun(C) ⊆ Fun∗(C
op × Cop, S푝)
as reflective and coreflective (Lemma 1.1.3). In particular, we may express those unit and counit of the two
sided adjunction Fun∗(C
op, S푝) ⇆ BiFun(C) which are not specified in Lemma 1.1.7 via the unit (푥, 푦) →
(푥⊕푦, 푥⊕푦) of the adjunction Cop ×Cop ⟂ C and counit (푥⊕푦, 푥⊕푦)→ (푥, 푦) of the adjunction Cop ⟂
Cop × Cop, which are all given by the corresponding component inclusions and projections. Unwinding the
definitions, we get that the unit of the adjunction BiFun(C) ⟂ Fun∗(C
op, S푝) is given by the induced map
B(푥, 푦)→ f ib[B(푥 ⊕ 푦, 푥 ⊕ 푦) → B(푥, 푥)⊕ B(푦, 푦)]
and the counit of the adjunction Fun∗(C
op, S푝) ⟂ BiFun(C) is given by the induced map
cof[B(푥, 푥)⊕ B(푦, 푦) → B(푥 ⊕ 푦, 푥 ⊕ 푦)] → B(푥, 푦).
1.1.9. Lemma. Let Ϙ∶ Cop → S푝 be a reduced functor. Then the cross effect BϘ is symmetric, i.e. it canon-
ically refines to an element of Fun(Cop × Cop, S푝)hC2 , where the cyclic group with two elements C2 acts by
flipping the two input variables.
Proof. By [Lur17, Proposition 6.1.4.3, Remark 6.1.4.4] the bi-reduction functor
(−)red∶ Fun∗(C
op × Cop, S푝) → BiFun(C)
discussed above refines to a compatible functor
Fun∗(C
op × Cop, S푝)hC2 → BiFun(C)hC2
onC2-equivariant objects. It will hence suffice to show that the functor (푥, 푦)↦ Ϙ(푥⊕푦) naturally refines to
a C2-equivariant object. For this, it suffices to note that the direct sum functor C
op ×Cop → Cop is equipped
with a C2-equivariant structure with respect to the flip action on C
op × Cop and the trivial action on Cop.
Indeed, this is part of the symmetric monoidal structure afforded to the direct sum, canonically determined
by its universal description as the coproduct in Cop. 
Keeping in mind the proofs of Lemma 1.1.7 and Lemma 1.1.9, we now note that the diagonal functor
Δ∶ Cop → Cop × Cop, which is both left and right adjoint to the C2-equivariant direct sum functor, is also
canonically invariant under the C2-action on the right hand side switching the two components. This means
that the associated restriction functor
Δ∗ ∶ BiFun(C) → Fun∗(C
op, S푝)
is equivariant for the trivial C2-action on the target, and so the restricted functor B
Δ
Ϙ
= Δ∗BϘ becomes a
C2-object of Fun(C
op, S푝). In particular, BϘ(푥, 푥) is naturally a spectrum with a C2-action for every 푥 ∈ C.
Explicitly, this action is induced by the canonical action of C2 on 푥 ⊕ 푥 by swapping the components.
1.1.10. Lemma. The natural transformations in (7) both naturally refine to C2-equivariant maps with re-
spect to the above C2-action on B
Δ. In particular, the maps (7) induces natural transformations
(8) [BΔ
Ϙ
]hC2 ⇒ Ϙ ⇒ [B
Δ
Ϙ
]hC2 .
Proof. Inspecting the construction of the natural transformations in (7) we see that it will suffice to put a
C2-equivariant structure on the diagonal and collapse natural transformations
Δ∶ id⇒ id⊕ id and ∇∶ id⊕ id ⇒ id
of functorsC→ C. This in turn follows from the fact that the direct summonoidal structure is both cartesian
and cocartesian and every object is canonically a commutative algebra object with respect to coproducts
([Lur17, Proposition 2.4.3.8]). 
HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES I: FOUNDATIONS 13
1.1.11.Definition. For C,D and E stable∞-categories, we will say that a functor 푏∶ C×D → E is bilinear
if it is exact in each variable separately. For a stable∞-category C we will denote by Funb(C) ⊆ Fun(Cop ×
Cop, S푝) the full subcategory spanned by the bilinear functors. We note that this full subcategory is closed
under, and hence inherits, the flip action of C2. We will then denote by Fun
s(C) ∶= [Funb(C)]hC2 the∞-
category of C2-equivariant objects in Fun
b(C) with respect to the flip action in the entries, and refer to them
as symmetric bilinear functors on C.
1.1.12.Example. Suppose that C is a stable∞-category equipped with a monoidal structure which is exact
in each variable separately. Then for every object 푎 ∈ C we have an associated bilinear functor B푎 ∶ C
op ×
Cop → S푝 defined by
B푎(푥, 푦) ∶= homC(푥 ⊗ 푦, 푎).
If the monoidal structure refines to a symmetric one thenB푎 refines to a symmetric bilinear functor. Natural
examples of interest to keep in mind are when C is the perfect derived category of a commutative ring (or,
more generally, an E∞-ring spectrum), or the∞-category of perfect quasi-coherent sheaves on a scheme.
1.1.13. Proposition. Let Ϙ∶ Cop → S푝 be a functor. Then the following are equivalent:
i) Ϙ is reduced and 2-excisive;
ii) the cross effect BϘ is bilinear and the fibre of the natural transformation Ϙ(푥)→ BϘ(푥, 푥)
hC2 from (8)
is an exact functor in 푥;
iii) the cross effectBϘ is bilinear and the cofibre of the natural transformationBϘ(푥, 푥)hC2 → Ϙ(푥) from (8)
is an exact functor in 푥.
Proof. Since S푝 is stable the property of being reduced and 2-excisive is preserved under limits and colimits
of functors Cop → S푝. It then follows that both ii) and iii) imply i), since exact functors and diagonal
restrictions of bilinear functors are in particular reduced and 2-excisive (see [Lur17, Cor. 6.1.3.5]).
In the other direction, if Ϙ is 2-excisive then its cross effect is bilinear by [Lur17, Pr. 6.1.3.22]. Moreover,
since taking the cross effect commutes with fibres and cofibres, the functors in the statement of ii) and iii)
have trivial cross effect. But they are also reduced and 2-excisive by the first part of the argument, and are
hence exact by [Lur17, Pr. 6.1.4.10]. 
1.1.14. Definition.We will say that Ϙ∶ Cop → S푝 is quadratic if it satisfies the equivalent conditions of
Proposition 1.1.13. For a small stable ∞-category C we will then denote by Funq(C) ⊆ Fun(Cop, S푝) the
full subcategory spanned by the quadratic functors.
1.1.15.Remark. It follows from the first criterion in Proposition 1.1.13 that Funq(C) is closed under limits
and colimits in Fun(Cop, S푝). Since the latter is stable it follows that Funq(C) is stable as well.
In light of Lemma 1.1.9 and Proposition 1.1.13, the cross effect functor refines to a functor
B(−) ∶ Fun
q(C)⟶ Funs(C).
Wewill then refer toBϘ ∈ Fun
s(C) as the symmetric bilinear part of Ϙ ∈ Funq(C), and refer to the underlying
bilinear functor of BϘ as the bilinear part of Ϙ.
1.1.16. Examples.
i) Any exact functor Cop → S푝 is quadratic. These are exactly the quadratic functors whose bilinear
part vanishes. In particular, we have an exact full inclusion of stable ∞-categories Funex(Cop, S푝) ⊆
Funq(C).
ii) If B∶ C × Cop → S푝 is a bilinear functor then the functor BΔ(푥) = B(푥, 푥) is a quadratic functor
([Lur17, Cor. 6.1.3.5]). Its symmetric bilinear part is given by the symmetrization (푥, 푦)↦ B(푥, 푦)⊕
B(푦, 푥) of B, equipped with its canonical symmetric structure.
1.1.17. Example. If B ∈ Funs(C) is a symmetric bilinear functor then the functors
Ϙ
q
B
(푥) ∶= BΔ
hC2
(푥) = B(푥, 푥)hC2
and
Ϙ
s
B
(푥) ∶= (BΔ)hC2(푥) = B(푥, 푥)hC2
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are both quadratic functors. Indeed, this follows from the previous example by noting that the symmetry
induces a C2-action onB
Δ and invoking Remark 1.1.15. Since taking cross-effects commuteswith all limits
and colimits the symmetric bilinear parts of these functors are given respectively by
[B(푥, 푦)⊕ B(푦, 푥)]hC2 and [B(푥, 푦)⊕ B(푦, 푥)]
hC2,
which are both canonically equivalent to B itself: indeed, when B is symmetric its symmetrization canon-
ically identifies with B[C2] = B ⊕ B as a C2-object in Fun
s(C), which, since the latter is stable, is the
C2-object both induced and coinduced from B.
The superscript (−)q and (−)s above refer to the relation between these constructions and the notions
of quadratic and symmetric forms in algebra. To see this, consider the case where C ∶= Dp(푅) is the
perfect derived category of a commutative ring 푅. We then have a natural choice of a bilinear functor
B푅 ∶ C
op × Cop → S푝 given by
B푅(푋, 푌 ) = hom푅(푋 ⊗푅 푌 , 푅)
where⊗푅 denotes the (derived) tensor product over푅. A point 훽 ∈ Ω
∞B(푋, 푌 ) then corresponds to a map
푋⊗푅 푌 → 푅, which we can consider as a bilinear form on the pair (푋, 푌 ). If푋, 푌 are ordinary projective
modules then 휋0B푅(푋, 푌 ) is simply the abelian group of bilinear forms on (푋, 푌 ) in the ordinary sense.
For a projective 푅-module 푋 we may then identify the C2-fixed subgroup 휋0B푅(푋,푋)
C2 with the group
of symmetric bilinear forms on 푋, while the C2-quotient group 휋0B푅(푋,푋)C2 can be identified with the
group of quadratic forms on 푋 via the map sending the orbit of bilinear form 푏∶ 푋 ⊗푅 푋 → 푅 to the
quadratic form 푞푏(푥) = 푏(푥, 푥). In this case the quadratic functors Ϙ
q
푅
∶= Ϙ
q
B푅
and Ϙs
푅
∶= Ϙ
q
B푅
defined
as above can be considered as associating to a perfect 푅-complex 푋 a suitable spectrum of quadratic and
symmetric forms on푋, respectively.
1.1.18. Remark. By definition the cross effect of a quadratic functor is bilinear, and on the other hand
by Example 1.1.16ii) the diagonal restriction of any bilinear functor is quadratic. It then follows from
Lemma 1.1.7 that diagonal restriction Δ∗ ∶ Funb(C) → Funq(C) determines a two-sided adjoint to the
bilinear part functor B(−)∶ Fun
q(C)→ Funb(C), with unit and counit given by the natural maps
BϘ(푥, 푥)⇒ Ϙ(푥)⇒ BϘ(푥, 푥).
By Remark 1.1.8 the other unit and counit are given by the component inclusion and projections
B(푥, 푦)⇒ B(푥, 푦)⊕ B(푦, 푥)⇒ B(푥, 푦)
As quadratic functors are only 2-excisive, but not 1-excisive, they generally don’t preserve exact squares.
Their failure to preserve exact squares is however completely controlledby the associated symmetric bilinear
parts. More precisely, we have the following:
1.1.19. Lemma. Let Ϙ∶ Cop → S푝 be a quadratic functor with bilinear part B = BϘ and let
(9)
푥 푦
푧 푤
훼′
훽′ 훽
훼
be an exact square in C. Then in the diagram
(10)
Ϙ(푤) B(푧, 푦) B(cof(훽′), cof(훼′))
Ϙ(푧) ×Ϙ(푥) Ϙ(푦) B(푧, 푥) ×B(푥,푥) B(푥, 푦) 0
both squares are exact. In particular, there is a natural equivalence
cof[Ϙ(푤)→ Ϙ(푧)×Ϙ(푥)Ϙ(푦)] ≃ cof[B(푧, 푦)→ B(푧, 푥)×B(푥,푥)B(푥, 푦)] ≃ ΣB(cof(훽
′), cof(훼′)) ≃ B(f ib(훽′), cof(훼′)).
Proof. Consider the following pair of maps between commutative squares
(11)
Ϙ(푤) Ϙ(푦)
Ϙ(푧) Ϙ(푥)
⇒
Ϙ(푧 ⊕ 푦) Ϙ(푥 ⊕ 푦)
Ϙ(푧 ⊕ 푥) Ϙ(푥 ⊕ 푥)
⇒
B(푧, 푦) B(푥, 푦)
B(푧, 푥) B(푥, 푥)
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where the left one is induced by the strongly cocartesian cube
(12)
푥 ⊕ 푥 푥 ⊕ 푦
푥 푦
푧 ⊕ 푥 푧 ⊕ 푦.
푧 푤
Here, the map 푥 ⊕ 푥 → 푥 is the collapse map, the map 푧 ⊕ 푦 → 푤 is the one whose components are 훼
and 훽, and the maps 푥 ⊕ 푦 → 푦 and 푥 ⊕ 푧 → 푧 have one component the identity and one component 훼′
or 훽′, respectively. Since Ϙ is quadratic it is in particular 2-excisive by the first characterization in Proposi-
tion 1.1.13, and so Ϙ maps (12) to a cartesian cube of spectra. This means that the first map in (11) induces
an equivalence on total fibres. On the other hand, the second map in (11) also induces an equivalence on
total fibres since its cofibre is the square
Ϙ(푧)⊕ Ϙ(푦) Ϙ(푥)⊕ Ϙ(푦)
Ϙ(푧)⊕ Ϙ(푥) Ϙ(푥)⊕ Ϙ(푥)
whose total fibre is trivial. We then deduce that the composite of the twomaps in (11) induces an equivalence
on total fibres, and hence the left square in (10) is exact. Finally, the right square in (10) is exact because
B(−,−) is exact in each variable separately and hence the the total fibre of the right most square in (11)
identifies with B(cof(훽′), cof(훼′)) via the natural map B(cof(훽′), cof(훼′)) → B(푧, 푦). 
1.1.20.Remark. Lemma 1.1.19 admits a natural dual variant. Given a quadratic functor Ϙ∶ Cop → S푝 with
bilinear part B = BϘ and an exact square as in (9), one may form instead the diagram
(13)
Ϙ(푧)⊕Ϙ(푤) Ϙ(푦) B(푧,푤)⊕B(푤,푤) B(푤, 푦) 0
Ϙ(푥) B(푧, 푦) B(f ib(훼), f ib(훽))
obtained using the maps on the left hand side of (6) instead of the right. The dual of the argument in the
proof of Lemma 1.1.19 then shows that (13) consists of two exact squares, yielding a natural equivalence
f ib[Ϙ(푧)⊕Ϙ(푤)Ϙ(푦)→ Ϙ(푥)] ≃ f ib[B(푧,푤)⊕B(푤,푤)B(푤, 푦) → B(푧, 푦)] ≃ ΩB(f ib(훼), f ib(훽)) ≃ B(cof(훼), f ib(훽)).
Applying Lemma 1.1.19 in the case where 푧 = 0 we obtain:
1.1.21.Corollary (cf. [Lur11, Lecture 9, Theorem 5]). For an exact sequence 푥 → 푦→ 푤 in C, the natural
map
Ϙ(푤) totf ib
⎡⎢⎢⎢⎢⎣
Ϙ(푦) Ϙ(푥)
BϘ(푥, 푦) BϘ(푥, 푥)
⎤⎥⎥⎥⎥⎦
from Ϙ(푤) to the total fibre of the square on the right, is an equivalence.
1.1.22. Definition. For a quadratic functor Ϙ we will denote by LϘ∶ C
op
→ S푝 the cofibre of the natural
transformation (BΔ
Ϙ
)hC2 ⇒ Ϙ, which is exact by Proposition 1.1.13, and refer to it as the linear part of Ϙ. By
construction, the linear part LϘ sits in an exact sequence
(14) BϘ(푥, 푥)hC2 → Ϙ(푥)→ LϘ(푥).
The formation of linear parts can be organized into a functor
(15) L(−)∶ Fun
q(C)⟶ Funex(Cop, S푝)
whose post-composition with the inclusion Funex(Cop, S푝) ⊆ Funq(C) carries a natural transformation from
the identity Ϙ ⇒ LϘ, corresponding to the second arrow in (14).
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1.1.23. Remark. It follows from Remark 1.1.6 that the formation of linear parts naturally commutes with
restriction along an exact functor 푓 ∶ C→ D.
1.1.24.Lemma. The naturalmap Ϙ⇒ LϘ is a unit exhibitingL(−) as left adjoint to the inclusionFun
ex(Cop, S푝) ⊆
Funq(C).
Proof. Since Funex(Cop, S푝) ⊆ Funq(C) is a full inclusion it will suffice to show that Ϙ ⇒ LϘ induces an
equivalence on mapping spectra to every exact functor. Since Funq(C) is stable this is the same as saying
that the fibre of Ϙ ⇒ LQ maps trivially to any exact functor. This fibre is [B
Δ
Ϙ
]hC2 by construction, and
so it will hence suffice to show that BΔ
Ϙ
maps trivially to any exact functor. Indeed, this follows from the
adjunction of Remark 1.1.18 since the bilinear part of every linear functor vanishes. 
Let us also remark that equivalences of quadratic functors can be detected on their connective covers.
1.1.25. Lemma. Let C be a stable ∞-category and Ϙ∶ Cop → S푝 be a quadratic functor. Suppose that
for every 푥 ∈ C the spectrum Ϙ(푥) is coconnective. Then Ϙ is the zero functor. In particular, if a natural
transformation of quadratic functors 푓 ∶ Ϙ → Ϙ′ is an equivalence after applying Ω∞, then it is itself an
equivalence.
Proof. First suppose that Ϙ is exact. Then, for every 푥 ∈ C and 푛 ∈ ℤ, 휋푛Ϙ(푥) = 휋1Ϙ(Σ
푛−1푥) = 0, and so
Ϙ = 0.
Let us now prove the general case. For every 푥, 푦 ∈ C, the spectrum BϘ(푥, 푦) is a direct summand of
Ϙ(푥 ⊕ 푦). In particular it is also coconnective. Hence, if we fix an 푥 ∈ C, then BϘ(푥,−)∶ C
op
→ S푝 is an
exact functor taking values in coconnective spectra, and therefore the zero functor by the previous argument.
The cross-effect BϘ is therefore the zero functor. In particular, Ϙ is exact, and is hence the zero functor by
the same argument.
The final statement follows by applying the previous argument to the fibre of 푓 . 
We finish this subsection with a discussion of the left and right adjoints to the inclusion of quadratic
functors inside reduced functors.
1.1.26.Construction. LetE be a stable∞-category. Given a quadratic functorϘ∶ Eop → S푝, Lemma1.1.19
applied in the case where both 푧 and 푤 are zero objects implies that the sequence
(16) Ϙ(푤)→ ΩϘ(Ω푤)→ ΩBϘ(Ω푤,Ω푤)
is exact, and hence that the natural map
Ϙ(푤)
≃
←←←←→ Ω fib[Ϙ(Ω푤)→ BϘ(Ω푤,Ω푤)]
is an equivalence. This map itself is however defined for any reduced Ϙ, and is natural in Ϙ. In particular,
given a stable∞-category we may define a functor
TE
2
∶ Fun∗(E
op, S푝)→ Fun∗(E
op, S푝)
which sends a reduced functor R∶ Eop → S푝 to the reduced functor
(17) TE
2
(R) ∶= Ω fib[R(Ω푤)→ BR(Ω푤,Ω푤)].
The operation TE
2
is equipped with a natural map
휃R ∶ R⇒ T
E
2
(R)
which is an equivalence when R is quadratic by Lemma 1.1.19. Unwinding the definitions, we see that
the association R ↦ TE
2
(R) identifies with the one defined in [Lur17, Construction 6.1.1.22] for C = Eop
and D = S푝. Since S푝 is stable and admits small colimits it is in particular differentiable in the sense
of [Lur17, Definition 6.1.1.6]. By [Lur17, Theorem 6.1.1.10] we may then conclude that the association
P2(R) ∶= colim[R
휃푅
←←←←←←→ T2(R)
휃
TE
2
(R)
←←←←←←←←←←←←←→ TE
2
TE
2
(R)→ ⋯]
gives a left adjoint to the inclusion Funq(E) ⊆ Fun∗(E, S푝). This procedure is often referred to as 2-excisive
approximation.
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In a dual manner, if we use Remark 1.1.20 instead of Lemma 1.1.19 then we get that for a quadratic
functor Ϙ the sequence
(18) ΣBϘ(Σ푤,Σ푤)→ ΣϘ(Σ푤)→ Ϙ(푤)
is exact, and so the natural map
Σ cof[BϘ(Σ푤,Σ푤)→ Ϙ(Σ푤)]
≃
←←←←→ Ϙ(푤)
is an equivalence. As above, for a general reduced functor R we can define the functor
(19) T2
E
(R) = Σ cof[BR(Σ푤,Σ푤)→ R(Σ푤)],
equipped with a natural map
휏R ∶ T
2
E
(R)⇒ R,
which is an equivalence whenR is quadratic. We may also identify T2
E
with the result of [Lur17, Construc-
tion 6.1.1.22] applied to C = E and D = S푝op. Since S푝op is also differentiable by the same argument it
follows from [Lur17, Theorem 6.1.1.10] that the association
P2(R) ∶= lim[⋯ → T2
E
T2
E
(R)
휏
T2
E
(R)
←←←←←←←←←←←←←→ T2
E
(R)
휏R
←←←←←←→ R]
provides a right adjoint to the inclusion Funq(E) ⊆ Fun∗(E, S푝).
1.2. Hermitian and Poincaré∞-categories. In this subsection we introduce the key player in this paper
- the notion of a Poincaré ∞-category. For this, it will be convenient to pass first through the following
weaker notion:
1.2.1.Definition. A hermitian∞-category is a pair (C, Ϙ)whereC is a small stable∞-category and Ϙ∶ Cop →
S푝 is a quadratic functor in the sense of Definition 1.1.14. We will then also refer to Ϙ as a hermitian struc-
ture on C. The collection of hermitian ∞-categories can be organized into a (large) ∞-category Cath∞,
obtained as the cartesian Grothendieck construction of the functor
(Catex∞)
op
⟶ CAT∞, C⟼ Fun
q(C).
(hereCAT∞ stands for the∞-category of possibly large∞-categories). We shall also refer to its morphisms
as hermitian functors.
Unpacking this definition, we find that a hermitian functor from (C, Ϙ) to (C′, Ϙ′) consists of an exact
functor 푓 ∶ C → C′ and a natural transformation 휂 ∶ Ϙ ⇒ 푓 ∗Ϙ′ ∶= Ϙ′◦푓 op. We will thus generally denote
hermitian functors as pairs (푓, 휂) of this form. If (푓, 휂)∶ (C, Ϙ)→ (C′, Ϙ′) is a hermitian functor then by Re-
mark 1.1.6 we have a natural equivalence (푓 ×푓 )∗BϘ′ ≃ B푓∗Ϙ′ , and consequently the natural transformation
휂 determines a natural transformation
(20) 훽휂 ∶ BϘ ⇒ (푓 × 푓 )
∗BϘ′ ,
which we then denote by 훽휂 .
The notion of Poincaré∞-category is obtained from that of a hermitian∞-category (C, Ϙ) by requiring
Ϙ to satisfy two non-degeneracy conditions. Both of these conditions depend only on the underlying sym-
metric bilinear part BϘ ∈ Fun
s(C). To formulate the first one we first note that the exponential equivalence
Fun(Cop × Cop, S푝)
≃
←←←←→ Fun(Cop, Fun(Cop, S푝))
restricts to an equivalence
(21) Funb(C)
≃
←←←←→ Funex(Cop, Funex(Cop, S푝)).
We then consider the following condition:
1.2.2. Definition.We will say that a bilinear functor B ∈ Funb(C) is right non-degenerate if the associated
exact functor
(22) Cop → Funex(Cop, S푝) 푦↦ B(−, 푦)
takes values in the essential image of the stable Yoneda embedding
C↪ Funlex(Cop, S) ≃ Funex(Cop, S푝),
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where Funlex denotes left exact (that is, finite limit preserving) functors, and the equivalence to the last
term is by [Lur17, Corollary 1.4.2.23]. In other words, if for each 푦 ∈ C the presheaf of spectra B(−, 푦) is
representable by an object in C. In this case we can factor (22) essentially uniquely as a functor
DB ∶ C
op
→ C
followed by C↪ Funex(Cop, S푝), so that we obtain an equivalence
B(푥, 푦) ≃ homC(푥,D푦).
Similarly,B ∈ Funb(C) is called left non-degenerate if the associated exact functor푥 ↦ B(푥,−) takes values
in the essential image of the stable Yoneda embedding. If B ∈ Funb(C) is left and right non-degenerate,
then it is called non-degenerate. In this case the two resulting dualities are, essentially by definition, adjoint
to each other.
We will say that a symmetric bilinear functor is non-degenerate if the underlying bilinear functor is.
In this case it of course suffices to check that it is right non-degenerate. The two dualities are in this case
equivalent and we will refer to the representing functor DB as the duality associated to the non-degenerate
symmetric bilinear functor B (though we point out that DB is not in general an equivalence). Given a
hermitian structure Ϙ on a stable∞-categoryC, we will say that Ϙ is non-degenerate if its underlying bilinear
part is. In this case we will also say that (C, Ϙ) is a non-degenerate hermitian∞-category and will denote
the associated duality by DϘ.
The full subcategories of Funb(C), Funs(C) and Funq(C) spanned be the non-degenerate functors will
be denoted Funnb(C), Funns(C) and Funnq(C), respectively. The bilinear exponential equivalence (21) then
restricts to an equivalence
Funnb(C)
≃
←←←←→ FunR(Cop,C),
where FunR denotes the right adjoint functors. To see this it suffices to observe that B ∈ Funb(C) is non-
degenerate precisely if it is right non-degenerate and the resulting duality admits a left adjoint. Under this
equivalence the 퐶2-action on the left correpsonds to the 퐶2-action on the right given by passing to the
adjoint, so that we get an equivalence
Funns(C)
≃
←←←←→ FunR(Cop,C)hC2 .
Both of these equivalences will be denote by B↦ DB. Similarly, we will also denote the composition
Funnq(C)
B(−)
←←←←←←←←→ Funns(C)
D(−)
←←←←←←←←←→ FunR(Cop,C)
by Ϙ ↦ DϘ.
Let us make these adjointability statements explicit: if B ∈ Funs(C) is a non-degenerate symmetric
bilinear functor with associated duality D = DB ∶ C
op
→ C then the symmetric structure of B determines a
natural equivalence
(23) homC(푥,D(푦)) ≃ B(푥, 푦) ≃ B(푦, 푥) ≃ homC(푦,D(푥)) ≃ homCop(D
op(푥), 푦)
whereDop ∶ C→ Cop is the functor induced byD upon taking opposites. Such a natural equivalence exhibits
in particular Dop as left adjoint to D. We will denote by
(24) ev∶ id⇒ DDop
the unit of this adjunction, and refer it as the evaluation map of D. Its individual components
(25) ev푥 ∶ 푥 → DD
op(푥)
are then the maps corresponding to identity Dop(푥) → Dop(푥) under the equivalence (23). The counit of
this adjunction is given again by natural transformation (24), but interpreted as an arrow from DopD to the
identity in the∞-category Fun(Cop,Cop) ≃ Fun(C,C)op.
1.2.3. Remark. The process of viewing the equivalence (23) as an adjunction between D and Dop and
extracting its unit as above can be reversed: knowing that ev is a unit of an adjunction we can reproduce the
equivalence homC(푦,D(푥)) ≃ homC(푥,D(푦)) as the composite
homC(푦,D(푥)) ≃ homCop (D
op(푥), 푦)→ homC(DD
op(푥),D(푦))→ homC(푥,D(푦)),
where the last map is induced by pre-composition with the evaluation map.
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1.2.4. Lemma. Let (C, Ϙ), (C′, Ϙ′) be two non-degenerate hermitian∞-categories with associated dualities
DϘ and DϘ′ , and let 푓, 푔 ∶ C→ C
′ be two exact functors. Then there is a natural equivalence
nat(BϘ, (푓 × 푔)
∗BϘ′ ) ≃ nat(푓DϘ,DϘ′푔
op),
where nat stands for the the spectrum of (non-symmetric) natural transformations, on the left between two
spectrum valued functors on Cop × Cop, and on the right between two functors Cop → D.
Proof. Consider the left Kan extension functor
(푓 × id)! ∶ Fun(C
op × Cop, S푝) → Fun(C′
op
× Cop, S푝),
which is left adjoint to the corresponding restriction functor. Natural transformations
BϘ ⇒ (푓 × 푔)
∗BϘ′ ≃ (푓 × id)
∗(id × 푔)∗BϘ′
then correspond under this adjunction to natural transformations
(26) (푓 × id)!BϘ ⇒ (id × 푔)
∗BϘ′ .
Now for 푦 ∈ C we have
((푓 × id)!BϘ)|C′×{푦} ≃ (푓 × {푦})!((BϘ)|C×{푦}),
as can be seen by the pointwise formula for left Kan extension. Since BϘ(−, 푦) is represented by DϘ(푦) and
left Kan extension preserves representable functors it then follows that
(푓 × id)!BϘ(푥
′, 푦) ≃ homC′op(푥
′, 푓 (DϘ(푦)))
for (푥′, 푦) ∈ C′op ×Cop. On the other hand, we have (id × 푔)∗BϘ′ (푥
′, 푦) ≃ homDop(푥
′,DϘ′(푔(푦))), and so by
the fully-faithfulness of the Yoneda embedding we thus obtain
nat(BϘ, (푓 × 푔)
∗BϘ′ ) ≃ nat(푓DϘ,DϘ′푔
op),
as desired. 
1.2.5. Definition. Given a hermitian functor (푓, 휂)∶ (C, Ϙ)→ (C′, Ϙ′), we will denote by
휏휂 ∶ 푓DϘ ⇒ DϘ′푓
op
the natural transformation corresponding to the natural transformation 훽휂 ∶ BϘ ⇒ (푓 × 푓 )
∗BϘ′ of (20), via
Lemma 1.2.4.
1.2.6. Remark. In the situation of Definition 1.2.5, it follows from the triangle identities of the adjunction
(푓 × id)! ⊣ (푓 × id)
∗ that the natural transformation 훽휂 ∶ BϘ ⇒ (푓 × 푓 )
∗BϘ′ can be recovered from
휏휂 ∶ 푓DϘ ⇒ DϘ′푓
op as the composite
BϘ(푥, 푦) ≃ homC(푥,DϘ(푦))→ homD(푓 (푥), 푓DϘ(푦))→ homD(푓 (푥),DϘ′푓 (푦)) ≃ BϘ(푓 (푥), 푓 (푦)),
where the two middle maps are induced by the action of 푓 on mapping spectra and post-composition with
휏휂 , respectively.
1.2.7. Definition. A hermitian functor (푓, 휂)∶ (C, Ϙ) → (C′, Ϙ′) between non-degenerate hermitian ∞-
categories is called duality preserving if the transformation 휏휂 ∶ 푓DϘ ⇒ DϘ푓
op constructed above is an
equivalence.
1.2.8. Definition. A symmetric bilinear functor B is called perfect if the evaluation map idC ⇒ DBD
op
B
of (24) is an equivalence. An hermitian structure Ϙ is called Poincaré if the underlying bilinear functor of
Ϙ is perfect. In this case we will say that (C, Ϙ) is a Poincaré∞-category. We will denote by
Catp∞ ⊆ Cat
h
∞
the (non-full) subcategory spanned by the Poincaré∞-categories and duality preserving functors, and will
generally refer to duality-preserving hermitian functors between Poincaré∞-category as Poincaré functors.
For a stable∞-category C, we will denote by
Funp(C) ⊆ Funq(C)
the subcategory spanned by those hermitian structureswhich are Poincaré, and those natural transformations
휂 ∶ Ϙ⇒ Ϙ′ which are duality preserving, that is, for which the associated hermitian functor (id, 휂)∶ (C, Ϙ)→
(C, Ϙ′) is Poincaré.
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1.2.9.Remark. A symmetric bilinear functorB is perfect if and only if it is non-degenerate andDB ∶ C
op
→
C is an equivalence of categories. Indeed, an adjunction consists of a pair of inverse equivalences if and
only if its unit and counit are equivalences.
If B is a perfect bilinear functor on C then the duality DB∶ C
op
≃
←←←←→ C is not just an equivalence of ∞-
categories, but carries a significant amount of extra structure. To make this precise note that there is a C2-
action onCatex∞ given by sendingC↦ C
op. This can be seen by using simplicial sets as a model where taking
the opposite gives an action on the nose. Alternatively one can also use that the space of autoequivalences
of Catex∞ is equivalent to the discrete group C2 as shown in [Toë04], see also [Lur09b, Theorem 4.4.1].
1.2.10.Definition. A stable∞-category with perfect duality is a homotopy fixed point ofCatex∞ with respect
to the C2-action given by taking the opposite∞-category.
We note that a stable∞-category with perfect duality consists in particular of a stable∞-category C and
an equivalence D∶ C → Cop, equipped with additional coherence structure of being a C2-fixed point. For
example, the compositionDDop is equipped with a natural equivalence ev∶ id ≃ DDop, which itself carries
higher coherence homotopies relating it with its opposite, and so forth. By a perfect duality on a given stable
∞-category C we will mean a refinement of C to a C2-fixed point of Cat
ex
∞, that is, a section BC2 → C̃at
ex
∞
of the fibration C̃atex∞ → BC2 by the 퐶2-action on the∞-category Cat
ex
∞ given by taking opposites, which
sends the unique object ∗∈ BC2 to the point of the fibre (C̃at
ex
∞)∗ ≃ Cat
ex
∞ determined by C. We may also
identify the notion of a perfect duality with that of a C2-fixed equivalence C
op
≃
←←←←→ C, where the C2-action
on FunR(Cop,C) is obtained via its identification with the∞-category Funnb(C) of non-degenerate bilinear
functors. We will often abuse notation and denote a perfect duality simply by its underlying equivalence
D∶ Cop → C.
In their work on∞-categories with duality, Heine-Lopez-Avila-Spitzweck prove that the duality functor
DB associated to a perfect bilinear functor B on a stable∞-category C, naturally refines to a perfect duality
on C in the above sense. Furthermore, the association B ↦ DB determines an equivalence between perfect
bilinear functors on C and perfect dualities on C see [HLAS16, Corollary 7.3], and [Spi16, Proposition 2.1]
for the stable variant. Together with Lemma 1.2.4, this association determines a forgetful functor
(27) Catp∞ → (Cat
ex
∞)
hC2 (C, Ϙ)↦ (C,DϘ)
from Poincaré∞-categories to stable∞-categories with perfect duality. This provides a key link between
the present setup and the existing literature on stable∞-categories with duality.
1.2.11. Definition. Given a stable ∞-category and a symmetric bilinear functor B∶ Cop × Cop → S푝 we
will refer to the hermitian structures Ϙs
B
, Ϙ
q
B
∈ Funq(C) of Example 1.1.17 as the symmetric and quadratic
hermitian structures associated to B, respectively. As the symmetric bilinear parts of both Ϙs
B
and Ϙq
B
are
canonically equivalent to B, these hermitian structures are Poincaré if and only if B is perfect.
1.2.12.Example. Let푅 be an ordinary commutative ring and let C = Dp(푅) be the perfect derived category
of 푅. Similar as in Example 1.1.17 we may then consider the symmetric bilinear functor B푅 ∈ Fun
b(C)
given by
B푅(푋, 푌 ) = hom푅(푋 ⊗푅 푌 , 푅),
with symmetric structure induced by the symmetric structure of the tensor product⊗. This bilinear functor
is perfect with duality given by
D푅(푌 ) = Hom
cx
푅 (푌 , 푅),
where the right hand side stands for the internal mapping complex. An element 훽 ∈ Ω∞B(푋, 푌 ) then
corresponds to a map 푋 ⊗푅 푌 → 푅, which we can consider as a bilinear form on the pair (푋, 푌 ). To this
perfect bilinear functor we can associate the corresponding symmetric and quadratic Poincaré structures
Ϙ
s
푅(푋) ∶= B푅(푋,푋)
hC2 and Ϙq
푅
(푋) ∶= B푅(푋,푋)hC2,
as inDefinition 1.2.11. The spaceΩ∞Ϙs
푅
(푋) is then the space of (homotopy)C2-fixed points ofΩ
∞B(푋,푋),
which should be viewed as the homotopical counterpart of the notion of a symmetric form on푋. The space
Ω∞Ϙ
q
푅
(푋), on the other hand, is the space of (homotopy) C2-orbits of Ω
∞B(푋,푋), which we can consider
as a homotopical analogue of that a quadratic form on푋, see Example 1.1.17.
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1.2.13. Example. In the situation of Example 1.2.12 we could also consider the symmetric bilinear functor
B−푅 whose underlying bilinear functor is B푅 but whose symmetric structure is twisted by the sign action of
C2. In other words, the symmetry equivalence B−푅(푋 ⊗푅 푌 , 푅)
≃
←←←←→ B−푅(푌 ⊗푅 푋,푅) of B−푅 is minus the
one of B푅. This bilinear functor is again perfect with duality which coincides with D푅 on the level of the
underlying equivalence Dp(푅)op → Dp(푅), but which has a different double dual identification. We may
then consider the corresponding symmetric and quadratic Poincaré structures
Ϙ
s
−푅(푋) ∶= B−푅(푋,푋)
hC2 and Ϙq
−푅
(푋) ∶= B−푅(푋,푋)hC2,
as in Definition 1.2.11. The space Ω∞Ϙs
−푅
(푋) is then a homotopical counterpart of the notion of an anti-
symmetric form on 푋, while Ω∞Ϙq
−푅
(푋) is its quadratic counterpart.
1.2.14. Example. In the spirit of Example 1.2.12, one may also fix a scheme 푋 and consider the stable
∞-categoryDp(푋) of perfect complexes of quasi-coherent sheaves on 푋. Given a line bundle 퐿 on 푋 we
have an associated bilinear form B퐿 onD
p(푋) given by
B퐿(F,G) = hom푋(F ⊗푋 G, 퐿),
which is perfect with duality
D퐿(푋) = Hom
cx
푋 (F, 퐿).
To this perfect duality we can then associate the corresponding symmetric and quadratic Poincaré structures
Ϙ
s
퐿(F) ∶= B퐿(F,F)
hC2 and Ϙq
퐿
(F) ∶= B퐿(F,F)hC2 .
1.2.15. Example. Let S푝f be the ∞-category of finite spectra. We define a hermitian structure on S푝f via
the pullback square
Ϙ
u(푋) D(푋)
D(푋 ⊗푋)hC2 D(푋 ⊗푋)tC2
where D(푋) = hom(푋,핊) denotes the Spanier-Whitehead dual and the right vertical map is the Tate di-
agonal D푋 → (D푋 ⊗ D푋)tC2 of D푋. This hermitian structure is then Poincaré with duality given by
Spanier-Whitehead duality. We note that this Poincaré structure is neither quadratic not symmetric (Defini-
tion 1.2.11). The superscript u is suggestive for universal, see §4.1. The Poincaré∞-category also functions
as the unit of the symmetric monoidal structure on Poincaré∞-categories we will construct in §5.
Defining hermitian structures as spectrum valued functors allows to easily implement various useful
manipulations. One of them,which plays a recurring role in this paper, is the procedureof shifting hermitian
structures:
1.2.16. Definition. Let C be a stable∞-category and Ϙ∶ Cop → S푝 a quadratic functor. For 푛 ∈ ℤ we will
denote by Ϙ[푛]∶ Cop → S푝 the 푛-fold suspension of Ϙ, given by
Ϙ
[푛](푥) = Σ푛Ϙ(푥).
We note that Ϙ[푛] is again a quadratic functor with bilinear part BΣ푛Ϙ = Σ
푛BϘ and linear part LΣ푛Ϙ = Σ
푛LϘ;
indeed, Funq(C) is a stable subcategory of Fun(Cop, S푝) and B(−) and L(−) are both exact functors. In
particular, if Ϙ non-degenerate or perfect then so is Ϙ[푛] with duality DϘ[푛] (푥) = Σ
푛DϘ(푥). We will refer
to Ϙ[푛] is the 푛-fold shift of Ϙ, and to the hermitian∞-category (C, Ϙ[푛]) as the 푛-fold shift of (C, Ϙ).
1.2.17. Remark. The hermitian∞-category (C, Ϙ[푛]) is Poincaré if and only if (C, Ϙ) is.
1.2.18.Example. In the situation of Example 1.2.12, if we shift the Poincaré structures Ϙs
푅
and Ϙq
푅
onDp(푅)
by 푛 ∈ ℤ then we get Poincaré structures
(Ϙs푅)
[푛](푋) = hom푅(푋 ⊗푅 푋,푅[푛])
hC2
and
(Ϙ
q
푅
)[푛](푋) = hom푅(푋 ⊗푅 푋,푅[푛])hC2.
respectively, which we consider as encoding 푛-shifted symmetric and quadratic forms. Here, 푅[푛] denotes
the 푅-complex which is 푅 in degree 푛 and zero everywhere else.
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We note that the full subcategories of Funq(C) spanned by non-degenerate and perfect functors respec-
tively are not preserved under pullback along exact functors 푓 ∶ C→ C′. For example, the hermitian struc-
ture Ϙs
ℚ
onDp(ℚ) is perfect (see Example 1.2.12), but its pullback toDp(ℤ) is not even non-degenerate. A
notable exception to this is however the following:
1.2.19.Observation. If (C, Ϙ) is a non-degenerate hermitian or Poincaré∞-category andD ⊆ C be a full
stable subcategory such that the duality DϘ maps D to itself then then (D, Ϙ|D) is again non-degenerate
with DϘ|D = DϘ|D. In particular, if (C, Ϙ) is Poincaré then (D, Ϙ|D) is again Poincaré.
1.2.20. Example. If (C, Ϙ) is a non-degenerate hermitian ∞-category then the full subcategory Cref l ⊆ C
spanned by those objects 푥 ∈ C for which the evaluation map ev푥 ∶ 푥 → D
opD(푥) is an equivalence is
preserved under the duality by the triangle identities, and hence the hermitian∞-category (Cref l, Ϙ|Cref l) is
again non-degenerate, and even Poincaré, since the evaluation map is now an equivalence by construction.
1.3. Classification of hermitian structures. In this section we will discuss the classification of hermit-
ian and Poincaré structures on a fixed stable ∞-category C, in terms of their linear and bilinear parts.
For the hermitian part, this is essentially the 푛 = 2 case classification of 푛-excisive functors in Good-
willie calculus, and is also a particular instance of the structure theory of stable recollements (see [Lur17,
§A.8], [BG16], [QS19]). For the purpose of self containment we will however provide full proofs of the
statements that we need in the present setting. In order to formulate these statements we will first need to
better understand the role played by the quadratic and symmetric hermitian structures Ϙq
B
, Ϙs
B
associated to
a given symmetric bilinear form B.
1.3.1.Lemma. Let Ϙ∶ Cop → S푝 be a quadratic functor on a small stable∞-categoryC. Then the following
are equivalent:
i) The map BϘ(푥, 푥)hC2 → Ϙ(푥) of (8) is an equivalence for every 푥 ∈ C.
ii) Ϙ is equivalent to a quadratic functor of the form Ϙ
q
B
for some symmetric bilinear functor B ∈ Funs(C)
(see Example 1.1.17).
iii) The spectrum of natural transformations nat(Ϙ,L) is trivial for any exact functorL ∈ Funex(Cop, S푝) ⊆
Funq(C).
1.3.2. Definition. Following the conventions of Goodwillie calculus, we will refer to quadratic functors
Ϙ∶ Cop → S푝 which satisfy the equivalent conditions of Lemma 1.3.1 as homogeneous. We will denote by
Funhom(C) ⊆ Funq(C) the full subcategory spanned by the homogeneous functors.
Proof of Lemma 1.3.1. Clearly i) ⇒ ii). If we assume ii) then iii) follows from Lemma 1.1.24 since the
linear part of Ϙq
B
vanishes by definition. Similarly if we assume iii) then i) follows by Lemma 1.1.24 since
the linear part vanishes. 
1.3.3. Corollary (cf. [Lur17, Proposition 6.1.4.14]). The functor
(28) Funs(C) → Funq(C) B ↦ Ϙq
B
is fully-faithful and its essential image is spanned by those quadratic functors which are homogeneous in
the above sense.
Proof. By Lemma 1.3.1 the functor (28) takes values in homogeneous functors, and hence determines a
functor휑∶ Funs(C) → Funhom(C) ⊆ Funq(C), where the latter denotes the full subcategory spanned by ho-
mogeneous quadratic functors. On the other hand, the formation of cross effects determines a functor in the
other direction 휓 ∶ Funhom(C) → Funs(C). By Lemma 1.3.1 the composed functor 휑◦휓 ∶ Funhom(C) →
Funhom(C) is naturally equivalent to the identity, and by Examples 1.1.17 the composite 휓◦휑 is naturally
equivalent to the identity Funs(C)→ Funs(C) as well. It then follows that 휑 is an equivalence from Funs(C)
to Funhom(C) ⊆ Funq(C), as desired. 
The notion of a homogeneous quadratric functor has a dual counterpart, which consists of the quadratic
functors which have a trivial mapping spectrum from any exact functor. The argument of Lemma 1.3.1
then runs in a completely dual manner to show that this property is equivalent to the canonical map Ϙ(푥)→
BϘ(푥, 푥)
hC2 being an equivalence and is satisfied by quadratic functors of the form Ϙs
B
for any B ∈ Funs(C).
We will refer to such functors as cohomogeneous, and denote by Funcoh(C) ⊆ Funq(C) the full subcategory
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spanned by the cohomogeneous functors. The argument of Corollary 1.3.3 then runs in a completely dual
manner to show that the functor
(29) Funs(C) → Funq(C) B ↦ Ϙs
B
is fully-faithful and its essential image is spanned by the cohomogeneous quadratic functors.
1.3.4. Remark. Given a bilinear functor B, the quadratic functor 푥 ↦ B(푥, 푥) is both homogeneous and
cohomogeneous.
1.3.5. Proposition. The natural transformation 휖 ∶ [BΔ
Ϙ
]hC2 ⇒ Ϙ exhibits [B
Δ
Ϙ
]hC2 as final among homo-
geneous functors equipped with a map to Ϙ. Dually, the natural transformation 휂 ∶ Ϙ ⇒ [BΔ
Ϙ
]hC2 exhibits
[BΔ
Ϙ
]hC2 as initial among cohomogeneous functors equipped with a map from Ϙ.
Proof. This first statement is equivalent to Lemma 1.1.24 and the second is dual. 
1.3.6. Corollary. For a small stable∞-category C the functor
B(−) ∶ Fun
q(C)→ Funs(C)
admits left and right adjoints, both of which are fully faithful, given by sending B to Ϙ
q
B
and Ϙs
B
respectively.
1.3.7. Remark. By Corollary 1.3.6 with Lemma 1.1.24 the pair of fully-faithful inclusions
Funs(C)
Ϙ
s
(−)
←←←←←←←←→ Funq(C) ← Funex(Cop, S푝)
form a recollement in the sense of [Lur17, Definition A.8.1], and more precisely a stable recollement in
the sese of [BG16] and [QS19] since all∞-categories involved are stable and the all functors involved are
exact.
Given a symmetric bilinear functorB ∈ Funs(C), Lemma1.3.1 implies that the linear part of the quadratic
functor Ϙq
B
is trivial. This however need not be the case for the quadratic functor Ϙs
B
. To identify the
linear part of the latter, recall that the symmetric bilinear part of Ϙq
B
is canonically identified with B itself
(see Example 1.1.17), and so by Corollary 1.3.6 natural transformations Ϙq
B
⇒ Ϙ
s
B
correspond to natural
transformations B⇒ B. In particular, there is a distinguished transformation
(30) Ϙq
B
⇒ Ϙ
s
B
which corresponds to the identity B ⇒ B. In terms of the adjunctions of Corollary 1.3.6, this map can also
be identified with the counit of the adjunction (−)Δ
hC2
⊣ B(−) evaluated at Ϙ
s
B
, or the unit ofB(−) ⊣ ((−)
Δ)hC2
evaluated at Ϙq
B
.
1.3.8. Lemma. For B ∈ Funs(C) the map (30) is canonically equivalent to the norm map associated to the
C2-action on the object B
Δ ∈ Funq(C).
Proof. Given the perfect correspondence between natural transformations Ϙq
B
⇒ Ϙ
s
B
and natural transfor-
mations B ⇒ B it will suffice to construct an identification between the map B ⇒ B induced by the norm
map of BΔ and the identity on B. For this, note that since the functor B(−) ∶ Fun
q(C)→ Funs(C) preserves
all limits and colimits it also sends norm maps to norm maps. In particular, the map B ⇒ B induced on
bilinear parts by the norm map Ϙq
B
⇒ Ϙ
s
B
is itself the norm map
(B⊕ B)hC2 ⇒ (B⊕ B)
hC2
associated to theC2-action on the symmetric bilinear part ofB
Δ, whichwe identifywith the induced/coinduced
C2-objectB⊕B as in Example 1.1.17. The desired result now follows from the following completely general
property of normmaps: given a semi-additive∞-categoryD and an object 푥 ∈ D, the norm map of the in-
duced/coinducedC2-object 푥⊕푥 identifies with the identity id∶ 푥→ 푥 under the canonical identifications
(푥 ⊕ 푥)hC2 ≃ 푥 ≃ (푥 ⊕ 푥)
hC2 . 
1.3.9. Remark. Lemma 1.3.8 implies that Ϙ naturally lifts to a functor with values in genuine C2-spectra.
We will discuss this issue in greater detail and precision in §7.4.
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1.3.10. Corollary. For a symmetric bilinear functor B ∈ Funs(C) the linear part of Ϙs
B
(푥) = B(푥, 푥)hC2 is
naturally equivalent to the Tate construction (BΔ)tC2(푥) = B(푥, 푥)tC2. In particular, the latter is always an
exact functor.
By virtue of Lemma 1.3.8 and Corollary 1.3.10, any quadratic functor Ϙ on C determines a diagram of
quadratic functors
(31)
BϘ(푥, 푥)hC2 Ϙ(푥) LϘ(푥)
BϘ(푥, 푥)hC2 BϘ(푥, 푥)
hC2 BϘ(푥, 푥)
tC2
in which the right square is exact and the rightmost vertical map is obtained from themiddle vertical map by
taking linear parts. Conversely, by Proposition 1.1.13 a symmetric bilinear functor B∶ Cop ×Cop → S푝, an
exact functor L∶ Cop → S푝 and a natural transformation 휏 ∶ L⟹ (BΔ)tC2 together determine a quadratic
functor Ϙ∶ Cop → S푝 by declaring the square
Ϙ(푥) L(푥)
B(푥, 푥)hC2 B(푥, 푥)tC2
휏푥
cartesian. This observation leads to a well-known classification of quadratic functors, which we now ex-
plain. To formulate it, let us first note that for a quadratic functor Ϙ, Lemma 1.1.24 tells us that the natural
transformation Ϙ ⇒ LϘ is universally characterized by the property that it induces an equivalence on map-
ping spectra to every exact functor. In particular, if 휑∶ Ϙ ⇒ L is any map from Ϙ to an exact functor L
which induces an equivalence on mapping spectra to any exact functor, then 휑 factors through an equiv-
alence Ϙ → LϘ
≃
←←←←→ L in an essentially unique manner. In this case, we will also say that 휑 exhibits L
as the linear part of Ϙ. Similarly, we will say that a map 휓 ∶ Ϙ → Ϙ′ exhibits Ϙ′ as the cohomogeneous
part of Ϙ if Ϙ′ is cohomogeneous and 휓 induces an equivalence on mapping spectra to any cohomoge-
neous functor. In this case, Corollary 1.3.6 tells us that 휓 factors through an essentially unique equivalence
Ϙ(푥) → BϘ(푥, 푥)
hC2
≃
←←←←→ Ϙ
′(푥). Let us now denote by E ⊆ Fun(Δ1 × Δ1, Funq(C)) the full subcategory
spanned by those squares of quadratic functors
(32)
Ϙ L
Ϙ
′ L′
which are exact and for which the top horizontal map exhibits L as the linear part of Ϙ and the left vertical
map exhibits Ϙ′ as the cohomogeneous part of Ϙ. In particular, any square in E is equivalent to a square
as of the form appearing on the right side of (31) in an essentially unique way. We may consider E as the
∞-category of quadratic functors equipped with a “cohomogeneous-linear decomposition”.
1.3.11. Proposition. The evaluation at (0, 0) ∈ Δ1 × Δ1 map E → Funq(C) sending a square as in (32) to
Ϙ is an equivalence of∞-categories. In particular, every quadratic functor can be written as a pullback of
cohomogeneous and exact functors.
Proof. Given Remark 1.3.7 this can be deduced from [BG16, Lemma 9]. We however spell out the details
for completeness. Let E⌜⊆ Fun(Λ2
0
, Funq(C)) be the full subcategory spanned by those Λ2
0
-diagrams
(33)
Ϙ L
Ϙ
′
for which the top horizontal map exhibits L as the linear part of Ϙ and the left vertical map exhibits Ϙ′
the cohomogeneous part of Ϙ. Then the restriction of any square in E to Λ2
0
⊆ Δ1 × Δ1 lies in E⌜ and
the resulting projection E → E⌜ is a trivial Kan fibration since every square in E is exact and hence a
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left Kan extension of its restriction to Λ2
0
. It will hence suffice to show that the projection E⌜→ Funq(C)
sending a diagram as in (33) to Ϙ is an equivalence. Now the∞-category E⌜ can be embedded in the larger
∞-category E′ ⊆ Fun(Λ2
0
, Funq(C)) consisting of those diagrams as in (33) for which L is exact and Ϙ′ is
cohomogeneous. Then the projection E′ → Funq(C) sending (33) to Ϙ is a cartesian fibration classified
by the functor sending Ϙ to the product of the comma category of exact functors under Ϙ and the comma
category of cohomogeneous functors under Ϙ. We may then identify E⌜ with the full subcategory of E′
spanned by those objects which are initial in their fibres. It then follows that the projection E⌜→ Funq(C)
is a trivial Kan fibration, and so the proof is complete. 
We may now deduce the classification theorem for hermitian structures (cf. the general classification of
recollements [Lur17, Proposition A.8.11]):
1.3.12. Corollary (Classification of hermitian structures). The square
(34)
Funq(C)B Ar(Fun
ex(Cop, S푝))
Funs(C) Funex(Cop, S푝),
휏
t
is cartesian. Here the lower horizontal functor sends B to (BΔ)tC2 and the right vertical functor sends an
arrow to its target.
Proof. Let E⌟ ⊆ Fun(Λ2
2
, Funq(C)) be the full subcategory spanned by those Λ2
2
-diagrams
(35)
L
Ϙ
′ L′
for which Ϙ′ is cohomogeneous, L is exact and the bottom horizontal map exhibits L′ as the linear part of
Ϙ
′. Then restriction along Λ2
2
⊆ Δ1 × Δ1 sends every square in E to a square in E⌟. On the other hand,
if we complete a diagram of the form (35) which belongs to E⌟ to a cartesian square, then this square
will belong to E: indeed, this follows from the fact that a map Ϙ′′ → L′′ from a quadratic to an exact
functor exhibits the latter as the linear part of the former if and only if its fibre maps trivially to any exact
functor, that is, if its fibre is homogeneous. We then conclude that the projection E → E⌟ induced by
restriction along Λ2
2
is a trivial Kan fibration. On the other hand, the ∞-category E⌟ is by construction
a fibre product Ar(Funex(C)) ×Funex(C) E
′′ where E′′ is the full subcategory of Fun(Δ1, Funq(C)) spanned
by those arrows 휓 ∶ Ϙ′ → L′ such that Ϙ′ is cohomogeneous and 휓 exhibits L′ as the linear part of Ϙ′.
As in the proof of Proposition 1.3.11 the projection E′′ → Funcoh(C) sending Ϙ′′ → L′′ to Ϙ′′ is a trivial
Kan fibration onto the full subcategory Funcoh(C) ⊆ Funq(C) spanned by the cohomogeneous functors,
and the section is given by sending a cohomogeneous functor Ϙ′ to the arrow Ϙ′ → LϘ′ . We hence see
that the projection E′′ → Funex(C) is equivalent as an arrow to the functor Funcoh(C) → Funex(C) taking
linear parts. Finally, by Corollary 1.3.6 and Corollary 1.3.10 the latter arrow is also equivalent to the arrow
Funb(C)hC2 → Funex(C) sending B to (BΔ)tC2 . Since E′′ → Funex(C) is a categorical fibration the fibre
product E⌟ is a model for the homotopy fibre product in the square (34). The desired result now follows
from Proposition 1.3.11 and the fact that the projection E → E⌟ is an equivalence. 
Finally, let us also deduce an analogous classification for Poincaré structure. For this, let us denote by
Funpb(C) ⊆ Funb(C) the non-full subcategory spanned by the perfect bilinear functors and duality pre-
serving natural transformations, that is, the natural transformations 훽 ∶ B ⇒ B′ for which the associated
transformation 휏훽 ∶ DB ⇒ DB′ is an equivalence. We then define Fun
ps(C) to be the∞-category sitting in
the pullback square
Funps(C) Funs(C)
Funpb(C) Funb(C) .
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It then follows directly from the definitions that the subcategory inclusion Funp(C) ⊆ Funq(C) (see Defini-
tion 1.2.8) features in a commutative diagram
Funp(C) Funq(C)
Funps(C) Funs(C)
Funpb(C) Funb(C) .
in which both squares are pullback squares. The following is now a direct consequence of Corollary 1.3.12:
1.3.13. Corollary (Classification of Poincaré structures). The square
(36)
Funp(C)B Ar(Fun
ex(Cop, S푝))
Funps(C) Funex(Cop, S푝),
휏
t
is cartesian.
1.4. Functoriality of hermitian structures. In this subsection we will then discuss the functorial depen-
dence of Funq(C) on C from the perspective of the classification described in §1.3, not only contravariantly
via restriction along exact functors, but also covariantly via left Kan extensions. Recall that in §1.2 we
defined Cath∞ as the total∞-category of the cartesian fibration
(37) Cath∞ → Cat
ex
∞
which classifies the functor C ↦ Funq(C). In particular, being a cartesian fibration, the projection (37)
encodes the contravariance dependence of Funq(C) in C. We will now show that Funq(C) also depends
covariantly in C via the formations of left Kan extensions. In particular, it will follow that the projec-
tion (37) is also a cocartesian fibration. Since we constantly work with contravariant functors to spectra
let us employ the following notation: given a functor 푔 ∶ D → E between ∞-categories we denote by
푔! ∶ Fun(D
op, S푝) → Fun(Eop, S푝) the operation of left Kan extending contravariant functor to spectra
along 푔op ∶ Dop → Eop.
1.4.1. Lemma.
i) If 푓 ∶ C → D is an exact functor between stable∞-categories then the associated left Kan extension
functor
푓! ∶ Fun(C
op, S푝) → Fun(Dop, S푝)
sends exact functors to exact functors.
ii) If 푓 ∶ C→ D and 푔 ∶ A→ B are exact functors between stable∞-categories then the associated left
Kan extension functor
(푓 × 푔)! ∶ Fun(C
op ×Aop, S푝) → Fun(Dop ×Bop, S푝)
sends bi-exact functors to bi-exact functors.
iii) If 푓 ∶ C → D is an exact functor between stable∞-categories then the associated left Kan extension
functor
푓! ∶ Fun(C
op, S푝) → Fun(Dop, S푝)
sends quadratic functors to quadratic functors.
Proof. We first note that left Kan extension along any functor between pointed∞-categories preserve re-
duced functors by the pointwise formula for left Kan extension. Let now 푓 ∶ C → D be an exact functor
and R∶ Cop → S푝 a reduced functor. Consider the following commutative diagram of stable∞-categories
C D
Pro(C) Pro(D)
푓
푖 푗
푓̃
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Then the bottom arrow admits a left adjoint 푔 ∶ Pro(D) ⟶ Pro(C), which corresponds to restriction
along C → D under the identification of Pro(−) ≃ Ind((−)op)op with (the opposite category of) right
exact functors to spaces. Now since the Yoneda embedding 푗 ∶ D → Pro(D) is fully faithful we have that
푗∗푗! ∶ Fun(D
op, S푝)→ Fun(Dop, S푝) is equivalent to the identity, and so
푓!R ≃ 푗
∗푗!푓!R ≃ 푗
∗푓̃!푖!R .
Moreover, since 푔 is left adjoint to 푓̃ we have that the left Kan extension functor 푓̃! ∶ Fun
ex(Pro(C)op, S푝) →
Funex(Pro(D)op, S푝) is equivalent to restriction along 푔op ∶ Pro(D)op → Pro(C)op, and so
푓!R ≃ 푗
∗푔∗푖!R ≃ (푔푗)
∗푖!R .
Applying [Lur17, Proposition 6.1.5.4] we now get that 푖!R is exact (resp. quadratic) if R is exact (resp.
quadratic). Precompositionwith the exact functor 푔푗 then preserve the properties of being exact or quadratic,
and so 푓!R is exact (resp. quadratic) if R is exact (resp. quadratic). This proves i) and iii). To prove ii), we
now argue as follows. By the compatibility of left Kan extensions with composition of functors we may
reduce to the case where either 푓 or 푔 are the identity functor. By symmetry it will suffice to assume that it
is 푓 which is the identity C→ C. For any functor R∶ Cop ×Aop → S푝 and every 푥 ∈ C we then have
((id × 푔)!R)|{푥}×Bop ≃ 푔!(R|{푥}×A),
as can be seen by the pointwise formula for left Kan extension. We may then conclude that under the
exponential equivalences
Fun(Cop ×Aop, S푝) ≃ Fun(Cop, Fun(Aop, S푝)) and Fun(Cop ×Bop, S푝) ≃ Fun(Cop, Fun(Bop, S푝))
the left Kan extension functor (id × 푔)! corresponds to post-composing with the left Kan extension functor
푔! ∶ Fun(A
op, S푝) → Fun(Bop, S푝). Under the same equivalence the bi-exact functors correspond to those
functor Cop → Fun(Aop, S푝) which are exact and which take values in Funex(Aop, S푝) ⊆ Fun(Aop, S푝).
Since 푔! preserve exact functors by the first part of the lemma and post-composition with 푔! preserves exact
functors since 푔! is colimit preserving (being a left adjoint), it now follows that (id × 푔)! preserves bi-exact
functors, as desired. 
1.4.2. Corollary. The projection
Cath∞⟶ Cat
ex
∞
is also a cocartesian fibration, with pushforward along 푓 ∶ C⟶ D given by Ϙ↦ 푓!Ϙ.
Let us now discuss the compatibility of restriction and left Kan extensions with the decomposition of
the∞-category of quadratic functors give by Corollary 1.3.12. We first observe that, given an exact functor
푓 ∶ C → D, the associated restriction functor 푓 ∗ ∶ Funq(D) → Funq(C) respects the square (34) in its
entirety: indeed, taking linear and bilinear parts is compatible with restriction by Remarks 1.1.6 and 1.1.23,
and the bottom functor in (34) is also visibly compatible with restriction. We then get that if Ϙ is quadratic
functor onDwith bilinear partB, linear partL and structuremap 훼 ∶ L→ [BΔ]tC2 , then 푓 ∗Ϙ is the quadratic
functor with bilinear part (푓 × 푓 )∗B, linear part 푓 ∗L and structure map
푓 ∗훼 ∶ 푓 ∗L → 푓 ∗[BΔ]tC2 ≃ [((푓 × 푓 )∗B)Δ]tC2 .
We now give a similar statement for left Kan extensions:
1.4.3. Proposition. Let 푓 ∶ C⟶ D be an exact functor between stable∞-categories and let Ϙ ∈ Funq(C)
be a quadratic functor on C. Then the natural transformations
(38) (푓 × 푓 )!BϘ ⇒ B푓!Ϙ 푓!LϘ ⇒ L푓!Ϙ
and
푓!(Ω
∞
Ϙ)⟶ Ω∞(푓!Ϙ)
are equivalences.
Proof. Let 푖∶ C → Pro(C) and 푗 ∶ D → Pro(D) be the respective Yoneda embeddings. Arguing as in the
proof of Lemma 1.4.1 using that (푗 × 푗)∗(푗 × 푗)! is equivalent to the identity and that restriction commutes
with taking bilinear parts (Remark 1.1.6) we may identify the first map in (38) with the restriction along
푔푗 × 푔푗 ∶ D ×D → Pro(C) × Pro(C) of
(39) (푖 × 푖)! ∶ BϘ ⇒ B푖!Ϙ.
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We may hence assume without loss of generality that D = Pro(C) and 푓 = 푖. To prove the latter special
case, we see that the component of the transformation (39) at a pair of pro-objects {푥훼}훼∈I, {푦훽}훽∈J in C
identifies with the natural map
colim
(훼,훽)∈Iop×Jop
f ib[Ϙ(푥훼, 푦훽 )→ Ϙ(푥훼)⊕Ϙ(푦훽)] → f ib
[
colim
(훼,훽)∈Iop×Jop
Ϙ(푥훼 ⊕ 푦훽 ) → colim
훼∈I
Ϙ(푥훼)⊕ colim
훽∈J
Ϙ(푦훽)
]
.
Now since I and J are cofiltered the projections Iop × Jop → Iop and Iop × Jop → Jop are cofinal and hence
we can also rewrite the above map as
colim
(훼,훽)∈Iop×Jop
f ib[Ϙ(푥훼, 푦훽 ) → Ϙ(푥훼)⊕ Ϙ(푦훽)]
→ f ib
[
colim
(훼,훽)∈Iop×Jop
Ϙ(푥훼 ⊕ 푦훽 ) → colim
(훼,훽)∈Iop×Jop
Ϙ(푥훼)⊕ colim
(훼,훽)∈Iop×Jop
Ϙ(푦훽)
]
and so the desired result follows from the commutation of finite limits and filtered colimits in S푝. This
also implies that the second map in (38) is an equivalence since the formation of linear parts is obtained by
LϘ(푥) ∶= cof[BϘ(푥, 푥)hC2 → Ϙ(푥)] and left Kan extension commutes with colimits. Finally, the proof that
the map
푓!(Ω
∞
Ϙ)⟶ Ω∞(푓!Ϙ)
is an equivalence is obtained via the same argument by reducing to the case of D = Pro(C) and using that
the formation of infinite loop spaces commutes with filtered colimits. 
Proposition 1.4.3 tells us that the formation of linear and bilinear parts is compatible with left Kan
extensions. The situation is however slightly less simple then with restriction, since the bottom arrow
in (34) does not commute with left Kan extensions. This is essentially due to the fact that the formation of
symmetric hermitian structures B ↦ Ϙs
B
= B(푥, 푥)hC2 does not commute with left Kan extension. Instead,
given Ϙ ∈ Funq(C) we have a natural map
푓!Ϙ
s
B
→ Ϙ
s
(푓×푓 )!B
which is generally not an equivalence. This leads to the following description of the behavior of structure
maps under left Kan extensions:
1.4.4. Corollary. Let 푓 ∶ C → D be an exact functor. If Ϙ∶ Cop → S푝 is quadratic functor on C with
bilinear part B, linear part L and structure map 훼 ∶ L → [BΔ]tC2 then 푓!Ϙ is the quadratic functor on D
with bilinear part 푓!B, linear part 푓!L, and structure map the composite
(40) 푓!L → 푓![B
Δ]tC2 → [((푓 × 푓 )!B)
Δ]tC2 ,
which is the map induced on linear parts by the composite
푓!Ϙ → 푓!Ϙ
s
B
→ Ϙ
s
(푓×푓 )!B
.
1.4.5. Remark. In the situation of Corollary 1.4.4 we can also identify the second map in (40) with the
Beck-Chevalley transformation on the lax commuting square on the right
(41)
Funs(D) Funex(Dop, S푝)
Funs(C) Funex(Cop, S푝)
(−)
tC2
Δ
(−)
tC2
Δ
Funs(C) Funex(Cop, S푝)
Funs(D) Funex(Dop, S푝)
(−)
tC2
Δ
(−)
tC2
Δ
which is obtained from the commuting square on the left by replacing the vertical restriction functors (푓 ×
푓 )∗ and 푓 ∗ by their left adjoints (푓 × 푓 )! and 푓!, respectively.
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2. POINCARÉ OBJECTS
In this section we will introduce and study another key element of the present paper, the notion of a
Poincaré object in a given Poincaré ∞-category (C, Ϙ). As reflected by Examples 1.2.12 and 1.2.13, we
think of a Poincaré structure on a given stable ∞-category C as a way of encoding a particular notion of
hermitian form, e.g., quadratic, symmetric, or anti-symmetric forms onmodules over rings. In the context of
a general Poincaré∞-category (C, Ϙ) and an object 푥 ∈ C, we will consequently call points in the underlying
infinite loop spaceΩ∞Ϙ(푥) hermitian forms on 푥. Such a form determines in particular a map 푥→ D푥 from
푥 to its dual, and we will say that a form is Poincaré if this map is an equivalence. A Poincaré object is then
the abstract analogous of a module equipped with (some flavour of) a hermitian form which is unimodular.
We will begin in §2.1 by introducing the main definitions and establishing a few basic consequences.
One of the simplest forms of Poincaré objects are the hyperbolic ones, which are the abstract analogue of
the notion of hyperbolic quadratic forms. We will discuss these types of Poincaré objects in §2.2 and see
how their formation can be encoded as the action of a suitable Poincaré functorHyp(C) → C from a certain
Poincaré∞-categoryHyp(C) constructed fromC. The Poincaré∞-categoryHyp(C) displays the interesting
property that its Poincaré objects correspond to just objects in C, and we will study it in further depth in
§7. We will also exploit this construction in order to prove that Poincaré objects with respect to symmetric
Poincaré structures (Definition 1.2.11) correspond to C2-fixed objects in C (see Proposition 2.2.11 below).
In §2.3 we will study another important kind of Poincaré objects - the metabolic Poincaré objects. These
correspond to metabolic forms in the classical sense, that is, forms which admit a Lagrangian. Similarly to
the hyperbolic case wewill show how one can understandmetabolic Poincaré objects via Poincaré objects in
a certain Poincaré∞-categoryMet(C, Ϙ) constructed from (C, Ϙ). The notion of ametabolic Poincaré objects
is the main input in the definition of the L-groups of a given Poincaré∞-category (see Definition 2.3.11
below). These are in fact the homotopy groups of the L-theory spectrum which was classically defined and
studied in the seminal work of Ranicki [Ran92], and transported to the context of Poincaré∞-categories by
Lurie [Lur11]. A key technique in studying L-group is Ranicki’s algebraic Thom construction, which we
will present in §2.3 in the setting of Poincaré∞-categories, and revisit in greater depth in §7.3.
A key role in the present series of papers is played by the Grothendieck-Witt spectrum of a Poincaré
∞-category, an invariant we will construct using the framework of cobordism categories in Paper [II]. The
zero’th homotopy group of the Grothendieck-Witt spectrum, also known as the Grothendieck-Witt group,
was classically defined in the context of rings as the group completion of the groupoid of unimodular
forms (with respect to orthogonal sum). We will see how to define the Grothendieck-Witt group in the
abstract setting of Poincaré∞-categories in §2.4, and extract some of its basic properties. In particular, the
Grothendieck-Witt groupGW0(C, Ϙ) of a Poincaré∞-category (C, Ϙ) sits in an exact sequence
K0(C)C2 → GW0(C, Ϙ)→ L0(C, Ϙ)→ 0
between the zero’th L-group of (C, Ϙ) and the C2-orbits of the algebraicK-theory of C. This exact sequence
is in fact the tail of a long exact sequence issued from a fibre sequence of spectra
K(C)hC2 → GW(C, Ϙ)→ L(C, Ϙ)
that we will construct in Paper [II]. The existence of the above fibre sequence in this generality is a principal
novelty of our approach to hermitianK-theory, and yields a variety of consequenceswe will exploit in Paper
[II], Paper [III] and Paper [IV].
2.1. Hermitian andPoincaré objects. In this sectionwewill present the notions of hermitian and Poincaré
objects and extract some of their basic properties.
2.1.1. Definition. Let (C, Ϙ) be a hermitian∞-category and 푥 ∈ C and an object. By a hermitian form on 푥
we will mean a point 푞 in the space Ω∞Ϙ(푥). We will then refer to the pair (푥, 푞) as a hermitian object in C.
Hermitian objects can be organized into an∞-category given by the total∞-category of the right fibration
He(C, Ϙ) ∶= ∫푥∈CΩ
∞
Ϙ(푥)→ C
classified by the functorΩ∞Ϙ∶ Cop⟶ S. We will refer toHe(C, Ϙ) as the∞-category of hermitian objects
in (C, Ϙ). We will denote by Fm(C, Ϙ) ⊆ He(C, Ϙ) the maximal subgroupoid of He(C, Ϙ), and refer to it as
the space of hermitian objects.
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2.1.2. Lemma. The assignment (C, Ϙ) ↦ He(C, Ϙ) canonically extends to a functor He∶ Cath∞ → Cat∞,
together with a natural transformation to the forgetful functor (C, Ϙ) ↦ C, whose component for a given
(C, Ϙ) ∈ Cath∞ is the defining right fibration He(C, Ϙ)→ C.
Proof. The functor Catex∞ ↪ Cat∞, together with the composed natural transformation
Funq(−) ⇒ Fun((−)op, S푝)
Ω∞∗
⟹ Fun((−)op, S),
where Ω∞∗ denotes post-composition with the infinite loop space functor Ω
∞ ∶ S푝 → S, together induces
under unstraightening a functor
Cath∞ → ∫C∈Cat∞ Fun(C
op, S).
Invoking (the dual of) [GHN17, Corollary A.31], we may identify the Grothendieck construction on the
right as
∫C∈Cat∞ Fun(C
op, S) ≃ ∫C∈Cat∞ RFib(C) ≃ RFib
where RFib(C) denotes the∞-category of right fibrations over C and RFib ⊆ Ar(Cat∞) is the full subcat-
egory of the arrow category of Cat∞ consisting of right fibrations. The resulting functor Cat
h
∞ → RFib →
Ar(Cat∞) then associates to a hermitian∞-category (C, Ϙ) the right fibration He(C, Ϙ) → C, yielding the
desired functoriality. 
We will mostly be interested in hermitian forms which satisfy a unimodularity condition. To formulate
it, we need to assume that (C, Ϙ) non-degenerate. In that case any hermitian object (푥, 푞) determines a map
푞♯ ∶ 푥 → DϘ(푥) as the image of 푞 under
Ω∞Ϙ(푥)⟶ Ω∞BϘ(푥, 푥) = HomC(푥,DϘ(푥)).
2.1.3. Definition.We will say that a hermitian form 푞 on 푥 ∈ C is Poincaré if the associated map 푞♯ ∶ 푥 →
DϘ(푥) is an equivalence. In this case we will also say that (푥, 푞) is a Poincaré object. We will denote by
Pn(C, Ϙ) ⊆ Fm(C, Ϙ) the full subgroupoid of Fm(C, Ϙ) spanned by the Poincaré objects. We will refer to
Pn(C, Ϙ) ∈ S as the space of Poincaré objects in (C, Ϙ).
2.1.4.Remark. Similarly to the∞-categoryHe(C, Ϙ) one could also form an∞-category of Poincaré objects
as a full subcategory of He(C, Ϙ). This construction is rather poorly behaved formally and will not play any
role in this paper. Therefore we will only consider the space Pn(C, Ϙ) of Poincaré objects here.
2.1.5. Lemma. If (푓, 휂)∶ (C, Ϙ) → (C′, Ϙ′) is a non-degenerate hermitian functor between non-degenerate
hermitian∞-categories then the induced functor
푓∗ ∶ Fm(C, Ϙ)→ Fm(C
′, Ϙ′)
perserves Poincaré objects, that is, it maps the full subgroupoid Pn(C, Ϙ) ⊆ Fm(C, Ϙ) to the full subgroupoid
Pn(C′, Ϙ′) ⊆ Fm(C′, Ϙ′). In particular, the association (C, Ϙ)↦ Pn(C, Ϙ) thus extends to a functor
Pn∶ Catp
∞
→ S.
It is this functor Pn, that will play a pivotal role in the rest of the paper.
Proof of Lemma 2.1.5. By Remark 1.2.6 the natural transformation 휂 ∶ Ϙ → 푓 ∗Ϙ′ determines a commuta-
tive diagram
Ω∞Ϙ(푥) Ω∞Ϙ′(푓 (푥))
Ω∞BϘ(푥, 푥) Ω
∞BϘ′ (푓 (푥), 푓 (푥))
MapC(푥,DϘ(푥)) MapC(푓 (푥), 푓DϘ(푥)) MapC(푓 (푥),DϘ′푓 (푥))
Ω∞휂
Ω∞훽휂
≃ ≃
푓 (휏휂)∗
In particular, if (푓, 휂) is duality preserving then 휏휂 is an equivalence and hence the top horizontal arrow
sends Poincaré forms on 푥 to Poincaré forms on 푓 (푥). 
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2.1.6. Remark. The map Ϙ(푥) → BϘ(푥, 푥) factors as Ϙ(푥) → BϘ(푥, 푥)
hC2 → BϘ(푥, 푥), see (8). It then
follows that for any hermitian form 푞 on 푥 the corresponding map 푞♯ ∶ 푥 → DϘ(푥) is self-dual, that is, it is
invariant under theC2-action on hom(푥,DϘ푥) ≃ B(푥, 푥). In particular, by Remark 1.2.3 there is a canonical
homotopy rendering the diagram
푥 DϘD
op
Ϙ
(푥)
DϘ(푥)
푞♯
ev푥
DϘ(푞♯)
commutative.
2.1.7. Remark. Every Poincaré form 푞 on 푥 gives rise to a form 푞̂ on DϘ(푥) via the inverse of the induced
map (푞♯)
∗ ∶ Ω∞Ϙ(DϘ(푥))→ Ω
∞
Ϙ(푥). By construction 푞♯ ∶ (푥, 푞)→ (DϘ(푥), 푞̂) is an equivalence in Pn(C, Ϙ)
and from Remark 2.1.6 we find 푞̂♯ ≃ DϘ(푞♯)
−1 ∶ DϘ(푥)→ DϘDϘ(푥). In particular, 푞
−1
♯
≃ ev−1푥 ◦푞̂.
2.1.8. Example. Let푀 be a compact oriented topological 푛-manifold with boundary 휕푀 ⊆ 푀 and fun-
damental class [푀] ∈ 퐻푛(푀, 휕푀). Then the fundamental class together with the cup-product induces a
(−푛)-shifted hermitian form
푞[푀 ] ∈ Ω∞Ϙs[−푛]
ℤ
(퐶∗(푀, 휕푀)) = Mapℤ(퐶
∗(푀, 휕푀)⊗ 퐶∗(푀, 휕푀),ℤ[−푛])hC2
sending (휑, 휓) to (휑 ∪ 휓)([푀]). We note that we are working with homological grading conventions, so
that, for example, the complex 퐶∗(푀, 휕푀) is concentrated in non-positive degrees with trivial homology
outside the range [−푛, 0]. The associated map 푞[푀 ]
♯
from퐶∗(푀, 휕푀) to its dual can then be identified with
the canonical map
퐶∗(푀, 휕푀) → 퐶∗(푀),
which is an equivalence if and only if 퐶∗(휕푀) ≃ 0, i.e., if and only if 휕푀 is empty. In particular, the
hermitian form 푞[푀 ] is Poincaré if and only if푀 is closed.
2.2. Hyperbolic and symmetric Poincaré objects. Given a Poincaré ∞-category (C, Ϙ), the space of
Poincaré objects Pn(C, Ϙ) is related to the underlying space of objects 휄C in two different ways. First, one
can of course take a Poincaré object and forget its Poincaré form, yielding a forgetful map Pn(C, Ϙ) → 휄C.
There is however also an interesting construction in the other direction, which takes a object 푥 ∈ C and
associates to it the object 푥⊕D푥 endowed with its hyperbolic Poincaré form, leading to a map 휄C→ Pn(C).
Though these constructions seem different in nature, they are in fact closely related, and will both occupy
our attention in this present section. A common feature they both share is equivariance with respect to the
C2-action on 휄C induced by the duality. In the final part of this section we will show that when the Poincaré
structure is symmetric the resulting map Pn(C, Ϙ) → 휄ChC2 is an equivalence. We will further study the
relationship between the hyperbolic and forgetful functors in §7.4 in the setting of C2-categories.
2.2.1.Definition. Let (C, Ϙ) be a Poincaré∞-categorywith dualityD. Given an object 푥 ∈ Cwewill denote
by hyp(푥) ∈ Pn(C, Ϙ) the Poincaré object whose underlying object is 푥 ⊕ D푥 and whose Poincaré form is
given by the the image of the identity under
MapC(푥, 푥)
(ev푥)∗
←←←←←←←←←←←←→MapC(푥,DD(푥)) ≃ Ω
∞BϘ(푥,D(푥))⟶ Ω
∞
Ϙ(푥 ⊕ D(푥)).
Unwinding the definitions one easily checks that this indeed defines a Poincaré object. We will refer to
hyp(푥) as the hyperbolic Poincaré object on 푥.
To understand systematically the role played by hyperbolic Poincaré objects in C it is most useful to
describe them as Poincaré objects in another Poincaré∞-category build from C.
2.2.2. Definition. Let C be a stable ∞-category. We define its hyperbolic category Hyp(C) to be the her-
mitian∞-category whose underlying stable∞-category is C⊕ Cop, equipped with the hermitian structure
Ϙhyp(푥, 푦) = homC(푥, 푦).
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Unwinding the definitions, we see that the symmetric bilinear functor associated to the hyperbolic her-
mitian structure is given by
Bhyp((푥, 푦), (푥
′, 푦′)) = homC(푥, 푦
′)⊕ homC(푥
′, 푦),
and its linear approximation is trivial. In particular, the bilinear functorBhyp is perfectwith dualityDhyp(푥, 푦) =
(푦, 푥) and consequently Hyp(C) is always a Poincaré∞-category.
2.2.3.Remark. By construction, the quadratic functor Ϙhyp is obtained by diagonally restricting the bilinear
functor ((푥, 푦), (푥′, 푦′))↦ homC(푥, 푦
′). It then follows that the canonical maps
Bhyp((푥, 푦), (푥, 푦))→ Ϙhyp(푥, 푦)→ Bhyp((푥, 푦), (푥, 푦))
are given by the collapse and diagonal maps
homC(푥, 푦)⊕ homC(푥, 푦)→ homC(푥, 푦)→ homC(푥, 푦)⊕ homC(푥, 푦),
and Ϙhyp coincides with both the quadratic and symmetric Poincaré structure associated to the symmetric
bilinear functor Bhyp.
2.2.4. Remark. The Poincaré ∞-category Hyp(C) is shift-invariant: for every 푛 ∈ ℤ the functor Σ푛 ×
id∶ C × Cop → C × Cop refines to an equivalence (C × Cop, Ϙhyp) ≃
(
C × Cop, Ϙ[푛]
hyp
)
, see Definition 1.2.16.
For (C, Ϙ) a Poincaré∞-category with dualityD, the associated hyperbolic categoryHyp(C) relates to C
via Poincaré functors
(42) Hyp(C)
hyp
←←←←←←←→ (C, Ϙ)
fgt
←←←←←←→ Hyp(C)
in both directions. Here the functor on the left in (42) is given by the exact functor (푥, 푦) ↦ 푥 ⊕ D푦,
promoted to a hermitian functor via the natural transformation
homC(푥, 푦)
(ev푦)∗
←←←←←←←←←←←→ homC(푥,DD푦) ≃ BϘ(푥,D푦)⟶ Ϙ(푥 ⊕ D푦),
while the second functor is given by the exact functor 푥 ↦ (푥,D푥), promoted to a hermitian functor via the
natural transformation
Ϙ(푥)→ BϘ(푥, 푥)→ homC(푥,D푥) ≃ Ϙhyp(푥,D푥).
By definition, the∞-category He(Hyp(C)) sits in a right fibration
He(Hyp(C))→ C⊕ Cop
classified by the functor C × Cop → S sending (푥, 푦) to the mapping space homC(푥, 푦). But this functor is
already known to classify the right fibration
TwAr(C) → Cop ⊕ C
where TwAr(C) is the twisted arrow category of C (see, e.g., [Lur17, §5.2.1]), and we consequently obtain
an equivalence
He(Hyp(C)) ≃ TwAr(C)
over C⊕ Cop. In particular, hermitian objects in Hyp(C) are simply given by arrows 훼 ∶ 푥 → 푦 in C, while
morphisms between hermitian object correspond to diagrams in C of the form
푥 푥′
푦 푦′.
훼 훼′
2.2.5. Proposition. For a stable∞-category C, the composite
Pn(Hyp(C))→ 휄C⊕ 휄Cop → 휄C
is an equivalence of spaces. Here the first map is induced by the forgetful functorCatp∞ → Cat
ex
∞ and the sec-
ond is given by the projection onto the first factor. Under this equivalence, the natural map Pn(Hyp(C))→
He(Hyp(C)) corresponds to the map
휄C ≃ TwAr(휄C)→ TwAr(C).
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Proof. An object [훼 ∶ 푥 → 푦] ∈ TwAr(C) viewed as hermitian object (푥, 푦, 훼) in Hyp(C), has as associated
self dual map (푥, 푦) → D(푥, 푦) = (푦, 푥) the map 훼 on both factors (viewed as either a map 푥 → 푦 in C or a
map 푦 → 푥 in Cop). Consequently, the hermitian form (푥, 푦, 훼) is Poincaré if and only if 훼 is an equivalence.
Together with the fact that right fibrations detect equivalences we obtain that
Pn(Hyp(C)) ≃ TwAr(휄C) ⊆ 휄TwAr(C) ≃ Fm(Hyp(C)).
We finish the proof by observing that the projection TwAr(휄C) → 휄C is an equivalence since 휄C is an ∞-
groupoid. 
2.2.6. Remark.We will show in §7.4 that the association C ↦ Hyp(C) organizes into a functor Catex∞ →
Catp∞ which is both left and right adjoint to the forgetful functor Cat
p
∞ → Cat
ex
∞, with unit and counit given
by (42), see Corollary 7.2.20. Together with the corepresentability of Pn (Proposition 4.1.3) this will give
another proof of Proposition 2.2.5.
In light of Proposition 2.2.5 the hermitian functors (42) now induce a pair of maps
(43) 휄C→ Pn(C, Ϙ)→ 휄C
Unwinding the definitions we see that the functor on the left sends an object 푥 to the associated hyperbolic
Poincaré object hyp(푥), while, the functor on the right sends a Poincaré object (푥, 푞) to the underlying
object 푥. A key feature of both these maps is that they are C2-equivariant with respect to the C2-action on
휄C induced by the duality of Ϙ and the trivial action on Pn(C, Ϙ). To make this idea precise will first construct
this action on the level of the Poincaré∞-category Hyp(C).
2.2.7. Construction. Let (C, Ϙ) be a Poincaré∞-category with associated duality D = DϘ. We construct a
C2-action on Hyp(C) ∈ Cat
p
∞ as follows. To begin, consider the equivalence of stable∞-categories
id × Dop ∶ C × C
≃
←←←←→ C × Cop.
Transporting the flipC2-action on C×C to C×C
op we thus obtain aC2-action on C×C
op, given informally by
the formula (푥, 푦)↦ (D푦,Dop푥). We wish to promote this action to C2-action on the Poincaré∞-category
Catp∞. Since every equivalence in Cat
h
∞ is a Poincaré functor may equivalently construct a C2-action on
Hyp(C) as a hermitian ∞-category. By the construction of Cath∞ as the unstraightening of the functor
C ↦ Funq(C), lifting the above C2-action on C × C
op to Hyp(C) is equivalent to giving a C2-fixed point
structure on Ϙhyp ∈ Fun
q(C×Cop)with respect to the inducedC2-action on Fun
q(C×Cop). Since the relevant
C2-action was transported from the flip action on C × C via the equivalence (id,D
op) we may equivalently
construct a C2-fixed point structure on the quadratic functor (id×D
op)∗Ϙhyp. The latter is readily discovered
to be
[(id × Dop)∗Ϙhyp](푥, 푦) = homC(푥,D푦) = BϘ(푥, 푦)
and so we need to construct a C2-fixed point structure on BϘ, considered as an object of Fun
q(C × C). But
BϘ lies in the full subcategory Fun
b(C) ⊆ Funq(C × C), where it is equipped with a C2-fixed structure by
virtue of Lemma 1.1.9.
2.2.8. Remark. The C2-action on Hyp(C) constructed in 2.2.7 induces a C2-action on He(Hyp(C)) ≃
TwAr(C). Unwinding the definitions, this actions sends an arrow [푥 → 푦] ∈ TwAr(C) to the dual ar-
row DϘ푦 → DϘ푥. Similarly, this C2-action determines an action on Pn(Hyp(C)). Under the identification
Hyp(C) ≃ 휄C of Proposition 2.2.5 this action can be written simply by 푥 ↦ DϘ푥. Here we point out that
since 휄C is an∞-groupoid it is canonically equivalent to its opposite via an equivalence which sends every
arrow to its inverse. Hence the contravariant equivalence D becomes a self-equivalence on the level of 휄C.
We may also state this as follows: the C2-action (−)
op∶ Cat∞ → Cat∞ admits a canonical trivialization
along the full subcategory S ⊆ Cat∞ (in fact, the space of self-equivalences of S is contractible by its uni-
versal property [Lur09a, Theorem 5.1.5.6]), yielding an identification ShC2 ≃ Fun(BC2, S). The duality DϘ
then induces a duality on 휄C and hence a C2-action.
2.2.9. Lemma. Let (C, Ϙ) be a Poincaré∞-category with duality D = DϘ. Then the functors
Hyp(C)
hyp
←←←←←←←→ (C, Ϙ)
fgt
←←←←←←→ Hyp(C)
both admit a distinguished refinement to C2-equivariant maps with respect to the C2-action on Hyp(C)
construction in 2.2.7 and the trivial action on (C, Ϙ).
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2.2.10. Corollary. The induced maps on Poincaré objects (which we denote by the same name)
휄C
hyp
←←←←←←←→ Pn(C, Ϙ)
fgt
←←←←←←→ 휄C
are C2-equivariant with respect to the duality induced action on 휄C and the trivial action on Pn(C, Ϙ).
Proof of Lemma 2.2.9. We first construct the C2-equivariant structure on the underlying exact functors.
For this, note that since the C2-action on Hyp was constructed by transporting the flip action along the
equivalence id × Dop ∶ C × C → C × Cop and DopD ≃ id it will suffice to to promote the resulting exact
functors
C × C → C → C × C
to C2-equivariant exact functors. Indeed, these are just the diagonal and fold map of C as an object in
the semi-additive ∞-category Catex∞, which are both canonically C2-equivariant. To lift the resulting C2-
equivariant structure on (id,Dop)∶ C → C × Cop to a C2-equivariant structure on the Poincaré functor fgt
we need to promote the associated natural transformation
Ϙ ⇒ (id,Dop)∗Ϙhyp
to a C2-equivariant map in Fun
q(C). Transporting the problem again along the equivalence id × Dop we
need to put a C2-equivariant structure on the natural transformation
Ϙ ⇒ Δ∗B
where Δ∶ C × C is the diagonal. Indeed, this is established in Lemma 1.1.10. By the same argument we
see that in order to obtain the desired C2-equivariant structure on hyp it will suffice to put a C2-equivariant
structure on the natural transformation
B ⇒ ∇∗Ϙ,
where ∇∶ C⊕ C→ C is the collapse functor (푥, 푦)↦ 푥⊕ 푦. Using the adjunction between restriction and
left Kan extension we may instead put a C2-equivariant structure on the adjoint transformation
∇!B ≃ Δ
∗B ⇒ Ϙ.
wherewe used that leftKan extension along∇op is obtained by restriction along its right adjointΔop ∶ Cop →
Cop × Cop. The desired C2-equivariant structure was again established in Lemma 1.1.10. 
Let us now focus on the Poincaré functor fgt ∶ (C, Ϙ) → Hyp(C). Upon taking hermitian and Poincaré
objects (and using Proposition 2.2.5) this Poincaré functor induces a commutative diagram
(44)
Pn(C, Ϙ) Fm(C, Ϙ) He(C, Ϙ) (푥, 푞)
휄C 휄TwAr(C) TwAr(C) [푞♯ ∶ 푥 → DϘ푥]
∋
∋
in which the vertical maps inherit from fgt a C2-equivariant structure with respect to the trivial action on
their domains and the C2-action induced by the C2-action on Hyp(C) on the target. Here the left square
consists only of spaces and the horizontal maps are (up to equivalence) inclusions of components: for the
upper left map these are the components ofHe(C, Ϙ) consisting of Poincaré objects and for the lower left map
these are the components of 휄TwAr(C) consisting of those arrows [푥 → 푦] which are equivalences. Since
by definition a hermitian object (푥, })′ is Poincaré if and only if 푞♯ is an equivalence we see in particular
that the left square is cartesian. Now by the C2-equivariance above the external rectangle in (44) induces a
commutative square
(45)
Pn(C, Ϙ) He(C, Ϙ) (푥, 푞)
(휄C)hC2 TwAr(C)hC2 [푞♯∶ 푥 → DϘ푥]
∋
∋
2.2.11. Proposition. If Ϙ = Ϙs
B
is a symmetric Poincaré structure of some symmetric bilinear form B then
the vertical maps in (45) are equivalences.
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Proof. Consider the extended diagram
(46)
Pn(C, Ϙ) Fm(C, Ϙ) He(C, Ϙ) C
TwAr(휄C)hC2 휄TwAr(C)hC2 TwAr(C)hC2 (C × Cop)hC2
TwAr(휄C) 휄TwAr(C) TwAr(C) C × Cop
in which the external rectangle of the left column is cartesian as observed above. In addition, since the fibres
of themapTwAr(휄C) → 휄TwAr(C) are (−1)-truncated then bottom left square is cartesian as well, and hence
the top left square is cartesian. Similarly, since the map from the homotopy fixed point is conservative, the
bottom central square and therefore the top central square, are cartesian.
Now the map C→ C×Cop is equivalent as a C2-equivariant arrow to the diagonal inclusion C→ C×C,
which exhibits theC2-object C×C as coinduced from C. This implies in particular that the top right vertical
map in (46) is an equivalence. Thus to conclude it suffices to show that the top right square is cartesian.
Now consider the right most column in (46). Since homotopy fixed points commute with fibre prod-
ucts the fibres of the middle horizontal map over a fixed object in C is the homotopy fixed points of the
corresponding fibre of the bottom horizontal map in the same column. We hence obtain that the map on
horizontal fibres in the top right square can be identified with the induced map
Ω∞Ϙ(푥)→ MapC(푥,D푥)
hC2,
which is an equivalence by the assumption that Ϙ = Ϙs
B
for some B. It then follows that the second and third
vertical arrows in the top of (46) are equivalences. The left most vertical map in that row is consequently
an equivalence as well since the top left square is cartesian. 
2.3. Metabolic objects and L-groups. In this section we will introduce the notion of ametabolic Poincaré
object and use it to define the L-groups of a Poincaré∞-category. In the context of modules over rings these
were first defined byWall andRanicki in their seminalwork on surgery theory [Wal99], andwere transported
to the setting of Poincaré∞-categories in [Lur11]. We will then develop an analogue of Ranicki’s algebraic
Thom construction [Ran80, Proposition 3.4] in this context. This construction will play an important role
in the framework of algebraic surgery which we will set up in Paper [II].
2.3.1. Definition. Let (C, Ϙ) be a Poincaré∞-category and (푥, 푞) a Poincaré object. By an isotropic object
over 푥 we will mean a pair (푓 ∶ 푤→ 푥, 휂) where 푓 ∶ 푤 → 푥 is a map in C and 휂 ∶ 푓 ∗푞 ∼ 0 ∈ Ω∞Ϙ(푤) is a
null-homotopy of the restriction of 푞 to 푤. We will say that an isotropic object (푤→ 푥, 휂) is a Lagrangian
if the null-homotopy of 푤 → 푥 ≃ D푥 → D푤 given by the image of 휂 in Ω∞BϘ(푤,푤) = homC(푤,D푤)
exhibits the sequence
푤 → 푥→ D푤
as exact. We will say that (푥, 푞) is metabolic if it admits a Lagrangian.
2.3.2. Example. If (C, Ϙ) is a Poincaré ∞-category and 푥 ∈ C an object then the associated hyperbolic
Poincaré object hyp(푥) is metabolic with Lagrangian given by the component inclusion 푥→ 푥 ⊕ D푥.
2.3.3. Example. In Dp(픽2), let 푉 be a 2-dimensional 픽2-vector space with basis 푣, 푢 equipped with the
symmetric bilinear form 푏∶ 푉 ⊗픽2 푉 → 픽2 given by 푏(푣, 푣) = 0 and 푏(푣, 푢) = 푏(푢, 푣) = 푏(푢, 푢) = 1. Then
the Poincaré object (푉 , 푏) ∈ Pn(Dp(픽2), Ϙ
s
픽2
) is metabolic with Lagrangian 퐿 = ⟨푣⟩ ↪ 푉 but 퐿 is not
isomorphic to hyp(푈 ) for any 푈 ∈ Dp(픽2). Indeed, since any object in D
p(픽2) breaks as a direct sum of
shifts of 픽2 the only possible candidate is 푈 = 픽2, but (푉 , 푏) is not isomorphic to hyp(픽2). In particular, not
every metabolic object is hyperbolic.
2.3.4. Example. Let푀 be a closed oriented 푛-manifold with fundamental class [푀] ∈ 퐻푛(푀;ℤ), so that
we have a symmetric Poincaré form 푞[푀 ] ∈ Ω∞Ϙ푠[−푛]
ℤ
(퐶∗(푀)) as in Example 2.1.8. If푊 is now an oriented
(푛 + 1)-manifold with boundary푀 then the relative fundamental class [푊 ] ∈ 퐻푛+1(푊 ,푀) can be used
to promote the map
퐶∗(푊 ) → 퐶∗(푀)
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to a Lagrangian of (퐶∗(푀), 푞[푀 ]). This can be considered as an algebraic reflection of the fact that 푊
exhibits푀 as a boundary. In particular, if (퐶∗(푀), 푞[푀 ]) is not metabolic then푀 is not the boundary of
any oriented (푛 + 1)-manifold, that is,푀 is not (oriented-ly) null-cobordant.
As in the case of hyperbolic Poincaré objects, it would be desirable to have a description of metabolic
Poincaré objects in terms of Poincaré objects in another Poincaré∞-category constructed from (C, Ϙ).
2.3.5.Definition. For a Poincaré∞-category (C, Ϙ), we define the associated metabolic categoryMet(C, Ϙ)
to be the hermitian∞-category with underlying∞-category Ar(C) = Fun(Δ1,C) and hermitian structure
Ϙmet ∶ Ar(C)
op = Ar(Cop)
Ar(Ϙ)
←←←←←←←←←←←→Ar(S푝)
f ib
←←←←←←→ S푝
whose value on arrows is Ϙmet ([푤→ 푥]) = f ib(Ϙ(푥)→ Ϙ(푤)).
Unwinding the definitions we see that the underlying symmetric bilinear functor of Ϙmet is
Bmet (푤→ 푥,푤
′
→ 푥′) = f ib[BϘ(푥, 푥
′) → BϘ(푤,푤
′)].
From this formula we see that if BϘ is perfect with duality D then Bmet is perfect with duality
Dmet (푤→ 푥) =
(
f ib[D푥→ D푤]) → D푥
)
.
We note that by definition a hermitian form on [푓 ∶ 푤 → 푥] with respect to Ϙmet consists of a form 푞 ∈
Ω∞Ϙ(푥) together with a null-homotopy 휂 of 푓 ∗푞 ∈ Ω∞Ϙ(푤). Such a Ϙmet-form (푞, 휂) is Poincaré if and only
if the associated self dual map encoded by the horizontal maps of the square
(47)
푤 f ib[D푥→ D푤]
푥 D푥
휂♯
푞♯
is an equivalence. Here 푞♯ is the self dual map determined by 푞 and we denoted by 휂♯ the map corresponding
to the null-homotopy of the composed map 푤 → 푥 → D푥 → D푤 determined by the image of 휂 in
Ω∞B(푤,푤) = Map(푤,D푤). We then see that (47) constitutes an equivalence between the vertical arrows
if and only if 푞♯ ∶ 푥 → D푥 is an equivalence and the resulting sequence푤→ 푥 ≃ D푥 → D푤 is exact, that is,
if (푓 ∶ 푤 → 푥, 휂) is a Lagrangian. We may thus conclude that Poincaré objects inMet(C, Ϙ) correspond to
metabolic objects in (C, Ϙ), or, more precisely, to Poincaré objects inC equippedwith a specifiedLagrangian.
2.3.6. Definition. For a Poincaré∞-category (C, Ϙ) we will denote by
Pn휕(C, Ϙ) ∶= Pn(Met(C, Ϙ))
the space of Poincaré objects in Met(C, Ϙ), which we consider as above as the space of Poincaré objects
equipped with a specified Lagrangian.
2.3.7. Lemma. The maps
(48) (C, Ϙ[−1])
푖
←←→Met(C, Ϙ)
met
←←←←←←←→ (C, Ϙ)
given respectively by 푖(푥) = [푥 → 0] and met([푤→ 푥]) = 푥 extend to morphisms in Catp∞.
Proof. For the first we observe that the map 푖 is fully faithful, that 푖∗Ϙmet ≃ ΩϘ and that the image of 푖 is
closed under the duality in Met(C, Ϙ), so the result follows from Observation 1.2.19. For the second map
we take the hermitian structure associated to the canoical map
Ϙmet([푤→ 푥)) = f ib[Ϙ(푥)→ Ϙ(푤)]→ Ϙ(푥).
By the explicit description of the duality above we see that the resulting hermitian functor is Poincaré. 
Unwinding the definitions we see that the map
(49) Pn휕(C, Ϙ)→ Pn(C, Ϙ)
induced by the right hand Poincaré functor in (48) corresponds to the forgetful map which takes a Poincaré
object equipped with a Lagrangian and forgets the Lagrangian. In particular, a Poincaré object in (C, Ϙ) is
metabolic if and only if it is in the image of (49)
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As observed earlier, every hyperbolic form is metabolic, but not every metabolic object is equivalent to
the associated hyperbolic form on its Lagrangian. This relation betweenmetabolic and hyperbolic objects is
best expressed by relating the Poincaré∞-categoriesMet(C, Ϙ) and Hyp(C) via suitable Poincaré functors.
2.3.8. Construction. Let (C, Ϙ) be a Poincaré∞-category. We define Poincaré functors
Hyp(C) Met(C, Ϙ) Met(C, Ϙ) Hyp(C)
(푥, 푦) (푥→ 푥 ⊕ D푦) (푤→ 푥) (푤,Dcof[푤→ 푥])
can lag
and
Hyp(C) Met(C, Ϙ) Met(C, Ϙ) Hyp(C)
(푥, 푦) (D푦→ 푥 ⊕ D푦) (푤→ 푥) (cof[푤 → 푥],D푤)
dcan dlag
via the indicated formulas on the level on the underlying exact functors, and with hermitian structures as
follows. For the two functors on the left hand side the hermitian structure is obtained via the identification
homC(푥, 푦) ≃ BϘ(푥,D푦) ≃ f ib[Ϙ(푥 ⊕ D푦) → Ϙ(푥)⊕ Ϙ(D푦)],
whose target visibly projects to both f ib[Ϙ(푥⊕D푦)→ Ϙ(푥)] and f ib[Ϙ(푥⊕D푦)→ Ϙ(D푦)]. For the functors
on the right hand side the hermitian structure is given by the natural transformation
f ib[Ϙ(푥)→ Ϙ(푤)]→ f ib[BϘ(푥,푤)→ BϘ(푤,푤)] ≃ BϘ(cof[푤→ 푥], 푤)
where we recognize the target as naturally equivalent to both lag∗ Bhyp and dlag
∗Bhyp. The preservation of
the duality by these hermitian functors is visible by the explicit descriptions of Dmet and Dhyp above. We
also note that the composites
Hyp(C)
can
←←←←←←←→Met(C, Ϙ)
lag
←←←←←←→ Hyp(C)
and
Hyp(C)
dcan
←←←←←←←←←→Met(C, Ϙ)
dlag
←←←←←←←←→ Hyp(C)
are naturally equivalent to the identity, and so exhibit Hyp(C) as a retract ofMet(C, Ϙ) in Catp∞.
2.3.9. Remark. The Poincaré functors lag, dlag∶ Met(C) → Hyp(C) are closely related: they differ by
post-composition with the Poincaré involution Hyp(C)
≃
←←←←→ Hyp(C) of Construction 2.2.7. Similarly, the
Poincaré functors can, dcan∶ Hyp(C) → Met(C) differ by pre-composition with this involution. It then
follows from Corollary 2.2.10 that the composite
Met(C, Ϙ)→ Hyp(C)
hyp
←←←←←←←→ (C, Ϙ)
is independent of whether the first functor is lag or dlag. The action of this composed functor on Pn(−)
sends a Poincaré object (푥, 푞) equipped with a Lagrangian 푤 → 푥 to the associated hyperbolic object
hyp(푤) ≃ hyp(D푤). The difference between a metabolic Poincaré object and its hyperbolic counterpart
plays a key role in the definition of the Grothendieck-Witt group, see §2.4 below. On the other hand, we
also observe that the composite Poincaré functor
Hyp(C)→ Met(C, Ϙ)
met
←←←←←←←→ (C, Ϙ)
coincides with the functor hyp of (42), independently of whether the first functor is can or dcan. On the
level of Poincaré objects we may interpret this as the observation that a hyperbolic Poincaré object hyp(푤)
can be considered as a metabolic object in two canonical ways: one via the Lagrangian푤→ 푤⊕ D푤 and
one via the LagrangianD푤 → 푤⊕ D푤.
A fundamental invariant of Poincaré∞-categories is their L-groups. To define them, we first observe
that the set 휋0Pn(C, Ϙ) of equivalence classes of Poincaré objects carries a natural commutative monoid
structure, with sum given by
[푥, 푞] + [푥′, 푞′] = [푥 ⊕ 푥′, 푞 ⟂ 푞′]
for [푥, 푞], [푥′, 푞′] ∈ 휋0Pn(C, Ϙ), where
푞 ⟂ 푞′ ∈ Ω∞Ϙ(푥 ⊕ 푥′) ≃ Ω∞Ϙ(푥) × Ω∞Ϙ(푥′) × Ω∞BϘ(푥, 푥
′)
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corresponds to the tuple (푞, 푞′, 0). Though this commutative monoid is generally not a group, every element
is invertible up to the class of metabolic objects. More precisely, we have the following:
2.3.10.Lemma. Let (C, Ϙ)be Poincaré∞-category. Then the cokernel of themap휋0Pn
휕(C, Ϙ)→ 휋0Pn(C, Ϙ)
in the category of commutative monoids is a group. Explicitly, the inverse to [푥, 푞] is given by [푥,−푞].
Proof. This follows from the fact that (푥⊕ 푥, 푞 ⟂ −푞) is metabolic with Lagrangian given by the diagonal
inclusion 푥 → 푥 ⊕ 푥 with the canonical null-homotopy 푞 + (−푞) ∼ 0. 
2.3.11. Definition. Let (C, Ϙ) be a Poincaré∞-category. For 푛 ∈ ℤ we define the 푛’th L-group of (C, Ϙ) by
L푛(C, Ϙ) ∶= coker[휋0Pn
휕(C, Ϙ[−푛]) → 휋0Pn(C, Ϙ
[−푛])]
which is an abelian group by Lemma 2.3.10.
The terminology of L-groups goes back to Wall [Wal99], who defined the quadratic L-groups of a (not
necessarily commutative) ring with anti-involution. In the case of fields the zero’th quadratic L-group was
first defined byWitt [Wit37] and was later became to be known as theWitt group, playing an important role
in arithmetic geometry through its relation to Milnor’s K-theory and Galois cohomology as formulated in
Milnor’s conjecture, proven by Veovodsky in a celebrated application of motivic homotopy theory. Higher
Witt groups were later defined by Balmer [Bal05] in the setting of triangulated categories. These were
known to coincide with Ranicki-Wall L-groups when 2 is invertible, see [Bal05, §1.3]. For the precise
relation between classical L-groups and the ones defined above in the setting of Poincaré∞-categories, see
Remark 4.2.9 below.
2.3.12.Remark. The collection of L-groups are in fact the homotopy groups of a spectrum valued invariant
L(C, Ϙ), known as the L-theory spectrum. A definition in the setting of Poincaré∞-categories was given
in [Lur11], but was defined much earlier in the setting of rings with anti-involution by Ranicki [Ran92],
and plays a key role in surgery theory. We will give a precise definition of this invariant in Paper [II], prove
its main properties and characterize it by a universal property. The interaction with the closely related
Grothendieck-Witt spectrum is one of the principal themes of the present series of papers.
2.3.13. Remark. It follows from Lemma 2.3.10 that if (푓, 휂)∶ (C, Ϙ) → (C′, Ϙ′) is a Poincaré functor then
the two induced abelian group homomorphisms
(푓, 휂)∗, (푓,−휂)∗∶ L푛(C, Ϙ)→ L푛(C
′, Ϙ′)
differ by a sign, where −휂 is an additive inverse to 휂 in the E∞-group of natural transformations Ϙ → 푓
∗
Ϙ
′
(well-defined up to homotopy).
2.3.14.Remark.Wenote that the Poincaré functor (푖, 휂)∶ (C, Ϙ[−1]) → Met(C, Ϙ) constructed in Lemma2.3.7
is fully-faithful and the natural transformation 휂 ∶ Ϙ ⇒ 푖∗Ϙmet is an equivalence. It then follows that the
induced map 휋0Pn(C, Ϙ
[−1]) → 휋0Pn(Met(C, Ϙ)) = 휋0Pn
휕(C, Ϙ) is injective. Since the essential image of 푖
coincides with the full subcategory spanned by those objects whose image undermet ∶ Met(C, Ϙ)→ (C, Ϙ)
is zero it follows that the sequence of monoids
0 → 휋0Pn(C, Ϙ
[−1]) → 휋0Pn
휕(C, Ϙ)→ 휋0Pn(C, Ϙ)
is exact. We may consequently identify L푛(C, Ϙ) with the “middle homology” of the sequence of monoids
휋0Pn
휕(C, Ϙ[−푛])→ 휋0Pn
휕(C, Ϙ[−푛+1]) → 휋0Pn
휕(C, Ϙ[−푛+2]).
Given now a Poincaré∞-category (C, Ϙ), the map Pn(C, Ϙ[−1]) → Pn휕(C, Ϙ) induced by the the Poincaré
functor of Lemma 2.3.7, sends a (−1)-shifted Poincaré object (푥, 푞) to the metabolic Poincaré object 0
equippedwith 푥 as its Lagrangian. In particular, we observe that the data of a Lagrangians of 0 is equivalent
to that of a Poincaré object with respect to the shifted Poincaré structure Ϙ[−1]. This idea fits in the more
general paradigmof the algebraic Thom isomorphism developed by Ranicki [Ran80, Proposition 3.4], under
which Poincaré objects in (C, Ϙ) equipped with a Lagrangian can equivalently be encoded via a hermitian
object with respect to Ϙ[−1]. To construct this equivalence, it will be useful to introduce the following
construction:
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2.3.15. Definition. Let (C, Ϙ) be a Poincaré ∞-category. We will denote by Ar(C, Ϙ) the hermitian ∞-
category whose underlying stable∞-category is the arrow categoryAr(C) and whose quadratic functor Ϙar
sits in a pullback diagram
(50)
Ϙar([푓 ∶ 푧→ 푤]) Ϙ(푧)
BϘ(푧,푤) BϘ(푧, 푧)
푓∗
where the vertical map is the canonical one from a quadratic functor to its diagonally restricted bilinear part
while the bottom horizontal map is the natural transformation whose component at 푓 is given by restriction
along 푓 .
2.3.16. Remark. For [푧→ 푤] ∈ Ar(C), the commutative square
Ϙ(푤) Ϙ(푧)
BϘ(푧,푤) BϘ(푧, 푧)
푓∗
determines a naturalmap Ϙ(푤)→ Ϙar(푧→ 푤). FromCorollary 1.1.21we then get that for an exact sequence
푧→ 푤 → 푥 the associated sequence
Ϙ(푥)→ Ϙ(푤)→ Ϙar(푧→ 푤)
is exact.
Unwinding the definitions we see that the underlying symmetric bilinear functor of Ϙar sits in a fibre
square
Bar([푧→ 푤], [푧
′
→ 푤′]) BϘ(푤, 푧
′)
BϘ(푧,푤
′) BϘ(푧, 푧
′)
from which we we see that when BϘ is perfect with duality D then Bar is perfect with duality
Dar([푓 ∶ 푧 → 푤]) = [D푓 ∶ D푤 → D푧].
In this case, identifying BϘ(푧,푤) ≃ homC(푤,D푧), we see that a hermitian form on an arrow [푓 ∶ 푧 →
푤] ∈ Ar(C) consists of a triple (푞, 푔, 휂) where 푞 is hermitian form on 푧 with respect to Ϙ, 푔 ∶ 푤 → D푧 is
a map in C, and 휂 is a homotopy 푞♯ ∼ 푔◦푓 between the resulting two maps from 푧 to D푧. The self-dual
map [푧→ 푤] → [D푤→ D푧] associated to such a triple can then be expressed as the map between the two
vertical arrows in the square
푧 D푤
푤 D푧
D푔
푓
푞♯
D푓
푔
In particular, a triple (푞, 푔, 휂) constitutes a Poincaré form if and only if 푔 is an equivalence. We now note
that the map Ϙar([푧→ 푤]) → Ϙ(푧) appearing in the defining square (50) promotes the domain projection
Ar(C) → C [푧→ 푤] ↦ 푧
to a hermitian functor and hence determines a map
(51) He(Ar(C, Ϙ))→ He(C, Ϙ)
given on the level of tuples as above by (푧→ 푤, 푞, 푔, 휂) ↦ (푧, 푞). We then have the following:
2.3.17. Proposition. The map (51) restricts to an equivalence
Pn(Ar(C, Ϙ))→ Fm(C, Ϙ) (푧→ 푤, 푞, 푔, 휂) ↦ (푧, 푞).
An explicit inverse is given by the association (푧, 푞) ↦ (푞♯∶ 푧→ D푧, 푞, id, id).
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Concisely stated, Proposition 2.3.17 says that for a Poincaré ∞-category (C, Ϙ), hermitian objects in C
can be described via Poincaré objects in its arrow category. Though a direct proof is perfectly possible at
the moment, we will postpone it to §7.3, where we will prove it this statement in a more general context in
Proposition 7.3.5. Meanwhile, let us connect the present conclusions to the above discussion of metabolic
objects.
2.3.18.Notation. For a stable∞-category C we will denote by Seq(C) ⊆ Fun(Δ1 ×Δ1,C) the full subcate-
gory spanned by the exact squares of the form
(52)
푧 푤
0 푥
In other words, Seq(C) is the∞-category of exact sequences [푧 → 푤 → 푥] in C, where we will often omit
the null-homotopy encoded by the commutative square (52) to simplify notation.
We have two projections
(53)
Ar(C) Seq(C) Ar(C)
[푧→ 푤] [푧→ 푤→ 푥] [푤→ 푥]
2.3.19. Lemma. The projections (53) are both equivalences. In addition, the restrictions of Ϙar and Ϙ
[1]
met to
Seq(C) via the left and right projection respectively, are naturally equivalent.
Proof. The first claim follows from the fact that exact squares as in (52) are both left Kan extended from their
restriction to Λ2
0
⊆ Δ1 × Δ1 and right Kan extended from their restriction to Λ2
2
⊆ Δ1 × Δ1. The natural
homotopy between Ϙar|Seq(C) and Ϙ[1]met|Seq(C) is then encoded by the 4-fold exact sequence of quadratic
functors on Seq(C) given by
Ϙmet([푤→ 푥])→ Ϙ(푥)→ Ϙ(푤)→ Ϙar(푧→ 푤),
where the last exact sequence is by Remark 2.3.16. 
Lemma 2.3.19 identifies the Poincaré∞-categoryMet(C, Ϙ) with the Poincaré∞-category Ar(C, Ϙ) up
to a shift of the Poincaré structure. We note however that (Ar(C), Ϙ[1]ar ) ≃ Ar(C, Ϙ
[1]), that is, the formation
of arrow Poincaré∞-categories commutes with shifting the Poincaré structure. Using Lemma 2.3.19 and
Proposition 2.3.17 we then obtain a sequence of equivalences
Pn(Met(C, Ϙ)) ≃ Pn(Ar(C, Ϙ[−1])) ≃ Fm(C, Ϙ[−1]).
Unwinding the definitions, this composed map sends a tuple (푤 → 푥, 푞, 휂), consisting of a Poincaré object
(푥, 푞) equipped with a Lagrangian (푤 → 푥, 휂), to the object 푧 ∶= f ib(푤 → 푥), equipped with the shifted
hermitian structure encoded by the pair of null-homotopies of 푞|푧 (one restricted from 휂 and one induced
by the null-homotopy of the composed map 푧→ 푤→ 푥).
2.3.20.Corollary (The algebraic Thom isomorphism). The association [푤→ 푥]↦ f ib(푤→ 푥) underlines
a natural equivalence of spaces
Pn(Met(C, Ϙ)) ≃ Fm(C, Ϙ[−1])
between Poincaré objects in C equipped with a Lagrangian and (−1)-shifted hermitian objects in C.
2.3.21. Remark. Combining Remark 2.3.14 with the algebraic Thom isomorphism of Corollary 2.3.20 we
may identify the L-groups of (C, Ϙ) with the homology monoids of the chain complex of monoids of the
form
...→ 휋0Fm(C, Ϙ
[−푛−1]) → 휋0Fm(C, Ϙ
[−푛]) → 휋0Fm(C, Ϙ
[−푛+1]) → ...
where the map 휋0Fm(C, Ϙ
[−푖]) → 휋0Fm(C, Ϙ
[−푖+1]) sends an (−푖)-fold hermitian object (푥, 푞) to its Ranicki
boundary cof[푥 → Ω푖DϘ(푥)], endowed with its associated (−푖 + 1)-fold Poincaré form.
We finish this section by framing the observation that the hyperbolic and arrow constructions naturally
commute with each other
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2.3.22. Lemma. For a stable∞-category C, the natural equivalence
(54) Ar(C × Cop) ≃ Ar(C) × Ar(Cop) ≃ Ar(C) × Ar(C)op
in which the second equivalence sends (푓 ∶ 푧 → 푤, 푓 ′ ∶ 푧′ → 푤′) to (푓 ∶ 푧 → 푤,푤′ ← 푧′ ∶ 푓 ′), extends
to an equivalence of Poincaré∞-categories
Ar(Hyp(C)) ≃ Hyp(Ar(C)).
Proof. Transporting the Poincaré structure of Ar(Hyp(C)) along the equivalence (54) yields the quadratic
functor
(푓 ∶ 푧 → 푤, 푓 ′ ∶ 푧′ → 푤′)↦ Ϙhyp(푧,푤
′) ×Bhyp((푧,푤′),(푧,푤′)) Bhyp((푧,푤
′), (푤, 푧′)) ≃
homC(푧,푤
′) ×homC(푧,푤′)×homC(푧,푤′) [homC(푧, 푧
′) × homC(푤,푤
′)] ≃ homC(푧, 푧
′) ×homC(푧,푤′) homC(푤,푤
′)
≃ homAr(C)(푓, 푓
′).
We thus finish the proof by recognizing the last term as the quadratic functor of Hyp(Ar(C)). 
Combining Lemma 2.3.22 with Lemma 2.3.19 and Remark 2.2.4 we immediately conclude
2.3.23. Corollary. For a stable∞-category C there is a natural equivalence of Poincaré∞-categories
Met(Hyp(C)) ≃ Hyp(Ar(C)),
which, on the underlying stable∞-categories, is given by the equivalence
Ar(C × Cop) ≃ Ar(C) × Ar(Cop) ≃ Ar(C) × Ar(C)op,
where the second equivalence is the product of the identity ofAr(C) and the equivalenceAr(Cop) ≃ Ar(C)op
which sends an arrow 푥 ← 푤∶ 푔 in Cop to the canonical arrow f ib(푔) → 푤. In particular, the Poincaré
functor met ∶ Met Hyp(C) → Hyp(C) from Lemma 2.3.7 (applied to Hyp(C)) admits a section in Catp∞.
2.4. The Grothendieck-Witt group. In this section we define the Grothendieck-Witt group of a Poincaré
∞-category. In the setting of ordinary rings, the Grothendieck-Witt group was classically defined as the
group completion of the monoid of isomorphism classes of pairs (푃 , 푞) where 푃 is finite dimensional
projective module and 푞 is a non-degenerate hermitian form of some flavour (symmetric, quadratic, anti-
symmetric, etc.). It was later extended to more general contexts such as vectors bundles over algebraic
varieties [Kne77] and forms in abstract additive categories with duality [QSS79]. In doing so it was re-
alized that the simple definition via group completion needs to be slightly modified to take into account
information coming from non-split short exact sequences. In particular, one had to quotient out the group
completion by the relation [푥, 푞] ∼ [hyp(푤)] identifying the class of a metabolic object with Lagrangian
푤 with that of the associated hyperbolic object. In fact, the latter relation already implies the group prop-
erty for the resulting quotient (as we will see below in our context), and hence can be done on the level of
monoidswithout explicitly group completing. On the other hand, in the case ofmodules over rings (or, more
generally, in contexts in which all short exact sequences split) the relation [푥, 푞] ∼ [hyp(푤)] automatically
holds in the group completion since every metabolic object is stably hyperbolic.
In the present section we will give a definition of the Grothendieck-Witt group in the context of Poincaré
∞-categories, and extract some of its basic properties. Using thework of the fourth and ninth authors [HS20],
this definition can be compared with the classical one in the case of modules over rings using suitable
Poincaré structures onDp(푅), see Remark 4.2.17 below for the precise statement.
For the following definition, recall the map hyp∶ 휄C → Pn(C, Ϙ) induced on Poincaré objects by the
Poincaré functor hyp∶ Hyp(C) → (C, Ϙ) under the equivalence Pn(Hyp(C)) ≃ 휄C of Proposition 2.2.5.
Explicitly, this map sends an object 푥 ∈ C to the Poincaré object hyp(푥) = 푥 ⊕ D푥 equipped with its
canonical Poincaré form, see §2.2.
2.4.1. Definition. Let (C, Ϙ) be a Poincaré ∞-category. We define GW0(C, Ϙ) to be the quotient in the
category of commutative monoids of 휋0Pn(C, Ϙ) (with its commutative monoid structure given by direct
sums) by the relations
(55) [푥, 푞] ∼ [hyp(푤)]
for every Poincaré object (푥, 푞) with Lagrangian푤→ 푥.
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2.4.2. Remark. By definition we may identify GW0(C, Ϙ) with the coequilizer of the pair of maps
휋0PnMet(C, Ϙ)⇉ 휋0Pn(C, Ϙ),
where the first map is induced by the Poincaré functormet ∶ Met(C, Ϙ)→ (C, Ϙ) and the second is induced
by the composed Poincaré functorMet(C, Ϙ)
lag
←←←←←←→ Hyp(C)
hyp
←←←←←←←→ C discussed in Remark 2.3.9.
We quickly summarize a few properties which follows directly from the definition of GW0.
2.4.3. Lemma.
i) For every exact sequence 푧′ → 푧→ 푧′′ in C the relation
[hyp(푧)] ∼ [hyp(푧′)] + [hyp(푧′′)]
holds in GW0(C, Ϙ).
ii) For every Poincaré object [푥, 푞] ∈ Pn(C, Ϙ) the relation
[푥, 푞] + [푥,−푞] + [hyp(Ω푥)] ∼ [hyp(푥)] + [hyp(Ω푥)] ∼ 0
holds in GW0(C, Ϙ).
Proof. For i) note that if 푧′ → 푧 → 푧′′ is an exact sequence in C then 푤 ∶= 푧′ ⊕ DϘ푧
′′ is naturally a
Lagrangian in hyp(푧), and hyp(푤) ≃ hyp(푧′)⊕ hyp(푧′′).
To prove ii), the first identification is given by (55) applied to the metabolic object (푥
Δ
←←←←→ 푥⊕푥, 푞⊕−푞)
and the second relation is given by i) applied to the exact sequenceΩ푥 → 0→ 푥. 
2.4.4.Corollary. The commutativemonoidGW0(C, Ϙ) is always a group. Wewill refer to it as theGrothendieck-
Witt group of (C, Ϙ).
2.4.5. Example. For a stable∞-category C, the isomorphism
(56) 휋0Pn(Hyp(C)) ≅ 휋0휄(C)
induced on components of the equivalence of Proposition 2.2.5, descends to a group isomorphism
GW0(Hyp(C)) ≅ K0(C).
Indeed, the isomorphism (56) relates the class of 푧 ∈ C to the Poincaré class of (푧, 푧) ∈ C × Cop equipped
with its canonical Poincaré form id푧 ∈ homC(푧, 푧) = Ϙhyp(푧, 푧). An isotropic object in ((푧, 푧), id푧) is then
given by a pair of maps 푧′ → 푧, 푧 → 푧′′ in C, such that the composite 푧′ → 푧 → 푧′′, which corresponds to
the pullback of the Poincaré form id푧 to Ϙhyp(푧
′, 푧′′) = homC(푧
′, 푧′′), vanishes. Such an isotropic object is a
Lagrangian precisely when the resulting sequences 푧′ → 푧 → 푧′′ is exact. Moreover the hyperbolic object
on (푧′, 푧′′) is given by the object (푧′⊕푧′′, 푧′⊕푧′′) ∈ C×Cop. It then follows that under the isomorphism (56),
the defining relations of the Grothendieck-Witt group can be written as [푧] = [푧′] + [푧′′] for every exact
sequence 푧′ → 푧→ 푧′′, which are exactly the relations defining the quotient 휋0휄(C) ↠ K0(C).
Recall from Definition 2.3.11 that zero’th L-group L0(C, Ϙ) is defined as the cokernel of the monoid
homomorphism 휋0Pn
휕(C, Ϙ) → 휋0Pn(C, Ϙ). In particular, the quotient map 휋0Pn(C, Ϙ) → L0(C, Ϙ) sends
the class of any metabolic object (and in particular any hyperbolic object) to zero, and hence factors through
a group homomorphism
GW0(C, Ϙ)→ L0(C, Ϙ),
which is necessarily surjective, as we can identify L0(C, Ϙ) with the quotient group of GW0(C, Ϙ) by the
subgroup spanned by the classes of metabolic objects. To obtain more information about this kernel, we
note that the map
휋0Pn
휕(C, Ϙ)→ 휋0(휄C) [푤→ 푥]↦ 푤
induced by the Poincaré functor lag∶ Met(C, Ϙ)→ Hyp(C) of Construction 2.3.8, is surjective: any object
푧 ∈ C is a Lagrangian in the Poincaré object hyp(푧). In addition, the canonical map
휋0(휄C)→ K0(C)
to the zero’th algebraicK-theory group of C is surjective as well: wemay identifyK0(C)with the quotient of
휋0(휄C) in the category of commutative monoids by the relations [푧] ∼ [푧
′] + [푧′′] for every exact sequence
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푧′ → 푧 → 푧′′. By Lemma 2.4.3i) the homomorphism hyp∶ 휋0(휄C) → 휋0Pn(C, Ϙ) then descends to a
homomorphism of abelian groups
(57) [hyp]∶ K0(C)→ GW0(C, Ϙ),
which by Example 2.4.5 we may also identify with the map induced on GW0 by the Poincaré functor
hyp∶ Hyp(C) → C. Comparing the relevant universal properties we then see that GW0(C, Ϙ) sits in a
pushout square of commutative monoids of the form
(58)
휋0Pn
휕(C, Ϙ) 휋0Pn(C, Ϙ)
K0(C) GW0(C, Ϙ)
[met]
[lag]
[hyp]
where [lag] denotes the composed map 휋0Pn
휕(C, Ϙ) → 휋0(휄C) → K0(C). It then follows that L0(C, Ϙ) can
equivalently by obtained as the cokernel of the map of abelian groups [hyp]∶ K0(C) → GW0(C, Ϙ). On the
other hand, by Corollary 2.2.10 the map [hyp] is C2-equivariant with respect to the induced C2-action on
K0 and the trivial C2-action on GW0(C, Ϙ). We then obtain an induced exact sequence of abelian groups
(59) K0(C)C2 → GW0(C, Ϙ)→ L0(C, Ϙ)→ 0.
In Paper [II] we will show that this sequence comes from an exact sequence of spectra
K(C)hC2 → GW(C, Ϙ)→ L(C, Ϙ),
the Tate exact sequence, encoding the fundamental relationship between these three invariants. In par-
ticular, this allows one to extend (59) to a long exact sequence involving the higher L-groups and higher
Grothendieck-Witt groups, yielding a powerful tool for computing the latter. In Paper [III] we will exploit
these ideas for computing the higher Grothendieck-Witt groups of the integers.
3. POINCARÉ STRUCTURES ON MODULES CATEGORIES
In this section we will discuss hermitian and Poincaré structures on∞-categories of modules over ring
spectra. In particular, we fix a base E∞-ring spectrum 푘 and consider an E1-algebra 퐴 in the symmetric
monoidal∞-categoryMod푘 of 푘-module spectra. We will denote AlgE1 ∶= AlgE1(Mod푘) the∞-category
of E1-algebra objects in Mod푘, which we will simply refer to as E1-algebras. Given an E1-algebra 퐴 ∈
AlgE1 , we will denote by Mod퐴 the∞-category of left 퐴-module objects in Mod푘, which we will refer to
as퐴-modules. Our goal is to describe and study hermitian and Poincaré structures on the full subcategories
Modf퐴 ⊆ Mod
휔
퐴 ⊆ Mod퐴 of finitely presented and compact, respectively, 퐴-modules in Mod푘, as these
constitute a large majority of the examples which arise in practice (see also §4 for more specific examples).
We will begin in §3.1 by introducing the notion of a module with involution, and show how it can be
used to model bilinear functors on module∞-categories. We will then refine this notion §3.2 to a module
with genuine involution, that which will allow us to encode not only bilinear functors but also hermitian
and Poincaré structures. Then, in §3.3 we will discuss the basic operations of restriction and induction of
modules with genuine involution along maps of ring spectra.
We point out that the ∞-categoriesMod휔퐴 and Mod
f
퐴 are independent of 푘, and the reader who wishes
to avoid this additional layer of structure is invited to take 푘 = 핊. On the other hand, the reader who prefers
to reason in terms of chain-complexes instead of spectra is invited to set 푘 = ℤ. The latter case (and more
generally, that of a complex-oriented 푘) also leads to better periodicity properties, which we will discuss
§3.4.
3.1. Ring spectra and involutions. In this section we will define the notion of a module with involution
over an E1-algebra 퐴 and show how it can be used to construct bilinear functors onMod
f
퐴 andMod
휔
퐴. We
will identify the moduleswith involutionwhich lead to perfect bilinear functors as thosewhich are invertible
in a suitable sense. An important class of invertible modules with involution arise from E1-algebras with
anti-involutions, a case for which we will present a convenient recognition criterion, see Proposition 3.1.11
below.
To begin, we note that since⊗푘 is a symmetric monoidal structure onMod푘 the monoidal product
⊗푘 ∶ Mod푘 ×Mod푘 → Mod푘
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itself refines to amonoidal functor. Thismonoidal functor then sends the algebraobject (퐴,퐴) inMod푘 ×Mod푘
to the algebra object 퐴⊗푘 퐴 inMod푘, and thus refines to a functor
(60) Mod퐴 ×Mod퐴 → Mod퐴⊗푘퐴 (푋, 푌 ) ↦ 푋 ⊗푘 푌 .
In addition, since ⊗푘 is a symmetric monoidal structure the functor⊗푘 ∶ Mod퐴 ×Mod퐴 → Mod퐴 is C2-
equivariant with respect the flip action on the domain and trivial action on the target, and consequently (60)
inherits a C2-equivariant structure with respect to the flip action on the domain and the C2-action on the
target induced by the flip action on 퐴⊗푘 퐴. Given an (퐴⊗푘 퐴)-module푀 , let us denote by
B푀 ∶ Mod
휔
퐴 ×Mod
휔
퐴 → S푝 (푋, 푌 ) ↦ hom퐴⊗푘퐴(푋 ⊗푘 푌 ,푀)
the resulting bilinear form. The association푀 ↦ B푀 then assembles to form a functor
(61) B(−) ∶ Mod퐴⊗푘퐴 → Fun
b(Mod휔퐴)
which by the above inherits a C2-equivariant structure with respect to the flip-induced C2-actions on both
sides.
3.1.1. Definition. Let 퐴 be an E1-algebra. By a module with involution over 퐴 we will mean an object푀
of the∞-category (Mod퐴⊗푘퐴)
hC2 , where as above C2 acts onMod퐴⊗푘퐴 via its flip action on 퐴⊗푘 퐴.
Concretely, a module with involution over퐴 consists of a spectrum푀 with aC2-action and an (퐴⊗푘퐴)-
module structure, such that the involution is linear over the ring map 퐴 ⊗푘 퐴 → 퐴 ⊗푘 퐴 which switches
the two factors. Since (61) is C2-equivariant the bilinear functor
B푀 (푋, 푌 ) = hom퐴⊗푘퐴(푋 ⊗푘 푌 ,푀).
onMod휔퐴 associated to푀 consequently inherits the structure of a symmetric bilinear functor.
We may consider an (퐴⊗푘퐴)-module푀 as a 푘-module spectrum equipped with two commuting actions
of퐴. The first 퐴-action then promotes푀 to an object ofMod퐴, while the second action refines to an action
of 퐴 on푀 via 퐴-module maps. In particular, the second 퐴-action can be encoded via a map
(62) 퐴→ hom퐴(푀,푀).
If 푀 is a module with involution over 퐴 then the involution determines an equivalence between the two
different 퐴-module structures. In particular, in this case it does not matter which action is considered first
and which is considered second.
3.1.2. Definition.We will say that a module with involution푀 over 퐴 is invertible if it is compact as an
퐴-module (with respect to either the first or the second 퐴-action) and the map (62) is an equivalence.
3.1.3. Proposition. Let 퐴 be an E1-algebra and푀 a module with involution over 퐴. Then the symmetric
bilinear functor B푀 ∈ Fun
s(Mod휔퐴) is non-degenerate if and only if 푀 belongs to Mod
휔
퐴, where 푀 is
considered as an퐴-module via its first퐴-action. Similarly, the restriction ofB푀 toMod
f
퐴 is non-degenerate
if and only if푀 belongs toModf퐴. In both cases the associated duality is then given by
D푀 (푋) ∶= hom퐴(푋,푀),
where hom퐴(푋,푀) is considered as an 퐴-module via the residual second 퐴-action. In addition, in both
cases the B푀 is perfect if and only if푀 is in addition invertible.
3.1.4. Remark. It follows from Proposition 3.1.3 that푀 is invertible if and only if it is compact as an 퐴-
module and the functor푋 ↦ hom퐴(푋,푀) fromMod
휔
퐴 to itself is an equivalence. Now for any E1-algebra
퐴 the functor푋 ↦ hom퐴(푋,퐴) determines an equivalence
Mod휔퐴
≃
←←←←→ (Mod휔퐴op)
op.
In addition, for 푀 compact the natural map hom퐴(푋,퐴) ⊗퐴 푀 → hom퐴(푋,푀) is an equivalence. It
then follows that for a module with involution푀 which is compact as an 퐴-module the condition of being
invertible is equivalent to the condition that
(−)⊗퐴 푀 ∶ Mod
휔
퐴op → Mod
휔
퐴
is an equivalence of ∞-categories. Equivalently, such an 푀 is invertible if there exists an (퐴op × 퐴op)-
module푁 such that푁 ⊗퐴 푀 ≃ 퐴 as 퐴-bimodules and푀 ⊗퐴op 푁 ≃ 퐴
op as 퐴op-bimodules.
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Proof of Proposition 3.1.3. We begin with the first claim. For a fixed compact 퐴-module 푌 , the functor
푋 ↦ hom퐴⊗푘퐴(푋⊗푘푌 ,푀) fromMod
op
퐴
toMod퐴 is represented by the퐴-module hom퐴(푌 ,푀), where the
latter is considered as an 퐴-module via its second 퐴-action. In particular, if푀 is compact as an 퐴-module
then hom퐴(푌 ,푀) is compact and hence also represents the functor B푀 (−, 푌 ) onMod
휔
퐴, in which case B푀
is non-degeneratewith duality as stated. In the other direction, if B푀 is non-degeneratewith dualityD then
the canonically associated bilinear form 푌 ⊗푘 D(푌 ) → 푀 determines a map 휃 ∶ D(푌 ) → hom퐴(푌 ,푀),
which by construction induces an equivalence on mapping spaces from every compact 퐴-module푋. Since
compact 퐴-modules generate all 퐴-modules under colimits the map 휃 must be an equivalence, and so
hom퐴(푌 ,푀) is compact for every compact 푌 . SinceMod
휔
퐴 is generated under finite colimits and retracts
by 퐴 this condition is equivalent to hom퐴(퐴,푀) ≃푀 being compact.
The same argumentholds if we replace everywhere compact by finitely presented, since finitely presented
퐴-modules also generate all modules by colimits, andModf퐴 itself is generated under finite colimits by 퐴.
Now assume that푀 is compact so that B푀 is non-degenerate with duality D푀 as above. We wish to
show that the evaluation map
푋 → D푀D푀 (푋) = hom퐴(hom퐴(푋,푀),푀))
is an equivalence if and only if푀 is invertible. SinceMod휔퐴 is generated under finite colimits and retracts
by 퐴 it will suffice to check the component of the evaluation map at 푋 = 퐴, in which case it becomes the
map
퐴→ hom퐴(hom퐴(퐴,푀),푀)) = hom퐴(푀,푀)
which by definition is an equivalence if and only if푀 is invertible. The same argument works for the case
ofModf퐴. 
3.1.5. Definition. Let푀 be a module with involution over an E1-algebra 퐴. We will denote by
Ϙ
q
푀
, Ϙs푀 ∶ (Mod
휔
퐴)
op
→ S푝
the quadratic and symmetric hermitian structures associated to the symmetric bilinear formB푀 ∈ Fun
s(Mod휔퐴)
as in Example 1.1.17 and Definition 1.2.11. These are given explicitly by the formulas
Ϙ
q
푀
(푋) = hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)hC2 and Ϙ
s
푀 (푋) = hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)
hC2 .
We now consider some examples. An E1-algebra with anti-involution is an object of Alg
hC2
E1
, where the
action of C2 on the∞-category of E1-algebras is given by sending an algebra 퐴 to its opposite 퐴
op.
3.1.6. Example. Let 퐴 be an E1-algebra with anti-involution ∙̄ ∶ 퐴
op
→ 퐴. Then then 퐴 can be naturally
considered as an invertible module with involution over itself. Indeed, by using that the forgetful functor
AlgE1 → S푝 is equivariant with respect to the trivial action on the target, we obtain a functor Alg
hC2
E1
→
Fun(BC2, S푝), which allows us to view 퐴 as a spectrum with C2-action. In addition, by construction this
action switches between the canonical left and right actions of 퐴 on itself. More precisely, viewing 퐴 as an
(퐴⊗푘퐴
op)-module, this C2-action is linear over theC2-action on퐴⊗푘퐴
op which flips the two components
and applies the anti-involution ∙̄. Equivalently, the anti-involution determines an equivalence of E1-algebras
퐴 ⊗푘 퐴
op ≃ 퐴 ⊗푘 퐴 intertwining the above C2-action with the flip action on 퐴 ⊗푘 퐴, and we may hence
view 퐴 as an object of ModhC2
퐴⊗푘퐴
. Informally, the 퐴 ⊗푘 퐴-action on 퐴 is given by (푎 ⊗ 푏) ⋅ 푥 = 푎 ⋅ 푥 ⋅ 푏̄.
We may then recover the anti-involution ∙̄ as the induced map of E1-algebras퐴→ hom퐴(퐴,퐴) = 퐴
op. The
latter is therefore an equivalence, and so 퐴 is invertible.
3.1.7. Example. The restriction of the C2-action on AlgE1 to E∞-algebras is canonically trivialized, so that
we obtain a functor
Fun(BC2,AlgE∞ )→ Alg
hC2
E1
.
In particular, E∞-algebras with C2-actions give rise to an E1-algebra with involution. For example, any
E∞-algebra equipped with the trivial C2-action, determines an E1-algebra with involution. More generally,
when 퐴 is an E∞-algebra, any 퐴-module푀 with the trivial C2-action canonically defines a module with
involution over 퐴, with 퐴⊗푘 퐴 acting via the multiplication map 퐴⊗푘 퐴→ 퐴.
3.1.8. Example. An important source of E1-algebras with anti-involution arises from the group algebra
construction. We will study this example and its relation to visible L-theory in further detail in §4.3.
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3.1.9.Examples. Let푅 be an ordinary associative ring. Using the Eilenberg-MacLaneembeddingH∶ A푏↪
S푝 we may associate to 푅 an E1-ring spectrum H푅, and by [Lur17, Theorem 7.1.2.1] we have a natural
equivalence
Mod휔
H푅 ≃ D
p(푅)
between the∞-category of compact H푅-module spectra and the perfect derived∞-category of 푅, defined
as in Example 1.2.12. An anti-involution on H푅 is then the same as an anti-involution on 푅, that is, an
isomorphism (∙)∶ 푅
≅
←←←←→ 푅op such that 푟 = 푟 for 푟 ∈ 푅. We will study this case in further detail in §4.2.
Ordinary rings which carry anti-involutions are then fairly common, see Examples 4.2.3.
3.1.10. Example. As in Example 3.1.9, suppose that 푅 is an ordinary associative ring. Recall that a Wall
anti-structure [Wal70] on 푅 consists of an anti-automorphism (∙)∶ 푅 → 푅op and a unit 휖 ∈ 푅∗ such that
푟 = 휖−1푟휖 and 휖 = 휖−1. The most common type of these are the centralWall anti-structures, namely, those
in which 휖 is in the center and (−) is an anti-involution. Given a Wall anti-structure we can consider 푅 as
an (푅 ⊗ 푅)-module via the action (푎 ⊗ 푏)(푐) = 푎푏푐, and endow it with an involution given by 푥 ↦ 휖푥.
Applying the Eilenberg-MacLane functor this results in an invertible module with involution over the E1-
ring spectrumH푅, whose underlineH푅-module isH푅, but which is generally not the one associated to any
anti-involution on H푅.
The following lemma gives a recognition criterion for modules with involution over 퐴 which come
from anti-involutions of 퐴. Essentially, it reflects the idea that the datum of an anti-involution on 퐴 is
equivalent to that of a perfect duality D∶ Mod휔퐴 → (Mod
휔
퐴)
op together with a symmetric Poincaré form
푢 ∈ hom퐴(퐴,D(퐴))
hC2 on the 퐴-module 퐴:
3.1.11. Proposition. Let 퐴 be an E1-algebra and푀 a module with involution over 퐴. Then푀 comes from
an anti-involution on 퐴 as in Example (3.1.6) if and only if there exists a C2-equivariant map of spectra
푢∶ 핊 → 푀 (where C2-acts trivially on 핊) such that the induced 퐴-module map 퐴 → 푀 (using, say the
first 퐴-action on푀), is an equivalence. In this case, the anti-involution on 퐴 can be recovered via the map
퐴 → hom퐴(푀,푀) ≃ hom퐴(퐴,퐴) = 퐴
op associated to the second 퐴-action on푀 .
The proof of Proposition 3.1.11 will require some preparation. Given a stable∞-category C, the forma-
tion of mapping spectra allows one to considerC as an∞-category enriched in spectra, see [GH15, Example
7.4.14]. This enrichment is functorial in C, that is, it can be organized into a functor
(63) Catex∞ → CatS푝 C↦ CS푝
where the latter is the∞-categoryofS푝-enriched∞-categories, see [BGT13, Proposition4.10] (and [Hau15,
Theorem 1.1] for the comparison of the model categorical and∞-categorical approaches to spectrally en-
riched categories). The functor (63) is in fact fully-faithful and exhibits Catex∞ as an accessible localisation
of CatS푝 by the collection of triangulated equivalences, see [BGT13, Theorem 4.22].
3.1.12.Remark. Every spectrally enriched∞-category has an “underlying∞-category” obtained by apply-
ing the functorΩ∞ = Map(핊,−)∶ S푝 → S to all mapping spectra. In particular, the underlying∞-category
of the spectrally enriched category CS푝 is just C itself (or rather, its image in Cat∞). More formally, the
functor (63) constitutes a lift of the inclusion Catex∞ ↪ Cat∞ along the underlying ∞-category functor
CatS푝 → Cat∞.
Let Catex∞,∗ ∶= Cat
ex
∞ ×Cat∞ (Cat∞)Δ0∕ denote the∞-category of stable∞-categories C equipped with a
distinguished object 푥 ∈ C, and similarly, let CatS푝,∗ = CatS푝 ×Cat∞ (Cat∞)Δ0∕ denote the∞-category of
spectrally enriched categories equipped with a distinguished object. Then we may consider the composite
(64) Catex∞,∗ → CatS푝,∗ → AlgE1
where the first functor is induced from (63) and the second is the functor of [GH15, Theorem 6.3.2(iii)],
which can be described on objects as sending a pointed spectrally enriched category (D, 푥) to the en-
domorphism spectrum MapD(푥, 푥). As shown in loc. cit. this functor has a fully-faithful left adjoint
B∶ AlgE1 → CatS푝,∗ which sends a ring spectrum 퐴 to the pointed spectrally enriched category (B퐴, 푥)
containing a single object 푥whose endomorphism ring is퐴. The essential image ofB is then given by those
pointed spectrally enriched categories (D, 푥) for which 푥 is the only object up to equivalence.
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3.1.13. Proposition. Let (C, Ϙ) be a Poincaré∞-category and (푥, 푞) a Poincaré object in C. Then the image
homC(푥, 푥) ∈ AlgE1 of (C, 푥) under (64) inherits a canonical anti-involution, that it, it lifts to an object of
Alg
C2
E1
.
Proof. We first note that the spectral enrichment functor (63) commutes with taking opposites. Indeed,
since (63) is fully-faithful and its essential image, spanned by the pre-triangulated spectrally enriched cat-
egories, is closed under opposites, the op action on CatS푝,∗ induces a C2-action on Cat
ex
∞. This action then
coincides with the action induced by the inclusion of Catex∞ in Cat∞ by Remark 3.1.12 and the fact that the
underlying∞-category functor CatS푝,∗ → Cat∞ visibly commutes with opposites since it is induced by a
functor S푝 → S on the level of enriching∞-categories.
Now sinceΔ0 ≃ (Δ0)op via an essentially unique isomorphism the op action onCatex∞ induces aC2-action
on Catex∞,∗, which can be described on objects by the formula (C, 푥) ↦ (C
op, 푥). Similarly, the op action
on CatS푝 induces a C2-action on (Cat
ex
∞)S푝,∗. In addition, the endomorphism functor (Cat
ex
∞)S푝,∗ → AlgE1
in (64) is C2-equivariant with respect to the op actions on both sides, as can be seen by the fact that it
admits a fully-faithful right adjoint B∶ AlgE1 → CatS푝,∗ which is itself compatible with taking opposites
essentially by construction. Now consider the diagram
(C, 푥) Catex∞,∗ AlgE1 homC(푥, 푥)
C Catex∞
∈ ∋
∈
in which both arrows are C2-equivariant with respect to the op action. Now the perfect dualityDϘ promotes
C to a C2-fixed object of Cat
ex
∞ (see (27)). The fibre of Cat
ex
∞,∗ → Cat
ex
∞ over C can be identified with 휄C,
with its C2-action induced by DϘ. To finish the proof it will suffice to show that 푥 ∈ 휄C refines to a C2-fixed
point. Indeed, this now follows from Corollary 2.2.10. 
Proof of Proposition 3.1.11. The only if direction is clear, since any anti-involution on퐴 preserves the unit
map 푢∶ 핊 → 퐴. To prove the other direction, suppose that푀 is a modulewith involution over퐴 andwe are
given a C2-equivariant map 푢∶ 핊 →푀 with respect to the trivial C2-action on 핊, such that the induced퐴-
module map 퐴→푀 is an equivalence. Since 푢 is C2-invariant it follows that this condition holds for both
the first and second퐴-actions. On the other hand, it also holds for the 퐴op-action on 퐴 that the analogously
defined map is an equivalence. The corresponding statement also holds for the hom퐴(푀,푀)-action on푀 .
We hence obtain a commutative diagram
(65)
퐴 hom퐴(푀,푀) 퐴
op
푀 푀
≃ ≃
≃
≃
in which both vertical maps (induced by the base point 푢∶ 핊 → 푀) are equivalences, and the bottom
horizontal map is the involution on푀 . It then follows that the top horizontal map 퐴 → hom퐴(푀,푀) is
an equivalence as well. In particular,푀 is invertible and hence the induced bilinear functor on Mod휔퐴 is
perfect by Lemma 3.1.3, with associated duality 푋 ↦ hom퐴(푋,푀) on Mod
휔
퐴. The C2-equivariant map
푢∶ 핊 →푀 then determines a form
푞푢 ∈ Ϙ
s
푀 (퐴) = hom퐴(퐴⊗푘 퐴,푀)
hC2
which is Poincaré by the condition that the induced map 퐴 → 푀 = D(퐴) is an equivalence. We may
then identify the top horizontal equivalence in (65) as the underlying equivalence of the anti-involution on
hom퐴(퐴,퐴) = hom퐴(D(퐴),D(퐴))
op induced by the Poincaré form 푞푢 by Proposition 3.1.13. 
3.2. Modules with genuine involution. Our goal in this section is to refine the definition of a module with
involution studied in §3.1 above in order to obtain a notion capable of encoding not just bilinear but also
quadratic functors on Mod휔퐴 and Mod
f
퐴. To begin, recall that for a spectrum 푋 there is a canonical map
푋 → (푋 ⊗핊 푋)
tC2 , known as the Tate diagonal, which enjoys a variety of favorable formal properties,
48 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE
see [NS18]. If 푋 is now a 푘-module then we can consider the composed map
(66) 푋 → (푋 ⊗핊 푋)
tC2 → (푋 ⊗푘 푋)
tC2 ,
where the second map is induced by the lax monoidal structure of the forgetful functorMod푘 → S푝. For
푋 = 푘 the map (66) gives the composed map
Fr ∶ 푘→ (푘 ⊗핊 푘)
tC2 → 푘tC2
which is known as the Tate Frobenius map. For a 푘-module spectrum푋 wemay then consider the spectrum
(푋 ⊗푘 푋)
tC2 , which is naturally a 푘tC2-module, as a 푘-module spectrum, by restricting structure along the
Tate Frobenius. With this 푘-module structure the map (66) becomes 푘-linear, and we will henceforth refer
to it as the 푘-linear Tate diagonal.
3.2.1.Warning. Since 푘 is the unit ofMod푘 the flip C2-action on 푘 ⊗푘 푘 ≃ 푘 is trivial. However, the Tate
Frobenius 푘 → 푘tC2 is generally not equivalent to the composed map 푘 → 푘hC2 → 푘tC2 . In particular, if
we were to endow (푋⊗푘푋)
tC2 with the 푘-module structure restricted from its 푘tC2-module structure along
푘 → 푘hC2 → 푘tC2 (which would be the 푘-module structure we would obtain by applying to 푋 ⊗푘 푋 the
Tate construction internally inMod푘) then (66) would generally not be 푘-linear.
3.2.2. Definition. Let 퐴 be a E1-algebra. A module with genuine involution over 퐴 is a triple (푀,푁, 훼)
which consists of
- a module with involution푀 over 퐴 in the sense of Definition 3.1.1,
- an 퐴-module푁 , and
- an 퐴-linear map 푓 ∶ 푁 →푀 tC2 .
Here we view 푀 tC2 , which is canonically an (퐴 ⊗푘 퐴)
tC2-module, as an 퐴-module through the 푘-linear
Tate diagonal 퐴→ (퐴⊗푘 퐴)
tC2 .
3.2.3. Remark.When 푘 = 핊 the data of a module with genuine involution over 퐴 can equivalently be
described as a module over the Hill-Hopkins-Ravenel norm of 퐴: this is a genuine C2-spectrum whose
underlyingC2-spectrum is given by 퐴⊗푘퐴 with the flip C2-action, whose geometric fixed points are given
by 퐴, and whose reference map 퐴 → (퐴 ⊗푘 퐴)
tC2 is the Tate-diagonal considered in [NS18]. This is an
algebra object with respect to the symmetric monoidal structure on genuine C2-spectra, and the data of a
module over this algebra object consists exactly to an (퐴⊗푘 퐴)-module with C2-action (which is푀 in our
case) and a module over the geometric fixed points퐴 (which is푁 in our case), such that푁 is the geometric
fixed points of a C2-genuine refinement of푀 (this is the datum of the map 푓 ∶ 푁 →푀
tC2 in our case).
3.2.4. Lemma. For푀 ∈ ModhC2
퐴⊗푘퐴
and푋 ∈ Mod휔퐴 there is an equivalence
(67) hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)
tC2 ≃ hom퐴(푋,푀
tC2)
natural in푀 and푋.
Proof. Consider the functor 퐹 ∶ (Mod휔퐴)
op
→ S푝 given by 푋 ↦ hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)
tC2 . This functor
is exact, thus by Morita theory it is of the form hom퐴(푋,푁) for some 퐴-module 푁 . Setting 푋 = 퐴 we
find that푁 =푀 tC2 as a spectrum. Furthermore the right action of Ω∞퐴 on 퐴 translates under the functor
퐹 to the diagonal action of Ω∞퐴 on푀 tC2 , i.e. the action through the composite
Ω∞퐴
Δ
←←←←→ (Ω∞퐴 × Ω∞퐴)hC2
can
←←←←←←←→ Ω∞(퐴⊗퐴)tC2
underlying the Tate diagonal. Applying the same observation to shifts of 퐴 and using the exactness then
shows the claim. 
3.2.5.Construction. Let (푀,푁, 훼) be an퐴-modulewith genuine involution. We define a quadratic functor
Ϙ
훼
푀
on perfect 퐴-modules by the pullback
(68)
Ϙ
훼
푀
(푋) hom퐴(푋,푁)
Ϙ
s
푀
(푋) hom퐴(푋,푀
tC2)
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where the lower horizontal map is given by the composite
Ϙ
s
푀 (푋) = hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)
hC2 → hom퐴⊗푘퐴(푋 ⊗푘 푋,푀)
tC2 ≃ hom퐴(푋,푀
tC2),
where the last equivalence is via Lemma 3.2.4.
By construction the underlying bilinear part of Ϙ훼
푀
is B푀 , and hence the condition that Ϙ
훼
푀
is Poincaré
depends only on 푀 , via the criterion of Proposition 3.1.3. In addition, by Lemma 1.1.10 the norm map
Ϙ
q
푀
→ Ϙ
s
푀
factors canonically as
Ϙ
q
푀
⟶ Ϙ
훼
푀⟶ Ϙ
s
푀 .
If푀 tC2 = 0, for example if 퐴 is an 핊[ 1
2
]-algebra, then Ϙ훼(푋) ≃ Ϙs
푀
(푋)⊕ hom퐴(푋,푁).
3.2.6. Example. Let 푀 be a module with involution over an E1-algebra 퐴. The modules with genuine
involution (푀, 0, 0 → 푀 tC2 ) and (푀,푀 tC2 ,푀 tC2 = 푀 tC2 ) give rise respectively to the quadratic and
symmetric functors Ϙq
푀
and Ϙs
푀
of Definition 3.1.5.
3.2.7. Example. Let푀 be a module with involution over an E1-algebra퐴 and assume that 퐴 is connective
(so that the truncation of an 퐴-module admits a canonical 퐴-module structure). Then there is for every
푚 ∈ ℤ a module with genuine involution given by
(푀, 휏≥푚푀 tC2 , 휏≥푚푀 tC2 →푀 tC2 )
with the reference map being the 푚-connective cover. Applying Construction 3.2.5 these give rise to qua-
dratic functors Ϙ≥푚
푀
that sit between the quadratic and the symmetric one, i.e., there are maps
(69) Ϙq
푀
→ ⋯ → Ϙ≥1
푀
→ Ϙ
≥0
푀
→ Ϙ
≥−1
푀
→ ⋯ → Ϙs푀 .
If푀 tC2 vanishes, e.g. if 2 is invertible in 퐴, then all of these maps are equivalences. The limit and colimit
of these diagrams of Poincaré structures are given by
lim[⋯ → Ϙ≥푚
푀
→ Ϙ
≥푚−1
푀
→ ⋯] ≃ Ϙ
q
푀
and
colim[⋯→ Ϙ≥푚
푀
→ Ϙ
≥푚−1
푀
→ ⋯] ≃ Ϙs푀 .
Indeed, inspecting the defining pullback squares (68) for Ϙ≥푚
푀
and using that pullbacks and mapping spectra
out of compact퐴-modules respect both limits and colimits this follows from the fact that lim 휏≥푚푀 tC2 = 0
while the induced map colim 휏≥푚푀 tC2 →푀 tC2 is an equivalence. We may hence consider the tower (69).
as interpolating between the quadratic and symmetric Poincaré structures on Mod휔퐴. We will study this
construction in further detail in §4.2 in the casewhere퐴 is (the Eilenberg-MacLanespectrumof) an ordinary
ring.
3.2.8. Example. Let 퐴 be a E1-algebra with anti-involution. In Example 3.1.6 we have seen that 퐴 can be
consider as a module with involution over itself. In order to promote퐴 to a module with genuine involution
we need an 퐴-module 푁 and a map 푁 → 퐴tC2 of 퐴-modules. Such a triple (퐴,푁, 훼) is called an E1-
algebra with genuine involution. Any such E1-algebra with genuine involution has an underlying genuine
C2-spectrum, the module푁 taking the role of the geometric fixed points.
3.2.9.Example. Let퐴 be an orthogonal ring spectrumwith anti-involution in the sense of [DMPR17]. This
gives rise to a genuine C2-spectrum whose underlying spectrum with C2-action is the underlying spectrum
of퐴, whose geometric fixed points퐴휑C2 is canonically an퐴-module, and where the map 훼 ∶ 퐴휑C2 → 퐴tC2
is 퐴-linear. We therefore obtain a ring spectrum with genuine involution (퐴,퐴휑C2 , 훼).
3.2.10. Example. Consider the sphere spectrum 핊 with the trivial C2-action. We may then view 핊 as an
associative ring spectrum with anti-involution, and refine it to a ring spectrum with genuine anti-involution
using as reference map the composite 핊 → 핊hC2 → 핊tC2 , which also agrees in this case with the Tate
diagonal. The Poincaré structure associated to this genuine anti-involution on 핊 is the universal Poincaré
structure Ϙu of Example 1.2.15.
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3.2.11. Example. Let 퐴 be an E∞-푘-algebra equipped with a C2-action. We may then view 퐴 as an as-
sociative 푘-algebra with anti-involution, and refine it to a 푘-algebra with genuine anti-involution using as
reference map the composite
t ∶ 퐴 → (퐴⊗푘 퐴)
tC2 → 퐴tC2 ,
where the first map is the 푘-linear Tate diagonal and the second map is induced by the C2-equivariant
commutative 푘-algebra map 퐴 ⊗푘 퐴 → 퐴 whose restriction to the first component is the identity 퐴 → 퐴
and restriction to the second component is given by the generator of the C2-action. This yields a Poincaré
structure on Mod휔퐴, which we denote by Ϙ
t
푘
, and refer to as the Tate Poincaré structure associated to the
given C2-action. The universal Poincaré structure Ϙ
u on S푝f then corresponds to the case where 퐴 = 푘 = 핊
and the C2-action is trivial.
3.2.12. Example. Given an E1-algebra 퐴 we may form the E1-algebra with anti-involution퐴⊕퐴
op where
the involution filps the two factors. We may then refine this involution to a genuine involution by taking
the zero map 0 → (퐴⊕ 퐴op)tC2 = 0, which at the same time is also an equivalence. The resulting Poicaré
structure Ϙ0
퐴⊕퐴op
on Mod휔퐴⊕퐴op is then both quadratic and symmetric (see Example 3.2.6). We now note
that the projections퐴⊕퐴op → 퐴 and 퐴⊕ 퐴op → 퐴op induce an equivalence
Mod휔퐴⊕퐴op →Mod
휔
퐴 ×Mod
휔
퐴op ≃ Mod
휔
퐴 ×(Mod
휔
퐴)
op,
under which the Poincaré structure in question corresponds to the hyperbolic structure of Definition 2.2.2,
and so
(Mod휔퐴⊕퐴op , Ϙ
0
퐴⊕퐴op) ≃ Hyp(Mod
휔
퐴).
We shall henceforth focus on the case where 푘 = 핊 is the sphere spectrum. We will show that in this case,
modules with genuine involution do not only provide a convenient way of producing hermitian structures
onMod휔퐴 andMod
f
퐴, but these two notions become in fact equivalent. To formulate this more precisely,we
proceed to organize modules with genuine involution over 퐴 into an ∞-category ModN퐴, defined as the
pullback
(70)
ModN퐴 Ar(Mod퐴)
Mod
hC2
퐴⊗푘퐴
Mod퐴
t
(−)tC2
of the arrow categoryAr(Mod퐴) and the∞-category (Mod퐴⊗푘퐴)
hC2 of modules with involution. The right
vertical map is the projection onto the target, and the bottom horizontalmap sends a module with involution
푀 to the Tate construction푀 tC2 , considered as an 퐴-module via the Tate diagonal map 퐴→ (퐴⊗푘 퐴)
푡퐶 .
We would like to relateModN퐴 and Fun
q(Mod휔퐴) by constructing a commutative diagram
(71)
ModN퐴 Ar(Mod퐴)
Funq(Mod휔퐴) Ar(Fun
ex((Mod휔퐴)
op
, S푝))
Mod
hC2
퐴⊗푘퐴
Mod퐴
Funs(Mod휔퐴) Fun
ex((Mod휔퐴)
op
, S푝)
where the front square is the pullback square of Corollary 1.3.12 which exhibits the analogous decomposi-
tion of the∞-category of quadratic functors Funq(Mod휔퐴) into linear and bilinear parts. We then define the
right face of (71) to be the square induced by the Yoneda map
Mod퐴 → Fun
ex((Mod휔퐴)
op, S푝) 푁 ↦ hom퐴(−, 푁),
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and the bottom arrow in the left face is the functor
Mod
hC2
퐴⊗푘퐴
→ Funs(Mod휔퐴) 푀 ↦ hom퐴⊗푘퐴((−)⊗푘 (−),푀)
introduced above. The commuting homotopy in the bottom square of (71) is then provided by Lemma 3.2.4.
The cube is then uniquely determined by the fact that its front face is a cartesian square.
3.2.13. Theorem. If 푘 = 핊 then the cube (71), considered as a natural transformation from its back face to
its front face, is an equivalence. In particular, the resulting arrow
ModN퐴 → Fun
q(Mod휔퐴)
is an equivalence of∞-categories, whose action on objects is given by (푀,푁, 훼)↦ Ϙ훼
푀
.
3.2.14. Remark. For a general 푘 one can still define the pullback of∞-categories
Mod푘
N퐴 ∶= Mod
hC2
퐴⊗푘퐴
×Mod퐴 Ar(Mod퐴)
and construct a functor
(72) Mod푘
N퐴 → Fun
q(Mod휔퐴)
which in general will not be an equivalence. Instead, we may identify Mod푘
N퐴 with the ∞-category of
quadratic functors on Mod휔퐴 equipped with a certain 푘-bilinear compatibility on their bilinear parts. The
functor (72) then corresponds to forgetting the 푘-bilinear compatibility data.
Proof of Theorem 3.2.13. Since the back and front faces are both cartesian squares it will suffice to show
that its right and back faces determine equivalences from their back edge to their front edge. For this, it will
suffice to show that the functors
Mod퐴 → Fun
ex((Mod휔퐴)
op, S푝) and ModhC2
퐴⊗핊퐴
→ Funs(Mod휔퐴)
are equivalences. For the former, we note that since S푝 is stable we have that post-composition with
Ω∞ ∶ S푝 → S induces an equivalence
Funex((Mod휔퐴)
op, S푝) ≃ Funrex((Mod휔퐴)
op, S) ≃ Ind(Mod휔퐴)
and consequently the claim follows from the fact thatMod퐴 is generated byMod
휔
퐴 under colimits. For the
second map, by its construction it will suffice to show that the functor
(73) Mod퐴⊗핊퐴 → Fun
b(Mod휔퐴) 푀 ↦ hom퐴⊗핊퐴((−)⊗핊 (−),푀)
is an equivalence of∞-categories. For this, recall that by [Lur17, Theorem 4.8.5.16] and [Lur17, Remark
4.8.5.19] the association 퐴↦ Mod퐴 refines to a symmetric monoidal functor
ΘS푝 ∶ AlgE1 = AlgE1(S푝)→ LModS푝(Pr
퐿)
fromE1-ring spectra to the∞-categoryS푝-module presentable∞-categories, and the latter can be identified
with the full subcategory Pr퐿 spanned by the stable presentable ∞-categories. In particular, the bilinear
functor
Mod퐴 ×Mod퐴 → Mod퐴⊗핊퐴 (푋, 푌 ) ↦ 푋 ⊗핊 푌
induces an equivalence
(74) Mod퐴⊗S푝Mod퐴
≃
←←←←→Mod퐴⊗핊퐴,
where⊗S푝 denotes the tensor product of stable presentable∞-categories. SinceMod퐴 andMod퐴⊗핊퐴 are
compactly generated byMod휔퐴 andMod
휔
퐴⊗핊퐴
respectively and the bilinear functor (푋, 푌 ) ↦ 푋⊗핊 푌 maps
a pair of compact 퐴-modules to a compact (퐴 ⊗핊 퐴)-module we see that the equivalence (74) is induced
on Ind-categories by the functor
(75) Mod휔퐴⊗Mod
휔
퐴 → Mod
휔
퐴⊗핊퐴
,
induced by the same bilinear functor (푋, 푌 ) ↦ 푋 ⊗핊 푌 , where ⊗ is the tensor product of stable ∞-
categories, and we use the fact that Ind(−) is symmetric monoidal. It then follows that restriction along (75)
induces an equivalence
Funex((Mod휔퐴⊗핊퐴
)op, S푝)
≃
←←←←→ Funex((Mod휔퐴⊗Mod
휔
퐴)
op, S푝) ≃
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Funex((Mod휔퐴)
op ⊗ (Mod휔퐴)
op, S푝) ≃ Funb(Mod휔퐴).
Since the Yoneda mapMod퐴⊗핊퐴 → Fun
ex((Mod휔퐴⊗핊퐴
)op, S푝) is an equivalence by the argument above we
may now conclude that (73) is an equivalence, and so the proof is complete. 
3.2.15. Remark. The inclusionModf퐴 ⊆ Mod
휔
퐴 exhibits the latter as an idempotent completion of the for-
mer. Since S푝 is idempotent complete, it follows that restriction induces equivalencesFunex((Mod휔퐴)
op, S푝) ≃
Funex((Modf퐴)
op, S푝) and Funb(Mod휔퐴) ≃ Fun
b(Modf퐴, S푝). The proof of Theorem 3.2.13 then shows that
the the association (푀,푁, 훼) ↦ (Ϙ훼
푀
)Modf
퐴
induces an equivalenceModN퐴 ≃ Fun
q(Modf퐴). Alternatively,
we will also show in Paper [II] (cf. [II].1.3.4) that restriction along dense fully-faithful inclusions induces
an equivalence on Funq(−), and so in particular the restriction map Funq(Mod휔퐴) → Fun
q(Modf퐴), so that
Theorem 3.2.13 implies its analogue forModf퐴.
3.2.16. Remark. It follows from Theorem 3.2.13 and Proposition 3.1.3 that the association (푀,푁, 훼) ↦
Ϙ
훼
푀
determines a 1-1 correspondence between equivalence classes of objects (푀,푁, 훼) ∈ ModN퐴 for which
푀 is invertible and equivalence classes of quadratic functors Funq(Mod휔퐴) that are Poincaré. Similarly,
using Remark 3.2.15 we get that the association (푀,푁, 훼) ↦ (Ϙ훼
푀
)|Modf
퐴
determines a 1-1 correspondence
between those (푀,푁, 훼) for which 푀 is finitely presented and invertible and the Poincaré structures in
Funq(Modf퐴). We note that under these correspondences the maps of Poincaré structures, which are by
definition duality preserving, correspond to those maps (푀,푁, 훼) → (푀 ′, 푁 ′, 훼′) inModN퐴 for which the
map푀 →푀 ′ is an equivalence.
3.3. Restriction and induction. In the present section we assume 푘 = 핊 and consider the functorial de-
pendence of ModN퐴 in 퐴, and the compatibility of this functoriality with the one for hermitian structures
along the equivalence of Theorem 3.2.13. Let 휙∶ 퐴 → 퐵 be a map E1-algebras and let
(76) 푝휙 ∶ Mod
휔
퐴 →Mod
휔
퐵
be the induction functor sending푋 to 퐵 ⊗퐴 푋. Then the restriction functor
푝∗휙 ∶ Fun
q(Mod휔퐵) → Fun
q(Mod휔퐴)
corresponds, under the equivalence of Theorem 3.2.13, to a functor
(77) 휙∗∶ ModN퐵 → ModN퐴,
which we consider as the restriction of structure operation for modules with genuine involution. As ex-
plained in §1.3, restriction of quadratic functors commutes with taking linear and bilinear parts and with
the formation of symmetric Poincaré structures, that is, it acts compatibly on the entire pullback square
(78)
Funq(C) Ar(Funex(Cop, S푝))
Funs(C) Funex(Cop, S푝).
휏
B t
Under the equivalence of Theorem 3.2.13 we obtain the same for the restriction functor (77), that is, it
extends to the entire defining squares (70) for퐴 and퐵. On the other hand, theYoneda equivalencesMod퐴 ≃
Funex((Mod휔퐴)
op, S푝) andMod퐵 ≃ Fun
ex((Mod휔퐵)
op, S푝) fit into a commutative square
(79)
Mod퐵 Mod퐴
Funex((Mod휔퐵)
op, S푝) Funex((Mod휔퐴)
op, S푝)
≃
휙∗
≃
푝∗
휙
in which the top horizontal arrow is the forgetful functor from 퐵-modules to 퐴-modules and the bottom
horizontal functor is restriction along 푝휙. Indeed, the commutativity is given by the adjunction equiv-
alence hom퐵(푝휙푋,푀) ≃ hom퐴(푋,휙
∗푀). Similarly, the equivalences Mod퐴⊗핊퐴 ≃ Fun
b(Mod휔퐴) and
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Mod퐵⊗핊퐵 ≃ Fun
b(Mod휔퐵) fit into a commutative square
(80)
Mod퐵⊗핊퐵 Mod퐴⊗핊퐴
Funb(Mod휔퐵) Fun
b(Mod휔퐴)
≃
(휙⊗휙)∗
≃
(푝휙×푝휙)
∗
We may thus conclude that for (푀,푁, 훼) ∈ ModN퐵 the restriction functor (77) is obtain by simply re-
stricting the (퐵⊗핊 퐵)-module structure on푀 to 퐴⊗핊 퐴, the 퐵-module structure on푁 to 퐴, and viewing
훼 as a map of 퐴-modules by forgetting its compatibility with the 퐵-module structures on its domain and
codomain.
We now proceed to discuss how the operation of left Kan extension is mirrored along the equivalence
of Theorem 3.2.13. Recall that by Lemma 1.4.1 the operation of left Kan extensions Fun((Mod휔퐴)
op, S푝) →
Fun((Mod휔퐵)
op, S푝) preserves quadratic functors, and the resulting functor
(81) (푝휙)!∶ Fun
q(Mod휔퐴) → Fun
q(Mod휔퐵)
is compatible with taking linear and bilinear parts, that is
B(푝휙)!Ϙ ≃ (푝휙 × 푝휙)!BϘ and L(푝휙)!Ϙ ≃ (푝휙)!LϘ.
By Lemma 1.4.1 and Corollary 1.4.4 we may then conclude the following:
3.3.1.Corollary. Under the equivalence of Theorem 3.2.13, the left Kan extension functor (81) corresponds
to the functor
휙! ∶ ModN퐴 → ModN퐵
sending a module with genuine involution (푀,푁, 훼) ∈ ModN퐴 to the module with genuine involution
휙!(푀,푁, 훼) = (푝휙⊗휙푀, 푝휙푁,휙!훼) = ((퐵 ⊗핊 퐵)⊗퐴⊗핊퐴 푀,퐵 ⊗퐴 퐵, 휙!훼) ∈ ModN퐵
where 휙!훼 is given by the composite
퐵 ⊗퐴 푁 → 퐵 ⊗퐴 푀
tC2 → ((퐵 ⊗핊 퐵)⊗퐴⊗핊퐴 푀)
tC2
of 퐵 ⊗퐴 훼 and the Beck-Chevalley transformation on the lax commuting square on the right
(82)
(Mod퐵⊗핊퐵)
hC2 Mod퐵
(Mod퐴⊗핊퐴)
hC2 Mod퐴
(−)tC2
(−)tC2
(Mod퐴⊗핊퐴)
hC2 Mod퐴
(Mod퐵⊗핊퐵)
hC2 Mod퐵
(−)tC2
(−)tC2
which is obtained from the commuting square on the left after replacing the vertical forgetful functors by
their left adjoints 퐵 ⊗퐴 (−) and (퐵 ⊗핊 퐵)⊗퐴⊗핊퐴 (−), respectively.
We now wish to apply the above discussion in order to obtain explicit data which permits to refine
푝휙 ∶ Mod
휔
퐴 → Mod
휔
퐵 to a hermitian functor with respect to a pair of hermitian structures coming from
moduleswith genuine involution (푀퐴, 푁퐴, 훼) ∈ ModN퐴 and (푀퐵 , 푁퐵, 훽) ∈ ModN퐵 . In terms of quadratic
functors, this data is by a natural transformation
휂 ∶ Ϙ훼푀퐴
⇒ 푝∗휙Ϙ
훽
푀퐵
.
Under the equivalences above, the natural transformation 휂 corresponds to amap of (푀퐴, 푁퐴, 훼)→ 휙
∗(푀퐵 , 푁퐵 , 훽)
inModN퐴, or equivalently by adjunction, to a map 휙!(푀퐴, 푁퐴, 훼) → (푀퐵 , 푁퐵, 훽). Let us summarize the
situation in explicit terms as follows:
3.3.2.Corollary. Keeping the notation above, the data of a hermitian functor (Mod휔퐴, Ϙ
훼
푀퐴
)→ (Mod휔퐵 , Ϙ
훽
푀퐵
)
covering the induction functor 푝휙 can be encoded by a triple (훿, 훾, 휎) where 훿∶ 푀퐴 →푀퐵 and 훾 ∶ 푁퐴 →
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푁퐵 inMod
hC2
퐴⊗핊퐴
andMod퐴 respectively, and 휎 is a commutation homotopy in the square
푁퐴 푁퐵
푀
tC2
퐴
푀
tC2
퐵
훾
훼 훽
훿tC2
Equivalently, we may provide the adjoints 훿∶ (퐵 ⊗핊 퐵) ⊗퐴⊗핊퐴 푀퐴 → 푀퐵 and 훾 ∶ 퐵 ⊗ 푁퐴 → 푁퐵 in
Mod
hC2
퐵⊗퐵
andMod퐵 respectively, together with a commutative square of the form
퐵 ⊗퐴 푁퐴 푁퐵
퐵 ⊗퐴 푀
tC2
퐴
(
(퐵 ⊗핊 퐵)⊗퐴⊗핊퐴 푀퐴
)tC2 푀 tC2
퐵
훾
id⊗퐴훼 훽
훿
tC2
where the left lower horizontal map is the Beck-Chevalley map (82). It can also be identifies with the
composition of the Tate diagonal and the lax monoidal structure of (−)tC2 .
3.3.3. Lemma. In the situation of Corollary 3.3.2, the hermitian functor
(푝휙, 휂)∶ (Mod
휔
퐴, Ϙ
훼
푀퐴
) → (Mod휔퐵 , Ϙ
훽
푀퐵
)
associated to a map (훿, 훾, 휎)∶ (푀퐴, 푁퐴, 훼)→ 휙
∗(푀퐵 , 푁퐵 , 훽) is Poincaré if and only if the composed map
퐵 ⊗퐴 푀퐴 → (퐵 ⊗핊 퐵)⊗퐴⊗핊퐴 푀퐴
훿
←←←→푀퐵
is an equivalence, where the first map is induced by the left unit 퐵 → 퐵 ⊗핊 퐵.
Proof. By definition, the hermitian functor (푝휑, 휂) is Poincaré if and only if the induced map
퐵 ⊗퐴 D푀퐴(푋) = 퐵 ⊗퐴 hom퐴(푋,푀퐴)⟶ hom퐵(퐵 ⊗퐴 푋,푀퐵) = D푀퐵 (퐵 ⊗핊 퐴)
is an equivalence of 퐵-modules for every perfect 퐴-module 푋. SinceMod휔퐴 is generated under finite col-
imits and retracts by 퐴 this map is an equivalence for every 푋 ∈ Mod휔퐴 if and only if it is an equivalence
for 푋 = 퐴. But this is exactly the statement that the induced map
퐵 ⊗퐴 푀퐴 = 퐵 ⊗퐴 hom퐴(퐴,푀퐴) → hom퐵(퐵,푀퐵) =푀퐵
is an equivalence, as desired. 
3.3.4. Definition. In the situation of Lemma 3.3.3, when the condition that the induced map 퐵 ⊗퐴 푀퐴 →
푀퐵 is an equivalence holds, we say that the morphism (훿, 훾, 휎) is 휙-invertible. In particular, Lemma 3.3.3
says that the hermitian functor induced by (훿, 훾, 휎) is Poincaré if and only if (훿, 훾, 휎) is 휙-invertible.
3.3.5. Example. Suppose that (휙, 휏)∶ (퐴,푁퐴, 훼)→ (퐵,푁퐵, 훽) is a map of E1-algebras with genuine anti-
involution (Example 3.2.8), so that휙∶ 퐴→ 퐵 is amap of ringswith anti-involution and 휏 ∶ 푁퐴 → 휙
∗푁퐵 is
a map of퐴-modules. Then both (퐴,푁퐴, 훼) and (퐵,푁퐵, 훽) are invertible asmoduleswith genuine involution
over 퐴 and 퐵 respectively and 휏 is 휙-invertible. In particular, in this situation we always obtain an induced
Poincaré functor (푝휙, 휏)∶ (Mod
휔
퐴, Ϙ
훼
퐴
) → (Mod휔퐵 , Ϙ
훽
퐵
).
3.3.6. Example. Suppose that 휙∶ 퐴 → 퐵 is a map of E1-algebras. A module with involution 푀퐴 ∈
(Mod퐴⊗핊퐴)
hC2 then determines a symmetric bilinear functor with associated quadratic hermitian structure
Ϙ
q
푀퐴
on 퐴 encoded by the module with genuine involution (푀퐴, 0, 0 → 푀
tC2
퐴
). The left Kan extension
of Ϙq
푀
to Mod휔퐵 is then encoded by the module with genuine involution (푀퐵 , 0, 0 → 푀
tC2
퐵
) for 푀퐵 ∶=
푀 ⊗퐴⊗핊퐴 (퐵 ⊗핊 퐵), and so
(푝휙)!Ϙ
q
푀
≃ Ϙ
q
푀퐵
.
On the other hand, the associated symmetric hermitian structure Ϙs
푀퐴
is encoded by the module with gen-
uine involution (푀퐴,푀
tC2
퐴
, id∶ 푀
tC2
퐴
→ 푀
tC2
퐴
), and hence its left Kan extension to Mod휔퐵 is encoded by
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the module with genuine involution (푀퐵 , 퐵 ⊗퐴 푀
tC2
퐴
, 퐵 ⊗퐴 푀
tC2
퐴
→ 푀
tC2
퐵
), which is generally not the
symmetric hermitian structure Ϙs
푀퐵
, unless 퐵 is perfect as an 퐴op-module (indeed, for a fixed푀 the under-
lying map of spectra 퐵 ⊗퐴 푀
tC2 → (퐵 ⊗퐴 푀)
tC2 can be considered as a natural transformation between
two exact functors in the argument 퐵 ∈ Mod휔퐴op which is an equivalence on 퐵 = 퐴
op and hence on any
perfect 퐵). As a counter-example consider 핊→ 핊[ 1
2
]: by Lin’s theorem [Lin80] one has that 핊tC2 ≃ 핊∧
2
so
핊[
1
2
]⊗핊 핊
tC2 ≃ Hℚ2 whereas (핊[
1
2
]⊗핊 핊[
1
2
])tC2 ≃ 0 since 2 is invertible on 핊[ 1
2
]⊗핊 핊[
1
2
] ≃ 핊[
1
2
].
3.4. Shifts and periodicity. In this final section we will discuss periodicity phenomena for Poincaré struc-
tures on module∞-categories. In the case of ordinary rings, this is the basis for the classical 4-fold period-
icity phenomenon in L-theory. In Paper [II] we will also show how it leads to a generalization of Ranicki
periodicity and the fundamental theorem for Grothendieck-Witt theory.
Recall that for a quadratic functor Ϙ on a stable ∞-category C, and an integer 푛 ∈ ℤ, we denoted by
Ϙ
[푛] the quadratic functor on C given by Ϙ[푛](푥) = Σ푛Ϙ(푥) (see Definition 1.2.16). Since the formation of
linear and bilinear parts is exact the shifted quadratic functor Ϙ[푛] has bilinear part Σ푛BϘ, linear part Σ
푛LϘ,
and structure map Σ푛LϘ(푥) → Σ
푛B(푥, 푥)tC2 induced by the structure map of Ϙ on 푛-fold suspensions. If C
is now of the form Mod휔퐴 for some E1-algebra 퐴 and Ϙ = Ϙ
훼
푀
for some module with genuine involution
(푀,푁, 훼) over 퐴, then Ϙ[푛] = Σ푛Ϙ훼
푀
is the quadratic functor associated to module with genuine involution
(Σ푛푀,Σ푛푁,Σ푛훼), and we write
(83) (Ϙ훼푀 )
[푛] ≃ ϘΣ
푛훼
Σ푛푀 .
A second natural operation we can perform on the quadratic functor Ϙ훼
푀
is to pre-compose it with Σ푛.
In this case the hermitian ∞-category (Mod휔퐴, Ϙ
훼
푀
◦Σ푛) is canonically equivalent to (Mod휔퐴, Ϙ
훼
푀
) via the
functor Σ푛 ∶ Mod휔퐴 → Mod
휔
퐴. However, if we fix the identification of Mod
휔
퐴 as compact 퐴-modules, the
reparametrized quadratic functor Ϙ훼
푀
◦Σ푛 can be identified with the quadratic functor associated to another
module with genuine involution. To see this, let us introduce some notation. Given a finite dimensional
real representation 푉 for the group C2, let us denote by 푆
푉 the associated one-point compactification of
푉 , which is a sphere of dimension dim(푉 ) equipped with a based C2-action. Similarly, we will denote by
핊푉 = Σ∞(푆푉 ) the associated suspension spectrum with C2-action. Given a spectrum 푋 with a C2-action,
we will denote by Σ푉푋 ∶= 핊푉 ⊗푋 the smash product of 핊푉 and푋 equipped with its diagonal C2-action.
Similarly, the ∞-category ModhC2
퐴⊗퐴
of modules with involution over 퐴 is naturally tensored over spectra
with C2-action, and given a module with involution푀 over 퐴 we will denote by Σ
푉푀 = 핊푉 ⊗ 푀 the
associated tensor of 푀 by 핊푉 . We will denote by 휎 the 1-dimensional sign representation of C2 and 휌
the 2-dimensional regular representation of C2. In particular, 휌 decomposes of the direct sum of a trivial
representation and a sign representation, which we write as 휌 = 1 + 휎. More generally, we will denote by
푎+푏휌+푐휎 the direct sum of 푎 copies of the 1-dimensional trivial representation, 푏 copies of 휌, and 푐 copies
of 휎.
We will require the following lemma:
3.4.1. Lemma. Let 푋 be a spectrum with a C2-action. Then the map
푋 tC2 → (Σ휎푋)tC2 ,
induced by the C2-equivariant map 푆
0
→ 푆휎 , is an equivalence. In particular, the Tate construction is
invariant under tensoring with the sign representation sphere spectrum 핊휎 .
Proof. The cofibre of the map 푆0 → 푆휎 is given by the pointed 퐶2-space Σ(퐶2)+. Thus the claim follows
since 퐶2⊗푋 is a free퐶2-spectrum (by a shearing equivalence) and thus its Tate construction vanishes. 
3.4.2. Proposition. Let (푀,푁, 훼) be a module with genuine involution. Then for 푛 ∈ ℤ there are equiva-
lences of quadratic functors
(Ϙ훼푀 )
[푛+푚]◦Σ푛 ≃ ϘΣ
푚훼
Σ푚−푛휎푀 .
where the right hand side is the quadratic functor associated to the module with genuine involution
(Σ푚−푛휎푀,Σ푚푁,Σ푚훼) ,
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defined using the identification (Σ푚−푛휎푀)tC2 ≃ Σ푚푀 tC2 issued from Lemma 3.4.1. In particular, the
functor Ω푛 ∶ Mod휔퐴 → Mod
휔
퐴 refines to an equivalence
(Mod휔퐴, (Ϙ
훼
푀 )
[2푛])
≃
←←←←→ (Mod휔퐴,Σ
2푛
Ϙ
훼
푀◦Σ
푛) ≃ (Mod휔퐴, Ϙ
Σ푛훼
Σ푛(1−휎)푀
).
of hermitian ∞-categories (or Poincaré when 푀 is invertible). The same statement holds for Modf퐴 in
place ofMod휔퐴.
Proof. In light of (83) it will suffice to prove for the case 푚 = 0. We now observe that the operations
Ϙ ↦ (BϘ◦Δ)hC2 , Ϙ↦ (BϘ◦Δ)
hC2 both commute with both pre-composition and post-composition with Σ푛.
Consequently, the same holds for the functors Ϙ ↦ (BϘ◦Δ)
tC2 and Ϙ ↦ LϘ. Since exact functors preserve
suspensions we may conclude that the functor
Funq(Mod휔퐴) → Ar(Fun
ex((Mod휔퐴)
op, S푝)) Ϙ ↦ [LϘ ⇒ (BϘ◦Δ)
tC2]
is invariant under replacing Ϙwith Ϙ[푛]◦Σ푛. In particular, the image of Ϙ훼[푛]
푀
◦Σ푛 inAr(Funex((Mod휔퐴)
op, S푝))
is naturally equivalent to that of Ϙ훼
푀
. On the other hand, the bilinear form of Ϙ훼[푛]
푀
◦Σ푛 is equivalent to
BΣ−푛휎푀 ; indeed, by adjunction we have an equivalence
Σ푛 hom퐴⊗퐴(Σ
푛푋 ⊗ Σ푛푌 ,푀) ≃ Σ푛 hom퐴⊗퐴(Σ
푛휌 ⊗푋 ⊗ 푌 ,푀) ≃
Σ푛 hom퐴⊗퐴(푋 ⊗ 푌 ,Σ
−푛휌푀) ≃ hom퐴⊗퐴(푋 ⊗ 푌 ,Σ
푛(1−휌)푀) ≃ hom퐴⊗퐴(푋 ⊗ 푌 ,Σ
−푛휎푀).
To finish the proof it will have suffice to construct a commuting homotopy in the resulting diagram of
equivalences
[Σ−푛휎 hom퐴⊗퐴(푋 ⊗푋,푀)]
tC2 hom퐴⊗퐴(푋 ⊗푋,Σ
−푛휎푀)tC2 hom퐴⊗퐴(푋 ⊗푋, (Σ
−푛휎푀)tC2)
hom퐴⊗퐴(푋 ⊗푋,푀)
tC2 hom퐴⊗퐴(푋 ⊗푋,푀)
tC2 hom퐴⊗퐴(푋 ⊗푋,푀
tC2)
≃
≃ ≃
≃ ≃
≃
where the vertical maps are induced by the map 핊−푛휎 → 핊 and the horizontal right facing arrows are issued
from Lemma 3.2.4. Indeed the equivalence Lemma 3.2.4 is by construction natural in푀 and the square on
the left commutes even before the Tate construction since for a spectrum푍 and (퐴⊗퐴)-modules퐵,퐶 the
equivalence
푍 ⊗ hom퐴⊗퐴(퐵,퐶) ≃ hom퐴⊗퐴(퐵,푍 ⊗ 퐶)
is natural in 푍, 퐴 and 퐵. 
3.4.3.Remark.Wewill show in §7.4 (see Corollary 7.4.17) that any quadratic functor Ϙ∶ Cop → S푝 canon-
ically refines to the genuine fixed points of a functor Ϙ̃∶ Cop → S푝gC2 to genuineC2-spectra. In that context
one canmake sense of tensoring a given quadratic functorwith핊1−휎 , equippedwith its genuineC2-structure
in which the geometric fixed points are 핊1. We may consider this operation as “twisting by a sign”. A ver-
sion of the above calculations also holds in this generality. We note however that in this context there are (at
least) two non-equivalent sign actions on the sphere spectrum, corresponding to 핊1−휎 and 핊휎−1 respectively
(see Warning 3.4.8 below). Twisting a quadratic functor by the former sign then corresponds to the opera-
tion Ϙ↦ Ϙ[2]◦Σ while twisting with respect to the latter sign corresponds to the operation Ϙ ↦ Ϙ[−2]◦Ω.
3.4.4. Construction (Symmetry and sign actions). Let 푘 be an E∞-ring spectrum. By a symmetry on 푘 we
will mean a refinement of the unit map 핊 → 푘 to a C2-equivariant map 핊 → Σ
2−2휎푘 (whereC2 acts trivially
on 핊). In particular, a symmetry determines a trivialization of the C2-action on Σ
2−2휎푘. For an E∞-ring
equipped with a symmetry we will denote Σ1−휎푘 simply by −푘, and refer to it as the sign action on 푘. We
note that (−푘)⊗푘 (−푘) ≃ 푘 equivariantly thanks to the symmetry structure, and hence −푘 indeed behaves
like a sign action. In particular, −푘 is also equivariantly equivalent to 핊휎−1 and more generally to 핊푛−푛휎
for every odd 푛 ∈ ℤ. If푀 is any 푘-module with C2-action then we will denote by −푀 =푀 ⊗푘 (−푘) the
same 푘-module with the C2-action twisted by the sign −푘.
3.4.5. Example. The commutative ring 푘 = ℤ, considered as an E∞-ring spectrum, admits a unique sym-
metry. Indeed, sinceMapℤ(ℤ,ℤ) = ℤ is discrete and the action of the generator of C2 on 푆
2휎 is homotopic
to the identity, it follows that the induced action on Σ2−2휎ℤ is trivial and 1 ∈ ℤ admits a unique fixed point
structure.
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3.4.6. Example. Generalizing Example 3.4.5 we claim that any complex orientation on 푘 determines a
symmetry on it. This statement is essentially equivalent to exhibiting a symmetry on the universal case
MU. To show that such a universal symmetry exists, it will suffice to show that 1 ∈ 휋0(MU) lifts to
휋0(Σ
2−2휎MU)hC2 . Now the homotopy fixed points spectral sequence degenerates at the 퐸2 page since this
page is concentrated in even degrees: this follows from the fact that the C2-action on homotopy groups
휋∗(Σ
2−2휎MU) is trivial since the generator of C2 acts through a map 푆
2휎
→ 푆2휎 which is homotopic to the
identity. The homotopy fixed points spectral sequence thus strongly converges and we can pick universal
symmetry as desired.
3.4.7.Example. The sphere spectrum 푘 = 핊 does not admit a symmetry. Indeed, otherwise by Lemma 3.4.1
we would get an equivalence
Σ2(핊tC2) ≃ (Σ2핊)tC2 ≃ (Σ2휎핊)tC2 ≃ 핊tC2 ,
and so the Tate spectrum for the trivial action would be 2-periodic, whereas by Lin’s theorem 핊tC2 ≃ 핊2 is
connective and non-trivial. More generally, this argument shows that the 2-periodicity of 푘tC2 is a necessary
condition the existence of a symmetry. In that respect we point out that for complex orientable ring spectra
these Tate constructions are known to be 2-periodic.
3.4.8.Warning. It follows fromExample 3.4.7 that the twoC2-spectra핊
휎−1 and핊1−휎 are notC2-equivariantly
equivalent. In particular, there are at least two equally natural candidates for the “sign action” on the sphere
spectrum. Using a similar argument to that of Example 3.4.7 one can actually show that no two of 핊푛−푛휎
for 푛 ∈ ℤ are equivalent. Consequently, in the absence of a symmetry in the sense of Construction 3.4.4,
one cannot talk about the sign action, or about “twisting by a sign”, without further specifications.
3.4.9.Corollary (Periodicity for quadratic and symmetric structures). Let 푘 be anE∞-ring spectrum equipped
with a symmetry (e.g, any ordinary commutative ring or any complex oriented E∞-ring spectrum). Let 퐴
be an E1-algebra over 푘 and let푀 be an invertible module with involution over 퐴. Then the loop functor
Ω refines to give equivalences of Poincaré∞-categories(
Mod휔퐴, (Ϙ
s
푀 )
[2]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
s
−푀
)
and
(
Mod휔퐴, (Ϙ
q
푀
)[2]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
q
−푀
)
,
and the double loop functor Ω2 refines to give equivalences of Poincaré∞-categories(
Mod휔퐴, (Ϙ
s
푀 )
[4]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
s
푀
)
and
(
Mod휔퐴, (Ϙ
q
푀
)[4]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
q
푀
)
.
To formulate a version of the above periodicity for Poincaré structures which are not symmetric or qua-
dratic note that if 푘 is an E∞-ring spectrum equipped with a symmetry and푀 is a 푘-module equipped with
a C2-action then
푀 tC2
≃
←←←←→ (Σ2휎푀)tC2 ≃ (Σ2휎푘 ⊗푘 푀)
tC2
≃
←←←←→ (Σ2푘 ⊗푘 푀)
tC2 ≃ (Σ2푀)tC2 ≃ Σ2푀 tC2 ,
and so푀 tC2 is an 2-periodic spectrum. In this case, for everymodulewith genuine involution (푀,푁, 훼)we
may consider the associated module with genuine involution (푀,Σ2푁,Σ2훼), where Σ2훼 is the composed
map
Σ2푁 → Σ2푀 ≃푀.
3.4.10. Corollary (4-fold periodicity for genuine structures). Let 푘 be an E∞-ring spectrum equipped with
a symmetry (e.g, any ordinary commutative ring or any complex oriented E∞-ring spectrum). Let 퐴 be an
E1-algebra over 푘 and let (푀,푁, 훼 ∶ 푁 → 푀
tC2 ) be an invertible module with involution over 퐴. Then
the double loop functor Ω2 refines to give an equivalence of Poincaré∞-categories(
Mod휔퐴, (Ϙ
훼
푀 )
[4]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
Σ2훼
푀
)
.
3.4.11. Corollary (Periodicity for truncated structures). Let 푘 be an E∞-ring spectrum equipped with a
symmetry (e.g, any ordinary commutative ring or any complex oriented E∞-ring spectrum). Let 퐴 be an
E1-algebra over 푘 and let 푀 be an invertible module with involution over 퐴. Then for every 푚 ∈ ℤ the
functors Ω and Ω2 respectively refine to give equivalences of Poincaré∞-categories(
Mod휔퐴, (Ϙ
≥푚
푀
)[2]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
≥푚+1
−푀
)
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and (
Mod휔퐴, (Ϙ
≥푚
푀
)[4]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
≥푚+2
푀
)
.
Proof. The second equivalence is obtained by composing two equivalences of the first type. To prove the
first one, Proposition 3.4.2 tells us that the quadratic functor (Ϙ≥푚
푀
)[2]◦Σ is naturally equivalent to the one
associated to the module with genuine involution
(−푀,Σ(휏≥푚푀 tC2 ), 훼 ∶ Σ(휏≥푚푀 tC2 ) → Σ푀 tC2 ≃ (−푀)tC2).
It will hence suffice to show that the reference map 훼 is an (푚 + 1)-connected cover. Indeed, it is the
suspension of an 푚-connected cover. 
The following 4-periodicity for L-groups immediately follows (see also Remark 4.2.9 for the relation
with classical L-group periodicity):
3.4.12. Corollary (L-group skew periodicity). Let 푘 be an E∞-ring spectrum equipped with a symmetry
(e.g, any ordinary commutative ring or any complex oriented E∞-ring spectrum). Let 퐴 be an E1-algebra
over 푘 and let 푀 be an invertible module with involution over 퐴. Then for 푑 ∈ ℤ we have canonical
isomorphisms
L푑+2
(
Mod휔퐴, Ϙ
s
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
s
−푀
)
and L푑+2
(
Mod휔퐴, Ϙ
q
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
q
−푀
)
,
and for 푑, 푚 ∈ ℤ we have canonical isomorphisms
L푑+2
(
Mod휔퐴, Ϙ
≥푚
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
≥푚+1
−푀
)
.
3.4.13. Corollary (L-group 4-fold periodicity). Let 푘 be an E∞-ring spectrum equipped with a symmetry
(e.g, any ordinary commutative ring or any complex oriented E∞-ring spectrum). Let 퐴 be an E1-algebra
over 푘 and let 푀 be an invertible module with involution over 퐴. Then for 푑 ∈ ℤ we have canonical
isomorphisms
L푑+4
(
Mod휔퐴, Ϙ
s
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
s
푀
)
and L푑+4
(
Mod휔퐴, Ϙ
q
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
q
푀
)
,
and for 푑, 푚 ∈ ℤ we have canonical isomorphisms
L푑+4
(
Mod휔퐴, Ϙ
≥푚
푀
)
≅ L푑
(
Mod휔퐴, Ϙ
≥푚+2
푀
)
.
4. EXAMPLES
In this section we will discuss several examples of interest of Poincaré ∞-categories in further detail.
We will begin in §4.1 with the important example of the universal Poincaré∞-category (S푝f , Ϙu), which is
characterized by the property that Poincaré functors out of it pick out Poincaré objects in the codomain. In
§4.2 we will consider perfect derived∞-categories of ordinary rings and show how to translate the clas-
sical language of forms on projective modules into that of the present paper via the process of deriving
quadratic functors. These examples form the main link between the present work and classical hermitian
K-theory, and will be the main focus of applications in Paper [III]. In §4.3 we will turn to a specific family
of ring spectra with anti-involution, the group ring spectra, which carries a special interest due to its rela-
tion with surgery theory. In particular, we will explain how to construct modules with genuion involution
over such ring spectra whose associated L-theory captures visible L-theory as studied by [Wei92], [Ran92]
and [WW14]. Finally, in §4.4 we will discuss the closely related case of parameterized spectra, which
serves as a base-point-free variant of group rings, and show how to construct Poincaré structures producing
the parameterized spectra variant of visible L-theory as studied in [WW14].
4.1. The universal Poincaré category. In this sectionwewill discuss the Poincaré∞-category (S푝f , Ϙu) of
Example 1.2.15, which we call the universal Poincaré∞-category. This term is motivated by the following
mapping property which we will prove below: the Poincaré∞-category (S푝f , Ϙu) corepresents the functor
Pn∶ Catp∞ → S which assigns to a Poincaré ∞-category its space of Poincaré forms. To exhibit this,
consider the map
(84) 핊 → Ϙu(핊)
given by the identity 핊 → D핊 = 핊 on the linear part and by the unit map 핊 → (D핊⊗D핊)hC2 = 핊hC2 on the
bilinear part. These two maps canonically lead to the ‘same’ map to (D핊⊗ D핊)tC2 = 핊tC2 since the Tate
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diagonal of 핊 agrees with the composite 핊 → 핊hC2 → 핊tC2 by construction. In particular, the composite
핊 → Ϙu(핊) → BϘu (핊,핊) = D(핊⊗ 핊) ≃ 핊 is the identity. We then note that the map (84) corresponds to a
hermitian form 푞u ∈ Ω∞Ϙu(핊) such that 푞u
♯
∶ 핊 → D핊 = 핊 is the identity, and in particular 푞u is Poincaré.
We will refer to it as the universal Poincaré form.
4.1.1. Lemma. For every quadratic functor Ϙ∶ (S푝f )op → S푝, the map
hom(Ϙu, Ϙ)→ Ϙ(핊),(85)
induced by the universal form (84), is an equivalence of spectra.
Proof. Since the collection of Ϙ ∈ Funq(S푝f for which (85) is an equivalence is closed under limits it will
suffice by Proposition 1.3.11 to prove the claim whenever Ϙ is either exact or of the form Ϙ(푥) = B(푥, 푥)hC2
for some symmetric bilinear functor B. In the former case, the claim follows since the linear part of Ϙu is
D by construction and the composite 핊 → Ϙu(핊) → D핊 exhibits D as (stably) represented by 핊. On the
other hand, if Ϙ is of the form B(푥, 푥)hC2 for some symmetric bilinear functorB then the result follows from
Lemma 1.1.7 since the image of the universal form (84) in
BϘu (핊,핊) = D(핊⊗ 핊) = hom(핊⊗ 핊,핊) = hom(핊,핊)
corresponds to the identity 핊 → 핊 by construction, and thus exhibits the underlying bilinear part
BϘu ∈ Fun
b(S푝f ) ≃ Funex((S푝f ⊗ S푝f )op, S푝f ) ≃ Funex((S푝f )op, S푝)
as stably represented by 핊 as well. 
4.1.2. Lemma. The sphere spectrum 핊 ∈ S푝f exhibits S푝f as corepresenting the core groupoid functor
Cr ∶ Catex∞ → S C↦ 휄C.
Proof. Let Sf in∗ be the∞-category of finite pointed spaces. Then the inclusion S
f in
∗ → S푝
f exhibits S푝f as
the Spanier-Whitehead stabilisation of Sf in∗ , and in particular, for every stable∞-categoryD the restriction
functor
Funex(S푝f ,D) → Funrex(Sf in∗ ,D)
is an equivalence, where Funrex(−,−) ⊆ Fun(−,−) denotes the full subcategory spanned by the right exact
(i.e., finite colimits preserving) functors, see, e.g., [Lur16, Proposition C.1.1.7]. On the other hand, for D
stable we may identify right exact functors Sf in∗ → D with those which are reduced and excisive, and hence
with spectrum objects inD. We thus obtain that forD stable the evaluation functor
Funex(S푝f ,D) ≃ Funrex(Sf in∗ ,D) ≃ S푝(D)→ D
is an equivalence, and hence induces an equivalence
Map(S푝f ,D) ≃ CrD
on the level of core groupoids. 
We now come to the main result of this section:
4.1.3.Proposition (Universality of the universal Poincaré∞-category). The universal Poincaré object (핊, 푞u)
exhibits (S푝f , Ϙu) as corepresenting the functor Pn. Similarly, when considered as a hermitian∞-category,
the underlying universal hermitian object exhibits (S푝f , Ϙu) as corepresenting the functor Fm.
Proof. We begin with the second claim. We need to show that for every (C, Ϙ) ∈ Cath∞ the map
MapCath∞
((S푝f , Ϙu), (C, Ϙ))→ Fm(C, Ϙ)
sending (푓, 휂)∶ (S푝f , Ϙu)→ (C, Ϙ) to (푓 (핊), 휂핊푞) is an equivalence. Consider the commutative square
(86)
MapCath∞
((S푝f , Ϙu), (C, Ϙ)) Fm(C, Ϙ)
MapCatex∞
(S푝f ,C) Cr(C)
≃
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furnished by Lemma 2.1.2, where the bottom horizontal map is the one induced by the object 핊 ∈ 휄S푝f ,
which is an equivalence by Lemma 4.1.2. It will hence suffice to show that for every exact functor푓 ∶ S푝f →
C the top horizontalmap in (86) induces an equivalence on vertical fibres. Now by the construction ofCath∞
as a cartesian fibration we have that the fibre of the left vertical map over 푓 ∶ S푝f → C is given by the space
of natural transformationsNat(Ϙu, 푓 ∗Ϙ). On the other hand, the fibres of the right vertical map over 푓 (핊) is
the space Ω∞Ϙ(푓 (핊) of hermitian forms on 푓 (핊) ∈ C by construction. Lemma 4.1.1 then implies that the
induced map
Nat(Ϙu, 푓 ∗Ϙ)→ 푓 ∗Ϙ(핊) = Ϙ(푓 (핊))
on vertical fibres is an equivalence. This shows that (핊, 푞u) exhibits (S푝f , Ϙu) as representing the functor
Fm in Cath∞. To obtain the analogous claim for Poincaré forms we observe that the corresponding map
Nat(BϘu , (푓 × 푓 )
∗BϘ) → (푓 × 푓 )
∗BϘ(핊,핊) = BϘ(푓 (핊), 푓 (핊)),
induced by the image of the universal Poincaré form in BϘ(핊,핊), identifies under Lemma 1.2.4 with the
map
(87) Nat(푓D,DϘ푓
op) → Map(푓 (핊),DϘ푓 (핊))
which sends a natural transformation 휏 ∶ 푓D⇒ DϘ푓
op to the composite
푓 (핊)
푓∗푞
u
♯
←←←←←←←←←→ 푓 (D핊)
휏핊
←←←←←→ DϘ푓 (핊).
Since 푞u
♯
is an equivalence this map sends natural equivalences 푓D
≃
←←←←→ DϘ푓
op to equivalences 푓 (핊)
≃
←←←←→
DϘ푓 (핊). To finish the proof it will hence suffice to show that (87) also detects equivalences. Indeed,
since 푞u
♯
is an equivalence, this follows from the fact that 핊 generates S푝f under finite colimits and so a
natural transformation between two exact functors on S푝f is an equivalence if and only if it evaluates to an
equivalence on 핊. 
4.2. Ordinary rings and derived structures. In this section we consider the case of ordinary rings and
explain how classical inputs for Grothendieck-Witt- and L-theory can be encoded as Poincaré structures on
the ∞-category of perfect chain complexes. Our main result (see Proposition 4.2.12 below) is that such
Poincaré structures are essentially uniquely determined by their values on projective modules. This leads
to the formation of non-abelian derived versions of classical notions of hermitian forms, constituting the
main link through which the point of view taken in this paper series interacts with its classical algebraic
counterpart.
Let 푅 be an ordinary associative ring. Recall the Eilenberg-MacLane inclusion
H∶ A푏 = S푝♡ ↪ S푝
of abelian groups as the heart of the canonical 푡-structure on spectra. Since this 푡-structure is compatible
with tensor products H is naturally lax symmetric monoidal and consequently H푅 is naturally an E1-ring
spectrum, and furthermoreanE1-algebra over theE∞-ring spectrumHℤ. We then have natural equivalences
[Lur17, Theorem 7.1.2.1]
(88) ModHℤ ≃ D(ℤ) and Mod
휔
H푅 ≃ D
p(푅)
between the∞-categories of Hℤ-module spectra and compactH푅-modules in Hℤ-module spectra, as con-
sidered in §3, and the derived and perfect derived∞-categories ofℤ and푅, respectively, see Example 1.2.12
and Example 3.1.9. Similarly, we have an equivalenceModf
H푅 ≃ D
f (푅) between the∞-category of finitely
presented 푅-modules inModHℤ and the finitely presented derived categoryD
f (푅), obtained from the cat-
egory of bounded complexes of finitely generated free 푅-modules by inverting quasi-isomorphisms.
4.2.1. Notation. In what follows we will need to consider both ordinary tensor products over ℤ and tensor
product of Hℤ-module spectra overHℤ, that which corresponds, under the equivalence (88), to the derived
tensor product⊗L
ℤ
of complexes over ℤ. We will consequently write ⊗ℤ for the former and ⊗Hℤ for the
latter. In particular, for two ordinary 푅-modules푀 and푁 one has a canonical map
H푀 ⊗Hℤ H푁 → H(푀 ⊗ℤ 푁)
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which is generally not an isomorphism, though it does exhibit its codomain as the 0’th truncation of its
domain, and in particular determines an isomorphism
휋0(H푀 ⊗Hℤ H푁) ≅푀 ⊗ℤ 푁.
As described in §3, we may construct bilinear functors on Mod휔
H푅 from modules with involution over
H푅 (Definition 3.1.1), and hermitian structures on Mod휔
H푅 from modules with genuine involution over
H푅 (Definition 3.2.2). In this context, it is natural to focus attention on modules with involution which
arise by taking Eilenberg-MacLane spectra of ordinary modules. More precisely, the latter would consist
simply of an (푅 ⊗ℤ 푅)-module 푀 in the ordinary sense together with an involution of abelian groups
휎 ∶ 푀
≃
←←←←→ 푀 which is linear over the flip isomorphism 푅 ⊗ℤ 푅
≃
←←←←→ 푅 ⊗ℤ 푅, that is, which satisfies
휎((푎⊗ 푏)푥) = (푏⊗ 푎)휎(푥). We will generally write such modules with involution as pairs (푀,휎). We will
then denote by B푀 the bilinear functor onD
p(푅) corresponding to the bilinear functorBH푀 onModH푅 via
the equivalence (88). The bilinear functorB푀 is then perfect if and only if H푀 is invertible, that is, H푀 is
perfect as anH푅-module and themapH푅→ EndH푅(H푀) is an equivalence (see Definition 3.1.2). We will
say that푀 is invertible over푅 ifH푀 is invertible overH푅 and in addition푀 is projective as an푅-module.
This insures, for example, that the dualityD푀 ∶ D
p(푅)op
≃
←←←←→ Dp(푅) associated to the perfect bilinear functor
B푀 preserves the (ordinary) full subcategory Proj(푅) ⊆ D
p(푅) of finitely generated projective푅-modules,
and determines in particular a duality of ordinary categories
D푀 ∶ Proj(푅)
op
≃
←←←←→ Proj(푅) D푀 (푋) = Hom푅(푋,푀),
where Hom푅(푋,푀) is given the 푅-module structure using the second 푅-action. This is also consistent
with the classical terminology concerning invertible modules, see, e.g., Example 4.2.2 just below.
4.2.2. Example. If 푅 is commutative then any 푅-module 푀 can be considered as an (푅 ⊗ℤ 푅)-module
via the multiplication homomorphism 푅 ⊗ℤ 푅 → 푅. In particular, the two 푅-actions coincide, and we
may endow 푀 with the trivial involution. For a projective 푀 this results in an invertible module with
involution if and only if 푀 is invertible as an object in the symmetric monoidal category Proj(푅). From
the perspective of algebraic geometry, such modules correspond to line bundles over spec(푅).
4.2.3. Examples. Suppose that 푅 is equipped with an anti-involution, that is, an abelian group involution
∙∶ 푅
≃
←←←←→ 푅which satisfies 푎푏 = 푏푎. In this case푅 can be considered as a module with involution over itself
via the (푅⊗ℤ 푅)-action (푎⊗ 푏)푥 = 푎푥푏 and the involution 휎 = ∙. Some examples of interest of such rings
include:
i) Any commutative ring with an automorphism of order 2 gives rise to a ring with anti-involution. For
example, the fieldℂ of complex numbers can be considered as a ring with anti-involution via complex
conjugation.
ii) The group ringℤ[퐺] associated to a discrete group퐺 carries a natural anti-involution given on additive
generators by 푔 ↦ 푔−1. This example is a recurring one in geometric applications of L-theory (see
also §4.3). More generally one can consider an orientation character 휒 ∶ 퐺 → 퐶2 = {±1} and define
the 휒-twisted anti-involution by setting 푔 ↦ 휒(푔)푔−1.
iii) For a commutative ring 푘 the 푘-algebra of 푛 × 푛-matricesMat푛(푘) admits an anti-involution 퐴 ↦ 퐴
푡
given by sending a matrix to its transpose. This more generally works for 푘 a ring with anti-involution.
iv) For a commutative ring 푘 and 푎, 푏 ∈ 푘, the quaternion 푘-algebraQ푘(푎, 푏) is the algebra generated over
푘 by elements 푖, 푗 under the relation 푖2 = 푎, 푗2 = 푏, 푖푗 = −푖푗. It admits an anti-involution sending 푖 to
−푖 and 푗 to −푗.
Another common source of invertible modules with involution in the discrete case is the following.
Recall that an anti-structure in the sense of Wall [Wal70] on a ring 푅 consists of a ring isomorphism
∙∶ 푅op → 푅,
together with a unit 휖 ∈ 푅∗, such that 휖 = 휖−1 and 푟 = 휖−1푟휖. In particular, if 휖 belongs to the center of 푅
then ∙ is an anti-involution, and this is arguably the most common case studied in the literature. Specifically,
one often considers the case where 휖 = ±1, which, for example, in the case of the integers ℤ, are also the
only possibilities.
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Given a Wall anti-structure (∙, 휖), we may consider 푅 as an (푅 ⊗ℤ 푅)-module with action given by
(푎 ⊗ 푏) ⋅ 푟 = 푎푟푏. The map 푎 ↦ 휖푎 is then an involution on 푅 which is linear over the flip action on
푅⊗ℤ푅, and so we obtain the structure of a module with involution. This module with involution is always
invertible: the induced map 푅→ Hom푅(푅,푅) ≅ 푅
op identifies with 푟 ↦ 푟.
4.2.4.Remark. AWall anti-structure captures themost general formof an invertiblemodulewith involution
over 푅 whose underlying 푅-module is 푅. Indeed, giving the 푅-module 푅 a second commuting 푅-action
is equivalent to providing a ring homomorphism (∙)∶ 푅 → Hom푅(푅,푅) = 푅
op, which is furthermore an
isomorphism if the desired (푅⊗ℤ 푅)-module is to be invertible. The (푅⊗ℤ 푅)-action can then be written
in terms of (∙) by (푎 ⊗ 푏)(푐) = 푎푏푐. If 휎 ∶ 푅 → 푅 is now an abelian group isomorphism which switches
the two 푅-action then 휎 is completely determined by the value 휖 ∶ 휎(1) ∈ 푅, in terms of which 휎 can be
written as
휎(푟) = 휎(푟 ⋅ 1) = 휎(1)푟 = 휖푟.
Since 휎 and (−) are both isomorphisms of abelian groups so is the map 푟 ↦ 휖 ⋅ 푟, and hence 휖 must be a
unit. In addition, since 휎 switches the two 푅-actions we also have
푟휖 = 푟휎(1) = 휎(1 ⋅ 푟) = 휖푟
and hence 푟 = 휖−1푟휖. Finally, the condition that 휎 is an involution implies that
1 = 휎휎(1) = 휖휖
and hence 휖 = 휖−1. In particular, the pair (∙, 휖) is a Wall anti-structure on푅 and the module with involution
we obtain is the one associated to that structure.
4.2.5. Remark. If (∙, 휖) is a Wall anti-structure on a ring 푅 and 푢 ∈ 푅∗ is a unit then we can obtain a new
Wall anti-structure by replacing (∙) with 푢−1(−)푢 and 휖 with 휖
(
푢
)−1
푢. One then says that the two Wall anti-
structures (∙, 휖) and (푢−1(−)푢, 휖
(
푢
)−1
푢) are conjugated. In this case the associated modules with involution
over푅 are isomorphic via the map 푅→ 푅 sending 푥 to 푥푢. In fact, any isomorphism between the modules
with involution associated to two Wall anti-structures is of this form, and so two Wall anti-structures are
conjugated if and only if their associated modules with involution are isomorphic as such.
The construction below, which was shared with the authors by Uriya First, gives an example of a Wall
anti-structure which is not conjugated to any central Wall anti-structure:
4.2.6. Example. Let 퐾 be a field which admits an automorphism 휎 ∶ 퐾 → 퐾 of order 4. Define 푅 =
퐾[푥, 푥−1; 휎2] to be the twisted Laurent polynomial ring generated over 퐾 by an invertible generator 푥
which satisfies the relation 푥−1훼푥 = 휎2(훼) for 훼 ∈ 퐾 . We may then extend 휎 to an anti-automorphism on
푅 defined on monomials by
훼푥푖 = 푥−푖휎(훼) = 휎1−2푖(훼)푥−푖.
Then 훼푥푖 = 휎2(훼)푥푖 = 푥−1(훼푥푖)푥 and 푥푥 = 1, so that we obtain a Wall anti-structure (∙, 휖)with 휖 = 푥. This
Wall anti-structure is not conjugated to any centralWall anti-structure: indeed, the units of푅 are exactly the
monomials 훼푥푖, and if we conjugate the aboveWall anti-structure by 훼푥푖 then the new 휖 will be of the form
훽푥2푖+1 for a suitable 훽 ∈ 퐾 , and as such cannot be in the center, since it does not commute with 퐾 ⊆ 푅.
Let us now also give a non-commutative example of an invertible module with involution whose under-
lying module is not the ring itself:
4.2.7. Example. Let 퐵 = Qℚ(−5,−13) be the quaternion algebra over ℚ and let 퐴 ⊆ 퐵 be the subring
generated over ℤ by 1, 푖, 푗 and 훽 = 1+푖+푗+푖푗
2
. Then 퐴 is a maximal order in the quaternion algebra 퐵,
that is, it is finitely generated as a ℤ-module and is not contained in any other subring with this property.
Invertible bimodules overmaximal orders are relatively well understood, and can all be realized as invertible
two-sided ideals in 퐴. In particular, the two-sided ideal 퐼 ⊆ 퐴 which is generated by 2, 푖 − 1, 푗 − 1 is an
invertible ideal of index 4 in 퐴 (the quotient 퐴∕퐼 ≅ 픽2[훽]∕(훽
2 − 훽 + 1) is a finite field of order 4). One can
then verify that this ideal is not principal by checking that 퐴 contains no elements of norm 2, and so this
퐴-bimodule is not isomorphic to 퐴 as a left 퐴-module. At the same time, the involution on 퐵 sending 푖 to
−푖 and 푗 to −푗 restricts to an involution on 퐴, through which we can consider 퐼 as an 퐴 ⊗ 퐴-module, and
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since this involution preserves 퐼 it endows it with the structure of an involution which is linear over the flip
map 퐴⊗ 퐴 → 퐴⊗ 퐴. Then 퐼 gives an invertible module with involution over 퐴 which is not isomorphic
to 퐴 as a left 퐴-module.
Let us now fix a (projective) invertible module with involution 푀 over 푅. As in Definition 3.1.5 we
write Ϙs
푀
and Ϙq
푀
for the symmetric and quadratic Poincaré structures on Dp(푅) associated to the bilinear
functor B푀 . Similarly, as in Example 3.2.7, for an integer 푚 ∈ ℤ, we consider the associated module with
genuine involution
(H푀, 휏≥푚H푀 tC2 , 푡푚 ∶ 휏≥푚H푀 tC2 → H푀 tC2 )
over H푅, where 푡푚 ∶ 휏≥푚H푀 tC2 → H푀 tC2 is the 푚-connective cover of H푀 tC2 . We will denote the
associated Poincaré structure onDp(푅) ≃ Mod휔
H푅 as in Construction 3.2.5 by
Ϙ
≥푚
푀
∶ Dp(푅)
op
→ S푝.
4.2.8.Warning. TheHℤ-module structure onH푀 tC2 above is not the one obtained by performing the Tate
construction inModHℤ ≃ D(ℤ), but rather via the Tate Frobenius of Hℤ, see Warning 3.2.1. For example,
if 푅 is an 픽2-algebra and푀 = 푅 with trivial involution then H푀
tC2 = ⊕푛∈ℤΣ
푛H푀 as a spectrum, but the
action of ℤ on 휋0(H푀
tC2) = 푅 is not the canonical action of ℤ on 푅 but rather the action 푎(푥) = 푎2푥.
4.2.9.Remark.Wewill study theGrothendieck-Witt andL-groupsof the Poincaré∞-categories (Dp(푅), Ϙ≥푚
푀
)
for −∞ ≤ 푚 ≤ ∞ in depth in Paper [III]. In particular, we will show in Paper [III] that the L-groups of
(Dp(푅), Ϙ
q
푀
) are naturally isomorphic to the quadratic L-groups of Ranicki-Wall [Wal99]. These are 4-
periodic, cf. Corollary 3.4.13. The symmetric L-groups were first introduced by Ranicki [Ran80] using
푛-dimensional Poincaré complexes to define the 푛’th L-group. These are not 4-periodic in general, and
we will show in Paper [III] that they are naturally isomorphic to the L-groups of the Poincaré∞-category
(Dp(푅), Ϙ≥0
푀
). A periodic variant of the symmetric L-groups was later introduced by Ranicki in [Ran92] us-
ing Poincaré complexes of arbitrary length. Those are naturally isomorphic to the L-groups of the Poincaré
∞-category (Dp(푅), Ϙs
푀
), which are indeed 4-periodic by Corollary 3.4.13.
4.2.10.Remark. By construction the linear part of the Poincaré structure Ϙ≥푚
푀
is given by the formula푋 ↦
homH푅(푋, 휏≥푚H푀 tC2 ), where in the last term we have identified 푋 with the corresponding H푅-module
spectrum via the equivalence (88). In particular, Ϙ≥푚
푀
(푋) sits in an exact sequence of spectra
Ϙ
q
푀
(푋)→ Ϙ≥푚
푀
(푋)→ homH푅(푋, 휏≥푚H푀 tC2),
which can be considered as a way of measuring the gap between Ϙ≥푚
푀
and Ϙq
푀
. On the other hand, from the
fibre sequence 휏≥푚H푀 tC2 → H푀 tC2 → 휏≤푚−1H푀 tC2 we see that Ϙ≥푚푀 (푋) also sits in an exact sequence
of spectra
Ϙ
≥푚
푀
(푋)→ Ϙs푀 (푋)→ homH푅(푋, 휏≤푚−1H푀 tC2),
and this can be used to estimate the gap between Ϙ≥푚
푀
and Ϙs
푀
.
Our next goal is to relate the above Poincaré structures to more classical notions of hermitian forms on
푅-modules. For this, let Chb(Proj(푅)) be the category of bounded chain complexes of finitely generated
projective 푅-modules, so that the∞-categoryDp(푅) can be identified with the∞-categorical localisation
of Chb(Proj(푅)) by the collection of quasi-isomorphisms. The inclusion Proj(푅) ⊆ Chb(Proj(푅)) as chain-
complexes concentrated in degree 0 determines a fully-faithful functor
(89) Proj(푅) → Dp(푅), 푃 ↦ 푃 [0].
We also point out that the category Proj(푅) is additive, and the inclusion (89) is additive in the sense
that it preserves direct sums. One can then show that (89) exhibits Dp(푅) as the initial stable∞-category
equippedwith additive functor fromProj(푅). In particular, wemay considerDp(푅) as the stable∞-category
generated from Proj(푅). It is also sometimes called the stable envelope of Proj(푅).
The following definition is originally due to Eilenberg and MacLane [EM54, Theorem 9.11].
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4.2.11. Definition. Let C,D be additive∞-categories. We will say that a functor Ϙ∶ C→ D is polynomial
of degree 2 if its cross-effects BϘ(푋, 푌 ) (defined as in Definition 1.1.4 as the kernel of the split surjection
Ϙ(푋 ⊕ 푌 )→ Ϙ(푋)⊕ Ϙ(푌 )) preserves direct sums in each variable separately. We will denote by
Fun
2−poly
∗ (C,D) ⊆ Fun(C,D)
the full subcategory spanned by functors which are polynomial of degree 2 functors and reduced, that is,
zero object preserving.
The following principal result will allow us to relate the above additive setting with the stable one for
categories of modules:
4.2.12. Proposition. Let 푅 be an associative ring. Then restriction along the inclusion Proj(푅) ⊆ Dp(푅)
yields an equivalence of∞-categories
Funq(Dp(푅))
≃
←←←←→ Fun
2−poly
∗ (Proj(푅)
op, S푝).
Since the Eilenberg-MacLane embeddingH∶ A푏↪ S푝 is fully-faithful and additive, Proposition 4.2.12
implies in particular that if Ϙproj ∶ Proj(푅)
op
→ A푏 is a reduced polynomial functor of degree 2 then the
composed functor Proj(푅)op → A푏→ S푝 extends to a quadratic functor Ϙ∶ Dp(푅)op → S푝 in an essentially
unique manner. We will refer to such an extension
Ϙ∶ Dp(푅) → S푝
as the non-abelian derived functor of Ϙproj.
4.2.13. Remark. For connective objects 푋 ∈ Dp(푅) one can express the value of the derived functor Ϙ as
follows. First note that such an 푋 can be represented by a non-negatively graded chain complex 퐶∙ over
Proj(푅), which in turn determines a simplicial 푅-module using the Dold-Kan correspondence. Applying
the functor Ϙproj levelwise we obtain a cosimplicial abelian group Ϙproj(퐶∙), which we can then re-translate
into a non-positively graded chain complex over ℤ, and consequently into a spectrum. This is the classical
description of non-abelian derived functors of Dold and Puppe [DP58].
The proof of Proposition 4.2.12 will be given below. Before, let us explore some of its consequences. As
their higher categorical counterparts, reduced degree 2 polynomial functors Proj(푅)op → A푏 can be used
to encode various types of hermitian forms. To make this more explicit, consider for a projective module
푃 ∈ Proj(푅) the abelian group Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀) of푀-valued 푅-bilinear forms 훽 ∶ 푃 ⊗ℤ 푃 → 푀 .
This abelian group carries an involution which sends a form 훽 to the form
(푣, 푢) ↦ 휎(훽(푢, 푣)),
where 휎 ∶ 푀 →푀 is the involution of푀 . The C2-orbits and C2-fixed points of 휎 are then related via the
norm map
NC2 ∶ Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀)C2 → Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀)
C2 [훽]↦ 훽(푣, 푢) + 휎훽(푢, 푣),
which sends an orbit to the sum of its representatives.
4.2.14. Definition. Let 푅 be a ring and (푀,휎) an invertible module with involution over 푅. We define
functors Proj(푅)op → A푏 by the formulas
Ϙ
s
proj
(푃 ) = Hom푅⊗ℤ푅(푃 ⊗ℤ 푃 ,푀)
C2 , Ϙ
q
proj
(푃 ) = Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀)C2 ,
and
Ϙ
ev
proj
(푃 ) = im
[
Ϙ
q
proj
(푃 )
NC2
←←←←←←←←→ Ϙ
s
proj
(푃 )
]
.
For 푃 ∈ Proj(푅)wewill refer to these as the abelian groups of 휎-symmetric, 휎-quadratic, and 휎-even forms
on 푃 , respectively. These functors are visibly reduced and the cross-effect of each of them is (푃 ,푄) ↦
Hom푅⊗ℤ푅(푃 ⊗ℤ 푄,푀), which is additive in each variable separately. In particular, they are polynomial
of degree 2.
By definition, a 휎-symmetric form is an푅-bilinear form휙∶ 푃⊗ℤ푃 →푀 such that휙(푏, 푎) = 휎(휙(푎, 푏)).
On the other hand, the data of a 휎-quadratic form, or a C2-orbit [훽] ∈ Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀), is equivalent
to that of a pair (휙, 푞), where 휙 ∈ Hom푅⊗푅(푃 ⊗ℤ 푃 ,푀)
C2 is a 휎-symmetric form and 푞 ∶ 푃 → 푀C2 is a
set-theoretic function which satisfies
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i) 푞(푣 + 푢) − 푞(푣) − 푞(푢) = [휙(푣, 푢)] ∈푀C2 for 푣, 푢 ∈ 푃 ;
ii) 푞(푟푣) = (푟 ⊗ 푟)푞(푣) for 푣 ∈ 푃 and 푟 ∈ 푅;
iii) the image of 푞(푣, 푣) under the norm map푀C2 →푀
C2 is the C2-fixed element 휙(푣, 푣) for 푣 ∈ 푃 .
To obtain this description, note that the abelian group of such pairs (휙, 푞) forms a reduced degree 2 polyno-
mial functor Ϙ′ ∶ Proj(푅) → A푏, which receives a natural transformation Ϙq
proj
⇒ Ϙ
′ sending [훽] ∈ Ϙq
proj
(푃 )
to the pair (휙, 푞), where 휙 = N[훽] is the norm of 훽 and 푞(푥) = [훽(푥, 푥)] ∈ 푀C2 . One can then ver-
ify in a straightforward manner that this natural transformation induces an isomorphism on cross-effects
and an isomorphism on the value on 푃 = 푅, and is hence an isomorphism on every 푃 ∈ Proj(푅) (see
also [Wal70, Theorem 1], where this argument is elaborated in the case where푀 comes from a Wall anti-
structure).
When푅 is commutative and푀 = 푅with trivial involution the above notion of a quadratic form identifies
with the usual one. In this case even forms are symmetric forms which admit a quadratic refinement in the
classical sense (which is not kept as part of the structure). For example, when 푀 = 푅 = ℤ with trivial
involution then a symmetric bilinear form 푏 on 푃 admits a quadratic refinement if and only if 푏(푥, 푥) ∈ 2ℤ
for all 푥 ∈ 푃 , hence the terminology “even forms”. In this case the quadratic refinement is even unique,
though this is by no means the case in general. If푅 is commutative and푀 = 푅 with involution 휎(푥) = −푥
then 휎-symmetric forms are anti-symmetric forms while the 휎-even forms are the alternating ones. For
non-commutative푅 this way of viewing quadratic forms was first devised by Tits [Tit68] for central simple
algebras, and later generalized by Wall [Wal70] to arbitrary rings with anti-structure as above.
4.2.15. Proposition. The quadratic functors Ϙ≥0
푀
, Ϙ≥1
푀
and Ϙ≥2
푀
on Dp(푅) are canonically equivalent to the
non-abelian derived functors of Ϙs
proj
, Ϙev
proj
and Ϙ
q
proj
, respectively.
4.2.16. Notation. In light of Proposition 4.2.15 we will denote the Poincaré structures Ϙ≥0
푀
, Ϙ≥1
푀
and Ϙ≥2
푀
also by Ϙgs
푀
, Ϙge
푀
and Ϙgq
푀
, and refer to them as the genuine symmetric, genuine even and genuine quadratic
Poincaré structures on 푅 associated to푀 .
4.2.17. Remark. In [HS20] the fourth and ninth authors show that the Grothendieck-Witt groups (the one
defined in §2.4 as well as the higher ones we will define in Paper [II]) of derived Poincaré structures as
above can be described in terms of the group completion of the corresponding monoid of Poincaré forms
on projective modules. In light of Proposition 4.2.15 it then follows that for an invertible module with
involution (푀,휎) over푅 the Grothendieck-Witt groups of the associated genuine symmetric, genuine even
and genuine quadratic Poincaré structures reproduce the classical 휎-symmetric, 휎-even and 휎-quadratic
Grothendieck-Witt groups of 푅 with coefficients in푀 .
4.2.18. Remark. It follows from Proposition 4.2.15 and Corollary 3.4.11 that we have equivalences of
Poincaré∞-categories (
Mod휔퐴, (Ϙ
gs
푀
)[2]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
ge
−푀
)
and (
Mod휔퐴, (Ϙ
ge
푀
)[2]
) ≃
←←←←→
(
Mod휔퐴, Ϙ
gq
−푀
)
.
In Paper [II] we will show how this permits one to identify and prove the correct generalization of Karoubi’s
fundamental theorem to the setting where 2 is not invertible. We point out that while this generalization
pertains by Remark 4.2.17 to the classical theory encompassed in the polynomial functors Ϙq
proj
, Ϙev
proj
and
Ϙ
s
proj
on Proj(푅), the above equivalences of Poincaré∞-categories are only visible after deriving these into
Poincaré structures toDp(푅).
The proof of Proposition 4.2.15 will require the following lemma:
4.2.19. Lemma. For 푃 ∈ Proj(푅) the canonical map
(90) HHom푅⊗ℤ푅(푃 ⊗ℤ 푅,푀) → homH푅⊗HℤH푅(H푃 ⊗Hℤ H푃 ,H푀)
is an equivalence. In particular, the right hand side lies in the heart Sp♡ and we obtain identifications
Ϙ
q
proj
(푃 ) ≅ 휋0Ϙ
q
푀
(푃 [0]) and Ϙs
proj
(푃 ) ≅ 휋0Ϙ
s
푀 (푃 [0]).
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Proof. For 푃 ∈ Proj(푅) the condition that (90) is an equivalence is closed under direct sums and retracts,
and so it suffices to check it for 푅 = 푃 , where it can be identified with the identity map
H푀 ≃ HHom푅⊗ℤ푅(푅⊗ℤ 푅,푀) → homH푅⊗HℤH푅(H푅⊗Hℤ H푅,H푀) ≃ H푀.
We then get that
Ϙ
q
proj
(푃 ) = Hom푅⊗ℤ푅(푅⊗ℤ 푅,푀)C2 ≅ 휋0(homH푅⊗HℤH푅(H푅⊗Hℤ H푅,H푀))C2
≅ 휋0[homH푅⊗HℤH푅(H푅⊗Hℤ H푅,H푀)hC2] ≅ Ϙ
q
푀
(푃 [0]),
and similarly
Ϙ
s
proj
(푃 ) = Hom푅⊗ℤ푅(푅⊗ℤ 푅,푀)
C2 ≅ 휋0(homH푅⊗HℤH푅(H푅⊗Hℤ H푅,H푀))
C2
≅ 휋0[homH푅⊗HℤH푅(H푅⊗Hℤ H푅,H푀)
hC2] ≅ Ϙs푀 (푃 [0]),
as desired. 
Proof of Proposition 4.2.15. By Lemma 4.2.19we have that for 푃 ∈ Proj(푃 ) the spectrumB푀 (푃 [0], 푃 [0])
belongs to S푝♡ and so Ϙq
푀
(푃 [0]) is connective and Ϙs
푀
(푃 [0]) is coconnective. By Remark 4.2.10 we then
get that for 푚 = 0, 1, 2 the spectrum Ϙ≥푚
푀
(푃 [0]) is both connective and coconnective, and hence lies in the
heart as well. Now consider the pair of maps
휋0Ϙ
q
푀
(푃 [0])→ 휋0Ϙ
≥푚
푀
(푃 [0])→ 휋0Ϙ
s
푀 (푃 [0]).
ByRemark 4.2.10 the first map above is an isomorphismwhen푚 = 2 and the secondmap is an isomorphism
when 푚 = 0. Finally, when 푚 = 1 the same remark gives that the first map is surjective and the second is
injective. Invoking the last part of Lemma 4.2.19we now get an identification of 휋0Ϙ
≥푚
푀
(푃 [0]) for푚 = 0, 1, 2
with Ϙs
proj
(푃 ), Ϙev
proj
(푃 ) and Ϙq
proj
(푃 ) respectively. By the uniqueness of Proposition 4.2.12 we may identify
휋0Ϙ
≥푚
푀
(푃 [0]) for 푚 = 0, 1, 2 with the desired nonabelian derived functors. 
The remainder of this section is devoted to the proof of Proposition 4.2.12. Let Δ≤푛 ⊆ Δ be the full
subcategory spanned by those totally ordered sets with at most 푛 + 1 elements.
4.2.20. Definition. Let C andD be small∞-categories.
i) A diagram 푝∶ Δop → C is called finite if it is left Kan extended from its restriction to Δop≤푛 for some
푛. A colimit over such a diagram is called a finite geometric realization. Dually, a diagram Δ → C
is called finite if it is right Kan extended from its restriction to Δ≤푛 for some 푛. A limit over such a
diagram is called a finite totalization.
ii) An ∞-category C is said to admit finite geometric realizations if every finite diagram Δop → C in C
admits a colimit. Dually, C is said to admit finite totalizations if every finite diagram Δ→ C admits a
limit.
iii) A functor 푓 ∶ C → D is said to preserve finite geometric realizations if its sends colimit cones
푝∶ (Δop)⊳ → C over finite diagrams 푝∶ Δop → C to colimit cones in D. Here, it is not required
that 푓◦푝∶ Δop → D remains finite in the above sense. Dually, a functor 푓 is said to preserve finite
totalizations if its sends limit cones 푝∶ (Δop)⊲ → C over finite diagrams 푝∶ Δ → C to limit cones in
D. Again, it is not required that 푓◦푝∶ Δop → D remains finite.
We will denote by FunΔ
op
f in(C,D) ⊆ Fun(C,D) the full subcategory spanned by the functors which preserve
finite geometric realizations.
4.2.21.Remark. If an∞-categoryC admits finite colimits then it admits finite geometric realizations, since
the ∞-category Δop≤푛 is finite and colimits of left Kan extended diagrams 푋 ∶ Δop → C can be calculated
on their restriction to Δop≤푛. In addition, if C and D are ∞-categories with finite colimits and 푓 ∶ C → D
preserves finite colimits then 푓 sends finite diagrams푋 ∶ Δop → C to finite diagrams; indeed, this follows
from the pointwise formula for left Kan extensions since for each [푚] ∈ Δop the comma category (Δop≤푛)∕[푚]
is finite. It then follows that such an 푓 also preserves finite geometric realizations. A similar statement
holds for finite totalizations under the analogous assumptions concerning finite limits.
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4.2.22. Lemma. Let C be an∞-category which admits finite colimits andD and∞-category which admits
sifted colimits. Then restriction along the Yoneda embedding C → Ind(C) induces an equivalence
Funsif (Ind(C),D)→ FunΔ
op
f in(C,D)
between the full subcategory of functors Ind(C) → D which preserve sifted colimits on the left hand side
and functors C→ D which preserve finite geometric realizations on the right.
Proof. We first note that by the universal property of ind-categories [Lur09a, Proposition 5.3.5.10] we have
that Ind(C) admits filtered colimits and restriction along 휄∶ C↪ Ind(C) determines an equivalence
Funf ilt (Ind(C),D)
≃
←←←←→ Fun(C,D),
where the left hand side stands for the full subcategory of Fun(Ind(C),D) spanned by the functors which
preserves filtered colimits. It will hence suffice to show that if 푓 ∶ Ind(C) → D is a functor which preserves
filtered colimits then 푓 preserves sifted colimits if and only if 푓◦휄 preserves finite geometric realizations. To
begin, note that if 푓 ∶ Ind(C)→ D preserves sifted colimits then it preserves in particular finite geometric
realizations. Since the inclusion 휄∶ C → Ind(C) preserves finite colimits it preserves finite diagrams and
finite geometric realizations by Remark 4.2.21. It then follows that in this case 푓◦휄 preservesfinite geometric
realizations. To prove the other direction, let us now suppose that 푓 ∶ Ind(C) → D is a functor which
preserves filtered colimits such that 푓◦휄 preserves finite geometric realizations. We wish to show that
푓 preserves all sifted colimits. By [Lur09a, Corollary 5.5.8.17] it will suffice to show that 푓 preserves
geometric realizations. Let 푡푛 ∶ Δ
op
≤푛 → Δop be the inclusion. Then every Δop-diagram 휌∶ Δop → Ind(C)
can be written as a sequential (and in particular filtered) colimit of finite diagrams of the form
휌 ≃ colim
푛
(푡푛)!(푡푛)
∗휌.
Since 푓 preserves filtered colimits it will suffice to prove that 푓 preserves finite geometric realizations. Now
let 휌푛 ∶ Δ
op
≤푛 → Ind(C) be a diagram indexed onΔ
op
≤푛. We claim that 휌푛 can be written as a filtered colimit of
Δ
op
≤푛-diagrams taking values in C. To see this, consider the smallest full subcategory E ⊆ Fun(Δ
op
≤푛, Ind(C))
which contains the left Kan extended functors (푖푘)!휄(푥), where 푥 ∈ C is an object and 푖푘 ∶ {[푘]} ↪ Δ
op
≤푛
is the inclusion of the object [푘], and closed under finite colimits. Then E forms a collection of compact
generators for Fun(Δop≤푛, Ind(C))) and hence every diagram 휌푛 ∶ Δ
op
≤푛 → Ind(C) is a filtered colimit of dia-
grams in E. Since the mapping sets in Δop≤푛 are finite the functors (푖푘)!휄(푥) takes values in the image of C,
and hence factor through Δop≤푛-diagrams in C. It will hence suffice to show that 푓 preserves finite geomet-
ric realizations of simplicial diagrams which factor through 휄∶ C ↪ Ind(C). Indeed, since C admits finite
geometric realizations which are preserved by 휄 this follows from the assumption that 푓◦휄 preserves finite
geometric realizations. 
4.2.23. Lemma. Any quadratic functor Ϙ∶ Cop → S푝 preserves finite geometric realizations and finite
totalizations.
Proof. It suffices to show the claim for the special cases where Ϙ is either exact or of the form 푥↦ B(푥, 푥)
for a bilinear functor B∶ Cop × Cop → S푝, since these generate all quadratic functors under both limits
and colimits: indeed, a general quadratic functor Ϙ is both the fibre of a map from BϘ(−,−)
hC2 to an exact
functor and the cofibre of a map from an exact functor to BϘ(−,−)hC2 . The case where Ϙ is exact follows
from Remark 4.2.21. We hence suppose that Ϙ(푥) = B(푥, 푥) for some bilinear B, and let 푋 ∶ Δop → C be a
finite diagram. Since Δ is sifted we then have
colim
[푛]∈Δ
Ϙ(푋푛) ≃ colim
[푛]∈Δ
B(푋푛, 푋푛) ≃ colim
[푛]∈Δ
colim
[푚]∈Δ
B(푋푛, 푋푚).
Now for each fixed 푥 ∈ C the functor B(푥,−) is exact and hence preserves finite geometric realizations by
Remark 4.2.21. Similarly, for each fixed 푦 ∈ C the functor B(−, 푦) preserves finite geometric realizations.
We hence get that
colim
[푛]∈Δ
colim
[푚]∈Δ
B(푋푛, 푋푚) ≃ colim
[푛]∈Δ
B(푋푛, colim
[푚]∈Δ
푋푚) ≃ B(colim
[푛]∈Δ
푋푛, colim
[푚]∈Δ
푌푚).
Using again that Δ is sifted we consequently get B(colim푛푋푛, colim푚 푌푚) ≃ Ϙ(colim푛푋푛), as desired. 
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Our strategy for the proof of Proposition 4.2.12 is to break the inclusion Proj(푅) ↪ Dp(푅) into the
composite of two inclusions
Proj(푅) ↪ Dp(푅)≥0 ↪ Dp(푅),
where Dp(푅)≥0 ⊆ Dp(푅) is the image under the localisation functor Chb(Proj(푅)) → Dp(푅) of the full
subcategory Chb≥0(Proj(푅)) ⊆ Chb(Proj(푅)) spanned by the complexes concentrated in non-negative de-
grees. To make this strategy work we would like to have a notion of a (contravariant) quadratic functor from
Dp(푅)≥0 to spectra.
Recall fromDefinition 1.1.1 that a functorϘ∶ Dp(푅)≥0 → S푝op is said to be 2-excisive if it sends strongly
cocartesian cubes inDp(푅)≥0 to exact cubes in S푝op. We will denote by
Fun2−exc∗ (D
p(푅)≥0) ⊆ Fun(Dp(푅)≥0, S푝op)op
the full subcategory spanned by the reduced 2-excisive functorsDp(푅)≥0 → S푝op.
4.2.24.Remark. It follows from [Lur17, Proposition 6.1.3.22] that the cross effect of any reduced 2-excisive
functor Ϙ∶ Dp(푅) → S푝op preserve finite colimits in each variable separately.
4.2.25. Lemma. Restriction along the inclusionDp(푅)≥0 ⊆ Dp(푅) yields an equivalence
(91) Funq(Dp(푅))
≃
←←←←→ Fun2−exc∗ (D
p(푅)≥0).
Proof. Consider the composite
(92) Fun∗
(
Dp(푅)
op
≥0, S푝
)
→ Fun∗
(
Dp(푅)op, S푝
) P2
←←←←←→ Funq(Dp(푅))
where the first functor is given by right Kan extension along the inclusion 휄∶ Dp(푅)op≥0 ↪ Dp(푅)op (a
procedurewhich preserves reduced functors by the pointwise formula for Kan extensions) and the second by
the right adjoint P2 to the inclusion Funq(Dp(푅)) ⊆ Fun∗(D
p(푅)op, S푝) described in Construction (1.1.26).
Since (92) is a composite of right adjoints it is itself right adjoint to the composite
(93) Funq(Dp(푅)) ↪ Fun∗(D
p(푅)op, S푝) → Fun∗
(
Dp(푅)
op
≥0, S푝
)
.
Since (93) factors through the full subcategory of quadratic functors the unit and counit of the adjunction
between (92) and (93) also yield an adjunction
(94) Fun2−exc∗ (D
p(푅)≥0) ⟂ Funq(Dp(푅))
where the right adjoint is obtained by restricting the domain of (92) and the left adjoint is the restriction
functor (91) under consideration. We claim that the adjunction (94) is an equivalence. To begin, we first
show that for Ϙ ∈ Fun2−exc∗ (D
p(푅)≥0) the counit 휄∗P2(휄∗Ϙ) → Ϙ is an equivalence. We note that this counit
is given itself by a composite
(95) 휄∗P2(휄∗Ϙ)→ 휄
∗휄∗Ϙ→ Ϙ
where the second map is the counit of 휄∗ ⊣ 휄∗, which is an equivalence since 휄 is fully-faithful. The first
map in turn is the one obtained by applying 휄∗ to the counit P2(휄∗Ϙ) → 휄∗Ϙ. We hence need to show that the
component
(96) P2(휄∗Ϙ)(푋)→ 휄∗Ϙ(푋)
is an equivalence for푋 in the image of the inclusionDp(푅)≥0 ⊆ Dp(푅). For this we recall that P2 is defined
via a sequential limit
P2(R) ∶= lim[...→ T2T2(R)→ T2(R)→ R]
where T2(R)(푋) = Σ cof[BR(Σ푋,Σ푋) → R(Σ푋,Σ푋)], see Construction 1.1.26. It will then suffice to
show that for 푋 ∈ Dp(푅)≥0 the sequence
ΣBϘ(Σ푋,Σ푋)→ ΣϘ(Σ푋)→ Ϙ(푋)
is exact. Indeed, this follows by the exact same argument as the dual version of Lemma 1.1.19 (see Re-
mark 1.1.20) in the case where 푧 and푤 are zero objects, using that Ϙ is assumed to be reduced and 2-excisive
onDp(푅)≥0.
As the counit is an equivalence, to finish the proof it will suffice to show that 휄∗ is conservative, or equiva-
lently (since its domain is stable), detects zero objects. In particular, we need to show that if Ϙ∶ Dp(푅)op →
HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES I: FOUNDATIONS 69
S푝 is a quadratic functor which vanishes onDp(푅)≥0 then Ϙ is the zero functor. Indeed, for such a Ϙ we will
have that (T2)◦푛(Ϙ) vanishes on (Dp(푅))≥−푛 ∶= Σ−푛Dp(푅)≥0 and hence that
Ϙ ≃ P2(Ϙ) = lim[...→ T2T2(Ϙ)→ T2(Ϙ)→ Ϙ] = 0,
since any 푋 ∈ Dp(푅) lies in Dp(푅)≥−푛 for some 푛. 
4.2.26. Lemma. Restriction along the inclusion Proj(푅) ⊆ Dp(푅)≥0 yields an equivalence
Fun2−exc∗ (D
p(푅)≥0)
≃
←←←←→ Fun
2−poly
∗ (Proj(푅)
op, S푝)
Proof. LetD(푅)≥0 ⊆ D(푅) denote the full subcategory spanned by the objects representedby non-negatively
graded complexes. By [Lur17, Proposition 1.3.3.14] restriction along the inclusion Proj(푅) → D(푅)≥0
yields an equivalence
Funsif (D(푅)
op
≥0, S푝)
≃
←←←←→ Fun(Proj(푅)op, S푝),
where the left hand side denotes the full subcategory of Fun(D(푅)op≥0, S푝) spanned by the functors which
preserve sifted limits. It then follows from Lemma 4.2.22 that restriction along the inclusion Proj(푅) →
Dp(푅)≥0 induces an equivalence
(97) FunΔf in(Dp(푅)op≥0, S푝)
≃
←←←←→ Fun(Proj(푅)op, S푝)
where on the left hand side we have the ∞-category of functors Dp(푅)op≥0 → S푝 which preserve finite
geometric realizations. By Lemma 4.2.23 the latter contains Fun2−exc∗ (D
p(푅)≥0) as a full subcategory. We
now claim that under the equivalence (97) the reduced 2-excisive functors on the left hand side correspond
to the functors that are reduced and polynomial of degree 2 on the right hand side. First, since the inclusion
Proj(푅) → Dp(푅)≥0 is additive and reduced 2-excisive functors have bi-exact cross effects (Remark 4.2.24)
it follows that reduced 2-excisive functors restrict to reduced functors which are polynomial of degree 2.
Conversely, suppose that R∶ Dp(푅)≥0 → S푝 is a functor which preserves finite geometric realizations
whose restriction to Proj(푅) is reduced and polynomial of degree 2. Since Proj(푅) contains the zero object
ofDp(푅)≥0 we have that R is reduced. To show that R is 2-excisive we need to show that it sends strongly
cocartesian cubes in Dp(푅)≥0 to exact cubes of spectra. For this, let 휌∶ (Δ1)3 → Dp(푅)≥0 be a strongly
cocartesian cube. We want to reduce to the case where 휌 takes values in the subcategory of finite projective
modules and injections. Let us identify (Δ1)3 with the nerve of the posetP([2]) of subsets of [2] = {0, 1, 2}.
Let P≤1([2]) ⊆ P([2]) be the full subposet spanned by {}, {0}, {1}, {2}. Since Dp(푅)≥0 is the localisation
of the cofibration category Chb≥0(Proj(푅)) it follows from [Cis19] that we can represent 휌|P≤1([2]) by a
diagram 휏 ∶ P≤1([2])→ Chb≥0(Proj(푅)) in which each map 푐푖 ∶ 휏({})→ 휏({푖}) is levelwise injective with
projective kernel. TheDold-Kan correspondence then associates to 휏 a diagram 휏′ ∶ P≤1([2])→ Proj(푅)Δop
of simplicial푅-modules such that each of the maps 푐푖 ∶ 휏({})→ 휏({푖}) is levelwise injective with projective
cokernel (see [Qui06, §II.4.12]). In addition, since 휏 takes values in bounded complexes we can find an 푛 ≥
0 such that it takes values in complexes concentrated in degrees 0 to 푛. Under the Dold-Kan correspondence
such complexes map to simplicial 푅-modules which are left Kan extended from their restriction to Δop≤푛.
Switching the simplicial dimension with the P≤1([2])-dimension we may conclude that 휏|P≤1([2]) can be
written as a finite geometric realization of a simplicial family of diagrams 휏′푛 ∶ P≤1([2]) → Proj(푅) such
that each 휏′푛 has the property that 휏
′
푛({})→ 휏
′
푛({푖}) is a split injective map of projective modules. Left Kan
extending from P≤1([2]) we obtain a representation of 휌 as a finite geometric realization of a simplicial
family of strongly cocartesian cubes 휌푛 ∶ P([2]) → Proj(푅) such that each 휌푛({}) → 휌푛({푖}) is a split
injective map of projective modules. Since R preserves finite geometric realizations it will suffice to show
that R sends each 휌푛 to an exact cube of spectra. Now since Proj(푅) is closed in D
p(푅)≥0 under pushouts
with one leg split injective it follows that each 휌푛 is a strongly cocartesian cubes in Proj(푅). More explicitly,
wemay pick projectivemodules푋푛, 푌
0
푛 , 푌
1
푛 , 푌
2
푛 such that 휏
′
푛({}) = 푋
푛 and 휏′푛({푖}) = 푋푛⊕푌
푖
푛 for 푖 = 0, 1, 2,
in which case 휌푛 ∶ P([2])→ D
p(푅) is given by
[2] ⊇ 푆 ↦ 푋푛 ⊕
[
⊕
푖∈푆
푌 푖푛
]
.
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To finish the proof we need to show that the resulting cube of spectra
(98) 푆 ↦ R(푋푛 ⊕
[
⊕
푖∈푆
푌 푖푛
]
)
is exact. Let B(−,−) be the cross-effect of R. The assumption that R|Proj(푅) is polynomial of degree 2
means that the restriction of B to Proj(푅) × Proj(푅) preserve direct sums in each variable separately. The
cube of spectra R◦휌푛 thus decomposes as a direct sum of four components
푆 ↦ R(푋푛)⊕
[
⊕푖∈푆R(푌
푖
푛 )
]
⊕
[
⊕푖∈푆B(푋푛, 푌
푖
푛 )
]
⊕
[
⊕푖<푗∈푆B(푌
푖
푛 , 푌
푗
푛 )
]
.
The first component is constant and is hence an exact cube, and the second and third components are visibly
exact. Finally, the fourth component 푆 ↦ ⊕푖<푗∈푆B(푌
푖
푛 , 푌
푗
푛 ) is also an exact cube since it vanishes on 푆 of
size smaller than 2 and exhibits its value at 푆 = {0, 1, 2} as the product of its values on {0, 1}, {1, 2} and
{0, 2}. We have thus showed that the cube of spectra (98) is exact, and so the proof is complete. 
Proof of Proposition 4.2.12. Combine Lemma 4.2.25 and Lemma 4.2.26. 
4.3. Group-rings and visible structures. In this section wewill consider group rings, andmore generally,
group ring spectra, which provide important examples of rings with anti-involutions, and whose various
types of L-groups play a principal role in surgery theory and manifold classification. In particular, we will
show how to construct modules with genuine involutions whose associated L-theory reproduces visible
L-theory as studied in [Wei92], [Ran92] and [WW14].
Recall that for an ordinary group퐺 equipped with a homomorphism 휒 ∶ 퐺 → {−1, 1}, one may endow
the group ring ℤ퐺 with the associated 휒-twisted involution 휏휒 ∶ ℤ퐺
≅
←←←←→ (ℤ퐺)op, defined by sending 푔 ∈
ℤ퐺 to 휒(푔)푔−1. In what follows we will consider a generalization of this setup where 퐺 is replaced by an
E1-group, that is, a group-likeE1-monoid in spaces, and instead ofℤ the coefficients are taken in the sphere
spectrum. More precisely, for such a 퐺 the suspension spectrum 핊[퐺] ∶= Σ∞+ 퐺 inherits the structure of
an E1-ring spectrum, which is called the group ring spectrum of 퐺. This E1-ring spectrum is characterized
by the fact that its module spectra correspond to spectra with a 퐺-action, a notion which we will call here
(naive) 퐺-spectra, and consequently also use the notationMod퐺 ∶= Mod핊[퐺] andMod
휔
퐺 ∶= Mod
휔
핊[퐺]. In
this section we consider data giving rise to Poincaré structures onMod휔
핊[퐺]. We also consider variants for
the group algebras 퐴[퐺] ∶= 퐴 ⊗ 핊[퐺] with coefficients in some E1-ring spectrum 퐴. A closely related
construction involving parameterized spectra over a space will be explored in §4.4.
Recall that a spectrum 퐸 ∈ S푝 is called invertible if there exists a spectrum 퐸′ such that 퐸 ⊗ 퐸′ ≃ 핊.
In this case 퐸 is necessarily of the form Σ푛핊 for some 푛 ∈ ℤ and hom(퐸,퐸) ≃ 핊. By a character of an
E1-group 퐺 we will mean a pair (퐸, 휒) where 퐸 is an invertible spectrum and 휒 ∶ 퐺 → Aut(퐸) ≃ gl1(핊)
is a homomorphism of E1-groups, encoding an action of 퐺 on 퐸.
4.3.1. Construction. Let 퐺 be an E1-group equipped with a character (퐸, 휒). We define a module with
genuine involution on the group ring 핊[퐺] as follows. First, since the diagonal map퐺 → 퐺×퐺 is naturally
equivariantwith respect to the flipC2-action on퐺×퐺 and the trivial action on퐺, it follows that the induction
functor
Mod퐺 → Mod퐺×퐺
refines to a functor
Mod퐺 → [Mod퐺×퐺]
hC2 ,
where C2 acts onMod퐺×퐺 via its flip action on 퐺 × 퐺. In particular, the 퐺 × 퐺-spectrum
퐸[퐺−] ∶= 퐸 ⊗퐺 핊[퐺 × 퐺] = (퐸 ⊗ 핊[퐺 × 퐺])h퐺
induced from the 퐺-spectrum퐸 is naturally a C2-equivariant object ofMod퐺×퐺. Identifying 핊[퐺]⊗핊[퐺]
with 핊[퐺 ×퐺] we then see that the Tate diagonal 핊[퐺]→ 핊[퐺 ×퐺]tC2 is given by the composite 핊[퐺]→
핊[퐺 ×퐺]hC2 → 핊[퐺 ×퐺]tC2 in which the first map is induced by the C2-equivariant diagonal퐺 → 퐺 ×퐺.
In particular, the 퐺-action on 퐸[퐺−]tC2 is induced by the 퐺-action on 퐸[퐺−] restricted from 퐺 × 퐺 along
the diagonal, and we may then consider the map of 퐺-spectra
휂 ∶ 퐸 → 퐸[퐺−]hC2 → 퐸[퐺−]tC2
in which the first map is induced by the C2-equivariant map 퐸 = 퐸 ⊗퐺 핊[퐺] → 퐸 ⊗퐺 핊[퐺 × 퐺]. We
then call the resulting module with genuine involution (퐸[퐺−], 퐸, 휂) the 휒-twisted visible module. We
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will denote the corresponding hermitian structure onMod휔퐸[퐺] by Ϙ
v
휒 and refer to it as the 휒-twisted visible
structure onMod휔
핊[퐺].
4.3.2. Lemma. Let 푛 be such that 퐸 ≃ Σ푛핊 as spectra. Then the (핊[퐺] ⊗ 핊[퐺])-module 퐸[퐺−] is in-
vertible and equivalent to Σ푛핊[퐺] as an 핊[퐺]-module. Furthermore, under this equivalence the involution
on 퐸[퐺−] corresponds to the 푛-fold suspension of a ring anti-involution 휏휒 ∶ 핊[퐺] → 핊[퐺]
op, so that
(Σ−푛퐸[퐺−],Σ−푛퐸,Σ−푛휂) promotes 핊[퐺] to a genuine ring with involution. In particular, the visible struc-
ture Ϙv
휉
onMod휔
핊[퐺] is Poincaré.
Proof. By Proposition 3.1.11 it will suffice to exhibit a C2-equivariant map 푢∶ 핊 → Σ
−푛퐸[퐺−] which
freely generates Σ−푛퐸[퐺−] as an 핊[퐺]-module. Indeed, this is given by the C2-equivariant map
핊 ≃ Σ−푛퐸 ⊗퐺 핊[퐺]→ Σ
−푛퐸 ⊗퐺 핊[퐺 ×퐺] = Σ
−푛퐸[퐺−],
induced by the diagonal map 퐺 → 퐺 ×퐺. This map exhibits Σ−푛퐸[퐺−] as a free 핊[퐺]-module on a single
generator since the shear map 퐺 ×퐺 → 퐺 ×퐺 (given informally by (푔, ℎ)↦ (푔, 푔ℎ)) is an equivalence by
the group-like property. 
4.3.3. Remark. Unwinding the definitions, the involution 휏휒 ∶ 핊[퐺]→ 핊[퐺]
op is the ring map induced by
the composed map
퐺 → gl1(핊) × 퐺
op
→ gl1(핊[퐺]
op),
in which the first map is given by 푔 ↦ (휒(푔), 푔−1). In particular, on 휋0핊[퐺] ≅ ℤ[휋0퐺] this involution can
be written as
∑
푖 푎푖푔푖 ↦
∑
푖 푎푖휒0(푔푖)푔
−1
푖 , where
휒0 ∶ 휋0퐺 → 휋0gl1(핊) = {1,−1}
is the induced homomorphism on 휋0.
The following variant is also of interest:
4.3.4.Variant. Let퐺 be an E1-group equipped with a character (퐸, 휒) and let (퐴,푁, 훼) be an E1-ring spec-
trumwith genuine involution. Wemay then obtain a modulewith genuine involution over퐴[퐺] ∶= 퐴∧핊[퐺]
by tensoring the visible structure (퐸[퐺−], 퐸, 휂) of Construction 4.4.1 with (퐴,푁, 훼) using the monoidal
structure on genuine C2-spectra (see Remark 3.2.3). Explicitly, this yields the module with genuine invo-
lution (퐴휒 [퐺
−], 푁휒 , 훼휒 ) ∶= (퐴⊗퐸[퐺
−], 푁 ⊗ 퐸, 훼휒 ) where
훼휒 ∶ 푁 ⊗퐸 →푀
tC2 ⊗퐸[퐺−]tC2 → (푀 ⊗퐸[퐺−])tC2
is the composite of 훼 ⊗ 휂 and the lax monoidal structure map of the Tate construction. We will denote the
corresponding hermitian structure onMod휔퐴[퐺] by Ϙ
v
휒 as well, and refer to it as the휒-twisted visible structure
onMod휔퐴[퐺]. It then follows from Lemma 4.3.2 that this hermitian structure is Poincaré and identifies up to
a shift with the Poincaré structure associated to a genuine anti-involution on퐴[퐺] induced by the respective
genuine anti-involutions of 핊[퐺] and 퐴.
4.3.5. Example.When 퐺 is discrete a common choice of a twisting is via a sign homomorphism 휒 ∶ 퐺 →
{−1, 1}. This can bemade into a퐺-character (퐸, 휒) once we fix what is meant by the sign action on핊. Here
(at least) two equally natural options are possible: one can either take 퐸 = 핊휎−1 to be the desuspension of
the sign representation sphere, or take 퐸 = 핊1−휎 to be its inverse. These are generally not equivalent as
spectra with C2-action, see Warning 3.4.8.
4.3.6. Example. Let 퐺 be an E1-group equipped with a character (퐸, 휒). If (퐴, 0, 0 → 퐴
tC2) is an E1-ring
spectrum with genuine involution associated to the quadratic genuine refinement of an anti-involution on
퐴, then the associated 휒-twisted visible Poincaré structure onMod휔퐴 coincides with the quadratic Poincaré
structure associated to the 휒-twisted duality onMod휔퐴[퐺].
4.3.7. Example. Let 퐺 be an E1-group equipped with a character (퐸, 휒). If (퐴,퐴
tC2, id∶ 퐴tC2 → 퐴tC2)
is an E1-ring spectrum with genuine involution associated to the symmetric genuine refinement of an anti-
involution on퐴, then the associated휒-twisted visible Poincaré structure onMod휔퐴[퐺] is also called the visible
symmetric Poincaré structure. When 퐺 and 퐴 are discrete this recovers the visible symmetric structures
of [Wei92]. It generally does not coincide with the associated symmetric Poincaré structure on Mod휔퐴[퐺],
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except when the classifying space B퐺 is a finite space. Indeed, supposing for simplicity that 퐸 = 핊 and 휒
is trivial, we can write the structure map as a composite
(99) 퐴tC2 → ((퐴[퐺]⊗퐴 퐴[퐺])
tC2)h퐺 → ((퐴[퐺]⊗퐴 퐴[퐺])h퐺)
tC2 = 퐴[퐺−]tC2 .
Since B퐺 is finite taking 퐺-orbits is in particular finite colimit. This means, on the one hand, that taking
퐺-orbits commutes with the Tate construction (−)tC2 ∶ S푝퐺 → S푝 and hence the second map in (99) is
an equivalence. For the same reason, it also means that the exact functor 푇 ∶ Mod퐴 → Mod퐴 given by
푇 (푋) ↦ (푋 ⊗퐴 푋)
tC2 commutes with 퐺-orbits (where 푋 means 푋, but considered as a right 퐴-module
via the involution on 퐴), and hence the map ((퐴[퐺]⊗퐴퐴[퐺])
tC2)h퐺 → (퐴[퐺]h퐺⊗퐴 퐴[퐺]h퐺)
tC2 = 퐴tC2 is
an equivalence. This map is inverse to the first map in (99), which is consequently an equivalence as well.
4.3.8. Example.When 퐺 = Ω푋 is the loop space of a pointed space (푋, 푥0) then the data of a character
(퐸, 휒)) for 퐺 is equivalent to that of a local system 휉 → 푋 of invertible spectra on 푋, whose fibre at 푥0 is
identified with퐸. The associated visible Poincaré structure onMod휔
핊[Ω푋] then recovers the 휉-twisted visible
structure studied in [WW14] (see [WW14, Corollary 8.2] to compare the two definitions). This structure is
more naturally studied from the perspective of parameterized spectra, a point of view which we will take
up in §4.4.
4.3.9. Remark. Let 퐺 be an E1-group equipped with a character (퐸, 휒). Consider the Poincaré struc-
ture Ϙu on S푝휔 associated to the module with genuine involution (핊,핊,핊 → 핊tC2). Since any stable ∞-
category is tensored over S푝 the character 휒 induces an action of 퐺 on 퐸 ⊗ Ϙu ∈ Funq(S푝휔), and hence on
(S푝휔, 퐸 ⊗ Ϙu) ∈ Catp∞. It can be shown that the associated Poincaré∞-category (Mod
휔
핊[퐺], Ϙ
v
휒 ) can then
be universally characterized as the quotient of (S푝휔, 퐸 ⊗ Ϙu) by 퐺 in Catp
∞
. Similarly, if (퐴,푁, 훼) is an
E1-ring spectrum with genuine anti-involution then (Mod
휔
퐴[퐺], Ϙ
v
휒 ) represents the quotient of the associated
퐺-action on (Mod휔퐴, 퐸 ⊗ Ϙ
훼
퐴
). Examples 4.3.6 and 4.3.7 above then reflect the fact that the quotient of a
quadratic Poincaré∞-category is again quadratic, while the quotient of a symmetric Poincaré∞-category
is not again symmetric. Indeed, this is consistent with the expected behavior in light of Proposition 7.2.17.
4.3.10. Variant. Construction 4.3.1 can be generalized by introducing the following additional pieces of
data: a C2-action 휏 ∶ C2 → Aut(퐺) on 퐺, an additional E1-group퐻 , and a C2-equivariant map 퐻 → 퐺,
where C2 acts trivially on퐻 . We may consider such a structure as a genuine C2-action on 퐺. The data of
a character (퐸, 휒) for 퐺 then needs to be promoted to that of C2-equivariant character 휒 ∶ 퐺 → Aut(퐸)
(where C2-acts trivially on the target), and the induced C2-action on the restricted character 휒|퐻 should
be equipped with a trivialization. To all this data one can associate a module with genuine involution
(퐸[퐺−휏], 퐸[퐺∕퐻], 휂) where 퐸[퐺−휏] ∶= 퐸[퐺 × 퐺]h퐺 is the 퐺 × 퐺-spectrum induced from 퐸, this time
along the 휏-diagonal (휏, id)∶ 퐺 → 퐺 × 퐺, and 퐸[퐺∕퐻] is the 퐺-module induced from the 퐻-character
(퐸, 휒|퐻 ) along themap퐻 → 퐺. Since the map (휏, id) is C2-equivariantwith respect to flip action on퐺×퐺,
and 휒 isC2-equivariant, the퐺×퐺-module퐸[퐺
−휏] inherits an involution compatiblewith the flip involution
of 퐺 ×퐺, and hence the structure of a module with involution over 핊[퐺]. At the same time, since the usual
diagonal퐺 → 퐺 ×퐺 is C2-equivariant with respect to the trivial action on the domain, and coincides with
the 휏-diagonal when restricted to퐻 , it induces a C2-equivariant map 퐸 ⊗퐻 핊[퐺]→ 퐸 ⊗퐺 핊[퐺 ×퐺] with
respect to the trivial action on the domain. The composed map
휂 ∶ 퐸[퐺∕퐻] = 퐸 ⊗퐻 핊[퐺]→ (퐸 ⊗퐺 핊[퐺 × 퐺])
hC2 → (퐸 ⊗퐺 핊[퐺 ×퐺])
tC2 = 퐸[퐺−휏]tC2
then constitutes a structure map exhibiting (퐸[퐺휏 ], 퐸[퐺∕퐻], 휂) as a module with genuine involution over
핊[퐺], yielding a hermitian structure Ϙv휒,휏 on Mod
휔
퐺. The case of Construction 4.3.1 can be recovered as
corresponding to the trivial involution on 퐺 with퐻 = 퐺 and퐻 → 퐺 the identity map. Arguing as in the
proof of Lemma 4.3.2 we can check that this module with genuine involution is invertible and corresponds,
up to a shift, to a genuine refinement of a suitable anti-involution on 핊[퐺], whose underlying equivalence
핊[퐺] → 핊[퐺]op is induced by the map 퐺 → gl1(핊) × 퐺 given by 푔 ↦ (휒(푔), 휏(푔)
−1). As in Remark 4.3.9
the resulting Poincaré ∞-category (Mod휔퐺, Ϙ
v
휒,휏) can be characterized as a certain colimit in Cat
p
∞. This
can be interpreted as reflecting the structure of Catp∞ as a C2-category, see §7.4, which admits quotients by
actions of genuine C2-groups.
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4.4. Parameterized spectra. In this section we will discuss Poincaré structures on the ∞-category of
compact parameterized spectra over a space푋 whoseL-theory reproduces the visible L-theory of [WW14].
We will then show how to construct visible signatures for Poincaré duality spaces in this setting.
Let us begin by establishing some terminology. We write S푝푋 ∶= Fun(푋, S푝) for the ∞-category of
functors 푋 → S푝, to which we will refer to as local systems of spectra or parameterized spectra over 푋.
We then denote by S푝휔푋 ⊆ S푝푋 the full subcategory spanned by the compact objects, which is our current
object of interest. When 푋 is connected and pointed we may identify the latter with compact 핊[Ω푋]-
modules, in which case we can consider various visible Poincaré structures as in §4.3, see Example 4.3.8.
The point of view of parameterized spectra has however the advantage of working without a preferred base
point, and not being restricted to connected spaces. The unpointed setting is more natural, for example,
when the input is a Poincaré duality space, as arising in the surgery classification of manifolds.
We will denote by Pic(핊) ⊆ 휄S푝 the full subgroupoid spanned by the invertible spectra. By a spherical
fibration we will mean a local system 휉 ∶ 푋 → S푝 which takes values in Pic(핊).
4.4.1. Construction. Let 푋 be a space and 휉 ∶ 푋 → Pic(핊) a spherical fibration on 푋. We associate to 휉 a
symmetric bilinear functor on S푝휔푋 = Fun(푋, S푝)
휔 by setting
(100) B휉(퐿,퐿
′) ∶= hom푋×푋(퐿⊠퐿,Δ!(휉)),
where the mapping spectra takes place in the∞-category Fun(푋 ×푋, S푝),⊠ is the exterior tensor product,
and Δ! is left Kan extension along the diagonalΔ∶ 푋 → 푋 ×푋. The associated symmetric and quadratic
hermitian structure on S푝휔푋 are then given by
Ϙ
s
휉(퐿) = hom푋×푋(퐿⊠퐿,Δ!(휉))
hC2
and
Ϙ
q
휉
(퐿) = hom푋×푋(퐿⊠퐿,Δ!(휉))hC2 ,
respectively. The above construction is functorial in 푋 in the following sense. Let us call a map of spaces
with spherical fibrations a pair (푓, 휂) where 푓 ∶ 푋 → 푌 is a map between spaces equipped each spherical
fibrations 휉푋 and 휉푌 respectively, and 휂 ∶ 휉푋 → 푓
∗휉푌 is a natural transformation. We may then associate
to 푓 the corresponding left Kan extension functor
푓! ∶ S푝
휔
푋 → S푝
휔
푌 ,
which is well defined since left Kan extension preserves compact objects. The natural transformation 휂 then
induces a map
B휉푋 (퐿,퐿
′) = hom푋×푋(퐿⊠퐿
′,Δ!휉푋)
휂∗
←←←←←→ hom푋×푋(퐿⊠퐿
′,Δ!푓
∗휉푌 )
→ hom푋×푋(퐿⊠퐿
′, (푓 × 푓 )∗Δ!휉푌 ) ≃ hom푌 ×푌 ((푓 × 푓 )!(퐿⊠퐿
′),Δ!휉푌 ) ≃ B휉푌 (푓!퐿, 푓!퐿
′)
which is natural in 퐿 and 퐿′, so that we obtained an induced symmetric functor
(101) (S푝휔푋 ,B휉푋 ) → (S푝
휔,B휉푌 )
covering the left Kan extension functor 푓!.
Our first goal is to show that the above construction gives a perfect bilinear functor and identify the
associated duality. For this, note that for a fixed local system 퐿 ∈ S푝푋 the association 퐿
′
↦ 퐿 ⊠ 퐿′ ∈
S푝푋×푋 is colimit preserving and hence admits a right adjoint
hom⊠(퐿,−)∶ S푝푋×푋 → S푝푋 ,
which we can compute explicitly to be
(102)
hom⊠(퐿, 푇 )푥 = hom푋×푋(푥!핊, hom
⊠(퐿, 푇 )) ≃ hom(퐿⊠푥!핊, 푇 ) ≃ hom((푗푥)!퐿, 푇 ) ≃ hom푋(퐿, 푇 |푋×{푥})
where 푥∶ ∗→ 푋 is the insertion of the point 푥 and 푗푥 ∶ 푋 × {푥} → 푋 ×푋 is the corresponding insertion
of the horizontal slice at height 푥.
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4.4.2. Lemma. For a spherical fibration 휉, the bilinear functor (100) is non-degenerate with duality
D휉퐿 = hom
⊠(퐿,Δ!휉).
Furthermore, if (푓, 휂)∶ (푋, 휉푋) → (푌 , 휉푌 ) is a map of spaces with spherical fibrations such that 휂 ∶ 휉푋 →
푓 ∗휉푌 is an equivalence then the induced symmetric functor (101) is duality preserving.
Proof. Indeed, by adjunction we have
B휉(퐿,퐿
′) = hom푋×푋(퐿⊠퐿
′,Δ!휉) = hom푋(퐿
′, hom⊠(퐿,Δ!휉)),
and so B휉푋 is non-degenerate. To see the second claim, suppose fix a map 푓 ∶ 푋 → 푌 and an equivalence
휂 ∶ 휉푋 → 휉푌 . Since S푝
휔
푋 is compactly generated by the collection of objects 푥!핊, for 푥∶ ∗→ 푋 a point, it
suffices to check that the induced map 푓!D퐿→ D푓!퐿 is an equivalence for퐿 = 푥!핊. For this, it will suffice
to prove the claim for the maps 푥∶ ∗→ 푋 and 푓 (푥)∶ ∗→ 푌 . In other words, we may as well assume that
푋 =∗ and 푓 is the inclusion of a point 푦 ∈ 푌 . Let 휉푦 ∈ S푝 be the value of 휉푌 at 푦, so that the goal becomes
showing that the canonical symmetric functor
(S푝휔,B휉푦)→ (S푝
휔
푌 ,B휉푌 )
is duality preserving. We now observe that if 퐸 ∈ S푝휔 is a compact spectrum then we can factor the map
푦!D휉푦(퐸) → D휉푌 (푦!퐸) as the composite
푥!(D휉푌 (퐸)) = 푥!(D핊(퐸)⊗휉푦) ≃ D핊(퐸)⊗푦!휉푦 → D핊(퐸)⊗(Δ!휉푌 )|{푦}×푌 ≃ hom⊠(푦!퐸,Δ!휉푌 ) = D휉푌 (푦!퐸)
where the fourth equivalence is by the formula in (102) and the third arrow is the Beck-Chevalley transfor-
mation for the square
{푦} {푦} × 푌
푌 푌 × 푌
Δ
where the top horizontal map picks the point (푦, 푦) ∈ {푦} × 푌 . This transformation is an equivalence since
the square is cartesian. 
4.4.3. Corollary. For a spherical fibration 휉, the 휉-twisted duality
D휉퐿 = hom
⊠(퐿,Δ!휉)
is perfect. In particular, the associated symmetric and quadratic hermitian structures Ϙs
휉
and Ϙ
q
휉
are Poincaré.
Proof. We need to show that the evaluation map 퐿 → DopD퐿 is an equivalence for any 퐿 ∈ S푝휔푋 . Since
S푝휔푋 is compactly generated by the collection of objects 푥!핊, for 푥∶ ∗→ 푋 a point, it suffices to check this
for 퐿 = 푥!핊. Invoking Lemma 4.4.2 it will suffice to show that the duality D휉푥 on S푝
휔
{푥} = S푝
휔 is non-
degenerate, that is, we may assume that 푋 is a point. But then for any invertible spectrum 퐸 ∈ Pic(핊) we
have thatD퐸(−) ≃ 퐸⊗D핊 and is hence a perfect duality, the case if D핊 being the usual Spanier-Whitehead
duality. 
Out next goal is to construct a Poincaré structure on S푝휔푋 , which in some sense interpolates between the
quadratic and symmetric structures. This structure will be called the visible Poincaré structure. To construct
it, we first need to identify the linear part of the of the symmetric Poincaré structure Ϙs
휉
. By definition, it is
given by the formula
(103) 퐿↦ hom푋×푋(퐿⊠퐿,Δ!(휉))
tC2 ,
which consequently constitutes an exact (contravariant) functor on S푝휔푋 , such functors are always repre-
sented by an object in Ind(S푝휔푋) ≃ S푝푋 , and so there exists a (possibly non-compact paramterized spectrum
푁 ∶ 푋 → S푝 such that
hom푋×푋(퐿⊠퐿,Δ!(휉))
tC2 ≃ Map푋(퐿,푁)
for 퐿 ∈ S푝휔푋 . To identify it, it suffices to check the values of (103) at the generators 푥!핊 of S푝
휔
푋 . In
particular,푁 is canonically identified with the parameterized spectrum
푥 ↦ hom푋×푋(푥!핊⊠ 푥!핊,Δ!휉)
tC2 = (Δ!(휉)(푥,푥))
tC2 ,
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or simply,푁 = (Δ∗Δ!휉)
tC2 . We thus obtain a natural transformation
(104) hom푋×푋(퐿⊠퐿,Δ!휉)
tC2 → hom푋(퐿, (Δ
∗Δ!휉)
tC2)
which is an equivalence for 퐿 ∈ S푝휔푋 .
4.4.4. Definition. Let 푋 be space and 휉 ∶ 푋 → Pic(핊) a spherical fibration on 푋. We define the 휉-twisted
visible Poincaré structure Ϙv
휉
∶ S푝휔푋 → S푝 by the top pullback square
Ϙ
v
휉
(퐿) hom푋(퐿, 휉)
hom푋×푋(퐿⊠퐿,Δ!휉)
hC2 hom푋(퐿, (Δ
∗Δ!휉)
tC2)
hom푋×푋(퐿⊠퐿,Δ!휉)
tC2
≃
where the right vertical map is induced by the canonical map 휉 → (Δ∗Δ!휉)
hC2 → (Δ∗Δ!(휉))
tC2 , which we
can also identify with the composite 휉 → 휉tC2 → (Δ∗Δ!(휉))
tC2 (the first Tate construction being taken with
respect to the trivial action).
4.4.5. Remark. If 푋 is connected with base point 푥 ∈ 푋 then S푝휔푋 is naturally equivalent to Mod
휔
Ω푥푋
.
Under this equivalence, the visible Poincaré structure Ϙv
휉
corresponds to the visible Poincaré structure of
Example 4.3.8.
4.4.6. Remark. Given a map (푓, 휂)∶ (푋, 휉푋) → (푌 , 휉푌 ) of spaces with spherical fibrations, Construc-
tion 4.4.1 and Corollary 4.4.3 provide an induced hermitian functor
(S푝휔푋 , Ϙ
s
휉푋
) → (S푝휔푌 , Ϙ
s
휉푌
),
which is Poincaré when 휂 is an equivalence. Using the fact that the maps 휉 → (Δ∗Δ!휉)
hC2 → (Δ∗Δ!(휉))
tC2
are both natural in 휉 we may readily refine this to a hermitian functor
(S푝휔푋 , Ϙ
v
휉푋
) → (S푝휔푌 , Ϙ
v
휉푌
),
which is again Poincaré under the same circumstances.
4.4.7.Variant. Let푋 be a space with a spherical fibration 휉 ∶ 푋 → Pic(핊) and let (퐴,푁, 훼) be a ring spec-
trumwith genuine involution. Wemay then forma Poincaré structure Ϙv,훼
휉,
on the∞-categoryFun(푋,Mod퐴)
휔
of compact local systems of 퐴-modules by the top pullback square
Ϙ
v,훼
휉
(퐿) hom푋(퐿, 휉 ⊗푁)
hom푋(퐿, (Δ
∗Δ!휉)
tC2 ⊗퐴tC2)
hom푋×푋(퐿⊠퐿,Δ!휉 ⊗ 퐴)
hC2 hom푋(퐿,Δ
∗Δ!휉 ⊗ 퐴)
tC2)
hom푋×푋(퐿⊠퐿,Δ!휉 ⊗ 퐴)
tC2
≃
Here we note that the C2-equivariant structure of Δ!휉 ⊗ 퐴 with respect to the flip action on 푋 × 푋 is
induced by the equivariant structure of Δ!푋 and the involution on 퐴. Arguing as in Lemma 4.4.2 and
Corollary 4.4.3 one sees again that the hermitian∞-category (Fun(푋,Mod퐴)
휔, Ϙv,훼
휉
) is functorial in maps
(푓, 휂)∶ (푋, 휉푋)→ (푌 , 휉푌 ) of spaces with spherical fibrations and that Ϙ
v,훼
휉
is again Poincaréwith underlying
perfect duality 퐿 ↦ hom⊠
퐴
(퐿,Δ!(휉) ⊗ 퐴), where hom
⊠
퐴
(퐿,−) denotes the right adjoint of the functor
퐿⊠ (−)∶ Fun(푋,Mod퐴) → Fun(푋 ×푋,Mod퐴⊗퐴).
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4.4.8. Remark. In addition to its functoriality in maps of spaces with spherical fibrations, the construction
of Variant 4.4.7 is also functorial in maps in (퐴,푁, 훼)→ (퐵,퐾, 훽) of rings with genuine involution. In fact,
the Poincaré∞-category (Fun(푋,Mod퐴)
휔, Ϙv,훼
휉
) depends functorially on the pair of Poincaré∞-categories
(S푝휔푋 , Ϙ
v
휉
) and (Mod퐴, Ϙ
훼
퐴
): we may identify it with their tensor product (S푝휔푋 , Ϙ
v
휉
)⊗ (Mod퐴, Ϙ
훼
퐴
) ∈ Catp∞, a
construction we will study in §5.
For the remainder of this section we will show how to construct visible signatures for Poincaré duality
spaces in the present context. We take a purely homotopy theoretical approach to Poincaré duality spaces
and their Spivak normal fibration following the strategy in [Kle01]. Let 푋 be a finite space (that is, a
space which can be realized by a simplicial set with only finitely many non-degenerate simplices). The
right Kan extension functor 푟∗∶ S푝푋 → S푝 along 푟∶ 푋 →∗ is given by taking the limit along 푋, which
is in particular a finite limit and hence preserves colimits by the stability of S푝푋 . It is thus equivalent to
the functor 푟!(−⊗ F푋) for a unique F푋 , which is then called the dualizing complex of 푋. Here ⊗ stands
for the pointwise tensor product of 푋-parameterized spectra. We say that 푋 is a Poincaré duality space if
the parameterized spectrum F푋 ∶ 푋 → S푝 factors through the full subgroupoid Pic(핊) ⊆ 휄S푝 of invertible
objects. In this case we denote the resulting spherical fibration by 휈 ∶= F푋 , and call it the Spivak normal
fibration of 푋. We observe that the invertibility of 휈 allows us to recast its universal property in a slightly
different form: indeed, for 퐿 ∈ S푝푋 we may identify
hom푋(휈, 퐿) ≃ hom푋(핊, 휈
−1⊗퐿) ≃ 푟∗(휈
−1⊗퐿) ≃ 푟!(휈 ⊗ 휈
−1 ⊗퐿) = 푟!퐿
and so we can equivalently characterize 휈 as the object corepresenting the functor 푟! ∶ S푝푋 → S푝. More
precisely, 휈 is equipped with a canonical map
(105) 푐∶ 핊 → 푟!휈
which exhibits it as representing the functor 푟!, in the sense that for every local system 퐿 ∈ S푝푋 the
composed map
(106) hom푋(휈, 퐿)→ hom(푟!휈, 푟!퐿)
푐∗
←←←←←→ 푟!퐿
is an equivalence. We will refer to (105) as the Thom-Pontryaginmap. In terms of the universal property
푟∗(퐿) ≃ 푟!(퐿 ⊗ 휈) it corresponds to the composite 핊 → 푟∗(핊푋) ≃ 푟!(휈). In general, we will say that a
map of the form 핊 → 푟!휉 for 휉 a spherical fibration exhibits 휉 as the Spivak normal fibration of 푋 if the
composite (106) is an equivalence for every 퐿 ∈ S푝푋 .
4.4.9. Example. If 푀 is a closed smooth manifold then the underlying space of 푀 is a Poincaré duality
space. Furthermore, if 휄∶ 푀 ↪ ℝ푁 is a smooth embedding with normal bundle 퐸 = 푇푀⟂ ⊆ 휄∗푇ℝ푁
and associated spherical fibration 휉퐸 , and 푀 ⊆ 푈 ⊆ ℝ
푁 is a chosen tubular neighborhood, then the
Thom-Pontryagin collapse map
S푁 → ℝ푁∕(ℝ푁 ⧵ 푈 ) ≃푀퐸
induces a map of spectra
핊→ Σ∞−푁+ 푀
퐸 ≃ 푟!Σ
−푁휉퐸 ,
that exhibits Σ−푁휉퐸 as the Spivak normal fibration of 푀 . Since 퐸 ⊕ 푇푀 = 휄
∗푇ℝ푁 is a trivial 푁-
dimensional vector bundle we can identify Σ−푁휉퐸 ≃ 휉
−1
푇푀
, where 휉푇푀 is the spherical fibration underlying
the tangent bundle.
4.4.10. Remark. Tensoring the Thom-Pontryagin map (105) with varying 퐸 ∈ S푝 we obtain a natural
transformation 푐∗ ∶ id ⇒ 푟!(휈 ⊗ 푟
∗(−)) of functors from S푝 to itself. This natural transformation then acts
as a unit exhibiting 푟!(휈 ⊗ (−)) as right adjoint to 푟
∗. This is just another way of saying that 푐 encodes
the equivalence 푟!휈 ⊗ (−) ≃ 푟∗. This formulation has the advantage of easily extending to local systems
with arbitrary values. Indeed, suppose that E is a stable∞-category, so that E is canonically tensored over
S푝휔. We may then consider the restriction functor 푟∗ ∶ E → Fun(푋,E) together with the associated left
and right Kan extensions 푟!, 푟∗ ∶ Fun(푋,E) → E (these kan extensions exist because 푋 is finite and every
stable ∞-category admits finite limits and colimits). Tensoring the Thom-Pontryagin map with varying
objects in E we obtain a natural transformation 푐∗ ∶ id ⇒ 푟!(휈 ⊗ 푟
∗(−)) of functors from E to itself. This
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natural transformation then acts as a unit exhibiting 푟!(휈 ⊗ (−)) as right adjoint to 푟
∗. Indeed, for 퐴 ∈ E
and 퐵 ∶ 푋 → E the composed map
hom푋 (푟
∗퐴,퐵)→ homE(푟!(휈 ⊗ 푟
∗퐴), 푟!(휈 ⊗ 퐵)) ≃ homE(푟!휈 ⊗ 퐴, 푟!(휈 ⊗ 퐵)) → homE(퐴, 푟!(휈 ⊗ 퐵))
is an equivalence, as can be seen by comparing it with the composed map
hom푋(푟
∗
핊, 퐵퐴) → hom(푟!휈, 푟!(휈 ⊗ 퐵
퐴))→ 푟!(휈 ⊗ 퐵
퐴) ≃ homE(퐴, 푟!(휈 ⊗ 퐵)))
where 퐵퐴 is the local system 푥 ↦ hom(퐴,퐵푥), and we use the fact that 푟! is realized by a finite colimit and
hence commutes with taking mapping spectra out of 퐴.
Let 푝, 푞 ∶ 푋 ×푋 → 푋 denote the two projections. Applying Remark 4.4.10 to E = S푝푋 we obtain that
the map
(107) 푐 ⊗ 퐿∶ 퐿 → 푟!휈 ⊗ 퐿 ≃ 푝!(푞
∗휈 ⊗ 푝∗퐿)
acts as unit exhibiting 푝!(푞
∗휈 ⊗ (−)) as right adjoint to 푝∗. Since 푞∗휈 is invertible tensoring with 푞∗휈
is left and right inverse to tensoring with 푞∗휈−1, and hence the above map also acts as a unit exhibiting
푝! ∶ S푝푋×푋 → S푝푋 as right adjoint to 푞
∗휈 ⊗ 푝∗(−) = 휈 ⊠ (−). We consequently obtain a canonical
equivalence
hom⊠(휈,−) ≃ 푝!(−)
of functors S푝푋×푋 → S푝푋 . Evaluating at a sphericalΔ!휉 for some spherical fibration 휉 we obtain a canon-
ical equivalence
D휉(휈) ≃ hom
⊠(휈,Δ!휉) ≃ 푝!Δ!휉 ≃ 휉,
and hence a canonical equivalence
D휉(휉) ≃ 휈
for any spherical fibration 휉 on푋. In other words, for every spherical fibration 휉 on푋, the 휉-twisted duality
switches between 휉 and 휈. Taking 휉 = 휈 we then get
D휈(휈) ≃ 휈,
that is, 휈 is equivalent to its own 휈-twisted dual. We nowclaim that this equivalence is induced by a canonical
Poincaré form 푞 ∈ Ω∞Ϙv휈(휈). To see this, consider the pair of composable maps
푋 ×푋
푝
←←←→ 푋
푟
←←←→∗ .
Then we saw above that (107) exhibits 푝! ∶ S푝푋×푋 → S푝푋 as right adjoint to 휈 ⊠ (−), while for the same
reason the original Thom-Pontryaginmap exhibits 푟! ∶ S푝푋 → S푝 as right adjoint to 휈⊗푟
∗(−)∶ S푝 → S푝푋 .
Composing the two adjunctionswe then obtain that (푟푝)!∶ S푝푋×푋 → S푝 is right adjoint to (휈⊠휈)⊗(푟푝)
∗(−).
In particular, 휈 ⊠ 휈 is the Spivak normal bundle of 푋 × 푋. Unwinding the definitions we see that the
associated Thom-Pontryagin map is
핊 ≃ 핊⊗ 핊
푐⊗푐
←←←←←←←←→ 푟!휈 ⊗ 푟!휈 ≃ (푟푝)!(휈 ⊠ 휈).
In particular, for every spherical fibration 휉 on푋 the composed map
(108) B휉(휈, 휈) = hom푋×푋(휈 ⊠ 휈,Δ!휉) → hom((푟푝)!(휈 ⊠ 휈), (푟푝)!Δ!휉) ≃ hom(푟!휈 ⊗ 푟!휈, 푟!휉)
(푐⊗푐)∗
←←←←←←←←←←←←←→ 푟!휉
is an equivalence. Now since 푟푝∶ 푋 × 푋 →∗ is (uniquely) C2-equivariant with respect to the flip action
on 푋 × 푋 and the trivial action on ∗ the functor (푟푝)!∶ S푝푋×푋 → S푝 refines to a C2-equivariant functor
with respect to the corresponding induced maps. The canonical C2-symmetric structure of the (푋 × 푋)-
parameterized spectra 휈 ⊠ 휈 and (푟푝)!Δ!휉 then induces a C2-action on the corresponding spectra (푟푝)!휈 ≃
푟!휈 ⊗ 푟!휈 and (푟푝)!Δ!휉. In the case of 푟!휈 ⊗ 푟!휈 this simply recovers the corresponding flip action, while for
(푟푝)!Δ!휉, the identification 푟◦푝◦Δ ≃ 푟 as C2-equivariant functors푋 →∗ (with trivial actions on both sides)
implies that the induced action on (푟푝)!Δ!휉 ≃ 푟!휉 is in fact trivial. Finally, the map 푐 ⊗ 푐∶ 핊 → 푟!휈 ⊗ 푟1휈
is also canonically C2-equivariant. We may hence view (108) as a sequence of spectra with C2-actions
and C2-equivariant maps between them, where we start with the C2-action on B휉(휈, 휈) associated to the
symmetric structure on B휉 and finish with the trivial C2-action on 푟!휉. We hence obtain a C2-equivariant
equivalence
B휉(휈, 휈) ≃ 푟!휉
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with C2 acting trivially on 푟!휉. In particular, C2 acts essentially trivially on B휉(휈, 휈) ≃ hom(휈,D휉(휈)).
Taking 휉 = 휈 we then obtain:
4.4.11. Corollary. The equivalence 휈 → D휈휈 constructed above canonically refines to a self-dual equiva-
lence, yielding in particular a symmetric Poincaré form 푞s ∈ Ϙ
s
휈(휈).
We would like to lift the symmetric form 푞s from Ϙ
s
휈(휈) to a visible form 푞v ∈ Ϙ
s
휈 . For this, we note that
since 휈 corepresents the functor 푟!(−) we have an equivalence hom(휈, 휉) ≃ 푟!휉, and so we can write the
pullback square defining the visible Poincaré structure evaluated at 휈 as
Ϙ
v
휉
(휈) 푟!휉
푟!휉
hC2 푟!휉
tC2
where the C2-fixed points and Tate construction are performed with respect to the trivial action on 푟!휉, and
the right vertical map is given by the composite 푟!휉 → 푟!(휉
tC2)→ (푟!휉)
tC2 .
Taking 휉 = 휈 we then obtain:
4.4.12. Corollary. Then the symmetric Poincaré form of Corollary 4.4.11 canonically lifts to a visible
Poincaré form 푞v ∈ Ϙ
v
휈(휈).
The Poincaré object (휈, 푞v) ∈ Pn(S푝
휔
푋 , Ϙ
v
휈) is called the visible signature of the Poincaré duality space푋.
5. MONOIDAL STRUCTURES AND MULTIPLICATIVITY
In this section we will show that the tensor product of stable ∞-categories refines to give symmetric
monoidal structures on the∞-categories Cath
∞
and Catp
∞
. We give a careful analysis of algebra objects in
Catp∞, and use it to show that many examples of interest, such as the symmetric and genuine symmetric
Poincaré structures on perfect derived categories of commutative rings, admit such an algebra structure.
The significance of this fact is that for an algebra object in Catp∞, the L-groups and the Grothendieck-Witt
group inherit the structure of rings. We will show in Paper [IV] that this phenomenon extends to an E∞-
structure on the level of Grothendieck-Witt- and L-theory spectra, a structure which plays a key role in the
study of these invariants in the commutative setting.
This section is organized as follows. In §5.1 we define the tensor product of hermitian and Poincaré
∞-categories and give a formula for the linear and bilinear parts of the hermitian structure on the tensor
product in term of the linear and bilinear parts of the individual terms. In §5.2 we show that this operation
organizes into a symmetric monoidal structure on the∞-categories Cath∞ and Cat
p
∞, such that the forgetful
functorsCatp∞ → Cat
h
∞ → Cat
ex
∞ are symmetric monoidal. In §5.3 we analyse what it means for a hermitian
or Poincaré∞-category to be an algebra with respect to this structure, and use this analysis in §5.4 in order
to identify various examples of interest of symmetric monoidal Poincaré∞-categories. Finally, in §7.5 we
show that the Grothendieck-Witt group and zero’th L-group are symmetric monoidal functors on Catp∞, and
hence their values on a given symmetric monoidal Poincaré∞-category are rings. Similarly, we show that
in this case the collection of all L-groups acquires the structure of a graded-commutative ring.
5.1. Tensor products of hermitian ∞-categories. In this first part we define the tensor product of her-
mitian ∞-categories on the level of objects and show that the tensor product of Poincaré ∞-categories is
again Poincaré.
We begin by recalling the tensor product of stable∞-categories due to Lurie.
5.1.1.Construction. Applying the construction of [Lur17, §4.8.1] with respect to the collectionK of finite
simplicial sets yields a symmetric monoidal structure on the ∞-category Catrex∞ , whose objects are small
∞-categories with finite colimits and whose morphisms are functors which preserve finite colimits. For a
pair of∞-categories with finite colimits C and C′, their tensor product C⊗ C′ ∈ Catrex∞ is equipped with a
functor C × C′ → C⊗ C′ which preserves finite colimits in each variable, and is initial with this property.
Now the ∞-category Catex∞ embeds fully-faithful in Cat
rex
∞ , and is furthermore a reflective subcategory: a
left adjoint to the inclusion Catex∞ ⊆ Cat
rex
∞ is given by tensoring with S푝
f . To see this, observe that for an
∞-category Cwith finite colimits, the tensor product of C and S푝f yields an∞-category with finite colimits
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C⊗ S푝f ∈ Catrex∞ which is a module over S푝
f . Since 0 ∈ S푝f is a self-dual object it acts via a self-adjoint
functor and hence C ⊗ S푝f is pointed. In addition, since the object Σ핊 ∈ S푝f is invertible we get that
suspension is invertible on C⊗ S푝 and so the latter is furthermore stable. To see that this operation gives
a left adjoint to the inclusion Catrex∞ ⊆ Cat
ex
∞ we note that for every stable ∞-category D the restriction
functor
Funrex(C⊗ S푝f ,D) = Funrex(C, Funrex(S푝f ,D)) = Funrex(C, Funex(S푝f ,D))→ Funrex(C,D)
is an equivalence by Lemma 4.1.2. It then follows from [Lur17, Proposition 4.1.7.4] that the symmetric
monoidal structure⊗ descends toCatex∞. In particular, the unit ofCat
ex
∞ is given by S푝
f , and ifC,C′ are stable
then C⊗C′ is universal among stable∞-categories receiving a bilinear functor 훽 ∶ C×C′ → C⊗C′: given a
stable∞-categoryD, restriction along 훽 induces an equivalence between the∞-category of exact functors
from C⊗C′ → D and the∞-category of bilinear functors C×C′ → D. We will refer to E∞-algebra objects
in (Catex∞)
⊗ as stably symmetric monoidal ∞-categories. Concretely, this means a symmetric monoidal
∞-category whose underlying∞-category is stable and the tensor product is exact in each variable.
We now refine this construction to the level of hermitian∞-categories.
5.1.2.Construction. For a pair of hermitian∞-categories (C, Ϙ) and (C′, Ϙ′), we define their tensor product
(C, Ϙ)⊗ (C′, Ϙ′) ∶= (C⊗ C′, Ϙ⊗ Ϙ′)
to be the hermitian∞-category whose underlying stable∞-category is the tensor product of the underlying
stable∞-categories, and whose hermitian structure
Ϙ⊗ Ϙ′ ∶= P2훽!(Ϙ⊠ Ϙ
′)∶ C⊗ C′ → S푝
is obtained by applying the 2-excisive approximation functor of Construction 1.1.26 to the left Kan extension
along 훽 ∶ C × C′ → C⊗ C′ of the ‘external’ tensor product
Ϙ⊠ Ϙ′ ∶ Cop × C′op
Ϙ×Ϙ′
←←←←←←←←←←→ S푝 × S푝
⊗
←←←←←→ S푝.
Here we note that 훽!(Ϙ⊠ Ϙ
′) is already reduced since Ϙ⊠ Ϙ′ is reduced and 훽 preserve zero objects, and so
Construction 1.1.26 is applicable to it.
Note that the tensor product (C, Ϙ) ⊗ (C′, Ϙ′) = (C ⊗ C′, Ϙ ⊗ Ϙ′) carries by design a similar universal
property to the tensor product C⊗C′ of stable∞-categories: for any hermitian∞-category (C′′, Ϙ′′), maps
from the tensor product (C, Ϙ)⊗ (C′, Ϙ′) to (C′′, Ϙ′′) correspond to bilinear maps 푏∶ C × C′ → C′′ together
with a natural transformation Ϙ⊠ Ϙ′ → 푏∗Ϙ′′, i.e. a natural transformation in the square
Cop × C′op S푝 × S푝
C′′op S푝 .
푏
Ϙ×Ϙ′
⊗
Ϙ
′′
Our next goal is to identify the linear and bilinear parts of the hermitian structure on (C, Ϙ) ⊗ (C′, Ϙ′)
in more explicit terms. To this end, let LϘ,LϘ′ denote the linear parts and BϘ,BϘ′ the bilinear parts of the
hermitian structures Ϙ and Ϙ′, respectively. The functor
LϘ ⊠ LϘ′ ∶ C
op × C′op
LϘ×LϘ′
←←←←←←←←←←←←←←←→ S푝 × S푝
⊗
←←←←←→ S푝
is then bilinear, and therefore extends along 훽 to a linear functorLϘ⊗LϘ′ ∶ C
op⊗C′op → S푝 in an essentially
unique manner. Similarly, the multilinear functor
BϘ ⊠ BϘ′ ∶ C
op × Cop × C′op × C′op
BϘ×BϘ′
←←←←←←←←←←←←←←←→ S푝 × S푝
⊗
←←←←←→ S푝
extends to a bilinear functor
BϘ ⊗ BϘ′ ∶ (C
op ⊗ C′op) × (Cop ⊗ C′op) → S푝.
The symmetric structures of BϘ and BϘ′ then determine a C2-fixed structure on BϘ ⊠ BϘ′ with respect to
the C2-action which permutes the two C
op-coordinates and the two C′op-coordinates. This structure then
descends to a symmetric structure on BϘ ⊗ BϘ′ by its universal characterization.
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5.1.3. Proposition. For hermitian∞-categories (C, Ϙ), (C′, Ϙ′) there is a canonical pullback square
(109)
Ϙ⊗ Ϙ′ LϘ ⊗ LϘ′
[
(BϘ ⊗ BϘ′ )
Δ
]hC2 [(BϘ ⊗ BϘ′ )Δ]tC2
of functors Cop⊗ C′op → S푝. In particular the linear part of Ϙ⊗ Ϙ′ is given by LϘ⊗ LϘ′ and its symmetric
bilinear part by BϘ ⊗ BϘ′ .
Proof. By definition the functor Ϙ⊗ Ϙ′ = P2훽!(Ϙ⊠ Ϙ
′) is characterized by the fact that for every quadratic
functor Ϙ′′ ∶ Cop ⊗ C′op → S푝 the natural map
Nat(Ϙ⊗ Ϙ′, Ϙ′′) → Nat(Ϙ⊠ Ϙ′, 훽∗Ϙ′′)
is an equivalence. Using this universal mapping property the commutative square (109) is then obtained
from the external square in the diagram
Ϙ⊠ Ϙ′ LϘ ⊠ LϘ′
[
(BϘ)
Δ
]hC2 ⊠ [(BϘ′)Δ]hC2 [(BϘ)Δ]tC2 ⊠ [(BϘ′)Δ]tC2
[
(BϘ ⊠ BϘ′ )
Δ
]hC2 [(BϘ ⊠ BϘ′ )Δ]tC2 ,
where the top square is obtained by taking the external product of the classifying squares of Ϙ and Ϙ′, and
the bottom square witnesses the lax symmetric monoidal structure of the homotopy fixed points functor and
the projection to the Tate construction. To show that the resulting square (109) is a pullback square we need
to show that the induced map
(110) Nat
(
(LϘ ⊗ LϘ′) ×[(BϘ⊗BϘ′ )Δ]
tC2 [(BϘ ⊗ BϘ′ )
Δ]hC2 , Ϙ′′
)
→ Nat(Ϙ⊠ Ϙ′, 훽∗Ϙ′′)
is an equivalence for any quadratic functor Ϙ′′. Let us analyze both sides of the map (110). We start
with the following claim (see §1.3 for the terminology of homogeneous and cohomogenous and their basic
properties):
Claim 1: Nat(Ϙ ⊠ Ϙ′, 훽∗Ϙ′′) = 0 if either Ϙ is exact and Ϙ′′ is cohomogeneous or Ϙ is
homogeneous and Ϙ′′ is exact.
To see this claim we note that for a fixed object 푐′ ∈ C′ we have that the space of natural transformations
Nat(Ϙ(−)⊗ Ϙ′(푐′), Ϙ′′(훽(−, 푐′)))
(natural in (−)) vanishes under these assumptions since left hand functor is exact (resp. homogeneous) and
the right hand functor is cohomogenous (resp. exact). But the space Nat(Ϙ⊠ Ϙ′, 훽∗Ϙ′′) can be written as
a limit of these spaces over the twisted arrow category of C′ so that the claim follows. We also have the
following claim
Claim 2: Nat
(
(LϘ ⊗ LϘ′ ) ×[(BϘ⊗BϘ′ )Δ]
tC2 [(BϘ ⊗ BϘ′ )
Δ]hC2 , Ϙ′′
)
= 0 if either Ϙ is exact
and Ϙ′′ is cohomogeneous or Ϙ is homogeneous and Ϙ′′ is exact.
which follows by the same argument as above since under the assumptions the pullback is either LϘ ⊗ LϘ′
or [(BϘ ⊗ BϘ′ )
Δ]hC2 .
Together the last two claims show that the map (109) is an equivalence under the assumption that either
Ϙ is exact and Ϙ′′ is cohomogeneous or Ϙ is homogeneous and Ϙ′′ is exact. Now Ϙ can be fit in an exact
sequence between a homogeneous functor and an exact functor, and Ϙ′′ can be fit in an exact sequence
between an exact and cohomogeneous functors. Since both sides of (109) are natural and exact in Ϙ, Ϙ′ and
Ϙ
′′ we can thus assume without loss of generality that Ϙ and Ϙ′′ are both exact or Ϙ is homogeneous and Ϙ′′
is cohomogeneous. Since everything is symmetric in Ϙ and Ϙ′ we can also make the same reduction in this
variable so that we only need to show the fact that (109) is a pullback under the following assumptions:
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Claim 3: Either all three functors Ϙ, Ϙ′, Ϙ′′ are exact or Ϙ and Ϙ′ are homogeneous and Ϙ′′
is cohomogeneous.
In the first case the statement unwinds to the universal property of C⊗C′ and in the second case it unwinds
(also using the universal property) to the statement that maps from a homgenous functor to a cohomogenous
functor are equivalent to maps between the associated symmetric bilinear functors. 
5.1.4. Corollary. If (C, Ϙ) and (C′, Ϙ′) are Poincaré with duality functors DϘ,DϘ′ then (C, Ϙ) ⊗ (C
′, Ϙ′) is
Poincaré with duality functor DϘ ⊗ DϘ ∶ (C⊗ C)
op = Cop ⊗ Cop → C⊗ C.
Proof. We get from Proposition 5.1.3 that the cross effect of the quadratic functor on C⊗ C′ is given by
BϘ ⊗ BϘ′ , which coincides with the left Kan extension of BϘ ⊠ BϘ′ along the map
훽 × 훽 ∶ (Cop × C′op) × (Cop × C′op) → (Cop ⊗ C′op) × (Cop ⊗ C′op),
where
[BϘ ⊠ BϘ′ ](푥, 푥
′, 푦, 푦′) = BϘ(푥, 푦)⊗ BϘ′ (푥
′, 푦′) = homC(푥,DϘ푦)⊗ homC′(푥
′,DϘ′푦
′).
We want to show that this is represented by the functor DϘ ⊗DϘ′ . Now the left Kan extension along 훽 × 훽
can be computed by composing left Kan extensions along 훽 × id and id × 훽. Then for 푦 ∈ C, 푦′ ∈ C′ we
then have
[(훽 × id)!BϘ ⊠ BϘ′ ]|C⊗C′×{푦}×{푦′} = 훽![BϘ(−, 푦)⊗ BϘ′ (−, 푦′)] =
훽![homC(−,DϘ푦)⊗ homC′ (−,DϘ′푦
′)] = homC⊗C′ (−,DϘ푦 ⊗ DϘ′푦
′),
and the left Kan extension along 훽 of the functor (푦, 푦′)↦ DϘ푦 ⊗ DϘ′푦
′ is DϘ ⊗ DϘ′ . 
5.1.5. Proposition. Recall the universal Poincaré ∞-category (S푝f , Ϙu) of §4.1. Then we have a natural
equivalence
(C, Ϙ)⊗ (S푝f , Ϙu) ≃ (C, Ϙ)
for (C, Ϙ) ∈ Cath∞.
Proof. We first note that S푝f is the unit with respect to the tensor product of stable ∞-categories (see
Construction 5.1.1), and that (S푝f )op ≃ S푝f through Spanier Whitehead duality. By definition, the linear
part of Ϙu ∶ (S푝f )op → S푝 is Spanier Whitehead duality D and the bilinear part is the composite
(S푝f )op × (S푝f )op
⊗핊
←←←←←←←→ (S푝f )op
D
←←←←→ S푝f ,
which also corresponds to Spanier Whitehead duality (S푝f )op → S푝f under the equivalence (S푝f )op ⊗
(S푝f )op ≃ (S푝f )op. Now using Proposition 5.1.3 the claim is reduced to the statement that for any exact
functor L∶ Cop → S푝 the functor
Cop = (C⊗ S푝f )op → Cop ⊗ (S푝f )op
L⊗D
←←←←←←←←←←→ S푝 ⊗ S푝
⊗
←←←←←→ S푝
is equivalent to L. Indeed, the composite Cop = (C⊗ S푝f )op → Cop ⊗ (S푝f )op sends 푐 ∈ Cop to 푐 ⊗ 핊. 
5.1.6.Example. Let 퐴,퐵 be E1-ring spectra equipped with modules with genuine involutions (푀퐴, 푁퐴, 훼)
and (푀퐵 , 푁퐵, 훽) respectively (see §3.2). As discussed in the proof of Theorem3.2.13, it follows from[Lur17,
Theorem 4.8.5.16 and Remark 4.8.5.19] that the exact functors
(111) Modf퐴 ⊗Mod
f
퐵 → Mod
f
퐴⊗핊퐵
and Mod휔퐴⊗Mod
휔
퐵 → Mod
휔
퐴⊗핊퐵
,
induced by the bilinear functor (푋, 푌 ) ↦ 푋⊗푌 , both yield an equivalenceMod퐴⊗S푝Mod퐵
≃
←←←←→Mod퐴⊗핊퐵
upon passing to Ind-categories, where⊗S푝 denotes the tensor product of stable presentable∞-categories.
In particular, the functors (111) are necessarily fully-faithful inclusionswhich are dense, that is, every object
in the target is a retract of an object in the domain. It then follows that the functor on the left hand side is an
equivalence since its image contains퐴⊗퐵 and its target contains no proper stable subcategories with that
property. On the right hand side we only have thatMod휔퐴⊗Mod
휔
퐵 is some full subcategory of Mod퐴⊗핊퐵 ,
intermediate betweenModf퐴⊗핊퐵 andMod
휔
퐴⊗핊퐵
. It then follows from Proposition 5.1.3 below that
(Modf퐴, Ϙ
훼
푀퐴
)⊗ (Modf퐵 , Ϙ
훽
푀퐵
) ≃ (Modf퐴⊗핊퐵
, Ϙ
훼⊗핊훽
푀퐴⊗핊푀퐵
)
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where the reference map on the right hand side is the composite
훼 ⊗핊 훽 ∶ 푁퐴 ⊗핊 푁퐵 →푀
tC2
퐴
⊗핊 푀
tC2
퐵
→ (푀퐴 ⊗핊푀퐵)
tC2 ,
obtained using the lax monoidal structure of the Tate construction. In the case of perfect modules we only
have in general that (Mod휔퐴, Ϙ
훼
푀퐴
)⊗(Mod휔퐵 , Ϙ
훽
푀퐵
) is equivalent to a full subcategory ofMod휔퐴⊗핊퐵 , equipped
with the hermitian structure restricted from Ϙ훼⊗핊훽
푀퐴⊗핊푀푁
.
5.2. Construction of the symmetric monoidal structure. In this section we will show that the notion of
tensor product constructed in §5.1 above can be enhanced to symmetric monoidal structures on Cath∞ and
on Catp∞. The construction is somewhat technical and can be skipped on a first read.
5.2.1. Construction. For an∞-categoryD we will denote by
(Cat∞)∕∕D → Cat∞
the cartesian fibration classified by the functor
Catop∞ → Cat∞ C↦ Fun(C,D) .
We will refer to (Cat∞)∕∕D as the lax slice overD. The objects of (Cat∞)∕∕D are given by functors C→ D
and the morphisms by diagrams
C
D
C′
푓
푝
푞
filled by a non-invertible 2-cell 푝⇒ 푞푓 . The actual slice (Cat∞)∕D is a non-full subcategory of (Cat∞)∕∕D
which contains all objects but only those 1-morphisms for which the natural transformation 푝 ⇒ 푞푓 is an
equivalence.
5.2.2.Remark. The∞-category (Cat∞)∕∕D can be characterized by the following universal mapping prop-
erty: the data of a functor from E to (Cat∞)∕∕D is equivalent to the data of a diagram in Cat∞ of the form
(112)
C D
E
푝
with 푝 a cocartesian fibration. In this description functors from E to the actual slice (Cat∞)∕D correspond to
diagrams as above where the functor C→ D send 푝-cocartesian lifts to equivalences inD. This description
also uniquely determines (Cat∞)∕∕D since it describes the represented functor Ho(Cat∞)
op
→ Set.
5.2.3.Lemma. LetD be a symmetric monoidal∞-category. Then (Cat∞)∕∕D admits a symmetric monoidal
refinement (Cat∞)
⊗
∕∕D
with the following properties:
i) The tensor product of 푓 ∶ C→ D and 푔 ∶ C′ → D in (Cat∞)∕∕D is given by the composite
C × C′
푓×푔
←←←←←←←←←→D ×D
⊗
←←←←←→ D,
and the tensor unit by the functor pt → D corresponding to the tensor unit ofD.
ii) The forgetful functor (Cat∞)∕∕D → Cat∞ admits a symmetric monoidal refinement (Cat∞)
⊗
∕∕D
→
Cat×∞ with respect to the cartesian symmetric monoidal structure on Cat∞.
iii) For any∞-operad O⊗, the space of O-algebras in (Cat∞)
⊗
∕∕D
is naturally equivalent to the space of
diagrams of∞-operads
C⊗ D⊗
O⊗
푝
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where 푝 is a cocartesian fibration of ∞-operads (see [Lur17, Definition 2.1.2.13]). In other words,
a pair consisting of an O-monoidal∞-category C together with a lax O-monoidal functor from C to
D, where the latter is consider as an O-monoidal∞-category by pullback along the terminal map of
∞-operads O → E∞.
5.2.4. Remark. Property iii) of Lemma 5.2.3 determines the symmetric monoidal∞-category (Cat∞)
⊗
∕∕D
uniquely. Indeed, a symmetric monoidal∞-category is uniquely determined by its underlying∞-operad,
and Property iii) determines the functor
Ho(Op∞)
op
→ Set
represented by the underlying∞-operad (Cat∞)
⊗
∕∕D
. One can in fact show that the first two properties of
the lemma are direct consequences of the third (see the arguments in the proof of Lemma 5.2.3 below).
Proof of Lemma 5.2.3. For a fixed symmetric monoidal∞-categoryD with underlying∞-operadD⊗, we
consider the∞-category X whose objects are given by diagrams of∞-operads of the form
(113)
C⊗ D⊗
O⊗
푝
where 푝 is a cocartesian fibration of ∞-operads. The morphisms in X are those maps of such diagrams
which are the identity on D⊗ and preserve 푝-cocartesian arrows in the C⊗ component. Projecting to the
O⊗-component defines a functorX→ Op∞ which is a cartesian fibration classified by some functorOp
op
∞ →
Cat∞. Postcomposing the latter with the groupoid core functor we obtain a functor
푞 ∶ Opop∞ → S
sending an ∞-operad O to the space consisting of pairs of a cocartesian fibration 푝∶ C⊗ → O⊗ of ∞-
operads together with a map C⊗ → D⊗ of∞-operads. We now claim that the functor 푞 is representable by
an ∞-operad. To see this we use that Op∞ is a presentable∞-category by [Lur17, Section 2.1.4] so that
we have to check that the functor 푞 preserves limits by [Lur09a, Proposition 5.5.2.2]. This can be seen as
follows: a cocartesian fibration C⊗ → O⊗ = colim푖 O
⊗
푖 over a colimit of∞-operads is classified by a map
of∞-operads 휒 ∶ colim푖 O
⊗
푖 → Cat
×
∞ where Cat
×
∞ is equipped with the structure of an∞-operad induced
by the cartesian symmetric monoidal on Cat∞ (see [Lur17, Remark 2.4.2.6]). The space of such functors
is thus a limit of the spaces of maps of∞-operads 휒푖 ∶ O
⊗
푖 → Cat
×
∞. In particular the space of cocartesian
fibrations over colim푖 O
⊗
푖 is the limit of the spaces of cocartesian fibrations over O
⊗
푖 . In addition, for every
cocartesian fibration C⊗ → O⊗ of∞-operads the natural map
(114) colim
푖
C
⊗
푖 → C
⊗
is an equivalence of∞-operads, where C⊗푖 ∶= C
⊗ ×O⊗ O
⊗
푖 is the corresponding fibre product (computed
in Op∞). This follows from the fact that the functor
C⊗ ×O⊗ −∶ (Op∞)∕O⊗ → (Op∞)∕O⊗
commutes with colimits of ∞-operads since it has a right adjoint given by the relative Day convolution
FunO(C,−)⊗, see [Lur17, Construction 2.2.6.7 and Remark 2.2.6.8]. The colimit description of (114) then
implies that the space of maps C⊗ → D⊗ of∞-operads is given the limit of the space of maps C⊗푖 → D
⊗.
Together this shows that the functor 푞 preserves limits and is thus representable. We denote the representing
object by (Cat⊗∞)∕∕D. We note that by Remark 5.2.2 the underlying∞-category
(
(Cat⊗∞)∕∕D
)⟨1⟩ identifies
with (Cat∞)∕∕D; indeed, when O
⊗ is the image of an∞-category E under the full inclusion Cat∞ ⊆ Op∞,
the data of a diagram as in (113) with 푝 a cocartesian fibration of∞-operads reduces to that of a diagram of
the form (112), with 푝 a cocartesian fibration of∞-categories. To show (Cat⊗∞)∕∕D is a symmetricmonoidal
structure on (Cat∞)∕∕D wewill need amore explicit description of the multi-mapping spaces in (Cat
⊗
∞)∕∕D.
84 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE
Let 퐶푛 (sometimes called the 푛-corolla) be the ∞-operad freely generated by a single 푛-ary operation
푥1,… , 푥푛 → 푥 with colours 푥1, ..., 푥푛 and 푥0
1.The space of maps 퐶⊗푛 → (Cat
⊗
∞)∕∕D is then by the defining
property of (Cat⊗∞)∕∕D the classifying space of pairs of a퐶푛-monoidal∞-categoryC and a lax퐶푛-monoidal
functor C → D. As the ∞-operad 퐶푛 is free a 퐶푛-monoidal ∞-category is simply given by a sequence
{C1, ...,C푛;C} of ∞-categories together with a functor 훼 ∶ C1 × … × C푛 → C, and a lax 퐶푛-monoidal
functor from this toD corresponds to collection of functors {푓1 ∶ C1 → D,… , 푓푛 ∶ C푛 → D; 푓 ∶ C→ D}
together with a transformation in the square
C1 ×…× C푛 D ×… ×D
C D .
훼
푓1×…×푓푛
⊗
푓
As a result we find that the corresponding multi-mapping space, which can be identified with the pullback
Mul(Cat⊗∞)∕∕퐷
(푓1, ..., 푓푛; 푓 ) MapOp∞
(
퐶푛, (Cat
⊗
∞)∕∕퐷
)∏
푖 ev푥푖×ev푥
pt−(푓1, ..., 푓푛, 푓 )
∏
푛+1MapOp∞
(
Triv⊗, (Cat⊗∞)∕∕D
)
,
is given by the spaces of maps in (Cat∞)∕∕D from the object
(115) C1 ×…× C푛
푓1×…×푓푛
←←←←←←←←←←←←←←←←←←←→D ×…×D
⊗
←←←←←→ D
to the object 푓 ∶ C→ D. In particular, this multi-mapping space is corepresented by the object (115) and so
the∞-operad (Cat∞)
⊗
∕∕D
is corepresentable in the sense of [Lur17, Definition 6.2.4.3], that is, the functor
(Cat∞)
⊗
∕∕D
→ Fin∗ is a locally cocartesian fibration. To see that it is actually cocartesian, i.e. (Cat∞)
⊗
∕∕퐷
is
symmetric monoidal, we have to additionally verify that the induced maps from [Lur17, Example 6.2.4.9]
are equivalences. But this is clear in the case at hand.
Finally, let us verify that (Cat∞)
⊗
∕∕D
satisfies the required Properties i)-iii). Indeed, Property iii) is
satisfied by construction and Property i) follows from the explicit description of multi-mapping spaces
above. To prove Property ii) we note that the∞-operadCat×∞ represents the functorOp
op
∞ → S which sends
an∞-operad O to the space of cocartesian fibrations E → O (this follows from [Lur17, Remark 2.4.2.6]).
The functor (Cat∞)∕∕퐷 → Cat∞ which forgets the map refines to a transformation of represented functors
Opop∞ → S (again given by forgetting the map toD
⊗). Thus we get a lax symmetric monoidal structure on
the functor (Cat∞)∕∕D → Cat∞ and by the description of the tensor product given above it follows that this
functor is actually symmetric monoidal as opposed to merely lax symmetric monoidal. 
5.2.5. Remark. It is also possible to give a direct construction of the symmetric monoidal ∞-category
(Cat∞)
⊗
∕∕D
as follows. Let LaxAr ⊆ (Cat∞)∕Δ1 be the full subcategory spanned by the cartesian fibrations
M → Δ1. We note that such a cartesian fibration encodes the data of an functor (Δ1)op → Cat∞, corre-
sponding to an arrow M1 → M0 in Cat∞, where M푖 ∶= M ×Δ1 Δ
{푖} is the fibre of M over 푖 ∈ {0, 1}.
By definition the morphisms in LaxAr(Cat∞) simply correspond to functorsM → M
′ over Δ1, and these
are not required to preserve cartesian edges. As a result, morphisms in LaxAr correspond to lax natural
transformations of arrows, that is, to squares which commute up to a specified transformation. We then
endow LaxAr with the cartesian monoidal structure LaxAr×, which is simply given by fibre product over
Δ1 (since cartesian fibrations are closed under fibre products) and we define (Cat∞)∕∕D to be the fibre of
the functor
푓0 ∶ LaxAr(Cat∞) → Cat∞ [푀 → Δ
1]↦푀0
1This is in fact the nerve of an ordinary operad which can for example be seen using the theory of dendroidal sets, but we shall not
need this fact here.
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overD. Since 푓0 is product preserving andD is an E∞-monoid object in Cat∞ the fibre (Cat∞)∕∕D inherits
a symmetric monoidal structure, which we denote by (Cat∞)
⊗
∕∕D
. We now claim that the underlying∞-
operad of (Cat∞)
⊗
∕∕D
represents the same functor described in Property iii), and hence identifies with the
construction given above. To see this, let us first identify the functor represented by LaxAr×. For O an
∞-operad ,O-algebra objects in LaxAr× correspond to O-monoid, which are simply functorsO⊗ → LaxAr
in which certain diagrams are cartesian. But the ∞-category of functors O⊗ → LaxAr embeds in the
∞-category of functors O⊗ → (Cat∞)∕Δ1 , and the latter correspond via unstraightening to cocartesian
fibrations 푝∶ E→ O⊗ equipped with a map E→ Δ1 which sends 푝-cocartesian edges to equivalences. The
condition that the associated functor O⊗ → (Cat∞)∕Δ1 lands in LaxAr corresponds in these terms to the
condition that for every 푥 inO⊗ the restricted map E푥 → Δ
1 is a cartesian fibration. By the dual of [Lur09a]
Corollary 4.3.1.15 this is equivalent to saying that E → Δ1 is a cartesian fibrations whose cartesian edges
all map to equivalences in O⊗. Straightening over Δ1, this data is equivalent to that of a map E1 → E0 of
∞-categories over O⊗ such that the maps E0 → O
⊗ and E1 → O
⊗ are cocartesian fibations. The monoid
condition is then equivalent to the condition that for 푖 = 0, 1 the cocartesian fibration E푖 → O
⊗ exhibits E푖
as an O-monoidal∞-category and that the functor E1 → E0 preserves inert maps. We hence get that the
data of an O-algebra object in LaxAr× is equivalent to that of a pair of O-monoidal ∞-categories E0,E1
equipped with a lax monoidal functor E1 → E0. We may then conclude that the data of an O-algebra object
in (Cat∞)∕∕퐷 is equivalent to that of an O-monoidal∞-category E1 equipped with a lax monoidal functor
E1 → D.
We will now apply the construction of Lemma 5.2.3 to the category D = S푝 of spectra, equipped with
its symmetric monoidal structure given by the tensor product of spectra, and form the pullback along the
autoequivalence (−)op ∶ Cat∞ → Cat∞. More precisely we define a symmetric monoidal ∞-category(
(Cat∞)op∕∕S푝
)⊗
as the pullback(
(Cat∞)op∕∕S푝
)⊗ (
(Cat∞)∕∕S푝
)⊗
Cat×∞ Cat
×
∞
≃
(−)op
≃
Objects of this symmetric monoidal ∞-category are given by pairs (C, Ϙ) consisting of an ∞-category C
and a functor Ϙ∶ Cop → S푝. Morphisms
(C1, Ϙ1)⊗…⊗ (C푛, Ϙ푛) → (C
′, Ϙ′)
in
(
(Cat∞)op∕∕S푝
)⊗
are given by pairs (푓, 휂) of a functor 푓 ∶ C1×…×C푛 → C
′ and a natural transformation
휂 ∶ Ϙ1 ⊠…⊠ Ϙ푛 ⇒ Ϙ
′◦푓 op. This description also holds for 푛 = 0.
5.2.6. Construction.We define the∞-operad (Cath∞)
⊗ as the suboperad of
(
(Cat∞)op∕∕S푝
)⊗
spanned by
those objects ((C1, Ϙ1), ..., (C푛, Ϙ푛)) ∈
(
(Cat∞)op∕∕S푝
)⊗
such that each C푖 is stable and each Ϙ푖 is quadratic,
and those maps (푓, 휂) as above such that 푓 ∶ C1 ×…× C푛 → C
′ is exact in each variable.
We note that the underlying∞-category of (Cath
∞
)⊗ is indeed given by Cath
∞
since it is, essentially by
definition, the Grothendieck construction of the functor C ↦ Funq(C) which is a subcategory of the lax
slice (Cat∞)op∕∕S푝.
By definition we have that the composed lax monoidal functor
(Cath∞)
⊗
→
(
(Cat∞)op∕∕S푝
)⊗
→ Cat×∞
factors through the suboperad
(Cath∞)
⊗
→ (Catex∞)
⊗ ⊆ Cat×∞
spanned by the tuples of stable∞-categories and tuples of functors which are exact in each variable.
5.2.7. Theorem.
i) The ∞-operad (Cath∞)
⊗ is symmetric monoidal with tensor product given by the tensor product of
Construction 5.1.2 and tensor unit given by (S푝f , Ϙu).
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ii) The resultingmap 푝⊗∶ (Cath∞)
⊗
→ (Catex∞)
⊗ is a cocartesian fibration of∞-operads and in particular
a symmetric monoidal functor.
iii) This symmetric monoidal structure on Cath∞ restricts to a symmetric monoidal structure on the sub-
category Catp∞.
Proof. By design, the hermitian∞-category (C1, Ϙ1)⊗(C2, Ϙ2) of Construction 5.1.2 corepresents the binary
multi-mapping space functor
Mul
Cath∞
(
(C1, Ϙ1), (C2, Ϙ2); −
)
∶ Cath∞ → S .
Similarly, the object (S푝f , Ϙu) corepresents the nullary operations
MulCath∞
(
∅; −
)
∶ Cath∞ → S
since the morphisms (pt,핊)→ (S푝f , Ϙu) exhibits the target as the initial hermitian∞-category under (pt,핊)
by Proposition 4.1.3. These constructions thus produce locally cocartesian lifts for the active arrows ⟨0⟩→⟨1⟩ and ⟨2⟩ → ⟨1⟩, and more generally for every active arrow 훼 ∶ ⟨푛⟩ → ⟨푚⟩ whose fibres are of size
≤ 2. Since the latter generate all maps in Com, to prove i) it will now suffice to show that these locally
cocartesian lifts are cocartesian. Taking into account the decomposition of mapping spaces in∞-operads
it will be enough to verify that the induced maps
MulCath∞
(
(C1, Ϙ1)⊗ (C2, Ϙ2), (C3, Ϙ3),… , (C푛, Ϙ푛); −
)
→ MulCath∞
(
(C1, Ϙ1),… , (C푛, Ϙ푛); −
)
and
MulCath∞
(
(S푝f , Ϙu), (C1, Ϙ1),… , (C푛, Ϙ푛); −
)
→ MulCath∞
(
(C1, Ϙ1),… , (C푛, Ϙ푛); −
)
are equivalences of functors Cath∞ → S. We will give the argument for the first assertion, the second works
similar. The first assertion unwinds to the statement that natural transformations from the functor(
P2훽!(Ϙ1 ⊠ Ϙ2)
)
⊠ Ϙ3 ⊠ Ϙ푛 ∶ (C1 ⊗ C2) × C3 ×… × C푛 → S푝
to any functor (C1 ⊗ C2) × C3 ×… × C푛 → S푝 pulled back from a quadratic functor C1 ⊗…⊗ C푛 → S푝
are equivalent to natural transformations from
Ϙ1 ⊠ Ϙ2 ⊠ Ϙ3 ⊠ Ϙ푛 ∶ C1 × C2 × C3 ×…× C푛 → S푝
to the restriction of the same functor. After fixing objects 푥3 ∈ C3, 푥4 ∈ C4, ... it is certainly true that the
space of natural transformations between the restricted functors along
(C1 ⊗ C2)→ (C1 ⊗ C2) × C3 ×… × C푛 (푥1 ⊗ 푥2)↦ ((푥1 ⊗ 푥2), 푥3, ..., 푥푛)
C1 × C2 → C1 × C2 × C3 ×… × C푛 (푥1, 푥2) ↦ (푥1, 푥2, 푥3, ..., 푥푛)
agree by the universal properties of left Kan extension 훽! and 2-excisive approximation P2. The claim then
follows since the space of transformations is a limit over these restricted spaces.
To see ii) first observe that the operad map 푝⊗ ∶ (Cath∞)
⊗
→ (Catex∞)
⊗ preserves cocartesian edges, as is
visible by the explicit formula for the tensor product above. In particular, it is a symmetricmonoidal functor.
Since the functor on underlying∞-categories푝∶ Cath∞ → Cat
ex
∞ is a cocartesian fibration by Corollary 1.4.2
it now follows from [Lur09a, Proposition 2.4.2.11] that 푝⊗ is a locally cocartesian fibration. To show that
푝⊗ is a cocartesian fibration one needs to additionally verify that for every arrow in 훼 ∶ ⟨푛⟩ → ⟨푚⟩ in
Com⊗, the associated transition functor 훼! ∶ (Cat
h
∞)
⊗⟨푛⟩ → (Cath∞)⊗⟨푚⟩ sends locally 푝⊗⟨푛⟩-cocartesian edges to
locally 푝⊗⟨푚⟩-cocartesian edges (indeed, by the explicit description of locally 푝⊗-cocartesian edges provided
in [Lur09a, Proposition 2.4.2.11], this would imply that these are closed under composition, and are hence
all 푝⊗-cocartesian by [Lur09a, Proposition 2.4.2.8]). Unwinding the definitions and using Corollary 1.4.2
we observe that this statement is straightforward when 훼 is inert, and for 훼 active amounts to verifying that
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for every commutative square of the form
C1 × ... × C푛 D1 × ... ×D푛
C1 ⊗ ... ⊗ C푛 D1 ⊗ ... ⊗D푛
푓1×...×푓푛
훽 훽
푓1⊗...⊗푓푛
and every collection of quadratic functors Ϙ푖 ∈ Fun
q(C푖), the natural map
(푓1 ⊗ ... ⊗ 푓푛)!P2훽![Ϙ1 ⊠ ... ⊠ Ϙ푛] → P2훽![푓1!Ϙ1 ⊠ ... ⊠ 푓푛!Ϙ푛].
Since 푓1 ⊗ ... ⊗ 푓푛 is exact, restriction along it preserves quadratic functors and hence left Kan extension
along it commutes with P2. We may consequently identify the above map with the image under P2훽! of the
map
(푓1 ⊠ ... ⊠ 푓푛)![Ϙ1 ⊠ ... ⊠ Ϙ푛] → 푓1!Ϙ1 ⊠ ... ⊠ 푓푛!Ϙ푛.
The latter is then easily seen to be an equivalence by the pointwise formula for left Kan extension and the
fact that tensor products of spectra commute with colimits in each variable.
For Assertion iii) about Catp∞, since every equivalence between Poincaré∞-categories belongs to Cat
p
∞
it suffice to check that the tensor product of (Cath∞)
⊗ preserves Poincaré ∞-categories, which is Corol-
lary 5.1.4, and that the tensor unit (S푝f , Ϙu) is Poincaré, which was already observed in Example 1.2.15. 
5.2.8.Corollary. The functorsPn∶ Catp∞ → S andHe∶ Cat
h
∞ → S admit canonical lax symmetricmonoidal
structures.
Proof. By Theorem 5.2.7 and Proposition 4.1.3 both of these functors are corepresented by the respective
tensor units, so that the result immediately follows from [Nik16, Corollary 3.10]. 
We now point out that both
(Catp∞)
⊗
↪ (Cath∞)
⊗
↪
(
(Cat∞)op∕∕S푝
)⊗
are subcategory inclusions, and hence induce subcategory inclusions
(116) AlgO(Cat
p
∞) ↪ AlgO(Cat
h
∞) ↪ AlgO((Cat∞)op∕∕S푝)
on the level of algebras for every∞-operadO. By Lemma 5.2.3 an O-algebra in
(
(Cat∞)op∕∕S푝
)⊗
consists
of an O-monoidal∞-category C equipped with a lax O-monoidal functor Ϙ∶ Cop → S푝. By construction,
such an O-algebra belongs to the essential image of AlgO(Cat
h
∞) if and only if the following conditions
hold:
i) for every colour 푡 ∈ O the corresponding∞-category C푡 is stable and the functor Ϙ푡∶ C
op
푡 → S푝 is
quadratic;
ii) for every multi-map 훼 ∶ {푡1,… , 푡푛} → 푡
′ in O the induced functor
훼∗∶ C푡1 ×…× C푡푛 → C푡′
is exact in each variable.
In addition, such anO-algebra is further in the essential image ofAlgO(Cat
p
∞) if and only if for every colour
푡 ∈ O, the correspondinghermitian∞-category (C푡, Ϙ푡) is Poincaré, and for everymulti-map훼 ∶ {푡1,… , 푡푛}→
푡′ in O and each tuple 푥1 ∈ C푡1 ,… , 푥푛 ∈ C푡푛 of objects the corresponding hermitian functor
훼∗∶ (C푡1 , Ϙ푡1)⊗…⊗ (C푡푛 , Ϙ푡푛)→ (C푡′ , Ϙ푡′)
is Poincaré.
5.2.9. Notation. For an∞-operad O, we will refer to O-algebra objects (C, Ϙ) in Cath∞) with respect to the
symmetric monoidal structure of Theorem 5.2.7 as O-monoidal hermitian ∞-categories, and similarly to
O-algebra objects in Catp∞ as O- monoidal Poincaré ∞-categories. We will then refer to the hermitian
(resp. Poincaré) structure Ϙ as an O-monoidal hermitian (resp. Poincaré) structure. When O = Com we
will replace as customary the term O-monoidal by symmetric monoidal.
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5.3. Day convolution of hermitian structures. In this section we will analyse in more explicit terms
symmetric monoidal hermitian and Poincaré structures over a fixed stably symmetric monoidal∞-category
C, and show that they can be encoded in terms of their linear and bilinear parts. To this end, recall that for
two symmetric monoidal∞-categories E,D, there is an associated∞-operad Fun(E,D)⊗ with underlying
∞-category Fun(E,D), called the Day convolution ∞-operad, see [Gla16], [Lur17, §2.2.6], and [Day70]
for the classical counterpart. It is characterized by the following universal property: there is an evaluation
map of∞-operads
ev∶ E⊗ ×Com⊗ Fun(E,D)
⊗
→ D⊗,
refining the usual evaluation map, such that for every∞-operad O⊗, the composed map
AlgO(Fun(E,D))→ AlgE×ComO(E ×Com Fun(E,D))
ev∗
←←←←←←←→ AlgE×ComO(D)
is an equivalence of∞-categories. Here, we may identifyAlgE×ComO(D) ≃ AlgE×ComO∕O(D×ComO) with
the∞-category of lax O-monoidal functors from E to D, both considered as O-monoidal∞-categories by
pulling back along O → Com. In particular, for O⊗ = Com⊗ we get an equivalence between commutative
algebra objects in Fun(E,D) and lax monoidal functors E → D. On the other hand, taking O⊗ to be
the underlying∞-operad of a symmetric monoidal∞-category C, we get that lax monoidal functors C →
Fun(E,D) correspond to lax monoidal functors C × E → D.
By [Lur17, Corollary 2.2.6.12] the multi-mapping space in Fun(E,D)⊗ from a collection {휑푖 ∶ E →
D}푖=1,...,푛 to 휓 ∶ E → D is given by the space of natural transformations in the square
E ×… × E D ×…×D
E D .
⊗
휑1×…×휑푛
⊗
휓
If E is small,D admits small colimits, and the tensor product inD preserves small colimits in each variable,
then Fun(E,D)⊗ is a symmetric monoidal∞-category, with tensor product휑1⊗휑2 ∶ E → D given by the
left Kan extension of 휑1⊠휑2 ∶ E×E → D×D → D along E×E → E (see [Lur17, Proposition 2.2.6.16]).
Furthermore, in this case Fun(E,D) admits small colimits and the Day convolution product preserves small
colimits in each variable [Gla16, Lemma 2.13].
5.3.1. Remark. Comparing universal properties we see that if C,E are small symmetric monoidal ∞-
categories andD is an∞-category with small colimits which is endowed with a symmetric monoidal struc-
ture which preserves colimits in each variable, then there is a natural equivalence of symmetric monoidal
∞-categories
Fun(C × E,D) ≃ Fun(C, Fun(E,D)),
where the left hand side is equipped with the Day convolution structure, and the right hand side with the
twice nested Day convolution structure.
We now relate this concept to the constructions we made in the previous sections. Given a small sym-
metric monoidal∞-category C, consider the pullback square of∞-operads
Fun(Cop, S푝)⊗ E∞
((Cat∞)op∕∕S푝)
⊗ Cat⊗∞
C
refining the pullback square of ∞-categories which identifies Fun(Cop, S푝) as the fibre of the cartesian
fibration (Cat∞)op∕∕D → Cat∞ over C ∈ Cat∞. We then have the following:
5.3.2. Lemma. Let C be a small stably symmetric monoidal∞-category. Then the∞-operad Fun(Cop, S푝)
is a symmetric monoidal∞-category. Furthermore, we may identify the symmetric monoidal structure on
Fun(Cop, S푝) with Day convolution. In particular, for an ∞-operad O, the data of an O-algebra structure
on Ϙ ∈ Fun(Cop, S푝) corresponds, naturally in O, to that of a lax O-monoidal refinement of Ϙ, where C and
S푝 are considered as O-monoidal∞-categories by pulling back along O → Com.
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5.3.3.Remark. It follows from Lemma 5.3.2 that the tensor product of Ϙ, Ϙ′ ∈ Fun(Cop, S푝) is given by the
left Kan extension of the functor Ϙ⊠ Ϙ′ ∶ Cop × Cop → S푝 along Cop × Cop → Cop.
Proof. Since
(
(Cat∞)op∕∕D
)⊗
→ Cat×∞ is a cocartesian fibration it follows that Fun(C
op, S푝)⊗ → E∞ is
also a cocartesian fibration, so that Fun(Cop, S푝)⊗ is a symmetric monoidal∞-category. By the description
of algebra objects in
(
(Cat∞)op∕∕D
)⊗
given in Lemma 5.2.3iii) and the fact that taking algebra objects is
compatible with limits of∞-operads we get that O-algebras in Fun(Cop, S푝)⊗ are given by lax O-monoidal
functors Cop → S푝, and this description is natural in O, which allows us to identify the monoidal structure
on Fun(Cop, S푝) with Day convolution. 
We now wish to understand in similar terms the hermitian context, in which one considers quadratic
functorsCop → S푝. For this, let us consider the setting of Day convolutionwhen the targetD is a presentably
symmetric monoidal∞-category, that is, it is presentable and the tensor product preserves small colimits in
each variable. In this case, for a small ∞-category E, the functor category Fun(E,D) is again presentably
symmetric monoidal with respect to Day convolution. Suppose now that I = {푝훼 ∶ 퐾
⊳
훼 → E} is a small
collection of diagrams in E. Let FunI(E,D) ⊆ Fun(E,D) be the full subcategory spanned by those functors
E → D which send every diagram in I to a limit diagram. We claim that FunI(E,D) is an accessible
localisation of Fun(E,D). Indeed, choose a small set of generators 푇 for D, and for 훼 ∈ I let us denote by
푝훼 ∶= (푝훼)|퐾훼 the corresponding restriction. Then for every 푎 ∈ 푇 and 훼 ∈ I the diagram 푝훼 induces a
map
푠훼,푎 ∶ colim
퐾훼
푗푝
op
훼 ⊗ 푎→ 푗푝훼(∗)⊗ 푎,
where 푗 ∶ Eop → Fun(E, S) is the Yoneda embedding and ⊗ denotes the canonical bifunctor Fun(E, S) ×
D → Fun(E,D) induced levelwise by the tensoring of the presentable ∞-category D over spaces. Let
푆 = {푠훼,푎}훼∈I,푎∈푇 . We may then identify FunI(E,D) ⊆ Fun(E,D) with the full subcategory spanned by
the 푆-local objects. Since 푆 is a set it follows from [Lur09a, Proposition 5.5.4.15] that FunI(E,D) is also
presentable and its inclusion admits a left adjoint
퐿∶ Fun(E,D) → FunI(E,D).
We then have that 퐿 exhibits FunI(E,D) as the localisation of Fun(E,D) by the set of maps 푆. Since 퐿 is
a left adjoint functor we also refer to it as a left Bousfield localisation.
We now consider the above setup in the context of Day convolution. Recall that in general, a left Bous-
field localisation functor 퐿∶ A→ B, with fully-faithful right adjoint 푅∶ B ↪ A, is said to be compatible
with respect to a given symmetric monoidal structure A⊗ on A, if for every 푓 ∶ 푥 → 푦 in A such that
퐿(푓 ) is an equivalence, and every 푧 ∈ A, the map 퐿(푧 ⊗ 푓 ) is again an equivalence. By [Lur17, Propo-
sition 2.2.1.9] the ∞-category B then inherits a symmetric monoidal structure B⊗ such that 퐿 refines to
a symmetric monoidal functor 퐿⊗ ∶ A⊗ → B⊗ and 푅 refines to a fully-faithful inclusion of ∞-operads
푅⊗ ∶ B⊗ → A⊗. In addition, the symmetric monoidal functor 퐿⊗ exhibits B⊗ as universal among sym-
metric monoidal∞-categories receiving a symmetric monoidal functor fromA which inverts the maps in-
verted by 퐿. Indeed, the symmetric monoidal functor 퐿⊗ must factor through such a symmetric monoidal
localisation by [Lur17, Proposition 4.1.7.4], and the resulting comparison between the two symmetric
monoidal ∞-categories under A⊗ is an equivalence since it is an equivalence on the level of underlying
∞-categories. We will consequently refer to 퐿⊗ as a symmetric monoidal Bousfield localisation.
5.3.4. Lemma. Given E,D and I be as above, let us denote by FunI(E,D)
⊗ ⊆ Fun(E,D)⊗ the full subop-
erad spanned by FunI(E,D). Suppose that I is closed under post-composition with 푥 ⊗ (−)∶ E → E for
every 푥 ∈ E, that is, if 푝훼 ∈ I then (푥 ⊗ (−))◦푝훼 is also in I. Then the left Bousfield localisation functor
퐿 is compatible with Day convolution, and hence extends to a symmetric monoidal localisation Bousfield
localisation functor
퐿⊗ ∶ Fun(E,D)⊗ → FunI(E,D)
⊗.
In particular, FunI(E,D)
⊗ inherits a symmetric monoidal∞-category, universally obtained fromFun(E,D)
by inverting the set of maps 푆.
5.3.5.Remark. In the situation of Lemma 5.3.4, the tensor product⊗I in FunI(E,D)
⊗ can be expressed in
terms of the tensor product⊗Day in Fun(E,D)
⊗ and the localisation functor. Explicitly, the tensor product
of 휑, 휓 ∈ FunI(E,D) is given by 퐿(휑⊗Day 휓).
90 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE
5.3.6.Remark. In the situation of Lemma5.3.4, sinceDay convolutionpreserves small colimits in each vari-
able and 퐿 preserves colimits it follows from Remark 5.3.5 that the localized tensor product on FunI(E,D)
also preserves small colimits in each variable.
Proof of Lemma 5.3.4. Let푊 be the collection of all maps in Fun(E,D) whose image under퐿 is an equiv-
alence. We need to show that푊 is closed under Day convolution against objects, that is, to show that for
휏 ∈푊 and휑 ∈ Fun(E,D), we have that 휏⊗Day휑 is again in푊 . By [Lur09a, Proposition 5.5.4.15]we have
that푊 is generated as a strongly saturated class by the set 푆 = {푠훼,푎} above, and so it will suffice to show
that 푆 is closed under Day convolution against 휑 ∈ Fun(E,D). Since Day convolution preserves colimits
in each variable we may as well check this for a generating set of Fun(E,D). Such a generating set is given,
for example, by the functors of the form 푗(푥)⊗ 푎, for 푥 ∈ E and 푎 ∈ 푇 , where 푗 is the Yoneda embedding
as above. Since 푗 is symmetric monoidal ([Gla16, §3] or [Lur17, Corollary 4.8.1.12 and Remark 4.8.1.13])
and using again that Day convolution preserves colimits in each variable, the closure of 푆 under Day con-
volution with these generators now follows from our condition that I is closed under post-composition with
푥 ⊗ (−) for every 푥 ∈ E. 
We now apply the above ideas in the context of quadratic functors. For a given stable∞-category C, the
∞-category Funq(C) sits in a diagram
(117)
Funq(C) Fun(Cop, S푝) Δ0
Cath∞
(
(Cat∞)op∕∕D
)⊗
Cat∞ .
C
in which all squares are pullbacks. We then refine this diagram to a diagram of∞-operads
(118)
Funq(C)⊗ Fun(Cop, S푝)⊗ E∞
(Cath∞)
⊗
(
(Cat∞)op∕∕S푝
)⊗
Cat⊗∞ .
C
by extending the lower and right part and defining the the ∞-operads Fun(Cop, S푝)⊗, Funq(C)⊗ as the
respective pullbacks. Since taking algebra objects is compatible with limits in the target it follows that for
an∞-operad O we have a pullback square
AlgO(Fun
q(C)) {C}
AlgO(Cat
h
∞) AlgO(Cat∞) ,
and so O-algebras in Funq(C) correspond to O-monoidal hermitian ∞-categories refining the underlying
O-monoidal∞-category of C. On the other hand, since Funq(C) ⊆ Fun(Cop, S푝) is a full inclusion and the
monoidal structure on the latter identifies with Day convolution by Lemma 5.3.2, we may identify the data
of anO-algebra structure on a given quadratic functor Ϙ∶ Cop → S푝with that of a laxO-monoidal structure.
We will refer to such Ϙ as O-monoidal hermitian refinements of C.
5.3.7. Corollary. Let C be a small stably symmetric monoidal∞-category. Then the full inclusion of ∞-
operads
Funq(C)⊗ ⊆ Fun(Cop, S푝)⊗
admits a symmetric monoidal left adjoint exhibiting Funq(C)⊗ as a symmetric monoidal localisation of
Fun(Cop, S푝)⊗. In particular, the∞-operad Funq(C)⊗ is a symmetric monoidal∞-category.
5.3.8. Remark. It follows from Corollary 5.3.7 that the tensor product of Ϙ, Ϙ′ ∈ Funq(C) is given by their
Day convolution followed by an application of the left adjoint to the inclusion Funq(C) ⊆ Fun(Cop, S푝).
Since Ϙ, Ϙ′ are in particular reduced the result of this left Kan extension is reduced and hence the left adjoint
in question can be implemented via the 2-excisive approximation of Construction 1.1.26. Comparing this
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description with Construction 5.1.2 we may equivalently describe the tensor product of Ϙ, Ϙ′ ∈ Funq(C) as
the left Kan extension of the quadratic functor Ϙ⊗ Ϙ′ ∈ Funq(C⊗ C) along Cop ⊗ Cop → Cop.
Proof of Corollary 5.3.7. This is a particular case of Lemma 5.3.4 since the condition of being a quadratic
functor is equivalent to that of being reduced and 2-excisive (Proposition 1.1.13) which in turn can be
formulated as sending a suitable set of diagrams in Cop (consisting of the constant diagram on 0 and all
strongly exact 3-cubes) to limit diagrams. 
Our next goal is to understand the monoidal structure on Funq(C)⊗ in terms of decomposition into linear
and bilinear components, as described in Corollary 5.3.14 below. Towards this end, we begin with the
following direct application of Lemma 5.3.4:
5.3.9. Corollary. Let C be a small stably symmetric monoidal∞-category C. Then the following holds:
i) Then full suboperad Funex(Cop, S푝)⊗ ⊆ Fun(Cop, S푝)⊗ is a symmetric monoidal localisation of the
Day convolution product on Fun(Cop, S푝).
ii) The full suboperad Funb(C)⊗ ⊆ Fun(Cop ×Cop, S푝)⊗ is a symmetric monoidal localisation of the Day
convolution product on Fun(Cop × Cop, S푝).
Proof. In case i) we apply Lemma 5.3.4 with respect to the collection of diagrams in Cop consisting of the
constant diagram on 0 and all exact squares. For ii) we apply Lemma 5.3.4 with respect to the collection of
diagrams in Cop×Cop consisting of the constant diagrams on (푥, 0) and (0, 푥) for all 푥 ∈ Cop and all squares
of the form {푥} × 휎 and 휎 × {푥} where 휎 ∶ Δ1 × Δ1 → Cop is an exact square. 
5.3.10.Remark. As in Remark 5.3.5, the tensor product ofL,L′ ∈ Funex(Cop, S푝) is obtained by taking their
Day convolutionL⊗DayL
′ and applying to it the left adjoint to the inclusion Funex(Cop, S푝) ⊆ Fun(Cop, S푝).
Similarly, in ii) the tensor product ofB,B′ ∈ Funb(C) is obtained by taking their Day convolutionB⊗DayB
′
as functors Cop × Cop → S푝, and then applying to it the left adjoint to the inclusion Funb(C) ⊆ Fun(Cop ×
Cop, S푝).
5.3.11. Remark. It follows from Remark 5.3.6 that the tensor products on Funq(C), Funex(Cop, S푝) and
Funb(C) of Corollaries 5.3.7 and 5.3.9 all preserve small colimits in each variable.
Combining Corollary 5.3.7 and Corollary 5.3.9 we obtain
5.3.12. Corollary. The linear part functor L(−) refines to a symmetric monoidal localisation functor
L⊗
(−)
∶ Funq(C)→ Funex(Cop, S푝)⊗.
We would like to establish a similar property for the bilinear part functor. To this end, consider the
commutative diagram
(119)
Funb(C) BiFun(C) Fun∗(C
op × Cop, S푝) Fun(Cop × Cop, S푝)
Funq(C) Fun∗(C) Fun∗(C) Fun(C)
in which the horizontal arrows are the relevant inclusions and the vertical arrows are all induced by restric-
tion along the diagonal Cop → Cop × Cop. An application of Lemma 5.3.4 shows that all ∞-categories
in this diagram inherits a symmetric monoidal structure from the Day convolution product on the functor
∞-categories in the right most column, and such that all horizontal inclusions admit symmertic monoidal
left adjoints, which are also localisation functors. In addition, the right most vertical functor, given by re-
striction along the diagonal Cop → Cop×Cop, admits a left adjoint via the corresponding left Kan extension.
Since the diagonal is symmetric monoidal so it the corresponding left Kan extension. In addition, since
the diagonal admits itself a two sided adjoint via the direct sum functor⊕∶ Cop × Cop → Cop this left Kan
extension is just given restriction along ⊕. By the universal property of all the appearing localisation it
then follows that the arrows in (119) admit symmetric monoidal left adjoints and we consequently obtain a
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diagram of symmetric monoidal∞-categories and symmetric monoidal functors
(120)
Funb(C)⊗ BiFun(C)⊗ Fun∗(C
op × Cop, S푝)⊗ Fun(Cop × Cop, S푝)⊗
Funq(C)⊗ Fun∗(C)
⊗ Fun∗(C)
⊗ Fun(C)⊗
B(−)
in which all horizontal functors are symmetric monoidal localisations and all vertical functors are given
by restriction along ⊕∶ Cop × Cop → Cop followed by the projection to the relevant full subcategory of
Fun∗(C
op × Cop, S푝). In particular, the top middle horizontal arrow in (120) is the bi-reduction functor of
Lemma 1.1.3 and the second from the left vertical functor in (120) is the cross-effect functor of Defini-
tion 1.1.4. Since the cross-effect of any quadratic functor is bilinear this formula also holds for the left most
vertical arrow, that is, we may identify it with the bilinear part functor B(−). Arguing as in the proof of
Lemma 1.1.9 we see that this symmetric monoidal refinement of B(−) is C2-equivariant with respect to the
flip action on Funb(C)⊗ and the trivial action on Funq(C), and consequently refines to a symmetricmonoidal
functor
(121) B⊗
(−)
∶ Funq(C)⊗ → Funs(C)⊗,
where the target is endowed with the symmetric monoidal structure obtained by taking the C2-fixed points
of Funb(C)⊗ in the∞-category of symmetric monoidal∞-categories.
Now recall from that the symmetric bilinear part functor
B(−) ∶ Fun
q(C)→ Funs(C)
is also a left Bousfield localisation functor, since it admits a fully-faithful right adjoint (in fact, it admits
fully-faithful adjoints from both sides). We now verify that the same holds for its symmetric monoidal
refinement just constructed:
5.3.13. Lemma. The symmetric monoidal functor (121) is a symmetric monoidal localisation functor.
Proof. It will suffice to show that the localisation functor B(−) is compatible with the symmetric monoidal
structure (the resulting comparison between the corresponding localisation and B⊗
(−)
is then necessarily an
equivalence since it is an equivalence on the level of underlying∞-categories). Now the maps that are sent
to equivalences by B(−) are exactly the maps whose cofibre is exact. Since left Kan extensions along exact
functors preserve exact functors (Lemma 1.4.1) it will suffice to show that if Ϙ, Ϙ′ ∈ Funq(C) are such that
Ϙ
′ is exact then Ϙ⊗ Ϙ′ ∈ Funq(C⊗ C) (defined as in Construction 5.1.2) is exact. Indeed, its bilinear part
is BϘ ⊗ BϘ′ = 0 by Proposition 5.1.3.

We now combine the symmetric monoidal structures of Corollaries 5.3.7 and 5.3.9 to enhance the clas-
sification of hermitian structures of Corollary 1.3.12 to a symmetric monoidal one:
5.3.14.Corollary (Monoidal classification of hermitian structures). The pullback square of Corollary 1.3.12
refines to a pullback square in Op∞
(122)
Funq(C)⊗ Ar(Funex(Cop, S푝))⊗
Funs(C)⊗ Funex(Cop, S푝)⊗,
휏⊗
B⊗
(−)
in which all corners are symmetricmonoidal∞-categories and the vertical functors are symmetric monoidal,
and lax symmetric monoidal functors. Here the left vertical arrow is (121), the bottom right corner is en-
dowed with the symmetric monoidal structure of corollary 5.3.9, and the arrow category carries the corre-
sponding pointwise symmetric monoidal structure.
Concretely, this means that for a given ∞-operad O, the data of an O-monoidal hermitian refinement
of a stably symmetric monoidal C can be identified with that of a triple B,L, 훼 ∶ L ⇒ [BΔ]hC2) where
B∶ Cop × Cop → S푝 is a lax O-monoidal symmetric bilinear functor, L∶ Cop → S푝 is a lax O-monoidal
exact functor, and L ⇒ [BΔ]tC2 is a lax O-monoidal transformation.
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Proof of Corollary 5.3.14. Recall from Remark 1.3.7 that the pair of fully-faithful exact functors
Funs(C)
Ϙ
s
(−)
←←←←←←←←→ Funq(C) ← Funex(Cop, S푝)
form a stable recollement. Wemay then invoke the theory of monoidal recollements as developed in [QS19]
to promote our classification of hermitian structures to a monoidal one. More precisely, combining Corol-
lary 5.3.12 and Lemma 5.3.13 it follows that the above stable recollement is symmetric monoidal in the
sense of [QS19, Definition 1.19]. The symmetric monoidal refinement of the classification square is then a
consequence of [QS19, Proposition 1.26]. 
Recall from Definition 1.2.8 that for a given stable ∞-category C, let us denote by Funp(C) is the non-
full subcategory of Funq(C) consisting of the the Poincaré structures on C and the duality preserving natural
transformations between them. We the refine this inclusion to a (non-full) inclusion of ∞-operads by ex-
tending (118) to a commutative diagram of∞-operads
(123)
Funp(C)⊗ Funq(C)⊗ Fun(Cop, S푝)⊗ E∞
(Catp
∞
)⊗ (Cath
∞
)⊗
(
(Cat∞)op∕∕S푝
)⊗
Cat⊗
∞
.
C
in which all squares are pullbacks. For an∞-operadO, the data of anO-algebra structure on a given Poincaré
structure Ϙ ∈ Funp(C) then corresponds to that of an O-monoidal structure on (C, Ϙ) ∈ Catp∞ which refines
the underlying O-monoidal structure of C.
5.3.15. Construction. Applying Remark 5.3.1 and the uniqueness of localized symmetric monoidal struc-
tures we deduce that the equivalence
Funb(C) ≃ Funex(Cop, Funex(Cop, S푝)) = Funex(Cop, Ind(C)),
refines to a symmetric monoidal equivalence
Funb(C)⊗ ≃ Funex(Cop, Ind(C))⊗,
where the the domain is endowed with the localized Day convolution product and the target with the cor-
responding nested localized Day convolution. Passing to non-degenerate bilinear functors we obtain an
equivalence
(124) Funnb(C)⊗ ≃ Funex(Cop,C)⊗
between the full suboperad of Funb(C)⊗ spanned by the non-degenerate bilinear functors and the full sub-
operad of the Day convolution∞-operad Cop → C spanned by the exact functors. We note that the latter
may fail to be a symmetric monoidal∞-category since C generally does not admit small colimits. To avoid
confusion, let us try to make the equivalence (124) more explicit. Given non-degenerate bilinear functors
B1, ...,B푛 and B
′, a multi-map {B1, ...,B푛} → B
′ in Funnb(C)⊗ is given by a natural transformation
(125) (푚op × 푚op)![B1 ⊠…⊠ B푛] = (푚̃
op × 푚̃op)![B1 ⊗…⊗ B푛]→ B
′,
where 푚∶ C ×… × C→ C is the symmetric monoidal product of C, and 푚̃∶ C⊗…⊗ C→ C is the exact
functor induced by it. Here we point out that the domain in (125) is generally not non-degenerate, which
is why Funnb(C)⊗ is usually not a symmetric monoidal ∞-category. By adjunction we may equivalently
describe the data of (125) via a natural transformation in the square
(126)
[Cop ⊗…⊗ Cop] × [Cop ⊗…⊗ Cop] S푝 ⊗…⊗ S푝
Cop × Cop S푝 .
푚op×푚op
(B1,…,B푛)
⊗
훽
B′
By Corollary 5.1.4 (and its proof), the bilinear functor B1⊗…⊗B푛 is non-degenerate and represented by
DB1 ⊗…DB푛 ∶ C
op⊗…⊗ Cop → C⊗…⊗ C, where DB푖 ∶ C
op
→ C is the exact functor representing the
non-degenerate bilinear functor B푖. The corresponding multi-map on the right hand side of (124) is then
given by the map
푚![DB1 ⊠…⊠ DB푛] = 푚̃![D1 ⊗…⊗ D푛]→ DB′
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induced by to the natural transformation in the square
(127)
Cop ⊗…⊗ Cop C⊗…⊗ C
Cop C .
푚op
D1⊗…⊗D푛
푚
휏
D′
associated to (126) by Lemma (1.2.4).
We now define Funpb(C)⊗ ↪ Funnb(C)⊗ to be the non-full suboperad spanned by the perfect bilinear
functors and those multi-maps between whose corresponding natural transformations (127) is an equiva-
lence. Similarly, we defineFunps(C)⊗ to be the suboperadof the symmetricmonoidal∞-categoryFuns(C)⊗ =
[Funb(C)⊗]hC2 sitting in the pullback square
Funps(C)⊗ Funs(C)⊗
Funpb(C) Funb(C)⊗ .
We note that by construction, the underlying ∞-categories of Funpb(C)⊗ and Funps(C)⊗ are the subcat-
egories Funpb(C) and Funps(C) of Funb(C) and Funs(C) respectively, spanned by the perfect (symmetric)
bilinear functors respectively and duality preserving (symmetric) transformations between them.
5.3.16. Lemma. The pullback square
Funp(C) Funq(C)
Funpb(C) Funb(C) ,
refines to a pullback square of∞-operads
Funp(C)⊗ Funq(C)⊗
Funpb(C)⊗ Funb(C)⊗ ,
Proof. Since Funpb(C)⊗ ↪ Funb(C)⊗ is a suboperad this follows from the fact that a hermitian functor of
(푚̃, 휂)∶ (C, Ϙ1)⊗…⊗ (C, Ϙ푛)→ (C, Ϙ
′)
lying over the monoidal product 푚̃∶ C ⊗… ⊗ C → C of C, is Poincaré exactly when the corresponding
natural transformation
푚̃(DϘ1 ⊗…⊗ DϘ푛) → DϘ′ 푚̃
op
is an equivalence, where we have used the identification of the duality on a Poincaré tensor product of
Corollary 5.1.4. 
5.3.17.Corollary (Monoidal classification of Poincaré structures). The pullback square of Corollary 1.3.13
refines to a pullback square in Op∞
(128)
Funp(C)⊗ Ar(Funex(Cop, S푝))⊗
Funps(C)⊗ Funex(Cop, S푝)⊗,
휏⊗
B⊗
(−)
in which all corners are symmetricmonoidal∞-categories and the vertical functors are symmetric monoidal,
and lax symmetric monoidal functors.
5.3.18. Corollary. Let C be a stably symmetric monoidal∞-category, O an ∞-operad and Ϙ∶ C → S푝 a
laxO-monoidal quadratic functor, so thatBϘ and LϘ inherit laxO-monoidal structures by Corollary 5.3.14.
Then the correspondingO-monoidal hermitian∞-category (C, Ϙ) is O-monoidal Poincaré if and only if the
following holds:
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i) The underlying hermitian∞-category (C, Ϙ) is Poincaré.
ii) The lax O-monoidal structure on DϘ ∶ C
op
→ C induced from that of BϘ via Construction 5.3.15 is
(strongly) O-monoidal. In particular, DϘ is an equivalence of O-monoidal∞-categories.
Concretely, Corollary 5.3.18 implies that for a stably symmetric monoidal ∞-category C, providing a
compatible O-monoidal Poincaré structure on C is equivalent to providing a self-dual equivalence of O-
monoidal∞-categoriesD∶ Cop
≃
←←←←→ C, a laxO-monoidal exact functor L∶ Cop → S푝, and a lax O-monoidal
transformation L(−)⇒ [hom(−,D(−))]tC2.
Proof of Corollary 5.3.18. In light of Corollary 5.3.17 it will suffice to show that for a laxO-monoidal bilin-
ear formB, the correspondingO-algebraobject inFunb(C)⊗ lies in the non-full subcategoyAlgO(Fun
pb(C)) ⊆
AlgO(Fun
b(C)) if and only if B is perfect the associated lax O-monoidal structure on DB is strongly lax
monoidal. To see this, note that under the equivalence (124) of Construction 5.3.15, the suboperadFunpb(C)⊗
corresponds to the suboperad Fun◦(Cop,C)⊗ ⊆ Funex(Cop,C) spanned the colours corresponding to equiv-
alences D∶ Cop
≃
←←←←→ C and the multi-maps {D1,…D푛} → D
′ corresponding to natural transformations
푚̃(D1 ⊗…⊗ D푛) ⇒ D
′푚̃op.
which are equivalences. We now observe that by the universal property of the tensor product of stable∞-
categories, such a natural transformation of exact functors is an equivalence if and only if it is sent to an
equivalence of multi-linear maps after pre-composing both sides with the functor
C ×…× C→ C⊗…⊗ C.
Wemay hence equivalently defined this suboperadFunex(Cop,C) to be spanned by the colours corresponding
to equivalences and the multi-maps {D1,…D푛} → D
′ corresponding to natural equivalences
푚(D1 ⊠…⊠ D푛) ⇒ D
′푚op,
where 푚 is the composite C×…× C→ C⊗…⊗ C
≃
←←←←→ C. It then follows directly from the definitions that
algebra objects in this suboperad correspond to equivalences D∶ Cop → C equipped with strong monoidal
structures, as desired. 
5.4. Examples. In this section we want to give some examples of algebras and modules in Catp∞.
5.4.1. Example. Consider the Poincaré∞-category (S푝f , Ϙu). It is the tensor unit of Catp∞ thus admits the
structure of a commutative algebra. This algebra structure is given by the usual smash product on S푝f and
the canonical commutative algebra structure on the universal quadratic functor Ϙu induced by its being the
image under the symmetric monoidal left adjoint Fun((S푝f )op, S) → Funq((S푝f )op, S) of the Yoneda image
of 핊 ∈ S푝f .
5.4.2. Example. Since the forgetful functor 푈 ∶ Catp∞ → Cat
ex
∞ is symmetric monoidal by Theorem 5.2.7
every symmetric monoidal Poincaré∞-category (C, Ϙ) yields a stably symmetric monoidal∞-category C
upon forgetting Ϙ. On the other direction, we will show in §7.2 that the formation of hyperbolic categories
C ↦ Hyp(C) (see §2.2) gives both a left and a right adjoint to 푈 , and hence Hyp is both lax and oplax
monoidal, see Remark 7.2.22 below. It then follows in particular that if C is a stably symmetric monoidal
∞-category thenHyp(C) inherits a symmetric monoidal structure. Unwinding the definitions, this structure
is given explicitly by the operation (푥, 푦) ⊗ (푥′, 푦′) = (푥 ⊗ 푥′, 푦 ⊗ 푦′) with the canonical lax monoidal
structure on Ϙhyp(푥, 푦) = homC(푥, 푦). Similarly, if (C, Ϙ) is a symmetric monoidal Poincaré ∞-category
then the Poincaré functor
fgt ∶ (C, Ϙ)→ Hyp(C)
sending 푥 to (푥,D푥) (see §2.2) is canonically a symmetric monoidal Poincaré functor, since fgt acts as the
unit of the symmetric monoidal adjunction 푈 ⊣ Hyp, see Remark 7.2.21. On the other hand, the Poincaré
functor hyp∶ Hyp(C) → (C, Ϙ) sending (푥, 푦) to 푥 ⊕ D푦 (see §2.2) is not symmetric monoidal in general,
though we will show below that it is a morphism of (C, Ϙ)-module objects in Catp∞.
5.4.3.Example.Wewill show below (see Remark 7.3.18) that the association (C, Ϙ)↦ Ar(C, Ϙ) fromCatp∞
to Catp∞ (see §2.3) refines to a lax symmetric monoidal functor. It then follows that if (C, Ϙ) is a Poincaré
∞-category then Ar(C, Ϙ) inherits a symmetric monoidal structure. On the level of underlying objects this
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is given simply by the levelwise product of arrows: [푥→ 푦]⊗ [푥′ → 푦′] = [푥⊗푥′ → 푦⊗푦′]. The Poincaré
functor
id∶ (C, Ϙ)→ Ar(C, Ϙ) 푥↦ [푥 = 푥]
then inherits the structure of a symmetric monoidal Poincaré functor by its role as a unit of a symmetric
monoidal adjunction, see Remark 7.3.17.
We now consider the case of modules over ring spectra studied in §3. For this, we will specialize to the
case where 퐴 is an E∞-ring spectrum, to which we will refer simply as a commutative ring spectrum. In
this case, the ∞-category Mod휔퐴 carries a symmetric monoidal structure given by tensoring over 퐴. We
then consider the data needed in order to promote (Mod휔퐴)
⊗ to a symmetric monoidal hermitian or Poincaré
∞-category.
To begin, by Corollary 5.3.7 and Remark 5.3.8, the ∞-category Funq(Mod휔퐴) inherits a symmetric
monoidal structure, given by Day convolution followed by 2-excisive approximation, such that symmet-
ric monoidal hermitian refinements of Mod휔퐴 correspond to algebra objects Ϙ ∈ AlgE∞ (Fun
q(Mod휔퐴)). By
Theorem 3.2.13 we have a natural equivalence Funq(Mod휔퐴) ≃ ModN퐴 between the∞-category of hermit-
ian structures onMod휔퐴 and that of modules with genuine involution over퐴, and so by transport of structure
the symmetric monoidal structure on Funq(Mod휔퐴) induces one onModN퐴.
5.4.4. Notation. For a commutative ring spectrum 퐴 and an∞-operad O, we will refer to O-algebra object
in ModN퐴 with respect to the above symmetric monoidal structure as O-algebras with genuine involution
over 퐴. Note that this is compatible with the terminology of Example 3.2.8.
As described in the proof of Corollary 5.3.14, the recollement
(
Funs(Mod휔퐴), Fun
ex((Mod휔퐴)
op, S푝)
)
on
Funq(Mod휔퐴) is compatible with the symmetric monoidal structure and hence the same holds for the rec-
ollement (ModhC2
퐴⊗퐴
,Mod퐴)) onModN퐴. It then follows that the square
ModN퐴 Ar(Mod퐴)
Mod
hC2
퐴⊗푘퐴
Mod퐴
t
(−)tC2
refines to a square of symmetric monoidal ∞-categories and lax symmetric monoidal functors, such that
the equivalence equivalence (71) becomes a symmetric monoidal one. To identify the resulting symmetric
monoidal structure on the individual componentsModhC2
퐴⊗퐴
,Mod퐴 we have the following:
5.4.5. Lemma. Let 퐴 be a commutative ring spectrum.
i) Under the equivalence Funex((Mod휔퐴)
op, S푝) ≃ Mod퐴 the symmetric monoidal structure on the left
hand side induced byDay convolution corresponds to the symmetric monoidal structure⊗퐴 onMod퐴.
ii) Under the equivalence Funb(Mod휔퐴) ≃ Fun
ex((Mod휔퐴⊗퐴)
op, S푝) ≃ Mod퐴⊗퐴 the symmetric monoidal
structure on the left hand side induced by Day convolution corresponds to the symmetric monoidal
structure ⊗퐴⊗퐴 onMod퐴⊗퐴.
Proof. We begin with i). By Corollary [Lur17, Corollary 4.8.1.14] there is a unique monoidal structure
on Ind(Mod휔퐴) which preserves filtered colimits in each variable and such that the inclusion Mod
휔
퐴 ↪
Ind(Mod휔퐴) is symmetric monoidal. These two properties are satisfied by the tensor product on Mod퐴,
and by Remark 5.3.11 the first property holds for the localized the localized Day convolution product.
To finish the proof it is hence left to verify that for a stable ∞-category E the stable Yoneda embedding
E → Funex(Eop, S푝) admits a symmetric monoidal structure. Indeed, it follows from [Nik16, Proposition
6.3] that the stable Yoneda embedding coincides with the composite
E→ Fun(Eop, S)
Σ∞+ ◦(−)
←←←←←←←←←←←←←←←→ Fun(Eop, S푝)→ Funex(Eop, S푝),
where the first arrow is the ordinaryYoneda embedding,which is naturally symmetricmonoidal [Gla16, §3],
the second is post-composition with the symmetric monoidal suspension infinity functor Σ∞+ , and the last
one is the left adjoint of the inclusion Funex(Eop, S푝) ⊆ Fun(Eop, S), which is symmetric monoidal by
Corollary 5.3.9.
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We now prove ii). In light of i), it will suffice to show the localized Day convolution structures on
Funb(Mod휔퐴) and Fun
ex(Mod휔퐴⊗퐴) coincide. For this we consider the commutative square
Funex(Mod휔퐴⊗퐴) Fun
b(Mod퐴)
Fun(Mod휔퐴⊗퐴) Fun((Mod
휔
퐴)
op × (Mod휔퐴)
op, S푝)
≃
where the horizontalmaps are inducedby restriction along the bifunctor (푋, 푌 ) ↦ 푋⊗푌 fromMod휔퐴 ×Mod
휔
퐴
to Mod휔퐴, and the vertical maps are the relevant full inclusions. Passing to left adjoints and using the uni-
versal property of localisation we obtain a commutative square
Funex(Mod휔퐴⊗퐴) Fun
b(Mod퐴)
Fun(Mod휔퐴⊗퐴) Fun((Mod
휔
퐴)
op × (Mod휔퐴)
op, S푝)
≃
in which the vertical maps are induced by left Kan extension along (푋, 푌 )↦ 푋⊗푌 , followed by projection
to Funex(Mod휔퐴⊗퐴) in case of the top arrow. In particular, all arrows carry a natural symmetric monoidal
structure, and so the top horizontal equivalence identifies the localized Day convolution structures on both
sides. 
5.4.6. Corollary. Let 퐴 be a commutative ring spectrum and O an ∞-operad. Then the data of an O-
monoidal hermitian refinement of (Mod휔퐴)
⊗ corresponds to a triple (퐵,퐶, 훼 ∶ 퐶 → 퐵tC2) where 퐵 ∈
Alg
hC2
퐴⊗퐴
is an O-(퐴⊗퐴)-algebra equipped with a symmetry with respect to the flip action on 퐴⊗ 퐴, 퐶 is
an O-퐴-algebra, and 훼 is a map of O-퐴-algebras.
5.4.7. Corollary. Let 퐴 be a commutative ring spectrum and O an ∞-operad. Suppose that O is unital.
Then 퐵, an O-algebra with genuine involution over 퐴, determines an O-monoidal Poincaré structure on
(Mod휔퐴)
⊗ if and only if the underlying O-퐴-algebra of 퐵 (with respect to either of the two component
inclusions 퐴 → 퐴⊗퐴, this makes no difference due to the symmetry of 퐵) is initial.
5.4.8. Remark. In the situation of Corollary 5.4.7, the initiality condition on 퐵 can be more explicitly
formulated by saying that for every colour 푡 ∈ O the composed map 퐴 → 퐴 ⊗ 퐴 → 퐵푡 associated to the
essentially unique null-operation {} → 푡 and either of the two component inclusions 퐴 → 퐴 ⊗ 퐴, is an
equivalence.
Proof of Corollary 5.4.7. Let Ϙ훼
퐵
be the O-monoidal hermitian structure on Mod휔퐴 associated to the O-
algebra with genuine involution (퐵,퐶, 훼 ∶ 퐶 → 퐵tC2). By Corollary 5.3.18 this hermitian structure is O-
monoidal Poincaré if and only if Ϙ훼
퐵
is Poincaré and the associated laxO-monoidal functorD퐵 = hom퐴(−, 퐵)
is O-monoidal. This condition requires in particular that the map
ퟏMod휔
퐴
= 퐴→ hom퐴(퐴,퐵) = 퐵
in question is an equivalence. On the other hand, when this condition holds we get from Proposition 3.1.11
that (퐵,퐶, 훼) is induced by an anti-involution on퐴, and hence in particular Ϙ훼
퐵
is Poincaré by Example 3.1.6.
In addition, in this case we may write the duality as a composition of the standard duality D퐴 and the C2-
action onMod휔퐴 induced by the involution on 퐵 = 퐴, both of which are O-monoidal. 
TakingO = Com in Corollary 5.4.7, we note that the data of a symmetric commutative (퐴⊗퐴)-algebra
whose underlying퐴-algebra is initial is the same as the data of a C2-action on 퐴 as a commutative algebra.
We hence get that symmetric monoidal Poincaré refinements of (Mod휔퐴)
⊗ correspond to the data of a C2-
action on 퐴 as a commutative ring spectrum, together with a map of commutative 퐴-algebras 퐶 → 퐴tC2 .
Here 퐴tC2 is considered as a commutative 퐴-algebra via the Tate Frobenius 퐴 → 퐴tC2 . We will refer to
such a triple (퐴,퐶, 퐶 → 퐴tC2) as commutative algebra with genuine involution.
5.4.9. Examples. Let 퐴 ∈ AlghC2
E∞
be a commutative ring spectrum equipped with an involution. We then
have the following examples of genuine refinements of interest:
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i) The map id∶ 퐴tC2 → 퐴tC2 determines a commutative algebra with genuine involution (퐴,퐴tC2, id),
and hence a symmetric monoidal refinement of the associated symmetric Poincaré structure Ϙs
퐴
on
Mod휔퐴.
ii) If 퐴 is connective then the commutative 퐴-algebra map 휏≥0퐴tC2 → 퐴tC2 determines a commuta-
tive algebra with genuine involution (퐴,퐴tC2, 푡0), and hence a symmetric monoidal refinement of the
Poincaré∞-category (Mod휔퐴, Ϙ
≥0
퐴
) of Example 3.2.7. When퐴 is discrete, this is the genuine symmetric
Poincaré structure, see 4.2.
iii) The twisted Tate Frobenuis map t ∶ 퐴 → (퐴 ⊗핊 퐴)
tC2 → 퐴tC2 , which in this context is also the
unit map of the commutative 퐴-algebra 퐴tC2 , determines a commutative algebra with genuine in-
volution (퐴,퐴tC2, t), and hence a symmetric monoidal refinement of the Poincaré structure Ϙt
퐴
of
Example 3.2.11.
We now consider some examples whereO is not the commutative operad, but instead the operadMCom
whose algebras are pairs (퐴,푀) of a commutative algebra and a module over it [Lur17, Definition 3.3.3.8].
In particular, the data of anO-monoidal hermitian (resp. Poincaré)∞-category consists of a pair ((C, Ϙ), (E,Ψ))
where (C, Ϙ) is a symmetric monoidal hermitian (resp. Poincaré)∞-category and (E,Ψ) is a module over
(C, Ϙ) in Cath∞ (resp. Cat
p
∞). Consider the case where E is C considered as a module over itself, so thatΨ is
a module over Ϙ in Funq(C)⊗. By Corollary 5.3.14 the data of such a Ϙ-module corresponds to a choice of
BϘ-module B ∈ Fun
s(C), an LϘ-module L ∈ Fun
ex(Cop, S푝), and an LϘ-module map 훼 ∶ L→ [B
Δ]tC2 . For
example, we may always take B = BϘ considered as a module over itself. In this case, if (C, Ϙ) is a Poincaré
symmetric monoidal Poincaré ∞-category then all the structure maps in the MCom-algebra structure on
((C, Ϙ), (C, Ϙ훼
B
)) are Poincaré, since on the level of the underlying bilinear forms these maps come from the
structure of (C, Ϙ) as a module over itself. Similarly, any commutative triangle
L L′
[BΔ
Ϙ
]tC2
훼
훽
of LϘ-modules in Fun
ex(Cop, S푝) induces a morphism (C, Ϙ훼
B
) → (C, Ϙ훽
B
) of (C, Ϙ)-module objects in Catp∞.
5.4.10. Example. Let (C, Ϙ) be a symmetric monoidal hermitian∞-category with underlying bilinear part
B = BϘ. Then the associated quadratic hermitian∞-category (C, Ϙ
q
B
) is canonically a module over (C, Ϙ),
and the natural hermitian functor
(129) (C, Ϙq
B
) → (C, Ϙ)
is a map of (C, Ϙ)-module objects in Cath∞. In addition, if (C, Ϙ) is Poincaré then (C, Ϙ
q
B
) is a module over
(C, Ϙ) in Catp∞ and the corresponding Poincaré functor (129) is a morphism of (C, Ϙ)-module objects in
Catp∞.
When C = Mod휔퐴 for some E∞-algebra 퐴 and Ϙ = Ϙ
훼
퐴
for some C2-action on 퐴 and map 퐴-algebras
훼 ∶ 퐶 → 퐴tC2 then Corollary 5.4.7 tells us that the notion of a LϘ-module in Fun
ex(C, S푝) is equivalent to
that of a 퐶-module퐷 equipped with a 퐶-module map to 퐴tC2 .
5.4.11. Example. Let 퐴 be a connective commutative ring spectrum equipped with an involution. Then
for every 푚 ∈ ℤ the truncated Poincaré structure (Mod휔퐴, Ϙ
≥푚
퐴
) ∈ Catp∞ of Example 3.2.7 is canonically
a module over the symmetric monoidal Poincaré ∞-category (Mod휔퐴, Ϙ
≥0
퐴
) of Example 5.4.9ii). Indeed,
this follows from the above since 휏≥푚퐴tC2 is canonically a module over the algebra 휏≥0퐴tC2 for every 푚.
Similarly, the canonical Poincaré functors
(Mod휔퐴, Ϙ
≥푚
퐴
) → (Mod휔퐴, Ϙ
≥푚−1
퐴
)
refines to a map of (Mod휔퐴, Ϙ
≥0
퐴
)-modules.
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6. THE CATEGORY OF POINCARÉ CATEGORIES
In the present section we study the global structural properties of the∞-categories Catp∞ and Cat
h
∞. We
will begin in §6.1 by showing that Catp∞ and Cat
h
∞ have all limits and colimits, and that those are preserved
by the inclusion Catp
∞
↪ Cath
∞
and by the forgetful functor Cath
∞
→ Catex
∞
. In §6.2 we will prove that the
symmetric monoidal structures on Catp∞ and Cat
h
∞ constructed in §5.2 are closed, that is, they are equipped
with a compatible notion of internal mapping objects, which we refer to as internal functor categories. This
implies, in particular, that these monoidal structures preserve colimits in each variable separately. We will
then show in §6.3 and §6.4 that Cath∞ is tensored and cotensored overCat∞ in a manner compatible with its
closed symmetric monoidal structure. Taken together, these properties imply thatCath∞ (just likeCat∞) can
be viewed as an (∞, 2)-category, that is furthermore enriched over itself. Though this point of view does
not directly extend to Catp∞, in some special cases, such as poset of faces of finite simplicial complexes,
the tensor and cotensor constructions do preserve Poincaré ∞-categories. We will prove this in the final
§6.6, after dedicating §6.5 to the role played by imposing certain finiteness conditions on the (co)tensoring
∞-category.
In addition to its conceptual aspect, we will also make concrete use of the material of this section in a
variety of contexts, including §7.3 in the present paper, and later in Paper [II], notably via theQ-construction
which is used in the definition of theGrothendieck-Witt spectrum, and the dualQ-constructionwhich is used
in establishing its universal property.
6.1. Limits and colimits. In this section we will prove that Cath∞ and Cat
p
∞ have all small limits and
colimits and that the functors Catp∞ → Cat
h
∞ and Cat
h
∞ → Cat
ex
∞ preserve these limits and colimits. Since
the former is conservative it follows automatically that it also detects limits and colimits. We will then
verify a few (co)limit-related results which will be useful later on, including the semi-additivity of Cath∞
and Catp∞, and the fact that the functors Pn and Fm preserve filtered colimits.
We begin by recording the following statement, to which we could not find a reference in this form:
6.1.1. Proposition. The∞-category Catex∞ admits all small limits and colimits. Limits and filtered colimits
are preserved by the inclusion Catex∞ → Cat∞.
Proof. The statement for limits is [Lur17, Theorem 1.1.4.4] and for filtered colimits is given by [Lur17,
Proposition 1.1.4.6]. For general colimits we consider the fully-faithful embedding of Catex∞ inside the∞-
categoryCatrex∞ of∞-categorieswith finite colimits and right exact functors between them. The latter admits
small colimits by [Lur09a, Lemma 6.3.4.4]. On the other hand, the embeddingCatex
∞
⊆ Catrex
∞
admits a left
adjoint given by tensoring with S푝f , see Construction 5.1.1. It then follows that Catex∞ has small colimits
obtained by forming colimits in Catrex∞ and then tensoring with S푝
f . 
6.1.2. Proposition. The∞-category Cath
∞
admits all small limits and colimits, and these are preserved by
the forgetful functor 휋∶ Cath∞ → Cat
ex
∞.
Proof. By construction the forgetful functor 휋∶ Cath∞ → Cat
ex
∞ is a cartesian fibration classified by the
functorC ↦ Funq(C). By Corollary 1.4.2we have that 휋 is also a cocartesian fibration and byRemark 1.1.15
the fibres Funq(C) of 휋 admits small limits and colimits. Given an exact functor 푓 ∶ C→ D the associated
cartesian transition functor 푓 ∗ ∶ Funq(D)→ Funq(C) preserves limits and the cocartesian transition functor
푓! ∶ Fun
q(C) → Funq(D) preserves colimits (indeed 푓! is left adjoint to 푓
∗). Now the base Catex∞ of this
bicartesian fibration admits small limits and colimits by Proposition 6.1.1. It then follows from [Lur09a,
4.3.1.11] and [Lur09a, 4.3.1.5.(2)] thatCath∞ admits all small limits and colimits and that these are preserved
by 휋. 
6.1.3. Remark. To make the content (and proof) of Proposition 6.1.2 more explicit, let 퐾 be a simplicial
set and 푝∶ 퐾 → Cath
∞
a diagram. Then the limit of 푝 is computed as follows: one first extends the diagram
푞 ∶= 휋푝∶ 퐾 → Catex∞ of stable ∞-categories to a limit diagram 푞 ∶ 퐾
⊲
→ Catex∞. Let C∞ = 푞(∞) be
the image of the cone point (which we denote by the symbol∞), so that 푞 exhibits C∞ as the limit of 푞 in
Catex∞. Interpreting 푞 as a natural transformation with target 푞 ∶ 퐾 → Cat
ex
∞ domain the constant diagram
퐾 → Catex∞ with value C, we may lift it to a pointwise 휋-cartesian natural transformation to 푝∶ 퐾 → Cat
h
∞
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with target 푝 and domain some diagram 푝∞∶ 퐾 → Cat
h
∞ which is concentrated in the fibre of C∞. In other
words, 푝∞ encodes a diagram 푝∞ ∶ 퐾 → Fun
q(C∞). The hermitian∞-category (C, lim퐾 푝∞) is then the
limit of the original diagram 푝. Somewhat informally, thoughmore explicitly, we may describe the diagram
푝∞ via the formula 푘↦ 푟
∗
푘
Ϙ푘, where (C푘, Ϙ푘) is the hermitian∞-category associated to 푘 by the diagram 푝
and 푟푘 ∶ C∞ → C푘 is the exact functor associated to the map∞ → 푘 in 퐾
⊲ by the limit diagram 푝. Since
Funq(C∞) is closed in Fun(C
op, S푝) under limits the limit of 푝∞ can also be computed in Fun(C
op, S푝), that
is, object-wise. Similarly, in order to compute the colimit of 푝 we first extend 푞 = 휋푝 to a colimit diagram
푞 ∶ 퐾⊳ → Catex∞. Let C∞ = 푞(∞) be the image of the cone point, and 푖푘 ∶ C푘 → C∞ the exact functor
associated to the arrow 푘 → ∞ in 퐾⊳. Then as above we can “push” the diagram 푝 to the fibre over C,
yielding a diagram 푝∞∶ 퐾 → Fun
q(C∞) given by the formula 푘 ↦ (푖푘)!Ϙ푘. The colimit of 푝 in Cat
h
∞ is
then given by
(C, colim
퐾
푝∞) = (C∞, colim
푘∈퐾
(푖푘)!Ϙ푘),
where the colimit of 푝∞ is computed in Fun
q(C∞). This last colimit can also be computed in Fun(C
op, S푝)
since Funq(C) is closed in Fun(Cop, S푝) under colimits (see Remark 1.1.15).
6.1.4. Proposition. The ∞-category Catp∞ has small limits and colimits and the inclusion Cat
p
∞ → Cat
h
∞
preserves small limits and colimits.
The proof of Proposition 6.1.4 will require the following lemma.
6.1.5. Lemma. Let 푝 ∶ 퐾⊳ → Catex∞ be a colimit diagram of stable ∞-categories and let 푓 ∶ C∞ ∶=
푝(∞)→ D be an exact functor to a cocomplete stable∞-category. Then the canonical map
colim
푘∈퐾
(푖푘)!푖
∗
푘푓 → 푓
is an equivalence, where 푖푘 ∶ C푘 ∶= 푝(푘)→ C∞ is the map associated to 푘→ ∞ by 푝.
Proof. For any diagram 푝 ∶ 퐾⊳ → Catex∞, the functor
푖∗ ∶ Funex(C∞,D)→ lim
푘∈퐾
Funex(C푘,D)
sending 푓 to {푓◦푖푘}푘∈퐾 has a left adjoint given by
푖! ∶ {푓푘}푘∈퐾 ↦ colim
푘∈퐾
(푖푘)!푓푘.
Indeed, this follows for example by the general formula of [HY17, TheoremB]. Our claim is then equivalent
to the statement that the counit
푖!푖
∗푓 → 푓
is an equivalence if 푝 is a colimit diagram. But Funex(−,D) ∶ (Catex∞)
op
→ Catex∞ is a right adjoint (in
fact, its own right adjoint) and so it preserves all limits. Hence 푖∗ is an equivalence of∞-categories and in
particular the counit is an equivalence of exact functors. 
Proof of 6.1.4. We begin with the case of colimits. Let 푝 ∶ 퐾 → Catp
∞
be a diagram. By Proposition 6.1.2
we may find a colimit diagram 푝∶ 퐾⊳ → Cath∞ in Cat
h
∞ extending (the image of) 푝. We will show that the
image of 푝 is contained in Catp∞ and forms a colimit diagram there. Let (C∞, Ϙ∞) = 푝(∞) be the image of
the cone point and for 푘 ∈ 퐾 let (푖푘, 휂푘)∶ (C푘, Ϙ푘) → (C∞, Ϙ∞) be the hermitian functor associated to the
map 푘 →∗ in 퐾⊳ by 푝. In particular, the collection of natural transformations 휂ad
푘
∶ (푖푘)!Ϙ푘 → Ϙ∞ exhibits
Ϙ∞ as the colimit of the diagram 푘↦ (푖푘)!Ϙ푘. Our argument proceeds in two steps:
Step 1. The hermitian∞-category (C∞, Ϙ∞) is Poincaré, and all the hermitian functors (푖푘, 휂푘)∶ (C푘, Ϙ푘) →
(C∞, Ϙ∞) are Poincaré.
Let D푘 ∶ C
op
푘
→ C푘 be the duality associated to Ϙ푘. Let 푞 ∶= 휋푝∶ 퐾 → Cat
ex
∞ be the underlying dia-
gram of stable∞-categories and let us denote by 푞op ∶ 퐾 → Cat
ex
∞ the composite of 푞 and the equivalence
(−)op
≃
←←←←→ Catex∞ → Cat
ex
∞. Since the diagram 푝 takes values in Poincaré∞-categories and duality preserving
functors the functors D푘 form the components of a natural transformation 푞op ⇒ 푞, which consequently
induce a functor
D∞ ∶ C
op
∞ → C∞,
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where we note that (−)op ∶ Catex∞ → Cat
ex
∞ preserves limits since it is an equivalence. We claim thatD∞ rep-
resents the bilinear part of Ϙ. Indeed, since bilinear parts commute with left Kan extensions (Lemma 1.4.3)
and colimits (by Lemma 1.1.7) the bilinear part of Ϙ∞ is given by
colim
푘∈퐾
(푖
op
푘
×푖
op
푘
)!BϘ푘 (−,−) ≃ colim푘∈퐾
(푖
op
푘
×푖
op
푘
)! homC푘(−,D푘(−)) ≃ colim푘∈퐾
(id×푖
op
푘
)! homC∞ (−, 푖푘D푘(−)) ≃
≃ colim
푘∈퐾
(id×푖
op
푘
)! homC∞(−,D∞푖
op
푘
(−)) ≃ colim
푘∈퐾
(id×푖
op
푘
)!(id×푖
op
푘
)∗ homC∞ (−,D∞−) ≃ homC∞(−,D∞(−)),
where the last equivalence is by Lemma 6.1.5. We have thus established that the hermitian ∞-category
(C∞, Ϙ∞) is non-degenerate and all the hermitian functors (푖푘, 휂푘)∶ (C푘, Ϙ푘) → (C∞, Ϙ∞) are duality pre-
serving. To finish the proof it will hence suffice to show that Ϙ∞ is perfect. But this follows from Re-
mark 1.2.9 since D∞ is an equivalence, being the functor induced on limits by a natural equivalence of
diagrams 푞op ⇒ 푞.
Step 2. If (D,Φ) is a Poincaré ∞-category then a hermitian functor (푓, 휂)∶ (C∞, Ϙ∞) → (D,Φ) is
Poincaré if and only if (푓◦푖푘, 푖
∗
푘
휂) is Poincaré for every 푘 ∈ 퐾 .
The hermitian functor (푓, 휂) is a Poincaré functor if and only if the associated natural transformation
(130) 푓D∞ → D∞푓
op
is an equivalence. Since C∞ is the colimit of 푝 in Cat
ex
∞ the natural transformation (130) is an equivalence
if and only if the natural transformation
푓D∞푖
op
푘
→ D∞푓
op푖
op
푘
is an equivalence for all 푘 ∈ 퐾 . But, since the 푖푘 are all Poincaré functors, there is a commutative diagram
푓◦D∞◦푖
op
푘
D∞◦푓
op◦푖
op
푘
푓◦푖푘◦D푘
≃
Thus, (130) is an equivalence if and only if (푓◦푖푘, 푖
∗
푘
휂) is a Poincaré functor for all 푘 ∈ 퐾 .
The case of limits is similar and slightly easier. Indeed, as above, the natural equivalence of diagrams
푞op ⇒ 푞 induced by the collection of dualities D푘 induces an equivalence
D∞ ∶ C
op
∞ = lim
퐾
푞op → lim
퐾
푞 = C∞
This time, showing thatD∞ represents the bilinear form of Ϙ∞ = lim푘∈퐾 푟
∗
푘
Ϙ푘 is even simpler. Indeed, since
taking bilinear forms commutes with restriction (Remark 1.1.6), and limits (by Lemma 1.1.7), the bilinear
part of Ϙ∞ is given by
lim
푘∈퐾
(푟푘 × 푟푘)
∗BϘ푘 ≃ lim푘∈퐾
homC푘(푟푘(−),D푘(−)) = lim푘∈퐾
homC푘 (푟푘(−), 푟푘◦D∞) ≃ homC(−,D∞(−)),
and this concludes the proof of Step 1 in the case of limits. The proof of Step 2 is completely dual to that
of colimits. 
6.1.6. Remark. By Proposition 6.1.4 the ∞-category Catp∞ has small limits and colimits, and those are
preserved by the inclusion in Cath∞, which itself also has small limits and colimits. Since the forgetful
functorCatp∞ → Cat
h
∞ is a conservative, it consequently also detects limits and colimits. One then says that
limits and colimits in Catp∞ are computed in Cat
h
∞.
6.1.7. Proposition. The ∞-categories Catex∞, Cat
h
∞ and Cat
p
∞ are all semi-additive, i.e. products and co-
products agree.
Proof. ForCatex∞, as in the proof of Proposition 6.1.1 we can embedCat
ex
∞ as a reflective full subcategory of
Catrex∞ . It will then suffice to verify thatCat
rex
∞ is semi-additive, which in turn follows from [Lur09a, Lemma
7.3.3.4]. In particular, the coproduct of C and C′ in Catex∞ is given by the product C × C
′, and exhibited by
the two inclusions
푖∶ C × {0}→ C × C′ ← {0} × C′ ∶ 푖′.
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Turning to the other two cases, we first observe that since limits and colimits in Catp∞ are computed in
Cath∞ (Remark 6.1.6) it is in fact sufficient to show that Cat
h
∞ is semi-additive. We first observe that Cat
h
∞
is pointed. Indeed, the hermitian ∞-category ({0}, 0), whose underlying stable ∞-category consists of a
single object 0, equipped with the hermitian structure which sends 0 to the zero spectrum, is both initial and
final in Cath∞.
Now let (C, Ϙ) and (C′, Ϙ′) be two hermitian∞-categories. By the explicit description of Remark 6.1.3
we have that the coproduct of (C, Ϙ) and (C′, Ϙ′) in Cath∞ is given by (C × C
′, 푖!Ϙ⊕ 푖
′
!
Ϙ
′), while the product
is given by (C × C′, 푝∗Ϙ⊕ (푝′)∗Ϙ′), where 푝, 푝′ are the projections on C and C′, respectively. It will hence
suffice to show that the canonical natural transformation
(131) 푖!Ϙ⊕ 푖
′
!
Ϙ
′
⇒ 푝∗Ϙ⊕ (푝′)∗Ϙ′
is an equivalence. But, since 푖 is also right adjoint to 푝 and 푖′ is right adjoint of 푝′ we have
푖!Ϙ ≅ 푝
∗
Ϙ and 푖′
!
Ϙ
′ ≅ (푝′)∗Ϙ′,
and equivalence under which the canonical map (131) becomes the identity, since 푝◦푖 and 푝′◦푖 are the
respective identities while 푝◦푖′ and 푝′◦푖 are the zero functors. 
We close this section with following result, which we will use in Paper [IV] for proving that Catp∞ and
Cath∞ are compactly generated presentable∞-categories:
6.1.8. Proposition. The functors Fm∶ Cath∞ → S and Pn∶ Cat
p
∞ → S commute with filtered colimits. In
particular, the object (S푝f , Ϙu) which corepresents these functors (Proposition 4.1.3) is compact in both
Cath∞ and Cat
p
∞.
Proof. Let us first prove the statement for Fm. Let E → Cat∞ be the presentable fibration classified by the
functorCat∞ → CAT∞ sendingC toPsh(C), so the objects ofE are given by a pair (C, 푆)where푆 ∶ C
op
→ S
is a presheaf, and morphisms are pairs (푓, 휂) where 푓 ∶ C→ C′ is a functor and 휂 ∶ 푆 → 푓 ∗푆′ is a natural
transformation. There is a functor Φ∶ Cath∞ → E lying above the inclusion Cat
ex
∞ → Cat∞ sending (C, Ϙ)
to (C,Ω∞Ϙ). Then we can factor Fm(−) as
Cath∞
Φ
←←←←→ E → S
where the second functor is the functor corepresented by the final object ∗∶= (Δ0, ∗∶ Δ0 → S) in E. Note
that Φ is a morphism of cocartesian fibrations by Proposition 1.4.3 and that it preserves filtered colimits
fibrewise. Moreover it lies above the inclusion Catex∞ → Cat∞, which preserves filtered colimits by [Lur17,
Proposition 1.1.4.6]. Hence the functor Φ preserves filtered colimits. It will hence suffice to show that
∗ is compact in E. Now by the naturality of the straightening-unstraightening equivalence as recorded
in [GHN17, Corollary A.31], the unstaightening procedure determines an equivalence E ≃ RFib, where
RFib ⊆ Ar(Cat∞) is the full subcategory spanned by the right fibrations. It will hence suffice to show that
the final object in RFib is compact. This object corresponds to the identify right fibration Δ0 → Δ0, which
is compact when considered as an object of Ar(Cat∞) since Δ
0 is compact in Cat∞. It will hence suffice to
show that the inclusion RFib ⊆ Ar(Cat∞) is closed under filtered colimits. Indeed, the condition of being a
right fibration can be phrased as being local with respect to the maps in Ar(Cat∞) encoded by the squares
of the form
Λ푛푖 Δ
푛
Δ푛 Δ푛
with 0 < 푖 ≤ 푛. This is an arrow between two compact objects ofAr(Cat∞) and hence the locality condition
it defines is closed under filtered colimits.
Now we want to prove the statement for Pn. We know that the functors Catex∞ → S sending C to 휄C and
C ↦ 휄TwAr(C) ≃ 휄Fun(Δ1,C) commute with filtered colimits since Δ0 and Δ1 are compact in Cat∞ and
the inclusion Catex∞ ⊆ Cat∞ preserves filtered colimits by [Lur17, Proposition 1.1.4.6]. We then consider
HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES I: FOUNDATIONS 103
the cartesian square (see (44))
Pn(C, Ϙ) Fm(C, Ϙ)
TwAr(휄C) 휄TwAr(C)
where we identify TwAr(휄C) with the subspace of 휄TwAr(C) spanned by those arrows that are equivalences
in C. Since all the corners of the square except Pn preserve filtered colimits in Cath∞ (and so in Cat
p
∞), so
does Pn. 
6.2. Internal functor categories. In the present section we will show that the symmetric monoidal struc-
tures on Cath∞ and Cat
p
∞ constructed in §5.2 are closed. In particular, for two hermitian∞-categories (C, Ϙ)
and (C′, Ϙ′), wewill promote the stable∞-categoryFunex(C,C′) of exact functors fromC toC′ to a hermitian
∞-category Funex((C, Ϙ), (C′, Ϙ′)), characterized by a natural equivalence
MapCath∞
((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ MapCath∞
((C′′, Ϙ′′)⊗ (C, Ϙ), (C′, Ϙ′))
for (C′′, Ϙ′′) ∈ Cath∞. Furthermore, if (C, Ϙ) and (C
′, Ϙ′) are Poincaré ∞-categories, then the hermitian
∞-category Funex((C, Ϙ), (C′, Ϙ′)) is Poincaré as well and satisfies
MapCatp∞
((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ MapCatp∞
((C′′, Ϙ′′)⊗ (C, Ϙ), (C′, Ϙ′)).
The internal functor category Funex((C, Ϙ), (C′, Ϙ′)) enjoys the following useful property: its hermitian ob-
jects correspond exactly the hermitian functors (C, Ϙ) → (C′, Ϙ′), and when (C, Ϙ) and (C′, Ϙ′) are Poincaré
the Poincaré objects in Funex((C, Ϙ), (C′, Ϙ′)) correspond to Poincaré functors (C, Ϙ) → (C′, Ϙ′). In partic-
ular, this allows one to view the notions of hermitian functors and hermitian objects in a unified setting,
and describe the relation between hermitian and Poincaré functors in terms of that which holds between
hermitian and Poincaré objects.
6.2.1. Definition. Let (C, Ϙ) and (C′, Ϙ′) be two hermitian∞-categories. We set
natϘ
′
Ϙ
∶ Funex(C,C′)op → S푝, 푓 ↦ nat(Ϙ, 푓 ∗Ϙ′),
where nat denotes the spectrum of natural transformations between two spectrum valued functors.
6.2.2. Proposition. The functor natϘ
′
Ϙ
∶ Funex(C,C′)op → S푝 is quadratic. Its bilinear part is given by
B
natϘ
′
Ϙ
(푓, 푔) ∶= nat(BϘ, (푓 × 푔)
∗BϘ′ )
and its linear part makes the diagram
L
natϘ
′
Ϙ
(푓 ) nat(LϘ, 푓
∗LϘ′ )
B
natϘ
′
Ϙ
(푓, 푓 )tC2 nat(Ϙ, 푓 ∗BΔ
Ϙ′
)tC2 nat
(
Ϙ, 푓 ∗(BΔ
Ϙ′
)tC2
)
,≃
cartesian, where the left bottom equivalence is by the adjunction of Lemma 1.1.7. Here, as in §1.1, for
a bilinear form B we denote by BΔ = Δ∗B its pre-composition with the diagonal. If both Ϙ and Ϙ′ are
non-degenerate, so is natϘ
′
Ϙ
with duality given by
D
natϘ
′
Ϙ
(푓 ) = DϘ′푓
opD
op
Ϙ
.
Finally, if both Ϙ and Ϙ′ are perfect, then so is natϘ
′
Ϙ
.
Proof. We begin by computing the cross effect of natϘ
′
Ϙ
. It is given by
B
natϘ
′
Ϙ
(푓, 푔) = f ib
[
nat(Ϙ, (푓 ⊕ 푔)∗Ϙ′)⟶ nat(Ϙ, 푓 ∗Ϙ′)⊕ nat(Ϙ, 푔∗Ϙ′)
]
≃nat
(
Ϙ, f ib
[
(푓 ⊕ 푔)∗Ϙ′⟶ 푓 ∗Ϙ′ ⊕ 푔∗Ϙ′
])
≃nat
(
Ϙ, ((푓 × 푔)∗BϘ′ )
Δ
)
≃ nat
(
BϘ, (푓 × 푔)
∗BϘ′
)
104 CALMÈS, DOTTO, HARPAZ, HEBESTREIT, LAND, MOI, NARDIN, NIKOLAUS, AND STEIMLE
where the last equivalence is by the adjunction of Lemma 1.1.7. In particular, the cross effect of natϘ
′
Ϙ
is
bi-exact. Taking 푓 = 푔 we similarly get that
(132) BΔ
natϘ
′
Ϙ
(푓 ) ≃ nat
(
BϘ, (푓 × 푓 )
∗BϘ′
)
≃ nat(Ϙ, 푓 ∗BΔ
Ϙ′
),
and hence
(133) f ib
[
natϘ
′
Ϙ
(푓 )→ (BΔ
natϘ
′
Ϙ
(푓 ))hC2
]
≃ nat(Ϙ, 푓 ∗ f ib[Ϙ′ → (BΔ
Ϙ′
)hC2]).
Since f ib[Ϙ′ → BΔ
Ϙ
] is exact by Proposition 1.1.13 it then follows that (133) is exact in 푓 , and hence by the
same proposition we have that natϘ
′
Ϙ
is quadratic.
We now compute the linear part of natϘ
′
Ϙ
. Applying nat(Ϙ, 푓 ∗(−)) to the classifying square of Ϙ′ and
using the equivalence (132) and the equivalence nat(LϘ, 푓
∗LϘ′ )
≃
←←←←→ nat(Ϙ, 푓 ∗LϘ′) given by Lemma 1.1.24
we obtain an exact square
natϘ
′
Ϙ
(푓 ) nat(LϘ, 푓
∗LϘ′)
B
natϘ
′
Ϙ
(푓, 푓 )hC2 nat(Ϙ, 푓 ∗(BΔ
Ϙ′
)tC2)
in which the terms on the left hand side are quadratic in 푓 and the terms on the right hand side are exact in
푓 . The desired formula for L
natϘ
′
Ϙ
is now obtained by taking linear parts.
Now suppose that Ϙ and Ϙ′ are non-degenerate. Applying Lemma 1.2.4 and the adjunction between DϘ
and Dop
Ϙ
we obtain natural equivalences
B
natϘ
′
Ϙ
(푓, 푓 ) ≃ nat(BϘ, (푓 × 푔)
∗BϘ′ ) ≃ nat(푓DϘ,DϘ′푔
op) ≃ nat(푓,DϘ푔
opD
op
Ϙ
),
which shows that natϘ
′
Ϙ
is non-degenerate with duality D
natϘ
′
Ϙ
(푓 ) ≃ DϘ푓
opD
op
Ϙ
. If Ϙ and Ϙ′ are in addition
perfect then the dualities DϘ and DϘ′ are equivalences and hence so is DnatϘ′
Ϙ
by the above formula. The
hermitian structure natϘ
′
Ϙ
is then also perfect, as desired. 
6.2.3. Definition. For hermitian∞-categories (C, Ϙ), (C′, Ϙ′) we will denote by
Funex((C, Ϙ), (C′, Ϙ′)) ∶= (Funex(C,C′), natϘ
′
Ϙ
)
the hermitian∞-category given by Proposition 6.2.2. We will refer to Funex((C, Ϙ), (C′, Ϙ′)) as the internal
functor category from (C, Ϙ) to (C′, Ϙ′).
6.2.4. Remark. If (C, Ϙ) and (C′, Ϙ′) are Poincaré then Funex((C, Ϙ), (C′, Ϙ′)) is Poincaré. This follows from
the last part of Proposition 6.2.2.
6.2.5. Example. Let (C, Ϙ) be a hermitian∞-category. Then under the natural equivalence Funex(S푝f ,C) ≃
C given by evaluation at the sphere spectrum, the functor natϘ
Ϙu
corresponds to Ϙ by virtue of Lemma 4.1.1.
We consequently obtain a natural equivalence
Funex((S푝f , Ϙu), (C, Ϙ)) ≃ (C, Ϙ)
of hermitian∞-categories.
6.2.6. Construction. For two hermitian∞-categories (C, Ϙ), (C′, Ϙ′) we construct a hermitian functor
ev∶ (C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′))→ (C′, Ϙ′)
as follows. We first observe that by definition of themonoidal structure onCath∞, specifying such a hermitian
functor is equivalent to specifying a functor 푓 ∶ C × Funex(C,C′) → C′ which is exact in each variable
separately, together with a natural transformation
휂 ∶ Ϙ⊗ natϘ
′
Ϙ
⇒ 푓 ∗Ϙ′
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of functors Cop × Funex(C,C′)op → S푝. In the case at hand we then take as 푓 the usual evaluation functor
ev∶ C × Funex(C,C′)→ C′. To construct 휂 we use the curry-equivalence
Fun(Cop × Funex(C,C′)op, S푝) ≃ Fun(Funex(C,C′)op, Fun(Cop, S푝)),
and pull the evaluation transformation
Ϙ⊗ nat(Ϙ,−)⇒ idFun(Cop,S푝)
back along the postcomposition functor
Ϙ
′◦(−)∶ Funex(C,C′)op → Fun(Cop, S푝),
which is the curry of ev∗Ϙ′.
6.2.7. Proposition. Let (C, Ϙ) and (C′, Ϙ′) be two hermitian ∞-categories. Then the evaluation functor
(ev, 휂) of Construction 6.2.6 exhibits Funex((C, Ϙ), (C′, Ϙ′)) as the internal mapping object in the symmetric
monoidal∞-category Cath∞. That is, for any (C
′′, Ϙ′′) hermitian∞-category the composite
homCath∞
((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′)))
⟶ homCath∞
((C, Ϙ)⊗ (C′′, Ϙ′′), (C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′)))
(ev,휂)∗
←←←←←←←←←←←←←→ homCath∞
((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′))
is an equivalence of spaces.
By the Yoneda lemma we immediately find:
6.2.8. Corollary. The association (C, Ϙ), (C′, Ϙ′) ↦ Funex((C, Ϙ), (C′, Ϙ′)) canonically extends to a functor
(Cath∞)
op × Cath∞ → Cat
h
∞ in a way that renders the evaluation map of Construction 6.2.6 a natural trans-
formation.
6.2.9. Corollary. The symmetric monoidal structures on Cath∞ constructed in §5.2 is closed.
6.2.10. Corollary. The symmetric monoidal product on Cath∞ preserves small colimits in each variable.
6.2.11.Remark. Since the hermitian evaluation functor of Construction 6.2.6 refines by definition the usual
evaluation functor of Catex∞, it follows that the forgetful functor U∶ Cat
h
∞ → Cat
ex
∞ is not only symmetric
monoidal (Theorem 5.2.7ii)), but also closed symmetric monoidal, that is, for (C, Ϙ), (C′, Ϙ′) ∈ Cath∞ the
composed map
U(C, Ϙ)⊗ UFunex((C, Ϙ), (C′, Ϙ′))
≃
←←←←→ U((C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′))
U(ev)
←←←←←←←←←←→U(C′, Ϙ′)
exhibitsUFunex((C, Ϙ), (C′, Ϙ′)) as the internal mapping object in Catex∞ fromU(C, Ϙ) = C to U(C
′, Ϙ′) = C′.
In other words, the transposed map
UFunex((C, Ϙ), (C′, Ϙ′))→ Funex(U(C, Ϙ),U(C, Ϙ))
is an equivalence.
Proof of Proposition 6.2.7. The forgetful functor Cath∞ → Cat
ex
∞ induces a commutative diagram
(134)
hom
Cath∞
((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) hom
Cath∞
((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′))
homCatex∞
(C′′, Funex(C,C′)) homCatex∞
(C⊗ C′′,C′)
≃
in which the bottom horizontal arrow is an equivalence since on the level of stable∞-categories, the bilinear
functor ev ∶ C × Funex(C,C′) → C′ already exhibits Funex(C,C′) ∈ Catex∞ as the internal mapping object
from C to C′ in Catex∞. It will hence suffice to show that the map induced by (134) on vertical homotopy
fibres is an equivalence. Let us thus fix a linear functor 푔 ∶ C′′ → Funex(C,C′), and write 푔 ∶ C⊗C′′ → C′
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for its image in the bottom right corner of (134). Since Cath∞ → Cat
ex
∞ is a cartesian fibration the induced
map on vertical fibres in (134) can be identified with the composed map of spaces
(135) Nat(Ϙ′′, 푔∗ natϘ
′
Ϙ
) → Nat(Ϙ⊗ Ϙ′′, Ϙ⊗ 푔∗ natϘ
′
Ϙ
) → Nat(Ϙ⊗ Ϙ′′, 푔∗Ϙ′),
where the secondmap is induced by the natural transformation 휂 ∶ Ϙ⊗natϘ
′
Ϙ
⇒ ev∗Ϙ′ of Construction 6.2.6,
restricted along (id, 푔)∶ C × C′′ → C × Funex(C,C′). Let us now identify functors (C × C′′)op → S푝 with
functors C′′op → Fun(C′′op, S푝), and write Ϙ′ ∶ Funex(C,C′)op → Fun(Cop, S푝) for the curried functor
determined by ev∗Ϙ′ ∶ (C × Funex(C,C′))op → S푝. Unwinding the definitions we may rewrite (135) as
homFun(C′′op,S푝)(Ϙ
′′, nat(Ϙ, 푔∗Ϙ′))
→ homFun(C′′op,Fun(Cop,S푝))(Ϙ⊗ Ϙ
′′, Ϙ⊗ nat(Ϙ, 푔∗Ϙ′)))
→ homFun(C′′op,Fun(Cop,S푝))(Ϙ⊗ Ϙ
′′, 푔∗Ϙ′),
where we understand nat(Ϙ,−)∶ Fun(C′′op, Fun(Cop, S푝)) → Fun(C′′op, S푝) as the functor obtained by ap-
plying nat(Ϙ,−)∶ Fun(Cop, S푝) → S푝 levelwise. To finish the proof it will hence suffice to show that the
evaluation natural transformation
Ϙ⊗ nat(Ϙ,−)⇒ idFun(Cop,S푝)
exhibits
Ϙ⊗ −∶ Fun(C′′
op
, S푝) → Fun(C′′
op
, Fun(Cop, S푝))
as left adjoint to
nat(Ϙ,−)∶ Fun(C′′, Fun(Cop, S푝))→ Fun(C′′
op
, S푝).
Indeed, this is simply the adjunction induced by the canonical adjunction
Ϙ⊗ (−)∶ S푝 ⟂ Fun(Cop, S푝)∶ nat(Ϙ,−)
encoding the structure of Fun(Cop, S푝) as tensored over S푝. 
Specializing Proposition 6.2.7 to the unit Poincaré∞-category (C′′, Ϙ′′) = (S푝f , Ϙu) and using Proposi-
tion 4.1.3 we recover a natural equivalence
(136) Fm(Funex((C, Ϙ), (C′, Ϙ′)))
≃
←←←←→ Hom
Cath∞
((C, Ϙ), (C′, Ϙ′)),
which by comparing with the analogous claim for Catex∞ we can place in a commutative square
Fm(Funex((C, Ϙ), (C′, Ϙ′))) MapCath∞
((C, Ϙ), (C′, Ϙ′))
휄Funex(C,C′) MapCatex∞
(C,C′)
≃
≃
In particular, the equivalence (136) is of a somewhat tautological nature: a hermitian object inFunex((C, Ϙ), (C′, Ϙ′))
consists of a pair (푓, 휂), where 푓 ∶ C→ C′ is an exact functor and 휂 ∈ Ω∞natϘ
′
Ϙ
(푓 ) is a form for natϘ
′
Ϙ
, that
which by definition means a natural transformation 휂 ∶ Ϙ ⇒ 푓 ∗Ϙ′. The equivalence (136) then associates
to this hermitian object the same pair (푓, 휂), now considered as a hermitian functor from (C, Ϙ) to (C′, Ϙ′).
Consulting the proof of Proposition 6.2.2 we observe that when (C, Ϙ) and (C′, Ϙ′) are non-degenerate the
map
휂♯ ∶ 푓 → DnatϘ′
Ϙ
푓 ≅ DϘ′푓
opD
op
Ϙ
associated to a hermitian object (푓, 휂), corresponds to the map
휏휂 ∶ 푓DϘ → DϘ′푓
op
(see Definition 1.2.5) via the adjunction between pre-composition with DϘ and pre-composition with D
op
Ϙ
.
WhenDϘ is an equivalence we thus have that 휂♯ is an equivalence if and only if 휏휂 is an equivalence. In par-
ticular, for Poincaré∞-categories (C, Ϙ), (C′, Ϙ′)we have that a hermitian object (푓, 휂) in Funex((C, Ϙ), (C′, Ϙ′))
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is Poincaré if and only if the corresponding hermitian functor (푓, 휂)∶ (C, Ϙ)→ (C′, Ϙ′) is Poincaré. In par-
ticular, in this case the equivalence (136) restricts to an equivalence
(137) Pn(Funex((C, Ϙ), (C′, Ϙ′)))
≃
←←←←→ HomCatp∞
((C, Ϙ), (C′, Ϙ′)).
We may summarize the situation as follows:
6.2.12. Corollary. For a hermitian ∞-category (C, Ϙ), the hermitian object id(C,Ϙ) in Fun
ex((C, Ϙ), (C, Ϙ))
corresponding to the identity under the equivalence (136), exhibits (C, Ϙ) as representing the functor
(C′, Ϙ′) ↦ Fm(Funex((C, Ϙ), (C′, Ϙ′)))
in Cath∞. In addition, if (C, Ϙ) is Poincaré then id(C,Ϙ) is Poincaré and exhibits (C, Ϙ) as representing the
functor
(C′, Ϙ′) ↦ Pn(Funex((C, Ϙ), (C′, Ϙ′)))
in Catp∞.
6.2.13.Corollary. Let (C, Ϙ), (C′, Ϙ′) and (C′′, Ϙ′′) be hermitian∞-categories. Then there is an equivalence
of hermitian∞-categories
(138) Funex((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ Funex((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′)).
which is natural in (C, Ϙ), (C′, Ϙ′), (C′′, Ϙ′′). In addition, for (C′′, Ϙ′′) = Funex((C, Ϙ), (C′, Ϙ′)) this equiva-
lence sends the hermitian object on the left hand side corresponding to the identity to the hermitian object
on the right side corresponding to the evaluation functor of Construction 6.2.6.
Proof. This is a formal consequence of the Yoneda lemma that holds true in any closed symmetricmonoidal
∞-category. Indeed, embedding both sides in presheaves to spaces wemay use Proposition 6.2.7 and Corol-
lary 6.2.8 to construct natural equivalences between the resulting presheaves
MapCath∞
((−), Funex((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ MapCath∞
((C′′, Ϙ′′)⊗ (−), Funex((C, Ϙ), (C′, Ϙ′))) ≃
MapCath∞
((C, Ϙ)⊗ (C′′, Ϙ′′)⊗ (−), (C′, Ϙ′)) ≃ MapCath∞
(−, Funex((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′)))
The additional claim in the case (C′′, Ϙ′′) = Funex((C, Ϙ), (C′, Ϙ′)) can be obtained by taking (D,Φ) =
(S푝f , Ϙu) and tracing through the equivalences on both sides. 
Taking Poincaré objects in (138) and using the equivalence (137) we thus conclude:
6.2.14.Corollary. Let (C, Ϙ) and (C′, Ϙ′) be two Poincaré∞-categories. Then the evaluation functor (ev, 휂)
of Construction 6.2.6 is Poincaré and exhibits (Funex(C,C′), natϘ
′
Ϙ
) as the internal mapping objects in the
symmetric monoidal category Catp∞. In particular, it determines an equivalence of spaces
homCatp∞
((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ homCatp∞
((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′))
for (C′′, Ϙ′′) ∈ Catp∞.
6.2.15. Corollary. The symmetric monoidal structure on Catp∞ constructed in §5.2 is closed.
6.2.16. Corollary. The association (C, Ϙ), (C′, Ϙ′) ↦ Funex((C, Ϙ), (C′, Ϙ′)) canonically extends to a func-
tor (Catp∞)
op × Catp∞ → Cat
p
∞ in a way that renders the evaluation map of Construction 6.2.6 a natural
transformation.
6.2.17. Corollary. The symmetric monoidal product on Catp∞ preserves small colimits in each variable.
6.2.18.Remark. Since the evaluation functor used in Corollary 6.2.14 to exhibit internal functor categories
inCatp∞ is the same as the one that was used to exhibit internal functor categories inCat
h
∞ it follows formally
that the inclusion Catp∞ ↪ Cat
h
∞ is not only symmetric monoidal (Theorem 5.2.7iii)), but also closed
symmetric monoidal, that is, preserves internal functor categories. It then follows from Remark 6.2.11 that
the composed functor
Catp∞ → Cat
h
∞ → Cat
ex
∞
is closed symmetric monoidal as well.
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6.2.19.Definition. For hermitian∞-categories (C, Ϙ) and (C′, Ϙ′) we define the category of hermitian func-
tors from (C, Ϙ) to (C′, Ϙ′).
Funh((C, Ϙ), (C′, Ϙ′)) ∶= He(Funex((C, Ϙ), (C′, Ϙ′))).
6.2.20.Remark. CombiningCorollary 6.2.13 andCorollary6.2.12we deduce that for hermitian∞-categories
(C, Ϙ), (C′, Ϙ′) and (C′′, Ϙ′′), the evaluation functor of Construction 6.2.6 determines a natural equivalence
Funh((C′′, Ϙ′′), Funex((C, Ϙ), (C′, Ϙ′))) ≃ Funh((C, Ϙ)⊗ (C′′, Ϙ′′), (C′, Ϙ′)).
6.2.21. Remark. Proposition 6.2.7 tells us that Cath∞ is a closed monoidal category, so we can turn it into
an∞-category enriched over itself via [GH15, Cor. 7.4.10]. In particular, for three hermitian∞-categories
(C, Ϙ), (C′, Ϙ′) and (C′′, Ϙ′′) we have natural composition hermitian functors
Funex((C, Ϙ), (C′, Ϙ′))⊗ Funex((C′, Ϙ′), (C′′, Ϙ′′))→ Funex((C, Ϙ), (C′′, Ϙ′′)).
which one can of course also easily write down without using enriched technology. Applying [GH15,
Cor. 5.7.6] to the lax monoidal functor He∶ Cath∞ → Cat∞ we see that Cat
h
∞ is canonically endowed with
an enrichment over Cat∞, with composition functors
Funh((C, Ϙ), (C′, Ϙ′)) × Funh((C′, Ϙ′), (C′′, Ϙ′′))→ Funh((C, Ϙ), (C′′, Ϙ′′)),
and identities given by the tautological hermitian objects id(C,Ϙ) of Corollary 6.2.12. In particular, one
should consider Cath
∞
as an (∞, 2)-category, with mapping categories given by Funh(−,−). Though we
will not make explicit use of this point of view, these hermitian functor categories will play a role in §6.3-
6.4 when we study the tensor-cotensor constructions, a structure most naturally viewed with the (∞, 2)-
categorical perspective in mind.
6.3. Cotensoring of hermitian categories. Given a hermitian ∞-category (C, Ϙ) and an ∞-category I,
our goal in this section is to promote the diagram category CI ∶= Fun(I,C) to a hermitian ∞-category
(C, Ϙ)I, which we call the cotensor of (C, Ϙ) by I. We will characterize the resulting hermitian∞-category
by a universal property, see Proposition 6.3.10 below, which can be considered as witnessing it being the
cotensor structure of Cath∞ over Cat∞ with respect to the enrichment of the former in the latter described
in §6.2. This construction will feature prominently in Paper [II] via the hermitian Q-construction.
6.3.1. Construction. Let I be a small ∞-category and (C, Ϙ) a hermitian ∞-category. We will denote by
CI ∶= Fun(I,C) the stable∞-category of functors I → C. Let ev∶ I × CI → C be the evaluation functor,
which, under the exponential equivalence
Fun(I × CI,C) ≃ Fun(I, Fun(CI,C))
corresponds to the functor which associates to 푖 ∈ I the evaluation-at-푖 functor ev푖 ∶ C
I
→ C. Define a
functor ϘI ∶ (CI)op → S푝 by
Ϙ
I ∶= lim
푖∈I
ev∗푖 Ϙ.
On a given diagram 휑 ∈ CI the functor ϘI is given by the formula
Ϙ
I(휑) = lim
푖∈Iop
Ϙ(휑(푖)).
6.3.2. Proposition. The functor ϘI ∶ CI → S푝 is quadratic. Its bilinear part is given by
BI(휑, 휓) ∶= lim
푖∈Iop
BϘ(휑(푖), 휓(푖)),
and the linear part LI makes the square
(139)
LI(휑) lim
푖∈Iop
LϘ(휑(푖))
BI(휑, 휑)tC2
[
lim푖∈Iop BϘ(휑(푖), 휑(푖))
]tC2 lim
푖∈Iop
BϘ(휑(푖), 휑(푖))
tC2
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cartesian. If Ϙ is non-degenerate and C admits (I∕푖)
op-shaped limits for all 푖 ∈ I, then ϘI is also non-
degenerate with duality given by [
DI(휑)
]
(푖) = lim
[푖→푗]∈(I푖∕)
op
DϘ(휑(푗)).
6.3.3. Remark. If I is a finite ∞-category then LI(휑) = limIop LϘ휑
op, since the bottom horizontal map
in (139) is then an equivalence.
Proof of Proposition 6.3.2. The functor ϘI is defined as a limit of the functors ev∗푖 Ϙ, each of which is qua-
dratic since Ϙ itself is quadratic and each ev푖 is exact. Since the collection of quadratic functors is closed
under limits (Remark 1.1.15) it follows that ϘI is quadratic. Since the formation of bilinear parts is com-
patible with restriction (Remark 1.1.6) and commutes with limits (e.g, by Lemma 1.1.7), it follows that
BI ≃ lim
푖∈I
(ev∗푖 × ev
∗
푖 )BϘ,
and in particular
BI(휑, 휑) ≃ lim
푖∈I
BϘ(휑(푖), 휑(푖)).
The formation of linear parts however does not commute with limits. To compute it, we apply limIop to the
square classifying Ϙ via Corollary 1.3.12, yielding the square
Ϙ
I(휑) lim
푖∈I
LϘ(휑(푖))
BI(휑, 휑)hC2 lim
푖∈I
BϘ(휑(푖), 휑(푖))
tC2
of quadratic functors in 휑 whose left hand side consists of exact functors. Taking linear parts we then get
the desired description of LI.
We now prove the desired formula for the duality. For this, we henceforth assume that (C, Ϙ) is non-
degenerate and thatC admits (I∕푖)
op-indexed limits for every 푖 ∈ I. Let 푠∶ TwAr(I)→ I and 푡∶ TwAr(I) →
Iop be the source and target functors, respectively. Define DI ∶ C
I
→ CI by the composite formula
CI
DϘ◦(−)
←←←←←←←←←←←←←←→ CI
op 푡∗
←←←←→ CTwAr(I)
푠∗
←←←←←→ CI
where 푠∗ stands for right Kan extension. This right Kan extension indeed exists: since 푠∶ TwAr(I) → I
is a cartesian fibration classified by the functor 푖 ↦ (I푖∕)
op this right Kan extension is given by the explicit
formula
[DI(휑)](푖) = lim
[푖→푗]∈(I푖∕)
op
DϘ(휑(푗))
where the required limits exist in C by assumption. We now claim thatDI represents the bilinear functorB
I.
To prove this, note first that since the right Kan extension functor 푠∗ is right adjoint to the corresponding
restriction functor 푠∗ we get that
nat(휑,DI(휓)) = nat(휑, 푠∗푡
∗DϘ휓) ≃ nat(푠
∗휑, 푡∗DϘ휓)
≃ lim
[휎 ∶ 훼 ⇒ 훽] ∈
TwAr(TwAr(I))op
homC(휑(푠훼),DϘ휓(푡훽)) ≃ lim
[휎 ∶ 훼 ⇒ 훽] ∈
TwAr(TwAr(I))op
BϘ(휑(푠훼), 휓(푡훽)),
where we have used the standard formula for the spectrum of natural transformations as a limit over the
twisted arrow category. We wish to show that the last limit above is equivalent to lim푖∈Iop BϘ(휑(푖), 휓(푖)).
For this we will make using several cofinality arguments. To facilitate readability in what follows, we invite
the reader to visualize an object [휎 ∶ 훼 ⇒ 훽] ∈ TwAr(TwAr(I))op as a diagram of the form
푖 푙
푗 푘
훼
훽
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To begin, consider the commutative diagram
[푖→ 푗 → 푘→ 푙] TwAr(TwAr(I)) TwAr(I × Iop) TwAr(I) × TwAr(Iop) ([푖 → 푗], [푙 ← 푘])
[푗 → 푘] TwAr(I)op (I × Iop)op Iop × I (푗, 푘)
∈
TwAr(s×t)
t t×t
∋
∈
(s×t)op
∋
Since (푠× 푡)∶ TwAr(C) → C× Cop is a right fibration it induces an equivalence on over categories. It then
follows that the commutative square on the left is cartesian, and hence the induced map
TwAr(TwAr(I))
≃
←←←←→ TwAr(I)op ×[Iop×I] [TwAr(I) × TwAr(I
op)] ≃ TwAr(I) ×Iop TwAr(I)
op ×I TwAr(I
op)
is an equivalence. In particular, the projection
(140) TwAr(TwAr(I))→ TwAr(I) ×Iop TwAr(I)
op
is a cartesian fibration whose fibres have terminal objects, being pulled back from the (target) cartesian
fibration TwAr(Iop) → I given by [푙 ← 푘] ↦ 푘 which has this property. By [Lur09a, Lemma 4.1.3.2] it
then follows that the functor (140) is cofinal. To avoid confusion, we note that in the fibre product in (140),
the map TwAr(I) → Iop is the target projection [푖 → 푗] ↦ 푗 and the map TwAr(I)op → Iop is the opposite
of the source projection [푗 → 푘] ↦ 푗. Now the composed functor
(141) TwAr(I) ×Iop TwAr(I)
op
→ TwAr(I) ×Iop [I
op × I] = TwAr(I) × I → I
is cocartesian fibration, being a composition of a left fibration and a constant cocartesian fibration. By
compatibility with base change we see that this cocartesian fibration is classified by the functor 푘 ↦
TwAr(I) ×Iop (I∕푘)
op. Since the projection I∕푘 → I is a right fibration it follows by the same argument
as above that the map TwAr(I∕푘) → TwAr(I) ×Iop (I∕푘)
op (induced by the target projection) is an equiv-
alence. The cocartesian (141) is hence also classified by the equivalent functor 푘 ↦ TwAr(I∕푘). Now
consider the map of cocartesian fibrations (over I)
(142) TwAr(I) ×Iop TwAr(I)
op ≃ ∫I TwAr(I∕푘) → ∫I I∕푘 ≃ Ar(I)
induced by the source projections TwAr(I∕푘) → I∕푘. Then (142) is a map of cocartesian fibrations which
is fibrewise cofinal by Lemma [Lur09a, Lemma 4.1.3.2] and is hence itself cofinal. Since cofinal maps are
closed under composition we may now conclude that the composed projection
TwAr(TwAr(I))→ Ar(I)
is cofinal. On the other hand the canonical inclusion I → Ar(I) sending 푥 to id푥 is also cofinal since it has
a left adjoint (the target functor). We may there conclude that
lim
[휎 ∶ 훼 ⇒ 훽] ∈
TwAr(TwAr(I))op
BϘ(휑(푠훼), 휓(푡훽)) ≃ lim
[푖→푘]∈Ar(I)op
BϘ(휑(푖), 휓(푘)) ≃ lim
푖∈Iop
BϘ(휑(푖), 휓(푖)),
and so DI represents BϘ, as desired. 
6.3.4. Definition. For a hermitian ∞-category (C, Ϙ) and an ∞-category I we will denote by (C, Ϙ)I ∶=
(CI, ϘI) the∞-category given by Proposition 6.3.2. We will refer to it as the cotensor of (C, Ϙ) by I.
6.3.5. Remark. If I is a finite poset then the comma∞-categories I∕푖 are finite for every 푖 ∈ I, and hence
every stable∞-category admits (I∕푖)
op indexed colimits. In particular, in this case (C, Ϙ)I is non-degenerate
as soon as (C, Ϙ) is non-degenerate.
6.3.6. Example. For I = TwAr(Δ1) we may identify CI with the ∞-category of spans 푥 ← 푤 → 푦 in C,
with ϘI given by
Ϙ
I([푥← 푤→ 푦]) = Ϙ(푥) ×Ϙ(푤) Ϙ(푦),
and the duality (when (C, Ϙ) is non-degenerate) given by
DI([푥← 푤→ 푦]) = [DϘ푥 ← DϘ푥 ×DϘ푤 DϘ푦→ DϘ푦].
It is then straightforward to verify that this duality is perfect whenever DϘ is perfect, in which case (C, Ϙ)
I
is Poincaré. This example will feature prominently in subsequent parts of the present paper in the context
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of the cobordism category of a Poincaré∞-category, where we will view the above duality as an algebraic
incarnation of Lefschetz duality for manifolds.
6.3.7. Warning. For a Poincaré (C, Ϙ) and I arbitrary, the hermitian ∞-category (C, Ϙ)I might fail to be
Poincaré, even if I is a finite poset. This happens for example if I has a final object but is not itself equivalent
to a point; indeed, in this case the image ofDI is the full subcategoryofCI spanned by the constant diagrams.
On the other hand, we will see in §6.4 that cotensor by I does preserve Poincaré∞-categories when I is the
poset of faces of a finite simplicial complex.
We go on to establish the universal property of these hermitian diagram categories, from which we will
also deduce their functoriality. We will require the following lemma:
6.3.8. Lemma. Let I be a small∞-category and C,C′ be two hermitian∞-categories. Then the fibre of the
map
Fun(I, Funh((C, Ϙ), (C′, Ϙ′)))→ Fun(I, Funex(C,C′))
over a functor 푓 ∶ I×C→ C′ is naturally equivalent to the spaceNat(푝∗Ϙ, 푓 ∗Ϙ′) of natural transformations
푝∗
C
Ϙ ⇒ 푓 ∗Ϙ′, where 푝C ∶ I × C→ C denotes the projection to C.
Proof. We want to describe the space of dotted lifts
Funh(C,C′)
I Funex(C,C′)
푓
Recall that the vertical map above is the right fibration classified by functorΩ∞natϘ
′
Ϙ
∶ Funex(C,C′)op → S,
and so by [Lur09a, Corollary 3.3.3.2], the space of sections of this right fibration coincides with the limit
lim
푖∈Iop
Ω∞natϘ
′
Ϙ
(푓푖) ≅ lim
푖∈Iop
nat(Ϙ, 푓 ∗푖 Ϙ
′) ≅ nat
(
Ϙ, lim
푖∈Iop
푓 ∗푖 Ϙ
′
)
On the other hand, the space of natural transformations
nat(푝∗Ϙ, 푓 ∗Ϙ′) ≅ nat(Ϙ, 푝∗푓
∗
Ϙ
′) ≅ nat(Ϙ, lim
푖∈Iop
푓 ∗푖 Ϙ
′)
where 푝C ∶ I × C → C is the projection on C, since right Kan extensions along 푝C are computed by taking
the limit fibrewise, as can be seen from the pointwise formula for right Kan extensions. Hence the two
constructions are naturally equivalent. 
6.3.9. Construction. For a hermitian∞-category (C, Ϙ) and an∞-category I we define a functor
ev∶ I→ Funh((C, Ϙ)I, (C, Ϙ))
as follows. Let 푝∶ Iop × (CI)op → (CI)op be the projection on the second factor and
ev ∶ Iop × (CI)op → Cop
the evaluation. By Lemma 6.3.8 the additional data needed in order to define ev is a natural transformation
(143) 휏 ∶ 푝∗ϘI ⇒ ev∗Ϙ.
We then define 휏 by taking the counit transformation
const
Iop
lim
Iop
⇒ idFun(Iop,S푝),
currying it into morphism in Fun(Iop × Fun(Iop, S푝), S푝) and finally pre-composing with the functor
Iop × (CI)op → Iop × Fun(Iop, S푝)
induced by Ϙ.
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6.3.10. Proposition. Let (C, Ϙ) and (C′, Ϙ′) be two hermitian∞-categories and I a small∞-category. Then
the composite map
Funh((C′, Ϙ′), (C, Ϙ)I) × I
id×ev
←←←←←←←←←←←→ Funh((C′, Ϙ′), (C, Ϙ)I) × Funh((C, Ϙ)I, (C, Ϙ))⟶ Funh((C′, Ϙ′), (C, Ϙ))
defined using the functor ev of Construction 6.3.9 and the composition functor of Remark 6.2.21, determines
an equivalence of categories
(144) Funh((C′, Ϙ′), (C, Ϙ)I)
≃
←←←←→ Fun(I, Funh((C′, Ϙ′), (C, Ϙ))) ,
and in particular an equivalence
(145) HomCath∞
((C′, Ϙ′), (C, Ϙ)I) ≃ 휄Fun(I, Funh((C′, Ϙ′), (C, Ϙ))).
We will give the proof of Proposition 6.3.10 at the end of this subsection. Before let us explore some
of its consequences. First, as in the case of internal functor categories, the Yoneda lemma immediately
implies:
6.3.11. Corollary. The association (I, (C, Ϙ)) ↦ (C, Ϙ)I extends canonically to a functor Catop∞ × Cat
h
∞ →
Cath∞ that rendered the equivalence from proposition 6.3.10 natural.
6.3.12. Remark. Unwinding the definitions, if 훼 ∶ I → J is a functor of small∞-categories and (C, Ϙ) is a
hermitian∞-category then the hermitian functor
(훼∗, 휂훼)∶ (C, Ϙ)J → (C, Ϙ)I
issued via the functoriality of Corollary 6.3.11 is given by the usual restriction functor 훼∗∶ CJ → CI on
the underlying stable∞-categories accompanied by the usual restriction-induced map
휂훼휑 ∶ Ϙ
J(휑) = lim
푗∈J
Ϙ(휑(푗))→ lim
푖∈I
Ϙ(휑(훼(푖))) = ϘI(훼∗휑)
on limits.
6.3.13. Remark. As pointed out in Warning 6.3.7, the cotensor construction does not restrict to a functor
Catop∞ × Cat
p
∞ → Cat
p
∞. In particular, while this construction is best understood by considering Cat
h
∞ as
an (∞, 2)-category, the (∞, 2)-categorical perspective does not seem to extend to Catp∞ in a meaningful
manner.
6.3.14. Remark. It follows from Proposition 6.3.10 that when I is an∞-groupoid the cotensor (C, Ϙ)I co-
incides with the limit in Cath∞ of the constant I-diagram with value (C, Ϙ). In particular, it follows form
Proposition 6.1.4 that for such an I the functor (C, Ϙ)↦ (C, Ϙ)I does preserve Poincaré∞-categories.
Taking (C′, Ϙ′) = (S푝휔, Ϙu) in Proposition 6.3.10 yields:
6.3.15. Corollary. There is a natural equivalence He((C, Ϙ)I) ≃ Fun(I,He(C, Ϙ)).
6.3.16. Remark.We know of no analogous formula for the Poincaré objects of (C, Ϙ)I when the latter
happens to be Poincaré. It is certainly not true, for example, that the individual objects of a Poincaré
diagram are Poincaré objects themselves, as demonstrated by the case I = TwAr(Δ1), see Example 6.3.6.
The following is again a formal consequence:
6.3.17.Corollary. For any hermitian∞-categories (C, Ϙ), (C′, Ϙ′) and any∞-category I there is a canonical
equivalence
Funex((C, Ϙ), (C′, Ϙ′)I) ≃ Funex((C, Ϙ), (C′, Ϙ′))I
of hermitian∞-categories.
6.3.18. Proposition. Let (C, Ϙ) be non-degenerate and 훼 ∶ I → J a functor between small categories, such
that (C, Ϙ) admits both (I푖∕)
op- and (J푗∕)
op-shaped limits for all 푖 ∈ I and 푗 ∈ J. If the induced maps
I푖∕ → J훼(푖)∕ are cofinal for every 푖 ∈ I then the hermitian functor
(훼∗, 휂훼)∶ (C, Ϙ)J → (C, Ϙ)I
is duality preserving. In particular, if (C, Ϙ)J and (C, Ϙ)I are Poincaré then (훼∗, 휂훼) is a Poincaré functor.
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Proof. This follows directly from the explicit description of the duality in Proposition 6.3.2. 
6.3.19. Remark. In the situation of Proposition 6.3.18, if 훼 is a map of posets, then the given criterion for
preservation of duality can be rephrased more explicitly as by saying that for every 푖 ∈ I and 푗 ∈ J with
푗 ≥ 훼(푖), the realization of the poset {푘 ∈ I ∣ 푖 ≤ 푘, 푗 ≤ 훼(푘)} is contractible.
Proof of Proposition 6.3.10. We argue similarly to the proof of Proposition 6.2.7. The forgetful functor
determines a commutative diagram of∞-categories
(146)
Funh((C′, Ϙ′), (C, Ϙ)I) Fun(I, Funh((C′, Ϙ′), (C, Ϙ)))
Funex(C′,CI) Fun(I, Funex(C′,C))
≃
in which the vertical maps are right fibrations and where the bottom arrow is an equivalence since the
functor ev′ ∶ I → Funex(CI,C′) underlying ev already exhibits CI as the cotensor of C over I in Catex∞. It
will hence suffice to show the map induced by (146) on vertical fibres is an equivalence. Let us hence fix
an exact functor 푔 ∶ C′ → CI and let 푔I ∶= {푔푖} ∶ I → Fun
ex(C′,C) be its image in the bottom right corner
of (146). Now the fibre of the right vertical map in (146) over 푔I is the space of sections of the base change
(147) Funh(C′,C) ×Funex(C′,C) I → I,
where the fibre product us taken with respect to the map 푔I. By the compatibility of base change and
straightening we see that (147) is the right fibration classified by the functor 푖 ↦ Nat(Ϙ′, 푔∗푖 Ϙ). By [Lur09a,
Corollary 3.3.3.2] evaluation at the various 푖 ∈ I exhibits the space of sections of (147) as the limit
lim푖Nat(Ϙ
′, 푔∗푖 Ϙ). We may then identify the map induced by (146) from the fibre over 푔 to the fibre of
푔I with the map
Nat(Ϙ′, 푔∗ϘI) → lim
푖∈I
Nat(Ϙ′, 푔∗푖 Ϙ)
whose componentsNat(Ϙ′, 푔∗ϘI) → Nat(Ϙ′, 푔∗푖 Ϙ) are induced by the components 휏푖 ∶ Ϙ
I
→ ev∗푖 Ϙ of (143).
Since pulling back functors preserve limits the desired result now follows from the fact that the collection
of maps ϘI → ev∗푖 Ϙ exhibit Ϙ
I as the limit of the diagram {ev∗푖 Ϙ}, by definition. 
6.4. Tensoring of hermitian categories. In this section we will consider the dual of the cotensor construc-
tion studied in §6.3, which we will refer to as tensoring a Poincaré∞-category (C, Ϙ) by an∞-category I.
In general this construction is somewhat less accessible then the cotensor construction, but we will be able
to say more about it when I satisfies certain finiteness conditions, see §6.5 below. We will exploit the tensor
construction in Paper [II] in order to form the dual Q-construction, which is needed in the proof of the
universal property of the Grothendieck-Witt spectrum.
6.4.1. Construction. Let (C, Ϙ) be a hermitian∞-category and I a small∞-category. For 푖 ∈ I and 푥 ∈ C,
let us denote by 푅푖,푥 ∶ I → Pro(C) the functor 푅푖,푥 = (휄푖)∗(푥) right Kan extended along the inclusion
휄푖 ∶ {푖} ↪ I of 푖 of the functor {푖} → Pro(C) with value 푥 ∈ C ⊆ Pro(C). We then let CI ⊆ Pro(C)
Iop be
the smallest full subcategory containing 푅푖,푥 for 푖 ∈ I and 푥 ∈ C and closed under finite limits. Then CI is
also closed under suspensions (since the collection 푅푖,푥 is, as suspension in C commutes with finite limits)
and is hence stable. It is also equipped by construction with a functor
(148) 휄∶ C × I → CI (푥, 푖)↦ 푅푖,푥.
We then promote CI to a hermitian∞-category by endowing it with the quadratic functor
ϘI ∶ CI → S푝
obtained by taking the left Kan extension of 푝∗
C
Ϙ∶ Cop × Iop → S푝 along 휄op ∶ C × Iop → CI (that which
results in a reduced functor) and then applying to it the 2-excisive approximation of Construction 1.1.26,
left adjoint to the inclusion Funq(CI) ⊆ Fun∗(C
op
I
, S푝). Here we denotes by 푝C ∶ I × C → C projection to
C. We then set
(C, Ϙ)I ∶= (CI, ϘI),
and refer to it as the tensor of (C, Ϙ) by I. By construction the functor ϘI supports a natural transformation
푝∗
C
Ϙ ⇒ 휄∗ϘI,
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where 푝C ∶ I×C→ C is the projection to C, and by Lemma 6.3.8 this transformations determines a functor
(149) coev∶ I → Funh(C,CI),
which to 푖 ∈ I associates the exact functor 푥 ↦ 푅푖,푥, equipped with the natural transformation Ϙ(푥) ⇒
ϘI(푅푖,푥) given by the construction of ϘI.
6.4.2.Remark. The functor coev∶ C×I→ CI exhibitsCI as universal among stable∞-categories equipped
with a functor from C × I which is exact in the first entry. To see this, we may replace the term “exact” by
“finite limit preserving”. In other words, it will suffice to show that (148) is universal among maps from
C × I to a finitely complete ∞-category which preserve finite limits in the first variable. Such universal
constructions are explicitly described in [Lur09a, §5.3.6]. In particular, it will suffice to show that CI
coincides with the construction appearing in the proof of [Lur09a, Proposition 5.3.6.2]. Indeed: Pro(C)I
op
identifies with the full subcategory of Fun(C×I, S)op spanned by those functors which preserve finite limits
in the second variable, and CI ⊆ Pro(C)
Iop identifies with the further full subcategory spanned by the image
of I × C under finite limits.
To describe ϘI more explicitly, let Ϙ̃∶ Pro(C)
op
→ S푝 be the left Kan extention of Ϙ along the Yoneda
embedding Cop ↪ Pro(C)op. Then Ϙ̃ is quadratic by [Lur17, Proposition 6.1.5.4]. Its bilinear part then
coincides with the essentially unique bilinear functor B̃Ϙ ∶ Pro(C)
op ×Pro(C)op → S푝 which extends B and
preserve colimits in each variable separately, and its linear part is the essentially unique colimit preserving
functor L̃Ϙ ∶ Pro(C)
op
→ S푝 extending LϘ.
6.4.3. Proposition. Let (C, Ϙ) be a hermitian ∞-category and I a small ∞-category. Then the quadratic
functor ϘI of Construction 6.4.1 is given explicitly by the formula
ϘI(휑) = colim
푖∈I
Ϙ̃(휑(푖)).
Its bilinear and linear parts are given by
BI(휑, 휑) ∶= colim
푖∈I
B̃Ϙ(휑(푖), 휑(푖)) and LI(휑) ∶= colim
푖∈I
L̃Ϙ(휑),
respectively.
Proof. To establish the formula for ϘI we first note that colim푖∈I Ϙ̃(휑(푖)) is quadratic, being a colimit of the
quadratic functors ev∗푖 Ϙ̃ for 푖 ∈ I
op, see Remark 1.1.15. Its linear and bilinear parts are then given by the
indicated formulas since taking linear and bilinear parts commutes with colimits. It will hence suffice to
identify colim푖∈I Ϙ̃(휑(푖)) with the left Kan extension of 푝
∗
C
Ϙ along 휄op. For this, consider the commutative
square
(C × I)op C
op
I
Fun(C × I, S) Fun(Iop, Pro(C))op
휄op
푗
where the left vertical map 푗 is the Yoneda embedding and the bottom horizontal map is the left adjoint to
the inclusion Fun(Iop, Pro(C))op ↪ Fun(C× I, S) induced by the inclusion Pro(C)↪ Fun(I, S)op as the full
subcategory spanned by left exact functors. Since the right vertical map is fully-faithful we may compute
휄!푝
∗
C
Ϙ by further Kan extending to Fun(Iop, Pro(C))op and then restricting back to CI. By the commutativity
of the above square the left Kan extension to Fun(Iop, Pro(C))op can be performedby first left Kan extending
to Fun(C × I, S) and then left Kan extending to Fun(Iop, Pro(C))op, the latter given by restriction along the
right adjoint Fun(Iop, Pro(C))op ↪ Fun(C × I, S). Now the left Kan extension of 푝∗
C
Ϙ along the Yoneda
embedding results in the coend construction
Fun(C × I, S) ∋ 휌 ↦ ∫C×I 휌 ⊗ 푝
∗
C
Ϙ ≃ ∫C(푝C)!휌 ⊗ Ϙ ≃ ∫Pro(C) 푞!휌 ⊗ Ϙ̃,
where ⊗ denotes the tensor of spectra over spaces, and 푞 is the composed functor C × I
푝C
←←←←←←→ C → Pro(C),
which can also be written as the composite C × I → Pro(C) × I → Pro(C). Now, in the case where
휌∶ C × I → S is of the form (푥, 푖) ↦ homC(휑(푖), 푥) for some Pro(C)-valued presheaf 휑∶ I
op
→ Pro(C),
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its left Kan extension to Pro(C) × I → S is given by the formula (푥, 푖) ↦ homPro(C)(휑(푖), 푥), and so 푞!휌 is
given by
푞!휌(푥) = colim
푖∈I
homPro(C)(휑(푖), 푥).
We may then conclude that in this case
ϘI(휑) = 휄!푝
∗
C
Ϙ(휌) = ∫Pro(C) 푞!휌 ⊗ Ϙ̃ ≃ colim푖∈I ∫Pro(C) homPro(C)(휑(푖), 푥)⊗ Ϙ̃ ≃ colim푖∈I Ϙ̃(휑(푖)),
as desired. To obtain the description of the bilinear and linear part we may consider the above formula as
expressing ϘI as a colimit of an I-indexed diagram of quadratic functors. Since the formation of linear and
bilinear parts commutes with colimits and restrictions their respective formulas readily follow. 
We shall now address the universal property of the tensor construction.
6.4.4. Proposition. Let (C, Ϙ) and (C′, Ϙ′) be hermitian ∞-categories and I a small∞-category. Then the
composed map
I × Funh((C, Ϙ)I, (C
′, Ϙ′))
coev×id
←←←←←←←←←←←←←←→ Funh((C, Ϙ), (C, Ϙ)I) × Fun
h((C, Ϙ)I, (C
′, Ϙ′))→ Funh((C, Ϙ), (C′, Ϙ′))
induces an equivalence
(150) Funh((C, Ϙ)I,C
′) ≃ Fun(I, Funh((C, Ϙ), (C′, Ϙ′)).
and in particular an equivalence
(151) HomCath∞
((C′, Ϙ′)I, (C, Ϙ)) ≃ 휄Fun(I, Fun
h((C′, Ϙ′), (C, Ϙ))).
As in the case of the cotensor construction the universal characterization implies functoriality:
6.4.5. Corollary. The association (I, (C, Ϙ)) ↦ (C, Ϙ)I extends canonically to a functor Cat
op
∞ × Cat
h
∞ →
Cath∞ that rendered the equivalence from proposition 6.4.4 natural.
6.4.6. Remark. Comparing universal properties, we see that there are canonical equivalences of hermitian
∞-categories
Funex((C, Ϙ)I, (C
′, Ϙ′)) ≃ Funex((C, Ϙ), (C′, Ϙ′))I ≃ Funex((C, Ϙ), (C′, Ϙ′)I) .
6.4.7. Remark. Comparing universal properties we see that there are canonical equivalences of hermitian
∞-categories
(C, Ϙ)I ⊗ (C
′, Ϙ′) ≃ (C, Ϙ)⊗ (C′, Ϙ′)I ≃ ((C, Ϙ)⊗ (C
′, Ϙ′))I .
6.4.8. Remark. It follows from Remarks 6.4.6 6.4.7 and 6.2.4 that for a given small ∞-category I the
conditions
i) the functor (C, Ϙ)↦ (C, Ϙ)I preserves Poincaré∞-categories;
ii) the hermitian∞-category (S푝f , Ϙu)I is Poincaré;
are equivalent, and that when these equivalent conditions hold the functor (C, Ϙ) ↦ (C, Ϙ)I preserves
Poincaré∞-categories as well.
6.4.9. Remark. If 훼 ∶ I → J is a map between small∞-categories then the hermitian functor
CI → CJ
resulting from the functoriality of Corollary 6.4.5 must induce the associated restriction functor
훼∗ ∶ Fun(J, Funh(C,C′)) → Fun(I, Funh(C,C′))
under the equivalence of Proposition 6.4.4, upon mapping into any (C′, Ϙ′). The underlying exact functor is
consequently the essentially unique one (see Remark 6.4.2) making the diagram
I × C J × C
CI CJ
coev
훼×id
coev
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commute, and must therefore coincide with the restriction to CI of the right Kan extension functor
훼∗ ∶ Fun(I
op, Pro(C))→ Fun(Jop, Pro(C)).
By a slight abuse of notation we will denote this restriction by 훼∗ ∶ CI → CJ as well. Using the formula of
Proposition 6.4.3 the hermitian structure on 훼∗ is the given by the natural map
ϘI(휑) = colim
푖∈I
Ϙ̃(휑(푖))→ colim
푖∈I
Ϙ̃(훼∗훼∗휑(푖))→ colim
푗∈J
Ϙ̃(훼∗휑) = ϘI(훼∗휑)
for 휑 ∈ CI.
6.4.10.Remark. The natural equivalences (151) and (151) exhibit (−)I as left adjoint to (−)
I. Furthermore,
if 훼 ∶ I → J is a map of finite posets then this adjunction intertwines the restriction functor 훼∗ ∶ (C, Ϙ)J →
(C, Ϙ)I with the (restricted) right Kan extension functor 훼∗∶ (C, Ϙ)I → (C, Ϙ)J.
Proof of Proposition 6.4.4. The forgetful functor Cath∞ → Cat
ex
∞ determines a commutative square of ∞-
categories
(152)
Funh((C, Ϙ)I, (C
′, Ϙ′)) Fun(I, Funh((C, Ϙ), (C′, Ϙ′)))
Funex(CI,C
′) Fun(I, Funex(C,C′))
inwhich the verticalmaps are right fibrations. ByRemark 6.4.2 the bottomhorizontalmap is an equivalence.
It will hence suffice to show that (152) induces an equivalence on vertical fibres. Let 푔 ∶ CI → C
′ be an
exact functor and let 푔I = {푔푖}∶ I → Fun
ex(C,C′) be its image in the bottom right corner of (152). To
identify the fibre on the left side, let 푔0 ∶ I×C → CI
푔
→ C′ be the composed functor, so that 푔0 corresponds
to 푔I under the identification of functors I → Fun(C,C
′) and functors I × C→ C′. In light of the definition
of ϘI via left Kan extensions and 2-excisive approximations we may identify the fibre of the left vertical
arrow in (152) over 푔 with NatI×C(푝
∗
Ϙ, 푔∗
0
Ϙ
′), where 푝∶ I×C→ C is the projection. The map between the
vertical fibres in (152) can then be identified with the map
(153) NatI×C(푝
∗
Ϙ, 푔∗
0
Ϙ
′) → lim
푖∈I
NatC(Ϙ, 푔
∗
푖 Ϙ
′),
whose 푖’th componentNatI×C(푝
∗
Ϙ, 푔∗
0
Ϙ
′) → NatC(Ϙ, 푔
∗
푖 Ϙ
′) is given by restricting to {푖} × C ⊆ C. This map
is an equivalence by Lemma 6.3.8, and so the proof is complete. 
6.5. Finite tensors and cotensors. In this section we will consider the tensor and cotensor constructions
in the case where the∞-category I satisfies strong finiteness conditions, e.g., when I is a finite poset. In this
case the tensor construction admits a more accessible description, and sends non-degenerate Poincaré∞-
categories to non-degenerate ones, with explicit induced duality, see Proposition 6.5.8. In addition, we will
show that under these conditions the functor (C, Ϙ) ↦ (C, Ϙ)I is not only right adjoint to (C, Ϙ) ↦ (C, Ϙ)I,
but also left adjoint to it, and exact some useful consequences. Finally, in this case both the tensor and
cotensor constructions are functorial not only in maps 훼 ∶ I → J, but also in cofinal maps 훽 ∶ J→ I going
in the other direction, a phenomenon we refer to as exceptional functoriality, see Construction 6.5.14.
To begin, recall that an ∞-category I is said to be finite if it is categorically equivalent to a simplicial
set with only finitely many non-degenerate simplices. If I is a space then the condition that I is finite as
an∞-category is equivalent to the condition that I is finite as space, that is, that it is weakly equivalent to
a simplicial set with finitely many non-degenerate simplices. We will use the term finite (co)limits to refer
to (co)limits indexed by finite∞-categories. We recall that any stable∞-category admits finite limits and
colimits, and that these are preserved by any exact functor. In particular, in any stable ∞-category which
admits small (co)limits, the latter automatically commute with finite (co)limits.
6.5.1. Definition.We will say that an∞-category I is strongly finite if it is finite, and in addition for every
푖, 푗 ∈ I the mapping spaceMapI(푖, 푗) is finite.
6.5.2. Example. Any finite poset is strongly finite.
6.5.3. Example. Any Reedy category with finitely many objects and finitely many morphisms is strongly
finite. This follows by induction from [Lur09a, Proposition A.2.9.14]. For example, the full subcategory
Δ≤푛 ⊆ Δ spanned by the ordinals [푘] for 푘 ≤ 푛 is strongly finite.
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6.5.4. Remark. If I → J is a cartesian or cocartesian fibration such that J is finite and the fibres I푗 are
finite for every 푗 ∈ J then I is finite. This follows from the explicit description of cartesian fibrations over
the 푛-simplex via generalized mapping cones, see [Lur09a, §3.2.3]. It then follows that for a strongly finite
∞-category I the twisted arrow category TwAr(I) is finite. Similarly, if 훼 ∶ I → J is a functor between
strongly finite∞-categories then all the comma∞-categories of 훼 are finite.
6.5.5. Remark. Any localisation of a finite ∞-category by a finite set of arrows is finite, since it can be
written as a pushout of finite∞-categories. In particular, if I is an∞-category such that TwAr(I) is finite
then I is finite, since I can be written as a localisation of TwAr(I) by a collection of arrows of the form
[푓 ∶ 푥 → 푦] → [id∶ 푥 → 푥] where 푓 runs over a set of representatives of equivalence types in TwAr(I).
Combining this with Remark 6.5.4 it follows that the condition that I is strongly finite is equivalent to the
condition that TwAr(I) is finite and all mapping space in I are finite.
6.5.6. Lemma. Let I be a small∞-category and C a stable∞-category. Then the following holds:
i) If the mapping spaces of I are finite then CI is contained in Fun(I
op,C) ⊆ Fun(Iop, Pro(C)).
ii) If the twisted arrow category TwAr(Iop) is finite then Fun(Iop,C) is contained in CI.
In particular, if I is a strongly finite∞-category thenCI = Fun(I
op,C) as full subcategories of Fun(Iop, Pro(C)).
6.5.7. Remark. The objects 푅푥,푖 are cocompact in Fun(I
op, Pro(C)) and generate it under limits. Since CI
is by definition the closure of 푅푥,푖 under finite limits it follows that the inclusion CI ⊆ Fun(I
op, Pro(C))
induces an equivalence Pro(CI) ≃ Fun(I
op, Pro(C)). When I is strongly finite Lemma 6.5.6 then gives an
equivalence
Pro(Fun(Iop,C)) ≃ Fun(Iop, Pro(C)).
This generalizes [Lur09a, Proposition 5.3.5.15] (in the case of 휅 = 휔) from finite posets to all strongly finite
∞-categories.
Proof of Lemma 6.5.6. To prove i) it will suffice to show that CI
op
, which is closed under finite limits in
Pro(C)I
op
, contains the objects 푅푖,푥 for every (푖, 푥) ∈ I × C. Indeed 푅푖,푥(푗) = 푥
homI(푖,푗) is contained in
C ⊆ Pro(C) since 푥 is in C, homI(푖, 푗) is a finite space, and C is closed inside Pro(C) under finite limits.
Let us now prove ii). We need to show that if TwAr(I)op is finite then any C-valued presheaf 휑∶ Iop →
C is a finite limit of cofree presheaves of the form 푅푖,푥. But it is a standard fact that any presheaf 휑 is
canonically the limit of the composed TwAr(I)op-indexed diagram
TwAr(I)op Iop × I C × I Pro(C)I
op
[훼 ∶ 푖 → 푗] (푖, 푗) (휑(푖), 푗) 푅푗,휑(푖)
id×휑
which takes values in cofree presheaves. To see this note that the TwAr(I)op-indexed family of maps
푐[푖→푗] ∶ 휑(푗) → 휑(푖) determines a TwAr(I)
op-indexed family of maps 휑⇒ 푅푗,휑(푖), and hence a map
휑 ⇒ lim
[푖→푗]∈TwAr(I)op
푅푗,휑(푖).
Evaluating at 푘 ∈ Iop, the resulting map
휑(푘)⇒ lim
[푖→푗]∈TwAr(I)op
휑(푖)homI(푗,푘) ≃ lim
[푖→푗→푘]∈TwAr(I∕푘)
op
휑(푖)
is then seen to be an equivalence by the cofinality of the functors TwAr(I∕푘)
dom
←←←←←←←←→ I∕푘 ← {id푘}. 
6.5.8.Proposition. Let I be a strongly finite∞-category (e.g., any finite poset). Then under the identification
CI = Fun(I
op,C) ⊆ Fun(Iop, Pro(C))
of Lemma 6.5.6, the quadratic functor ϘI corresponds to the functor
ϘI(휑) = colim
푖∈I
Ϙ(휑(푖)).
Its bilinear and linear parts are then given by
BI(휑) = colim
푖∈I
BϘ(휑(푖), 휑(푖)) and LI(휑) = colim
푖∈I
LϘ(휑(푖)),
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respectively. In addition, if (C, Ϙ) is non-degenerate then (C, Ϙ)I is non-degenerate with duality
(154) [DI휑](푗) = colim
푖∈I
DϘ(휑(푖))
MapI(푖,푗) .
Proof of Proposition 6.5.8. The identification of ϘI together with its linear and bilinear parts follows di-
rectly from Proposition 6.4.3 and Lemma 6.5.6. Now assume that (C, Ϙ) is non-degenerate. To prove the
formula for the duality, we need to show that for diagrams 휑, 휓 ∶ Iop → C there is an equivalence
BI(휑, 휓) ≅ nat(휑,DI휓)
natural in 휑, 휓 , where DI is given by (154). Expanding the right hand side and using the standard formula
for natural transformations we obtain
nat(휑,DI휓) ≅ lim
[푖→푗]∈TwAr(I)op
homC(휑(푗), (DI휓)(푖))
≅ lim
[푖→푗]∈TwAr(I)op
homC
(
휑(푗), colim
푘∈I
(DϘ휓(푘))
MapI(푘,푖)
)
≅ colim
푘∈I
lim
[푖→푗]∈TwAr(I)op
homC(휑(푗),DϘ휓(푘))
MapI(푘,푖)
≅ colim
푘∈I
lim
[푖→푗]∈TwAr(I푘∕)
op
homC(휑(푗),DϘ휓(푘))
≅ colim
푘∈I
homC(휑(푘),DϘ휓(푘)) ≅ BI(휑, 휓),
where we have used the finiteness of TwAr(I) and MapI(−,−) to commute limits and colimits and the
cofinality of the maps TwAr(I푘∕)
cod
←←←←←←←→ I
op
푘∕
← {id푘}. 
We now turn our attention to some structural properties of the tensor and cotensor constructions which
are special to the strongly finite case. Recall from Remark 6.4.10 that for a fixed∞-category I, the functor
(C, Ϙ) ↦ (C, Ϙ)I is right adjoint to the functor (C, Ϙ) ↦ (C, Ϙ)I. Our next goal is to show that when I is
strongly finite the functor (C, Ϙ)↦ (C, Ϙ)I is also left adjoint to the functor (C, Ϙ)↦ (C, Ϙ)I. To exhibit this,
consider for hermitian∞-categories (C, Ϙ), (C′, Ϙ′) the evaluation hermitian functor
(155) (C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′))→ (C′, Ϙ′)
from Construction 6.2.6. By the universal property of internal functor categories this transposes to a her-
mitian functor
(C, Ϙ)→ Funex(Funex((C, Ϙ), (C′, Ϙ′)), (C′, Ϙ′)),
and consequently induces for I ∈ Cat∞ a hermitian functor
(C, Ϙ)I → Funex(Funex((C, Ϙ), (C′, Ϙ′)), (C′, Ϙ′))I ≃ Funex(Funex((C, Ϙ), (C, Ϙ′))I, (C
′, Ϙ′)),
where we have used the equivalence of Remark 6.4.6. The resulting functor then transposes twice to give a
hermitian functor
Funex((C, Ϙ), (C, Ϙ′))I → Fun
ex((C, Ϙ)I, (C′, Ϙ′)).
On the other hand, using the equivalence of Remark 6.4.7 the evaluation functor (155) induces a hermitian
functor
(C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′))I ≃
≃ (C, Ϙ)⊗ Funex((C, Ϙ), (C′, Ϙ′))⊗ (S푝f , Ϙu)I → (C
′, Ϙ′)⊗ (S푝f , Ϙu)I ≃ (C
′, Ϙ′)I
which transposes to give a hermitian functor
Funex((C, Ϙ), (C′, Ϙ′))I → Fun
ex((C, Ϙ), (C′, Ϙ′)I).
Combining the above constructions we hence obtain a pair hermitian functors
(156) Funex((C, Ϙ), (C′, Ϙ′)I)⟵ Fun
ex((C, Ϙ), (C′, Ϙ′))I⟶ Fun
ex((C, Ϙ)I, (C′, Ϙ′)).
natural in (C, Ϙ), (C′, Ϙ′) and I (indeed, all the operations used above have already been proven natural in
§6.2, §6.3 and §6.4 through the various universal properties they encode).
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6.5.9. Proposition. If I is strongly finite then the hermitian functors in (156) are equivalences of hermitian
∞-categories. Passing to hermitian objects (see (136)) they then determine a natural equivalence
MapCath∞
((C, Ϙ), (C′, Ϙ′)I) ≃ MapCath∞
((C, Ϙ)I, (C′, Ϙ′))
exhibiting (−)I as left adjoint to (−)I.
Proof. To begin, we note that on the level of underlying stable ∞-categories both functors in (156) are
equivalences by Lemma 6.5.6. Indeed, replacing I with Iop these identify with the equivalences of stable
∞-categories
(157) Funex(C,C′I
op
)
≃
←←←← Funex(C,C′)I
op ≃
←←←←→ Funex(CIop ,C
′)
underlying those of Remark 6.4.6. Explicitly, the equivalence on the left hand side of (157) associates to
a diagram 휑∶ Iop → Funex(C,C′) the exact functor 푔휑 ∶ C → C
′I
op
= C′I given by [푔휑(푥)](푖) = 휑푖(푥).
Unwinding the definitions, the hermitian structure of the left hand side functor in (156) is given by the map
colim
푖∈I
nat(Ϙ, 휑∗푖 Ϙ
′) → nat
(
Ϙ, colim
푖∈I
휑∗푖 Ϙ
′
)
= nat
(
Ϙ, 푔∗휑ϘI
)
,
which is indeed an equivalence since I is finite and nat(Ϙ,−) is an exact functor.
Similarly, the equivalence on the right hand side of (157) associates to a diagram휑∶ Iop → Funex(C,C′)
an exact functor ℎ휑 ∶ CIop = C
I
→ C′ such that 휑 can be recovered from ℎ휑 as 휑푖(푥) = ℎ휑(푅푖,푥). Let us
denote by ev푖 ∶ C
I
→ C the evaluation at 푖 ∈ I functor and by ran푖 ∶ C → C
I its right adjoint, given by
right Kan extension. In particular, we have ran푖(푥) = 푅푖,푥 by definition. Unwinding the definitions, the
hermitian structure of the right hand side functor in (156) is then given by the map
colim
푖∈I
nat(Ϙ, 휑∗푖 Ϙ
′) = colim
푖∈I
nat(Ϙ, ran∗푖 ℎ
∗
휑Ϙ
′) = colim
푖∈I
nat(ev∗푖 Ϙ, ℎ
∗
휑Ϙ
′) → nat(lim
푖
ev∗푖 Ϙ, ℎ
∗
휑Ϙ
′) = nat(ϘI, ℎ∗휑Ϙ
′),
which is indeed an equivalence since I is finite and nat(−, ℎ∗휑Ϙ
′) is an exact functor. 
6.5.10. Corollary. Let I be a strongly finite ∞-category. Then the functor (C, Ϙ) ↦ (C, Ϙ)I from Cat
h
∞ to
itself preserves all limits and the functor (C, Ϙ)↦ (C, Ϙ)I preserves all colimits.
6.5.11.Corollary. For a fixed strongly finite∞-category I, the functor (C, Ϙ)↦ (C, Ϙ)I is internally corep-
resented by (S푝f , Ϙu)I. More precisely, there is an equivalence of hermitian∞-categories
(C, Ϙ)I ≃ Fun
ex((S푝f , Ϙu)I, (C, Ϙ))
natural in (C, Ϙ) and I.
6.5.12. Corollary. For a strongly finite∞-category I the following conditions are equivalent:
i) the operation (C, Ϙ)↦ (C, Ϙ)I preserves Poincaré∞-categories and Poincaré functors.
ii) the hermitian∞-category (S푝f , Ϙu)I is Poincaré;
iii) the operation (C, Ϙ)↦ (C, Ϙ)I preserves Poincaré∞-categories and Poincaré functors.
iv) the hermitian∞-category (S푝f , Ϙu)I is Poincaré;
In a similar spirit, we may deduce that the criterion for duality preservation of Proposition 6.3.18 holds
for tensors as well in the strongly finite case:
6.5.13. Corollary. Let 훼 ∶ I → J be a map of strongly finite ∞-categories and (C, Ϙ) a non-degenerate
hermitian∞-category. If the induced map I푖∕ → J훼(푗)∕ is cofinal for every 푖 ∈ I then the induced hermitian
functor (훼∗, 휂훼)∶ (C, Ϙ)I → (C, Ϙ)J is duality preserving. In particular, if (C, Ϙ)I and (C, Ϙ)J are Poincaré
then (훼∗, 휂훼) is a Poincaré functor.
Proof. Identify (C, Ϙ)I with Fun
ex((S푝f , Ϙu)I, (C, Ϙ)) as a functor of I using Corollary 6.5.11 and apply
Proposition 6.3.18. 
We now describe some additional functoriality exhibited by the tensor and cotensor constructions in the
strongly finite case.
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6.5.14. Construction (Exceptional functoriality). Let 훽 ∶ J → I be a functor between strongly finite ∞-
categories. Then byLemma6.5.6 the full subcategoryCI ⊆ Fun(I
op, Pro(C)) is sent intoCJ ⊆ Fun(J
op, Pro(C))
by restriction along any functor 훽 ∶ J→ I. On the cotensor side, the comma categories of 훽 are all finite by
Remark 6.5.4 and hence the operation of right Kan extension 훽∗ ∶ C
J
→ CI exists for any stable C. Now
suppose that 훽 is cofinal. Then we can refine 훽∗ ∶ CI → CJ and 훽∗∶ C
J
→ CI to hermitian functors as
follows. In the tensor case we simply note that the cofinality of 훽 yields a natural equivalence
ϘJ(훽
∗휑) = colim
푗∈J
Ϙ(휑(훽(푗)) ≃ colim
푖∈I
Ϙ(휑(푖)) = ϘI(휑)
and so we obtain a heritian functor (훽∗, 휗훽 )∶ (C, Ϙ)I → (C, Ϙ)J in which휗
훽 ∶ ϘI ⇒ ϘJ◦훽
∗ is an equivalence.
For cotesors we consider the counit 훽∗훽∗휓 ⇒ 휓 and use the coinitiality of 훽
op to obtain a map
Ϙ
J(휓)⇒ ϘJ(훽∗훽∗휓) = lim
푗∈Jop
Ϙ(훽∗휓(훽(푗)) ≃ lim
푖∈Iop
Ϙ(훽∗휓(푖)) = Ϙ
I(훽∗휓)
giving a hermitian refinement (훽∗, 휗훽 )∶ (C, Ϙ)
J
→ (C, Ϙ)I.
6.5.15.Example. A common source of cofinal maps are maps 훽 ∶ J→ I which admit a left adjoint 훼 ∶ I →
J. Unwinding the definitions and using Remarks 6.3.12 and 6.4.9, we see that in this case the exceptional
hermitian functors (훽∗, 휗훽 ) and (훽∗, 휗훽 ) of Construction 6.5.14 coincide with the direct hermitian functors
(훼∗, 휂훼) and (훼
∗, 휂훼), respectively.
6.5.16.Remark. Let I, J be two strongly finite∞-categories and (C, Ϙ) a Poincaré∞-category. The identi-
fication
(158) (C, Ϙ)I ≃ Funex((S푝f , Ϙu)I, (C, Ϙ))
of Remark 6.4.6, being natural in I, identifies, for every map 훼 ∶ I → J, the associated hermitian functor
(훼∗, 휂훼)∶ (C, Ϙ)J → (C, Ϙ)I with the one induced from (훼∗, 휂훼)∶ (S푝
f , Ϙu)I → (S푝
f , Ϙu)J upon taking upon
taking internal functor categories to (C, Ϙ). Similarly, the identification
(159) (C, Ϙ)I ≃ Fun
ex((S푝f , Ϙu)I, (C, Ϙ))
of Corollary 6.5.11 identifies the hermitian functor (훼∗, 휂훼)∶ (C, Ϙ)I → (C, Ϙ)J with the one induced from
(훼∗, 휂훼)∶ (S푝f , Ϙu)I → (S푝f , Ϙu)J. Unravelling all definitions, and observing the similarity between the
formulas for the direct and exceptional functorialities, we see that the equivalence (158) also identifies for
every 훽 ∶ J→ I the exceptional hermitian functor (훽∗, 휗훽)∶ (C, Ϙ)
J
→ (C, Ϙ)Iwith the one induced from the
exceptional functor (훽∗, 휗훽)∶ (S푝f , Ϙu)I → (S푝
f , Ϙu)J upon taking internal functor categories to (C, Ϙ), and
similarly the equivalence (159) also identifies the exceptional hermitian functor (훽∗, 휗훽)∶ (C, Ϙ)I → (C, Ϙ)J
with the one induced from (훽∗, 휗훽 )∶ (S푝
f , Ϙu)J → (S푝f , Ϙu)I.
6.5.17. Remark. Like the ordinary functoriality of the tensor and cotensor constructions, the exceptional
functorialities are compatible with composition. More precisely, if K
훽′
←←←←←→ J
훽
←←←→ I are a pair of composable
cofinal maps then the hermitian functor ((훽◦훽′)∗, 휗훽◦훽
′
)∶ (C, Ϙ)I → (C, Ϙ)K is naturally equivalent to the
composite of (훽∗, 휗훽 ) and ((훽′)∗, 휗훽
′
) and the hermitian functor ((훽◦훽′)∗, 휗훽◦훽′)∶ (C, Ϙ)
K
→ (C, Ϙ)I is
naturally equivalent to the composite of (훽∗, 휗훽 ) and (훽
′
∗, 휗훽′). Indeed, by Remark 6.5.16 it will suffice
to check this for the tensor construction, where it amounts to the fact the Beck-Chevalley transformation
relating restriction and colimits is compatible with composition of restriction maps.
6.5.18. Remark. Comparing the explicit formulas of the direct and exceptional functorialities we see that
if 훽 ∶ J → I is a cofinal map then the resulting hermitian structure on the exceptional-direct composite
(훽∗, 휂훽 )◦(훽∗, 휗훽 )∶ (C, Ϙ)
J
→ (C, Ϙ)J is given by the map
Ϙ
J(휓) ⇒ ϘJ(훽∗훽∗휓)
induced by the counit 훽∗훽∗휓 ⇒ 휓 . Similarly, the resulting hermitian structure on the direct-exceptional
composite (훽∗, 휗훽 )◦(훽∗, 휂훽 )∶ (C, Ϙ)J → (C, Ϙ)J is induced by the counit of CI ⟂ CJ in a similar manner. In
particular, if 훽 is fully-faithful then these counits are equivalences, in which case we get that the exceptional
functoriality of 훽 gives a one sided inverse to its direct functoriality. More generally, it can be checked that
for any cofinal 훽 the exceptional functoriality (훽∗, 휗훽) is right adjoint to the direct functoriality (훽
∗, 휂훽 ),
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and the exceptional functoriality (훽∗, 휗훽) is left adjoint to the direct functoriality (훽∗, 휂훽 ), when these terms
are understood with respect to the (∞, 2)-categorical structure of Cath∞ determined by the internal functor
categories of §6.2.
6.6. Finite complexes and Verdier duality. In this final section we explore the particular case when I is
the poset of simplices of a finite simplicial complex. In this context the tensor construction plays a central
role in [Lur11], where its duality functor is identified as a form of Verdier duality. Filling in the details in
some of the arguments of loc. cit., wewill show that tensoring and cotensoring by the poset of faces of a finite
simplicial complex preserves Poincaré∞-categories, and that the hermitian functors associated to maps of
simplicial complexes (direct functoriality) and refinements of triangulations (exceptional functoriality) are
Poincaré.
Recall that a finite simplicial complex 퐾 consists of a finite set of vertices 퐾0 and a collection I퐾 of
non-empty subsets 푆 ⊆ 퐾0, called faces, which contain all singletons and are downwards closed in the
sense that if 푆 is a face of 퐾 and 푆′ ⊆ 푆 then 푆′ is a face of 퐾 as well. The dimension of a face 푆 is by
definition dim(푆) ∶= |푆|−1. We may realize a simplicial complex퐾 geometrically as the subspace |퐾| of
the full simplex on 퐾0 obtained as the union of the given faces. For a finite simplicial complex 퐾 we will
consider I퐾 as a poset, and consequently a category, by inverse inclusion, that is, there is a uniquemorphism
푆 → 푆′ if 푆′ ⊆ 푆. A map of simplicial complexes퐾 → 퐿 is by definition a map of sets 퐾0 → 퐿0 which
sends every face of 퐾 to a face of 퐿. In particular, such a map determines a map of posets 훼 ∶ I퐾 → I퐿.
If 퐾 is a simplicial complex then a refinement of 퐾 consists of a simplicial complex 퐿 together with a
homeomorphism |퐿| ≅←←←←→ |퐾| which carries the realization of every face of 퐿 into the realization of a face
of 퐾 , and such that the realization of every face of 퐾 in |퐾| is a union of faces of 퐿. We note that such a
homeomorphism determines in particular a map of posets 훽 ∶ I퐿 → I퐾 which sends every face of 퐿 to the
face of 퐾 containing it under the homoemorphism |퐿| ≅ |퐾|.
6.6.1. Proposition ([Lur11, Lecture 19, Proposition 3]). Let (C, Ϙ) be a Poincaré∞-category and퐾 a finite
simplicial complex with poset of faces I퐾 . Then the hermitian ∞-categories (C, Ϙ)I퐾 and (C, Ϙ)
I퐾 are
Poincaré.
Proof. By Corollary 6.5.12 it will suffice to prove the claim for (C, Ϙ)I퐾 . We need to show that for every
휑 ∈ CI퐾 the map
(160) 휑 → DI퐾DI퐾휑
is an equivalence. To do so it suffices to show it for a system of objects that generate under colimits. We
choose the set휑 = 푅푥,푆 for푆 ∈ I퐾 and푥 ∈ C. Now the face푆 corresponds to an injectivemap of simplicial
complexesΔ푛 → 퐾 which in turn determines an inclusion of posets 훼 ∶ IΔ푛 ⊆ I퐾 such that 훼([푛]) = 푆 and
푅푥,푆 is the right Kan extension along 훼 of the constant diagram 휑푥 ∶ IΔ푛 → C with value 푥. Now the map
훼 satisfies the hypothesis of Corollary 6.5.13 (in fact, the map the needs to be cofinal is an isomorphism
of posets, see also Proposition 6.6.2 below), and so the hermitian functor (훼∗, 휂훼)∶ CIΔ푛 → CI퐾 is duality
preserving. We can hence reduce to the case of퐾 = Δ푛 and 휑 = 휑푥. Using Proposition 6.5.8 we now have
(161) DIΔ푛휑푥(푆) = colim∅≠푇⊆[푛]
{
D푥 푆 ⊆ 푇
0 otherwise
.
To calculate this colimit let us denote by 휄∶ I푆
Δ푛
⊆ IΔ푛 the subposet spanned by those 푇 ⊆ [푛] such that
푆 ⊈ 푇 . Then the functor whose colimit is calculated in (161) can be identified with the cofibre of the map
휄∗휄!휑푥 → 휑푥, and so we get that
[DIΔ푛휑푥](푆) = cof
[
colim
I푆
Δ푛
D푥 → colim
IΔ푛
D푥
]
.
Now since I푆
Δ푛
is closed under subfaces in IΔ푛 it corresponds to some subcomplex Δ
푛, which we readily
identify as the join 휕Δ푆 ∗ Δ푆
′
, where 푆′ = [푛]−푆 is the complement of 푆′, and we have used the notation
Δ푆 andΔ푆
′
to denote the corresponding faces, considered as subcomplexes. The poset I푆
Δ푛
is hence weakly
contractible if 푆′ ≠ ∅, that is, if 푆 ≠ [푛], and is weakly equivalent to 휕Δ푛 of 푆 = [푛]. We thus conclude
that
[DIΔ푛휑푥](푆) =
{
Σ푛D푥 푆 = [푛]
0 otherwise
.
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By the same argument we then have
[DIΔ푛DIΔ푛휑푥](푆) = colim∅≠푇⊆[푛]
{
DΣ푛D푥 푇 = [푛]
0 otherwise
,
so that DIΔ푛DIΔ푛휑푥 is constant with value Σ
푛DΣ푛D푥 ≃ 푥, and is in particular equivalent to 휑푥. We need
however to make sure that specifically the evaluation map is an equivalence. Since both DIΔ푛DIΔ푛휑푥 and
휑푥 are constant it will suffice to show that the component of the evaluation map at푆 = [푛] is an equivalence.
Unwinding the definitions, this is the composed map
푥
≃
←←←←→ DD푥→ colim
푇∈IΔ푛
lim
푇 ′∈I
op
Δ푛
{
DD푥 if 푇 = 푇 ′ = [푛]
0 otherwise.
= lim
푇 ′∈I
op
Δ푛
colim
푇∈IΔ푛
{
DD푥 if 푇 = 푇 ′ = [푛]
0 otherwise.
whose component at level 푇 ′ is 0 for 푇 ′ ≠ [푛] and is the inclusion of the 푇 = [푛] component in the colimit
otherwise. The invertibility of this map then reduces to the fact that in a stable ∞-category an 푛-cube is
cartesian if and only if it is cocartesian. 
The perfectness of hermitian structures asserted in Proposition 6.6.1 is accompanied by the following
duality preservation statement:
6.6.2. Proposition. [Lur11, Lecture 19] Let (C, Ϙ) be a Poincaré∞-category.
i) If퐾 → 퐿 is a map of finite simplicial complexes with 훼 ∶ I퐾 → I퐿 the induced map of posets of faces
then the induced hermitian functors (훼∗, 휂훼)∶ (C, Ϙ)I퐾 → (C, Ϙ)I퐿 and (훼
∗, 휂훼)∶ (C, Ϙ)I퐿 → (C, Ϙ)I퐾
are Poincaré.
ii) If 퐿 is a refinement of a simplicial complex 퐾 and 훽 ∶ I퐿 → I퐾 is the associated map of posets
of faces then 훽 is cofinal and the exceptional hermitian functors (훽∗, 휗훽)∶ (C, Ϙ)I퐾 → (C, Ϙ)I퐿 and
(훽∗, 휗훽)∶ (C, Ϙ)
I퐿 → (C, Ϙ)I퐾 are Poincaré.
Proof. By Remark 6.5.16 it will suffice to prove the tensor case. For the first statement we observe that
the functor 훼 ∶ I퐾 → I퐿 satisfies the criterion of Corollary 6.5.13, since for every face 푆 ∈ I퐾 the functor
(I퐾 )푆∕ → (I퐿)훼(푆)∕ admits a left adjoint sending 푇 ⊆ 훼(푆) to its inverse image in 푆.
To prove the second statement, we begin by showing that 훽 is cofinal. Indeed for any simplex푆 ∈ I퐾 the
poset I퐿 ×I퐾 (I퐾 )푆∕ has geometric realization homeomorphic to a simplex and so it is weakly contractible.
To prove that (훽∗, 휗훽 ) is Poincaré, it will suffice to show that for every generator푅푥,푆 ∈ CI퐾 the associated
map
훽∗DI퐾푅푥,푆 → DI퐿훽
∗푅푆,푥
is an equivalence. Now the face푆 corresponds to an injective map of simplicial complexesΔ푆 → 퐾 (where
Δ푆 denotes the full simplexwith vertex set푆), which in turn determines an inclusion of posets 훼 ∶ IΔ푆 ⊆ I퐾
such that 푅푥,푆 is the right Kan extension along 훼 of the constant diagram 휑푥 ∶ IΔ푆 → C with value 푥. The
inverse image of IΔ푆 in I퐿 then determines a subcomplex 퐿푆 ⊆ 퐿 which is a refinement of Δ
푆 .
Let us denote by 훽푆 ∶ I퐿푆 → IΔ푆 the induced refinement map and by 훼̃∶ I퐿푆 ↪ I퐿 the inclusion. Since
IΔ푆 and J are downward closed the pointwise formula for right Kan extensions implies that the square
(C, Ϙ)I
Δ푆
(C, Ϙ)I퐿푆
(C, Ϙ)I퐾 (C, Ϙ)I퐿
(훽∗
푆
,휗훽
푆
)
(훼∗,휂훼) (훼̃∗,휂̃훼)
(훽∗,휗훽 )
commutes. Since the vertical hermitian functor are Poincaré by the first part we may reduce to the case
where 퐾 is the 푛-simplex Δ푛, 퐿 is some refinement of Δ푛, and 휑 = 휑푥. Now for 푇 ∈ I퐿 let us denote
by I푇
퐿
⊆ I퐿 the subposet spanned by those faces which do not contain 푇 , and by J
푇
퐿
⊆ I푇
퐿
the subposet
spanned by those faces whose image in I퐾 does not contain 훽(푇 ). We note that both of these subposets are
downward closed and correspond to subcomplexes of 퐿. In particular, I푇
퐿
corresponds to the subcomplex
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퐿푇 ⊆ 퐿 obtained by removing all faces which contain 푇 , and J푇
퐿
corresponds to the subcomplex퐿푇
0
⊆ 퐿푇
obtained by removing all faces whose image in 퐾 contains 푇 . We also note that 퐿푇
0
is a refinement of the
subcomplex 휕Δ훽(푇 ) ∗ Δ[푛]−훽(푇 ) ⊆ Δ푛 obtained from Δ푛 by removing all the faces which contain 훽(푇 ).
Calculating as in the proof of Proposition 6.6.1 and using that refinement maps are cofinal as established
above we may identify the cofibre of the map
[훽∗DIΔ푛휑푥](푇 )→ [DI퐿훽
∗휑푥](푇 )
for 푇 ∈ I퐿 with the total cofibre of the square
colimJ푇
퐿
D푥 colimI퐿 D푥
colimI푇
퐿
D푥 colimI퐿 D푥
.
To finish the proof it will hence suffice to show that |퐿0
푇
| → |퐿푇 | is a weak homotopy equivalence. Let
푝 ∈ |Δ푛| be a point in the interior of the face 푇 (and hence also in the interior of the face 훽(푇 )). Then we
have a sequence of inclusions |퐿0
푇
| ⊆ |퐿푇 | ⊆ 푈 where 푈 ⊆ |Δ푛| is the complement of 푝. The desired
result now follows from the fact that both |퐿0
푇
⊆ 푈 and |퐿푇 | ⊆ 푈 are deformation retracts; this is a general
property of simplicial complexes: if one removes a point from the realization of a simplicial complex then
the result deformation retracts to the subcomplex spanned by all the simplices which do not contain that
point. 
7. HYPERBOLIC AND METABOLIC POINCARÉ CATEGORIES
Froma conceptual view point, it is arguably tempting to regard hermitian structures on stable∞-categories
as categorified versions of hermitian forms on modules. Similarly, Poincaré ∞-categories correspond to
modules equipped with a unimodular hermitian form. Inspired by this informal perspective, in this section
we will identify a surprisingly comprehensive variety of such categorified counterparts, including the cat-
egorified analogues of bilinear forms, perfect bilinear forms, hyperbolic objects, metabolic objects and the
algebraic Thom construction. Beyond its conceptually pleasing effect, it turns out that many of the con-
structions encountered via this perspective give explicit left and right adjoints to various natural functors,
a feature which we will repeatedly exploit in subsequent instalments of this project. In particular, the main
practical outcomes of our categorified stroll will include the following:
i) After exploring the categorified counterparts of bilinear forms in §7.2, we will deduce that the associa-
tion C↦ Hyp(C) described in §2.2 is both left and right adjoint to the forgetful functorCatp∞ → Cat
ex
∞,
with unit and counit given on the side of Catp∞ by the Poincaré functors hyp∶ Hyp(C) → (C, Ϙ) and
fgt ∶ (C, Ϙ) → Hyp(C) described in §2.2. In addition, we will show that Hyp is C2-equivariant with
respect to the op action on Catex∞ and the trivial action on Cat
p
∞, and that hyp and fgt are equivari-
ant natural transformations. All this information is best organized in the setting of C2-categories and
Mackey functors, which we will explore in §7.4. This will also be the basis for our organization in
Paper [II] of algebraic K-theory, Grothendieck-Witt theory and L-theory into a single functor taking
values in genuine C2-spectra, which we call the real K-theory spectrum.
ii) While forming the categorified analogue of metabolic objects, Lagrangians, and the algebraic Thom
construction in §7.3, we will deduce an explicit formula for the left and right adjoints to the inclusion
Catp∞ → Cat
h
∞. Thiswill be exploited in Paper [II] when setting up the framework of algebraic surgery
in the context of Poincaré∞-categories, and in analysing the effect of additive and bordism invariant
functors applied to the Q-construction. We will also use it Paper [IV] for constructing the localising
analogue of the Grothendieck-Witt spectrum and for proving that Catp∞ is compactly generated.
The present section is organized as follows. We begin in §7.1 with some preliminary material on bifibra-
tions, a notion used for encoding space valued bifunctors which are covariant in one entry and contravariant
in the other. By translating results from [Lur17, §5.2.1] to the context of bifibrations we deduce in particular
that the∞-category of perfect symmetric bifibrations is equivalent to CathC2∞ . In §7.2 we specialize to the
setting of stable∞-categories and replace space valued bifunctors by spectrum valued ones. This leads to
the notion of bilinear ∞-categories as analogous of pairs of modules equipped with a bilinear form. We
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also consider the variants of requiring the form to be perfect and/or symmetric, and identify, using §7.1,
the notion of a perfect symmetric ∞-category with that of a stable ∞-category equipped with a perfect
duality. All these notions accept natural forgetful functors from either Catp∞ (in the perfect case) or Cat
h
∞.
Studying all of them on equal footing allows one to efficiently identify left and right adjoints to these for-
getful functors, which constitutes the main content of §7.2. In particular, we will see that the association
C ↦ Hyp(C) described in §2.2 gives a two-sided adjoint to the forgetful functor Catp∞ → Cat
ex
∞. In §7.3
we will discuss the categorified analogous of metabolic objects and Lagrangians, and will show that the
categorified analogue of the Thom construction enables one to produce both a left and a right adjoint to the
inclusion Catp∞ → Cat
h
∞. We will also prove a generalization of the non-categorified Thom construction,
thus providing in particular a proof for Proposition 2.3.17 which was stated in §2.3. Finally, in §7.4 we will
discuss C2-categories and Mackey functors, and show how to view various players in the present paper in
that context. In particular, we will show that the relations between quadratic and bilinear functors, between
hermitian and bilinear∞-categories, and between Poincaré and stable∞-categories, can all be understood
on the same footing, giving another take on the categorified perspective. The results of §7.4 will be primar-
ily used in Paper [II] in order to define the real K-theory spectrum, but the C2-equivariant properties of the
hyperbolic construction resulting from it will be useful for a variety of other purposes as well.
7.1. Preliminaries: pairings and bifibrations. Let A,B be two ∞-categories. By a correspondence
on the pair (A,B) we will simply mean a functor 푏∶ Aop × B → S. In particular, we will think of a
correspondence as a space valued functor on pairs (푥, 푦) with 푥 ∈ A and 푦 ∈ B, which is contravariant in
푥 and covariant in 푦. The prototypical example to have in mind is taking A = B = C for some∞-category
C, with 푏(푥, 푦) = MapC(푥, 푦). Given a correspondence 푏∶ A
op ×B → S and 푦 ∈ B, evaluation at 푦 yields
a presheaf of spaces 푏(−, 푦) on A, which we can unstraighten to obtain a right fibration
(162) ∫
푥∈A
푏(푥, 푦)→ A.
Since the presheaf 푏(−, 푦) ∈ Fun(Aop, S) depends functorially 푦, so does the domain of (162). In fact,
we can identify the arrow (162) with the map ∫ 푥∈A 푏(푥, 푦) → ∫ 푥∈A ∗ associated to the terminal map of
correspondences 푏→∗, and so the entire arrow (162) depends functorially in 푦. Equivalently, we may view
it as a natural transformation between two Cat∞-valued functors onB, the second of which is constant with
value A. We then define
(163) Pair(A,B, 푏) ∶= ∫푦∈B ∫
푥∈A
푏(푥, 푦)→ A ×B,
to be the∞-category overA ×B obtained by unstraightening (162) overB. The∞-category Pair(A,B, 푏)
can informally be described as having objects triples (푥, 푦, 훽) where 푥 ∈ A and 푦 ∈ B are objects and
훽 ∈ 푏(푥, 푦) is a 푏-valued pairingon 푥 and 푦. Amap from (푥, 푦, 훽) to (푥′, 푦′, 훽′) is then given bymaps푓 ∶ 푥 →
푥′, 푔 ∶ 푦 → 푦′ and a homotopy 휂 ∶ 푔∗훽 ∼ 푓
∗훽′ ∈ 푏(푥, 푦′), where 푓 ∗ and 푔∗ encode the contravariant and
covariant dependence of 푏 on 푥 and 푦, respectively.
We point out that since the above construction involves both the cartesian unstraightening ∫ 푥∈A and the
cocartesian straightening ∫푦∈B, the resulting arrow in (163) is neither a cartesian nor a cocartesian fibration.
We can nonetheless describe it as follows: recall that a bifibration (see [Lur09a, Definition 2.4.7.2]) is a
pair of maps
A
푞
←←←←X
푝
←←←→ B
consisting of a cartesian fibration 푞 ∶ X → A and a cocartesian fibration 푝∶ X → B, such that the 푞-
cartesian edges are exactly those projecting to equivalences in B and the 푝-cocartesian edges are exactly
those projecting to equivalences in A. Equivalently, the pair of maps 푝, 푞 forms a bifibration if and only
if (푞, 푝)∶ X → A × B is a map of cocartesian fibrations over B whose fibres are right fibrations, and if
and only if (푞, 푝)∶ X → A × B is map of cartesian fibrations over A whose fibres are left fibrations. In
particular, one readily verifies that for a correspondence 푏∶ Aop ×B → S, the pair of projections
A← Pair(A,B, 푏)→ B
constitutes a bifibration. In fact, this association determines an equivalence between correspondences
푏∶ Aop × B → S and bifibrations A ← X → B (see [Ste18] and [AF20, §4]), and can be considered
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as a bivariant form of the space-valued straightening-unstraightening equivalence. In particular, using the
coherent compatibility of the straightening-unstraightening equivalence with base change as established
in [GHN17, Corollary A.31], this equivalence integrates to an equivalence
(164) (−)← Pair(−,−,−)→ (−)∶ ∫
(A,B)∈Cat∞×Cat∞
Fun(Aop ×B, S)
≃
←←←←→ BiFib,
where BiFib ⊆ Fun(Λ2
0
,Cat∞) is the full subcategory spanned by the bifibrations.
7.1.1. Example. In the case of B = A = C and the canonical correspondence푚C ∶= MapC(−,−)∶ C
op ×
C→ S, the∞-category Pair(C,C, 푚C) canonically identifies with the arrow categoryAr(C) ∶= Fun(Δ
1,C).
7.1.2. Remark. The notion of a correspondence Aop × B → S can equivalently be encoded by a right
fibration M → A × Bop. Right fibrations of this form were studied in [Lur17, §5.2.1] under the name
pairings. In particular, the ∞-category CPair of [Lur17, Construction 5.2.1.14] of pairings is naturally
equivalent to BiFib, since both are equivalent to ∫
A,B∈Cat∞
Fun(Aop × B, S). Under this equivalence, the
canonical bifibration C ← Ar(C) → C of Example 7.1.1 encoding the mapping space correspondence
corresponds to the right fibration TwAr(C) → C × Cop.
7.1.3. Definition.We will say that a right biexact correspondence 푏∶ Aop ×B → S is right-representable
if the associated mapB→ Psh(A) factors through the image of the Yoneda embedding 휄∶ A↪ Psh(A). In
this case resulting the functor 푑 ∶ B→ A is characterized by a natural equivalenceMapC(푥, 푑(푦)) ≃ 푏(푥, 푦).
7.1.4. Remark. If a correspondence 푏∶ Aop × B → S is right-representable then Pair(A,B, 푏) naturally
identifies with the fibre product Ar(A) ×A B along the target projection Ar(A) → A and 푑 ∶ B → A.
More generally, if we Yoneda embed A in Psh(A) = Fun(Aop, S), then 푏 becomes tautologically right
representable by the functor 푑̃ ∶ B→ Psh(A) sending 푦 ∈ B to 푏(−, 푦) ∈ Psh(A). We may then write
Pair(A,B, 푏) ≃ A ×Psh(A) Ar(Psh(A)) ×Psh(A) B
where the fibre product is taken along the Yoneda embedding A → Psh(A) and 푑̃ ∶ B → Psh(B), and
Ar(Psh(A)) projects to the domain on the left hand side and to the target on the right hand side.
7.1.5. Definition.We will say that a correspondence 푏∶ Aop ×B → S is perfect if 푏 is right-representable
and the associated representing functor 푑 ∶ B→ A is an equivalence. In this case, we will say that a pairing
(푥, 푦, 훽) ∈ Pair(A,B, 푏) is perfect if the map 푥 → 푑(푦) determined by 훽 is an equivalence. Similarly, we
will say that a bifibration A ← X → B is perfect if its classifying correspondenceAop ×B → S is. In this
case we will say that an object in X is perfect if it corresponds to a perfect pairing under the identification
of X with Pair(A,B, 푏). We will then say that a map of bifibration
[A← X→ B] → [A′ ← X′ → B′]
is perfect if it sends perfect objects of X to perfect objects of X′. We will denote by BiFibp ⊆ BiFib the
(non-full) subcategory spanned by the perfect bifibrations and the perfect maps between them.
While BiFibp ⊆ BiFib is not a full subcategory, it does satisfy the following weaker property [Lur16,
Definition 20.1.1.2]:
7.1.6. Definition. Let C be an ∞-category and C′ ⊆ C a subcategory. We will say that C′ is replete if for
every 푥 ∈ C′ and 푦 ∈ C such that there is an equivalence 훼 ∶ 푥
≃
←←←←→ 푦 in C, then 푦 ∈ C′ and there exists an
equivalence 훽 ∶ 푥
≃
←←←←→ 푦′ in C′ whose image in C is homotopic to 훼.
7.1.7.Remark. The condition of being a replete subcategoryC′ ⊆ C is detected on the level of the homotopy
categories: it is equivalent to saying that HoC′ is closed under isomorphisms and for every 푥, 푦 ∈ C′ the
subset HomHoC′ (푥, 푦) ⊆ HomHoC(푥, 푦) contains all isomorphisms from 푥 to 푦 in C.
7.1.8. Example. The subcategory BiFibp ⊆ BiFib is replete. This follows from the observation that any
equivalence between perfect bifibrations is necessarily a perfect map.
7.1.9. Example. The subcategory Catex∞ ⊆ Cat∞ is replete.
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7.1.10. Remark. For any subcategory C′ ⊆ C the induced map MapC′ (푥, 푦) → MapC(푥, 푦) is a (−1)-
truncated map of spaces for every 푥, 푦 ∈ C′, that is, its fibres are either empty or contractible. If the
subcategory C′ is replete then the induced map 휄C′ → 휄C on core groupoids is also (−1)-truncated. This
implies that every replete subcategory inclusion C′ ↪ C is (−1)-truncated as a map in Cat∞, that is, for
every test∞-categoryD the induced map
MapCat∞(D,C
′) → MapCat∞(D,C)
is (−1)-truncated. In many contexts, this property is what makes replete subcategories behave more like
“subobjects” than general subcategories.
The following proposition records the content of [Lur17, Remark 5.2.1.20] in the context of bifibrations:
7.1.11. Proposition. The composed functor
(165)
BiFibp BiFib Cat∞ × Cat∞ Cat∞
(A,B, 푏) (A,B) A
is an equivalence of∞-categories. An inverse is given by C↦ [C← Ar(C)→ C].
Proof. Since the association C ↦ [C← Ar(C) → C] is visibly a one-sided inverse to (165) we see that the
latter is in particular essentially surjective, and it will hence suffice to show that it is also fully-faithful, On
the other hand, if A ← X → B is a perfect bifibration then it is equivalent in BiFib to A ← ArA → A
via the associated functor 푑 ∶ B → A and the natural equivalence 푏(푥, 푦) ≃ homA(푥, 푑(푦)). It will hence
suffice to show that for every C ∈ Cat∞ and every perfect bifibrationA← X → B the induced map
MapBiFibp([A← X→ B], [C← Ar(C)→ C]) → MapCat∞ (A,C)
is an equivalence. But this now follows from [Lur17, Proposition 5.2.1.18] under the equivalence between
bifibrations as above and pairings in the sense of [Lur17, Definition 5.2.1.5], see Remark 7.1.2. 
The ∞-category BiFib ⊆ Fun(Λ2
0
,Cat∞) of bifibrations carries a natural action of C2 induced by the
action of C2 on Λ
2
0
switching the vertices Δ{1} and Δ{2} and post-composing with the op action on Cat∞.
Explicitly, this action sends a bifibration A ← X → B to the bifibration Bop ← Xop → Aop (indeed, the
latter is again a bifibration since taking opposites switches cartesian and cocartesian fibrations). A C2-fixed
structure on a given bifibration A ← X → B can then be described as a duality D∶ X
≃
←←←←→ Xop on X, an
equivalence A ≃ Bop, and a a duality-preserving refinement of X → A × B ≃ A × Aop. We will refer to
such a structure as a Λ2
0
-duality on A ← X → B, and will call a bifibration equipped with a Λ2
0
-duality a
symmetric bifibrations.
7.1.12. Proposition. The C2-fixed∞-category BiFib
hC2 participates in a cartesian fibration
BiFibhC2 → Cat∞
classified by the functor C↦ Fun(Cop × Cop, S)hC2 .
Proof. Equipping Δ{1}
∐
Δ{2} with the swap action and restricting along the C2-equivariant inclusion
Δ{1}
∐
Δ{2} ⊆ Λ2
0
we get that the cocartesian fibration
(166) BiFib → Cat∞ × Cat∞,
naturally refines to a C2-equivariant functor, where C2 acts on the target by flipping the factors and taking
opposites. Since cartesian fibration are preserved under limits, taking C2-fixed points results in a cartesian
fibration
(167) BiFibhC2 → (Cat∞ × Cat∞)
hC2 .
We now observe that the equivalence
(id, (−)op)∶ Cat∞ × Cat∞
≃
←←←←→ Cat∞ × Cat∞
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intertwines the flip-op action on the left hand side with the flip action on the right hand side, and so the
target of (166) is a coinduced C2-object. We may consequently identify the target of (167) with Cat∞ and
write is a cocartesian fibration
(168) BiFibhC2 → Cat∞.
Since taking fibres commuteswith fixed pointswemay identify the fibres of (168) with theC2-fixed points of
the corresponding fibres of (166). Now C ∈ Cat∞ corresponds to the fixed object (C,C
op) ∈ Cat∞ ×Cat∞,
and so the fibre of (168) over C is the C2-fixed points of Fun(C
op × Cop, S), as claimed. 
7.1.13. Construction. By Proposition 7.1.12 we may identify the notion of a symmetric bifibration with
that of a pair (C, 푏) where C is an∞-category and 푏 ∈ Fun(Cop × Cop, S)hC2 is a symmetric functor. Given
(C, 푏), the associated symmetric bifibration is
Cop ← Pair(C,Cop, 푏) → C
equipped with its Λ2
0
-duality which we will denote by (Dpair , 휏). It is given explicitly by the duality
Dpair(푥, 푦, 훽) =
(
푦, 푥, 휎푥,푦(훽)
)
,
on Pair(C,Cop, 푏), where 휎푥,푦 ∶ 푏(푥, 푦)
≃
←←←←→ 푏(푦, 푥) is given by the symmetric structure of 푏, equipped with
the tautological duality-preserving structure of the projection Pair(C,Cop, 푏)→ C × Cop.
7.1.14. Proposition. The C2-action on BiFib restricts to a C2-action on BiFib
p. Under the equivalence
BiFibp ≃ Cat∞ of Proposition 7.1.11, this action corresponds to the op-action on Cat∞. In particular,
we may identify the notion of a perfect symmetric bifibration with that of an ∞-category equipped with a
perfect duality.
Proof. We claim that the functor
Cat∞ → BiFib C↦ [C← Ar(C)→ C]
admits a natural C2-equivariant structure, where C2 acts on Cat∞ via the op-action. To see this, it will
suffice to construct a C2-equivariant structure for the composed map Cat∞ → BiFib ↪ Fun(Λ
2
0
,Cat∞).
This composed functor is by definition given by mapping out of the diagram 푒 ∶= [Δ{0} → Δ1 ← Δ{1}],
and so it will suffice to put a C2-equivariant structure on 푒∶ (Λ
2
0
)op → Cat∞. Such an equivariant structure
is then given by the canonical duality on DΔ1 ∶ Δ
1
→ (Δ1)op which switches {0} and {1} (since Δ1 is the
nerve of an ordinary category not much coherence is needed in order to verify this fact).
By Proposition 7.1.11 it now follows in particular that the C2-action on BiFib preserves the subcategory
BiFibp. This subcategory is replete by Example 7.1.8, and so by Remark 7.1.10 the C2-action on BiFib
restricts to an essentially unique C2-action on BiFib
p making the inclusion BiFibp ↪ BiFib equivariant.
By the above this action must then coincide with the op-action via the equivalence BiFibp ≃ Cat∞, as
desired. 
7.1.15.Example. In the situation of Construction 7.1.13, if the symmetric correspondence푏∶ Cop×Cop → S
is perfect with dualityD∶ C
≃
←←←←→ C then the associated symmetric bifibration identifies by Proposition 7.1.11
with
C← Ar(C) → C
and by Proposition 7.1.14 (and its proof) the associated Λ2
0
-duality Dpair corresponds to the arrow duality
[푥 → 푦] ↦ [D푦 → D푥] induced on the functor category Ar(C) = Fun(Δ1,C) from the dualities of Δ1 and
C.
The remainder of this section is devoted to producing an explicit formula expressing the mapping spaces
in Pair(A,B, 푏) in terms of 푏 and the mapping spaces in A ×B. This will be useful for us in §7.3 when we
will need to upgrade the pairings construction to the hermitian setting. To begin, consider the following
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diagram in Fun(Λ2
0
,Cat∞):[
휕Δ{0,1} ← 휕Δ{0,1} ⨿ 휕Δ{1,2} → 휕Δ{1,2}
] [
휕Δ{0,1} ← Δ{0} ⨿ Δ{1} ⨿ Δ{2} → 휕Δ{1,2}
]
[
Δ{0,1} ← Δ{0,1}
∐
Δ{1,2} → Δ{1,2}
] [
Δ{0,1} ← Δ2 → Δ{1,2}
]
[
Δ{0,1} ← Δ{0}
∐
Δ{2} → Δ{1,2}
] [
Δ{0,1} ← Δ{0,2} → Δ{1,2}
]
.
Here, left going internal arrows are all given on vertices by [0↦ 0], [1↦ 1], [2↦ 1] and all the right going
internal arrows are given by [0↦ 1], [1↦ 1], [2↦ 2], while the external arrows always preserve the vertex
labels. The upper square is cocartesian, as can be tested levelwise using the standard categorical equivalence
Δ{0,1}
∐
Δ{1} Δ
{1,2}
≃
←←←←→ Δ2. In addition, all entries in this square carry compatible Λ2
0
-dualities, induced
by the canonical duality Δ2
≃
←←←←→ (Δ2)op which switches between 0 and 2 and between Δ{0,1} and (Δ{1,2})op.
Mapping out of the above square now yields aC2-equivariant functorFun(Λ
2
0
,Cat∞) → Fun(Δ
2×Δ1,Cat∞)
sending [A
푞
←←←←X
푝
←←←→ B] to the diagram
(169)
XΔ
{0}
×
BΔ
{1} XΔ
{1}
×
AΔ
{1} XΔ
{2}
XΔ
{0}
×
BΔ
{1} XΔ
{1}
×
(A×B)Δ
{1} XΔ
{1}
×
AΔ
{1} XΔ
{2}
XΔ
2
×
(A×B)Δ
2
[
AΔ
{0,1}
×BΔ
{1,2}]
XΔ
{0,1}⨿Δ{1,2} ×
(A×B)Δ
{0,1}⨿Δ{1,2}
[
AΔ
{0,1}
×BΔ
{1,2}]
XΔ
{0,2}
×
(A×B)Δ
{0,2}
[
AΔ
{0,1}
×BΔ
{1,2}]
XΔ
{0}⨿Δ{2} ×
(A×B)Δ
{0}⨿Δ{2}
[
AΔ
{0,1}
×BΔ
{1,2}]
in which the top square is cartesian. In addition, using that all entries in this diagram compatibly project to
XΔ
{0}
and XΔ
{2}
we will view this as a diagram in (Cat∞)∕X×X.
7.1.16. Proposition.When [A ← X → B] is a bifibration the bottom vertical arrows in (169) are equiv-
alences. In particular, inverting these and taking the external rectangle yields a C2-equivariant functor
BiFib → Fun(Δ1 ×Δ1, Fun(Λ2
0
,Cat∞)) which sends [A← X → B] to a cartesian square (170) of the form
(170)
Ar(X) X ×A X ×B X
X ×A×B [Ar(A ×B)] ×A×B X X ×A X ×A×B X ×B X.
in (Cat∞)∕X×X. Here, the two projections toX are given by the domain and codomain projections in the case
of Ar(X) and by the projection to the two extremal factors in the three other cases. In addition, this functor
takes values in Fun(Δ1×Δ1,BiFib) after post-composingwith the inclusion (Cat∞)∕X×X → Fun(Λ
2
0
,Cat∞).
Writing X = Pair(A,B, 푏) for some correspondence 푏∶ Aop × B → S the square of bifibrations (170)
corresponds to a cartesian square of correspondencesXop × X→ S of the form
(171)
MapX((푥, 푦, 훽), (푥
′, 푦′, 훽′)) 푏(푥, 푦′)
MapA(푥, 푥
′) × MapB(푦, 푦
′) 푏(푥, 푦′) × 푏(푥, 푦′),
giving, in particular, an explicit pullback formula for the mapping spaces in Pair(A,B, 푏).
7.1.17.Remark. In the situation of Proposition 7.1.16, theC2-equivariance of the functor in questionmeans
in particular that if a bifibration A ← X → B carries a Λ2
0
-duality then all the entries in the square (170)
inherit such a duality and all arrows in the square are duality preserving.
HERMITIAN K-THEORY FOR STABLE ∞-CATEGORIES I: FOUNDATIONS 129
Proof of Proposition 7.1.16. By definition the arrows in X which map to equivalences in A are exactly the
푝-cocartesian arrows, and the arrows which map to equivalences in B are exactly the 푞-cartesian arrows. It
then follows that the projections
XΔ
{0,1}
×
BΔ
{0,1} B→ X
Δ{0} ×
AΔ
{0} A
Δ{0,1}
and
XΔ
{1,2}
×
AΔ
{1,2} A→ X
Δ{2} ×
BΔ
{2} B
Δ{1,2}
are equivalences, and so the right bottom vertical arrow in (169) (which is the fibre product of these two
maps over the identity on A ×B) is an equivalence. Similarly, the projections
XΔ
2
×
BΔ
{0,1} B→ A
Δ2 ×
A
Λ2
0
X
Λ2
0 ×
BΔ
{0,1} B→ A
Δ2 ×
AΔ
{0,2} X
Δ{0,2}
are both equivalences, from which it follows that the left bottom vertical arrow in (169), which is a base
change of the above composite, is an equivalence. 
7.2. Bilinear and symmetric ∞-categories. In the present section we define and study the notion of bi-
linear and perfect bilinear ∞-categories. We then show that the notion of an∞-category equipped with a
symmetric bilinear form, which we call a symmetric∞-category, can be identified with a C2-fixed bilinear
∞-category, and similarly in the perfect case. Using the results of §7.1 we then identify the ∞-category
of perfect bilinear ∞-categories with Catex
∞
itself, through which we also deduce an equivalence between
∞-categorieswith perfect dualities andC2-fixed objects ofCat
ex
∞ with respect to the op-action. We then con-
struct left and right adjoints to the forgetful functors from hermitian to symmetric to bilinear∞-categories,
and similarly in the Poincaré/perfect case, wherewe finally recover the hyperbolic constructionC↦ Hyp(C)
acting as both left and right adjoint to the forgetful functor Catp∞ → Cat
ex
∞.
Let A,B be stable ∞-categories. We will say that a correspondence 푏∶ Aop × B → S is right biexact
if it preserves finite limits in each variable separately. Such a correspondence lifts in an essentially unique
manner to a bilinear functor A × B → S푝. More precisely, post-composition with the infinite loop space
functor induces an equivalence between bilinear functorsAop ×B→ S푝 and right biexact correspondences
A ×Bop → S.
7.2.1. Definition.We will denote by Funb(A,B) ⊆ Fun(Aop × B, S푝) the full subcategory spanned by the
bilinear functors and write
Catb ∶= ∫
(A,B)∈Catex∞×Cat
ex
∞
Funb(A,B)
for the ∞-category of triples (A,B,B) where A,B are stable ∞-categories and B∶ Aop × B → S is a
bilinear functor. We will refer to the object (A,B,B) of Catb as bilinear categories.
7.2.2.Example. For a stable∞-categoryC themapping correspondence푚C ∶ C
op×C → S of Example 7.1.1
is right biexact. We may hence consider the triple (C,C, 푚C) as a bilinear∞-category.
7.2.3. Example. Let A,B be stable ∞-categories. If a correspondence 푏∶ A × Bop → S is right repre-
sentable by an exact functor 푑 ∶ A→ B then 푏 is right biexact.
7.2.4. Example. Let C be a stable ∞-category. Consider the ∞-category Seq(C) of exact sequences in C
(see Notation 2.3.18). The pair of projections
C Seq(C) C
푥 푦
then constitute a bifibration. Indeed, a map of exact sequences
푦 푧 푥
푦′ 푧′ 푥′
is a cocartesian lift of 푦 → 푦′ if and only if the left square is exact, or, equivalently, if the map 푥 → 푥′ is
an equivalence, and similarly forms a cartesian lift of 푥 → 푥′ if and only if its component 푦 → 푦′ is an
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equivalence. To identify the correspondence seqC ∶ C
op × C → S associated to this bifibration we use the
fact that every exact square as in (52) extends in an essentially unique manner to a diagram
푥′ 0 0
푦 푧 0
0 푥 푦′
in which all squares except the top right one are exact. We note that such a diagram determines in particular
equivalences 푥′ ≃ Ω푥 and 푦′ ≃ Σ푦. At the same time, the forgetful functor sending a diagram as a above to
its external square
(172)
푥′ 0
0 푦′
is an equivalence as well. In particular, if we denote by ArΩ(C) ⊆ Fun(Δ1 × Δ1,C) the full subcategory
spanned by the exact squares of the form (172) then we obtain an equivalence of bifibrations
C Seq(C) C
C ArΩ(C) C
Ω ≃ [−휎]
The correspondence associated to ArΩ(C) can then be identified with (푥′, 푦′) ↦ ΩMapC(푥
′, 푦′), and so the
correspondence associated to Seq can be written as seqC(푥, 푦) = ΩMap(Ω푥,Σ푦). In particular, it is right
biexact.
7.2.5. Remark. It follows from Lemma 1.4.1 that the defining cartesian fibration Catb → Catex∞ × Cat
ex
∞ is
also a cocartesian fibration. Applying the precise same argument as in the proof of Proposition 6.1.2 we
may consequently conclude that Catb has all small limits and colimits, and that those are preserved by the
projection to Catex∞ × Cat
ex
∞.
Given a bilinear category (A,B,B) we may consider the pairings∞-category associated to the underly-
ing right biexact correspondenceΩ∞B. To simplify notation we will denote
Pair(A,B,B) ∶= Pair(A,B,Ω∞B).
We note that since Ω∞B is right biexact the functor 푦↦ 푑̃(푦) = Ω∞B(−, 푦) fromB to Psh(A) takes values
in the full subcategory Ind(A) ⊆ Psh(A) spanned by the right exact presheaves. In addition, in this case
Ind(A) is also stable, the Yoneda embedding A → Ind(A) is exact, and the functor 푑̃ ∶ B → Ind(A) given
by Ω∞B is exact as well. As in Remark 7.1.4 we may then identify
(173) Pair(A,B,B) ≃ A ×Ind(A) Ar(Ind(A)) ×Ind(A) B,
a description from which we see that Pair(A,B,B) is stable and that exact squares in Pair(A,B,B) are
detected in A ×B. This means in particular that any map of bifibrations
[A← Pair(A,B,B)→ B] → [A′ ← Pair(A′,B′,B′) → B′]
whose componentA → A′,B → B′ are exact, is also exact on Pair(−,−,−). Invoking again the coherent
compatibility of the straightening-unstraightening equivalence with base change as established in [GHN17,
Corollary A.31], we may consequently assemble the association (A,B,B)↦ Pair(A,B,B) to a functor
Pair(−,−,−)∶ Catb → Catex∞,
taking values in stable ∞-categories and exact functors between them. It then follows that the bivariant
straightening equivalence (164) restricts to a (non-full) subcategory inclusion
(174) Catb → BiFib (A,B,B) ↦ [A← Pair(A,B,B)→ B]
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whose image is spanned by those bifibrations A ← X → B for which A,B are stable and the associated
correspondence is right biexact and by those maps of bifibrations whose components are exact functors.
7.2.6. Remark. The subcategory inclusion (174) is replete (see Definition 7.1.6).
7.2.7. Remark. The association in (174) can also be viewed as a functor from Catb to Fun(Λ2
0
,Catex∞). As
such, it is fully-faithful and its image is spanned by those diagrams A ← X → B in Catex∞ which are
bifibrations with associated correspondence right biexact. From this description we see that Catb is closed
under finite products in Fun(Λ2
0
,Catex∞), and hence inherits from its the property of being semiadditive, see
Proposition 6.1.7.
7.2.8. Definition.We will say that a bilinear category (A,B,B) is perfect if its corresponding bifibration
is perfect in the sense of Definition 7.1.5, and say that a map of perfect bilinear categories is perfect if
the corresponding map of bifibrations is so. We will denote by Catpb ⊆ Catb the (non-full) subcategory
spanned by the perfect bilinear categories and perfect maps between them.
7.2.9. Remark. As in Example 7.1.8, the subcategory inclusion Catpb ⊆ Catb is replete.
By construction we have a commutative diagram
Catpb Catb Catex∞ × Cat
ex
∞
BiFibp BiFib Cat∞ × Cat∞
in which both squares are cartesian (the right one because (bi)exact functors to spectra are determined by
their underlying space-valued functors) and all vertical arrows, as well as the horizontal arrows in the left
square, are replete subcategory inclusions.
7.2.10. Proposition. The composed functor
(175)
Catpb Catb Catex∞ × Cat
ex
∞ Cat
ex
∞
(A,B, 푏) (A,B) A
is an equivalence of∞-categories. An inverse is given by A↦ (A,A, 푚A).
Proof. This follows directly from Proposition 7.1.11 since a perfect bifibrationA← X → B belongs to the
image of Catpb if and only ifA ≃ B is stable (in which case the associated correspondence is automatically
right biexact by Examle 7.2.3). 
Recall from §7.1 that the ∞-category BiFib ⊆ Fun(Λ2
0
,Cat∞) of bifibrations carries a natural action
of C2 induced by the action of C2 on Λ
2
0
switching the vertices Δ{1} and Δ{2} and post-composing with
the op action on Cat∞. Explicitly, this action which sends a bifibration A ← X → B to the bifibration
Bop ← Xop → Aop. Since taking opposites also preserves stable ∞-categories and exact functors, the
above action induces a C2-action on the replete subcategory Cat
b
↪ BiFib. Explicitly, the resulting C2-
action sends a triple (A,B,B) to the triple (Bop,A,Bswap), where Bswap ∶ B×A
op
→ S is B pre-composed
with the swap equivalenceB ×Aop ≃ Aop ×B.
7.2.11. Proposition. The C2-fixed∞-category (Cat
b)hC2 participates in a cartesian fibration
(Catb)hC2 → Catex∞
which classifies the functor C↦ Funs(C).
Proof. The claim follows from its unstable counterpart Proposition 7.1.12 since the restriction along exact
functors preserves right exact correspondences. 
7.2.12. Definition.We will denote by Catsb∞ ∶= (Cat
b)hC2 the C2-fixed points of Cat
b.
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By Proposition 7.2.11 we may identify the objects of Catsb∞ with pairs (C,B) where C is a small stable
∞-category and B∶ Cop × Cop → S푝 is a symmetric bilinear functor, that is an object of the ∞-category
Funs(C) = Funb(C)hC2 . We will refer to such a pair as a symmetric∞-category. We will refer to morphisms
(C,B) → (C′,B′) in Catsb∞ as symmetric functors. Using again Proposition 7.2.11 we may identify these
with pairs (푓, 훽) where 푓 ∶ C→ C′ is an exact functor and 훽 ∶ B→ (푓 × 푓 )∗B′ is a natural transformation.
7.2.13. Definition.We will say that a symmetric bilinear∞-category (C,B) is non-degenerate if B is non-
degenerate in the sense of Definition 1.2.2. In this case B is induced by a (possibly imperfect) duality
DB ∶ C → C
op, and every symmetric functor (푓, 훽)∶ (C,B) → (C′,B′) induces a natural transformation
휏훽 ∶ 푓DB ⇒ DB′푓
op via Lemma 1.2.4. We will say that such a symmetric functor (푓, 훽) is duality pre-
serving if 휏훽 is an equivalence. We will say that (C,B) is perfect if D is an equivalence. We then denote
by Catps∞ ⊆ Cat
sb
∞ the (non-full) subcategory spanned by the perfect symmetric ∞-categories and duality
preserving functors between them.
A version of the following result was already proven in [HLAS16] and [HSV19].
7.2.14. Lemma. The C2-action on Cat
b preserves the replete subcategory Catpb of perfect bilinear ∞-
categories. In addition, under the equivalence
Catsb∞ ≃ (Cat
b)hC2
of Proposition 7.2.10 the subcategory Catps
∞
corresponds to the subcategory (Catpb)hC2 ⊆ (Catb)hC2 .
Proof. We need to verify two things:
i) If (C,B) is a symmetric∞-category then B is perfect in the sense of Definition 7.2.13 if and only if
the right exact correspondenceΩ∞B is perfect in the sense of Definition 7.1.5.
ii) A symmetric (푓, 훽)∶ (C,B)→ (C′,B′) between perfect symmetric∞-categories is duality preserving
if and only if the induced functor Pair(C,Cop,B)→ Pair(C′,C′op,B′) preserves perfect pairings.
To prove i) we need to show that B∶ Cop × Cop → S푝 can be written as B(푥, 푦) ≃ homC(푥,D푦) for some
equivalenceD∶ Cop → C if and only ifΩ∞ can be written asMapC(푥,D푦) for some equivalenceD∶ C
op
→
C. Clearly the former implies the latter, but the latter also implies the former since post-composition with
Ω∞ induces an equivalence between bilinear functors Cop × Cop → S푝 and right exact correspondences
Cop × Cop → S. To verify ii), consider the commutative diagram
Ω∞B(푥, 푦) Ω∞B′(푓 (푥), 푓 (푦))
MapC(푥,DB(푦)) MapC(푓 (푥), 푓DB(푦)) MapC(푓 (푥),DB′푓 (푦))
Ω∞훽
≃
(휏훽 )∗
≃
furnished by Remark 1.2.6. We then see that the map 푓DB(푦) → DB′푓 (푦) is an equivalence if and only
if 푓 sends the tautological perfect pairing (DB(푦), 푦, 휄) ∈ Pair(C,C
op,B) to a perfect pairing in C′. Since
every perfect pairing is equivalent to a tautological perfect pairing (DB(푦), 푦, 휄) for some 푦 we may thus
conclude that 휏훽 ∶ 푓DB ⇒ DB′푓
op is an equivalence if and only if the induced functor Pair(C,Cop,B) →
Pair(C′,C′op,B′) preserves perfect pairings, as desired. 
Combining Lemma 7.2.14 and Proposition 7.1.14 we now conclude:
7.2.15. Corollary. The forgetful functor Catps∞ → Cat
ex
∞ lifts to an equivalence
Catps∞ ≃ (Cat
ex
∞)
hC2
where C2 acts on Cat
ex
∞ by the op-action.
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The constructions we have made so far can now be summarized by the following commutative diagram
(176)
Catp∞ Cat
ps
∞ (Cat
ex
∞)
hC2 Catex∞
Cath∞ Cat
sb
∞ (Cat
b)hC2 Catb
Catex∞ Cat
ex
∞ (Cat
ex
∞ × Cat
ex
∞)
hC2 Catex∞ × Cat
ex
∞
≃
=
≃
in which the vertical arrows in the top row are replete subcategory inclusions, the top squares are cartesian,
the vertical arrows in the bottom row are cartesian fibrations, and the horizontal arrows in the middle row
preserve cartesian edges. In fact, all the vertical maps in the bottom row are also cocartesian fibrations and
the horizontal arrows in the middle row also preserve cocartesian edges, see Corollary 1.4.2 and Propo-
sition 1.4.3. We also recall that the C2-action on Cat
ex
∞ × Cat
ex
∞ is given by (A,B) ↦ (B
op,Aop) and the
composed maps Catex∞ → Cat
ex
∞ × Cat
ex
∞ along the bottom and right sides both equivalent to the diagonal
map.
A useful feature of the diagram (176) is that all arrows in it admit both left and right adjoints, and in
particular all arrows preserve all limits and colimits. For the vertical functors on the bottom row, these are
all cartesian and cocartesian fibrations and their fibres admit zero objects, thus the zero section gives a two
sided adjoint in all three cases. The left and right adjoints of the horizontal functors in (176) will be studied
in this section, with special interest given to the resulting adjoints of the composed arrow Catp∞ → Cat
ex
∞ on
the top tow, which are both given by the construction C↦ Hyp(C) of §2.2. The left and right adjoint to the
top left vertical inclusion Catp∞ ↪ Cat
h
∞ will be produced in §7.3 below using the pairings construction.
Left and right adjoints to the top middle vertical inclusion then follow by formal considerations, while left
and right adjoints to the top right inclusion can be constructed in a similar manner, see Remarks 7.3.19
and 7.3.24.
The remainder of this section is dedicated to the construction of left and right adjoints to the horizontal
functors in (176). We begin with the top left square:
7.2.16. Proposition. The functor
Cath∞ → Cat
sb
∞
admits fully-faithful left and a right adjoints, given by sending (C,B) to (C, Ϙ
q
B
) and (C, Ϙs
B
), respectively.
Furthermore, the units and counits of these adjunctions project to equivalences in Catex∞.
Proof. We have a diagram
Cath
∞
Catsb
∞
Catex∞
푓
푝 푞
where 푝 and 푞 are cartesian fibrations and the forgetful functor 푓 preserves cartesian edges. The functor
푓 has fibrewise left and right adjoints by Corollary 1.3.6, and so by [Lur17, Proposition 7.3.2.6] 푓 admits
a left adjoint whose unit transformation is sent to an equivalence in Catex∞. The counit of the adjunction is
given by the fibrewise counit and thus is an equivalence by Corollary 1.3.6, according to which the fibrewise
left adjoint is fully faithful. Similarly, using the dual of [Lur17, Proposition 7.3.2.6] we see that 푓 admits a
right adjoint whose associated unit is mapped to an equivalence inCatex∞ and whose counit is an equivalence
in Catsb∞. 
7.2.17. Proposition. The fully-faithful adjoints of Proposition 7.2.16 map Catps∞ to Cat
p
∞, and yield fully-
faithful left and right adjoints to the forgetful functor Catp∞ → Cat
ps
∞.
Proof. Since the left and right adjoints constructed in Proposition 7.2.16 are fully-faithful and since the
condition for a hermitian ∞-category of being non-degenerate is defined via the non-degeneracy of the
underlying symmetric bilinear formwe see that these adjoints send non-degenerate symmetric∞-categories
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to non-degenerate hermitian ∞-categories and similarly perfect symmetric ∞-categories to Poincaré ∞-
categories. For the same reason these adjoints also send duality-preserving symmetric funtors to duality
preserving functors. To see that these now yield left and right adjoints to Catp∞ → Cat
ps
∞ it is enough to
check that all the units and counits are contained in the respective subcategories. Now on the side of Catps∞
these units and counits are equivalences, and so by triangle identities these unit and counit in Catp∞ map to
equivalences in Catps∞. This implies that they are duality preserving, as desired. 
7.2.18. Definition. Given a perfect bilinear functor B ∈ Funs(C), the images of (C,B) under the fully-
faithful left adjoint and right adjoint of Proposition 7.2.17 are, as in the case of Proposition 7.2.16, given
by (C, Ϙq
B
) and (C, Ϙs
B
), respectively. We will refer to Poincaré∞-categories of this form as quadratic and
symmetric Poincaré∞-categories, respectively.
Taking now the top external rectangle in (176) we obtain a square
(177)
Catp∞ Cat
ex
∞
Cath∞ Cat
b
in which the right vertical arrow is given by
(178)
Catex∞ Cat
pb Catb
A (A,A, 푚A).
≃
∈ ∈
7.2.19. Proposition. In the square (177) both horizontal arrows admit left and right adjoints, both compat-
ible with the vertical subcategory inclusions. In addition, both adjoints of the bottom horizontal arrow are
equivalent and given by the formula (A,B,B)↦ (A ×Bop,B).
Pre-composing the formula of Proposition 7.2.19 with the functor (178) we conclude
7.2.20. Corollary. The forgetful functor U∶ Catp∞ → Cat
ex
∞ admits both a left and a right adjoint. The two
are equivalent and given by the association A↦ (A ×Aop, 푚A) = Hyp(A).
7.2.21.Remark. The unit exhibitingHyp as right adjoint to U and the counit exhibiting Hyp as left adjoint
to U are given respectively by the Poincaré functors
Hyp(C)
hyp
←←←←←←←→ (C, Ϙ)
fgt
←←←←←←→ Hyp(C)
of (42). The counit UHyp(C) = C ⊕ Cop → C exhibiting Hyp as right adjoint to U is then given by the
projection on the first fact and the unit C → UHyp(C) = C ⊕ Cop exhibiting Hyp as left adjoint to U is
given by the inclusion into the first summand. Here we are using the direct sum notation keeping in mind
that Catex∞ is semi-additive, see Proposition 6.1.7.
7.2.22.Remark. By [Lur17, Corollary 7.3.2.7] the functorHyp inherits a lax symmetricmonoidal structure
by virtue of being right adjoint to the symmetric monoidal functorU∶ Catp∞ → Cat
ex
∞ (see Theorem 5.2.7).
In particular,U ⊣ Hyp is a symmetric monoidal adjunction. Applying the same argument to the symmetric
monoidal functor Uop ∶ (Catp∞)
op
→ (Catex∞)
op we get that the adjunction Uop ⊣ Hypop (opposite to Hyp ⊣
U) is symmetric monoidal and Hyp also carries an oplax symmetric monoidal structure.
7.2.23. Remark. The symmetric monoidal structure on the forgetful functor U∶ Catp∞ → Cat
ex
∞ yields for
every (C, Ϙ) ∈ Catp
∞
a commutative square
Catp∞ Cat
ex
∞
Catp
∞
Catex
∞
.
U
(C,Ϙ)⊗(−) C⊗(−)
U
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Passing to right adjoints using Corollary 7.2.20 and Corollary 6.2.15 we obtain a commutative square
Catp∞ Cat
p
∞
Catp
∞
Catex
∞
.
Funex((C,Ϙ),−) Funex(C,−)
Hyp
Hyp
In particular, we have a natural equivalence
Funex((C, Ϙ),Hyp(C′, Ϙ′)) ≃ HypFunex((C, Ϙ), (C′, Ϙ′)).
Proof of Proposition 7.2.19. Propositions 7.2.16 and 7.2.17 provide left and right adjoints to the horizontal
arrows in the left square of (176), which are furthermore compatible with the vertical subcategory inclu-
sions. In the same diagram, the horizontal arrows in the middle square are equivalences, and the horizontal
arrows in the right square have left and right adjoints as well. Indeed, in both cases these are the natural
maps from C2-fixed points to underlying objects, which admit left and right adjoint since Cat
ex
∞ and Cat
b
admits products and coproducts (see Proposition 6.1.1 and Remark 7.2.5). In addition, since Catex∞ is semi-
additive (Proposition 6.1.7) these products and coproducts coincide in that case, and we get that the left
and right adjoints of (Catex∞)
hC2 → Catex∞ are both give by the formula C ↦ C × C
op. This implies that the
left and right adjoints for the horizontal maps in the right square in (176) are compatible with the vertical
replete subcategory inclusions, and hence we may conclude that the horizontal arrows in (177) admit left
and right adjoints, both compatible with the vertical subcategory inclusions.
It is left to obtain to desired explicit formula. First by semi-additivity, for the left and right adjoints of
(Catb)hC2 → Catb, they are both given by the formula
(A,B,B)↦ (A,B,B)⊕ (Bop,Aop,Bswap) = (A ×B
op,B ×Aop,B⊕ Bswap).
Under the identification (Catb)hC2 ≃ Catsb∞ of Proposition 7.1.12 the C2-fixed object on the right hand side
corresponds to the symmetric∞-category (A ×Bop,B) where B ∈ Funs(A ×Bop) is given by
B((푎, 푏), (푎′, 푏′)) = B(푎, 푏′)⊕ B(푎′, 푏).
We note that this symmetric bilinear form is both induced and coinduced fromB. In particular, its C2-fixed
points and C2-orbits are both canonically identify with B. In particular, the left and right adjoints of the
bottom horizontal map in (177) are both given by the formula (A,B,B)↦ (A ×Bop,B). 
7.3. The categorical Thom isomorphism. In §2.3 we described the algebraic Thom construction, an op-
eration introduced by Ranicki which allows one to identify the notion of a metabolic Poincaré object (푥, 푞)
in (C, Ϙ) equipped with a prescribed Lagrangian (푤 → 푥, 휂), with the data of a hermitian object in (푧, 푟) in
C with respect to the shifted Poincaré structure Ϙ[−1]. In this section we will see that this procedure natu-
rally fits in a more general perspective. We will begin by refining the construction of pairing∞-categories
described in §7.2 above to the context of hermitian∞-categories. This will result in a construction which
takes a hermitian∞-category (C, Ϙ) and produces a Poincaré∞-categoryPair(C, Ϙ). When (C, Ϙ) is Poincaré
this construction reproduces that of the arrow category Ar(C, Ϙ) described in §2.3. We will then prove that
Poincaré objects in Pair(C, Ϙ) correspond to hermitian objects in (C, Ϙ), yielding in particular a proof of
Proposition 2.3.17 upon taking (C, Ϙ) to be Poincaré.
The Poincaré∞-categories of the form Pair(C, Ϙ) can be considered as a categorified form of the notion
of a metabolic Poincaré object: they contain a stable full subcategory on which the Poincaré structure
vanishes and which is equivalent to its own orthogonal complement, a property which can be considered
as a categorical analogue of the notion of a Lagrangian. From this point of view, we may consider the
the association (C, Ϙ) ↦ Pair(C, Ϙ) as a categorified form of the Thom construction, taking a hermitian
∞-category and producing a Poincaré ∞-category with a canonical choice of Lagrangian. We will show
that this process is reversible: given a Poincaré∞-category (D,Φ) with a Lagrangian, one can reconstruct
a hermitian∞-category (C, Ϙ) such that Pair(C, Ϙ) ≃ (D,Φ). We consider this as a categorical form of the
Thom isomorphism. Relying on these results we will then use the pairing construction in order to produce
both a left and a right adjoint to the forgetful functor Catp∞ → Cat
h
∞. This adjunction ties together all the
above results in a conceptual manner, and at the same time is quite useful in practice. In particular, the
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results of this section we will be used in subsequent installments of this project, for example in setting up
the theory of algebraic surgery in Paper [II], and in proving thatCatp∞ is compactly generated in Paper [IV].
We now proceed to introduce the main construction of the current section:
7.3.1. Construction. Given a stable ∞-category C, any bilinear functor B∶ Cop × Cop → S determines a
right biexact correspondence on the pair (C,Cop), given by (푥, 푦)↦ Ω∞B(푥, 푦). We will then denote by
Pair(C,B) ∶= Pair(C,Cop,B) ∈ Catex∞
the associated pairings∞-category. Given a hermitian structure Ϙ∶ Cop → S푝 on C, we define an associated
hermitian structure Ϙpair on Pair(C,BϘ) via the pullback square
(179)
Ϙpair(푥, 푦, 훽) Ϙ(푥)
homC(푥, 푦) B(푥, 푥)
where the bottom horizontal map is given by the association [푓 ∶ 푥 → 푦] ↦ 푓 ∗훽 ∈ B(푥, 푥), canonically
extended from mapping spaces to mapping spectra.
7.3.2. Lemma. The hermitian structure Ϙpair is Poincaré. Its bilinear part sits in the pullback square of
symmetric bilinear forms
(180)
Bpair ((푥, 푦, 훽), (푥
′, 푦′, 훽′)) B(푥, 푥′)
homC(푥, 푦
′)⊕ homC(푥
′, 푦) B(푥′, 푥)⊕ B(푥, 푥′).
(휏푥,푥′ ,id)
and its associated duality coincides with the duality
Dpair(푥, 푦, 훽) =
(
푦, 푥, 휏푥,푦(훽)
)
,
of Construction 7.1.13, which encodes the symmetric structure of B.
Proof. Substituting in (179) the direct sum of (푥, 푦, 훽), (푥′, 푦′, 훽′) ∈ Pair(C,BϘ) we obtain the square
Ϙpair(푥 ⊕ 푥
′, 푦 ⊕ 푦′, 훽 ⊕ 훽′) Ϙ(푥 ⊕ 푥′)
homC(푥 ⊕ 푥
′, 푦 ⊕ 푦′) B(푥 ⊕ 푥′, 푥 ⊕ 푥′)
,
which yields the square (180) upon passing to bireduced replacements. On the other hand, working back-
wards from the required duality, we note that Dpair is part of a Λ
2
0
-duality of the associated bifibration
C ← Pair(C,BϘ)→ C
op.
Applying Proposition 7.1.16 and Remark 7.1.17 to this bifibrationwe obtain a cartesian square of symmetric
bilinear forms
homPair(C,BϘ)((푥, 푦, 훽),Dpair(푥
′, 푦′, 훽′)) B(푥, 푥′)
homC(푥, 푦
′)⊕ homC(푥
′, 푦) B(푥′, 푥)⊕ B(푥, 푥′),
(휏푥,푥′ ,id)
where we are again silently identifying exact functors valued in spectra with right-exact functors valued in
spaces. Comparing this square with (180) we thus get that Bpair is perfect with duality Dpair . 
7.3.3. Examples.
i) For a stable∞-categoryC equippedwith the zero hermitian structure, the Poincaré∞-categoryPair(C, 0)
is naturally equivalent to Hyp(C).
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ii) If the hermitian ∞-category (C, Ϙ) is Poincaré with associated duality D, then the correspondence
Ω∞BϘ on the pair (C,C
op) is equivalent to the correspondence homC(−,−) on the pair (C,C) via the
(id,D)∶ Cop × Cop
≃
←←←←→ Cop × C,
and so Pair(C,BϘ) is naturally equivalent to the arrow categoryAr(C) of Definition 2.3.15. Under this
equivalence, the Poincaré structure Ϙpair directly translates to the Poincaré structure
Ϙar(푥→ 푦) = Ϙ(푥) ×BϘ(푥,푥) BϘ(푥, 푦),
and so we obtain a natural equivalence Pair(C, Ϙ) ≃ Ar(C, Ϙ).
iii) Combining the previous example with Lemma 2.3.19 we obtain a natural identification of Poincaré
∞-categories Pair(C, Ϙ[−1]) ≃ Ar(C, Ϙ[−1]) ≃ Met(C, Ϙ) whenever C, Ϙ is Poincaré.
7.3.4. Remark. Combining Example 7.3.3(ii), Example 7.1.15 and Lemma 7.3.2, we obtain that for (C, Ϙ)
Poincaré, the underlying duality Dar of Ar(C, Ϙ) is equivalent to the one induced on Ar(C) ≃ Fun(Δ
1,C) by
the duality DϘ on C and the canonical duality of Δ
1.
By construction, the underlying stable∞-category of Pair(C, Ϙ) sits in a bifibration
(181)
푥 (푥, 푦, 훽) 푦
C Pair(C,BϘ) C
op
∈ ∈ ∈
푞 푝
so that 푞 is a cartesian fibration and 푝 is a cocartesian fibration. The fact thatC is pointed andBϘ is bireduced
implies that these fibrations have fully-faithful adjoints
푥 (푥, 0, 0)
C Pair(C,BϘ) C
op
(0, 푦, 0) 푦
∈ ∈
푗 푖
∈ ∈
More precisely, 푞 has a fully-faithful right adjoint 푗 ∶ C → Pair(C, Ϙ) sending 푥 to (푥, 0, 0). Indeed, the
canonical arrows (푥, 푦, 훽)→ (푥, 0, 0) in Pair(C, Ϙ) induce an equivalence on mapping spaces into any triple
of the form (푥′, 0, 0), and thus assemble to form a unit exhibiting 푗 as right adjoint to 푞. Similarly, the col-
lection of arrows (0, 푦, 0)→ (푥, 푦, 훽) assemble to form a counit exhibiting the functor 푖∶ Cop → Pair(C, Ϙ)
sending 푦 to (0, 푦, 0) as left adjoint to 푝. and we observe that the image of 푖 coincides with the kernel of 푞
and the image of 푗 with the kernel of 푝.
We now observe that 푞 ∶ Pair(C, Ϙ)→ C naturally extends to a hermitian functor
(182) (푞, 휂)∶ Pair(C, Ϙ)→ (C, Ϙ) 푞(푥, 푦, 훽) = 푥 , 휂 ∶ Ϙpair(푥, 푦, 훽)→ Ϙ(푥)
with 휂 ∶ Ϙpair ⇒ 푞
∗
Ϙ given by the natural projection furnished directly from the definition of Ϙpair . We then
have the follows:
7.3.5. Proposition (The generalized algebraic Thom isomorphism). For every hermitian∞-category (C, Ϙ)
the composed map
Pn(Pair(C, Ϙ))→ Fm(Pair(C, Ϙ))
(푞,휂)∗
←←←←←←←←←←←→ Fm(C, Ϙ)
is an equivalence. In particular, Poincaré objects in Pair(C, Ϙ) classify hermitian objects in (C, Ϙ).
7.3.6. Remark. Applied in the case where (C, Ϙ) is Poincaré, Proposition 7.3.5 reduces to the statement of
Proposition 2.3.17 via the identification Pair(C, Ϙ) ≃ Ar(C, Ϙ) of Examples 7.3.3.
Proposition 7.3.5 is a direct consequence of the following lemma:
7.3.7. Lemma. Let (C, Ϙ) be a hermitian∞-category. Then the functor
(푞, 휂)∗∶ He(Pair(C, Ϙ))→ He(C, Ϙ)
induced by (182) is a cartesian fibration whose fibres admit final objects. In addition, a hermitian object
(푠(푥, 푦, 훽), 푞) in Pair(C, Ϙ) is final in its fibre over He(C, Ϙ) if and only if it is Poincaré.
Given Lemma 7.3.7, the proof of Proposition 7.3.5 is immediate:
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Proof of Proposition 7.3.5. By Lemma 7.3.7 the homotopy fibres of
Pn(Pair(C, Ϙ))→ Fm(C, Ϙ)
are contractible, and so the desired result follows. 
Proof of Lemma 7.3.7. Consider the commutative square
He(Pair(C, Ϙ)) He(C, Ϙ)
Pair(C, Ϙ) C
where the vertical arrows are the defining right fibrations of He(−). Since the bottom horizontal map is a
cartesian fibration (by the construction of Pair(C, Ϙ) as a bifibration) we obtain that the composed dotted
map is a cartesian fibration, and hence we can view the top horizontal map is a map of cartesian fibrations
over Cwhose target is a right fibration. Such amap is automatically a cartesian fibration (up to equivalence),
which gives us the first claim of the lemma. We now verify that its fibres contain final objects. Let
X ∶= ∫
(푥,푦,훼)∈Pair(C,BϘ)
MapC(푥, 푦)→ Pair(C,BϘ)
be the right fibration classifying the contravariant functor (푥, 푦, 훽) ↦ MapC(푥, 푦). The defining fibre
square (179) then determines commutative square
(183)
He(Pair(C, Ϙ)) He(C, Ϙ)
X ∫ 푥∈C BϘ(푥, 푥)
Pair(C,BϘ) C
of ∞-categories in which (using the same argument as above) the vertical maps are right fibrations and
the horizontal maps are cartesian fibrations. In addition, the top square in (183) is cartesian; indeed, base
changing the right fibrations on the right from C to Pair(C,BϘ) yields a fibre square of right fibrations which
is the straightening of the defining square (179) (after taking Ω∞). It will hence suffice to show that the
fibres of the middle horizontal cartesian fibration have final objects. Fix an object (푥, 훽) ∈ ∫ 푥∈C BϘ(푥, 푥).
Then the fibre X(푥,훽) of the middle horizontal map sits in a right fibration
(184) X(푥,훽) → Pair(C,BϘ)푥 = ∫푦∈Cop BϘ(푥, 푦),
where the middle term stands for the fibre of the bottom horizontal map over 푥 ∈ C. Using the pullback
formula (171) for the mapping spaces in Pair(C,BϘ) we now calculate
X(푥,훽) = ∫(푦,훼)∈Pair(C,BϘ)푥 MapC(푥, 푦) ×BϘ(푥,푥) {훽} ≃ ∫(푦,훼)∈Pair(C,BϘ)푥 MapCop (푦, 푥) ×BϘ(푥,푥) {훽}
≃ ∫(푦,훼)∈Pair(C,BϘ)푥 MapPair(C,BϘ)푥((푥, 푦, 훼), (푥, 푥, 훽)) ≃ (Pair(C,BϘ)푥)∕(푥,푥,훽),
from which we see that the right fibration (184) is visibly represented by (푥, 푥, 훽), so that X(푥,훽) has a final
object.
To finish the proof we now need to verify that a hermitian object ((푥, 푦, 훽), 푞) in Pair(A,B, 푏) is Poincaré
if and only if it is final in the fibre. The top square in (183) being cartesian it will suffice to show that
((푥, 푦, 훽), 푞) is Poincaré if and only if its image in X is final in its fibre over ∫ 푥∈C BϘ(푥, 푥). Indeed, a
hermitian form 푞 on (푥, 푦, 훽) determines a self dual map 푞♯ ∶ (푥, 푦, 훽) → Dpair(푥, 푦, 훽) = (푦, 푥, 훽) with
components 푓 ∶ 푥 → 푦 and 푦 ← 푥∶ 푔 (the latter considered as a map from 푦 to 푥 in Cop). The form 푞 is
then Poincaré if and only if 푓 and 푔 are equivalences. But since 푞♯ is self-dual the components 푓 and 푔 are
homotopic to each other. We then get that 푞 is Poincaré if and only if the map 푔 is an equivalence. But 푔 (or
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푓 ) is exactly the image of 푞 inMap(푥, 푦) via the vertical map in the defining square (179), and so the image
of ((푥, 푦, 훽), 푞) in X is ((푥, 푦, 훽), 푔). The latter object lies over (푥, 푔∗훽) ∈ ∫ 푥∈C BϘ(푥, 푥) and corresponds to
the object
(185) [(푥, 푦, 훽)
(id,푔)
←←←←←←←←←←→ (푥, 푥, 푔∗훽)] ∈ X(푥,푔∗훽) ≃ (Pair(C,BϘ)푥)∕(푥,푥,푔∗훽)
We may then conclude that ((푥, 푦, 훽), 푞) is Poincaré if and only if 푔 is an equivalence, and so if and only
if (185) is final, as desired. 
The following almost immediate corollary of Lemma 7.3.7 will also be useful for us later:
7.3.8. Corollary. The natural transformation
휂 ∶ Ϙpair ⇒ 푞
∗
Ϙ
exhibits Ϙ∶ Cop → S푝 as the left Kan extension of Ϙpair along 푞
op ∶ Pair(C,BϘ)
op
→ Cop.
Proof. By Proposition 1.4.3 and Lemma 1.1.25 it will suffice to show that Ω∞휂 exhibits Ω∞Ϙ as the left
Kan extension of Ω∞Ϙpair . Since 푞
op is a cocartesian fibration left Kan extensions along 푞op are calculated
by colimits along the fibres. In particular, we need to show that for every 푥 ∈ C the map
colim
(푥,푦,훼)∈Pair(C,BϘ)
op
푥
Ω∞Ϙpair(푥, 푦, 훼)→ Ω
∞
Ϙ(푥),
induced by 휂, is an equivalence of spaces. Since colimits in spaces are universal it will suffice to show that
for every point 훽 ∈ Ω∞Ϙ(푥) the space
colim
(푥,푦,훼)∈Pair(C,BϘ)
op
푥
Ω∞Ϙpair(푥, 푦, 훼) ×Ϙ(푥) {훽}
is contractible. Indeed, this space can in turn be identified with the geometric realization of the fibre of
He(Pair(C, Ϙ))op → He(C, Ϙ)op over (푥, 훽), and the latter has an initial object by Lemma 7.3.7, so its real-
ization is contractible. 
We now take a closer look at the Poincaré ∞-categories of the form Pair(C, Ϙ). We wish to make the
argument that they constitute a categorical analogue of the notion of a metabolic Poincaré object, making
the passage from (C, Ϙ) to Pair(C, Ϙ) an analogue of the algebraic Thom construction. To identify further
key properties we introduce the following piece of notation:
7.3.9. Definition. Let (D,Φ) be a Poincaré∞-category and L ⊆ D a full subcategory. We will denote by
L⟂ ⊆ D the full subcategory spanned by the objects 푦 ∈ D such that BΦ(푥, 푦) = 0 for every 푥 ∈ L. We
will refer to L⟂ as the orthogonal complement of L.
Using the notion of orthogonal complements, we may identify the following additional properties held
by the full subcategory inclusion 푖∶ Cop ↪ Pair(C,BϘ):
i) The restriction of the quadratic functor Ϙpair to C
op vanishes.
ii) The inclusion 푖Cop ⊆ (푖Cop)⟂, furnished by i) above, is an equivalence.
iii) 푖 admits a right adjoint 푝∶ Pair(C,BϘ) → C
op given by (푥, 푦, 훽) ↦ 푦 (see (181) and the discussion
below it).
The validity of (i)) above is evident from the fibre square (179) defining Ϙpair . To see that (ii)) holds, note
that
BϘ(푖(푧), (푥, 푦, 훽)) = hom((0, 푧, 0), (푦, 푥, 훽)) = homCop(푧, 푥) = homC(푥, 푧),
and hence (푥, 푦, 훽) ∈ (푖Cop)⟂ if and only if 푥 = 0, i.e., if and only if (푥, 푦, 훽) ∈ 푖Cop. This motivates the
following definition:
7.3.10.Definition. Let (D,Φ) be a Poincaré∞-category and L ⊆ D a full subcategory. We will say that L
is a Lagrangian in D if it satisfies Properties (i)), (ii)) and (iii)) above. In other words, if Ϙ vanishes when
restricted toL, the orthogonal complementL⟂ ⊆ D coincides withL itself and the inclusionL ⊆ D admits
a right adjoint. We will say that a Poincaré∞-category is metabolic if it admits a Lagrangian.
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In particular, the Poincaré∞-category Pair(C, Ϙ) contains Cop as a Lagrangian. We now claim that this
property completely characterizes Poincaré∞-categories of the form Pair(C, Ϙ). To see this, let (D,Φ) be
a Poincaré ∞-category with underlying duality D, and let 푖∶ L ↪ D be a Lagrangian with right adjoint
푝∶ D → L. Let 푗 ∶ L
op
⊆ D be the inclusion sending 푧 to D(푖(푧)). Then
im(푗) = D(푖L) = D((푖L)⟂) = ker(푝),
and 푗 admits a left adjoint 푞 ∶ D → Lop given by the formula 푞(푥) = 푝(D푥).
We then have the following:
7.3.11. Proposition (Recognition principle for pairing Poincaré categories). Let (D,Φ) be a Poincaré∞-
category admitting a Lagrangian 푖∶ L ↪ D with right adjoint 푝∶ D → L, and let 푞 ∶ D ⟂ Lop ∶ 푗 and
휂 be as above. Let Π = 푞!Φ ∈ Fun
q(Lop) be the left Kan extension of Φ along 푞op ∶ Dop → L. Then there
exists a canonical diagram of hermitian∞-categories
(Lop,Π) Pair(Lop,Π) (L, 0)
(Lop,Π) (D,Φ) (L, 0)
≃
(푞,휂) (푝,0)
in which the middle vertical arrow is an equivalence of Poincaré ∞-categories. Here the projections on
the top row are the underlying bifibration (181) of Pair(Lop,BΠ) promoted to hermitian functors trivially
on the right and as in (182) on the left.
7.3.12. Remark. The recognition principle of Proposition 7.3.11 could also be formulated in the bilinear
setting of §7.2. In particular, given a stable∞-categoryD, equivalences of the formD ≃ Pair(A,B, 푏) for
(A,B, 푏) ∈ Catb correspond to fully-faithful embeddings 푖∶ B ↪ D which admit a right adjoint 푝∶ D →
B, in which caseA is recovered as the kernel of 푝, and 푏 is recovered as the restriction of the correspondence
secD ∶ D
op ×D → S of Example 7.2.4 to Aop ×B. The proof of this claim essentially amounts to the first
half of the proof of Proposition 7.3.11 below.
Proof of Proposition 7.3.11. Let Seq(D,L) ⊆ Seq(D) denote the full subcategory spanned by those exact
sequences [푦→ 푧 → 푥] such that 푦 ∈ 푖(L) and 푥 ∈ 푗(Lop). We claim that the projection
Seq(D,L)→ D [푦→ 푧→ 푥] ↦ 푧
is an equivalence. To see this, consider first the map Seq(D,L)→ Ar(D) ×D 푗(L
op) sending [푦→ 푧 → 푥]
to [푧 → 푥]. By [Lur09a, Proposition 4.3.2.15] this map is fully-faithful, with essential image the full
subcategory of Ar(D) ×D 푗(L
op) spanned by those arrows 푧→ 푥 with 푥 ∈ 푗(Lop) whose fibre lies in 푖(L).
Now since 푖(L) = ker(푞) the condition that the fibre of 푧 → 푥 lies in 푖(L) is equivalent to the condition
that 푞(푧) → 푞(푥) ≃ 푥 is an equivalence. Now the projection Ar(D) ×D 푗(L
op) → D sending 푧 → 푥 is a
cartesian fibration whose fibre over 푧 ∈ D is equivalent to the comma categoryD푧∕×C 푗(L
op). This comma
category is equivalent by adjunction to Lop
푞(푧)∕
, and the above condition shows that under this equivalence
the full subcategory Seq(D,L) ⊆ Ar(D) ×D 푗(L
op) consists of exactly those objects which are initial in
their fibres. The projection Seq(D,L)→ D is consequently an equivalence.
We note that under the equivalence between bifibrations and correspondences, base changes on the carte-
sian side correspond the restriction along the first entry, while base changes on the cocartesian side corre-
spond to base changes in the second entry. In particular, wemay identifySeq(D,L)with Pair(Lop,L, (seqD)|L×L)
as full subcategories of Pair(D,D, seqD), and so the projections
Lop Seq(D,L) L
푥 [푦→ 푧 → 푥] 푦
form a bifibration classified by the restricted correspondence (seqD)|L×L ∶ L × L→ S. Under this equiv-
alence Seq(D,L) ≃ D these projections correspond to adjoints 푝∶ D → L and 푞 ∶ D → Lop to the
inclusions 푖∶ L↪ D and 푗 ∶ Lop ↪ D. We now observe that for 푥 ∈ Lop and 푦 ∈ L we have
seqD(푥, 푦) ≃ Ω homD(Ω푗(푥),Σ푖(푦)) ≃ Ω homD(Ω푗(푥),ΣD푗(푦)) ≃ ΩBΦ(Ω푗(푥),Ω푗(푦))
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and so if we let Π∶ L → S푝 be the quadratic functor given by the formula Π(푧) = ΩΦ(Ω푗(푧)) then we
obtain an equivalence
D ≃ Pair(Lop,BΠ)
on the level of stable∞-categories, which is compatible with the inclusions from and projections to L and
Lop on both sides.
We now address the comparison of the Poincaré structures. For every 푥 ∈ D the unit of 푖 ⊣ 푝 and counit
of 푞 ⊣ 푗 yield a sequence
(186) 푖푝(푥)→ 푥→ 푗푞(푥)
whose composite admits an essentially unique null-homotopy, since 푗푞(푥) ∈ ker(푝) and hence homC(푖푝(푥), 푗푞(푥)) =
homL(푝(푥), 푝푗푞(푥)) = 0. This null-homotopy exhibits (186) as exact. Indeed, this sequence maps to an
exact sequence by both 푝 and 푞 and these two functors are jointly conservative since ker(푝) ∩ ker(푞) ≃
im(푗) ∩ ker(푞) = 0. Since Φ(푖푝(푥)) = 0 the shifted exact sequence Ω푗푞(푥) → 푖푝(푥) → 푥 determines an
exact square
Φ(푥) ΩΦ(Ω(푗푞(푥))
ΩBΦ(푖푝(푥),Ω푗푞(푥)) ΩBΦ(Ω푗푞(푥),Ω푗푞(푥))
which, having set Π(푧) = ΩΦ(Ω푗(푧)), we can write as
(187)
Φ(푥) Π(푞(푥))
BΦ(푖푝(푥), 푗푞(푥)) BΠ(푞(푥)) .
Comparing the exact square (187) with the exact square (179) we then conclude that the equivalenceD ≃
Pair(Lop,BΠ) refines to an equivalenceof Poincaré∞-categories (D,Φ) ≃ Pair(L
op,Π). By Corollary 7.3.8
we then get that the natural transformationΦ ⇒ 푞∗Π furnished by the top row of the square (187) exhibits
Π as the left Kan extension of Φ along 푞op ∶ Dop → L. We hence an equivalence
(D,Φ) ≃ Pair(L, 푞!Φ) = Pair(L
op,Π)
compatible with the projections to (and hence also the embedding of) the∞-categoriesL and Lop on both
sides. 
Given a Poincaré∞-category (D,Φ) admitting a Lagrangian L D
⟂
푝
with associated projection
푞 = 푝D∶ D → Lop, Proposition 7.3.11 yields an equivalence of Poincaré∞-categories
(188) (D,Φ) ≃ Pair(Lop, 푞!Φ).
In particular, the association (C, Ϙ)↦ Pair(C, Ϙ) takes values in metabolic Poincaré∞-categories, and every
metabolic Poincaré∞-category is obtained in this manner.
In what follows, it will be useful to observe that the hermitian structure Π ∶= 푞!Φ on L
op can also be
recovered using the inclusion 푗 ∶ Lop → D right adjoint to 푞. To avoid a potential confusion we emphasize
thatΠ does not coincide with the restriction ofΦ along 푗. Instead, letΠpair(푥, 푦, 훽) = Π(푥)×B(푥,푥)hom(푥, 푦)
be the quadratic functor on Pair(Lop,Π) as in Construction 7.3.1. Under the equivalence (188) the functor
푗 ∶ Lop ↪ D sends 푥 to (푥, 0, 0) ∈ Pair(Lop,Ψ) and we have
(189) Φ(푗(푥)) = Πpair(푥, 0, 0) = Π(푥) ×BΠ(푥,푥) hom(푥, 0) = f ib[Π(푥)→ BΠ(푥, 푥)] ≃ ΣΠ(Σ푥).
where the last equivalence is issued from Lemma 1.1.19 and Example 1.1.21. It will consequently be
convenient to introduce the following terminology:
7.3.13. Definition. Let C be a stable ∞-category and Ϙ a quadratic functor on C. We will denote by
Ϙ
[휎](푥) ∶= ΩϘ(Ω푥) and Ϙ[−휎](푥) ∶= ΣϘ(Σ푥) the quadratic functors obtained by pre- and post-composing
with Ω and Σ, respectively. We note that the operations Ϙ ↦ Ϙ[휎] and Ϙ ↦ Ϙ[−휎] are inverse to each other,
and in particular adjoint (in both directions). By Lemma 1.1.19 we have natural equivalences
Ϙ
[−휎](푥) ≃ f ib[Ϙ(푥)→ BϘ(푥, 푥)] and Ϙ(푥) ≃ f ib[Ϙ
[휎](푥)→ BϘ[휎] (푥, 푥)],
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yielding in particular a natural transformation Ϙ ⇒ Ϙ[휎] and an adjoint transformation Ϙ[−휎] ⇒ Ϙ.
7.3.14.Remark. For a hermitian∞-category (C, Ϙ), the underlying symmetric bilinear form of Ϙ[휎] is given
by (푥, 푦) ↦ ΩB(Ω푥,Ω푦) ≃ Σ휎B(푥, 푦), where Σ휎 is the operation of tensoring by the sign representation
sphere, see discussion in §3.4. In other words,BϘ[휎] has as underlying bilinear form ΣBϘ, but the symmetric
structure is twisted by a sign, see Remark 3.4.3. Similarly, BϘ[−휎] = Σ
−휎BϘ = Ω
휎BϘ has underlying bilinear
form ΩB, but the symmetric structure is twisted by a sign.
The identification (189) can then be succinctly stated as 푗∗Φ ≃ Π[−휎] = 푞!Φ
[−휎], or equivalently, 푗!Φ ≃
푗∗Φ[휎]. We may summarize this discussion by extending (188) to
(190) (D,Φ) ≃ Pair(Lop, 푞!Φ) ≃ Pair(L
op, 푗∗Φ[휎]).
We now use the pairing construction in order to form left and right adjoints to the forgetful functor
Catp∞ → Cat
h
∞.
7.3.15. Proposition. For every hermitian∞-category (C, Ϙ) and Poincaré∞-category (E,Ψ), the map
(191) MapCatp∞((E,Ψ), Pair(C, Ϙ))→ MapCath∞
((E,Ψ),C)
induced by post-composition with the hermitian functor (푞, 휂)∶ Pair(C, Ϙ) → (C, Ϙ) of (182), is an equiv-
alence of spaces. In particular, the association (C, Ϙ) ↦ Pair(C, Ϙ) assembles to form a functor Cath∞ →
Catp∞ which is right adjoint to Cat
p
∞ → Cat
h
∞.
7.3.16. Remark. Though one can show directly that the association (C, Ϙ) ↦ Pair(C, Ϙ) organizes into
a functor Cath∞ → Cat
p
∞, Proposition 7.3.15 is formulated in a way that does not require knowing this
in advance, and on the other hand implies this functoriality via general principles of adjunctions; indeed,
knowing that the comma categoryCatp∞×Cath∞
(Cath∞)∕(C,Ϙ) has a final object is enough to imply the existence
of the desired adjoints, which then must coincide with the given formula on objects.
7.3.17. Remark. In the situation of Proposition 7.3.15, if (C, Ϙ) is also Poincaré then we have a natural
equivalence Pair(C, Ϙ) ≃ Ar(C, Ϙ) (see Example 7.3.3iii)) under which the hermitian functor of (182) be-
comes the domain projectionAr(C, Ϙ)→ (C, Ϙ). The unit of the adjunction furnished by Proposition 7.3.15
then corresponds to the essentially unique Poincaré functor (C, Ϙ)→ Ar(C, Ϙ) for which the composite with
the domain projection is the identity on (C, Ϙ). In particular, the unit must coincide with the fully-faithful
inclusion
(C, Ϙ)→ Ar(C, Ϙ) 푥↦ [id∶ 푥 → 푥]
endowed with the natural equivalence Ϙ(푥) ≃ Ϙar([id∶ 푥 → 푥]).
7.3.18.Remark. By [Lur17, Corollary 7.3.2.7] the functor Pair(−) inherits a lax symmetricmonoidal struc-
ture by virtue of being right adjoint to the symmetric monoidal functor 휄∶ Catp∞ → Cat
h
∞ (see Theo-
rem 5.2.7). In particular, the adjunction 휄 ⊣ Pair(−) of Proposition 7.3.15 is a symmetric monoidal adjunc-
tion. It then follows from the equivalence of Example 7.3.3(ii) that the functor Ar(−)∶ Catp∞ → Cat
p
∞ is
lax symmetric monoidal as well.
7.3.19. Remark. In the situation of Proposition 7.3.15, if (E,Ψ) = (E, Ϙq
B
) is the quadratic Poincaré ∞-
category associated to a symmetric bilinear form B ∈ Funs(E), then by Propositions 7.2.16 and 7.2.17 the
arrow (191) identifies with the arrow
MapCatps∞
((E,B), (Pair(C,BϘ),Bpair)) → MapCatsb∞
((E,B), (C,BϘ)),
and so we may conclude that the association (C,B) ↦ (Pair(C,B),Bpair) assembles to form a right ad-
joint to the inclusion Catps
∞
→ Catsb
∞
. Identifying Catps
∞
with (Catex
∞
)hC2 via Corollary 7.2.15 and using
Lemma 7.3.2 we may also reformulate this as saying that the association (C,B)↦ (Pair(C,B),Dpair) gives
a right adjoint to the functor (Catex∞)
hC2 → Catsb∞ sending (C,D) to (C,BD). This last conclusion could also
be obtained from the opposite direction by showing that the association (A,B,B) ↦ Pair(A,B,B) gives
a C2-equivariant right adjoint to the functor Cat
ex
∞ → Cat
b sending C to (C,C, 푚C), and hence induces a
right adjoint on the level of C2-fixed objects on both sides. In fact, Pair(−,−,−) being right adjoint to
C ↦ (C,C, 푚C) is a statement that holds also in the non-stable setting and can be proven using the setting
of bifibrations as described in §7.1. Alternatively, an argument in the stable setting can be mounted along
the lines of the proof of Proposition 7.3.15 below, using Remark 7.3.12 in place of Proposition 7.3.11.
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Proof of Proposition 7.3.15. Fix a hermitian∞-category (C, Ϙ) and a Poincaré∞-category (E,Ψ), and let
(D,Φ) ∶= Funex((E,Ψ), Pair(C, Ϙ)) = (Funex(E, Pair(C,BϘ)), nat
Ψ
Ϙpair
)
be the corresponding internal homPoincaré∞-category constructed in §6.2. Wewill use Proposition 7.3.11
in order to identify (D, Ϙ) with the pairing Poincaré∞-category associated to the internal hom hermitian
∞-category Funex((E,Ψ), (C, Ϙ)) ∶= (Funex(E,C), natΨ
Ϙ
), thus reducing Proposition 7.3.15 to the algebraic
Thom isomorphism of Proposition 7.3.5. Indeed, define
L ∶= Funex(E,Cop)
and let 푖∗ ∶ L → D stand for post-composition with 푖∶ C
op
↪ Pair(C,BϘ). Since 푖 is fully-faithful and
admits a right adjoint 푝∶ Pair(C,BϘ) → C
op we have that 푖∗ is fully-faithful and admits a right adjoint
푝∗ ∶ D → L obtained by post-composing with 푝. In addition, the restriction of Φ = nat
Ψ
Ϙpair
to L van-
ishes because if 푓 ∶ E → Pair(C,BϘ) is an exact functor which factors through C
op then 푓 ∗Ϙpair = 0
(since Ϙpair vanishes on C
op) and so natΨ
Ϙpair
(푓 ) = nat(Ψ, 푓 ∗Ϙpair) ≃ 0. Finally, the orthogonal complement
L⟂ ⊆ D consists of those exact functors 푓 ∶ E → Pair(C,BϘ) such that 푝∗DD(푓 ) = 0, that is, such that
푝Dpair푓DE(푥) = 0 for every 푥 ∈ E. This is just equivalent to saying that 푓 takes values in the orthogonal
complement (푖Cop)⟂, which coincides with 푖Cop itself since 푖Cop is a Lagrangian. We may then conclude
that L is a Lagrangian in D.
Now, if we identify Lop = Funex(E,Cop)op = Funex(Eop,C) with Funex(E,C) via pre-composition with
the duality of E, then the inclusion Lop → D sending 푓 to DD(푖∗푓 ) identifies with 푓 ↦ 푗∗푓 , where 푗∗
denotes post-compositionwith 푗 ∶ C↪ Pair(C,BϘ). The left adjoint of 푗∗ is then given by post-composition
with 푞 ∶ Pair(C,BϘ) → C, which we denote by 푞∗. Let Π = (푞∗)!Φ ∈ Fun
q(Lop) be the quadratic functor
obtained by left Kan extending Φ along 푞∗ ∶ D → L
op. As in (190) we may also identify Π with the
quadratic functor Π(푔) = Φ[휎](푗푔). We may then compute
Π(푔) = Φ[휎](푗푔) ≃ nat(Ψ, 푔∗푗∗Ϙ[휎]
pair
) ≃ nat(Ψ, 푔∗Ϙ),
and identify the natural map
Φ(푓 ) → Π(푞푓 )
for 푓 ∈ D with the map
휂∗ ∶ nat(Ψ, 푓
∗
Ϙpair)→ nat(Ψ, 푓
∗푞∗Ϙ)
obtained post-composition with 푓 ∗휂 ∶ 푓 ∗Ϙpair ⇒ 푓
∗푞∗Ϙ. Invoking Proposition 7.3.11 we now get an iden-
tification
Funex((E,Ψ), (C, Ϙ)) Pair(Funex((E,Ψ), (C, Ϙ))) (Fun(E,Cop), 0)
Funex((E,Ψ), (C, Ϙ)) Funex((E,Ψ), Pair(C, Ϙ)) (Funex(E,Cop), 0)
≃
(푞∗,휂∗) (푝∗ ,0)
of (D,Φ) ∶= Funex((E,Ψ), Pair(C, Ϙ)) as the pairings poincaré category of the hermitian ∞-category
Funex((E,Ψ), (C, Ϙ)), under which the associated cartesian fibration
Pair(Funex((E,Ψ), (C, Ϙ)))→ Funex((E,Ψ), (C, Ϙ))
identifies with post-composition with (푞, 휂)∶ Pair(C, Ϙ)→ (C, Ϙ). Proposition 7.3.15 consequently follows
from Proposition 7.3.5. 
To obtain a left adjoint to the forgetful functor Catp∞ → Cat
h
∞ we first promote 푗 to a hermitian functor
(192) (푗, 휗)∶ (C, Ϙ[−휎]) → Pair(C, Ϙ) 푗(푥) = (푥, 0, 0) , 휗∶ Ϙ[−휎](푥) ≃ Ϙpair(푗(푥)).
see Definition 7.3.13.
7.3.20. Proposition. For every Poincaré∞-category (E,Ψ), the map
(193) MapCatp∞ (Pair(C, Ϙ), (E,Ψ))→MapCath∞
((C, Ϙ[−휎]), (E,Ψ))
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induced by pre-composition with (192), is an equivalence of spaces. In particular, substituting Ϙ[휎] instead
of Ϙ we deduce that the association (C, Ϙ)↦ Pair(C, Ϙ[휎]) assembles to form a functor Cath∞ → Cat
p
∞ which
is left adjoint to the forgetful functor Catp∞ → Cat
h
∞.
7.3.21. Remark. In the situation of Proposition 7.3.20, if (C, Ϙ) is also Poincaré then by Example 7.3.3iii)
we have a natural equivalence
Pair(C, Ϙ[휎]) ≃ Ar(C, Ϙ[휎]) ≃ Met(C, Ϙ◦Ω) ≃ Met(C, Ϙ),
where the second equivalence covers the exact functor [푤 → 푥] ↦ [Ω푤 → Ω푥]. Under this equivalence
the hermitian functor (192) becomes the inclusion
tr iv∶ (C, Ϙ)→ Met(C, Ϙ) 푥 ↦ [0→ 푥].
The counit of the adjunction furnished by Proposition 7.3.20 then corresponds to the essentially unique
Poincaré functorMet(C, Ϙ)→ (C, Ϙ) for which the pre-composingwith this unit gives the identity on (C, Ϙ).
In particular, the counit must coincide with the projection
met ∶ Met(C, Ϙ)→ (C, Ϙ) [푤→ 푥]↦ 푥,
of Lemma 2.3.7.
7.3.22. Remark. For a Poincaré ∞-category (C, Ϙ), applying the functor Pair(−, (−)[휎]) to the canonical
hermitian functors (C, Ϙ)→ (C, 0) and (C, 0)→ (C, Ϙ) yields, using Remark 7.3.21, the Poincaré functors
dlag∶ Met(C, Ϙ)→ Hyp(C)
and
dcan∶ Hyp(C, Ϙ)→ Met(C)
of Construction 2.3.8, respectively. This gives, in particular, a certain abstract justification for the appear-
ance of these Poincaré functors.
7.3.23.Remark. It follows fromProposition7.3.20 andRemark 7.3.21 that the association (C, Ϙ)↦ Met(C, Ϙ)
carries the structure of a comonad on Catp∞, with the Poincaré functors met ∶ Met(C, Ϙ) → (C, Ϙ) assem-
bling to form the counit of this monad. A formal consequence of this which we record here for later use is
that the resulting comultiplication Poincaré functorMet(C, Ϙ) → Met(Met(C, Ϙ)) gives a section for either
of the two projections
Met(Met(C, Ϙ))→ Met(C, Ϙ),
the first being the counit evaluated at Met(C, Ϙ) and the second obtained by applying Met to the counit
evaluated at (C, Ϙ).
7.3.24. Remark. In the situation of Proposition 7.3.20, if (E,Ψ) = (E, Ϙs
B
) is the symmetric Poincaré ∞-
category associated to a symmetric bilinear form B ∈ Funs(E), then by Propositions 7.2.16 and 7.2.17 and
Remark 7.3.14, the arrow (193) identifies with the arrow
MapCatps∞
((Pair(C,Σ휎BϘ),Bpair), (E,B))→ MapCatsb∞
((C,BϘ), (E,B)).
As in Remark (7.3.19) we may then conclude that the association (C,B) ↦ (Pair(C,Σ휎B),Dpair) assembles
to form a left adjoint to the functor (Catex∞)
hC2 → Catsb∞ sending (C,D) to (C,C, 푚C). This conclusion
could also be obtained differently by showing first that the association (A,B,B) ↦ Pair(A,B,ΣB) gives
C2-equivariant left adjoint to the functor Cat
ex
∞ → Cat
b sending C to (C,C, 푚C) (though the C2-equivariant
structure here involves a somewhat subtle sign). The last claim can be proven using an argument similar to
that of the proof of Proposition 7.3.20 below, by replacing the recognition principle of Proposition 7.3.11
by its bilinear version (see Remark 7.3.12). We leave the details to the motivated reader.
Proof of Proposition 7.3.20. Fix a hermitian∞-category (C, Ϙ) and a Poincaré∞-category (E,Ψ), and let
(D,Φ) ∶= Funex(Pair(C, Ϙ), (E,Ψ)) = (Funex(Pair(C,BϘ),E), nat
Ϙpair
Ψ
)
be the corresponding internal hom Poincaré∞-category. As in the proof of Proposition 7.3.15 we will use
Proposition 7.3.11 in order to identifyD with a pairing Poincaré∞-category associated to the internal hom
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hermitian∞-category Funex((C, Ϙ), (E,Ψ)) ∶= (Funex(C,E), natϘ
Ψ
), thus reducing Proposition 7.3.15 to the
algebraic Thom isomorphism of Proposition 7.3.5. For this, define
L ∶= Funex(Cop,E)
and let 푝∗∶ L → D stand for pre-composition with 푝∶ Pair(C,BϘ) → C
op. Since 푝 has a fully-faithful
left adjoint 푖∶ Cop → Pair(C,BϘ) we get that 푝
∗ is fully-faithful and admits a right adjoint 푖∗∶ D → L
given by pre-composition with 푖. In addition, the restriction of Φ = nat
Ϙpair
Ψ
to L vanishes because if
푓 = 푔◦푝∶ Pair(C,BϘ)→ E for some 푔 ∶ C
op
→ E then
nat(Ϙpair , 푓
∗Ψ) = nat(Ϙpair , 푝
∗푔∗Ψ) = nat(푝!Ϙpair , 푔
∗Ψ) = nat(푖∗Ϙpair , 푔
∗Ψ) = 0
where the identification 푝!Ϙpair ≃ 푖
∗
Ϙpair is since 푖
op is right adjoint to 푝op. Finally, the orthogonal comple-
mentL⟂ ⊆ D consists of those exact functors푓 ∶ Pair(C,BϘ) → E such that 푖
∗DD(푓 ) = 0, that is, such that
DE푓Dpair(푖(푥)) = 0 for every 푥 ∈ C
op. This is just equivalent to saying that 푓 vanishes on im(푗) = ker(푝),
which is equivalent to saying that 푓 factors through 푝. We may then conclude that L is a Lagrangian inD.
Let us now identify Lop = Funex(Cop,E)op = Funex(C,Eop) with Funex(C,E) via post-composition with
the duality of E. Then the inclusion Lop → D sending 푓 to DD(푝
∗푓 ) identifies with 푓 ↦ 푞∗푓 , where
푞∗ denotes pre-composition with the cartesian projection 푞 ∶ Pair(C,BϘ) → C, and left adjoint of 푞
∗ is
given by pre-composition 푗∗ with 푗 ∶ C → Pair(C,BϘ). Let Π ∶= (푗
∗)!Ψ ∈ Fun
q(Lop) be the quadratic
functor obtained by left Kan extension Ψ along 푗∗ ∶ D → Lop, so that by (190) we can also write as
Π(푔) = Φ[휎](푞∗(푔)) for 푔 ∈ Lop = Funex(C,E). Using Corollary 7.3.8 we then compute
Π(푔) = Φ[휎](푔푞) ≃ nat(Ϙpair , 푞
∗푔∗Ψ[휎]) ≃
≃ nat(푞!Ϙpair , 푔
∗Ψ[휎]) ≃ nat(Ϙ, 푔∗Ψ[휎]) ≃ nat(Ϙ[−휎], 푔∗Ψ).
The canonical map
Φ(푓 ) → Π(푓푗)
for 푓 ∈ D then identifies with the map
휗∗ ∶ nat(Ϙpair , 푓
∗Ψ) → nat(Ϙ[−휎], 푗∗푓 ∗Ψ)
obtained by restricting along 푗 using the equivalence 휃 ∶ Ϙ[−휎] ≃ 푗∗Ϙpair . Invoking Proposition 7.3.11 we
now get an identification
Funex((C, Ϙ[−휎]), (E,Ψ)) Pair(Funex((C, Ϙ[−휎]), (E,Ψ))) (Fun(Cop,E), 0)
Funex((C, Ϙ[−휎]), (E,Ψ)) Funex(Pair(C, Ϙ), (E,Ψ)) (Funex(Cop,E), 0)
≃
(푗∗,휗∗) (푖∗ ,0)
of (D,Φ) ∶= Funex(Pair(C, Ϙ), (E,Ψ)) as the pairings poincaré category of the hermitian ∞-category
Funex((C, Ϙ[−휎]), (E,Ψ)), under which the associated cartesian fibration
Pair(Funex((C, Ϙ[−휎]), (E,Ψ)))→ Funex((C, Ϙ[−휎]), (E,Ψ))
identifies with pre-composition with (푗, 휗)∶ (C, Ϙ) → Pair(C, Ϙ). Proposition 7.3.15 consequently follows
from Proposition 7.3.5. 
We take the point of view that the functor (C, Ϙ) ↦ Pair(C, Ϙ[휎]) is a categorical analogue of the al-
gebraic Thom construction studied in §2.3. Recall that the latter takes a hermitian object and returns a
metabolic Poincaré object with respect to a shifted Poincaré structure. In the algebraic setting we saw that
this association determines an equivalence
Fm(C, Ϙ) ≃ Pn휕(C, Ϙ[1])
between hermitian object in (C, Ϙ) and Poincaré objects in (C, Ϙ[1]) equipped with a prescribed Lagrangian.
To make the categorical analogue complete we would like to argue that Pair(−) determines an equivalence
between Cath∞ and a suitable∞-category whose objects are Poincaré∞-categories (D,Φ) equipped with a
Lagrangian L ⊆ D, and whose maps are Poincaré functors which preserve the given Lagrangians. While
we will not make this completely precise, the gist of this claim amounts to the following two facts:
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i) The essential image of the functor (C, Ϙ) ↦ Pair(C, Ϙ[휎]) consists of the metabolic Poincaré ∞-
categories. This follows from Proposition 7.3.11.
ii) Given two hermitain∞-categories (C, Ϙ), (C′, Ϙ′), Poincaré functors
Pair(C, Ϙ[휎]) → Pair(C′, Ϙ′
[휎]
)
sending the LagrangianCop ⊆ Pair(C, Ϙ[휎]) to the LagrangianC′op ⊆ Pair(C, Ϙ[휎]) are in bijection with
hermitian functors (C, Ϙ) → (C′, Ϙ′). Indeed, by Proposition 7.3.15 Poincaré functors Pair(C, Ϙ[휎]) →
Pair(C′, Ϙ′[휎]) correspond to hermitian functors (C, Ϙ) → Pair(C′, Ϙ′[휎]), and such a hermitian functor
takes values in the full subcategory C′ ⊆ Pair(C′, Ϙ′[휎]) if and only if the corresponding Poincaré
functor Pair(C, Ϙ[휎]) → Pair(C′, Ϙ′[휎]) sends C to C′, which is equivalent to sending the Lagrangian
Cop ⊆ Pair(C, Ϙ[휎]) to the Lagrangian C′op ⊆ Pair(C′, Ϙ′[휎]) since C and Cop are two full subcategories
of Pair(C,BϘ) which are switched by the duality, and the same holds for C
′ and C′op.
7.4. Genuine semi-additivity and spectralMackey functors. In this section we will explain how various
categorical structures appearing in the theory of Poincaré∞-categories can be neatly encoded in framework
of C2-categories and Mackey functors, as developed by Barwick and collaborators in the setting of param-
eterized higher category theory, see [Bar17], [BDG+16], [Nar16], [Sha18]. The material of this section,
and in particular the hyperbolic Mackey functor constructed in Corollary 7.4.18 below, will form the basis
to the formation of the real K-theory spectrum in Paper [II].
To begin, let퐎C2 be the orbit category ofC2, that is, the category of transitiveC2-sets andC2-equivariant
maps. We note that퐎C2 has two objects,C2∕C2 =∗ andC2∕푒 = C2, such that∗ is terminal,Hom퐎C2
(C2,C2) =
C2 and there are no maps from ∗ to C2. A C2-category is by definition a cocartesian fibration
휋∶ E→ 퐎
op
C2
,
which by the straightening-unstraightening equivalence is the same data as a functor퐎op
C2
→ Cat∞. A C2-
functor between C2-categories is then a functor over퐎C2 which preserves cocartesian edges. We note that
by the above explicit description of퐎C2 we see that it is isomorphic to the categorical cone on the category
BC2. As a result, the data of a functor 퐎
op
C2
→ C2 is equivalent to that of an∞-category E∗ (the image of
the “cone point” ∗), an∞-category EC2 with C2-action (the image of C2 with the C2-action induced by its
automorphisms) and a C2-equivariant map E∗ → EC2 where the domain is considered with the trivial C2-
action. Since Cat∞ admits limits the data of a C2-equivariant map E∗ → EC2 can equivalently be encoded
via a map E∗ → E
hC2
C2
.
7.4.1. Example. If C is an∞-category with a C2-action then we can right Kan extend the functor BC2 →
Cat∞ encoding this action to a functor퐎
op
C2
→ Cat∞, which we can then straighten to obtain a C2-category
E → 퐎
op
C2
with fibres EC2 ≃ C and E∗ ≃ C
hC2 , and structure map E∗ → E
hC2
C2
the identity. This construction
embeds Fun(BC2,Cat∞) as a full subcategory of C2-categories.
7.4.2. Example. In the situation of Example 7.4.1, if C is of the form D × D with the flip action then
ChC2 ≃ D and the C2-equivariant functor E∗ → EC2 is the diagonalD → D ×D.
The examples we will be interested in are the following:
7.4.3. Examples.
i) For a stable∞-categoryC the functor of taking symmetric bilinear partsB(−) ∶ Fun
q(C)→ Funs(C) =
Funb(C)hC2 determines a C2-category
Funq(C)→ 퐎
op
C2
whose fibre over ∗ is Funq(C) and whose fibre over C2 is Fun
b(C).
ii) The functor Cath∞ → Cat
sb
∞ = (Cat
b)hC2 sending a hermitian ∞-category (C, Ϙ) to its underlying
symmetric category (C,B) determines a C2-category
Cath → 퐎
op
C2
whose fibre over ∗ is Cath∞ and whose fibre over C2 is Cat
b.
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iii) The functor Catp∞ → Cat
ps
∞ = (Cat
ex
∞)
hC2 sending a Poincaré ∞-category (C, Ϙ) to its underlying
∞-category with perfect duality determines a C2-category
Catp → 퐎
op
C2
whose fibre over ∗ is Catp∞ and whose fibre over C2 is Cat
ex
∞.
For aC2-categoryE → 퐎
op
C2
one may consider the C2-variants of the usual notions of limits and colimits,
defined for a given C2-functor 푝∶ I → E. If I → 퐎
op
C2
is equivalent to a projection 퐾 × 퐎op
C2
→ 퐎
op
C2
for
some 퐾 then a C2-colimit of 푝∶ I → E is given by a cocartesian section 푠∶ 퐎
op
C2
→ E together with
a natural transformation 휂 ∶ 푝 ⇒ 푠|퐾 which exhibits 푠 as a colimit fibrewise, and dually for limits. For
example, a C2-initial object is given by a section 푠∶ 퐎
op
C2
→ C which is fibrewise initial. We shall refer to
these as fibrewise C2-colimits. By [Nar16, Proposition 2.11] a C2-category E has all fibrewise C2-colimits
indexed by 퐾 × 퐎op
C2
→ 퐎
op
C2
if and only if the fibres EC2 and E∗ both have 퐾-indexed colimits and the
functor E∗ → EC2 preserves퐾-indexed colimits. In particular, all the examples in 7.4.3 have all fibrewise
C2-limits and C2-colimits, since in all three cases the individual fibres have all limits and colimits and the
cocartesian transition functor preserves all limits and colimits.
For an indexing C2-category I → 퐎
op
C2
which is not of the form 퐾 ×퐎op
C2
the notion of a C2-colimit is a
bit more involved. The underlying data is still given by that of 푠 and 휂, but the condition these are required
to satisfy is more complicated, and is neither weaker nor stronger than being a fibrewise colimit. To avoid a
technical digression let us avoid giving the general definition, referring the reader to [Sha18, Definition 5.2].
The simplest type of non-fibrewise C2-(co)limits are finite C2-(co)products, and these will be the only type
of non-fibrewiseC2-(co)limits that we will consider here. These are C2-(co)limits indexed by finite C2-sets,
that is, C2-categories I → 퐎
op
C2
which are finite direct sums of corepresentable left fibrations. Explicitly,
these are encoded by the data of two finite sets 퐴,퐵, a C2-action on 퐵, and an injective C2-equivariant map
퐴 → 퐵. We may then decompose them as a disjoint union of the finite C2-set [∗→∗] (standing for the
left fibration over 퐎op
C2
corepresented by ∗) and the finite C2-set [∅ → C2] (standing for the left fibration
corepresented by C2)).
We wish to verify that our examples of interest 7.4.3 all have finite C2-products and coproducts. For
this we will use a convenient criterion from [Nar16]. Before we can state it, we point out the following
observation: if E → 퐎op
C2
is a C2-category with associated C2-equivariant functor 푓 ∶ E∗ → EC2 , and
푔 ∶ EC2 → E∗ is a left or right adjoint to 푓 , then 푔 inherits a canonical C2-equivariant structure. In fact, the
entire adjunction carries a C2-action, so that the unit and counit are C2-equivariant natural transformations.
This essentially follows from the uniqueness of adjoints given their existence. Otherwise put, the functor
that forgets an adjunction to its left adjoint is fully-faithful and hence any C2-action can be lifted along it.
One can also see this as follows. If 푓 admits a right adjoint then the cocartesian fibration E → 퐎op
C2
is also
locally cartesian (since C2 →∗ is the only arrow that is not an isomorphism in 퐎C2), and hence a cartesian
fibration. This cartesian fibration then encodes the data of a C2-equivariant functor EC2 → E∗, which is
right adjoint to 푓 . If a left adjoint to 푓 is considered then the same argument can be made using the dual
cartesian fibration Ê→ 퐎C2 , that is, the cartesian fibration classified by the same functor as E → 퐎
op
C2
.
The following lemma is just an adaptation of [Nar16, Proposition 2.11] to the case at hand:
7.4.4.Lemma. Let E → 퐎C2 be a C2-category with such that the fibres EC2 ,E∗ admit finite coproducts and
the functor E∗ → EC2 preserves finite coproducts. Write 휎 ∶ EC2 → EC2 for the action of the generator of
C2. Then the following are equivalent:
i) E admits all finite C2-coproducts.
ii) E admits C2-colimits for C2-diagrams indexed by the corepresentable C2-set [∅→ C2].
iii) The functor 푓 ∶ E∗ → EC2 admits a left adjoint 푔 ∶ EC2 → E∗ such that for 푥 ∈ EC2 the map
푥
∐
휎(푥)→ 푓푔(푥)
adjoint to the fold map 푔(푥
∐
휎(푥)) ≃ 푔(푥)
∐
푔(휎(푥)) ≃ 푔(푥)
∐
푔(푥)→ 푔(푥) is an equivalence.
Proof. The equivalence of i) and ii) follows from the fact that under the assumptions of the lemmaE → 퐎C2
has fibrewise products by [Nar16, Proposition 2.11] and so the existence of C2-coproducts follows from the
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case of the corepresentable ones. The copresentable C2-set [∗→∗] trivially has a C2-colimit, and so the
equivalence of i) and ii) follows. The equivalence of i) and iii) follows from [Nar16, Proposition 2.11]
since iii) is simply a reformulation of the Beck-Chevalley criterion given there in the case of the unique
non-invertible edge C2 →∗ of퐎C2 . 
7.4.5. Remark. Lemma 7.4.4 has a dual version which is proven exactly the same way. It says that E has a
all finite C2-products if and only if it has C2-limits for diagrams indexed by [∅→ C2], and that the latter is
equivalent to 푓 having a right adjoint 푔 ∶ EC2 → E∗ such that for 푥 ∈ EC2 the map
푓푔(푥)→ 푥 × 휎(푥)
adjoint to the diagonal 푔(푥)→ g(푥) × 푔(푥) ≃ 푔(푥) × 푔(휎(푥)) ≃ 푔(푥 × 휎(푥)) is an equivalence.
7.4.6. Remark. Diagrams in E indexed by [∅ → C2] are determined by the data of an object 푥 ∈ EC2 .
When the equivalent conditions of Lemma 7.4.4 hold then the C2-coproduct of such a diagram is given by
the cocartesian section 푠∶ 퐎C2 → E whose value at ∗ is 푔(푥) and whose value at C2 is 푥
∐
휎(푥). The
existence of such a cocartesian section is insured by iii) above. Similarly, the C2-product of such a diagram,
when exists, is given by a cocartesian section 푠∶ 퐎C2 → E whose value at ∗ is 푔(푥) and whose value at C2
is 푥 × 휎(푥).
7.4.7. Example. In the situation of Example 7.4.2, the resulting C2-category E → 퐎
op
C2
has finite products
(resp. coproducts) if and only if D has finite products (resp. coproducts).
7.4.8. Proposition. The C2-categories of Examples 7.4.3 all have finite C2-products and coproducts.
Proof. We will use the criterion of Lemma 7.4.4. For this we first verify that the fibres over C2 and ∗ have
finite (co)products. In Example i) the fibres are stable, and in particular admit finite products and coproducts.
For Example ii) the existence of limits of colimits is established in Proposition 6.1.2 andRemark 7.2.5, while
for Example iii) it is established in Proposition 6.1.1 and Proposition 6.1.4. We now verify that all three
examples satisfy Criterion iii) of Lemma 7.4.4. In the case of Example i) it follows from Lemma 1.1.7 and
Remark 1.1.18 that the functor B ↦ BΔ gives both a left and a right adjoint to the bilinear part functor
Ϙ ↦ BϘ. Unwinding the definitions, we now need to verify that for B ∈ Fun
b(C) the maps
B(푥, 푦)⊕ B(푦, 푥)→ f ib[B(푥 ⊕ 푦) → B(푥, 푥)⊕ B(푦, 푦)]
and
cof[B(푥, 푥)⊕ B(푦, 푦) → B(푥 ⊕ 푦)] → B(푥, 푦)⊕ B(푦, 푥)
are equivalences. Indeed, this follows directly from the bilinearity of B. For Example ii) we have by
Proposition 7.2.19 that the association (A,B,B) ↦ (A × Bop,B) gives both a left and a right adjoint to
the functor Cath∞ → Cat
b. Criterion iii) can then be deduced from its validity for Example i) and for
Example 7.4.7 with D = Catex∞. Finally, the case of Example iii) follows from that of ii) since the former
maps to the latter via C2-functor which is a fibrewise a replete subcategory inclusion the two-sided adjoint
of Cath∞ → Cat
b restricts to give and two sided adjoints for Catp∞ → Cat
ex
∞ by Proposition 7.2.19. 
It will be important for us in subsequent instalments of this project to know that the C2-categories
of Examples 7.4.3 don’t just admit finite C2-products and coproducts but that they are furthermore C2-
semiadditive, see [Nar16, Definition 5.3]. To explain what this means let E→ 퐎C2 be a C2-category which
admits finiteC2-products and coproducts, so that by Lemma 7.4.4 푓 admits both a left adjoint 푔 ∶ EC2 → E∗
and a right adjoint ℎ∶ EC2 → E∗, and these satisfy 푓푔(푥) ≃ 푥
∐
휎(푥) and 푓ℎ(푥) ≃ 푥 × 휎(푥). Suppose
that the fibres EC2 and E∗ are both semiadditive, so that we may identify products and coproducts and write
them as direct sums
푓푔(푥) ≃ 푥 ⊕ 휎(푥) ≃ 푓ℎ(푥).
Then we have natural candidate for a comparison map
(194) 푔(푥)→ ℎ(푥)
which is adjoint to the map
푥→ 푓ℎ(푥) ≃ 푥 ⊕ 휎(푥),
corresponding to the inclusion of the component 푥.
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The following definition is an adaptation of [Nar16, Definition 5.3] to the particular case where the base
is 퐎C2 , making use of the fact that 퐎C2 has a unique non-invertible arrow, given by C2 →∗.
7.4.9.Definition. Let E→ 퐎C2 be a C2-category which admits finite C2-products and finite C2-coproducts.
Then E is called C2-semiadditive if the following holds:
i) The fibres EC2 and E∗ are semiadditive.
ii) The comparison map (194) between the left and right adjoints of 푓 is an equivalence.
7.4.10. Example. In the situation of Example 7.4.2, the resulting C2-category E → 퐎
op
C2
is semiadditive if
and only if D is semiadditive.
7.4.11. Proposition. The C2-categories of Examples 7.4.3 are all C2-semiadditive.
Proof. We first verify that in all the examples in 7.4.3 the fibres are semi-additive. For Example i) the fibres
are stable and in particular semiadditive. For Examples ii) and iii) this was established in Proposition 6.1.7
and Remark 7.2.7.
We now establish the second condition of Definition 7.4.9. Arguing as in the proof of Proposition 7.4.8
using Example 7.4.10 in place of Example 7.4.7 we see that it will suffice to establish the second condition
for Example i). Now by Remark 1.1.18 the diagonal restriction functor Δ∗∶ Funb(C) → Funq(C) is both
left and right adjoint to the cross effect functor B(−) ∶ Fun
q(C)→ Funb(C) and we already saw in the proof
of Proposition 7.4.8 that the composite Funb(C) → Funq(C)→ Funb(C) is naturally equivalent to the functor
B ↦ B ⊕ Bswap. Unwinding the definitions, to establish the second condition it will suffice to show that
unit of the adjunction Δ∗ ⊣ B(−) is given by the component inclusion
B(푥, 푦)→ B(푥, 푦)⊕ B(푦, 푥),
and the counit of the adjunction B(−) ⊣ Δ
∗ is given by the component projection
B(푥, 푦)⊕ B(푦, 푥)→ B(푥, 푦).
Indeed, this is established in Remark 1.1.18. 
7.4.12. Remark. If E → 퐎C2 is a C2-semiadditive C2-category then the C2-product and C2-coproduct of a
[∅ → C2]-indexed C2-diagram in E corresponding to an object 푥 ∈ EC2 are both given by the cocartesian
section 푠∶ 퐎C2 → E whose value at ∗ is 푔(푥) and whose value at C2 is 푥 ⊕ 휎(푥), cf. Remark 7.4.6.
7.4.13.Remark. If E→ 퐎C2 is a C2-semiadditiveC2-category then the functor 푓 ∶ E∗ → EC2 admits a two
sided adjoint 푔. TheC2-equivariant structure induces aC2-equivariant structure on 푔 in apriori two different
ways: one by the uniqueness of 푔 as a left adjoint of 푓 and once by its uniqueness as a right adjoint. The
comparisonmap (194) is however a natural transformation of C2-equivariant functors (since the component
inclusion 푥 → 푥 ⊕ 휎(푥) is such), and so it identifies the left and right adjoints of 푓 also as C2-equivariant
functors. Similarly, the induced functor 푔 ∶ EhC2
C2
→ Fun(BC2,E∗) is a two sided adjoint to the induced
functor 푓 ∶ Fun(BC2,E∗) → E
hC2
C2
.
7.4.14. Remark. Specializing to the case of the C2-category Cat
p
→ 퐎C2
we now get that the func-
tor Hyp inherits a C2-equivariant structure making it a two-sided C2-equivariant adjoint to U∶ Cat
p
∞ →
Catex∞, and similarly the induced functor Hyp
hC2 ∶ (Catex∞)
hC2 → Fun(BC2,Cat
p
∞) is a two-sided adjoint to
UhC2 ∶ Fun(BC2,Cat
p
∞) → (Cat
ex
∞)
hC2 . The composed functor
Hyp∶ Catp∞ → (Cat
ex
∞)
hC2
HyphC2
←←←←←←←←←←←←←←→ Fun(BC2,Cat
p
∞)
then determines a C2-action on Hyp(U(C, Ϙ)) = Hyp(C) for a Poincaré∞-category. For a fixed (C, Ϙ), this
is the C2-action of Construction 2.2.7, but now promoted to be natural in C. Similarly, the C2-equivariance
of the maps
Hyp(C)
hyp
←←←←←←←→ (C, Ϙ)
fgt
←←←←←←→ Hyp(C)
constructed in Lemma 2.2.9 is now exhibited as the components of two natural transformations of C2-
equivariant functors in (C, Ϙ).
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7.4.15. Remark. In the situation of Remark 7.4.14, the functors U and UhC2 participate in a commutative
square of forgetful functors
Fun(BC2,Cat
p
∞) Cat
p
∞
(Catex∞)
hC2 Catex∞.
UhC2 U
Passing to left adjoints, we obtain a commutative square
(195)
Catex∞ (Cat
ex
∞)
hC2
Catp∞ Fun(BC2,Cat
p
∞).
Hyp HyphC2
At the same time, sinceCatex∞ is semi-additive the top horizontal functor in (195) is given by the symmetriza-
tion C ↦ C × Cop associated to the op-action on Catex∞. But Cat
p having finite C2-coproducts (Proposi-
tion 7.4.8) means that this symmetrization is identified with U◦Hyp as a functor Catex∞ → (Cat
ex
∞)
C2 . Since
Catp∞ is also semi-additive (Proposition 6.1.7) it then follows that from the commutativity of the above
square that the functor
Catp∞ → Fun(BC2,Cat
p
∞) (C, Ϙ)↦ Hyp(Hyp(C))
is naturally equivalent to the functor sending (C, Ϙ) to Hyp(C) × Hyp(C), equipped with the flip C2-action.
We now wish to use the C2-semiadditivity of the Examples in 7.4.3 in order to extract extra structures
in terms of Mackey functors. For this, let Span(C2) be the span ∞-category of finite C2-sets, as defined
in [Bar17, Df. 3.6]. A Mackey object in an additive ∞-category A is by definition a product preserving
functor from Span(C2) → A. If A is taken to be S푝, the results of [GM11] and [Nar16] show that the
arising∞-category underlines the model category classically used for the definition of genuine spectra. We
will treat spectral Mackey functors as the definition of the latter objects and therefore put
S푝gC2 = Fun×(Span(C2), S푝).
Evaluation at the finite C2-sets C2 then defines the functor 푢∶ S푝
gC2 → S푝C2 , by retaining the action of the
span C2
id
←←←←←C2
+1
←←←←←←→ C2. Evaluation at the one-pointC2-set defines the genuine fixed points−
gC2 ∶ S푝gC2 →
S푝. The datum of a genuine C2-spectrum thus is equivalent to the datum of the pair of spectra (퐸
푔C2 , 퐸),
together with a C2-action on 퐸 and restriction and transfer maps
res ∶ 퐸gC2 → 퐸 tr ∶ 퐸 → 퐸gC2
coming from the spans
(196) ∗← C2
id
←←←←→ C2 and C2
id
←←←←←C2 →∗
with a host of compatibility data, and similarly for other target categories.
7.4.16. Proposition. Let E → 퐎C2 be a C2-semiadditive∞-category with transition functor 푓 ∶ E∗ → EC2
and two-sided adjoint 푔 ∶ EC2 → E∗. Then the identity functor E∗ → E∗ canonically lifts to functor
Fun×
퐎C2
(Span(C2),E∗)
E∗ E∗
where the vertical arrow is given by evaluation at ∗. In addition the composed functor
E∗ → Fun
×
퐎C2
(Span(C2),E∗)
evC2
←←←←←←←←←→ E∗,
where evC2 denotes evaluation at C2 ∈ Span(C2), is naturally equivalent to the functor 푥↦ 푔푓 (푥).
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Proof. Let Aef f (C2) → 퐎
op
C2
be the C2-Burnside∞-category of [Nar16, Df. 4.12]. The objects of A
ef f (C2)
are given by arrows푈 → 푉 where푈 is finite C2-set and 푉 ∈ 퐎C2 is a C2-orbit, and morphisms inA
ef f (C2)
from [푈 → 푉 ] to [푈 ′ → 푉 ′] are given by diagrams of the form
푈 푈 ′′ 푈 ′
푉 푉 ′ 푉 ′.
The functorAef f(C2) → 퐎
op
C2
is then given by [푈 → 푉 ] ↦ 푉 , and is a cocartesian fibration whose fibre over
푉 ∈ 퐎C2 is the span∞-category of finite C2-sets over 푉 . Combining [Nar16, Pr. 5.11] and [Nar16, Th. 6.5]
we have the evaluation at the object [∗→∗] ∈ Aef f (C2) yields an equivalence
Fun×
C2
(Aef f(C2),E)
≃
⟶ E∗ .
Now the action of everyC2-product preservingC2-functorA
ef f (C2) → E on fibres over ∗ is again a product-
preserving functor from Span(C2) to E∗. Base change along {∗} ⊆ 퐎
op
C2
then determines a functor
R∶ E∗ ≃ Fun
×
C2
(Aef f(C2),E) → Fun
×(Span(C2),E∗).
equipped with a natural equivalence
R(푥)(∗) ≃ 푥 ,
by construction. Furthermore, for 푥 ∈ E∗ the Mackey functor R(푥)∶ Span(C2) → E∗ is obtained in
particular by restricting a C2-functor R(푥)∶ A
ef f(C2) → E, i.e., a functor over 퐎
op
C2
which preserves
cocartesian edges. Since R(푥) sends [∗→∗] to 푥 ∈ E∗ ⊆ E by construction it must send the object
[C2 → C2] ∈ A
ef f (C2) to 푓 (푥) ∈ EC2 ⊆ E. Since R(푥) furthermore preserves C2-biproducts it must
therefore send [C2 →∗] ∈ A
ef f (C2) to 푔푓 (푥), see Remark 7.4.12. 
Applying Proposition 7.4.16 in the case of the C2-category Fun
q(C) → 퐎C2 of Examples 7.4.3i) we
obtain
7.4.17. Corollary. The inclusion Funq(C) ⊆ Fun(Cop, S푝) admits a canonical lift to a functor
Funq(C)→ Fun(Cop, S푝gC2).
In particular, every quadratic functor Ϙ∶ C→ S푝 lifts canonically to a functor Q̃∶ Cop → S푝gC2 valued in
genuine C2-spectra, such that Ϙ̃(푥) has underlying spectrum BϘ(푥, 푥) and genuine fixed points Ϙ(푥)).
7.4.18.Corollary (The hyperbolicMackey functor). The construction of hyperbolic categories canonically
refines to a functor
gHyp∶ Catp∞⟶ Fun
×(Span(C2),Cat
p
∞)
together with natural equivalences of Poincaré∞-categories
[gHyp(C, Ϙ)](∗) ≃ (C, Ϙ) ,
and a natural C2-equivariant equivalence of Poincaré∞-categories
[gHyp(C, Ϙ)](C2) ≃ HypC .
In addition, the resulting C2-equivariant functors
Hyp(C) (C, Ϙ) Hyp(C)[
gHyp(C, Ϙ)
]
(C2)
[
gHyp(C, Ϙ)
]
(∗)
[
gHyp(C, Ϙ)
]
(C2)
≃ ≃ ≃
associated to the spans of (196) are given by the functors hyp and fgt of (42) which are the unit and counit
of the two-sided adjunctions between Catp∞ and Cat
ex
∞ of Corollary 7.2.20.
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7.5. Multiplicativity of Grothendieck-Witt and L-groups. In this section we will prove that the invari-
ants L0(−) and GW0(−) defined in §2.3 and §2.4 are lax symmetric monoidal functors. In addition, the
higher L-groups organize into a symmetric monoidal functor to the category of graded abelian groups (with
its Koszul symmetric monoidal structure). As a result, they carry a graded-commutative algebra structure
when applied to symmetric monoidal Poincaré∞-categories, such as those described in §5.4.
To begin, we first note that by Corollary 5.2.8 the functor 휋0Pn∶ Cat
p
∞ → Set admits a canonical lax
symmetric monoidal structure. This lax symmetric monoidal structure can be made quite explicit. Indeed,
consider the assignment
휋0Pn(C, Ϙ) × 휋0Pn(C
′, Ϙ′) → 휋0Pn(C⊗ C
′, Ϙ⊗ Ϙ′) .
For a pair of Poincaré objects (푥, 푞) in (푥′, 푞′) we get the Poincaré object (푥⊗푥′, 푞 ⊗푞′) in (C⊗C′, Ϙ⊗Ϙ′),
where푥⊗푥′ ∈ C⊗C′ is the image of (푥, 푥′) ∈ C×C′ under the universal bilinear functor 훽 ∶ C×C′ → C⊗C′,
and 푞 ⊗ 푞′ denotes the map 핊→ [Ϙ⊗ Ϙ′](푥 ⊗ 푥′) obtained as the composite
핊 = 핊⊗ 핊
푞⊗푞′
←←←←←←←←←←→ Ϙ(푥)⊗ Ϙ′(푥′) = [Ϙ⊠ Ϙ′](푥, 푥′)→ P2훽![Ϙ⊠ Ϙ
′](푥 ⊗ 푥′) = [Ϙ⊗ Ϙ′](푥 ⊗ 푥′) .
This object is Poincaré because its underlying bilinear form is given in light of Proposition 5.1.3 by the
combination of the underlying bilinear forms of 푞 and 푞′.
We now wish to upgrade the above lax symmetric monoidal structure to the level of E∞-spaces. For
this, first note that since Catp∞ and Cat
h
∞ are semi-additive (Proposition 6.1.7) the corepresentable functors
Pn and Fm canonically refine to functors with values in E∞-spaces. Recall (see, e.g., [Nik16, Proposition
5.6]) that the ∞-categoryMonE∞ of E∞-monoids carries a canonical symmetric monoidal structure such
that the free-forgetful adjunction
F∶ S ⟂ MonE∞ ∶U
becomes symmetric monoidal (that is, its left adjoint is symmetric monoidal from which the right adjoint
inherits a lax symmetric monoidal structure). We now claim that the E∞-refinement P̃n∶ Cat
p
∞ → MonE∞
and F̃m∶ Cath∞ → MonE∞ also carry lax symmetricmonoidal structures. This is in fact a completely formal
consequence of the fact that the monoidal structure on Catp∞ and Cat
h
∞ preserves direct sums:
7.5.1. Lemma. Let E be a small semi-additive∞-category equipped with a symmetric monoidal structure
⊗which preserves direct sums in each variable. Then the lax symmetric monoidal structure ofMapE(1E,−)
canonically lifts to its E∞-refinement M̃apE(1E,−)∶ E → MonE∞ .
7.5.2.Corollary. The lax symmetric monoidal structure of Pn andFm canonically lifts to theirE∞-refinements
P̃n∶ Catp
∞
→ MonE∞ and F̃m∶ Cat
h
∞
→ MonE∞ .
Proof. By possibly enlarging the universe we may assume that Catp∞ and Cat
h
∞ are small. The claim then
follows from Lemma 7.5.1. 
Proof of Lemma 7.5.1. The full subcategory Fun×(E,MonE∞ ) ⊆ Fun(E,MonE∞) spanned by the product-
preserving functors is an accessible localization of Fun(E,MonE∞) with a left adjoint which we will denote
by 퐿∶ Fun(E,MonE∞) → Fun
×(E,MonE∞). By Lemma 5.3.4 this localization is compatible with Day
convolution and extends to a symmetric monoidal localization
퐿⊗ ∶ Fun(E,MonE∞ )
⊗
→ Fun×(E,MonE∞)
⊗,
where the codomain is endowedwith the structure inherited frombeing a full suboperadofFun(E,MonE∞ )
⊗.
Now the identification MapE(1E,−) ≃ UM̃apE(1E,−) transposes to give a natural transformation of the
form F◦MapE(1E,−) ⇒ M̃apE(1E,−). Since M̃apE(1E,−) is product preserving this natural transforma-
tion induces a natural transformation
퐿(F◦MapE(1E,−))⇒ M̃apE(1E,−).
We claim that this last transformation is an equivalence. Note that this implies the desired claim via the
symmetric monoidal structures of 퐿 and F. Now, to prove the claim, it will suffice to show that for every
product-preserving functor G∶ E → MonE∞ the induced map
Nat(M̃apE(1E,−),G)→ Nat(F◦MapE(1E,−),G)
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is an equivalence of spaces. Indeed, by adjunction we may also identify this map with the map
Nat(M̃apE(1E,−),G)→ Nat(U◦M̃apE(1E,−),U◦G)
induced byU◦(−). This last map is an equivalence since the forgetful functorU◦(−)∶ Fun×(E,MonE∞) →
Fun×(E, S) is an equivalence on product-preserving functors. 
We now come to the main result of this subsection:
7.5.3. Proposition. The functors L0,GW0 ∶ Cat
p
∞ → CMon admit unique lax symmetric monoidal struc-
tures such that the transformations
휋0Pn ⇒ GW0 ⇒ L0
are symmetric monoidal, where CMon stands for the (ordinary) symmetric monoidal category of commu-
tative monoids.
7.5.4.Remark. The full subcategoryA푏 ⊆ CMon spanned by abelian groups is a full suboperad and a sym-
metric monoidal localisation of CMon. SinceGW0 and L0 take values inA푏 the lax monoidal structures on
GW0,L0 and the mapGW0 ⇒ L0 equally applies if we considerGW0 and L0 as functors toA푏. The reason
for working with the larger category of commutative monoids is to be able to make arguments pertaining
to the natural transformation from 휋0Pn.
The proof of Proposition 7.5.3 will require knowing certain multiplicative properties of the adjunctions
Cath∞
⟂ Catp∞ and Cat
ex
∞
⟂ Catp∞, which we now verify.
7.5.5. Lemma. The adjunction Cath∞ ⟂ Cat
p
∞ of Proposition 7.3.15, in which the right adjoint Cat
p
∞ →
Cath∞ is symmetric monoidal, satisfies the projection formula: for (C, Ϙ) ∈ Cat
p
∞ and (C
′, Ϙ′) ∈ Cath∞ the
Poincaré functor
(197) Pair(C⊗ C′, (Ϙ⊗ Ϙ′)[휎]) → (C, Ϙ)⊗ Pair(C′, Ϙ′[휎])
associated under this adjunction to the hermitian functor
(C⊗ C′, Ϙ⊗ Ϙ′) = (C, Ϙ)⊗ (C′, Ϙ′) → (C, Ϙ)⊗ Pair(C′, Ϙ′[휎])
induced by the unit hermitian functor (C′, Ϙ′)→ Pair(C′, Ϙ′[휎]), is an equivalence of Poincaré∞-categories.
Proof. This is a formal consequence of (and in fact equivalent to) the fact that the inclusion Catp∞ → Cat
h
∞
is closed symmetric monoidal, see Remark 6.2.18. Explicitly, in light of Proposition 7.3.15 it will suffice
to show that for every Poincaré∞-category (E,Ψ) the restriction map
MapCatp∞
((C, Ϙ)⊗ Pair(C′, Ϙ′[휎]), (E,Ψ))→ MapCath∞
((C, Ϙ)⊗ (C′, Ϙ′), (E,Ψ))
is an equivalence of spaces. Indeed, we may identify this map with the map
MapCatp∞
(Pair(C′, Ϙ′[휎]), Funex((C, Ϙ), (E,Ψ)))→ MapCath∞
((C′, Ϙ′), Funex((C, Ϙ), (E,Ψ)))
which is an equivalence by another application of Proposition 7.3.15. 
Taking Ϙ = 0 in Lemma 7.5.5 and using Remark 7.2.21 we immediately find:
7.5.6. Corollary. The adjunction Hyp ⊣ U satisfies the projection formula: for (C, Ϙ) ∈ Catp∞ and C
′ ∈
Cath∞) the Poincaré functor
Hyp(C⊗ C′)→ (C, Ϙ)⊗ Hyp(C′)
induced by the component inclusion
C⊗ C′ → C⊗ UHyp(C′) = C⊗ [C′ ⊕ C′op] = [C⊗ C′]⊕ [C⊗ C′op]
is an equivalence of Poincaré∞-categories.
7.5.7. Remark. One can also deduce Corollary 7.5.6 from the fact that the forgetful functor U∶ Catp∞ →
Catex∞ is closed symmetric monoidal, being the composition of the inclusion Cat
p
∞ → Cat
h
∞ and the closed
symmetric monoidal projection Cath∞ → Cat
ex
∞, see Remark 6.2.11 and the final part of Remark 6.2.18.
In particular, the adjunction Catex∞ ⟂ Cat
h
∞ also satisfies the projection formula, as is visible from the
equivalence (C, Ϙ)⊗ (C′, 0) ≃ (C⊗ C′, 0).
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7.5.8. Remark. In the situation of Lemma 7.5.5, when (C, Ϙ) is also Poincaré then by the triangle identities
the projection formula equivalence (197) fits into a commutative triangle
Pair(C⊗ C′, (Ϙ⊗ Ϙ′)[휎]) (C, Ϙ)⊗ Pair(C′, Ϙ′[휎])
(C, Ϙ)⊗ (C′, Ϙ′) ,
≃
where the diagonal arrows are obtained from the counit of the adjunctionCath∞ ⟂ Cat
p
∞ at (C, Ϙ)⊗ (C
′, Ϙ′)
and (C′, Ϙ′), respectively. Using Example (7.3.3)iii) and Remark 7.3.21 we may also write this commutative
triangle as
(198)
Met((C, Ϙ)⊗ (C′, Ϙ′)) (C, Ϙ)⊗Met(C′, Ϙ′)
(C, Ϙ)⊗ (C′, Ϙ′) .
met
≃
(C,Ϙ)⊗met
Applying the same argument for the projection formula of Corollary 7.5.6 we similarly have the commuta-
tive triangle
(199)
Hyp((C, Ϙ)⊗ (C′, Ϙ′)) (C, Ϙ)⊗ Hyp(C′, Ϙ′)
(C, Ϙ)⊗ (C′, Ϙ′) .
hyp
≃
(C,Ϙ)⊗hyp
7.5.9. Remark. The commutative triangle (198) taken with (C′, Ϙ′) = (S푝f , Ϙu) yields an equivalence
Met(C, Ϙ) ≃ (C, Ϙ)⊗Met(S푝f , Ϙu) of Poincaré∞-categories over (C, Ϙ). It then follows that when (C, Ϙ) is
a symmetric monoidal Poincaré ∞-category the Poincaré ∞-category Met(C, Ϙ) acquires the structure of
a module object over (C, Ϙ) (specifically, the free (C, Ϙ)-module generated fromMet(S푝f , Ϙu)) such that the
functor
met ∶ Met(C, Ϙ)→ (C, Ϙ)
is a map of (free) (C, Ϙ)-modules. Similarly, the commutative triangle (199) taken with (C′, Ϙ′) = (S푝f , Ϙu)
yields an equivalence Hyp(C, Ϙ) ≃ (C, Ϙ) ⊗ Hyp(S푝f , Ϙu) over (C, Ϙ), and so when (C, Ϙ) is symmetric
monoidal Poincaréwe get thatHyp(C) acquires the structure of a module object over (C, Ϙ) (freely generated
by Hyp(S푝f )) and
hyp∶ Hyp(C)→ (C, Ϙ)
is a map of free (C, Ϙ)-modules.
Proof of Proposition 7.5.3. The uniqueness is clear since the maps 휋0Pn(C, Ϙ) → GW0(C, Ϙ) → L0(C, Ϙ)
are surjective (and surjectivity is stable under tensor products in CMon). It will hence suffice to show that
for every pair of Poincaré∞-categories (C, Ϙ), (C′, Ϙ′) the dotted arrows
(200)
휋0Pn(C, Ϙ)⊗ 휋0Pn(C
′, Ϙ′) GW0(C, Ϙ)⊗ GW0(C
′, Ϙ′) L0(C, Ϙ)⊗ L0(C
′, Ϙ′)
휋0Pn((C, Ϙ)⊗ (C
′, Ϙ′)) GW0((C, Ϙ)⊗ (C
′, Ϙ′)) L0((C, Ϙ)⊗ (C
′, Ϙ′))
exists to make the diagram commute, where the tensor products in the top row is that of commutative
monoids.
Let us first treat the case of the functorL0. For this it will suffice to show that for a pair of Poincaré objects
(푥, 푞) and (푥′, 푞′) such that (푥′, 푞′) is metabolic the associated Poincaré object (푥, 푞)⊗ (푥′, 푞′) is metabolic
in (C, Ϙ)⊗ (C′, Ϙ′) (the rest follows by symmetry). But this follows directly from the commutativity of the
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diagram
(201)
휋0PnMet((C, Ϙ)⊗ (C
′, Ϙ′)) 휋0Pn((C, Ϙ)⊗Met(C
′, Ϙ′)) 휋0Pn(C, Ϙ)⊗ 휋0PnMet(C
′, Ϙ′)
휋0Pn((C, Ϙ)⊗ (C
′, Ϙ′)) 휋0Pn(C, Ϙ)⊗ 휋0Pn(C
′, Ϙ′)
[met]
≃
id⊗[met]
given by the commutative triangle (198).
We now turn to GW0. For the well-definedness of the middle dotted arrow in (200) we have to show that
the relation [hyp(푤)] ∼ [푥, 푞] for a Langrangian 푤 → 푥 is preserved under tensoring with some Poincaré
object (푥′, 푞′). Given the commutativity of the diagram (201) above, it will suffice to show that the diagram
휋0PnMet((C, Ϙ)⊗ (C
′, Ϙ′)) 휋0Pn((C, Ϙ)⊗Met(C
′, Ϙ′)) 휋0Pn(C, Ϙ)⊗ 휋0PnMet(C
′, Ϙ′)
휋0PnHyp(C⊗ C
′)[hyp] 휋0Pn((C, Ϙ)⊗ Hyp(C
′)) 휋0Pn(C, Ϙ)⊗ 휋0PnHyp(C
′, Ϙ′)
휋0Pn((C, Ϙ)⊗ (C
′, Ϙ′)) 휋0Pn(C, Ϙ)⊗ 휋0Pn(C
′, Ϙ′)
dlag∗
≃
(id⊗dlag)∗ id⊗[dlag]
≃
id⊗[hyp]
is commutative as well, where the vertical arrows in the top rows are induced by the Poincaré functor
dlag∶ Met(−)→ Hyp(−) of Construction 2.3.8. Here, the squares on the right hand side are commutative
as they are given by the lax monoidal structure on 휋0Pn, and the bottom left triangle is induced by the
commutative triangle (199). It will suffice to show that the top left square commutes. Indeed, this square is
obtained by applying 휋0Pn to the square of Poincaré∞-categories
Met((C, Ϙ)⊗ (C′, Ϙ′)) (C, Ϙ)⊗Met(C′, Ϙ′)
Hyp(C⊗ C′) (C, Ϙ)⊗ Hyp(C′) ,
dlag
≃
(C,Ϙ)⊗dlag
≃
which commutes since it is obtained by evaluating the natural transformation (197) of the projection formula
at the arrow (C, Ϙ)→ (C, 0) in Cath∞, see Remark 7.3.22. 
7.5.10.Corollary. The functor L∗ ∶ Cat
p
∞ → grA푏 admits a lax symmetric monoidal structure, where grA푏
denotes the category of ℤ-graded abelian groups with the symmetric monoidal structure using the Koszul
sign rules.
Proof. By definition we have that L푛(C, Ϙ) = L0(C, Ϙ
[−푛]) = L0(C, Ϙ ⊗ 핊
−푛). Thus the claim follows by
combining Proposition 7.5.3, Remark 2.3.13, and the fact that 핊−∙ is a graded commutative algebra in the
homotopy category of spectra. Concretely, the structure maps are simply given by
L푛(C, Ϙ)⊗ L푚(C
′, Ϙ′) = L0
(
C, Ϙ[−푛]
)
⊗ L0
(
C′, Ϙ′
[−푚]
)
→ L0
(
C⊗ C′, Ϙ[−푛] ⊗ Ϙ′
[−푚]
)
= L0
(
C⊗ C, (Ϙ⊗ Ϙ′)[−푛−푚]
)
= L푛+푚(C⊗ C, Ϙ⊗ Ϙ
′)
and the fact that it is symmetric follows as explained above. 
7.5.11.Corollary. If (C, Ϙ) is a monoidal∞-category thenGW0(C, Ϙ) acquires a ring structure and L∙(C, Ϙ)
a graded ring structure such that the natural map
GW0(C, Ϙ)→ L0(C, Ϙ)
is a ring homomorphism. If themonoidal structure is symmetric thenGW0(C, Ϙ) is commutative andL∙(C, Ϙ)
is graded commutative.
7.5.12. Example. Let 퐴 ∈ AlghC2
E∞
be a commutative ring spectrum equipped with a C2-action. Then
the Grothendieck-Witt groups GW0(Mod
휔
퐴, Ϙ
s
퐴
), GW0(Mod
휔
퐴, Ϙ
≥0
퐴
) and GW0(Mod
휔
퐴, Ϙ
t
퐴
) of the symmetric
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monoidal Poincaré ∞-categories of Examples 5.4.9 carry natural commutative ring structures, and simi-
larly the corresponding graded L-groups L∙(Mod
휔
퐴, Ϙ
s
퐴
), L∙(Mod
휔
퐴, Ϙ
≥0
퐴
) and L∙(Mod
휔
퐴, Ϙ
t
퐴
) carry canonical
graded-commutative ring structures.
Combining Proposition 7.5.3 with Example 2.4.5, Example 5.4.2 and Remark 7.5.9 we also get:
7.5.13. Corollary. If (C, Ϙ) is a symmetric monoidal∞-category then
[fgt]∶ GW(C, Ϙ)→ K0(C)
is a map of rings and
[hyp]∶ K0(C) → GW0(C, Ϙ)
is a map of GW0(C)-modules.
7.5.14. Remark. In the situation of Corollary 7.5.13, the GW0(C, Ϙ)-module structure on K0(C) could be
considered ambiguous: on the one hand we have the module structure determined by the ring structure of
K0(C) via the ring map fgt ∶ GW0(C, Ϙ)→ K0(C), and on the other we have the module structure induced
by the (C, Ϙ)-module structure on Hyp(C) of Remark 7.5.9 via the identification K0(C) ≅ GW0(Hyp(C)).
These two modules structures however coincide. Indeed, unwinding the definitions we see that the former
structure is induced via the lax monoidal structure of GW0 and the symmetric monoidal structure of (C, Ϙ)
by the Poincaré functor
(C, Ϙ)⊗ Hyp(C)→ Hyp(C⊗ C),
corresponding via the adjunction U ⊣ Hyp to the exact functor C ⊗ [C ⊕ Cop] → C ⊗ C induced by the
projection C⊕ Cop → C, while the latter module structure is induced in the same manner by the inverse of
the Poincaré equivalence
Hyp(C⊗ C)
≃
←←←←→ (C, Ϙ)⊗ Hyp(C)
of Corollary 7.5.6, corresponding via the adjunctionHyp ⊣ U to the exact functor C⊗ C→ C⊗ [C⊕ Cop]
induced by the inclusion C→ C⊕Cop. It will hence suffice to verify that these Poincaré functors determines
inverse equivalences between Hyp(C⊗C) and (C, Ϙ)⊗Hyp(C). However, since Poincaré functors from (or
to) Hyp are determines by their underlying exact functors, it suffices to check that these underlying exact
functors determine inverse equivalences between C ⊗ [C ⊕ Cop] and [C ⊗ C] ⊕ [Cop ⊗ Cop]. The latter
is however a formal consequence of the fact that the monoidal structure on Catex∞ preserves direct sums in
each variable.
Invoking Examples 5.4.10 and Example 5.4.11 we also have the following two corollaries:
7.5.15.Corollary. Let (C, Ϙ) be a symmetric monoidal hermitian∞-category with underlying bilinear part
B = BϘ. Then the quadratic Grothendieck-Witt group GW0(C, Ϙ
q
B
) is canonically a module over the ring
GW0(C, Ϙ) and the map
GW0(C, Ϙ
q) → GW0(C, Ϙ)
is a map of GW0(C, Ϙ)-modules. Similarly, the quadratic L-groups L∙(C, Ϙ
q
B
) form a graded module over
the graded ring L∙(C, Ϙ) and the map
L∙(C, Ϙ
q) → L∙(C, Ϙ)
is a map of graded L∙(C, Ϙ)-modules.
7.5.16. Corollary. Let 퐴 be a connective commutative ring spectrum equipped with an involution. Then
for every 푚 ∈ ℤ the Grothendieck-Witt group GW0(Mod
휔
퐴, Ϙ
≥푚
퐴
) of the truncated Poincaré structure of
Example 3.2.7 is canonically a module over the GW0-ring GW0(Mod
휔
퐴, Ϙ
≥0
퐴
) of the Poincaré structure of
Example 5.4.9ii).
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