For each representation of the principal series of a connected semisimple Lie group of matrices, one knows from [1] and [3] a linear basis for the algebra of bounded linear operators that commute with the representation. The relationships among the invariant subspaces for the representation require knowledge of the multiplication in this algebra, however, and the best that was known was the result of [3] that the basic operators are all unitary of order two and commute modulo + signs.
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2 Since the full 2-by-2 matrix algebra is generated by four such operators, this information does not completely determine the commuting ring.
Our main result here is that the commuting ring is abelian. This fact, together with the information in [3] , enables us to describe the structure of the commuting ring in the theorem below. In particular, the irreducible constituents of any principal series representation are inequivalent.
Let the semisimple group of matrices be G, let G = .47VXbeanIwasawa decomposition, and let M and M' be, respectively, the centralizer and the normalizer of A in K. 
and some further properties summarized in [3] . Let
If w is in M' and [w~] is in W ayX , then it is possible to extend o to a representation on the same vector space of the group generated by M and w; the definition of a(w) is unique except for a scalar factor. Then the operator <j{w)jtf(w, <x, X) commutes with U(G, X) and depends only on [w] . We can thus speak of <r(p)<s/(p, a, X) for p in W aJi . The theorem asserts the commutativity of the operators G\p)st(p, a, X) and then combines this conclusion with the results of [2] and [3] . It is stated in terms of a subgroup R a A of W aX that is defined in [2] and in [3] , and it uses the unpublished theorem of Harish-Chandra quoted in [3] .
THEOREM. The operators a(r)jtf(r, a, X) for r in R ak are a linear basis for the commuting ring of U(G, X). The ambiguous scalar factors in the definitions of the a(r) can be chosen so that the operators cr(r)<s/(r, <x, X) are closed under multiplication and form a group isomorphic to a direct sum YJ Z 2 , with the number of summands bounded by the dimension of A.
The exact dimension of the commuting ring (i.e., the order of R a A ) is given by a formula in [3] in terms of certain factors related to the Plancherel measure of G, but it is not apparent from the formula that the dimension is a power of two.
The new part of the theorem, the commutativity of the operators, turns out to be a completely algebraic question. In fact, the operators sé(yv, G, X) satisfy a cocycle relation 
The validity of (*) depends only on [li] and [t;], and it does not depend on the ambiguous scalar factors in the definitions of a(u) and cr(v).
We shall indicate some steps in the proof of the theorem. After some preliminary reductions, we may assume that 1 = 1 and that the highest weight of G is dominant in the sense of [3] . In this case let A 0 be the set of restricted roots a for which the root space of a has odd dimension. A 0 is a closed subsystem of the restricted roots, and we let S be its Weyl group, which we can regard as a subgroup of W. Combining the lemmas, we let u and v be the representatives of two elements oîR al . The right side of (*) is the identity since u and v commute. Since u and v commute with the identity component of M and G is irreducible on the identity component, o(u) and o{v) are scalar. Thus the left side of (*) is the identity, and the theorem follows.
Lemma 2 is proved by reducing it to the case that G is split over R. There is a canonical way of defining a reductive subgroup G 0 of G that is split over R, has as Cartan subalgebra the Lie algebra of A, and has A 0 as root system. Then S is the Weyl group of G 0 . Lemma 2 follows by applying Lemma 3 below to G 0 . LEMMA 
If G is split over R, then any two commuting elements of order 2 in the Weyl group have commuting representatives in M'.
The proof of Lemma 3 is constructive but messy.
