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Abstract
In this paper, we consider the problem of computing parameters of an objective function for a discrete-time optimal control
problem from state and control trajectories with active control constraints. We propose a novel method of inverse optimal
control that has a computationally efficient online form in which pairs of states and controls from given state and control
trajectories are processed sequentially without being stored or processed in batches. We establish conditions guaranteeing
the uniqueness of the objective-function parameters computed by our proposed method from trajectories with active control
constraints. We illustrate our proposed method in simulation.
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1 Introduction
Many applications in control engineering [1–6], eco-
nomics [7], and robotics [8–10] involve inferring the
underlying objectives of agents and systems from their
behaviours. Inverse optimal control (or inverse rein-
forcement learning) is a promising methodology for
computing the objectives of control systems from given
state and control trajectories, and its recent applica-
tions include learning driving styles [11], modelling
human movement [8], and inferring the intent of air-
craft [5]. Motivated by applications involving systems
subject to control constraints and operating indefinitely
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in real-time (such as vehicles), in this paper we propose
a novel method of inverse optimal control for when the
optimisation horizon is unknown, the controls are sub-
ject to constraints, and the given trajectories are to be
processed recursively online.
Inverse optimal control is the problem of computing the
(unknown) parameters of an optimal control problem’s
objective function such that given state and control tra-
jectories are optimal (see [1, 4, 12, 13] and references
therein). In contrast, the standard problem of (forward)
optimal control involves finding optimal state and con-
trol trajectories given complete knowledge of the objec-
tive function. The solution of (forward) optimal control
problems with state and/or control constraints has re-
ceived considerable recent attention, and a variety of ef-
ficient solution techniques now exist including the exact
penalty method [14,15] and the constraint transcription
method [16–18] (see also [19] for a summary of the im-
plementation and use of these and other techniques).
In these methods, constrained (forward) optimal con-
trol problems that are difficult (or intractable) to solve
analytically are solved by employing novel control pa-
rameterisation schemes that parameterise the optimal
controls as combinations of basis functions. Despite the
recent success in solving constrained (forward) optimal
control problems, the inverse optimal control problem
has received considerably less attention in settings where
the states and controls may be subject to constraints
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and the horizon is unknown and potentially infinite.
Under the assumption that the horizon is known and fi-
nite, methods of inverse optimal control have been pro-
posed on the basis of bilevel optimisation [8], Karush-
Kuhn-Tucker (KKT) conditions [1,10,20], Pontryagin’s
minimum principle [3, 4, 12], and the Hamilton-Jacobi-
Bellman equation [13]. Few of these methods are directly
applicable in discrete-time settings when the given tra-
jectories contain active control constraints. For example,
neither the recent methods nor performance guarantees
of [4] and [20] are applicable when the given trajecto-
ries contain active control constraints. Furthermore, the
majority of these finite-horizon inverse optimal control
methods (including those in [4] and [20]) store and pro-
cess the given trajectories in batches or in their entirety.
They therefore lack efficient online implementations and
their memory and computational complexities increase
with the length of the given trajectories.
Methods of inverse optimal control have also been pro-
posed under the assumption that the horizon is infinite
[1, 21–24]. As in the finite-horizon case, few (if any) of
these inverse methods are applicable when the given tra-
jectories contain active control constraints. Indeed, most
existing infinite-horizon inverse methods are limited to
unconstrained linear systems with quadratic objective
functions [1, 21–24]. For example, the infinite-horizon
method of [21] is wholly reliant on this linear-quadratic
structure since it involves computing a feedback gain
matrix and then computing the objective-function pa-
rameters by solving a system of linear matrix inequali-
ties (see [23, Section 10.6] and references therein). Sim-
ilarly, the approach of [1] assumes a quadratic form of
the objective function and relies on the very restrictive
assumption that the stage function of the optimal con-
trol problem is known. Despite these efforts and our re-
cent proposal of a method of infinite-horizon inverse op-
timal control for discrete-time unconstrained nonlinear
systems in [22], the problem of control-constrained in-
verse optimal control remains largely unresolved in both
finite and infinite horizon settings.
The key contribution of this paper is the proposal of a
novelmethod of online discrete-time inverse optimal con-
trol that computes objective-function parameters from
trajectories with control constraints. A secondary con-
tribution of this paper is the establishment of conditions
under which our proposed online method is guaranteed
to compute unique objective-function parameters. We
develop our method and performance guarantees by es-
tablishing a new combined discrete-time minimum prin-
ciple for both finite and infinite horizon optimal con-
trol problems that involves a forward recursion for the
costates (rather than the backward recursions present
in prior art, cf. [4, 25–27]). By exploiting this combined
minimum principle, our method and performance guar-
antees are applicable to both finite and infinite hori-
zon problems with constrained controls without requir-
ing explicit knowledge of the horizon. In contrast, the
recent treatments of discrete-time inverse optimal con-
trol in [4,20,22] are specialised to either finite or infinite
horizon settings and are only applicable to trajectories
without control constraints. Thus, in the finite-horizon
setting, our method contrasts with those of [4] and [20]
by handling trajectories with constrained controls, hav-
ing an efficient online implementation, and not requiring
prior knowledge of the horizon. In the infinite-horizon
setting, in contrast to the method of [22], our method
handles trajectories with constrained controls.
This paper is structured as follows. In Section 2, we pose
online inverse optimal control. In Section 3, we develop
a combined minimum principle for both finite and infi-
nite horizon discrete-time optimal control problems and
propose our novel method of online inverse optimal con-
trol. In Section 4 we establish performance guarantees
for our method. We present an illustrative example in
Section 5 and provide conclusions in Section 6.
2 Problem Formulation
Let us consider the discrete-time deterministic system
xk+1 = fk (xk, uk) , x0 ∈ R
n (1)
for k ≥ 0 where fk : R
n × U 7→ Rn are continuously dif-
ferentiable (possibly nonlinear) functions, xk ∈ R
n are
state vectors, and uk ∈ U are (potentially multidimen-
sional) control variables belonging to the closed and con-
vex constraint set U ⊂ Rm. Let us define the objective
function
V
(
x[0,K], u[0,K], θ
)
,
K∑
k=0
θ′Lk (xk, uk) (2)
with the possibly infinite horizon K > 0 where θ ∈ Θ is
a time-invariant parameter vector from the parameter
set Θ ⊂ RN , and Lk : R
n × Rm 7→ RN for k ≥ 0
are basis functions that are continuously differentiable
in both of their arguments. We shall use ′ to denote the
transpose operator, x[0,K] to denote the state sequence
{xk : 0 ≤ k ≤ K} and u[0,K] to denote the control
sequence {uk : 0 ≤ k ≤ K}. In the (well-posed) discrete-
time optimal control problem, we solve
inf
u
[0,K]
V
(
x[0,K], u[0,K], θ
)
<∞
s.t. xk+1 = fk(xk, uk), k ≥ 0
uk ∈ U , k ≥ 0
x0 ∈ R
n
(3)
for the optimal state x[0,K] and controlu[0,K] trajectories
given knowledge of the possibly infinite horizon K, the
2
dynamics fk, the constraint set U , the time-invariant
parameter vector θ, and the basis functions Lk.
In this paper, we consider the problem of inverse optimal
control in which we seek to compute parameter vector
θ ∈ Θ of the objective function (2) such that a (possibly
infinite) pair of state and control trajectories x[0,K] and
u[0,K] constitute an optimal solution to the optimal con-
trol problem (3). We shall specifically consider a novel
online inverse optimal control problem in which we seek
to compute the parameter vector θ from a sequence of
state and control pairs (xk, uk) drawn from the (possi-
bly infinite) trajectories x[0,K] and u[0,K] without storing
and processing the pairs in batches. In this inverse opti-
mal control problem, we assume that we have knowledge
of the dynamics fk, basis functions Lk, and constraint
set U . We note that in contrast to previous formulations
of discrete-time inverse optimal control (cf. [4]), our on-
line inverse optimal control problem assumes no prior
knowledge of the (possibly infinite) horizon K and pro-
hibits the storage of the trajectories x[0,K] and u[0,K].
On occasion in this paper, we shall make use of the fol-
lowing assumption to differentiate between cases where
the trajectories x[0,K] and u[0,K] constitute a solution to
the optimal control problem (3) for some θ = θ∗ ∈ Θ,
and cases where they do not constitute a solution to (3)
for any θ = θ∗ ∈ Θ.
Assumption 1 (Forward Optimality). The trajecto-
ries x[0,K] and u[0,K] constitute a solution to (3) with
dynamics fk, basis functions Lk, constraint set U , un-
known (possibly infinite) horizon K, and unknown
unique objective-function parameter vector θ = θ∗ ∈ Θ.
In this paper, we also seek to investigate conditions un-
der which our inverse optimal control problem has a
unique solution (especially under Assumption 1). As a
first step towards establishing these conditions, we note
that scaling the objective function V of the optimal con-
trol problem (3) by any r > 0 does not change the
nature of the optimising trajectories x[0,K] and u[0,K]
but does scale the minimum value of the objective func-
tion V . Thus, an immediate condition necessary (though
not sufficient) for our inverse optimal control problem
to possess a unique solution is that parameter set Θ
must not contain θ = θ∗ and θ = rθ∗ for any r > 0
and any θ∗. In this paper we follow existing approaches
(cf. [3, 4, 22]), and consider the parameter set to be of
the form Θ , {θ ∈ RN : θ1 = a} for some scalar
a > 0. We note that there is no loss of generality with
this choice of parameter set and we expect results anal-
ogous to those of this paper to hold when the parame-
ter set is instead constructed as the fixed-normalisation
set Θ = {θ ∈ RN : ‖θ‖ = a} as in [28] (see also [22]
for a comparison of infinite-horizon inverse optimal con-
trol results with fixed-element and fixed-normalisation
parameter sets).
3 Online Inverse Optimal Control
In this section, we exploit minimum principles for both
finite-horizon and infinite-horizon discrete-time optimal
control problems to propose our novel method of online
inverse optimal control.
3.1 Finite and Infinite Horizon Minimum Principles
To present the discrete-time minimum principles that
we shall exploit, let us define the Hamiltonian function
associated with the optimal control problem (3) as
Hk (xk, uk, λk+1, θ) , θ
′Lk (xk, uk) + λ
′
k+1fk (xk, uk)
(4)
where λk ∈ R
n for k ≥ 0 are costate (or adjoint) vec-
tors. Let us also define ∇xHk (xk, uk, λk+1, θ) ∈ R
n and
∇uHk (xk, uk, λk+1, θ) ∈ R
m as the column vectors of
partial derivatives of the Hamiltonian with respect to xk
and uk, respectively, and evaluated at xk, uk, λk+1, and
θ. We shall similarly use ∇xfk ∈ R
n×n, ∇ufk ∈ R
m×n,
∇xLk ∈ R
n×N , and ∇uLk ∈ R
m×N to denote the ma-
trices of partial derivatives of fk and Lk. We also require
the following assumption.
Assumption 2 (Jacobian Invertibility). The derivative
matrix of the dynamics ∇xfk at (xk, uk) is invertible for
all k ≥ 0.
Assumption 2 is potentially restrictive; for example, it
corresponds to requiring the invertibility of the state
transitionmatrix in linear systems. However it has previ-
ously been used to establish both finite and infinite hori-
zon discrete-time minimum principles (cf. [25] and [27,
Theorem 3.3.1]). We shall use Assumption 2 to combine
the finite-horizon minimum principle of [26, Proposition
3.3.2] with the infinite-horizonminimum principle of [25,
Theorem 2]. Before we present this combined minimum
principle, let us introduce the following definition.
Definition 1 (Inactive Constraint Times). Given the
controls uk for k ≥ 0, we shall define the inactive con-
straint times up to and including some time ℓ ≥ 0 as the
set of times
Kℓ , {0 ≤ k ≤ ℓ : uk ∈ intU}
where uk ∈ intU denotes that the control uk is in the
interior (i.e., not on the boundary) of the control con-
straint set U .
We now present our combined finite and infinite horizon
discrete-time minimum principle.
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Lemma 1. If Assumptions 1 and 2 hold so that x[0,K]
and u[0,K] constitute a solution to (3) with θ = θ
∗ ∈ Θ
and potentially infinite K > 0, then
λk = ∇xHk (xk, uk, λk+1, θ) (5)
for all 0 ≤ k ≤ K with λK+1 = 0 if K < ∞ and λK+1
undefined if K =∞. Furthermore,
∇uHk (xk, uk, λk+1, θ) = 0 (6)
for all k ∈ KK where KK are the inactive constraint
times up to and including time K.
Proof. In the case 0 < K < ∞, [26, Proposition 3.3.2]
establishes that λk satisfies (5) for 0 ≤ k ≤ K with
λK+1 = 0, and that
∇uHk (xk, uk, λk+1, θ)
′ (u¯− uk) ≥ 0 (7)
for all u¯ ∈ U and all 0 ≤ k ≤ K. The variational in-
equality (7) simplifies to (6) at times k ∈ KK proving
the lemma assertion when K is finite.
In the case K =∞, [25, Theorem 2] under Assumption
2 establishes that λk satisfies (5) for k ≥ 0 without a
defined terminal or initial condition, and uk satisfies the
variational inequality (7) for all u¯ ∈ U and all k ≥ 0.
Again, the variational inequality (7) simplifies to (6) at
times k ∈ KK proving the lemma assertion when K is
infinite and completing the proof.
Lemma 1 describes the properties of the costates and
the gradients of the Hamiltonian when the state x[0,K]
and control u[0,K] trajectories constitute a solution to
the optimal control problem (3) with θ = θ∗ ∈ Θ for
any (possibly infinite) horizon K > 0. We note that the
terminal boundary condition for λK+1 is only defined in
the case of a finite horizon K <∞, and no boundary or
initial conditions are imposed on λk in the case of an infi-
nite horizonK =∞ (consistent with the infinite-horizon
minimum principle of [25]). In the follow theorem, we
shall omit the terminal boundary condition λK+1 = 0
when K <∞ and use Assumption 2 in order to convert
the costate backward recursion (5) to a forward recur-
sion. We will later exploit our forward recursion to pro-
pose our method of online inverse optimal control.
Theorem 1. If Assumptions 1 and 2 hold so that (3)
is solved by x[0,K] and u[0,K] with θ = θ
∗ ∈ Θ and
potentially infinite K > 0, then
FkGkα = 0 (8)
for all k ∈ KK where α , [θ
′ λ′0]
′ and
Fk ,
[
∇uLk ∇ufk
]
. (9)
Here, Gk ,
∏k
ℓ=0Gℓ is given by the forward recursion
Gk = Gk × Gk−1 (10)
for k ≥ 1 with G0 = G0 and
Gk ,

 I 0
−∇xf
−1
k ∇xLk ∇xf
−1
k

 ∈ R(n+N)×(n+N).
(11)
Proof. The definition of the Hamiltonian (4) combined
with the backward recursion (5) from Lemma 1 holding
under Assumption 2 implies that
λk+1 = ∇xf
−1
k λk −∇xf
−1
k ∇xLkθ (12)
for all k ≥ 0 where we have noted that∇xfk is invertible
under Assumption 2. By defining zk , [θ
′ λ′k]
′ for k ≥ 0
and recalling the definitions of Gk and Gk, (12) may be
rewritten as the forward recursion
zk+1 = Gkzk = Gkα (13)
for k ≥ 0 where we note that z0 = α. Similarly, apply-
ing the definition of the Hamiltonian (4) to (6) under
Assumption 2 gives
0 = ∇uLkθ +∇ufkλk+1
= FkGkα
for k ∈ KK where the last line follows from (13). The
theorem assertion follows and the proof is complete.
The matrix equation (8) summarises both the costate
(5) and Hamiltonian-gradient (6) conditions of Lemma
1. By rewriting the costate backward recursion (5) as a
forward recursion, we have eliminated the costate vec-
tors λk for k ≥ 1 from (8). When Assumption 1 holds,
we may thus, in principle, solve (8) at any time k ∈ KK
for the vector α which will yield values of the parame-
ter vector θ and initial costates λ0. However, in practice
the matrices Fk and Gk may be rank deficient and the
equality in (8) may not hold exactly due to violation of
Assumption 1; for example, the given trajectories may
not be optimal for any θ ∈ Θ due to misspecified dy-
namics or basis functions. To handle these situations, we
shall next propose an inverse optimal control method by
considering sums of squared residuals ‖FkGkα‖
2.
4
3.2 Proposed Online Inverse Optimal Control Method
To propose our online inverse optimal control method,
let us consider the inactive constraint times up to and
including time k ≥ 0, namely, Kk. Under Assumption 2,
let us also define
Jk (α) ,
∑
ℓ∈Kk
‖FℓGℓα‖
2
= α′Qkα (14)
as the sum of squared residuals of (8) where
Qk ,
∑
ℓ∈Kk
(FℓGℓ)
′ (FℓGℓ)
is a symmetric positive semidefinite matrix. Our pro-
posed method of online inverse optimal control is then
to find vectors αˆk at each time k ≥ 0 that solve the op-
timisation problem
inf
α
Jk (α) s.t. Iα ∈ Θ (15)
where I , [I 0] ∈ RN×(N+n). The objective-function
parameter vector θˆk and initial costates λˆ0 computed by
our method are then given by θˆk = Iαˆk and λˆ0 = I¯αˆk
where I¯ , [0 I] ∈ Rn×(N+n).
Our method (15) has an online form in the sense that
it can process the pairs (xk, uk) for k ≥ 0 sequentially
since Qk is given by the recursion
Qk =
{
Qk−1 + (FkGk)
′ (FkGk) if uk ∈ int U ,
Qk−1 otherwise
(16)
for k ≥ 0 whereQ−1 , 0 and Gk is given by the recursion
(10). Furthermore, the dimensionality of the optimisa-
tion in our method isN+n and does not grow with time.
In contrast, the dimensionality of the optimisation prob-
lems in existing minimum principle and KKT methods
of inverse optimal control grow linearly with the length
of the trajectories considered since, for example, they
involve optimisation over the entire costate trajectory
λ0, λ1, . . . , λk [1, 4, 10, 20]. The key to the constant di-
mensionality and efficient online form of our method is
the forward-recursive expression of the finite and infinite
horizon minimum principles established in Theorem 1.
By minimising the residual cost function (14) over α, our
method (15) computes a parameter vector θˆk and initial
costates λˆ0 that minimise the violation of the minimum
principle conditions (8). If Assumption 1 holds so that
x[0,K] and u[0,K] are a solution to the optimal control
problem (3) for θ = θ∗ ∈ Θ, then αˆk = [θ
∗′ λ′0]
′ will be
one (possibly nonunique) solution to (15) for all k ≥ 0.
If Assumption 1 does not hold so that x[0,K] and u[0,K]
are suboptimal under (2) for all θ ∈ Θ (e.g., due to noise
or misspecified basis functions and dynamics), then our
method (15) will yield parameters θˆk that minimise the
extent to which the minimum principle conditions of (8)
are violated. The extent to which the minimum princi-
ple conditions of (8) are violated can be determined on-
line since Jk(αˆk) = αˆ
′
kQkαˆk will be equal to zero when
Assumption 1 holds and greater than zero when it does
not. We note that if Jk(αˆk) is large, the method is un-
likely to yield useful parameters without modification
of the dynamics or basis functions, or preprocessing the
trajectories to remove noise as in [12].
Methods for computing parameter vectors that min-
imises the extent to which the minimum principle con-
ditions of (8) are violated have been previously pro-
posed for problems with known finite horizons K < ∞
(cf. [1,4,10]). The key novelty of our method (15) is that
it exploits our novel reformulation of the minimum prin-
ciple conditions in Theorem 1 to yield parameter vec-
tors online without any prior knowledge of the (poten-
tially infinite) horizonK and without storing or process-
ing batches of states and controls. Furthermore, unlike
the existing methods of [1, 4, 10], our method handles
state and control trajectories with active control con-
straints. We shall next establish conditions under which
our method computes a unique parameter vector, and
we will further describe its online implementation.
4 Performance Guarantees and Online Imple-
mentation
In this section, we present our main result guaranteeing
the uniqueness of solutions to our method (15). We also
describe its online implementation.
4.1 Performance Guarantees
To establish our main performance result, let us define
Q¯k ∈ R
(n+N−1)×(n+N−1) as the principal submatrix of
Qk formed by removing its first row and first column,
and let us also define qk ∈ R
n+N−1 as the first column of
Qk without its first element. We now present our main
result and performance guarantee.
Theorem 2. Consider (xk, uk) for k ≥ 0, suppose that
Assumption 2 holds, and let Θ = {θ ∈ RN : θ1 = a} for
some a > 0. For any k ≥ 0, if Q¯k has full rank then the
unique solution to (15) is
αˆk = a

 1
−Q¯−1k qk

 . (17)
If, in addition, Assumption 1 holds and there exists an
r > 0 such that rθ∗ ∈ Θ, then the unique solution to
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(15) is
αˆk = a

 1
−Q¯−1k qk

 = r

θ∗
λ0

 .
Proof. Under Assumption 2 and given Θ, the La-
grangian function for (15) for any k ≥ 0 is
L(α, p) = α′Qkα+ p(α
1 − a)
with the Lagrange multiplier p ∈ R. Noting that Qk is
symmetric, and letting c , p/2, we have the derivatives
dL(α, p)
dp
= α1 − a and
dL(α, p)
dα
= 2Qkα+ 2ce1
where e1 ∈ R
N+n is an indicator vector with 1 in its first
component and zeros elsewhere. Following the method
of Lagrange multipliers, setting dL(αˆk, p)/dp = 0 leads
to αˆ1k = a, and setting dL(αˆk, p)/dα = 0 whilst noting
that Qk is symmetric leads to the system
Q1,1k q′k
qk Q¯k



 a
α¯k

 = −ce1
where α¯k , [αˆ
2
k · · · αˆ
N+n
k ]
′ and Q1,1k is the first element
of Qk. Since a is known, we may discard the first row of
both sides and perform straightforward matrix manip-
ulations to obtain the equation Q¯kα¯k + aqk = 0. Since
Q¯k is invertible under the theorem conditions, we have
α¯k = −aQ¯
−1
k qk and the first theorem result follows.
To prove the second theorem result we note that (8) es-
tablished in Theorem 1 under Assumptions 1 & 2 holds
with α = α∗ = r[θ∗′ λ′0]
′ for all r > 0. Thus, under As-
sumptions 1 & 2, αˆ = α∗ is a solution to (15). Recalling
the first theorem assertion, αˆ = α∗ will be the unique
solution when Q¯k is full rank and r > 0 is such that
θ∗ ∈ Θ. The proof is complete.
The first assertion of Theorem 2 establishes that by con-
straining θˆ1 = a, our method (15) is guaranteed to com-
pute a unique parameter vector given by
θˆk = aI

 1
−Q¯−1k qk

 (18)
when the submatrix Q¯k has full rank. The second asser-
tion of Theorem 2 establishes that when Assumption 1
holds, the unique parameter vector will correspond to a
scaled version of the true unknown parameter vector θ∗
provided that the true parameter vector can be re-scaled
by r > 0 to belong to the set Θ. This scaling condition
is typically not restrictive but may require the permuta-
tion of the basis functions Lk (in practice via trial and
error) to avoid the first element of θ∗ being zero.
The first assertion of Theorem 2 holds without Assump-
tion 1 and its rank condition involving Q¯k is always use-
ful for determining if the sequence of state and control
pairs (xℓ, uℓ) for 0 ≤ ℓ ≤ k provide sufficient informa-
tion for the parameter vector and initial costate vector
to be computed uniquely with our method (regardless
of Assumption 1). The rank condition therefore fulfils
a role analogous to the persistence of excitation condi-
tions that appear in adaptive control and parameter es-
timation in which data or experiments are assessed as
sufficient or not to yield unambiguous parameter esti-
mates (without considering the properties of the esti-
mates themselves). A similar rank condition is estab-
lished for finite-horizon inverse optimal control without
control constraints in [3, 4] for offline methods that in-
volve storing and processing the full sequences x[0,K]
and u[0,K]. Our rank condition of Theorem 2 will fail to
hold when the system dynamics or initial conditions are
degenerate and lead to uninformative state and control
trajectories (e.g., trajectories that are equilibria of the
dynamics). It will also fail to hold when too few state
and control pairs are used to construct Q¯k (e.g., due to a
short horizon K or Kk having too few elements because
k is small or the control constraints being active too fre-
quently). If Q¯k is rank deficient, it is therefore advanta-
geous in practice to wait for more state and control pairs
to be processed before seeking to compute a unique pa-
rameter vector θ. The following proposition reinforces
this intuition by showing that the rank of Q¯k is non-
decreasing as more state and control pairs are processed.
Proposition 1. Consider (xk, uk) for k ≥ 0 and sup-
pose that Assumption 2 holds. Then,
rank
(
Q¯k−1
)
≤ rank
(
Q¯k
)
for all k ≥ 1.
Proof. Consider any k ≥ 1 and note that Q¯k and Q¯k−1
exist under Assumption 2. The proposition holds triv-
ially when uk 6∈ int U since (16) implies Q¯k = Q¯k−1.
If uk ∈ int U , then (16) implies that Q¯k = Q¯k−1 + F¯k
where F¯k is the product matrix (FkGk)
′(FkGk) without
its first row and first column. By noting that F¯k is pos-
itive semidefinite, we have that
v′Q¯kv = v
′Q¯k−1v + v
′F¯kv ≥ v
′Q¯k−1v
for all v ∈ Rn+N . The null space of Q¯k is thus a sub-
set of the null space of Q¯k−1, and so nullity(Q¯k−1) ≥
6
nullity(Q¯k). The rank-nullity theorem then implies that
rank(Q¯k−1) = rank(Q¯k) + nullity(Q¯k)− nullity(Q¯k−1)
≤ rank(Q¯k)
and the proof is complete.
An important consequence of Proposition 1 is that if the
rank condition of Theorem 2 is satisfied at any time ℓ ≥
0, then it will also be satisfied for all subsequent times
k ≥ ℓ. Theorem 2 and Proposition 1 together therefore
imply that if Q¯ℓ has full rank for any ℓ ≥ 0, then our
method (15) will have unique solutions (17) for all k ≥ ℓ
under the conditions of Theorem 2.
4.2 Online Implementation
In light of Theorem 2, our method (15) can be imple-
mented by computing Qk, Gk, and Fk before solving
(18). If Q¯k is rank deficient, then we may substitute the
inverse of Q¯k in (17) with the Moore-Penrose pseudoin-
verse of Q¯k to yield the minimum-norm solution to (15)
or simply set θˆk = 0. The online implementation of our
method (15) is summarised in Algorithm 1.
Algorithm 1 Online Implementation of (15)
Input: States and controls (xk, uk) for k ≥ 0, dynamics
fk, basis functions Lk, constraint set U , and param-
eter set Θ = {θ ∈ RN : θ1 = a}.
Output: Parameter vector θˆk for k ≥ 1.
1: for k = 0, 1, . . . do
2: Receive (xk, uk).
3: Compute Gk and Fk with (9) and (11).
4: if k = 0 then
5: Initialise G0 = G0.
6: if u0 ∈ int U then
7: Initialise Q0 = (F0G0)
′(F0G0).
8: else
9: Initialise Q0 = 0.
10: end if
11: else
12: Compute Gk = Gk × Gk−1.
13: if uk ∈ int U then
14: Compute Qk = Qk−1 + (FkGk)
′(FkGk).
15: else
16: Set Qk = Qk−1.
17: end if
18: end if
19: Extract Q¯k and qk from Qk.
20: if rank(Q¯k) = n+N − 1 then
21: Compute unique θˆk with (18).
22: else
23: Set θˆk = 0.
24: end if
25: end for
The memory complexity of Algorithm 1 is dominated by
the need to store the most recent Qk, Gk, and Fk which
leads to a total memory complexity of O(m(n + N) +
(n+N)2). The computational complexity of Algorithm
1 is similarly dominated by the computation of Qk, Gk,
and the inversion of Q¯k in (18) which leads to a compu-
tational complexity of O(m(n+N)2+(n+N)3) at each
time k. In contrast, the total memory complexity of the
recently proposed finite-horizon inverse optimal control
method of [4] is O((m+ n)NK) whilst its total compu-
tational complexity is O(n3K +(mNK)3). The horizon
K will typically be greater than the dimensions m, n
and N , and so the complexities of our method will typi-
cally be less than those of the method of [4] (and those of
other methods, e.g. [1,10,20]). Importantly from an on-
line implementation perspective, the memory complex-
ity of ourmethod is independent ofK whilst the memory
complexity of the method of [4] is linear in K. The com-
putational complexity of the method of [4] is also cubic
in time k whilst the total computational complexity of
our method is only linear in time k.
5 Simulation Examples
In this section, we first illustrate our method in a sim-
ple illustrative example alongside the current state-of-
the-art method of [4]. We then consider an application-
inspired example that cannot be solved with the method
of [4] due to the presence of control constraints.
5.1 Illustrative Example
Consider the single integrator xk+1 = xk+uk with xk ∈
R for 0 ≤ k ≤ K regulated with an optimal controller
designed with the objective function
V
(
x[0,K], u[0,K], θ
)
=
K∑
k=0
(xk)
2 + 5(uk)
2.
The parameter vector and basis functions of this objec-
tive function are θ = θ∗ = [1 5]′ and Lk = [(xk)
2 (uk)
2],
respectively. Thus, ∇uLk = [0 2uk], ∇xLk = [2xk 0],
and Assumption 2 holds with ∇xf
−1
k = 1.
For the purpose of illustration, we simulated the optimal
state and control trajectories with K = 10 and x0 = 10
shown in Fig. 1 and applied our method (15) by fol-
lowing Algorithm 1. Specifically, at k = 0, we receive
(x0, u0) = (10.0,−3.58) and so computing G0 and F0,
and initialising G0 and Q0, leads to
Q¯0 =

51.2820 −7.1611
−7.1611 1.0000

 .
Here, Q¯0 is rank deficient and so there is no unique solu-
tion to (15). Thus, we set θˆ0 = 0 and proceed to k = 1.
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Fig. 1. Simulated trajectories for illustrative example.
At k = 1, we receive (x1, u1) = (6.42,−2.30) and so
computing G1, F1, G1, and Q1 leads to
Q¯1 =

 72.3810 −11.7545
−11.7545 2.0000


which is full rank. Thus, noting that qk = [294.1 −52.8]
′,
the solution of (18) yields the unique parameter vector
θˆ1 = [1 5]
′ solving (15). Ourmethod (15) therefore yields
the unknown parameter vector θ∗ online from only two
pairs of states and controls, (x0, u0) and (x1, u1), without
knowledge of the horizon K, and in a time of 1.2 ms
with our MATLAB implementation. For comparison, we
also processed the trajectories of Fig. 1 with the state-
of-the-art method of [4] which must process the entire
trajectories x[0,10] and u[0,10], and requires knowledge
of the horizon K = 10. Whilst the method of [4] also
computed the unknown parameter vector θ∗, it took 3.4
ms in our MATLAB implementation (over two times
slower than our online method on this short horizon with
the same computer system).
5.2 Application-Inspired Example
We now consider an example inspired by the study of
how human pilots fly aircraft (cf. [6]), and how pilot
behaviours can be modelled and mimicked with optimal
control problems.We specifically consider the regulation
of pitch in a fixed-wing aircraft. Let us therefore consider
a discrete-time model of aircraft pitch dynamics 1
xk+1 = Axk +Buk, x0 ∈ R
3
for k ≥ 0 where the three states x1k, x
2
k, and x
3
k are the
angle of attack (in radians), the aircraft pitch rate (in
radians per second), and the aircraft pitch angle (in ra-
dians), respectively, and
A =


0.9654 5.4572 0
−0.0013 0.9545 0
−0.0038 5.5437 1

 and B =


0.0284 0.0142
0.0020 0.0010
0.0056 0.0028

 .
1 http://ctms.engin.umich.edu/CTMS/index.php
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Fig. 2. Simulated trajectories for application-inspired exam-
ple. The control constraints are active in the shaded region.
Assumption 2 holds with ∇xf
−1
k = (A
′)−1.
The control input vector uk = [u
1
k u
2
k]
′ ∈ R2 consists of
two components, the first u1k being the deflection angle of
the elevator control surface (in radians) and the second
u2k being the deflection angle of a second (smaller trim-
tab) elevator control surface (in radians). The control in-
puts are both constrained to the set U = {u = [u1 u2]′ ∈
R
2 : −∆ ≤ u1, u2 ≤ ∆} for some constraint-magnitude
∆ > 0. In an experimental setting, the controls uk would
be provided by human test subjects. However, for the
purpose of illustrating our method, we simulated the
system from an initial state of x0 = [0.5 0 0.2]
′ and a
constraint-magnitude of ∆ = 0.09 after it was regulated
with an optimal controller designed with
V
(
x[0,K], u[0,K], θ
)
=
K∑
k=0
x′k


1 0 0
0 4 0
0 0 2

xk + u′k

3 0
0 6

uk.
Thus, our aim in this example is to recover the parameter
vector θ = θ∗ = [1 4 2 3 6]′ (the diagonal elements of the
state and control weightingmatrices) without knowledge
of the horizon (which we simulated as K = 250). The
simulated (optimal) state and control trajectories are
shown in Fig. 2 for k ≤ 100. We see that the control
constraints are active in the time interval k ∈ [6, 33].
We applied our method to the trajectories in Fig. 2 using
Algorithm 1. The unique parameter vector computed
by our method for k ≤ 100 are shown in Fig. 3, and
these correspond to the true parameter vector θ∗ for
k ≥ 35. Prior to k = 35, the parameter vector are not
computed due to Q¯k being singular (or numerically close
to singular) and the control constraints being active for
k ∈ [6, 33].
To study the impact of control constraints on the num-
ber of time steps before unique parameter vector can be
computed with our method, we simulated optimal tra-
jectories from an initial state of x0 = [0.5 0 0.2]
′ with
a horizon of K = 250 and constraint magnitudes of be-
tween ∆ = 0.07 and ∆ = 0.11. We applied our method
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Fig. 3. Objective-function parameter vector θˆk calculated
from the trajectories of Fig. 2 using our method (15). The
true parameter vector is θ = θ∗ = [1 4 2 3 6]′. The control
constraints are active in the shaded region.
to each of these trajectories. For comparison purposes,
we also applied an ad-hoc version of our method in which
we wait until after the constraints are active for the last
time before initialising the recursions for Qk and Gk.
That is, the ad-hoc version method does not process any
states and controls when the constraints are active. In
contrast, our proposed method (15) processes states and
controls in the recursion (10) for Gk but not in the re-
cursion (16) for Qk when the constraints are active.
Fig. 4 reports the first time at which unique parame-
ter vector can be computed with both methods versus
the duration of time the control constraints were active.
The duration of time that the control constraints are
active corresponds directly to the constraint magnitude
(i.e., the constraints are active for 19 time steps when
∆ = 0.11 compared to 40 time steps when ∆ = 0.07).
From Fig. 4, we see that the time required by both
methods to compute unique parameter vector increases
with the length of time the constraints are active. How-
ever, our proposed method (15) uniformly computes the
unique parameter vector in fewer time steps than the
ad-hoc method. The processing of the state and control
pairs in our proposed method (15) with the recursion for
Gk while the control constraints are active is therefore
advantageous (despite our method not computing new
values of Qk or θˆk when the constraints are active).
6 Conclusion
We consider the problem of online inverse optimal con-
trol on possibly infinite horizons in discrete-time systems
subject to control constraints. We exploit both finite
and infinite horizon discrete-time minimum principles to
propose a novel online inverse optimal control method
and to establish novel conditions under which it is guar-
anteed to compute a unique objective-function parame-
ter vector. We illustrate our method in simulations and
demonstrate that it is able to compute unique param-
eter vectors online from trajectories with constrained
controls.
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Fig. 4. Time before unique objective-function parameter vec-
tor is computed versus duration of time the control con-
straints are active in our application-inspired example.
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