This paper presents an approach for frequent hand-eye calibration of an Infrared (IR) range camera mounted to the end-effector of a robot manipulator in field applications. Currently, an existing approach has demonstrated the cost-effective use of reflector discs to detect distinct feature points for hand-eye calibration. In this paper, the approach is further improved to increase the accuracy and reliability which are both necessary for practical field use. The improvements include a morphological operation in reflector disc detection, an averaged hand-eye transform from strategically selected camera viewpoints, and a fault recovery procedure. Experimental results show that the proposed approach is able to increase calibration accuracy by 18 times and can be reliably used in the field by an inexperienced operator.
Introduction
In autonomous field robotics, it is common to mount sensors onto a robot platform to enable geometric mapping of the surrounding environment. For a bridge maintenance system that uses a robot manipulator to autonomously grit-blast steel surfaces [1] [2] , an IR range camera can be mounted onto the end-effector of the ma-nipulator to perform mapping of the environment [3] . The IR range camera captures depth data instantaneously over a wide field of view and is well suited for a harsh and dimly lit environment, such as a bridge structure. In order to fuse the depth data into a global map, hand-eye calibration is performed to identify the transform between the IR range camera and robot coordinate frames.
Frequent hand-eye calibration of an IR range camera in a bridge maintenance application is required when the IR range camera is to be detached and reattached for different maintenance operations, cleaning or replacement. However, it is infeasible to relocate the robotic system into a precisely controlled environment every time re-calibration must be performed. Therefore, hand-eye re-calibration needs to be performed in-situ at the site of maintenance by inexperienced operators while keeping setup time and necessary equipment to a minimum. A simple yet reliable approach to hand-eye calibration in the field is necessary such that the robot can be returned to normal operation with minimal operational delay.
In robotic systems, hand-eye calibration identifies the relative transform (translation and rotation) between the camera coordinate frame and the robot end-effector coordinate frame. Hand-eye calibration is commonly performed using feature point correspondence techniques to simplify the problem into matrix equations [4] [5] . 2D feature point correspondence for hand-eye calibration of a camera can be performed using edge, corner and centroid feature points extracted from calibration images such as those containing known-scale checkered board patterns or circles [6] [7] [8] . Given the available depth data from an IR range camera, 3D point features can be used to improve precision and reduce the number of observations required. Point features can be extracted from edges and planes using depth data of either the sensed surrounding environment and/or a specially designed 3D calibration object [9] [10] . However, reliable 3D feature extraction in a dynamic and harsh bridge environment is still a challenge in order to enable automated and frequent in-situ hand-eye recalibration. For example, the grit-blasting hose attached to the robot manipulator can occlude calibration features as the manipulator moves around to different viewpoints, and dust in the air can cause sensor readings to become unreliable. Thus, calibration approaches using distinct high contrast features have been investigated in [11] [3] , which uses a projected laser pointer to generate a high-contrast features for stereo vision hand-eye calibration and reflector discs to create high contrast features for IR camera hand-eye calibration. The reflector discs approach to hand-eye calibration has previously been demonstrated in a controlled laboratory environment. However, in order to be acceptable for practical field use, further accuracy and reliability improvements are required.
In this paper several improvements are proposed for the hand-eye calibration approach present in [3] , to increase the accuracy and reliability necessary for practical field use. The presented improvements include; morphological operations and blob filtering in the reflector disc detection algorithm, an averaged hand-eye transform from strategically selected camera viewpoints, and a method for dealing with spuri-ous data. Overall, the proposed improvements further automates and simplifies the hand-eye calibration procedure to be usable by a field operator with no in-depth knowledge of calibration.
The paper is structured as follows; Section 2 presents an overview of the existing hand-eye calibration approach, while Section 3 describes the proposed improvements, including the morphological operation to improve reflector disc detection, the technique for viewpoint selection and hand-eye transform averaging, and improvements in fault tolerance. Section 4 presents experimental results and Section 5 concludes and discusses future work.
Background
The existing calibration approach [3] utilises the one-to-one correspondence between the relevant data structures available from the sensor in use (Fig. 1) . The IR image is processed to identify features -the centroids of three reflector discs arranged in a structured pattern (Fig. 2b) . Once the centroids have been determined, the corresponding 3D co-ordinates of each disc can be determined by reading the corresponding depth values from the raw depth map.
The location of these features in three dimensional co-ordinates relative to the robot base is static, and can be determined by moving a robot end-effector pointing tool to the location of each disc as described in [8] .
The homogeneous transform matrix describing the location of the sensed feature locations in the camera frame f i and the feature locations in the robot base frame f i can be computed using 3D feature point matching, where Singular Value Decomposition (SVD) is used to find the least-square fit with features i = 1, 2, ...M . will then be the camera-to-robot base homogeneous transform
The hand-eye transform e T s can then be calculated. For any given robot manipulator pose, e T s is constant between the end-effector (e) to robot base frame (o) and the camera (s) to robot base frame (o). Using the camera to robot base transform o T s and the end effector to robot base transform o T e (Q) calculated using forward kinematics based on the corresponding robot manipulator pose with joint angles,
The hand-eye transform is then
3. Improved Approach
Disc Detection
The existing approach for disc detection is based on the iterative use of a median filter for noise rejection [3] . A median filter is typically used for removal of "salt and pepper" noise present in an acquired image [12] , and so the usage of a median filter in this case is appropriate for removal of the speckle pattern created by the sensor's IR projector. This approach however, is unable to remove more complex artifacts present in the IR image. Such artifacts may include highly-reflective bolt-heads located on the robot itself, as well as other items found in the field environment such as reflective aluminium beams (Fig. 3a) . The improved approach utilises morphological operations with blob detection and subsequent filtering as follows (1) Apply a median filter in order to remove the dot speckle pattern created by the sensor's IR projector (Fig. 3b ). (2) Apply intensity-based thresholding, in order to produce a binary image which shows pixels with high IR reflectance (Fig. 3c ). (3) Apply an image-close morphological operation (that is, erosion followed by dilation) so as to round-out the blobs detected, fill in the center of the discs, and remove remaining speckle noise (Fig. 3d ). (4) Apply blob filtering in order to identify the discs within the remaining blob set.
Blobs are sorted and rejected according to area, as well as eccentricity.
Given that blob area and eccentricity (circularity) are reasonably consistent between calibration trials, these attributes provide reliable thresholding criteria for successful object detection. 
Multiple Viewpoint Generation
Instead of calibration from a single viewpoint [3] , for improved calibration accuracy multiple robot configurations (poses) can be established such that the sensor can observe the calibration plate from a number of viewpoints. The robot moves through the array of poses, and a calibration transform matrix is computed at each. Upon completion, the final transform matrix e T s,f can be computed as the mean translation and rotation of all transform matrices e T s,i , from i = 1, 2, ...M , where Table 3 .2 describes the utility functions used 
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The use of multiple viewpoints has the advantage that any error present in a single plate observation (caused by a localised abberation in the depth values at this location) is mediated by the remaining plate observation transform matrices. Minimising rotational errors is particularly important since a small rotational error introduces large errors at longer distances from the sensor, when transformed into the base co-ordinate frame.
In order to observe the plate from multiple viewpoints, an array of robot poses is generated using inverse kinematics. For maximum observation variation, the viewpoints are calculated such that they are evenly spaced along each dimension, as well as evenly rotated about each dimension (X, Y, and Z). Fig. 4 shows a subset of the viewpoints used. For purposes of brevity the full range is not shown.
Improved Fault Tolerance
Due to the unpredictable field environment in which the robot is calibrated, there are several disturbances to the calibration process that may be experienced, including dust in the air, or unexpected objects within view of the sensor. Thus, possible sources of error must be anticipated and accounted for in advance, to ensure that the calibration process can run smoothly. The process checks for the following events For all such outcomes, the algorithm abandons the transform computation at the current robot pose and discards all related data. The robot then moves onto the next pose, and the calibration process continues.
Depth Value Availability
In the existing calibration approach, at close viewing distances a depth reading is not achievable in some cases due to the high reflectance of the discs (Fig. 5a ). This is a known limitation of the class of sensor in use [3] . Fig. 5b ) shows how this limitation has now been overcome via the addition of a small concentric non-reflective disc, placed on top of each reflector disc. This ensures that the depth values in the centre of the disc are still readable, while the outer reflective ring remains sufficient for the disc detection applied to the IR image. and a notable distribution in transform matrices in both translation and rotation could be observed (see Table 2 ). In order to evaluate the accuracy of the resulting mean hand-eye transform matrix e T s,f an attempt at fusing environment meshes was made. A three dimensional structure of known dimensions called a sidewall (Fig. 6a ), was observed from four different viewpoints. The four scans were fused by computing the forward kinematics of the arm in combination with the hand-eye transform matrix and then transforming the point cloud respectively, in order to establish a global map comprised of the four seperate scans (Fig. 6b) . The accuracy of the fusion was estimated by comparing the fused scans with a template data structure which describes the sidewall, with correct dimensions. Iterative Closest Point (ICP) was then used to determine the RMS error once the point clouds had been registered.
Experiments and Results

Multiple Viewpoint Analysis
The experiment was performed using two different values for the hand-eye transform matrix. Firstly, the final mean hand-eye calibration matrix e T s,f was used, which yielded an RMS error of 1.39e-4. The process was then repeated using one of The fused scanned mesh (red/yellow) overlaid on the template mesh (green/blue).
the outlier e T s,i transform matrices within the set of 24 observations. Using this outlier transform matrix, the RMS error was found to be 2.61e-3, an order of magnitude higher.
Other experiments
The approach described in section 3 was also validated by moving the sensor at close range to the calibration plate and verifying that depth values were present at all times. The sensor has a dead-band between approximately 0 to 0.5 metres, as such locations within this range were not considered.
The disc detection improvements were validated by adding various objects which would introduce artifacts into the IR image (Fig. 3a) . A total of 24 viewpoints were used, and a 95.8% success rate for detection was found, a notable improvement upon the previous approach which yielded a 70.8% success rate.
For testing the fault recovery approach, all known error conditions were artificially introduced during the calibration process, and successful recovery was consistently observed in each case.
Conclusions
The improvements to the calibration approach [3] have been successfully verified to quantifiably improve the reliability and accuracy of the IR range camera calibration process. Increased accuracy in this case results in improvement of the performance of the robot during grit-blasting operation, with a lower likelihood of collision with environment obstacles. Although the calibration process involves a number of steps, these steps were automated for ease of use such that execution in a field environment is a straightforward process and can be performed by inexperienced field operators. P l e a s e c o n v e y t h i s i n f o r m a t i o n a n d m y c o n g r a t u l a t i o n s t o y o u r c o -a u t h o r s , i f a n y .
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