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ABSTRACT 
We consider the problem of characterizing those linear operators L on the 
matrices over a semiring such that L(X) is idempotent if and only if X is. Complete 
characterizations are obtained for many semirings, including the nonnegative reals, 
the nonnegative integers, the two-element Boolean algebra, and the fuzzy scalars. 
0. INTRODUCTION 
In a series of papers ([l], [2], [3], [4], and [5]> we extended characteriza- 
tions of linear operators on matrices over rings and fields, that preserve 
various properties and functions, to linear operators on matrices over various 
algebraic structures that are not rings, that preserve analogous properties and 
functions. Our results concerned the nonnegative real and nonnegative 
integer matrices, the fuzzy matrices, the Boolean zero-one matrices, and 
matrices over other “semirings.” The characterizations we obtained strongly 
resembled their counterparts for rings and fields. 
*This work was supported in part by the Natural Sciences and Engineering Research 
Council of Canada under grant OGPOOO4041, and in part by a grant from the College of Science, 
Utah State University. 
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Chan, Lim, and Tan [6] characterized the linear operators on the real and 
complex matrices that fix the identity matrix and preserve idempotence. 
They showed that the semigroup, S,, of such operators is generated by 
transposition and the similarity operators (those that send X to PXP-’ for 
fixed P). Let K be any algebraically closed field of characteristic zero. A 
result of Howard [S] implies that the semigroup, /‘i, of linear operators on 
the matrices over 06 that are invertible and preserve idempotence is also 
generated by transposition and the similarity operators. 
Note (the proof is given below in Section 1) that these two semigroups of 
linear operators, S, and S,, are precisely the semigroups of linear opera- 
tors that strongEy preserve idempotence. (i.e. that map idempotents to 
idempotents and nonidempotents to nonidempotents) over their respective 
domains. 
In this article, we obtain analogs of their results valid for many semirings, 
including the four mentioned above. We show, for example, in Corollary 
3.2.1, that the semigroup of linear operators on the nonnegative real matrices 
strongly preserving idempotence is generated by transposition and the 
(nonnegative real) similarity operators (those that map X to QXQ-’ for a 
fixed nonnegative Q having a nonnegative inverse). This is an exact analog of 
the results of Chan, Lim, and Tan and of Howard. 
Preliminary results and definitions are presented in Section 1. The results 
for zero-one Boolean matrices are in Section 2, those for nonnegative 
matrices and for matrices over chain semirings (this includes the fuzzy 
matrices) are in Section 3. 
1. PRELIMINARIES 
First we’ll explain why the semigroups S, and S, of operators 
discussed in Section 0 consist of the strong idempotent preservers. We need 
the following proposition. 
PROPOSITION 1.0. lf T is a linear operator on the n X n matrices over a 
field of characteristic other than 2, strongly preserving idempotence, then 
(a) T is invertible and (b) T(Z) = 1. 
Proof. Suppose T is not invertible. Then its kernel contains a nonzero 
matrix A. But A is idempotent, because its image is the idempotent matrix 
0, but - A is not idempotent, yet T(A) = T( - A) = 0, which is impossible. 
This establishes (a): T is nonsingular, and hence invertible. To prove (b), let 
Y = T-‘(I) - I. Then I + Y is idempotent because T(Z + Y) is the idempo- 
tent matrix I. Also T(Y) = Z -T(Z) is idempotent, because T(Z) is idempo- 
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tent. It follows that Y is idempotent. But we saw that I+ Y is also 
idempotent, and so we have I + Y = I + 2Y + Y2 = I + 3Y. Thus, Y = 0, since 
the characteristic of our field is not 2. Therefore, T(I) = I. n 
Suppose T is in a semigroup of linear operators generated by transposi- 
tion and the similarity operators; then T preserves idempotence only if it 
preserves idempotence strongly, because the generators do so. Therefore the 
characterizations of 4, and 1, mentioned in Section 0 imply that the 
operators in S, and S, preserve idempotence strongly. Conversely, 
Proposition 1.0 implies that linear operators on matrices over C or R 
(respectively, W> are in S, (respectively, S,> if they preserve idempotence 
strongly. 
The proviso in Proposition 1.0 that the characteristic of the field be other 
than 2 is necessary. Consider the following example. 
EXAMPLE 1.1. Let T(X)= X + z,,I for all n X n matrices over the 
two-element field. Then [T(X)12 = X2 + r,,Z, and hence X is idempotent if 
and only if T(X) is. Nevertheless, neither (a) nor (b) holds. 
Now we turn our attention to matrices over semirings. We begin with 
some definitions. 
A semiring (see e.g., Gregory and Pullman [7] or Kim [9] is a binary 
system (F%, f, X) such that (s, +> is an Abelian monoid (identity 01, (s, X) 
is a monoid (identity l), x distributes over + , 0 X s = s X 0 = 0 for all s in 
s, and 1 # 0. Usually 5 denotes the system and X is denoted by juxtaposi- 
tion. If (S, X) is Abelian, then !5 is commututiwe. If 0 is the only element to 
have an additive inverse, then S is antinegative. All rings with unity are 
semirings, but no such ring is antinegative. 
Algebraic terms such as unit and zero dizjisor are defined for semirings 
as for rings. Algebraic operations on matrices over a semiring and such 
notions as linearity and invertibility are also defined as if the underlying 
scalars were in a field. 
Here are some examples of semirings which occur in combinatorics. They 
are all commutative and antinegative. Let W be any Boolean algebra; then 
@II, U, n) is a semiring. Let C be any chain with lower bound 0 and upper 
bound 1; then (C, max, min) is a semiring (a chain semiring). In particular, if 
IF is the real interval [0, 11, then (F,max, min) is a semiring, the fuzzy 
semiring. If P is any subring of R, the reals (under real addition and 
multiplication) and P+ denotes the nonnegative members of P, then P+ is a 
semiring. In particular, Z+, the nonnegative integers, is a semiring. 
We let k,,(S) denote the n X n matrices over S. The n X n identity 
matrix, I,, and the n X 72 zero matrix, O,, are defined as if S were a field. 
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We denote the n X n matrix all of whose entries are 1 by J,. We will 
suppress the subscripts on these matrices when the order is evident from the 
context. 
The pattern, A, of a matrix A in ~2 = J”(s) is the (O,l> matrix whose 
(i,j)th entry is 0 if and only if aij = 0. We will also assume that x is in 
&@8>, where B is the Boolean algebra of two elements ((0, l), + , X); here + 
is U and X is n. Note that B is a chain semiring. 
If A and B are in &, we say B dominates A (written B > A or A < B) if 
bjj = 0 implies ajj = 0 for all i, j. This provides a reflexive, transitive relation 
on JZ. 
The zero-one n X n matrices with only one entry equal to 1 are called 
cells. If the nonzero entry occurs in row i and column j, we denote the cell 
by E,, and say that the cell is in row i and it is in column j. A line is a row 
or column. A set of cells is collinear if they are all in the same line. When 
i # j, we say Eij is an off-diagonal cell; Eii is a diagonal cell. 
If S is not commutative, unless otherwise noted, we will take the 
operation of multiplication by scalars to be left multiplication: (s, A) -+ sA. 
Linearity of transformations is defined as for vector spaces over fields. A 
linear transformation on J = &,(S) is completely determined by its behav- 
ior on the set of cells in &. 
The mapping accomplished by associating each matrix A in k’(S) with 
- 
its pattern A in J&(B) is a semiring homomorphism when 55 is antinegative 
and zero-divisor-free. 
If T is a linear operator on ~2 (s), let T, its pattern, be the operator on 
-- 
_&“([EB) defined by T( Eij) = T(Ev) for all (i, j). Then 
- -- 
T(A) <T(A) for all A in k”(S). (1.1) 
Equality holds in (1.1) if !% is an antinegative semiring having no zero 
divisors. Therefore we have the following lemma. 
LEMMA 1.1. The mapping T + T is a homomorphism of the semiring of 
linear operators on k,,(S) onto the semiring of linear operators on JZ~(B) if 
S is antinegative and free of zero divisors. 
The number of nonzero entries in a matrix is denoted 1 Al. The number of 
elements in a set is also denoted 19). 
A matrix S having at least one nonzero off-diagonal entry is a star matrix 
if all its nonzero entries lie on a line (a row or column); so 1~ ISI < n. If the 
nonzero entries in S are all in a row, we call S a row matrix and St a column 
matrix. An s-star-matrix is a star matrix S having JSI = s and all diagonal 
entries 0 (1 < s < n>. 
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When X and Y are in _&@I), we define X \ Y to be the matrix 2 such 
that .zij = 1 if and only if xij = 1 and yij = 0. For example, the matrix in 
An(s) having all off-diagonal entries 1 and all diagonal entries 0 is denoted 
K,, or just K when n is understood. When $5 = B, K = J \ 1. When y and 
9 are sets, F \ 9 = {F E 9: F E 9). 
The following proposition is an immediate consequence of the rules of 
matrix multiplication. 
PROPOSITION 1.1. For all indices i, j,u,v, one has EijE,, = Ei, or 0 
according as j = u or j z u. 
COROLLARY 1.1.1. For all cells C, one has C” = C or 0 according as C is 
a diagonal or off-diagonal cell. 
PROPOSITION 1.2. Suppose C and C’ are cells and CC’ # 0. 
(a) If C and C’ are off-diagonal cells then either 
(i) CC’ is an ofi-diagonal cell distinct from C and C’, and C’C = 0, or 
(ii) C’ = Ct, and CC’, C’C are distinct diagonal cells. 
(b) If C is a diagonal cell and C’ is not, then CC’ = C’, and C,C’ are in the 
same row. Zf C’ is diagonal and C is not, then CC’ = C, and C, C’ are in 
the same column. 
(c) Zf C, C’ are diagonal then C = C’. 
Proof. The proofs are all routine applications of Proposition 1.1. n 
LEMMA 1.2. If T is a linear operator on the n X n matrices over an 
arbitrary semiring S that strongly preserves idempotency, then T(C) z 0 for 
all cells C. 
Proof. Suppose T(C) = 0 and C is a cell. Then C is idempotent. So C 
is a diagonal cell by Corollary 1.1.1. Let D be a cell in the same row. Then 
C + D is idempotent but D is not. Nevertheless, T(C + D) = T(D), a 
contradiction. n 
An operator T is said to be singular if T(X) = 0 for some X $10. 
LEMMA 1.3. Suppose T is a linear operator strongly preserving idempo- 
tency in k,(S), and S is antinegative. If n 2 2, then T is nonsingular. 
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Proof. If T(X) = 0 and X + 0, then for some cell C, T(C) = 0 because !5 
is antinegative and T is linear. That would contradict our assumption that T 
strongly preserves idempotency, according to Lemma 1.2. n 
We denote the Hudamard product of A and B in J by A 0 B. That is, 
C = A 0 B if and only if cij = uiibij for all i and j. Some authors call this the 
Schur product. 
In the next sequence of lemmas, A is an n X n matrix over a semiring F% 
and n 2 2. The scaling operator L,, induced by A is defined by L,: X -+ 
A 0 X. Evidently, L, is linear. 
LEMMA 1.4. lf L, preserves idempotence, then each diagonal entry in A 
is idempotent. Furthermore, if n > 3, either no entry in A is 0 or A is a 
diagonal matrix. 
Proof. The diagonal matrix A 0 I is idempotent, because I is. Therefore, 
all uii are idempotent. 
Suppose n 2 3, j z i, and aii = 0. Choose k f i, j. Let U = Eii + E,j + 
Eki + Ekj. Then U, and hence A 0 U, is idempotent. Therefore the (k,j)th 
entry in (A 0 U>” is akj. If we compute (A 0 U)‘, we find that its (k, j)th 
entry is 0. So akj = 0. Choose p f j and q f p, j. Let V = Ej,j + Ej, + Eqj -t 
E,,. Then V, and hence A oV, is idempotent. Therefore the (y, p)th entry in 
(A 0V)” is a aqp. Since ayJ = 0, a direct computation of (A 0 V)” will then 
imply that uqp = 0. Therefore, every off-diagonal entry in A is 0, except 
possibly in the jth row. Choose h z j and g z h, j. Then let W = Ej, + Ej, 
+ Eg,, + E,,. Then W, and hence Aa W, is idempotent. Since agh = 0 
(because g + h, j), a direct computation of (A 0 W)’ shows its (j, h)th entry, 
and hence aj,,, is 0. H 
LEMMZIA 1.5. Suppose S is a commutative semiring having the (multi- 
plicative) cancellation property (ax = ay implies x = y for all a z 0, x wnd y 
in S). 
(i> Zf L, strongly preserves idempotence, then 
(a) each diagonal entry in A is 1, and 
(b) when n > 3, there exist units a i in S such that for all i, j 
aij = aiai’. 
(ii) Ifuij = aiai’ for all i, j, then L, strongly preserves idempotence 
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Proof. (i)(a): S’ mce each diagonal entry in A is idempotent (Lemma 1.4) 
and none are 0 by Lemma 1.2, it follows by the cancellation property that 
they are all 1. 
(b): Fix i and choose j f i. Let R = Ck + &Eik + Ejk). Then R, and 
hence A 0 R, is idempotent. Therefore 
Therefore 
Uik = UijUjk for all k z i , (1.2) 
and interchanging the roles of i and j in (1.2) we obtain 
ujk = aj,aik forall k #j. (I.31 
Since n > 3, we can choose g z i, j, obtaining uig = uijujiai, from (1.2) 
and (1.3) and hence uijuji = 1, since no entry in A is 0 by Lemma 1.4. Thus 
if k #i, then ask = aig:aii for all k. 
Let u,=u. Sl’ This completes the proof of part (i). 
The verification of part (ii) is a straightforward computation. W 
EXAMPLE 1.2. It is easy to show that a nonzero 2 ~2 nonnegative 
integer matrix U is idempotent if and only if ui2uZ1 = 0, uii + u22 >, 1, and 
{Uli, uZp} ~(0, 1). That fact and Lemma 1.5 imply that L, strongly preserves 
idempotence in &s(Z + ) if and only if 
for any positive x , y . 
In particular, the operator induced by : r strongly preserves idempo- 
tence. 1 1 
Example 1.2 shows that the proviso “n > 3” of part (b) of Lemma I.5 is 
necessary. 
All Boolean algebras and chain semirings (in particular the fuzzy scalars) 
are semirings in which every element is idempotent. 
224 LEROYBEASLEYANDN.J.PULLMAN 
LEMMA 1.7. lf n > 3 and every element of 5 is idempotent, then the 
identity operator is the only scaling operator that strongly preserves idempo- 
tence. 
(Note that here 55 need not be antinegative.) 
Proof. Clearly, the identity operator is L,. Suppose L = L, strongly 
preserves idempotence for some A. Let i, j, and k be distinct integers. Put 
Xijk = aij Eij + Eik + E, + Ejk, Jijk = E,, + Eik + Ejj + Ejk, Xjk = ajj Ejj + 
Ejk, and Jjk = Ejj + Ej,. It is easily seen that Jijk and Jjk are idempotent. 
Since L(Xijk) = L(lijk) and L(X,.,) = L(Jjk) and L strongly preserves idem- 
potence, we have that Xijk and Xjk are idempotent. The (i, k) entry of 
(Xijk)2 is aij, while the (i, k) entry of Xijk is 1. Thus, aij = 1. Also, the (j, k) 
entry of (X,,)’ is ajj, while the (j, k) entry of Xj is 1. Thus, ajj = 1. Since i, 
j, and k were arbitrary, we have A = J. n 
2. THE BOOLEAN (0,l) CASE 
In this section, T is a linear operator on dn(5) which strongly preserves 
the set of idempotent matrices. 
Note that if n 2 3 then J \ E is not idempotent for any cell E. 
LEMMA 2.1. lf n 2 3 and E is a cell, then T( E) is a cell. 
Proof. By Lemma 1.3, T(E) f 0. Suppose F and G are distinct cells 
such that T(E) 2 F + G. Since J is idempotent, T(J) is. Further, since 
T(J)\T( E) dominates at most n2 -2 cells, there is some W such that 
T(J) = T( E)+T(W) where W dominates at most n” -2 cells. To see why 
this is so, for each cell C of T(J) \ T(E), let C’ be a cell such that T(C’) > C 
and let W be the sum of all such cells C. Then ) W I< IT(J) 1 T( E)I < n2 - 2. 
Let H be a cell not dominated by E + W. Then J \ If is not idempotent, as 
we noted above, while T(J \ H) = T(J) is idempotent, a contradiction. n 
LEMMA 2.2. If n 2 3, T is bijective on the set of cells. 
proof. By Lemma 2.1, we only need show that for distinct cells E and 
F, T(E)# T(F). Suppose T(E)= T(F). Then T(J 1 F)= T(J \(E + F))+ 
T(E)= T(J \(E + F)+T(E)+T(F)= T(J), but J is idempotent and J \ F 
is not, a contradiction. n 
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LEMMA 2.3. Zf n > 3, then T(Z) = I and T(K) = K. 
Proof. If E is a diagonal cell, then E is idempotent, and hence T(E) 
must be idempotent. The only idempotent cells are diagonal cells. If E is an 
off-diagonal cell, then E, and hence T(E), is not idempotent. Thus, T(E) 
must be nondiagonal. The lemma now follows by Lemma 2.2. n 
LEMMA 2.4. Suppose E, F, and G are mutually distinct cells, E is 
diagonal, but F and G are not. Then their sum is idempotent if and only af 
they are collinear. 
Proof. The necessity is immediate, so we need only prove the sulfi- 
ciency. Suppose S = E + F +G and S2 = S. By corollary 1.1.1, E2 = E, 
F” = 0, and G2 = 0. Therefore, 
E+F+G=E+(EF+FE)+(EG+GE)+(FG+GF). (2.1) 
First we will show that FG + GF = 0. By Equation (2.1), FG cannot be an 
off-diagonal cell distinct from F and G, nor can FG,GF be a pair of distinct 
diagonal cells. Therefore, by Proposition 1.2(a), FG = 0. Similarly GF = 0. 
Next we will show that EF + FE is either 0 or F. If EF # 0 or FE # 0, 
then EF = F or FE = F by Proposition 1.2(b). Similarly, EG + GE is either 
0 or G. 
Taking the Hadamard product of both members of Equation (2.1) with F, 
the results of the previous paragraph imply that F = (EF + FE)0 F. Since 
EF + FE = 0 or F, we see that EF + FE = F. Proposition 1.2(b) then 
implies that E, F are collinear. Similarly, E,G are collinear. 
Suppose, without loss of generality, that E = Eii and F = Eij for some 
j # i. Then, for some k # i, G = Eki or Ej,. Now G # E,, because GF = 0, 
as noted in the first paragraph. Thus E, F,G are all in row i. n 
LEMMA 2.5. Zf n > 3, then T preserves 2-stars. 
Proof. Let S be a 2-star, and let E be the diagonal cell such that S + E 
is in a line. Then S + E is idempotent, so T(S + E) must also be idempotent. 
Here T(E) is a diagonal cell and T(S) is the sum of two nondiagonal cells by 
Lemmas 2.2 and 2.3. Since T(S)+T(E) is idempotent, Lemma 2.4 implies 
that T(S) is a 2-star. n 
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A permutation matrix is a (O,l> matrix which has exactly one 1 in each 
row and column. Notice that the only invertible matrices in J&(B) are the 
permutation matrices and that I’-’ = Pf for all permutation matrices P. 
LEMMA 2.6 [5, Lemma 3.71. If a nonsingular linear operator L on 
A? = da(B) is bijectiue on the off-diagonal cells, L(l) < I, and L preserves 
Z-star matrices, then L is one of, or a composition of two or more of, the 
following operators: 
(a) Transposition (i.e., X + X”>. 
(b) Similarity (i.e., X + PXPt for some fixed permutation matrix P 
in A). 
(c) Nonsingular diagonal replacement (i.e., for some fixed nonsingular 
linear operator s on the diagonal matrices of J, X --* X 0 K + s( X 0 I)). lf 
n 3 3, s is the identity. 
The fact that when n 2 3 the only operators of type (c) above that 
preserve idempotent matrices are those for which s is the identity follows 
from Lemma 2.2 and 2.4. 
Now we will turn our attention to the case n = 2. Let D and D’ denote 
the two diagonal 2 x 2 cells, and E and Et the two off-diagonal ones. Put 
S = D + K and S’ = D’ + K. It is easy to verify the following proposition. 
PROPOSITION 2.1. The only nonidempotent 2 X 2 Boolean matrices are E, 
Et, K, S, and S’. 
LIXMA 2.7. lf n = 2, then T is bijective on the set of cells, T(1) = I, and 
T(K)= K. 
Proof. By Lemma 1.3, T(C) dominates at least one cell for all cells C. 
Suppose T(E) d ominates more than one cell. Then Proposition 2.1 
implies T(E) dominates K, because E is not idempotent. Then K is 
dominated by T( D + E), which is idempotent because D + E is. The only 
idempotent matrix dominating K is J. Therefore T( D + E) = J and hence 
T(S) = J. But S is not idempotent, according to Proposition 2.1. Conse- 
quently T(E) is a nondiagonal cell. Similarly, T(Et) is one too. If T(E) = 
T( Et) then T(S) = T( D + E), a contradiction, since D + E is idempotent 
while S is not. Hence, T is bijective on the cells of K, and T(K) = K. 
Without loss of generality we may assume that T(E) = E and T(Et) = Et. 
Suppose T(D) dominates more than one cell. If T(D) dominates 1, then 
so does T(S). That is impossible, since only idempotent matrices dominate I, 
by Proposition 2.1. hence T(D) 1s not one of I + E, I + Et, J. But T(D) is 
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neither S, S’, nor K, by that proposition. The remaining 2X2 Boolean 
matrices dominating more than one cell dominate exactly two cells: one 
diagonal cell and one off-diagonal cell. Therefore there is a diagonal cell G 
and an off-diagonal cell H such that T( 0) = G + H. We assumed that T fixes 
the off-diagonal cells, so T( D + K \ H) = G + K. But that is impossible, 
because by Proposition 2.1, D + K \ H is idempotent and G + K is not. 
Thus T(D) is a cell, necessarily a diagonal cell, call it G. Similarly T( 0’) is a 
diagonal cell. If T( 0’) = G a so, then T(J) = G + K, since T(K) = K. That is 1 
impossible since J is idempotent and G + K is not. There T is bijective on 
the diagonal cells and T(I) = 1. n 
THEOREM 2.1. If n > 2, the semigruup of linear operators strongly pre- 
serving the idempotent n X n matrices over the Boolean algebra of two 
elements is generated by transposition and the operators X + PXPt, P a fixed 
permutation matrix. 
Proof. Let 9 denote the semigroup in question. Transposition and all 
operators X + PXPt are in 9 (P’ = P- ’ when P is a permutation matrix), 
so we need only prove that 9 is contained in the group they generate. 
Suppose L E 9. If n > 3, the theorem follows by Lemma 2.6. 
In case n = 2, by Lemma 2.7, L either fixes the diagonal cells or switches 
them. Also, L either fixes the off-diagonal cells or switches them. The only 
four possible operators are those given, establishing the theorem. n 
3. ANTINEGATIVE SEMIRINGS 
In this section, A is an antinegative semiring free of zero divisors, n > 2, 
and 9 = 9,(A) denotes the semigroup of all linear operators on J?~(A) 
strongly preserving idempotence. 
LEMMA 3.1. The semigroup 9 is generated by the scaling operators in 
9, transposition, and the similarity operators. 
Proof. This is immediate from Theorem 2.1 and Lemma 1.1. w 
THEOREM 3.1. If n > 3 and every member of A is idempotent, then 9 
is generated by transposition and the similarity operators; 9 is therefore a 
group. 
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Proof. This is immediate from Lemmas 3.1 and 1.7. n 
The permutation matrices are the only invertible matrices over those 
antinegative semirings that have only one unit 1, such as the nonnegative 
integers, and over any chain semiring, such as the fuzzy scalars. Indeed, Q is 
invertible in J&(A) if and only if Q = PD for some permutation matrix P 
and some diagonal matrix D whose diagonal entries are all units in the 
antinegative semiring A. 
COROLLARY 3.1.1. If n > 3, then the semigroup of linear operators on the 
n x n matrices over any chain semiring that strongly preserve idempotence is 
generated by transposition and the operators X + PXPt, P a permutation 
matrix. 
THEOREM 3.2. Zf P+ is the nonnegative members of a nontrivial subring 
P of the reals, then 9 = S,<p’ ) is generated by transposition and the 
similarity operators, unless n = 2 and &@‘+ )‘s idempotents are triangular. 
In that case, an additional family of generators is required, namely, the set of 
scaling operators 
x+ l x ox 
[ 1 Y 1 with xy>O. 
Proof. Immediate from Lemmas I.5 and 3.1, unless n = 2 and ukJP+ l’s 
idempotents are triangular. 
In that case, suppose T is in 9. Lemma 3.1 implies that we may assume 
T is a scaling operator, say T = L,. According to Lemma 1.5, 
A 
Then xy > 0 because 
the scaling operators 
1 x = 
[ 1 Y 1 for some x, y in P+. 
J, and hence A = T(J), . 1s not idempotent. Conversely, 
x+ l x ox 
[ I Y 1 
are in 9 whenever xy > 0. n 
COROLLARY 3.2.1. The semigroup of linear operators on the n X n non- 
negative real matrices, strongly preserving idempotence, is generated by the 
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operators X + Xt, X + PXPt where P is any permutation matrix, and X + 
DXD-’ where D is a diagonal matrix and all dii > 0. 
COROLLARY 3.2.2. The semigroup of linear operators strongly preserving 
the n x n nonnegative integer matrices is generated by the operators X -+ Xt 
and X + PXPt where P is any permutation matrix, unless n = 2. Zf n = 2, an 
additional family of generators is needed, namely all the scaling operators 
with xyal. 
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