Abstract-This paper presents a fully automatic algorithm for the extraction of equivalent circuits from noisy frequency responses. The application area involves the generation of SPICEready macromodels for critical interconnects for Signal Integrity chatacterizations. Direct measurements are often employed to obtain a characterization of a given interconnect structure, leading to its frequency-dependent scattering responses. The proposed technique processes these responses and outputs an equivalent circuit. The algorithm is based on a modification of the wellknown Vector Fitting scheme, which has now become a standard tool in EMC and SI studies. The presented improvements focus on robustness to noise, which is always present in measured data, and on automatic order estimation. These issues are addressed via an automatic detection of any spurious poles due to the noise, which are hard relocated in order to maximize the model accuracy. Several application examples are presented to illustrate the excellent capabilities of the new fitting scheme.
I. INTRODUCTION Electrical interconnects are often responsible for the most relevant deviation of an electronic system from its ideal and desired behavior. This is due to several non-ideal effects like crosstalk, spurious couplings, dispersion, losses, radiation, reflections, and other issues that can be found at various integration levels, from chip to package, from board to system and even interconnected systems. A thorough EMC and SI assessment of a complete system is a very challenging task due to the extreme complexity of state-of-the art high-speed applications.
A common approach to handle these difficulties is to view the entire system as a collection of separate and well-defined multiports such, e.g., segments of dispersive transmission lines interspersed by discontinuities like vias, connectors, and transitions. Each of these structures can be characterized separately via direct measurement (if possible) or electromagnetic simulation to obtain its frequency-domain port responses, usually scattering parameters. These responses are in turn fed to fitting algorithms that produce rational approximations of the scattering matrix in the Laplace domain. Synthesis of lumped circuit equivalents from these rational approximations is straightforward. As a result, this strategy allows to carry out a detailed system-level analysis, including signal degradation effects, using commonly available circuit solvers such, e.g., SPICE.
Several fitting algorithms are available for the rational approximation generation. Among these, the Vector Fitting (VF) algorithm [1] has become very popular in the last few years, and many successful applications have already been documented [2] . The main reason for this success is the smart formulation of the rational approximation process, which is cast in terms of an iterative sequence of steps, each corresponding to the solution of a simple and wellconditioned linear system [3] . This formulation provides much better numerical stability and robustness with respect to more classical rational approximation schemes.
This study addresses the behavior of VF algorithm in presence of noise in the original frequency responses that characterize the structure under investigation. This issue is relevant every time the responses come from direct VNA measurement. The extensive tests that we performed show that noise can significantly impair convergence, leading to possibly inaccurate models due to the presence of noise-induced spurious poles. We document these difficulties in Section III, and we present a possible solution in Section IV. We show that a simple test allows to detect the spurious poles. We also introduce an incremental pole addition scheme that, combined with the removal of spurious poles, leads to a robust algorithm with automatic order estimation capabilites. Several numerical tests and applications, presented in Section V, illustrate and validate the algorithm. II. BACKGROUND: THE VECTOR FITTING ALGORITHM Let us consider a structure characterized by its transfer function H(s), to be approximated by a rational expression
with unknown poles {p n } and residues {r n }. The approximation (1) is to be computed starting from a set of frequency samples H(jω k ). Standard VF is an iterative algorithm that refines an initial estimate {q 0 n } of the N dominant poles of the structure. The set of poles that is obtained at the i-th iteration is denoted as {q i n }. The weight function
with unknown residues {k i n } is employed to enforce the following condition in least-squares sense, using the available data H(jω k ). The solution of the linear system (3) provides the residues {k i n } of σ i (s), which are used to compute the zeros {z i n } by solving a simple eigenvalue problem [1] . It can be shown that these zeros provide an improved estimate for the poles, that can be used for next iteration, i.e.,
Iterations are stopped when the desired accuracy is reached. In absence of noise, usually very few iterations (from one to three-four) are necessary. Once the poles are known, a second linear least-squares solution to Eq. (1) provides the residues {r n }. A full description of the VF scheme with extensions to the matrix case can be found in [1] , [3] .
III. EFFECTS OF NOISE To investigate the sensitivity of the VF scheme to noise, we devised a process for the generation of synthetic rational scattering matrices characterized by prescribed number of poles N and ports P . The (stable) poles can be placed arbitrarily in a region [−ϑB, 0] × [−B, B] of the complex plane, where B is the bandwidth and ϑ is a parameter allowing to control the amount of losses. The synthesis scheme is documented in [4] , where we show that also passivity is guaranteed, so that the synthetic responses are very similar to the responses of real interconnect structures. This process leads to randomlygenerated rational scattering matrices of the form
Noisy responses are then generated from (5) as where N ij (ω k ) represents a sequence of statistically independent and complex-valued random variables. Both real and imaginary parts are assumed to have a zero-mean Gaussian distribution with a variance which is parameterized by the Signal to Noise Ratio (SNR), defined as
and where the RMS norm is used. In all numerical experiments we performed, the SNR is kept constant for all transfer matrix entries, in order to simplify the statistical analysis of the results. Examples of noisy responses (N = 18, P = 1, ϑ = 0.01) with a SNR of 20 dB and 30 dB, respectively, are shown in Fig. 1 . Basic VF algorithm was applied to recover estimates of the N poles and residues matrices in (5) starting from these noisy frequency responses. Denoting the transfer matrices of the macromodels as S fit (jω), the corresponding approximation error can be defined as
where
represents the frequency-dependent model deviation for the (i, j) matrix entry, and where the RMS (energy) norm is used.
Since the "raw" dataset S(jω) is affected by noise, it is not possible to achieve convergence down to arbitrary precision, since the noise variance determines an upper bound on the achievable accuracy of the fit. More precisely,
where the minimum is taken among all possible macromodels (with the same number of poles N ). We denote the quantity ε opt as target accuracy.
The results for a representative case are shown in Fig. 2 . The error decay during the VF iterations is depicted in panel (a). These results indicate that VF stagnates in some kind of local minimum during the search of the optimal fit through the iterations. Moreover, the decrease in the fitting error occurs abruptly, with a possibly large number of iterations required before a significant accuracy improvement is observed. It turns out that the reason for this error stagnation is the presence of spurious poles, depicted at iteration 30 in Fig. 2b . These poles are locked through the iterations since they try to fit the noise instead of the true data. Equivalently, it can be stated that the VF condition (3), which is the only constraint leading to poles relocation in the basic VF algorithm, is not strong enough to force the spurious poles to converge to their expected location. A significant improvement of the fitting scheme would be expected if the spurious poles could be automatically detected and relocated closer to the true ones. These two issues are addressed next.
IV. A ROBUST FITTING ALGORITHM
We consider first the detection of the spurious poles. We define a pole to be spurious if its contribution to the rational approximation is negligible. After extensive testing we selected the following criterion based on the energy of the associated resonance curve. Given a single pair of complex conjugate poles {p n , p * n } and residues {r n , r * n } of the macromodel, we define a bandlimited norm as
where the integral is over the −10dB bandwidth Ω n . Note that this bandwidth is always limited by an upper frequency since |H n (jω)| decays as −20dB per decade at high frequencies. A pole pair is considered to be spurious when
where µ represents the average among the norms associated to all poles, and γ is a suitable threshold that controls how sensitive should be the detection. Typical convenient values range from γ = 0.01 to γ = 0.05. The extension of the detection process to real poles is obvious. When some spurious poles are found, there are two possibilities. One is simply to remove them. However, this would reduce the total number of poles of the rational approximation, leading to no accuracy improvements. We prefer to use a hard relocation strategy that removes the spurious poles and adds new poles in locations of the complex plane that are likely to be close to the true dominant poles of the structure. If the number of poles that is inserted equals the number of detected spurious poles, the order of the macromodel is kept constant. If instead the number of the added poles is larger, the order increases through the iterations. Using an appropriate stopping condition based on the accuracy, it is therefore possible to estimate the optimal number of poles that guarantee a good fit within a prescribed error tolerance.
We consider the general situation depicted in the top panel of Fig. 3 . The plot reports a noisy response S 11 (jω) of a synthetic two-port rational scattering matrix having 40 poles, with a superimposed Gaussian noise with a Signal to Noise Ratio (SNR) of 30 dB. The dashed line is the response of a model having only N = 30 poles, obtained via standard VF after 4 iterations. The difference between model and data is evident, mainly due to the insufficient number of model poles. This number is not known a priori. The frequencies of all poles of the original transfer matrix are denoted by triangles in the top panel, with filled triangles indicating those poles that have been reasonably approximated in the model, and empty triangles indicating the poles that still need to be identified and approximated. In order to increase the set of model poles, we consider the frequency-dependent error ∆ ij (ω) between model and data, reported in the bottom panel of Fig. 3 . We define a set of separate bandwidths Ψ n ij where ∆ ij (ω) exceeds its mean value. These bands are highlighted by thick segments in the plot. For each Ψ n ij , we search the local maximum M n ij of ∆ ij (ω). The corresponding frequencies ω n max are used to place the new poles according to with α 1. Only the frequencies corresponding to the largest peaks are considered. As shown in Fig. 3 , the frequencies associated to the largest peaks (empty circles, bottom panel) have a one-to-one correspondence to the poles of the original function that have not yet been identified. This gives confidence for the automatization of this pole-placement scheme.
The new proposed algorithm is therefore very similar and has the same mathematical foundations of the standard VF scheme. However, at each iteration the approximation is first tested for spurious poles. Then, the number of poles is increased as described above, and the standard VF relocation (3) is applied. The iterations are stopped when the approximation error (8) stagnates. This condition is checked by comparing the achieved error to the error at previous iterations. Figure 4 reports the decay of the approximation error versus iterations, obtained by applying the algorithm to the test case of Fig. 1a , with two different parameter settings. Panel (a) uses the most conservative choice (small number of initial poles, small number of added poles per iteration). Panel (b) uses instead multiple pole addition at each iteration and a larger starting order. This choice results into a much smaller number of iterations to reach the noise floor. These plots should be compared with the corresponding error evolution for the standard VF reported in Fig. 2 . The improvements are evident. A more precise description of the algorithm including all details can be found in [4] .
V. NUMERICAL RESULTS

A. A Monte Carlo robustness study
The robustness of the proposed macromodeling algorithm to noise is first investigated via a Monte Carlo analysis. Several noisy realizations resulting from addition of Gaussian noise to various cases of synthetic rational responses were generated. A very large number of numerical tests has been performed for many parameter combinations. We report here only the results for a representative case, corresponding to N = 30 poles, P = 2 ports, and loss factor ϑ = 10 −4 . Figure 5 reports the identification error obtained by standard VF and by the proposed algorithm for various noise levels. Note that the displayed error, defined as
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practical applications. Panel (a) in the figure shows the results of standard VF. Only for SNR values more than 40 dB the standard VF has good performance. For higher noise levels, the convergence problems due to the spurious poles significantly affect the accuracy of the results, leading to very large identification errors. This is a clear indication of sensitivity to noise. Panel (b) shows the results of the proposed algorithm. The identification error is uniformly less than the −SNR dB threshold, for all tested noise levels. This indicates that the deviation between the model and the true rational function is much less than the noise itself, by as much as 10-15dB. This is a clear indication of robustness to noise. A complete report of the numerical tests will be found in [4] .
B. Applications
Here we show practical applications of proposed algorithm. The first example is intended to illustrate the automatic order estimation capabilities. Fig. 6 illustrates a simplified geometry for the investigation of lumped and distributed coupling between power/ground conductors and signal conductors on typical PCB's. Ports 1 and 2 are located between the power and ground conductors, while ports 3-6 provide the termination to a coupled stripline structure. The structure was analyzed using a full-wave transient solver based on the Finite Integration technique [5] . In this simulation, the PCB was terminated on each side with perfect magnetic walls, and the reference impedance for each port was set to the standard value R 0 = 50 Ω. After application of Fast Fourier Transform to the transient data obtained by the field solver, the frequencydependent 6 × 6 scattering matrix was obtained up to a maximum frequency of 3 GHz, with a total of K = 1021 samples per response.
Some of the scattering responses are depicted by continuous thin lines in Fig. 7 . The resonances of the power/ground planes, clearly visible in S 1,1 , are mainly determined by the We conclude the set of application examples by presenting two cases of macromodels generated from actual measurements. The first structure is a 2 cm stripline including the discontinuities caused by the signal launches. The second structure is a connector. We are unable to show the actual geometry due to a confidentiality agreement. The frequencydependent scattering parameters for both structures were obtained via direct VNA measurements (courtesy of IBM) up to a maximum frequency of 40 GHz and 20 GHz, respectively. This extended frequency spectrum is required by an accurate Signal Integrity characterization for the the high-speed waveforms that are intended to propagate along these interconnects. Some selected responses of the two structures are depicted in Fig. 8 and Fig. 9 , respectively. The top panels show a comparison between the generated model and the measured data. These plots show that the achieved accuracy is excellent. The deviation between model and data is hardly visible on the adopted scale. Therefore, we included also a plot of the frequency-dependent deviation ∆ i,j (ω) in the bottom panels. These plots reveal also the presence of noise in the measurements, thus justifying the use of proposed fitting algorithm for the macromodel generation.
VI. CONCLUSION
We have presented an improved version of the standard Vector Fitting pole relocation algorithm for the generation of macromodels of linear interconnect structures. The new algorithm is based on the identification of spurious poles and on an incremental poles adding process. The combination of these features allows the automatic order estimation embedded into an iterative process that results quite robust to noise. The validations provided in this work show that, even with small signal to noise ratios, the new algorithm is highly efficient and reliable. Conversely, application of the standard VF iterations would result in poor or no convergence at all even in presence of small noise amounts. The application of the new algorithm to some interconnect structures and networks typically found in high-speed digital systems illustrates the excellent accuracy that can be achieved.
