asymptotic formula for f(2) (n,a), but no doubt this is very difficulteven a=0 seems hopeless at present . (This is the Ramsey case and I often offered and still offer 100 dollars for the proof of the existence of the limit (2) f2 (n,0)/log n and another 100 for the value of the limit, and also offer 100 dollars for a constructive proof of the lower bound of (1) and (2) .) It is not difficult to obtain inequalities for c 1 (a) and Z c 2 (a), both tend to infinity if a } 2
and it would not be too difficult to obtain rough estimates how fast they tend to infinity . The important thing is to observe that the order of magnitude of f (2) (n,a)
is log n for every k and every 0 5 a < k.
This situation changes radically for r > 2 Denote by log r n the r times iterated logarithm . Hajnal,Rado,and I proved [2]
The c1 (r,k)log r-1 n < f kr) (n,0) < e 2 (r,k)lo g(r-2) n .
probability method only gives (4) fkr) (n,0) < c2(r,k)(log n) 1/r-1 .
We are quite sure that in (3) the lower bound gives order of magnitude . In fact Hajnal proved this for k ? 4 .
A completely new situation develops if a is close to 1 2 (respectively k) . For simplicity we mostly restrict ourselves to r=3, k=2 wherever possible . Let G (3) (n,[an3 1) be a three-graph (uniform hypergraph with r=3) of n vertices and [an 3 ] triples . I proved [3] that it always contains a k3 (t,t,t) with t=[c 3 (log n) 1/2 ] where k 3 (t,t,t) has 3t vertices which are divided into three disjoint sets JAI = IBI = ICI = t and its t 3 edges are (x,y,z) xeA, yEB, zEC . The probability method easily gives that this theorem is best possible apart from the value of e 3 and in fact the method easily gives that one can divide the triples of G(3)(n,(3)) into two classes so that every k 3 (t,t,t) for t > e 3 (log n) 1/2 contains a triple from both classes . xeA, yeA, zEB are in the same class .
Apart from the value of c 4 the result is best possible .
Observe that a G(3f (n,[an3 ]) a < 6 does not have to contain such a the correct configuration -here the splitting of all the triples into two classes was strongly used . I am unable to decide the order of magnitude of the value of the largest t for which there are two sets IAI=IBI= t so that all the triples of AuB which meet both A and B are in the same class .
It is quite possible that the right order of magnitude of t here is loglog n .
Both these results easily imply that there is an absolute constant ő < 2 so that for every a > 6 (5) c 5 (a) (log n) 112 < f (3) (n,a) < c 4 (a)(log n)
112
The lower bound is (3), the upper bound was obtained long ago by Spencer and myself [5] . To see this observe that the existence of a k 3 (t,t,t)
all whose triples are in class, say I, implies that if IAI=IBI=ICI= t are the vertices of our k 3 (t,t,t) the distribution of the triples cannot be "too uniform" in all 7 sets A,B,C, AuB, AuC, BuC, AuBuC . The simple verification can be left to the reader . This proves (5) . Further a similar argument easily gives (ö < , a > ő) .
Let us now assume for the moment that 3) (7) o 6 loglog n < f2(n,0) < 0 7 loglog n has already been proved (in fact at the moment by Hajnal this is known only for k ? 4 thus what we say at the moment only applies for k ? 4) .
is for a=0 of the order of magnitude loglog n . For some a=ö,
it becomes of order of magnitude (log n) 1/2 and it follows from the probability method that for ő < a < 2 this is the correct order of ma g nitude . Clearl y
is for fixed n anon-decreasing function of a and it would be very interesting to determine where the jump occurs (from loglog n to (log n) 1~2 ) and if the jump occurs in several stages . If I can hazard a guess -completely unsupported by evidence -I am afraid that the jump occurs all in one step at 0 and for 0 < a < 2 f2 3) (n,a) grows continuously, It would of course be more interesting if several jumps would occur, perhaps for r > 3 where (r) 1/r-1 f2 (n,a) has to grow from log y-1 n to (log n)
there is more chance for this but I know nothing and hope one of my readers will be more successful . In any case I offer 300 dollars for the clearing up of this mystery, or for any substantial progress in this direction .
There is another older problem of mine on hypergraphs which also shows the increase of complication from r=2 to r > 2 and which I now restate . Let G (r) (n i;mi) , n, < n 2 < .
.-be an infinite sequence of r-uniform hypergraphs . The edge density of these hypergraphs is said to be a if a is the largest number for which for every T there is an U .
ni which contains a subgraph G r) (u i;vi ) u i > T, v i > ( a+o (1) Some of these questions could be investigated for the subgraphs of other graphs than the complete graphs e .g . it is easy to see that the edge density of subgraphs of the complete bipartite graphs is either 0 or 1 but perhaps there are other classes of graphs (or hypergraphs) where non trivial statements can be made about the edge density of subgraphs . The graph of the n-dimensional cube seems a natural candidate -unfortunately I do not believe that there are interesting and non trivial theorems here, perhaps a reader will be more successful than I . The n-dimensional cube has 2n vertices and n2
n-1 edges . Let G be a subgraph having c n 2 n edges -is there an a so that there is a k-dimensional subgraph (k=k(n)
as n ~)
so that this subcube has > a k 2 k edges of G2 .
I very much doubt that this is true .
A similar situation may prevail with Van der Waerden's Theorem :
Denote by F(k,k,a) the largest integer so that we can split the integers not exceeding F(k,k,a)
into two classes so that both classes contain at least ak (a < 2) terms in every arithmetic progression of k terms .
It is not hard to prove by the probabilistic method that F(k,k,a) > ( 1+e )k, and for a=0 obtain the classical Van der Waerden theorem . It is easy to see that the chromatic number is < k+2, the whole difficulty was to show that it is not less than k+2 . 
. V .T . S6s and I conjectured that if
Isl=n, n > n 0 (k) and A i cS, IAil=k, 1 < i < t, t >~k-2j then for some 1 <_ i 1 < i 2 t, IA ; nA i I=1 .That t>ik_2 is needed is shown by the sets containing the 1 22
same two elements of S . We observed that for k=3 t must be n+1 . Hobbs and I proved a few weeks ago that there is an e > 0 so that if every vertex of G(n) has valency (or degree) not less than n-(2+E)n 1/2 then G(n) certainly has two disjoint maximal independent sets . Also we showed that our theorem certainly fails if n-(2+e)n 1/2 is replaced by n-en2/3 . It would be of some interest to determine or estimate the largest f(n) for which every G(n), each vertex of which has degree > n-f(n) contains two disjoint maximal independent sets . It is very doubtful though whether this would throw any light on the conjecture of Berge . Berge by the way informs me that his conjecture has been proved if the valency of G(n) is not more than 7 .
6 . Blanchard considered the following problem : Let S be a set of n elements . Denote by f(n) the maximum number of pairs chosen from the elements of S so that the union of any two of the pairs is different .
He proves (Bull . Assoc . Proc . Math . No . 300 (1975) , p . 538) c 1 n 3/2 < f(n) < c 2 n 3/2 , and he asks : is it true that limf(n)/n 3/2 = c exists and determine its value .
Bollobás and I considered the following Wneralisatíon : Denote by fr (n) the maximum number of r-tuples chosen from
ISI=n so that the union of any two of the pairs is different . We proved c1n2 < f3 (n) < cIn 2 .
In fact we proved that if JA i l=3, 1 <_ i <_ o .n2 then one can always find four A's A . ,A . ,A . ,AA satisfying AA nA . =A . nA . =0 and 2 1 2 2 `Z Z `) 2 2 1 2 2 `1 1 0 2 AA uA . =A . uA . . Z I 2 2 1 1 `1 2 In graph theoretic language Blanchard's problem can be stated as follows : Denote by f(n) the largest integer for which there is a graph G(n ;f(n)) (n vertices and f(n) edges) which contains no c 4 . It is known that (? + o(1))n2 < f(n) < ( 2V-2 Z + o(1))n 2 . 
