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Abstract
Let R be an order in a real quadratic number field. We say that R has mixed cancellation, respectively, torsion-free cancellation
if
L ⊕ M ∼= L ⊕ N ⇒ M ∼= N
holds for all finitely generated R-modules M , N and L , respectively, for all finitely generated torsion-free R-modules M , N and L .
We derive criteria for real quadratic orders to have mixed cancellation. For instance, we prove that torsion-free cancellation holds
and mixed cancellation fails for all orders Rp := Z
[
p
1+√p
2
]
, where p is a prime satisfying 13 ≤ p ≤ 1011 and p ≡ 1 mod 4.
Our considerations show that if the Ankeny–Artin–Chowla conjecture turned out to be true, then Rp would have torsion-free
cancellation but not mixed cancellation for every prime p ≥ 13 with p ≡ 1 mod 4.
c© 2006 Elsevier B.V. All rights reserved.
MSC: 13C05; 11R04; 16G30
1. Introduction
Let R be a ring order, that is, a one-dimensional reduced Noetherian ring whose integral closure R is a finitely
generated R-module. We say that R has torsion-free cancellation if the implication
L ⊕ M ∼= L ⊕ N =⇒ M ∼= N (1)
holds for all finitely generated torsion-free R-modules M , N and L . Further, we say that R has mixed cancellation if
(1) holds for all finitely generated R-modules M , N and L .
In [5], mixed cancellation was studied for ring orders by associating a certain invariant — the so-called delta group
— to an R-module M (cf. Section 2 for details). Knowing this group, one can tell exactly whether or not (1) holds
for all finitely generated R-modules N and L (cf. Theorem 2.1). Using the delta group approach, one can prove, for
instance, that torsion-free cancellation implies mixed cancellation if R is a finitely generated algebra over a field with
characteristic zero [5, Theorem 6.1].
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Let f = {x ∈ R | x R ⊆ R} denote the conductor of R in its integral closure R, and let S× denote the group of units
of a ring S. In [3], the structure of delta groups was investigated more closely, and the following criterion for mixed
cancellation was obtained: if the natural homomorphism R
× → (R/f2)× is surjective, then R has mixed cancellation.
If, further, every ideal of R requires at most two generators, then even the surjectivity of R
× → (R/f)× implies
mixed cancellation for R. Using the second criterion, one can give a complete list of all orders of imaginary quadratic
number fields having mixed cancellation [3, Theorem 5.1]. It turns out that, for imaginary quadratic orders, torsion-
free and mixed cancellation are equivalent. In contrast to this, the two flavors of cancellation are not equivalent for real
quadratic orders. In [5], it was shown by an ad hoc construction of certain rank-two indecomposable modules over
local rings like k[[x2, x3]] (where k is a field) and Z(17)[17(1 +
√
17)] that the real quadratic order Z[17 1+
√
17
2 ] has
torsion-free cancellation but not mixed cancellation. In this paper, we investigate mixed cancellation for real quadratic
orders more systematically. The critical step to prove our results is the construction of modules having a “small”
delta group. To build these modules, we use a method resembling the construction of indecomposable modules with
large rank in [4]. Using results from [5], we then prove our main result for modules over Bass rings (Theorem 4.2)
and apply it to real quadratic orders (see Theorem 5.3 and Corollary 5.4). As a specific application, we show (cf. the
paragraph after the proof of Theorem 5.12) that, for every prime p satisfying 7 ≤ p < 1011 and p ≡ 1 mod 4, the
order Rp := Z[p 1+
√
p
2 ] has torsion-free cancellation but not mixed cancellation. In particular, we prove that, if the
Ankeny–Artin–Chowla conjecture turned out to be true, then Rp would have torsion-free cancellation but not mixed
cancellation for every prime p ≥ 7 with p ≡ 1 mod 4.
The paper is organized as follows. In Section 2, we recall some facts about delta groups. Section 3 is devoted to
the construction of the modules that we need. In Section 4, we study mixed cancellation over Bass rings and prove
our main result (Theorem 4.2). In Section 5, we derive a necessary and sufficient criterion for certain real quadratic
orders to have mixed cancellation (Theorem 5.3 and Corollary 5.4). Subsequently, we obtain some specific criteria for
mixed cancellation (see, e.g., Theorem 5.12 and Corollaries 5.13 and 5.14). In Section 6, we ponder the case of real
quadratic orders that we cannot handle with the present results.
2. Delta groups
All rings in this article are assumed to be commutative, and (semi)local rings are always assumed to be Noetherian.
Let T be a ring. We denote by Q(T ) = {non-zerodivisors of T }−1T the total quotient ring of T . The integral closure
of T in Q(T ) is denoted by T . For a T -module M , we denote by M tor the kernel of the natural homomorphism
M → Q(T )⊗T M . We call M a torsion-free module (resp. a torsion module) if M tor = 0 (resp. M tor = M). We say
that M has constant rank r if M ⊗T Q(T ) is a free Q(T )-module with rank r .
Let R be a reduced semilocal ring of dimension one. Suppose that the integral closure R is a finitely generated
R-module, and let f = {x ∈ R | x R ⊆ R} denote the conductor of R. Assume further that f is contained in
every maximal ideal of R. If p1, . . . , ps are the minimal prime ideals of R, then Q(R) = K1 × · · · × Ks , where
Ki = Q(R/pi ), and R = D1×· · ·× Ds , where Di is the integral closure of R/pi in Ki . Let M be a finitely generated
R-module. Then V := R⊗R M has a canonical decomposition V = V1 × · · · × Vs , where each Vi is a finitely
generated module over the principal ideal domain Di . Let J be the set of indices j , 1 ≤ j ≤ s, for which V j is not a
torsion module. Given an element ε = (ε1, . . . , εs) ∈ R×, we define a new element ε | M ∈ R× by letting the j th
coordinate of ε | M be ε j if j ∈ J and 1 if j 6∈ J . For a subset E ⊆ R×, we set E | M = {ε | M | ε ∈ E}.
Let φ be an R-endomorphism of M . Since Vi/V tori is a torsion-free Di -module and Di is a principal ideal domain,
Vi/V tori is a free Di -module. Let υi denote the Di -endomorphism of Vi/V
tor
i induced by idR⊗φ. Then the determinant
of φ is defined as the tuple (det υ1, . . . , det υs) ∈ R, where “det” in this expression denotes the ordinary determinant
of an endomorphism of a free module. By convention, det υi = 1 if Vi/V tori = 0. Clearly, if φ is an R-automorphism,
then detφ ∈ R× | M . We note that detφ can also be computed by tensoring withQ(R) instead of R, and then forming
the s-tuple of the usual determinants of the induced Ki -endomorphisms.
Now we recall the definition of the delta group of M (cf. [5, Definition 4.1] and [5, Equation (8)]). It is defined as
the set
∆(M) = ∆R(M) = {det(φ) | φ ∈ AutR(M)} ⊆ R× | M.
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Now let R be a (not necessarily semilocal) one-dimensional, reduced Noetherian ring with finite normalization R,
and let S denote the complement of the union of the singular maximal ideals of R (those maximal ideals containing
the conductor). If M is an R-module and E ⊆ (S−1R)×, we simply write E | M instead of E | S−1M . From [5,
Corollary 4.4], we have the following criterion for mixed cancellation:
Theorem 2.1. The following are equivalent for a finitely generated R-module M:
(1) L ⊕ M ∼= L ⊕ N =⇒ M ∼= N for all finitely generated R-modules N and L.
(2) (S−1R)× | M ⊆ ∆S−1R(S−1M) · im(R× → (S−1R)×).
3. Large indecomposable modules and their delta groups
We call a one-dimensional, reduced Noetherian ring R with finite normalization a Bass ring if every ideal of R
requires at most two generators.
Definition 3.1. Let (Λ,m , k) be a one-dimensional reduced local ring. ThenΛ is calledDedekind-like if the following
conditions are fulfilled:
(1) Either Λ is integrally closed or m is the conductor of Λ in its integral closure Λ.
(2) Λ is generated by at most two elements as a Λ-module, and either Λ/m ∼= k (in which case Λ is integrally closed)
or Λ/m ∼= k × k (in which case Λ is called split Dedekind-like) or Λ/m is a field, separable of degree two over k
(in which case Λ is called unsplit Dedekind-like).
This definition of Dedekind-like rings is consistent with [5, Definition 6.4]. We note that there is also a notion of
global Dedekind-like rings (Noetherian and locally Dedekind-like). Unless otherwise stated, Dedekind-like rings are
always assumed to be local in this paper.
Let (Λ,m , k) be a local ring whose integral closure Γ is local with maximal idealM and residue field F := Γ/M.
Suppose that m = (Λ : Γ ) is the conductor of Λ, and let NFk : F → k denote the norm map. Put NΛ
= ν−1(NFk (F×)) ⊆ Λ×, where ν : Λ→ k is the natural map.
The proof of the following two propositions depends heavily on the classification [7] of indecomposable finitely
generated modules over Dedekind-like rings.
Proposition 3.2. Let (Λ,m , k) be a Dedekind-like ring and M an arbitrary finitely generated Λ-module.
(1) If Λ is split, then Λ× | M ⊆ ∆Λ(M).
(2) If Λ is unsplit, then NΛ | M ⊆ ∆Λ(M).
Proof. See [5, Corollary 6.6]. 
Proposition 3.3. Let (Λ,m , k) be an unsplit Dedekind-like ring. Then there exists a finitely generated Λ-module M
with ∆Λ(M) = NΛ.
Proof. See [5, Proposition 6.8]. 
Let (R,m , k) be a Bass ring which is not Dedekind-like. In contrast to Propositions 3.2 and 3.3, we now prove that
there exist R-modules which have a “small” delta group. This result is the crucial ingredient to the proof of our Main
Theorem (Theorem 4.2). We note that the construction of the module M in the proof of Theorem 3.4 is very similar to
the construction of the indecomposable modules in the proof of [4, Theorem 2.3]. The only difference is that we use
different matrices A and B. For the convenience of the reader, we include all the details of the construction.
Theorem 3.4. Let (R,m , k) be a local Bass ring which is not Dedekind like, and let n ≥ 2. Then there exists a finitely
generated R-module M with constant rank n such that
∆R(M) =
{
u ∈ R× | there exists ε ∈ R× such that u ≡ εn mod m } .
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Proof. Since the integral closure R of R is isomorphic to an ideal of R, it follows that R needs at most 2 generators as
an R-module. Hence dimk(R/m R) = 2. By [4, Proposition 2.2] there exists a local ring (Ω , n , k) with R ( Ω ⊆ R
such that m is the conductor of R in Ω , m ( n , and Ω is generated by two elements as an R-module. Let P1, . . . , Pt
and Q1, . . . , Qt denote the minimal primes of R and Ω , respectively. Choose δ ∈ n − (m ∪ Q1 ∪ · · · ∪ Qt ). Note
that δ is a regular element of Ω (because n is not an associated prime of Ω ). Moreover, δ 6∈ R, since n ∩ R = m .
Therefore δ¯ := δ + m ∈ (Ω/m ) − k, so that Ω/m = k + kδ¯. By Nakayama’ s lemma, Ω = R + Rδ. Since δ¯ is
nilpotent, we must have δ¯2 = 0, that is, δ2 ∈ m .
Now let n ≥ 2. Put
X i = Ω ⊕ Ω
δ2im
for i = 1, . . . , n, and let νi : X i → (Ω/m )(2) denote the natural surjections. Set
X =
n⊕
i=1
X i and ν =
n⊕
i=1
νi : X → (Ω/m )(2n).
We define an R-module S by the following pullback square:
S
⊆−−−−→ X
pi
y yν
k(2n)
A−−−−→ (Ω/m)(2n)
(2)
Here, the elements of k(2n) are viewed as column vectors, subjected to left multiplication by the n × n block matrix
A :=

H 0 · · · 0
0 H
. . .
...
...
. . .
. . . 0
0 · · · 0 H
 ,
where H denotes the 2× 2 matrix
H =
[
1 δ
δ 1
]
,
and “0” denotes the 2× 2 zero matrix.
In fact, S is a separated R-module [7, Definition 4.3], which just means that S is an R-submodule of some
Ω -module (namely X ). Also, Ω S = X (computed inside X ), as can be seen easily from the definition of S as a
pullback in (2), together with the fact that the columns of A span (Ω/m )(2n) as an Ω/m -module. The maps pi and ν
in (2) have the same kernel, namelym S = mΩ S = m X ; therefore pi and ν are just the natural surjections S  S/m S
and X  X/m X . Moreover, there is a natural isomorphism Ω ⊗R S ∼= Ω S = X by [7, Lemma 5.2].
Next, multiplication by δ2i defines an injective Ω -homomorphism
ξi : Ω/m −→ Ω/δ2im (3)
since δ is a non-zerodivisor of Ω . This homomorphism induces injections σi : Ω/m → X i = Ω ⊕ Ω/δ2im
(i = 1, . . . , n), sending ω ∈ Ω/m to (0, ξi (ω)). Put
σ =
n⊕
i=1
σi : (Ω/m )(n) → X.
Then it is easy to see that imσ ⊆ m X = m S.
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Now let B : k(n) → (Ω/m )(n) be left multiplication by the n × n matrix
B :=

1 δ 0 . . . 0
0 1 δ
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . δ
0 . . . 0 0 1

.
Noting that imσ ⊆ m S ⊆ S, we define τ to be the composition σ B : k(n) → S, as in the following commutative
diagram:
k(n)
B−−−−→ (Ω/m)(n)
τ
y yσ
S
⊆−−−−→ X
(4)
Finally, we define M = S/imτ . Let K denote the total quotient ring of R. Since imτ = im(σ B) ∼= k(2n) is a torsion
R-module, we see that K ⊗R M ∼= K ⊗R S. As noted above, Ω ⊗R S ∼= X , so that
K ⊗R M ∼= K ⊗R S ∼= K ⊗Ω Ω ⊗R S ∼= K ⊗Ω X ∼= K (n).
Therefore M has constant rank n.
Suppose now that f is an R-endomorphism of M . We want to compute det f . One checks easily that the
R-submodule imB of (Ω/m )(n) does not contain a non-zero Ω -submodule of (Ω/m )(n). Therefore no non-zero
Ω -submodule of X is contained in imτ . Since, in addition, imτ ⊆ m S, the module S is a separated cover of M [7,
Lemma 4.9]. Therefore, by [7, Theorem 4.12], f lifts to an R-endomorphism θ of S, and θ in turn extends to an
Ω -endomorphism θ ′ = idΩ ⊗R θ of Ω ⊗R S = X . Then θ and θ ′ induce endomorphisms θ¯ and θ¯ ′ of S/m S = k(2n)
and X/m X = (Ω/m )(2n), respectively. We assemble these maps in the following cube, in which the inner and outer
squares are the pullback diagram (2):
S
⊆−→ X
↖θ θ ′↗
S
⊆−→ X
pi
y piy yν yν
k(2n)
A−→ (Ω/m)(2n)
θ¯↙ ↘θ¯ ′
k(2n)
A−→ (Ω/m)(2n)
Since all faces except possibly the bottom trapezoid commute, and since the map pi : S → k(2n) is surjective, it
follows that the bottom trapezoid commutes as well, that is, Aθ¯ = θ¯ ′A.
The map θ¯ : k(2n) → k(2n) is left multiplication by a 2n × 2n matrix over k, which we write in block form as
(Pi j ), where 1 ≤ i, j ≤ n. Each Pi j is a 2 × 2 matrix over k. Similarly, we can represent the map θ ′ as a matrix
(Qi j ) in block form, where again 1 ≤ i, j ≤ n, and each Qi j is a map from X j to X i . Now, Qi j induces a map
Q¯i j : X j/m X j → X i/m X i . Since X i/m X i = (Ω/m )(2), each Q¯i j can be viewed as an 2 × 2 matrix over Ω/m ,
and the map θ¯ ′ becomes left multiplication by the 2n× 2n block matrix (Q¯i j ) over Ω/m . In fact, the homomorphism
ν is a diagonal map — reduction modulo m . Therefore, viewing the map θ ′ as a matrix of maps between cyclic
indecomposable Ω -modules (via the given direct-sum decomposition of X ), we see that the matrix (Q¯i j ) can be
obtained from the matrix (Qi j ) by simply reducing all entries modulo m . We can say more about some of the entries
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of
Q¯i j =
[
Q¯i j,11 Q¯i j,12
Q¯i j,21 Q¯i j,22
]
.
Since Qi j,12 represents a homomorphism Ω/δ2 jm → Ω , we infer from AnnΩ (δ2 jm ) = AnnΩ (m ) = 0 that
Qi j,12 = 0. Further, if i > j , the image of Qi j,22 : Ω/δ2 jm → Ω/δ2im must be contained in m (Ω/δ2im ).
This implies that Q¯i j,12 = 0 for all i, j and Q¯i j,22 = 0 for all j < i .
The equation Aθ¯ = θ¯ ′A, written in matrix form, yields
HP11 · · · HP1n... . . . ...
HPn1 · · · HPnn
 =
Q¯11H · · · Q¯1nH... . . . ...
Q¯n1H · · · Q¯nnH
 . (5)
Hence, in order to obtain restrictions on the entries of (Q¯i j ) from (5), it suffices to examine the equation HU = V H ,
where
U =
[
U11 U12
U21 U22
]
is a 2× 2 matrix with entries in k, and
V =
[
a + δ¯b 0
c + δ¯d e + δ¯ f
]
with a, b, c, d, e, f ∈ k. Since δ¯2 = 0, the equation HU = V H yields[
U11 + δ¯U21 U12 + δ¯U22
U21 + δ¯U11 U22 + δ¯U12
]
=
[
a + δ¯b δ¯a
c + δ¯(d + e) e + δ¯(c + f )
]
. (6)
If we take into account that 1, δ¯ are linearly independent over k, we see from (6) that
a = e, b = c = − f, and d = 0.
Thus
V =
[
a + δ¯b 0
b a − δ¯b
]
.
From these considerations, we conclude that there exist ai j , bi j ∈ k with
Q¯i j =
[
ai j + δ¯bi j 0
bi j ai j − δ¯bi j
]
for all i, j . If i > j , we have ai j = bi j = 0. Hence (Q¯i j ) is block upper triangular.
We shall show next that a11 = · · · = ann and b11 + · · · + bnn = 0. To see this, we look at the matrix B and
its relation to θ and θ ′. Since the map θ : S → S induces the R-endomorphism f of M = S/imτ , it follows that
θ(imτ) ⊆ imτ . Therefore θ can be lifted to an R-homomorphism θ˜ : k(n) → k(n) such that θτ = τ θ˜ . Moreover, since
B is invertible, im(σ B) generates imσ as an Ω -submodule of X . Since the map θ ′ : X → X extends θ , it follows
that θ ′(imσ) ⊆ imσ . Therefore θ ′ lifts to an Ω -homomorphism θ˜ ′ : (Ω/m )(n) → (Ω/m )(n) such that θ ′σ = σ θ˜ ′.
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(A preliminary peek at the diagram below is helpful here.) These maps yield a cube
k(n)
B−→ (Ω/m)(n)
↖θ˜ θ˜ ′↗
k(n)
B−→ (Ω/m)(n)
τ
y τy yσ yσ
S
⊆−→ X
θ↙ ↘θ ′
S
⊆−→ X
in which the left, right and bottom trapezoids commute. Also, the inside and outside squares commute by (4). Since
the map σ is injective, it follows that the top trapezoid commutes as well, and we have the identity Bθ˜ = θ˜ ′B.
The map θ˜ is left multiplication by a n × n matrix (Ti j ) (1 ≤ i, j ≤ n) over k. Similarly, θ˜ ′ is left multiplication
by a matrix (Si j ) (1 ≤ i, j ≤ n) over Ω/m .
Let 1 ≤ i, j ≤ n. Then an easy calculation shows that the identity σ θ˜ ′ = θ ′σ yields ξi Si j = Qi j,22ξ j (cf. (3) for
the definition of the maps ξi ). Suppose that j > i . Then Qi j,22ξ j = 0 and, since ξi is injective, it follows that Si j = 0.
If i = j , then Si j = Q¯i j,22 = ai j − δ¯bi j . Hence the matrix Si j is lower triangular with diagonal elements ai i − δ¯bi i .
The next step is to use the equation Bθ˜ = θ˜ ′B. We write S = Y + δ¯Z and B = I + δ¯ J , where Y and Z are n × n
matrices over k, I is the n × n identity matrix over k, and J is the nilpotent n × n Jordan block with ones on the
superdiagonal and zeros elsewhere. Using that 1, δ¯ are linearly independent over k, it follows from SB = BT that
Y = T and Z = JY − Y J. (7)
As Z and Y are both lower triangular, the second equation in (7) implies Y11 = · · · = Ynn . Furthermore, we obtain
Z11 = Y21, Zi i = Yi+1i − Yi i−1 for all i , 2 ≤ i ≤ n − 1, and Znn = −Ynn−1. Thus a11 = · · · = ann =: α and
b11 + · · · + bnn = 0, as asserted.
Recall that K denotes the total quotient ring of R. Since idK ⊗ f = idK ⊗ θ = idK ⊗ θ ′, we see that the
determinant of f (which we defined in Section 2) is equal to the usual determinant of the n× n matrix Wi j := Qi j,11.
Clearly, the entries of W are contained in Ω . If we reduce them modulo m , we have shown that we obtain an
upper triangular matrix (W¯i j ) whose diagonal elements W¯i i are equal to α + δ¯bi i . Hence det f ≡ detW ≡
(α + δ¯b11) · . . . · (α + δ¯bnn) mod m . Since b11 + · · · + bnn = 0 and δ¯2 = 0, we obtain det f +m = αn , proving that
∆R(M) ⊆
{
u ∈ R× | there exists ε ∈ R× such that u ≡ εn mod m } .
For the reverse inclusion, let ε ∈ R×, and define φ ∈ AutR(M) to be multiplication by ε. Then det(φ) = εn ,
since M has constant rank n. To finish the proof of the theorem, it is enough to show that 1 + m ⊆ ∆R(M).
Let λ ∈ m , and let θ be the Ω -automorphism of X which is represented, relative to the decomposition X =
Ω ⊕ Ω/δ2m ⊕ · · · ⊕ Ω ⊕ Ω/δ2nm , by the 2n × 2n matrix
1+ λ 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
 .
Clearly, θ(S) ⊆ S, since λ ∈ m . Furthermore, imθτ ⊆ imτ , since imτ is annihilated by m . Therefore θ is induced by
some R-automorphism f . Since det f = 1+ λ, the proof of the theorem is now complete. 
Corollary 3.5. Let (R,m , k) be a local Bass ring which is not Dedekind like, and suppose that k is a finite field.
Let n ≥ 1 be a multiple of |k×|. Then there exists a finitely generated R-module M with constant rank n such that
∆R(M) = 1+m .
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Proof. Let M , by Theorem 3.4, be a finitely generated R-module with constant rank n such that
∆R(M) =
{
u ∈ R× | there exists ε ∈ R× such that u ≡ εn mod m } .
Then ∆R(M) = {u ∈ R× | u ≡ 1 mod m } = 1+m , as desired. 
Remark. Suppose that (R,m , k) is a local Bass domain with conductor f = (R : R). Then, by [3, Theorem 3.4],
1+ f ⊆ ∆R(M) for every finitely generated R-module M which is not a torsion module. Hence, if R is not Dedekind-
like, the residue field k is finite and f = m , then Corollary 3.5 implies that the “smallest possible” delta group 1+m
actually is the delta group of an R-module. If, however, f is strictly contained in m (e.g. if R = k[[x2, x5]]), we do
not know whether there exists a finitely generated R-module whose delta group is equal to 1+ f, cf. Section 6.
4. Mixed cancellation for Bass rings
This section is devoted to the proof of Theorem 4.2. Let R be a one-dimensional reduced Noetherian ring with
finite normalization R and conductor f. We denote by Sing(R) the set of singular maximal ideals of R, that is, the set
of maximal ideals of R containing f (cf. [5, Lemma 2.2]). We set S = R −⋃Sing(R), and let ϕ : R× → (S−1R)×
denote the natural homomorphism. Further, we denote by νm : S−1R → Rm the canonical homomorphism for each
m ∈ Sing(R).
Lemma 4.1. Let R be a one-dimensional reduced Noetherian ring with finite normalization, and let M and N be
disjoint subsets of Sing(R) withM ∪N = Sing(R). Set
∆ = {ε ∈ (S−1R)× | νm (ε) ≡ 1 mod m Rm for all m ∈M}. (8)
Then the natural homomorphism
ι : R× −→
∏
m∈M
(R/m R)× ×
∏
n∈N
(R/n R)×/(R/n)×
is surjective if and only if
im(ϕ) ·∆ · (1+ hS−1R) = (S−1R)×,
where h denotes the product of all singular maximal ideals of R.
Proof. Note that ι is the composition of ϕ with the natural surjections
α : (S−1R)× −→
∏
m∈Sing(R)
(R/m R)×
and
β :
∏
m∈Sing(R)
(R/m R)× −→
∏
m∈M
(R/m R)× ×
∏
n∈N
(R/n R)×/(R/n)×.
Therefore ι is surjective if and only if im(ϕ) · ker(βα) = (S−1R)×. Since ker(α) = 1 + hS−1R and ker(β)
=∏n∈N(R/n )×, we see easily that ker(βα) = α−1(ker(β)) = ∆ · (1+ hS−1R). 
Theorem 4.2 (Main theorem). Let R be a Bass ring (cf. the first paragraph of Section 3) such that, for each
m ∈ Sing(R), the residue field R/m is finite. LetM denote the set of all singular maximal ideals of R for which Rm
is not Dedekind-like, and put N = Sing(R)−M. Let
ι : R× −→
∏
m∈M
(R/m R)× ×
∏
n∈N
(R/n R)×/(R/n)×
denote the canonical homomorphism. Then the following conditions hold:
(1) If R has mixed cancellation, then ι is surjective.
(2) Suppose that the conductor of R is the product of all singular maximal ideals of R. Then R has mixed cancellation
if and only if ι is surjective.
W. Hassler / Journal of Pure and Applied Algebra 208 (2007) 575–589 583
Proof. Put S = R−⋃Sing(R), and let∆ be defined as in (8). Let n be an even integer which is divisible by |(R/m )×|
for each m ∈ M. Suppose that m ∈ M. By Corollary 3.5, there exists a finitely generated Rm -module M(m ) of
constant rank n whose delta group ∆Rm (M(m )) is equal to 1 + m Rm . Now let n ∈ N, and define M(n ) = R(n)n .
By [5, Proposition 4.8], ∆Rn (M(n )) = R×n for each n ∈ N. Since all modules M(p) (where p ∈ Sing(R)) have
constant rank n, they can be glued [12, (1.11)] to obtain an S−1R-module whose localization at p is isomorphic to
M(p), for each p ∈ Sing(R). Therefore there exists a finitely generated R-module M such that Mp ∼= M(p) for each
p ∈ Sing(R). Then, by [5, Corollary 4.7], we see that ∆S−1R(S−1M) = ∆. From the criterion for mixed cancellation
(Theorem 2.1), we know that we can cancel from M if and only if
∆S−1R(S
−1M) · im(ϕ) = (S−1R)×,
where ϕ : R× → (S−1R)× denotes the natural homomorphism. From Lemma 4.1, it follows that ι is surjective if and
only if
im(ϕ) ·∆ · (1+ hS−1R) = (S−1R)×,
where h in this equation denotes the product of the singular maximal ideals of R. Using that∆S−1R(S
−1M) = ∆, we
infer that, if R has mixed cancellation, then ι must be surjective. This proves assertion (1) of the theorem.
Suppose now that the conductor of R is equal to h, and that ι is surjective. Since 1+ hS−1R = 1+ hS−1R ⊆ ∆,
Lemma 4.1 implies that ∆ · im(ϕ) = (S−1R)×. Let M be an arbitrary finitely generated R-module, and let
p ∈ Sing(R). Suppose first that p ∈M. Since h is the conductor of R, we have (Rp : Rp) = pRp (cf. [5, Lemma 2.2]).
It follows from [3, Theorem 3.4] that (1+pRp) | Mp ⊆ ∆Rp(Mp). Suppose next that p ∈ N. By (2) of Proposition 3.2,
it follows that NRp | Mp ⊆ ∆Rp(Mp) if Rp is unsplit Dedekind-like. Since the norm map is surjective for extensions
of finite fields, NRp = R×p . We thus see, using (1) of Proposition 3.2, that R×p | Mp ⊆ ∆Rp(Mp) for all p ∈ N.
Our next goal is to show that ∆ | M ⊆ ∆S−1R(S−1M). Suppose that ε ∈ ∆ | M . Given any singular maximal
ideal of R, we note that the following diagram commutes (cf. the proof of [3, Corollary 4.7]):
(S−1R)×
νp−−−−→ (Rp)×
|M
y y|Mp
(S−1R)×
νp−−−−→ (Rp)×
Here νp is the natural map, and the vertical maps are the “restriction” maps η 7→ η | M and η 7→ η | Mp.
Since ε | M = ε, we see from the diagram that νp(ε) | Mp = νp(ε) for all p ∈ Sing(R). If p ∈ M, we have
νp(ε) ∈ 1+pRp. Hence νp(ε) ∈ ∆Rp(Mp) if p ∈M. Similarly, we see that νp(ε) ∈ ∆Rp(Mp) if p ∈ N. Consequently,
ε ∈ ∆S−1R(S−1M) by [5, Corollary 4.7]. Since∆·im(ϕ) = (S−1R)×, it follows that (∆ | M)·im(ϕ) ⊇ (S−1R)× | M .
Therefore∆S−1R(S
−1M) · im(ϕ) ⊇ (S−1R)× | M , and it follows from Theorem 2.1 that we can cancel from M . 
5. Real quadratic orders
In this section, we apply Theorem 4.2 to Z-orders in real quadratic number fields. After proving Theorem 5.3 (and
Corollary 5.4), we derive some specific criteria for mixed cancellation. We first show that, if the order R has mixed
cancellation, then the number of singular maximal ideals of R is at most three (Proposition 5.6). Then we focus on
square-free conductor f and reduce the problem to the case when f is a product of just two different odd primes
(Theorem 5.8). By Theorem 5.10, it is then sufficient to deal with the case when f is a single prime. Finally, we
consider the situation when the conductor is a prime (see, e.g., Theorem 5.12 and Corollaries 5.13 and 5.14).
In the following, we denote by P the set of prime numbers. For a prime power q, we denote by Fq the field with q
elements. If z ∈ Q and p ∈ P, we denote by vp(z) the p-valuation of z.
Following, for instance, [2], we call an integer D ∈ Z a discriminant if D is not a square, and either D ≡ 0 mod 4
or D ≡ 1 mod 4. Let D be a discriminant. We put
ωD =

√
D
2
if D ≡ 0 mod 4
1+√D
2
if D ≡ 1 mod 4
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and RD = Z + ZωD . Then RD is a Z-order in the quadratic number field Q(
√
D). If D0 is the discriminant of
Q(
√
D), then D = D0 f 2 with f ∈ N. We call D0 the fundamental discriminant with respect to D. If D = D0, we
call D a fundamental discriminant. The integer f is called the conductor of RD . Indeed, fRD = (RD : RD) is the
conductor of RD in its integral closure RD . We note that every Z-order in a (real or imaginary) quadratic number
field is of the form RD for some discriminant D. Since the discriminant of RD (see, e.g., [8]) is D, there exists, for
every quadratic order R, a unique discriminant D with R = RD .
Definition 5.1. Let D be a fundamental discriminant and n ∈ N. We define
UD(n) = (Z/nZ)[ωD]×/(Z/nZ)×.
Here (Z/nZ)[ωD] := (Z/nZ)[X ]/(ψD), where
ψD =

X2 − D
4
if D ≡ 0 mod 4
X2 − X − D − 1
4
if D ≡ 1 mod 4
is the minimal polynomial of ωD over Z.
Lemma 5.2. Let D be a discriminant, D0 the fundamental discriminant with respect to D, and f the conductor of
R := RD . Then n 7→ n ∩ Z is a bijection from Sing(R) to the set of primes dividing f . If, further, n is a singular
maximal ideal of R and pZ = n ∩ Z, then
(R/n R)×/(R/n)× ∼= UD0(p).
Proof. Since f := f R is the conductor of R, we have R/fR ∼= Z/ f Z and R/f ∼= (Z/ f Z)[ωD0 ]. Hence we see
that, for each prime p dividing f , there is exactly one singular maximal ideal n of R lying over pZ. Furthermore,
(R/n R)×/(R/n)× ∼= UD0(p), by the very definition of UD0(p). 
Theorem 5.3. Let D be a discriminant, D0 the fundamental discriminant with respect to D, and f the conductor
of R := RD . Set M =
{
p ∈ P | p divides f and vp(D) ≥ 3
}
, and let N = {p ∈ P | p divides f and vp(D) = 2}.
(Note that {p ∈ P | p divides f } is the disjoint union of M and N.) Further, let
ι : R× −→
∏
p∈M
(R/pR)× ×
∏
q∈N
UD0(q)
denote the natural homomorphism.
(1) If R has mixed cancellation, then ι is surjective.
(2) Suppose that f is square-free. Then R has mixed cancellation if and only if ι is surjective.
Proof. Let p be a prime dividing f , and let p be the singular maximal ideal of R that contains p. By Theorem 4.2
and Lemma 5.2, it suffices to show that Rp is Dedekind-like if and only if p ∈ N. Suppose first that vp(D) = 2. Then
p | f , p2 - f and p - D0. Therefore p is unramified in R, and the conductor of Rp is the maximal ideal pRp = pRp
of Rp. Since pR is either a prime ideal or a product of two different prime ideals of R, we see that in the first case Rp
is unsplit Dedekind-like, and in the second case Rp is split Dedekind-like. Suppose now that vp(D) ≥ 3, and assume
first that p - D0. Then p2 | f , and the conductor of Rp is strictly contained in pRp. Thus Rp fails to be Dedekind-like.
Finally, suppose that vp(D) ≥ 3 and p | D0. It follows that p is ramified in R, that is, pR = P2 for some maximal
ideal P of R. Thus R/pR contains non-trivial nilpotent elements, and we infer that Rp is not Dedekind-like. 
Let D be a fundamental discriminant and p ∈ P ∪ {1}. (In our applications, it will sometimes be notationally
convenient to allow the possibility that p = 1.) We define the group GD(p) by
GD(p) =

{1} if p = 1,
(Z/pZ)[ωD]× if p 6= 1 and p | D,
UD(p) if p - D.
For further use, we restate Theorem 5.3, as a corollary, in terms of the notation GD(p):
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Corollary 5.4. Let D be a discriminant, D0 the fundamental discriminant with respect to D, and f the conductor of
R := RD . Let X denote the set of primes dividing f .
(1) If R has mixed cancellation, then ι : R× →∏p∈X GD0(p) is surjective.
(2) Suppose that f is square-free, say, f = p1·. . .·pr , where the pi are distinct primes. Then R has mixed cancellation
if and only if the natural map ι : R× →∏ri=1 GD0(pi ) is surjective.
For m ∈ N and a discriminant D, we denote by ( Dm ) the Kronecker symbol (see, e.g., [6, Section 12.3]).
To derive some specific criteria for mixed cancellation, we begin with the following lemma.
Lemma 5.5. Let D be a fundamental discriminant and p ∈ P.
(1) If p | D, then GD(p) is cyclic of order p(p − 1).
(2) If p - D, then GD(p) is cyclic of order p − ( Dp ).
Proof. Since D is a fundamental discriminant, R := RD is integrally closed. Thus we have
R/pR ∼=

Fp × Fp if p splits,
Fp2 if p is inert,
Fp[X ]/(X2) if p | D.
If p is unramified in R, then, by the definition of the Kronecker symbol, p splits if and only if ( Dp ) = 1. Since
R/pR = (Z/pZ)[ωD], the assertions of the lemma follow from the definition of GD(p). 
Let p ∈ P. Recall that the p-rank of an Abelian group G is the dimension of the Fp-vectorspace G⊗Z Fp.
Proposition 5.6. Let D be a discriminant. Denote by f the conductor of R := RD , and let X be the set of primes
dividing f . If R has mixed cancellation, then the following conditions hold:
(1) |X| ≤ 3.
(2) If 2 - f , then |X| ≤ 2.
Proof. Let D0 be the fundamental discriminant with respect to D. If more than two different odd primes divide f ,
then
G :=
∏
p∈X
GD0(p)
is, by Lemma 5.5, a product of at least three groups of even order. Therefore the 2-rank of G is at least 3. On the other
hand, the 2-rank of R
× ∼= Z/2Z⊕ Z is 2. Hence ι in Corollary 5.4 cannot be surjective. 
Since we cannot handle the general situation (cf. Section 6), we will now focus on the case when the conductor f
of the order is square-free. By Proposition 5.6, it is enough to deal with f = 2 or f = 2β pq , where β ∈ {0, 1} and
p, q are distinct elements of (P−{2})∪{1}. If f = 2, the next proposition gives a complete answer to the cancellation
problem:
Proposition 5.7. Let D be a discriminant such that the conductor of R := RD is 2. Let D0 = D4 denote the
fundamental discriminant with respect to D, and let ε = a + bωD0 be the fundamental unit of R, with a, b ∈ Z.
Then the following are equivalent:
(1) R has mixed cancellation.
(2) R has torsion-free cancellation.
(3) Either D0 ≡ 1 mod 8 or 2 - b.
Proof. By [11, Proposition 4.8], assertions (2) and (3) are equivalent. Note that (R/2R)× ∼= GD0(2) = UD0(2).
If D0 ≡ 1 mod 8, then ( D02 ) = 1. By Lemma 5.5, it follows that |GD0(2)| = 1, so R has mixed cancellation by
Corollary 5.4. If D0 6≡ 1 mod 8, then |GD0(2)| ∈ {2, 3} (again by Lemma 5.5), and R has mixed cancellation if and
only if the image of ε in GD0(2) is non-trivial. 
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Now we reduce the problem to the case when the conductor is a product of two odd primes:
Theorem 5.8. Let D be a discriminant such that the conductor f of R := RD is of the form f = 2pq, where
p, q ∈ (P− {2}) ∪ {1} are distinct. Let D0 = D4p2q2 denote the fundamental discriminant with respect to D.
(1) If D0 ≡ 1 mod 8, then R has mixed cancellation if and only if RD0 p2q2 has mixed cancellation.
(2) Suppose that D0 ≡ 5 mod 8. Then R has mixed cancellation if and only if the following conditions are fulfilled:
(a) RD0 p2q2 and R4D0 both have mixed cancellation.
(b) 3 does not divide |GD0(p)||GD0(q)|.
(3) Suppose that D0 ≡ 0 mod 4:
(a) If R has mixed cancellation, then p | D0 and q | D0. Furthermore, either p = 1 or q = 1.
(b) Suppose that f = 2p, where p ∈ P is odd and p | D0. Then R has mixed cancellation if and only if
p 6≡ 1 mod 4, and RD0 p2 and R4D0 both have mixed cancellation.
Proof. Assume first that D0 ≡ 1 mod 8. Since ( D02 ) = 1, it follows from Lemma 5.5 that GD0(2) is the trivial group.
Therefore (1) holds by Corollary 5.4.
Now we drop the assumption that D0 ≡ 1 mod 8 and turn to the proof of (2) and (3). By Corollary 5.4, R
has mixed cancellation if and only if the natural homomorphism ι : R× → GD0(2) × G is surjective, where
G := GD0(p)× GD0(q). Let pi1 : GD0(2)× G → GD0(2) and pi2 : GD0(2)× G → G denote the projections. Since
ι(−1) ∈ G, we see that ι is surjective if and only if the induced homomorphism ι : R×/{±1} → GD0(2)×G/ι({±1})
is surjective. Since R
×
/{±1} ∼= Z is cyclic, we see that ι is surjective if and only if pi1ι and pi2ι are both surjective,
and the orders of GD0(2) and G/ι({±1}) are relatively prime.
Suppose that D0 ≡ 5 mod 8. Then ( D02 ) = −1, and Lemma 5.5 implies that GD0 ∼= Z/3Z. Thus ι is surjective if
and only ifR4D0 andRD0 p2q2 both have mixed cancellation, and 3 does not divide |GD0(p)||GD0(q)|.
Suppose that D0 ≡ 0 mod 4. Then GD0(2) ∼= Z/2Z by Lemma 5.5. As above, we see that R has mixed cancellation
if and only ifR4D0 andRD0 p2q2 both have mixed cancellation, and 2 does not divide the order of G/ι({±1}). Suppose
that p - D0. By Lemma 5.5, the group GD0(p) has even order. Since the image of −1, in GD0(p), is equal to the
image of 1, we see that G/ι({±1}) has even order as well. Thus mixed cancellation fails for R. Of course, the same
argument works if we replace p by q . It follows that mixed cancellation fails for R if p - D0 or q - D0. Assume now
that p and q are both bigger than 1. Then G is a product of two groups having even order. Therefore G/ι({±1}) has
even order as well, and mixed cancellation fails for R.
It remains to prove (3)(b). Suppose that f = 2p, where p is an odd prime dividing D0. Then the order of G/ι({±1})
is |GD0(p)|/2 = p(p − 1)/2. Hence R has mixed cancellation if and only if RD0 p2 and R4D0 both have mixed
cancellation, and 2 - p(p − 1)/2. 
The next step is to deal with the case when the conductor is a product of two different primes. In the following
lemma, we record a group theoretical triviality whose proof we omit. We invoke Lemma 5.9 in the proof of
Theorem 5.10. For k, l ∈ Z, we denote the image of l in Z/kZ again by l.
Lemma 5.9. Let k, l ≥ 1 be even integers, and let G = Z/kZ⊕ Z/ lZ. Suppose that
ϕ : Z/2Z⊕ Z −→ G
is a group homomorphism with ϕ((1, 0)) = (k/2, l/2). Let pi1 : G → Z/kZ and pi2 : G → Z/ lZ
denote the projections onto the first and the second components, respectively. Further, put ξ =
(ordZ/kZ(pi1ϕ(0, 1)), ordZ/ lZ(pi2ϕ(0, 1))). Then ϕ is surjective if and only if the following conditions are satisfied:
(1) gcd(k, l) = 2.
(2) ξ ∈ {k/2, k} × {l/2, l}.
(3) If ξ = (k, l), then 4 | k or 4 | l.
If ξ = (k/2, l), then v2(k) 6= 2.
If ξ = (k, l/2), then v2(l) 6= 2.
If ξ = (k/2, l/2), then 4 | k or 4 | l.
We are now ready to reduce our problem to the case when the conductor of the order is a single prime:
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Theorem 5.10. Let D be a discriminant such that the conductor f of R := RD is of the form f = pq, where
p, q ∈ P − {2} are distinct. Let D0 = Dp2q2 denote the fundamental discriminant with respect to D, and let ε be the
fundamental unit of R. Put ξ = (ord(α), ord(β)), where α is the image of ε in GD0(p), and β is the image of ε in
GD0(q). Further, set k = p(p − 1) and l = q(q − 1).
(1) Suppose that p - D0 and q - D0. Then mixed cancellation fails for R.
(2) Suppose that p | D0 and q - D0. Then R has mixed cancellation if and only if RD0 p2 and RD0q2 both have mixed
cancellation, and the two numbers p(p − 1)/2 and q + ( D0q ) are relatively prime.
(3) Suppose that p | D0 and q | D0. Then R has mixed cancellation if and only if the following conditions are
satisfied:
(a) ξ ∈ {k/2, k} × {l/2, l} (equivalently,RD0 p2 and RD0q2 both have mixed cancellation).
(b) If ξ = (k, l), then 4 | k or 4 | l.
If ξ = (k/2, l), then v2(k) 6= 2.
If ξ = (k, l/2), then v2(l) 6= 2.
If ξ = (k/2, l/2), then 4 | k or 4 | l.
Proof. To prove (1), suppose that p - D0 and q - D0. Since −1 is in the kernel of ι : R× → GD0(p) × GD0(q), the
surjectivity of ι implies that GD0(p)× GD0(q) must be cyclic. But GD0(p) and GD0(q) both have even order. Hence
mixed cancellation fails for R.
To prove (2), assume that p | D0 and q - D0. Then ι is surjective if and only if the induced homomorphism
ι : R×/{±1} → GD0(p)/ι({±1})× GD0(q) is surjective. This condition is satisfied if and only if RD0 p2 and RD0q2
both have mixed cancellation, and the two numbers |GD0(p)|/2 = p(p−1)/2 and |GD0(q)| = q−( D0q ) are relatively
prime.
Assertion that (3) is a direct consequence of Lemma 5.9. 
Finally, we deal with the case when the conductor of the order is a single prime. We first treat the ramified case:
Theorem 5.11. Let D be a discriminant, and let D0 be the fundamental discriminant with respect to D. Suppose that
the conductor f of R := RD is an odd prime p dividing D0, and let ε = a + bωD0 be the fundamental unit of R,
with a, b ∈ Z. Put
a′ =
{
a + b(p + 1)
2
if D0 ≡ 1 mod 4
a if D0 ≡ 0 mod 4,
and let α be the image of ε in GD0(p) = (R/pR)×. The following conditions are equivalent:
(1) R has mixed cancellation.
(2) ordGD0 (p)(α) ∈ {
p(p−1)
2 , p(p − 1)}.
(3) ordF×p (a
′) ∈ { p−12 , p − 1} and p - b.
Proof. Since p is odd, 2 is a unit of Fp. Hence we can make a convenient change of variables in Fp[X ]: Let
Y =
{
2X − 1 if D0 ≡ 1 mod 4
2X if D0 ≡ 0 mod 4.
Then GD0(p) = (Fp[Y ]/(Y 2))×, and the fundamental unit maps to a′ + b′Y , where b′ := b(p + 1)/2. The natural
homomorphism ι : R× → GD0(p) is surjective if and only if the image of ε in GD0(p)/ι({±1}) generates this group,
equivalently, ordGD0 (p)(α) ∈ {p(p− 1), p(p− 1)/2}. Since (u, v) 7→ u(1+ vY ) is an isomorphism from F×p ⊕Fp to
(Fp[Y ]/(Y 2))×, the image of a′ + b′Y generates GD0(p)/ι({±1}) if and only if the image of a′ generates F×p /{±1},
and b′ is non-zero in Fp. Since a′ generates F×p /{±1} if and only if ordF×p (a′) ∈ {p − 1, (p − 1)/2}, the theorem
follows. 
It was observed by F. Halter-Koch that the condition ordF×p (a
′) ∈ {(p − 1)/2, p − 1} is almost never fulfilled:
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Theorem 5.12. Let D be a discriminant, D0 the fundamental discriminant with respect to D, and f the conductor of
R := RD . (Note that we do not assume that f is square-free.) Suppose that p is a prime which divides both f and
D0. If p ≥ 7, mixed cancellation fails for RD .
Proof. Let ε = a′ + b′√D0 be the fundamental unit of R, with a′, b′ ∈ 12Z. Then a′ and b′ satisfy Pell’s equation:
a′2 − D0b′2 = ±1.
Since p | D0, it follows from this equation that a′2 ≡ ±1 mod p. Therefore the order of a′ in F×p is a divisor of 4. If
p ≥ 7, we have ordF×p (a′) 6∈ { p−12 , p− 1}, and mixed cancellation fails forRD0 p2 by Theorem 5.11. Of course, using
the criterion for mixed cancellation from Corollary 5.4, we see that mixed cancellation fails for R, too. 
Suppose that p is an odd prime, and let ε = a + bωp be the fundamental unit ofRp, with a, b ∈ Z. Then, by [11,
Theorem 4.9], the orderRp3 has torsion-free cancellation if and only if p - b. The Ankeny–Artin–Chowla conjecture
(AAC conjecture) asserts that, if p ≡ 1 mod 4, then p does not divide b. In [9,10], the AAC conjecture has been
verified for all p < 1011. We note that the research described in [5] began as an attempt to answer the question whether
torsion-free cancellation always implies mixed cancellation for commutative Noetherian rings. We have now found a
large number of real quadratic orders with torsion-free cancellation but not mixed cancellation.
If the conductor of the order is 3 or 5, we obtain the following corollaries to Theorem 5.11:
Corollary 5.13. Let D be a discriminant, and let D0 be the fundamental discriminant with respect to D. Suppose that
the conductor of R := RD is 3 and divides D0. Let ε = a + bωD0 be the fundamental unit of R, with a, b ∈ Z. Then
the following are equivalent:
(1) R has mixed cancellation.
(2) R has torsion-free cancellation.
(3) 3 - b.
Corollary 5.14. Let D be a discriminant, and let D0 be the fundamental discriminant with respect to D. Suppose that
the conductor of R := RD is 5 and divides D0. Let ε = a + bωD0 be the fundamental unit of R, with a, b ∈ Z. Then
the following are equivalent:
(1) R has mixed cancellation.
(2) 5 - b and a′ 6≡ 1 mod 5, where a′ = a + 3b if D0 ≡ 1 mod 4 and a′ = a if D0 ≡ 0 mod 4.
Let the assumptions be as in Corollary 5.14. Then it follows from [11, Theorem 4.9] that R has torsion-free
cancellation if and only if 5 - b. Consider the order R = Z[5√30]. The fundamental unit of Z[√30] is 11 + 2√30
(see, e.g., [1, Table 1]). Hence R has torsion-free cancellation but not mixed cancellation, and we see that, in contrast
to Corollary 5.13, torsion-free cancellation does not always imply mixed cancellation for orders whose conductor is
5.
Finally, we deal with the unramified case, that is, with ordersRD whose conductor is an odd prime p not dividing
the fundamental discriminant with respect to D. In this case, RD is a (global) Dedekind-like ring, and thus mixed
cancellation and torsion-free cancellation are equivalent [5, Corollary 6.11]. From [11, Theorem 4.10], we have the
following criterion for failure of torsion-free cancellation:
Theorem 5.15. Let D be a discriminant, and let D0 be the fundamental discriminant with respect to D. Suppose that
the conductor of R := RD is an odd prime p not dividing D0. Then, if the fundamental unit of R has norm 1 or if
p ≡ 1 mod 4, torsion-free cancellation (and hence mixed cancellation) fails for R.
Let the assumptions be as in Theorem 5.15. To decide whether or not RD has mixed cancellation in the cases not
covered by Theorem 5.15, we follow the argument [11, paragraph after the proof of Proposition 4.12]. One writes
the image of the fundamental unit in GD0(p) ∼= (Fp[Y ]/(Y 2 − D0))× in the form a + bY (see the beginning of the
proof of Theorem 5.11). One then expands (a + bY )i recursively, for i ≤ |GD0(p)|/2, using the relation Y 2 = D0 to
express each power in the form ai + biY , with ai , bi ∈ Z. Then mixed cancellation holds forRD if and only if bi 6= 0
for all i ≤ |GD0(p)|/2.
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6. Open problems
In this section, we discuss two examples of real quadratic orders to which our results on mixed cancellation
cannot be applied. The first ring that we look at is R = Z[9√3]. The fundamental unit of Z[√3] is 2 + √3.
Thus R has torsion-free cancellation by [11, Theorem 4.9]. It can be checked easily that the natural homomorphism
Z[√3]× → (Z[√3]/3Z[√3])× ∼= (F3[X ]/(X2 − 3))× is surjective. Further, an easy calculation shows that the
canonical homomorphism Z[√3]× → (Z[√3]/9Z[√3])× ∼= ((Z/9Z)[X ]/(X2 − 3))× is not surjective. Hence we
can use neither Corollary 5.4 nor failure of torsion-free cancellation to infer that mixed cancellation fails for R. On
the other hand, since Z[√3]× → (Z[√3]/9Z[√3])× is not surjective, we cannot use [3, Proposition 4.1] to conclude
that R does have mixed cancellation.
The next example that we consider is R = Z[9 1+
√
5
2 ]. The fundamental unit of R is ω5 = 1+
√
5
2 , and the image of
ω5 in G := (R/3R)× ∼= (F3[Y ]/(Y 2 − 5))× ∼= F×9 is 2 + 2Y (cf. the first paragraph of the proof of Theorem 5.11).
Similarly, the image of ω5 in H := (R/9R)× ∼= ((Z/9Z)[Y ]/(Y 2 − 5))× is 5 + 5Y˜ . An easy calculation shows that
ordG(2 + 2Y ) = 8. Hence R× → (R/3R)× is surjective. The order of the image of ω5 in H is 24. Since |H | = 72,
it follows that the natural homomorphism R
× → (R/9R)× is not surjective. Note that R fulfills the criterion [11,
paragraph after the proof of Proposition 4.12] for torsion-free cancellation. Thus we can use neither Corollary 5.4 nor
failure of torsion-free cancellation to conclude that mixed cancellation fails for R. Further, since R
× → (R/9R)× is
not surjective, we cannot use [3, Proposition 4.1] to infer that R has mixed cancellation.
Suppose that (R,m , k) is a local Bass domain which is not Dedekind-like. Assume further that k is finite, and let
f denote the conductor of R. By [3, Theorem 3.4], we have 1 + f ⊆ ∆R(M) for every finitely generated R-module
M which is not a torsion module. Suppose we could show that there exists a finitely generated R-module M with
∆R(M) = 1 + f. (We proved the existence of such a module if f = m .) Then it would be possible to obtain a
necessary and sufficient criterion for mixed cancellation, in terms of unit groups as in Theorem 4.2, for all Bass rings
whose singular maximal ideals have finite residue fields. We can summarize the incompleteness of our knowledge by
posing the following question:
Open problem. Suppose that (R,m , k) is a local Bass ring that is not Dedekind-like. Assume that k is finite, and let
f denote the conductor of R. Is there a finitely generated constant-rank R-module M whose delta group is 1+ f?
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