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ON HYPERBOLIC RATIONAL MAPS WITH FINITELY
CONNECTED FATOU SETS
YUSHENG LUO
Abstract. In this paper, we study hyperbolic rational maps with finitely
connected Fatou sets. We classify such rational maps by associating fi-
nite combinatorial invariants of hyperbolic post-critically finite tree map-
ping schemes and by showing every such invariant is realizable. This
classification generalizes hyperbolic post-critically finite rational maps
in connected Julia set case.
The tree mapping schemes give flexibility in constructing abundance
of example of this type. In particular, we use it to study Julia compo-
nents and construct examples of sequences of rational maps of a fixed
degree with infinitely many non-monomial rescaling limits.
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1. Introduction
In [McM95], McMullen described a program to classify conformal dynam-
ics:
(1) Attach a combinatorial invariant to each dynamical system;
(2) Describe all invariants which arise; and
(3) Parameterize all systems with the same invariants.
In the setting of dynamics of rational maps on the Riemann sphere, these
classifications are best understood for hyperbolic maps with connected Julia
sets. A rational map is said to be hyperbolic if all the critical points converge
to attracting periodic under iteration. Hyperbolic maps form an open set in
the moduli space of all rational maps of degree d, and a connected component
U is called a hyperbolic component. When the Julia set is connected, there
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is a unique rational map f0 ∈ U , the center of U such that all critical points
eventually map to periodic critical points. The map f0 is called hyperbolic
post-critically finite. Thurston’s combinatorial characterization of rational
maps in this setting
• Shows that the isotopy class of the branched covering [f0] uniquely
determines the rational map f0, and hence the hyperbolic component
U of which it is the center;
• Describes all branched coverings can arise (in terms of Thurston
obstruction).
When the Julia set is disconnected, the natural idea is to decompose the
dynamics along the Fatou components where each local piece has connected
Julia set. The local dynamics together with the glueing data gives a combi-
natorial invariant for the rational map. Such a decomposition/combination
theory was first developed in [Shi87] to study rational maps with Herman
rings where these invariants are referred to as local model and tree map by
Shishikura.
In this paper, we implement this strategy to study hyperbolic rational
maps with finitely connected Fatou sets, i.e., each Fatou component has
finitely many boundary components. The McMullen map fn(z) = z
2 + 1
nz3
for sufficiently large n, where the Julia set is a Cantor set of circles provides
such an example ([McM88]). Since then, many such examples have been
studied in the literature (see [DM07] [QYY15] [WY17] [Can18] [Luo19]).
Our main result gives an explicit answer to the classification problems for
these rational maps:
• We associate a finite combinatorial invariant of hyperbolic post-critically
finite tree mapping schemes to each hyperbolic rational map f with
finitely connected Fatou sets;
• We show that every such invariant is realizable;
• We show two such maps f1, f2 share the same invariant if and only
if they are J-conjugate, i.e., there is a quasiconformal map φ on Cˆ
conjugating the dynamics on their Julia sets.
The flexibility to construct these tree mapping schemes give abundant
examples of hyperbolic rational maps with finitely connected Fatou sets. As
an application, we use the tree mapping schemes to study Julia components
for rational maps and construct examples of sequences with infinitely many
non-monomial rescaling limits.
We now turn to a detailed statement of results.
Classification with tree mapping schemes. Let T1 be a finite tree. Let
T0 ⊆ T1 be a finite union of subtrees of T1 with vertices V0 ⊆ V1. A tree map
is a continuous map F : (T0, V0) −→ (T1, V1) that is injective on each edge.
Given the finite tree T1, we associate a marked Riemann sphere Cˆa for any
vertex a ∈ V1. The markings on Cˆa correspond to the edges adjacent to a in
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T1. A mapping scheme f for the tree map F is a collection of rational maps
fa→F (a) : Cˆa −→ CˆF (a)
for a ∈ V0 that are compatible with the markings. A tree map together with
a mapping scheme will be called a tree mapping scheme (Cf. mapping tree
and sphere maps in [Pil03] and dynamics of tree of spheres in [Arf17]). We
say two tree mapping schemes (F, f) and (G,g) are (topologically) equiva-
lent if there exists a homeomorphism Φ : T1,F −→ T1,G and a collection of
homeomorphisms Φa : Cˆa −→ CˆΦ(a) conjugating the dynamics.
Figure 1.1. The Julia set of a hyperbolic rational map with
finitely connected Fatou sets. It contains a fixed Sierpin-
ski carpet as a buried component. The algebraic formula
is fn(z) =
z2
1− 1
16
z4
+ 1
nz4
for sufficiently large n. The tree
mapping scheme is described in Figure 1.2.
We say a tree mapping scheme is hyperbolic post-critically finite if it satis-
fies 6 natural conditions listed in Definition 2.1 which generalizes hyperbolic
post-critically finite rational maps. Our main result gives explicit classifica-
tion of these hyperbolic rational maps using this combinatorial invariant.
Theorem 1.1. Let H be the set of hyperbolic components with finitely con-
nected Fatou sets. Let M be the set of topological equivalence classes of ir-
reducible hyperbolic post-critically finite tree mapping schemes. Then there
exists a natural surjective map
Ψ : H −→M.
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Figure 1.2. The tree mapping scheme associated to the
buried Sierpinski carpet example. T0 is a union of two sub-
trees of T1. The length of edges and the markings (except for
the vertex A) are labeled in the figure. The markings on CˆA
correspond to 2 4
√−1 and 2√−1. The dynamics of F on ver-
tices are recorded by colors. The mapping scheme is given as
fA→A(z) = z
2
1− 1
16
z4
, fX→Y (z) = fB→Y (z) = fCi→Dj (z) = z2,
fDj→X(z) = z and fB′→Y (z) = fY→X(z) = z4.
Moreover, two hyperbolic components U1, U2 are in the same fiber if and only
if any pair of rational maps fi ∈ Ui, i = 1, 2 are J-conjugate.
Center of hyperbolic component at infinity. When the Julia set is
connected, the associated tree mapping scheme is the unique center [f ] of
the corresponding hyperbolic component with trivial tree map.
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When the Julia set is disconnected, then the hyperbolic component H is
unbounded [Mak00]. We can find a degenerating sequence [fn] by stretch-
ing all multiply connected critical Fatou components simultaneously. By de-
forming, we may also assume that every [fn] is post-critically finite restricted
to disk Fatou components. We will call such a degeneration a stretch for
short. As we stretch the rational map, the interesting dynamics on a large
scale is recorded by a tree map, and the rescaling limits/local dynamics at
periodic Julia components, resembling features of hyperbolic post-critically
finite rational maps, give the mapping scheme (see §4.2). Therefore, the tree
mapping schemes we obtained can be interpreted as centers at infinity for
those hyperbolic components with disconnected Julia set.
J-conjugacy and fibers of Ψ. The map Ψ in Theorem 1.1 is generally
not injective. By holomorphic motion and λ-lemma, if f and g are in the
same hyperbolic component, then f is J-conjugate to g. Thus, the fiber
of Ψ consists of J-conjugate hyperbolic components. When the Julia set
is connected, f and g are J-conjugate if and only if f and g are in the
same hyperbolic component. On the other hand, when the Julia set of f is
disconnected, the space of rational maps that are J-conjugate to f may be
disconnected (See Figure 5.2), giving non-injectivity for the map Ψ.
The J-conjugacy is closely related to the monodromy group for the hy-
perbolic component. It can also be interpreted as an analogue of homotopy
equivalence for hyperbolic 3-manifolds. In a subsequent paper [Luo20], we
will use tree mapping schemes to study them in detail.
Julia components. Let f be a hyperbolic rational map with finitely con-
nected Fatou sets, with associated tree mapping scheme (F, f). We say a
component K of the Julia set J(f) is non-degenerate if K is not a single
point, and is of complex type if K is neither a point nor a Jordan curve. K is
said to be buried if K does not meet the boundary of any Fatou component,
and unburied otherwise.
If K is a non-degenerate periodic Julia component of period p, using
quasiconformal surgery, there is a hyperbolic post-critically finite rational
map (of potentially lower degree) gK which conjugates the dynamics on
J(gK) to f
p on K (see [McM88]). On the other hand, if v ∈ T0 is a periodic
point of F of period p, we can associate a hyperbolic post-critically finite
rational map gv as well. Indeed, if v ∈ V0 is a vertex of T0, then gv = fp|Cˆv .
Otherwise, F p is locally linear at v with derivative ±e and we set gv(z) = z±e
accordingly.
The tree mapping scheme gives a natural way of organizing the dynamics
on Julia components. In particular, the construction gives the following
natural correspondences.
Theorem 1.2. Let f be a hyperbolic rational map with finitely connected
Fatou sets, and (F, f) be the associated tree mapping schemes. Then
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• Non-degenerate periodic Julia components for f are in bijective cor-
respondence with periodic points of F : T0 −→ T1. More precisely,
the induced dynamics of f on the set of non-degenerate periodic Julia
components is conjugate to F on the set of periodic points.
• If a non-degenerate periodic Julia components K corresponds to a
periodic point v ∈ T0, then gK is conformally conjugate to gv.
We denote N(K) as the cardinality of the post-critical set PgK := {gnK(c) :
n ≥ 1, c is a critical point of gK}. Note that N(K) = 2 if and only if gK
conjugates to zd or 1
zd
for some d if and only if K is a Jordan curve. Hence,
N(K) ≥ 3 if and only if K is of complex type. Let N(f) be the number of
post-critical Fatou components of f . The correspondence in Theorem 1.2
allows us to show
Theorem 1.3. Let f be a hyperbolic rational map with finitely connected
Fatou sets, then ∑
K non-degenerate, periodic
N(K)− 2 ≤ N(f)− 2.
It is known that a hyperbolic rational map can have infinitely many non-
degenerate periodic Julia component (see [McM88]). The previous theorem
immediately gives bound on the number of periodic Julia component of
complex type.
Corollary 1.4. There are at most N(f) − 2 periodic Julia components of
complex type. In particular, there are at most N(f) − 2 cycles of periodic
Julia components of complex type.
Remark. We shall construct examples in §6 and see that both the bound
in Theorem 1.3 and the bound on number of periodic Julia components of
complex type in Corollary 1.4 are (essentially) sharp for any degree d and
any N(f).
As for the bound on the number of cycles, it is shown in [CP19] that there
are examples with arbitrarily large number of periodic cycles of complex type
for any degree d ≥ 3 (also see §6). However, the bound can never be sharp
for large N(f), as there can be at most deg f fixed Julia components, and
deg f2 Julia components of period 2, and so on. Using this crude bound, we
conclude that for a fixed degree d, the asymptotic bound on the number of
cycles is of order O(N(f)/ logN(f)). However, fix a degree d, all sequences
of examples that we know have asymptotical behavior of O(logN(f)). We
do not know the asymptotic sharp bound.
Rescaling limits. Let fn be a sequence of rational maps. A rescaling for
fn of period p is a sequence Mn ∈ PSL2(C) so that M−1n ◦fpn ◦Mn converges
compactly away from a finite set to a rational map g of degree ≥ 1. The
limiting map g is called a rescaling limit (see [Kiw15]).
Rescaling limits are closely related to the tree mapping schemes (Cf.
rescaling limits and dynamics on tree of spheres in [Arf17]). For a stretch
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degeneration fn of a hyperbolic rational map with finitely connected Fatou
sets, we show the rational map gK for a periodic Julia component K that is
constructed via quasiconformal surgery can be obtained via rescaling limit
(see §4.2): after possibly passing to a subsequence, there exists a natural
rescaling Mn ∈ PSL2C for the Julia component K such that
gK = lim
n→∞M
−1
n ◦ fpn ◦Mn,
where p is the period of K.
In [Kiw15], Kiwi proved that for a sequence of rational maps of degree
d, there can be at most 2d − 2 (dynamically) distinct cycles of rescaling
limits that are not post-critically finite. Theorem 1.3 gives a refinement
of this bound in our setting, where we degenerate our rational maps in a
specific way. In the same paper, Kiwi asked if the number of cycles of
non-monomial rescaling limits is finite. Using tree mapping schemes, and a
diagonal argument, we give the negative answer to the question:
Theorem 1.5. For any d ≥ 3, there is a sequence fn of rational maps in de-
gree d with infinitely many dynamically independent cycles of non-monomial
rescaling limits.
We remark that Theorem 1.5 improves a result in [AC16] where it is
shown that there can be arbitrarily large number of dynamically independent
cycles of non-monomial rescaling limits. Our construction can be modified
to produce a holomorphic family of rational maps of degree d ≥ 3 with
arbitrarily large number of dynamically independent cycles of non-monomial
rescaling limits. However, whether a holomorphic family of rational maps
can admit infinite non-monomial rescaling limits still remains open.
Comparison with Kleinian groups. To compare with Kleinian groups,
a compact 3-manifold with compressible boundary can be cut along a fi-
nite number of compressing disks to obtain incompressible pieces. Inverting
this procedure, Klein-Maskit combination theorem allows one to build up a
Kleinian group with disconnected limit set from a finite number of subgroups
with connected limit sets (see [AM77]).
Theorem 1.1 is an analogue of the above in complex dynamics. When the
Julia set is disconnected, we can cut along Fatou components that separate
Julia components to get rational maps with connected Julia sets. Such de-
composition theories for rational maps have been studied in [McM88] [PT00]
[CT11] [Wan14] [CP19] . Our classification utilizes these ideas via ‘stretch’.
Inverting the procedure, one can glue these incompressible pieces together.
The glueing instructions are recorded in the tree map. The nuance of J-
conjugacies between hyperbolic components for disconnected Julia sets can
be thought of an analogue of homotopy equivalence vs homeomorphism in
the Kleinian group setting.
A subsequent step of decomposition and combination would describe how
components of the Fatou set can touch when the Julia set is connected. The
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subsequent theory should include constructions like mating and tuning. This
has been studied and explored in [Pil03] for Thurston maps, i.e., post-critical
finite branched covering of S2. Such a general decomposition corresponds
cutting the three manifold along a general incompressible surface, not just
disks. In the Kleinian group setting, the theory of incompressible surfaces
is closed related to the study of the action of pi1(M) on trees (see [Bas84]
[CS83] and [Sha99]). In the rational map setting, it is worth investigating
the connection of the tree maps for such decompositions.
Notes and references. The tree mapping schemes are motivated by the
(reduced) mapping schemes introduced by Milnor in [Mil12] to study hyper-
bolic components with connected Julia sets. This notion also appears as
dynamics on trees of spheres developed by Arfeux in [Arf17].
The notion of rescaling limit was introduced and made precise in [Kiw15],
where the connections to Berkovich dynamics were also explained. Similar
ideas have also been explored in [Eps00] [DeM07]. Other related applica-
tions of trees in complex dynamics can be found in [Shi87] [DM08] [McM09]
[Luo19].
There have been many combinatorial model using trees to classify cer-
tain conformal dynamics in the work of Shishikura, Pilgrim, Makienko, Tan
Lei, McMullen, DeMarco etc. (see [Shi87] [Shi89] [Pil94] [Mak00] [Tan02]
[DM08]). A combination and decomposition theory for ‘tame’ branched
coverings of the spheres are first developed in detail in [Pil03]. Various
other decomposition and combination theory can be found in [PT00] [Pil03]
[CT11] [Sel12] [Sel13] [Wan14] [CP19]. The periodic Julia components and
many related examples have also been studied in [PT00] [God15] [CP19].
It is possible to use Berkovich space to construct the tree mapping schemes
from the stretch degeneration. This perspective has been studied in [Luo19],
and runs aligned with the theory of group actions on R-trees developed in
[MS84] [Bes88] and [Pau88] for Kleinian groups.
Structure of the paper. The definitions of the tree mapping schemes are
given in §2, followed by various examples in §3. The tree mapping scheme is
constructed in §4, and the realization problem is answered in §5. Theorem
1.1 is proved by combining the results in §4 and §5. We use the tree mapping
schemes to study Julia components and rescaling limits in §6.
We encourage the reader to first explore the examples in Section 3 before
going through the proofs. The notion of hyperbolic post-critically finite tree
mapping scheme should be intuitively clear after several examples.
Acknowledgment. The author would like to thank Dzmitry Dudko, Curt
McMullen for helpful discussions and useful advices; Laura DeMarco for
bringing up the motivation question. The author would also like to thank
Misha Lyubich for his support on this project and the Institute of Mathe-
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2. Tree mapping schemes
In this section, we give the definition and study properties of tree mapping
schemes.
Finite trees. A finite tree T is a non-empty, connected, finite 1-dimensional
simplicial complex without cycles. The set of vertices of T will be denoted
by V (T ), and the set of closed edges will be denoted by E(T ). The edges
adjacent to a given vertex x ∈ V (T ) form a finite set TxT and will be called
the tangent space of T at x, whose cardinality ν(x) is the valence of x.
We will usually use ~v to represent an element in TxT and e~v to denote the
edge associated to ~v. A point x ∈ V (T ) is called an end point or a branch
point if ν(x) = 1 or ν(x) ≥ 3 respectively. We will use ∂T ⊆ V (T ) and
B(T ) ⊆ V (T ) to denote the set of end points and the set of branch points
of T .
We say a tree T is star-shaped if there is exactly 1 vertex that is not an
end point. This unique vertex is called the center of the star-shaped tree T .
Depending on the number of end points, we will call T a k-star if there are
k end points of T (for k ≥ 2). Note that a k-star has exactly k edges: [p, aj ]
for j = 1, ..., k, where p is the center and aj ∈ ∂T .
A subtree T ′ ⊆ T is a (closed) subset of T which is also a tree with
the underlying simplicial structure, i.e., V (T ′) = V (T ) ∩ T ′ and E(T ′) =
E(T ) ∩ T ′. Similarly, we say T ′ ⊆ T is an open subtree if it is open and
connected and its closure is a (closed) subtree. A finite union of finite trees
will also be called a finite forest. All of the above definitions are naturally
generalized to forests by restricting to components. Note that a tree is
simply a forest with a single component.
In this paper, every finite tree T is equipped with a path metric d, i.e., a
metric on T satisfying
d(x, z) = d(x, y) + d(y, z)
whenever y lies on the unique arc connecting x and z. This metric is uniquely
determined by the lengths d(e) = d(x, y) it assigns to edges e = [x, y] ∈
E(T ).
Tree maps. Let T be a finite forest and T ′ be a finite tree. We say a
continuous map
F : T −→ T ′
is a tree map if
(1) F (V ) ⊆ V ′;
(2) F injective on each edge of T .
We remark that the tree map F is not required be simplicial, i.e., F is not
required send an edge to an edge. However, since F sends vertices of T into
vertices of T ′, and F is injective on edges of T , the image of an edge of T
is a union of edges in T ′. In particular, F induces a tangent map
DaF : TaT −→ TF (a)T ′
9
for any a ∈ V .
Local degrees and geometric tree maps. A local degree function for a
tree map F : T −→ T ′ is a map
deg : V ∪ E −→ {1, 2, 3, ...},
satisfying, for each a ∈ V , the inequality
2 deg(a)− 2 ≥
∑
~v∈TaT
(deg(e~v)− 1), (2.1)
as well as the inequality
deg(a) ≥
∑
~w∈TaT :DaF (~w)=DaF (~v)
deg(e~w) (2.2)
This condition implies that (F,deg) is locally modeled on a deg(a) branched
covering map between spheres (Cf. [DM08]).
We remark that the reason why we only require inequality instead of
equality in (2.1) is that we might have exposed critical points in the con-
struction of tree mapping schemes. Similarly, to serve our purpose, we only
require inequality in (2.2) as we might not take all the preimages in the
construction (see the definition of tree mapping schemes for details).
Given a tree map F : T −→ T ′, we say it is geometric with respect to a
local degree function deg if F is linear with derivative deg(e) for each edge
e ∈ E.
Coverings and branched coverings. Let F : T −→ T ′ be a tree map.
We say F is a branched covering if it is proper and it has a local degree
function such that for each a ∈ V
deg(a) =
∑
~w∈TaT :DaF (~w)=DaF (~v)
deg(e~w), (2.3)
i.e. the inequality in (2.2) becomes equality.
It is a covering if it is a branched covering and for each a ∈ V
2 deg(a)− 2 =
∑
~v∈TaT
(deg(e~v)− 1), (2.4)
i.e., the inequality in (2.1) also becomes equality.
Similarly, geometric coverings and geometric branched coverings are de-
fined accordingly with compatible local degree functions.
We note that for branched coverings, by equality (2.3), the local degrees
are uniquely determined once the degrees of the edges are determined. For
a branched covering F , we can define its degree by
deg(F ) =
∑
F (e)=e′
deg(e) =
∑
F (v)=v′
deg(v)
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for any edge e′ ∈ E′ or vertex v′ ∈ V ′. It is easy to verify that the expression
is independent of the choice of e′ or v′ by the equality (2.3) and the fact T ′
is connected.
Tree mapping schemes. In our setting, we let T1 be a finite tree with a
path metric d and let T0 ⊆ T1 be a finite union of subtrees of T1. We denote
V1 as the set the vertices of T1 and V0 = V1 ∩ T0 as the set of vertices of T0.
Let F be a tree map between T0 and T1. To define the tree mapping
schemes, we associate a Riemann sphere Cˆa for each a ∈ V1. The associated
Riemann sphere Cˆa is marked, i.e. there is an injective map
ψa : TaT1 −→ Cˆa.
We denote the set of marked points as by
Ma := ψa(TaT1),
and the union
M :=
⋃
a∈V1
Ma.
A mapping scheme f for the tree map F : T0 −→ T1 is a collection of
rational maps
fa→F (a) : Cˆa −→ CˆF (a)
for a ∈ V0, that are compatible with the markings. More precisely, for any
a ∈ V0, we have
fa→F (a) ◦ ψa = ψF (a) ◦DaF
restricting on TaT0.
The mapping scheme f gives a map on the disjoint unions of Riemann
spheres
CˆV0 :=
⋃
a∈V0
Cˆa −→ CˆV1 :=
⋃
a∈V1
Cˆa
modeled by the map F : V0 −→ V1. Whenever it is defined, we will denote
fk|Cˆa1 = fak−1→ak ◦ ... ◦ fa1→a2
if F (ai) = ai+1.
We will also use fk to denote the union of maps on CˆV0 . A point z ∈ Cˆa is
said to be periodic if there exists k ∈ N so that fk(z) = z, and the smallest
such k is called the period of z. We define C(f) ⊆ CˆV0 , the critical points of
f as the union of critical points of fa→F (a) for all a ∈ V0.
A tree map together with a mapping scheme (F, f) will be called a tree
mapping scheme. Given two tree mapping schemes (F, f) and (G,g), we say
they are equivalent if there exists a simplicial isomorphism
Φ : T1,F −→ T1,G
and a collection of homeomorphism
Φa : Cˆa −→ CˆΦ(a)
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for a ∈ V1,F that conjugates the dynamics. More precisely,
ΦF (a) ◦ fa→F (a) = gΦ(a)→G(Φ(a)) ◦ Φa
for any a ∈ V0,F .
Compatible local degrees. Given a tree mapping scheme (F, f), we say it
has compatible local degrees if for any edge e = [a, b] ∈ E0, with its associated
marked points za,e ∈ Cˆa and zb,e ∈ Cˆb, we have
degza,e fa→F (a) = degzb,e fb→F (b). (2.5)
This compatibility allows us to define the local degree function for the
tree map F : T0 −→ T1:
• For a ∈ V0, deg(a) = deg(fa→F (a));
• For e ∈ E0, deg(e) = degza,e fa→F (a), where za,e ∈ Cˆa is the point
associated to e.
In this paper, all the tree mapping schemes are assume to have compatible
local degrees, and we will use ‘deg’ to denote the local degree function defined
as above.
Exposed points and exposed critical points. A point z ∈ CˆV1 is called
exposed if z /∈ M, in other words, z does not correspond to any tangent
direction ~v ∈ TaT1 for any a ∈ V1. Similarly, a point z is said to have
exposed orbit if z, f(z), f2(z)... are all exposed.
A critical point z ∈ C(f) is called an exposed critical point if z is exposed.
The set of exposed critical points will be denoted by EC(f). We will see
later that EC(f) corresponds to the set of critical points in disk Fatou
components.
Hyperbolic post-critically finite tree mapping schemes. Let (F, f)
be a tree mapping scheme. Then T1−T0 is a finite union of (open) subtrees
Uk with ∂Uk ⊆ V0. We denote the union by
Ω =
n⋃
k=1
Uk.
We say that Ω is star-shaped if each closure of the component Uk is star-
shaped. Note that in this case, V1 is the union of V0 and the centers of
Uk.
Assume that f has compatible local degrees, F is geometric with respect
to the local degree and Ω is star-shaped. Let p be the center of U and a ∈ ∂U .
Since ∂U ⊆ V0, the local degree function extends to the edge e = [p, a] by
deg(e) = degza,e fa→F (a) where za,e ∈ Cˆa is the point associated to e.
We say F extends to a geometric branched covering (or extends to a geo-
metric covering) on U if there exists a geometric branched covering extension
(or geometric covering extension respectively) F : U −→ F (U) ⊆ T1 with
respect to the local degree. Since for branched coverings, the local degree at
12
the center is uniquely determined by the local degrees on the edges (Equa-
tion (2.3)), we remark that the geometric branched covering extension F is
unique if it exists.
On the other hand, we say (F, f) extends to a geometric branched covering
(or extends to a geometric covering) on U if
(1) F extends to a geometric branched covering (or extends to a geomet-
ric covering), and
(2) There exists a rational map fp→F (p) extending the mapping scheme
with compatible local degrees.
We remark that even if the geometric branched covering extension of F
exists, the extension for (F, f) is not guaranteed. The obstruction for real-
izations can be formulated in the language of Hurwitz problem of realizing
branched coverings with prescribed branching data.
We now able to define hyperbolic post-critically finite tree mapping schemes:
Definition 2.1. A tree mapping scheme (F, f) is said to be hyperbolic post-
critically finite if the following 6 conditions are satisfied:
i) f has compatible local degrees;
ii) F is geometric with respect to the local degree;
iii) (Extension on Ω) Ω is star-shaped, and for any component U , either
(a) There exists a component W of Ω such that F (∂U) = ∂W, in
which case (F, f) extends to a geometric branched covering; or
(b) There exists v ∈ V0 such that F (∂U) = v, in which case there
exists an exposed point zv ∈ Cˆv−Mv so that for any a ∈ ∂U and
za ∈ Cˆa associated to the edge in U adjacent to a, f(za) = zv.
Moreover, every component U eventually falls into the second case.
iv) (Hyperbolicity and post-critically finiteness for exposed critical points)
For any exposed critical point z ∈ EC(f), z has exposed orbit and
is eventually mapped to a periodic exposed critical cycle;
v) (Hyperbolicity and post-critically finiteness for Ω) For any compo-
nent U , a ∈ ∂U and za ∈ Cˆa associated to the edge in U adjacent
to a, za has exposed orbit and is eventually mapped to a periodic
exposed critical cycle;
vi) (Hyperbolicity for the tree map) The non-escaping set
J =
∞⋂
n=0
F−n(T0)
is totally disconnected.
The following properties follows directly from the definition and is worth
mentioning.
Proposition 2.2. Let (F, f) be a hyperbolic post-critically finite tree map-
ping scheme, then
(1) The non-escaping set J 6= ∅.
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(2) If a ∈ V0 is a periodic point of period p, then fp|Cˆa is hyperbolic
post-critically finite.
Proof. For the first statement, we note that by condition iv), v) and vi),
there exist periodic exposed critical points. Hence some point in V0 is peri-
odic, which forces J 6= ∅.
For the second statement, let z ∈ Cˆa be a critical point of fp|Cˆa . If z
is exposed, then it is eventually mapped to a periodic critical point by iv).
Otherwise, z ∈ M. There are two cases: either it is eventually mapped
outside of M or it is eventually periodic as M is finite. In the first case, z
must be first mapped to some point w corresponding to an edge in Ω, so it
is eventually mapped to a periodic critical point by v). In the second case,
after passing to an iterate if necessary, let w ∈ Cˆa be the fixed point in M
that z is eventually mapped to. w must be a critical point, as otherwise,
the edge e associated to w would be fixed by F p by i) and ii), which would
violate condition vi). Hence, fp|Cˆa is hyperbolic post-critically finite. 
The last condition can be checked by a finite procedure by the following
proposition:
Proposition 2.3. Let (F, f) be a tree mapping scheme satisfying the first
two conditions in Definition 2.1, then the non-escaping set J =
⋂∞
n=0 F
−n(T0)
is totally disconnected if and only if for any edge e ∈ T0, there exists k ∈ N
such that F k(e) is not contained in T0.
Proof. It is clear that if the non-escaping set is totally disconnected, then
every edge eventually maps out of T0.
To see the converse, we will prove by contradiction. Assume for contra-
diction that J is not totally disconnected, then there exists a non-trivial
closed interval I that is non-escaping, i.e. I, F (I), F 2(I), ... all lie in T0. We
assume that I is maximal in the sense there is no other non-escaping closed
interval J strictly containing I.
We claim that V0 intersects ∪∞k=0F k(I). Indeed, otherwise, all intervals
are strictly contained in edges of T0. Since F is geometric and F is injective
on edges, the length of F k(I)s are non-decreasing. This implies that either
I is eventually periodic, or F i(I) intersects F j(I) for some i < j. In the
first case, we denote the pre-period as l. Then F l(I) is strictly contained
in some edges and periodic, so we can enlarge F l(I) so that it remains
periodic, and hence non-escaping. By taking preimages, we can also enlarge
I, which contradicts the maximality of I. Similarly, in the second case, let
i < j so that F i(I) intersects F j(I), then F i(I)∪F j(I) is still non-escaping
and strictly contained in an edge. Take the i-th preimage of F i(I) ∪ F j(I)
containing I, we get a larger non-escaping set, which contradicts to the
maximality of I.
Therefore, by taking iterates and restricting to a smaller interval, we may
assume that I = [a, b] ⊆ e ∈ E0 with a ∈ V0. Since there are only finitely
many vertices and edges, by taking further iterates, we may assume that
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there exists p so that I ⊆ F p(I). If I is strictly contained in F p(I), then
F p has derivative at least 2 on e so there exists k so that F k(I) contains
the edge e. This contradicts the premise that the edge e eventually maps
out of T0. Otherwise, I = F p(I), then F p has derivative 1 on e, so e is a
periodic edge. This is also a contradiction. Therefore, the non-escaping set
J is totally disconnected. 
Given a hyperbolic post-critically finite tree mapping scheme, one can
get different but dynamically the same tree mapping schemes by introduc-
ing more vertices on the tree, or more ‘gaps’ in Ω and branches by taking
preimages, To get rid of these ambiguities, we introduce the notion of irre-
ducible tree mapping schemes.
A component U of Ω is said to be critical if either F (U) is a single point
or F extends to a branched covering (but not a covering) on U . We also
say a component U of Ω is primitive if there is no component W of Ω
with F (W) = U under extension. Let Q ⊆ V0 be the smallest forward
invariant set containing vertices v with exposed critical points and boundary
of critical components of Ω. Let P ⊆ V0 be the smallest forward invariant
set containing ∂Ω and Q. Let B1 (respectively B0) be the set of branch
points of T1 (respectively T0).
Definition 2.4. Given a hyperbolic post-critically finite tree mapping scheme
(F, f), it is said to be irreducible if
(1) T1 is the convex hull of Q;
(2) V0 = P ∪B0;
(3) Every primitive component U of Ω is either critical or contains a
branch point B1.
Let x ∈ B0 − P . Since all critical points of fx→F (x) are contained in Mx
and |Mx| ≥ 3, so |fx→F (x)(Mx)| ≥ 3. Therefore F (x) is also a branch point.
Hence, F (P ∪ B0) ⊆ P ∪ B1. In particular, V0 is forward invariant for an
irreducible tree mapping scheme.
By deleting the additional vertices (and their associated edges if the ver-
tices are ends) and inductively filling those primitive components that nei-
ther contains critical points nor branch points in Ω using the extension guar-
anteed by condition iii), any hyperbolic post-critically finite tree mapping
scheme (F, f) can be reduced to a unique irreducible one.
Remarks on the conditions. Before diving into the proofs, we would like
to give intuitions behind each of the conditions. Given a hyperbolic rational
map with finitely connected Fatou sets f , the finite tree T1 is constructed
Shishikura tree for the convex hull of the boundary components of critical
or post-critical Fatou components of f (see §4). We shall prove later that
each vertex v ∈ V0 corresponds to some pre-periodic Julia component Kv,
and the length of the edge corresponds to the rescaling limit of the modulus
between the two components. The exposed critical points correspond to the
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critical points in the disk Fatou components. Each component of Ω corre-
sponds to a critical or post-critical multiply connected Fatou components
or a multiply connected Fatou component that separates the critical and
post-critical points in three or more components.
The first two conditions in the definition come from the usual relations on
moduli for coverings between annuli. The condition iii) is a direct translation
of the dynamics on the corresponding Fatou components. The condition iv)
and v) follow from the hyperbolicity and the fact that we can degenerate the
rational map f via stretch to resemble post-critically fineness in the limit.
The last hyperbolicity condition for the tree map essentially comes from the
subadditivity law for the moduli of annuli.
3. Various Examples
Before proving Theorem 1.1, we shall first see some examples of hyperbolic
rational maps with finitely connected Fatou sets, and how the tree mapping
schemes arise for these examples. To simplify the notations and graphs, we
shall omit the centers of U , i.e., we shall only label the vertices in V0.
A degenerate example. Let T1 be a closed interval [A,A′], and T0 =
{A,A′}. The map F fixes A while sends A′ to A. In this case, the non-
escaping set J = {A}, which is totally disconnected.
A A′
0 ∞
Figure 3.1. The tree map for a degenerate example.
We can mark the Riemann spheres CˆA and CˆA′ by 0 and ∞ respectively
(See Figure 3.1). There are infinitely many different mapping schemes sup-
ported by F . To unwrap the conditions, we note that fA→A and fA′→A gives
a hyperbolic post-critically finite tree mapping scheme if and only if:
(1) fA→A is a post-critically finite hyperbolic rational map, for which
0A is strictly preperiodic to a super attracting periodic cycle.
(2) fA′→A(∞A′) = fA→A(0A).
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(3) The critical points of fA′→A are preperiodic to super attracting pe-
riodic cycles of fA→A and 0A is not in their forward orbits.
For example, we may take
fA→A(z) = (z + 1)2 − 2
fA′→A(z) = −1 + 1
z
Note that fA→A is conformally conjugate to the Basilica polynomial z2− 1.
The Fatou component of the hyperbolic rational map f associate to this is
either simply connected or doubly connected. The Julia set contains a fixed
component that is homeomorphic to the Basilica (See Figure 3.2).
Figure 3.2. The Julia set of the degenerate example. The
algebraic formula is given by fn(z) = (z + 1)
2 − 2 + 1nz for
sufficiently large n.
Hyperbolic rational maps with a Cantor set of circles. The first
example of rational map with non-degenerate buried Julia component was
introduced by McMullen in [McM88]. In that paper, McMullen shows that
for all sufficiently large n, the Julia set of the rational map fn(z) = z
2 + 1
nz3
is homeomorphic to a Cantor set times circle. The associated tree map for
fn(z) = z
2+ 1
nz3
is described in Figure 6.1. T1 = [A,A′], T0 = [A,B]∪[B′, A′],
V1 = {A,A′, B,B′}. The map F sends [A,B] [A′, B′] homeomorphically
onto [A,A′] by expanding with factor 2 and 3 respectively. The connection
of the tree map with the dynamics of fn(z) = z
2 + 1
nz3
is also described in
Figure 6.1: for sufficiently large n, there exists a cylinder A containing two
17
AA
A′
A′
B B′
B B′
A2
A1
3 : 1
2 : 1
A
CA
CB
CB′
CA′
Figure 3.3. The tree map for the Cantor circle example on
the left.
cylinders A1 and A2, which are mapped to A via degree 2 and 3 covering
maps respectively. The boundaries of A1 and A2 in Figure 6.1 are labeled
so that Ca is mapped to Cb if a is sent to b by the tree map F .
We mark the Riemann spheres so that the tangent vector pointing towards
(respectively, away from) A corresponds to ∞ (respectively, 0). Under this
marking, the mapping schemes associated to fn is
fA→A(z) = fB→A′(z) = z2
fA′→A(z) = fB′→A′(z) =
1
z3
There are many different hyperbolic post-critically finite tree mapping
schemes supported on this tree map. If we fix fB→A′(z) = z2 and fA′→A(z) =
fB′→A′(z) = 1z3 and only change fA→A, then the conditions on hyperbolicity
and post-critically finiteness are equivalent to
(1) fA→A is a hyperbolic post-critically finite map.
(2) 0A is a degree 2 critical fixed point of fA→A.
(3) The orbits of all other critical points of fA→A are disjoint from 0A.
(4) ∞A is preperiodic to some super attracting periodic cycle other than
0A
The Julia sets with different fA→A can have drastically different shapes (See
Figure 3.4).
We want to mention that the annulus A is visible in all three examples of
Figure 3.4. In the first two examples, the closure of A contains the Julia set.
In the third example, there are infinitely many Julia components that are
outside of A, in fact, there are infinitely many periodic Julia components
that are outside of A. However, A contains all non-degenerate periodic Julia
components except for the one that intersects ∂A.
Examples of k-thly connected Fatou component. Examples with k-
thly connected Fatou component can be constructed similar as in the pre-
vious examples. Consider T1, and T0 as in Figure 3.5. For any j = 0, 1, 2, 3,
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(a) The Julia set of the usual Can-
tor circle example fn(z) = z
2 + 1nz3 .
fA→A(z) = z2
(b) The Julia set of the nested self-
mating of the Basilica polynomial
fn(z) =
z2
z2−1 +
1
nz3 . fA→A(z) =
z2
z2−1
(c) The Julia set of fn(z) = z
3 −
3i√
2
z2 + 1nz3 . fA→A(z) = z
3 − 3i√
2
z2
(d) A zoom of the Julia set on the
left.
Figure 3.4. All three hyperbolic rational maps have the
same tree map as in Figure 6.1. fA→A is the only difference
in these examples. The first two examples are of degree 5,
and have exactly 1 exposed critical periodic cycle (fixed point
∞A in the first example, and period 2 cycle∞A → 1A in the
second example); the last example is of degree 6, and has 2
exposed critical periodic cycle (fixed points ∞A and
√
2iA).
The first two examples have nested Julia sets, while the last
one does not.
F sends [Aj , Bj ] homeomorphically onto [A0, A3] via expanding expanding
with factor 3. A particular example of hyperbolic rational map with tree
map F is also given in Figure 3.5.
Other examples. We refer the readers to Figure 6.3, Figure 6.5 and 6.6
for more examples. These examples are studied in details in §6 and are used
for the construction of sequence with infinite non-monomial rescaling limits.
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A0 B0
B1
B3
B2
A3
A1
A2
A0 B0
B1
B3
B2
A3
A1
A2
(a) The tree map with a quadruply
connected critical Fatou component.
Each edge is of unit length and F
sends red (blue) points to red (blue,
respectively) points.
(b) The Julia set of hyperbolic ra-
tional map realizes F on the right.
The algebraic formula is fn(z) = z
3+
1
(n2z)3 +
1
(n2z−n)3 +
1
(n2z+n)3 for suffi-
ciently large n.
Figure 3.5
4. From rational map to tree mapping scheme
In this section, we will explain how hyperbolic post-critically finite tree
mapping schemes arise from a hyperbolic rational map. Let f be a hyper-
bolic rational map with finitely connected Fatou sets. Note that by the
Riemann-Hurwitz formula and the classification of Fatou components, this
is equivalent to say every periodic Fatou component is a disk.
If the Julia set J(f) is connected, then the tree map F : T0 = {a} −→
T1 = {a} is trivial and the mapping scheme is given by the unique center f0
of the corresponding hyperbolic component: fa→a = f0.
Hence, throughout this section, we fix a hyperbolic rational map with
finitely connected Fatou sets f , and assume it has disconnected Julia set.
Ultimately, we are assigning a tree mapping scheme for the hyperbolic com-
ponent containing f . Thus we may assume that f is post-critically finite
when restricted on disk Fatou components by quasi-conformal surgery. Then
up to a finite rotation, each disk Fatou component D is equipped with a
Riemann mapping φD : ∆ −→ D coming from the Bo¨ttcher coordinate
of the periodic ones. By Riemann-Hurwitz formula and hyperbolicity, the
multiply connected Fatou components are all strictly pre-periodic. Since
f is hyperbolic, there exists s < 1 so that no post-critical points are in
φ−1D (∆ − B(0, s)) for any disk Fatou component D. Let U1, ..., Uk be a list
of multiply connected Fatou components that are mapped to disk Fatou
components D1, ...., Dk under f . Here Di may be the same as Dj .
4.1. Tree map from the Shishikura tree. In this subsection we con-
struct the tree map for f . Let A(s) denote the round annulus ∆− B(0, s).
Since s is chosen so that φ−1Di (A(s)) contains no post-critical points of f ,
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the preimage f−1(φ−1Di (A(s))) ∩ Ui is a finite union of annuli Ai,1, ..., Ai,bi .
Note that bi equals to the number of boundary components of Ui, and f is a
degree di,j covering between Ai,j and φ
−1
Di
(A(s)) where the degree di,j equals
to the degree of covering f on the corresponding boundary component of
Ui. We first define the collection of all preimages of these annuli as
A˜ := {f−l(Ai,j) : i = 1, ..., k, j = 1, ..., bi, l ≥ 0}.
Note each annulus A in the collection is contained in some multiply con-
nected Fatou component.
To get a finite combinatorial model, we first set up some notations. Let U
be the list of critical and post-critical multiply connected Fatou components
and D be the list of critical and post-critical disk Fatou components. We
denote
F := U ∪D
as the collection of all critical and post-critical Fatou components. We say
a domain E is separating for F if there are a pair V,W ∈ F and a pair of
points x ∈ V , y ∈ W that are in different components of Cˆ− E. Note that
by the above convention, any annulus A ∈ A˜ that is contained in U ∈ U is
separating. We consider the sub-collection
A := {A ∈ A˜ : A is separating for F}.
From this collection of annuli A , one can construct a metric tree, known
as the Shishikura tree first introduced in [Shi87]. We briefly summarize the
construction here and refer the readers to [Shi87] for details.
Let A be an annulus, we define A[z] = φ−1A ({ζ : |ζ| = |φA(z)|}) for z ∈ A,
where φA is any uniformizing map of A to a round annulus centered at 0.
Note that each A[z] is a Jordan curve. We denote the annulus A(x, y) =
{z ∈ A : A[z] separates x and y}. Now for any two points x, y ∈ Cˆ, we
define a psuedo-metric
d˜(x, y) =
∑
A∈A
m(A(x, y)),
where m(A(x, y)) is the modulus of the annulus A(x, y). This pseudo-metric
defines an equivalence relation: x ∼A y if d˜(x, y) = 0. The quotient of Cˆ by
this equivalence relation ∼A gives a finite metric tree T1. Let us denote the
continuous projection as pi : Cˆ −→ T1. Note that from our construction, we
have
• If K is a Julia component, then pi(K) is a single point;
• If D is a disk Fatou component, then pi(K) is a single point;
• If U is a separating multiply connected component for F , then pi(U)
is a star-shaped;
• If U is a non-separating multiply connected component for F , then
pi(U) is a single point.
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We remark that in the third case, if pi(U) is a k-star, then U has at least k
boundary components, and pi(U −A ) gives the center of the k-star.
The rational map f : Cˆ −→ Cˆ naturally induces a dynamics on T1 by
f∗(x) = pi ◦ f(∂pi−1(x))
where ∂pi−1(x) is the boundary of pi−1(x) in Cˆ (see Theorem 3.6 in [Shi87]).
The induced map f∗ is piecewise linear with integral derivative, but may
collapse some interval of T1 to a single point. We are going to choose a
subspace T0 ⊆ T1 as the domain, so that f∗ restricts to an expanding map.
Recall U1, ..., Uk is a list of multiply connected Fatou components that
are mapped to disk Fatou components under f . We first show that the map
f∗ is locally injective on pi(A) for A ∈ A if pi(A) ⊆ T1 −
⋃k
j=1 pi(Uj).
Lemma 4.1. Let A ∈ A be an annulus, then either
• A ⊆ Uj; or
• f(A) ∈ A .
In particular, if A ∈ A and A 6⊆ Uj for all j = 1, ..., k, then f∗ is injective
on pi(A).
Proof. If A 6⊆ Ui for all i = 1, ..., k, then there exists l ≥ 1 so that f l(A) ∈ Uj
by construction. Suppose for contradiction that f(A) /∈ A , then f∗ sends
pi(A) to a single point pi(f(A)). Thus, fk−1∗ sends the point pi(f(A)) to an
interval pi(fk(A)), which is a contradiction. Therefore, f(A) ∈ A . 
Construction of T0 ⊆ T1. Let B1 denote the set of branch points of T1. We
call a branch point b a Fatou branch point if pi−1(b) is contained in a Fatou
component, and a Julia branch point otherwise. We denote this partition as
B1 := B
F
1 ∪BJ1
Let Ub be the Fatou component associated to a Fatou branch point. We
denote kb as the smallest integer so that f
k(Ub) ∈ U . Then similar as in
the proof of Lemma 4.1, f i(Ub) is separating for F for any 0 ≤ i ≤ kb. Let
Ω := {pi(U) : U ∈ U } ∪ {pi(f i(Ub)) : b ∈ BF1 , 0 ≤ i ≤ kb},
then Ω is a finite union of star-shaped open subtrees of T1. Each component
U = pi(U) of Ω contains a unique center c = pi(U −⋃A ). We denote CΩ as
the collection of all centers of Ω. We define
T0 = T1 − Ω.
Simplicial structures of T1. Let
Q := {pi(∂U) : U ∈ F}.
Note that if U ∈ F has k boundary components, then pi(∂U) consists of
exactly k points as there exists an annulus in A separating any pair of
boundary components of U . Let
P = Q ∪ ∂Ω.
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Note the points in P−Q correspond to the boundary components of pi(f i(Ub))
where b ∈ BF1 such that f i(Ub) is not critical or post-critical. Let CΩ denote
the centers of Ω, we define the vertex set
V1 := P ∪B1 ∪ CΩ = (P ∪BJ1 ) unionsq CΩ,
and
V0 := P ∪BJ1 = V1 ∩ T0.
From the definition, we see that V1 = V0 unionsq CΩ.
Fibers for the vertices. For each component U of Ω, there is a corre-
sponding multiply connected Fatou component U . Let c be the center of U ,
we shall call
Uc := U −
⋃
A˜ ⊆ pi−1(c),
the corresponding core of the Fatou component U .
On the other hand, we can assign a Julia component for every vertex
x ∈ V0.
Indeed, if x ∈ Q, then by definition, there is a critical or post-critical
Fatou component U and a component X ⊆ ∂U such that pi(X) = x. X
is contained in some Julia component Kx, which we call the corresponding
Julia component of x. We note that the Julia component here is well-
defined. Indeed, if another critical or post-critical Fatou component U ′ with
component X ′ ⊆ ∂U ′ satisfying pi(X ′) = x, then X ′ is also contained in Kx.
As otherwise, X and X ′ are separated by some separating Fatou components
for F , which is a contradiction as pi(X) = pi(X ′). The same construction
also works for x ∈ ∂Ω.
If x ∈ BJ1 is a Julia branch point. Let e be an edge adjacent to x, then
either
• There exists an annulus A ∈ A with A ⊆ pi−1(e) and a component
X ⊆ ∂A such that X ⊆ ∂pi−1(x); or
• There exists a sequence of nested annuli Ai ∈ A with Ai ⊆ pi−1(e)
accumulating to X ⊆ ∂pi−1(x).
Since x is a Julia branch point, in either case, X is contained in some Julia
component Kx. The same argument as above shows that Kx is well-defined.
Let F : T0 −→ T1 be the restriction of induced map f∗. We prove the
resctriction is a tree map:
Proposition 4.2. F : T0 −→ T1 is a tree map.
Proof. Since f∗ is continuous (see Lemma 3.5 in [Shi87]), F is also continu-
ous.
Let x ∈ V0 be a vertex. If x ∈ Q, then since the family F is forward
invariant, we see F (x) ∈ Q as well. If x ∈ ∂Ω, we see F (x) ∈ ∂Ω∪Q by our
construction. Thus it remains to consider the case x ∈ BJ1 − Q. We claim
that F (x) is another branch point of T1, and hence F (V0) ⊆ V1.
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Proof of the claim. Let K be the corresponding Julia component of x. If
f : K −→ f(K) has degree 1, then F locally sends edges adjacent to b to
different edges adjacent to F (x), so F (x) is another branch point.
Now consider the case f : K −→ f(K) has degree e ≥ 2. We say a
component D of Cˆ−K is a local critical component if f |∂D has degree ≥ 2.
The corresponding component D′ of Cˆ − f(K) with boundary f(∂D) will
be called a local critical value component. We also say D correspond to an
edge e if pi−1(e) ⊆ D. Since x /∈ Q, we conclude that every local critical
component D corresponds to an edge adjacent to x. If there were three or
more local critical value components, then F (x) is a branch point. Oth-
erwise, there are exactly two local critical value components. This means
there are exactly two local critical components as well by degree counting
and Riemann-Hurwitz formula as we can extend f to a branched covering
of sphere of degree e. Since x is a branch point, there is another compo-
nent D corresponding to some edge adjacent to x. By degree counting, the
component bounded by f(∂D) is not a local critical value component, thus
F (x) is a branch point. 
To see F is injective on edges of T0, we first note that V0 contains all
branch points and pi(c) for all critical points c of f . Thus Theorem 3.6 in
[Shi87] implies that F is linear on each edge. By Lemma 4.1, F is locally
injective on each edges of T0, so F is injective on the edges of T0. 
For future reference, we also have the following
Proposition 4.3. V0 is forward invariant.
Proof. If x ∈ P , then F (x) ∈ P by construction. If x ∈ BJ1 , then F (x) is
again a branch point as in the proof of Proposition 4.2. Note that F (x) is
not a Fatou branch point, thus F (x) ∈ BJ1 . So V0 is forward invariant. 
4.2. Mapping scheme. We are now assigning mapping schemes to the tree
map F : T0 −→ T1. This can be done by quasi-conformal surgery. Here, we
present a different construction by stretching the annuli in A˜ and taking
rescaling limit. Such a construction gives a hint on how to recover the
rational map from the tree mapping schemes. To start the discussion, we
review some definitions.
Let U ⊆ Cˆ. Let K ≥ 1, and set k = K−1K+1 . A map φ : U −→ φ(U) is
called K-quasiconformal if
(1) φ is a homeomorphism;
(2) the partial derivatives ∂zφ and ∂z¯φ exist in the sense of distributions
and belong to L2loc (i.e. are locally square integrable);
(3) and satisfy |∂z¯φ| < k|∂zφ| in L2loc.
A map f : U −→ f(U) is called K-quasiregular if f = g ◦ φ, where φ is
quasiconformal and g is holomorphic.
The following well-known result known as Shishikura’s principle (see Propo-
sition 5.2 and Corollary 5.4 in [BF14]):
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Proposition 4.4. Let f : Cˆ −→ Cˆ be a proper K-quasiregular map. Let
U ⊆ Cˆ be an open set. Assume that
(1) f is holomorphic in Cˆ − U ;
(2) there exists N such that f j(U) ∩ U = ∅ for all j ≥ N .
Then f is quasiconformally conjugate to a rational map.
The stretch degeneration. LetA(s) denote the round annulus ∆−B(0, s).
Given two round annuli A(s) and A(s′), we define a linear stretch between
them as
ψs→s′ : A(s) −→ A(s′)
(r, θ) 7→ (1− s
′
1− s r +
s′ − s
1− s , θ)
where (r, θ) is the polar coordinate. We can extend the map continuously
to unit disks by setting
ψs→s′(z) =
s′
s
z
for z ∈ B(0, s). We will abuse the notation and also denote this map by
ψs→s′ . Note that ψs→s′ is K-quasiregular, where K = max{ log slog s′ , log s
′
log s }.
Recall that U1, ..., Uk is the list of multiply connected Fatou components
that are mapped to disk Fatou components D1, ..., Dk under f , and s is
chosen so that no post-critical points are in φ−1D (∆ − B(0, s)) for any disk
Fatou component D. We first define f˜n : Cˆ −→ Cˆ by replacing f on Uj to
fs,e−n := φDj ◦ ψs,e−n ◦ φ−1Dj ◦ f
For all sufficiently large n, f˜n is n/ log s-quasiregular. Since the multiply
connected Fatou components are not recurrent, by Shishikura’s principal
(Proposition 4.4), f˜n is quasiconformally conjugate to a rational map fn.
We will call such construction degenerating via stretch or stretch for short.
We remark that each fn is quasiconformally conjugate to f by construc-
tion. The dilatation of the conjugacy is supported on the collection of annuli
A˜ .
Local model from algebraic limits. Let gn be a sequence of rational
map of degree d, we say gn converges to g algebraically or gn → g if written
in homogeneous coordinate gn = (Pn : Qn), we have (Pn : Qn)→ (P : Q) =
(Hp : Hq) where H = gcd(P,Q) and g = (p : q). A zero of H is called a
hole of g, and the set of zeros of H is denoted by H(g). It is well-known
that if gn → g, then gn converges compactly to g on Cˆ−H(g) (see Lemma
4.2 in [DeM05]), and conversely, if gn converges compactly to g away from
a finite set, then gn → g.
The strategy of constructing the mapping scheme is as follows: as we
stretch the map, the Julia components corresponding the vertices in V0
are separated by longer and longer annuli. Thus, we can extract the local
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dynamics on the Julia components by choosing appropriate normalization
and taking the algebraic limit.
To implement the strategy, we consider three cases: periodic points in
V0, strictly pre-periodic point in V0 and points in CΩ. By considering the
corresponding fibers, these three cases give periodic (non-degenerate) Julia
components, strictly pre-periodic (non-degenerate) Julia components and
cores of Fatou components.
Periodic Julia components. Let x ∈ V0 be a periodic point of F . Let
K := Kx be the corresponding Julia component. We first assume that x is
a fixed point, thus K is invariant under f . Since K is non-degenerate, i.e.,
not a single point, there is a post-critically finite hyperbolic rational map
gK with conjugating dynamics on J(gK) (See §5 in [McM88]). We show this
rational map gK can be realized as a rescaling limit of fn.
Let D be a component of Cˆ−K, then either
• f(D) is a disk with boundary f(∂D);
• f(D) = Cˆ.
Let D be a component with f(D) = Cˆ, and D′ be the component bounded
by f(∂D). Let Dn, D
′
n be the corresponding disks for fn under the quasi-
conformal conjugacy. We are going to perform a particular quasiconformal
surgery to get S(fn) which restrict to a quasi-regular branched covering
between Dn and D
′
n.
Let A ⊆ D be an annulus with ∂D as one of its boundary component
such that f : A −→ f(A) is a degree e covering. Let An be the annulus
associated to fn. Then by our construction, the modulus m(An) → ∞.
Then there exists a sequence of Ln ∈ PSL2(C) so that Ln(An) converges
to C∗. Consider the annulus A˜ = B(0, 2) − B(0, 12), then L−1n (A˜) is well-
buried in the annulus An, i.e., the modulus of each component An−L−1n (A˜)
goes to infinity. Therefore, there exists Mn ∈ PSL2(C) such that Mn ◦
fn ◦ L−1n converges uniformly, and thus in C∞ topology to ze on A˜. We
now perform an interpolation of the values between fn and z
e on the two
boundary components of A˜ and get the desired quasi-regular map S(fn).
Note that in this way, S(fn) is Mn-quasi-regular with Mn → 1.
Inductively, we perform such surgery for all components D with f(D) =
Cˆ. Since each annulus that we perform the interpolation is mapped to an
attracting periodic cycle of S(fn), so by Shishikura’s principal (Proposition
4.4), S(fn) is quasiconformally conjugate by φn to some rational map gn.
Note that by construction, gn is hyperbolic and gn → gK under suitable
normalization by PSL2(C).
Since φn is Mn-quasiconformal with Mn → 1, after possibly passing to
a subsequence, we have a limit φ∞ ∈ PSL2(C). Conjugating S(fn) by an
element in PSL2(C) if necessary, we may assume that φ∞ is the identity
map, and thus S(fn)→ gK uniformly.
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As each annulus that we perform the interpolation is well-buried, it con-
verges to a point under the above normalization. Therefore, there exists
a finite set a finite set M so that for any compact set Ω ⊆ Cˆ −M , there
exists an N = N(Ω) so that S(fn) = fn for all n ≥ N . Thus fn converges
compactly to gK away from this finite set M , so fn → gK .
More generally, if x has period p, similar arguments as above give us p
sequences L1,n, ..., Lp,n ∈ PSL2(C) so that Li+1,n ◦ fn ◦ L−1i,n → gi and the
associated post-critically finite rational map gK is decomposed into gK =
gp ◦ gp−1 ◦ ... ◦ g1 (Cf. [Kiw15]). We remark these limits gi are well-defined
up to pre and post composition of elements in PSL2(C).
To assign the markings, we consider a particular choice of these limits
g1, ..., gp and associate a Riemann sphere Cˆxi to xi = F i(x). We shall think
of the Riemann sphere as a ‘rescaling limit’ of Cˆ by the normalization Li,n.
If e is an edge adjacent to xi, then pi
−1(e) is contained in some component
D of Cˆ −Ki. If B is a disk compactly contained in D, the modulus of the
associated annuli Dn −Bn for fn is going to infinity. So Li,n(Bn) converges
to a point ze. We assign the marking on ze ∈ Cˆxi to e. It is easy to check
this marking is compatible with the dynamics. We remark that different
choices give different coordinates on Cˆxi , thus they give conjugate mapping
schemes.
Strictly pre-periodic Julia components. Let x ∈ V0 be a strictly pre-
periodic point of F . Let K := Kx be the corresponding Julia component.
By induction, we may assume F (x) is a periodic point. Let K ′ := KF (x) be
the associated Julia component, and assume that f : K −→ K ′ has degree
e. Note that K ′n converges to J(gK′) under appropriate normalization of
PSL2(C). Similar as in the previous case, we perform a surgery on each
component D of Cˆ − K with f(D) = Cˆ to get S(fn) so that S(fn) is a
uncritical quasi-regular covering between Dn and D
′
n where D
′
n ⊂ Cˆ −K ′n
is bounded by f(∂Dn). Note that unlike the previous case, we are not in
the dynamical setting, i.e., we treat the domain and codomain differently.
For the codomain, we choose the coordinate so that K ′n converges to J(gK′).
By pulling back the complex structure under S(fn), we get a sequence of
rational maps gn of degree e (which is well-defined up to pre-composing with
PSL2(C)). Thus we have gn = S(fn) ◦ φn where φn is Mn-quasiconformal
with Mn → 1. In the codomain, since the critical values Bn of gn converges
to the dynamical centers of each Fatou component of g′K , this means (Cˆ, Bn)
stay in the bounded part of the moduli space of punctured spheres. Thus,
under pre-composing with a sequence in PSL2(C) if necessary, gn converges
to a rational map g of the same degree e. Now the same argument as above
shows that under this normalization, fn → g. We also define the marking
on Cˆx by pulling back the markings of CˆF (x) using g.
Cores of Fatou components. Let x ∈ CΩ represents a center of a compo-
nent U in Ω. Let Ux represents the core of corresponding Fatou component,
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i.e., Ux = pi
−1(x) −⋃ A˜ . Let Ux,n be the corresponding core for fn. Then
by construction, each Ux,n is conformally equivalent to Ux. Thus, there ex-
ists a normalization by PSL2(C) so that Ux,n converges (in Carathe´odory
topology) to Ux,∞ with the same number of non-degenerate boundary com-
ponents. We associate a Riemann sphere Cˆx to x given by the above nor-
malization. To define the markings, if e is an edge adjacent to x, then it
corresponds to a component D of Cˆ − Ux. Similar as before, if we choose
a disk B compactly contained D, since the annuli in A˜ are stretched to
infinity, Bn converges to a point ze under the above normalization.
We now prove that
Lemma 4.5. If U ′ := f(U) is a multiply connected Fatou components, then
(F, f) extends to a geometric branched covering between U and U ′.
Proof. Note that f : U −→ U ′ is a degree e branched covering, thus U ′ is
separating by Lemma 4.1 and corresponds to a component U ′ of Ω. We
can extend F : U −→ U ′ using the Shishikura’s tree map f∗. If Ln and
Mn are the two appropriate normalizations for x and F (x) given as above,
then Mn ◦ fn ◦ L−1n converges algebraically to a rational map g of degree e
compatible with the markings. 
4.3. Hyperbolic and post-critical finiteness. Let (F, f) be the tree map-
ping scheme constructed as above. Note that different choices in the above
construction give topologically conjugate tree mapping schemes. In this
subsection, we shall prove that
Proposition 4.6. The tree mapping scheme (F, f) is irreducible and hyper-
bolic post-critical finite.
Moreover, if we start with a different map g in the same hyperbolic com-
ponent of f , we get topologically conjugate tree mapping schemes.
Proof. Let e = [x, y] be an edge in T0, then there is a component D of Cˆ−Kx
that corresponds to e. The local degree at ze ∈ Cˆx for the mapping scheme
equals to the degree of f |∂D. Similarly, e also corresponds to a component
D′ of Cˆ − Ky, and the local degree at ze ∈ Cˆy is the degree of f |∂D′ . Let
A = D∩D′ be the annulus. By our construction, the projection pi(c) of any
critical point c is contained in V0, so A contains no critical points. Thus f is
a covering between A and f(A). In particular, f satisfies the condition i): it
has compatible local degrees. Condition ii) that F is geometric with respect
to the local degree also follows from the above observation (see Theorem 3.6
in [Shi87]).
To prove Condition iii) on extension, we note that any component U
corresponds to some multiply connected Fatou component U . Then either
f(U) is multiply connected or is a disk. In the first case, (F, f) extends
to a geometric branched covering by Lemma 4.5, and thus corresponds to
case (a) in Condition iii). It’s easy to verify that the second case gives
case (b) in Condition iii). The moreover part comes from the fact that any
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multiply connected Fatou component is eventually mapped to some disk
Fatou component.
A critical point for the mapping scheme is exposed if and only if it corre-
sponds to a critical points in the disk Fatou component. On the other hand,
given an edge e adjacent to x, the corresponding component D of Cˆ −Kx
contains other Julia components, thus D is not a disk Fatou component for
f . Therefore, Condition iv) and v) follows from dynamics on the associated
Fatou components for f . Since each annulus A in A is eventually mapped
inside of a disk Fatou component, we conclude any edge of T0 is eventually
mapped outside of T0, so Condition vi) is satisfied by Proposition 2.3. It
can be verified easily from our construction that (F, f) is irreducible.
If g is another map in the same hyperbolic component of f , then f and g
are quasiconformally conjugate on the Julia set, which gives the topological
conjugacy between the tree map schemes. 
We remark that the geometric extensions to a component of Ω depends
on the choice of the rational map in the hyperbolic component. Indeed, such
a component corresponds to a Fatou component, and the dynamics on the
Fatou sets are in general not topologically conjugate for two distinct rational
maps in the same hyperbolic component.
Let H be the set of hyperbolic components with finitely connected Fatou
sets. Let M be the set of topological equivalence classes of irreducible
hyperbolic post-critically finite tree mapping schemes. Proposition 4.6 gives
a well defined map Ψ : H −→M.
5. From tree mapping scheme to rational map
In this section, we construct hyperbolic rational from hyperbolic post-
critically finite tree mapping schemes using quasiconformal surgery. The
general idea is simple. Given a tree mapping scheme, we can thicken the
edges to long annulus and get a Riemann sphere Cˆ. The tree mapping
scheme gives a model map f˜ on Cˆ. Since the tree mapping scheme is hyper-
bolic and post-critically finite, we show that the model map can be chosen
to be holomorphic away from some non recurring open set U , and quasireg-
ular on U . By Shishikura’s principle, the model map is quasiconformally
conjugate to a rational map f .
Riemann sphere from thickening the edges. Let (F, f) be an irre-
ducible hyperbolic post-critically finite tree mapping scheme. Let a ∈ V0,
then a is either periodic or strictly pre-periodic. If a is periodic of period
p, we define the Julia set Ja as the Julia set of f
p|Cˆa . If a is pre-periodic,
we define the Julia set Ja as the pull back of the Julia set for the periodic
points. The complement Cˆa − Ja will be called the Fatou set in Cˆa. We fix
R > 0 so that for any a ∈ V0, and any marked point z ∈Ma ⊂ Cˆa,
fk|Cˆa(BS2(z,R))
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is contained in Fatou component of CˆFk(a) for all k. Here BS2(z,R) is
the ball of radius R centered at z with the standard spherical metric on
S2 ∼= Cˆa. This is possible as each marked point is eventually mapped to a
periodic critical cycle.
Let a ∈ V1, we let
Πa := Cˆa −
⋃
z∈Ma
BS2(z,R).
Note that if z ∈ Cˆa is an exposed critical point or an exposed post-critical
point, then z ∈ Πa by construction.
Given an edge e = [a, b] of T1 of length L, we define
Πe,n := B(0, 1)−B(0, e−2pinL)
as the round annulus of modulus nL. The components of the boundary of
Πe,n are marked by a and b. A point in x ∈ e can be identified a round
circle centered at 0 Cx ⊆ Πe,n. Indeed, if d(a, x) = L1 and d(x, b) = L2,
then the circle Cx,n is the unique one that has modulus nL1 and nL2 to the
boundary of Πe,n associated to a and b respectively.
Given e = [a, b], we can glue Πe,n with Πa along their boundaries (See
Figure 5.1). Assume without loss of generality that the boundary component
∂B(0, 1) is marked by a, we can identify BS2(z,R) with B(0, 1) by a Mo¨bius
transformation sending z to 0. We fix such an identification, which is unique
up to post composing with a rotation. Then gluing all Πa and Πe,n, we get
a complex manifold that is a Riemann sphere, which is denoted by CˆΠ,n.
We remark that for a ∈ V1, there are ν(a) different circles associated to
a, corresponding to ∂Πa. Since the circle domain Πa stays the same for all
n, the modulus of the annulus between any pair of components of ∂Πa stays
the same, in particular, is uniformly bounded. We make a choice and let
Ca,n = Ca to denote a particular boundary component of ∂Πa.
Since the gluing maps are Mo¨bius, round circles in Πa or Πe,n are round
circles in CˆΠ,n. The following lemma follows from our construction:
Lemma 5.1. There exists M > 0, so that for any n, and for any pairs
x, y ∈ T1 with d(x, y) = L, the modulus of the annulus An between Cx,n and
Cy,n in CˆΠ,n satisfies
nL ≤ m(A) ≤ nL+M
Proof. If both x, y are in the same edge, then m(A) = nL. In general, the
largest round annulus bounded by Cx,n and Cy,n has modulus bounded by
nL+M1 for some constant M1. Since every annulus with modulus not too
small can be uniformly approximated by the round annulus (see Theorem
2.1 in [McM94]), we conclude the result. 
Let e = [a, b] be an edge in T0. Since the non-escaping set is totally
disconnected. We can further partition the edge e = [a, b] into alternating
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c
d
e1
e2
e3
Πa
Πb
Πd
Πc
Πe2,N
Πe1,N
Πe3,N
Figure 5.1. The construction of Riemann sphere by ‘thick-
ening’ the edges of the tree. The annulus Πe,n for e ∈ E1
becomes longer as n→∞, but Πx for x ∈ V1 stays the same.
pieces
a ≤ α1(e) < β1(e) ≤ ... ≤ αke(e) < βke(e) ≤ b
such that for each (αi(e), βi(e)), there exists a q ≥ 0 and a component U of
Ω = T1 − T0 so that F q((αi(e), βi(e))) ⊆ U and F q(αi(e)), F q(βi(e)) ∈ V1.
Moreover, we assume that image F ([a, α1(e) + δe]) (and F ([βk(e) − δe, b]))
is contained in an edge of T1 for some δe > 0.
By adding the (finite) orbits of such small intervals (αi(e), βi(e)) in the
partition, we may assume that such intervals are forward invariant (whenever
it is defined). More precisely, for any edge e and i, either F ((αi(e), βi(e)))
is contained in Ω or there exists e′ and i′ so that
F ((αi(e), βi(e))) = (αi′(e
′), βi′(e′)).
The quasiregular model. We can now construct a quasiregular model
map f˜n on CˆΠ,n. The construction is done in 4 steps. The idea is to construct
the map on Πas using the rational maps fa→F (a), and then interpolate along
edges and the gaps Ω. Let us fix a small number  > 0 so that [αi(e), βi(e)]
has length at least 4 for all e and i. We also assume 4 < δe for all e and
the length of each edge in T1 − T0 is at least 4.
Step 1: Let a ∈ V0, we first define the map on a neighborhood of Πa.
Let Φa : Cˆa −→ CˆΠ,n and ΦF (a) : CˆF (a) −→ CˆΠ,n be the conformal maps
extending the inclusion map of Πa and ΠF (a) to CˆΠ,n. Let e1, ..., ek be a list
of edges of T1 adjacent to a. Assume that the local degree at the tangent
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vector associated to ej is dj . Let α1(e1), ..., α1(ek) be the closest points in
the partition defined above, and xj = α1(ej) + /dj ∈ (α1(ej), β1(ej)).
If xj ∈ T0, we let yj = F (xj) and Cyj ,n be the corresponding circle
in CˆΠ,n. Otherwise, xj ∈ U for some component U of Ω. If F extends
geometrically to U , then we let yj = F (xj) and Cyj ,n be the corresponding
circle in CˆΠ,n. Otherwise, fa→F (a)(zj) = zv ∈ ΠF (a) ⊆ CˆF (a) where zj ∈Ma
corresponds to ej . We define Cyj ,n as the unique round circle in BS2(zv, R)
centered at zv ∈ ΠF (a) ⊆ CˆΠ,n so that the annulus between ∂BS2(zv, R)
and Cyj ,n is n. For sufficiently large n, there exists a component C˜xj ,n of
(ΦF (a) ◦ fa→F (a) ◦ Φ−1a )−1(Cyj ,n) that approximates Cxj ,n. More precisely,
C˜xj ,n and Cxj ,n are contained as core curves in some annulus with bounded
modulus. Let Πx1,...,xk,n ⊆ CˆΠ,n be the domain bounded by C˜xj ,n. We define
f˜n = ΦF (a) ◦ fa→F (a) ◦ Φ−1a : Πx1,...,xk,n −→ CˆΠ,n.
Step 2: We now define the map on a collection of annuli on Πe,n by
appropriate holomorphic coverings. More precisely, let α < β ≤ α′ < β′ be
adjacent partitions in the edge e of T0. Let x = β − /de and y = α′ + /de,
where de = deg(e). Let An be the annulus bounded by Cx,n and Cy,n. By
Lemma 5.1, we can found x′n and y′n so that
(1) The annulus A′n bounded by Cx′n,n and Cy′n,n has modulus dem(An);
(2) x′n → F (x) and y′n → F (y) as n→∞.
We define f˜n as a degree de holomorphic covering between An and A
′
n.
Step 3: We now interpolate using quasi-regular maps and define the
map on the gaps in Πe,n. Let (α, β) be a partition in an edge e of T0. Let
x = α + /de and y = β − /de. Note that x, y correspond to boundary
points in the previous two steps, and let An be the annulus bounded by the
corresponding curves in the previous two steps. Then f˜n is defined on ∂An
by continuity. Let A′n be the annulus bounded by f˜n(∂An) and we define f˜n
as a degree de quasiregular covering map between An and A
′
n interpolating
the boundary values.
Step 4: Finally, we interpolate using quasi-regular maps and define the
map on the gaps associated to Ω. Let U be a component of Ω. Let {a1, ..., ak}
be its boundary. By condition iii), either (F, f) extends to a geometric
branched covering, or F (∂U) is a single point. We will assume we are in
the first case, and the second case can be treated in a similar way. Let W
be a component of Ω so that F extends to a map between U and W. Let
xj = aj + /de and C˜xj ,n be the Jordan curve that is used in the first step.
Let bi ∈ ∂W with adjacent edge e ⊆ W. Let yi ∈ e with distance  away
from from bi By Condition iii) and the construction in the first step, there
exists a circle Cyi,n ⊆ Πe,n so that Cyi,n = f˜n(C˜xj ,n) for all j with F (aj) = bi
(and hence F (xj) = yi). Let Un and Wn be the domain bounded by C˜xj ,n
and Cyi,n respectively. We define f˜n as a proper quasiregular map between
Un and Wn interpolating the boundary values. Note that the existence of
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such an quasiregular interpolation is guaranteed by Condition iii) as we can
extend the mapping scheme (F, f) between U andW. More concretely, if we
denote fc→F (c) as the extension of the mapping scheme to the center c ∈ U ,
we can define quasiregular map as a perturbation of fc→F (c).
The quasi-regular model is quasirational. After the above four steps,
we get a sequence of quasi-regular map f˜n : CˆΠ,n −→ CˆΠ,n. We shall now
prove that for sufficiently large n, f˜n is quasiconformally conjugate to a
rational map.
Let z ∈ Cˆa be an exposed periodic critical point of period p, then z ∈ Πa.
By the first step of the construction and our choice of R, there exists a
disk D ⊆ Πa containing BS2(z,R) on which f˜pn : D −→ D is a uni-critical
branched covering. (Here the spherical metric comes from the inclusion of
Πa ↪−→ Cˆa.) We shall call such a disk D a periodic disk Fatou component of
f˜n.
Proposition 5.2. Let Un be the annulus or multiply connected domain in
the third step or the forth step. There exists an N large enough so that for
all n ≥ N , each Un is eventually mapped compactly into the periodic disk
Fatou component of f˜n. In particular, Un is not recurring under f˜n.
Proof. The proof is essentially by induction. Let U be a component of Ω. We
first consider the case where F (∂U) = {v}. Denote ∂U = {a1, ..., ak} and let
ej be the edge in U adjacent to aj with local degree dj . We choose yj in the
interior of the edge ej so that d(aj , yj) < /dej , and let Uy1,...,yk ⊂ U bounded
by y1, ..., yk. Let Uy1,...,yk,n be the domain in CˆΠ,n bounded by Cyj ,n. Note
that the condition d(aj , yj) < /dej guarantees that the domain Un in the
forth step of the construction associated to U is compactly contained in
Uy1,...,yk,n.
Since F (∂U) = {v}, the marked points zaj ∈ Cˆaj associated to ej are all
mapped to zv ∈ Cˆv. Moreover, zv has exposed orbit and is pre-periodic to a
periodic exposed critical cycle. Hence the orbit of zv under f˜n are contained
in
⋃
a∈V0 Πa. By the construction of f˜n, as n→∞, the image f˜n(Uy1,...,yk,n)
converges to zv, where the convergence is taken in Πv ⊆ Cˆv. Hence, for
sufficiently large n, Uy1,...,yk,n is eventually mapped into periodic disk Fatou
component. In particular, Un is eventually mapped into periodic disk Fatou
component.
Now if F extends to a geometric branched covering between W and U .
Denote ∂W = {b1, ..., bl}. Then we can choose z1, ..., zl in the interior of
edges associated to ∂W with d(zj , bj) < /dj so that F (Wz1,...,zl) is com-
pactly contained in Uy1,...,yk , and Wz1,...,zl,n be the corresponding domain.
Then a similar argument shows that for sufficiently large n,
f˜n(Wz1,...,zl,n) ⊆ Uy1,...,yk,n.
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Thus inductively, the domain Wn in the forth step associated to W is
eventually mapped into periodic disk Fatou component for sufficiently large
n.
The argument for annuli An in the third step is similar: there exists n
large enough so that
f˜mn (An) ⊆ Uy1,...,yk,n
for some m and Uy1,...,yk,n as in the previous induction step.
Since there are only finitely many such domains to consider, by taking
the largest among all, the proposition is proved. 
We can now prove
Theorem 5.3. There exists an N such that f˜N is quasiconformally conju-
gate to a hyperbolic rational map f with finitely connected Fatou set.
Proof. Let N be in the Proposition 5.2. Since the quasiregular map f˜N is
holomorphic away from union of domains in Proposition 5.2, by Shishikura
Principle (See Proposition 4.4), f˜N is quasiconformally conjugate to a ratio-
nal map f .
The rational map is hyperbolic as the critical points are either exposed
(i.e., contained in Πa for some a ∈ V0), in which case, they are pre-periodic to
periodic exposed critical cycles; or contained in domain UN in the forth step
of the construction, in which case, they are eventually mapped to periodic
Fatou sets.
It has finitely connected Fatou set as any periodic Fatou component is
simply connected. 
J-conjugacy. We remark that there are many choices made in the above
construction. We shall now prove that different choices give J-conjugate
rational maps. The strategy is as follows. The tree mapping scheme gives a
conjugacy on finitely many Julia components corresponding to the vertices
V0. This conjugacy can be extended to a global K-quasiconformal map.
Using an adapted version of the standard pull back argument, we shall con-
struct a sequence of K-quasiconformal maps which restricts to conjugacies
on preimages of those Julia components. The compactness theorem for qua-
siconformal maps allows us to pass to a limit, giving a K-quasiconformal
map conjugating the dynamics on the whole Julia sets.
Since the mapping schemes are hyperbolic, any topological conjugacies of
the mapping schemes can be promoted quasiconformal conjugacies. It is easy
to see that the following discussion extends to quasiconformally conjugate
tree mapping schemes. Thus, to simplify the notation, we let (F, f) be an
irreducible hyperbolic and postcritically finite tree mapping scheme, and
let f and g be two hyperbolic rational maps constructed as above. Note
that each vertex a ∈ V0 corresponds to Julia components Ja,f and Ja,g,
and we have a quasiconformal conjugacy near Ja,f and Ja,g for all a ∈ V0.
These conjugacies can be paste together and we have a global quasiconformal
map ψ : Cˆ −→ Cˆ which restricts to conjugacies between ⋃a∈V0 Ja,f and
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⋃
a∈V0 Ja,g. Since both f and g are post-critically finite restricted to disk
Fatou components, we may assume that ψ is a conjugacy on disk Fatou
components.
We shall now use pull back argument to construct a sequence of K-
quasiconformal maps ψn on Cˆ which restricts to a conjugacy between
n⋃
k=0
f−k(
⋃
a∈V0
Ja,f )
and
n⋃
k=0
g−k(
⋃
a∈V0
Ja,g).
Let e = [a, b] be an edge of T0. We define Ae,f as the annulus between Ja,f
and Jb,f , and similarly for Ae,g. For a ∈ V0 and an edge e adjacent to a, we
can associate S = ∂Ae,f ∩ Ja,f , and similarly for g. Let S′ be a component
of f−1(S) that is contained in Jv,f for some v ∈ V0. If S′ bounds a disk
D that is disjoint from Jv,f for all v ∈ V0, we will call D an exposed disk.
We enumerate all exposed disks as D11,f , ..., D
1
n1,f
for all a ∈ V0 and edges
adjacent to it. Similarly, we have D11,g, ..., D
1
n1,g. Since f and g are conjugate
on Jv for all v ∈ V0, we can assume that the subindices are compatible, i.e.,
ψ(∂D1j,f ) = ∂D
1
j,g. Note that there are no critical points in D
1
j,f , thus f
is univalent on D1j,f (and similarly for g). Inductively, we define D
k+1
j,f as a
disk component of the preimage of Dki,f with boundary ∂D
k+1
j,f ⊆ Jv for some
v ∈ V0, and enumerate all such disks as Dk+11,f , ..., Dk+1nk+1,f (and similarly as
Dk+11,g , ..., D
k+1
nk+1,g
with compatible subindices). We remark that these are
exposed disks and that f is univalent on Dk+1j,f (and similarly for g).
If e ∈ E0, then f(Ae,f ) is the annulus between Jf(a) and Jf(b) (and sim-
ilarly for g). For e ∈ E0, we choose a core sub-annulus A˜e ⊆ Ae,g which is
contained in a Fatou component. We define a Dehn twist Te supported on
A˜e′ for some e
′ ∈ E0 in the image F (e) so that
Te ◦ ψ ◦ f ∼ g ◦ ψ
on Ae,f relative to the boundary ∂Ae,f . Thus, we can lift Te◦ψ : f(Ae,f ) −→
g(Ae,g) to a map from Ae,f to Ae,g homotopic to ψ relative to the boundary.
Let ψ0 = ψ. We define
ψ1 =

lift of Te ◦ ψ0, for z ∈ Ae,f , e ∈ E0
lift of ψ0, for z ∈ D1j,f , j = 1, ..., n1
ψ0, otherwise
Note that the lift ψ1 ∼ ψ on Ae,f relative to the boundary for all e ∈ E0.
Moreover, ψ1 = ψ on those Fatou components associated to components of
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Ω ⊆ T1. So we define
ψn =

lift of Te ◦ ψn−1, for z ∈ Ae,f , e ∈ E0
lift of ψn−1, for z ∈ Dij,f , i = 1, ..., n, j = 1, ..., ni
ψn−1, otherwise
Inductively, we have ψn ∼ ψ on Ae,f relative to the boundary for all
e ∈ E0. Moreover, ψm = ψn on
⋃n
k=0 f
−k(
⋃
a∈V0 Ja,f ) for allm ≥ n, so ψn re-
stricts to conjugacy between
⋃n
k=0 f
−k(
⋃
a∈V0 Ja,f ) and
⋃n
k=0 g
−k(
⋃
a∈V0 Ja,g).
We claim that there exists an K so that ψn is K-quasiconformal. Indeed,
away from the backward orbits of the core sub-annuli A˜e for e ∈ E0, ψn has
the same dilation as ψn−1 as ψn is either ψn−1 or a conformal lift of ψn−1.
Thus away from the backward orbits of A˜e, the dilation of ψn is bounded
by the dilation of ψ0 = ψ. But A˜e is not recurrent, thus the dilation on its
backward orbit it is bounded by the dilation of Dehn twist Te composing
with ψ. Thus, ψn is K-quasiconformal for some constant K independent of
n.
Since K-quasiconformal maps form a compact set, up to passing to a
subsequence, we get a limiting K-quasiconformal map Ψ : Cˆ −→ Cˆ. Note
that Ψ restricts to a conjugacy between
∞⋃
k=0
f−k(
⋃
a∈V0
Ja,f )
and ∞⋃
k=0
g−k(
⋃
a∈V0
Ja,g).
Note that the union are dense in J(f) and J(g), thus Ψ restricts to a con-
jugacy between J(f) to J(g).
Conversely, if g is a hyperbolic rational map which is J-conjugate to f ,
then the stretch of g and f are J-conjugate. It is not hard to check that
the associated tree mapping schemes are topologically conjugate (where the
conjugacies on Cˆa for a ∈ V0 comes from the conjugacies on the associated
Julia components).
We remark that there exist J-conjugate rational maps that are in different
hyperbolic components (See Figure 5.2).
Theorem 1.1 now follows.
Proof of Theorem 1.1. By Proposition 4.6, we construct the map Ψ : H −→
M. By Theorem 5.3, the map is surjective. From the above discussion, the
fibers are exactly J-conjugate hyperbolic components. 
6. Julia components and rescaling limits
In this section, we show how tree mapping schemes allow us to study
the Julia components and rescaling limits. Let f be a hyperbolic rational
map with finitely connected Fatou sets, and (F, f) be the corresponding tree
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Figure 5.2. The Julia sets of two J-conjugate hyperbolic ra-
tional maps, but are in different hyperbolic components. The
rational map is of the form f(z) =
z3−3( 3
4
)
1
3 t
1
3 z2
9
2
z−3 +
t3−3(2− 13 )t 73 z
−2z3+3tz2
for sufficiently small t. There are two choices of cubic roots
which gives the identification of the formula with Z3 × Z3.
(0, 0) is in the same hyperbolic component as (1, 1) by mov-
ing t around 0 once. This turns out to be the only additional
identification, thus the formula gives 3 J-conjugate hyper-
bolic components. One can see the Julia components are
twisted in a different (and incompatible) rate. This phe-
nomenon will be studied in detail in the subsequent paper
[Luo20].
mapping scheme. There are three sets of properties we can associate to a
Julia component K of f .
• Inherently, the Julia component K is said to be degenerate if it is a
single point, and non-degenerate otherwise. If K is neither degener-
ate nor a Jordan curve, then we say K is of complex type.
• We say a Julia component K is buried if K does not meet the bound-
ary of any Fatou component, and unburied otherwise.
• If there exists a number p such that fp(K) = K, then K is said to be
periodic, and the smallest such p is called its period. It is said to be
preperiodic if there exists l ≥ 0 so that f l(K) is periodic. Otherwise,
it is said to be wondering.
Since f is hyperbolic rational map with finitely connected Fatou sets, we
have
• Any degenerate Julia component is buried (this follows from the
definition and the classification of Fatou components);
• Any Julia component of complex type is preperiodic (see [PT00]);
• Any unburied Julia component is preperiodic (this follows from no
wondering domain theorem [Sul85]).
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Recall that F consists of critical and post-critical Fatou components. We
say a Julia component K is separating for F if there exists V,W ∈ F that
are contained in two different components of Cˆ − K. Let J be the non-
escaping set for the tree map F : T0 −→ T1. Given x ∈ J , then the same
construction for x ∈ V0 gives a Julia component Kx associated to it. It is
easy to see that Kx is separating for F and any separating Julia component
for F arise in this way. We have the correspondence:
Lemma 6.1. Let Js be the union of separating Julia components for F ,
there is a semiconjugacy
φ : Js −→ J
conjugating the dynamics of f and F such the fiber φ−1(x) is precisely the
Julia component Kx.
Proof. We define φ(z) = x if z ∈ Kx. φ is continuous as pi : Cˆ −→ T1 is
continuous. The fact that it conjugates the dynamics follows from the fact
pi ◦ f(∂pi−1(x)) = f∗(x). 
For periodic Julia components, we have
Lemma 6.2. Let K be a non-degenerate periodic Julia component, then it
is separating for F . Moreover, if K is of complex type, then φ(K) ∈ V0.
Proof. If K is a non-degenerate periodic Julia component of period p, then
there exists two at least two component D1, D2 of Cˆ−K so that fp|∂Di has
degree ≥ 2. This means that there exists Vi ∈ F contained in Di, so K is
separating for F .
For the more over part, we note that if K is of complex type, then it
must be periodic. Thus there are three components D1, D2, D3 of Cˆ − K
with fp|∂Di has degree ≥ 2. So φ(K) must either a branch point or has an
exposed critical point. Therefore φ(K) ∈ V0. 
Combining the previous two results, we can prove Theorem 1.2:
Proof of Theorem 1.2. The fact that the non-degenerate periodic Julia com-
ponents are in bijective correspondence with periodic points of F which is
induced by a semi-conjugacy follows immediately from the previous two
Lemma 6.1 and Lemma 6.2.
We now prove that the associated rational maps are also conformally
conjugate. If a periodic point v of period p is in V0, then the rational gv is
conformally conjugate to the associated map gKv . Otherwise, F
p is locally
linear near v with derivative e, and gv(z) = z
e. It is easy to see that the
corresponding Kv is a Jordan curve, and the first return map has degree e
on Kv. Thus after the surgery, gKv(z) = z
e, proving the claim. 
Let K be a non-degenerate periodic Julia component of period p, then
fp|K is conjugate to a post-critical rational map gK on its Julia set. We let
N(K) be the cardinality of the post-critical set of gK . Note that N(K) = 2
if and only if gK conjugates to z
d or 1
zd
for some d if and only if K is a
38
Jordan curve. Hence, N(K) ≥ 3 if and only if K is of complex type. Let
N(f) be the number of post-critical Fatou components of f . We now prove
Theorem 1.3.
Proof of Theorem 1.3. The key of the proof is the following observation,
which can be proved by induction on the number of vertices:
Lemma 6.3. Given a finite tree T , then∑
v∈V (T )
max{ν(v)− 2, 0} ≤ |∂T | − 2.
Let T be the convex hull of F (T0) ⊂ T1. We let E(x) be the number of
exposed post-critical points of F attached to x. Let K be a non-degenerate
periodic hyperbolic component of period q. Let xK ∈ T0 be the correspond-
ing point, and gK be the associated hyperbolic post-critical rational map.
Note that a post-critical point z of gK either correspond to a post-critical
disk Fatou component, or a tangent vector of TxKT depending on wither z
is exposed or not. So we have
N(K) ≤ E(xK) + ν(xK).
Hence, ∑
K non-degenerate, periodic
N(K)− 2 ≤
∑
K non-degenerate, periodic
E(xK) + ν(xK)− 2.
Let U be a component of Ω. Then there is at most 1 periodic point on ∂U .
We modify T1 to get T by collapsing U to a single point x. We let E(x) =
1 +
∑
y∈∂U E(y), where 1 should be thought of as the contribution of the
post-critical Fatou component associated to U . Thus after the modification,
we still have
∑
x∈V (T )E(x) ≤ N(f).
By our modification, if x ∈ ∂T , then E(x) ≥ 1. Indeed, if x corresponds
to T ⊂ T1, then E(x) ≥ 1 by definition. Otherwise, by construction, we
have a post-critical disk Fatou component with boundary contained in Kx,
so E(x) ≥ 1. Thus E(x) + ν(x)− 2 ≥ 0. If x ∈ T − ∂T , then ν(x) ≥ 2. So
E(x) + ν(x)− 2 ≥ 0 for all x ∈ T . Therefore, we have∑
K non-degenerate, periodic
N(K)− 2 ≤
∑
x∈T periodic
E(x) + ν(x)− 2
≤
∑
x∈V (T )
E(x) + ν(x)− 2
=
∑
x∈V (T )
E(x) +
∑
x∈V (T )
max{ν(v)− 2, 0} − |∂T |
≤
∑
x∈V (T )
E(x)− 2
≤ N(f)− 2.

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Surgery construction to create Julia components of complex type.
In [CP19], it is shown that a rational map of degree d may have arbitrar-
ily large number of periodic cycles of Julia components of complex type.
Such map arises naturally as we perform surgery on periodic points on the
tree mapping scheme, which is in the same spirit as the self-grafting con-
struction introduced in [CP19]. We are not aiming to give the most general
construction as the construction is very flexible and there are many different
variations.
We first present the idea of the construction with the following example.
Let gn(z) = z
3 + 1
nz3
. Then for all sufficiently large n, the Julia set is a
Cantor set of circles (see [McM88]). It corresponds to the following tree
mapping scheme (see Figure 6.1).
T1,F0 = [A,A′] ∼= [0, 1]
with
T0,F0 = [A,B] ∪ [B′, A′] ∼= [0,
1
3
] ∪ [2
3
, 1]
A
A
A′
A′
B B′
B B′
Figure 6.1. The tree map for fn(z) = z
3 + 1
nz3
.
The tree map is a tent map:
F0(x) =
{
3x, for x ∈ [0, 12 ]
3(1− z), for x ∈ [23 , 1]
We mark the Riemann spheres so that the tangent vector pointing towards
(respectively, away from) A corresponds to ∞ (respectively, 0). Under this
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marking, the mapping schemes associated to gn(z) = z
3 + 1
nz3
is
f0,A→A(z) = f0,B→A′(z) = z3
f0,A′→A(z) = f0,B′→A′(z) =
1
z3
Note that the point A0 =
3
4 is fixed by F and F sends [B
′, A0] onto
[A′, A0], and [A0, A′] onto [A0, A]. We now construct a new tree mapping
scheme (F1, f1) by performing surgery on (F0, f0). Intuitively, the surgery
construction will replace a Jordan curve Julia component by a more com-
plicated Julia component.
First, we construct the tree T1,F1 by attaching a new arc [A0, D] of the
same length of [C,A′] at A0 to T1,F0 (See Figure 6.2). The new tree map F1
sends [A,B] and [A′, B′] homeomorphically onto [A,D] by expanding with
a factor of 3, and sends [A0, D] isometrically onto [A0, A
′].
A B B′
A0
D
A′
A B B′
A0
D
A′
Figure 6.2. The tree map after the surgery on the fixed
point C. The dynamics of F1 on vertices are labeled by colors.
Let ζ8 be the primitive 8-th root of unity. We mark the Riemann sphere
CˆA0 so that 0A0 ,∞A0 , (ζ8)A0 correspond to the direction of A′, A,D respec-
tively. Similar as before, the other Riemann spheres are marked so that the
tangent vector pointing towards (respectively, away from) A corresponds to
∞ (respectively, 0). The surgery introduces a hyperbolic post-critical finite
rational map
f1,A0→A0(z) =
1
z3
+ ζ8,
with critical orbit
0A0 →∞A0 → (ζ8)A0 → 0A0 .
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The rest of the mapping schemes are constructed as a modification of f :
f1,A→A(z) = f1,B→D(z) = z3
f1,A′→A(z) = f1,B′→D(z) =
1
z3
f1,D→A′(z) = z
(a) The Julia set of the hyperbolic rational map after performing
the surgery. The algebraic formula is given by gn(z) = z
3 + 1nz3 +
ζ8
n1/4
for sufficiently large n.
(b) A zoom of the above Julia set on the left. It replaces the fixed buried
Julia component which is a Jordan curve in the original Cantor circle ex-
ample to the Julia set of 1z3 + ζ8 (on the right).
Figure 6.3
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We will now iterate this construction to get a sequence of tree mapping
schemes (Fk, fk). We shall identify the tree T1,Fi as a subtree in T1,Fj for
all j ≥ i as the trees T1,Fj will be constructed by adding more branches
at periodic points to T1,Fj−1 . Through out the construction, the Riemann
spheres for unbranched points are always marked so that the tangent vector
pointing towards (respectively, away from) A corresponds to∞ (respectively,
0). Let A0 =
3
4 and Am ∈ T1 = [0, 1] be the smallest periodic point of period
2m under F0 that is larger than Am−1. Note that f2
m
0 |CˆAm (z) =
1
z32
m .
Let (Fk, fk) be constructed. By induction, we have Ak has period q = 3
k
under Fk, we construct T1,Fk+1 by attaching an edge Sj of the same length
as [Ak, A
′] at F jk (Ak) to T1,Fk where j = 0, ..., q − 1:
T1,Fk+1 = T1,Fk ∪
q−1⋃
j=0
Sj .
Denote Xj = F
j
k (Ak). By induction, Xj is not a branch point for T1,Fk .
Thus fk,Xj→Xj+1 = z
l for some l ∈ Z. Consider hj(z) = fk,Xj→Xj+1(z) for
j < q and hq−1(z) = fk,Xq−1→X0(z) + ak, Then by induction, we have
H(z) := hq−1 ◦ hq−2 ◦ ... ◦ h0(z) = 1
z32
k + ak.
We choose ak so that H(z) has the post-critical set 0 → ∞ → ak → 0.
In the new tree T1,Fk+1 , we mark the Riemann spheres at Xj so that the
edge Sj corresponds to hj−1 ◦ ... ◦ h1(ak) ∈ CˆXj . Denote S = [Ak, A′], let
Ij : S −→ Sj be the isometry with Ij(Ak) = Xj . We define the tree map
Fk+1 as follows:
• If x ∈ T1,Fk and Fk(x) /∈ S, then Fk+1(x) = Fk(x);
• If x ∈ T1,Fk and Fk(x) ∈ S, then Fk+1(x) = I0 ◦ Fk(x);
• If x ∈ Sj and j 6= q − 1, then Fk+1(x) = Ij+1 ◦ I−1j (x);
• If x ∈ Sq−1, then Fk+1(x) = I−1q−1(x).
If x is a branch point of T1,Fk , the mapping scheme on Cˆx stay the same.
At a new branch point Xj , we define
fk+1,Xj→Xj+1(z) = hj(z).
At an end point X of T0,Fk+1 , the mapping scheme is defined as a monomial
respecting the marking.
From the construction, it is easy to verify that (Fk+1, fk+1) is hyperbolic,
post-critically finite and irreducible. By induction, we can verify that Am
has period
pk,m :=
{
3m if m ≤ k
2m−k · 3k if m > k
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AA0
A′
(a) T1,F0
A
A0
A′
(b) T1,F1
A
A0
A′
A1 F 22 (A1)
F2(A1)
(c) T1,F2
Figure 6.4. A schematic picture of the first three construc-
tion of T1,Gn . At each step, we add one additional edge on
the orbit of ak with period 3
k. The orbit of ak intersects each
edge exactly once. The k-th step has exactly 3k+1 edges.
Moreover, with the marking defined as above, the first return of mapping
scheme fk at Am is
f
pk,m
k |CˆAm (z) =
{
1
z32
m + am if m < k
1
z32
m if m ≥ k
where the post-critical set is either 0→∞→ am → 0 or 0→∞→ 0
To summarize, we have
Proposition 6.4. There exists a sequence of hyperbolic components Hk,
k ≥ 0, of degree 6 with k distinct cycles of Julia components of complex
type.
Remark. Note that the above construction also shows that the bound in
Theorem 1.3 and the bound on number of periodic Julia components of
complex type in Corollary 1.4 are sharp with some additive constant.
Double infinite sequence and diagonal argument. Let gk,n be a se-
quence of rational maps that gives the tree mapping scheme (Fk, fk). Note
that 1
z32
m +am is conjugate to 1− 1
z32
m with post-critical set 0→∞→ 1→ 0.
Thus, given m ≤ k, we have a sequence of rescaling Mk,m,n so that
lim
n
M−1k,m,n ◦ g
pk,m
k,n ◦Mk,m,n(z) = 1−
1
z32
m .
The holes are contained in {0, 1,∞}. Let Kj be an exhaustion of compact
set for Cˆ − {0, 1,∞}. Denote the metric generated by the sup norm (with
respect to the standard spherical metric) on Kj for a pair of continuous
functions as
dj(f, g) := sup
x∈Kj
{dS2(f(x), g(x))}
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Then
lim
n
dj(M
−1
k,m,n ◦ g
pk,m
k,n ◦Mk,m,n, 1−
1
z32
m ) = 0
for any j.
We construct the sequence hk = gk,n(k) where n(k) is chosen so that
dj(M
−1
m,k,n(k) ◦ g
pk,m
k,n(k) ◦Mm,k,n(k), 1−
1
z32
m ) < 1/k
for all m ≤ k and all j ≤ k. Let Mk,m := Mk,m,n(k) and pm := 3m. Note
that pm = pk,m for all sufficiently large k.
By construction, for any fixed m and j,
lim
k
dj(M
−1
k,m ◦ hpmk ◦Mk,m, 1−
1
z32
m ) = 0.
Therefore,
lim
k
M−1k,m ◦ hpmk ◦Mk,m(z) = 1−
1
z32
m .
Thus for any m, Mk,m is a periodic rescaling of for the sequence hk of period
pm.
Note for different m, Mk,m represents dynamically independent periodic
rescaling. Indeed, if Mk,m is dynamically dependent to Mk,l with l > m,
then after possibly passing to a subsequence, limkM
−1
k,m ◦ fplk ◦Mk,m(z) is
conjugate to 1− 1
z32
l . This means the pl/pm iterate of 1− 1
z32
m is conjugate
to 1− 1
z32
l , which is not possible. Thus, we have infinitely many dynamically
independent cycles of non-monomial rescaling limits for hk.
General construction for arbitrary degree. We now consider the more
general case with any degrees. The construction is essentially the same as
in the above example.
Proof of Theorem 1.5. To give the construction at any degree d ≥ 3, we
first consider a degree 3 tree mapping scheme. This construction, which
also appears in a recent paper by Cui and Peng [CP19], is a modification of
Se´bastien Godillon’s original construction in [God15].
The tree T0 = T1 − U (on the left) and T1 (on the right) are shown
in Figure 6.6, where U is the open interval (B,B′). The vertices V1 =
{X1, X2, X3, X4, B,B′, A,A′}. Each edge has length 1, except for the edge
AX2 of length 2. The dynamics F is recorded by the color. More precisely,
F sends A,A′ to A, B,B′ to X1, and Xi to Xi+1. F is expanding by a factor
of 2 on AX1 and AX2, and it’s local isometry on the rest of the edges of T0.
The Riemann sphere CˆA is marked so that the tangent vectors
AB,AX1, AX2, AX4
correspond to 0, 1,∞, 2 ∈ CˆA (see Figure 6.6). All the other Riemann sphere
are marked so that the tangent vector pointing towards (or away from) A
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Figure 6.5. The Julia set of the degree 3 example on the
left. The algebraic formula is given by fn(z) =
1
(z−1)2 +
1
1−nz for sufficiently large n. The Julia set contains a buried
component that is the Julia set of 1
(z−1)2 (on the right).
A′B B′A
X4X1
X2
X3
0
2
1
∞ A
′B B′A
X4X1
X2
X3
0
2
1
∞
Figure 6.6. The tree map for the degree 3 example
corresponds to ∞ (or 0 respectively). The mapping scheme is given as:
fA→A(z) =
1
(z − 1)2
fA′→A(z) = 1 +
1
1− z
fX1→X2(z) = fX2→X3(z) = z
2
fB→X1(z) = fX3→X4(z) = fX4→X1(z) = z
fB′→X1(z) =
1
z
It is easy to verify that the above gives a hyperbolic post-critically finite
tree mapping scheme. Since F 3 sends AB and A′B′ homeomorphically to
AX3, there exist C ∈ AB and C ′ ∈ A′B′ so that F 3 : AC ∪C ′A′ −→ AA′ is
a tent map with derivative ±4. We can perform a surgery on periodic points
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on AA′ in a similar way as in the previous subsection, and a similar diagonal
argument gives a sequence hn of degree 3 with infinitely many dynamically
independent cycles of non-monomial rescaling limits.
To construct the sequence for any degree d > 3, we can modify the map-
ping scheme at X3 with
fX3→X4(z) =
( zz−1)
k
( zz−1)
k − 1 =
zk
zk − (z − 1)k ,
while keeping the others the same. In this way, we introduced two exposed
critical points 0X3 , 1X3 with multiplicity k − 1. It is easy to verify that the
modified tree mapping scheme is again hyperbolic and post-critically finite,
and has degree 2 + k. Now a similar construction gives a sequence hn of
any degree d ≥ 3 with infinitely many dynamically independent cycles of
non-monomial rescaling limits. 
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