In this paper we discuss stochastic optimal path problems where the goal is to find a path that has minimal expected cost and at the same time is less risky (in terms of travel time) than a given benchmark path. The model is suitable for a risk-averse traveler, who prefers a path with a more guaranteed travel time to another path which could be faster but could also be slower. Such risk attitude is incorporated using the concept of second order stochastic dominance constraints. Recently developed theory for optimization problems with stochastic dominance constraints ensures that the resulting problem can be written as a large linear integer program with binary variables; for networks of realistic size, however, such a direct approach is not practical due to the size of the resulting optimization problem. Moreover, the solution returned by the model may contain cycles, which is clearly undesirable from a practical perspective.
Introduction
The optimal path problem with random travel times is fundamental in transportation networks. Travelers need to decide which route to take to go from point A to point B, knowing that the travel time on each link is subject to variability due to the presence of traffic, accidents, or other unforeseen reason. Consequently, the total time of each potential path is random as well. The choice of an appropriate route requires then a criterion to compare random quantities. In the classical formulation of the stochastic shortest path problem, the goal is to find the path with smallest expected total travel time. While such a criterion has the advantage of yielding efficient algorithms, it has a major drawback: by construction, it finds the path that is the best on the average, which means that if one considers multiple instances of the problem -i.e., multiple realizations of the travel times -the chosen path will tend to perform well on the average but, for a particular realization of the travel times, it can perform very well or very poorly. This is particularly troublesome in the situation where one is not making repeated decisions. Thus, there is need for the development of alternative routing models that go beyond looking at just the expected travel time on each route.
The shortcoming of optimization models with expected value are of course more general and do not occur only in transportation problems. Indeed, considerable effort has been made in recent years in the research community to develop models that incorporate ways of taking risk into account when making a decision. One such class of models is that of optimization problems with stochastic dominance constraints, first introduced by Dentcheva and Ruszczyński (2003) . In such models, a constraint is imposed to ensure that the performance metric corresponding to a feasible solution stochastically dominates a given (random) benchmark. Stochastic dominance is a well-established tool to compare random outcomes (see, for example, Müller and Stoyan 2002) . One form of such a relationship establishes that a random variable X stochastically dominates a random variable Y if and only if any risk-averse decision maker will prefer the outcomes of X to the outcomes of Y . Risk-aversion describes the situation in which the decision maker prefers the expected return of a random variable over the random return itself, which could be good or bad. Thus, when used as a constraint in an optimization model, stochastic dominance allows for incorporation of risk by restricting the feasible set to those solutions that are no riskier (in the above sense) than a given benchmark. Since its introduction by Dentcheva and Ruszczyński (2003) , this type of models has gained attention in the literature, with applications in finance, energy, health care, homeland security and capital budget planning, among others; see, for instance, Karoui and Meziou (2006) , Roman et al. (2006) , Dentcheva and Ruszczyński (2006) , Drapkin et al. (2011) , Luedtke (2008) , Hu et al. (2011b Hu et al. ( , 2014 .
A few risk models have been developed in the specific context of optimal path problems in transportation. Examples include models based on the mean-variance rule (Loui 1983) , expected utilities (Eiger et al. 1985 , Murthy and Sarkar 1996 , Sivakumar and Batta 1994 , Sen et al. 2001 , worst-case travel times (Yu and Yang 1998, Bell and Cassir 2002) , robust optimization (Bertsimas and Sim 2003) , prospect theory (Xiao and Lo 2013) and first-order stochastic dominance (Frank 1969 , Mirchandani 1976 , MillerHooks and Mahmassani 2003 , Nie and Wu 2009 ). In Fan et al. (2005) and Nie and Fan (2006) , the authors study models whereby the goal is to maximize the probability of ontime arrival. Jaillet et al. (2013) introduce the concept of a lateness index associated with the arrival times corresponding to a given routing policy. The lateness index evaluates how well such arrival times meet pre-specified deadlines and involves the maximization of an expectation over a set of distributions -which is a well-known dual representation of coherent risk measures (see, e.g., Artzner et al. 1999) . Less related to our work is the work of Ordóñez and Stier-Moses (2010) and Nikolova and Stier-Moses (2014) , who discuss equilibrium properties of stochastic traffic assignment models under risk-aversion. Cominetti and Torrico (2013) provide a comprehensive study of the use of risk measures for modeling risk-averse route choice and traffic network equilibrium problems with random travel times. They find some key conditions that a risk measure must satisfy in order to fulfill a desirable property called additive consistency, which means that the risk preference between two random variables does not change by adding another independent variable to both variables (see Section 2.2 for further discussion on this issue).
Our work is closest to Nie et al. (2012b) , who propose an optimization model with second-order stochastic dominance constraints to incorporate risk control into the choice of routes in a network. The model imposes the constraint that the total travel time on a feasible route must be no riskier than the travel time of a given benchmark route. In order to solve the problem, Nie et al. (2012b) propose a heuristic algorithm based on dynamic programming. While such an algorithm can handle well problems that are relatively small, it is not appropriate for larger problems as the number of possible scenarios may increase quickly with the total number of links in the network. For example, if the travel times on each arc are mutually independent then the number of scenarios grows exponentially with the total number of links.
In this paper, we study the same model as Nie et al. (2012b) but use a completely different strategy to solve it, which allows us to solve large instances of the problem. Although the theory of stochastic dominance-constrained problems allows to write the problem a binary (mixed-) integer linear program, the size of the resulting problems makes such a direct approach impractical in our context except for very small networks. Our approach is based on constructing a sequence of sampling-based approximations to the model. These approximations are rooted in the so-called sample average approximation (SAA) approach for stochastic optimization problems. SAA (Kleywegt et al. 2001 ) is a well-established technique to solve expected-value stochastic optimization problems; see Shapiro (2003) and Homem-de-Mello and Bayraksan (2014) for surveys of that area, and Verweij et al. (2003) and Kenyon and Morton (2003) for applications of this technique to stochastic routing problems in the risk-neutral case. More recently, the SAA was extended by Hu et al. (2011a) to solve optimization problems with stochastic dominance constraints. There are two aspects of such development: one is theoretical, i.e., showing asymptotic properties of the approximations as the sample size goes to infinity; the other is algorithmic, where statistical lower and upper bounds are derived for the optimal value of the problem based on a finite sample size. While the theoretical results of Hu et al. (2011a) apply in our context, the bounds do not, since the results in Hu et al. (2011a) assume a convex and compact feasible set -and in our case the feasible set is discrete as it corresponds to the set of feasible routes. Moreover, the results in Hu et al. (2011a) assume that the SAA problem (for a given sample size) can be solved but do not discuss how to solve it, as the objective of that paper is to present general theory; in our case, solving the approximating problem (which is a binary mixed integer program) requires special techniques due to the size of the problem.
The contributions of the present paper are the following: (i) We develop a new strategy to solve optimal path problems that incorporate risk control via stochastic dominance constraints, based on a sequence of sampling-based approximations with automatic increase of sample sizes. Because sampling is used, we can model large networks of realistic size; (ii) As each of the approximations is a mixed integer programming problem, we develop a specialized branch-and-cut algorithm to solve it; (iii) We propose new heuristic procedures to yield statistical lower and upper bounds for the optimal value of the problem. Bounds of this type are known for expected value problems (see, e.g., Bayraksan and Morton 2006) but are novel for discrete problems with stochastic dominance constraints; (iv) We present a new theoretical result showing that, when the travel time distributions are mutually independent, cycles can be prevented. Such cycles arise because the objective function in our problem include penalties for early arrival, but we show that such a problem may be avoided by adding one nonnegative continuous variable to the model; and (v) We demonstrate the effectiveness of our approach with numerical experiments for a real large-scale network with more than 1,500 arcs corresponding to part of the Chicago area.
The structure of the paper is as follows. In Section 2 we review concepts of stochastic dominance and present the optimal path model with stochastic dominance constraints. The issue of cycles that may appear in the solution of the optimization problem is dealt with in Section 3. In Section 4 we present the SAA formulation, a procedure to test feasibility of candidate solutions obtained from SAA, and a method to evaluate the solution quality via statistical lower and upper bounds. A strategy for variance reduction is also discussed. Section 5 presents a branch-and-cut algorithm to reduce computing time of the problem. Numerical results for the Chicago network are shown in Section 6. In Section 7 we present concluding remarks and discuss possible extensions of the model.
Basic Concepts and Model Formulation

Stochastic Dominance
Stochastic dominance is a concept widely used in many areas to compare random variables X and Y . Suppose momentarily that larger values are preferable to smaller ones (for example, X and Y represent revenue return). Assume that X and Y are integrable. Then, we say that
where F (X, ·) is the cumulative distribution function of X. We say that X dominates Y in second order (denoted X 2 Y ) if
It is well known that second-order dominance can also be written as 
Moreover, when the variable Y has a discrete distribution, say y i , i = 1, . . . , m, then we have that (see Dentcheva and Ruszczyński 2003 )
Optimal Path Problem for Risk-averse Travelers
As mentioned earlier, there are multiple ways of incorporating the concept of riskaversion into optimal path problems. Some of the existing approaches, however, have disadvantages. Cominetti and Torrico (2013) discuss this issue in detail. As shown in that paper, many risk measures fail to satisfy a property called additive consistency.
In the context of routing, such a property postulates that, if a path with travel time X is less risky than a path with travel time Y , then the risk preference is not changed by adding an arc with travel time Z -with Z independent of X and Y -to both paths. While this is a very desirable property, Cominetti and Torrico (2013) show that many commonly used risk measures do not satisfy it; they also show that one class of risk measures that do satisfy the property are the so-called entropic risk measures of the form ρ(X) = (1/β) log E[exp(βX)] for β ∈ R. Note however that this type of risk measures leads to highly nonlinear problems, although Jaillet et al. (2013) show that, in the context of their models, problems with entropic risk measures can be efficiently solved by a sequence of convex optimization problems. Other ways to address risk aversion also have drawbacks. For example, utilitybased models typically impose a specific utility function, which may not agree with the user's preferences (and may also fail to satisfy additive consistency). Models based on first-order stochastic dominance circumvent the issue of imposing a specific utility function but such a modeling approach in general leads to non-convex problems; see, for instance, Noyan et al. (2006) . Of course, by exploiting the structure of the problem it is possible to develop better algorithms; for example, Nie and Wu (2009) develop a dynamic programming algorithm to solve optimal path problems with first-order dominance constraints.
Models based on second-order stochastic dominance address the above issuesthey do not require the specification of a utility function, the resulting problem has nice properties such as convexity (see Müller and Stoyan 2002) , and as Lemma 1 below shows, they do satisfy the additive consistency property. Lemma 1. Let U, V and W be random variables such that U V , and W is independent of U and V . Then, U + W V + W .
Proof: The result follows from the characterization (1). The assumption that U V can be written as
Thus, given any w ∈ R and any η ∈ R we have E[(U + w − η) + ] ≤ E[(V + w − η) + ] and hence, since W is independent of both U and V , it follows that
By taking expectations on both sides we obtain
i.e., U + W V + W .
The Model
In addition to risk-aversion, the routing models we consider incorporate penalties for early and late arrivals at the destination. Models with such penalties are welldocumented in the literature, as they represent well the situation where the traveller has a desired time of arrival -to work, or to some event -and does not want to be late or waste time by arriving too early; see, for instance, De Palma et al. (1990) for a discussion. Nikolova et al. (2006) assign nonlinear (e..g, quadratic) penalties for early and late arrivals, and discuss the complexity of the resulting problem. Beaudry et al. (2010) study the application of penalty-based models in the context of transportation of patients in a hospital. The penalization of early and late arrivals can also be viewed as a way to implement a measure of the reliability of the network from the traveller's perspective; using such an approach, Casello et al. (2009) show, via a large empirical study on a rapid transit service in Canada, that increasing the reliability of arrivals of passengers can decrease the costs of transit users.
In that context, our models represent the perspective of a risk-averse traveller who desires a reliable service. Following Nie et al. (2012b) , we consider an optimal path problem between an origin node r and a destination node s in which the goal is to minimize path-based penalty costs -more specifically, earliness and tardiness with respect to a fixed target arrival time. The arc-based transportation costs of a chosen path are considered in the constraints, in the form of comparison of transportation costs with a benchmark path. A benchmark path is a predefined path from origin to destination. This path could be obtained from experience or obtained by optimal path problem without dominance constraints. Our goal is then to find a path with minimum expected total penalty cost which is no riskier than the given benchmark path. It is important to emphasize that in our setting the path is chosen a priorii.e., we are not dealing with the situation of adaptive algorithms whereby the route can be modified after the trip has started.
To illustrate the ideas, we present an example of a very simple network where there are three paths linking the source to destination. Path A has total travel time T A ∼ N (13, 2), whereas paths B and C have travel times T B ∼ N (10, 3) and T C ∼ N (14, 2), respectively, where N (a, b) indicate a normal distribution with mean a and standard deviation b. Suppose that the target arrival time is τ 0 = 10, and that the penalties for early (late) arrival are equal to 1 for every unit of time below (above) τ 0 . By using well-known formulas for the truncated normal distribution, we can calculate the exact values of the penalty costs. It follows that path B is the one with smallest expected total penalty cost (2.39 versus 3.12 for path A and 4.03 for path C). However, suppose we use path C as a benchmark, i.e., we impose the constraint that the chosen path be no riskier than path C. It is well known that, when
we have that X Y if and only if µ X ≤ µ Y and σ X ≤ σ Y (see, e.g., Müller and Stoyan 2002) . Thus, we see that T A T C but T B T C , so path A becomes the optimal choice.
The problem for a general network can be formulated as:
In the above formulation, N and A denote respectively the set of nodes and set of arcs of the network; T = (T a ) a∈A denotes a random (row) vector of known distribution corresponding to the travel times of each arc; β and γ are respectively the early and late arrival penalty with respect to the target arrival time τ 0 ; x = (x a ) a∈A is the vector of decision variables, where each x a is a binary decision variable indicating whether or not arc a is used in a path; y = (y a ) a∈A is a parameter such that y a has the same interpretation as x a but y corresponds to a fixed benchmark path. As customary, I(i) and O(i) denote respectively the set of incoming and outgoing arcs from node i, and the parameters d i are such that d r = −1, d s = 1 and d i = 0 otherwise. Note that the model can be easily generalized to the case where there is a desired time window [τ , τ ] for the arrival time instead of a fixed target arrival time τ 0 . This is useful, for example, in the context of delivery of packages. In that case the objective function becomes
The algorithms discussed later remain the same for the more general model. Also, it is important to observe that the numerical values of β and γ are not so important -what matters is the ratio between those quantities, which defines the cost of arriving too early relatively to arriving too late.
It is easy to see that, by using characterization (1) of the order and introducing additional variables to linearize the [·] + functions, problem (3) can be rewritten as a stochastic binary linear program. However, two major difficulties remain, which preclude the implementation of a method to solve it 1 : first, the fact that the objective function and some of the constraints involve expectations with respect to the distribution of T as well as variables that depend on T . Since T represents the vector of travel times on each arc, it is clear that even if we assume that the travel time on each arc can take on only a few possibilities, the total number of outcomes of T will be very large except for small networks, so the size of the model will not be practical. Another issue is the fact that several constraints must hold for all η ∈ R, i.e., we have an uncountable number of constraints. When T has finite support distribution we can use property (2) to reduce it to finitely many inequalities, but again the number of such inequalitieswhich is the same as the number of outcomes of the vector T -will be prohibitively large. Fortunately, as we shall see in Section 4 these issues can be addressed through the use of a sampling approach.
Dealing with cycles
One issue that arises with model (3) -regardless of the stochastic dominance constraints -is the possibility that the optimal solution generated by the model contains cycles. This is easily seen by observing that the flow constraint a∈I(i) x a − a∈O(i) x a = 0 is satisfied for any cycle that does not contain the origin or destination nodes. Adding a cycle, of course, increases the total travel time of the path; however, since the objective function penalizes early arrivals, it is possible that an optimal solution uses cycles to make the arrival time closer to the target time τ 0 .
The presence of cycles, while mathematically correct, is clearly undesirable from a practical perspective. No decision maker would agree with a solution that contains cycles that are disjoint from the actual path from origin to destination, or one in which the vehicle keeps running "around the block" to spend time. One method to eliminate cycles without enumerating all subtours is to add real-valued variables that keep track of the nodes visited prior and after each arc on a path (see Jaillet et al. 2013) . Such an approach, however, requires adding |N | × |A| variables to the model. In our context, where we are concerned about reaching a target arrival time, it is more natural to simply allow the vehicle to start the trip later. In the model, this can be accomplished by introducing a release time variable z which denotes the time when the vehicle starts the trip. The variable z is added to the objective function with a negative coefficient to force it to be positive when needed; on the other hand, to prevent trips from starting and finishing arbitrarily late, the coefficient of z is taken to be smaller (in absolute value) than the penalty for tardiness. With the introduction of the release time variable and by choosing 0 < κ < γ, problem (3) becomes
Note that the benchmark path y is a feasible solution to problem (4). Moreover, for any realization of T and any z ≥ 0 we have
Since we choose κ < γ, it follows that the objective function in (4) is bounded from below by an affine function of z with positive slope. Therefore, there exists an optimal solution to problem (4).
The idea of introducing a release time variable to avoid cycles appeared in Nie et al. (2012b) , but as the authors acknowledge in that paper, it was proposed as a heuristic approach -in the authors' words, "A more careful study of a potential model that is guaranteed to avoid artificial delays falls out of the scope of the paper." Here we analyze the use of a release time variable in more detail. The first question that arises is, does the inclusion of a release time variable guarantee that cycles are prevented? In the case of deterministic models, the answer is a clear yes -indeed, suppose there is an optimal solution (x 0 , z 0 ) which contains cycles, and let C be the set of arcs in the cycles. Note that by the choice of κ the optimal solution must satisfy z 0 + T x 0 = τ 0 , since this makes the term inside the expectation equal to zero. Suppose all arcs have positive travel time. Then, we simply consider an alternative solution (x * , z * ) such that x * a = x 0 a for all a ∈ C , x * a = 0 for all a ∈ C, and we set z * := τ 0 − a ∈C T a x 0 a . Clearly, the arrival time with the new solution is equal to τ 0 , so no penalties for earliness or tardiness incur. Moreover, since the arcs have positive travel time we have that z * > z 0 so −κz * < −κz 0 . It follows that the solution (x * , z * ) is strictly better than (x 0 , z 0 ), which is a contradiction. Thus, the optimal solution does not contain cycles.
In the stochastic case, however, the situation is more delicate. To see that, consider for example the model in Figure 1 , where we set node 1 as the origin and node 2 as the destination, with no stochastic dominance constraints. Clearly, the only two feasible solutions are x 1 = (1, 0, 0) and x 2 = (1, 1, 1). The objective function coefficients are β = γ = 1 and κ = 0.01, and the target arrival time is τ 0 = 10. It is easy to see that without the release time variable z the optimal path is x 2 with objective value 0.2|10 − 10.5| + 0.8|10 − 10| = 0.1. For the model with the release time variable z, the objective value for the solution x 1 is 0.2|10 − 7 − z| + 0.8|10 − 8 − z| − 0.01z which is minimized at z = 2 (with value 0.2-0.02=0.18), whereas the objective value for the solution x 2 is 0.2|10 − 10.5 − z| + 0.8|10 − 10 − z| − 0.01z which is minimized at z = 0 (with value 0.1-0=0.1). We see that even though we add the release time variable z the optimal route is still x 2 , which contains a cycle. The problem with the above example is that, since there are multiple realizations of the travel times, we cannot simply set z=slack time as in the deterministic case -indeed, in the example the slack time is 3 under one scenario and 2 under the other one. However, in the special case where the arc travel times are mutually independent, the inclusion of the variable z does have the desired effect of preventing cycles. This is stated precisely in Theorem 1 below. The proof will use the following lemma:
Lemma 2. Let U, V and W be random variables such that U + W V , W ≥ 0 w.p.1 and U and W are independent. Then, U V .
Proof: The result follows from the characterization (1), by noting that for any w ≥ 0 and any η ∈ R we have that (
and hence, since U and W are independent,
where the second inequality corresponds to the assumption U + W V . Theorem 1. Suppose the random variables {T a : a ∈ A} are mutually independent and such that P (T a > 0) > 0 for all a. Then, no optimal solution to (4) contains cycles.
Proof: Suppose we solve problem (4) and obtain an optimal solution (x 0 , z 0 ) such that x 0 contains cycles. Let the corresponding objective function value be v 0 . Path x 0 can be separated into x 0 = (x B , x C ), where x B and x C denote respectively the simple path and all the cycle components. Accordingly, we write T = (T B , T C ).
We claim that we can construct a simple path solution which is strictly better than (x 0 , z 0 ). To do that, note initially that we can write the optimal value v 0 as
Next, define the quantity z(T C ) as an optimal solution of the problem
Note that existence of z(T C ) is ensured because for each realization of T C the objective function in (7) is bounded from below by an affine function of z with positive slope, which is shown by using the same argument leading to (5). Optimality of z(T C ) implies that, given any value of T C , z(T C ) is no worse than the particular solution z 0 + T C x C , i.e., we have
with probability one. Now, the assumption of independence of {T a : a ∈ A} implies that the conditional expectation in (7) is the same for all values of T C . Let z B = z(T C ) denote a common optimal solution of (7).
Define x * := (x B , 0) and z * := z B . We now show that (x * , z * ) -which is a simple path solution by construction -is a better solution to (4) than (x 0 , z 0 ). First we check that (x * , z * ) is a feasible solution to that problem. It is clear that x * satisfies the flow constraints since x * coincides with x 0 except on cycles, which have net flow equal to zero. As for the dominance constraint T x T y, we have that T B x B + T C x C T y (since x 0 is feasible) and hence by Lemma 2 and the independence assumption of travel times we have that T B x B T y, i.e., T x * T y.
We now check that the objective value corresponding to (x * , z * ) is smaller than the optimal value v 0 . Indeed, it follows from (8) that
where we used the fact that
Since inequality (9) holds w.p.1, by applying the expectation with respect to T C on both sides we obtain
where we used the identities T x * = T B x B and z * = z B , as well as (6). Finally, the assumption that
It follows that (x * , z * ) is a strictly better solution than (x 0 , z 0 ), so we conclude that no optimal solution to (4) can contain cycles.
Sampling
Sample Average Approximation
As mentioned earlier, it is difficult to solve problem (4) in realistic settings due to the large number of scenarios and constraints. The Sample Average Approximation (SAA) approach provides with an efficient way to address that issue. The main idea of SAA is to replace the expectations in the problem with sample averages. Such an approach has sound theoretical basis, see for instance Shapiro (2003) and Homem-de-Mello and Bayraksan (2014) for overviews.
To use SAA to approximate problem (4), let {T 1 , . . . , T N } be a random sample of the vector of travel times T and define the following quantities:
Note that f (x, z) := E[F (T, x, z) ] is the objective function in (4), and f N (x, z) is a sample average approximation of that function. Next, let
and
be a sample average approximation of the function g(x, η) :
Following Hu et al. (2011a) , the SAA formulation for optimization problem (4) is then written as follows:
a∈I(i)
A few remarks about problem (14) are in order. First, note that the stochastic dominance constraint T x T y can be written (in light of (1)) as g(x, η) ≤ 0 for all η ∈ R. This results in an uncountable number of constraints. However, by using property (2), Hu et al. (2011a) show that this set of constraints can be approximated by g N (x, T y) ≤ 0 for all = 1, . . . , N . Note that sampling plays a double role in such an approximation: g N approximates the expectation in g, and the infinitely many constraints defined for each η ∈ R are replaced with finitely many constraints calculated at η = T y for = 1, . . . , N . To understand the quality of such an approximation, given ε ∈ R define the sets
Note that S ε is a relaxation of the set S := {x : T x T y} when ε > 0, and is a restriction of that set when ε < 0. Then, Hu et al. (2011a) show that there exist constants M, β > 0 such that for any ε > 0 we have
Essentially, (15) ensures that the probability that the feasibility set of the approximating problem is "sandwiched" between S −ε and S ε goes to one exponentially fast with N . The rate of convergence, of course, depends on the value of the tolerance ε.
Another important remark about problem (14) is that although the problem is nonlinear, it can be easily linearized by the introduction of auxiliary variables e j + , e j − and s j , j, = 1, . . . , N . The resulting linear problem is formulated as follows:
Note that since the benchmark y is fixed, the quantities 1 N N j=1 (T j y − T y) + can be computed in advance. The size of problem (16), of course, grows quickly with N , as it has order of N 2 variables and constraints. However, property (15) suggests we may not need too many samples to approximate the feasibility set. Moreover, classical results and numerical experiments for SAA for stochastic optimization problems also ensure that good approximations of the optimal values and optimal solutions of the original problem can be obtained without using too many samples; we refer again to Shapiro (2003) and Homem-de-Mello and Bayraksan (2014) for more detailed discussions. Finally, note that Theorem 1 also applies to problem (14) -indeed, the proof of that theorem is based on realizations of the travel times T , not on their distribution; therefore, the proof remains the same for the SAA version of problem (4).
Evaluating Solution Quality
By solving problem (14) we obtain an optimal solution corresponding to the particular sample {T 1 , . . . , T N } we have generated. However, due to the randomness of sampling there is no guarantee that such a solution is optimal for the original problem -while the theory ensures this is the case asymptotically (seeHu et al. 2011a), i.e., as N goes to infinity, there is no such guarantee for finite N . Therefore it is necessary to test the quality of the solution.
Tests for assessment of quality of solutions of stochastic optimization problems via sampling have been proposed in the literature; see, for instance, Bayraksan and Morton (2009) and references therein. Such tests typically consist of evaluating statistical lower and upper bounds for the optimal value of the problem -if the gap is sufficiently narrow, the candidate solution is considered to be a good one. The tests described in those works, however, assume that randomness is present only in the objective function. Such an assumption precludes the direct use of such tests in our context where randomness appears in the constraints as well. Wang and Ahmed (2008) proposes a modification of such tests for the case where the original problem has a finite number of expected value constraints, and Hu et al. (2011a) extend it to the case of stochastic dominance constraints which, as we have seen, is equivalent to having infinitely many expected value constraints. The approach in Wang and Ahmed (2008) and Hu et al. (2011a) , however, is based on computing a Lagrangian function, which guarantees that the optimality gap will be small for a good solution provided the problem is convex. Since our problem has integer variables, we cannot expect that the duality gap will be zero, so the Lagrangian-based test may yield a large gap even for a good solution.
To circumvent this issue, we propose an extension of the procedure from Mak et al. (1999) that accounts for the stochastic dominance constraints. The main issue with having stochastic constraints is that, since such constraints are approximated by sampling, there is a possibility that the solution obtained with the approximation is infeasible for the original problem.
For completeness, we briefly review the procedure in Mak et al. (1999) . Consider problem (3) without the stochastic dominance constraints, and let S denote the feasibility set of such problem (note that S is deterministic). Consider the corresponding SAA problem with an arbitrary sample size N . Let v * and v N denote the respective optimal values of these problems, and let (x N , z N ) be an optimal solution to the SAA problem. Then, given a solution ( x, z) which is feasible for the problem being approximated, i.e., ( x, z) ∈ S, we have
so we see that the optimality gap f ( x, z) − v * can be bounded as follows,
Let Ψ( x, z) denote the quantity on the right-hand side. To estimate Ψ( x, z), the basic idea is to solve the SAA problem M times, generating a new sample for each problem independently of the previous ones. Let f k N denote the function used in the kth replication and let (x k N , z k N ) denote an optimal solution in the kth replication. Then, Ψ( x, z) can be estimated by
Note that each term on the right-hand side of (19) is nonnegative. Since the replications are independent, by taking M sufficiently large (say, M = 30) we have by the Central Limit Theorem that the distribution of Ψ M ( x, z) is approximately Normal. A 100(1 − α)% confidence interval for Ψ( x, z) can be computed as
where s M denotes the sample standard deviation calculated from the terms in (19) and ν α is the inverse value of the cumulative standard normal distribution function at 1−α.
If the right extreme of the interval in (20) is small, the solution ( x, z) is considered good.
In the procedure described above there are two important assumptions: (i) the set S must be deterministic for the inequality E min (x,z)∈S f N (x, z) ≤ min (x,z)∈S E f N (x, z) to be applicable, and (ii) the candidate solution ( x, z) must be feasible. When the stochastic dominance constraint is included is S, the SAA problem (14) has a random feasibility set S N which approximates S. Moreover, we need to ensure that the candidate solution ( x, z) is feasible for both the original problem as well as the SAA problem, in order to ensure that the gap estimate in (18) is nonnegative.
To circumvent these obstacles, we propose the following heuristic approach. To deal with issue (i) above, we observe that in light of (15) we expect that the sets S N and S be close even for moderate values of N . Recent stability results for problems with stochastic dominance constraints developed in Dentcheva and Römisch (2013) , combined with classical stability results for variations in the objective function (see, e.g., Römisch 2003) ensure that when S N and S are close we have
and then we can write
provided that ( x, z) ∈ S. In addition, in order to use the multiple-replication gap estimator (19), we need to ensure that ( x, z) ∈ S k N for all k, where S k N is the feasibility set for the problem in the kth replication.
We proceed now with a more detailed description of our feasibility and optimality tests. Given a candidate solution ( x, z), the first task is to check the feasibility of that solution for the original problem. Assuming that the deterministic constraints in (4) are satisfied, checking feasibility of ( x, z) entails checking whether T x T y. Note initially that a necessary condition for T x T y to hold is that E [T x ] ≤ E[T y], so a simple check is to verify whether
If (22) holds, we know that x is not feasible, so we need to generate a new candidate solution. Otherwise, we proceed with a second test, described next. Observe that, as seen earlier, the condition T x T y is equivalent to E[G (T, x, η) ] ≤ 0 for all η ∈ R, where G(·) is defined in (12). That is, we want to check whether
The difficulty with such test, of course, is that it requires testing infinitely many inequalities. One way around that issue is to note that for any fixed x and any N we have sup
where
and g N is defined in (13). Inequality (24) follows the same principle as (17), but with η as a variable and the inequalities reversed since we maximize over η. It follows that the inequality
provides a sufficient condition for (23) to hold. Our approach is to view (26) as a one-sided hypothesis test of the form H 0 :
To test that hypothesis, we compute M independent replications of g N ( x) and use
as an estimator of µ, where g k N is the value from the kth replication. Note that each replication in principle requires finding the supremum in (25); however, as shown earlier, it suffices to check finitely many values of η given by (27) is computed, we proceed as in a standard hypothesis test. First, the p-value corresponding to such a test is calculated. When M is sufficiently large, the p-value can be approximated by the quantity
where as customary the function Φ denotes the cumulative standard normal distribution function, and s M is the sample standard deviation of { g k N }, k = 1, . . . , M . If the p-value is smaller than a pre-specified amount (say, α 1 ), then we reject H 0 , in which case we cannot say whether x is feasible. In that case, we discard x. Otherwise, it is necessary to check the possibility of type II error. Let α 2 be a pre-specified upper bound on the probability of a type II error. We can then compute a tolerance δ such that the probability a type II error is ensured to be smaller than α 2 whenever µ > δ. Such a value is given by (see, e.g., Homem-de-Mello et al. (2011)
Ideally, of course, we would like δ to be small, so that the interval of values of µ for which there is no guarantee on the probability of a type II error (i.e., 0 < µ ≤ δ) is small. In order to make δ unit-free, we will divide the above quantity by E [T ] y, since for any x that is feasible for the original problem and any η we have
To summarize, the general procedure to get candidate solution is listed below:
Procedure GenCand 2. Given a sample size N 2 , generate M 2 replications of g N 2 ( x). Let µ M 2 and s M 2 be respectively the mean and sample standard deviation of { g k N ( x)}, k = 1, . . . , M 2 .
3. Calculate the p-value corresponding to the hypothesis test
which is given by (28); 4. If the p-value is less than α 1 then reject H 0 , discard x, increase the sample size N 1 and go back to STEP 1 to generate a new candidate solution.
5. If the p-value is no less than α 1 , calculate tolerance δ := δ/(E [T ] y), where δ is computed as in (29). If δ is bigger than some pre-specified tolerance, say 10 −3 , then increase N 2 and go back to STEP 2 to repeat the hypothesis test.
6. If both the p-value and the tolerance δ are within acceptable ranges, then we retain H 0 , declare x feasible for the original problem and keep that solution for later evaluation.
The output of procedure GenCand is a solution ( x, z) which is considered feasible for the original problem. As mentioned before, in order to use the interval estimate given in (19) and (20) we need to verify that x is feasible for each replication. Due to the randomness of samples in each replication, it is possible that the candidate solution ( x, z) is infeasible to the SAA problem in some replications. The procedure below summarizes the calculations. In the procedure, an optimality tolerance error θ > 0 is introduced to determine whether the confidence interval in (20) is too bigthis occurs when the right extreme of the interval is bigger than a fraction θ of the average optimal value of the replications.
Procedure GapEst
1. Input: a candidate solution ( x, z) obtained from procedure GenCand. 
Also, compute
, and obtain the one-sided confidence interval
then the confidence interval for the optimality gap does not cover zero, that is, the candidate solution ( x, z) is not optimal. In that case, we increase the sample size N 1 , run the procedure GenCand and go back to STEP 1. (b) Otherwise, the confidence interval for the optimality gap is too large. In that case, we need to increase N 3 , and go back to STEP 2 to reevaluate candidate solution again.
, then the confidence interval for the optimality gap is small enough and covers zero. STOP and output the confidence interval [0, G M 3 + G ].
Branch and Cut
In Section 4 we saw how to apply an SAA approach to solve problem (4). As seen there, such an approach involves solving the SAA problem (16) -which is a mixed integer program -multiple times, which is clearly computationally intensive. Thus, to reduce the computational burden it is crucial to use strategies that can speed-up the optimization algorithm. For that purpose, we describe now a branch-and-cut algorithm to reduce the number of nodes visited and the number of constraints in computation.
The branch-and-cut algorithm requires solving the linear relaxation problem below.
Note that J and L are index sets that change as the algorithm progresses.
The branching of a node consists in splitting a binary variable x a into x a = 0 and x a = 1. If the solution is integer, say x k for (30), we could proceed to test if this solution is feasible for the SAA problem (16). If yes, then we have a candidate solution for optimality. Otherwise, more cuts need to be added to problem (30). The test of feasibility for problem (16) consists of checking whether or not the stochastic dominance constraint (16a) is satisfied. This is accomplished by solving the problem
If the optimal value of the above problem is less than or equal to zero, then x k is feasible for problem (16). Otherwise, let 0 be the maximizer in (31). We then set L := L ∪ { 0 } and solve problem (30) again. Now consider the linearization constraints (16b) and (16c). To check whether such constraints are satisfied for a candidate solution (x k , z k ) (with x k integer), we compute
If both (32) and (33) have optimal value equal to zero, then (x k , z k ) is optimal for problem (16). Otherwise, let j 1 and j 2 be respectively the optimizer in (32) and (33). We then set J := J ∪ {j 1 , j 2 } and solve problem (30) again. We summarize the algorithm below.
Algorithm Display
1. Set v best := ∞, Tree:= {the first node need to be branched}, and J := L := ∅.
For each active node in Tree:
(a) Solve problem (30), call (x 0 , z 0 ) its optimal solution and v 0 its optimal value. (b) If the problem is infeasible or v 0 > v best , then prune the node from Tree and go to next active node; (c) If x 0 is integral, then go to STEP 2d to test linearization and feasibility constraints; Otherwise, branch current node to create two new active nodes, and go to next active node in Tree; (d) If the feasibility constraints are satisfied and v 0 ≤ v best , then update best solution found so far, i.e., set x best := x 0 , z best := z 0 , and v best := v 0 . (e) If the linearization constraints are satisfied, then prune the node from Tree and go to next active node; (f) If some feasibility or linearization constraints are violated, then update J and L to add feasibility cuts and/or linearization cuts to the problem (30) until such constraints are satisfied, and repeat the test in STEP 2b.
3. Output x best , z best and v best .
Numerical Experiments
We now present numerical results to illustrate the application of the model and algorithm described in the previous sections. The data, which were obtained from Nie et al. (2012a) , correspond to part of the transportation network in the city of Chicago, containing 1522 arcs and 611 nodes. The area covered in the data stretches from downtown to the southwest part of the city. In our experiment, we set the intersection of Roosevelt Ave. and Western Ave. as the origin node (identified as Node S in all Figures), and the intersection of Chicago Ave. and Michigan Ave. as the destination node (Node T in all figures). In the data set, travel times on each arc have discrete uniform distribution between given minimum and maximum values; the support of each distribution has 100 points. Travel times on different arcs are assumed to be independent. We emphasize that such an assumption is made only because there were not enough data to accurately estimate correlations; for the algorithm proposed in this paper, independence is immaterial so long as one can sample from the marginal distributions while preserving the correlations (see, e.g., Biller and Ghosh 2006 for a discussion on generation of multivariate random samples). Note that, under the independence assumption, the total number of outcomes of the vector of travel times is 1522 100 ≈ 10 318 , which is an astronomical number; here we see that sampling is crucial to solve the problem. The number of possible paths between the source and destination in a network of this size is of course very large; Figure 2 displays a handful of those, for illustration purposes. The path BUS in Figure 2 indicates the bus route in Chicago's transit system. Two routes among the paths are suggested by Google Maps -the path that uses mostly expressways and the path with the least number of turns (those are indicated by EWY and DIR in Figure 2 , respectively). The path indicated by PEWY1 travels partly on the expressway and partly on some arterial roads. The paths indicated by ALT1 and ALT2 are variations of a path that relies mostly on Ogden Ave. (the diagonal road seen on the map) to connect to downtown. The expected travel times for the different paths are shown in As discussed earlier, the goal of our model is to find an optimal path that is no riskier than the existing benchmark path given earliness and lateness penalties β, γ and the scheduled arrival time τ 0 . We experimented with a few values for these constants, the results are reported below. In all experiments, we set the constant κ -which is the penalty for the release time variable z -equal to γ/2. Also, we chose different benchmarks to see how the optimal solution changes according to the benchmark path.
Note that the choice of the benchmark path requires a trade-off between having more feasible paths to choose from and protecting against the risk of long travel times. For example, choosing the path with least expected travel time as the benchmark will probably lead to a small feasible set (possibly even a singleton), so the resulting solution may not necessarily yield a low value for the objective function, which measures the penalties for deviating from the target arrival time τ 0 . On the other hand, choosing a path with large expected travel time (and high variability) as the benchmark imposes a very weak risk requirement on the chosen solutions, i.a., almost any valid path between source and destination will satisfy the dominance constraint. The idea of the benchmark is to ensure that the path that is ultimately chosen is less risky than some standard path commonly used by the decision-maker. Some alternative ways of choosing the benchmark are (i) to use the path that is recommended by typical routefinding software, or (ii) to solve the problem without the dominance constraints -that is an easier problem -and then use use the resulting optimal path as a benchmark for the risk-averse problem.
For the scheduled arrival time τ 0 , three cases are analyzed: (i) a small value τ 0 = 0, which essentially means that the goal is to reach the destination as soon as possible; (ii) a large value that essentially ensures that no arrival will be late (the exact value for such a choice is immaterial, any very large number would be valid); and (iii) a moderate value which is set as the expected travel time of the benchmark path or other feasible path. The goal of the choice in (iii) is to forbid paths for which the total travel time is either too short or too long.
We now discuss the choice of the parameters M i and N i , i = 1, 2, 3 which are inputs for the procedures GenCand and GapEst described in Section 4.2. The value of M 1 is used just to generate a reasonable candidate solution, so we choose M 1 = 10. The value of M 2 should be large enough to allow the normality resulting from the central limit theorem to hold, so we take M 2 = 30. Finally, the value of M 3 for gap estimation is suggested to be 20-30 in Bayraksan and Morton (2009) , so we use M 3 = 20. The initial sample sizes N 1 , N 2 and N 3 are set to be 100; whenever the algorithm dictates that sample size N i be increased, this is done in increments of 25.
We finish this preliminary discussion by mentioning that we used Latin Hypercube Sampling (LHS) for all sampling within a replication (samples are independent across replications). LHS is a well known induced-correlation technique introduced by McKay et al. (1979) to reduce variance, see also Homem-de-Mello and Bayraksan (2014) for a discussion of the use of that method in stochastic optimization. 6.1 Results
Testing the multi-replication procedure
In our first experiment, we set the bus route as the benchmark -we purposely wanted to have a loose benchmark to avoid infeasibility issues, as the goal was to check the quality of the optimality test. We also set β = γ = 1, and chose the moderate value τ 0 = 803 as the target value. The tolerance parameters δ and θ were set respectively as 10 −3 and 1%.
After running procedure GenCand, we obtained the solution indicated in Figure 2(a) , which was then picked as the candidate path x and submitted to procedure GapEst. For N 1 = 100, N 2 = 100, N 3 = 100, the procedure yielded [0.19, 0 .57] as a 95% confidence interval for the optimality gap. Since the average optimal value over the M 3 replications was v N 3 = 34.59, we see that the right extreme of the confidence interval is bigger than 1% of v N 3 , but the left extreme is smaller than that amount. Therefore, it was necessary to increase sample size N 3 and repeat the procedure to reevaluate the candidate solution. After a few similar iterations, the confidence interval obtained with N 3 = 225 was [0.18, 0.33] , with v N 3 = 35.01. Now the right extreme of the interval is smaller than 1% of the average optimal value over the M 3 replications, so we could say that candidate solution ( x, z) is optimal for the original problem with 95% confidence.
For the purpose of illustration, Table 2 displays the optimality gap obtained in each of the M 3 replications with N 3 = 225. Note that x was feasible in all of the replications.
Testing the effectiveness of the release time variable
Our second experiment aimed at testing the effectiveness of including the release time variable z to avoid cycles. For that purpose, we again set the bus route as the benchmark route. We set β = 3, γ = 1, and τ 0 = 1400, thus forcing late arrivals. For comparison purposes, we also ran the model without incorporating the variable z. The optimal solution in this case is the path marked in Figure 3 . Note that the path contains five cycles of two arcs each. Since the cycles are really small, we could only mark the rough area of the cycles. Clearly, such a solution is not desirable. In contrast, when the release time variable z is included in the model, we obtain -for the same parameters as above -the path ALT1 as the optimal path, with a release time z = 656.6. 
Testing different parameter values
In our third experiment, we chose different parameter combinations to test the sensitivity of the optimal path. The results are shown in Tables 3 and 4 . In the tables, the column Benchmark indicates the benchmark path, chosen among the BUS, EWY, DIR, ALT1 and ALT2 paths from Figure 2 . The columns Opt x and Opt z show respectively the optimal path and optimal release time obtained with each configuration. The column Obj. Value displays the objective value for each problem (note that such value is not the total expected cost for earliness and lateness as it includes the penalty for release time). CI is the one-sided 95% confidence interval for optimality gap. Node presents the average number of nodes branched in each replication. Finally, the column N 1 , N 2 , N 3 shows the final sample sizes used in the procedure (recall that sample sizes are increased in increments of 25). A few comments are in order. First, notice that the optimal path is always either path ALT1 or path ALT2, which are indeed very similar. Also, we see that, for the cases when τ 0 = 0, we obtain the same optimal solutions regardless of the values of β and γ. That makes sense because when τ 0 = 0, z and β do not play any role. A change in the parameter γ only multiplies the optimal objective value accordingly. Note also that when τ 0 = 0 the confidence interval for the optimality gap is [0, 0] , which indicates that the same optimal solution was obtained in all of the replications.
A comparison of results for β = 1, γ = 1 and β = 3, γ = 1 for the same value of τ 0 shows that when earliness penalty β increases the traveler would rather be late, which means the vehicle departs later and therefore z is bigger. Similarly, when changing the lateness penalty γ = 1 to γ = 3, the traveler would rather be early, which means the vehicle departs earlier and therefore z is smaller. Note here that for the same set of parameters β, γ, τ 0 , the optimal release time for different benchmark paths are close but not the same due to the randomness of sampling in the SAA procedure.
The choice of benchmark path will also affect the optimal path. If the benchmark is chosen to be path ALT1 -which is optimal in most cases -then there will be fewer feasible solutions. Even though ALT2 is also an optimal path in other cases, it does not dominate ALT1 in second order. Therefore the optimal solution for the case with benchmark path ALT1 is easier to find; indeed, we see that the average number of nodes explored in such cases is much smaller than for the other benchmarks.
Testing the effect of the dominance constraints
It is clear from the above results that, paths ALT1 and ALT2 are both superior to other paths. In fact, when we solve the optimal path problem without dominance constraints we can again see that ALT1 and ALT2 are still the optimal paths. In order to test for the effect of dominance constraints, we artificially inflated the variance of some arcs in ALT1 and ALT2 while keeping their expected travel time the same. The idea of such a change is that, by inflating the variance of those arcs, paths ALT1 and ALT2 become riskier and therefore will no longer dominate the other benchmarks, so they will no longer be optimal in such cases (note however that since we do not change the expected travel time, the inflated paths ALT1 and ALT2 will not be dominated by the other benchmarks either, cf. equation (22)). To accomplish the variance inflation we proceeded as follows. Let X be the travel time on a given arc that we want to inflate. We then define a new travel time X as X := kX − (k − 1)E[X], where k is a scalar. Clearly, E[X ] = E[X], but the variance of X is Var(X ) = k 2 Var(X). We pick 1 < k <
E[X]
E[X]−min X to make sure that X positive w.p.1. We tested the above procedure for the configuration with β = γ = 1, τ 0 = 803, and test five benchmark paths. The result is summarized in Table 5 . We see that now the path PEWY1 is optimal for all but the ALT1 and ALT2 benchmarks, which shows that the dominance constraint fulfills its mission of removing risky paths. β = 1, γ = 1, τ 0 = 803 Benchmark Opt 
Conclusion
While path optimization problems with stochastic travel times have long been studied in the literature, recent attention has been given to approaches that incorporate measures of risk into such problems. In this paper we have presented one such approach, where risk is represented in constraints that ensure that a chosen path must stochastically dominate (in second order) a benchmark route. Previous work in the literature on optimization problems with stochastic dominance constraints has demonstrated the applicability of such techniques whenever there is a natural benchmark to compare against. In the context of the present paper, the benchmark can be easily interpreted as a standard route (e.g., one that uses expressways). One difficulty that arises when using stochastic dominance constraints is that the explicit form of such problems -where the dominance constraint is replaced by a set of linear inequalities -leads to extremely large formulations when the number of possible scenarios is large, which is the case of large networks. To circumvent that problem, we have used a Sample Average Approximation approach, which has been well-established in the literature as a way to approximate large stochastic optimization problems; along the way, we have provided some new statistical bounds on the optimal value that are specific for problems with stochastic dominance constraints. Our numerical experiments for a large-scale network with more than 1,500 arcs corresponding to part of the Chicago area demonstrate the potential and the feasibility of using the proposed approach in real world problems.
The models presented in this paper could be extended in a number of ways; for example, to multi-objective problems obtained by adding fixed cost for transportation and other possible criteria one may want to evaluate. Multi-benchmark problems could also be considered. Such an extension is more involved since one is dealing with multivariate stochastic dominance constraints. Previous work in the literature has dealt with such problems (Dentcheva and Ruszczyński 2009 , Homem-de-Mello and Mehrotra 2009 , Hu et al. 2011b but the adaptation to the path optimization setting requires careful study of the optimization algorithm to be used (perhaps a different form of the branch-and-cut developed in this paper) and the derivation of appropriate statistical bounds.
