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A NOTE FOR GROMOV’S DISTANCE FUNCTIONS ON THE SPACE
OF MM-SPACES
KEI FUNANO
Abstract. This is just a note for [1, Chapter 3 1
2+
]. Maybe this note is obvious for a
reader who knows metric geometry. I wish that someone study further in this direction.
Comments and questions are welcome.
1. The box distance function
Definition 1.1. Let λ ≥ 0 and (X, µ) be a measure space with µ(X) < +∞. For two
maps d1, d2 : X × X → R, we define a number λ(d1, d2) as the infimum of ε > 0 such
that there exists a measurable subset Tε ⊆ X of measure at least µ(X) − λε satisfying
| d1(x, y)− d2(x, y)| ≤ ε for any x, y ∈ Tε.
It is easy to see that this is a distance function on the set of all functions on X × X ,
and the two distance functions λ and λ′ are equivalent to each other for any λ, λ
′ > 0.
An mm-space is a triple (X, dX , µX), where dX is a complete separable metric on a set
X and µX a finite Borel measure on (X, dX). Two mm-spaces are isomorphic to each
other if there is a measure preserving isometry between the supports of their measures.
We denote by L the Lebesgue measure on R.
Definition 1.2 (parameter). Let X be an mm-space and µX(X) = m. Then, there exists
a Borel measurable map ϕ : [0, m] → X with ϕ∗(L) = µX , where ϕ∗(L) stands for the
push-forward measure of L by ϕ. We call ϕ a parameter of X .
Note that if the support of X is not a one-point, then its parameter is not unique.
Definition 1.3 (Gromov’s box distance function). If two mm-spacesX, Y satisfy µX(X) =
µY (Y ) = m, we define
λ(X, Y ) := inf λ(ϕ
∗
X dX , ϕ
∗
Y dY ),
where the infimum is taken over all parameters ϕX : [0, m] → X, ϕY : [0, m] → Y , and
ϕ∗X dX is defined by ϕ
∗
X dX(s, t) := dX(ϕX(s), ϕX(t)) for s, t ∈ [0, m]. If µX(X) < µY (Y ),
putting m := µX(X), m
′ := µY (Y ) , we define
λ(X, Y ) := λ
(
X,
m
m′
Y
)
+m′ −m,
where (m/m′)Y := (Y, dY , (m/m
′)µY ).
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We denote by X the space of all isomorphic class of mm-spaces. λ is a distance
function on X for any λ ≥ 0 (See Theorem 1.10). Note that the distances λ and λ′ are
equivalent to each other for distinct λ, λ′ > 0.
The following two lemmas are easy to prove, so we omit the proof.
Lemma 1.4. Assume that two mm-spaces X, Y satisfy m := µX(X) = µY (Y ) and a Borel
measurable map Φ : [0, m]→ [0, m] satisfies Φ∗(L) = L. Then, both ϕX ◦ Φ : [0, m]→ X
and ϕY ◦ Φ : [0, m]→ Y are parameters, and the inequality
λ((ϕX ◦ Φ)
∗
dX , (ϕY ◦ Φ)
∗
dY ) ≤ λ(ϕ
∗
X dX , ϕ
∗
Y dY )
holds.
Lemma 1.5. Assume that two mm-spaces X, Y satisfy m := µX(X) = µY (Y ) and let
0 < α ≤ 1. Then, we have
αλ(X, Y ) ≤ λ(αX, αY ) ≤ λ(X, Y ).
The following lemma is the key to prove the triangle inequality for λ.
Lemma 1.6. Let (X, dX , µX) be a mm-space and ϕX : [0, m] → X,ψX : [0, m] → X be
two parameters. Then, for any ε > 0, there exist two Borel measurable maps Φ1,Φ2 :
[0, m]→ [0, m] such that Φ1∗(L) = L,Φ2∗(L) = L, and
0
(
(ϕX ◦ Φ1)
∗
dX , (ψX ◦ Φ2)
∗
dX
)
< ε.
Proof. To prove the lemma, we shall approximate X by a countable space. For any
ε > 0, there exists a sequence {Xi}
∞
i=1 of pairwise disjoint Borel subsets of X such that
X =
∞⋃
i=1
Xi and diamXi < ε for each i ∈ N. Fix a point xi ∈ Xi for each i ∈ N. We define
a distance between xi and xj by dX′(xi, xj) := dX(xi, xj), and a Borel measure µX′ on
X ′ by µX′({xi}) := µX(Xi). Define two maps ϕX′ : [0, m) → X
′ and ϕX′ : [0, m) → X
′
by ϕX′(t) := xi for t ∈ ϕ
−1
X (Xi) and ψX′(t) := xi for t ∈ ψ
−1
X (Xi). It is easy to see
that 0(ϕ
∗
X dX , ϕ
∗
X′ dX′) < 2ε and 0(ψ
∗
X dX , ψ
∗
X′ dX′) < 2ε. Put ΦX′(t) := x1 for t ∈[
0, µX′({x1})
)
, and ΦX′(t) := xi for t ∈
[ i−1∑
k=1
µX′({xk}),
i∑
k=1
µX′({xk})
)
, i = 2, 3, · · · , n.
We construct a Borel measurable map Φ11 :
[
0, µX′({x1})
)
→ ϕ−1X′ ({x1}) as follows:
There is a sequence {Kn}
∞
n=1 of compact subsets of ϕ
−1
X′ ({x1}) such that K1 ⊆ K2 ⊆
· · · and L(Kn) → L
(
ϕ−1X′ ({x1})
)
. Take a Borel measurable map Φ111 :
[
0,L(K1)
)
→
K1 such that (Φ
11
1 )∗(L) = L. For each i = 2, 3, · · · , we find a sequence {(a
i
n, b
i
n)}
∞
n=1
of pairwise disjoint open intervals such that Ki \ Ki−1 = Ki ∩
∞⋃
k=1
(aik, b
i
k). Take Borel
measurable maps Ψ1 : I1 :=
[
L(Ki−1),L(Ki−1) + L(Ki ∩ [a
1
1, b
i
1])
)
→ Ki ∩ [a
i
1, b
i
1] and
Ψk : Ik :=
[
L(Ki−1) +
k−1∑
l=1
L(Ki ∩ [a
i
l, b
i
l]),L(Ki−1) +
k∑
l=1
L(Ki ∩ [a
i
l, b
i
l])
)
→ Ki ∩ [a
i
k, b
i
k],
k = 2, 3, · · · , such that (Ψk)∗(L) = L for k = 1, 2, · · · . By modifying each Ψk, we
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may assume that Ψk(Ik) ⊆ Ki ∩ (a
i
k, b
i
k). Then we define a Borel measurable map Φ
1i
1 :[
L(Ki−1),L(Ki)
)
→ Ki \ Ki−1 by Φ
1i
1 (t) := Ψk(t) if t ∈ Ik. Put Φ
1
1(t) := Φ
11
1 (t) for
t ∈
[
0,L(K1)
)
and Φ11(t) := Φ
1i
1 (t) for t ∈
[
L(Ki−1),L(Ki)
)
. It is obvious that this map
Φ11 satisfies (Φ
1
1)∗(L) = L. In this way, we find a sequence of Borel measurable maps{
Φi1 :
[ i−1∑
k=1
µX′({xk}),
i∑
k=1
µX′({xk})
)
→ ϕ−1X′ ({xi})
}∞
i=2
such that (Φi1)∗(L) = L for each
i = 2, 3, · · · .
Define a Borel measurable map Φ1 : [0, m) → [0, m) by Φ1(t) := Φ
1
1(t) for t ∈[
0, µX′({x1})
)
and Φ1(t) := Φ
i
1(t) for t ∈
[ i−1∑
k=1
µX′({xk}),
i∑
k=1
µX′({xk})
)
, i = 2, 3, · · · .
From the above construction, it follows that Φ1∗(L) = L and ΦX′ = ϕX′ ◦ Φ1. In the
same way, we find a Borel measurable map Φ2 : [0, m)→ [0, m) such that Φ2∗L = L and
ΦX′ = ψX′ ◦ Φ2. Therefore, by using Lemma 1.4, we have
0
(
(ϕX′ ◦ Φ1)
∗
dX , (ψX ◦ Φ2)
∗
dX
)
≤ 0
(
(ϕX ◦ Φ1)
∗
dX , (ϕX′ ◦ Φ1)
∗
dX′
)
+0
(
(ψX′ ◦ Φ2)
∗
dX′ , (ψX ◦ Φ2)
∗
dX
)
≤ 0(ϕ
∗
X dX , ϕ
∗
X′ dX′)
+0(ψ
∗
X′ dX′, ψ
∗
X dX)
< 4ε.
This completes the proof. 
Lemma 1.7. For any λ ≥ 0, λ satisfies the triangle inequality.
Proof. Let (X, dX , µX), (Y, dY , µY ), (Z, dZ , µZ) be mm-spaces and put m := µX(X), m
′ :=
µY (Y ), m
′′ := µZ(Z).
Case 1. m = m′ = m′′.
Let ϕX : [0, m] → X, ϕY : [0, m] → Y, ψY : [0, m] → Y, ϕZ : [0, m] → Z be any
parameters. By virtue of Lemma 1.6, for any ε > 0, there exists two Borel measurable
maps Φ1 : [0, m]→ [0, m], Φ2 : [0, m]→ [0, m] such that Φ1∗(L) = L, Φ2∗(L) = L, and
λ
(
(ϕY ◦ Φ1)
∗
dY , (ψY ◦ Φ2)
∗
dY
)
≤ 0
(
(ϕY ◦ Φ1)
∗
dY , (ψY ◦ Φ2)
∗
dY
)
< ε.
Applying Lemma 1.4, we get
λ(ϕ
∗
X dX , ϕ
∗
Y dY ) +λ(ψ
∗
Y dY , ϕ
∗
Z dZ)
≥ λ((ϕX ◦ Φ1)
∗
dX , (ϕY ◦ Φ1)
∗
dY ) +λ((ψY ◦ Φ2)
∗
dY , (ϕZ ◦ Φ2)
∗
dZ)
≥ λ((ϕX ◦ Φ1)
∗
dX , (ϕZ ◦ Φ2)
∗
dZ)−λ((ϕY ◦ Φ1)
∗
dY , (ψY ◦ Φ2)
∗
dY )
≥ λ(X,Z)− ε,
which shows λ(X, Y ) +λ(Y, Z) ≥ λ(X,Z)− ε.
Case 2. m 6= m′, m = m′.
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If m < m′, by Lemma 1.5, we have
λ(X, Y ) +λ(Y, Z) = λ
(
X,
m
m′
Y
)
+λ(Y, Z) +m
′ −m
≥ λ
(
X,
m
m′
Y
)
+λ
(m
m′
Y,
m
m′
Z
)
+m′ −m
≥ λ
(
X,
m
m′
Z
)
+m′ −m
= λ(X,Z).
If m > m′, we have
λ(X,Z) +λ(Y, Z) = λ
(m′
m
X, Y
)
+λ(Y, Z) +m−m
′
≥ λ
(m′
m
X,Z
)
+m−m′
= λ(X,Z).
Case 3. m 6= m′, m′ 6= m′′, m = m′′.
If m < m′, we have
λ(X, Y ) +λ(Y, Z) = λ
(
X,
m
m′
Y
)
+λ
(m
m′
Y, Z
)
+ 2(m−m′) ≥ λ(X,Z).
If m > m′, applying Lemma 1.5, we get
λ(X, Y ) +λ(Y, Z) = λ
(m′
m
X, Y
)
+λ
(
Y,
m′
m
Z
)
+ 2(m−m′)
≥ λ
(m′
m
X,
m′
m
Z
)
+ 2(m−m′)
≥
m′
m
λ(X,Z) + 2(m−m
′).
m ≥ λ(X,Z) directly implies that
2(m−m′) ≥
(
1−
m′
m
)
λ(X,Z).
Thus, we obtain λ(X, Y ) +λ(Y, Z) ≥ λ(X,Z).
Case 4. m 6= m′, m 6= m′′, m′ 6= m′′.
If m < m′, m′ < m′′, by using Lemma 1.5, we have
λ(X, Y ) +λ(Y, Z) = λ
(
X,
m
m′
Y
)
+m′ −m+λ
(
Y,
m′
m′′
Z
)
+m′′ −m′
≥ λ
(
X,
m
m′
Y
)
+λ
(m
m′
Y,
m
m′′
Z
)
+m′′ −m
≥ λ
(
X,
m
m′′
Z
)
+m′′ −m
= λ(X,Z).
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If m < m′, m′′ < m′, m < m′′, by Lemma 1.5, we get
λ(X, Y ) +λ(Y, Z) = λ
(
X,
m
m′
Y
)
+m′ −m+λ
(m′′
m′
Y, Z
)
+m′ −m′′
= λ
(
X,
m
m′
Y
)
+λ
(m′′
m′
Y, Z
)
+ 2m′ −m−m′′
≥ λ
(
X,
m
m′
Y
)
+λ
(m
m′
Y,
m
m′′
Z
)
+m′′ −m
≥ λ
(
X,
m
m′′
Z
)
+m′′ −m
= λ(X,Z).
We prove the same way for the case of m < m′, m′′ < m′, m′′ < m. This completes the
proof of Lemma 1.6. 
Let X be a mm-space and Mr be the set of all real r × r matrices. Then we define a
Borel measurable map Kr : X
r → Mr by Kr(x1, · · · , xr) :=
(
dX(xi, xj)
)
i,j
, and a Borel
measure on Mr by µ
X
r
:= (Kr)∗
(
(µX)
r
)
.
Theorem 1.8 (mm-Reconstruction theorem, [1, Section 31
2
.5, 31
2
.7]). If two mm-spaces
X,X ′ have µX
r
= µX
′
r
for all r ∈ N, then X and X ′ are isomorphic to each other.
A. M. Vershik gave the another proof of the reconstruction thereom in [4, Section 2,
Theorem]. We also refer to [2, Section 2, Theorem 2.1] for his proof. In [2], T. Kondo
generalized the reconstruction theorem to the space of Borel probability measures on X .
Lemma 1.9. Let (X, d , µ) be a mm-space, and ϕX : [0, m] → X be a parameter of X.
We set S := ([0, m], ϕ∗X d ,L). Then, we have µ
X
r
= µS
r
for all r = 1, 2, · · · .
Proof. Let ϕ : [0, m]r → Xr be a Borel measurable map defined by ϕ(t1, · · · , tr) :=(
ϕX(t1), · · · , ϕX(tr)
)
. Obviously, ϕ∗(L
r) = (µX)
r. Therefore, for any Borel subset A ⊆
Mr, we obtain
µS
r
(A) = Lr({(t1, · · · , tr) ∈ [0, m]
r | (ϕ∗X dX(ti, tj))i,j ∈ A})
= ϕ∗(L
r)({(x1, · · · , xr) ∈ X
r | (dX(xi, xj))i,j ∈ A})
= (µX)
r({(x1, · · · , xr) ∈ X
r | (dX(xi, xj))i,j ∈ A})
= µX
r
(A).
This completes the proof. 
Theorem 1.10 (Gromov, cf. [1, Section 31
2
.6 Corollary]). For any λ ≥ 0, λ is a distance
fuction on X .
Proof. Since λ satisfies the triangle inequality, we only prove that λ(X, Y ) = 0 implies
X ∼= Y . Supposing that λ(X, Y ) = 0, we shall show µ
X
r
= µY
r
for any r ∈ N. Then, by
Theorem 1.8, we get X ∼= Y .
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Sinceλ(X, Y ) = 0, there exist a sequence {ϕX,n}
∞
n=1 of parameters ofX and a sequence
{ϕY,n}
∞
n=1 of parameters of Y such that λ(ϕ
∗
X,n dX , ϕ
∗
Y,n dY )→ 0 as n→∞. Hence, there
exist a sequence {εn}
∞
n=1 of positive numbers and a sequence {Zn}
∞
n=1 of Borel subsets of
[0, m] such that εn → 0 as n→∞, L(Zn) ≥ m−λεn, and |ϕ
∗
X,n dX(s, t)−ϕ
∗
Y,n dY (s, t)| ≤ εn
for any s, t ∈ Zn. Let U ⊆ Mr be an arbitrary open set and denote by dMr the usual
Euclidean distance on Mr, that is,
dMr
(
(aij)i,j, (bij)i,j
)
:=
( r∑
i,j=1
(aij − bij)
2
)1/2
.
Put
Xn,ε := {(t1, · · · , tr) ∈ [0, m]
r |
(
ϕ∗X,n dX(ti, tj)
)
i,j
∈ U \ (Mr \ U)+ε},
Yn := {(t1, · · · , tr) ∈ [0, m]
r |
(
ϕ∗Y,n dY (ti, tj)
)
i,j
∈ U}.
We take n0 ∈ N such that εn < ε/r for any n ≥ n0.
Claim 1.11. For any n ≥ n0, we have Xn,ε ⊆ Yn ∪
(
[0, m]r \ (Zn)
r
)
.
Proof. Take any (t1, · · · , tr) ∈ Xn,ε. If (t1, · · · , tr) ∈ (Zn)
r, then for any i, j we have
|ϕ∗X,n dX(ti, tj)− ϕ
∗
Y,n dY (ti, tj)| ≤ εn < ε/r,
which implies that dMr
(
(ϕ∗X,n dX(ti, tj))i,j, (ϕ
∗
Y,n dY (ti, tj))i,j
)
< ε. Hence, we obtain
(ϕ∗Y,n dY (ti, tj))i,j ∈ U . This completes the proof of the claim. 
Put Sn := ([0, m], ϕ
∗
X,n dX ,L) and S
′
n := ([0, m], ϕ
∗
Y,n dY ,L) and let m := µX(X) =
µY (Y ). Combining Lemma 1.9 and Claim 1.11, for any n ≥ n0 we have
µX
r
(U \ (Mr \ U)+ε) = µ
Sn
r
(U \ (Mr \ U)+ε) = L
r(Xn,ε) ≤ L
r
(
Yn ∪ ([0, m]
r \ (Zn)
r)
)
≤ Lr(Yn) + L
r([0, m]r \ (Zn)
r)
≤ µS
′
n
r
(U) + rmr−1λεn
= µY
r
(U) + rmr−1λεn.
In the above inequality, let first n → ∞ and next ε → 0. Then we get µX
r
(U) ≤ µY
r
(U).
The same argument shows that µY
r
(U) ≤ µX
r
(U), which yields µX
r
(U) = µY
r
(U). This
completes the proof of Theorem 1.10. 
2. The observable distance function
For a measure space (X, µ) with µ(X) < +∞, we denote by F(X,R) the space of all
functions on X . Given λ ≥ 0 and f, g ∈ F(X,R), we put
meλ(f, g) := inf{ε > 0 | µ
(
{x ∈ X | |f(x)− g(x)| ≥ ε}
)
≤ λε}.
Note that this meλ is a distance function on F(X,R) for any λ ≥ 0 and its topology on
F(X,R) coincides with the topology of the convergence in measure for any λ > 0. Also,
the distance functions meλ for all λ > 0 are mutually equivalent.
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We recall that the Hausdorff distance between two closed subsets A and B in a metric
space X is defined by
dH(A,B) := inf{ε > 0 | A ⊆ Bε, B ⊆ Aε},
where Aε is a closed ε-neighborhood of A.
Let (X, µ) be a measure space with µ(X) < +∞. For a semi-distance function d on
X , we indicate by Lip1(d) the space of all 1-Lipschitz functions on X with respect to d .
Note that Lip1(d) is a closed subset in (F(X,R),meλ) for any λ ≥ 0.
Definition 2.1. For λ ≥ 0 and two semi-distance functions d , d ′ on X , we define
HλLι1(d , d
′) := dH
(
Lip1(d),Lip1(d
′)
)
,
where dH stands for the Hausdorff distance function in (F(X,R),meλ).
This HλLι1 is actually a distance function on the space of all semi-distance functions
on X for all λ ≥ 0, and the two distance functions HλLι1 and Hλ′Lι1 are equivalent to
each other for any λ, λ′ > 0.
Lemma 2.2. For any two semi-distance functions d , d ′ on X, we have
HλLι1(d , d
′) ≤ λ(d , d
′).
Proof. For any ε > 0 with λ(X, Y ) < ε, there exists a measurable subset Tε ⊆ X such
that µ(X \ Tε) ≤ λε and | d(x, y) − d
′(x, y)| ≤ ε for any x, y ∈ Tε. Given arbitrary
f ∈ Lip1(d), we define f˜ ∈ F(X,R) by f˜(x) := inf{f(y) + d
′(x, y) | y ∈ Tε}. We see
easily that f˜ ∈ Lip1(d
′) and f˜(x) ≤ f(x) for any x ∈ Tε. Taking any x ∈ Tε, we have
|f(x)− f˜(x)| = f(x)− f˜(x)
= sup{f(x)− f(y)− d′(x, y) | y ∈ Tε}
≤ sup{d(x, y)− d′(x, y) | y ∈ Tε}
≤ ε.
Therefore, we get meλ(f, f˜) ≤ ε, which implies Lip1(d) ⊆
(
Lip1(d
′)
)
ε
. Similary, we also
have Lip1(d
′) ⊆
(
Lip1(d)
)
ε
, which yields HλLι1(d , d
′) ≤ ε. This completes the proof. 
Definition 2.3 (Observable distance function). If two mm-spaces X, Y satisfy µX(X) =
µY (Y ) = m, we define
HλLι1(X, Y ) := infHλLι1(ϕ
∗
X dX , ϕ
∗
Y dY ),
where the infimum is taken over all parameters ϕX : [0, m] → X, ϕY : [0.m] → Y . If
µX(X) < µY (Y ), putting m := µX(X), m
′ := µY (Y ), we define
HλLι1(X, Y ) := HλLι1
(
X,
m
m′
Y
)
+m′ −m.
HλLι1 is a distance function on X for any λ ≥ 0 (See Theorem 2.8). Note that the
distance functions HλLι1 and Hλ′Lι1 are equivalent to each other for any λ, λ
′ > 0.
The proofs of following four lemmas are easy.
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Lemma 2.4. For any parameter ϕX : [0, m]→ X of X, we have
Lip1(ϕ
∗
X dX) = {f ◦ ϕX | f ∈ Lip1(dX)}.
Lemma 2.5. Assume that two mm-spaces X, Y satisfy m := µX(X) = µY (Y ) and a
Borel measurable map Φ : [0, m]→ [0, m] satisfies Φ∗(L) = L. Then, we have
HλLι1
(
(ϕX ◦ Φ)
∗
dX , (ϕY ◦ Φ)
∗
dY
)
= HλLι1(ϕ
∗
X dX , ϕ
∗
Y dY ).
Lemma 2.6. Assume that two mm-spaces X, Y satisfy m := µX(X) = µY (Y ) and let
0 < α ≤ 1. Then, we have
αHλLι1(X, Y ) ≤ HλLι1(αX, αY ) ≤ HλLι1(X, Y ).
Lemma 2.7. Let X be a mm-space and ϕX : [0, m] → X,ψX : [0, m] → X be two
parameters. Then, for any ε > 0, there exist two Borel measurable maps Φ1,Φ2 : [0, m]→
[0, m] such that (Φ1)∗(L) = L, (Φ2)∗(L) = L, and
H0Lι1
(
(ϕX ◦ Φ1)
∗
dX , (ψX ◦ Φ2)
∗
dX
)
< ε.
Theorem 2.8 (Gromov, cf. [1, Section 31
2
.45]). For any λ ≥ 0, HλLι1 is a distance
function on X .
Proof. Combining Lemma 2.5, 2.6, and 2.7, we see that HλLι1 satisfies the triangle in-
equality in the same way of the proof of Lemma 1.7.
To prove “HλLι1(X, Y ) = 0⇒ X
∼= Y ”, we shall approximate each X and Y by finite
spaces. Take an arbitrary ε > 0. Then, there exists sequences {Xi}
∞
i=1, {Yj}
∞
j=1 of pairwise
disjoint Borel subsets of X , Y such that
(1) X =
∞⋃
i=1
Xi and diamXi ≤ ε for any i ∈ N,
(2) Y =
∞⋃
j=1
Yj and diamYj ≤ ε for any j ∈ N.
Put m := µX(X) = µY (Y ). Then, there exists m0 ∈ N such that
m− ε ≤ µX
( m0⋃
i=1
Xi
)
, m− ε ≤ µY
( m0⋃
j=1
Yj
)
.
Since H1Lι1(X, Y ) = 0, there exist a sequence {εn} of positive numbers and sequences
{ϕX,n}
∞
n=1, {ϕY,n}
∞
n=1 of parameters of X , Y such that H1Lι1(ϕ
∗
X,n dX , ϕ
∗
Y,n dY ) < εn and
εn → 0 as n → ∞. For each i, j = 1, · · · , m0, we fix points xi ∈ Xi and yj ∈ Yj. Define
a function gni : [0, m] → R by gni(s) := dX(ϕX,n(s), xi) for each i = 1, 2, · · · , m0. From
Lemma 2.4, we have gni ∈ Lip1(ϕ
∗
X,n dX). Hence, there exists hni ∈ Lip1(dY ) such that
me1(gni, hni ◦ ϕY,n) < εn. Putting
Ani := {s ∈ [0, m] | |gni(s)− (hni ◦ ϕY,n)(s)| < εn},
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we get L(Ani) ≥ m− εn. For each j = 1, 2, · · · , m0, we define a function h˜nj : [0, m]→ R
by h˜nj(s) := dY (ϕY,n(s), yj). By the same argument as above, there exists g˜nj ∈ Lip1(dX)
such that L(Bnj) ≥ m− εn, where
Bnj := {s ∈ [0, m] | |h˜nj(s)− (g˜nj ◦ ϕX,n)(s)| < εn}.
So, putting
Zn := ϕ
−1
X,n
( m0⋃
i=1
Xi
)
∩ ϕ−1Y,n
( m0⋃
j=1
Yj
)
∩
m0⋂
k=1
Ank ∩
m0⋂
l=1
Bnl,
we obtain L(Zn) ≥ 2ε+ 2m0εn.
For any s, t ∈ Zn, there exist 1 ≤ i1, j1, i2, j2 ≤ m0 such that
s ∈ ϕ−1X,n(Xi1) ∩ ϕ
−1
Y,n(Yj1) ∩
m0⋂
k=1
Ank ∩
m0⋂
l=1
Bnl
and t ∈ ϕ−1X,n(Xi2) ∩ ϕ
−1
Y,n(Yj2) ∩
m0⋂
k=1
Ank ∩
m0⋂
l=1
Bnl.
Since t ∈ ϕ−1X,n(Xi2) and diamXi2 ≤ ε, we have
dX(ϕX,n(s), ϕX,n(t)) ≤ dX(ϕX,n(s), xi2) + dX(xi2 , ϕX,n(t))
≤ dX(ϕX,n(s), xi2) + ε.
We also get dX(ϕX,n(s), xi2) ≤ (hni2 ◦ ϕY,n)(s) + εn by s ∈
m0⋂
k=1
Ank ⊆ Ani2 . Therefore, we
obtain
dX(ϕX,n(s), ϕX,n(t)) ≤ (hni2 ◦ ϕY,n)(s) + εn + ε
≤ |(hni2 ◦ ϕY,n)(s)− (hni2 ◦ ϕY,n)(t)|+ |(hni2 ◦ ϕY,n)(t)|
+ εn + ε
≤ dY (ϕY,n(s), ϕY,n(t)) + |(hni2 ◦ ϕY,n)(t)|+ εn + ε.
Since t ∈
m0⋂
k=1
Ank ∩ ϕ
−1
X,n(Xi2) and diamXi2 ≤ ε, we have gni2(t) ≤ ε and |gni2(t)− (hni2 ◦
ϕY,n)(t)| < εn, and thus |(hni2 ◦ ϕY,n)(t)| < εn + ε. Therefore, we obtain
dX(ϕX,n(s), ϕX,n(t)) ≤ dY (ϕY,n(s), ϕY,n(t)) + 2εn + 2ε.
A similar argument shows that
dY (ϕY,n(s), ϕY,n(t)) ≤ dX(ϕX,n(s), ϕX,n(t)) + 2εn + 2ε.
Hence, we get
| dX(ϕX,n(s), ϕX,n(t))− dY (ϕY,n(s), ϕY.n(t))| ≤ 2εn + 2ε.
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Therefore, we obtain
1(X, Y ) ≤ 1(ϕ
∗
X,n dX , ϕ
∗
Y,n dY ) ≤ 2ε+ 2m0εn.
So, we get 1(X, Y ) = 0 and X
∼= Y . This completes the proof. 
Modifying the proof of Theorem 2.8, we get the following corollary:
Corollary 2.9. For any two mm-spaces X and Y , we have
H0Lι1(X, Y ) ≤ 0(X, Y ) ≤ 2H0Lι1(X, Y ).
We also refer to [3, Section 7.4].
3. Another natural method
Let λ ≥ 0 and ε > 0. A map from an mm-space to a metric space, say f : X → Y is
called λ-Lipschitz up to ε if
dY
(
f(x), f(x′)
)
≤ λ dX(x, x
′) + ε
for all x, x′ in a Borel subset X0 ⊆ X with µX(X \X0) ≤ ε.
Proposition 3.1 (cf. [1, Section 31
2
.15, (3b)]). Let (X, dX , µX), (Y, dY , µY ) be mm-spaces
and λ ≥ 0. Let εn > 0 and fn : X → Y a λ-Lipschitz up to εn Borel merasurable map
and assume that εn → 0 as n→∞ and the sequence {(fn)∗(µX)}
∞
n=1 converges weakly to
µY . Then, the sequence {fn}
∞
n=1 has a me1-convergent subsequence.
Proof. Without loss of generality, we may assume that X = SuppµX and µX(X) =
µY (Y ) = 1.
By choosing a subsequence, we have
∞∑
n=1
εn < +∞. From the assumption, there exists a
Borel subset Xn ⊆ X such that µX(X \Xn) ≤ εn and dY
(
fn(x), fn(y)
)
≤ λ dX(x, y) + εn
for any x, y ∈ Xn. Put X0 :=
∞⋃
n=1
∞⋂
i=n
Xi. Since
µX(X \X0) ≤
∞∑
i=n
µX(X \Xi) ≤
∞∑
i=n
εi → 0 as n→∞,
we have µX(X0) = 1. Take a countable dense subset {pj}
∞
j=1 ⊆ X0.
Claim 3.2. The sequence {fn(p1)}
∞
n=1 has a convergent subsequence.
Proof. The proof is by contradiction. If the sequence {fn(p1)}
∞
n=1 has no convergent
subsequence, then the subset A := {f1(p1), f2(p1), · · · } is a closed subset in Y , especially,
A is complete. From the assumption, this set A is not compact. Hence, A is not totally
bounded, that is, there exists δ > 0 such that A has no finite 2δ-net. Therefore, by
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choosing a subsequence, we get BY (fj(p1), δ) ∩ BY (fk(p1), δ) = ∅ for any j, k with j 6= k.
Take δ′ > 0 such that 0 < δ′ < δ and µY
(
∂BY (fj(p1), δ
′)
)
= 0 for any j ∈ N. Since
µY
(
∂
( ∞⋃
j=1
BY
(
fj(p1), δ
′
)))
≤ µY
( ∞⋃
j=1
∂BY
(
fj(p1), δ
′
))
= 0
and {(fn)∗(µX)}
∞
n=1 converges weakly to µY , we have
lim
n→∞
∞∑
j=1
µX
(
f−1n
(
BY (fj(p1), δ
′)
))
=
∞∑
j=1
µY
(
BY
(
fj(p1), δ
′
))
and
lim
n→∞
µX
(
f−1n
(
BY (fj(p1), δ
′)
))
= µY
(
BY
(
fj(p1), δ
′
))
for any j. For any ε > 0, there exists k0 ∈ N such that
k0∑
j=1
µY
(
BY (fj(p1), δ
′)
)
+ ε >
∞∑
j=1
µY
(
BY (fj(p1), δ
′)
)
.
Take n0 ∈ N such that∣∣∣ k0∑
j=1
µY
(
BY (fj(p1), δ
′)
)
−
k0∑
j=1
µX
(
f−1n
(
BY (fj(p1), δ
′)
))∣∣∣ < ε
and ∣∣∣ ∞∑
j=1
µY
(
BY (fj(p1), δ
′)
)
−
∞∑
j=1
µX
(
f−1n
(
BY (fj(p1), δ
′)
))∣∣∣ < ε
for any n ≥ n0. Hence, for any n ≥ n0 we have
k0∑
j=1
µX
(
f−1n
(
BY (fj(p1), δ
′)
))
+ 3ε >
∞∑
j=1
µX
(
f−1n
(
BY (fj(p1), δ
′)
))
,
which implies that
µX
(
f−1n
(
BY (fn(p1), δ
′)
))
→ 0 as n→∞.
Fix δ′′ > 0 with δ′′ < δ′. Since p1 ∈ X0, we get dY
(
fn(p1), fn(q)
)
≤ λ dX(p1, q) + εn for
any q ∈ Xn and for any suffieciently large n ∈ N. Therefore, we get
BX
(
p1,
δ′′
λ
)
∩Xn ⊆ f
−1
n
(
BY (fn(p1), δ
′)
)
for any suffieciently large n ∈ N. Hence, we obtain
µX
(
BX
(
p1,
δ′′
λ
)
∩Xn
)
→ 0 as n→∞,
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which yields µX
(
BX(p1, δ
′′/λ)
)
= 0. This is a contradition, since p1 ∈ X = Supp µ. This
completes the proof of the claim. 
By virtue of Claim 3.2 and the diagonal argument, we have that {fn(pj)}
∞
n=1 is conver-
gent sequence in Y for each j ∈ N. We put f(pj) := lim
n→∞
fn(pj) for any j ∈ N. Extend
the map f : {p1, p2, · · · } → Y to f˜ : X0 → Y , by using f is a λ-Lipschitz map.
Claim 3.3. For any ε > 0, we have µX
({
x ∈ X | dY
(
fn(x), f˜(x)
)
≥ ε
})
→ 0 as n→∞.
Proof. Since X0 ⊆
∞⋃
j=1
BX(pj, ε/2), for any δ > 0 there exists k0 ∈ N such that
µX
( k0⋃
j=1
BX(pj, ε/2) ∩X0
)
≥ 1− δ.
From the definition, there exists n0 ∈ N such that dY
(
fn(pj), f˜(pj)
)
≤ ε/3 for any n ≥ n0
and j = 1, 2, · · · , k0. Take any x ∈
k0⋃
j=1
BX(pj, ε/2) ∩ X0. There exists 1 ≤ j ≤ k0 such
that x ∈ BX(pj, ε/2). Hence, for any n ≥ n0 we have
dY
(
fn(x), f˜(x)
)
≤ dY
(
fn(x), fn(pj)
)
+ dY (fn(pj), f˜(pj)) + dY
(
f˜(pj), f˜(x)
)
< (λ dX(x, pj) + εn) +
ε
3
+ λ
ε
2
≤ εn +
ε
3
+ λε.
Therefore, for any suffieciently large n ∈ N, we obtain
µX
({
x ∈ X | dY
(
fn(x), f˜(x)
)
> λε+
ε
2
})
≤ µX
(
X \
k0⋃
j=1
BX
(
pj,
ε
2
)
∩X0
)
≤ δ.
This completes the proof of the claim. 
According to Claim 3.3, we have me1(fn, f˜)→ 0 as n→∞. This completes the proof
of the proposition. 
Gromov proved in [1, Section 3.1
2
.10] the following proposition by using the distance
function Traλ on the space of finite Borel measures. Although the distance function Traλ
does not appare in the proof of the following proposition, the proof is essentially the same
spirit of his proof.
Proposition 3.4 (cf. [1, Section 3.1
2
.10]). Let {µn}
∞
n=1 be a sequence of Borel measures
on a metric space X and assume that {µn}
∞
n=1 converges weakly to a Borel measure µ.
Then, we have
1
(
(X, dX , µn), (X, dX , µ)
)
→ 0 as n→∞.
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Proof. Without loss of generality, we may assume that µ(X) = 1 and µn(X) = 1 for any
n ∈ N. For any ε > 0, there exists a sequence {Ai}
∞
i=1 of pairwise disjoint Borel subsets
of X satisfying the following properties (1)− (3).
(1) X =
∞⋃
i=1
Ai = X .
(2) For any i ∈ N, diamAi ≤ ε.
(3) For any i, n ∈ N, µ(∂Ai) = µn(∂Ai) = 0.
From (1) and (3), there exists m ∈ N such that µ
( m⋃
i=1
Ai
)
= µ
( m⋃
i=1
A¯i
)
> 1− ε. From the
assumption, µn(A¯i) = µn(Ai)→ µ(Ai) = µ(A¯i) as n→∞ for any i ∈ N. Hence, putting
I1n := [0, µn(A¯1)),
Iin :=
[ i−1∑
k=1
µn(A¯k),
i∑
k=1
µn(A¯k)
)
, i = 2, 3, · · · ,
I1 := [0, µ(A¯1)),
Ii :=
[ i−1∑
k=1
µ(A¯k),
i∑
k=1
µ(A¯k)
)
, i = 2, 3, · · · ,
there exists N ∈ N such that
L(Iin ∩ Ii) ≥ µ(A¯i)− ε/m
for any n ≥ N and i = 1, 2, · · · , m. Fix a parameter φi : Ii → A¯i of the mm-space
(A¯i, dX , µ) for each i = 1, 2, · · · , m. For any A ⊆ X , we indicate by IntA its interior.
Since µ(A¯i) = µ(Int A¯i), we have
µ
( m⋃
i=1
Int A¯i
)
=
m∑
i=1
µ(A¯i) =
m∑
i=1
L(Ii) = L
( m⋃
i=1
Ii
)
.
Take a paramter φ : [0, 1] \
m⋃
i=1
Ii → X \
m⋃
i=1
Int A¯i of the mm-space
(
X \
m⋃
i=1
Int A¯i, dX , µ
)
.
Defining a Borel measurable map ϕ : [0, 1]→ X by
ϕ(t) :=


φi(t) t ∈ Ii, i = 1, 2, · · · , m,
φ(t) t ∈ [0, 1] \
m⋃
i=1
Ii,
we see that the map ϕ is a parameter of (X, dX , µ). We take any n ≥ N . Take parameters
ψin : Iin → A¯i of i = 1, 2, · · · , m, of the mm-spaces (A¯i, dX , µn), and a parameter ψn :
[0, 1] \
m⋃
i=1
Iin → X \
m⋃
i=1
Int A¯i of the mm-space
(
X \
m⋃
i=1
Int A¯i, dX , µn
)
. We define a Borel
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measurable map ϕn : [0, 1]→ X by
ϕn(t) :=


ψin(t) t ∈ Iin, i = 1, 2, · · · , m,
ψn(t) t ∈ [0, 1] \
m⋃
i=1
Iim.
The map ϕn is a parameter of the mm-space (X, dX , µn) for each n ≥ N . Putting
Bn :=
m⋃
i=1
(Ii ∩ Iin), we have
L(Bn) =
m∑
i=1
L(Ii ∩ Iin) ≥
m∑
i=1
(µ(Ai)− ε/m) =
m∑
i=1
µ(Ai)− ε
= µ
( m⋃
i=1
Ai
)
− ε ≥ 1− 2ε.
For any s, t ∈ Bn, there exist j, k ∈ N such that 1 ≤ j, k ≤ m, s ∈ Ij∩Ijn, and t ∈ Ik∩Ikn.
Since ϕ(s), ϕn(s) ∈ A¯j, ϕ(t), ϕn(t) ∈ A¯k, and (2), we have∣∣ dX (ϕ(s), ϕ(t))− dX (ϕn(s), ϕn(t))∣∣ ≤ dX (ϕ(s), ϕn(s))+ dX (ϕ(t), ϕn(t)) ≤ 2ε.
Therefore, we obtain 1
(
(X, dX , µn), (X, dX , µ)
)
≤ 1(ϕ
∗
n dX , ϕ
∗
dX) ≤ 2ε. This com-
pletes the proof. 
Theorem 3.5 (Gromov, cf. [1, Section 31
2
.15, (3′b)]). 1(Xn, X) → 0 as n → ∞ if and
only if for any n ∈ N there exist a Borel measurable map pn : Xn → X, a Borel subset
X˜n ⊆ Xn, and a positive number εn satisfying the following conditions (1)− (4).
(1) εn → 0 as n→∞.
(2) µXn(Xn \ X˜n) ≤ εn for n = 1, 2, · · · .
(3) | dXn(x, y)− dX
(
pn(x), pn(y)
)
| ≤ εn for any x, y ∈ X˜n.
(4) The sequence {(pn)∗(µXn)}
∞
n=1 converges weakly to µX .
Proof. Assume that (1)− (4) holds. By virtue of Proposition 3.4, we have 1(Xn, X)→ 0
as n→∞.
Assume that 1(Xn, X) → 0 as n → ∞. Without loss of generality, we may assume
that µX(X) = µXn(Xn) = 1 for any n ∈ N. From the assumption, there exist parameters
ϕ : [0, 1]→ X ofX and ϕn : [0, 1]→ Xn ofXn, n ∈ N, such that 1(ϕ
∗
n dXn, ϕ
∗
dX)→ 0 as
n→∞. Hence, for each n = 1, 2, · · · , there exist εn > 0 and compact subset Kn ⊆ [0, 1]
satisfying the following conditions (1)′ − (4)′:
(1)′ εn → 0 as n→∞.
(2)′ L(Kn) > 1− εn.
(3)′ For any s, t ∈ Kn,
∣∣ dX (ϕ(s), ϕ(t))− dXn (ϕn(s), ϕn(t))∣∣ < εn.
(4)′ The maps ϕ|Kn : Kn → X and ϕn|Kn : Kn → Xn are continuous.
By (4)′, each set ϕn(Kn) is compact. For each n ∈ N, there exist ln ∈ N and a sequence
{Bin}
ln
i=1 of pairwise disijoint Borel subsets of Xn such that diamBni < εn for any i and
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ϕn(Kn) =
ln⋃
i=1
Bin. For each i, we fix a point pin ∈ Bin. Then there exist a point tin ∈ Kn
with pin = ϕn(tin). Put qin := ϕ(tin) ∈ X .
Claim 3.6. ϕ(Kn) ⊆
ln⋃
i=1
BX(qin, 2εn).
Proof. Take any q = ϕ(s) ∈ ϕ(Kn) with s ∈ Kn. Since ϕn(s) ∈ ϕn(Kn) ⊆
l⋃
i=1
BXn(pin, εn),
there exists 1 ≤ i ≤ ln such that dXn
(
ϕn(s), ϕn(tin)
)
< εn. Hence, by (3)
′, we have
dX(q, qin) = dX(ϕ(s), ϕ(tin)) < dXn(ϕn(s), ϕn(tin)) + εn < 2εn.
This completes the proof of the claim. 
We denote by q˜1n, q˜2n, · · · , q˜mnn the mutually different elements of {q1n, q2n, · · · , qlnn}.
Put
C1n := ϕ(Kn) ∩ BX(q˜1n, 2εn) \ {q˜2n, q˜3n, · · · , q˜mnn},
Cin := ϕ(Kn) ∩ BX(q˜in, 2εn) \
{ i−1⋃
j=1
(
BX(q˜jn, 2εn) \ {q˜in}
)
∪ {q˜i+1n, q˜i+2n, · · · , q˜mnn}
}
,
i = 2, 3, · · · , mn.
It is easy to see that q˜in ∈ Cin, ϕ(Kn) =
mn⋃
j=1
Cjn, Cin ∩Cjn = ∅ for i 6= j, and diamCin ≤
4εn. Take points x
0
n ∈ Xn for any n ∈ N and x
0 ∈ X . We define a Borel measurable map
pn : Xn → X by pn(xn) := qin if xn ∈ Bin and pn(xn) := x
0 if xn ∈ Xn \ϕn(Kn). For each
i = 1, 2, · · · , mn, we fix j with q˜in = qjn and put kn(i) := j.
Claim 3.7. The sequence {(pn)∗(µXn)}
∞
n=1 converges weaky to the measure µX .
Proof. Let g : X → R be any bounded uniformly continuous function and put M :=
sup
x∈X
|g(x)|. We shall prove
∫
Xn
(g ◦ pn)(xn) dµXn(xn) →
∫
X
g(x) dµX(x) as n→∞.
Since∫
Xn
(g ◦ pn)(xn) dµXn(xn) =
∫ 1
0
(g ◦ pn ◦ ϕn)(s) dL(s)
=
∫
Kn
(g ◦ pn ◦ ϕn)(s) dL(s) +
∫
[0,1]\Kn
(g ◦ pn ◦ ϕn)(s) dL(s),
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we get
∣∣∣ ∫
Xn
(g ◦ pn)(xn) dµXn(xn)−
∫
Kn
(g ◦ pn ◦ ϕn)(s) dL(s)
∣∣∣
≤
∫
[0,1]\Kn
|(g ◦ pn ◦ ϕn)(s)| dL(s) ≤ Mεn.
Similary, we have
∣∣∣ ∫
X
g(x) dµX(x)−
∫
Kn
(g ◦ ϕ)(s) dL(s)
∣∣∣ ≤Mεn.
Since for any s ∈ ϕ−1n (Bin) ∩ ϕ
−1(Cjn)
dXn(ϕn(s), pin) ≤ εn and dX(ϕ(s), q˜jn) ≤ 2εn,
we obtain
dX(ϕ(s), qin)
≤ dX(ϕ(s), q˜jn) + | dX(q˜jn, qin)− dXn(ϕn(s), pin)|+ dXn(ϕn(s), pin)
< 2εn + | dX(q˜jn, qin)− dXn(pkn(j)n, pin)|+ dXn(pkn(j)n, ϕn(s)) + εn
< 4εn + dXn(pkn(j)n, ϕn(s))
< 4εn + dX(q˜jn, ϕ(s)) + εn ≤ 7εn.
Since g is uniformly continuous function on X , for any ε > 0 there exists δ > 0 such that
|g(x)− g(y)| < ε for any x, y ∈ X with dX(x, y) < δ. Hence for any n ∈ N with 7εn < δ,
we have |g(qin)− g(ϕ(s))| < ε, which implies that
∣∣∣ ∫
Kn
(g ◦ pn ◦ ϕn)(s) dL(s)−
∫
Kn
(g ◦ ϕ)(s) dL(s)
∣∣∣
≤
ln,mn∑
i,j=1
∫
ϕ−1n (Bin)∩ϕ−1(Cjn)∩Kn
|g(qin)− g(ϕ(s))| dL(s)
< ε
ln,mn∑
i,j=1
L(ϕ−1n (Bin) ∩ ϕ
−1(Cjn) ∩Kn) = εL(Kn) ≤ ε.
A NOTE FOR GROMOV’S DISTANCE FUNCTIONS ON THE SPACE OF MM-SPACES 17
Therefore, we obtain∣∣∣ ∫
Xn
(g ◦ pn)(xn) dµXn(xn)−
∫
X
g(x) dµX(x)
∣∣∣
≤
∣∣∣ ∫
Xn
(g ◦ pn)(xn) dµXn(xn)−
∫
Kn
(g ◦ pn ◦ ϕn)(s) dL(s)
∣∣∣
+
∣∣∣ ∫
Kn
(g ◦ pn ◦ ϕn)(s) dL(s)−
∫
Kn
(g ◦ ϕ)(s) dL(s)
∣∣∣
+
∣∣∣ ∫
Kn
(g ◦ ϕ)(s) dL(s)−
∫
X
g(x) dµX(x)
∣∣∣
≤ 2Mεn + ε.
This completes the proof of the claim. 
For any x ∈ Bin, y ∈ Bjn, we obtain
| dXn(x, y)− dX(pn(x), pn(y))|
= | dXn(x, y)− dX(qin, qjn)|
≤ | dXn(x, y)− dXn(pin, pjn)|+ | dXn(pin, pjn)− dX(qin, qjn)|
≤ dXn(x, pin) + dXn(y, pjn) + | dXn(pin, pjn)− dX(qin, qjn)|
< 2εn + εn
= 3εn.
Therefore, we have complete the proof of Theorem 3.5. 
Modifying the proof of Theorem 3.5, we get the following corollary:
Corollary 3.8. Let X and Xn, n ∈ N, be compact mm-spaces. Assume that X =
SuppµX , Xn = SuppµXn, and µX(X) = µXn(Xn) for any n ∈ N. Then, the sequence
{Xn}
∞
n=1 converges to X with respect to 0 if and only if {Xn}
∞
n=1 converges to X in the
sense of the measured Gromov-Hausdorff convergence.
Combining Proposition 3.1 and Theorem 3.5, we get the following corollary:
Corollary 3.9. Assume that λ(X, Y ) = 0. Then, two mm-spaces X and Y are isomor-
phic to each other.
4. Stability of homogenuity
We say that an mm-space X Lipschitz dominates an mm-space Y and write X ≻ Y if
there exist 1-Lipschitz map p : SuppµX → SuppµY and c ≥ 1 such that p∗(µX) = cµY .
Theorem 4.1 (Gromov, cf. [1, Section 31
2
.15, (b)]). Assume that λ(Xn, X), λ(Yn, Y )→
0 as n→∞ and Xn ≻ Yn for any n ∈ N. Then we have X ≻ Y .
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Proof. Without loss of generality, we may assume that µXn(Xn) = µYn(Yn) = µX(X) =
µY (Y ) = 1, X = Supp µX , Y = Supp µY , Xn = Supp µXn, and Yn = Supp µYn for any
n ∈ N. From the assumption, for any n ∈ N there exists a 1-Lipschitz map fn : Xn → Yn
such that (fn)∗(µXn) = µYn. By using Theorem 3.5, for any n ∈ N there exists a Borel
measurable map qn : Yn → Y , a compact subset Y˜n ⊆ Yn, and εn > 0 such that
(1) εn → 0 as n→∞,
(2) µYn(Yn \ Y˜n) ≤ εn for n = 1, 2, · · · ,
(3) | dYn(x, y)− dY
(
qn(x), qn(y)
)
| ≤ εn for any x, y ∈ Y˜n,
(4) The sequence {(qn)∗(µn)}
∞
n=1 converges weakly to µY .
From now on, we define a Borel measurable map pn : X → Xn as follows: Since
1(Xn, X) → 0 as n → ∞, there exists a parameter ϕn : [0, 1] → Xn and ϕ : [0, 1] → X
such that 1(ϕ
∗
n dXn , ϕ
∗
dX) → 0 as n → ∞. Hence, there exists a compact subset
Kn ⊆ [0, 1] and ε
′
n > 0 satisfying the following properties (1)
′ − (4)′:
(1)′ ε′n → 0 as n→∞.
(2)′ L(Kn) > 1− ε
′
n.
(3)′ For any s, t ∈ Kn,
∣∣ dXn (ϕn(s), ϕn(t))− dX (ϕ(s), ϕ(t))∣∣ < ε′n.
(4)′ The maps ϕn|Kn : Kn → [0, 1] and ϕn|Kn : Kn → [0, 1] are continuous.
By (4)′, the sets ϕn(Kn) ∩ f
−1
n (Y˜n) and X˜n := ϕ
(
Kn ∩ ϕ
−1
n
(
f−1n (Y˜n)
))
are compact. For
each n ∈ N, there exist ln ∈ N and a sequence {Cin}
ln
i=1 of pairwise disijoint Borel subsets
of X such that diamCin < εn for any i and X˜n =
ln⋃
i=1
Cin. For each i, we fix a point
qin ∈ Cin. Then there exist a point tin ∈ Kn ∩ ϕ
−1
n
(
f−1n (Y˜n)
)
with qin = ϕ(tin). Put
pin := ϕ(tin) ∈ X . Then, we get ϕn(Kn) ∩ f
−1
n (Y˜n) ⊆
ln⋃
i=1
BXn(pin, 2ε
′
n). We denote by
p˜1n, p˜2n, · · · , p˜mnn the mutually different elements of {p1n, p2n, · · · , plnn}. Put
B1n := ϕn(Kn) ∩ f
−1
n (Y˜n) ∩BXn(p˜1n, 2ε
′
n) \ {p˜2n, p˜3n, · · · , p˜mnn},
Bin := ϕn(Kn) ∩ f
−1
n (Y˜n) ∩ BXn(p˜in, 2ε
′
n)
\
{ i−1⋃
j=1
(
BXn(p˜jn, 2ε
′
n) \ {p˜in}
)
∪ {p˜i+1n, p˜i+2n, · · · , p˜mnn}
}
, i = 2, 3, · · · , mn.
It is easy to see that p˜in ∈ Bin, ϕn(Kn)∩ f
−1
n (Y˜n) =
mn⋃
j=1
Bjn, Bin ∩Bjn = ∅ for i 6= j, and
diamBin ≤ 4ε
′
n. Take points x
0
n ∈ Xn for any n ∈ N and x
0 ∈ X . We put pn(x) := pin
if x ∈ Cin and pn(x) := x
0 if x ∈ X \ X˜n. The same proof in Theorem 3.5 implies
the following: There exists a positive number δn > 0 such that δn → 0 as n → ∞,
µX(X \ X˜n) < δn, and
∣∣ dXn (pn(x), pn(x′))− dX(x, x′)∣∣ < δn for any x, x′ ∈ X˜n.
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Put gn := qn ◦ fn ◦ pn : X → Y . For any x, x
′ ∈ X˜n,
dY
(
gn(x), gn(x
′)
)
− dX(x, x
′) ≤
∣∣ dY (gn(x), gn(x′))− dYn ((fn ◦ pn)(x), (fn ◦ pn)(x′))∣∣
+ dYn
(
(fn ◦ pn)(x), (fn ◦ pn)(x
′)
)
− dX(x, x
′)
≤ εn +
(
dXn
(
pn(x), pn(x
′)
)
− dX(x, x
′)
)
+
(
dYn
(
(fn ◦ pn)(x), (fn ◦ pn)(x
′)
)
− dXn
(
pn(x), pn(x
′)
))
≤ εn + δn.
Hence, gn is a 1-Lipschitz up to (εn + δn) Borel measurable map.
Claim 4.2. The sequence {(gn)∗(µX)}
∞
n=1 converges weakly to the measure µY .
Proof. Let h : Y → R be any bounded uniformly continuous function on Y . We will prove
that ∫
X
(h ◦ gn)(x) dµX(x)→
∫
Y
h(y) dµY (y) as n→∞.
Since∫
Xn
(h ◦ qn ◦ fn)(xn) dµXn(xn) =
∫
Yn
(h ◦ qn)(yn) dµYn(yn)→
∫
Y
h dµY (y) as n→∞,
it suffices to prove that∣∣∣ ∫
X
(h ◦ gn)(x) dµX(x)−
∫
Xn
(h ◦ qn ◦ fn)(xn) dµXn(xn)
∣∣∣→ 0 as n→∞.
Put M := sup
y∈Y
|h(y)|. Take any ε > 0. We have
∣∣∣ ∫
X
(h ◦ gn)(x) dµX(x)−
∫
Kn∩ϕ
−1
n (f
−1
n (eYn))
(h ◦ gn ◦ ϕ)(s) dL(s)
∣∣∣
≤
∫
[0,1]\
(
Kn∩ϕ
−1
n (f
−1
n (eYn))
)M dL(s) < Mε
and ∣∣∣ ∫
Xn
(h ◦ qn ◦ fn)(xn) dµXn(xn)−
∫
Kn∩ϕ
−1
n (f
−1
n (eYn))
(h ◦ qn ◦ fn ◦ ϕn)(s) dL(s)
∣∣∣
≤
∫
[0,1]\
(
Kn∩ϕ
−1
n (f
−1
n (eYn))
)M dL(s) < Mε
for any suffieciently large n ∈ N. For any δ > 0, we put
ρh(δ) := sup{|h(u)− h(v)| | dY (u, v) < δ, u, v ∈ Y }.
Let ε′ > 0 with ρh(2ε
′) < ε. For any s ∈ Kn ∩ ϕ
−1
n (f
−1
n (Y˜n)) ∩ ϕ
−1(Ckn) ∩ ϕ
−1
n (Bjn), we
get dXn(ϕn(s), pkn) < ε
′ for suffieciently large n ∈ N by the same method of the proof in
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Theorem 3.5. Assume that x, y ∈ f−1n (Y˜n) and dXn(x, y) < ε
′. Then, for any suffieciently
large n ∈ N, we have
dY
(
(qn ◦ fn)(x), (qn ◦ fn)(y)
)
≤ dYn
(
fn(x), fn(y)
)
+ εn ≤ dX(x, y) + εn < 2ε
′.
Hence, we get∣∣∣ ∫
Kn∩ϕ
−1
n (f
−1
n (eYn))
(
(h ◦ qn ◦ fn)
(
pn(ϕ(s))
)
− (h ◦ qn ◦ fn)
(
ϕn(s)
))
dL(s)
∣∣∣
≤
ln,mn∑
k,j=1
∫
Kn∩ϕ
−1
n (f
−1
n (eYn))∩ϕ−1(Ckn)∩ϕ
−1
n (Bjn)
∣∣∣(h ◦ qn ◦ fn)(pkn)− (h ◦ qn ◦ fn)(ϕn(s))∣∣∣ dL(s)
≤
ln,mn∑
k,j=1
∫
Kn∩ϕ
−1
n (f
−1
n (eYn))∩ϕ−1(Ckn)∩ϕ
−1
n (Bjn)
ρh(2ε
′) dL(s) ≤ ε.
This completes the proof of the claim. 
Combining Proposition 3.1 and Claim 4.2, we may assume that the sequence {gn}
∞
n=1
converges with respect to the distance function me1. Let g : X → Y be its limit. Then
this g is obviously a 1-Lipschitz map.
Claim 4.3. The sequence {(gn)∗(µXn)}
∞
n=1 converges weakly to the measure g∗(µX).
Proof. Let U ⊆ Y be any open subset. Put U(δ) := {y ∈ U | dY (y,X \ U) > δ} for any
δ > 0. For any ε > 0, there exists δ > 0 such that µX
(
f−1(U)
)
< µX
(
f−1(U(δ))
)
+ ε.
Therefore, we obtain
µX
(
f−1(U)
)
< µX
(
f−1(U(δ))
)
= lim sup
n→∞
µX
(
f−1(U(δ)) ∩ {x ∈ X | dY (fn(x), f(x)) < δ}
)
≤ lim inf
n→∞
µX
(
f−1n (U)
)
.
This completes the proof of the claim. 
Combining Claim 4.2 and Claim 4.3, we get g∗(µX) = µY . This completes the proof of
the theorem. 
Modifying the proof of Theorem 4.1, we get the following corollary:
Corollary 4.4. Assume that a sequence {Mn}
∞
n=1 of compact homogeneous Riemannian
manifolds convergence to an mm-space X with respect to the distance function λ and
X = SuppµX . Then, the limit space X is also homogeneous and every isometry g : X →
X satisfy g∗(µX) = µX .
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