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INTRODUCTION 
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Les systèmes d'informatique distribuée consti-
tuent un des plus importants développements de l'histoire de l' in-
formatique. Les progrès antérieurs dépendaient presque tous des 
motiva tiens technologiques. 
Les systèmes d'informatique distribuée reflètent 
une approche rationnelle de l'informatique et de ses. utilisations. 
En fait elle est 1 'expression d'un mode d'organisation entièrement 
nouveau, d'une maturité. 
L'informatique distribuée met l'accent sur la 
distribution des fonctions plutôt que sur les moyens. 11 n'est 
plus question de réformer l'organisation de l'entreprise pour 
l'adapter au schéma des ressources informatiques. 
Aujourd'hui l'informatique peut de ce point 
de vue être neutre, transparente. Tous les schémas d 'informa tisa-
tien peuvent être réalisés, permettant tous les modes d 'organisa-
tion du travail, jusqu'à la convialité la plus totale. 
La 
distribuée" aura sans 
encore mal l'ampleur. 
généralisation du phénomène "informatique 
doute des conséquences dont on mesure 
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Le mémoire comporte quatre parties : 
La première partie est consacrée à une étude 
des systèmes d'informatique distribuée. Un premier chapitre retrace 
l'évolution des SID (systèmes d'informatique distribuée). Le 
deuxième chapitre passe en revue les aspects économiques et orga-
nisationnels des S ID. Le troisième chapitre fournit quelques exem-
ples typiques d'utilisation de SID. Au terme de ces trois chapitres 
nous essayons de dégager les caractéristiques fondamentales des 
SID (chapitre 4). Les trois fonctions fondamentales découvertes 
dans les SID sont étudiées au chapitre S. En guise de complétude 
nous présentons quelques avantages et désavantages majeurs des 
SID (chapitre 6). 
La deuxième partie est consacrée à l'étude 
des relations entre l'architecture de réseau et le système d 'infor-
matique distribuée. Cette partie étudie la fonction de transport 
dans les SID et analyse certains produits d'architecture de système 
distribué et en particulier DSA (distributed systems architecture) 
de CI 1-Honeywell Bull qui est proche du système de référence pour 
l'interconnexion de systèmes ouverts ( ISO) que nous exposons suc-
cinctement au début de cette partie. 
La troisième partie a pour but d'étudier les 
problèmes rencontrés lors de la conception de SID, de dégager les 
éléments à prendre en compte et de trouver des méthodes adéquates 
de conception de S ID. 
La quatrième partie présente des outils d'aide 
à la conception de systèmes d' informatique distribuée, et en parti-
culier un outil qui, en partant d'une analyse conceptuelle et d'un 
ensemble d'applications, permet de dimensionner le réseau sur 
lequel elle doit être mise en oeuvre. Nous avons étudié ce type 
d'outil lors de notre stage chez C ll-HB à Pa ris. Cette étude a 
débouché sur la conception d'un outil automatisé. 
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PARTIE 1 LES SYSTEMES D'INFORMATIQUE DISTRIBUEE 
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INTRODUCTION 
Les systèmes d'informatique distribuée ou 
répartie ( 1) sont basés sur le principe de la distribution fonction-
nelle. Ceci implique que les trois fonctions fondamentales, à 
savoir les fonctions de traitement, de stockage (et de mouvement 
de données) sont réparties sur différents composants du système 
distribué. Ces composants peuvent être rapprochés des utilisateurs. 
Cette répartition des fonctions s'oppose à leur 
centralisation, où la capacité de traitement est concentrée au 
niveau d'un seul élément du système informatique. 
Pour comprendre les systèmes d'informatique 
distribuée, il est utile de retracer brièvement l'évolution des sys-
tèmes informatiques vers des systèmes distribués. Cette évolution 
de plus en plus rapide possède une composante économique et 
organisationnelle qu'il ne faut jamais perdre de vue. 
Une analyse des systèmes distribués existants 
montre qu'ils sont de nature multiple. Une classification de ces 
différents systèmes devrait faciliter la compréhension des problèmes 
rencontrés lors de leur étude. 
( 1) Certains auteurs ( 12) font la distinction entre les concepts 
d'informatique répartie et d'informatique distribuée. Le 
premier .concept concerne les systèmes où on se limite aux 
échanges de lots de données en différé avec le système central. 
Le deuxième vise les systèmes où on d i stribue davantage 
l' i~telligence machine de façon à permettre des traitements 
locaux. Dans la suit~ nous utiliserons indifféremment ces deux 
termes. 
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CHAPITRE 1 EVOLUTION VERS LES SYSTEMES D'INFORMATIQUE 
DISTRIBUEE 
1.1. INTRODUCTION 
Nous allons retracer les grandes lignes de 
l'évolution des systèmes informatiques vers les systèmes d' informa-
tique distribuée que l'on connaît actuellement. 
La plupart des auteurs ((Ml), (M2), (V2)) 
discernent quatre étapes essentielles dans cette évolution : 
1. connexion directe des terminaux à l 'ordina-
teur central 
2. apparition des concentra teurs 
3. apparition des frontaux 
4. réseaux "généraux" d'ordinateurs 
Nous commenterons brièvement ces quatre étapes. 
Le lecteur intéressé pourra trouver un examen succinct dans ( V2) 
et (A2), et des détails dans (Ml). 
1.2. EVOLUTION 
Les systèmes d'informatique distribuée ont fait 
leur apparition suite à une série de développements organisationnels 
logiquement distincts et non à eau.se d'une génération spontanée 
d'une certaine capacité de traitement. 
1.2.1. étape 1 connexion directe des terminaux à l'ordinateur 
central 
Les premiers systèmes informatiques ont été 
développés pour traiter des problèmes scientifiques. Les données 
du problème étaient introduites dans le système par l'intermédiaire 
de cartes perforées. Après le traitement (les calculs), les résultats 
étaient imprimés à la fin de la "tâche" (job). La nature de ces 
problèmes impliquait l'utilisation d'un système centralisé. 
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Lorsque ces ordinateurs évoluèrent pour fournir 
des services de traitement d'information plus complexes, les techni-
ques traditionnelles d'interaction avec l'ordinateur devinrent 
insuffisantes pour certaines classes d'utilisateurs. En effet, 
beaucoup d'environnements commerciaux nécessitent des systèmes 
de traitement avec lesquels l'utilisateur peut dialoguer. 
La réponse à ces besoins fut la connexion 
directe d'un terminal à l'ordinateur par des liaisons de données. 
Cette connexion avait le même statut que celle qui reliait les lec-
teurs de cartes, les unités de bandes magnétiques, etc à 
l'ordinateur (cfr figure 1). Désormais l'utilisateur pouvait deman-
der des services de traitement d'information sans devoir passer 
par l'intermédiaire de cartes perforées. Au terme du traitement, 
la réponse à la demande de l'utilisateur pouvait être lue directe-
ment à partir du terminal "interactif". 
La distribution des fonctions au sein d'un 
tel système informatique était simple 
le maximum dans le système central 
le minimum près du terminal 
figure 1. 
ORDINATEUR 
CENTRAL 
- puissance de traitement 
- mémoire interne étendue 
- mémoire externe illimitée 
- log i ciel de base développé 
LECTEUR DE 
CARTES 
PERFOREES 
IMPRIMANTE 
A LIGNE 
UNITE A BANDES 
MAGNETIQUES 
TERMINAL 
gestion des transmissions 
i nterface utilisateur 
Fonctions de l'ordinateur central 
- traitement des applications 
- stockage des données 
- partage des données et des 
r essources 
- contrôle d'accès 
- files d'attente 
- sauvegarde, reprise, reconfi-
guration 
- gestion des t erminaux 
- gestion des transmissions 
- protection des données 
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1.2.2. étape 2 apparition des concentrateurs 
Grâce à l'utilisation de plus en plus importante 
des lignes téléphoniques dans les systèmes informatiques, les 
utilisateurs éloignés purent profiter des services interactifs offerts 
par le système. 
Le nombre de terminaux augmentant, la con-
nexion directe des terminaux à l'ordinateur central devint problé-
matique 
- d'une part il y a les coûts résultant : 
* du matériel nécessaire à la connexion d'un 
terminal à l'ordinateur central 
* de la monopolisation de la puissance de l'or-
dinateur central 
* de la faible utilisation des lignes de trans-
mission 
- d'autre part la complexité d'une telle organisation entraîne une 
forte dégradation du temps de réponse du système. 
Le problème de la faible utilisation des lignes 
a déjà été partiellement résolu à l'étape 1 par l'utilisation de 
liaisons multipoints, malheureusement au détriment de l'ordinateur 
central qui a vu sa charge accrue par la gestion de ces liaisons. 
L'introduction des concentra teurs, la plupart 
du temps des miniordinateurs orientés vers les transmissions donc 
programmables et situés à proximité des terminaux, a permis 
d'apporter une . réponse satisfaisante à ces deux points. Les 
concentra teurs assurent au moindre coût les fonctions de communi-
cation et de transport. On a tiré parti des concentrateurs pour 
leur faire remplir certaines fonctions liées aux applications à côté 
des fonctions de concentration du trafic. 
ORO INA TEUR 
CENTRAL 
CONCENTRATEUR simple 
rapide 
décentralisé 
TERMINAUX 
Fonctions des concentrateurs 
- gestion des transmissions 
- gestion des terminaux 
- prétraitements 
- stockage des données et 
traitements 
- sauvegardes et reprises 
- transmission de fichiers 
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Fonctions de l'ordinateur central 
- traitements des applications 
- stockage des données 
- partage des ressources et des données 
- contrôle d'accès 
- files d'attente 
- sauvegardes, reprises 
- allègement de la gestion des terminaux 
1.2.3. étape 3 apparition des frontaux 
Comme nous l'avons vu dans les deux premières 
étapes, l'ordinateur central reste chargé des fonctions de gestion 
des transmissions avec les terminaux (étape 1) ou avec les concen-
trateurs (étape 2) au mqyen d'un contrôleur de communications 
câblé. 
L'apparition des miniordinateurs et l'expérience 
acquise avec les concentrateurs ont conduit à remplacer les contrô-
leurs de communication câblés par des contrôleurs programmés, dits 
processeurs frontaux ( front-end processors FEP). 
Ces frontaux, intimement reliés à l'ordinateur 
central par une interface rapide, le déchargent de fonctions telles 
que la gestion des transmissions. 
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Ils réalisent les fonctions de contrôle du réseau 
de télécommunication. Ils gèrent automatiquement les ordres 
d'entrées/sorties vers les différentes stations du réseau. 
Les programmes fournis par le système pour 
gérer les échanges avec les terminaux et rendre les programmes 
d'application indépendants de caractéristiques physiques des appa-
reils sont exécutés dans le frontal. Celui-ci gère également les 
incidents liés aux transmi~sions. 
Un processeur frontal constitue une extension 
du central dans lequel les opérations de gestion sont décentralisées . 
L'utilisation d'un frontal accroît la performance globale du système 
et autorise une souplesse dont on ne dispose pas avec un contrôleur 
câblé. 
Le fait que le frontal soit programmable permet 
de modifier les procédures de transmission en fonction des caracté-
ristiques du réseau sans avoir à modifier le logiciel implanté au 
central. 
ORDINATEUR 
CENTRAL 
FRONTAL 
CONGE NTRA TEUR 
simple 
rapide 
TERMINAUX 
Fonctions de l'ordinateur central 
- traitement des applications 
- stockage des données 
- partage des ressources et des données 
- contrôle d'accès 
- files d'attente 
- sauvegardes, reprises 
- gestion des terminaux 
Fonctions du frontal : 
- gestion des transmissions 
- fonctions d'un concentrateur 
- gestion de files d'attente 
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1.2.4. étape 4 réseaux généraux d'ordinateurs 
Dans les trois premières étapes, le système 
"téléinformatique" a une structure étoilée autour de l'ordinateur 
central, ce qui est caractéristique d'un système initialement cen-
tralisé qui se décentralise lentement. Dans cette dernière étape, 
nous allons prendre en compte deux phénomènes qui ont permis de 
généraliser la notion de système d'informatique distribuée. 
L'avènement des micro-ordinateurs et des 
terminaux intelligents a créé des possibilités d'utiliser des ordina-
teurs dans les environnements les plus divers, tout en assurant 
une exploitation économique. Maintenant les utilisateurs peuvent 
mettre en oeuvre un certain nombre de fonctions, à des prix inté-
ressants, à tous les niveaux d'une organisation. 
Cette possibilté d'installer l'ordinateur à 
proximité des utilisateurs a entraîné rapidement une période de 
décentralisation. Cette décentralisation a pour conséquence que 
des entreprises se retrouvent avec quelques gros systèmes (tels 
qu'on les a vus aux étapes 1 à 3), auxquels s'ajoutent les nou-
veaux mini et micro-ordinateurs souvent de constructeurs différents. 
La gestion des entreprises réclame un contrôle 
centralisé, et le fait de permettre aux mini et micro-ordinateurs 
d'accéder à la base de données centralisée de 1 'organisa tien exerce 
une pression pour connecter les miniordinateurs à l'ordinateur 
central. 
Dans les réseaux généraux d'ordinateurs 
- un terminal peut accéder à différents ordinateurs pour bénéficier 
d'une variété de services 
- les communications entre ordinateurs permettent de réaliser des 
applications d'informatique distribuée 
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transmission des 
données 
commutation 
H ordinateur de traitement H 
C concentrateur 
L'idée de la répartition des fonctions n'est 
pas sans incidence sur l'architecture du réseau, qui peut elle-même 
avoir un caractère centralisé ou décentralisé. 
l'architecture hiérarchique centralisée permet au calculateur 
frontal d'optimiser le trafic total de messages qu'un réseau de 
lignes à débit donné peut supporter, ce qui donne l'occasion 
à l'utilisateur de faire des économies en coût de location des 
lignes spécialisées. 
- l'architecture décentralisée maillée (cfr exemple schéma ci-dessus) 
ne permet pas une telle optimisation car aucun contrôleur de 
noeud de réseau ne peut prévoir les messages qui lui seront 
envoyés par d'autres contrôleurs de noeud. Par contre ces 
réseaux offrent en général une ou plusieurs voies possibles pour 
le routage adaptatif des messages, permettant aux contrôleurs 
de noeud d'équilibrer le trafic sur le réseau entier. 
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CHAPITRE 2 ASPECTS ECONOMIQUES ET ORGANISATIONNELS DES 
SYSTEMES D'INFORMATIQUE DISTRIBUEE 
2.1. INTRODUCTION 
Contrairement à ce qu'on vient de voir, ce 
ne sont pas uniquement les progrès constants de la technologie 
qui ont contribué à l'essor des systèmes d'informatique distribuée, 
mais c'est l'apparition d'un mode nouveau d'organisation des 
entreprises qui, en utilisant les nouvelles technologies puissantes, 
explique l'évolution rapide de l'informatique distribuée. 
2.2. CENTRALISATION ET DECENTRALISATION 
Dans un système centralisé, les moyens de 
traitement et de stockage se trouvent situés dans un même lieu. 
Des terminaux géographiquement dispersés dialoguent avec le 
système central. 
Dans un tel contexte, l'ordinateur central doit 
être pourvu d'un logiciel de base très élaboré. En éffet, il doit, 
d'une part, assurer le contrôle du partage des ressources du 
système et, d'autre part, supporter des défaillances partielles en 
mettant en oeuvre des mécanismes de reconfiguration automatique. 
Ceci explique que, de plus en plus, les chefs d'entreprise se sont 
plaints de la lourdeu~ de leur système d'information et de la 
lenteur qu'implique toute modification de procédure. 
Comme alternative à de telles structures appa-
raît actuellement la tendance à la décentralisation. Celle-ci repose 
sur le principe que toute cellule de travail d'une entreprise doit 
a voir les moyens d'assurer sa gestion, moyens qu'elle ne partage 
pas avec une autre unité. 
Dans de telles architectures le traitement et 
le stockage de l'information, eux-même placés plus près des utili-
sateurs, sont éclatés sur plusieurs ordinateurs plus petits ou sur 
des terminaux intelligents qui peuvent échanger des données entre 
eux par l'intermédiaire de moyens de communication. La dispari-
tion du système central introduit un autre type de complexité dans 
la mesure où il faut malgré tout veiller à assurer au système 
global sa cohérence et sa cohésion, mais les services offerts sont 
probablement meilleurs. 
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Certains auteurs (V2) considèrent les systèmes 
semi-centralisés comme une solution intermédiaire entre les deux 
extrêmes évoqués ci-dessus. Les caractéristiques essentielles sont 
la saisie autonome de l'information, un premier traitement éventuel 
sur le site distant, le transfert depuis ce site vers le système 
central où l'information sera à nouveau traitée et/ou exploitée par 
d'autres utilisateurs. 
2.3. MOTIVATIONS A LA DECENTRALISATION 
Des considérations d'ordre économique .et 
organisationnel ont favorisé le partage des capacités d'un système 
central parmi un nombre important d'utilisateurs. 
Actuellement les progrès technologiques, et 
en particulier la percée des microprocesseurs, permettent d'atteindre 
une capacité de traitement et une intelligence inespérées avec des 
organes de prix très peu élevé qu'on peut donc répartir en de 
nombreux points d'une organisation ou rendre accessibles à de 
très petits budgets. 
Les progrès technologiques récents contribuent 
à une disponibilité croissante des moyens de communication et de 
télétraitement, et au développement d'une nouvelle organisation 
du logiciel. Ainsi purent être jetées les bases de la distribution 
de 1' informatique. 
Conjointement à cette avance technologique, 
on peut observer dans beaucoup d'entreprises le désir ou la 
nécessité de décentraliser l'organisation. Le phénomène de décen-
tralisation demande une description succincte de l'environnement 
socio-économique des entreprises. 
la décentralisation 
D'après F. Dalle 
des organisations" 
(Dl), aujourd'hui "faire de 
est un objectif prioritaire. 
Actuellement un plus grand nombre d'employés 
d'une entreprise peuvent, veulent, doivent être des décideurs, 
c'est-à-dire qu'ils peuvent, veulent et doivent s'exprimer, s' impli-
quer et se réaliser plus complètement dans leurs tâches quotidiennes. 
- Premièrement, aujourd'hui un plus grand nombre de membres de 
l'entreprise peuvent être des décideurs. Ceci est une conséquence 
de l'élévation généralisée du niveau d'éducation des gens. 
- Deuxièmement, aujourd'hui un nombre croissant de membres de 
l'entreprise veulent donc être des décideurs, mais il faut recon-
naître que l'entreprise se révèle souvent incapable de leur offrir 
des responsabilités à la mesure de leurs capacités. 
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- Troisièmement, aujourd'hui il se trouve que l'entreprise a inté-
rêt à remettre en cause les principes tayloriens d'organisation 
et à faire en sorte qu'un plus grand nombre de ses membres 
soient réellement des décideurs. Il s'avère que les grandes 
organisations centralisées sont beaucoup plus vulnérables que 
les petites aux turbulences qui dominent désormais l'environne-
ment des entreprises. Or, dans le contexte économique actuel, 
il devient essentiel que l'entreprise fasse preuve de souplesse 
et de rapidité de réaction, de flexibilité pour s'adapter aux 
turbulences, et se montrer créative et innovatrice pour anticiper 
les changements et survivre. Les schémas traditionnels ( taylo-
riens) ont fait la preuve de leur efficacité dans la phase de 
croissance relativement facile et rapide que nous avons · connue 
depuis la seconde guerre mondiale s'ils ont donné aux 
entreprises une organisation pour aller vite, loin et tout droit, 
ils se sont montrés insuffisants face à l'évolution économique 
actuelle. 
Pour remédier à cette situation, il faut prendre 
le contre-pied des méthodes 
jusqu'ici. Il faut faire du 
qu'il faut entre autres : 
d'organisation qui 
taylorisme à l'envers, 
- démassifier les structures de l'entreprise 
ont prévalu 
c'est-à-dire 
la décentraliser réellement ; c'est-à-dire créer des cellules plus 
autonomes et de taille humaine qui rendent responsables le plus 
grand nombre possible d'hommes dans l'entreprise. 
- faire en sorte que toute la richesse informative qui existe dans 
l'écorce de l'entreprise, à la périphérie, vienne irriguer par 
induction les organes chargés de la stratégie. 
La technologie informatique actuelle est belle 
et bien capable de fournir les supports matériels nécessaires pour 
réaliser ces réorganisations des entreprises. 
On ne peut cependant pas généraliser ces 
nouvelles structures d'organisation, et, dans certains cas, le 
maintien d'une volonté de centralisation peut être un frein au choix 
de systèmes répartis qui menaceraient de remettre en question la 
structure des pouvoirs en place. 
La principale crainte dans un tel environnement 
est celle d'une décentralisation des décisions qui peut conduire 
à une anarchie et à une perte de contrôle par la direction. Pour 
garantir la cohérence des décisions, l'entreprise doit se doter de 
procédures claires et strictes. A cette crainte nous ajoutons celle 
de la perte de contrôle par la direction de l'informatique face 
à l'élaboration de logiciels de gestion parallèles et non compatibles 
les uns avec les autres et face à un parc d'équipements de plus 
en plus hétérogène. Ici aussi l'entreprise doit élaborer des stan-
dards afin de maintenir la cohérence souhaitée. 
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CHAPITRE 3 EXEMPLES DE SYSTEMES D'INFORMATIQUE DISTRIBUEE 
3.1. INTRODUCTION 
Dans ce chapitre nous décrivons 
nombre de systèmes typiques d'informatique distribuée, 
chacun un certain degré de distribution fonctionnelle. 
un certain 
présentant 
Les exemples se basent · sur des systèmes réels 
et sont présentés avec un minimum de détails pour que la généra-
lité des exemples ne soit pas perdue. 
Lors de l'analyse des exemples de systèmes 
d'informatique distribuée nous avons constaté que ces systèmes sont 
essentiellement inévitables. D'ailleurs la majorité des responsables 
de l'informatique ne se posent plus la question : "Faut-il installer 
des systèmes d'informatique distribuée ?", mais avant tout 
"Comment réaliser la meilleure installation de ces systèmes ?". 
3.2. SYSTEME D'ENREGISTREMENT DE COMMANDES 
Dans le système présenté ci-dessous par ( Bl), peu de fonctions 
ont été distribuées. 
T = terminaux 
I = imprimante partagée 
BDL = base de données 
locale 
contrôleur 
TTT 
BD 
l 
hôte central 
contrôleur 
TTT 
JD 
r 
L, 
BD 
centrale 
contrôleur 
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Dans ce système, un contrôleur de terminaux 
intelligent (mini/micro) est localisé au ni veau de chaque grappe 
de terrainaux. Ces terminaux relativement simples sont constitués 
par un clavier et un écran ( CRT). Dans cha que grapp e il y a 
un terminal à imprimante (hardcopy), partagé entre les terminaux 
à écran . 
Les contrôleurs sont programmés pour réaliser 
certaines fonctions d'entrée d e d onnées, notamment pour réaliser 
les formattages des diffé rents écrans. L'utilisateur doit simple-
ment remplir les zones non protégées. Le contrôleur assure le 
cont rôle de validité des données introduites et _signale immédiate-
ment toute erreur à l'utilisateur . 
Chaque transaction correcte est envoyée à 
l'ordinateur hôte. Chaque réponse de l'ordinateur hôte est 
formattée par le contrôleur de terminaux et sortie à l'écran 
approprié et/ou sur l'imprimante partagée. 
Si la connexion avec l'ordinateur hôte est 
perdue ( panne d'ordinateur, problèmes de lignes), le contrôleur 
peut s tocker localement des transactions sur son disque souple, 
tout en informant l'utilisateur du terminal du statut temporaire 
"off-li ne". 
Ces transactions accumulées sont envoyées ve r s 
l'ordinateur hôte dès qu 'un échç1.nge devie nt possible. Le contrô-
leur des terminaux sait c hanger entre différent s modes ( off-li ne/ 
local, on-line) selon les circonstances. 
Cet 
sy stè ri1e d' informatique 
d'entreprises. 
exemple est une illustration ré a liste d ' un 
distribuée qu'on retrouve d ans oeaucoup 
Un volume considérable de traitements a été 
enlevé de l'ordinateur hôte, et l e s fonctions qu 'on a distribuée s 
(contrôle de s terminaux, éditeur) correspondent le moins aux 
capacités de l'ordinateur hôte, et le plus aux ca paci tés des mini 
et micro-ordinateurs utilisés comme contrôleurs de terminaux . 
Ce typ e d e s y stème constitue un 
vers une distribution fon c tionnelle plus ir,1portant e . 
suivant serait que les contrôleurs traitent des 
l'application . 
premier 
Le 
éléments 
pas 
p as 
de 
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3.3. SYSTEME DE RESERVATION DE PLACES D'AVION 
Dans la majorité des systèmes de réservation 
de places d'avion et dans certains systèmes informatiques d 'orga-
nismes bancaires (ex Banque Internationale à Luxembourg, le 
Credito Italiano), on découvre un schéma de distribution hiérarchi-
que. 
Tout le traitement de l'information est centra-
lisé sur un site unique, d'habitude sur un gros ordinateur hôte 
secondé par un ordinateur en réserve. Ce deuxième ordinateur 
réalise normalement le traitement par lots, mais sert d'ordinateur 
de secours au premier, qui réalise les réservations proprement 
dites. Dans le cas d'une panne du premier ordinateur, le deuxième 
arrête ses traitements par lots et reprend les réservations. 
La distribution fonctionnelle concerne unique-
ment les fonctions de traitement du réseau. Le contrôle des 
terminaux (généralement un terminal non intelligent à CRT + 
clavier + imprimante) et des liens associés se fait dans les concen-
trateurs. Les terminaux sont connectés sur des lignes multipoint 
( multidrop), c'est-à-dire que plus d'un terminal est connecté à 
un seul lien afin de réduire le coût des liens. Les concentra teurs 
jouent aussi le rôle de multiplexeurs pour le trafic entre l 'ordina-
teur hôte et les terminaux, pour réduire les coûts des liens de 
transmission et aussi pour réduire la manipulation des communica-
tions au niveau de l'ordinateur hôte. 
hôte 2 
batch 
+ réseau 
(secours)-- ... -
' con trôleur 
T T T T 
B D 
centrale 
,.. 
' 
hôte 1 
réseau 
contrôleur 
concentrateur 
1 , T 
BiJ 
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On pourrait être tenté de qualifier cet exemple 
de "centralisé" plutôt que de "distribué". Cependant il s ' agit bien 
d'un système distribué certaines fonctions logiques ont été 
distribuées sur les concentrateurs. 
3.4. SYSTEME BANCAIRE 
Le système bancaire schématisé 
un système présentant à la fois une distribution 
hiérarchique des fonctions. 
TC 
B D 
ma î tre 
PS 
TC 
termin a ux 
h ôte central 
Ju 
TC TC 
I 1 
termi n au x 
BDl = ,1:Ja se de données locale - copie 
TC = contrôleur 
PS = p rocesseur sa tellite 
hôt e cen tral 
termi n a ux 
ci-dessous est 
horizontale et 
B D 
maître 
terminaux 
Le champ d'action de la banque est divisé 
en deux régions, chacune étant desservie par un ordinateur hôte 
de grosse taille. Chacun de ces hôtes se trouve à la racine d'une 
structure hiérarchique constituée par des processeu_rs satellites, 
des contrôleurs de terminaux et des terminaux. 
3D 
l 
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Chaque ordinateur satellite rend des services 
à une filiale ou à plusieurs filiales plus petites, physiquement 
proches les unes des autres. Chaque processeur satellite possède 
sa propre base de données locale contenant des informations sur 
les comptes des clients locaux réguliers. Ces données représentent 
une copie d'une partie des informations contenues dans la base 
de données principale maintenue sur les ordinateurs hôtes. 
Les contrôleurs de terminaux réalisent égale-
ment des fonctions relatives aux applications telles que le format-
tage des écrans, l'édition des données collectées avant de les 
envoyer à l'ordinateur satellite. 
Chaque satellite est équipé de programmes 
d'application capables de traiter toutes les transactions bancaires 
"normales" (par exemple dépôt et retrait d'argent) entrées par 
les terminaux locaux. Comme les autres transactions bancaires 
sont beaucoup plus complexes ( demande de prêt, etc), ces 
transactions sont traitées au niveau de l'ordinateur hôte. 
Ce système tire profit des structures d' utilisa-
tion de l'organisation par les clients, et il est adapté à cette 
structure. Par exemple le fait que les clients travaillent d' habitu-
de avec la filiale la plus proche de leur domicile permet de distri-
buer la base de données sur les filiales. 
Ce système tire également profit d'une structure 
naturelle des tra·nsactions. Un nombre élevé de transactions 
demandent un traitement peu compliqué et ainsi ce traitement est 
assuré par les ordinateurs satellites. Le nombre de transactions 
nécessitant un traitement plus complexe est beaucoup plus petit, 
ces traitements sont assurés par les ordinateurs hôtes. 
Trouver des structures de transactions et les 
exploiter durant la phase de conception des fonctions de traitement 
et de gestion des données est la base d'un système d'informatique 
dis tri buée performant. 
3.5. SYSTEMES BANCAIRES EVOLUES 
Le système informatique bancaire présenté ci-
après est celui de la Bank of Louiville, Kentucky (USA), par (El). 
Pour le traitement des données, · la banque utili-
se un ordinateur IBM 370 auquel sont connectés des terminaux qui 
se trouvent dans les divers services du siège central. Les filiales 
qui désirent obtenir des informations relatives aux états des 
comptes accèdent à l'ordinateur central par des unités "audio 
response". 
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Pour améliorer les services à la clientèle, 
notamment en ce qui concerne les prêts, la direction a décidé 
d'installer des micro-ordinateurs qui réduisent en même temps la 
dépendance des filiales de l'ordinateur central. 
La banque a acheté en tout 65 micro-ordina-
teurs Apple II + machine à écrire IBM modifiée, répartis dans le·s 
différentes filiales et départements. Ces ordinateurs réalisent 
actuellement quatre fonctions principales qui, avant, étaient 
réalisées par des calculatrices programmables ou de façon manuelle. 
La première fonction assurée par les micro-
ordinateurs concerne les calculs de paiement de prêts. Les micro-
ordinateurs ont avantageusement remplacé les calculatrices program-
mables p·arce ·qu'ils offrent une plus grande flexibilité aux 
utilisateurs. 
textes légaux grâce 
sur les Apple II. 
puissant. 
La deuxième fonction concerne l'édition de 
à des progiciels de traitement de texte tournant 
Les dactylos disposent ainsi d'un outil très 
rédaction des 
Les 
demandes 
micro-ordinateurs aident 
d'obtention de prêts, ce 
les clients à la 
qui constitue la 
troisième fonction. 
. La quatrième fonction concerne le calcul des 
taux d'intérêt. Les données générées lors de l'aide à la rédaction 
des demandes d'obtention de prêts sont envoyées au site central, 
où une batterie de 5 Apple 11 les reçoivent et les stockent sur 
disque souple. Les employés examinent les demandes et renvoient 
leurs décisions dans un délai très court. 
En face de cette structure flexible, le nombre 
d'applications nouvelles s'accroît rapidement. En fait ce système 
permet une introduction aisée de la bureautique. Il y a la possi-
bilité d' interconnecter le réseau classique et le réseau des micro-
ordinateurs, ce qui permet de faire tourner de nouvelles applica-
tions sur les micro-ordinateurs, de réduire en même temps la charge 
du réseau classique et de concevoir un système d'informatique 
distribuée original. 
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CHAPITRE 4 CLASSIFICATION ET CARACTERISTIQUES FONDAMENTALES 
DES SYSTEMES D'INFORMATIQUE DISTRIBUEE 
4.1. INTRODUCTION - LE CONCEPT FONDAMENTAL 
nous avons présenté Au chapitre précédent, 
quelques systèmes d'informatique distribuée 
la grande variété de SID, notre étude ne 
d'aboutir à une définition rigoureuse pour ces 
toute définition était ou bien trop restrictive 
(SID). Etant donné 
nous a pas permis 
systèmes. En effet, 
ou bien trop vaste. 
Cependant nous avons pu dégager l'idée de 
base des S ID, qui est celle de la distribution fonctionnelle. Les 
fonétions de transport,. de traitement et de stockage des données 
sont distribuées sur les différents composants du système. Ces 
composants sont localisés dans di vers sites logiques interconnectés 
(cfr figure ). 
La notion de distribution n'implique pas 
nécessairement la notion de distance géographique. Un site logique 
est un endroit conceptuel dans la structure du système. Certains 
protocoles et des données à traiter y sont associés. Le concept 
de site logique permet de définir une structure logique relativement 
indépendante des structures physiques environnantes. 
La distinction faite entre systèmes logiques 
et physiques est d'une importance capitale. En - effet, le dévelop-
pement d'un système logique est une réponse aux besoins organisa-
tionnels des entreprises, face à des changements perpétuels de 
leur environnement et de leur propre structure. 
La mise en oeuvre d'un SID à partir de ce 
schéma conceptuel est réalisée grâce à des mappings physiques 
en accord avec les contraintes technologiques actuelles. 
figure 
. - -- - - - - -- -, 
--------; ,. -- ... - - - ------ - - .. 
composant( s ) 
site logique 
1 
mécanisme de 
comm unication 
..-- -- . --- --:- ---,. 
• 
' 
1 
1 
t 
1 
1 
1 
comp osant ( s ) t 
1 
l 
t - - - - - • - - - • -- -·-- - --· 
composan t( s) 
site log ique 
' 
' 
canal de communica tion 
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4.2. CLASSIFICATIONS DES SYSTEMES D'INFORMATIQUE DISTRIBUEE 
Nous allons proposer deux classifications 
auxquelles on peut aboutir. La première classification est déduite 
d'une analyse superficielle des SID et se base avant tout sur la 
notion de types de systèmes. La deuxième nécessite une étude plus 
approfondie des SID. 
4. 2 .1. Classification par type 
La 
reprise par la majorité 
(Bl), (El), (E2), (T2). 
classification 
des auteurs 
que 
que 
nous présentons est 
nous avons consultés 
On peut distinguer trois types fondamentaux 
de systèmes d'informatique distribuée : 
les systèmes hiérarchisés 
- les réseaux constitués de processeurs ou de stations de travail 
qui coopèrent-
les systèmes départementaux "stand-alone" (indépendants) qui 
peuvent communiquer les uns avec les autres 
Dans un système du type hiérarchique, dont 
la structure logique est arborescente, un ou plusieurs ordinateurs 
ayant une responsabilité complète et générale sont situés au niveau 
de la racine de l'arbre. Ces ordinateurs reçoivent des messages 
en provenance de tous les autres ordinateurs du système. Aux 
feuilles de l'arbre logique nous retrouvons des composants à 
responsabilité limitée. Entre ces deux extrêmes se situent des 
composants avec un degré de responsabilité variable. 
Dans les systèmes de processeurs ou stations 
de travail coopérant, tous les processeurs se trouvent au même 
niveau logique. Chaque processeur peut solliciter des données 
ou des processus des autres processeurs. Chaque processeur 
dispose de certaines données et certains modules de traitement 
uniques. 
L'avènement des miniordinateurs durant les 
années 60 permit la localisation éco"nomique d'ordinateurs auprès 
des utilisateurs des services informatiques. Ainsi les organisations 
optant pour cette possibilité étaient décentralisées et on se trouvait 
en face d'une multitude de petits centres de calcul. Des entrepri-
ses se retrouvèrent avec différents types d'ordinateurs de différents 
constructeurs. 
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La nécessité de contrôle de ces centres de 
calcul et la possibilté de leur permettre l'échange de données a 
conduit vers des réseaux hétérogènes. Aujourd'hui les systèmes 
départementaux actuels résultent de décisions organisationnelles 
et doivent être indépendants tout en offrant la possibilté de commu-
nication entre les divers départements, y compris le centre de 
1 'entreprise. 
4.2.2. Classification par nature intrinsèque 
Cette classification est basée sur les quatre 
critères suivants : 
- le degré de couplage entre les composants 
- la structure des interconnexions 
- l'interdépendance des composants 
- la synchronisation entre les composants 
Ces critères sont appliqués au modèle de système vu (point 4.1/fig) 
4.2.2.1. le degré de couplage entre deux composants 
Ce degré de couplage peut_ être défini comme 
le rapport entre les données échangées et le volume des données 
traitées localement. Ainsi on peut déterminer trois types de 
systèmes : 
1. systèmes à couplage faible entre les composants 
Ces systèmes utilisent des canaux de communication qui peuvent 
atteindre une capacité de quelques Kbits par seconde 
2. systèmes à couplage prononcé 
Ici le canal de communication présente une capacité comparable 
à celle des taux de transfert des unités de mémoire secondaire 
( systèmes localement distribués) 
3. systèmes à couplage , fort 
Ces systèmes sont avant tout des systèmes multiprocesseurs et 
des systèmes virtuellement distribués 
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4.2.2.2. la structure d'interconnexion (anglais : shape) 
du système, 
de routage. 
et 
Ce critère est basé 
en particulier sur les 
sur la structure logique 
stratégies d'adressage et 
1. structures à interconnexions directes 
1.1. Chaque paire de composants communiquant possède un moyen 
de communication dédié. 
exemples * structure à interconnexion totale (graphe total) 
Çl 
* structures en boucles 
1.2. Les moyens de communication sont partagés parmi tous les 
composants. 
exemple structure locale en bus ( anglais peer systems) 
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2. interconnexions indirectes entre les compos~~!_~ 
2.1. Routage central des messages 
exemples typiques 
commutateur central. 
être une bouc le. 
les réseaux en forme d'étoile avec un 
Remarquons que chaque branche peut 
1 \commutateur 6 central 
2.2. Routage non centralisé 
* il y a les réseaux avec un chemin possible et unique par 
paire de composants communiquant 
exemple : les réseaux arborescents 
* il y a les réseaux où plusieurs chemins de communication 
sont possibles entre deux composants 
exemple structure d'interconnexion n-cubique ( boolean 
cube) 
5....,_ _ _..I _ _.., 
,." 
s 
,, 
,, 
1 
1 
f 
1~--,, 
réseaux irréguliers 
n = 8 
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4.2.2.3. interdépendance des composants 
Les composants sont fortement interdépendants 
si l'opéra tien de l'un d'entre eux dépend de l'opération correcte 
et réussie de l'autre ( des autres). 
Les composants sont faiblement interdépendants 
si la panne de l'un des composants ne met pas en question les 
opérations des autres. Un tel comportement de systèmes est atteint 
au moyen de redondances. Ainsi on aboutit à des systèmes haute-
ment disponibles avec des dégradations légères lors de pannes 
partielles. 
4.2.2.4. synchronisation entre composants 
La plupart des systèmes d'informatique distri-
buée sont asynchrones, dans la mesure où chaque composant 
travaille à son propre rythme. La vitesse du système global est 
déterminée par la vitesse du composant le plus lent. Dans un tel 
système, le mécanisme de communication doit fournir les moyens 
pour corréler les différentes vitesses des di vers composants. 
mesure où il y a 
synchronisation est 
unique. 
D'autres systèmes sont synchrones, dans la 
des relations fixes entre les composants. La 
possible et est maintenue par une horloge 
4.3. CARACTERISTIQUES DES SYSTEMES D'INFORMATIQUE DISTRIBUEE 
Dans cette partie nous allons rappeler de 
façon succincte les caractéristiques principales des SID qui sont 
énumérées par la plupart des auteurs ((Ll), (B2), (V2)). 
En général, un système d'informatique distribuée 
- est constitué d'un ensemble de composants présentant chacun une 
certaine. capacité de traitement et un certain degré d'intelligence. 
présente une image plus ou moins unique, c'est-à-dire l' architec-
ture du système est plus ou moins transparente pour l'utilisateur. 
- Les composants sont électroniquement interconnectés selon diffé-
rentes structures par des lignes téléphoniques, lignes spécialisées 
ou par voie hertzienne. Ces interconnexions sont plus ou moins 
flexibles selon la modularité du système. 
- Ces composants sont interdépendants et les interactions entre 
eux sont significatives. 
- Lors de la conception d'un S1D, l'utilisateur est en présence 
d I un nombre élevé d' alternatives. 
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CHAPITRE 5 STRUCTURES FONDAMENTALES DES SYSTEMES 
D'INFORMATIQUE DISTRIBUEE 
5.1. INTRODUCTION - LES TROIS FONCTIONS FONDAMENTALES 
Tout système distribué comporte trois fonctions : 
traitement, stockage et mouvement des données. Toutefois, chaque 
système peut a voir une combinaison différente de centralisation 
ou de distribution de ces fonctions. · Par exemple, le traitement 
et le stockage des données peuvent rester centralisés, tandis que 
la transmission est distribuée. 
Après quelques exemples de combinaisons de 
ces fonctions, nous verrons dans les autres parties de ce chapitre 
comment distribuer ces trois fonctions. 
Exemples de combinaisons de ces trois fonctions 
- traitement et stockage centralisés, mouvement distribué 
Le système central réalise les traitements, et la base de données 
qui y est localisée est commune à toute l'entreprise. Les points 
d'accès sont décentralisés. 
avantages : * contrôles bien définis 
incon vén ien ts 
* bonne communication des informations 
* centres éloignés sous la dépendance du siège 
central 
* coûts de communication élevés 
* besoins régionaux difficilement couverts 
- on délègue certaines fonctions de traitement dans les centres 
régionaux 
avantages 
incon vén ien ts 
décharger le siège 
permettre ainsi de 
l'activité 
central de certains travaux et 
faire face à une expansion de 
* problème de contrôle des informations 
problème de synchronisation des traitements 
( si deux processus situés sur des sites diffé-
rents coopèrent) 
* problème de développement de logiciel (certains 
sites pouvant être autonomes pour le dévelop-
pement de programmes, cela cause des problè-
mes d'uniformité du logiciel) 
BD 
régionale 
B 
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- le traitement et le stockage sont effectués sur les centres régio-
naux. Le siège central assure la coordination mais de nombreu-
ses fonctions sont exécutées localement. 
Les avantages et inconvénients du point précédent sont d'autant 
plus applicables ici. 
5.2. STRUCTURE DE TRAITEMENT DISTRIBUE 
Il y a deux structures de base de traitement 
distribué distribution horizontale et hiérarchique. Celles-ci 
peuvent également être combinées. 
5.2.1. Traitement distribué horizontalement 
La distribution horizontale du traitement 
implique l'interconnexion d'au moins deux composants qui sont 
équivalents d'un point de vue logique. Point de vue logique ne 
veut pas dire égal physiquement, en capacité, ou en fonctionnali-
tés, mais cela veut dire qu'aucun composant n'exerce un contrôle 
sur aucun autre. 
Exemple : trois sites régionaux 
hôte régional 
B 
ville B 
ville A 
hôte régional 
A 
B D 
régionale 
A 
hôte régional 
C 
ville C 
B D 
régi.orale 
C 
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Les ordinateurs hôtes sont interconnectés pour 
- l'échange de données : 
produire des rapports sur l'ensemble du système, nécessitant 
donc des données de tous les hôtes 
la répartition de la charge de travail 
distribuer un travail sur un certain nombre de processeurs, afin 
d'avoir la meilleure utilisation possible des ressources de traite-
ment disponibles 
le partage des ressources 
des ressources non présentes 
être utilisées par les autres 
régionales , ou un appareil 
laser) 
sur tous les hôtes peuvent ainsi 
( par exe171ple les bases de données 
coûteux comme une imprimante à 
Les système s horizontaux résultent souvent de 
l'interconnexion d'ordinateurs jadis indépendants ( stand-alone). 
Les hôtes connectés peuvent être de différents modèles ou contruc-
teurs. Leur capacité de coopérer pour une répartition de la charge 
de travail peut donc être lil7litée par leurs incompatib ilités. 
S.2.2. Traitement distribué hiérarchiquement 
Comme son nom l'indique, la structure des 
relations entre les composants du système di stribué forme une 
hiérarchie . Cela implique une distribution verticale des fonctions 
de traitement parmi une grande variété de composants .gros 
ordinateurs, m1n1 ou micro-ordinateurs, ainsi que des terminaux. 
On remplace une augmentation des capacités de traitement de l'ordi-
nateur hôte par des terminaux intelligents ou des processeurs 
satellites plus proches des utilisateurs. 
Exe mple : 
hôte 
satellite sa tellite 
....._ 
contrôleur contrôleur contrôleur con trôleur 
I I 
termina ux terminaux terminaux terminaux 
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Dans cet exemple, la structure hiérarchique 
a trois niveaux d'intelligence. 
Une règle de base pour la conception de ces 
systèmes est de répartir le traitement dans la hiérarchie de manière 
à a voir le meilleur rapport coût/performances 
les fonctions qui sont souvent employées et qui demandent une 
réponse rapide seront aussi proches que possible de l'utilisateur 
les fonctions moins souvent demandées et/ou avec une réponse 
moins rapide seront plus proches du centre 
Cette allocation de fonctions dans un système 
distribué de manière hiérarchique conduit à l'observation que plus 
on descend dans la hiérarchie, plus les composants sont spécialisés. 
5.2.3. Traitement distribué de manière hybride 
Certains systèmes distribués complexes combi-
nent les distributions horizontale et hiérarchique des fonctions de 
traitement. 
Exemple : 
hôte hôte 
satellite sEÉellite satell:ite satellite 
\ \ \ 
Qu'un système distribué comporte une ou 
plusieurs hiérarchies peut dépendre de la dispersion géographique 
des activités, des applications et/ou de l'organisation de l'entre-
prise. 
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Si les activités de l'entreprise sont géographi-
quement rassemblées, le système distribué comportera généralement 
une seule hiérarchie. · Par contre, des activités géographiquement 
dispersées peuvent créer des hiérarchies multiples, une par site. 
L'interconnexion de ces hiérarchies permettra alors l'échange de 
données, la répartition de la charge de travail et/ou le partage 
des ressources. 
Si l'application supportée par le système 
distribué est relativement ou entièrement isolée des autres appli-
cations de l'entreprise, alors elle sera supportée par une seule 
hiérarchie. Cependant des applications dépendant d'autres appli-
cations informatisées sont mieux servies par des hiérarchies 
distinctes liées. 
Si l'organisation de l'entreprise est centrali-
sée, le système comportera une seule hiérarchie. Si elle a de 
multiples sous-di visions semi-indépendantes, chacune peut consister 
en une hiérarchie. Celles-ci seront interconnectées si c'est 
nécessaire. 
Cette flexibilité de la structure de traitement, 
en opposition avec les structures rigides et centralisées les plus 
utilisées jusqu'ici, rend le système d'information le plus proche 
possible de l'utilisateur. 
5.3. STRUCTURE DE STOCKAGE DISTRIBUE 
La distribution des fonctions de traitement 
des données entraîne souvent la distribution du stockage de ces 
données. 
Il y a deux structures de base, proposées par 
( Bl), pour la distribution des bases de données structure 
partitionnée et répétée. 
5 .3 .1. Bases de données partitionnées 
Une base de données conceptuelle est une 
collection de toutes les données qui intéressent une entreprise. 
Une base de données partitionnée est creee quand la base de 
données conceptuelle est divisée en parties non redondantes, et 
répartie sur plusieurs processeurs d'information. 
Une base de données partitionnée consiste donc 
en des données non redondantes, chaque partition étant stockée 
à un seu 1 endroit. 
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Les méthodes selon lesquelles une base de 
données est partitionnée sont liées à la structure de traitement 
de 1' information. Dans beaucoup de cas, les fonctions de traitement 
sont situées aussi près que possible de l'utilisateur, ce qui 
entraîne souvent le mouvement des bases de données qui supportent 
ces fonctions. 
Les bases de données peuvent être partitionnées 
de plusieurs man1eres géographiquement, hiérarchiquement ou 
selon un but de sécurité et de confidentialité. 
5.3.1.1. bases de données partitionnées géographiquement 
Cette méthode est utilisée pour les structures 
de traitement distribué de man1ere horizontale. A chaque hôte 
équivalent (dans le sens vu plus haut) est associée une base de 
données. 
Mais elle n'est adéquate que s'il y a un 
regroupement géographique des accès à la base de données, la 
majorité des accès doivent provenir du site même où elle est située. 
Si ce n'est pas le cas, donc si l'accès à la base de données 
provient de manière équivalente de tout point géographique, alors 
cette partition va entraîner un trafic trop important entre les 
hôtes. 
5.3.1.2. bases de données partitionnées hiérarchiquement 
Il est également possible de distribuer les 
données selon la hiérarchie de traitement. Une partie de la base 
de données est rattachée à l'ordinateur hôte. Chaque satellite 
a sa propre partition de la base de données. Il n'y a aucune 
répétition d'information dans ces partitions. Tou tes ces bases de 
données partitionnées rassemblées forment la base de données 
conceptuelle. 
Les relations entre les sites permettent à 
chaque processeur d'accéder aux données des autres sites, sous 
r.éserve de contrôles de sécurité et de confidentialité. 
Exemple : 
données A t----t processeur division 
A 
hôte 
niveau 
central 
données 
cen tra1=s 
processeur 
division 
B 
i,..---t données 
B 
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Chaque division agit comme une entreprise 
indépendante. Elles envoient chacune des données au niveau 
central, mais il n'y a pas d'échange entre divisions. Les données 
ne sont échangées que verticalement, et pas horizontalement. Il 
n'y a aucune raison technique à ce manque d'échanges de manière 
horizontale, et c'est très concevable qu'il y ait des échanges entre 
divisions. Mais pour des raisons de sécurité et de confidentialité, 
chaque division veut protéger ses informations et les partager 
uniquement avec le niveau central. 
5.3.1.3. bases de données partitionnées selon un critère de sécurité 
et de confidentialité 
Exemple : 
hôte 
niveau 
central 
satellite 
B D 
1 
BD 
2 
La base de données est divisée en deux parties, une située à 
l'ordinateur hôte et l'autre au satellite. Ce système évite des 
accès des utilisateurs du satellite à la base de données 1, et limite 
donc les problèmes de protection et de sécurité. 
5.3.2. Bases de données répétées 
L'autre méthode pour créer des bases de 
données distribuées est de placer des copies de toute ou une partie 
de la base de données à plusieurs endroits. De même que pour 
la méthode de partition, le but de la méthode par répétitions est 
de rapprocher les données de l'endroit d'où viennent les demandes 
d'accès. La différence est qu'ici, seul un double est rapproché, 
et non pas l'original. 
C 
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L'avantage des répétitions est qu'elles servent 
de copie de sécurité. L'inconvénient est que ces copies peuvent 
toutes se trouver à différentes étapes de mise à jour~ il y a un 
problème de synchronisation des mises à jour. 
On peut ainsi accroître la confidentialité des 
données seuls les éléments "non confidentiels" sont répétés et 
accessibles. Les données "confidentielles" sont stockées dans une 
seule base de données à laquelle l'accès est protégé. 
On retrouve les deux méthodes pour former 
ces bases de données répétées : hiérarchiquement et horizontalement. 
5.3.2.1. bases de données répétées hiérarchiquement 
Exemple 
= 
copie 
partielle 
A 
C 
satellite 
A 
C 
hôte 
C 
B D 
"maître" 
satellite 
B 
C 
contrôleurs 
I 
terminaux terminaux terminaux terminaux 
L'ordinateur hôte possède la base de données 
entière. Chaque satellite dispose d'une copie d'une partie de cette 
base de données "maître", contenant uniquement les informations 
pertinentes pour les terminaux qui . sont sous le contrôle du satel-
lite. Donc chaque copie est différente des autres. 
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5.3.2.2. bases de données répétées horizontalement 
Exemple 
firme A 
(complet) 
firmes B et 
C (partiel) 
hôte A 
hôte B 
hôte C 
firme B 
(complet) 
firmes A et 
C (partiel) 
firme C 
( complet) 
firmes A et 
B (partiel ) 
Chaque hôte conserve les informations qui lui 
sont propres, concernant la firme à laquelle il est associé. Et 
il a une copie partielle des bases de données des autres, reprenant 
les informations qui lui sont nécessaires. 
Conclusion 
Les bases de données répétées sont plus 
souvent utilisées dans les systèmes hiérarchiquement distribués. 
Les structures horizontales emploient plus souvent les bases de 
données partitionnées, ou bien une base de données séparée, 
indépendante, à chaque hôte. 
5.3 .3. Combinaison des bases de données répétées et partitionnées 
Ces deux techniques peuvent être utilisées de 
manière combinée, pour arriver à une structure de base de données 
distribuée optimale. 
Les données statiques (c'est-à-dire qu'on ne 
modifie . pas) sont répétées pour faciliter l'accès de tous les sites. 
Les données plus actives, pour lesquelles la répétition poserait 
de graves problèmes de synchronisation, sont partitionnées. Chaque 
partition est située à l'endroit où l'activité la concernant est la 
plus grande. 
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5.4. STRUCTURE DE TRANSMISSION DISTRIBUEE 
La structure logique d'un système distribué 
est déterminée par les relations entre les . éléments ( ordinateurs 
hôtes, satellites, terminaux, ••. ) qui forment le système. La tâche 
de la fonction de transmission est de fournir un réseau de commu-
nication, formé d'éléments matériels et logicieb qui supporteront 
ces relations logiques. 
Les éléments" matériel de transmission'' incluent 
les éléments suivants : 
- éléments facilitant la transmission {lignes téléphoniques, ••. ) 
- éléments facilitant le couplage (modems, •.. ) 
- multiplexeurs 
- noeuds de réseau (concentrateurs, commutateurs, frontaux) 
Les éléments logiciels contrôlent les noeuds de 
réseau et fournissent des fonctions comme la concentration, la 
gestion des liens, le routage. 
Les éléments matérieb et logiciels forment le 
réseau. Le réseau a trois buts : 
- fournir les chemins de données nécessaires entre les éléments 
- supporter la réponse du système dans un certain temps 
- minimiser le coût. de la transmission. Celui-ci dépend de la 
vitesse de la ligne. Il faut donc trouver un rapport optimal 
entre le coût et le service fourni. 
Il y a deux grandes catégories de réseaux 
réseaux hiérarchiques èt réseaux maillés. 
5.4.1. Réseaux hiérarchiques 
la hiérarchie, 
un arbre. 
La structure de réseau la plus commune est 
dans laquelle les facilités de communication forment 
La forme la plus simple de réseau hiérarchique 
est le réseau en étoile 
réseau de 
communication 
T T = terminaux 
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Autre exemple de réseau hiérarchique 
, 
,, 
I 
, -- .#--,, 
hôte 
~--~' 
réseau satellite 
~,-~-
• 
' 
' 
satellite 
-•.----- .. - ____ _.._ 
- -- ----..-- ..... - ... .-, 
----- ...... -- - -----~--- ___ ... --- ...... 
T T T T T 
------ " 
- .... -J 
' • ,,
I , 
satellite 
T 
, 
' 
' 
' 
La structure physique du réseau reflète 
exactement les relations logiques entre les éléments. 
Les multiplexeurs ou concentrateurs sont 
souvent utilisés à cause du coût des liens. Il est plus intéressant 
d'utiliser un petit nombre de liens à grande vitesse qu'un grand 
nombre de liens à faible vitesse. 
5.4.2. Réseaux maillés (anglais : meshed) 
Un réseau maillé permet l'interconnexion 
directe de tous les éléments (ou du moins tous les éléments intelli-
gents) d'un système distribué. 
Exemple le plus simple : réseau complètement connecté 
processeur 
processeur processeur 
processeur 
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Cette structure, où tous les éléments sont 
connectés à tous les autres, demande beaucoup trop de liens. 
Dans un réseau maillé tel qu'on le conçoit 
habituellement, les terminaux sont connectés au réseau via l 'ordi-
nateur hôte le plus proche. Cela évite ce grand nombre de 
connexions nécessaires dans un réseau complètement connecté. En 
général, un terminal est connecté à un ordinateur hôte, et accède 
aux autres via cet ordinateur hôte. · 
Exemple : liens minimaux : 
processeur 
processeur processeur 
processeur 
Pour éviter que le trafic qui ne ferait que 
passer par un ordinateur hôte n'encombre celui-ci, les fonctions 
de traitement de réseau peuvent être implémentées dans des frontaux 
indépendants. 
La structure maillée a un avantage sur la 
structure hiérarchique elle fournit des chemins de données 
redondants. Ainsi la perte d'un lien n'isolera pas nécessairement 
un composant. 
La forme la . plus commune de réseau maillé 
se situe entre un réseau où on a des liens minimaux et un réseau 
complètement connecté. 
Les réseaux par paquets utilisent une de ces 
deux méthodes d'acheminement : datagram ou circuit virtuel. 
Par le service datagram, chaque paquet 
comporte sa destination et son numéro dans la séquence. Cela 
autorise une complète liberté pour acheminer chaque paquet. Ils 
peuvent emprunter chacun une route différente, et seront réunis 
à la sortie du réseau. Il faut donc ajouter au réseau une logique 
de réassemblage de paquets. 
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Le service par circuits virtuels établit une 
connexion logique entre deux points terminaux et garde cette 
connexion durant tout l'échange. Cela évite l'arrivée des paquets 
dans un ordre différent de celui à l'origine, ainsi que l'adressage 
de chaque paquet. Une connexion logique donnée peut impliquer 
une connexion physique fixe ou peut autoriser une flexibilité de 
routage. 
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CHAPITRE 6 AVANTAGES ET DESAVANTAGES DES SYSTEMES DISTRIBUES 
6. 1. INTRODUCTION 
Dans 
simplifiée les avantages 
présentés par (Bl). 
6.2. AVANTAGES 
ce chapitre, nous exposons 
et inconvénients des systèmes 
de manière 
distribués, 
meilleures performances et temps de réponse par rapport au coût 
- meilleure disponibilité ou survie du système 
coûts de communication plus faibles 
- flexibilité et adaptabilité 
Chacun de ces avantages va être discuté un peu plus en détail. 
6.2.1. Meilleures performances et temps de réponse par rapport 
au coût 
d'échelle, qui a 
En fait, pendant 
en plus grands 
augmentation de 
plus grand était 
qu'il exécutait. 
Cette affirmation contredit la notion d'économie 
conduit à la centralisation de l'informa tique. 
longtemps, des systèmes d'ordinateurs de plus 
ont fourni des performances accrues avec une 
coût relativement basse. Il était apparu que, 
l'ordinateur, moins coûteuses étaient les fonctions 
A présent, les économies d'échelle ne sont 
plus si importantes. Le coût des composants devenant de plus en 
plus bas, il est plus réaliste de distribuer certains composants 
plutôt que de les centraliser. De plus, un nombre croissant de 
terminaux sont connectés, ce qui devient de plus en plus difficile 
à gérer avec un système centralisé. 
Afin d'éviter au maximum les délais de commu-
nication, certaines fonctions sont rapprochées des utilisateurs, 
comme nous l'avons vu au chapitre 5. Les mini et micro-ordinateurs 
peuvent facilement être spécialisés pour certaines fonctions, comme 
le contrôle des terminaux, le dialogue avec le réseau. Ils 
fournissent ainsi de meilleurs rapports prix/performances qu'un 
seul ordinateur hôte de grande échelle qui traiterait ces fonctions. 
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6.2.2. Meilleure disponibilité ou survie du système 
Dans de grands systèmes apparaît la notion 
de vulnérabilité. La défaillance d'un système centralisé affecte 
tous les utilisateurs de ce système. Si le nombre d'utilisateurs 
augmente, une défaillance devient de moins en moins acceptable. 
Au contraire, dans 
défaillance d'un composant n'affecte 
nombre d'utilisateurs. 
un système 
généralement 
distribué, la 
qu'un petit 
Un autre aspect de la disponibilité est le fait 
d'éviter les défaillances grâce à l'utilisa tian d'éléments redon-
dants. Comme chaque composant d'un système distribué est 
relativement peu cher, ceux qui sont vitaux peuvent être doublés 
à des fins de secours. Pour plus de détails, nous faisons référen-
ce à (Ml) chapitre 11. 
6.2.3. Coûts de communication décroissants 
Dans un système distribué, une partie ou la 
totalité du traitement est exécuté près du terminal. Cela évite 
donc certaines communications entre éléments du système. 
La structure 
une concentration des chemins 
d'un système distribué fournit 
entre le terminal et l 'ord ina teu r 
sont souvent réduits de manière 
d'un système centralisé comportant 
central. Les coûts des liens 
significative par rapport à ceux 
le même nombre d'utilisateurs. 
6.2.4. Flexibilité et adaptabilité 
La modularité, inhérente aux systèmes 
distribués, permet une spécialisa tian fonctionnelle. Le système 
d'exploitation, la configuration du système et l'utilisation de ces 
miniordinateurs spécialisés sont plus simples que ceux d'un système 
centralisé capable de traiter toutes ces fonctions de façon concur-
rentielle. 
Généralement, la modularité augmente la 
flexibilité. Par exemple, des changements peuvent être introduits 
à un site sans affecter les autres sites, ce qui ne serait pas le 
cas dans un système centralisé. 
Il est plus facile d'étendre la capacité d'un 
système distribué en ajoutant de nouveaux modules, que d'étendre 
celle d'un système centralisé. 
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6.3. DESAVANTAGES 
- complexité structurale du système 
- problèmes techniques 
- matériel et logiciel multipliés 
6.3.1. Complexité structurale du système 
Il y a une tendance à croire que, comme les 
éléments du système ( les miniordinateurs par exemple) sont simples 
et faciles à programmer, le système construit sur ces composants 
sera également simple. Il y a aussi une tendance à croire que 
la modularité physique du matériel implique la modularité logique 
du logiciel et du système. Ces deux croyances ne sont pas 
nécessairement justifiées. 
La complexité résulte du fait que ces 
composants soi-disant simples sont interconnectés. Tous les éléments 
d'un système distribué doivent travailler d'un~ manière coordonnée, 
ce qui demande une bonne conception du système. Le contrôle 
d'accès aux bases de données distribuées peut être très compliqué. 
Ces fonctions de contrôle et de coordination existent aussi dans 
les systèmes centralisés, mais elles sont simplifiées à cause du 
fait qu'elles prennent place dans un seul ordinateur, plutôt que 
parmi de multiples ordinateurs. 
Le traitement des défaillances dans un sytème 
distribué demande de la prudence. Si un composant tombe en 
panne, cela peut provoquer la défaillance des autres, selon le 
"domino syndrome" rendu familier par les pannes de courant de 
ces dernières années aux Etats-Unis. 
6.3.2. Problèmes techniques 
Il y a toujours des problèmes 
la recherche technique n'a pas toujours fourni 
applicables de manière générale. 
pour lesquels 
de solutions 
Ces problèmes concernent la détection et la 
correction des erreurs sur tout le système, les méthodes de reprise, 
la sécurité et la confidentialité, les méthodes de conception de 
bases de données distribuées, la conception de systèmes, et la 
prévision des performances. 
6 .3. 3. Multiplication 
Les systèmes distribués demandent des matériels 
et logiciels multipliés, et des opérateurs supplémentaires pour s'en 
occuper. 
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PARTIE 2 SYSTEMES D'INFORMATIQUE DISTRIBUEE ET 
ARCHITECTURES DE RESEAUX 
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INTRODUCTION 
Le terme architecture désigne un cadre ou une 
structure fournissant les instructions de construction d'un objet. 
Une architecture d'un système d'information définit : 
1. la modularité 
2. les interfaces de communication entre les modules 
Les concepts architecturaux sont extrêmement 
importants dans le contexte des systèmes répartis. Comme ces 
systèmes sont complexes, une structure logiquement organisée est 
requise pour ramener cette complexité à des proportions acceptables. 
Cette partie explore les concepts architecturaux 
rencontrés dans les systèmes d'informatique distribuée, le concept 
fondamental étant le concept des fonctions en couches. Nous 
explorons d'abord le modèle de référence "Open Systems Intercon-
nexion" de l' ISO, et ensuite nous analysons succinctement quelques 
architectures de réseaux ou de systèmes répartis. Pour une étude 
plus détaillée, cfr (M4). 
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CHAPITRE 1 NORME ISO 
1.1. INTRODUCTION 
Les premiers réseaux d'ordinateurs se sont 
développés de manière expérimentale, tels que les réseaux Arpanet 
( développé par le département de la défense américain), ou 
Cyclades ( développé par le comité de recherche ·en informatique). 
Immédiatement après, chaque constructeur a créé ses propres 
conventions pour interconnecter ses propres équipements, et donc 
sa propre architecture. 
Bien que ces architectures soient fonctionnelle-
ment équivalentes, elles ne permettent pas la construction de 
systèmes hétérogènes. C'est pourquoi l' ISO ( International Standard 
Organization) a créé un sous-comité, l'OSI (Open Systems Intercon-
nection), ayant comme objectif de concevoir un modèle standard 
d'architecture de réseau. Le terme "open" a été choisi pour 
mettre l'accent sur le fait qu'en se conformant à ces standards 
internationaux, un système sera ouvert à tous les autres systèmes 
obéissant à ces standards. 
Dans ce chapitre, nous exposons les objectifs 
de l 'OS I, et quelques principes et notions de base de ce standard. 
1.2. OBJECTIFS DE L'OSI 
Le standard OSI n'a pas comme buts de 
- servir de spécification d'implémentation 
- servir de base pour estimer la conformité des implémentations 
réelles 
fournir un niveau de détail suffisant pour définir précisément 
les services et protocoles de l'architecture 
L'objectif de l 'OSI est de standardiser les 
règles d'interaction entre les systèmes interconnectés. Seul le 
comportement externe des systèmes ouverts doit être conforme à 
l'architecture OSI. L'organisation interne et · le fonctionnement 
de chaque système ouvert ne sont pas du ressort des standards 
de l 'OSI, puisqu'ils ne sont pas visibles pour les autres systèmes 
auxquels il est interconnecté. 
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1.3. PRINCIPES GENERAUX DE LA STRUCTURE EN COUCHES 
La structure en couches est une technique de 
structuration permettant de voir le système comme étant logiquement 
composé d'une succession de couches, chacune contenant les 
précédentes, et les isolant des suivantes. Les couches sont 
représentées par commodité dans une séquence verticale. 
Exemple de structure en couches de quatre systèmes coopérant 
s y s t A s y s t B sy st C sy s t D 
co uche 
couc/1e ,V 
couch e 
liaison phy s i que p our l ' OSI 
- -----
---------- -- - ------
Les couches adjacentes communiquent à travers 
leur interface commune. Une couche est composée d'une ou 
plusieurs entités. Les entités d'une même couche sont appelées 
"paires". 
L ' idée de base du découpage en couches est 
que chaque couche ajoute des services à ceux fournis par les 
couches précédentes. Chacune fournit un service à la couche qui 
est au-dessus d ' elle, en utilisant les services de la couche qui 
est au-dessous d'elle. 
Un autre principe de base est d'assurer 
l'indépendance des couches en définissant l es services fournis par 
une couche à celle juste supérieure, indépendamment de la manière 
dont ces services sont fournis. 
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Une couche demande des services à la couche 
inférieure en respectant les règles normalisées pour l'échange des 
données et des signaux. Ces règles déterminent l'interface entre 
les couches. Cela permet de changer la manière dont une couche 
opère, pourvu qu'elle offre toujours le même service aux couches 
supérieures à travers la même interface. 
Les services de la Nième couche sont fournis 
aux entités de la (N+l)ième couche par les Nièmes SAPs (service 
access points), c'est-à-dire les Nièmes points d'accès. Ces SAP s 
représentent les interfaces logiques entre les entités de la Nième 
couche et celles de la (N+l )ième. La fin d'une Nième connexion 
à un Nième SAP est appelée un Nième point terminal de connexion 
(CEP = connection end point). Une connexion avec plus de deux 
CEPs est appelée connexion multipoint. Une connexion entre deux 
CEPs est appelée connexion point-à-point. 
1.4. LES 7 COUCHES DE L'ARCHITECTURE OSI 
applications 
présentation 
sess1on 
tran s port 
acheminement 
l iaison 
liaison phy sique 
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1. 4 .1. Couche des a pp lica tians 
C'est la couche supérieure de l'architecture 
0S1. Elle sert de fenêtre entre les utilisateurs qui communiquent 
dans l'environnement OSI, et qui, grâce à lui, échangent des 
informations. L'utilisateur est représenté par une application-entité 
à ses pairs. 
Tous les paramètres à spécifier pour une 
communication sont fournis à l'environnement OSI (et aux mécanis-
mes implémentant cet environnement) par la couche des applications. 
Etant la seule couche dans l'environnement 
OSI qui fournit des services directement aux utilisateurs, celle-ci 
fournit nécessairement tous les services qui sont directement 
compréhensibles par les utilisateurs. 
Voici quelques exemples de services qu'elle fournit : 
identification des partenaires dans la communication (nom, 
adresse, ... ) 
détermination de la qualité acceptable du service ( temps de 
réponse, taux d'erreur tolérable) 
- sélection de la discipline de dialogue 
1. 4. 2. Couche de présenta tian 
Le but de cette couche est de représenter 
l'information d'une manière qui préserve le sens tout en résolvant 
les différences de syntaxe. 
Exemples de fonctions : 
- transformation des données (conversion de code) 
- forma ttage des données 
- sélection de la syntaxe utilisée 
1.4.3. Couche de session 
Le but de cette couche est de fournir les 
moyens nécessaires aux entités qui coopèrent (au niveau de la 
couche de ·présenta tian) pour organiser et synchroniser leur dialogue 
et diriger leur échange de données. 
Exemples de fonctions 
établissement de la connexion ( de session) , libéra tian de cette con-
nexion 
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- échange normal de données 
échange de données accéléré (ce service fournit 
accéléré d'unités de données. Une restriction 
un traitement 
est placée sur 
la taille de ces unités de données) 
synchronisation de la connexion de session (ce service autorise 
les entités de présentation à marquer et reconnaître des points 
de synchronisation identifiables, et à reprendre la connexion 
à un point défini) 
1.4.4. Couche de transport 
Cette couche fournit un service de transport, 
en association avec les services fournis par les couches inférieures. 
Elle fournit un transfert de données transparent entre les entités 
( de session). . Elle décharge les utilisateurs de tout souci concer-
nant la manière détaillée dont les données sont transférées. 
communication 
minimaL 
Elle optimise l'utilisation des ressources de 
disponibles pour effectuer le transfert à un coût 
L'existence de chaque connexion ( de transport) 
est indépendante de toutes les autres connexions, excepté pour les 
limitations imposées par les ressources disponibles limitées. 
Exemples de fonctions 
multiplexage des connexions de transport sur les connexions 
d'acheminement 
établissement et terminaison des connexions de transport 
- détection des erreurs de bout en bout et contrôle de la qualité 
du service ( séquencement des unités de données) 
contrôle de flux de bout en bout sur les connexions individuelles 
1.4.S. Couche d'acheminement (ou couche de réseau) 
Cette couche fournit les moyens 
maintenir et terminer les connexions (d'acheminement) 
systèmes contenant des entités qui communiquent, ainsi 
moyens fonctionnels et procéduraux pour échanger des 
données entre deux entités ( de transport). 
d'établir, 
entre les 
que les 
unités de 
Elle rend les entités ( de transport) indépen-
dantes des considérations de routage et de commutation. Elle 
contient des fonctions qui masquent les différentes caractéristiques 
des différentes technologies de transmission. 
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Exemples de fonctions : 
- routage et commutation 
multiplexage de connexions d'acheminement 
- segmentation et regroupement en blocs, pour faciliter le transfert 
- contrôle de flux 
1.4.6. Couche de liaison 
Cette couche fournit les moyens fonctionnels 
et procéduraux pour établir, maintenir et relâcher les connexions 
( de liaison) entre les entités (d'acheminement). Une connexion 
est construite sur une ou plusieurs connexions physiques. 
L'objectif de cette couche est de détecter et 
corriger si possible les erreurs qui peuvent se produire à la couche 
de liaison physique. 
Exemples de fonctions 
activation et désactivation de la connexion (de liaison) 
multiplexage de la connexion (de liaison) sur plusieurs con-
nexions physiques 
- contrôle de séquence 
- détection des erreurs (de transmission, de format) 
- contrôle de flux 
1.4.7. Couche de liaison physique 
Cette couche fournit 
électriques, fonctionnels et procéduraux 
et désactiver les connexions physiques 
bits. 
Exemples de fonctions : 
les 
pour 
pour 
moyens mécaniques, 
activer, maintenir 
la transmission de 
activation et désactivation de la connexion physique 
- transmission d'unités de données physiques (cette transmission 
peut être synchrone ou asynchrone) 
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1.5. PROTOCOLES 
Le modèle de l'architecture OSI définit les 
services fournis par chaque couche à la couche supérieure, et offre 
des concepts qui peuvent être utilisés pour spécifier comment chaque 
couche exécute ses fonctions spécifiques. Le fonctionnement détaillé 
de chaque couche est défini par les protocoles spécifiques à la 
couche. 
1.5.1. Pour la couche de liaison physique 
Des standards existent au CCITT, définissant 
- les interfaces avec les moyens physiques 
- les protocoles pour établir, contrôler et relâcher les circuits 
de données commutés 
Par exemple : X21, V24, V35, .•. 
1.5.2. Pour la couche de liaison 
Le protocole le plus populaire est HDLC, 
proposé par l' ISO, et ses protocoles dérivés ( BDLC, SDLC, etc ... ) 
1.5.3. Pour la couche d'acheminement 
Une base importante est le niveau 3 de 
l'interface X25, définie par le CC 1 TT. 
1.5.4. Pour la couche de transport 
Aucun standard n'existe à présent pour cette 
couche. La proposition la plus connue est le protocole de transport 
proposé par IFIP-TC-6, et connu sous le nom de INWG 96.1 (propo-
sal for an internetwork end-to-end transport protocol), qui pourrait 
servir de base à la définition d'un standard international. 
1.5.5. Pour la couche de session 
Aucun standard et aucune propostion n'existent. 
Dans la plupart des réseaux, les fonctions de session sont souvent 
considérées comme étant une partie des fonctions de la couche 
supérieure. 
1.5.6. Pour la couche de présentation 
"Virtual terminal protocols" (VTP) et une partie 
de "virtual file protocols" sont les protocoles les plus urgents à 
développer pour cette couche. 
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Un certain nombre de VTPs sont disponibles, 
ils sont assez semblables et il serait assez facile de dériver un 
standard de ces propositions ("IFIP-WG6.l proposal for a standard 
virtual terminal protocol", et "data entry virtual terminal p rotocol 
for Euronet"). ISO a développé des s t andards p our "extended 
control cha r acters for 1/0 i ma g ing devices", ainsi que "file transfer 
protocols". 
1.5.7. Pou r la couche des a pp lications 
Peu de c hoses ont été faites p our cette couche . 
Il est trop tôt pour donner des indications sur le travail de l' ISO 
dans ce domaine. 
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CHAPITRE 2 CII-HB DSA 
2.1. INTRODUCTION 
DSA ( distributed systems architecture) est 
l'architecture de systèmes distribués développée par HIS (Honeywell 
Information systems) et CII-HB. Le plan directeur dans lequel 
Honeywell présente les possibilités des systèmes distribués est DSE 
( distributed systems environment). Les rè g les architecturales 
gouvernant l'implémentation de ces possibilités sont - connues sous 
le nom de DSA. 
DSE définit un certain nombre de grands princi-
pes qui gouvernent le traitement dis t ribué 
- protéger l'environnement 
- être adaptable 
- rester flexible 
- optimiser les performances à un coût raisonnable 
- assurer que l'utilisateur garde le contrôle du système 
- respecter les normes internationales 
- assurer la compatibilité de la ligne des produits 
Nous allons exposer l e s g randes 
DSA, celle-ci étant à la base de l'outil automatisé que 
développé. 
2.2. CONCEPTS DE BASE 
- application : 
Une a pp lica tion es t un ensemble d'activités 
- activité 
lig nes de 
nous avons 
Une activité représente un g roupe de tâch es et les ressources 
nécessaires pour accomplir ces tâches. Un e activit é p eut être 
manuelle, automatisée ou partiellement manuelle et pa r tiellement 
automatisée. Dans DS A, les activités automatis ées consistent en 
des procédures ( p rog ra ri1mes), les r essour ces requises p our 
exécuter ces p rocédu r es e t les fic h ie r s ou bases de données 
devant être accédés et peut-être mis à jour par ces procédures. 
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- processus : 
Un processus est une occurence d'une exécution d'une procédure . 
Une activité automatisée ne peut accomplir son travail que si 
le processus associé à cette activité est initialisé. Une activité 
peut avoir un ou plusieurs p rocessus en exécution à tout moriient. 
- points terminaux : 
Les p oints terminaux sont les frontières entre les activités et 
le réseau. Chaque point terminal a un nom unique, qui est 
utilisé quand l'activité veut communiquer avec une aut r e. Une 
activité a un ou plusieurs points terminaux. Ce concept de point 
terminal réalise un des objectifs majeurs de DSA : transparence 
de la config uration du réseau aux utilisateurs et programmes 
d'application. Toutes les entités qui peuvent être adressées 
sont connues par leurs noms de points terminaux log iques. Le 
logiciel associe le nom logique avec la localisa tian physique. 
- connexions logiques : 
Les connexions logiques mettent en rel a tian deux points terminaux 
qui communiquent. Une connexion logique p e ut être établie entre 
deux activités (avec deux point s terminaux) localisées au même 
endroit ou éloignées. Les processus ne doivent pas sa voir s'ils 
sont proches ou éloignés, le logiciel rendant cela transparent. 
- chemins : 
Les chemins sont les réalisations physiques des connexions 
logiques~ 
- site : 
Un site est un centre de traitement situé dans un lieu 
phique donné. 
2.3. LES COUCHES DE DSA 
aéoara-o .::, 
La structure en couc he s de DSA suit les recom-
mandations de l' ISO p our "l'interconnexion des s y stè me s ouverts", 
que nous avons exposée s au chapitre 1 de cette partie . 
Cette architecture satisfait deux objectifs : 
- définir les conventions g ouvernant 1 'échange des données entre 
deux points terminaux 
- dans le cas où les points terminaux se trouvent dan s de s sites 
différents, mettre à leur disposition un service de transport 
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Les couches peuvent être réparties en trois catégories 
- gestion des applications 
- gestion des messages 
- gestion des communications 
2.3.1. Gestion des applications 
Cette catégorie contient les processus du 
système et les applications de l'utilisateur. Les entités de la 
couche des applications échangent des messages ( il est commode 
de donner un nom aux blocs de données échangés entre les couches) . 
2.3.2. Gestion des messages 
messages 
mécanisme 
actions. 
éloignées. 
pour 
de 
Elle 
Cette catégorie assure le formattage des 
que les processus puissent se comprendre, et le 
dialogue permettant la synchronisation de leurs 
est utilisée, que les activités soient locales ou 
Elle comporte deux couches : 
- la_ couche de _présentation 
Cette couche fournit un ensemble de services qui assurent une 
compréhension mutuelle. Elle rend les communications indépen-
dantes des caractéristiques matériel et logiciel. Les entités de 
cette couche échangent des segments. 
la couche de session 
Cette couche fournit les services d'un mécanisme de dialogue 
qui permet à deux processus de coopérer. Elle établit une 
connexion logique entre les boîtes aux lettres ( qui sont les points 
d'accès des activités au service de transport), surveille et 
maintient le dialogue sur cette connexion logique. Elle libère 
la connexion dès qµe le dialogue est terminé. Les entités de 
cette couche échangent des lettres. 
2.3.3. Gestion des communications 
Quand deux points terminaux qui communiquent 
sont localisés dans des sites différents, la gestion des communica-
tions fournit un service de transport entre ces deux sites. Elle 
masque la nature du moyen de communication sous-jacent. 
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Elle comporte trois ou quatre couches ( selon le protocole de 
cheminement) : 
- la_ couche de_ trans_p5?rt 
Cette couche multiplexe les connexions logiques sur le même 
chemin. Pour chaque connexion logique, elle fournit à la gestion 
des messages un ensemble de services indépendants du réseau, 
qui garantit une transmission sans erreur et l'avertit si la 
transmission est interrompue. Les entités de cette couche 
échangent des fragments. 
- la couche d'acheminement 
Cette couche ne sera pas utilisée si l'échange des données se 
fait par une ligne louée. Elle fournit les services nécessaires 
pour acheminer les données à la destination correcte. Les 
entités de cette couche utilisant les techniques de communication 
par paquet échangent des paquets. 
- la couche de liaison 
Cette couche transfère 
sans perte ni erreur. 
trames. 
les données entre deux noeuds adjacents 
Les entités de cette couche échangent des 
- la couche de liaison :e,ll_y_~_q_~~ 
Cette couche est la plus 
moyen de communication. 
de séquences de bits~ 
basse, et définit l'interface avec le 
Elle transporte les données sous forme 
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couche de gestion 
des applications 
messages 
cou c}1e de présentation 
1 
.,_ pr·ot o col es de 
------------ ---....J présent a tian 
couc.'1e de 
enregis trements 
session 
lettres 
protocole de 
connexion , de 
dia logue 
couche de gestion 
des applications 
1i1essages 
couche àe présentation 
en z,egistrements 
1 
couche de session 
1 
le L-tres 
cou ch e de transport 
fragments 
protocole de 
tran sport --- 1 .. __ c_o_u_c_h_e __ d_e __ t r_a_n_s_p_o_r_t _ __;I 
fra gments 
couche d'acheminement 
paquets 
protocole 
d 'acheminement 
(ex . X25) 
---- 1 
couche d'a cheminement 
paquets 
couche de liaison protocole de 
liaison (HDLC) ---- 1 
couche de liaison 1 
trames 
couche de liaison 
p11/sique 
_____________ ___,,: 
trames 
interface rnodeni __.. 
(ex . V24) 
couche de liaison 
physique 
~ ~ 
~ I 
··c:1. 
~~,1 1 ~ ~ ... ________ r_e_'s_e_a_u ___________ --'6••0~0• 
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2./4. LES PROTOCOLES 
Comme toutes les structures en couches, DSA 
supporte des protocoles et interfaces à chaque niveau de 1' architec-
ture. 
Les protocoles principaux qui sont supportés sont 
- HDLC (high level data link control) 
- X25 
- X21 
2./4.1. HDLC 
HDLC a été défini par l' ISO comme 
orienté bits pour interconnecter un ordinateur et un 
intelligent, dans un mode point-à-point ou multipoint. 
2. 4. 2. X25 
protocole 
terminal 
Une des forces de DSA est l'interface qu'elle 
fournit aux réseaux publics utilisant les définitions d'interfaces 
X21 ou X25 du CCITT. X25 est l'interface pour la commutation 
de paquets . On appelle cette technique la technique de "circuit 
virtuel commuté". Le service de circuit virtuel est offert sur un 
réseau de commutation de paquets, et assure que les données de 
l'usager seront remises par le réseau dans l'ordre dans lequel 
elles ont été reçues par le réseau. 
2. 4. 3. X21 
X21 est l'interface pour les réseaux de 
commutation de circuits. La demande d'établissement d'une 
connexion établit entre les deux correspondants une liaison 
physique continue par l'intermédiaire de laquelle ils peuvent 
échanger des données. 
2.4.4. Transfert de fichiers 
Ces protocoles sont utilisés p our la trans mission 
de bases de données. 
2 ./4.S. Initialisation de processus à distance 
Ces protocoles 
à agir comme stations de travail 
de moyenne ou grand e échelle . 
autorisent d e 
éloignées p our 
petits systèmes 
des ordinateurs 
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2.4.6. Entrée de données interactive 
entrées via 
de manière 
donné. 
Ces protocoles autorisent des données à être 
des contrôleurs de terminaux intelligents et traitées 
interactive sur un processeur hôte ou sur un satellite 
2.5. MISE EN OEUVRE DE DSA COMPOSITION D'UN RESEAU 
Un réseau peut comporter 
- des ordinateurs hôtes, 
qui offrent des services aux utilisateurs dans leur 
satellite local, et aussi aux autres systèmes dans le 
primaire. Ils peuvent être des CII-HB DPS8, 66/DPS, 
64/DPS. 
- un réseau primaire, 
réseau 
réseau 
DPS7, 
qui est un ensemble de sites interconnectés dans un réseau DSA. 
- un ou plusieurs réseaux secondaires, 
qui sont des ensembles de terminaux et applications sous le 
contrôle d'un site. 
- des systèmes satellites, 
qui offrent des service·s aux utilisateurs dans leur réseau 
secondaire, et communiquent avec l'ordinateur hôte et les autres 
satellites par le réseau primaire. 
- des processeurs de réseau, 
qui sont des ordinateurs dédiés à la gestion des communications. 
Ils peuvent remplir trois rôles processeur frontal, concentra-
teur, et commutateur. Ils peuvent être des DN 7100, ou MINI/6. 
2.6. AD MINISTRATION DE RESEAU 
La mise en oeuvre d'un système distribué 
nécessite l'utilisation de fonctions administratives qui permettent 
l'utilisation efficace du système. Les fonctions administratives 
sont intégrées dans l'architecture. 
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Les fonctions d'administration comprennent : 
- le contrôle de la configuration du réseau 
- l'initialisation des éléments du réseau 
- la surveillance continue de l'état de ces éléments 
- la création de statistiques sur l'état et 1' activité de chaque 
élément du réseau 
- le lancement de tests pour vérifier les opérations du réseau 
Trois modules fournissent ces services : 
- un administrateur de noeud de réseau, qui est présent dans 
chaque noeud (NAD) 
- un ou plusieurs modules administratifs d'archivage réseau (NASF) 
- un ou plusieurs modules d'interface opérateur réseau (NOI) 
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CHAPITRE 3 AUTRES ARCHITECTURES 
3.1. INTRODUCTION 
Il est impossible de décrire de manière 
détaillée toutes les architectures de réseaux utilisées aujourd'hui. 
Nous allons donner dans ce chapitre un aperçu des architectures 
principales, c'est-à-dire SNA (d'IBM), DECNET ( de DEC), CNA ( de 
NCR), et DCA ( de Univac). 
ces architectures 
à ( M4). 
Nous n'approfondirons donc pas l'étude de 
pour plus de précisions nous faisons référence 
3.2. SNA IBM (Systems Network Architecture) 
--------
3.2.1. Concepts de base 
··· réseau d'information 
Un réseau d'information est une collection 
d'unités adressables de réseau (NAU = network-addressable units). 
Un réseau SNA relie les NAUs les unes aux autres via le sous-sys-
tème de transmission, et fournit une interface à chaque NAU sous 
forme d'interface de sous-système d'information ( TS I = transmission 
subsystem interface) . 
.,_ unité adressable de réseau 
Une NAU est une localisation à laquelle des 
données peuvent être envoyées. La TSI est l'interface qui rend 
le réseau de communication transparent. La NAU est un concept 
général, qui est constitué de trois entités logiques unités 
physiques, unités logiques, et le point de contrôle des services 
du système. 
* unités physinues 
_____________ 1 __ _ 
Les unités physiques (PU) sont des ensembles 
de services qui gèrent les ressources d'un noeud, en réponse aux 
demandes des points de contrôle des services du système. L'unité 
physique d'un contrôleur, par exemple, est responsable pour activer 
les autres noeuds du réseau. 
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... unités_ logi.9.ues 
Les unités logiques (LU) sont les ports par 
lesquels les applications peuvent communi quer entre elles. C'est 
l'unité logique qui permet à l'application d'ê t re un point terminal 
adressable. 
-1: p-0ints _ de contrôle des_ services_ du_ ~~s t ème 
Les points de contrôle des services du système 
(SSCP = system services control points) fournissent un ensemble 
de services nécessaires pour les opérations du réseau. Par exem-
ple ils établissent les connexions logiques entre paires de NAUs. 
Ils sont aussi responsables de certaines fonctions de gestion des 
erreurs. 
3.2.2. La structure en couches 
SNA est constitué de trois catégories de couches 
- application 
- gestion des fonctions 
- gestion des transmissions 
gestion des 
transmissions 
- applicat i on 
r 
~ 
\.. 
··· contrôle de transmission 
-1: contrôle de chemin 
J. contrôle de liaison 
application 
gestion des fonctions 
contrôle de transmission 
contrôle de chemin 
contrôle de liaison 
C2tte u~u ch ,"". c on siste en programmes d' applica-
tion demandant des services de traitement de 1' i nformation. SNA 
fait référence à ces sources ou destinations d'information en termes 
d'utilisateurs terminaux ( end-users). 
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- gestion des fonctions 
· Cette couche s'occupe du format et de 1' adres-
sage des messages ( au contraire, les fonctions inférieures ne 
transmettent plus des messages mais des bits). Elle inclut les 
facilités de présentation, qui fournissent une indépendance par 
rapport aux caractéristiques des points terminaux (conversions 
de code, protocoles, ... ) . 
- gestion des transmissions 
La gestion des transmissions consiste en trois 
couches fonctionnelles : 
* contrôle de transmission, 
qui s'occupe de la gestion 
l'établissement des sessions, 
erreurs, le contrôle de flux. 
* contrôle de chemin, 
totale des sessions entre NAUs 
leur terminaison, la gestion des 
qui analyse l'adresse de destination et sélectionne le chemin 
correct à travers le réseau. Cela inclut la notion de chemin 
virtuel, qui est un chemin logique entre deux points terminaux. 
Ce chemin virtuel peut être implémenté sur plusieurs chemins 
physiques, ce qui rend le système moins vulnérable aux défail-
lances de liens. Pour fournir ces services, le protocole SDLC 
( synchronous data link control) a été développé. SDLC est un 
protocole orienté bits, qui maintient l'intégrité des unités de 
données transmises sur des lignes point-à-point ou multipoint. 
Il es·t similaire à HDLC en ce qui concerne la structure générale 
et les possibilités, mais pas identique. · 
... contrôle de liaison, 
qui gère les liens physiques 
Cette couche livre les données 
le contrôle de chemin. 
entre les composants du réseau. 
au noeud suivant sélectionné par 
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3 . 3 . DECNET DEC (ou DNA Digital Network Architecture) 
-------- - -
3 . 3 . 1 . Concepts de base 
Les obj e ts sont les ressources du système 
distribué. Exemples d'objets : fichier, base de données, programme 
~i: desc ri]?teur de type d'objet g_l_?~_~l 
Le d escripteur d e type d'objet 
les informations nécessaire s sur les attributs et 
d'un objet. Ces descripteurs form ent un c atalogue . 
... dialogue 
global fournit 
la locali s ation 
Le dialogue e st la communication entre deux 
objets . Le but de base de DECNET est de fournir des moy en s de 
commun ication indépenda n ts de la l ocalis ation entre deux obj ets . 
3 . 3.2 . Structure en couches 
util i s ateur 
application de réseau 
::s 
n:l 
Q) 
Cl) contrôle de session 
'<l> 
:.... 
<!) 
~ tran s p ort 
c:: 
0 
·~ 
..._, 
Cl) l ia i s on de données Q) 
~ 
l ia i son physique 
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-.': utilisateur 
Cette couche inclut toutes les applications et 
les fonctions fournies à l'utilisateur. C'est da~s cette couche que 
le message est genere, par un programme d'application ou par 
l'utilisateur terminal. 
-:: gestion de réseau 
Cette couche fournit des sous-routines qui 
définissent les fonctions utilisées par les opérateurs et les 
programmes pour contrôler et maintenir les opérations du réseau. 
A la différence des autres couches, celle-ci n'a pas seulement une 
interface avec les couches adjacentes, mais avec toutes les couches 
de l'architecture. Les services fournis par cette couche sont 
fournis par le protocole NICE ( network information and control 
exchange). 
... ~_p_p_l_!ca tion de réseau 
Cette couche fournit des services tels que le 
transfert de fichiers et l'accès aux fichiers éloignés. Le protocole 
utilisé est le protocole DAP (data access protocol), qui fournit un 
format indépendant de la machine pour l'échange de données. DAP 
inclut un processus de négociation pour déterminer si les deux 
systèmes échangeant des données utilisent le même format. Si ce 
n'est pas le cas, un des deux systèmes ou les deux devra 
transformer les données en un format standard. 
-.': contrôle de session 
Cette couche établit et gère les liens logiques 
(ou dialogues) entre paires d'objets, permettant à un programme 
ou à un utilisateur dans un noeud de communiquer avec un 
programme ou un utilisateur dans un autre noeud. Le protocole 
utilisé est le protocole NSP ( network services protocol), qui garantit 
la livraison du message d'un point terminal à l'autre, et le bon 
séquencement des messages à l'arrivée. Il fournit aussi le contrôle 
de flux. 
~·~ transport 
Cette couche traite l'adressage du message. 
Elle tire de sa table des paramètres l'adresse et l'information de 
routage nécessaires pour acheminer le message par le réseau au 
noeud de destination. 
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-,t: liaison de données 
Cette couche assure que le message est transmis 
sans erreur au noeud adjacent. A la différence des au t res 
constructeurs, DEC n ' a pas choisi un protocole orienté bits, mais 
a développé un protocole orienté caractères , le DDCMP (digital data 
communication message protocol). 
* liaison phvsioue 
----------~---... --
Cette couche détermine le mode d'interconnexion 
physique. DECNET supporte des interfaces tels que V24, RS232, 
etc... Cette couche interprète les signaux électr iques qui permet-
tent aux appareils de communication d'être connectés. 
En plus, il y a un module X25, qui fournit 
une interface aux réseaux publics conformes à la définition X25 
du CCITT. Ce module X25 inclut le protocole HDLC, et est accédé 
directement par la couche de transport. 
3.4. CNA NCR (Communication Network Architecture) 
Structure en couches 
corresp ondant 
méthode d ' accès 
serv1ces de co1r11n unica tion 
g es tion du r outa g e 
contrôl e de l iaison 
1, 
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~': correspondant 
Cette couche est utilisée pour décrire les 
applications, les entités qui peuvent communiquer via CNA. 
* méthode d'accès 
La couche T AM ( telecommunica tion access 
method) est une facilité sur 1 'ordinateur hôte, qui fournit des 
interfaces aux applications. 
* services de communication 
La couche CSS (communications system services) 
fournit la fragmentation des messages en paquets à la localisation 
qui envoie, et le réassemblage à celle qui reçoit. Le protocole 
qui autorise cette communication est un protocole de bout en bout. 
* gestion de routag~ 
Cette couche détermine quel chemin utiliser 
pour acheminer les paquets par le réseau. Les liaisons peuvent 
être point-à-point, multipoint, ainsi que par un réseau X25. 
* contrôle de liaison 
Cette couche utilise 
pour contrôler le transfert de données. 
bits et est basé sur X25. 
le protocole de liaison 
Ce protocole est orienté 
3.5. DCA UNIVAC (Distributed Communications Architecture) 
----------
3.5.1. Structure 
Pour DCA, un système distribué consiste en 
ces entités logiques 
- un réseau de transport 
- système de terminaison 
- système de communications 
- utilisateurs du système de communications 
- utilisateurs terminaux 
.,,_ réseau de transport 
Le réseau de transport ( TN) inclut toutes les 
facilités de communication liens privés, liens commutés, réseaux 
publics. 
0 
0 
0 
0 
0 
0 
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... système de . terminaison 
Le sy s tème de termina i son ( TS ) consiste en 
facilités de logiciel qui fournissent des fonctions de gestion de 
réseau telles que la fragmentation des messages, le réas semblage, 
l e contrôle de flux . 
... système de commun1~~.!~~~~ 
Le système de communications (CS) entoure le 
rés eau de transport et le système de terminaison. 
* ~.!~!_i_:5_a_~_urs du système de communie a tions 
Les utilisateurs du système de terminaison 
(CSU) sont des progiciels qui fournissent des services aux utilisa-
teurs terminaux. Ils font l'interface entre les utilisateurs t ermi-
naux et le système de communications, et aussi avec les services 
de traitement de l'ordinateur hôte. 
~•: u tilisateurs terminaux 
Les utilisateurs terminaux incluent les utilisa-
teurs aux terminaux et les programmes d'application. 
use uc:r ,._, \... 
ST [:] ST • 0 • 0 0 
• • 
0 
0 
0 
0 SC 0 
UT' r m v.1.. 
loc al isation A local i s ation 3 
,.?T = réseau de transport 
ST = systèn1e de ter1.iinaison 
S C = système de conmunication s 
USC = util isateurs du s y s tèm e de commu ·1ications 
UT = utili s ateurs terminaux 
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3.5.2. Protocoles 
DCA inclut un protocole orienté bits , appelé 
UDLC (universal data link control). UDLC est déc rit comme incluant 
toutes les variations de HD LC (ISO), ADCCP (A ~JSI), SDLC (113 d ). 
Il autorise aussi une extension pour traiter des conditions spéciales 
dûes au site ou à l' application . ?ar exemple, i.l p eut être utilisé 
pour réaliser l'interconnexion entre un réseau DCA et un réseau 
utilisant un autre protocole . 
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PARTIE 3 METHODES DE CONCEPTION DE SYSTEMES D'INFORMATIQUE 
DISTRIBUEE 
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INTRODUCTION 
Les premiers systèmes d' informatique distri-
buée ont été conçus et mis en place il y a une bonne quinzaine 
d'années. Ces réseaux, réalisés au fur et à mesure des besoins 
de l'utilisateur et sans vue globale, ont vite fait apparaître des 
carences, tant sur le plan des performances que sur celui de la 
facilité d' exploitation et d'extension. 
lignes de conduite 
système réparti 
Nous avons 
distinctes à 
analysé un certain nombre de 
suivre lors de la conception d'un 
- La première ligne de conduite se base sur une formalisation du 
processus de conception. Ce processus de conception, qui procè-
de par niveaux successifs de décisions, permet d'aboutir à une 
taxonomie des systèmes d'ordinateurs interconnectés. 
- La deuxième méthode propose les étapes fondamentales à franchir 
lors de la conception totale d'un système. Cette méthode permet 
déjà de dégager les éléments importants à prendre en compte. 
- La troisième méthode est constituée d'un processus itératif où 
un certain nombre d'étapes, relatives à un problème de concep-
tion précis, sont à franchir. Cette méthode est en principe 
utile lors de la conception de n'importe quel type de système 
d'informatique distribuée. 
- La quatrième méthode est la méthode la plus complète et la plus 
détaillée. Elle reprend tous les éléments économiques, organisa-· 
tionnels et informatiques qui peuvent intervenir lors de la 
conception de systèmes répartis. Cependant 1' a pp lica tion d'une 
telle méthode ne se justifie pas pour un petit réseau. Vu son 
caractère général, elle peut être adaptée aux besoins d'un 
concepteur. 
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CHAPITRE 1 DECISIONS DE CONCEPTION. UNE TAXONOMIE POUR 
LES SYSTEMES D'INFORMATIQUE DISTRIBUEE 
1.1. INTRODUCTION 
Actuellement, la conception de sys t èmes infor -
matiques répartis constitue u n e _des activités les plus i mportantes 
en informatique. Une absence presque totale de publications relati-
ves à la description de méthodes de conception et à la comparaison 
des résultats obtenus par ces méthodes alourdit cette tâche 
complexe. Ce phénomène peut être expliqué en p artie par l' absen-
ce d'une nomenclature unique pour identifier les systèmes. 
Nous allons présenter succinctement les 
travaux menés par Anderson et Jensen, qui ont pour but de 
proposer une taxonomie pour identifier divers systèmes d' ordina-
teurs interconnectés, facilitant ainsi le processus de conception. 
1.2. POINTS DE DEPART 
La taxonomie p roposée pa r Anderson et Jensen 
repose sur deux restrictions princip ales 
la premi ère· concerne la nature des équipements ma t ériels pri s 
en compte on se limite à interconnecter des unités matérielles 
dans lesquelles peuvent s'exécuter des processus ; ces unités 
sont les éléments de traitement ( processing elements PE). 
- la deuxième restriction concerne la structure d'interconnexion 
du système on ne s'intéresse qu'aux systèmes dans lesquels 
n'importe quelle unité peut communiquer avec n'importe quelle 
autre uni t é via le mécanis me d'interconnexion. 
Tout d'abord, il faut 
de traitement qui participent dans le 
Ensuite, il faut distinguer deux unités 
structure d'interconnexion 
- les c h emins 
distinguer les éléments 
tra nsfert d' informa tian. 
fonctionnelles dans l a 
- les éléments de commutat ion 
O. RA CIN E 
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Un chemin est le moyen par lequel un messag e 
est transféré ent re les éléments de traitement et de commutation. 
Exemples de chemins lig nes téléphoniques, voies hertziennes, 
Un élément de commutati on 
peut être représentée par une "intelligence 
l'émetteur et le récepteur d'un message. 
est une entité qui 
intervenant " ent r e 
Les notions de message, chemin et commuta t eur 
sont à la base de la taxonomie proposée. 
1.3. LES DECISIONS DE CONCEPTION, LA TAXONOMIE 
Selon Anderson et Jensen, un système in t ercon-
necté résulte d'un certain nombre de décisions de conception. 
L'espace de décision peut être représenté par un arbre. 
Le modèle arborescent pour la procédure de 
conception présente quat re niveaux de décisions. 
INTERCONNEXION POUR PER METTRE 
LA COM MUNI CATIO N 
1. SiRA TE GIE DE 
TRMJ SM IS S IO N 
DIRE CTE INDIRECTE 
2. CON TROLE DE LA 
TRAN SMISSIO N 
3. TY PE DE 
CHEMIN 
DEDI E 
DOL 
BOUCLE 
DO C 
COMPLE TE 
INTER -
CONN EXION 
PA S 
PAR TAGE 
Ds;,1 DSB 
MEMO IRE BU S 
CENTRA LE GLOBA L 
ROUTAGE 
CENTRAL I SE 
DEDI E PARTAGE 
ICDS ICD L IC S 
ETOI LE BOU CLE BUS 
A A 
COi-il•lUTA - CO;.; ;.1 UT A-
iE UR TE UR 
CENTRA L CEiHRAL 
ROU TAGE 
DECENTRA LISE 
DEDI E PARTAG E 
IOOR IDDI IDS 
RESEAU RESEAU BUS 
RE GU LIER IRR E GU .:.. 1t/1 1.JOO W 
LIER 
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La racine de l'arbre est constituée par la 
décision d' interconnecter complètement un certain nombre d' ordina-
teurs. 
En-dessous de la racine, on retrouve les 
niveaux de décision relatifs au choix de la stratégie de transfert 
des messages, à la méthode de contrôle des transferts, et au choix 
du type de chemin utilisé lors du transfert. 
Les deux premiers niveaux 
stratégie, tandis que le troisième et le quatrième 
nent la tactique de la conception (implémentation). 
concernent la 
niveau concer-
- La première décision stratégique doit être faite entre la trans-
mission directe de messages et la transmission indirecte de 
messages. Dans cette dernière solution, une opération intermé-
diaire de commutation est requise. 
- Si on choisit une communication indirecte, on doit prendre une 
décision concernant la méthode de commutation. Cette décision 
se situe au deuxième niveau de l'arborescence. Les alternatives 
sont la centralisation, où une seule unité commute tous les 
messages, et la décentralisation, où plusieurs commutateurs 
interviennent. 
Au troisième niveau, le concepteur décide de la nature du 
chem~n, c'est-à-dire s'il est dédié ou partagé. Par chemin 
partagé, on entend un chemin qui est accessible à partir de 
plus de deux points. En réalité, il y a trois possibilités à 
distinguer des chemins unidirectionnels point-à-point, des 
chemins bidirectionnels point-à-point, et des chemins bidirection-
nels point-à-point qui relient plus de deux . points. Les deux 
premiers types sont considérés comme dédiés, parce qu'il y a 
peu ou pas de contention, le troisième type est considéré comme 
partagé. 
Au quatrième niveau . de l'arbre taxonomique se trouvent les 
feuilles représentant les systèmes spécifiques 
.. , . DDL (Direct transmissions, Dedicated path, Loop) 
réalisation : architecture sous forme de boucle 
DDC ( DÎrect 
nection) 
transmissions, Dedica ted pa th, Complete intercon-
réalisation architecture où les éléments de commutation et 
de traitement sont complètement interconnectés 
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·'· DS11 ( Direct transmissions, Shared pa th, Memory) 
réalisation architecture multiprocesseurs, où les processeurs 
communiquent à travers une mémoire commune 
·'· DSB (Direct transmissions, Shared path, Bus) 
réalisation : bus global 
-:~ ICDS ( Indirect transmissions, Centralized routing, Dedicated 
path, Star) 
réalisation : architecture "classique" sous forme d'étoile 
-·· ICDL ( Indirect transmissions, Centralized routing, Dedica ted 
path, Loop) 
réalisation 
central 
architecture sous forme de boucle à commutateur 
... ICS ( Indirect transmissions, Centralized routing, Switch) 
= ICDS sauf que les processeurs sont connectés au commu-
tateur via le bus 
réalisation : architecture en bus à commutateur central 
~i: IDDR ( Indirect transmissions, Decentralized routing, Dedica ted 
path, Regular network) 
réalisation : réseau régulier 
IDD I ( Indirect transmissions, 
path, Irregular network) 
réalisation : réseau irrégulier 
Decentralized routing, Dedicated 
... IDS ( Indirect transmissions, Decentralized routing, Shared 
path) 
réalisation architecture a p pelée "bus window" dans ce 
type d'architecture, l'accès aux commutateurs se fait via un 
chemin partagé par plusieurs éléments de traitement. La 
commutation est réalisée par p lusieurs commutateurs et les 
messages peuvent être retransmis sur le même chemi n ou sur 
un autre. 
Les lecteurs intéressés trouveront p lus de détails d ans (A l). 
- 78 -
1.4. APPRECIATIONS 
La formalisation des processus de décision 
intervenant dans la conception de réseaux proposée par Anderson 
et Jensen, permettant d'aboutir à une nomenclature des systèmes 
informatiques répartis, présente avant tout un intérêt théorique. 
En effet, la restriction relative à l'interconnexion totale des 
éléments de traitement entre eux a sérieusement limité l'utilisation 
de cette méthode, la majorité des réseaux n'offrant pas cette 
possibilité. 
Cependant les travaux de Anderson et Jensen 
ont dégagé un outil de conception de réseau intéressant. En effet, 
cette nomenclature pourrait aider les concepteurs dans l'accomplis-
sement de leur tâche, dans la mesure où une nomenclature univer-
sellement acceptée permettrait des comparaisons et évaluations des 
différentes possibilités qui se présentent. Une telle nomenclature 
constituerait également une bonne base pour le développement 
d'outils automatisés d'aide à la conception de réseaux. 
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CHAPITRE 2 METHODE DE CONCEPTION PROPOSEE PAR BOOTH 
2.1. INTRODUCTION 
Dans ce chapitre, nous allons pré sen ter une 
méthode de conception totale d'un système distribué, proposée par 
Grayce Booth ( Bl). Cette méthode ne sera pas approfondie ici, 
nous en donnons les grandes lignes. 
Cette méthode, par un certain nombre d'étapes 
à franchir, met en évidence les éléments à prendre en considéra-
tion lors de la conception d'un - système distribué. 
2.2. ETAPES PRINCIPALES 
Le processus de conception d'un système 
distribué est itératif, et consiste en les étapes suivantes : 
2.2.1. formuler la conception "d'essai". 
2. 2. 2. analyser cette conception, de man1ere à déterminer si le 
coût est acceptable et si les caractéristiques fonctionnelles, 
de performances et de disponibilité sont adéquates. 
2.2.3. si tous les paramètres ne sont pas satisfaisants, modifier 
la conception d'essai et répéter l'étape 2. 
2.2.4. si une conception d'essai ne 
man1ere satisfaisante, retourner 
conception d'essai différente. 
peut pas 
à l'étape 
être modifiée de 
1 et essayer une 
Cette itération se fait jusqu'à ce qu'une 
conception satisfaisante soit trouvée. 
2.2.1. Conception d'essai 
La formulation d'une conception d'essai 
consiste en les étapes suivantes 
1. sélectionner une structure de traitement de l'information 
(2.2. 1. 1.) 
2. sélectionner une structure de base de données ( 2. 2 .1. 2.) 
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3. sélectionner les types de composants utilisés pour le traitement 
et le stockage des données ( 2. 2 .1. 3.) 
4. allouer les fonctions 1de traitement de l'information aux compo-
sants (2.2.1.4.) 
5. allouer les fonctions de stockage de l'information aux compo-
sants (2.2.1.5.) 
6. sélectionner une structure et les composants pour interconnecter 
le réseau (2 .2.1.6.) 
Il peut être nécessaire de répéter une ou 
plusieurs de ces étapes avant de procéder à l'évaluation de la 
conception. Bien que chaque étape soit présentée comme étant 
indépendante, elles sont complètement interreliées. 
2. 2. 1. 1. sélectionner une structure de traitement 
le, ou hybride. 
chapitre S. 
Choisir une 
Ce problème 
structure hiérarchique, horizonta-
a été discuté dans la partie 1 / 
2. 2 .1. 2. sélectionner une structure de base de données 
Déterminer 
buée, et de quelle manière. 
partie 1 / chapitre 5. 
si la base de données est distri-
Ce problème a été discuté dans la 
2. 2 .1. 3. sélectionner les co112_E~~~E..!~--~~--1:_!-~i_!:ement de l ~~!2_~~~~~_!~~~ 
Si un système entièrement nouveau doit être 
conçu, la meilleure approche est de faire un appel d'offres. 
Chaque vendeur proposera un ensemble d'équipements optimal pour 
une ligne de produits particulière. 
Mais souvent, le nouveau système distribué 
est une extension, une évolution d'un ou plusieurs systèmes 
existants. Ceci laisse au concepteur un certain nombre de choix, 
moins importants toutefois que si tout le système était à concevoir. 
2.2.1.4._allouer les fonctions de traitement_aux composants 
Cette étape, ainsi que la précédente et la 
suivante (où les fonctions de stockage sont allouées aux composants) 
ne peuvent être prises séparément. 
Pour cela, il faudra choisir entre l'allocation 
et le partage des ressources statiques ou dynamiques. 
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Dans le mode statique, à chaque composant 
est assigné un ensemble de fonctions, qui peut changer dynamique-
ment quand le système se dégrade, mais qui ne peut pas le faire 
pour des raisons telles qu'un déséquilibre de la charge. 
Cette allocation des fonctions repose sur des 
critères plus techniques en ce qui concerne la faisabilité technique 
d'un choix de conception, et sur des critères organisationnels et 
économiques. 
2.2.1.S. allouer les fonctions de stockag~ __ a_~~-~.9E1J2 .. ~~~~ts 
parties ou copies 
aux composants. 
Si la base de données est distribuée, les 
de cette base de données doivent être allouées 
2. 2 .1. 6. sélectionner une structure de réseau 
Il faut sélectionner la structure pour la 
communication de données. Une possibilité est d' interconnecter 
les localisations par un réseau public. Dans ce cas, la structure 
ne devra pas être conçue. Si un réseau public n'est pas appro-
prie ( pour des raisons de coût ou de confidentialité par exemple), 
une structure de réseau devra être sélectionnée. 
Les catégories principales de 
réseau en étoile, hiérarchique et maillé. Ce 
discuté dans la partie 1 / chapitre S. 
2.2.2. Evaluation de la conception d'essai 
réseaux sont le 
problème a été 
d'éléments matériel 
de réseau proposée, 
fonctions défini. 
Une 
et 
où 
conception d'essai consiste en un ensemble 
logiciel, interconnectés par une structure 
chaque composant exécute un ensemble de 
L'évaluation de cette conception consiste en 
les étapes suivantes 
1. analyse de coût (2.2.2.1.) 
2. temps de réponse, fiab_ilité, flexibilité (2.2.2.2.) 
3. réévaluations (2.2.2.3.) 
2.2.2.1. analyse_de coût 
... coûts du réseau 
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évaluer le coût des facilités de communication 
.... coût du matériel et du logiciel pour le traitement et le stockage 
évaluer les coûts initiaux (d'acquisition) et les coût récurrents 
(maintenance et coûts de location ou leasing ) 
* coût du personnel 
* coûts divers 
coûts n'entrant pas dans les trois premières catégories. Ils 
incluent les coûts des fournitures (papier, rubans, disques, ... ), 
et de préparation éventuelle des sites (climatisation, ... ) 
2 . 2.2.2. temps de ré_ponse, fiabilité, f~~~~~:!:_l_i_!j_ 
* temps de réponse 
temps séparant la fin de l'envoi d'une transaction au point où 
elle sera traitée, et le début de la réception de la réponse . 
.... fiabilité 
déterminer si le système apparaît comme étant fiable aux utilisa-
teurs, et les effets des défaillances. Les effets de chaque type 
de défaillance seront analysés ( défaillance de la lig ne, du 
terminal, du contrôleur, ... ) . On déterminera ég alement la 
probabilité que chaque type de défaillance arrive, les possibili-
tés de minimisation des effets de chaque type de défaillance, 
ainsi que le coût de minimisation . 
.... flexibilité 
elle est evaluée en termes de séries de questions 
p asse-t-il si " 
En voici quelques exemples : 
- que se passe-t-il si le volume des transactions 
. diminue de 20 % 
. augmente de 30 % 
"que se 
- que se passe-t-il si les profils des transactions chang ent 
- que se passe-t-il si les profils des utilisateurs chang ent 
. s'ils changent de localisation 
. si leur profil d'initialisation des transactions 
change 
s'ils sont moins exp érimentés et utilisent 
fréqemment les systèmes d'a i de 
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- que se passe-t-il si le nombre d'utilisateurs 
2.2.3. Réévaluations 
augmente de 50 % avec une augmentation 
correspondante du volume des transactions 
diminue de 20 % avec le même volume des 
transactions 
A ce point, il est rare qu'une conception 
d'essai d'un système complexe reste inchangée. Une série de 
réévaluations doit souvent être faite pour arriver à une conception 
satisfaisante. 
Critères pour qu'une conception soit satisfaisante 
- fournit-elle les fonctions requises ? 
- traite-t-elle le volume requis ? 
- rencontre-t-elle les exigences de temps de réponse ? 
- fournit-elle le niveau minimal requis de fiabilité ? 
- le coût du système est-il dans les limites ? 
Si les réponses à ces cinq questions sont 
positives, la conception peut être acceptée, mais cela ne veut pas 
dire qu'elle est la meilleure. 
Si les réponses ne sont pas toutes positives, 
on passe à l'étape 3 en essayant de remplir les critères qui ne 
l'étaient pas. 
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CHAPITRE 3 METHODE DE CONCEPTION PROPOSEE PAR MARTIN 
3.1. INTRODUCTION 
Dans ce 
méthode de conception de 
f;lartin (M3). Le processus 
un modèle qui, comme tous 
chapitre, nous allons proposer une 
système réparti, proposée par James 
pragmatique de conception repose sur 
les modèles, n'est p as toujours exact. 
Un 
posées pour simplifier 
connus avec précision. 
certain nombre 
le modèle, car 
d'hypothèses 
tous les faits 
doivent 
ne sont 
être 
pas 
Cependant les modèles permettent de situer 
la problématique et de construire des réseaux compatibles avec 
les critères de performances et de coût minimal de l'utilisateur. 
3.2. DESCRIPTION DE LA METHODE 
pour la conception 
plupart du temps, 
itéra tif. 
Une longue 
d'un système 
la procédure 
séquence d'étapes est nécessaire 
de transmission de données. La 
de conception est un pr.ocessus 
Tout d'abord, une estimation d'un système 
possible de transmission de données sera faite. Des calculs seront 
faits pour voir s'il remplit les exigences. Si ce n'est pas le cas, 
le système sera ajusté jusqu'à ce qu'il remplisse ces exigences. 
Si c'est le cas, on es aie de minimiser le coût du réseau. Une 
fois qu'une forme particulière de réseau a été sélectionnée, divers 
algorithmes sont disponibles pour établir une configuration optima-
le de ce réseau. 
Voici une séquence possible d'étapes, préconi-
sée par James rviartin, pour concevoir le réseau de communication. 
fais la conception de ce réseau peut n'être qu'une étape dans 
un processus plus large de conception d'un système en temps réel. 
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1. déterminer les types de messages 
i 
2. déterminer le trafic 
i 
-----•- 3. établir le critère du temps de réponse souhaité 
,1 
' 
l 
---•;.. 4. déterminer les localisa tians des terminaux 
. 
• 
-. S. établir les caractéristiques des terminaux et choisir les types 
adéquats 
i 
6. déterminer le nombre de terminaux par localisation 
l 
7. la connexion terminal-ordinateur se fait-elle par commutation 
manuelle 
i 
8. déterminer en détail 1' interface homme-machine et la structure 
de conversation 
! 
9. déterminer le nombre de caractères transmis 
1 
• 10. déterminer les structures de réseau possibles (multiplexeurs, 
concentra teurs, ... ) 
i 
11. déterminer les procédures de contrôle de ligne possibles 
(séquences de "polling", priorités, half ou full duplex) 
l 
12. sélectionner les modem s et les autres équipements se rapportant 
13. 
14. 
15. 
aux lignes 
t 
construire des modèles pour un chemin de communication ( théo-
rie des files d'attente ou simulation) 
1 
, . 
etablir une table des taux de trafic 
i 
établir un réseau de lignes louées à un coût minimal 
i 
16. faire des raffinements au réseau (maintenance par exemple) 
r 
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étapes 1 et 2 
Tout d'abord, il faut déterminer les types de 
messages qui seront transmis, et, pour chaque type, le trafic. 
pointes de trafic Ce trafic varie selon l'heure et le jour. Des 
seront établies comme dans la figure ci-dessous. 
50 
40 
30 
20 
10 
nombre de clients 
entrant dans la g 
banque par périe-
des de 15 minutes 
Variation journalière de s entrées des clien t s dans une banque. Les 
chiffres représentent le nombre de clients en tr ant pendant des périodes 
de 15 minutes 
10 11 12 13 14 15 heure 
Il faudra décider quel niveau de trafic le 
système devra réellement traiter, compte tenu de ces pointes. 
Faut-il concevoir un système qui absorbera toutes les pointes, et 
donc qui sera sérieusement inutilisé à d'autres moments ? 
étape 4 
Déterminer où seront localisés les terminaux . 
Cette localisation donne lieu à des calculs économiques (de rentabi-
lité par exemple). 
étape 5 
Déterminer les caractéristiques des terminaux. 
Les caractéristiques affectant le temps de réponse sont la vitesse 
"de sortie" (écran, imprimante), la taille des ta mpons s'il y en 
a, si ces terminaux sont prévus pour des lignes "full" ou "half 
duplex", les caractères de contrôle nécessaires, si on peut avoir 
une grappe de terminaux sur une ligne, et dans ce cas s'ils 
répondent au "polling" et combien de te mp s il faut pour "basculer" 
la direction de transmission (turn around time) . 
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étape 6 
Déterminer le nombre de terminaux nécessaires 
à chaque localisation. 
étape 7 
Déterminer si l'établissement de la connexion 
du terminal à l'ordinateur se fait par commutation manuelle. Si 
c'est le cas, il est nécessaire de déterminer la probabilité d'un 
éch ec lors d e l' êta b lissement de la connexion. Si le délai ent r a!-
né par la commuation est t r op important, il faut trouver une autre 
solution. 
étapes 8 et 9 
Déterminer les long ueurs de messages. La 
structure de la conversation homme-machine doit être connue. 
Souvent cette structure change pendant l'implémentation du système, 
ce qui provoque presque toujours une aug mentation du nombre total 
de caractères transmis. 
Dans ce cas, il est nécessaire de changer le 
réseau de communication. Quand les longueurs des messages sont 
connues, il peut être nécessaire de réitérer le processus, le coût 
du réseau pouvant être trop élevé. On voudra peut-être réduire 
les exigences en temps de réponse ou changer les équipements 
terminaux. 
étape 10 
Déterminer les a p pareils à 
les multiplexeurs, concentrateurs, commutateurs. 
existe diverses méthodes approximatives de calcul. 
étape 12 
utiliser, 
Pour 
tels que 
cela, il 
Choisir les modems, en tenant compte de leur 
temps de basculement entre le "polling " et le "selecting", aussi 
bien que de la vitesse de transmission de la lig ne multipoint. 
étape 13 
Des modèles pour un chemin de communication 
de terminal à ordinateur p euvent êt r e construits, indiquant le 
temps de rép onse. On pourr a voir comment celui-ci va r ie, et avec 
quel écart-type, selon le t r afic. Ces modèles p euven t montre r les 
effets de changements dans l'organisation des lig nes e t dans les 
caractéristiq ues des terminaux, moderns, etc ... 
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étape 14 
Des modèles sont construits, utilisant la 
théorie des files d'attente ou la simulation, produisant une table 
des taux de trafic. Celle-ci indique les charges maximales de 
trafic qui sont admises selon des nombres différents de terminaux 
sur les lignes. 
étape 15 
La réalisation géographique du réseau peut 
être envisagée. L'utilisateur dispose d'un certain nombre d'outils 
d'aide à la conception physique du réseau. 
3.3. APPRECIATION 
La méthode que nous venons d'exposer présen-
te un certain intérêt, étant donné son orientation "utilisateur". 
Cependant elle repose sur un certain nombre de procédures qui 
demandent des connaissances ma thématiques telles que la théorie 
des files d'attente, etc, économiques telles que le calcul de 
rentabilité, .•. , techniques telles que le temps de basculement des 
modems, etc ... 
3.4. COMPARAISON DES METHODES DE CONCEPTION PRESENTEES PAR 
BOOTH ET ~·1ARTIN 
A première vue, les deux méthodes semblent 
être équivalentes. Cependant une étude plus approfondie fait 
apparaître un certain nombre de différences. 
Ces différences résultent de deux faits. Le 
premier fait est la date de publication de ces méthodes . Celle 
de Iv'Iartin a été proposée au début des années 1970, tandis que 
celle de Booth a été présentée en 1981. En une décennie, les 
connaissances 
théorique et 
d'importance 
aux réseaux 
L'évaluation 
modèles. 
sur l'informatique distribuée ont fortement évolué. 
la méthode de Martin reste à un niveau plus 
très technique. En effet, l'auteur met beaucoup 
sur l'utilisation de modèles mathématiques adéquats 
"classiques" (réseau en étoile, lignes multipoint) . 
d'une solution se fait principalement au niveau des 
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La conception de systèmes d'informatique 
distribuée, dont l'essor a vraiment débuté vers la fin des années 
1970, se base sur les connaissances acquises lors de la mise en 
oeuvre de systèmes. La méthode proposée par Booth rend compte 
de ce phénomène. Il y a une prise en considération quasi totale 
de l'environnement dans lequel le système d'informatique distribuée 
doit fonctionner. La méthode étant fortement pragmatique, elle 
utilise des installations réelles pour aboutir par tâtonnements 
successifs à une solution acceptable. En fait, actuellement la 
méthode proposée par ·1artin représente une étape de la méthode 
présentée par Booth (la troisiè me). 
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CHAPITRE 4 METHODE GENERALE DE CONCEPTION DE SYSTEMES 
REPARTIS 
4.1. INTRODUCTION 
une des 
(Ml). 
Cette méthode, que nous considérons comme 
meilleures, a été proposée par Macchi et Guilbert dans 
Nous nous limitons à reproduire succinctement les grandes 
lignes de cette méthode. 
On peut généralement distinguer quatre étapes : 
1ère étape la définition des objectifs du réseau 
- 2ème étape la détermination des critères de choix 
- 3ème étape la définition de l'architecture du système 
- 4ème étape le choix des composants du système 
La première et la deuxième étape correspon-
dent à l'établissement d'uri cahier des charges du système, c'es.t--
à-dir.e la description qualitative et quantitative externe vue par 
l'usager comme par l'exploitant. 
La troisième et la quatrième étape correspon-
dent à une recherche d'une solution, c'est-à-dire à la spécifica-
tion d'un système répondant au cahier des charges. 
La prem1ere étape 
mesure où les résultats constituent les 
conception du réseau, et elle nécessite 
avec le concepteur. 
est essentielle dans la 
données de base pour la 
la coopération des usagers 
La deuxième étape a pour but de quantifier 
un certain nombre de critères qui permettent d'effectuer des choix 
au cours des étapes suivantes de la conception. 11 faut définir 
et chiffrer les constantes, techniques ou non, que doit satisfaire 
le réseau. 
une p hilosophie 
charg es. 
La troisiè me étape 
de réseau rép ondant 
a pour but de déterminer 
au mieux au ca h ier des 
La quatrième étape a p our objet de f i xer les 
équipements in te rv en an t dans la mise en p lace du réseau . 
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certaines étapes, 
être affinée. 
A la fin de la conception, en reprenant 
la solution obtenue lors des quatre étapes peut 
4.2. ETABLISSEMENT DU CAHIER DES CHARGES 
4.2.1. Introduction 
En principe, l'établissement du cahier des 
charges pour un système réparti ne se distingue pas beaucoup de 
l'établissement de celui d'un système classique. 
Cependant dans un système réparti, l'usager 
a directement accès au système, ce qui donne une autre dimension 
aux problèmes relatif~ aux moyens de communication avec le systè-
me, au temps de réponse et à la disponibilité du système. 
4.2.2. Première étape : la définition des objectifs du système 
Cette analyse donne lieu à quatre types diffé-
rents d'études 
- l'analyse de la situation 
- l'analyse des besoins 
- l'analyse des contrafntes 
- l'étude de faisabilité 
4. 2. 2 .1. 1' analyse de la situation 
Cette analyse aboutit à la définition des 
objectifs g énéraux du système. 
La conception de nouveaux systèmes doit faire 
l'objet d'études approfondies tenant compte de la réalité de 
l'entreprise et de son évolution possible la nature et l 'impor-
tance de l'entreprise pouvant orienter le choix des solutions. 
L'analyse de la situation commence p ar une 
prise de connaissance de l'entreprise, qui permet d'obteni r une 
description de 
- la structure de l'entreprise 
- l'environnement du système 
L'environnement e st défini par un ce r tain 
nombre de p aramètres tels que 
l'implantation g éog raph i q ue de l'en trepri se ( i mplantation d es 
divers sites) 
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- la nature du traitement existant dans l'entreprise 
- etc ... 
L'organigramme de gestion fournit générale-
ment une représentation symbolique du réseau d'acheminement des 
informations (diagramme des flux). La structure fonctionnelle qui 
met en évidence les sites générateurs et utilisateurs d'informations 
sera précisée en fonction de l'implantation géographique de l'entre-
prise. 
Après cette prise de connaissance, il faut 
étudier les applica tians téléinformatiques existantes, et leurs 
liaisons avec le système doivent être analysées des points de vue : 
- grandes fonctions 
- trafic 
- services offerts 
- etc ... 
4.2.2.2. l'analyse des besoins 
Cette analyse, qui demande la coopération des 
usagers avec le concepteur, permet une description des services 
attendus par les usagers du système. Elle vise à élaborer la 
solution sans entrer dans les détails internes du fonctionnement 
du système, ni définir ses composants matériels et logiciel5. La 
description du système comprend : 
- la description de l'environnement du système 
- l'analyse fonctionnelle ou conceptuelle du système 
- le schéma général fonctionnel du système 
a)_ descr~ption de_ l'environnement_ du système 
Il faut approfondir les connaissances sur 
l'environnement du système. A la fin de cette étape, on aboutit 
à une description précise de l'environnement fonctionnel du système, 
c'est-à-dire : 
- à une description des tâches effectuées au sein de l'entreprise 
en amont et en a val 
- à une description des problèmes organisationnels 
- à une description des limites du système 
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b) _analyse_ fonctionnelle_ ou conceptuelle du_ s_yytème 
L'analyse conceptuelle a pour but d'étudier 
qualitativement et quantitativement : 
- la structure des traitements mis en oeuvre 
- la structure des données manipulées 
Nous n'allons pas 
d'une analyse fonctionnelle, toutefois 
intéressé de consul ter ( Cl3) , ( ,:11 ) , ( B3). 
c) _ schéma _ _gjnéral fonctionnel 
entrer dans les 
nous prions le 
L'analyse fonctionnelle se concrétise 
document reflétant le consensus au niveau fonctionnel 
concepteur, les usagers et les exploitants du système. 
ment décrit avec précision les fonctions assumées par le 
4.2.2.3. l'analyse des contraintes 
détails 
lecteur 
par un 
entre le 
Ce docu-
système. 
Lors de l'analyse de la situation et de l'ana-
lyse des besoins, on peut mettre en évidence un certain nombre 
de contraintes relatives à la mise en place du système au sein 
de l'environnement défini. Ces contraintes, qui peuvent être 
externes ou internes à l'entreprise, ont un impact sur la concep-
tion du système réparti, dans la mesure où elles apportent un 
certain nombre de restrictions au domaine des choix possibles. 
Ces contraintes sont de plusieurs natures 
- contraintes techniques 
- contraintes d'exploitation 
- contraintes budgétaires 
- contraintes de délai de réalisation 
- contraintes externes (matériel et logiciel) 
- contraintes relatives au personnel 
- contraintes juridiques 
contraintes psychologiques et sociologiques 
( réactions des usa g ers) 
4.2.2.4. étude de faisabilité 
Cette étude vérifie que les objectifs et 
contraintes sont envisa g eables, c'est-à -dire q ue les divers éléments 
quantitatifs et qualitatifs rep résentatifs d u système ne conduisent 
pas à une concep tion i r réalisable. Il y a p ossibilité d'une re mise 
en cause éventuelle de ces objectifs et contraintes. 
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Quatre types d'études peuvent être envisagés 
a) étude de faisabilité fonctionnelle 
Cette étude justifie les besoins exprimés par 
les usagers. L'objectif essentiel est de vérifier le bien-fondé de 
ces besoins et de voir si on ne peut pas satisfaire des besoins 
analogues par une légère adaptation du système. 
b) étude de faisabilité technique· 
Cette étude doit démontrer, indépendamment 
des aspects financiers du problème, qu'il existe au moins une 
solution technique envisageable, tant sur le plan du matériel, que 
des logiciels. 
c) étude de faisabilité ouérationnelle 
------------------------- i. ------------
Cette étude analyse les diverses possibilités 
de gestion et d'exploitation du système au sein de l'environnement 
défini par les études précédentes. 
d) étude de faisabilité financière 
Cette étude tient compte du coût de réalisa-
tion, de mise en place et d' exp loi ta tion. Elle vérifie que ces 
coûts entrent dans le cadre des contraintes budgétaires ou sont 
compétitifs avec la solution existante ou d'autres solutions 
envisageables. 
4. 2. 3 ~ Deuxième étape : la détermination des critères de choix 
La solution recherchée doit répondre à un 
certain nombre de critères de choix relatifs au système. On peut 
distinguer plusieurs catégories de critères : 
- les_ critères_ de _performances 
par exemple : . temps de réponse 
. stabilité du système 
. disponibilité, etc ... 
- ~~~-~~~tères technique~ 
concernant les équipements en matériel et logiciel 
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par exemple pour le matériel conformité aux normes 
. compatibilité 
. fiabilité 
etc ... 
pour le logiciel fiabilité 
. outils de production 
etc ... 
- les critères d'exploitation 
par exemple : . simplicité d'exploitation 
. reprise de l'existant 
. vulnérabilité aux pannes 
etc ..• 
- les critères relatifs_ auEersonnel 
concernant les différentes catégories de personnel que nécessitent 
la mise en oeuvre du système et son utilisation ; on s 'intéres-
se à la qualification, la stabilité et les politiques de recrute-
ment et de formation de ce personnel 
. - les critères g_éogra_phiques 
- les critères économiques 
- les critères politioues __________________ J __ _ 
La pondération de chacun de 
permet au concepteur d'orienter ses choix au moment 
che d'une solution. 
4.3. RECHERCHE D'UNE SOLUTION 
4.3.1. Introduction 
Le travail de recherc h e consiste en 
- la définition de l'a r chitecture du système 
- le choix des composants 
ces critères 
de la recher-
l' op timalisation d u système conforme au cahier des charg es 
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4.3.2. Définition de l'architecture du système 
4 . 3.2.1. introduction 
A ce niveau, l'expérience pratique et les 
connaissances du concepteur sont nécessaires pour choisir une 
solution. Son choix peut être facilité par l'utilisa tian de méthodes 
automatiques. En tous cas, le concepteur utilise les critères de 
choix donnés par le cahier des charges. 
L'étude que le concepteur 
à la fois qualitative et quantitative, et porte 
éléments constitutifs du système 
- points d'accès au système 
doit entamer est 
sur les différents 
centre de traitement et de stockage de l'information 
- le réseau de transport pour acheminer le$ informations 
A ce niveau, il est conseillé de définir égale-
ment la maintenance et l'exploitation du système. 
4.3.2.2. distribution géographique des postes de travail 
En nous basant sur les données de l'analyse 
conceptuelle, nous sommes capables de déterminer le nombre de 
terminaux, de manière à satisfaire les contraintes de temps de 
réponse, de disponibilité, etc au niveau de chaque poste de 
travail. 
4 . 3.2 . 3. répartition du traitement et du stockage 
Ce problème a été discuté dans la partie 1 
/ chapitre 5 de ce mémoire . 
4.3.2 . 4. définition de l'architecture du système de gestion 
forme, 
consiste 
Lorsque l'architecture du système a pris sa 
il est nécessaire d'envisager_. sa gestion. Le travail 
à définir les fonctions de gestion et de contrôle à réaliser. 
4.3.3. Choix des composants du système 
4.3.3.1. introduction 
Cette étape a pour objet de déterminer les 
divers éléments qui vont être assemblés pour constituer le système 
dont l'architecture vient d'être définie . 
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Ce choix concerne trois ensembles de composants 
- les terminaux 
- les moyens de traitement et de stockage 
- les moyens de transport et optimalisa tion du réseau 
4.3.3.2. choix des terminaux 
Le terminal est le moyen d'accès au système 
téléinformatique qui assure la saisie et la restitution de l'informa-
tion. Les types de terminaux envisageables pour le système ont 
été définis lors de l'étude des postes de travail ( analyse fonction-
nelle). 
Le choix des terminaux est 
fonction de la philosophie du système, mais aussi 
d'utilisation et de leurs performances ( terminaux 
intelligents, plus ou moins autonomes). 
non seulement 
de leur facilité 
plus ou moins 
4.3.3.3. choix des moyens de traitement et de stockage 
Le choix du système de traitement se fait 
après la prise de connaissance des charges entre les terminaux 
et les systèmes centraux. La connaissance des volumes d' informa-
tions échangées, des types et du nornbre de terminaux par lieu 
géographique permet de déterminer les caractéristiques de ces 
moyens de traitement et de stockage. 
4.3.3.4. choix des moyens de transport et optimalisation du réseau 
L'étude du réseau comporte 
le choix d'un ou plusieurs services de transmission de données 
proposés par les services publics de télécommunication ( RTT) 
- le choix du matériel de transmission de données 
- l'organisation de ces divers moyens dans un réseau de transport 
plus ou moins complexe 
Les objectifs à respecter sont 
la satisfaction des 
temps de réponse, 
cahier des charges 
exigences 
etc ... ) 
de performances (débit efficace, 
et de sécurité qui découlent du 
la diminution du coût du réseau (par exemple : par la concen-
tration du trafic, l'utilisation d'un réseau public) 
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L'utilisation des moyens de transport, en 
particulier des lignes spécialisées, peut être optimalisée par 
l'adjonction d'équipements qui regroupent plusieurs flux de don-
nées sur un circuit de données. Ceci est réalisé par des techni-
ques de multiplexage ou de concentration. 
Les besoins et les solutions peuvent être 
dégagés en analysant le 
- taux de connexion 
E = N ;': T / 3600 Erlang 
où N = nombre de périodes d'activité par heure de durée T ( s) 
( si E = 1 : connexion permanente) 
- taux d'activité 
8 = n * l / T ~ D 
où n = nombre de transmissions de longueur l (caract) par 
période d' activité 
D = débit en caract / sec 
- débit efficace 
D = N ·k n ;': 1 / 3600 caract / sec 
m 
Décisions qu'on peut prendre à partir des valeurs de E et de 0 
E 0 types de trafic ou concentration 
d'application possible 
voisin voisin télémesure, conduite aucune (point-
de 1 de 1 de proces~us à-point) 
faible système en temps réel concentra tian par 
liaison multipoint 
- concentrateur 
- commutation par 
paquets 
faible voisin transmission par lots concentration par 
de 1 commuta tian de 
circuit 
faible conversationnel par double concentration 
courtes périodes - de circuits 
-
de messages 
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4.3.4. Vérification de la solution 
C'est essentiellement 
té. Il s'agit d'évaluer le coût de la 
des performances attendues. 
un contrôle de faisabili-
configura tion en fonction 
Cette étape tient compte des critères donnés 
par le cahier des charges, dont les plus importants sont le débit 
du système, le temps de réponse, la stabilité, l'extensibilité, la 
disponibilité et le coût. 
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CONCLUSION 
La conception d'un système d'informatique 
distribuée est une entreprise difficile qui n'est pas régie par des 
règles strictes. 
Cependant toutes les méthodes nécessitent des 
connaissances diverses en ce qui concerne 
- le matériel et logiciel pour le traitement des données 
- le matériel et logiciel pour la transmission des données 
- la théorie des files d'attente 
- la théorie des graphes 
- le calcul de fiabilité 
- l'économie 
- les moyens de transport 
- l'exploitation des grands systèmes 
- les statistiques 
Cependant le concepteur peut être aidé dans 
sa tâche difficile par des outils divers d'aide à la conception, 
qui peuvent être du type mathématique ou autre. Dans la partie 
suivante, nous allons présenter un outil pragmatique d'aide à la 
conception, qui complète la quatrième méthode de conception présen-
tée ci-dessus. 
Dans les chapitres précédents, nous avons 
présenté quatre lignes de conduite lors de la conception d'un 
sytème d'informatique distribuée. A priori on ne peut pas recom-
mander la meilleure solution. En effet, à chaque systèr,1e réparti 
à développer correspond un problème de conception particulier, 
et ainsi il faut dégager la méthode de conception adéquate. Ou 
bien une des quatre méthodes est applicable, ou bien le concepteur 
doit développer une nouvelle ligne de conduite adaptée aux besoins 
spécifiques de son système. 
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PARTIE 4 OUTIL PRAGMATIQUE D'AIDE A LA CONCEPTION DE 
SYSTEMES D'INFORMATIQUE DISTRIBUEE 
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INTRODUCTION 
Dans la partie précédente, nous avons présen-
té la prob léma tique de la conception de systèmes d 'informatique 
distribuée. Après avoir présenté les éléments majeurs à prendre 
en compte lors de la conception, nous avons proposé un certain 
nombre de méthodes de conception possibles. 
Dans cette quatrième partie, nous allons 
présenter en toute généralité un outil pragmatique d'aide à la 
conception de réseaux informatiques complexes. Ce type d'outil 
se base plutôt sur des informations concernant les applications 
utilisateur, et sur des observations, que sur des modèles mathéma-
tiques rigoureux. 
L'utilisation de cet outil est particulièrement 
intéressante lors de la vérification d'une solution. En effet, 
l'outil permet un contrôle de faisabilité simple à utiliser. 
Lors de notre stage chez CI 1-Honeywell Bull 
à Pa ris, nous avons pu nous familiariser avec ce type d'outil. 
Les études que nous avons faites ont été clôturées par la confec-
tion d'un système automatisé d'aide à la conception de réseaux 
DSA complexes. 
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CHAPITRE 1 INTRODUCTION A L'OUTIL PRAGMATIQUE ET AUX 
OBJECTIFS POURSUIVIS 
1. 1. INTRODUCTION 
L'outil que nous présentons dans les chapitres 
suivants fait partie d'un ensemble d'instruments d'aide à la 
conception de systèmes d'informatique distribuée. 
La conception de tels systèmes est un proces-
sus présentant essentiellement trois phases 
1. phase d'avant-vente de matériel informatique de réseau _ 
2. phase de réglage (anglais : tuning) et d'optimisation de systè-
mes d'informatique distribuée 
3. phase de modifications du système 
Les 
la partie 3 reprennent 
parfois de modification 
être utilisé dans une 
phases 1 et 3. 
méthodes de conception présentées dans 
uniquement les phases d'avant-vente et 
du système. Ainsi notre outil, qui peut 
méthode générale, ne s'applique qu'aux 
Pour chacune de ces trois phases, il existe 
des outils spécialisés : 
- Pour la première et la troisième phase, on peut appliquer des 
outils pragmatiques analogues à celui que nous avons étudié 
et automatisé. Ce type d'outil est principalement orienté vers 
les utilisateurs du système sous étude. Bien que les formalisa-
tions requises pour l'utilisation de ces instruments ne permettent 
que d'aboutir à des résultats approchés, ces outils donnent une 
bonne idée générale de la structure, des performances et du 
coût du système. 
- Pour la deuxième phase, on dispose d'outils plus sophistiqués 
qui sont basés, dans la plupart des cas, sur des modèles mathé-
matiques tels que la théorie des graphes ou la théorie des files 
d'attente. Vu la précision des résultats obtenus, ces outils 
permettent d'optimiser l'utilisation et le fonctionnement du 
système. La qualité de ces optimisations dépend fortement de 
la qualité des modèles utilisés, dont l'élaboration constitue un 
travail compliqué et minutieux, et de celle des données d'entrée. 
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1.2. OBJECTIFS 
Dans la première partie 
a vans décrit les trois fonctions princip ales 
sytèmes d'informatique distribuée, à savoir 
- la fonction de traitement des données 
- la fonction de stockage des données 
- la fonction de transport des données 
du mémoire, nous 
assumées par les 
L'outil que nous avons étudié s'occupe unique-
ment de la fonction de transport des données à travers le réseau. 
La structure de cet 
types de 
outil est 
données, 
relativement 
il permet de simple à partir de plusieurs 
dimensionner le réseau sous étude. 
Les données à fournir sont de deux types 
différents. Il y a d'une part des données fonda mentales, relati-
ves aux comportements des divers équipements constituant le réseau 
face à un trafic de données. Il y a d'autre part les données 
variables ou "utilisateur", qui proviennent d'une analyse fonction-
nelle de l'ensemble des applications de l'utilisateur à mettre en 
oeuvre sur le réseau. 
Les résultats auxquels l'outil permet d'aboutir 
sont de plusieurs natures. Il y a d'abord des "résultats-résumés" 
présentant de façon synthétique les données collectées concernant 
- les transactions 
- les agents 
- les sites 
Ensuite, il 
divers sites, en donnant le 
vitesse, leur taux d'utilisation, 
ne les équipements tels que 
contrôleurs de terminaux, 
dimensionne les liens entre les 
nombre de lignes physiques, leur 
Finalement, l'outil di mension-
les concen t rateurs, com mutateurs, 
Lors de not r e étude, n ous nous somm es limités 
à la c h arge CPU de ces équipements. Celle-ci peut être p r ésentée 
de façon globale, ou elle p eut être présentée par fonction assumée 
par l'éq uipemen t sous étud e. 
- 105 -
Remarque 
l'ordinateur de réseau "Datanet 
CPU de cet équipement 
- globalement 
chez 
DN 
CII-HB, 
7100", et 
l'outil dimensionne 
présente la charge 
- pour la connexion du da ta net à un ordina-
teur hôte 
- pour le réseau primaire 
- pour le réseau secondaire 
1.3. OUTIL AUTOMATISE 
Un lecteur initié à la problématique des 
systèmes d'informatique distribuée peut entrevoir la complexité des 
manipulations de données à effectuer pour aboutir aux résultats 
souhaités. 
Après avoir présenté les grandes lignes de 
la "théorie de l'outil" développé par Claudie Chappuis (CII-HB), 
nous présentons brièvement le programme que nous avons développé. 
Ce prototype répond aux spécifications exprimées dans la base 
théorique, et dans un but de minimiser les sources d'erreurs et 
d'augmenter la facilité d'utilisation, nous avons ajouté un certain 
nombre de fonctionnalités. 
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CHAPITRE 2 ETUDES PRELIMINAIRE REQUISES 
2.1. PLAN DES ETUDES 
Dans ce chapitre, nous exposons les études 
que l'utilisateur doit faire avant d'utiliser l'outil de dimensionne-
ment. Ces études vont, d'une part, permettre la paramétrisation 
de l'outil, et, d'autre part, elles vont déboucher sur une collecte 
de données pour laquelle l'utilisation de supports tels que des 
formulaires est vivement conseillée. 
Les études se situent à deux niveaux 
Au premier niveau, on retrouve les études concernant les don-
nées dites fondamentales. On y trouve les études des comporte-
ments ou les mesures de performances des équipements impliqués 
dans l'architecture de réseau. Sans cette information, on 
n'arrive pas à dimensionner le réseau. Il convient de remar-
quer que ce niveau est très technique, et que dans la majorité 
des cas, seuls les constructeurs sont capables de fournir ce-s 
données. Au paragraphe 2.2., nous allons passer en revue un 
certain nombre de techniques qui permettent d'aboutir à des 
formules de calcul telles que par exemple le temps CPU du 
processeur frontal en fonction des trames· HDLC traitées. 
- Au deuxième niveau, on retrouve les études relatives aux 
nées variables, c'est-à-dire les données sur l'ensemble 
applications. Ces données sont divisées en deux catégories : 
don-
des 
_,. la prem1ere catégorie concerne les données "a pp lie a tions" . 
Les applications de l'utilisateur sont analysées dans une 
optique de réseau, c'est-à-dire qu'on s'intéresse aux transac-
tions générées et aux agents qui initialisent ces transactions . 
... la deuxième catégorie concerne les données "réseau". L 'utili-
sateur définit la topologie de son réseau, c'est-à-dire qu'il 
définit les sites et il détermine les liens entre ces sites. 
2.2. DONNEES FONDAME~TALES 
2.2.1. Etude des comportements des équipements 
l'utilisateur lors 
distribuée sont : 
Les 
de 
comportements qui peuvent inté r esser 
la conception de systèmes d 'informatique 
- la charge CPU des divers composants du système, face à un t r afic 
d onné 
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- le temps de réponse 
- le temps de transit 
- les taux d'utilisation des ressources 
- les besoins en place mémoire dans les divers équipements 
- l'efficacité des protocoles utilisés 
L'intérêt de ces mesures est 
- la possibilité d'obtenir des formules de calcul permettant le 
calibrage d'un réseau. C'est ce point qui nous intéresse le 
plus. En effet, pour assurer un contrôle de faisabilité d'une 
architecture de réseau, l'outil automatisé doit connaître les 
performances des di vers équipements matériels vis-à-vis d'une 
certaine charge. Ces performances ne varient pas uniquement 
avec la charge, mais aussi avec les protocoles utilisés. Ainsi, 
avant même d'utiliser l'outil, il faut connaître par exemple le 
temp s CPU d'un frontal pour traiter n paquets par message. 
La connaissance de ces informations permet "d'initialiser" les 
procédures de calcul du programme. 
- la possibilité d'obtenir des indications pour optimiser une instal-
lation informatique. 
La qualité de l'outil dépend fortement de la 
précision et de la validité des mesures qui ont été effectuées. 
2. 2. 2. Méthodes de mesure de performances 
Ces formules de calcul déduites des mesures 
constituent la base de tout le dimensionne men t. Comme nous 
n'avons pas obtenu des informations précises sur les mesures 
effectuées chez Cl 1-HB, nous jugeons important de passer en revue 
les principales méthodes de mesures utilisées. Nous avons décou-
vert trois catégories distinctes de mesures : 
La p remière catégorie regroupe les méthodes basées sur des 
simulations. Ces simulations sont fondées sur des modèles de 
files d'attente. Les mesures de ce genre donnent une idée 
globale du fonctionnement du système (composant ou ensemble 
de com posants). 
- La deuxième catég orie de mesures est basée sur l'utilisation de 
stimulateurs (ou émulateurs). Ces mesure s sont f aites sur le 
matérie l réel. Ce qu'on simule sont les charges de travail. 
Cette méthode permet de découvrir des goulot s d'étranglement. 
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- La troisième catégorie de méthodes fait appel aux techniques 
du "monitoring". Les moniteurs matériel et logiciel permettent 
d'analyser de f~çon prec1se le système sous étude, et ils 
permettent le réglage (tuning) et l'optimisation de l'installation. 
2.2.2.1. première catéçzorie : les simulations 
Dans 
ment utilisée, cependant 
résultats globaux . 
le contexte 
elle permet 
une telle méthode est rare-
en principe d'arriver à des 
Le schéma suivant présente la procédure 
d'évaluation des performances d'un système informatique. Le 
simulateur simule le comportement de ce système faisant face à une 
charge donnée. 
paramètres de configuration 
paramètres 
de charge 
•1: problème s 
' 
simulateur 
(= programme 
d'ordinateu r) 
___ _. résultats de 
simulation 
l'équipement dont on veut connaître une performance précise 
doit être modélisé de façon précise 
- la charge qu'on simule doit être aussi réaliste que possible 
..l.. avantage 
- rapidité des mesures 
... dés a vantaae __________ f;;1_ 
- la qualité des résultats dépend fortement de la qualité du 
modèle sur lequel repose le simulateur 
- I Bi,1 par exemple utilise cette méthode ( SNAPSHOT) 
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2. 2. 2. 2. deuxième catég orie : les stimulateurs 
Les stimulateurs ou émulateurs 
to emulate faire aussi bien que ... ) peuvent être 
trois groupes que nous allons brièvement présenter. 
ces stimulateurs repose sur les mêmes principes : 
(de l'ang lais 
classés dans 
Chacun de 
- Les mesures sont faites sur un nombre restreint de cas, considé-
rés comme représentatifs 
- Dans le cas de mesures de processeurs frontaux, il y a établis-
sement d'un flux continu de données . La condition de continuité 
est nécessaire pour se trouver dans un reg1me stable de 
fonctionnement, et pour éviter les effets de bord dûs à l' intiali-
sa tion et à la saturation. Ce flux doit être maintenu pendant 
une période assez longue ( environ 1 à 2 heures). 
- On stimule le système sous étude selon des scénarios de charge 
prédéfinis, qui doivent être réalistes. 
a) stimulateurs intéarés 
-------------------- v __ _ 
Cette méthode est utilisée pour les mesures 
de comportement d'un ordinateur face à une charge prec1se de 
travail. Le schéma suivant montre le principe de cette méthode 
machine à 
tester 
SUPERVISEUR ADA PTE 
------~ 
PRO GRA:,1:•1 E S ST I i-1 U L AT E UR 
-
...... simulation 
----- ... 
Les tests se font sur la machine réelle . Le 
stimulateur ou émulateur est un programme qui se trouve en 
mémoire centrale de l'ordinateur, et il simule n terminaux 
asynchrones ou autres . 
.. , .. a vanta .ge 
- réalisation aisée des mesures 
~•: dés a vanta oe 
----------~-
cette méthode présente un désavantage considérable du fait 
que l' émulateur est un programme s'exécutant lui-même dans 
le système qu'il doit mesurer, il y a création d'une charge 
supplémentaire p our le processeur central de l'ordinateur, 
ainsi que pour les processeurs canaux. 
.,. 
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rema~q_ues 
- cette méthode ne convient pas pour mesurer les performances 
d'un processeur frontal où les capacités de traite ment et d e 
stockage sont limitées. 
les stimulateurs collectent eux-même les résultats des 
stimulations. 
Par exemple Siemens a utilisé cette méthode à la fin des 
années 70, à l'aide du stimulateur " Einstein" tournant sous 
BS 2000. 
- une telle méthode peut être appliquée au cas des processeurs 
de réseau intégrés, comme par exemple les "Data nets DN 7100" 
de CII-HB qui ont des possibilités de traitement considérables. 
b)_ stimulateurs int~g_rés _sur un_processeur interne 
Cette méthode est uniquement applicable à des 
systèmes informatiques multiprocesseurs. 
Schéma : 
PP U 
CM 
CP U 
PPU = perip herical 
processing uni t 
CM= central memory 
CPU = central processing 
uni t 
Dans cette méthode, le stimulateur n'a plus 
besoin du CPU pour s'exécuter, mais il utilise un processeur 
périphérique qui ne sera pas présent dans la config ura t ion 
vendue. Ici le stimulateur re mplace n lignes asynchrones ou 
autres . 
.... rema~q_ues 
- cette méthode est inadéquate pou r le cas des p rocesseurs fron-
taux et autres équipements de réseau, p u isque ces machines 
ont généralement une structure monop rocesseur. 
- cette méthode est surtout utilisée pa r CDC. 
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c) stimulateurs externes 
Cette méthode est fréquemment utilisée, et 
semble être une solution réaliste au problème des mesures. 
Schéma 
11 ordinateur 11 
équipement à tester 
stimulateur 
Dans le cas de processeurs frontaux ou 
d'équipements analogues, on connecte l'appareil sous étude à un 
ordinateur dans lequel s'exécute le stimulateur. Le programme 
responsable de l'émulation des terminaux ou autres équipements 
est la plupart du temps un générateur de charge créant un flux 
spécifique de données. Ce flux peut être paramétré, et est cons-
tant pendant la durée des mesures (par exemple utilisé dans 
les mesure s de l ' ARP ANET , PR JET , SA PJE T ) . Plusieurs scénarios 
de charge sont ainsi soumis à l'équipement. 
.,. avantages -
- coût modéré des mesures 
- proche de la réalité 
flexible 
- méthode utilisée par exemple par DEC, ClI-HOtJEYWELL BULL 
et UNIVAC 
2.2.2.3. troisième catégorie : les moniteurs 
11 y a deux catégories principales de moni-
teurs : les moniteurs "hardware" et les moniteurs "software". Les 
moniteurs "hardware" sont réalisés à partir de matériel ordina-
teurs, m1n1, r,ücro, etc, tandis que les moniteurs "sofware" 
sont réalisés par des programmes . 
- 112 -
a) moniteurs hardware 
Le moniteur est un processeur capable d' enre-
gistrer, à l ' aide de sondes, des signaux électriques en p rovenance 
d ' une unité centrale. L'utilisation d'un tel moniteur nécessite 
la présence de points de connexion pour les sondes dans les di vers 
éléments constituant le sys tème d'informatique sous étude . (le 
moniteur hardware utilisé par Siemens permet par exemple de 
placer 144 sondes). 
Schéma général_ d'un moniteur hardware 
unité des combinaisons 
logiques 
unité centrale de 
commandes 
unité de saisie de données 
machine à analyser 
concentrateur 
U .C. L. 
U. C. C. 
u.s.o. 
comp;eursl 
disques pour 
stocker l es 
données saisies 
Les signaux sont enreg istrés sur disque 
magnétique au fur et à mesure de leur ap p arition . L 'expérimen-
tateur a aussi la possibilité d ' enregistrer la durée et la fréquence 
d ' a p parition de ces sig naux. Les mesures terminées, les données 
sur disque seront analysées pa r un p rog ramme d'an a l y se a p proprié . 
Les sondes sont connect ées à un con centrateur 
qui réalise d'une p art la concentration e t d'autre part u ne 
adaptation des lig nes . Dans l'unité assuran t les combinaisons 
logiques, il y a réalisation de diverses connexions logi q ues 
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câblées (exemple : on analyse l'état : ( (canal 1 et c a nal 2) actifs 
et CPU idle). Après a voir transité par, l'unité de contrôle et de 
commande, les données entrent d a ns une unité de sa1s1e de 
données. Dan s ce t te unité, elles son t analysées et comptées. Les 
résultats de cette analyse sont e~ r egistrés sur disque ma g nét i que. 
L'avantag e de ces moniteurs p eut être vu 
dans la vitesse élevée . des mesures effectuées. 
b ) moniteurs software 
Les moniteurs sont des prog rammes de mesures, 
qui enregistrent ce r tains états d'un système de t r aitement de 
données. A l'aide de ces programmes, qui s'exécutent sous le 
contrôle du système d'exploitation, on interroge, contrôle, analyse 
le contenu des divers registres de travail. Il est important que · 
le programme soit très court, afin que l '-influence de son exécution 
sur le fonctionnement du système global reste nég ligeable. 
Principalement il y a deux techniques fonda-
mentales. Il y a, d'une part, la méthode de l'échantillonnage 
( a nglais sampling), et, d'autre part , la méthode du "tracing". 
Dans la méthode de l'échantillonnage, on analyse et enregistre, 
à des intervalles rég uliers, les états de certains reg istres de 
travail. Dans la méthode du tracing , ce sont les éléments eux-
mêmes qui déclenchent la procédure de mesure. 
Ces types de moniteurs sont fréquem ment 
utilisés. 
c) _ comparaison des deux t_ypes _ de_ moniteurs 
J. caractéristiques 
moniteur hardware 
- pas d'intervention dans le 
système 
- pas d'occupation de la 
place mémoire 
- pas d ' overhead 
- mesure en parallèle de 
plusieurs point s 
- haute précision des mesures 
- indép endant de la mach ine 
et d e son systèm e d ' exp loi-
t a tion 
- accès aux regi st r es 
moniteur software 
- accès aux adresses, tables 
et reg istres de travail 
- sa i s i e du contenu des files 
d 'attente devant les diffé-
rentes ressources 
- analyse de l' é tat du systè-
me d ''exp loitation 
- p rix assez bas 
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,i: utilisations des moniteurs hardware et software 
critère 
- saisie de données 
hardware 
moniteur 
hardware 
- facile 
moniteur 
software 
- difficile 
- saisie de données 
système d' exploi-
tation 
- avec des moyens - facile 
énormes 
- saisie des données 
programmes utili-
sateur 
influence du moni-
teur 
- précision 
- portabilité 
- facilité d'utilisation 
- coût par utilisa tion 
- difficile 
- aucune 
- grande 
- possible 
- compliquée 
- élevé 
2.2.3. Analyse des mesures de performances 
- facile 
- petite et régla-
ble 
petite peu d' in-
fluence 
- grande : beau-
coup d'influence 
- modification du 
moniteur nécessaire 
- facile 
- bas 
Les résultats d'une émulation doivent être 
analysés, afin de dégager des comporteme nts des équipements. 
Nous souhaitons aboutir à des formules de calcul qui p ermettent 
de faire des prévisions utiles lors du dimensionnement d'un réseau. 
Nous avons à notre disposition les résultats 
de n expenences, où nous connaissons les valeurs prises par p+l 
variables quantitatives (nombre de messages/sec, nombre de 
paquets, temps CP U, ... ) . tJous allons essayer " d 'expliquer" les 
valeur s pri ses par une de ces variables, appelée " variab l e à 
expl iquer", et n otée y, en fonction des valeur s pri ses par l es 
autres variables en notre possession. 
d'une estimation 
par les autres. 
Ici, cette explication de y 
de cette variable, connaissant 
prendra la forme 
les valeurs prises 
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Il s'agira donc d'établir une relation fonction-
ne 11 e du type y = f ( x1 , x 2 , • • . x p ) , qui donner a une estimation 
de y, connaissant ~ . . . xp. 
Nous étudions brièvement un outil d'estimation 
la régression. 
2.2.3.1. intérêt de la régresssion 
Le but de la régression est de pouvoir estimer 
(et donc prédire, sous certaines conditions) la valeur d'une 
variable y, valeur que l'on peut connaître directement, en appli-
quant au modèle y = f(x 1 x ) les valeurs correspondant à 
chacune des variables x. • P 
l 
Le problème consiste à déterminer quelle est 
la meilleure structure, la meilleure forme pour ce modèle, et donc 
à définir f. Parmi l'infini té possible de formes de f, on utilise 
généralement la combinaison linéaire entre les variables, c'est-à-
dire que le modèle s'écrit : 
p 
y - I: a . x. + b 
- i=l l l 
La prédominance de ce modèle tient à trois 
raisons principales 
1. cette relation linéaire est 
formes possibles, tant au 
niveau de son interprétation 
la plus simple 
niveau de sa 
parmi l'infinité de 
détermination, qu'au 
2. il est possible de s'assurer de la validité des résultats d' esti-
mation, ce qui est particulièrement intéressant dans le cas de 
prévisions 
3. on peut facilement transformer le modèle 
11 faut 
trouvées entre y et les x . 
nées et non de causalité. 1 
2.2.3.2. exemple 
remarquer que les relations ainsi 
sont des relations d 'existence si i1 ulta-
1fous voulons estimer le temps CPU d 'un 
processeur frontal, en fonction du nombre "d'enclosures" (fragments , 
messages, trames, paquets, ... ) , et en particulier en fonction du 
nombre de paquets . 
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Le modèle qui convient le plus, et qu i est 
le plus simple, est un modèle linéaire du type 
t = L + Mx 
valeurs pour t 
devons estimer L 
que l 'enclosure = 
L = coût de prise en charge de message 
unité : ms 
M = coût de prise en charg e d'un enclosure 
(par exemple : paquet) 
unité : ms 
x = nombre d' enclosures 
Une expérience de mesures a fourni des 
pour des messages de taille différente. Nous 
et M. Pour cette expérience, nous considérons 
le paquet. 
tableau des mesures pour .t : 
longueur message 
(caract) 
temps CPU (unité reçue) 
(ms) 
100 
. 500 
1000 
1500 
2000 
2500 
3000 
ms 
350 
300 
200 
100 
100 500 1000 1500 
40 
80 
135 
180 
250 
290 
350 
2000 2500 3000 LO NGUEUR (car ) 
Puisque c'est le nombre d e paquets qui nous 
intéresse, les longueurs de lettres seront converties en nombre de 
paquets, au moyen de la for mule 
. lonoueur lettre + 14 p = arrondi ( --~-----------------
128 
Il faut estimer L et :1 dans la for mule 
t = L + Mp 
p = nombre de paquets 
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On peut calculer l'équation de la droite par 
la méthode des moindres carrés. 
méthode Era tig,ue 
1. Créer un tableau ayant des colonnes P ( nombre de paquets par 
message), et T (temps de traitement du message corr espondant). 
2. Dans la colonne P 2 , calculer les carrés des P ; dans la colonne 
P * T, calculer les produits de P et T. 
3. Former les sommes 
nombre de lignes 
chaque ligne. 
des diverses colqnnes. 
du tableau pour obtenir 
Di viser pa r 
la moyenne 
p T p2 . p * T 
1 40 1 40 
4 80 16 320 
8 135 64 1080 
12 180 144 2160 
16 250 256 4000 
20 290 400 5800 
24 350 576 8400 
l 85 1325 1457 21800 
MOY 12.14 189.29 208 .14 3114 . 29 
( P) 2 147 . 45 
p * f 2298.47 
4. Former les différences : 
Dl = ('p 2) _ (P )2 = 60 .69 
D2 = (P_* __ f) - (P) * (T) = 815.82 
D2 815 .ô2 pente de la droite : ~;1 = D-- = ------ = 13. 44 
1 60 .69 
le 
de 
5. La droite passe par le centre de gravité du nuage de s 7 points, 
c'est-à-dire qu'il passe par la moyenne des va riab les P et T. 
L 'équation de la droite est données par : 
Y2-Yl 
t - f = \I ( p - P ) ( Y - Y l ) = ----- ( X - X l ) 
X2-Xl 
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t = 13. 44 p 13.44 ~ 12.14 + 189.29 
= 13. 44 p + 26 .13 
Cette formule nous donne donc le temp s CPU 
en ms pour traiter p paquets. 
2.2.4. Conclusion 
Ainsi nous pouvons nous d onner des "outils" 
de prévision qui permettent, selon leur nature, d 'évaluer le 
comportement futur des divers équipements face à un trafic donné. 
Ces formules de calcul permettent ainsi de dimensionner le système 
d' informatique distribuée. 
2 • 3 . LES DO W-IE ES V AR 1 ABLES OU "UT 1 L ISA TE UR " 
2.3.1. Etude de l'ensemble des "applicat ions utilisateurs" 
Dans les paragraphes suivants, nous allons 
répondre aux questions suivantes : 
- "Ce réseau, que transporte-t-il ?", c'est-à-dire que nous devons 
étudier les unités de travail manipulées par la fonction de 
transport dans les systèmes d' informatique distribuée. 
- "Qui génère la charge de travail ?" 
des utilisateurs terminaux du système . 
Nous allons nous occuper 
Toutes les informations nécessaires sont retenues. 
2.3.1.1. description des unités de travail, les types de transactions 
L'utilisateur doit d'abord décrire ce que le 
réseau doit acheminer. Il décrit les types de transactions, c'est-
à-dire les unités de travail, en termes d e types de processus 
utilisés et de messages échangés, dans une vue d 'utilisateur-termi-
nal. 
Pour chaque type de transaction identifié, 
l'utilisateur détermine tous les types de processus nécessai re s au 
traitement de la transaction. Chaque type de processus est indis-
tribuable, c'est-à-dire que le processus ne peut pas être implanté 
partiellement sur un site et partiellement sur un autre. 
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Pour chaque type de transaction, il faut 
déterminer les transmissions , c'est-à-dire qu'il faut déterminer 
le nombre de messages, et leur longueur, transmis entre agent 
initialisant la transaction et type(s) de processus, entre type(s) 
de processus, et entre type ( s) de processus et a ,'sent initialisant. 
a déterminé 3 
tions : 
Soit 
unités de 
une ap p lication bancaire. Une 
travail, c'est-à-dire 3 types de 
1. dépôt d'argent 
2. retrait d'argent 
3. change 
analyse 
transac-
L'analyse nous fait en même temps découvrir 
les processus utilisés pour traiter ces transactions. 
1Jous devons donc connaître les informations suivantes 
1) 2) 3) 
1 me ssage Î 1 1 1 î l 60~ 1 î s6 L~ î 1 l 30 caract 60 25 25 150 
-- ~ ~ ~ 
Celles-ci peuvent être visualisées par le tableau suivant : 
TYPES DE TRANSACTIONS 
TYPE DE TRANSACTION TYPE DE PROCESSUS TRANSMISSIONS 
UTILISE 
TYPE DE PROC TYPE DE PROC NBRE DE LONGUEUR 
ENVOYANT RECEVANT MESSAGES ( CARACT) 
DEPOT DEP INIT DEP 1 30 
DEP INIT 1 60 
RETRAIT RET INIT RET 1 25 
RET !NIT 1 600 
CHA NGE CHANGE INTI CHANGE 2 25 
CHANGE rnIT 1 50 
1 150 
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2.3.1.2. description des utilisateurs-terminaux 
transactions. 
fonctionnel le 
L'utilisateur décrit c elu i qui initialise les 
Il détermine les types d'agents vus par l'analyse 
des applications, et par l'organisation de l'entrepri-
description des types d'agents n'est que quantitative. se. Cette 
Le travail fait p ar ces agents peut varier 
selon différentes heures, en termes de transactions initialisées. 
Ainsi, chaque type d'agents est caractérisé par son (ses) profil ( s) 
d' initialisation de transactions. 
Par profil, nous entendons l'ensemble des 
types de transactions que l'agent initialise durant une certaine 
période de la journée de travail . Le nombre nécessaire de profils 
peut être limité à trois le premier profil étant relatif aux 
heur~s dites "normales", le deuxième et le troisième pour les 
heures dites "de pointe" et pour les événement s saisonniers. 
Pour chaque type d'agent et pour chaque 
profil utilisé, il faut déterminer les types de transactions in i tia-
lisées, et indiquer pour chaque type la . part qu'il représente dans 
l'ensemble des types de transactions initialisées. 
Pour une application bancaire, on a distingué 
3 types d'agents 
Le tableau 
p rofils : 
1. le type "caissier" 
2. le type "guichetier" 
3. le type "bureau" 
suivant donne un exemple visualisant l'utilisation 
(les profils 2 et 3 sont optionnels) 
TYPES D'AGE NT S 
TYPE D'AGENT TRANSACTIONS : PROFILS D'INITIALISATIO N 
ID 
TRANSACTIONS PROFIL 1 PROFIL 2 PROFIL 3 
% % % 
CAISSIER DEPOT 40 10 
RETRAIT 50 70 
CHANGE 10 20 
BUREAU DEPOT 100 0 
GUIC HET DEPOT 10 0 
RETRAIT 90 100 
des 
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2. 3 .1. 3. origine de ces informa tians 
Toutes ces informations peuvent être trouvées 
dans le dossier d'une analyse conceptuelle approfondie. Ceci a 
pour conséquences que l'utilisateur n'a pas besoin de se familiari-
ser avec un vocabulaire spécialisé, et qu'il ne doit pas refaire 
une analyse spéciale de ses applications. 
2.3.2. Etude de la topologie du réseau 
Par topologie du réseau, nous entendons 
l'ensemble des sites du réseau, ainsi que les liens qui les inter-
connectent. L'entreprise désirant un réseau pour faire tourner 
ses applications doit donc être vue comme un ensemble structuré 
de sites. 
Chaque site est un centre de traitement situé 
dans un lieu géographique donné. Le nombre de sites peut être 
très élevé, ce qui alourdit l'étude de la topologie du réseau. 
1:iais, comme la plupart des systèmes d'informatique distribuée ont 
une structure hiérarchique en forme d'arbre ou d'étoile, on peut 
introduire la notion de classe de sites, qui permet de réduire 
considérablement le volume des donnée s à collecter. 
2.3.2.1. classes de sites 
décrire un 
localisation 
présentent 
La notion 
ensemble de sites 
géographique) . 
de classe sera donc utilisée pour 
qui sont identiques (excepté pour la 
Tous les sites d'une même classe 
- la même configuration hardware 
les mêmes processus 
les mêmes types d'agents en 
moyenne de travail exprimée 
distinguer les différents types 
cole de connexion 
nombre, en intensité 
en transactions par 
de transactions) , le 
(qui est la 
heure, sans 
mê me proto-
les mêmes liens avec d'autres sites ( situés dans la même classe 
ou dan s d'autres classes) 
Il est donc évident que si une classe contient 
plusieurs éléments, les calculs et spécifications sont suffisants 
pour un élément de la classe. En fait, un site est équivalent à 
une classe contenant un élément. Dans le cas le plus défavora-
ble d'utilisation de cet outil, chaque classe est formée par un 
seul élément. 
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Pour chaque classe, il faut déterminer le 
nombre de sites dans cette cla sse. Par classe de sites, il faut 
ensuite prec1ser la configuration hardware, c'est-à-dire les équipe-
ments. Par classe de sites, il faut déterminer les processus 
implantés. Les processus peuvent uniquement être implantés sur 
un ordinateur hôte. 
Exemple de la répartition des processus dans le réseau 
RET 
DEP 
T T T T T T T T T 
processus CHANGE 
DEP 
RET 
RET 
DEP 
T T T T T T T T T 
A chaque profil utilisé correspond un problème, 
et donc une solution globale. C'est pourquoi il faut définir les 
classes de sites autant de fois qu'il y a de profils, car il est 
probable que l'activité aux sites change avec le profil. 
2.3.2.2. relations inter-classes 
Les processus responsables du traitement 
d'une transaction doivent communique r entre eux. Cette commu ni-
cation va donner naissance à un trafic dans le réseau. 
Les processus sont i mplantés sur d es sites 
qui, dans la majorité des cas réels, sont arrangés dans une 
structure logique arborescente. Cette structure peut être différente 
de la topologie du réseau. Typiqueme nt, tous les sites se trou-
vant à un même niveau d'une structure arborescente forment une 
classe. 
Nous analysons plus en détail les pos sibi lités 
de modélisation de l'outil sur le type de réseau qui est le p lus 
utilisé actuellement le réseau organisé en forme d'arborescence. 
La stru ctu r e d 'arbre est alors décrite par une relation hiérarc hi-
que entre deux niveaux (classes), aussi allons nou s parler d'un 
mode d e transmission hiérarchique (H). (ces relations ou modes 
sont de nature logique) 
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Dans ce cas, il est suffisant 
config urations, le trafic, etc pour deux sites 
d'analyser les 
comm uniquan t , 
chacun appartenant à une classe d istincte. 
Exemple : 
classe 1 
classe 2 
Il existe un autre mode de transmission , à 
savoir le mode équidistribué. 
deux classes. 
classe peut 
classe. 
de sites. 
Exemple : 
Ce mode définit une relation 
Dans ce cas précis, n'importe 
communiquer avec n'importe quel 
différente entre 
quel site d'une 
site de l'autre 
L'analyse se limite de nouveau à un couple 
classe 1 
classe 2 
Il existe finalement un t roisième mode de 
transmission, le mode mixte. 
Ce mode est un mélange d es deux modes 
précédents. Il est probablement plus commun que le mode équidis-
tribué à 100 % • Normalement, la majorité des trans missions entre 
classes se font en mode hiérarch ique, a lors qu'un trafic équidistri-
bué sig nificatif subsis t e. 
Exemple : exemp le bancaire 
site régional 
a g ences 
rég ion 1 région 2 
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2.3.2.3. relations intra-classes 
Dans une même classe, on peut a voir des 
transmissions. On peut distinguer deux modes 
Le mode identique définit une relation d'un 
site à lui-même, c'est-à-dire que le trafic provient du "réseau 
secondaire" attaché à ce site. En fait, l'activateur et le serveur 
de la transaction se trouvent sur le même site (physique). 
Il faut aussi prendre en compte les relations 
qui existent entre les éléments d'une mêrre classe. Ce mode est 
dit "mixte intra-classe", c'est-à-dire identique et équidistribué. 
De nouveau, ce mode semble être plus commun que le mode identi-
que à 100 %. 
2.3.2.4. exemple de relations 
Cet exemple vise à visualiser les concepts 
exposés aux paragraphes précédents. 
Prenons une organisation possédant des sites 
reg1onaux, supportant chacun une base de données "rég ionale", 
qui peuvent . être interrogées par une classe de sites "agences", 
dispersés dans le pays et regroupés en régions. 
La plupart du temps, le travail d' interroga-
tion d'une base de données par une agence se fait au site "régio-
nal" auquel l'agence est rattachée. Toutefois, il est concevable 
que cette agence fasse aussi des interrogations sur les autres 
bases de données. 
Schéma tic, uement _________ -._: _____ _ 
- classe des sites 11 régionaux" : 5 sites 
- classe des sites " agences" 50 sites rattachés par groupes d e 
10 aux sites régionaux 
Le problème consiste à spécifie'r quelle a g ence consulte quelle base 
de données. 
~~~~!.~~I2._! _ _.:_ mode_ hiérarc hique 
chaque site "régional" est consulté 
par son grou pe de 10 agences 
solution_ 2 _:_mode_ é:1..uidistribué 
solution 3 : mode mixte 
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n'importe quel site 
consulter n'importe 
données "régionale" 
"agence" peut 
quelle base de 
analogue à la solution 2 sauf que la majorité des consultations 
des bases de données "régionales" se fait selon le mode hiérarchi-
que. 
2. 3. 2. 5. origine de ces informations 
Toutes ces informations peuvent être tirées 
de l'organigramme définissant la structure de base de l'entreprise 
et du dossier d'analyse fonctionnelle. La spécifie a tion de la 
configuration est cependant moins évidente, et une assistance de 
la part du fournisseur du matériel est souhaitable. 
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CHAPITRE 3 CALCULS DE DIMENSIONNEMENT ENVISAGEABLES 
3.1. POINT DE DEPART 
Avant de commencer le dimensionnement propre-
ment dit d'un réseau, nous devons collecter l'ensemble des données 
dont nous avons présenté la nature au chapitre précédent. La 
collecte des données peut être facilitée si elle est réalisée à 
l'aide de formulaires définissant clairement les besoins information-
nels du dimensionnement. Cependant, le fait d'utiliser des formu-
laires est indépendant de l'utilisation d'un outil automatisé de 
dimensionnement. 
Comme nous venons de le voir, les informa-
tions requises sont disponibles sans exception chez l'utilisateur 
du réseau, sous condition d'avoir procédé à une analyse concep-
tuelle et - organisationnelle de ses applications. 
Une première série de données servant de base 
aux calculs concerne les types de transactions, les types d'agents 
et les classes de sites. Cette notion est utilisée pour réduire le 
volume des données à saisir, mais elle est aussi utile lors de s 
calculs. En effet, on n'effectue l'évaluation du trafic qu'entre 
classes de sites, et non pas entre sites. C'est uniquement p ou r 
la présentation des résultats que nous nous ramenons au niveau 
du site. 
La deuxième série de données concerne des 
informations supplémentaires relatives à des résultats partiels 
générés à partir des données appartenant à la première série. 
Pour un exemple, nous faisons référence à la 
base théorique et au manuel d'utilisation, qui sont en annexe. 
3.2. TRAFIC POTENTIEL DANS LE SYSTEME DISTRIBUE 
3. 2 .1. Localisation des transactions 
Les données collectées ne donnent pas le t r afic 
généré dans le réseau. Cependant, il est p ossible de synthétise r 
cette information à partir des informations dont nous disposons . 
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Le point de dép a r t p ou r év aluer le t r afic sont 
les types de tra nsactions. Par type de transaction, nous connais-
sons les processus nécessaires au traitement. Ces processus sont 
localisés à des sites ( classes de sites) précis. Par la définition 
des types d'agents, nous sommes en mesure de nommer les initiali-
sa teurs des di verses transactions. Par la définition des classes 
de sites, nous connaissons la localisation (logique si pas physi-
que) de ces agents. 
En résumé, ce q u e nous p ouvons synthétiser 
à p artir des d onnées de base, c'est, pour c h aque type d e transac-
tion, la localisation du p rocessus initialisant, et celle du proces-
sus traitant. (cette localisation se fait au niveau des classes). 
Le rôle de la phase ci-décrite est de décou-
vrir tous les liens log iquement possibles entre les classes de s ites, 
de sélectionner et de définir les liens requis par l'analyse 
fonctionnelle de l'a pp lica tion. 
Quelques remarques utiles : 
- La classe de site émetteur, c'est-à-dire le lieu du "processus 
d'initialisation de la transaction" doit évidemment supporter un 
agent dont le profil d'initialisation de transactions contient la 
transaction qu'on est en train de localiser. 
D'habitude, un site ( une classe de sites) a p paraîtra 
deux fois dans la spécification de la transaction 
comme émetteur, et une fois comme récepteur. 
au moin 5 
une fois 
Après a voir loc a lisé la 
dire après a voir déterminé un. lieu de 
classes de sites, nous devons maintenant 
communication. Ceci est très i mportant 
transaction, c'est-à-
tra itement entre deux 
s p écifier le mode de 
si la classe cont i ent 
plusieurs sites. 
Rappelons rapidement les modes possibles 
a)_ pour_ la_ comm unica tian J.E-..!~E.:-~l~~~~~ 
- é q uidistribué ( E ) 
- h i érarch ique (H ) 
- mixte (c'es t -à-dire un mélange de E et d e H) 
- identique ( 1) 
- équidistrib ué (E ) 
- mixte (c'est-à-d ire un mélang e de I et de E) 
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Pour chaque mode sélectionné, il faut indiquer 
la proportion. Une catégorie de données directement rattachée à 
celle de localisation est le nombre et la longueur des messages 
échangés. 
Une fois le lien inter ou intra-classes sélec-
tionné, on doit spécifier la nature du lien physique qu'on désire 
utiliser. En effet, lors de la localisation des tr_ansactions , on 
se situait à un niveau purement logique. Cette spécification 
devient nécessaire car, selon le lien choisi, le volume de caractè-
res variera fortement, par exemple point-à-point par rapport à 
X25 public. 
Le problème de passage 
logique au point de vue physique entraînera 
que nous allons exposer ci-dessous. 
du point de vue 
quelques difficultés 
Pour la définition de la nature 
peut envisager l'utilisation de réseaux de commutation 
publics (par exemple transpac ou datex-p ... ) , ou 
présentent un attrait pour les grandes entreprises 
type de lien envisageable est une liaison point-à-point. 
3.2.2. Problématique des liens physiques 
du lien, on 
par paquets 
privés, qui 
un autre 
Pour limiter 
nous supposons que l'utilisateur 
physiques distincts 
la discussion 
peut choisir 
sur ce problème, 
entre trois liens 
- lien point-à-point 
lien vi.a X25 pub lie 
- lien v.ia X25 privé 
L'utilisateur vient donc de localiser les 
transactions. Chacune d'elles est initialisée dans une classe de 
sites, et traitée dans une classe de sites (la même ou une autre). 
Cette localisation donne naissance à un trafic de données sur le 
réseau. Or le trafic spécifié est toujours un trafic logique qui 
doit être acheminé physiquement par un lien physique. 
Le fait d'utiliser des concepts logiques 
entraîne un certain nombre de problèmes quant au dimensionnement 
du (des) lien(s) physique(s) existant entre un site appartenant 
à une classe et un autre site appartenant à la même classe ou 
à une autre. Ce problème se pose avant tout si par exemple des 
processeurs frontaux réalisent des fonctions d e comm utation 
( switching). 
En passant en revue les trois types de liens 
physiques envisageables, on voit que le problème se situe au 
niveau du lien X25 privé. Pourquoi ? 
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point, il n'y 
communication 
émetteur et un 
Lorsque l'utilisateur choisi.t un lien point-à-
a pas de commutation, car, par définition, une 
point-à-point est une com munication entre un site 
site récepteur. 
Dans le cas d'un réseau public à commutation 
par paquets, le problème est analogue. Ici, la commutation est 
inutile au niveau des sites de l'utilisateur, c_ar elle est réalisée 
par le réseau public. En fait, une communication via un tel 
réseau est logiquement analogue à une communication du type point-
à-point entre un site émetteur et un site récepteur . 
Le problème de la commutation se pose pour 
l'utilisation d'un réseau privé à commutation par paquets, car, 
contrairement à ce qu'on a vu dans le cas précédent, ce sont les 
ordinateurs du réseau de l'utilisateur qui doivent assurer la 
commutation, ce qui entraîne une augmentation de leur charg e de 
travail qui peut être importante. 
Selon le mode de communication, le prob lè me 
est plus ou moins com plexe. Nous allons illustrer cette probléma-
tique à l'aide de quelques exemples 
3.2.2.1. mode de communication entre classes de sites "H" ou 
hiérarchique à 100 % 
Schéma : 
classe A 
classe B 
classe C 
L'utilisateur prévoit un mode de communication 
hiérarchique entre la classe C et la classe A, mais les messages 
sont commutés dans la classe B. Dans le cas du trafic hiérarchi-
que entre sites, la commutation ne se fait pas dans la classe 
"récepteur". 
La localisation des transaction s doit tenir 
compte de cette possibilité, et la localisation initiale de la 
transaction de la classe C vers la classe A doit être découp ée en 
une localisation de C vers B et de B vers A ( évidemment avec des 
retours s'il y en a). Le seul problème est d ' indiquer que les 
messages arrivant à la classe B vont nécessiter un traitement de 
commutation. 
Les résultats qui vont être générés pour les 
liens physiques gardent toute leur valeur. 
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3. 2. 2. 2. mode de communication entre classes de sites "E" ou 
équidistribué à 100 % 
Exemple : 
classe A 
classe B 
L'utilisateur a prévu une commutation au 
niveau de la classe A. La communication équidistribuée de B vers 
A doit être découpée en deux phases communication de B vers 
A et de A vers A. Le problème qui se pose à ce niveau est celui 
d'indiquer la commutation au niveau de la classe A. 
Par cette méthode de découpage, la charge 
de commutation sera prise en compte. 
L'interprétation des ré sultats des liens 
physiques demande cependant une attention particulière dans le 
cas de trafic équidistribué, la charge d'une ligne physique est 
égale à la charge d'une ligne logique. Or, dans le cas de la 
commutation, il faut interpréter ces résultats autrement : 
Exemple : avec (4 * 2) lignes logiques 
chacune des lignes~ 2 lignes logiques 
3.2.2.3. mode de communication "E" et " H" 
Pour le mode "E" ou équidistribué, le problème 
est analogue au point précédent , rnais seulement un certain p our-
centage des me ssages échangé s se fait par ce mode. 
reste le même 
remarquer que, 
classe de sites 
commuté. 
Exemple : 
Pour le mode "H" ou hiérarchique , le problème 
qu'au p oint 3.2.2.1. Cependant il convient de 
si la classe de sites "récepteur" est aussi. la 
"comn utateur", le trafic en mode H n'est pas 
.... .... 
> ., ..... • ,,,,,,,,.. 
- -..... ~ -
,, ,t. 
région 1 rég ion 2 
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3.2.3. Evaluation de l'activité des classes de sites 
Comme nous voulons estimer le trafic entre 
classes, il faut connaître l'activité globale d'une classe pour un 
type de transactions. Pour chaque site d'une classe, nous 
connaissons les types d'agents qui y sont localisés, leur nombre 
et leur activité en nombre de transactions (le type n'est pas 
i mportant) par heure . 
suivante 
où NAt 
,a 
Le calcul à faire se résume à la formule 
NAt 
,a 
.,. i .,. n 
a a 
= nombre d'activations de la transaction du type t ( p a r 
heure) par le type d'agent a 
= proportion d'activations de la transaction du type t 
notée dans le profil du type d 'agent a 
i = intensité de travail du typ e d'agent a sur le site 
a 
n = nombre d'agents du type a localisé au site 
a 
Pour un type de transaction, on additionne 
les divers NA t pour chaque type d'agent. 
,a 
Cette somme est appelée activité du site pour 
la transaction concernée. En multipliant cette somme par le 
nombre de sites contenus dans la classe, on ob tient l'activité de 
la classe pour la transaction sous étude. 
Cette activité s'obtient donc en faisant 
n 
N = nbre de sites .,. I. NA t i t,a. l 
3.3. EVALUATION DU TRAFIC I NTER-CLASSES 
Pour chaque type de transactions initialisé 
par les différentes classes, il faut calculer les flux de d onnées 
générés. Ceci sera réalisé en appliquant les fréquences d' activa-
tions de t r ansactions aux informations concernées dans l'ensemble 
des informations relatives à la localisation des transactions . 
rattachés le 
traitement. 
A une 
nombre et la 
localisation d 'une transaction sont 
long ueur des messag es rés u ltant du 
- 132 -
On connaît aussi 
ainsi il est p ossible de connaître le 
en nombre de messag es, mai s en 
paquets . . . selon le choix . 
la nature du lien physi q ue, 
volume de données, non pas 
nomb r e d e fra gments, ou de 
Cette conversion 
résumée par les formules suivantes 
est assez simple et peut être 
Pour le nombre de fra gments 
où 
F N .,_ arrondi ( L + OF = 
LF 
N = nomb re de messages 
L = longueur du message, en caractère s 
OF = en-têtes diverses, en caractère s, dépendant des architec-
tures choisies 
LF = longueur du fragment, en caractères 
Pour le nombre de paquets 
X = N ~ arrondi ( L + OX 
LX 
où N = nombre de messages 
L = longueur du me ssage , en caractères 
OX = en-têtes di verses, en caractères, dépendant des architec-
tures choisies 
LX = longueur du paquet, en caractères 
Pour une localisation de transaction entre 
le mode et la proportion des trans mis-
ce mode. Nous connaisson s également 
classes, nous connaissons 
sions qui se font dans 
1' activité de la classe initialisant la transaction. Ainsi, nous 
pouvons calculer 
- le nombre de messag es entre classe initialisant et classe rece-
vant : 
nombre de messa g es = ? ~•: A ~•: ;·J 
le volume de caractères = P ~·- A ~·- N ··· L 
le nombre de fra gments point-à-p oint = P ··· A ··· F 
ou 
le nombre de paquets = P ~·- A ~·- X 
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où D = proportion du mode utilisé l 
A = activité de la classe 
N = nombre de mes sages 
L = longueur du message, en caractères 
F = nombre de fragments point-à-point 
X = nombre de paquets X25 
Si le mode de communication est identique, 
il n'y aura pas de trafic sur la partie primaire du réseau. 
3. 4. SYNTHESE DU TRA F 1 C Er TE R-CL ASSES 
Nous avons maintenant à notre disposition 
nécessaires pour dimensionner les c hemin s 
composants responsables du transport des 
l'information n'est pas présentée sous une 
toutes les informations 
de données et les 
données. Cependant, 
forme convenable. 
Le but de cette 
les informations 
(concept logique). 
relative s à un 
étape est de regrouper toutes 
chemin de données intersite 
Comme base de notre synthèse, nous prenons 
l'ensemble des informations relatives à la localisation des transac-
tions. Pour cnaque occurence d'un couple de classes (émettrice, 
réceptrice), il fa ut relever les transmissions par mode de communi-
cation, car le trafic sur un chemin de données "hiérarchique" est 
différent de celui sur un c hemin de données " équidistribué" . Par 
mode de communication nous faisons la somme des mes sages 
éc;hangés, du volume de ca ractères , et la somme des paquets , 
fragments ou autre unité de transport. 
3.4.1. Evaluation du t rafic sur les chemins de données individuels 
La synthèse du trafic intersite nous permet 
d'aboutir au flux de données en bits par seconde sur un chemin 
de données individuel entre deux sites appartenant à deux classes 
distinctes. 
Il faut d'abord sommer par mode les résultats 
obtenus pour deux classes, où chaque classe apparaît comme 
émetteur et récepteur de messages . fin d'évaluer correctement 
le trafic, il faut ajouter l 'overhead résultant des protocoles de 
transmission. Ensuite il faut convertir les résultats ootenus en 
bits par seconde. Remarquons que ce trafic est le trafic r:1oyen 
observé entre deux classes de sites. 
- 134 -
au flux 
classes ? 
de 
Comment faut-il traiter ce trafic 
données entre deux sites appartenant 
pour aboutir 
à ces deux 
Considérons deux classes de sites communiquant 
A et B 
classe B 0 0 
classe A Na= 4 0 0 0 0 
En général, on peut a voir Na J. Nb chemins 
de données entre les sites de A et de B ( = 8 chemins dans notre 
exemple). 
- Si le mode de communication est hiérarchique par "région" 
/\ 
on a besoin de Na chemins de données ïndividuels 
- Si le mode de communication est équidistribué 
on a besoin de Na* Nb che mins de données 
chemin de 
suivantes : 
Pour passer 
données individuel, 
maintena n t au trafic en 
il faut appliquer les 
Si le mode est hiérarchique à 100 % 
trafic inter-classes 
trafic sur chemin individuel = - ------ - - -
max (Na ; Nb) 
Si le mode est équidistribué à 100 % int r a-cl a sse 
t rafic i ntra-classe 
t r afic sur un chemin i ndivid uel = ----------
~la ( l a - 1 ) 
2 
b p s par 
formules 
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- Si le mode est équidistribué à 100 % inter-classes : 
trafic inter-classes trafic sur un c hemin individuel = 
;~a * Nb 
- Si les modes E et H existent entre deux classes, il faut distin-
guer les chemins individuels où il y a du trafic uniquement en 
mode "E", et les chemins qui supportent le trafic en mode "H" 
et "E". . 
3.4.2. Passage du point de vue log ique à la réalisation physique 
des liens 
Dans l'état actuel, l'outil propose un dimen-
sionnement physique des liens logiques, ce qui ne nous semble pas 
toujours réaliste. Cependant, la mi se en oeuvre physique pose 
un certain nombre de problèmes qui sont loin d 'être t ous résolus, 
et qui demandent une étude plus approfondie. 
Si le lien physique choisi est une ligne point-
à-point ou une connexion via un réseau public de comm u tation par 
paquets (par exemple : transpac), les résultat s fournis, soit 
sont v a lables. 
- volume des messages, de caractères 
- vitesse de 
lignes (en 
acceptable) 
la ligne requi se, 
gardant un temp s 
- taux d'utilisation, qui ne 
dépasser les 60 à 65 % 
nombre de 
de - service 
devrait pa s 
Le problème, rappelons le, se pose si l'utilisa-
teur veut construire son propre réseau de commutation par paquets. 
Une réalisation physique 1 à 1 des liens 
logiques entre deux clas ses semb le peu réaliste . 
Exemple 
liens logiques 
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La r éalisation p h ysique suivante semble plus 
ra i sonnable 
où les liens log iques "équidistribués" sont p hysiq uement commutés 
par les voies hiérarchiques verticales et horizontales. 
3.5. Dl d E JSIONN E1vfENT DES EQUIPEMENTS DE TRANSPORT 
Au chapitre 2, nous avons modélisé et formali-
sé le comportement des équipements de trans p ort des données. Ces 
formules permettent de prédire la performance de ces machines en 
face d'une charge de trava i l que nous venons d'évaluer aux 
paragraphes précédents. 
En effet, en connaissan t le trafic sur un lien 
intersite, on connaît le volume de caractères, messa g es, p aquets, 
etc que l'équipement doit traiter. En sommant tout le trafic, 
on peut estimer si l'équip ement ( p ar exemple un p rocesseur 
frontal) est suffisant pour faire face à la charg e de travail. Le 
critère de cette estimation peut être la ch arg e CP U d e l' équi p emen t. .. 
Ce t te charge CPU peut ê tre détaillée p ar p roto-
cole sup porté, par mode de fonctionne ment, p a r réseau, etc ... 
La décision sera du type Si la c h arg e CP U est infé r ieure ou 
égale à 90 % alors OK, si non installer un é q uip ement p lus perfor-
mant ou installer une unité supplément a ire d u même typ e et 
rép artir le t ravail sur ces deux mac h ines. 
Pour que la procéd ure du dime ns i onnement soit 
simpliste, le dévelop pement d es modèles e t formules exp osé ci.-
dessus est loin d'être évident. 
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3.6. RESUME SCHEMATIQUE 
Nous résumons schématiquement le principe de l'outil. 
Sc h é ma : 
ENVIRON NEMENT 
TECH NI QUE : 
PERFOR MANCES ET 
MENTS DES MACHI NES 
UTILIS EES 
l 
données 
fondamentales 
: APPLICATION ET 
DE L'E NTR EPRI SE 
l 
types de 
! 
données variables 
d'agents 
évaluation de l'activité 
des classes de si t es 
classes de 
localisation des transactions 
évalua t ion du trafic 
inter-classes 
syn t hèse du trafic 
inter-classes 
trafic à traite r sur 
un si t e par un équi-
pemen t de tra nspor t 
évaluati on du trafic 
sur le chemin de don -
nées indivi duel 
dim ens ionne ment des équipements dimensionne men t des liens 
physiqu es 
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CHAPITRE 4 AUTOMATISATION DE L'OUTIL 
4.1. I NTRODUCTION 
Comme nous venons de le voir, l'outil présenté 
·demande un volume considérable de manipulations et de traitements 
de données. 
Une utilisation manuelle de l'outil est envisa-
geable si l'utilisateur se donne des formulaires ou autres supports 
adéquats. Ainsi, toutes les données à collecter sont clairement 
spécifiées. Cependant, lors des manipulations, et principalement 
lors de la localisation des transactions, les risques d'erreurs sont 
très élevés. 
Pour éviter ces problèmes, nous avons déve l op-
pé un outil automatisé, qui guide l'utilisateur d'une étape à 
l'autre, en assurant l'exploitation de toutes les combinaisons 
logiquement possibles. Ce type d'outil, que nous décrivons briève-
ment dans la suite, n'est pas uniquement un outil de calcul, mais 
il est aussi un instrument induisant des effets psychologiques 
auprès des utilisateurs, ainsi s'explique l'intérêt que les construc-
teurs ont pour de tels outils. 
Il convient de remarquer que · notre système 
automatisé peut être utilisé par n'importe quel constructeur d' équi-
pements informatiques, après changement d'un certain nori1bre de 
détails . Ces détails se limitent aux procédures de calculs du 
temps CPU des équipements. 
4.2. DESCRIPTION SUCCINCTE DE L'OUTIL 
4.2.1. ~onctions de base 
Les spécifications fonctionnelles du système 
automatisé ont été brièvement décri.tes au chapitre 3 de cette partie . 
Les premières tâches de l'outil sont les 
collectes de données relatives aux notions de 
- types de transactions 
- types d'agents 
- classes de sites 
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La localisation des transactions, qui est 
l'étape la plus i mportante de tout l'outil, est entièrement automa-
tisée, c'est-à-dire que tous les liens logiquement pos sibles entre 
classes de sites sont proposés à l'utilisateur, qui va retenir 
uniquement ceux re q uis par les applications. 
Les phase s de calculs, telles que l'évaluation 
de l'activité d'une classe, la synthèse du trafic inter-classes, 
e t c se font essentiellement avec un minimum d'interaction avec 
l'utilisateur. 
4.2.2. Fonctions "utilisateur" 
L'outil automatisé doit fournir un certain 
nombre de services à l'utilisateur, sans lesquels l'utilisation du 
système est trop lourde et compliquée. 
Tout au long des collectes de donnée s, l' utili-
sateur est guidé dans son travail. L'outil automatisé est du type 
"self-explaining", c'est-à-dire qu'il affiche du commentaire et 
fournit des explications de façon automatique ou sur demande 
(par"?"). D'autres fonctions, comme par exemple le contrôle de 
validité des zones d 'entrée sont assurées, et facilitent l'usage. 
Les données collectées et les résultats générés 
constituent ce que nous avons appelé le " modèle" du système 
d' informatique distribuée. Les données qui sont stockées sur 
disques peuvent être · modifiées , a in-si l'utilisateur peut simuler 
des hypothèses différentes sur son réseau. 
Un dispositif de sécurité a été développé , qui 
protège, d'une part, le modè le de l'utilisateur de tout ab us, et 
qui , d'autre part , assure la cohérence des don nées collectées, en 
refusant l'accès multiple au même modèle. 
Le modèle dont nous présentons la structure 
au paragraphe suivant permet à l'utilisateur : 
d'interrompre son travail après chaque 
étap e i mportante 
de refaire la même étape 
- de continuer 
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4 .2. 3 . Structure du système automatisé 
F =>, 
INTRODUCTION A L'OUTIL FICHIERS INTERFA CE 
________ c_o N_T_R_o_LE..,...D_' _Ac_c_E_s ____ ----11-+--E ... ~IDA GE J 
,~--,..,. ..-. ........ -- .-- -- - - - ~ ,..,. 
,. 
r , 
\ 
1 
1 
I 
' ', 
( 
f 
l 
t 
..... 
,, 
1 
' 
,, 
COLLECTE DES TYPES DE TRA NSACTIO NS 
COLLECTE DES CLASSES DE SITES 
---- -- -- -----i--------FIN 
- - - - - - - - - -- -
LOCALISATION DES TRANSACTIONS 
_:. =. :' --_-: :.-: :-::.-~-----. FIN 
CALCULS ET ITIMENSIONNEMENTS 
... --- - ..... --- --
TER 11 INA ISON 
Pour donner un ordre de grandeur de la taille 
du système nous avons développé un systèr e de plus ou moins 
7000 lignes d'instructions en pascal . L'outil s'exécute en 
interactif à partir d'un terminal à i mprimante. 
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4 . 2 . 4 . Problème des sorties 
Après c haque étape , l'outil sort de s rapports, 
sou s forrne de tableaux ( pour les types de transactions , les types 
d'agents, les classes de s ites , et la loc alisation de s transactions), 
et sous forme de simple l i ste (dir;1e nsionnernent des liens phy s ique s 
et des équipements ) . 
:~~alhe ureu s ement , le temps li r. ité dont nous 
di sposions ne nous a pa s permis de développer des fonctions de 
pré sentation graphique. 
Une prem1ere présentation des résultats à 
l aquelle n ou s avons pen sé , c' e s t l a pré sentation du trafic inters ite 
sous forme matri ciell e analog u e à la "sourc e- de s tination traffic 
mat r ix" utili s ée par le s mes u r eurs de performances du ré seau loc al 
"Ethe rnet " ( S4 ) . 
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Un deuxième graphique que l'outil pourrait 
générer est une présentation schématique du réseau avec les sites, 
les liens, et avec un minimum de résultats . 
Exemple : 
2 LIG NES 1200 bps 
1 LIGNE 2400 bps 
PT-A-PT 
e = 34 % 
SITE : CENTRE 
charge CPU : 65 % 
SITE : REGION 1 - FRONT END 
charge CPU : 40 % 
- FRO NT END 
2 LIG NES 4800 bps 
1 LIG NE 9600 bps 
PT-A-PT 
f = 50 % 
SITE : REGION 2 - FRONT END 
charge CPU : 45 % 
PUBLIC X25 
1 ACCESS PATH 
f = 30 % 
/ 
SITE : AGE NCE 
charge CPU : 15 % 
PACKET SWITCH ING 
OF 1200 bps 
- CO NCE NTRA TEUR 
10 • 
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CHAPITRE 5 PROCEDE . ALTERNATIF DE MODELISATION DE RESEAUX 
5.1. INTRODUCTION 
Î'fous allons brièvement décrire une méthode 
de modélisation et de dimensionnement de réseaux que nous avons 
développée après avoir pris une certaine distance vis-à-vis de la 
première méthode. 
La méthode présentée ci-dessous poursuit les 
mêmes buts, mais elle se base en partie sur des principes 
distincts, le principe fondamental étant une description de la 
topologie du réseau en fonction des applications qui tournent sur 
ce réseau. Cette description suivra les collectes d es données 
relatives aux types de transactions, types d'agents et stations. 
Dans cette méthode, on ne parlera pas de sites ni de classes de 
sites, mais de stations. 
Alors que la première méthode, et en particu-
lier la localisation des transactions, se base sur l'aspect logique 
du réseau, cette deuxième méthode met l'accent sur la modélisation 
de la structure d'interconnexion ( appelé par ( Ll) shape) des 
diverses stations. Donc cette méthode met l'accent sur l'aspect 
physique du réseau. 
Cette méthode devrait permettre une automati-
sation plus aisée, où le volume des calculs à effectuer est nette-
ment moins élevé, et la nature des résultats Dlus réaliste que 
dans l'outil développé à partir de la première mé t h ode. Ainsi 
allons - nous présenter cette méthode alternative, en faisant direc-
tement référence à une mi se en oeuvre automatisée possib le. 
5.2. DESCRIPTION DE LA METHODE 
5. 2 .1. Collecte des données 
Comme la première méthode, la base du 
dimensionnement est constituée par les données "applications", 
c'est-à-dire les types de transactions et les types d'agents . 
Ensuite, les données re la ti ves aux stat ion s sont collectées. 
P a r station , nous entendons un équipe r.1 en t 
de traitement de données, de transport de donnée s, et éventuelle-
ment un équipement de stockage des données. 
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Donc 
un ordinateur hôte, un 
teur, un terminal, un 
un ensemble de machines, 
une station pourrait être par exemple 
concentrateur de terminaux, un commuta-
processeur frontal, tandis qu 'un site est 
hommes et programmes (processus). 
Avec cette méthode, on n'aura pa s besoin de 
définir des classes de sites. Cependant, dans une optique de 
limitation des données à collecter, pour des stations i dentique s 
l'utilisateur ne spécifiera qu'une seule fois les caractéristiques 
de ces stations. Cette re marque est importante dans la me sure 
où on peu t trouver beaucoup de stations du même type dan s un 
réseau exemple si on considère les stations "processeur fron-
tal" ou "concentrateur". 
C'est seulement au niveau 
des transactions que la collecte se fait par 
Cependant, comme le volume des données à 
faible, cette méthode reste applicable. 
de la localisa tian 
paires de stations. 
fournir sera t rès 
5.2.2. La topolog ie du s·ystème distribué, la matrice "émetteur-
récepteur" 
Dans la méthode précédente, la description 
de la topologie était purement logique, et elle était réalisée à 
l'aide de relations hiérarchiques, équidistribuées ou mixtes. 
rente, à 
structure 
basée sur 
Ici, nous allons procéder d'une manière diffé-
sa voir que nous allons décrire la topologie physique, la 
d'interconnexion des s ta tians. Cette descrip tion est 
l'utilisation d'une " matrice étendue d u tra fic émetteur-
récepteur". 
En effet, dans un réseau téléinformatique, à 
priori, les stations peuvent émettre des messages vers d'autres 
stations, ou recevoir des messages d'autres stations. Une station 
peut être uniquement émetteur ou uniquement récepteur. 11 existe 
donc au maximum des échanges bidirectionnels de messages entre 
les stations. Ce phénomène peut être représenté par une matrice. 
5. 2. 2 .1. étude des éléments de la matrice 
ITou s allons décrire les différents éléments de 
la matrice, indépendamment de ce que les éléments contiennent, 
article ou pointeur vers des articles. 
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a) éléments diaaonaux 
----------------~ ·----
Tous les éléments ( i, i) de la matrice renfer-
ment les informations relatives aux stations, 
ca rac téristiq ue·s, et éventuellement le volume 
données à "traiter" (traitement au sens larg e). 
stations réalisée à l'étape précédente définit 
de la matrice . 
b) autres éléments 
c'est-à-dire leurs 
et la nature des 
La définition des 
également la taille 
Par un procédé analogue à celui de la pre-
mière méthode, on relève, par transaction, les stations à partir 
desquelles on peut l'initialiser. On demande ensuite à l'utilisa-
teur de spécifier les destinations des tran s missions résultant du 
traitement de cette transaction. Evidemment, les contrôles de. 
cohérence évoqués dans la prem1ere méthode restent valables. Une 
autre possibilité, qui est d'ailleurs la meilleure, est de générer 
automatiquement les liens entre stations possibles. Dans ce cas, 
l'utilisateur c h oisit les interconnexions souhaitées, et il s pécifie 
le pourcentage des données qu i vont transiter par ces liens. 
Le volume de données transmis de i vers j, 
en messag es, en caractères, et en bits ( "overheads" compris), le 
type de lien choisi, seront mémori ses à l'élément ( i, j) de la 
matrice, tandis que les informations sur les données émises à la 
station i sont mémorisées à 1 'élément ( i, i) et les données ,reçues 
à la station j à l'élément (j,j), t out en mémorisant le type de 
traitewent ( traitement au sens strict, transport, (commutation) , 
stockage) . 
5.2.2.2. exemple 
Un utili sateur a défini 8 stations distinctes, 
et il souhaite localiser un type de transaction. 
0 3 
0 4 0 6 0 7 
8 
Ce type de transaction ne peu t être initialisé 
qu'à la station S. Ce type de transaction p eut être traité sur 
la station 1, 2 et S. Les trans missions peuvent êt r e cornmutées 
dans le cas de prése n ce d'une fonction de commutation. Supposons 
la présence d'une telle fonction aux s tations 2 et 5 . 
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Les liens _possibles sont : 
( si on suppose pour ce type de transaction un échange de 1 
message dans les deux sens) 
station initialisant station traitant éléments de la matrice 
à remplir 
(A) 8 5 (5,5) (8,8) (8,5) et (5,8) 
( B) 8 2 (8 ,8) (2,2) (8,2) et (2,8) 
lien direct 
8 2 (8,8) (5,5) ( 2, 2) (8,5) 
( 5, 2) et ( 2, 5) (5,8) 
lien indirect 
8 1 (8,8) ( 1, 1) (8' 1) et ( 1, 8) 
lien direct 
8 1 (8,8) ( 1 '1) (5,5) (8,5) 
(5, 1) et ( 1, 5) (5,8) 
lien indirect 
8 1 (8 ,8) ( 1, 1) ( 2, 2) (8,2) 
( 2, 1) et (1,2).(2,8) 
lien indirect 
( C) 8 1 (8 ,8 ) ( 5, 5) ( 2, 2) ( 1, 1) 
(8 ,5) (5,2) ( 2, 1 ) et ( 1, 2) 
(2,5) ( 5, 8) 
lien indirect 
Chaque fois qu'un lien (i,j) est retenu, les 
informations sont enregistrées. Evidem raent si le traitement de la 
transaction donne naissance à des messag es de retour, les liens 
(j,i) sont automatiquement garnis . 
Les éléments à garnir sont do n c les suivants 
si on retient les liens A, B et C : 
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STATION 
RECEPTRICE A,8,C 
8 ~ cm 7 8 
6 
5 ~ [D] 4 5 
3 
2 Q • 
C 
2 3 4 5 6 7 8 STATION EMETTRICE 
s.2.2.3. remarque 
Cette localisati on des transactions est beau-
coup plus proche de la réalité, c'est-à-dire d e la mise en oeuvre 
du réseau, car elle permet de définir rigoureusement la structure 
des interconnextions. 
Chaque localisation est don c déterminée par 
une station émettrice ( i), et par une station réceptrice ( j) . Le 
chemin inter-stations (i,j) peut être phy siquement réalisé de 
·plusieurs man1eres ( i, j) direct, poi nt-à-point , X25 pn ve, X25 
public, ou (i,j) ==> (i, k) (k,l) (l, m) (m ,j) où on peut donner le 
pourcentage des transactions initialisées q ui se font par ces 
chemins partiels. 
Exemple soit le chemin 
d'interconnexion 
(l,j) (m,j) 
Graphiquement : 
(i,j) qui 
suivante 
est r·éalisé par la structure 
(i,k) (k,l) (k, rn ) (l, rn ) 
95 % 
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5. 2. 3-. Dimensionnement 
S.2.3.1. dimensionnement des liens 
Vu que l' utilisat~ur a complètement spécifié 
la structure d'interconnexion de son réseau, le dimensionnement 
entre deux stations quelconques est ir1 médiat on connaît la 
nature du lien physique, on connaît les types de transactions et 
les volumes de données en caractères, bits, messa g es par unité 
de temps et par · sens de trans mission ( i, j) et ( j, i). Donc le 
dimensionnement ne pose pa s de problèmes. 
5.2.3.2. dimensionnement des stations de transport des données 
Ce problème est aussi simplifié par la discri-
mination des informations relatives au trafic inter-stations. En 
effet, ayant dimensionné le lien entre i et tous les autres sites, 
on peut évaluer par exemple la charge CPU de cet équipement, 
grâce à la charge de travail connue. 
TO (col) 
8 
7 
6 
5 
4 
3 
2 
1 
les deux 
diagonale. 
(2, 8) 
• 
(2,5) 
• 
S4 
• S3 
(1,2)S2 • 
. 
Sl 
• 
sens, 
. 
( 2, 1) 
• 
2 3 4 
Si 
la 
(5,8) 
• 
si 
S6 
. 
S5 
• 
(5 ,2 ) 
• 
5 6 7 
SS 
• 
(8 ,5 ) 
• 
(8 ,2 ) 
.. 
8 
'chemins (8,5) direct 
FROM (lignes) 
(8,2) direct 
(8 ,5) (5,2) (2,1) 
switched via 5,2 
les transactions se font par messages dans 
matrice est sy métrique par rapport à. la 
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5.3. APPRECIATIOJ - CONCLUSION 
La méthode que nous 
ce chapitre mérite d'être approfondie _et 
permet, par ses possibilités, de modéliser 
des résultats correspondant à des réalités. 
venons de décrire dans 
d'être discutée . Elle 
le réseau, de générer 
Cette méthode est facile ment automatisable, 
et, vu sa base, elle permet 1' utilisation de certains algorithmes 
de la théorie des graphes . Ainsi, on pourrait aboutir à l'élabora-
tion d'un outil plus précis et plus extensible que celui issu de 
la prem1ere méthode. Finalement, cette deuxième méthode est 
capable de traiter le problème des systèmes d'informatique distri-
buée "general purpose" , alors que la première méthode semble plus 
apte à traiter les problèmes des systèmes d'informatique distribuée 
présentant une architecture hiérarchique . 
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CONCLUSION 
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Dans ce mémoire, notre but était de contribuer 
à la conception de systèmes 
cette contribution a consisté 
outil pragmatique d'aide à 
outil destiné à être utilisé 
ma té riel informatique. 
d'informatique distribuée. En fait, 
en l'étude et l'automatisation d'un 
la conception développé chez CII-HB, 
lors de la phase d'avant-vente de 
Parallèlement .à notre travail pratique, qui 
consistait donc essentiellement en l'étude de l'outil pragmatique 
et la programmation d'un prototype de systè me automatisé, nous 
avons fait des études complémentaires dans un but de nous rendre 
compte de la complexité des problèmes à considérer lors des 
conceptions de systèmes d'informatique distribuée (SID). 
Ainsi, nous nous sommes efforcés dans une 
première partie de retracer l'évolution des S ID, d'en donner des 
exemples typiques, de proposer une classification, d 'étudier briève-
ment les problèmes de la distribution des fonctions de traitement, 
de stockage et de mouvement des données dans un système distribué. 
La deuxième partie nous a permis de passer 
en revue un certain nombre d'architectures de réseaux proposées 
par des constructeurs de ma té riel informa tique . Ceci nous a 
permis d'abord de voir les efforts menés dans ce domaine encore 
jeune de l'informatique, et ensuite d'entrevoir l'enjeu cor;1mercial 
lié à ces développements. 
Dans la troisiè me partie, nous avons résumé 
les études que nous avons faites sur les méthodes de conception 
de SID. Cette partie a été particulièrement difficile, dans la 
mesure où on peut trouver beaucoup de méthodes. Le point de vue 
à adopt er . dans cette matière est d'adapter une méthode de concep-
tion aux besoins. 
La quatrièr.1 e partie est consacrée à l'étude 
d 'un outil de conception de SID que l'on pourrait utiliser dans 
l'une ou l'autre méthode présentée dans la partie 3. Nos efforts 
se sont portés sur l'étude de l'outil dévelo pp é par '-;la demoiselle 
Claudie Chappuis de CII-Honeywell Bull. Cet outil, nous ser1 ble-
t - il, est adapté aux besoins d'une concep tion de réseaux comple-
xes, dans la mesure où, à l'aide d'un minimu m de données et de 
calculs dont la complexité n 'est pas trop i mportante, le concepteur 
dispose de résultats de di mensionnement g lobaux. L' a p p li.cation 
de cet outil en phase d'avant-vente justifie l' a cceptation de ces 
résultats a pp rochés . 
d ous avons découvert u n certain nombre 
d ' inconvénients à la méthode, notamment le problème de la 
commutation, qui mé r itait une étude approfond ie. ~fous avons 
présenté une alternative à ce p r oblè• e, dont il faudrait discut er 
l'utilité et l'intérêt. 
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Nous nous sommes également efforcés d'étudier 
les méthodes à l'aide desquelles on peut arriver à déterminer les 
performances des équipements face à une charge de travail. En 
effet, ces connaissances sont d'une importance majeure dans la 
mesure où elles permettent de dimensionner les noeuds. 
Notre travail pratique a débouché sur la 
confection de· programmes écrits en pascal. Cet outil répond aux 
spécifications de celui de Mademoiselle Claudie Ch appuis que nous 
avons mi s à jour. Lors de ce développement des programmes, nous 
nous somwes rendus compte des problèmes exis tan t lors de l 'élabo-
ration de programmes destinés à être utilisés par des profanes. 
Finalement, nous estimons que l'outil pourrait être a mélioré en 
utilisant des fonctions spécialisées de gestion d'écran. 
Pour terminer, l'étude de ce mémoire nous a 
apporté les bénéfices suivants 
Sur un plan théorique : 
- connaissances sur les SID 
- compléments à des cours que nous avons eus 
- connaissance de méthodes utilisées dans la vie pratique 
Sur le plan pratique : 
confrontation avec la vie professionnelle 
- travail de programmation 
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INTRODUCTION 
L: annexe du memoire comporte 4 grandes parties. 
premières parties sont : 
Les 3 
Partie 1 "SIZING A OSA NETWORK", CII - HB sales aid 80-034 
(révisé); 
Partie 2 DOSSIER DE PROGRAMMATION de 1·outil que nous 
avons développe; 
Partie 3 MANUEL D'UTILISATION de 1·outil que nous 
avons développe. 
ces parties sont presentees ci-après. La quatrième partie ·est 
relative au code Pascal constituant 1·outil d'aide ala conception de 
reseau DSA. cette partie est constitue de 1·ensemble des listings 
presentés dans la farde accompagnant ce document. 
D I M E N S I O N N E M E N T D'UN R E S E A U D S A 
CII-HB SALES AID 80-034 REVISE 
- Préparé par CLAUDIE CHAPPUIS 
Mis à jour par MARC HEMMERL ING 
ELIANE PERSOONS 
- Approuvé par GERARD YON 
- Contrôlé par GILBERT LAQUAIS 
TA B LE D E S M A T I E R E S 
PAGE 
0 . PREFACE . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I . 1 
1. INTRODUCTION I.2 
2. MODELISATION DE RESEAUX OSA/ GENERALITES ..................•. I . 3 
3. NOTIONS FONDAMENTALES .......................................• I.7 
3 .1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I. 7 
3.2. Notion de type ......... . ·............................. I . 7 
3.3. Notion de classe .......•. ..•.......•................. I .9 
3.4. Relations entre classes •...............•........•...• I .9 
3.5. Relations intra-classe ........ . ............. . ........ I . 10 
3.6. Exemples de re lations .......................... ... ... I .11 
4. LE DIMENSIONNEMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I .13 
4 .1. Introduction . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . I .13 
4 . 2 . Collecte des données ............. .. ...... .. . . ........ I.14 
4.2.1. les types de transac tions .................... I .14 
4.2.2. les types d 'agents ........................... I . 20 
4 .2.3. les cl asses de s i tes . . . . . . . • . . . . . . . . . . . . . . . . . I. 22 
4 .2.4. la localisation des transac tions ............. I . 26 
4 . 3 . Calculs e t dimensionnement . . . • . . . . . . . . . . . . . . . . . . . . . . . I . 30 
4 .3.1. f réquence d'initialisation de transact ions 
par si tes . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . . . . . . . I . 30 
4 . 3 . 2 . flux des données générés entre les classes .. . I . 32 
4 .3.3. synthèse du trafic inter- sites ............... I . 35 
4 .3.4. fl ux de données sur l es chemins de données 
individuels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I. 37 
4 .3.5. dimensionnement des chemins de données 
· individuels . . . . . . . . . . . . . . . . . . • . . • . • . . • . . . . . . . I .40 
4 ,3. 6 . dimensionnement des datanets ON 7100 ......... I.41 
5. ANNEXE FORt-1ULES I.44 
6 . ANNEXE FORMULAIRES . . . . . • . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . I . 49 
- 1.1 -
O. PREFACE 
Ce sales aid constitue un premier élément d'un 
ensemble d ' outils d'évaluation de réseaux complexes OSA ( distr ibu-
ted systems architecture). 
but de dimensionner 
Cette première version du sales aid a pour 
les liens du réseau primaire 
- les noeuds constitués par des datanets DN7100 
Les données nécessaires à la modélisation d'un 
réseau sont des données à la portée de chaque utilisateur. 
Le sales aid est à la base d'un outil automa-
tisé développé au DCT /DS-R à Paris / Gambetta. 
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1. INTRODUCTION 
Le sales aid est destiné à être utilisé pendant 
la phase d'avant-vente de matériel de réseau DSA. 
L'utilisation de l'outil en avant-vente justifie 
les résultats approchés auxquels on aboutit. En fait, pour la plu-
part des cas, au moment de l'avant-vente il est complètement dépla-
cé de procéder à des calculs de dimensionnement compliqués et longs 
ou à des simulations coûteuses. 
Le · lecteur voudra bien garder cette restric-
tion d'utilisation à l'esprit; elle lui permettra de mieux comprendre 
la philosophie sous-jacente du ·sales-aid. 
Les formulaires .exposés sont supposés faire 
partie de DSA69, le standard pour modéliser un réseau DSA. Ces 
formulaires spécifient clairement ce que l'utilisateur doit fournir 
comme données pour arriver à dimensionner son réseau. 
Tous ceux impliqués dans l'avant-vente des 
produits DSA sont priés 
d'utiliser l'outil mis à leur disposition 
- d_e critiquer, de commenter le papier 
Cet outil doit être non seulement un· outil de 
calcul, mais il doit avoir un effet psychologique positif sur l 'uti-
lisateur et doit aussi constituer une base aux discussions ultérieu-
res clients/vendeurs. 
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2. MODELISATION DE RESEAUX DSA / GENERALITES 
L'outil présenté dans ce papier (fin 1981) s'oc-
cupe uniquement de l'aspect "réseau primaire" et on ne tient compte 
que de la fonction "transport" de DSA ( dans DSA il y a trois fonc-
tions : traitement des données, transport des données et stockage 
des données ) • 
La figure suivante sert à expliquer la termi-
nologie employée et ne montre en aucune façon les possibilités DSA, 
ni les possibilités de modélisation de l'outil. 
figure 2.1 
, 
1-ESéllU PIÛHAiR.E 
MÎNl6 
DS5 
POA.TS • /AITl:lf.KE'S " 
DIITIINET 
DN 1-tOO 
POR.T 11/tESEllù" 
CHEMÙI DE 
~
IIPPLtGfTJON 
ôlTE 
.SITE 
0RO/11/f TEI.Jlt 
u~re:. 
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Un réseau DSA est constitué d'un ensemble 
de sites interconnectés par des chemins de données. 
Analysons lés différents éléments du réseau 
* les sites 
Les sites sont des centres de traitement situés 
dans un lieu géographique donné. 
Un site consiste en un composant DSA ( pour 
le moment limité à un DN7100 ou à un MINI6/ DSS) et en d'autres 
composants non typiquement DSA tels que : 
* les ports 
- les processeurs "host", assurant un traite-
ment de données et offrant des services aux 
utilisateurs (dans le réseau secondaire) et 
aussi aux autres systèmes dans le réseau 
primaire. 
les réseaux secondaires et terminaux, ces 
réseaux seconda ires étant constitués d'un 
ensemble de terminaux et d'applications sous 
le contrôle d'un site. 
- les applications utilisateur sur un MINI6/DSS 
Les d i fférents composants sont interconnectés 
à. travers des "ports". Un port est aussi le moyen d'accès entre 
un site et le chemin de données. 
Exemples de ports : 
le "gateway" du niveau 66 sur le DN7100 
le TP I ( transport programma tic interface) 
sur MIN16/DSS 
- u·ne station de transport en interface avec 
une connexion transpac 
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* les chemins de données 
Les . chemins de données représentent des con-
nexions entre sites via le réseau primaire. Les chemins de données 
peuvent être de plusieurs types : 
- circuit virtuel X25 sur réseau 
privé 
public (ex transpac 
euronet 
datexp ... ) 
- point-à-point ( HDLC)_ ( peut se faire sur lien 
X21) 
* les flux de données 
Par flux de données nous entendons l'ensemble 
de caractères qui passent à travers le système entre deux points 
terminaux. Ces points, qui constituent la frontière entre les acti-
vités et le réseau, peuvent être : 
- des terminaux 
des applications ... etc 
Sont associés à la notion de flux : 
- les ports et les chemins de données impliqués 
pour définir le chemin du flux 
- une intensité, qui peut être mesurée en ter-
mes de paquets par seconde, caractères par 
seconde ou lettres par seconde selon les cir-
constances. 
Calculs envisageables 
- si on totalise tout le flux des données tra-
versant un certain port, on peut estimer 
l'activité CPU correspondante. 
- si on totalise toutes les activités 
du composant, on arrive à estimer 
globale du CPU de ce composant, 
en ms/s. 
des ports 
la charge 
exprimée 
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- si on totalise tout le trafic transitant par 
un chemin de données, on peut évaluer la 
charge de la ligne, exprimée en bps . Ainsi 
ces calculs nous permettent de sélectionner 
la capacité adéquate de la ligne (c'est-à-
dire la vitesse). 
Ainsi nous arrivons à dimensionner grossièrement le réseau du point 
de vue liens entre sites et noeuds (DN7100). 
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3. NOTIONS FONDAMENTALES 
3 .1. Introduction 
Pour dimensionner un réseau, il faut connaître 
un minimum d'informations telles que les applications mises en 
oeuvre, la topologie du réseau, .•• etc. 
Il est indispensable 
ractéristiques e:5sentielles des données 
ou nature et d'autre part leur nombre. 
de discuter 
d'une part 
le deux ca-
leur qualité 
- la qualité Afin d'utiliser ce sales aid comme support d'avant-
vente, il est intéressant et souhaitable que les 
informations requises puissent être fournies par . 
le client lui-même, qui vient de procéder ~ une 
analyse fonctionnelle profonde de ses applications. 
- le nombre Il est également souhaitable que le volume des don-
nées soit limité au strict nécessaire. Ceci est un 
but facile à atteindre si on profite des symétries 
et répétitions souvent présentes dans les réseaux. 
3. 2. Notion de type 
paramètres 
sous étude, 
La notion de type nous permet de décrire les 
de certains éléments génériques du modèle du réseau 
sans devoir faire référence à leur localisation. 
En particulier nous définissons 
* les types de processus 
(on se place plutôt au niveau -applications/programmes) 
Les types de processus décrivent le travail à effectuer 
"host" ou un "satellite". 
sur un 
exemple type de processus mise à jour d'un 
Le type de processus représente une 
à réaliser. 
compte courant. 
fonction précise 
'" les types de transactions 
(on se place plutôt au niveau utilisateur/travail à réaliser) 
Ces types décri vent les unités de travail _vues par un agent du 
système (appelé utilisateur-terminal), en termes de processus utili-
sés et de messages échangés. 
--·--~ ...-- -
exemple 
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type de transaction réservation de places d'avion. 
(tâche à accomplir par un agent/employé). Pour être 
traitée, cette transaction utilise ( par exemple) le pro-
cessus "consulta tian fichier" générant deux messages 
dans chaque sens, ayant chacun une longueur (exprimée 
en caractères), et le processus "réservation" générant 
un message dans chaque sens, ayant chacun une lon-
gueur bien précise. 
* les types d'agents 
Ces types décrivent · l'agent vu par l'analyse fonctionnelle (et par 
l'organisation de l'entreprise). Ces types décrivent le travail 
d'un "utilisateur-terminal" (end-user) ; ce travail peut varier selon 
différentes heures en termes de transactions initialisées, lancées. 
exemple dans une agence de banque, l'employé travaillant au 
guichet peut initialiser les transactions "dépôt", "re-
trait" (d'argent). Pendant les heures normales il ini-
tialise. 50 transactions par heure, dont 20 du type "dé-
pôt" (40 %) , et 30 du type "retrait" (60 %) • 
Si le suffixe "type" est absent, nous voulons 
exprimer que l'élément générique correspondant est associé à une 
localisa tian précise. 
exemples : - un processus est une occurence d'un type de processus 
implanté sur un "hast" ou un "satellite" donné. 
(exemple : processus accès base de données dans une 
agence de banque à Paris) 
- un agent est une occurence d'un type d'agent associé 
à un "li.eu" à partir duquel une transaction peut 
être initialisée. 
- une transaction est une occurence d'un type de tran-
saction initialisée par un agent localisé. 
Remarquons que certains types de processus associés 
à une transaction peuvent être "non localisés". Il 
s'agit en particulier des types de processus initia-
li,sant les transactions à partir d'un terminal. Cette 
localisation est l'objet d'une procédure spéciale ap-
pelée "transaction location" (localisation des tran-
sactions). 
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3 .3 Notion de classe 
La notion de classe sera utilisée pour décrire 
un ensemble de sites qui sont identiques (excepté pour la localisa-
tion géographique). 
Les critères de regroupement sont 
- les configurations hardware 
- les types de processus implantés au site 
:__ -les types d'agents . qui sont affectés à ce site 
- le nombre des agents 
(ce nombre peut être approché, on regroupe toutes les classes 
où le nombre d'agents est égal ( à un certain pourcentage près). 
Si cette marge ( fixée par l'utilisateur lui-même) est dépassée, 
il est souhaitable de définir des sous-classes qui auront les 
mêmes propriétés qu'une classe pour la suite des calculs et qui 
ne diffèrent de la classe que par le nombre d'agents. 
par exemple classe "région" 
nbre agents = 100 ( à 10 % près) /""' sous-classe "région2" sous-classe "région3" nbre agents = 50 nbre agents = 150 ) 
les liens avec d'autres sites ( situés dans la même classe ou 
dans d'autres classes). 
Il est évident que si une classe co9,tient plu-
sieurs éléments, les calculs et spécifications sont suffisants . pour 
un élément de la classe. (En fait, un site est équivalent à une 
classe contenant un élément). 
3.4. Relations entre classes 
Les processus qui traitent une transaction doi-
vent communiquer entre eux. Cette communication donne naissance 
à un trafic dans le réseau. 
Comme un . type de processus est implanté sur 
tous les sites d'une classe, on se heurte à un problème quel 
est le processus concerné par une activation donnée d'une transac-
tion. En général ces ambiguïtés peuvent être éliminées si on dé-
finit de façon précise quel site sera impliqué dans le traitement 
de la transaction : par le mode. 
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Dans la majorité des cas réels, les sites sont 
arrangés dans une structure logique arborescente, qui peut être 
différente de la topologie physique du réseau. Typiquement, tous 
les sites se trouvant à un rriême niveau d'une structure arborescente 
forment une classe. 
Analysons plus en détail le réseau organisé 
en forme d'arborescence 
* le mode hiérarchique 
La structure d'arbre est alors décrite comme étant une relation 
· hiérarchique entre deux niveaux (classes). Dans ce cas, il 
est suffisant d'analyser les configurations, le trafic, etc pour 
deux sites communiquant, un par classe. 
exemple .: 
classe 1 
classe 2 
* le mode équidistribué 
Ce mode définit une relation différente entre deux classes. Dans 
ce cas prec1s, n'importe quel site d'une classe peut communiquer 
avec n'importe quel site de l'autre classe (ce mode est le produit 
cartésien des deux classes). L'analyse sera limitée à un couple 
de sites. 
exemple : 
classe 1 
classe 2 
* le mode mixte (c'est-à-dire équidistribué et hiérarchique) 
Ce mode 
100 %) • 
en mode 
subsiste. 
est peut-être plus commun que le mode équidistribué (à 
Ici la majorité des transmissions entre classes se fait 
hiérarchique alors qu'un trafic équidistribué significatif 
3.5. Relations intra-classe 
Dans une même classe on peut avoir des transmissions. 
* le mode identique 
Ce mode définit une relation d'un site à lui-même, c'est-à-dire 
que le trafic provient du réseau secondaire attaché à ce site. 
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Outre les relations d'ordre hiérarchique, équi-
distribué ou mixte vues plus haut, il" faut prendre en compte les 
relations entre les éléments d'une même classe. 
* le mode mixte intra-classe (c'est-à-dire identique et équidistribué) 
Ce mode est plus commun . que le mode identique à 100 %. 
exemple 
80 % du trafic se fait en mode ( I) 
20 % du trafic se fait en mode ( E) 
3,6. Exemples de relations 
Soit une classe de sites "régionaux", suppor-
tant chacun une base de données "régionale", qui peuvent être 
interrogés par une classe de sites "agence" dispersés dans le pays. 
Ces agences sont regroupées par région. 
La plupart du temps, le travail d' interrogatio!î 
d'une base de données par une agence se fait au site "régional" 
auquel l'agence est rattachée. Toutefois il est concevable que 
cette agence fasse aussi des interrogations des autres bases de 
données. · 
schématiquement 
- classe de sites "régionaux" 37 sites 
base de données régionale 
- classe de sites "agences" 370 sites 
Le problème consiste à spécifier quelle agence consulte quelle base 
de données. 
solution 1 mode hiérarchique (H) 
chaque site "régional" est 
consulté par un groupe de 
10 agences. 
----'----'"''-·------ -- ~- ............... -
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- . solution 2 : mode équidistribué 
n'importe quel site , "agence" 
peut consulter n'importe quel-
le base de données "régionale" 
- solution 3 : mode mixte 
il est analogue à la solution 2 sauf que la majorité des ·consul-
tations des bases de données "régionales" se fait selon le mode 
hiérarchique. 
exemple : 80 % mode H et 20 % mode E 
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4. LE DIMENSIONNEMENT 
4.1-. Introduction 
Le dimensionnement d'un réseau peut être sub-
divisé en deux phases fondamentales : 
la première phase est consacrée à la collecte 
des données 
- la deuxième phase s'occupe des calculs, c'est-
à-dire du dimensionnement proprement dit. 
La collecte des données est réalisée à l'aide 
de formulaires, définissant les besoins en données et informations 
pour résoudre le modèle du réseau. Les formulaires sont exposés 
en annexe-formulaires. 
Les informations requises sont sans exception 
disponibles chez l'utilisateur (client) qui a procédé à une analyse 
fonctionnelle. 
Les termes utilisés ne sont en aucune façon 
de nouveaux termes s'ajoutant à la terminologie DSA, mais des ter-
mes tirés du langage du client désirant informatiser une ou plu-
sieurs applications. 
La collecte des données concerne : 
- la spécification des types de transactions 
( formulaire transaction type ( définition )) 
- la spécifica tian des types d'agents 
(formulaire : agent type (définition )) 
- la spécifica tian des classes de sites 
(formulaire : site-classes (définition)) 
- la localisation des transactions 
(formulaire : transaction location) 
Les formulaires sont utilisés comme support des données. 
Les calculs et le dimensionnement demandent l'utilisation des for-
mulaires suivants 
- les fréquences d'initialisation de transactions 
par site pour calculer l'activité globale 
(formulaire : site transaction freqency) 
- la synthèse du trafic intersite 
(formulaire : inter-site traffic synthesis) 
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Les calculs permettent de dimensionner les : 
liens physiques entre sites, en proposant 
la vitesse et le nombre de lignes à utiliser 
et en indiquant la charge de ces lignes. 
les datanets, en · spécifiant la charge du 
processeur central du datanet. 
4.2. Collecte des données 
4.2.1. les types de transactions 
a) méthodologie 
Le travail d'un client (ou end-user) peut être 
subdivisé en différentes catégories : 
- le transactionnel ( 1 ) 
- les transferts de fichiers ( 2) 
Expliquons ces catégories de travail 
( 1) Une transaction est initialisée par un agent et la fréquence 
est typiquement liée à un événement externe, telle que l' ar-
rivée d'un client dans un guichet de banque. Il est indési-
rable de permettre l'accumulation de travaux non réalisés, 
cependant il est aussi impossible de profiter des temps morts. 
Souvent certai nes contraintes sont imposées en ce qui concerne 
la fréquence de travail d'un "utilisateur-terminal". Ces con-
traintes sont du style "chaque agent du type A, affecté à 
la classe des sites S doit être capable de traiter T transac-
tions par heure (avec un temps de réponse inférieur à tr se-
condes)". Il est évident que cette contrainte "T transact ions 
par heure" tient déjà compte des files d'attente des clients 
devant le "guichet" des agents. 
( 2) Un transfert de fichier .est caractérisé par la transmission de 
données à grande échelle. Les processus qui y sont impliqués 
(localisés dans les "hosts") sont des applications standard 
(c'est-à-dire des utilitaires), d'habitude présentes au niveau 
de chaque "host". Nous devons connaître la localisat i on des 
fichiers et le volume de données à transférer (et peut-être 
avec une contrainte temporelle). 
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b) collecte de données - le formulaire Fl / annexe-formulaires 
* type de transaction (colonne 1) 
11 s'agit d'identifier les types de transactions, 
c'est-à-dire les unités de travail des agents (end-users ) . 
exemples : paiement d'un chèque 
dépôt d'argent 
11 ne faut pas inclure un travail uniformément 
distribué dans le temps et qui forme une partie négligeable de 
la charge de travail. 
exemple 
saisonnier, 
dérable. 
exemple 
dans un environnement bancaire 
bancaire. 
ouverture d'un compte 
Cependant il ne 
si à certains moments il 
faut pas négliger le travail 
représente une charge consi-
à la fin de la semaine, dans une petite agence bancaire 
il y aura une activité plus importante lors du marché 
hebdomadaire. 
* type de processus (colonne 2) 
Pour chaque type de transaction identifié, dé-
terminer tous les types de processus nécessaires au traitement de 
la transaction. 
L'analyse fonctionnelle de l'application du 
client a fait apparaître toutes ces notions l'application de l' uti-
lisateur consiste à traiter un certain nombre et types de transac-
tions l'analyse a également défini les types de processus qui 
vont traiter ces transactions. Chaque type de processus ainsi dé-
terminé sera indistribuab le, c'est-à-dire que le processus ne peut 
pas être implanté partiellement sur un site et partiellement sur 
un autre. 
Cependant DSA permet la communication inter-
processus et il est parfaitement possible de décrire des transactions 
qui nécessitent des traitements sur plusieurs sites. Typiquement, 
de telles méthodes sont nécessaires pour permettre aux transactions 
d'accéder à des bases de données situées sur des sites physique-
ment distincts. 
exemple 
-~-=>> 
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Après l'analyse de l'implantation des fichiers du sys-
tème, on réalise que certains d'entre-eux peuvent être 
accédés par un site à distance. On pourrait déclarer 
les types de processus "lire enregistrement", "écrire 
enregistrement", "mise à jour" · comme étant implantés 
sur le même site, parce que chaque transaction les uti-
lise en demandant accès à un fichier. 
* transmissions (colonnes 3 à 6) 
Pour chaque type de transaction, il faut déter-
miner le nombre de messages et leur longueur, transmi's entre agent 
et type(s) de processus transmis entre type(s) de processus 
transmis entre type ( s) de processus et agent. 
remarque il n'est pas permis à un processus A d'envoyer un 
message à B et du processus B de l'envoyer vers C 
et à C de répondre à A. De telles boucles ne peuvent 
être traitées si les processus sont localisés sur plu-
sieurs sites d'une même classe. 
donc A__.B--t>C est faux 
• f 
si A, B et C appartiennent à la même classe. 
c) exemple d'application 
L'analyse de l'application implique 4 unités 
de travail à effectuer par les agents (end-users). 
1 ) le dépôt d'argent "deposit" 
2) le retrait d'argent "withdrawal" 
3) le change "currency-xch" 
4) les chèques "cheque clear" 
Ces 4 types de transactions sont traités chacun 
par un module, une "routine". Ce traitement donne naissance à 
des transmissions (dont on peut connaître le volume, ... ) 
Ces 4 modules sont : 
Ge) ~ ~ ~ 
HEU.~ -!. 
î l :. t f L: i îJ îJ: ,J f L: CNAC.: Jo J5 Js ,, 
r,;;j d ~ r;;;---i 
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Voir page suivante la collecte des données à l'aide du formulaire 
Fl. 
remarque l'initialisation de la 
nal) se fait par un 
un nom quelconque. 
de le nommer "init". 
transaction ( à partir d'un termi-
processus, auquel on peut donner 
Nous avons pris la convention 
--- ..l--·~---~~· ••--= .. ' 
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TRANSACTION TYPES DEFINITION 
NETWORK MODEL - NAME EXEMPLE 
TRANSACTION TYPES 
TRANSACTION PROCESS TRANSMISSIONS 
TYPE TYPES 
ID EMPLOYED SENDING RECEIVING NBER OF LENGTH 
FROC. T. FROC. T. MESS. (char) 
DEPOSIT DEP !NIT DEP 1 30 
DEP INIT 1 600 
W-ITHDRAWAL WTH INIT WTH 1 25 
WTH INIT 1 600 
. 
CURRENCY-XCH CXCH !NIT CXCH 2 25 
CXCH INIT 1 50 
1 150 
CHEQUE-CLEAR CLR INIT CLR 1 60 
CLR INIT 1 10 
. 
·--- -~~----~--,- - ·---- ---·-
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d) remarque : une transaction spéciale : le transfert de fichiers 
Le transfert de fichier peut être vu comme 
au , sens défini plus haut. Elle est traitée par une transaction 
un processus. 
la demande de 
Le traitement donne naissance à deux messages 
transfert et le transfert proprement dit. 
Etant donné ces considérations et pour éviter 
de créer un nouveau formulaire, nous avons préféré assimiler le 
transfert à une transaction (un peu spéciale). 
Pour prendre en compte la transaction dans 
les calculs qui suivront, il faut passer par un artifice. Le pro-
cessus de transfert (utilitaire ) est localisé sur des sites sur 
les sites recevant un fichier il faut qu 'u n agent spécial "transfert" 
soit présent. 
exemple : site central 
sites régionaux 
TRANSACTION TYPES DEFINITION 
NETWORK MODEL - NAME 
TRANSACTION TYPES 
TRANSACTION PROCESS TRANSMISSIONS 
TYPE TYPES 
ID EMPLOYED SENDING RECEIVING NBER OF LENGTH 
FROC. T. FROC. T. MESS. (char) 
FILE-TRANS FT 
______.. i-l NIT FT 1 15 
lJEMAN~ D€ m4NS- i- FT INIT 1 3000000 F~R.-r ____, 
T'R.AAISFEII.T 
Il est clair, vu la spécificité de ces transac-
tions, qu'on peut simuler le comportement du réseau selon qu'il 
y ait beaucoup, peu ou pas de transfert. 
- 1. 20 -
4.2.2. les types d'agents 
a) collecte des données - le formulaire F2/annexe-formulaires 
* identificateur de type d'agent (colonne 1) 
Il faut déterminer les d.ifférentes catégories 
d'agents (c'est-à- dire end-users). Cette procédure est quasi immé-
diate si l'analyse fonctionnele est bien faite. 
exemple - caissier . 
- agent de change 
- etc ... 
* type de la charge de travail (colonne 2) 
Cette information n'est pas requise pour les 
calculs actuels, elle est demandée à titre informatif pour distinguer 
les agents "file-transfer" des autres. 
deux possibilités : T transactionnel 
F file-transfer 
* profils d'utilisation / d'initialisation des transactions 
(colonnes 3 à 6) 
Nous avons prévu trois profils possibles. Ces 
profils sont relatifs aux heures de fonctionnement "normal" (profil 
1), aux heures d'utilisation de "pointe" (profil 2), et aux phéno-
mènes saisonniers (profil 3). Le premier profil est obligatoire 
tandis que les deux autres sont optionnels. 
Pour chaque type d'agent et pour chaque profil 
utilisé, il faut déterminer les types de transactions initialisés . 
En plus, il faut donner les proportions des différents types de 
transactions découverts plus haut. 
Les profils 2 et 3 sont peut-être nécessaires 
pour compenser des variations importantes de l'activité. 
__ ., ... ,,'.:.....a ...... 
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b) exemple 
AGENT TYPES DEFINITION 
NET';!ORK MODEL - NAME EXEMPLE 
AGENT TYPES 
AGENT WORKLOAD TRANSACTION USAGE PROFILES 
TYPE TYPE 
I D. TRANSACTIONS PROF. PROF. PHOF. 
INITI ATED 1 2 3 
TELLER T DEPOSIT 40 10 
WITHDRAWAL 50 70 
CURRENCY-XCH 10 20 
OFFICE T CHEQUE-CLEAR 100 
MINI-TELLE] T DEPOSIT 10 
prof. 1 
prof. 2 
prof. 3 
WITHDRAWAL 
heures normales 
heures de pointe 
saisonnalité 
90 100 
au niveau des banques en France, fermées samedi et 
dimanche, certaines agences sont quand - mê me ouvertes 
le samedi dans les régions paysannes . Ces agences 
son t confrontées à un a ccroissement considérable des 
dépôts d'argent à ca u se du marché hebdomadaire, d'où 
l'utilisation d'un profil particulier p our le samedi. 
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4.2.3 ·. les classes de sites 
a) remarque préliminaire 
Dans le paragraphe 4.2.2., nous avons vu 
que l'utilisateur peut utiliser jusqu'à trois profils d'initialisation 
·de transactions un profil est relatif aux heures "normales", ce 
profil est obligatoire, le deuxième est relatif aux heures de pointe 
et le troisième tient compte des événements saisonniers. 
Il se peuJ qu'au niveau des sites il y ait 
aussi des changements au niveau des agents qui y sont localisés . 
. L'ensemble des types d'agents peut varier d'un profil à l'autre. 
La 
chaque profil utilisé. 
une solution globale. 
collecte des données doit se faire pour 
A un profil correspond un problème et donc 
b) collecte des données - le formulaire F3/annexe-formulaires 
,~ identificateur d'une classe de sites (colonnes I et 2) 
Tous les sites d'une même classe présentent 
- la même configuration (hardware) 
- les mêmes types de processus au niveau du 
host 
- les mêmes types d'agents 
Ainsi tous les résultats seront identiques pour chaque élément 
appartenant à une çlasse. 
Il ne faut pas oublier les sites existants, aus-
si lorsqu'ils utilisent des équipements de constructeurs étrangers 
ou des équipements HB non-DSA. Ces sites donnent également nais-
sance à des transmissions. 
Certains lecteurs vont se demander si l' utili-
sateur connaît toutes les données relatives à une classe de sites. 
Nous tenons à rappeler qu'un utilisateur doit avoir fait une ana-
lyse sérieuse de son application avant d'utiliser cet outil. 
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1
' la configuration (colonne 3) 
Il faut indiquer les composants hardware du 
site. Pour le moment, les composants pris en compte par les pro-
cédures de calcul se limitent à : 
- DPS 7 
- DPS 8 
- DN 7100 
- MINI 6 
Au moment de la rédaction de ce papier, les 
résultats de tests en cours n'étaient pas disponibles pour le MI NI 6 . 
* les processus implantés (colonne 4) 
Il faut donner les noms des types de processus 
présents sur le site. Les processus peuvent être implantés unique-
ment sur un "host" (qui est un ordinateur offrant des services lo-
calement et à d'autres systèmes à travers le réseau primaire) ou 
sur un "satellite" (qui est un ordinateur rendant des services à 
un certain nombre d' utilisateurs locaux dans son réseau seconda ire 
et communiquant avec d'autres hosts et satellites via le réseau 
primaire)'. 
·k les agents présents (colonnes 5 à 8) 
Il faut spécifier les types d ' agents localisés 
sur le site. Il est très probable que dans un réseau complexe 
il y ait des classes de sites, mais qu'à l'intérieur de ces classes 
on puisse distinguer plusieurs sous-classes se différenciant par 
l'activité, c'est-à-dire par le nombre des agents et par les inten-
sités de travail (cfr notion de classe page I .9). 
Les données à collecter pour les agents sont : 
- nom des types d'agents implantés 
- nombre d'agents par type 
- procédure utilisée par un type d'agent dans 
le réseau secondaire 
intensité de travail d'un agent d'un type 
par unité de temps (qui sera l'heure) 
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Remarques 
- Pour un agent initialisant une transact ion t A : 
intensité ... profil t A = nombre de transactions t A / heure 
exemple : 
l'agent A initialise deux transactions t A et t B , et son travail 
est organisé de la façon suivante 
20 % pour tA e t ~0 % pou r t 8 
l'inten s ité de travail étant de 50 transactions p a r heure, l'ag ent 
initialise 10 tran s action s t A p ar . heu re et 40 transact i ons t 8 par heure. 
- Si la somme des proportions des activités pour un p rofil d' utili -
s ation d 'un agent e s t égale à 1 (c 'est- à -dire 100 %) , alors l ' in-
tensité est simpleme nt le nombre moyen de transac tions par un ité 
d e t e mps (qui est l ' heure ) . 
- Dans le cas d ' une entrée d e données, l ' intensité doit être cal-
cu lée à partir d u n ombre total de transactions à réaliser et du 
temp s disponible pour cette réalisation. 
exemple : 700 transac tions par jour ouvrable de 8 heures 
intens ité = arrondi de ( 700/ 8 ) = 88 t / h 
c ) exemple 
- si on utilise uniquement le profil 1 (concernant les heure s nor-
males) 
soit la config uration suivante on d ist i ng ue 3 cl a sses 
CLASSE: 
Pl#Ri.S 
-i siie. 
- DPS 8 
• C(CH 
• CL.~ 
CLASSE: 
/lE~ION 
Rsitts 
- DPS':/ 
• DEP 
• wTH 
ôfflCE 
(~) 
CLASS~ 
IIGéNCE: 
Jk> sit~s 
RfilM~Y - DN UOC 
NETWOlf.K 
l'ELLER 
(t) 
OFFtCf 
(i) 
} 
HÎAIÎ -
iE:LLER 
(2.) 
- - ~-~--....:..1..-... .,,. _ __, ..__ 
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SITE - CLASSES DEFINITION 
NETWORK MODEL - NAME : EXEMPLE 
· SITE - CLASSES 
GLASS NBER CONFIGURATION PROCEGSES 
ID OF ON SITE 
SITES 
COMPONENTS TYPE - ID 
PARIS 1 DPS8 CXCH 
DN7100 CLR 
REGION 37 DPS7 DEP 
DN7100 WTH 
AGENCIES 370 DN7100 
. 
INITIATING AGENTS AT 
SITE 
TYPE-ID NBER n -:T. FROC. 
. 
TELLER 10 30 VIP 
OFFICE 1 120 VIP 
TELLER 8 25 VIP 
MINI- 2 30 VIP 
TELLER 
OFFICE 1 120 VIP 
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4.2.4 . la localisation des transactions 
a) remarques préliminaires 
Le rôle de cette étape est de découvrir tous 
les liens logiquement possibles entre les classes de sites, de sélec-
tionner et de définir les liens requis par l'analyse fonctionnelle 
de l'application . 
Un même type de transaction initialisé à partir 
de différents sites sera localisé (c'est-à-dire pourra être traité) 
sur différents sites. Nous connaissons déjà les processus utilisés 
sur plusieurs sites regroupés dans une classe ; mais nous ignorons 
quel processus est concerné par une activation particulière . Ceci 
est réalisé par la localisation des transactions. Il y aura évidem-
ment une localisation des transactions par profil utilisé. 
b) procédure - le formulaire F4/annexe-formulaires 
Il faut partir des définitions des types de 
transactions. Par type de transaction, copier le processus émetteur 
et le processus récepteur, les colonnes relatives aux transmissions, 
donc le nombre de messages et la longueur de ces messages. 
A l'aide des définitions des classes de sites, 
entrer les classes de sites sur lesquelles les processus sont loca-
lisés, dans la rubrique site émetteur - si.te récepteur . 
Remarques 
Le si.te émetteur correspondant au processus "initialisation à 
partir d'un terminal" (notre convention processus "init" ) doit 
évidemment supporter un agent dont le profil d'initialisation 
de transactions contient celle qu'on est en train de localiser . 
D'habitude, un site apparaîtra 
cification de la localisation 
fois comme récepteur. 
au moins deux fois dans la spé-
une fois comme émetteur et une 
Afin de se retrouver dans les 
il est conseillé de remplir également les colonnes 
pour les processus du type "i.nit", il' faut noter le 
cole utilisé dans le réseau secondaire du site. 
spécifications, 
"composants" 
type de proto-
Il faut ensuite spécifier le mode de communi-
cation. Pour chaque paire de processus com muniquant, il faut 
indiquer le mode de communication. Ceci est im portant si la classe 
contient plusieurs sites (cfr relations inter-classes et relations 
intra-classe pages 1.9 à 1.12) 
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Le mode peut être : 
1 ) Pour la communication inter-classes : 
- E ou éq u id istribué 
- H ou hiérarchique 
- E et H ou mixte 
2) Pour la communication intra-classe 
- 1 ou identique 
- E ou équidistribué 
- 1 et E ou mixte 
- pour chaque mode de communication, indiquer la proportion 
- finalement, le nombre et la longueur des messages peuvent être 
copiés de la définition des transactions 
- une fois le lien entre deux classes de si tes ou le lien intra-class a 
sélectionné, on spécifiera la nature du lien 
X 25 public "U" 
X 25 p rivé "R" 
- point-à-point : "O" 
c) exemples 
- l'exemple de la page suivante visualise la procédure à utiliser 
- l'exemple de la page 1.29 reprend les données prises jusqu'ici 
comme exemple à chaque étape. 
StNlll::K 
TRANS-
ACTION PHO- SITE C:ESS 
ùEPo~/T 11./1 T az;/orJ 
D~P ,, 
DéPO& i ï ttJi T ACtïJC( 
DéP U];/0/V 
1 2 
' 
'( flt\l t ;fi.l ''I ' J ()IJ l 'f!( 'C l•:S:, -
'l''i'l 'L 1 () TYl ·ES 
l·J.TI 'I .PYl -:n 
• 
1 () 
nn·n~ 1 T lll-:P 
TRANSACTION LOCATION 
KECEIVEK H 
p HESSA(:ES 
0 R PEK THANSACTION 
() 0 # Of" !---< COHP- PRO- SITE COHP- E 
p 
=14 (.J ~ R"IN$P .. ONENT CESS ONENT N z 'Z u,.,lr l.,.J ~ 
V/P Dc.-P KE6'io,v DP5~ I ,{â) 1 Jo 
DPS-/- IN/ T fi tli P :[ ,/1.,'l , 1 6"CO 
ViP DEP l!Œv'cd DPsl E ,1,J ,( 32 
H 9o i 3c 
0115? IJ.li T ~ viP ~ 10 1 /,OO 
~ 9o 1 
'l'ilAN'.;A("I ' 1 Cll I 'l'YI 'I-' '. i 
f·JII 
TB:\l·JSM I S'.~ I or ,s 
~il::tJDI IK; 1/ITl·'JVl Ne; r·n/1,lllf·H OF 
'llll'. ï -::;~; T'fPF l 'li( n -:s~; 'l'Yl'E r-w: iSAC a-::; 
ltH'I' 
Dl-l' 
DEI· 
1 t J 1 'I' 
1 
l 
J 1:.1 r;·m 
( ('I IP.H J 
:,o 
é,('{} 
/NT'f(. a.ASS TJtAffiC 
GLASS 
ACT- -i-1 Of CIIAR-
1 # OF l Tlf.~SPO<T AC:Tl:.H IVITY LETTERS VOLUMt: VA/ITS 
1 
REGION 
AGENCY 
; 
···-·-
ON 7100 
• • • Message-flow for this 
transaction 
N 
0) 
TRANSACTION LOCATION 
SENIJEH HECElVEH 
H p HESSA(;E!,; UvŒ(. ~SS ~ffiC 
TRANS- 0 
H PEH THANSACTION GLASS T µ. OF CIIAH- 1 # OF u 0 ~ :lt oi- ACT- 1 
ACTION PHO- SITE COMP- PRO- SITE COHP- E 
p 
.f./. c.., !it ~IIIN'f,P. IVITY LETTl::RS AC:lï:::I< i T1'~SPO<T CESS ONENT CESS ONE!ff N z z UNIT VuLUHE u,J1TS I.Ll 
-
. ...J _, 
DEPO SIT 1, 1T REGIO N VI P DEP REG IO f·J üP S7 I 100 l. 30 
DEP RE GIOI~ DPS 7 rrm REGIOi VIP I 100 1 600 
DEPOSIT Itl IT AGDCY VIP DEP HE GION DPS 7 E 10 1 30 u 
Il 90 1 30 u 
üEP REGIOI DPS7 Ill I T AGE,l CY VI P E 10 1 600 u 
Il 90 1 600 u 
\JI TH DRAl·lAL IldT HE GION VIP \IT H REGIO N DPS7 I 100 1 25 
'/T H REG ION DPS 7 rn IT REG101 VI P I 100 1 600 
WI TH DRA \IA L 1: IT AG ENCY VI P WTH RE GION DPS 7 E 20 1 25 u 
H 80 1 25 u 
IHH i1E GI0 il DPS7 um AG El'CY VI P E 20 1 600 u 
H 80 1 600 u 
cu arm,cv-xc H IN 1 T R · GIO !l VI P CXCH PARlS DPSB H 100 2 25 0 
CXCll PAR 1S DP~ S IN IT RE GIOil VIP Il 100 1 50 u 
H 100 1 150 0 
CURREfJCY-XCH Iill T I\GE ,ICY IP CXCli PAR IS DPSB H 1 0 2 25 0 
CXC II PAR IS DPS8 H. lT AGEtlCY VI P H 100 1 50 0 
H 100 1 150 0 
CHEQUE-CLR U'IT HEC!O tl VIP CL R P/iRIS DPS 8 Il l üO 1 60 0 
CL R PAfll S OPS8 l ilIT REG IO i VIP H 100 1 10 0 
CHEQUE -CL R I N Il /\GEr: CY VIP CLR PARIS DPS B fi 100 1 60 0 
CLR PARIS DPSB l'.H T RE G IOil VIP H 100 1 10 0 
--
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4.3. Calculs et dimensionnement 
4. 3 .1. fréquence d'initialisation de transactions par site 
a) remarques préliminaires 
Après avoir localisé les transactions, il est 
possible de calculer le trafic logique entre sites. 
Ceci sera effectué pour chaque profil utilisé. 
b) calcul de la fréquence des transactions par site 
le formulaire FS/annexe-formulaires 
Ce calcul est réalisé à l'aide des informations 
sur les classes de sites et les types d ' agents (F2 et F3 ) . 
Pour chaque type d'agent localisé sur un site 
et qui initialise des transactions, faire le calcul suivant : 
NA t 
,a 
NA t 
,a 
i 
a 
... i * n 
a a 
= nombre d'activations de la transaction 
du type t (par heure) par le type 
d'agent a sur le site nommé. 
= proportion d'activations 
saction du type t notée 
fil du type d'agent a. 
de la tran-
dans le pro-
intensité 
a sur le 
mémorisée 
sites). 
de travail ·du type d ' agent 
site (information qu'on a 
dans les spécifications des 
n = nom bre d'agents du type a au site 
a 
(information qu ' on a mémorisée dans 
les spécifica tiens des sites). 
( t indice des transactions, a indice des 
types d'agents) 
Si tous les les transactions 
ont été traités, il faut sommer 
agents et toutes 
pour un type de transactions les 
NAt pour tous les agents. 
,a 
Cette somme 
sur le site. 
concernée ) . 
représente le taux total d'activation de t ran sact ions 
Ells est appelée activité du site (pour la transaction 
Si on multiplie cette som me par le 
la classe, on obtient l'activité de 
notera N(t) . 
nombre de sites contenus dans 
la classe, résultat que l ' on 
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c) EXEMPLE calculons l'activité des sites de nos exemples (1 profil) 
SITE TRANSACTION FREQUENCY 
:.n AGENTS LOCATED AT SITE 
SITE 
CL.\SS-!D 
:al TRANS-~ SITE CLASS 
,... Cil ACTION p:: ~ 1 P=< :l'.I :.n 
< ID ~ 0 H ~ ACTIV!TY ACTIVITY :.. ..J H H ZH 
~u H ~ HH 
"':z: ~ ~ :E~ 
~,... 8 0 8 
REGION 37 DEPOSIT 120 4440 
WITHDR . 150 5550 
CURR.XC. 30 1110 
CHQUE.C. 12 120 4440 
AGENCES DEPOSIT 8 6 86 31820 
WITHDR. ' 10 54 154 56980 
2 20 7400 
CH~ E C. 12 120 44400 
'\_ 
NA h' 1 ff' = 
. c eque-c r,o ice 
= 
= 
Nchèque-cir (site-activity) 
Nchèque-clr (class-activity) : 120 • 370 = 4440C 
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4,3.2. flux de données générés entre les classes 
a) remarques préliminaires 
Pour chaque type de transactions initialisé 
par la classe de sites considérée, nous calculons maintenant les 
flux de données générés entre les différentes classes. Ceci sera 
réalisé en appliquant les fréquences d'activations de transactions 
(qu'on vient de calculer au paragraphe précédent) aux informa-
tions concernées dans l'ensemble des informations relatives à la 
localisation des transactions. 
b) méthode 
- Chaque ligne du formulaire F4 (localisation des transactions) 
est associée à une transaction particulière, c'est-à-dire à un 
type de transaction initialisé à partir d'un site particulier. 
La même remarque est applicable à chaque ligne du formulaire 
FS (fréquence d'initialisation des transactions). On pe ut donc 
reporter les informations du formulaire FS au formulaire F4 
(colonne 14). 
- Ensuite il faut compléter les informations relatives aux messages 
(formulaire F4/colonne 13) il faut calculer le nombre de pa-
quets X25 ou le nombre de fragments point-à-point, selon le lien 
retenu lors de la localisation des transactions. 
- Voici les formules à appliquer (cfr annexe - formules/FLl) 
~'~ nombre de fragments : F 
F N .,_ . d ' (L + 6 = 1 ,. arron 1 1000 
N = nombre de messages de longueur L 
L = longueur des messages en caractères 
arrondi = arrondi à l'entier supérieur 
le 6 provient de deux caractères 
message" et quatre caractères pour 
ment de l'enregistrement". 
pour l' "en-tête du 
l' "en-tête du seg-
·'· nombre de paquets : X (privé ou public selon le choix ) 
X = N 1' arrondi ( L + 14 ) 128 
le 14 provient de six caractères expliqués ci-dessus, 
quatre caractères prov iennent de l 'ACK et quatre carac-
tères de l' "en-tête du fragment". 
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- Pour les fragments, la valeur par défaut de la longueur est ég a -
le à 1000 cependant l'utilisateur peut spécifier une au t re 
valeur. 
- Pour les paquets, la valeur par défaut est égale à 128 carac-
tères, mais l'utilisateur peut spécifier une autre longueur, 
- Ensuite il faut compléter la section "trafic" du formulaire F4 · 
(colonnes 15 à 17 ) . 
Les calculs nécessaires se font selon les formules suivantes 
~ nombre de lettres : = p * A * N 
"';: volume de carac tères = p ~ A ·" N -k L 
... ~ nombre de fragments pain t-à-poin t = p 
.,. A ..,•: F 
--.': nombre de paquets X25 : = p ·" A -.': X 
p 
= proportion du mode utilisé 
A = activité de la classe 
N = nombre de messages 
L = longueur du message en caractères 
F = nombre de fragments 
X = nombre de paquets X25 
Remarques 
On suppose que le nombre de lettres est égal au nombre de mes-
sages 
Si le mode est "l" ( i d entique ) , les messages g éneres sur le site 
y sont traités, et donc il n'y aura pas de trafic sur le réseau 
primaire 
En ce qui concerne le volume de caractères, l'unité est l'octet 
(caractères), mais il pourrait aussi être le koctet (qui est égal 
à 1024 oc tets ) . 
c ) exemple 
Voir page suivante, qui reprend les données collectées dans les 
exemples vus jusqu'ici, mais uniquement celles relatives au profil 
l; 
TRANSACTION LOCATION 
SENIJl::R RECEIVER 
H p m:S SA(;i:;s INŒ(. a...ASS ~ffiC 
TRANS- 0 R PEH THANSACTION GLASS 1 u 0 ~ # N- Of CIIAR- ' # OF or- ACT- 1 
ACTION PHO- SITE COMP- PRO- SITE COHP- E 
p 
f.-1 t., ~ ~AN$P. Aï.T EH i Tl(~:JPO<T z z IVITY LET TERS C ES S ONENT CESS ONENT N w 
-
UNIT VlJLUH !'.: VA/1TS 
' 
. _J .., : 
OEPOSIT HIT REGION VIP DEP REGIO I OPS7 I 100 l 30 4440 
DEP REG ro ri OPS 7 Il IT REG!Ot VIP I 100 l 600 4440 
DE POSIT H:IT AG ENCY VI P DEP flEGIOtl DPS7 E 10 l 30 u l 31820 3182 95 460 3182 
H 90 l 30 u l 31820 286 38 859 14 0 28638 
DEP REGIOi DPS 7 UHT AGEiC Y VIP E 10 l 6 0 u 5 31820 3182 1909200 159 10 
Il 90 1 600 u 5 31820 28638 17182 8 0 143190 
\J TH DHA\/A L rn T REG lO fl VIP :ml REGIOII DPS 7 I 100 1 25 5550 
';/T H REGIO i' DPS 7 I ri I T flEGIOi VI P 1 100 1 600 555 ~ 
;,ITHDRAWA L 11/IT f;GE 1:0 VIP \/TH REGIOr DPS7 E 20 1 25 u 1 56980 11396 284900 113 96 
H BO l 25 lJ 1 55980 45584 113%00 t,55B4 
\;TH llEGIO r DPS7 rnn AGEilCY VIP E 20 1 500 u 5 55980 l l:J9G G ·37600 56980 
H 80 l 600 u 5 5o9eo 45534 27350 400 227920 
CUHRE:JCY-XCH l i IT REGlO il VIP CXCII Pt,fl IS OPS8 H 100 2 25 0 2 111 :l 222C 55SOO 222 
CX CH Pt. RIS DPS8 rnn REGIOI VIP Il 100 1 50 0 1 111 0 1110 J55(;0 1110 
fi 100 l 150 0 1 lllu 111 0 1CG500 lllG 
u· RE ilCY-XCH îi T ~GL:CY V p CXCH PARIS DPS3 fl 100 2 25 0 2 7400 4800 37uOOO ltd Q 
CXC H PAldS DPS2 I il I T AGE l,CY VIP li 100 1 5 ; 0 l 74 00 7400 3700 0 74 00 
Il 100 1 150 0 1 740 0 7400 lll u 00 74iJO 
CnEQ U[-CLP. 1 :n REGI0:1 VIP CL R PARIS uPS8 H 100 1 50 C 1 444 441,0 26ti 4ü0 4440 
CLR p~ DPSG HJIT REG IOrl VlP Il 100 1 10 0 1 41,40 441,0 41.4 0 444 
CHErU[ -CL l !l I T /,GE :CY VIP CLR Pi. llIS OP~8 Il 100 1 50 0 1 44400 444ù0 2664000 444 0 
CUl P R1S DPS rm AGEtiCY VIP Il 100 1 10 0 1 444(;0 441 •. 0 444 00 44400 
-
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4,3,3, synthèse d u trafic inter-sites 
a) remarques préliminaires 
Il faut produire autant d e synthèses qu 'il 
y a de profils utilisé s. 
Nous avons maintenant à notre q.isposition tou-
tes les informations nécessaires pour dimensionner les chemins de 
données et les composants de transmission (DN 7100 ) . Cepen da nt 
l'information n'est pas présentée sous une forme convenable. 
Le but 
un regroupement de toutes 
données entre deux sites. 
de la synthèse inter-si.tes consiste en 
les données relatives à un chemin de 
b) méthode - le formulaire F6/annexe-formulaires 
Sur le formulaire "synthèse du trafic 
sites", il faut créer une entrée pour chaque couple distinct 
émetteur et site récepteur trouvé sur le formulaire F4 . 
in ter-
de s i. te 
Si la communication se fait sous le mode hié-
rarchique et équidi.stribué, il faut créer deux entrées distinctes, 
une pour chaque mode (car le trafic sur un che min de données 
H est différent de celui sur un chemin de données E). 
Nous ignorons toutes les lignes où le mode 
est I, car ce mode ne donne pas naissance à un trafic sur le ré-
seau pr i ma ire. 
Dans les colonnes appropriées, inscrire la som-
me des caractéristiques du trafic, c'est-à-dire le nombre de let-
tres et le volume de caractères de tout le trafic , transmis de la 
classe "sender" à la classe "receiver" pour le mode spécifié. Ces 
informations sont nécessaires pour dimensionner les chemins de don-
nées individuels entre sites (cfr étape sui.vante). 
c) exemp le 
Voir page suivante, qui reprend la synthèse du trafic inter-sites 
pour le profil l des données collectées dans les exe mp les. 
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INTl::R 
- SITE TllAFFlC SYNTHESIS 
S~NUlNG K~G~IVING H /.1 OF CHAR. # OF 
SITE GLASS S lTE GLASS 0 LETTERS VOLUME TTUUISl'Ott 
D HESS.AGES (LESS c.JAJITS 
ID =# - ID # E OVERHEAD) 
, c1~:-~~Y 370 '.ŒG lO:·J 37 ,~ 3182 95460 31 82 C, 
r. 11396 2SL.'.: 0 11 396 L, 
l L.57'3 300360 1457S 
,\(3 G1 ~C Y 370 ï~ EC~ 10.-~ 37 l[ 2Sô33 359 140 2~G3S 
., 
· 1 45584 113J6C0 45:324 
74222 199S74ù 74222 
lt ~G 10:< J7 , GE~J~'{ 370 ,~ 3132 1909200 1591v i.:. 
C 11396 GS37bü 56S'80 
l L.578 S746Soo 72.:/)0 
l~ E'3 ~):! 37 ;\ GS:J-:Y 370 H 2S63S 17132300 14319 
:-! 45534 27350L.OO 227920 
74222 44533200 371110 
'.< SG 10.,J 37 PARIS 1 H 2220 55500 2220 
" 4440 266400 4440 , 1 
- 6660 321900 6660 
21\ ~ 1S l ~ 2Gl0~ 37 H 1110 55500 1110 
!l 111 0 13G500 111 0 
ll 4440 44400 4440 
6G60 2664 0 G660 
i\GS 'JCY 370 P :\1HS l H 14300 370000 14800 
i l 44400 2664' no 444' O 
59200 3034000 59200 
?A.RlS 1 ,\~~.-:cy 370 !! 7400 - 370000 } L.00 
:! 740 1110000 7400 
H 44400 444000 44400 
S9200 1924JOO 59200 
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4.3.4. flux de données sur les chemins de données i n d ividuels 
a) remarques préliminaires 
La synthèse du trafic inter-sites nous 
découvrir les flux de données à travers le réseau primaire. 
faut transformer les résultats de faço0 à obtenir un flux de 
nées en bits par seconde sur un chemin de données individuel. 
b) méthode 
- Il faut utiliser le formulaire F6 rempli à l'étape précédente. 
fait 
Il 
don-
- Ensuite il faut sommer par mode les résultats obtenus entre "sen-
der site" et "receiver site". 
l'exemple nous donnera : 
~ entre : AGENCY et REGI ON pour le mode E, 
il y a 29156 messages 
87468 paquets X25 public 
9127160 caractères 
-;': entre : AGENCY et REGION pour le mode· H, 
il y a 148444 messages 
445332 paquets X25 public 
46531940 caractères 
* entre : REGION et PA RIS pour le mode H, 
il y a 13320 messages 
13320 fragments point-à-point 
588300 caractères 
"'.': entre : AGENCY et PARIS pour le mode H, 
il y a 118400 messages 
118400 frag ments point-à-point 
4958000 caractères 
Afin d'évaluer correcteme nt le trafic entre les 
cl a sses d e sites, il faut ajouter l 'overhead ré sultan t d es protoco-
les. (cfr formules / annexe-for mules FL11/FL12). L 'overhea d change 
en fonction de la nature du che mi n de données. Rapp elons que 
nous prenons en compte la liaison par circuits virtuels X25 (pu-
blic ou privé ) et la liaison par lien HDLC point-à-point. 
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Le trafic comp renant l 'overhead sera donné par les formules sui-
vantes (en bits) : 
lien pain t-à-poin t 8 .,_ (X + 6m + 13fl 
lien X25 8 * (X + 14m + 8p) 
où : X = volume de caractères 
m = nombre total de messages (lettres) 
f = nombre total de fragments 
p = nombre total de paquets 
où 6 = overhead message (2 + 4) 
13 = overhead frag ment (8 + 5 ) 
14 = overhead message (2 + 4 + 4 + 4) 
8 = overhead·paquet (3 + 5) 
Nous obtenons des bits par heure, 
sur les chemins de données entre les classes de sites. 
convertir ces résultats en bits par seconde (bps). 
pour l'exemple, nous allons avoir 
.,. 
entre : AGENCY et REGION pour le mode E, 
il y a 22745 bps 
... ~ entre : AGENCY et REGION pour le mode H, 
il y a 115940 bps 
.,. 
entre : REGION e t PARIS pour le mode H, 
il y a 1870 bps 
* entre : AGENCY et PARIS pour le mode H, 
il y a 16017 bps 
transitant 
11 faut 
A présent, nous connaissons tout le trafic 
moyen en bps, entre deux classes de sites. A partir de cette in-
for mation, nous devons calculer le trafic sur un chemin de données 
individuel entre deux sites appartenant chacun à une classe diffé-
rente. Ceci nous permettra de déterminer la capacité requise de 
la ligne. 
Comment répa r tir le trafic transitant entre 
deux classes de sites, afin de trouver le trafic sur un chemin de 
données individuel ? 
-------------~-'--· =-.z~. --r: .-.;.- - 7'WL:"""--""'-·-· 
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Consi d érons deux classes d e sites communiqu a nt A et B 
exe mp le : classe B, Nb = 2 { 0 0 
classe A, Na = 4 { 0 0 0 0 
Ou bien N 
a 
= Nb , ou, s ans perte de généra li té, nous pouvons su p -
Nb (comme c i-dessus) . poser que N > 
a 
En général, nous pouvon s avoir Na -~ Nb chemins de données entre 
les s ites de A et ceux de B (dans l ' exemple : 2 .,_ 4 = 8 che mins ) 
dans le cas de trafic hiérarchique, 
che mins de données individuels 
c lasse B 
classe A 
nous avons besoin de N 
a 
dans le cas de trafic équidi strib ué, 
N * N c h emins de données 
nous avons besoin d e 
a b 
c l asse B 
classe A 
Pour passer au trafi c en b ps par che min de don n ées i n dividuel, 
il fau t u t i liser le s fo rm ules suivantes : 
1) Si le mode entre les deux cl a sses est uni q ue ment H 
t rafic ( de classe A à classe B ) trafic s u r che min individ ue l = 
2 ) Si le mode est uniquement 1:' • L, • 
si classe A ~ cla s se B ( trafic in tra-classe ) 
trafic ( intraclasse A) trafic sur c hemin individ ue l = 
- sinon 
t r afic sur chemin individuel = 
N ( N - 1) 
a a 
2 
trafic (de classe A à clas se B) 
Na * Nb 
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3) Si les modes E et H existent entre deux classes 
il faut distinguer les chemins individuels où il y a d u trafic 
uniquement en mode E calcul selon 2), et les chemins qui 
supportent le trafic en mode H et E calcul selon 1 ) et 2 ) 
puis additionner. 
Notre exemple nous donnera les résultats suivants : 
chemin de données 
mode E uniquement 
== 2 bps 
individuel entre AGENCY et REGION pour 
* chemin de données individuel ·entre AGE NCY et REGION pour mode 
E et H 
== 314 + 2 == 316 bps 
* chemin de données individuel entre REGION et PARIS pour mode 
H uniquement 
== 51 bps 
,~ chemin de données individuel entre AGENCY et PARIS pour mode 
H uniquement 
== 44 bps 
4.3.5. dimensionnement des chemins de données individuels 
Nous connaissons maintenant le flux de don-
nées sur les différents liens. 11 Jaut à présent p rop ose r des li-
gnes physiques d'un point de vue nombre de lig nes et cap a cité 
de ces lignes. 
Le principe de cette proposition est qu'on ne 
tolère pas un taux d'utilisation supérieur à 60 %. Pour la com-
binaison nombre de lignes / vitesse de ces lig nes, nous avons éla-
boré le "tableau des lignes" (cfr annexe-formules FL2 ) . 
Le choix se fait de la façon suivante : 
- prendre le trafic du lien pour lequel il faut proposer une ligne 
- parcourir le tableau ligne par ligne pour la première colonne 
- dè s que le trafic du lien est compri s dans les bornes, proposer 
les lignes à u t iliser et calculer le taux d'utilisation . 
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'Pour notre exemple : 
-!: entre AGENCY et REGION pour le mode E : 
1 ligne à 1200 bp s 
' 
taux d'utilisation 
-.': entre AGENCY et REG ION pour le mode E et 
1 ligne à 1200 bps taux d'utilisation 
,. 
entre REGIO N et PARIS p our le mode H : 
1 ligne à 1200 bps 
' 
taux d'utilisation 
.,_ 
entre AGE NCY et PARIS pour le mode H : 
1 ligne à 1200 bps ; taux d'utilisation 
4 . 3 . 6 . dimensionnement des datanets DN 7100 
a ) remarques préliminaires 
1 % 
H 
27 0/ / 0 
5 % 
4 % 
Pour le moment ( fin janvier 1982·), nous nous 
limitons au dimen s ionnement des data nets DN 7100 sur les sites . 
Les composants d e traitement de données doivent être analysés par 
des modè les spécialisés, ce qui dépasse le ca d re de cet outil. 
Un datanet est essentiellement constitué de 
ports subdivisés en ports de réseau et ports internes. La charg e 
CP U du composant résultant de l'activité du port est détermi née 
par le trafic transitant par ce port . La charge CPU du composant 
DSA est l a som me des c harges CP U des d i.ff é ren ts po rts. Ces hypo-
thèses sont suffisa mm ent précises pour un outil utilisé en avan t-
vente de produits DSA . 
Pour mieux comprendre le s calculs à effec t uer , 
nous allons exposer les for mules néc e ssaires et visuallser la mé-
thode à l'aid e d'un exe mp le . 
Cet outil dé te r minera le modèle du datanet 
DN 71 00 à choisir (d u point de vue charge CPU ) 
- DN 7102 
- DN 7103 
- DN 7102 + DCE 71 04 
(même s performances que DN 7103 mais le 
nombre de li g nes est limité à 48) 
Les formules sont données par le "datanet 7100 me ssa ge processing 
t:i.me in ms" (cfr annexe-formules / FL3) 
l-
i 
1 
-=---·~ ..;· :+lb' :.,, _..;.;..-.-...__~~~-==---' .... .._ 
~ 
-~ ~ 
-t 
.::> 
~ ~ ~ 
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b ) méthodologie 
Pour connaître le temps de traitement total (TT) : 
- pour chaque fonctionnalité' utilisée, multiplier le temps (T) par 
le trafic correspondant 
- additionner les différents temps 
Si le trafic est exprimé en messages par secon-
de, le (TT) exprimé en ms · ne doit pas dépasser la seconde, et 
des expériences .ont montré qu'il vaut mieux ne pas dépasser les 
0 . 8 secondes . Si les calculs sont faits pour le modèle DN 7102 
sans DCE 7104 et que le (TT) est supérieur à 0.8 seconde, alors 
il faut refaire les calculs pour le modèle DN 7102 avec DCE 7104 . 
Si le trafic est toujours supérieur à 0 . 8 seconde, alç,rs il faut ré-
partir le trafic sur plusieurs datanets. 
Attention 
c) exemple 
il ne faut pas perdre de vue qu'un DN 7102 n'est pas 
tran s formable en un DN 7103 . 
DPSt 
(E) 
2: enreqi.U.,-1DN 'HOX 1 } '1&1(1111,/AUt (fi) (D' rnenl_s . : ASVN~toAi~S 
'/ oamrn,~tro.-
61fs /u.c · 2.me-ssa.ges /sec 7 
' Joo caro.cle.res er, mo_senne 
HDLC 
pt-a-pl 
X 2.5 
PllBL.IC 
+ 5 cara.cti:res cp!CJOVX 
"RESEAU SéC(),J OlltR.€ 
ON ':1-tox 
(C) Cl)AJCE.tJrA..ATE:lJ~ DE 
~'1ilJAUX 
J messa.ges /sec 
..-fooo cara.ctêre.s 
(.B) 
Hù,Ji' ,;oss 
S messq.ges /~ec 
S"to Cllractëres 
~ 
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11 s'agit d'évaluer l'activité du DN 7100 "frontal" d'un host du 
niveau 66 (DPS8) . 
Si le nombre total de lignes est · inférieur à 48 lignes, nous pouvons 
essayer les calculs avec le modèle 7102 . 
1) C = 1 
2) dimension du buffer = 100 caractères 
3) réseau secondaire terminaux asynchrones ( A ) 
T 1 .... ( ( 5 5 0 . 5 ..... 300 - 1 A = .. • + . + 2 * 5) * 2) = 33 
100 
4) réseau primaire X25 privé / DN full control (8) 
T = 1 * ( ( 18 + .8 * 5oo + 7 ) * 5 ) = 210 
B 128 
choix de contrôle : 1 basic control 
2 flow control 
3 recovery 
4 full control 
M multipathing 
5) réseau primaire point-à-point HDLC / full control (C) 
T = 1 * ( ( 11 + 1 0 ,~ l OOO - l ) * 3 ) = 33 
C 1000 
6) administration de réseau (host logfile) (D) 
T0 = 1 * 16 * 2 = 32 
7) "level-66 gateway" (E ) 
TE= l*((l0+0 . 5*((300+500+1000)/3) 
100 
= 12.5 * 26 . 5 = 331 
8) TT = 639.25 ms 
le résultat est inférieur à 0.8 sec 
- 1 
doncle modèle à utiliser est le DN 7102 , 
le modèle DN 7102 / DCE 7104 a une 
640 * 0.83 = 53 % 
) * ( 2+5"' 500 +3+2) 
128 
charg e CPU = .64 
charge CPU d e 
% 
5. ANNEXE FORMULES 
1 OSA PROTOCOLS OVERHEAD 1 
The overhead, in characters, associated with each of the un i ts 
previous I y des cr ibed is 
> 6 characters per letter (2 characters 11 1etter header 11 
and 4 characters 11 record segment header 11 ) 
> 4 characters per fragment 
> A variable number of characters per transport unit. 
Transport unit size is determined so as to leave room 
• 
for 4 characters if a fui I s ize fragment is to be transferred, 
extra characters (always a multiple of 4) may be included 
if the fragrr.ent is smaller. 
The control-information usually consists of acknowledgments, 
and so its presence will be determined by the inverse trëffic 
and the acknowledgment strategy of the Transport Station 
implemer.tation. For most purposes, one may assume an over-
head of 4 characters. 
> 3 characters per X25 packet 
> t 2 characters per datagram packet 
> 5 characters per frame 
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LE TABLEAU DES LIGNE$ 
1200 2400 4800 9600 19200 
0 - 720 1 J 
721 
-
1440 2 1 
1441 - 2160 3 2 1 
2161 - 2880 4 2 1 
2881 - 4320 3 2 1 
4321 - 5760 4 2 1 
5761 - 8640 3 2 1 
8641 - 11520 4 2 1 
si trafic est supérieur à 11520 bps 
il faut utiliser ligne à 48 Kbps ou 
plusieurs lignes à 19200 bps ou 
plusieurs lignes à 9600 bps. 
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CHAPITRE ..! INTRODUCTION AU PROGRAMME 
DOSSIER DE PROGRAMMATION CHAPITRE 1 
1,,, INTRODUCTION 
Le programme DSANETWK est la version automatisêe du sales aid 
.. SIZING A OSA NETWORK" développe par Claudie Chappuis. 
La version rêvisêe de ce sales aid constitue la base théorique 
du programme que nous avons dêveloppê. 
Avant a·entrer dans les détails de 1·analyse de programmation, 
rappelons brièvement quelle est la tache du programme " 
dimensionner un réseau OSA", . Le programme dimensionne les liens 
entre les diffêrents sites du rêseau, ensuite il êvalue leur charge 
ainsi que la charge CPU des noeuds OSA. Actuellement les calculs se 
limitent au dimensionnement des ordinateurs de rêseau DN 7100 ( 
datanet ), les rêsultats des expêriences relatives aux MINI 6/DSS 
n'étant pas encore diffusês, 
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~. REMARQUES LE LANGAGE DE PROGRAMMATION UTILISE PASCAL 
Antérieurement a nos efforts d ' analyse nous avons da choisir 
un langage de programmation. Ce choix a évidemment influencé en 
partie l'analyse par les contraintes imposées par le système 
d ' exploitation GCOS 8 ( General Comprehensive Operating System) 
tournant sur le DPS 8 ( .Data Processing System ) du CTI a Paris / 
Gambetta sous TSS ( Time Sharing System). 
Nous avons choisi le langage PASCAL. Il y a plusieurs raisons 
qui nous ont amenés a ce choix. La première est que le PASCAL est un 
langage de haut niveau très proche de l'ALGOL 60, que nous 
connaissions; ceci nous a permis d'arriver plus tot a des résultats 
acceptables. 
La deuxième raison est que le PASCAL permet la programmation 
structurée, le langage possédant des instructions a~sez puissantes 
tout en restant très lisible ce qui présente un avantage non 
négligeable. Les raisons suivantes sont avant tout a chercher dans le 
matèriel qui a été mis a notre disposition . 
A l'intérieur de la 
utilisent le PASCAL pour 
vitesse d'exécution élevée. 
compagnie, il y a des équipes qui 
la simulation, ce qui laisse· supposer une 
Le compilateur PASCAL-66 respecte le PASCAL standard proposé 
par Kathleen Jensen et Niklaus Wirth; le compilateur a été développé a 
1·université de Waterloo ( Canada ). Le PASCAL-66 apporte des 
extensions considérables au standard. Par exemple 1· appel de 
procédures en langage Bou FORTRAN déclarées en externe; le lancement 
de code TSS a l ' interieur d ' un programme PASCAL. Il reste a préciser 
q~e les ordres d ' entrées / sorties sont relativement simples a 
utiliser. 
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.J_. ANALYSE DE PROGRAMMATION - GENERALITES 
.J_.l, . STRUCTURE DU PROGRAMME - INTRODUCTION 
.J.. ,l. ,l. SCHEMA 
O<J/IINÛ.6 UTÎL./• 
SATEllll.S 
DSAN€TW~ 
CHAPITRE l. 
P.ESlJLTRTS 
L--/NPtJT --OUTPf.lr 
.J_.,l.~. DESCRIPTION 
1r Entrêes 
Les entrées sont constituees par 
concernant 1 · ensemble des applications 
mises en oeuvre sur le rêseau sous etude. 
* Sorties 
- 3 -
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de 1 · utilisateur 
DOSSIER DE PROGRAMMATION 
Les sorties sont de deux natures : 
prèsentent les donnèes du modèle du rèseau 
d'autre part elles fournissent les 
dimensionnement sous forme synthètique. 
* Traitements 
CHAPITRE J. 
d'une part elles 
a dimensionner et 
rèsultats du 
Les traitements sont spècifiès par le sales aid " 
SIZING A DSA NETWORK.. A cet ensemble de spécifications 
s•ajoutent un certain nombre de spécifications concernant 
des fonctionnalités qui facilitent la tache de 1·utilisateur 
du programme. 
Le système assure d'abord une collecte des données 
utilisateur et procède ensuite a un traitement de ces 
informations pour déterminer la dimensi?n des liens entre 
les diffèrents sites et pour évaluer la charge CPU des 
ordinateurs de rèseau "Datanet DN 7l.OO" installés sur les 
sites. Le progranune assure un maximum d'assistance a 
1·utilisateur. 
Les données entrées constituent le " modèle " du 
rèseau de 1·utilisateur. Ce modèle sera "stockè "en 
mémoire secondaire, ainsi il est modifiable et donc 
rèutilisable. Les résultats calculés sont présentés au fur 
et a mesure de leur èlaboration. 
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_1._î. STRUCTURE DU PROGRAMME - MODULES 
_1._î.~. INTRODUCTION 
Par module nous entendons un composant du système 
qui a des attributs biens dèfinis et qui vèrifie certaines 
propriètês. Par attributs on entend les fonctions du 
module, c · est-a-dire ce qu·i1 doit faire; la structure 
interne, c·est-a-dire la manière avec laquelle il est couple 
a d·autres modules de 1 · architecture; la dimension et les 
performances. Nous avons cherche a garder un couplage le 
plus faible entre les divers modules afin de limiter le 
nombre de connexions statiques entr les modules, mais tout 
en cherchant a rêduire la complexité des interfaces au 
maximum.. Le regroupement des fonctions a rêaliser par 
module a ète effectue dans une optique de recherche d · une 
cohesion interne forte, c·est-a-dire on voulait atteindre 
une forte interdépendance logique des actions dans un même 
module. 
_1._î,_î. LES MODULES 
Nous avons dist-ingue 7 modules 
1} - le module "INTRODUCTION " ; 
2) le module "COLLECTE DES DONNEES RELATIVES AUX 
TRANSACTIONS " ; 
3) 
- le module " COLLECTE DES DONNEES RELATIVES AUX 
AGENTS " ; 
4) le module "COLLECTE DES DONNEES RELATIVES AUX 
SITES " ; 
5} le module "LOCALISATION DES TRANSACTIONS " 
6) - le module " CALCULS DE DIMENSIONNEMENT " 
7) le module "TERMINAISON" . 
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~-~· MISE EN OEUVRE .film UN DPS8 / GCOS8 
Le programme que nous avons développé a Paris, a été 
écrit pour tourner sur un DPS8 / GCOSS travaillant en mode de 
temps partagé. ce programme est un prototype qui est, 
rappelons-le, conforme aux exigences du sales aid "SIZING A DSA 
NETWORK ". Il faut cependant exposer un certain nombre de 
contraintes qui ont fortement influencé la structure du système 
mis en oeuvre. 
Le matériel et logiciel du CTI que nous utilisions nous 
ont imposé certaines contraintes qu·i1 fallait respecter. Le 
système d'exploitation alloue a chaque utilisateur du système a 
temps partagé un espace mémoire recevant les fichiers temporaires 
utilisés lors de 1·exécution de programmes. Un dépassement de la 
capacité de stockage de cette zone conduit a une fin prématurée 
dù programme en exécution. Il s · agit d'une terminaison normale. 
Le TSS ( Time Sharing System} donne a 1·utilisateur la 
possibilité de gérer la zone des fichiers temporaires. A cet 
effet 1·utilisateur peut demander soit un vidage complèt de la 
zone, soit un effacement sélectif, c·est-a-dire de un ou 
plusieurs fichiers. A ces deux commandes s•ajoute la commande de 
transformation d ' un fichier temporaire en un fichier permanent. 
ces 
dépassement 
doit veiller 
superviseur 
session TSS; 
pas lancer 
faisable. 
commandes permettent d'éviter le problème de 
de la capacité de stockage. cependant 1·utilisateur 
a bien appliquer ces commandes. Syntaxiquement le 
accepte ces ordres a n·importe quel moment d'une 
1·expérience nous a quand- même montré qu·il ne faut 
ces ordres a partir d'un programme PASCAL, bien que 
La solution a prendre est de lancer ces commandes a 
1·extérieur des programmes travaillant sur les fichiers localisés 
dans la zone temporaire. Ceci nous a contraints de concevoir une 
architecture en modules où chacun des modules est matérialisé par 
un programme PASCAL en tant que tel. 
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~.~. STRUCTURE DU PPROGRAMME - NIVEAU 1 
OATA OAI 
TllAA1$A(.T10I/S 
(- • ) C•••> 
DATA ON 
~rs 
(•4) 
·••) 
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ïYP"S 
L.IST OF 
4GENT 
TYPES 
LIST OF 
SITE CJ.ASSCS 
(-1.) 
LIST Of: 
1..iw1<S . 
~T .. LOG 
fJF HDO€LS 
"HOCIITA • 
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~.~.z. DESCRIPTION 
le catalogue des modèles fait partie du 
dispositif de sècuritè du système ; le catalogue contient les 
noms des modèles, les mots de passe associes et les états 
des modèles. 
le fichier guide pour chaque modèle il faut 
connaitre l ' avancement des travaux sur ce modèle. 
le fichier interface contient lors de 
l · exècution du système le nom du modèle et son mot depasse 
associe. 
{ l. ) le sales aid prèvoi t la possibili te 
d·utiliser 3 profils d · activitè des agents. cette 
possibilité a ètè mise en oeuvre dans 1·outil automatique, 
et dès qu · on a défini lors de la collecte des données" 
agents 1 · utilisation de plusieurs profils , il faut 
exécuter toutes les opérations autant de fois qu·il y a des 
profils. 
~-~-~. NECESSITE .Q. UN PROGRAMME" MONITEUR" 
Avant 1·exécution de chacun des modules cités ci-
dessus, on va procéder a un vidage de 1·espace des fichiers 
temporaires a 1 · exception du fichier interface. Il est 
èvident que tous ces dêtails de mise en oeuvre du système 
doivent rester transparents pour un utilisateur du 
programme . Cette exigence entraine la nêcessite d ' un 
programme" moniteur" qui a la fois gère 1 · espace des 
fichiers temporaires et lance les différents modules du 
système. 
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_l. MONITEUR 
_l._l. SPECIFICATIONS 
Le moniteur doit gérer d ' une part 1 · espace des fichiers 
temporaires et d ' autre part il doit assurer le lancement des sept 
modules. 
Avant le lancement du premier module (introduction) et 
après 1·exécution du septième (terminaison), le moniteur assure 
un vidage total de 1·espace des fichiers temporaires. Entre 
chaque module appelé un vidage partiel est assuré par le 
moniteur; c·est-a-dire tous les fichiers sont enlevés de la zone 
temporaire a 1 · exception du fichier interface sans lequel le 
programme ne peut pas être exécuté. 
Si a la sortie du premier module 1 · utilisateur n · a pas eu 
de permission de travail, le moniteur doit immédiatement terminer 
1 · exécution. 
Entre les modules l,2,3,4,5 et 6 le moniteur permet a 
1 · utilisateur de (l) rèexècuter le module qu·on vient de quitter, 
(2) de sortir du programme (arret du travail, repris~ ultérieure) 
ou (3) d'aller au pas suivant (exécuter le module suivant). 
_l. Z. . SCHEMA 
/ ...... ----------. 
DSANETW~ 
(:• HCWÏTOll.) 
L.__/NPVT 
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1,1, DESCRIPTION 
1,1,1, Entrées 
fichier de travail "exitfile", recevant une valeur 
durant 1· exêcution du module 1. (cfr.: descriptions des 
fichiers en annexe de ce dossier). 
1,_â.~. sorties 
pas. de sorties. 
1,1,l, Traitements 
- cfr.: schema et organigramme. 
- 10 -
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~-~-~- Organigramme 
S7/lllfT 
î 
T$5 : C..HOIIC ALL RUS ()Ç Al'r. 
ns .: uw HOOVI. t(i.mw,01Jcr,'ooi) 
OPPI uin:it..E 
1/SAo .,.,m·,.. aœco 
Al 
'( 
7:r.S: U/10~1 AI.I. FiL" Il ~r .XUPT'~• 
1'$5: "-'>Il 110D/JL J (TICAMSACTiOII.S) 
...,,&111 ' îllT(I. G., t., l 
UAO ">tttJa,, 
E 
TU , UHOVI AI.I. Fil.ES ,,. I.FT liZUl'T 'P~' 
rss : (JJ,I HOOIJI. J (AUNTS) 
-.Jt;rc 1c11r,c. G,a,,' 
Li°Ao 4U.SIJCL 
C 
<; 
ru , u,.,11, M.4. Ft'u:s o,:t,Çr uaw 1~• 
TU. /UII HOOIII. .. (sirrs) 
t11.iTE I i"tflDl ~. " ·•' 
~o Allswac. 
1----~~c::;l~#SIIAI:;:,_..:.•---------~ 
';u. Fit.es QÇAFf" nu,r ' ~ 
,------... 
TSS : W• /fOIIUt. S' (LJl/1($) 
IIC.ir& 1(NTa , , < , IC ' 
UAO t,,tn/~ 
rss , tilN HODtlt. , ( _.,mm·ollS) 
11/t.i'TE: ,~ • . ~,, 
c.ao A141,1c,. 
'-----".('-<~~ :::,..:•=---------.i 
Ta : UHOIIE ,4U. Frt.~ f# ,4,r ~ ',c' 
1'U : C.IJII lfOOIJL 1- (TCAIW,/A'l'iOII) 
- l..l -
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,l.~.~- Code PASCAL correspondant 
cfr.: programme DSANETWK 
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1., PROTECTION DES DONNEES DE I!'UTILISATEUR 
l.,~. INTRODUCTION 
Les données de 1·utilisateur constituant 
doivent être sauvées de façon permanente. ceci 
utilisation ultérieure de ces données. 
Î•Î• MODELE DE RESEAU 
CHAPITRE 2 
le "modèle" 
permet une 
Par modèle nous entendons un ensemble de données de types 
différents qui décrivent un système d'informatique distribuée. A 
chaque type de données correspond un fichier. Ainsi le modèle 
d'un réseau est constitué par les fichiers suivants 
"transactions"; "agents" ; "si tes" ( l par profil utilisé ) et 
"liens" (1 par profil utilise ). A ces fichiers s•ajoute un 
fichier "guide" dont le rôle est de suivre 1·etat d'avancement 
des travaux de 1·utilisateur sur son modèle. 
1.,1_, SCHEMA Q'UN EXEMPLE 
Nous allons présenter de façon 
d'un exemple de modèle de réseau. 
"RESEAU" et il est constitué par 
suivants: 
FiCHfE.ll, t;lliDE 
schématique les fichiers 
Le nom de ce modèle est : 
1·ensemble des fichiers 
R.•SEIW3-1 +irofi'/-1. 
" 32. .. z 
Il JJ •• J 
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Il reste a remarquer que l'utilisateur donne simplement 
le nom du modèle de réseau (dans 1·exemple ci-dessus : RESEAU), 
c · est le programme qui se charge de la gestion des fichiers. En 
fait la notion de fichier est complètement transparente pour un 
utilisateur. 
z.~. DISPOSITIF DE SECURITE 
Pour éviter tout accès illégal et toute manipulation 
accidentielle, te modèle doit etre protégé. Pour réaliser cette 
protection nous associons a chaque nom de modèle un mot de passe. 
L'ensemble de tous les- modèles est répertorié dans un fichier qui 
constitue le catalogue des modèles. 
Chaque fois qu·un utilisateur demande un accès a un 
modèle il faut effectuer des contrôles : 1·utilisateur spécifie 
s'il désire créer un nouveau modèle ou s'il souhaite accéder a un 
modèle existant. Ensuite le progranune lui demande· le nom et le 
mot de passe associé du modèle sur lequel il veut travailler. Un 
contrôle de validité sera assuré grace a 1·existance du catalogue 
des modèles. 
En fonction du contrôle des données reçues, le programme 
doit réaliser certaines actions. La table de décision montre les 
détails de ce travail de contrôle. 
---------1--1--1--1-1-1-1-1--1 
création d'un modèle I YI YI YI YI NI N I N I N 1 
---------1-1-1-1-1--1--1--1-1 
nom existe I YI YI N I N I YI YI N I N 1 
---------1--1-1-1-1-1-1-1-1 
mot de passe ass. co. 1 YI N I Y I N I YI N I YIN 1 
1-•=m ·-====-==--==1=-1===1==--1=-=l=-=1===1=-=1=1 
actions I l 1 2 1 3 1 3 1 3 1 4 1 5 1 5 1 
-------1-1-1-1-1--1--1-1-1 
cette table de décisions peut etre réduite 
- l4 -
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---------------1-1-1--1-1-1-1 
crêation d'un modèle I Y I Y I Y I N I N IN 1 
------------1-1-1--1--1-1-1 
nom existe I Y I YI N I Y I YI N 1 
------------1-1-1-1-1-1-1 
mot de passe associé correct I Y I N 1 - 1 Y I N 1 - 1 
1--=-=-=---=-=--=--=--=--- =- I = 1-1 =-= 1 =--1-1 m 1 
1 actions 1 1 1 2 1 3 1 3 1 4 1 5 1 
1------------1-1-1-1-1-1-1 
Les actions 
1. En principe on peut créer un modèle, mais un modèle sous ce 
mot et mot de passe existe déja. · Il faut prévenir 
1 · utilisateur des conséquences de son acti on il écrasera 
1·ancien modèle. A ce niveau il faut donner a 1 · utilisateur 
la possibilité de choisir un nouveau nom et un nouveau mot 
de passe. 
2. On ne permet pas la création, car meme si le couple (nom et 
mot de passe) n · existe pas, il y a une incompatibilité au 
niveaQ du nom du fichier. On demande a 1·utilisateur de 
choisir un autre nom pour son modèle. 
3. on permet de créer un nouveau modèle ou d · accêder a un 
modèle existant. 
4 . On ne permet pas 1·accès au modèle car le mot de passe founi 
par 1·utilisateur est incorrect. 
s. Un modèle sous ce nom n · existe pas, donc pas de permission 
d ' accès . 
Le contrôle sera rèpêtitif, toutefois le nombre 
d ' essais est limitê a 3. Si aucune permission n · a été 
donnée, le fichier •exitfile· contient les informations 
nécessaires pour indiquer au programme moniteur de terminer 
immédiatement 1 · exécution du programme. 
1. , ,2.. ACCES CONCURRENTIEL 
Le dispositif décrit ci-dessus n·est pas encore suffisant 
pour résoudre les problèmes rèsultants de 1·exécution en 
parallèle du programme par un ou plusieurs utilisateurs accédant 
au même modèle. Exemple : 1 · utilisateur 1 travaille sur MOD, 
lorsqu'il entre les informations relatives aux liens 1 · utlisateur 
- 15 -
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2 commence a travailler sur MOD. Ainsi il y aura des problèmes 
de cohérence des données. 
Ce problème est résolu par le mécanisme des sémaphores. 
A chaque couple (nom et mot de passe d · un modèle) on associe un 
sémaphore qui peut prendre deux valeurs : T (true) = vrai et F 
(false) = faux. Par convention si le sémaphore est T, alors le 
modèle est inaccessible. Sinon le modèle est accessible. Ce 
contrôle d·accessibilité du modèle est effectué après avoir donné 
a 1·utilisateur la permission de créer un nouveau modèle ou 
d · accéder a un ancien modèle. Si le modèle est inaccessible le 
fichier · exitfile· contient les informations nécessaires pour 
indiquer au moniteur de terminer immédiatement 1·exécution du 
programme. 
~.§.. REMARQUES SUR LE FICHIER "CATALOGUE DES MODELES" 
Le fichier "catalogue" est 
sécurité. Ce fichier contient 
modèle : 
nom du modèle; 
la base du dispositif de 
les informations suivantes par 
mot de passe associé; 
valeur du sémaphore d·accès. 
Chaque fois qu·un nouveau modèle est crée, on ajoute les 
nouvelles informatïons a la fin de ce fichier. Si le système est 
souvent utilisé, le fichier risque de grossir considérablement. 
De temps en temps il faut procéder a une mise a jour du fichier. 
Cette mise a jour consiste avant tout a retirer les modèles qui 
ne présentent plus aucun intéret commercial. Cette fonction est 
assurée par un programme spécial de maintenance qui est détaillé 
au chapitre 12 de ce dossier. 
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l, MODULE l - INTRODUCTION - NIVEAU Q' ANALYSE l,l, 
l ,~. SPECIFICATIONS 
Le module "introduction" doit realiser un certain -nombre 
de fonctions qui ne sont pas contenues dans le sales aid, mais 
qui resultent avant tout de l ' automatisation de ce . dernier. 
o·une part 1·utilisateur doit etre informe brievement sur le 
fonctionnement du système,. d ' autre part ce module doit effectuer 
les initialisations requises du point de vue securité et du point 
de vue collecte des données. ces fonctions seront specifiées 
avec plus de details aux niveaux d'analyse suivants. 
U/TllODUCTJiJtJ 
~TAJ.OG 
OF 
1100E1..S 
~ . HéADé4. [:i. !. .i.J 
t. j~iT{At..iZATiO,J [-i .i.tJ 
J. mreoovcr,·0,-1 _ TE'XT 
'n«AT.4' c> (-t.-i.JJ 
q., S'l'STE'H- CUiDAIJCé 
[,i. -!. i+.] 
'--- l~PtJT L-PfWŒSSiWG------- L-- OtJrPt/T --------' 
l,~. DESCRIPTION 
~-~•l• Entrees 
fichier catalogue des modèles, (fcata - mocata); 
- entrées manuelles a partir du terminal. 
l-~-~- Sorties 
- fichier catalogue des modèles; 
- fichier interface entre les modules, (fg - ); 
- fichier contenant les informations relatives a la 
- 17 -
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~-.i• 
~-.2.• 
permission d·accès au modèle , (exitfile - ); 
- f i chier d·avancement des travaux sur le modèle, (f 
<no11Ldu_modèle> ); 
- sorties (dialogue) au terminal (tèlêtype). 
~-~-~. Traitements 
- cfr.: schêma et organigramme. 
ORGANIGRAMME S;:S~RT 
HO.DER. 
X ÎNiTiAU ZATl'o,J 
b 
IWTUDUCTiON. TEXT 
~ 
'SYSTEH .t;l/iDAAJCE X~ 
CODE PASCAL CORRESPONDANT 
cfr. : programme INTRODUC - (.1 • .1.) 
~- HEADER NIVEAU .Q. ANALYSE .!. • .!. . .!. . 
î-~• SPECIFICATIONS 
Le système actuel est ecrit pour qu · il puisse tourner sur 
des terminaux du type télétype. La première tache est dès lors, 
de demander a 1 · utilisateur s · il veut avoir 1 · option de saut de 
page ou non. Si cette option n · est pas souhaitêe, elle est 
automatiquement remplaçee par un saut de ligne. Le choix de 
1·option reste valable pendant toute la durée de 1 · execution du 
progranune. Après avoir collecte cette information, le programme 
permet d •ajuster le papier sur 1·imprimante. La deuxième tache 
est de produire une page de garde pour le listing qui va recevoir 
le dialogue et les rèsultats . 
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z.z. SCHEMA 
L-- t~PUT 
z . .J.. DESCRIPTION 
Z,.J..J.. Entrées 
H~AC>E:e 
-i. ADJUSTilJG Fdl-H 
[~-~.i.i] 
L. PfJ.ùJTÙJG TU" LISTÎNG 
[i.. -i. ~- t] 
- --- ------
- réponses en provenance du terminal. 
z . .J..z. Sorties 
- entête de listing. 
z • .J. • .J.. Traitements 
cfr.: schéma et organigramme. 
z.~. ORGANIGRAMME 
Z•.2.• CODE PASCAL CORRESPONDANT 
cfr.: progranune INTRODUC - (l.l.l.) 
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I.JST1'Alt: 
Ha/lOE/l 
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,1. ADJUSTING FORM - NIVEAU Q'ANALYSE ,l.,l.,l.,l. 
,1.,l. SPECIFICATIONS 
La tache de cette partie est de poser la question de 
l'option du saut de page et de permettre 1•ajustement du papier 
sur l'imprimante. 
,1. i.. SCHEMA 
40JI/.STfl./Ç -R)Q,11 
-1. AO'I/AAICE Z. LJ°w~ 
.t.. ASI( 1,: FOiU1 FŒl> OP-
Tlou IS ~Qt/Î~•&> 
3. ACl!QT A-Nr.J&R. 
"'· it,1L11 ~ (ar, 1.itJc 
F1:s"i1)) 
S: 1'a/'ltT€ !/Sae Tl) A.OJUJT 
ft),(1-1 
6. V~ÎT FOP. @ 
OIIU.oG 
Q 
,.__--/A/PUT --' L.,__ f'tl.()tas i uç L-- O()Tflf.lr 
,1.,1. DESCRIPTION 
,1.,1.,l. Entrées 
- réponses en provenance du terminal. 
,1.,1.i.. Sorties 
- entete de listing. 
,1.,1.,1. Traitements 
- cfr.: schéma et organigramme. 
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~.~. ORGANIGRAMME 
NW~(<) 
ç;7 
WP.i'T~ J 00 r't)(J tl/A,JT R,cl'1 
F.EO CPTICN (' 
------~ 
',,/IJ.''f'E J 1l'N" _, OC ,JI 
(.°AD AflS'JER. 
-- ·----- -
~ .~. CODE PASCAL CORRESPONDANT 
CHAPITRE 3 
cfr.: progranune INTRODUC - (l.l.l.l.) 
~. PRINTING HEADER - NIVEAU Q'ANALYSE _l._l._l,l., 
~._l. SPECIFICATIONS 
Cette partie effectue un saut de page (ou saut de ligne 
selon le choix de 1·utilisateur) et imprime 1·entête du listing 
qui a êtê prêsentêe dans le manuel d ' utilisation de 1·outil. 
~.l., SCHEMA 
'--- lJJ Pf.JT 
PR.t"IITiA/G •/.IE"AO•A. 
-t. 'fo~ Fl!E"O 
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~•d• DESCRIPTION 
~-d•l.· Entrêes 
- pas d'entrêes. 
~-d•Z· Sorties 
entete de listing. 
~-d•d• Traitements 
- cfr.: schéma et organigramme 
~-~• ORGANIGRAMME 
~ -.2.• CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l.l.1.2.) 
,2.. INITIALIZATION - NIVEAU Q'ANALYSE J,..J,..J,.. 
,2..~. SPECIFICATIONS 
Le système est confrontê a deux types . d'utilisateurs 
ceux qui ne connaissent pas le syteme et ceux qui sont déja 
initiés. Le programme a étê développe dans une optique de "self 
- 22 -
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- explaining", c · est-a-dire il fournit a chaque question des 
commentaires. Pour satisfaire les deux groupes d'utilisateurs, 
nous avons mis en oeuvre deux mécanismes : a savoir le "point 
d ' interrogation" et l ' aide automatique. L'aide automatique est 
conçue pour les utilisateurs non inities. A la première 
occurrence de chaque question, 1 · outil fournit automatiquement 
quelques lignes de commentaires . Pour les occurrences suivantes 
de chaque question, 1·utilisateur non initié peut se servir du 
point d'interrogation. Evidemment 1 · utilisateur initié peut 
aussi se servir du point d'interrogation. 
La tache de cette partie est de demander 1·utilisateur 
s'il veut ou neveu~ pas avoir l'aide automatique • 
.2. Z. SCHEMA 
/l{ÏTiALlZATÏON 
,!. f()eH F€EO 
1., L.ÏHE ~EED 
J . AS!{ ÎF USE/a WAtJ'TS 
Al}lt)HATÎC HELP 
Il-. ~AD AAl~WE/l IIAITÎL 
i/AUO 
5: Sn,u; A NSWOI. 
OIAU,G 
Q 
1--- J/IIPIJT ___.J ~ PtUX:€SSING ~OOTp(/T 
_2.~. DESCRIPTION 
_2 .~.,l. Entrées 
réponse en provenance du terminal. 
_2 .~.z. Sorties 
question affichée au terminal. 
~ -~-~- Traitements 
- cfr.: schéma et organigramme. 
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2•~• ORGANIGRAMME 
~ 
NEIJPA"(~) y 
AIEWLtAJG.(~) 
? 
w'ttiTE } DO YOIJ wlM/r Uél.P?, 
'w~i~ J lYPs Y oc Al J 
~AO AA/.SWéll. 
" 
Uf;LP,. TtJIE 
A 
STOP 
2•2• CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l.1.1.) 
~. INTRODUCTION TEXT - NIVEAU Q'ANALYSE ~-~-~. 
~.~. SPECIFICATIONS 
Cette partie rêalise les taches suivantes: Si 
1·utilisateur dêsire avoir l'aide automatique on lui fournit une 
introduction gênêrale et des informations utiles a la 
comprêhension des questions qui vont être posêes. Elle fournit 
ensuite des informations d ' ordre gênêral a tout utilisateur. 
~.z, SCHEMA 
INTfù:JDUCTl'tJW n;xr 
-i. IF US/i:11. WArJrs ltaP 
Tl-l~A/ 2. ELSE J . T/iXT 
.t. PRhlT GE,Jii'M,L it.JTIW - ~ 
OIJCTiON AND WOR.l<i'AIG '--,.,/ 
SCl4E"Olll-~. 
J. ~i,JT VSAt.~ i,Jt:ORJ'f.A • 
Ti'OaJ 
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§.~. DESCRIPTION 
§.~.,!. Entrêes 
pas d·entrêes. 
"general introduction" et "information for novice 
user" (prêsentês dans le manuel d·utilisation), (si 
1·utilisateur a demandê l'aide automatique); 
informations d'utilisation au terminal. 
§.~.~- Traitements 
- · cfr.: schêma et organigramme. 
§.~. ORGANIGRAMME 
§.,2. CODE PASCAL CORRESPONDANT 
i,Jtf.ÏT(; : "TEX.T OF ~C,JE~AL 
ll/TUJDUCr/oAI ~ 
.,.JR)T6 : ''T'fXT OF t,J0/1,,11.ÙIC 
.SCUU>UU: • 
Wtvi TE : " rnr OF IJS At:€ 
IJl/?)R)fAït'ôAI • 
ÔsroP 
cfr.: programme INTRODUC - (1.1.3) 
2, SYSTEM_GUIDANCE - NIVEAU Q.ANALYSE ,!.,!.~. 
- 25 -
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1,~. SPECIFICATIONS 
Coimlle son nom l'indique, la partie "systeJILguidance" doit 
rassembler toutes les informations nécessaires pour. initialiser 
et protéger le modèle de réseau de 1·utilisateur. Les 
informations constituent la base des contrôles prévus dans le 
dispositif de sécurité que nous avons spécifié au deuxième 
chapitre. Les informations ainsi collectées servent a garnir le 
fichier d'interface ·tg· et le fichier de guidage ·t·. 
Le dispositif de sécurité contrôle 1·accès aux modèles 
existants et la création de nouveaux modèles. Il utilise le 
fichier catalogue des modèles ·mocata· collUlle référence de ces 
contrôles. Si la création ou 1·accès est permis, le système doit 
mettre a jour, c·est-a-dire créer ou modifier le fichier de 
guidage et initialiser le fichier interface. ce fichier 
interface contiendra le nom du modèle et le mot de passe associé. 
Le fichier de guidage contient toutes les informations concernant 
1·avancement des travaux sur le modèle, c·est-a- dire les étapes 
déja franchies, les profils utilisés etc.). ce fichier doit être 
initialisé lors de la création de modèle et lors d'un accès 
uniquement "l'aide automatique,. sera mise a jour. Les refus 
d·accès ou de création sont toujours suivis d'un co11U11entaire 
expliquant la cause. 
Finalement le fichier ·exitfile· sera garni en fonction 
des décisions prises par le progranune. L'information contenue 
dans ce fichier indiquera au moniteur si 1·exécution du programme 
peut se poursuivre ou si elle doit être terminée. 
1,l., SCHEMA 
1,~. DESCRIPTION 
SYSTaH-(;UiD~>ICE 
-1.. AU.SS GOIJT1tOL ïo 
tJS•ll.'S ,/ITw'OII..J<, HOO€'l. 
[ :t. i.Y.. :t.] 
t. f'"PAR.f ~Tl'ol./$ OF 
THG' 1-foDt.JLS : 2 - 1 
[-1. ~- Cf. t.] 
L...-~lilG --------
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2,.1,.J., Entrèes 
fichier catalogue des modèles, (fcata - mocata); 
fichier de guidage, si accès a un modèle existant, 
( f - . <nODLdu_,modèle>); 
- réponses en provenance du terminal. 
2,.1,1., sorties 
fichier contrôle de sortie, (exitfile - ); 
fichier de guidage; 
fichier interface, (fg - ); 
- fichier catalogue des modèles; 
- questions et messages affichés au terminal. 
2 ,.1 ,.1, Traitements 
- cfr.: schéma et organigramme. 
2,~. ORGANIGRAMME 
2,.2, CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l.1.4.) 
~ . ACCESS CONTROL - NIVEAU Q' ANALYSE .J. . .J..~ . .J.. 
~ . .J.. SPECIFICATIONS 
Cette partie est chargée de contrôler 1·accès au modèle 
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du réseau spécifié par 1·utilisateur. Afin de réaliser cette 
tache cette partie doit procéder aux initialisations nécessaires 
et ensuite au contrôle proprement dit. 
J!, 1.. SCHEMA 
L--tl/PUT 
_!!.~. DESCRIPTION 
_!!.~. ORGANIGRAMME 
AecESS ·COAmeOL 
-!. t°NiTiAt..iZATIOIJ~ 
C-!.1.lf..,.t] 
,% • (.J)AJ TllO t... 
C.-i. ~.1#-. ~- tJ 
- fichier catalogue des modèles, (fcata - mocata); 
entrées manuelles a partir du terminal. 
messages au terminal. 
- cfr.: schéma et organigramme. 
28 -
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§. • .2,. CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l.l.4.1.) 
~. INITIALIZATIONS - NIVEAU Q.ANALYSE ~-~-~-~-~. 
~.~. SPECIFICATIONS 
cette partie assure les 
contrôle d·accês au modèle. 
initialisations nécessaires au 
Elle détermine si 1·utilisateur a 
dêja ou n·a pas encore introduit de modèle de rêseau. 
~ . .l, SCHEMA 
i,___ tl/PV-r 
~.~. DESCRIPTION 
~-~-~. Entrêes 
7AJ i Till t. i Z A-T,.OA.IS 
t. t°NiTiAt.Î2.ATIOAI S OF YR!l. 
t. Rlll.>f AA/C> t .. hlE Fat) 
.a. AS~ ÎF tJsce J.4AS 
AL.eEAD~ DITéllE]) !t 
HOPC1,.. OF ri t'r Jk'TWD~J< 
If.. /U:AP IWSWER, 1't!.OH 
1'(R.lf i vAt- IJIJTtL vlU.i~ 
'---~.f/À/~ 
IJlALOG 
r:::> 
'--ovn-r/r 
- réponses en provenance du terminal. 
~-~·.l· Sorties 
messages affichés au terminal. 
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~ -d•d• Traitements 
- cfr.: schéma et organigramme. 
~ .~. ORGANIGRAMME 
,J 
IA/«.i'TE JTVPf: Y o.c N ' 
(Q[) ~-Il. 
STDP 
~ • .§.. CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l . l.4.1.l.) 
10 , CONTROL - NIVEAU Q'ANALYSE 1,1,~,1-~• 
10,1. SPECIFICATIONS 
CHAPITRE 3 
MOCf:1.•atATt'aN • FIKSC 
1 
cette partie est responsable du contrôle de 1 · accès au 
modèle de rèseau . Elle demande le nom et le mot de passe associé 
du modèle auquel 1 · utilisateur désire accéder. cette partie fait 
appel a une fonction de contrôle renvoyant un statut du modèle 
conformément aux spécifications du dispositif de sécurité 
présenté au chapitre 2. 
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DOSSIER DE PROGRAMMATION CHAPITRE 3 
10. Z. SCHEMA 
(1) 
10,2, DESCRIPTION 
10.2.1,.. Entrées 
- réponses en provenance du terminal; 
- fichier catalogue des modèles, (fcata - mocata). 
10,2,Z, Sorties 
- messages affichés au terminal. 
10.2.2. Traitements 
"Hoc..+rA • 
~1,JU,(J ôF 
lfOt:>aS 
- cfr.: schéma et organigramme. 
COAlill,OL 
UP€RT STEPS i To fi 
t.JNTÎI.. PéR.HiSSiOAJ iS ~illol 
Olt 11tl' • l 
i. LOOP-wa/TII.Ot.. j DÎRL.D<; 
t. ASK Al.JO itCAt> 1-(()()ét. 
WA H E ~ 
J. ASK AN'C .t.é"AD A~OCJ.4-
T~p PASS~R.C> 
'1,. PITE:R,Ht'AIE &Tl+-TIIS OF HOM. 
S'. ArCt!OU:,iA/G TO STlfTIIS 
GiVE P!R,Ht'SSi'o,J OR 
PflLilfT lff:t$At;&'S 
--t,/PIJT L-- PIU)Œ$SrA./G L--ror,,vr 
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WA'4C AU,,o/lDY PUTf, 
""°""C 111.()rJIOt NAHC 1M 
'(«Ml Il .n./04.I( HODfi 1 
"' 
y 
V(Î Ji: , • Yltl ll~IIC W ,t0Ui6 To 
1llC u;,<f}U"l/c.l> ,JE:r.JM.J< 
H04>'1.' 
$701' 
B 
SJ)lo(f 
nu-mr+i. 
6 
1tn11.i,JCC6) 
.9 
i,/C.IŒ , 'Cll7U lfDDEl.1/AHC OF l'oM 
I AICTwOltl( (, CIIAC, .,q S~CU)' 
~ MViC 
6 
IICl/t..llllE(6) 
9 
t,/(iTé : 1 l!l/l'Elt AtSsvtM.D AUOCIAnl> 
I ÎDTME H<>Di:1. (I CMIIC tlAX)• 
~ Pi4.s.sWoU> 
6 
NlWLIIIE(f) 
INTC;:;: SEEI< (HDDaL ·CA.EAT11Al, &IAHo, Pf+SJV~) 
"'.VT!: , 11/ôn,Ql{ HroQ. IJNDnl. TIii( Al/titi, 
AJ.ASIDY u.-sr$ 
IF l'OU IJlltlT 1P UWT/AII/E A/01/ ~ 
WSC rlio.t PUYl"ctls HOl>CL 1 
1,/f,ÏfE : 111'P6 Y Dit ,J 1 
U"AD (.o;/Tl°NUE 
y 
,anrs,,oJ ~ (CllJIJriJuE. 'r? o, {(/)4/T,iJUE. y» 
y 
loJtiTE: 1 1U 1t,A1iJ' 
1~ 
'"" 
0 
~ 
H 
1 
0 
0 
Ul 
Ul 
H 
t:zj 
::tl 
~ 
tu 
i 
H 
0 
z 
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10 . .2,. CODE. PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (l.l.4.1.2.) 
11. SEEK - NIVEAU Q. ANALYSE .l . .l. _i • .l. 1_. _l. 
JJ.. • .J.. SPECIFICATIONS 
cette fonction de contrôle met 
spécifications du dispositif de sécurité. La 
selon ces règles le statut (un nombre entre 1 
auquel 1·utilisateur veut accèder. La base 
sont le nom et le mot de passe associé. 
11.1_. SCHEMA 
11.~. DESCRIPTION 
SEEI< (FQNCTitJN) 
i. ÏaJÏTiM-iZ.4Tio,J ~ 
.t. 1, ( tlAHê~ PASS"l.JO~D) jA/ 
CA11'L-Ot- OFHID1;1.S ? 
3. IF RJVtlD 1"J4(N If. 
EL~ê S". 
li. IF HoCEZ. -CII.EATIOU ruol 
SEEli :• ~ 
Et.SE: SŒI<:-: 3 
b. IS M0OQ.. NAH( j,J CA~-
L.O" S°.1.. IF FOrJAIO AND CltfiATiON 
Tl4Et.J ~ŒJ< =•l 
S-. t. If= FclJA/O AAJ0 , CJU"ltTfo,/ 
Tl+al St:'.!1(. : = 1./, 
S: 3. If -, R,()NO AIID CRE:ATt'oll 
Tl4eV .H~:•J 
S-: 4', IJ: -, FOUAIO Mit>, CttEKTto,,/ 
rua, SŒJ<:. s-
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en oeuvre les 
fonction détermine 
et 5) du modèle 
de cette reche~che 
DOSSIER DE PROGRAMMATION CHAPITRE 3 
J.J.._1.,!. Entrées 
- fichier catalogue des modèles, (fcata - mocata) . 
J.l. • .1, ~. Sorties 
- pas de sorties. 
l.l.,.1,.1, Traitements 
- cfr.: schéma et organigramme. 
I· -
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.l.l • ,1. ORGANIGRAMME 
SEEJ< C l'fOCQ. c.u;q T!'tJA) ✓ 
r:::--J AIM1ê f P4&r.WOU>) 
'FotJAI D • Ft4L.SE" 
Dff:W eA-TAt.Ot; OF JfO DéLS 
~.(, 11.éAOlAIG 
LéltO UZOIU) 
FbUAJO +((H~OEL-AIRnE ~ AIAHê) Aa/0 
. Clfooa..-~s.swo.c.o .. MSS4/DU)) 
Ci..OSG CAT.4LOG CF IU)Oél.S 
Al 
SŒl<+.J 
STOP 
OPEN C-.TALO<; Ot: l10I>l:.1.S 
RlC. U'ltOfNG 
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DOSSIER DE PROGRAMMATION CHAPITRE 3 
11.,2. CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (1.1.4.1.2.1.) 
_li. PREPARE EXECUTIONS - NIVEAU Q'ANALYSE ]..J. . .,1.~. 
12,l. SPECIFICATIONS 
Cette partie réalise les initialisations nécessaires pour 
la suite des travaux. Si l ' utilisateur a eu la permission 
d ' accès, il faut encore voir si le modèle est libre. Selon la 
réponse, il faut garnir les fichiers d'interface 'fg·, de sortie 
·exitfile· et de guidage ·f·. 
12.~. SCHEMA 
--- fNP()T 
12,d• DESCRIPTION 
f'R.~E 1::.-XECUTJ'CAIS 
'.IF A-cca:s AlLOWE'O TU8/ t.. 
él..SE ~~~ éXITR'Lé-
ENO 
J,. PftEPAlllE JA/7'1i1<lFACE FÎC-E 
trtlT Pit..& 
J. /F N0Ofl. llEUSEf> THOi If 
1::1..SE. 
'#-. IJPOATë &<JiOAAICC Flt..E 
S: UPOA~ CAT.4Lo~ ôPl1ct:e,s 
C'.u;i1'TE" t;i/ÎMIJCE Fi'-E 
L-ouTP<IT 
- réponses en provenance du terminal; 
- fichier de guidage si le modèlë existe dèja, (f -
<noI1Ldu_modèle>); 
- fichier catalogue des modèles, (fcata - mocata). 
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l.2.~.~- sorties 
- messages affichées au terminal; 
fichier catalogue des modèles; 
CHAPITRE 3 
fichier de contrôle de sortie, (exitfile - ); 
fichier de. guidage; 
fichier interface, (fg - ), 
12 • ~. ~. Traitements, 
- cfr.: schéma et organigramme. 
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12.~. ORGANIGRAMME 
0 P€AI ~llir:MlltE Fil.é ~ 
I.EWlliTI ut; 
' IJIÛTE GUIOl+AIC( ALE 
FF•R=aD 
ltSSi~TAN'C "° Ht:"'Z.P 
1 
CUJ.sE GùÎOl+NCé FIC.. 
OPEN 11/TE~FACE RLG 
E:tfTFILë R)( w'lliTIN'G 
1 
WIUTE IWTER.F,4CE A'-6 
HOOQ. A/1411 ê-f- Nlf/1€ 
1 HODt1. PA.t.si.10.(D+ P~l,/CflD 
w'(iTE: êXITR'LE . 
srp,:rv, + FALSE 
A/ 
'( 
OPOJ (;UiOAAICE Fil.€ FO( 
W4lTIIJ• 
tl~.iTE ctJIJ,Q.~ FI~ 
A!s(sffl',Yd" T" fflF 
MOôiFi .- FAWâ 
HOO~F Z ~ FAW'E 
Hoo, F l .. F!4-(.Sf' 
1'tti)F(LE 1. ~ muE" 
~-,, I.E .t + FA'-U 
PIJ>Fil.él+ Fftl.S€ 
lU).Pti)Ri,E.Z,+ Mt.SE' 
Ot.0-PIJ>Flt..E .w, '1'1UE' 
~,cr,.ous.~ ~Ltc 
/4li,Ol'r!,~F;il<.SE 
~jTn ~ FIIW..SE 
t.lAJt<.S-tAi'LSE 
Ci..OSé I Sl/lOAAIŒ Fit...E 
.6 
FILE STO/l,E C NIIH E) y 
O~AI CATAl.oa OF HODEl.S R)~ 
N'PEAJDIAIG 
W(iTE : C' HOCATA 1 
1 
t100El-J/Al1~ ~AIA'1E. 
t10DEL- PMrvot~ PAS.Holâe.D 
SE>fHl-4{}(& • TlWé 
CUlSE H OCA-TA 
HOP 
- 38 -
. CHAPITRE 3 
c,<iTFl°ur ~ 
1 'ol"-ITr'AJa 
OiTFl°LC 
S Ti4TIJS • TlttAJE 
" wt.tra, 1 1100€, is 
!uty nt\' 
~I~ UJT!',e I 
DOSSIER DE PROGRAMMATION CHAPITRE 3 
12 • .2,. CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (1.1.4.2.) 
13. SEMA - NIVEAU .Q' ANALYSE J..J..,!,_î,J_. 
13,J.. SPECIFICATIONS 
En partant du nom de modèle et du mot de passe associé, 
cette fonction contrôle si le modèle est libre, c·est-a-dire s'il 
n · y a pas d'utilisateur qui ·travaille dessus. S'il y en a, le 
modèle est occupé et la fonction qui est du· type booléen prend la 
valeur F (false). Sinon elle prend la valeur T (true) et elle 
bloque le modèle a tout autre utilisateur en faisant basculer le 
sémaphore associé au modèle. 
13 ,_î, SCHEMA 
SEMA C AJNCT(ôN : BOOt..EJVJ) 
,!. hJÎTiAL.i2ATlOAIS 
l . WHlt..E AJOT(~op) OF CA1"Al.OG 
A,WO WOT FOU,10 
1. i.. Mi A O UCDIU:> 
.t. L. IF {'10D€l.-NIJH€.,, ~ ."1M16} 
ANO 
c11ooa- PAs.swl@• ie.~11. 
llféM 
• 1 F MOP€1.,. FIUE 
'0-+QI L.OCI( HODt!t, 
3e,1A-+ ~é 
aU" Sfl',11'+ Tl.Al~ 
• POONO .- ntie 
l.3. llltÀTE ÎtJTR.11. Ft't.E 
J. CIJP'< R.E'ttAlaJOt:ïl OF Tl-4~ 
CM1N..O(; To IA/Tl:Vf Ffl.E 
If. CO~ IIJTE"Vf ftl1U: T~ Hoc.ltT.4 
L.,__ INPUT ___,j L-- PIU)C&llt/B 
13.~. DESCRIPTION 
- 39 -
c:::> INTEf/U'f. 
Rte 
L--ourP(Jr 
DOSSIER DE PROGRAMMATION CHAPITRE 3 
13 •d•.l· Entrées 
- ) . 
J.3 •d•1.• Sorties 
fichier catalogue des modèles, (fcata - mocata); 
fichier intermédiaire du fichier catalogue, (fica 
fichier intermédiaire du fichier catalogue; 
fichier catalogue des modèles. 
cfr.: schéma et organigramme. 
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13 ._1:, ORGANIGRAMME 
SEHA (AIAHéj PASSVD~D) y 
FOUNO ._ FAL.sE 
ôPru CA-TIILOG Ot: HOOt::.7.S 
Fo~ R.EAOhJG 
F,-CA Foll. WltiTù/G 
'( 
SEHAP~ + "œllë 
SEHA-+ RlfLSé S"1A~UUf 
r 
CI..D ;.E c.-.r.iqt.0~ 
0~ F(CA FoR., ~À/, 
Cft1/4L~ R)~ WlttTlil~ 
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DOSSIER DE PROGRAMMATION CHAPITRE 3 
13.§.. CODE PASCAL CORRESPONDANT 
cfr.: programme INTRODUC - (1.1.4.2.1.) 
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CHAPITRE~ COLLECTE DES DONNEES - TRANSACTIONS 
DOSSIER DE PROGRAMMATION CHAPITRE 4 
REMARQUE PRELIMINAIRE 
vu la taille considerable de 1 · analyse il nous est impossible 
de presenter tous les organigrammes dans cette annexe du mêmoire . 
Nous nous limitons a fournir les specifications, le schêma et la 
description des entrees et sorties de chaque niveau de découpe de 
notre. analyse . Cependant nous voulons signaler qu · un dossier complet 
reprenant tous les organigrammes a ete remis a Mademoiselle Claudie 
Chappuis et a Monsieur Philippe van Bastelaer afin de permettre des 
modifications ou des extensions du prototype que nous avons developpè. 
cette remarque s · applique aux chapitres 4 a 9 . 
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,l. MODULE~ - DATA COLLECTION TRANSACTIONS - NIVEAU Q'ANALYSE l,~. 
l,l, SPECIFICATIONS 
L--- tAJPIIT 
Le module "transactions" doit rêaliser la collecte des 
donnêes concernant les types de transactions gênêrês par les 
applications de 1·utilisateur. En partant des info~ations 
contenues dans les fichiers "interface" et "guide", le module 
crêe un fichier des transactions et il le rend permanent ou il 
accède a un fichier. de transactions existant. Le module doit 
êgalement permettre des modifications sur ce fichier des 
transactions. Les fonctions de modification sont les suivantes: 
"insertion", "suppression" et "modification". Une fois la 
collecte et les modifications terminêes, le module met a jour les 
informations du fichier de guidage. 
DATR C.OLL€CTIOI/ 
T1l4AISACn·oAI.S 
-!. IAIÏT1°ALiZATio,.;s 
[i . .t..~] 
I,. DATA 001..L~CT,-OA.J 
(.i.t. tJ 
J. TE'!lMi~ATiôN [ , 
-t. i. 3.,J 
~EA,,IZ.T 
cu'rrùJG 
0~ Di,fLOt; 
AND u'rr) 
.__ __ 0() "1'(I ï 
l•d• DESCRIPTION 
l,.J.,.l, Entrêes 
- fichier interface, (fg - ); 
fichier de guidage associe au modèle, (f -
<nom.....dll....ll1odèle>); 
- fichier des transactions, si modèle existe dêja, 
(ft - <nom..._du_modêle>l); 
- entrêes manuelles au terminal. 
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. ' 
_l._1.z. Sorties 
rapports, messages et dialogue au terminal; 
fichier des transactions, (ft - <nom_du__modèle>1); 
fichier de guidage. 
_i._1._1. Traitements 
- cfr.: schéma et code Pascal . 
_l,_!. CODE PASCAL CORRESPONDANT 
cfr. : programme TRANSACT - ( 1. 2 . ) 
z. INITIALIZATION - NIVEAU Q.ANALYSE .J..z._i. 
z._i. SPECIFICATIONS 
Cett~ partie réalise les initialisations nécessaires du 
module. c·est-a-dire elle lit les informations dites 
d·interface. A partir de ces donnnèes le système accède aux 
informations de guidage concernant le modèle de réseau sur lequel 
le programme s·exécute. ces informations permettent de générer 
de façon automatique le nom du fichier externe stocké en mémoire 
secondaire. 
z.z, SCHEMA 
8QÏD,4A/Œ 
-:ft'f..E 
--INPUr 
J'j/i'TiAL.Ï Z,tT/01./ 
1. UAD iNTOIFACé 
I IJ'FOR.,t1 A rio N 
t. IU:AD Gu ÎOAIJŒ 
lt{FotU'fATiOIJ 
3. 1',/i,/ALfU: v'MiA6U:S 
L-- Pff.O~Sl~G-------J 
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DOSSIER DE PROGRAMMATION 
Z•d• DESCRIPTION 
Z•d•.!• Entrées 
Z•d•Z· Sorties 
fichier interface, (fg 
fichier de guidage, (f 
- pas de sorties. 
Z•d•d• Traitements 
CHAPITRE 4 
) ; 
<nOJILdu_modèle>), 
- cfr.: schéma et code Pascal. 
z.~. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (1.2.1.) 
d• DATA,_COLLECTION NIVEAU Q'ANALYSE .!,Z,Z, 
d•.!• SPECIFICATIONS 
A ce niveau le système connaît le nom du modèle sur 
lequel il doit travailler, ainsi que les informations concernant 
l'avancement des travaux sur ce modèle. 
La première tache du système est de voir dans les 
informations de guidage si 1·utilisateur est dèja passé par la 
collecte des données relatives aux transactions. Si 
1 · utilisateur n·a pas encore entré de données il faut passer par 
la collecte qui sera clôturée par une présentation des 
informations receuillies sous forme de tableau. Dans le manuel 
d · utilisation se trouve un exemple qui visualise ce tableau. Si 
1·utilisateur a deja entré des informations relatives aux 
transactions , on demande a 1·utilisateur s · il veut ou ne veut 
pas avoir une impression du contenu du fichier. 
- 46 -
DOSSIER DE PROGRAMMATION CHAPITRE 4 
L'opération suivante est la modification possible du 
contenu du fichier des transctions. 
].,l., SCHEMA 
F()IUfS OF 
TR.MISAC:fl'DAJ 
lie'~. 
PCF,A/ITIOAJ 
DIITA CDLJ.ECTION 
-i. /F T~ACTt'oN 'F(L.E 
Does NOT m ~iST 
n+EAJ 
TllNJSACTt'oN- 'tVPE'S 
(-i . .t . .t.q 
P(ùJr_ rK.JWSltCTIIAJ 
[!.t . .t.tJ 
ELSE 
ÂS'I( usa iF LIST 
1 ~ To 8E Pte.i"'1l:D 
AND .fa C-ol.~ 
t. ttOOifi"CATio tJ 
[-i.t.t.J] 
Di/kot. 
LJ~ ()Ç 
T~AIS AC.11DAIS 
L-- tllPIIT L...- ()<l"fl#dT 
]..~. DESCRIPTION 
~-~•.!• Entrées 
- fichier des transactions, si déja existant, (ft -
<noJIL.du_ modèle>1); 
- entrées des données au terminal. 
]..~.1.- sorties 
- questions et messages affichdsau terminal; 
- fichier des transactions; 
- tableau présentant le contenu du fichier des 
transactions. 
]..],.].. Traitements 
- cfr.: schéma et code Pascal. 
~-!t• ~ PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (1.2.2.) 
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~. TRANSACTION TYPES - NIVEAU Q'ANALYSE ~.~.~-~. 
~.~. SPECIFICATIONS 
et de 
cette partie est responsable de la collecte 
la confection du fichier des transactions. 
des données 
Le travail de 
1 · utilisateur est guidé au maximum par des conunentaires mis a sa 
disposition. Le système assure des contrôles de validité des 
réponses. 
~.~. SCHEMA 
- ---
"TR.AAI.S AC.Tt'o W Di#tLOG îVPE5 . 01tTA -r.t4t.JS' ACTt'OAI TYPES . 
CCU..E cr,oAJ 
"fi"t. .. é 'f"Olt/t$ ~- PIUPAR..é 
fi t. P«~~é DiAUJG 
J. PATA cou..E en o ,J Q 
t/-. CWSE FiLé 
5". HAlolE' F1·1.e FÎ/$ OF 
~t1AJJéAJT TM.VS A.en· 
L.,__/NPiJT 
~-~• DESCRIPTION 
~.~.~- Entrées 
- entrées manuelles au terminal. 
- questions et messages affichés au terminal; 
- fichier des transactions, (ft - <not1Ldu_modèle>l}; 
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~-~-~- Traitements 
- cfr.: schéma et code Pascal . 
~-~• CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (1.2.2.1 . ) 
,2. PRINT TRANSACTIONS - NIVEAU .Q.ANALYSE .J..~.~-~. 
,2.~. SPECIFICATIONS 
En partant du fichier des transactions, cette procédure 
imprime un tableau des transactions dont la présentation a été 
donnée au chapitre 7 du manuel d·utilisation. 
,2 .~. SCHEMA 
,2.~. DESCRIPTION 
'Pll/,Jr_ T~AISAC.TIOAIS 
i. ADJUSi fl)ll.M 
.t. Pe..iwr t.Jsr ~ 
t== .. > 3. WH(~ #,/Or E'Vç Fil-€ 
..,.. OF TA.A"1SACTI'oAJ 
3. ! . fé'AD ru;toU) 
l . 2.. PlthJT ~caw 
(o~ LÎIJé vin-+ 
LINWT) 
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.2,.].. ,1. Entrées 
- fichier des transactions, (ft - <no11Ldu_modéle>l) . 
.2,.]. , l.. Sorties 
- tableau des transactions imprimé au terminal. 
.2,.]..].. Traitements 
- cfr.: schéma et code Pascal . 
~r MODIFICATION - NIVEAU 2 ' ANALYSE .1,Z,Z,]., 
~.~. SPECIFICATIONS 
La procédure de modification permet de modifier le 
contenu du fichier des transactions. Ainsi 1·utilisateur peut 
changer son modèle sans devoir tout recommencer. Par 
modification nous entendons : modifications des attributs d'un 
enregistrement, insertion d'un enregistrement, effacement d'un 
enregistrement et l'impression du contenu du fichier des 
transactions, pour faciliter les modifications. 
~-l.· SCHEMA 
~ 
T'fl.ANS ACT lo A/$ 
ONS 
L.__ /A/PûT 
HO OiFt"CA Ti(JAI 
1. AS~ <ISé~ Wf4iCH 
OPf;(ATt'o~ OF MOl>ÎF(· 
CltTi'Ow iS fUQVÎL.é'I> 
- '10DÎFY [ -t. l . .t.l. -iJ 
- l>a'1'k [ -t. t . t .3 . .t.] 
- h/SEX,T [ ~ t. (. , 3. JJ 
- Ac,t',rr_ Tit.AWS ACTiour 
- Qui T' 
%., GuiT 
L--p~t~G 
[ ~ . .t..Z . .l] 
(-t . .t.t. l.11.] 
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~-~• DESCRIPTION 
~-~-.!- Entrêes 
fichier des transactions, (ft - <noDL.du_modêle>1); 
fichiers intermêdiaires crêês dans cette 
procêdure; 
- entrêes manuelles au terminal . 
.§.--.~.~- Sorties 
fichiers intermédiaires; 
- · questions et messages affichés au terminal; 
fichier des transactions modifié; 
tableau des transactions affichê au terminal (sur 
demande). 
~-~-~- Traitements 
- cfr.: schéma et code Pascal. 
~._!. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (1.2.2.3.) 
2, MODIFY - NIVEAU Q' ANALYSE _!.~.~-~._!. 
2,.!, SPECIFICATIONS 
La procédure "modify" permet de modifier les attributs 
d'un enregistrement qui est repêrè par un numéro identique a 
celui affiché dans le tableau. Cette procédure affiche les 
différents attributs de 1·enregistrement et procède aux 
modifications souhaitêes. La procédure assure le contrôle de 
validité du numéro de ligne spécifié par 1 · utilisateur. 
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1-l.· SCHEMA 
L--/AJP(/T 
-1,l. DESCRIPTION 
l•l•.l· Entrêes 
-i. 4S1' A/111'18~~ or= n4E' 
t..illE TO '10Di~I" MIO 
(€AO 4AJSJJE:R.. 
.t. CDPy OLD Filé trJTo 
AAI illTéLMEDi,4«.'( F(t..€ 
UP 'Tt> TH-E SE'r;C('FiEt> 
I.E.ecLD (-u',JE')--i 
J . I.EA D fJ$J)iU> ïD BE 
HO01~îe1> 
q._ rF i-r .t,srs ~ 
'f.-i. CiSPl.M !:A~ 
A1TM!!.cJrE O~To 
TitE TU.n l IJAl.. 
"-· t,. A.Su w~-ic~ 
~He-NT " '" 8€ ttOP(Fi~D 
~- l. ~ltD ArJSWf:R. 
AJJO P~S 
[-:1.!,.t.O. -J..i/,J 
q__ tf. -.J(j.T~ /UCOllO 
11.JT"O iNTt~~ 
Fic.. 
E'LSE 
-
..._ __ PtelJCECS/iJG ______ ...., 
CHAPITRE 4 
< '1)/~0~ > 
fichier 
<nom_dl.LII\Odèle>l}; 
des transactions, ( fit 
- entrêes manuelles au terminal. 
1,.J.z. Sorties 
- fichier intermêdiaire des transactions, (ft2 - }; 
- questions et messages affichés au terminal. 
1,l,l, Traitements 
- cfr..: schéma et code Pascal. 
1 d. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (1.2.2.3.1.) 
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~- INSERT - NIVEAU ~-ANALYSE ~.z,z.~.z. 
~.~. SPECIFICATIONS 
La. procêdure "insert" permet d'inser,rer une ou plusieurs 
lignes derrière la ligne du tableau spécifiêe. La procêdure doit 
copier le fichier des transactions jusqu·a cette ligne (y 
comprise) dans un fichier intermèdiaire. Ensuite cette procêdure 
fait elle-même appel a la procêdure "transaction-types" qui crêe 
un autre fichier intermêdiaire qui sera copiê a la fin des 
insertions. dans le premier fichier intermédiaire et ensuite 
dêtruit. La. procêdure assure le contrôle de validitê du numêro 
de ligne spècifiê. 
~.z. SCHEMA 
~ u 
'--- INPUT 
F{I-~ BF 
__... 
IIIŒR.Tto,J 
~-~• DESCRIPTION 
IN5€/lT 
-i. ÂSI< ,J(.}HfER, ()F 1.,iAIE 
AflER, l,Jf+fCN T#E <JSEJC 
w'~Wît TO i,J~T. 
/,. a::Pr OLD f=iU: IU'TO 
1JJrr;;v-um. Fi~ vP ro 
TUE"Sf~ClJ:iEP Li~E 
( 1 t.JCt..V DED) 
3. CAU. ne.AN',S'ACi10Al_n1'fl 
T'o C.tEA-TI: A rti.E (illïac..J 
~ T.j,jE faiSEIJ.,TEO 
aQ1e;-AJTS 
'f. CCP'( -rw<'~ Ft<.E Î~To ~ 
llJ~LME'ô. F i1.-e: 
s-. IF 1..ù.Je CX:J~AJ', t:.-Xtsr 
w!..i:rt rt ruA~E 
y 
L-- ~ùlG -----~ 
IIJTEUtED. 
FILw 
I IISEJL r[oN 
11/Tf;"A,)1 
l=-i'4 
'f}T 
~-~-~- Entrêes 
fichier des transactions, ( fit 
<noULdu_,modèle>1); 
- fichier des insertions, (ft - ft3); 
- entrêes manuelles au terminal. 
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~-d•~· Sorties 
- questions et messages au terminal; 
- fichier intermêdiaire des transactions, (ft2 - ); 
- fichier des insertions, (ft - ft3}. 
~-d•d•- Traitements 
- cfr.: schêma et code Pascal. 
~._!. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT - (l.2.2.3.2.) 
~. DEI.ETE - NIVEAU Q'ANALYSE 1-~•~•d•d• 
~-1• SPECIFICATIONS 
La procêdure "delete" dêtruit la ligne spêcifiêe par 
1·utitilisateur. La recherche se fait sêquentiellement et un 
contrôle de validitê du numêro de ligne est assuré. 
~.~ . . SCHEMA 
L-- fAlf>fJT 
t::> 
DE"LGTê 
~. lr.S-1< ~IJ 't16é,<, Of! TI'~ 
Lù.J fr T'0 CS€" C>ELê TE'P 
t. COPY 0(..C) FiLE (wTO 
l ~TëU1. FILE <JP io 
TifE: S~CiFùrp f<.C~I ~ 
(f...ÙJE)--i.1 ~O 
R.Eco~o (L.ù.JE) ,o eE: 
P~~l> At.JO CO tJOi 
COPV 
.3. ,~ U~E' oœs NOT 
o,·sr w Vn: t1e::iJM€ 
I 
L....:__p~ÀJC L,__btJTP(}T 
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~-1• DESCRIPTION 
~-1,.l, Entrées 
fichier des transactions, ( fit 
<nom_du__modéle>J.); 
- numéro de ligne au terminal. 
2,1,1., Sorties 
- questions et messages affichés au terminal; 
- fichier intermédiaire des transactions, (ft2 - ). 
2,1,l, Traitements 
- cfr.: schéma et code Pascal. 
J.O. CLOSING NIVEAU Q-ANALYSE .J..~.1.,1,J, 
J.O.,l. SPECIFICATIONS 
Cette procédure doit fermer les fichiers encore ouverts 
et bien remettre les transactions définies et modifiées dans le 
fichier des transactions '<noitLdu_modêle>l.". Cette procédure se 
base sur le fichier intermédiaire constitué dans les procédures 
"modify", "insert" et "delete". 
J.0.2. SCHEMA 
-- __ --~ 
~ 
L- /IIPUÏ 
CLOSING 
i.. (J)P'( ll.HAIAIOE:R. OF 
TR.AtJ~AC-TIONS Ft't..E 
ÎNTO l&JT'aH U:,,'A~ 
FiU! 
.t, C()f'V IWTthra>,'A~'( 
FiL.E ,wro rie,4Ai(fAC-
rto,;s Fi'-'" 
L,_ PII.IJCQ:i,,/6 --------
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10.~. DESCRIPTION 
10.~ . .J.. Entrées 
fichier des transactions, { fit 
<noI1Ldu.._modèle>1); 
- fichier intermédiaire des transactions, {ft2 - ). 
10.~.1.. sorties 
fichier intermédiaire des transactions; 
fichier des transactions mis a jour. 
10.~.~- Traitements 
- cfr.: schéma et code Pascal. 
10,_f, CODE PASACL CORRESPONDANT 
cfr.: programme TRANSACT - {1.2.2.3.4.) 
11. TERMINATION - NIVEAU .Q' ANALYSE .l,1.,~. 
11.,l. SPECIFICATIONS 
Le rôle de cette partie est de mémoriser le fait qu·on 
est passé par 1a collecte des données relatives aux transactions. 
Cependant cette opération n·est exécutée que dans le cas d·un 
premier enregistrement des informations. Une mise a jour des 
transactions peut nécessiter une redéfinition des liens {chapitre 
7) , c·est pourquoi la modification des données est mémorisée. 
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l.l. .~. SCHEMA 
1 
, ~J,IPUT 
l.l.,d, DESCRIPTION 
l.l.,d,.!• Entrées 
ïEJtHiAIAno,J 
IF Fill.ST OAT~ CCL~C-
'T'loAJ Qit., {.l,-10) lfODiJ:1'~ • 
TÏON Ot:= ~Tif 
11#9/ 
IJPDl4Tfi t::uiDAwŒ Ft't-E 
CHAPITRE 4 
- fichier de guidage, (f - <no~dtLmodêle>) . 
l..l • d. ~. Sorties 
- fichier de guidage. 
l..l,d •d • Traitements 
- cfr.: schéma et code Pascal. 
l.l..,!. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSACT -(l..2.3.) 
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1, MODULE l - DATA COLLECTION AGENTS - NIVEAU ~-ANALYSE 1,1, 
1•1• SPECIFICATIONS 
Le module "agents" doit realiser la collecte des donnees 
concernant les types d ' agents initialisant les transactions de 
1·application. En partant des informations contenues dans les 
fichiers "interface" et "guide" , le module cree un fichier des 
agents et le rend permanent ou le module accède a un fichier 
existant. Le module permet également de faire les modifications 
suivantes : "modify","insert" et "delete". Le module met a jour 
les informations de guidage. 
1,1.. SCHEMA 
1•1• DESCRIPTION 
DA TA C'l()LJECf10A/ : ~ 
i. ,;,,; ïiA ~i2.A Tl'oAJ 
[-:1..3. 4..] 
t. Ol+TA-~CTlo,J 
[4..l. z..] 
J. r~;AJATfov 
(i . .i.1,] 
L--p,urœfAI(; ______ _, 
1,1,1, Entrées 
- fichier interface, (fg - ); 
fichier de guidage associe au modèle, (f -
<no11Ldu.....modèle>); 
- entrees manuelles au terminal; 
- fichier des agents si modèle existe deja, (fa -
<nom_du_modèle>2). 
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.! , l. • ..f.. sorties 
fichier des agents, (fa - <nom.....dl.LIIIOdèle>2); 
questions, messages et tableau des agents affichès 
au terminal; 
fichier 
<nODLdu_modèle>), 
_!,1.,1., Traitements 
de guidage mis 
- cfr.: schèma et code Pascal. 
_!,_i, CODE PASCAL CORRESPONDANT 
cfr.: programme agents - (1,3.) 
..f., INITIALIZATION - NIVEAU Q'ANALYSE _!,l.,.!, 
..f.,.!, SPECIFICATIONS 
a jour, (f 
cette partie est responsable d'initialiser le module, 
c·est-a-dire de lire les informations dites d'interface. A 
partir de ces donnèes le système accède aux informations 
contenues dans le fichier de guidage associé au modèle de réseau 
sur lequel s · exécute le programme. ces informations permettent 
de gènérer automatiquement le nom du fichier externe dans lequel 
seront ou sont stockèes les informations relatives aux agents . 
..f.•..f.• SCHEMA 
L- INPOT 
INI T iALi ZATt'o,Js 
t. ~~c, OITFllMŒ 
IAlf'OltNATION 
.C-. U;IW) 8tliOl4NŒ 
, Il Fo A,,/'f ,4 Tl ON 
S. I À/ i Tt A Li'Z.E 1/AlliAI.LJ:.-S 
----,~,;~--------
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Z,J. DESCRIPTION 
Z,J._l. Entrées 
Z,J ,Z, Sorties 
fichier interface , (fg 
fichier de guidage, (f 
- p~s de sorties . 
Z,J.J. Traitements 
CHAPITRE 5 
) ; 
<nom__du_modêle>). 
- cfr . : schéma et code Pascal. 
Z ,_1. CODE PASCAL CORRESPONDANT 
- cfr.: programme AGENTS - (1.3.l.) 
J. DATA COLLECTION - NIVEAU Q'ANALYSE _l.J.z. 
J.~. SPECIFICATIONS 
A ce niveau le système connait le nom du modèle sur 
lequel il doit travailler, ainsi que les informations concernant 
1 · avancement des travaux sur ce modèle. 
La première tache de cette partie est de voir si 
1 · utilisateur est déja passé par la collecte des données 
relatives aux agents . S ' il n · a pas encore entré de données , il 
faut passer par la collecte. Cette collecte se termine par la 
présentation des données receuillies sous forme de tableau. Si 
1 · utilisateur a déja entré des informations sur les agents, on 
lui demande s'il veut ou ne veut pas avoir une impression du 
contenu du fichier des agents. 
La deuxième tache consiste a permettre la modification 
des données contenues dans le fichier des agents. 
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l, Z. SCHEMA 
,____ 11/PtJT 
OA 'TA COLLE.C..Tt'OIII 
1.. IF ~'6/T Rè.E fX>a.AJ'T 
EXf"ST Tll81 
- 1'EW ""'nPE C/Jt.J.écnoAJ 
C:t..! . .i. :iJ 
- Ptill'T ME~T'M:$ --
- (:i . .,_ i. t,~ 
~ ~ Îf l.lSeR. wAWrS 
,4 U°ST «. A/Dr OF 
CB',',/€1J N;e1,IT TY~ 
Ill D M:-r !i«JJJU)I',/ ~ 
ro fflE ~iVOI A,iti.)O( 
J. HODiç;,'cATl'oAI (1..J . .t..3.] 
Ç> . 
< crA,~"> 
<utr c,:-
ACDIT~ > 
-----
------------- -------------- - -- -- -------------
l,l, DESCRIPTION 
l,l,.!, Entrées 
- entrées manuelles au te:rminal; 
- fichier des agents si déja existant, (fa 
<no11Ldu_modèle>2). 
l,l,Z, sorties 
- questions, messages et tableau 
te:rminal; 
affichés 
- fichier des agents, (fa - <nom.._du_modèle>2). 
l,l,l, Traitements 
- cfr .. schema et code Pascal. 
l,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (i.3.2.) 
- 6i -
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.i, AGENT TYPES - NIVEAU ,Q' ANALYSE .J...J..~._l • 
.i,.J... SPECIFICATIONS 
Cette procédure doit assurer la collecte des données et 
la confection d'un fichier permanent des agents. Le travail de 
1·utilisateur est assiste au maximum par le progrannne, c·est-
a-dire le programme assure des contrôles et il fournit des 
commentaires et explications a 1·utilisateur. 
_i.~. SCHEMA 
L-- IAJPt)T 
_1.J.. DESCRIPTION 
_1.J.,.l, Entrées 
AGErJT 1YPES 
:t. • Pll4PMl.E. FÙ,E 
1.. iwiriAt..Ï'Z.é VAll.iA~~ 
J. P(lç;F'/1/U DiALOG 
q. C/)Uécr oA TA OIi 
~<:, DJ-r T'Y PF:$ 
G'. cws~ Fti..E oF 
At;aJ, î'ff'ES 
6. ~,0/U; RLE 01= 
ASEWTS (A/ 
PeRlt A ,Jf:ï.J r A~ 
<OIALOS> 
~ 
e) 
L- ô<1 r P<l r 
réponses en provenance du terminal; 
.i,J..~. sorties 
- questions et messages affiches au terminal; 
- fichier des agents, (fa - <noIIL.du_modêle>2). 
-Traitements 
- cfr.: schéma et code Pascal. 
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_1,_1. CODE PASCAL CORRESPONDSANT 
cfr.: programme AGENTS - (l.3.2.1.} 
~. REENTER....,PROPORTIONS - NIVEAU Q'ANALYSE l_._1.~.l_.l_. 
~-l• SPECIFICATIONS 
cette procédure vérifie que 1 · utilisateur ne déclare pas 
de types d'agents effectuant un travail> 100 %. 
~.z. SCHEMA 
l--/A/PIJT 
~._1. DESCRIPTION 
~.1,.J,. Entrées 
f.ONTML. 1~ TOTAL. 
f'SU.€AJTAGE OF PfWFii.€ 
ÎS WOT QCEA Till TIMA.) 
-'100 
---~~G -------
- pas d·entrées. 
~._1.~. Sorties 
- pas de sorties. 
~._1._1 . Traitements 
- cfr.: schéma et code Pascal. 
- 63 -
L__"oTPrJr ---
DOSSIER DE PROGRAMMATION CHAPITRE 5 
.2,.,i. CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (1.3.2.1.1.) 
§.. PRINT AGENTS - NIVEAU Q_' ANALYSE 1,._1,1.,J., 
§..1,. SPECIFICATIONS 
En partant du fichier des agents, cette procédure imprime 
une liste des agents. Le lecteur intéressé pourra consulter un 
exemple de sortie au chapitre 7 du manuel . d'utilisation. 
§.._I. DESCRIPTION 
§.._1.1,. Entrées 
PllùJT - *~E1t 
i.. j,J iTI4LÏ2.ATt"OAJ 
' . Ptùl T '-' ST HéA OQ(!. 
3. Wf+ÏLE AbT o/D Ol= 
Ft<-€ cç ~é,JT - FÙ.E 
3.1.. REAO tétDA.l> 
J. 7-. PttÙJT" u'N€ .tr.S 
PlW_T€CTEJ) ,,_, 
~A1'D 
<LIST" Of= 
Aaa/T-Ff~) 
L-- ()(JT1'flr ---
- fïchier des agents, (fa - <nom.._d~modêle>2). 
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§.,_l,Z, sorties 
- liste (tableau) des agents imprimée au terminal. 
§.,_l._l, Traitements 
- cfr.: schéma et code Pascal. 
§.,.1 • CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (l,3,2.2.) 
2, MODIFICATION - NIVEAU Q'ANALYSE ~ . .J.,z . .J., 
2,~. SPECIFICATIONS 
La procédure de modification permet de modifier le 
contenu du fichier des agents. Ainsi 1·utilisateur peut changer 
son modèle sans devoir tout recommencer. Par modification nous 
entendons modification des attributs d'un enregistrement, 
insertion d ' un enregistrement, effacement d'un enregistrement et 
l ' impression du contenu du fichier des agents, pour faciliter les 
modifications. 
2,Z, SCHEMA 
IAfTéR,HElJf Y 
-tti.E o~ 
4"AJTS 
'10OiF(CA'TfON {A'u;- OF 
~.-rs) . . 
i. . JAl1Ti~tz.ATI04/S -i, 
t. ÙJii'ÎAL.i'Z.ATtôAIS -./J 
J . M:~ W~A- f' cJSéli Wlt,/TS 
ro Do : 
- p~.t'aJ r_ ~t:lJTS , Q 
- HODiFy C-t.J.Z..l. i.] 
- ttlSER, T [ t . .S. z.. J .. t.J 
- OELETË [t.J,L.f.l.] 
- <!ùÎT (.t.l.2...3."] 
M ID CAU.. iEO.UtUD 
~Ui<t.f:S 
1#-. T~i,JA-Tt'o,J 
------iL--0()11"t)T __ _,_, 
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1,~. DESCRIPTION 
1-~·l.· Entrees 
fichier des agents, (fia - <nODL..du_modele>2); 
fichiers intermédiaires des agents crees dans 
cette procedure; 
- reponses en provenance du terminal . 
1-~•1.• Sorties 
- fichiers intermédiaires des agents; 
- questions et messages affiches au terminal; 
fichier des agents mis a jour, (fia 
<noDL..du_modèle>2) . 
1-~-~. Traitements 
- cfr.: schema et code Pascal. 
1,.f. CODE PASCAL CORRESPONDANT 
cfr.: progranune AGENTS - (1.3 . 2 . 3.) 
~ . MODIFY - NIVEAU Q' ANALYSE l,.~ .1. .~.l,. 
~.l,. SPECIFICATIONS 
La procédure "modify" permet de modifier les attributs 
d·un enregistrement qui est repere par un numéro identique a 
celui affiché dans le tableau. cette procédure affiche les 
différents attributs de 1·enregistrement et procède aux 
modifi cations souhaitées. La procédure assure le contrôle de 
validité du numéro de ligne spécifié par l ' utilisateur. 
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~-1.• SCHEMA 
1-
i. ASK AIIJH6EJt DF TUE" 
LIAJE n, H0Ot'FY MO 
R.E.40 l'W~WEll. . 
.t. C{)Pr OLD RLE tA/TO 1,,1 
I Al'ŒVJEO{AllN Fl<-E c)p 10 
TJfE s~r:iFl€0 l..l'Né -:i 
J. te:AD ~ TO Sé 
HOl> i F,'t=:r:, 
If. /F ir Ot~T$ rE.§l!_ 
Il-.~. OiSPUrY E1tô4 ..4TTIU·-
~1J'lf: ONro TUE" 'Toe-
HillAL 
'+. .t. -4SI< lvtk"4 ét.EHEJJ r 
IS To Be' HOOiR·er, 
*· 3. ~o MJ.Sw~ 1t110 
~- ~ - W'-iTC ,Ur,O(U) iJ/ro 
1A/WtneDi11te r Fi /..é. 
éUé 
-
· L--1N'P<.rr L--p~'Ak-----__. 
- ------------ ---· - - - -
~-~• DESCRIPTION 
~-~•d.• Entrées 
CHAPITRE 5 
<CJt'iu.ot:> 
'--- OU7Prlr--....... 
~ fichier des agents, {fia - <noDLdu_modèle>2); 
- réponses {modifications) en provenance du 
terminal. 
~-~•1.• Sorties 
- fichier intermédiaire des agents, {fa2 - ); 
- questions et messages affichés au terminal. 
~-~-~- Traitements 
- cfr.: schéma et code Pascal. 
~._1. CODE PASCAL CORRESPONDANT 
cfr.: progranune AGENTS - {1.3.2.3.1.) 
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~. INSERT - NIVEAU Q' ANALYSE ~.~.z.~.z. 
~.~. SPECIFICATIONS 
La procédure "insert" permet d ' inserrer une ou plusieurs 
lignes- derrière la ligne spécifiée du tableau.. La procédure doit 
copier le fichier des agents jusqu·a cette ligne (y comprise) 
dans un fichier •intermédiaire (fa2) . Ensuite cette procédure 
fait elle-mme appel a la procédure "agent_types" qui crée un 
autre fichier intermédiaire (fa - fa3) qui sera copié a la fin 
des insertions dans le premier fichier intermédiaire et ensuite 
détruit. La procédure assure le contrôle de validité du numéro 
de ligne spêcifiè. 
~.z. SCHEMA 
Ff(.(; 
-OF lcé6JTS 
,ri.€ 
-OP /&JŒJf, ,,ot.J 
L.- 1.;p,/T 
~-~· DESCRIPTION 
llfSf;LT 
L ~W NUH6Ell OF U°IJé 
AFret wlkC# TH€ tJ.sJ:l!. 
·,v1,,,rrs TO , ~r . 
.t,. WP'( OU:, FiLE /UTO Ili· 
?Wf. Ft't.E vP Tl> rH~ 
SPQ!{'FtèD LiAIE ( 11./t(,U DE,/)) 
J. eAu,. ~-TYPa Tô 
~é AfJ l~ln.. FiŒ 
ft)(. TI-4€ IÀttUTl1) i.ietAS 
14-. CCPY T'lff'S Ft t.€' 1am:, 
TH'-' taJTa.M. RU'. 
f: IF UA/€ ~,J•r €)(.(ST 
lveÀTe t1E;sSAGE: 
t.__ /lftl)C/;JJiÀfÇ ------
,~. 
~ 
l::_) 
t___ ()()1,-c/r ____ __, 
~ -~-~- Entrées 
fichier des agents, (fia - <nolll...du_modèle>2); 
- réponses en provenance du terminal; 
- fichier d ' insertion crée lors de 1 · appel a 
"agent_types" , ( fa - fa3). 
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~-d•~· Sorties 
- questions et messages affichés au terminal; 
- fichier intermédiaire des agents, (fa2 - ); 
- fichier des insertions, (fa -fa3). 
~-d•d• Traitements 
- cfr.: schéma et code Pascal. 
~._i,. CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (1.3.2.3.2.) 
10.~. SPECIFICATIONS 
La procédure "delete" détruit la ligne spécifiée par 
1·utilisateur. La recherche se fait séquentiellement et un 
contrôle de validite du numéro de ligne est assuré. 
L- tAJPl/1 
10.d• DESCRIPTION 
OEUTE 
L ~ A/UNaER. OF THE" LJNé 
n> 8ë PE'Utl;D 
t. œf''( "()LI)" AU: ,;,ro IAJ_ 
Tlllt1. Fti.E 1/P 't0 THt 
SPECiFt'Et> LIAIE •i, fl.arO 
t€DXU:> TI:> 8E ~E.L6TE'O 
h/D oo uor CCPf 
J. tr: UÀié AJ(JT FOVa/D 1Jt.iTE 
n~ I 
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10.1, . .:1. Entrées 
- fichier des agents, (fa - <nom_dU,J11odèle>2); 
- réponses en provenance du terminal. 
10 .1,. z, sorties 
questions et messages affichés au terminal; 
fichier intermédiair~ des agents, (fa2 - ). 
10.1,.1,. Traitements 
- cfr. :. schéma et code Pascal. 
10.,i. CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (1.3.2.3.3.) 
11. CLOSING - NIVEAU Q. ANALYSE .J.,1.,Z,1_,,i. 
11 . .J.. SPECIFICATIONS 
cette procédure doit fermer les fichiers encore ouverts 
et bien remettre les agents définis et modifiés dans le fichier 
des agents intermédiaire constitué dans les procédures "modify", 
"insert" et "delete" ( fa2). 
11.z. SCHEMA 
@Q CLOSil./G -1 . œPY téHJrf'woe~ tç; 4G0/rs Fti.E ,wro tA/rëhtET) i~ Y FILE 
t. UJPY Ol~EDiltR)( Ft'(.f 
/A/il) ~ Ft'LE 
c:> 
Fù.c o~ 
~ rroor'1=1t!0 
L...-~/AIG------- L--O()T'Pflr---
- 70 -
DOSSIER DE PROGRAMMATION CHAPITRE 5 
11,d, DESCRIPTION 
11 ,d,l.• Entrèes 
fichier des agents, (fia - <nom__du._modèle>2); 
fichier intermèdiaire des agents, (fa2 - ), 
11,d,.f.• Sorties 
fichier intermèdiaire des agents; 
fichier des agents mis a jour. 
11,d•d• Traitements 
cfr .. : schèma et code Pascal. 
11 . .f. CODE PASCAL CORRESPONDANT 
cfr.: programme AGENTS - (1.3.2.3.4.) 
12. TERMINATION - NIVEAU Q'ANALYSE l.•d•d• 
12.l,. SPECIFICATIONS 
Le rôle de cette partie est de mèmoriser le fait qu · on 
est passé par la collecte des données relatives aux agents. 
Cependant cette opération n·est exécutée que dans le cas a·un 
premier enregistrement des informations. une mise a jour des 
informations relatives aux agents peut nècessiter une 
redèfinition des liens (chapitre 7), c·est pourquoi la 
modification des données est mémorisée . 
12 . .f.. SCHEMA 
---- IA/PIJT __ _, L.....--Ma:afjA/Ç _______ .., L---()(JTP<JT __ _, 
DOSSIER DE PROGRAMMATION CHAPITRE 5 
12.d. DESCRIPTION 
12.d.J.• Entrées 
- fichier de guidage, (f - <nom_du_modèle>). 
12.d-~• Sorties 
- fichier de guidage mis a jour. 
12.d•d• Traitements 
- cfr.: schéma et code Pascal. 
g._f. CODE PASCAL CORRESPONDANT 
cfr. : programme AGENTS - ( l. 3 . 3 . ) 
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DOSSIER DE PROGRAMMATION CHAPITRE ô 
1, MODULE~ - DATA COLLECTION SITES - NIVEAU Q.ANALYSE ~-~· 
1 ,1, SPECIFICATIONS 
Le module "sites" doit realiser la collecte de donnees 
concernant les sites . En partant des informations interface et 
de guidage, le module cree un fichier des sites e~ le rend 
permanent ou accède au fichier existant. Le module doit 
egalement permettre des modifi~ations sur le fichier des sites. 
· Les fonctions de modification sont les sui vantes : "insertion" , 
"suppression" et "modification". Une fois la collecte et les 
modifications terminêe.s, le module met a jour les informations du 
fichier de guidage. 
1,1_. SCHEMA 
04TA-t,tJu .. e::rtow sis 
-t. IÂ/ÎTi'AL.iU..T1·ous 
c~.11. tJ 
.t. Dl'tTA:.CL)LLE'CTl"olJ 
(-t. "· L.] 
J TE1l,H iu Ir i(O tJ 
. C-t.Y.l.J 
'---PM<.Dr/J/9 · ------- ---OdTPi/r ___ __. 
1,1, DESCRIPTION 
1,1,1, Entrees 
- fichier interface, (fg - ); 
- fichier de guidage, (f - <nom__du_modêle>); 
fichier(s) des sites (un par profil) 
existent deja, (fs - <nom__du_modêle>3l/32/33}; 
- réponses en provenance du terminal. 
- 73 -
s'ils 
DOSSIER DE PROGRAMMATION 
,1 • .1_.~. Sorties 
fichiers 
<no11Ldu_modèle>3l/32/33); 
- fichier de guidage; 
CHAPITRE 6 
des sites, ( fs 
questions, messages et tableaux imprimés au 
terminal. 
,1._1. • .1_. Traitements 
- cfr.: schéma et code Pascal. 
,!.,i:. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES -(1.4.) 
~- INITIALIZATION - NIVEAU Q'ANALYSE .!,.i:,.! , 
~.,!. SPECIFICATIONS 
La première tache de cette partie est d ' initialiser le 
module, c · est-a-dire de lire les informations dites d'interface. 
A partir de ces données, le système accède aux informations de 
guidage concernant le modèle de réseau sur lequel le programme 
s · exécute. Ces informations permettent de générer de façon 
automatique des fichiers externes dans lesquels seront stocké les 
informations sur les sites. 
~-~- SCHEMA 
<--- IA/Pdï 
INÎTi'Ptl..iZA TIDN 
-!. ~ IA/TER,F-AeE 
INRJU1A-T/ON 
t. (EA.o GViOIWŒ tNR»fA· 
ïi(W 
l .. t,JÎT(lrl..iz.E (,4t(IA~Ler 
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Z•d• DESCRIPTION 
Z•d•.l· Entrees 
Z•d•Z· Sorties 
fichier interface, (fg 
fichier de guidage, (f 
pas de sorties. 
Z•d•d• Traitements 
CHAPITRE 6 
) ; 
<no11Ldu_modele>). 
- cfr.: schéma et code Pascal. 
Z,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1.4.1.) 
d• DATA._COLLECTION - NIVEAU Q' ANALYSE _l,_1,z . 
~.i. SPECIFICATIONS 
A ce niveau le système connait le nom du modèle sur 
lequel il doit travailler, ainsi que les informations concernant 
1 · avancement des travaux sur le modèle considéré. 
La première tache du système est de voir si 1·utilisateur 
est deja passe par la collecte des donnees relatives aux sites. 
S'il n · a pas encore entre de donnees il faut passer par la 
collecte, ensuite le système présente ces données sous forme d'un 
tableau. Le lecteur intéressé trouvera un exemple de ce tableau 
au chapitre 7 du manuel d'utilisation. Si 1·utilisateur a dêja 
entre des informations sur les sites, on demande a 1 · utilisateur 
s ' il veut ou ne veut pas avoir une impression du contenu des 
fichiers (un par profil utilise). 
La deuxième tache du système est de permettre des 
modificationss des fichiers relatifs aux donnees "sites", 
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1,.~. SCHEMA 
---tNPuT --......i 
1,.1,. DESCRIPTION 
1. ,1.,1'- Entrées 
OA-T,._ ctJU.ECnbN 
-i. IF-SiTE' Ri.Es {X)N'T E)(JST 
TJ.fev .si'ŒS [i."--4.i.J 
- M[Alï-SÎ~ [L'l.t . tJ 
IF AWAl.E Z. USEC> ~ SiŒ-P'1DF[-Lr,. Ll.] 
PtUUT-SiTES 
IF PIZl>f:t'I.E $ USEO 
Tifel fi'TE-P~ 
- ArliAIT-SITEl 
.t. IF îi'tt Rte AU.D.DY €Xt~T 
~ QtJE:Sn'OII-PltiAIT [-i. 11.1..~] 
HOOiFfCATio./ [d. '1-. 2.. If.] 
3. fCfJ.. AZDR<.é 2. AND J 
IF PIUlA'LE IS- USët> 
l'Rel IF TlfE1tE WélE noolR·-
- G4TIW,t (~ ttOl>CJL.ê 
• AGe:M'l" ~,i/~11'1S 
Pt../)AU: 
THDI $rtë_P/WF 
IF Site FILES ~ · éXlrr 
~ QtJ€STiôN _. P~.i,Jr 
110DiFfc.4ri'o,J . 
- réponses en provenance du terminal; 
CHAPITRE 6 
t___"(/1f'(/r.. __ ___, 
- fichier(s) des sites, s'ils existent dêja, (fs -
<noIIL..du_modêle>31/32/33}. 
1,.1,.~. Sorties 
- questions,messages et tableaux imprimes au 
terminal; 
- fichier(s) des sites. 
1,.1,.1,. Traitements 
- cfr.: schéma et code Pascal. 
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1,._i. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1.4.2.) 
_i, SITES - NIVEAU Q'ANALYSE ~._i.~.~ 
_i.~. SPECIFICATIONS 
cette 
la confection 
1·utilisateur 
les système 
explications 
procédure doit assurer la collecte des donnêes et 
d·un fichier pour le premier profil. Le travail de 
est assistê au maximum par le système, c·est-a-dire 
assure des contrôles et fournit des commentaires et 
a 1·utilisateur. 
Sl'ŒS 
-i. PI.Ei'A-U FI I.E. 
t. PUPA~ t:>iA-LoG 
J. CDLLéer Olt TA- l)N SÏTe 
~~ 
"'· cwse F11-e 
S': HAfœ Rt..é Pf!R.HIW e>J T 
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_!,].. DESCRIPTION 
.1,.l,.l, Entrées 
réponses en provenance du terminal. 
_1._1.~. Sorties 
fichier des sites, (fs - <nom__d\..l...Illodèle>31); 
questions et messages affichés au terminal. 
_1-._1._1. Traitements 
- cfr.: schéma et code Pascal. 
_!._!. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1 . 4.2.1.) 
~. CREATION - NIVEAU Q'ANALYSE ,l._1.~.,l.,l. 
~.,l. SPECIFICATIONS 
Des sous-classes de sites pouvant etre définies, et 
1 · utilisateur ne fournissant qu·une fois le nom de la classe, il 
est nécessaire de créer dynamiquement le nom des sous-classes 
afin qu · elles portent chacune un nom distinct. 
~-~- SCHEMA 
L--1NPOT 
œorr,'DN 
~ ,400 PIGÏT 'Tt> ,/Arl-fê 
CF a.ASS IF SU6-
G<..4SS C>EF,À/1.Tf'o,J 
---PIU)CESStÀIG-------
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~-~• DESCRIPTION 
~-~•.!• Entrées 
- pas d'entrées. 
~-~·Z· Sorties 
- pas de sorties. 
~-~-~- Traitements 
- cfr.: schéma et code Pascal. 
,2._!. CODE PASCAL CORRESPONDANT 
cfr.: progrannne SITES - (1.4.2.1.1.) 
§.. PRINT SITES - NIVEAU Q'ANALYSE J.._!,l..l., 
§..,!. SPECIFICATIONS 
En partant du -fichier des sites, la procédure imprime une 
liste des sites (voir chapitre 7 du manuel d'utilisation). 
,L. R)(lt1 ffE;() /rl/0 PftlÂIT 
l'fOOQ_. AJ/rfte 
.t. Pll.ÙJi uk'r #e'lrOQ?. 
J. WHiŒ A/fJT EDF OF ~i'Te 
~LE, 
J. ~- ~1"° UXDl.,O 
1. 2.. PtAiJT 1.,/w,; M; 
M.o7eo-et> ,·w { ~ 
4-i cr 
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§.•d• DESCRIPTION 
§..d.J.• Entrées 
fichier des sites, (fs - <noll\_du_modêle>31 ou 32 
ou 33). 
§.. d .1.. Sorties 
liste (tableau) :1MPrimée au terminal . 
.2.•d•d• Traitements 
- cfr.~ schéma et code Pascal. 
§..~. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (l.4.2.2.) 
2, SITE PROF - NIVEAU Q"ANALYSE 1.-~•1.•d• 
2,J.. SPECIFICATIONS 
Dans le cas où le(s) profil(s) 2 et/ou 3 est(sont) 
utilisè(s), seules les informations caractérisant les agents 
implantés sur le site peuvent changer. En reprenant les 
informations enregistrées pour le premier profil, les questions 
seront reposées uniquement pour les agents. 
2,1., SCHEMA 
L....-/,JPcJT 
SITE-~ < OiAt..OG> 
!. Plf..l)JT IMi&élC. OF PIWFÙ.L 
t. W/411.E a.tif' @F CF Si'Œ Fù .. E 
t . .J.. u-AD ~ ~ 
#,. C,. IF '0-faE Ït t.,J lt~DJr L.-..y-' 
~2.J a.u 2 
./,, J. A,,l( .ûON6at 
.t. Y. ,H~ ,~TVJSiT"r 
J . ..,~ FfLE ~11AU0JT 
'---- P~1A.IJ 
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2,1. , DESCRIPTION 
2,1,.J.. Entrées 
fichier des sites relatif au profil 1, (fs 
<nom._d~odêle>31). 
- réponses en provenance du terminal. 
2,1.,Z, Sorties 
questions et messages affichés au terminal; 
fichier(s) des sites relatif(s) au (-x) profil(s) 2 
et 3, (fs - <nom._d~odêle>32 et 33). 
2.1,.1,. Traitements 
- cfr.: schéma et code Pascal. 
2,.1, CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1.4.2.3 . ) 
~. MODIFICATION - NIVEAU Q. ANALYSE _J. . _1.z._1. 
~.,!. SPECIFICATIONS 
La procédure de modification permet de modifier le 
contenu du fichier des sites. Ainsi 1 · utilisateur peut changer 
son modèle de réseau sans devoir tout recommencer. Par 
modification nous entendons modification des attributs d · un 
enregistrement, insertion de un ou plusieurs enregistrements, la 
suppression d · un enregistrement et l ' impression du contenu du 
fichier pour faciliter les modifications. 
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~-1.• SCHEMA 
1 
IU'IM.11ED/.. 
~~ OF 
SiffS 
L--11/PdT 
~-d• DESCRIPTION 
~-d•.!• Entrées 
H(X)ÎFICA.Tt" 
1.. ii1iri1.J.,1i,A rrou s _ -t 
,l. ltJÎ'TiALiU.Tl'OA/.S _ ,t 
J. ~K 1,,/flAr Œ~ ~11,IT'! To 
DO: 
- Flil.J T- î i TE! r--1'-.... 
- 11o{)ÏFY [-i. 1/-_L.ll. i .] ~ 
- /N$8,,ï ['1. "· 1. Ci . i.J 
- Da.ETE ('-.Y .%.11.J.J 
- iR()(T . (-:1." . . Z.'l.'I,] 
"'· TEA..kt"IJA rio ,J 
CHAPITRE 6 
- fichier des sites relatif a un profil, (fis -
<no~du_modêle>3?); 
- rêponses en provenance du terminal; 
- fichiers intermédiaires des sites. 
~-d•1.• Sorties 
questions et messages affichées au terminal; 
- fichier intermêdiaires des sites 
- fichier des. sites mis a jour . 
~-d•d• Traitements 
- cfr.: schêma et code Pascal. 
~ . .f. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (l.4.2.4.) 
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2, MODIPY - NIVEAU R-ANALYSE 1-~-~-~-1, 
2,1, SPECIFICATIONS 
La procédure "modify" permet de modifier les attributs 
d·un enregistrement spécifié par le numéro de ligne de cet 
enregistrement dans le tableau des sites. La procédure affiche 
les différents. attributs de 1 · enregistrement et procède aux 
modifications souhaitées. Bien entendu, la procedure assure le 
contrôle de validité du numéro de ligne a modifier. 
2,~. SCHEMA 
--- INPdT 
2,.J, DESCRIPTION 
2,.J,1, Entrées 
l10l>iFY 
~- MK AkJl18U a= 'TIIE Liué 
To tfOOiA' h/0 A.EAO Mltlli 
t. (l)P( ao Ru. ''°'n, 1iJratH. 
Fit. IJP n,~E &PEDRED 
UA/€ --4.. 
S. ~ D ~ 108é HOOÎREJ) 
f#.  ÎF EXI~n·,1~ -rn01 
- DiSl'lA'f 90# ELE.hENT 
- 4~ i.AliCU éU:kEJJT 1r· Q 
T'o Se tt0Oi Fia, 
-tQo ANSIJEI. 
-~ ~Po.ir:,,.s&,, 
Ptl.et!SJUU 
- w~·-n; tec()LO ill/10 
1 J/11!Ut. ff U 
El-SE 
- Wli~ HE:!iS,-E 0-' ro 
TD.l'f i-' 4,_ 
L,__ /IIWŒSS(À/t: ______ .... L._ CUTPOT---~ 
- fichier des sites relatif a un profil, (fis -
<nOI1Ld1.L.modêle>3?); 
- réponses en provenance du terminal. 
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,.2.1,,1.. Sorties 
- fichier intermédiaire des sites, (fs2 - ). 
- questions et messages affichés au terminal. 
,.2.1,.1,. Traitements 
- cfr. : schéma et code Pascal. 
,.2 • .,1. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (l . 4.2.4 .1.) 
10 ~ INSERT - NIVEAU Q. ANALYSE 1 . .1.z • .,1.z. 
10.1. SPECIFICATIONS 
10 .z. 
La procédure permet d·inserrer une ou plusieurs lignes 
derrière la ligne spécifiée. La procédure copie le fichier 
jusqu·a la ligne (y comprise) dans un fichier intermédiaire 
( fs2). Elle fait appel a la procédure "sites" pour 1 · insertion . 
Il y a création d · un autre fichier intermédiaire (fs - fs3), qui 
a son tour sera copié et ensuite détruit. La procédure assure le 
contrôle de validité sur le numéro de ligne. 
SCHEMA 
fa/SQT 
!. "'-" uiJ6 IJtJl'f«,t. A-FT'EX 
Fll.E OF 14/Rte# i~Tl'otJ H~ TO 6€ 
sirts 11/tœ 
.t. CJ;f1t( ~ FILE tÂJTo ÙJTf:U1 • 
Flu; UP TI> THE tPEa'FlEO Q Lt'wE (IU:WDEO). 
3. CAlL SiTES n, ou:Aît" AN 
•rlltf;llTlt,N RI.E " . 
If. (.l:R'( TH1's r:it-E ,',Jro rH( 
1,11n.H FÙ.E . 
6". IF Uile ~Ut8R. CXJEJJl'f IW'fat,€J>/~ f 
élÎST" P(INT" ,,Q.îlt'-'C. '7U OF li7"'1 
L..,_ /A/Pt)T P~ÙJ6 L--c(.)TPr/T 
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10.d. DESCRIPTION 
10.d . .!• Entrées 
- fichier des sites relatif a un profil, (fis -
<nom._du.....modèle>3?}; 
fichier des insertions, (fs - fs3); 
- réponses en provenance du terminal. 
10.d-~• Sorties 
- questions et messages affichées au terminal; 
fichier· intermédiaire des sites, (fs2}; 
- fichier des insertions. 
10.d•d• Traitements 
- cfr.: schéma et code Pascal. 
10.~. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1.4.2.4.2.) 
11. DELETE - NIVEAU Q' ANALYSE ,!.~.~-~•d• 
.!.!,,!. SPECIFICATIONS 
La procédure "delete" détruit la ligne spécifiée par 
1·utilisateur. La recherche se faisant séquentiellement, il faut 
faire un contrôle sur le numéro de ligne a détruire. 
L--t,IP(JT 
i.· AS~ t.i#J€ WH8m ToBe; '6.ETEO 
'-tJO Ull!C 4AJ$W~ 
l. a#I ao Ft't.E t'uro <~A.'1 
r:;u UP TD "'6 J Plid@ u°A/E -1. 
1 . .t.EAD UXOI.D h.JD 00 llôf' Cl)fJy 
y. ÏF uilE OOQU'r E)(Jn' fltl,/r 
. ttt:U~GE 
L-,~~---------
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ll.~. DESCRIPTION 
1.1.~ . .J.. Entrées 
- fichier des sites relatif a un profil , (fis -
<nom_du_modêle>3?); 
- réponses en provenance du terminal. 
ll.~.z. Sorties 
- fichier intermédiaire des sites, (fs2); 
- · questions et messages affichés au terminal. 
1.1.~.~ - Traitements 
- cfr.: schéma et code Pascal. 
1.1. ~. CODE PASCAL CORRESPONDANT · 
cfr.: programme SITES - (.1.4.2.4.3.) 
li, CLOSING - NIVEAU ~-ANALYSE .J. .~.z .~.~. 
12 . .J.. SPECIFICATIONS 
Cette procédure est destinée a fermer les fichiers encore 
ouverts et de bien remettre les sites définis et modifiês dans le 
fichier des sites connu sous le nom externe · <nom_du_modêle>3? " . 
12 ,1., SCHEMA CUJStiJ6 
,t, U)P( l,CflniJOE~ CF r,~ 
'Frt.E jAITf) ilhUrre:DtïW.x 
Rî..e o,, r,res 
.t. <.D{)I( i,trE'->t€()(À(,Y Ft<..E 
OF sires /,m, Ru ôF 
,;~ 
'--- P~«; ---------
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12.~. DESCRIPTION 
12.~.~- Entrées 
- fichier des sites relatif a un profil, (fis -
<nODL..du......modèle>3?}; 
- fichier intermédiaire des sites, (fs2}. 
12.~.z. Sorties 
fichier intermédiaire des sites; 
fichier des sites relatif a un profil mis a jour. 
12.~.~- Traitements 
- cfr.: schema· et code Pascal. 
12.,1. CODE PASCAL CORRESPONDANT 
cfr. :. programme SITES - (1.4.2.4.4.) 
13. QUESTION PRINT - NIVEAU Ir ANALYSE ~.,1.z,.2, 
13.~. SPECIFICATIONS 
Dans le cas où le fichier des sites a deja ete introduit 
pour le profil concerné, la procédure permet une impression du 
contenu de ce fichier. 
13 • Z. SCHEMA 
- ~ 
t:__) 
L._ /N/:)(JT 
QIKSTI~ -~',Jr 
~ • IF CfT'E: Ft'Lé (ffWF,'Lé t) 
trl'STt°Nt; l"UEJI Z 
- .l 
- AS" 116 ~ IF #4t i.llo)rs 
Tb SŒ" THE ~~S ~ 
'THÇ frt.l)Fi LE. 
IF 'tt&&'-la i'S YEl' nif>' 
PUaJ,-~IT~ 
L--P'-'Xœ'c!G 
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13.~. DESCRIPTION 
13.~._!. Entrêes 
- fichier des sites, (fs - <noitLdu._modêle>3?}; 
- rêponses en provenance du terminal. 
13 . _1.. -6.. Sorties 
- question affichêe au terminal; 
liste des sites imprimêe au terminal. 
13.~.~. Traitements 
- cfr.: schêma et code Pascal. 
13.~ . CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (l.4.2.5.) 
14 .. TERMINATION - NIVEAU Q' ANALYSE _!.~ .~. 
14,.!, SPECIFICATIONS 
Le· rôle de cette partie est de mêmoriser le fait qu·on 
est passê par la collecte des donnêes "sites". Ceci est 
uniquement fait dans le cas d ' un premier enregistrement des 
donnêes ou d'une mise a jour des donnêes. 
14 . -6.. SCHEMA 
L.-1NPIJï ----l l-.-p~'1SJ°AK -------
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14.,I. DESCRIPTION 
14.,I.,!. Entrées 
- fichier de guidage, (f - <nom.....du_modèle>). 
14.,I,1., sorties 
- fichier de guidage mis a jour. 
14.,I.,I. Traitements 
- cfr.: schéma et code Pascal. 
14._½. CODE PASCAL CORRESPONDANT 
cfr.: programme SITES - (1.4.3.) 
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J,. MODULE~ LINK DEFINITION - NIVEAU Q'ANALYSE J,.~. 
J,.J,. SPECIFICATIONS 
Le module "link definition" propose tous les liens 
logiquement possibles entre classes de sites. L ' utilisateur 
sélectionnera et caractérisera les liens qu'il désire garder. Le 
module cree un fichier des liens (un fichier par profil utilisé) 
et il le rend permanent, ou accede au~ fichier.a existant. Le 
module permet de redéfinir complètement tous les liens. Cette 
définition repose sur le procédé de localisation des transactions 
expose dans le sales aid. 
J,. ~. SCHEMA 
L.._/,JPÙT 
J,.~. DESCRIPTION 
l.ilJI<. f>EFiNITio 
-i. ÎN ÏT1AC..ÎZATia.J [ i..S. ~. 1 
t. DATA C.OU.EC1'1°o,J [ i. 5 . .t..] 
3. TEt.HÎUATl'OlJ 
J, .~.J,. Entrées 
- fichier interface, (fg - ); 
fichier de guidage, (f - <nom_du_modèle>); 
- fichier des transactions, (ft - <nom_du_modèle>l); 
- fichier des agents, (fa - <nom_du_modèle>2); 
- fichier(s) des sites, (fs <no11Ldu_modèle>3l 
ou/et 32 ou/et 33); 
- réponses en provenance du terminal. 
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1. .]. .z_. Sorties 
- fichier de guidage; 
- fichiers des liens, (fl - <noitLdu_modèle>41 ou/et 
42 ou/et 43); 
- questions, messages et tableaux affichés au 
terminal. 
l_.].,]., Traitements 
- cfr.: schéma et code Pascal. 
1.,_1. CODE PASCAL CORRESPONDANT 
cfr.: progranune TRANSLOC - {1.5.) 
z_. INITIALIZATION 
z_.1_. SPECIFICATIONS 
La première tache est d'initialiser le module, c · est-
a-dire de lire les informations dites d ' interface. A partir de 
ces données, le système accède aux informations de guidage 
concernant le modèle de réseau sur lequel le progranune s·exécute.· 
Ces informations permettent de générer de façon automatique le 
nom des fichiers externes dans lesquels seront stocké les 
informations relatives aux liens. 
z_.z_. SCHEMA 
--- IA/Pt/T 
/A/tTùH .. i2AT1'ows 
1.. ~0 INTER..FACé IAJ~-
H.4T(OAJ 
t. ~ G,I.J/00AAI~ IA/FOllHA-• 
n·o,.; 
.a. i11ir11t1.i2E" VA-(.JA8W 
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l,l, DESCRIPTION 
l,l,.J.., Entrees 
l,l,l, sorties 
fichier interface, (fg 
fichier de guidage, (f 
pas de sorties. 
l•l•l• Traitements 
CHAPITRE 7 
) ; 
<nom_du_modèle>) , 
- cfr.: schéma et code Pascal. 
l,,1. CODE PASCAL CORRESPONDANT 
cfr.: progrannne TRANSLOC - (1.5.1.) 
l, DATA,_COLLECTION - NIVEAU 2 ' ANALYSE 1.-~•l• 
l,.J... SPECIFICATIONS 
A ce niveau le système connait le nom du modèle sur 
lequel il doit travailler, ainsi que les informations concernant 
l'avancement des travaux sur le modèle considère. 
La première tache du système est de voir si 1·utilisateur 
est deja passe par la dèfinition des liens, ou s'il a fait une 
modification dans les fichiers transactions, agents et / ou 
sites. Dans ce cas, il faut passer par la redéfinition des 
liens, ensuite le système affiche les resultats sous forme d'un 
tableau présente au chapitre 7 du manuel d ' utilisation. Il y a 
une définition des liens par profil utilisé. 
Si 1·utilisateur a deja entre des informations sur les 
liens et s ' il n·a fait aucune modification dans le fichier des 
transactions, des agents et des sites, on demande a 1·utilisateur 
s ' il veut ou ne veut pas avoir une impression du contenu des 
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Fit. 
fichiers (un par profil utilisé). Ensuite 1·utilisateur peut 
procéder a une redéfinition complète des liens. 
1,l., SCHEMA 
@ 
~lti1'Vr L- ~iA/G -------
1,1, DESCRIPTION 
1,1,.J:.. Entrées 
- fichier(s) des liens, (fl <noIIL.du_modêle>41 
ou/et 42 ou/et 43); 
- fichier des transactions, (ft <noIIL.du_modèle>l); 
- fichier des agents, (fa - <nom._du_modèle>2); 
- fichier(s) des sites, (fs <noIIL.du_rnodèle>31 
ou/et 32 ou/et 33); 
- réponses en provenance du terminal. 
1,1,1.• Sorties 
questions, messages et tableaux affichés au 
terminal; 
- fichiers des liens. 
1,1,1, Traitements 
- cfr.: schéma et code Pascal. 
1,.1, CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (1.5.2.) 
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1, TRANS LOC - NIVEAU Q'ANALYSE 1-~·Z·1· 
1•1• SPECIFICATIONS 
cette procédure fournira tous les liens logiquement 
possibles entre classes de sites. L'utilisateur sélectionne les 
liens qu ' il désire conserver et donne leurs caratéristiques. Son 
travail est assisté au maximum par le système, c · est-a-dire le 
système assure des contrôles et fournit des commentaires et 
explications a 1 · utilisateur. 
1,z. SCHEMA 
L-- /A/Pt/T '--- PIUJaJit)/~ ------- L--ourPur ----
~.~. DESCRIPTION 
1-~•1• Entrées 
- fichier des transactions, (ft - <nom._du_rnodèle>l); 
- fichier des agents, (fa - <nom._du_modèle>2); 
- fichier(s) des sites, (fs <nom._du_modèle>3l 
ou/et 32 ou/et 33); 
- réponses en provenance du terminal; 
- filaavx. 
1-~·Z· Sorties 
- questions et messages affiches au terminal; 
- fichier(s) des liens, (fl <nom._du_modèle>4l 
ou/et 42 ou/et 43); 
- fil.eaux. 
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~-~-~- Traitements 
- cfr.: schéma et code Pascal. 
~-~• CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (1.s.2 .1.) 
~- INITIATING SITES - NIVEAU Q. ANALYSE 1,~.z,1,1, 
~-1• SPECIFICATIONS 
Pour une ligne du tableau 
procédure va rechercher toutes les 
desquelles un agent peut initialiser le 
transaction et mémoriser ces sites dans 
des transactions, cette 
classes de sites a partir 
processus qui traite la 
une liste. 
~.z. SCHEMA 
L- (NPtJT 
~ -~· DESCRIPTION 
/NITflrTIWS- ~iTëS 
IF SéJJ&>{UG PIWCE1il OCFÙI· 
!?> tll Slî'F:S 
Tl&OJ H&nt>tti'ZE Tf#.IS fl"Té 
- lAITO A U'tï 
&l.Sé' '1EHO~.iZE la/TO A ~ï ,....,....__,__ 
- Tl4E" ~ TIIAT HAY ~ 
,u;n·.-.1e T"HE ~-
ICrtoAJ. . 
Hnt01tiZE 1AITo A 
U"T TH€ Si'Tl!l WHBŒ 
Y1'1:S 1,/;D,/T'S ME 
L.OCAî(l) 
L...-~tW------- 1.,..__ovr,,t/r,---
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.§. • .J. . .! . Entrées 
- fichier des transactions, (ft - <noll\_du_modèle>1); 
- fichier des agents, (fa - <noll\_du_modèle>2); 
- fichier(s) des sites, (fs <noll\_du_rnodèle>31 
ou/et 32 ou/et 33}; 
- fichier auxiliaire des transactions, (fileaux - ) . 
.§. • .J..~. Sorties 
pas de sorties . 
.§. • .J. • .J.. Traitements 
- cfr.: schéma et code Pascal . 
.§.._1. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (1.5.2.1.1.) 
~. RECEIVING SITES - NIVEAU Q.ANALYSE _! • .§..~._!.~. 
~ . .!, SPECIFICATIONS 
Pour une ligne du tableau des transactions, cette 
procédure va rechercher tous les sites a partir desquels un agent 
peut initialiser le processus qui reçoit le message et mémoriser 
ces sites dans une liste . 
.i_. ~. SCHEMA 
'---OUrt'~T--~ 
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§.. ~ . DESCRIPTION 
§.,1.,J., Entrées 
- fichier des transactions, (ft - <nollL.du_modéle>l); 
- fichier des agents, (fa - <nollL.du_modéle>2); 
- fichier(s) des sites, (fs <nOJlL.du_modéle>3l 
ou/et 32 ou/et 33); 
- fichier auxiliaire des transactions, (fileaux - ). 
§.,1.,1., Sorties 
- pas de sorties. 
§.,1.,1., Traitements 
- cfr.: schéma et code Pascal. 
§.._1. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (1.5.2.1.2.) 
2, PROPOSITION LINK - NIVEAU Q' ANALYSE J..~.z.J.,1., 
2-~• SPECIFICATIONS 
cette procédure va proposer le lien entre deux classes de 
sites, demander le mode de conununication, la proportion et le 
type de lien si nécessaire et enregistrer ces informations dans 
le fichier des liens. 
2,1., SCHEMA 
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1--- IAIPUi 
~PC&Î1IDA/-I.I Ali( 
~- IF IT (S TJŒ R~sr TIHE ôF 
TI4f: A-SSOCJ" TI'OAl((.J)f1fllw,t. 
TION} OF TIIC' nJ0 .S(Tn 
'T1f Pl AS" HDC>E 
- ,.~ PtU:JiR:,~ n'ôlJ 
.&. IF' t100E: 'I' 
t!!,_EN lfS~Tl'O.J <.-lco 
lll!/ ASIC UAII< 
'-f:AIEMTE' A 
tErôUO l4MO 
l#'ltW ttCOE: 'E1 
EL.SE A,$(. UNI( 
- IF HIODE • 1H1 
,, 
~ IF«IRJLTfOA/~180 
nfOl~T'EA 
~DLfC.0(0 
"'""' NOŒ 
1
r:' ez.Œ lF AalSIOC,TIÔa/~,too 
-'lfe}~TF:• 
-SIU»IOl.s:DW 
WiTUHCU 'If' 
IF 1Jt6 z. sira 
ME œn'AtCT 
O~t1e 'l.1 
3. IF OTlfEX. MESSME"~ SE -
T\/en, "t14 E .1 JIT'El 
TltOJ -i 
---P~JV~ ------- --()(JTf'(/7' ---
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2,~. DESCRIPTION 
2.~.1_. Entrèes 
- fichier auxiliaire, (fileaux - ); 
- fichier(s) des liens, (fl <noDL.du_modèle>41 
ou/et 42 ou/et43); 
- rèponses en provenance du terminal. 
2-~•.f.• Sorties 
- fichier des liens ; 
- questions et messages affichès au terminal. 
2-~-~ - Traitements 
- cfr.: schèma et code Pascal. 
2,~ . CODE PASCAL CORRESPONDANT 
cfr.: progranune TRANSLOC - (l,5.2.1.3.) 
~- PRINT TRANS LOC - NIVEAU Q. ANALYSE .J.-~•.f.•.f.• 
~.1_. SPECIFICATIONS 
En partant du fichier des liens, la procèdure imprime la 
liste de ces liens. Le lecteur intèressè trouvera un exemple de 
cette liste au chapitre 7 du manuel d·utilisation. 
~ . .f.. SCHEMA 
i. f>t.t#JT' UST H~t:a 
t. wH(tE l.l(JT' t11F OF U°AIK Ft't.é 
Tttt,,, 
t. i. ~,40 µ;a)IU:) 
L.t. Pi,ÙJi t.t'wC O#JTO 
rar,1'1,Jftt., 
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~-1 • DESCRIPTION 
~-1,.J.., Entrêes 
- fichier des liens, (fl - <no1tLdu_modêle>4?). 
- tableau affichê au terminal. 
~-l•l• Traitements 
- cfr.: schêma et code Pascal. 
~._1. CODE PASCAL CORRESPONDANT 
cfr. : programme TRANSLOC - (1.5.2.2.) 
~. HANDLING - NIVEAU Q' ANALYSE .J.. .~.z,l, 
~ . .J... SPECIFICATIONS 
cette procêdure assure la collecte des liens sêlectionnès 
par 1 · utilisateur, les imprime et lui donne la possibilité de 
redêfinir tous les liens qui viennent d'être dêfinis. 
'---- IIJP(}T 
IH»/Oc..iAJG 
! . 'TiUWSL.OC [-t . 5" . .t. -i.J 
t. AtùlT-TUNS-t..CC [f.f:t . .t.] 
l UDEFiW€ 
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~.~. DESCRIPTION 
~-~.J,.. Entrêes 
- fichier des transactions, (ft - <noitLdu_modêle>l); 
- fichier des agents, (fa - <noitLdu_modêle>2); 
- fichier(s) des sites, (fs <nOitLdu_modêle>3l 
ou/et 32 ou/et 33); 
- rêponses en provenance du terminal. 
~ -~-~- sorties 
- fichiers des liens; 
questions et messages affichês au terminal. 
~-~-~- Traitements 
- cfr.: schêma et code Pascal. 
~ . .f. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (l.5.2.3.) 
10. PRINT - NIVEAU 12· ANALYSE J,.,.§_.~ • .f. 
10.J,.. SPECIFICATIONS 
La procêdure demande a 1·utilisateur s ' il veut ou ne veut 
pas avoir une impression des liens qu ' il a dêfinis, pour le 
profil concernê, dans le cas où les liens ont dêja êtê dêfinis ou 
s'ils ont êtê redêfinis. 
-L . .+SI< iF li.sa. wAAITS TO St!é 
-n+ê U'Nl(S 0€Fblê0 FW. TI+é 
PIUJt:(t.E. 
~ . 1~ YE3 if!!:! ~i.Jr_1/tAtJS_L,bC 
L-- M,ouuivc -------
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lO.l. DESCRIPTION 
lO.J. . .J.. Entrêes 
- fichier(s) des liens, (fl - <nom_du_modêle>4l 
ou/et 42 ou/et 43); 
- rêponses en provenance du terminal. 
- questions, messages et listes des liens affichês 
au terminal. 
io.1.1. Traitements 
- cfr.: schêma et code Pascal. 
lO . .f. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (l.5.2.4.) 
H. REDEFINE - NIVEAU Q' ANALYSE .J..,2.1..,2. 
ll . .J.. SPECIFICATIONS 
Cette procêdure permet a 1·utilisateur de redêfinir les 
liens qui ont ete dêfinis pour le profil considère. 
ll • 1., SCHEMA 
et~EFt'tJF: 
d.. lt&K IF USOl. WltlvTS 10 
UoëF{#Jé 4u.. THe" u'NKS Q 0CFùJ€D A:)lt. TIUS Plf.DFt0L'-
t . IF '(ES 
1'l!:2J Tl!IWS_L.OC 
P(iA/ï. 
L-- Ptf.OC&Ir/A./G ______ __., 
- lOl -
OF 
1-iVl<S 
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11.~ . DESCRIPTION 
11.~.J:.. Entrees 
- fichier des transactions, (ft - <noI1Ldu_modêle>l); 
- fichier des agents, (fa - <noI1Ldu_modêle>2); 
- fichier(s) des sites, (fs <noI1Ldu_modêle>31 
ou/et 32 ou/et 33); 
- fichier(s) des liens, (fl <noI1Ldu_modêle>41 
ou/et 42 ou/et 43); 
- repenses en provenance du terminal. 
11.~._g_. sorties 
- fichier des liens; 
- questions liste et messages affichés au 
terminal. 
11.~.~. Traitements 
- cfr.: schéma et code Pascal. 
lJ.._1. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (1.5.2,5.) 
12. TERMINATION -NIVEAU .Q ' ANALYSE J:.,2.~. 
12.J,.. SPECIFICATIONS 
Le rôle de cette procédure est de mémoriser le fait qu · on 
est passé par la definition des liens. ceci est uniquement fait 
dans le cas d ' un premier enregistrement des liens, ou d ' une mise 
a jour des donnees. 
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l2 ,.f.. SCHEMA 
l2.~. DESCRIPTION 
l2.~._l. Entrées 
ïeRA'I iA11t-T10AJ 
IF Ft~rr L.J°NI< Da!Vi Tlo,J 
o, H0D{Ft'c.AT(OV CF p;+7R 
rHt,JJ UPDATë BU/0/lrWCI!, 
RU 
'--- /1~/VC ______ __, 
CHAPITRE 7 
- fichier de guidage, (f - <nODLdu_modèle>). 
l2 .~ . .f.. Sorties 
- fichier de guidage. 
l2.~.~- Traitements 
- cfr.: schéma et code Pascal. 
l2._i. CODE PASCAL CORRESPONDANT 
cfr.: programme TRANSLOC - (l.5,3.) 
- l03 -
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.1, MODULE §. COMPUTATIONS - NIVEAU Q'ANALYSE .1,§. . 
_1._1. SPECIFICATIONS 
Le module "computations" doit effectuer les calculs 
prevus par le sales aid pour arriver a dimensionner les liens du 
reseau primaire et a evaluer la charge CPU des datanets 
implantes. Le module se base sur les données utilisateurs 
collectees pendant 1·execution des modules prêcêdants. Un 
certain nombre d'informations complémentaires sont saisies. Ce 
module, après avoir terminé les calculs, imprime les résultats au 
terminal . 
.1, ~. SCHEMA 
IA/(),U,(/'J/' 
r1u~ 
'f'lè.e-~ OF 
HOOéL 
L--/A/PUT 
_l.~. DESCRIPTION 
~HPUTA TiOAIS 
4. ÏNÎTi°ALÎZ.A110A/S 
c~.,. -t.J 
t. l0/1PuTiAJ, - 6C#éDUlé, 
[-1.,. t.J 
<Di4LOG> 
< ~lll.T5 LJNK~> 
< ~""ICIL rr 0-4M-
~E1"'> 
_1.~._1. Entrées 
- fichier interface, (fg - ); 
- fichier de guidage, (f - <noIILdu_modèle>); 
- fichier des transactions, (ft - <nom_du_modèle>l); 
fichier des agents, (fa - <noIILdu_modéle>2); 
- fichier(s) des sites (un par profil), (fs 
<noIILdu_modéle>3?); 
fichier(s) des liens id ) , 
<nOIILdu_modèle>4?); 
- fichier des datanets, ( filedn - ) ; ~ -
( fl 
- fichier auxiliaire des transactions, (fileaux - ); 
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- fichier des activités des classes, (fileact - ); 
- fichier de calcul, (filecal - ); 
- fichier(s) du trafic intersite, (fileint;fileint2 
- ); 
réponses en provenance du terminal. 
,l • .J..i. Sorties 
- questions, messages et résultats imprimés au 
terminal. 
,l • .â_ • .â_. Traitements 
- cfr.: schéma et code Pascal. 
,l._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.) 
Z, INITIALIZATIONS - NIVEAU Q'ANALYSE ,l.~.,l. 
~.,l. SPECIFICATIONS 
Cette partie accède aux informations contenues dans le 
fichier interface. A partir de ces informations elle accède aux 
informations relatives a 1 · avancement des travaux sur le modèle 
en question. cette partie prépare 1 · accès aux fichiers qui 
constituent ce modèle et elle initialise des variables de 
travail. 
i.i. SCHEMA 
i. ~o furrv:,,..œ '"~~-
ilb.v 
1.. PW4U ~ ro Ftè.a 
0 ~ rf/€ AJéT~K. I-WP€l. 
J. lteD G<J1°ôWa IA/F()IU11t Ti~ 
If. (N ,TT~LÎ l.é t.4a«"6W 
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Z,1, DESCRIPTION 
Z,1,_!, Entrées 
- fichier de guidage, (f <nom_du_modêle>); 
fichier interface, (fg - ). 
Z,1,Z, Sorties 
- pas de sorties. 
Z,1,1, Traitements 
- cfr.: schéma et code Pascal. 
Z,1, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1,6.1.) 
~. COMPUTING SCHEDULE - NIVEAU ~-ANALYSE _!.~.z. 
1,_!. SPECIFICATIONS 
comme son nom l ' indique, cette partie assure 
1·ordonnancement des calculs a faire. Les calculs a effectuer 
par profil utilise sont évaluer 1 · activité des différentes 
classes de sites, compléter la localisation des transactions, 
évaluer le trafic intersite et effectuer les calculs de 
dimmensionnement proprement dits. 
1 ,Z, SCHEMA 
POl PltOFt"l.é VSéD (-.~'t.C 
H-Af/Ot../AI&' [ü.J.6J) 
i . .WJIISr R>a1S 
t . AC.CEZ TO F1<.e 
z. CJJttPIJTr eurrs..ACTTvirr [-H . l. i] 
~ If· COHPf)TC T(MJSICTf1'1-l.OCA1t'olJ 
"f-: -1., . ~ [-t.,.z. .. c:J 
5: conPure ,urasiŒ litAffl<'." 
c-,.,.z. .3J 
(j. CCNPvT~ ,ltn,l()IU(. siZiAI~ [t.,.z. . yJ 
L-- IAIPI/T ___J L-- P,WCWtA.C ---------1 L-- Of/7Pf/T __J 
' 
DOSSIER DE PROGRAMMATION 
1,1, DESCRIPTION 
1,1,1., Entrées 
cfr.: niveau d'analyse 1.6.1. sauf 
interface et guide. 
1,1,Z, Sorties 
cfr.: niveau d'analyse 1.6.1. 
1,1,1, Traitements 
- cfr.: schéma et code Pascal. 
1,.f. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.) 
.f, CLASS ACTIVITY - NIVEAU Q'ANALYSE J..~.z.J. . 
.f,J,. SPECIFICATIONS 
CHAPITRE 8 
fichiers 
Le but de cette partie est d'évaluer 1·activite de chaque 
classe de sites en nombre de transactions initialisées par heure. 
Les résultats sont donnes par type de transactions et sont 
stockes dans un fichier. Par site nous allons déterminer les 
agents présents. cette information nous permet d'évaluer par 
agent et transaction le nombre moyen de transactions 
initialisées, si on fait la somme pour tous les agents pour un 
type de transactions on obtient 1·activitè de la classe pour ce 
type de transactions. 
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.1, Z. SCHEMA 
ClM:r -AC'Tt' fi TY 
-!. ~cuss ,o R·œs o~ 
-sin:-r ((.) 
-ArC:rtviTY Cw) 
.1,. P~ cuss or: ,rœc oeret-
HiAIE 
TU€' M30lrS P'USE).Jr 
00 Cl>l1C>IJT'ATi~ oç 
AC-n·v,'r'f 
C-L,.,.-t.~.J 
CHAPITRE 8 
L--tAJPdT ___ _., L-- M.()Œ,SiAIG ------~' L--~urPc/T __J 
_1.~. DESCRIPTION 
_1.~.J.. Entrées 
- fichier des sites, (fs - <noI1LdU.JllOdèle>3?); 
- fichier des agents, (fa - <noI1LdU.JllOdèle>2). 
_1.~.z. Sorties 
fichier des activités, (fileact - ) . 
.1-~-~- Traitements 
- cfr.: schéma et code Pascal . 
.1,.1, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.1.) 
,2. COMPUTE - NIVEAU !2° ANALYSE ,l.§..i.,1.,1. 
~ -
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,2,1, SPECIFICATIONS 
Pour chaque classe de site, déterminer la liste des 
agents présents et déterminer ainsi les transactions 
déterminer initialisées. Pour chaque type de transactions 
1 · activité de la classe et mémoriser ce résultat dans 
( des activités). ( Cfr. : sales aid). 
,2,i., SCHEMA 
C.OMPIIT€ 
d. . 'l'Oe. Li.ST ()I! ~ 
Ga/éAATe LlST OF 
mAIVt:ACrt'OAIC 
t. R\(l éACU TRANSACTiOW IN 
UST a TIUWSI.C:rtw~ 
~ÂIE°RA-TE' THE (.f)U.d-
FolJOiA/8 N:n'IIÎ tY 
ur:.cu:, 
un fichier 
--- OUT'P(J T ---J 
.2.•l• DESCRIPTION 
2,1,.!, Entrées 
- fichier des agents, (fa - <noI1Ldu_modèle>2). 
,2,l,i., Sorties 
- fichier des activités, (fileact - ) . 
.2,l,l, Traitements 
- cfr.: schéma et code Pascal. 
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~._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2 . l . l. ) 
~- TRANS LOC - NIVEAU Q' ANALYSE 1-~•1•1• 
~-1• SPECIFICATIONS 
Le but de cette partie est de compléter les informations 
collectées lors de la localisation des transactions (cfr. : 
chapitre 7). Le fichier des localisations des transactions est 
lu sèquentiellement et a l ' aide du fichier des activités des 
classes cette partie confectionne un fichier parallèle a celui 
des localisations et contient les informations relatives au 
nombre de lettres, au nombre de fragments ou paquets (X25 prive 
ou public) par message, au nombre total de fragments ou paquets 
et au volume total de caractères. 
~-1• SCHEMA 
L--1AJP(IT 
iflA,N~ 
i. OPSI/ R
0
LE"S 
t. tÏli'Ti'4LiZATt'OAIS 
3. WHÎLE wor B)Ç br îR.AtlSICTt'ôtJ 
LCClfTl°CN 'FiU: 
Q..A 80(.4 rE t.e:iJ,U, OF 
n!AA/S~L : 
-t.JiJI<. 
- Ct.Ms-ACT,'v'irr 
- N69(. f>F ll11EX,S 
Il LINI( Ç' . 
" Tfû4Fft"c 
- Va.JIN€ OF ~ 
w t4'1ë "«OU> 
- llO -
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§,1 , DESCRIPTION 
§ ,1,.l , Entrées 
- fichier des localisations des transactions , (fl -
<norn_du_modéle>4?); 
- fichier des activits, (fileact - ). 
§,l,Z, Sorties 
- fichier des calculs des transactions , (filecal 
) . 
§,l,l, Traitements 
- cfr.: schéma et code Pascal. 
§.~ . CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.2.) 
2, CALCUL O - NIVEAU Q' ANALYSE ,!.§ ,Z,Z,.l, 
2 ,,!. SPECIFICATIONS 
cette procédure a pour but d ' évaluer le nombre de 
fragments point-a-point nécessaires pour transmettre les messages 
entre les "senders" et "receivers". L ' utilisateur choisit la 
longueur des fragments en caractères. En connaissant le nombre 
de lettres transitant de l ' émetteur vers le récepteur on calcule 
le nombre de fragments ainsi que le volume de caractères. 
L-111~T 
1.. IF ACA(;.,tz.e: tJWt<,J()r,J,J ~k' 
IF 'IAUJE = ~000 (OU,4111. T) 
oc. ~ivfJJ a .,.. 1/Ul!. 
t . DETEMi{AIE 4/~i. OF fWM' - Q 
f1EVT.r ltéJOL Tt'w~ Rtl)l-f 
T(Af'F('c 
3 . ~f1(N6 V~î1UlfffC C·U.4:-tha-
L...=.:...- Ptce,aliAJ(; ______ _. t...._ ()VT/lf/T --l 
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l•d• DESCRIPTION 
1,d,1.• Entrées 
- entrées manuelles au terminal. 
l•d•Z· Sorties 
- pas de sorties. 
1•d•d• Traitements 
- cfr.: schéma et code Pascal. 
1 . .f. CODE PASCAL CORRESPONDANT 
cfr.: progrannne COMPUTAT - (1.6.2.2.1.) 
~- CALCUL z - NIVEAU 2 ' ANALYSE 1..~.z-z,1..1.. 
i-1.• SPECIFICATIONS 
Cette partie a pour but d'évaluer le volume de caractères 
transmis ainsi que le nombre de paquets ou de fragments. 
~.z. SCHEMA 
CM.CUL-'Z. 
i. CCf'tPtJTE V0t.Ul1é' OF 
a.~Tël!,S 
t. C.011PùTé AIIJH6EJt 0• 
~'1E"M3' ()'- A4-a:'.E7! 
T(./WSHiTTro 
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~-d• DESCRIPTION 
~-d·.l· Entrées 
- pas d'entrées. 
~-d•Z· sorties 
- pas de sorties. 
~-d•d· Traitements 
- cfr.: schéma et code Pascal. 
~ ,.i. CODE PASCAL CORRESPONDANT 
cfr.: progranune COMPUTAT - (l.6.2.2.1.1.) 
~. CALCUL,_R - NIVEAU Q'ANALYSE ,l.~.z.z,z, 
~.,!. SPECIFICATIONS 
Cette procédure a pour but d ' évaluer le nombre de paquets 
X25 prive nécessaires pour transmettre les messages entre 
émetteur et récepteur. L ' utilisateur choisit la longueur des 
paquets en caractères. En connaissant le nombre de lettres, on 
calcule le nombre de paquets ainsi que le volume de caractères. 
~.z. SCHEMA 
- 113 -
DOSSIER DE PROGRAMMATION CHAPITRE 8 
2,~. DESCRIPTION 
2.~._!. Entrées 
- entrées manuelles au terminal. 
2•~•.f.• Sorties 
- pas de sorties. 
2.~.~- Traitements 
- cfr.: schéma et code Pascal. 
2,.f, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.2.2.) 
10. CALCUL U - NIVEAU ~-ANALYSE .!-~•.f.•.f.•~· 
10._!. SPECIFICATIONS 
Cette procédure a pour but d'évaluer le nombre de paquets 
X25 public nécessaires aux transmissions des messages entre 
émetteur et récepteur. L'utilisateur choisit la longueur des 
paquets. La partie évalue aussi le volume de caractères 
transmis. 
10 . .f.. SCHEMA 
cJ 
. :rPfta.lET ( PUBLIC) Wl'TU 1/A/K.NIWN 
Ml( (ç: 'IAW~: -Ili (Of:MJLT) 
0~ 6in:,J 6Y IJSQ. . 
.(,, PëTëR,tflÀ/é A/C/'1~ Of Pt'iC"-éT!" 
Pell.. H~é ~U.-IJ'/.IK) 
l . IIOUJHé OF C44AL 
Tl>nw.. A/60l, or: PltCltETS ~ -
l__ f//P(IT __ __. L-- P~Af{; ________ ....,. L--ovTPr.lr -----J 
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10.~. DESCRIPTION 
10.~ . .J,.. Entrees 
- entrees manuelles au terminal. 
10.~.~. Sorties 
- pas de sorties. 
10.~.~. Traitements 
- cfr.: schéma et code Pascal. 
10,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.2.3.) 
11. SPACINGS - NIVEAU Q'ANALYSE .J,_.~.~.~._1. 
11 . .J,_ . SPECIFICATIONS 
cette partie met a zero les valeurs suivantes : 
nombre de paquets ou de fragments par message 
11.~. SCHEMA 
- nombre total de paquets ou de fragments 
volume de caractères transmis. 
~PACiAIGS 
i. . .-.c« OF "UM<S-Pa. Mm 
:: 0 
1,. TOTO<. Nt.êl(. 0~ hUAIIC.S~= O 
l . 1/0UJHé Ol= CJ4A,(::. 0 
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11,d, DESCRIPTION 
11,d,l• Entrees 
- pas d ' entrèes. 
11,d,Z• Sorties 
- pas de sorties. 
11.d•d• Traitements 
- cfr.: schèma et code Pascal. 
11 ,.1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l,6.2.2.4.) 
12. INTER.,_SITE - NIVEAU Q'ANALYSE .J,..~.Z-d· 
12 . .J,.. SPECIFICATIONS 
Cette partie a pour but d·evaluer le trafic entre classes 
de sites. Les résultats sont présentes par mode de communication 
et par nature du lien choisi entre deux classes de sites 
communiquant. cette partie doit donc déterminer toutes les 
paires de classes de sitescommuniquant pour un mode et un type de 
liens et déterminer le trafic total pour chaque paire trouvée. 
12.~. SCHEMA 
fi'U OF 
i~i'Té 
L-- /,JPtJT 
1.. El>~A TC Li.ST OF Cl)(Jf'U;:! 
OJ: CCHHUAll'cA Tl'A/ ~ S{TE'S 
c~.,. ~.1. 4J 
t. fb~ ~ c.ouPt.E ASSfXIATt"1) 
io 1100E/u't.JI{ : AOO Wffi'C 
c~.,. 2.3.2.J 
l. fo(. O\CII c.ô(JP(.,€ CC'1PtJTe 
ieAFPt'C.~Tllêti.f [~U .?.l 
'---~i,/& ______ __, 
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12,1, DESCRIPTION 
12.1.J.. Entrêes 
- fichier des localisations des transactions, (fl 
<nol'l\__du_modêle>4?); 
fichier des calculs relatifs au fichier des 
locali~ations, (filecal - ); 
fichier intermêdiaire concernant le trafic 
intersite confectionnê dans cette partie, (fileint - ). 
12 . .J_.z_. sorties 
fichier intermêdiaire du trafic intersite, 
( fileint - ) ; 
- fichier complèt du trafic intersite, (fileint2 
) . 
12 . .J.,.J., Traitements 
- cfr.: schêma et code Pascal. 
12,_f, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.3,) 
13. TRAFFIC LIST - NIVEAU Q'ANALYSE J..~.z_ . .J_.J., 
13.J.. SPECIFICATIONS 
cette procêdure lit le fichier de la localisation des 
transactions et détermine tous les couples de classes de sites 
(èmetteur,rècepteur) par nature du lien et par mode de 
communication. Ces informations sont mises dans une liste qui 
servira plus loin comme plan de recherche d ' autres informations. 
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13.~. SCHEMA 
L... tllPCJT 
13.~. DESCRIPTION 
13.~._l. Entrées 
mAfFIC-LIST 
i. i"iTiAI.IZATIOAJS 
1,. kllfi~ JJOT a>F OF FÙ.l OF' 
Tt.AUSL.OC. 
l . i.. ~D W.OR..0 
.L • .t. IF HODE: <'>'I' 
Ttff\l 
~ ii:-(~E1Joa.Œœ-
va- 11oc.-1 .. iAJ") is 
~~D't' ÎAJ LIST. 
IF' iw l.îST Gon:> 2. 
IF ~ itJ L1ir f;lJ~C 
IAJfotlH ATiôlJ 1,m, 
L..î~T. 
3 . ù.oSE At...€ 
CHAPITRE 8 
______ __., t,__ OUTPUT __J 
- fichier des localisations des transactions, (fl -
<nom._du_modèle>4?) . 
13.~.~. Sorties 
- pas de sorties. 
13.~.~. Traitements 
- cfr.: schéma et code Pascal. 
13.,1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.3.1 .) 
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14. COMPUTE LIST - NIVEAU Q' ANALYSE ~-~-Z-1,Z, 
14.~. SPECIFICATIONS 
Cette procèdure prend comme base des traitements a 
effectuer la liste confectionnèe par la procèdure "traffic_list". 
Pour chaque couple (èmetteur,rècepteur) de la liste on va faire 
la somme des messages, la somme du volume de caractères et la 
somme des paquets ou fragments transitant de l'èmetteur vers le 
rècepteur. Les informations ainsi èlaborèes vont être mises dans 
un fichier intermèdiaire d'intersite. 
14.z. SCHEMA 
L--WPl/i 
14,1, DESCRIPTION 
14,1,~· Entreses 
CoHPuTé_UST" 
-i. ~~ tlllTll.SÎ'TE ALE 
t. 1t:4 E:1,CU ~u,,,E)JT IA/ UST 
DO: - IAti-riAL.i 1.ATlOAJ S 
- t,J"iLE. IJDT eoF Rt.ê 
0 I! r,AA/SUX! Fr u: 
1 S:: él.EHCVT i.J u ·s.r 
•CLO'fo.tr ~O 
n4 f:/1 $ IJ t1 L.ETTl:."" s 
- S'IJH PA~/ Ptt.& 
~neim' 
$()H 111:lC. • OF.Cllif~ Q 
_ (,CtA,f,SPOJDII/ C TO 
TI-4€'H00E 
CCHPIJT• S<.lk1}(U .. 3. t.i] H 
&'()HZ (i.,. .!. l. t] E 
.r-cJ'1J 
fi,.(. i,J7RfirE 
mAR=.~ 
_ w11.iTE 1Aln!U.Î'n 
,ie:OIJ) 
'---- l'~.OC&JSiw& ------..J L--CJU<Pr.lT 
- fichier des localisations des transactions, (fl 
<noil\_du_modèle>4?}; 
- fichier parallèle des calculs, (filecal - ). 
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14,_l,Z, Sorties 
- fichier intersite, (fileint - ), 
14._l,_l. Traitements 
- cfr.: schema et code Pascal. 
14.,1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1,6.2.3,2,) 
15, CALCULE - NIVEAU .Q.ANALYSE _l.§..z._1,z,1,. 
15.1,. SPECIFICATIONS 
cfr. : base theorique : calcul du trafic intersite en 
partant du trafic interclasse. 
15.z. DESCRIPTION 
15.z.,l. Entrêes 
- pas d·entrees. 
15.z,z, Sorties 
- pas de sorties. 
15.Z,.l, Traitements 
- cfr.: code Pascal. 
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15.,J. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.3.2.l . ) 
16. CALCUL H - NIVEAU Q' ANALYSE ~-~-~ . .J.~.~. 
16.~. SPECIFICATIONS 
cfr.: base théorique : calcul du trafic intersite en 
partant du trafic interclasses. 
16.~. DESCRIPTION 
16.~.~. Entrées 
- pas d ' entrées. 
16.~.~. Sorties 
- pas de sorties. 
16.~.,J. Traitements 
- cfr.: code Pascal. 
16.,J. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.3.2.2.) 
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l7 . SYNTHESIS - NIVEAU 2 · ANALYSE 1,2,i,l ,l, 
l7,1 , SPECIFICATIONS 
cette procédure part des informations du type 
"intersites" pour faire la synthèse du trafic intersite Le but 
principal est de sommer tous les messages, nombre de paquets ou 
fragments et caractères transitant entre deux sites sans 
distinguer le sens de ce transfert, ni le mode. Les informations 
ainsi élaborées sont mémorisées dans un fichier du type 
"intersite" . 
l7.i. SCHEMA 
Ftt.E 
OF 
,~;T~ 
'FIL€ÏfJ'T 
L...- tAJPuT 
l7,1, DESCRIPTION 
l7,1,1, Entrées 
SYNTUESIS 
-i. illîTiALÏ'Z.ATIONS 
.t,. w'lfiLE' NCT El>F FitEAIT 
.t. i. Q..EAO 1-ECDU> 
l. l, . Pa SDJDE/l. .!e.EŒiVEJl 
4&J D '-' Il I( 
SV 11 1-ETT!lZ,S 
SU H VOLcJ"1€ ~ C'4A.(.. 
SCJ t1 P-kl<.ETS /FU.'-· 
SUM LE'TTER.S-E 
.SUP1 ~U11€ _ f. 
WH t..E~Ets _ M 
~cJ,, VOUJME - H 
.t.3 t.1tiT'e A.Bi>({) 
Q 
'F/Lé 
-Ot: 
i~IT€ 
R(.911'Z 
-
l....-Ml)CEs51~~------........1 L---0(/7/l()T __J 
- fichier intermédiaire intersite, (fileint - ) . 
l7 . .â,,Z, sorties 
- fichier final intersite, ( fileint2 - ). 
~ -
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17,1,1, Traitements 
- cfr.: schéma et code Pascal. 
17.,i. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.3.3.) 
18. COMPUTE NET - NIVEAU .Q ' ANALYSE ,! . .§.,-6_,_f, 
18.,!. SPECIFICATIONS 
Cette partie assure deux types de calculs différents. 
Les calculs sont relatifs au dimensionnement de réseau. Le 
premier type de calculs concerne l ' évaluation des datanets, le 
deuxième type concerne le dimensionnment des liens du rèseau 
primaire. 
18 • .6.. SCHEMA 
·· .
.. 
··. 
·-.. 
18,1, DESCRIPTION 
~ MP<Jre- Al ET' 
1.. C\AT'A tJE'r _ Ev'Al.VAT1'ôlJ 
c~.~.2.i. . !J 
t. P12,tt1A,Z,I{_ ÜJJKSJ>IAWA-
Tïo,J 
C -:S. .,. z . 1.1. 2. J 
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18.]. . .J,.. Entrées 
fichier des sites, (fs - <no11Ldu_modèle>3?); 
- fichier intersite, (fileint2 - ); 
fichier des datanets, (filedn - ); 
réponses en provenance du terminal. 
18 ._â.._g_. Sorties 
fichier des datanets; 
résultats affichés au terminal. 
18.]..].. Traitements 
- cfr.: schéma et code Pascal. 
18.~. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.) 
19. DATANET EVALUATION - NIVEAU Q.ANALYSE .J,..§._g_.~ • .J,_. 
19,.J,_, SPECIFICATIONS 
cette partie a pour but d·évaluer la charge CPU des 
datanets du réseau. La première tache de la procédure est de 
crèer un fichier reprenant tous les sites où il y a un ou 
plusieurs datanets. En partant de ce fichier la procédure crèe 
une liste de ces sites où chaque élément de la liste mémorisera 
les informations fournies par 1·utilisateur pour qu·il ne soit 
plus obligé de les entrer si plusieurs profils sont utilisés. 
Donc par site lu dans le fichier, on le met dans la liste, on 
évalue la charge du datanet situé a ce site pour le réseau 
primaire, pour le réseau secondaire et pour la connexion du 
datanet a 1·ordinateur hôte Après le traitement, la procédure 
déclenche 1·impression des résultats. 
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19.~. SCHEMA 
o,: 
s;iré'S 
11/n!t,,iTF Z. 
-~rr 
r~ACno s 
-OATAIJeT'S 
19.~. DESCRIPTION 
DA T4NET-E fAI..IIATi'O 
1. CL.EUE r;1tm,wrr Ftl.€ 
t. ÎNiT•A-t.i-Z..ÂTIOVS C:;1..,. Z.4.4. L . 
4. lll"il.é. M>r t:.OF ~ O,.TAA/f:T Do 
3. ~- IA/ÎTi'A1-1·2.ATfO,J~ 
J. 1 . .e.€°AD o-(,4tJf;T_/U"GOtO 
l . l. IF' Peof:!4i..€ :r :1 TUel c<ëATE 
aJT~ ltJ t.t·.sr EL!E IF sire 
fJO'T' VET ,·Al UST c.<.e,4Të 
t;)IT,e,r 
3. If. ~AT'€ EAJTltY /Al OA-,-.,llër ,---J'---.... 1..,·sr ~
3S. IF P~Fi<.E = 1. 0~ i~ t./Oï 
P45'Et) P11ÜtJT T'iTLë FQ((. 
DATA CO<.Lécn·o-i 
J.lo. COhPUTE"-~iAHEr-P~Ù1A~V 
C i. ,. 2.. 14-. L. Z • 1 
).'1. COMPtJTE PAiANET_se:cw111u,y 
('i..,.1..1.1.-f. 3.J 
J. f. UlNPt.lfé OAT.lblEï-HCSr 
C' ~.é. '2.. "· -!. *· J 
3.9 . ~l"'-T li.ESUl.TS 
CHAPITRE 8 
- fichier des transactions, (ft - <nom_du_modèle>l); 
- fichier des agents, (fa - <nom_du_modèle>2); 
- fichier des sites, (fs - <noDL.du_modèle>3?); 
fichier des datanets (crèès dans cette partie), 
( filedn ) ; 
- fichier intersite, (fileint2 - ). 
19.~.~- Sorties 
fichier des datanets; 
- questions, messages et résultats affichès · au 
terminal. 
19.~.~- Traitements 
- cfr.: schèma et code Pascal. 
19._1, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.) 
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20. CREATE DATANET-FILE - NIVEAU Q' ANALYSE l,~.~-~-1,Q, 
20,l, SPECIFICATIONS 
Le rôle de cette procêdure est de crêer le fichier 
reprenant toutes les classes de sites où un datanet est localisê. 
L ' information de base est contenue dans le fichier intersite 
interrnêdiaire et un fichier des datanets sera crêê . 
20.~. SCHEMA 
L--/,IPtJT 
20,l, DESCRIPTION 
c.t.6"411:- OATAWET'- Flt.é 
-1.. i11iTiALiZ.ATiovs 
.t. R>L E"ACH t€CCJIU) tJ~ 
F{<-ë rr·c.é;AJr2. 
1 . ~- ~E'Aeeu (tDtODt) 
C-! ·" · l.. "· i. .O. -i.J 
i. t. SCAfUII ( '-€Q(Vefl) 
(-i..,. i.".:1.0.~.1 
3. Cllé A TE Ftt.& (c,t)P'f 
u·s r lWT"O FiLé DIIJ 
.__ __ <1U7PtJ r ___J 
20,1,l, Entrêes 
- fichier intersite intermêdiaire, (fileint - ); 
fichier des sites, (fs - <nom_du_modêle>3?). 
20.1.~. Sorties 
- fichier des datanets, (filedn - ), 
20.1.1. Traitements 
- cfr.: schêma et code Pascal. 
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20._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.0.) 
21. SEARCH - NIVEAU Q' ANALYSE ~.~.z._1.~.Q.~. 
21.~. SPECIFICATIONS 
A partir du nom d'une classe de sites on va voir 
datanet se trouve au niveau des sites de cette classe. 
la classe de sites est retenue, sinon le datanet est 
être prèsent. Il y a crèation d'une liste dont chaque 
reprend les nombres de paquets X25 privè et public et le 
de trames. 
21.Z, SCHEMA 
L,__ 1-vPrJT 
21.~. DESCRIPTION 
21.~.~- Entrées 
SéAUH 
~ INÎTt'tJl.iZATl(JA/S 
t. k/14ÎLE aJUl.éAJT P();wra!. 
NOT A/IL IWD NfJT FO<JAID 
ld.. IF SfTëA/Al'1E f" a/U.DIT, 
SÎTE TJ.IE)J J.11:,-yr Ç> 
c.u 'lfC'JT 
ëLSc Aoo 11,4wes 
Tl) a.EH CAi T OF u ·sT 
3. 1 F WU,- R>O"'O T'UE41 aEATt" 
11€\,I ELEHEAIT WHi~ 
Husr ~ il.Ji Ti A~i ZEO 
t/-. usa COHHùAl1"a>.TfOI# 
,SéPU.# - "" C ·:U •. t.. Il. i..O. i.. i.J 
1 
_____ _,, L-- ôO~dr 
- pas d · entrèes. 
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21.]..~. sorties 
- messages éventuels affichés au terminal. 
21.]..].. Traitements 
- cfr.: schéma et code Pascal. 
21._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.0.1.) 
22. SEARCH ON - NIVEAU Q'ANALYSE ~-~-~._1.~.Q.~.~. 
ll,~. SPECIFICATIONS 
Comme on ne peut effectuer des calculs que pour les 
datanets, le programme assure a chaque site la présence a·un 
datanet et le signale a 1·utilisateur. 
22.~. SCHEMA 
S€A~-OAI (!tt.l.4,;tl~} 
'i. i11iïiAu 2/ftTIOAIS 
t. wt+,'i.E IJOT' t;11,= OF ALE ôf: 
SiïéS 41/D Alur FOV1'D 
(.,{. ,u;A-0 
t-.1.. ÎF S ÎTOJlrtnE: R>ûfJO 
St']; ir: D4T'~NIT 
l. 1F AJO C>AiA-,Jër Ar slré 
4SS<JHC.. ONE 
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22,d, DESCRIPTION 
22,d,J:., Entrêes 
- fichier des sites, (fs - <nom_du_modêle>3?). 
22,d,Z• Sorties 
- messages affichês au terminal. 
22.d·d• Traitements 
- cfr.: schêma et code Pascal. 
22._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.0.1.1.) 
il, SEARCH_HOST - NIVEAU Q.ANALYSE J,..~.z._1.J,..J:.. 
ll,J:.. SPECIFICATIONS 
Cette procêdure vêrifie si un composant du type "hôte" 
est prêsent a un certain site. 
23,Z, SCHEMA 
~/A/PUT 
SER-~-lloST 
~. ÏAJÏT'IA,LÏ'Z.ATl°()Af~ 
t. ~llitE AJIJT EDF Ff°Œ ô~ 
Si TES h/0 I.IOT 
û'"l-O KCOR-D S 
IF ~/TE c SirE ,S1Jé'S7t0 
'T!!§_AJ C/)11 Ptf<él! COhPOl/éJJ T 
n, «-QcJëHëO #OST 
IF UOST e CLJHPOIJEl,JT 
~ SQIO BAôé' 1/AUlé ~ _ 
L-,__ Plt,()~1""-------- 1,__ ()(Jrpvr ---' 
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23.~. DESCRIPTION 
23.~ . .J.. Entrées 
- fichier des sites, (fs - <nor:tLdu_modèle>3?). 
23.~._g_. sorties 
- pas de sorties. 
23.~.~. Traitements 
- cfr.: schéma et code Pascal. 
23._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.1.) 
24. DATANET PRIMARY - NIVEAU Q. ANALYSE ,J..~._g_._1._J.._g_. 
24.~. SPECIFICATIONS 
Cette procédure évalue la charge CPU du datanet résultant 
des transmissions se faisant a travers le réseau primaire. cette 
procédure collecte 1·information relative aux services fournis 
par le datanet. 
2 4 • l.. SCHEMA 
cJ 
L-- IA/Pv-r 
i. ~,< AIIJMUJZ. OF t-11/Cf 
c.o,n., tcrro TO r;,,. 71u1cr 
t . c.ol/Tle.l)t, ~C!t"LÎTY Af.10 
~ S'étéCT MO"El.. 
'---v"° $. IF ,JOrVFraJTët.EO ASK 
<:.o,JmDt., LEVEL OF ~véT 
4. C.01'1 Pli Të - C:W - ,.-Z é 
c~ .c. . 2.'-'. ~- 2 . ~.J 
L..::::~ù,~ -------
- 130 -
-c.....,_ -L--oorPur ___ _. 
DOSSIER DE PROGRAMMATION CHAPITRE 8 
24.~. DESCRIPTION 
24.~ . .J... Entrées 
- réponses en provenance du terminal. 
24.~.z. sorties 
- questions affichées au terminal. 
24.~.~. Traitements 
- cfr.: schéma et code Pascal. 
24.,!. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.2.) 
25. COMPUTE DN SIZE - NIVEAU Q' ANALYSE ,l.~.z.~ . .J...Z,.l, 
25 . .J... SPECIFICATIONS 
cette procédure évalue la charge CPU du datanet résultant 
des transmissions se faisant a travers le réseau primaire, 
c · est-a-dire la charge CPU résultant du traitement des paquets 
X25 public ou privé et/ ou des fragments. 
2 5 • Z. SCHEMA 
'--t~PfJT 
d.. COHP()TE CPtJ it'Hé Fel( 
PtJ&JC )( ZG mAffiC 
.t . a:»tPdTE' c,ptJ TiHE R:>ll 
fllAVAT'é XU "nU'fflC 
3 . CDltPuTé CAJ TT"uë R>~ 
P0INT-TO-Poi>JT rrtMr,c 
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25,1, DESCRIPTION 
25,1,J., Entrées 
- pas d·entrées. 
2s.1.z_. Sorties 
- pas de sorties. 
2s.1.1. Traitements 
- cfr.: schéma et code Pascal. 
25,.f. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.2.1.) 
26. DATANET SECONDARY - NIVEAU Q.ANALYSE J..~.z_.~.J.-1, 
26.J.. SPECIFICATIONS 
cette procédure évalue la charge CPU du datanet résultant 
du traitement des transactions initialisées dans le réseau 
secondaire. Selon le type des protocoles utilisés elle évalue 
cette charge. Il y a un contrôle de dépassement de la capacité 
du CPU. 
26 .z_. SCHEMA 
~. ÏNi TIA-LÎZA 7t()AIS 
.t. (,J)l'1Pt}T& NU H!lS-4~C'S 
fa. Sire 
J. IF 5€0/DM/r AJETW()~K 
™61 
-l.1. Dffi-W.HiAJ~ &JFFOlSÏ2.E. 
3. 2.. 1'\'.>4. ~ PIWC,ECX)4 
VU"[) 
-CJ)Hf't/TE CP(/ LfJl+D 
L--- PtfUJléJSlVt: ------...1 
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26,1, DESCRIPTION 
26,1,J,, Entrées 
- fichier des transactions, (ft - <norn._d1.Lmodèle>1); 
- fichier des agents, (fa - <norn._du_modèle>2); 
- fichier des sites, (fs - <norn._du_modèle>3?); 
- réponses en provenance du terminal. 
26 ,l,.l, Sorties 
- messages affichés au terminal. 
26,1,l, Traitements 
- cfr.: schéma et code Pascal. 
26.,1. CODE PASCAL CORRESPONDANT 
cfr.: prgramme COMPUTAT - (1.6.2.4.1 . 3.) 
27. CALCUL NBR_MESS - NIVEAU .Q'ANALYSE J,.§.,l. ,.f,J,,l,J,, 
27.J,. SPECIFICATIONS 
Cette procédure évalue pour un site donné 1e nombre de 
messages initialisés dans son réseau secondaire et la longueur 
moyenne de ces messages. 
27,l., SCHEMA 
'ffl.ê 
ôF 
-Si TE:~ 
- A~(WT$ 
-T~Slta 
!.. i,Ji;1JU.iZAT1·ôAJS 
.t. ce€ATF F<LE ~ AGé.?JTS 
Pt.éSElJT' ON 'i,~ p J. ~ALVATE' 
Alfll?~ CF MEI.SA~~ 
AAIO 
110N L.EAIGTU ~ __ 
L-- /NPVT ---1 L--f~i.v6' -------1 . L__ aJrl'dT ---l 
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27.~. DESCRIPTION 
27.~.J,.. Entrées 
- fichier des transactions, (ft - <noll\_du_modéle>l); 
- fichier des agents, (fa - <noll\_du_modéle>2); 
- fichier des sites, (fs - <noll\_du_modèle>3?). 
27 .~._g_. sorties 
- pas de sorties, 
27.~.~. Traitements 
- cfr.: schèma et code Pascal. 
27._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.4.1.3.l.) 
28.J,., SPECIFICATIONS 
cette procédure èvalue la charge CPU du datanet résultant 
des transmissions utilisant un protocole asynchrone. (Cfr.: 
sales aid). 
28.~. DESCRIPTION 
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28.z.1,_. Entrêes 
- rêponse en provenance du terminal. 
28.z.z. Sorties 
- question affichêe au terminal. 
20.z.~. Traitements 
- cfr.: code Pascal. 
28.~. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6 . 2.4.1.3.2.) 
29. COMP VIP - NIVEAU Q. ANALYSE 1,_.~.z.~.1,_.~.~; 
29.1,_. SPECIFICATIONS 
Cette procédure évalue la charge CPU du datanet résultant 
des transmissions utilisant le protocole VIP. (Cfr.: sales aid). 
29,z, DESCRIPTION 
29.z.1,_. Entrées 
- pas d·entrées . 
29.z,z. Sorties 
- pas de sorties. 
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29,Z,l, Traitements 
- cfr.: code Pascal. 
29,l, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.3.3.) 
30. COMP BSC2 - NIVEAU Q'ANALYSE ~-~·Z·1·~•l•1• 
30.~. SPECIFICATIONS 
Cette procédure évalue la charge CPU du datanet résultant 
des transmissions utilisant le protocole BSC 3270. (Cfr.: sales 
aid). 
30,Z, DESCRIPTION 
30.z.~. Entrées 
- pas d'entrées. 
30,Z,Z, Sorties 
- pas de sorties. 
30,Z,l, Traitements 
- cfr.: code Pascal. 
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30.~. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2,4.1.3.4.) 
31. COMP PAO - NIVEAU ~ - ANALYSE 1,~.z..~,1-~ -~. 
31,1, SPECIFICATIONS 
Cette procèdure èvalue la charge CPU du datanet rèsultant 
des transmissions utilisant le protocole PAO ( packet 
assembly/deassembly) . (Cfr.: sales aid). 
ll ,Z., DESCRIPTION 
31,Z.,1, Entrèes 
- pas d ' entrèes. 
31.z_.z_. Sorties 
- pas de sorties 
31.z_.~. Traitements 
- cfr.: code Pascal. 
31.~. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.3.5.) 
~ -
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32. COMP DCU - NIVEAU Q'ANALYSE 1-~•l•1•1•l •~· 
32.1. SPECIFICATIONS 
Cette procédure êvalue la charge CPU du datanet résultant 
des transmssions utilisant h protocole DCU. ( Cfr. : sales aid). 
ll,l , DESCRIPTION 
32,l,1, Entrées 
- pas d ' entrées. 
ll,z,z. Sorties 
- pas de sorties. 
32,l,1, Traitements 
- cfr.: code Pascal. 
32.1_. CODE PASCAL CORRESPONDANT 
cfr.: progranune COMPUTAT - (1.6.2.4 . 1.3.6 . ) 
ll, COMP RCI - NIVEAU Q'ANALYSE 1,~,Z-1,1,1,2, 
ll,1, SPECIFICATIONS 
cette prcédure évalue la charge CPU du datanet résultant 
des transmissions utilisant le protocole RCI . (Cfr. ; sales aid) . 
~ - -
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.J.1.z. DESCRIPTION 
ll•Z·.l· Entrées 
- réponses en provenance du terminal • 
.J.1.z.z. Sorties 
- question affichée au terminal. 
ll•Z•d• Traitements 
- cfr.: code Pascal. 
il•d• CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.3.7.) 
34. COMP BSCl - NIVEAU Q'ANALYSE _l.§.z.~,.l•d•~• 
34._l. SPECIFICATIONS 
Cette procédure évalue la charge CPU du datanet résultant 
des transmissions utilisant le protocole BSC 2780 . (Cfr.: sales 
aid). 
34,Z. DESCRIPTION 
34,Z,.l· Entrées 
- réponses en provenance du terminal. 
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34,.f.,.f.• sorties 
- question affichée au terminal. 
34,1.,1, Traitements 
- cfr.: code Pascal. 
34,1, CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l . 6.2.4.1.3.8.) 
ll, COMP TRANSF - NIVEAU Q'ANALYSE b-~•.f.•~-~-1-~-
35,b, SPECIFICATIONS 
cette procédure assure l ' évaluation de la charge CPU du 
datanet résultant de transferts de ·fichiers. (Cfr.: sales aid). 
35 ,.f., SCHEMA 
C] 
ll,1, DESCRIPTION 
~ ~AUl~TE: CPIJ L.oAD R)~ 
61J - t.11 Ft'LE ïi(MJ.SFU, 
t,, él/AWATG' lPU t.OAO ~ 
'' -,, rt"t€ TTVWS~ 
~-- ~/Alt:---------
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35 .J..J.. Entrêes 
- réponses en provenace du terminal. 
35 ,.1,Z, Sorties 
- questions affichées au terminal. 
35.J.,.1, Traitements 
- cfr.: schéma et code Pascal. 
35._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.4.1.3.9.) 
36. DATANET HOST - NIVEAU Q'ANALYSE J..~.z._1.J.._1. 
36,l, SPECIFICATIONS 
Cette procédure assure l'êvaluation de la charge CPU du 
datanet rêsultant de la connexion de 1·ordinateur hôte au 
datanet. Après avoir fait les initialisations, la procêdure 
vêrifie s'il y a un datanet au site. S ' il y en a, elle règle 
d'abord la question des enregistrements administratifs et ensuite 
elle évalue la charge CPU pour le trafic global. Ceci se fait 
avec un contrôle de dépassement de la capacité du datanet. 
36 .z. SCHEMA 
L--1A1PVT 
~ - iwiTi4t.l 2A T(Ot,/ S 
2.. ,, TH€«, A DPS1 Oil DPGI 
~sr. 
L.~. IF;IIEU If Alff)Cr ~ 
Q 2..-i.4. . ,,. COl1Pcrr1t1to..,s DO Il~ "",c. TUE ,,;csr TfHC 'TH€U 
t.t . t.1. ~14Ll)AT€ 11€TwDlt.t: 
.40Ht' Al1'STllATlotJ C:,vau~o 
1,.-:t . z.. CDH,ur~ CPU U,,40 
J. O,t,'MwëT Ctlù CAPAClTY 
CDt.lTIU>t. 
__ ___,, '--~111, 
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36.~. DESCRIPTION 
36.~.J.. Entrées 
- pas d ' entrées. 
li,~.z. Sorties 
- pas de sorties. 
36.~.~- Traitements 
- cfr.: schéma et code Pascal. 
36,,1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.4.) 
37. PRINT RESULTS - NIVEAU Q' ANALYSE J..§.,l.,,1,J..,2. 
37.J.. SPECIFICATIONS 
Cette procédure imprime pour chaque site la charge CPU du 
datanet. Elle donne le type (modèle) du datanet a utiliser ainsi 
que le nombre de datanets de ce type. Si le taux d ' utilisation 
est >BO%, elle procède a une mise a jour du nombre de datanets 
et des résultats obtenus. Après ce contrôle la procédure imprime 
le modèle du datanet, le nombre de datanets, la charge CPU 
"réseau primaire", la charge CPU "rèseau secondaire", la charge 
CPU "connexion datanet-hote" et finalement la charge totale du 
CPU. 
n.z. SCHEMA 
L-- flJPI/T 
~ Olaf El.EHEI/T f/11 L.l~T 
~. P~.ùlT TiTl.ê 
t.. PeùJr DA1'/U/€T HOoa ET AIM 
J. ,,__,.AIT CP(/ L.()4O P(#.'11~ AITWI( 
4-. ~WT a>,J 1..0~0 Sl!mA/OM/t • 
ç. Pitui.Jr CRCI t.OAD ~r d>/,/et'f'IOIJ 
~ ~ÀJT TOTAL c..C4.D 
---' ~ PIUJce.SiAI' 
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].2.~. DESCRIPTION 
37.~ . J.. Entrees 
- pas d'entrees. 
37.~.z. Sorties 
- sorties au terminal. 
37.~.~- Traitements 
- cfr.: schema et code Pascal. 
37,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.1.5.) 
_li. PRIMARY LINKS EVALUATION - NIVEAU Q' ANALYSE 1,§.,Z,_1,Z , 
38.~. SPECIFICATIONS 
Cette partie est responsable du dimensionnement des liens 
du reseau primaire. La procedure cree d ' abord le tableau des 
lignes presente dans le sales aid et modifie ensuite le fichier 
intersite. En se basant sur ces informations, la procedure 
propose les lignes pour les liens retenuus. Les resultats sont 
ramenes au niveau de sites et non de classes de sites. 
~ Pll.Îl1'-LY-UÎl"S. ÙliTi4Li= 
. 2.ATi'IJWS [~. ,. %. 'I . Z. 1.] 
1, . PilÙJ r Pf?.iHM'f' - L ÙJ K.S 
PUJPosAU 
(-1.., ,l.f. t.. t.] 
~ --
L,__p~.ccl:J.ri~~ ------- L-- t:Jdr,vr ____ ___. 
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~.~. DESCRIPTION 
38.~.J.. Entrees 
- fichier intersite, (fileint2 - ); 
- fichier intersite (fileint2 - ) modifie. 
~-~•i• Sorties 
- fichier intersite, (fileint2 - ); 
- resultats affiches au terminal. 
~-~-~. Traitements 
- cfr.: schema et code Pascal. 
~._1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.2.) 
39. PRIMARY LINKS INITIALIZATIONS - NIVEAU Q.ANALYSE 1 ,§,i,_1,i,1, 
39,1, SPECIFICATIONS 
Le but de cette procedure est de charger le tableau des 
lignes en memoire. La procedure lit ensuite le fichier intersite 
et change la nature du lien, c·est-a-dire on ne differencie plus 
que deux types de liens : lien X25 public et lien X25 privé ou 
lien point-a-point. 
39,i, SCHEMA 
F((.,€ 
ôtt 
1A1rn,sire t. 
!.. tWiTiAL.iZE All.llAr CF /../Ali« 
.t.. wHiLé 11or t:7>F Ai..é tJ~ ,i.Jme, 
tirez 
-tè,\O ,,;rse,siTEZ.-ll7:I>~ 
- C#IW&è 1..IÀ/K 
- Pur 1',.;ro 1..i" 
3. COPI( u'Sr ÏA/TO Pit.F: ()F 
INTal$iTE. 
J...._ I A/Pc/'T 
__ ___. '-----~ast,i.JG -------~ L-ovnour --..J 
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39,1, DESCRIPTION 
39,1,.1, Entrées 
- fichier intersite, (fileint2 - ). 
39,l,1, sorties 
- fichier intersite (fileint2 - ) modifié. 
39,1,1, Traitements 
- cfr.: schéma et code Pascal. 
12_,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.2.1.) 
40. PRINT PRIMARY LINKS - NIVEAU Q.ANALYSE ,1.§.,Z,.1,Z,Z, 
40.,!. SPECIFICATIONS 
cette procédure a pour but d · imprimer les propositions de 
lignes pour les liens retenus. Les lignes sont présentées pour 
le lien X25 public et pour les liens X25 privé ou point-a-point. 
Pour chaque lien on propose plusieurs vitesses différentes (si 
possibles ) . 
40,1., SCHEMA 
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L.,__/A/Pt)r 
~. i"1iTiALÏZ.AT1'0AIS 
.1, • WH iLE NOT €OF (Ft'LEtAIT J.) 
~~Cf)W 
IF ,, E " AND Il u ,, -œAFFlC 
1)4~ 
~·,1r t<iND Of:' u'AIK 
- PflÜIT TTTZ.E FOL "C MJD 
"U • mAFFic ,..iwES. 
- fJl.iNT N6t7L t1E:SSAi:['S 
- P~,ÙIT 1/ôWHE. ôF a4A~. 
- œH.PcJTE..u'NKS. s1· LE 
(-!.,.2. . Il • .t. ,t .] 
- PIUAIT l<.Ù.JO OF L.it.JK 
- PtA°IJT ï(i/.,• l'iJ<."1: '' 
~AFA'c u'wE! 
- Pfl.ÙJT' All,1... o& MelJl,,Q;S 
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- Pl,ùl'T I/OL<it1E OF C#ltll. 
_ CJ)NPIJ"Œ'.l-l 0ti!lS. Sl'U 
IF "/./" rt.AFFic 
n4EN 
-=Pl/Air 1<.1°AJ0 cç 1..ùlK 
- PeiAJf" Ti TU ~ "/.l'' T-f.4FAc. 
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40,d, DESCRIPTION 
- fichier intersite, (fileint2 - ), 
40.J.,Z, sorties 
- fichier intersite (fileint2 - ) modifie. 
40.~•d• Traitements 
- cfr.: schema et code Pascal. 
40._i. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.2.2.) 
41. COMPUTE LINKS SIZE - NIVEAU Q.ANALYSE ~-~-Z-.i,z,z.~. 
41.~. SPECIFICATIONS 
En connaissant le volume de caractères a transporter par 
heure, cette procédure dimensionne le lien physique requis. 
c·est-a-dire elle propose une ou plusieurs capacites de ligne 
avec le taux d'utilisation. 
41,1., SCHEMA 
~ 1W AJ TIit!,() USII COl rJ H 1/ t OF 
• L.ÙJéS •Mll-4Y c/NTtL Vôt.t/HE 
OF L.ÏAJK /aJ !~ < 'IAL.<JE 
IN L/~ES - A-~Y 
~- IF 'IOUJHE t;F u'NI< 1ÀI 
8PS< HAX Vft.UJE niOI 
.S1"€Ci4~ TaATHl!>J;--
él-Sê 
(;,''1'€ Au. RJSSi6f..ë lù.Jf:S 
_,.-,.,.,. --
__ __,, L.__,, ~fA/ S _______ _., '----- odn-(lr 
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41,d, DESCRIPTION 
41,d,.!, Entrées 
- pas a·entrées. 
41,d,l• Sorties 
- résultats affichés au terminal. 
41,d,d• Traitements 
- cfr.: schéma et code Pascal. 
41,_f. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (l.6.2.4.2.2.1.) 
42. PROFILE HANDLING - NIVEAU Q.ANALYSE 1,,.~.1-~, 
42.1,,. SPECIFICATIONS 
cette procédure permet a·éviter les 4 calculs suivants 
activité des classes, compléments de la localisation des 
transactions, trafic intersite et calculs de dimensionnement si 
les profils 2 et/ ou 3 sont utilisés. 
42,1, DESCRIPTION 
- cfr.: niveau d·analyse 1.6.2. 
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42.1_. CODE PASCAL CORRESPONDANT 
cfr.: programme COMPUTAT - (1.6.2.4.5.) 
- 148 -
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l_. MODULE 2 - TERMINATION - NIVEAU Q.ANALYSE l.-2• 
l_.~. SPECIFICATIONS 
modèle sont terminés, il faut 
au modèle. c·est-a-dire il faut 
de sécurité et en particulier changer 
Les calculs sur le 
maintenant libérer 1·accès 
mettre a jour le dispositif 
1·èt~t du sémaphore. 
l_ .1.. SCHEMA 
l_.~. DESCRIPTION 
l_.~.l_. Entrées 
"T82.rtiNATr'O~ 
-L ÎAIÏTÎIH .. i'ZA-TIOWS . 
,(. ta,o /,.J~ R 'LE Q 
J. 11/H-(t.E WOT' 60F "t10C4TA" 
~D rJOi' FO)t,/0 
J. J... IZEAO A.Et:l)(U) 
.! . .L. ÏF t10D€t-ailttté r= 
,~. ,J/tf1( 
~ HOflëL-PASSIJ : 
1llTttttFI. tE - P~ V 
"f'JfEN FOUa/0~ TWJJC 
.SéHRPNO(E+ i=-.«i.Se 
J.3. Wll,fr€ /Al lfJ'Œ:V1 AL€' 
4,. ŒPV UttA-ÙJ&JéR, OF ~ ~ 
t.4-TA-t..œ ,Jro tAITElCl'f-FfLE L...y-"" 
~ COPV iAJTUt1t.--OiA,()( Ft't..c 
o F cA-1'1W-ôG l.H.OCA m). iwro 
O'l,{&itJltL ~T'At.OG ( troCA Tlf 
L-- l'UICEJSi~--------
- fichier interface, (fg - ); 
- fichier catalogue des modèles, (fcata - mocata); 
- fichier catalogue intermédiaire, (fica - ). 
• ' 
.l-~-1.- Sorties 
fichier catalogue des modèles intermédiaires, 
( fica - ) ; 
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- fichier catalogue des modèles, (fcata - mocata). 
1-~-~. Traitements 
- cfr.: schéma et organigramme . 
1,_1. CODE PASCAL CORRESPONDANT 
cfr.: programme TERMINAT - (l.7.) 
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CHAPITRE 10 PROCEDURES DE BASE 
DOSSIER DE PROGRAMMATION CHAPITRE 10 
REMARQUES 
Dans ce chapitre nous allons présenter un certain nombre de 
procédures utilisées dans la plupart des modules analysés ci-dessus. 
Nous avons désigné le niveau d'analyse de ces procédures par des 
numéros de référence commençant par "O.". ces procédures on été 
élaborées suite a une analyse "bottom - up". 
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l, NEWPAGE - NIVEAU Q'ANALYSE Q,l, 
l,l, SPECIFICATIONS 
nombre 
de page 
n·a pas 
Cette procédure a pour objectif 
de sauts de page spécifiés par 
sont remplacés par des sauts de 
opté pour le saut de page. 
l,~. DESCRIPTION 
l-~•l• Entrées 
pas d'entrées. 
l-~-~- Sorties 
CHAPITRE 10 
d ' effectuer un certain 
1 · utilisateur. ces sauts 
lignes si 1 · utilisateur 
saut(s) de page ou de ligne. 
l-~-~- Traitements 
- cfr.: code Pascal. 
l,~. CODE PASCAL CORRESPONDANT 
) r r:, r. •" : ,· , r- '° ., 0 ••1· ) -:i ··,,:., c 'l i r. :. . -, .:} ( ) 
. , 1 y- i 
) ,-, , i ·1 
::. J ., , ....... 
i -,- • _ ! ( ; \. - / ) :..1 l ~ l ·.• · , - ·1 ( ' "" _.I \ 
--~ '1 ,..' 9 
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1, NEWLINE - NIVEAU Q' ANALYSE Q,1, 
1,~. SPECIFICATIONS 
Cette procédure a pour objectif d ' effectuer un certain 
nombre de sauts de ligne spécifiés par 1 · utilisateur. 
1,1, DESCRIPTION 
z,z.~. Entrées 
- pas a·entrées. 
l,l,1, Sorties 
- saut(s) de ligne. 
1,1,l, Traitements 
- cfr.: code Pascal. 
1,l, CODE PASCAL CORRESPONDANT 
! /'Î •-ri= :i·, , -, ,·) 
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1_. FILESTORE - NIVEAU Q'ANALYSE Q ,1_. 
1_.J,, . SPECIFICATIONS 
Cette procédure a pour objectif de transformer un fichier 
temporaire se trouvant en "aft" en un fichier permanent qui se 
trouvera dans la directory a laquelle 1 · exècution du programme 
est attachée. 
1.,Z, DESCRIPTION 
1.,Z,J.., Entrées 
fichier qui se trouve dans la zone des fichiers 
temporaires. 
1.,Z,Z, Sorties 
fichier rendu permanent. 
Traitements 
- cfr . : code Pascal. 
1,.1,. CODE PASCAL CORRESPONDANT 
' ' J or 11 = 1::1 J 1 
pr ocedure filestore( v a r filename • ch a i n8l t 
i.) unt ll lfl! enamell J 
J •= J + 1; 
cmd[ Jl •= ✓,✓ 1 v ar i ,J 1 1ntegerl 
begi n 
cmd I packed a rr ay(l,.22 1 of c ha r! 
for 1 -•= to 22 do cmd ( il 1=-" -"t 
j I= 0 1 
for 1 1 = to 5 do 
beg1 n 
case 1 of 
j I= 
end ! 
J+ 1 1 
J 1 
2 1 
3 
4 
5 1 
end ! 
cmd[ 1 J 
cm d ( 1 l 
crnd(1l 
cmd( 1 l 
cmd ( 1 l 
i -1= 0 1 
r epea t 1 •= 1 + 11 
•= -" p -" 1 
•= ✓ e-' 1 
•= -" r -"; 
•= -' m-" 1 
•= 
.,. 
.,. ; 
if filen 3me(il <>-"-" then 
begi n 
end! 
cmd (5 + i l 1= tilen3 me( i l 1 
j I= j + J 1 
end; 
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i •= 01 
r e p eat i : = 1 + l 1 
if file name(il <> ., ✓ then 
begin 
cmd [J + il •= f i l ename[ 1 ll 
end l 
unt11 ( filename(i l =_.,. ✓ )or Ci-= 8 )1 
r u n ( c md) 1 
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_!. STAR - NIVEAU .Q_ ' ANALYSE Q._1. 
_!.~. SPECIFICATIONS 
Le but de cette procédure est d ' imprimer sur une ligne un 
certain nombre de"*" 
_1,Z, DESCRIPTION 
.1,z.~. Entrées 
pas d'entrées . 
.1,z,z, Sorties 
ligne d'étoiles imprimée. 
1.z.~. Traitements 
cfr.: code Pascal. 
_!.~. CODE PASCAL CORRESPONDANT 
~ -· . -:- i : -.: \ / .: / ) ~ 
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2• DECODING OF STRING-. NIVEAU Q' ANALYSE Q.2, 
2•~• SPECIFICATIONS 
Cette procèdure a pour objectif de lire une chaine de 
caractères. La procèdure contrôle si cette chaine correspond a 
un entier ou pas. Si le rèsultat de ce contrôle est nègatif, 
c·est-a-dire la chaine contient des caractères non numèriques, 
elle met une variable d ' erreur a · true· (vrai). Sinon cette 
variable est a ·false· (faux) . 
2•~• DESCRIPTION 
2,z.~. Entrèes 
- pas d·entrèes . 
~.z,z. Sorties 
- pas de sorties. 
2-~•d• Traitements 
- cfr.: code Pascal. 
2·d• CODE PASCAL CORRESPONDANT 
cfr.: pa'3e - 15ç; bis -
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§.. COMMENT - NIVEAU ~ - ANALYSE Q.§.. 
§. .~. SPECIFICATIONS 
Cette procèdure a pour objectif d'imprimer du 
commentaire. Ce commentaire est rèfèrencè par un numero attribue 
lors de la phase de 1 · analyse du problème. 
§. .~ . DESCRIPTION 
§..~.~. Entrées 
pas d ' entrèes . 
§..~.~. Sorties 
commentaire imprime. 
§..~.~ . Traitements 
- cfr.: code Pascal. 
§..~. CODE PASCAL CORRESPONDANT 
.i. Î ~- • : -. ~ r- J i 
. ... i 'C ' ~ ~, ( ~ . ' r,. 
1 - 1 -~ ' . 
) r, ., .: ' 
, ., 
· .,- i 1~ -.: l '""\ : -~ 
·, - ï ,_ .! 1. ,-, ·: ,, 
:·: i ~- ! ~ .. , ( 
., - ' . ~ -, '.) ( ) : 
-· 1 1 !. 
) . 
1 ' • r ,) r 
; , 
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1 , VERIFY - NIVEAU ,Q ' ANALYSE Q,1, 
1-~• SPECIFICATIONS 
Le but de cette procédure est de contrôler 1 · entrée de 
données numériques . Aussi longtemps que 1 · utilisateur n · a pas 
entré une donnée correcte, cette procédure continue a boucler sur 
la demande de donnée. Cette procédure utilise la procédure 
"decoding_of_ string" (cfr.: O.S.) et la procédure "comment" 
( cfr. : o. 6. ) . 
1-l• DESCRIPTION 
1,z.~. Entrées 
entrée en provenance du terminal. 
1,l,l, sorties 
pas de sorties. 
1,l,~, Traitements 
- cfr,: code Pascal . 
2-~• CODE PASCAL CORRESPONDANT 
• -... · : ,-- .l , f.,.... '.\ ••  l ,- ~ : · . ( 1 ; 2.. F) :. _ - 1 ··..1 , - ) 
·' ' J. ::. ·.~ ~ 
'J 
. ~ ,_ . ~ 
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~. ROUNDUP - NIVEAU ~-ANALYSE Q.~. 
~.~. SPECIFICATIONS 
Cette procèdure a pour but d·arrondir des nombres rèels a 
1·entier inunèdiatement supèrieur. 
~.z. DESCRIPTION 
~.z.~. Entrèes 
- pas d·entrees. 
~.z,z, Sorties 
- pas de sorties. 
~.z.~. Traitements 
- cfr.: code Pascal. 
~.~. CODE PASCAL CORRESPONDANT 
function r oundup ( n 
be g in 
if n <> t r unc(n) th9n ro undup •- tr 1J'lc(n) + 
els'3 r oun 'J U'.'J • - tr •Jn c (n) ; 
~nd ; 
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l, SERVICE - NIVEAU Q' ANALYSE Q,l, 
l,~. SPECIFICATIONS 
Cette procédure sert a. mettre en oeuvre le "point 
d ' interrogation". Elle utilise la procédure "comment" . 
l,~ . DESCRIPTION 
l,~.~ . Entrées 
- entrée en provenance du terminal. 
l-~-~- Sorties 
- pas de sorties. 
l-~-~- Traitements 
- cfr . : code Pascal. 
_2.].. CODE PASCAL CORRESPONDANT 
pro cedure service ( n : integer ; var texte : chain) ; 
begin 
repea t 
until 
end ; 
if help then c omme nt (n) ; 
re "3 dl n ( texte ); 
if not helo and C t e xtFd 1] = qm ) then comm ent(n); 
texte[ !]<> qm 
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CHAPITRE 1.1. DESCRIPTION DES FICHIERS 
DOSSIER DE PROGRAMMATION CHAPITRE ll. 
REMARQUES 
Dans ce chapitre nous donnons une description des fichiers 
utilisés par les divers · modules. Cette description est complétée par 
un tableau récapitulatif dit "cross-reference" . Les fichiers sont 
dêsignês par leur nom interne. 
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l,. EXITFILE 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée de vie 
Type· 
Structure des enregistrements 
Description 
EXITFILE 
séquentielle 
binaire 
temporaire 
CHAPITRE ll. 
file of EXITSTATUS 
EXITFILE_RECORD : EXITSTATUS 
status; 
Le fichier EXITFILE est un fichier spécial ne contenant qu·un 
seul enregistrement. cet enregistrement contient l ' information 
nécessaire pour continuer ou arrêter 1·exécution du programme. 
~. PCATA 
Nom interne 
Nom externe 
organisation 
Nature 
Durée de vie 
Type 
structure des enregistrements 
PCATA 
MOCATA 
séquentielle 
binaire 
permanente 
file of MODEL 
MODEk._RECORD 
name; 
password; 
semaphore; 
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DOSSIER DE PROGRAMMATION CHAPITRE ll. 
Description 
Le fichier contient le nom, le mot de passe et le sémaphore 
aasociés de tous les modèles créés par le programme. ce fichier 
constitué la base du dispositiz de protection des modèles des 
utilisateurs. 
Nom interne 
Nom .externe 
cfr.: FCATA 
Description 
FICA 
Ce fichier est un fichier intermédiaire du fichier FCATA. 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée de vie 
Type 
Structure des enregistrements 
F 
<nollL.du_modéle> 
séquentielle 
binaire 
permanente 
file of GUIDANCE 
GUIDANCE_RECORD 
assistance; 
ff ; 
modifl; 
modif2; 
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DOSSIER DE PROGRAMMATION CHAPITRE lJ. 
Description 
modif3; 
. profilel.; 
profile2; 
profile3; 
old_profilel.; 
old_profile2; 
transaction; 
agent; 
site; 
link; 
·Le fichier Pest un fichier spécial ne contenant qu·un 
enregistrement. ce enregistrement est unique par modèle 
l'information qu'il contient sert a guider le progranune 
1 · exê.cution des taches . 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée de · vie 
Type 
Structure des enregistrements 
Description 
FG 
séquentielle 
binaire 
temporaire 
file of INTERFACE 
INTERFACE_RECORD 
name; 
password; 
INTERFACE 
seul 
et 
dans 
Le fichier PG est un fichier spécial ne contenant qu·un seul 
enregistrement. L'information contenue dans cet enregistrement sert 
d ' information interface entre les diffê~rents modules qui constituent 
le progranune. Cette information assure 1 · encha1nement correct des 
modules et 1 · exêcution correcte du programme. 
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Nom interne 
Nom externe 
Organisation 
Nature 
Durêe de vie 
Type 
Structure des enregistrements 
Description 
CHAPITRE lJ. 
FT 
<nom_du_modèle>1 et FT3 
séquentielle 
binaire 
permanente pour <nom_du...;nodèle>1; 
temporaire pour PT3 
file of TRANSACT 
TRANSACT_RECORD 
typeid; 
process; 
sender; 
receiver; 
messnbr; 
length; 
TRANSACT 
Le fichier contient les enregistrements relatifs a un type de 
transactions. 
Nom interne 
Nome externe 
cfr.: FT 
Description 
FIT 
<nom_du_modèle>1 
Fichier interne FIT dont on se sert pour effectuer les 
modifications. 
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Nom interne 
Nom externe 
cfr.: FT 
Description 
CHAPITRE 11 
PT2 
ce fichier est un fichier intermédiaire et temporaire. 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée de vie 
Type 
structure des enregistrements 
Description 
FA 
<nom_du.._modèle>2 et FA3 
séquentielle 
binaire 
permanente pour <nom_du_modèle>2 
temporaire pour FA3 
file of AGENT 
AGENT_RECORD 
agetyp; 
workload; 
transinit; 
profilel; 
profile2; 
profile3; 
AGENT 
Le fichier contient les enregistrements relatifs aux types 
d ' agents, un enregistrement se rapportant a un agent et a un type de 
transactions initialisées. 
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Nom interne 
Nom externe 
cfr. : FA 
Description 
ce fichier 
<nOULdu_modêle>2. 
Nom interne 
Nom externe 
cfr.: FA 
Description 
est 
FIA 
<nOULdu_modêle>2 
utilisé lors des 
FA2 
CHAPITRE ll. 
modifications sur 
Le fichier FA2 est un fichier intermédiaire et temporaire. 
Nom interne 
Nom externe 
Organisation 
Nature 
FS 
<nOULdu_modêle>31(32)(33) 
un par profil 
et FS3 
séquentielle 
binaire 
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Durée de vie 
Type 
structure des enregistrements 
Description 
CHAPITRE 11 
permanente pour <noDL.du_modèle>3? 
temporaire pour PS3 
file of SITE 
SITE_RECORD 
classid; 
numsite; 
composant; 
typproc; 
typage; 
numage; 
intensity; 
proced; 
SITE 
Le fichier contient les enregistrements relatifs aux classes 
de sites. 
Nom interne 
Nom externe 
cfr.: PS 
Description 
ce fichier 
<nODL.du_modêle>3?. 
Nom interne 
est 
PIS 
<no11Ldu_modèle>31 (32) (33) 
un par profil 
utilisé lors des modifications de 
PS2 
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Nom externe 
cfr.: FS 
Description 
ce fichier est un fichier intermédiaire et temporaire. 
15 . FILEAUX 
Nom interne 
Nom externe -
cfr.: FT 
Description 
FILEAUX 
ce fichier est un fichier intermédiaire et temporaire. 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée ·ae vie 
Structure des enregistrements 
FL 
<nOil\_dl.LJIIOdèle>41 (42) (43) 
sèquentielle 
binaire 
permanente 
file of TRANSLOC 
TRANSLOC_RECORD 
trans; 
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TRANSLOC 
DOSSIER DE PROGRAMMATION 
Description 
Ce fichier contient 
localisations des transactions. 
que de profils utilisés. 
17. FILEACT 
Nom interne 
Nom externe 
Organisation 
Nature 
Durée de vie 
Type 
Structure des enregistrements 
Description 
sen<l_proc; 
send_site; 
s_site_nber; 
receiv_proc; 
receiv_site; 
r_site_nber; 
number; 
length; 
mode; 
proportion; 
link; 
CHAPITRE 11. 
les informations relatives aux 
Il y a autant de fichiers de ce type 
FILEACT 
séquentielle 
binaire 
temporaire 
fi1.e of ACTIVITY 
ACTIVITY_RECORD 
classid; 
transinit; 
sum; 
ACTIVITY 
Le fichier contient les enregistrements relatifs aux 
différentes classes de sites (par rapport a un type de transactions). 
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18. FILEDN 
Nom interne 
Nom externe 
Organisation 
Nature 
Durèe de vie 
Type 
structure des enregistrements 
Description 
FILEDN 
sèquentielle 
binaire 
temporaire 
file of DNSITE 
DNSITE_RECORD 
site; 
SUil\....r; 
SUII\....DL.r; 
SUII\....V_r; 
SUII\....U; 
SUJILJJLU; 
SUII\....V_U; 
SUII\....O; 
SUJILJJLO; 
SUII\....V_O; 
DNSITE 
Le fichier contient les informations 
transmissions qui se font au niveau des datanets. 
relatives 
19. FILECAL 
Nom interne 
Nom externe 
Organisation 
Nature 
Durèe de vie 
Type 
structure des enregistrements 
FILECAL 
sèquentielle 
binaire 
temporaire 
file of TRANSCAL 
TRANSCAL_RECORD: TRANSCAL 
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Description 
Ce fichier 
L·information qu•il 
dans le fichier FL. 
20. FILEINT2 
Nom interne 
Nom externe 
organisation 
Nature 
Durée de vie 
Type 
est un 
contient 
Structure des enregistrements 
Description 
link; 
class_act; 
nbr_letters; 
nbr_link; 
nbr_traffic; 
volume; 
CHAPITRE l..l 
fichier parallèle au fichier FL. 
est la suite de celle qui est contenue 
FILEINT2 
séquentielle 
binaire 
temporaire 
file of INTERSITE 
INTERSITE__RECORD 
send_site; 
receiv_site; 
mode; 
nbr_letters; 
volume; 
nbr_traffic; 
nbr_letters_e; 
volume_e; 
nbr_letters.:._h; 
volume_h; 
link; 
INTERSITE 
Ce fichier contient les informations de synthèse du trafic 
intersite. 
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21. FILEINT 
Nom interne 
Nom externe 
cfr. : FILEINT2 
Description 
CHAPITRE 11. 
FILEINT 
Ce fichier est un fichier intermédiaire et temporaire. 
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... 
1 
nom 
int~rne 
l.EXITFILE 
2.FCATA 
3.FICA 
4.F 
5.FG 
6.FT 
7.FIT 
8.FT2 
9.FA 
10.FIA 
ll.FA2 
12.FS 
13.FIS 
14.FS2 
15.FILEAUX 
16.FL 
17.FILEACT 
18.FILEDN 
19.FILECAL 
20.FILEINT2 
21.FILEINT 
nom moni- modul IQOdul 
externe teur 1 2 
-
R C 
-
mocata 
-
A,R -
- -
C,R 
-
n.d.m. 
-
c,w R,W 
- -
C R 
n.d.m.l 
- -
C,R 
id - - R,W 
- - -
C,R 
n.d.m.2 - - -
id - - -
- - - -
n.d.m3. - - -
id 
- - -
- · - - -
- - - -
n.d.m4. - - -
- - - -
- - - -
- - - -
- - - -
- - - -
. . 
A: append; C: create R: read 
modul modul modul modul 
3 4 5 6 
- - - -
- - - -
- - - - · 
R,W R,W R,W R 
R R R R 
- -
R R 
- - - -
- - - -
C,R - R R 
R,W - - -
·c,R 
- - -
-
C,R ~ R 
- . R,W - -
-
· c,R 
- -
- -
C,R 
-
- -
C R 
- - -
Ç,R 
- - -
C,R 
- - -
C,R 
- - -
C,R 
- - -
C,R 
; W: write 
modul upda-
7 te 
- -
R,W R,W 
C,R C,R 
- -
R -
- -
- -
- -
- -
-
-
- ' -
- -
- -
- -
- -
- -
- -
- -
- -
- -
- -
. 
. 
: 
: 
. 
. 
. 
. 
: 
. 
. 
: 
: 
. 
. 
. 
. 
: 
. 
. 
. 
. 
. 
. 
: 
. 
. 
: 
. 
. 
: 
. 
. 
1~ 
~ 
i~ 
~ () 
1~ 
ë 
'1-3 
H 
'1j 
8 
Cil 
Cil 
H 
ta:I 
~ 
~ 
l'd 
~ 
i 
H 
0 
z 
i 
i 
.... 
.... 
1 
1 
CHAPITRE 12 PROGRAMME DE SERVICE 
DOSSIER DE PROGRAMMATION CHAPITRE 12 
~. SPECIFICATIONS 
Dans ce chapitre nous allons brièvement prèsenter un progranune 
de service pour notre outil. ce programme sert a mettre a jour le 
fichier catalogue des modèles. Il permet d'imprimer le contenu du 
fichier catalogue, d'ajouter un modèle a la fin du fichier, d'enlever 
un modèle du catalogue et de libérer 1·accès a un modèle auquel tout 
accès est interdit. 
~.~. DESCRIPTION 
~.~.~. Entrées 
- fichier catalogue des modèles, (fcata - mocata); 
- fichier intermédiaire du catalogue des modèles, 
( fica - ) . 
~.~.z. Sorties 
fichier intermédiaire du catalogue des modèles; 
fichier catalogue des modèles mis a jour. 
~.~.~. Traitements 
- cfr.: code Pascal. 
~.z. CODE PASCAL CORRESPONDANT 
cfr.: progranune UPDATING 
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MANUEL D'UTILISATION 
~. INTRODUCTION GENERALE 
L' outil que vous utilisez est une version automatisée du CII -
HB sales aid" SIZING A OSA NETWORK" 80-034 révisé ), 
En partant des données fournies par une analyse fonctionnelle 
d ' une application utilisateur, 1 · outil permet de dimensionner: 
les liens du réseau primaire; 
les noeuds composés par des ordinateurs de réseau du type 
datanet ON 7100. 
L' outil guide 1 · utilisateur a · une étape a 1·autre, en assurant 
1 · exploitation de toutes les combinaisons logiquement possibles. 
Le modèle entré par 1·utilisateur est stocké en mémoire 
secondaire, ce qui permet des redéfinitions aisées. Ainsi 
1·utilisateur peut simuler des modèles différents pour son réseau . 
... 
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1 , OBJECTIFS DE ~ - OUTIL 
z.~. DESCRIPTION DU RESEAU 
L ' utilisateur décrit son réseau. cette modélisation du 
réseau est basée sur les données fournies par une analyse 
fonctionnelle de l ' ensemble des applications de l ' utilisateur qui 
doivent être mises en oeuvre sur le réseau. Ainsi 1 · utilisateur 
n · est pas obligé de se familiariser avec un vocabulaire spécial . 
Les informations requises se situent a deux niveaux 
distincts 
- Le niveau "application" 
Les applications sont analysées dans une optique 
de réseau, c · est-a-dire on s ' intéresse aux trans-
actions générées et aux agents qui les initiali-
sent. 
- Le niveau "réseau" 
Z,Z, RESULTATS 
L' utilisateur définit les différents sites de son 
réseau. 
Le programme assiste 1 · utilisateur dans la collecte des 
données et il fournit : 
- un résumé des données saisies concernant 
les types de transactions,• 
les types d · agents: 
- les classes de sites; 
des propositions de liens logiquement possibles entre 
des sites et il accepte les liens retenus par 1 · utilisateur; 
- 2 -
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- un dimensionnement des liens ( en nombre de lignes, 
capacité de ces lignes et taux d · utilisation ); 
- par site, une proposition d·un modèle de datanet DN 
7100 ( 3 modèles sont possibles : DN 7102; DN 7102 + DCE 7104; DN 
7103 ) avec la charge du processeur central du datanet. La 
charge sera présentêe 
- globalement 
- par réseau ( primaire, secondaire ) 
- pour la connexion datanet-ordinateur hôte ( 
s·il y en a une ) . 
- 3 -
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d• ETUDES PRELIMINAIRES REQUISES 
d•l• INTRODUCTION ET PLAN DES ETUDES 
Dans ce paragraphe nous exposons les etudes a faire par 
1·utilisateur avant d · utiliser 1 · outil de dimensionnement. Ces 
études vont déboucher sur une collecte de données pour laquelle 
1 · utilisation de formulaires est vivement recommandee. Ces 
formulaires sont présentés au chapitre 6 de ce manuel. 
Les études sont divisées en deux parties : 
la première partie est 
de 1·utilisateur sans 
pects "hardware" ; 
relative aux applications 
prendre en compte les as-
la deuxième partie s · occupe de la topologie du ré-
seau sur lequel les applications seront mises en 
oeuvre. 
d•Z· ETUDE DES APPLICATIONS DE k UTILISATEUR 
d•~•l• TYPES DE TRANSACTIONS 
L' utilisateur doit d ' abord décrire ce que le réseau 
doit acheminer. 
Il décrit les types de transactions possibles, 
c · est-a-dire les unités de travail en termes de processus 
utilisés et de messages échangés. 
La description 
1 · application utilisateur 
formulaire "transaction 
chapitre 6 de ce manuel. 
des types de transactions de 
est facilitèe par 1 · utilisation du 
types definition" presente au 
Pour 
1·utilisateur 
chaque type de 
détermine tous 
transactions identifié, 
les types de processus 
~ 
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nécessaires au traitement de la transaction considérée. 
Il faut remarquer que chaque type de processus ainsi 
spécifie est indistribuable, c · est-a-dire le processus ne 
peut pas être implante partiellement sur un site et 
partiellement sur un autre. 
Pour chaque type de transaction!il faut déterminer 
les transmissions, c·est-a-dire il faut déterminer le nombre 
de messages et leur longueur en caractères , transmis entre 
agent initialisant la transaction et type(s) de processus ; 
entre types de processus et entre type(s) de processus et 
agent initialisant . 
EXEMPLE 
Soit 
dèterminê 3 
transaction 
une application bancaire. une 
unités de travail, c·est-a-dire 
.1 DEPOT 
2 RETRAIT 
3 CHANGE 
analyse a 
3 tyes de 
L ' analyse nous fait en même temps découvrir les 
processus utilises pour traiter ces transactions : 
1 
30 
trans ac tion 
type 
id . 
DEPOT 
R,~T!tAIT 
CHANGE 
proce s s 
types 
employed 
DEP 
RET 
CHG 
transmiss ions 
sendi ng r eceiving nbr of length 
proc.typ. proc.typ. mess. ( char) 
INIT DEP 1 30 
DEP INI T 1 600 
INIT RET 1 25 
RET I NI T 1 600 
I NIT CHG 2 25 
CHG I NI T 1 50 
1 150 
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~.z.z. TYPES Q' AGENTS 
L ' utilisateur décrit 
transactions. 
ensuite qui initialise les 
Il définit les types d ' agents, c · est-a-dire les 
"utilisateurs - terminal" vus par 1 · analyse fonctionnelle de 
1·ensernble des applications. 
Exemple: pour une application bancaire on distingue 
le type "Caissier" 
le type "Guichetier" 
le type "Bureau". 
Chaque type d'agentsest caractérisé par son (ses) 
profil(s} d'utilisation (d ' initialisation) de transactions. 
Par profil nous entendons 1 · ensernble des types de 
transaction• que 1·agent initialise durant une certaine 
période de la journée de travail. 
Nous nous sommes limités a un maximum de 3 profils. 
Le premier profil étant relatif aux heures dites "normales", 
le deuxième et le troisième aux heures ditea de "pointe" et 
aux évènements saisonniers. 
Le premier profil est obligatoire, tandis que les 
deux autres sont optionnels. 
Pour chaque type d'agents et pour chaque profil 
utilisé, il faut déterminer les types de transactiom 
initialisés et indiquer pour chaque type la part qu · il 
représente dans 1·ensernble des transactions initialisées. 
La description des types d · agentsest facilitée par 
1·utilisation du formulaire agent type definition 
présenté au chapitre 6 du manuel. 
.... : .. 
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EXEMPLE 
agent work transac tions usa12:e nrofile 
type load transac tion pr.l pr.2 pr.3 
id. 
CAISSIER T DEPOT 4-0 10 
RETRAIT 50 70 
CHANGE 10 20 
BUREAU T DEPOT 100 0 
GUICHET T DEPOT 10 0 
RETRAIT 90 100 
pas utilisé 
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_1._1. ETUDE DE LA TOPOLOGIE DU RESEAU 
_1._1.i. CLASSES DE SITES 
(ses) 
L'entreprise desirant un reseau pour 
application(s), doit être vue comme 
supporter son 
un ensemble 
structure de sites. 
Chaque site est un centre de traitement (au sens 
large du terme) situe dans un lieu geographique donne. 
Pour faciliter la collecte de ces donnees, on 
introduit la notion de CLASSES de sites. 
Tous les sites d'une même classe presentent 
la même configuration (hardware); 
- les mêmes processus; 
les mêmes types d ' agent (nombre; intensi-
te et procedure). 
Ainsi tous les resultats seront identiques pour 
chaque element appartenant a une classe. 
La collecte des donnees est facilitee par 
1 · utilisation du formulaire "site-classes definition" 
présente au chapitre 6 de ce manuel. 
Pour chaque classe distinguee, il faut specifier le 
nombre de sites dans cette classe. 
Par classe de sitesil faut preciser la configuration 
hardware, c · est-a-dire il faut spécifier les composants. 
Les composants peuvent être des : 
- DPS 8 
- DPS 7 
- DN 7100 
MINI 6 / DSS 
Par classe de sites il faut determiner les processus 
implantes. Les processus peuvent uniquement être implantes 
sur un ordinateur hôte (c · est-a-dire un ordinateur offrant 
des services localement et a d'autres systèmes a travers le 
reseau primaire) ou sur un satellite (c·est- a-dire un 
ordinateur rendant des services a un nombre d ' utilisateurs 
locaux dans son reseau secondaire et communiquant avec 
d·autres ordinateurs hôtes et satellites via le reseau 
- 8 -
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primaire). 
L·utilisateur doit ensuite spécifier les types 
d · agent:sprêsents au niveau de chacun des sites de la classe. 
Il faut indiquer leur nombre, leur intensité moyenne de 
travail exprimée en transcations par heure (sans faire une 
discrimination entre les différents types de transactiona 
initialises) et le protocole utilise. 
Il est très probable qu·i1 y ait dans un réseau 
complexe des sites qui sont identiques d·un point de vue 
configuration hardware, processus et types d·agents présents 
sauf que 1·activite des agents peut varier. Au lieu de 
regrouper tous ces sites dans une même classe, nous avons 
retenu la possibilité de subdiviser une classe en sous-
classes ayant chacune la même configuration hardware, les 
mêmes processus et les mêmes types d · agentsmais une activité 
distincte. 
Au point 3.2.2. nous avons introduit la notion de 
"profil"; nous avons vu que 1·utilisateur peut définir 
jusqu·a 3 profils différents. A un profil donne correspond 
un pro~lême et donc une solution globale. c·est pourquoi il 
faut définir les classes de sites autant de fois qu·il y a 
des profils car il est probable que 1·activitê change sur un 
site avec le profil. 
REMARQUE 
Il existe une relation entre intensité de travail et 
profil d·utilisation des transactions. 
Pour un agent initialisant une transaction TA 
intensitê(S) * profil(TA) = nombre de trans-
actions TA par heure pour cet agent locali-
se au sites 
Supposons que 1·agent X initialise deux types de 
transaction TA et TB et que son travail soit reparti de la 
facon suivante 
20 % de TA 
80 % de TB 
Si 1·intensitê de travail est de 50 transactions par 
heure, 1·agent X initialisera: 
EXEMPLE 
10 transactions du type TA 
40 transactions du type TB. 
Supposons que nous utilisions un seul profil (heures 
normales). Supposons que nous ayons découvert les classes 
de sites suivantes. (Consultez egalement les exemples 
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prêcêdents) . 
classe: 
CENTRE (1) 
DPS 8 
CHG 
classe: 
REGION ( 37) 
DPS 7 
DEP 
RET 
~--- ---.--~---, 66-gateway -64_.__~ 
____,..,.,.. 
primary 
____-- network 
DN 
primary 
ne twork 
--- datanet - DN 7100 
f rontal 
r--' 
p 
Ol 
1-'· 
Cil 
CD 
1-'· 
(1) 
l"j 
secondary 
ne t work 
c l asse: 
AGENCE (370) 
dat anet 
concent rateur 
DN 7100 
(:) 
oq r--' 
s::: 
1-' · cr 
p s::: 
~ l"j 
(1) (1) 
c1- Ol 
1-' · s::: 
(l) 
'i 
Cil r--' 
p 
Ol 
1-' · 
Cil 
Cil 
1-'· 
(l) 
l"j 
class nbr configu- proc ess ini tiating agent s at t he 
id. ration on t he 
comp. site type id . nbr intens. 
CENTRE DPS8 CHG 
DN 7100 
REGION DPS7 RET GUI CHET . 10 40 
DN 7100 DEP CAISSIER 1 80 
AGENCE DN 7100 GUICHET . 8 35 
CAISSI ER 1 70 
BUREAU 1 20 
s ite 
pr oc . 
VI F 
VIF 
VI F 
VIF 
ASY 
Après avoir dêfini 
1 · utilisateur est amenenê a 
classes de sites. 
les classes de sites, 
choisir les liens entre les 
Le programme fournit tous les liens logiquement 
possibles et 1 · utilisateur sélectionne les liens désirés en 
spécifiant le mode de communication et la nature du lien. 
- 10 -
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Ainsi 1 · utilisateur définit un schéma de son réseau. 
Nous allons rapidement 
différents modes de communication. 
passer en revue 
~ .1, . 1,.J:.. MODE DE COMMUNICATION EQUIDISTRIBUE OU"~" 
les 
Le mode peut être envisagé entre 2 classes de 
sites, ou entre sites d · une même classe. 
* entre 2 classes de sites : 
* entre les sites d ' une même classe 
L'activateur activera le type de processus 
indifféremment sur n ' importe quel site de la classe 
d ' un point de vue géographique. Les processus activés 
peuvent être différents pour chaque initialisation de 
la transaction. 
La 
distribuée 
considérée. 
charge de 
de facon 
travail est supposée être 
égale sur les sites de la classe 
~ . ~.1_.~. MODE DE COMMUNICATION HIERARCHIQUE OU "H." 
Un activateur sur un site donné d ' une classe 
donnée activera toujours le même processus localisé sur 
un site d ' une classe donnée . 
C:t. { 
comme la charge de travail est de nouveau 
--
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uniformément distribuée, il s · en suit que la classe du 
site supportant 1 · activateur contient au moins autant 
de sites que la classe supportant le processus 
récepteur. 
~.1,.~._I. MODE DE COMMUNICATION IDENTIQUE OU "1." 
L' activateur et le serveur (processus traitant) 
se trouvent sur le meme site physique. La transaction 
a traiter est lancée a partir du réseau secondaire. 
Si les activations d'une transaction ne sont 
pas toutes traitées de la meme façon il faut indiquer 
les proportions des différents modes utilisés. 
EXEMPLE 
70 % des activations de la transaction 
sont traitées en mode hiérar-
chique; 
30 % de façon équidistribuêe; 
possibilités : 
l) a l'intérieur d'une meme classe 
mode I 70 % 
mode E : 30 % 
2) entre deux classes de sites 
mode H 70 % 
mode E : 30 % 
1,1,1, NATURE DES LIENS RETENUS 
Pour chaque lien, 1·utilisateur a le choix entre 
lien point-a-point (HDLC); 
- lien X25 public 
lien X25 - privé 
- 12 -
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EXEMPLE 
Reprenons 1 · exernple de 1·applicati on bancaire 
ré gion E 10% 
Le programme proposera pour la transaction DEPOT 
for DEPOT frorn INIT REGION to DEP REGION 
mode? 
> I 
proportion? 
> l.00 
for DEPOT frorn INIT AGENCE to DEP REGION 
mode? 
> E 
proportion? 
> l.O 
link? 
> u (public X25) 
90 % in mode H 
etc. 
les lignes prêcêdêes de">" indiquent les 
rêponses de 1 · utilisateur. 
Les rêsultats de cette dêfinition sont 
transaction site site mo % messa11:es 
émetteur r écept eur de nb . l ong 
DEPOT r égion r égion I 100 1 30 
I 100 1 600 
agence r égion E 10 1 30 
H 90 1 30 
région agence E 10 1 600 
H 90 1 600 
- l.3 -
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_1. INFORMATIONS GENERALES SUR LE PROGRAMME 
Le programme, d'un point de vue utilisateur, peut être 
subdivise en 6 parties 
introduction et identification du modèle; 
- collecte des données transactions; 
agents; 
sites; 
définition des liens; 
datanets et calculs. 
Les données collectées sont mémorisées em mémoire secondaire. 
Le programme mémorise également 1 · etat d'avancement du travail sur le 
modèle de 1 · utilisateur. Ainsi 1 · utilisateur a la possibilité de 
quitter le programme entre deux parties. Le schéma suivant présente 
les possibilités d·exècution du programme. 
- 14 -
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schéma a·exêcution 
r ecommencer 
recommencer 
recommencer 
recommencer 
introduction 
transactions 
voulez-vous 
arrêter 
agents 
voulez-vous 
arrêter 
sites 
voulez-vous 
continuer 
définition des 
liens 
voulez-vous 
datanets et 
calculs 
production des 
résultats 
fin 
- 15 -
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2· UTILISATION DU PROGRAMME 
2,~. ACCES AU PROGRAMME 
L'accès au programme est 
physique. La version que nous 
oeuvre sur un DPS8 sous TSS. 
fonction de son implantation 
avons dèveloppèe sera mise en 
Les modalitès de connexion et d'accès seront prècisèes 
par l ' èquipe chargèe de la maintenance de 1 · outil. 
~-~ • AIDES FOURNIES~ ~ - UTILISATEUR 
L ' exécution du programme se faisant a partir d ' un 
télètype des sauts de page sont prèvus dans un souci de 
bonne prèsentation des rèsultats. L ' utilisateur peut ne pas 
désirer ces sauts de page ( certaines imprimantes ne les 
acceptant pas ), c·est pourquoi ils sont optionnels. La 
question suivante sera posèe au dèbut du programme : 
Do you want forrn feed option? 
Type Y or N 
Si la rèponse est oui ( Y ), les 
seront effectués dans tout le programme. 
rernplacès par un saut de ligne. 
2•~-~. AIDE AUTOMATIQUE 
- l.6 -
sauts de page 
Sinon ils seront 
... _. 
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Pour les utilisateurs non initiés, un système d'aide 
automatique a èté conçu. La question suivantesera posée au 
début du programme: 
Do you want help? 
Type Y or N 
Si la réponse est oui ( Y ), une introduction 
générale sera imprimée et des explications seront fournies a 
la première occurence de chaque question. 
2,z.~. POINT Q' INTERROGATION 
A toute question 1 · utilisateur peut répondre" ? 
afin d'avoir quelques lignes d ' explication sur la réponse 
attendue. cette possibilité sera rappelée au début du 
programme par la remarque suivante : 
Explanations to individual questions are 
available by typing ? 
2,z,_1. MAJUSCULES ET MINUSCULES 
Les réponses aux questions peuvent se faire 
indifféremment en minuscules ou en majuscules avec la 
remarque suivante : Si le nom du modèle et son mot de passe 
associé sont écrits en majuscules (p . ex. ), il faut toujours 
donner le nom et le mot de passe en majuscules sinon le 
programme est incapable d'identifier le modèle. 
- 17 -
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2•~· GRANDES LIGNES DU FONCTIONNEMENT DE M' OUTIL 
L ' appel au programme (pour la version ci-présentée) 
se fait par : /monitor (cfr 5.1.) . 
Les deux premières questions posées sont celles du 
saut de page et de l ' aide automatique. Il convient de 
remarquer qu · au début de 1·exécution du programme, 
1 · utilisateur a la possibilité d ' ajuster le papier. 
2·~-~- INTRODUCTION 
Nous allons présenter les textes généraux servant 
d ' introduction. 
entête 
CII - HONEYWELL BULL 
TERMINALS & NETWORKING 
MARKETING SUPPORT 
TOOL ON SUBJECT 
REFERENCE 
SIZING A DSA NETWORK 
CII-HB SALES AID 80-034 
Si 1·aide automatique est demandée, une introduction 
au système sera fournie. 
GENERAL INTRODUCTION 
The tool you are using, is an automated version of the 
revised CII - HB Sales Aid 80 - 034" SIZING A OSA 
NETWORK " 
By processing the data, provided by a functional ana-
- 18 -
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lysis of a user·s application, the tool permits to si-
ze : 
the links of the primary network 
the nodes composed by datanets DN 7100 
The tool leads the user on, one step at a time, care-
fully ensuring that all possible combinations (logical 
point of view) are considered. 
The network model entered will be saved in order to 
allow easy redefinitions of the model. Thus the user 
may simulate different models for his network. 
See also "Sizing a DSA network" Computer Aided sales 
Aid (CASA) user · s guide. 
INTRODUCTION FOR NOVICE USER 
The user will be asked to define his network. This 
network modelization is almost entirely based on the 
data provided by a functional analysis of the user·s 
application that has to be implemented on the network. 
Therefore, the user will not be obliged to get accus-
tomed to a special vocabulary. 
In order to reduce the amount of data to be collected, 
certain definitions have been introduced- : 
- TRANSACTIONS : 
The user will first be asked to define the basic 
transactions used. Each transaction will be pro-
cessed by one or several processes somewhere in 
the system, and these are named. 
This processing will give rise to transmissions 
of messages between initiator and process(es). 
AGENTS : 
Next the user defines agents who initiate the-
se transactions. 
- SITES : 
The user has to define sites, this task being 
simplified by regrouping identical sites (confi-
guration, processes) into classes. The agents 
local to a site (if any), and the processes im-
planted at that site (if any) are specified. 
- LINKS : 
- 19 -
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The user is given all logically possible links 
and he selects those that are required. 
The tool sizes the required links of the primary net-
work and the nodes composed by datanets. 
The user will be promted for all required informa-
tion in a logical manner. 
2 •d•d• IDENTIFICATION DU MODELE 
cette identification commence par une spécification 
du travail de 1 · utilisateur : s · i1 veut créer un nouveau 
modèle ou s·il veut travailler sur un ancien modèle. Cette 
spécification est faite en répondant a la question suivante 
Did you already enter a model of your network? 
Type Y or N 
Ensuite 1 · utilisateur doit répondre a la suite des questions 
suivantes : 
Enter model name of your network, 
( 6 char, no spaces) 
exemple : reseau 
Il faut donc entrer un nom de 6 caractères, ce nom ne peut 
pas contenir des blancs. 
Enter password associated to the model, 
(8 char max) 
exemple : dsa 
Suite a ces données, s événements sont possibles . 
Il peut y avoir 1 · impression d · un des 4 textes 
suivants : 
- 20 -
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l - Network model under this name already exists, if 
you want to continue now, you erase your previous network 
model. 
Ce message se termine par la question 
Do you want to continue? 
Type Y or N 
2 No such network model. 
3 Network model under this name, already exists, 
choose an other name for your network model. 
4 - You have no access to the referenced network 
model. 
Si aucun de ces messages n · appara1t, 1 · accès au 
modèle spècifiè est permis. 
Le nombre d ' essais d'accès est limité a 3 . 
Le message : "no access given, please refer to user 
guide" indique que 1 · exécution du programme se termine. 
Le message : "network model : --- is busy, try 
access later" indique qu · un utilisateur est en train de 
travailler sur le modèle en question. Pour des raisons 
d ' intégrité des données, 1·accès concurrentiel a un même 
modèle n · est pas permis. 
Si 1·accès a été permis et si cet accès est 
possible, alors un bref rappel est donné 
You may use lowercase or uppercase letters. 
_2 ,]. ,_1, GENERALITES 
.2.].. _1, .1, REMARQUES 
Dans la suite nous nous limitons a faire des 
remarques d ' ordre général en ce qui concerne le 
fonctionnement du programme. Il ne sert a rien de 
commenter une exécution complète qui serait trop 
dêtailllêe ou un extrait de dialogue "utilisateur 
outil" qui serait incomplèt et incompréhensible. Nous 
recommandons a l ' utilisateur de faire des essais sur un 
~ . 
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petit modèle expérimental. En demandant l ' assistance 
automatique durant 1·execution, l ' utilisateur pourra 
aboutir rapidement a des résultats acceptables. En 
effet notre outil est au maximum "self-explaining", 
c · est-a-dire il fournit a chaque question un minimum de 
commentaires facilitant la compréhension. Pour des 
problèmes de compréhension de la méthode sous-jacente a 
1·outil, veuillez consulter le sales aid ou un 
responsable. 
~-l•~•i• ENCHAINEMENT 
Le schéma d ' execution du programme presenté 
ci-dessus, montre qu'il y a moyen de reprendre un 
module qu · on vient de quitter, d ' aller au module 
suivant ou bien de quitter le programme. 
L'utilisateur peut réaliser 
répondant a la question suivante : 
ce 
Do you want to go to next step (G), 
or rerun same step (R), 
or exit (E)? 
choix en 
L ' enchainement se fera en fonction de la 
réponse fournie. 
~.l,~,l, MODES Q'EXECUTION DES MODULES DU PROGRAMME 
Nous avons prévu deux modes d'exécution 
possibles. Cette remarque s · applique aux collectes de 
données relatives aux transactions, agents, sites et 
liens. Le premier mode d · execution est relatif a la 
creation d·un nouveau modèle. L · utilisateur est guidé 
a travers la collecte des données et il va déboucher 
sur la possibilité de modification des informations 
entrées. Le deuxième mode est relatif a 1 · utilisation 
d ' un ancien modèle. Ici 1 · utilisateur peut faire 
imprimer les données déja entrées avant de procéder a 
des modifications éventuelles . 
.. _, 
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2·~ -~-~. MODIFICATIONS 
Lors des modifications, 1 · utilisateur doit 
savoir que ces modifications se font ligne par ligne et 
dans le cas particulier d ' une insertion 1 · utilisateur 
est obligé de fournir une valeur pour chaque attribut 
de la ligne, sinon le programme ne peut pas s · exêcuter 
correctement. Pour des raisons de cohérence, des 
modifications partielles des liens ne sont pas 
permises. 
De tous les liens logiquement possibles , 
1 · utilisateur ne retient que les liens nécessaires, les 
liens non désirés sont ignorés en tapant directement CR 
après la proposition du lien. 
2·~-~ .~. DATANETS 
Des questions qui spécifient clairement ce que 
1 · utilisateur doit fourni r comme données seront 
affichées. Ces données servent a compléter les 
informations collectées dans les parties précédentes . 
- 23 -
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~- FORMULAIRES 
Nous allons présenter ci-dessous les 3 formulaires recommandés 
comme support a la collecte des données relatives aux types de 
transactions, aux types d ' agentset aux classes de sites. 
- 24 -
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formulaire "TRANSACTION TYPE DEFINITION" 
TRANSACTION TYP~S DEFINITION 
NET.iORK t•IODEL - !•:AME 
TRANSACTION TYPES 
TRANSACTION PROC ESS TRANSMIS:.HONS 
TYPE TYPES 
ID :':MPLOYED SENDING RECEIVING 
FROC. T. FROC. T. 
- 25 -
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formulaire "AGENT TYPE DEFINITION" 
AGENT TYPES DEFINITION 
NET~ORK MODEL - NAME 
AGENT TYPES 
AGEilT \1ORKLOAD TRANGACTION 
TYPE TYPE 
ID. TRANSACTIONS 
INITIATED 
USAGE 
PROF. 
1 
- 26 -
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PROF. PROF. 
2 3 
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formulaire "SITE-CLASSES DEFINITION" 
-
SITE - CLASSES DEFINI TION 
NET':/ORK MODEL - NAME 
SITE -
GLASS NBER CONFIGURATION 
ID OF 
GITES 
COMPONENTS 
. 
CLASSES 
PROCE.JSES 
ON SITE 
TYPE - ID 
- 27 -
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2, EXEMPLE CONCRET Q"UTILISATION DE ~-OUTIL 
Nous allons présenter 1·application de 1·outil ~ un cas 
concret. 
- 28 -
n 
n 
n 
Do you W'lnt f orm f 0 P.~ np tl n n 7 
Ty ;:H! Y or N 
A. d j11s t form now, lf rP."dy typP. CR 
r, J I HONEYWELL 13UJ_L 
:"E;?V f :JA.L - R NF'.Yi()'.?l( f :-, ·:: 
l'A. f?l<!:T I NG SUPPIJLH 
••• 
T"nr_ /l"J SUH .JECT 
:?F.t-ERE'lr.~ 
'.)n yo11 W'lnt hP.lp ? 
Ty pP. Y n r N 
5 I Z I NG A. OS A. NETJrJQI( 
r. r !-Hf\ S\I.F.S A.JI) 
::xn l'ln" tlnn s tn [l') ' liv[rl,i,l 'l'IP.,tinn , 
-:Jy ty p in') ? 
,r ~ 
') ! J Y"' l 'llrP.lr1Y "'1t<> rn rl 'l nnrl 0 1 nf ynllr n~t ·•11')rl( ? 
T,,n Y ,,r 
:.: rit. n r 'l"'l'"inl f'1=t·nr"? '"'f •1n11r n~t wn rV ('"', c~ 1r, ~,0 'l:1 1r:Qc;) 
, , . 11) ,J'") 
-=ntr•r ,,~-swnrrl ,,_ ,,,r.[lt.arl t n t.he •snrle l ( 9 r.h, r •n;ix ) 
ri n 
TRA.NSA.CTIO~ TYPE DEF INI T!()~ 
*****************~********~ 
*******************************************~-··-
? 
tr"lnsactlon type ? 
12 'llph'lnumeric ch'lr~ctP.rs (m'lxl 
if no more d'lt'l to be enterP.d, type CR 
tr"lns'lctt'on ty;:ie ? 
de;:iot 
proce ss typP. ? 
dep 
sending p roc 0 ,s type ? 
init 
re ce ivinq p rocP.s , type? 
dep 
number of me~s"l~es? 
length of mess'lge? (ch'lr'lctersl 
5o 
inv'llid data r non signed int eqP.r re1ulrP.d 
50 
dep 
lnlt 
sendln9 orocess type? 
recelving prncP.55 typP.? 
6()0 
? 
sendln9 process typP.? 
7 
Ex 'lffifl le , 
If a tr'tnsaction i s inltiated by 'ln 'lgent from 
~ termin,31, type lnlt for sendln~ p rncess. 
ThP. recelvin9 process wi li be thP. one speclflP.d 
under fiprocess typefi. 
12 ~lph,3numerlc ch~racters <m'lxl 
!t' no more d,3ta to be P.nterP.d, tyoe CR 
sendinq procP-ss type? 
p rocess type? 
,'l trlns1ct1nn 11~y 11 5° onP. n r ,P.-
ver'll ~rncesse s , one procP.,s mln 
12 ,Lph,rn11miirlc ch'lr,3cters Cm1xl 
if nn more d'lt'l to bP. P.ntP.rerl, type CR 
****** *·* ** **** ** ****** ************* ****** ****** *** 
trnnsactlon ty pe 7 
r etr'l l t 
ret 
lnlt 
ret 
25 
ret 
inlt 
,;on 
proce ss type 7 
sendlng p rocess type 7 
receivinq process type ? 
number o f ~ecsage s? 
send lng process type ? 
receivlnq ~rocess type ? 
lenqth of ~e~s~qe ? (ch~r~ctersl 
send ln g o rncess type ? 
process type ? 
*******************************************le****** 
trans9ctlon type ? 
Ch9n<Je 
lnl t 
2 
chri 
ln l t 
5n 
ln l t 
p r ocess t y;:,e 7 
recelvlno orocecs ty~e ? 
send tno p roc ess tyre? 
recelvlnq nrncesq type ? 
s 0 nd lno rroc 0 c-; tyne ? 
r.oco[vln~ , rncoc q ty j1 o? 
,t 11'flbPr '1f 
<; O nd ( nri :> r -, (" n C <; t '{ p n ? 
~ r n r: ~ c: c; ty:"'lP ? 
<: :'H ' lllP.5 
rrocecs typfl? 
c ·, ·1 
sendlng process type? 
1 n l t 
chq 
10 0 
cnq 
inlt 
recelvinq rrocess type ? 
number of mess~~ e s ? 
l ength o f me~s9~e ? (ch3r~cters l 
sendlng process tyoP.? 
r ecelvlnri process type ? 
se n~ l n<J procPss tyoe ? 
nrncess type? 
************************************************** 
tr ~nsactton typ e ? 
NETrifJRI( 110DEL-"IAME 1 DE\HlNS 
*************************************************************************** 
T t?.&.N S ACTI ON TY?ES 
****************************"'******k***********************-H:******-lrk*•**** 
TR~ NS~CTI 0"1 PRrJî. ':55-TYf>ES Fl ~t,J S•.q c;s roNS Ll'!E 
* 1r1c-..*****-+ ~**** ** ~****** .......... ** ... *** * ~..--..+*********** 
SC:\JD pqq r, Rf:r. ,= !V Dq'. JC ' IU'l 1.H=SS L F. "lGTl-l ~ !-' c q 
**+k+***********************~***********************"'~*~**+*k********~~**** 
rlej1nt 00;:i l , lt d 0 p 50 
r1e ;i l n l t fi"O 2 
** "* .. "******************* ***Je***********************"**************""* ***-k ** 
r e t.nlt ret lnlt r e t 1 ?.5 3 
ret lnl t 1 61'() 4 
* "* ***** *** ******* ********** .. ********* "**********·•********** "******** ****** 
ch1nq<> cho tnlt r.h<J ~ 25 5 
c:.ri lnlt 1 :,0 6 
1 200 7 
~* "'*******•*~ ****** ****** ***""" ******* .. * ''"-4r+-+* *********·~** *** .. ** ******** -4r "' **** 
l '1 l t 
C:7 1 
chq 
l n l t 
• 1 1 ('() 
;)0 0 
8 
') 
-t k .. *"************ ***•***+* * * \-*** ... ***Ir* Ir**** .. ********•* "°*,J,c * ** t * ""- * ******Ir*-.* ... 
? 
i>nt. 0 r 1, \1, o. p n r r:R 1 t' y n 11 W~'lt tn enr1 
r1n yn11 ,.., ~nt tn 1 nqr>r t. , ,nnd l fy, dP[ete nr , r t nt thP tr .~nsr1c tl nns ? 
Ü<J ynu w~nt tn (ln tn ni> x t ., ter, ( Gl • 
or r<>r•1n t;ctlO? "t "f) ( Rl, 
nr P'( j t < F. l? 
? 
n 
n 
~GENT TYPES 
***·**·****** 
i s p r of ! [ P. 2 11sP.d 7 
Profile I concP.rn5 no rm'll hours 
Prof ! IP. 2 crrn cP.r ns PP.'lk ho1Jrs 
Pro fi! P. 3 cnncP. rns SP.'lson,,! P.vP.nt5 
Prn r!I P. ;.> 1nd 3 1rP. optlnn'll 
ty :') 0 Y nr N 
i c; r rn f i l o 
1 s n r,.., fi I P. 
? IJ 51>'1 7 
) ll5P.'1 7 
************~******************************~****** 
'!OP. nt ty pP. 7 
-,
11i cnP. t1 P. r 
w-, r i( l n=trl typP. 7 
t 
tr1ns=tctlnns IISP.d in n r nf l [ 0 
t r 1nc;,,ct I nn nArnP. ? 
rl '? _')() t 
~ 7 
1() 
tr ,'15-'lct i on n'!me 7 
r et r1 i t 
't ? 
7() 
tr 1n c; 1c:tlnn n'lmP. 7 
** ************* ** *******************t******~****** 
l'l nn t ty , P. ? 
C: l [ <;<; j "'r 
t 
,., 
r -•~r, lt 
'\') 
r: n -1n•1~ 
;.>() 
w,, r k l n 'lrl tyr 0 7 
tr'l -is~r:t l nns 11s'!rl in '.lrnfl [ -> 
tr,-ic;,r.t l n n n,~P. 7 
\. ~ ? 
J; 1nc;ctr. t I nn 
1 
n 'l m~ 7 
t 7 
tr 1n c; 1ctlnn ·nAmo ? 
'l: 7 
tr,,nc;;ictlnn n,m~ 7 
' ************************************************** 
'!gent type 7 
oure'!LI · 
t 
cheques 
100 
work lo'ld type 7 
tr'lnsac tions used in profile 
trans,,ction n'!m e 7 
% 7 
tr'!nsaction n'lme 7 
*****·* ** ****** ****** ** **** *** *** *** * ** ************ 
'lgP.nt type 7 
NETWORK MODEL-NAME 1 !JEM<l:-IS 
·****·************************************************'**************** 
AGENT TYPES 
. ******·**·****·** *********** **** ** ***·* **. ***** k.*****·****** ****** ******* AGENT-TYPE WORK TRANSACTION USAGE PROFILES L[NE 
***********"**************'*********·**************** 
, [DENT[FIER LOAD TRANS [NIT PROFILE I PROF[LE 2 PROF[L!: 3 NBER . 
*·***·************************* ****** ****** **"***** **** **·* *********-*** guichetier T depot 30 1 
retr'3i t 70 2 
*****·***" ****·******** ****** ****** ******* ****** ******* ***** *** ******* C'l!ssler T depot 20 3 
rP.tr'li t 60 4 
ch'lnqe 20 5 
************************************"***************•*************** bure1u T cheques 1 ()1) 6 
******************************************************************** 
do ynu want to lnsP.rt, modlfy, d e letP. or ;:irint the '!g ents 7 
Do yo u want tn <JO to nex t 5 tep (Gl, 
or rP.run SAm P. 5 tP.p < R l , 
or P.X[ t <El? 
g 
S ITE CLA SSES 
lr"lrlr********* 
***********"************************************-lrlr 
C['lSS id 7 
centre 
CONF IGURA.TION I compon ent 7 
Dt'SB 
CONF IGURATION I component? 
DN7100 
C'lNF IGURATION I c0m11onent 7 
? 
P0 s s[ble compon e nt s 1 
DP S 7 
DPSB 
'AIN lfi 
D:'17 1° 0 
Hnwever compu t'ltions f o r MINI fi 'Ire not 
p erfnrmPrl , The network t a sk is done by 
" (1'\t1n e t wh[ ch ls 'l ss 11m ed . 
12 'lljJ:. 'l n11mPrlc ch'lr'lcters ( m1xl , 
fo I Lnw 0 d by "cr 11 
C:'1NF[ , UR6-Tl<l"I I cnmno'"\en t 7 
p ~11r;r;:c;sc:5 rJN n-1 c: c:; !TE I ty pe i d 7 
c:v1 
n 
i ' ,., 7 
r: ·: / I 1') 
ri rl) 
r et 
PQ!JrF. <::SF.S ON TIi i: S !T F. 1 t yp 0 ! d ? 
P 1l/l': F.'."S':S ' lN THI: S !TE I type i<i ? 
ln th 0 c ['l q5 ce '"ltrP , 1re ther e '11Pnts o f 
the s~ ~e ty oe with dirferent : h'lr 'lct~r [ st ! cs ? 
t y'.')" Y 0r M 
nimber 0f s i tes ln thls r: l1 s 5? 
[ NIT I ,T f~G , ~E NTS AT THE SITE 
t y,Jn i ::1 r, f 'l •J 0 nt ? 
' '"'fr 1,:1 11>~T l'l N 1 r: 1 ri :""!n 'l ~ nt ? 
011·11 - r,:u,1 , ri"' ' 1 r: IÎ 'Tl :1()" "l') t: '/ 
r :1r1r;f: , ,.': ':, () ., T!'': :i fF 1 t-. 1/~n [ ri ? 
pqllr,c: •: S':5 ' )N TH C c:; ITE 1 ~. Y'.1 " l rl ? 
PWlC:ESSF.5 ():,j THE 5 !TE 1 typ o 1 <i 7 
n 
1 2 
ln the c llSS regl on , 1re there 'l~P.nts of 
the same type with d 1fferent · c har'lct er1st1cs 7 
type Y or N 
nu mbe r nf sites ln this cl'l5S 7 
INIT IATI NG AGENTS AT THE S ITE 
tyae Id of 'l')ont 7 
guichetier 
7 
numb er of l,ents 7 
30 
v! p 
intens1ty ? Ct r a ns'l ct l ons ~er hou rl 
proced11re used 7 
lnv'llirl rlat l t n on s[ ~ned lnteger r e1ulr ed 
7 
Poss ibl e procedur es 1 
() no proc ed•Jre 
1 ASY 
2 VIP 
3 '.\IN I 6 I PvE 
4 RC I (f or ,..,~- Lev e l on ly l 
3 BSC 2780 C for 'lfi-1 e v e l on lyl 
6 = FlSC 3270 < for /lli-1 ev e 1 0n l y l 
7 P,o 
>-1 DCJ 7010 QU ':SnRIT 
y FILE TRA'/SFER 
en ter 'l n t , t q1e r on t~ 0 nn 1 lnrl 9 , co rr n5p,nrl l , 1 
tn th P. pr0 co-:J•J r 0 1 1s ed 
;) r 0 c erl11re •1 s 0 '1 7 
2 
2 
40 
?. 
bur e 1u 
1 n 
[ ~I ITIATl '' G A,GC: •!r, H T4': S ITE 
ty,e irl o f 11e'"lt ? 
num be r of "l')P.nts 7 
lnt en5ity 7 Ctr 'l ns Ac t1 ons 1er hnurl 
I ~ IT!,TI NG AGF.NTi ,T T~F. S IT c: 
ty 0° l rl of lQ 0 n t ? 
IUIT [ H l ' i' , " '<= 'HS H rH f: S IT ': 
ty1,, [ rj n f 1·1°nt 7 
. ***·** *·**·** * **·* **** **** **** ******'** * **** **·**"*-~** ******·**** ** *·* ** **·* **·*·********** 1 
LINK BETWEEN S ITES FOR PROFILE 1 
*******·*·**·***************************************************·****·************** ME SSAGES 
TRANSACTION SENDER-S !TE RECE IV-S !TE MODE PR()PORT ***********·*·***** LI NK NUMBER LENGTH 
***-*** ** **·* **·* ******* **T ************ * ** ******·* ** ****·*·** ****** ***-****·*-** **·**** depot reglon reglon 1 1.00 1 50 
1 1.00 1 6.00 
3gence reg lon h I no 1 50 u 
reg Ion agence h 100 1 600 u 
***** ***·* ** **·* ********* ******* **** ***** ***·* **·* ** ****·** ***** ** ****** ** ** ** ***·* ** 
r etr ~l t reglon re11on 1 100 25 
1 1 ()() ~00 
n,;iPncP. reg lon h 1.no 25 u 
reg I o n ilCJ Pnce h I no 600 11 
***** ** ************ ******* ************·***·******* ** ***·**** **** ****** ** ******** ** 
ch 'l nJe reqlon cent r e h 100 2 25 u 
centre reqlon h I no 1 50 u 
h 100 1 200 u 
*************************************·**********-*·********-*****·*************·***** ' 
c h eques r eg I o n centre h 100 1 100 u 1 
cPntre reg lon h l 'lO 1 200 u 
*** * .. ** ************ **********·*""* ****-******·****** ********* ****·*****·* ** **-****** ** 
Do you W'lnt t o r e dP flnP ALL the llriks fo r p r o f! le 1 7 
cy;.i e '( or 'lj 
n 
Do y o u W9nt tn 'l () to nPxt StP.p CG>, 
o r rP. r< in S'lffiP. step ( Rl • 
o r P.~ 1 t ( E l? 
} 
\ 
y 
Do you use defau lt V'llUe for X25 p'lckets 
for public network 1 128 char? 
type Y or N 
*******-******·****************·****************·*******·************* 
**-**·**·**·****************** 
* * 
* Sit e . 1 centre * 
* * 
************************** 
enter the tota l numb P. r o f llnes conne c ted to d'lt~net 
16 
2 
y 
?. 
y 
Prlm;iry netw o rk 
**·************* 
Do y o11 use b'lsic cnntrol Cil, f11ll o r rP.C 'WP.ry cnntrol c:n 
o r the :n11ltl p 'lth np t! o n (1)? 
Host co1111ectlon 
*************** 
Do yo 11 know the n•1mb pr n f , d 'lllnl,;tr'ltlv 0 r~c nr'1,; oP. r 'i P.cn n1 7 
Type Y n r N 
I s '/Af1 cnnnPCt<>•i t'1 1 h n ,; t l n ri fll 0 " n th <> 'i'l'l " ,;ft P.? 
TY 'J" Y n r N 
********~*~******* ...... ****** 
* * 
* S it e I rP n lon * 
* * 
Pnter t h e tot'll nu~h•r o f IJn Ps rnnnActed to dn t anet 
12 
Prlmnry netwo r k 
* ** ********"" *** 
Do you USP. basl c co ntroJ C 1), ful 1 or rer:overy contro) { 2) 
or th e mu! tip9th np tt o n ( 1) ? 
2 
n 
Secondary n e twork 
*"***********"*** 
do you us e d e fauJt v:1Ju e for buffer size 1 2,()1) chRr 7 
ty jJe Y or N 
bu f fer s ize ? Cch9r) 
5()1) 
3 
y 
y 
Enter n11mher of Sfl "C Î'I! ch'lrncters usecf <no rm'll V'l!U e 
f or :1rient b11re'IU 11 sinq 'I Sy n chrnnous protncol 
Hos t con:ictt o n 
*******ï***** 
1 
2 ) 
Do yo u kn o w the num be r o f 'ldmln1strat1ve records per .second ? 
ÎY iJP. Y o r N 
Enter record number 
Is NAO connected to 'I ho s t log file on th e same site ? 
TYiJP Y o r N 
_J 
*********~************~~+• 
* * 
* 51 te 1 
* 
* 
* 
**************"*********** 
A 
2 
n 
enter the tot'II n11mber of l!nes co-,nected to d'lt9n ° t 
Prim'lry netwo rlc 
*************** 
On you LI SP b:1sic cnntrnl Cil, full or recovery contra i ( 2 ) 
or the mu)tlpnth o rttnn ( 3 ) ? 
Second9r y n et work 
************"**** 
do you usp def:1ult valu e f o r buffP.r slze 1 2no chRr ? 
type Y or N 
buffer size 7 Cch'lr) 
300 
,, 
rJF.Tf/() J-I K 11nnF L-•l~Y" 1 nF\l'l 'J S 
****~* ++ *+ * ..-..***•****~ ~+****~********* * ***+*i *** *** ***~*** 
* 
* 
F()q P11fl F 11. i: 1 * 
* 
* 
**** Jr * *** ** **~ "o\" -tr-.-+ . .. . ,.. ... . *** ... "t"* ************** *** ** ********** 
D'lt ci nP.t 11 sed ON 7I O? 
CJ-' u !oad f or prÎ'l•'l r y nPtwo rlc % 
CPù l oad f or S'"Cn'ld; ry n P. tw o rk 1 2 % 
CPU ! n'!d f or hos t connP.c ti nli 1 () ,; 
Dn t;r. pt to t a l CF-iJ lrnd 3 ,: 
******~ ****** **tt+-t-k ******** **** ********** ** ********-**-* ** 
* 
* RE SUL TS FO R S IIE 
* 
FOR PROFILE 1 * 
* 
* 
****** 1r1r ****** . . .......... *** *** ** ** ****** ** ****·*** ***•** * ***** 
03 t r1 ne t U SP, d ON7 102 
Cf'ù Joad fo r p ri 'll-'l r y n P. t worlc % 
CPLI Jo ad fo r s econd ,ir y n e brnrk 1 3 % 
CPU Joad fo r host conn P.c ti 0 n 3 % 
Da t ,inet tJal C;>U l o ,i d 7 % 
1 
NEHiOFIK 'A OCE L-"J~lf:: 1 DE I.IONS 
1. 
*******************-lrk*******~**************-irk************* 
* * 
* l?tSü L TS HIii S !T F. 
* 
* * 
1)/lt 'l nP t USP.<j n"i 71 o~ 
CPU l n,d f o r r r ! 'll'l r y n Ptw 0rlc o/ 
CPU l o 'l d f or SP CO'ld 'lry nPtwnrk 1 () % 
CPU !oad for host cnnn °c t 1 o n {) % 
Da t a ne t to ta l , PU J0 ; d 7 % 
NETWORK MOD EL-NAV >: 1 n F11r\"JS 
PHYS !C~L LI NK S èlEHIFE"J S ITES FOP PROF ILE 1 
*** ***** ****** **** ** ******* ** *·* ******** **** ** ******* * * ** ** *** **** 
Kind o f llnk • PU BLI C X25 
Re twPen r eqion r1 nd cP.ntrP 
hi er3r chic <Hl tr;iffl c , th'!rP =ire 1 
8 4 
78"0 
mes s'! g P. s per hour 
ch~r~ c t e r s p ~r hour 
f or linlc suoportina 
li n'! l s l of 12 no b~s . Ut i ll z'lt i 0n r a t P 2 % 
* * k ** ** ******* **** ******** ****·** **-* *** ******* ********* *** **** ** ** 1 
Kin d of link : PU 9LI C X25 
Be tw Pen ag e nc e r1 nd req ion 
hi e rarchic <Hl tr'lf f i c , th P. re a rP 1 
2 88 
91050 
rn ess ~g es pe r hour 
ch~r~ctPrs per hour 
f or !irik s u pportin g 
You ne ed l 11Ml s ) of 1200 bps . Utili z~t i 0~ r~t e 17 % 
*****·***·****·*-*************************-*·******-******************** Do you w9nt to go to nP.xt step <G>, 
or r erun s,im e ~t ep <RI, 
or exit <El? 
g 
_J 
