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INTRODUCTION
The main aim of this thesis is to continue with the theory of Hardy spaces associated with an elliptic operator L.
This theory was initiated by P.Auscher, X. T. Duong, and A. McIntosh in [5], in an unpublished work. Besides,
P.Auscher and E. Russ in [17] contemplated the possibility of replacing the Laplacian with another second
elliptic operator L, in the definition of the Hardy space H1(Rn) via the maximal function associated with the
Poisson semigroup generated by ∆, the Laplace operator on Rn. This was also considered in dimension one
by P. Auscher and P. Tchamitchian in [16]. In [17] the authors showed that, effectively, that generalization
could be done in higher dimensions and on domains, provided L satisfies a smooth condition and pointwise
Gaussian bounds. In particular, any real elliptic operator satisfy the conditions imposed in [17]. In the context
of complete connected Riemannian manifolds with doubling Riemannian measure, P. Auscher, A. McIntosh,
and E. Russ in [12] defined Hardy spaces for differential operators and gave different characterizations of them,
including atomic decompositions. In that paper they also introduced the use of off-diagonal estimates instead
of Gaussian bounds, and the notions of molecules and molecule decomposition (in the context of differential
operators) that replace those of atoms and atomic decompositions. The molecules are functions that belong to
the range of LM for M large enough (this condition replaces the cancellation condition in the case of atoms).
Another difference with atoms is that molecules do not have compact support, but they decay sufficiently fast.
Simultaneously, in the Euclidean setting, S. Hofmann and S. Mayboroda in [55], for p = 1, and S. Hofmann,
S. Mayboroda, and A. McIntosh in [56], for a general p, and at the same time by an article of R. Jiang and D.
Yang, see [61], developed the Hardy space theory for Hardy spaces defined via the Riesz transform associated
with a second order divergence form elliptic operator L, and via conical square functions and non-tangential
maximal functions associated with the heat and Poisson semigroups generated by the operator L.
Here, we consider weighted Euclidean spaces for Muckenhoupt weights, and give natural extensions, in
the weighted context, of the definitions of the Hardy spaces associated with conical square functions, non-
tangential maximal functions, and the Riesz transform considered in [55] and [56]. We develop a systematic
study of those weighted Hardy spaces which contains the unweighted case as a particular example.
During the study of these weighted Hardy spaces other questions more or less related to this Hardy space
theory arise. For example, the study of the boundedness on Lp(w) of the conical square functions and the non-
tangential maximal functions associated with the operator L (essential for the development of the Hardy space
theory); or the study of tent spaces and weighted tent spaces. We study these spaces, which appear naturally in
the context of this work, and also show how certain operators behave when they are applied to functions that
belong to them.
In what follows we introduce the main results presented in this work. For historical background and a
summary of main results on the field, we refer the reader to the comments we make at the beginning of each
section.
The weights that we consider are positive locally integrable functions w belonging to the Muckenhoupt
classes Ar or the reverse Hölder classes RHq (see Section 1.1 for definitions). Besides we denote by L an
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elliptic operator in divergence form, defined by
L f := − div(A∇ f ),
where A is an n × n matrix with complex bounded coefficients, satisfying an ellipticity condition. The operator
−L generates a C0-semigroup of contractions on L2(Rn): {e−tL}t>0, called the heat semigroup. Associated with
this semigroup and its gradient we consider the following conical square functions:
Sm,H f (x) =
(∫∫
Γ(x)
|(t2L)me−t2L f (y)|2 dy dt
tn+1
) 1
2
,
and, for every m ∈ N0 := N ∪ {0},
Gm,H f (x) =
(∫∫
Γ(x)
|t∇y(t2L)me−t2L f (y)|2 dy dttn+1
) 1
2
,
Gm,H f (x) =
(∫∫
Γ(x)
|t∇y,t(t2L)me−t2L f (y)|2 dy dttn+1
) 1
2
;
and also the ones associated with the Poisson semigroup:
SK,P f (x) =
(∫∫
Γ(x)
|(t√L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,
and for every K ∈ N0,
GK,P f (x) =
(∫∫
Γ(x)
|t∇y(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,
GK,P f (x) =
(∫∫
Γ(x)
|t∇y,t(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,
where Γ(x) := {(y, t) ∈ Rn+1+ : |x−y| < t} is the cone of aperture one with vertex at x. Corresponding to the cases
m = 0 or K = 0 we simply write GH f := G0,H f , GH f := G0,H f , GP f := G0,P f , and GP f := G0,P f . Besides, we
set SH f := S1,H f , SP f := S1,P f .
We also consider the following non-tangential maximal functions:
NH f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t2L f (z)|2 dz
tn
) 1
2
and NP f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t
√
L f (z)|2 dz
tn
) 1
2
.
Finally, we denote the Riesz transform associated with the operator L by ∇L− 12 . This operator has the
integral representation:
∇L− 12 h = 1
pi1/2
∫ ∞
0
√
t∇e−tLhdt
t
.
For T denoting any of the previous operators, the Hardy space associated with T , HpT ,q(w), is defined as
the completion of the set
H
p
T ,q(w) := { f ∈ Lq(w) : T f ∈ Lp(w)},
with respect to the quasi-norm ‖ f ‖HpT ,q(w) := ‖T f ‖Lp(w). We take 0 < p < ∞ and, for T being a square function
or a non-tangential maximal function, we take q ∈ Ww(p−(L), p+(L)), in the case that T is equal to the Riesz
transform we take q ∈ Ww(q−(L), q+(L)). We have that (p−(L), p+(L)) and (q−(L), q+(L)) are the intervals
CONTENTS xi
where the heat semigroup generated by L, and its gradient are respectively uniformly bounded on Lp(Rn). In
general, for some 0 < p0 < q0 < ∞, Ww(p0, q0) is the possibly empty interval of q ∈ (p0, q0) such that
w ∈ A q
p0
∩ RH( q0
q
)′ . Throughout this text, when we take a point inWw(p0, q0), we implicitly understand that
we are working with a weight w ∈ A∞ such thatWw(p0, q0) , ∅, and therefore we can take that point.
In Chapter 4, we show that for 0 < p ≤ 1 and T being any conical square function or a non-tangential
maximal function, we have a molecular characterization of the weighted Hardy spaces HpT ,q(w). By this, we
mean that in that range of p’s these spaces are isomorphic to a molecular weighted Hardy space HpL(w) defined
as follows: let w ∈ A∞, q ∈ Ww(p−(L), p+(L)), 0 < p < ∞, ε > 0, and M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
(rw := inf{1 ≤ r < ∞ : w ∈ Ar}), we define the molecular weighted Hardy space HpL,q,ε,M(w) as the completion
of the set
H
p
L,q,ε,M(w) :=
{ ∞∑
i=1
λimi :
∞∑
i=1
λimi is a (w, q, p, ε,M)-representation
}
,
with respect to the quasi-norm,
‖ f ‖HpL,q,ε,M(w) := inf

( ∞∑
i=1
|λi|p
) 1
p
:
∞∑
i=1
λimi is a (w, q, p, ε,M)-representation of f
 .
Where, we say that a function m ∈ Lq(w) (belonging to the range of Lk in Lq(w), 0 ≤ k ≤ M,) is a
(w, q, p, ε,M)-molecule if, for some cube Q ⊂ Rn,m satisfies
‖m‖mol,w :=
∑
i≥1
2iεw(2i+1Q)
1
p− 1q
M∑
k=0
∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lq(w) < 1.
Henceforth, we refer to the previous expression as the molecular w-norm ofm and any cube Q satisfying that,
is called a cube associated withm.
Note that ifm is a (w, q, p, ε,M)-molecule, for all associated cubes Q:∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lq(w) ≤ 2−iεw(2i+1Q) 1q− 1p i = 1, 2, . . . ; k = 0, 1, . . . ,M;
(see (4.6) for the definition of C j(Qi)). Besides, for any function f , we say that the sum
∑
i∈N λimi is a
(w, q, p, ε,M)-representation of f , if the following conditions are satisfied:
(i) {λi}i∈N ∈ `p.
(ii) For every i ∈ N,mi is a (w, q, p, ε,M)-molecule.
(iii) f =
∑
i∈N λimi in Lq(w).
In Remark 4.12 we fix a choice of the parameters p, q, ε, and M and denote the corresponding molecular
weighted Hardy space by HpL(w). The molecular characterization that we announced above is stated in the next
results.
Theorem 1. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark 4.12.
For every q ∈ Ww(p−(L), p+(L)), ε > 0, and M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
, the following spaces are
isomorphic to HpL(w) (and therefore one another) with equivalent norms
HpL,q,ε,M(w); H
p
Sm,H,q(w), m ∈ N; H
p
Gm,H,q(w), m ∈ N0; and H
p
Gm,H,q(w), m ∈ N0.
In particular, none of these spaces depend (modulo isomorphisms) on the choice of the allowable parameters
q, ε, M, and m.
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Theorem 2. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark 4.12.
For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and therefore one another)
with equivalent norms
HpSK,P,q(w), K ∈ N; H
p
GK,P,q(w), K ∈ N0; and H
p
GK,P,q(w), K ∈ N0.
In particular, none of these spaces depend (modulo isomorphisms) on the choice of q, and K.
Theorem 3. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark 4.12.
For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and therefore one another)
with equivalent norms
HpNH,q(w) and H
p
NP,q(w).
In particular, none of these spaces depend (modulo isomorphisms) on the choice of q.
When p ∈ Ww(p−(L), p+(L)), we find out that these spaces are isomorphic with the Lp(w) spaces.
Theorem 4. Given w ∈ A∞, if T is any of the square functions in (1.26)-(1.31) or a non-tangential maximal
function in (1.32), we have, for all p ∈ Ww(p−(L), p+(L)), that the spaces HpT (w) and Lp(w) are isomorphic,
with equivalent norms.
In the case of the Riesz transform we obtain, for some range of p’s, an isomorphism between Hp∇L−1/2,q(w)
and HpSH,q(w).
Theorem 5. Given w ∈ A∞ such that Ww(q−(L), q+(L)) , ∅. For all max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
< p < q+(L)sw and
q ∈ Ww(q−(L), q+(L)), we have the following isomorphism
HpSH,q(w) ≈ H
p
∇L−1/2,q(w).
For p ∈ Ww(q−(L), q+(L)) this isomorphism does not depend on q.
In order to prove these theorems we need to develop an Lp(w) theory for the operators which we are working
with. That is, we need to know in which range of p′s these operators are bounded on Lp(w). In [11] the authors
studied this boundedness in the case of the Riesz transform. In fact, that paper was the third of a series of four
papers of which the first two: [9] and [10], are also of our interest. In them they developed a weighted theory
related with different objects that arise connected with elliptic operators in divergence form. These are the heat
semigroup, its gradient, functional calculus, the Riesz transform, and the vertical square functions defined by
the mentioned semigroups. They also gave very useful tools, and, in fact, crucial to the present work when
dealing with those objects, such as: off-diagonal estimates and extrapolation. Moreover, they introduced the
notation that we shall mainly use in this manuscript.
We should remark that we shall not only use weighted theory, also the unweigthed off-diagonal estimates
proved by P. Auscher in [3] and the boundedness of the vertical and conical square functions (see [3] and [7])
will be very useful in our work.
Coming back to our problem, recall that we needed an Lp(w) theory for the conical square functions and
non-tangential maximal functions. We solve this problem in Chapter 3, where we show weighted boundedness
for the conical square function and the non-tangential maximal function that we have defined, as well as norm
comparison.
Theorem 6. Let w ∈ A∞.
(a) SH, GH, and GH are bounded on Lp(w) for all p ∈ Ww(p−(L),∞).
(b) Given m ∈ N, Sm,H, Gm,H, and Gm,H are bounded on Lp(w) for all p ∈ Ww(p−(L),∞).
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Equivalently, all the previous square functions are bounded on Lp(w) for every p−(L) < p < ∞ and every
w ∈ A p
p−(L)
.
Theorem 7. Let w ∈ A∞.
(a) Given K ∈ N, SK,P is bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)K,∗).
(b) Given K ∈ N0, GK,P and GK,P are bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)K,∗).
Theorem 8. Given w ∈ A∞. There hold
(a) NH is bounded on Lp(w) for all p ∈ Ww(p−(L),∞),
(b) NP is bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)).
The comparison results are useful in both the characterization of our weighted Hardy spaces and in showing
boundedness on Lp(w) of the operators in the left-hand side of the inequality.
Theorem 9. Given an arbitrary f ∈ L2(Rn) there hold:
(a) Gm,H f (x) ≤ Gm,H f (x), for every x ∈ Rn and for all m ∈ N0.
(b) Given m ∈ N, ‖Sm,H f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and 0 < p < ∞.
(c) Given m ∈ N, ‖Gm,H f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and 0 < p < ∞.
Theorem 10. Given an arbitrary f ∈ L2(Rn) there hold:
(a) GK,P f (x) ≤ GK,P f (x), for every x ∈ Rn and for all K ∈ N0.
(b) Given K ∈ N, ‖SK,P f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and p ∈ Ww(0, p+(L)K,∗).
(c) ‖GP f ‖Lp(w) . ‖GH f ‖Lp(w), for all w ∈ A∞ and w ∈ Ww(0, p+(L)∗).
(d) Given K ∈ N, ‖GK,P f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and p ∈ Ww(0, p+(L)K,∗).
Theorem 11. For all w ∈ A∞, q ∈ Ww(p−(L), p+(L)), and f ∈ Lq(w). There hold
(a) ‖Sm,H f ‖Lp(w) . ‖Gm−1,H f ‖Lp(w), for all m ∈ N and 0 < p < ∞,
(b) ‖SK,P f ‖Lp0 (w) . ‖GK−1,P f ‖Lp0 (w), for all K ∈ N and 0 < p < ∞.
Theorem 12. Given an arbitrary f ∈ L2(Rn), there hold, for all w ∈ A∞ and 0 < p < ∞,
(a) ‖GP f ‖Lp(w) . ‖NP f ‖Lp(w),
(b) ‖SH f ‖Lp(w) . ‖NH f ‖Lp(w).
The proofs of all these results rely on the theory of tent spaces. In Chapter 2 we briefly recall that theory,
introduced in [32] by R. R. Coifman, Y. Meyer, and E. M. Stein.
For 0 < r, p < ∞, the tent space T pr is defined by
T pr := {F measurable functions in Rn+1+ : ArF ∈ Lp(Rn)}
where
ArF(x) :=
(∫∫
Γ(x)
|F(y, t)|r dy dt
tn+1
) 1
r
.
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These spaces are quasi-Banach spaces endowed with the norm ‖F‖T pr := ‖AF‖Lp(Rn), the functions in Lr(Rn+1+ )
with compact support are dense in them, and their definitions do not depend on the aperture of the cone Γα(x) :=
{(y, t) ∈ Rn+1+ : |x − y| < αt}, α > 0, used to define the operatorArF (see [32, 4]).
Besides, we also define the weak tent spaces wT pr as the usual tent spaces but imposing that the operator
ArF ∈ Lp,∞(Rn). Finally, for 0 < p ≤ 1, we define the space Tpr as the subspace of functions F ∈ T pr having an
atomic decomposition
∑∞
i=1 λiAi such that the atoms Ai also satisfy
∫
Rn Ai(x, t)dx = 0 for a.e. t > 0 and ∀i ≥ 1,
and that
(∑∞
i=1 |λi|p
) 1
p < ∞.
We study how certain well known operators such as the Hardy-Littlewood maximal operator, Calderón-
Zydmund operators, Riesz potentials, fractional maximal functions, and the Riesz transform, act on those
spaces.
Theorem 13. LetM be the centered Hardy-Littlewood maximal operator. For all 1 < r < ∞,
(a) M : T pr → T pr , for all 1 < p < ∞;
(b) M : T 1r → wT 1r .
Theorem 14. Let T be a Calderón-Zygmund operator on Rn of order δ ∈ (0, 1] . For all 1 < r < ∞,
(a) T : T pr → T pr , for all 1 < p < ∞;
(b) T : T 1r → wT 1r ;
(c) T : Tpr → T pr , for all nn+δ < p ≤ 1;
(d) T : Tpr → Tpr , for all nn+δ < p ≤ 1, if T ∗(1) = 0.
Theorem 15. For 0 < α < n, nn−α < r < ∞, and 1 < p < q < ∞ such that 1p − 1q = αn ,
Iα,Mα : T pr → T qr .
Theorem 16. Let L = − div(A∇) be an elliptic operator with complex-valued coefficients. For q−(L) < p, r <
q+(L) we have
∇L− 12 : T pr → T pr .
In the last section of Chapter 2, we consider weighted tent spaces as follows: for 0 < r, p < ∞
T pr (w) := {F measurable functions in Rn+1+ : ArF ∈ Lp(w)}.
These spaces are also quasi-Banach spaces when endowed with the norm ‖F‖T pr (w) := ‖AF‖Lp(w), the functions
in Lr(Rn+1+ ) with compact support are also dense on them, and their definitions, again, do not depend on the
aperture of the cone Γα(x), used to define the operatorArF.
Proposition 17. Let 0 < α ≤ β < ∞.
(i) For every w ∈ Ar̂, 1 ≤ r̂ < ∞, there holds
‖AβF‖Lp(w) ≤ C
(
β
α
) n̂r
p
‖AαF‖Lp(w) for all 0 < p ≤ 2r̂.
(ii) For every w ∈ RHs′ , 1 ≤ s < ∞, there holds
‖AαF‖Lp(w) ≤ C
(
α
β
) n
sp
‖AβF‖Lp(w) for all 2s ≤ p < ∞.
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The main purpose of the last section in Chapter 2 is to prove a complex interpolation result for weighted
tent spaces:
Theorem 18. Suppose 1 ≤ p0 < p1 < ∞ and 1p = 1−θp0 + θp1 , 0 < θ < 1. Then
[T p0(w),T p1(w)]θ = T p(w).
We use this theorem to obtain complex interpolation between weighted Hardy spaces:
Theorem 19. Given w ∈ A∞ and q ∈ Ww(p−(L), p+(L)). Suppose 1 ≤ p0 < p1 < p+(L)1/2,∗sw and 1p = 1−θp0 + θp1 ,
0 < θ < 1. Then
[Hp0SH,q(w),H
p1
SH,q(w)]θ = H
p
SH,q(w).
This result will be needed in the proof of Theorem 5.
We finally comment that Chapter 1 is devoted to introduce all the definitions and concepts needed to un-
derstand the next chapters, such as: weights, elliptic operators in diverge form, off-diagonal estimates, and
extrapolation. Therefore, if the reader is familiar with these concepts they can just skip that chapter.
This thesis has led to the following papers:
1. P. Auscher, C. Prisuelos-Arribas, Tent space boundedness via extrapolation, Mathematische Zeitschrift
(2016), DOI 10.1007/s00209-016-1814-7.
2. J.M. Martell, C. Prisuelos-Arribas, Weighted Hardy spaces associated with elliptic operators. Part I:
weighted norm inequalities for conical square functions, to appear in Trans. Amer. Soc. arXiv:1406.6285.
3. J.M. Martell, C. Prisuelos-Arribas, Weighted Hardy spaces associated with elliptic operators. Part II:
Characterizations of H1L(w) , to appear in Publ. Mat., arXiv:1701.00920.
4. C. Prisuelos-Arribas Weighted Hardy spaces associated with elliptic operators. Part III: Characteriza-
tions of HpL(w) and the weighted Hardy space associated with the Riesz transform. In preparation.
In the first one, we explore the boundedness of different operator on tent spaces. This is develop in Chapter
2, Section 2.2; and Appendix A. The main results are Theorems 13, 14, 15, and 16.
In the second one, we start elaborating a theory of weighted Hardy spaces associated with the operator L
by proving boundedness on Lp(w) of the conical square functions defined above. We also obtain some norm
comparison results between those square functions, and change of angles in weighted tent spaces. The main
results are Theorems 6, 7, 9, and 10, and Proposition 17. This appears in Chapter 2: Sections 2.3.1 and 2.3.2;
and in Chapter 3, Section 3.1.
In the third one, we develop an Lp(w) theory for the non-tangential maximal functions defined above.
Besides, for p = 1, we define the weighted Hardy spaces associated with conical square functions and non-
tangential maximal functions and give a molecular characterization of them. This is in Chapter 3, Section 3.1
and 3.2; and in Chapter 4, Sections 4.1 and 4.3 with p = 1. We highlight Theorems 1, 2, 3, 8, 11, and 12.
In the last one, we continue with the theory of weighted Hardy spaces for p different from one, and addi-
tionally we consider the weighted Hardy space defined using the Riesz transform associated with the operator
L. The results are contained in Chapter 2, Section 2.3.3; Chapter 3, Section 3.3, and Chapter 4 (recalling that
the case p = 1 in Sections 4.1 and 4.3 appears in the third paper). We bring to focus Theorems 1, 2, and 3 with
0 < p < 1, and Theorems 4, 5, 18, and 19.
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NOTATION
Although the objects listed here are also defined in the text, we include this section to facilitate a quick search.
(a) We write C or c to indicate that the constants are independent of the decisive parameters in the corre-
sponding computation. Sometimes, we also write cw or cn,w, this means that the constant may depends on
the weight, or on the weight and the dimension, but that dependence is not relevant in the corresponding
computation.
(b) Given, two quantities Θ1 and Θ2, we write Θ1 . Θ2 or Θ1 ≈ Θ2 to symbolize Θ1 ≤ CΘ2 or Θ1 = CΘ2.
(c) We represent by N0 the set of natural numbers including zero.
(d) For any 1 ≤ r < ∞, we denote by r′ its conjugated exponent: 1/r + 1/r′ = 1.
(e) The upper half space is represent by Rn+1+ := {(y, t) : y ∈ Rn t > 0}.
( f ) Given 0 ≤ p0 < q0 ≤ ∞we can consider the intervalWw(p0, q0) := {p ∈ (p0, q0) : w ∈ Ap/p0∩RH(q0/p)′}.
(g) For α > 0, the cone of aperture α is defined as Γ(x)α := {(y, t) ∈ Rn+1+ : |x − y| < t}. In the case that α = 1
we write Γ(x).
(h) Let F be a function defined in Rn+1+ we denote the integral of F over a cone by
|||F|||Γ(x) :=
(∫∫
Γ(x)
|F(y, t)|2 dy dt
tn+1
) 1
2
.
(i) For a close set E ⊂ Rn and α > 0, the union of all cones with vertex at E is denote byRα(E) := ∪x∈EΓα(x).
We write R(E) when α = 1.
( j) For an open set O ⊂ Rn we defined the tent over O as the set Ô := {(y, t) ∈ Rn+1+ : d(y,Rn \ O) ≥ t},
(k) We write Q = Q(xQ, `(Q)) to denote the cube of centre xQ and sidelength `(Q).
(l) We write B = B(xB, rB) to denote the ball with centre xB and radius rB.
(m) CQ = Q(xQ,C`(Q)) denotes the cube of centre xQ and sidelength C times `(Q).
(n) CB = B(xB,CrB) denotes the ball with centre xB and radius C times rB.
(o) Let E be a ball or a cube, we define the annuli of E by C j(E) = 2 j+1E \ 2 jE, j ≥ 2, C1(E) = 4E, .
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(p) For any measurable set E ⊂ Rn and any weight w ∈ A∞ we set
w(E) :=
∫
E
w(x)dx.
(q) The space Lp(w) denotes the space of functions f such that f w1/p ∈ Lp(Rn).
(r) We represent the average of a function h in a set E under the measure µ by −
∫
E h(x)dµ =
1
µ(E)
∫
E h(x)dµ.
In this work µ shall be the Lebesgue measure or a weight w ∈ A∞. When µ is the Lebesgue measure or a
weight w ∈ A∞ we write respectively dx or dw instead of dµ.
(s) When we have an integral over an annulus C j(E) (where E is a ball or a cube in Rn), we denote by
−
∫
C j(E)
h(x)dµ = 1
µ(2 j+1E)
∫
E h(x)dµ, the integral over the annulus C j(E) divided by the measure of the
whole set 2 j+1E, instead of the measure of the annulus.
(t) L(X) represents the space of linear continuous maps on a Banach space X.
(u) We write ∇y or ∇ to denote the gradient in the n-dimensional variable, y ∈ Rn, and ∇y,t to denote the
gradient over the variables (y, t) ∈ Rn+1+ .
(v) The vertical square function gH is defined by gH f (x) :=
(∫ ∞
0 |t2Le−t
2L f (x)|2
) 1
2
.
(w) M and Mu denote respectively the centred and uncentred Hardy-Littlewood maximal operators over
balls.
(x) Md and Mc denote respectively the dyadic maximal operator and the centred maximal operator over
cubes.
(y) Mw denotes the weighted maximal operator over cubes, defined by
Mw f (x) := sup
Q3x
−
∫
Q
| f (y)|dw.
Chapter 1
PRELIMINARIES
1.1 Muckenhoupt weights
A Muckenhoupt weight w is a locally integrable positive function, w : Rn → [0,∞] so that the set of points
where w takes the values zero and infinity has Lebesgue measure zero. In 1972 in [70], B. Muckenhoupt proved
that the Hardy-Littlewood maximal operator defined on cubes Q ⊂ Rn:
Mc f (x) := sup
Q3x
−
∫
Q
| f (y)|dy
is bounded on Lp(w) for 1 < p < ∞, if and only if w satisfies:(
−
∫
Q
w(x) dx
)(
−
∫
Q
w(x)−
1
p−1 dx
)p−1
≤ C. (1.1)
In short, for a weight w satisfying (1.1) we write w ∈ Ap, and say that w belongs to the Ap class.
Besides, in [58] R. Hunt, B. Muckenhoupt, and R. Wheeden proved in dimension one, that the fact that
w ∈ Ap is also a necessary and sufficient condition for the Hilbert transform to be bounded on Lp(w). In [30],
R.R. Coifman and C. Fefferman extended these results to more general singular integrals in higher dimensions.
In the same paper, they also proved that for every weight w ∈ Ap, for 1 < p < ∞, the following reverse Hölder
inequality holds (
−
∫
Q
w(x)1+δdx
) 1
1+δ
≤ C−
∫
Q
w(x)dx,
for all cubes Q ⊂ Rn and for positive constants C and δ > 0 independent of Q.
These results are also true using balls instead of cubes. In fact, the definitions over balls of the Hardy-
Littlewood maximal function, and the Ap and reverse Hölder conditions are equivalent (up to dimensional
constants) to those made over cubes. In this work, it will be more convenient for us to use balls instead of
cubes. Specifically, for each 1 < r < ∞, and r′ such that 1/r + 1/r′ = 1, we say that w ∈ Ar if(
−
∫
B
w(x) dx
)(
−
∫
B
w(x)1−r
′
dx
)r−1
≤ C, ∀B ⊂ Rn. (1.2)
On the other hand, for each 1 < s < ∞, we say that w belongs to the reverse Hölder class s, and write w ∈ RHs,
if (
−
∫
B
w(x)s dx
) 1
s
≤ C−
∫
B
w(x) dx, ∀B ⊂ Rn. (1.3)
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Besides, if w ∈ Ar, 1 < r < ∞, for every ball B and every measurable set E ⊂ B,
w(E)
w(B)
≥ C
( |E|
|B|
)r
. (1.4)
Note that if we take r = 1 in (1.4) we obtain
w(E)
|E| ≥ C
w(B)
|B| . (1.5)
From this inequality we can deduce that, for every ball B ⊂ Rn,
−
∫
B
w(x) dx ≤ Cw(y), for a.e. y ∈ B. (1.6)
We say that a weight satisfying this is in the A1 class. Equivalently, for w ∈ A1 we have thatMuw ≤ C w, a.e.,
whereMu denotes the uncentred Hardy-Littlewood maximal operator over balls in Rn.
On the other hand, if w ∈ RHs for 1 < s < ∞, and 1/s + 1/s′ = 1, note that
w(E)
w(B)
≤ C
( |E|
|B|
) 1
s′
. (1.7)
For s = ∞ this condition looks
w(E)
|E| ≤ C
w(B)
|B| , (1.8)
from which we can deduce that there exists a constant C such that for every ball B ⊂ Rn,
w(y) ≤ C−
∫
B
w(x) dx, for a.e. y ∈ B. (1.9)
For a weight satisfying this condition we write w ∈ RH∞. Notice that we have excluded the case s = 1 since
the class RH1 consists of all the weights, and that is the way RH1 is understood in what follows.
Moreover, consider for all 1 < r < ∞,
[w]Ar := sup
B⊂Rn
(
−
∫
B
w(x) dx
)(
−
∫
B
w(x)1−r
′
dx
)r−1
,
and for r = 1,
[w]A1 := sup
B⊂Rn
(
−
∫
B
w(x) dx
)
‖w−1‖L∞(B).
Then, we have, for all w ∈ Ar and 1 ≤ r < ∞,
w(E)
w(B)
≥ [w]−1Ar
( |E|
|B|
)r
. (1.10)
This implies in particular that w is a doubling measure:
w(λB) ≤ [w]Ar λn rw(B), ∀ B, ∀ λ > 1. (1.11)
In addition, consider for all 1 < s < ∞,
[w]RHs := sup
B⊂Rn
(
−
∫
B
w(x) dx
)−1(
−
∫
B
w(x)s dx
) 1
s
,
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and for s = ∞,
[w]RH∞ := sup
B⊂Rn
(
−
∫
B
w(x) dx
)−1
‖w‖L∞(B).
Then, we have, for all w ∈ RHs and 1 < s ≤ ∞,
w(E)
w(B)
≤ [w]RHs
( |E|
|B|
) 1
s′
. (1.12)
Moreover, note that the Ar classes increase as r increases, therefore it is natural to consider the limit as r
tends to infinity. This is the A∞ class. We say that a weight is in the A∞ class if there exists C > 0 such that for
every ball B ⊂ Rn, (
−
∫
B
w(x)dx
)
exp
(
−
∫
B
log w(x)−1dx
)
≤ C,
and denote
[w]A∞ := sup
B⊂Rn
(
−
∫
B
w(x)dx
)
exp
(
−
∫
B
log w(x)−1dx
)
.
It turns out that the Ap, A∞, and RHs classes are closely related. We sum up some of the properties of these
classes in the following result, see for instance [49], [37], or [50].
Proposition 1.13.
(i) A1 ⊆ Ap ⊆ Aq, for 1 ≤ p ≤ q < ∞.
(ii) RH∞ ⊆ RHq ⊆ RHp, for 1 < p ≤ q ≤ ∞.
(iii) If w ∈ Ap, 1 < p < ∞, then there exists 1 < q < p such that w ∈ Aq.
(iv) If w ∈ RHs, 1 < s < ∞, then there exists s < r < ∞ such that w ∈ RHr.
(v) A∞ =
⋃
1≤p<∞
Ap =
⋃
1<s≤∞
RHs.
(vi) If 1 < p < ∞, w ∈ Ap if and only if w1−p′ ∈ Ap′ .
(vii) For every 1 < p < ∞, w ∈ Ap if and only ifM is bounded on Lp(w). Also, w ∈ A1 if and only ifM is
bounded from L1(w) into L1,∞(w).
For a weight w ∈ A∞, define
rw := inf{1 ≤ r < ∞ : w ∈ Ar}, sw := inf{1 ≤ s < ∞ : w ∈ RHs′}. (1.14)
Notice that according to our definition sw is the conjugated exponent of the one defined in [9, Lemma 4.1].
Additionally, we set for any 0 < q < ∞,
q∗w :=
{
qnrw
nrw−q if q < nrw,
∞ if q ≥ nrw.
(1.15)
In the case w ≡ 1, note that rw = 1 and we write q∗ := q∗1.
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Given 0 ≤ p0 < q0 ≤ ∞, w ∈ A∞, and according to [9, Lemma 4.1] we have
Ww(p0, q0) :=
{
p : p0 < p < q0,w ∈ A p
p0
∩ RH( q0
p
)′} = (p0rw, q0sw
)
. (1.16)
If p0 = 0 and q0 < ∞ it is understood that the only condition that stays is w ∈ RH( q0
p
)′ . Analogously, if 0 < p0
and q0 = ∞ the only assumption is w ∈ A p
p0
. FinallyWw(0,∞) = (0,∞).
Besides, by [9, Lemma 4.4], we have that
p ∈ Ww(p0, q0)⇔ p′ ∈ Ww1−p′ (p′0, q′0). (1.17)
Finally, let us also introduce another class of weights that first appeared in [71] to study norm inequalities
for fractional integral operators and that we shall use when dealing with Riesz potentials and fractional maximal
functions in Section 2.2. Given 1 < p ≤ q < ∞, we say that w ∈ Ap,q if for every ball B ⊂ Rn,(
−
∫
B
w(x)qdx
) 1
q
(
−
∫
B
w(x)−p
′
dx
) 1
p′ ≤ C.
For p = 1, we say that w ∈ A1,q if for every x ∈ B,(
−
∫
B
w(x)qdx
) 1
q
≤ Cw(x).
Note that when p = q the fact that w ∈ Ap,p is equivalent to saying that wp ∈ Ap. Furthermore, it is easy to see
that w ∈ Ap,q if and only if w ∈ A1+ qp′ . Hence, the Ap,q classes can be seen as subsets of A∞.
1.2 Elliptic operators
Let A be an n × n matrix of complex and L∞-valued coefficients defined on Rn. We assume that this matrix
satisfies the following uniform ellipticity (or “accretivity”) condition: there exist 0 < λ ≤ Λ < ∞ such that
λ |ξ|2 ≤ Re A(x) ξ · ξ¯ and |A(x) ξ · ζ¯ | ≤ Λ |ξ| |ζ |, (1.18)
for all ξ, ζ ∈ Cn and almost every x ∈ Rn. We have used the notation ξ · ζ = ξ1 ζ1 + · · · + ξn ζn and therefore
ξ · ζ¯ is the usual inner product in Cn. Note that then A(x) ξ · ζ¯ = ∑ j,k a j,k(x) ξk ζ¯ j. Associated with this matrix
we define the second order divergence form elliptic operator
L f = − div(A∇ f ), (1.19)
which is understood in the standard weak sense as a maximal-accretive operator on L2(Rn, dx) with domain
D(L) by means of a sesquilinear form. The operator L has a square root L 12 , defined as the unique maximal-
accretive operator such that
L
1
2 L
1
2 = L
as unbounded operators (see [3] for a deeper discussion in the operator L
1
2 , and, for a explicit construction, the
two references recommended there: [31, Chapter XIV] and [62, p. 281]). We use the following formula to
compute L
1
2 :
L
1
2 =
2√
pi
∫ ∞
0
tLe−t
2L dt
t
. (1.20)
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Besides, the operator −L generates a C0-semigroup {e−tL}t>0 of contractions on L2(Rn) which is called the
heat semigroup. As in [3] and [10], we denote by (p−(L), p+(L)) the maximal open interval on which this
semigroup, {e−tL}t>0, is uniformly bounded on Lp(Rn), and by (q−(L), q+(L)) the maximal open interval on
which the gradient of the heat semigroup, { √t∇ye−tL}t>0, is uniformly bounded on Lp(Rn) :
p−(L) := inf
{
p ∈ (1,∞) : sup
t>0
‖e−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
, (1.21)
p+(L) := sup
{
p ∈ (1,∞) : sup
t>0
‖e−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
; (1.22)
q−(L) := inf
{
p ∈ (1,∞) : sup
t>0
‖t∇ye−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
, (1.23)
q+(L) := sup
{
p ∈ (1,∞) : sup
t>0
‖t∇ye−t2L‖Lp(Rn)→Lp(Rn) < ∞
}
. (1.24)
Note that in place of the semigroup {e−tL}t>0 we are using its rescaling {e−t2L}t>0. We do so since all the “heat”
square functions, defined below, are written using the latter and also because in the context of the off-diagonal
estimates, discussed in the next section, it will simplify some computations.
Furthermore, for every K ≥ 0, K ∈ Q and 0 < q < ∞, let us set
qK,∗ :=

q n
n − (2K + 1) q , if (2K + 1) q < n,
∞, if (2K + 1) q ≥ n.
Corresponding to the case K = 0, note that this number is equal to the one defined in (1.15) in the unweighted
case. Hence, we write q∗ := q0,∗. We also observe that q < qK,∗, for all K ≥ 0, K ∈ Q.
Besides, from [3] (see also [10]) we know that p−(L) = 1 and p+(L) = ∞ if n = 1, 2; and if n ≥ 3 then
p−(L) < 2 nn+2 and p+(L) >
2 n
n−2 . Moreover, q−(L) = p−(L), q+(L)
∗ ≤ p+(L), and we always have q+(L) > 2, with
q+(L) = ∞ if n = 1.
Following the notation in [11], given a weight w ∈ A∞, we also consider the intervals J˜w(L) and K˜w(L),
which are respectively (possibly empty) intervals of p ∈ [1,∞), where {e−t2L}t>0 is a bounded set in L(Lp(w))
and {t∇e−t2L}t>0 is a bounded set in L(Lp(w)) (where L(Lp(w)) denotes the set of linear continuous maps on
Lp(w)).
Using the heat semigroup and the corresponding Poisson semigroup {e−t
√
L}t>0, one can define different
conical square functions which all have an expression of the form
Qα f (x) =
(∫∫
Γα(x)
|Tt f (y)|2 dy dttn+1
) 1
2
, x ∈ Rn, (1.25)
where Γα(x) := {(y, t) ∈ Rn+1+ : |x − y| < αt} denotes the cone (of aperture α > 0) with vertex at x ∈ Rn. We just
write Q f (x) and Γ(x) when α = 1. More precisely, we introduce the following conical square functions written
in terms of the heat semigroup {e−tL}t>0 (hence the subscript H): for every m ∈ N,
Sm,H f (x) =
(∫∫
Γ(x)
|(t2L)me−t2L f (y)|2 dy dt
tn+1
) 1
2
, (1.26)
and, for every m ∈ N0 := N ∪ {0},
Gm,H f (x) =
(∫∫
Γ(x)
|t∇y(t2L)me−t2L f (y)|2 dy dttn+1
) 1
2
, (1.27)
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Gm,H f (x) =
(∫∫
Γ(x)
|t∇y,t(t2L)me−t2L f (y)|2 dy dttn+1
) 1
2
. (1.28)
In the same way, let us consider conical square functions associated with the Poisson semigroup {e−t
√
L}t>0
(hence the subscript P): given K ∈ N,
SK,P f (x) =
(∫∫
Γ(x)
|(t√L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
, (1.29)
and for every K ∈ N0,
GK,P f (x) =
(∫∫
Γ(x)
|t∇y(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
, (1.30)
GK,P f (x) =
(∫∫
Γ(x)
|t∇y,t(t
√
L )2Ke−t
√
L f (y)|2 dy dt
tn+1
) 1
2
. (1.31)
Corresponding to the cases m = 0 or K = 0 we simply write GH f := G0,H f , GH f := G0,H f , GP f := G0,P f , and
GP f := G0,P f . Besides, we set SH f := S1,H f and SP f := S1,P f .
We also consider the following non-tangential maximal functions.
NH f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t2L f (z)|2 dz
tn
) 1
2
and NP f (x) = sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t
√
L f (z)|2 dz
tn
) 1
2
. (1.32)
Finally, we denote the Riesz transform associated with the operator L by ∇L− 12 . This operator has the
following integral representation:
∇L− 12 h = 2√
pi
∫ ∞
0
t∇e−t2Lhdt
t
. (1.33)
From [11] we know the following boundedness result for the Riesz transform.
Theorem 1.34. [11, Theorem 5.2] Let w ∈ A∞ be such thatWw(q−(L), q+(L)) , ∅. For all f ∈ L∞c (Rn) and
p ∈ IntK˜w(L),
‖∇L− 12 f ‖Lp(w) . ‖ f ‖Lp(w).
Hence ∇L− 12 has a bounded extension to Lp(w).
1.3 Off-diagonal estimates
1.3.1 Off-diagonal estimate in Rn
We briefly recall the notion of off-diagonal estimates. Let {Tt}t>0 be a family of linear operators and let 1 ≤
p ≤ q ≤ ∞. We say that {Tt}t>0 satisfies Lp(Rn) − Lq(Rn) off-diagonal estimates of exponential type, denoted
by {Tt}t>0 ∈ F∞(Lp → Lq), if for all closed sets E, F, all f , and all t > 0 we have
‖Tt( f 1E) 1F‖Lq(Rn) ≤ Ct−n
(
1
p− 1q
)
e−c
d(E,F)2
t2 ‖ f 1E‖Lp(Rn).
Analogously, given 0 < β < ∞, we say that {Tt}t>0 satisfies Lp(Rn) − Lq(Rn) off-diagonal estimates of polyno-
mial type with order 0 < β < ∞, denoted by {Tt}t>0 ∈ Fβ(Lp → Lq) if for all closed sets E, F, all f , and all
t > 0 we have
‖Tt( f 1E) 1F‖Lq(Rn) ≤ Ct−n
(
1
p− 1q
)(
1 +
d(E, F)2
t2
)−(β+ n2( 1p− 1q))
‖ f 1E‖Lp(Rn).
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The heat and the Poisson semigroups satisfy respectively off-diagonal estimates of exponential and poly-
nomial type. Before making this precise, let us recall the definition of p−(L) and p+(L) in (1.21)-(1.22), and
that of q−(L) and q+(L) in (1.23)-(1.24). The importance of these parameters stems from the fact that, besides
giving the maximal intervals on which either the heat semigroup or its gradient is uniformly bounded, they
characterize the maximal open intervals on which off-diagonal estimates of exponential type hold (see [3] and
[10]). More precisely, for every m ∈ N0, there hold
{(t2L)me−t2L}t>0 ∈ F∞(Lp → Lq) for all p−(L) < p ≤ q < p+(L)
and
{t∇ye−t2L}t>0 ∈ F∞(Lp → Lq) for all q−(L) < p ≤ q < q+(L).
From these off-diagonal estimates we shall show that, for every m ∈ N0,
{(t√L )2me−t
√
L}t>0, ∈ Fm+ 12 (L
p → Lq),
for all p−(L) < p ≤ q < p+(L), and
{t∇y(t2L)me−t2L}t>0, {t∇y,t(t2L)me−t2L}t>0 ∈ F∞(Lp → Lq),
{t∇y(t
√
L )2me−t
√
L}t>0 ∈ Fm+1(Lp → Lq), {t∇y,t(t
√
L )2me−t
√
L}t>0 ∈ Fm+ 12 (L
p → Lq),
for all q−(L) < p ≤ q < q+(L).
To show these off-diagonal estimates we will apply the following Lemma, whose proof follows mutatis
mutandis from [54, Lemma 2.3].
Lemma 1.35. Let {Pt}t>0 and {Qs}s>0 be two families of linear operators. Given 1 ≤ p ≤ q ≤ ∞, assume that
{Pt}t>0 ∈ F∞(Lp → Lq) and {Qs}s>0 ∈ F∞(Lp → Lp). Then, for all closed sets E, F, all f , and all t, s > 0 we
have ∥∥(Pt ◦ Qs)( f 1E) 1F∥∥Lq(Rn) ≤ Ct−n( 1p− 1q)e−c d(E,F)2max{t,s}2 ‖ f 1E‖Lp(Rn).
To prove our claims, let us first consider
t∇y(t2L)me−t2L = C t√
2
∇ye− t
2
2 L ◦
(
t2
2
L
)m
e−
t2
2 L.
Taking Pt = t√2∇ye−
t2
2 L and Qt =
(
t2
2 L
)m
e− t
2
2 L for all t > 0, since {Pt}t>0 ∈ F∞(Lp → Lq) and {Qt}t>0 ∈
F∞(Lp → Lp), for all q−(L) < p ≤ q < q+(L), we conclude from Lemma 1.35 that {t∇y(t2L)me−t2L}t>0 ∈
F∞(Lp → Lq), for all q−(L) < p ≤ q < q+(L).
To prove that {t∇y,t(t2L)me−t2L}t>0 ∈ F∞(Lp → Lq), for all q−(L) < p ≤ q < q+(L), we just need to observe
that
|t∇y,t(t2L)me−t2L f (y)| . |t∇y(t2L)me−t2L f (y)| + |(t2L)me−t2L f (y)| + |(t2L)m+1e−t2L f (y)|,
and apply the off-diagonal estimates satisfied by each term.
We next obtain the off-diagonal estimates of polynomial type satisfied by the operators related to the Poisson
semigroup. Following some ideas used in [55, Lemma 5.1], we shall combine the subordination formula
e−t
√
L f (y) = C
∫ ∞
0
e−u√
u
e−
t2L
4u f (y) du (1.36)
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with the off-diagonal estimates satisfied by {(t2L)me−t2L}t>0 and by {t∇y(t2L)me−t2L}t>0 and Minkowski’s in-
equality.
To obtain that {(t√L )2me−t
√
L}t>0 ∈ Fm+ 12 (L
p → Lq) for all p−(L) < p ≤ q < p+(L), take two closed sets
E and F, a function f supported in E, and t > 0. We apply (1.36), Minkowski’s inequality, the off-diagonal
estimates satisfied by {(tL)me−tL}t>0, and change the variable u into
(
1 + d(E, F)2/t2
)−1 u:(∫
F
|(t√L )2me−t
√
L f (y)|q dy
) 1
q
= C
(∫
F
∣∣∣∣(t√L )2m ∫ ∞
0
e−u√
u
e−
t2
4u L f (y) du
∣∣∣∣q dy) 1q
.
∫ ∞
0
e−uum+
1
2
(∫
F
∣∣∣∣( t24u L
)m
e−
t2
4u L f (y)
∣∣∣∣q dy
) 1
q du
u
.
∫ ∞
0
e−cu
(
1+ d(E,F)
2
t2
)
um+
1
2
(
t√
u
)−n( 1p− 1q) du
u
(∫
E
| f (y)|p dy
) 1
p
= Ct−n
(
1
p− 1q
)(
1 +
d(E, F)2
t2
)−(m+ 12 + n2( 1p− 1q)) ∫ ∞
0
e−cuum+
1
2 +
n
2
(
1
p− 1q
)
du
u
(∫
E
| f (y)|p dy
) 1
p
= C t−n
(
1
p− 1q
)(
1 +
d(E, F)2
t2
)−(m+ 12 + n2( 1p− 1q))(∫
E
| f (y)|p dy
) 1
p
,
where in the last equality we have used that m ≥ 0 and that p ≤ q.
We next show that {t∇y,t(t
√
L )2me−t
√
L}t>0 ∈ Fm+ 12 (L
p → Lq) for all q−(L) < p ≤ q < q+(L). By applying
the subordination formula (1.36), and Minkowski’s inequality, we obtain(∫
F
|t∇y,t(t
√
L )2me−t
√
L f (y)|q dy
) 1
q
= C
(∫
F
∣∣∣∣t∇y,t(t√L )2m ∫ ∞
0
e−u√
u
e−
t2
4u L f (y) du
∣∣∣∣q dy) 1q
≤ C
∫ ∞
0
e−uum+1
(∫
F
∣∣∣∣∣ t2√u∇y,t
(
t
2
√
u
√
L
)2m
e−
t2
4u L f (y)
∣∣∣∣∣
q
dy
) 1
q du
u
.
Note now that∣∣∣∣∣ t2√u∇y,t
(
t
2
√
u
√
L
)2m
e−
t2
4u L f (y)
∣∣∣∣∣ ≈
∣∣∣∣∣ t2√u∇y
(
t
2
√
u
√
L
)2m
e−
t2
4u L f (y)
∣∣∣∣∣
+
∣∣∣∣∣u− 12
(
t
2
√
u
√
L
)2m
e−
t2
4u L f (y)
∣∣∣∣∣ +
∣∣∣∣∣u− 12
(
t
2
√
u
√
L
)2(m+1)
e−
t2
4u L f (y)
∣∣∣∣∣ .
Then, applying that, for all K ∈ N0, {t∇y(t
√
L)2Ke−t2L}t>0, {(t2L)Ke−t2L}t>0 ∈ F∞(Lp → Lq), we have(∫
F
|t∇y,t(t
√
L )2me−t
√
L f (y)|q dy
) 1
q
. t−n
(
1
p− 1q
) ∫ ∞
0
(
um+1+
n
2
(
1
p− 1q
)
+ um+
1
2 +
n
2
(
1
p− 1q
))
e−c
(
1+ d(E,F)
2
t2
)
u du
u
‖ f ‖Lp(E)
≤ C t−n
(
1
p− 1q
)(
1 +
d(E, F)2
t2
)−(m+ 12 + n2( 1p− 1q))
‖ f ‖Lp(E).
Finally, to show that {t∇y(t
√
L )2me−t
√
L}t>0 ∈ Fm+1(Lp → Lq) we proceed as above. Using the fact that, for
all K ∈ N0, {t∇y(t
√
L)2Ke−t2L}t>0 ∈ F∞(Lp → Lq), we have(∫
F
|t∇y(t
√
L )2me−t
√
L f (y)|q dy
) 1
q
= C
(∫
F
∣∣∣∣t∇y(t√L )2m ∫ ∞
0
e−u√
u
e−
t2
4u L f (y) du
∣∣∣∣q dy) 1q
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≤ C
∫ ∞
0
e−uum+1
(∫
F
∣∣∣∣∣ t2√u∇y
(
t
2
√
u
√
L
)2m
e−
t2
4u L f (y)
∣∣∣∣∣
q
dy
) 1
q du
u
.
. t−n
(
1
p− 1q
) ∫ ∞
0
um+1+
n
2
(
1
p− 1q
)
e−c
(
1+ d(E,F)
2
t2
)
u du
u
‖ f ‖Lp(E)
≤ C t−n
(
1
p− 1q
)(
1 +
d(E, F)2
t2
)−(m+1+ n2( 1p− 1q))
‖ f ‖Lp(E).
Now, consider the family {Tt,s}s,t>0, where Tt,s := (e−t2L − e−(t2+s2)L)M, for an arbitrary M ∈ N. This family
will appear naturally in several proofs in Chapters 3 and 4, and it will be very convenient to know what type of
off-diagonal estimates it satisfies.
Proposition 1.37. For 0 < t, s < ∞, p, q ∈ (p−(L), p+(L)), p ≤ q, M ∈ N, and for E1, E2 closed subsets in
Rn, and f ∈ Lp(Rn) such that supp( f ) ⊂ E1, we have that {Tt,s}s,t>0 satisfies the following Lp(Rn) − Lq(Rn)
off-diagonal estimates:
∥∥Tt,s f∥∥Lq(E2) .
(
s2
t2
)M
t−n
(
1
p− 1q
)
e−c
d(E1 ,E2)
2
t2+s2 ‖ f ‖Lp(E1), (1.38)
Proof. Note that we have
∥∥Tt,s f∥∥Lq(E2) = ∥∥∥(e−t2L − e−(t2+s2)L)M f∥∥∥Lq(E2) =
∥∥∥∥∥∥
(∫ s2
0
∂re−(r+t
2)L dr
)M
f
∥∥∥∥∥∥
Lq(E2)
≤
∫ s2
0
· · ·
∫ s2
0
∥∥∥((r1 + · · · + rM + Mt2)L)Me−(r1+···+rM+Mt2)L f∥∥∥
Lq(E2)
dr1 · · · drM
(r1 + · · · + rM + Mt2)M
.
∫ s2
0
· · ·
∫ s2
0
e
−c d(E1 ,E2)2
r1+···+rM+Mt2
dr1 · · · drM
(r1 + · · · + rM + Mt2)M t
− n2
(
1
p− 1q
)
‖ f ‖Lp(E1)
.
(
s2
t2
)M
e−c
d(E1 ,E2)
2
t2+s2 t−n
(
1
p− 1q
)
‖ f ‖Lp(E1),
where we have used that {(t2L)Me−t2L}t>0 ∈ F∞(Lp → Lq) . 
1.3.2 Weighted off-diagonal estimates on balls
We denote by (X, d, µ) a space of homogeneous type. This is, a non-empty set endowed with a distance or
a quasi-distance d and a non-negative Borel measure µ on X satisfying the doubling condition: there exists
C0 > 0 such that
µ(B(x, 2r)) ≤ C0 µ(B(x, r)) < ∞,
for all x ∈ X, r > 0, and where B(x, r) = {y ∈ X : d(x, y) < r}. In [10] the authors gave the definition of off-
diagonal estimates on balls on spaces of homogeneous type. In particular, if we consider Rn with the Euclidean
distance and the measure given by a weight, which we know is a doubling measure in Rn (see (1.11)), we have
a space of homogeneous type, and then we can write the definition of weighted off-diagonal estimates on balls
as follows.
Definition 1.39. [11, Definition 3.2] Given 1 ≤ p ≤ q ≤ ∞ and any weight w ∈ A∞, we say that a family
of sublinear operators {Tt}t>0 satisfies Lp(w) − Lq(w) off-diagonal estimates on balls, in short Tt ∈ O(Lp(w) −
Lq(w)), if there exist θ1, θ2 > 0 and c > 0 such that for every t > 0 and for any ball B with radius rB and all f ,(
−
∫
B
|Tt( f 1B)(x)|qdw
) 1
q
. Υ
(
rB√
t
)θ2 (
−
∫
B
| f (x)|pdw
) 1
p
;
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and, for all j ≥ 2,
(
−
∫
B
|Tt( f 1C j(B))(x)|qdw
) 1
q
. 2 jθ1Υ
(
2 jrB√
t
)θ2
e−c
4 jr2B
t
(
−
∫
C j(B)
| f (x)|pdw
) 1
p
and (
−
∫
C j(B)
|Tt( f 1B)(x)|qdw
) 1
q
. 2 jθ1Υ
(
2 jrB√
t
)θ2
e−c
4 jr2B
t
(
−
∫
B
| f (x)|pdw
) 1
p
.
Where Υ(s) := max{s, s−1} and C j(B) are the annuli of B (see Notation (o)).
We have that when w = 1, Lp(w) − Lq(w) off-diagonal estimates on balls are equivalent to Lp(Rn) − Lq(Rn)
usual off-diagonal estimates of exponential type, defined in the previous section.
Remark 1.40. In order to avoid confusion, we observe that in the context of usual off-diagonal estimates (the
ones defined in the previous section), we consider the parameter of the families at scale t2, while in the context
of weighted off-diagonal estimates on balls the parameter of the families is at scale t. For instance, for p < q
in the appropriated range, we have that {e−t2L}t>0 ∈ F∞(Lp → Lq) while in the case of weighted off-diagonal
estimates on balls the correct formulation is {e−tL}t>0 ∈ O(Lp(w) − Lq(w)). We do so for convenience.
The families associated with the operator L that we presented in the previous section satisfy off-diagonal
estimates on balls. The result, that appears in [10] and in [11, Proposition 3.4] in a more general setting, is the
following:
Proposition 1.41. Given w ∈ A∞ and m ∈ N0
(a) Assume that Ww(p−(L), p+(L)) , ∅. There exists a maximal interval of [1,∞], denoted by Jw(L),
containing Ww(p−(L), p+(L)), such that if p, q ∈ Jw(L) with p ≤ q, then {(tL)me−tL}t>0 ∈ O(Lp(w) −
Lq(w)) and is a bounded set in L(Lp(w)). Furthermore, Jw(L) ⊂ J˜w(L) and IntJw(L) = IntJ˜w(L).
(b) Assume that Ww(q−(L), q+(L)) , ∅. There exists a maximal interval of [1,∞], denoted by Kw(L),
containingWw(q−(L), q+(L)), such that if p, q ∈ Kw(L) with p ≤ q, then {
√
t∇y(tL)me−tL}t>0 ∈ O(Lp(w)−
Lq(w)) and is a bounded set in L(Lp(w)). Furthermore, Kw(L) ⊂ K˜w(L) and IntKw(L) = IntK˜w(L).
(c) Let n ≥ 2. AssumeWw(q−(L), q+(L)) , ∅. Then Kw(L) ⊂ Jw(L). Moreover, infJw(L) = infKw(L) and
(supKw(L))∗w ≤ supJw(L) (recall the definition of q∗w, for any 0 < q < ∞, in (1.15)).
(d) If n = 1, the intervals Jw(L) and Kw(L) are the same and contain (rw,∞] if w < A1 and are equal to
[1,∞] if w ∈ A1.
Recall the definitions of J˜w(L) and K˜w(L) on page 5.
Remark 1.42. In [11] the authors observed that if L is a real operator thenWw(p−(L), p+(L)) = IntJw(L).
However, in the case of complex operators we do not know whetherJw(L) andWw(p−(L), p+(L)) have different
end-points. Hereafter, we denote IntJw(L) = ( p̂−(L), p̂+(L)).
Finally, as in the previous section, consider the family {Tt,s}s,t>0, where Tt,s := (e−t2L − e−(t2+s2)L)M, for an
arbitrary M ∈ N. As we explained, this family will appear naturally in several proofs of Chapters 3 and 4, and
it will be also very convenient to know what type of weighted off-diagonal estimates on balls it satisfies.
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Proposition 1.43. Given w ∈ A∞ such that Ww(p−(L), p+(L)) , ∅, for 0 < t, s < ∞, p, q ∈ Jw(L), p ≤ q,
M ∈ N, and a ball B ⊂ Rn, we have that {Tt,s}s,t>0 satisfies the following Lp(w) − Lq(w) off-diagonal estimates
on balls: there exist θ1, θ2 > 0 such that, for all j ≥ 2,(
−
∫
C j(B)
|Tt,s( f 1B)(x)|qdw
) 1
q
. 2 jθ1 max
{
2 jrB
t
,
√
s2 + t2
2 jrB
}θ2 (
s2
t2
)M
e−c
4 jr2B
t2+s2
(
−
∫
B
| f (x)|pdw
) 1
p
; (1.44)
and, (
−
∫
B
|Tt,s( f 1B)(x)|qdw
) 1
q
. max
{
rB
t
,
√
s2 + t2
rB
}θ2 (
s2
t2
)M (
−
∫
B
| f (x)|pdw
) 1
p
. (1.45)
Proof. As in the proof of Proposition 1.37, we have
(
−
∫
B
|Tt,s( f 1B)(x)|qdw
) 1
q
= w(2 j+1B)−
1
q
∥∥∥∥∥∥
(∫ s2
0
∂re−(r+t
2)L dr
)M
f 1B
 1C j(B)
∥∥∥∥∥∥
Lq(w)
≤ w(2 j+1B)− 1q∫ s2
0
· · ·
∫ s2
0
∥∥∥(((r1 + · · · + rM + Mt2)L)Me−(r1+···+rM+Mt2)L( f 1B)) 1C j(B)∥∥∥Lq(w) dr1 · · · drM(r1 + · · · + rM + Mt2)M
. 2 jθ1
∫ s2
0
· · ·
∫ s2
0
Υ
(
2 jrB√
r1 + · · · + rM + Mt2
)θ2
e
−c 4
jr2B
r1+···+rM+Mt2
dr1 · · · drM
(r1 + · · · + rM + Mt2)M w(B)
− 1p ‖ f 1B‖Lp(w)
. 2 jθ1 max
{
2 jrB
t
,
√
s2 + t2
2 jrB
}θ2 (
s2
t2
)M
e−c
4 jr2B
t2+s2
(
−
∫
B
| f (x)|pdw
) 1
p
,
where θ1, θ2 > 0, and we have used the fact that the family {tLe−tL}t>0 satisfies Lp(w) − Lq(w) off-diagonal
estimates on balls (see Proposition 1.41).
The estimate of (1.45) follows similarly. 
1.4 Extrapolation
J. L. Rubio de Francia proved in [73] that if an operator T is bounded on Lp(w) for some 1 ≤ p < ∞ and for all
w ∈ Ap, then T is bounded on Lq(w) for every w ∈ Aq and 1 < q < ∞. This result is known as the Rubio de
Francia extrapolation theorem. Later, in [47] J. L. García-Cuerva gave a new proof of this result independent
of vector valued inequalities. After this, the extrapolation theory developed and proved to be a very useful tool
in harmonic analysis, and in particular in the work we present here. Specifically, we use the following results:
Theorem 1.46. Let F be a given family of pairs ( f , g) of non-negative and not identically zero measurable
functions.
(a) Suppose that for some fixed exponent p0, 1 ≤ p0 < ∞, and every weight w ∈ Ap0 ,∫
Rn
f (x)p0 w(x) dx ≤ Cw
∫
Rn
g(x)p0 w(x) dx, ∀ ( f , g) ∈ F . (1.47)
Then, for all 1 < p < ∞, and for all w ∈ Ap,∫
Rn
f (x)p w(x) dx ≤ Cw,p
∫
Rn
g(x)p w(x) dx, ∀ ( f , g) ∈ F . (1.48)
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(b) Suppose that for some fixed exponent q0, 1 ≤ q0 < ∞, and every weight w ∈ RHq′0 ,∫
Rn
f (x)
1
q0 w(x) dx ≤ Cw
∫
Rn
g(x)
1
q0 w(x) dx, ∀ ( f , g) ∈ F . (1.49)
Then, for all 1 < q < ∞ and for all w ∈ RHq′ ,∫
Rn
f (x)
1
q w(x) dx ≤ Cw,q
∫
Rn
g(x)
1
q w(x) dx, ∀ ( f , g) ∈ F . (1.50)
(c) Let 1 ≤ p− < p+ < ∞. Suppose that there exists p0, p− ≤ p0 ≤ p+, such that for every weight
w ∈ A p0
p−
∩ RH( p+
p0
)′
∫
Rn
f (x)p0 w(x) dx ≤ Cw,q
∫
Rn
g(x)p0 w(x) dx, ∀ ( f , g) ∈ F . (1.51)
Then, for all p, p− < p < p+, and for all w ∈ A p
p−
∩ RH( p+
p
)′
∫
Rn
f (x)p w(x) dx ≤ Cw,q
∫
Rn
g(x)p w(x) dx, ∀ ( f , g) ∈ F . (1.52)
(d) Suppose that for some p0, q0, 1 ≤ p0 ≤ q0 < ∞, and every weight w ∈ Ap0,q0(∫
Rn
f (x)q0 w(x)q0 dx
) 1
q0 ≤ Cw,q
(∫
Rn
g(x)p0 w(x)p0 dx
) 1
p0
, ∀ ( f , g) ∈ F . (1.53)
Then, for all p and q such that 1 < p ≤ q < ∞ and 1p − 1q = 1p0 − 1q0 , and for all w ∈ Ap,q,(∫
Rn
f (x)q w(x)q dx
) 1
q
≤ Cw,q
(∫
Rn
g(x)p w(x)p dx
) 1
p
, ∀ ( f , g) ∈ F . (1.54)
(e) Suppose that for some fixed exponent r0, 0 < r0 < ∞, and every weight w ∈ A∞∫
Rn
f (x)r0 w(x) dx ≤ Cw
∫
Rn
g(x)r0 w(x) dx, ∀ ( f , g) ∈ F . (1.55)
Then, for all 0 < r < ∞, and for all w ∈ A∞,∫
Rn
f (x)r w(x) dx ≤ Cw,r
∫
Rn
g(x)r w(x) dx, ∀ ( f , g) ∈ F . (1.56)
Note that part (a) is the Rubio de Francia extrapolation theorem, written in terms of pairs of functions rather
than in terms of boundedness of operators. The reader is referred to [35] for a complete account of this topic.
We can find part (a), part (c), part (d), and part (e) in [35] as Theorems 3.9, 3.31, and 3.23, and Corollary 3.15,
respectively. However, there is a subtle difference between the results present here and the results in [35]: in
the latter both the hypothesis and the conclusions are assumed to hold for all pairs ( f , g) ∈ F for which the left-
hand sides are finite. Here we do not make such assumptions and, in particular, we do have that the infiniteness
of the left-hand side will imply that of the right-hand one. This formulation is more convenient for our purposes
and its proof becomes a simple consequence of [35, Theorems 3.9, 3.31, and 3.23, and Corollary 3.15]. The
extrapolation result in (b) is not written explicitly in [35], but can be easily obtained using [9, Theorem 4.9]
and [35, Theorem 3.31] (see also [7, Proposition 2.3] for a particular case).
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Proof. We first prove (a), (c), (d), and (e) in the present form (that is without assuming that the left-hand sides
are finite) follow easily from the corresponding results in [35]. Given a family F as in the statement and an
arbitrary large number N > 0 we consider the new family
FN :=
{
( fN , g) : ( f , g) ∈ F , fN := f 1{x∈B(0,N): f (x)≤N}
}
.
Note that ∫
Rn
fN(x)rw(x)dx ≤ Nrw(B(0,N)) < ∞, for all 0 < r < ∞ and w ∈ A∞. (1.57)
From (1.47), (1.51), and (1.53), and the fact that fN ≤ f , we clearly obtain that the same estimates hold for
every pair in FN (with a constant uniform in N) with a left-hand side that is always finite by (1.57). Thus we
can apply [35, Theorems 3.9, 3.31, and 3.23, and Corollary 3.15] to FN to conclude that (1.48), (1.52), and
(1.54) hold for all pairs ( fN , g) ∈ FN (with a constant uniform in N), since again the left-hand side is always
finite by (1.57). To complete the proof we just need to invoke the Monotone Convergence Theorem.
We finally obtain (b). Let us fix 1 < q < ∞ and w ∈ RHq′ . As before we first work with FN . Since w ∈
RHq′ ⊂ A∞, there exists p0 such that w ∈ Ap0 . We set p+ := 2q, r0 := 2qq0 and pick 0 < p− < min
{
2q
q0
, 2p0 , 2
}
.
We then have that 0 < p− < r0 ≤ p+, and for all w0 ∈ A r0
p−
∩ RH( p+
r0
)′ ⊂ RH( p+
r0
)′ = RHq′0 ,
∫
Rn
(
fN(x)
1
2q
)r0
w0(x)dx =
∫
Rn
fN(x)
1
q0 w0(x)dx ≤
∫
Rn
f (x)
1
q0 w0(x)dx
≤ C
∫
Rn
g(x)
1
q0 w0(x)dx = C
∫
Rn
(
g(x)
1
2q
)r0
w0(x)dx, (1.58)
with C independent of N, and for every pair ( fN , g) ∈ FN . Note that for each pair the left-hand side is finite by
(1.57). Therefore, applying [9, Theorem 4.9] or [35, Theorem 3.31], we obtain, for all p− < p < p+ and for all
w˜ ∈ A p
p−
∩ RH( p+
p
)′ ,
∫
Rn
fN(x)
p
2q w˜(x)dx ≤ C
∫
Rn
g(x)
p
2q w˜(x)dx, (1.59)
with C independent of N, for every pair ( fN , g) ∈ FN . Then, note that p = 2 satisfies that p− < p < p+ and also
w ∈ Ap0 ∩ RHq′ ⊂ A 2p− ∩ RH( p+2 )′ . Thus, we can apply (1.59) with p = 2 and w˜ = w to obtain∫
Rn
fN(x)
1
q w(x)dx ≤ C
∫
Rn
g(x)
1
q w(x)dx,
with C independent of N. Letting N → ∞, the Monotone Convergence Theorem yields the desired estimate
(1.50). 
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Chapter 2
TENT SPACES
Tent spaces were introduced in [32] by R. R. Coifman, Y. Meyer, and E. M. Stein. These spaces are related to
Hardy and Lp spaces and have proved to be a very useful tool in harmonic analysis, for instance in the study of
square and maximal functions, or PDE’s theory.
2.1 Tent spaces in Rn
Tent spaces are defined as follows. Let Rn+1+ denote the upper-half space, that is, the set of points (y, t) ∈ Rn ×R
with t > 0. Given α > 0 and x ∈ Rn we define the cone of aperture α with vertex at x by
Γα(x) := {(y, t) ∈ Rn+1+ : |x − y| < αt},
when α = 1 we simply write Γ(x). For a closed set E in Rn, we denote
Rα(E) :=
⋃
x∈E
Γα(x).
When α = 1 we simplify the notation by writing R(E) instead of R1(E).
For α > 0, consider, for 0 < r < ∞, the operatorAαr , (and simply writeA when α = 1 or r = 2)
Aαr F(x) :=
(∫∫
Γα(x)
|F(y, t)|r dy dt
tn+1
) 1
r
; (2.1)
and for r = ∞,
Aα∞F(x) := sup
(y,t)∈Γα(x)
|F(y, t)|,
again when α = 1 we simply writeA∞. Then for all 0 < p, r < ∞ the tent space T pr is defined as:
T pr := {F measurable in Rn+1+ : ArF ∈ Lp(Rn)}.
In the case 0 < p < ∞ and r = ∞, we consider
T p∞ := {F ∈ C(Rn+1+ ) : A∞F ∈ Lp(Rn)}.
When 0 < r < ∞ we identify functions which coincide almost everywhere and for r = ∞ we consider the norm
in T pr given by ‖F‖T pr := ‖ArF‖Lp(Rn). It is easy to see that this effectively defines a norm. Furthermore, for
1 ≤ p < ∞ and 1 ≤ r ≤ ∞ these spaces are Banach spaces. To see this note that for 1 ≤ p, r < ∞ and every
compact set K ⊂ Rn+1+ , there exist some xK ∈ Rn and c1, c2, cK > 0 such that
K ⊂ {(y, t) ∈ Rn+1+ : c1 < t < c2, y ∈ B(xK , cK)}.
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Then, (∫∫
K
|F(y, t)|rdy dt
) 1
r
≤ sup
‖φ‖Lr′ (K)≤1
∫∫
K
|F(y, t)||φ(y, t)|dy dt
≤ c2 sup
‖φ‖Lr′ (K)≤1
∫∫
K
|F(y, t)||φ(y, t)|
∫
B(y,t)
dx
dy dt
tn+1
≤ c2 sup
‖φ‖Lr′ (K)≤1
∫
B(xK ,cK+c2)
∫∫
K
|F(y, t)||φ(y, t)|dy dt
tn+1
dx
≤ c2c−(n+1)/r′1 sup‖φ‖Lr′ (K)≤1
∫
B(xK ,cK+c2)
(∫ c2
c1
∫
B(x,t)∩B(xK ,cK )
|F(y, t)|r dy dt
tn+1
) 1
r
dx ‖φ‖Lr′ (K)
≤ c2c−(n+1)/r′1 |B(xK , cK + c2)|
1
p′ ‖ArF‖Lp(Rn); (2.2)
in the case 1 ≤ p < ∞ and r = ∞, note that for each (y, t) ∈ Rn+1+ , we have for all x ∈ B(y, t) that (y, t) ∈ Γ(x).
Then,
|F(y, t)| ≤ inf
x∈B(y,t) sup(y,t)∈Γ(x)
|F(y, t)| = inf
x∈B(y,t)A∞F(x).
Hence, integrating in B(y, t), we have
|F(y, t)| = |B(y, t)|− 1p
(∫
B(y,t)
|F(y, t)|pdx
) 1
p
≤ cn,pt−
n
p ‖A∞F‖Lp(Rn), ∀ (y, t) ∈ Rn+1+ . (2.3)
Now consider a Cauchy sequence {Fm}m∈N in T pr , by (2.2) we have for all 1 ≤ p, r < ∞ that, for every compact
subset K of Rn+1+ , {Fm}m∈N is a Cauchy sequence in Lr(K). Thus, for each M ∈ N if we consider the compact
subsets
KM := {(y, t) ∈ Rn+1+ : 1/M ≤ t ≤ M, y ∈ B(0,M)},
we have that there exists FM such that Fm1KM → FM for all M ∈ N. Next, consider F ∈ Lrloc(Rn+1+ ) such that
F|KM = FM. We have that F ∈ T
p
r . To see this, first note that, for each M ∈ N,
‖F1KM‖T pr ≤ ‖(FM − Fm)1KM‖T pr + ‖Fm1KM‖T pr ≤ CM‖Fm − FM‖Lr(KM) + ‖Fm‖T pr .
Besides, for all ε > 0, since {Fm}m∈N is a Cauchy sequence in T pr , in particular is bounded in T pr . On the other
hand, since Fm1KM → FM, for all M ∈ N, we have that for all ε > 0 there exists m1 such that, for all m ≥ m1,
‖FM − Fm‖Lr(KM) ≤ ε. Then, from the above inequality, we conclude that, for all m ≥ m1
‖F1KM‖T pr ≤ CMε + ‖Fm‖T pr ≤ CMε + sup
m∈N
‖Fm‖T pr < ∞.
Since this holds for all ε > 0, we get
‖F1KM‖T pr ≤ sup
m∈N
‖Fm‖T pr < ∞, ∀M ∈ N,
which implies that F ∈ T pr . Finally, let us show that Fm → F in T pr . We use again the fact that {Fm}m∈N is a
Cauchy sequence in T pr : for all ε > 0 there exists m0 such that ‖Fm − Fm′‖T pr ≤ ε, for all m,m′ ≥ m0. On the
other hand, since Fm0 , F ∈ T pr , we have that
lim
M→∞ ‖1Rn\KM (Fm0 − F)‖T pr = 0.
Then, there exists M0 such that, for all M ≥ M0, ‖1Rn\KM (Fm0 − F)‖T pr ≤ ε. Therefore, for fixed M ≥ M0 and
for all m ≥ m0, we have
‖F − Fm‖T pr = ‖1KM (F − Fm)‖T pr + ‖1Rn\KM (F − Fm)‖T pr
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≤ CM‖F − Fm‖Lr(KM) + ‖1Rn\KM (Fm0 − Fm)‖T pr + ‖1Rn\KM (F − Fm0)‖T pr
≤ CM‖F − Fm‖Lr(KM) + 2ε.
Consequently,
lim
m→∞ ‖F − Fm‖T pr ≤ CM limm→∞ ‖FM − Fm‖Lr(KM) + 2ε = 2ε.
Thus, {Fm}m∈N converges to F in T pr .
In the case r = ∞, note that (2.3) implies that every Cauchy sequence {Fm}m∈N in T p∞, converges uniformly
to a function F in Rn+1+ . It is easy to see that F ∈ T p∞. Indeed, for all ε > 0, we have that there exists some m0
such that for all m ≥ m0, |F(y, t) − Fm(y, t)| ≤ ε. Thus, for all M ∈ N
‖F1KM‖T p∞ ≤ CMε + sup
m∈N
‖Fm‖T p∞ ,
which implies that F ∈ T p∞. Then,
lim
M→∞ ‖1Rn\KM (F − Fm)‖T p∞ = 0.
Consequently, proceeding as in the case r < ∞ we conclude that {Fm}m∈N converges to F in T p∞.
Remark 2.4. By (2.2) we also have that the functions in Lr(Rn+1+ ) with compact support are dense in T
p
r , for
all 0 < p, r < ∞.
For all F ∈ T pr we consider FM := F1KM ∈ Lr(KM) and note thatAFM1 ≤ AFM2 , for all M1 ≤ M2. Then,
by the monotone convergence theorem we conclude that {FM}M∈N converges to F in T pr .
Another important remark is that the definition of tent spaces does not depend on the aperture of the cone Γα
used to define the operatorAαr (meaning that different angles give rise to equivalent norms). This first appears
for r = 2 in [32, Section 3, Proposition 4]; and later P. Auscher gave in [4] the sharp dependence on the angle
of the constant in the equivalence of those norms. The result for a general 0 < r < ∞ is the following:
Theorem 2.5. For all 0 < p, r < ∞ and α, β > 0, there holds
ch(r, p, α/β)‖Aαr F‖Lp(Rn) ≤ ‖Aβr F‖Lp(Rn) ≤ ch(r, p, α/β)‖Aαr F‖Lp(Rn),
where h(r, p, α/β) := min{(α/β)−n/r, (α/β)−n/p} and h(r, p, α/β) := max{(α/β)−n/r, (α/β)−n/p}.
Remark 2.6. The result is not true for p = ∞. See [32, Remark in Section 5] and [32, Remak (a) in Section 6]
for an example. This is one reason why the spaces T∞r are not defined in the obvious way.
For 1 < r < ∞, consider the functional
ĈrF(x) := sup
B3x
(∫∫
B̂
|F(y, t)|r dy dt
t
) 1
r
where B̂ := {(y, t) ∈ Rn+1+ : d(y,Rn \ B) ≥ t} is called the tent over B. The space T∞r is defined as:
T∞r := {F measurable function : ĈrF ∈ L∞(Rn)},
with the norm given by ‖F‖T∞r := ‖ĈrF‖L∞(Rn).
In [32] the authors proved the following results regarding tent spaces and the operatorsAr and Ĉr.
Theorem 2.7. (i) For all 1 ≤ p < ∞ and 1 < r < ∞ the dual of T pr is T p′r′ , where p′ and r′ are the conjugated
exponents of p and r, respectively. Besides, the paring∫∫
Rn+1+
F(y, t)G(y, t)
dy dt
t
realizes T p
′
r′ as equivalent with the dual of T
p
r .
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(ii) For all 1 < r < ∞, there hold
‖ArF‖Lp(Rn) ≤ c(p, r)‖ĈrF‖Lp(Rn), ∀ 0 < p < ∞; and ‖ĈrF‖Lp(Rn) ≤ c′(p, r)‖ArF‖Lp(Rn), ∀ r < p.
(iii) For 0 < p ≤ 1 and 1 < r < ∞ the space T pr has an atomic decomposition. An atom in T pr is a measurable
function A(x, t) such that there exists a ball B ⊂ Rn with supp(A) ⊂ B̂, and(∫∫
B̂
|A(x, t)|r dx dt
t
) 1
r
≤ |B| 1r − 1p . (2.8)
This can be found in [32, Section 8, Proposition 5]. The result is the following: Let F ∈ T pr , 0 < p ≤ 1
and 1 < r < ∞. Then F = ∑∞i=1 λiAi, where Ai are T pr atoms, λi ∈ C, and (∑∞i=1 |λi|p) 1p . ‖F‖T pr .
Conversely, any such sum converges in T pr and ‖∑∞i=1 λiAi‖T pr . (∑∞i=1 |λi|p) 1p .
(iv) ([32, Section 7, Theorem 4]) Suppose 1 ≤ p0 < p1 ≤ ∞ and 1p = 1−θp0 + θp1 , 0 < θ < 1. Then
[T p0 ,T p1]θ = T p,
where we denote by [ , ]θ the complex interpolation method described in [26] (see Appendix B).
Besides, for all 0 < p, r < ∞ we define the weak tent space wT pr as the space of all measurable functions
F such that ArF ∈ Lp,∞(Rn) endowed with the norm ‖F‖wT pr := ‖ArF‖Lp,∞(Rn) = supλ>0 λ|{x ∈ Rn : ArF(x) >
λ}| 1p .
We also have that the definition of these spaces does not depend on the aperture of the cone Γα used in the
definition of the operatorAαr .
Theorem 2.9. Let 0 < p, r, α, β < ∞, there holds
‖Aαr F‖Lp,∞(Rn) ≈ ‖Aβr F‖Lp,∞(Rn).
Proof. Without loss of generality, assume that α < β. Then, for all x ∈ Rn we have that Aαr F(x) ≤ Aβr F(x).
Thus,
‖Aαr F‖Lp,∞(Rn) ≤ ‖Aβr F‖Lp,∞(Rn).
In order to see the converse inequality, we proceed as in the proof of [56, Lemma 6.2]. But first note that since
Aβr F = αnA
β
α
r F˜, where F˜(y, t) := F(y, t/α), it suffices to prove that ‖Aβr F‖Lp,∞(Rn) . ‖ArF‖Lp,∞(Rn), for all
β ≥ 1.
Fix λ > 0 and consider the setsOλ := {x ∈ Rn : ArF(x) > λ}, Eλ := Rn\Oλ, and, for γ := 1− 1(6β)n , the set of
γ density E∗λ :=
{
x ∈ Rn : ∀r > 0 |Eλ∩B(x,r)||B(x,r)| ≥ γ
}
. Note that O∗λ := Rn \ E∗λ = {x ∈ Rn :M(1Oλ)(x) > 1/(6β)n}.
We claim that for all 0 < r < ∞,
Aβr F(x) ≤ (2β)
n
r λ, for all x ∈ E∗λ. (2.10)
Since this is for all λ > 0, assuming it and applying that M : L1(Rn) → L1,∞(Rn), we would have, for all
0 < p < ∞,
‖Aβr F‖Lp,∞(Rn) = sup
λ>0
λ|{x ∈ Rn : Aβr F(x) > λ}|1/p
= sup
λ>0
(2β)n/rλ|{x ∈ Rn : Aβr f (x) > (2β)n/rλ}|1/p ≤ (2β)n/r sup
λ>0
λ|O∗λ|1/p
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. βn+n/r sup
λ>0
λ|Oλ|1/p = βn+n/r‖ArF‖Lp,∞(Rn).
So it just remains to show (2.10). First, note that if x ∈ E∗λ then, for every (y, t) ∈ Γ2β(x), B(y, t/2) ∩ Eλ , ∅. To
prove this, suppose we had that B(y, t/2) ⊂ Oλ. Then, since B(y, t/2) ⊂ B(x, 5βt/2),
M(1Oλ)(x) ≥
|B(y, t/2)|
|B(x, 5βt/2)| =
1
(5β)n
>
1
(6β)n
,
which implies that x ∈ O∗λ, a contradiction. Hence, there exists y0 ∈ B(y, t/2) (in particular B(y, t/2) ⊂ B(y0, t))
such thatArF(y0) ≤ λ. Therefore, for all (y, t) ∈ Γ2β(x), with x ∈ E∗λ,∫ ∞
0
∫
B(y,t/2)
|F(x, t)|2 dx dt
tn+1
≤
∫ ∞
0
∫
B(y0,t)
|F(x, t)|2 dx dt
tn+1
= ArF(y0)2 ≤ λ2. (2.11)
On the other hand, for all x ∈ Rn, we have that B(x, βt) ⊂ ⋃i B(xi, t/2), where {B(xi, t)}i is a collection of
(2β)n balls such that xi ∈ B(x, 2βt), or equivalently (xi, t) ∈ Γ2β(x).
Therefore, we conclude that, for all x ∈ E∗λ
Aβr (x) =
(∫ ∞
0
∫
B(x,βt)
|F(y, t)|r dy dt
tn+1
) 1
r
≤
(∑
i
∫ ∞
0
∫
B(xi,t/2)
|F(y, t)|r d dt
tn+1
) 1
r
≤ (2β)n/rλ,
where we have used (2.11), since x ∈ E∗λ and (xi, t) ∈ Γ2β(x). 
Remark 2.12. Note that Theorem 2.9 is also true if we consider w ∈ A∞ and replace the space Lp,∞(Rn) with
Lp,∞(w) (which is defined in the obvious way: changing the Lebesgue measure by the measure given by the
weight w). Besides, it can be also obtained as a consequence of [36, Theorem 2.1] with X = Lp,∞(Rn).
Finally, for 0 < p ≤ 1, we define the space Tpr as the subspace of F ∈ T pr having an atomic decompo-
sition
∑∞
i=1 λiAi such that the atoms Ai also satisfy
∫
Rn Ai(x, t)dx = 0 for a.e. t > 0 and ∀i ≥ 1, and that(∑∞
i=1 |λi|p
) 1
p < ∞. This spaces will appear when we study the action of Calderón-Zygmund operator on tent
spaces.
2.2 Action of operators on tent spaces
Tent spaces also appear if one wants to study maximal regularity operators arising from some linear or nonlinear
partial differential equations ([64], [8]). In particular, one wants to understand how some (sub)linear operators
act on them. More precisely the following two types of operators appear. First,
T (F)(x, t) := Tt(F(·, t))(x),
where Tt acts on functions on Rn. Second,
T (F)(x, t) :=
∫ ∞
0
Tt,s(F(·, s))(x)dss ,
where Tt,s acts on functions on Rn. For the second type, we refer to [12], [59], [8]. Positive results on T
p
2 all rely
on the use of L2(Rn) off-diagonal estimates (or improved Lmin(p,2)(Rn) − Lmax(p,2)(Rn) off diagonal estimates)
and change of angle in the tent space norms (recall Theorem 2.5).
For the first type, there is a simple sufficient condition that also depends on the change of angle. Let us
assume that Tt acts on L2(Rn) functions with compact support and∫
B(x,t)
|Tt( f )(y)|2 dy . 2−2 jγ
∫
C j(B(x,t))
| f (y)|2 dy (2.13)
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with some γ ≥ 0, provided f is supported in C j(B(x, t)), j ≥ 1. Then
A(T (F))(x) .
∑
j≥1
2− jγA2 j+1(F)(x).
Using Theorem 2.5, we can conclude the T p boundedness of T if γ > n max
{
1
2 ,
1
p
}
. Note in particular that
if γ ≤ n/2, this argument gives no boundedness, even for p = 2. Often, the operators Tt are assumed to be
uniformly bounded on L2(Rn), which gives T 2 boundedness of T , whatever γ. Still, a condition γ > 0 does not
seem to guarantee boundedness on T p for a range of p about 2 in general. Thus, there is no available general
criterion when γ ≤ n/2.
If we let Tt = T be (independent of t) a Calderón-Zygmund operator, then one obtains (2.13) with γ = n/2.
Similarly we get γ = n/2 if we let Tt = M be the centered Hardy-Littlewood maximal operator: for locally
integrable f , the maximal operator is defined by
M( f )(x) := sup
τ>0
−
∫
B(x,τ)
| f (y)| dy. (2.14)
As said, this argument does not apply.
On the other hand, it is well-known that if we replaceA by the vertical normV2 where
Vr(F)(x) =
(∫ ∞
0
|F(x, t)|r dt
t
) 1
r
, x ∈ Rn,
then,
‖Vr(M(F))‖Lp(Rn) . ‖Vr(F)‖Lp(Rn), (2.15)
which is the vector-valued maximal inequality of Fefferman-Stein, valid when 1 < p, r < ∞ ([41]). It is thus
a natural question whetherVr can be replaced by Ar, that is whether the maximal operator, identified with its
tensor product with the identity on functions of the t variable, is bounded on T pr .
A modern simple proof of (2.15) is by invoking extrapolation (see [35]): it suffices to prove
‖Vr(M(F))‖Lr(w) . ‖Vr(F)‖Lr(w)
for any w ∈ Ar to obtain (2.15), and the latter follows from Muckenhoupt’s theorem. Thus we are tempted to
follow the same route and indeed, we shall prove
‖Ar(M(F))‖Lr(w) . ‖Ar(F)‖Lr(w)
for any w ∈ Ar using simple upper bounds and known results. We note that the functionalsVr and Ar are not
comparable on Lp(Rn) when p , r, as shown in [7]. Hence, one cannot deduce such results directly.
For other operators, we shall also show how extrapolation allows us to conclude tent space boundedness: we
will consider Calderón-Zygmund operators, Riesz potentials and fractional maximal functions, in which case,
one looks for T pr to T
q
r boundedness for some q > p. We will also consider singular non-integral operators such
as the Riesz transform of elliptic operators to test applicability of our methods. In this case, it is a representation
of the operator in the form
∫ ∞
0 θs
ds
s that is essential and that replaces the representation by the kernel. We obtain
tent space boundedness with limited range in p and r that is consistent with that of the Lp(Rn) theory.
For Calderón-Zygmund operators, we shall explore what happens when p ≤ 1. At p = 1, we prove a
weak-type inequality. We can also take advantage of cancellations in using atomic decompositions at the level
of tent spaces. Then, atoms need to satisfy the additional condition∫
Rn
A(x, t) dx = 0, for a.e. t > 0
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and we get results for p > nn+1 . Imposing more vanishing moments against polynomials allows us to get smaller
values of p as it is the case with Hardy spaces on Rn.
As easy corollaries, we obtain results in amalgam spaces in Appendix A.
As mentioned, if (Tt)t>0 is a family of operators on Rn acting on (some) measurable functions, we let T be
defined by
T (F)(x, t) = Tt(F(·, t))(x),
provided the formula makes sense, that is, provided F(·, t) belongs to an appropriate domain of Tt. If T is a
single operator and Tt = T for each t > 0 then T = T ⊗ I. In that case and from now on, we use the same
notation by a slight abuse.
2.2.1 Hardy-Littlewood maximal operator
Theorem 2.16. LetM be the centered Hardy-Littlewood maximal operator. For all 1 < r < ∞,
(a) M : T pr → T pr , for all 1 < p < ∞;
(b) M : T 1r → wT 1r .
From this Theorem, we have some interesting corollaries:
Corollary 2.17. Assume (Tt)t>0 is a family of operators with supt>0 |Tt( f )| ≤ (M| f |ρ)1/ρ for some ρ ≥ 1. For
all ρ < p, r < ∞,
T : T pr → T pr . (2.18)
This applies to the heat semigroup et
2∆ or the Poisson semigroup e−t
√−∆. Note that, in both cases, there is
enough decay. Often, the sup norm is too strong a hypothesis. Here is a weaker one, applying for example to
semigroups e−t2L associated to elliptic operators such as the ones in Section 2.2.4.
Corollary 2.19. Assume (Tt)t>0 is a family of operators with a kind of reverse Hölder estimate(
−
∫
B(x,t)
|Tt( f )(y)|sdy
) 1
s
≤
(
−
∫
B(x,αt)
|M(| f |ρ)(y)| dy
) 1
ρ
for some α > 1 and some 1 ≤ ρ < s, uniformly for all (x, t) ∈ Rn+1+ . Then, for all (r, p) with ρ < r ≤ s and
ρ < p < ∞,
T : T pr → T pr . (2.20)
This follows from the pointwise inequality
Ar(T (F))(x) ≤
(
A(α)r
ρ
(M(|F|ρ))(x)
) 1
ρ
with T (F)(x, t) = Tt(F(·, t))(x), and from Theorem 2.16.
Finally, Theorem 2.16 follows from the following pointwise inequality.
Lemma 2.21. For all x ∈ Rn, t > 0, and 1 < r < ∞, and for all f locally r integrable, we have that(
−
∫
B(x,t)
|M( f )(y)|r dy
) 1
r
.
(
−
∫
B(x,2t)
| f (y)|r dy
) 1
r
+Mu
(
−
∫
B(·,t)
| f (z)|dz
)
(x), (2.22)
whereMu is the uncentred maximal operator.
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Proof. Fix x ∈ Rn and t > 0, and split the supremum into 0 < τ ≤ t and t < τ. Then,
(
−
∫
B(x,t)
|M( f )(y)|r dy
) 1
r
≤
(
−
∫
B(x,t)
(
sup
0<τ≤t
−
∫
B(y,τ)
| f (z)|dz
)r
dy
) 1
r
+
(
−
∫
B(x,t)
(
sup
τ>t
−
∫
B(y,τ)
| f (z)|dz
)r
dy
) 1
r
=: I + II.
Now, since, for 0 < τ ≤ t and y ∈ B(x, t) it happens that B(y, τ) ⊂ B(x, 2t),
I ≤
(
−
∫
B(x,t)
(
sup
0<τ≤t
−
∫
B(y,τ)
| f (z)1B(x,2t)(z)|dz
)r
dy
) 1
r
≤
(
−
∫
B(x,t)
|M( f 1B(x,2t))(y)|r dy
) 1
r
.
(
−
∫
B(x,2t)
| f (y)|r dy
) 1
r
,
where in the last inequality we have used thatM : Lr(Rn)→ Lr(Rn) ([37, Theorem 2.5]).
As for II, note that, for ξ, z ∈ Rn, ξ ∈ B(z, t)⇔ z ∈ B(ξ, t), and also that if z ∈ B(y, τ), ξ ∈ B(z, t), and τ > t,
then ξ ∈ B(y, 2τ). Besides, observe that the fact that x ∈ B(y, t) and τ > t implies that x ∈ B(y, 2τ). Hence,
applying Fubini’s theorem,
II =
(
−
∫
B(x,t)
(
sup
τ>t
−
∫
B(y,τ)
| f (z)|−
∫
B(z,t)
dξ dz
)r
dy
) 1
r
≤
(
−
∫
B(x,t)
(
sup
τ>t
−
∫
B(y,2τ)
−
∫
B(ξ,t)
| f (z)|dz dξ
)r
dy
) 1
r
.Mu
(
−
∫
B(·,t)
| f (z)|dz
)
(x).
Gathering the estimates obtained for I and II gives us (2.22). 
Proof of Theorem 2.16, part (a).
We shall prove that, for all w ∈ Ar and for all F ∈ T rr (hence F(·, t) is locally r integrable for almost every
t > 0), there holds ∫
Rn
|Ar(M(F))(x)|rw(x)dx ≤ C
∫
Rn
|A2r (F)(x)|rw(x)dx. (2.23)
From this, by Theorem 1.46, part (a), we have that, for all 1 < p < ∞, F ∈ T rr and w0 ∈ Ap,∫
Rn
|Ar(M(F))(x)|pw0(x)dx ≤ C
∫
Rn
|A2r (F)(x)|pw0(x)dx.
In particular, for w0 ≡ 1, we have that w0 ∈ Ap for all 1 < p < ∞, then, applying Theorem 2.5, for all F ∈ T rr ,
‖MF‖T pr =
(∫
Rn
|Ar(M(F))(x)|pdx
) 1
p
≤ C
(∫
Rn
|A2r (F)(x)|pdx
) 1
p
≤ C‖F‖T pr . (2.24)
Approximating T pr functions by compactly supported T rr functions, we conclude that (2.24) holds for functions
F ∈ T pr by the monotone convergence theorem.
Therefore, to finish the proof it just remains to show (2.23). This follows by (2.22) applied to f = F(·, t)
and the fact thatMu : Lr(w)→ Lr(w), for all w ∈ Ar ([70]). Then, for all w ∈ Ar,
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Rn
|Ar(M(F))(x)|rw(x)dx =
∫
Rn
∫ ∞
0
−
∫
B(x,t)
|M(F(·, t))(y)|r dy dt
t
w(x)dx
.
∫
Rn
∫ ∞
0
−
∫
B(x,2t)
|F(y, t)|r dy dt
t
w(x)dx +
∫
Rn
∫ ∞
0
∣∣∣∣Mu(−∫
B(·,t)
|F(y, t)|dy
)
(x)
∣∣∣∣r dtt w(x)dx
.
∫
Rn
|A2r (F)(x)|r w(x)dx +
∫ ∞
0
∫
Rn
∣∣∣∣Mu(−∫
B(·,t)
|F(y, t)|dy
)
(x)
∣∣∣∣r w(x)dxdtt
.
∫
Rn
|A2r (F)(x)|r w(x)dx +
∫ ∞
0
∫
Rn
(
−
∫
B(x,t)
|F(y, t)|dy
)r
w(x)dx
dt
t
.
∫
Rn
|A2r (F)(x)|r w(x)dx.

Proof of Theorem 2.16, part (b).
By (2.22) and the change of angle in tent spaces, for all λ > 0, we have that
λ|{x ∈ Rn : Ar(M(F))(x) > λ}| . ‖F‖T 1r + λ
∣∣∣∣{x ∈ Rn : Vr(Mu(F˜))(x) > λ2
}∣∣∣∣ ,
where F˜(x, t) := −
∫
B(x,t) |F(z, t)| dz. Then, applying the Fefferman-Stein vector-valued weak type (1, 1) inequality
[41], we control the second term in the above sum by
C
∫
Rn
(∫ ∞
0
|F˜(x, t)|r dt
t
) 1
r
dx . ‖F‖T 1r ,
for some constant C > 0. Therefore, taking the supremum over all λ > 0, we conclude that
‖MF‖wT 1r . ‖F‖T 1r .

2.2.2 Calderón-Zygmund operators
Theorem 2.25. Let T be a Calderón-Zygmund operator on Rn of order δ ∈ (0, 1]. For all 1 < r < ∞,
(a) T : T pr → T pr , for all 1 < p < ∞;
(b) T : T 1r → wT 1r ;
(c) T : Tpr → T pr , for all nn+δ < p ≤ 1;
(d) T : Tpr → Tpr , for all nn+δ < p ≤ 1, if T ∗(1) = 0.
Recall that T is a Calderón-Zygmund operator of order δ ∈ (0, 1] if T is bounded on L2(Rn) and has a
kernel representation
T ( f )(x) =
∫
Rn
K(x, y) f (y) dy,
for almost every x not in the support of f ∈ L2(Rn), with the kernel, K, satisfying the standard conditions: for
some δ > 0,
|K(x, y)| ≤ C|x − y|n , for x , y; (2.26)
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|K(x, y) − K(x, z)| ≤ C |y − z|
δ
|x − y|n+δ , for |x − y| > 2|y − z|; (2.27)
|K(x, y) − K(w, y)| ≤ C |x − w|
δ
|x − y|n+δ , for |x − y| > 2|x − w|. (2.28)
Classically, T extends to a bounded operator on Lr(Rn) for 1 < r < ∞ (see for instance [37, Theorem 5.10])
and the kernel representation holds also when f ∈ Lr(Rn). The following lemma gives us a useful pointwise
inequality for Calderón-Zygmund operators. In particular, we use it in the proof of Theorem 2.25.
Lemma 2.29. Let T be a Calderón-Zygmund operator and f ∈ Lr(Rn). We have, for 1 < r < ∞, and for each
x ∈ Rn and all t > 0,(
−
∫
B(x,t)
|T ( f )(y)|rdy
) 1
r
.
(
−
∫
B(x,2t)
| f (y)|rdy
) 1
r
+ T∗( f )(x) +M( f )(x), (2.30)
where T∗( f )(x) := supε>0
∣∣∣∫|x−y|>ε K(x, y) f (y)dy∣∣∣ .
Proof. Fix x ∈ Rn and t > 0, consider the ball B(x, 2t) and write f = f 1B(x,2t) + f 1Rn\B(x,2t) =: floc + fglob. Then(
−
∫
B(x,t)
|T ( f )(y)|rdy
) 1
r
≤
(
−
∫
B(x,t)
|T ( floc)(y)|rdy
) 1
r
+
(
−
∫
B(x,t)
|T ( fglob)(y)|rdy
) 1
r
=: I + II.
Since T : Lr(Rn)→ Lr(Rn),
I .
(
−
∫
B(x,2t)
| f (y)|rdy
) 1
r
.
As for II, apply the fact that, for y ∈ B(x, t), {z : |x − z| > 2t} ⊂ {z : |x − z| > 2|x − y|} and (2.28). Then,
II =
(
−
∫
B(x,t)
∣∣∣∣∫
Rn
K(y, z) fglob(z) dz
∣∣∣∣r dy) 1r = (−∫
B(x,t)
∣∣∣∣∫|x−z|>2t K(y, z) f (z) dz
∣∣∣∣r dy) 1r
=
(
−
∫
B(x,t)
∣∣∣∣∫|x−z|>2t(K(y, z) − K(x, z) + K(x, z)) f (z) dz
∣∣∣∣r dy) 1r
≤
(
−
∫
B(x,t)
(∫
|x−z|>2t
|K(y, z) − K(x, z)| | f (z)| dz
)r
dy
) 1
r
+
(
−
∫
B(x,t)
∣∣∣∣∫|x−z|>2t K(x, z) f (z) dz
∣∣∣∣r dy) 1r
.
(
−
∫
B(x,t)
(∫
|x−z|>2t
|x − y|δ
|x − z|n+δ | f (z)| dz
)r
dy
) 1
r
+
∣∣∣∣∫|x−z|>2t K(x, z) f (z) dz
∣∣∣∣
.
(
−
∫
B(x,t)
( ∞∑
k=0
∫
2k+1t<|x−z|≤2k+2t
|x − y|δ
|x − z|n+δ | f (z)| dz
)r
dy
) 1
r
+
∣∣∣∣∫|x−z|>2t K(x, z) f (z) dz
∣∣∣∣
.
∞∑
k=0
1
2kδ
(
−
∫
B(x,t)
(
−
∫
B(x,2k+2t)
| f (z)| dz
)r
dy
) 1
r
+
∣∣∣∣∫|x−z|>2t K(x, z) f (z) dz
∣∣∣∣
.
∞∑
k=0
1
2kδ
−
∫
B(x,2k+2t)
| f (z)| dz +
∣∣∣∣∫|x−z|>2t K(x, z) f (z) dz
∣∣∣∣
.M( f )(x) + T∗( f )(x).

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Proof of Theorem 2.25, part (a).
As we said above we first use (2.30) to prove a weighted version of the case p = r for T . We recall that we use
the same notation T for its extension to tent spaces.
We consider F ∈ T rr so that for almost every t > 0, F(·, t) ∈ Lr(Rn) and all calculations make sense. For a
weight w ∈ Ar ∩ RH∞, by (2.30), Fubini’s theorem, the fact that T∗,M : Lr(w)→ Lr(w) (see for instance [30],
[37, Theorem 7.13]), and applying [7, Proof of Proposition 2.3],(∫
Rn
∫ ∞
0
∫
B(x,t)
|T (F(·, t))(y)|r dy dt
tn+1
w(x) dx
) 1
r
.
(∫
Rn
∫ ∞
0
∫
B(x,2t)
|F(y, t)|r dy dt
tn+1
w(x) dx
) 1
r
+
(∫
Rn
∫ ∞
0
|T∗(F(·, t))(x)|r dtt w(x) dx
) 1
r
+
(∫
Rn
∫ ∞
0
|M(F(·, t))(x)|r dt
t
w(x) dx
) 1
r
.
(∫
Rn
∫ ∞
0
∫
B(x,2t)
|F(y, t)|r dy dt
tn+1
w(x) dx
) 1
r
+
(∫
Rn
∫ ∞
0
|F(x, t)|r dt
t
w(x) dx
) 1
2
.
(∫
Rn
∫ ∞
0
∫
B(x,2t)
|F(y, t)|r dy dt
tn+1
w(x) dx
) 1
r
.
Therefore, for all w ∈ Ar ∩ RH∞ and F ∈ T rr ,∫
Rn
∫ ∞
0
∫
B(x,t)
|T (F(·, t))(y)|r dy dt
tn+1
w(x) dx .
∫
Rn
∫ ∞
0
∫
B(x,2t)
|F(y, t)|r dy dt
tn+1
w(x) dx. (2.31)
In particular for w ≡ 1 and F as above, applying Theorem 2.5, we have that
‖T (F)‖T rr . ‖F‖T rr ,
where the estimate does not depend on F. This proves the case p = r. Note now that in view of (2.31), we
can apply Theorem 1.46, part (c), for p− = 1 and p+ = r. Then, we obtain that, for all 1 < p < r and
w0 ∈ Ap ∩ RH( r
p
)′ , and all F ∈ T rr ,
∫
Rn
(∫ ∞
0
∫
B(x,t)
|T (F(·, t))(y)|r dy dt
tn+1
) q
r
w0(x) dx .
∫
Rn
(∫ ∞
0
∫
B(x,2t)
|F(y, t)|r dy dt
tn+1
) q
r
w0(x) dx.
Hence, taking w0 ≡ 1, we have in particular that w0 ∈ Ap∩RH( r
p
)′ . Then, applying Theorem 2.5, for 1 < p < r
and all F ∈ T rr ,
‖T (F)‖T pr . ‖F‖T pr .
We conclude by density of T rr ∩ T pr into T pr .
In order to prove the boundedness for 1 < r < p < ∞, we use a duality argument. Take F ∈ T pr ∩ T rr and
G ∈ T p′r′ ∩ T r′r′ . By the previous argument and dualization (see Theorem 2.7, part (i)) we obtain,∫
Rn
∫ ∞
0
|F(y, t)T ∗(G(·, t))(y)|dt dy
t
. ‖F‖T pr ‖G‖T p′r′ ,
where T ∗ is the adjoint of T . Also∫
Rn
∫ ∞
0
|T (F(·, t))(x)G(x, t)| dt dx
t
. ‖F‖T rr ‖G‖T r′r′ < ∞
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Thus, Fubini’s theorem and∫
Rn
T (F(·, t))(x)G(x, t) dx =
∫
Rn
F(y, t)T ∗(G(·, t))(y) dy
yield ∣∣∣∣∫
Rn
∫ ∞
0
T (F(·, t))(x)G(x, t)dt dx
t
∣∣∣∣ = ∣∣∣∣∫
Rn
∫ ∞
0
F(y, t)T ∗(G(·, t))(y)dt dy
t
∣∣∣∣ . ‖F‖T pr ‖G‖T p′r′ .
Finally, taking the supremum over all G as above, such that ‖G‖T p′r′ ≤ 1, we conclude that, for all F ∈ T
p
r ∩ T rr ,
‖T (F)‖T pr . ‖F‖T pr . By density, this allows us to extend the action of T to all F ∈ T pr . 
Remark that ∫
Rn
∫ ∞
0
|T (F(·, t))(x)G(x, t)| dt dx
t
< ∞
for all F ∈ T pr and all G ∈ T p′r′ when p = r. But when p , r, the argument does not allow us to conclude the
convergence of this integral for arbitrary F ∈ T pr and G ∈ T p′r′ . Of course, this inequality holds for the extension
of T on T pr .
Proof of Theorem 2.25, part (b).
Let F ∈ T rr ∩ T 1r , which is dense in T 1r . It follows from (2.30) that
Ar(T (F)) . A2r (F) +Vr(M(F)) +Vr(T∗(F)).
We need to estimate the L1,∞(Rn) norm of each term.
The first term has L1(Rn) norm controlled by c‖F‖T 1r for some constant c > 0 by change of angle in tent
spaces (see Theorem 2.5).
For the second one, one applies Fefferman-Stein vector-valued weak type (1, 1) inequality, and next, the
fact that the norm in L1(Rn) of the vertical function Vr(F) is controlled by the norm in L1(Rn) of the conical
functionAr(F) (see [7]).
For the third term, the needed weak type estimate is∣∣{x ∈ Rn : Vr(T∗(F))(x) > λ}∣∣ . ‖Vr(F)‖L1(Rn)
λ
.
This should be known but as we have not been able to locate a proof, we provide one for the reader’s comfort.
Once this is proved, we use again the result in [7] mentioned above.
Fix λ > 0 and consider the set
Ωλ := {x ∈ Rn :Mu(Vr(F))(x) > λ},
where we recall that Mu represents the uncentred Hardy-Littlewood maximal operator. We have that Ωλ is
open and, since ‖Vr(F)‖L1(Rn) < ∞, we conclude that |Ωλ| < ∞, and in particular Rn \ Ωλ , ∅. Therefore, we
can take a Whitney decomposition Ωλ =
⋃
i∈N Qi, where Qi are dyadic and disjoint cubes such that
√
n `(Qi) ≤ dist(Qi,Rn \Ωλ) < 4
√
n `(Qi).
Hence,
Vr(F)(x) ≤ λ, for a.e. x ∈ Rn \Ωλ, −
∫
Qi
|Vr(F)(x)| dx ≤ 8nλ, and |Ωλ| ≤ 1
λ
∫
Ωλ
|Vr(F)(x)| dx.
Then if we set
G = Vr(F)1Rn\Ωλ +
∑
i∈N
(
−
∫
Qi
Vr(F)
)
1Qi , and B =
∑
i∈N
(
Vr(F) − −
∫
Qi
Vr(F)
)
1Qi
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we have thatVr(F) = G + B is a Calderón-Zygmund decomposition ofVr(F) at heigh λ satisfying:
|G(x)| ≤ 10nλ, for a.e. x ∈ Rn, ‖G‖rLr(Rn) ≤ (10nλ)r−1‖Vr(F)‖L1(Rn),∫
Qi
B(x)dx = 0, −
∫
Qi
|B(x)|dx ≤ 2−
∫
Qi
|Vr(F)(x)|dx, and ‖B‖L1(Rn) ≤ 2‖Vr(F)‖L1(Rn).
Now set F = G + H, where
G(x, t) = F(x, t)1Rn\Ωλ(x) +
∑
i∈N
1Qi(x)−
∫
Qi
F(y, t) dy,
and
H(x, t) =
∑
i∈N
1Qi(x)
(
F(x, t) − −
∫
Qi
F(y, t) dy
)
=:
∑
i∈N
Hi(x, t).
Then,∣∣{x ∈ Rn : Vr(T∗(F))(x) > λ}∣∣
≤
∣∣∣∣{x ∈ Rn : Vr(T∗(G))(x) > λ2
}∣∣∣∣ + ∣∣∣∣{x ∈ Rn : Vr(T∗(H))(x) > λ2
}∣∣∣∣ =: I + II.
Applying Chebychev’s inequality and the Lr(Rn) boundedness of T∗, we obtain
I .
1
λr
∫
Rn
Vr(T∗(G))(x)r dx
=
1
λr
∫ ∞
0
∫
Rn
|T∗(G(·, t))(x)|r dxdtt .
1
λr
∫ ∞
0
∫
Rn
|G(x, t)|r dxdt
t
=
1
λr
∫
Rn
∫ ∞
0
∣∣∣∣∣F(x, t)1Rn\Ωλ(x) +∑
i∈N
1Qi(x)−
∫
Qi
|F(y, t)| dy
∣∣∣∣∣
r
dt
t
dx
.
1
λr
∫
Rn
∣∣∣∣∣1Rn\Ωλ(x)Vr(F)(x) +∑
i∈N
1Qi(x)−
∫
Qi
Vr(F)(y) dy
∣∣∣∣∣
r
dx
=
1
λr
‖G‖rLr(Rn) .
1
λ
‖Vr(F)‖L1(Rn).
As for the estimate of II, note that
II .
∣∣∣∣∣⋃
i∈N
2
√
n Qi
∣∣∣∣∣ +
∣∣∣∣∣
{
x ∈ Rn \
(⋃
i∈N
2
√
n Qi
)
: Vr(T∗(H))(x) > λ2
}∣∣∣∣∣ .
Then, since ∣∣∣∣∣⋃
i∈N
2
√
n Qi
∣∣∣∣∣ . |Ωλ| . 1λ‖Vr(F)‖L1(Rn),
we just need to consider the second term in the previous sum. For t > 0, and x ∈ Rn \
(⋃
j∈N 2
√
n Q j
)
, let us
study the T∗(H)(x, t). Pick ε > 0 and consider∣∣∣∣∫|x−y|>ε K(x, y)H(y, t) dy
∣∣∣∣ =
∣∣∣∣∣∑
i∈N
∫
|x−y|>ε
K(x, y)Hi(y, t) dy
∣∣∣∣∣ .
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We distinguish three possible cases in the series. Case 1: Qi ⊂ B(x, ε). Then, Qi ∩ (Rn \ B(x, ε)) = ∅, and
consequently ∣∣∣∣∫|x−y|>ε K(x, y)Hi(y, t) dy
∣∣∣∣ = 0.
Case 2: Qi ⊂ Rn \ B(x, ε). Call yi the centre of Qi and `(Qi) its length. Since x ∈ Rn \ 2√n Qi, we have
|x− yi| > 2|y− yi| for any y ∈ Qi. As supp(Hi) ⊂ Qi ⊂ Rn \B(x, ε), we can use the mean value
∫
Rn Hi(y, t) dy = 0
to obtain∣∣∣∣∫|x−y|>ε K(x, y)Hi(y, t) dy
∣∣∣∣ ≤ ∫
Qi
|K(x, y) − K(x, yi)||Hi(y, t)| dy
.
`(Qi)δ
|x − yi|n+δ
∫
Qi
|Hi(y, t)| dy . `(Qi)
δ
|x − yi|n+δ
∫
Qi
|F(y, t)| dy.
Case 3: B(x, ε) ∩ Qi , ∅ but Qi 1 B(x, ε). Note that ε > √n `(Qi)/2. Indeed, if x0 ∈ B(x, ε) ∩ Qi, √n `(Qi) ≤
|x − yi| ≤ |x0 − x| + |x0 − yi| < ε +
√
n `(Qi)
2 hence
√
n `(Qi)/2 < ε. It follows that Qi ⊂ B(x, 3ε). Hence,∣∣∣∣∫|x−y|>ε K(x, y)Hi(y, t) dy
∣∣∣∣ ≤ ∫
ε<|x−y|<3ε
1
|x − y|n |Hi(y, t)| dy
. −
∫
B(x,3ε)
|F(y, t)|1Qi(y) dy + −
∫
B(x,3ε)
−
∫
Qi
|F(z, t)| dz1Qi(y) dy . −
∫
B(x,3ε)
|F(y, t)|1Qi(y) dy.
It follows that∣∣∣∣∫|x−y|>ε K(x, y)H(y, t) dy
∣∣∣∣ .∑
i∈N
`(Qi)δ
|x − yi|n+δ
∫
Qi
|F(y, t)| dy + −
∫
B(x,3ε)
|F(y, t)|1Ωλ(y) dy.
Taking the supremum over all ε > 0, we obtain,
T∗(H)(x, t) ≤
∑
i∈N
`(Qi)δ
|x − yi|n+δ
∫
Qi
|F(y, t)| dy +M(F)(x, t).
Therefore, by Minkowski’s inequality
Vr(T∗(H))(x) ≤
∑
i∈N
`(Qi)δ
|x − yi|n+δ
∫
Qi
|Vr(F)(y)| dy +Vr(M(F))(x).
Consequently, applying the Fefferman-Stein weak type (1, 1) inequality and Chebychev’s inequality∣∣∣∣∣
{
x ∈ Rn \
(⋃
i∈N
2
√
n Qi
)
: Vr(T∗(H))(x) > λ2
}∣∣∣∣∣
.
∣∣∣∣{x ∈ Rn : Vr(M(F))(x) > λ4
}∣∣∣∣ + 1λ∑
i∈N
∫
Rn\2√n Qi
`(Qi)δ
|x − yi|n+δ dx
∫
Qi
|Vr(F)(y)| dy
.
1
λ
(
‖Vr(F)‖L1(Rn) +
∫
Ωλ
|Vr(F)(y)| dy
)
.
1
λ
‖VrF‖L1(Rn).

2.2. ACTION OF OPERATORS ON TENT SPACES 29
Proof of Theorem 2.25, part (c).
Recall that for p ≤ 1 and 1 < r < ∞, every function in T pr has an atomic decomposition (see Theorem 2.7), part
(iii)). Let us now introduce, for 0 < p ≤ 1 and 1 < r < ∞, a subspace of T pr that we denote by Tpr . We say that
A is a Tpr atom if it is a T
p
r atom and satisfies
∫
Rn A(x, t)dx = 0 for a.e. t > 0. This integral makes sense as(∫ ∞
0
(∫
Rn
|A(x, t)| dx
)r dt
t
) 1
r
≤
(∫∫
B̂
|A(x, t)|r dxdt
t
) 1
r
|B|1− 1r ≤ |B|1− 1p < ∞.
We define Tpr as the subspace of F ∈ T pr such that F has an atomic decomposition with Ai being a Tpr atom and(∑∞
i=1 |λi|p
) 1
p < ∞.
The reason to introduce those spaces is because, for 0 < p ≤ 1, we can not obtain boundedness of singular
integrals (and in general of Calderón-Zygmund operators) from the tent space T pr to itself. If we want to arrive
into T pr , an option is to take functions in T
p
r . Note that T
p
r atoms, hence T
p
r atoms, belong to T rr .
Lemma 2.32. Suppose that U : T rr → T rr is a linear and bounded operator and that there exists C < ∞ such
that for all Tpr atoms A, ‖U(A)‖T pr ≤ C. Then,U has a bounded extension from Tpr to T pr .
Proof. Let A be a Tpr atom such that supp(A) ⊂ B̂, for some ball B ⊂ Rn. Defining, for 0 < η < ρ, where ρ is
the radius of B,
Aη(y, t) :=
{
A(y, t) if t > η,
0 if t ≤ η,
we have that A − Aη are Tqr atoms, uniformly in η, thus
‖A − Aη‖Tpr ≤ |B|
1
p− 1r
(∫∫
B̂
|A(x, t) − Aη(x, t)|r dx dtt
) 1
r
→ 0
by the dominated convergence theorem. This and the fact that finite linear combinations of Tpr atoms are dense
in Tpr by definition, imply that the set Er of compactly supported functions ϕ in Rn+1+ that are r-integrable and∫
Rn ϕ(x, t) dx = 0 for a.e. t > 0 is dense in T
p
r . Then, let F ∈ Er and take a decomposition F =
∑∞
i=0 λiAi, where
Ai are T
p
r atoms and
(∑∞
i=1 |λi|p
) 1
q ≤ 2‖F‖Tpr . Since the t support of F is contained in some interval [a, b], we
may eliminate the atoms associated to balls with radii less than a. Following the proof of Theorem 4.9 in [12],
we obtain that the decomposition converges in T rr . Thus we may write
U(F) =
∞∑
i=0
λiU(Ai)
and use the hypothesis to conclude that ‖U(F)‖T pr ≤ 2C‖F‖Tpr . By density, we conclude the argument. 
We say that a function M is a T pr molecule if there exists a ball B ⊂ Rn such that, for some ε > 0,(∫∫
4̂B
|M(x, t)|r dx dt
t
) 1
r
≤ |4B| 1r − 1p
and, for all j ≥ 2, (∫∫
Ĉ j
|M(x, t)|r dx dt
t
) 1
r
≤ 2−( j+1)ε|2 j+1B| 1r − 1p ,
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where we define Ĉ j := 2̂ j+1B \ 2̂ jB and Ĉ1 = 4̂B . By writing M =
∑
j≥1 1Ĉ j M and observing that the functions
1Ĉ j M are T
p
r atoms up to factor 2−( j+1)ε, we obtain ‖M‖T pr ≤
(∑
j≥1 |2−( j+1)ε|p
) 1
p
.
Let us finally prove part (c) of Theorem 2.25. We follow the same scheme as in [33] and show that Calderón-
Zygmund operators of order δ ∈ (0, 1] apply Tpr atoms to T pr molecules, provided that p > nn+δ , up to a constant
that depends uniquely on δ, n, r, p and the properties of the operator. From the previous lemma, this suffices to
conclude.
Let A be a Tpr atom. Let B be a ball such that supp A ⊂ B̂, and(∫∫
B̂
|A(x, t)|r
) 1
r
≤ |B| 1r − 1p .
We shall show that, for ε = n + δ − np (which is positive since p > nn+δ ),
(1)
(∫∫
4̂B |T (A(·, t))(x)|r
) 1
r . |4B| 1r − 1p ;
(2) for j ≥ 2,
(∫∫
Ĉ j
|T (A(·, t))(x)|r
) 1
r
. 2−( j+1)ε|B j+1|
1
r − 1p .
For each j ≥ 2, denote by r j := 2 jrB and B j := B(xB, r j). Besides, recall that Ĉ1 := B̂2 and Ĉ j := B̂ j+1 \ B̂ j, for
all j ≥ 2.
We start by proving (1). Since T is bounded on T rr , we have that(∫∫
4̂B
|T (A(·, t))(x)|r dx dt
t
) 1
r
.
(∫∫
B̂
|A(x, t)|r dx dt
t
) 1
r
. |4B| 1r − 1p .
On the other hand, for j ≥ 2, because A(x, t) = 0 for t > rB, the radius of B,(∫∫
Ĉ j
|T (A(·, t))(x)|r dx dt
t
) 1
r
≤
(∫ rB
0
∫
B j+1\B j−1
|T (A(·, t))(x)|r dx dt
t
) 1
r
.
Now, applying the fact that
∫
Rn A(x, t) dx = 0 for a.e. t > 0, and the property (2.27) of the kernel K, we obtain
that
I ≤
(∫ rB
0
∫
r j−1≤|x−xB|<r j+1
∣∣∣∣∫
Rn
K(x, y)A(y, t) dy
∣∣∣∣r dx dtt
) 1
r
=
(∫ rB
0
∫
r j−1≤|x−xB|<r j+1
∣∣∣∣∫
Rn
(K(x, y) − K(x, xB))A(y, t) dy
∣∣∣∣r dx dtt
) 1
r
.
(∫ rB
0
∫
r j−1≤|x−xB|<r j+1
(∫
Rn
|xB − y|δ
|x − xB|n+δ |A(y, t)| dy
)r dx dt
t
) 1
r
.
(∫ rB
0
∫
r j−1≤|x−xB|<r j+1
−
∫
B
|A(y, t)|r dydx dt
t
) 1
r
2−( j+1)(n+δ)
.
(∫ rB
0
∫
B
|A(y, t)|r dy dt
t
) 1
r
2−( j+1)(n(1−
1
r )+δ)
. 2−( j+1)(n(1−
1
r )+δ)|B| 1r − 1p = 2−( j+1)
(
n+δ− np
)
|2 j+1B| 1r − 1p .
This shows (2). 
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Proof of Theorem 2.25, part (d).
Remark that if M is a T pr molecule, then
(∫ ∞
0
(∫
Rn
|M(x, t))| dx
)r dt
t
) 1
r
.
∑
j≥1
(∫ ∞
0
(∫
Rn
1Ĉ j(x, t)|M(x, t)| dx
)r dt
t
) 1
r
.
∑
j≥1
(∫∫
Ĉ j
|M(x, t)|r dxdt
t
) 1
r
|B j+1|1− 1r .
∑
j≥1
2−( j+1)ε|B j+1|1−
1
p . |B|1− 1p < ∞
as 1− 1p ≤ 0. Therefore, if, in addition,
∫
Rn M(x, t) dx = 0, for a.e. t > 0, we say that M is a T
p
r molecule. A T
p
r
molecule can be written as a series of Tpr atoms, as we see in the next result.
Proposition 2.33. There exists a constant C < ∞ such that given a Tpr molecule M, we have that M ∈ Tpr , with
‖M‖Tpr ≤ C.
Proof. Let M be a Tpr molecule with associated ball B = B(xB, rB). Following the notation in the previous
proof, write
M(x, t) =
∞∑
j=1
(
M(x, t)1Ĉ j(x, t) −
∫
Rn
1Ĉ j(y, t)M(y, t) dy
1B j+1(x)
|B j+1|
)
+
∞∑
j=1
∫
Rn
1Ĉ j(y, t)M(y, t) dy
1B j+1(x)
|B j+1| .
For every j ≥ 1, we define
α j(x, t) := M(x, t)1Ĉ j(x, t) −
∫
Rn
1Ĉ j(y, t)M(y, t) dy
1B j+1(x)
|B j+1| ,
and observe that suppα j ⊂ B j+1 × (0, r j+1] ⊂ B̂ j+2 and∫
Rn
α j(x, t) dx =
∫
Rn
1Ĉ j(y, t)M(y, t) dy
(
1 −
∫
Rn
1B j+1(x)
|B j+1| dx
)
= 0.
Besides,
(∫∫
B̂ j+2
|α j(x, t)|r dx dtt
) 1
r
≤
(∫∫
Ĉ j
|M(x, t)|r dx dt
t
) 1
r
+
(∫∫
B̂ j+2
1B j+1(x)
(
1
|B j+1|
∫
B j+1
1Ĉ j(y, t)|M(y, t)| dy
)r
dx dt
t
) 1
r
≤ 2
(∫∫
Ĉ j
|M(x, t)|r dx dt
t
) 1
r
≤ 2−( j+1)ε+1|B j+1|
1
r − 1p = c2− jε|B j+2|
1
r − 1p ,
where c depends on ε, r, p only. Therefore, A j := 2
jε
c α j is a T
p
r atom, for all j ≥ 1.
On the other hand, note that
∞∑
j=1
∫
Rn
1Ĉ j(y, t)M(y, t) dy
1B j+1(x)
|B j+1| =
∫
Rn
1B̂2(y, t)M(y, t) dy
1B2(x)
|B2|
+
∞∑
j=2
(∫
Rn
1B̂ j+1(y, t)M(y, t) dy −
∫
Rn
1B̂ j(y, t)M(y, t) dy
) 1B j+1(x)
|B j+1|
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=
∞∑
j=1
∫
Rn
1B̂ j+1(y, t)M(y, t) dy
(1B j+1(x)
|B j+1| −
1B j+2(x)
|B j+2|
)
.
Then, considering
β j(x, t) :=
∫
Rn
1B̂ j+1(y, t)M(y, t) dy
(1B j+1(x)
|B j+1| −
1B j+2(x)
|B j+2|
)
,
we have that supp β j ⊂ B̂ j+3, and that ∫
Rn
β j(x, t)dx = 0.
Besides, since, for a. e. t > 0, ∫
Rn
M(y, t) dy = 0,
then, for each j ≥ 1,∫
Rn
1Rn+1+ \B̂ j+1(y, t)M(y, t) dy = −
∫
Rn
1B̂ j+1(y, t)M(y, t) dy, for a.e. t > 0.
This, together with the fact that∫
Rn
1B̂ j+1(y, t)M(y, t) dy = 1(0,r j+1)(t)
∫
Rn
1B̂ j+1(y, t)M(y, t) dy,
gives, for a.e. t > 0, ∫
Rn
1B̂ j+1(y, t)M(y, t) dy = −1(0,r j+1)(t)
∫
Rn
1Rn+1+ \B̂ j+1(y, t)M(y, t) dy.
Hence, for all j ≥ 1,
β j(x, t) = 1(0,r j+1)(t)
∫
Rn
1Rn+1+ \B̂ j+1(y, t)M(y, t) dy
(1B j+2(x)
|B j+2| −
1B j+1(x)
|B j+1|
)
, for a.e. t > 0.
Therefore,
(∫∫
B̂ j+3
|β j(x, t)|r dx dtt
) 1
r
.
∑
i≥ j+1
|Bi+1|
|B j+1|
(∫∫
B̂ j+3
1B j+2(x)
∣∣∣∣ 1|Bi+1|
∫
Rn
1Ĉi(y, t)M(y, t) dy
∣∣∣∣r dx dtt
) 1
r
.
∑
i≥ j+1
( |Bi+1|
|B j+1|
)1− 1r (∫∫
Ĉi
|M(y, t)|r dy dt
t
) 1
r
.
∑
i≥ j+1
2−(i+1)ε|B j+1| 1r −1|Bi+1|1−
1
p
. |B j+3|
1
r − 1p
∑
i≥ j+1
2−(i+1)ε ≤ c′2− jε|B j+3|
1
r − 1p ,
where c′ depends on ε, r, p only. Hence, A′j(x, t) :=
2 jε
c′ β j is a T
p
r atom.
Therefore, we have shown that M =
∑
j≥1 c2− jεA j +
∑
j≥1 c′2− jεA′j, which evidently shows that M ∈ Tpr
with norm bounded by (c + c′)
(∑
j≥1 |2− jεp|p
) 1
p
. 
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Let us finally show that if T is a Calderón-Zygmund operator, then T applies Tpr atoms to Tpr molecules, up
to a uniform constant. Note that, from the above proposition, and an adaptation of Lemma 2.32, this is enough
to conclude the proof.
From part (c) of the proof, we already know that T applies Tpr atoms to T pr molecules, up to a uniform
constant. It remains to show
∫
Rn T (A(·, t))(x) dx = 0. Note for almost every t > 0, A(·, t) is a multiple of
an atom in the Hardy space H1(Rn). Indeed, its support is contained in B, it is in Lr(B) with r > 1 and has
mean value 0. We know that T (A(·, t)) ∈ L1(Rn) since T (A) has been shown to be a T pr molecule. Thus,∫
Rn T (A(·, t))(x) dx = 0 as T ∗(1) = 0.
2.2.3 Riesz potentials and fractional maximal functions
For 0 < α < n, consider the Riesz potential
Iα( f )(x) := 1
γ(α)
∫
Rn
1
|x − z|n−α f (z) dz,
where γ(α) = pi
n
2 2αΓ(α/2)/Γ
( n−α
2
)
, and the fractional maximal function
Mα( f )(x) = sup
τ>0
τα−
∫
B(x,τ)
| f (y)|dy.
This operators act on tent spaces in the following way:
Theorem 2.34. For 0 < α < n, nn−α < r < ∞, and 1 < p < q < ∞ such that 1p − 1q = αn ,
Iα,Mα : T pr → T qr .
Before starting with the proof of the theorem, note that
Mα( f )(x) ≤ V−1n Iα(| f |)(x), for all x ∈ Rn, (2.35)
where Vn is the volume of the unit ball in Rn. Consequently, it is enough to prove Theorem 2.34 for Riesz
potentials. Let us start by proving the following pointwise inequality.
Lemma 2.36. Let 0 < α < n, 1 < ϑ < r < ∞, and αn = 1ϑ − 1r . Then, for any x ∈ Rn, t > 0, if f is locally ϑ
integrable, (
−
∫
B(x,t)
|Iα( f )(y)|rdy
) 1
r
. tn(
1
ϑ− 1r )
(
−
∫
B(x,5t)
| f (y)|ϑdy
) 1
ϑ
+ Iα
(
−
∫
B(·,t)
| f (z)|dz
)
(x).
Proof. For each x ∈ Rn and t > 0, split the support of f into B(x, 5t) and Rn \ B(x, 5t). Then,
(
−
∫
B(x,t)
|Iα( f )(y)|rdy
) 1
r
≤
(
−
∫
B(x,t)
|(Iα(1B(x,5t) f ))(y)|rdy
) 1
r
+
(
−
∫
B(x,t)
∣∣∣∣∫|x−z|>5t 1|y − z|n−α f (z) dz
∣∣∣∣r dy) 1r =: I + II.
On the one hand, using that Iα : Lϑ(Rn)→ Lr(Rn) (see [75, Theorem 1, p.119]), we obtain that
I . tn(
1
ϑ− 1r )
(
−
∫
B(x,5t)
| f (y)|ϑdy
) 1
ϑ
.
34 CHAPTER 2. TENT SPACES
On the other hand,
II .
(
−
∫
B(x,t)
(∫
|x−z|>5t
1
|y − z|n−α | f (z)|−
∫
B(z,t)
dξ dz
)r
dy
) 1
r
.
(
−
∫
B(x,t)
(∫
|x−ξ|>4t
−
∫
B(ξ,t)
1
|y − z|n−α | f (z)| dz dξ
)r
dy
) 1
r
.
(
−
∫
B(x,t)
(∫
|x−ξ|>4t
1
|x − ξ|n−α−
∫
B(ξ,t)
( |x − ξ|
|y − z|
)n−α
| f (z)| dz dξ
)r
dy
) 1
r
.
(
−
∫
B(x,t)
(∫
|x−ξ|>4t
1
|x − ξ|n−α−
∫
B(ξ,t)
| f (z)| dz dξ
)r
dy
) 1
r
=
∫
|x−ξ|>4t
1
|x − ξ|n−α−
∫
B(ξ,t)
| f (z)| dz dξ ≤ Iα
(
−
∫
B(·,t)
| f (z)|dz
)
(x).

Proof of Theorem 2.34.
Let F ∈ T pr . Taking ϑ = nrαr+n in Lemma 2.36, we obtain that
‖Iα(F)‖T qr .
∫
Rn
(∫ ∞
0
tn(
r
ϑ−1)
(
−
∫
B(x,5t)
|F(y, t)|ϑdy
) r
ϑ dt
t
) q
r
dx
 1q
+
(∫
Rn
(∫ ∞
0
(
Iα
(
−
∫
B(·,t)
|F(y, t)|dy
)
(x)
)r dt
t
) q
r
dx
) 1
q
=: I + II.
Since r > ϑ, applying successively Jensen’s inequality, [2, Theorem 2.19] for s1 = 1r − 1ϑ , s0 = 0, p0 = p,
p1 = q, and q = r, and [32, Section 3, Proposition 4] (we use this proposition for r instead of 2, but the proof is
the same), we have
I .
(∫
Rn
(∫ ∞
0
∫
B(x,5t)
∣∣∣tn( 1ϑ− 1r )F(y, t)∣∣∣r dy dt
tn+1
) q
r
dx
) 1
q
.
(∫
Rn
(∫ ∞
0
∫
B(x,5t)
|F(y, t)|r dy dt
tn+1
) p
r
dx
) 1
p
. ‖F‖T pr .
Finally, to estimate II, we shall proceed by extrapolation. We first recall some definitions. We say that a weight
w is a Aτ,s weight, for 1 < τ ≤ s < ∞, if it satisfies for every B ⊂ Rn that(
−
∫
B
w(x)s dx
) 1
s
(
−
∫
B
w(x)−τ
′
dx
) 1
τ′ ≤ C.
Now, since 0 < α < n and 1 < ϑ < nα with
1
ϑ − 1r = αn , by [71, Theorem 4] for all w ∈ Aϑ,r we have thatIα : Lϑ(wϑ)→ Lr(wr). This and Minkowski’s integral inequality imply
(∫
Rn
∫ ∞
0
∣∣∣∣Iα(−∫
B(·,t)
|F(y, t)|dy
)
(x)
∣∣∣∣r dtt w(x)rdx
) 1
r
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.
(∫ ∞
0
∫
Rn
∣∣∣∣Iα(−∫
B(·,t)
|F(y, t)|dy
)
(x)
∣∣∣∣r w(x)rdxdtt
) 1
r
.
∫ ∞
0
(∫
Rn
(
−
∫
B(x,t)
|F(y, t)|dy
)ϑ
w(x)ϑdx
) r
ϑ dt
t
 1r
.
(∫
Rn
(∫ ∞
0
(
−
∫
B(x,t)
|F(y, t)|dy
)r dt
t
) ϑ
r
w(x)ϑdx
) 1
ϑ
.
(∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) ϑ
r
w(x)ϑdx
) 1
ϑ
.
Then, since 1 < ϑ < r < ∞ and 1 < p < q < ∞ with 1p − 1q = 1ϑ − 1r , applying Theorem 1.46, part (d), we have
that, for all w0 ∈ Ap,q, and F ∈ T pr ,(∫
Rn
(∫ ∞
0
(
Iα
(
−
∫
B(·,t)
|F(y, t)|dy
)
(x)
)r dt
t
) q
r
w0(x)qdx
) 1
q
.
(∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) p
r
w0(x)pdx
) 1
p
.
In particular for w0 ≡ 1, we have that w0 ∈ Ap,q. Hence,
II .
(∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) p
r
dx
) 1
p
= ‖F‖T pr .

2.2.4 Riesz transform
We have the following result regarding the operator L defined in Section 1.2.
Theorem 2.37. Let L = − div(A∇) be an elliptic operator with complex-valued coefficients. For q−(L) < p, r <
q+(L) we have
∇L− 12 : T pr → T pr .
In oder to prove this theorem, we shall obtain a pointwise inequality for the Riesz transform taking a
generalized version of two inequalities that appear in [3, Lemma 4.8 and (4.6)]. These are:
Lemma 2.38. For every ball B, with radius rB, and q−(L) < r < q+(L),
‖∇L− 12 (I − e−r2BL)Mh‖Lr(B) ≤ |B| 1r
∑
j≥1
g( j)
(
−
∫
2 j+1B
|h|r
) 1
r
,
with g( j) = C2 j
n
2 4− jM, where M ∈ N is arbitrary and C depends on M.
Lemma 2.39. For every ball B, with radius rB, any constant k > 0, and q−(L) < p0 ≤ r < q+(L),(
−
∫
B
|∇e−kr2BLh|r
) 1
r
≤
∑
j≥1
g( j)
(
−
∫
2 j+1B
|∇h|p0
) 1
p0
,
with
∑
j≥1 g( j) < ∞.
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It is in the first inequality that the integral representation ∇L− 12 h = pi−1/2 ∫ ∞0 ∇e−tLh dt√t was used for appro-
priate h (in order to replace the kernel representation in the case of Calderón-Zygmund operators).
From these two results we have the following corollary.
Corollary 2.40. Let q−(L) < p0 < r < q+(L). For every x ∈ Rn and t > 0 and f ∈ Lr(Rn).(
−
∫
B(x,t)
|∇L− 12 ( f )(y)|r dy
) 1
r
.
∑
j≥1
4− jM
(∫
B(x,2 j+1t)
| f (y)|r dy
tn
) 1
r
+
M∑
k=1
Ck,MMp0
(
∇L− 12 e− kt22 L( f )
)
(x),
where M ∈ N is arbitrarily large andMp0( f ) := (M(| f |p0))
1
p0 .
Proof. Fix x ∈ Rn, t > 0 and M ∈ N arbitrarily large. We have that
(
−
∫
B(x,t)
|∇L− 12 ( f )(y)|r dy
) 1
r
.
(
−
∫
B(x,t)
|∇L− 12 (I − e−t2L)M( f )(y)|r dy
) 1
r
+
(
−
∫
B(x,t)
|∇L− 12 At,M( f )(y)|r dy
) 1
r
=: I + II,
where At,M := I − (I − e−t2L)M. Then, applying Lemma 2.38 for B = B(x, t) and h = f , we obtain that
I .
∑
j≥1
4− jM
(∫
B(x,2 j+1t)
| f (y)|r dy
tn
) 1
r
.
As for the estimate of II, note that expanding the binomial expression, we have that At,M =
∑M
k=1 Ck,Me
−kt2L.
Then, applying Lemma 2.39 for B = B(x, t) and h = L− 12 e− kt
2
2 L f ,
II .
M∑
k=1
Ck,M
(
−
∫
B(x,t)
|∇e− kt2L2 L− 12 e− kt2L2 ( f )(y)|r dy
) 1
r
.
M∑
k=1
Ck,M
∑
j≥1
g( j)
(
−
∫
B(x,2 j+1t)
|∇L− 12 e− kt22 L( f )(y)|p0dy
) 1
p0
.
M∑
k=1
Ck,MMp0
(
∇L− 12 e− kt22 L( f )
)
(x).

Proof of Theorem 2.37.
Recall that the Riesz transform associated with this operator L, acting over a function F ∈ T rr (so that F(·, t) ∈
Lr(Rn) for almost every t > 0), is defined by ∇L− 12 (F(·, t))(x) for almost every t > 0. Applying Corollary 2.40,
we obtain, for all F ∈ T rr ,
‖∇L− 12 (F)‖T pr .
∑
j≥1
4− jM
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t)
|F(y, t)|r dy dt
tn+1
) p
r
dx
) 1
p
+
M∑
k=1
Ck,M
(∫
Rn
(∫ ∞
0
∣∣∣∣Mp0 (∇L− 12 e− kt22 L(F(·, t))) (x)∣∣∣∣r dtt
) p
r
dx
) 1
p
=: I +
M∑
k=0
Ck,M II.
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Applying Theorem 2.5, and taking M > nmin{p,r} , we have that
I .
∑
j≥1
4− j
(
M− nmin{p,r}
)(∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) p
r
dx
) 1
p
. ‖F‖T pr .
Finally the estimate of II follows by extrapolation. For all weights w ∈ A r
q−(L)
∩ RH( q+(L)
r
)′ we have that
∇L− 12 : Lr(w) → Lr(w) ([11, Theorem 5.2]) and thatMp0 : Lr(w) → Lr(w), for some p0 > q−(L) close enough
to q−(L) so that w ∈ A rp0 . Besides, we can also take r < q0 < q+(L) so that w ∈ RH( q0r )′ . Using these three facts,
applying Hölder’s inequality for q0r , the L
r(Rn) − Lq0(Rn) off-diagonal estimates that the semigroup {e−t2L}t>0
satisfies (see [3]), and Fubini’s theorem, we have that(∫
Rn
∫ ∞
0
|Mp0(∇L−
1
2 e−
kt2
2 L(F(·, t)))(x)|r dt
t
w(x)dx
) 1
r
.
(∫ ∞
0
∫
Rn
|e− kt22 L(F(·, t))(x)|rw(x)dxdt
t
) 1
r
=
(∫ ∞
0
∫
Rn
|e− kt22 L(F(·, t))(x)|r
∫
B(x,t)
w(y)
dy
w(B(x, t))
w(x)dx
dt
t
) 1
r
=
(∫
Rn
∫ ∞
0
∫
B(y,t)
|e− kt22 L(F(·, t))(x)|rw(x) dx
w(B(x, t))
dt
t
w(y)dy
) 1
r
.
(∫
Rn
∫ ∞
0
∫
B(y,t)
|e− kt22 L(F(·, t))(x)|rw(x)dx dt
tw(B(y, t))
w(y)dy
) 1
r
.
(∫
Rn
∫ ∞
0
(∫
B(y,t)
|e− kt22 L(F(·, t)(x)|q0dx
) r
q0
(∫
B(y,t)
w(x)
( q0
r
)′
dx
) q0−r
q0 dt
tw(B(y, t))
w(y)dy
) 1
r
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(y,2 j+1t)
|F(x, t)|rdx
(
−
∫
B(y,t)
w(x)
( q0
r
)′
dx
) q0−r
q0 dt
tw(B(y, t))
w(y)dy
) 1
r
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(y,2 j+1t)
|F(x, t)|r dx dt
tn+1
w(y)dy
) 1
r
.
(∫
Rn
∫ ∞
0
∫
B(y,t)
|F(x, t)|r dx dt
tn+1
w(y)dy
) 1
r
.
The second inequality follows from the fact that B(y, t) ⊂ B(x, 2t) if x ∈ B(y, t) and from the doubling property
of the weight. Then, w(B(y, t)) ≤ w(B(x, 2t) ≤ 2ncww(B(x, t)).
Therefore, we have that, for all w ∈ A r
q−(L)
∩ RH( q+(L)
r
)′ and F ∈ T rr ,∫
Rn
(∫ ∞
0
|Mp0(∇L−
1
2 e−
kt2
2 L(F(·, t)))(x)|r dt
t
) r
r
w(x)dx .
∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) r
r
w(x)dx.
Recall that p0 depends on w. But if we now fix p0 > q−(L), we have this inequality for all w ∈ A rp0 ∩RH( q+(L)r )′ .
Then, applying Theorem 1.46, part (c), we obtain that, for all p0 < p < q+(L), w0 ∈ A p
p0
∩ RH( q+(L)
p
)′ , and all
F ∈ T rr ,∫
Rn
(∫ ∞
0
|Mp0(∇L−
1
2 e−
kt2
2 L(F(·, t)))(x)|r dt
t
) p
r
w0(x)dx .
∫
Rn
(∫ ∞
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) p
r
w0(x)dx.
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In particular, if we take w0 ≡ 1, we have that w0 ∈ A p
p0
∩ RH( q+(L)
p
)′ . Then, for all p0 < r, p < q+(L) and
1 ≤ k ≤ M, we finally conclude that
II . ‖F‖T pr .
In conclusion, we obtain ‖∇L− 12 (F)‖T pr . ‖F‖T pr for all p0 < r, p < q+(L) and all q−(L) < p0 < q+(L), and for
all F ∈ T rr . The density of T rr ∩ T pr in T pr finishes the proof. 
2.2.5 Some remarks
We note that all the arguments using extrapolation prove much more than what we stated.
For nn+1 < q < ∞ and 1 < r < ∞, one can show that the set
E :=
{
ϕ ∈ C∞0 (Rn+1+ ) :
∫
Rn
ϕ(x, t) dx = 0 for all t > 0
}
is dense in Tqr when q ≤ 1 and in T qr when q > 1. For q ≤ 1, it suffices to do that on Tqr atoms and for q > 1, we
already know that the space of compactly supported smooth functions in Rn+1+ is dense and those functions can
be approximated in Lr norm imposing the mean value condition using r > 1. So the fact that there is a common
dense subspace is an indication that the space Tqr is not too small.
It is clear that one can push Theorem 2.25, part (c) and (d), to any Calderón-Zygmund operator on Rn of
order δ ≥ 1 (see [37], [50] for definition) imposing more vanishing moments in the definition of Tqr atoms when
q ≤ nn+1 and more cancellation conditions on the adjoint. Similarly, we can play the same game on slice-spaces.
These slice-spaces will be subspaces of the classical real Hardy spaces as one can show. We do not insist.
Consider a standard Littlewood-Paley decomposition of Rn given from a pair of C∞0 functions ψ, ψ˜ with all
vanishing moments and such that ∫ ∞
0
QtQ˜t f
dt
t
= f
on appropriate distributions f , where Qt and Q˜t are convolutions with ψt and ψ˜t respectively. We have set
ψt(x) = t−nψ(x/t) and likewise for ψ˜t. One can show that f ∈ Hq(Rn) implies F(x, t) = Q˜t f (x) belongs to Tq2
and the action is bounded. Conversely, F ∈ Tq2 implies that f =
∫ ∞
0 QtF(·, t) dtt belongs to Hq(Rn) and the
action is bounded. This is fairly easy to show using atoms and molecules. This can be done for 0 < q ≤ 1.
Thus, Hq(Rn) can be seen as a retract of the space Tq2. It is also the case using T
q
2 instead as shown in [32].
Nevertheless, the spaces Tq2 are preserved by the singular integrals (of convolution) while the T
q
2 are not. It
would be interesting to explore further these spaces (interpolation, etc) and their applications. In particular, one
could recover boundedness for Calderón-Zygmund operators on tent spaces from interpolation.
2.3 Weighted tent spaces
Recall that the tent space T pr was defined as the set of all the measurable functions F such that the operatorAr
applied to those functions is on Lp(Rn). Now, consider w an A∞ weight, then, for all 0 < p, r < ∞, we define the
weighted tent space T pr (w) as the set of all measurable functions such that ArF ∈ Lp(w) (these spaces are also
defined in [27]). Analogously as in the unweighted case, we can obtain that, for all 1 ≤ p < ∞ and 1 ≤ r < ∞,
these spaces endowed with the norm ‖F‖T pr (w) := ‖ArF‖Lp(w), are quasi-Banach spaces, (we do not consider
the case r = ∞ because we shall not use it). To see this we need an analogous inequality to (2.2), and then,
argue as in the unweighted case. This is, for every K compact subset in Rn+1+ , we have that, for some constants
c1, c2, cK > 0, and xK ∈ Rn,
K ⊂ {(y, t) ∈ Rn+1+ : c1 < t < c2, y ∈ B(xK , cK)}.
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Then, (∫∫
K
|F(y, t)|rdy dt
) 1
r
≤ [w]Âr c2c−(n+1)/r
′
1
(
cK + c2
c1
)nr̂
w(B(xK , cK))−1/p‖ArF‖Lp(w).
In order to obtain this inequality, we use that w ∈ A∞ implies for some r̂ ≥ 1 that w ∈ Ar̂ and hence, by (1.10),
we have(∫∫
K
|F(y, t)|rdy dt
) 1
r
≤ sup
‖φ‖Lr′ (K)≤1
∫∫
K
|F(y, t)||φ(y, t)|dy dt
≤ cn+12 sup‖φ‖Lr′ (K)≤1
∫∫
K
|F(y, t)||φ(y, t)|−
∫
B(y,t)
dw
dy dt
tn+1
≤ [w]Âr cn+12
(
cK + c2
c1
)nr̂
w(B(xK , cK + c2))−1 sup
‖φ‖Lr′ (K)≤1
∫
B(xK ,cK+c2)
∫∫
K
1B(x,t)(y)|F(y, t)||φ(y, t)|dy dttn+1 w(x)dx
≤ [w]Âr cn+12 c−(n+1)/r
′
1
(
cK + c2
c1
)nr̂
w(B(xK , cK + c2))−1
× sup
‖φ‖Lr′ (K)≤1
∫
B(xK ,cK+c2)
(∫ c2
c1
∫
B(x,t)∩B(xK ,cK )
|F(y, t)|r dy dt
tn+1
) 1
r
w(x)dx ‖φ‖Lr′ (K)
≤ [w]Âr c2c−(n+1)/r
′
1
(
cK + c2
c1
)nr̂
w(B(xK , cK + c2))−1/p‖ArF‖Lp(w). (2.41)
Remark 2.42. By the previous inequality, reasoning as in the unweighted case, we have that the functions in
Lr(Rn+1+ ) with compact support are dense in T
p
r (w), for all 0 < p, q < ∞.
2.3.1 Change of angles
As in the unweighted case, we also have that the definition of the weighted tent spaces T pr (w) does not depend
on the aperture of the cone Γα used to define the operator Aαr . We prove this for r = 2 in the next proposition.
For a general r, the result is stated in Proposition 2.74, and it follows from the equalityAαr F(x) = Aα(|F| r2 )(x) 2r ,
and the case r = 2.
Proposition 2.43. Let 0 < α ≤ β < ∞.
(i) For every w ∈ Ar̂, 1 ≤ r̂ < ∞, there holds
‖AβF‖Lp(w) ≤ C
(
β
α
) n̂r
p
‖AαF‖Lp(w) for all 0 < p ≤ 2r̂.
(ii) For every w ∈ RHs′ , 1 ≤ s < ∞, there holds
‖AαF‖Lp(w) ≤ C
(
α
β
) n
sp
‖AβF‖Lp(w) for all 2s ≤ p < ∞.
In Remark 2.56 below we shall show that for power weights wθ(x) := |x|θ, the previous estimates are sharp:
the exponents nr̂/p in (i) and n/sp in (ii) cannot be improved. This should be compared with [4] where the
unweighted case was considered (see also [66] and [27]).
Proof of (i). We first observe that if 0 < α ≤ β < ∞ thenAβF(x) = Aβ/αF˜, where F˜(x, t) = α n2 F(x, t/α). Thus,
we can reduce matters to obtaining that for every α ≥ 1 and for every w ∈ Ar̂, 1 ≤ r̂ < ∞, there holds
‖AαF‖Lp(w) ≤ Cα
n̂r
p ‖AF‖Lp(w), for all 0 < p ≤ 2r̂. (2.44)
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We then prove (2.44) by splitting the proof into three steps. We first obtain the case p = 2 and 1 ≤ r̂ < ∞.
From this, we extrapolate concluding the desired estimate in the ranges 0 < p ≤ 2 r̂ and 1 < r̂ < ∞. Finally, we
will consider the case r̂ = 1 and 0 < p < 2.
Fix from now on α > 1. For the first step, let p = 2 and w ∈ Ar0 , 1 ≤ r0 < ∞. From (1.10), we easily obtain
‖AαF‖L2(w) =
(∫
Rn
∫ ∞
0
∫
|x−y|<αt
|F(y, t)|2 dy dt
tn+1
w(x)dx
) 1
2
=
(∫
Rn
∫ ∞
0
|F(y, t)|2w(B(y, αt))dy dt
tn+1
) 1
2
. α
nr0
2
(∫
Rn
∫ ∞
0
|F(y, t)|2w(B(y, t))dy dt
tn+1
) 1
2
= α
nr0
2
(∫
Rn
∫ ∞
0
∫
|x−y|<t
|F(y, t)|2 dy dt
tn+1
w(x)dx
) 1
2
= α
nr0
2 ‖AF‖L2(w). (2.45)
We shall extrapolate from this inequality. To set the stage, take an arbitrary 1 ≤ r0 < ∞ and consider F the
family of pairs ( f , g) =
(
(AαF) 2r0 , αn (AF) 2r0 ). Notice that (2.45) immediately gives that for every w ∈ Ar0∫
Rn
f (x)r0 w(x) dx =
∫
Rn
AαF(x)2 w(x) dx ≤ C αn r0
∫
Rn
AF(x)2 w(x) dx = C
∫
Rn
g(x)r0 w(x) dx,
where C does not depend on α. Next, we apply (a) in Theorem 1.46 to conclude that for every 1 < r̂ < ∞ and
for every w ∈ Ar̂∫
Rn
AαF(x) 2 r̂r0 w(x) dx =
∫
Rn
f (x)̂r w(x) dx ≤ C
∫
Rn
g(x)̂r w(x) dx = C αn r
∫
Rn
AF(x) 2 r̂r0 w(x) dx,
where C does not depend on α. From this, using that 1 ≤ r0 < ∞ is arbitrary, we conclude (2.44) under the
restriction 1 < r̂ < ∞.
To complete the proof it remains to consider the case r̂ = 1, (i.e., w ∈ A1) and 0 < p < 2. Notice that if
‖AF‖Lp(w) = ∞ the inequality follows immediately. So, we can assume that ‖AF‖Lp(w) < ∞.
For a fixed λ > 0, set
Eλ := {x ∈ Rn : AF(x) ≤ λ}, Oλ := Rn\Eλ = {x ∈ Rn : AF(x) > λ}.
Then, for each 0 < γ < 1, we also consider the set of global γ-density with respect to Eλ defined by
E∗λ :=
{
x ∈ Rn : |Eλ ∩ B||B| ≥ γ, ∀B centered at x
}
and denote its complement by
O∗λ =
{
x ∈ Rn : ∃ r > 0 such that |Oλ ∩ B(x, r)||B(x, r)| > 1 − γ
}
=
{
x ∈ Rn :M(1Oλ)(x) > 1 − γ
}
, (2.46)
where recall thatM is the centered Hardy-Littlewood maximal operator.
Note that if xk → x then 1Γ(xk)(y, t) → 1Γ(x)(y, t) for a.e. (y, t) ∈ Rn+1+ . This and the Fatou Lemma clearly
imply that Eλ is closed. We next show that, for each 0 < γ < 1, E∗λ is a nonempty closed set contained in Eλ.
Notice that the fact thatM : L1(w)→ L1,∞(w), since w ∈ A1, and our earlier assumption (‖AF‖Lp(w) < ∞) give
w(O∗λ) = w
({
x ∈ Rn :M(1Oλ)(x) > 1 − γ
})
.
1
1 − γw(Oλ) ≤
1
(1 − γ) λp ‖AF‖
p
Lp(w) < ∞.
This immediately implies that E∗λ cannot be empty.
Next, we see that E∗λ ⊂ Eλ, for all 0 < γ < 1. This follows from the fact that Eλ is closed: if x < Eλ, there
exists r > 0 such that B(x, r) ∩ Eλ = ∅, and then x < E∗λ.
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Finally, we show that E∗λ is closed. Let {xk}k ⊂ E∗λ be such that xk → x. Take an arbitrary r > 0 and
define the functions fk = 1Eλ∩B(xk ,r) which satisfy fk → 1Eλ∩B(x,r) a.e. in Rn. Note also that for k large enough
fk ≤ 1B(x,2r) (since xk ∈ B(x, r)). Thus, by the Dominated Convergence Theorem, we conclude that
|Eλ ∩ B(x, r)| = lim
k→∞
∫
Rn
fk(y) dy = lim
k→∞ |Eλ ∩ B(xk, r)|.
On the other hand, since xk ∈ E∗λ we have that |Eλ ∩ B(xk, r)| ≥ γ|B(xk, r)| = γ|B(x, r)|. This in turn implies that
for every r > 0
|Eλ ∩ B(x, r)|
|B(x, r)| ≥ γ,
which yields that x ∈ E∗λ and hence E∗λ is closed.
After these preparations, given (y, t) ∈ Rα(E∗λ), there exists x¯ ∈ E∗λ such that |x¯ − y| < αt. Therefore, for
z = y − t2 y−x¯|y−x¯| we have that B
(
z, t2
) ⊂ B(x¯, αt) ∩ B(y, t) and
|B(x¯, αt) \ B(y, t)| ≤
∣∣∣B(x¯, αt) \ B(z, t
2
)∣∣∣ = |B(x¯, αt)| − ∣∣∣B(z, t
2
)∣∣∣ = |B(x¯, αt)|(1 − 1
2nαn
)
= cα |B(x¯, αt)| ,
with cα =
(
1 − 12nαn
)
< 1. This and the fact that x¯ ∈ E∗λ yield
γ|B(x¯, αt)| ≤ |Eλ ∩ B(x¯, αt)| = |Eλ ∩ B(x¯, αt) \ B(y, t)| + |Eλ ∩ B(x¯, αt) ∩ B(y, t)|
≤ cα |B(x¯, αt)| + |Eλ ∩ B(y, t)|.
Choosing γ = 1+cα2 we conclude that
|Eλ ∩ B(y, t)| ≥ 12n+1αn |B(x¯, αt)| =
1
2n+1αn
|B(y, αt)|. (2.47)
From this and (1.10), we have for every (y, t) ∈ Rα(E∗λ),
w(Eλ ∩ B(y, t))
w(B(y, αt))
≥ [w]−1A1
|Eλ ∩ B(y, t)|
|B(y, αt)| ≥
1
2n+1αn[w]A1
. (2.48)
We use this to show that∫
E∗λ
AαF(x)2w(x) dx =
∫
E∗λ
∫ ∞
0
∫
Rn
|F(y, t)|21B(0,1)
( x − y
αt
)
w(x)
dy dt
tn+1
dx (2.49)
≤
∫∫
Rα(E∗λ)
|F(y, t)|2
∫
B(y,αt)
w(x) dx
dy dt
tn+1
≤ αn[w]A1
∫∫
Rα(E∗λ)
|F(y, t)|2
∫
B(y,t)∩Eλ
w(x) dx
dy dt
tn+1
≤ αn[w]A1
∫
Eλ
AF(x)2w(x) dx.
Therefore, from (2.49), (2.46), and the fact thatM : L1(w)→ L1,∞(w) (because w ∈ A1), we obtain
w({x : AαF(x) > λ}) ≤ w({x ∈ O∗λ : AαF(x) > λ}) + w({x ∈ E∗λ : AαF(x) > λ})
≤ w({x :M(1Oλ)(x) > 1 − γ}) +
1
λ2
∫
E∗λ
AαF(x)2w(x) dx
. αn[w]A1w(Oλ) + α
n[w]A1
1
λ2
∫
Eλ
AF(x)2w(x) dx
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= αn[w]A1w({x : AF(x) > λ}) + αn[w]A1
1
λ2
∫
Eλ
AF(x)2w(x) dx.
Using this and that 0 < p < 2 it follows that
‖AαF‖pLp(w) =
∫ ∞
0
p λp w({x : AαF(x) > λ}) dλ
λ
. αn[w]A1
(∫ ∞
0
p λp w({x : AF(x) > λ}) dλ
λ
+
∫ ∞
0
pλp−2
∫
Eλ
AF(x)2w(x) dx dλ
λ
)
≤ αn[w]A1
(
‖AF‖pLp(w) +
∫
Rn
AF(x)2
∫ ∞
AF(x)
pλp−2
dλ
λ
w(x) dx
)
= C αn[w]A1‖AF‖pLp(w).
This completes the proof of (i). 
Proof of (ii). As before, we can reduce matters to showing that for every α ≥ 1 and for every w ∈ RHs′ ,
1 ≤ s < ∞, there holds
‖AF‖Lp(w) ≤ Cα−
n
sp ‖AαF‖Lp(w), for all 2s ≤ p < ∞. (2.50)
We show this estimate considering three cases: p = 2 and 1 ≤ s < ∞, 2/s ≤ p < ∞ and 1 < s < ∞, and s = 1
and 2 < p < ∞.
We start by taking p = 2 and w ∈ RHs′0 with 1 ≤ s0 < ∞. We proceed as in (2.45) and use (1.12) to obtain
‖AF‖L2(w) =
(∫
Rn
∫ ∞
0
|F(y, t)|2w(B(y, t))dy dt
tn+1
) 1
2
. α−
n
2s0
(∫
Rn
∫ ∞
0
|F(y, t)|2w(B(y, αt))dy dt
tn+1
) 1
2
= α
− n2s0 ‖AαF‖L2(w). (2.51)
For the second case we shall extrapolate from (2.51). Take an arbitrary 1 ≤ s0 < ∞ and consider F
the family of pairs ( f , g) =
(
(AF)2 s0 , α−n (AαF)2 s0). Notice that (2.51) immediately gives that, for every
w ∈ RHs′0 ,∫
Rn
f (x)
1
s0 w(x) dx =
∫
Rn
AF(x)2 w(x) dx ≤ C α− ns0
∫
Rn
AαF(x)2 w(x) dx = C
∫
Rn
g(x)
1
s0 w(x) dx,
where C does not depend on α. Next, we apply (b) in Theorem 1.46 to conclude that, for every 1 < s < ∞ and
for every w ∈ RHs′ ,∫
Rn
AF(x) 2 s0s w(x) dx =
∫
Rn
f (x)
1
s w(x) dx ≤ C
∫
Rn
g(x)
1
s w(x) dx = C α−
n
s
∫
Rn
AαF(x) 2 s0s w(x) dx,
where C does not depend on α. From this, using that 1 ≤ s0 < ∞ is arbitrary we conclude (2.50) under the
restriction 1 < s < ∞.
Finally, we show (2.50) for all 2 < p < ∞ and w ∈ RH∞ (i.e., s = 1). Without loss of generality, we may
assume that α > 32 (for 1 ≤ α ≤ 32 we just use that AF ≤ AαF). Let us also assume that ‖AαF‖Lp(w) < ∞.
Otherwise, there is nothing to prove. Besides, since w ∈ RH∞ there exists r > 1, which can be assumed to
satisfy r ≥ p/2, such that w ∈ Ar. Then we can apply part (i) with β = 6√nα and obtain that
‖A6
√
nαF‖Lp(w) ≤ C
(
6
√
nα
α
) n r
p
‖AαF‖Lp(w) = C‖AαF‖Lp(w) < ∞, (2.52)
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where C does not depend on α.
After these observations, for every λ > 0, consider the set
Oλ := {x ∈ Rn : A6
√
nαF(x) > λ}.
We shall show that
w({x ∈ Rn : AF(x) > 2λ}) . α
−n
λ2
∫
Oλ
|A6
√
nαF(x)|2w(x)dx. (2.53)
Note that the previous estimate is trivial when Oλ = ∅: both sides vanish since AF ≤ A6
√
nαF. We may then
assume that Oλ , ∅. From the arguments in the proof of (i) we clearly have that Oλ is open. Also (2.52) and
Chebychev’s inequality give that w(Oλ) < ∞, which in turn yields that Oλ ( Rn. We can then take a Whitney
decomposition of Oλ (cf. [75, Chapter VI]): there exists a family of closed cubes {Q j} j∈N with disjoint interiors
so that
Oλ =
⋃
j∈N
Q j, diam(Q j) ≤ d(Q j,Rn \ Oλ) ≤ 4diam(Q j),
∑
j
1Q∗j ≤ 12n 1Oλ , (2.54)
where Q∗j :=
9
8 Q j.
On the other hand, sinceAF ≤ A6√nαF, we have that
w({x ∈ Rn : AF(x) > 2λ}) = w({x ∈ Oλ : AF(x) > 2λ}) =
∑
j∈N
w({x ∈ Q j : AF(x) > 2λ}). (2.55)
Fix j ∈ N and, for every x ∈ Q j, write
AF(x) ≤ G j(x) + H j(x) :=
(∫ ∞
`(Q j)
α
∫
B(x,t)
|F(y, t)|2 dy dt
tn+1
) 1
2
+
∫ `(Q j)α
0
∫
B(x,t)
|F(y, t)|2 dy dt
tn+1
 12 .
Pick x j ∈ Rn \ Oλ such that d(x j,Q j) ≤ 4diam(Q j). Notice that for every x ∈ Q j and t ≥ `(Q j)/α we have that
B(x, t) ⊂ B(x j, 6√nαt). Then,
G j(x)2 =
∫ ∞
`(Q j)
α
∫
B(x,t)
|F(y, t)|2 dy dt
tn+1
≤
∫ ∞
`(Q j)
α
∫
B(x j,6
√
nαt)
|F(y, t)|2 dy dt
tn+1
≤ A6
√
nαF(x j)2 ≤ λ2,
where we have used that x j ∈ Rn \ Oλ in the last inequality. Using this and that w ∈ RH∞, we have
w({x ∈ Q j : AF(x) > 2λ}) ≤ w({x ∈ Q j : H j(x) > λ})
≤ 1
λ2
∫
Q j
H j(x)2w(x)dx
≤ 1
λ2
∫∫
R(Q j)
1(0,α−1`(Q j))(t)|F(y, t)|2w(B(y, t))
dy dt
tn+1
.
α−n
λ2
∫∫
R(Q j)
1(0,α−1`(Q j))(t)|F(y, t)|2w(B(y, 32−1αt))
dy dt
tn+1
≤ α
−n
λ2
∫
Q∗j
∫ ∞
0
∫
B(x,32−1αt)
|F(y, t)|2 dy dt
tn+1
w(x)dx
≤ α
−n
λ2
∫
Q∗j
A6
√
nαF(x)2w(x)dx.
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Then, by (2.55) and the bounded overlap of the family {Q∗j} j∈N, we conclude (2.53):
w({x ∈ Rn : AF(x) > 2λ}) . α
−n
λ2
∑
j∈N
∫
Q∗j
|A6
√
nαF(x)|2w(x)dx . α
−n
λ2
∫
Oλ
|A6
√
nαF(x)|2w(x)dx.
This, the fact that 2 < p < ∞, and (2.52) give
‖AF‖pLp(w) = 2p
∫ ∞
0
p λp w ({x : AF(x) > 2λ}) dλ
λ
. α−n
∫ ∞
0
λp−2
∫
Oλ
A6
√
nαF(x)2w(x)dx
dλ
λ
. α−n
∫
Rn
A6
√
nαF(x)2
∫ A6√nαF(x)
0
λp−2
dλ
λ
w(x)dx . α−n‖A6
√
nαF‖pLp(w) . α−n‖AαF‖pLp(w).
This completes the proof. 
As announced before, we next discuss the sharpness of Proposition 2.43.
Remark 2.56. Let us consider the weights wθ(x) = |x|−θ. It is standard to show that wθ ∈ Ar̂ if and only
if −n(̂r − 1) < θ < n (with the possibility of taking θ = 0 when r̂ = 1). Besides, wθ ∈ RHs′ if and only if
−∞ < θ < ns′ (with the possibility of taking θ = 0 when s = 1). We shall use this family of weights to show that
the exponents obtained in Proposition 2.43 parts (i) and (ii) are sharp.
We proceed as in [4], where the unweighted case was considered. We define B := B
(
0, 14
)
and a(y, t) :=
1B(y)1[ 12 ,1](t). It is straightforward to show that
Aa(x) ≤ C15B(x), ∀ x ∈ Rn, and Aa(x) ≥ C, ∀ x ∈ B,
and, for every α ≥ 1,
Aαa(x) ≤ C1(4α+1)B(x), ∀ x ∈ Rn, and Aαa(x) ≥ C, ∀ x ∈ (2α − 1)B.
Hence,
‖Aa‖Lp(wθ) ≈ 1 and ‖Aαa‖Lp(wθ) ≈ α
n−θ
p , (2.57)
where the implicit constants may depend on θ but are independent of α.
To see that the exponent in part (i) is sharp, assume by way of contradiction, that there exists 0 < % < nr̂p
such that for all α ≥ 1, w ∈ Ar̂, 1 ≤ r̂ < ∞, and 0 < p ≤ 2r̂ there holds
‖AαF‖Lp(w) ≤ Cwα
n̂r
p −%‖AF‖Lp(w). (2.58)
Take 1 ≤ r̂ < ∞ 0 < p ≤ 2r̂, and set θ := −n(̂r − 1) + %p2 . Note that −n(̂r − 1) < θ < n and therefore wθ ∈ Ar̂.
Applying (2.57) and (2.58), there exists Cθ so that for every α > 1 there holds
α
n̂r
p − %2 = α
n−θ
p ≈ ‖Aαa‖Lp(wθ) ≤ Cθα
n̂r
p −%‖Aa‖Lp(wθ) ≈ Cθ α
n̂r
p −%,
where the implicit constants may depend on θ but are independent of α. This clearly leads to a contradiction
since α
n̂r
p − %2  α n̂rp −% when α→ ∞.
We next see that the exponent in part (ii) is sharp. Again we proceed by way of contradiction: let us assume
that there exists % > 0 such that for all α ≥ 1, w ∈ RHs′ , 1 ≤ s < ∞, and 2s ≤ p < ∞ there holds
‖AF‖Lp(w) ≤ Cwα−
n
sp−%‖AαF‖Lp(w). (2.59)
Take 1 ≤ s < ∞, 2s ≤ p < ∞, and pick θ := ns′ − %p2 . Observe that −∞ < θ < ns′ and therefore wθ ∈ RHs′ .
Applying (2.57) and (2.59), there exists Cθ so that for every α > 1 there holds
1 ≈ ‖Aa‖Lp(wθ) ≤ Cθα−
n
sp−%‖Aαa‖Lp(wθ) ≈ Cθ α−
n
sp−%+ n−θp = Cθ α−
%
2 ,
where the implicit constants may depend on θ but are independent of α. Note that the right-hand side tends to
0 as α→ ∞ and this readily leads to a contradiction.
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Proposition 2.43 gives us a way to compare the norms of AαF in Lp(w) for different angles α. In that
result, the emphasis is on the class of weights: fixed a class of weights (Ar̂ in (a) or RHs′ in (b)), we estimate
the change of angles in Lp(w) for some range of p’s. In some other situations it may be interesting to give
formulas where the emphasis is on the exponent p. This is contained in the following result whose elementary
proof follows from Proposition 2.43 and is left to the interested reader:
Proposition 2.60. Let w ∈ A∞, 0 < α ≤ β < ∞ and 0 < p < ∞. There hold:
(i) ‖AβF‖Lp(w) ≤ C
(
β
α
) n̂r
p
‖AαF‖Lp(w), for r̂ > max{ p2 , rw}, and for r̂ = max{ p2 , rw} if rw < p2 or w ∈ A1.
(ii) ‖AαF‖Lp(w) ≤ C
(
α
β
) n
sp
‖AβF‖Lp(w), for 1s < min{ p2 , 1sw }, and for 1s = min{
p
2 ,
1
sw
} if p2 < 1sw or w ∈ RH∞.
Related to change of angles, we establish the following results, which, even though they are not related to
tent spaces, they will be required in the proof of some results in Chapter 3.
Proposition 2.61. Let 1 ≤ q ≤ s < ∞, w ∈ RHs′ , and 0 ≤ α ≤ 1. Then, for every t > 0, we have∫
Rn
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
w(x)dx . α
n
s
∫
Rn
(∫
B(x,t)
|h(y, t)| dy
) 1
q
w(x)dx. (2.62)
Proof. We fix t > 0, 0 < α ≤ 1, and 1 ≤ q < ∞. Set
Gα(x, t) :=
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
.
For α = 1, we simply write G(x, t). Then, from (1.12), for all 1 ≤ s0 < ∞ and w ∈ RHs′0 , we have∫
Rn
Gα(x, t)qw(x)dx =
∫
Rn
|h(y, t)|w(B(y, αt)) dy . α ns0
∫
Rn
|h(y, t)|w(B(y, t)) dy = α ns0
∫
Rn
G(x, t)q w(x)dx.
(2.63)
This gives (2.62) for q = 1, and thus we may assume that q > 1. We shall extrapolate from (2.63). Take an
arbitrary 1 ≤ s0 < ∞ and consider F the family of pairs ( f , g) =
(
Gα(·, t)q s0 , αn G(·, t)q s0). Notice that (2.63)
immediately gives that, for every w ∈ RHs′0 ,∫
Rn
f (x)
1
s0 w(x) dx =
∫
Rn
Gα(x, t)q w(x) dx ≤ C α ns0
∫
Rn
G(x, t)q w(x) dx = C
∫
Rn
g(x)
1
s0 w(x) dx,
where C does not depend on α. Next, we apply (b) in Theorem 1.46 to conclude that, for every 1 < s < ∞ and
for every w ∈ RHs′ ,∫
Rn
Gα(x, t)
q s0
s w(x) dx =
∫
Rn
f (x)
1
s w(x) dx ≤ C
∫
Rn
g(x)
1
s w(x) dx = C α
n
s
∫
Rn
G(x, t)
q s0
s w(x) dx,
where C does not depend on α. From this, if 1 < q ≤ s < ∞ we can take s0 = s/q and conclude (2.62) as
desired. 
If we now impose some restriction on the parameter t, we can keep some control over the support of the
integral on x.
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Proposition 2.64. Let 1 ≤ q ≤ s < ∞, w ∈ RHs′ , and 0 ≤ α ≤ 1. Then, for every ball B with radius rB, and
0 < t ≤ rB, there hold, for j ≥ 2,∫
C j(B)
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
w(x)dx . α
n
s
∫
2 j+3B\2 j−2B
(∫
B(x,t)
|h(y, t)| dy
) 1
q
w(x)dx; (2.65)
and, ∫
4B
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
w(x)dx . α
n
s
∫
6B
(∫
B(x,t)
|h(y, t)| dy
) 1
q
w(x)dx. (2.66)
Proof. We fix 0 < t ≤ rB, 0 < α ≤ 1, and 1 ≤ q < ∞, and set
Gα(x, t) :=
(∫
B(x,αt)
|h(y, t)| dy
) 1
q
.
For α = 1, we simply write G(x, t). Note that, for all x ∈ C j(B), 0 < t ≤ rB, and 0 < α ≤ 1, we have that
B(x, αt) ⊂ 2 j+2B\2 j−1B, for all j ≥ 2, and B(x, αt) ⊂ 5B, for j = 1. Besides, if y ∈ 2 j+2B\2 j−1B and 0 < t ≤ rB,
then B(y, t) ⊂ 2 j+3B \ 2 j−2B, for all j ≥ 2; on the other hand if y ∈ 5B and 0 < t ≤ rB, then B(y, t) ⊂ 6B, for
j = 1.
Hence, for E1 = 2 j+2B \ 2 j−1B or 5B, if j ≥ 2 or j = 1, respectively; and E2 = 2 j+3B \ 2 j−2B or 6B, if j ≥ 2
or j = 1, respectively, from (1.12), for all 1 ≤ s0 < ∞ and w ∈ RHs′0 , we have∫
C j(B)
Gα(x, t)qw(x)dx ≤
∫
E1
|h(y, t)|w(B(y, αt)) dy . α ns0
∫
E1
|h(y, t)|w(B(y, t)) dy ≤ α ns0
∫
E2
G(x, t)q w(x)dx.
(2.67)
This gives (2.65) for q = 1, and thus we may assume that q > 1. We shall extrapolate from (2.67). Take an
arbitrary 1 ≤ s0 < ∞ and consider F the family of pairs ( f , g) =
(
1C j(B)Gα(·, t)q s0 , αn 1E2G(·, t)q s0
)
. Notice that
(2.67) immediately gives that, for every w ∈ RHs′0 ,∫
Rn
f (x)
1
s0 w(x) dx =
∫
C j(B)
Gα(x, t)q w(x) dx ≤ C α ns0
∫
E2
G(x, t)q w(x) dx = C
∫
Rn
g(x)
1
s0 w(x) dx,
where C does not depend on α. Next, we apply (b) in Theorem 1.46 to conclude that, for every 1 < s < ∞ and
for every w ∈ RHs′ ,∫
C j(B)
Gα(x, t)
q s0
s w(x) dx =
∫
Rn
f (x)
1
s w(x) dx ≤ C
∫
Rn
g(x)
1
s w(x) dx = C α
n
s
∫
E2
G(x, t)
q s0
s w(x) dx,
where C does not depend on α. From this, if 1 < q ≤ s < ∞ we can take s0 = s/q and conclude (2.65) and
(2.66) as desired. 
2.3.2 Comparability of the operatorsAr and Cr,p
Let us recall the definition of the operator Ĉr in Section 2.1:
ĈrF(x) := sup
B3x
(
1
|B|
∫ rB
0
∫
B
|F(y, t)|r dy dt
t
) 1
r
,
where we just write Ĉ when r = 2.
2.3. WEIGHTED TENT SPACES 47
Given 0 < p, r < ∞, we now introduce a new maximal operator (which has been used for instance in [60]):
Cr,pF(x0) = sup
B3x0
(
1
|B|
∫
B
(∫ rB
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
) p
r
dx
) 1
p
, (2.68)
where the supremum is taken over all balls B ⊂ Rn and where rB denotes the corresponding radius. We just
write Cp when r = 2.
This operator is a version of Ĉr which will be very useful for our purposes. Indeed, for p = r, we shall see
that ĈrF ≈ Cr,rF. First, applying Fubini we have
Cr,rF(x0) = sup
B3x0
(
1
|B|
∫
B
∫ rB
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
dx
) 1
r
≤ sup
B3x0
(
1
|B|
∫
2B
∫ rB
0
|F(y, t)|r
∫
B(y,t)
1 dx
dy dt
tn+1
) 1
r
. sup
B3x0
(
1
|2B|
∫ 2rB
0
∫
2B
|F(y, t)|r dy dt
t
) 1
r
= ĈrF(x0).
For the reverse inequality, there holds
ĈrF(x0) = sup
B3x0
(
1
|B|
∫ rB
0
∫
B
|F(y, t)|r dy dt
t
) 1
r
. sup
B3x0
(
1
|B|
∫ rB
0
∫
B
|F(y, t)|r
∫
B(y,t)
1 dx
dy dt
tn+1
) 1
r
. sup
B3x0
(
1
|2B|
∫
2B
∫ 2rB
0
∫
B(x,t)
|F(y, t)|r dy dt
tn+1
dx
) 1
r
= Cr,rF(x0).
We have a weighted result similar to that of Theorem 2.7, part (ii), where it is stated that ArF and Ĉr are
comparable in Lp(Rn) for every < p < ∞. Our result gives comparability of ArF and Cr,p0 F in the range
p0 < p < ∞ and, in particular, if p0 < r we can go below p = r. We prove the case r = 2 in the next
proposition. For a general r, the result is stated in Proposition 2.75 and to prove it, we just need to observe that
Cr,p0 F(x) = C 2 p0
r
(|F| r2 )(x) 2r and apply the case r = 2.
Proposition 2.69.
(a) If 0 < p0, p < ∞, w ∈ A∞ and F ∈ L2loc(Rn+1+ ) then
‖AF‖Lp(w) . ‖Cp0 F‖Lp(w).
(b) If 0 < p0 < p < ∞ and w ∈ A p
p0
then
‖Cp0 F‖Lp(w) . ‖AF‖Lp(w).
Proof. The proof of (a) uses a good-λ argument. Then, it requires to know that the quantity to be hidden is
a priori finite. To guarantee this we divide the proof into two steps. The first step consists in proving (a) for
all F ∈ L2(Rn+1+ ) such that, for some N > 1, supp F ⊂ KN := 1B(0,N)(y)1(N−1,N)(t). In the second step we
will consider general functions F ∈ L2loc(Rn+1+ ) and define, FN := F1KN , N ≥ 1. Clearly FN ∈ L2(Rn+1+ ) and
supp FN ⊂ KN , and hence we can apply step 1 to FN . By a limiting argument we will obtain the desired estimate
for F.
Step 1: Take F ∈ L2(Rn+1+ ) such that, for some N > 1, supp F ⊂ KN , and note that under this assumption
‖AF‖Lp(w) < ∞. Indeed, suppAF ⊂ B(0, 2N), and then
‖AF‖Lp(w) ≤ N n+12 ‖F‖L2(Rn+1+ )w(B(0, 2N))
1
p < ∞.
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We claim that it is enough to prove that there exist α > 1 and a constant c such that for all 0 < γ ≤ 1 and
0 < λ < ∞ we have
w({x ∈ Rn : AF(x) > 2λ,Cp0 F(x) ≤ γλ}) ≤ cγcww({x ∈ Rn : AαF(x) > λ}). (2.70)
Assuming this momentarily it follows that
w({x ∈ Rn : AF(x) > 2λ}) ≤ w({x ∈ Rn : AF(x) > 2λ,Cp0 F(x) ≤ γλ}) + w({x ∈ Rn : Cp0 F(x) > γλ})
≤ cγcww({x ∈ Rn : AαF(x) > λ}) + w({x ∈ Rn : Cp0 F(x) > γλ}).
This easily gives
‖AF‖pLp(w) ≤ Cγ,p‖Cp0 F‖pLp(w) + cγcw‖AαF‖pLp(w).
From Proposition 2.43 we know that ‖AαF‖Lp(w) ≤ c(α, p)‖AF‖Lp(w). Then, by choosing γ small enough so
that cγcwc(α, p)p < 1, and since ‖AF‖Lp(w) < ∞, we easily conclude that
‖AF‖Lp(w) . ‖Cp0 F‖Lp(w).
To complete the proof it remains to show (2.70). We argue as in [32]. Write Oλ = {x ∈ Rn : AαF(x) > λ}.
We may assume that w(Oλ) < ∞ (otherwise, there is nothing to prove) and this in turn implies that Oλ ( Rn.
Without loss of generality we can also suppose that Oλ , ∅ (otherwise, both terms in (2.70) vanish, since
AαF ≥ AF because α > 1, and again the proof is trivial). Note finally that Oλ is open, fact that can be proved
much as in the proof of Proposition 2.43. We can then take a Whitney decomposition of Oλ (cf. [75, Chapter
VI]): there exists a family of closed cubes {Q j} j∈N with disjoint interiors satisfying (2.54). In particular, for
each j ∈ N we can pick x j ∈ Rn \ Oλ such that d(x j,Q j) ≤ 4diam(Q j). Furthermore, since α > 1 we have
AαF ≥ AF and
w({x ∈ Rn : AF(x) > 2λ,Cp0 F(x) ≤ γλ}) = w({x ∈ Oλ : AF(x) > 2λ,Cp0 F(x) ≤ γλ})
=
∑
j∈N
w({x ∈ Q j : AF(x) > 2λ,Cp0 F(x) ≤ γλ}).
Thus, to show (2.70), it is enough to prove
|{x ∈ Q j : AF(x) > 2λ,Cp0 F(x) ≤ γλ}| ≤ cγp0 |Q j|, (2.71)
which, together with w ∈ A∞ (cf. (1.10)), would imply
w({x ∈ Q j : AF(x) > 2λ,Cp0 F ≤ γλ}) ≤ cγcww(Q j),
and summing in j we would get (2.70).
Let us now fix j ∈ N and obtain (2.71). There is nothing to prove if the set on its left-hand side is empty.
Thus, we assume that there exists x¯ j ∈ {x ∈ Q j : AF(x) > 2λ,Cp0 F(x) ≤ γλ}. Let B j be the ball such that
Q j ⊂ B j with 2rB j = diam(Q j). Then, d(x j,Q j) ≤ 8rB j and Q j ⊂ B(x j, 10rB j).
We now write
F(x, t) = F1, j(x, t) + F2, j(x, t) := F(x, t) 1[rB j ,∞)(t) + F(x, t) 1(0,rB j )(t).
In particular,AF(x) ≤ AF1, j(x) +AF2, j(x). Easy calculations lead to obtain that for every α ≥ 11 there holds
AF1, j(x)2 =
∫ ∞
rB j
∫
|x−y|<t
|F(y, t)|2 dy dt
tn+1
≤
∫ ∞
0
∫
|x j−y|<αt
|F(y, t)|2 dy dt
tn+1
= AαF(x j)2 ≤ λ2, (2.72)
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where in the last inequality we have used the fact that x j ∈ Rn \ Oλ. On the other hand, by our choice of
x¯ j ∈ Q j ⊂ B j, it follows that
1
|B j|
∫
B j
AF2, j(x)p0 dx = 1|B j|
∫
B j
(∫ rB j
0
∫
B(x,t)
|F(y, t)|2 dy dt
tn+1
) p0
2
dx ≤ Cp0 F(x¯ j)p0 ≤ (γλ)p0 , (2.73)
Using (2.72), Chebychev’s inequality, and (2.73) we conclude (2.71):
|{x ∈ Q j : AF(x) > 2λ,Cp0 F(x) ≤ γλ}| ≤ |{x ∈ Q j : AF2, j(x) > λ}|
≤ 1
λp0
∫
Q j
AF2, j(x)p0 dx ≤ γp0 |B j| ≤ cγp0 |Q j|.
This completes the proof of Step 1.
Step 2: Take F ∈ L2loc(Rn+1+ ) and define, for every N > 1, FN := F1KN . Then, since FN ∈ L2(Rn+1+ ) and
supp FN ⊂ KN , we can apply Step 1 and obtain that
‖AFN‖Lp(w) . ‖Cp0 FN‖Lp(w) ≤ ‖Cp0 F‖Lp(w),
where the implicit constant is uniform in N. Finally since FN ↗ F in Rn+1+ , the Monotone Convergence
Theorem yields the desired estimate. This finishes the proof of (a).
We next turn to prove (b). For every x0 ∈ Rn and any ball B ⊂ Rn such that x0 ∈ B, we have(
−
∫
B
(∫ rB
0
∫
B(x,t)
|F(y, t)|2 dy dt
tn+1
) p0
2
dx
) 1
p0
≤
(
−
∫
B
|AF(x)|p0 dx
) 1
p0 ≤ Mp0(AF)(x0),
where for any function, h,Mp0h(x) :=M
(|h|p0)(x)1/p0 . Taking the supremum over all balls containing x0, we
conclude that Cp0 F(x0) ≤ Mp0(AF)(x0). Besides, sinceMp0 : Lp(w) → Lp(w) (because w ∈ A pp0 and p > p0)
we finally conclude that
‖Cp0 F‖Lp(w) ≤ ‖Mp0(AF)‖Lp(w) . ‖AF‖Lp(w).
This completes the proof. 
As we said above, from the case r = 2 we can obtain analogous results of Propositions 2.43 and 2.69, for a
general 0 < r < ∞.
Proposition 2.74. Let 0 < r < ∞ and 0 < α ≤ β < ∞.
(i) For every w ∈ Aq, 1 ≤ q < ∞, there holds
‖Aβr F‖Lp(w) ≤ C
(
β
α
) nq
p
‖Aαr F‖Lp(w), for all 0 < p ≤ rq.
(ii) For every w ∈ RHs′ , 1 ≤ s < ∞, there holds
‖Aαr F‖Lp(w) ≤ C
(
α
β
) n
sp
‖Aβr F‖Lp(w), for all
r
s
≤ p < ∞.
Proposition 2.75. (a) If 0 < p0, p < ∞, w ∈ A∞, and F ∈ Lrloc(Rn+1+ ) then
‖ArF‖Lp(w) . ‖Cr,p0 F‖Lp(w).
(b) If 0 < p0 < p < ∞ and w ∈ A p
p0
then
‖Cr,p0 F‖Lp(w) . ‖ArF‖Lp(w).
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2.3.3 Complex interpolation
We now give a complex interpolation result analogous to that of Theorem 2.7, part (iv) in the unweighted case
(a real interpolation result in weighted tent spaces is also proved in [27]). The result is the following:
Theorem 2.76. Suppose 1 ≤ p0 < p1 < ∞ and 1p = 1−θp0 + θp1 , 0 < θ < 1. Then
[T p0(w),T p1(w)]θ = T p(w).
Remark 2.77. Note that in our definition of weighted tent spaces the operator A is the same operator as in
the unweighted case, i.e., it does not depend on the weight w. Consequently, we can not see Rn with a doubling
measure given by a weight w and apply the interpolation results obtained for tent spaces defined in metric
measure spaces or spaces of homogeneous type (X, µ, d), since in the definitions of those spaces the operator
A is modified to depend on the measure µ. See for instance [1], [53, Lemma 4.6, Proposition 4.9], or [74].
Remark 2.78. In the proof of the inclusion T p ⊂ [T p0 ,T p1]θ, in [32, Lemma 5, Section 7] (following the
notation there) the authors claim that the support of the function A( fk) is contained in O∗k \ Ok+1. It is easy
to see that suppA( fk) ⊂ O∗k, but it is not clear that the support of A( fk) is away from Ok+1. In fact, we can
construct 1-dimensional examples which show that this is false in general. This was noticed by A. Amenta in
[2, Remark 3.20].
We refer to [20] and [51] for a different proof of that inclusion and hence, of Theorem 2.7, part (iv).
Proof of Theorem 2.76. In order to prove this theorem we just follow the proof of [32, Lemma 4 , Section 7] to
show [T p0(w),T p1(w)]θ ⊂ T p(w), and [32, Lemma 5 , Section 7] to show T p(w) ⊂ [T p0(w),T p1(w)]θ. However,
in view of Remark 2.78, in order to show this last inclusion, we need to complete and slightly modify the proof
given in [32, Lemma 5, Section 7].
As we said a few lines above, following the proof of [32, Lemma 4, Section 7], but using interpolation
between Lp(w) spaces (note that the proof in [19, Theorem 5.1.1] also works in the weighted case) instead of
the usual interpolation in Lp(Rn) spaces, we get
[T p0(w),T p1(w)]θ ⊂ T p(w), 1 ≤ p0 < p < p1 < ∞, 1p =
1 − θ
p0
+
θ
p1
, 0 < θ < 1.
As for the converse inclusion, fix 1 ≤ p0 < p < p1 < ∞ and 0 < θ < 1 such that 1p = 1−θp0 + θp1 Take a function
f ∈ T p(w) such that ‖ f ‖T p(w) ≤ 1. Then, to see that f ∈ [T p0(w),T p1(w)]θ (see Appendix B for the definition of
the space [T p0(w),T p1(w)]θ), we need to find a function F, z→ F(z), from the closed strip 0 ≤ Re(z) ≤ 1 to the
Banach space T p0(w) + T p1(w) (see also Appendix B for the definition of this space). The function F must be
continuous and bounded on the full strip, with respect to the norm of T p0(w)+T p1(w) , and analytic on the open
strip, and such that F(iy) ∈ T p0(w) is continuous in T p0(w) and tends to zero as |y| → ∞, and F(1+ iy) ∈ T p1(w)
is continuous in T p1(w) and tends to zero as |y| → ∞. Besides, F must satisfy that F(θ) = f in T p(w), and
‖F(iy)‖Lp0 (w) + ‖F(1 + iy)‖Lp1 (w) ≤ C,
uniformly on f . To this end fix α > 1 (to be determined during the proof), and, for each k ∈ Z, consider the sets
Ok := {x ∈ Rn : Aα f (x) > 2k}, Ek := Rn \ Ok,
and, for a fixed γ, 0 < γ < 1, the set of γ-density
E∗k :=
{
x ∈ Rn : ∀ r > 0, |Ek ∩ B(x, r)||B(x, r)| ≥ γ
}
and its complementary
O∗k := Rn \ E∗k = {x ∈ Rn :M(1Ok )(x) > 1 − γ}.
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Note that supp f ⊂
(⋃
k∈Z Ô∗k \ Ô∗k+1
)⋃
F, where F ⊂ Rn+1+ and
∫ ∞
0
∫
Rn 1F(y, t)
dy dt
tn+1 = 0. To see this, observe
that
Rn+1+ =
(⋃
k∈Z
Ô∗k \ Ô∗k+1
)⋃(
Rn+1+ \
(⋃
k∈Z
Ô∗k \ Ô∗k+1
))
=
(⋃
k∈Z
Ô∗k \ Ô∗k+1
)⋃(⋂
k∈Z
Ô∗k
)⋃(
Rn+1+ \
⋃
k∈Z
Ô∗k
)
. (2.79)
Now, note that, for w ∈ A∞ if r > rw then M : Lr(w) → Lr,∞(w) (see Proposition 1.13, part (vii)). Hence,
applying Chebychev’s inequality and Proposition 2.43, we have
w(O∗k) ≤ cγ,rw(Ok) .
‖Aα f ‖pLp(w)
2kp
.
‖A f ‖pLp(w)
2kp
< ∞. (2.80)
Using this and the fact that O∗k+1 ⊂ O∗k for all k ∈ Z, we conclude that
w(∩k∈ZO∗k) = limk→∞w(O
∗
k) . limk→∞
1
2kp
= 0,
which implies that | ∩k∈Z O∗k | = 0, since the Lebesgue measure and the measure given by the weight, w, are
mutually absolutely continuous. Consequently,∫ ∞
0
∫
Rn
1∩k∈ZÔ∗k (y, t)
dy dt
tn+1
≤ lim
N→∞
∫ N
N−1
∫
Rn
1∩k∈ZO∗k (y)
dy dt
tn+1
= 0. (2.81)
Now observe that Rn+1+ \
(⋃
k∈Z Ô∗k
)
=
⋂
k∈Z R(E∗k), we shall show that
f (y, t) = 0 µ˜ − a. e. (y, t) ∈
⋂
k∈Z
R(E∗k), (2.82)
where µ˜(x, s) := dx dssn+1 . To his end, consider F the set of Lebesgue points of | f (x, s)|2 as a function of the
variables (x, s) ∈ Rn+1+ with respect to de measure dx ds (note that µ˜ and the Lebesgue measure in Rn+1+ are
mutually absolutely continuous). Besides, by (2.41) for any compact set K ⊂ Rn+1+ ,∫∫
K
| f (x, s)|2 dx ds ≤ CK,w‖A f ‖2Lp(w) < ∞,
then | f (x, s)|2 ∈ L1loc(Rn+1+ , dx ds), and hence µ˜(Rn+1+ \ F) = 0. Therefore, in order to conclude (2.82), we just
need to prove that
f (y, t) = 0, ∀(y, t) ∈
⋂
k∈Z
R(E∗k) ∩ F. (2.83)
On the one hand, if (y, t) ∈ ⋂k∈Z R(E∗k), for every k ∈ Z there exists xk such that (y, t) ∈ Γ(xk) andAα f (xk) ≤ 2k.
On the other hand, if (y, t) ∈ F we have that,
lim
r→0
1
|B((y, t), r)|
∫∫
B((y,t),r)
∣∣| f (y, t)|2 − | f (x, s)|2∣∣ dx ds = 0. (2.84)
Finally, for all r > 0, consider
xrk :=
{
xk if y = xk,
y − r(y−xk)2|y−xk | if y , xk.
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It is easy to see that B
(
(xrk, t),
r
4
) ⊂ Γ(xk) ∩ B((y, t), r) ⊂ Γα(xk) ∩ B((y, t), r), for every k ∈ Z and 0 < r < t.
Combining all these facts we have that, for (y, t) ∈ ⋂k∈Z R(E∗k) ∩ F,
| f (y, t)|2
=
1
|B((xrk, t), r/4)|
∫∫
B((xrk ,t),r/4)
∣∣| f (y, t)|2 − | f (x, s)|2∣∣ dx ds + 1|B((xrk, t), r/4)|
∫∫
B((xrk ,t),r/4)
| f (x, s)|2dx ds
.
1
|B((y, t), r)|
∫∫
B((y,t),r)
∣∣| f (y, t)|2 − | f (x, s)|2∣∣ dx ds + (t + r)n+1
rn+1
4k.
Now, taking limits first as k → −∞ and then as r → 0, by (2.84), we conclude (2.83).
Then, by (2.79), (2.81), and (2.82), we can write f =
∑
k∈Z f 1Ô∗k\Ô∗k+1 =:
∑
k∈Z fk in T p(w).
Finally consider the function
F(z) := ez
2−θ2 ∑
k∈Z
2k(α(z)p−1) fk,
where α(z) := 1−zp0 +
z
p1
. We shall see that F satisfies all the conditions that we mentioned above. First note that
F(θ) = f in T p(w). Moreover, for all z ∈ C such that 0 < Rez < 1, applying Young’s inequality, we have that
|F(z)| =
∣∣∣∣∣ez2−θ2 ∑
k∈Z
2k(α(z)p−1) fk
∣∣∣∣∣ ≤ e∑
k∈Z
2k
(
p 1−Re(z)p0 +p
Re(z)
p1
−1
)
| fk|
= e
∑
k∈Z
(
2k
(
p
p0
−1
)
| fk|
)1−Re(z)(
2k
(
p
p1
−1
)
| fk|
)Re(z)
≤ e(1 − Re(z))
∑
k∈Z
2k
(
p
p0
−1
)
| fk| + eRe(z)
∑
k∈Z
2k
(
p
p1
−1
)
| fk|
≤ e
∑
k∈Z
2k
(
p
p0
−1
)
| fk| + e
∑
k∈Z
2k
(
p
p1
−1
)
| fk|. (2.85)
Besides, for all −∞ < y < ∞,
|F(iy)| ≤ e−y2
∑
k∈Z
2k
(
p
p0
−1
)
| fk| and |F(1 + iy)| ≤ e1−y2
∑
k∈Z
2k
(
p
p1
−1
)
| fk|. (2.86)
Then, in order to see that F satisfies the desired conditions, it suffices to show that∥∥∥∥∥∑
k∈Z
2k
(
p
p0
−1
)
| fk|
∥∥∥∥∥
T p0 (w)
+
∥∥∥∥∥∑
k∈Z
2k
(
p
p1
−1
)
| fk|
∥∥∥∥∥
T p1 (w)
≤ C. (2.87)
Indeed, combining this with (2.86), we obtain that F(iy) ∈ T p0(w) is continuous in T p0(w) and tends to zero
as |y| → ∞, and F(1 + iy) ∈ T p1(w) is continuous in T p1(w) and tends to zero as |y| → ∞. On the other hand,
by (2.85), (2.86), and (2.87), we easily obtain that F is a continuous and bounded function with respect to the
norm of T p0(w) + T p1(w) on the full strip. Finally, to see that F is analytic on the open strip we apply Morera’s
theorem for Banach-space valued functions. We have that F(z) is continuous, so it just remains to show that for
every triangle T in the open set Ĉ := {z ∈ C : 0 < Rez < 1}, we have that∫
T
F(z) = 0.
To see this, consider for each k ∈ Z gk(z) := ez2−θ22k(pα(z)−1) fk, we have that these functions are analytic on Ĉ.
Then, for all T triangle in Ĉ and each k ∈ Z, by Cauchy’s theorem,∫
T
gk(z) = 0.
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Hence, it suffices to justify that we can take the sum in k ∈ Z out of the integral. This follows by the dominated
convergence theorem for Bochner integrals. Note that∫
T
F(z) =
3∑
j=1
∫ t j
0
F(γ j(t))γ′j(t)dt,
where γ j is a parametrization of each side of the triangle T , and that, by (2.85) and (2.87), for j = 1, 2, 3,∫ t j
0
‖F(γ j(t))γ′j(t)‖T p0 (w)+T p1 (w)dt .
∫ t j
0
‖F(γ j(t))‖T p0 (w)+T p1 (w)dt < ∞.
Consequently the function t → F(γ j(t))γ′j(t), for all t ∈ [0, t j] is Bochner integrable. Moreover, for all M > 0
and j = 1, 2, 3, again by (2.85) and (2.87),∥∥∥∥∥∥
∑
|k|≤M
eγ j(t)
2−θ22k(α(γ j(t))p−1) fkγ′j(t)
∥∥∥∥∥∥
T p0 (w)+T p1 (w)
. C,
which implies that we can apply the dominated convergence theorem for Bochner integrals and then conclude
that F is analytic.
Besides, from (2.86), (2.87), and the fact that F(θ) = f in T p(w) with ‖ f ‖T p(w) ≤ 1, we have that f ∈
[T p0(w),T p1(w)]θ and that
‖ f ‖[T p0 (w),T p1 (w)]θ . ‖ f ‖T p(w).
Let us thus prove (2.87). Consider q = p0 or p1. Then, since supp(A fk) ⊂ O∗k and Ok+1 ⊂ O∗k+1 ⊂ O∗k, we have∥∥∥∥∥∑
k∈Z
2k
(
p
q−1
)
| fk|
∥∥∥∥∥
T q(w)
≤ sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2k
(
p
q−1
) ∫
O∗k
|A fk(x)||ψ(x)|w(x)dx
= sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2k
(
p
q−1
) ∫
O∗k\Ok+1
|A fk(x)||ψ(x)|w(x)dx + sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2k
(
p
q−1
) ∫
Ok+1
|A fk(x)||ψ(x)|w(x)dx
=: sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
Ik + sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
IIk.
Using that for α > 1,A fk ≤ Aα fk, and that for x ∈ O∗k \ Ok+1,Aα fk(x) ≤ 2k+1, we obtain that
Ik . 2
k pq
∫
O∗k
|ψ(x)|w(x)dx.
Next we see that IIk is controlled by the same expression in the right-hand side of the above estimate. For every
k ∈ Z, since w(O∗k) . w(Ok) < ∞, we can take a Whitney decomposition of O∗k+1: O∗k+1 =
⋃
j∈N Q
j
k+1, which
satisfies √
n`(Q jk+1) ≤ d(Q jk+1,Rn \ O∗k+1) ≤ 4
√
n`(Q jk+1),
and the Q jk+1 have disjoint interiors. Now, for every x ∈ Q jk+1, we splitA fk(x) as follows
A fk(x) ≤
(∫ `(Q jk+1)/2
0
∫
B(x,t)
| fk(y, t)|2 dy dttn+1
) 1
2
+
(∫ ∞
`(Q jk+1)/2
∫
B(x,t)
| fk(y, t)|2 dy dttn+1
) 1
2
=: G1(x) + G2(x).
On one hand, note that
E
⋂(
Ô∗k \ Ô∗k+1
)
:=
{
(y, t) ∈ Γ(x) : x ∈ Q jk+1, 0 < t < `(Q jk+1)/2
}⋂(
Ô∗k \ Ô∗k+1
)
= ∅.
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Indeed for (y, t) ∈ E, since d(y,Q jk+1) ≤ t, we have
d(y,Rn \ O∗k+1) ≥ d(Q jk+1,Rn \ O∗k+1) − d(y,Q jk+1) ≥
√
n`(Q jk+1) − t > (2
√
n − 1)t ≥ t,
which implies that (y, t) ∈ Ô∗k+1. Hence G1(x) = 0, for all x ∈ Q jk+1.
On the other hand, take x j ∈ Rn \ O∗k+1 such that d(x j,Q jk+1) ≤ 4
√
n`(Q jk+1), and note that if `(Q
j
k+1)/2 ≤
t < ∞ and x ∈ Q jk+1, then B(x, t) ⊂ B(x j, αt), for α ≥ 11
√
n. Indeed, for x0 ∈ B(x, t), we have
|x0 − x j| ≤ |x0 − x| + |x − x j| < t +
√
n`(Q jk+1) + 4
√
n`(Q jk+1) ≤ t(1 + 2
√
n + 8
√
n) ≤ 11√nt.
Hence
G2(x) ≤ Aα fk(x j) ≤ 2k+1, ∀ x ∈ Q jk+1.
Therefore, since Ok+1 ⊂ O∗k+1 ⊂ O∗k,
IIk ≤ 2k
(
p
q−1
) ∫
O∗k+1
|A fk(x)||ψ(x)|w(x)dx
= 2k
(
p
q−1
)∑
j∈N
∫
Q jk+1
|A fk(x)||ψ(x)|w(x)dx
≤ 2k
(
p
q−1
)∑
j∈N
(∫
Q jk+1
|G1(x)||ψ(x)|w(x)dx +
∫
Q jk+1
|G2(x)||ψ(x)|w(x)dx
)
. 2k
p
q
∑
j∈N
∫
Q jk+1
|ψ(x)|w(x)dx = 2k pq
∫
O∗k+1
|ψ(x)|w(x)dx ≤ 2k pq
∫
O∗k
|ψ(x)|w(x)dx.
Now consider respectively Md and Mc the dyadic maximal function and the centred maximal function over
cubes. For some dimensional constant cn, we have thatM(1Ok )(x) ≤ cnMc(1Ok )(x). Next, for each k ∈ Z, we
define the set O˜1−γ,k :=
{
x ∈ Rn :Md(1Ok )(x) > 1−γ4ncn
}
; and we take a Calderón-Zygmund decomposition of
this set at height 1−γ4ncn : O˜1−γ,k =
⋃
l∈N Q˜lk, where {Q˜lk}l∈N is a collection of disjoints dyadic cubes such that
−
∫
Q˜lk
1Ok (x)dx ≈ 1 − γ.
Then, since
O∗k ⊂
{
x ∈ Rn :Mc(1Ok )(x) >
1 − γ
cn
}
⊂
⋃
l∈N
2Q˜lk,
(see [37, proof of Lemma 2.12]), for r > rw, we have that∫
O∗k
|ψ(x)|w(x)dx ≤
∑
l∈N
1
(1 − γ)r
∫
2Q˜lk
(1 − γ)r |ψ(x)|w(x)dx
≈ 1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(
−
∫
Q˜lk
1Ok (y)dy
)r
|ψ(x)|w(x)dx
≤ 1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(
−
∫
Q˜lk
1Ok (y)w(y)dy
)(
−
∫
Q˜lk
w1−r
′
(y)dy
)r−1
|ψ(x)|w(x)dx
.
1
(1 − γ)r
∑
l∈N
∫
2Q˜lk
(∫
Q˜lk
1Ok (y)w(y)dy
)
w(Q˜lk)
−1|ψ(x)|w(x)dx
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.
1
(1 − γ)r
∑
l∈N
∫
Q˜lk
1Ok (y)Mw(ψ)(y)w(y)dy
≤ 1
(1 − γ)r
∫
Ok
Mw(ψ)(y)w(y)dy,
where
Mw f (x) := sup
Q3x
1
w(Q)
∫
Q
| f (y)|w(y)dy. (2.88)
Moreover, note that, since 1 < q′ ≤ ∞,Mw : Lq′(w)→ Lq′(w) (recall that w can be seen as a doubling measure
(1.11)). Therefore, by the estimates obtained for I and II, and by Proposition 2.43, we conclude, for q equal to
p0 or p1, ∥∥∥∥∥∑
k∈Z
2k
(
p
q−1
)
| fk|
∥∥∥∥∥
T q(w)
. sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
2k
p
q
∫
Ok
Mw(ψ)(x)w(x)dx
. sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
∫ 2k
2k−1
λ
p
q
∫
Ok
Mw(ψ)(x)w(x)dxdλ
λ
. sup
‖ψ‖
Lq
′
(w)
≤1
∑
k∈Z
∫ 2k
2k−1
λ
p
q
∫
{x∈Rn:Aα f (x)>λ}
Mw(ψ)(x)w(x)dxdλ
λ
= sup
‖ψ‖
Lq
′
(w)
≤1
∫ ∞
0
λ
p
q
∫
{x∈Rn:Aα f (x)>λ}
Mw(ψ)(x)w(x)dxdλ
λ
≈ sup
‖ψ‖
Lq
′
(w)
≤1
∫
Rn
|Aα f (x)| pqMw(ψ)(x)w(x)dx
. sup
‖ψ‖
Lq
′
(w)
≤1
‖Aα f ‖
p
q
Lp(w)‖ψ‖Lq′ (w) . ‖A f ‖
p
q
Lp(w) = ‖ f ‖
p
q
T p(w) ≤ 1,
which finishes the proof. 
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Chapter 3
WEIGHTED BOUNDEDNESS OF
OPERATORS
In Section 1.2 we defined conical square functions (1.26)-(1.31) and non-tangential maximal functions (1.32),
associated with the elliptic operator in divergence form L = −div(A∇). The development of an appropriate
Calderón-Zygmund theory for these operators (among others as functional calculus, Riesz transforms, etc.) has
been of big interest after the resolution of the Kato conjecture in [6]. These operators cease to be classical
Calderón-Zygmund operators, as their kernels do not have the required decay or smoothness. This causes, in
particular, that their range of boundedness may no longer be the interval (1,∞) but some proper (small) bounded
subinterval containing p = 2. P. Auscher, in a very nice monograph ([3]), obtained a new Calderón-Zygmund
theory adapted to singular “non-integral” operators arising from elliptic operators (see [3] for historic remarks
and references). A key ingredient in the method is the fact that in place of using kernels, which do not have
reasonable behaviour, they use a representation of the operators in question in terms of the heat semigroup
{e−t L}t>0 (or its gradient) that has some integral decay measured in terms of the so-called “off-diagonal” or
Gaffney type estimates. The bottom line of [3] is that the operators under consideration are bounded precisely
in the ranges where either the semigroup or its gradient has a nice behaviour.
After P. Auscher’s fundamental monograph there has been quite a number of papers whose goal is to
continue with the development of a generalized Calderón-Zygmund theory. We will mention some that are
relevant for the present work. P.Auscher and J.M. Martell wrote a series of papers [9, 10, 11] where the weighted
theory was developed and where some appropriate classes of Muckenhoupt weights were found. While vertical
square functions (i.e., usual Littlewood-Paley-Stein functionals) behave as expected with and without weights
(see, resp., [3, 11]), conical square functions have better ranges of boundedness in the unweighted case, even
going beyond the intervals where the semigroup or its gradient has a nice behaviour, see [7].
In this chapter we contribute to the development of this generalized Calderón-Zygmund theory establishing
boundedness and comparability of the square functions presented in (1.26)-(1.31) and of the non-tangential
maximal functions (1.32) on weighted spaces Lp(w) where w ∈ A∞. This was left open in [7] since some of the
existing arguments naturally split the boundedness into the cases p < 2 and p > 2. That procedure, as learned
from [11], is inefficient when adding weights, to obtain the right class of weights one has to be able to work
with the whole interval where the unweighted estimates hold. Splitting the interval will lead to some distortion
in the class of weights. To illustrate this, let us recall that in [7] it is shown that the square function GH, defined
in (1.27) above, is bounded on Lp(Rn) for every p−(L) < p < ∞ where p−(L), introduced in (1.21) above, is
strictly smaller than 2. Using the approach in [7], and “stepping” at p = 2, this square function is bounded
on Lp(w) for every 2 < p < ∞ and w ∈ Ap/2 (see the precise definitions above). However, as we will see in
Theorem 3.1, one has boundedness on Lp(w) for every p−(L) < p < ∞ and w ∈ Ap/p−(L), hence in a bigger
range and a wider class of weights since p−(L) < 2. Moreover, the obtained class of weights is the natural
one adapted to the unweighted range (p−(L),∞), in view of the version of the Rubio de Francia extrapolation
theorem in [9, Theorem 4.9] or Theorem 1.46, part (c). See also [24, 67] for related issues.
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3.1 Conical square functions
Our first result establishes the boundedness of the square functions associated with the heat semigroup. Notice
that when w ≡ 1, which corresponds to the unweighted case, this result recovers the estimates in the range
(p−(L),∞) obtained in [7].
Theorem 3.1. Let w ∈ A∞.
(a) SH, GH, and GH are bounded on Lp(w) for all p ∈ Ww(p−(L),∞).
(b) Given m ∈ N, Sm,H, Gm,H, and Gm,H are bounded on Lp(w) for all p ∈ Ww(p−(L),∞).
Equivalently, all the previous square functions are bounded on Lp(w) for every p−(L) < p < ∞ and every
w ∈ A p
p−(L)
.
The proof of Theorem 3.1 is split into two steps. First, we prove (a) (in doing that we only need to consider
GH since GH f ≤ GH f and SH ≤ 1/2GH). Second, we shall show that the square functions in (b) are all
controlled by SH in Lp(w) for every w ∈ A∞ and 0 < p < ∞ (see Theorem 3.3). Gathering this and (a) will
complete the proof of (b).
Our second result deals with the boundedness of the square functions related to the Poisson semigroup.
Here the formulation is more involved since the ranges where these square functions are bounded not only
depend on p−(L) and the weight but also on p+(L) and the parameter K. We also notice that when w ≡ 1 we
recover the estimates obtained in [7].
Theorem 3.2. Let w ∈ A∞.
(a) Given K ∈ N, SK,P is bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)K,∗).
(b) Given K ∈ N0, GK,P and GK,P are bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)K,∗).
The proof of this result is as follows. We will first show that each square function in (a) and (b) can be
controlled by either SH or GH in Lp(w) for every w ∈ A∞ and p ∈ Ww(0, p+(L)K,∗) (see Theorem 3.4). This, in
concert with (a) in Theorem 3.1, will easily lead to the desired estimates.
We present the two aforementioned results containing the control of the previous square functions by SH
and GH. In the first result we deal with the square functions defined in terms of the heat semigroup, and in the
second with the ones associated with the Poisson semigroup.
Theorem 3.3. Given an arbitrary f ∈ L2(Rn) there hold:
(a) SH(x) ≤ 1/2GH f (x) and Gm,H f (x) ≤ Gm,H f (x), for every x ∈ Rn and for all m ∈ N0.
(b) Given m ∈ N, ‖Sm,H f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and 0 < p < ∞.
(c) Given m ∈ N, ‖Gm,H f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and 0 < p < ∞.
Theorem 3.4. Given an arbitrary f ∈ L2(Rn) there hold:
(a) GK,P f (x) ≤ GK,P f (x), for every x ∈ Rn and for all K ∈ N0.
(b) Given K ∈ N, ‖SK,P f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and p ∈ Ww(0, p+(L)K,∗).
(c) ‖GP f ‖Lp(w) . ‖GH f ‖Lp(w), for all w ∈ A∞ and w ∈ Ww(0, p+(L)∗).
(d) Given K ∈ N, ‖GK,P f ‖Lp(w) . ‖SH f ‖Lp(w), for all w ∈ A∞ and p ∈ Ww(0, p+(L)K,∗).
Let us observe that in (b) and (d) (and also (c) with K = 0), if (2K + 1) p+(L) ≥ n the corresponding
estimates hold for every w ∈ A∞ and every 0 < p < ∞. Otherwise, if (2K + 1) p+(L) < n, each corresponding
estimate holds for all 0 < p < p+(L)K,∗ and w ∈ RH(p+(L)K,∗/p)′ .
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Proof of Theorem 3.1, part (a).
Let us start by introducing more notation. From now on, Qt denotes t2Le−t2L, t∇ye−t2L, or t∇y,te−t2L in such a
way that, if we write
A˜ f (x) :=
(∫∫
Γ(x)
|Qt f (y)|2 dy dttn+1
) 1
2
,
then A˜ f is respectively SH f , GH f , or GH f .
The boundedness of A˜ follows from the combination of Proposition 2.69 and the following auxiliary result.
Proposition 3.5. Let Qt denote t2Le−t2L, t∇ye−t2L, or t∇y,te−t2L. If we set
C˜p0 f (x) := sup
B3x
(
1
|B|
∫
B
(∫ rB
0
∫
B(x,t)
|Qt f (y)|2 dy dttn+1
) p0
2
dx
) 1
p0
,
then, for every p−(L) < p0 ≤ 2, there holds
C˜p0 f (x) .Mp0 f (x), x ∈ Rn. (3.6)
Assuming this result momentarily we prove Theorem 3.1, part (a). Note that taking F(y, t) = Qt f (y) in
(2.1) and in (2.68) we have that A˜ f (x) = AF(x) and C˜p0 f (x) = Cp0 F(x). Thus (3.6), in concert with (a) in
Proposition 2.69, implies that, for every 0 < p < ∞ and w ∈ A∞,
‖A˜ f ‖Lp(w) . ‖C˜p0 f ‖Lp(w) . ‖Mp0 f ‖Lp(w), for all p−(L) < p0 ≤ 2,
provided Qt f ∈ L2loc(Rn+1+ ). Hence, the above estimate holds for all functions f ∈ L∞c (Rn). Next, fix w ∈ A∞ and
p ∈ Ww(p−(L),∞). Then, there exists p−(L) < p0 ≤ 2 (close enough to p−(L)), such that w ∈ A p
p0
. Therefore,
Mp0 is bounded on Lp(w) and consequently the previous estimate leads to
‖A˜ f ‖Lp(w) ≤ C ‖ f ‖Lp(w), ∀ f ∈ L∞c (Rn). (3.7)
A routine density argument allows one to extend this estimate to all functions in Lp(w).
Let us notice that (3.6) with p0 = 2 appears implicit in [7, p. 5479]. Having used that estimate we would
have obtain (3.7) for every 2 < p < ∞ and w ∈ Ap/2. However, using Cp0 with p0 very close to p−(L) allows to
obtain better estimates: (3.7) holds for every p−(L) < p < ∞ and w ∈ Ap/p−(L).
We are left with the proof of Proposition 3.5, in which we will use the following unweighted estimates for
the conical square functions that we are currently considering.
Proposition 3.8. The square functions SH, GH, and GH are bounded on Lp(Rn) for every p−(L) < p ≤ 2.
Let us note that the boundedness of GH has been established in [3, Section 6.2]. On the other hand, one can
easily see that GH . GH +SH, and therefore we only have to consider SH. In turn, this operator will be handled
by using a Calderón-Zygmund type result from [11].
We would like to observe that, a posteriori, Theorem 3.1, part (a), applied with w ≡ 1, implies that SH, GH,
and GH are also bounded on Lp(Rn) for every 2 ≤ p < ∞ (and therefore in the range p−(L) ≤ p < ∞). The case
GH was obtained in [7, Theorem 3.1, part (2)].
Proof of Proposition 3.5. Fix p−(L) < p0 ≤ 2 and x0 ∈ Rn. Take an arbitrary ball B 3 x0 and split f into its
local and global part: f = floc + fglob := f 14B + f 1Rn\4B.
For floc, we use that A˜ is bounded on Lp0(Rn) by Proposition 3.8:
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(
1
|B|
∫
B
(∫ rB
0
∫
B(x,t)
|Qt floc(y)|2 dy dttn+1
) p0
2
dx
) 1
p0
≤
(
1
|B|
∫
Rn
A˜ floc(x)p0 dx
) 1
p0
.
(
1
|B|
∫
Rn
| floc(x)|p0 dx
) 1
p0
.
(
1
|4B|
∫
4B
| f (x)|p0 dx
) 1
p0
.Mp0 f (x0).
As for fglob, since {Qt}t>0 ∈ F∞(Lp0 → L2) —where we recall that Qt is t2Le−t2L, t∇ye−t2L, or t∇y,te−t2L— and
since supp fglob ⊂ Rn \ 4B, we have(
1
|B|
∫
B
(∫ rB
0
∫
B(x,t)
|Qt fglob(y)|2 dy dttn+1
) p0
2
dx
) 1
p0
.
∑
j≥2
(∫ rB
0
∫
2B
|Qt( f 1C j(B))(y)|2
dy dt
tn+1
) 1
2
.
∑
j≥2
(∫ rB
0
(∫
2 j+1B
| f (y)|p0 dy
) 2
p0
t−2 n(
1
p0
− 12 )e−c
4 jr2B
t2
dt
tn+1
) 1
2
.Mp0 f (x0)
∑
j≥2
(∫ rB
0
(2 jrB)
2n
p0 t−
2n
p0 e−c
4 jr2B
t2
dt
t
) 1
2
.Mp0 f (x0).
Gathering the estimates obtained for floc and for fglob gives us(
1
|B|
∫
B
(∫ rB
0
∫
B(x,t)
|Qt f (y)|2 dy dttn+1
) p0
2
dx
) 1
p0
.Mp0 f (x0).
Taking the supremum over all balls B such that x0 ∈ B we readily conclude the desired estimate. 
Proof of Proposition 3.8. As explained above we only need to consider the operator SH. It is well-known that
SH is bounded on L2(Rn). Fix then p−(L) < p < 2 and take p−(L) < p0 < p < 2. We shall apply [11, Theorem
2.4] (see also [3] and [9]). We claim that given f ∈ L∞c (Rn) with supp f ⊂ B ⊂ Rn, the following estimates hold(
−
∫
C j(B)
∣∣∣SH(I − e−r2BL)M f ∣∣∣p0 dx
) 1
p0
≤ g( j)
(
−
∫
B
| f |p0 dx
) 1
p0
, j ≥ 2, (3.9)
and (
−
∫
C j(B)
∣∣∣I − (I − e−r2BL)M f ∣∣∣2 dx) 12 ≤ g( j)(−∫
B
| f |p0 dx
) 1
p0
, j ≥ 1, (3.10)
with g( j) = C 2− j (2M+
n
p0
). Assuming this and taking M large enough in such a way that
∑
j≥1 g( j)2 jn < ∞,
[11, Theorem 2.4] implies that SH is of weak-type (p0, p0) and, by Marcinkiewicz’s interpolation Theorem,
bounded on Lp(Rn), which is our goal.
In view of the previous considerations we need to obtain (3.9) and (3.10). Fix a ball B. For f ∈ L∞c (Rn) with
supp f ⊂ B, we first prove (3.9). Define Ar2B := (I − e−r
2
BL)M and by Fubini (or see [32, Lemma 1]) conclude
that (
−
∫
C j(B)
∣∣∣SHAr2B f (x)∣∣∣p0 dx
) 1
p0
≤
(
−
∫
C j(B)
∣∣∣SHAr2B f (x)∣∣∣2 dx
) 1
2
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. |2 jB|− 12
(∫∫
R(C j(B))
∣∣∣t2Le−t2LAr2B f (y)∣∣∣2 dy dtt
) 1
2
. |2 jB|− 12
(∫
Rn\2 j−1B
∫ ∞
0
∣∣∣t2Le−t2LAr2B f (y)∣∣∣2 dt dyt
) 1
2
+ |2 jB|− 12
(∫
2 j−1 B
∫ ∞
2 j−1rB
∣∣∣t2Le−t2LAr2B f (y)∣∣∣2 dt dyt
) 1
2
=: |2 jB|− 12 (I + II).
We estimate each term in turn. Before that, let us recall the following off-diagonal estimate obtained in [54, p.
504]: ∥∥∥∥ s2t2 (e−s2L − e−(s2+t2)L)( f 1E)
∥∥∥∥
L2(F)
≤ C e−c d(E,F)
2
s2 ‖ f ‖L2(E), 0 < t ≤ s, (3.11)
with C independent of t and s. This and Lemma 1.35 imply that for every M ≥ 1 there exists C such that for
every 0 < t ≤ s there holds∥∥∥∥∥s2L e−s2L
(
s2
t2
)M (
e−s
2L − e−(s2+t2)L)M( f 1E)
∥∥∥∥∥
L2(F)
≤ C s−n
(
1
p0
− 12
)
e−c
d(E,F)2
s2 ‖ f ‖Lp0 (E). (3.12)
After these preparations we estimate II. Doing the change of variables t =
√
M + 1 s and using (3.12), easy
calculations lead us to obtain
II .
(∫ ∞
c2 jrB
∥∥∥s2Le−s2L(e−s2L − e−(s2+r2B)L)M f∥∥∥2
L2(2 j−1 B)
ds
s
) 1
2
.
(∫ ∞
c2 jrB
(rB
s
)4M
s−2n
(
1
p0
− 12
)
ds
s
) 1
2
‖ f ‖Lp0 (B) . 2− j (2M+
n
p0
) |2 jB| 12
(
−
∫
B
| f (x)|p0 dx
) 1
p0
.
Let us next estimate I. We proceed as in [54] or [55, p. 53-56]. Changing variables as before we obtain
I .
(∫ rB
0
∥∥∥s2Le−(M+1)s2L(I − e−r2BL)M f∥∥∥2
L2(Rn\2 j−1B)
dt
t
) 1
2
+
(∫ ∞
rB
∥∥∥s2Le−s2L(e−s2L − e−(s2+r2B)L)M f∥∥∥2
L2(Rn\2 j−1B)
dt
t
) 1
2
=: I1 + I2.
For I2, we employ (3.12) and conclude that
I2 .
(∫ ∞
rB
(rB
s
)4M
s−2n
(
1
p0
− 12
)
e−c
4 j r2B
s2
ds
s
) 1
2
‖ f ‖Lp0 (B) . 2− j (2M+
n
p0
) |2 jB| 12
(
−
∫
B
| f (x)|p0 dx
) 1
p0
.
For I1, expanding
(
I − e−r2BL)M and using the Lp0(Rn) − L2(Rn) off-diagonal estimates satisfied by the heat
semigroup, we get
I1 .
(∫ rB
0
∥∥∥s2Le−(M+1)s2L f∥∥∥2
L2(Rn\2 j−1B)
ds
s
) 1
2
+ sup
1≤k≤M
(∫ rB
0
∥∥∥∥s2Le−((M+1)s2+kr2B)L f∥∥∥∥2
L2(Rn\2 j−1B)
ds
s
) 1
2
.
(∫ rB
0
s−2n
(
1
p0
− 12
)
e−c
4 j r2B
s2
ds
s
) 1
2
‖ f ‖Lp0 (B)
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+ sup
1≤k≤M
(∫ rB
0
(
s2
(M + 1)s2 + kr2B
)2 (
(M + 1)s2 + kr2B
)−n( 1p0 − 12)e−c 4 j r2B(M+1)s2+kr2B ds
s
) 1
2
‖ f ‖Lp0 (B)
. e−c 4
j |2 jB| 12
(
−
∫
B
| f (x)|p0 dx
) 1
p0
+ e−c 4
j |2 jB| 12
(
−
∫
B
| f (x)|p0 dx
) 1
p0
(∫ rB
0
(
s2
r2B
)2 ds
s
) 1
2
. e−c 4
j |2 jB| 12
(
−
∫
B
| f (x)|p0 dx
) 1
p0
.
Gathering all the estimates that we have obtained allows us to complete the proof of (3.9):
(
−
∫
C j(B)
∣∣∣SHAr2B f (x)∣∣∣p0 dx
) 1
p0
≤ C2− j (2M+ np0 )
(
−
∫
B
| f (x)|p0 dx
) 1
p0
.
To prove (3.10), we use that {e−t2L}t>0 ∈ F∞(Lp0 → L2) and for every j ≥ 1
(
−
∫
C j(B)
|I − (I − e−r2BL)M f |2
) 1
2
≤
M∑
k=1
Ck,M
(
−
∫
C j(B)
|e−kr2BL f |2
) 1
2
. e−c4
j
(
−
∫
B
| f (x)|p0 dx
) 1
p0
.

Proof of Theorem 3.1, part (b).
Take w ∈ A∞, m ∈ N, and f ∈ L∞c (Rn), and apply Theorem 3.3. Then, for all 0 < p < ∞,
‖Gm,H f ‖Lp(w) . ‖SH f ‖Lp(w), ‖Gm,H f ‖Lp(w) . ‖SH f ‖Lp(w), and ‖Sm,H f ‖Lp(w) . ‖SH f ‖Lp(w).
Now, use Theorem 3.1 part (a) to conclude that for all p ∈ Ww(p−(L),∞)
‖Gm,H f ‖Lp(w) . ‖ f ‖Lp(w), ‖Gm,H f ‖Lp(w) . ‖ f ‖Lp(w), and ‖Sm,H f ‖Lp(w) . ‖ f ‖Lp(w),
for all f ∈ L∞c (Rn). By a standard density argument these estimates easily extend to all functions f ∈ Lp(w). 
Proof of Theorem 3.2, part (a).
From Theorem 3.4 part (b), given w ∈ A∞, we have for all K ∈ N, p ∈ Ww(0, p+(L)K,∗), and f ∈ L∞c (Rn)
‖SK,P f ‖Lp(w) . ‖SH f ‖Lp(w).
Hence, applying Theorem 3.1 part (a), we obtain, for all p ∈ Ww(p−(L), p+(L)K,∗),
‖SK,P f ‖Lp(w) . ‖ f ‖Lp(w), f ∈ L∞c (Rn).
A density argument allows us to complete the proof. 
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Proof of Theorem 3.2, part (b).
Take w ∈ A∞ and apply Theorem 3.4 parts (a), (c), and (d) to obtain, for all K ∈ N, p ∈ Ww(0, p+(L)K,∗), and
f ∈ L∞c (Rn)
‖GK,P f ‖Lp(w) . ‖SH f ‖Lp(w) and ‖GK,P f ‖Lp(w) . ‖SH f ‖Lp(w),
and
‖GP f ‖Lp(w) . ‖GH f ‖Lp(w) and ‖GP f ‖Lp(w) . ‖GH f ‖Lp(w).
Now, apply Theorem 3.1, part (a), and conclude, by a density argument, that for all p ∈ Ww(p−(L), p+(L)K,∗),
K ∈ N0, and f ∈ Lp(w), there hold
‖GK,P f ‖Lp(w) . ‖ f ‖Lp(w) and ‖GK,P f ‖Lp(w) . ‖ f ‖Lp(w).

Proof of Theorem 3.3, part (a).
It follows immediately from the following facts:∣∣t∇y(t2L)me−t2L f (y)∣∣ ≤ ∣∣t∇y,t(t2L)me−t2L f (y)∣∣, for all t > 0, y ∈ Rn, and m ∈ N0;
and ∣∣t2Le−t2L f (y)∣∣ ≤ ∣∣t∇y,te−t2L f (y)∣∣
2
, for all t > 0, and y ∈ Rn.

Proof of Theorem 3.3, part (b).
For m = 1 there is nothing to prove. So, take m ∈ N such that m ≥ 2 and consider
T t2
2
:=
(
t2
2 L
)m−1
e−
t2
2 L.
Fix 0 < p < ∞ and w ∈ A∞. Pick r ≥ max{ p2 , rw} so that w ∈ Ar and 0 < p ≤ 2r. Then, since {(t2L)me−t
2L}t>0 ∈
F∞(L2 → L2) and applying Proposition 2.43 in the next-to-last inequality, we have
‖Sm,H f ‖Lp(w) .
∫
Rn
(∫∫
Γ(x)
∣∣∣∣T t2
2
(
t2
2 Le
− t22 L f
)
(y)
∣∣∣∣2 dy dttn+1
) p
2
w(x) dx
 1p
.
∑
j≥1
∫
Rn
(∫ ∞
0
∫
B(x,t)
∣∣∣∣T t2
2
(( t2
2 Le
− t22 L f
)
1C j(B(x,t))
)
(y)
∣∣∣∣2 dy dttn+1
) p
2
w(x) dx
 1p
.
∑
j≥1
e−c4
j
∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t)
∣∣∣∣ t22 Le− t22 L f (y)∣∣∣∣2 dy dttn+1
) p
2
w(x) dx
 1p
.
∑
j≥1
e−c4
j
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1
√
2t)
∣∣∣t2Le−t2L f (y)∣∣∣2 dy dt
tn+1
) p
2
w(x) dx
) 1
p
.
∑
j≥1
2 j
nr
p e−c4
j
(∫
Rn
(∫ ∞
0
∫
B(x,t)
∣∣∣t2Le−t2L f (y)∣∣∣2 dy dt
tn+1
) p
2
w(x) dx
) 1
p
. ‖SH f ‖Lp(w). 
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Proof of Theorem 3.3, part (c).
Take m ∈ N and consider
A t2
2
:= t√
2
∇y,te− t
2
2 L and B t2
2 ,m
:=
(
t2
2 L
)m
e−
t2
2 L.
Fix 0 < p < ∞ and w ∈ A∞. Pick r ≥ max{ p2 , rw} so that w ∈ Ar and 0 < p ≤ 2r. Then, applying the
L2(Rn) − L2(Rn) off-diagonal estimates satisfied by {t∇y,te−t2L}t>0 and Proposition 2.43, we obtain
‖Gm,H f ‖Lp(w) .
(∫
Rn
(∫ ∞
0
∫
B(x,t)
∣∣∣A t2
2
B t2
2 ,m
f (y)
∣∣∣2 dy dt
tn+1
) p
2
w(x) dx
) 1
p
.
∑
j≥1
(∫
Rn
(∫ ∞
0
∫
B(x,t)
∣∣∣A t2
2
((
B t2
2 ,m
f
)
1C j(B(x,t))
)
(y)
∣∣∣2 dy dt
tn+1
) p
2
w(x) dx
) 1
p
.
∑
j≥1
e−c4
j
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t)
∣∣∣B t2
2 ,m
f (y)
∣∣∣2 dy dt
tn+1
) p
2
w(x) dx
) 1
p
.
∑
j≥1
e−c4
j
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1
√
2t)
∣∣Bt2,m f (y)∣∣2 dy dttn+1
) p
2
w(x) dx
) 1
p
.
∑
j≥1
e−c4
j
2 j
nr
p ‖Sm,H f ‖Lp(w)
. ‖SH f ‖Lp(w),
where in the last inequality we have used part (b). 
Proof of Theorem 3.4, part (a).
It is enough to observe the following:∣∣∣t∇y(t√L)2Ke−t√L f (y)∣∣∣ ≤ ∣∣∣t∇y,t(t√L)2Ke−t√L f (y)∣∣∣ , for all t > 0, y ∈ Rn, and K ∈ N0.

Proof of Theorem 3.4, part (b).
In view of Theorem 3.3, part (b), it is enough to show that
‖SK,P f ‖Lp(w) . ‖SK,H f ‖Lp(w). (3.13)
for all w ∈ A∞, K ∈ N, and p ∈ Ww(0, p+(L)K,∗). Furthermore, by Theorem 1.46, part (b), (or part (e) if
p+(L)K,∗ = ∞), it suffices to prove the above inequality for some fix p in (0, p+(L)K,∗) and w ∈ RH( p+(L)K,∗
p
)′ . In
particular we can take p = 2. Hence, we need to show that
‖SK,P f ‖L2(w) . ‖SK,H f ‖L2(w). (3.14)
for all K ∈ N and w ∈ RH( p+(L)K,∗
2
)′ . To this end, we set
Bt,K :=
(
t2L
)K
e−t
2L,
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and apply the subordination formula (1.36) and Minkowski’s inequality:
∥∥SK,P f∥∥L2(w) .
(∫
Rn
∫∫
Γ(x)
∣∣∣∣(t2L)K ∫ ∞
0
e−uu
1
2 e−
t2
4u L f (y)
du
u
∣∣∣∣2 dy dttn+1 w(x) dx
) 1
2
.
∫ ∞
0
e−uu
1
2
(∫
Rn
∫ ∞
0
∫
B(x,t)
∣∣∣∣(t2L)Ke− t24u L f (y)∣∣∣∣2 dy dttn+1 w(x) dx
) 1
2 du
u
.
∫ 1
4
0
e−uu
1
2
(∫
Rn
∫ ∞
0
∫
B(x,t)
∣∣∣∣(t2L)Ke− t24u L f (y)∣∣∣∣2 dy dttn+1 w(x) dx
) 1
2 du
u
+
∫ ∞
1
4
e−uu
1
2
(∫
Rn
∫ ∞
0
∫
B(x,t)
∣∣∣∣(t2L)Ke− t24u L f (y)∣∣∣∣2 dy dttn+1 w(x) dx
) 1
2 du
u
=: I + II.
In order to estimate I, we distinguish two cases. Assume first that n ≤ (2K+1)p+(L). Under this assumption,
we take s > sw and max
{
2, 2sp+(L)p+(L)+2s
}
< q˜ < min {p+(L), 2s}, (if p+(L) = ∞ take q˜ := 2s). Then, we have that
2 < q˜ < p+(L),
q˜
2 ≤ s < ∞, and w ∈ RHs′ . Besides, note that from our choices of s and q˜, we have that
K +
1
2
+
n
4s
− n
2q˜
> K +
1
2
− n
2p+(L)
≥ 0.
Consider now the case n > (2K + 1)p+(L). Then, the condition w ∈ RH( p+(L)K,∗
2
)′ implies sw < p+(L)n2(n−(2K+1)p+(L)) .
Therefore, it is possible to pick ε1 > 0 small enough and 2 < q˜ < p+(L) so that
sw <
q˜n
2(1 + ε1)(n − (2K + 1)q˜) .
Besides, since q˜ < q˜n/(n − (2K + 1)q˜) there also exists ε2 > 0 so that
q˜ <
q˜n
(1 + ε2)(n − (2K + 1)q˜) .
Take ε0 := min{ε1, ε2} and s := q˜n2(1+ε0)(n−(2K+1)q˜) . Then our choices guarantee that 2 < q˜ < p+(L),
q˜
2 ≤ s < ∞,
and w ∈ RHs′ ; and that
K +
1
2
+
n
4s
− n
2q˜
= ε0
(
n
2q˜
− K − 1
2
)
> ε0
(
n
2p+(L)
− K − 1
2
)
> 0.
Then applying Jensen’s inequality to the integral in y, we have
I .
∫ 1
4
0
e−uuK+
1
2
(∫
Rn
∫ ∞
0
(∫
B(x,t)
∣∣∣B t
2
√
u ,K
f (y)
∣∣∣q˜ dy) 2q˜ dt
t
2n
q˜ +1
w(x) dx
) 1
2
du
u
=:
∫ 1
4
0
e−uuK+
1
2
(∫
Rn
|J(u, x)|2 w(x) dx
) 1
2 du
u
. (3.15)
Fix 0 < u < 14 . Note that since 1 <
q˜
2 ≤ s < ∞, for α := 2
√
u ∈ (0, 1] and q := q˜2 we can apply Proposition
2.61 and conclude,∫
Rn
|J(u, x)|2 w(x) dx =
∫ ∞
0
∫
Rn
(∫
B(x,2
√
u t2√u )
∣∣∣B t
2
√
u ,K
f (y)
∣∣∣q˜ dy) 2q˜ w(x)dx dt
t
2n
q˜ +1
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. u
n
2s
∫
Rn
∫ ∞
0
(∫
B(x, t2√u )
∣∣∣B t
2
√
u ,K
f (y)
∣∣∣q˜ dy) 2q˜ dt
t
2n
q˜ +1
w(x)dx
. u
n
2s− nq˜
∫
Rn
∫ ∞
0
(∫
B(x,t)
∣∣Bt,K f (x)∣∣q˜ dy) 2q˜ dt
t
2n
q˜ +1
w(x)dx
=: u
n
2s− nq˜
∫
Rn
T (x)2 w(x)dx, (3.16)
where in the last inequality we have changed the variable t into 2
√
ut. Applying now L2(Rn) − Lq˜(Rn) off-
diagonal estimates and Proposition 2.43, we can bound the last integral above as follows
∫
Rn
T (x)2 w(x)dx .
∫
Rn
∫ ∞
0
(∫
B(x,t)
∣∣∣∣e− t22 LB t√2 ,K f (x)
∣∣∣∣q˜ dy
) 2
q˜ dt
t
2n
q˜ +1
w(x)dx
.
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
∫
B(x,2 j+1t)
∣∣∣B t√
2
,K f (x)
∣∣∣2 dy dt
tn+1
w(x)dx
.
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
∫
B(x,2 j+1
√
2t)
∣∣Bt,K f (x)∣∣2 dy dttn+1 w(x)dx
.
∑
j≥1
2 jnre−c4
j‖SK,H f ‖2L2(w)
. ‖SK,H f ‖2L2(w),
where r > rw. This and (3.16) yield
I .
∫ 1
4
0
e−uuK+
1
2
(∫
Rn
|J(u, x)|2w(x)dx
) 1
2 du
u
=
∫ 1
4
0
e−uuK+
1
2 +
n
4s− n2˜q du
u
‖SK,H f ‖L2(w) . ‖SK,H f ‖L2(w).
We finally estimate II. Pick 1 ≤ r < ∞ such that w ∈ Ar. Hence, since 1 < 2√u, changing the variable t
into 2
√
ut, applying Minkowski’s integral inequality, and Proposition 2.43 for α = 1 and β = 2
√
u, we obtain
II .
∫ ∞
1
4
e−uu
1
2
(∫
Rn
∫ ∞
0
∫
B(x,t)
|(t2L)Ke− t24u L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2 du
u
≈
∫ ∞
1
4
e−uuK+
1
2− n4
(∫
Rn
∫ ∞
0
∫
B(x,2
√
ut)
|(t2L)Ke−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2 du
u
.
∫ ∞
1
4
e−uuK+
1
2− n4
(∫
Rn
∫ ∞
0
∫
B(x,2
√
ut)
|(t2L)Ke−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2 du
u
.
∫ ∞
1
4
e−uuK+
1
2− n4 + nr4 du
u
‖SK,H f ‖L2(w0) . ‖SK,H f ‖L2(w).
This estimate, together with the one obtained for I and the comments done above, allows us to finish the
proof. 
Proof of Theorem 3.4, parts (c) and (d).
We first invoke [7, Lemma 3.5]: for every K ∈ N0, f ∈ L2(Rn) and x ∈ Rn, there holds
GK,P f (x) . K
(∫ ∞
0
∫
B(x,2t)
|(t2L)Ke−t2L f (y)|2 dy dt
tn+1
) 1
2
3.1. CONICAL SQUARE FUNCTIONS 67
+
(∫ ∞
0
∫
B(x,2t)
|t∇y,t(t2L)Ke−t2L f (y)|2 dy dttn+1
) 1
2
+
(∫ ∞
0
∫
B(x,2t)
|(t2L)K(e−t
√
L − e−t2L) f (y)|2 dy dt
tn+1
) 1
2
. (3.17)
The first and the second term in the right-hand side of the above inequality will be easily controlled in Lp(w),
applying Proposition 2.43, by SK,H f and GK,H f respectively. So, we just need to deal with the third term. To
this end we define
GK,P f (x) :=
(∫ ∞
0
∫
B(x,2t)
|(t2L)K(e−t
√
L − e−t2L) f (y)|2 dy dt
tn+1
) 1
2
.
We claim that for all K ∈ N0, w ∈ A∞, and p ∈ Ww(0, p+(L)K,∗), the following estimate holds:
‖GK,P f ‖Lp(w) . ‖SK+1,H f ‖Lp(w). (3.18)
Assuming this momentarily and applying Proposition 2.43 to the first two terms in the right-hand side of (3.17)
we conclude, for all K ∈ N0, w ∈ A∞, and p ∈ Ww(0, p+(L)K,∗),
‖GK,P f ‖Lp(w) . K‖SK,H f ‖Lp(w) + ‖GK,H f ‖Lp(w) + ‖SK+1,H f ‖Lp(w). (3.19)
For K ∈ N, apply Theorem3.3 parts (b) and (c). This proves part (d). To obtain part (c), we take K = 0 in
(3.19). Note that clearly SH f ≤ 1/2GH f and therefore
‖GP f ‖Lp(w) . ‖GH f ‖Lp(w) + ‖SH f ‖Lp(w) . ‖GH f ‖Lp(w).
To complete the proof we need to obtain (3.18). But note that, as in the proof of Theorem 3.4, part (b), by
Theorem 1.46, part (b), (or part (e) if p+(L)K,∗ = ∞), it suffices to show (3.18) for p = 2.
Given K ∈ N0 and w ∈ RH( p+(L)K,∗
2
)′ , we apply the subordination formula (1.36) and Minkowski’s inequal-
ity:
‖GK,P f ‖L2(w) .
∫ ∞
0
e−uu
1
2
(∫
Rn
∫ ∞
0
∫
B(x,2t)
|(t2L)K(e− t24u L − e−t2L) f (y)|2 dy dt
tn+1
w(x)dx
) 1
2 du
u
=:
∫ ∞
0
e−uu
1
2
(∫
Rn
|F(x, u)|2w(x)dx
) 1
2 du
u
.
∫ 1
4
0
e−uu
1
2
(∫
Rn
|F(x, u)|2w(x)dx
) 1
2 du
u
+
∫ ∞
1
4
e−uu
1
2
(∫
Rn
|F(x, u)|2w(x)dx
) 1
2 du
u
=: I + II.
Again, as in the proof of Theorem 3.4, part (b), we can find q˜ and s such that 2 < q˜ < p+(L),
q˜
2 ≤ s < ∞,
w ∈ RHs′ , and
θ := K +
1
2
+
n
4s
− n
2q˜
> 0.
For later use, we choose 0 < θ˜ < min{4θ, 1} so that for every 0 < a < 1,∫ 1
a
t4θ−1
dt
t
≤
∫ 1
a
tθ˜−1
dt
t
. aθ˜−1. (3.20)
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Fix now 0 < u < 14 , and note that∣∣(e− t24u L − e−t2L) f ∣∣ . ∫ t2√u
t
∣∣r2Le−r2L f ∣∣dr
r
.
We set HK(y, r) := (r2L)K+1e−r
2L f (y). Using the previous estimate and applying Minkowski’s and Jensen’s
inequalities, it follows that
F(x, u) .
∫ ∞
0
(∫ t
2
√
u
t
(∫
B(x,2t)
|(t2L)Kr2Le−r2L f (y)|2dy
) 1
2 dr
r
)2
dt
tn+1
 12
. u−
1
4
(∫ ∞
0
∫ t
2
√
u
t
∫
B(x,2t)
|HK(y, r)|2
( t
r
)4 K
dy
dr
r2
dt
tn
) 1
2
. u−
1
4
(∫ ∞
0
∫ r
2
√
ur
∫
B(x,2t)
|HK(y, r)|2
( t
r
)4 K
dy
dt
tn
dr
r2
) 1
2
.
Applying Jensen’s inequality to the integral in y and changing the variable t into rt we obtain
F(x, u) . u−
1
4
(∫ ∞
0
∫ r
2
√
ur
(∫
B(x,2t)
|HK(y, r)|q˜dy
) 2
q˜ ( t
r
)4 K dt
t
2n
q˜
dr
r2
) 1
2
. u−
1
4
(∫ ∞
0
∫ 1
2
√
u
(∫
B(x,2rt)
|HK(y, r)|q˜dy
) 2
q˜
t4K
dt
t
2n
q˜
dr
r
2n
q˜ +1
) 1
2
=: u−
1
4 Ĥ(x, u).
Note that 1 < q˜2 . Then, applying Minkowski’s integral inequality, and since for α := t ∈ (0, 1) and q := q˜2 we
can apply Proposition 2.61, we have∫
Rn
|F(x, u)|2w(x)dx . u− 12
∫
Rn
Ĥ(x, u)2w(x)dx
= u−
1
2
∫ 1
2
√
u
∫ ∞
0
∫
Rn
(∫
B(x,2rt)
|HK(y, r)|q˜dy
) 2
q˜
w(x)dx
dr
r
2n
q˜ +1
t4K
dt
t
2n
q˜
. u−
1
2
∫ 1
2
√
u
t4K−
2n
q˜ +
n
s +1 dt
t
∫ ∞
0
∫
Rn
(∫
B(x,2r)
|HK(y, r)|q˜dy
) 2
q˜
w(x)dx
dr
r
2n
q˜ +1
= u−
1
2 u
θ˜−1
2
∫
Rn
H˜K(x)2w(x)dx, (3.21)
where in the last inequality we have used (3.20) and
H˜K(x) :=
(∫ ∞
0
(∫
B(x,2r)
|HK(y, r)|q˜dy
) 2
q˜ dr
r
2n
q˜ +1
) 1
2
.
Then, since {(r2L)K+1e−r2L}r>0 ∈ F∞(L2 → Lq˜) and HK(y, r) = 2K+1e− r
2
2 L HK
(
y, r√
2
)
, applying Proposition
2.43 we get ∫
Rn
H˜K(x)2w(x)dx .
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
∫
B(x,2 j+2r)
∣∣HK(y, r√2)∣∣2 dy drrn+1 w(x)dx
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.
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
∫
B(x,2 j+2
√
2r)
∣∣HK(y, r)∣∣2 dy drrn+1 w(x)dx
.
∑
j≥1
2 jnre−c4
j
∫
Rn
SK+1,H f (x)2w(x)dx
.
∫
Rn
SK+1,H f (x)2w(x)dx,
where r > rw is so that w ∈ Ar and 0 < 2 ≤ 2r. This, together with (3.21), yields
I .
∫ 1
4
0
u
θ˜
4
du
u
‖SK+1,H f ‖L2(w) . ‖SK+1,H f ‖L2(w).
To estimate II we fix 14 ≤ u < ∞ and observe that∣∣∣∣(e− t24u L − e−t2L) f ∣∣∣∣ . ∫ tt
2
√
u
∣∣∣r2Le−r2L f ∣∣∣ dr
r
.
Then, applying Minkowski’s integral inequality, Jensen’s inequality, Fubini, and the fact that we are integrating
in t < 2
√
ur, we have
F(x, u) .
∫ ∞
0
(∫ t
t
2
√
u
(∫
B(x,2t)
|(t2L)KTr2,0 f (y)|2dy
) 1
2 dr
r
)2
dt
tn+1
 12
.
(∫ ∞
0
∫ t
t
2
√
u
∫
B(x,2t)
|(t2L)KTr2,0 f (y)|2dydrr2
dt
tn
) 1
2
=
(∫ ∞
0
∫ 2√ur
r
∫
B(x,2t)
|(t2L)KTr2,0 f (y)|2dydttn
dr
r2
) p
2
. uK
(∫ ∞
0
∫ 2√ur
r
∫
B(x,4
√
ur)
|Tr2,K f (y)|2dy dt drrn+2
) 1
2
. uK+
1
4
(∫ ∞
0
∫
B(x,4
√
ur)
|(r2L)K+1e−r2L f (y)|2dy dr
rn+1
) 1
2
.
Using this and Proposition 2.43, for α = 1 and β = 4
√
u > 1, we get
II .
∫ ∞
1
4
e−uu
1
2
(∫
Rn
|F(x, u)|2w(x)dx
) 1
2 du
u
.
∫ ∞
1
4
e−uuK+
3
4
(∫
Rn
∫ ∞
0
∫
B(x,4
√
ur)
|(r2L)K+1e−r2L f (y)|2 dy dr
rn+1
w(x)dx
) 1
2 du
u
.
∫ ∞
1
4
e−uuK+
3
4 +
nr
4
du
u
(∫
Rn
|SK+1,H f (x)|2w(x)dx
) 1
2
. ‖SK+1,H f ‖L2(w),
where r > rw. 
Remark 3.22. We note that Theorems 3.3 and 3.4 are restricted to functions f ∈ L2(Rn). However, an inspec-
tion of the proof and a routine and tedious density argument allow us to extend these estimates to bigger classes
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of functions. For instance, we can take any function f ∈ Lq(w˜) with w˜ ∈ A∞ and q ∈ Ww˜(p−(L), p+(L)). In that
range the heat and the Poisson semigroups are uniformly bounded and satisfy off-diagonal estimates, hence
the square functions under study are meaningfully defined. Moreover, L has a bounded holomorphic functional
calculus on Lq(w˜) (see [9], [10], and [11]). Further details are left to the interested reader.
Next, using ideas from [55, Lemma 5.4], we obtain another comparison result. We will see its usefulness
when proving some results in Section 3.3 and Chapter 4.
Theorem 3.23. For all w ∈ A∞, and f ∈ L2(Rn). There hold
(a) ‖Sm,H f ‖Lp(w) . ‖Gm−1,H f ‖Lp(w), for all m ∈ N and 0 < p < ∞,
(b) ‖SK,P f ‖Lp(w) . ‖GK−1,P f ‖Lp(w), for all K ∈ N and 0 < p < ∞.
Furthermore, one can see that (a) and (b) hold for all functions f ∈ Lq(w) with w ∈ A∞ and q ∈
Ww(p−(L), p+(L)).
Proof. We start by proving part (a). Fix x ∈ Rn and t > 0, and consider
B := B(x, t), f˜ (y) := (t2L)m−1e−
t2
2 L f (y), and H(y) := f˜ (y) − ( f˜ )4B,
where ( f˜ )4B = −
∫
4B f˜ (y) dy. Then, applying the fact that {t2Le−t
2L}t>0 ∈ F∞(L2 → L2) and that t2Le− t
2
2 L1 =
t2L1 = 0 (see [3]), we obtain that(∫
B
|t2Le− t22 L f˜ (y)|2 dy
) 1
2
=
(∫
B
|t2Le− t22 LH(y)|2 dy
) 1
2
.
(∫
B
|t2Le− t22 L(H14B)(y)|2 dy
) 1
2
+
∑
j≥2
(∫
B
|t2Le− t22 L(H1C j(B))(y)|2 dy
) 1
2
.
(∫
4B
|H(y)|2 dy
) 1
2
+
∑
j≥2
e−c4
j
(∫
2 j+1B
|H(y)|2 dy
) 1
2
=: I +
∑
j≥2
e−c4
j
I j.
By Poincaré inequality, we conclude that
I . t
(∫
8B
|∇ f˜ (y)|2 dy
) 1
2
,
and that
I j .
(∫
2 j+1B
| f˜ (y) − ( f˜ )2 j+1B|2 dy
) 1
2
+ |2 j+1B|1/2
j∑
k=2
|( f˜ )2k B − ( f˜ )2k+1B|
. |2 j+1B|1/2
j∑
k=2
(
−
∫
2k+1B
| f˜ (y) − ( f˜ )2k+1B|2 dy
) 1
2
.
j∑
k=2
2( j−k)n/22kt
(∫
2k+2B
|∇ f˜ (y)|2 dy
) 1
2
.
Then,
(∫
B
|t2Le− t22 L f˜ (y)|2 dy
) 1
2
. t
(∫
8B
|∇ f˜ (y)|2dy
) 1
2
+
∑
j≥2
e−c4
j
j∑
k=2
2( j−k)n/22kt
(∫
2k+2B
|∇ f˜ (y)|2 dy
) 1
2
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.
∑
j≥1
e−c4
j
(∫
2 j+2B
|t∇ f˜ (y)|2 dy
) 1
2
,
and therefore,
Sm,H f (x) .
∑
j≥1
e−c4
j
G2
j+3
m−1,H f (x),
recall the definition of G2
j+3
m−1,H in (1.25) and (1.27).
Next, for every 0 < p < ∞ and w ∈ A∞, choosing r̂ > max{rw, p/2}, taking the Lp(w) norm in both sides of
the previous inequality, and applying change of angles (see Proposition 2.43), we conclude that
‖Sm,H f ‖Lp(w) .
∑
j≥1
e−c4
j‖G2 j+3m−1,H f ‖Lp(w) . ‖Gm−1,H f ‖Lp(w)
∑
j≥1
2 jnr̂/pe−c4
j
. ‖Gm−1,H f ‖Lp(w).
As for part (b), fix w ∈ A∞, f ∈ L2(Rn), and 0 < p < ∞, and note that following the same argument of [55,
Lemma 5.4]1, there exists a dimensional constant k0 ∈ N and C1 > 0 such that for all K ∈ N and k ∈ N0.
S2kK,P f (x) ≤ C1
(
G2
k+k0
K−1,P f (x)
) 1
2
(
S2k+k0K,P f (x)
) 1
2
,
recall the definitions of SαK,P and GαK−1,P, for α > 0, in (1.25), (1.29), and (1.30). Now, for some R > 0, to be
determined later, consider
S∗ f (x) :=
∞∑
k=0
R−kS2kK,P f (x) and G∗ f (x) :=
∞∑
k=0
R−kG2
k
K−1,P f (x).
By the above inequality, and using Young’s inequality, we have
S∗ f (x) ≤
∞∑
k=0
R−(k+k0)
(
C21R
2k0G2
k+k0
K−1,P f (x)
) 1
2
(
S2k+k0K,P f (x)
) 1
2
(3.24)
≤ 1
2
(
C21R
2k0
∞∑
k=0
R−(k+k0)G2
k+k0
K−1,P f (x) +
∞∑
k=0
R−(k+k0)S2k+k0K,P f (x)
)
≤ 1
2
(
R2k0C21G
∗ f (x) + S∗ f (x)) .
Besides, since SK,P is bounded from L2(Rn) to L2(Rn) (see Theorem 3.2), applying [32, Proposition 4, Section
3] or [4], and choosing R > 2
n
2 +1, we have that
‖S∗ f ‖L2(Rn) ≤
∞∑
k=0
R−k‖S2kK,P f ‖L2(Rn) .
∞∑
k=0
R−k2
kn
2 ‖SK,P f ‖L2(Rn) .
∞∑
k=0
R−k2
kn
2 ‖ f ‖L2(Rn) < ∞,
hence S∗ f (x) < ∞ a. e. x ∈ Rn. Then, by (3.24),
SK,P f (x) ≤ S∗ f (x) ≤ CR2k0G∗ f (x).
Hence, taking the Lp(w) norm in the previous inequality, by Proposition 2.60, we conclude that, for r0 >
max{p/2, rw} and R = 2
nr0
p +1 > 2
n
2 +1,
‖SK,P f ‖Lp(w) .
∞∑
k=0
R−(k−2k0)‖G2kK−1,P f ‖Lp(w) . R2k0
∞∑
k=0
R−k2
knr0
p ‖GK−1,P f ‖Lp(w) . ‖GK−1,P f ‖Lp(w).
Following the explanation of Remark 3.22 we conclude (a) and (b) for all functions f ∈ Lq(w) with w ∈ A∞
and q ∈ Ww(p−(L), p+(L)). 
1We want to thank Steve Hofmann for sharing with us this argument that was omitted in [55, Lemma 5.4].
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3.2 Non-tangential maximal functions
We first show boundedness on Lp(w) for the non-tangential maximal functions in (1.32).
Theorem 3.25. Given w ∈ A∞. There hold
(a) NH is bounded on Lp(w) for all p ∈ Ww(p−(L),∞),
(b) NP is bounded on Lp(w) for all p ∈ Ww(p−(L), p+(L)).
Proof. We start by proving part (a). Fix w ∈ A∞, p ∈ Ww(p−(L),∞), and f ∈ L∞c (Rn). Take p0 ∈ (p−(L), 2)
and apply the Lp0(Rn) − L2(Rn) off-diagonal estimates satisfied by the family {e−t2L}t>0 to obtain
‖NH f ‖Lp(w) ≤
(∫
Rn
sup
t>0
(∫
B(x,2t)
|e−t2L f (z)|2 dz
tn
) p
2
w(x)dx
) 1
p
.
∑
j≥1
e−c4
j
(∫
Rn
sup
t>0
(∫
B(x,2 j+2t)
| f (z)|p0 dz
tn
) p
p0
w(x)dx
) 1
p
.
∑
j≥1
e−c4
j
2
jn
p0
(∫
Rn
|Mp0 f (x)|pw(x)dx
) 1
p
. ‖Mp0 f ‖Lp(w),
whereMp0 f := (M| f |p0)
1
p0 .
Now, take p−(L) < p0 < 2 close enough to p−(L) so that w ∈ A p
p0
. Consequently, Mp0 is bounded on
Lp(w), and then, we conclude that
‖NH f ‖Lp(w) . ‖Mp0 f ‖Lp(w) . ‖ f ‖Lp(w),
for all f ∈ L∞c (Rn), and by a density argument, for all f ∈ Lp(w).
We next prove part (b). In this case, we fix w ∈ A∞, p ∈ Ww(p−(L), p+(L)), and f ∈ L∞c (Rn). First, notice
that we can split NP as follows
NP f (x) ≤ sup
(y,t)∈Γ(x)
(∫
B(y,t)
|(e−t
√
L − e−t2L) f (z)|2 dz
tn
) 1
2
+ sup
(y,t)∈Γ(x)
(∫
B(y,t)
|e−t2L f (z)|2 dz
tn
) 1
2
= sup
(y,t)∈Γ(x)
(∫
B(y,t)
|(e−t
√
L − e−t2L) f (z)|2 dz
tn
) 1
2
+NH f (x) =: mP f (x) +NH f (x).
After applying subordination formula (1.36) and Minkowski’s integral inequality, we obtain that
mP f (x) . sup
t>0
∫ ∞
0
e−uu
1
2
(∫
B(x,2t)
|(e− t24u L − e−t2L) f (y)|2 dy
tn
) 1
2 du
u
. sup
t>0
∫ 1
4
0
u
1
2
(∫
B(x,2t)
|(e− t24u L − e−t2L) f (y)|2 dy
tn
) 1
2 du
u
+ sup
t>0
∫ ∞
1
4
e−uu
1
2
(∫
B(x,2t)
|(e− t24u L − e−t2L) f (y)|2 dy
tn
) 1
2 du
u
=: I + II.
We first deal with I. Take p−(L) < p0 < 2, and apply the Lp0(Rn) − L2(Rn) off-diagonal estimates satisfied by
{e−t2L}t>0. Then,
3.2. NON-TANGENTIAL MAXIMAL FUNCTIONS 73
I = sup
t>0
∫ 1
4
0
u
1
2
(∫
B(x,2t)
|e− t22 L(e−( 14u− 12 )t2L − e− t22 L) f (y)|2 dy
tn
) 1
2 du
u
. sup
t>0
∑
j≥1
e−c4
j
∫ 1
4
0
u
1
2
(
−
∫
B(x,2 j+2t)
|(e−( 14u− 12 )t2L − e− t22 L) f (y)|p0dy
) 1
p0 du
u
.
Now, notice that when 0 < u < 14 , we have∣∣∣∣(e−( 14u− 12 )t2L − e− t22 L) f (y)∣∣∣∣ ≤ 2 ∫ t
√
1
4u− 12
t√
2
|r2Le−r2L f (y)|dr
r
≤ 2
∫ t
2
√
u
t√
2
|r2Le−r2L f (y)|dr
r
. log(u−
1
2 )
1
2
(∫ ∞
0
|r2Le−r2L f (y)|2 dr
r
) 1
2
=: log(u−
1
2 )
1
2 gH f (y).
Therefore,
I .
∑
j≥1
e−c4
j
∫ 1
4
0
log(u−
1
2 )
1
2 u
1
2
du
u
sup
t>0
(
−
∫
B(x,2 j+2t)
|gH f (y)|p0dy
) 1
p0
.Mp0(gH f )(x).
On the other hand, for 14 ≤ u < ∞,∣∣∣∣(e− t24u L − e−t2L) f (y)∣∣∣∣ ≤ 2 ∫ tt
2
√
u
|r2Le−r2L f (y)|dr
r
. log(2
√
u)
1
2
(∫ t
t
2
√
u
|r2Le−r2L f (y)|2 dr
r
) 1
2
.
Hence,
II . sup
t>0
∫ ∞
1
4
e−u log(2
√
u)
1
2 u
1
2
(∫
B(x,2t)
∫ t
t
2
√
u
|r2Le−r2L f (y)|2 dr
r
dy
tn
) 1
2 du
u
. sup
t>0
∫ ∞
1
4
ue−u
(∫ t
t
2
√
u
∫
B(x,2t)
|r2Le−r2L f (y)|2 dy
tn
dr
r
) 1
2 du
u
. sup
t>0
∫ ∞
1
4
e−u
(∫ t
t
2
√
u
∫
B(x,4
√
ur)
|r2Le−r2L f (y)|2 dy dr
rn+1
) 1
2
du
.
∫ ∞
1
4
e−u
(∫ ∞
0
∫
B(x,4
√
ur)
|r2Le−r2L f (y)|2 dy dr
rn+1
) 1
2
du =
∫ ∞
1
4
e−u S4
√
u
H f (x)du,
recall the definition of S4
√
u
H in (1.25) and (1.26). Gathering these estimates gives us, for p−(L) < p0 < 2,
NP f (x) .Mp0(gH f )(x) +
∫ ∞
1
4
e−u S4
√
u
H f (x) du +NH f (x), ∀x ∈ Rn.
Let w ∈ A∞ and p ∈ Ww(p−(L), p+(L)), taking norms on Lp(w), and applying Proposition 2.60, we obtain, for
r > max{p/2, rw} and p−(L) < p0 < 2,
‖NP f ‖Lp(w) . ‖Mp0(gH f )‖Lp(w) +
∫ ∞
1
4
u
nr
2p e−u du ‖SH f ‖Lp(w) + ‖NH f ‖Lp(w)
. ‖Mp0(gH f )‖Lp(w) + ‖SH f ‖Lp(w) + ‖NH f ‖Lp(w).
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Now, taking p0 close enough to p−(L) so that w ∈ A p
p0
, we have that the maximal operatorMp0 is bounded on
Lp(w). Besides, since p ∈ Ww(p−(L), p+(L)) ⊂ Ww(p−(L),∞), we have that gH, SH, and NH are bounded op-
erators on Lp(w), (see [11, Theorem 7.6, (a)], Theorem 3.1, part (a), and Theorem 3.25, part (a), respectively),
we conclude (b) for all f ∈ L∞c (Rn), and by a density argument, for all f ∈ Lp(w). 
We next compare the norms of NH and NP, with the norms of GH and GP, respectively. To this end, we
shall need the following Lemma which is related with the change of angle and whose proof follows similarly
to the proof of [55, Lemma 6.2]. Consider for all κ ≥ 1
Nκ f (x) := sup
(y,t)∈Γκ(x)
(∫
B(y,κt)
|F(z, t)|2 dz
tn
) 1
2
,
we simply write N for κ = 1.
Lemma 3.26. Let w ∈ Ar, 0 < p < ∞, and κ ≥ 1. There holds
‖Nκ f ‖Lp(w) . κn
(
1
2 +
r
p
)
‖N f ‖Lp(w).
Proof. Consider Oλ := {x ∈ Rn : N f (x) > λ}, Eλ := Rn\Oλ, and, for γ = 1 − 1(4κ)n , the set of γ-density
E∗λ :=
{
x ∈ Rn : ∀ r > 0, |Eλ∩B(x,r)||B(x,r)| ≥ γ
}
. Note that O∗λ := Rn \ E∗λ = {x ∈ Rn :M(1Oλ)(x) > 1/(4κ)n}.
We claim that for every λ > 0,
Nκ f (x) ≤ (3κ) n2λ, for all x ∈ E∗λ. (3.27)
Assuming this, let 0 < p < ∞ and w ∈ Ar, 1 ≤ r < ∞, thenM : Lr(w)→ Lr,∞(w). Hence, we would have
‖Nκ f ‖pLp(w) = p
∫ ∞
0
λp−1w({x ∈ Rn : Nκ f (x) > λ}) dλ
= p(3κ)
np
2
∫ ∞
0
λp−1w({x ∈ Rn : Nκ f (x) > (3κ) n2λ}) dλ ≤ p(3κ) np2
∫ ∞
0
λp−1w(O∗λ) dλ
. p(3κ)
np
2 (4k)nr
∫ ∞
0
λp−1w(Oλ) dλ = (3κ)
np
2 (4k)nr‖N f ‖pLp(w),
which would finish the proof.
So it just remains to show (3.27). First, note that if x ∈ E∗λ then, for every (y, t) ∈ Γ2κ(x), B(y, t) ∩ Eλ , ∅.
To prove this, suppose by way of contradiction that B(y, t) ⊂ Oλ. Then, since B(y, t) ⊂ B(x, 3κt),
M(1Oλ)(x) ≥
|B(y, t)|
|B(x, 3κt)| =
1
(3κ)n
>
1
(4κ)n
,
which implies that x ∈ O∗λ, a contradiction. Therefore, for all (y, t) ∈ Γ2κ(x), with x ∈ E∗λ, there exists y0 ∈ B(y, t)
(in particular (y, t) ∈ Γ(y0)) such that N f (y0) ≤ λ. Hence, for all (y, t) ∈ Γ2κ(x), with x ∈ E∗λ,(∫
B(y,t)
|F(ξ, t)|2 dξ
tn
) 1
2
≤ sup
(z,s)∈Γ(y0)
(∫
B(z,s)
|F(ξ, s)|2 dξ
sn
) 1
2
≤ λ. (3.28)
On the other hand, for all x ∈ Rn and (y, t) ∈ Γκ(x), we have that B(y, κt) ⊂ ⋃i B(yi, t), where {B(yi, t)}i is a
collection of at most (3κ)n balls such that yi ∈ B(x, 2κt), or equivalently (yi, t) ∈ Γ2κ(x).
Therefore, we conclude that, for all x ∈ E∗λ and (y, t) ∈ Γκ(x)∫
B(y,κt)
|F(z, t)|2 dz
tn
≤
∑
i
∫
B(yi,t)
|F(z, t)|2 dz
tn
≤ (3κ)nλ2,
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where we have used (3.28), since x ∈ E∗λ and (yi, t) ∈ Γ2κ(x). Finally taking the supremum over all (y, t) ∈ Γκ(x),
we obtain
Nκ f (x)2 ≤ (3κ)nλ2, ∀ x ∈ E∗λ.
Raising both sides of the previous inequality to 12 we conclude (3.27) and the proof.

Theorem 3.29. Given an arbitrary f ∈ L2(Rn), for all w ∈ A∞ and 0 < p < ∞, there hold
(a) ‖GP f ‖Lp(w) . ‖NP f ‖Lp(w),
(b) ‖GH f ‖Lp(w) . ‖NH f ‖Lp(w).
Proof. We start by proving part (a). Fix w ∈ A∞, 0 < p < ∞, and f ∈ L2(Rn). For every N > 1 and α ≥ 1, we
define
KN := {(y, t) ∈ Rn+1+ : y ∈ B(0,N), t ∈ (N−1,N)} (3.30)
and
GαP,N f (x) :=
(∫ ∞
0
∫
B(x,αt)
1KN (y, t)|t∇y,te−t
√
L f (y)|2 dy dt
tn+1
) 1
2
,
when α = 1 we simply write GP,N . Then, suppGαP,N f ⊂ B(0, (α + 1)N) and, since the vertical square func-
tion
(∫ ∞
0 |t∇y,te−t
√
L f (y)|2 dtt
) 1
2
is bounded on L2(Rn), we have that ‖GαP,N f ‖Lp(w) ≤ CN
n
2 ‖ f ‖L2(Rn)w(B(0, (α +
1)N))
1
p < ∞.
Following the ideas used in the proofs of [55, Theorems 6.1 and 7.1], for every λ > 0, set
Oλ := {x ∈ Rn : NκP f (x) > λ} and Eλ := Rn \ Oλ,
where
NκP f (x) = sup
(y,t)∈Γκ(x)
(∫
B(y,κt)
|e−t
√
L f (z)|2 dz
tn
) 1
2
,
and κ is some positive number that we will determine during the proof.
Besides, consider the set of 12 -density associated with Eλ:
E∗λ :=
{
x ∈ Rn : ∀r > 0, |Eλ ∩ B(x, r)||B(x, r)| ≥
1
2
}
and O∗λ := Rn \ E∗λ =
{
x ∈ Rn :M(1Oλ)(x) >
1
2
}
.
We have that E∗λ ⊂ Eλ and Oλ ⊂ O∗λ. Moreover, since w ∈ A∞,M : Lr(w) → Lr,∞(w), for some fixed r > rw.
Consequently w(O∗λ) ≤ Cww(Oλ). On the other hand, consider the set
O˜λ := {x ∈ Rn : GαP,N f (x) > λ}.
Proceeding as in the proof of Proposition 2.43, part (a), we can show that O˜λ is open and, since ‖GαP,N f ‖Lp(w) <
∞, then w(O˜λ) < ∞ which implies that O˜λ $ Rn. Hence, taking a Whitney decomposition of O˜λ, there exists a
family of closed cubes {Q j} j∈N with disjoint interiors such that⋃
j∈N
Q j = O˜λ and diam(Q j) ≤ d(Q j,Rn \ O˜λ) ≤ 4diam(Q j).
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We claim that there exists a positive constant cw, depending on the weight, such that, for every 0 < γ < 1 and
α = 12
√
n,
w({x ∈ E∗γλ : GP,N f (x) > 2λ,NκP f (x) ≤ γλ}) ≤ Cγcww({x ∈ Rn : GαP,N f (x) > λ}). (3.31)
Assuming this momentarily, we would have
w({x ∈ Rn : GP,N f (x) > 2λ}) ≤ w(O∗γλ) + w({x ∈ E∗γλ : GP,N f (x) > 2λ,NκP f (x) ≤ γλ}) + w(Oγλ)
≤ Cγcww({x ∈ Rn : GαP,N f (x) > λ}) + Cw({x ∈ Rn : NκP f (x) > γλ}).
Multiplying both sides of the previous inequality by λp−1 and integrating in λ > 0, we would obtain
‖GP,N f ‖pLp(w) ≤ Cγcw‖GαP,N f ‖pLp(w) + Cγ‖NκP f ‖pLp(w).
Then, applying Proposition 2.43 and Lemma 3.26 with N = NP we would get
‖GP,N f ‖pLp(w) ≤ Cαγcw‖GP,N f ‖pLp(w) + Cκ,γ‖NP f ‖pLp(w).
Finally, since ‖GP,N f ‖Lp(w) ≤ ‖GαP,N f ‖Lp(w) < ∞, taking γ small enough such that Cαγcw < 12 , we would
conclude that, for some constant C > 0 uniform on N,
‖GP,N f ‖Lp(w) ≤ C‖NP f ‖Lp(w).
This and the Monotone Convergence Theorem would readily lead to the desired estimate. Therefore to complete
the proof we just need to show (3.31). Notice that since GP,N f ≤ GαP,N f , we have{
x ∈ E∗γλ : GP,N f (x) > 2λ,NκP f (x) ≤ γλ
} ⊂ ⋃
j∈N
{
x ∈ E∗γλ ∩ Q j : GP,N f (x) > 2λ,NκP f (x) ≤ γλ
}
.
Consequently, since w ∈ A∞, to obtain (3.31) it is enough to show
|{x ∈ E∗γλ ∩ Q j : GP,N f (x) > 2λ,NκP f (x) ≤ γλ}| ≤ Cγ2|Q j|. (3.32)
To this end, consider u(y, t) = e−t
√
L f (y), and
GP,1, j,N f (x) :=
(∫ ∞
`(Q j)
2
∫
B(x,t)
1KN (y, t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1
) 1
2
,
and GP,2, j,N f (x) :=
∫ `(Q j)2
0
∫
B(x,t)
1KN (y, t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1
 12 .
We have that GP,N f ≤ GP,1, j,N f + GP,2, j,N f and that GP,1, j,N f (x) ≤ λ for all x ∈ Q j. Indeed, notice that for each
j, there exists x j ∈ Rn \ O˜λ such that d(x j,Q j) ≤ 4diamQ j. Besides, if (y, t) is such that t ≥ `(Q j)2 , x ∈ Q j, and
y ∈ B(x, t), then
|x j − y| ≤ |x j − x| + |x − y| < 5
√
n`(Q j) + t ≤ 11
√
nt.
Hence, for α = 12
√
n and for all x ∈ Q j, we have
GP,1, j,N f (x)2 =
∫ ∞
`(Q j)
2
∫
B(x,t)
1KN (y, t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1
≤
∫∫
Γα(x j)
1KN (y, t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1 = GαP,N f (x j)2 ≤ λ2.
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This and Chebychev’s inequality imply that
|{x ∈ E∗γλ ∩ Q j : GP,N f (x) > 2λ,NκP f (x) ≤ γλ}|
≤ |{x ∈ E∗γλ ∩ Q j : GP,2, j,N f (x) > λ}| ≤
1
λ2
∫
E∗γλ∩Q j
GP,2, j,N f (x)2dx
≤ 1
λ2
∫
E∗γλ∩Q j
∫ `(Q j)
2
0
∫
B(x,t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1 dx =: 1λ2
∫
E∗γλ∩Q j
GP,2 f (x)2 dx. (3.33)
In order to estimate the last integral above, for 0 < ε < `(Q j)2 , consider the function
GP,2,ε f (x) :=
∫ `(Q j)2
ε
∫
B(x,t)
∣∣t∇y,tu(y, t)∣∣2 dy dttn+1
 12 . (3.34)
Besides, for β > 0, consider the region
Rε,`(Q j),β(E∗γλ ∩ Q j) :=
⋃
x∈E∗γλ∩Q j
{
(y, t) ∈ Rn × (βε, β`(Q j)) : |y − x| < t
β
}
,
and set
B(y) :=
(
A(y) 0
0 1
)
, (3.35)
where A is as in (1.19). Then, we have that there exist 0 < λ˜ ≤ Λ˜ < ∞ such that
λ˜ |ξ|2 ≤ Re B(x) ξ · ξ¯ (3.36)
and
|B(x) ξ · ζ¯ | ≤ Λ˜ |ξ| |ζ |, (3.37)
for all ξ, ζ ∈ Cn+1 and almost every x ∈ Rn. Moreover, we have that
∂tu(y, t) = div
y,t
(tB(y)∇y,tu(y, t)). (3.38)
Finally notice that
GP,2,ε f (x)2 .
∫ β`(Q j)
βε
∫
|x−y|< tβ
|t∇y,tu(y, t)|2 dy dttn+1 , for all β ∈ (2
−1, 1).
From this we immediately see∫
E∗γλ∩Q j
GP,2,ε f (x)2dx .
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)|2dy dt, for all β ∈ (2−1, 1). (3.39)
To bound the last integral above apply (3.36) and integration by parts:∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)|2dy dt . Re
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
tB(y)∇y,tu(y, t) · ∇y,tu(y, t)dy dt
=
1
2
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
[
tB(y)∇y,tu(y, t) · ∇y,tu(y, t) + tB(y)∇y,tu(y, t) · ∇y,tu(y, t)
]
dy dt
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= C
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
[
− div
y,t
(tB(y)∇y,tu(y, t))u(y, t) − div
y,t
(tB(y)∇y,tu(y, t))u(y, t)
]
dy dt
+
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
[
tB(y)∇y,tu(y, t) · υy,t(y, t)u(y, t) + tB(y)∇y,tu(y, t) · υy,t(y, t)u(y, t)
]
dσ,
where υy,t is the outer unit normal associated with the domain of integration.
Now, use (3.38) in the first integral, (3.37) in the second one, and the fact that |υy,t(y, t)| = 1, to obtain∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)|2dy dt .
∣∣∣∣∣
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
[
− ∂tu(y, t) · u(y, t) − ∂tu(y, t) · u(y, t)
]
dy dt
∣∣∣∣∣
+
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)||u(y, t)|dσ
=
∣∣∣∣∣−
∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
∂t|u(y, t)|2dy dt
∣∣∣∣∣ +
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)||u(y, t)|dσ.
Then, applying again integration by parts and Cauchy-Schwarz’s inequality, we conclude that∫∫
Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)|2dy dt (3.40)
≤
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
|u(y, t)|2dσ +
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
t|∇y,tu(y, t)||u(y, t)|dσ
.
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
|u(y, t)|2dσ +
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
|t∇y,tu(y, t)|2dσ.
Now, observe that
∂Rε,`(Q j),β(E∗γλ ∩ Q j) =
{
(y, t) ∈ Rn+1+ : d(y,Q j ∩ E∗γλ) =
t
β
, βε ≤ t ≤ β`(Q j)
}
⋃{
y ∈ Rn : d(y,Q j ∩ E∗γλ) < ε
} × {βε}⋃{
y ∈ Rn : d(y,Q j ∩ E∗γλ) < `(Q j)
} × {β`(Q j)}
=: H(β) ∪ T (ε) × {βε} ∪ T (`(Q j)) ×
{
β`(Q j)
}
,
and for every function h : Rn+1+ → R∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
h dσ =
∫
H(β)
h dσ +
∫
T (ε)
h(y, βε )dy +
∫
T (`(Q j))
h(y, β`(Q j)) dy.
Besides, consider
Bε,`(Q j)(E∗γλ ∩ Q j) :=
{
(y, t) ∈ Rn × (2−1ε, `(Q j)) : 2−1d(y, E∗γλ ∩ Q j) < t < d(y, E∗γλ ∩ Q j)
}
and F(y, t) :=
d(y,Q j∩E∗γλ)
t . We have that
|JF(y, t)| ≤ 1|t| +
d(y,Q j ∩ E∗γλ)
t2
, t , 0, for a.e. y ∈ Rn,
where JF denotes the Jacobian of F. Then, integrating in β ∈ (1/2, 1) and applying the coarea formula∫ 1
1
2
∫
H(β)
hdσ dβ ≤
∫ 1
1
2
∫
F−1(1/β)
h1Bε,`(Q j)(E∗γλ∩Q j)dσ dβ
3.2. NON-TANGENTIAL MAXIMAL FUNCTIONS 79
≤
∫∫
Rn+1+
h(y, t)1Bε,`(Q j)(E∗γλ∩Q j)(y, t)|JF(y, t)|dy dt
≤
∫∫
Bε,`(Q j)(E∗γλ∩Q j)
h(y, t)|JF(y, t)|dy dt
≤
∫∫
Bε,`(Q j)(E∗γλ∩Q j)
h(y, t)
1
t
(
1 +
d(y,Q j ∩ E∗γλ)
t
)
dy dt
.
∫∫
Bε,`(Q j)(E∗γλ∩Q j)
h(y, t)
dy dt
t
.
On the other hand, doing the change of variables βε = t, we have∫ 1
1
2
∫
T (ε)
h(y, βε)dy dβ =
∫ ε
ε
2
1
ε
∫
T (ε)
h(y, t)dy dt .
∫∫
Bε(E∗γλ∩Q j)
h(y, t)
dy dt
t
,
where
Bε(E∗γλ ∩ Q j) :=
{
(y, t) ∈ Rn × (2−1ε, ε) : d(y, E∗γλ ∩ Q j) < 2t
}
,
And finally, doing the change of variables β`(Q j) = t we obtain∫ 1
1
2
∫
T (`(Q j))
h(y, β`(Q j))dy dβ =
∫ `(Q j)
`(Q j)
2
1
`(Q j)
∫
T (`(Q j))
h(y, t)dy dt .
∫∫
B`(Q j)(E∗γλ∩Q j)
h(y, t)
dy dt
t
,
where
B`(Q j)(E∗γλ ∩ Q j) :=
{
(y, t) ∈ Rn × (2−1`(Q j), `(Q j)) : d(y, E∗γλ ∩ Q j) < 2t
}
.
Therefore, applying the previous estimates with h(y, t) = |u(y, t)|2, and h(y, t) = |t∇y,tu(y, t)|2, and also (3.39)
and (3.40), we have∫
E∗γλ∩Q j
GP,2,ε f (x)2dx = 2
∫ 1
1
2
∫
E∗γλ∩Q j
GP,2,ε f (x)2dx dβ
.
∫ 1
1
2
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
|u(y, t)|2dσ dβ +
∫ 1
1
2
∫
∂Rε,`(Q j),β(E∗γλ∩Q j)
|t∇y,tu(y, t)|2dσ dβ
.
∫∫
B˜(E∗γλ∩Q j)
|u(y, t)|2 dy dt
t
+
∫∫
B˜(E∗γλ∩Q j)
|t∇y,tu(y, t)|2 dy dtt
=: I + II, (3.41)
where
B˜(E∗γλ ∩ Q j) := Bε(E∗γλ ∩ Q j) ∪ B`(Q j)(E∗γλ ∩ Q j) ∪ Bε,`(Q j)(E∗γλ ∩ Q j).
Hence,
I .
∫∫
Bε(E∗γλ∩Q j)
|u(y, t)|2 dy dt
t
+
∫∫
B`(Q j)(E∗γλ∩Q j)
|u(y, t)|2 dy dt
t
+
∫∫
Bε,`(Q j)(E∗γλ∩Q j)
|u(y, t)|2 dy dt
t
=: I1 + I2 + I3,
and
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II .
∫∫
Bε(E∗γλ∩Q j)
|t∇y,tu(y, t)|2 dy dtt +
∫∫
B`(Q j)(E∗γλ∩Q j)
|t∇y,tu(y, t)|2 dy dtt
+
∫∫
Bε,`(Q j)(E∗γλ∩Q j)
|t∇y,tu(y, t)|2 dy dtt =: II1 + II2 + II3.
We start estimating I1. For every (y, t) ∈ Bε(E∗γλ∩Q j), there exists y0 ∈ E∗γλ∩Q j such that y ∈ B(y0, 2t). Besides,
since y0 ∈ E∗γλ∩Q j, from the definition of E∗γλ we have that |Eγλ∩B(y0, 2t)| ≥ Ctn and then |Eγλ∩B(y, 4t)| ≥ Ctn.
Thus, we have for κ ≥ 4,
I1 .
∫∫
Bε(E∗γλ∩Q j)
∫
Eγλ∩B(y,4t)
|u(y, t)|2dxdy dt
tn+1
.
∫ ε
ε
2
∫
8Q j∩Eγλ
∫
B(x,4t)
|u(y, t)|2 dy
tn
dx dt
t
≤
∫ ε
ε
2
∫
8Q j∩Eγλ
NκP f (x)2
dx dt
t
. |Q j|(γλ)2.
The second inequality follows applying Fubini and noticing that (y, t) ∈ Bε(E∗γλ ∩ Q j) and x ∈ Eγλ ∩ B(y, 4t)
imply that x ∈ Eγλ ∩ 8Q j, y ∈ B(x, 4t), and t ∈
(
ε
2 , ε
)
, where we recall that ε < `(Q j)2 . Similarly, for II1,
II1 .
∫∫
Bε(E∗γλ∩Q j)
∫
Eγλ∩B(y,4t)
|t∇y,tu(y, t)|2dxdy dttn+1 .
∫
8Q j∩Eγλ
∫ ε
ε
2
∫
B(x,4t)
|∇y,tu(y, t)|2 dy dttn−1 dx.
Now, consider the elliptic operator L˜u(y, t) := − divy,t
(
B(y)∇y,tu(y, t)
)
, (where B is the matrix defined in (3.35)).
Besides, for each x ∈ 8Q j ∩ Eγλ, cover the truncated cone Γ ε2 ,ε,4(x) := {(y, t) ∈ Rn × (ε/2, ε) : |x − y| < 4t} by
dyadic cubes Ri ⊂ Rn+1+ , of side length `ε, ε16√n < `ε ≤ ε8√n . Then, the family {2Ri}i∈N has controlled overlap.
Hence since L˜u = 0, we can apply Caccioppoli’s inequality and obtain for κ ≥ 5∫ ε
ε
2
∫
B(x,4t)
|∇y,tu(y, t)|2 dy dttn−1 .
1
εn−1
M∑
i=1
∫∫
Ri
|∇y,tu(y, t)|2dy dt
.
1
εn+1
M∑
i=1
∫∫
2Ri
|u(y, t)|2dy dt . 1
εn+1
∫ 2ε
ε
4
∫
B(x,5t)
|u(y, t)|2dy dt
.
1
εn+1
∫ 2ε
ε
4
tn dtNκP f (x)2 . NκP f (x)2.
Consequently,
II1 .
∫
8Q j∩Eγλ
NκP f (x)2 dx . |Q j|(γλ)2.
Arguing in the same way, we obtain for I2 and II2 similar estimates:
I2 . |Q j|(γλ)2 and II2 . |Q j|(γλ)2.
Finally, for I3 and II3, decompose Rn \ (E∗γλ∩Q j) = O∗γλ∪ (Rn \Q j), which is an open set since the cubes Q j are
closed, into a family of Whitney balls {B(xk, rk)}∞k=0, such that
⋃∞
k=0 B(xk, rk) = O
∗
γλ ∪ (Rn \ Q j), and for some
constants 0 < c1 < c2 < 1 and c3 ∈ N, c1d(xk, E∗γλ ∩ Q j) ≤ rk ≤ c2d(xk, E∗γλ ∩ Q j), and
∑∞
k=0 1B(xk ,rk)(x) ≤ c3,
for all x ∈ Rn. Besides, consider the set
K˜ := {k : d(xk, E∗γλ ∩ Q j)) ≤ 2(1 − c2)−1`(Q j)}.
We are going to see that
Bε,`(Q j)(E∗γλ ∩ Q j) ⊂
⋃
k∈K˜
B(xk, rk) × [rk(c−12 − 1)/2, rk(c−11 + 1)]. (3.42)
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Indeed, for (y, t) ∈ Bε.`(Q j)(E∗γλ ∩ Q j), we have that ε/2 < t < `(Q j), y ∈ Rn \ (E∗γλ ∩ Q j), and
2−1d(y, E∗γλ ∩ Q j) < t < d(y, E∗γλ ∩ Q j). (3.43)
Then, there exists k such that y ∈ B(xk, rk). We see that k ∈ K˜ and rk(c−12 − 1)/2 ≤ t ≤ rk(c−11 + 1). On the one
hand, we have
d(y, E∗γλ ∩ Q j) ≤ |y − xk| + d(xk, E∗γλ ∩ Q j) ≤ rk + c−11 rk = (1 + c−11 )rk,
and, on the other hand,
d(y, E∗γλ ∩ Q j) ≥ d(xk, E∗γλ ∩ Q j) − |y − xk| ≥ (rkc−12 − rk) = (c−12 − 1)rk.
Therefore, by (3.43), we have that t ∈ [rk(c−12 − 1)/2, rk(c−11 + 1)]. From this and recalling that t < `(Q j), we
have
d(xk, E∗γλ ∩ Q j) ≤ |y − xk| + d(y, E∗γλ ∩ Q j) ≤ rk + 2`(Q j) ≤
2t
(c−12 − 1)
+ 2`(Q j) ≤ 2(1 − c2)−1`(Q j),
which in turn gives us that k ∈ K˜. Moreover, note that for every k ∈ K˜, we have that
B(xk, rk) ⊂ C(c2)Q j, with C(c2) := 4(1 − c2)−1(c2 + 1) + 1.
Indeed, note that since E∗γλ ∩Q j ⊂ Q j then d(xk,Q j) ≤ d(xk, E∗γλ ∩Q j). Hence, for x0 ∈ B(xk, rk) and xQ j being
the center of Q j, we have,
|x0 − xQ j |∞ ≤ |x0 − xk|∞ + |xk − xQ j |∞ ≤ rk +
(
2(1 − c2)−1 + 12
)
`(Q j)
≤
(
2(1 − c2)−1(c2 + 1) + 12
)
`(Q j) = (4(1 − c2)−1(c2 + 1) + 1)`(Q j)2 .
Now, since E∗γλ ⊂ Eγλ then
d(xk,Q j ∩ Eγλ) ≤ d(xk, E∗γλ ∩ Q j) ≤ c−11 rk ≤
2c2
c1(1 − c2) t,
which implies that, for κ > 2c2c1(1−c2) there exists x˜ ∈ Q j ∩ Eγλ such that |x˜ − xk| < κt, and then∫
B(xk ,
2c2
1−c2 t)
|u(y, t)|2 dy
tn
≤
∫
B(xk ,
2c2
c1(1−c2) t)
|u(y, t)|2 dy
tn
≤
∫
B(xk ,κt)
|u(y, t)|2 dy
tn
≤ NκP f (x˜) ≤ (γλ)2.
Therefore, we have
I3 ≤
∑
k∈K˜
∫ rk(c−11 +1)
rk (c
−1
2 −1)
2
∫
B(xk ,rk)
|u(y, t)|2 dy dt
t
.
∑
k∈K˜
rnk
∫ rk(c−11 +1)
rk (c
−1
2 −1)
2
∫
B(xk ,
2c2
1−c2 t)
|u(y, t)|2 dy dt
tn+1
. (γλ)2
∑
k∈K˜
rnk . (γλ)
2
∣∣∣∣∣∣
⋃
k∈K˜
B(xk, rk)
∣∣∣∣∣∣ . |Q j|(γλ)2.
Similarly, for II3, we obtain
II3 ≤
∑
k∈K˜
∫ rk(c−11 +1)
rk (c
−1
2 −1)
2
∫
B(xk ,rk)
|t∇y,tu(y, t)|2 dy dtt .
∑
k∈K˜
rnk
∫ rk(c−11 +1)
rk (c
−1
2 −1)
2
∫
B(xk ,
2c2
1−c2 t)
|t∇y,tu(y, t)|2 dy dttn+1 .
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Then, arguing as in the estimate of II1 (taking κ larger if necessary), we conclude that
II3 . |Q j|(γλ)2.
Gathering the estimates obtained for I and II give us∫
E∗γλ∩Q j
GP,2,ε f (x)2dx ≤ C|Q j|(γλ)2,
with C independent of ε. Now, recall the definitions of GP,2 and GP,2,ε in (3.33) and (3.34) respectively. Then,
let ε→ 0 and obtain ∫
E∗γλ∩Q j
GP,2 f (x)2dx ≤ C|Q j|(γλ)2.
This, together with (3.33), yields (3.32).
In order to complete the proof of Theorem 3.29, we need to establish part (b). The argument follows the
lines of [55, Theorem 6.1] and the proof of part (a), so we only sketch the main changes. Consider, for each
N > 1, KN as in (3.30), α ≥ 1, and
GαH,N f (x) :=
(∫∫
Γα(x)
1KN (y, t)
∣∣∣t∇ye−t2L f (y)∣∣∣2 dy dttn+1
) 1
2
.
We write GH,N when α = 1. Notice that supp GH,N f ⊂ B(0, (α + 1)N) and much as before
‖GαH,N f ‖Lp(w) ≤ C‖ f ‖L2(Rn)N
n
2 w(B(0, (α + 1)N))
1
p < ∞.
Hence, it is enough to show part (b) with GH,N in place of GH with constants uniform in N.
We follow the proof of part (a), replacing GαP,N and NP with GαH,N and NH, respectively (GP,N with GH,N
when α = 1). We also need to replace u(y, t) with v(y, t) := e−t2L f (y) and t∇y,tu(y, t) with t∇yv(y, t).
We also use the ellipticity of the matrix A (see (1.18)) instead of the properties of the block matrix B defined
in (3.35). Then, we have that∫
E∗γλ∩Q j
GH,2,ε f (x)2dx .
∫∫
B˜(E∗γλ∩Q j)
|v(y, t)|2 dy dt +
∫∫
B˜(E∗γλ∩Q j)
t|∇yv(y, t)|2 dy dt =: I˜ + I˜ I.
From here the proof proceeds much as the proof of part (a): term I˜ is estimated as term I, and term I˜ I as term
II but, in this case, as in the proof of [55, Theorem 6.1], we need to use the following parabolic Caccioppoli
inequality (see [55, Lemma 2.8]) formulated in the next lemma.
Lemma 3.44. Suppose ∂t f = −L f in I2r(x0, t0), where Ir(x0, t0) = B(x0, r) × [t0 − cr2, t0], t0 > 4cr2 and c > 0.
Then, there exists C = C(λ,Λ, c) > 0 such that∫∫
Ir(x0,t0)
|∇x f (x, t)|2dx dt ≤ Cr2
∫∫
I2r(x0,t0)
| f (x, t)|2dx dt.

Remark 3.45. Following the explanation of Remark 3.22, one can see that Theorem 3.29 holds for all functions
f ∈ Lq(w) with w ∈ A∞ and q ∈ Ww(p−(L), p+(L)). Details are left to the interested reader.
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3.3 Some further remarks
Proposition 3.46. Given w ∈ A∞, such thatWw(p−(L), p+(L)) , ∅, then
Ww(p−(L), p+(L)) ⊆ {p : ‖T f ‖Lp(w) ≈ ‖ f ‖Lp(w), ∀ f ∈ Lp(w)}, (3.47)
where T is any of the square functions considered in (1.26)-(1.31) or a non-tangential maximal function defined
in (1.32).
Proof. Take p ∈ Ww(p−(L), p+(L)) and f ∈ Lp(w). From Theorems 3.1, 3.2, and 3.25, and Remarks 3.22 and
3.45, we have that
‖T f ‖Lp(w) . ‖ f ‖Lp(w).
In order to show the converse inequality, let us first consider the particular case of T = Sm,P, for m ∈ N.
Note that we have the following Calderón reproducing formula for f ,
f (x) = Cm
∫ ∞
0
(
(t2L)me−t
√
L
)2
f (x)
dt
t
= Cm lim
N→∞
∫ N
N−1
(
(t2L)me−t
√
L
)2
f (x)
dt
t
, (3.48)
where the equalities are in Lp(w).
Remark 3.49. A priori, by L2(Rn) functional calculus, we have the above equalities for functions in L2(Rn).
Here we explain how to extend them to functions in Lp(w) for all p ∈ Ww(p−(L), p+(L)), where, abusing
notation, we understand that L is the infinitesimal generator on Lp(w) of the heat semigroup {e−tL}t>0 (see [11,
Remark 3.5]). Fixing such a p, we first introduce the operator Tt,L := (t2L)me−t
√
L, whose adjoint (in L2(Rn))
is T ∗t,L = (t2L∗)me−t
√
L∗ =: Tt,L∗ . Next, we set QL f (x, t) := Tt,L∗ f (x) for (x, t) ∈ Rn+1+ and f ∈ L2(Rn). Since
p ∈ Ww(p−(L), p+(L)) then p′ ∈ Ww1−p′ (p−(L∗), p+(L∗)), by [9, Lemma 4.4] and the fact that p±(L∗) = p∓(L)′
(see [3]), thus, the vertical square function defined by Tt,L∗ is bounded on Lp′(w1−p′) (see (4.57) and [11]).
Additionally, writing H := L2
(
(0,∞), dtt
)
, we obtain
‖QLh‖Lp′H (w1−p′ ) =
∥∥ ‖QLh‖H∥∥Lp′ (w1−p′ ) =
∫
Rn
(∫ ∞
0
|Tt,L∗h(x)|2 dtt
) p′
2
w(x)1−p
′
dx
 1p′ . ‖h‖Lp′ (w1−p′ ). (3.50)
Therefore, QL : Lp′(w1−p′) → Lp
′
H (w
1−p′). Besides, if Q∗L is its adjoint operator with respect to dx, for h ∈
L2H(R
n) and f ∈ L2(Rn), we have that
〈Q∗Lh, f 〉L2(Rn) = 〈h,QL f 〉L2H(Rn) =
∫
Rn
∫ ∞
0
h(y, t)(Tt,L)∗ f (y)dtt dy =
∫
Rn
∫ ∞
0
Tt,Lh(y, t)dtt f (y)dy,
where it is implicitly understood that Tt,Lh(y, t) = Tt,L
(
h(·, t))(y). Consequently, for every h ∈ L2H(Rn),
Q∗Lh(x) =
∫ ∞
0
Tt,Lh(x, t)dtt =
∫ ∞
0
(t2L)me−t
√
Lh(x, t)
dt
t
,
and ∣∣∣∣∫
Rn
Q∗Lh(x) f (x)dx
∣∣∣∣ ≤ ∫
Rn
‖h‖H‖QML f ‖Hdy.
Hence, by the boundedness of QL and by a density argument, we conclude that Q∗L has a bounded extension
from LpH(w) to L
p(w) (see also [3, 11]).
Moreover, note that CmQ∗LQL∗ f = f for every f ∈ L2(Rn), where according to the notation introduced above
QL∗ f (x, t) = Tt,L f (x) = (t2L)me−t
√
L f (x). On the other hand, for every f ∈ Lp(w) and g ∈ L2(Rn) ∩ Lp(w) we
have that
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∥∥ f −CmQ∗LQL∗ f∥∥Lp(w) ≤ ‖ f − g‖Lp(w) + Cm∥∥Q∗LQL∗(g − f )∥∥Lp(w)
. ‖ f − g‖Lp(w) + ‖QL∗(g − f )‖LpH(w) . ‖ f − g‖Lp(w),
where we have used the boundedness of Q∗L along with the fact that QL∗ is bounded from Lp(w) to LpH(w), the
latter follows as in (3.50) with Lp(w) in place of Lp
′
(w1−p′) since p ∈ Ww(p−(L), p+(L)). Using now that
L2(Rn) ∩ Lp(w) is dense in Lp(w) we easily conclude the first equality in (3.48).
In order to obtain the second equality in (3.48) we write IN := [N−1,N] and observe that for every h ∈
LpH(w), one has that 1IN h −→ h in LpH(w) as N → ∞, and therefore Q∗L(1IN h) −→ Q∗Lh in Lp(w) as N → ∞.
Taking now f ∈ Lp(w), as mentioned above, QL∗ f ∈ LpH(w) and it follows that Q∗L(1INQL∗ f ) −→ Q∗L(QL∗ f ) on
Lp(w), from this we obtain the second equality in (3.48).
Moreover, note that the operator QL defined in the above remark, is also bounded from Lp′(w1−p′) to
T p
′
(w1−p′), for all p′ ∈ Ww1−p′ (p−(L∗), p+(L∗)). Indeed, by Theorem 3.2 (and the observations made on
Remark 3.49) we have that, for h ∈ Lp′(w1−p′),
‖QLh‖T p′ (w1−p′ ) =
∫
Rn
(∫∫
Γ(x)
|(t2L∗)me−t
√
L∗h(y)|2 dy dt
tn+1
) p′
2
w1−p
′
(x)dx
 1p′ . ‖h‖Lp′ (w1−p′ ).
Again as in Remark 3.49, we have for all H ∈ T 2(Rn) and g ∈ L2(Rn),
Q∗LH(x) =
∫ ∞
0
(t2L)me−t
√
LH(x, t)
dt
t
,
and ∣∣∣∣∫
Rn
Q∗LH(y)g(y)dy
∣∣∣∣ = ∣∣∣∣∫
Rn
∫ ∞
0
H(y, t)(t2L∗)me−t
√
L∗g(y)
∫
B(y,t)
dx
dt dy
tn+1
∣∣∣∣ ≤ ∫
Rn
|||H|||Γ(x)|||T ∗t g|||Γ(x)dx,
where recall thatQ∗L is the adjoint ofQl, and the definition of |||·|||Γ(x) in Notation (h). Hence, by the boundedness
of QL from Lp′(w1−p′) to T p′(w1−p′), for all p′ ∈ Ww1−p′ (p−(L∗), p+(L∗)) and by a density argument, we
conclude that Q∗L has a bounded extension from T p(w) to Lp(w), for all p ∈ Ww(p−(L), p+(L)).
Consequently, for g ∈ Lp′(Rn), f ∈ Lp(w) and Tt,L f = (t2L)me−t
√
L f ∈ T p(w) (by Theorem 3.2), we have
that ∣∣∣∣∫
Rn
f (x)g¯(x)w(x)
1
p dx
∣∣∣∣ = Cm ∣∣∣∣∫
Rn
Q∗LF(x)g¯(x)w(x)
1
p dx
∣∣∣∣
= Cm
∣∣∣∣∫
Rn
∫ ∞
0
(t2L)me−t
√
LF(x, t)
dt
t
g¯(x)w(x)
1
p dx
∣∣∣∣
= Cm
∣∣∣∣∫
Rn
∫ ∞
0
F(x, t)(t2L∗)me−t
√
L∗(gw
1
p )(x)
dt
t
dx
∣∣∣∣
= Cm
∣∣∣∣∫
Rn
∫ ∞
0
F(x, t)(t2L∗)me−t
√
L∗(gw
1
p )(x)
∫
B(x,t)
dy
dt
tn+1
dx
∣∣∣∣
≤ Cm
∫
Rn
∫ ∞
0
∫
B(y,t)
∣∣∣∣F(x, t)(t2L∗)me−t√L∗(gw 1p )(x)∣∣∣∣ dx dttn+1 dy
. ‖Sm,P f ‖Lp(w)‖QL(g¯w
1
p )‖T p′ (w1−p′ )
. ‖Sm,P f ‖Lp(w)‖gw
1
p ‖Lp′ (w1−p′ ) = ‖Sm,P f ‖Lp(w)‖g‖Lp′ (Rn).
Consequently, taking the supremum over all g ∈ Lp′(Rn) such that ‖g‖Lp′ (Rn) ≤ 1, we obtain that, for all m ∈ N,
‖ f ‖Lp(w) . ‖Sm,P f ‖Lp(w). (3.51)
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Now note that, from the proof of Theorem 3.4, part(b), we have that ‖Sm,P f ‖Lp(w) ≤ ‖Sm,H f ‖Lp(w), for all m ∈ N.
This, (3.51), Theorems 3.3, 3.4, 3.23, and 3.29 yield that
‖ f ‖Lp(w) . ‖T f ‖Lp(w),
where T is any of the operators in (1.26)-(1.31) or (1.32). This finishes the proof. 
Finally, recall that, as we explained in Remark 1.42, if we consider w ∈ A∞ such thatWw(p−(L), p+(L)) ,
∅, for real operators it happens that p̂−(L) = rw p−(L). But for complex operators we do not know if the equality
holds, we just know that p̂−(L) ≤ rw p−(L). Hence, in view of the possibility that p̂−(L) and rw p−(L) have
different values, in the next result we improve the boundedness range of SH; and with the same effort, due to
the comparison results in Theorem 3.3, of others square functions associated with the heat semigroup.
Theorem 3.52. Given w ∈ A∞ such thatWw(p−(L), p+(L)) , ∅, for all p ∈ (p̂−(L),∞), there hold:
(a) SH is bounded on Lp(w).
(b) Given m ∈ N, Sm,H, Gm,H, and Gm,H are bounded on Lp(w).
If we further assume thatWw(q−(L), q+(L)) , ∅ we have that, for p ∈ (p̂−(L),∞), GH and GH are bounded on
Lp(w) for all p ∈ (p̂−(L),∞).
Proof. Note that GH ≤ 2SH + GH, then by Theorem 3.3, we just need to prove the theorem for SH and GH. Let
Q be SH or GH
By [11, Theorem 2.4], to conclude our result, it is enough to prove that for every ball B = B(xB, rB) ⊂ Rn(
−
∫
C j(B)
|GHBrB f (x)|pdw
) 1
p
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
, for all j ≥ 2; (3.53)
and, (
−
∫
C j(B)
|ArB f (x)|qdw
) 1
q
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
, for all j ≥ 1, (3.54)
where ArB := I − (I − e−r2BL)M and BrB := I − ArB , for some M ∈ N arbitrarily large, q is such that Q is bounded
on Lq(w), f ∈ L∞c (Rn) such that supp f ⊂ B, and g( j) is such that
∑
j≥1 g( j)2nr, for some r > rw.
We start by taking q ∈ Ww(p−(L), p+(L)) when Q = SH and q ∈ Ww(q−(L), q+(L)) when Q = GH,
by Theorem 3.1, we know that, in any case, Q in bounded on Lq(w). Besides, also by that result, we only
need to consider the case p̂−(L) < p ≤ rw p−(L) (we recall that p−(L) = q−(L)). Next, we fix p0 so that
p−(L) < p0 < min{2, q} and w ∈ Aq/p0 .
The proof of (3.54) follows by expanding the binomial and using that, for 1 ≤ k ≤ M, e−kr2BL satisfies
Lp(w) − Lq(w) off-diagonal estimates on balls, (see Section 1.3.2).
As for (3.53), first note that it is enough to prove
I :=
(
−
∫
C j(B)
(∫ ∞
0
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
. g( j)
(
−
∫
B
| f (x)|pdw
) 1
p
,
for Tt being t2Le−t
2L or t∇ye−t2L. Splitting the integral in t we have that
I ≤
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
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+
(
−
∫
C j(B)
(∫ ∞
rB
∫
B(x,t)
|TtBrB f (y)|2
dy dt
tn+1
) p
2
dw
) 1
p
=: I1 + I2. (3.55)
In order to estimate I2, consider BrB,t := (e
−t2L−e−(t2+r2B)L)M. Then, changing the variable t into t√M + 1 =: tCM
and applying that {Tt}t>0 satisfies Lp0(Rn) − L2(Rn) off-diagonal estimates (see Section 1.3.1), we have
I2 .
−∫
C j(B)
(∫ ∞
rB
CM
∫
B(x,tCM)
|TtBrB,t f (y)|2
dy dt
tn+1
) p
2
dw
 1p
.
∑
i≥1
e−c4
i
−∫
C j(B)
(∫ ∞
rB
CM
(∫
B(x,2i+1tCM)
|BrB,t f (y)|p0
dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
.
Besides, since w ∈ A q
p0
, note that we have the following estimate for the integral in y:
(∫
B(x,2i+1CM t)
|BrB,t f (y)|p0
dy
tn
) 2
p0
(3.56)
. 2
i2n
p0
(∫
B(x,2i+1CM t)
|BrB,t f (y)|qw(y)dy
) 2
q
(
−
∫
B(x,2i+1tCM)
w(y)1−
(
q
p0
)′
dy
) 2
q
(
q
p0
−1
)
(2it)−
2n
q
. 2
i2n
p0
(
−
∫
B(x,2i+1CM t)
|BrB,t f (y)|qdw
) 2
q
.
By (3.56), we can split I2 as follows:
I2 .
j−2∑
i=1
e−c4
i
2
in
p0
−∫
C j(B)
(∫ ∞
rB
CM
(
−
∫
B(x,2i+1tCM)
|BrB,t f (y)|qdw
) 2
q dt
t
) p
2
dw

1
p
+ e−c4
j ∑
i≥ j−1
e−c4
i
2
in
p0
−∫
C j(B)
(∫ ∞
rB
CM
(
−
∫
B(x,2i+1tCM)
|BrB,t f (y)|qdw
) 2
q dt
t
) p
2
dw

1
p
=:
j−2∑
i=1
e−c4
i
I12i + e
−c4 j ∑
i≥ j−1
e−c4
i
I22i.
The sum
∑ j−2
i=1 e
−c4i I12i only appears when j ≥ 3. In this case, we split the integral in t and observe that for
x ∈ C j(B), and rBC−1M < t < rBC−1M 2 j−i−2, we have that B(x, 2i+1CMt) ⊂ 2 j+2B \ 2 j−1B; besides, for 1 ≤ i ≤ j− 2
and t ≥ rBC−1M 2 j−i−2, B, B(x, 2i+1CMt) ⊂ B(xB, 2 j+2CMt). Then, applying (1.11), Proposition 1.43, and the fact
that tCM ≥ rB, we obtain
I12i . 2
jn
p0
∫ 2 j−i−2rBCM
rB
CM
(rB
t
) 2n
p0
 j+1∑
l= j−1
(
−
∫
Cl(B)
|BrB,t f (y)|qdw
) 1
q
2 dt
t

1
2
+ 2
jn
p0
(∫ ∞
2 j−i−2rB
CM
(
−
∫
B(xB,2 j+2CM t)
|BrB,t( f 1B(xB,2 j+2CM t))(y)|qdw
) 2
q dt
t
) 1
2
3.3. SOME FURTHER REMARKS 87
.
2 j
(
n
p0
+θ2
)
‖ f ‖Lp(w)
w(B)
1
p
2 jθ1
∫ 2 j−i−2rBCM
rB
CM
(rB
t
) 2n
p0
+4M+2θ2
e−c
4 jr2B
t2
dt
t
 12 +(∫ ∞
2 j−i−2rB
CM
(rB
t
)4M dt
t
) 1
2

. 2i2M2− j
(
2M− np0 −θ1−θ2
)(
−
∫
B
| f (y)|pdw
) 1
p
.
The estimate of I22i follows applying Proposition 1.43 and the fact that for x ∈ C j(B), j ≥ 2, i ≥ j − 1, and
tCM ≥ rB, we have that B, B(x, 2i+1CMt) ⊂ B(xB, 2i+3CMt)
I22i . 2
in
p0
(∫ ∞
rB
CM
(
−
∫
B(xB,2i+3CM t)
|BrB,t( f 1B(xB,2i+3CM t))(y)|qdw
) 2
q dt
t
) 1
2
. 2i
(
n
p0
+θ2
)(∫ ∞
rB
CM
(rB
t
)4M dt
t
) 1
2 (
−
∫
B
| f (y)|pdw
) 1
p
. 2i
(
n
p0
+θ2
)(
−
∫
B
| f (y)|pdw
) 1
p
.
Therefore, for all j ≥ 2, we have
I2 .
(
2− j
(
2M− np0 −θ1−θ2
)
+ e−c4
j
)(
−
∫
B
| f (y)|pdw
) 1
p
. (3.57)
Next, in order to estimate I1, we expand the binomial. Then,
I1 ≤
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|Tt f (y)|2 dy dttn+1
) p
2
dw
) 1
p
+
M∑
k=1
Ck,M
(
−
∫
C j(B)
(∫ rB
0
∫
B(x,t)
|Tte−kr2BL f (y)|2 dy dttn+1
) p
2
dw
) 1
p
=: I11 +
M∑
k=1
Ck,MIk. (3.58)
We first estimate I11 , noticing that Tt = cTt/
√
2e
− t22 L, and applying the Lp0(Rn) − L2(Rn) off-diagonal estimates
satisfied by Tt/
√
2, we have
I11 .
∑
i≥1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t22 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
.
j−2∑
i=1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t22 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
+ e−c4
j ∑
i≥ j−1
e−c4
i
−∫
C j(B)
(∫ rB
0
(∫
B(x,2i+1t)
|e− t22 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
=:
j−2∑
i=1
e−c4
i
IIi + e−c4
j ∑
i≥ j−1
e−c4
i
IIIi,
where the sum
∑ j−2
i=1 e
−c4i IIi only appears if j ≥ 3. Then, proceeding as in (3.56), and noticing that for
x ∈ C j(B), j ≥ 3, 1 ≤ i ≤ j − 2, and 0 < t < rB, we have that B(x, 2i+1t) ⊂ 2 j+2B \ 2 j−1B, applying the
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Lp(w)− Lq(w) off-diagonal estimates on balls satisfied by e− t22 L (see Proposition 1.41), we obtain that, for some
constants θ1, θ2 > 0,
IIi .
∫ rB
0
(
2 jrB
t
) 2n
p0
 j+1∑
l= j−1
(
−
∫
Cl(B)
|e− t22 L f (y)|qdw
) 1
q
2 dt
t

1
2
. e−c4
j
(
−
∫
B
| f (y)|pdw
) 1
p
(∫ rB
0
(
2 jrB
t
) 2n
p0
+2θ2
e−c
4 jr2B
t2
dt
t
) 1
2
. e−c4
j
(
−
∫
B
| f (y)|pdw
) 1
p
.
Now we split IIIi as follows
IIIi .
−∫
C j(B)
(∫ rB
2i+1
0
(∫
B(x,2i+1t)
|e− t22 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
+
−∫
C j(B)
(∫ rB
rB
2i+1
(∫
B(x,2i+1t)
|e− t22 L f (y)|p0 dy
tn
) 2
p0 dt
t
) p
2
dw

1
p
=: III1i + III
2
i .
Note that for x ∈ C j(B) and 0 < t < rB/2i+1 we have that B(x, 2i+1t) ⊂ 2 j+2B \ 2 j−1B. Then, if j ≥ 3, the
estimate of III1i follows as the estimate of IIi. If j = 2, we write B(x, 2
i+1t) ⊂ ⋃3l=2 Cl(B) ∪ (4B \ 2B) and
proceed as in the estimate of IIi, applying [10, Lemma 6.5]. Hence, we obtain
III1i . e
−c4 j
(
−
∫
B
| f (y)|pdw
) 1
p
.
In order to estimate III2i , we observe that for x ∈ C j(B), j ≥ 2, i ≥ j − 1, and rB/2i+1 ≤ t < rB, we have that
B, B(x, 2i+1t) ⊂ 2i+3B. Thus, proceeding as before
III2i . 2
in
p0
(∫ rB
rB
2i+1
(rB
t
) 2n
p0
(
−
∫
2i+3B
|e− t22 L( f 12i+3B)(y)|qdw
) 2
q dt
t
) 1
2
.
(
−
∫
B
| f (y)|pdw
) 1
p
(∫ rB
rB
2i+1
(
2irB
t
)2θ2+ 2np0 dt
t
) 1
2
. 2ic
(
−
∫
B
| f (y)|pdw
) 1
p
.
Consequently, we conclude that
I11 . e
−c4 j
(
−
∫
B
| f (y)|pdw
) 1
p
. (3.59)
Let us now estimate Ik. We shall use extrapolation to show that Ik . e−c4 j
(
−
∫
B | f (y)|pdw
) 1
p for all k ∈ N. To
this end, we first show
that for every w0 ∈ RH( p+(L)
2
)′ if Tt = t2Le−t2L (or w0 ∈ RH( q+(L)
2
)′ if Tt = t∇ye−t2L), and k ∈ N,
∫
C j(B)
∫ rB
0
∫
B(x,t)
|Tte−kr2BL f (y)|2 dy dttn+1 w0(x)dx
.
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx. (3.60)
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Then, note that since p ≤ rw p−(L) < q < p+(L)sw (or p ≤ rw p−(L) < q <
q+(L)
sw
), we have that w ∈ RH( p+(L)
p
)′ (or
w ∈ RH( q+(L)
p
)′). Hence, (3.60) and Theorem 1.46 part (b) (or part (e) if q+(L), p+(L) = ∞) imply that for all
k ∈ N,
w(2 j+1B)Ipk .
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2B
2 L f (y)|p0 dy
rnB
) 1
p0
)p
w(x)dx =: II.
Thus, once proved (3.60), to estimate Ik we just need to consider II. Let us postpone the proof of (3.60) until
later and continue with the estimate of Ik. Since w ∈ A q
p0
, proceeding as in (3.56), we have
II .
∑
i≥1
e−c4
i
2
in
p0
(∫
2 j+3B\2 j−2B
(
−
∫
B(x,2i+1rB)
|e−
kr2B
2 L f (y)|qdw
) p
q
dw
) 1
p
p .
For 2 ≤ j ≤ 4, note that if x ∈ 2 j+3B \ 2 j−2B then B, B(x, 2i+1rB) ⊂ 2i+7B. Hence, using (1.11) and the
Lp(w) − Lq(w) off-diagonal estimates on balls satisfied by e− kr
2
B
2 L, we get
II
1
p .
∑
i≥1
e−c4
i
w(B)
1
p
(
−
∫
2i+7B
|e−
kr2B
2 L( f 12i+7B)(y)|qdw
) 1
q
.
∑
i≥1
e−c4
i
(∫
B
| f (y)|pdw
) 1
p
.
(∫
B
| f (y)|pdw
) 1
p
,
And, for j ≥ 5, we proceed as before, but noticing this time that for x ∈ 2 j+3B \ 2 j−2B, if 1 ≤ i ≤ j − 4 then
B(x, 2i+1rB) ⊂ 2 j+4B \ 2 j−3B; and if i ≥ j − 3 B, B(x, 2i+1rB) ⊂ 2i+7B. Hence,
II
1
p . 2
jn
p0 w(2 j+1B)
1
p
j−4∑
i=1
e−c4
i
j+3∑
l= j−3
(
−
∫
Cl(B)
|e−
kr2B
2 L f (y)|qdw
) 1
q
+ e−c4
j
w(2 j+1B)
1
p
∑
i≥ j−3
e−c4
i
(
−
∫
2i+7B
|e−
kr2B
2 L( f 12i+7B)(y)|qdw
) 1
q
. e−c4
j
w(2 j+1B)
1
p
(
−
∫
B
| f (y)|pdw
) 1
p
.
Let us next prove (3.60). If Tt = t2Le−t
2L, for w0 ∈ RH( p+(L)
2
)′ , if p+(L) < ∞, we chose 2 < q˜ < p+(L) so that
w0 ∈ RH( q˜
2
)′ ; if p+(L) = ∞, the condition w0 ∈ RH( p+(L)
2
)′ becomes w0 ∈ A∞. In this case, we take q˜/2 > sw,
consequently w ∈ RH( q˜
2
)′ and q˜/2 > 1. If Tt = t∇ye−t2L, we do the same but replacing p+(L) with q+(L).
Hence, by Proposition 2.64 and applying the Lp0(Rn) − Lq˜(Rn) off-diagonal estimates satisfied by T√
t2+kr2B/2
,
we have that, for η = 2 if Tt = t∇ye−t2L or η = 4 if Tt = t2Le−t2L,∫
C j(B)
∫ rB
0
∫
B(x,t)
|Tte−kr2BL f (y)|2 dy dttn+1 w0(x)dx
.
∫ rB
0
(
t
rB
)η ∫
C j(B)
(∫
B(x,rBt/rB)
|T√
t2+kr2B/2
e−
kr2B
2 L f (y)|q˜ dy
tn
) 2
q˜
w0(x)dx
dt
t
.
∫ rB
0
(
t
rB
)η ∫
2 j+3B\2 j−2B
(∫
B(x,rB)
|T√
t2+kr2B/2
e−
kr2B
2 L f (y)|q˜ dy
rnB
) 2
q˜
w0(x)dx
dt
t
.
∫ rB
0
(
t
rB
)η dt
t
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx
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.
∫
2 j+3B\2 j−2B
(∑
i≥1
e−c4
i
(∫
B(x,2i+1rB)
|e−
kr2B
2 L f (y)|p0 dy
rnB
) 1
p0
)2
w0(x)dx.
Therefore, we conclude that Ik . e−c4 j
(
−
∫
B | f (y)|pdw
) 1
p , for all k ∈ N. This, (3.55), (3.57) with 2M > n/p0 +
nq
p0
+ θ1 + θ2, (3.58), and (3.59), allow us to conclude the proof. 
Remark 3.61. Note that, from the previous result and Theorem 3.4, in the case that w ∈ A∞ satisfying
Ww(p−(L), p+(L)) , ∅, we also improve the lower exponent of the range of p′s where the conical square
function associated with the Poisson semigroup (1.29)-(1.31) are bounded on Lp(w). With the exception that in
the case of GP and GP, we need to assume further thatWw(q−(L), q+(L)) , ∅.
Chapter 4
WEIGHTED HARDY SPACES
The study of Hardy spaces began in the early 1900s in the context of Fourier series and complex analysis in
one variable. It was not until 1960 when the theory in Rn started developing by E.M. Stein and G. Weiss ([76]).
A few years later R.R. Coifman in [29] and R.H. Latter in [65] gave an atomic decomposition of the Hardy
spaces Hp, 0 < p ≤ 1. This atomic decomposition turns out to be a very important tool when studying the
boundedness of some singular integral operators, since in most cases checking the action of the operator in
question on these simpler elements (atoms) suffices to conclude its boundedness in the corresponding Hardy
space.
Another stage in the progress of the theory of Hardy spaces was done by J. García-Cuerva in [48] (see
also [78]) when he considered Rn with the measure given by a Muckenhoupt weight. These spaces were
called weighted Hardy spaces, and among other contributions, he also characterized them using an atomic
decomposition.
In general, the development of the theory of Hardy spaces has contributed to give us a better understanding
of some other topics as in the theory of singular integrals operators, maximal functions, multiplier operators,
etc. However, there are some operators that escape from the theory of these classical Hardy spaces. These
are, for example, the operators associated with a second order divergence form elliptic operator L, such as the
conical square functions and non-tangential maximal functions defined by the heat and Poisson semigroups
generated by the operator L, (see (1.26)-(1.31) and (1.32) for the precise definitions of these operators).
The theory of Hardy spaces associated with elliptic operators L was initiated by P. Auscher, X.T. Duong,
and A. McIntosh in an unpublished work, [5]. Besides, P. Auscher and E. Russ in [17] considered the case
on which the heat kernel associated with L is smooth and satisfies pointwise Gaussian bounds, this occurs for
instance for real symmetric operators. There, among other things, it was shown that the corresponding Hardy
space associated with L agrees with the classical Hardy space.
In the setting of Riemannian manifolds satisfying the doubling volume property, Hardy spaces associated
with the Laplace-Beltrami operator are introduced in [12] by P. Auscher, A. McIntosh and E. Russ and it is
shown that they admit several characterizations. Simultaneously, in the Euclidean setting, the study of Hardy
spaces related to the conical square functions and non-tangential maximal functions associated with the heat
and Poisson semigroups generated by divergence form elliptic operators L was taken by S. Hofmann and S.
Mayboroda in [55], for p = 1. The new point was that only a form of decay weaker than pointwise bounds and
satisfied in many occurrences was enough to develop a theory. This was followed later on by a second article
of S. Hofmann, S. Mayboroda, and A. McIntosh [56], for a general p and, at the same time, by an article of R.
Jiang and D. Yang [61]. They gave a molecular decomposition of those spaces and duality results. A natural
line of study in the context of these new Hardy spaces is the development of a weighted theory for them, as
J. García-Cuerva did in the classical setting. Some interesting progress has been done in this regard by T.A.
Bui, J. Cao, L.D. Ky, D. Yang, and S. Yang in [23, 22]. The results obtained in [22] in the particular case
ϕ(x, t) := tw(x), where w is a Muckenhoupt weight, give characterizations of the weighted Hardy spaces that,
however, only recover part of the results obtained in the unweighted case by simply taking w = 1.
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In this chapter we define the weighted Hardy spaces associated with the conical square functions considered
in (1.26)-(1.31), the non-tangential maximal functions defined in (1.32), and the Riesz transform (1.33). In the
case of considering weighted Hardy spaces associated with an operator T , that is, HpT (w), 0 < p ≤ 1,where
T is any conical square function or a non-tangential maximal function, we obtain a molecular characterization
of them. This is particularly useful to prove different properties of these spaces as happens in the classical
setting and in the context of second order divergence form elliptic operators. Moreover, we shall show that the
spaces HpT (w) are isomorphic to L
p(w) for p ∈ Ww(p−(L), p+(L)). In the case that T is the Riesz transform, we
characterize the corresponding Hardy spaces through the Hardy space associated with SH, for a certain range
of p’s. We also remark that if we consider the weight equal to one we fully recover the results obtained in the
unweighted case in [55] and [56].
4.1 Definitions
For w ∈ A∞ such thatWw(p−(L), p+(L)) , ∅, q ∈ Ww(p−(L), p+(L)), and 0 < p < ∞. We define the weighted
Hardy spaces associated with operators and the molecular weighted Hardy space.
4.1.1 Weighted Hardy spaces associated with operators
Definition 4.1. Given a sublinear operator T acting on functions of Lq(w) we define the weighted Hardy space
HpT ,q(w) as the completion of the set
H
p
T ,q(w) :=
{
f ∈ Lq(w) : T f ∈ Lp(w)} , (4.2)
with respect to the quasi-norm
‖ f ‖HpT ,q(w) := ‖T f ‖Lq(w). (4.3)
In our results T will be any of the square functions in (1.26)–(1.31), or a non-tangential maximal functions
in (1.32).
Definition 4.4. Given w ∈ A∞ such thatWw(q−(L), q+(L)) , ∅, q ∈ Ww(q−(L), q+(L)), we define the weighted
Hardy space associated with the Riesz transform Hp∇L−1/2,q(w), as the completion of the set
H
p
∇L−1/2,q(w) := { f ∈ Lq(w) : ‖∇L−
1
2 f ‖Lp(w) < ∞},
with respect to the quasi-norm ‖ f ‖Hp∇L−1/2 := ‖∇L
− 12 f ‖Lp(w).
Remark 4.5. In [56], where the unweighted case was considered, the Hardy spaces are defined taking the
completion of a set of functions in L2(Rn). Here we take functions in Lq(w), where q ∈ Ww(p−(L), p+(L))
because we don’t know whether 2 is inWw(p−(L), p+(L)) or not. In any case, we shall show that for 0 < p ≤ 1
or p ∈ Ww(p−(L), p+(L)) this choice of q is irrelevant since all the spaces HpT ,q(w) are isomorphic for all
q ∈ Ww(p−(L), p+(L)).
4.1.2 Molecular weighted Hardy spaces
Recall that for any cube Q ⊂ Rn we set
`(Qi) := 2i+1`(Q), ∀ i ≥ 1, C1(Q) := 4Q and, Ci(Q) := 2i+1Q\2iQ ∀ i ≥ 2, (4.6)
where `(Q) denotes the side length of Q.
We next define the notion of molecules and molecular representation. These objects are a weighted version
of those defined in [56] in the unweighted case.
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Definition 4.7. Apart from the conditions stated at the beginning of the section for w, q, and p, let us take ε > 0
and M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
.
(a) Molecules: We say that a functionm ∈ Lq(w) (belonging to the range of Lk in Lq(w), 0 ≤ k ≤ M,) is a
(w, q, p, ε,M)-molecule if, for some cube Q ⊂ Rn,m satisfies
‖m‖mol,w :=
∑
i≥1
2iεw(2i+1Q)
1
p− 1q
M∑
k=0
∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lq(w) < 1.
Henceforth, we refer to the previous expression as the molecular w-norm of m. Besides, any cube Q
satisfying that expression is called a cube associated withm.
Note that ifm is a (w, q, p, ε,M)-molecule, for all associated cubes Q:∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lq(w) ≤ 2−iεw(2i+1Q) 1q− 1p i = 1, 2, . . . ; k = 0, 1, . . . ,M. (4.8)
(b) Molecular representation: For any function f , we say that
∑
i∈N λimi is a (w, q, p, ε,M)-representation
of f , if the following conditions are satisfied:
(i) {λi}i∈N ∈ `p.
(ii) For every i ∈ N,mi is a (w, q, p, ε,M)-molecule.
(iii) f =
∑
i∈N λimi in Lq(w).
Using the properties of the weight w, we can obtain boundedness for the norm of
(
(`(Q)2L)−km
)
1Ci(Q) in
Lebesgue spaces instead of in weighted ones. That is:
Lemma 4.9. Given p0 < q, 0 < p < ∞, w ∈ A q
p0
, ε > 0, and M ∈ N. Letm be a (w, q, p, ε,M)-molecule and
let Q be a cube associated withm. For every i ≥ 1 and every 0 ≤ k ≤ M, k ∈ N0, there holds∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lp0 (Rn) . 2−iεw(2i+1Q)− 1p |2i+1Q| 1p0 .
Proof. First of all, recall that if m is a (w, q, p, ε,M)-molecule, in particular we have (4.8). This, Hölder’s
inequality, and the fact that w ∈ A q
p0
imply∥∥((`(Q)2L)−km) 1Ci(Q)∥∥Lp0 (Rn)
≤
(∫
Ci(Q)
|(`(Q)2L)−km(y)|qw(y) dy
) 1
q
(
−
∫
2i+1Q
w(y)1−
(
q
p0
)′
dy
) 1
q
(
q
p0
−1
)
|2i+1Q| 1p0 − 1q
.
(∫
Ci(Q)
|(`(Q)2L)−km(y)|qw(y) dy
) 1
q
(
−
∫
2i+1Q
w(y) dy
)− 1q
|2i+1Q| 1p0 − 1q
. 2−iεw(2i+1Q)−
1
p |2i+1Q| 1p0 .

We finally define the molecular weighted Hardy spaces.
Definition 4.10. Let w, q, p, ε, and M be as in the previous definition, we define the molecular weighted Hardy
space HpL,q,ε,M(w) as the completion of the set
H
p
L,q,ε,M(w) :=
{
f =
∞∑
i=1
λimi :
∞∑
i=1
λimi is a (w, q, p, ε,M)-representation of f
}
,
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with respect to the quasi-norm,
‖ f ‖HpL,q,ε,M(w) := inf

( ∞∑
i=1
|λi|p
) 1
p
:
∞∑
i=1
λimi is a (w, q, p, ε,M)-representation of f
 .
Remark 4.11. Although we shall just show molecular characterization for weighted Hardy spaces in the range
0 < p ≤ 1, we have given the definition of the molecular weighted Hardy spaces for all 0 < p < ∞. This
is because we can always obtain a molecular decomposition of functions f ∈ HpT ,q. This is easily seen by
following the proof of the molecular decomposition of functions in HpT ,q and noticing that there is no restriction
over p. In particular, we have that HpT ,q(w) ⊂ HpL,q,ε,M(w), with ‖ f ‖HpL,q,ε,M(w) . ‖ f ‖HpT ,q(w) for all 0 < p < ∞.
Remark 4.12. We shall show below that, for 0 < p ≤ 1, the Hardy space HpL,q,ε,M(w) does not depend on the
choice of the allowable parameters q, ε, and M. Hence, at this point, it is convenient for us to make a choice of
these parameters and define the weighted Hardy space as the one associated with this choice.
From now on for every w ∈ A∞ we fix q0 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε0 > 0, and M0 ∈ N such that
M0 > n2
(
rw
p − 1p−(L)
)
, and set HpL(w) := H
p
L,q0,ε0,M0(w).
4.2 Interpolation of HpSH(w)
Recall that in Theorem 2.76 we gave an interpolation result regarding weighed tent spaces. From that result
and after showing that Hardy spaces are retracts of tent spaces, we also obtain complex interpolation for Hardy
spaces.
Theorem 4.13. Given w ∈ A∞ and q ∈ Ww(p−(L), p+(L)). Suppose 1 ≤ p0 < p1 < p+(L)1/2,∗sw and 1p = 1−θp0 + θp1 ,
0 < θ < 1. Then
[Hp0SH,q(w),H
p1
SH,q(w)]θ = H
p
SH,q(w).
Proof. As we explained above, in view of Theorem 2.76, it is enough to show that Hardy spaces are retracts of
weighted tent spaces, i.e., that there exists an operator from any tent space to the corresponding Hardy space
having a right inverse.
Fix q ∈ Ww(p−(L), p+(L)), and note that for a function f ∈ Lq(w) and m ∈ N, we have the following
Calderón reproducing formula of f ,
f = Cm
∫ ∞
0
(
(t2L)me−t
2L
)2
f
dt
t
(4.14)
in Lq(w), where Cm is a positive constant. This equality follows from the fact that, for all w ∈ A∞ and p ∈
Ww(p−(L), p+(L)), the vertical square function defined by (t2L)me−t2L is bounded on Lp(w), (see [11]), and by
a similar explanation to that of Remark 3.49.
Besides, if we define for each (y, t) ∈ Rn+1+ , F (y, t) := (t2L)me−t2L f (y) and the operator QL,m f := F acting
over functions in Lq(w), by Theorem 3.3,
‖QL,m f ‖T p(w) = ‖Sm,H f ‖Lp(w) ≤ ‖SH f ‖Lp(w),
then QL,m is bounded from HpSH,q(w) to T p(w), for all q ∈ Ww(p−(L), p+(L)) and 1 ≤ p < ∞. Thus, by the
definition of HpSH,q(w), it can be extended to a bounded operator, denoted by QL,m from H
p
SH,q(w) to T
p(w).
Similarly if we consider QL∗,m, defined for all functions f ∈ Lq′(w1−q′) by QL∗,m f (y, t) := (t2L∗)me−t2L∗ f (y), for
all (y, t) ∈ Rn+1+ . Again by Theorem 3.3, by [9, Lemma 4.4], and since p±(L∗) = p∓(L)′, see [3], we have that
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QL∗,m : Lq′(w1−q′) → T q′(w1−q′) for all q′ ∈ Ww1−q′ (p−(L∗), p+(L∗)). Moreover, for all F ∈ T 2(Rn), its adjoint
operator (QL∗,m)∗, has the following representation
(QL∗,m)∗F(y) =
∫ ∞
0
(t2L)me−t
2LF(y, t)
dt
t
. (4.15)
Then since for all F ∈ T 2(Rn) and g ∈ L2(Rn),∣∣∣∣∫ ∞
0
(t2L)me−t
2LF(y, t)
dt
t
∣∣∣∣ = ∣∣∣∣∫
Rn
∫ ∞
0
F(y, t)(t2L∗)me−t2L∗g(y)
∫
B(y,t)
dx
dt dy
tn+1
∣∣∣∣
≤
∫
Rn
|||F|||Γ(x)|||(t2L∗)me−t2L∗g|||Γ(x)dx,
where |||F|||Γ(x) =
(∫∫
Γ(x) |F(y, t)|2 dy dttn+1
) 1
2
. By a density argument, we conclude that (QL∗,m)∗ has a bounded
extension, denoted by Q˜L,m, from T q(w) to Lq(w), for all q ∈ Ww(p−(L), p+(L)). As we explain in Remark
3.49, we also have the expression (4.15) for functions F ∈ T q(w) and q ∈ Ww(p−(L), p+(L)), understanding
that, by abuse of notation, in this case L is the infinitesimal generator of e−tL on Lq(w) (see [11, Remark 3.5]).
Besides we shall show that for all functions F ∈ T p(w) ∩ T q(w) and m ∈ N big enough,
‖SHQ˜L,mF‖Lp(w) . ‖F‖T p(w), for all 1 ≤ p < p+(L)
1/2,∗
sw
. (4.16)
Assuming this, since T p(w)∩T q(w) is dense in T p(w), Q˜L,m|T p(w) can be extended to a bounded operator, denoted
by QL,m, from T p(w) to H
p
SH,q(w). Then, by (4.14), we have that CmQ˜L,m ◦QL,m = I in H
p
SH,q(w), and by density
in HpSH,q(w). Hence, for w ∈ A∞, 1 ≤ p < p+(L)
1/2,∗
sw
, and q ∈ Ww(p−(L), p+(L)) the Hardy spaces HpSH,q(w) are
retracts of the tent spaces T p(w).
Then to conclude the proof it just remains to show (4.16). Applying Minkowski’s integral inequality we
obtain
‖SHQ˜L,mF‖Lp(w) =
(∫
Rn
(∫ ∞
0
∫
B(x,t)
|t2Le−t2LQ˜LF(y)|2 dy dttn+1
) p
2
w(x)dx
) 1
p
≤
∫
Rn
∫ ∞
0
(∫ ∞
0
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
≤
∫
Rn
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
+
∫
Rn
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
=: I + II.
We first show by extrapolation that II . ‖F‖T p(w), for every p as in (4.16) and every m ∈ N. To this end, in
view of Theorem 1.46, part (b), (or part (e) if p+(L)1/2,∗ = ∞), it is enough to consider the case p = 2 and
w ∈ RH( p+(L)1/2,∗
2
)′ . That is, to prove that, for all w ∈ RH( p+(L)1/2,∗
2
)′ and all m ∈ N,
III :=
∫
Rn
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12 . ‖F‖T 2(w).
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Under this assumption, note that we can find q0 and r so that 2 < q0 < p+(L),
q0
2 ≤ r < ∞, w ∈ RHr′ , and
2 +
n
2r
− n
q0
> 0. (4.17)
Indeed, if n > 2p+(L), since w ∈ RH( p+(L)1/2,∗
2
)′ , we have that sw < np+(L)2(n−2p+(L)) . Therefore, there exist ε1 > 0
small enough and 2 < q0 < p+(L) close enough to p+(L) so that
sw <
nq0
2(1 + ε1)(n − 2q0) .
Besides, there exists ε2 > 0 so that
q0 <
nq0
(1 + ε2)(n − 2q0) .
Hence, taking ε0 := min{ε1, ε2} and r := nq02(1+ε0)(n−2q0) , we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞, and
w ∈ RHr′ . Moreover
2 +
n
2r
− n
q0
= ε0
(
n
q0
− 2
)
> ε0
(
n
p+(L)
− 2
)
> 0.
If now we consider n ≤ 2p+(L), we have that p+(L)1/2,∗ = ∞. Then, note that the assumption w ∈ RH( p+(L)1/2,∗
2
)′
becomes w ∈ A∞. Hence, we fix r > sw, and q0 satisfying max
{
2, 2rp+(L)p+(L)+2r
}
< q0 < min {p+(L), 2r} if
p+(L) < ∞ and q0 = 2r if p+(L) = ∞. Therefore, we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞, and w ∈ RHr′ .
Besides,
2 +
n
2r
− n
q0
> 2 − n
p+(L)
≥ 0.
Keeping these choices in mind, we apply the fact that {e−t2L}t>0 ∈ F∞(L2 → L2), change the variable s into st,
and apply Jensen’s inequality and Minkowski’s integral inequality. Then, we have
III ≤
∫
Rn
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,t)
|e−t2L(s2L)m+1e−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12
.
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|(s2L)m+1e−s2LF(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12
=
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ ∞
1
s−2
(∫
B(x,2 j+1t)
|((st)2L)m+1e−(st)2LF(y, st)|2dy
) 1
2 ds
s
)2
dt
tn+1
w(x)dx
 12
.
∑
j≥1
e−c4
j
2 jcn
∫ ∞
1
s−2
(∫
Rn
∫ ∞
0
(∫
B(x,2 j+1t)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
) 1
2
ds
s
.
Now, consider for every s ≥ 1
J(x, s) :=
(∫ ∞
0
(∫
B(x,2 j+1t)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0 dt
t
) 1
2
.
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Applying Fubini’s theorem, Proposition 2.61, changing the variable t into t/s, the fact that {(t2L)m+1e−t2L}t>0 ∈
F∞(L2 → Lq0), and Proposition 2.43, and recalling our choices of q0 and r, we obtain that, for r0 > rw and
every s ≥ 1,∫
Rn
J(x, s)2w(x)dx .
∫ ∞
0
∫
Rn
(∫
B(x,2 j+1 st/s)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0
w(x)dx
dt
t
. s−
n
r
∫ ∞
0
∫
Rn
(∫
B(x,2 j+1 st)
|((st)2L)m+1e−(st)2LF(y, st)|q0 dy
tn
) 2
q0
w(x)dx
dt
t
≈ s− nr + 2nq0
∫
Rn
∫ ∞
0
(∫
B(x,2 j+1t)
|(t2L)m+1e−t2LF(y, t)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
. s−
n
r +
2n
q0
∑
l≥1
e−c4
l
∫
Rn
∫ ∞
0
∫
B(x,2 j+l+2t)
|F(y, t)|2 dy dt
tn+1
w(x)dx
. 2
jnr0
2 s−
n
r +
2n
q0 ‖F‖2T 2(w)
Hence, by (4.17), we have
III .
∑
j≥1
e−c4
j
∫ ∞
1
s−2
(∫
Rn
J(x, s)2w(x)dx
) 1
2 ds
s
.
∑
j≥1
e−c4
j
∫ ∞
1
s−2−
n
2r +
n
q0
ds
s
‖F‖T 2(w) . ‖F‖T 2(w)
which, as we observed above, implies that II . ‖F‖T p(w), for all 1 ≤ p < p+(L)1/2,∗sw and all m ∈ N.
Next, in order to estimate I we apply the fact that {(t2L)m+1e−t2L}t>0, {e−s2L}s>0 ∈ F∞(L2 → L2), and Lemma
1.35 recalling that, in this case, s < t. Then,
(∫
B(x,t)
|t2Le−t2L(s2L)me−s2LF(y, s)|2dy
) 1
2
=
(
s2
t2
)m(∫
B(x,t)
|(t2L)m+1e−t2Le−s2LF(y, s)|2dy
) 1
2
.
(
s2
t2
)m∑
j≥1
e−c4
j
(∫
B(x,2 j+1t)
|F(y, s)|2dy
) 1
2
.
Using this, changing the variable s into st, applying Minkowski’s integral inequality twice, changing the vari-
able t into t/s, applying Proposition 2.43, and taking 2m > nr0p − n2 , where r0 > max{p/2, rw}, we obtain
that
I .
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ t
0
(
s2
t2
)m(∫
B(x,2 j+1t)
|F(y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
=
∑
j≥1
e−c4
j
∫
Rn
∫ ∞
0
(∫ 1
0
s2m
(∫
B(x,2 j+1t)
|F(y, st)|2dy
) 1
2 ds
s
)2
dt
tn+1

p
2
w(x)dx

1
p
.
∑
j≥1
e−c4
j
(∫
Rn
(∫ 1
0
s2m
(∫ ∞
0
∫
B(x,2 j+1t)
|F(y, st)|2 dy dt
tn+1
) 1
2 ds
s
)p
w(x)dx
) 1
p
.
∑
j≥1
e−c4
j
∫ 1
0
s2m
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t)
|F(y, st)|2 dy dt
tn+1
) p
2
w(x)dx
) 1
p ds
s
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=
∑
j≥1
e−c4
j
∫ 1
0
s2m+
n
2
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+1t/s)
|F(y, t)|2 dy dt
tn+1
) p
2
w(x)dx
) 1
p ds
s
.
∑
j≥1
2 j
nr0
p e−c4
j
∫ 1
0
s2m+
n
2−
nr0
p
ds
s
‖F‖T p(w) . ‖F‖T p(w),
which finishes the proof. 
4.3 Characterization of HpL(w), 0 < p ≤ 1
In this section we give a molecular characterization of the weighted Hardy spaces HpT (w) for 0 < p ≤ 1. The
results are the following:
Theorem 4.18. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark
4.12. For every q ∈ Ww(p−(L), p+(L)), ε > 0, and M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
, the following spaces
are isomorphic to HpL(w) (and therefore one another) with equivalent norms
HpL,q,ε,M(w); H
p
Sm,H,q(w), m ∈ N; H
p
Gm,H,q(w), m ∈ N0; and H
p
Gm,H,q(w), m ∈ N0.
In particular, none of these spaces depend (modulo isomorphism) on the choice of the allowable parameters q,
ε, M, and m.
Theorem 4.19. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark 4.12.
For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and therefore one another)
with equivalent norms
HpSK,P,q(w), K ∈ N; H
p
GK,P,q(w), K ∈ N0; and H
p
GK,P,q(w), K ∈ N0.
In particular, none of these spaces depend (modulo isomorphism) on the choice of q, and K.
Theorem 4.20. Given w ∈ A∞ and 0 < p ≤ 1, let HpL(w) be the fixed molecular Hardy space as in Remark 4.12.
For every q ∈ Ww(p−(L), p+(L)), the following spaces are isomorphic to HpL(w) (and therefore one another)
with equivalent norms
HpNH,q(w) and H
p
NP,q(w).
In particular, none of these spaces depend (modulo isomorphism) on the choice of q.
Operators applied to molecules
One of the first steps when proving the above theorems, and in particular, to see that HpL(w) ⊂ HpT (w) (where
T is any of the conical square functions in (1.26)-(1.31), or a non-tangential maximal functions in (1.32)), is to
study the Lp(w) norm of T applied to molecules. In fact, we have that ‖Tm‖Lp(w) ≤ C, uniformly inm.
Proposition 4.21. Let w ∈ A∞ and let {Tt}t>0 be a family of sublinear operators satisfying the following
conditions:
(a) {Tt}t>0 ∈ F∞(Lp0 → L2) for all p−(L) < p0 ≤ 2.
(b) Ŝ f (x) :=
(∫∫
Γ(x) |Tt f (y)|2 dy dttn+1
) 1
2
is bounded on Lq(w) for every q ∈ Ww(p−(L), p+(L)).
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(c) For every λ > 0, there exists Cλ > 0 such that for every t > 0 it follows that
T√1+λ t = Cλ Tt ◦ e−λt
2L.
In particular for λ = 1, there exists C > 0 such that for every t > 0 there holds Tt = C T t√
2
◦ e− t22 L.
Then, for every m, a (w, q, p, ε,M)-molecule with q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M >
n
2
(
rw
p − 1p−(L)
)
, it follows that ‖Ŝm‖Lp(w) . 1, with constants independent ofm.
Assuming this result momentarily, we obtain the following.
Proposition 4.22. Let S be any of the conical square functions considered in (1.26)-(1.31). For every w ∈ A∞
andm a (w, q, p, ε,M)-molecule with q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M > n2
(
rw
p − 1p−(L)
)
, there
hold
(a) ‖Sm‖Lp(w) ≤ C.
(b) For all f ∈ HpL,q,ε,M(w), ‖S f ‖Lp(w) . ‖ f ‖HpL,q,ε,M(w).
Proof. Notice that, in view of Theorems 3.3 and 3.4, and Remark 3.22, and the fact that SH f ≤ 12GH f , to
prove part (a) it suffices to show the desired estimate for GH. To this end, we observe that |t∇y,te−t2L f |2 =
|t∇ye−t2L f |2+4|t2Le−t2L f |2.Besides, bothTt := t∇ye−t2L andTt := t2Le−t2L satisfy the hypotheses of Proposition
4.21: (a) follows from the off-diagonal estimates that the families Tt := t∇ye−t2L and Tt := t2Le−t2L satisfy (see
[3] or Section 1.3.1); (b) is contained in Theorem 3.1, part (a); and finally (c) follows from easy calculations.
Thus, we can apply Proposition 4.21 and obtain the desired estimate.
As for part (b), fix w ∈ A∞ and take q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M ∈ N such that M >
n
2
(
rw
p − 1p−(L)
)
. Then, for f ∈ HpL,q,ε,M(w), there exists a (w, q, p, ε,M)-representation of f , f =
∑∞
i=1 λimi,
such that ( ∞∑
i=1
|λi|p
) 1
p
≤ 2‖ f ‖HpL,q,ε,M(w).
On the other hand, since
∑∞
i=1 λimi converges in L
q(w) and since for any choice of S , we have that S is a
sublinear operator bounded on Lq(w) (see Theorems 3.1 and 3.2, and Remark 3.22). This, part (a), and the fact
that 0 < p ≤ 1 imply
‖S f ‖Lp(w) =
∥∥∥∥∥S
( ∞∑
i=1
λimi
)∥∥∥∥∥
Lp(w)
≤
( ∞∑
i=1
|λi|p ‖Smi‖pLp(w)
) 1
p
≤ C
( ∞∑
i=1
|λi|p
) 1
p
. ‖ f ‖HpL,q,ε,M(w),
as desired. 
Proof of Proposition 4.21.
Fix w ∈ A∞ andm a (w, q, p, ε,M)-molecule with q ∈ Ww(p−(L), p+(L)), ε > 0, and M > n2
(
rw
p − 1p−(L)
)
, and
let Q be a cube associated withm. Since w ∈ A q
p−(L)
we can pick p−(L) < p0 < 2, close enough to p−(L), so
that w ∈ A q
p0
and simultaneously
M >
n
2
(
rw p0
pp−(L)
− 1
p0
)
. (4.23)
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For every j, i ≥ 1, consider Qi := 2i+1Q,mi :=m1Ci(Q), and C ji := C j(Qi). Note that
|Ttm(y)| ≤ |Ttm(y)|1(0,`(Q))(t) + |Ttm(y)|1[`(Q),∞)(t) =: F1(y, t) + F2(y, t),
and therefore, recalling (h) in Notation, since 0 < p ≤ 1,
‖Ŝm‖pLp(w) ≤
∥∥|‖F1‖|Γ(·)∥∥pLp(w) + ∥∥|‖F2‖|Γ(·)∥∥pLp(w) =: I + II.
We estimate each term in turn. Note first that
F1(y, t) ≤
∑
i≥1
|Ttmi(y)|1(0,`(Q))(t) =:
∑
i≥1
F1,i(y, t).
Then,
I .
∑
i≥1
∥∥|‖F1,i‖|Γ(·)∥∥pLp(16Qi,w) +∑
j≥4
∑
i≥1
∥∥|‖F1,i‖|Γ(·)∥∥pLp(C ji,w) =: ∑
i≥1
Ii +
∑
j≥4
∑
i≥1
I ji. (4.24)
The estimate of Ii follows applying Hölder’s inequality, hypothesis (b), (1.11), and (4.8) (for k = 0). Then,
Ii ≤ ‖Ŝmi‖pLp(16Qi,w) . w(16Qi)1−
p
q ‖Ŝmi‖pLq(w) . w(Qi)1−
p
q ‖mi‖pLq(w) ≤ 2−ipε. (4.25)
To estimate I ji, note that, for every j ≥ 4 and i ≥ 1, 0 < t ≤ `(Q), and x ∈ C ji, it follows that B(x, t) ⊂
2 j+2Qi \ 2 j−1Qi. This, hypothesis (a), and Lemma 4.9 imply that(∫
B(x,t)
|Ttmi(y)|2 dy
) 1
2
≤
(∫
2 j+2Qi\2 j−1Qi
|Ttmi(y)|2 dy
) 1
2
≤ t−n
(
1
p0
− 12
)
e−c
4 j`(Qi)
2
t2 ‖mi‖Lp0 (Rn) . t−n
(
1
p0
− 12
)
e−c
4 j`(Qi)
2
t2 2−iεw(Qi)−
1
p |Qi|
1
p0 .
Then, (1.11) and easy calculations lead to
I ji . 2−ipεw(Qi)−1|Qi|
p
p0
∫
C ji
(∫ `(Q)
0
t−2n
(
1
p0
− 12
)
e−c
4 j`(Qi)
2
t2
dt
tn+1
) p
2
w(x)dx
. 2−ipεw(Qi)−1|Qi|
p
p0 w(2 j+1Qi)
(
4 j `(Qi)2)
− np2p0
(∫ ∞
2 j+i
s
2n
p0 e−cs
2 ds
s
) p
2
. 2−ipεe−c4
j
.
Plugging this and (4.25) into (4.24), we finally conclude the desired estimate for I:
I .
∑
i≥1
2−ipε +
∑
j≥4
∑
i≥1
2−ipεe−c4
j
. 1. (4.26)
We turn now to estimate II. First, set
BQ :=
(
I − e−`(Q)2L
)M
and AQ := I − BQ,
and observe that
F2(y, t) ≤ |TtAQm(y)|1[`(Q),∞)(t) + |TtBQm(y)|1[`(Q),∞)(t) =: F3(y, t) + F4(y, t). (4.27)
We start estimating the term related to F3. To do that, consider
h(y) :=
∑
i≥1
hi(y) :=
∑
i≥1
(`(Q)2L)−Mm(y) 1Ci(Q)(y),
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and note that
F3(y, t) ≤
∑
i≥1
|TtAQ(`(Q)2L)Mhi(y)|1[`(Q),∞)(t).
Then, we obtain
∥∥|‖F3‖|Γ(·)∥∥pLp(w) ≤∑
i≥1
∥∥∥∥∥
(∫∫
Γ(·)
|TtAQ(`(Q)2L)Mhi(y)|21[`(Q),∞) dy dttn+1
) 1
2
∥∥∥∥∥
p
Lp(16Qi,w)
+
∑
j≥4
∑
i≥1
∥∥∥∥∥
(∫∫
Γ(·)
|TtAQ(`(Q)2L)Mhi(y)|21[`(Q),∞) dy dttn+1
) 1
2
∥∥∥∥∥
p
Lp(C ji,w)
=:
∑
i≥1
IIi +
∑
j≥4
∑
i≥1
II ji.
Before estimating IIi and II ji, note that by Proposition 1.41, one can easily obtain that AQ(`(Q)2L)M is bounded
on Lq(w) uniformly on Q since q ∈ Ww(p−(L), p+(L)) and
AQ(`(Q)2L)M = (I − (I − e−`(Q)2L)M)(`(Q)2L)M =
M∑
k=1
Ck,M(k`(Q)2L)Me−k`(Q)
2L.
This, Hölder’s inequality, hypothesis (b), (1.11), and (4.8) imply
IIi ≤ w(16Qi)1−
p
q ‖AQ(`(Q)2L)Mhi‖pLq(w) . w(Qi)1−
p
q ‖hi‖pLq(w) . 2−ipε. (4.28)
We turn now to estimate II ji. Note that for every x ∈ C ji, j ≥ 4, i ≥ 1{
(y, t) : y ∈ B(x, t), t ≥ `(Q)} ⊂ E1 ∪ E2 ∪ E3,
where
E1 :=
(
2 j+2Qi \ 2 j−1Qi
) × [`(Q), 2 j−2`(Qi)], E2 := 2 jQi × (2 j−2`(Qi),∞),
and
E3 :=
(⋃
l≥ j
Cl(Qi)
)
× (2 j−2`(Qi),∞).
Consequently,
II ji ≤ w(2 j+1Qi)
3∑
l=1
(∫∫
El
|TtAQ(`(Q)2L)Mhi(y)|2 dy dttn+1
) p
2
=: w(2 j+1Qi)
3∑
l=1
Gl.
Now observe that hypothesis (c) with λ = 1 implies
|TtAQ(`(Q)2L)Mhi(y)| = C |T t√
2
e−
t2
2 LAQ(`(Q)2L)Mhi(y)|.
Besides,
e−
t2
2 LAQ(`(Q)2L)M =
M∑
k=1
Ck,M
(
`(Q)2
s2Q,t
)M (
s2Q,tL
)Me−s2Q,tL, where sQ,t := (k`(Q)2 + t22
) 1
2
.
Then, applying hypothesis (a), the fact that {(t2L)Me−t2L}t>0 ∈ F∞(Lp0 → Lp0) together with Lemma 1.35 (see
also [54, Lemma 2.3]), and Lemma 4.9, we have
G1 .
M∑
k=1
(∫ 2 j−2`(Qi)
`(Q)
(
`(Q)2
s2Q,t
)2M ∫
2 j+2Qi\2 j−1Qi
|T t√
2
(
s2Q,tL
)Me−s2Q,tLhi(y)|2dy dttn+1
) p
2
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.
(∫ 2 j−2`(Qi)
`(Q)
`(Q)4Mt−4M−
2n
p0 e−c
4 j+i`(Q)2
t2
dt
t
) p
2
2−ipεw(Qi)−1|Qi|
p
p0
. 2− jp
(
2M+ np0
)
2−ip(2M+ε)w(Qi)−1.
Similarly,
G2 .
(∫ ∞
2 j−2`(Qi)
`(Q)4Mt−4M−
2n
p0
dt
t
) p
2
2−ipεw(Qi)−1|Qi|
p
p0 . 2− jp
(
2M+ np0
)
2−ip(2M+ε)w(Qi)−1,
and
G3 .
∑
l≥ j
(∫ ∞
0
s4M+
2n
p0 e−cs
2 ds
s
) p
2
(2(l+i)`(Q))−p
(
2M+ np0
)
`(Q)2pM2−ipεw(Qi)−1|Qi|
p
p0
. 2− jp
(
2M+ np0
)
2−ip(2M+ε)w(Qi)−1.
Collecting the estimates for G1, G2, and G3 gives us
II ji .
w(2 j+1Qi)
w(Qi)
2− jp
(
2M+ np0
)
2−ip(2M+ε) . 2− j
(
2pM+ npp0 −
rw p0n
p−(L)
)
2−ip(2M+ε),
where we have used that w ∈ A rw p0
p−(L)
, by the definition of rw and the fact that p−(L) < p0, and (1.11). Gathering
this and (4.28), conclude that (4.23) yields∥∥|‖F3‖|Γ(·)∥∥pLp(w) .∑
i≥1
2−ipε +
∑
j≥4
∑
i≥1
2− j
(
2pM+ npp0 −
rw p0n
p−(L)
)
2−ip(2M+ε) . 1. (4.29)
We next estimate F4:
∥∥|‖F4‖|Γ(·)∥∥pLp(w) ≤∑
i≥1
∥∥∥∥∥
(∫∫
Γ(·)
|TtBQmi(y)|21[`(Q),∞)(t)dy dttn+1
) 1
2
∥∥∥∥∥
p
Lp(16Qi,w)
+
∑
i≥1
∑
j≥4
∥∥∥∥∥
(∫∫
Γ(·)
|TtBQmi(y)|21[`(Q),∞)(t)dy dttn+1
) 1
2
∥∥∥∥∥
p
Lp(C ji,w)
=:
∑
i≥1
IIIi +
∑
i≥1
∑
j≥4
III ji.
Note that the fact that the semigroup {e−tL}t>0 is uniformly bounded on Lq(w), since it was assumed that
q ∈ Ww(p−(L), p+(L)) ⊂ J˜w(L) (see Proposition 1.41, part (a)), easily gives that BQ is bounded on Lp(w)
uniformly in Q. Hence, Hölder’s inequality, hypothesis (b), and (4.8) (for k = 0), yield
IIIi . w(16Qi)
1− pq ‖Ŝ BQmi‖pLq(w) . w(16Qi)1−
p
q ‖mi‖pLq(w) . 2−ipε. (4.30)
Now, change the variable t into
√
1 + Mt and use hypothesis (c) to obtain
III ji .
∥∥∥∥∥
(∫∫
Γ
√
1+M(·)
|T√1+MtBQmi(y)|21[`(Q)/√1+M,∞)(t)
dy dt
tn+1
) 1
2
∥∥∥∥∥
p
Lp(C ji,w)
≈
∥∥∥∥∥
(∫∫
Γ
√
1+M(·)
|Tte−Mt2LBQmi(y)|21[`(Q)/√1+M,∞)(t)
dy dt
tn+1
) 1
2
∥∥∥∥∥
p
Lp(C ji,w)
.
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Setting θM = (1 + M)−
1
2 , for every x ∈ C ji, we have{
(y, t) : y ∈ B(x, θ−1M t), θM`(Q) < t < ∞
} ⊂ E˜1 ∪ E˜2 ∪ E˜3,
where
E˜1 :=
(
2 j+2Qi \ 2 j−1Qi
) × (θM`(Q), 2 j−2θM`(Qi)], E˜2 := 2 jQi × (2 j−2θM`(Qi),∞),
and
E˜3 :=
(⋃
l≥ j
Cl(Qi)
)
× (2 j−2θM`(Qi),∞).
Then we have that
III ji . w(2 j+1Qi)
3∑
l=1
(∫∫
E˜l
|Tte−Mt2LBQmi(y)|2 dy dttn+1
) p
2
=: w(2 j+1Qi)
3∑
l=1
G˜l.
At this point we proceed much as in the estimates for G1, G2, and G3. Applying Proposition 1.37 with s = `(Q),
and p = q = p0, we have that
III ji .
w(2 j+1Qi)
w(Qi)
2− jp
(
2M+ np0
)
2−ip(2M+ε) . 2− j
(
2pM+ npp0 −
rw p0n
p−(L)
)
2−ip(2M+ε),
where we have used that w ∈ A rw p0
p−(L)
, by the definition of rw and the fact that p−(L) < p0, and (1.11). From this
and (4.30), we conclude that (4.23) yields
∥∥|‖F4‖|Γ(·)∥∥pLp(w) .∑
i≥1
2−ipε +
∑
i≥1
∑
j≥4
2− j
(
2pM+ npp0 −
rw p0n
p−(L)
)
2−ip(2M+ε) . 1.
Using, this, (4.29), and (4.27), we conclude that II . 1, which, together with (4.26), gives the desired estimate:
‖Ŝm‖Lp(w) . 1. 
Similarly, for the non-tangential maximal functions considered in (1.32), we have:
Proposition 4.31. Let w ∈ A∞, let q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M ∈ N such that M >
n
2
(
rw
p − 1p−(L)
)
, and letm be a (w, q, p, ε,M)-molecule. There hold
(a) ‖NHm‖Lp(w) + ‖NPm‖Lp(w) ≤ C.
(b) For all f ∈ HpL,q,ε,M(w),
‖NH f ‖Lp(w) + ‖NP f ‖Lp(w) . ‖ f ‖HpL,q,ε,M(w).
Proof. Assuming part (a), the proof of part (b) is similar to that of Proposition 4.22, part (b), but applying
Theorem 3.25 instead of Theorems 3.1 and 3.2.
Let us prove part (a). Fix w ∈ A∞, q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, M ∈ N such that
M > n2
(
rw
p − 1p−(L)
)
. Then, takem a (w, q, p, ε,M)-molecule, and Q a cube associated withm. Besides we fix
p0, q0, and r̂ with p−(L) < p0 < min{2, q} ≤ max{2, q} < q0 < p+(L) and r̂ > rw so that w ∈ A q
p0
∩ RH( q0
q
)′ and
M > n2
(
r̂
p − 1p0
)
.
We start by dealing with NH. For every x ∈ Rn, we have
NHm(x) ≤
(
sup
(y,t)∈Γ(x), 0<t≤`(Q)
∫
B(y,t)
|e−t2Lm(z)|2 dz
tn
) 1
2
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+
(
sup
(y,t)∈Γ(x), t>`(Q)
∫
B(y,t)
|e−t2Lm(z)|2 dz
tn
) 1
2
=: F1m(x) + F2m(x).
Besides, recalling the notation introduced in (4.6), we can writem =
∑
i≥1m1Ci(Q) =:
∑
i≥1mi. Hence, since
0 < p ≤ 1,
‖F1m‖pLp(w) .
∑
i≥1
‖116Qi F1mi‖pLp(w) +
∑
i≥1
∑
j≥4
‖1C j(Qi)F1mi‖pLp(w) =:
∑
i≥1
Ii +
∑
i≥1
∑
j≥4
I ji. (4.32)
To estimate Ii, we apply Hölder’s inequality, Theorem 3.25, and (4.8) for k = 0. Then,
Ii . w(Qi)
1− pq ‖NHmi‖pLq(w) . w(Qi)1−
p
q ‖mi‖pLq(w) ≤ 2−ipε. (4.33)
As for I ji, note that for every x ∈ C j(Qi), 0 < t ≤ `(Q), and (y, t) ∈ Γ(x), we have that B(y, t) ⊂ 2 j+2Qi \ 2 j−1Qi.
Then, applying that {e−t2L}t>0 ∈ F∞(Lp0 → L2) and Lemma 4.9, we get
F1mi(x) ≤
(
sup
0<t≤`(Q)
∫
2 j+1Qi\2 j−1Qi
|e−t2Lmi(z)|2 dztn
) 1
2
≤ sup
0<t≤`(Q)
t−
n
p0 e−c
4 j+i`(Q)2
t2 ‖mi‖Lp0 (Rn)
. w(Qi)
− 1p |Qi|
1
p0 2−iεe−c4
j+i
(2 j+i`(Q))−
n
p0 .
Therefore, taking the norm in Lp(w) in the previous expression and using that w ∈ A∞, we obtain that I ji .
e−c4 j+i . This, (4.32), and (4.33) yield ‖F1m‖Lp(w) ≤ C.
We turn now to estimate the norm in Lp(w) of F2m. Considering BQ := (I − e−`(Q)2L)M, AQ := I − BQ, and
m˜ := (`(Q)2L)−Mm, and noticing that we can write m˜ =
∑
i≥1 m˜1Ci(Q) =:
∑
i≥1 m˜i. Then, for every x ∈ Rn,
m(x) = BQm(x) + AQm(x) =
∑
i≥1
(
BQmi(x) +
M∑
k=1
Ck,M(k`(Q)2L)Me−k`(Q)
2L
m˜i(x)
)
.
Besides, proceeding as in (4.33) and applying the fact that, for every 1 ≤ k ≤ M, (k`(Q)2L)Me−k`(Q)2L and BQ
are bounded on Lq(w) (see Proposition 1.41), we have that
∑
i≥1
(∥∥116Qi F2BQmi∥∥pLp(w) + M∑
k=1
Ck,M
∥∥∥116Qi F2(k`(Q)2L)Me−k`(Q)2Lm˜i∥∥∥pLp(w)
)
≤ C. (4.34)
Next, consider θM :=
√
M + 1 and note that, for every j ≥ 4, i ≥ 1, x ∈ C j(Qi), `(Q)/θM < t ≤
2 j−3`(Qi)/θM, and (y, θMt) ∈ Γ(x), we have that B(y, θMt) ⊂ 2 j+2Qi \ 2 j−1Qi. Therefore, since {e−t2L}t>0 ∈
F∞(Lp0 − L2) and by the Lp0(Rn) − Lp0(Rn) off-diagonal estimates satisfied by {(e−t2L − e−(t2+`(Q)2)L)M}t>0 (see
(1.38)), applying Lemma 1.35 (see also [54, Lemma 2.3]), and Lemma 4.9, we have
F2BQmi(x) . ‖mi‖Lp0 (Rn)
 sup
`(Q)
θM
<t≤ 2 j−3`(Qi)θM
(
`(Q)
t
)2M
t−
n
p0 e−c
4 j+i`(Q)2
t2 + sup
2 j−3`(Qi)
θM
<t
(
`(Q)
t
)2M
t−
n
p0

. w(Qi)
− 1p 2−i(2M+ε)2− j
(
2M+ np0
)
.
Then, taking the norm in Lp(w) in the previous inequality and using (1.11), we obtain that
‖1C j(Qi)F2BQmi‖Lp(w) . 2−i(2M+ε)2− j
(
2M+ np0 −
r̂n
p
)
, (4.35)
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for all j ≥ 4 and i ≥ 1.
Note now that, for every j ≥ 4, i ≥ 1, x ∈ C j(Qi), `(Q)/
√
2 < t ≤ 2 j−3`(Qi)/
√
2, and (y,
√
2t) ∈ Γ(x),
we have that B(y,
√
2t) ⊂ 2 j+2Qi \ 2 j−1Qi. Then, proceeding as in the estimate of F2BQmi, but using this
time the off-diagonal estimates satisfied by the family {t2Le−t2L}t>0 instead of the ones satisfied by {(e−t2L −
e−(t2+`(Q)2)L)M}t>0, we have that, for every 1 ≤ k ≤ M,
F2
(
(k`(Q)2L)Me−k`(Q)
2L
m˜i
)
(x)
. sup
(y,
√
2t)∈Γ(x),t> `(Q)√
2
(
`(Q)2
t2 + k`(Q)2
)M (∫
B(y,
√
2t)
∣∣∣e−t2L((t2 + k`(Q)2)L)Me−(t2+k`(Q)2)Lm˜i(z)∣∣∣2 dztn
) 1
2
. ‖m˜i‖Lp0 (Rn)
 sup
`(Q)√
2
<t≤ 2 j−3`(Qi)√
2
(
`(Q)
t
)2M
t−
n
p0 e−c
4 j+i`(Q)2
t2 + sup
2 j−3`(Qi)√
2
<t
(
`(Q)
t
)2M
t−
n
p0

. w(Qi)
− 1p 2−i(2M+ε)2− j
(
2M+ np0
)
.
Then, ‖1C j(Qi)F2AQm‖Lp(w) . 2−i(2M+ε)2− j
(
2M+ np0 −
r̂n
p
)
, for all j ≥ 4 and i ≥ 1. This, (4.35), and (4.34), and
splitting the norm of F2m as in (4.32), allow us to conclude that ‖F2m‖Lp(w) ≤ C.
We consider now NP. Note that, in the proof of Theorem 3.25, part (b) (and following the notation intro-
duced there with f =m) we saw thatNPm(x) . mPm(x) +NHm(x). Then, since we have already proved that
‖NHm‖Lp(w) ≤ C, we just need to consider mPm. Applying, the subordination formula (1.36), we have that
mPm(x) . sup
(y,t)∈Γ(x)
∫ 1
4
0
u
1
2
(∫
B(y,t)
|(e− t24u L − e−t2L)m(z)|2 dz
tn
) 1
2 du
u
+ sup
(y,t)∈Γ(x)
∫ ∞
1
4
e−uu
1
2
(∫
B(y,t)
|(e− t24u L − e−t2L)m(z)|2 dz
tn
) 1
2 du
u
=: I + II.
Note that II is bounded by the term II (with f =m) in the proof of Theorem 3.25, part (b). Hence
II .
∫ ∞
1
4
e−uS4
√
u
H f (x)du.
Next, note that for all w0 ∈ A∞, and for r0 > rw, applying Minkowski’s integral inequality and Proposition 2.43,
part (a), we have
∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)2
w0(x)dx ≤
(∫ ∞
1
4
e−u
(∫
Rn
(S4
√
u
H m(x))
2w0(x)dx
) 1
2
du
)2
≤
(∫ ∞
1
4
e−u(4
√
u)
nr0
2
(∫
Rn
(SHm(x))2w0(x)dx
) 1
2
du
)2
.
∫
Rn
(SHm(x))2w0(x)dx.
Hence, applying Theorem 1.46, part (e), we obtain for all 0 < r˜ < ∞ and w˜ ∈ A∞∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)r˜
w˜(x)dx .
∫
Rn
(SHm(x))˜rw˜(x)dx.
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In particular, for every 0 < p ≤ 1 and w ∈ A q
p−(L)
∩ RH( p+(L)
q
)′ , we get
∫
Rn
(∫ ∞
1
4
e−u S4
√
u
H m(x)du
)p
w(x)dx .
∫
Rn
(SHm(x))pw(x)dx.
Using this and Proposition 4.22, part (a), we conclude that II ≤ C.
Let us now estimate I. We shall use the notation introduced before for mi, m˜i, BQ, and AQ, and also in
(4.6). Proceeding as in the estimate of the term I (with f =m) in the proof of Theorem 3.25, part (b), we have
I .
∑
l≥1
e−c4
l
sup
(y,t)∈Γ(x)
−∫
B(y,2l+1t)
(∫ ∞
t√
2
|r2Le−r2Lm(z)|2 dr
r
) p0
2
dz

1
p0
(4.36)
.
∑
l≥1
e−c4
l
sup
(y,t)∈Γ(x),0<t≤`(Q)
(
−
∫
B(y,2l+1t)
(∫ ∞
0
|r2Le−r2Lm(z)|2 dr
r
) p0
2
dz
) 1
p0
+
∑
l≥1
e−c4
l
sup
(y,t)∈Γ(x),t>`(Q)
−∫
B(y,2l+1t)
(∫ ∞
t√
2
|r2Le−r2Lm(z)|2 dr
r
) p0
2
dz

1
p0
=:
∑
l≥1
e−c4
l (
F1,lm(x) + F2,lm(x)
)
.
We first estimate F1,lm(x). Note that considering the following vertical square functions
gH,1m(x) :=
(∫ `(Q)
0
|r2Le−r2Lm(x)|2 dr
r
) 1
2
and
gH,2m˜(x) :=
(∫ ∞
`(Q)
(
`(Q)2
r2
)2M
|(r2L)M+1e−r2Lm˜(x)|2 dr
r
) 1
2
.
We have that
F1,lm(x) . sup
(y,t)∈Γ(x),0<t≤`(Q)
(
−
∫
B(y,2l+1t)
|gH,1m(z)|p0dz
) 1
p0
+ sup
(y,t)∈Γ(x),0<t≤`(Q)
(
−
∫
B(y,2l+1t)
|gH,2m˜(z)|p0dz
) 1
p0
=: F11,lm(x) + F
2
1,lm˜(x). (4.37)
Applying Hölder’s inequality, by the boundedness on Lq(w) of the maximal operatorMp0 (recall that w ∈ A qp0 )
and the vertical square function gH,1 (see [11]), by (4.8), and (1.11), we have that∥∥12l+3Qi F11,lmi∥∥Lp(w) . ‖12l+3QiMp0(gH,1mi)‖Lp(w) . w(2lQi) 1p− 1q ‖Mp0(gH,1mi)‖Lq(w) . 2l̂r2−iε.
Now observe that for every i ≥ 1, j ≥ l + 3, x ∈ C j(Qi), 0 < t ≤ `(Q), and (y, t) ∈ Γ(x) we have that
B(y, 2l+1t) ⊂ 2 j+2Qi \ 2 j−1Qi. Then, applying Hölder’s inequality, the fact that w ∈ RH( q0
q
)′ , Minkowski’s
integral inequality, the fact that {r2Le−r2L}r>0 ∈ F (Lp0 − Lq0), and Lemma 4.9, we obtain that∥∥1C j(Qi)F11,lmi∥∥Lp(w) . w(2 j+1Qi) 1p− 1q ‖Mp0(12 j+2Qi\2 j−1QigH,1mi)‖Lq(w)
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. w(2 j+1Qi)
1
p− 1q ‖12 j+2Qi\2 j−1QigH,1mi‖Lq(w)
. w(2 j+1Qi)
1
p |2 j+1Qi|−
1
q0 ‖12 j+2Qi\2 j−1QigH,1mi‖Lq0 (Rn)
. w(2 j+1Qi)
1
p |2 j+1Qi|−
1
q0 ‖mi‖Lp0 (Rn)
(∫ `(Q)
0
e−c
4 j+i`(Q)2
r2 r−
2n
p0
+ 2nq0
dr
r
) 1
2
. e−c4
j+i
.
Therefore, ∥∥F11,lm∥∥pLp(w) .∑
i≥1
‖12l+3Qi F11,lmi‖pLp(w) +
∑
i≥1
∑
j≥l+3
‖1C j(Qi)F11,lmi‖pLp(w) . 2lnr̂. (4.38)
Similarly, noticing that gH,2 (disregarding the factor (`(Q)2/r2)2M since it is controlled by one) is bounded on
Lq(w) (see [11]), we get∥∥12l+3Qi F21,lm˜i∥∥Lp(w) . w(2lQi) 1p− 1q ‖Mp0(gH,2m˜i)‖Lq(w) . 2l̂r2−iε,
and, since {(r2L)M+1e−r2L}r>0 ∈ F (Lp0 − Lq0), proceeding as before
∥∥1C j(Qi)F21,lm˜i∥∥Lp(w) . w(2 j+1Qi) 1p |2 j+1Qi|− 1q0 ‖m˜i‖Lp0 (Rn)
(∫ ∞
`(Q)
(
`(Q)2
r2
)2M
e−c
4 j+i`(Q)2
r2 r−
2n
p0
+ 2nq0
dr
r
) 1
2
. 2− j
(
2M+ np0 −
n̂r
p
)
2−i(2M+ε).
Hence, splitting
∥∥F21,lm˜∥∥Lp(w) as in (4.38), and by (4.37), we obtain that ‖F1,lm‖Lp(w) ≤ 2lnr̂.
Let us turn to the estimate of F2,lm. Consider the vertical square function
gH,tm˜(x) :=
(∫ ∞
t√
2
(
`(Q)
r
)4M
|(r2L)M+1e−r2Lm˜(x)|2 dr
r
) 1
2
,
and note that
‖F2,lm‖pLp(w) ≤
∑
i≥1
∑
j≥1

∥∥∥∥∥∥1C j(Qi) sup(y,t)∈Γ(·),`(Q)<t≤ 2 j−3
2l+1
`(Qi)
(
−
∫
B(y,2l+1t)
|gH,tm˜i(z)|p0dz
) 1
p0
∥∥∥∥∥∥
p
Lp(w)
+
∥∥∥∥∥∥1C j(Qi) sup(y,t)∈Γ(·),t> 2 j−3
2l+1
`(Qi)
(
−
∫
B(y,2l+1t)
|gH,tm˜i(z)|p0dz
) 1
p0
∥∥∥∥∥∥
p
Lp(w)

=:
∑
i≥1
∑
j≥1
(
‖1C j(Qi)F12,lm˜i‖pLp(w) + ‖1C j(Qi)F22,lm˜i‖pLp(w)
)
.
∑
i≥1
‖12l+3Qi F12,lm˜i‖pLp(w) +
∑
i≥1
∑
j≥l+3
‖1C j(Qi)F12,lm˜i‖pLp(w)
+
∑
i≥1
‖12l+3Qi F22,lm˜i‖pLp(w) +
∑
i≥1
∑
j≥l+3
‖1C j(Qi)F22,lm˜i‖pLp(w). (4.39)
Next, for every `(Q) < t <
√
2r we have that gH,t is controlled by gH (see (v) in Notation for its definition)
which is bounded on Lq(w) (see [11]), hence, for a = 1, 2,∥∥12l+3Qi Fa2,lm˜i∥∥Lp(w) . w(2lQi) 1p− 1q ‖Mp0(gHm˜i)‖Lq(w) . w(2lQi) 1p− 1q ‖m˜i‖Lq(w) . 2lnr̂2−iε.
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We observe now that for every i ≥ 1, j ≥ l + 3, x ∈ C j(Qi), `(Q) < t ≤ 2 j−32l+1 `(Qi), and (y, t) ∈ Γ(x), we
have that B(y, 2l+1t) ⊂ 2 j+2Qi \ 2 j−1Qi. Therefore, arguing as in the estimates of
∥∥1C j(Qi)F11,lmi∥∥Lp(w) and∥∥1C j(Qi)F21,lm˜i∥∥Lp(w), we have that∥∥1C j(Qi)F12,lm˜i∥∥Lp(w) . w(2 j+1Qi) 1p− 1q ‖Mp0(12 j+1Qi\2 j−1QigH,`(Q)m˜i)‖Lq(w) . 2−i(2M+ε)2− j(2M+ np0 − n̂rp ),
and
∥∥1C j(Qi)F22,lm˜i∥∥Lp(w) . w(2 j+1Qi) 1p |2 j+1Qi|− 1q0 ‖m˜i‖Lp0 (Rn)
(∫ ∞
2 j−3`(Qi)
2l+1
√
2
(
`(Q)
r
)4M
r−2n
(
1
p0
− 1q0
)
dr
r
) 1
2
. 2cl2−i(2M+ε)2− j
(
2M+ np0 −
n̂r
p
)
.
Consequently, by (4.39) we conclude that ‖F2,lm‖Lp(w) ≤ 2lc. Then, in view of (4.36), this and the estimate
obtained for ‖F1,lm‖Lp(w) imply that ‖I‖Lp(w) ≤ C, which finishes the proof. 
4.3.1 Characterization of the weighted Hardy spaces defined by square functions associated
with the heat semigroup
Theorem 4.18 follows at once from the following proposition:
Proposition 4.40. Let w ∈ A∞, q1, q2 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, ε > 0, and M ∈ N be such that
M > n2
(
rw
p − 1p−(L)
)
. Then,
(a) HpL,q1,ε,M(w) = H
p
Sm,H,q1(w) with equivalent norms, for all m ∈ N.
(b) HpSm,H,q1(w) and H
p
Sm,H,q2(w) are isomorphic, for all m ∈ N.
(c) HpL,q1,ε,M(w) = H
p
Gm,H,q1(w) = H
p
Gm,H,q1(w), with equivalent norms, for all m ∈ N0.
Proof of Proposition 4.40, part (a).
Fix w ∈ A∞, q1 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1 ε > 0, and m,M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
.
For all f ∈ HpL,q1,ε,M(w), applying Proposition 4.22, we obtain that
‖Sm,H f ‖Lp(w) . ‖ f ‖HpL,q1 ,ε,M(w). (4.41)
Then, since in particular f ∈ Lq1(w), we conclude that f ∈ HpSm,H,q1(w), and hence H
p
L,q1,ε,M(w) ⊂ HpSm,H,q1(w).
As for proving the converse, we shall show for all f ∈ HpSm,H,q1(w) that we can find a (w, q1, p, ε,M)-
representation of f , i.e. f =
∑∞
i=1 λimi, such that( ∞∑
i=1
|λi|p
) 1
p
. ‖Sm,H f ‖Lp(w).
Following some ideas of [55, Lemma 4.2], for each l ∈ Z and for some 0 < γ < 1 to be chosen later, set
Ol := {x ∈ Rn : Sm,H f (x) > 2l}, El := Rn \ Ol, E∗l :=
{
x ∈ Rn : |El ∩ B(x, r)||B(x, r)| ≥ γ, for all r > 0
}
,
and O∗l := Rn \ E∗l =
{
x ∈ Rn :M(1Ol)(x) > 1 − γ
}
. Recall thatM is the centered Hardy-Littlewood maximal
operator. We have that Ol and O∗l are open, and that Ol+1 ⊆ Ol, O∗l+1 ⊆ O∗l , and Ol ⊆ O∗l . Besides, since
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w ∈ A∞ then M : Lr(w) → Lr,∞(w), for every r > rw. Also ‖Sm,H f ‖Lq1 (w) . ‖ f ‖Lq1 (w) < ∞, because
q1 ∈ Ww(p−(L), p+(L)) (see Theorem 3.1). Hence,
w(O∗l ) ≤ cγw(Ol) ≤
1
2lq1
‖Sm,H f ‖q1Lq1 (w) .
1
2lq1
‖ f ‖q1Lq1 (w), ∀ l ∈ Z (4.42)
which implies that E∗l cannot be empty. Therefore, for each l, we can take a Whitney decomposition, {Q jl } j∈N,
of O∗l :
O∗l =
⋃
j∈N
Q jl , diam(Q
j
l ) ≤ d(Q jl ,Rn \ O∗l ) ≤ 4diam(Q jl ),
and the cubes Q jl have disjoint interiors. Finally, define, for each j ∈ N and l ∈ Z, the sets
T jl := (Q
j
l × (0,∞))
⋂(
Ô∗l \ Ô∗l+1
)
, (4.43)
where Ô∗l :=
{
(x, t) ∈ Rn+1+ : d(x,Rn \ O∗l ) ≥ t
}
and we denote R(E∗l ) := Rn \ Ô∗l . Proceeding as in the proof
of Theorem 2.76 when, following the notation there, we showed that supp f ⊂
(⋃
k∈Z Ô∗k \ Ô∗k+1
)⋃
F with
F ⊂ Rn+1+ and
∫ ∞
0
∫
Rn 1F(y, t)
dy dt
tn+1 = 0. We can show that
supp Ts f (x) := supp (s2L)me−s
2L f (x) ⊂
(⋃
l∈Z
(
Ô∗l \ Ô∗l+1
))⋃
F =
 ⋃
l∈Z, j∈N
T jl
⋃F (4.44)
with F ⊂ Rn+1+ and µ(F) :=
∫∫
Rn+1+
1F(y, s) dy dss = 0. Then, if we consider the following Calderón reproducing
formula of f ∈ Lq1(w):
f (x) = C˜
∫ ∞
0
(
(t2L)me−t
2L
)M+2
f (x)
dt
t
= C˜ lim
N→∞
∫ N
N−1
(
(t2L)me−t
2L
)M+2
f (x)
dt
t
,
with the integral converging in Lq1(w) (in order to justify this equalities we note that the vertical square function
defined by
(
(t2L)me−t2L
)M+1
, M ∈ N0, is bounded on L p˜(w) for all p˜ ∈ Ww(p−(L), p+(L)), and follow a similar
explanation to that of Remark 3.49), by (4.44), we obtain that
f (x) = C˜
∫ ∞
0
(
(t2L)me−t
2L
)M+1 ( ∑
j∈N,l∈Z
1T jl (·, t)(t
2L)me−t
2L f (·)
)
(x)
dt
t
= C˜ lim
N→∞
∫ N
N−1
(
(t2L)me−t
2L
)M+1 ( ∑
j∈N,l∈Z
1T jl (·, t)(t
2L)me−t
2L f (·)
)
(x)
dt
t
, (4.45)
in Lq1(w). Now, we set
λ
j
l := 2
lw(Q jl )
1
p and m jl (x) :=
1
λ
j
l
∫ ∞
0
(
(t2L)me−t
2L
)M+1 (
f jl,m(·, t)
)
(x)
dt
t
,
where f jl,m(x, t) := 1T jl (x, t)(t
2L)me−t2L f (x). We will show that∑
j∈N,l∈Z
C˜λ jlm
j
l is a (w, q1, p, ε,M)-representation of f . (4.46)
We start showing that there exists a uniform constant C0, such that C−10 m
j
l is a (w, q1, p, ε,M)-molecule,
for all j ∈ N and l ∈ Z. To this end, we estimate, for all 0 ≤ k ≤ M, 1 ≤ i, j ∈ N, and l ∈ Z, the Lq1(w) norms of
the functions (`(Q jl )
2L)−km jl 1Ci(Q jl ). Before that, we set
R`(Q
j
l )(E∗l+1) := {(y, t) ∈ R(E∗l+1) : y ∈ Q jl , 0 < t ≤ 5
√
n`(Q jl )},
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and note that, since for all (y, t) ∈ T jl , we have that
t ≤ d(y,Rn \ O∗l ) ≤ d(Q jl ,Rn \ O∗l ) + diam(Q jl ) ≤ 5diam(Q jl ),
we conclude that,
T jl ⊂ R`(Q
j
l )(E∗l+1). (4.47)
Then, for all (y, t) ∈ T jl and c = 11
√
n,
B(y, t) ⊂ cQ jl . (4.48)
Now, by definition of T jl , we have that for every (y, t) ∈ T jl there exists y0 ∈ E∗l+1 such that |El+1 ∩ B(y0, t)| ≥
γ|B(y0, t)| and |y0 − y| < t. Besides, considering z := y − t(y−y0)2|y−y0 | , we have that B
(
z, t2
) ⊂ B(y0, t) ∩ B(y, t).
Consequently,
γ|B(y0, t)| ≤ |El+1 ∩ B(y0, t)| ≤ |El+1 ∩ B(y, t)| + |B(y0, t) \ B(y, t)|
≤ |El+1 ∩ B(y, t)| +
∣∣∣B(y0, t) \ B(z, t2)∣∣∣ = |El+1 ∩ B(y, t)| + |B(y0, t)|
(
1 − 1
2n
)
.
Then, for γ = 1 − 12n+1 , we obtain
tn . |El+1 ∩ B(y, t)|. (4.49)
We are now ready to consider the case i = 1. For every t > 0, let Tt := (t2L)mM+m−ke−t2(M+1)L, and for
every h ∈ Lq′1(w1−q′1) write QLh(x, t) := T ∗t h(x), with (x, t) ∈ Rn+1+ . As in Remark 3.49 one can show that
QL : Lq′1(w1−q′1) → Lq
′
1
H (w
1−q′1), since q′1 ∈ Ww1−q′1 (p−(L∗), p+(L∗)). Hence its adjoint Q∗L has a bounded
extension from Lq1H (w) to L
q1(w), where
Q∗Lh(x) =
∫ ∞
0
Tth(x, t)dtt =
∫ ∞
0
(t2L)mM+m−ke−t
2(M+1)Lh(x, t)
dt
t
.
Here, as in Remark 3.49, Tth(x, t) = Tt
(
h(·, t))(x), for (x, t) ∈ Rn+1+ , and abusing notation L denotes the
infinitesimal generator of e−tL on Lq1(w), see [11, Remark 3.5] (recall that q1 ∈ Ww(p−(L), p+(L))). Now,
consider g˜(x, t) := t2k f jl,m(x, t) ∈ Lq1H (w) (this follows by (4.47) and by the boundedness on Lq1(w) of the vertical
square function defined by (t2L)me−t2L, see [11]), and
I := {h ∈ Lq′1(w1−q′1) : ‖h‖
Lq
′
1 (w1−q
′
1 )
= 1, supp h ⊂ 4Q jl
}
.
Then, from (4.48), (4.49), and (4.47) we obtain∥∥∥((`(Q jl )2L)−km jl )14Q jl ∥∥∥Lq1 (w) = `(Q
j
l )
−2k
λ
j
l
∥∥∥∥∫ ∞
0
(t2L)mM+m−ke−t
2(M+1)Lg˜(·, t)dt
t
∥∥∥∥
Lq1 (4Q jl ,w)
=
`(Q jl )
−2k
λ
j
l
sup
h∈I
∣∣∣∣∫
Rn
Q∗Lg˜(y) · h(y) dy
∣∣∣∣
=
`(Q jl )
−2k
λ
j
l
sup
h∈I
∣∣∣∣∫
Rn
∫ ∞
0
g˜(y, t) · T ∗t h(y)
dt dy
t
∣∣∣∣
.
`(Q jl )
−2k
λ
j
l
sup
h∈I
∫∫
T jl
t2k
∣∣∣(t2L)me−t2L f (y) · T ∗t h(y)∣∣∣ ∫
B(y,t)∩El+1
dx
dt
tn+1
dy
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.
1
λ
j
l
sup
h∈I
∫
cQ jl∩El+1
∫∫
Γ(x)
∣∣∣(t2L)me−t2L f (y) · T ∗t h(y)∣∣∣ dy dttn+1 dx
≤ 1
λ
j
l
∥∥Sm,H f∥∥Lq1 (cQ jl∩El+1,w) suph∈I
∥∥∥∣∣∣∣∣∣T ∗t h∣∣∣∣∣∣Γ(·)∥∥∥Lq′1 (w1−q′1 )
≤ 1
λ
j
l
w(Q jl )
1
p 2l sup
h∈I
∥∥∥∣∣∣∣∣∣T ∗t h∣∣∣∣∣∣Γ(·)∥∥∥Lq′1 (w1−q′1 )
= w(Q jl )
1
p−1 sup
h∈I
∥∥∥∣∣∣∣∣∣T ∗t h∣∣∣∣∣∣Γ(·)∥∥∥Lq′1 (w1−q′1 ) , (4.50)
where in the last inequality we have used that Sm,H f (x) ≤ 2l+1 for every x ∈ El+1. In order to estimate the term
with the supremum, we fix h ∈ I and note that changing variable t into t√
M+1
and using Proposition 2.60,
∥∥∥∣∣∣∣∣∣T ∗t h∣∣∣∣∣∣Γ(·)∥∥∥Lq′1 (w1−q′1 ) = CM
∥∥∥∥∣∣∣∣∣∣∣∣∣T ∗ t√
M+1
h
∣∣∣∣∣∣∣∣∣
Γ
1√
M+1 (·)
∥∥∥∥
Lq
′
1 (w1−q
′
1 )
. CM
∥∥∥∥∣∣∣∣∣∣∣∣∣T ∗ t√
M+1
h
∣∣∣∣∣∣∣∣∣
Γ(·)
∥∥∥∥
Lq
′
1 (w1−q
′
1 )
=
∥∥∥∥∥
(∫∫
Γ(·)
∣∣∣(t2L∗)mM+m−ke−t2L∗h(y)∣∣∣2 dy dt
tn+1
) 1
2
∥∥∥∥∥
Lq
′
1 (w1−q
′
1 )
. ‖h‖
Lq
′
1 (w1−q
′
1 )
= 1,
where last estimate holds since q′1 ∈ Ww1−q′1 (p−(L∗), p+(L∗)) (see Theorem 3.1). Plugging this into (4.50) we
conclude that ∥∥∥((`(Q jl )2L)−km jl) 14Q jl ∥∥∥Lq1 (w) . w(Q jl ) 1q1 −1. (4.51)
We consider now i ≥ 2. Note that since w ∈ RH( p+(L)
q1
)′ there exists q0, max{2, q1} < q0 < p+(L), such that
w ∈ RH( q0
q1
)′ . Then,
∥∥∥((`(Q jl )2L)−km jl) 1Ci(Q jl )∥∥∥Lq1 (w) ≤ 1λ jl
∥∥∥∥∫ ∞
0
∣∣∣∣(`(Q jl )2L)−k ((t2L)me−t2L)M+1 ( f jl,m(·, t))∣∣∣∣ dtt
∥∥∥∥
Lq1 (Ci(Q
j
l ),w)
.
`(Q jl )
−2k
λ
j
l
w(2i+1Q jl )
1
q1 |2i+1Q jl |−
1
q0
∥∥∥∥∫ ∞
0
∣∣∣t2k(t2L)mM+m−ke−t2(M+1)L ( f jl,m(·, t))∣∣∣ dtt
∥∥∥∥
Lq0 (Ci(Q
j
l ))
.
Apply Minkowski’s inequality, the fact that {(t2L)me−t2L}t>0 ∈ F∞(L2 → Lq0), and (4.47) we have the following
estimate for the last integral above:∥∥∥∥∫ ∞
0
∣∣∣t2k(t2L)mM+m−ke−t2(M+1)L ( f jl,m(·, t))∣∣∣ dtt
∥∥∥∥
Lq0 (Ci(Q
j
l ))
≤
∫ ∞
0
t2k
∥∥∥(t2L)mM+m−ke−t2(M+1)L (1Q jl (·) f jl,m(·, t))∥∥∥Lq0 (Ci(Q jl )) dtt
.
∫ 5√n`(Q jl )
0
(∫
Q jl
∣∣∣ f jl,m(y, t)∣∣∣2 dy
) 1
2
t2kt−n
(
1
2− 1q0
)
e−c
4i`(Q jl )
2
t2
dt
t
. `(Q jl )
2k
(∫∫
T jl
∣∣∣(t2L)me−t2L f (y)∣∣∣2 dy dt
t
) 1
2
(∫ 5√n`(Q jl )
0
t−2n
(
1
2− 1q0
)
e−c
4i`(Q jl )
2
t2
dt
t
) 1
2
=: II1 × II2.
For II1, we proceed as in the estimate of I1 and obtain
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II1 . `(Q
j
l )
2k
(∫∫
T jl
∣∣∣(t2L)me−t2L f (y)∣∣∣2 ∫
B(y,t)∩El+1
dx dy
dt
tn+1
) 1
2
. `(Q jl )
2k
∥∥∥∥ ∣∣∣∥∥∥(t2L)me−t2L f∥∥∥∣∣∣
Γ(·)
∥∥∥∥
L2(cQ jl∩El+1)
. `(Q jl )
2k|Q jl |
1
2 2l.
As for the estimate of II2, changing the variable t into
2i`(Q jl )
t we get
II2 . (2i`(Q
j
l ))
−n
(
1
2− 1q0
)
e−c4
i
(∫ ∞
0
t2n
(
1
2− 1q0
)
e−ct
2 dt
t
) 1
2
. (2i`(Q jl ))
−n
(
1
2− 1q0
)
e−c4
i
.
Hence, for i ≥ 2, by (1.11),∥∥∥((`(Q jl )2L)−km jl) 1Ci(Q jl )∥∥∥Lq1 (w) . 1λ jl e−c4i2− in2 2lw(2i+1Q jl )
1
q1 . e−c4
i
w(2i+1Q jl )
1
q1
− 1p .
From this and (4.51), we infer that there exists a constant C0 > 0 such that, for all j ∈ N and l ∈ Z, ‖m jl ‖mol,w ≤
C0. Therefore, for every j ∈ N and l ∈ Z, we have that C−10 m jl are (w, q1, p, ε,M)-molecules associated with
the cubes Q jl .
Let us now prove that {λ jl } j∈N,l∈Z ∈ `p. Since for each l ∈ Z, {Qlj} j∈N is a Whitney decomposition of O∗l , by
(4.42), and since f ∈ HpSm,H,q1(w), we obtain ∑
j∈N,l∈Z
|λ jl |p
 1p =
 ∑
j∈N,l∈Z
2plw(Q jl )
 1p = (∑
l∈Z
2plw(O∗l )
) 1
p
.
(∑
l∈Z
2plw(Ol)
) 1
p
.
(∑
l∈Z
∫ 2l
2l−1
λpw(Ol)
dλ
λ
) 1
p
.
(∫ ∞
0
λpw({x ∈ Rn : Sm,H f (x) > λ})dλ
λ
) 1
p
= C‖Sm,H f ‖Lp(w) < ∞. (4.52)
Thus to conclude (4.46), we finally show that
f =
∑
j∈N,l∈Z
C˜λ jlm
j
l in L
q1(w). (4.53)
To that end, we consider the operator T Mt,L := ((t2L)me−t2L)M+1, M ≥ 0, whose adjoint (in L2(Rn)) has the
expression (T Mt,L)∗ = ((t2L∗)me−t2L∗)M+1 =: T Mt,L∗ , and QML f (x, t) := T Mt,L∗ f (x) for (x, t) ∈ Rn+1+ and f ∈ L2(Rn).
Then, proceeding as in Remark 3.49, using that the vertical square function defined by T Mt,L∗ is bounded on
Lq
′
1(w1−q′1), we can obtain that QML : Lq′1(w1−q′1) → Lq
′
1
H (w
1−q′1), for all q′1 ∈ Ww1−q′1 (p−(L∗), p+(L∗)); and then,
its adjoint (QML )∗ : Lq1H (w)→ Lq1(w), where
(QML )∗h(x) =
∫ ∞
0
((t2L)me−t
2L)M+1h(x, t)
dt
t
,
understanding again that by abuse of notation L denotes the infinitesimal generator of e−tL on Lq1(w) (see [11,
Remark 3.5]).
Consequently, recalling that f jl,m(x, t) = 1T jl (x, t)(t
2L)me−t2L f (x) where the sets {T jl } j∈N,l∈Z are pairwise
disjoint, it follows that∥∥∥∥ ∑
j∈N,l∈Z
f jl,m
∥∥∥∥
Lq1H (w)
=
∥∥∥∥ ∑
j∈N,l∈Z
| f jl,m|
∥∥∥∥
Lq1H (w)
≤
∥∥∥∥(∫ ∞
0
|(t2L)me−t2L f |2 dt
t
) 1
2
∥∥∥∥
Lq1 (w)
. ‖ f ‖Lq1 (w).
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Hence, by (4.45) the observations made above, and the dominated convergence theorem we obtain∥∥∥∥∥∥ f −
∑
j+|l|≤K
C˜λ jlm
j
l
∥∥∥∥∥∥
Lq1 (w)
= C˜
∥∥∥∥∥∥(QML )∗
( ∑
j+|l|>0
f jl,m
)
−
∑
j+|l|≤K
(QML )∗ f jl,m
∥∥∥∥∥∥
Lq1 (w)
= C˜
∥∥∥∥∥∥(QML )∗
( ∑
j+|l|>K
f jl,m
)∥∥∥∥∥∥
Lq1 (w)
.
∥∥∥∥∥∥
∑
j+|l|>K
f jl,m
∥∥∥∥∥∥
Lq1H (w)
−→ 0, as K → ∞. (4.54)
This proves (4.53) and therefore,
∑
j+|l|>0 λ
j
lm
j
l is a (w, q1, p, ε,M) representation of f such that∑
j+|l|>0
|λ jl |p
 1p . ‖Sm,H f ‖Lp(w).
Consequently, f ∈ HpL,q1,ε,M(w) and ‖ f ‖HpL,q1 ,ε,M(w) . ‖Sm,H f ‖Lp(w), which completes the proof. 
Proof of Proposition 4.40, part (b).
Fix w ∈ A∞, q1, q2 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1 ε > 0, and m,M ∈ N such that M > n2
(
rw
p − 1p−(L)
)
.
For f ∈ HpSm,H,q1(w) consider the (w, q1, p, ε,M)−representation of f , ( f =
∑
j+|l|>0 λ
j
lm
j
l ) obtained in the
proof of Proposition 4.40, part (a). Then define for each N ∈ N
fN :=
∑
0< j+|l|≤N
λ
j
lm
j
l .
We have that, for each N ∈ N, fN , f − fN ∈ HpL,q1,ε,M(w) = HpSm,H,q1(w). Moreover, since
∑
j+|l|>N+1 λ
j
lm
j
l is a
(w, q1, p, ε,M)−representation of f − fN , we have
‖Sm,H( f − fN)‖Lp(w) = ‖ f − fN‖HpSm,H ,q1 (w) . ‖ f − fN‖HpL,q1 ,ε,M(w) ≤
 ∑
j+|l|>N+1
|λ jl |p
 1p −→
N→∞ 0.
Consequently in order to conclude that f ∈ HpSm,H,q2(w), it is enough to show that, for each N ∈ N, fN ∈
H
p
Sm,H,q2(w), or equivalently that fN ∈ H
p
L,q2,ε,M(w). Let us see the latter. For every N, following the same
computations done in the proof of part (a) to show that them jl are (w, q, p, ε,M)-molecules, but replacing the
Lq(w) norm with the Lq2(w) norm, we obtain that, for all i, j ∈ N, l ∈ Z, and 0 ≤ k ≤ M,
‖(`(Q jl )2L)−km jl ‖Lq2 (Ci(Q jl ),w) . e
−c4iw(2i+1Q jl )
1
q2
− 1p .
Hence,m jl is a multiple of a (w, q2, p, ε,M)−molecule. Besides, using (1.11),
‖ fN‖pLq2 (w) .
∑
i≥1
∑
0< j+|l|≤N
|λ jl |p ‖m jl ‖pLq2 (Ci(Q jl ),w)
.
∑
i≥1
∑
0< j+|l|≤N
|λ jl |p e−c4
i
w(2i+1Q jl )
p
q2
−1 .
∑
0< j+|l|≤N
2plw(Q jl )
p
q2
. δ
p
q2
−1
N
∑
0< j+|l|≤N
2plw(Q jl ) . δ
p
q2
−1
N ‖Sm,H f ‖pLp(w) < ∞.
where δN := min0< j+|l|≤N w(Q jl ). Then, for each N ∈ N,
∑
0< j+|l|≤N λ
j
lm
j
l is a (w, q2, p, ε,M)-representation of
fN . Hence, { fN}N∈N ⊂ HpL,q2,ε,M(w) = HpSm,H,q2(w). 
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Proof of Proposition 4.40, part (c).
For f ∈ HpGm,H,q1(w), applying Theorem 3.23, part (a), and the fact that Gm,H f (x) ≤ Gm,H f (x) for every x ∈ Rn
and for every m ∈ N0, we conclude
‖Sm+1,H f ‖Lp(w) . ‖Gm,H f ‖Lp(w) ≤ ‖Gm,H f ‖Lp(w).
This, together with Proposition 4.40, part (a), implies
H
p
Gm,H,q1(w) ⊂ H
p
Gm,H,q1(w) ⊂ H
p
Sm+1,H,q1(w) = H
p
L,q1,ε,M(w).
To finish the proof, take f ∈ HpL,q1,ε,M(w). Then, by Proposition 4.22, we have that
‖Gm,H f ‖Lp(w) . ‖ f ‖HpL,q1 ,ε,M(w).
Consequently, HpL,q1,ε,M(w) ⊂ HpGm,H,q1(w). 
4.3.2 Characterization of the weighted Hardy spaces defined by square functions associated
with the Poisson semigroup
In this section, we prove Theorem 4.19, which is obtained as a consequence of the following proposition.
Proposition 4.55. Given w ∈ A∞, q1, q2 ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, M ∈ N such that M > n2
(
rw
p − 12
)
,
K ∈ N, and ε0 = 2M + 2K + n2 − nrwp , there hold,
(a) HpL,q1,ε0,M(w) = H
p
SK,P,q1(w), with equivalent norms.
(b) HpSK,P,q1(w) and H
p
SK,P,q2(w) are isomorphic.
(c) HpL,q1,ε0,M(w) = H
p
GK−1,P,q1(w) = H
p
GK−1,P,q1(w), with equivalent norms.
Proof of Proposition 4.55, part (a).
To prove the left-to-the-right inclusion observe that if f ∈ HpL,q1,ε0,M(w), in particular f ∈ Lq1(w), and from
Proposition 4.22, part (b), we have that
‖SK,P f ‖Lp(w) . ‖ f ‖HpL,q1 ,ε0 ,M(w).
Therefore, we conclude that HpL,q1,ε0,M(w) ⊂ HpSK,P,q1(w).
As for proving the converse, take f ∈ HpSK,P,q1(w) and define the same sets, (Ol,O∗l ,T
j
l , etc), defined in the
proof of Proposition 4.40, part (a), but replacing Sm,H with SK,P. Besides, consider the following Calderón
reproducing formula of f (in order to justify it we follow a similar explanation to that of Remark 3.49),
f (x) = C
∫ ∞
0
((
(t2L)M+Ke−t
√
L
)2
f (·)
)
(x)
dt
t
= C lim
N→∞
∫ N
N−1
(t2L)2M+Ke−t
√
L
(
(t2L)Ke−t
√
L f (·)
)
(x)
dt
t
.
Again following the same computations as in the proof of Proposition 4.40, part (a), considering Ts f (x) :=
(t2L)Ke−t
√
L f (x), we can show that supp Ts f (x) ⊂
(⋃
l∈Z Ô∗l \ Ô∗l+1
)⋃
F. Consequently, we have that
f (x) = C lim
N→∞
∫ N
N−1
(t2L)2M+Ke−t
√
L
 ∑
j∈N,l∈Z
1T jl (·, t)(t
2L)Ke−t
√
L f (·)
 (x)dt
t
,
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in Lq1(w). Hence, considering
λ
j
l := 2
lw(Q jl )
1
p , and m jl (x) :=
1
λ
j
l
∫ ∞
0
(t2L)2M+Ke−t
√
L
(
1T jl (·, t)(t
2L)Ke−t
√
L f (·)
)
(x)
dt
t
,
we show that, for some constant C > 0, we have the following (w, q1, p, ε0,M)-representation of f :
f = C
∑
j∈N,l∈Z
λ
j
lm
j
l .
To that end, we have to show the following:
(1) {λ jl } ∈ `p,
(2) for all j ∈ N and l ∈ Z, there exists a constant C0 > 0 such that C−10 m jl is a (w, q1, p, ε0,M)−molecule,
(3) f = C
∑
j∈N,l∈Z λ
j
lm
j
l in L
q1(w).
Statement (1) follows from the definition of the cubes Q jl and the sets O
∗
l and Ol, and from the fact that
‖SK,P f ‖Lp(w) < ∞. Indeed, proceeding as in (4.52)∑
j∈N,l∈Z
|λ jl |p =
∑
j∈N,l∈Z
2plw(Q jl ) ≤
∑
l∈Z
2plw(O∗l ) .
∑
l∈Z
2plw(Ol) . ‖SK,P f ‖pLp(w) < ∞. (4.56)
The proofs of (2) and (3) are similar to those of Proposition 4.40, part (a), so we shall skip some details. In
order to show (2), fix j ∈ N, l ∈ Z and 0 ≤ k ≤ M, k ∈ N. We need to compute the following norms, for every
i ≥ 1, ∥∥∥((`(Q jl )2L)−km jl) 1Ci(Q jl )∥∥∥Lq1 (w) .
For i = 1, consider the operator T ∗t := (t2L∗)2M+K−ke−t
√
L∗ , and define the operator QL acting over functions h
defined in Rn by
QLh(x, t) := T ∗t h(x), for all (x, t) ∈ Rn+1+ .
Applying the subordination formula (1.36), we have that, for every K˜ ∈ N and any operator L,
(∫ ∞
0
∣∣∣∣(t2L)K˜e−t√L f (x)∣∣∣∣2 dtt
) 1
2
.
∫ ∞
0
e−uu
1
2
(∫ ∞
0
∣∣∣∣(t2L)K˜e− t24u L f (x)∣∣∣∣2 dtt
) 1
2 du
u
.
∫ ∞
0
e−uuK˜+
1
2
du
u
(∫ ∞
0
∣∣∣∣(t2L)K˜e−t2L f (x)∣∣∣∣2 dtt
) 1
2
.
(∫ ∞
0
∣∣∣∣(t2L)K˜e−t2L f (x)∣∣∣∣2 dtt
) 1
2
. (4.57)
Therefore, for every q′1 ∈ Ww1−q′1 (p−(L∗), p+(L∗)) it follows from [11] that
‖QLh‖
L
q′1
H (w
1−q′1 )
= ‖ ‖QLh‖H‖Lq′1 (w1−q′1 ) =
(∫
Rn
(∫ ∞
0
∣∣∣∣(t2L∗)2M+K−ke−t√L∗h(x)∣∣∣∣2 dtt
) q′1
2
w1−q
′
1(x)dx
) 1
q′1
.
(∫
Rn
(∫ ∞
0
∣∣∣∣(t2L∗)2M+K−ke−t2L∗h(x)∣∣∣∣2 dtt
) q′1
2
w1−q
′
1(x)dx
) 1
q′1
. ‖h‖
Lq
′
1 (w1−q
′
1 )
.
Consequently, QL is bounded from Lq′1(w1−q′1) to Lq
′
1
H (w
1−q′1). Thus, proceeding as in Remark 3.49, we have that
its adjoint Q∗L has a bounded extension from Lq1H (w) to Lq1(w), for all q1 ∈ Ww(p−(L), p+(L)), where
Q∗L f (x) =
∫ ∞
0
(t2L)2M+K−ke−t
√
L f (x, t)
dt
t
,
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recalling that, abusing notation, L denotes the infinitesimal generator of e−tL on Lq1(w) (see [11, Remark 3.5]).
Next, considering f jl,K(x, t) := 1T jl (x, t)(t
2L)Ke−t
√
L f (x) and g˜(x, t) := t2k f jl,K(x, t), and proceeding as in
(4.50), we have∥∥∥∥((`(Q jl )2L)−km jl) 14Q jl
∥∥∥∥
Lq1 (w)
.
`(Q jl )
−2k
λ
j
l
∥∥Q∗Lg˜∥∥Lq1 (4Q jl ,w)
=
`(Q jl )
−2k
λ
j
l
sup
‖h‖
L
q′1 (w1−q
′
1 )
=1
∣∣∣∣∫
Rn
Q∗Lg˜(x) · h(x)dx
∣∣∣∣
=
`(Q jl )
−2k
λ
j
l
sup
‖h‖
L
q′1 (w1−q
′
1 )
=1
∣∣∣∣∫
Rn
∫ ∞
0
g˜(x, t) · T ∗t h(x)
dt
t
dx
∣∣∣∣
.
1
λ
j
l
(∫
cQ jl∩El+1
|SK,P f (x)|q1w(x)dx
) 1
q1
sup
‖h‖
L
q′1 (w1−q
′
1 )
=1
∫
cQ jl∩El+1
(∫∫
Γ(x)
∣∣T ∗t h(y)∣∣2 dy dttn+1
) q′1
2
w(x)1−q
′
1dx

1
q′1
. w(Q jl )
1
q1
− 1p .
The last inequality follows from the fact that the conical square function defined byT ∗t is bounded on Lq′1(w1−q′1)
(see Theorem 3.2), since q1 ∈ Ww(p−(L), p+(L)) implies q′1 ∈ Ww1−q′1 (p−(L∗), p+(L∗)) and also from the fact
that SK,P f (x) ≤ 2l+1 for all x ∈ El+1.
For i ≥ 2, take max{2, q1} < q0 < p+(L) close enough to p+(L) such that w ∈ RH( q0
q1
)′ . Then, since
{(t√L )2K˜e−t
√
L}t>0 ∈ FK˜+ 12 (L
2 → Lq0), for every K˜ ∈ N, taking rwp < rp < rwp + 1n close enough to rw so that
M > n2
(
r
p − 12
)
, recalling that 0 ≤ k ≤ M, and using (1.11), we have
∥∥∥((`(Q jl )2L)−km jl) 1Ci(Q jl )∥∥∥Lq1 (w) . 1λ jl `(Q jl )−2kw(2i+1Q jl )
1
q1 |2i+1Q jl |−
1
q0
×
∫ ∞
0
t2k
(∫
Ci(Q
j
l )
∣∣∣(t2L)2M+K−ke−t√L (1Q jl (·) f jl,K(·, t)) (y)∣∣∣q0 dy
) 1
q0 dt
t
. 2−lw(Q jl )
− 1p `(Q jl )
−2kw(2i+1Q jl )
1
q1 |2i+1Q jl |−
1
q0
×
∫ 5√n`(Q jl )
0
t2k−n
(
1
2− 1q0
)(
1 +
c4i`(Q jl )
2
t2
)−(2M+K−k+ 12 + n2( 12− 1q0 ))(∫
Q jl
| f jl,K(y, t)|2dy
) 1
2 dt
t
. 2−l2i
rn
p w(2i+1Q jl )
1
q1
− 1p |2i+1Q jl |−
1
q0
(∫
cQ jl∩El+1
|SK,P f (x)|2 dx
) 1
2
×
∫ 5√n`(Q jl )
0
t−2n
(
1
2− 1q0
)(
1 +
c4i`(Q jl )
2
t2
)−(4M+2K−2k+1+n( 12− 1q0 )) dt
t

1
2
. 2−i
(
2M+2K+ n2 +1− rnp
)
w(2i+1Q jl )
1
q1
− 1p
≤ 2−iε02−i
(
rwn
p − rnp +1
)
w(2i+1Q jl )
1
q1
− 1p .
Therefore, it follows that ‖m jl ‖mol,w ≤ C0 for some constant C0 > 0 uniform in j ∈ N and l ∈ Z.
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Let us finally prove that f = C
∑
j∈N,l∈Z λ
j
lm
j
l in L
q1(w). We follow the same computations as in the proof
of Proposition 4.40 part (a), we first see that by (4.57)∥∥∥∥ ∑
j∈N,l∈Z
f jl,m
∥∥∥∥
Lq1H (w)
=
∥∥∥∥ ∑
j∈N,l∈Z
| f jl,m|
∥∥∥∥
Lq1H (w)
≤
∥∥∥∥(∫ ∞
0
|(t2L)Ke−t
√
L f |2 dt
t
) 1
2
∥∥∥∥
Lq1 (w)
.
∥∥∥∥(∫ ∞
0
|(t2L)Ke−t2L f |2 dt
t
) 1
2
∥∥∥∥
Lq1 (w)
. ‖ f ‖Lp(w).
This allows to obtain (4.54) where in this case QML g(x) = (t2L∗)2M+Ke−t
√
L∗g(x), (x, t) ∈ Rn+1+ . Consequently,
f = C
∑
j∈N,l∈Z λ
j
lm
j
l ∈ HpL,q1,ε0,M(w), and also, by (4.56)
‖ f ‖HpL,q1 ,ε0 ,M(w) .
 ∑
j∈N,l∈Z
|λ jl |p
 1p . ‖SK,P f ‖Lp(w) = ‖ f ‖HpSK,P ,q1 (w).

Proof of Proposition 4.55, part (b).
Given w ∈ A∞ and q1, q2 ∈ Ww(p−(L), p+(L)), and 0 < p ≤ 1, from part (a), we have that
H
p
L,q1,ε0,M(w) = H
p
SK,P,q1(w) and H
p
L,q2,ε0,M(w) = H
p
SK,P,q2(w),
with equivalent norms. Hence we have the following isomorphisms
HpL,q1,ε0,M(w) ≈ HpSK,P,q1(w) and H
p
L,q2,ε0,M(w) ≈ HpSK,P,q2(w).
On the other hand, from Proposition 4.40, parts (a) and (b), we have that
HpL,q1,ε0,M(w) ≈ HpSK,H,q1(w) ≈ H
p
SK,H,q2(w) ≈ H
p
L,q2,ε0,M(w).
Therefore we conclude that the spaces HpSK,P,q1(w) and H
p
SK,P,q2(w) are isomorphic. 
Proof of Proposition 4.55, part (c).
For f ∈ HpGK−1,P,q1(w), applying Theorem 3.23, part (b), and the fact that GK−1,P f (x) ≤ GK−1,P f (x) for every
x ∈ Rn and for every K ∈ N, we conclude
‖SK,P f ‖Lp(w) . ‖GK−1,P f ‖Lp(w) ≤ ‖GK−1,P f ‖Lp(w).
This, together with Proposition 4.55, part (a), implies
H
p
GK−1,P,q1(w) ⊂ H
p
GK−1,P,q1(w) ⊂ H
p
SK,P,q1(w) = H
p
L,q1,ε0,M(w).
To complete the proof, take f ∈ HpL,q1,ε0,M(w). Then, since in particular f ∈ Lq1(w), and by Proposition 4.22,
we have that
‖GK−1,P f ‖Lp(w) . ‖ f ‖HpL,q1 ,ε0 ,M(w).
Then, we conclude that, HpL,q1,ε0,M(w) ⊂ HpGK−1,P,q1(w), which finishes the proof. 
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4.3.3 Characterization of the weighted Hardy spaces associated with NH and NP
We obtain Theorem 4.20 from the following proposition.
Proposition 4.58. Let w ∈ A∞, q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, M ∈ N such that M > n2
(
rw
p − 12
)
, and
ε0 = 2M + 2 + n2 − rwnp , there hold
(a) HpNH,q(w) = H
p
SH,q(w) = H
p
L,q,ε0,M(w), with equivalent norms.
(b) HpNP,q(w) = H
p
GP,q(w) = H
p
L,q,ε0,M(w), with equivalent norms.
Proof. Fix w ∈ A∞, q ∈ Ww(p−(L), p+(L)), 0 < p ≤ 1, M ∈ N such that M > n2
(
rw
p − 12
)
, and ε0 =
2M + 2 + n2 − rwnp .
In order to prove part (a), note that for f ∈ HpL,q,ε0,M(w), we have, in particular that f ∈ Lq(w). Besides, by
Proposition 4.31, part (b)
‖ f ‖HpNH ,q(w) = ‖NH f ‖Lp(w) . ‖ f ‖HpL,q,ε0 ,M(w).
Therefore, f ∈ HpNH,q(w).
Take now f ∈ HpNH,q(w). Theorems 3.23, part (a), and 3.29, part (b), and Remark 3.45 imply
‖SH f ‖Lp(w) . ‖NH f ‖Lp(w).
Then, f ∈ HpSH,q(w), which implies that, by Proposition 4.40, part (a), f ∈ H
p
L,q,ε0,M(w) and
‖ f ‖HpL,q,ε0 ,M(w) . ‖ f ‖HpSH ,q(w) . ‖ f ‖HpNH ,q(w).
As for proving part (b), take f ∈ HpL,q,ε0,M(w) and apply Proposition 4.31, part (b), to obtain
‖ f ‖HpNP ,q(w) = ‖NP f ‖Lp(w) . ‖ f ‖HpL,q,ε0 ,M(w).
Hence f ∈ HpNP,q(w).
Finally, notice that for f ∈ HpNP,q(w) Theorem 3.29, part (a), and Remark 3.45 imply that
‖GP f ‖Lp(w) . ‖NP f ‖Lp(w).
Therefore, f ∈ HpGP,q(w). Then, applying Proposition 4.55, part (c), we conclude that
‖ f ‖HpL,q,ε0 ,M(w) . ‖ f ‖HpGP ,q(w) . ‖ f ‖HpNP ,q(w).
and f ∈ HpL,q,ε0,M(w). 
4.4 Characterization of HpT (w), p ∈ Ww(p−(L), p+(L))
For T being any square function in (1.26)-(1.31) or a non-tangential maximal function in (1.32), we have that
the Hardy spaces HpT (w) are isomorphic to the L
p(w) spaces, for an appropriate range of p.
Theorem 4.59. Given w ∈ A∞, if T is any of the square functions in (1.26)-(1.31) or a non-tangential maximal
function in (1.32), then, for all p ∈ Ww(p−(L), p+(L)), the spaces HpT (w) and Lp(w) are isomorphic, with
equivalent norms.
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Proof. For w ∈ A∞ and p, q ∈ Ww(p−(L), p+(L)), we claim that Lq(w) ∩ Lp(w) = HpT ,q(w) with
‖ f ‖HpT ,q(w) ≈ ‖ f ‖Lp(w), (4.60)
where T is any function defined in (1.26)-(1.31) or (1.32). Then, taking the closure we would conclude the
desired isomorphism
HpT ,q(w) ≈ Lp(w), for all p, q ∈ Ww(p−(L), p+(L)),
with constants independent of q, so we can drop the dependence on q and just write
HpT (w) ≈ Lp(w), for all p ∈ Ww(p−(L), p+(L)).
Let us prove our claim. If f ∈ Lp(w) ∩ Lq(w), since ‖T f ‖Lp(w) . ‖ f ‖Lp(w) < ∞, (see Theorems 3.1, 3.2, and
3.25), then f ∈ HpT ,q(w).
In order to show the converse inclusion, let us first consider the particular case of T ≡ Sm,P, for m ∈ N.
Then, take f ∈ HpSm,P,q(w), and consider the operator QL defined by
QLh(x, t) := T ∗t h(x), for all (x, t) ∈ Rn+1+ ,
where T ∗t := (t2L∗)me−t
√
L∗ . We have that this operator is bounded from Lp
′
(w1−p′) to T p′(w1−p′), for all
p′ ∈ Ww1−p′ (p−(L∗), p+(L∗)). Indeed, by Theorem 3.2, we have that, for every h ∈ Lp′(w1−p′),
‖QLh‖T p′ (w1−p′ ) =
∫
Rn
(∫∫
Γ(x)
|(t2L∗)me−t
√
L∗h(y)|2 dy dt
tn+1
) p′
2
w1−p
′
(x)dx
 1p′ . ‖h‖Lp′ (w1−p′ ).
Hence, proceeding as in the proof of Proposition 3.46, we conclude that its adjoint Q∗L, has a bounded
extension from T p(w) to Lp(w), for all p ∈ Ww(p−(L), p+(L)), where
Q∗Lh(x) =
∫ ∞
0
(t2L)me−t
√
Lh(x, t)
dt
t
,
and abusing notation, L denotes the infinitesimal generator of e−tL on Lp(w) (see [11, Remark 3.5]). Next,
consider the following Calderón reproducing formula of f
f (x) = Cm
∫ ∞
0
(
(t2L)me−t
√
L
)2
f (x)
dt
t
,
where the equality is in Lq(w) (see Remark 3.49). Now, since for f ∈ HpSm,P,q(w), we have that f ∈ Lq(w) and
that f˜ (x, t) := (t2L)me−t
√
L f (x) ∈ T p(w) (because ‖ f˜ ‖T p(w) = ‖Sm,K f ‖Lp(w) < ∞), we get, for g ∈ Lp′(w)∩Lq′(w),∣∣∣∣∫
Rn
f (y)g¯(y)w(y) dy
∣∣∣∣ =Cm ∣∣∣∣∫
Rn
Q∗L f˜ (y)g¯(y)w(y) dy
∣∣∣∣
= Cm
∣∣∣∣∫
Rn
∫ ∞
0
(t2L)me−t
√
L f˜ (y, t)
dt
t
g¯(y)w(y) dy
∣∣∣∣
= Cm
∣∣∣∣∫
Rn
∫ ∞
0
f˜ (y, t)(t2L∗)me−t
√
L∗(g¯w)(y)
dt
t
dy
∣∣∣∣
. ‖Sm,P f ‖Lp(w)‖QL(g¯w)‖T p′ (w1−p′ )
. ‖Sm,P f ‖Lp(w)‖gw‖Lp′ (w1−p′ ) = ‖Sm,P f ‖Lp(w)‖g‖Lp′ (w).
Then, taking the supremum over all g ∈ Lp′(w) ∩ Lq′(w) such that ‖g‖Lp′ (w) = 1 (note that Lq′(w) ∩ Lp′(w) is
dense in Lp
′
(w)), we obtain that
‖ f ‖Lp(w) . ‖Sm,P f ‖Lp(w). (4.61)
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Therefore, we have that, for all m ∈ N, HpSm,P,q(w) = Lp(w) ∩ Lq(w), with equivalent norms.
Finally, by (3.13), (4.61), Theorems 3.3 and 3.4, Remark 3.22, and Theorems 3.23 and 3.29, we obtain that
H
p
T ,q(w) = L
p(w)∩Lq(w), for all p, q ∈ Ww(p−(L), p+(L)) and forT being any square function in (1.26)-(1.31),
or a non-tangential maximal function in (1.32), with equivalent norms. 
Remark 4.62. As we explain in the proof we have obtained the isomorphism HpT ,q(w) ≈ Lp(w) for all p, q ∈
Ww(p−(L), p+(L)). In particular, this implies that
HpT ,q1(w) ≈ H
p
T ,q2(w), for all p, q1, q2 ∈ Ww(p−(L), p+(L)).
for T being any function in (1.26)-(1.31), or a non-tangential maximal function in (1.32).
4.5 Characterization of the weighted Hardy space associated with the Riesz
transform
In order to characterize the weighted Hardy space associated with the Riesz transform we proceed as in [56],
where the unweighted case was consider. First of all, we need to prove the following weighted versions of [56,
Propositions 5.32 and 5.34].
Proposition 4.63. Given w ∈ A∞ and q ∈ Ww(q−(L), q+(L)), for all p satisfying max
{
rw,
nrw p̂−(L)
nrw+ p̂−(L)
}
< p <
p+(L)
sw
and f ∈ Hp∇L−1/2,q(w), we have that
‖SH f ‖Lp(w) . ‖∇L− 12 f ‖Lp(w). (4.64)
In particular, we conclude that, for all max
{
rw,
nrw p̂−(L)
nrw+p̂−(L)
}
< p < p+(L)sw , H
p
∇L−1/2,q(w) ⊂ HpSH,q(w).
Proposition 4.65. Given w ∈ A∞ and q ∈ Ww(q−(L), q+(L)), for all 0 < p < q+(L)sw and f ∈ H
p
SH,q(w), we have
that
‖∇L− 12 f ‖Lp(w) . ‖SH f ‖Lp(w).
In particular, we conclude that, for all 0 < p < q+(L)sw , H
p
SH,q(w) ⊂ H
p
∇L−1/2,q(w).
From these results we obtain at once that the weighted Hardy space defined by the Riesz transform is
isomorphic to the weighted Hardy space defined by the conical square function SH.
Theorem 4.66. Given w ∈ A∞ such thatWw(q−(L), q+(L)) , ∅. For all max
{
rw,
nrw p̂−(L)
nrw+ p̂−(L)
}
< p < q+(L)sw and
q ∈ Ww(q−(L), q+(L)), we have the following isomorphism
HpSH,q(w) ≈ H
p
∇L−1/2,q(w).
Remark 4.67. We observe that in view of Theorem 4.59, the dependence on q in the above isomorphism can
be omitted when p ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)).
In order to prove Propositions 4.63 and 4.65, we need the following propositions. In the first one, we study
the action of the Riesz transform over molecules.
Proposition 4.68. For every w ∈ A∞, q ∈ Ww(q−(L), q+(L)), 0 < p ≤ 1, ε > 0, M ∈ N such that M >
n
2
(
rw
p − 1p−(L)
)
, andm a (w, q, p, ε,M)-molecule, there hold
(a) ‖∇L− 12m‖Lp(w) ≤ C.
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(b) For all f ∈ HpL,q,ε,M(w), ‖∇L−
1
2 f ‖Lp(w) . ‖ f ‖HpL,q,ε,M(w).
In the second we compare the norm of the following conical square function:
S˜ f (x) :=
(∫∫
Γ(x)
|t√Le−t2L f (y)|2 dy dt
tn+1
) 1
2
,
with the norm of SH in Lp(w), in some range of p.
Proposition 4.69. Given w ∈ A∞ and f ∈ L2(Rn), there hold
(a) ‖SH f ‖Lp(w) . ‖S˜ f ‖Lp(w), for all p ∈ Ww(0, p+(L)1/2,∗);
(b) ‖S˜ f ‖Lp(w) . ‖SH f ‖Lp(w), for all p ∈ Ww(0, p+(L)∗).
In particular
‖S˜ f ‖Lp(w) ≈ ‖SH f ‖Lp(w), for all p ∈ Ww(0, p+(L)∗).
Proof of Proposition 4.68.
Assuming part (a) the proof of part (b) follows as the proof of Proposition 4.22, part (b), but using Theorem
1.34 instead of Theorems 3.1 and 3.2.
We next prove part (a). Fix w, p, q, ε, and M as in the statement of the proposition. Note that since
w ∈ A q
q−(L)
∩ RH( q+(L)
q
)′ and M > n2
(
rw
p − 1q−(L)
)
(recall that p−(L) = q−(L)), we can take r0 > rw, p0, and q0,
q−(L) < p0 < q < q0 < q+(L), close enough to rw, q−(L), and q+(L), respectively, so that w ∈ A q
p0
∩ RH( q0
q
)′
and
M >
n
2
(
r0
p
− 1
p0
)
. (4.70)
Besides, takem a (w, q, p, ε,M)−molecule and Q ⊂ Rn one of its associated cubes, with sidelength `(Q), and
consider
BQ :=
(
I − e−`(Q)2L
)M
and AQ := I − BQ.
Recalling the notation given in (4.6), considering A˜kQ :=
(
k`(Q)2L
)M e−k`(Q)2L, we can write
∇L− 12m = ∇L− 12 BQm + ∇L− 12 AQm = ∇L− 12 BQm +
M∑
k=1
Ck,M∇L− 12 A˜kQm˜
=
∑
i≥1
(
∇L− 12 BQmi +
M∑
k=1
Ck,M∇L− 12 A˜kQm˜i
)
, (4.71)
where m˜ := (`(Q)2L)−Mm and for any function f , we denote fi := f 1Ci(Q), for all i ≥ 1. Then, we have
‖∇L− 12 BQmi‖pLp(w) .
∑
j≥1
‖1C j(Qi)∇L−
1
2 (BQmi)‖pLp(w) =:
∑
j≥1
Ii j. (4.72)
Thus, for j = 1, applying Hölder’s inequality, the boundedness of ∇L− 12 and BQ on Lq(w) (see Theorem 1.34
and Proposition 1.41), by (1.11) and (4.8), we obtain
Ii1 . w(2i+1Q)
1− pq
(∫
4Qi
∣∣∣∇L− 12 BQmi(x)∣∣∣q w(x)dx) pq . ‖mi‖pLq(w)w(2i+1Q)1− pq ≤ 2−ipε. (4.73)
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As for j ≥ 2, denoting Tt := t∇ye−t2L, using (1.33) and splitting the integral in t, we obtain
Ii j ≤
∫
C j(Qi)
∣∣∣∣∫ `(Q)
0
TtBQmi(x)dtt
∣∣∣∣p w(x)dx + ∫
C j(Qi)
∣∣∣∣∫ ∞
`(Q)
TtBQmi(x)dtt
∣∣∣∣p w(x)dx =: I1i j + I2i j. (4.74)
In order to estimate I1i j, we apply twice Hölder’s inequality, the fact that w ∈ RH( q0
q
)′ , and Mikowski’s integral
inequality. Besides, we expand the binomial and apply the fact that {Tt}t>0 ∈ F∞(Lp0 → Lq0) and {e−t2L}t>0 ∈
F∞(Lp0 → Lp0) (see Section 1.3.1). Also, we apply Lemma 1.35, Lemma 4.9, and (1.10). Then,
I1i j . w(2
j+1Qi)
1− pq
(∫
C j(Qi)
∣∣∣∣ ∫ `(Q)
0
TtBQmi(x)dtt
∣∣∣∣qw(x)dx
) p
q
. w(2 j+1Qi) |2 j+1Qi|−
p
q0
∫ `(Q)
0
(∫
C j(Qi)
∣∣TtBQmi(x)∣∣q0 dx
) 1
q0 dt
t
p .
. w(2 j+1Qi) |2 j+1Qi|−
p
q0
∫ `(Q)
0
(∫
C j(Qi)
∣∣∣t∇ye−t2Lmi(x)∣∣∣q0 dx
) 1
q0 dt
t
+
M∑
k=1
Ck,M
∫ `(Q)
0
`(Q)−1
(∫
C j(Qi)
∣∣∣√k`(Q)∇ye−k`(Q)2Le−t2Lmi(x)∣∣∣q0 dx
) 1
q0
dt
p
. ‖mi‖pLp0 (Rn)w(2 j+1Qi)|2 j+1Qi|−
p
q0
(∫ `(Q)
0
(
e−c
4i+ j`(Q)2
t2 t−
(
n
p0
− nq0
)
+
te−c4i+ j
`(Q)
`(Q)−
(
n
p0
− nq0
))
dt
t
)p
. e−c4
i+ j
. (4.75)
As for I2i j, we proceed as before but also changing the variable t into
√
M + 1t =: CMt and considering BQ,t :=(
e−t2L − e−(t2+`(Q)2)L
)M
. Next, we apply Lemma 1.35 using that {Tt}t>0 ∈ F∞(Lp0 → Lq0) and the Lp0(Rn) −
Lp0(Rn) off-diagonal estimates satisfied by {BQ,t}t>0 (see Section 1.3.1 and Proposition 1.37).Besides, note that
`(Q) ≤ tCM. Then, by Lemma 4.9 and changing the variable t into 2 j+i`(Q)t , we get
I2i j . w(2
j+1Qi)|2 j+1Qi|−
p
q0
∫ ∞
`(Q)
CM
(∫
C j(Qi)
∣∣TtBQ,tmi(x)∣∣q0 dx
) 1
q0 dt
t
p
. w(2 j+1Qi)|2 j+1Qi|−
p
q0 ‖mi‖pLp0 (Rn)
(∫ ∞
`(Q)
CM
(
`(Q)2
t2
)M
t−n
(
1
p0
− 1q0
)
e−c
4i+ j`(Q)2
t2
dt
t
)p
. 2−ip(2M+ε)2− jp
(
2M+ np0 −
r0n
p
)
.
Hence, by this, (4.72), (4.73), (4.74), (4.75), and by (1.11), we have∑
i≥1
‖∇L−1/2BQmi‖pLp(w) ≤ C. (4.76)
Now, proceeding as in the estimate of Ii1, since the Riesz transform and A˜kQ are bounded on L
q(w) (see Theorem
1.34 and Proposition 1.41), and by (4.8), we get
‖14Qi∇L−
1
2 A˜kQm˜i‖Lp(w) . w(4Qi)
1
p− 1q ‖m˜i‖Lq(w) . 2−iε. (4.77)
4.5. RIESZ TRANSFORM CHARACTERIZATION 123
Next, for j ≥ 2, we use (1.33), and proceed as in the estimate of Ii j,
‖1C j(Qi)∇L−
1
2 A˜kQm˜i‖pLp(w) . w(2 j+1Qi)|2 j+1Qi|−
p
q0
∫ `(Q)
0
(∫
C j(Qi)
∣∣∣TtA˜kQm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
+
∫ ∞
`(Q)
(∫
C j(Qi)
∣∣∣TtA˜kQm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
p =: w(2 j+1Qi)|2 j+1Qi|− pq0 (II1i j + II2i j)p .
We first estimate II1i j acting similarly as in (4.75) when we dealt with I
1
i j. We apply Lemma 1.35 using that
k
1
2 `(Q)∇yA˜kQ satisfies Lp0(Rn) − Lq0(Rn) off-diagonal estimates and {e−t
2L}t>0 ∈ F∞(Lp0 → Lp0). Then, by
Lemma 4.9, we obtain
II1i j =
ck,M
`(Q)
∫ `(Q)
0
(∫
C j(Qi)
∣∣∣k 12 `(Q)∇yA˜kQe−t2Lm˜i(x)∣∣∣q0 dx
) 1
q0
dt
. e−c4
j+i
`(Q)−n
(
1
p0
− 1q0
)
‖m˜i‖Lp0 (Rn) . w(Qi)−
1
p `(Q)
n
q0 e−c4
i+ j
. (4.78)
Now consider skQ,t := k`(Q)
2 + t2. Then changing the variable t into
√
2t; and proceeding as in the estimate of
I2i j but applying this time Lemma 1.35 with the families {Tt}t>0 ∈ F∞(Lp0 → Lq0) and {(skQ,tL)Me−s
k
Q,tL}t>0 that
satisfies Lp0(Rn) − Lp0(Rn) off-diagonal estimates, we have that
II2i j .
∫ ∞
`(Q)√
2
(
`(Q)2
t2
)M (∫
C j(Qi)
∣∣∣Tt (skQ,tL)M e−skQ,tLm˜i(x)∣∣∣q0 dx
) 1
q0 dt
t
. ‖m˜i‖Lp0 (Rn)
∫ ∞
`(Q)√
2
(
`(Q)2
t2
)M
t−n
(
1
p0
− 1q0
)
e−c
4 j+i`(Q)2
t2
dt
t
. 2− j
(
2M+n
(
1
p0
− 1q0
))
`(Q)
n
q0 w(Qi)
− 1p 2−i
(
2M− nq0 +ε
)
.
Therefore, from this inequality and (4.78), we get
‖1C j(Qi)∇L−
1
2 A˜kQm˜i‖pLp(w) . e−c4
i+ j
+ 2− jp
(
2M+ np0 −
r0n
p
)
2−ip(2M+ε).
This, (4.77), and (4.70) give us
∑
i≥1 ‖∇L−
1
2 A˜kQm˜i‖pLp(w) ≤ C, which, together with (4.76) and in view of (4.71),
allows us to conclude the proof. 
Proof of Proposition 4.69.
We first prove part (a). Note that since 2 < p+(L)1/2,∗, in view of Theorem 1.46, part (b), (or part (e) if
p+(L)1/2,∗ = ∞), it is enough to prove it for p = 2 and all w ∈ RH( p+(L)1/2,∗
2
)′ . Assuming this, note that as in the
estimate of term II when proving (4.16), given w ∈ RH( p+(L)1/2,∗
2
)′ , we can find q0 and r, so that 2 < q0 < p+(L),
q0/2 ≤ r < ∞, w ∈ RHr′ , and
2 +
n
2r
− n
q0
> 0. (4.79)
After this observation we show the desired estimate. Using (1.20) and Minkowski’s integral inequality, we
obtain that
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SH f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|sLe−s2Lt2 √Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|sLe−s2Lt2 √Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12 =: I + II.
In the case that s < t, we use the fact that {t2Le−t2L}t>0, {e−s2L}s>0 ∈ F∞(L2 → L2), and apply Lemma 1.35 to
get
I ≤
∫ ∞
0
(∫ t
0
s
t
(∫
B(x,t)
|e−s2Lt2Le− t22 Lt√Le− t22 L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|t√Le− t22 L f (y)|2 dy dt
tn+1
) 1
2
.
Then, changing the variable t into
√
2t and applying change of angles (Proposition 2.43), we conclude that
‖I‖L2(w) .
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(x,2 j+2t)
|t√Le−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
.
∑
j≥1
e−c4
j‖S˜ f ‖L2(w) . ‖S˜ f ‖L2(w).
As for the estimate of II, consider f˜ (y, s) := s
√
Le− s
2
2 L f (y), apply the fact that {e−t2L}t>0 ∈ F∞(L2 → L2)
and Jensen’s inequality. Besides, change the variable s into st, apply Minkowski’s integral inequality, and then
change the variable t into t/s. Hence, we have
II .
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|s2Le− s22 L f˜ (y, s)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
.
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
t
t2
s2
(∫
B(x,2 j+1t)
|s2Le− s22 L f˜ (y, s)|q0 dy
tn
) 1
q0 ds
s
)2
dt
t
 12
.
∑
j≥1
e−c4
j
∫ ∞
1
s−2
(∫ ∞
0
(∫
B(x,2 j+1t)
|(st)2Le− (st)
2
2 L f˜ (y, st)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
.
∑
j≥1
e−c4
j
∫ ∞
1
s−2+
n
q0
(∫ ∞
0
(∫
B(x,2 j+1t/s)
|t2Le− t22 L f˜ (y, t)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
=:
∑
j≥1
e−c4
j
∫ ∞
1
s−2+
n
q0J(x, s)ds
s
.
In order to estimate the norm in L2(w) of the above integral, we first apply Minkowski’s inequality, Proposition
2.61, and change the variable t into
√
2t. Next, we apply the fact that {t2Le−t2L}t>0 ∈ F∞(L2 → Lq0), and recall
that q0 and r satisfy 2 < q0 < p+(L),
q0
2 ≤ r, w ∈ RHr′ , and (4.79). Finally, applying Proposition 2.43, we have(∫
Rn
(∫ ∞
1
s−2+
n
q0J(x, s)ds
s
)2
w(x)dx
) 1
2
4.5. RIESZ TRANSFORM CHARACTERIZATION 125
.
(∫ ∞
1
s−2−
n
2r +
n
q0
ds
s
)(∫ ∞
0
∫
Rn
(∫
B(x,2 j+2t)
|t2Le−t2Lt√Le−t2L f (y)|q0 dy
tn
) 2
q0
w(x)dx
dt
t
) 1
2
.
∑
l≥1
e−c4
l
(∫ ∞
0
∫
Rn
∫
B(x,2 j+l+3t)
|t√Le−t2L f (y)|2 dy
tn
w(x)dx
dt
t
) 1
2
.
(∫
Rn
∫ ∞
0
∫
B(x,2 j+1t)
|t√Le−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
.
Consequently, applying again Proposition 2.43, we get
‖II‖L2(w) .
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(x,2 j+1t)
|t√Le−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
. ‖S˜ f ‖L2(w),
which, together with the estimate obtained for ‖I‖L2(w), gives us the desired inequality.
As for proving part (b), note that again it is enough to consider the case p = 2 and w ∈ RH( p+(L)∗
2
)′ . In this
case we find q0 and r so that 2 < q0 < p+(L), q0/2 ≤ r < ∞, w ∈ RHr′ , and
1 +
n
2r
− n
q0
> 0. (4.80)
To this end, we proceed again as in the estimate of term II when proving (4.16), so we skip some details. For
n > p+(L), note that we can take ε0 > 0 small enough and 2 < q0 < p+(L), close enough to p+(L) so that for
r := q0n2(1+ε0)(n−q0) , we have that 2 < q0 < p+(L), q0/2 ≤ r < ∞, w ∈ RHr′ , and
1 +
n
2r
− n
q0
> 0.
If now n ≤ p+(L), our condition over the weight w becomes w ∈ A∞. Then, we take r > sw, and q0 satisfying
max
{
2, 2rp+(L)p+(L)+2r
}
< q0 < min {p+(L), 2r} if p+(L) < ∞ and q0 = 2r if p+(L) = ∞. Therefore, we have that
2 < q0 < p+(L), q0/2 ≤ r < ∞, and w ∈ RHr′ . Besides,
1 +
n
2r
− n
q0
> 1 − n
p+(L)
≥ 0.
Hence, we have found the desired q0 and r. Keeping these choices of q0 and r we prove part (b). Using again
(1.20) and Minkowski’s integral inequality, we obtain
S˜ f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|tsLe−s2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|tsLe−s2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12 =: I + II.
We first estimate I. Using that s < t and applying the fact that {e−s2L}s>0 ∈ F∞(L2 → L2), we have
I ≤
∫ ∞
0
(∫ t
0
s
t
(∫
B(x,t)
|e−s2Lt2Le−t2L f (y)|2dy
) 1
2 ds
s
)2
dt
tn+1
 12
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.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|t2Le−t2L f (y)|2 dy dt
tn+1
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
B(x,2 j+1t)
|t2Le−t2L f (y)|2 dy dt
tn+1
) 1
2
.
Therefore, applying change of angles (Proposition 2.43), we get
‖I‖L2(w) .
∑
j≥1
e−c4
j‖SH f ‖L2(w) . ‖SH f ‖L2(w).
As for the second term, we first apply the fact that {e−t2L}t>0 ∈ F∞(L2 → L2), change the variable s into st, and
apply Jensen’s inequality. Next, we apply Minkowski’s integral inequality and change the variable t into t/s.
Hence, we have
II .
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
1
s−1
(∫
B(x,2 j+1t)
|(st)2Le−(st)2L f (y)|q0 dy
tn
) 1
q0 ds
s
)2
dt
t
 12
.
∑
j≥1
e−c4
j
∫ ∞
1
s−1+
n
q0
(∫ ∞
0
(∫
B(x,2 j+1t/s)
|t2Le−t2L f (y)|q0 dy
tn
) 2
q0 dt
t
) 1
2
ds
s
=:
∑
j≥1
e−c4
j
∫ ∞
1
s−1+
n
q0J(x, s)ds
s
.
Thus, applying first Minkowski’s integral inequality, Proposition 2.61, and changing the variable t into
√
2t;
next, applying the fact that {e−t2L}t>0 ∈ F∞(L2 → Lq0), recalling our choices of q0 and r and (4.80), and
Proposition 2.43, we obtain(∫
Rn
(∫ ∞
1
s−1+
n
q0 J(x, s)ds
s
)2
w(x)dx
) 1
2
.
(∫ ∞
1
s−1−
n
2r +
n
q0
ds
s
)(∫
Rn
∫ ∞
0
(∫
B(x,2 j+2t)
|e−t2Lt2Le−t2L f (y)|q0 dy
tn
) 2
q0 dt
t
w(x)dx
) 1
2
.
∑
l≥1
e−c4
l
(∫
Rn
∫ ∞
0
∫
B(x,2 j+l+3t)
|t2Le−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
.
(∫
Rn
∫ ∞
0
∫
B(x,2 j+1t)
|t2Le−t2L f (y)|2 dy dt
tn+1
w(x)dx
) 1
2
.
Using this and again applying Proposition 2.43, we get
‖II‖L2(w) .
∑
j≥1
e−c4
j‖SH f ‖L2(w) . ‖SH f ‖L2(w).
Gathering this and the estimate obtained for ‖I‖L2(w) gives us that, for all w ∈ RH( p+(L)∗
2
)′ ,
‖S˜ f ‖L2(w) . ‖SH f ‖L2(w),
which, from the observations made at the beginning, finishes the proof. 
Remark 4.81. As we explain in Remark 3.22, we can extend Proposition 4.69 to all functions f ∈ Lq(w) for
w ∈ A∞ and q ∈ Ww(p−(L), p+(L)).
Now, we are ready to prove Proposition 4.63 and 4.65.
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Proof of Proposition 4.63.
First of all note that if f is such that ‖∇L− 12 f ‖Lp(w) < ∞, then, for h := L− 12 f we have that h ∈ W˙1,p(w) (the
space W˙1,p(w) is defined as the completion of {h ∈ C∞0 (Rn) : ∇h ∈ Lp(w)} under the semi-norm ‖h‖W˙1,p(w) :=
‖∇h‖Lp(w)). Additionally, note that applying Proposition 4.69, Theorem 3.52, and [11, Theorem 6.2], for all
w ∈ A∞ such thatWw(p−(L), p+(L)) , ∅ and p̂−(L) < p < p+(L)sw , we have that
‖S˜ √Lh‖Lp(w) ≈ ‖SH
√
Lh‖Lp(w) . ‖
√
Lh‖Lp(w) . ‖∇h‖Lp(w).
This gives us that
S˜ √L : W˙1,p(w)→ Lp(w), ∀ p̂−(L) < p < p+(L)sw . (4.82)
Therefore, if we show that, for every p̂−(L) < p˜ < q+(L)sw , r0 > rw, so that rwq−(L) < r0q−(L) <
q+(L)
sw
, and for
p0 := max
{
r0,
nr0 p˜
nr0+p˜
}
,
S˜ √L : W˙1,p0(w)→ Lp0,∞(w), (4.83)
then, by interpolation (see [18]), applying Proposition 4.69, and by the observation made at the beginning of
the proof, we will conclude (4.64). Besides, note thatWw(q−(L), q+(L)) , ∅ impliesWw(p−(L), p+(L)) , ∅
(recall thatWw(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L))).
We fix p˜ and r0 satisfying the above restrictions. Additionally, we take r, q−(L) < r < 2, close enough
to q−(L) so that rr0 < q+(L)sw . Then, if we consider p1 so that max{rr0, p˜} < p1 <
q+(L)
sw
, we have that w ∈
A p1
r
∩ RH( q+(L)
p1
)′ , and p1 > p0.
Recalling these choices of p˜, r0, r, p1, and p0, note that in order to prove (4.83) it suffices to show that, for
every α > 0 and h ∈ W˙1,p0(w),
w
({
x ∈ Rn : S˜ √Lh(x) > α
})
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
To this end, consider the following Calderón-Zygmund decomposition of h (see [11, Lemma 6.6]).
Lemma 4.84. Let n ≥ 1, w ∈ A∞, µ := wdx, and rw < p0 < ∞ (with the possibility of taking p0 = 1 if rw = 1).
Assume that h ∈ W˙1,p0(w), and let α > 0. Then, one can find a collection of balls {Bi}i∈N (with radii rBi), smooth
functions bi, and a function g ∈ L1loc(w) such that
h = g +
∑
i∈N
bi
and the following properties hold
|∇g(x)| ≤ Cα, for µ − a.e. x, (4.85)
supp bi ⊂ Bi and
∫
Bi
|∇bi(x)|p0w(x)dx ≤ Cαp0w(Bi), (4.86)
∑
i∈N
w(Bi) ≤ C
αp0
∫
Rn
|∇h(x)|p0w(x)dx, (4.87)
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∑
i∈N
1Bi ≤ N, (4.88)
where C and N depend only on the dimension, the doubling constant of µ, and p0. In addition, for 1 ≤ q < (p0)∗w,
where (p0)∗w =
nrw p0
nrw−p0 if p0 < nrw, and (p0)
∗
w = ∞ otherwise, we have(
−
∫
Bi
|bi(x)|qdw
) 1
q
. αrBi . (4.89)
Applying this lemma to our function h and our choice of p0, and considering for M ∈ N, arbitrarily large,
and for every i ∈ N, BrBi := (I − e
−r2Bi L)M and ArBi := I − BrBi , we can write bi = BrBi bi + ArBi bi. Hence,
h = g +
∑
i∈N
BrBi bi +
∑
i∈N
ArBi bi.
Then,
w
({
x ∈ Rn : S˜ √Lh(x) > α
})
≤ w
({
x ∈ Rn : S˜ √Lg(x) > α
3
})
+ w
({
x ∈ Rn : S˜ √L
(∑
i∈N
ArBi bi
)
(x) >
α
3
})
+ w
({
x ∈ Rn : S˜ √L
(∑
i∈N
BrBi bi
)
(x) >
α
3
})
=: I + II + III. (4.90)
By our choice of p1, we have that p1 ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)). Hence, applying Chebychev’s
inequality, (4.82), (4.85), (4.86), and (4.87), we obtain
I .
1
αp1
∫
Rn
|S˜ √Lg(x)|p1w(x)dx . 1
αp1
∫
Rn
|∇g(x)|p1w(x)dx
.
1
αp0
(∫
Rn
|∇h(x)|p0w(x)dx + αp0
∑
i∈N
w(Bi)
)
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx. (4.91)
In order to estimate the remaining terms, we take 1 < p < ∞ and u ∈ Lp′(w) such that ‖u‖Lp′ (w) = 1. Besides, we
denote byMw the weighted maximal operator defined as in (2.88) but taking the supremum over balls instead
of over cubes. Then, using a Kolmogorov type inequality and (4.87), we have that(∑
i∈N
∫
Bi
(
Mw(|u|p′)(x)
) 1
p′
w(x)dx
)p
.
(∫
∪i∈NBi
(
Mw(|u|p′)(x)
) 1
p′
w(x)dx
)p
. w(∪i∈NBi)‖u‖pLp′ (w) .
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx. (4.92)
Indeed, sinceMw is of weak type (1, 1),∫
∪i∈NBi
(
Mw(|u|p′)(x)
) 1
p′
w(x)dx =
1
p′
∫ ∞
0
λ−1/pw({x ∈ ∪i∈NBi :Mw(|u|p′)(x) > λ})dλ
≤ 1
p′
w(∪i∈NBi)
∫ a
0
λ−1/pdλ +
1
p′
‖up′‖L1(w)
∫ ∞
a
λ−1/p−1dλ
=
1
p′
(
p′a
1
p′ w(∪i∈NBi) + pa−
1
p ‖up′‖L1(w)
)
.
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Then, taking a = ‖up′‖L1(w)w(∪i∈NBi)−1, we conclude that∫
∪i∈NBi
(
Mw(|u|p′)(x)
) 1
p′
w(x)dx ≤ p‖u‖Lp′ (w)w(∪i∈NBi)
1
p .
Moreover, note that 1 < p˜ < (p0)∗w and hence by (4.89),(
−
∫
Bi
|bi(x)|p˜dw
) 1
p˜
. αrBi . (4.93)
By our choice of p˜, we have that p˜ > 1. In order to show that 1 ≤ p˜ < (p0)∗w, we first consider the case
n = 1. Note that in this case p0 = r0 > rw which implies that (p0)∗w = ∞. Consequently p˜ < (p0)∗w. In the case
n ≥ 2, we observe that it suffices to consider the case p0 < nrw. In this case, if we suppose that p0 = r0 then
p˜ ≤ nr0n−1 and since nr0n−1 < nrwr0nrw−r0 = (p0)∗w, we conclude the desired estimate. On the other hand, if p0 =
nr0 p˜
nr0+ p˜
then (p0)∗w =
nrw p0
nrw−p0 =
nrwr0 p˜
nrwr0+(rw−r0) p˜ , (observe that nrwr0 + (rw − r0) p˜ > 0). Besides, nrwr0 + (rw − r0) p˜ < nrwr0,
hence p˜ < (p0)∗w.
Therefore, in order to estimate II, we first apply Chebychev’s inequality. Next, by (4.82), expanding the
binomial, using that { √t∇ye−tL}t>0 ∈ O(L p˜(w) − L p˜(w)) (see Proposition 1.41), by (1.11), (4.93), and (4.92)
with p = p˜, we have
II .
1
α p˜
∫
Rn
∣∣∣∣∣S˜ √L
(∑
i∈N
ArBi bi
)
(x)
∣∣∣∣∣
p˜
w(x)dx
.
1
α p˜
∫
Rn
∣∣∣∣∣∇
(∑
i∈N
M∑
k=1
Ck,Me
−kr2Bi Lbi
)
(x)
∣∣∣∣∣
p˜
w(x)dx
.
1
α p˜
sup
‖u‖
Lp˜
′
(w)
=1
(
M∑
k=1
Ck,M
∑
i∈N
∫
Rn
∣∣∣∣√krBi∇ye−kr2Bi L( birBi
)
(x)
∣∣∣∣ |u(x)|w(x)dx
)p˜
.
1
α p˜
sup
‖u‖
Lp˜
′
(w)
=1
 M∑
k=1
Ck,M
∑
i∈N
∑
j≥1
2
jnp1
r w(Bi)
(
−
∫
C j(Bi)
∣∣∣∣√krBi∇ye−kr2Bi L( birBi
)
(x)
∣∣∣∣ p˜dw
) 1
p˜
(
−
∫
C j(Bi)
|u(x)|p˜′dw
) 1
p˜′
p˜
.
1
α p˜
sup
‖u‖
Lp˜
′
(w)
=1
∑
i∈N
∑
j≥1
e−c4
j
w(Bi)
(
−
∫
Bi
∣∣∣∣bi(x)rBi
∣∣∣∣ p˜ dw
) 1
p˜
inf
x∈Bi
(
Mw(|u| p˜′)(x)
) 1
p˜′
p˜
. sup
‖u‖
Lp˜
′
(w)
=1
(∑
i∈N
∫
Bi
(
Mw(|u| p˜′)(x)
) 1
p˜′ w(x)dx
)p˜
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx. (4.94)
Next, we estimate III. Note that,
III . w
(⋃
i∈N
16Bi
)
+ w
({
x ∈ Rn \
⋃
i∈N
16Bi : S˜
√
L
(∑
i∈N
BrBi bi
)
(x) >
α
3
})
= III1 + III2. (4.95)
Applying (4.87) we have that
III1 .
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx. (4.96)
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Hence it just remains to control III2. Applying Chebychev’s inequality, we obtain
III2 .
1
αp1
∫
Rn\⋃i∈N 16Bi
∫ ∞
0
∫
B(x,t)
∣∣∣∣∣tLe−t2L
(∑
i∈N
BrBi bi
)
(y)
∣∣∣∣∣
2
dy dt
tn+1

p1
2
w(x)dx
.
1
αp1
sup
‖u‖
L
p′1 (w)
=1
∑
i∈N
∑
j≥4
(∫
C j(Bi)
(∫ ∞
0
∫
B(x,t)
∣∣∣tLe−t2L (BrBi bi) (y)∣∣∣2 dy dttn+1
) p1
2
w(x)dx
) 1
p1
‖u1C j(Bi)‖Lp′1 (w)
p1
=:
1
αp1
sup
‖u‖
L
p′1 (w)
=1
∑
i∈N
∑
j≥4
IIIi j ‖u1C j(Bi)‖Lp′1 (w)
p1 . (4.97)
Splitting the integral in t (recall that j ≥ 4), we have
IIIi j .
∫
C j(Bi)
(∫ 2 j−2rBi
0
∫
B(x,t)
∣∣∣tLe−t2L (BrBi bi) (y)∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
+
∫
C j(Bi)
(∫ ∞
2 j−2rBi
∫
B(x,t)
∣∣∣∣t2Le−t2L(BrBi ( birBi
))
(y)
∣∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
= III1i j + III2i j.
We first estimate III1i j. Recall that w ∈ A p1r ∩ RH( q+(L)p1 )′ . Hence, taking q0, max{2, p1} < q0 < q+(L), close
enough to q+(L) so that w ∈ RH( q0
p1
)′ , applying Jensen’s inequality, Fubini’s theorem, and noticing that for
x ∈ C j(Bi) and 0 < t ≤ 2 j−2rBi we have that B(x, t) ⊂ 2 j+2Bi \ 2 j−1Bi, we get
III1i j . |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
∫
C j(Bi)
(∫ 2 j−2rBi
0
∫
B(x,t)
∣∣∣tLe−t2L (BrBi bi) (y)∣∣∣2 dy dttn+1
) q0
2
dx

1
q0
. |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
(∫
C j(Bi)
∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1 ∫
B(x,t)
∣∣∣tLe−t2L (BrBi bi) (y)∣∣∣q0 dy dttn+1 dx
) 1
q0
. |2 j+1Bi|−
1
q0 w(2 j+1Bi)
1
p1
(∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1
t−q0
∫
2 j+2Bi\2 j−1Bi
∣∣∣t2Le−t2L (BrBi bi) (y)∣∣∣q0 dy dtt
) 1
q0
.
We estimate the integral in y by using functional calculus. We use the notation in [3] and [11, Section 7]. We
write ϑ ∈ [0, pi/2) for the supremum of |arg(〈L f , f 〉L2(Rn))| over all f in the domain of L. Let 0 < ϑ < θ <
ν < µ < pi/2 and note that, for a fixed t > 0, φ(z, t) := e−t2z(1 − e−r2Bi z)M is holomorphic in the open sector
Σµ = {z ∈ C \ {0} : |arg(z)| < µ} and satisfies |φ(z, t)| . |z|M (1 + |z|)−2M (with implicit constant depending on µ,
t > 0, rBi , and M) for every z ∈ Σµ. In order to see this, note that, in general for k > 0 and −pi/2 < α < pi/2, we
have
|1 − e−ke±iα | = |1 − e−k(cos(α)±i sin(α))| = |1 − e−k cos(α) cos(k sin(α)) ∓ ie−k cos(α) sin(k sin(α))|
=
((
1 − e−k cos(α) cos(k sin(α)))2 + (e−k cos(α) sin(k sin(α)))2) 12 .
Now, consider f (x) := e−x cos
(
x sin(α)cos(α)
)
and g(x) := e−x sin
(
x sin(α)cos(α)
)
, we have that f (0) = 1, f (k cos(α)) =
e−k cos(α) cos(k sin(α)), g(0) = 0, and g(k cos(α)) = e−k cos(α) sin(k sin(α)). Besides, for all x > 0
| f ′(x)| ≤ 1 + | tan(α)| and |g′(x)| ≤ 1 + | tan(α)|.
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Then, applying the mean value theorem, we conclude that, for all k > 0 and −pi/2 < α < pi/2
|1 − e−ke±iα | ≤ 4k. (4.98)
Using this for z ∈ Σµ and t > 0, we obtain
|φ(z, t)| =
∣∣∣e−t2 |z|eiarg(z)∣∣∣ ∣∣∣1 − e−r2Bi |z|eiargz∣∣∣M ≤ 4M |z|Mr2MBi e−t2 cos(argz)(1+|z|)et2 cos(argz)
. 4Mr2MBi
et
2
t4M cos(µ)2M
|z|M
(1 + |z|)2M ,
with the implicit constant depending on M. Hence, we can write
φ(L, t) =
∫
Γ
e−zLη(z, t)dz, where η(z, t) =
∫
γ
eζzφ(ζ, t)dζ.
Here Γ = ∂Σ pi
2−θ with positive orientation (although orientation is irrelevant for our computations) and γ =
R+ei sign(Im(z)) ν. It is not difficult to see that for every z ∈ Γ,
|η(z, t)| . r
2M
Bi
(|z| + t2)M+1 .
Indeed, note that pi/2 < ν + pi/2 − θ < pi. Consequently, cos(ν + pi/2 − θ) < 0. Then, by (4.98), for every z ∈ Γ,
ζ ∈ γ, and for c0 := min{cos(ν), | cos(ν + pi/2 − θ)|} > 0, we have
|eζzφ(ζ, t)| . e|ζ | |z| cos(ν+pi/2−θ)e−t2 |ζ | cos(ν)|ζ |Mr2MBi ≤ |ζ |Mr2MBi e−c0 |ζ |(t
2+|z|),
with the implicit constant depending on M. Therefore, for every z ∈ Γ
|η(z, t)| . r2MBi
∫ ∞
0
lMe−c0(t
2+|z|)l dl ≤ r2MBi
∫ 1
|z|+t2
0
lMe−c0(t
2+|z|)l dl + r2MBi
∫ ∞
1
|z|+t2
lMe−c0(t
2+|z|)l dl
.
r2MBi
|z| + t2
∫ 1
|z|+t2
0
lM−1 dl +
r2MBi
(|z| + t2)M+2
∫ ∞
1
|z|+t2
dl
l2
≈ r
2M
Bi
(|z| + t2)M+1 ,
with the implicit constant depending on M, ν, and θ.
Thus, we can write(∫
2 j+2Bi\2 j−1Bi
∣∣∣t2Le−t2LBrBi (bi) (y)∣∣∣q0 dy) 1q0
.
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
e−
z
2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
j−3∑
l=1
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
+
∑
l≥ j−2
∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|.
Note now that since j ≥ 4, for 1 ≤ l ≤ j − 3 we have that d(2 j+2Bi \ 2 j−1Bi,Cl(Bi)) ≥ 2 j−2rBi ≥ 2l+1rBi .
Then, in that case, applying the fact that z2 Le
− z2 L satisfies Lr(Rn) − Lq0(Rn) off-diagonal estimates (see [3]),
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splitting the exponential term, using that w ∈ A p1
r
, changing the variable s into 4 jr2Bi/s
2, and applying that
e− z2 L ∈ O(L p˜(w) − Lp1(w)) (see [10, 11]), and by (4.93), we obtain∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
∫
Γ
(∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣r dy) 1r |z|− n2( 1r − 1q0 )e−c 4 jr2Bi|z| t2|z| r2MBi(|z| + t2)M+1 |dz|
. (2lrBi)
n
r
∫
Γ
(
−
∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣p1 dw) 1p1 |z|− n2( 1r − 1q0 )e−c 4 jr2Bi|z| e−c 4lr2Bi|z| t2|z| r2MBi(|z| + t2)M+1 |dz|
. 2lθ1(2lrBi)
n
r
(
−
∫
Bi
|bi(y)| p˜ dw
) 1
p˜
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s−
n
2
(
1
r − 1q0
)
e−c
4 jr2Bi
s e−c
4lr2Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
l(θ1+ nr )r
n
q0
Bi 2
− jn
(
1
r − 1q0
) ∫ ∞
0
Υ
(
2ls
2 j
)θ2
sn
(
1
r − 1q0
)
e−cs
2
e−c
4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
,
recall that Υ(u) = max{u, u−1}.
If we now consider l ≥ j − 2, in this case, we do not have distance between 2 j+2Bi \ 2 j−1Bi and Cl(Bi), but
we do have between Cl(Bi) and Bi. Indeed, since l ≥ j − 2 ≥ 2, we have that d(Cl(Bi), Bi) > 2l−1rBi ≥ 2 j−3rBi .
Hence, proceeding as in the above computation, we obtain∫
Γ
(∫
2 j+2Bi\2 j−1Bi
∣∣∣ z
2
Le−
z
2 L
(
1Cl(Bi)e
− z2 Lbi
)
(y)
∣∣∣q0 dy) 1q0 t2|z| r2MBi(|z| + t2)M+1 |dz|
.
∫
Γ
(∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣r dy) 1r |z|− n2( 1r − 1q0 ) t2|z| r2MBi(|z| + t2)M+1 |dz|
. (2lrBi)
n
r
∫
Γ
(
−
∫
Cl(Bi)
∣∣∣e− z2 Lbi(y)∣∣∣p1 dw) 1p1 |z|− n2( 1r − 1q0 ) t2|z| r2MBi(|z| + t2)M+1 |dz|
. 2lθ1(2lrBi)
n
r
(
−
∫
Bi
|bi(y)| p˜ dw
) 1
p˜
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s−
n
2
(
1
r − 1q0
)
e−c
4lr2Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
lθ1(2lrBi)
n
r
∫ ∞
0
Υ
(
2lrBi
s
1
2
)θ2
s−
n
2
(
1
r − 1q0
)
e−c
4 jr2Bi
s e−c
4lr2Bi
s t2
r2MBi
(s + t2)M+1
ds
s
. αrBi2
l(θ1+ nr )r
n
q0
Bi 2
− jn
(
1
r − 1q0
) ∫ ∞
0
Υ
(
2ls
2 j
)θ2
sn
(
1
r − 1q0
)
e−cs
2
e−c
4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
.
Next, changing the variable t into 2 jrBi t, we have for M˜ > 0 large enough to be chosen later,(∫ 2 j−2rBi
0
(
2 jrBi
t
) q0
2 −1
t−q0
(∫ ∞
0
Υ
(
2ls
2 j
)θ2
sn
(
1
r − 1q0
)
e−cs
2
e−c
4l s2
4 j t2
r2MBi
(4 jr2Bi/s
2 + t2)M+1
ds
s
)q0
dt
t
) 1
q0
. 2− j(2M+1)r−1Bi
(∫ 1
0
t1+
q0
2
(∫ ∞
0
Υ
(
2ls
2 j
)θ2
sn
(
1
r − 1q0
)
e−cs
2
e−c
4l s2
4 j
1
(1/s2 + t2)M+1
ds
s
)q0
dt
t
) 1
q0
. 2−l
(
2M˜−θ2
)
2− j
(
2M+1−θ2−2M˜
)
r−1Bi
(∫ 1
0
t1+
q0
2
(∫ 1
0
sn
(
1
r − 1q0
)
−2M˜+2M+2−θ2 ds
s
)q0 dt
t
) 1
q0
+
(∫ 1
0
t1+
q0
2
(∫ ∞
1
sn
(
1
r − 1q0
)
−2M˜+2M+2+θ2e−cs
2 ds
s
)q0 dt
t
) 1
q0
 .
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Therefore, taking 2M˜ = θ1 + θ2 + nr + 1, and 2M > θ1 + 2θ2 +
n
r , we have
III1i j . αw(2 j+1Bi)
1
p1 2− j
(
2M+ nr +1−θ2−2M˜
)∑
l≥1
2−l . αw(2 j+1Bi)
1
p1 2− j(2M−θ1−2θ2). (4.99)
In order to estimate III2i j, we consider θM :=
√
M + 2 and BrBi ,t := (e
−t2L − e−(t2+r2Bi )L)M. Hence, applying the
fact that {t2Le−t2L}t>0 ∈ F (Lr − L2), Proposition 1.37 with s = rBi and p = r, Lemma 1.35, and next using that
w ∈ A p1
r
, applying that {e−tL}t>0 ∈ O(L p˜(w) − Lp1(w)), and by (4.93), we obtain(∫
B(x,θM t)
∣∣∣∣t2Le−t2LBrBi ,t (e−t2L(1B(x,9θM t) birBi
))
(y)
∣∣∣∣2 dytn
) 1
2
.
(
r2Bi
t2
)M∑
l≥1
(∫
Cl(B(x,9θM t))
∣∣∣∣e−t2L(1B(x,9θM t) birBi
)
(y)
∣∣∣∣r dytn
) 1
r
.
(
r2Bi
t2
)M∑
l≥1
2
ln
r
(
−
∫
Cl(B(x,9θM t))
∣∣∣∣e−t2L(1B(x,9θM t) birBi
)
(y)
∣∣∣∣p1 dw) 1p1
.
(
r2Bi
t2
)M∑
l≥1
e−c4
l
(
−
∫
B(x,9θM t)
∣∣∣∣bi(y)rBi
∣∣∣∣ p˜ dw
) 1
p˜
. α
(
r2Bi
t2
)M (
w(Bi)
w(B(x, 9θMt))
) 1
p˜
.
Therefore, changing the variable t into tθM and noticing that, for x ∈ C j(Bi) and t > 2
j−2rBi
θM
, we have that
Bi ⊂ B(x, 9θMt), using the estimate above, we get
III2i j .
∫
C j(Bi)
(∫ ∞
2 j−2rBi
θM
∫
B(x,θM t)
∣∣∣∣t2Le−t2LBrBi ,t (e−t2L( birBi
))
(y)
∣∣∣∣2 dy dttn+1
) p1
2
w(x)dx

1
p1
. αw(2 j+1Bi)
1
p1
∫ ∞
2 j−2rBi
θM
(
r2Bi
t2
)2M
dt
t
 12 . αw(2 j+1Bi) 1p1 2− j2M.
This and (4.99) imply that IIIi j . αw(2 j+1Bi)
1
p1 2− j(2M−θ1−2θ2). Hence, in view of (4.97), and by (1.11) and
(4.92) with p = p1, taking 2M >
np1
r + θ1 + 2θ2, we obtain that
III2 . sup
‖u‖
L
p′1 (w)
=1
∑
i∈N
w(Bi) inf
x∈Bi
(
Mw(|u|p′1)(x)
) 1
p′1
∑
j≥4
2− j(2M−
np1
r −θ1−2θ2)
p1
. sup
‖u‖
L
p′1 (w)
=1
(∑
i∈N
∫
Bi
(
Mw(|u|p′1)(x)
) 1
p′1 w(x)dx
)p1
.
1
αp0
∫
Rn
|∇h(x)|p0w(x)dx.
Plugging this and (4.96) into (4.95) gives us III . α−p0
∫
Rn |∇h(x)|p0w(x)dx. Hence, by this, (4.94), (4.91), and
(4.90), we conclude (4.83).
To complete the proof note that for max
{
rw,
nrw p̂−(L)
nrw+ p̂−(L)
}
< p < p+(L)sw and q ∈ Ww(q−(L), q+(L)), if we take
f ∈ Hp∇L−1/2,q(w), by (4.64), we have that
‖SH f ‖Lp(w) . ‖∇L− 12 f ‖Lp(w),
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consequently f ∈ HpSH,q(w). 
Proof of Proposition 4.65.
For w ∈ A∞ such that Ww(q−(L), q+(L)) , ∅, and q ∈ Ww(q−(L), q+(L)) ⊂ Ww(p−(L), p+(L)), if we take
p ∈ Ww(q−(L), q+(L)) and f ∈ HpSH,q(w), applying Theorems 1.34 and 4.59, we obtain
‖∇L− 12 f ‖Lp(w) . ‖ f ‖Lp(w) ≈ ‖SH f ‖Lp(w) = ‖ f ‖HpSH ,q(w). (4.100)
On the other hand, for 0 < p ≤ 1 by Propositions 4.68, part (b), and 4.40, part (a), we have
‖∇L− 12 f ‖Lp(w) . ‖ f ‖HpSH ,q(w).
Therefore, applying Theorem 4.13 with p0 = 1 and p1 ∈ Ww(q−(L), q+(L)), we conclude that, for all 0 < p <
q+(L)
sw
, q ∈ Ww(q−(L), q+(L)), and f ∈ HpSH,q(w),
‖∇L− 12 f ‖Lp(w) . ‖SH f ‖Lp(w),
consequently f ∈ Hp∇L−1/2,q(w). 
Appendix A
AMALGAM SPACES
Amalgam spaces were first defined by Norbert Wiener in 1926, in the formulation of his generalized harmonic
analysis. Although, he considered the particular cases W(L1, `2) and W(L2, L∞) in [80], and W(L1, L∞) and
W(L∞, L1) in [81], in general, for 1 ≤ p, q < ∞, the amalgam space W(Lp, Lq) is defined as
W(Lp, Lq) :=
 f ∈ Lploc(R) :
(∑
n∈Z
(∫ n+1
n
| f (t)|pdt
) q
p
) 1
q
< ∞
 .
A significant difference in considering amalgam spaces instead of Lp spaces is that amalgam spaces give in-
formation about the local, Lq, and global, Lp, properties of the functions, while Lp spaces do not make that
distinction.
A generalization of the definition of amalgam spaces for Banach function spaces was done by Feichtinger
(see for instance [43] and [42]). For B and C Banach function spaces on a locally compact group G, satisfying
certain conditions, he defined spaces W(B,C) of distributions. The important thing is that we have equivalence
of continuous and discrete norms on those spaces. This has been an important tool in applications. We refer to
[52] for a deeper discussion on amalgam spaces in the real line.
Going on in the historical background of amalgam spaces, we highlight the paper of Holland, [57], that
appears to be the first methodical study on amalgam spaces. After that there were important studies on amalgam
spaces, for example, by Bertrandias, Datry, and Dupuis [21], Stewart [77], and Busby and Smith [25]. For a
complete survey on amalgam spaces see [46].
A natural definition of amalgam spaces in dimension n ≥ 2 is
(Lp, Lq)(Rn) :=
{
f ∈ Lploc(Rn) :
(∫
Rn
‖1B(x,1) f ‖qLp dx
) 1
q
< ∞
}
.
Besides, for 1 ≤ α ≤ ∞, the subspace (Lp, Lq)α(Rn) of (Lp, Lq)(Rn) is defined in [45] by
(Lp, Lq)α(Rn) :=
{
f ∈ Lploc(Rn) : ‖ f ‖(Lp,Lq)α(Rn) < ∞
}
,
where
‖ f ‖(Lp,Lq)α(Rn) := sup
r>0
(∫
Rn
(
|B(x, r)| 1α− 1p− 1q ‖1B(x,r) f ‖Lp
)q
dx
) 1
q
.
In [14] retracts of tent spaces called slice-spaces, are used. It turns out that they are closely related with
amalgam spaces. Let us generalize their definition. For each t > 0 and 0 < p, r < ∞, the slice-space (Epr )t is
defined as the following set:
(Epr )t :=
{
f ∈ Lrloc(Rn) :
(
−
∫
B(x,t)
| f (y)|rdy
) 1
r
∈ Lp(Rn)
}
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with
‖ f ‖(Epr )t =
∥∥∥∥∥
(
−
∫
B(·,t)
| f (y)|rdy
) 1
r
∥∥∥∥∥
Lp(Rn)
.
Besides, consider the weak slice-spaces
(wEpr )t :=
{
f ∈ Lrloc(Rn) :
(
−
∫
B(x,t)
| f (y)|rdy
) 1
r
∈ Lp,∞(Rn)
}
.
with
‖ f ‖(wEpr )t =
∥∥∥∥∥
(
−
∫
B(·,t)
| f (y)|rdy
) 1
r
∥∥∥∥∥
Lp,∞(Rn)
.
For 1 ≤ r, p < ∞, note that, for n = 1, (Epr )1 = W(Lr, Lp), and for n ≥ 2, (Epr )1 = (Lr, Lp)(Rn). Furthermore,
for p ∈ [r,∞), since ‖ f ‖(Epr )t ≤ ‖ f ‖Lp , for all t > 0, (Epr )t = (Lr, Lp)p(Rn).
Boundedness on amalgam spaces of the Hardy Littlewood maximal operator, of Calderón-Zygmund op-
erators, of maximal fractional operators, Riesz potentials, etc, has been studied. See for instance [28], [34],
[44], [63]. From Lemmas 2.29, 2.21 and 2.36, and Corollary 2.40, we can obtain easily boundedness of those
operators on slice-spaces, and, therefore, on amalgam spaces. This significantly simplifies the previous proofs
on this issue.
Let 1 ≤ r < ∞. Let t > 0. Consider the applications it and pit in [14]: for f : Rn → C,
it( f )(x, s) = f (x)1[t,et](s),
and for G : Rn+1+ → C,
pit(G)(x) =
∫ et
t
G(x, s)
ds
s
.
It is easy to see that
pit ◦ it( f ) = f .
Lemma A.1. Let 0 < p < ∞ and 1 ≤ r < ∞. Then it : (Epr )t → T pr and pit : T pr → (Epr )t are bounded with
the norms being uniform with respect to t. In particular, the slice-spaces (Epr )t are retracts of T
p
r . The same
happens for the weak slice-spaces, they are retracts of the weak tent spaces.
Proof. For the slice-spaces when r = 2, this is observed without proof in [14]. The proof is the same for all
(weak) slice-spaces. It suffices to note that(
−
∫
B(x,t)
|pit(G)(y)|rdy
) 1
r
≤ CAr(G)(x)
and
Ar(it( f ))(x) ≤ C
(
−
∫
B(x,et)
| f (y)|rdy
) 1
r
for some dimensional constants C, and to use the norm comparison below for the slice-spaces and similarly for
the weak slice-spaces. 
Lemma A.2. If 0 < t, s < ∞ with t ∼ s, 1 ≤ r < ∞ and p ∈ (0,∞), then (Epr )t = (Epr )s with
‖ f ‖(Epr )t ∼n,p ‖ f ‖(Epr )s
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For any linear operator T on functions on Rn, if T is its extension to functions on Rn+1 by tensorisation,
then we have T = pit ◦ T ◦ it. Hence the boundedness of T implies that of T (in the previous theorems, we
have used the opposite direction: boundedness of T yields boundedness of T . But it was not that immediate).
This also applies to maximal operators with easy modifications. So immediate corollaries of our results on tent
spaces are the followings.
Proposition A.3. LetM be the centered Hardy-Littlewood maximal operator. We have, for all 1 < r < ∞,
(a) M : (Epr )t → (Epr )t for all 1 < p < ∞.
(b) M : (E1r )t → (wE1r )t .
Proposition A.4. Let T be a Calderón-Zygmund operator of order δ ∈ (0, 1]. We have, for all 1 < r < ∞,
(a) T : (Epr )t → (Epr )t, for all 1 < p < ∞.
(b) T : (E1r )t → (wE1r )t.
(c) T : (Epr )t → (Epr )t, for all nn+δ < p ≤ 1.
(d) T : (Epr )t → (Epr )t, for all nn+δ < p ≤ 1. if T ∗(1) = 0.
Here, (Epr )t is the space of functions in (E
p
r )t such that there exists an atomic decomposition
∑∞
i=1 λiai with∫
Rn ai(x) dx = 0, for all i ∈ N. The atoms are defined in [14] for r = 2 and this adapts here. It suffices for
understanding the statement to remark that (Epr )t = pi(T
p
r ).
Proposition A.5. LetMα be the maximal fractional and Iα the Riesz potential of order α ∈ (0, n). We have,
for all nn−α < r < ∞ and 1 < p < q < ∞ with 1p − 1q = αn ,
Mα,Iα : (Eqr )t → (Epr )t.
Proposition A.6. Let ∇L− 12 be the Riesz transform associated to L. We have, for q−(L) < p, r < q+(L),
∇L− 12 : (Epr )t → (Epr )t.
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Appendix B
INTERPOLATION
Let us defined the interpolation space described in [26] by A.P. Calderón.
Let A, B be Banach spaces embedded in a complex topological vector space V , and such that ‖ · ‖A and ‖ · ‖B
denote the norm in A and B, respectively. Now, consider the space A + B = {x = y + z : y ∈ A, z ∈ B} endowed
with the norm
‖x‖A+B := inf{‖y‖A + ‖z‖B : x = y + z, y ∈ A, z ∈ B}.
Then, the space A + B becomes a Banach space.
Now, consider the linear space of functions F := F (A, B) as the space of all functions f (ξ), ξ = θ + it,
defined in the strip 0 ≤ θ ≤ 1 of the ξ − plane, with values in A + B continues and bounded with respect to the
norm of A + B in 0 ≤ θ ≤ 1 and analytic in 0 < θ < 1, and such that f (it) ∈ A is A-continuous and tends to zero
as |t| tends to infinity and f (1 + it) ∈ B is B-continuous and tends to zero as |t| tends to infinity. The norm that
we consider in this space is the following
‖ f ‖F := max
{
sup
t
‖ f (it)‖A, sup
t
‖ f (1 + it)‖B
}
,
under this norm F becomes a Banach space.
Finally, for a given θ, 0 ≤ θ ≤ 1, we define the space [A, B]θ := {x ∈ A + B : x = f (θ), f ∈ F } endowed
with the norm
‖x‖[A,B]θ := inf{‖ f ‖F : x = f (θ)}.
Then [A, B]θ is a Banach space continuously embedded in A + B.
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