I. INTRODUCTION
Multiloop (decentralized) conventional control systems (especially PID controllers) are often used to control interacting multiple input, multiple output processes because of their ease in understandability and requirement of fewer parameters than more general multivariable controllers. Different types of tuning methods like BLT detuning method, sequential loop tuning method, independent loop tuning method, and relay auto-tuning method have been proposed by the researchers for tuning of multiloop conventional controllers. One of the earlier approaches of multivariable control had been the decoupling control to reduce the loop interactions. The decoupler combined multivariable controllers are treated as series of SISO controllers (MVSISO) to be tuned independently without influencing the performance of other closed loops. The practical realization of the steady state or dynamic decouplers combined with conventional control systems become difficult sometimes because of model inadequacy.
In the recent years, there have been significant advances in control system design for non-linear processes. In this work, the inverse dynamics of the decoupled input-output pairs in a multivariable process have been used as a series of SISO controllers. For training the neural networks, the process input-output data was generated by applying a pseudo random binary signal (PRBS) to the selected non-linear open loop process (or the plant data) in combination with suitably designed decouplers; hence the decoupled process and the learning was carried out by considering the future process outputs as the reference set point. Both ideal and simplified decouplers were used. Process historical data comprising both inputs and outputs were used as inputs to the multilayer FFNN (4, 3, and 1) representing inverse dynamics of the process; hence the DINN, whose output is the control signal at a particular time instant. IMC (Internal model control) strategy integrated the NN model representing process forward dynamics and the DINN in a feedback control loop. In the present work, IMC based NN scheme was used; especially to address the disturbance rejection problems while set point remained constant. The proposed FF network (6, 3, and 1); depicting forward dynamics was effectively the decoupled disturbance transfer function (open loop) in a regulator problem.
II. MODELING

A. Decoupled Process Model
The interaction in a multiloop control system is due to the fact that one manipulated variable affects more than one control variable. The idea is to develop synthetic manipulated inputs that affect only one process output each. The relationship between synthetic input vector and the output vector is given by, (1) Where is scaled process transfer function matrix. For a (2×2) system the following relation holds, =
Where is the target matrix. The ideal decoupler chosen is as follows,
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The calculation of decoupler is dependent on the availability of the perfect process model and the inverse of it. So the relationship between synthetic input vector and the output vector becomes
The simplified decoupler chosen is as follows:
So from (9) it is evident that each synthetic input affects only one output, hence independent NN based SISO controllers can be designed for each decoupled control loops of the multivariable processes taken up. Hence the resulting inverse NN model can be used as a controller typically in a feed forward fashion. The proposed control configuration is presented in Fig. 1 . 
B. Neural Network model for Direct Inverse Controller
In the direct method, NNs were trained with observed input-output data of the inverse dynamics of the decoupled open loop processes. Hence the inverse NN models were used as a controller typically in a feed forward fashion. The difference, if any, between the process and the network output was used as a bias (synonymous to feedback). This feedback signal was then processed by the inverse NN in the forward path. The learning phase of the network was an off-line process and the historic data base of the decoupled processes was used for training and testing the networks. In the present study, the training as well as testing database was created by exciting the decoupled open loop process with pseudo random binary signals (PRBS).
In order to develop DINN controllers, the training of the proposed multi layer FF NN (4, 3, and 1) was performed using the gradient based method. Performance criterion was MSE between the network output and target. The network predicted the outputs of the controller which actually are the manipulated input to the process. Fig. 2 presents the network architecture in the control mode. Sampling time and simulation times were problem dependent so that the offset is reduced to minimum. 
C. NN Based Internal Model Control & Disturbance
Rejection In an IMC based control scheme, the process model is placed in parallel with the actual process (plant). The difference between the actual process and the process model is used for the feedback purpose. This feedback signal is then processed by the controller in the forward path. It is to be noted that the implementation of IMC based control is limited only to open loop stable processes.
For disturbance rejection, IMC based NN control scheme was adopted. The decoupled disturbance transfer functions were perturbed to generate the design database for training the NNs representing both inverse & forward decoupled disturbance dynamics in a regulatory problem. The FFNN representing forward disturbance dynamics was kept in parallel with the decoupled disturbance process. The offset; thus produced was feedback to the inverse NN (DINN controller) to get processed in the feed forward fashion. In a regulator problem (14) prevails when 0.
Where disturbance is transfer function and is input disturbance matrix. A simplified decoupled disturbance transfer function matrix similar to decoupled process transfer function matrix (used for addressing servo problems) have been proposed here which results in the following equations
The disturbance transfer function was chosen as same ordered to that of process transfer function. In IMC scheme for disturbance rejection, the proposed FF network (6, 3, and 1), was effectively the decoupled disturbance transfer function (forward disturbance dynamics). The following inputs & outputs used in the training and control phases were generated perturbing (20) using PRBS.
Training phase
Simulation Phase 
Here is the time constant related to the process time constant. The controller used in this IMC based scheme for disturbance rejection was effectively the decoupled inverse disturbance dynamics. The following inputs & outputs used for training and testing of the DINN which were generated by perturbation of (20).
Training Phase
III. CASE STUDIES
A. Interacting Tank System
It was desired to control the levels of two tanks ( 
B. Mixing Tank with Hot & Cold Streams
The mixing tank mixes two streams, hot and cold plus a possible disturbance stream. It was desired to maintain both the level and temperature of the tank. The flow rate out of the tank is proportional to the square root of the height of the liquid in the tank. The residence time at steady state is 10 minutes. The parameters used for simulation are presented in Table 2 .
The following are the ideal and simplified decoupled process transfer functions, respectively, for handling set point tracking. 
The process transfer functions decoupled ideally & simplified way as in ( 4) For addressing the regulatory problem in the mixing tank system the disturbance transfer function was assumed to be same as that of the process transfer function, which implied:
Disturbance as height in to the mixing tank was rejected effectively with IMC based NN scheme using decoupled disturbance transfer function matrix. As discussed earlier, two types of networks were trained in this process. A sampling time vector of length 1000 was chosen for training the DINN (representing effectively the decoupled inverse disturbance dynamics = decoupled inverse process dynamics) with a sampling time interval of 0.4 min. The FFNN here, representing effectively the decoupled forward disturbance dynamics was trained with sampling time vector of length 800 with a sampling time interval of 0.8 min. The simulation time interval for both the networks was 2 min.
Disturbance as cold stream was introduced in to the tank and rejected effectively with regular DINN when integrated with simplified decoupled process (disturbance actually). A sampling time vector of length 800 was chosen for training the DINN with a sampling time interval of 0.8 min. Simulation time interval in the closed loop was 2.25 min.
Figs. 6 & 7 shows the comparison between proportional and DINN controller performance for an ideally decoupled process while maintaining the level and temperature of the mixing tank system in servo mode. With the ideal decoupled height at desired set point of 0.83 is presented in Fig. 8 . There is no offset for control of height by the DINN controller. Fig. 9 represents the DINN temperature controller for the simplified decoupled process with no offset. The DINN controllers based on simplified decoupled process are better in their performances than DINNs based on ideally decoupled process and they are much better than proportional controllers for set point tracking.
For disturbance rejection in height for the mixing tank system, IMC based NN control scheme was found to be suitable with the filter transfer function as proposed by (25) having 20 and n=3. Fig. 10 shows the disturbance rejection performance of IMC based NN controller with an offset of 0.0008 ft. Fig. 11 presents the comparative performance of the DINN controller based on simplified decoupled process with respect to P controller in rejecting the disturbance in temperature of the mixing tank system. DINN controller was found to reject the disturbance completely and was far suitable than P controller. 
C. Distillation Process
A (2×2) binary distillation process aiming to control bottom composition ( ) and distillate composition ( ) of the lighter component was considered. The manipulated variables were reflux flow rate and vapour boil up rate in kmol / min. In practice, the steam flow rate to the reboiler would be manipulated, but it is related to the vapour boil up by the heats of vaporization of the bottom stream and the steam. The disturbance inputs were feed flow rate ( kmol/min), and feed light component mole fraction ( ). The following process transfer function was considered:
. .
(36) Table 3 represents the parameters needed for simulation of the open loop process.
The decoupled process transfer function as per (9) was derived and input-output database required for training the neural networks were generated with PRBS. Equation (37) presents the simplified decoupled process transfer function. DINN controllers were used for set point tracking (step change in from 0.99 to 0.996 and in from 0.01 to 0.005) and the simulation time interval was 2 min for and 6 min for while implemented on simplified and idealized decoupled processes. Sampling time vector of length 500 was chosen for training the DINNs controlling and and the sampling time interval was 0.8 min. The conventional IMC based PID design evolved out to be a PI controller for the decoupled process transfer function considered and its performance were considered with DINNs controlling and .
For disturbance rejection problem, the (2×2) disturbance transfer function considered was as follows, = .
.
The resulted decoupled disturbance transfer function is as follows: The DINN controller could control the without offset but the IMC based PI controller resulted in a large offset. Fig.  13 shows the closed loop performance of DINN controller in tracking the (from 0.001 to 0.005) of the simplified decoupled distillation process and its comparison with the PI controller. The DINN controller performed in much better way than the PI controller for that servo problem.
For disturbance rejection in and of the distillation column, IMC based NN controllers based on simplified decoupled process were found to be suitable with the filter transfer function as proposed by (25) having √5.627 10 and n=3. Fig. 14 shows the disturbance rejection performance of IMC based NN controller with an initial offset of -0.0022 and finally zero offset in , which is far better than PI controller performance. Fig. 15 presents the comparative performance of the IMC based NN controller with respect to PI controller in rejecting the disturbance in of the distillation column. PI controller is unable to reject the disturbance while NN controller shows only an offset of 0.0002.
IV. CONCLUSION
Present study proposed a novel NN based controller design for multivariable (MIMO) process. Three numbers of 2×2 processes including interacting tank system, mixing tank system, and distillation column have been taken for this development. Decoupled multi input-multi output pairs in a multivariable process were perturbed with PRBS to create design database for training multilayer FF networks. Ideal as well as simplified decoupling schemes were used. The DINNs were trained with inverse dynamics of the decoupled processes and used as controllers implemented in a feed forward fashion when integrated with the decoupled process. Multivariable controllers were designed as a series of SISO controller to be tuned independently. The developed controllers performed in closed multiple loops without any interaction among them. The controllers were efficient to deal servo problems. For disturbance rejection, IMC based NN control scheme was adopted. In a regulatory mode, the FFNN representing forward disturbance dynamics was kept in parallel with the decoupled disturbance (process) dynamics. The offset; thus produced was feedback to the inverse NN (DINN controller) to get processed in the feed forward fashion. The NN based IMC scheme performed in an efficient way for the processes taken up. The performances of DINN as well as IMC based NN controllers were compared with conventional P/PI/ IMC based PI controllers. The encouraging results obtained from this study necessitate the need of implementing the proposed NN schemes in some more multivariable benchmark processes. 
