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In this paper, a simple method for the multi-objective optimization problems by the Particle Swarm Opti-
mization (PSO) is proposed. The objectives of the Multi-Objective Evolutionary Algorithms (MOEA) are
summarized as follows: (1) To find the pareto optimal solutions, (2) To find the pareto optimal solutions
as diverse as possible. To achieve these objectives by the PSO for the single objective problems, we
propose how to define the g-best in the swarm without introducing some new parameters. That is, one
particle among the non-inferior solutions is selected as the g-best to achieve the diversity among the non-
inferior solutions. The relative distance in the objective space is utilized to select the g-best among the non-
inferior solutions. Additionally, some particles among the non-inferior solutions are also selected as the g-
best of the inferior solutions to find the pareto optimal solutions. The absolute distance in the objective
space is utilized to select the g-best of the inferior solutions. We also show the geometric interpretation
about the movement of particles. The validity of proposed approach is examined through typical numeri-
cal examples.
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　2 . 1　位置と速度の更新　 t 回目の探索において，




x と速度 1td+v は，次の式を用いて更新される．
1 1t t t
d d d
+ += +x x v (1)
1
1 1 2 2( ) ( )
t t t t t t
d d d d g dw c r c r
+ = + − + −v v p x p x (2)
式（2）において， 1r と 2r は[0,1]の乱数である．また
1c と 2c はパラメータであり，一般には
1 2 4c c+ ≤ (3)
となるよう， 1c と 2c は決められる必要があるが，
1 2 2c c= = が一般には用いられる．また w は慣性項と呼
ばれるパラメータである． t
dp は，探索点 d が t 回目ま
での探索において，今までで訪れた最良の解(p-best)
を表す．一方， tgp は t 回目の探索における群れ全体の
中での最良の解(g-best)を表す．式（1）,（2）を用い
て探索点を更新するモデルは通常，g-bestモデルと呼











dv を決定． 1t = とする．
（STEP3)各探索点に対して，関数値を計算．
（STEP4) t
dp と tgp を求める．
（STEP5)各探索点の速度と位置を式（1）,（2）に従
い更新．また慣性項 wを以下の式に従い更新．
max max min max( )w w w w t t= − − × (4)




（STEP6)探索回数 t が最大探索回数以下なら 1t t= + と
してSTEP3へ戻る．そうでなければ，探索終了．
　最良値保存モデルの場合は式（1）中の tgp を gp で置
き換えればよい．
3　多目的最適化問題とMOPSO
　3 .1　多目的最適化問題　 k 個の目的関数を最小化
する多目的最適化問題は次のように定式化される．
1 2( ) ( ( ), ( ), , ( )) minkf f f= →F x x x x⋯ (5)
L U
i i ix x x≤ ≤ 　 1, 2, ,i n= ⋯ (6)
( ) 0jg ≤x 　 1,2, ,j m= ⋯ (7)
( )if x は i 番目の目的関数， xは設計変数ベクトルであ
り， n は設計変数の数を表す.また Lix と Uix は i 番目の
設計変数に直接的に課される側面制約条件であり，






変数ベクトルを ix とし， j 番目の探索点の設計変数ベ
クトルを jx とすると，（ただし i j≠ ）
( ) ( )io i io jf f≤x x 　 1, 2, ,io k∀ = ⋯ (8)
が成立する場合， ix は jx に対して，優越するといい，
















































































Fig.2 Concept of Fieldsend's MOPSO











STEP1: Fix the 1st objective
STEP2: Selection of the neighbor particles 
of 1st objective
STEP3: Optimization ofo the 2nd objective
STEP4: Fix the 2nd objective
STEP5: Selection of the neighbor particles 
of 2nd objective














































　4 . 2　パレートフロント上のg-best( S T E P 2 )　パ
レートフロントを構成するp-bestが p 個あり，それら
を ,PFd ip ( 1,2, ,i p= ⋯ )と表記する．このとき， ,PFd ip 間の

















Fig.4 The algorithm of proposed MOPSO
Initialization.  Pd
ｔ = xdｔ. . t=1
Evaluate the objective functions.
STEP1: Find non-inferior particles among p-best, and generate pareto front
STEP2： Find g-best of non-inferior particles on pareto front 
using Eq.(9) and (10)
STEP3: Calculate distance in the objective space 
between inferior and non-inferior particles
Find g-best of inferior particles
STEP4: Update the position and the velocity of each particle









min ( ( ) ( ) )
k
PF PF
i io d i io d j





= −∑ p p 1,2, ,i p= ⋯ (9)
　そして，式（9）が最大となる探索点
max{ }PFg id=p  1,2, ,i p= ⋯ (10)
を ,PFd ip のg-bestとする．すなわち， ,PFd ip のg-bestは1つで











ない探索点が q 個あり，それらを NPjx （ 1,2, ,j q= ⋯ ）






( ) ( )
k
NP PF




= −∑ x p  1,2, ,i p= ⋯ (11)
を計算し，式（11）が最小となる ,PFd ip
, ,min{ }g j j iD=p (12)
を j 番目の探索点のg- bes t ,g jp とする．つまり， ,g jp
は，目的関数空間において，最近隣のパレートフロン
ト上の探索点となる．





1 1 , 2 2( ) ( )
t t PF t PF t
d d d i d g dw c r c r





1 1 2 2 ,( ) ( )
t t t t t
d d d d g j dw c r c r
+ = + − + −v v p x p x (14)




( ) ( )
t t
io d io df f
+ ≤x p  1, 2, ,io k∀ = ⋯
1 1t t
d d















x , 2tx とすれば，それらはg -
best PFgp を共有している．また 1tx , 2tx のp-bestをそれぞ
れ
1
PFp と 2PFp と表記すると，式（1）は
1t t t
i i i
−= −v x x  1,2i = (16)
となり，式（13）の右辺のベクトル項を抽出すると，
PF t
i i−p x (p-bestに関する項） 1,2i = (17)
PF t







−= −v x x ， 1,2i = ：図7中①の向き．
( )PF ti i−p x ， 1,2i = ：図7中②の向き．
( )PF tg i−p x ， 1,2i = ：図7中③の向き．
　最終的にこれらの線形和で， 1t + 回目の探索点の移
動方向が決まる．
1


































Fig.7 Geometrical interpretation of the particle on the pareto front
Fig.6 Update scheme of the p-best











































t t−p x (20)
,3 3
t




3 3 3( )
t t t−= −v x x ：図8中⑤の向き．
3 3( )
t t−p x ：図8中⑥の向き．
,3 3( )
t
g −p x ：図8中⑦の向き．
　これらの線形和により， 1t + 回目の探索点の移動方
向が決まるため， 3tx は図8中⑧の向きへ移動する．こ

















1 1( ) minf x= →x (22)
2 ( ) ( ) ( ) minf g h= × →x x x (23)
0 1ix≤ ≤  1, 2, ,i n= ⋯ (24)





である．設計変数の数を，すべて 10n = とし，探索点
数を100，最大探索回数を500とした．上記の問題に共
通している点は，



























1 1 2( ) 4 4 minf x x= + →x (27)
2 2
2 1 2( ) ( 5) ( 5) minf x x= − + − →x (28)
2 2
1 1 2( ) ( 5) 25 0g x x= − + − ≤x (29)
2 2
2 1 2( ) ( 8) ( 3) 7.7 0g x x= − − − + + ≤x (30)
10 5x≤ ≤ ，　 20 3x≤ ≤ (31)











































1 1( ( ) ( )) sin(10 ( ))f g fπ− x x x
1( ) 1 ( ) ( )h f g= −x x x



















1 1 2( ) 2 ( 2) ( 1) minf x x= + − + − →x (32)
2
2 1 2( ) 9 ( 1) minf x x= − − →x (33)
2 2
1 1 2( ) 225 0g x x= + − ≤x (34)
2 1 2( ) 3 10 0g x x= − + ≤x (35)
1 220 , 20x x− ≤ ≤ (36)
TNK:
1 1( ) minf x= →x (37)
2 2( ) minf x= →x (38)
2 2 1 1
1 1 2
2




−= − − + + ≤x (39)
Fig.9 Result of best case for the unconstrained multi-objective optimization problems
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Fig.10 Result of worst case for the unconstrained multi-objective optimization problems
(c) ZDT3
41pa =
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Fig.12 Result of worst case for the constrained multi-objective optimization problems
(c)TNK(b)SRN(a) BNH

























1 1, ( )x f x
2 2, ( )x f x
2 ( )f x
46pa =
Fig.11 Result of best case for the constrained multi-objective optimization problems




2 1 2( ) ( 0.5) ( 0.5) 0.5 0g x x= − + − − ≤x (40)
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