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Abstract
Quantum fields on a stationary space-time in a rotating Killing reference frame
are considered. Finding solutions of wave equations in this frame is reduced to a
fiducial problem on a static background. The rotation results in a gauge connection
in a way similar to appearance of gauge fields in Kaluza-Klein models. Such a
Kaluza-Klein method in theory of rotating quantum fields enables one to simplify
computations and get a number of new results similar to those established for static
backgrounds. In particular, we find with its help functional form of free energy at
high temperatures. Applications of these results to quantum fields near rotating
black holes are briefly discussed.
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1 Introduction
It is very well known that computations of quantum effects are simplified on static space-
times where some general results such as high-temperature asymptotics [1]–[3] can be
established. Sometimes explicit computations can be done in case of rigidly rotating
fields if the background is static and axially-symmetric. Recent results of this kind are
high-temperature asymptotics of rotating CFT’s on Einstein manifolds studied in [4]–[7].
Other similar computations can be found in [8]. However, methods used for rotating
fields on static space-times cannot be applied to other important situations, to the Kerr
geometry, for example. The aim of this paper is to suggest an approach how to deal with
quantum effects on stationary geometries and to get with its help some new results.
The basic idea of our approach was formulated in [9] and it is to reduce the problem on
a stationary backgroundM to an equivalent but more simple problem on a fiducial static
space-time M˜. This can be done as follows. Consider a Killing frame of reference onM,
i.e., a frame related to observers with velocities uµ parallel to the time-like Killing field ξµ.
The space-time metric in this frame can be represented as ds2 = dl2 − B(uµdxµ)2, where
B = −ξ2 and dl2 = hµνdxµdxν is the proper distance between the points xµ and xµ+dxµ.
It can be shown that wave equations of fields onM are reduced to equations on a fiducial
static space-time M˜ with metric ds˜2 = dl2 − Bdt2. As a result of rotation of the frame
the covariant derivative on M˜ takes the form ∇˜µ−aµ∂t, where aµdxµ = −uidxi/
√
B. For
a solution φω(t, x
i) = e−iωtφω(x
i) with a certain frequency ω the vector aµ is just a gauge
potential while ω is a charge. Appearance of aµ in our case is analogous to appearance of
the gauge potential in Kaluza-Klein theories and for this reason we call this method the
Kaluza-Klein (KK) method. One can consider now a related static problem for a fiducial
charged field φ(λ) living on M˜ and interacting with the gauge field aµ. The charge of
the field is λ, a real parameter. If solutions φ(λ) of field equations on M˜ are known for
different λ one can identify the single-particle excitation of the physical field carrying
energy ω with the fiducial field having the same energy and charge λ = ω, i.e., to put
φω = φ
(ω)
ω .
In some cases the fiducial problem can be used and has certain advantages. For
instance, for fields near a rotating black hole the spectrum of ω is continuous and is
specified by the density of levels dn/dω. In this and other similar problems dn/dω plays
an important role in computing physical quantities, however, direct derivation of dn/dω
by using eigen modes is quite complicated. On the other hand, for fiducial fields there
are methods developed for static backgrounds which do not require knowing eigen modes
explicitly. In this paper we establish relation between dn/dω and the heat kernel of the
operator H2(λ), where H(λ) is the one-particle Hamiltonian of φ(λ). We, thus, find a way
how to compute dn/dω by using powerful heat kernel techniques. This enables us to get
a number of new results. In particular, we compute the free of a rotating quantum field
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at high temperatures
F (T ) = −
∫
d3x
√−g
[
aT 4 + T 2(Φ + bΩ2) +O(lnT )
]
. (1.1)
Here a, b are numerical coefficients determined by the spin of fields, T is the local Tolman
temperature measured by the Killing observer. The term Φ = Φ(m,R,w) depends on the
mass m of the field, scalar curvature R and acceleration wµ of the frame. This term and
the coefficient a are the same as for static spaces [2], [3]. The rotation results in the new
term which depends on the angular velocity Ω of the Killing frame measured with respect
to a local Lorentz frame. In principle, our method also enables one to find explicitly
other terms in temperature expansion (1.1) and, in particular, lnT term in (1.1) which
we present later in the text.
The rest of the paper is organized as follows. The Kaluza-Klein method is discussed
in Section 2. We introduce the Killing frame of reference, and show how to formulate
the fiducial problem for scalar and spinor fields. The systems with continuous spectrum
are discussed in Section 3. We introduce the density of levels dn/dω and find out its
relation to the heat kernel of H2(λ). Applications of our method are discussed in the
second part of the paper. By using the heat kernel technique we obtain high-frequency
asymptotics of dn/dω (Section 4) and with its help high-temperature behaviour of the
free energy (Section 5). In Section 5 we also briefly discuss quantum theory near rotating
black holes. Further comments and a discussion of our results can be found in Section 6.
Some geometrical relations in the Killing frame are presented in Appendix A. Appendix
B clarifies some technical issues which appear in Sections 3.
2 The method
2.1 Killing reference frame
Let us consider a field φ on a domain M of a D-dimensional space-time where there
is a time-like Killing vector field ξµ (ξ2 < 0). M may be a complete manifold if ξµ is
everywhere time-like. In most other cases ξµ is time-like only in some region. We will
study solutions of field equations in the frame of reference related to Killing observers
whose velocity uµ is parallel to ξµ
uµ = B−1/2ξµ , B = −ξ2 . (2.1)
For a Killing observer a solution φω carrying the energy ω is defined as
iLξφω = ωφω (2.2)
where Lξ is the Lie derivative along ξµ. The background metric gµν can be represented as
gµν = hµν − uµuν , (2.3)
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where hµν is the projector on the directions orthogonal to uµ. Because sheer and expansion
of the family of Killing trajectories vanish identically the trajectories are characterized
in each point only by their acceleration wµ and the rotation Aµν with respect to a local
Lorentz frame [10]
wµ = uµ;λu
λ , (2.4)
Aµν =
1
2
hλµh
ρ
ν(uλ;ρ − uρ;λ) . (2.5)
To proceed it is convenient to choose coordinates xµ = (t, xi), i = 1, D−1, where ξ = ∂/∂t
and, consequently, h0µ = 0. According with (2.1), (2.3), the interval onM can be written
as
ds2 = −Bdτ 2 + dl2 , (2.6)
dτ = − 1√
B
(uµdx
µ) = dt+ aidx
i , ai = − ui√
B
(2.7)
dl2 = hµνdx
µdxν = hijdx
idxj . (2.8)
The vector ai can be used to synchronize the clocks in points with coordinates x
i and
xi + dxi. The metric dl2 serves to measure the proper distance between these points. In
the coordinates (t, xi) the only non-zero components of acceleration (2.4) and rotation
(2.5) are
wi =
1
2
(lnB),i , Aij = −1
2
√
B(ai,j − aj,i) . (2.9)
In four-dimensional space-time one can define a vector of local angular velocity
Ωi =
1
2
ǫijkA
jk , (2.10)
where ǫijk is a totally antisymmetric tensor. The absolute value of the angular velocity is
Ω = (ΩiΩ
i)1/2 =
(
1
2
AµνAµν
)1/2
. (2.11)
The form of the metric in the Killing frame, equations (2.6), (2.7), is preserved under
arbitrary change of coordinates xi provided hij and ai transform as a D − 1 dimensional
tensor and vector. There is also another group of transformations, which preserves (2.6),
(2.7), namely, t = t′ + f(x), ai = a
′
i − ∂if(x), where f is an arbitrary function of xi.
Under these transformations ai changes as an Abelian gauge vector field. By considering
single-particle excitations with the fixed energy ω
φω(t, x
i) = e−iωtφω(x
i) , (2.12)
one can realize this group of transformations as a local U(1),
φω(t, x
i) = φ′ω(t
′, xi) = e−iωt
′
φ′ω(x
i) ,
φω(x
i) = eiωf(x)φ′ω(x
i) . (2.13)
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In this picture, ω coincides with an ”elementary charge”. To quantize in the Killing frame
one needs a full set of modes φω(x). As follows from the above arguments, the equations
which determine φω(x) have a form of D − 1 dimensional equations for charged fields
in external gauge field ai on a space with the metric hij . It is important that covariant
properties of the theory in D dimensions guarantee diffeo and gauge-covariant form of
the D − 1 dimensional problem. Such a reduction from D to D − 1 is analogous to the
Kaluza-Klein procedure which yields the Einstein-Maxwell theory from higher dimensional
gravity. The difference between the two reductions is that in the standard Kaluza-Klein
approach the ”extra” dimensions are compact and the charges are quantized.
Let B denote a space with metric dl2, see (2.8). If the Killing trajectories do not
rotate, ai = 0, B can be embedded in M as a constant-time hypersurface with the unit
normal vector uµ. If Ω is not vanishing B cannot be embedded in M because uµ cannot
be a gradient. Consider now a point p on B with coordinates xi and a vector Vi from the
tangent space at p. On M, p corresponds to a trajectory of a Killing observer with the
same coordinates xi. At any point of the trajectory one can define a vector Vµ orthogonal
to uµ such as Vi = h
µ
i Vµ. Suppose that connection ∇˜i on B is determined by hij. Then
the covariant derivative with respect to this connection can be written as [10]
∇˜jVi = hλi hρjVλ;ρ , (2.14)
where Vµ;ν is the covariant derivative onM with respect to the connection defined by gµν .
(One can easily check that ∇˜khij = 0.) Relation (2.14) can be generalized to an arbitrary
field on M. For instance, for a scalar field
hµj ∂µφ = (∂j − aj∂t)φ ≡ Diφ , (2.15)
for a vector orthogonal to uµ
hλi h
ρ
jVλ;ρ = (∇˜j − aj∂t)Vi ≡ DjVi , (2.16)
where Vi = h
µ
i Vµ. The time derivative in (2.15), (2.16) appears in general because fields on
M change along the Killing trajectory. If φ and Vµ are solutions with certain frequency,
see (2.12), then Di become covariant derivatives on B in external gauge field ai. This
demonstrates explicitly diffeo and gauge-covariance of the theory which are left after the
reduction.
2.2 Scalar fields
To illustrate the KK method we consider first a real scalar field φ which satisfies the
equation
(−∇µ∇µ + V )φ = 0 , (2.17)
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where V is a potential. In the Killing frame (2.3) the wave operator can be represented
as
∇µ∇µ = − 1
B
(ξµ∇µ)2+ 1
2B
B,ν∇ν+hµν∇µ∇ν = − 1
B
∂2t −
1
2B
B,ih
ijDj+h
ijDiDj , (2.18)
where Di is defined by (2.15), (2.16). It is easy to see that (2.18) can be written in a
D–dimensional form
∇µ∇µ = g˜µνDµDν , (2.19)
Dµ = ∇˜µ − aµ∂t , (2.20)
where aµdx
µ = aidx
i. The connections ∇˜µ are determined on some space M˜ with the
metric
ds˜2 = g˜µνdx
µdxν = −Bdt2 + dl2 . (2.21)
Relation between M˜ andM becomes transparent when comparing (2.21) with (2.6). We
will call M˜ and aµ the fiducial space-time and the fiducial gauge potential, respectively.
Let us consider now a scalar field φ(λ) on M˜ which obeys the equation
(−g˜µν(∇˜µ + iλaµ)(∇˜ν + iλaν) + V )φ(λ) = 0 . (2.22)
If φ(λ)ω (t, x
i) = e−iωtφ(λ)ω (x
i) is a solution to (2.22) then, as follows from (2.19)–(2.22)
φ(ω)ω (t, x
i) is a solution to (2.17). Therefore, for a scalar filed the relativistic eigen-energy
problem in the stationary space-time can be reduced to an analogous problem on a fiducial
static background M˜. Equation (2.22) can be further rewritten in the form
H2(λ)φ(λ)ω (x
i) = ω2φ(λ)ω (x
i) , (2.23)
where H(λ) has the meaning of a relativistic single-particle Hamiltonian for the field
φ(λ)ω (x
i) on B. For definition and discussion of single-particle Hamiltonians see [11].
2.3 Spinor fields
In the same way one can treat a free spin 1/2 field ψ described by the Dirac equation
(γµ∇µ +m)ψ = 0 . (2.24)
To this aim one has to represent the Dirac operator as
γµ∇µ = γ˜tξµ∇µ + γ˜iDi , (2.25)
where γµ and γ˜µ are two sets of gamma-matrices on M and M˜, respectively,
{γµ, γν} = 2gµν , {γ˜µ, γ˜ν} = 2g˜µν . (2.26)
γ˜t = ξ
µγµ , γ˜i = h
µ
i γµ , (2.27)
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The spinor covariant derivatives are ∇µ = ∂µ + Γµ where Γµ are the connections. By
choosing the appropriate basis of one-forms (such that uµdx
µ is one of the elements of
this basis) it is not difficult to show that
ξµΓµ =
1
4
γ˜tγ˜iB,i = Γ˜t , (2.28)
where Γ˜t is the time-component of the spinor connection on M˜. The Dirac operator takes
the form
γµ∇µ = γ˜µ(∇˜µ − aµ∂t) = γ˜µDµ , (2.29)
where ∇˜µ = ∂µ + Γ˜µ are the spinor covariant derivatives on M˜. The corresponding
equation and single-particle Hamiltonian for fiducial spin 1/2 fields are
(γ˜µ(∇˜µ + iλaµ) +m)ψ(λ) = 0 , (2.30)
H(λ) = iγ˜t(γ˜
i(∇˜i + iλai) +m) . (2.31)
The solution to (2.30) of the form ψ(λ)ω (t, x
i) = e−iωtψ(λ)ω (x
i) solves (2.24) at λ = ω. We
see, therefore, that the KK method is universal for scalar and spinor fields in a sense that
it does not depend on field equations. The fiducial background M˜ and the gauge field aµ
are determined only by the Killing vector and by geometry of M.
2.4 Conformal transformation to zero acceleration space-time
For practical purposes it is convenient to change representation of the single-particle
Hamiltonians as [9],[11]
H¯(λ) = e−
D−k
2
σH(λ)e
D−k
2
σ , (2.32)
e−2σ = −ξ2 = B , (2.33)
where k = 2 for scalars and k = 1 for spinors. H¯2(λ) are second order differential operators
of the standard form
H¯2(λ) = −h¯ij(∇¯i + iλai)(∇¯j + iλaj) + V¯ (λ) . (2.34)
Connections ∇¯i correspond to fields on a D − 1 space B¯ conformally related to B
dl¯2 = h¯ijdx
idxj = e2σdl2 . (2.35)
For a scalar field described by (2.17) the ”potential term” in (2.34) is
V¯ (λ) = V¯ = B
[
V +
D − 2
2
(∇µwµ − D − 2
2
wµwµ)
]
, (2.36)
where wµ is acceleration (2.4). For spinors
V¯ (λ) =
1
4
R¯ +B(m2 +mγµwµ)− i
√
BλγµγνAµν , (2.37)
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where m is the mass of the field, R¯ is the scalar curvature of B¯ and Aµν is the rotation
tensor (2.5). The relation between R¯ and the scalar curvature R of the physical space-time
M is (see Appendix A)
R¯ = B[R + (D − 1)(2∇µwµ − (D − 2)wµwµ)− AµνAµν ] . (2.38)
It is worth pointing out that one can derive (2.34) by a conformal transformation in
the initial equations on the physical space-time. The physical metric gµν changes to
g¯µν = gµν/B and the Killing vector on the rescaled space has the unit norm, ξ
2 = −1.
Thus, Killing observers in space-time g¯µν have a non-vanishing angular velocity but zero
acceleration.
3 The density of energy levels
3.1 Definition
In what follows we will be dealing with problems where spectrum of energies is continuous
and show how the KK method can be used in this case. Such problems appear in a
number of important physical situations like quantum theory around rotating black holes.
It also turns out that computations in case of continuous spectrum are simplified. A
continuous spectrum is characterized by the density of levels which in non-relativistic
quantum mechanics is defined as
dn(E)
dE
=
∫
d3x
∑
l
j0(ΨE,l) . (3.1)
Here ΨE,l is a complete set of eigen-functions of the energy operator with the same eigen-
value E. In (3.1),
∑
l j0(ΨE,l) is the spectral density of states or the total spectral measure
and j0 is the time component of the ”current”
j0(Ψ) = Ψ
∗Ψ , ji(Ψ) = − i
2m
(Ψ∗∂iΨ− ∂iΨ∗Ψ) , (3.2)
where m is the mass of the particle. The set of ΨE,l is normalized by using the delta-
function δ(E − E ′) and, strictly speaking, the integral in r.h.s. of (3.1) is divergent. To
avoid the divergence one has to work with a regularized density obtained by restricting
the integration in (3.1) to some compact region.
Similarly, in a relativistic quantum field theory one considers a regularized density
of energy levels of single-particle excitations Ψω,l. This quantity is defined by covariant
generalization of (3.1) as
dn(ω)
dω
=
∫
Σ
dΣµ
∑
l
jµ(Ψω,l) , (3.3)
where Σ is a space-like Cauchy hypersurface and dΣµ is its volume element. The regular-
ization means that Σ is restricted by a region where integral (3.3) converges. The current
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jµ is determined by field equations and is divergence free, ∇µjµ = 0. This property guar-
antees independence of (3.3) on the choice on Σ. For free scalar and spinor fields (Ψ = φ
or ψ)
jµ(φ1, φ2) = −i(φ∗1∂µφ2 − ∂µφ∗1φ2) , (3.4)
jµ(ψ1, ψ2) = ψ¯1γµψ2 , (3.5)
where ψ¯ = ψ+γ˜t/
√
B is the Dirac conjugate spinor. The divergence of jµ is zero if φ and ψ
obey equations (2.17) and (2.24), respectively . The density (3.3) is obtained from (3.4),
(3.5) when one takes φ1 = φ2 = φω,l and ψ1 = ψ2 = ψω,l. The eigen modes are assumed
to be normalized with respect to the products
< Ψ1,Ψ2 >≡
∫
Σ
dΣµjµ(Ψ1,Ψ2) . (3.6)
In case of scalar fields (3.6) is the standard Klein-Gordon product.
In the KK method the single-particle modes are obtained as solutions to a fiducial
problem. The fiducial fields obey equations (2.22) and (2.30) which dictate a different
form of the corresponding vector currents and products, namely,
j˜µ(φ1, φ2) = −i(φ∗1(∂µ + iλaµ)φ2 − (∂µ − iλaµ)φ∗1φ2) , (3.7)
j˜µ(ψ1, ψ2) = ψ¯1γ˜µψ2 , (3.8)
(Ψ1,Ψ2) ≡
∫
Σ˜
dΣ˜µj˜µ(Ψ1,Ψ2) . (3.9)
In general, (3.6) and (3.9) are not equivalent and relation between physical and fiducial
modes requires an additional study.
3.2 Scalar fields
To find out this relation we assume that the Killing frame has zero acceleration and put
ξ2 = −1. This simplifies computations without loss of generality. One can always reduce
a general problem to this case by a conformal rescaling, see Section 2.4. Thus, on a
constant-time hypersurface Σ one has for (3.6), (3.9)
< φω, φσ >=
∫
Σ
√
hdD−1x
[
(ω + σ)φ∗ωφσ + iφ
∗
ωa
i(∇i + iσai)φσ − i(∇i − iωai)φ∗ωaiφσ
]
,
(3.10)
(φ(λ)ω , φ
(λ)
σ ) =
∫
Σ
√
hdD−1x(ω + σ)(φ(λ)ω )
∗φλσ , (3.11)
where h = det hij, and hij is the metric induced on Σ. (Indexes i, j are raised with the
help of hij.) In problems with a continuous spectrum Σ has an infinite volume and (3.10),
(3.11) are to be interpreted in the sense of distributions. We denote C∞ the ”asymptotic
infinity” of Σ where integrals (3.10), (3.11) may diverge. C∞ may be a true infinity of
the space-time, as in case of fields around a rotating star. However, in general, it is a
region where the coordinate system associated with the given reference frame is singular.
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For instance, C∞ may be a black hole horizon, or a surface where rotation of the Killing
frame approaches the speed of light.
The behaviour of fields at C∞ can be used for normalization. This standard procedure
is based on the fact that inner products are reduced to surface integrals over C∞. Let Cr
be a boundary of some finite region Σr inside Σ such that at r → ∞ Σr expands to Σ
and Cr coincides with C∞. Then, as is shown in Appendix B, at ω 6= σ
(φ(λ)ω , φ
(λ)
σ ) =
1
(ω − σ) limr→∞
∫
Cr
dσi
(
∇i(φ(λ)ω )∗φ(λ)σ − (φ(λ)ω )∗∇iφ(λ)σ − 2iλai(φ(λ)ω )∗φ(λ)σ
)
,
(3.12)
< φω, φσ >=
1
(ω − σ) limr→∞
∫
Cr
dσi (∇iφ∗ωφσ − φ∗ω∇iφσ − i(ω + σ)aiφ∗ωφσ) . (3.13)
Equations (3.12) and (3.13) are to be interpreted in the sense of distributions. Suppose
now that φ(λ)ω admit the following normalization
(φ
(λ)
ω,k, φ
(λ)
σ,l ) = δlkδ(ω − σ) , (3.14)
where indexes l, k correspond to additional degeneracy of the wave-functions. It is clear
that if (3.14) holds, the modes φω = φ
(ω)
ω have correct normalization with respect to the
Klein-Gordon product,
< φω,k, φσ,l >= δlkδ(ω − σ) . (3.15)
This follows from the fact that at λ = ω (3.13) is obtained from (3.12) in the limit σ → ω.
It is for this reason identification φω with φ
(ω)
ω is justified.
Let us consider now the regularized density of levels (3.3) of single-particle states and
show how it is related to the heat kernel of the operator H2(λ). Consider two integrals
in the region Σr
dn(ω)
dω
=
∫
Σr
√
hdD−1x
∑
k
[
2ω|φω,k|2 + iφ∗ω,kai(∇i + iωai)φω,k − i(∇i − iωai)φ∗ω,kaiφω,k
]
,
(3.16)
dn(λ)(ω)
dω
=
∫
Σr
dΣµ
∑
k
j˜µ(φ
(λ)
ω,k) =
∫
Σr
√
hdD−1x
∑
k
2ω|φ(λ)ω,k|2 . (3.17)
Quantity (3.17) is the regularized spectral density ofH2(λ). Let us define also an auxiliary
quantity
dn˜(λ)(ω)
dω
=
dn(λ)(ω)
dω
− 1
4λ
∑
k
[
(φ
(λ)
ω,k, ∂λH
2(λ)φ
(λ)
ω,k) + (φ
(λ)
ω,k, ∂λH
2(λ)φ
(λ)
ω,k)
∗
]
, (3.18)
where according with (2.34), (2.36),
∂λH
2(λ) = −2iai(∇i + iλai)−∇iai . (3.19)
As follows from (3.16), (3.19),
dn(ω)
dω
=
dn˜(ω)(ω)
dω
. (3.20)
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Consider now the spectral representation for the heat kernel of H2(λ)
Tre−tH
2(λ) =
∫
∞
µ
dn(λ)(ω)
dω
e−tω
2
dω , (3.21)
where integration in the trace is restricted by Σr . The parameter µ (µ > 0) is the mass
gap of H2(λ) and we assume that there are no bound states in the spectrum. We also
assume that µ does not depend on λ, which is true in a number of physical problems.
The spectral density can be written symbolically as
dn(λ)(ω)
dω
= 2ωTr[δ(H2(λ)− ω2)] . (3.22)
One can also define the integral
∫
∞
µ
dn˜(λ)(ω)
dω
e−tω
2
dω = Tr
[(
1− 1
2λ
∂λH
2(λ)
)
e−tH
2(λ)
]
, (3.23)
where the right hand side is the consequence of (3.18). Because the trace does not depend
on the choice of the basis and, hence, on λ one can write (3.23) as
∫
∞
µ
dn˜(λ)(ω)
dω
e−tω
2
dω =
(
1 +
1
2λt
∂λ
)
Tre−tH
2(λ) . (3.24)
This formula is our key relation which together with (3.20) enables us to compute the
physical density of levels dn/dω by using powerful heat kernel techniques. From (3.23)
one can also derive a formal expression for dn/dω
dn(ω)
dω
= 2ωTr
[(
1− 1
2λ
∂λH
2(λ)
)
δ(H2(λ)− ω2)
]
λ=ω
= 2ωTr
[
δ(H2(λ)− ω2)− 1
2λ
∂λθ(H
2(λ)− ω2)
]
λ=ω
, (3.25)
where θ(x) is the step function, and θ′(x) = δ(x). The above results concern systems with
continuous spectra. Some similar relations for discrete spectra are discussed in Appendix
B.
3.3 Spinor fields
All results established for scalars can be extended to spin 1/2 fields. We again work on
a zero-acceleration space-time. Then, according to (3.5), (3.8) the products of spinor
functions are
< ψ1, ψ2 >=
∫
Σ
√
hdxD−1ψ¯1γ
tψ2 , (ψ1, ψ2) =
∫
Σ
√
hdxD−1ψ¯1γ˜
tψ2 . (3.26)
These expressions are different because γt = γ˜t − aiγ˜i. They are reduced to the surface
integrals (see Appendix B)
(ψ(λ)ω , ψ
(λ)
σ ) =
i
(ω − σ) limr→∞
∫
Cr
dσi(ψ(λ)ω )
+γ˜iψ
(λ)
σ , (3.27)
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< ψω, ψσ >=
i
(ω − σ) limr→∞
∫
Cr
dσiψ+ω γ˜iψσ . (3.28)
Suppose that ψ(λ)ω are a set of modes properly normalized in the sense of distributions,
see (3.14). Then by comparing (3.27), (3.28) and using the same arguments as for scalar
fields we conclude that modes ψω = ψ
(ω)
ω are normalized by (3.15). Let us introduce
dn˜(λ)
dω
=
dn(λ)
dω
− ω
λ
∑
k
(ψ
(λ)
ω,k, ∂λH(λ)ψ
(λ)
ω,k) , (3.29)
∂λH(λ) = −γ˜taiγ˜i (3.30)
where H(λ) is the spinor Hamiltonian (2.31) and
dn(λ)
dω
=
∑
k
(ψ
(λ)
ω,k, ψ
(λ)
ω,k) (3.31)
is the spectral density of H(λ). Then, as follows from (3.26), (3.29)–(3.31), the density
of levels of physical states is
dn
dω
=
∑
k
< ψω,k, ψω,k >=
dn˜(λ)
dω
∣∣∣∣∣
λ=ω
. (3.32)
Finally, from (3.29), (3.32) one gets for spinor density dn/dω formula (3.24).
4 High-frequency asymptotics
Formula (3.24) makes it possible to use heat kernel techniques in stationary backgrounds
and find dn/dω is one important limit, namely, in the limit of high frequencies ω. The
integral in (3.24) is determined by ω ≃ t−1 and this limit corresponds to the asymptotic
form of the heat kernel at small values of t
Tre−tH¯
2(λ) ≃ 1
(4πt)(D−1)/2
∞∑
n=0
[
an(λ)t
n + bn(λ)t
n+ 1
2
]
, (4.1)
where an and bn are the standard heat kernel coefficients, n = 0, 1, 2, .... On manifolds
without boundaries bn = 0. Coefficients an(λ) and bn(λ) are even functions of λ because
the fiducial theory is U(1) invariant and the heat coefficients are even functions of charges.
The gauge invariance also guarantees that the coefficients are polynomials in powers of
the Maxwell stress tensor and its derivatives. In our case the role of the gauge field is
played by the vector aidx
i, and hence the corresponding Maxwell tensor is related to the
rotation. In general,
an(λ) =
[n/2]∑
m=0
λ2ma2m,n , bn(λ) =
[n/2]∑
m=0
λ2mb2m,n , (4.2)
where a2m,n do not depend on λ. The highest power of λ in (4.2) can be determined by
analyzing dimensionalities. Coefficients a0 and a1 in (4.1) do not depend on λ.
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The density of levels at high frequencies can be found from (4.1) by using (3.24). In
what follows, we assume that the mass gap of the operator can be neglected. In this
case one can use the inverse Laplace transform in (3.24) and simplify computations. It
should be noted, however, that for operators with zero gap one has to take into account
the presence of infrared singularities which come out in (3.24) at small ω. One of the
possibilities to avoid this problem is to use the dimensional regularization and formally
consider D as a complex parameter. It is instructive first to obtain the asymptotics for
the fiducial spectral density
dn(λ)
dω
≃ 2ω
D−2
(4π)(D−1)/2
∞∑
n=0

 an(λ)
Γ
(
D−1
2
− n
)ω−2n + bn(λ)
Γ
(
D−2
2
− n
)ω−(2n+1)

 . (4.3)
One can easily verify that for complex D substitution of (4.3) in (3.21) results in (4.1).
For dn˜/dω relation (3.24) results in expansion of the same form
dn˜(λ)
dω
≃ 2ω
D−2
(4π)(D−1)/2
∞∑
n=0

 a˜n(λ)
Γ
(
D−1
2
− n
)ω−2n + b˜n(λ)
Γ
(
D−2
2
− n
)ω−(2n+1)

 , (4.4)
a˜n(λ) = an(λ) +
1
2λ
∂λan+1(λ) , b˜n(λ) = bn(λ) +
1
2λ
∂λbn+1(λ) . (4.5)
Finally, by taking into account (3.20), (4.2), (4.4), (4.5) one finds the asymptotics of the
physical density
dn(ω)
dω
≃ 2ω
D−2
(4π)(D−1)/2
∞∑
n=0

 cn
Γ
(
D−1
2
− n
)ω−2n + dn
Γ
(
D−2
2
− n
)ω−(2n+1)

 , (4.6)
cn =
2n∑
m=n
Γ
(
D−1
2
− n
)
Γ
(
D−1
2
−m
) (a2(m−n),m + (m− n+ 1)a2(m−n)+2,m+1) , (4.7)
dn =
2n∑
m=n
Γ
(
D−1
2
− n
)
Γ
(
D−1
2
−m
) (b2(m−n),m + (m− n+ 1)b2(m−n)+2,m+1) , (4.8)
where Γ(x) is the gamma function. It is remarkable that (4.6) is a local functional
expressed in terms of the heat-kernel coefficients of some differential operators.
Some comments about (4.6) are in order.
First, if there are no boundaries (bn(λ) = 0) one gets from (4.6) a finite result for even
dimensions, although for odd D the result is formally zero. As we will see in the next
Section, the proper way of dealing with the infrared problem is to keep in (4.6) D complex
till the last stage of computations. Then both for even and odd D the physical quantities
determined with the help of dn/dω are finite except, possibly, a number of standard poles.
As for cn and dn, they remain finite for all D.
Second, it is interesting to note that when expansion in (4.6) is approximated by first
two terms determined by c0 and c1 the physical and fiducial densities coincide, dn/dω ≃
dn(ω)/dω. This property can be helpful in computations, see [9].
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In general, the coefficients in the leading terms in (4.6) can be immediately computed
by using (4.7), (4.8). The first coefficient is trivial, c0 = a0. According to (4.7),
c1 = a1 +
(
D − 1
2
− 1
)
a2,2 , (4.9)
c2 = a2 +
(
D − 1
2
− 2
)
a2,3 +
(
D − 1
2
− 2
)(
D − 1
2
− 3
)
a4,4 , (4.10)
where an = a0,n. Hence, in four-dimensional space-time
c1 = a1 +
1
2
a2,2 , (4.11)
c2 = a2 − 1
2
a2,3 +
3
4
a4,4 . (4.12)
Term a2,2 is determined by the gauge part of a2(λ), see (4.2), and in four dimensions
a2,2 = α
∫
Σr
h¯1/2d3xF¯ ijF¯ij . (4.13)
where α = −1/12 for scalars and α = r/6 for spinors, r is the dimensionality of the spinor
representation. Expression (4.13) can be rewritten in terms of local angular velocity (2.11)
if we note that F¯ij = Fij = 2Aik/
√
B and F¯ijF¯
ij = 8BΩ2.
In order to compute c2 one needs to know contribution of gauge fields in a3(λ) and
a4(λ). These terms for any spin can be obtained from results of [12],[13]. For spin zero
fields
a2,3 =
1
3!
∫
Σr
h¯1/2d3x
[
1
2
(
V¯ − 1
6
R¯
)
F¯ ijF¯ij +
1
10
∇¯iF¯ji∇¯kF¯ jk
− 1
15
R¯ijF¯ikF¯j
k − 1
30
R¯ijklF¯ijF¯kl
]
, (4.14)
a4,4 =
1
4!
∫
Σr
h¯1/2d3x
[
1
12
(F¯ ijF¯ij)
2 +
4
15
F¯ijF¯pkF¯
ikF¯ pj
]
, (4.15)
where V¯ is ”potential term” (2.36) of the scalar operator H¯2(λ), Eq. (2.34). For spinor
fields
a2,3 = ra
scal
2,3 −
r
3!
∫
Σr
h¯1/2d3x
[
1
12
(R¯ + 12Bm2)F¯ ijF¯ij − 1
4
F¯ij∇¯2F¯ ij
]
, (4.16)
a4,4 = ra
scal
4,4 +
1
4!
∫
Σr
h¯1/2d3x
[
1
16
Tr(γ¯iγ¯jF¯ij)
4 − r
2
(F¯ ijF¯ij)
2
]
, (4.17)
where ascal2,3 is given by (4.14) with V¯ =
1
4
R¯ +Bm2 and ascal4,4 coincides with (4.15).
Note that (4.13)–(4.17) are expressed in terms of geometrical quantities of the rescaled
three-dimensional space with metric (2.35). All quantities can be also rewritten in terms
of the geometry of the physical space-time, acceleration and rotation of the chosen Killing
reference frame. For instance, by using (4.11), (4.13), and (A.9) one finds that for scalar
fields in D = 4
c1 =
∫
Σr
√−gd3x 1
B
[
1
6
R − V − 2
3
Ω2
]
, (4.18)
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where R is the scalar curvature of the physical space-time and V is the scalar potential.
For spinor fields
c1 = r
∫
Σr
√−gd3x 1
B
[
− 1
12
R− 1
2
(∇w − w2) + 5
6
Ω2 −m2
]
, (4.19)
where Ω is given in (2.11). Thus, rotation changes coefficients starting with c1.
5 Some applications
5.1 Vacuum energy
Asymptotics (4.6) can be used in a number of applications. As a first example, consider
computation of vacuum energy E of a free quantum field on a stationary background
E =
∫
dΣµξν〈Tˆ µν〉0 . (5.1)
Here Tˆ µν is the stress-energy tensor of the field, ξ is a time-like Killing vector, and the
integration goes over a space-like (Cauchy) hypersurface Σ. It is convenient to choose Σ
as a constant time hypersurface. The quantum state is defined as a vacuum for single-
particle excitations φˆω with a certain energy, Lξφˆω = −iωφˆω. For a free field which obeys
equation (2.17) the straightforward calculation gives the following formal expression
E =
∫
∞
µ
dω
1
2
ω
dn
dω
. (5.2)
At large ω the integral is divergent and one can use (4.6) to study the form of the
divergence. In dimensional regularization the divergent part of (5.2) in four-dimensional
theory is
Ediv =
µD−4
(4π)D/2
c2
1
D − 4 , (5.3)
where c2 is determined by (4.12), (4.13)–(4.15). It would be interesting to investigate
relation of (5.3) and corresponding divergence of the vacuum energy computed by standard
covariant methods.
5.2 High-temperature asymptotics
Let us consider a quantum state of fields on M which is viewed by a Killing observer as
a thermal state at the temperature T = (β
√
B)−1, where B = −ξ2 and β is a positive
constant. Certainly, to ensure the thermal equilibrium there must exist necessary physical
conditions. We assume that in systems we study these conditions are satisfied. In this
case one can describe the system by a canonical ensemble and introduce the free energy
F [β] = ηβ−1
∫
∞
µ
dω
dn(ω)
dω
ln(1− ηe−βω) , (5.4)
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where η = +1 for bosons and η = −1 for fermions. At high temperatures the parameter β
is small and the dominant contribution in (5.4) comes out from large frequencies ω ≃ β−1
where one can use the high-frequency asymptotics. By using (4.6) for dn/dω in (5.4) and
by neglecting the gap one finds
F (D, β) = F1(D, β) + F2(D, β) , (5.5)
F1(D, β) = − 1
πD/2βD
∑
n=0
γD,nΓ
(
D − 2n
2
)
ζ(D − 2n)cn
(
β
2
)2n
, (5.6)
F2(D, β) = − 1
πD/2βD
∑
n=0
γD−1,nΓ
(
D − 2n− 1
2
)
ζ(D − 2n− 1)dn
(
β
2
)2n+1
. (5.7)
Here ζ(x) is the Riemann zeta-function. The coefficient γD = 1 for bosons, and γD =
1− 22n+1−D for fermions. It should be noted that in case of Bose fields (5.5) includes also
an additional contribution 1
β
∫
dω ln(βω)dn/dω which appears at small ω. Function F2 is
a pure boundary part of the free energy. It follows from (5.6) and (5.7) that F2 is related
to F1
F2(D, β) =
1√
4π
F1(D − 1, β)|cn→dn (5.8)
and it is sufficient to investigate F1 only.
First, we remind that (5.6) is obtained in dimensional regularization. When parameter
D coincides with the physical dimensionality one of the terms in (5.6) has a simple pole.
This pole corresponds to an infrared singularity of the theory with zero mass gap. The
pole in F1 appears at n = D/2, for D even and at n = (D − 1)/2 for D odd. By taking
this into account one finds for (5.6) in three dimensions
F1(D = 3, β) ≃ −γ3,0 ζ(3)
2π
c0
β3
− γ3,1 c1
4πβ
(
1
D − 3 − ln(βρ)
)
− 1
π3/2
∑
n=2
γ3,nΓ
(
3
2
− n
)
ζ(3− 2n)cn
(
β
2
)2n−3
, (5.9)
where ρ is a dimensional parameter related to the regularization. As we pointed out above,
the free energy is not trivial, although density of levels (4.6) used for its computations
vanishes if one goes to D = 3. To get from (5.6) the result in four dimensions we use the
identity
Γ(z/2)ζ(z) = πz−1/2Γ((1− z)/2)ζ(1− z) .
It gives
F1(D = 4, β) ≃ −γ4,0π
2
90
c0
β4
− γ4,1 1
24
c1
β2
+ γ4,2
1
16π2
(
1
D − 4 − ln(βρ)
)
c2
− 1
16π5/2
∑
n=3
γ4,nΓ
(
n− 3
2
)
ζ(2n− 3)cn
(
β
2π
)2n−4
, (5.10)
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When the frame does not rotates (5.10) coincides with well known high temperature
expansion [1]. Special interest is leading terms in (5.10). For scalar fields
F1(β) ≃ −
∫
d3x
√−g
[
π2
90
T 4 +
1
24
T 2
(
1
6
R − V − 2
3
Ω2
)
+O(lnT )
]
(5.11)
where T is the local temperature. For spinor fields
F1(β) ≃ −r
∫
d3x
√−g
[
7π2
720
T 4
− 1
48
T 2
(
1
12
R +
1
2
(∇µwµ − wµwµ)− 5
6
Ω2 +m2
)
+O(lnT )
]
. (5.12)
In the both cases rotation results in a new term ∼ T 2Ω2. In principle, our results enable
one to compute next terms in high-temperature expansion. In particular, the logarithmic
correction (lnT ) to (5.11) can be found explicitly with the help of (4.14)–(4.17).
5.3 Quantum fields around rotating black holes
One of the applications where asymptotics (5.11) and (5.12) can be used is studying a
quantum state of fields around a rotating black hole when fields are in thermal equilibrium
and rigidly rotate with black hole with the same angular velocity ΩH . This state is
analogous to the Hartle-Hawking vacuum known for Schwarzschild black holes. It was
studied in [14] and recently discussed in [15],[16]. To ensure thermal equilibrium between
the black hole and fields one has to surround the black hole by a reflecting mirror which
has to rotate with the velocity ΩH .
Consider a Kerr-Newman black hole with the mass M , the charge Q, and the angular
momentum J = aM . The metric in Boyer-Lindquist coordinates is
ds2 = −
(
1− 2Mr −Q
2
Σ
)
dt2 − 2(2Mr −Q
2)a sin2 θ
Σ
dtdϕ
+
Σ
∆
dr2 + Σdθ2 +
A sin2 θ
Σ
dϕ2 , (5.13)
∆ = r2 − 2Mr + a2 +Q2 , Σ = r2 + a2 cos2 θ , (5.14)
A = (r2 + a2)2 −∆a2 sin2 θ . (5.15)
The horizon is located at
r = r+ =M +
√
M2 −Q2 − a2 . (5.16)
The surface gravity κ and the angular velocity ΩH for the Kerr-Newman black hole are
κ =
r+ −M
r2+ + a2
, ΩH =
a
r2+ + a2
. (5.17)
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Fields in thermal equilibrium with the black hole are described by a canonical ensemble
in the Killing frame with the Killing vector ξ = ∂t+ΩH∂ϕ. The local temperature is T =
κ/(2π
√
B) where B = −gtt−2ΩHgtϕ−Ω2Hgϕϕ and gµν are defined in (5.13). On the horizon
B = 0. Thus, near the horizon the local temperature is large and asymptotics (5.11),
(5.12) are very good approximation for the free energy. The result can be easily found
by using formula wµ = ∇µ lnB/2 for acceleration and formula (2.11) for angular velocity.
The fiducial gauge potential which determines Ω has only one non-zero component aϕ =
−(gtϕ + ΩHgϕϕ)/B.
In principle, because (5.11) and (5.12) are functionals of an arbitrary metric these
expressions can be used to extract more information about the quantum state. If the
free-energy is considered as a thermal part of quantum effective action then (5.11) and
(5.12) can be used to derive the stress energy tensor. Note that (5.11), (5.12) admit
stationary variations δgµν of the metric (Lξδgµν = 0) when components ξµ of the Killing
vector are held fixed. By considering such a variation of the first leading term in (5.11)
one finds for scalar fields
< T µν >T= − 2√−g
δF1
δgµν
=
π2
90
T 4
(
gµν − 4ξ
µξν
ξ2
)
. (5.18)
Tensor < T µν >T is divergence free and traceless and it corresponds to the stress tensor
of thermal radiation around a black hole. It diverges on the black hole horizon where T is
infinite. It also diverges at the surface where the Killing frame rotates with the velocity
of light in agreement with arguments of [14]. However in this case our results cannot be
much trusted. By using (5.11) and similar variational procedure one can find corrections
to (5.18) due to curvature, acceleration and rotation. We are planing to study < T µν >T
in a separate publication.
6 Summary and comments
The aim of our paper was to develop a computation method applicable to rotating quan-
tum fields and to get with its help new general results. We have shown, in particular,
that asymptotic form of free energy at high temperatures can be found in terms of the
heat kernel coefficients of some differential operators. These operators are interpreted
as one-particle Hamiltonians of a fiducial problem in external Abelian gauge field on a
static background. We hope that in some cases where computations are quite involved,
like rotating black holes, our method will be the helpful and effective tool. It would be
an interesting problem to compare our method with covariant Euclidean formulation of
finite-temperature theory.
We considered here scalar and spinor fields. Spin 1 fields require additional study to
resolve a technical difficulty connected with constraints.
Our analysis was restricted by systems with continuous spectrum. An advantage of
a continuous spectrum is that it is specified by the density of levels and we are able to
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relate the latter to the heat kernel of fiducial Hamiltonians. The disadvantage is that
one has to work with regularized quantities. In [5]–[7] high-temperature asymptotics of
rotating fields were obtained on Einstein manifolds where the space is S3. In this case
operators have discrete spectra, which can be found explicitly for conformal fields. A
naive calculation of our asymptotics (5.11), (5.12) on the Einstein manifold coincides
with [5]–[7] in the leading term proportional to T 4. However, the next, T 2Ω2 term, does
not reproduce the result of [5],[7] and the discrepancy is not in numerical coefficients.
Thus, it is an open question how (5.11), (5.12) are modified by finite-size effects.
Acknowledgements: I am grateful to V.P. Frolov and D.V. Vassilevich for helpful
discussions. This work is supported in part by the RFBR grant N 99-02-18146 and NATO
Collaborative Linkage Grant, CLG.976417.
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A Geometry in the Killing frame
We consider the metric gµν = hµν − uµuν in the Killing frame characterized by the four-
velocity uµ. In coordinates where u
µ = (1/
√
B, 0, 0, 0) the metric can be written in the
form
ds2 = −B(dt+ aidxi)2 + hijdxidxj , (A.1)
where ai = −ui/
√
B. Metric tensor has the following components
gµν =
(
hij − Baiaj −Bai
−Baj −B
)
, gµν =
(
hij −ai
−aj a2 −B−1
)
, (A.2)
where hijhjk = δ
i
k, a
i = hijaj , a
2 = aiai. As follows from (A.2), det gµν = −B det hij .
Relation (2.14) enables one to connect the Rieman tensors on M and B
Rλµνρ[h] = R
γ
αβσ[g]h
α
µh
β
νh
σ
ρh
λ
γ − AλνAµρ + AλρAµν − 2AλµAνρ , (A.3)
where Aµν is the rotation tensor (2.5). Our conventions are R
σ
µνλ = Γ
σ
µλ,ν − .... Formula
(A.3) is similar to embedding formula for the Riemann tensor of a hypersurface, see [10].
The relation between the scalar curvatures of B and M, which follows from (A.3) is
R[h] = R[g] + 2Rµν [g]u
µuν − 3AµνAµν . (A.4)
By taking into account that for the Killing field ξµ
∇2ξµ = −Rλµ[g]ξλ , (A.5)
we find with the help of (2.4), (2.5)
Rµν [g]u
µuν = ∇µwµ + AµνAµν , (A.6)
where wµ is the acceleration of the frame. Therefore,
R[h] = R[g] + 2∇µwµ − AµνAµν . (A.7)
In this paper we also introduced the space B¯ which is conformally related to B
dl¯2 = h¯ijdx
idxj = B−1hijdx
idxj . (A.8)
By using (A.3) one can express geometrical quantities on B¯ in terms of quantities onM.
In particular, in four dimensions D = 4, one has
R[h¯] = B
(
R[h] + 4∇˜iwi − 2wiwi
)
= B (R + 6∇µwµ − 6wµwµ − AµνAµν) , (A.9)
where ∇˜i is the connection on B. Finally, one can find relation between M and fiducial
space M˜ with metric
ds˜2 = −Bdt2 + hijdxidxj . (A.10)
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To this aim one should note that B can be embedded in M˜ as a constant time hypersurface
and find embedding relation analogous to (A.3) between Rλµνρ[h] and R
λ
µνρ[g˜]. By acting
in this way we easily get
R[g˜] = R[g]− AµνAµν , (A.11)
and other similar identities.
B The inner products
Here we derive relations (3.12), (3.13), (3.27), and (3.28) for inner products. For scalar
functions one has
(ω2 − σ2)(φ(λ)ω , φ(λ)σ ) = (φ(λ)σ , H2(λ)φ(λ)ω )∗ − (φ(λ)ω , H2(λ)φ(λ)σ ) =
(ω + σ) lim
r→∞
∫
Cr
dσi
(
∇i(φ(λ)ω )∗φ(λ)σ − (φ(λ)ω )∗∇iφ(λ)σ − 2iλai(φ(λ)ω )∗φ(λ)σ
)
. (B.1)
This gives (3.12). Note that (B.1) also holds when Σ has additional boundaries other
than C∞ provided if fields obey Dirichlet conditions at these boundaries. To find (3.13)
we begin with relation
< φω, φσ >= (φω, φσ) +
∫
Σr
√
hdD−1
(
iφ∗ωa
i(∇i + iσai)φσ − iai(∇i − iωai)φ∗ωφσ
)
(B.2)
and use the identity
H2(ω)−H2(σ) = (ω − σ)(−2iai∇i − i∇iai + (ω + σ)aiai) . (B.3)
This enables one to rewrite (B.2) as
< φω, φσ >= (φω, φσ)
+
1
2(σ2 − ω2)
[
(φσ, (H
2(ω)−H2(σ))φω)∗ + (φω, (H2(ω)−H2(σ))φσ)
]
. (B.4)
The right hand side of (B.4) is a pure surface term over Cr which coincides with the right
hand side of equation (3.13).
To prove (3.27) for spinor modes it is sufficient to see that
(ψ(λ)ω , ψ
(λ)
σ ) =
1
(ω − σ)
[
(ψ(λ)σ , H(λ)ψ
(λ)
ω )
∗ − (ψ(λ)ω , H(λ)ψ(λ)σ )
]
(B.5)
and use the fact that ψ¯ = ψ+γ˜t on zero-acceleration space-time, see Section 2.4. To prove
(3.28) we first note that for spinor Hamiltonians
H(ω)−H(λ) = (σ − ω)γ˜tγ˜iai , (B.6)
hence
< ψω, ψσ >= (ψω, ψσ) +
1
(σ − ω)
∫
Σr
√
hdD−1xψ+ω (H(ω)−H(σ))ψσ . (B.7)
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The right hand side of this equation coincides with the surface term in the right hand
side of (3.28).
In this Appendix we also comment on some properties of operators with discrete
spectrum. Consider scalar operator H2(λ) which has a discrete spectrum ω2(λ)
H2(λ)φ(λ)ω = ω
2(λ)φ(λ)ω . (B.8)
By differentiating the both sides of (B.8) over λ one finds
∂λH
2(λ)φ(λ)ω +H
2(λ)∂λφ
(λ)
ω = ∂λω
2(λ)φ(λ)ω + ω
2(λ)∂λφ
(λ)
ω , (B.9)
∂λH
2(λ) = −2iai(∇i + iλai)−∇iai . (B.10)
The fiducial modes φ(λ)ω now have a finite norm (φ
(λ)
ω , φ
(λ)
ω ) which we denote as N
2(λ, ω).
Let N2(ω) be the norm of physical functions < φω, φω > . The relation between the two
norms follows from definitions (3.10), (3.11)
N2(ω) = N2(ω, ω) +
∫
Σ
√
hdD−1xiφ(∗)ω
[
2ai(∂i + iωai) +∇iai
]
φω =
=
(
1− 1
2λ
∂λω
2(λ)
)
N2(ω, λ)
∣∣∣∣
λ=ω
, (B.11)
where to get the last line we used (B.9) and assumed that possible surface terms which
appear under integration by parts vanish due to boundary conditions. Equation (B.11)
is an analog of equation (3.18) obtained for continuous spectra.
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