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Using quantum Monte Carlo simulations of bosons in gapped honeycomb lattices, we prove the
existence of bosonic edge states. For single-layer honeycomb lattices, bosonic edge states can be
created, cross the gap, and merge into bulk states using an on-site potential applied to the outermost
sites of the boundary. On the bilayer honeycomb lattice, bosonic edge states traversing the gap at
half filling are demonstrated. The topological origin of the bosonic edge states is discussed in terms
of the pseudo-Berry curvature. The results will simulate experimental studies of these exotic bosonic
edge states using ultracold bosons trapped in honeycomb optical lattices.
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Introduction.- Many important phenomena in con-
densed matter physics share the same intriguing fea-
ture, namely, the presence of edge states in the gap.
Well-known examples include the quantum Hall effect
(QHE), topological insulators, and graphene systems [1–
4]. The appearance of an edge state is the consequence
of the non-trivial topological properties of the bulk band.
Edge states have been created in various systems such as
quantum wells and graphene [5–8]; the existence of edge
states constitutes a central motivation for studying these
kinds of materials. Edge states are perfectly conducting
channels and play an important role in electronic trans-
port [9]. Edge states can be engineered to create one-
dimensional topological superconductors, which support
localized Majorana fermions [10].
Generalization of the above-described fermion phe-
nomena in systems of bosons has become an active area of
research. Various kinds of bosonic Dirac materials have
been proposed [11–15]. A general possibility of the exis-
tence of the bosonic QHE based on effective field theory
has been proposed [16]. Using direct analogs of the frac-
tional QHE (FQHE) in a topological flat band [17, 18],
evidence of bosonic FQHE has been demonstrated in a
simple lattice model [19]. However, this simple replace-
ment in a Chern insulator does not generate the expected
bosonic QHE and the bosonic phase dominated by spin-
orbit coupling in the Haldane model becomes a chiral
superfluid [20–22]. The realization of bosonic QHE in a
simple lattice is achieved by combining correlated hop-
ping and a background gauge field or the use of the low-
est band of an optical flux lattice [23–25]. A hallmark
of bosonic QHE is that it supports gapless edge states.
Until now, bosonic edge modes have only been probed us-
ing entanglement spectra; direct demonstration of these
modes has yet to be performed.
It is well known that graphene systems exhibit edge
states under certain boundary conditions, although they
have a different physical origin from those in QHE and
topological insulators. Free electrons in a honeycomb
lattice mimic Dirac fermions characterized by the Berry
phase pi, which results in a one-dimensional flat band
connecting the two Dirac points on zigzag or bearded
edges [26, 27]. Although the Dirac fermions can be ex-
perimentally realized by loading ultracold fermions into
honeycomb optical lattices [28], it is not clear whether a
bosonic system can exhibit similar physical phenomena,
as bosons obey a different statistical rule and the band
structure collapses, even for hardcore bosons. Therefore,
it is useful to determine whether the topological prop-
erty remains for bosons in honeycomb lattice, and if so,
whether bosonic edge states can be achieved.
In this paper, we study extended Bose-Hubbard mod-
els of single-layer and bilayer honeycomb lattices. For the
single-layer case, a ρ = 12 charge-density-wave (CDW)
insulator is obtained using a staggered sublattice poten-
tial. After applying an on-site potential at the boundary,
the existence of bosonic edge states is explicitly demon-
strated through the appearance of states with finite su-
perfluid density in the gap. The bosonic edge states can
be induced, via the applied potential, to cross the gap
and merge into the bulk states below the gap. The edge-
like nature of the system is confirmed by the distribu-
tion of the edge state, which is primarily found near the
boundary. We also find that the results remain valid for
various CDW insulators formed by interacting softcore
bosons. Finally, we study a bilayer honeycomb lattice in
which a gap is opened by applying opposite potentials to
the two layers. A bosonic edge state traversing the gap
is demonstrated. The results will of interest in cold-atom
experiments; observation of the bosonic edge state is pos-
sible based on currently available experimental setups.
Model and method.- First, we consider the extended
Bose-Hubbard model of a single-layer honeycomb lattice,
which is described by the following Hamiltonian:
Hˆ = −t
∑
〈i,j〉
(bˆ†i bˆj + bˆ
†
j bˆi) +
∑
i
Uinˆi − µ
∑
i
nˆi. (1)
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FIG. 1: (Color online) (a) Schematic illustration of the zigzag
and bearded edges on honeycomb lattices. (b) Band struc-
tures with different on-site potentials of the outermost sites on
zigzag edges: U ′ = 0 (upper), U ′ = −2 (middle) and U ′ = −5
(lower). Here, the staggered sublattice potential is ∆ = 2. (c)
Phase diagram of the Hamiltonian in Eq. (1), which contains
three insulating regions, corresponding to zero, half, and full
fillings, and a superfluid phase.
Here, 〈i, j〉 runs over the nearest-neighbor (NN) pairs.
bˆ†i (bˆi) denotes the hardcore boson creation (annihilation)
operator, which obeys the commutation relation [bˆi, bˆ
†
j ] =
0 for i 6= j, abd the anti-commutation relation {bˆi, bˆ†i} =
1 at the same site. nˆi = bˆ
†
i bˆi is the local density operator.
µ is the chemical potential, which controls the filling of
the lattice. Ui is a staggered sublattice potential: Ui = ∆
for sublattice A and Ui = −∆ for sublattice B.
For fermions with the same form of Hamiltonian, the
energy spectrum contains two branches,
E = ±
√
∆2 + t2(2 cos
√
3
2
kx + cos
3
2
ky)2 + t2 sin
2 3
2
ky,(2)
where (kx, ky) are momenta. The spectrum is symmetric
about E = 0 and has a gap of 2∆ at two inequivalent
Dirac points K± = (± 4pi3√3 , 0) located at the corners of
the hexagonal Brillouin zone. The energy of the bottom
of the spectrum is EB = −
√
∆2 + 9t2, which is the chem-
ical potential when bosons begin to fill the the lattice in
the grand canonical ensemble. It is well known that flat
edge states connecting the two Dirac points appear in
the region kx ∈ [ 23pi, 43pi] for a zigzag edge and in the
complementary region for a bearded edge [see Fig.1(b)].
Additionally, because we have a strictly localized state
at the edge for kx = pi, the edge states can be controlled
via the potentials applied to the boundary [29, 30].
To study the Hamiltonian in Eq. (1), we employ the
stochastic series expansion quantum Monte Carlo (QMC)
method with directed loop updates, which is realized us-
ing the ALPS library [31, 32]. To characterize the differ-
ent phases, we calculate the density difference of the two
sublattices and the superfluid density [33, 34],
ρA−B = |ρA − ρB |, ρs = 〈W
2〉
2βt
, (3)
where ρA and ρB are the boson density for the A and
B sublattices, respectively; W is the winding number
of the world line; and β is the inverse temperature. A
superfluid phase is characterized by ρA−B = 0 and ρs 6=
0, whereas a solid phase is characterized by ρs = 0. In
the following section, we focus on zigzag edges; similar
results are found for bearded edges.
Bosonic edge states in CDW insulators.- First, the
phase diagram of the Hamiltonian in Eq. (1) is mapped.
In this map, it is useful to consider the atomic limit t = 0.
Whether a boson can be added to the i-th site is de-
termined by the energy difference ∆E = −µ + Ui. If
∆E < 0, the total energy is lowered and each site is oc-
cupied by one hardcore boson. Thus, two lines µ = ±∆
separate the different insulators. There are two kinds of
insulators in the phase diagram: a Mott insulator with
a uniform density ρ = 1 and a CDW insulator with a
density profile reflecting the staggered superlattice po-
tential and an average density ρ = 12 . After NN hopping
is turned on, the phase diagram, shown in Fig.1 (c), is
obtained from the QMC simulation. For µ < EB , the sys-
tem is empty, whereas for µ > −EB , it is fully occupied.
The CDW insulator in the atomic limit persists; how-
ever, its boundary is deformed and an incommensurate
superfluid region appears between the commensurate in-
sulators. The phase transition between the superfluid
and insulator is continuous.
Next, we study the edge states on zigzag edges in the
ρ = 12 CDW insulator. The geometry of the system con-
sidered is a strip with zigzag edges and a periodic bound-
ary condition in the x direction. In the presence of the
edge, the system remains gapped; the gap size is not sig-
nificantly affected, as reflected by the ρ, ρs ∼ µ curves in
Fig.2(a). However, the superfluid density is reduced to
roughly half, which can be understood as being caused by
the winding number across the open boundary vanishing.
The edge state appears after an on-site potential on the
outermost sites is applied. As shown in Fig.2(b), once
the potential is applied, an edge state extending into the
gap from its upper border appears. This situation is sim-
ilar to the fermionic case, in which the dispersion bends
downward into the gap when the same potential is ap-
plied. Additionally, the corresponding superfluid density
has a finite value, implying that the edge state forms a
superfluid along the edge. The displacement of the bot-
tom of the edge state is roughly equal to the value of the
applied potential, implying that the corresponding state
is completely localized on the outermost sites. As the
potential further increases [Fig.2(c)-(f)], the edge state
crosses the gap and tends to merge into the region below
the gap. Note that for a finite region of the potential, the
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FIG. 2: (Color online) The average density and superfluid of
the Hamiltonian in Eq. (1) with zigzag edges. The on-site
energies of the outermost sites on the zigzag edges are tuned
to different values: (a) U ′ = 0, (b) U ′ = −1, (c) U ′ = −2,
(d) U ′ = −3, (e) U ′ = −4, and (f) U ′ = −5. The staggered
sublattice potential is ∆ = 2 and the lattice size is L = 12.
The black (red) curves represent ρ(ρs).
edge state is completely within the gap. This situation
is caused by the large gap at ∆ = 2; the same behavior
occurs for the fermionic system [see Fig.1(b)]. However,
for smaller values of ∆, the edge state can traverse the
gap.
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FIG. 3: (a) (Color online) The distribution of the edge state
in Fig.2(c). The value of the number of particles is denoted
by the size of the red circle. (b) The distribution of the edge
state in sites along the blue line in (a). In (b), the red curve is
the distribution along the line when the edge state is partially
filled. Here µ1 = −0.2 corresponds to the lower plateau.
When the edge state is completely in the gap [see
Fig.2(c) and (d)], there are two plateaus with vanish-
ing superfluid in the ρ ∼ µ curve; these plateaus reflect
the gaps between the edge state and the bulk states. The
value of the lower plateau is ρ1 = 0.5, whereas the value
of the upper plateau is ρ2 = 0.5417 (corresponding to
the lattice size L = 12 used in the simulations). The
number of hardcore bosons in the edge state is directly
calculated using δn = 2L2(ρ2 − ρ1) ≈ L, which is equal
to the number of outermost sites of the zigzag edge and
remains valid for larger sizes. To further confirm the edge
nature of the in-gap state, we calculate the distribution of
hardcore bosons along the blue line in Fig. 3(a), which is
defined as: δni = ni(µ2)−ni(µ1) where ni(µα)(α = 1, 2)
is the local density at the chemical potential µα corre-
sponding to the average density ρi. As shown in Fig.
3(b), the distribution of the edge state in Fig. 2(c), which
is δni between the plateaus, is distributed primarily near
the boundary.
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FIG. 4: (Color online) Pseudo-Berry curvature of the Hamil-
tonian in Eq. (1) obtained from QMC simulation. Here,
∆ = 2 and the system is a ρ = 1
2
CDW insulator.
Usually, the appearance of an edge state is a conse-
quence of the non-trivial topological property of bulk
system. Although band structures collapse for bosonic
systems, a pseudo-Berry curvature could be defined us-
ing the equal-time Green function, which can be obtained
from the QMC calculation [35, 36]. In Fig. 4, we show
the pseudo-Berry curvature for the above ρ = 12 CDW
insulator. Although no peaks form at the same Dirac
points as in the fermionic counterpart, the pseudo-Berry
curvature develops two non-zero regions with different
signs. The bosonic edge states may appear to connect
the two regions. Thus, when the on-site potential is ap-
plied to the outermost sites, they can be tuned into the
gap.
Perviously, we have established the existence of edge
state of hardcore bosons in a honeycomb lattice with a
zigzag edge and have shown that they can be tuned by ap-
plying an on-site potential to the outermost sites. In fact,
the results remain valid for interacting softcore bosons.
When subjected to a staggered sublattice potential, the
softcore Bose-Hubbard model produces various CDW in-
sulators at half-integer and full-integer fillings [see Fig.
5(a)]. These CDW insulators are adiabatically connected
to those in the atomic limit with one sublattice occupied.
Under a boundary potential, similar evolutions of edge
states are found. We show the bosonic edge states at
U ′ = −5 in two typical CDW insulators with ρ = 12 and
4ρ = 1. Compared to the case of hardcore bosons, larger
potentials are needed to tune the edge states.
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FIG. 5: (Color online) (a) The phase diagram of softcore
bosons for U = 10 in the (∆, µ) plane. The average density
and superfluid of the bosonic edge states: (b) ρ = 1
2
and
(c) ρ = 1. Here, the applied potential on the boundary is
U ′ = −5. The staggered sublattice potential is ∆ = 4 in (b)
and ∆ = 10 in (c).
Bilayer honeycomb lattice.- Finally, we study the edge
state of hardcore bosons on the bilayer honeycomb lattice
with Bernal stacking. It is useful to first analyze the band
structure from the bilayer Hamiltonian [37],
H =

∆ h+ 0 t⊥
h− ∆ 0 0
0 0 −∆ h+
t⊥ 0 h− −∆
 , (4)
where h± = hx ± ihy where hx = t[2 cos
√
3
2 kx cos
1
2ky +
cos ky] and hy = t[2 cos
√
3
2 kx sin
1
2ky − sin ky], t⊥ is the
interlayer coupling, and ∆ is an on-site potential with
opposite sign on the two layers, which is included so as
to open a gap. For large values of ∆, the two layers
are effectively decoupled and a gap ∼ 2∆−Bw (Bw the
band width) opens at half filling. For large t⊥, a gap
∼ 2∆ opens at half filling. When both ∆ and t⊥ are
sufficiently large, gaps also open at 14 and
3
4 fillings. For
insulators dominated by t⊥, the edge state traversing the
gap appears on the zigzag edge [see Fig. 6(b)] because of
the topological charge of the bulk.
Next, we fill the above bilayer lattice with hardcore
bosons. As shown in Fig. 6(c) and (d), bosonic insu-
lating phases appear at ρ = 14 ,
1
2 ,
3
4 fillings. The gaps
corresponds to the widths of the plateaus in the ρ ∼ µ
curve and are reduced compared to those in the fermionic
system. In the presence of the zigzag edge, the density
plateau at half filling changes to a small slope, indicating
the appearance of an in-gap edge state. Because there
is no gap between the edge state and the bulk state, the
bosons traverse the gap, which is similar behavior as in
the fermionic case. In the region in which the edge state
exists, the superfluid density is finite. Thus, the bosonic
system is insulating in the bulk, but a superfluid flows
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FIG. 6: (Color online) (a) Lattice structure of a bilayer honey-
comb lattice with Bernal stacking. (b) Band structure of the
gapped bilayer honeycomb lattice with zigzag edge at t⊥ = −6
and ∆ = 2. The average density (c) and superfluid (d) as a
function of µ in the presence and absence of edges. The inset
in (c) shows enlarged images of the plateau at half filling and
the lower plateau at quarter filling.
along the edge. Edge states also appear near the upper
(lower) border of the gap at 14 (
3
4 ) filling. These states
are the counterparts of the fermionic state in Fig. 6(b).
Conclusions and discussions.- In summary, we studied
the bosonic edge states in gapped honeycomb lattices;
their existence is clearly demonstrated by the appear-
ances of states with finite superfluid density in the gap.
Whereas the bosonic edge state could be controlled by
applying an on-site potential to the outermost sites of
the boundary in a single-layer lattice, the bosons tra-
verse the gap in a bilayer system. The results remain
valid for interacting softcore bosons. The appearance of
the bosonic edge states may be attributed to a non-zero
pseudo-Berry curvature.
The results are closely related to ultracold atom exper-
iments. Honeycomb optical lattices were realized using
three interfering traveling laser beams [38–42]. The stag-
gered sublattice potential can be precisely adjusted. A
Bose-Einstein condensate has been investigated in a hon-
eycomb lattice. Therefore, the underlying Hamiltonian
studied here is directly engineered using existing experi-
mental techniques. There are many proposals to engineer
sharp boundaries and schemes to detect edge states in
optical lattices [43–46]. Additionally, much progress has
been made in high resolution and single-atom detection
of atoms in a lattice [47–49]. Therefore, the observation
of the studied bosonic edge state should be possible based
on currently available experimental setups.
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