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Abstract: Las redes sociales en lı´nea gozan de una gran popularidad. A su vez, es bien
conocido que buena parte de la informacio´n que se difunde en dichas redes es en muchos
casos de baja calidad, rumores o simplemente informacio´n falsa. En esta comunicacio´n se
presentan los primeros resultados de un trabajo que se esta´ realizando para evaluar la calidad
de fuentes de informacio´n en lı´nea.
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1. Introduccio´n
Las redes sociales en lı´nea [1] esta´n suponiendo una revolucio´n en la difusio´n y crecimiento de la
informacio´n accesible a trave´s de Internet adicional a la que supuso el propio desarrollo de la Web [2,3].
Al igual que pasa con la Web, la naturaleza abierta de estas redes es una de las causas de su e´xito. A su
vez, tambie´n es una de sus debilidades: cualquiera puede difundir informacio´n en una red social y no
hay ninguna garantı´a de que dicha informacio´n sea verı´dica [4–6]. En otras ocasiones, las redes sociales
son utilizadas por organizaciones y empresas como medio para intentar influir en la opinio´n pu´blica [7,8]
o con fines publicitarios [9]. Desafortunadamente, tambie´n pueden darse situaciones en que las redes
sociales sean una herramienta en la comisio´n de delitos [10].
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En diferentes a´mbitos (bu´squeda de informacio´n [11], proteccio´n contra mensajes basura (spam) [12],
seguridad [10], ana´lisis de opinio´n [13], salud pu´blica [14], etc.), es interesante disponer de herramientas
que puedan ayudar a evaluar la (buena o mala) calidad de fuentes de datos de redes sociales.
Esta comunicacio´n presenta los resultados de algunos experimentos que se han realizado con datos
tomados de un conjunto de cuentas Twitter, con el objetivo de avanzar en el desarrollo de herramientas
que ayuden a evaluar la calidad de fuentes de informacio´n en Twitter.
El resto del artı´culo esta´ organizado de la siguiente forma. La seccio´n 2 enuncia un conjunto de
hipo´tesis de las que se parte. La seccio´n 3 describe la metodologı´a que se va a utilizar para validar
dichas hipo´tesis. La seccio´n 4 describe los tipos de cuentas en Twitter que se han analizado ası´ como
las principales fuentes que se han utilizado para su seleccio´n. La seccio´n 5 presenta los resultados que
se han obtenido en los experimentos realizados. La siguiente seccio´n presenta una somera discusio´n de
dichos resultados. La comunicacio´n termina presentando algunos trabajos relacionados y detallando las
conclusiones obtenidas en este estudio, ası´ como posibles lı´neas futuras de continuacio´n del mismo.
2. Hipo´tesis de partida
El primer paso en el trabajo que se ha realizado es plantear algunas hipo´tesis cuya validez pueda
permitir identificar fuentes de informacio´n de calidad. Las hipo´tesis que vamos a explorar parten
de la idea de que las fuentes de informacio´n de calidad (medios de comunicacio´n, investigadores,
periodistas, escritores, etc.) utilizan un lenguaje ma´s culto que el de los usuarios normales y las fuentes
de informacio´n poco fiables. Vamos a explorar esta idea desde dos puntos de vista. Por una parte vamos
a evaluar la complejidad de la estructura sinta´ctica de las sentencias escritas en una cuenta de Twitter.
Por otra parte, vamos a medir el registro lingu¨ı´stico de cada cuenta (es decir, el nu´mero de palabras
distintas utilizadas).
En resumen, planteamos las siguientes dos hipo´tesis:
H1 Las fuentes de informacio´n de calidad utilizan estructuras sinta´cticas ma´s complejas que los
usuarios normales y los difusores de informacio´n falsa.
H2 Las fuentes de informacio´n de calidad utilizan registros lingu¨ı´sticos ma´s amplios.
3. Metodologı´a utilizada
Es posible definir multitud de indicadores relacionados con las dos hipo´tesis presentadas en la seccio´n
anterior. En este primer trabajo hemos analizado solamente tres.
Los primeros dos indicadores esta´n relacionados con la primera hipo´tesis y tratan de medir la
complejidad sinta´ctica.
1. Indicador 1: porcentaje de tuits de una cuenta que contienen oraciones subordinadas.
2. Indicador 2: nu´mero medio de sintagmas adjetivales que contiene cada tuit de la cuenta.
Para medir estos dos indicadores se ha utilizado un analizador sinta´ctico para procesamiento de
lenguaje natural desarrollado en la Universidad de Stanford [15].
Para medir la calidad del registro lingu¨ı´stico se ha utilizado la siguiente estrategia. Se ha utilizado una
lista de frecuencias del uso de las palabras tomada del Wiktionary [16]. Esta lista cuenta la frecuencia de
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aparicio´n de las palabras ma´s frecuentes en todos los libros que aparecen en el proyecto Gutenberg [17]
(ma´s de 35,000 palabras). El indicador 3 mide el porcentaje de las 20,000 palabras menos frecuentes
utilizadas en esta lista que han sido utilizadas en alguno de los u´ltimos 1,000 tuits de la cuenta estudiada.
Para evaluar la validez de las hipo´tesis de partida se han medido estos indicadores para un conjunto
de cuentas de Twitter suficientemente grande como para que los resultados sean estadı´sticamente
significativos clasificados en diferentes tipos. A continuacio´n los valores de los indicadores obtenidos
para cada tipo de cuenta se han presentado en forma de box-plot, tal y como se describe en la seccio´n de
resultados.
4. Recoleccio´n de datos
Para realizar los experimentos se seleccionaron cuentas en Twitter de los siguientes tipos:
• Cuentas de medios de comunicacio´n, todas ellas verificadas oficialmente por Twitter y obtenidas
de [18].
• Cuentas de investigadores, profesores de universidad y periodistas, obtenidas de los seguidores de
cuentas de universidades prestigiosas del mundo como Stanford y Cambridge.
• Cuentas de personajes famosos (polı´ticos, actores, deportistas, etc.) y verificadas.
• Cuentas “fake”: cuentas que parodian a los personajes de la categorı´a anterior, la mayorı´a de ellas
obtenidas de [19–21].
• Cuentas bot (cuyos tuits son producidos por programas de ordenador), obtenidas de [22] y otras
por medio de bu´squeda manual.
• Cuentas aleatorias. La idea de esta categorı´a es disponer de cuentas de usuarios normales que
no pertenezcan a ninguna de las categorı´as anteriores. Para obtener las cuentas aleatorias nos
conectamos al Stream API de Twitter [23] y escogimos las primeras 40 cuentas en ingle´s y que
hayan tuiteado al menos 10 veces desde que se creo´ la cuenta para tener algunos datos con los que
poder realizar el ana´lisis.
Para cada tipo de cuenta de Twitter se han analizado 40 cuentas. Esto debe ser suficiente, por ejemplo,
para entrenar un clasificador con la te´cnica cla´sica del ana´lisis discriminante de Fisher [24] utilizando
muestras de 20 dimensiones [25].
Como tenemos 6 tipos de cuentas y 40 cuentas de cada tipo, en total se han analizado 240 cuentas.
Debido a que las herramientas que se han utilizado en este estudio esta´n disen˜adas para procesar texto
en ingle´s, solamente se han considerado cuentas de Twitter que tuitean principalmente en ingle´s.
5. Resultados obtenidos
Cada uno de los tres indicadores descritos en la seccio´n 3 se ha calculado para cada una de las
240 cuentas consideradas. Para visualizar los resultados obtenidos estos se presentan por medio de
un diagrama de cajas o box-plot [24].
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La figura 11 representa un diagrama de caja. Un diagrama de caja es un gra´fico, basado en cuartiles,
mediante el cual se visualiza un conjunto de datos. Esta´ compuesto por un recta´ngulo, la ”caja”, y dos
brazos, los ”bigotes”. La informacio´n que suministra el diagrama de caja, como se puede ver en la
figura 1 es la siguiente:
• Primer cuartil (Q1)
• Segundo cuartil o mediana. Es la raya dentro de la caja.
• Tercer cuartil (Q3)
• Los bigotes, las lı´neas que se extienden desde la caja, se extienden hasta los valores ma´ximo y
mı´nimo de la la serie o hasta 1.5 veces el Rango Inter Cuartı´lico (Q3 - Q1).
• Cuando los datos se extienden ma´s alla´ de esto, significa que hay valores atı´picos en la serie, que
se marcan con pequen˜os cı´rculos.
Figure 1. Diagrama de caja o box-plot
Los resultados obtenidos para cada uno de los indicadores se presentan en las figuras 2 y 3. En cada
una de estas figuras, el significado de las etiquetas en el eje de abscisas es el siguiente: X1: cuentas de
medios de comunicacio´n; X2: cuentas bot; X3: cuentas fake; X4: cuentas de famosos; X5: cuentas de
investigadores, profesores y periodistas; X6: cuentas aleatorias.
6. Discusio´n
El trabajo presentado en esta comunicacio´n debe servir para identificar cua´les de los 3 indicadores
considerados deben de formar parte del conjunto de indicadores adecuados para detectar fuentes de
informacio´n de calidad y cua´les no.
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Finalmente, sera´ necesario realizar una evaluacio´n del clasificador ası´ obtenido utilizando datos de un
volumen de cuentas elevado (cientos de miles) para poder garantizar que los resultados obtenidos sean
fiables.
La explotacio´n en un entorno realista de una herramienta como la que se pretende desarrollar
involucrarı´a el procesado de grandes volu´menes de datos (Big Data) para aplicar estas te´cnicas a un
gran nu´mero de cuentas de Twitter. Para tratar con esto serı´a interesante utilizar modelos predecibles de
procesado distribuido de flujos, como el propuesto en [28].
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