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В задачах машинного обучения качество моделей очень сильно зависит от
данных. Но сами данные в реальных задачах редко бывают идеальными. Рас-
пространены следующие проблемы:
1. Малый размер набора данных.
2. Недостаток данных определенного типа [1], то есть ситуация, при кото-
рой модель не может обучиться качественно работать с некоторым при-
знаком.
3. Несбалансированное обучающее множество [2], в котором доля примеров
некоторого класса слишком мала.
4. Ложные корреляции исходных данных [3], когда не зависящие друг от
друга признаки имеют схожее поведение. Это может подтолкнуть к лож-
ным выводам о наличии причинно-следственной связи между явлениями.
5. Нерепрезентативность выборочных данных [4], то есть случай, при кото-
рой обучающая выборка не отображает свойств генеральной совокупно-
сти.
6. Различные условия сбора данных для обучения и дальнейшего примене-
ния модели. Характерный пример –– обучение и применение модели на
двух датасетах с изображениями людей, но сформированных различным
образом.
7. Ограниченность доступных для анализа параметров.
8. Присутствие шумов в наборе данных.
Использование таких данных при моделировании может приводить к невер-
ным результатам. Поэтому важным этапом работы с данными является их пред-
варительная обработка.
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В 1998 году был представлен набор данных MNIST [5] –– маркированный
набор изображений рукописного написания цифр. Наицональным институтом
стандартов и технологий США было предложено использовать этот набор в ка-
честве стандарта для сопоставления методов распознавания изображений с по-
мощью машинного обучения. Распознавание рукописных цифр –– сложная про-
блема, которая интенсивно изучалась в течение многих лет в области распозна-
вания рукописного текста. Многочисленные результаты были достигнуты ис-
следователями, которые использовали различные алгоритмы, такие как
• K-ближайшие соседи (KNNs) [6]
• машины опорных векторов (SVMs) [6]
• нейронные сети (NNs) [7]
• сверточные нейронные сети (CNNs) [8]
Задача распознавания рукописных цифр является важной во многих приложе-
ниях, включая автоматизированную сортировку почты по почтовому коду, ав-
томатизированное чтение чеков и налоговых деклараций, а также ввод дан-
ных для портативных компьютеров. В этой области достигнут быстрый про-
гресс. Один из наилучших результатов точности распознавания 99,65% на да-
тасетеMNIST был достигнут с помощью 6-слойной свёрточной нейронной сети
с предварительно обработанными данными [8].
Одного только усложнения архитектурымоделейCNNнедостаточно для до-
стижения лучших результатов точности классификации для любого набора дан-
ных. Методы предварительной обработки играют жизненно важную роль в до-
стижении уровня техники в любом наборе данных. В данной работе рассмотрен
метод обеливания данных, который является распространенным этапом предва-
рительной обработки в статистическом анализе для преобразования случайных
величин в ортогональные. Однако, как будет показано далее, благодаря враща-
тельной свободе поворотов в пространстве признаков существует бесконечно
много возможных процедур обеливания.
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1.1 Постановка задачи
В данной работе подробно рассмотрено линейное преобразование обелива-
ния, а также его варианты методом анализа главных компонент (PCA) и ме-
тодом анализа нулевых компонент (ZCA). В том числе исследовалось влияние
предварительной обработки данных методом обеливания на точность распозна-
вания в задаче компьютерного зрения. В качестве данных взят классический
набор рукописных цифр MNIST.
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2 Обеливание
Обеливание (англ. whitening) или сферирование (англ. sphering) –– это ли-
нейное преобразование, используемое для декорреляции сигналов. Оно явля-
ется распространенным этапом предварительной обработки в статистическом
анализе для преобразования случайных величин в ортогональные. Термин «обе-
ливание» происходит от белого шума (который, в свою очередь, получил свое
название от белого света), состоящего из последовательно некоррелированных
образцов. Таким образом, с помощью обеливания можно получить вектор бело-
го шума с некоррелированными компонентами из случайного начального век-
тора. Однако благодаря вращательной свободе преобразования существует бес-
конечно много возможных процедур обеливания.
Обеливание преобразует случайный d−мерный вектор x = (x1, . . . , xd)T со
средним E(x) = µ = (µ1, . . . , µd)T и положительно определённой ковариаци-
онной d× d матрицей var(x) = Σ в новый случайный вектор
z = (z1, . . . , zd)
T = Wx (1)
той же размерности d с единичной диагональной ковариационной матрицей
var(z) = I . Квадратная d × d матрица W называется матрицей обеливания.
Поскольку ортогональность случайных величин значительно упрощает анализ
многомерных данных как с вычислительной, так и со статистической точки зре-
ния, обеливание является критически важным инструментом, чаще всего ис-
пользуемым в предварительной обработке.
Обеливание можно рассматривать как обобщение стандартизации случай-
ной величины, которое осуществляется как
z = V −1/2x, (2)
где матрица V = diag(σ21, . . . , σ
2
d) содержит дисперсии var(xi) = σ
2
i . Это при-
водит к var(zi) = 1, но не устраняет корреляции. Часто стандартизация и обели-
вающие преобразования также сопровождаются центрированием среднего зна-
чения x или z для обеспечения E(z) = 0, но на самом деле это не является
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необходимым для получения единичных дисперсий или единичной матрицы
ковариации.
Для преобразования обеливания, определенного в уравнении (1), необходим
выбор подходящей матрицы обеливанияW . Из того, что var(z) = I следует
WΣW T = I
иW (ΣW TW ) = W , что выполняется, еслиW удовлетворяет условию
WW T = Σ−1. (3)
К сожалению, это ограничение не однозначно определяет матрицу обеливания
W . Существует бесконечно много возможных матрицW , соответствующих Σ,
каждая из которых удовлетворяет (3) и приводит к преобразованию обелива-
ния, которое создаёт ортогональные, но различные сферические случайные ве-
личины. Следовательно, существует широкий спектр используемых методов,
например, основанных на анализе главных компонент (PCA), разложении мат-
рицы Холески и анализе нулевых компонент (ZCA) и других.
2.1 Свобода вращения при обеливании
Рассмотрим ряд тождеств ковариационной матрицы, которые будут исполь-
зоваться далее. Разложение ковариационной матрицы на корреляционную мат-
рицу P и диагональную дисперсионную матрицу V запишется как
Σ = V 1/2PV 1/2,
a собственное разложение ковариационной матрицы выглядит так:
Σ = UΛUT ,
где U содержит собственные векторы, а Λ –– собственные значения Σ. Также
будет использован уникальный квадратный корень обратной матрицы
Σ−1/2 = UΛ−1/2UT .
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Аналогично для корреляционной матрицы P собственное разложение запи-
сывается в виде
P = GΘGT ,
где G содержит собственные векторы и Θ собственные значения. А также
P−1/2 = GΘ−1/2GT , уникальный квадратный корень обратной матрицы корре-
ляционной матрицы.
Предполагается, что собственные значения сортируются в порядке от наи-
большего к наименьшему значению, а собственные векторы при построении
определяются только до знака, то есть столбцы U и G могут быть умножены с
коэффициентом −1, и полученная матрица остается действительной.
Свобода вращения преобразования обеливания описана в статье «Optimal
Whitening and Decorrelation» [9]. Уравнение (3) не полностью определяетW , но




где Q1 ортогональная матрица такая, что Q
T
1Q1 = Id. Очевидно, W удовлетво-
ряет (3) независимо от Q1.
Геометрически (4) интерпретируется как комбинации многомерного мас-
штабирования матрицейΣ−1/2 и вращения наQ1. Оно также показывает, что все
матрицы обеливания W имеют одинаковые сингулярные значения Λ−1/2, что
следует из сингулярного разложения W = (Q1U)Λ
−1/2UT с ортогональностью
Q1U . Это подчеркивает, что фундаментальное масштабирование осуществля-
ется через квадратный корень из собственных значений Λ−1/2. Геометрически
преобразование обеливания сW = Q1UΛ
−1/2UT представляет собой вращение
UT с последующим масштабированием, и возможно, с последующим другим
вращением (в зависимости от выбора Q1).
Поскольку во многих ситуациях желательно работать со стандартизирован-
ными переменными V −1/2x, еще одним полезным разложениемW , которое так-





гдеQ2 –– еще одна ортогональная матрица, такая чтоQ
T
2Q2 = Id . Очевидно, что
такое W также удовлетворяет ограничению, которое накладывает уравнение
(3), независимо от выбора Q2.
В этом представлении при W = Q2GΘ
−1/2GTV −1/2 переменные сначала
масштабируются квадратным корнем диагональной дисперсионной матрицы,
затем поворачиваются наGT , затем снова масштабируются квадратным корнем
собственных значений корреляционной матрицы и, возможно, поворачиваются
еще раз (в зависимости от выбора Q2). Для того чтобы вышеприведенные два
представления привели к одной и той же матрице обеливанияW , требуются два
различных поворота Q1 и Q2, которые связаны соотношением Q1 = Q2A, где
матрица A = P−1/2V −1/2Σ1/2 = P 1/2V 1/2Σ−1/2 сама ортогональна [9]. Посколь-
ку представления через композицию собственных векторов и значений матри-
цы ковариации и корреляционнойматрицы не так просто связаны друг с другом,
матрица A не может быть упрощена.
2.2 PCA обеливание
«PCA-whitening» основано на масштабированном анализе главных компо-
нент (англ. principal component analysis, PCA) и использует матрицу обеливания
W PCA = Λ−1/2UT . (6)
Такое преобразование сначала вращает переменные, используя собственную
матрицу ковариации Σ, как это делается в стандартном PCA. Это приводит к
ортогональным компонентам, но с различными дисперсиями. Для получения
обеленных данных повернутые переменные затем масштабируются на квадрат-
ный корень из собственных значений Λ−1/2.
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Рис. 1: Визуализация применения обеливания методом главных компонент на
сгенерированных данных 1000 выборок двух коррелированных временных ря-
дов x1 и x2 [10]. Красным отмечены 20 самых крайних значений.
2.3 ZCA обеливание
«ZCA-whitening» –– это популярныйметод нормализации ввода, похожий на
стандартную нормализацию и «PCA-whitening», но разработанный специально
для изображений, видео и других естественно упорядоченных типов данных.
Впервые к обучающим данным этот метод был применен в работе [11]. Есть
основания предполагать, что предварительная обработка данных изображений
с помощьюZCA-обеливания обеспечивает наилучшуюпроизводительность для
свёрточной нейронной сети [12].
Преобразование обеливания ZCA, также известное как обеливание Маха-
ланобиса, основанно на методе анализа нулевых компонент (англ. zero-phase
component analysis, ZCA) и использует матрицу обеливания
WZCA = Σ−1/2. (7)
При Q1 = I это уникальный метод сферирования с симметричной обелива-
ющей матрицей.
Из рис. 2 следует, что преобразования PCA- и ZCA-обеливания связаны вра-
щением U , поэтому ZCA-обеливание можно интерпретировать как вращение с
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Рис. 2: Визуализация применения обеливания методом анализа нулевых ком-
понент на сгенерированных данных 1000 выборок двух коррелированных вре-
менных рядов x1 и x2 [10]. Красным отмечены 20 самых крайних значений.
последующим масштабированием, за которым следует вращение U обратно в
исходную систему координат. При Q1 = I для ZCA-сферирования и Q1 = U
T
для PCA-сферирования матрицы обеливания удовлетворяют полярному разло-
жению из уравнения (4).
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3 Свёрточные нейронные сети
Сверточная нейронная сеть (СНС) была впервые представлена в работе [13].
Это специальный вид нейронной сети для обработки данных с сеточной топо-
логией. Примерами могут служить временные ряды, которые можно рассмат-
ривать как одномерную сетку наблюдений, выбираемых через регулярные про-
межутки времени, а также изображения, рассматриваемые как двумерная сет-
ка пикселей. Названы они так в силу использования математической операции
свертки –– особого вида линейной операции, которая преобразует входное изоб-
ражение в карту признаков.
Свёрточный слой (англ. convolutional layer) –– основной блок СНС, включа-
ющий в себя для каждого канала изображения свой фильтр. Ядро свёртки филь-
тра обрабатывает предыдущий слой, суммируя результаты поэлементного про-
изведения для каждого фрагмента. Веса ядер, то есть коэффициенты матриц
весов, настраиваются в процессе обучения.
Слой пулинга (агнл. pooling layer) –– слой подвыборки, представляющий со-
бой нелинейное уплотнение карты признаков, при этом группа пикселей уплот-
няется до одного, проходя нелинейное преобразование ядром пулинга. Суще-
ствует два наиболее распространенных типа: максимальный и средний. Макси-
мальный пулинг использует максимальное значение каждого локального кла-
стера нейронов, сотвествующего размеру ядра, в карте признаков, в то время
как средний пулинг принимает среднее значение.
Рис. 3: Типовая архитектура свёрточной нейронной сети [14].
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У естественных изображений есть много статистических свойств, инвари-
антных относительно параллельного переноса. Например, фотография кошки
остается таковой, если сдвинуть ее на один пиксель вправо. В СНС это свой-
ство учитывается с помощью разделения параметров по нескольким областям
изображения, то есть наложения некоторых ограничений, требующих, чтобы
множества параметров совпадали. Один и тот же признак (скрытый блок с оди-
наковыми весами) вычисляется по нескольким участкам входных данных. Это
означает, что один и тот же детектор кошек найдет кошку вне зависимости от
того, находится она в столбце изображения с номером i или i + 1. Разделение
параметров дает СНС возможность значительно уменьшить число уникальных
параметров модели и увеличить размер сети, не требуя соответственного уве-
личения объема обучающих данных.
3.1 Реализация СНС
В ходе работы для написания СНС на языке Python использовалась откры-
тая библиотека TensorFlow [15]. Модель обучалась для распознавания цифр из
стандартного набора ––MNIST, который содержит 70 000 черно-белых изобра-
жений. На изображениях показаны отдельные цифры с низким разрешением
(28 на 28 пикселей). Метки –– это массив целых чисел от 0 до 9, соответству-
ющих цифре. Для обучения использовались 60 000 изображений, остальные ––
для тренировки. Значения пикселей масштабировались до диапазона [0, 1].
3.1.1 Первая архитектура
Входной слой является свёрточным с ядром 3× 3 и функцией активации ReLu
f(x) = max(0, x). Далее идут скрытые слои:
• слой пулинга с ядром 2× 2,
• свёрточный слой с ядром 3× 3 и функцией активации ReLu,
• слой пулинга с ядром 2× 2,
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• полносвязный нейронный слой, который содержит 64 узла (нейрона).








Выходной слой возвращает массив из 10 вероятностных оценок. Функция
«Softmax» принимает в качестве входных данных вектор из 10 действительных
чисел и нормализует его в распределение вероятностей, состоящее из 10 веро-
ятностей, пропорциональных экспонентам входных чисел. Сумма компонент
составит 1, так что их можно интерпретировать как вероятности принадлежно-
сти полученного на вход изображения к одному из классов.
3.1.2 Вторая архитектура
Второй вариант СНС имеет похожую, но более простую структуру.
Входной слой также является свёрточным с ядром 3× 3 и функцией
активации ReLu f(x) = max(0, x). Далее идут скрытые слои:
• слой пулинга с ядром 2× 2,
• полносвязный нейронный слой, который содержит 64 узла (нейрона).
За ними следует выходной слой –– полносвязный нейронный слой из 10 узлов и
функция активации «Softmax».
Для измерения точностимоделей во время обученияминимизировалась функ-






где yi –– целевой i−ый класс, σi –– вероятность принадлежности i−му классу,
вычисленная функцией активации Softmax, K –– количество классов. Для об-
новления моделей во время обучения использовался метод стохастической оп-
тимизации –– Adam [16].
Весь код представлен в разделе «Приложение».
4 Результаты
Для сравнения влияния предобработки данных на точность распознавания
обученной нейронной сети были созданы три модели с идентичной структурой.
Первая модель являлась эталонной, так как обучалась распознаванию на исход-
ных данных. Вторая и третья модели обучались на обеленных данных методом
PCA и ZCA соответсвенно.
Рис. 4: Первые 15 изображений из обучающего набора: исходные данные слева,
обеленные методом PCA по центру и обеленные методом ZCA справа.
На рисунке 4 видно, что PCA-обеливание полностью разрушает простран-
ственную структуру исходных изображений –– ни одно из исходных чисел не
видно в этих преобразованных версиях, в отличие от ZCA-обеливания. В свя-
зи с этим отпадает необходимость использовать свёрточную нейронную сеть
для обучения и дальнейшего распознавания, поскольку нет паттернов на изоб-
ражении (линии, формы, ориентированные края, углы). Подобный вывод може-
но сделать и из графиков точности при обучении на PCA-обеленных данных и
данных, которые преобразованы случайной матрицей. Сравнение отображено
на рис. 5.
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Рис. 5: Точность при обучении в течение 10 эпох 1-й модели СНС на различных
данных: «Init data» –– исходных данных из набора MNIST, «PCA» –– обеленных
с помощью метода PCA, «ZCA» –– обеленных методом ZCA, «Random» –– дан-
ных, преобразованных случайной матрицей.
Количественные результаты распознавания моделями первой архитектуры
представлены в таблице 1.
Таблица 1. Результаты моделей с 1-й архитектурой
Точность при обучении Тестовая точность
Исходные данные 0.9905 0.9861
PCA-обеленные 0.8295 0.7801
ZCA-обеленные 0.9898 0.9853
Случайно преобразованные 0.9378 0.9280
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Даже для случайно преобразованных данных обученная на них модель 1-й
архитектуры показала достаточно хорошую точность распознавания 92%. По-
этому были созданы модели более простой архитектуры свёрточной нейронной
сети.
Таблица 2. Результаты моделей со 2-й архитектурой
Точность при обучении Тестовая точность
Исходные данные 0.9902 0.9726
PCA-обеленные 0.9369 0.8885
ZCA-обеленные 0.9913 0.9710
Случайно преобразованные 0.9861 0.9620
Как видно по данным таблицы 2, в которой представлены результаты точности
распознавания моделей второй архитектуры, нейронная сеть незначительно пе-
реобучается. На рис. 6 это заметно по приросту в течение последних 5 эпох
обучения. Точность незначительно увеличивается долгое время обучения, при
этом точность распознавания на тестовых данных значительно меньше.
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Рис. 6: Точность при обучении в течение 10 эпох 2-й модели СНС на различных
данных: «Init data» –– исходных данных из набора MNIST, «PCA» –– обеленных
с помощью метода PCA, «ZCA» –– обеленных методом ZCA, «Random» –– дан-
ных, преобразованных случайной матрицей.
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5 Заключение
Вданной работе было рассмотрено влияние предварительной обработки дан-
ных на точность распознавания изображений в задачах компьютерного зрения,
а именно рассмотрено обеливание данных и его реализация методом анализа
главных компонент (PCA) и методом анализа нулевых компонент (ZCA). Бы-
ли реализованы модели двух архитектур свёрточной нейронной сети на язы-
ке Python. В качестве данных использовался классических набор рукописных
цифр MNIST. Был проведён сравнительный анализ точности при обучении и
точности на тестовых данных построенных моделей СНС на исходных и обе-
ленных, а также случайно преобразованных данных.
Из полученнных графиков точности распознавания моделей обеих архитек-
тур в течение 10 эпох обучения следует, что предварительная обработка изоб-
ражений PCA-обеливанием значительно замедляет скорость обучения. Даже на
случайно преобразованных данных обе модели обучаются лучше. Однако пред-
варительная обработка ZCA-обеливанием, сохраняющая пространственную струк-
туру изображений, улучшает точность распознавания и на обучающей, и на те-
стовой выборках.
Численные эксперименты, проведенные в рамках работы, показали, что да-
же при «искажении» исходных данных некоторым (неизвестным для нейронной
сети) линейнымпреобразованием, в результате которого исходное изображение
изменяется до неузнаваемости, нейронная сеть оказывается способной хорошо
обучиться для распознавания классов. Это наблюдение может быть очень по-
лезно для задач обучения нейронных сетей без разглашения обучающего дата-
сета, что имеет большое практическое значение.
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2 import tensorflow as tf
3
4 #load dataset MNIST digits
5 (train_images , train_labels), (test_images , test_labels) = tf.keras.datasets.
mnist.load_data()
6




11 import matplotlib.pyplot as plt
12 def image_plotting(data):
13 fig, ax = plt.subplots(3, 5)
14 for i, axi in enumerate(ax.flat):
15 axi.imshow(data[i], cmap='bone')




20 import numpy as np
21 X = np.concatenate((train_images , test_images), axis=0)
22
23 # Normalize pixel values to be between 0 and 1




28 def whiten(X, method):
29 X = X.reshape((-1, np.prod(X.shape[1:])))
30 X_centered = X - np.mean(X, axis=0)
31 Sigma = np.dot(X_centered.T, X_centered) / X_centered.shape[0]
32 W = None
33
34 if method in ['zca', 'pca', 'random']:
35 U, Lambda , _ = np.linalg.svd(Sigma)
36 if method == 'zca':
37 W = np.dot(U, np.dot(np.diag(1.0 / np.sqrt(Lambda + 1e-6)), U.T))
38 elif method =='pca':
39 W = np.dot(np.diag(1.0 / np.sqrt(Lambda + 1e-6)), U.T)
40 elif method == 'random':
23
41 W = np.random.rand(784, 784)
42 else:
43 raise Exception('Whitening method not found.')
44
45 return np.dot(X_centered , np.transpose(W))
46
47 """## With PCA """
48 PCA_DATA = whiten(X, method='pca')
49 image_plotting(PCA_DATA[0:15].reshape(15,28,28))
50
51 """## With ZCA"""






58 from tensorflow import keras
59 from keras.utils import to_categorical
60
61 train_labels = to_categorical(train_labels)
62 test_labels = to_categorical(test_labels)
63
64 from keras.models import Sequential
65 from keras.layers import Dense , Dropout , Activation , Flatten
66 from keras.layers import Conv2D , MaxPooling2D
67
68 """ The first convolutional neural network architecture"""
69 def create_new_model():
70 model = Sequential()





















91 """ The second convolutional neural network architecture
92 def create_new_model():
93 model = Sequential()

















111 def train(model , train_data , epochs):
112 history = model.fit(train_data , train_labels , epochs=epochs)
113 acc = history.history['accuracy']
114 loss = history.history['loss']
115 epochs = range(len(acc))
116 return acc
117
118 def testing(model , test_data):
119 test_loss , test_acc = model.evaluate(test_data , test_labels)
120 print('Test loss', test_loss)
121 print('Test accuracy', test_acc)
122 pass
123
124 def prediction(model , test_data):
125 predictions = model.predict(test_data)
126 mean = np.argmax(np.round(predictions[0]))
25
127 plt.imshow(test_data[0].reshape(28, 28), cmap = plt.cm.binary)
128 plt.show()
129 return print('Model prediction: '+ str(mean))
130
131 """## CNN with initial data"""
132
133 train_img , test_img = np.split(X, [60000])
134 train_img = train_images.reshape(60000, 28, 28, 1)
135 test_img = test_images.reshape(10000, 28, 28, 1)
136
137 first_model = create_new_model()
138 acc_init = train(first_model , train_img , 10)
139 testing(first_model , test_img)
140
141 """## CNN with PCA-whitened data"""
142
143 PCA_train_img , PCA_test_img = np.split(PCA_DATA , [60000])
144 PCA_train_img = PCA_train_img.reshape(60000, 28, 28, 1)
145 PCA_test_img = PCA_test_img.reshape(10000, 28, 28, 1)
146
147 PCA_model = create_new_model()
148 acc_pca = train(PCA_model , PCA_train_img , 10)
149 testing(PCA_model , PCA_test_img)
150 prediction(PCA_model , PCA_test_img)
151
152 """## CNN with ZCA-whitened data"""
153
154 ZCA_train_img , ZCA_test_img = np.split(ZCA_DATA , [60000])
155 ZCA_train_img = ZCA_train_img.reshape(60000, 28, 28, 1)
156 ZCA_test_img = ZCA_test_img.reshape(10000, 28, 28, 1)
157
158 ZCA_model = create_new_model()
159 acc_zca = train(ZCA_model , ZCA_train_img , 10)
160 testing(ZCA_model , ZCA_test_img)
161 prediction(ZCA_model , ZCA_test_img)
162
163 """## CNN with randomly converted data"""
164
165 RAND_DATA = whiten(X, method='random')
166
167 train_img_rand , test_img_rand = np.split(RAND_DATA , [60000])
168 train_img_rand = train_img_rand.reshape(60000, 28, 28, 1)
169 test_img_rand = test_img_rand.reshape(10000, 28, 28, 1)
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170
171 fourth_model = create_new_model()
172 acc_rand = train(fourth_model , train_img_rand , 10)
173 testing(fourth_model , test_img_rand)
174 prediction(fourth_model , test_img_rand)
175
176 """# Graph of accuracy during training"""
177
178 epochs = range(len(acc_init))
179 plt.plot(epochs , acc_init , label="Init data") #blue
180 plt.plot(epochs , acc_pca , label='PCA') #orange
181 plt.plot(epochs , acc_zca , label='ZCA') #green
182 plt.plot(epochs , acc_rand , label='Random') #red
183 plt.legend()
184 plt.xlabel('Epoch')
185 plt.ylabel('Accuracy')
186 plt.title('Training accuracy')
187 plt.grid(True)
188 #plt.figure()
189 plt.savefig("Training accuracy")
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