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DYNAMICS IN THE EREMENKO-LYUBICH CLASS
DAVID J. SIXSMITH
Abstract. The study of the dynamics of polynomials is now a major field of research,
with many important and elegant results. The study of entire functions that are not
polynomials – in other words transcendental entire functions – is somewhat less ad-
vanced, in part due to certain technical differences compared to polynomial or rational
dynamics.
In this paper we survey the dynamics of functions in the Eremenko-Lyubich class, B.
Among transcendental entire functions, those in this class have properties that make
their dynamics most “similar” to the dynamics of a polynomial, and so particularly
accessible to detailed study. Many authors have worked in this field, and the dynamics
of class B functions is now particularly well-understood and well-developed. There
are many striking and unexpected results. Several powerful tools and techniques have
been developed to help progress this work. There is also an increasing expectation that
learning new results in transcendental dynamics will lead to a better understanding of
the polynomial and rational cases.
We consider the fundamentals of this field, review some of the most important
results, techniques and ideas, and give stepping-stones to deeper inquiry.
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2 DAVID J. SIXSMITH
1. Introduction
1.1. Goal and motivation. The study of the dynamics of analytic functions is classical.
In some sense, the work can be dated back to Euler [Eul78], who studied “towers” of
iterates of the form z, zz, zz
z
, . . .. The theory of the iteration of rational maps dates back
to the memoirs of Fatou [Fat19, Fat20a, Fat20b] and Julia [Jul18], in the first part of
the twentieth century. Fatou, later, also considered transcendental maps [Fat26], noting
that these functions are not amenable to some of the techniques that can be successfully
applied to rational maps. The latter part of the same century saw considerably renewed
interest in the field, partly as a result of the fascinating and insight-giving computer
graphics that became available, and partly as a result of powerful new techniques and
ideas, such as Sullivan’s use of quasiconformal maps in his proof of the “No Wandering
Domains Theorem” [Sul85]. Polynomial dynamics, in particular, is now a very deep and
well-established field; even in popular culture there is an awareness of objects such as
the Mandelbrot set. There are many remarkable results in polynomial dynamics, as well
as challenging open questions, and many leading mathematicians are active in this area.
The study of transcendental dynamics, as a general field, is less developed, despite
its comparable age. This is as a result of two factors that make advances in transcen-
dental dynamics more difficult than those in polynomial dynamics. The first is that
for a polynomial, P say, the behaviour of P at points of sufficiently large modulus is
easy to describe; if |z| is sufficiently large, then |P (z)| > 2|z|, and so the sequence
z, P (z), P (P (z)), . . . tends to infinity uniformly, in the spherical metric, outside a suffi-
ciently large disc. It readily follows from this that all the “interesting” dynamics of P
happens in a compact set. Clearly the Great Picard theorem implies that this behaviour
is impossible for a transcendental entire function.
The second reason is that in dynamics it is frequently useful to study the branches of
the inverse of the function. For a polynomial there are only finitely many points where
some inverse branch does not exist, and much progress can be made by considering the
properties of this finite set. For a transcendental entire function the situation can be
much more complicated, as we discuss in Section 3 below. Nonetheless, we will see that
there is a large class of transcendental entire functions for which a similar property holds.
Despite these problems, the study of the dynamics of transcendental functions is very
important, for several reasons. Firstly, there are already many beautiful and striking re-
sults. For example, in transcendental dynamics a set can naturally occur which consists
of a collection of disjoint lines, and with the property that the set of endpoints of the
lines has Hausdorff dimension 2, but the set of lines without endpoints has Hausdorff
dimension only 1. (This result is known as Karpin´ska’s paradox; see [Kar99], and also
[Sch07a] where the set of lines fills the whole plane). Secondly, as noted by Rempe-Gillen
[Rem16], recent years have seen an increasing influence of phenomena from transcenden-
tal dynamics on the fields of rational and polynomial dynamics; it is not unreasonable
to expect that a better understanding of the transcendental case will lead to further
insights in the polynomial and rational settings. Fourthly, transcendental entire func-
tions can exhibit features of dynamics which are impossible for polynomials or rational
map; we study some of these, such as the arc-like continua of Theorem 7.4 below, in
this survey. Finally, the dynamics of transcendental entire functions has applications in
physics and other sciences.
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In view of the difficulties with transcendental dynamics, noted above, but also the
many strong reasons to seek to develop our understanding of this field, it seems natural
to seek a class of transcendental entire functions that have properties that make them
dynamically more “similar” to polynomials. For reasons we discuss below, one natural
class of transcendental entire functions with this property is the so-called Eremenko-
Lyubich class, which is usually denoted by B. Our goal in this survey is to give a
background to the dynamics of transcendental entire functions in this class, discuss
some of the tools and techniques in this study, and present some of the notable results
that are already in place.
This survey originated in a series of talks given at the school “Topics in complex
dynamics” held in the Universitat de Barcelona in 2017. It will be of interest to new
researchers in the subject, who want to obtain an overview of the area before moving
on to the somewhat technical papers proving the main results, to researchers from other
areas of mathematics, who are interested in a short introduction to the subject, and to
specialists in the study of holomorphic dynamics, who may need a guide to the fast-
growing literature in this area.
We assume that the reader is already somewhat familiar with complex analysis.
1.2. Overview of this survey. We begin in Section 2 by introducing some of the key
terms and ideas from complex dynamics, along with some examples from within the
Eremenko-Lyubich class. Readers already familiar with this field may skip this section
entirely.
After this section, we motivate the setting for the class B by discussing singular values
in Section 3, and then by explaining the definition of the class, and its implications, in
Section 4. In Section 5 we discuss in detail the logarithmic transform, which is a key
tool in working with functions in this class. We then, in Section 6, use the logarithmic
transform to prove some notable general results for these functions.
Next we discuss some particular sub-classes of the class B, and show that many im-
portant questions in transcendental dynamics can be answered in some detail when
restricted to these classes. First, in Section 7, we focus on maps of disjoint type, for
which there is – in a sense – a complete (topological) classification of the Julia set. We
discuss this classification and some of the results that lie behind it.
We then turn to Eremenko’s conjecture. This conjecture, from the late 1980s, has
motivated much work in transcendental dynamics, and is still open. We see that a
strong version of the conjecture has been shown to be false even in the class B. On the
other hand, we show that the strong version of the conjecture does hold for class B maps
that are of finite order. For class B maps that are both of finite order and disjoint type,
we obtain a particularly detailed description of the Julia set. This is all discussed in
Section 8.
This leads us to consider hyperbolic maps, in Section 9. In any dynamical setting, the
hyperbolic maps are, in some sense, the maps that should be studied first. In fact, we
show that the only transcendental entire functions which can be considered hyperbolic
lie in the class B. We study the Fatou and Julia sets of maps in this class. In Section 10
we review other noteworthy subclasses of the class B.
Finally, in Section 11, we review different techniques for constructing maps in the
class B, and how these constructions have been used to give examples of maps with
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novel dynamical behaviour. Much of this discussion focuses on the powerful recent
techniques introduced by Bishop.
1.3. Notation. If z ∈ C and r > 0, then we denote the open disc, with centre z and
radius r, by B(z, r). We let D denote the unit disc D := B(0, 1). For simplicity it is
useful to define N0 := N ∪ {0}.
2. A brief introduction to complex dynamics
Our goal in this section is to give a brief overview of some ideas from complex dy-
namics, for the reader unfamiliar with this field. Useful resources on complex dynamics
are the books [Bea91], [CG93], and [Mil06]. Useful general references on transcendental
dynamics are the surveys [Ber93] and [Sch10].
Suppose that U ⊂ C is a domain, and f : U → U is an analytic function. In complex
dynamics we study the iterates of f , defined inductively by f 1 := f , and
fn+1 := f ◦ fn, for n ∈ N.
In this section we will assume that U is the whole complex plane; in other words that
f is entire. In the rest of the paper we will assume that f is transcendental; in other
words, not a polynomial. If z ∈ C, then we call the set of points {z, f(z), f 2(z), . . .} the
orbit of z.
If z ∈ C, and there is a smallest natural number p such that fp(z) = z, then z is called
a periodic point of order p. If p = 1, then z is called a fixed point. The iteration of points
near a periodic point is determined by the multiplier, which is equal to λz := (f
p)′(z).
A periodic point is called repelling, attracting or indifferent when |λz| > 1, |λz| < 1 or
|λz| = 1 respectively.
The Fatou set, denoted by F (f), can be defined as the set of points z ∈ C such that
the family of iterates (fn)n∈N is equicontinuous with respect to the spherical metric in
a neighbourhood of z. In other words, at points in the Fatou set, all sufficiently small
perturbations of the starting point z result only in small perturbations to fn(z) (on
the Riemann sphere), for all values of n. So the Fatou set can, roughly speaking, be
characterised as the set of points at which the iterates are not “chaotic”. The Julia
set, denoted by J(f), is the complement in C of F (f), and so is the set of points at
which the iterates are “chaotic”. It is straightforward to see that all attracting periodic
points lie in the Fatou set, and all repelling periodic points lie in the Julia set [Bea91,
Theorems 6.3.1 and Theorem 6.4.1]. The situation for indifferent periodic points is more
complicated [Bea91, Sections 6.5 and 6.6], and we omit the detail.
By the Arzela`-Ascoli theorem, the Fatou set is equivalent to the set of points in a
neighbourhood of which the family of iterates is a normal family. This is somewhat less
intuitive than defining the set in terms of equicontinuity. However, this does imply that
results such as Montel’s theorem can be used to show that a point lies in the Fatou set.
It is easy to see from the definition that the Fatou set is open, and so (when non-
empty) the Fatou set consists of one or more domains known as Fatou components.
These components can be classified as follows. Suppose that U is a Fatou component.
If, for some minimal p ∈ N, fp(U) ∩ U 6= ∅, then U is called periodic of order p. (In
fact in this case U \ fp(U) contains at most one point [Her98].) If U is not periodic, but
for some q ∈ N, f q(U) meets a periodic Fatou component, then U is called preperiodic.
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Otherwise U is called a wandering domain; we discuss the question of the existence of
wandering domains in the class B in Subsection 11.3 below.
There is a well-known classification of periodic Fatou components [Ber93, Theorem 6].
Roughly speaking, this states that if U is a periodic Fatou component of a transcendental
entire function f , of period p, then exactly one of the following four possibilities occurs:
• There is an attracting periodic point z0 ∈ U , of period p, such that all points of
U tend to z0 on iteration of f
p; such a U is called an immediate attracting basin.
Points that eventually iterate into U we call the attracting basin of z0.
• There is an indifferent periodic point z0 ∈ ∂U , of period p, such that all points of
U tend to z0 on iteration of f
p; such a U is called an immediate parabolic basin.
Points that eventually iterate into U we call the parabolic basin of z0.
• The function fp is univalent on U , and fp acts as a rotation on U around an
indifferent periodic point; such a U is called a Siegel disc.
• All points of U iterate to infinity; such a U is called a Baker domain.
We will see in Theorem 6.1 that no function in the class B can have a Baker domain.
We give examples of the other three possibilities; the interested reader can check these
functions are in the class B once they have read Section 4 below.
• Choose a ∈ (1,∞) and let f1(z) := ez − a. It can be checked that f1 has two
real fixed points, p < 0 < q say, and that p is attracting. So f1 has an immediate
attracting basin U . (In fact U = F (f); see Theorem 7.1 below.)
• Consider f2(z) := ez − 1. Then f2 has an indifferent fixed point at the origin.
We can calculate that points of small modulus close to the negative real axis
iterate towards 0, whereas points of small modulus close to the positive real axis
iterate away from the origin. It can then be shown that 0 ∈ J(f2), and f2 has
an immediate parabolic basin.
• Set f3(z) := µ(ez − 1), where µ := exp(2piiθ) and θ := 1+
√
5
2
. It can be shown
that 0 ∈ F (f3), and f3 has a Siegel disc, which consists of points that (roughly
speaking) rotate around the origin under iteration of f3; see [Rem03].
• Finally, it is worth noting that for f4(z) := ez, we have J(f4) = C; in other
words, the exponential map itself is “chaotic” in the whole plane. This was first
proved in [Mis81]; see also [SRG15] for an elementary and conceptual proof of
this result.
Elementary properties of the Fatou and Julia sets of a transcendental entire function
are given in the following; see, for example, [Ber93, Lemma 1, Lemma 2, Lemma 3,
Theorem 3 and Theorem 4]. A set S is completely invariant if z ∈ S if and only if
f(z) ∈ S. We use these properties without comment.
Theorem 2.1. Suppose that f is a transcendental entire function. Then:
(a) F (f) = F (fn) and J(f) = J(fn), for n ≥ 2.
(b) F (f) and J(f) are completely invariant.
(c) J(f) is perfect, is either the whole of C or has empty interior, and is the closure of
the set of repelling periodic points of f .
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3. The role of singular values
3.1. Motivation. Suppose that f : U → V is analytic, and that z ∈ V . An important
question in dynamics is the following; if ∆ ⊂ V is a sufficiently small neighbourhood of
z, can we define all inverse branches of f in ∆? It is well known that points where this
is not possible are particularly significant with regard to dynamics.
As noted earlier, for polynomials these points, together with their orbits, determine
the general features of the global dynamics. This is a very strong property because, as
we shall see, these points are the images of points where the derivative is zero, and there
are necessarily only finitely many of these.
The situation for transcendental entire functions is, in general, much more compli-
cated. To give an extreme example, there is a transcendental entire function for which
the set of points in a neighbourhood of which some inverse branch cannot be defined is,
in fact, the whole complex plane; see [Gro18].
3.2. The classification of singular values. We need to be a little more precise, and
so use a definition of singularities originally due to Iversen [Ive14]; see also, for example,
[BE95]. For simplicity, we suppose that f : C → C is entire. Pick a point w ∈ C.
Suppose that for each r > 0, we have a method of choosing a component U(r) of
f−1(B(w, r)) in such a way that 0 < r′ < r implies that U(r′) ⊂ U(r). We let r → 0; in
other words, we study the intersection U :=
⋂
r>0 U(r). There are now three possibilities.
(a) U = {z}, a singleton, and f ′(z) 6= 0. It follows by the inverse function theorem that,
for sufficiently small values of r > 0, f is a homeomorphism from U(r) to B(w, r);
we have obtained a branch of inverse locally. In this case z is called a regular point.
(b) U = {z}, a singleton, and f ′(z) = 0. It then follows that there exist d > 1 and
r > 0 such that f is a d-to-1 map from U(r) to B(w, r), and there is no local inverse
branch. In this case z is called a critical point and w is called a critical value.
(c) U = ∅. In this case we call w a finite asymptotic value. This case cannot arise
for a polynomial, but it is possible for a transcendental entire function (consider the
exponential function). In this case there is no possibility to define an inverse branch;
for sufficiently small values of r, the preimage U(r) contains either zero or infinitely
many preimages of the point w.
We write CP (f) for the set of critical points of f , CV (f) for the set of critical values,
and AV (f) for the set of finite asymptotic values. We then define the set of singular
values by
S(f) := CV (f) ∪ AV (f).
The significance of this definition is as follows. If z /∈ S(f), then there is a neighbour-
hood U of z on which every inverse branch of f can be defined. In other words, S(f) is
the smallest closed set S such that
f : C \ f−1(S)→ C \ S
is a covering map. Here, if U, V are subdomains of C, then f : U → V is a covering
map if it is continuous, and for each z ∈ V , there is a neighbourhood ∆ of z such that
f−1(∆) is a union of disjoint open sets, each of which is mapped homeomorphically by f
onto ∆. The covering is universal if U is simply connected. Covering maps have certain
strong properties; see, for example, [For91] for more detail.
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Remark. We stress that, roughly speaking, w ∈ S(f) means that there is an inverse
branch that cannot be continued through w. This does not mean that there might not
be some inverse branches which can be continued locally. For example, the function
f(z) := zez
has two preimages of a small neighbourhood of the origin. It is easy to see that an
inverse branch exists to one preimage, but not to the other.
3.3. The postsingular set. In dynamics, it is often useful to consider the postsingular
set, which is defined by
P (f) :=
⋃
n≥0
fn(S(f)).
The significance of this definition is as follows. If z /∈ P (f), then there is a neighbour-
hood U of z with the property that all inverse branches can be defined for all iterates
of f .
4. The classes S and B
4.1. Definitions. We want to study those transcendental entire functions whose set of
singular values is easy to deal with. The following definition, therefore, is natural.
Definition 4.1. A transcendental entire function f is in the Speiser class S if S(f) is
finite.
The exponential map and the cosine map are readily seen to lie in this class. The
Speiser class is an analogue of the class of polynomials; both classes of maps have only
finitely many singular values. The key difference is that maps in the Speiser class have an
essential singularity at infinity, whereas, as observed earlier, for a polynomial infinity is
an attracting fixed point. The study of the class S (also known as functions of finite type)
is classical; systematic study of functions in this class was undertaken by Nevanlinna,
Teichmu¨ller and Speiser. The study of the dynamics of these functions was initiated in
[EL84] and [GK86].
For many purposes, however, Definition 4.1 is unnecessarily restrictive, and the fol-
lowing is more useful.
Definition 4.2. A transcendental entire function f is in the Eremenko-Lyubich class B
if S(f) is bounded.
The class B (also known as functions of bounded type) seems to have been first intro-
duced by Eremenko and Lyubich [EL92], where they studied the dynamics of functions
in this class. The focus of this survey is on functions in the class B. It is clear that
S ⊂ B. Moreover, this inclusion is strict; see, for example, the function f(z) := z−1 sin z,
discussed below.
Note that both these classes of functions are closed under composition; this statement
follows from the observation that if f = g ◦ h, then
(4.1) CV (f) = g(CV (h)) ∪ CV (g) and AV (f) = g(AV (h)) ∪ AV (g).
We should note that these classes are not small. For example, Bishop [Bis15a] gave
a very general construction of transcendental entire functions with no finite asymptotic
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values, and critical values ±1; in other words, these functions all lie in the class S. We
discuss this construction in Section 11.
4.2. Examples. We give some examples; the details in each case are left as an exercise.
• Let f(z) := λ exp z, for some λ ∈ C \ {0}. Then
CV (f) = ∅, S(f) = AV (f) = {0}.
This family of functions, which lies in the class S, is known as the exponential
family. These are, in a sense, the entire maps with the simplest dynamics after the
polynomials, and they have been very widely studied; see, for example, [DK84,
May90, Mis81, Rem03, SZ03].
• Let f(z) := aez + be−z, for a, b ∈ C \ {0}. Then
AV (f) = ∅, S(f) = CV (f) =
{
±2
√
ab
}
.
This family of functions, which also lies in the class S, is known as the cosine
family and has also been widely studied; see, for example, [RS08, Sch07a].
• Let f(z) := z2 exp(−z2). Then AV (f) = {0}, CV (f) = S(f) = {0, 1/e}. This
function again is in class S. Observe that a finite asymptotic value can also be
a critical value.
• Let f(z) := z−1 sin z. Then AV (f) = {0}, and CV (f) is an infinite set of real
numbers, all of modulus not greater than one. This is an example of a function
in class B but not in class S. See also [Nev70, p.286]
• Let f(z) := ∫ z
0
exp(−et) dt. Then CV (f) = ∅. However, see [Her98], there is an
α ∈ R (which can be calculated) such that AV (f) = {α + 2kpii : k ∈ Z}. This
function is not in class B, but illustrates a function with infinitely many finite
asymptotic values. It can be shown, using (4.1), that the function
g(z) := exp((f(z)− α)2)
is a class B function such that AV (g) is an infinite set.
5. The logarithmic transform
5.1. Definition. In this section we discuss the construction of the logarithmic trans-
form, which is a central technique when working with dynamics in the class B. The
transform was first used in dynamics in [EL92], although a similar change of variable
appears in the work of Teichmu¨ller and also (as observed in [AB12]) in the work of
Speiser himself [Spe29, p.295]. Note that we will make a number of statements which
we will not fully justify; these are left as an exercise.
Suppose that f ∈ B. Let D be a Jordan domain that contains the singular values
of f , as well as the set {0, f(0)}. Note, by [BFRG15, Proposition 2.9], that f−1(D) is
connected. Set W := C \ D and V := f−1(W ). It follows that the components of V ,
which are called tracts of f , are Jordan domains the boundary of which passes through
infinity. The function f is a universal covering from each of these components to W .
Note that this is already a useful property of functions in class B.
Now set H := exp−1(W ) and T := exp−1(V); see Figure 1. (Note that the notation
of Figure 1 will be used extensively throughout this paper.) Each component of T is
simply connected, with boundary homeomorphic to R, and is known as a tract of F .
DYNAMICS IN THE EREMENKO-LYUBICH CLASS 9
f
V
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F
exp
D
T
Figure 1. An illustration of the logarithmic transform
We can then lift f to a map F : T → H satisfying exp ◦F = f ◦ exp, and which can
be chosen to be 2pii periodic. The existence of this map follows from the fact that f is
a universal covering of W , which (on the Riemann sphere) is topologically a punctured
disc; it is a well-known result of the theory of covering maps that such functions can
be factored in this way [For91, Theorem 5.10]. We call F a logarithmic transform of f ;
note that F depends not only on f but also on the choice of the domain D.
5.2. Properties of a logarithmic transform. We have the following properties:
(A) H is a 2pii periodic unbounded Jordan domain containing a right half-plane.
(B) T 6= ∅ is 2pii periodic, and the real part is bounded from below in T but unbounded
from above.
(C) Each component T of T is an unbounded Jordan domain disjoint from all its 2pii
translates.
(D) For each such T , the map F : T → H is a conformal isomorphism. (T is called a
tract of F ).
(E) It follows from the Carathe´odory-Torhorst theorem [Pom92, Theorem 2.1] that we
may extend this function continuously to the closure of T in the Riemann sphere,
and then we also have that F (∞) =∞.
(F) The components of T accumulate only at infinity; in other words, if (zn)n∈N is a
sequence of points of T , each belonging to a different component of T , then zn →∞
as n→∞.
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One of the important reasons for using the transform is property (D). Although f
is just a covering map, the transform F is conformal on each tract. In particular, this
means that for each tract T , F |T has an inverse, which we denote by
F−1T : H → T.
We stress that we use this notation frequently in the following.
5.3. The class Blog. We denote by Blog the class of those functions that satisfy proper-
ties (A)–(F), irrespective of whether they are the transforms of a transcendental entire
function. Many results regarding the dynamics of functions in class B are derived from
results regarding the dynamics of functions in class Blog, and so it is often appropriate
to state them in this more general context.
Note that, using the Riemann mapping theorem, it is straightforward to create func-
tions in class Blog simply by writing down definitions of subsets of the plane, T and H,
that meet the geometric conditions above. It is a striking fact that, with the additional
condition that T ⊂ H, we can ”recover” a transcendental entire function f with the
“same” dynamics of F . We discuss this in further detail in Section 11.
5.4. Results from complex analysis. Since we will use it twice, we note first the
well-known Koebe quarter theorem; see, for example, [BM07, Theorem 4.1].
Theorem 5.1. Suppose that φ : D→ C is conformal. Then
φ(D) ⊃ B(φ(0), |φ′(0)|/4).
It is easy to see how this result can be modified for a conformal map from any disc.
We also need to introduce, at this point, a brief summary of the properties of the
hyperbolic metric; the interested reader will find more detail in [BM07]. First, in the
disc D we define the hyperbolic density by
ρD(z) :=
2
1− |z|2 , for z ∈ D.
Now suppose that U is a simply connected proper subdomain of C. By the Riemann
mapping theorem, there is a conformal map φ : U → D. We then define the hyperbolic
density in U by
ρU(z) := ρD(φ(z))|φ′(z)|, for z ∈ U.
It can be shown, see [BM07, p.25], that this definition is independent of the choice of φ.
We use the hyperbolic density to define the hyperbolic length of a piecewise smooth
curve γ ⊂ U by
`U(γ) :=
∫
γ
ρU(z) |dz|,
and then define the hyperbolic distance between two points z1, z2 ∈ U by
dU(z1, z2) := inf
γ
`U(γ),
where the infimum is taken over all piecewise smooth curves γ that join z1 to z2 in U .
The Schwarz-Pick Lemma [BM07, Lemma 6.4] states that if f : U → V is an analytic
map between simply connected proper subdomains of C, then
dV (f(z1), f(z2)) ≤ dU(z1, z2), and ρV (f(z1))|f ′(z1)| ≤ ρU(z1), for z1, z2 ∈ U,
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with equality when f is an analytic bijection, and strict inequality otherwise. In partic-
ular, if f is conformal, then
(5.1) df(U)(f(z1), f(z2)) = dU(z1, z2), for z1, z2 ∈ U.
If U ( V , then the Schwarz-Pick Lemma applied to the identity map gives that
(5.2) ρV (z) < ρU(z), for z ∈ U.
The hyperbolic density at a point is closely related to its distance to the boundary.
Indeed, see [BM07, Theorems 8.2 and 8.6], we have the following standard estimate on
the hyperbolic density in a simply connected proper subdomain of C;
(5.3)
1
2 dist(z, ∂U)
≤ ρU(z) ≤ 2
dist(z, ∂U)
, for z ∈ U.
Here, for a point z and a set W , we use dist(z,W ) to denote the Euclidean distance
dist(z,W ) := infw∈W |z−w|. Note that the right-hand inequality is a consequence of the
Schwarz-Pick Lemma, and the left-hand inequality is deduced using the Koebe quarter
theorem.
Equations (5.1) and (5.3) have important implications for the mapping of points under
F ∈ Blog, which is a conformal map from each tract to H. Very roughly speaking,
suppose that z1, z2 both lie in the same tract T . Since T is disjoint from its 2pii translates,
any curve from z1 to z2 in T must necessarily stay “close” to the boundary of T . However,
if F (z1) and F (z2) have large real parts, then a curve from F (z1) to F (z2) can be chosen
“far” from the boundary of H. It then follows from (5.1) and (5.3) that |F (z1)−F (z2)|
must be large compared to |z1 − z2|.
6. Some important general results in the class B
6.1. An expansion property. The following simple property of functions in the class
Blog, given in [EL92], is fundamental, since it says that F is expanding at points where
it is of sufficiently large real part.
Lemma 6.1. Suppose that F : T → H is in the class Blog. Suppose that R ∈ R is such
that {w ∈ C : Rew > R} ⊂ H. Then
(6.1) |F ′(w)| ≥ 1
4pi
(ReF (w)−R), for w ∈ T such that ReF (w) > R.
Proof. Choose a component T of T . Suppose that w ∈ T is such that ReF (w) > R.
Note that
B(F (w),ReF (w)−R) ⊂ H.
Set z = F (w) and ρ = Re z − R. By applying the Koebe quarter theorem to F−1T we
deduce that T contains a disc with centre w and radius 1
4
|(F−1T )′(z)|ρ. However, we know
that T cannot contain a disc of radius pi. The result then follows by a calculation. 
Remark. Suppose that F is a logarithmic transform of a transcendental entire function
f . Then (6.1) says that the quantity |zf ′(z)/f(z)| tends to infinity as f(z) tends to
infinity. (This quantity is actually the derivative of f in the cylinder metric.) In [Six14]
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it was shown that this property, in fact, characterises the Eremenko-Lyubich class, in
the sense that if f /∈ B, then
lim inf
R→∞
{∣∣∣∣z f ′(z)f(z)
∣∣∣∣ : |f(z)| > R} = 0.
6.2. No escaping points in the Fatou set. The escaping set of a transcendental
entire function f is defined by
I(f) := {z ∈ C : fn(z)→∞ as n→∞}.
Eremenko [Ere89] showed that J(f)∩ I(f) 6= ∅ and that J(f) = ∂I(f). There are many
transcendental entire functions for which F (f) ∩ I(f) 6= ∅; for example, it can be easily
shown that for the function f(z) := 1 + z + e−z, every point in the right half-plane lies
in F (f) ∩ I(f). The following theorem, from [EL92], uses Lemma 6.1 to show that this
is impossible in the class B.
Theorem 6.1. Suppose that f ∈ B. Then J(f) = I(f).
Proof. We are required to prove that F (f)∩I(f) = ∅. Suppose, by way of contradiction,
that z ∈ F (f) ∩ I(f). Since the Fatou set is open, we can choose r > 0 such that all
iterates tend uniformly to infinity on the disc ∆ := B(z, r). Replacing z by a point
fk(z), for some k ≥ 0, if necessary, we can assume that fn(∆) ⊂ W , for n ≥ 0. (Recall
that W = C \D, where D is a Jordan domain that contains the singular values of f .)
Let C be a component of exp−1(∆). Note that expF n(C) = fn(∆), for n ≥ 0, and
so the real part of the iterates of F tend uniformly to positive infinity on C. Moreover,
F n(C) ⊂ T , for n ≥ 0.
Choose any point w ∈ C, and let ρn denote the radius of the largest disc, centre F n(w),
contained in F n(C). Since F is univalent, it follows by the Koebe quarter theorem that
ρn+1 ≥ 14ρn|F ′(F n(w))|. Now, it follows, by (6.1), that
|F ′(F n(w))| → ∞ as n→∞.
Hence F n(C) contains arbitrarily large discs. However, T cannot contain a disc of radius
greater than pi. This contradiction completes the proof. 
6.3. Normalized transforms. Equation (6.1) says, roughly, that we can make |F ′|
arbitrarily large by making ReF large. This was easy to use in the proof of Theorem 6.1,
because of the nature of points in the escaping set. However, it is often convenient to
be able to assume that |F ′| is bounded away from one.
The established convention is as follows. If F ∈ Blog is such that H = {z : Re z > 0},
and |F ′(z)| ≥ 2, for z ∈ T , then we say that F is normalized. We denote the set of
normalized functions by Bnlog.
Although we do not use them directly in this paper, many results in the literature
apply only to functions in the class Bnlog. However, it is often no significant loss of
generality to assume that a function in the class Blog is normalized. For, if F is not
normalised, then we can substitute with a normalized function as follows. First we
choose R > 0 sufficiently large that both H˜ := {z : Re z > R} ⊂ H and also |F ′(z)| ≥ 2,
for F (z) ∈ H˜. We then consider instead the function defined by F˜ (z) := F (z +R)−R,
which maps F−1(H˜) − R to {z : Re z > 0}. This is a normalised function that is
conjugate to F , and so has the same dynamics.
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Figure 2. An illustration of the sets in the proof of Theorem 6.2. Com-
ponents of F−1(Q) are shown in dark gray, and components of F−2(Q) in
light gray.
6.4. The Hausdorff dimension of the Julia set. Finally in this section, we discuss
a proof which uses some of these ideas. Baker [Bak75] proved that the Fatou set of a
transcendental entire function has no unbounded, multiply connected components. This
implies that the Julia set of a transcendental entire function must contain a continuum,
and so has Hausdorff dimension not less than one. In 1996, Stallard [Sta96] proved the
important result that the Julia set of a function in the class B necessarily has dimension
greater than one. We will outline the idea behind a more recent [BKZ09] proof of this
fact; we stress that the authors of [BKZ09], in fact, proved a stronger result. Our goal
here is primarily to illustrate how working with the logarithmic transform can lead to
results in the original dynamical plane.
Theorem 6.2. If f ∈ B, then dimH J(f) > 1.
Proof. Let f ∈ B, let F be a logarithmic transform of f , and choose a tract T of F .
Choose a large number R > 0, and let Q be a square of side R centred at the point R on
the real line. We choose R large enough that Q intersects with many of the 2pii periodic
copies of T .
It can be shown to follow from (6.1) that if R is chosen sufficiently large, then T
contains a preimage V of Q, which lies in H; essentially this follows from the earlier
discussions regarding the hyperbolic metric. Since F is 2pii periodic, this gives rise to
infinitely many preimages of Q, each of the form V + 2piik, for k ∈ Z, all lying in H.
Now we consider the preimages of these sets, lying in T . There are infinitely many
of these, and considerations of hyperbolic geometry show that they are spaced along T .
Hence, if R is chosen large enough, Q contains many components of F−2(Q), lying in T
and its 2pii translates; see Figure 2.
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Let Φ1,Φ2, . . . ,ΦN denote the inverse branches of F
−2 that map Q into Q. These maps
define a conformal iterated function system, and such systems are well-understood. In
particular we can set Q0 := Q, inductively define
Qk :=
N⋃
n=1
Φn(Qk−1), for k ∈ N,
and then let
X :=
⋂
k≥0
Qk.
This is known as the limit set, and consists of those points of Q which remain in Q
under iteration of F 2. The integer N and the derivatives |(Φn)′| can be estimated, and
it can be shown from these estimates, using standard techniques, that the limit set X
has Hausdorff dimension greater than one whenever R is sufficiently large. We omit the
detail.
Finally we consider the set X ′ = expX. It is straightforward to see that the Hausdorff
dimension of X ′ is greater than one. Moreover |(F n)′| tends to infinity in X and so |(fn)′|
tends to infinity in X ′. Since points in X ′ do not iterate to infinity, we can deduce that
X ′ ⊂ J(f). This completes the proof. 
6.5. The Julia set of the transform. Notice that in this proof we considered points
the orbit of which is contained in T . We then showed that the exponential of these
points lies in the Julia set of f . This suggests the following definitions. First we define
the Julia set of F by
J(F ) := {z ∈ C : F n(z) ∈ T for n ≥ 0}.
Notice that the Julia set is precisely those points on which all iterates are defined, and
so there is no value, from a dynamical perspective, in defining a “Fatou set” as the
complement of J(F ).
In view of Theorem 6.1, it also makes sense to define the escaping set of F by
I(F ) := {z ∈ J(F ) : ReF n(z)→ +∞ as n→∞}.
The orbit of a point in J(F ) is characterised by the closures of the tracts it visits.
Accordingly, we let A denote the set of tracts of F , and then for each z ∈ J(F ) there is
a unique s = s0s1 . . . ∈ AN0 such that F n(z) ∈ sn, for n ∈ N0. In this case we call s the
external address of z. Note that if s is the external address of z, then F (z) has external
address σ(s), where σ is the Bernoulli shift map defined by
σ(s0s1 . . .) := s1s2 . . . .
One might ask if it is the case that J(f) = exp J(F ). In general this is not true; for
example, the orbit of points in J(f) may include points of small modulus that lie in D.
However, for a normalised function it is the case that exp J(F ) ⊂ J(f); the proof of this
follows by a technique very similar to that used in the proof of Theorem 6.1.
Finally, for each external address s we let
Js(F ) := {z ∈ J(F ) : z has external address s}.
It is possible for Js to be empty. If Js(F ) 6= ∅, then we say that s is admissible.
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Suppose that z0 ∈ J(F ). As observed earlier, z0 has an external address say s =
s0s1 . . . ∈ AN0 such that F n(z0) ∈ sn, for n ∈ N0. Recall that we set F (∞) = ∞. Set
S0 := s0 ∪ {∞}, and then inductively
(6.2) Sk := {z ∈ Sk−1 : F k(z) ∈ sk ∪ {∞}}.
We can deduce that
(6.3) Jˆs(F ) := Js(F ) ∪ {∞} =
⋂
k∈N0
Sk,
is a non-empty, closed, connected subset of the Riemann sphere that contains the points
z0 and ∞. In other words, Jˆs(F ) is a continuum; we call it a Julia continuum of F .
Note that if
s = s0s1 . . . 6= s′ = s′0s′1 . . . ,
then there is a k ∈ N0 such that sk 6= s′k. Hence F k(Js(F )) and F k(Js′(F )) lie in different
tracts, and so Js(F ) and Js′(F ) are disjoint. Note that we cannot assume that Js(F )
is connected, although in the next section we will discuss a class of functions for which
this is the case.
7. Functions of disjoint type
In this section we discuss a class of functions with the property that J(f) = exp J(F ).
This enables us to give particularly strong characterisations of the Fatou and Julia sets
of these functions.
7.1. Definition and examples. We begin with a definition. Recall that D is a Jordan
domain that contains the singular values of f , as well as the set {0, f(0)}.
Definition 7.1. A function f ∈ B is of disjoint type if D can be chosen so that
f(D) ⊂ D.
If f is of disjoint type, then we assume that D has been chosen so that f(D) ⊂ D, in
which case we also have that V ⊂ W ; the fact that, therefore, ∂V ∩ ∂W = ∅ explains
the choice of term “disjoint type”. Note also that if F is the transform of f , then
T ⊂ H. Whenever this property holds for some F ∈ Blog (not necessarily the logarithmic
transform of a transcendental entire function), then we say that F is of disjoint type.
Examples of class B functions of disjoint type are those in the much-studied family
fλ(z) := λe
z, where 0 < λ < 1/e.
It is easily seen that S(fλ)∪ {0, fλ(0)} ⊂ D and fλ(D) ⊂ D. It is also easy to show that
fλ has an attracting fixed point pλ > 0, and a repelling fixed point qλ > pλ. The Fatou
set of fλ is the immediate attracting basin of pλ. It can then be shown that the Julia
set of fλ consists of an uncountable set of unbounded curves; see [DK84, p.50]. We will
see that these properties are characteristic of a function of disjoint type.
Maps of disjoint type are important for three reasons. Firstly, the properties of these
maps allow us to build a particularly clear understanding of their dynamics. Secondly,
any map f ∈ B has a disjoint type map in its parameter space (by which we mean the
space of maps of the form λf , for λ ∈ C \ {0}). This is expressed in the following; see
[Rem09, p.261].
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Lemma 7.1. Suppose that f ∈ B. Then there exists λ > 0, such that the map
gλ(z) := λf(z),
is of disjoint type.
Proof. First choose a value of λ sufficiently small to ensure that gλ(D) ⊂ D. Since we
have that S(gλ) = λS(f), we can decrease λ, if necessary, to obtain that S(gλ) ⊂ D.
Then gλ is of disjoint type. 
Thirdly, it is often the case that for a given map f ∈ B, we can transfer properties
of the dynamics of the disjoint type map gλ(z) from Lemma 7.1 back to the dynamics
of f ; see, for example, [MB12, Section 5] and [Rem09, Section 5], and the discussion of
hyperbolic maps in Section 9 below.
7.2. The Fatou set of a disjoint type map. The Fatou set of a disjoint type function
is described in the following; see [MB12, Proposition 2.8]. In fact (b) below is often used
as an alternative definition of a disjoint type map.
Theorem 7.1. Suppose that f ∈ B. Then the following are equivalent.
(a) The function f is of disjoint type.
(b) The Fatou set of f is connected, and P (f) is a compact subset of F (f).
(c) The function f has a unique attracting fixed point and P (f) is a compact subset of
its immediate basin of attraction.
Proof. We show first that (a) implies (b). It follows by Montel’s theorem that D is
contained in a Fatou component, U say, of f . It is easy to see that U must be an
immediate attracting basin. Note also that S(f) ⊂ U , and so P (f) ⊂ U .
It is known [BHK+93] that all finite limit functions in a wandering domain of a tran-
scendental entire function lie in the postsingular set. We can deduce, using Theorem 6.1,
that f has no wandering domains. As noted earlier, the classification of periodic Fatou
components [Ber93, Theorem 6] gives that all periodic Fatou components of f are im-
mediate attracting basins, parabolic basin, Siegel discs, or Baker domains. Since Baker
domains lie in I(f), it follows again by Theorem 6.1 that f has no Baker domains.
It is known [Ber93, Theorem 7] that any cycle of parabolic domains meets the singular
set, and the boundary of a Siegel disc lies in the postsingular set. Since P (f) ⊂ U , we
can deduce that f has no parabolic domains or Siegel discs. In particular, U is an
attracting basin containing S(f), and so P (f) is a compact subset of U .
Since any cycle of immediate attracting basins contains at least one singular value
[Ber93, Theorem 7], U is the unique immediate attracting basin of f . Since the attracting
fixed point of f lies in D, we deduce that
F (f) =
⋃
n∈N0
f−n(D).
Now
S(f) ⊂ D ⊂ f−1(D) ⊂ f−2(D) . . . .
We can deduce from this, by [BFRG15, Proposition 2.9], that each set f−n(D) is con-
nected. Thus, F (f) is an ascending union of connected sets, and so is connected.
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Next we show that (b) implies (c). Since F (f) is connected, there is a completely
invariant Fatou component U such that U = F (f). Since P (f) is a compact subset
of U , it follows by an argument similar to the above that U must be the immediate
attracting basin of an attracting fixed point of f .
The fact that (c) implies (a) follows by properties of attracting domains, and is omit-
ted. 
7.3. Uniform hyperbolic expansion. Recall from Lemma 6.1 that a map F ∈ Blog is
expanding whenever ReF is sufficiently large. An important property of disjoint type
maps is that they are uniformly expanding on T . This is expressed precisely in the
following proposition [RRRS11, Lemma 2.1]. Here, if W is a simply connected proper
subdomain of C, and F is analytic in W , then we define the hyperbolic derivative of F
in W by
||DF (z)||W := ρW (F (z))
ρW (z)
|F ′(z)|, for z, F (z) ∈ W.
Roughly speaking, the quantity ||DF (z)||W determines how expanding (or contracting)
F is, at z, in the hyperbolic metric in W .
Lemma 7.2. Suppose that F : T → H is a function in the class Blog of disjoint type.
Then there is a constant L > 1 such that
||DF (z)||H ≥ L, for z ∈ T .
Moreover, if z1, z2 belong to the same tract of F , then dH(F (z1), F (z2)) ≥ LdH(z1, z2).
Proof. Since F is a conformal map from each component of T to H, we have that
||DF (z)||H = ρH(F (z))
ρH(z)
|F ′(z)| = ρT (z)
ρH(z)
ρH(F (z))
ρT (z)
|F ′(z)| = ρT (z)
ρH(z)
, for z ∈ T .
Since T ⊂ H, we deduce by (5.2) that ||DF (z)||H > 1, for z ∈ T . In particular, if
K ⊂ T is compact, then there is a λ > 1 such that ||DF (z)||H ≥ λ, for z ∈ K. We need
to show, therefore, that ||DF (z)||H does not tend to one as z tends to the boundary of
T .
As z tends to a finite boundary point of T , it is clear that ρT (z) tends to infinity.
However, since T ⊂ H, ρH(z) is bounded above.
Finally we need to consider the case when z →∞. In this case the standard estimate
(5.3) gives that ρT (z) is bounded below by 1/2pi, since no component of T meets a
2pii translate of itself. The standard estimate also gives that ρH(z) tends to zero. This
completes the proof of the first statement.
For the second statement, suppose that z1, z2 lie in the same tract T . Let γ ⊂ H be
the hyperbolic geodesic from F (z1) to F (z2). It follows from the first statement that
F−1T (γ) has hyperbolic length at most
dH(F (z1), F (z2))/L.
(Recall that the notation F−1T was defined at the end of Subsection 5.2). The result
follows. 
A simple but illustrative consequence of this result is the following, which is a conse-
quence of [Rem16, Corollary 2.9].
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Lemma 7.3. Suppose that F ∈ Blog is of disjoint type and s is an admissible address.
Then there is at most one point in Js(F ) with a bounded orbit.
Proof. By way of contradiction, suppose that z1, z2 ∈ Js(F ) have a bounded orbit. It
follows from the latter assumption that there is K > 0 such that
dH(F
k(z1), F
k(z2)) ≤ K, for k ∈ N0.
Repeated application of Lemma 7.2 shows that
dH(z1, z2) ≤ L−kK, for k ∈ N0.
(Observe that we are using here the principle that a map which is univalent and uniformly
expanding has an inverse which is uniformly contracting.) It follows that z1 = z2. 
7.4. The Julia set of a disjoint type function. Note that we have shown in Theo-
rem 7.1 that the Julia set of f is exactly those points whose orbit never lands in D. In
particular, we have that J(f) = exp J(F ), as promised. Hence, at least topologically,
the study of J(f) is equivalent to the study of J(F ). Notice that we also have that
exp I(F ) = I(f).
The following result is part of [Rem16, Proposition 2.10]; see also [BK07, Theorem B].
We use this to show that J(f) has uncountably many components, as well as illustrate
the use of uniform expansion. An external address is called bounded if it contains only
finitely many symbols.
Lemma 7.4. Suppose that F ∈ Blog is of disjoint type, and that s is a bounded external
address. Then there is a unique point z0 ∈ Js(F ) \ I(F ).
Proof. Fix a point ζ ∈ H \ T . For each of the (finitely many) tracts sk in the address
s = s0s1 . . ., let Γk ⊂ H \ J(F ) be a smooth curve connecting ζ to F−1sk (ζ). Let K > 0
be sufficiently large that `H(Γk) ≤ K, for k ∈ N0.
Set γ0 := Γ0 and then
γk := F
−1
s0
(F−1s1 (. . . (F
−1
sk−1(Γk)) . . .)), for k ∈ N.
See Figure 3.
It is easy to see that γk−1 and γk share an endpoint. We also have, by Lemma 7.2,
that `H(γk+1) ≤ L−1`H(γk), for k ∈ N0, and so the hyperbolic lengths in H of the γk are
bounded by a geometric sequence. It follows that
γ :=
⋃
k∈N0
γk,
is a piecewise smooth curve in H \ J(F ), beginning at ζ, and having hyperbolic length
in H at most KL
L−1 . We deduce that γ has a finite endpoint z 6= ζ, and moreover that
z ∈ Js(F ). In addition, for each k ∈ N0, the curve F k(
⋃
j≥k γk) connects ζ to F
k(z).
Since this curve also is of hyperbolic length at most KL
L−1 , we deduce that z has a bounded
orbit.
The fact that z is unique follows in a very similar way to the proof of Lemma 7.3. 
We are now able to prove the following elementary topological characterisation of the
Julia set of a disjoint type function, which is [Rem16, Corollary 2.11].
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Figure 3. An illustration of the construction in the proof of Lemma 7.4.
Theorem 7.2. Suppose that f is of disjoint type. Then the components of J(f) are
closed and unbounded. If, in addition, f is of disjoint type, then J(f) has uncountably
many components.
Proof. Connected components of a closed set are closed. It is well-known [EL92, Propo-
sition 2] that a function f ∈ B has no multiply-connected Fatou components, and so
J(f) ∪ {∞} is connected. It follows by a standard result of continuum theorem, known
as the “boundary bumping theorem” (see [Nad92, Theorem 5.6]), that every connected
component of J(f) is unbounded.
Now suppose that f is disjoint type, let F be a logarithmic transform of f , and let
T be a tract of F . There are uncountably many bounded external addresses of F with
initial entry T . By Lemma 7.4 these addresses each correspond to a different component
of J(F ). Each component of J(F ) corresponds to a component of J(f) under the
exponential map, and since exp is injective on T , these are pairwise disjoint. 
Observe that if f ∈ B, and J is a component of J(f), then Jˆ = J∪{∞} is a continuum;
we term these sets the Julia continua of f . Note that these sets are not to be confused
with the Julia continua of F defined in (6.3).
7.5. The topology of Julia set continua of a disjoint type function. Rempe-
Gillen [Rem16, Theorem 1.6] has completely characterised the topology of Julia continua
of a disjoint type function. Extremely roughly speaking, one might hope that, by pulling
back compact sets as in (6.2), we might obtain something resembling an arc. In fact
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this is true, in a way that can be made precise. However, in order to do this we need
some technical definitions from continuum theory; see, for example, [Nad92] for further
background on this topic.
Definition 7.2. Suppose that C is a continuum (in other words, a non-empty compact
connected set). Then:
• C has span zero if any subcontinuum A ⊂ C × C whose first and second coordi-
nates both project to the same subcontinuum of C, also contains a point of the
form (ξ, ξ).
• x ∈ C is a terminal point if, for any two subcontinua A,B ⊂ C with x ∈ A∩B,
either A ⊂ B or B ⊂ A.
• C is arc-like if for each  > 0 there is a continuous function φ : C → [0, 1] such
that the Euclidean diameter of the set φ−1(t) is less than , for t ∈ [0, 1].
As these definitions are quite complicated, we give the following rough, but more
intuitive interpretations:
• A continuum C has span zero if, when we try to exchange the positions of any
two points in C by moving them through C, we cannot do so without the points
coinciding at some stage. For example, an arc has span zero, a circle does not.
• Terminal points are a natural analogue of the endpoints of an arc. However,
unlike an arc, a continuum may have many more than two terminal points.
• A continuum is arc-like if it looks like a “blurred” arc at all levels of magnification.
See Figure 4.
We also need to introduce a purely geometric constraint on tracts. If F ∈ Blog, then
we say that F has bounded slope if there exists a curve γ : [0,∞) → T , which tends to
+∞, and a C > 0, such that
| Im z| ≤ C Re z, for z ∈ γ.
See Figure 5. If f ∈ B has a logarithmic transform F with bounded slope, then we say
that f has bounded slope.
We can now give a precise statement of Rempe-Gillen’s result.
Theorem 7.3. Suppose that f ∈ B is of disjoint type, and that Jˆ is a Julia continuum
of f . Then Jˆ has span zero, and ∞ is a terminal point of Jˆ . If, in addition, f has
bounded slope, then Jˆ is arc-like.
Remark. It can be shown to follow from the fact that ∞ is a terminal point of Jˆ , that
each set Js(F ) is connected, as mentioned earlier. It then follows that if f ∈ B is of
disjoint type, and F is a logarithmic transform of f , then every Julia continuum of F is
homeomorphic (via the exponential function) to a Julia continuum of f .
Proof of Theorem 7.3. We refer to [Rem16] for detailed proofs of these results, which all
rely on the fact that any logarithmic transform, F , of a disjoint type map has uniform
expansion in the hyperbolic metric.
So that we can work with the transform, let J be an unbounded continuum such that
exp(J \ {∞}) = Jˆ \ {∞}. Since topological properties are preserved by the exponential
map, it is sufficient to prove that these properties hold for J .
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Figure 4. An illustration of an arc-like continuum, shown at three dif-
ferent “magnifications”.
We first sketch a proof that ∞ is a terminal point of J . Suppose that A,B are
subcontinua of J that contain ∞. Without loss of generality we can assume that, for
infinitely many n ∈ N, F n(A) contains a point of real part less than or equal to all the
real parts of points of F n(B). We claim that we can deduce from this that B ⊂ A; it is
clear that the result follows.
Suppose that z ∈ B. By a geometric argument, it can be shown that for each value n
above, there is a point zn ∈ A such that |F n(zn)− F n(z)| ≤ 2pi; essentially this follows
from the fact that the F n(A) and F n(B) lie in the same tract. Pulling back, and using
Lemma 7.2, it follows that there exists a sequence of points of A that tend to z. Since
A is closed, it follows that z ∈ A, as required.
Next we sketch, very roughly, a proof that J has span zero. No tract T can intersect
a 2pii translate of itself. It follows that two points cannot exchange position by moving
inside T without coming within a distance of 2pi from each other. Let s = s0s1 . . . be the
external address of J . By applying this observation to the tract sn, for n large, and using
the expanding property of F , we see that two points cannot cross each other within J
without passing within distance  of each other, for all  > 0. The result follows.
We omit the proof of the final statement. 
In fact, in Theorem 7.3 we have only quoted half of [Rem16, Theorem 1.6]. The other
half of [Rem16, Theorem 1.6] shows that, essentially, Theorem 7.3 is strong. This result
is as follows.
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Theorem 7.4. There is a disjoint type function f ∈ B, of bounded slope, with the
following property. If X is any arc-like continuum with a terminal point x, then there
exists a Julia continuum, Jˆ , of f , and a homeomorphism ψ : X → Jˆ such that ψ(x) =∞.
Roughly speaking, this remarkable result says that the single function f has a Julia
continuum homeomorphic to every Julia continuum permitted by Theorem 7.3; and
there are uncountably many of these.
The idea behind the proof of Theorem 7.4. We do not attempt to prove this theorem,
which requires a number of results from continuum theory, and is somewhat technical.
The crux of the proof is the observation that we can create Julia continua of a function
in the class Blog, with certain properties, by “drawing” sufficiently complicated tracts
and then applying a Riemann map. This idea can be made precise.
Rempe-Gillen classifies each arc-like continuum with a terminal point in terms of a
so-called inverse limit, and then shows how to “draw” the correct tract based on the
inverse limit. Julia continua of a function in the class B are then obtained by using the
construction of Bishop; see Section 11. 
8. Finite order functions in the class B
In this section we discuss a different subclass of the class B; those functions of finite
order. At face value this seems an unexpected property to study in a dynamical set-
ting since, in general, it is not preserved under iteration. However will see that some
particularly strong and important results hold for these functions that do not hold in
general. In particular, we will show that for functions f ∈ B of finite order, all compo-
nents of I(f) are path-connected and unbounded. We will then show that if f is also of
disjoint type, then its Julia set has a distinctive topological structure known as a Cantor
bouquet. Finally we will see that for finite order functions in the class B, the result of
Theorem 6.2 can be improved significantly.
8.1. Eremenko’s conjecture. In [Ere89] Eremenko studied the escaping set I(f) of a
transcendental entire function f . He showed that all components of I(f) are unbounded,
and conjectured that all components of I(f) are unbounded; this conjecture, known as
Eremenko’s conjecture is still open, despite much progress. He also conjectured that
every point of I(f) can be joined to infinity by a curve in I(f); this conjecture is known
as the strong version of Eremenko’s conjecture.
In [RRRS11, Theorem 1.1] the authors construct a disjoint type function f ∈ B such
that all path-connected components of J(f) – and so all path-connected components
of I(f) – are bounded, showing that the strong version of Eremenko’s conjecture does
not hold in general. In fact, it is even possible to construct this function so that I(f)
contains no arcs. Very roughly, the authors define a tract which “wiggles” in a very
complicated way, and use a Riemann map to obtain a function F ∈ Blog of disjoint type.
It is then shown that the geometry of the tract leads to all path-components of I(F )
being singletons. A function f ∈ B with the required properties is then constructed
from F . (This approach was, in fact, a precursor to the more complicated construction
in Theorem 7.4.)
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In the same paper the authors showed that the strong version of Eremenko’s conjecture
does hold for a certain subclass of the class B, which we introduce next.
8.2. Finite order functions. First we give a definition. We say that a transcendental
entire function f has finite order if
log log |f(z)| = O(log |z|), as |z| → ∞.
This property can easily be translated to the class Blog. We say that F ∈ Blog has finite
order if
log ReF (z) = O(Re z), as Re z →∞ in T .
It is easy to see that if F is a logarithmic transform of f , then f has finite order exactly
when F has finite order.
Many of the well-known examples of class B functions are of finite order; all maps
in the exponential or cosine families, for example, are of finite order. The next result
[RRRS11, Theorem 1.2] shows that the strong version of Eremenko’s conjecture holds
for finite order functions in the class B. Note that, for functions which are also of disjoint
type, this was also proved in [Bar07].
Theorem 8.1. Suppose that f ∈ B is of finite order. Then every point z ∈ I(f) can
be connected to infinity by a curve γ ⊂ I(f), on which the iterates of f tend to infinity
uniformly.
Proof. The proof of this result proceeds in four stages. We outline the ideas without
providing all the details necessary for a rigorous proof.
First, let F be a logarithmic transform of f . It is shown that the tracts of F have two
geometric properties which constrain the dynamics from being too “pathological”; clearly
the tracts constructed in the proof of [RRRS11, Theorem 1.1] do not have these geometric
properties. The first property is that the tracts have bounded slope, which we defined
earlier. The second is that the tracts have uniformly bounded wiggling. Geometrically
speaking, a tract has bounded wiggling if it cannot “double back” on itself by too much.
Definition 8.1. Let F ∈ Blog. A tract T of F has bounded wiggling with constants
K > 1 and µ > 0 if, for each point w0 ∈ T , every point w on the hyperbolic geodesic of
T that connects w0 to ∞ satisfies
(Rew)+ >
1
K
Rew0 − µ.
(Here t+ := max{t, 0}, for t ∈ R.) If all the tracts of F have bounded wiggling for the
same constants, then we say that the tracts have uniformly bounded wiggling.
The function F can be shown to have tracts with bounded slope and uniformly
bounded wiggling by an argument from the fact it is of finite order, together an ap-
plication of hyperbolic geometry; we omit the detail.
Remark. We note here that, in fact, the rest of the proof can be completed for any
f ∈ B that has tracts with bounded slope and uniformly bounded wiggling. This is the
case, for example, if f is a finite composition of functions in class B each of finite order.
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Figure 5. Tract A does not have bounded slope. Tract B does not have
bounded wiggling. These configurations are both impossible for a function
of finite order.
The second stage is to show that these two geometric conditions imply that F satisfies
a so-called uniform linear head-start condition. This condition holds if there exist K > 1
and M > 0 with the following property. If z1, z2 are points in the closure of some tract
T , such that F (z1), F (z2) are in the closure of some tract T
′, then
(8.1) Re z2 > K(Re z1)
+ +M =⇒ ReF (z2) > K(ReF (z1))+ +M.
Once again the argument is from hyperbolic geometry. If the tract is a horizontal strip,
then the argument at the end of Subsection 5.4 can be used to complete the result; very
roughly speaking, the condition on the left-hand side of (8.1) says that z1 and z2 are
a large hyperbolic distance apart in T , and then the right-hand side of (8.1) can then
be deduced from the fact that their images must be a large distance apart in H. The
argument in generality is similar, although more complicated.
The third stage is to show that a head-start condition induces an ordering on each
Julia continuum of F . (Note that, for simplicity, we are now assuming that F is disjoint
type, and so the Julia continua exist as defined earlier. The case that F is not of disjoint
type is only slightly more complicated.)
Let s be any admissible external address. For each z1, z2 ∈ Js(F ) we write z1  z2 if
there exists k ∈ N such that
ReF k(z1) > K(ReF
k(z2))
+ +M,
where K,M are the constants from the uniform linear head-start condition. Setting
∞  z, for z ∈ Js(F ), it can be shown that (Jˆs(F ),) is a totally ordered space, and
that the order topology on (Jˆs(F ),) agrees with the metric topology on Jˆs(F ). (An
ordered space (X,) is totally ordered if for any two x, y ∈ X either x  y or y  x.)
It follows by a result in continuum theory that Jˆs(F ) is homeomorphic to a compact
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Figure 6. An illustration of (part of) a straight brush. The arrows indi-
cate some “hairs” tending to another hair “from below” and “from above”.
interval. Moreover, it can be shown that if z1  z2 and z1 6= ∞, then z1 ∈ I(F ). The
result for F follows at once.
To complete the proof, suppose that z ∈ I(f). (Recall the sets D and W in Figure 1).
The orbit of z must eventually leave D, so choose z′ = fk(z) so that fn(z′) ∈ W , for
n ∈ N. Choose a point w such that z′ = expw; then w ∈ I(F ) ⊂ J(F ). We can let
s denote the address of w. We then apply the above argument to Js to obtain a curve
γ′ ⊂ I(F ) joining w to ∞. Finally let γ be the component of f−k(exp(γ′)) containing
z. 
This result was strengthened in [RRS10, Theorem 1.2], where it was shown that all the
points of γ, except possibly z itself, lie in the fast escaping set, first defined in [BH99].
This is a much-studied subset of the escaping set, containing all those points that escape
to infinity as fast as possible (in a sense that can be made precise). We omit further
detail, but refer the interested reader to [RS12] which gives a detailed study of this set.
8.3. Cantor bouquets. Suppose that f ∈ B has finite order. Theorem 8.1 says that
the escaping set – and hence the Julia set – contains curves. However, it tells us very
little about the topology of these curves.
If we make the additional assumption that f is of disjoint type, then we can make
a very clear statement about the topology of the Julia set. To this end, we need to
define a topological structure known as a Cantor bouquet. In fact a Cantor bouquet is
defined as a subset of C that is ambiently homeomorphic to a straight brush, so it is this
latter object that we need to define; see [AO93] and also Figure 6. (Note that two sets
A,B ⊂ C are ambiently homeomorphic if there is a homeomorphism φ : C → C such
that φ(A) = B.)
Definition 8.2. Suppose that B is a closed subset of [0,+∞)×(R\Q). For convenience,
let H := {y : (x, y) ∈ B for some x}. Then B is called a straight brush if
(a) The set H is dense in (R \Q).
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(b) For each y ∈ H, there exists ty ≥ 0 such that {x : (x, y) ∈ B} = [ty,+∞). We call
[ty,+∞)× y the hair attached at y. We call (ty, y) the endpoint.
(c) For each (x, y) ∈ B there are two sequences of hairs attached at an, bn respectively,
such that an < y < bn, and, as n→∞, an, bn → y, and tan , tbn → ty.
We then have the following exact topological description of the Julia set of a disjoint
type function of finite order; see [BJR12, Theorem 1.5].
Theorem 8.2. If f is a transcendental entire function of disjoint type and finite order,
then J(f) is a Cantor bouquet.
Proof. Roughly speaking, the proof of Theorem 8.1 gives rise to the hairs in part (b) of
the definition of a straight brush. It remains to show parts (a) and (c). Part (a) is shown
by proving that the set of admissible external addresses is dense in the set of external
addresses. In fact, this is almost an immediate corollary of Lemma 7.4, since the set of
periodic external addresses is dense in the set of external addresses, and any periodic
external address is clearly bounded and hence admissible.
To prove (c), suppose that z ∈ J(F ) has external address s. For each n ∈ N, we let
φn denote the branch of F
−n that maps F n(z) to z, and we set z±n = φn(F
n(z) ± 2pii).
In other words, z+n (resp. z
−
n ) has the same first n symbols in its external address as z,
but the next symbol is shifted “up” (resp. “down”) 2pii. It can then be shown, using
the uniform contraction of the inverse we have used before, that the hairs containing z+n
(resp. z−n ) accumulate on the hair containing z from above (resp. below), as n → ∞,
and then that this is sufficient to prove (c). 
We give an illustration of the power of Theorem 8.2. For functions
f(z) = λez, for λ ∈ (0, 1/e),
referred to earlier, Mayer [May90] studied the set E(f) of endpoints of the rays in the
Julia set. He showed the memorable result that E(f) ∪ {∞} is connected, but E(f)
itself is totally separated; a set X ⊂ C is totally separated if for points a, b ∈ X there
exists a relatively open and closed set U ⊂ X such that a ∈ U and b /∈ U . In other
words, ∞ is an explosion point for the set E(f) ∪ {∞}.
Note that the functions studied by Mayer are all of disjoint type and finite order.
With the definition of a Cantor bouquet given above, the union of a Cantor bouquet
with infinity can be shown to be a topological object called a Lelek fan; this object was
first defined in [Lel61] and this result is [ARG17, Theorem 2.8]. It is a topological result
(see, for example, [Cha89]) that infinity is an explosion point for the set of endpoints of a
Lelek fan together with infinity. In other words, the following generalisation of Mayer’s
result is an immediate, purely topological, corollary of Theorem 8.2.
Corollary 1. If a transcendental entire function f is of disjoint type and finite order,
then infinity is an explosion point of E(f) ∪ {∞}.
We note all Julia set points which are not escaping must be endpoints [RRRS11,
Theorem 4.7]. For more discussion on endpoints, and their topological properties, see
[ARG17, ES18].
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Suppose that f ∈ B is of finite order and disjoint type, and let F be a logarithmic
transform of f . We know that J(f) = exp J(F ) and, in a sense, the Cantor bouquet in
Theorem 8.2 arises as a consequence of this. It is natural to ask the following. Suppose
that we now relax the condition that f is of disjoint type. By considering the set
exp J(F ) does a Cantor bouquet arise as a subset of J(f)? In fact this is true, as shown
in the following result [BJR12, Theorem 1.6], the proof of which is omitted.
Theorem 8.3. If a transcendental entire function f ∈ B is of finite order, then there is
a Cantor bouquet X ⊂ J(f) such that f(X) ⊂ X.
8.4. The dimension of the Julia set of a finite order function. We recall Theo-
rem 6.2, which states that the Julia set of a class B function has Hausdorff dimension
greater than 1. In the case of a function in this class of finite order, a much stronger
result holds.
Theorem 8.4. If f ∈ B is of finite order, then dimH J(f) = 2.
This result is due to Baran´ski [Bar08, Theorem A] and to Schubert [Sch07b, Satz
1.1.1]. The technique of the proof is somewhat similar to that of Theorem 6.2, and we
omit the details. This result was later generalised in [BKS09]. It is worth noting that
the hypothesis that f is of finite order cannot be omitted from Theorem 8.4. Stallard
[Sta00], using an explicit construction, showed that for each d ∈ (1, 2] there is a function
fd ∈ B such that dimH J(fd) = d.
9. Hyperbolic functions
In this section we discuss a class of maps that is much more general than the class
of disjoint type maps, but with properties that ensure their dynamical properties are
amenable to study.
9.1. Definition of hyperbolic functions. Recall that the definition of disjoint type
maps was very intuitive. The definition of hyperbolic functions seems at first to be
somewhat less so. To support our definition, we will motivate a definition of hyperbolic
transcendental entire functions using ideas which are familiar in other areas of dynamics.
We will then see that, in fact, the only transcendental entire functions that are hyperbolic
are in class B.
It is a general principle in the investigation of dynamical systems that hyperbolic
systems (sometimes, following Smale [Sma67], known as “Axiom A”) are the first class
to understand: they show the simplest behaviour, yet their study leads to a better
understanding in greater generality. For rational maps, including polynomials, there is
a well-established definition of hyperbolicity. A rational map f : Ĉ → Ĉ is said to be
hyperbolic if one of the following equivalent conditions holds ([Bea91, Section 9.7], see
also [Mil06, Chapter 19]):
(a) The function f is expanding with respect to a suitable conformal metric defined on
a neighbourhood of its Julia set.
(b) Every critical value of f belongs to the basin of an attracting periodic cycle.
(c) The postsingular set is a subset of the Fatou set.
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We highlight the definition of “expanding” above; expansion on a neighbourhood of
the Julia set is a key factor in determining the dynamics of a hyperbolic map. For a
transcendental entire function it is more difficult to get the definition of “expanding”
right. The following was proposed in [RGS17]; although this is more complicated than
(a) above, stronger versions of this definition exclude functions we would want to call
hyperbolic, and weaker definitions include functions we would not.
Definition 9.1. A transcendental entire function f is expanding if there exist a con-
nected open set W ⊂ C, which contains J(f), and a conformal metric ρ = ρ(z)|dz| on
W such that:
(1) W contains a punctured neighbourhood of infinity;
(2) f is expanding with respect to the metric ρ, i.e. there exists λ > 1 such that
‖Df(z)‖ρ ≥ λ, for z, f(z) ∈ W ;
(3) the metric ρ is complete at infinity, i.e. distρ(z,∞) =∞ whenever z ∈ W .
We then have the following result [RGS17, Theorem 1.3], which both provides a
definition of hyperbolic functions and explains why such functions are only found in
the class B.
Theorem 9.1. Suppose that f is a transcendental entire function. Then the following
are equivalent.
(a) f is expanding.
(b) f ∈ B, and every point in S(f) lies in the basin of an attracting periodic cycle of f .
(c) P (f) is a compact subset of F (f).
A function which satisfies any, and hence all, of these properties is said to be hyperbolic.
Proof. We very briefly sketch a part of the proof of this result. Suppose first that
(b) holds. Exactly as in the proof of Theorem 7.1, we can show that the only Fatou
components of f are basins of attraction. Part (c) can then be deduced from properties
of attracting basins.
Next, suppose that (c) holds. We can create a bounded open neighbourhood, U , of
P (f), such that f(U) ⊂ U . Set W := C \ U . Property (a) can then be deduced by
considering the properties of the covering map f : f−1(W ) → W ; see [Rem09, Lemma
5.1].
Finally suppose that (a) holds. The expanding property on W can be used to show
that W ∩ S(f) = ∅, in which case f ∈ B. It can then be shown that this fact, together
with the expanding property of f on W , implies that J(f) ∩ P (f) = ∅. Property (b)
can then be deduced. 
It is easy to see that all disjoint type functions are hyperbolic. An example of a
hyperbolic function which is not of disjoint type is the function f(z) = pi
2
sin z. This
function has S(f) = {±pi/2}. These are both attracting fixed points, and so f is
hyperbolic by property (b). However, we know from Theorem 7.1 that this behaviour is
impossible for a function of disjoint type.
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9.2. The Fatou set of a hyperbolic function. As we have seen above, the only Fatou
components of a hyperbolic map are attracting basins. However, unlike disjoint type
functions, hyperbolic functions may have more than one immediate attracting basin. An
example from [BFRG15] is the map
f(z) = −z2 exp(1− z2),
for which CV (f) = {0,−1} and AV (f) = {0}. The points 0 and −1 are in fact
attracting, and can be shown to lie in bounded Fatou components. On the other hand,
all preperiodic components of the immediate basin of 0 are unbounded.
It is natural to ask, then, when Fatou components of a hyperbolic function must
be bounded. The following [BFRG15, Theorem 1.2] gives a complete answer to this
question.
Theorem 9.2. Suppose that f is a hyperbolic transcendental entire function. Then
every component of F (f) is bounded if and only if f has no finite asymptotic values and
every component of F (f) contains at most finitely many critical points.
The proof of this result is omitted.
9.3. The Julia set of a hyperbolic function. As noted earlier, if f ∈ B, then the
function g(z) = λf(z) is of disjoint type whenever |λ| is chosen small enough. In the
case that f is hyperbolic, then a result of Rempe-Gillen [Rem09, Theorem 5.2] can be
used to transfer dynamical properties of g back to f .
Theorem 9.3. Suppose that f, g are as above, and that |λ| is sufficiently small. Then
there is a continuous surjection
ϑ : J(g)→ J(f),
with
(9.1) f ◦ ϑ = ϑ ◦ g.
Furthermore, ϑ : I(g)→ I(f) is a homeomorphism.
Proof. Let W ⊃ J(f) be the domain in the definition of a hyperbolic map. We will
roughly sketch the approach to constructing the map ϑ; see Figure 7. It is slightly easier
to let g(z) = f(λz); since this is conjugate to the form stated above there is no loss of
generality in doing this.
We inductively define a sequence of functions ϑn(z), for n ≥ 0, such that
f ◦ ϑn+1 = ϑn ◦ g, for n ∈ N.
We begin by setting ϑ0(z) := z and ϑ1(z) := λz, for z ∈ J(g). We show how to construct
ϑ2(z). First we join ϑ0(g(z)) to ϑ1(g(z)) with a line segment, γ1 say. We then pull back
γ1 using the inverse branch of f that maps ϑ0(g(z)) to ϑ1(z); by making |λ| small at
the start of the construction, we can ensure that there is always a neighbourhood of γ
which does not meet S(g), and so this inverse branch is well-defined and gives a new
line segment γ′. One end of γ′ is at ϑ1(z), and the other end then defines ϑ2(z).
This process can be continued iteratively; for example ϑ3(z) is defined by pulling back
the line segment from ϑ0(g
2(z)) to ϑ1(g
2(z)) using the correct branch of f−2. Moreover,
because f is expanding on W (and so the inverse is contracting), it can be shown that
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Figure 7. An illustration of the functions in the proof of Theorem 9.3.
the maps ϑn in fact converge to a continuous map ϑ with the property that there exists
K > 0 such that
(9.2) distW (z, ϑ(z)) ≤ K, for z ∈ J(g).
Equation (9.1) is immediate. Moreover, if z ∈ I(g), then it follows from (9.2) that
fn(ϑ(z)) = ϑ(gn(z))→∞ as n→∞.
Hence ϑ(z) ∈ I(f), and so ϑ(I(g)) = I(f). Since the Julia set is the boundary of the
escaping set, it also follows that ϑ(J(g)) = J(f). The other stated properties of ϑ can
then be deduced quickly. 
In a sense, then, Theorem 9.3 is telling us that the Julia continua of a hyperbolic
function are obtained by taking the Julia continua of a disjoint type function – discussed
earlier – and then “pinching” them together at the points which are not in the escaping
set. In particular, we can deduce the following, which characterises the topology of the
Julia set of a hyperbolic function of finite order. Here a pinched Cantor bouquet is a
subset of C that is ambiently homeomorphic to the quotient of a straight brush by a
closed equivalence relation on its endpoints; an equivalence relation on a subset X of C
is closed if, for each closed subset A of X, the union of the equivalence classes of points
in A is closed. See Figure 8.
Theorem 9.4. If a transcendental entire function f is hyperbolic and finite order, then
J(f) is a pinched Cantor bouquet.
Proof. In fact this result is an almost immediate consequence of our previous results.
First we use Theorem 9.3 to obtain a disjoint type finite order function g, whose Julia
set is related to that of f by the continuous function ϑ.
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Figure 8. An illustration of the Julia sets in Theorem 9.4. The function
g is of disjoint type and finite order, and so J(g) is a Cantor bouquet.
The function f is hyperbolic and of finite order, and the function ϑ is a
surjection from J(g) to J(f) which “pinches” some endpoints to form a
pinched Cantor bouquet.
We then note from Theorem 8.1 and Theorem 8.2 that the Julia set of g is a Cantor
bouquet, and that the only points of J(g) which are not also in I(g) are endpoints. The
result then follows. 
10. A brief overview of other subclasses of B
For reasons of brevity, we have only been able to discuss a few of the subclasses
of class B that have been studied. In fact, there are many other ways to classify the
behaviour of functions in class B, generally depending on the properties of the singular
and postsingular sets. The following brief list gives some examples.
(1) A function f ∈ B is called subhyperbolic if P (f)∩F (f) is compact and P (f)∩J(f)
is finite. (In other words, we relax the definition of hyperbolic functions to
allow finitely many points of P (f) to lie in the Julia set.) These functions were
studied in [MB12]. It is shown there, that – with the additional assumptions
that J(f) ∩ AV (f) = ∅ and that the local degree of f at points of J(f) is
uniformly bounded – then J(f) is a pinched Cantor bouquet, thereby generalising
Theorem 9.4. An example of such a function is f(z) = pi sinh z. This function
also has the property that J(f) = C.
(2) A function f ∈ B is called geometrically finite if S(f) ∩ F (f) is compact and
P (f)∩ J(f) is finite. (In other words, we relax the definition of a subhyperbolic
function to allow P (f)∩ F (f) no longer to be bounded). For these maps, it can
be shown that the Fatou set is either empty or consists of finitely many attracting
or parabolic basins. Such maps were studied in [MB10].
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Figure 9. An illustration of relationships between some of the classes of
functions discussed.
(3) A function f ∈ B is called postsingularly bounded if P (f) is bounded. It can
be readily shown that all geometrically finite maps are postsingularly bounded.
These maps were studied in [Rem07], where it was shown that if f ∈ B is
postsingularly bounded, then Eremenko’s conjecture holds for f . A more recent,
and much more detailed, study of this class of maps was given very recently
in [Ben17]. The authors prove a generalisation of the famous Douady-Hubbard
landing theorem for postsingularly bounded entire functions.
We illustrate the inclusions for the various classes of functions in Figure 9. All the
inclusions are strict; see [MB09] for examples of functions that illustrate this.
11. Constructing functions in class S and class B
11.1. Techniques for constructing transcendental entire functions. Many dif-
ferent techniques have been used to construct transcendental entire functions with novel
dynamical properties. Baker [Bak63] was the first to use infinite products. It seems,
though, that most examples constructed in this way have an unbounded set of critical
values, and so lie outside the class B. (An example of a transcendental entire function
in the class B defined using an infinite product was given in [Cui16].)
Eremenko and Lyubich [EL87] pioneered the use of approximation theory. However,
in general, it does not seem possible to ensure that the resulting functions lie in the
Eremenko-Lyubich class, as this technique gives insufficient control on the set of singular
values.
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The use of Cauchy integrals to create transcendental entire functions with novel dy-
namical properties seems to originate with Stallard [Sta91, Sta97], and also [Sta00] men-
tioned earlier. In the first of those papers Stallard studied functions, given in [PS72],
that are of the form
EK(z) =
1
2pii
∫
L
exp(et)
t− z dt−K, for K > 0,
where the integral is taken around a curve L, which is the boundary of the region
{x+ iy ∈ C : x > 0, |y| < pi}.
The examples constructed by Stallard are all in class B. This technique was also used
in [RRRS11] to construct the transcendental entire function mentioned at the start of
Section 8 for which the Julia set contains no non-trivial path-connected components.
Rempe-Gillen significantly generalised this technique in [RG14].
We also note, in passing, a technique due to MacLane and Vinberg, which can be
used to construct transcendental entire functions with a pre-assigned sequence of real
critical values. This technique was used in [BFRG15] to construct hyperbolic functions
with certain dynamical properties.
Our main goal in this section, however, is to discuss two powerful and related tech-
niques recently introduced by Bishop. The first is the simplest. The second is more
powerful and flexible, but also somewhat more complicated.
Since Bishop makes extensive use of both quasiconformal and quasiregular maps, we
first need to discuss these functions, although we will avoid technicalities. Very roughly
speaking a quasiconformal map is a homeomorphism that is “almost” conformal, in the
sense that it maps infinitesimal circles to infinitesimal ellipses, with a uniform bound
on the eccentricity of the ellipses. All conformal maps are quasiconformal, but the
class of quasiconformal maps is much larger and less rigid. The class of quasiregular
maps is obtained from the class of quasiconformal maps by relaxing the requirement of
injectivity. Hence quasiregular maps provide, in a sense, a generalisation of the class of
analytic maps. Both quasiconformal and quasiregular maps have been used frequently
in the study of complex dynamics; see [BF14] for more information. Finally, we refer
to the monographs [Ric93] and [Vuo88] for a more detailed and precise treatment of
quasiconformal and quasiregular maps.
11.2. Bishop’s “simpler” construction. The construction discussed in this subsec-
tion is from [Bis15b], which itself was inspired by [RG14]. First we define a model. Let
H denote the right half-plane H := {z : Re(z) > 0}. Suppose that I is an index set
which is at most countably infinite, and that
Ω :=
⋃
j∈I
Ωj,
is a disjoint union of unbounded simply connected domains. Suppose also that, for each
j ∈ I, there is a conformal map τj : Ωj → H. Let τ be the map τ : Ω → C which is
equal to τj on Ωj. Suppose that the following conditions are satisfied:
(i) Sequences of components of Ω accumulate only at infinity.
(ii) The boundary of Ωj is connected, for j ∈ I.
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(iii) If (zn)n∈N is a sequence of points of Ω such that τ(zn) → ∞ as n → ∞, then
zn →∞ as n→∞.
Finally, set F := exp ◦τ , so that F maps each Ωj conformally to C \ D. Then the pair
(Ω, F ) is called a model.
Roughly speaking [Bis15b, Theorem 1.1] says the following. If (Ω, F ) is a model, then
there exists a function f ∈ B which, in a sense that can be made precise, is “close” to
F . This means that we can construct a transcendental entire function in class B with
certain properties simply by specifying a model, which is essentially a simple geometric
object.
Rather than discuss this in further detail, we will instead highlight the following
implication of [Bis15b, Theorem 1.1]. This result, which is [Rem16, Theorem 2.5] (see
also [Bis15b, Theorem 1.2]), follows after letting a function G ∈ Blog be a model in
Bishop’s sense.
Theorem 11.1. Suppose that G ∈ Blog is of disjoint type, and let g be defined by
g(exp(z)) = exp(G(z)). Then there is a disjoint-type function f ∈ B and a quasicon-
formal map φ, which maps a neighbourhood U of J(f) to a neighbourhood of exp J(G),
such that φ ◦ f = g ◦ φ on U .
It follows from the conclusion of Theorem 11.1 that J(f) = φ−1(exp J(G)). This
means that any property of J(G) that is preserved by quasiconformal maps – such as
being path-connected – also holds for J(f).
Theorem 11.1 is used extensively by Rempe-Gillen in [Rem16]. Since the examples in
[Rem16] are somewhat complicated, we refer to that paper for further details.
In general, the functions obtained from Theorem 11.1 are not in the class S. Bishop
gives a similar, but modified, version of this construction in [Bis17]. The same definition
of a model is used, but the function generated is always in the class S. However, this
comes with some associated loss of control; for example, f may have additional tracts
that are not present in the original model.
11.3. Bishop’s more sophisticated construction. In [Bis15a] Bishop introduced a
technique called quasiconformal folding. The technique starts with an infinite connected
graph that satisfies certain (not particularly restrictive) geometric conditions. Bishop
shows how to combine certain quasiconformal maps on the complementary components
of the graph into a map continuous across the graph and quasiregular on the whole
plane. The existence of an entire function f with similar properties to the quasiregular
map follows through the measurable Riemann mapping theorem.
The key result is [Bis15a, Theorem 7.2], of which we omit some detail. In this re-
sult the complex plane is divided by a graph into domains known as R-components,
L-components and D-components, with certain quasiconformal maps defined in each.
Subject to certain technical constraints, for which we refer to [Bis15a], these compo-
nents and quasiconformal maps are as follows:
(1) All R-components are unbounded. The quasiconformal map on an R-component is
the composition of a quasiconformal map to the right half-plane and another map,
which can be taken to be z 7→ cosh(z).
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Figure 10. An illustration of a graph showing D, R and L components.
(2) All L-components are also unbounded, and share boundaries only with R-components.
The required quasiconformal map on an L-component is the composition of a quasi-
conformal map to the left half-plane, the exponential map to D\{0} and (if required)
a quasiconformal map from D to D taking the origin to another point in D.
(3) All D-components are bounded, and share boundaries only with R-components. The
required quasiconformal map on a D-component is the composition of a quasicon-
formal map to D, a power map z → zd and (if required) a quasiconformal map from
D to D taking the origin to another point in D.
Very roughly speaking, R-components give rise to exactly two singular values, which
are critical values, of bounded degree, and equal to ±1. Each D-component gives rise
to an additional critical point, which can be of any degree, and an associated critical
value lying in D. Each L-component leads to the addition of a finite asymptotic value,
which also lies in D. It follows that the function f always lies in the class B (since
S(f) ⊂ D), and may even lie in the class S if appropriate choices are made on the D-
and L-components.
Bishop used his result to construct several class B and class S functions with novel
properties. We discuss the following specific example, which is particularly noteworthy
since it was shown in [EL92, GK86] that no function in class S has wandering domains.
Theorem 11.2. There is a transcendental entire function f ∈ B such that f has wan-
dering domains.
Proof. We outline the proof. The construction is delicate, in that the properties of the
D-components depend on the function resulting from [Bis15a, Theorem 7.2]. We do not
attempt to discuss this detail.
The graph used is symmetrical about the real and imaginary axes, and does not use
L-components. One R-component is the strip
S+ := {z = x+ iy : x > 0, |y| < pi/2}.
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The quasiconformal map in S+ is the map z 7→ cosh(λ sinh(z)), where λ ∈ piN is chosen
sufficiently large so that the point 1
2
iterates to infinity along the real axis .
Figure 11. Sketch of the graph for the proof of Theorem 11.2. Three
consecutive images of the disc D0 are shown in dark gray, and four con-
secutive images of the disc D1 are shown in black.
The D-components are disjoint discs of unit radius, centred at points of imaginary part
±pi. The quasiconformal maps on these D-components are compositions of a translation
to D, a power map of high degree and a quasiconformal map that takes the origin to
a point close to 1
2
. The positioning of the D-components, the degree of the power map
and the choice of the point close to 1
2
are all carefully controlled.
The remainder of the complex plane is divided into R-components, but since the
dynamics in these components does not affect the example, the quasiconformal maps
are not specified.
Choosing a small domain U in S+ close to some point with real part
1
2
and with
positive imaginary part, it is shown that the iterates of U under f follow the orbit of 1
2
until – through careful choice of the location of the D-components – the nth iterate (say)
lands in a D-component. The quasiconformal map in this D-component is selected so as
to reduce the diameter of fn(U) by a large factor (by using a power map of sufficiently
high degree), and return it even closer to 1
2
. Subsequent iterates again follow the orbit
of 1
2
but, because they start closer to this point, they do so for longer before landing in
a D-component further from the origin. Bishop shows that U ⊂ F (f). It follows that
U is a wandering domain since the iterates in U have both bounded and unbounded
sub-orbits, and this behaviour is impossible in a periodic or pre-periodic domain. 
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The construction in Theorem 11.2 was recently modified in [FJL17] to give a tran-
scendental entire function f ∈ B with wandering domains in which f is univalent.
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