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We investigate a mesoscopic refrigerator based on chiral quantum Hall edge channels. We discuss
a three-terminal cooling device in which charge transport occurs between a pair of voltage-biased
terminals only. The third terminal, which is to be cooled, is set as a voltage probe with vanishing
particle flux. This largely prevents the generation of direct Joule heating which ensures a high
coefficient of performance. Cooling operation is based on energy-dependent quantum transmissions.
The latter are implemented with the aid of two tunable scattering resonances (quantum dots).
To find the optimal performance point and the largest temperature difference created with our
refrigerator, it is crucial to address the nonlinear regime of transport, accounting for electron-
electron interaction effects. Our numerical simulations show that the maximal cooling power can be
tuned with the quantum dot couplings and energy levels. Further, we provide analytical expressions
within a weakly nonlinear scattering-matrix formalism which allow us to discuss the conditions for
optimal cooling in terms of generalized thermopowers. Our results are important for the assessment
of chiral conductors as promising candidates for efficient quantum refrigerators with low dissipation.
I. INTRODUCTION
A great obstacle for the operation of nanoscale inte-
grated circuits is heat dissipation, which can dramati-
cally alter their performance. Thus, it is highly desir-
able to have nanoelectronic devices where heat can be
removed or converted into useful electric work. To this
purpose, thermoelectric phenomena can be exploited by
taking into account both particle and energy fluxes. As a
matter of fact, the field of quantum thermoelectrics has
experienced a rapid development in the last two decades
using low-dimensional nanodevices [1], such as quantum
dots [2–10]. A thermoelectric device can use electrical
power to extract heat from a reservoir, hence operating
as a refrigerator (Peltier effect) or, by reciprocity, trans-
form a temperature difference into an output power, thus
acting as a heat engine (Seebeck effect). When nanoscale
heat engines are connected to multiple terminals, they
behave as powerful and efficient energy harvesters [11].
This is because the directions of charge and heat cur-
rents become decoupled [12]. The effect have been experi-
mentally demonstrated with three-terminal quantum-dot
setups [13–16], paving the way for a new generation of
multiterminal, highly efficient nanoscale heat engines. In
the quantum Hall regime due to strong magnetic fields,
the conducting channels are chiral and precisely the na-
ture of edge states gives rise to powerful energy har-
vesters [17, 18] and ideal thermal diodes [19]. Quite gen-
erally, broken time-reversal symmetry facilitates the ap-
pearance of large efficiencies at finite output power [20–
22] due to symmetry breaking of the off-diagonal ele-
ments of the Onsager matrix [23, 24]. Surprisingly, the
operation of such devices in their dual role as refrigera-
tors has thus far been largely unexplored. Recent experi-
ments, however, emphasize the thermoelectric properties
of chiral edge states [25, 26], and permit to trace the
relaxation of energy along the propagation channels [27–
30].
While there have been a few proposals of two-terminal
refrigerators based on resonant tunneling through quan-
tum dots [31–34], superconductor-normal metal junc-
tions [35–38] and metallic islands and quantum dots in
the Coulomb-blockade regime [39–44], examples of multi-
terminal refrigerators comprise minimal models of refrig-
erators consisting of qubits coupled to bosonic baths [45–
50], arrangements of four quantum dots [51] and mixed
junctions [52–55]. In this paper, we investigate a three-
terminal chiral refrigerator based on quantum Hall edge
states.
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FIG. 1. (a) Schematic of the model system used for the
analysis of the nonlinear chiral refrigerator proposal. The
edge channels are split into different regions Ai, Bi and Ci
which are assumed to have a constant electrostatic potential.
(b) Energy diagram for the tunneling electrons across the two
quantum dots (L and R) in the operational mode when heat
is extracted from terminal 3.
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2A sketch of the proposed device is shown in Fig. 1(a).
Our setup is interesting for a number of reasons. The sys-
tem is based on transport along a single quantum chan-
nel. Thus, it potentially allows for much larger cooling
powers than refrigerators based on tunnel junctions. Im-
portantly, the chiral refrigerator is able to cool a termi-
nal which is several micrometers away due to the fact
that edge states can travel long distances with very lit-
tle dissipation. Additionally, the third terminal which
is to be cooled carries no charge current. As a conse-
quence, there is no direct Joule heating and this allows
us to achieve highly efficient coolings without heating
the electronic environment, which is an appealing fea-
ture from the experimental perspective. As there is no
direct Joule heating, it is crucial to include nonlinear ef-
fects in the theoretical analysis of the refrigerator in order
to properly estimate the maximal cooling power and the
minimal reachable temperature [56]. We show that both
power and efficiency of our quantum dot-based refriger-
ator can be tuned with either the width of the dot levels
or their positions. Both parameters can be experimen-
tally manipulated with electric fields applied to nearby
gate terminals. All our findings are obtained employing
the generalized scattering theory formalism for treating
thermoelectric transport in which we include interactions
to properly describe the nonlinear regime [57].
II. THE SYSTEM
We consider a three-terminal conductor in the quan-
tum Hall regime with filling factor 1. Therefore, only the
lowest Landau level is occupied and there exists a sin-
gle chiral edge state running along the boundary of the
sample. This is represented in Fig. 1(a) with solid lines
and arrows indicating the propagation direction. The
basic operation mechanism consists of driving a charge
current between terminals 1 and 2 by applying a bias
voltage V1 − V2. The device also needs some type of
energy-dependent scattering. This is accomplished by
inserting quantum scatterers near terminals 1 and 2. For
instance, one can define negatively biased top-gate fin-
gers [red areas in Fig. 1(a)] on top of the electron gas
(yellow area). For concreteness, in the following we take
these scatterers to be quantum dots r = L,R, each hav-
ing a single resonant level with energy Er and tunneling-
induced level width Γr. Electrons injected from 1 tunnel
through the left resonance and occupy states in 3 below
EF [Fig. 1(b)]. At the same time, thermally excited elec-
trons in 3 tunnel through the right resonance and occupy
states in 2 above EF . Since the voltage V3 adjusts itself
such that charge current into terminal 3 vanishes, the
overall effect is a heat extraction from terminal 3 since
states below (above) the Fermi energy become progres-
sively populated (depopulated) while the particle current
is kept to zero. In an experiment, the latter condition is
easily achieved by operating terminal 3 as a floating con-
tact (voltage probe). We emphasize that the working
principle of our thermoelectric refrigerator takes advan-
tage on chirality—a preferred propagation direction of
electronic motion. Chirality can be exploited to generate
spin polarizations [58], departures of the Onsager reci-
procity [59], spin caloritronic effects [60, 61], heat rectifi-
cation [62], and spin refrigeration [63, 64]. Our proposal
is unique in the sense that it combines all-electrical chiral-
ity and nonlinearity to achieve maximum cooling power.
III. THEORY
In order to discuss the nonlinear response of the refrig-
erator, we employ the nonlinear scattering matrix theory
for charge and heat transport [65–67]. At very low tem-
perature and for conductors free of disorder, transport
is elastic and the scattering matrix is a function of both
the energy E and the electron-electron potential land-
scape U(~r) of the conductor. The evaluation of the elec-
trostatic profile requires to solve the Poisson equation,
which is computationally costly. Instead, we here follow
a simplified approach and split the potential into nine dif-
ferent regions X = {A1, A2,ΩL, B1, B2, B3,ΩR, C1, C2}
as indicated in Fig. 1(a). In each zone the potential is
taken to be constant, UX . The charge in region X can
be expressed as
qX = e
∫
dE
∑
j
νX,j(E)fj(E) , (1)
where νpX,j is the particle injectivity of lead j = 1, 2, 3
in region X. The injectivity is the density of states
associated to those carriers originated from lead j. In
App. A we give the full expressions for all these func-
tions in the considered regions. In Eq. (1), fj(E) =
1/{exp[(E − µj)/kBTj ] + 1} is the Fermi function with
µj = EF +eVj the electrochemical potential of terminal j
and Tj = T +∆Tj its temperature (T is the base temper-
ature and ∆Tj the thermal shift). Then, the net injected
charge is δqX = qX − qeqX , where qeqX is calculated from
Eq. (1) considering that all external dc potentials Vj are
equal and no temperature bias is applied (∆Tj = 0).
Interaction between charges in different regions is de-
scribed by a geometric capacitance matrix CX,X′ . Ac-
cording to the discretized version of the Poisson equation
we have
qX =
∑
X′
CX,X′UX′ . (2)
We consider the strongly interacting limit, which is the
experimentally relevant case. Therefore, we set CX,X′ =
0. Thus, Eqs. (1) and (2) determine the internal potential
at both dot sites. We find for the injected charge in the
3two quantum dots:
δqΩL =
eΓL
4pi
[
IL1 (V1, T1) + IL1 (V3, T3)− 2IL1,eq
]
, (3)
δqΩR =
eΓR
4pi
{Γ2L
4
[I2(V1, T1)− I2(V3, T3)]
+ IR1 (V3, T3) + IR1 (V2, T2)− 2IR1,eq
}
, (4)
where the integrals Ir1 and I2 are defined and evaluated
in App. B. Note that for the equilibrium values we as-
sume UΩL = UΩR = 0, which can always be achieved by
redefining the level positions EL and ER.
Once the potential of each region is calculated, the
expressions for the heat and charge currents in lead i are
computed via the scattering matrix approach:
Iei =
e
h
∑
j
∫
dE [δij − Ti←j(E,UX)] fj(E), (5)
IEi =
1
h
∑
j
∫
dEE [δij − Ti←j(E,UX)] fj(E), (6)
Ihi =
1
h
∑
j
∫
dE(E − µi) [δij − Ti←j(E,UX)] fj(E),
(7)
where Ti←j(E,UX) denotes the energy-dependent trans-
mission probability from terminal j to terminal i. The
currents are then expressed in terms of the integrals pro-
vided in App. B. The sign convention for the fluxes is
such that heat (and particle) currents are positive when
the flow is directed toward the sample. Therefore, posi-
tive values of Ihi imply cooling of reservoir i.
IV. RESULTS AND DISCUSSION
We first analyze the behavior of the heat flow driven at
the third contact by the voltage difference V = V1 − V2
applied between contacts 1 and 2 as a function of the
dot level positions EL and ER. In what follows, we as-
sume that each dot in Fig. 1(a) couples symmetrically to
the edge states on its left and right side. This assumption
does not affect the main conclusions of our work. Figure 2
displays the results in the isothermal case, i.e., when all
terminals are kept at the same temperature (∆Ti = 0).
For small voltages eVi  kBT , the system works as a
refrigerator that cools terminal 3 since Ih3 > 0. This sit-
uation occurs whenever the dot level positions are tuned
such that ER > 0 and EL < 0. In fact, the maximal
cooling power occurs for ER = −EL ' 2.5kBT for the
chosen parameters, see Fig. 2(a). As the bias voltage is
increased, the absolute value of the heat current grows
as well as shown in Fig. 2(b). However, this increase is
stronger for EL = −ER > 0, in which case the third
terminal is always heated (Ih3 < 0), than for the cooling
condition EL = −ER < 0. By further increasing the
bias voltage [Fig. 2(c)], the region where the cooling phe-
nomenon occurs disappears and the third lead only gets
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FIG. 2. Heat current out of the third terminal Ih3 [in units
of (kBT )
2/h] as a function of the two level positions for (a)
eV1 = −eV2 = 0.1kBT , (b) eV1 = −eV2 = kBT , and (c) eV1 =
−eV2 = 5kBT . Parameters are ΓL = ΓR = Γ = 2.6kBT ,
∆Ti = 0. As the bias voltage is increased, the cooling power
increases as well. However, from a certain bias voltage on, the
cooling power starts to decrease and finally turns negative for
any value of level positions.
heated for any configuration of the dot levels. This is
originated from the fact that for large values of V elec-
trons at terminal 1 possess a high potential energy and
are consequently transmitted to terminal 3, leading to
a heating of the third terminal. For this to occur two
aspects are crucial: on one hand, the fact that the dot
resonances are voltage shifted. The level renormalization
is due to Coulomb repulsion and this further supports
the importance of including interactions in the nonlinear
regime of transport. On the other hand, we have con-
40 2 4 6 8 10
eV/kBT
0
0.1
0.2
0.3
0.4
0.5
0.6
I
h 3
/[
(k
B
T
)2
/h
]
(a)
Γ = 0.6kBT
Γ = 1.6kBT
Γ = 2.6kBT
Γ = 3.6kBT
Γ = 4.6kBT
0 1 2 3 4
eV/kBT
0
0.2
0.4
0.6
0.8
1
I
h 3
/[
(k
B
T
)2
/h
]
(b)
Γ = 20kBT
Γ = 10kBT
Γ = 5kBT
FIG. 3. (a) Cooling power at ∆Ti = 0 as a function of the
applied bias voltage for different level widths. Level positions
are ER = −EL = 2.9kBT . (b) Heat current flowing out of ter-
minal 3 for different linewidths. Solid lines correspond to the
numerical solution while dashed lines refer to the analytical
solution. We set the level positions as ER = −EL = Γ/2.
sidered finite resonance lifetimes Γ & kBT such that at
large enough voltage, the injection (absorption) of elec-
trons above (below) the chemical potential of terminal 3
are favorable, hence limiting the performance of a realis-
tic refrigerator.
Remarkably, the chirality of the electron motion intro-
duces an additional asymmetry in the device, as electrons
injected from terminal 3 are absorbed by terminal 2 con-
ditioned on being reflected first at quantum dot L, while
electrons injected from 2 are never absorbed by 1. This
allows our system to work as a refrigerator even for mirror
symmetric configurations with EL = ER and ΓL = ΓR,
as can be clearly seen in the diagonal of Fig. 2(a). (Note
that standard thermocouples rely on simultaneous bro-
ken electron-hole and mirror symmetries [1].) Nonlinear
voltages reduce and eventually removes this effect, see
Fig. 2(b) and (c).
Let us now take a closer look at the refrigerator op-
eration in the nonlinear regime. Figure 3(a) shows the
cooling power of the refrigerator Ih3 as a function of the
applied voltage for different values of the dot level broad-
ening. Quite generically, we find that the maximum cool-
ing power is a nonmonotonic function of the voltage dif-
ference. We observe that the heat current in terminal
3 first rises as V is increased, then reaches a maximum
(the maximum cooling power) and finally drops for larger
voltages. We note that the bias voltage at which the max-
imal cooling power occurs decreases as the level width
Γ = ΓL = ΓR enhances. Similarly, the dependence of the
maximal cooling power on the level width is nonmono-
tonic. It attains its highest value when Γ ' 2.6kBT .
This optimal value is related to the dots acting as energy
filters but at the same time with sufficiently large values
of energy broadening that allow for nonnegligible heat
flows.
We now show that our numerical findings can be un-
derstood within a weakly nonlinear transport model [67].
This model is based on a perturbative expansion in terms
of both electric and thermal gradients. We focus on an
analysis of the cooling performance. Hence, it suffices for
our purposes to expand the heat current Ih3 up to second
order in the applied bias voltage. In this fashion, the
cooling power reads
Ih3 =
∑
α
R3αVα +
∑
αβ
R3αβVαVβ , (8)
where α and β are lead indices, R3α = (∂I
h
3 /∂Vα)eq
and R3αβ = (1/2)(∂
2Ih3 /∂Vα∂Vβ)eq are the linear and
leading-order nonlinear responses, respectively, evaluated
at equilibrium (i.e., for V1 = V2 = V3 = 0) [67]. Using the
sum rules enforced by unitarity of the scattering matrix,∑
β Rαβ =
∑
βγ(Rαβγ−Rαγβ) = 0 [66], Eq. (8) becomes
Ih3 = R31(V1 − V3) +R32(V2 − V3)−R312(V1 − V2)2
−R313(V1 − V3)2 −R323(V2 − V3)2 . (9)
We stress that this formalism leads to gauge-invariant
expressions unlike alternative approaches [68] since
electron-electron interactions are included. We consider
that terminal 3 is a floating probe, whose electrochemical
potential is determined from the condition that there is
no net flow of particles through this terminal: Ie3 = 0.
To be consistent, this charge current is expressed up to
second order in a bias voltage expansion,
Ie3 =
∑
α
G3αVα +
∑
αβ
G3αβVαVβ , (10)
Here, G3α = (∂I
e
3/∂Vα)eq and G3αβ =
(1/2)(∂2Ie3/∂Vα∂Vβ)eq are the linear and weakly
nonlinear electrical conductances. Substituting V3 into
Eq. (9) we find an analytical expression for the cooling
power as a function of the transport coefficients,
Ih3 =
G32R31 −G31R32
G31 +G32
V − R313G
2
32 +R323G
2
31
(G31 +G32)2
V 2
−R312V 2 + R31 +R32
(G31 +G32)3
[
G312(G31 +G32)
2
+G313G
2
32 +G323G
2
31
]
V 2 , (11)
5where we have set V1 = −V2 = V/2 without loss of gen-
erality because, as discussed before, our theory is gauge
invariant [65]. A simpler expression can be obtained for
Ih3 when the following assumptions are made. First, at
very low temperature the coefficients Rαβγ are propor-
tional to δαβ + δαγ − δβγ [67]. Therefore, we can neglect
the third term in the right-hand side of Eq. (11). Sec-
ond, the coefficients Rαβ and Gαβγ depend on the energy
derivative of the transmission [67]. As a consequence, the
last term in the right-hand side of Eq. (11) is a small cor-
rection in the low temperature limit and Eq. (9) simplifies
to
Ih3 =
G32R31 −G31R32
G31 +G32
V − R313G
2
32 +R323G
2
31
(G31 +G32)2
V 2 ,
(12)
Interestingly, our problem effectively becomes noninter-
acting since the nonlinear responses in Eq. (12) are quite
insensitive to variations of the scattering matrix with
voltage and therefore to nonlinear screening. This can
be seen if we apply a Sommerfeld expansion:
R31 = −2pi
2ek2BT
2
3h
T ′31 , (13)
R32 = −2pi
2ek2BT
2
3h
T ′32 , (14)
R313 =
e2
h
T31 = −1
2
G31 , (15)
R323 =
e2
h
T32 = −1
2
G32, , (16)
where the energy is evaluated at EF and primes indicate
energy derivatives.
Equation (12) is able to qualitatively explain the be-
havior of the cooling power shown in Fig. 3(a). Cool-
ing operation mode switches on when G32R31 < G31R32
since the second term in the right-hand side of Eq. (12) is
always negative. For our refrigerator setup in Fig. 1, we
have T31 = TL(1 − TR) and T32 = TR, where TL (TR) is
the transmission probability through the left (right) dot
in Fig. 1. Therefore, cooling demands that
T ′L
TL <
T ′R
TR(1− TR) , (17)
where the functions TL/R and their energy derivatives
T ′L/R are evaluated at the Fermi energy. This condition
is translated into the fact that EL < ER is most favor-
able to have cooling. This precisely is what has been
numerically found in Fig. 2. However, the asymmetry
between left and right hand sides of Eq. (17), which is
once more a consequence of chirality, allows for cooling
even if TL = TR.
A more physical and intuitive interpretation can be
given if we recast G32R31 < G31R32 as S31 > S32, where
Sij ∝ d lnTij/dE for E = EF is a thermopower or See-
beck coefficent generalized to multiterminal setups [69–
71]. Then, for EL = −ER < 0 the right dot supports
electrons traveling above the Fermi energy (i.e., the ther-
mopower is negative) while the left dot supports elec-
trons traveling below the Fermi energy (i.e., the ther-
mopower is positive), which is consistent with the con-
dition S31 > S32. The quasiparticle energy difference is
supplied by the terminal which is being cooled.
Furthermore, Eq. (12) predicts that the maximum
cooling power Ih3,m will occur at the applied voltage
Vm =
1
2
(G31 +G32)(G32R31 −G31R32)
R313G232 +R323G
2
31
, (18)
in which case
Ih3,m =
1
4
(G32R31 −G31R32)2
R313G232 +R323G
2
31
. (19)
Since this expression involves energy derivatives of the
dot transmissions, it is natural to expect that Ih3,m
becomes optimal when the transmissions change more
rapidly, i.e., for energies of the order of Γ (maximal
charge fluctuations), in agreement with the full numeri-
cal calculations. Therefore, quantum dot junctions with
large thermopowers will show higher cooling powers but
with proper tuning of the tunnel broadening value as we
already showed in our numerics. Indeed, for very small Γ,
R31 (as the transmission derivative) increases but G32 de-
creases. Therefore, there exists an optimal value of Γ that
maximizes Ih3,m, explaining the nonmonotonic behavior
of Ih3,m versus Γ depicted in Fig. 3(a). A comparison be-
tween the weakly nonlinear analysis and the exact solu-
tion is shown in Fig. 3(b). The agreement in the low tem-
perature case is excellent (Γ = 20kBT ). Deviations are
stronger for smaller ratios of Γ/kBT since the Sommer-
feld expansion of Eqs. (13), (14), (15), and (16) breaks
down. However, the weak coupling limit (Γ  kBT ) is
less interesting from a practical point of view because it
leads to lower cooling powers [see, e.g., the blue curve in
Fig. 3(a)].
Next, we discuss the efficiency of our refrigeration pro-
cess. This is quantified by the coefficient of performance
COP =
Ih3
Ie1(V1 − V2)
. (20)
In Fig. 4(a) we show COP expressed in units of the
Carnot efficiency εC = −(T + ∆T3)/∆T3 as a function
of the temperature at the third lead, ∆T3/T , for various
values of the dot level broadening. The optimal configu-
ration for the cooling performance is obtained when the
level broadening Γ is small and the temperature differ-
ence is sufficiently large. This case in Fig. 4(a) is rep-
resented by the curve corresponding to Γ = 0.01kBT
when ∆T3/T ' 0.5. As a general trend, we find that as
the temperature gradient is increased, the COP grows,
reaches a maximum and finally drops to zero for very
large ∆T3. For broad resonances, the COP shows a
nearly quadratic dependence on ∆T3. As the level width
is decreased, this quadratic dependence no longer holds
6−0.6 −0.4 −0.2 0.0
∆T3/T
0
0.1
0.2
0.3
0.4
C
O
P
/ε
C
(a)
Γ = 0.01kBT
Γ = 0.1kBT
Γ = 0.6kBT
Γ = 1.6kBT
Γ = 2.6kBT
0 5 10 15
eV/(kBT )
−60
−50
−40
−30
−20
−10
0
∆
T
3
[m
K
]
(b)
T = 100 mK
T = 150 mK
T = 200 mK
T = 250 mK
T = 300 mK
FIG. 4. (a) Coefficient of performance in units of the Carnot
efficiency εC = −(T + ∆T3)/∆T3 as a function of the tem-
perature bias for different level widths. For each curve the
bias voltage has been chosen such as to generate the largest
possible heat current at zero temperature difference. Level
positions are chosen as ER = −EL = 2.9kBT . (b) Largest
temperature difference that the refrigerator can reach in the
presence of a phonon bath for different base temperatures
with a symmetrically applied bias voltage V = V1/2 = −V2/2.
For each base temperature level width and level position are
optimized to create the largest possible temperature differ-
ence. Parameters are Σ = 109 WK−5m−3 and V = 10−20 m3.
and the maximal COP takes place for smaller values of
T3. We furthermore remark that decreasing the level
width strongly enhances the COP. This behavior can
be understood as follows. For sharp levels, the sys-
tem has excellent energy filtering properties that lead
to very efficient cooling. At the same time, the heat and
charge currents that can flow in the device are small due
to the smallness of Γ that diminishes the input power
Ie1(V1 − V2). However, for broad levels energy filtering
becomes poor, thus degrading the performance of the re-
frigerator although the input power increases. In between
these two configurations, there is an optimal level width
that gives rise to a large cooling power with a relatively
small input power in combination with a reasonable COP.
This is similar to what was found previously for heat
engines based on resonant tunneling through quantum
dots [72] and quantum wells [73].
A further important quantity to characterize the re-
frigeration performance is the maximal temperature dif-
ference that the cooler can generate (i.e., the value of
∆T3 at which I
h
3 = 0 for a given bias voltage). In order
to determine this quantity, we consider a simple thermal
model where terminal 3 couples to phonons in the sub-
strate giving rise to a heat current due to electron-phonon
coupling
Pe-ph = ΣV(T 53 − T 5ph) (21)
which again is positive if heat flows from the electric
conductor into the phonon bath. In the above ex-
pression, Σ characterizes the strength of the electron-
phonon coupling. For typical metals, it takes the value
Σ ' 109 WK−5m−3. V is the volume of the conductor
which for a typical mesoscopic structure is of the order
of V ' 10−20 m3. Finally, Tph denotes the temperature
of the phonon bath. The stationary temperature of ter-
minal 3 is determined by the balance equation
Ih3 + Pe-ph = 0. (22)
As Ih3 scales quadratically with the temperature while
the phononic contribution scales as T 5, we immediately
conclude that the refrigerator works best at low temper-
atures. This can be seen in Fig. 4(b), which shows the
minimal temperature that the refrigerator can reach at
different base temperatures. As temperature is lowered,
the relative change in temperature increases. In terms
of the absolute temperature difference that can be ob-
tained, we find that it occurs in the temperature range
between 100 and 200 mK.
We can also apply our previous weakly nonlinear model
to discuss the minimum possible temperature. Substitut-
ing Eq. (12) into Eq. (22), we can solve for the minimum
attainable temperature,
(∆T3)min = T
(
1 +
a2
4bΣVT 5
)1/5
, (23)
where a = (G32R31 − G31R32)/(G31 + G32) and b =
(R313G
2
32 + R323G
2
31)/(G31 + G32)
2. Importantly, the
minimum temperature increases with a, which is gov-
erned by the thermopower asymmetry between the dots,
S31−S32, much like the maximum cooling power given by
Eq. (19). This explains why the optimum voltage value
is similar in both Figs. 3(a) and 4(b).
We would like to point out that in the absence of
phonons the refrigerator would achieve lowest temper-
atures with very narrow resonances because in this case
cooling is highly efficient. As the absolute cooling power
is very small in this case, even a very weak electron-
phonon coupling gives rise to heat currents from the sub-
strate into the electrode which are much larger than the
cooling power. Hence, in order to operate the device ef-
ficiently in a realistic scenario, level widths of the order
of kBT are required.
7V. CONCLUSIONS
In closing, we propose a refrigerator based on chiral
quantum Hall edge channels present in a three-terminal
conductor hosting two quantum dot scatterers. The de-
vice operates by driving a charge current between ter-
minals 1 and 2. As a consequence, heat is extracted
from terminal 3 that acts as a voltage probe. Our trans-
port theory fully accounts for nonlinear effects. Electron-
electron interactions are included at the mean-field level,
which is a good approximation in the absence of strong
correlations. We have found that cooling is possible only
by means of certain energy-dependent scattering that in
our setup is provided by the two quantum dots. The ad-
vantage of this multiterminal configuration is that there
is no direct Joule heating in the cooled terminal. Our
findings indicate that by properly tunning the dot level
couplings to the edge states the setup can work as a pow-
erful and efficient refrigerator with distinctive features
arising from chirality. We estimate that for realistic de-
vices our refrigerator can cool by about 60 mK at a base
temperature of 150 mK. For comparison, Ref. [74] reaches
with a Coulomb blockade refrigerator a maximum value
of 15 mK at a base temperature of 90 mK. Therefore, our
results might be of great importance for the implementa-
tion of coolers in nanochips simultaneously showing op-
timal performance and avoiding heating effects.
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Appendix A: Discretization
The different regions of constant potential, A1, A2, B1,
B2, B3, C1, C2, ΩL and ΩR, are shown in Fig. 1(a). In
the following, we assume that all edge channels have the
same, constant density of states νF. The transmission
and reflection amplitudes of the two quantum dots are
given by
tr =
1
2
(
e2iδr − 1) , (A1)
rr =
1
2
(
e2iδr + 1
)
, (A2)
with
e2iδr =
E − Er − iΓr/2
E − Er + iΓr/2 . (A3)
The corresponding transmission probability then reads
Tr = 1−Rr = |tr|2 = Γ
2
r/4
(E − Er − eUΩr)2 + Γ2r/4
. (A4)
The particle injectivities νpX,j of lead j in region X are
then given by
ν¯pA1,1 = νF, ν¯
p
A1,2 = 0, ν¯
p
A1,3 = 0,
ν¯pA2,1 = RLνF, ν¯pA2,2 = 0, ν¯pA2,3 = TLνF,
ν¯pB1,1 = 0, ν¯
p
B1,2 = 0, ν¯
p
B1,3 = νF,
ν¯pB2,1 = TLνF, ν¯pB2,2 = 0, ν¯pB2,3 = RLνF,
ν¯pB3,1 = TLRRνF, ν¯pB3,2 = TRνF, ν¯pB3,3 = RLRRνF,
ν¯pC1,1 = 0, ν¯
p
C1,2 = νF, ν¯
p
C1,3 = 0,
ν¯pC2,1 = TLTRνF, ν¯pC2,2 = RRνF, ν¯pC2,3 = RLTRνF.
The injectivities for the two quantum dots are given by
νpΩL,1 = −
1
2pii
(
r∗L
δrL
eδUΩL
+ t∗L
δtL
eδUΩL
)
(A5)
= +
1
2pii
(
r∗L
drL
dE
+ t∗L
dtL
dE
)
(A6)
=
1
pi
ΓL/4
(E − EL − eUΩL)2 + Γ2L/4
=
TL
piΓL
, (A7)
and similarly
νpΩL,2 = 0 , (A8)
and
νpΩL,3 =
1
pi
ΓL/4
(E − EL − eUΩL)2 + Γ2L/4
=
TL
piΓL
, (A9)
as well as
νpΩR,2 =
1
pi
ΓR/4
(E − ER − eUΩR)2 + Γ2R/4
=
TR
piΓR
. (A10)
For the injectivities νpΩR,1 and ν
p
ΩR,3 we need to take into
account the presence of the left dot which gives rise to
an additional factor TL and RL, respectively:
νpΩR,1 =
TL
pi
ΓR/4
(E − ER − eUΩR)2 + Γ2R/4
=
TLTR
piΓR
,
(A11)
νpΩR,3 =
RL
pi
ΓR/4
(E − ER − eUΩR)2 + Γ2R/4
=
RLTR
piΓR
.
(A12)
8Appendix B: Integrals
In order to evaluate the nonequilibrium charge, we
need the following integrals:
Ir1 (µj , Tj) =
∫
dE
(E − Er)2 + Γ2r/4
fj(E)
=
pi
Γr
− 2
Γr
Im Ψ(z+j ) , (B1)
where Ψ(z+j ) is the digamma function with argument
z±j =
1
2 +
Γr
4pikBTj
± Er−µj2pikBTj , and
I2(µj , Tj) =
∫
fj(E)dE
[(E − EL)2 + Γ2L/4][(E − ER)2 + Γ2R/4]
=
ΓL+ΓR
ΓLΓR
pi
η
− 2
η2 − Γ2LΓ2R/4
×
{
(EL−ER)
[
Re Ψ(z+Lj)−Re Ψ(z+Rj)
]
+
∑
r 6=r′
Γr
Γ1Γ2
[
(EL−ER)2+Γ
2
r′−Γ2r
4
]
Im Ψ(z+rj)
}
,
(B2)
where z±rj =
1
2 +
Γr
4pikBTj
± Er−µj2pikBTj and η = (EL −ER)2 +
(Γ21 + Γ
2
2)/4.
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