Abstract. There are two notions of approximate Birkhoff-James orthogonality in a normed space. We characterize both the notions of approximate Birkhoff-James orthogonality in the space of bounded linear operators defined on a normed space. A complete characterization of approximate Birkhoff-James orthogonality in the space of bounded linear operators defined on Hilbert space of any dimension is obtained which improves on the recent result by Chmieliński et al. [ J. Chmieliński, T. Stypula and P. Wójcik, Approximate orthogonality in normed spaces and its applications, Linear Algebra and its Applications, 531 (2017), 305-317.], in which they characterized approximate Birkhoff-James orthogonality of linear operators on finite dimensional Hilbert space and also of compact operators on any Hilbert space.
Introduction.
There are various notions of orthogonality in a normed space, which are in general different, if the norm is not induced by an inner product. Among all the notions of orthogonality, Birkhoff-James orthogonality [1, 5] plays a very important role in the study of geometry of normed spaces. In [5] James elaborated how the notions like smoothness, rotundity etc. of the space can be studied using Birkhoff-James orthogonality. This notion has its importance in studying the geometric properties of the operator space. Recently Paul et al. [6] obtained a sufficient condition for the smoothness of a bounded linear operator using Birkhoff-James orthogonality of bounded linear operators. Due to the importance of Birkhoff-James orthogonality it has been generalized by Dragomir [4] and Chmieliński [2] and is known as approximate Birkhoff-James orthogonality. In this paper we characterize approximate Birkhoff-James orthogonality of bounded linear operators which explores the interrelation between that of the ground space and the space of bounded linear operators. To proceed in details we fix some notations and terminologies.
Let X, Y denote real normed spaces and H, a real Hilbert space. Let B X and S X denote the unit ball and the unit sphere of X respectively, i.e., B X = {x ∈ X : x ≤ 1} and S X = {x ∈ X : x = 1}. Let B(X, Y)(K(X, Y)) denote the space of all bounded(compact) linear operators from X to Y. We write B(X, Y) = B(X) and K(X, Y) = K(X) if X = Y. A bounded linear operator T is said to attain norm at x ∈ S X if T x = T . Let M T denote the set of all unit elements at which T attains norm, i.e., M T = {x ∈ S X : T x = T }. The norm attainment set M T plays an important role in characterizing Birkhoff-James orthogonality of bounded linear operators [6, 8, 9] .
For any two elements x and y in X, x is said to be orthogonal to y in the sense of Birkhoff-James, written as x ⊥ B y, if x + λy ≥ x for all real scalars λ. If the norm of the space is induced by an inner product then x ⊥ B y is equivalent to x, y = 0. For T, A ∈ B(X, Y), T is said to be orthogonal to A in the sense of Birkhoff-James, written as T ⊥ B A, if T + λA ≥ T for all real scalars λ. In an inner product space H approximate orthogonality is defined in the following way: Let ǫ ∈ [0, 1). Then for x, y ∈ H, x is said to be approximate orthogonal to y, written as x ⊥ ǫ y, if
Dragomir [4] introduced the notion of approximate Birkhoff-James orthogonality in a normed space as follows: Let ǫ ∈ [0, 1). Then for x, y ∈ X, x is said to be approximate ǫ− Birkhoff-James orthogonal to y if
Later on, Chmieliński [2] slightly modified the definition in the following way: Let ǫ ∈ [0, 1). Then for x, y ∈ X, x is said to be approximate ǫ− Birkhoff-James orthogonal to y if
In this case, we write x⊥
Recently Chmieliński [2] introduced another notion of approximate Birkhoff-James orthogonality, defined in the following way: Let ǫ ∈ [0, 1). Then for x, y ∈ X, x is said to be approximate ǫ− Birkhoff-James orthogonal to y if
In this case, we write x⊥ ǫ B y. Chmieliński et al. [3] characterized "x⊥ ǫ B y" for real normed spaces as in the following theorem: Theorem 1.1 (Theorem 2.3, [3] ). Let X be a real normed space. For x, y ∈ X and ǫ ∈ [0, 1) :
It should be noted that in an inner product space, both types of approximate Birkhoff-James orthogonality coincide. However, this is not necessarily true in a normed space. Also note that, in a normed space, both types of approximate Birkhoff-James orthogonality are homogeneous. In this paper we characterize both types of approximate Birkhoff-James orthogonality of bounded linear operators using the norm attainment set. To do so we need the following two definitions introduced in [7] and [10] respectively. Definition 1.1 ( [7] ). For any two elements x, y in a real normed space X, let us say that y ∈ x + if x + λy ≥ x for all λ ≥ 0. Accordingly, we say that y ∈ x − if x + λy ≥ x for all λ ≤ 0.
Definition 1.2 ([10]
). Let X be a normed space and let x, y ∈ X. For ǫ ∈ [0, 1), we say that
A in terms of the norm attainment set M T when the space X is a reflexive Banach space. We also provide an alternative proof of Theorem 2.2 of [7] which states that in a finite dimensional real normed space, T ⊥ B A if and only if there exists x, y ∈ M T such that Ax ∈ (T x) + and Ay ∈ (T y) − . We characterize approximate Birkhoff-James orthogonality T ⊥ ǫ B A of a bounded linear operator T acting on a Hilbert space of any dimension. This improves on the Theorem 3.4 of [3] in which the characterization of approximate Birkhoff-James orthogonality of compact linear operator was obtained. We also provide characterization of approximate Birkhoff-James orthogonality T ⊥ 
Proof. We first prove the necessary condition.
+ . Now since T, A are compact linear operators, T + λA is also a compact linear operator for each λ ∈ R. Therefore, for each
holds. This completes the proof of the necessary part. Now we prove the sufficient part. Suppose that (a) holds. Then for all
Using the last result we now give another proof of characterization of Birkhoff-James orthogonality [Theorem 2.2, [4] ] of bounded linear operators in terms of the norm attainment set. Theorem 2.2. Let X be a finite dimensional Banach space. Let T, A ∈ B(X). Then T ⊥ B A if and only if there exists x, y ∈ M T such that Ax ∈ (T x)
+ and Ay ∈ (T y) − .
Proof. The sufficient part of the proof is obvious. We prove the necessary part. Being finite dimensional Banach space, the space X is reflexive and every bounded linear operator defined on X is a compact linear operator. So we can apply Theorem 2.1. Without loss of generality we assume that (a) holds. Then there exists x ∈ M T such that Ax ∈ (T x) + and for each λ n = − 1 n there exists x n ∈ S X such that (T + λ n A)x n ≥ T , i.e, T x n − 1 n Ax n ≥ T . Now, since X is finite dimensional, {x n } has a convergent subsequence say, {x n k } converging to y. Therefore, as n k −→ ∞, we have, T y ≥ T ≥ T y . This gives that y ∈ M T . Now we show that Ay ∈ (T y)
Ax n = (1 − t)(T x n + λAx n ) + tT x n for some 0 < t < 1. This implies that T x n − 1 n Ax n < (1−t) T +t T = T , a contradiction. This proves our claim. Now for any λ < 0, there exists n 0 ∈ N such that λ < − 1 n 0 < 0. Therefore, for all n ≥ n 0 , we have, T x n +λAx n ≥ T . Letting n −→ ∞, we have, T y + λAy ≥ T = T y . Hence Ay ∈ (T y)
− . This completes the proof of the theorem. Proof. Without loss of generality we assume that T = 1. (i) We first prove the necessary part. From Theorem 2.2 of Sain and Paul [8] it follows that in case of a Hilbert space the norm attaining set M T is always a unit sphere of some subspace of the space. We first show that the subspace is finite dimensional. Suppose M T be the unit sphere of an infinite dimensional subspace H 0 . Then we can find a set {e n : n ∈ N} of orthonormal vectors in H 0 . Extend the set to a complete orthonormal basis B = {e α : α ∈ Λ ⊃ N} of H. For each e α ∈ H 0 ∩ B we have
so that by the equality condition of Schwarz's inequality we get T * T e α = λ α e α for some scalar λ α . Thus {T e α : e α ∈ H 0 ∩ B} is a set of orthonormal vectors in H. For ǫ ∈ [0, 1) there exists c n such that ǫ < c n < 1 and c n −→ ǫ. Define A : B −→ H as follows :
A(e n ) = c n T e n , n ∈ N A(e α ) = T e α , e α ∈ H 0 ∩ B − {e n : n ∈ N} A(e α ) = 0, e α ∈ B − H 0 ∩ B
As {T e α : e α ∈ H 0 ∩ B} is a set of orthonormal vectors in H it is easy to see that A can be extended as a bounded linear operator on H and A = 1. Now for any scalar λ, T +λA 2 ≥ (T +λA)e n 2 = (1+λc n )T e n 2 = 1 + λ 2 c n 2 + 2λc n −→ 1 + λ 2 ǫ 2 + 2λǫ. It is easy to see that T + λA 2 ≥ T 2 − 2ǫ T λA ∀λ and hence T ⊥ ǫ B A. We next show that there exists no x ∈ M T such that | T x, Ax |≤ ǫ T A . Let x = α x, e α e α ∈ M T . Then
and so | T x, Ax |> ǫ T A for each x ∈ M T . Thus T ⊥ ǫ B A but there exists no x ∈ M T such that | T x, Ax |≤ ǫ T A . This is a contradiction and so H 0 must be finite dimensional.
Next we claim that T H 0 ⊥ < T . Suppose that T H 0 ⊥ = T . Since T does not attain norm on H ⊥ 0 , there exists a sequence {e n } in H ⊥ 0 such that T e n → T . We have H = H 0 ⊕ H 0 ⊥ . Define A : H −→ H as follows:
Then it is easy to check A is bounded on H and A = 1. Also for any scalar λ, T + λA 2 ≥ (T + λA)e n 2 = T e n 2 holds for each n ∈ N.
This contradiction completes the proof of the necessary part of the theorem.
We next prove the sufficient part. Let T ⊥ ǫ B A. Then by Theorem 2.3 of [3] there exists S ∈ B(H) such that T ⊥ B S and A − S ≤ ǫ A . Since M T = S H 0 , where H 0 is a finite dimensional subspace of H and T H ⊥ 0 < T , so by Theorem 3.1 of [6] there exists x ∈ M T such that
A. This completes the proof of (i).
(ii) Since M T ⊆ M A so x ∈ M T implies T x = T , Ax = A and hence (ii) follows from (i).
The above theorem improves on both Theorem 3.3 [Part (3)] and Theorem 3.4 of Chmieliński et al. [3] . If the Hilbert space H is finite dimensional then we have the following corollary, the proof of which is obvious.
Corollary 3.1.1 (Theorem 3.2 [3] ). Let H be a finite dimensional Hilbert space and T ∈ B(H). Then for any
If T is a compact linear operator on H, not necessarily finite dimensional, then we have the following corollary. Proof. Since H is a Hilbert space, we have from Theorem 2.2 of Sain and Paul [8] , M T = S H 0 for some subspace H 0 of H. Now it is easy to observe that for each x ∈ H 0 , T * T x = T 2 x. Since T * T is also a compact operator, so H 0 must be a finite dimensional subspace of H. Proof. We first prove the necessary part. Since T ⊥ ǫ B A, by Theorem 2.3 in [3] there exists a linear operator S ∈ Span{T, A} such that T ⊥ B S and S − A ≤ ǫ A . Since T, A are compact and S ∈ Span{T, A}, S is also compact. Therefore, by Theorem 2.1 in [6] there exists x ∈ M T such that T x⊥ B Sx.
A. In general the norm attainment set of a compact operator may not be of the above form D ∪(−D). In the next theorem we give a complete characterization of approximate Birkhoff-James orthogonality (⊥ ǫ B ) of compact linear operators without any restriction on the norm attainment set. Proof. We first prove the necessary part. Since T ⊥ ǫ B A, by Theorem 2.3 in [3] there exists a linear operator S ∈ span{T, A} such that T ⊥ B S and S − A ≤ ǫ A . Since T, A are compact and S ∈ Span{T, A}, S is also compact. Therefore, by Theorem 2.1 in [10] there exists x, y ∈ M T such that Sx ∈ (T x) + and Sy ∈ (T y)
Similarly using Sy ∈ (T y) − and S −A ≤ ǫ A , it can be shown that T y + λAy 2 ≥ T 2 − 2ǫ T λA for all λ ≤ 0. For the sufficient part, suppose that there exists x, y ∈ M T such that T x + λAx 2 ≥ T 2 − 2ǫ T λA for all λ ≥ 0 and T y + λAy 2 ≥ T 2 − 2ǫ T λA for all λ ≤ 0. Then for any λ ≥ 0,
For bounded linear operator defined on any normed space the situation is far more complicated since the norm attainment set may be empty in this case. In the next theorem we characterize approximate Birkhoff-James orthogonality (⊥ (a) There exists a sequence {x n } of unit vectors such that T x n −→ T and lim n→∞ Ax n ≤ ǫ A . (b) There exists two sequences {x n }, {y n } of unit vectors and two sequences of positive real numbers {ǫ n }, {δ n } such that (i) ǫ n −→ 0, δ n −→ 0, T x n −→ T , T y n −→ T as n −→ ∞.
(ii) T x n + λAx n 2 ≥ (1 − ǫ n 2 ) T x n 2 − 2ǫ √ 1 − ǫ n 2 T x n λA for all λ ≥ 0. (iii) T y n + λAy n 2 ≥ (1 − δ n 2 ) T y n 2 − 2ǫ 1 − δ n 2 T y n λA for all λ ≤ 0.
Proof. We first prove the necessary part. Since T ⊥ (ii) There exists two sequences {x n }, {y n } of unit vectors and two sequences of positive real numbers {ǫ n }, {δ n } such that ǫ n −→ 0, δ n −→ 0, T x n −→ T , T y n −→ T as n −→ ∞ and Sx n ∈ (T x n ) (+ǫn) , Sy n ∈ (T y n ) (−δn) for all n ∈ N.
