Monomial ideals and points in projective space  by Geramita, A.V. et al.
Journal of Pure and Applied Algebra 40 (1986) 33-62 
North-Holland 
33 
MONOMIAL  IDEALS AND POINTS IN PROJECT IVE  SPACE 
A.V. GERAMITA*, D. GREGORY*, L. ROBERTS* 
Department of  Mathematics and Statistics, Queen's University, Kingston, Ontario, Canada 
Communicated by C. Weibel 
Received 8 April 1984 
Revised 5 November 1984 
Let A = k[Xo .... ,Xn]/1 be the homogeneous co-ordinate ring of s points in generic position in 
IP n. The first and third authors have formulated natural conjectures for the number of 
generators of / ,  and for the Cohen-Macaulay t pe of A. In this paper we give a simple new proof 
of the conjectures for n = 2 (all s), and prove that the conjectures hold for 'most' s if n_> 3. 
1. Preliminaries 
Let Pl,...,Ps be distinct k-rational points of IP"(k) (k a field, s>n) and let 
R=k[Xo,...,Xn]. Then each point, Pi, corresponds to a prime ideal 
pi=(Lil,...,Li,) of height n, where {Lil, ...,Li,} are linearly independent linear 
forms. The ideal I=p~ f3 ... tqps is generated by those forms in R which 
simultaneously vanish at Pl, ..-,Ps; it is a homogeneous ideal. The ring A = R/I  is 
called the homogeneous coordinate ring of the set {Pl,--., Ps} c_ [Pn(k). The ring 
A is graded in a natural way: if R=(~)i_>0Ri and I=  (~)i~0 //, then A= 
~>_o Ri/li = ~>_o Ai. The Hilbert function of A (or of {P1, ...,Ps}) is defined 
by H(A, t )= dimkA t . 
We use the terminology of [3] and say that {Pl,.--, Ps} are in generic s-position 
in ~n if, for A as above, H(A, t)=min{(t+n),s} for all t_>0. As was shown in 
[3], almost every set of s points in IP"(k) (k infinite) is in generic s-position. (For 
further discussion of this notion the reader is referred to [4], [5].) 
The ring A = R/I  is also a graded R-module. It has homological dimension and 
hence possesses a minimal (graded) free resolution of the form: 
(*) O--,F,, ~Fn-l  ~"" - "Fz~FI  "-*R~R/I--'O. 
With this resolution we have that rank F~ =rkF1 is the minimal number of 
generators of the ideal I (denoted o(I)) and, since R/I  is a Cohen-Macaulay ring 
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(CM-ring), rk F n is the Cohen-Macaulay type of R/ I  (denoted r(R/I)). 
The sets of s points of [pn in generic s-position can be thought of as the points 
of an open set, Vn, s~:0, in ([pn)s and, for general n and s, neither kF  1 nor rkFn is 
a constant function on Vn, s (see [5] for examples). However, both these ranks are 
constant on non-empty open subsets of Vn, s and conjectures have been made about 
these 'generic' ranks in [10] and [4]. We now recall these conjectures. 
In order to fix the notation, we assume that PI, ..., Ps are points in generic s- 
position in [pn and let d denote the least integer for which dimkA d = s. Then d is the 
least integer for which d+n ( n )_>s. 
d+n If s = ( n ), then it was shown in [3] and [10] that: 
rkF l=(d+l )  and rkFn=(d :  n - l )  
~1 
So, for these special values of s and n, these ranks are constant on Vn, s. These were 
the conjectured values. So, from now on, we shall assume (d+nn)>s. Thus, if I is 
the ideal of s points of pn in generic s-position, then l=Id~Id+lO)"",  where 
Ia~O and iaC (k[Xo, ...,Xn])d. 
Ideal generation conjectures 
Clearly O(I)>--dimkId. It was shown in [4] that (for points in generic s-position) 
I=  <Id, Id+ 1 ). Thus, the problem of determining o(I) depends completely on know- 
ing how much of It+ l can be obtained from I d. If we let R = k[Xo,..., Xn], the con. 
jecture of [4] is that 'generically', the elements of RlId are 'as independent as possi- 
ble' in Id+l; explicitly 
dimk(Rlld) = min{ (n + 1 )dimkI d, dimkI d +l}- 
This gives, as a conjectured generic value for o(I), that: 
o(I) = dimkld+ { dimkla + 1 - min[(n + l )dimkI d, dimkld+ l]} 
= max{dimkId+ 1 -- n dimkId, dimkId}. (1.11 
We refer to (1.1) as the 1-dimensional ideal generation conjecture. To prove the con- 
jecture, it suffices to find one set of s points in generic s-position in [pn for which 
the conjecture is true. 
Since the Hilbert function for points in generic s-position in [pn determines th~ 
dimensions of the graded pieces of the ideal of the points, (1.1) can be describe~ 
completely in terms of n and s, i.e. 
o i, l, s I 
Notice that, without loss of generality (if k is an infinite field), we may assume 
that X" 0 is not a zero-divisor in A. It follows that o(I)=o(J) (see [11l) whe~ 
J= (I, Xo)/(Xo) ~k[Xl, ... ,An] = S. Since S/ J=A/Xo,  it follows that: 
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Jr=0 for l<d, 
Jr=St for l> d, 
dimk Jd = dimk ld . 
Put another way: J is an ideal in S, x/J= (Xn, ... ,Am), where if B = S/J then: 
\ n -1  fo r t<d,  
H(B,t)= s -  ( (d -  1)+n)n for t=d,  (1.3) 
0 for t>d. 
We say that J satisfies the O-dimensional ideal generation conjecture if B = S/J 
satisfies (1.3) and: 
o( J )=maxI(d+l) - (n-1)dimkJd,  imkJdl. (1.4) 
(Since dimkJd is known from (1.3), this expression can be given in terms of n and 
s only.) This equality amounts to saying that the elements of S~ Jd are as indepen- 
dent as possible in Sd+ s . 
Notice that if the ideal/ ,  of s points in generic s-position in pn, satisfies the 
1-dimensional conjecture, then J=  ((1, Xo)/(X o) satisfies the 0-dimensional conjec- 
ture. On the other hand, if J is an ideal in k[X l, ...,X,] which satisfies the 
0-dimensional conjecture, there is no guarantee that there is a set of points in pn 
with ideal I for which (L Xo)/(Xo)= J. 
Cohen-Macaulay type conjectures 
Let A =R/I, as above, and assume that X 0 is not a zero-divisor in A. Let 
B=A/SfoA = (~i>_o Bi" It is well-known that the Cohen-Macaulay t pe of A is the 
same as that for B and that the latter is dimk(annsM ), where M= (~i>0 Bi [3]. As 
mentioned above, Ba=Ad/.~oAa_l:/:O and Bi=O for i>d. Clearly, BdCannBM 
and, from the description of the Hilbert function of B given above, it follows (see 
[3]) that annsM can have non-zero components only in degrees d and d -  1, and 
that the degree d -  1 component is the kernel of the linear transformation 
¢):Bd-1 --' Homk(Bl, Bd) 
that is induced by the multiplication of B. The conjecture of [10] is that ~ is 
'generically' of maximum rank; explicitly 
dim ker(~) = max{0, dimkBd_ 1 -- dimkHom(B1, Bd)}. 
This gives, as the conjectured 'generic' value for the Cohen-Macaulay t pe of A: 
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r(A) = max { dimkBd, dimkBd+ dimkBd_ l -- (dimkBl)(dimkBd) } (1.5) 
or, phrased in terms of n and s only; 
r(A)=max l s - (d -~ + n ), (1-n)s+ n(d -  ln+ n) - (  d-2 + n) l . (1.6) 
We say that I (the ideal of s points in genetic s-position in [pn) satisfies the 
1-dimensional C-M type conjecture if A =R/I and r(A) is as in (1.6). 
We say that the ideal J in S satisfies the O-dimensional C-M type conjecture if
B = S/J has Hilbert function (1.3) and r(B) is given by the right hand side of (I .5). 
It is easy to see that if I is the ideal of a set of s points in generic s-position in 
[pn and I satisfies the l-dimensional C-M type conjecture, then J=  (l, Xo)/(Xo) 
satisfies the 0-dimensional C-M type conjecture. 
An ideal J in S = k[Xl,..., Xn] for which B = S/J has Hilbert function (1.3) seems 
easier to handle, so our idea is to first attack the 0-dimensional conjectures. 
However, since we also want to solve the l-dimensional conjectures, our plan is to 
try to solve the 0-dimensional conjectures with ideals J which 'lift' to k[Xo,..., Xn]. 
To be more precise, we make the following definition. 
Definition 1.7. Let J be a homogeneous ideal in S=k[Xl, ...,An]. We say that J 
lifts to I in R = k[Xo,..., Xn] if 
(i) I is a radical ideal in R. 
(ii) X0 is not a zero-divisor on A = R/I. 
(iii) (I, Xo)/(Xo)= J. 
It is a simple matter to see that if Jsatisfies a 0-dimensional conjecture and J lifts 
to I, then I describes a set of s points in genetic s-position in [pn(k) which satisfy 
the appropriate 1-dimensional conjecture (when k is algebraically closed). 
Our approach is as follows. In Section 2 we describe a large class of liftable ideals, 
the monomial ideals. We then show, in Section 3, that both 0-dimensional conjec- 
tures can be proved in k[xl, x2] using only monomial ideals thus proving the 
1-dimensional conjectures in [p2. In Section 4 we lay out the relevant combinatorics 
we use to decide when monomial ideals can be used to prove the 0-dimensional con- 
jectures in k[xl, ...,x,], for n>2. Certain parameters describe when monomial 
ideals satisfying the 0-dimensional conjectures exist and we calculate some of these 
and give inequalities for others. Our calculations show that the 1-dimensional con- 
jectures are true for 'most' s (with n fLxed). The remaining two sections are devoted 
to studying the 0-dimensional conjectures (for possibly non-liftable ideals). We suc- 
ceed in proving both 0-dimensional conjectures in k[xl, x2,x3] and the 
0-dimensional C-M conjecture in k[xl, ...,Xn] for n prime. 
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2. The lifting of monomiai ideals 
Let S= k[Xl, ...,An], R=k[Xo,...,Xn] and JCS a homogeneous ideal. We do 
not know if, in general, J is liftable (Definition 1.7). But J is liftable if it is generated 
by monomials. This was proved by Hartshorne [7, Theorem 4.9] assuming that k 
is of sufficient ranscendence d gree over its prime field. (In [7], replace A by its 
field of fractions). Here we reprove his result in an elementary way, requiring only 
that k be infinite, or, if k is finite, that it satisfy a modest cardinality requirement 
(that we shall describe later). Roughly speaking we show that the indeterminates in 
Hartshorne's proof can be given any set of distinct values in k. 
We first establish some terminology: let N = { 0, 1, 2,... } and if a = (al, ..., aD e N' ,  
let Xa=X~'X~ 2 ""X a". Letting P denote the monomials of S (including 1), then 
we have established a bijection between P and N". 
The set IN" may be partially ordered by: (al, a2, ..., an) < (bl, b2, ..., b') if and on- 
ly if ai<-bi for all i. This partial ordering translates, via the bijection above, to 
divisibility of monomials in P. If a<_fl in IN" we write X~<_X ~ (rather than 
X '~ [ X B) so as to have a common notation for these partial orderings on IN" and P. 
If a = (al, ..., a'), then ]~i~ ai is called degree a (written deg ~); it corresponds to 
the degree of the monomial X ~. Although the monomials admit several total 
orderings we shall, in this section, only make use of the partial ordering above. 
We now assume (temporarily)that k is infinite. For each j (1 <_j<_n), choose an 
infinite set of distinct elements tji ~ k, i >_ 0 (if l ~ m we allow tta = tmb for some a, b). 
To each element aeIN', a=(al,...,an), we associate the point a~lP'(k), 
a=[l:tl,a~:t2, a2:'":tn, a,]. To each monomial f=XaeP  we associate the 
homogeneous polynomial f, fe  R, 
Y= U (X j -  tjiXo) . 
j=l i=o 
Note that 3 ~ is the product of distinct linear factors and that f has degree equal 
to deg a. For convenience in the exposition, if deg a = d we shall also say that the 
point a e [P" is of degree d. With this notation, the following lemma is immediate. 
Lemma 2.1. Let f=  X u. Then 
(a) f(fl) = 0 if  and only if a -~ (i.e. some coordinate of  fl is strictly less than the 
same coordinate of a). 
(b) f (~  = 0 for all y with deg y < deg a (except for a itself). 
Now assume that JC S is an ideal generated by monomials and let N denote those 
monomials in J. The elements of M= P \ N are representatives for a k-basis of the 
ring S/J. Using the partial ordering described above, it is clear that J is (minimally) 
generated by the minimal elements of N. Let f i=X ~' (1 <i_< l) be this minimal 
generating set for J, where Gti=(ali, a2i, ...,ani ). Let e=max{aji [ 1 <_j<_n, 1 <i<l} 
and let ICR be the ideal generated by the ~. With this notation, we have: 
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Theorem 2.2. Let k be a field with at least e elements. Then J lifts to I. 
Proof. We first give the proof in case k is infinite and discuss the finite field case 
at the end. Let A~r (M as above) be the set of all t~ e [pn such that X a e M. We will 
show that 
I= { feR  [f(t~)=0 for all ~At} .  
Once we have this description of I, (i) of Definition 1.7 is clear and (ii) follows from 
the fact that X 0 does not vanish at any element of ~ .  The third assertion is 
obvious. 
To verify this description of I we need a preliminary lemma. 
Lemma 2.3. Let f eR be a form of degree d. I f  f(~)=O for all ~ of degree <_d, then 
f=0. 
Proof (of Lemma). Let Pd = {t~ ]degt~_<d}. Then Pd contains (dn+n) points. 
If n = 1, then Pd consists of d+ 1 distinct points and so the Lemma is true in this 
case. If d = 0 and n is arbitrary, we have only one point and the Lemma is trivially 
true. The proof now proceeds by induction on n and d, i.e., we assume Lemma 2.3 
has been established for all sets Pc in IP s, constructed in the same manner as Pal, 
with either s < n or c < d. 
Let f be a form of degree d vanishing on Pal. Then f vanishes on the ~n-lld+n- 1) 
points of Pd lying on the hyperplane Xl - tl0X0 = 0. Write f=  (X 1 - tloXo)g + r 
where g is a form of degree d -  1 and r is a form of degree d in the variables 
Xo, X2, ...,Xn. Clearly r also vanishes at the (d+_n~l) points of Pd lying on the 
hyperplane )(1 - h0X0 = 0. By induction, r = 0. Thus, g must vanish on the points of 
Pd not on the hyperplane. These points (after a change of variable) are a Pal- 1 and, 
so, again by induction, g=O. Hence f=  0 as we wanted. (Notice that this lemma 
( n ) points in generic (d+n)-position in [pn.) gives an explicit set of d+n
We now return to the proof of Theorem 2.2. By 2.1(a), I c  { fER  I f (a )=0 for 
all a e M}. Let f be a form of degree d vanishing on all the elements of M. Let 
{t~l, t~2, ... } be the points of Pd\ M, arranged in order of increasing degree (those 
points of the same degree may be put in any order). Then h =X a~ ~ J and so 
h = XCfi, where J~ is one of the minimal generators of J. Thus,/ i  is a multiple of f//, 
one of our generators for I. 
By Lemma 2.1, ~(t~l)~0 so, YAek  such that f-AFiX~ vanishes at t~l (t= 
d -  deg h-). We continue this process replacing f by f -  A.~'~ and we eventually end 
up with G e I such that f -  G vanishes at all the points of Pd\ -M, hence on all of 
Pal. (Our ordering of the points in Pd \ ~/, together with Lemma 2. l(b), ensure that 
each time wemodify f to vanish at one point of Pd\ M, we preserve the vanishing 
at the previous points.) By Lemma 2.3, f -G=0 so f=  GeL 
Now suppose that k is finite containing at least e elements, and let ~ be any in- 
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finite field containing k. Choose tj, i, O<_i<_e- 1 to lie in k and the rest of the tj, i 
to lie in/~. Then the f /e k[X 0, X 1, ... ,Xn]. Let I=  (fl, ... ,ft)k[Xo, ...,Xn]. Applying 
the proof above, over /~, we conclude that Ik[X o, ...,Xn] is a radical ideal in 
/?[Xo, XI, ..., Xnl. Since 
I = Ik[Xo, X~, ... ,Xn] f3 k[Xo, X~, ... ,Xn], 
it is clear that I is radical in k[X 0, X1, ...,Xn]. 
Example 2.4. This example may help the reader understand the argument above. Let 
k ©, n = 2 and let J=  (X IX 4, 2 2 = Xi X~, XIS). The monomials in M may be pictured as 
the dots in the following grid (the entire X2-axis is in M)  (Fig. 1). The generators 
of J are the open squares. 
[] 11X 1 
22 
• 0 1112 
• • • • 
Fig. 1. 
Now let tji=i ( j=  1, 2; i_>0) - (this works since char•=0).  We can now draw 
the points AT/in the affine portion of p2 given by X0~:0 (we use coordinates 
X( =Xl /Xo and X~=X2/Xo - see Fig. 2.). 
Notice that the picture of 37/looks exactly like the picture of M (this is because 
of our choice of the tj, i). 
) 
X2 
! 
.. . X 1 v v 
Fig. 2. 
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The ideal I is generated by: 
xix42 - x x2(x2- Xo)(X2- 2Xo)(X2- 3Xo), 
X2X2 -- X I  (X 1 - Xo)X2(X2-  Xo),  
-~l = Xl (Xl - Xo)(Xl - 2Xo)(XI - 3X0)tXl - 4X0). 
By Theorem 2.2, I is the ideal of all functions in ~ [X0, Xl, X2] vanishing on the 
line XI=O and on the 10 points: [1 : 1:0], [1 : 1 : 1], [1 : 1:2], [1 : 1:3], [1:2:0] ,  
[1 : 2: 1], [1 : 3 : 0], [1 : 3 : 1], [1 : 4: 0] and [1 : 4: 1]. The generator XIX  4 vanishes 
on all points of degree < 5 except [1 : 1:4]. 
As an application of this theorem we get a different proof for a result of [6]. 
Recall that an O-sequence {hi}, is differentiable if its first difference sequence, 
{Ci = b i -b i -1} ,  is again an O-sequence (see [6] for a more complete discussion). 
C0roHary 2.5. Let {bi} be a d~fferentiable O-sequence and let k be afield with at 
least e elements (e described in the proof). Then there is a reduced graded k-algebra 
A = (~ieo Ai, generated by elements of  degree 1, such that dimkAi= bi. 
Proof.  Since the difference sequence ci = bi - bi_ l (b_ 1 = 0) is again an O-sequence 
we have, by Macaulay [8], that there is a k-algebra B = k[Xl,... ,Xn]/J, J generated 
by monomials, such that dimkB/= ci. Let e be defined from J as in the statements 
preceding Theorem 2.2. If I is the ideal in k[Xo,..., Xn] defined by J in Theorem 
2.2, then the ring A=k[Xo, . . . ,Xn] / l  is reduced and has the desired Hilbert 
function. 
Remark 2.6. We do not know if the cardinality assumption i  Corollary 2.5 is really 
needed. There might be another type of lifting of J to k[Xo, XI, .... ,Xn]. 
3. Monomial ideals and the conjectures (n = 2) 
In this section we prove both the 1-dimensional conjectures for points in ~2. The 
idea is to prove the 0-dimensional conjectures for monomial ideals in k[Xl, X2] and 
use Theorem 2.2 and the remarks at the end of Section 1. We note that for n = 2 
these conjectures were proved by a different method in [5]. 
We begin with some general remarks. Let S = k[Xl,. . . ,  Xn], JC S, Y generated by 
monomials, and suppose that B=S/ J  is 0-dimensional, i.e., ~/J= (X1, ...,Xn). As 
earlier, let N denote the monomials in J and Mthose monomials not in J. Clearly, 
the minimal elements of N form a minimal generating set for the ideal Y. Also, the 
maximal elements of M are a k-basis for the annihilator of the maximal ideal of B, 
i.e. the C-M type of B, r(B), is the number of maximal elements in M. 
The well-known relationship between v(J) and r(B) (in case n = 2) takes on a par- 
ticularly graphic form when J is a monomial ideal. We graph the monomials in M 
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by letting X~XjeM correspond to (i , j)  e LI × N. Then Mgives us a series of steps. 
(Fig. 3 below illustrates this when J=(X6,X31X4,X6X2,X7) - the annihilator of 
the maximal ideal of B=k[X],X2]/ J  is generated by the classes containing 
X2X~,X~X 3 and )(6)(2 .) 
J 
! 
I 
I 
I 
L . .  
Sq 
¢ 
3 q 
2 q 
lq 
o' 
• • • • • u I 
I 
I 
• • • • • O]  
I 
I 
1: 2: 3: ,:  s--" 6: i  
Fig. 3. 
The stairs look like 
I a a Ib 
b 
I 
b 
" I a 
where the corners alternate aba.., aba. The 'a's'  correspond to the generators of J 
and the 'b's'  correspond to a basis for the annihilator of the maximal ideal of B. 
Since we always have one more corner of type 'a' than of type 'b' we obtain the 
well-known formula 
v(J) = r(B) + 1 when n = 2. 
Now we deal with the special case described in Section 1: J a monomial ideal in 
S = k[Xl, X21, B = S/ J= (~i>_o Bi and 
( - ,+1 for0_<i<d,  
(0 dimkBi for i=d (0<l<d+ 1), for i>d. 
The lattice, M, of monomials not in J can be easily deduced from this Hilbert 
function: M contains all the lattice points in the isosceles triangle formed by the 
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coordinate axes and the line i + j  = d -  1, and also I lattice points on the line i + j  = d. 
The location of the I points on the line i + j  = d determines the number of maximal 
elements of M. If there were no points on the line i + j  = d, then all the d lattice 
points on the line i + j  = d -  1 would be maximal, so we may consider how many of 
these lattice points cease to be maximal by the placing of I new lattice points on the 
line i + j  = d. If, for example, the ! points are placed adjacent o each other, beginn- 
ing at the lattice point (0, d), then I points on this line stop ! points on i + j  = d -  1 
from being maximal. Thus, for such a configuration of lattice points we have 
r(B) =d. On the other hand, if we spread out the 1 points and let a denote the 
number of lattice points on i+j = d-1  which are no longer maximal then a can 
assume any value in the interval, l<_a<_min{21, d}. Thus, for 1 <_l<_d, we see that 
r(B) can assume any value in the range, 
l+d-min{21, d} <_r(B)<_d, i.e., max{d-l,l} <_r(B)<_d. 
Notice that for n = 2, (1.5) becomes max{/, d - l} .  Hence the C-M conjecture in 
dimension zero is true with J a monomial ideal. Consequently, since monomial 
ideals can be lifted, the C-M conjecture is also true in dimension 1. 
As for the ideal generation conjectures: note that when n=2,  (1.4) becomes 
max{d+ 2- (d+ 1 - l), d+ 1 - l} = 1 + max{/, d -  1}. 
Since we have already noted that v(J)= 1 + r(B), when n = 2, we see that the ideals 
which showed that the C-M conjectures were true, for n = 2, also show that the ideal 
generation conjectures are true. 
4. The conjectures for n >_ 3 and monomiai ideals 
When n_  3 the conjectures seem more difficult to verify. The simple relationship 
between the two conjectures no longer holds when n >_ 3 as the ideal of s points in 
generic s-position in [pn no longer has homological dimension 1. We shall also see 
that when n >__ 3 it is no longer possible to prove the conjecture, for all s, simply by 
lifting monomial ideals. 
We first try to determine those s for which the 0-dimensional conjectures can be 
proved using monomial ideals. The solution to this problem can be found by the 
methods of graph theory and so we now introduce the relevant graph-theoretic ter- 
minology and explain the conjectures in these terms. 
Let Sn(d) denote the set of all monomials of degree d in k[Xl,...,Xn] 
(equivalently: n-tuples of non-negative integers whose entries sum to d). We refer 
to the on(d)=(d+ny l) elements of Sn(d) as vertices. Two vertices f ,  g~Sn(d) are 
adjacent if one can be obtained from the other by decreasing one exponent by one 
and increasing another exponent by one, i.e. if, for 1 <_iq=j<_n, fX i=gX j .  For ex- 
ample, X~X2 and X2X 2 are adjacent in $2(4). 
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Definition 4.1. (i) A subset TCSn(d) is called a clique if any two distinct elements 
of T are adjacent. 
(ii) A clique is a maximal clique if it is not properly contained in any larger clique. 
The study of cliques in Sn(d) will be of fundamental importance in discussing 
the conjectures. An important tool in this study is the notion of a colouring of a 
graph. 
Definition 4.2. An r-colouring of a graph is an assignment of r colours to the ver- 
tices of the graph so that any two adjacent vertices have different colours. 
Remark 4.3. It is clear that if a graph contains a clique having t vertices, then any 
colouring of the graph must involve at least t colours. 
The graph Sn(d) can be coloured with n colours: identify the n colours with 
the ring Z/nZ and if XaeSn(d), a= (al, ..., an), colour X u with the colour 
[~  jail ~ Z/nZ. Thus, any clique in Sn(d) contains _< n elements. 
Definition 4.4. A maximal clique Tin Sn(d) is called a maximum clique if IT[ =n. 
Remarks 4.5. It is not difficult to characterize the maximal cliques in Sn (d). There 
are two kinds: 
(a) Those cliques obtained by multiplying a monomial of degree d -  1 respectively 
by X1,..., Xn. These will be referred to as upward cliques. Each upward clique can 
be identified with an element of Sn(d-1). These are maximum cliques. 
(b) Those cliques of the form {f/Xi} where fe  Sn(d+ 1) and f is divisible by Xi 
for at least three distinct i. The index i ranges over all i such that X i divides f. 
Cliques of type (b) are maximum when f is divisible by X i for all i, 1 ___ i< n. 
Maximum cliques of type (b) will be referred to as downward cliques and can be 
identified (via division of f by X1 "'" Xn) with Sn(d + 1 - n). 
One can draw pictures for n = 3. For example, if d= 3, we get Fig. 4. 
The vertices in Fig. 4 represent all the monomials of degree 3 in k[Xl, X2, X31: 
the shaded triangles represent the upward cliques; the unshaded triangles, the down- 
ward cliques. The upward cliques are in 1-1 correspondence with the elements of 
$3(2) (the correspondence b ing given by taking the gcd of the vertices), while the 
downward cliques are in 1-1 correspondence with the elements of $3(1) (the cor- 
respondence being given by taking the lcm of the vertices and then dividing by 
XlX2X3). 
Definition 4.6. (i) Qn(d)=minimum number of monomials in Sn(d-1), (d>_l) 
which, when multiplied by XI ,X  2, ...,Xn respectively, yield all monomials of 
degree d; equivalently, the minimum cardinality of a family of upward cliques in 
Sn(d) such that every vertex of Sn(d) is in some clique of the family (i.e. the 
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Fig. 4. 
minimal cardinality of an upward clique cover of Sn(d)). 
(ii) an(d)=maximum number of mutually nonadjacent vertices in Sn(d), (d >_0). 
(iii) rn(d)= minimum cardinality of a family of vertices in Sn(d), (d >_ 1) such 
that every upward clique contains a vertex of the family. 
The relationship between these integers and the conjectures we are considering is
the content of the next theorem. 
Theorem 4.7. (i) Write 
s= +2, 0<2< 
n \n - l / "  
The 1-dimensional C-M conjecture can be proved by the lifting of monomial ideals 
if and only if." 
(d-l+n)n_l (a) O<2 <_an(d-n), or (b) rn(d)---A<\ • 
(ii) Write 
s= 2<(d- l+n~ (d :n )  -2 '  0< \ n -1  /" 
Then, the 1-dimensional ideal generation conjecture can be proved by the lifting of 
monomial ideals if and only if." 
2<(d- l+n~ 
(c) O<2-<an(d), or (d )#n(d+l ) -  \ n -1  /" 
Proof. The point is that for the ranges of 2 given in the theorem the appropriate 
0-dimensional conjectures can be proved for monomial ideals. We then apply the 
lifting theorem of Section 2 to prove the 1-dimensional conjectures. For 2's not 
satisfying these inequalities (such A's exist, as we will see in Section 5) the conjec- 
tures may still be true, but can no longer be proved by lifting monomial ideals. 
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First the C-M conjecture: using the notation above, we seek a monomial ideal 
J c S = k[X1,..., Xn], J= (~)i~_d Ji, where if B = S/ J  we want: 
and 
dimk Bd = 2, dimk Bd + 1 = O, 
r (B )=2+maxIo , (d :n -12) -n21  • 
We choose a set T consisting of 2 monomials of degree d and define J to be the 
ideal in S generated by the monomials of degree d not in T and all monomials of 
degree > d. Then set B = S/J. 
First suppose 
(d+n -~2) -n2  = on(d -1) -n2<0,  i.e. 2>-on(d-1)/n. 
\ h i ~ -  
In order to have r(B)=A, we require that every element of Sn(d-1) divide some 
element of T. By the definition of rn(d) this is possible if and only if r,,(d)_<A, 
which proves (i)(b). 
Now suppose A_< on(d- 1)/n. In order to have 
r (B)=~.+\  n - I  -n l ,  
we require that each element of T be divisible by n distinct monomials of degree 
d -  1, and that these 2 sets of n monomials be disjoint. A monomial of degree d 
can be divisible by n distinct monomials of degree d -  1 if and only if it is divisible 
by X 1 " "X  n. Thus, the 2 monomials in T must be of the form Gi=X 1 ""XnFi, 
(1_ i<A), deg F/= d -n .  The disjointness mentioned above requires that the F i be 
nonadjacent. Thus, a suitable T exists if and only if 2 <an(d-n) ,  Which proves 
(i)(a). 
Now for the ideal 
J= (~i~-d Ji, where: 
and 
dimk Jd = 2, 
generation conjecture: here we seek a monomial ideal 
_(d+.) 
dimk Jd+ 1 \n  -- 1 
max' (  d+ n']-n2,01" v(J) -- ). + ( \  n - 1 f 
We choose a set T consisting of A monomials of degree d and define J to bethe 
ideal in S generated by the monomials in T and all monomials of degree > d. 
td+"~>n2, i.e. X-<on(d+ 1)/n. We seek 2 monomials of degree dFirst suppose ~ n- l ~ - 
which give (after multiplication by XI, ... ,Xn respectively) disjoint sets of n 
monomials of degree d+ 1. This is possible if and only if 2 _< an(d). (We'll see later 
that an(d) <- on(d+ 1)/n.) This proves (ii)(c). 
d+n Now suppose (n_l)_<n2, so that we want v(J)=2. We thus seek/l monomials 
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of degree d, which when multiplied by X1,X  2, ...,Xn (respectively), give all 
monomials of degree d+ 1. This can be done if and only if A>On(d+ 1) and this 
proves (ii)(d). 
Remark 4.8. The integers 03(d), ot3(d), z3(d) can be found, for low values of d, by 
inspection of graphs similar to that of Fig. 4. One obtains: 
d 0 1 2 3 4 5 6 
03(d) - -  1 3 4 6 9 12 
ct3(d) 1 1 3 4 6 7 10 
ra(d ) - -  1 2 3 5 7 9 
From these calculations one can easily show: 
(a) The C-M conjecture for s points in p3 can be proved, by the lifting of 
monomials ideals, for all s___55 except for s=5, 12,22,23,24,39,40,41. 
(b) The ideal generation conjecture for s points in [p3 can be proved, by the lif- 
ting of monomiai ideals, for all s_< 55 except for s = 15, 27, 28, 45, 46, 47, 48. 
5. The computation of z, ct and 0 
In this section we attempt to compute the numerical invariants defined in Section 
4. We obtain exact values for ~3(d) and r3(d), but only inequalities for Q3(d) and 
scattered results for n > 3. 
We introduce two useful auxiliary functions. 
Definition 5.1. On(d)= minimum number of cliques needed to cover Sn(d). (There 
is no loss of generality in assuming the cliques are maximal, but they need not be 
maximum.) 
r~,(d) = minimum number of vertices in a family TCSn(d) such that every down- 
ward clique in Sn(d) has at least one vertex in T. 
Theorem 5.2. For all n > 2 and all d > 2, 
On(d) 
(i) rn(d)-< 
n 
<-an(d)<-On(d)<- r,(d + 1), 
on(d) n -  1 
(ii) On(d)<_Lon(d)=rn(d+n- 1)<- .~ + On_l(d). 
n n 
Proof. Consider a colouring of Sn(d) involving n colours (this is possible by 4.3). 
There are then n colour classes, Ci, 1 <_ i<_ n, each Ci consisting of all those vertices 
which have been assigned the colour i. Clearly, I C i I_< on(d)/n for some i and 
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]Cj] - on(d)/n for some j. Since each upward clique contains n vertices of different 
colours, we must have 
rn(d)<min{[Ci[}. 
i 
Thus, rn(d)< on(d)/n. Also, the vertices in any colour class are mutually non- 
adjacent so, 
max{lCil} <-antd). 
i 
In particular, on(d)/n < an(d). 
Now, every clique contains at most one member of a set of mutually nonadjacent 
vertices, hence 
an(d)<-On(d). 
Now, for every vertex f in Sn(d+ 1), let C(f) be the (not necessarily maximum) 
clique in Sn(d) whose vertices are all the divisors of f of degree d. It is easy to see 
that a set of vertices, F, in Sn(d+ 1), covers the upward cliques of Sn(d+ 1) pre- 
cisely when the family of cliques C(f), feF,  cover the vertices of Sn(d). Thus, 
On(d)< zn(d + 1). 
This proves the inequalities of (i). 
As for (ii), by definition, On(d)<_Q,,(d). Before proceeding we make some com- 
ments about the numbers r~(d) (d > n). Recall that a downward clique in Sn(d) con- 
sists of all divisors, of degd, of some monomial F, degF=d+ 1, F=X1 ...X,,H. 
Since d > n, at least one member of this clique is divisible by XI... Xn =f. Further- 
more, if we have two distinct downward cliques defined by F l =XI "-XnHl,  F2 = 
X1 "'" XnH2 (HI ¢H2), then every monomial in C(F1)N C(F 2) is divisible by f. It 
follows that there is always a family T of r~,(d) vertices in Sn(d) covering every 
downward clique of S,,(d), where every member of T is divisible by f. 
Now the vertices of S,,(d- 1) and Sn(d) may be (respectively) identified with the 
vertices of Sn(d+ n-  1) and Sn(d+ n) which are divisible by f=X1 --. Xn. In view of 
the comments above we then have 
Qn(d) = rn(d + n - 1). 
Finally, let X be the vertices of S,,(d+n-1) which are in downward cliques. 
These are all the vertices of Sn(d+n-1) which are divisible by f together 
with all those vertices which are divisible by f/Xi, i= l , . . . ,n .  Thus IX[= 
on(d-  1) + no n_ l(d). In any colouring, by n colours, of the subgraph induced by X, 
the vertices in each colour class will cover the downward cliques. Since some colour 
class has [XI/n or fewer vertices, r~(d+ n -  l)_< IX]/n. Since on(d- 1)+ on- l (d)= 
vn(d), we obtain 
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on(d) n -  1 
r~(d+n- 1)_<~ + ~ On-l(d). 
11 n 
Corollary 5.3. For fixed n, zn(d), an(d) and On(d) are all asymptotic to d n- 1/n I as 
d --* oo  . 
In Section 3 we saw that 02(d)=d+ 1, z'2(d)= L(d+ l)/2J (the greatest integer 
_< (d+ 1)/2) arid o~2(d ) =02(d)= [(d+ 1)/2] (the least integer __ (d+ 1)/2). We have 
the following results for n = 3. 
Theorem 5.4. 
(I) r3(d)= [.v3(d)/3J, d>_l. 
(2) a3(d)=[oa(d)/3] for d>_O, d:~2,4. 
(3) 03(d)<-Lo3(d+2)/3J-3, d>_3. 
Proof. (1) By Theorem 5.2 it suffices to show %(d)~ Lv3(d)/3]. We first show 
that 
r3(d)>--(r3(d- 1)+r3(d-2)+d)/2 for d>_2. 
To see this, let X be a set of T3(d ) vertices in S3(d) which cover the upward cliques. 
Let Td-2 be those members of X which are divisible by X 2 (i.e. those members of 
X in the upper large triangle which corresponds to S3(d- 2) - see Fig. 5 below for 
the case d = 7). 
X ? 
AAAA 
x , . ,AAAAA x x, ' 
/ k /k / \AAA/ \  
x; xl 
Fig. 5. 
Since these IT d_2[ vertices cover the upward cliques of a subgraph isomorphic to 
$3(d-2), we have ITd-2[ ~'r3(d-2). Let td-1 be the number of members of X in 
which the exponent of XI is one (i.e. the members of X on the second last row of 
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Fig. 5). Clearly [Td_2[+td_ l>_ 'c3(d  - 1). Finally, let tdbe the number of members 
of X not divisible by X1 (i.e. the number of members of X on the last row of Fig. 
5). 
The members of X on the last two rows of the diagram cover the d upward cliques 
whose vertices are all in the last two rows (i.e. having no vertex divisible by X2). 
Since each of the td_ I vertices cover at most 1 such clique and each of the td ver- 
tices covers at most 2, we obtain 
2td+ td_l>--d. 
Combining these last three inequalities we have: 
ra(d)=l Td-2[ + td_l + td 
= (I Z -21 + (I 21 + td-  + 2td)/2 
_> (ra(d- 2) + ra(d-  1) + d)/2. (,) 
We now establish r3(d)_> [oa(d)J/3 by induction on d, (clear for d= 1,2). Sup- 
pose the result has been established for all l<d. Then, by the inequality (,) above, 
r3(d)>-(Lo3(d- 2)/3.J + Loa(d- 1)/3J + d)/2. 
It is easy to check, by considering the different congruence classes modulo 6 and 
comparing with Lo3(d)/3J, that 
r3(d)-  loa(d)/3J. 
(2) By Theorem 5.2, it suffices to show that ot3(d)< ro3(d)/3q, d~2,4.  We do 
this by induction on d, first for d odd. 
Suppose that the inequality holds for d=l, I odd, 1>5, 1--2 (mod 3). We then 
prove the inequality for d= 1+ 2, l+ 4 and l+ 6. This will then prove the result for 
all odd d. (Fig. 6 illustrates the argument for 1 = 5 and is included as an aid for the 
reader. Remark 4.8 starts the induction.) 
Suppose d= l+ 2 and let X be a set of a3(d) nonadjacent vertices in S3(d). By the 
induction hypothesis at most [o3(1)/3] = o~(1)/3, or one-third of the vertices in the 
large shaded triangle of Fig. 6(a) (a subgraph of S3(d) isomorphic to $3(/)) are in 
X. Since the remaining 21+ 5 (--0 (mod 3)) can be partitioned by maximal cliques, 
at most one-third the vertices of $3(1+2) are in X, i.e. 
tt3 (l + 2) < o3 (1 + 2)/3. 
If d= l+ 4, it follows as above, that at most one-third of the vertices in Fig. 6(b), 
not in the rhombus of the lower right hand corner, are in X. At most 2 vertices of 
the rhombus are in X. 
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Thus 
Fig. 6. 
03 (I + 4)___ (v3(l + 4)- 4)/3 + 2 -  r v3(l + 4)/3 7. 
If d = I + 6, it follows as before that at most one-third of the vertices in Fig. 6(c) 
not in the blunted triangle of the lower right hand corner are in X. There are 12 ver- 
tices in this area and a direct argument shows that at most 4 of these vertices can 
be nonadjacent. Thus, a3(l+ 6)_< v3(l+ 6)/3. 
A similar induction, beginning at d= 8 -2  (rood 3), establishes the result for d 
even. It only remains to show that 03(6)_< I0 and a3(8)_< 15. 
The shaded cliques in Fig. 7 show that 
a3(6)_<03(6)_<I0 and a3(8)_<03(8)_<15. 
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o3(6) to 
A 
/V \  
xs 
Fig. 7. 
(3) By Theorem 5.2(ii), we need to show that 
r~(d)<_o3(d)/3-3 for d_>5. 
First notice that if we colour S,(d), as in Definition 4.2, then every colour class 
contains a vertex from every downward clique. So, we obtain, very generally, that 
r~,(d)< on(d)/n, since there is a colour class with on(d)/n or fewer members. 
In case n = 3, this bound may be improved by noting that at a 'corner' of S3(d), 
only three patterns arise when the vertices of any colour class are selected. They are 
£V%/ 
f "  g - f  
In each case the two vertices f, g in the colour class may be replaced by a single vertex 
which covers the same downward cliques; namely 
If we perform this modification at each corner of S3(d) we obtain 
r~(d)< o3(d)/3 - 3 for d_>5. 
Remark 5.5. Equality need not hold in Theorem 5.4(3). From Fig. 8 below we see 
that Q3(8)< 18 but o3(10)/3-3 = 19. (In fact, •3(8)= 18 can be shown.) 
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Proposition 5.6. a4(d)= 04(d)= 04(d)/4 when d is odd. 
Proof. The graph S4(d), d odd is quite interesting. It turns out in these cases, that 
there is a family of disjoint maximum cliques which cover all the vertices of S4(d). 
The proposition follows immediately once this partition of the vertices is 
established. 
Consider the following cliques in S4(d), d odd: 
(A) The upward cliques determined by X a e S4(d- 1), a = (al, a2, a3, a4) where 
al, a2, a3 are even. 
(B) The downward cliques determined by X~eS4(d+l), fl=(bl,bE, b3,b4), 
where bl, b2, b 3 are odd and bi>_ 1. 
From our earlier discussion, these are all maximum cliques and it is easy to verify 
that these cliques are disjoint and cover S4(d). 
Remarks 5.7. (i) We saw, in Theorem 5.2, that on(d)/n<-an(d)<-On(d) and in 5.6 
that the three numbers can be equal for some n and d. They are all equal when 
Sn(d) has a partition into maximum cliques. It would be very interesting to know 
for which values of n and d this is the case. 
(ii) For a4(d), when d is even, it is easy to see that the vertices corresponding to 
X a, a = (al, a2, a3, a4), ai all even or all odd, are mutually nonadjacent. One shows 
a4(d) >-04(d)/4 + (3d+ 6)/8. It is possible to give a very inelegant argument which 
shows that tq (d )= o4(d)/4+(3d+6)/8, but we will spare the reader the details. 
(iii) The recursion given in the proof of 5.4(1) is easily generalized to 
~n(d)>-(~n(d-2)+(n-2)~n(d- 1) + on_ l (d -  1)) / (n-  1), 
but we have not been able to use this to find an exact expression for rn(d), n_>d. 
We have been examining r, a and 0 for small values of n (n = 2, 3) and all d >__ 2. 
We conclude this section with an examination of these functions for small d 
(d=2,3)  and all n~_2. The equalities On(2)=n(n+ 1)/2, ~,(2)= L(n+ 1)/2J and 
an(2)=Qn(2)=n are all easily shown. We are very grateful to D. de Caen for the 
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expressions for a and Q in the next theorem. 
Theorem 5.8. (1) r.(3) = Lo.(3)/nJ = F(n 2 + 3n)/6]. 
(2) a.(3)=n+l(n/3)[(n-1) /2 J J -e  where e=l  for n=-5 
otherwise. 
(3) On(3)= F(n 2 + 2n)/4].  
(mod 6) and e = 0 
Proof. (1) By 5.2 it suffices to show rn(3)>_Lon(3)/nJ. Recall that rn(3) is the 
minimum cardinality of a set, X, of vertices in S,,(3) such that any vertex of S~(2) 
is a factor of a vertex in X. 
If X/3 is in X (for some i) we may replace it by Xi2Xj, j:/:i. In order that each 
X/2 in Sn(2) be a factor of some member of X we must have, for each i = 1, 2,..., n 
an integer j(i):/:i such that Xi2Xj(i)~.X. Any other Xi2Xj may be replaced by 
XiXjXk. Since at least (~) - n of the XiXj in Sn(2) will not be factors of X~Xj(i), 
i= 1, 2, ..., n, X must contain at least [-((~) - n)/3 7 monomials of the form XiXjX k 
(i,j, k distinct). Thus In + "l 
r,,(3)___ n + g = ~ = g = . 
(2) Recall that an(3) is the maximum cardinality of a set X of vertices in Sn(3), 
no two of which are adjacent. Since X is of maximum cardinality, we must have 
that for each i, X contains a vertex X2Xj for some j (j  = i is permitted); otherwise 
XU {X 3 } would be a larger set of mutually nonadjacent vertices. If X2Xj is in X, 
we may replace it by X/3. Thus, we may assume X 3 is in X, for all i, and no X2Xj 
(i:#j) is in X. It follows that X'=X\  {X/3 [ 1 <_i<_n} is a maximum set of mutually 
nonadjacent vertices of the form XiXjXk, i,j, k distinct. Now X '  may be identified 
with a maximum family of 3 subsets of an n-set, no two members of the family 
having two elements in common. But, this is a classical combinatorial problem 
(Steiner triple systems) and it is known [2, p. 93] that 
where e = 1 if n -  5 (mod 6) and e = 0 otherwise. This proves (2). 
(3) Recall that On(3) is the minimum cardinality of a set X of vertices in Sn(2) 
with the property that every vertex of Sn(3) is divisible by some member of X. 
Since X/3 is divisible only by X/2, the vertices X~, 1 = 1,..., n, must all be in X. The 
vertices of Sn(3) not divisible by X/2, for some i, are all of the form XiXjXk, i,j, k 
distinct. It follows that X'=X\  {Xi2]i= 1,..., n} is a minimum set of vertices of 
the form X-,Xj (i ~ j )  with the property that every vertex of the form XiXjXk, i, j, k 
distinct, is divisible by some member of X'. Thus, X '  may be identified with a 
minimum family F of 2 subset of  an n-set with the property that each 3-subset of 
the n-set contains a member of/7. Replacing F by the complementary family F '  of 
all 2-subsets of the n-set not occurring in F, we see that an equivalent problem is 
54 A.V. Geramita et ai. 
to find a maximum family F '  of 2-subsets of the n-set with the property that each 
3-subset of the n-set contains a 2-subset not in F'. In graph-theoretic erms, this 
maximum will be the greatest number of edges (2-subsets) that a graph with n ver- 
tices can have without containing a 3-cycle O-subset). This is also a classical pro- 
blem and Tur/m's Theorem [1, p. 109], asserts that this maximum is Ln2/4J, the 
number of edges in the complete bipartite graph on n vertices, with the two vertex 
sets of the bipartite graph as equal in size as possible. Thus, the cardinality of F '  
is Ln2/4J and so the ¢ardinality of F is (~) -  Ln2/4J. Thus, 
On(3)=n+ - = 
We close this section with a general lower bound for On(d). 
Proposition 5.9. For any n >_ 2, d > 2, 
on(d)>- - -  
on(d ) Otn(d- 1) 
n-1  n -1  
Proof. Recall that On(d) is the minimum cardinality of a set X of monomials of 
degree d -1  which when multiplied by each of X 1, ..., Xn respectively, give all 
monomials of degree d. 
There are at most an(d- 1) monomials of degree d -  1 which give rise to distinct 
mon0mials of degree d. This still leaves on(d)-nan(d- 1) monomials of degree d 
not yet reached. At the very best, these can come from (on(d)-nan(d- 1))/(n- 1) 
monomials of degree d -1 .  Thus, 
on(d) >- an(d -  1) + 
on(d)- nan(d- 1) on(d) - an(d -  1) 
n-1  n -1  
Remark 5.10. Notice that 5.9 gives a sharper estimate for On(d) than the inequality 
Qn(d)>_ vn(d)/n given in 5.2. 
6. The Cohen-Macaulay and ideal generation conjectures in dimension 0 
In this section we give constructive proofs of the 0-dimensional Cohen-Macaulay 
type conjecture for n prime, and the 0-dimensional ideal generation conjecture for 
n = 3. This covers some of the 0-dimensional cases that cannot be proved using 
monomial ideals. We do not know if our ideals can be lifted to dimension 1. 
First consider the C-M type conjecture. Let n be prime, s>n,  and write 
d-l~-n s=(  n )+A. Recall that we seek a homogeneous ideal JCk[Xl,...,Xn] such 
that: 
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(i) dimk Jt = 0 for l_< d -  1, 
(n+d-  1)_~. and (ii) dim~ Ja = - 1 ' 
(iii) dimk Jt = \ n -- 1 for l > d. 
If we write B=k[XI, ...,Xn]/J, then (ii) and (iii) say that dimkBa=2 and 
dimk BI = 0 for l > d. We further require that the map ~ : Ba- l --'Home(B1, Ba), in- 
duced by multiplication in B, satisfies 
dim(Ker @)= maxIo' (n + d -  2) - n21 
Roughly speaking, each element of a k-basis for B a 'covers' an n-dimensional 
subspace of B a_ 1, for as long as the dimensions permit, after which B a_ 1 is com- 
pletely covered (cf. Theorem 4.7). 
We first introduce some notation. Let $1 denote the set of all monomials of 
degree d -1  in k[X1,. . . ,X n] (d_>2), and let a denote the cyclic permutation 
a = (1, 2,..., n). The powers of a form a group of order n, and this group acts on 
$1 by permuting the indices (i.e. a(X~IX~2""X,~-~xan)=X~X~ 2 ""xan-~X~). 
Since n is prime, the orbits of this action contain either 1 or n elements of $1. 
There is an orbit with 1 element if and only if n [ (d -  1), this orbit being the element 
(x l  ". (e- 
Let FI, I=X a-1 and let Fl, i=cri(xdl-l)=xi d-1. Set Ol={Fi, l,...,Fl, n} and 
$2 = $1 - O1. Note that Ol is invariant under a, hence so also is $2. Choose F2,1 e $2 
n 
so that X1F2,1 ~ ~i=2XiS2 . Such an F2,1 certainly exists. Simply choose any ele- 
ment of $2 in which Xl appears to the highest power (in this case that power is 
d -  2). Let F2, i = ai(F2,1) and set O2 = {F2,1, ..-, F2, n } and S 3 = $2 - 02. Continue the 
process inductively: suppose we have found sets S 1 D $2 D ... D S t, S t ~0, and orbits 
O1, ..., Or_ 1 (each containing exactly n elements), with Si+ 1 "- S i  - O i  (l ~<_ ira_ l-- 1). 
In St choose Ft, 1 containing the highest power of X 1 among the elements of St (so 
that XIF~I~.UT=2XiSi). Set Fl, i=ai(Ft, l) and OI={FI, I,...,FI, n}. Since St is in- 
variant under a, we have Ot C St. Set St+l= St-Or. The orbit (if it exists) contain- 
ing only one element will be chosen last. 
Now let fj, i = XiFj, i . The elements fj, i are distinct monomials of degree d. Recall 
[n-2+d'~ that ,  n-1 " is the number of monomials of degre d -  1 in n variables. If 
A_< n -1  /1  
we define J to be the ideal generated by 
(i) f~,l-fj,2,fj, l - f j ,3,. .- , f j ,  l - f j ,~ (l _<j___ 2), 
(ii) all monomials of degree d that are not an fzi (1 _<j_<2), 
(iii) all monomials of  degree d+ 1. 
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For this J it is clear that B = k[Xl, ..., Xn] / J  has the required Hilbert function. It 
remains only to find ker ~, ~ : B a_ 1 -'Homk(Bl, Ba). 
Let F= ~ cj, iFj, i ~ ker 0 (if d -1  is divisible by n count (X1 ..-Xn) (a- l)/n only 
once in this expression). Then we have Xl F= 0 in Ba. But X 1F contains only one 
of fL l,fL2, -.. ,fLn (namely cL lfL 1), hence c L 1 = 0. Similarly Cl, i = 0 for all i. Now 
suppose that we have proved that cj, i = 0 for j < t, where t<_ 2. Then F = ~j zt cj, iFj, i. 
Note that j>__t implies that Fj, i~S  t. Because of our condition that 
B 
XIFt, I CUi f2XiSt  (and its images under t7 i) we have that in the expression for 
XiF, only one of the representatives ft, j (1 <_j<_n) has a chance of occurring with 
non-zero coefficient, namely ct, ift, i. Since XiF= 0 in Bd, we conclude that ct, i =0 
(l<_i<_n - except if t=2= [(n-n2+ld)/n ~ in the one orbit case, where we have only 
one ct, i). Thus cj, i = 0 for j_< t, completing the induction. We conclude that cy, i = 0 
for j<_2, and hence that ker 0 has the desired dimension (i.e. 0). 
Let 20 = ~(n-~2"~d)/n~. I f  A > Ao we can form Jd using A0, as described above, and 
then take an arbitrary subspace of codimension 2 - A0. Bd- l is still 'covered'. This 
completes the proof of 
Proposition 6.1. Let n be a prime number, and s any integer > n. Then the 
O-dimensional Cohen-Macaulay type conjecture is true for  n and s. 
Now we prove the 0-dimensional ideal generation conjecture, if n = 3. Write 
s = (d~ 3)_ 2, 0 < 2 < (d~ 2), and recall that to prove the O-dimensional ideal genera- 
tion conjecture for s it suffices to produce A forms of degree d in k[Xl, X2, X3] =R 
which span a vector space V ~ R d of dimension A, such that dim(X1 V+X2 V+X 3 V) = 
min{32,(d~3)}. Note that if d -0 ,  1 (mod 3), then (d~3)----0 (mod3) and if d -2  
(rood 3), then (d~3)___ 1 (mod 3). Thus, to prove the conjecture it suffices only to 
- td+3)/3 if din0, 1 (mod 3) and A d+3 consider A ~ 2 =(( 2 ) -  1)/3 if d--2 (mod 3). 
Consider the graphs in Fig. 9. ~ 
(a) (b) (c) 
/TX,/\ 
d=3 
d=4 
Fig. 9. 
Recall that in these graphs, the upward pointing triangles correspond to 
monomials of degree d. To explain these diagrams observe that for: 
Co) the forms X1X2X3 = (1), X~ =(2), X23 =(3), X~ =(4) and X2X2 + X2X3 + X2Xl  = 
(5) generate all 15 monomials of degree 4; 
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(c) the forms X~=(1), X2X2=(2) ,  X24=(3), 2 2 X~X~ =(4), X4: (5) ,  X2X2=(6)  
and X~X2 +X32X3 +X33Xl = (7) generate all 21 monomials of degree 5; and 
(a) X2=(1), X2=(2) and X2=(3) generate all monomials of degree 3 except 
xlx2x3. 
One now proceeds, inductively, from one of these three starts. For any d>4 one 
has a graph as depicted in Fig. 10. 
a 
Fig. 10. 
The inner portion being covered by induction, 
covered by the forms a, b, c, d, e, ..., x. 
We have proved: 
and the outer vertices being 
Proposition 6.2. Let n = 3 and let s be any integer > 3. Then the O-dimensional ideal 
generation conjecture is true fo r  n and s. 
7. Further remarks 
In this section we collect some observations we have made about the problems 
raised in earlier sections. 
Proposition 7.1. Let d be odd. The following forms o f  degree d -  1 in k[x, y, z, w] = 
R, when multiplied by x, y, z, w respectively, span the vector space o f  all forms o f  
degree d (if char k #= 3). 
(a) The monomials xrlyr2zraw r4, r i even (or zero) and Y. r i = d -  1. 
(b) The forms xS~yS2z s3 wS4(xy + yz + zw + xw + xz + yw), where the si are even (or 
zero) and ~, s i = d -  3. 
Proof. It suffices to show that every monomial in R of degree d is in the span of 
the x, y, z, w multiples of the forms in (a) and (b). 
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Let V be the vector space of forms of degree d spanned by the ~ y, z, w multiples 
of the monomials of (a). These are precisely all the forms with each monomial sum- 
mand having exactly one odd exponent. We write F-- G if F -  G e V. 
Now let ma be a form in family (b), m = xS~yS2z s3 w s', a = xy + yz  + zw + xw + 
xz + yw.  Then 
xma-  mxyz  + mxyw + mxzw + O, 
yma - mxyz  + mxyw + 0 + myzw, 
zma-  mxyz  + 0 + mxzw + myzw, 
wma •- 0 + mxyw + mxzw + myzw. 
Since the matrix 
1 1 1 0 1 1 1 0 1 
1 0 1 1 
0 1 1 1 
is invertible (char k#: 3), each of mxyz, mxyw, mxzw and myzw is in the span of the 
x, y, z, w multiples of the forms in (a) and (b). But, every monomial of degree d with 
precisely three odd exponents has this form for some m =xS~yS2zS3w s4, ~, s i=d-3 ,  
si all even. 
Remark 7.2. This proposition proves the 0-dimensional ideal generation conjecture 
for many values of s when n = 4. 
Finally, we would like to make an observation about the colouring of the graphs 
Sn(d) that was mentioned in Remark 4.3. The proofs will be left as an exercise. 
Proposition 7.3. Let  the graph Sn(d) be coloured by Z /nZ  as in (4.3) and let 
Ci = { v ~ Sn(d) [ v receives colour i }. 
(a) I f  (d,n)= 1, then Icil=lCjl fo r  all i, j eZ /nZ.  
(b) I f  A is a unit in Z /nZ ,  then ICi l  = IC il. 
Remark 7.4. If n is prime and d is a multiple of n, it appear s that [C01 = ]Ci[ + 1 
for i~O, i ~ Z /nZ,  but we have not proved this. 
Finally, we note that the discussion of Section 3 furnishes another proof of the 
result of Maroscia [9, Theorem 3.8]. 
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8. Hochster's method 
M. Hochster has shown.us a method of tackling the 0-dimensional ideal genera- 
tion conjecture, which we include here with his permission. His argument works 
equally well for all n. Unlike the method of Section 6, it is not constructive, and 
(at least, as far as we have been able to understand the argument) does not complete- 
ly prove the case n = 3. His theorem is the following: 
Theorem 8.1. Let S = k[X l, ..., Xn]. Suppose that nA < dimk Sd+ 1, d> 1. Then for 
the "generic" A-dimensional subspace V of Sd, dimk(Xl V+-.- + Xn V) = hA. 
In order to simplify the notation we will write I V I for dimk(V), V a vector space 
over k. 
Consider the exact sequence 
q~ 
Qa sJ Sd + l O 
where ¢~(fl,...,fn)=~,,"=lXifi. Then IQdl=nISdl-lSd+ l. Let Ga(V) be the 
Grassmanian of A-dimensional subspaces of a vector space V. Let XC Qd x Gx(Sd) 
be defined by 
X= {((FI,...,Fn), V)[(FI,. . . ,Fn)C V} 
(where <- ) denotes 'subspace spanned by'). Let 7r:X~Ga(Sd) be projection onto 
the second factor. 
Lemma 8.2. I f  n2 < [Sd+ l I, then lr is not onto. 
We first show that Lemma 8.2 implies Theorem 8.1. Let V be a A-dimensional 
subspace of Sd and suppose that S1V has dimension <hA. Then there exist 
F I , . . . ,Fn~ V (not all 0) such that XIFI+"'+X,,Fn=O. In particular 
(F1, ...,F,,)eQd, and (FI, ...,F,,)C V. Thus r=((FI, . . . ,Fn), V)eX and n(z)= V. 
That is, [S~ V I< n2 = Ve Ira(n). The contrapositive of this statement is the desired 
implication 8.2 = 8.1. 
Now we prove Lemma 8.2. For (Fl , . . . ,Fn)eQ d, let type(Fl , . . . ,Fn)= 
[(Fl,... ,Fn)[, and let PI={(FI,. . . ,Fn)eQd[(FI.. .F,,) is of type l}. 
Define a map q~ :Pt~Gt(Sx) as follows. Let (F1, ...,Fn)ePt. Then (F 1, . . . ,Fn)= 
(H1,..., Ht) for some H i. There exists an n × l matrix A (over k) such that 
But ~]7=,XiFi=0, so 
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... ,4 =0.  
Define L 1, ..., L! by [L l, . . . ,  LI] = [X  1, . . . ,  X~]A. Then ~I=~ LiHi =0. 
Definition 8.3. O(F1 ,  . . .  , Fn )  = <L1,  . . .  , L l ) .  
We must prove that 0 is well defined, i.e., independent of the choice of basis for 
(F1, ... ,Fn). Suppose also that (FI, ... ,Fn)=(Nl ,  ..., Nz). Then there exists an in- 
vertible ! x I matrix B over k such that 
I'll [:] mB . 
Then 
Nl  
I I I so [L~, ...,L~] = |XI, . . . ,X , , ]AB= [L I , . . . , LdB  and <LI,...,LI)=<LI,...,LI), 
desired. (The L~ are the 'L i' corresponding to the basis Nj.) 
as 
Lemma 8.4. I f  1>2, then 0 :PI-'*GI(SI) is onto. 
Proof. By changing bases in $1 we are reduced to finding (F 1, ... ,Fn)6 Qd, of 
type 1, such that ¢~(F l, . . . ,Fn)=(X1, ... ,X  i). It is straightforward to check that 
0(F1, ... ,Fn)=(X1, ..., Xl) if and only if FI, ... ,Fl are linearly independent, and 
Fl+ 1 =""  = Fn = 0. Thus it suffices to find (Fl, .,,, FI, 0, ..., 0) ~ Qd such that Fl, ..., Ft 
are linearly independent. If I is even, take any non-zero form F of degree d -  1, and 
let (F1, ...,Fi, O, ...,O)=(X2F, -X1F, X4F, -X3F,  ... ). If !=3 and d= 2 (recall that 
we assume d >_ 2) we can take 2 2 (X~-X~,X2X3-X2 ,X IX3-X2 ,0 , . . . ,O) .  For larger 
d, and 1 (1 odd), take F to be any non-zero form of degree d -2  in Xl, X2, X3, 
and G=x~4-~, say. Then let (F~,...,Fi, O , . . . ,O)=(F(X2-X2) ,F (X2X3-X2) ,  
F(XIX3-X22) ,XsG,-X4G,  X7G,-X6G, ...). This completes the proof of 8.4. 
Now we find the dimension of the fibre of 0 :Pz-*Gl(Sl) • It suffices (after co- 
ordinate change) to find the fibre over (Xl, ..., Xt). We have already observed that 
O(F1, . . . ,Fn)=(XI , . . . ,Xt)  if and only if FI, . . . ,FI  are linearly independent and 
F/= 0 for i > 1. Since PlC Qd we also have ~,t= ~ XiFi = O, so the fibre over 
(XI, ..., Xl) is the kernel ~ of the surjection 
Sd z-* [(Xl, ..., XI)Sld + 1 --*0. 
We also have an exact sequence 
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0 ''~ [ (X , ,  . . . ,  Xl)S]d + , -'* Sd+, "-¢. S(d+-l l) -'+0 
where S (n-t) is the polynomial ring in n -  I variables. Thus 
I~1 =l ISd l -  I [(X,, . . . ,X~)SId+ II 
= l lad l -  (ISd+ l I-I s~('+-i')l) 
=1 n-1  - +\n - l - l  J =rl" 
Finally 
dim(Pt) = r/+ dim GAS,) = rl + l(n - 1). 
Now define 
~t'= {((FI,...,FD, V) e X l type(F l  , . . . , F , )  = l }. 
Projection onto the first factor gives a surjection q/:tX~Pt.  The fibre over 
(F,, . . . ,F,)ePt consists of all 2-dimensional subspaces V of Sd such that 
W=<F,, ...,F,>c V, i.e., all (2-l)-dimensional subspaces of Sa/W. The fibre is 
thus isomorphic to Ga_t(Sa/W), and has dimension ( ISdl-2)(2-1). 
Finally we conclude that 
dim tX= dim Pt + dim G~_ t(Sd/W) = rl + l(n - l) + ( I Sdl - 2)(2 - l). 
The map rr:X--,Gz(Sd) will not be onto if dimtX<dimGa(Sd) for all I. iX  is 
clearly empty, and l< inf(n, 2) so the range over which we must check the inequality 
is 2_< l_< inf(n, 2). 
The desired inequality dim tX<dim Ga(Sd) is 
,7 + t ( .  - l) + (ISdl - 2 ) (2 -1 )  < (ISdl - 2)2, 
i.e., 
~ + l (n - l )<t ( ISd l -2 ) ,  
i.e, 
g ladl- lad+, l+ I Sd(~qZ)l + (n - t)< Z(ISdl- 2), 
i.e., 
Is~(%-iZ)l + l(n-l+ 2)< Isa+,l, (2 _< l_< inf(n, 2)). (8.5) 
We are assuming that n2 < Iad+,l, so (8.5) follows from 
IS~an+qt)l + , (n - ,+  In [Sa+,l)<_lSa+ll. (8.6) 
If l=n (8.5) is obvious. If l<n, after a bit of calculation, (8.6) becomes 
n 1 n - l -  + l<_ -  n 
(8.7) 
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Let m = n -  1. Then (8.7) becomes 
Now let 
- -  - m _ <  - - 
m n \n - l /  
(8.8) 
F(X)=x\x_ l / -X (x_> 1, d_2) .  
For f'Lxed d, F(x) is strictly increasing, except if d=2 we have F(1)=F(2)=0. 
Because !>_2, the inequality in (8.8) is thus strict. Hence (8.7), (8.6) and (8.5) hold, 
and the latter is what we wish to prove. This completes the proof of Lemma 8.2, 
and hence also Theorem 8.1, so long as nA<lSd+l[. 
Note that if nA = [Sd+ll and l=n, then equality holds in 8.5, so Theorem 8.1 is 
not established by the present argument in this case. To prove the 0-dimensional 
ideal generation conjecture for n=3,  s=15 we have d=3,  A=5, [$41=15, so 
Hochster's argument appears not to cover this case, although Proposition 6.2 does. 
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