Abstract-This paper considers a state estimation problem where the nominal system is linear but the sensor has a timevarying gain component, giving rise to a bilinear output equation. This is a general sensor self-calibration problem and is of particular interest in the problem of estimating wafer thickness and etch rate during semiconductor manufacturing using reflectometry. We explore the use of a least squares estimate for this nonlinear estimation problem and give several approximate recursive algorithms for practical realization. Stability results for these algorithms are also given. Simulation results compare the new algorithms with the Extended Kalman Filter (EKF) and Iterated Kalman Filter (IKF).
I. INTRODUCTION AND PROBLEM FORMULATION
T HE MAIN goal of this paper is to study a particular nonlinear estimation problem arising from drifting sensor gains. A practical example of this problem occurred in our work on control and estimation in semiconductor manufacturing [1] . In plasma etching and deposition processes, a laser is reflected off the wafer while it is undergoing processing. The wafer consists of a stack of thin films on a substrate. As the wafer is processed, the reflected light intensity varies as a function of the film thickness. Thus, current thickness and etch (or deposition) rate information can be recovered from this time-varying signal which is recorded using analog and digital electronics. However, this signal is also affected by factors other than the changes in the film thickness. In particular, an important source of signal variation is the gradual clouding of the optical window through which the laser and detector view the wafer. This clouding occurs because of polymer formation in the plasma which diffuses and sticks to the windows on the reactor and decreases the effective gain of the system during the etch process. There are other sources of variations as well, such as drifts in the analog electronics, variations in the optical system, etc.
To account for this variation, one can postulate a model for the sensor drift. Consider the following discrete-time system:
(1) (2) where and and are matrices of appropriate dimensions. We will consider to be an unknown process disturbance, to be a known input, and to be measurement noise. The matrix is a time-varying diagonal matrix which represents the variation in the gain of each sensor. Although many models for the dynamic behavior of are possible, we will assume the following:
where and and are matrices of appropriate dimensions. We will assume throughout that and are invertible. By choosing we assume that the gain perturbations are additive around a nominal value of one, while the dynamics allow us to specify a general (finite-dimensional) spectrum for Note a choice of and such that and allows the trajectory of the sensor drift to be independent of the state The system formulation emphasizes the conception of as a known, nominal gain for the system, and as a time-varying perturbation of this gain.
The goal is to obtain online estimates of and using This is a filtering problem where the main difficulties arise from the nonlinear output equation.
The mathematical estimation problem described above in (1)-(4) captures a class of sensor signal processing problems where the sensor gain drift has a systematic component. We believe that such problems also arise in applications other than the film thickness and etch rate estimation problem discussed above. For example, online sensor self-calibration problems will also lead to estimation problems of the kind treated in this paper.
From a system theoretic viewpoint, this is a special class of nonlinear filtering problems. The standard approach [2] is to calculate the a posteriori conditional probability density of and which is conditioned on the observed output sequence This distribution contains all the statistical information we have about and given our observations. Estimates of and are then generated by operating on the a posteriori density. For example, the minimum variance estimate of and would be given by the conditional mean [2] , [3] . Another common estimate, termed maximum a posteriori (MAP) [4] , [5] , or Bayesian Maximum Likelihood [2] is given by finding the maximum of which can be thought of as the state and gain perturbation which was "most likely"
given the observed output sequence. Unfortunately, when the dynamics and/or the output equations are nonlinear, calculation of becomes nontrivial and essentially intractable as an engineering solution.
The main goal of this paper, besides exposing this very structured and interesting class of nonlinear filtering problems, is to exploit this special structure and explore suboptimal but more easily computable estimates. Here we will consider a family of estimation procedures which are all based on a least squares approach. The analysis begins with the case in which is an unknown constant, i.e., Here we show that there is a nonzero bias in the estimate which can be taken care of if it is known a priori that is an unknown constant. Next we give an asymptotic convergence result under the assumption of zero noise. Following this, we present a general scheme for computing the estimates. We then show various approximations which lead to the extended Kalman filter and iterated Kalman filter as special cases and also lead to other new estimators. Stability results for these new estimators are given. Finally, a simple numerical simulation is included to illustrate the ideas. This filtering problem has a considerable amount of structure and we are currently exploring additional properties and different estimation schemes.
A. Notation
Let denote the vector space -tuples of real numbers. We will often use the quadratic form where and is a symmetric positive definite matrix. For ease of notation, we will use the norm and dot product notation and with if The notation ) indicates a matrix with the elements of vector along the diagonal and zeros elsewhere. The maximum singular value of a matrix is notated and the minimum singular value is denoted by We define a neighborhood
II. LEAST SQUARES ESTIMATE
The suboptimal approach we will investigate for the estimation of state in the face of a drifting gain is based on least squares optimization. We will consider estimation via minimization of the quadratic cost function subject to the constraints (5) (6) Both and are a priori guesses for the initial condition of the system. Now, it is clear that once and are chosen, are fixed by the system equations (5) and (6); however to be explicit, we notate here and elsewhere the dependence of on
We will also use separate notation for estimated and actual trajectories in the following way: The true trajectory will be denoted by a star, e.g., while an estimated trajectory will use a hat notation, e.g., with the added annotation of to indicate the estimate of the state at time given data up to time Let us define
and define an abbreviation for the output equation
Furthermore, we will notate sequences from time to as or if the initial time is zero, by Then we may rewrite our cost function as (9) subject to the constraint (10) Consider the minimizing solution of (9) This will correspond to the state trajectory which can be explained by noise and disturbances which are the smallest in the sense of the norms and This type of curve-fitting approach makes intuitive engineering sense, and the least squares approach to nonlinear filtering problems has a long history [6] .
This approach is in the same vein as other work in nonlinear observers, specifically moving horizon observers [7] and Newton observers [8] . Moving horizon observers approximately solve a moving horizon optimization problem, with the accuracy increasing with time. Newton observers use a Newton algorithm to invert the dynamics given output data, which is also equivalent to approximately solving a moving horizon optimization problem.
If we make some particular probabilistic assumptions about our disturbances and noise, it is well known that the least squares estimate is related to a type of maximum likelihood (ML) estimate. In this case, we will be considering the joint density which is the distribution of the entire trajectory conditioned on the observations The minimizing solution of (9) corresponds to the Bayesian Maximum Likelihood estimate maximizing if we assume Gaussian noise, disturbance, and initial state distributions. The exact relationship is given in the following theorem, which follows directly from [9] and [2] .
Theorem 1: Consider the system (1)- (3) with random initial state and gain densities and and white Gaussian noise and disturbance random sequences and Let the initial state, noise, and disturbance be mutually independent. Then the cost function (9) is proportional to the negative log of the joint a posteriori distribution
Since the maximum likelihood estimate is given by maximizing the joint a posteriori distribution, the minimizing solution of (9) will correspond to the maximum likelihood estimate. Because of this connection, we will term the minimizing solution the joint maximum likelihood (JML) estimate. It should be emphasized, however, that the JML estimate seeks to find the "most likely" trajectory rather than the "most likely" state which would be given by maximizing In particular, because of our nonlinear output equation, there is no guarantee that lies on (that is, that ) However, for linear dynamics and output equation, with Gaussian noise and disturbance, it is in fact known that and this also coincides with the minimum variance estimate [2] .
To find a new optimization problem must be solved each time a new data point is collected, and the number of parameters increases with the number of observations. Obviously, we will quickly lose the computational advantage we were seeking over the minimum variance estimate. Therefore, we will be interested in ways of reducing the complexity so that the computation time does not grow with the number of data points.
III. SPECIAL CASE: UNKNOWN CONSTANT
We can gain insight into the properties of the JML estimate by considering the special case where becomes an unknown constant. Now the problem is essentially one of parameter estimation. Let us consider the JML estimate of for each
We can isolate this part of the estimation problem by considering the cost function For fixed since the problem becomes linear, the JML and minimum variance estimates of (and ) coincide and are given by a Kalman filter. The cost is related to the output of a Kalman filter designed for a fixed via the following result. For ease of notation, we define Theorem 2: Consider the JML cost (9) subject to constraint (10) with and Then is given by (11) where and and are the Kalman filter mean and covariance time updates for fixed Proof: As stated above, for fixed , the JML estimate coincides with the minimum variance estimate. The minimum cost given as a sum of the weighted residuals as in (11) can be obtained using orthogonal transformations [10, Ch. 7] . For a direct algebraic proof, see [11] .
Thus we see that the JML cost for fixed is given by the difference between a Kalman filter prediction designed for the given and the observed output. The JML estimate is then possible by adjusting to minimize this error. This class of algorithms for parameter estimation, known as prediction error (PE), has been studied extensively, both in the offline and recursive cases; see for example [12] - [14] and the references therein.
As we might hope that the estimate given by minimizing (11) converge to the actual value of that is, we would like to be consistent. However, this is not the case. Consider a (nonjoint) ML estimate of given by maximizing the a posteriori distribution Note that we can obtain this distribution from via
Under the assumptions of Theorem 1, with the exception of considering an unknown constant, we have [15] (12)
where again, and and are the Kalman Filter mean and covariance time updates for fixed Since log is a monotonic function, we can maximize (12) by minimizing Those terms of which are dependent on are as follows:
The estimate of obtained by minimizing (13) is known to be consistent with probability one [15] . A key difference between (11) and (13) is the term and because this term is lacking, we lose the property of consistency. This problem can obviously be alleviated by the inclusion in (11) of this extra term. However, in the general case, with time-varying analysis of the estimator bias is very difficult, and a similar fix cannot be accommodated.
IV. RESULTS IN THE GENERAL CASE
We have seen in the previous section that for a special case of constant , we cannot expect consistent estimates. However, if we are content to concern ourselves only with the stability of the estimates, it is possible to show that the estimated trajectories approach the actual trajectories in the noiseless case. That is, we assume that the data has been generated by the system (14) (15) Note that in this analysis we are not limited to the special case of constant.
To consider the stability of the JML estimates, we need to introduce a notion of observability. Let and Consider the mapping given by where is the output of system (14) and (15) for initial condition and input We will say that the system is -observable with respect to and if is injective for all Basically, what we require is, given the input for time the state at time zero should be uniquely defined by the observed output sequence.
There is another notion of observability which will be more useful for the recursive algorithms which are described later. If the rank of at is the system is said to satisfy the rank observability condition at for input [16] . By the chain rule, we have
where Thus the system satisfies the rank observability condition at for if the matrix is of rank This matrix will be called the observability matrix.
Theorem 3: Consider system (14) and (15) with initial condition and input resulting in the state trajectory Consider estimation of via minimization of (9) subject to constraint (10) . Let be positive definite. If system (14) , (15) is -observable with respect to and and then as Proof: The idea is to bound the cost function using the actual output of the deterministic system and then note that each element of the cost function is nondecreasing with . Thus the minimum value of the cost function must converge to the value given by the true solution as time goes to infinity, and by continuity and observability, the estimated state must converge to the true state.
We will use the notation to indicate the value of the cost function used at time given by plugging in the first components of and ( will, of course, have to be greater than .) Then 
V. APPROXIMATIONS AND RECURSIVE ALGORITHMS
The general solution of the JML estimate requires solving a nontrivial constrained least squares problem with the number of parameters increasing with time. Usually, given data at time we are most interested in finding which is the th term of the most likely trajectory Let Clearly Using a dynamic programming approach, it is possible to construct in a recursive manner [9] : (17) Thus, it is possible to reduce the parameter space to the dimension of If the output equation were linear, then it is well known that is a purely quadratic function for all and it is possible recursively compute the "sufficient statistic" of the center and Hessian of the quadratic. Unfortunately, in our case a finite-dimensional representation of for all is not possible. However, a possible solution technique which will be explored here is to approximate with a function of fixed structure. We are aided in our search for an online approximation of due to the nature of the estimation problem (as opposed to a control problem), as we will have on hand some estimates of the past true trajectory, and this is the region where the approximation must be good.
Historically, recursive approximate solutions to the nonlinear least squares problem have been developed using linearization of the dynamics and output equation [9] , or the technique of invariant imbedding [6] , which give rise to equations equivalent to or very similar to the extended Kalman filter (EKF). We shall see below how the EKF is related to the technique of approximation of
We will consider the following types of algorithms:
• strictly recursive approximations: A fixed parameterized structure for is postulated, and at each parameters to approximate the cost function are computed; • partially recursive approximations: As described below, in a manner similar to windowing, more data is used to compute the estimates, so that at time we need only find an approximation of for some
A. Strictly Recursive Approximations
We begin by considering a strictly recursive approximation. A possible scheme for solving (17) is as follows.
Algorithm SR
Step SR0: For initialization: set Given initial estimate and weight let where and Step SR1: Set Solve
Since both and are quadratic, this can be done analytically, and will be quadratic, that is where and a constant, is unimportant.
Step SR2: Solve where
Step SR3: Approximate by for some choice of and Step SR4: Go to Step SR1. Note: in Step SR3, the approximation should strictly speaking be given by with a constant. However, because will only be used later to define a minimization problem, this constant is unimportant. The same reasoning allows us to disregard the constant term in
Step SR1. We see that, under the assumption that is quadratic, Step SR1 is exact. The approximate nature of the algorithm comes from Steps SR2 and SR3.
Because the function to be minimized in Step SR2 contains quartic terms due to our nonlinear output equation, minimization requires the use of a gradient descent-type algorithm. Errors may occur by converging to a local minimum or stopping the algorithm before convergence occurs. Efficient algorithms for the minimization in Step SR2 are the subject of current research.
In
Step SR3, we require the approximation of which contains quartic terms, by a quadratic. To reduce the errors of future estimates this approximation must be good near that is, where would lie for the exact JML solution. Below, we show how the EKF and Iterated Kalman Filter (IKF) can be viewed as strictly recursive approximations to the JML estimate, followed by some further possible approximate solutions.
1) EKF/IKF as a Strictly Recursive Approximation:
The EKF and IKF are usually introduced as approximations to the minimum variance estimate [2] , [3] . However, in [17] , it is established that the IKF generates the same iterates as a Gauss-Newton method for the minimization problem Thus, they can also be shown to be strictly recursive approximations to the JML estimate in the form of Algorithm SR.
Algorithm EKF
Step EKF0: It is the same as SR0.
Step EFK1: It is the same as SR1.
Step EKF2: Approximately solve where by taking Gauss-Newton steps, where for the EKF, and for the IKF. Step EFK4: Go to Step EFK1. Examining this algorithm, we note two areas of concern. First, using a Gauss-Newton method to solve a quartic problem may not be efficient, and indeed could diverge. Also, the approximation in Step EKF3 (which is a second-order expansion of with a Gauss-Newton approximation of the Hessian) may be improved.
2) Taylor Series: Inspired by the EKF/IKF solution, we attempt to improve the estimates by choosing a gradient descent algorithm in Step SR2 with better convergence properties and choosing a better approximation of Since appropriate algorithms are still an area of current research, we will assume that we can solve Step SR2 to obtain a minimizing solution. If is a minimum of then the gradient is zero and we can use a second-order Taylor series approximation. Then we have the following algorithm.
Algorithm SR-T
Step SR-T0: It is the same as SR0.
Step SR-T1: It is the same as SR1.
Step SR-T2: It is the same as SR2.
Step SR-T3: Approximate by where is the Hessian of at In our case (20) where is defined in (19) , and is a matrix with the element given by where is the element of and
Step SR-T4: Go to Step SR-T1.
Comparing (20) with (18), we see that the EKF/IKF ignores the term involving just as a Gauss-Newton method would in its estimate of the Hessian. If is a unique minimum then the Hessian is positive definite.
B. Partially Recursive Approximations
With some added computational complexity, we can reduce the effect of our approximations of This is accomplished by including more of the exact least squares terms in Step 3 and pushing the approximate terms into the past. Consider the following algorithm, with an integer is greater than 1.
Algorithm PR-T
Step PR-T0: For initialization: Set Given initial estimate and weight let where and
Step PR-T1: Set Solve
Since both and are quadratic, we have where
Step PR-T2: Solve subject to where Denote the minimizing solution as
Step PR-T3: Approximate by where with and as defined in Section V-A2.
Step PR-T4: Go to Step PR-T1. Note that in Step PR-T3, is approximated by a second-order Taylor series around However, since is not a minimizer of in general, we need to calculate the minimum of in order to put it into the proper form.
C. The Stability of Recursive Approximations
Since the recursive algorithms are approximate solutions to the JML estimator, they do not share its guarantee of stability. However, the discrete-time EKF has been shown to be locally stable under general conditions [18] - [20] , and it is not surprising that similar results for the algorithms presented here can be established. We will use the following general result which applies to estimation algorithms which utilize a minimization step to incorporate observation data. Proof: See Appendix A. To establish stability of our recursive algorithms, we need only check if conditions A1-A5 are satisfied.
Theorem 5: Consider the estimation algorithm SR-T operating on data generated by the system (14) , (15) 
is of rank which along with the compactness of implies for some or which along with implies Condition A5. Note: Conditions C3 and C4 are assured by algorithm SR-T for a sufficiently large choice of
The update is Since and as a choice of positive definite and sufficiently large will ensure that the difference between and will not cause Condition C4 to be violated. In addition, we will have for some This, along with the observability condition C5, allows us to conclude via Lemma 6 (see Appendix A) that Condition C3 is satisfied.
A similar result can be obtained for algorithm PR-T; see [11] for details.
VI. SIMULATION RESULTS AND DISCUSSION
In order to get an estimate of the performance of the PR-T and SR-T algorithms in the face of measurement noise and disturbances, a series of MATLAB simulation experiments were performed. A fifth-order system with three outputs was used for all simulations. The state dynamics were chosen randomly, although stable. The dynamics which model the drift of the senor gain were chosen to be integrators so that the sensor gain drift was a realization of a random walk.
The resulting system was as follows:
We compared the EKF, the IKF, with the SR-T algorithm, and the PR-T algorithm with with simulated Gaussian noise and disturbances for various choices of and, We set and with mean initial conditions The input was a square wave of amplitude one and a period of 20 samples. Unless otherwise stated, the values of the parameters were chosen to be while and Each run was 100 samples long. Typical responses for and are shown in Fig. 1 .
To determine the average performance of each estimator for a given set of parameters, the average rms estimation error was found over 100 different runs, each with a different realization for state disturbance, measurement noise, and initial conditions.
The first set of simulations examined the effect of uncertainty in the initial conditions. In this case, was varied from .1 to 100, and was varied from .01 to 3. All other parameters were kept at the nominal values described above. The results are shown in Table I . The key effect which is evident is the advantage of the larger number of measurements used by PR-T in its measurement update. Even as the initial condition uncertainty increases, it is able to converge quickly, and this is reflected in the smaller errors. Based on this simulation, there appears to be no advantage to using the SR-T algorithm over the IKF.
In the next simulation series, we examined the effect of measurement noise, and was varied from .1 to 100. The Table II . Note in this case that the PR-T algorithm is the best for smaller measurement noise, but as the noise level increases, this advantage decreases until all algorithms perform similarly.
A similar trend can be observed as the state disturbance is increased. For the results in Table III, the state disturbance was varied between .0001 and .1. Notice again that the advantage of the PR-T algorithm is lost for larger disturbances, and curiously the EKF becomes the best choice for large state disturbances.
Based on these simulations, it appears that there is an advantage to an approximate least squares algorithm such as PR-T when there is large uncertainty in the initial conditions, but in the face of large persistent disturbances or measurement noise, this advantage is lost. It seems to us that this is most likely due to a broadening of the a posteriori distribution as the noise terms are increased, and the choice of the maximum of this distribution becomes farther away from the optimal.
VII. CONCLUSION
In this paper we have explored the nonlinear filtering problem posed by a linear system with a drifting sensor gain. This nonlinear filtering problem appears to be very challenging. We have investigated an estimation procedure based on least squares optimization, the JML estimate, which is the maximum likelihood trajectory estimate under Gaussian assumptions. Several approximate recursive algorithms for calculating the JML estimate, SR-T, and PR-T were proposed, based on finding approximations to the least squares estimation cost with a fixed quadratic structure. The connections with these methods to the EKF and IKF were exposed, and stability properties for the SR-T and PR-T estimation schemes were established. Finally, some simulation results were given demonstrating the behavior of the various algorithms. We have seen that when there is large initial condition uncertainty, there seems an advantage to using PR-T algorithm. However, when measurement noise and state disturbances are increased, the performance gain is not as clear. The precise tradeoffs depend on the level of noise and disturbances and error in initial conditions.
APPENDIX
The stability result of Theorem 4 is established using several preliminary results.
We begin by stating a result of Deyst and Price [21] , [22] , which bounds the covariance matrix of the Kalman filter as long as controllability and observability conditions are satisfied. This result is useful both to show how Condition C3 of Theorem 5 can be satisfied and as a technical result in the sequel. [22] . Strictly speaking, the result is proven only for ; however since the recursion is continuous, we can extend the result to Next, the following lemma places a rough bound on the estimation error.
Lemma 7: Consider the estimation update (21)- (22) operating on data generated by system (23) where we have also replaced with using the result of Lemma 7. We now need to account for the "time update." This follows from where the inequality comes from inverting both sides of condition A4 to give Thus as desired.
In most cases, is not strictly positive definite, so more work is needed to obtain a stability result.
Lemma 9: Consider the estimation update (21) and (22) operating on data generated by system (23) 
