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THE DIRICHLET PROBLEM FOR A SINGULAR ELLIPTIC EQUATION
by Nguyen Phuong cAc
Introduction.
Let G be a bounded domain with smooth boundary 8G. Suppose that 8G consists of two connected parts S and S 9G = S US , of which S^ may be empty. In this paper we propose to study the solvability of the Dirichlet problem for the elliptic operator K :^'
U^G ^IBG (2) with 0(x)=0 when x G Si. In (1) we have used the customary summation convention : if an index is repeated then summation over that index from 1 to n is to be understood, unless other limits of summation are expressly indicated. Singular elliptic operators have been studied extensively. Many authors, among them Morel [9] , Baouendi [I], Kohn-Nirenberg [5] , Murthy-Stampacchia [II], used Sobolev's spaces, mostly weighted ones. This method has the elegance of the Hilbert space approach although the mechanism for determining the necessary estimates and the existence of the trace of a function in a weighted Sobolev's space may be quite complicated to develop. On the other hand, Schechter [12] , using the Schauder estimates and the maximum principle, proves a very interesting result on the solvability of the Dirichlet problem for an equation similar to (1) , when the portion S^ of the boundary QG is contained in the hyperplane x^ = 0. However, it seems to us that the method and result of 206 N.P. CAC Schechter cannot be applied immediately to the problem (1), (2) for an arbitrary domain G ; moreover we feel that in general it is quite difficult to ascertain whether a given singular elliptic operator actually satisfies the condition of Schechter for the solvability of the Dirichlet problem and this is the main reason for our carrying out the investigation in this paper. Recently, Lo [7] , also using Schauder's estimates, the maximum principle together with suitably constructed barriers, again obtains conditions for the solvability of the Dirichlet problem for a particular case of equation (1) : the portion S of 3G is contained in x^ = 0, 0(x) = x^ and the coefficients b^x\ 1 < i < n -1, are of the form x^b^(x) with smooth 6*. Although Lo's result is apparently weaker than that of Schechter as we shall see in Proposition 6 later on, the barrier method is more readily adaptable to the general equation (1) and general domain G. We would also like to point out that Jamet and Parter [4] have also used barriers to study singular equations similar to (1) with S^ contained in x^ == 0, by the method of finite difference of numerical analysis. Finally we mention that the prototypes of equation (1) are studied by Brousse and Poncin [2] and Huber [3] .
In Section 3, our Propositions 1 and 2 give conditions for the solvability of the Dirichlet problem (1), (2) whereas Proposition 3 gives conditions under which the Dirichlet problem is not solvable in general. This proposition when applied to equations studied in [7] seems to give a stronger result than that obtained there. Our conditions for solvability and non-solvability do not exactly fit together, this seems to point toward the shortcomings of the barrier method that we use (or rather the special barriers that we construct). We also give examples of equations to which our results can be applied. Section 4 discusses the relationship between our results and those of Lo [7] and Schechter [12] .
Notations and basic assumptions.
For an integer m > 0 we denote by C (G) [C (G)] the set of all real functions with derivatives up to and including order m continuous in G [G] . For a non-negative integer m and 0 <a< 1, let c m+</ G ) be the set of a11 functions in C^ (G) whose derivatives of order m satisfy a Holder condition with a in G. We put -^^^^ in G (1)
we put
nd make the following assumptions concerning its coefficients and nonhomogeneous term throughout the paper. Some of the above hypotheses are unnecessarily restrictive. For example, in Proposition 1 actually we only need to require that a^ , b^, c , /, belong to C^(<D) for every domain (D with S> C G and bounded away from S^ and that a^(x) ^ ?. > 0 for x G G-S^. But in order not to complicate the statement of hypotheses we prefer not to point out these variations which are not difficult to detect. The statements of some results obtained in the next section might have been simpler if we assume |A0| > 0 in G instead of |A0| > 0 in G -S . However this assumption will exclude some interesting equations from our study. In contrast to the particular case where 9 Qc) = x and the portion S^ of 3G is contained in x^ = 0 studied by Lo [7] , for equation (1) in general the condition for the solvability of the Dirichlet problem (1), (2) 
), (2) has a unique solution u G C^(G) n C (G).
Proof. -The uniqueness of the solution is an immediate consequence of the maximum principle (cf., for example, [10] ).
We first consider the case when ^ E C (G).
For each n = 1,2, . . . , let G be
Let u^(x) be the unique solution (cf. [6, 8] It may be necessary to smooth off small portions of the part of the boundary of G^ contained in G to insure existence of u ).
We first show that the sequence {u^(x)}^^ is uniformly bounded. (In Lo [7] , proof of Theorem 2, it is just stated without justification that the sequence u^(x) is uniformly bounded. However it seems to us that this uniform boundedness is an immediate consequence of the maximum principle only if / = 0 in G ; otherwise it is not obvious because 6~1 (x) is not bounded in G). If we can constmct a function w(x)GC^(G) such that ^[w]<-1 in G then the boundedness follows. In fact, choose k > 0 sufficiently large such that
since JLI > 0 and c(x) > 0. By the maximum principle
and hence
Consider the function v(x) = exp{-\0^(x)} where j3 is the constant in condition (I) of the hypotheses and X is a positive constant to be determined later. By elementary calculation we obtain 
Proof that there is a solution u E C^^(G U S^) n C^G) o/ r/z^ Dirichlet problem (1), (2).
By the well known Schauder estimates up to the boundary [6, 8] Thus the Dirichlet problem (1), (2) has been solved in the case (R E C^(G). We now consider the case ^ E C^CG). 
We can find a sequence {^}^^ of functions of C^^(G) converging in C^(G) to ^. Let ^ G C^(G U S^) H C(G) be

Thus{ u^x)}^^ converges uniformly in C^(G) to a function u G CQ (G) and^M
Moreover, in each domain CD with 0 C G we have the Schauder interior estimates (cf., e.g., [6] ).
11^11^ <K((D) [||/||, + 1^11 J
where K(CD) is a constant depending on the ellipticity v of /?, the || . 11,-norms of its coefficients in CD and the distance from G) to 3G Comments on the proof of theorem 1. -Besides our proof of the uniform boundedness of the sequence {u^{x)}^ that we have mentioned earlier, our "passing to the limit" for the sequence {u } is different from that of [7] , Theorem 2. It follows Schechter [12] instead. In [7] it is done immediately for <p G C^(G). But it seems to us that the estimate (inequality (9), page 340 in [7] ) ll^iX < K^W + IHIî s not known for a domain G^ in such generality, and only known if H^lL^a is ^P^c^ by \\u\\^ where CO is an interior subdomain of G. If this is the case then it is not immediately clear that the limit function u(x) of the sequence { u^} in [7] 
belong to C (G U S ).
Example. -Proposition 1 seems to be particularly suitable for the following class of Dirichlet problem. Suppose without loss of generality that the boundary 3G contains the origin 0. Consider, where p == OM, the operator
Then S^ ={0} and ^p(x) is certainly constant on Si. In particular, the following operator has been considered by Morel [9] :
where § is a constant. For it, condition (I) in Proposition 1 becomes
for some 0 < p < 1 and ^ > 0. This is satisfied if
8<2-n
We thus reobtain a condition of Morel ([8] , page 395). 
. ,6^(M). It is also required that the support line of ^(y) intersects 9G at a finite number of points in any neighbourhood of P.
Example.-Although condition (II) above is cumbersome, it is simple to check that it is verified in interesting cases. For example, let G be the unit sphere in R". Consider the operator
where 0(x) is any function satisfying i) in Section II. It satisfies condition (II) of Proposition 2 : it suffices to take as jn(P) the unit vector of the direction PO. The passing to the limit of the sequence {u } is first carried out for <pE C^(G) to obtain u E C^JG U S^). Ag^in, condition (I) of the hypothesis guarantees that{i^(x)} is uniformly bounded in G. This, together with the existence of a local barrier at every point PE S are used to show that u\^ = ^Ig . Here we only show that conditions (I) and (II) of the hypothesis enable one to construct a local barrier at every point P G S^. For other details we refer the reader to Lo [7] .
Let ^i(P) = (^ , jn^,. . . , ^) and let
Thus there is a neighbourhood N of P such that in N H G, Proposition 3 below when applied to the special case of equation (1) considered in [7] gives what seems to us a stronger result than that obtained in [7] . 
is satisfied for positive constants c and 7.
Before proving this proposition, perhaps it is worthwhile to point out that condition (III) above and condition (I) in Propositions 1 and 2 cannot be satisfied simultaneously as can be seen without difficultly. Thus, as it should be, Proposition 3 on one hand and Propositions 1 and 2 on the other are mutually exclusive.
Proof of Proposition 3. -By using the maximum principle on the homogeneous equation (for the detail we refer the reader to the proof of Theorem 1 in Lo [7] ), it suffices to show that there is a barrier function w(x) which is a) Twice continuously differentiable and nonnegative in G -S^ ; Our construction of this barrier function is significantly different from that of Loin [7] . Let We first choose X such that (cf. equation (8) Once X has been chosen we choose k such that w(x) > 0 in G, this is certainly possible because (cf. expression (7) above) log(E/0) >log2
The function w(x) with X, k so chosen satisfies all the three requirements (a), (b) and (c) above. Q.E.D.
A special case.
In this section we will show how our results can be applied to the equations studied in [7] . Proposition 6 deals with the relationship between the result of Schechter [12] and that of Lo [7] .
Throughout this section, let G be a bounded domain with smooth boundary, G is contained in the strip 0 < x^ < t^ and a portion S of the boundary 3G is contained in the hyperplane x = 0. Lo [7] considers the following Dirichlet problem.
with the normalization a ^(x) = 1.
This equation is a special case of equation (1) Condition (II) in Proposition 2 is automatically satisfied with, for any P^ S^, jn(P) being the unit vector originating at P and parallel to the x -axis. Our barrier function (6) is then reduced to that constructed by Lo [7] . For reference we list the following result : From Proposition 3 we deduce the following result for equation (9) which is stronger than a similar result in [7] (Theorem 1). A^o^. -For the validity of Proposition 5, Theorem 1 of [7] requires that h (x) be in C^ (G), even in x^ and h (x ^ . . . , x^, , 0) > 1 which is more restrictive than our condition. We also wish to point out that a careful reading of the proof of Theorem 1 of [7] seems to indicate that there also, h(x) needs to_be defined not only in G but in Bx[0,^] instead, because x^G does not necessarily imply (^,...,x^.O)ESŴ e now prove that Theorem 2 of [7] which is listed as Proposition 4 above can be deduced from a result of M. Schechter. In [12] , Schechter proves that the boundary value problem (with the normalization a^ (^) = 1)
G ^lac
has a unique solution u G C^(G) 0 C^(G) if ^CC(G) and if in any subset G' of G bounded away from S^ the operator ^ is uniformly elliptic and a^ . a., c, / belong to CJG'), c(x) > 0 in G and if the following crucial condition is satisfied.
