The dynamics of a model attractor neural network, dominated by collateral feedback, composed of excitatory and inhibitory neurons described by a erent currents and spike rates, is studied analytically. The network stores stimuli learned in a temporal sequence. The statistical properties of the delay activities are investigated analytically under the approximation that no neuron is activated by more than one of the learned stimuli, and that inhibitory reaction is instantaneous. The analytic results reproduce the details of simulations of the model in which the stored memories are uncorrelated, and neurons can be shared, with low probability, by di erent stimuli. As such, the approximate analytic results account for delayed match to sample experiments of Miyashita in the inferotemporal cortex of monkeys. If the stimuli used in the experiment are uncorrelated, the analysis deduces the mean coding level f in a stimulus (i.e. the mean fraction of neurons activated by a given stimulus) from the fraction of selective neurons which have a high correlation coe cient, of f 0:0125. It also predicts the structure of the distribution of the correlation coe cients among neurons.
Introduction
The experiments of the Miyashita group 1, 2, 3] of single unit recordings in the inferotemporal cortex of monkeys trained to perform delayed matching to sample tasks have provided evidence for attractor dynamics in a module of the region under observation. Similar phenomena have been observed in pre-frontal cortex (see e.g. Ref. 4] ). In one of the experiments 2] signi cant correlations in the internal representations of stimuli, chosen to be uncorrelated, have been obtained when those had been presented during training in a xed sequence. Given the potential of these experiments of bridging the gap between experiments and theory, several studies have been made in order to obtain these correlations in a model attractor neural network. A detailed theoretical model for such experiments can much enhance their implications, as well as provide precise clues for tests and extensions.
A rst step in this direction, stimulated by those experiments, was made in a recent study 5]. It was found by simulations that a simple attractor neural network which connects, in its synaptic structure, information about contiguous stimuli learned in a sequence, has correlated delay activities even though the learned stimuli are uncorrelated. In this model network the delay activity distribution (an attractor, or reverberation) provoked in the neural assembly by the presentation of one of the uncorrelated stimuli, is correlated with the delay activity corresponding to other stimuli until a separation of several patterns in the sequence of the learned patterns, although the synaptic matrix connects only information about consecutive (nearest neighbors) in the sequence. The correlation distance of the attractors, as well as the amplitudes of the correlations are robust to the parameters of the model. The appearance of such correlations between the di erent delay activities is a transcription, during the learning process, of temporal correlations in the training information, into spatial (activity distribution among neurons) correlations of the internal representations of the di erent stimuli. In other words, this is an embryo of context sensitivity (see e.g. Ref. 6] ). However this model was too simple to obtain a quantitative agreement with the experiment, since neurons were discrete.
The second step was to model the phenomenon in a network of more realistic elements 7] . The idea was to inquire into the domain of validity and robustness of the surprising result found in 5], and, on the other hand, to investigate the characteristics that would bring the model to the level of quantitative agreement with as much information as that given by the short accounts of the experiments.
The model simulated in Ref. 7] consists of a network of integrate-and-re neurons operating in the presence of high levels of non-selective uncorrelated noise due to spontaneous activity (see e.g. Ref. 8] ). The neuron is represented by its current to spike rate transduction function, which includes the e ect of noise due to spontaneous activity 8]. Such neurons are taken to represent the excitatory neurons of the network, the pyramidal cells. It is in the synaptic matrix connecting these neurons that learning is expressed. The synaptic matrix, representing the training process, is constructed to represent the inclusion of the information about the contiguity of patterns in the training sequence, like in Ref. 5] . Inhibition is taken to have xed synapses and its role is to react rapidly in proportion to the mean level of activity in the excitatory network. In this way it controls the overall activity in the network.
The delay activities are investigated by presenting to the neural module (cell assembly) one of the uncorrelated stimuli as a set of a erent currents into a subset of the neurons. These currents are removed after a short time and the network is allowed to follow the dynamics as governed by the feedback represented in the collateral part of the synaptic matrix. Eventually, the network arrives at a stationary distribution of spike rates. This is the delay activity distribution corresponding to the stimulus which excited the network. In 7] it was reported that the phenomenon of the conversion of temporal correlations (contiguity of stimuli in the training sequence) into spatial correlations of neural delay activity distributions in a cell assembly, persists when the model network is composed of quasi-realistic neural elements. Furthermore this new model is in quantitative agreement with all the available experimental data 7, 2], and makes several experimental predictions.
Before we introduce the present work we brie y summarize the experiments of Ref. 2], since we adress it in detail in the following.
Summary of the experiments of Ref. 2]
In the experiment described in Ref. 2] two monkeys are trained to perform a visual memory task, in which they have to memorize a sample stimulus during a 16 seconds delay period and then to decide whether a second stimulus is the same as the sample. Two sets of 97 computer generated fractal colour patterns are used. The rst set is repeatedly used during the training session. Patterns in this set are referred to as learned stimuli, while those from the other set are referred to as new stimuli. Both sets are used during the recording session.
Miyashita nds that a few of the 97 learned stimuli reproducibly activate a particular neuron with high-frequency sustained discharges during the delay period of the task. The optimal set of stimuli varies from cell to cell. By contrast, the 97 new patterns produce only weak delay responses. Of the 206 neurons recorded in the TE av area of IT cortex of the over-trained monkeys, 57 neurons exhibit these selective delay discharges. In the following such cells are referred to as selective cells.
Then Miyashita investigates the e ect of a xed order presentation of the patterns during the training session according to an arbitrarily attached serial position number (SPN). He nds that the e ective responses to the learned stimuli cluster along the SPN (see Fig. 3b of Ref. 2]), and that the clustering is not due to an artefact in the testing procedure because the responses simultaneously obtained from the new stimuli are not clustered. In the 57 selective cells, the responses to the learned stimuli are signi cantly correlated in the neighbours of the SPNs. The nearest-neighbour correlations for the learned stimuli di er from cell to cell, and are signi cant in 28 of the 57 cells according to Kendall's correlation test, whereas those for the new stimuli are not signi cant in any cell. In the following these cells with signi cant nearest-neighbour coe cient are referred to as cells with a high correlation coe cient. The measured correlations are Kendall rank correlation coe cients (see Sec. 4.2 for their de nition). They are shown in Fig. 3c of Ref. 2] . The coe cients along the SPNs in these 28 cells di ers signi cantly up to the 6th neighbour from that of the new stimuli. Miyashita concludes that cells in this area can associate pictorial patterns for 6 consecutive neighbours during learning.
The present work
In the following we present an analytical investigation of the dynamics of the network described in 7] and of the statistical properties of the delay activities in simpli ed conditions. The main simpli cations made through the paper are Each excitatory neuron is activated by at most one of the stimuli presented to the network. This is a good approximation only in the limit of a very low coding rate, i.e. when the fraction of neurons driven by each stimulus is low. Inhibition is taken to be instantaneous, i.e. the inhibitory currents a erent on any excitatory neuron at any time depend on the instantaneous mean activity of the excitatory network at the same time. In sect. 3.2 we will study the case in which all gain functions are taken to be threshold linear 9]. This makes possible the explicit calculation of the delay activities. The synaptic matrix used is of a Willshaw type 10], i.e. synapses take only one of a few possible values. We have also studied the case in which such a matrix is generated dynamically in a process of learning. It will be described elsewhere 11].
The results of the analysis agree with the simulations in which the above simpli cations did not hold. They can be directly confronted with the experimental data of Ref. 2] . If the stimuli used in the experiment are uncorrelated, the analysis produces a relation between the number of selective neurons and the mean number of neurons with a high correlation coe cient. This in turn produces a prediction of a coding level (i.e. the mean fraction of neurons activated by a given stimulus) f 0:0125. Furthermore, the analysis provides not only the mean correlations of reverberations over all neurons in a sample, but also the distribution of the correlation coe cients over the neurons. This is yet another prediction.
The article is organized as follows: In section 2 we describe in more detail the model network and its elements. In section 3 we solve the dynamics, rst in a toy model in which all transduction functions are threshold-linear, then with more realistic current-to-rate transduction functions. In section 4 the statistical properties of the attractors are presented and are confronted with the results of the experiments in inferotemporal cortex 2]. In the last section we discuss our results. 2 The model network
The excitatory network
The network is composed of N excitatory neurons and an associated inhibitory network. An excitatory neuron i (i = 1; . . . ; N) is characterized at time t by its incoming current I i (t) and its ring rate V i (t). Its a erent current is composed of feed-back (collateral) from the other excitatory neurons; of hyper-polarizing current from the inhibitory network ?T i (t) and an eventual external current H ext i (t) representing the stimulus. The dynamics of the excitatory neurons is 
The incoming current into neuron i is converted into a spike rate via
where exc is the current-to-rate transduction function for an excitatory neuron. The spike rate is expressed as a fraction of the maximal rate. In the following we will study two cases for the transduction function:
Threshold linear, with threshold e and gain g e : 
Noisy integrate-and-re, obtained by assuming a leaky integrate-and-re neuron with threshold e , integration time constant of soma depolarization and absolute refractory period 0 , receiving a background stationary gaussian current of mean and RMS 8]. Both transfer functions are shown in Fig. 1 . The rst one has the advantage of making possible the calculation of closed expressions for the delay activities as a function of the network parameters, while the second one is more realistic. We nd that both functions lead to qualitatively similar results for the statistical properties of the attractors.
The inhibitory response
A separate inhibitory network is composed of N inh inhibitory neurons. The inhibitory reaction is unstructured, and every inhibitory neuron is connected to and from all excitatory neurons with a uniform synaptic strength. Every inhibitory neuron receives the same current from the excitatory neurons, and the entire inhibitory network becomes equivalent to a single inhibitory neuron characterized by its a erent current I inh (t) and its spike rate V inh (see e.g. 12]). The dynamics of the synaptic current into this inhibitory neuron is given by
and V inh = inh (I inh ) (5) where inh is the inhibitory current-to-rate transduction function.
In other words, the inhibitory neuron is driven by a current proportional to the mean activity in the excitatory network. The inhibitory response is the same to every excitatory neuron: for all i T i in Eq. (1) is given by
(6) Eqs. (1, 4, 6) together with the transduction functions exc and inh describe the dynamics in full, once the synaptic matrix connecting the excitatory neurons, J ij , and J inh are given.
In the following we will restrict ourselves to a threshold-linear inhibitory transduction function. We have checked that using a function of the`integrate-and-re' type leads to the same qualitative results. This transfer function is characterized by the gain g and the threshold J ij = aJ fN where 0 < a < 1, if J ij = 0, by way of the Willshaw prescription, and there exists at least one pair of consecutive patterns ; +1 for which i = +1 j =1 or j = +1 i =1; otherwise J ij = 0: The parameter a represents the strength with which the contiguity of two patterns in the learned sequence is imprinted during learning (see e.g. 5]).
The self excitatory coupling is set to zero, J ii = 0. The excitatory to inhibitory synaptic strength J inh is set to J inh = 1=fN. Here we have restricted ourselves to a synaptic matrix which is prescribed a priori. A matrix which performs in a similar way can be generated also by a quasi-realistic learning process. This process will be discussed elsewhere 11].
Dynamics for non-overlapping memories
In this section we analyse the dynamics and determine the delay activities of neurons and their statistical properties in simpli ed conditions. The simpli cations are:
The patterns in the sequence of stimuli have no foreground neurons in common. This is a good approximation only in the limit of a very low coding level;
The inhibition is taken to be instantaneous, i.e. the inhibitory currents afferent on any excitatory neuron is determined by the mean activity in the excitatory network at the same time; In section 3.3 all gain functions are taken to be threshold-linear. Since in the experiment the typical values of f, the fraction of neurons activated by a stimulus, is low (about 1%), the probability that a neuron is activated by two given patterns is in fact low. Hence, to obtain an approximate idea of the structure of the delay activities we consider the case in which each neuron is in the foreground of at most one single pattern. Thus the populations F of neurons activated by stimulus are non-overlapping sets of neurons. If the total number of memorized patterns is p, then this implies that fp < 1.
Dynamics of the overlaps
We de ne the mean activity among neurons in the foreground of pattern number , F , by m (t) = 1 fN
in which j = 1 de nes the foreground group of pattern , see e.g. section 2.3.
In the case of non-overlapping patterns the mean total activity of the excitatory neurons A(t) is A(t) = 1 fN 
Dynamics with instant inhibition
As a further simpli cation the reaction of the inhibitory neurons is taken to be instantaneous: at each time I inh (t) = A(t) given by Eq. (9), i.e. the total activity of the excitatory network at the same time. As a result, the current received by an excitatory neuron, belonging to the group F , evolves according to 
with A(t) given in terms of the m s by Eq. (9). Since there is now a single time constant we set exc as the time unit, i.e. exc = 1. The e ect of the stimulus is represented by an initial set of rates V i (t = 0) and hence by an initial set of m (t = 0)'s. Then, for a given pair of transfer functions and a speci c value of a, one can solve these equations and study the correlations between attractors, when the network reaches one. The persistent delay activities are those activity distributions whose corresponding m 's make the r.h.s of Eq. (17) vanish. Their excitation depends only on the particular stimulus presented and not on the order in which stimuli had been learned (see e.g. 2]).
Explicit solution for threshold-linear transfer functions
A complete explicit solution for the attractors of the dynamics Eqs. (13, 14, 15) is possible if both gain functions are threshold-linear 9]. We will see in the next subsection that taking more realistic transduction functions produces qualitatively similar results. The transfer functions are given by Eqs. (3, 7) , with = 1, and we set J = 1.
The initial conditions are: m (0) = m 0 , and m (0) = 0 for 6 = . This corresponds to the situation in which stimulus , one of the uncorrelated stimuli learned in the sequence, has been imposed on the (overtrained) network by the external currents.
Dynamics for a = 0
In this case the initial uncorrelated pure patterns are stable points of the dynamics, i.e. there is a xed point solution m = 1 m k = 0 if k 1. provided g e > 1, and 0 < m c < 1 where m c = e g e g e ? 1 :
For the parameters taken in Fig. 1 , one has m c = 0:5. It is shown in Appendix A that any con guration with m (0) > m c converges to the attractor, and that it is stable under small perturbations. This is also a stable attractor for small values of a, i.e. if a < e the pure patterns are still stable points of the dynamics.
Dynamics for a > 0
In the following we set e = 0, g e = 1. The dynamics of the network depends now on the parameters a and g, the inhibitory gain. For any positive a, the population F of neurons which are activated by the stimulus will activate neurons of populations F 1 , which may in turn activate neurons from population F 2 , etc. In this way excitation could percolate to all neurons. What prevents the propagation of excitation to a large number of populations of neurons is the inhibition, and the balance between the parameters a and g will control how many of these populations will be active in an attractor. In the next sections we present the results and their dependence on the ratio a=g. Only the delay activities are presented. The analysis of the dynamics of the network is presented in Appendix B. We show in Fig. 2 the di erent regions (a phase diagram) in the a{g plane. The parameter K indicates the maximal distance k at which a population F k gets activated when stimulus number is shown to the network. For example if K = 1 F ?1 , F and F +1 are active in the attractor after presentation of stimulus . In general, the number of populations activated in an attractor is 2K +1. Decreasing the inhibitory gain one can arrive at arbitrarily high values of the parameter K, whatever the value of the parameter a. As K increases neurons from a larger number of pure stimuli participate in each attractor (delay activity) and hence attractors with larger separation become correlated. In this sense the range of correlations found in the experiment is essentially a measure of the inhibitory gain. Thus K is the most distant pattern in the sequence with which the attractor has a non-zero overlap. In other words, it is the most distant stimulus whose foreground neurons are active in the attractor. We show in Fig. 3 the delay activities of a neuron in di erent attractors as a function of the serial position number (SPN) of the shown stimulus. The chosen neuron is in the foreground of stimulus number 50. As the inhibitory gain g is decreased, this neuron is activated in an increasing number of neighboring attractors. This gure is qualitatively similar to Fig. 3b of Ref. 2] . Note however that in Fig. 3 the mean activity of the neuron is at saturation for all but the most distant attractor in which this neuron has nonvanishing delay activity, contrary to the experimental gures. This is due to the particular shape of the transduction function.
3.4`Integrate-and-re' transfer functions
In this case we iterate numerically the recurrence equations (13-15) until the xed point is reached. The results are qualitatively similar as in the previous section. Decreasing the gain of the inhibitory response function, the attractors become correlated with more patterns in the sequence. As an example we take the excitatory transfer function shown in Fig. 1 , keeping a threshold-linear inhibitory transfer function, as in Eq. (7) with threshold = 0:05.
The`phase diagram' in this case is shown in Fig. 4 . It is very similar to the phase diagram of Note that in this case the neuron is always much below saturation.
The main di erence is that there is a critical value of a, a 0:11, under which K = 1 for any value of the inhibitory gain g. This means that in this case a is too low to provoke activation of populations which are not the nearest neighbors of the population corresponding to the presented stimulus. For a > 0:11, one has a situation similar to the case of threshold-linear transfer function, and one can obtain an arbitrarily high value of K decreasing the inhibitory gain g. Another di erence with the threshold-linear case is that there is no discontinuity at a = 0 | the delay activity of the next neighbour population increases continuously from zero as a increases. The rates versus the serial position number (as in Fig. 3 ), for a speci c neuron which is in the foreground of pattern number 50, are shown in . The neuron is only active when neighbours of stimulus number 50 are presented to the network. This`clustering' of the neuronal response along the SPN is similar to the experimental gures. When the inhibitory gain g goes down the cluster includes more patterns which are neighbors of pattern number 50. Note that the rates cluster around the SPN of the stimulus for which the neuron is in the foreground as in the case of threshold-linear gain functions. The positive rates are now more realistic. When the inhibitory gain g decreases, such a neuron, as well as all selective neurons, is active in the delay activity period following the presentation of more separated neighbors in the sequence.
To test the robustness to the form of the inhibitory response function we tried the same type of gain function as for the excitatory neuron. We took for the inhibitory gain function, inh in Eq. (5), the same function as the excitatory gain function exc in Fig. 1 
and the covariance of a pair of such random variables, corresponding to a given pair of attractors and is
The correlation between the activity distributions in the two attractors and is
The mean correlation between two attractors at distance k is de ned as C k = 1 p X C ; +k ; (27) where p is the total number of memorized attractors.
Correlations between attractors
For non-overlapping patterns the usual correlations, de ned in the last section, are easily calculated from the knowledge of the delay activities in terms of the m .
When stimulus is presented the delay activity of a neuron i 2 F is V i = m .
Thus m is the delay activity of population after stimulus is presented, and is given by Eqs. For a high inhibitory gain, a < g, the correlations between attractors at distance k are:
(30) This is the leftmost curve in Fig. 6 .
For lower inhibitory gain, g < a, the correlations between attractors are Fig. 6 we plot these correlations for K = 2; 3; 4 and = 0:5. The correlations decrease from 1 to zero when the distance between the attractors increases. The distance at which the correlations become zero, 2K + 1, is the number of di erent populations involved in a given attractor. As K increases the correlations between attractors corresponding to neighbouring stimuli become very high | for example C 1 0:93 for K = 4. In this case the correlations also have a long tail, up to a distance k = 8.
Kendall rank coe cients (KRCs)
KRCs, rather than usual correlation coe cients (Sec. 4.1), of delay activity distributions have been used to represent the results in the experiments of Miyashita 2] . We proceed to discuss, in detail, the corresponding exact KRCs for the case of non-overlapping stimuli and then the approximate KRCs for uncorrelated patterns with low coding level. The exact KRCs are contrasted with the corresponding conventional correlations.
De nitions
KRCs are calculated independently for each neuron. For a given neuron one computes 
KRCs | non overlapping patterns
Consider, as an example, the case of non overlapping patterns and neurons with threshold-linear transfer functions, in the region g < a < 2g (K = 1 in Fig. 2 ). When stimulus number is presented, the network relaxes to an attractor described by Eqs. Here we take the elements of the matrix to be zero if
The measured delay activity of a real neurons is, of course, never strictly zero due to the spontaneous activity. However, if the activity of the neuron after presentation of stimuli ; ; + k; + k is due to spontaneous activity we may assume that it is random and uncorrelated and hence that U k will be 1 or ?1 with equal probability.
The average over all elements of the matrix would be the same as if these random elements were taken to be zero. The standard deviation of the resulting KRC, would be proportional to the square root of the number of such elements in the matrix, i.e of order p 2=p for large p and small f. 
which is the mean KRC of one neuron. In the model network selective neurons, i.e. neurons which have an elevated activity in response to at least one stimulus, are neurons which belong to the foreground of one pattern in the sequence. All selective neurons in this case have equal KRCs. We will see in the next section that this does not hold when random, uncorrelated patterns are considered. Moreover, in the present case non selective neurons have all KRCs equal to zero. However, to allow a comparison with The KRCs are shown in Fig. 7 for di erent values of K, and p = 100. At this value of p the KRCs decrease almost linearly with the distance between the corresponding stimuli, until they reach a negative value at distance 2K + 1. Note that the values of the rank coe cients depend not only on the distance K, but also on the number of memorized patterns p. They are independent of the ratio between the di erent non-zero delay activities in a given attractor. The usual correlations are independent of p. This di erence is depicted in Fig. 8 . We plot both KRCs and usual correlation coe cients for a network with threshold-linear transfer functions, with parameters given in Fig. 5 and g = 0:15, for three values of p. For these parameters we have K = 4. The usual correlation coe cients decrease from C 0 = 1 to C 2K+1 = C 9 = 0 independently of the number of patterns, while the KRCs are quite sensitive to the value of p. KRCs become negative after some value depending on p. They become constant at the same separation at which the usual correlations vanish, i.e. 2K + 1, for all p. The dependence on p of the KRCs is peculiar to the special way in which they are de ned, and is not descriptive of the dynamics. For the same network, choosing sets with a di erent number of attractors will lead to similar conventional correlations, but to very di erent KRCs. Conventional correlations should therefore be preferred to represent the statistical properties of the delay activities.
Approximate KRCs | uncorrelated patterns
Until this section we have considered the situation in which every neuron in the network is activated by at most one stimulus. If patterns are randomly drawn with coding level f, there will be neurons activated by more than one stimulus. This is the situation we consider in this section. For the calculation of the coe cients we suppose that in every attractor neurons from an equal number (2K + 1) of adjacent pure stimuli are active. We denote by r the number of patterns for which the neuron under consideration is active. For this neuron, the matrix U k , instead of having a single group of 2K +1?k non zero columns and rows, will have r such groups. If the coding rate is very low then to a good approximation these groups of columns and rows in the matrix do not overlap. Hence, for large p, the rank coe cients will be, for i 2K,
For random uncorrelated patterns with coding rate f the probability for a neuron being in the foreground of r patterns is, for 0 r p p r = ( p r ) . If one supposes that the population of neurons used to calculate the`high' KRCs in the experiment are neurons which are in the foreground of more than one stimulus, one can get an estimate of the coding level from the ratio of the number of these neurons to the number of selective neurons. In fact, these neurons with`high' KRCs are about half of selective neurons (28 out of 57). If the stimuli are uncorrelated, this ratio is obtained when the coding level is f 0:0125. Taking K = 3 as an estimate of the maximal distance at which populations of neurons are activated, both average and high' KRCs are of the same order of magnitude as the experimental ones. The comparison for both KRCs is shown in Fig. 9 .
This analysis also suggests that it would be interesting to measure the distribution of the KRCs among neurons. Eq. (43) shows that the KRC of a given neuron is determined by the number of stimuli by which it is activated. This holds when the activity of a neuron which does not participate in an attractor is zero. As noticed in Sec. 4.3, in a real network we may assume that when a neuron does not participate in an attractor it has a random spontaneous activity. Because of these random uncorrelated delay activities, one has to add to Eq. and has a width of order p 2=p due to the randomnesss of the activity of neurons when they do not participate in an attractor. Peak number n contains neurons which are in the foreground of n di erent stimuli. The peaks at distance 1 are well separated, since the distance between peaks is large compared with the width of a single peak, which is of order p 2=p. As the distance increases the peaks become closer till they merge together when their distance is of the order of the width of the peak (see e.g. Fig. 10 ). It would be interesting to have the experimental distribution of KRCs, since it would give an insight on the distribution of selective neurons. 
Conclusions and outlook
In this paper we have studied analytically the dynamics of an attractor neural network converting temporal correlations between learned stimuli into spatial correlations between attractors. The features of the neural delay activity versus the serial position number of the stimulus in the learned sequence, as well as statistical properties of the attractors, turn out to be quite similar to results of delayed match to sample experiments in inferotemporal cortex of monkeys. This detailed correspondence between the model and the experimental data carry much promise since the model is very simple and can be studied in detail.
For what concerns the details of the model, there are many unrealistic features like the prescribed synaptic matrix of section 2.3. However such a synaptic matrix can be replaced by a matrix obtained during a quasi-realistic learning dynamics 13, 11]. The availability of this learning procedure makes possible the study of the statistical properties of the attractors as a function of the presentation procedures. One can for example study the e ect of sequences of ordered pairs of stimuli unordered among themselves. This situation corresponds to the experimental setup of Ref. 3] . The study of the learning dynamics leading to spatial correlations between attractors goes beyond the scope of this paper, and will be considered in a future publication 11]. Both excitatory and inhibitory neurons may also be oversimpli ed. Yet, in a complex environment as a live cortex it will be the assembly properties of the neural module which will determine how simpli ed the neural element is allowed to be. The behaviour of the network is very robust to changes in the excitatory and/or inhibitory transduction function. Thus one can expect the statistical properties of the delay activities not to depend much on the details of the model neuron, even if the resulting properties of the individual neuron, like the ring rate in the delay activity, are di erent. 
