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Abstract
We propose a new framework for the analysis of low-
rank tensors which lies at the intersection of spectral graph
theory and signal processing. As a first step, we present a
new graph based low-rank decomposition which approxi-
mates the classical low-rank SVD for matrices and multi-
linear SVD for tensors. Then, building on this novel decom-
position we construct a general class of convex optimization
problems for approximately solving low-rank tensor inverse
problems, such as tensor Robust PCA. The whole frame-
work is named as “Multilinear Low-rank tensors on Graphs
(MLRTG)”. Our theoretical analysis shows: 1) MLRTG
stands on the notion of approximate stationarity of multi-
dimensional signals on graphs and 2) the approximation
error depends on the eigen gaps of the graphs. We demon-
strate applications for a wide variety of 4 artificial and 12
real tensor datasets, such as EEG, FMRI, BCI, surveillance
videos and hyperspectral images. Generalization of the ten-
sor concepts to non-euclidean domain, orders of magni-
tude speed-up, low-memory requirement and significantly
enhanced performance at low SNR are the key aspects of
our framework.
1. Introduction
Low-rank tensors span a wide variety of applications,
like tensor compression [8, 13], robust PCA [7, 30], com-
pletion [6, 9, 14, 15] and parameter approximation in CNNs
[29]. However, the current literature lacks development in
twomain facets: 1) large scale processing and 2) generaliza-
tion to non-euclidean domain (graphs [27]). For example,
for a tensor Y 2 Rn⇥n⇥n, tensor robust PCA via nuclear
norm minimization [31] costs O(n4) per iteration which is
unacceptable even for n as small as 100. Many application
specific alternatives, such as randomization, sketching and
fast optimization methods have been proposed to speed up
computations [1, 3, 10–12, 22, 32, 35], but they cannot be
generalized for a broad range of applications.
In this work, we answer the following question: Is it pos-
sible to 1) generalize the notion of tensors to graphs and 2)
target above applications in a scalable manner? To the best
of our knowledge, little effort has been made to target the
former [34], [36], [37] at the price of higher cost, however,
no work has been done to tackle the two problems simulta-
neously. Therefore, we revisit tensors from a new perspec-
tive and develop an entirely novel, scalable and approximate
framework which benefits from graphs.
It has recently been shown for the case of 1D [21] and
time varying signals [16] that the first few eigenvectors of
the graph provide a smooth basis for data, the notion of
graph stationarity. We generalize this concept for higher
order tensors and develop a framework that encodes the ten-
sors as a multilinear combination of few graph eigenvectors
constructed from the rows of its different modes (figure on
the top of this page). This multilinear combination, which
we call graph core tensor (GCT), is highly structured like
the core tensor obtained byMultilinear SVD (MLSVD) [13]
and can be used to solve a plethora of tensor related inverse
problems in a highly scalable manner.
Contributions: In this paper we propose Multilinear
low-rank tensors on graphs (MLRTG) as a novel signal
model for low-rank tensors. Using this signal model, we
develop an entirely novel, scalable and approximate frame-
work for a variety of inverse problems involving tensors,
such as Multilinear SVD and robust tensor PCA. Most im-
portantly, we theoretically link the concept to joint approxi-
mate graph stationarity and characterize the approximation
error in terms of the eigen gaps of the graphs. Various ex-
periments on a wide variety of 4 artificial and 12 real bench-
mark datasets such as videos, face images and hyperspectral
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images using our algorithms demonstrate the power of our
approach. The MLRTG framework is highly scalable, for
example, for a tensor Y 2 Rn⇥n⇥n, Robust Tensor PCA
on graphs scales with O(nk2 + k4), where k ⌧ n, as op-
posed to O(n4).
Notation: We represent tensors with bold calligraphic
letters Y and matrices with capital letters Y . For a tensor
Y 2 Rn1⇥n2⇥n3 , with a multilinear rank (r1, r2, r3) [4], its
µth matricization / flattening Yµ is a re-arrangement such
that Y1 2 Rn1⇥n2n3 . For simplicity we work with 3D ten-
sors of same size n and rank r in each dimension.
Graphs: We specifically refer to a knn-nearest neigh-
bors graph between the rows of Yµ as Gµ = (Vµ,Eµ,Wµ)
with vertex setVµ, edge set Eµ and weight matrixWµ. Wµ,
as defined in [27], is constructed via a Gaussian kernel and
the combinatorial Laplacian is given as Lµ = Dµ   Wµ,
where Dµ is the degree matrix. The eigenvalue of decom-
position of Lµ = Pµ⇤µP>µ and we refer to the 1st k eigen-
vectors and eigenvalues as (Pµk,⇤µk). Throughout, we
use FLANN [17] for the construction of Gµ which costs
O(n log(n)) and is parallelizable. We also assume that a
fast and parallelizable framework, such as the one proposed
in [18] or [28] is available for the computation of Pµk which
costs O(nk2c ), where c is the number of processors.
2. Multilinear Low-Rank Tensors on Graphs
A tensor Y⇤ 2 Rn⇥n⇥n is said to be Multilinear Low-
Rank on Graphs (MLRTG) if it can be encoded in terms of
the lowest k ⌧ n Laplacian eigenvectors as:
vec(Y⇤) = (P1k ⌦ P2k ⌦ P3k) vec(X ⇤),
where vec(·) denotes the vectorization, ⌦ denotes the kro-
necker product, Pµk 2 Rn⇥k, 8µ and X ⇤ 2 Rk⇥k⇥k is the
Graph Core Tensor (GCT). We refer to a tensor from the set
of all possible MLRTG as Y⇤ 2 MLT. The main idea is
illustrated in the figure on the first page of this paper. We
call the tuple (k, k, k), where r  k ⌧ n, as the Graph
Multilinear Rank of Y⇤. In the sequel, for the simplicity
of notation: 1) we work with the matricized version (along
mode 1) ofY⇤ and 2) denote P2,3k = P1k⌦P2k 2 Rn2⇥k2 .
Then for X⇤1 2 Rk⇥k
2
, Y ⇤1 2 Rn⇥n
2
= P1kX⇤1P>2,3k.
In simple words: one can encode a low-rank tensor in
terms of the low-frequency Laplacian eigenvectors. This
multilinear combination is called GCT. It is highly struc-
tured like the core tensor obtained by standard Multilinear
SVD (MLSVD) and can be used for a broad range of ten-
sor based applications. Furthermore, the fact that GCT en-
codes the interaction between the graph eigenvectors, ren-
ders its interpretation as a multi-dimensional graph fourier
transform.
In real applications, due to noise the tensor Y is only
approximately low-rank (approximate MLRTG), so the fol-
lowing Lemma holds:
Lemma 1. For any Y = Y⇤ + Y¯ 2 Rn⇥n⇥n, where
Y⇤ 2 MLT and Y¯ models the noise and errors, the µth
matricization Yµ of Y satisfies
Y1 = P1kX
⇤
1P
>
2,3k + P¯1kX¯1P¯
>
2,3k, (1)
where P¯1k 2 Rn⇥(n k) and P¯2,3k 2 Rn2⇥(n k)2 de-
note the complement Laplacian eigenvectors (above k) and
X¯1 2 R(n k)⇥(n k)2 . Furthermore, kX¯1kF ⌧ kX1kF .
Proof. Please refer to the proof of Theorem 1 in Appendix
A.1.
Figure 1. Illustration the properties of MLRTG in terms of an ar-
bitrary graph spectral covariance (GSC)  µ matrix.
LetCµ 2 Rn⇥n2 be the covariance of Yµ, then theGraph
Spectral Covariance (GSC)  µ is given as  µ = P>µ CµPµ.
For a signal that is approximately stationary on a graph,
 µ has most of its energy concentrated on the diagonal
[21]. For MLRTG, we additionally require the energy to
be concentrated on the top corner of  µ, which we call low-
frequency energy concentration.
Key properties of MLRTG: Thus, for any Y 2
MLT, the GSC  µ of each of its µth matricization
Yµ satisfies: 1) joint approximate graph stationarity, i.e,
k diag( µ)k2F /k µk2F ⇡ 1 and 2) low frequency energy
concentration, i.e, k µ(1 : k, 1 : k)k2F /k µk2F ⇡ 1, 8µ.
Theorem 1. For anyY = Y⇤+ Y¯ , Y⇤ 2MLT if and only
Lemma 1 and property 2 hold.
Proof. Please refer to Appendix A.1.
Fig. 1 illustrates the properties in terms of an arbitrary
GSC matrix. The leftmost plot corresponds to the case of
approximate stationarity (strong diagonal), the middle to the
case of non-noisyMLRTG and the rightmost plot to the case
of approximateMLRTG. Note that the energy spilling out of
the top left submatrix due to noise results in an approximate
low-rank representation.
Examples: Many real world datasets satisfy the approx-
imate MLRTG assumption. Fig. 2 presents the example of
a hyperspectral face tensor. The singular values for each
of the modes show the low-rankness property, whereas the
graph spectral covariance and the energy concentration plot
(property 2) show that 99% of the energy of the mode 1
can be expressed in terms of the top 2% of the graph eigen-
vectors. Examples of FMRI and COIL20 tensor are also
presented in Fig. 11 of Appendix A.2.
Figure 2. A hyperspectral image tensor from the Stanford database. The singular values of the modes, graph spectral covariance (GSC)
and the energy concentration plot clearly show that the tensor is approximately MLRTG.
3. Applications of MLRTG
Any Y⇤ 2 MLT is the product of two important com-
ponents 1) the Laplacian eigenvectors and eigenvalues Pµk,
⇤µk for each of the modes of the tensor and 2) the GCT
X . While the former can be pre-computed, the GCT needs
to be determined via an appropriate procedure. Once deter-
mined, it can be used directly as a low-dimensional feature
of the tensor Y or employed for other useful tasks. It is
therefore possible to propose a general framework for solv-
ing a broad range of tensor / matrix inverse problems, which
optimize the GCT X . For a general linear operatorM and
its matricizationM1,
min
X
 (M1(P1kX1P
>
2,3k) Y1)+  
X
µ
kXµk⇤g(⇤µk), (2)
where  (·) is an lp norm depending on the application under
consideration and g(⇤µk) = ⇤↵µk,↵   1, denote the kernel-
ized Laplacian eigenvalues as the weights for the nuclear
norm minimization. Assuming the eigenvalues are sorted in
ascending order, this corresponds to a higher penalization
of higher singular values of Xµ which correspond to noise.
Thus, the goal is to determine a graph core tensorX whose
rank is minimized in all the modes. Such a nuclear norm
minimization on the full tensor (without weights) has ap-
peared in earlier works [7]. However, note that in our case
we lift the computational burden by minimizing only the
core tensor X .
3.1. Graph Core Tensor Pursuit (GCTP)
The first application corresponds to the case where one is
only interested in the GCTX . For a clean matricized tensor
Y1, it is straight-forward to determine the matricized X as
X1 = P>1kY1P2,3k.
For the case of noisy Y corrupted with Gaussian noise,
one seeks a robust X which is not possible without an ap-
propriate regularization on X . Hence, we propose to solve
problem 2 with Frobenius norm:
min
X
kY1   P1kX1P>2,3kk2F +  
X
µ
kXµk⇤g(⇤µk), (3)
Using Y1 = P1kXˆ1P>2,3k in eq. (3), we get:
min
X
kXˆ1  X1k2F +  
X
µ
kXµk⇤g(⇤µk). (4)
which we call as Graph Core Tensor Pursuit (GCTP). To
solve GCTP, one just needs to apply the singular value
soft-thresholding operation (Appendix A.3) on each of the
modes of the tensor X . For X 2 Rk⇥k⇥k, it scales with
O(k4), where k ⌧ n.
3.2. Graph Multilinear SVD (GMLSVD)
Notice that the decomposition defined by eq. (1) is quite
similar to the standard Mulitlinear SVD (MLSVD) [13]. Is
it possible to define a graph based MLSVD using X ?
MLSVD: In standard MLSVD, one aims to decompose
a tensor Y 2 Rn⇥n⇥n into factors Uµ 2 Rn⇥r which are
linked by a core S 2 Rr⇥r⇥r. This can be attained by
solving the ALS problem [13] which iteratively computes
the SVD of every mode of Y until the fit k vec(Y)  (U1⌦
U2 ⌦ U3) vec(S)k22 stops to improve. This costs O(nr2)
per iteration for rank r.
FromMLSVD to GMLSVD: In our case the fit is given
in terms of the pre-computed Laplacian eigenvectors Pµk,
i.e, k vec(Y)  (P1k ⌦ P2k ⌦ P3k) vec(X )k22 and X is de-
termined by GCTP eq. (4). This raises the question about
how the factors Uµ relate to Pµk and core tensor S to X .
We argue as following: letX = (A1k⌦A2k⌦A3k) vec(R)
be the MLSVD of X . Then, if we set set Vµ = PµkAµk,
then Uµ ⇡ Vµ. While we give an example below, a more
thoretical study is presented in the Theorem 2.
Algorithm for GMLSVD: Thus, for a tensor Y , one
can compute GMLSVD in the following steps: 1) Compute
the graph core tensor X via GCTP (eq. (4)), 2) Perform
the MLSVD of vec(X ) = (A1k ⌦ A2k ⌦ A3k) vec(R), 3)
Let the factors Vµ = PµkAµk and the core tensor is R.
Given the Laplacian eigenvectors Pµk, GMLSVD scales
with O(k4) per iteration which is the same as the complex-
ity of solving GCTP.
Example: To understand this, imagine the case of 2D
tensor (a matrix) of vectorized wedge images from COIL20
dataset in the columns. U1 for this matrix corresponds to the
left singular vectors obtained by SVD and P1k correspond
to the first k eigenvectors of the Laplacian L1 between the
rows (pixels). Fig. 3 shows an example wedge image, 1st
singular vector in U1 obtained via SVD and the 2nd Lapla-
cian eigenvector P12. Clearly, the 1st singular vector in U1
is not equal to the 2nd eigenvector P12 (and others). How-
ever, if we recover X using GCTP (eq. (4)) and then per-
form the SVD of X = A1kRA>2k and let V1 = P1kA1k,
then U1 ⇡ V1 (bottom right plot in Fig. 3). For more exam-
ples, please see Fig. 12 in the Appendices.
Figure 3. An example wedge image from COIL20 dataset, 1st sin-
gular vector in U1 obtained via SVD and the 2nd Laplacian eigen-
vector P12. Clearly, U1 6= P12 (and other eigenvectors). How-
ever, U1 ⇡ V1, where V1 = P1kA1k, and A1k are the left singular
vectors ofX = A1kRA>2k via GCTP eq. (4)
3.3. Tensor Robust PCA on Graphs (TRPCAG)
Another important application of low-rank tensors is
Tensor Robust PCA (TRPCA) [30]. Unfortunately, this
method scales as O(n4). We propose an alternate frame-
work, tensor robust PCA on graphs (TRPCAG):
min
X
kP1kX1P>2,3k   Y1k1 +  
X
µ
kXµk⇤g(⇤µk). (5)
The above algorithm requires nuclear norm on X 2
Rk⇥k⇥k and scales with O(nk2 + k4). This is a signif-
icant complexity reduction over TRPCA. We use Parallel
Proximal Splitting Algorithm to solve eq. (5) as shown in
Appendix A.3.
4. Theoretical Analysis
Although the inverse problems of the form (eq. 2) are or-
ders of magnitude faster than the standard tensor based in-
verse problems, they introduce some approximation. First,
note that we do not present any procedure to determine the
optimal k. Furthermore, as noted from the proof of Theo-
rem 1, for Lµ = Pµ⇤µP>µ , the choice of k depends on the
eigen gap assumption ( µk ⌧  µk+1), which might not ex-
ist for the knn-Laplacians. Finally, noise in the data adds to
the approximation as well.
We perform our analysis for 2D tensors, i.e, matrices of
the form Y 2 Rn1⇥n2 . The results can be extended for
high order tensors in a straight-forward manner. We assume
further that 1) the eigen gaps exist, i.e, there exists a k⇤,
such that  µk⇤ ⌧  µk⇤+1 and 2) we select a k > k⇤ for
our method. For the case of 2D tensor, the general inverse
problem 2, using kXk⇤g(⇤k) = kg(⇤1k)Xg(⇤2k)k⇤ can be
written as:
min
X
 (M(P1kXP
>
2k)  Y ) +  kg(⇤1k)Xg(⇤2k)k⇤ (6)
Theorem 2. For any Y ⇤ 2MLT,
1. Let Y ⇤ = U1SU>2 be the SVD of Y and X⇤ =
A1k⇤RA>2k⇤ be the SVD of the GCT X obtained via
GCTP (eq.(4)). Now, let Vµ = Pµk⇤Aµk⇤ , 8µ, where
Pµk⇤ are the Laplacian eigenvectors of Yµ, then, Vµ =
Uµ upto a sign permutation and S = R.
2. Solving eq. (6), with a k > k⇤ is equivalent to solving
the following factorized graph regularized problem:
min
V1,V2
 (M(V1V
>
2 )  Y ) +  1 tr(V >1 g(L˜1)V1)
+  2 tr(V
>
2 g(L˜2)V2), (7)
where Vµ = PµkAµk, X = A1kA>2k and g(L˜µ) =
Pµkg(⇤µk)P>µk.
3. Any solution F ⇤ = V ⇤1 V ⇤>2 2 <n1⇥n2 of (7), where
V ⇤µ 2 Rn⇥k and k > k⇤ with  µ =  / µk⇤+1 and
Y = Z⇤1Z⇤>2 + E, where E 2 Rn1⇥n2 and   > 0
satisfies
 (F ⇤   Y ) +  kP¯>1k⇤V ⇤1 k2F +  kP¯>2k⇤V ⇤2 k2F   (E)
+  
⇣
kZ⇤1k2F
g( 1k⇤)
g( 1k⇤+1)
+ kZ⇤2k2F
g( 2k⇤)
g( 2k⇤+1)
⌘
. (8)
where  µk⇤ , µk⇤+1 denote the k⇤th, k⇤ + 1st eigen-
values of Lµ and P¯>µk⇤V
⇤
µ , where P¯µk⇤ 2 Rn⇥(k k
⇤)
denote the projection of the factors on the (k   k⇤)
complement eigenvectors.
Proof. Please see Appendix A.4.
In simple words: Theorem 2 states that 1) the sin-
gular vectors and values of a matrix / tensor obtained by
GMLSVD are equivalent to those obtained by MLSVD, 2)
in general, the inverse problem 6 is equivalent to solving
a graph regularized matrix / tensor factorization problem
(eq.7) where the factors Vµ belong to the span of the graph
eigenvectors constructed from the modes of the tensor. The
bound eq. 8 shows that to recover an MLRTG one should
have large eigen gaps  µk⇤/ µk⇤+1. This occurs when the
rows of the matricized Y can be clustered into k⇤ clusters.
The smaller kP¯>1k⇤V ⇤1 k2F + kP¯>2k⇤V ⇤2 k2F is, the closer F ⇤
is to MLT. In case one selects a k > k⇤, the error is
characterized by the projection of singular vectors V ⇤µ on
(k k⇤) complement graph eigenvectors P¯µk⇤ . Our experi-
ments show that selecting a k⇤ > k always leads to a better
recovery when the exact value of k⇤ is not known.
GMLSVD performance evaluation on artificial & real data
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Figure 4. Performance comparison of GSVD with SVD and GMLSVD with MLSVD for 2D artificial (1st row), 3D artificial (2nd row)
and 4G real EEG tensors (3rd row) under different SNR scenarios. The artificial tensors have a size 100 and rank 10 along each mode and
the 4D EEG tensor has the size 513 ⇥ 128 ⇥ 30 ⇥ 200. A core tensor of size 30 along each mode and 100 ⇥ 50 ⇥ 30 ⇥ 50 is used for
the artificial and real tensors respectively. The leftmost plots show the `2 reconstruction errors, the middle plots show the reconstruction
error for top 30 singular values and the right plots show the subspace angles for the 1st five subspace vectors. Clearly GSVD / GMLSVD
outperform SVD / MLSVD in terms of computation time and error for big and noisy datasets.
5. Experimental Results
Datasets: To study the performance of GMLSVD and
TRPCAG, we perform extensive experimentation on 4 ar-
tificial and 12 real 2D-4D tensors. All types of low-rank
artificial datasets are generated by filtering a randomly gen-
erated tensor with the knn combinatorial Laplacians con-
structed from its flattened modes (details in Appendix A.5).
Then, different levels of Gaussian and sparse noise are
added to the tensor. The real datasets include Hyperspec-
tral images, EEG, BCI, FMRI, 2D and 3D image and video
tensors and 3 point cloud datasets.
Methods: GMLSVD and TRPCAG are low-rank tensor
factorization methods, which are programmed using GSP-
Box [19], UNLocBox [20] and Tensorlab [33] toolboxes.
Note that GMLSVD is robust to Gaussian and TRPCAG to
sparse noise, therefore, these methods are tested under vary-
ing levels of these two types of noise. To avoid any confu-
sion, we call the 2D tensor (matrix) version of GMLSVD as
Graph SVD (GSVD).
For the 3D tensors with Gaussian noise we compare
GMLSVD performance with MLSVD. For the 3D tensor
with sparse noise we compare TRPCAG with Tensor Ro-
bust PCA (TRPCA) [30] and GMLSVD. For the 2D ten-
sors (matrices) with Gaussian noise we compare GSVD
with simple SVD. Finally for the 2D matrix with sparse
noise we compare TRPCAG with Robust PCA (RPCA) [2],
Robust PCA on Graphs (RPCAG) [24], Fast Robust PCA
on Graphs (FRPCAG) [25] and Compressive PCA (CPCA)
[26]. Not all the methods are tested on all the datasets due
to computational reasons.
Parameters: For all the experiments involving TR-
PCAG and GMLSVD, the knn graphs are constructed from
the rows of each of the flattened modes of the tensor, using
knn = 10 and a Gaussian kernel for weighting the edges.
For all the other methods the graphs are constructed as re-
quired, using the same parameters as above. Each method
has several hyper-parameters which require tuning. For a
fair comparison, all the methods are properly tuned for their
hyper-parameters and best results are reported. For details
on all the datasets, methods and parameter tuning please re-
fer to Appendix A.5.
Evaluation Metrics: The metrics used for the evalua-
tion can be divided into two types: 1) quantitative and 2)
qualitative. Three different types of quantitative measures
are used: 1) normalized `2 reconstruction error of the tensor
k vec(Y)   vec(Y⇤)k2/k vec(Y⇤)k2, 2) the normalized `2
reconstruction error of the first k⇤ (normally k⇤ = 30) sin-
gular values along mode 1 k 11:k⇤  1⇤1:k⇤k2/k 1⇤1:k⇤k2 3) the
subspace angle (in radian) of mode 1 between the 1st five
subspace vectors determined by the proposed method and
those of the clean tensor: arccos |V1(:, 1 : 5)>U1(:, 1 : 5)|
and 4) the alignment of the singular vectors diag(|V1(:, 1 :
5)>U1(:, 1 : 5)|), where V1 and U1 denote the mode 1 sin-
gular vectors determined by the proposed method and clean
tensor. The qualitative measure involves the visual quality
of the low-rank components of tensors.
5.1. Experiments on GMLSVD
Performance study on artificial datasets: The first two
rows of Fig. 4 show the performance of GSVD (for 2D) and
GMLSVD (for 3D) on artificial tensors of the size 100 and
rank 10 in each mode, for varying levels of Gaussian noise
ranging from 15dB to 1dB. The three plots show the `2 re-
construction error of the recovered tensor, the first k⇤ = 30
singular values and and the subspace angle of the 1st mode
subspace (top 5 vectors), w.r.t to those of the clean tensor.
These results are compared with the standard SVD for 2D
tensor and standard MLSVD for the 3D tensor. It is in-
teresting to note from the leftmost plot that the `2 recon-
struction error for GSVD tends to get lower as compared to
SVD at higher noise levels (SNR less than 5dB). The mid-
dle plot explains this phenomena where one can see that the
`2 error for singular values is significantly lower for GSVD
than SVD at higher noise levels. This observation is logi-
cal, as for higher levels of noise the lower singular values
are also affected. SVD is a simple singular value threshold-
ing method which does not eliminate the effect of noise on
lower singular values, whereas GSVD is a smart weighted
nuclear norm method which thresholds the lower singular
values via a function of the graph eigenvalues. This effect
is shown in detail in Fig. 5. On the contrary, the subspace
angle (for first 5 vectors) for GSVD is higher than SVD for
all the levels of noise. This means that the subspaces of the
GSVD are not well aligned with the ones of the clean tensor.
However, as shown in the right plot in Fig. 5, strong first
7 elements of the diagonal diag |V1(:, 1 : 5)>U1(:, 1 : 5)|
show that the individual subspace vectors of GSVD are very
well aligned with those of the clean tensor. This is the pri-
mary reason why the `2 reconstruction error of GSVD is
less as compared to SVD at low SNR. At higher SNR, the
approximation error of GSVD dominates the error due to
noise. Thus, GSVD reveals its true power at low SNR sce-
narios. Similar observations can be made about GMLSVD
from the 2nd row of Fig. 4.
Time, memory & performance on real datasets: The
3rd row of Fig. 4 shows the results of GMLSVD com-
pared to MLSVD for a 4D real EEG dataset of size 3GB
and dimensions 513 ⇥ 128 ⇥ 30 ⇥ 200. A core tensor of
size 100 ⇥ 50 ⇥ 30 ⇥ 50 is used for this experiment. It
is interesting to note that for low SNR scenarios the `2 re-
construction error of both methods is approximately same.
GMLSVD and MLSVD both show a significantly lower er-
Performance of GSVD w.r.t SVD for 2dB noise
SVD: 0.4
GSVD: 0.11
Figure 5. Singular values (left plot) of GSVD, SVD and clean data
and singular vector alignment of GSVD and clean data (right plot)
for a 2D matrix corrupted with Gaussian noise (SNR 5dB). Clearly
GSVD eliminates the effect of noise from lower singular values
and aligns the first few singular vectors appropriately.
ror for the singular values (note that the scale is small),
whereas GMLSVD’s subspaces are less aligned as com-
pared to those of MLSVD. The rightmost plot of this figure
compares the computation time of both methods. Clearly,
GMLSVD wins on the computation time (120 secs) sig-
nificantly as compared to MLSVD (400 secs). For this
3GB dataset, GMLSVD requires 6GB of memory whereas
MLSVD requires 15GB, as shown in the detailed results
in Fig. 13 of the Appendices. Fig. 13 also presents re-
sults for BCI, hyperspectral and FMRI tensors and reveals
how GMLSVD performs better as compared to MLSVD
while requiring less computation time and memory for big
datasets in the low SNR regime. For a visualization of the
clean, noisy and GMLSVD recovered tensors, their singu-
lar values and the alignments of the subspace vectors for
FMRI and hyperspectral tensors, please refer to Fig. 14 in
Appendices.
Original Compressed (25dB)
Figure 6. Qualitative and quantitative results for the face (542 ⇥
333⇥148) 3D hyperspectral tensors. Using core of size 70⇥70⇥
30 we attained 150 times compression while maintaining an SNR
of 25dB.
Compression: An obvious goal of MLSVD is the com-
pression of low-rank tensors, therefore, GMLSVD can also
be used for this purpose. Fig. 6 shows results for the face
(542 ⇥ 333 ⇥ 148) 3D hyperspectral tensor. Using core of
size 70⇥ 70⇥ 30 we attained 150 times compression while
maintaining SNR of 25dB. Fig. 15 in the Appendices shows
such results for three other datasets. The rightmost plots of
Fig. 14 in Appendices also show compression results for
FMRI, EEG and BCI datasets.
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Figure 7. Performance analysis of TRPCAG for 2D artificial (1st row) and 3D artificial (2nd row) with varying levels of sparse noise and
2D airport lobby video tensor (3rd row). The artificial tensors have a size 100 and rank 10 along each mode. A core tensor of size 30 along
each mode is used for the artificial tensors and 100⇥50 for the real tensor. The leftmost plots show the `2 reconstruction errors, the middle
plots show the `2 reconstruction error for 30 singular values and the right plots show the subspace angles for the 1st five subspace vectors.
For the 2D real video dataset, the rightmost frame shows the result obtained via TRPCAG. The computation time for different methods is
written on the top of frames. Clearly TRPCAG performs quite well while significantly reducing the computation time.
Alignment	of	the	1st 20	singular	vectors	of	clean	and	low-rank	matrices	recovered	by	various	methods
1st singular	vector	of	the	COIL20	(wedge)	dataset	recovered	by	various	methodsClean	wedge	image
noisy	wedge	image
Figure 10. Robust recovery of subspace structures via TRPCAG. The leftmost plots show a clean and sparsely corrupted sample wedge
image from COIL20 dataset. Other plots in the 1st row show the 1st singular vector recovered by various low-rank recovery methods, SVD,
FRPCAG, RPCA, RPCAG and TRPCAG and the 2nd row shows the alignment of the 1st 20 singular vecors recovered by these methods
with those of the clean tensor.
5.2. Experiments on TRPCAG
Performance study on artificial datasets: The first two
rows of Fig. 7 show experiments on the 2D and 3D artificial
datasets with varying levels of sparse noise. The 2D version
of TRPCAG is compared with state-of-the-art Robust PCA
based methods, FRPCAG and RPCA and also with SVD
based methods like MLSVD and GSVD. Conclusions, simi-
lar to those for the Gaussian noise experiments can be drawn
for the 2D matrices (1st row). Thus TRPCAG is better than
state-of-the-art methods in the presence of large fraction of
sparse noise. For the 3D tensor (2nd row), TRPCAG is
compared with GMLSVD and TRPCA [30]. Interestingly,
the performance of TRPCA is always better for this case,
even in the presence of high levels of noise. While TRPCA
Figure 8. TRPCAG performance for recovering the low-rank point
cloud of a dancing person from the sparse noise. Actual point
cloud (left), noisy point cloud (middle), recovered via TRPCAG
(right).
Low-rank frame via TRPCAGFrame of a 3D video Sparse frame via TRPCAG
Figure 9. Low-rank recovery for a 3D video of dimension 1920⇥
1080 ⇥ 500 and size 1.5GB via TRPCAG. Using a core size of
100⇥ 100⇥ 50, TRPCAG converged in less than 3 minutes.
produces the best results, its computation time is orders of
magnitude more than TRPCAG (discussed next). A detailed
analysis of the singular values recovered by TRPCAG can
be done via Fig. 16 in the Appendices.
Time& performance on 2D real datasets: The 3rd row
of Fig. 7 present experiments on the 2D real video dataset
obtained from an airport lobby (every frame vectorized and
stacked as the columns of a matrix). The goal is to separate
the static low-rank component from the sparse part (moving
people) in the video. The results of TRPCAG are compared
with RPCA, RPCAG, FRPCAG and CPCA with a down-
sampling factor of 5 along the frames. Clearly, TRPCAG
recovers a low-rank which is qualitatively equivalent to the
other methods in a time which is 100 times less than RPCA
and RPCAG and an order of magnitude less as compared to
FRPCAG. Furthermore, TRPCAG requires the same time as
sampling based CPCA method but recovers a better quality
low-rank structure as seen from the 3rd row. The perfor-
mance quality of TRPCAG is also evident from the point
cloud experiment in Fig. 8 where we recover the low-rank
point cloud of a dancing person after adding sparse noise
to it. Experiments on two more videos (shopping mall and
escalator) and two point cloud datasets (walking dog and
dancing girl) are presented in Figs. 17, 18 & 19 in Appen-
dices.
Scalability of TRPCAG on 3D video: To show the scal-
ability of TRPCAG as compared to TRPCA, we made a
video of snowfall at the campus and tried to separate the
snow-fall from the low-rank background via both methods.
For this 1.5GB video of dimension 1920 ⇥ 1080 ⇥ 500,
TRPCAG (with core tensor size 100 ⇥ 100 ⇥ 50) took less
than 3 minutes, whereas TRPCA did not converge even in
4 hours. The result obtained via TRPCAG is visualized in
Fig. 9. The complete videos of actual frames, low-rank and
sparse components, for all the above experiments are pro-
vided with the supplementary material of the paper.
5.3. Robust Subspace Recovery
It is imperative to point out that the inverse problems of
the form eq. 2 implicitly determine the subspace structures
(singular vectors) from grossly corrupted tensors. Examples
of GMLSVD from Section 3.2 correspond to the case of
clean tensor. In this section we show that the singular vec-
tors recovered by TRPCAG (Section 3.3) from the sparse
and grossly corrupted tensors also align closely with those
of the clean tensor. Fig. 10 shows the example of the same
wedge image from 2DCOIL20 dataset that was used in Sec-
tion 3.2. The leftmost plots show a clean and sparsely cor-
rupted sample wedge image. Other plots in the 1st row show
the 1st singular vector recovered by various low-rank re-
covery methods, SVD, FRPCAG, RPCA, RPCAG and TR-
PCAG and the 2nd row shows the alignment of the 1st 20
singular vecors recovered by these methods with those of
the clean tensor. The rightmost plots correspond to the case
of TRPCAG and clearly show that the recovered subspace
is robust to sparse noise. Examples of YALE, COIL20 and
ORL datasets are also shown in Fig. 20 in the Appendices.
5.4. Effect of parameters
Due to space constraints we study the effect of parame-
ters  , the multilinear rank k and the power ↵ of g(·) in eq.
2 in Fig. 21 of the Appendices. To summarize, once the
parameters   and k are tuned, eq. 2 becomes insensitive to
parameter ↵.
6. Conclusion
Inspired by the fact that the first few eigenvectors of the
knn-graph provide a smooth basis for data, we present a
graph based low-rank tensor decomposition model. Any
low-rank tensor can be decomposed as a multilinear com-
bination of the lowest k eigenvectors of the graphs con-
structed from the rows of the flattened modes of the tensor
(MLRTG). We propose a general tensor based convex op-
timization framework which overcomes the computational
and memory burden of standard tensor problems and en-
hances the performance in the low SNR regime. More
specifically we demonstrate two applications of MLRTG 1)
Graph basedMLSVD and 2) Tensor Robust PCA on Graphs
for 4 artificial and 12 real datasets under different noise lev-
els. Theoretically, we prove the link of MLRTG to the joint
stationarity of signals on graphs. We also study the per-
formance guarantee of the proposed general optimization
framework by connecting it to a factorized graph regular-
ized problem.
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A. Appendices
A.1. Proof of Theorem 1
In the main body of the paper, we assume (for simplicity of notation) that the graph multilinear rank of the tensor is equal
in all the modes (k, k, k). However, for the proof of this Theorem we adopt a more general notation and assume a different
rank kµ for every mode µ of the tensor.
We first clearly state the properties of MLRTG:
1. Property 1: Joint Approximate Graph Stationarity:
Definition 1. A tensor Y⇤ 2 MLT satisfies Joint Approximate Graph Stationarity, i.e, its µth matricization / flattening
Yµ satisfies approximate graph stationarity 8µ:
s( µ) =
k diag( µ)k2F
k µk2F
⇡ 1, (9)
2. Property 2: Low Frequency Energy Concentration:
Definition 2. A tensor Y⇤ 2MLT satisfies the low-frequency energy concentration property, i.e, the energy is concen-
trated in the top entries of the graph spectral covariance matrices  µ, 8µ = 1, 2, · · · , d.
sˆ( µ) =
k µ(1 : kµ, 1 : kµ)k2F
k µk2F
⇡ 1 (10)
A.1.1 Assumption: The existence of Eigen Gap
For the proof of this Theorem, we assume that the ‘eigen gap condition’ holds. In order to understand this condition, we
guide the reader step by step by defining the following terms:
1. Cartesian product of graphs
2. Eigen gap of a cartesian product graph
Definition 3 (Eigen Gap of a graph). A graph Laplacian L with an eigenvalue decomposition L = P⇤P> is said to have
an eigen gap if there exists a k > 0, such that  k ⌧  k+1 and  k/ k+1 ⇡ 0.
Separable Eigenvector Decomposition of a graph Laplacian: The eigenvector decomposition of a combinatorial Lapla-
cian L of a graph G possessing an eigen gap (satisfying Definition 3) can be written as:
L = P⇤P> = Pk⇤kP>k + P¯k⇤¯kP¯
>
k ,
where Pk 2 Rn⇥k, P¯k 2 Rn⇥(n k),⇤k 2 Rk⇥k, ⇤¯k 2 R(n k)⇥(n k) denote the first k low frequency eigenvectors and
eigenvalues in P,⇤.
For a knn-nearest neighbors graph constructed from a kµ-clusterable data Yµ (along rows) one can expect  µkµ/ µkµ+1 ⇡
0 as  µkµ ⇡ 0 and  µkµ ⌧  µkµ+1.
Definition 4 (Cartesian product). Suppose we have two graphs G1(V1,E1,W1, D1) and G2(V2,E2,W2, D2) where the
tupple represents (vertices, edges, adjacency matrix, degree matrix). The Cartesian product G = G1 ⇥ G2 is a graph such
that the vertex set is the Cartesian product V = V1 ⇥ V1 and the edges are set according to the following rules: any two
vertices (u1, v1) and (u2, v2) are adjacent in G if and only if either
• u1 = u2 and v1 is adjacent with v2 in G2
• v1 = v2 and u1 is adjacent with u2 in G1.
The adjacency matrix of the Cartesian product graph G is given by the matrix Cartesian product:
W = W1 ⇥W2 = W1 ⌦ I2 + I1 ⌦W2
Lemma 2. The degree matrix D of the graph G = G1 ⇥ G2 which satisfies definition 4 is given as
D = D1 ⌦ I2 + I1 ⌦D2 = D1 ⇥D2
The combinatorial Laplacian of G is:
L = L1 ⌦ I2 + I1 ⌦ L2 = L1 ⇥ L2
Proof. The adjacency matrix of the Cartesian product graph G is given by the matrix Cartesian product:
W = W1 ⇥W2 = W1 ⌦ I2 + I1 ⌦W2
With this definition of the adjacency matrix, it is possible to write the degree matrix of the Cartesian product graph as
cartesian product of the factor degree matrices:
d = W (11 ⌦ 12) = (W1 ⌦ I2 + I1 ⌦W2)(11 ⌦ 12)
= (W1 ⌦ I2)(11 ⌦ 12) + (I1 ⌦W2)(11 ⌦ 12)
= (W111)⌦ (I212) + (I111)⌦ (W212)
= d1 ⌦ 11 + 12 ⌦ d2
where we have used the following property
(A1 ⌦B1)(A2 ⌦B2) = (A1A2)⌦ (B1B2).
This implies the following matrix equality:
D = D1 ⌦ I2 + I1 ⌦D2 = D1 ⇥D2
The combinatorial Laplacian of the cartesian product is:
L = D  W = D1 ⇥D2  W1 ⇥W2
= (D1 ⌦ I2 + I1 ⌦D2)  (W1 ⌦ I2 + I1 ⌦W2)
= (D1  W1)⌦ I2 + I1 ⌦ (D2  W2)
= L1 ⌦ I2 + I1 ⌦ L2 = L1 ⇥ L2
For our purpose we define the Eigen gap of the Cartesian Product Graph as follows:
Definition 5 (Eigen Gap of a Cartesian Product Graph). A cartesian product graph as defined in 4, is said to have an
eigen gap if there exist k1, k2, such that, max{ 1k1 , 2k2}⌧ min{ 1k1+1, 2k2+1}, where  µkµ denotes the kµ eigenvalue
of the µth graph Laplacian Lµ.
A.1.2 Consequence of ‘Eigen gap assumption’: Separable eigenvector decomposition of a cartesian product graph
The eigen gap assumption (definition 5) is important to define the notion of the ‘Separable eigenvector decomposition of a
cartesian product graph’ which will be used in the final steps of this Theorem. We define the eigenvector decomposition of a
Laplacian of cartesian product of two graphs. The definition can be extended in a straight-forward manner for more than two
graphs as well.
Lemma 3 (Separable Eigenvector Decomposition of a Cartesian Product Graph). For a cartesian product graph as
defined in 4, the eigenvector decomposition can be written in a separable form as:
L = (P1 ⌦ P2)(⇤1 ⇥ ⇤2)(P1 ⌦ P2)> = Pk⇤kP>k + P¯k⇤¯kP¯>k = P⇤P>,
where Pk 2 Rn1n2⇥k1k2 , P¯k 2 Rn1n2⇥(n1 k1)(n2 k2),⇤k 2 Rk1k2⇥k1k2 , ⇤¯k 2 R(n1 k1)(n2 k2)⇥(n1 k1)(n2 k2) and k
denotes the first k1k2 low frequency eigenvectors and eigenvalues in P,⇤.
Proof. The eigenvector matrix of the cartesian product graph can be derived as:
L = L1 ⌦ I2 + I1 ⌦ L2 = (P1⇤1P>1 )⌦ I2 + I1 ⌦ (P2⇤2P>2 )
= (P1⇤1P
>
1 )⌦ (P2I2P>2 ) + (P1I1P>1 )⌦ (P2⇤2P>2 )
= (P1 ⌦ P2)(⇤1 ⌦ I2)(P>1 ⌦ P>2 ) + (P1 ⌦ P2)(I1 ⌦ ⇤2)(P>1 ⌦ P>2 )
= (P1 ⌦ P2)(⇤1 ⌦ I2 + I1 ⌦ ⇤2)(P1 ⌦ P2)>
= (P1 ⌦ P2)(⇤1 ⇥ ⇤2)(P1 ⌦ P2)> = P⇤P>
So the eigenvector matrix is given by the Kronecker product between the eigenvector matrices of the factor graphs and the
eigenvalues are the element-wise summation between all the possible pairs of factors eigenvalues, i.e. the cartesian product
between the eigenvalue matrices.
L1 ⌦ I2 + I1 ⌦ L2 = (P1 ⌦ P2)(⇤1 ⇥ ⇤2)(P1 ⌦ P2)>
=
 
(P1k1 + P¯1k1)⌦ (P2k2 + P¯2k2)
  
(⇤1k1 + ⇤¯1k1)⇥ (⇤2k2 + ⇤¯2k2)
  
(P1k1 + P¯1k1)⌦ (P2k2 + P¯2k2)
 >
,
(11)
where we assume that Pkµ 2 Rnµ⇥nµ with the first kµ columns in P1 and 0 appended for others and P¯kµ 2 Rnµ⇥nµ with
the first kµ columns equal to 0 and others copied from P1. The same holds for ⇤µ, ⇤¯µ as well. Now
(P1k1 + P¯1k1)⌦ (P2k2 + P¯2k2) =
 
P1k1 ⌦ P2k2 + P1k1 ⌦ P¯2k2 + P¯1k1 ⌦ P2k2 + P¯1k1 ⌦ P¯2k2
 
= Pk1k2 + P¯k1k2 ,
where we use Pk1k2 = P1k1 ⌦ P2k2 . Now removing the zero appended columns we get P = (Pk1k2 , P¯k1k2). Now, let
(⇤1k1 + ⇤¯1k1)⇥ (⇤2k2 + ⇤¯2k2) = ⇤k1k2 + ⇤¯k1k2
removing the zero appended entries we get ⇤ = (⇤k1k2 , ⇤¯k1k2). For a knn-nearest neighbors graph constructed from a
k1-clusterable data (along rows) one can expect  k1/ k1+1 ⇡ 0 as  k1 ⇡ 0 and  k1 ⌧  k1+1. Furthermore maxµ ( kµ) ⌧
min
µ
( kµ+1) (definitions 3 & 5). Thus eq. (11) can be written as:
L1 ⌦ I2 + I1 ⌦ L2 = [Pk1k2 |P¯k1k2 ][⇤k1k2 |⇤¯k1k2 ][Pk1k2 |P¯k1k2 ]>
A.1.3 Final steps
Now we are ready to prove the Theorem. We start by expanding the denominator of the expression from property 2 above.
We start with the GSC  µ for any Yµ and use Cµ = YµY >µ . For a 3D tensor, we index its modes with µ 2 {1, 2, 3}. While
considering the eigenvectors of µth mode, i.e, Pµkµ we represent the kronecker product of the eigenvectors of other modes
as P µk µ for simplicity:
 µ = P
>
µ CµPµ
= P>µ YµY
>
µ Pµ
= P>µ [PµkµXµP
>
 µk µ + P¯µkµX¯µP¯
>
 µk µ ][PµkµXµP
>
 µk µ + P¯µkµX¯µP¯
>
 µk µ ]
>Pµ (12)
The last step above follows from the eigenvalue decomposition of a cartesian product graph (Lemma 3). Note that this only
holds if the eigen gap condition (definition 5) holds true.
k µk2F = tr( >µ  µ)
= tr
⇣ 
P>µ [PµkµXµP
>
 µk µ + P¯µkµX¯µP¯
> µk µ ][PµkµXµP
>
 µk µ + P¯µkµX¯µP¯
>
 µk µ ]
>Pµ
 >
⇥ P>µ [PµkµXµP> µk µ + P¯µkµX¯µP¯> µk µ ][PµkµXµP> µk µ + P¯µkµX¯µP¯> µk µ ]>Pµ
⌘
= tr((XµX
>
µ )
>XµX>µ ) + tr((X¯µX¯
>
µ )
>X¯µX¯>µ )
= kXµk4F + kX¯µk4F
The third step follows from the fact that P>µ Pµ = I , P>µkµ P¯µkµ = 0, P
>
 µk µ P¯ µk µ = 0, P
>
µkµ
Pµkµ = I , P¯>µkµ P¯µkµ = I ,
P> µk µP µk µ = I and P¯
>
 µk µ P¯ µk µ = I .
Let {·}1:kµ,1:kµ be a matrix operator which represents the selection of the first kµ rows and columns of a matrix. Now,
expanding the numerator:
k µ(1 : kµ, 1 : kµ)k2F = k{P>µ [PµkµXµX>µ P>µkµ + P¯µkµX¯µX¯>µ P¯>µkµ ]Pµ}1:kµ,1:kµk2F
= k
n Ikµ⇥kµ
0(n kµ)⇥kµ
 
XµX
>
µ

Ikµ⇥kµ
0(n kµ)⇥kµ
 >
+

0kµ⇥(n kµ)
I(n kµ)⇥(n kµ)
 
X¯µX¯
>
µ

0kµ⇥(n kµ)
I(n kµ)⇥(n kµ)
 >o
1:kµ,1:kµ
k2F
= kXµk4F
Finally,
sˆr( 
r
µ) =
kXµk4F
kXµk4F + kX¯µk4F
From above, sˆr( rµ) ⇡ 1 (Property 2 holds true) if and only if kX¯µk2F ⌧ kXµk2F (Lemma 1) and vice versa.
A.1.4 Comments
The reader might note that the whole framework relies on the existence of the eigen gap condition (definition 5). Such a
notion does not necessarily exist for the real data, however, we clarify a few important things right away. The existence of
eigen gap is not strict for our framework, thus, practically, it performs reasonably well for a broad range of applications even
when such a gap does not exist 2) We introduce this notion to study the theoretical side of our framework and characterize the
approximation error (Section 4). Experimentally, we have shown (Section 5) that choosing a specific number of eigenvectors
of the graph Laplacians, without knowing the spectral gap is good enough for our setup. Thus, at no point throughout this
paper we presented a way to compute this gap.
A.2. Approximate MLRTG examples
Figure 11. A COIL20 image tensor and an FMRI tensor. The singular values of the modes, GSC and the energy concentration plot clearly
show that the tensor is approximately MLRTG.
A.3. Algorithm for TRPCAG
We use Parallel Proximal Splitting method [5] to solve this problem. First, we re-write TRPCAG:
min
X
kP1kX1P>2,3k   Y1k1 +  
X
µ
kXµk⇤g(⇤µk).
The objective function above can be split as following:
f(x) = f0(x) +
X
µ
fµ(x),
where f0(x) = kP1kX1P>2,3k   Y1k1 and fµ(x) = kXµk⇤g(⇤µk)
To develop a parallel proximal splitting method for the above problem, we need to define the proximal operators of each
of the functions fµ(x).
Let ⌦(X, ⌧) : RN  ! RN denote the element-wise soft-thresholding matrix operator:
⌦(X, ⌧) = sgn(X)max(|X|  ⌧, 0),
then we can define
Dµ(Xµ, ⌧) = A1µ⌦(Rµ, ⌧)A
>
2µ
as the singular value thresholding operator for matrix Xµ, where Xµ = AµRµA>µ is any singular value decomposition of
Xµ. Clearly,
prox fµ(Xµ) = Dµ(Xµ,  g(⇤µk)).
In order to define the proximal operator of f0 we use the properties of proximal operators from [5]. Using the fact that
P>1kP1k = I and P
>
2,3kP2,3k = I , we get
proxf0(X1) = X1 + P
>
1k(⌦(P1kX1P
>
2,3k   Y1,↵)  P1kX1P>2,3k   Y1)P2,3k,
where ↵ is the step size. We represent a matrix Uab to show the a
th iteration and matricization along bth mode. The
algorithm can be stated as following:
Algorithm 1 Parallel Proximal Splitting Algorithm for TRPCAG
INPUT: matricized tensor Y1, weight matrices g(⇤µk), 8µ, parameter  , ✏ 2 (0, 1).
Z0,01 , · · · , Z3,01 2 Rk⇥k
2
, all matricized along mode 1.
SetW 01 =
P3
i=0 Z
i,0
1
for j = 1, · · · , J do
P 0,jµ = proxf0(W
j
1 ,↵)
for µ = 1, · · · , 3 do
Pµ,j = prox( fµ)(W
j
µ,  g(⇤µk))
end for
✏   j  2  ✏
P j3 =
P
i P
i,j
3
for l = 0, · · · , 3 do
Zl,j+13 = Z
l,j
3 +  j(2P
j
3  W j3   P i,j3 )
end for
W j+13 = W
j
3 +  j(P
j
3  W j3 )
W j+11 = reshape(W
j+1
3 ), Z
l,j+1
1 = reshape(Z
l,j+1
3 )
end for
OUTPUT:W j+11
A.4. Proof of Theorem 2
A.4.1 Assumptions
For the proof of this Theorem, we assume the following, which have already been defined in the proof of Theorem 1:
• Eigen gap assumption: For a knn-nearest neighbors graph constructed from a k⇤-clusterable data one can expect
 µk⇤/ µk⇤+1 ⇡ 0 as  µk⇤ ⇡ 0 and  µk⇤ ⌧  µk⇤+1 (Definition 3).
• Separable Eigenvector Decomposition of a graph Laplacian: Lµ = Pµk⇤µkP>µk = Pµk⇤⇤µk⇤P>µk+P¯µk⇤⇤¯µk⇤ P¯>µk⇤ ,
where ⇤µk⇤ 2 <k⇤⇥k⇤ is a diagonal matrix of lower eigenvalues and ⇤¯µk⇤ 2 <(k k⇤)⇥(k k⇤) is also a diagonal matrix
of higher graph eigenvalues. All values in ⇤µ are sorted in increasing order.
A.4.2 Proof
Now we prove the 3 parts of this Theorem as following:
1. The existence of an eigen gap (1st point above) and the definition of MLRTG imply that one can obtain a loss-less
compression of the tensor Y ⇤ as:
X⇤ = P>1k⇤Y P2k⇤ .
Note that this compression is just a projection of the rows and columns of Y ⇤ onto the basis vectors which exactly
encode the tensor, hence the compression is loss-less. Now, as X⇤ is loss-less, the singular values of Y ⇤ should be an
exact representation of the singular values of X⇤. Thus, the SVD of X⇤ = A1k⇤RA>2k⇤ implies that R = S, where
S are the singular values of Y ⇤. Obviously, Vµ = Pµk⇤Aµk⇤ upto a sign permutation because the SVD of X⇤ is also
unique upto a sign permutation (a standard property of SVD).
2. The proof of second part follows directly from that of part 1 (above) and Theorem 1 in [23]. First, note that for any
matrix (2D tensor) Y 2 Rn1⇥n2 eq. (6) can be written as following:
min
X
 (M1(P1kXP
>
2k)  Y ) +  kg(⇤1k)Xg(⇤2k)k⇤, (13)
where g(⇤1k) and g(⇤2k) are diagonal matrices which indicate the weights for the nuclear norm minimization.
LetW1 = g(⇤1k)P>1k,W2 = P2kg(⇤2k) and Xˆ = P1kXP
>
2k, then we can re-write eq. (13) as following:
min
Xˆ
 (M(Xˆ)  Y ) +  kW1XˆW2k⇤ (14)
Eq. (14) is equivalent to the weighted nuclear norm (eq. 11) in [23]. From the proof of the first part we know that
V1 = P1kA1k and V2 = P2kA2k, thus we can write Xˆ = V1V >2 . From Theorem 1 in [23]
min
Xˆ
kW1XˆW2k⇤ = min
V1,V2
1
2
(kW1V1k2F + kW2V2k2F ), s.t. Xˆ = V1V >2 (15)
using g(L˜)µ = Pµkg(⇤µk)P>µk this is equivalent to the following graph regularized problem:
min
V1,V2
 (M(V1V
>
2 )  Y ) +  1 tr(V >1 g(L˜1)V1) +  2 tr(V >2 g(L˜2)V2), (16)
3. To prove the third point we directly work with eq.(7) and follow the steps of the proof of Theorem 1 in [25]. We assume
the following:
(a) We assume that the observed data matrix Y satisfies Y = M(Y ⇤) + E where Y ⇤ 2 MLT and E models
noise/corruptions. Furthermore, for any Y ⇤ 2 MLT there exists a matrix C such that Y ⇤ = P1k⇤CP>2k⇤ and
C = B1k⇤B>2k⇤ , so Y
⇤ = Z⇤1Z⇤>2 .
(b) For the proof of the theorem, we will use the fact that V ⇤µ = Pµk⇤Aµk⇤+P¯µk⇤A¯µk⇤ 2 <n⇥k, where Pµk 2 Rn⇥k
⇤
,
P¯µk⇤ 2 Rn⇥(k k⇤) and Aµk⇤ 2 <k⇤⇥k⇤ , A¯µk⇤ 2 R(k k⇤)⇥k⇤ .
As F ⇤ = V ⇤1 V ⇤>2 is the solution of eq.(7), we have
 (M(V1
⇤V2⇤>)  Y ) +  1 tr(V1⇤>L1V1⇤) +  2 tr(V2⇤>L2V2⇤) 
 (E) +  1 tr(Z1
⇤>L1Z1⇤) +  2 tr(Z2⇤>L2Z2⇤) (17)
Now using the facts 3b and the eigen gap condition we obtain the following two:
tr(V1
⇤>g(L˜1)V1⇤) = tr(A1k⇤g(⇤1k⇤)A>1k⇤) + tr(A¯1k⇤g(⇤¯1k⇤)A¯
>
1k⇤)
  g( 1k⇤+1)kA¯1k⇤k2F = g( 1k⇤+1)kP¯>1k⇤V ⇤1 k2F (18)
and similarly,
tr(V2
⇤>g(L˜2)V2⇤) = g( 2k⇤+1)kP¯>2k⇤V ⇤2 k2F (19)
Now, using the fact 3a we get
tr(Z1
⇤>g(L˜1)Z1⇤)  g( 1k⇤)kZ⇤1k2F (20)
and
tr(Z2
⇤>g(L˜2)Z2⇤)  g( 2k⇤)kZ⇤2k2F (21)
using all the above bounds in eq.(17) yields
 (F ⇤ Y )+ 1g( 1k+1)kP¯>1k⇤V ⇤1 k2F + 2g( 2k⇤+1)kP¯>2k⇤V ⇤2 k2F   (E)+ 
⇣
kZ⇤1k2F
g( 1k⇤)
g( 1k⇤+1)
+kZ⇤2k2F
g( 2k⇤)
g( 2k⇤+1)
⌘
for our choice of  1 and  2 this yields eq.(8).
A.5. Experimental Details
A.5.1 Generation of artificial datasets
There are two methods for the generation of artificial datasets:
Method 1: Directly from the eigenvectors of graphs, computed from the modes of a random tensor.
We describe the procedure for a 2D tensor in detail below:
1. Generate a random Gaussian matrix, Y 2 Rn⇥n.
2. Construct a knn graph G1 between the rows of Y and compute the combinatorial Laplacian L1.
3. Construct a knn graph G2 between the rows of Y > and compute the combinatorial Laplacian L2.
4. Compute the first k (where k ⌧ n) eigenvectors and eigenvalues of L1 and L2, (P1k,⇤1k), (P2k,⇤2k).
5. Generate a random matrix of the size X 2 Rk⇥k.
6. Generate the low-rank artificial tensor by using vec(Y ⇤) = (P1k⌦P2k) vec(X), where⌦ denotes the kronecker product.
Method 2: Indirectly, by filtering a randomly generated tensor with the knn combinatorial Laplacians constructed from
the flattened modes of the tensor. We describe the procedure for a 2D tensor below:
1. Follow steps 1 to 3 of method 1 above.
2. Generate low-rank Laplacians from the eigenvectors: Lˆ1 = P1kIk⇥kP>1k and Lˆ2 = P2kIk⇥kP
>
2k.
3. Filter the matrix Y with these Laplacians to get the low-rank matrix Y ⇤ = Lˆ1Y Lˆ2.
A.5.2 Information on real datasets
We report the source, size and dimension of each of the datasets used:
2D video datasets: Three video datasets (900 frames each) collected from the following source: https://sites.
google.com/site/backgroundsubtraction/test-sequences. Each of the frames is vectorized and stacked
in the columns of a matrix.
1. Airport lobby: 25344⇥ 900
2. Shopping Mall: 81920⇥ 900
3. Escalator: 20800⇥ 900
3D datasets:
1. Functional Magnetic Resonance Imaging (FMRI): 129⇥ 79⇥ 1232 (frequency bins, ROIs, time samples), size 1.5GB.
2. Brain Computer Interface (BCI): 513⇥ 256⇥ 64 (time, frequency, channels), size 200MB.
3. Hyperspectral face dataset: 542 ⇥ 333 ⇥ 148 (y-dimension, x-dimension, spectrum), size 250MB, source: https:
//scien.stanford.edu/index.php/faces-1-meter-viewing-distance/.
4. Hyperspectral landscape dataset: 702 ⇥ 1000 ⇥ 148 (y-dimension, x-dimension, spectrum), size 650MB, source:
https://scien.stanford.edu/index.php/landscapes/.
5. Snowfall video: 1920⇥1080⇥500 (y-dimension, x-dimension, number of frames), size 1.5GB. This video is self made.
3D point cloud datasets: Three 3D datasets (points ⇥ time ⇥ coordinates) collected from the follow-
ing source: http://research.microsoft.com/en-us/um/redmond/events/geometrycompression/
data/default.html. For the purpose of our experiments, we used one of the three coordinates of the tensors only.
1. dancing man: 1502⇥ 573⇥ 3
2. walking dog: 2502⇥ 59⇥ 3
3. dancing girl: 2502⇥ 720⇥ 3
4D dataset: EEG dataset: 513⇥ 128⇥ 30⇥ 200, (time, frequency, channels, subjects*trials), size 3GB
A.5.3 Information on methods and parameters
Robust PCA [2]
min
X
kXk⇤ +  kSk1
s.t. Y = X + S,
where X is the low-rank matrix and S is the sparse matrix.
Robust PCA on Graphs [24]
min
X
kXk⇤ +  kSk1 +   tr(XLcX>)
s.t. Y = X + S,
where Lc is the combinatorial Laplacian of a knn-graph constructed between the columns of Y.
Fast Robust PCA on Graphs [25]
min
X
kY  Xk1 +  c tr(XLcX>) +  r tr(X>LrX),
where Lc, Lr are the combinatorial Laplacians of knn-graphs constructed between the columns and rows of Y.
Compressive PCA for low-rank matrices on graphs (CPCA) [26] 1) Sample the matrix Y by a factor of sr along the
rows and sc along the columns as Yˆ = MrYMc and solve FRPCAG to get Xˆ , 2) do the SVD of Xˆ = Uˆ1RˆUˆ>2 recovered
from step 1, 3) decode the low-rank X for the full dataset Y by solving the subspace upsampling problems below:
min
U12Rn⇥k
tr(U>1 LrU1), s.t.MrU1 = Uˆ1
min
U22Rn⇥k
tr(U>2 LcU2), s.t.McU2 = Uˆ2
and then compute X = U1Rˆ
p
srscU>2 .
Table 1. Range of parameter values for each of the models considered in this work.
Model Parameters Parameter Range
RPCA [2]     2 { 2 3p
max(n,p)
: 0.1 : 2
3p
max(n,p)
}
RPCAG [24]  ,     2 {2 3, 2 2, · · · , 210}
FRPCAG [25]  r,  c  r,  c 2 (0, 30)
CPCA  r,  c  r,  c 2 (0, 30)
k (approximate decoder) Rˆk,k/Rˆ1,1 < 0.1
Figure 12. A comparison of the 1st singular vectors obtained via GSVD and SVD for various 2D and 3D real face tensors. In each row,
the leftmost plot shows an example image from the database, the middle plot shows the 1st singular vector of mode 1 obtained via GSVD
and the right plot shows the 1st singular vector of mode 1 obtained via SVD. It can be clearly seen that the singular vectors determined by
GSVD and SVD are equivalent.
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Figure 14. A visualization of the clean, noisy and GMLSVD recovered BCI and hyperspectral face tensors along with a study of the singular
values and subspace vectors of various modes. First row shows the BCI tensor and second row shows the singular values recovered for this
tensor for various modes. Clearly, the singular values of the recovered tensor (black) are well aligned with those of the clean tensor (blue).
Note, how GMLSVD eliminates the effect of noise from the lower singular values. The rightmost plot shows the alignment between the
singular vectors of the recovered and clean tensors. This alignment is calculated as |V >1 U1|, where V1 are the first mode singular vectors
obtained via GMLSVD and U1 are the first mode singular vectors of the clean tensor. Again, note that the first few singular vectors are
very well aligned. Third and fourth rows show the same type of results for hyperspectral face tensor.
Original Compressed (25dB)
Compressed (15dB)
Compressed (15dB)
Figure 15. Qualitative and quantitative results for the face (615⇥376⇥148) and two landscapes (702⇥1000⇥148 and 801⇥1000⇥148)
3D hyperspectral tensors. We used core size of 100⇥ 50⇥ 20, 150⇥ 150⇥ 30 and 200⇥ 200⇥ 50 for the three tensors.
Figure 16. Singular values of GSVD, SVD, FRPCAG, RPCA, TRPCAG and clean data for a 2D matrix which is corrupted uniformly
(10%) with sparse noise of standard deviation 0.1. Clearly TRPCAG eliminates the effect of noise from lower singular values. In addition
note that under sparse noise, the 1st singular value deviates significantly. This effect is also eliminated via TRPCAG.
Background separation from videos 
original RPCA RPCAG FRPCAG CPCA (5,1) CPCA (10,4) 
RPCA (3650 secs) RPCAG (4110 secs) FRPCAG (152 secs) CPCA (32 secs) TRPCAG (22 secs)original
METHOD (time)
Figure 17. Comparison of the low-rank quality and computation time for TRPCAG, RPCA, RPCAG, FRPCAG and CPCA for a shopping
mall lobby surveillance video. TRPCAG recovers a low-rank which is as good as other methods, in a time which is 100 times less as
compared to RPCA and RPCAG.
Figure 18. Low-rank and sparse matrix decomposition for an escalator video. left) actual frame from the video, middle) low-rank frame,
right) sparse component of the frame.
noisyActual Low-rank via TRPCAG
Figure 19. TRPCAG performance for recovering the low-rank point clouds of a walking dog and a dancing girl from the sparse noise. left)
actual point cloud, middle) noisy point cloud, right) recovered via TRPCAG.
1
stsingular	vector	via	different	m
ethods
ORLYALECOIL20
Alignment	
with	the	
clean	
singular	
vectors
Alignment	
with	the	
clean	
singular	
vectors
Alignment	
with	the	
clean	
singular	
vectors
Figure 20. Robust recovery of subspace structures via TRPCAG. The leftmost plots show a clean and sparsely corrupted sample image
from various datasets. For each of the datasets, other plots in the 1st row show the 1st singular vector of the clean data and those recovered
by various low-rank recovery methods, SVD, FRPCAG, RPCA, RPCAG and TRPCAG and the 2nd row shows the alignment of the 1st 20
singular vecors recovered by these methods with those of the clean tensor.
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