Aligning and averaging stacks of fast-acquisition STEM images to improve signal-to-noise ratios (SNRs) has become an increasingly important tool for high precision, quantitative analysis of STEM data [1, 2, 3] . However, low SNRs in the raw images can make image registration untenable with standard approaches. Moreover, in atomic resolution imaging, high translational symmetry in crystalline samples can introduce pernicious "unit cell hops" in image alignments, resulting in subtly specious averaged images. Particularly in light of the possibility of such subtle errors, source code availability is crucial to ensure reproducibility and fidelity of results. Here, we present a free and open source python package implementing a new approach to image registration which enables alignment of STEM image stacks even in the presence of low SNRs and high translational symmetry [4] .
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Cryogenic imaging of a manganite crystal provides a case study ( Fig. 1 ). While cryo-STEM enables characterization of previously inaccessible materials' phases, it also introduces additional stage instability due to the cooling process. This can be partially mitigated by fast image acquisitions, however, the SNR of the resulting data is generally quite low ( Fig. 1a-c ). Using our image registration approach, we achieve high-SNR average images information transfer as low as 0.6 Å at 93 K ( Fig. 1d-f ).
Our approach does not rely on a single reference image, but instead uses all possible combinations of image correlations to determine the optimal shifts [4, 5] . This results in an information surplus, enabling enforcement of physical consistency between all measured relative image shifts. Consequently, the incorrect correlations which plague low-SNR data may be identified and corrected (Fig. 2) . Moreover, the criterion of physical consistency may be used to substantiate the validity of the registration.
Lattice images constitute a common and important class of images requiring special care, as highly translationally symmetric data has a propensity to register incorrect unit-cell jumps. Tools to avoid or account for these and other errors will be discussed, including judicious Fourier space weighting, or preemptive avoidance of sampling errors (Fig. 3) . In combination with the physical consistency constraints, we demonstrate how to verify that the final image registration is free of these errors.
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