Static wireless networks are by now quite well understood mathematically through the random geometric graph model. By contrast, there are relatively few rigorous results on the practically important case of mobile networks. In this paper we consider a natural extension of the random geometric graph model to the mobile setting by allowing nodes to move in space according to Brownian motion. We study three fundamental questions in this model: detection (the time until a given target point-which may be either fixed or moving-is detected by the network), coverage (the time until all points inside a finite box are detected by the network), and percolation (the time until a given node is able to communicate with the giant component of the network). We derive precise asymptotics for these problems by combining ideas from stochastic geometry, coupling and multi-scale analysis. We also give an application of our results to analyze the time to broadcast a message in a mobile network.
Introduction
In a random geometric graph, nodes are distributed according to a Poisson point process in R d of intensity λ (i.e., nodes are uniformly distributed, with λ nodes in expectation per unit volume), and an edge is placed between all pairs of nodes whose distance is at most r. These graphs, also known as "continuum percolation" or the "Boolean model", have been used extensively as models for communication networks [20, 27, 30] . While simple, these models capture important qualitative features of real networks, such as the phase transition in connectivity as the intensity λ of the Poisson point process is increased.
In many applications, the nodes of the network are not fixed in space but mobile. It is natural to model the movement of the nodes by independent Brownian motions [5, 22, 24] ; we call this the mobile geometric graph model (MGG). We focus on three fundamental problems in this model: detection (the time until a target point-which may be fixed or moving-comes within distance r of a node of the MGG); coverage (the time until all points in a large set are detected); and percolation (the time until a given node is connected to the giant component).
We now give a precise definition of the model and state our results. Motivation and related work are addressed in Section 2.
The Mobile Geometric Graph model
Let Π 0 = {X i } i be a Poisson point process on R d of intensity λ. To avoid ambiguity, we refer to the points of a point process as nodes. We let each X i move according to a standard Brownian motion (ζ i (s)) s≥0 independently of the other nodes, and set Π s = {X i + ζ i (s)} i to be the point process obtained after the nodes of Π 0 have moved for time s. By standard arguments [5] it follows that Π s is again a Poisson point process of the same intensity λ.
At any given time s we construct a graph G s by putting an edge between any two nodes of Π s that are at distance at most r. In what follows we take r to be an arbitrary but fixed constant. There exists a critical intensity λ c = λ c (d) such that if λ > λ c , then a.s. there exists a unique infinite connected component in G s , which we denote by C ∞ (s), while if λ < λ c then all connected components are finite a.s. [27, 30] .
We note that Theorem 1.1 extends previous classical results on detection for non-mobile particles u [34, 22] and establishes that asymptotically the best strategy for a particle (that is not informed of the motion of the nodes of Π 0 ) to avoid detection is to stay put.
Coverage. Let A be a subset of R d . We are interested in the time it takes for all the points of A to be detected. We thus define T cov (A) = inf t ≥ 0 : A ⊂ i s≤t B(X i + ζ i (s), r) .
For R ∈ R + , let Q R be the cube in R d of side length R. A natural question proposed by Konstantopoulos [24] is to determine the asymptotics of E [T cov (Q R )] as R → ∞.
In Section 4 we prove Theorem 1.2 below, which gives the asymptotics for the expected time to cover the set Q R as R → ∞ and shows that T cov (Q R ) is concentrated around its expectation. and Γ stands for the Gamma function. We then have that as R → ∞
where f ∼ g as x → ∞ means that f (x) g(x) → 1 as x → ∞.
Remark 1.2. Instead of covering a whole cube, we could ask for the coverage time of other sets. We prove Theorem 1.2 in this general setting in Section 4; for instance, we show that E [T cov ] for a line segment of length R is smaller by a factor 1+o(1) d than E [T cov (Q R )] and also obtain asymptotics for fractal sets (see Theorem 4.2).
Percolation.
Let u be an extra node initially at the origin and which moves independently of the other nodes according to some function g. We now investigate the time it takes until u belongs to the infinite connected component. We denote this time by T perc , which can be more formally written as
The detection time clearly provides a lower bound on the percolation time, so we may deduce from Theorem 1.1 and Remark 1.1 above that P [T perc > t] is at least exp (−O(t/ log t)) for d = 2 and at least exp (−O(t)) for d ≥ 3, when u is non-mobile or moves according to an independent Brownian motion. We will prove the following stretched exponential upper bound in all dimensions d ≥ 2 in Section 5: Theorem 1.3. For all dimensions d ≥ 2, if λ > λ c (d) then there exist constants c and t 0 , depending only on d, such that we partition R d into subregions of suitable size and show via a multi-scale argument that all such subregions contain sufficiently many nodes for a large fraction of the time steps. This is the content of Proposition 5.2 which we believe is of independent interest. This result allows us to couple the evolution of the nodes in each subregion with those of a fresh Poisson point process of slightly smaller intensity λ < λ which is still larger than the critical value λ c . After a number of steps Δ that depends on the size of the subregion, we are able to guarantee that the coupled processes match up almost completely. As a result, we can conclude that there are Θ(t/Δ) time steps for which the mobile geometric graph contains an independent Poisson point process with intensity λ > λ c . This fact, which we believe is of wider applicability, is formally stated in Proposition 5.1. This independence is sufficient to complete the proof.
Finally, to illustrate a sample application of Theorem 1.3, we consider the time taken to broadcast a message in a network of finite size. Consider a mobile geometric graph in a cube of volume n/λ (so the expected 1 number of nodes is n). Since the volume is finite, we need to modify the motion of the nodes to take account of boundary effects: following standard practice, we do this by turning the cube into a torus (so that nodes "wrap around" when they reach the boundaries). Suppose a message originates at an arbitrary node at time 0, and at each integer time step t each node that has already received the message broadcasts it to all nodes in the same connected component. (Here we are making the reasonable assumption that the speed of transmission is much faster than the motion of the nodes, so that messages can travel throughout a connected component before it is altered by the motion.) Let T bc denote the time until all nodes have received the message. We prove the following result in Section 6. Corollary 1.1. In a mobile geometric graph on the torus of volume n/λ with any fixed λ > λ c , the broadcast time T bc is O(log n(log log n) 3+6/d ) w.h.p. in any dimension d ≥ 2.
Motivation and related work
The principal motivation for this paper is the study of mobile ad hoc networks, which are a major focus of wireless network research today. In a mobile network, nodes moving in space cooperate to relay packets on behalf of other nodes without any centralized infrastructure. This is the case, for example, in vehicular networks (where sensors are attached to cars, buses or taxis), surveillance and disaster recovery applications where mobile sensors are used to survey an area, and pocket-switched networks based on mobile communication devices such as cellphones.
Although the static properties of wireless networks are by now quite well understood mathematically through the random geometric graph (RGG) model, the additional challenges posed by node mobility have so far received relatively little attention from the theory community. Our goal in this paper is to formulate and study several fundamental questions in the mobile geometric graph (MGG) model defined in the Introduction, which is a natural extension of the RGG model augmented with node mobility. In the discussion in this section, for convenience we consider random geometric graphs and mobile geometric graphs over a torus S ⊂ R d of volume n/λ, so that the expected number of nodes is n. Our MGG model works in the infinite volume R d , which is mathematically cleaner, but most results obtained there can be adapted to finite volumes with a little technical work; see Section 6 for an example.
We start by discussing some existing results for random geometric graphs. Clearly, increasing λ increases the average degree of the nodes. As is well known, there are two critical values of λ at which the connectivity properties of the RGG undergo a significant change. First there is the percolation threshold λ = λ c (a constant that depends on the dimension d), so that if λ > λ c the network w.h.p. 2 has a unique "giant" component containing a constant fraction of the nodes, while if λ < λ c all components have size O(log n) w.h.p. [30] . Second, at the connectivity threshold , where the expected degree is log n, the network becomes connected w.h.p. [19, 28, 29] . The percolation threshold λ = λ c occurs also in the infinite-volume limit (S = R d ), which is the case we consider in this paper. These and other fundamental properties of RGGs are extensively discussed in the book of Penrose [30] ; see also [17] for additional results on thresholds.
There are a host of theoretical results on routing and other algorithmic questions on static RGGs. Naturally, most of these consider networks above the connectivity threshold. The seminal work of Gupta and Kumar [20, 21] (see also [14] for refinements) examined the information-theoretic capacity (or throughput) of such networks above the connectivity threshold, i.e., the number of bits per unit time that each node u can transmit to some (randomly chosen) destination node t u in steady state, assuming constant size buffers in the network. The capacity per node is Θ(n −1/2 ), which tends to 0 as n → ∞, suggesting a fundamental limitation on the scalability of such static networks.
The detection and coverage problems have received much attention. In the static case, a non-mobile target is detected w.h.p. only when the expected degree grows with n, while coverage requires the stronger condition that the network be connected. In the absence of coverage, Balister et al. [3] determine the maximum diameter of the uncovered regions, while Dousse et al. [12] prove that, for any λ > 0, the detection time for a target moving in a fixed direction has an exponential tail. (Note that this is not a mobility result as the nodes are fixed.)
The question of broadcasting within the giant component of a RGG above the percolation threshold was recently analyzed by Bradonjić et al. [6] , who also show that the graph distance between any two (sufficiently distant) nodes is at most a constant factor larger than their Euclidean distance. Cover times for random walks on (connected) RGGs were investigated by Avin and Ercal [2] and Cooper and Frieze [9] , while the effect of physical obstacles that obstruct transmission was studied by Frieze et al. [15] .
Once mobility is injected, the questions of interest naturally change from those in the static case. For example, connectivity no longer plays such a central role because mobility may allow nodes u, v to exchange messages even in the absence of a path between them at any given time: namely, u can route its message to v along a time-dependent path, opportunistically using other nodes to relay the message towards v. Networks of this kind are often termed "delay tolerant networks" [13] . This allows one to focus not on the rather artificial connectivity regime (where the expected degree of the network grows with n), but instead on the case where λ and r are constants.
The scope of mathematically rigorous work on RGGs with mobility is much more limited. We briefly summarize it here.
Motivated by the fact mentioned above [20] that the capacity of static networks goes to zero as n → ∞, Grossglauser and Tse [18] (see also [11] ) showed how to exploit mobility to achieve constant capacity using a two-hop routing scheme. However, these results require that nodes move a distance comparable to the diameter of the entire region S at each step. El Gamal et al. [16] study the tradeoff between capacity and delay above the connectivity threshold. Clementi et al. [8] show how to exploit mobility to enable broadcast in a RGG sufficiently far above the percolation threshold. However, this result again assumes that the range of motion of the nodes is unbounded (i.e., grows-albeit modestly-with n). A problem similar to broadcast was studied by Kesten and Sidoravicius [23] , who derived the rate at which an infection spreads through nodes that are performing continuous-time random walks on the square lattice.
A model essentially equivalent to MGGs was introduced under the name "dynamic boolean model" by Van den Berg et al. [5] , who proved that almost surely an infinite component exists for every time if λ > λ c . Recent work of Díaz et al. [10] in a similar model determines, for networks exactly at the connectivity threshold, the expected length of time for which the network stays connected (or disconnected) as the nodes move. However, this question makes sense only for large expected degrees (growing with n) and thus falls outside the scope of our investigations.
The detection problem for the mobile setting was addressed by Liu et al. [25] , assuming that each node moves continuously in a fixed randomly chosen direction; they show that the time it takes for the network to detect a target is exponentially distributed with expectation depending on the intensity λ. Also, for the special case of a stationary target, as observed in [22, 24] the detection time can be deduced from classical results on continuum percolation: namely, in this case it follows from [34] that
where W r (t) is the "Wiener sausage" of radius r up to time t (essentially the trajectory of a Brownian motion "fattened" by a disk of radius r). This volume in turn is known quite precisely [33, 4] . The coverage problem was suggested as an open problem by Konstantopoulos [24] .
The percolation time was first studied in [32] . This paper is a strengthened version of [32] , with tighter results on percolation and detection as well as the addition of coverage.
Detection time
In this section we give the proof of Theorem 1.1. We first state a generalization of a well-known result [34] ,which we will use in several proofs; we include its proof here for the sake of completeness. Lemma 3.1. Suppose that u starts from the origin at time 0 and its position at time s is given by a determin-
be the so-called "Wiener sausage with drift" up to time t. Then the detection probability satisfies
where vol (A) stands for the Lebesgue measure of the set A in R d .
Since the ζ i 's are independent we have that Φ is a thinned Poisson point process with intensity given by
where ζ is a standard Brownian motion.
So for the probability that the detection time is greater than t we have
Remark 3.1. The preceding lemma implies that when the motion g of u is random and independent of the motions of the nodes of the Poisson point process Π 0 then
Remark 3.2. We note that the above proof can be easily generalized to show that the time T det (K) until we detect any point in a compact set K ⊂ R d satisfies
From Lemma 3.1 we see that estimating P [T det > t]
translates to deriving estimates for E [vol (W g (t))]. For that we prove the following Lemma:
Let ζ be a standard Brownian motion in two dimensions and let g be a deterministic continuous function, g :
We then have that
Proof. We may write
where τ A is the first hitting time of the set A by g − ζ.
Define
i.e., the time that the process g − ζ spends in the ball B(y, r) before time t. It is clear by the continuity
and for the first moment we have
dzds.
For the conditional expectation E [Z y | Z y > 0], if we write τ for the first time before time t that g − ζ hits the boundary of the ball B(y, r), denoted by ∂B(y, r), then we get
The expectation above can be upper bounded by
So, putting everything together we obtain that
Proof of Theorem 1.1. From Remark 3.1 we have that
where g is independent of ζ. By Lemma 3.2, we have the upper bound
So it remains to show the lower bound on this probability for the case when g is a standard Brownian motion independent of the motions of the nodes of Π 0 . Letting R = log t, it is clear that
where
Since the motions of u and the nodes of Π 0 are independent, we get that
For any x > 0 we have by Brownian scaling that
, whereζ is a standard Brownian motion.
So, finally, using the asymptotic expression for the expected volume of the Wiener sausage in two dimensions [4, 33] 
Hence, as t → ∞,
Thus we only need to lower bound the probability that u stays in the ball B(0, R) for all times s ≤ t.
For any t ≥ R 2 and any dimension d ≥ 1, we have by [7] that
for a positive constant c and hence, since R = log t, we get that 
Coverage time
In this section we will prove a more general version of
We recall the definition of Minkowski dimension, which can be found, e.g., in [26] .
be the smallest number of balls of radius needed to cover A:
The Minkowski dimension of A is defined as
whenever this limit exists.
We now proceed to state the more general version of Theorem 1.2.
and Γ stands for the Gamma function. We then have that, as R → ∞,
Proof of Theorem 4.2. In the proof we will drop the dependence on RA from T cov (RA) and E [T cov (RA)] to simplify the notation.
. , B k balls of radius covering A};
then it is easy to see that M (RA, ) = M (A, R ). By the assumption that A has Minkowski dimension α, for any δ > 0 we can find 0 small enough such that
We will first show that, for any d,
To do so, we are going to cover the set RA by M = M (RA, ) balls of radius 0 < < r.
for R sufficiently large. Let Z t be the number of balls not covered by the nodes at time t. It is clear that
The probability that a ball B(x, ) is covered by time t is lower bounded by the probability that a node of the Poisson point process Π 0 has entered the ball B(x, r − ) before time t. Hence, P [B(x, ) is not covered by time t] is at most the probability that x has not been detected by time t by a mobile geometric graph with radius r − . From Lemma 3.1 we obtain
It is well known [4, 33] that the expected volume of the Wiener sausage satisfies:
is the so-called "Newtonian capacity" of the unit ball in d dimensions.
Upper bound. We focus on the case d = 2. Let δ > 0 be small. For t large enough we have that
and t * (R) > e, for sufficiently large R. We claim that the last integral appearing in (4.6) is o(t * (R)). To see this set c = 2πλ(1 − δ ) and use a change of variable,
So we finally obtain that
From (4.7) and (4.4) we get
for R large enough, and thus we conclude that
which follows by letting δ and δ go to 0. For the case d ≥ 3, employing the expected volume of the Wiener sausage in higher dimensions and the same arguments as before, we get that
Lower bound. Again we focus on the case d = 2, where our goal is to show
To do so, we are going to use the equivalent definition of Minkowski dimension involving packings [26, Chapter 5] . Letting K(A, ) = max{k ≥ 1 : ∃ B 1 , · · · , B k disjoint balls of radius centered in A}, it is clear that K(RA, ) = K(A, R ). For δ > 0 there exist K = K(RA, 1) disjoint balls with centers in RA and radius 1 satisfying
So, for R large enough, we can pack the set RA with points x 1 , · · · , x K (the centers of the balls) that are at distance at least 2 from each other. Let U t denote the number of centers x 1 , · · · , x K that have not been detected by time t. Obviously we have that
Recall that the Wiener sausage W z,r (t) = ∪ s≤t B(z +ζ(s), r) in two dimensions satisfies, for δ > 0, (4.8)
for t large enough. Let > 0 be small and let t * = t * (R) > e satisfy the equation
Applying the second moment method to the random variable U t * we obtain
, so in order to obtain a lower bound for P [T cov > t * ] it suffices to lower bound the first moment of U t * and upper bound its second moment. We will show that P [T cov > t * ] ≥ 1 1+o(1) , hence we will get that E [T cov ] ≥ t * 1 1+o (1) .
, and using Lemma 3.1 we obtain that
Obviously E [vol(W x )] is independent of x, and hence we get that
Now, for the second moment of U t * we have
and using Remark 3.2 we get that
(Note that the two Wiener sausages W xi and W xj use the same driving Brownian motion.) Writing
Thus it remains to upper bound E vol(W xi ∩ W xj ) for all i and j. If
Recall from (4.9) that t * (R) = Θ(log R log log R). The idea is that if x i and x j are at distance greater than (log R) 2 apart, then it is very unlikely that the two sets W xi and W xj will intersect. Specifically, when x i − x j 2 ≥ (log R) 2 , it is easy to see that the probability that the two sausages, W xi and W xj , intersect is smaller than the probability that a 2-dimensional Brownian motion has traveled distance greater than 1 2 (log R) 2 in t * time steps, and this last probability is bounded above by ce −c(log R) 2 by the standard bound for the tail of a Gaussian.
When
for the ball of radius R centered at x i and defining inductively S k = B(x i , 2 k−1 R) \ B(x i , 2 k−2 R) for all k ≥ 2, we can split the volume of W xi ∩ W xj as follows:
where c, c , c 1 and M are all positive constants. The first part of the first inequality follows from the discussion above, namely that if the intersection is nonempty, then the Brownian motion must have traveled distance greater than 1 2 (log R) 2 in less than t * steps. If this has happened, then we simply bound the intersection of the two Wiener sausages in the ball B(x, R) by the volume of the ball. The second part of the first inequality follows by the same type of argument, since now in order to have a nonempty intersection in the set S n , the Brownian motion must have traveled distance at least 2 n−2 R in less than t * steps, which again is exponentially small.
Finally, the sum appearing in (4.12) is bounded above by
By (4.8) and the definition of t * given in (4.9) we get that (4.13) is bounded from above by
Therefore, putting all the estimates together we get that
.
Using the lower bound K ≥ R α−δ and the upper bound for the expected volume from (4.8) we deduce that (1) , 
From (4.5) and the definition of M we have that
Plugging in t = (1 + γ) E [T cov ], using (4.14) and taking δ sufficiently small gives that
For , δ, δ small enough we get that
Hence we get the desired result that
For dimensions d ≥ 3, the same arguments give the concentration around the expectation and also yield the value and similarly for lim inf.
Percolation time
In this section we will give the proof of Theorem 1.3 for the case when the node u is non-mobile; the proof can easily be extended to the case where u moves according to an independent Brownian motion by employing translated cubes that track the motion of u as in [32, Section 4] . We will observe the process (G i ) i≥0 in discrete time steps i = 0, 1, . . . in order to be able to apply a multi-scale argument. For a nonnegative integer i we define the event J i that u does not belong to the infinite component at time i; more formally,
Then it is easy to see that, for all t, we have
Define Q L to be the cube with side length L centered at the origin and with sides parallel to the axes of R d . We tessellate Q L into subcubes of side length < L, which we call cells. We now state two key propositions that lie at the heart of our argument. The first proposition says that, provided every cell of the tessellation contains sufficiently many nodes, then we can couple the positions of these nodes after sufficiently many steps with the nodes of an independent Poisson point process of only slightly smaller intensity on a smaller cube.
Proposition 5.1. Fix K > > 0 and consider the cube Q K tessellated into cells of side length . Let Φ 0 be an arbitrary point process at time 0 that contains at least β d nodes at each cell of the tessellation for some β > 0. Let Φ Δ be the point process obtained at time Δ from Φ 0 after the nodes have moved according to standard Brownian motion for time Δ. Fix ∈ (0, 1) and let Ξ be an independent Poisson point process with intensity (1 − )β. Then there exists a coupling of Ξ and Φ Δ and constants c 1 , c 2 , c 3 depending only on d such that, if Δ ≥ c1 2 2 and K ≤ K − c 2 Δ log −1 > 0, the nodes of Ξ are a subset of the nodes of Φ Δ inside the cube Q K with probability
The second proposition says that the above condition that each cell contains sufficiently many nodes is satisfied at an arbitrary constant fraction of time steps with high probability.
Proposition 5.2. Let t > 0 be a sufficiently large integer and ξ, ∈ (0, 1) be two constants. Suppose that the cube Q L , for L = t, is tessellated into cells of side length , where d ≥ (C/ξ 2 ) log 3 t for some sufficiently large constant C. For i = 0, 1, . . . , t let A i = {at time i all cells contain ≥ (1 − ξ)λ d nodes of Π i }. Then there exists a positive constant c such that (5.15)
Proof of Theorem 1.3. Let u be a node that is at the origin at time 0 independent of the nodes of Π 0 . As stated above, we assume that u is non-mobile; the proof can easily be extended to mobile u using the technique of [32, Section 4]. Let t be an integer sufficiently large. We consider the cube Q L , for L = t. Set H t to be the event that u has never been in the infinite component from time 0 to t − 1. More formally, we define
We say that a cube Q L has a crossing component at a given time i if among the nodes in Q L there exists a connected component that has a path connecting each pair of opposite faces of Q L . (A path connects two faces of Q L if for each face there is at least one node of the path within distance r of the face.) We then defineH t to be the event that u has never been within distance r of a crossing component of Q L from time 0 to t − 1. Let K t be the event that, in each step from 0 to t − 1, a crossing component of Q L intersects the infinite component. Therefore, if K t holds and u belongs to a crossing component of Q L at some time step from 0 to t − 1, then at the same time step u will also belong to the infinite component. We can then conclude that
Since λ > λ c , the probability that K t holds can be obtained using the following result of Penrose and Pisztora [31, Theorem 1]: for any fixed time i, the probability that Q L does not contain a crossing component is at most exp(−c 1 L d−1 ), for some constant c 1 . Hence, if we take the union bound over all time steps, we have
We will now derive an upper bound for P[H t ]. Take the cube Q 2L and tessellate it into cells of side length , where = C 1 log 3/d t, for C 1 a sufficiently large constant in order to satisfy the assumptions of Proposition 5.2. Let ξ > 0 be a sufficiently small constant such that (1 − ξ)λ > λ c . Call a cell dense if it contains more than (1 − ξ)λ d nodes. For δ > 0, let D be the event that all cells inside Q 2L are dense for at least (1 − δ)t time steps. Applying Proposition 5.2 we obtain a constant c 2 such that
We use the event D to obtain an upper bound for P H t via
On the event D, by definition, we can find a collection S of (1 − δ)t time steps for which all cells of side length are dense inside the cube Q 2L . We set Δ = C 2 2 for some sufficiently large constant C 2 . We define τ 1 as the first time step from 0 to t−1 for which all cells of Q 2L are dense. We now define τ i+1 recursively as the first time step after τ i +Δ for which all cells are dense. Obviously, τ 1 < τ 2 < · · · and if we take k = c 3 t/Δ = c 3 t/ log 6/d t for some constant c 3 , then we can ensure that on D we have τ k ≤ t − 1.
For each i, let A i be the event that u does not belong to a crossing component of Q L at time τ i + Δ. Since when D holds we have τ k ≤ t − 1, we can write
For each i, let F i be the σ-field induced by the locations of the nodes of Π 0 from time 0 to τ i . We now claim that for t sufficiently large there exists a positive constant c 4 such that
We will define two events E 1 , E 2 such that for any F ∈ F i we have
Take > 0 sufficiently small so that (1− )(1−ξ)λ > λ c , and let Ξ be an independent Poisson point process of intensity (1 − )(1 − ξ)λ. We define the events E 1 = {u belongs to a crossing component of Ξ in Q L } and E 2 = {∃ a coupling of Ξ and Π τi+Δ so that Ξ ⊂ Π τi+Δ in Q L }, where "Ξ ⊂ Π τi+Δ in Q L " means that the nodes of Ξ that lie inside the cube Q L are a subset of the nodes of Π τi+Δ . Note that when E 1 and E 2 both hold, then u belongs to a crossing component of Q L at time τ i + Δ, which implies that A i does not hold. Since the intensity of Ξ is strictly larger than λ c and E 1 is independent of F by construction, we obtain P [E 1 | F ] ≥ c 5 for some constant c 5 ∈ (0, 1) by [31, Theorem 1] .
Conditioned on the event F all cells are dense at time τ i . Taking K and K appearing in Proposition 5.1 to be K = 2L and K = L, we see by the choice of Δ that for large enough t the condition for K in Proposition 5.1 is satisfied and thus we obtain, uniformly over all F ∈ F i , that, for a positive constant
which can be made strictly smaller than 1 by taking t sufficiently large. This establishes (5.19) .
Note that by definition we have τ i + Δ < τ i+1 for all i, which gives A i ∈ F i+1 . We can write (5.18) as
which by (5.19 ) translates to
for a positive constant c 7 . Plugging this into (5.17) concludes the proof of Theorem 1.3.
Coupling.
In this section we give the proof of Proposition 5.1. We begin by stating and proving a small technical lemma that will be used in the proof.
2Δ
, for x ∈ R.
Note that
By the Gaussian tail bound we have that B(0, R) , we deduce from (5.21) that
We now proceed to the proof of Proposition 5.1.
Proof of Proposition 5.1. We will construct Ξ via three Poisson point processes. We start by defining Ξ 0 as a Poisson point process over Q K with intensity (1 − /2)β. Recall that Φ 0 has at least β d nodes in each cell of Q K . Then, in any fixed cell, Ξ 0 has fewer nodes than Φ 0 if Ξ 0 has less than β d nodes in that cell, which by a standard Chernoff bound (cf. Lemma A.1) occurs with probability larger than 1 − exp −
Since ∈ (0, 1) we have ∈ ( /2, 1) , and the probability above can be bounded below by 1 − exp −c 2 β d for some constant c = c(d). Let {Ξ 0 Φ 0 } be the event that Ξ 0 has fewer nodes than Φ 0 in every cell of Q K . Using the union bound over cells we obtain
If {Ξ 0 Φ 0 } holds, then we can map each node of Ξ 0 to a unique node of Φ 0 in the same cell. We will now show that we can couple the motion of the nodes in Ξ 0 with the motion of their respective pairs in Φ 0 so that the probability that an arbitrary pair is at the same location at time Δ is sufficiently large.
To describe the coupling, let v be a node from Ξ 0 located at y ∈ Q K , and let v be the pair of v in Φ 0 . Let y be the location of v in Q K , and note that since v and v belong to the same cell we have y − y 2 ≤ √ d . We will construct a function g(z) that is smaller than the densities for the motions of v and v to the location y + z, uniformly for z ∈ R d . That is, (5.23)
To this end we set
Note that this definition satisfies (5.23) since by the triangle inequality y + z − y 2 ≤ y − y 2 + z 2 and y − y 2 ≤ √ d . Define ψ = 1 − R d g(z)dz. Then, with probability 1 − ψ we can use the density function g(z)
1−ψ to sample a single location for the position of both v and v at time Δ, and then set Ξ 0 to be the Poisson point process with intensity (1 − ψ)(1 − /2)β obtained by thinning Ξ 0 (i.e., deleting each node of Ξ 0 with probability ψ). At this step we have crucially used the fact that the function g(z) in (5.24) is oblivious of the location of v and, consequently, is independent of the point process Φ 0 . (If one were to use the maximal coupling suggested by (5.23), then the thinning probability would depend on Φ 0 , and Ξ 0 would not be a Poisson point process.) Let Ξ Δ be obtained from Ξ 0 after the nodes have moved according to the density function g(z)
1−ψ . Thus we are assured that the nodes of the Poisson point process Ξ Δ are a subset of the nodes of Φ Δ and are independent of the nodes of Φ 0 , where Φ Δ is obtained by letting the nodes of Φ 0 move from time 0 to time Δ.
By Lemma 5.1 we get that if Δ and K − K are large enough, then the integral of g(z) inside the ball B = B(0, (K − K )/2) is larger than 1 − /2. (We are interested in the ball B since for all z ∈ Q K we have
When {Ξ 0 Φ 0 } holds, Ξ Δ consists of a subset of the nodes of Φ Δ . Note that Ξ Δ is a non-homogeneous Poisson point process over Q K . It remains to show that the intensity of Ξ Δ is strictly larger than (1− )β in Q K so that Ξ can be obtained from Ξ Δ via thinning; since Ξ Δ is independent of Φ 0 , so is Ξ.
For z ∈ R d , let μ(z) be the intensity of Ξ Δ . Since Ξ 0 has no node outside Q K , we obtain for any z ∈ Q K ,
where the inequality follows since z +B ⊂ Q K for all z ∈ Q K . From Lemma 5.1, we have B (K−K )/2 g(x)dx ≥ 1 − /2. We then obtain μ(z) ≥ (1 − /2) 2 β ≥ (1 − )β, which is the intensity of Ξ. Therefore, when {Ξ 0 Φ 0 } holds, which occurs with probability given by (5.22) , the nodes of Ξ are a subset of the nodes of Φ Δ , which completes the proof of Proposition 5.1.
Density
In this section we prove Proposition 5.2, using a multi-scale argument. Since the argument is rather involved, we begin with a high-level overview. Proof Overview. Our goal is to show that if we tessellate the cube Q L , with L = t, into cells of volume d = O((log t) c ) then the probability that all cells contain sufficiently many nodes for a fraction 1 − of the time steps is at least the expression given in Proposition 5.2. We start at scale 1 with the cube Q L1 where L 1 > L. We tessellate Q L1 into cells that are so large that we can easily show that with very high probability during all time steps all these cells contain sufficiently many nodes. We refer to this as the event that "the density condition is satisfied at all steps for scale 1." Then, when going from scale j − 1 to scale j, we take a smaller cube Q Lj with L j < L j−1 , and tessellate it into cells that are smaller than the cells at the previous scale (see Figure 1 ). We define the density condition for scale j at a given time step as the event that all the cells at scale j contain a number of nodes that is sufficiently large but strictly smaller than the one used for the density condition for scale j − 1. Since this density requirement becomes less strict when going from scale j − 1 to scale j, we will be able to show that the density condition for scale j is satisfied for a large fraction of the time steps at which the density condition is satisfied for scale j − 1. We repeat this procedure until we obtain, at the last scale, the cube Q L and cells of side length . The importance of the multi-scale approach is that it allows us to recover quickly from instances of low density, i.e., if the density condition holds in scale j − 1 but fails (at some time) in scale j, there are enough nodes nearby to retain density shortly thereafter.
We now proceed with the detailed argument. Full Proof. Let κ be the number of scales; we will see in a moment that κ = O(log t) will suffice. Let L 1 > L 2 > · · · > L κ = L such that L 1 = t 2 and L κ = t.
At scale j, we consider the cube Q Lj and tessellate it into cells of side length j (see Figure 1(b-c) ). We say that a cell is dense at a given time step for scale j if it contains more than (1 − ξ j )λ d j nodes at that step, where the ξ j satisfy
, for all j.
We start by analyzing the event that all cells are dense for scale 1 during all time steps, which we denote by D 1 . The next lemma shows that D 1 occurs with very high probability.
Lemma 5.2. If d 1 > C log t for some large enough constant C, then there exists a constant c such that
Proof. For any fixed time i and cell k, the number of nodes in k at time i is given by a Poisson random variable with mean λ d 1 . Then, using a Chernoff bound (cf. Lemma A.1), we obtain that there are more than (1 − ξ 1 )λ d 1 nodes in that cell at that time step with probability larger than 1 − exp(−ξ 2 1 λ d 1 /2). The number of cells inside Q L1 is O(t 2d ) by our choice of L 1 and 1 . The proof is completed by taking the union bound over all cells and time steps, and using the assumption on
We will need to disregard some time steps when going from one scale to the next. During this discussion it will be useful to refer to Figure 2 . Let s j be the number of time steps considered for scale j. We start with s 1 = t so that at scale 1 all time steps are considered; we will have s 1 > s 2 > · · · > s κ . For each scale j, we will split time into intervals of m j consecutive time steps. We start with m 1 = t, so that at scale 1 we have only one time interval of length t.
In each interval [a, a + m j−1 ) at scale j − 1 we consider the following four separated subintervals of length m j (see Figure 2 ):
We will set the Δ j in a moment. We skip Δ j−1 steps in order to allow the nodes to move far enough and enable the application of the coupling from Proposition 5.1. Note that this gives s j = s j−1 1 − 4Δj−1 mj−1 . For a given scale j, we say that a time interval is dense if all cells are dense during all the time steps contained in this time interval, i.e., each cell contains more than (1 − ξ j )λ d j nodes at all time steps.
time intervals (5.27) of scale j are dense}.
If D κ holds, the number of time steps for which all cells are dense for the last scale κ is at least
Since we are aiming to obtain (1 − )t time steps for which the density condition is satisfied for the last scale, we set Δ j to satisfy
for all j. The value of Δ j must be sufficiently large to allow nodes to move over a distance j . We then define j by
where C is a sufficiently large constant. From (5.26), (5.29) and (5.30), we obtain
Since m 1 = t, we get that 2 1 = 8C κ 3 t ≤ 8C t and since we want to get d κ = d ≥ C(log t) 3 , it is easy to see that κ = O(log t) is sufficient.
For any time step i, let F i be the σ-field induced by the locations of the nodes of Π 0 from time 0 up to time i. Since we condition on E, all cells are dense for scale j −1 at time b. We now set δ such that (1 − δ) 2 (1 − ξ j−1 ) = 1 − ξ j , which implies δ = Θ(ξ j − ξ j−1 ). We also choose a constant c and the constant C appearing in the definition of Δ j in (5.30) so that, setting
allows us to apply Proposition 5.1 with K = L j−1 and K = L j . Thus we obtain a fresh Poisson point process Ξ with intensity (1 − δ)(1 − ξ j−1 )λ that can be coupled with Φ w (which is the point process obtained at time w after the points of Φ b have moved for time w −b) in such a way that Ξ is stochastically dominated by Φ w inside Q Lj with probability at least
for some positive constant c 1 . We note that the choice of L 1 = t 2 and the fact that κ = O(log t) together with equation (5.30) gives that it is always possible to choose the L j 's satisfying (5.32) and such that L κ = t. A given cell is dense for scale j at time w if Ξ contains at least (1 − ξ j )λ d j nodes in that cell, which by the choice of δ happens with probability at least 1 − exp −c 2 δ 2 (1 − δ)(1 − ξ j−1 )λ d j for some constant c 2 (cf. Lemma A.1). The proof is completed by taking the union bound over all cells and over all time steps in A and using the condition for .
We now use Lemma 5.3 to give an upper bound for P D c j ∩ D j−1 that holds for all j, where D j was defined in (5.27) . 3 for some large enough C, then there exists a constant c such that for any j ≥ 2 we have
Proof. If D 
Let Z be the number of subintervals [a, a + m j ) of scale j that are not dense for scale j, but are such that the time step a − Δ j−1 is dense for scale j − 1. (We call a time step dense if all cells are dense at that time.) It is easy to see that if both D j−1 and D c j happen, then Z ≥ w.
We can write Z as a sum of s j /m j indicator random variables I k , one for each time interval of scale j. Although the I k 's depend on one another, Lemma 5.3 gives that the probability that I k = 1 given an arbitrary realization of the previous k − 1 indicators is smaller than ρ j = exp −c 1 ξ 2 λ d j /κ 2 for some constant c 1 . Therefore, Z is stochastically dominated by a random variable Z obtained as a sum of s j /m j i.i.d. Bernoulli random variables with mean ρ j . Using a Chernoff bound (cf. Lemma A.2), we obtain
Note that j − j−1 = κ−1 and log(ρ −1 j ) = Θ(ξ 2 λ d j /κ 2 ). Also d j ≥ d ≥ C(log t) 3 and κ = O(log t), so we obtain a constant c 2 such that
Recall from (5.31) that 2 j mj = 8C κ 3 . By (5.28) and (5.29) we have that s j−1 = Θ(t) for all j, so we finally obtain
for some constant c 3 > 0. Using j ≥ and the assumption on in the statement of the lemma completes the proof.
We are now in a position to prove Proposition 5.2. Each term in the sum can be bounded using Lemma 5.4 and the last term can be bounded using Lemma 5.2. The proof is completed since κ = O(log t) and 1 = 8C κ 3 t ≥ c 1 t (log t) 3 .
Broadcast time
In this section we use Theorem 1.3 to prove Corollary 1.1 for a finite mobile network of volume n/λ.
We may relate the mobile geometric graph model on the torus to a model on R d as follows. Let S n denote the cube Q (n/λ) 1/d . The initial distribution of the nodes is a Poisson point process over R d with intensity λ on S n and zero elsewhere. We allow the nodes to move according to Brownian motion over R d as usual, and at each time step we project the location of each node onto S n so that nodes "wrap around" S n when they reach the boundary.
Proof of Corollary 1.1. Let t = C log n(log log n) 3+6/d for some sufficiently large constant C = C(d). The proof proceeds in two stages. First, we show that for any fixed i ∈ [0, 2t − 1], w.h.p. the giant component of G i has at least one node in common with the giant component of G i+1 . This means that, once the message has reached the giant component, it will reach any node v as soon as v itself belongs to the giant component. Then we show that, after t steps, all nodes have belonged to the giant component w.h.p. This implies that broadcast is achieved after 2t steps w.h.p.
To establish the first stage, let > 0 be sufficiently small so that (1 − )λ > λ c . We use the thinning property to split Π i into two Poisson point processes, Π i and Π i , with intensities (1 − )λ and λ respectively. Let G i and G i+1 be the graphs induced by Π i and Π i+1 respectively. Then with probability 1−e −Θ(n 1−1/d ) both G i and G i+1 contain a giant component [31] . We show that at least one node from Π i belongs to both giant components. For any node v of Π i , the probability that v belongs to the giant component of G i is larger than some constant c = c(d). Moreover, using the FKG inequality we can show that v belongs to the giant components of both G i and G i+1 with probability larger than c 2 . Therefore, using the thinning property again, we can show that the nodes from Π i that belong to the giant components of both G i and G i+1 form a Poisson point process with intensity λc 2 , since c does not depend on Π i . Hence, there will be at least one such node inside S n with probability 1 − e − c 2 n , and this stage is concluded by taking the union bound over time steps i.
We now proceed to the second stage of the proof. We first need to show that the tail bound on T perc from Theorem 1.3 also holds when applied to the finite region S n defined above. Note that all the derivations in the proof of Theorem 1.3 were restricted to the cube Q L1 , where L 1 = t 2 was defined in Section 5.2. We have that Q L1 is contained inside S n for all sufficiently large n since L 1 = t 2 = O(log 2 n(log log n) 6+12/d ) while S n has side length (n/λ) 1/d . In order to check that the toroidal boundary conditions do not affect the result, it suffices to observe that, during the time interval [0, 2t], no node moved distance larger than (n/λ) 1/d /2 w.h.p. Now note that, by a Chernoff bound, G has at most (1 + δ)n nodes with probability larger than 1 − e −Ω(n) for any fixed δ > 0. These nodes are indistinguishable, so letting ρ be the probability that an arbitrary node has percolation time at least t, we can use the union bound to deduce that this applies to at least one node in G with probability at most (1 + δ)nρ. Let v be an arbitrary node. In order to relate ρ to the result of Theorem 1.3, we can use translation invariance and assume that v is at the origin. Then, by the "Palm theory" of Poisson point processes [34] , ρ is equivalent to the tail of the percolation time for a node added at the origin, which is precisely P [T perc ≥ t]. Thus finally, using Theorem 1.3 we get ρ ≤ exp(−c t (log t) 3+6/d ), which can be made o(1/n) by setting C sufficiently large. This completes the proof of Corollary 1.1. Remark 6.1. It is easy to see that the above result also holds in the case where the mobile geometric graph has exactly n nodes. The proof above shows that, by setting C large enough, we can ensure P [T bc ≥ t] = o(1/n) for the given value of t. Also, it is well known that a Poisson random variable with mean n takes the value n with probability p = Θ(1/ √ n). Therefore, for a mobile geometric graph with exactly n nodes, we have Pr[T bc < t] = p−o(1/n) p = 1 − o(1/ √ n).
