Abstract. Fingerprint classification reduces the searching time of an automated fingerprint identification system. Since fingerprints have properties of intra-class diversities and inter-class similarities, the ambiguous example causes a difficult problem in the fingerprint classification. In order to address the problem, we have analyzed fingerprints' subclasses with multiple decision templates. It clusters the soft outputs of support vector machines (SVMs) into several sub-classes using the self-organizing maps, and estimates a localized template for each sub-class. For an input fingerprint, the proposed method matches the output vector of SVMs to each template and finally categorizes the sample into the class of the most similar template. Experimental results on the FingerCode dataset demonstrate the effectiveness of the subclass-based approach compared with previous methods.
Introduction
Fingerprint classification reduces the number of matches required in the automated fingerprint identification system (AFIS) by categorizing fingerprints into a predefined class. The five-class system based on the ridge flows of a fingerprint has been widely studied for the fingerprint classification (see Fig. 1 ) [1] .
There are three approaches to extract the features from fingerprints such as a singularity-based method, structure-based method, and frequency-based method. The singularity-based method extracts core and delta points using Poincare index algorithm, and classifies fingerprints based on spatial relationship among the points [2] . The structure-based method estimates the structural models of the ridge flows such as the relational graph [3] or the ridge distribution sequence [4] , and matches the model of an input fingerprint with the class models. While the singularity-based and the structure-based methods need to estimate the ridge curves reliably, the frequency-based method obtains feature vectors based on the frequency analysis which is more tolerable to low quality images. FingerCode is the representative feature set of the frequency-based method [5] . After extracting the features, various techniques for pattern recognition such as neural network (NN), k-nearest neighbor (k-NN), and support vector machine (SVM) can be used to classify the sample. Although the five-class system has been employed extensively to the fingerprint classification, some difficulties might be encountered due to the intra-class diversities and inter-class similarities of fingerprints. One of the important problems of the fingerprint classification is managing ambiguous examples having properties of more than one class. Some fingerprints that cannot be classified even by a human expert are assigned to two classes simultaneously (called cross-referenced) as shown in Fig. 2 .
In order to analyze the ambiguous fingerprints, several methods have been studied at the feature extraction level and classification level. At the feature extraction level, combinatorial methods that use more than one type of features have been presented to overcome any individual weaknesses. Zhang and Yan analyzed both the traced curves of pseudo ridge and singular points for rule based classification [6] . Li et al. combined the orientation model and singularity information as feature vector which was used as input to SVMs [7] . At the classification level, on the other hand, multiple classifier systems have been investigated to resolve the ambiguity by increasing classification accuracy. Jain et al. presented a two-stage fingerprint classification system based on a k-NN and NNs [5] . In the first stage, the k-NN was used to find the two most probable classes for a given input pattern. The final decision between these two classes was made in the second stage by the specific NN which had been trained to distinguish between the corresponding pair of classes. Hong et al. trained one-vs-rest (OVR) SVMs with the FingerCode and ordered them according to the probabilities evaluated by naïve Bayes (NB) that was generated by using singular points and pseudo ridge features [8] . Senior [9] used three different classifiers: PCASYS (Pattern-level Classification Automation System) [10] , hidden Markov model, and decision tree. Different sets of features were used for each classifier, and the classification results were combined by using an NN. Yao et al. [11] proposed a fingerprint classification algorithm based on SVMs and recursive neural networks (RNNs). The RNNs were used to extract a distributed vector representation of the relational graph [3] associated with a fingerprint. The RNNs-extracted features and the FingerCode Table 1 Kernel functions of a support vector machine
features were then classified by the SVMs with error correcting output codes (ECOCs). In our previous work, we proposed multiple decision templates (MuDTs) which divide each class into several subclasses to classify the ambiguous fingerprints [12] . We extracted feature vectors from adaptively detected feature regions and classified the fingerprints using SVMs, and combined the outputs of the SVMs by MuDTs. This paper presents theoretical background and further analysis of the MuDTs. For this purpose, we adopt self-organizing maps (SOMs) as the clustering algorithm and measure the class-overlapping of fingerprints by observing the topology-preserving outputs.
The rest of this paper is organized as follows. Section 2 gives some background information about SVM, DT, and SOM. In Section 3, MuDTs are described, and in Section 4 experimental results on the NIST4 database are reported. Finally, in Section 5 the paper ends with the conclusions.
Background

Multiclass classification with support vector machines
SVM [13] has emerged as a popular technique that has yielded considerable progress in various fields of pattern recognition [8, 14] . It maps an input sample into a high dimensional feature space, and finds the optimal hyper-plane that minimizes the recognition error for the training data using the non-linear transformation function.
Let I be the number of training samples. For the ith sample x i with a class label c i ∈ {1, − 1}, an SVM is denoted by
Here, coefficient α i has a value of non-zero if x i is a support vector that composes the hyper-plane. Under all other conditions, it has a value of zero. A kernel function K(x, x i ) is defined as an inner product of non-linear mapping functions. Table 1 represents three major kernel functions of an SVM.
Since an SVM was originally designed for binary classification [15] , the extension of the SVM to multiclass problems is required [16] . Basically, there are two different trends for extending SVMs to multiclass problems. The first considers the multiclass problem directly as a generalization of the binary classification scheme which often leads to a complex optimization problem [17] . The second, which is preferred for its simplicity, decomposes a multiclass problem into multiple binary classification problems that can be solved by an SVM [18] . One-vs-rest (OVR), pairwise (PW), and complete-code (COM) are representative strategies for the decomposition. The OVR strategy trains M binary SVMs where M is the number of classes. Each of SVMs classifies samples into the corresponding class against all the others [19] . The decision function of the jth SVM replaces the class label of the ith sample c i with t i as follows:
The OVR SVMs, therefore, indicate the degree of membership for each class by their outputs. For the PW (also called one-vs-one strategy) [20] , M (M -1)/2 SVMs are trained with binary classes which are constructed by taking one class against all the others individually as
The PW SVMs is constructed faster than the others because they use a relatively small portion of the data in training. The COM strategy takes account of all binary combinations of classes such as one-vs-rest and two-vs-rest [21] . Let {j} and {k} denote two subsets of classes. Class label of the ith sample c i is then replaced with t i by
The COM has good error correcting properties while it carries high training cost [22] . After constructing multiple SVMs, a fusion method like majority voting (VOTE), sum (SUM) [23] , or ECOCs [19] is employed to combine multiple decisions of the SVMs. The VOTE simply counts the votes received from the individual classifiers and selects the class with the largest number of votes. Since it cannot handle cases where classifiers tie, the SUM (known as winner-takes-all) is preferred [24] . The SUM classifies an input sample x into the class c that receives the highest value among the L classifiers for the M -class problem as
where 
Decision template
The decision template (DT) generates a template per class by averaging the decision profiles (DPs, the output vectors of base-classifiers) for the training set [25, 26] . Let M be the number of classes and L be the number of classifiers. The template DT c of class c is the
where d l,m (x i ) is the (l, m)th element of the DP for the training sample x i . Here, ind c (x i ) has a value of 1 if the label of x i is c, otherwise it has a value of zero. In the test stage, a test sample is matched to each template and is assigned to the class of its nearest template. Kuncheva [26] examined the DT (using a quadratic discriminant classifier as a base classifier) with 11 similarity comparison measures including the Euclidean distance and showed good performance on several benchmark datasets.
Self-organizing maps
SOM is a neural network model that produces the topology preserving map of the input data [27] . It has been often used to visualize and interpret data by projecting a high-dimensional space onto a low-dimensional space. The map usually consists of a 2D lattice of neurons where each neuron has an N dimensional feature vector that represents a point in the feature space. The nodes are associated with feature vectors based on the nearest neighbor principle. Thus, similar inputs are matched to the same node or nodes close to each other, while dissimilar inputs are mapped to nodes far from each other in the map. Let w n (t) be the weight vector associated with the node n(n = 1, . . . , N ) at time t. In order to train N -prototype SOM, given an input x(t), the best-matching unit b among all prototypes is found by
The weight vector is then updated as follows:
where h b,n is the neighborhood function centered at best-matching unit and shrinking over time, and γ(t) is the learning rate decreasing over time.
Multiple decision templates of SVMs
The MuDTs is a classifier fusion method that makes its decision by comparing classifiers' outputs of training set with an unknown test sample like DT or BKS (Behavior Knowledge Space [28] ). Although DT is simple and robust, it abstracts the training patterns of each class as one template so that there would be limitation of applying the method to complex patterns with ambiguous classes such as fingerprint classification. Yet the MuDTs designs each class as multiple subclasses based on the classifiers' soft results in order to overcome the intra-class diversities. Here, the proposed method adopts SOM which can analyze the distribution of samples in terms of class' characteristics with the topology-preserving outputs.
An overview of the proposed method is illustrated in Fig. 3 . Firstly, it decomposes the fingerprint classification problem into a set of five two-class problems based on an OVR strategy, and trains five binary SVMs using the FingerCode features. And then, it clusters the output vectors (DP) of the OVR SVMs into several subclasses using the SOMs. Finally, it estimates several localized-DTs by averaging DPs for each subclass. For a test sample, the proposed method matches the sample's DP to the localized templates. 
Theoretical background
There have been attempts to improve the classification performance by using subclass-based approach that divides one class into several subclasses [29, 30] . In this section, the possibility of MuDTs that represents each subclass as a localized template is explored in terms of theoretical perspectives.
In order to simplify the description, let us formulate the problem of a two-class pattern classification with two-dimensional feature space. Assume that the given feature space is not linearly separable like a real world problem as plotted in Fig. 4 . Here, positive and negative examples are marked by white circles and gray triangles, respectively, while the template of each class is represented as black one. As shown in Fig. 4(a) , it is difficult to model the complex problem with single template per class like the DT [25] . Let R m be the region covered by the template DT m , where examples on R m are classified into the class m by DT m . Denote the probability of correct classification of an unknown example x on R m by P (x|R m ). The overall probability of correct classification for the original system with single template per class is calculated as follows:
where M is the number of classes and P (R m ) is the probability of x ∈ R m . Here, P correct can be maximized if we divide each class into K subclasses to be
as shown in Fig. 4 . In doing so, it has to ensure that each region separates examples into proper subclasses according to their characteristics. In this paper, the subclasses are found by using SOMs. From Eqs (10) and (11), the overall probability of correct classification for the subclass-based system can be derived as follows:
Training and test of MuDTs
In order to train MuDTs, five OVR SVMs are firstly constructed by training samples as: whorl-vs-rest (WVR), right loop-vs-rest (RVR), left loop-vs-rest (LVR), arch-vs-rest (AVR), and tented arch-vs-rest (TVR). The outputs of the five OVR SVMs are then organized as a vector called DP by
where d m (x i ) denotes the outputs of the mth SVM for the ith training sample x i . The DPs of training samples are then clustered by using SOMs for each class where each point of the output map becomes a subclass. We used the Euclidean distance for the SOM algorithm. Finally, the localized template DT c,k of the kth subclass in class c is computed as follows:
Ind c,k (x i ) refers to 1 if a sample x i belongs to the kth subclass in class c, and it refers to 0, otherwise. Algorithm 1 represents the process for training stage of MuDTs.
At the test stage, distance between the DP of an input sample x and each localized template is calculated by using the Euclidean distance as
The sample is then referred to the corresponding class c that contains the nearest template as
Algorithm 2 shows the classification process by MuDTs.
Experiments
Experimental environments
We exploited the FingerCode [5] as the experimental dataset which was extracted from NIST4 fingerprint database. It consists of 4000 images scanned (512 × 480 resolution) from 2000 fingerprints pairs that were captured by ink-based method [31] . The images were equally distributed into five classes such as whorl (W), right loop (R), left loop (L), arch (A), and tented arch (T). Due to the class-ambiguity, 17.5% fingerprints of the dataset were cross-referenced with two classes. The FingerCode was extracted by Jain et al. [5] Here, some rejected images were included in the training set (1.4%) and test set (1.8%).
A Gaussian kernel function with σ 2 = 0.0625 was used for the SVM by referencing Hong et al.'s method [8] . The outputs of OVR SVMs for training samples were clustered into several subclasses and combined by using SOMs and MuDTs, respectively.
Preliminary experiment
In order to estimate the proper number of subclasses for MuDTs, a preliminary experiment of ten-fold cross validation was performed on the training set by changing the number of grids of SOMs from 1 × 1 to 10 × 10 (In case of 1 × 1, the method is the same with the DT because it has single template per class). In most cases, MuDTs showed better performance than the SUM (88.0% ± 2.8) and the DT (88.2% ± 2.7). The best result of the MuDTs was 88.8% with 6 × 5 SOMs. Therefore, the 6 × 5 SOMs was used for the remaining experiments.
Single template per class versus multiple templates per class
The DT and MuDTs constructed by using the training set were validated on the test set to examine the efficiency of a subclass based approach. Since the MuDTs is influenced by the clustering results, Table 2 The averaged accuracies for 30 times of run of DT and MuDTs DT MuDTs (6 × 5 SOMs) Accuracy % (Std.) 89.8 ( ± 0) 90.2 ( ± 0.1) the validation was repeated 30 times. As shown in Table 2 , the MuDTs yielded an averaged accuracy of 90.2% ( ± 0.1) and its best accuracy of 90.4%, while the DT yielded 89.8% for the five-class problem. The paired t-test analyses revealed the difference between two methods was statistically significant (p < 0.001).
The confusion matrices for the best case of the DT and MuDTs are shown in Table 3 where rows and columns denote the true class and the assigned class, respectively. Row sums of the confusion matrices are not identical because of the cross-referenced fingerprints. Here, the number of error examples for R, L, or A class which were confused with T class was decreased by using MuDTs. Figures 5 and 6 show the DTs and MuDTs respectively depicted as pentagonal diagrams. DT generated a template per class which only had class representative features, while MuDTs estimated localized models that had various characteristics.
As shown in Fig. 6 , since the adjacent grids in the map have similar properties, there were about three to four major subclasses which had different characteristics while they belong under the same class. In case of the W class, many fingerprints had both properties of loop classes and their own such as the clusters formed on the right side of Whorl-SOM. The group Whorl(6,1) had the features of L class while Whorl (6, 5) showed the properties of R class. For loop classes' fingerprints, characteristics of W class were shown in the fingerprints of R class more than L class'. Instead, T class' features were frequently appeared such as Right-loop(1,1) and Left-loop(1,2) where their core and delta points were located closely. A and T were the most ambiguous classes where their attributes were not distinct and mixed each other like Arch (1, 5) and Tented-arch (6, 5) . Table 4 shows the number of correct and error Table 4 The number of correct/error samples classified by localized templates. Rows and columns denote the coordinates in 6 × 5 SOMs samples of the MuDTs where the (2, 2)th grid of L class and T class have no corresponding template because there is no example in the grid. Figure 7 shows some examples of the classification results of the difficult fingerprints. Note that the DT misclassified them because their decision profiles were similar to the templates of wrong classes rather than that of the true class. The MuDTs, however, classified the ambiguous examples correctly with localized templates. As shown in Fig. 8 , we computed the coefficient of variance (CV) to estimate the statistical variances of the original training set and clustered training set for MuDTs as follows:
where σ and µ refer to the standard deviation and average of the dataset, respectively. Since the CV values of the clustered training set are lower than those of the original training set, it is possible that clustering technique resolves the intra-class variation problem. Table 5 shows the processing time of SVMs and SOMs that were evaluated on a Pentium 4 (2.4 GHz) machine. Given the simplicity of the SOM algorithm with the low-dimensional vector, despite the additional step for clustering at the training phase of the MuDTs, there was nearly no difference in processing time between the DT and MuDTs.
Rejection option
As shown in Fig. 9 , some of the poor quality fingerprint images in the NIST4 database have no ridge information. Such bad fingerprints are caused by some environmental condition, scars on the skin, or mistake during the capture. Since the classification performance can be increased by excluding them, several methods for incorporating a rejection option have been presented. In this paper, the rejection at the classification level was used and the result was compared to the previous studies. Let d c denote the output value of the cth SVM which was trained with the instances of class c as the positive examples. For the OVR SVMs, the bigger the output value, the higher confidence of the classification. An input sample was rejected if the d c was smaller than a given threshold where the MuDTs had classified the sample as c. Here, we controlled the rejection rate from 1.8% to 20% by changing the threshold. As a result, the proposed method yielded competitive performance among the previous methods tested on the FingerCode (Fig. 10) .
MuDTs versus conventional fusion methods
Conventional fusion methods such as SUM, ECOCs, and BKS were compared with MuDTs by using ten-fold cross validation for the three decomposition strategies of SVMs such as OVR, PW, and COM. The average results and their standard deviations are shown in Table 6 . Euclidean distance measurement which had been used to the DT and MuDTs was employed to the ECOCs as well. For the BKS method, when ties or new output patterns occurred, the SUM method was alternatively used. As shown in Table 6 , the MuDTs obtained higher accuracy than the others over all decomposition strategies. 
Conclusions
In this paper, we estimated the class-overlapping properties of fingerprints by using the topologypreserving outputs of the SOM and presented mathematical background for the MuDTs. Here, the SOM decomposed each class into several subclasses, and the localized templates estimated from the subclasses resolved the fingerprints' class ambiguity. Several experiments on the FingerCode dataset were performed, including the analysis of the single versus multiple templates and the effectiveness of subclass-based approach comparing with the single template method was demonstrated.
Yet the insufficient enhancement of the accuracy is still a challenging issue in the proposed method. Several reasons could be considered like low quality of dataset and limitations of our model. For the low quality problem, many solutions have been proposed including noise reduction or noise-robust feature extraction. Meanwhile, the performance could be more enhanced by dealing with the limitations of our model such as comparing various clustering algorithms, estimating the templates by using cluster validity indices, selecting proper number of subclasses, and optimizing their distribution, which should be treated as our future work. Moreover, we will examine our method on the other benchmark datasets.
