In general a superconducting state breaks multiple symmetries and, therefore, is characterized by several different coherence lengths ξ i , i = 1, ..., N . Moreover in multiband material even superconducting states that break only a single symmetry are nonetheless described, under certain conditions by multi-component theories with multiple coherence lengths. As a result of that there can appear a state where some coherence lengths are larger and some are smaller than the magnetic field penetration length λ:
I. INTRODUCTION
Below we briefly discuss the properties and occurrence of "type-1.5" superconducting state characterized by multiple coherence length, some of which are smaller and some larger than the magnetic field penetration length 1 ξ 1 ≤ ξ 2 ... < √ 2λ < ξ M ≤ ...ξ N . Type-1 superconductors expel weak magnetic fields, while strong fields give rise to formation of macroscopic phase separation in the form of domains of Meissner and normal states. 2, 3 The response of type-2 superconductors is the following: 4 below some critical value H c1 , the field is expelled. Above this value a superconductor forms a lattice or a liquid of vortices which carry magnetic flux through the system. Only at a higher second critical value, H c2 is superconductivity destroyed. These different responses are arXiv:1608.02211v2 [cond-mat.supr-con] 26 Feb 2017
the consequences of the form of the vortex interaction in these systems, the energy cost of a boundary between superconducting and normal states and the thermodynamic stability of vortex excitations. In a type-2 superconductor the energy cost of a boundary between the normal and the superconducting state is negative, while the interaction between vortices is repulsive. 4 This leads to a formation of stable vortex lattices and liquids. In type-1 superconductors the situation is the opposite; the vortex interaction is attractive (thus making them unstable against collapse into one large "giant" vortex), while the boundary energy between normal and superconducting states is positive. The 'ordinary' Ginzburg-Landau model has a critical regime where vortices do not interact. 5, 6 The critical value of κ in the most common GL model parameterization corresponds to κ = 1/ √ 2 (often the factor 1/ √ 2 is absorbed into the definition of coherence length in which case the critical coupling is κ c = 1). The noninteracting regime, which is frequently called the "Bogomolnyi limit" is a property of Ginzburg-Landau model where, at κ c = 1/ √ 2, the corecore attractive interaction between vortices cancels at all distances the current-current repulsive interaction 5, 6 (up to microscopic corrections beyond the standard Ginzburg-Landau theory). By contrast in multi-component theories are characterized by multiple coherence length and do not in general allow to form a single Ginzburg-Landau parameter κ.
The Ginzburg-Landau free energy functional for a multicomponent superconductor has the form
where ψ i are complex superconducting components, D = ∇ + ieA, and ψ i = |ψ i |e iθ i , a = 1, 2, and V (|ψ i |) stands for effective potential. We consider a general form of potential terms but the simplest gradient terms. In general Eq.(1) indeed can contain mixed (with respect to components ψ i ) gradient terms, e.g. Re[D α=x,y,z ψ i D β=x,y,z ψ j ] (for a more detail on the effects of these terms see 7 ).
The multiple superconducting components can have various origins. First of all they can arise in (i) superconducting states which break multiple symmetries. Such systems are described by several order parameters in the sense of Landau theory of phase transitions, and have different coherence lengths associated with them. Multiple broken symmetries are present even in the simplest generalisation of the s-wave superconducting states: the s + is superconducting state, 8, 9 which breaks U (1) × Z 2 symmetry. 10 Likewise multiple broken symmetries are present in non-s wave superconductors. Another example is mixtures of independently conserved condensates such as the models for the theoretically discussed superconductivity in metallic hydrogen and hydrogen rich alloys. 11, 12 There ψ i represents electronic and protonic Cooper pairs or deuteronic condensates.
A similar situation was discussed in certain models of nuclear superconductors in the interior of neutron stars, where ψ i represent protonic and Σ − hyperonic condensates. 13, 14 Another class of multi-component superconductors is (ii) systems which are described by multicomponent Ginzburg-Landau field theories that do not originate in multiple broken symmetries.
The most common examples are multiband superconductors. [15] [16] [17] In this case ψ i represent superconducting components belonging to different bands. Since a priory there are no symmetry constraints preventing interband Cooper pair tunnelling the theory contains generic terms which describe intercomponent Josephson coupling η 2 (ψ i ψ * j + ψ i ψ * j ). These terms explicitly break symmetry. Here the number of components ψ i is not dictated by the broken symmetry pattern.
Multicomponent GL expansions can be justified when for example SU (N ) or [U (1) ] N symmetry is softly explicitly broken down to U (1). 18 Some generalizations of type-1.5 concepts for the case of p-wave pairing in multiband systems was discussed in. 19 Recently rigorous mathematical work was done on justification of multicomponent Ginzburg-Landau expansions. 20 A. Type-1.5 superconductivity Multicomponent systems allow a type of superconductivity that is distinct from the type-1 and type-2. 1, 7, 10, 18, [21] [22] [23] [24] [25] It emerges from the following circumstances: Multi-component GL models have several fundamental scales, namely the magnetic field penetration depth λ and multiple coherence lengths (characteristic scales of the variations of the density fields) ξ i , which renders the model impossible to parametrize in terms of a single dimensionless parameter κ, thus making the type-1/type-2 dichotomy insufficient for classifying and describing these systems. Rather, in a wide range of parameters, there is a separate superconducting regime with some coherence lengths that are larger and some that are smaller than the magnetic field penetration length ξ 1 / √ 2 < ξ 2 / √ 2 < ... < λ < ξ M / √ 2 < ... < ξ N / √ 2. In that regime a situation is possible where vortices have long-range attractive (due to "outer cores" overlap) and short-range repulsive interaction (driven by current-current and electromagnetic interaction) and form vortex clusters coexisting with domains of two-component Meissner state. 1 The first experimental works 24, 25 put forward that this state is realized in the two-band material MgB 2 . Moshchalkov et al termed this regime "type-1.5 superconductivity". 24 Recently experimental works proposed that this state is realised in Sr 2 RuO 4 26,27 and LaPt 3 Si. 28, 29 The experiments on the MgB 2 were done using Bitter decoration, scanning SQUID and scanning Hall probes. 24, 25 The analysis of the nature of vortex clustering was done by cycling field and observing vortex cluster formation in different parts of the sample. In these systems one cannot straightforwardly use the usual one-dimensional argument concerning the energy of superconductor-to-normal state boundary to classify the magnetic response.
First of all, the energy per vortex in such a case depends on whether a vortex is placed in a cluster or not. Formation of a single isolated vortex might be energetically unfavorable, while formation of vortex clusters can be favorable, because in a cluster (where vortices are placed in a minimum of the interaction potential), the energy per flux quantum is smaller than that for an isolated vortex.
Besides the energy of a vortex in a cluster, there appears an additional characteristic associated with the energy of the boundary of a cluster. In other words for systems with inhomogeneous vortex states there are many different interfaces, some of which have positive and some negative free energy. The non-monotonic intervortex interaction is one of key properties of a type-1.5 superconductor, but is not a state-defining one. As discussed in the introduction and also below, intervortex attraction can arise under certain circumstances in single-component materials as well.
In type-1.5 case this is a consequence of multiple coherence lengths and comes with a number of new physical effects discussed below. We summarise the basic properties of type-1, type-2 and type-1.5 regimes in the There is a characteristic number N c such that
for N > N c . N-quantum vortices decay into vortex clusters. Realization of the type-1.5 regime requires at least two superconducting components. In this section we study the type-1.5 regime using the following two-component Ginzburg-Landau (TCGL) free energy functional.
Here D = ∇ + ieA, and ψ i = |ψ i |e iθ i , i = 1, 2, represent two superconducting components. While in general two components can have different critical temperatures, in the simplest case, the twoband superconductor breaks only U (1) symmetry. Then eq. (2) can be obtained as an expansion of the free energy in small gaps and small gradients. 17, 18, [46] [47] [48] [49] Such an expansion should not be confused with the simplest expansion in a single small parameter τ = (1 − T /T c ). The τ -based expansion for U (1) system is an approximation that yields only one order parameter for a U (1) system and neglects the second coherence length. The multi-parameter expansions that are not based on symmetry are justified under certain conditions. 18, 49 Indeed the existence of two bands in a superconductor by itself is not a sufficient conditions for a superconductor to be described by a model like (2) with two well-defined coherence lengths. For discussion of the applicability conditions of the theory (2) for two-band U (1) systems see. 18, 22 Note that, in general in two-band expansion, the terms corresponding to one component can be larger than a terms contributed by another component. However as it will be clear below, for the discussion of typology of superconductors, the relevant parameters are characteristic length scales associated with the exponential laws at which field component restore their ground state values away from a perturbation such as a vortex core (i.e. the coherence lengths). Indeed a component with smaller amplitude can give raise to a longer coherence length that is important for intervortex interaction and should not be discarded based merely on the smallness of amplitude |ψ i |. In principle, for the component with larger amplitude, one can keep higher-power terms in the GL expansion such as ψ i ψ * i (Dψ i )(Dψ i ) * , |ψ i | 6 etc. These terms lead to some corrections to two coherence lengths, while not affecting the overall form of intervortex forces as can be seen from the analysis in. 7 As be seen from the comparison of vortex solutions in the GL formalism and in microscopic model without GL expansion, 18 in the regime of most interest these terms can be neglected.
We begin with the most general analysis by considering the case where In what follows we investigate only the integer flux vortex solutions which are the energetically cheapest objects to produce by means of an external field in a bulk superconductor. Note that since this object is essentially a bound state of two vortices, it in general will have two different co-centered cores.
III. COHERENCE LENGTHS AND INTERVORTEX FORCES AT LONG RANGE IN

MULTI-BAND SUPERCONDUCTORS
In this section we give criterion for attractive or repulsive force between well separated vortices in system (2) and condition for non-monotonic inter vortex forces following. 1, 7, 21 We show how it can be determined by analyzing F p when ν = 0 and how three fundamental length scales are defined in the model (2) . If the model has mixed gradient terms they can be either treated as in Ref. 7 or eliminated by a linear transformation. By gauge invariance, F p may depend only on |ψ 1 |, |ψ 2 | and δ = θ 1 − θ 2 . We consider the regime when F p has a global minimum at some point other than the one with |ψ i | = 0, namely at (|ψ 1 |, |ψ 2 |, δ) = (u 1 , u 2 , 0) where u 1 > 0 and u 2 ≥ 0 (for discussion of phase-separated regimes see 43 ). Then the model has a trivial solution,
e. the ground state). Here we are interested in models that support axially-symmetric single-vortex solutions of the form
where f 1 , f 2 , a are real profile functions with boundary behavior
No explicit expressions for f i , a are known, but, by analyzing the system of differential equations they satisfy, one can construct asymptotic expansions for them at large r, see. 7, 21 At large r from the vortex in the model (2) the system recovers (up to exponentially small corrections) the ground state. In fact, the long-range field behavior of a vortex solution can be identified with a solution of the linearization of the model about the ground state, in the presence of appropriate point sources at the vortex positions. This idea is explained in detail for single component GL theory in. 51 A common feature of topological solitons (vortices being a particular example) is that the forces they exert on one another coincide asymptotically (at large separation)
with those between the corresponding point-like perturbations (point sources) interacting via the linearized field theory. 52 For (2), the linearization has one vector (A) and 3 real scalar ( 1 = |ψ 1 |−u 1 , 2 = |ψ 2 | − u 2 and δ) degrees of freedom. The isolated vortex solutions have, by definition within the ansatz we use, δ ≡ 0 everywhere. Hence have no source for δ, so we can set δ = 0 in the linearization, which becomes
Here, H is the Hessian matrix of
Note that, in F lin , the vector potential field A decouples from the scalar fields ψ i . This mode mediates a repulsive force between vortices (originating in current-current and magnetic interaction) with decay length which is the London's magnetic field penetration length λ = 1/µ A where µ A is the mass of the field, that is,
By contrast, the scalar fields 1 , 2 are, in general, coupled (i.e. the symmetric matrix H has off-diagonal terms). To remove the cross-terms one should find a proper linear combination of the fields that correspond to normal modes of the system. To this end we make a linear redefinition of fields, expanding ( 1 , 2 ) T with respect to the orthonormal basis for R 2 formed by the eigenvectors
The corresponding eigenvalues µ 2 1 , µ 2 2 are necessarily real (since H is symmetric) and positive (since (u 1 , u 2 ) is a minimum of F p ), and hence
The scalar fields χ 1 , χ 2 describe linear combination of the original density fields. The new fields recover ground state values at different characteristic length scales. The characteristic length scales are nothing but coherence lengths which are given by inverse of µ i
respectively (here and below we absorb the factor 1/ √ 2 in the definition of coherence length). Each of these field defines a vortex core of some characteristic size that mediate an attractive force between vortices at long range. In terms of the normal-mode fields χ 1 , χ 2 and A, the composite point source which must be introduced into F lin to produce field configurations identical to those of vortex asymptotics is
where κ 1 is the source for χ 1 , κ 2 the source of χ 2 , j the source for A, δ(x) denotes the two dimensional Dirac delta function and q 1 , q 2 and m are unknown real constants which can, in principle, be determined numerically by a careful analysis of the vortex asymptotics. Physically, a vortex, as seen from a long distance can be thought of as a point particle carrying two different types of scalar monopole charge, q 1 , q 2 , inducing fields of mass µ 1 , µ 2 respectively, and a magnetic dipole moment m oriented orthogonal to the x 1 x 2 plane, inducing a massive vector field of mass µ A ≡ λ −1 . The interaction energy experienced by a pair of point particles carrying these sources, held distance r apart, is easily computed in linear field theory. For example, two scalar monopoles of charge q inducing fields of mass µ held at positions y andỹ in R 2 experience interaction energy
where κ is the source for the monopole at y,χ is the scalar field induced by the monopole atỹ 51 and K 0 denotes the modified Bessel's function of the second kind. The interaction energy for a pair of magnetic dipoles may be computed similarly. In the case of our two component GL model, the total long-range inter-vortex interaction energy has three terms, corresponding to the three sources in the composite point source (10) , and turns out to be
Note that, the first term in this formula which originates in magnetic and current-current interaction is repulsive, while the other two as associated with core-core interactions of two kinds of co-centered cores are attractive. The linearized theory does not contain information about the prefactors q 1 , q 2 and m. However they can be determined numerically from the full nonlinear GL theory. At very large r, E int (r) is dominated by whichever term corresponds to the smallest of the three masses, µ A , µ 1 , µ 2 , so to determine whether vortices attract at long range, it is enough to compute just these masses. The generalization to the case with larger number of components is straightforward: additional coherence lengths give additional contributions to attractive interaction in the form −
Generalizations to multiple repulsive length scales in layered systems or caused by stray fields were discussed in 39 . In thin films intervortex interaction acquires also 1/r repulsion at long ranges due to the magnetic field outside the sample, similarly to single-component case. 53 Consider the case where long-range interaction is attractive due to ξ 1 being the largest length scale of the problem. The criterion for short-range repulsive interaction is thermodynamic stability of vortices which is equivalent to the condition that the system has solution with negative free energy interfaces in external fields. 1, 7, 21 Indeed when the interface energy is always positive the system exhibits type-1 behavior: i.e. tends to form a single vortex with high finding number. If there are interfaces with negative energy in the external field, the system tends to maximize these interfaces. In the type-1.5 regime the system forms vortex clusters, where it maximizes number of vortex cores inside the vortex clusters. A the same time the system minimizes the interface of the cluster itself (that costs positive energy).
To summarize, the nature of intervortex forces at large separation in the model under consideration, can be determined purely by analyzing F p : one finds the ground state (u 1 , u 2 ) and the Hessian H of F p about (u 1 , u 2 ). From this one computes the mass of the vector field A, µ A = e u 2 1 + u 2 2 (i.e. the inverse of the magnetic field penetration length), and the masses µ 1 , µ 2 of the scalar normal modes (i.e. the inverses of the coherence lengths). These masses being the square roots of the eigenvalues of H. If either (or both) of µ 1 , µ 2 are less than µ A , then the dominant interaction at long range is attractive (i.e. vortex core extends beyond the area where magnetic field is localized), while if µ A is less than both µ 1 and µ 2 , the dominant interaction at long range is repulsive. The special feature of the two-component model is that the vortices where core extends beyond the magnetic field penetration length are thermodynamically stable in a range of parameters and moreover one can have a repulsive force between the vortices at shorter distances where the system has thermodynamically stable vortex solutions. 1, 7, 21 It is important to stress that length scales µ −1
2 are not directly associated with the individual condensates ψ 1 , ψ 2 . Rather they are associated with the normal modes χ 1 , χ 2 , defined as 7,21
These may be thought of as rotated (in field space) versions of 1 = |ψ 1 | − u 1 , 2 = |ψ 2 | − u 2 . The mixing angle, that is, the angle between the χ and axes, is Θ, where the eigenvector v 1 of H is (cos Θ, sin Θ) T . This, again, can be determined directly from H.
Note also that the shorter of the length scales µ −1
2 , although being a fundamental length scale of the theory, can be masked in a density profile of a vortex solution by nonlinear effects.
This, for example certainly happens if µ 21 ). Also note that in general the minimum of the interaction potential will not be located at the London penetration length, because it in general will be also affected by nonlinearities. Namely, the long-range interaction can be determined by a mode with smaller amplitude. The formal justification of the multiband GL expansion can be found in. 18 A. Example: a superconductor with a passive band
To illustrate the analysis of the coherence lengths presented above, we consider the simple case of a two band superconductor where one of the bands is passive, that is, with a potential of the form
where α j , β 1 , γ are positive constants. Then F p is minimized when ψ 1 and ψ 2 have equal phase, and have moduli
The mass of the vector field A is
The Hessian matrix of
It is straightforward to compute explicit expressions for the eigenvalues µ 2 1 , µ 2 2 of this matrix. The power series expansion in γ reveals that
Similarly, the normalized eigenvector associated with eigenvalue µ 2 1 is
so the normal modes of fluctuation about the ground state are rotated through a mixing angle
In comparison with the uncoupled model (γ = 0) then, we see that, for small coupling γ the length scales λ = 1/µ A , ξ 1 = 1/µ 1 , ξ 2 = 1/µ 2 are unchanged to leading order, but the normal modes with which 1/µ 1 , 1/µ 2 are associated are mixed to leading order. In particular, there are large regions of parameter space where µ 2 < µ A < µ 1 , so that vortices attract at long range, even though the active band, ψ 1 , is naively "type-2' (that is, β 1 > e 2 /4).
Although it is not related to the topic of this paper, in this section we briefly review Bogomolnyi point physics. In single-component superconductors, the type-1 and type-2 regimes are separated by a Bogomolnyi point κ c = 1 (note, again that above we absorbed the factor 1/ √ 2 into the definition of coherence length, for this reason the critical coupling is different from 1/ √ 2). At that point vortices do not interact, the free energy of normal-to-superconductor interfaces is zero and we have H c1 = H c2 = H c . 6, 52, 54, 55 This regime is referred to as the "critical point" because of the saturation of Bogomolnyi inequality. 6,52,54-57 The necessary but not sufficient conditions for a critical point is lack of intervortex forces at long range within the linear approximation.
To that end all modes excited in a vortex solution, must have equal masses µ i . From eq. (12) it is obvious that for a multicomponent superconductor it requires a fine-tuning and in general type-1 and type-2 regimes are not separated by a critical point. Furthermore from the section on microscopic theory below it is clear that in general µ 1 and µ 2 (as functions of system's parameters and temperature) do not cross but form an avoided crossing. Thus in the two-component case the Bogomolnyi critical point is a zero-measure parameter set which requires special symmetry of the model. Such a fine tuning for a composite vortex can be achieved in U (1) × U (1) system with a potential that is symmetric with respect to both components
For a standard form of gradient terms this potential gives equal coherence lengths. The Bogomolnyi point is realised when ξ 1 = ξ 2 = λ, just like in single-component system vortices do not interact in this regime.
The lack of interaction between vortices at Bogomolnyi point originates in exact cancelation of electromagnetic and core-core interaction. However some weak interaction indeed appear beyond the Ginzburg-Landau theory e.g. by non-locality effects, as was studies in detail single-component models. [58] [59] [60] [61] This opens up a narrow window in the parameter space near κ ≈ 1 where the interaction, as was suggested by Eilenberger and studies in detail by Jacobs et al is non-monotonic and in general depends on microscopic detail. [58] [59] [60] The simplest approach that was used to investigate the κ ≈ 1 regime was to carry single-component GL expansion to next to leading order in τ = 1 − T /T c and gradients. 62, 63 However to estimate width of the region, full microscopic theory is need. This was studied in. [58] [59] [60] [61] where there are two-bands but there is no second coherence length and system is characterized by a single parameter κ ≈ In the type-1.5 regime the dominant intervortex forces have different origin and the effects responsible for intervortex forces in the "near-Bogomolnyi" point (non locality etc) are not important. For a comparative study of this physics in multiband materials, full microscopic theory is required that accounts both for multiple coherence lengths and nonlocal effects. It was presented in, 22 certain aspects of it are discussed in the section below.
V. MICROSCOPIC THEORY OF TYPE-1.5 SUPERCONDUCTIVITY IN U (1)
MULTIBAND CASE
In this section we briefly outline microscopic theory of type-1.5 superconductivity in the particular case of clean multi-band superconductors that break only U (1) symmetry. In this case existence of multiple coherence lengths does not follow from symmetry and has to be justified. A reader who is interested in more general cases of higher symmetry breaking as well the general properties of the type-1.5 state can skip this discussion and proceed directly to the next section. Existence of multiple superconducting bands is not a necessary condition for appearance of multiple coherence lengths. 22 The appearance of multiple coherence lengths and type-1.5 regime in multiband-band superconductors was described using microscopic theory at all temperatures, without relying on GL expansions in. 22 We refer a reader, interested in a full microscopic theory that does not rely on GL expansion to that work, while here we mainly focus on microscopic justification of GL expansion.
As discussed above, in multi-band systems, in general multi-component GL expansions are not based on symmetry (indeed it is a particular example when a soft explicit breaking of a higher symmetry does not necessarily eliminate classical-field-theoretic description of non-critical modes).
Therefore obviously it cannot be obtained as an expansion in a single small parameter τ = 1−T /T c .
Instead such expansions are justified when the system has multiple small parameters which are not symmetry-related. In the simplest case these are multiple small gaps in different bands, small gradients, and small interband coupling constants. A single-parameter-τ expansion emerges as a single-component reduction of the model in the τ → 0 limit for a system that breaks only U (1) symmetry. 18 In this section we focus on two-band case and consider the microscopic origin of two-component GL model (TCGL) described by the following free energy density:
where D = ∇ + iA, A and B are the vector potential and magnetic field and ∆ 1,2 are the gap functions in two different bands.
A.
Microscopic model for U (1) two-band system.
To verify applicability of TCGL theory we consider the microscopic model of a clean superconductor with two overlapping bands at the Fermi level. It is convenient to normalize the energies to the critical temperature T c and length to r 0 = V F 1 /T c . The vector potential is normalized by φ 0 /(2πr 0 ), the current density normalized by cφ 0 /(8π 2 r 3 0 ) and therefore the magnetic field is measured in units φ 0 /(2πr 2 0 ) where φ 0 = π c/e is the magnetic flux quantum. In these units the Eilenberger equations for quasiclassical propagators take the form
Here 
The coupling matrix λ ij satisfies the symmetry relations n 1 λ 12 = n 2 λ 21 where n i are the partial densities of states normalized so that n 1 + n 2 = 1. The vector potential satisfies the Maxwell equation ∇ × ∇ × A = j where the current is
The parameters σ j are given by σ j = 4πρn j v F j and ρ = (2e/c) 2 (r 0 V F 1 ) 2 ν 0 .
First we can use the microscopic model formulated above to check if it is consistent with the basic feature of the multicomponent GL theory, namely the existence of several distinct coherence lengths. For that purpose we calculate asymptotics of gap functions |∆ 1,2 |(r) linearizing the systems of Eilenberger equations (23) together with the self-consistency equation (24) . In momentum representation this linear system has a discrete and continuous spectrum of imaginary eigenvalues which determine the inverse decay scales of the gap functions deviations from the ground state. 22 The discrete eigenvalues correspond to the masses of gap functions fields (i.e. the inverse of coherence lengths associated with the linear combinations of the fields as in the previous sections).
Besides that there is a continuous spectrum which contains all scales lying on the branch cut going along the imaginary axis starting at min k 2
The examples from ref. To demonstrate the type-1.5 superconductivity i.e. large-scale attraction and small-scale repulsion of vortices which originates from disparity of two coherence lengths, the inter-vortex interaction energy E int was calculated in. 22 In Fig.3(c,d ) E int (normalized to the single vortex energy E v ) is shown as a function of the distance between two vortices d. The plots on Fig.3(c) clearly demonstrate the emergence of type-1.5 behavior when the parameter γ F = v F 1 /v F 2 , which characterizes the disparity in band characteristics is increased.
The type-1.5 regime manifested in the appearance a non-monotonic behavior of E int (d) when one of the coherence length becomes larger than the magnetic field penetration length. The Fig.3(d) shows E int for a U (1) two band superconductor that is type-2 near T c and becomes type-1.5 near the temperature where one band crosses over from interband-proximity-effect-induced to intrinsic superconductivity. The long-range attractive forces in type-1.5 regime are similar to the long-range forces in type-1 superconductors, while short-range forces are similar to those in type-2 superconductors. The physical origin and form of these interactions are obviously principally different from the discussed in section IV microscopic-physics and non-locality-dominated intervortex forces in superconductors near Bogomolnyi point.
B.
Microscopic Ginzburg-Landau theory for U (1) two-band system.
Here we briefly outline the derivation of TCGL functional (22) from the microscopic equations following. 18 First we find the solutions of Eilenberger Eqs. (23) in the form of the expansion by the amplitudes of gap functions |∆ 1,2 | and their gradients |(n p D)∆ 1,2 |. Then these solutions are substituted to the self-consistency Eq. (24) . Using this procedure we find the solutions of Eqs. (23) in the form:
and f + j (n p ) = f * j (−n p ). Note that this GL expansion is based on neglecting the higher-order terms in powers of |∆| and |(n p D)∆|. Indeed this approximation naturally fails in a number of cases. The regimes when it can be justified were determined in the work 18 by a direct comparison to the full microscopic model. Let us determine microscopic coefficients in the GL expansion. Substituting to the self-consistency Eqs. (24) and integrating by θ p we obtain
where Expressing GL i from the equations above we obtain
coefficients in Eq. (22) are given by
where λ J = λ 21 /n 1 = λ 12 /n 2 . Note that the expression for K i in Ref. 18 an extra coefficient ρ. The temperature is normalized to the T c . Here X = 7ζ(3)/(8π 2 ) ≈ 0.11,λ ij = λ 
We have used the expression G(T ) = G(T c ) − ln T . Near the critical temperature ln T ≈ −τ and we obtain
In the above procedure of GL expansion leading to the system (31) we assumed both the eigenvalues of the coupling matrixλ are positive.
C. Temperature dependence of coherence lengths.
Coherence lengths are given by the inverse masses of linear modes. First we investigate the asymptotic behaviour of the superconducting gaps formulated in terms of the linear modes of the density fields both in TCGL and microscopic theories described in the previous section. To find the linear modes we follow the procedure described in the section (III) using the GL model with expansion coefficients (33) . Let us set K 1 = K 2 which can be accomplished by rescaling the fields ∆ 1,2 . Then the corresponding Hessian matrix (5) can be diagonalized with the k-independent rotation introducing the normal modes χ β = U βi (∆ i − ∆ i0 ) where β = L, H and i = 1, 2. The rotation matrixÛ is characterized by the mixing angle 7,22 as follows:
of two mixing angles θ L = θ H = Θ where Θ is given by the Eq. (20) . However, in general, outside the region where GL expansion is accurate, the exact microscopic calculation of asymptotic yields deviations θ H = θ L . This is discussed in Ref. 18 The fields χ L,H corresponding to the linear combinations of ∆ 1,2 vary at distinct lengths: ξ H = 1/µ H and ξ L = 1/µ L . They constitute coherence lengths of the TCGL theory (22) But the amplitude of this mode rapidly vanishes in that region T = T c − 0. In Fig.(4) a,b the temperature dependence of masses µ L,H is plotted comparing the results of the full microscopic 22 and microscopically derived TCGL theories. 18 It is shown for the cases of weak and strong interband coupling in Fig.(4)c,d . We have found that TCGL theory describes the lowest characteristic mass µ L (T ) (i.e. the longer coherence length) with a very good accuracy near T c [compare the blue and red curves in Fig. (4)a,b] . Remarkably, when interband coupling is relatively weak [ Fig.(4) c] the "light" mode is quite well described by TCGL also at low temperatures down to T = 0.5T c around which the weak band crosses over from active to passive (proximity-induced) superconductivity.
Indeed the τ parameter is large in that case. Nonetheless if the interband coupling is small one does have a small parameter to implement a GL expansion for one of the components. Namely one can still expand, e.g. in the powers of the weak gap |∆ 2 |/πT 1. On the other hand for the "heavy" mode we naturally obtain some discrepancies even relatively close to T c , although TCGL theory gives qualitatively correct picture for this mode when the interband coupling is not too strong. More substantial discrepancies between TCGL and microscopic theories appear only at lower temperatures or at stronger interband coupling [ Fig.(4)d] where the microscopic response function has only one pole, while TCGL theory generically has two poles. Note that these expected deviations concern shorter-range physics and do not directly affect long-range intervortex forces. In the type-1.5 regime long-range attractive forces are governed by core-core interaction which range is set by the larger coherence length (lighter mode).
The microscopic two-band GL expansion discussed in this section has straightforward generalization to N-component expansions in N-band U (1) models. 49 For a discussion of microscopic GL expansion in more complicated states such as s + is that break multiple symmetries see. 9, 49 ( ) In this section we discuss the simplest situations of generic type-1/type-2 dichotomy breakdown.
One example is superconducting systems that exhibit a phase transition from U (1) to U (1) × U (1) state (or similar transitions between the states with broken higher symmetries), such as the theoretically discussed superconducting states of liquid metallic hydrogen or deuterium, 11 or models involving mixture of protonic and Σ − hyperonic condensates in neutron stars, 13 as well as microscopic certain interface superconductors. 33 Indeed at such a transition the magnetic field penetration length remains finite but there is a divergent coherence length due to the breakdown of additional symmetry (if the phase transition is continuous). Also the mode associated with the divergent coherence length looses its amplitude at the phase transition. Therefore near this transition one of the coherence lengths is the largest length scale of the problem and the system can only be either a type-1 or type-1.5 superconductor.
Similar but more subtle situation takes place at the transition from s to s+is state. 10 The s+is superconductor breaks additional Z 2 symmetry and there is a corresponding diverging coherence length in the problem. An important generic aspect of the s + is superconducting states is that the density excitations are coupled with the phase difference excitations in the linear theory. 10 One of the mixed phase-difference-density mode gives raise to a divergent coherence length at that phase transition. Thus such a system can be either type-1 or type-1.5 near the transition from s to s + is state. We discuss this example in more detail in Section VIII.
VII. STRUCTURE OF THE VORTEX CLUSTERS IN TYPE-1.5 TWO-COMPONENT SUPERCONDUCTOR.
In this section, following Ref. 23 we consider in more detail the full non-linear problem in twocomponent Ginzburg-Landau models, with and without Josephson coupling η which directly couples the two condensates (for treatment of other kinds of interband couplings see, 7 for microscopic derivation of the coefficients see Sec.IV). When η = 0 the condensates are coupled electromagnetically. When there is non-zero interband Josephson coupling, the phase difference is associated with a massive mode with mass η(u 2 1 + u 2 2 )/u 1 u 2 .
Since the Ginzburg-Landau model is non-linear, in general intervortex interaction is nonpairwise. Non-pairwise interaction are important at shorter ranges where linearised theory, consid-ered above, does not in general apply. Below we discuss the importance of complicated non-pairwise forces between superconducting vortices arising in certain cases in multicomponent systems. 23, 43, 44 These non-pairwise forces in certain cases have important consequences for vortex clusters formation in the type-1.5 regime.
FIG. 5.
Ground state of N v = 9 flux quanta in a U (1) × U (1) type-1.5 superconductor (i.e. η = 0).
The parameters of the potential being here (α 1 , β 1 ) = (−1.00, 1.00) and (α 2 , β 2 ) = (−0.60, 1.00), while the electric charge is e = 1.48 (in these units the electric charge value parameterises London penetration length). The displayed physical quantities are a the magnetic flux density, b (resp. c) is the density of the first (resp. second) condensate |ψ 1,2 | 2 . d (resp. e) shows the norm of the supercurrent in the first (resp. second)
being nonzero when there appears a difference between the phase of two condensates. The solution shows that clearly there is vortex interaction-induced phase-difference gradient which contributes to non-pairwise intervortex forces. Parameters are chosen so that the second component has a type-1 like behavior while the first one tends to from well separated vortices.
The density of the second band is depleted in the vortex cluster and its current is mostly concentrated on the boundary of the cluster (see Ref.
23 ). is that the density of one of the components is depleted in the vortex cluster and has its current mostly concentrated on the boundary of the vortex cluster (i.e. has a "type-1"-like behavior). At the same time the second component forms a distinct vortex lattice inside the vortex cluster (i.e.
has a "type-2"-like behavior). Next we report the regime where the passive second band (i.e. with positive α 2 ) is coupled to the first band by strong Josephson coupling η = 7.0 (shown on Fig. 7) . This coupling imposes a strong energy penalty both for disparities of the condensates variations and for the difference between phases of the condensates. In this regime there are also relatively strong non-pairwise intervortex forces favouring chain-like vortex arrangements compared to compact clusters. 23 We get a relatively flat and complicated energy landscape for multi-vortex configurations and the outcome of the energy minimization strongly depends on initial configuration. Simulations whose outcome is compact clusters like Fig. 5 and Fig. 6 are clearly ground states, since various initial guesses lead to similar final configurations. Simulating systems like in Fig. 7 is less straightforward. Numerical evolution in these systems is extremely slow because of the complicated energy landscape. The final state strongly depends on the initial field configuration, indicating the configuration is not the ground state, but a "quasi-stationary" bound state with a very slow evolution. Formation of highly disordered states and vortex chains due to the short-range nature of the attractive potentials and many-body forces was a common outcome of the simulation in similar type-1.5 regimes, 23 in spite of the use of a fine numerical grid. Another example of systems that are generally more inclined to posses non-pairwise intervortex forces that promote vortex-stripes are superconducting condensates with phase separation. 43 The Fig. 7 shows the typical non-universal outcome of the energy minimization in this case. A striking feature here is formation of vortex stripe-like configuration, in contrast with the ground state expected from the two-body forces in this system. Namely the axially symmetric two-body potentials with long range attraction and short-range repulsion (which we have in this case) do not allow ground states with stripe formation. In that regime the formation of vortex stripes and small lines is aided by the repulsive non-pairwise intervortex interactions. 23 Note that even in this regime, the non-linear effects in caused by intervortex interaction result in self-induced gradients of the phase difference, in spite of the strong Josephson coupling.
When stray fields are taken into account in thin films, they give repulsive inter vortex interaction at very long distances, while vortices can retain attractive interaction at intermediated length scales. That gives raise to various hierarchical structures such as lattices of vortex clusters or vortex stripes. 39, 64 The study of dynamics demonstrated that such vortex systems can form vortex glass phase. 65 This is in contrast to type-2 superconductors where vortex glass can appear only in the presence of vortex pinning and not in clean samples.
VIII. MACROSCOPIC SEPARATION IN DOMAINS OF DIFFERENT BROKEN
SYMMETRIES IN TYPE-1.5 SUPERCONDUCTING STATE.
As discussed above a system with non-monotonic intervortex interaction potentials allow a state with macroscopic phase separation in vortex droplets and Meissner domains. In type-1.5 superconductors this state can also represent a phase separation into domains of states with different broken symmetries. In this section we will give two different examples of how such behavior arises.
Note that in multicomponent superconductors some symmetries are global (i.e. associated with the degrees of freedom decoupled from vector potential) and some are local i.e. associated with the degrees of freedom coupled to vector potential. As is well known, in the later case the concept of spontaneous symmetry breakdown is not defined the same way as in a system with global symmetry.
However below, for brevity we will not be making terminological distinctions between local and global symmetries (detailed discussion of these aspects can be found in e.g. 50 ). However the interaction potentials a such that the evolution at the later stages becomes extremely slow.
The number of energy minimization steps in this case was order of magnitude larger than what was required for convergence in the previous regimes. This signals that in similar systems vortex stripes will be likely to form (relative to more compact vortex clusters) for kinetic reasons as well as due to thermal fluctuations A. Macroscopic phase separation into U (1) × U (1) and U (1) domains in type-1.5 regime.
Consider a superconductor with broken U (1)×U (1) to a U (1) vortex state.
B. Macroscopic phase separation in U (1) and U (1) × Z 2 domains in three band type-1.5
superconductors.
In this subsection we discuss an example of vortex clusters in three-band superconductors that locally break additional Z 2 symmetry forming "phase-frustrated" states. Such superconductors also allow the coexistence of domains with different broken symmetries in the ground state. The minimal GL free energy functional to model a three-band superconductor is
Here the phase difference between two components are denoted ϕ ij = θ j − θ i . Microscopic derivations of such models describing s + is superconducting states can be found in. 9, 49 Systems with more than two Josephson-coupled bands can exhibit phase frustration. [8] [9] [10] 67, 68 For η ij < 0, a given Josephson interaction energy term is minimal for zero phase difference (we then refer to the coupling as "phase-locking" ), while when η ij > 0 it is minimal for a phase difference equal to π (we then refer to the coupling as "phase-antilocking" ). Two-component systems with bilinear Josephson coupling are symmetric with respect to the sign change η ij → −η ij as the phase difference changes by a factor π, for the system to recover the same interaction. However, in systems with more than two bands there is generally no such symmetry. For example if a threeband system has η > 0 for all Josephson interactions, then these terms can not be simultaneously minimized, as this would correspond to all possible phase differences being equal to π.
The ground state values of the fields |ψ i | and ϕ ij of system (39) are found by minimizing the potential energy
This can however not be done analytically in general, though certain properties can be derived from qualitative arguments. In terms of the sign of the η's, there are four principal situations:
Case Sign of η 12 , η 13 , η 23 Ground State Phases
The case The case 4) is in fact equivalent to 2) (mapping between these scenarios is trivial). The wide range of resulting groundstates can be seen in Fig. 8 . As η 12 is scaled, ground state phases change from (−π, π, 0) to the limit where one band is depleted and the remaining phases are (−π/2, π/2).
An important property of the potential energy (40) is that if any of the phase differences ϕ ij is not an integer multiple of π, then the ground state posses an additional discrete Z 2 degeneracy. For example for a system with α i = −1, β i = 1 and η ij = 1, two possible ground states exist and are given by ϕ 12 = 2π/3, ϕ 13 = −2π/3 or ϕ 12 = −2π/3, ϕ 13 = 2π/3. Thus in this case, the broken symmetry is U (1) × Z 2 , as opposed to U (1). As a result, like any other system with Z 2 degeneracy, the theory allows an additional set of topological excitations: domain walls interpolating between the two inequivalent ground states as well as more complicated topological excitations. [69] [70] [71] Generalisations to frustrated systems with larger number of components was discussed in. 72 There is a divergent coherence length at the critical point where the system undergoes the close to the groundstate, gives a mass-matrix whose eigenbasis is also an orthonormal basis of small perturbations to the ground state. 10 In systems that break only U (1) symmetry, these modes are segregated with respect to phase and amplitude so that small perturbations to the phase and amplitude sectors decay independently of each other. Small perturbations to the amplitude thus has no implications for the phase difference sector, and vice versa. In contrast, in the region where Z 2 symmetry is broken the modes are generally mixed in this kind of models. In this case a perturbation to the amplitude sector necessarily implies a perturbation to the phase sector and vice versa.
The immediate implication of this is that in the region with broken Z 2 -symmetry, there are five rather than three coherence lengths that describe amplitude perturbations. If the phase transition is second order one of these coherence lengths diverges as we approach the transition point where Z 2 -symmetry is restored. Thus, vortices in this region produce a perturbation to the amplitude that recovers with a coherence length that is divergent. Since the magnetic field penetration depth is finite at that transition the system can be either type-1 or type-1.5 with attractive inter-vortex interaction. 10 In the iron-based superconductors a phase transition from s-wave to s + is state is expected to take place as a function of doping. 9 Thus, if there is an s + is region at the phase diagram, there should be a range of doping and temperatures in the proximity of the critical point where the type- 
where u i are ground state densities and each f i (r) represent an Ansatz which models how superfluid densities are modulated due to vortices. Consider now a system where N vortices are uniformly distributed in a domain Ω. The phase dependent part of the free energy is
If ϕ ij is varying slowly in comparison with the inter vortex distance, then it can be considered constant in a uniform distribution of vortices (as a first approximation). In that case (42) can be approximated by
If on the other hand ϕ ij varies rapidly, then it is not possible to defineη ij without a spatial dependence. Then ϕ ij will depend onη ij (r) which is related to the local modulation functions f i f j and vary with a characteristic length scale.
Thus,η is the effective inter-band interaction coupling resulting from density modulation. Since in general, f i = f j (unless the two bands i, j are identical), one must take into account the modulation functions f i when calculating the phase differences. In particular, if the core size in component i is larger than in component j, then drf i f k < drf j f k and therefore the phase differences ϕ ij minimizing (43) depend on f i , and consequently on the density of vortices. Thus introducing vortices in the system is, in a way, equivalent to a relative effective decrease of some of the Josephson coupling constants.
This can alter the state of the system, as the symmetry of the problem depends on the Josephson interaction terms. In Figs. 9 , 10 we see a type-1.5 system in which the symmetry of the ground state is U (1). As vortices are inserted into the system, they form clusters and the effective inter band interactionsη ij are renormalized to a degree that the symmetry of the domain near vortex clusters changes to U (1)×Z 2 . Thus the vortex cluster state in such a system represents macroscopic phase separation in domains of broken U (1) and U (1) × Z 2 symmetries.
The vortex structure near the Z 2 phase transition which we discussed in this section has important consequences for the phase diagram of the system beyond mean-field approximation, leading to reentrant phase transitions. 73 In the vicinity of Z 2 phase transition, besides the appearance of type-1.5 regime, the system has a number of other unusual properties such as anomalous vortex viscosity 74 The value of the Ginzburg-Landau parameter κ = λ/ξ at which the phase transition changes from second to first order is difficult to establish. Early numerical works suggested that the tri- critical point does not coincide with the Bogomolnyi critical point. 82 The largest Monte Carlo simulations performed at this time 83, 84 claim that the tricritical κ tri = (0.76 ± 0.04) is slightly smaller than the critical κ c = 1, which, in our units, separates the type-1 regime with thermodynamically unstable vortices and the type-2 regime with thermodynamically stable vortices. In these works it is claimed that even in the weakly type-1 regime where the vortex interaction is purely attractive and vortices are not thermodynamically stable, the phase transition can be con- For the s + is type-1.5 systems it was found that fluctuations can modify the mean-field phase diagrams quantitatively, resulting in reentrant phase transitions where Z 2 symmetry is broken by heating. 73 
X. CONCLUSION
We briefly outlined the basic concepts and gave a brief account on type-1.5 superconductivity that takes place in multicomponent systems. In general a superconducting state state is charac- 
