HIV adaptation to a host in chronic infection is simulated by means of a Monte-Carlo algorithm that includes the evolutionary factors of mutation, positive selection with varying strength among sites, random genetic drift, linkage, and recombination. By comparing two sensitive measures of linkage disequilibrium (LD) and the number of diverse sites measured in simulation to patient data from one-time samples of pol gene obtained by single-genome sequencing from representative untreated patients, we estimate the effective recombination rate and the average selection coefficient to be on the order of 1% per genome per generation (10 −5 per base per generation) and 0.5%, respectively. The adaptation rate is twofold higher and fourfold lower than predicted in the absence of recombination and in the limit of very frequent recombination, respectively. The level of LD and the number of diverse sites observed in data also range between the values predicted in simulation for these two limiting cases. These results demonstrate the critical importance of finite population size, linkage, and recombination in HIV evolution.
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modeling | clonal interference | background selection | hitchhiking | haplotype H IV infection of human hosts is characterized by rapid and impressive accumulation of genetic diversity with time. The main properties of this diversity within an untreated patient change as infection progresses. At the earliest stage, before the adaptive immune response is fully activated, mutations at most variable nucleotide positions are found only once per sequence sample and their accumulation rate is on the order of the spontaneous mutation rate, ∼10 −5 per base per day (1) (2) (3) . At several months postinfection, mutations concentrate in highly diverse sites (>5% of minority allele), numbering roughly 15 sites per genome per patient (4) . Almost all diversity at these sites is nonsynonymous and attributable to escape from the cytotoxic Tlymphocyte (CTL) response. Later, in the chronic stage of HIV infection, the diversity pattern changes (5) . The number of highly diverse sites increases to 200-300, which is much greater than the number of predicted CTL epitopes. Many of the mutations at these sites are synonymous. Diverse sites overlap between individual patients: ∼15% of potentially diverse sites from a large database are observed in an average patient. The high diversity is stable and genetic shift is slow (6) , because most of these sites evolve very slowly, over a period of years. Delayed antigenic escape is observed occasionally (7) .
The present work is focused on describing genetic adaptation during the chronic phase of HIV-1 infection in representative untreated patients. Genetic evolution of HIV in infected patients is a complex dynamic process involving many potentially important factors, including mutation, different types of selection, random drift, coinheritance (linkage) of sites, recombination, and epistasis. Modeling the process of HIV evolution has progressed significantly from deterministic models assuming selection at a single site (5) or models assuming selectively neutral evolution (8) , to one-site and two-site models that include both selection and random genetic drift (9-12), to more advanced models that include linkage and recombination among hundreds of genetically diverse sites in an HIV genome.
As has been shown experimentally (13) and theoretically using two-site models (14) (15) (16) (17) (18) , strong interference between fixation of beneficial mutations at different evolving sites slows the rate of adaptation. Although linkage effects are apparent even in fewsite models, their magnitude has been argued to increase with the number of adapting sites (19) . Quantitatively, the magnitude of this effect for asexual populations has been predicted in a series of recent analytical studies (20) (21) (22) (23) . These papers approximated the population as a deterministic traveling wave continuously moving in fitness space, whose speed is controlled by finite population size effects at the leading front (24, 25) .
Recently, we have shown analytically (26) (27) (28) (29) that even very infrequent recombination can strongly diminish clonal interference effects and thus accelerate adaptation, provided that the number of evolving sites is large, which confirmed previous simulation-based predictions (30) . These findings are of great practical importance for HIV, which, like other retroviruses, has an efficient mechanism for recombination. When a cell is coinfected by multiple virus particles, progeny particles can contain heterologous RNA genomes. During reverse transcription in a newly infected cell, the polymerase enzyme switches templates multiple times, incorporating genetic material from both parents into the DNA provirus. Because of the complex interaction of many evolutionary factors, including mutation, recombination, and selection, it is not known how large a role recombinationplays.
The cited analytical studies assume the same selection pressure for all sites. Taking into account variation of the selection coefficient among sites when mutation is frequent and many beneficial mutations appear in the population at once remains a major analytical challenge. In the present work, for the practical aim of estimating system parameters from HIV sequence data, we use computer simulation based on a model that includes variation of selection coefficient, linkage, recombination, random drift, and mutation. Using sequence data from untreated patients and two sensitive measures of linkage disequilibrium (LD), we determine the extent to which the effect of linkage on adaptation is decreased by recombination and estimate the effective recombination rate in a typical patient.
Model and Results
Model. The model, implemented as a Monte-Carlo algorithm, considers a haploid population of N genomes with L evolving nucleotide positions ("sites") and assumes discrete generations [for HIV, 1 d per generation (31, 32) ]. Each genome represents a provirus inside an infected cell. At each generation step, a genome is replaced with a random number of progeny genomes
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whose average is equal to its relative fitness (see next paragraph). We assume the division model, where the progeny number is either 0 or 2. Strictly speaking, the Poisson distribution of progeny number is the appropriate choice for a virus population. The two distributions create the same random genetic drift, however, because the variance of the progeny distribution affects the magnitude of the genetic drift. One can show that the variance of the progeny number is close to 1 for either distribution, provided that the difference in fitness between the best-fit genome and the average genome in a population is small.
In the absence of mutation and recombination, progeny genomes are identical to the parental genome. The fitness of a genome with no beneficial mutations is 1. A beneficial mutation at a site, which occurs at a rate of μ = 3·10 −5 per site, increases its fitness by a factor exp(s), where s is the selection coefficient at the site. Epistasis is absent, and deleterious mutations are ignored. The selection coefficient s varies randomly among sites according to a distribution. We consider the exponential and power law forms of the distribution, (1/s 0 ) exp(−s/s 0 ) and as 0 a /(s + s 0 ) a + 1 , respectively, where s 0 and a are parameters of the distributions. Our main focus is on the exponential distribution. The initial population is assumed to be uniformly less fit at all sites, and beneficial alleles are introduced in the course of evolution gradually, by mutation with rate μ per site.
Before progeny sampling, 2rN genomes are randomly selected for recombination, representing rN coinfected cells per generation. Each pair of genomes undergoes recombination by crossing over between the two templates at M randomly selected genomic sites, creating two recombinants with complementary sets of segments. One recombinant and one parent are randomly chosen to replace the two parents. This last step represents two assumptions: First, half of the virions produced by a coinfected cell carry RNA templates from two different proviruses, and, second, cell resources do not limit the number of virions produced; hence, coinfected cells produce twice as many virions as singly infected cells. The effective recombination rate, r, is thus the probability of producing a recombinant per genome per generation and, at the same time, the cell coinfection frequency.
Altogether, for the exponential distribution of s, the model has six parameters: N, L, μ, r, M, and s 0 . The power law distribution has an additional parameter, a, indicating the shape of the distribution. Three parameters are estimated directly from experimental literature: μ = 3·10 Simulation of HIV Adaptation. The predicted dynamics of several important quantities are shown in Fig. 1 for a single choice of parameters r and s 0 estimated in the next subsection to describe patient data. The distribution of genomes in fitness (Fig. 1A) appears as a traveling solitary wave of stable profile moving toward higher fitness values. The average rate of adaptation, defined as the rate of log fitness increase, is 0.002 per day, which exceeds the asexual rate calculated at r = 0 by a factor of 2. At the same time, it is roughly fourfold below the adaptation rate in the limit of very frequent recombination when sites are almost unlinked, which is equal to Ls 0 2 /ln(s/μ) (Materials and Methods). We observe that a recombination rate of r = 0.01 ensures faster adaptation than in the asexual population but is still too low to annul linkage effects.
The dynamics of beneficial alleles is shown in Fig. 1B for eight randomly selected sites with a frequency greater than 0.1 at generation 750. If recombination between sites were very frequent (large r and M), linkage effects would disappear and sites would become independent. Beneficial alleles would spread to the entire population in a time inversely proportional to their selection coefficient according to standard deterministic dynamics described by the single-site model. This trajectory is shown by the dashed lines in Fig. 1B . At the low r values predicted to describe data for HIV, however, two different types of behavior are observed. At some sites, a trajectory fluctuates close to the monotonically increasing deterministic trajectory predicted by the single-site model. At other sites, alleles are depleted to low levels within 50-200 generations, where they are maintained by new mutation events. All trajectories display a strong random component. Fig. 1C shows four quantities characterizing the average diversity of the population, including (i) the average frequency of beneficial alleles per site <f>, (ii) the fraction of sites with a frequency of the minority allele greater than 0.04 ("observably diverse" in a sample of 25 sequences), (iii) the fraction of sites with more than 0.25 of the minority allele, and (iv) the genetic diversity <2f(1 − f)> averaged over observably diverse sites only. These quantities reach approximate plateaus after about 500 d, with some fluctuations, indicating arrival at a steady state. Within two decimal orders of the recombination rate (0.01 < r < 1), for both the exponential and power law distribution of s (with a > 1), the average diversity stays between 0.25 and 0.33, close to the observed value in patients [ref. (5) and the present dataset]. In contrast, the fraction of observably diverse sites is sensitive to r and s 0 and can be used to estimate s 0 from sequence data (see below). Fig. 1D shows the average diversity of observably diverse sites classified according to their selection coefficient s for five equidistant time points. Apart from some irregular fluctuations, all dependences on s are unremarkably flat, showing that sites with a large and small s contribute to overall diversity roughly equally at all times. This is indicative of strong linkage effects. Conversely, if sites were independent, the distribution in Fig. 1D would have a sharp maximum at large values of s, which would move in time toward small values of s, indicating that alleles at sites with large values of s are amplified first. The flat dependence on s at all times indicates that alleles with small values of s are joined to alleles with large values of s within genomes and that selection takes place at the genome level.
Estimation of Recombination Rate and Average Selection Coefficient.
Quantities shown in Fig. 1 are instructive in that they reveal the basic properties of the evolutionary process. They cannot be used to estimate the effective recombination rate r, however, because they are either not measurable in real sequences or depend weakly on r.
We introduce two measures of LD sensitive to the value of r: (i) the frequency of the least-represented haplotype for a pair of "very diverse" sites (9) normalized to the value expected if sites were unlinked and averaged over all pairs (LD is 1 minus this quantity) and (ii) the frequency of pairs of very diverse sites missing a haplotype in a small sample (Materials and Methods). We have used nine sets of HIV pol sequences isolated from four untreated patients with two to three time points per patient (Table 1 and Materials and Methods). LD values calculated from data are compared with those calculated for 11% of the simulated genome for a range of r values (note that we simulate the entire genome but sample 11%). The first measure of LD obtained from 11% of the genome in simulation is roughly 20% greater than that obtained when sites in the entire genome are considered. Some increase is expected because recombination reduces LD and the probability of recombination between two sites increases with the distance separating two sites. Conversely, the increase is modest, which validates the use of pol gene only.
An example of dependence of the two measures of LD measured in simulation on the recombination rate r for the bestfitting value of s 0 (below) is shown in Fig. 2 A and B, together with the experimental range calculated from patient data ( Table  1 ). The rapid decay of LD with r shows sensitivity of both parameters to r. The range of r predicted to describe data is the interval 0.05-0.15, centered at r ∼ 0.01. Other quantities sensitive to the recombination rate and convenient for experimental comparison are the frequencies of observably diverse sites and net virus fitness increase (not shown), which confirm the estimate obtained from Fig. 2 A and B .
In most cases we assumed M = 10 randomly placed crossovers per genome based on estimates from single-cycle experiments (34) . For the values of LD, decreasing that number by a factor of 3 is roughly equivalent to a decrease of r by a factor of 2-3 ( Fig. 2  A and B) . In addition, changing the population size from N = 10 5 to N = 10 4 shifts the estimate of r by less than 50% (results not shown). (Fig. 2) . † Two to three time points are shown for each patient. ‡ For comparison with simulation, where L variable sites in the genome are explicitly modeled, the number of diverse sites observed in data from pol is extrapolated to the corresponding percentage of all variable sites that would be observed in the entire genome [i.e., by dividing the number of diverse sites by the total number of sites in the available pol sequences (1,100), multiplying by the entire length of the HIV genome (9,700), and dividing by the fraction of the entire genome that is considered variable (2,000) ].
An upper bound for the best-fit value of s 0 used in Fig. 2 A and B has been estimated utilizing the dependence of the net change in virus fitness on s 0 predicted by the model (Fig. 2D) . Because fitness gain is not observable for our dataset, we use information from dynamic models specific for HIV infection to estimate the maximum fitness increase during chronic infection. Existing models of HIV dynamics describe a steady state controlled by immune cells (virus-specific CD8 or CD4 T cells). These models predict a steady state for the populations of susceptible CD4 T cells, infected cells, and immune cells that control virus. The level of infected cells in these models is fixed by the condition that immune cells stay at a constant level. As a result, the steadystate value for uninfected CD4 T cells is inversely proportional to the virus fitness (replication ability) (35) (36) (37) (38) (39) . This prediction is not completely model-independent but is common for many models in which the virus is controlled by the immune response. If virus fitness increases slowly as a result of adaptation to a host (the process described in the present work), the exact steady state becomes a quasi-steady state and the CD4 count declines slowly. Furthermore, the increase in virus fitness can be linked to progression to AIDS. Between the postacute phase and fully developed AIDS, the CD4 T-cell count drops from ∼500 to 5-50 cells/μL of blood. This decrease in CD4 cell count corresponds to a fitness increase between 10 and 100, which specifies the estimate s 0 ∼ 0.005 for both the exponential and power law (a = 2) distributions. For a larger s 0 , the fitness gain is too large.
The estimate s 0 ∼ 0.005 is a reliable upper bound, given that target cells cannot be entirely depleted during chronic infection. Because depletion could occur by mechanisms other than increasing virus fitness, however, it is desirable to estimate the lower bound for s 0 by another method. By comparing the predicted levels of observably diverse and very diverse sites in simulation with the respective levels measured in patient data for pol (Fig. 2C) , we estimate that s 0 is greater than 0.003. Combining the two methods, we obtain s 0 = 0.003-0.005.
In the above simulation examples, the initial population is assumed to be uniformly less fit. We checked that including beneficial alleles at the start of simulation, either at a small frequency at each site or at a frequency determined by the selection coefficient at a site, weakly affects our final estimates of r and s 0 , because preexisting alleles are quickly lost from a population at the very small r ∼ 0.01 studied in the present work. At a larger r, recombination of preexisting alleles is predicted to be very important and to dominate evolution for a long period (27) (28) (29) .
We have focused on the exponential distribution because it is simple and describes data well. Similar results are obtained with the power law distribution as 0 a /(s + s 0 )
, with a = 2 or larger. For a less than 1, suitable fitting parameters r and s 0 cannot be found, because too few sites are observably diverse. The likely reason is that too many alleles with large s ("fat tail") push alleles with small s out of existence before they have a chance to be incorporated by recombination. Detailed comparison of various distributions of s based on more recent longitudinal data will be given elsewhere.
Discussion
How important is the estimated low incidence of recombination for HIV evolution? On the one hand, it is far too low to compensate fully for the effects of linkage: The adaptation rate remains smaller than predicted by a single-site model by a factor of 4, and significant LD is observed by either measure (Fig. 2 A  and B) . At the same time, the adaptation rate is higher and LD is smaller (Fig. 2 A and B) than in the case of purely asexual reproduction. We conclude that even a recombination rate of 1%, with 10 crossovers per 200-300 sites observably diverse in small samples, has a significant effect on HIV evolution in vivo.
Linkage effects are predicted to disappear in very large populations because frequent recurrent mutations smear out fluctuations of haplotype frequencies. Therefore, the existence of random drift and sampling attributable to finite population size is also a very important factor. A typical infection comprises N ∼ 10 8 infected cells; the effective number, however, is unknown and may be much smaller, although early estimates based on fewsite models suggested at least 10 5 -10 6 infected cells (9, 11, 12) . Analytical models of multisite evolution, both in the presence and absence of recombination, predict that although a finite population size is important, the adaptation rate depends rather weakly (logarithmically) on it (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) 40 ). In our simulation, variation of N between 10 4 and 10 5 leads to only a moderate (<50%) change in the estimate of r. Obtaining a reliable estimate of N from a multisite model is difficult. Rather, analysis of sites with conspicuously large values of s (∼10% or larger) that can be treated with one-site models is needed. Possible candidates for such sites include those with primary drug-resistance mutations.
Our estimate of the effective cell coinfection rate in a typical untreated patient is r ∼ 0.01, with the typical range of 0.05 to 0.02; given 10 crossovers per genome (34) , this implies ∼10 −5 per base per cycle. This estimate is 100-fold lower than the value of r ∼ 1 reported previously based on two tissue samples (41) and 14-fold lower than obtained in a neutral coalescent-based study (42) . In addition, our experimental studies show that less than 10% of infected cells have a second provirus. The effective coinfection rate can be lower than the census rate because of proximity effects in the tissue and resulting similarity between coinfecting sequences.
Neher and Leitner (43) recently estimated the recombination rate per base per cycle, ∼ 1. 4 10 -5 , and the fraction of diverse sites with s > 0.008, ∼15%. Given 10 crossovers per genome and assuming exponential distribution of s, these estimates translate into r ∼ 0.014 and s 0 ∼ 0.05, which is very similar to our results. To estimate the two parameters, these researchers used two different simplified models: The first model, used to estimate r, assumed selectively neutral evolution of partly linked pairs of sites. The value of r was determined from longitudinal samples of sequences by fitting dynamics of the appearance of the fourth haplotype in pairs of sites in which it was initially absent. The second model, used to estimate s 0 , assumed deterministic evolution of a site under positive selection unlinked from other sites. In general, both linkage and selection are crucial (29, 40) . Neher and Leitner justify this simplified approach by applying the two models to sites with either a slow or rapid (top 15%) change in allelic frequency, respectively, interpreted as sites with small s (rather than impeded by clonal interference) and large s (rather than hitchhikers). The lack of synonymous sites among the top 15% sites and estimates are used to support this assumption. It also agrees with our example in Fig. 2B . The validity of this method remains to be tested by simulation.
The advantages of our study are as follows. (i) We estimate both parameters from a relatively realistic model, including mutation, selection, genetic drift, linkage of many sites, and recombination. (ii) Both measures of LD are sensitive to the value of r (rapid decay in Fig. 2 A and B) , (iii) Our method of estimating r works with singletime samples, thus helping to save experimental labor. (iv) Our sequences were obtained using single genome sequencing much less prone to technical artifact, including PCR-derived mutation and recombination, than that cited by Neher and Leitner (43) .
We used two sensitive measures of LD to estimate the effective recombination rate: the average normalized frequency of the least-represented haplotype and the frequency of pairs missing a haplotype in a small sample. Not every measure of LD is suitable for our task. For example, Lewontin's measure, D′, is predicted to have a random sign when measured in simulation, and thus to vanish after averaging over pairs of sites separated by the same distance in the genome (27) . This result is specific for a system with a large number of sites, because two-site models predict negative D′ at a small recombination rate. Also, it is not generally known which nucleotide variant at a site is better fit, information that is required for calculating D′. Our observable quantities are designed to be independent of that information. Coalescent-based estimates of r (42, 44) are biased by the assumption of neutrality.
The complexity of the model is determined by the aim of the study and the amount of information in the dataset. A rule of thumb is not to use a more complex model when a simpler model provides a good fit to the data. Here, we made a number of simplifications. (i) Epistasis is known to exist for other RNA viruses (45) (46) (47) (48) and has been reported for HIV (49, 50) ; it may contribute to the average values of LD. We hope that the importance of epistasis for the HIV genome in vivo will become clearer in the future, but we have ignored it here. (ii) Deleterious mutations have similarly been ignored. Although strongly deleterious mutations hardly matter, it is difficult to estimate how many sites have a weak deleterious effect, with a mutation cost of <1% or less. They may act through background selection, reducing the effective population size. (iii) We assumed that the pol gene is representative and extrapolated experimental results to the entire genome. (iv) Typical diverse sites have been considered at which there is constant directional selection. Some rare but biologically important sites, such as neutralizing antibody-binding regions or CTL epitopes, may require separate treatment.
By simulating an advanced model of HIV evolution and applying it to sequence data, we have obtained important estimates of the effective recombination rate and the average selection coefficient. Detailed understanding of system dynamics and interaction between various evolutionary factors will require further development of the existing analytical models.
Materials and Methods
Patient Data. We have used nine sets of HIV pol sequences isolated from four untreated patients with two to three time points per patient. The number of sequences per sample varied between 12 and 42, with an average of 25. Plasma samples were obtained from adult patients with chronic HIV-1 infection enrolled in studies at the National Institutes of Health Clinical Center in Bethesda, MD. All patients provided written informed consent. Sequences were obtained by single-genome sequencing as previously described (51) . This method has a very low assay error rate, with essentially no assay-based recombination. Lengths of sequences ranged from 1,200-1,250 nt. Sequences were aligned using Clustal X (DNASTAR-MEGALIGN or MEGA). A consensus sequence of length of 1,100 nt was used to convert each sequence into a binary string so as to indicate whether each site in a sequence matches the consensus sequence. Because the measured quantities make no assumption about which allele is beneficial at an observably diverse site, the results are insensitive to the consensus sequence used. Sample sizes for different sequence sets, numbers of diverse sites, and the two measures of LD (see below) are summarized in Table 1 .
Estimation of the Recombination Rate. To estimate the recombination rate, r, we used two measures of LD, as follows. We selected pairs of sites, both in the simulation and in the data, in which the frequency of the minority allele exceeded 0.25 (termed "very diverse" sites, 0.25 < f < 0.75). The first mea-sure of LD is defined as 1− <f AB LRH /f A f B >, where f AB LRH is the frequency of the least-represented haplotype for a pair of sites A and B, f A f B is the product of one-site frequencies or the value of f AB LRH in the absence of linkage, and <. . .> denotes averaging over all very diverse pairs. The second measure of LD is defined as the fraction of very diverse pairs for which the frequency of the least-represented haplotype is below 0.04, which corresponds to less than 1 sequence in an average sample of 25 sequences. (This cutoff in simulation serves to approximate the finite size of experimental sequence samples. A more rigorous method would require simulating finite samples. For our aim of estimating r in a typical patient within a factor of 2 or 3, the accuracy is sufficient.).
Adaptation Rate in the Limit of Frequent Recombination. In the limit of frequent recombination, r = 1 and large M, a single-site model applies. The adaptation rate, K (defined as the average rate of log fitness increase), depends on the product, Nμ. At a small Nμ below 1/[4ln(s/μ)], a typical site is uniform most of time. The adaptation rate is limited by generation and establishment of rare alleles. We have K = NμL <2s 2 > = 4NμLs 0 2 , where NμL is the allele generation rate, s is the contribution of an allele to the log fitness of a genome, and 2s is the fixation probability limited by random drift, and we assumed an exponential distribution of s with the average s 0 . In the opposite limit, Nμ >> 1/[4ln(s/μ)], which is true at N = 10 5 assumed in our simulation, alleles are always present at each site and genetic drift is a small correction. The adaptation rate, K, is now limited by finite time of a selection sweep, t sweep = (2/s)ln(s/μ), during which the allele frequency changes from almost 0 to almost 1 (more precisely, from μ/s to 1 − μ/s). As a result, we have K = L<s/t sweep > = L<s 2 /[2ln(s/μ)]> = Ls 0 2 /ln(s 0 /μ).
