A first measurement of the average polarisation P τ of tau leptons produced in e + e − annihilation at energies significantly above the Z resonance is presented. The polarisation is determined from the kinematic spectra of tau hadronic decays. The measured value P τ = −0.164 ± 0.125 is consistent with the Standard Model prediction for the mean LEP energy of 197 GeV.
Introduction
The polarisation of tau leptons (P τ ) has been precisely measured by DELPHI [1] and other LEP experiments [2] , [3] , [4] in Z → τ + τ − decays during the LEP running near the Z pole (LEP1). The measurements of the tau polarisation allowed the LEP experiments to determine precisely the ratio of the electroweak axial and vector coupling constants, or equivalently, the value of the effective electroweak mixing angle. Starting from 1996 the LEP energy was increased to values significantly above the Z resonance. In this phase, known as LEP2, the centre-of-mass energy √ s of the initial e + e − system had values lying between 161 and 209 GeV. At LEP2, due to the much reduced production crosssection, the collected statistics of tau pairs was two orders of magnitude smaller than at LEP1, which makes the experimental errors much larger and therefore they have a weaker constraint on electroweak parameters. However the determination of P τ at the world's highest energies of e + e − annihilation is still important for the search for deviations from the Standard Model predictions (e.g. existence of a Z ′ boson). In this Letter we present the determination of the polarisation of tau leptons produced in e + e − annihilations at energies between 183 and 209 GeV. The data were collected in the DELPHI experiment during 1997-2000. The data collected during 1996 were not included because of the low integrated luminosity recorded. The analysis was based on the sample of tau pairs selected for the measurement of the production cross-section and forward-backward asymmetry [5] .
At LEP the tau leptons produced in pairs have opposite helicity. Throughout this paper we refer to the helicity and polarisation of τ − . The average tau polarisation P τ is defined as the relative excess of the right-handed τ − over the left-handed ones:
The polarisation dependence on the tau production angle was not measured because of too low statistics of the backward tau production at LEP2. In this Letter P τ denotes the average polarisation over all tau production angles. At LEP2 a significant fraction of fermion pairs was produced in the radiative return process, when the annihilation energy was reduced to the Z resonance region by the radiation of a hard photon from the initial state. To ensure that the e + e − annihilation occurred at high energy the reconstructed centre-of-mass energy of the tau pair ( √ s ′ ) was required to be close to the nominal LEP energy: s ′ /s > 0.92. The determination of √ s ′ was based on the measured directions of the jets of tau decay products. The procedure of the tau pair selection and √ s ′ determination is described in detail in [5] . The detector calibration and systematic error determination was also largely based on the procedures described in [5] . A detailed description of the DELPHI detector and its performance can be found in [6] and [7] .
The signal process e + e − → τ + τ − was simulated using the KK Monte Carlo generator [8] , while tau decays were handled by TAUOLA 2.6 [9] . The main background processes were simulated using the following generators: BHWIDE [10] [13] for γγ → e + e − , γγ → µ + µ − and γγ → τ + τ − ; and PYTHIA for γγ → qq. The generated events were passed through the full chain of the detector simulation, event reconstruction and data analysis. The procedure of the Monte Carlo simulation of the DELPHI detector is described in [7] .
Event selection
The determination of the average tau polarisation was based on the inclusive selection of one-prong hadronic decays of tau leptons. Leptonic and multi-track tau decays were not used because of their very low sensitivity to the polarisation. The method closely followed the one developed for the LEP1 analysis [1] , with modifications necessary to take into account the increased centre-of-mass energy and the lower number of tau pairs observed at LEP2. The charged particles in each preselected event were combined into two jets using the PYCLUS algorithm [11] . The most energetic charged particle (leading track) was determined for each jet and all tracks and electromagnetic showers within a 30
• cone around each leading track were assumed to originate from the decay of the tau lepton. The two tau decay candidates in each event were then analysed separately. An important quantity for this analysis, the visible invariant mass (M V IS ), was calculated for each tau decay candidate using all charged particles (assumed to be pions) and all photons, i.e. electromagnetic showers with energy above 0.5 GeV unassociated with a charged particle.
The one-prong hadronic tau decays were selected using the following procedure. The leading track had to be reconstructed within the barrel part of the DELPHI detector (polar angle 1 range 41
. Tracks close to the DELPHI middle plane (88.5
• < θ < 91.5
• ) were excluded. Tau decay candidates in which the leading track extrapolation passed closer than 0.3
• from the centre of a φ-crack of the barrel electromagnetic calorimeter (HPC) were also excluded. The leading track had to be the only track originating from the tau decay, with the exception of the tracks that were reconstructed as an e + e − pair from a conversion (such pairs were treated as photons in the analysis). The procedure of the conversion reconstruction is described in [7] .
Tau decays to electrons of relatively low energy were rejected by the requirement that the measured dE/dx losses of the charged particle as measured in the Time Projection Chamber (TPC) did not exceed the value expected for a pion by more than 2 standard deviations. Electrons of higher energies were suppressed by requiring that at least one of the two following conditions was satisfied: either the energy deposition in the HPC associated to the charged particle had to be less than 10 GeV or the associated deposition beyond the first layer of the Hadron Calorimeter (HCAL) had to be greater than 0.5 GeV. In the cases where a dE/dx measurement was not available, the event was rejected if the particle momentum was in the range below 10 GeV/c for which the HPC energy measurement is less precise.
The tau decays involving muons were suppressed by the requirement that no hits in the muon chambers were associated to the charged particle by the standard DELPHI procedure of muon identification [7] . For the tau decay candidates with low visible invariant mass (M V IS < 0.3 GeV/c
2 ) an additional muon-suppression was applied: the average measured energy deposition per HCAL layer associated to the charged particle had to be inconsistent with a minimum ionizing particle, namely it had to lie outside the range 0.5 to 1.5 GeV.
During the whole period of data taking in 2000 the performance of one of the 12 sectors of the DELPHI TPC was unstable. The good performance of the TPC is crucial for this analysis, in particular for the dE/dx measurements. Therefore for the data taken in 2000 the selection procedure was modified. A tau decay candidate was rejected if the leading track was reconstructed within the faulty TPC sector or close to it (within 10
• in azimuthal angle). This reduced the selection efficiency for the 2000 data by approximately 10%.
Two of the event selection variables are illustrated in Fig. 1 . The upper plot shows the distribution of the so-called "dE/dx pull" for the pion hypothesis, i.e. the difference between the measured dE/dx losses of the charged particle and the value expected for a pion, expressed in number of standard deviations (see [1] for the exact definition), for particles with momentum below 12 GeV/c. The lower plot shows the distribution of the average energy deposition per HCAL layer associated to the charged particle. The grey areas in Fig. 1 show the background most relevant to the variable shown. The data shown in Fig. 1 represent the full statistics of 1997-2000.
In total, 624 hadronic tau decay candidates were selected from the 1997-2000 data. The details of the selection for each year of data taking are summarised in Table 1 The selection efficiency and the background level were determined from the simulation. Small corrections (typically 10%) were applied to the residual non-tau background to account for the differences between data and simulation. The procedure for this correction is described in [5] . 2 shows the dependence of the selection efficiency on the variables which are sensitive to the tau polarisation: momentum of the charged particle; total energy of photons from the tau decay; and M V IS . The step at 10 GeV/c momentum is caused by the different treatment of the tracks without dE/dx measurement. The drop of efficiency at low invariant masses is due to the tighter muon rejection in this region. In general, the efficiency is relatively flat, which is important for an unbiased polarisation measurement.
The distribution of the visible invariant mass for the selected decays is shown in Fig.  3 . The main plot does not show the first bin corresponding to τ → πν decays. The same distribution, including the first bin, is shown in the inset.
Determination of the tau polarisation
The selected sample mainly consisted of the decays τ → πν, τ → ρν and τ → a 1 ν. Mixing the different decay modes in the inclusive sample reduces the analysis sensitivity to the polarisation. In order to improve the sensitivity the analysis was performed in three bins of the visible invariant mass: 0 < M V IS < 0.3 GeV/c 2 , dominated by τ → πν (59%); 0.3 GeV/c 2 < M V IS < 0.8 GeV/c 2 , dominated by τ → ρν (78%); and 0.8 GeV/c 2 < M V IS < 2.0 GeV/c 2 , populated by τ → ρν (61%) and τ → a 1 ν (34%). The total numbers of decays selected in each bin of M V IS were 316, 153 and 155 respectively.
As in the LEP1 analysis [1] the extraction of the tau polarisation was based on reconstruction of the two kinematic variables characterizing the tau decay: Θ, the angle in the τ rest frame between the momenta of τ and h for τ → hν decays; and Ψ which, in the case of τ → ρν decay, is the angle of the emission of the pions in the ρ rest frame. The angle Θ was reconstructed as
where p h is the momentum of the hadronic system produced in the tau decay (vector sum of the momenta of the reconstructed tau decay products) and m h is the mass of the hadronic system (experimentally reconstructed as M V IS ). The tau lepton momentum p τ was estimated from the directions of the jets of the tau decay products using the same method as for the determination of the √ s ′ value (see [5] for a detailed explanation). The uncertainty of the p τ determination was approximately 1.5%, mainly due to the unknown energies and directions of the neutrinos produced in the tau decays. The angle Ψ was determined from
where E ch and E neu are the energy of the charged particle and the total energy of the photons from the tau decay. For visible invariant masses above 0.3 GeV/c 2 the range cos Θ > 0.8 was rejected because it was dominated by events with wrongly reconstructed kinematics.
The value of the tau polarisation was extracted from a binned likehood fit to the observed distributions of cos Θ and cos Ψ by the simulation expectation f M C with the P τ value being a free fit parameter:
where f bg , f L and f R are the contributions from external (non-tau) background and from decays of left-and right-handed tau leptons, and P 0 is the generator level tau polarisation in the simulated tau pair sample. The external background contribution was normalized to the luminosity. The factor R normalizes the number of events in the simulated tau signal to the real data after external background subtraction:
where N data is the number of observed events, N τ M C is the number of simulated signal events, and N bg is the non-tau background predicted by simulation. Such a fit automatically takes into account the bias due to different selection efficiencies for different tau helicities. It does not depend on the tau polarisation in the simulated tau pair sample.
The tau polarisation was extracted separately for each year of the data taking. The two-dimensional distributions of cos Θ versus cos Ψ were fitted simultaneously in the three bins of the invariant mass. For the first bin of invariant mass only the one-dimensional distribution of cos Θ was used because this bin is dominated by decays to pions where Ψ has no meaning. The results of the fits are presented in Table 2 , together with their average. The Table also shows the statistical uncertainty of the P τ determination and the uncertainties associated with the finite statistics of the simulated events. This Table  shows Table 2 : Values of the tau polarisation determined from each year's data, and their average. Also shown are the statistical errors from the fits and the uncertainty due to the limited statistics of the simulation samples.
As a cross-check, the result was also obtained with a single fit to the whole data sample (1997-2000). The Monte Carlo samples were combined with weights proportional to the integrated luminosity of the respective year. The result of this fit was -0.140±0.123, which is less than one standard deviation from the average in Table 2 (allowing for the high statistical correlation between both values). The average of the year-by-year measurements was chosen to produce the final result because the year-specific Monte Carlo samples should better reproduce differences in detector performance and calibration in the different periods of data taking.
The results of the fit are illustrated in Fig. 4 which shows the distribution of cos Θ for the first bin of invariant mass and one-dimensional projections of the fitted twodimensional distributions for other invariant masses. Combined data of all years are shown by the points with error bars and the simulation is shown by the solid lines. The distributions for simulated tau decays are shown with the polarisation value which was obtained in this study. The contributions from the decays of left-and right-handed tau leptons are shown by the dashed and dotted lines respectively. The contribution of the non-tau background is shown as a grey/yellow area.
Corrections and systematic errors
A small correction had to be applied to the measured polarisation to subtract the contribution of the feed-through events, i.e. the events which have true values of s ′ /s below 0.92 although they pass the experimental cut of s ′ /s > 0.92 (see Table 1 ). After such a correction the measured polarisation represents the average polarisation of tau leptons produced at the actual annihilation energies above 0.92 · √ s. The value of the correction depends on the measured polarisation. Since the results from individual years (Table 2) are consistent with each other, and the polarisation dependence on energy is weak, we apply to the results of all years the same global correction calculated using the KK generator for the average measured polarisation. The value of the correction was found to be +0.004.
This method of tau polarisation measurement depends on a good description of the data by the simulation. Therefore an extensive study of the simulation quality has been performed using high purity test samples selected from data and simulation. The uncertainties of such checks (dominated by the statistics of test samples selected from data) were converted into the systematic uncertainty of the polarisation measurement. To reduce the effect of statistical fluctuations, the test samples were selected from the combined 1997-2000 data. The systematic uncertainties therefore were common to all years of the data taking. Most of the corrections and corresponding systematic uncertainties were propagated from the study of tau pair production, see [5] . Some of these correspond to small corrections applied to variables at the very beginning of the analysis, before the tau pair selection, such as the correction to the measured dE/dx (see below), which are therefore already included in the results of Table 2 . In other cases they had to be calculated as corrections to the results and have to be added to those. In these cases the correction values are given below. A conservative approach was followed, applying a correction and uncertainty even in the cases where the correction was consistent with zero.
The dE/dx measurements were calibrated using test samples of muons from the processes γγ → µ + µ − , e + e − → µ + µ − and Z → µ + µ − (the latter were produced during the short periods of LEP running near the Z pole in 1997-2000). Both the dE/dx mean value and the measurement resolution were calibrated and a small momentum-dependent correction was applied. The uncertainty due to the calibration gave rise to an uncertainty of ±0.017 in P τ .
The measurement of photon energy was important for the reconstruction of the tau hadronic decay kinematics. The electromagnetic energy scale was checked using a sample of electrons from γγ → e + e − , e + e − → e + e − and Z → e + e − events. A correction of −0.010 ± 0.010 to the tau polarisation was found to be necessary.
The redundancy between the HPC and HCAL was used to estimate from the data the efficiency of the "HPC or HCAL" cut which rejects electrons. The momentum dependence of the cut efficiency was found to be slightly different in data and in simulation. A correction of +0.018 ± 0.022 was applied to the P τ value.
From the data/simulation comparison for the distribution of the number of reconstructed photons in tau hadronic decays it was found that the photon reconstruction efficiency was well described by the simulation. The uncertainty of this check resulted in a ±0.016 uncertainty on the P τ value.
The efficiency of the muon rejection cuts was checked using the redundancy of the HCAL and the muon chambers. The muon chamber efficiency was slightly (4-7%) higher in simulation than in the data. The discrepancy was corrected by randomly removing a fraction of muon chamber hits in simulation. An uncertainty of ±0.012 on P τ was associated with this correction.
The systematic uncertainty associated with the residual background level was determined by varying the background by ±20%. The size of this variation was estimated from the small residual data/simulation disagreements in the shapes of background-sensitive distributions. The statistical contribution from the number of simulated background events was negligible. The resultant P τ uncertainty was ±0.014 for the background from tau leptonic decays and ±0.004 for the non-tau background.
Other possible systematic errors were estimated from variations of the selection cuts and from changing the choice of binning of the variables used in the fit of the tau polarisation.
The full list of systematic errors is summarized in Table 3 . Where necessary the corrections to the measured tau polarisation are also given. 
Results and conclusions
As can be seen in Table 3 the total correction that has to be applied to the observed value of the tau polarisation is +0.012. After taking into account this correction the average tau lepton polarisation measured at LEP2 is
where the first uncertainty is statistical and the second is systematic. Fig. 5 presents the centre-of-mass energy dependence of the tau polarisation measured by the DELPHI experiment. The plot shows the LEP1 precision measurement and the measurements at the four LEP2 energies. Also shown is the average LEP2 value which corresponds to a luminosity-weighted mean collision energy of 197 GeV. The solid curve shows the theoretical predictions calculated using the ZFITTER version 6.36 package [14] . The calculations used the Standard Model parameters determined at LEP1 and SLD [15] . Two other curves illustrate the effect of the existence of a Z ′ boson in left-right models, assuming α LR = 2/3 [16] . The dashed curve corresponds to M Z ′ = 300 GeV/c 2 and the dotted curve represents the DELPHI limit M Z ′ = 455 GeV/c 2 derived from the measured fermion pair production cross-section and charge asymmetry [5] .
In summary, we have measured the polarisation of tau leptons produced at the world's highest e 
