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MATHEMATICS 
SUR LES ESPACES NORMES NON-ARCHIMEDIENS. IV 
PAR 
A. F.MONNA 
(Communicated by Prof. W. VAN DER WOUDE at the meeting of March 30, 1957) 
Theoreme 5. Tous les systemes orthogonaux complets ont la meme 
puissance. 
Demonstration. Soient Mt1> et Mt2> deux systemes orthogonaux 
complets dans E. Soit y(l) E Mll). Developpons ytl) en serie suivant le 
systeme Mt2> selon le theoreme 4. Dans ce developpement au plus une 
infinite denombrable et au moins un des coefficients est different de zero. 
Faisons correspondre a chaque yu> E Mt1> la suite {y:;>} (n= 1, 2, ... ) des 
elements de Mt2> dont le coefficient dans la serie est different de zero. 
Montrons ensuite que chaque element de Mt2> parait dans au moins une 
des suites q'on a fait correspondre de cette faQon aux elements de MU>. 
Supposons en effet que y~;> ne parait dans aucune de ces suites. Alors 
chaque yt1> E MU> peut etre developpe en serie suivant Mt2> sans usage 
de y~;> et, puisque Mm est complet, ceci est alors vrai aussi pour tout 
X E E. En particulier y~;) peut etre developpe suivant M(Z) sans y~;>, c'est 
' d" (Z) t" t ' l' { (Z) (Z) } ( ) c d t l a Ire y,, appar 1en a espace y1 , ••• , y, , . . . ti= t0 • epen an , ce a 
n'est pas vrai comme il resulte des proprietes des systemes orthogonaux. 
Soient main tenant Nt1> et Nt2> les puissances de Mt1 et Mt2>. On tire de 
ce qui precede 
done puisque N0Nt1> = Nu>, 
On montre de la meme faQOn 
Done 
ce qu'il fallait demontrer 4): 
Theoreme 6. Soient E un espace complet sur un corps complet sf. K 
et {y,} (t E J) un systeme orthogonal dans E. Pourque ce systeme soit complet 
il faut et il suffit que 
n v.=e. 
IE] 
') Voir Ia demonstration analogue dans Lowm, I.e. 
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Demonstration. Il resulte immediatement de ce qui precede que la 
condition est suffisante. Supposons, inversement, que le systeme {y.} est 
complet. Alors, si !'intersection des V, contenait des vecteurs $ =1= (), on 
pourrait continuer le procede de la construction des vecteurs orthogonaux 
et on pourrait ajouter au systeme {y,} par exemple un vecteur $ tel que 
le systeme y,(t E J) et $ etait encore un systeme orthogonal complet. 
Puisque {y,} est deja complet, on pourrait ecrire $ dans la forme (7) et $ 
appartenait done a l'espace {y1, ... , y, ... } (t E J) ce qui, d'autre part, 
est impossible en vertu de la construction du vecteur $. 
Remarquons que si un systeme orthogonal n'est pas complet, il existe 
des vecteurs $ =1= (), orthogonaux a to us les y,. En effet, chaque vecteur 
de !'intersection des supplei:nentaires orthogonaux, qui contient alors des 
vecteurs =1= () d'apres le theoreme precedent, satisfait a cette condition. 
On sait que !'inverse de cette propriete est vraie dans tout espace euclidien, 
pas necessairement separable: dans un tel espace il n'existe aucun vecteur 
=I=() orthogonal a to us les vecteurs d'un systeme orthogonal complet. 
Cependant, cette inversion n'est pas vraie dans les espaces normes non-
archimediens quand on y definit l'orthogonalite telle qu'on l'a fait dans 
ce qui precede; dans ce qui suit on le verra d'un contre-exemple. 
Quant a l'orthogonalite des vecteurs on ale theoreme suivant, generali-
sant la consequence 1 du theoreme 4. 
Theoreme 7. 8oit {y,} (t E J) un systeme orthogonal complet et soient 
x='L,a,y, 
y= 2),y, 
les developpements de x et y suivant ce systeme. Alors, s~ 
(8) sup I a, b, I = 0 
les vecteurs x et y sont orthogonaux. 
Demonstration. Si dans le developpement de x et de y, a,=b,=O, 
on a x et y E V,. Soit I' !'ensemble des indices pour lesquels on a 
a,=b,=O (t E 1'). Il suit de (8) qu'on a alors a,=O si et seulement si b,=!=O 
et, inversement, b, = 0 si et seulement si a, =1= 0 pour toutes les valeurs de t 
qui n'appartiennent pas a 1'. Posons 
On ax et y E F. Il suffit maintenant de montrer que x et y sont orthogonal 
dans F; evidemment ils sont alors aussi orthogonal dans E, dont F est 
un sous-espace lineaire ferme. Remarquons pour cela que le systeme 
orthogonal complet dans E induit dans F un tel systeme. En considerant 
les developpements de x et y on voit que !'ensemble des indices I" de ce 
470 
systeme est decompose en deu:::: ensembles disjoints I~ et I~ tel qu'on a, 




Il suit de la consequence 2 du theoreme 4 et des isomo.rphismes 
montres pendant la demonstration de ce theoreme que ces deux espaces, 
dont appartiennent x respectivement y, sont des espaces supplementaires 
orthogonaux, de sorte que x et y sont orthogonaux. 
Ce theoreme donne une condition suffisante pour l' orthogonalite des 
vecteurs. Cependant cette condition n'est pas necessaire comme on voit 
de l' exemple suivant. 
Exemple. Soit E 2(P) l'espace lineaire des vecteurs x _ (xv x2) sur 
le corps Kp des nombres P-adiques ou xv x2 E Kp. En posant 
on obtient un espace norme non-archimedien complet. Soit 
a2=a-n p-n+ ... +ao+al P+ ... , I a21 =Pn. 
La distance de l'element (0, a2 ) a un element (xv 0) est egale a 
La plus petite distance de (0, a2) au sous-espace lineaire ferme des vecteurs 
(xv 0) (xl E Kp) est egale a 
inf max (lx1 I,Pn)=Pn. 
XtEK11 
Cette distance est atteinte en tout element (xv 0) tel que lx11 ~pn par 
exemple pour x1 = 0. Il s'ensuit que les vecteurs e1 - (I, 0) et e2 = (0, I) 
sont orthogonaux. Les espaces {e1 } et {e2} sont des espaces supplementaires 
orthogonaux et on a pour tout x E E 2(P) 
Il existe des vecteurs orthogonal a {e1} et {e2}. En effet, si a(av a2 ) est un 
tel vecteur, il faut avmr 
II a II = inf max (I a1 - x1 I, I a 2 1) 
XtEKp 
II a II = inf max (/ a1 J, / a2-x2 J). 
X2EK:P 
Puisque les membres a droites sont egaux respectivement a Ja2 1 et Ja1 J, 
cette condition est verifiee si la1 J = la2 J. Il existe done une infinite de tels 
vecteurs. Cet exemple fait voir qu'il peut exister des vecteurs orthogonaux 
a tous les vecteurs d'un systeme orthogonal complet. Il montre aussi 
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que la condition du theoreme 7 n'est pas necessaire. Les vecteurs (a, a), 
(a*O) et (1, 0) sont orthogonaux tandis que max (JaJ, 0)*0. 
On voit de cet exemple qu'il existe des vecteurs mutuellement ortho-
gonaux qui ne sont pas lineairement independants. Cependant, cela n'est 
pas possible pour les systemes orthogonaux. 
Theoreme 8. Pour tout systeme orthogonal on a: les vecteurs de ce 
systeme sont lineairement independants. 
Demonstration. Supposons qu'on a la relation 
(9) ~Yl+ ... +arJJ,.=fJ 
ou Yv ... , y,. appartiennent au systeme. Selon la remarque 3, suivant le 
theoreme 4, on peut extendre le systeme donne a un systeme orthogonal 
complet. En designant par V1 le supplementaire orthogonal de {y1} dans 
ce systeme complet, on a 
{y2, ... , y,.} c V1• 
En ecrivant (9) dans la forme 
a1Y1 +~=fJ, 
on a done~ E vl. Puisque E est la somme directe de {Yl} et Vv il s'ensuit 
a1 = o et ~ = fJ. On montre de la me me fa<;on a2 = ... =a,.= o, d' ou resulte 
l'independance des vecteurs. 
Ce resultat est evidemment un~consequence de la definition des systemes 
orthogonaux. D'apres la definition un systeme orthogonal n'est pas sim-
plement un ensemble de vecteurs mutuellement orthogonaux puisqu'on y 
exige aussi une relation entre les vecteurs et les supplementaires ortho-
gonaux. Dans l'exemple precedent les vecteurs (1, 0), (0, 1) et (a, a) ne 
constituent pas un systeme orthogonal. 
Quant a l'orthogonalite des vecteurs mentionnons les etudes de M. 
SPRINGER 5) concernant les espaces vectoriels E de dimension finie sur 
un corps K, munie d'une valuation non-archimedienne discrete. II y 
definie une notion d'orthogonalite au moyen d'une forme quadratique 
definite sur E. II serait interessant de savoir s'il y a des relations. entre 
les deux notions d'orthogonalite. SPRINGER montre, par exemple, que 
'espace est une somme directe de deux sous-espaces qui sont orthogonaux 
dans son sens. C'est une consequence du theoreme 13 du premier article 
(p. 482) que ces espaces sont aussi orthogonaux dans notre sens. 
Considerons enfin les fonctionelles lineaires dans E. II existe des 
fonctionelles non identiquement egales a zero et la forme est la meme 
que celle, indiquee par FLEISCHER dans le cas qu'il considere (il suppose 
que la valuation de K est discrete). Une fonctionelle lineaire est determinee 
par un ensemble borne {C',} (C', E K) out parcourt !'ensemble d'indices I. 
6) T. A. SPRINGER, Quadratic forms over fields with a discrete valuation I. 
Proc. Kon. Ned. Akad. v. Wetensch. 58, 352-362 (1955). Voir Lemma 4, p. 355. 
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Si {y,} est un systeme orthogonal complet, norme comme on l'a indique 
ci-dessus, et f(x) est une fonctionelle lineaire on a pour 
00 
f(x) = ! c,k xk. 
k=l 
L'espace dual E* est l'espace des suites bornees sur !'ensemble des indices 
I 6), norme par 
Ill II = sup I o, I· 
tEl 
D'apres ce qui precede E* est aussi isomorphe a un espace de la forme 
{e1 , ... , e"', ... }. Puis que, si la dimension de E est infinie, la puissance de 
E* est plus grande que la puissance de E, il suit que la puissance des 
systemes orthogonaux complets de E* depasse la puissance de ces systemes 
dans E. 
Comme chez FLEISCHER il en resulte qu'il n'existe aucun espace refiexif 
de dimension infinie 7). 
Au moyen de l'espace dual on definit la convergence faible d'une suite 
d'elements {x<">} vers un element x: c'est le cas si on a 
lim f(x<">) = f(x) 
pour tout f E E*. On a le theoreme suivant; 
Theoreme 9. Une suite {x<">}, convergeant faiblement vers un element 
x, converge aussi vers x suivant la norme. 
Demonstration. Il suffit de montrer ce theoreme dans un espace 
de la forme {Bt, ... ,e., ... } (t E I), norme de la fac;on connue, puisque E 
est isomorphe a un tel espace et puisque la norme est equivalente a la 
norme de E. 
Si la suite {x<">} converge faiblement vers x, la suite {x<">- x} con-
verge faiblement vers e. On peut done supposer que la suite donnee 
converge faiblement vers e. Pour chaque x<"> il n'y a qu'au plus une 
infinite denombrable de coordonnees =f. 0 et, d'apres la forme des fonction-
elles, ce sont seulement ces coordonnees qui sont d'importance pour la 
valeur de la fonctionelle. Pour n= 1, 2, ... on obtient aihsi un ensemble 
denombrable d'indices tel que pour chaque indice, appartenant a cet 
ensemble, au moins une des coordonnees est =f. 0. On peut supposer sans 
nuire la generalite que ce sont les indices 1, 2, ... , n, ... ; il suffit d'omettre 
de I les indices qui n'appartiennent pas a !'ensemble denombrable et de 
changer les numeros des indices restant, ce qui peut s'effectuer sans 
6 ) Il faut distinguer cette notation de la notation pour les espaces supplementaires 
dans ce qui precede; il n'y a pas de diffusion a craindre. 
7) Dans MV j'ai deja traite le cas des espaces separables. 
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aucune inversion de l'ordre des indices. Bien entendu, il n'est plus v.rai 
que chaque x1nl est i= 0. 
Ceci etant fait, on sait que 
00 
(10) lim ! 0,. x1nl = 0 
n~oo i=l 
pour chaque suite bornee { Oi} 
11) 
II faut montrer qu'on a 
(12) 
Par une substitution de 
lim sup I xY'l j = 0. 
n-.,.oo l~i<oo 
a,= ~ 1 pour i = i 0 
( 0 pour i =Fi0 
dans (10) on voit qu'on a pour chaque valeur i 0 de i 
(13) lim x1:>= 0. 
n_,.oo 1 
Supposons maintenant qu'on a 
(14) lim sup I x1nl I> e > 0. 
'n-+00 i 
Soit n1 la plus petite valeur de n tel qu'on a 
(15) sup I x1"> I >e. 
1;;; i<oo 
Cette valeur existe en vertu de ( 14). 




sup I xin,) I > e 
l;;;i;;;T 
sup I x1n,> I < e. 
T+l;;;i<oo 
Cette valeur r1 existe en vertu de (15) et puisqu'on a pour tout n 
(18) lim xf"l=O. 
i-+00 
Soit 1 ~i1 ~r une valeur de i telle qu'on a 
sup lx1"•> I= lx~'llt> I· 
l;;;i;;;T 
Dete.rminons ensuite successivement une suite bornee d'elements de K. 
Choisissons 0;, E K tel que 
et 
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A ce moment les Oi pour i~r1 + 1 restent indetermines, a condition 
cependant qu'on a JOij ~ 1. 
Il suit alors de ( 16) et ( l 7) et l'inegalite triangulaire forte 
00 
(19) I .L oi xi"·> I = I oi, I I xt·> I > 6 • 
i~1 
Determinons, en partant de n1 et r1 , les suites croissantes {nk} et {rk} 
comme il suit. 
Soit nk le plus petit nombre > nk_1 tel que 
(20) 
(21) 
sup I xi"•> ! > 6 
1 ;;>i<OO 
sup I xl"k> I < 6. 
1;;>i;;>rk_ 1 
Il suit de (13) et (14} que ce nombre existe. 
Puis, soit rk le plus petit nombre > r~c_1 tel que 
(22) sup 1 x~"k) 1 > 6 
'k-1 +1;;;; i;;;; rk 
23) sup 1 xi"k> J < 6. 
rk+1 ;;>i<oo 
Il suit de (18), (20), (21} que ce nombre existe. 
Soit r~c_1 +1~ik~rk une valeur de i telle qu'on a 
(24) sup I xl"k> / = / x1~k> / 
'k-1 +1 ;;>i :;;;rk 
Determinons ensuite les elements Oi pour i ~ r1 + I, qui en premier 
lieu ont ete reste arbitraire a condition que qu'on ait jOi/ ~ 1. 
On pose 
On a ainsi determine une suite bornee {Oi}· En vertu de (21), (22), (23), 
(24) on a 
00 
(25) I _Lei xJ"k> I= /Oik I· Jxl=k> I> 6 • 
i~1 
Cependant on a selon (10) 
k_,. 00 
en contradiction avec (25). Le theoreme est ainsi demontre 8). 
En appelant faiblement convergente une suite {x(">} si lim f(x(">) existe 
pour tout f E E*, on montre d'une fa<;on analogue le theoreme suivant. 
8 ) Ce theoreme donne une correction de ce que j'avais ecrit dans .NIV p. 207, 
Il y a quelques annees que M. INGLETON m'ecrivait qu'il avait demontre l'identite 
de Ia convergence forte et Ia convergence faible. Une publication ne m'est pas 
connue. 
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Theoreme I 0. L'espace E est laiblement complet, c.a.d. toute suite 
laiblement convergente converge laiblement vers un element x. 
On montre que la suite converge fortement vers un clement x et pour 
cela il suffit de montrer que 
lim II xlnl- xin+ 1l II = 0 
n--+oo 
puisque l'espace est suppose complet et en vertu de l'inegalite trian-
gulaire forte. En remarquant qu'on a 
lim l(xln)- xln+ 1)) = 0 
n--+oo 
on peut alors reprendre la demonstration precedente. 
On definit, comme il est connu, une topologie qui correspond a la con-
vergence faible. Soient x0 E E, s> 0, n un nombre entier quelconque et 
lv ... ,In E E*. Un voisinage ut, ..... tn;• (xo) de Xo dans la topologie faible 
sur E est !'ensemble des elements X satisfaisant a 
La convergence d'une suite par rapport a cette topologie, c.a.d. en appe-
lant convergente vers x0 une suite xlnl si pour tout voisinage U(x0 ) il 
existe n0(U) tel que xlnl E U(x0 } pour tout n>n0(U), est identique a la 
convergence faible definie ci-dessus. Cependant, si la dimension est infinie, 
la topologie forte, definie par la norme, n'est pas identique ala topologie 
faible. On le voit de l'exemple suivant, du a KoTHE 9) et adapte ici au 
cas non-archimedien. On suppose N= N0 • 
Soit A !'ensemble des elements X tels qu'on a 
II x II = sup I xi I ~ 1. 
1~i<oo 
Montrons que () est un point d'accumulation de A dans la topologie 
faible. Soit U1., ... ,tm:• (fJ) un voisinage de e. Supposons que lv ... , 1 .. (n~m) 
sont lineairement independants tandis que, eventuellement, les autres 
li y dependent d'une fa9on lineaire. C~oisissons xi( i = n + I, ... ) tels qu' on a 
sup lx.l~ 1. 
n+l~i<oo 
Determinons ensuite Xv ... , x .. au moyen des equations 
00 
a~1 l x1 + ... + a~ll xn = - ~ ai1l xi 
i-n+l 
00 
a (n) X + + aln) X = _ ""' alnl X i~J 1 1 • • • n n £. i i,_;~ 
i-n+l 
8 ) G. KoTHE. Die Teilrii.ume eines linearen Koordinatenraumes. Math. Ann. 
114, 99-125 {1937). 
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ou {aiil} (i= l, 2, ... ) est la suite bornee par laquelle /; est determine. 
L'element X- {xi} (i= l, 2, ... ) satisfait alors a 
00 
~ a\i>x.=O 
.£- t t ' 
i-1 
j=l, ... ,m 
de sorte que x appartient au voisinage U tandis qu'aussi x EA. 
Cependant, () n'est evidemment pas un point d'accumulation de A dans 
la topologie forte. Il en resulte qu'il n'existe aucune suite d'elements de A 
convergeant faiblement vers (), bien que () est un point d'accumulation 
faible de A. 
