We give necessary and sufficient conditions for a semi-Riemannian manifold of arbitrary signature to be locally isometrically immersed into a warped product ±I × a M n (c), where I ⊂ R and M n (c) is a semi-Riemannian space of constant nonzero sectional curvature. Then, we describe a way to use the structure equations of such immersions to construct foliations of marginally trapped surfaces in a four-dimensional Lorentzian spacetimes. We point out that, sometimes, Gauß and Codazzi equations are not sufficient to ensure the existence of a local isometric immersion of a semi-Riemannian manifold as a hypersurface of another manifold. We finally give two low-dimensional examples to illustrate our results.
Introduction
One of the fundamental problems in submanifold theory deals with the existence of isometric immersions from one manifold into another. The Gauß, Ricci and Codazzi equations are very well-known as the structure equations, meaning that any submanifold of any semiRiemannian manifold must satisfy them. A classical result states that, conversely, they are necessary and sufficient conditions for a Riemannian n-manifold to admit a (local) immersion in the Euclidean (n + 1)-space. In addition, E. Cartan developed the so-called moving frames technique, obtaining a necessary and sufficient condition to construct a map from a (differential) manifold M into a Lie group. If a Lie group G is a group of diffeomorphisms of a manifold P , Cartan's technique then may provide a map from M to P with nice properties. Sometimes, the map from M to G can exist thanks to Gauß, Codazzi and Ricci equations, like for instance in [4] .
Another point of view is the celebrated Nash Theorem, which states that any Riemann manifold can be embedded in the Euclidean space, but at the price of a high codimension. Following that line, O. Müller and M. Sánchez obtained a characterization of the Lorenztian manifolds which can be embedded in a high dimensional Minkowski space (see [5] .)
On the other hand, B. Daniel obtained in [2] a fundamental theorem for hypersurfaces in the Riemannian products S n × R and H n × R, looking for tools to work with minimal surfaces in such manifolds when n = 2. J. Roth generalized B. Daniel's theorem to spacelike hypersurfaces in some Lorentzian products (see [7] ). In their works, they needed some extra tools such as a tangent vector field T to the submanifold and some functions, in order to obtain the local metric immersions into the desired ambient spaces. Note that the Ricci equation provides no information for hypersurfaces.
Our main aim is to obtain a fundamental theorem for non-degenerate hypersurfaces in a semi-Riemannian warped product, namely ε I × a M n k (c), where ε = ±1, a : I ⊂ R → R + is the scale factor and M n k (c) is the semi-Riemannian space form of index k and constant curvature c = ±1. For a hypersurface M in ε I × a M n k (c), the vector field ∂ t (t ∈ I) decomposes in its tangent and normal parts, i. e., ∂ t = T + ε n+1 T n+1 e n+1 where e n+1 is a (local) normal unit vector field, ε n+1 = ±1 shows its causal character and T n+1 is the corresponding coordinate. In addition to the shape operator A, on Gauß and Codazzi equations there appear the vector field T , its dual 1-form η, some constants as well as some functions like T n+1 . However, the covariant derivative of T must satisfy a specific formula, which cannot be obtained from Gauß and Codazzi equations by the authors. Based on these necessary conditions, we state in Definition 1 all needed tools on an abstract semi-Riemannian manifold M , for the existence of a (local) metric immersion χ : U ⊂ M → ε I × a M n k (c) (see Theorem 1.) Later, we apply this result to non-degenerate hypersurfaces of a Friedman-Lemêtre-Robertson-Walker 4-spacetimes (RW 4-spacetimes.) In Corollary 2, we show sufficient conditions for such hypersurfaces to exist.
We would like to point out that our computations, as well as B. Daniel and J. Roth's results, show that Gauß and Codazzi equations are not sufficient to ensure the existence of a local isometric immersion of a given Riemannian manifold endowed with a second fundamental form in a spacetime as a spacelike hypersurface.
Next, if we admit in a very wide sense that a horizon in a 4-spacetime is a 3-dimensional hypersurface which is foliated by marginally trapped surfaces (i. e., surfaces whose mean curvature vector is timelike), then we describe a condition to obtain non-degenerate horizons in RW 4-spacetimes in our framework (see Corollary 3).
We end the paper with two low-dimensional examples to illustrate the theoretical results. The first one describes a surface in a RW toy model S 2 → −I × a S 2 , a (simple) graph over a rest space {t 0 } × S 2 . The second example is a helicoidal surface in −I × a H 2 .
Preliminaries
Let (P, g P ) be a semi-Riemannian manifold of dimension dim P = m. We consider a smooth function a : I ⊂ R → R + , a (sign) constant ε = ±1 and the warped product
Clearly, the unit vector field ∂ ∂t = ∂ t will play a crucial role on the manifoldP n+1 . We will use the following convention for the curvature operator R of a connection D:
LetR P and R P be the curvature operator ofP n+1 and P , respectively. Let D be the LeviCivita connection ofP n+1 . We recall the following formulae from [6] . Lemma 1. On the semi-Riemannian manifoldP n+1 , the following statements hold, for any V, W lifts of vector fields tangent to P :
Note that the definition of the curvature operator on [6] has the opposite sign than the usual one. We show a proof of item (4) . By recalling D ∂t ∂ t = 0 and [V, ∂ t ] = 0, we havē
Now, let M be a non-degenerate hypersurface ofP m+1 , with ∇ M its Levi-Civita connection, σ the second fundamental form and R M the curvature operator of M, respectively. Given a (local) unit normal vector field ν of M inP m+1 , with δ = ν, ν = ±1, let A be the shape operator associated with ν. The Gauß and Weingarten's formulae are
for any X, Y ∈ T M. The second fundamental form can be written as
Recall that the mean curvature vector of M is defined by
Next, the Codazzi equation of M takes the general form (
for any X, Y, Z ∈ T M. Further, the general Gauß equation is given bȳ
with X, Y, Z, W tangent to M.
We consider now the special case where the manifold P = E n+1 = R n+1 k , i. e., the standard Euclidean semi-Riemannian space of dimension n + 1 ≥ 3 and index k. Following the previous notation, we construct P n+2 = ε I × a E n+1 . Let R be the curvature tensor of P n+2 . We have
Proof. Let X =X + x∂ t =X + ε X, ∂ t ∂ t , whereX is a vector field tangent to P n+2 . We will use similar notations for other vector fields. In particular, we see that X ,Ỹ = X, Y − ε X, ∂ t Y, ∂ t . By using the symmetry properties of the curvature tensor, we get
By Lemma 1, we obtain directlỹ
Since the curvature tensor of E n+1 vanishes, by [6, p . 210], we get
Moreover, with Lemma 2.2, using again Lemma 1.4 and as ∂ t , ∂ t = ε,
By similar computations, we obtaiñ
By inserting in (3), we finally get the result.
Let M n k (c) be the semi-Riemannian space form of constant sectional curvature c = ±1 and index k, with metric g and letP n+1 = ε I × a M n k (c), with metric , . We denote byR the curvature operator of ε I × a M n k (c). Also, we put
with its standard metric g o and Levi-Civita connection ∇ o . We recall that
From the usual totally umbilical embedding Ξ : M n k (c) → E n+1 , we construct the following isometric embedding
In the sequel, for the sake of simplicity, we will also use the notation , 2 = , . Let ∇ and ∇ be the Levi-Civita connection on ε I × a E n+1 and ε I × a M n k (c), respectively. It is wellknown that ξ = Ξ/c is a unit normal vector field satisfying ∇ o X ξ = X/c for any X tangent to T p M n k (c). Thus, we can consider the normal vector field ofΞ :
We also set ε 0 = e 0 , e 0 = ±1. Since M n k (c) lies naturally in E n+1 , the normal vector field ξ satisfies g o (ξ, ξ) = c. In addition, ε 0 = e 0 , e 0 = (0, p/(ac)), (0, p/(ac)) = a 2 g o (p, p)/(a 2 c 2 ) = c. In this way, by Lemma 1,
Moreover, if (0, Z) ⊥ e 0 , then Z ⊥ ξ, so that
This means that the Weingarten operator S associated with e 0 has the expression
Proof. We just need to resort to (2), Proposition 1 and (4).
Hypersurfaces
Let M n , n ≥ 2, be an immersed, non-degenerate hypersurface inP n+1 . Let ∇ be the LeviCivita connections on M . Let e n+1 be a (locally defined) normal unit vector field to M , with ε n+1 = e n+1 , e n+1 = ±1. Along M , the vector field ∂ t can be decomposed as its tangent and normal parts, i. e.,
where T is tangent to M and f = ε n+1 ∂ t , e n+1 . We also define the 1-form on M given by η(X) = X, T , for any X ∈ Γ(T M ). Given a tangent vector X to M , we again decompose it in the part tangent to {t} × M n k (c) and its component in the direction of ∂ t as X =X + x∂ t . Similarly, Y =Ỹ + y∂ t and e n+1 =ẽ n+1 + n∂ t .
Lemma 2.
Under the previous conditions,
Let A be the shape operator of M associated with e n+1 .
Proposition 3. The Gauß equation of
Proof. We resort to (2), Proposition 2 and Lemma 2.
for any X, Y tangent to M .
Proof. By (1), we have to computeR(X, Y, Z, e n+1 ) for any tangent vectors X, Y, Z to M . To do so, we recall Proposition 2. Thus,
This yields the result.
Lemma 3. The following equations hold for any X tangent to M :
a e n+1 )) − X(f )e n+1 + f AX. Now, each equation is just the tangential and the normal part of∇ X T = ∇ X T + ε n+1 AX, T e n+1 .
Moving frames
Elie Cartan developed the moving frame technique. Definitions, basic results and some other details can be found in [3, p. 18 ]. We will use the following convention on the ranges of indices, unless mentioned otherwise:
We recall that M is a hypersurface ofP n+1 , hence n = dim M . Let (e 0 , e 1 , . . . , e n , e n+1 ) be a local orthonormal frame on M , such that e 1 , . . . , e n are tangent to M and e n+1 is normal to M inP n+1 , with ε α = e α , e α = ±1. We define the matrix G = (ε α δ αβ ). Let (ω 0 , . . . , ω n+1 ) be the dual basis of e α , i.e. ω α (e β ) = δ αβ , where ω r | T M = 0, r ∈ {0, n + 1}. The dual 1-forms ω α can be obtained as ω α (X) = ε α e α , X .
Given (E 0 , . . . , E n ) a parallel orthonormal frame of E n+1 , we construct (E 0 , . . . , E n+1 ) = ( E 0 a , . . . En a , ∂ t ), which is an orthonormal frame of εI × a E n+1 . If necessary, we reorder the basis (E 0 , . . . , E n+1 ) to obtain
Next, we define the functions B αβ := E α , e β and the matrix B = (B αβ ). We have:
This equation reduces to B t GB = G, which implies B −1 = GB t G, where B t is the transpose of B and B −1 = (B αβ ). Next, from the fact that B t GB = G, we define the sets
The set S is the connected component of the identity matrix, and is hence isometric to the Lie group O +↑ (n + 2, q), where the index of the metric is q = k + |c−1|
2 . Clearly, s is the Lie algebra associated with S. In other words, we have constructed a map B : M → S, and therefore, we immediately obtain the s-valued 1-form B −1 dB on M . Let us now define the connection 1-forms Ω = (ω αβ ),
The matrix Ω satisfies Ω t G + GΩ = 0, or equivalently, ω βα = −ε α ε β ω αβ . In particular,
We now define the 1-form η(X) = T, X and functions
Obviously, we can recover the vectors e β = γ ε γ B γβ E γ . Consequently, by (7),
By now, we just care for the last summand. To do so,
Consequently, by using the fact that the terms for µ = n + 1 vanish, we have
By comparing coordinates, we get for γ = n + 1
and for γ = 0, . . . , n,
Using the fact that B µα = γ B µγ ω γ (e α ), we get for equation (8)
Moreover, we have µ B αµ δ µ0 ε β ω β = B α0 ε β ω β = ε β ε α εB 0α ω β , that is,
Finally, we obtain
We point out that B n+1 α = E n+1 , e α = ∂ t , e α = T α .
Main Theorem
Let (M, , ) be a semi-Riemannian manifold with its Levi-Civita connection ∇, its Riemann tensor R. We choose numbers ε, ε 0 , ε n+1 ∈ {−1, 1} and c = ε 0 , and smooth functions a : I ⊂ R → R + , T n+1 : M → R and π : M → I. We construct the vector field T ∈ X(M ) by T = ε grad(π), with its 1-form η(X) = X, T . Also, consider a tensor A of type (1,1) on M .
Definition 1.
Under the previous conditions, we will say that M satisfies the structure conditions if the following conditions hold:
We recall the warped product (
Theorem 1. Let (M, , ) a semi-Riemannian manifold satisfying the structure conditions. Then, for each point p ∈ M , there exists a neighborhood U of p on M , a metric immersion χ : (U , , ) → (P n+1 , , 1 ) and a normal unit vector field e n+1 along χ such that:
2.
3. The shape operator associated with e n+1 is A;
(E) is the Codazzi equation, and (F) is the Gauß equation,

and along χ, it holds
Proof. Given a point x ∈ M , around it we consider a local orthonormal frame {e 1 , . . . , e n } on M , with their signs ε i = g(e i , e i ) = ±1, and its corresponding dual basis of 1-forms {ω 1 , . . . , ω n }. We point out that an alternative definition for these 1-forms is ω i (X) = ε i e i , X , for any X ∈ T M . We also need to define ω n+1 = ω 0 = 0. With the help of the tensor SY = − Y − εη(Y )T /(ac), for any Y ∈ T M , we construct the following 1-forms
for any X ∈ T M , known as the connection 1-forms. In this way, we consider the s-valued matrix Ω = (ω αβ ). As a consequence, we get ∇e i = k ω ki e k . Now, we define the functions T i = η(e i ), i ∈ {1, . . . , n}, T 0 = 0. We point out that by condition (B), we have ε = γ ε γ T 2 γ . Next, we also construct the matrices X = (X αβ ) and Υ as
A simple computation shows
Thus, our target consist of proving that the second half of this equality vanishes. Since the computation is rather lengthy, we will split it in some lemmata.
Lemma 4. dη = 0.
Proof. Since T = ε grad(π), we obtain that η = εdπ. Therefore, dη = 0.
We define the matrices ̟ = (ω α ) and Γ = (Γ αβ ) = dΩ + Ω ∧ Ω.
Lemma 5.
On the other hand, by (12),
Next, given X, Y ∈ T M , we compute
On the other hand, by (7),
which implies
= −ε i ε n+1 e i , AX e j , AY + ε i ε n+1 e i , AY e j , AX − ε i ε 0 e i , SX e j , SY
+ ε n+1 AY, e j AX, e i − AY, e i AX, e j + ε 0 SY, e j SX, e i − SY, e i SX, e j
The next case is
On one hand, for any U ∈ X(M ), it holds ∇ Y −1
Therefore, we have
Next, we easily see dω n+1,0 = − εε n+1 ac dT n+1 ∧ η. Therefore,
Lemma 6.
Proof. Since X αβ = −ε α ε β X βα , we trivially have dX αβ = −ε α ε β dX βα . Next,
For β = 0 and any u > 0, since T 0 = 0 and ω 0 = 0, then dX u0 = 0. For β = n + 1 and i < n + 1, since ω n+1 = 0, we have
By condition (C), and the fact
a ′ a η(X). With this,
Next, for α = i and β = j, we have
We need the following computation
In this way, a straight forward computation yields
Proof. We recall (B). Also, given X ∈ T M , we have
Now, we put Φ = Ω ∧ X + X ∧ Ω.
Lemma 8.
Proof. By construction, X αβ = −ε α ε β X βα . This shows Φ αβ = −ε α ε β Φ βα . In general, we get
By Lemma 5,
For the case α = i, β = n + 1, the result is immediate due to the fact ω n+1 = 0. For the case α = i, β = 0, since ω 0 = 0 and T 0 = 0, we begin by writing down
The case α = n + 1 and β = 0 trivially vanishes due to ω n+1 = ω 0 = 0.
Proof. This is equivalent to prove dX − dΩ − Ω ∧ Ω − X ∧ X + X ∧ Ω + Ω ∧ X = 0. The case α = u, β = 0 is trivial. For the case α = i and β = j, we have
Next, for α = i, β = n + 1, we compute
It is clear that the map
is a submersion. Given a point x ∈ M , we define the set
Now, we prove the following Lemma 10. Let (M, , ) be a semi-Riemannian manifold satisfying the structure conditions. For each x 0 ∈ M and B 0 ∈ Z(x 0 ), there exists a neighborhood U of x 0 in M and a unique map B : U → S, such that
Proof. Given U be an open neighborhood of x 0 ∈ M , we define the set
Since the map s is submersion, F is a submanifold of M × S with
Moreover, given (x, Z) ∈ F,
We consider on F the distribution D(x, Z) = ker Θ (x,Z) , where
Next, we see that dim D = n. We consider the space H = {H ∈ s|(ZH) n+1β = 0, β = 0, . . . , n + 1}. It is clear that H ∈ H if and only if H ∈ ker(ds) I n+2 . But the map s is a submersion, hence dim(ker ds
. We notice that (ZΘ) n+1β = (ZΩ) n+1β −(ZX) n+1β −(dZ) n+1β = (ZΩ) n+1β −(ZX) n+1β −dT β . Consequently using equation (14) and T 0 = 0 we get
and with equation (18), it is clear
Hence, Im(Θ) ⊂ H = ker(ds) I n+2 . Now, given the space {(0, ZH)|H ∈ H} ⊂ T (x,Z) F, we have Θ (x,Z) (0, ZH) = −Z −1 (ZH) = −H, which means that Θ (x,Z) is a submersion unto H, and Im(Θ) = H. Now, we get dim
Next, we prove that D is integrable. On one hand, since D = ker Θ and dΥ + Υ ∧ Υ = 0,
Next, let L ⊂ F be an integral manifold through ( Define now the map χ : U → R n+2 by
A similar computation yields dχ 0 (e k ) = ε 0 1 ac B 0k and dχ n+1 (e k ) = εη(e k ) = εT k = εB n+1k . Hence, we have that dχ = CB̟, with
or equivalently, dχ(e k ) α = (CB) αk , meaning that in the frame ∂ ∂xα the vector dχ(e k ) is given by the k-th column of the matrix CB and in the frameĒ α by the k-th column of the matrix B. In other words, dχ(e k ) = α ε α B αkĒα . C is an invertible matrix as well as B. Consequently, dχ has rank n and it is an immersion. Moreover, for any i, j, since B ∈ S, we have
Hence, χ is isometric. Moreover, along χ, we obtain
Next, we would like to compute the shape operator of the immersion. RecallĒ n+1 = ∂ t . We show that the shape operator of the immersion is exactly what we need, namely dχ • A • dχ −1 .
Indeed,
Finally, the uniqueness of the local immersion follows from the uniqueness of the map B in Lemma 10.
Corollary 1.
If the hypersurface
2. If η = 0 everywhere, then M is admits a foliation of codimension 1.
Proof. Item 1 is an immediate consequence of item 5 of Theorem 1. For item 2, by Lemma 4, we know dη = 0. This implies that ker η is integrable. Indeed, given X, Y ∈ ker η,
In other words, it has to admit a foliation whose leaves are of codimension 1 in M . In fact, T is a normal vector field to the leaves.
Remark: Under the same assumption on (M, , , ∇, R), we can find another equivalent formulation for Theorem 1. In fact, consider again a , -self adjoint (1, 1)-tensor A on M , a nowhere vanishing vector field T ∈ X(M ) and its associated 1-form η(X) = X, T for any X ∈ T M . We also assume the existence of smooth functions ρ,ρ,ρ, T n+1 : M → R. Let the following conditions be satisfied:
(a) ρ > 0, dρ = ερ η, dρ = ερ η;
Then Theorem 1 can be reformulated in the following way:
Theorem 2. Let (M, , ) a simply connected semi-Riemannian manifold satisfying the previous conditions. Then, there exists smooth functions π : M → I, I an interval, a :
) and a normal unit vector field e n+1 along χ such that:
4. The shape operator associated with e n+1 is A;
(e) is the Codazzi equation and (f ) is the Gauß equation;
6. and along χ, ∂ t = T + ε n+1 T n+1 e n+1 holds.
Proof. First of all, from the expression ∇ X T =ρ ρ (X − εη(X)T ) + ε n+1 T n+1 AX, for any X ∈ T M , we are going to check that the 1-form η satisfies dη = 0.
dη(e i , e j ) = e i (η(e j )) − e j (η(e i )) − η(∇ e i e j ) + η(∇ e j e i ) = e j , ∇ e i T − e i , ∇ e j T = e j ,ρ ρ
Since M is simply connected, we can obtain a new function π : M → R such that η = εdπ. This implies that T = εgrad(π). Next, we need to obtain function a. On one hand, since M is connected, I = π(M ) is an interval. Moreover, since T = 0, we see that each value t ∈ I is a regular value of π, which means that each level set π −1 (t) ⊂ M , t ∈ I, is a hypersurface of M . Choose t ∈ I. Given X ∈ T π −1 (t), since π is constant along its level subsets, we see dρ(X) = ερ η(X) =ρ dπ(X) = 0. In other words, function ρ is constant along the level sets of π. This allows us to define a : I → R + as follows. Given t ∈ I, there exists p ∈ M such that t = π(p), so that a(t) := ρ(p). Clearly, ρ = a • π. In addition, dρ = (a ′ • π)dπ = (a ′ • π)εη = ερη, and thereforeρ = a ′ • π. Similarly, a ′′ • π =ρ. Now, we just need to resort to Theorem 1.
An Application to Horizons in RW 4-spacetimes
We consider now the simply connected Riemannian 3-dimensional space M 3 (c) of constant sectional curvature c = ±1. Let (M 3 , , ) be a semi-Riemannian manifold of index 0 or 1. For us, a surfaceM 2 is called marginally trapped if its mean curvature vector H satisfies H, H = 0. In this way, we are including maximal surfaces, MOTS, and mixed cases in our definition.
We put ε = −1, ε 0 = c, ε 4 = ±1, and smooth functions a : I ⊂ R → R + , T 4 : M → R and π : M → I. We construct the vector field T ∈ X(M ) by T = −grad(π), with its 1-form η(X) = X, T . Also, consider a tensor A of type (1,1) on M . We assume the above datas satisfy the structure conditions of Definition 1 . We recall that the Robertson-Walker spacetime is the space(P 4 = I × M 3 (c), , 1 = −dt 2 + a 2 g o ), hence a special case of the warped products considered in this paper. From Theorem 1, we get immediately the following In addition, if T = 0 everywhere, the family {χ(U ) ∩ π −1 {t} : t ∈ R} provides a foliation of χ(U ) by space-like surfaces.
Next, let L be one of the leafs of U . Let σ be its second fundamental form inP 4 . Clearly, T ⊥ L = Span{T, e 4 }, where T = T / | T, T |. We take ε T = sign( T, T ). Since the leaves are spacelike and e 4 , e 4 = ε 4 = ±1 is constant, ε T = ±1 is constant, with ε 4 ε T = −1. product of an interval and a semi-Riemannian space of constant curvature. Indeed, among all conditions of Definition 1, equation (D) cannot be deduced from Codazzi (E) and Gauß (F) equations. This means that, in general, one cannot consider a Riemannian manifold endowed with a second fundamental form, and think of it as a spacelike hypersurface of some spacetime. However, if one fixes the spacetime first and then consider a hypersurface, everything works as expected.
