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値統計学などでよく現れる (Resnick, 1987). この指標によるとか分布は正則変動である
という意味で heavy tailed ということになる.本稿では,正則変動関数よりもさらに裾の
重い対数正則変動関数を考える.これは,  t‐分布よりも裾が重いためsuper‐heavy tailed





















定義2.1 (Regular variation). [x_{0}, \infty) (x_{0}\in \mathbb{R}) 上の正値可測関数 f が  x\rightarrow\infty で指数
 $\rho$(\in \mathbb{R}) をもつ正則変動関数 (regular varying function) であるとは,任意の  $\lambda$>0 に対
して次が成り立つことである :
\displaystyle \frac{f( $\lambda$ x)}{f(x)}\rightarrow$\lambda$^{p} (x\rightarrow\infty) .




定義2.2 ( {\rm Log}‐regularly variation). [x_{0}, \infty) (x_{0}\in \mathbb{R}) 上の正値可測関数 g が  x\rightarrow\infty で
指数  $\rho$(\in \mathbb{R}) をもつ対数正則変動関数 ( {\rm Log}‐regularly varying function) であるとは,任
意の  $\nu$>0 に対して次が成り立つことである :
\displaystyle \frac{g(x^{ $\nu$})}{9(x)}\rightarrow v^{- $\rho$} (x\rightarrow\infty) .
これを 9\in L_{ $\rho$}(\infty) と表す.
正則変動関数と対数正則変動関数の間には f(x)=g(e^{x}) , つまり g(x)=f(\log x) とお
くと,次の関係が成り立つことに注意する :
g\in L_{ $\rho$}(\infty) \Leftrightarrow f\in R_{-p}(\infty) .
いま, X\mathrm{i} , .. . , X_{n} を互いに独立に確率密度関数 (1/ $\sigma$)f((x_{i}- $\mu$)/ $\sigma$) ( $\mu$\in \mathbb{R},  $\sigma$>0)
に従う確率変数列とし, X_{n}=(X_{1}, \ldots, X_{n}) とおき,その実現値を x_{n}=(x_{1}, \ldots, x_{n}) と
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する.また,  $\pi$( $\mu$,  $\sigma$) を ( $\mu$,  $\sigma$) の同時事前密度とし,  $\sigma \pi$( $\mu$,  $\sigma$) <\infty であることを仮定す
る.このとき,  X_{n} を与えたもとでの ( $\mu$,  $\sigma$) の事後分布は次のようになる :
 $\pi$( $\mu$,  $\sigma$|x_{n})=[m(x_{n})]^{-1} $\pi$( $\mu$,  $\sigma$)\displaystyle \prod_{i=1}^{n}\frac{1}{ $\sigma$}f(\frac{x_{i}- $\mu$}{ $\sigma$}) .
ただし, m(x) はXの周辺分布であり
 m(x_{n})=\displaystyle \int\int $\pi$( $\mu$,  $\sigma$)\prod_{i=1}^{n}\frac{1}{ $\sigma$}f(\frac{x_{\dot{l}}- $\mu$}{ $\sigma$})d $\mu$ d $\sigma$
と表される.本稿では,データ  x_{n} に外れ値が存在している場合の位置 尺度母数 ( $\mu$,  $\sigma$)
の同時推定問題を考える.各 i \#こ対して,2値関数  k_{i}, l_{i}, r_{i} を x_{i} が非外れ値なら醜 = 1,
左裾の外れ値なら l_{i} = 1 , 右裾の外れ値なら r_{i} = 1 と定義する.このとき,各 i に対して
ki+l_{i} +r_{i} = 1 であり , \displaystyle \sum_{\dot{ $\iota$}=1}^{n} ki= k, \displaystyle \sum_{i=1}^{n} li= l, \displaystyle \sum_{i=1}^{n}r_{i} = r とおく . つまり, n (固
の観測値 x_{n} = (x\mathrm{i}, . . . , x_{n}) において,左裾に1個,右裾に r 個の外れ値があるというこ
とを表している.このとき,非外れ値は k = n-r-l 個であり,外れ値を含まない観測
値を x_{k} とかく . 観測値 x_{i} はある定数 a_{i} と b_{i} を用いて
x_{i}=a_{i}+b_{i} $\omega$ (i=1, \ldots, n)
とかける.ただし, a_{i}\in \mathbb{R} であり,砺は
b_{i}=0(k_{i}=1) , b_{i}<0 (\prime =1) , b_{i}>0(r_{i}=1)
とし,  $\omega$\rightarrow\infty とする.事後分布が外れ値に完全に影響を受けないための十分条件に関し
て次の定理が与えられている.
定理2.1 (Desgagne, 2015). 適当な正則条件のもとで (i)  xf(x) \in  L_{ $\rho$}(\infty) , (ii) k >
\displaystyle \max(l, r) であれば,次が成り立つ :
( \mathrm{a}) \displaystyle \lim_{ $\omega$\rightarrow\infty}\frac{m(x_{n})}{\prod_{i=1}^{n}[f(x_{i})]^{l_{i}+r_{i}}}=m(x_{k}) ,
(b) \displaystyle \lim_{ $\omega$\rightarrow\infty} $\pi$( $\mu$,  $\sigma$|x_{n})= $\pi$( $\mu$,  $\sigma$|x_{k}) uniformly on  $\mu$ and  $\sigma$,
( \mathrm{c}) \displaystyle \lim_{ $\omega$\rightarrow\infty}\int_{0}^{\infty}\int_{-\infty}^{\infty}| $\pi$( $\mu$,  $\sigma$|x_{n})- $\pi$ (  $\mu$ )  $\sigma$|x_{k} ) |d $\mu$ d $\sigma$=0,
( \mathrm{d})  $\mu$,  $\sigma$|x_{n}\rightarrow d $\mu \sigma$|x_{k},  $\mu$|x_{n}\rightarrow d $\mu$|x_{k},  $\sigma$|x_{n}\rightarrow d $\sigma$|x_{k} ( $\omega$\rightarrow\infty) ,
(e) \displaystyle \lim_{ $\omega$\rightarrow\infty}\mathcal{L}( $\mu$,  $\sigma$|x_{n})=\mathcal{L}( $\mu$,  $\sigma$|x_{k}) uniformly on  $\mu$ and  $\sigma$.
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ただし,
 $\pi$( $\mu$,  $\sigma$|x_{k})=[m(x_{k})]^{-1} $\pi$( $\mu$,  $\sigma$)\displaystyle \prod_{i=1}^{n}[\frac{1}{ $\sigma$}f(\frac{x_{i}- $\mu$}{ $\sigma$})] 醜
 m(x_{k})=\displaystyle \int\int $\pi$( $\mu$,  $\sigma$)\prod_{i=1}^{n}[\frac{1}{ $\sigma$}f(\frac{x_{\dot{l}}- $\mu$}{ $\sigma$})]^{k_{i}}d $\mu$ d $\sigma$
であり, \mathcal{L}( $\mu$,  $\sigma$|x_{n}) は ( $\mu$,  $\sigma$) の尤度関数とする.
Desgagne(2015) によると,確率変数 Xがlog‐Pareto‐tailed symmetric 分布に従うと
は,密度関数が次のようにかけることである :
f(x| $\phi$,  $\alpha$,  $\beta$)=K_{( $\phi,\ \alpha,\ \beta$)}\displaystyle \{g(x| $\phi$)1_{1- $\alpha,\ \alpha$]}(x)+9( $\alpha$| $\phi$)\frac{ $\alpha$}{|x|} (\frac{\log $\alpha$}{\log|x|})^{ $\beta$}1_{( $\alpha$,\infty)}(|x|)\}.
ただし, z\in \mathbb{R},  $\alpha$ > 1,  $\beta$ > 1, 1_{A} は定義関数であり, 9(\cdot| $\phi$) はベクトルパラメータ
 $\phi$\in $\Phi$ を持つ [- $\alpha$,  $\alpha$] 上の任意の原点対称かつ連続関数とする.  $\phi$ としては,例えば位置
尺度母数  $\phi$=( $\mu$,  $\sigma$) などを考えることが多い.また,正規化定数は次で与えられる :
K_{ $\phi,\ \alpha,\ \beta$}=\displaystyle \frac{ $\beta$-1}{(2G( $\alpha$| $\phi$)-1)( $\beta$-1)+2g( $\alpha$| $\phi$) $\alpha$\log $\alpha$}.
ただし, G( $\alpha$| $\phi$)=\displaystyle \int_{-\infty}^{ $\alpha$}g(u| $\phi$)du とする.





Desgagne (2015) が提案した log‐Pareto‐tailed symmetric 分布を対称な分布を含む非
対称な分布族へと拡張したい.対称な分布を含むような非対称な分布族としてはAzzalini
(1985) によって提案された , skew 分布族があり,確率密度関数は次のように表される :
f(x)=2f_{0}(x)G_{0}(w(x)) (1)
ただし, f_{0}(-x)=f_{0}(x) , G_{0}(-y)=1-G_{0}(y) , w(-x)=-w(w) を満たすものとする.
また,(1) で w(x)= $\lambda$ x( $\lambda$\in \mathbb{R}) とおくといくつかの良い性質を持つことが知られている
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(Azzalini (2014)). 特に,  $\varphi$(x) ,  $\Phi$(x) をそれぞれ N(0,1) の密度関数,分布関数として,
f\mathrm{o}(x)= $\varphi$(x) , G_{0}(x)= $\Phi$(x) , w(x)= $\lambda$ x とおくと,
 $\varphi$(x; $\lambda$)=2 $\varphi$(x) $\Phi$( $\lambda$ x) (2)
となり,これは歪正規分布 (skew normal distribution) とよばれており,近年幅広く用
いられている.ここで,実数  $\lambda$ はskew parameter と呼ばれ,分布の歪み度合いを表す.
また,(2) で  $\lambda$=0 とすると,  $\varphi$(x;0) = $\varphi$(x) となりこれは標準正規分布の密度関数に
なり,歪正規分布は特別な場合として対称な分布も含んでいることを意味する.また,
 $\lambda$\rightarrow\infty とすると (2) は半正規分布 (half‐normal distribution) になる.いま,Desgagne
(2015) のlog‐Preto‐tailed symmetric と同様の方法で log‐Pareto‐tailed asymmetric 分
布を skew 分布族 (1) を次で定義してみる :
 f(x| $\phi,\ \alpha$_{1}, $\alpha$_{2},  $\beta$) (3)
=C_{( $\phi,\alpha$_{1},$\alpha$_{2}, $\beta$)}\displaystyle \{h(x| $\phi$)1_{[-$\alpha$_{1\prime}$\alpha$_{2}]}(x)+h($\alpha$_{1}| $\phi$)\frac{$\alpha$_{1}}{|x|}(\frac{\log$\alpha$_{1}}{\log|x|})^{ $\beta$}1_{(-\infty,-$\alpha$_{1})}(x)
+h($\alpha$_{2}| $\phi$)\displaystyle \frac{$\alpha$_{2}}{|x|} (\frac{\log$\alpha$_{2}}{\log|x|})^{ $\beta$}1_{($\alpha$_{2},\infty)}(x)\} . (4)
ただし, $\alpha$_{1} >1, $\alpha$_{2} >1,  $\beta$>1 であり, h(x| $\phi$) は(1) で与えられる skew分布族.しか
し,非対称な分布のときは閾値 $\alpha$_{1}, $\alpha$_{2} は必ずしも1より大きくなるとは限らない.その
ため,密度関数に幾らかの工夫が必要である.例えば,(2) の場合はskew parameterが
0 のときは標準正規分布になることより,95%最高密度区間を考えると $\alpha$_{1} =$\alpha$_{2} = 1.96
になるため,skew parameter を  $\lambda$>0 に限定して考えると, 0<$\alpha$_{1} < 1.96, $\alpha$_{2} > 1.96
であることが予想できる (逆に  $\lambda$<0 なら, $\alpha$_{1}>1.96, 0<$\alpha$_{2}<1.96).
一般の skew分布族について考えることは容易ではないため,本稿では h(x| $\phi$) を (2)で
与えられる skew normal 分布  $\varphi$(x; $\lambda$) に限定して考える.  $\lambda$>0 のとき,log‐Pareto‐tailed
skew normal (LPT‐SN) 分布を次で定義する :
定義3.1. 確率変数 Xがlog‐Pareto‐tailed skew normal (LPT‐SN) 分布に従うとは,確
率密度関数が次で与えられることをいう :
f(x| $\lambda,\ \alpha$_{1}, $\alpha$_{2},  $\beta$)
=c_{( $\lambda,\alpha$_{1},$\alpha$_{2}, $\beta$)}\displaystyle \{ $\varphi$(x; $\lambda$)1_{[-$\alpha$_{1},$\alpha$_{2}]}(x)+ $\varphi$(-$\alpha$_{1_{\rangle}}\cdot $\lambda$)\frac{1+$\alpha$_{1}}{|1-x|}(\frac{\log(1+$\alpha$_{1})}{\log|1-x|})^{ $\beta$}1_{(-\infty,-$\alpha$_{1})}(x)
+ $\varphi$($\alpha$_{2}; $\lambda$)\displaystyle \frac{$\alpha$_{2}}{|x|} (\frac{\log$\alpha$_{2}}{\log|x|})^{ $\beta$}1_{($\alpha$_{2},\infty)}(x)\} . (5)
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ただし, x\in \mathbb{R},  $\lambda$>0, 0<$\alpha$_{1} <1.96, $\alpha$_{2} >1.96,  $\beta$>1 であり, c_{( $\lambda,\alpha$_{1},$\alpha$_{2}, $\beta$)} は(5) を
確率密度関数にするための正規化定数である.正規化定数は解析的に求めることができ,
次のようになる :
C_{( $\lambda,\alpha$_{1},$\alpha$_{2}, $\beta$)}=\displaystyle \{\int[ $\varphi$(x; $\lambda$)1_{[-$\alpha$_{1},$\alpha$_{2}]}(x)+ $\varphi$(-$\alpha$_{1}; $\lambda$)\frac{1+$\alpha$_{1}}{|1-x|} (\displaystyle \frac{\log(1+$\alpha$_{1})}{\log|1-x|})^{ $\beta$}1_{(-\infty,-$\alpha$_{1})}(x)
+ $\varphi$($\alpha$_{2}; $\lambda$)\displaystyle \frac{$\alpha$_{2}}{|x|}(\frac{\log$\alpha$_{2}}{\log|x|})^{ $\beta$}1_{($\alpha$_{2},\infty)}(x)]dx\}^{-1}
=\displaystyle \frac{ $\beta$-1}{\{H($\alpha$_{1}; $\lambda$)+H($\alpha$_{2}; $\lambda$)-1\}( $\beta$-1)+ $\varphi$(-$\alpha$_{1}; $\lambda$)(1+$\alpha$_{1})\log(1+$\alpha$_{1})+ $\varphi$($\alpha$_{2}; $\lambda$)$\alpha$_{2}\log$\alpha$_{2}}.
ただし, H( $\alpha$; $\lambda$):=\displaystyle \int_{-\infty}^{ $\alpha$} $\varphi$(t; $\lambda$)dt とする.  $\lambda$<0 の場合も同様に定義できることに注意
する.
3.2 パラメータの決め方
前節で見てきたように,(5) で与えられる LPT‐SN 分布はskew normal 分布と対数パ
レート関数 (\log‐Pareto function) の混合分布の形になっている.つまり,密度関数 (5)
のコア (核) の部分は skew normal 分布 (SN(0,1; $\lambda$)) で,両裾に |x|(\log|x|)^{- $\beta$} ( $\beta$> 1)
に比例する関数をつなぎ合わせた形で表現される.また,対数パレート関数は t‐分布より
も裾が重いため super‐heavy tailed とよばれることもある.この密度関数に位置母数や
尺度母数を導入してパラメータ推定をする際に,(5) においてあらかじめ決めておかなけ
ればならないことが2つある :
\bullet skew normal 分布と裾の部分 ( \propto 国 (\log|x|)^{- $\beta$} ( $\beta$>1) ) の混合比.
\bullet パラメータ $\alpha$_{1},  $\alpha$_{2},\cdot $\beta$ をどのように決めるか.
これら3つのパラメータは次の手順により決めることができる.ただし,本稿では
skew‐normal 分布の歪み度合いを表す母数  $\lambda$ は既知とする.
1. 混合比  q (0<q< 1) を決め,以下を満たすような k (>0) を求める:
\displaystyle \int_{\{x:f(x)\geq k\}} $\phi$(x; $\lambda$)dx=q.
ただし,  $\phi$(x; $\lambda$)=2 $\phi$(x) $\Phi$( $\lambda$ x) である.
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図1  $\lambda$ = 3 のときのと \log‐Pareto tailed skew normal(LPT‐SN) 分布と skew
normal (\mathrm{S}\mathrm{N}) 分布の裾の挙動.
3. 正規化定数 C_{( $\lambda,\alpha$_{1},$\alpha$_{2}, $\beta$)}=1 を解くことにより  $\beta$ を求める.
例えば,  $\lambda$ = 3, q = 0.95 のときは $\alpha$_{1} \approx  0.41, $\alpha$_{2} \approx  2.08 が得られる.そして,
C_{( $\lambda,\alpha$_{1},$\alpha$_{2}, $\beta$)}=1 に  $\lambda$, $\alpha$_{1}, $\alpha$_{2} を代入して  $\beta$ について解くと  $\beta$\approx 4.57 が得られる.
3.3 数値実験
前節で構成した LPT‐SN 分布に位置母数  $\mu$(\in \mathbb{R}) と尺度母数  $\sigma$(>0) を導入して,外れ
値が存在する場合の (  $\mu$ )  $\sigma$) の推定を考える.考えるモデルは以下の通りである :
 f(x| $\phi,\ \alpha$_{1}, $\alpha$_{2},  $\beta$)
=C_{( $\phi,\alpha$_{1},$\alpha$_{2}, $\beta$)}\displaystyle \{ $\varphi$(\frac{x- $\mu$}{ $\sigma$}; $\phi$)1_{[-$\alpha$_{1},$\alpha$_{2}]} (\displaystyle \frac{x- $\mu$}{ $\sigma$})
+ $\varphi$(-$\alpha$_{1}; $\phi$)\displaystyle \frac{1+$\alpha$_{1}}{|1-((x- $\mu$)/ $\sigma$)|}(\frac{\log(1+$\alpha$_{1})}{\log|1-((x- $\mu$)/ $\sigma$)|})^{ $\beta$}1_{(-\infty,-$\alpha$_{1})}(\frac{x- $\mu$}{ $\sigma$})
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+ $\varphi$($\alpha$_{2}; $\phi$)\displaystyle \frac{$\alpha$_{2}}{|(x- $\mu$)/ $\sigma$|} (\displaystyle \frac{\log$\alpha$_{2}}{\log|(x- $\mu$)/ $\sigma$|})^{ $\beta$}1_{($\alpha$_{2},\infty)} (\displaystyle \frac{x- $\mu$}{ $\sigma$}) \}. (6)
ただし,  $\phi$=( $\mu$,  $\sigma$,  $\lambda$) とし,  $\mu$\in \mathbb{R},  $\sigma$>0 とする.
3.3.1 数値実験その1
比較のために以下の位置尺度母数をもつ3つのモデルを考える :
1. skew normal (\mathrm{S}\mathrm{N}) 分布 (non‐robust)
2. \log‐Pareto tailed skew‐normal (LPT‐SN) 分布 (whole robust)
3. 自由度  $\nu$=10 のskew‐t (\mathrm{S}\mathrm{t}) 分布 (partial robust)
位置母数  $\mu$ と尺度母数  $\sigma$ の最尤推定量 (MLE) \hat{ $\mu$}( $\omega$) , \hat{ $\sigma$}( $\omega$) の  $\omega$ を変化させたときの挙
動をみる.ただし,skew normal 分布の skew parameter  $\lambda$=3 と固定する. SN( $\mu$,  $\sigma$, 3)
を用いて  $\mu$ と  $\sigma$ の最尤推定量 (MLE) を求めたいが,skew normal 分布の MLE は陽に書
けないことが知られているため,数値的に求めた *1. 図2は数値実験の結果を表している







2. 0.90\times SN(0,1,3)+0.10\times N(0,6)
3. 0.95\times SN(0,1,3)+0.05\times N(8,1)
各モデルからそれぞれ n=30 の標本を生成し,このデータを用いて数値実験1で用い
た3つのモデルの  $\mu$ と  $\sigma$ のMLE の平均二乗誤差 (MSE) を25, 000回のモンテカルロシ
ミュレーションにより計算し比較を行った(表1,2). LPT‐SN を用いると,外れ値がない
場合には他のモデルと同様の結果を示し,外れ値が存在する場合には3つのモデルの中で
MSE が最小となることがわかる.特に,尺度母数の推定の場合に LPT‐SN に基づく推定
量が圧倒していることがよくわかる.
*1 なお,モーメント推定量は陽にかけることが知られている (Azzalini, 2014).
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MLE of mu as outlier increases from 0 to 100
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図2 3つのモデル (SN, LPT‐SN, 自由度10のSt) に対する,位置・尺度母数の MLE
\hat{ $\mu$}( $\omega$) , \hat{ $\sigma$}( $\omega$) の一つの外れ値  $\omega$ を大きくしていったときの挙動.
表1 MSE for MLE of  $\mu$(n=30)
4 おわりに
本稿では,対数正則変動関数に基づいた非対称な正規分布を構成し,数値実験を通して
位置尺度母数の MLE (あるいは MAP 推定量) が外れ値に関してロバストであることを示
した.対数正則変動関数を用いることにより,推定量がロバストになることはDesgag é
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