Classification of simple weight modules for the $N=2$ superconformal
  algebra by Liu, Dong et al.
ar
X
iv
:1
90
4.
08
57
8v
2 
 [m
ath
.R
T]
  2
6 M
ar 
20
20
CLASSIFICATION OF SIMPLE WEIGHT MODULES FOR THE
N = 2 SUPERCONFORMAL ALGEBRA
DONG LIU, YUFENG PEI, AND LIMENG XIA
Abstract. In this paper, we classify all simple weight modules with finite di-
mensional weight spaces over the N = 2 superconformal algebra.
Keywords: Virasoro algebra, superconformal algebra, cuspidal module
Mathematics Subject Classification (2000): 17B10, 17B65, 17B68, 17B70.
1. Introduction
The representation theory of the Virasoro algebra, which is the universal central
extension of the Witt algebra, plays a crucial role in many areas of mathematics and
physics. It is well-known that the classification of simple weight modules with finite
dimensional weight spaces over the Virasoro algebra, conjectured by V. Kac in [13],
was completed by Mathieu in 1992 (see [20], also see [15, 26]). Based on this result,
such modules for many Lie algebras related to the Virasoro algebra were classified
(see [27] for the Weyl algebra, [18, 28] for high rank Virasoro algebras, [19] for
the twisted Heisenberg-Virasoro algebra, [16] for the Schro¨dinger-Virasoro algebra,
etc.). Recently, Billig and Futorny extended Mathieu’s classification result to the
Lie algebra Wn of vector fields on an n-dimensional torus (see [3] and the references
therein). The classification theorem in [3] can be roughly stated as: every nontrivial
simple weight module with finite dimensional weight spaces for the Lie algebra Wn
is either a submodule of a tensor module or a module of highest weight type.
Superconformal algebras may be viewed as natural super-extensions of the Vira-
soro algebra and have been playing a fundamental role in string theory and conformal
field theory. In [14] Kac and van de Leur gave a mathematically rigorous definition
of a superconformal algebra as follows: (a) it is a Z-graded complex Lie superalge-
bra, (b) it is graded simple, (c) the dimensions of its graded spaces are uniformly
bounded. Furthermore, it contains the Virasoro algebra as a graded subalgebra.
The main examples of superconformal algebras are Cartan families of linearly com-
pact Lie superalgebras. In [13], Kac classified all physical superconformal algebras:
namely, the N = 0 (Virasoro), N = 1 (Neveu-Schwarz), N = 2, 3 and 4 supercon-
formal algebras, the superalgebra W (2) of all vector fields on the N = 2 supercircle,
and a new superalgebra CK(6).
1
2 DONG LIU, YUFENG PEI, AND LIMENG XIA
Representation theory for superconformal algebras has been the subject of in-
tensive study (see [7, 10, 14], etc.). It is an important and challenging problem
to give complete classifications of simple weight modules with finite dimensional
weight spaces for superconformal algebras. In [5], all simple unitary weight modules
with finite dimensional weight spaces over the N = 1 superconformal algebra were
classified, which includes highest and lowest weight modules. A complete classifica-
tion for the N = 1 superconformal algebra was given by Su in [25]. However, the
complicated computations in the proofs make it extremely difficult to follow. Such
modules (also named graded modules here) for superconformal algebras were also
studied in [22], where some cuspidal (also named uniformly bounded) modules were
constructed. The problem of classifying such simple modules over superconformal
algebras turns out to be more subtle.
It is well-known that the N = 2 superconformal algebras fall into four sectors:
the Ramond sector, the Neveu-Schwarz sector, the topological sector and the twisted
sector. The main theme of the present paper is to study simple weight modules
with finite dimensional weight spaces for the Ramond sector and the Neveu-Schwarz
sector of N = 2 superconformal algebras (see [9, 24]). Our methods in the whole
paper are suitable for both two sectors, so we just write them for the Ramond sector.
The main theorem can be stated as follows.
Theorem 1.1. (Main Theorem, see Theorem 5.2) Let V be a simple weight module
with finite dimensional weight spaces over the N = 2 Ramond algebra. Then V is a
highest weight module, a lowest weight module, or a cuspidal module of the length 1
or 2 (see (2.6) below).
In order to achieve the main theorem, we first consider the subalgebras q± =
span C{Lm, Hm, G
±
m, C | m ∈ Z} of the N = 2 Ramond algebra g (see Section 2.2 be-
low), which also includes the twisted Heisenberg-Virasoro algebra t = span C{Lm, Hm,
C | m ∈ Z} as a subalgebra. Based on the classification result about the twisted
Heisenberg-Virasoro algebra t in [19] and some facts of Grassmann algebras we clas-
sify all simple cuspidal q±-modules. With this classification (Proposition 3.4), we
can reduce the classification of simple cuspidal g-modules (uniformly bounded mod-
ules) to the combinations of the two pieces of simple q±-modules U± as the following
diagram (see Proposition 4.1 for details).
U+ //
∪
q−U+ //
OO
∪
· · · // (q−)nU+
OO
∪
(q+)nU− oo (q+)n−1U− oo · · · oo U−
By direct calculations we get a useful identityG−r1G
−
r2
G−r3G
+
s1
G+s2G
+
s3
U− = 0, ∀ri, si ∈
Z, i = 1, 2, 3 for the q±-modules U±, and then approach our main result for the
N = 2 Ramond algebra g.
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This paper is arranged as follows. In Section 2, we recall some notations and
collect known facts about the N = 2 Ramond algebras. In Section 3, we classify all
simple cuspidal modules for the subalgebra q± of the N = 2 Ramond algebra. With
this classification we do such researches for the N = 2 Ramond algebra in Section 4.
In Section 5, we determine all simple non-cuspidal weight modules over the N = 2
Ramond algebra which turns out to be highest (or lowest) weight modules, and then
get the main result of this paper.
Throughout this paper, we shall use C,Q, Z, Z∗, Z+ and N to denote the sets
of the complex numbers, the rational numbers, the integers, the non-zero integers,
the positive integers and the nonnegative integers, respectively. For convenience,
all algebras (vector spaces) are based on the field C, all modules considered in this
paper are nontrivial and all elements in superalgebras and modules are homogenous
unless specified. We always denote by U(L) the universal enveloping algebra of a
given Lie (super)algebra L, and denote by LnV := {x1x2 · · ·xn ·v | v ∈ V, xi ∈ L, i =
1, 2, · · ·n} for any positive integer n and L-module V . A nonzero v ∈ V is called a
trivial L-vector if Lv = 0.
2. Basics
In this section, we collect the definitions about the N = 1 and N = 2 super-
conformal algebras and some known facts for later use.
Let L be a Lie superalgebra. An L-module is a Z2-graded vector space V =
V0¯ ⊕ V1¯ together with a bilinear map, L× V → V , denoted (x, v) 7→ xv such that
x(yv)− (−1)|x||y|y(xv) = [x, y]v
for all x, y ∈ L, v ∈ V , and LσVτ ⊆ Vσ+τ for all σ, τ ∈ Z2. Thus there is a parity
change functor Π on the category of L-modules, which interchanges the Z2-grading
of a module.
2.1. The N = 2 Ramond algebra. By definition, the N = 2 Ramond algebra g is
a Lie superalgebra over C with a basis {Lm, Hm, G
±
m, C | m ∈ Z} and the following
relations:
[Lm, Ln] = (n−m)Ln+m +
1
12
(n3 − n)C,
[Hm, Hn] =
1
3
mδm+n,0C, [Lm, Hn] = nHm+n,
[Lm, G
±
p ] = (p−
m
2
)G±p+m, [Hm, G
±
p ] = ±G
±
m+p,
[G+p , G
−
q ] = −2Lp+q + (p− q)Hp+q +
1
3
(p2 −
1
4
)δp+q,0C,
[G±p , G
±
q ] = 0
for m,n, p, q ∈ Z.
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The Lie superalgebra g is Z-graded by (gi)0¯ = span C{Li, Hi} + δi,0CC and
(gi)1¯ = span C{G
+
i , G
−
i } for any i ∈ Z. Now we introduce some subalgebras of g as
follows:
t := g0¯ = span C{Ln, Hn, C | n ∈ Z}, (2.1)
which is called the twisted Heisenberg-Virasoro algebra (see [1, 17, 19], etc.).
q± := span C{Ln, Hn, G±n , C | n ∈ Z}, (2.2)
which play a key role in our studies, and will be mainly considered in Section 3.
The N = 1 Ramond algebra s can be realized as a subalgebra of g by Gm =
1√
2
(G+m +G
−
m). By definition, the N = 1 Ramond algebra
s := span C{Ln, Gn, C | n ∈ Z} (2.3)
with the following relations:
[Lm, Ln] = (n−m)Ln+m +
1
12
(n3 − n)C
[Lm, Gp] = (p−
m
2
)Gp+m,
[Gp, Gq] = −2Lp+q +
1
3
δp+q,0
(
p2 −
1
4
)
C
for m,n, p, q ∈ Z.
Clearly
Vir := s0¯ = span C{Ln, C | n ∈ Z} (2.4)
is just the Virasoro algebra.
Replaced {G±r , r ∈ Z} (resp. {Gr, r ∈ Z}) by {G
±
r , r ∈ Z +
1
2
} (resp. {Gr, r ∈
Z + 1
2
}), the superconformal alegbra is called the N = 2 Neveu-Schwarz algebra
(resp. the N = 1 Neveu-Schwarz algebra).
The N = 1 superconformal algebra (Ramond or Neveu-Schwarz) is also named
the super Virasoro algebra.
2.2. Quasi-finite modules. Set L := s or g. For any L-module V and λ ∈ C,
set Vλ :=
{
v ∈ V
∣∣ L0v = λv}, which is generally called the weight space of V
corresponding to the weight λ. An L-module V is called a weight module if V is
the sum of all its weight spaces.
For a weight module V = V0¯ + V1¯, we define
Supp(V ) :=
{
λ ∈ C
∣∣ Vλ 6= 0}. (2.5)
Obviously, if V is a weight L-module, then there exists λ ∈ C such that
Supp(V ) ⊂ λ + Z. So V =
∑
i∈Z Vi is Z-graded, where Vi = Vλ+i. A weight
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L-module V =
∑
Vi is called quasi-finite if all Vi are finite-dimensional. If, in
addition, there exists a positive integer p such that
dim (Vi)τ ≤ p, ∀i ∈ Z, ∀τ ∈ Z2, (2.6)
the module V is called cuspidal. In this case the minimal p in (2.6) is called the
length of V (in fact, it is just the length of composition series of the Vir-module
Vτ for τ = 0¯ or 1¯). A cuspidal module V of the length 1 is called a module of the
intermediate series.
An L-module V is called a highest (resp. lowest) weight module, if there exists
a nonzero v ∈ Vλ such that
1) V is generated by v as L-module with L0v = hv and Cv = cv for some
h, c ∈ C;
2) L+v = 0 (resp. L−v = 0), where L+ =
∑
i>0 Li, L− =
∑
i<0 Li (in the case
of the N = 2 Ramond algebra g, we also need that G+0 v = 0 and H0v = h
′v for
some h′ ∈ C).
Clearly highest or lowest weight modules are quasi-finite.
For the Virasoro algebra, the module of the intermediate series was given by as
follows (see [15]):
Aa, b =
∑
i∈Z
Cvi : Lmvi = (a+ i+ bm)vm+i, ∀i,m ∈ Z, (2.7)
where a, b ∈ C
It is well-known that Aa, b ∼= Aa+1, b for all a, b ∈ C, then we can always suppose
that a 6∈ Z or a = 0 in Aa, b. Moreover, the module Aa, b is simple if a /∈ Z or
b 6= 0, 1. In the opposite case the module contains two simple sub-quotients namely
the trivial module and C[t, t−1]/C. It is also clear that A0,0 has Cv0 as a submodule,
and its corresponding quotient is denoted by A′0,0. Dually, A0,1 has Cv0 as a quotient
module, and its corresponding submodule is isomorphic to A′0,0. For convenience,
we simply write A′a,b = Aa,b when Aa,b is simple.
All simple weight modules with finite dimensional weight spaces over the Vira-
soro algebra were mainly classified in [20].
Theorem 2.1. ([20]) Let V be a simple weight Vir-module with finite dimensional
weight spaces. Then V is a highest weight module, lowest weight module, or a module
of the intermediate series.
Based on this classification, all simple weight modules with finite dimensional
weight spaces over the twisted Heisenberg-Virasoro algebra t were also classified.
Theorem 2.2. [19] Let V be a simple weight t-module with finite dimensional weight
spaces. Then V is a highest weight module, a lowest weight module, or a module of
the intermediate series.
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Remark 2.3. The t-module of the intermediate series, denoted by Aa, b, c for some
a, b, c ∈ C, was given in [19] (also see [17]) as follows:
Aa, b, c =
∑
i∈Z
Cvi : Lmvi = (a+ i+ bm)vm+i, Hmvi = cvm+i, ∀i,m ∈ Z. (2.8)
Moreover, the module Aa, b, c is simple if a /∈ Z or b 6= 0, 1 or c 6= 0. For convenience,
we also use A′a,b,c to denote by the simple sub-quotient of Aa,b,c.
3. Cuspidal modules for the Lie sub-superalgebra q±
In order to achieve our main result, we shall do such researches for the subalge-
bra q±. Due to that q± are isomorphic each other, we just study q+ in this section,
and then short write q := q+, Qj := G
+
j for all j ∈ Z and q1¯ = span C{Qj | j ∈ Z}
the subalgebra of q.
First we introduce a result about the twisted Heisenberg-Virasoro algebra t.
Lemma 3.1. Let V =
∑
Vi be a cuspidal t-module including no any trivial t-vector.
There exists m ∈ Z+ such that for any nonzero v ∈ Vi, i ∈ Z
∗, simple t-module
V ′ ⊂ U(t)v satisfy
V ′ ⊂
∑
1≤k≤m
tkv. (3.1)
Proof. From representation theory of the Virasoro algebra, dim Vj = N for some
positive integer N holds for almost all j ∈ Z and C acts on V as zero (see [15, 21]).
Consider a composition series of t-submodules of U(t)v:
0 ⊂ V ′ = V (1) ⊂ V (2) ⊂ · · · ⊂ V (p) = U(t)v, (3.2)
where V (1), · · · , V (p) are t-submodules of V , 1 ≤ p ≤ N , and the quotient modules
W (j) = V (j)/V (j−1) =
∑
Cv¯
(j)
i are isomorphic to A
′
a,bj ,cj
for some a, bj , cj ∈ C by
Theorem 2.2.
Assume that v = a1v
(1)
i + · · ·+apv
(p)
i ∈ V
(p)
i := Vi∩V
(p) for some a1, · · · ap ∈ C.
Then we have
Ljv ≡ ap(a+ bpj + i)v
(p)
i+j (modV
(p−1)
i+j ), (3.3)
Hjv ≡ cpv
(p)
i+j (modV
(p−1)
i+j ) (3.4)
for any j ∈ Z.
Now we shall prove that there exists 0 6= u ∈ V
(p−1)
i+k for some k ∈ Z such that
u ∈
2∑
i=1
tiv (3.5)
case by case.
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Case 1. cp 6= 0. In this case, for any k, k
′ ∈ Z, X, Y ∈ {L,H}, there exists dk,k′ ∈ C
such that u = Xk′Yk−k′v − dk,k′Hkv ∈ V
(p−1)
i+k if Xk′Yk−k′v 6= 0 by (3.3) and (3.4). If
u is always zero, then
Xk′Yk−k′v = dk,k′Hkv, ∀X, Y ∈ {L,H}, k, k′ ∈ Z
for some dk,k′ ∈ C. Then span C{Hkv | k ∈ Z} becomes a t-submodule and p = 1.
So (3.5) holds.
Case 2. cp = 0. In this case, Hjv ∈ V
(p−1)
i+j for any j ∈ Z. So there exists
u = Hkv ∈ V
(p−1)
i+k such that 0 6= u ∈ tv by (3.4) if Hkv 6= 0 for some k ∈ Z. In this
case (3.5) also holds.
Case 3. Now we can suppose that Hjv = 0 for any j ∈ Z, then U(t)v = U(Vir)v.
Subcase 3.1. Ljv 6∈ V
(p−1)
i+j , ∀j ∈ Z. For any k
′ ∈ Z, there exists d ∈ C such that
u = Lk′Lk−k′v−dLkv ∈ V
(p−1)
i+k if Lk′Lk−k′v 6= 0 by (3.3). Similarly, if the u is always
zero, then span C{Lkv | k ∈ Z} becomes a Vir-submodule and then p = 1. So (3.5)
still holds.
Subcase 3.2. u = Lkv ∈ V
(p−1)
i+k for some k ∈ Z. In this case (3.5) holds if Lkv 6= 0.
Subcase 3.3. The only left case is that Lk0v = 0 for some k0 ∈ Z. In this case
Ljv 6∈ V
(p−1)
i+j for any j 6= k0 by (3.3). As in Subcase 3.1, for any k 6= k0, k
′ ∈ Z,
there exists dk,k′ ∈ C such that u = Lk′Lk−k′v − dk,k′Lkv ∈ V
(p−1)
i+k if Lk′Lk−k′v 6= 0.
Suppose that the above u is always zero, then
Lk′Lk−k′v = dk,k′Lkv
for some dk,k′ ∈ C if k 6= k0. Moreover, for any k 6= k0, k 6= 0, j 6= 0, (k −
2j)LkLk0−kv = [Lj , Lk−j]Lk0−kv = LjLk−jLk0−kv−Lk−jLjLk0−kv = dk−j,k0−kLjLk0−jv−
dk−j,jLkLk0−kv. So we have
LjLk0−jv =
(k − 2j) + dk−j,j
dk−j,k0−k
LkLk0−kv,
where dk−j,k0−k 6= 0 since Ljv 6∈ V
(p−1)
i+j for any j 6= k0. In this case
∑
j∈Z,j 6=k0 CLjv+
Cuk0 becomes a Vir-submodule, where uk0 = LkLk0−kv 6= 0 for some k ∈ Z
∗. Then
p = 1.
Now (3.5) holds in all cases. If k + i = 0, we can replace u by Lju or Hju for
some j 6= 0 and get that there exists 0 6= u ∈ V
(p−1)
i+k for some k ∈ Z with k + i 6= 0
such that
u ∈
3∑
i=1
tiv. (3.6)
Now by the induction we can find v
(1)
j ∈
∑
1≤k≤3p t
kv for some j ∈ Z and then
V ′ ⊂
∑
1≤k≤3p+2
tkv (3.7)
8 DONG LIU, YUFENG PEI, AND LIMENG XIA
since Lk−jv
(1)
j = (a+ b1(k − j) + j)v
(1)
k and Hk−jv
(1)
j = c1v
(1)
k for any k ∈ Z.
Set m = 3N + 2 ≥ 3p+ 2, the lemma follows. 
Remark 3.2. From the proof in Case 3, we see that the lemma also holds for the
Virasoro algebra.
Now we return to the subalgebra q. Set On := {0,±1,±2, · · · ,±n} for n ∈ Z+
in this section.
Lemma 3.3. Let V be a q-module. Suppose that there exist n,m ∈ Z+ and n > m
such that
Qr1Qr2 · · ·QrmV = 0 (3.8)
for all r1, r2, · · · rm ∈ On, then (3.8) holds for all r1, r2, · · · rm ∈ Z.
Proof. We shall use the induction on n and first prove that
Qr1 · · ·Qrm−1Qn+1V = 0
for all r1, r2, · · · , rm−1 ∈ On.
By action of Ln+1−rm on (3.8) (where r1 < r2 < · · · < rm) we get
Qr1Qr2 · · ·Qrm−1Qn+1V = 0 (3.9)
for all −n ≤ r1 < r2 < · · · < rm−1 ≤ n− 1. The left is to prove that
Qr1Qr2 · · ·Qrm−2QnQn+1V = 0
for all r1, r2, · · · rm−2 ∈ On.
By actions of L1 and H1 on (3.9) with rm−1 = n− 1, we get
((n−
3
2
)Qr1 · · ·Qrm−2QnQn+1 + (n+
1
2
)Qr1 · · ·Qrm−2Qn−1Qn+2)V = 0,(3.10)
(Qr1 · · ·Qrm−2QnQn+1 +Qr1 · · ·Qrm−2Qn−1Qn+2)V = 0. (3.11)
Combining with (3.10) and (3.11), we get
Qr1 · · ·Qrm−2QnQn+1V = 0 (3.12)
for all −n ≤ r1 < · · · < rm−2 ≤ n− 2.
In the same way, by the actions of L1 and H1 on (3.12) with rm−2 = n− 2, we
get
Qr1 · · ·Qrm−3Qn−1QnQn+1V = 0 (3.13)
for all −n ≤ r1 < r2 < · · · < rm−3 ≤ n− 3.
Repeating the above steps by setting rm−3 = n − 3, · · · , r1 = n − m + 1,
respectively, we can get Qr1Qr2 · · ·Qrm−1Qn+1V = 0 for all r1, r2, · · · rm−1 ∈ On.
Similarly we can get Q−n−1Qr2Qr3 · · ·QrmV = 0 for all r2, r3, · · · rm ∈ On. Then
(3.8) holds for all r1, r2, · · · rm ∈ On+1. The lemma follows by induction on n. 
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Proposition 3.4. Let V =
∑
Vi be a simple cuspidal q-module. Then V is a q-
module of the intermediate series: V =
∑
vi ∼= A
′
a,b,c for some a, b, c ∈ C with
Hjvi = cvi+j, QjV = 0 for all j ∈ Z.
Proof. Clearly dim Vi ≤ N for some positive integer N holds for almost i ∈ Z and
C acts on V as zero (see [15, 21]).
Now qi1¯V is q-submodule since q
i+1
1¯ V ⊂ q
i
1¯V for all i ∈ N. So q1¯V = V or
q1¯V = 0.
If there exists a trivial t-vector v ∈ V , then V = U(q1¯)v. Clearly V = Cv +∑
i≥1 q
i
1¯v. Moreover we have q
i
1¯v = {v ∈ V | H0v = iv} for any i ∈ Z+. It is easy
to see that q1¯v = 0. Otherwise ⊕i≥1qi1¯v is a proper q-submodule of V . So we can
suppose that V does not include any trivial t-vector.
Claim For any n ∈ Z+, there exists v ∈ Vi for some i ∈ Z
∗ such that Qrv = 0 for
all r ∈ On := {0,±1,±2, · · · ,±n}.
In fact, if Qrv 6= 0 for some r ∈ On, we may replace v by Qrv ∈ Vr+i. So this
claim holds for any n ∈ Z+.
Now we choose n≫ N for the v, n in Claim. Clearly tv 6= 0 (Otherwise, Cv is a
trivial p-module). By Theorem 2.2, we can choose a simple t-module V ′ =
∑
Cvi ∼=
A′a,b,c ⊂ U(t)v for some a, b, c ∈ C, and then V = U(q1¯)V
′.
By Lemma 3.1, there exists m ∈ Z+ with m < n such that
V ′ ⊂
∑
k≤m
tkv. (3.14)
Now for all r1, r2, · · · rm ∈ On, we have
Qr1Qr2 · · ·QrmV
′ ⊆
m⊕
j=1
xjQrjv = 0,
where the xj ’s are some elements in U(q).
So Qr1Qr2 · · ·QrmV = 0 for all r1, r2, · · · rm ∈ On since V = U(q1¯)V
′.
By Lemma 3.3, we get
qm1¯ V = 0. (3.15)
If q1¯V = V then q
m
1¯ V = V = 0. It gets a contradiction. So q1¯V = 0 and the
proposition follows from Theorem 2.2. 
4. cuspidal modules over the N = 2 Ramond algebra
In this section we shall classify all simple cuspidal modules for the N = 2
Ramond algebra g with Proposition 3.4 in Section 3.
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4.1. Classification of simple cuspidal modules.
Proposition 4.1. Let V be a simple cuspidal g-module. Then dim (Vi)τ ≤ 2 for
any i ∈ Z and τ ∈ Z2.
Proof. Clearly C acts on V as zero.
Now the subalgebras q± = span C{Lm, Hm, G±m, C | m ∈ Z} are all isomorphic to
the Lie superalgebra q in Section 3. The even part g0¯ is just the twisted Heisenberg-
Virasoro algebra t in Section 2.2.
By Proposition 3.4, we can choose a simple q+-module U+ =
∑
Cu+i of V such
that G+r U
+ = 0 for all r ∈ Z. In this case V = U(G−)U+, where G− = span C{G−r |
r ∈ Z} is the subalgebra of g.
Now we can suppose that G−U+ 6= 0 (otherwise V is a trivial g-module).
Set (G−)0U+ = U+ and (G−)i+1U+ = G−(G−)iU+ for all i ≥ 0. Then we have
G+(G−)i+1U+ ⊂ (G−)iU+. Moreover
V =
∑
i≥0
(G−)iU+. (4.1)
By Proposition 3.4 we can choose a simple q−-module U− of V such that U− =∑
Cu−j ∼= A
′
a,b,c with Lmu
−
j = (a+ bm+ j)u
−
m+i, Hmu
−
j = cu
−
m+j and G
−
mu
−
j = 0 for
all m, j ∈ Z, for some a, b, c ∈ C.
Suppose that
u−i ∈ (G
−)nU+ (4.2)
for some i ∈ Z and n ∈ Z+. By the actions of suitable Lm’s or Hm’s on (4.2) we get
U− ∈ (G−)nU+.
In this case,
V =
n∑
i=0
(G+)iU− =
n∑
j=0
(G−)jU+ (4.3)
and (G+)nU− ⊂ (G+)n(G−)nU+ ⊂ U+ (see the diagram below). Moreover (G+)nU− 6=
0 (in fact, if (G+)nU− = 0, replaced U+ by U− and repeated the above step, one
has (G−)nU+ = 0). By the irreducibility of U+ as t-module, we get
(G+)nU− = U+. (4.4)
So get the following diagram:
U+ //
∪
G−U+ //
OO
∪
· · · // (G−)n−1U+ //
OO
∪
(G−)nU+
OO
∪
(G+)nU− oo (G+)n−1U− oo · · · oo G+U− oo U−
Moreover from the diagram we see that (G−)nU+ = U− and (G−)iU+ =
(G+)n−iU− for all 0 ≤ i ≤ n.
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Now by Lemma 4.3 below we see that n ≤ 2 and get the proposition.
If the length n of V is 1, then V = U+ + U− and G−U+ = U− by (4.4).
If the length n of V is 2, then V = U+ +G−U+ + U− and G−U+ = G+U− by
(4.4). 
Now we shall prove Lemma 4.3 by direct calculations.
For convenience, set Kr,s = [G
+
r , G
−
s ] = −2Lr+s+(r−s)Hr+s, then we have the
following equalities:
Kr,su
−
i = (−2(a+ b(r + s) + i) + (r − s)c)u
−
r+s+i, (4.5)
[Kr,s, G
+
t ] = 2(r − t)G
+
r+s+t. (4.6)
Lemma 4.2. For any r1, r2, s1, s2 ∈ Z,
G−r1G
−
r2
G+s1G
+
s2
u−i = d(s2 − s1)(r1 − r2)u
−
i+r+s+s1+s2
, (4.7)
where d = (2b+ c)(2 + c− 2b).
Proof. By (4.5) and (4.6) we have
G−r1G
−
r2
G+s1G
+
s2
u−i
= G−r1Ks1,r2G
+
s2
u−i −G
−
r1
G+s1G
−
r2
G+s2u
−
i
= G−r1G
+
s2
Ks1,r2u
−
i + 2(s1 − s2)G
−
r1
G+s2+s1+r2u
−
i −G
−
r1
G+s1Ks2,r2u
−
i
= Ks2,r1Ks1,r2u
−
i −Ks1,r1Ks2,r2u
−
i + 2(s1 − s2)Ks1+s2+r2,r1u
−
i
= (−2(a + b(s1 + r2) + i) + (s1 − r2)c)(−2(a + b(s2 + r1) + i+ s1 + r2) + (s2 − r1)c)u
−
− (−2(a + b(s2 + r2) + i) + (s2 − r2)c)(−2(a + b(s1 + r1) + i+ s2 + r2) + (s1 − r1)c)u
−
+ 2(s1 − s2)(−2(a+ b(r1 + r2 + s2 + s2) + i) + (s1 + s2 + r2 − r1)c)u
−
= (2 + c− 2b)(2b+ c)(s2 − s1)(r1 − r2)u
−,
where u− = u−i+r1+r2+s1+s2. The lemma is obtained. 
Now we shall get a key identity for our proofs by Lemma 4.2.
Lemma 4.3. For any r1, r2, r3, s1, s2, s3 ∈ Z,
G−r1G
−
r2
G−r3G
+
s1
G+s2G
+
s3
U− = 0. (4.8)
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Proof.
G−r1G
−
r2
G−r3G
+
s1
G+s2G
+
s3
u−i
= G−r1G
−
r2
Ks1,r3G
+
s2
G+s3u
−
i −G
−
r1
G−r2G
+
s1
G−r3G
+
s2
G+s3u
−
i
= 2(s1 − s2)G
−
r1
G−r2G
+
s1+s2+r3G
+
s3
u−i + 2(s1 − s3)G
−
r1
G−r2G
+
s2
G+s1+s3+r3u
−
i
+ G−r1G
−
r2
G+s2G
+
s3
Ks1,r3u
−
i −G
−
r1
G−r2G
+
s1
Ks2,r3G
+
s3
u−i +G
−
r1
G−r2G
+
s1
G+s2G
−
r3
G+s3u
−
i
= 2(s1 − s2)G
−
r1
G−r2G
+
s1+s2+r3
G+s3u
−
i + 2(s1 − s3)G
−
r1
G−r2G
+
s2
G+s1+s3+r3u
−
i
+ G−r1G
−
r2
G+s2G
+
s3
Ks1,r3u
−
i − 2(s2 − s3)G
−
r1
G−r2G
+
s1
G+s3+s2+r3u
−
i
− G−r1G
−
r2
G+s1G
+
s3
Ks2,r3u
−
i +G
−
r1
G−r2G
+
s1
G+s2Ks3,r3u
−
i
= 2d(s1 − s2)(r1 − r2)(s3 − s1 − s2 − r3)u
− + 2d(s1 − s3)(r1 − r2)(s1 + s3 + r3 − s2)u−
− d(2a+ (2b− c)s1 + (2b+ c)r3 + 2i)(r1 − r2)(s3 − s2)u
−
− 2d(s2 − s3)(r1 − r2)(s2 + s3 + r3 − s1)u
−
+ d(2a+ (2b− c)s2 + (2b+ c)r3 + 2i)(r1 − r2)(s3 − s1)u
−
− d(2a+ (2b− c)s3 + (2b+ c)r3 + 2i)(r1 − r2)(s2 − s1)u
− = 0
for any i ∈ Z, where u− = u−i+r1+r2+r3+s1+s2+s3. The lemma is obtained. 
4.2. Simple cuspidal module structure. In this subsection we shall determine
the precise module structure of the simple cuspidal modules classified in Section 4.1.
Proposition 4.4. Any simple module of the intermediate series is isomorphic to
the simple sub-quotient of Ra,b (up to parity-change) for some a, b ∈ C, where V =
Ra,b :=
∑
Cv+i +
∑
Cv−i with
Lmv
+
i = (a + i+ bm)v
+
m+i, Lmv
−
i = (a+ i+ (b−
1
2
)m)v−m+i,
Hmv
+
i = (2− 2b)v
+
m+i, Hmv
−
i = (1− 2b)v
−
m+i,
G−mv
+
i = v
−
m+i, G
+
mv
−
i = −(2a + (4b− 2)m+ 2i)v
+
m+i
for all m, i ∈ Z.
Proof. In this case V = U+ + U− and G−U+ = U− by Proposition 4.1, where U±
are simple t-modules.
Set that U+ =
∑
Cv+i
∼= A′a,b,c for some a, b, c ∈ C. Due to G
−U+ = U− we can
suppose that U− =
∑
Cv−i ∼= A
′
a,b−,c−
for some b−, c− ∈ C and G−r v
+
i = g(r, i)v
−
r+i
for almost all 0 6= g(r, i) ∈ C. By [Lm, G
−
n ]v
+
i = (n−
m
2
)G−m+nv
+
i and [Hm, G
−
n ]v
+
i =
−G−m+nv
+
i we have
(a + b−m+ n+ i)g(n, i)−(a+ bm+ i)g(n,m+ i)=(n−
m
2
)g(m+ n, i), (4.9)
c−g(n, i)− cg(n,m+ i) = −g(m+ n, i), ∀m,n, i ∈ Z. (4.10)
Setting m = 0 in (4.10) we get c− = c− 1.
Case 1. c = 0.
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In fact if c = 0, then c− = −1. By (4.10) we get g(n, i) = g(i) for some g(i) ∈ C
for all n, i ∈ Z.
For any n, i ∈ Z, we can suppose that G+n v
−
i = h(n, i)v
+
n+i for some h(n, i). By
[Hm, G
+
n ]v
−
i = G
+
m+nv
−
i , we get h(n, i) = h(n+ i) for some h(n) ∈ C for all n, i ∈ Z.
By [G+n , G
−
m]v
−
i = −2Lm+nv
+
i + (n − m)Hm+nv
−
i , we get h(n + i)g(n + i) =
−2(a+ b−(m+ n) + i)− (n−m) for any m,n, i ∈ Z. So b− = 1
2
.
Similarly, by [G+n , G
−
m]v
+
i = −2Lm+nv
+
i + (n−m)Hm+nv
+
i , we get b = 1.
Then g(n, i) = g(0, 0) for all n, i ∈ Z follows by (4.9).
Case 2. c = 1.
It is similar to prove that g(n, i) = g(0, 0) for all n, i ∈ Z as in Case 1.
Case 3. c 6= 0, 1.
Setting i = 0 in (4.10) we get
g(n,m) =
c− 1
c
g(n, 0) +
1
c
g(m+ n, 0), ∀m,n ∈ Z. (4.11)
Substituting (4.11) into (4.10) we get
g(m+ n+ i, 0) = g(n+ i, 0) + g(n+m, 0)− g(n, 0), ∀n,m, i ∈ Z. (4.12)
By (4.12) we get g(m, 0) = g(0, 0) and then g(m,n) = g(0, 0) for all m,n ∈ Z
by (4.10) again.
So in all case we have g(m,n) = g(0, 0) for all m,n ∈ Z. Moreover b− = b− 1
2
follows by (4.9).
Now we can get the precise module structure on V = Ra,b :=
∑
Cv+i +
∑
Cv−i
as follows (up to parity-change) by some easy calculations:
Lmv
+
i = (a+ i+ bm)v
+
m+i, Lmv
−
i = (a+ i+ (b−
1
2
)m)v−m+i,
Hmv
+
i = (2− 2b)v
+
m+i, Hmv
−
i = (1− 2b)v
−
m+i,
G−mv
+
i = v
−
m+i, G
+
mv
−
i = −(2a+ (4b− 2)m+ 2i)v
+
m+i
for all m, i ∈ Z. 
Remark 4.5. Ra,b is not simple if and only if a = 0, b = 1 or a = 0, b =
1
2
. All
indecomposable modules of the length 1 were given in [8].
Proposition 4.6. Any simple module of the length 2 is isomorphic to Ra,b,c (up to
parity-change) for some a, b, c ∈ C and 2b ± c 6= 2, where Ra,b,c := (U + U
+−) ⊕
14 DONG LIU, YUFENG PEI, AND LIMENG XIA
(U+ + U−) with
Lmvi = (a + i+ bm)vm+i, Lmv
±
k = (a+ k + (b−
1
2
)m)v±m+k, (4.13)
Hmvi = cvm+i, Hmv
±
k = (c± 1)v
±
m+k, (4.14)
G±r vi = v
±
r+i, G
±
r v
±
i = 0 (4.15)
Lmv
+−
i = (a+ i+ (b− 1)m)v
+−
m+i +
1
2
(2b− c− 2)m2vi+m, (4.16)
Hmv
+−
i = cv
+−
m+i −m(2b− c− 2)vm+i, (4.17)
G+r v
−
k = v
+−
k+r + (c+ 2− 2b)rvk+r, (4.18)
G−r v
+
k = −v
+−
r+k −
(
2a+ 2k + (2b+ c)r
)
vk+r, (4.19)
G−r v
+−
i = −(2a+ 2i+ (2b+ c− 2)r)v
−
r+i,
G+r v
+−
i = (2b− c− 2)rv
+
r+i, ∀m, r, i ∈ Z.
Proof. In this case n = 2, V = U++G−U++U− and G−U+ = G+U− by Proposition
4.1.
First we can choose a simple t-module U =
∑
Cvi ∼= A
′
a,b,c of G
−U+ for some
a, b, c ∈ C. Due to U± = G±U are all simple t-modules, we can get U± =
∑
Cv±i ∼=
A′
a,b− 1
2
,c±1 as in Case 1. So we can obtain (4.13), (4.14), (4.15) and the coefficients
of v+−m+i in (4.16) and (4.17).
Now the quotient module G−U+/U =
∑
Cv¯+−i (or G
+U−/U) is also a simple
t-module, and ismorphic to A′a,b−1,c as in Case 1. So we can suppose that
G+r v
−
k = v
+−
r+k + g(r, k)vr+k
for some g(r, k) ∈ C and for any r, k ∈ Z. Moreover, replaced v+−k + g(0, k)vk by
v+−k one has G
+
0 v
−
k = v
+−
k . It is
g(0, k) = 0, ∀r, k ∈ Z. (4.20)
By the action G−s on G
+
r vi = v
+
r+i for any r, s, i ∈ Z, we can get
G−r v
+
k = −v
+−
r+k + h(r, k)vk+r
for some h(r, k) ∈ C.
By [G+r , G
−
r ]vk = −2L2rvk, one has
g(r, k) + h(r, k) = −2(a + (2b− 1)r + k), ∀r, k ∈ Z. (4.21)
By [Hm, G
−
r ]v
+
k = −G
−
m+rv
+
k and [Hm, G
+
r ]v
−
k = G
+
m+rv
−
k , one has
−f1(m, r + k) + ch(r, k)− (c + 1)h(r,m+ k) = −h(m+ r, k). (4.22)
f1(m, r + k) + cg(r, k)− (c− 1)g(r,m+ k) = g(m+ r, k). (4.23)
Combining with (4.21),(4.22) and (4.23) we get
g(m+ r, k)− g(r,m+ k) = (c+ 2− 2b)m. (4.24)
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Setting r = 0 and using (4.20) and (4.21), we get
g(m, k) = (c+ 2− 2b)m, h(m, k) = −(2a+ 2k + (2b+ c)m), ∀m, k ∈ Z. (4.25)
So (4.18) and (4.19) hold.
By actions of Lm, Hm, G
±
r on (4.18), we can easily get the left relations in the
proposition. Moreover Ra,b,c is simple if and only if 2b± c 6= 2. 
Remark 4.7. If 2b− c = 2, then V = span C{v
−
i , v
+−
i | i ∈ Z} is a simple module of
the intermediate series, which is just isomorphic to the module Ra,b listed in Case
1 (up to parity-change).
If 2b+ c = 2, then V = span C{v
+
i , v
+−
i + 2(a+ i)vi | i ∈ Z} is a simple module
of the intermediate series, which is also isomorphic to Ra,b (up to parity-change).
If 2b− c = 2b+ c = 2 (b = 1, c = 0) and a = 0, 1
2
, then V is a trivial module.
So we can use R′a,b,c to denote by the simple sub-quotient of Ra,b,c in all cases
(including the module Ra,b in the case of n = 1).
Ra,b,c is just corresponding to the finite conformal module given in [6].
5. Quasi-finite modules over the N = 2 Ramond algebra
In this section we mainly determine simple quasi-finite modules without highest
or lowest weight over the N = 2 Ramond algebra g, and then get the main theorem.
Theorem 5.1. Let V be a simple weight module with finite dimensional weight
spaces over g. If V is not a highest and lowest module, then V is cuspidal.
Proof. Suppose that V =
∑
k∈Z Vk is an simple quasi-finite g-module without highest
and lowest weights. We shall prove that for any n ∈ Z∗, k ∈ Z,
Ln|Vk ⊕ Ln+1|Vk ⊕Hn|Vk ⊕G
+
n |Vk ⊕G
−
n |Vk : Vk → Vk+n ⊕ Vk+n ⊕ Vk+n+1 (5.1)
is injective. In particular, by taking n = −k, we obtain that dim Vk is cuspidal.
In fact, suppose there exists some v0 ∈ Vk such that
Lnv0 = Ln+1v0 = G
±
n v0 = Hnv0 = 0. (5.2)
Without loss of generality, we can suppose n > 0. Note that when ℓ≫ 0, we have
ℓ = n1n+ n2(n+ 1)
for some n1, n2 ∈ N. From this and the relations in the definition, one can easily
deduce that Lℓ, G
±
ℓ , Hℓ can be generated by Ln, Ln+1, G
±
n , Hn. Therefore there exists
some N0 > 0 such that
Lℓv0 = G
±
ℓ v0 = Hℓv0 = 0, ∀ℓ ≥ N0.
This means
g[N0,+∞)v0 = 0, (5.3)
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where g[N0,+∞) = ⊕l≥N0gl.
Clearly V = U(g)v0 and Vk = U(g)0v0. For any v ∈ Vk, there exists u ∈ U(g)0
such that v = uv0. Suppose that
u =
∑
a−i1,...,−im,im+1,··· ,inX−i1 · · ·Y−imZim+1 · · ·Win ,
where X, · · · , Y, Z · · · ,W ∈ {L,H,G±}, i1, · · · , in > 0. Define the negative degree
n(v) := max{i1 + · · ·+ im | a−i1,...,−im,im+1,··· ,in 6= 0}.
It is rational since the sum is finite. Choose a basis {v1, v2, · · · , vdk} of the finite
dimensional space Vk, and set nk := max{n(vi) | 1 ≤ i ≤ dk}. Then we have
g[N,+∞)Vk = 0, where N = N0 + nk. (5.4)
Clearly g+ is generated by S := {L1, H1, G
+
1 , G
−
1 }.
For any i ≥ 1, set Uk+1 = SVk =
∑
x∈S xVk ⊂ Vk+1. If Uk+1 = 0, then there
exists a nonzero element v ∈ Uk such that Sv = 0 and then g+v = 0. So v is a
highest weight vector, and V is a highest weight module.
Now we can suppose that Uk+1 6= 0. For any l ≥ N , we have glUk+1 =∑
x∈S[gl, x]Vk +
∑
x∈S xglVk ⊂ gl+1Vk + SglVk = 0.
Then we get
g[N,+∞)Uk+1 = 0. (5.5)
Repeat the above step, we get Uk+i+1 = SUk+i for any i ≥ 0, and
g[N,+∞)Uk+i = 0, ∀i ≥ 0. (5.6)
For any 1 ≤ j < N , z ∈ gN−j, there exists y ∈ gN such that z = [y, L−j]. Then
zUk+j = [y, L−j]Uk+j = yL−jUk+j − L−jyUk+j ⊂ yVk − L−jyUk+j = 0.
So
g[N−j,+∞)Uk+j = 0, ∀1 ≤ j < N. (5.7)
Then g+Uk+N = 0 for some Uk+N 6= 0.
Since the finite-dimensional subalgebra a := span C{L0, H0, C} is commutative,
there exists a common eigenvector w of a in Uk+N . Replaced w by G
+
0 w if G
+
0 w 6= 0,
w becomes a highest weight vector of g. This contradicts the assumption of the
theorem. 
Now we get the main result of this paper by combining with Theorem 5.1 and
Proposition 4.1 .
Theorem 5.2. (Main Theorem) Let V be a simple weight g-module with finite
dimensional weight spaces. Then V is a highest weight module, a lowest weight
module, or R′a,b,c for some a, b, c ∈ C (up to parity-change).
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