In this work we address the problem of planning a temporary storage area in a shampoo production system. Here, the production process consists of three successive steps: the making, the temporary storage and the packing. This temporary storage area consists of parallel temporary storage units with distinct capacities. The storage operation of a job, also called a batch, has to answer time restrictions such as release dates, due dates, family dependent setup times and time lags, and also a space constraint which is the capacity of the temporary storage unit. The goal is to schedule the batches on the storage units in order to minimize the total setup times and the maximum lateness. First, we model the problem on a single storage unit a two-machine flowshop with a limited buffer capacity. Next we provide three heuristics: a greedy algorithm, a hybrid heuristic based on Ant Colony Optimization and Simulated Annealing and finally a dedicated heuristic. The latter strongly exploits the structural properties shown in this paper. We provide experimental results of the evaluation on wide range instances of these heuristics. The results highlight the efficiency of the dedicated heuristic by comparison to the two others.
INTRODUCTION
We address a scheduling problem occurring in the industry of capillary products production. The overall production system consists of three services: the making, the temporary storage and the packing services. The production process is lead by the packing service in which production targets are fixed on the planning horizon according to known deterministic market needs. The planning of the packing service is done under the assumption of enough making and storage capacities. The making service is in charge of producing the products that will later on be packed in bottles by the packing service. The storage service is the interface between making and packing: whenever a product is produced, it is delivered to the storage service before being sent for packing.
Everyday, the packing service, which gathers several packing lines, plans the production for the next 24 hours for each packing line. After that, it transmits planning of orders to be produced (also called batches), one for each packing line, to the making service. Several making units compose the making service and have to produce and transfer the batches to the storage facility. A batch within a storage tank is supplied to the intended packing line according to its planning. A batch is a fixed and indivisible amount (12 tons) of the same kind of shampoo product (also called a family). Here, indivisible means that each batch has to be entirely stored in one tank and entirely packed by one packing line. The storage facility contains many tanks with different capacities (12, 20 or 24 tons) and each tank is directly connected to a subset of packing lines. This implies that a batch can only be stored by a given set of tanks depending on the packing line on which it will be processed.
In this communication, we focus on the scheduling problem arising at the storage service. There are several families of shampoo and each family has its own chemical and physical characteristics. Thus, even if the tank capacity is sufficient, two batches from different shampoo families cannot be stored in it at once. So, in a case when the next batch to be stored belongs to a different shampoo family than the batch previously stored, the tank will have to be cleaned before the arrival of the new batch. In this temporary storage scheduling problem the goal is to minimize the number of tank cleanings and the maximum lateness of batches. The lateness is defined on the basis of due dates which correspond to the dates at which packing lines are planned to start the packing of the batches of shampoo.
In this work, we first provide a model of a tank as a two machine flowshop with a limited buffer capacity, which is later on used to establish properties of the problem. Next, we consider the special case where no lateness is allowed and provide solution algorithms. Under this assumption, the problem can be seen as a special case of the fixed interval scheduling problem which complexity depends on the capacities of the tanks. We proved in a previous work (Belaid et al [2010] ) that it is polynomial when the capacity is strictly less than two batches but the problem remains open for greater capacities.
The problem of scheduling storage tanks is at the crossroad of three kinds of scheduling problems: scheduling problems with limited buffer capacities, scheduling problems with setup times or costs (see Allahverdi et al [2008] for a survey) and fixed interval scheduling (see Kovalyov et al [2007] and Kolen et al [2007] for a presentation of the basic problems and results). Regarding scheduling with limited buffer capacities, we were more interested on complexity issues for flowshop problems. Papadimitriou and Kanellakis [1980] have shown that the decision problem of the 2-machine flowshop problem with makespan is NPcomplete. Gupta [1986] has shown that flowshop problems with sequence dependent setup times or costs are NP-Hard whatever the number of machines, the criteria or the buffer capacity. But no complexity results are known about the particular problem addressed in this paper.
The remainder is organized as follows. Section 2 presents the problem statement. Solution algorithms to solve this problem are outlined in section 3, whilst section 4 is devoted to the computational evaluation of these algorithms. Finally, some conclusions are given in section 5.
PROBLEM STATEMENT AND PROPERTIES
Consider the problem in which n batches have to be scheduled on L tanks. Each batch i is defined by a loading operation o i,1 into a tank and an emptying operation o i,2 which consists in transferring the batch from a tank to a packing line. A batch corresponds to a quantity of 12 tons of the same family of shampoo product (i.e. the same chemical formula): in brief, we say that to each batch is associated a family and that a family can be associated to several batches on the planning horizon.
Each operation o i,1 , i = 1..n, requires a constant processing time p 1 whilst each operation o i,2 , i = 1..n, requires its own processing time p i,2 (since it is related to the packing operation characteristics). Each batch i is assumed to have a release date r i for its operation o i,2 which corresponds to the date at which the packing service planned to pack the batch into shampoo bottles. A due date d i is also defined for each batch i, with d i = r i + p i,2 . Therefore, ideally, the emptying operation of a batch i should start at time r i and be completed at time d i , but it can also be late. Each tank can be modeled as a particular 2-machine flowshop problem with a limited buffer capacity: the first machine processes the loading operations, the second machine processes the emptying operations, and the buffer is requested between these two operations.
The buffer capacity of a tank is denoted by b (whenever there is no ambiguity we omit the index ) and it is equal to the quantity of product that a tank can store. Dealing with tank capacities in terms of quantities, instead of in number of batches, enables more flexibility when modeling the continuous emptying operations. We have b ∈ {12t, 20t, 24}, = 1..L, and a batch corresponds to a quantity of 12 tons of product. Note that a loading operation can start only if there is a free capacity of 12 tons in the corresponding tank.
The aim of the scheduling problem is to assign a tank to each batch i and to compute the starting time t i,1 (resp. t i,2 ) of its loading (resp. emptying) operation. Beside, let us denote by C i the completion time of operation o i,2 of batch i, and by L i , L i = C i − d i , the lateness. According to the industrial problem, additional constraints have to be answered and are listed below. The preemption is not allowed, and there is a minimal time lag q i > 0 between the starting times t i,1 and t i,2 for each batch. Notice that a tank can load and empty at the same time and thus that the two operations o i,1 and o i,2 can overlap if q i < p 1 . This time lag corresponds to the time required to load into the tank a minimal quantity of a product before enabling the packing line to start processing. Sometimes, it also corresponds to the time required to make the foam of the product disappear before the corresponding batch can be used again by the packing line. A second minimal time lag, denoted by δ, has to be answered between two batches i and j if they are planned on two different packing lines x, y and scheduled consecutively on the same tank. This constraint is imposed by the packing service to ensure that if the packing line x is late then packing line y does not suffer lateness too.
A cleaning operation between two batches is modeled by a family dependent setup noted S f which is constant and anticipatory. These setups block the two machines and the buffer when they are performed, in order to model the unavailability of the tank. One important particularity, for any given tank , relies on the temporal sequencing of the batches assigned to it, i.e. on the calculations of the starting times of the loading operations. This calculation depends on the values of the buffer capacity, on the families of the batches, on and their intended packing lines.
The different properties for calculating the starting times are called the Structural properties. Let i, j, and k be three batches consecutively stored on tank . Table 1 presents a summary of structural properties related to the starting times of of batches. The value ∆ j,2 in the third scenario
Considered cases
Starting times family of j = family of k b ∈ {12t, 20t, 24t}
and, corresponds to the time needed to have a free capacity of 12t in the tank whose capacity is 20t. emptying operation of batch 1 as specified in the third property of Table 1 . Batch 2 and 3 have different families, so a setup time S f has to be awaited before the start of the loading operation of batch 3 as specified by the first rule of Table 1 . As we can see on Figure 1 , the setup S f blocks both the machines and the buffer. Batch 3 completes its processing after its due date, with a lateness L 3 = C 3 − d 3 .
Fig. 1. Example of a schedule on a tank
This scheduling problem is a bicriteria scheduling problem since we aim at minimizing the number of setups, denoted by S, and the maximum lateness of batches, defined by L max = max 1≤i≤n (L i ). As usual in the multicriteria theory (T'kindt and Billaut [2006] ) we are looking for Pareto optima for criteria S and L max : schedule s is a Pareto optimum if f there does not exist another schedule s such that S(s ) ≤ S(s) and L max (s ) ≤ L max (s) with at least one strict inequality. The comparison of such solution is achieved by means of the so-called -constraint approach that we apply in the following way: criterion S is minimized under the constraint L max ≤ , with a given threshold.
We now rapidly recall to the complexity results presented in Belaid et al [2010] . First, we consider the sub-problem with a single tank, i.e. L=1. According to the notation of multicriteria scheduling problems introduced by T'kindt and Billaut [2006] , this sub-problem can be referred to as F 2|S f =S, p i,1 =p, r i , q i , δ, b| ( S/L max ) and is NP-Hard. The NP-Hardness of this sub-problem with a single tank implies that the general problem with L tanks, referred to as P L is also NP-Hard.
We also consider the on-time sub-problem where lateness is not allowed: more precisely the packing service imposes that L max =0. Here, all emptying operations o i,2 , i=1..n, are fixed intervals (Kovalyov et al [2007] , Kolen et al [2007] ) and have to start exactly at time r i and finish at C i =r i + p i,2 . Thus, we have to determine an assignment of batches on tanks and to fix the starting time on the loading machines in order to minimize, only, the number of setups. We also assume, for the on-time sub-problem, that there are enough tanks to schedule all batches and denote this problem by P L 0 . For the complexity, we distinguish between two cases according to the tank capacities b .
case 1: b ∈ {12t, 20t}; ∀ =1..L; can be solved by solving an assignment problem in O( (n + L) 3 ) time. case 2: ∃ =1..n : b =24t; can be modeled as a three-index assignment problem which is NP-Hard (Burkard et al [2009] ) but its complexity remains an open question, despite our effort.
SOLUTION ALGORITHMS
We present in this section the solution algorithms developed to tackle the particular case of P L 0 when the tank capacities are equal to 24 tons. Herein, the emptying operation of a batch i is a fixed interval and must start at t i,2 = r i and its completion time is: C i = r i + p i,2 . A summary of the definitions of the starting times are presented in Table 2 .
Considered case starting times family of j = family of k Otherwise, the batch is assigned to the first available tank that will inevitably be cleaned given the families of the X next batches in the list L i . Here, X is the number of available tanks for the considered batch. So, an anticipation is made on the X next batches: the selected tank is the one that will be cleaned if the lastly assigned batch is of a family that does not appear in the next X batches in the list L i .
If the two above situations do not occur, then the current batch is assigned to the first available tank. If no tank is available, the batch is added to a list of unscheduled batches L late , sorted by increasing value of release dates r i . The calculated solution is repaired, if it is infeasible (i.e: L late = ∅), by the repairing method described in Section 3.4. If the repairing method successes and returns a feasible solution (i.e: L late = ∅), the local search is applied on it.
Second solution algorithm: H SACO
The second proposed solution algorithm is based on an Ant Colony Optimization (ACO) approach which uses features of the Simulated Annealing search as initially proposed by T'kindt et al [2002] and which gave very good results on a 2-machine flowshop scheduling problem. Ant Colony Optimization is a nature-inspired metaheuristic based on the behavior of real ants when searching for food. As in classical ACO heuristics (see Dorigo and Stutzle [2004] for a comprehensive survey of this metaheuristic), ants try to build solutions, at every iteration, with a constructive procedure and communicate by means of a shared memory called the pheromone matrix and noted τ . We, hereafter, provide details about our implementation of the ACO heuristic.
The pheromone matrix models the batches precedences, i.e. an element τ i,j , τ i,j ∈ [τ min , τ max ], is the probability of having batch j as a successor of a batch i on the same tank in a good solution. The pheromone matrix is a sparse matrix since some batches overlap and therefore will never be assigned to the same tank. At each iteration of the solution process, each ant builds a solution in a greedy way by exploiting the pheromone matrix. In a basic ACO heuristic, the procedure followed by an ant is done iteratively: at each step the choice of a batch to be scheduled on a tank is achieved using either the intensification mode or the diversification mode. In the intensification mode, an ant chooses among all the batches j which can be assigned to a tank , the batch with the highest value of τ i,j with i the batch lastly scheduled on tank . In the diversification mode, the choice of the assigned batch is made using a classic wheel process.
The choice of a mode is usually done according to a fixed transition probability σ: the lower σ is and the less likely the intensification mode will be selected. In our SACO heuristic we change this basic selection mechanism taking advantage of the main feature of the Simulated Annealing heuristic: namely the varying temperature process. Here in an ACO heuristic it is implemented by making the transition probability σ evolving along the iterations, in such a way that at the beginning of the solution process the ants use more often the diversification mode. The intensification mode is more used at the end of the process. In the current implementation of the SACO heuristic we have tested four variation functions for σ:
; f 4 (iter)=0.6 with iter the current iteration number, and IT ER M AX the maximum iteration number.
For each iteration of the SACO heuristic, if no feasible solution is built yet, we apply a best fit repairing method on ρ% of the best incomplete solutions: we try to insert each unassigned batch into the best available tank. Here, the best available tank is defined as the available one which minimizes the setup costs induced by the insertion. The succes of this repairing method enables us to exploit the results of all the iterations and thus to improve the convergence rate of the algorithm. At the end of each iteration, the 2 − opt neighborhood local search used in H GREE is applied on the best solution built by the ants. Finally, the pheromone matrix is updated with the classic evaporation and enforcement processes of ACO heuristics before the next iteration. The SACO heuristic stops after a given number of iterations has been reached, this number being determined by computational experiments.
Third solution algorithm: H ASSI
The third proposed algorithm is based on constraint relaxation. The main idea of this solution algorithm is to relax the second property of Table 2 in order to obtain a binary order relation on the batch intervals and then to solve the relaxed problem as an assignment problem as for the case where b ∈ {12t, 20t}; ∀ = 1..L. The relaxed property considers only two batches j, k, planed to the same packing line (i,e: δ = 0) and is defined as follows:
The solution of this relaxed problem may contain infeasible assignments: some batches, called infeasible batches, are assigned to a tank but are not answering the second property of the original problem (Table2). All infeasible batches are removed from this solution and added to a list of unassigned batches. Then, the repairing method presented in Section 3.4 is applied on it. If the repairing method returns a feasible solution, the 2 − opt neighborhood local search used with the previous algorithms is applied on it. The complexity of the H ASSI heuristic is equivalent to that of the classical assignment algorithm and is O( (n + L) 3 ).
Repairing method: repar()
The repairing method used in the algorithms H GREE and H ASSI is based on a dynamic priority rule for sorting the list of unassigned batches and on a best insertion rule for their insertion into the tank. To do so, we define two insertion operators. The first one, denoted by 1-mov, inserts directly an unassigned batch i into the sequence of a tank if possible. The second one, denoted by 2-mov, inserts an unassigned batch i into the sequence of a tank after the removal of an already assigned batch j. The latter must be necessarily inserted into the sequence of another tank before the insertion of batch i is realized. Clearly, before the removal of batch j from tank the insertion of batch i was not possible due to the overlap of time intervals I i and I j or to the overlap of one of them with a cleaning operation (i.e. a setup).
The priority of an unassigned batch i reflects the ease to insert it into the sequence of a tank. It is defined as the number of possible insertions using the two operators defined above. So, the batch which has the less chance of being inserted (the lowest priority value) will be inserted first by the repairing method. If multiple insertions are possible, the algorithm chooses the one that less deteriorates the objective function, this one is called best insertion. The priorities of the remaining batches are updated after an insertion is realized and the algorithm stops when all the unassigned batches are inserted or if a batch cannot be inserted. In this last case, we consider that the repairing method cannot repair the given incomplete solution.
COMPUTATIONAL EXPERIMENTS
In a previous work (Belaid et al [2010] ), computational experiments were done on industrial-like instances i.e.on instances as close as possible to the industrial process. The main conclusions were:(i) The algorithm H ASSI is the best one since it gives, on average, 77,37% of best solutions with an average relative deviation which never exceds 1.16% and a computationnal time lower than 1s. The main disavantage of the heuristic H ASSI was the rate of instances for which it was not able to found a faiseable solution wich was on average 5.48%. (ii) Algorithm H SACO solves all the instances and returns on average 12.14% of best solutions with an average relative deviation of 3.55% but it needs until 102s computational time on large instances. (iii)Both heuristics have to be considered to solve the industrial problem since geting a faiseable solution is more important in practice.
In this section, we present the computational experiments carried out to evaluate the behavior of the proposed algo-rithms on random instances and their general efficiency. In order to establish a more general evaluation of the efficiency of the heuristics, we consider a large scheme to generate instances which, by the way, become unrelated to the industrial problem. Even if we do not consider a fully random data generation scheme, we provide one which covers a large range of situations.
The parameters of H SACO algorithm used here are those determined by preliminary experimental study on industrial-like instances in Belaid et al [2010] . The best probability function used in the construction process done by an ant to build a solution is the function f 2 (iter) = iter/IT ER M AX coupled to a fixed quantity evaporation τ defined by τ = (τ max − τ min )/IT ER M AX and an enforcement with (2 × τ ). Applying the repairing method on ρ = 60% of best incomplete solutions provides better results, without deteriorating the required CPU time since infeasible solutions are mainly built during the first iterations of H SACO . Finaly, the suitable number of ants is 20 and the maximum iteration number which provides the best results is equal to 150.
We generated instances with 75, 80, 85 and 90 batches. For each batch size, 100 instances have been randomly generated. The details of the generation process are the following: A ratio R 1 ,R 1 =(Number of batches / Number of tanks) is drawn at random using a uniform law in the set { 
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R } with R ∈ {2; 2.5; 3; 3.5; 4}, leading to consider 5 sets of 4 different values for R 1 . A second ratio R 2 , R 2 =(Number of batches / Number of families) is considered. R 2 vary in the set { 4 3 ; 3 2 ; 2; 4}. These values will correspond to the number of different families of shampoo and are respectively equal to 75%, 66%, 50%, 25% of the number of batches. For the industrial-like instances, the coefficient R was fixed to 3 and R 2 ratio to 1 3 . The processing times p i,2 (tank emptying time) are generated as fractions of the considered planning horizon which is of 1440 minutes (24 hours). p i,2 is drawn at random using a uniform law in the interval [ 604 3×R1 ;
1123 3×R1 ]. Setup times are set to 25 minutes and remains constant since they are machine-dependent. To simulate a variation of this setup time, we vary the processing times of the loading operations. We define a batch-dependent processing time p i,1 for the loading operations by randomly drawn a value from the interval [p i,2 ×0.6; p i,2 ×1.4]. The time lags q i are drawn at random in the interval [p i,2 ; 2 × p i,2 ] and the time lag δ is set to 120 minutes. To generate the release dates r i we randomly generate sequences of batches on the packing lines in order to have on the average 3×R 1 batches per line. If two batches of the same family are sequenced consecutively on the same line, no idle time is inserted between them. Otherwise an idle time equal to 30 minutes is inserted (this models the duration required to clean the packing line when the family of shampoo changes). From these schedules we deduce the values of the r i 's.
By combining the five values of the coefficient R and the four of the ratio R 2 , we get 20 categories (R, R 2 ) of instances for each number of batches. For each one of these categories we generate 100 instances as we described above, leading to a total of 8000 randomly generated instances. Note that some of the generated instances may be trivially infeasible. We have used a heuristic rule, rather simple, to try to discard as most of these instances as possible. The main idea of this rule is to exclude instances for which the number of intervals that overlap at any time t is greater than the number of tanks. As soon as an instance is discarded another one is generated in order to keep the total of 8000 of generated instances. Noteworthy, infeasible instances, not detected by this rule, may be kept at the end of the generation process.
To evaluate the efficiency of the heuristics, we use the relative deviation Rel (in percentage) and the absolute deviation Abs. We have: Rel = (Obj H − Obj best )/Obj best and Abs = Obj H − Obj best with Obj best the best objective function value among the compared heuristics, and Obj H the objective function value calculated by a given heuristic H. These deviations are only calculated for instances for which the compared algorithms succeeded in finding a feasible solution. We also compute the percentage, denoted by Best, of instances for which a heuristic provides the best solution. The cases where two or three heuristics provide the same best cost are included in the value Best of each heuristic. Finally, we compute the rate, denoted by Inf , of infeasible solutions returned by the heuristics.All these tests have been conducted on a Pentium Core 2 Duo 2.4Ghz with 2Gb of RAM.
After analyzing the results, we have grouped the categories of instances for which the behavior of the algorithms was very close. We obtained seven classes of instances for which we summarize the obtained results in Table 3 . The first column of Table 3 contains the name of each As one would have expected, H SACO is the algorithm that gives the best performance in terms of average percentage of solved instances. The quality of the solutions returned by H SACO is dependent on the ratio R 2 . As shown in Table  3 , the quality of solutions is, on average, much better on the classes C1, C3 and C5 where the number of families is at least 50% of the number of batches i.e. R 2 < 4. This is due to the fact that the number of non zero setup times between two batches is relatively high, which decreases the number of solutions with the same objective function value. Therefore, the information collected at each global iteration of H SACO in the pheromone matrix are relevant and do not deteriorate its convergence towards a good solution. It is obvious that the use of more appropriate parameters can improve the performance of the algorithm H SACO on classes of instance C2, C4 and C6.
We also note that the average percentage of best solutions found decreases with the increasing of the coefficient R. Thus, the greater the number of available tanks and the greater the rate of best solutions found by H SACO is reduced. We believe that there is no direct relationship between the coefficient R and the performance of H SACO in terms of percentage of best solutions returned. This is probably due to the difficulty encountered by H ASSI to solve instances with a reduced number of tanks.
Finally, we deduce from Table 3 that the algorithm H ASSI is the best among the three heuristics. The solutions it returns largely dominate, in terms of quality, the ones computed by the two other algorithms. Its main disadvantage remains the percentage of unsolved instances, which is acceptable, but remains above 2% even for instances of the easy classes C5 and C6.
CONCLUSIONS
In this work we have tackled a scheduling problem arising in the shampoo products industry. This problem consists in assigning batches to tanks before they enter the packing system of the company. This assignment is done in order to answer dedicated constraints and to minimize the total number of tank cleanings. For the general problem, as it occurs in practice, we provide three different heuristics: a greedy heuristic, an heuristic based on Ant Colony Optimization and a dedicated heuristic based on the solution of an assignment problem. Computational experiments show that the best heuristic, in terms of efficiency, is the third one. However, as the second one provides more often feasible solutions it is also considered. An interesting hybridization of Ant Colony Optimization and Simulated Annealing principles has been tested and its efficiency has been experimentally confirmed to be sensitive to its parameters. Adapted parameters allow to this method to give good results by comparison to an efficient problem dependent heuristic. We believe that this kind of algorithm can be efficiently applied to other scheduling problems.
