Tidal analysis of modeled thermospheric winds to improve agreement with measurements over South Africa by Chu, Kristina
c© 2019 Kristina Chu
TIDAL ANALYSIS OF MODELED THERMOSPHERIC WINDS TO
IMPROVE AGREEMENT WITH MEASUREMENTS OVER SOUTH
AFRICA
BY
KRISTINA CHU
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019
Urbana, Illinois
Adviser:
Professor Jonathan J. Makela
ABSTRACT
This thesis presents studies of thermospheric winds obtained using ground-
based Fabry-Perot interferometers (FPIs). Using data from four different
sites across the globe, we evaluate the performance of the Horizontal Wind
Model (HWM) at each location, focusing on a new FPI recently deployed to
South Africa. Through this analysis, we find that the model is able to better
represent winds at or near locations where the model was constrained by data
during its development. For those locations far from any model constraints,
there is an apparent phase shift between model and data. This finding is
particularly apparent for all months of data collected from South Africa. We
describe a method to reduce these differences between model and data by
extracting the diurnal, semidiurnal, and terdiurnal tidal components from
the model output and shifting the phase of the terdiurnal tide so that model
output better represents the data. This method is applied to the model
output at four different sites, and the improvement in fit, quantified by the
Taylor diagram distance, is discussed.
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CHAPTER 1
INTRODUCTION
Humans have long desired to understand our planet and its interactions with
outer space. Since the early 1900s there has been a push to measure, observe
and find out why our planet behaves the way it does. With the increase in
human presence in Earth’s upper atmosphere through satellites and other
spacecraft, and the increasing dependence on technologies that rely on these
space-based systems (e.g., communications and global positioning systems),
it has become even more important that we are able to understand, and even
predict, how our atmosphere will influence these technologies.
Historically, many measurements of the upper atmosphere have focused on
studying charged particles, but studying the neutrals can give better under-
standing of the underlying physics of the region due to the higher concentra-
tion of neutrals present in the upper atmosphere. One common instrument
used to measure the motion and temperature of the neutrals is the Fabry-
Perot interferometer (FPI). Soon after its invention in the late 1890s, its use
turned to spectroscopy, where it was used to observe the spectrum of solar
radiation and other atmospheric emissions. It was not until 1969 that the
FPI was first used for thermospheric wind measurements [Armstrong, 1969].
As technology has evolved and instrumentation has improved, an increasing
number of measurements of thermospheric winds have been made from both
ground- and space-based systems using this instrument.
While space-based systems are able to cover a larger area of the planet, they
lack the ability to observe a single geographic area for an extended period of
time due to orbital motion. By using ground-based FPI systems, as is done
in this work, we are able to obtain measurements at a particular location over
long periods of time, so that we can better understand wind characteristics
for that region. Over the last 10 years, many more instruments have been
placed in various regions of the world to help improve our understanding of
the thermospheric winds on a global scale. Having geographically diverse
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measurements is important for model validation and improvement and can
allow for increased understanding of the underlying physics that are driving
the motion of the neutrals.
In this thesis, we begin by providing an introduction to the upper at-
mosphere. Chapter 2 describes the thermospheric winds and atmospheric
tides. Then the theory behind the Fabry-Perot interferometer and its use in
measuring the thermospheric winds is detailed in Chapter 3. Once we have
discussed the data processing and collection methodologies, we describe the
wind measurements obtained from various FPIs around the world. Chapter
4 compares the FPI measurements with the output of the Horizontal Wind
Model (HWM), focusing on the differences seen between model and data for
a new FPI site located in South Africa. Chapter 5 then investigates a tidal
analysis method designed to improve the agreement between the model out-
put and the data. Finally, Chapter 6 summarizes the findings of the previous
analysis and discusses future work.
2
CHAPTER 2
THE UPPER ATMOSPHERE
This chapter introduces the background concepts necessary for understanding
and interpreting the observations discussed in the following chapters. It
provides an overview of the thermosphere, the 630.0 nm airglow emission,
thermospheric winds, and atmospheric tides.
2.1 The Thermosphere
There are five regions in Earth’s atmosphere that are differentiated by their
vertical temperature profiles, as can be seen in the left side of Figure 2.1.
The lowest region, the troposphere, is characterized by an initial decrease
of temperature from the surface of the Earth until about 10 km in altitude.
The region above 10 km is called the stratosphere and is characterized by an
increasing temperature, mostly due to absorption of ultraviolet (UV) light
by ozone. The temperature in this region maximizes at approximately 50
km, after which the mesosphere begins. In the mesosphere, the temperature
begins to decrease again due to radiative cooling, with a minimum at about 90
km. Above this minimum begins the thermosphere, which is the focus of this
work. Here, temperatures increase significantly due to absorption of extreme
ultraviolet (EUV) radiation. The thermosphere spans from approximately
90 to 500 km, above which the exosphere begins. In the exosphere, the
atmosphere is so thin that it no longer behaves as a fluid.
Below about 100 km, the atmosphere is fairly uniform in composition due
to atmospheric turbulence that effectively mixes all constituents. Above 100
km, the constituents are separated out due to diffusion. In the thermosphere,
the atmosphere is dominated by atomic oxygen (O) above approximately 200
km and molecular nitrogen (N2) below approximately 200 km.
If we look at the altitude profile of plasma density, shown in the right side
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Figure 2.1: Layers of the atmosphere with temperatures produced using
NRL-MSISE-00 model and plasma density produced using the International
Reference Ionosphere (IRI) Model. After Harding [2017].
of Figure 2.1, we can see that there is a large concentration of plasma at the
same altitude as the thermosphere. These particles are ionized by incoming
solar radiation and give this region, called the ionosphere, the highest plasma
density in the atmosphere. The ionosphere is divided up into three layers:
the D region, E region and F region. During the daytime, all three layers
are present, but at nighttime the electrons in the D and E regions almost
fully recombine with positive ions and only the F region remains. The peak
plasma density occurs in the F region around 350 km, at a height where
there is enough neutral density and enough solar radiation to have a large
concentration of plasma. Below this altitude, there is a larger concentration
of neutrals but less solar radiation to cause ionization, and above this altitude
there is more solar radiation but fewer neutrals. The balance between solar
radiation and neutral concentration creates the characteristic density profile
of the ionosphere.
By studying the thermosphere and ionosphere, we can not only better un-
derstand it scientifically, but we can also use this understanding to better de-
sign technologies that improve day-to-day life. The thermosphere-ionosphere
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Figure 2.2: Typical altitude profiles for neutrals between 100 and 500 km.
Reprinted by permission from Springer Nature, after Pro¨lss [2004].
region is home to many low-Earth orbit satellites which all experience satel-
lite drag, predominantly caused by the neutrals, in this region. Fluctuations
in energy transfer from space can cause changes in densities which will affect
satellite drag. Additionally, the ionosphere affects radio wave propagation
since it contains free electrons that can cause signal reflection or delay de-
pending on the signal frequency. This effect on propagating signals can influ-
ence communication and navigation systems so it is important to understand
how the ionosphere changes and what impact these changes will have on the
various systems transmitting through this region. Since the ionosphere and
thermosphere are closely coupled, we can study the motion and behavior of
neutrals to better understand the motion of the plasma.
2.2 Airglow
During the daytime, various molecules are excited by solar photoionization
and at nighttime these molecules slowly release this energy in the form of
light, which is often referred to as airglow.
In this work, we are interested in the thermosphere, and from Figure 2.2
we can see that oxygen is the dominant species in the thermosphere. Because
of this we will go more into depth about the chemical processes that cause
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Figure 2.3: Typical altitude profiles for dominant ions and electrons
between 100 and 500 km. Reprinted by permission from Springer Nature,
after Pro¨lss [2004].
the oxygen airglow emissions. While there are many oxygen emissions, the
one that peaks within the thermosphere and is the most useful for studying
how neutrals move is the 630.0 nm redline emission. This emission can be
described by
O(1D)→ O(3P ) + hν (2.1)
where the photon (hν) emitted occurs at approximately 630.0 nm with rate
coefficient A630.
While excited oxygen can be created through many processes, the most
common source is the dissociative recombination of O+2 [Link and Cogger,
1988] described by
O+2 + e
α1−→ 2O(3P,1D,1 S) (2.2)
where two neutral oxygen atoms in any of the 3P , 1D, or 1S states are
produced. O+2 is produced according to the reaction [Pro¨lss, 2004],
O+ +O2
k1−→ O +O+2 (2.3)
which is the limiting reactant in the main production of O(1D). The con-
centration of O+2 can be seen in Figure 2.3.
Once O(1D) is created, the time until it emits a photon is modeled by an
exponential distribution with mean of 110 seconds. We assume the time to
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emit a photon is much longer than the time between collisions with O and
N2. Because of this, there is a high chance that the particle will collide with
the neutrals and thermalize before emitting a photon. Therefore, we can use
the emission line width to estimate the neutral temperature and the Doppler
shift of the emission to estimate the neutral wind, as discussed further in
Section 2.3.
Since the 630 nm airglow layer has a finite thickness and we are unable to
measure a single point in the sky, we obtain the brightness from a column
of de-exciting O(1D). The number of photons emitted in this column is
referred to as the integrated volume emission rate (VER) which is essentially
the VER integrated along the line of sight. We can derive an expression for
the VER by considering the production and loss contributing to the entire
O(1D) population. First, we will assume that almost all O(1D) production
comes from the reaction in Equation 2.2 with a production efficiency β1. This
means that the production rate ofO(1D) can be written as β1α1[O
+
2 ][e], where
[·] denotes the concentration of the argument. Given that the production of
O+2 depends on k1[O
+][O2], and the creation of O(
1D) is a loss mechanism
for O+2 , we can assume equilibrium, set the production of O
+
2 equal to loss
of O+2 , solve for [O
+
2 ] and substitute back in to obtain the overall production
rate of O(1D)
k1D = β1k1[O2][O
+] (2.4)
We then consider the loss for O(1D). In addition to the de-excitation de-
scribed in Equation 2.1, O(1D) can also be lost through
O(1D) +N2
k3−→ O(3P ) +N2 (2.5)
O(1D) +O2
k4−→ O(3P ) +O2 (2.6)
O(1D) + e
k5−→ O(3P ) + e (2.7)
which results in a total loss of
L = A1D[O(
1D)] + k3[O(
1D)][N2] + k4[O(
1D)][O2] + k5[O(
1D)][e] (2.8)
where A1D accounts for the loss of O(
1D) through spontaneous emission at
multiple wavelengths, not just at 630 nm. The various reaction coefficients
can be seen in Table 2.1.
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Table 2.1: Rate and transition coefficients for 630 nm airglow reactions.
Note the Ti is the ion temperature, Tn is the neutral temperature and Te is
the electron temperature. After [Link and Cogger, 1988].
Coefficient Value Units
k1 3.23× 10−12 e3.72/(Ti/300)−1.87/(Ti/300)2 cm3/s
k3 2.00× 10−11 e111.8/Tn cm3/s
k4 2.90× 10−11 e67.5/Tn cm3/s
k5 1.60× 10−12 T 0.91e cm3/s
α1 1.95× 10−7( Te300)−0.7 cm3/s
β1 1.1
A1D 6.81× 10−3 s−1
A630 5.15× 10−3 s−1
We set production of O(1D) equal to loss of O(1D) and solve for [O(1D)]
to obtain
[O(1D)] =
β1k1[O2][O
+]
A1D + k3[N2] + k4[O2] + k5[e]
(2.9)
Then, to obtain the VER, we multiply [O(1D)] by its rate coefficient A630 to
obtain
V ER =
A630β1k1[O2][O
+]
A1D + k3[N2] + k4[O2] + k5[e]
(2.10)
The result of integrating along the line of sight gives us the quantity that is
actually measured by the instrument, from which we can analyze the Doppler
shift and Doppler broadening of the emitted light.
2.3 Thermospheric Winds
The basic motion of the upper atmosphere has been understood for many
years, and many concepts, such as those described in Killeen [1987] and
Rishbeth [1972], form the foundation on which modern studies are built.
This foundation is summarized below.
In this work, we will define the term “thermospheric wind” as the wind at
altitudes in the 200 to 500 km range. This quantity can be represented as a
vector (u, v, w), where u represents the zonal wind component (defined posi-
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tive eastward), v represents the meridional wind component (defined positive
northward) and w is the vertical component (defined positive upward).
The motion of the thermosphere is caused by many different factors that
affect the direction and magnitude of the wind differently depending on al-
titude and height. One of the main sources of motion comes from Earth’s
rotation. The rotation of the physical part of Earth is transferred to the
atmosphere by frictional forces [Pro¨lss, 2004] taking the form
Urotation = ΩE(RE + h)cos(φ) (2.11)
where ΩE is the rotation rate of Earth, RE is the radius of Earth, h is the
height above the surface of Earth and φ is the geographic latitude. To a
stationary observer, this motion would appear to add to the wind; however,
for the rest of this report, consider a frame of reference rotating with Earth.
We consider winds to mean large scale motion of the neutral air on top of
this background motion caused by the rotation of Earth [Rishbeth, 1972].
In order to describe the other factors affecting wind, some simplifying
assumptions must be made. First, consider the atmosphere in the thermo-
sphere to be a single fluid. This is a valid assumption since collisions occur
so frequently and almost all species are moving at the same speed, and any
differential motions are much less than the total wind speed. Using these as-
sumptions, the momentum equation can be used to inspect the forces acting
on the neutral air
dU
dt
+ 2Ω×U + Ω× (Ω× r) =
− 1
ρm
∇p+ 1
ρm
µ∇2U − νni(U−V) + g (2.12)
where U is the neutral wind, Ω is the rotation rate of Earth, r is the radial
vector, ρm is the mass density, p is the pressure, µ is the viscosity coefficient,
νni is the ion-neutral collision frequency, V is the ion velocity and g is the
gravity vector. The first term in Equation 2.12 can be expanded as
dU
dt
=
∂U
∂t
+ (U · ∇)U (2.13)
and is often referred to as the advection term. The non-linear term (U · ∇)U
is small when the wind speed is much smaller than Earth’s rotational speed.
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This is the case throughout most of the day, except at sunrise and sunset,
where U is large and has large spatial gradients.
The third term in Equation 2.12, the centripetal acceleration term,
Ω× (Ω× r), is often neglected as well. It has a magnitude comparable to the
Coriolis term, 2Ω×U; however, at a fixed point it is constant in magnitude
and direction and can be viewed as a small perturbation of gravity. Since
we consider only the horizontal component of the momentum equation, the
Coriolis term and the gravity term drop out.
After these simplifications with some rearrangement, the form of the hor-
izontal momentum equation becomes
dUh
dt
= − 1
ρm
∇hp + 1
ρm
µ∇2Uh − νni(Uh − V) − 2Ω × Uh (2.14)
The first term on the right-hand side of Equation 2.14 is called the pressure
gradient force. During the day, absorption of solar radiation causes ther-
mal expansion and heating, which causes an increase of pressure centered at
approximately 1400 solar local time (SLT). This is often referred to as the
‘diurnal bulge’. The presence of this bulge causes diurnal variations in the
winds. The magnitude of these variations is seasonal as it is dependent on
Earth’s tilt and the angle of incidence of light from the sun, which influences
the amount of heating that occurs during the day.
Because there is lower pressure on the night side, horizontal pressure gra-
dients are set up which can drive horizontal winds. The vertical component
of ∇p is the largest component, but it is essentially all balanced by grav-
ity so it causes very little air motion [Rishbeth, 1972]. In steady state, this
term would cause the wind to blow in the −∇p direction from west to east
across the sunset terminator and flow from the summer to winter hemisphere
[Kelley, 2009]. Since this term varies with local time, it will rotate 360◦ in
azimuth every 24 hours.
The second term on the right-hand side of Equation 2.14 is from viscos-
ity. Viscosity arises from spatial gradients of U, called wind shears. The
term shown in Equation 2.14 is only an approximation of the true viscous
force term, which originates from the stress tensor. In its simplest form, the
viscosity term can be written as
Fv = µ∇2U+ µ′∇(∇ ·U) (2.15)
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For an incompressible flow ∇ ·U = 0, which simplifies the viscosity term to
µ∇2U. This assumption is valid for large-scale flow patterns, which occur in
the upper atmosphere [Kelley, 2009]. The ratio µ/ρm, known as the kinematic
viscosity, plays an important role, particularly at high altitudes where the
density drops off. It will increase exponentially with increasing altitude. The
coefficient of molecular viscosity for atomic oxygen, µ, can be found using
µ = 4.5× 10−5(T/1000)0.71 (2.16)
with units of kg · m−1 · s−1. At heights where viscosity plays the dominant
role in its effect on the wind, the temperature is nearly constant, as seen in
Figure 2.1, so µ may also be treated as constant. At these high altitudes, the
viscous forces have the effect of smoothing out variations of the wind profile
but do not affect the direction of the wind much. In this work, we treat the
horizontal wind as constant over 200-300 km, the altitudes spanned by the
630.0 nm emission.
The third term on the right-hand side of Equation 2.14 is due to ion-
neutral collisions. These collisions between ions and neutrals cause a drag
effect on the wind. Since ions are charged, they are tied to magnetic field
lines; however, the neutrals are not, which results in many collisions between
the two. The magnitude and direction that this term contributes depend on
the orientation of the magnetic field as a function of magnetic dip angle and
declination. As a result, the ion-drag force can alter the direction and speed
of the wind. When νni is large and ion drift is large, the wind and plasma
move in a similar manner.
The fourth term on the right-hand side of Equation 2.14 is due to Coriolis
effects. This term arises when we transform into the corotating coordinate
system and have gases which are moving relative to the rotating coordinate
system [Pro¨lss, 2004]. The direction of the Coriolis force helps determine the
direction of the wind, especially at low altitudes.
In Figure 2.4, the relative contributions of each of these terms can be seen
as a function of altitude. The pressure gradient force, − 1
ρm
∇hp (labeled F
in this plot), is inversely proportional to ρ, so it increases with height as
density decreases; however, it appears to only increase linearly with height.
The viscous force, labeled µ/ρH2, has been scaled by scale height H. By 200
km, this force becomes the dominant term and is large enough to suppress
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Figure 2.4: Figure depicting the relative strength of the main drivers of the
thermospheric winds as a function of altitude. Curve F represents the
pressure gradient force, curve µ/ρH2 represents the viscosity term, curve
νni represents the ion-drag term and curve f represents the Coriolis term.
Reprinted from Rishbeth [1972], with permission from Elsevier.
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variations of U with altitude. The ion drag term, labeled νni, drops off
significantly above the F2 peak since density decreases significantly, which
implies that collisions decrease as well. The Coriolis term, labeled f , remains
essentially constant with altitude.
While all the terms describe the general circulation of the thermosphere,
there are still many other drivers that cause spatial and temporal variability
to the winds, which affect the interaction with the ionosphere. The wind
moves ions and electrons along the magnetic field through collisions and can
influence the height and value of the peak plasma density. It also drives
currents and electric fields to form the F-region dynamo [Heelis, 2004].
2.3.1 Measurement Techniques
Because of the day-to-day variability in the winds, it is important to make
measurements of the wind to further investigate potential causes and factors
influencing the wind. There are a variety of methods used to measure winds
which are described in more detail in Harding [2017], but a brief overview
will be given here.
It is difficult to directly take measurements in the thermosphere since the
altitude is too high for planes or balloons. One technique used is a chemical
release on a sounding rocket (e.g., [Larsen, 2002]), where a rocket is launched
and a chemical is released and the movement of this chemical is observed as
a tracer for the winds. This method is often expensive and only has a short
measurement period since the chemical released rapidly diffuses.
Satellites are used to obtain a more long term measurement that also mea-
sures over a larger spatial area. They can use either in situ measurements
to measure densities, or they can use optical techniques to infer the wind.
In addition to being expensive, one difficulty encountered with satellite mea-
surements is that it is difficult to differentiate variations caused by a moving
platform from variations in the wind itself.
Incoherent scatter radar systems are also used to measure the winds by
looking at ion spectra to determine the ion drift velocity [Hysell et al., 2014],
but this is an indirect technique and is often spatially limited to regions close
to the radar.
Fabry-Perot interferometers, discussed further in Sections 3.1.1 and 3.1.2,
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are often used as a direct method to obtain the thermospheric winds by ob-
serving the Doppler shift of the 630.0 nm airglow emission. This instrument,
along with other interferometric instruments like the Michelson interferome-
ter, can either be used as a ground-based instrument or used on a space-based
platform. This work focuses on ground-based FPIs. As ground-based sys-
tems, their operating costs are often much lower than those of space-based
systems; however, observations are limited to nighttime, when the sun will
not interfere with data collection.
2.4 Atmospheric Tides
In this section, we will provide an overview of the basic terminology and
mathematical formulation used to study atmospheric tides. A more detailed
description can be found in Chapman and Lindzen [1970].
We consider atmospheric tides to be periodic oscillations in wind, temper-
ature and density that occur on a global scale. Usually, tides are classified
into three different categories. The lunar atmospheric tide was one of the
first tides discovered and analyzed. The period of the lunar tide corresponds
to the period of the full moon to new moon cycle, with tidal influences be-
ing largest at full and new moon. The second category of tide is called the
migrating tide, which is a sun-synchronous tide that propagates westward
and is constant across different longitudes when observed at the same local
time. Migrating tides are largely resultant from the absorption of solar en-
ergy in the troposphere [Oberheide et al., 2002]. The third category of tide,
called the non-migrating tide, has the same periods as migrating tides but
different phase velocities. These tides are the focus of this work. They can
be excited by nonlinear interactions between migrating tides and planetary
waves [Hagan et al., 2001] or from differences in terrain or non-uniformities
in absorbing species [Forbes et al., 2003]. Non-migrating tides are responsi-
ble for creating longitudinal variations in the ionosphere and can affect the
plasma density [England, 2012], so it is important to understand these tides
to better understand our atmosphere.
To form a mathematical basis for atmospheric tides, we start from a set of
linearized Navier-Stokes equations that represent a mean state and perturba-
tions from this mean state of the background atmosphere. If we assume that
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Table 2.2: Meaning of variables in Equations 2.17 - 2.20
Variable Name
u eastward velocity
v northward velocity
w upward velocity
Φ perturbation geopotential
N2 squared buoyancy frequency = κg/H
Ω angular velocity of Earth
ρ0 basic state density, ∝ e−z/H
z altitude
λ longitude
θ latitude
κ R/cp ≈ 2/7
J heating per unit mass
a radius of Earth
g acceleration due to gravity
H constant scale height
t time
.
the background atmosphere is spherical, isothermal and horizontally strati-
fied (meaning that mean zonal winds are zero), as is done by Holton [1975],
we can obtain a decoupled set of equations
∂u
∂t
− 2Ωv sin(θ) + 1
a cos(θ)
∂Φ
∂λ
= 0 (2.17)
∂v
∂t
+ 2Ωu sin(θ) +
1
a
∂Φ
∂θ
= 0 (2.18)
∂
∂t
Φz +N
2ω =
κJ
H
(2.19)
1
a cos(θ)
[
∂u
∂λ
+
∂
∂θ
v cos(θ)
]
+
1
ρ0
∂
∂z
(ρ0ω) = 0 (2.20)
where the parameters are described in Table 2.2. We assume that the per-
turbations take the form [Forbes, 2013]
{u, v, w,Φ} =
{
uˆ, vˆ, wˆ, Φˆ
}
ej(sλ−σt) (2.21)
which represents longitudinally propagating waves with zonal wavenumber
s (defined to give the maxima n of sinusoidal oscillation in longitude) and
frequency σ, where positive values correspond to eastward propagating tides.
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Using this notation, the diurnal tide (a tide with 24-hour period) would cor-
respond to σ = −Ω and the semidiurnal tide (a tide with 12-hour period)
would correspond to σ = −2Ω [Andrews et al., 1987]. By substituting Equa-
tion 2.21 into Equations 2.17 - 2.20 we can eliminate derivatives with respect
to t and λ. This allows us to obtain separable solutions of the form
yˆ =
∑
n
Θn(θ)Gn(z) (2.22)
where yˆ ∈
{
uˆ, vˆ, wˆ, Φˆ
}
, {Θn} is a complete orthogonal set and Gn(z) is
defined such that G′n = Gnρ
0.5
0 N
−1. From Equations 2.17 and 2.18 we can
derive the horizontal velocity components as
uˆ =
σ
4Ω2a
∑
n
[
1
f 2 − sin2(θ)
(
s
cos(θ)
+
sin(θ)
f
d
dθ
)]
ΘnGn(z) (2.23)
vˆ =
−jσ
4Ω2a
∑
n
[
1
f 2 − sin2(θ)
(
s tan(θ)
f
+
d
dθ
)]
ΘnGn(z) (2.24)
where f = σ
2Ω
is the normalized frequency. As a result of this separation, we
obtain an equation which can be rearranged to describe how tides propagate
vertically by taking N2 = κg/H and letting x = z/H to obtain the vertical
structure equation
d2G′n
dx2
+
[
κH
hn
− 1
4
]
G′n = −
ρ
−1/2
0
jσN
d
dx
(ρ0Jn) (2.25)
where hn is called the separation constant or the equivalent depth. If we only
look at the θ dependent part of this equation, we arrive at Laplace’s tidal
equation [Laplace, 1799]
d
dµ
[
(1− µ2)
(f 2 − µ2)
dΘn
dµ
]
− 1
(f 2 − µ2)
[
s
f
(f 2 + µ2)
(f 2 − µ2) +
s2
1− µ2
]
Θn + nΘn = 0
(2.26)
where µ = sin(θ) and  = (2Ωa)2/ghn. This equation can also be written in
the form
Fs,σ (Θ
s,σ
n ) = 
s,σ
n Θ
s,σ
n (2.27)
which makes it clear that we have an eigenfunction-eigenvalue problem. To
solve this problem, we use boundary conditions located at the poles (µ =
16
±1). Non-trivial solutions to this problem exist only for particular values
of f and n, where the resultant n is the eigenvalue and the Θn is the
eigenfunction, or Hough function [Hough, 1898], that satisfies this equation.
Hough functions take the form of an infinite sum of associated Legendre
polynomials, which are the latitudinal basis functions for waves propagating
in spherical coordinates. More details about Hough functions and their use
in solving Laplace’s tidal equation can be seen in Groves [1981].
These methods work quite well for describing tides in the mesosphere and
lower thermosphere, but in the thermosphere once the mean zonal winds or
dissipation are included, the equations are no longer separable into vertical
and latitudinal components and numerical methods must be used to solve
for the tides. Because of these differences, the migrating tides that prop-
agate upward account for a much smaller percent in variability. However,
non-migrating tides that propagate from the troposphere can still have a sig-
nificant impact on longitudinal variability [Oberheide et al., 2015]. In general
in the thermosphere, the basic functional form of the tides will remain the
same, but amplitudes and phases relax to approximately constant values and
tides with short vertical wavelengths quickly disappear due to dissipation.
In this work, we are primarily interested in the horizontal variation of
atmospheric tides. Using the mathematical derivation for the basic functional
form of the perturbations u and v in Equation 2.21, we can see that the form
of the tides can be rearranged slightly using σ = −nΩ and generalized by
including a phase term to arrive at the form
An,s cos(nΩ t+ sλ− φn,s) (2.28)
where An,s is the amplitude, n is the subharmonic of the solar day (n = 1
for diurnal, n = 2 for semidiurnal, n = 3 for terdiurnal, etc.), Ω = 2pi
rads/day, t is universal time (UT, in days), s is the zonal wavenumber, λ is
the longitude and φn,s is the phase, which is defined as the universal time
when the maximum passes the zero degree longitude [Forbes et al., 2006]. If
we were to convert this representation of a tide to be viewed in a local time
frame, we would have a tide of the form
An,s cos(nΩ tLT + (s− n)λ− φn,s) (2.29)
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When viewing tides in a local time frame, it is common for multiple tides to
contribute to a single wave pattern. For example, we might observe a wave-3
pattern for a diurnal tide (n = 1) with s = −2 or s = 4 and for a semidiurnal
tide (n = 2) with s = −1 or s = 5 or for any other tidal component that has
|s − n| = 3; however, these various tidal components can be distinguished
by how they evolve in local time [Ha¨usler and Lu¨hr, 2009]. We also observe
that migrating tides (s = n) are longitude independent since s−n = 0 when
viewed in a local time frame.
The presence of atmospheric tides in the thermospheric winds will be fur-
ther discussed in Section 5.2.
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CHAPTER 3
INSTRUMENTATION
In this chapter we explain the basic principles of a Fabry-Perot interfer-
ometer, including the instrument design, operation and the data processing
methodology used to obtain the thermospheric winds and temperatures. We
will also present the various instrument locations, particularly focusing on a
new site in South Africa.
3.1 The Fabry-Perot Interferometer
Though the Fabry-Perot interferometer has many applications, in this work
we focus on its use in making high resolution spectral measurements of upper
atmospheric emissions. From these measurements, we are able to extract
estimates of the thermospheric winds and temperatures. We first describe
how an interference pattern is formed through an etalon and then discuss
how the etalon fits into the overall system.
3.1.1 Theory
The most important part of a Fabry-Perot interferometer is an etalon, which
is responsible for actually creating a fringe pattern that can be analyzed to
obtain the thermospheric winds and temperatures. Physically, this compo-
nent consists of two parallel partially reflective pieces of glass separated by
distance d. A depiction of this component can be seen in Figure 3.1.
When light is incident on the top of the etalon, it will enter the interior of
the etalon and undergo multiple reflections. With each reflection, some light
will also be transmitted. The transmitted light will have different phase shifts
since each transmitted ray has traveled a different distance which allows for
varying levels of interference (constructive to destructive). Mathematically,
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Figure 3.1: Depiction of light passing through the etalon of a Fabry-Perot
interferometer.
the form of this interference pattern can be derived using a geometrical ap-
proach as follows. We can calculate the phase accumulation between two
successive transmitted waves by observing different path lengths traveled.
The path length difference L between the first two rays is
L = B1A2B2 −B1C1
=
2nd
cos θ2
− 2d tan θ2 sin θ1
=
2nd
cos θ2
2nd tan θ2 sin θ2
=
2nd
cos θ2
(1− sin2 θ2)
= 2nd cos θ2
(3.1)
where we use Snell’s law to convert between θ1 and θ2. From Equation 3.1
we can obtain the phase difference φ as
φ =
2pi
λ
L =
2pi
λ
2nd cos θ2 (3.2)
Defining the transmission coefficient t and the reflection coefficient r for both
plates such that
T = t2
R = r2
(3.3)
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where T is the transmittance and R is the reflectance, we can track the
electric field amplitude and phase accumulation for each transmitted ray as
shown in Figure 3.1. Starting from the beginning, after the incident light has
passed through the first plate but before it hits the second, we obtain
E1 = tEinc (3.4)
Then, after this ray has reflected off the bottom and top plates again, we
obtain
E2 = r
2E1e
−jφ
= r2tEince
−jφ (3.5)
Continuing the pattern, we obtain the subsequent rays as
E3 = r
4tEince
−j2φ
E4 = r
6tEince
−j3φ
E5 = r
8tEince
−j4φ
...
(3.6)
Since the interference pattern arises from the transmitted rays, we can simply
sum the transmission of the rays between the two plates:
Etot = tE1 + tE2 + tE3 + ...
= t2Einc(1 + r
2e−jφ + r4e−j2φ + ...)
(3.7)
To simplify this expression, we can use the assumption that the etalon is
infinitely long and use a Taylor series approximation for 1
1−x so that
Etot =
t2Einc
1− r2e−jφ =
TEinc
1−Re−jφ (3.8)
21
The intensity of the transmitted field can be calculated as
|Etot|2 = T
2|Einc|2
(1−Re−jφ)(1−Rejφ)
=
T 2|Einc|2
1 +R2 − 2R cosφ
=
T 2|Einc|2
1 +R2 − 2R(1− 2 sin2(φ
2
))
=
T 2|Einc|2
(1−R)2 + 4R sin2(φ
2
))
(3.9)
Using the fact that R + T = 1, we can simplify further to obtain
|Etot|2 = |Einc|
2
1 + 4R
(1−R)2 sin
2(2pind
λ
cos θ)
(3.10)
If we let I = |Etot|2 then this equation, called an Airy function, can be written
in the classic form of [Hernandez, 1988]
A(θ, λ) =
I
1 + Fsin2(2pind
λ
cos θ)
(3.11)
where F = 4R
(1−R)2 is the coefficient of finesse. Since all of the parameters
in this equation can be related back to physical quantities, the effect of
perturbations on various parameters on the fringe pattern can be analyzed.
Probably the most important term, and the one most susceptible to large
changes, is the phase term 2pind
λ
cos θ. Slight changes to n, d, λ or θ can all
affect this term drastically since the etalon gap d is much larger than the
wavelength, particularly when θ is close to 0◦ (vertical incidence). The sen-
sitivity to changes in λ allows us to accurately track changes in the Doppler
shifts caused by the thermospheric wind, but the sensitivity to changes in
d (which can occur from changes in temperature of the instrument housing
for example) or n means that these local parameters must also be monitored
so that the atmospheric fluctuations can be separated from the instrument
fluctuations. The phase term also determines the location of the maximums,
which occur when the phase term is a multiple of pi.
Another notable feature of the Airy function is the free spectral range
(FSR), the maximum change in wavelength that can be unambiguously re-
solved, or, the shift in wavelength resulting in a phase shift of pi. We can
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calculate the FSR by taking the derivative of the phase term 2pind
λ
cos θ with
respect to λ and setting it equal to pi to obtain
∆λ =
λ2
2nd cos θ
(3.12)
To be able to obtain meaningful results, it is important to capture at least
one FSR, and for our application it is important that the FSR is large enough
so that consecutive fringes do not overlap. There are a variety of ways to
sweep over one FSR depending on the rest of the optical system. If using
a single element detector, such as a photomultiplier tube, it is common to
sweep n, by changing the pressure inside the etalon chamber for example, or
to sweep d by using piezoelectric spacers between etalon plates. An alternate
approach, used in this thesis, is to image a cone of incident angles using
a charge-coupled device (CCD), which results in the characteristic circular
fringe pattern, like the one shown in the left side of Figure 3.3.
Certain aspects of the fringe pattern can be changed by choosing different
values for other parameters in the Airy function. For example, if we were
to increase the reflectance R we would obtain narrower fringes, which could
possibly reduce fringe overlap. However since R and T are closely related,
increasing R will decrease T and result in less transmitted light and a lower
signal-to-noise ratio (SNR). The functional form of the Airy pattern is also
used in data processing, which will be discussed more in Section 3.2.
3.1.2 System Design
While the etalon is an essential component to any FPI system, other systems
might use slightly different instrument configurations to isolate the wave-
length of interest, house the etalon, and capture the fringe pattern. The
system discussed relevant to this work, called MiniME, is described in depth
in Makela et al. [2011], Makela et al. [2012], Fisher [2013] and Harding [2017],
and is shown in Figure 3.2. A general overview of this system will be given
here. It is important to note that not all MiniME systems are identical but
they all contain the same basic components.
The first part of the instrument that the incident light encounters is called
the SkyScanner. This system contains two independently controlled mirrors
that control the instrument look direction. The angles of the azimuth and
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Figure 3.2: Layout of the MiniME FPI system displaying all optical
components and the calibration source. Once installed, the optical path of
the system is covered to prevent stray light from entering.
zenith mirrors are controlled by two motors that can point the overall in-
strument’s 1.8◦ field of view (set by the focal length of the lens and the size
of the CCD) to a specified direction within 0.1◦. By having such a narrow
field of view, we are able to treat the measurements as point measurements
since at the altitude of interest (∼250 km) the field of view extends ∼8 km
horizontally, which is much smaller than the observed features of interest.
The SkyScanner is usually mounted to an observatory’s roof underneath a
clear plastic dome and is connected to the rest of the optical components by
a rigid metal frame through an opening in the roof.
After light enters the system through the SkyScanner, it passes through a
narrowband (∼1.0 nm full width half maximum) interference filter centered
at 630.0 nm with a transmission of ∼ 55%. This filter is used to isolate the
redline emission from other background emissions and helps to reduce shot
noise in the system.
Once the desired wavelength has been isolated, the light enters the etalon
to create the interference pattern discussed in Section 3.1.1. In most MiniME
systems, the etalon plates have a reflectivity of ∼77%, a gap of 1.5 cm and
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a refractive index of ∼1 (air-filled). The diameter of the etalon can vary
depending on the system, but the systems used here have a diameter of 7
cm. The interference pattern created by the etalon is then imaged using
an objective lens onto a CCD. The CCD is usually 1024×1024 pixels and is
chosen to have low dark current and read noise. Low dark current is achieved
by thermoelectrically cooling the CCD to −70◦C.
As mentioned briefly in Section 3.1.1, the Airy phase term plays a large
role in the resulting fringe pattern and slight changes in the etalon gap d can
drastically change this term. For example, a change of 1 nm in the gap can
result in a 20 m/s wind offset if the fluctuation in d is not corrected for [Hard-
ing, 2017]. To avoid errors in the estimated winds caused by fluctuations in
the etalon gap, a frequency-stabilized HeNe laser centered at 632.8 nm is used
as a calibration source. By using a diffuser box to create an approximately
uniform calibration source and imaging the output of the diffuser box, we are
able to characterize the system function since we can approximate the laser
as a δ source. This allows us to track most fluctuations in the etalon gap and
other instrument parameters that occur throughout the data taking process.
Despite being outside the passband of the interference filter, the laser light is
bright enough to pass through the filter and provide a usable fringe pattern.
When the laser is not being imaged by the FPI, a USB-controlled shutter is
closed to minimize possible contamination to sky observations.
Since all we obtain from sky measurements is a fringe pattern, it is im-
portant to have external sensors to monitor viewing conditions. We use a
roof-mounted Boltwood Cloud Sensor II which compares the sky tempera-
ture (infrared reading in the 8 to 14 micron wavelength) and the ambient
temperature on the ground. When the sky temperature minus the ambient
temperature is less than (more negative than) a threshold, which is often
site and season dependent, the sky is declared to be clear. If the difference
between the sky and ambient temperatures is larger than the threshold, this
indicates there are clouds present. In general, most systems use a threshold
of −22◦C as the cutoff, but a more site-specific and season-specific method
to determine this cutoff may be worth investigating in the future.
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3.1.3 Operation
Each instrument is set up so that data collection happens automatically.
Calculations are made to determine sunset and sunrise at the specific site
which determines the start and end times for data collection (when the solar
zenith angle reached 98◦, approximately 30 minutes after/before local sun-
set/sunrise). Programs have been written to automatically turn on power
to the necessary components a specified number of minutes before the start
time to allow them to reach a steady-state before we begin taking data. For
example, the laser can take 30-40 minutes to stabilize fully, so an hour be-
fore sunset the laser is powered on so that it will be fully stable before data
collection starts.
Once all components of the instrument have been powered on, we begin
by taking a bias image, where we set the exposure time to zero so we can
measure any unwanted signal from the CCD electronics, and dark image,
where we close the CCD shutter and take an image with no light in order
to measure the dark and readout noise. Once these measurements of CCD
noise sources have been recorded, we begin taking data. During data taking
we alternate collecting laser and sky images. If the look direction is less
than 37◦ from the moon then the image for that direction is skipped and
the instrument proceeds to the next direction in the sequence since the light
from the moon overwhelms the airglow signal. The laser images allow us to
capture and correct for etalon gap variation that might occur between each
sky exposure.
In cardinal mode, which is the focus of this work, all four cardinal direc-
tions, north, south, east and west, are imaged by rotating the SkyScanner to
the desired azimuth and setting the zenith angle to 45◦. A zenith measure-
ment is also made as part of this cycle by rotating to the desired azimuth and
setting the zenith angle to 0◦. Once we have imaged the cardinal directions
and zenith, the cycle repeats itself until data collection halts for the night.
More details about cardinal mode and other modes of operation can be seen
in Makela et al. [2012] and Fisher [2013].
To account for varying emission brightness, sky integration times are dy-
namically calculated by observing the signal-to-noise ratio of the previous
image versus the target signal-to-noise ratio (determined on a site-by-site ba-
sis at instrument installation) and adjusting the integration time as needed.
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Figure 3.3: Example of laser (left) and sky (right) images that must be
processed to extract atmospheric winds and temperatures.
The maximum sky integration time is typically capped at 480 seconds. In
general, exposure times are much shorter just after sunset or before sunrise,
so we are able to have a much higher sampling rate than we do in the middle
of the night. Dynamic integration time allows for a lower total uncertainty
in reconstructed winds and temperatures. Laser exposure times are fixed at
30 seconds since the laser intensity is essentially constant.
Once data collection has completed for the night, the instrument zips and
sends all saved data to a server at the University of Illinois for processing,
as described in Section 3.2. The processed results as well as the raw images
are stored on this server, and quick look results are posted online for public
viewing.
3.2 Data Processing
In this section, an overview of the data processing algorithm will be given. For
a more detailed description, see Harding et al. [2014]. In the data processing
procedure, we begin with the laser images, an example of which is shown on
the left side of Figure 3.3.
First, we must find the center of the Airy pattern by thresholding the
image, identifying which pixels belong to which ring and fitting a circle to
each ring individually. Then we take the median center of all fitted circles as
the center of the entire pattern. Once we have found the center, we perform
an annular summation by sorting the pixels into radial bins and averaging
each bin, which effectively collapses the 2-D image into a 1-D fringe pattern.
27
This annular summation process is described in greater detail in Makela et
al. [2011].
Next, we must extract the instrument parameters from the laser images by
fitting a modified Airy function. We begin by modifying the Airy function
from Equation 3.11 to be
A(r, λ) = I0
1 + I1
(
r
rmax
)
+ I2
(
r
rmax
)2
1 + 4R
(1−R)2 sin
2
(
2pind
λ
cos (tan−1(αr))
) (3.13)
where the θ from Equation 3.11 has been replaced with θ = tan−1(αr), with
α representing the magnification (the ratio of pixel size to focal length). This
expression for θ maps incidence angle to location r on the CCD. We have
also replaced the constant I with a quadratic taper in order to account for
CCD falloff. Then we apply a Gaussian blur radially to this Airy function
to obtain
A˜(r, λ) = I0
rmax∫
0
1 + I1
(
s
rmax
)
+ I2
(
s
rmax
)2
1 + 4R
(1−R)2 sin
2
(
2pi
λ
nd√
(αr)2+1
) e− (s−r)2σ(r)2√
2piσ(r)
ds (3.14)
where σ(r) = σ0 +σ1 sin
(
pi r
rm
)
+σ2 cos
(
pi r
rm
)
represents the blurring width.
We can represent our entire laser fringe pattern using
S(r) =
∞∫
−∞
A˜(r, λ)Y (λ)dλ+B (3.15)
where B represents the CCD counts due to the bias on the CCD. The form
of Y (λ) depends on the light source being observed. For the laser, Y (λ) =
δ(λ− λlaser) which gives us
S(r) = A˜(r, λlaser) +B (3.16)
as the forward model for the laser images. To extract the instrument pa-
rameters from the fringe pattern for each image, we systematically allow
parameters in the Airy function to vary and use the Levenberg-Marquardt
fitting algorithm to fit the laser fringe pattern to the laser data. All laser
images are fit and then the extracted parameters are interpolated in time
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to account for system variation that occurs during the time between two
laser images. By interpolating these parameters, we are able to have close
approximations of the system parameters at any time throughout the night.
Once the system parameters have been obtained, we then process the sky
images. An example sky image can be seen on the right side of Figure
3.3. We first annularly sum the sky images using the centers from the laser
images. Using the interpolated laser parameters at the time of the sky image,
we then perform another Levenberg-Marquardt inversion on Equation 3.15
with Y (λ) = Ybg +
Yline
∆λ
exp
[
−1
2
(
λ−λc
∆λ
)2]
, a Doppler-shifted and thermally-
broadened Gaussian. Here, Ybg represents the background sky emission, Yline
is the intensity of the airglow emission, λc is the emission center wavelength
and ∆λ is the Doppler breadth. We can obtain the line-of-sight velocity and
temperature from the sky parameters using
λˆc = λ0
(
1 +
v
c
)
→ vˆ = c
(
λc
λ0
− 1
)
∆ˆλ =
λ0
c
√
kT
m
→ Tˆ = m
k
(
c∆λ
λ
)2 (3.17)
where v is the line-of-sight velocity, c is the speed of light, λ0 is the nominal
center wavelength (630.0 nm), λc is the emission center wavelength, k is the
Boltzmann constant, m is the mass of the emitting species and T is the
temperature. An example of how winds and temperatures affect a single
fringe can be seen in Figure 3.4. Each estimate of wind and temperature is
accompanied by an associated uncertainty as an output of the Levenberg-
Marquardt inversion.
Once all of the laser and sky images have been processed, the next step
is Doppler referencing. Since we do not know the exact laser or emission
wavelength, we do not know the reference location of zero wind, so we must
make some assumptions when accounting for this unknown reference location.
The first Doppler referencing method, often called zenith reference, assumes
that the vertical wind is zero and uses the zenith-looking measurements to
determine the wavelength shift of zero wind. This shift is then applied to all
other cardinal measurements. Often, zenith reference is used when there are
no laser images available. The second Doppler referencing method, which we
call laser reference, assumes that the mean vertical wind over the course of
the night is approximately zero [Hernandez, 1982]. While this assumption is
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Figure 3.4: Example fringes showing the effect of various line-of-sight winds
and temperatures on position and shape of the measured sky spectra.
Adapted from Harding [2017].
usually fairly good, sometimes, perhaps due to other emission lines causing
contamination or atmospheric scattering, there can appear to be quite large
vertical winds and zenith referencing should be used instead.
At the end of all the processing, quality checks are performed to ensure
that resultant data are reasonable. Flags of 0, 1 or 2 are assigned to each
data point, with 0 representing high quality, 1 representing samples that may
have some issues and 2 representing samples that are likely bad. There is a
separate set of quality flags for winds and temperatures since different factors
influence the estimation in different ways.
The first quality check looks at the Boltwood Cloud Sensor data and flags
data that is partially cloudy (temperature difference less than 22◦C) or mostly
cloudy (temperature difference less than 10◦C) with a wind flag of 1 or 2
respectively. Temperatures are not biased due to the presence of clouds
since the Doppler shifts are small compared to the Doppler width and any
slight shifts in velocity from clouds are random so they average to zero. If
there is no cloud sensor or it is not functioning properly then both wind and
temperature flags are set to 1.
The next quality check looks at possible contamination from other emis-
sions, particularly the OH emissions at ∼630.7 nm and ∼629.8 nm. When the
redline 630.0 nm emission gets particularly dim, which might happen in the
middle of the night, there is potential for OH to become visible in the fringe
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pattern (since it contributes more relative light when the 630.0 nm emission
is dim) and disrupt the inversion algorithm. If the emission brightness is
detected to go below a certain site-based threshold then the quality flag is
raised to 1 for both winds and temperatures.
Additional quality checking is performed to attempt to detect if the laser
is drifting in frequency. This is detected by looking at the estimated vertical
wind at the beginning and end of the night. If these numbers differ by more
than 30 m/s and the laser brightness changes by more than 20% the wind
quality flag is raised to 1. Both the wind and temperature uncertainties are
also used to set the quality flags. If either the wind fit uncertainty is greater
than 100 m/s or the temperature fit uncertainty is greater than 100 K then
both the wind and temperature flags are set to 2. If zenith referencing is
used as a Doppler reference then both flags are set to 1. Flags are also set if
the CCD temperature is greater than −60◦C. More details about the quality
control process can be seen in Harding [2017].
Once quality control has been performed, we finally have our estimated
line-of-sight winds and temperatures and their respective uncertainties. There
are many methods used to convert from line-of-sight winds to cardinal winds,
but this work follows the method in Makela et al. [2012], which assumes that
the vertical wind at each non-zenith measurement location is the same di-
rectly above the instrument and at the measurement point from the cardinal
direction ∼250 km away (essentially a uniform vertical wind). We can rotate
the line-of-sight winds into the geographic coordinate frame using
LOSmeas = w sinα + cosα[v cos θ + u sin θ] + γ (3.18)
where u, v and w are the eastward, northward and upward wind components,
respectively, α is the elevation angle (45◦ for cardinal mode), θ is the azimuth
angle, defined as degrees east of north, and γ is the zero-Doppler offset from
Doppler referencing. For the zenith measurements, the line-of-sight wind
serves as an estimate of the vertical wind, that is
wˆ = LOSzenith − γ (3.19)
Using wˆ, we can then calculate the zonal wind, uˆ, or the meridional wind, vˆ
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Figure 3.5: Example of standard processing algorithm output displayed
online (kttp://airglow.ece.illinois.edu) after each night of data
collection.
as
uˆ, vˆ =
LOSmeas − wˆ sinα− γ
cosα
(3.20)
where the cos θ term in LOSmeas goes to ±1 for the meridional winds when
looking at north and south measurements and 0 when looking at east and
west measurements. Similarly, the sin θ term goes to ±1 for the zonal winds
when looking at east and west measurements and 0 when looking at the
north and south measurements. An example of the output of the complete
processing code run on data from a single night is displayed in Figure 3.5.
3.3 Locations
Historically, there have been several FPIs distributed around the world and
today that number is growing even more. Over the past 8 years, there has
been a large amount of data collected in the United States using the North
American Thermosphere Ionosphere Observing Network (NATION) [Makela
et al., 2012]. This network consisted of 5 FPIs that all operated during the
years of 2011 to 2013. After 2013, some sites stopped collecting data for
various reasons. NATION included sites located at the Pisgah Astronom-
ical Research Institute (PAR) in North Carolina, the Urbana Atmospheric
Observatory (UAO) in Illinois, Peach Mountain near Ann Arbor, Michigan
(ANN), Eastern Kentucky University (EKU) and near Virginia Polytechnic
Institute (VTI). In this work, we will use data from PAR (2011-2017) and
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Table 3.1: FPI site details
Site Name Latitude◦ Longitude◦ Dates Operational
SAO 32.28◦ 20.81◦ 2018-Present
MOR 31.20◦ -7.90◦ 2013-Present
PAR 35.20◦ -82.85◦ 2011-2017
UAO 40.17◦ -88.16◦ 2012-Present
Figure 3.6: Map of various FPI sites currently operational around the globe.
Sites denoted by green stars represent the four sites used in this work.
UAO (2012-Present). More recently there has been a push to install FPIs in
other regions around the world so we can better understand thermospheric
winds and temperatures on a global scale. As part of this effort, two FPIs
have been installed in Africa since 2013. The first of these FPIs was installed
at Ouka¨ımeden Observatory in Morocco (MOR) at the end of 2013. It pro-
vided the first long-term ground-based measurements of thermospheric winds
and temperatures in the African sector. The second FPI was installed at the
South African Astronomical Observatory (SAO) in Sutherland, South Africa,
at the beginning of 2018. This new FPI will be the main focus of this work.
It provides the first long-term set of thermospheric wind measurements in
Southern Africa and aims to provide a better understanding of winds and
temperatures in this region. The locations of these four sites can be seen in
Figure 3.6, and more details are shown in Table 3.1.
33
CHAPTER 4
DATA MODEL COMPARISON
This chapter provides a comparison between newly acquired data from the
SAO FPI and the Horizontal Wind Model (HWM). This model, discussed in
greater detail in Section 4.1, is an empirical model which uses various data
sources (e.g., data from satellites, incoherent scatter radar (ISR), FPIs, etc.)
as constraints in specific locations and then estimates the winds across the
globe by fitting spherical harmonics to the spatially distributed grid of data
points. The measurements from SAO are far removed from the locations of
ground-based measurements currently used to formulate HWM; therefore,
this data can act as an independent validation of HWM.
4.1 The Horizontal Wind Model
The Horizontal Wind Model was first created in 1988, when it only included
satellite-based neutral wind measurements [Hedin et al., 1988], but has since
been updated to include measurements from incoherent scatter radar sys-
tems, FPIs and satellite measurements obtained using both optical tech-
niques and in situ mass spectrometer measurements. In the most recent
iteration of HWM, updated in 2014, there are ∼73×106 measurements span-
ning 60 years from 44 different instruments, including a set of measurements
taken at PAR from 2011-2013 [Drob et al., 2015]. All of these measurements
are critical to allow the model to provide an accurate estimate of the wind
climatology as a function of latitude, longitude, altitude, day of year and
time of day.
Since the estimated winds are empirically obtained, HWM is much less
computationally intense to run than physics-based models because it does
not need to solve complex equation sets. This means that it can be used to
validate our physical understanding of neutral wind fields, give reasonable
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first estimate of winds, or provide boundary conditions for various remote
sensing algorithms or models. As an empirical model, HWM only represents
the winds measured, not the actual physics behind the winds, so it is less
likely to reproduce day-to-day variability (i.e., weather).
At a high level, the model itself uses the various data sources and interpo-
lates between them to provide a wind estimate at the desired location. HWM
provides quiet time average horizontal winds all across the globe by filling
in gaps using spherical harmonic functions that contain diurnal, semidiur-
nal and terdiurnal harmonics, and annual and semiannual variations. In the
newest version of HWM (HWM14), it is assumed that the horizontal winds
are zero at the poles. Mathematically, for the zonal wind for example, these
tidal variations accounted for in the model can be represented as
U(τ, δ, θ, φ, z) =
∑
j
βj(z)uj(τ, δ, θ, φ) (4.1)
where τ , δ, θ, φ and z are the day of year, solar local time, latitude, longitude
and altitude, respectively. βj(z) represents the jth vertical cubic B-spline
weighting kernel and uj(τ, δ, θ, φ) contains the spatiotemporal variations. The
horizontal variations uj(τ, δ, θ, φ) can be represented by
uj(τ, δ, θ, φ) =
S=2∑
s=0
N=8∑
n=1
Ψ1j(τ, θ, s, n) +
S=2∑
s=0
L=3∑
l=1
N=8∑
n=1
Ψ2j(τ, θ, s, l, n)
+
S=2∑
s=0
M=2∑
m=1
N=8∑
n=1
Ψ3j(τ, θ, s,m, n)
(4.2)
where Ψ1j(τ, θ, s, n) includes the annual and semiannual harmonics in terms
of seasonal wave number s, Ψ2j(τ, θ, s, l, n) includes the diurnal, semidiur-
nal and terdiurnal harmonics expressed in terms of tidal wave number l, and
Ψ3j(τ, θ, s,m, n) includes the stationary planetary wave harmonics with longi-
tudinal wave number m. In all three sums n represents the order in latitude.
These three terms all contain unknown model coefficients that are obtained
by solving an over-determined linear inverse problem based on the measure-
ments described previously. The meridional wind takes a similar form but
with slightly different unknown model coefficients. More details about the
spherical harmonics and parameter extraction can be found in Drob et al.
[2015].
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4.2 Monthly Averaging Technique
In order to assess the performance of HWM using FPI data, the data must
first be represented in a format consistent with the wind estimates produced
by HWM. There is a large amount of variability in wind speed and structure
from day-to-day which is not captured by simply considering tides and slow
variation, as is done in HWM. Therefore, to make a valid comparison between
data and model we must effectively remove this day-to-day variability by
performing a monthly average. This section will walk through the steps taken
to go from minimally processed data (the output of the processing discussed
in Section 3.2) to a monthly average that can be meaningfully compared with
HWM.
We begin by performing more stringent quality checks to ensure that no
erroneous data that may have passed through the standard processing quality
checks are used in this analysis. First, we look for reasonable reconstructed
wind and temperature values. If the wind is outside the range of [−200, 200]
m/s or if the temperature is outside of the range [600, 1400] K then the
sample is not used. We then look at the calculated uncertainties and if the
wind or temperature uncertainties are above 25 m/s or 50 K then the sample
is discarded. Next we check the quality flags generated during the daily
processing and discard anything with a quality flag greater than 1. Since
HWM is a quiet time model, we check the Kp value for the data. Anything
with Kp > 3 is not used in the monthly average. We also check the clouds
once more and eliminate samples where the sky and ambient temperatures
differ by less than 20◦C instead of 22◦C, as is done in the standard processing.
It is important to note that even if the above requirements are met for either
wind or temperature and not the other, both measurements are still treated
as suspect and are not used in the average.
Once we have quality checked each day in the month, we then bin the data
into 30-minute solar local time bins. This is a necessary step since each night
has images taken at slightly different times and we wish to combine many
nights of data, which cannot be done unless we can compare measurement
times across different nights. This binning process may remove features that
happen on smaller spatial and temporal scales; however, a bin size of 30
minutes should be able to capture features that are comparable with those
represented in HWM. Measurements from east and west look directions are
36
both binned together to form the zonal wind, and measurements from north
and south look directions are binned together to form the meridional wind.
The weighted average of measurements in each bin is computed according to
x¯ =
∑
i
xiwi∑
i
wi
(4.3)
where x represents the quantity we are averaging (e.g., zonal or meridional
wind) and wi =
1
σ2i
where σ2i is the uncertainty of the measurement. Then,
the variability over the month, denoted s, is calculated using
s =
√
1
n− 1
∑
i
(xi − x¯)2 (4.4)
where n is the number of samples in x. This allows us to obtain a measure-
ment of wind variation over the month at certain times in the night.
4.3 Results
In this section, we present comparisons between measurements taken at PAR
and the HWM-estimated winds at PAR to serve as a baseline for a data-model
comparison. We expect the HWM estimations to reproduce the PAR data
quite well since the PAR data were used in creating the model itself. We will
also compare the data and HWM for other sites at various distances from
sites whose data has been used in the formulation of HWM. Then we provide
a first look at the new data from SAO and a comparison of the data versus
the HWM output. In order to assess the performance of HWM, we compare
the new data obtained from SAO with the output of the model for both the
zonal and meridional components. By observing the predictions of HWM at
these two locations, we can get a sense of how well HWM may be capturing
and propagating various atmospheric features to a region that does not have
data contained in the model.
To make later comparisons between the data obtained at SAO and the
output of HWM meaningful, we must first observe how well the model rep-
resents the horizontal winds at PAR, whose data has been used in the gen-
eration of HWM model coefficients. It is important to note that we average
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Figure 4.1: Monthly averaged zonal winds at PAR and comparison with
HWM. Error bars represent the variability within the month.
all months of PAR data available (2011-2017) instead of those just used in
HWM (2011-2013) since, as found in Fisher et al. [2015], there is little effect
on the variance when including multiple years spanning different solar fluxes.
In these plots, red denotes the zonal monthly averages and blue denotes the
meridional monthly averages, both averaged according to the method de-
scribed in Section 4.2. Positive is defined as eastward wind for the zonal
plots and northward wind for the meridional plots. The zonal and merid-
ional outputs of HWM are shown in magenta and cyan, respectively. The
variability within the month is shown as an error bar for the data and as a
shaded region around the mean for HWM. As expected, there is significantly
less variation in the HWM output. Note that each figure is plotted in solar
local time (SLT), which defines noon as the time when the sun is the highest
in the sky and can be mathematically calculated using
tSLT = tUT − θ 24
360◦
(4.5)
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Figure 4.2: Monthly averaged meridional winds at PAR and comparison
with HWM. Error bars represent the variability within the month.
where tSLT is the solar local time (hours), tUT is the universal time (hours)
and θ is the longitude of the site of interest. By plotting using SLT, features
can later be compared across differing longitudes. First, looking at Figure 4.1
we can see the monthly average of the zonal wind data for all months for PAR
and the corresponding comparisons with HWM. We begin by looking at the
FPI measurements, shown in red. During local winter (November through
February), the wind is eastward from sunset until approximately 04:00 SLT
and peaks with an amplitude of ∼80 m/s. As we move towards local summer,
the nights get shorter and the time at which the wind turns westward moves
to approximately 00:00 SLT and the peak amplitude decreases to ∼50 m/s.
The variability over the month’s data at PAR is fairly large, particularly in
local winter, ranging from 20-90 m/s. Comparing the data with HWM, we
note that the data and HWM match quite well for all months, particularly
for local winter. During local summer, the amplitude of the peak predicted
by HWM at approximately 19:00 SLT differs from that shown in the data,
overestimating by ∼30 m/s. For all months, the general trends shown in
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HWM match the data quite well, and any minor differences between data
and model are usually within the monthly variability of the data indicated
by the error bar on the plot.
In Figure 4.2, we can see the monthly averaged meridional wind data for
each month and the corresponding HWM output. During local winter, we
can see that the wind begins northward (poleward) until 21:00 SLT, when
it turns southward (equatorward) and reaches a peak of -50 m/s (50 m/s
southward) at 12:30 SLT. It then reverses again right before sunrise at 05:00
SLT. During local summer the wind begins southward and remains that way
for the entire night, peaking at 01:00 SLT with an amplitude of -75 m/s (75
m/s southward). The monthly variability is slightly smaller than that of the
zonal wind, ranging from 25-75 m/s. For all months, the winds predicted by
HWM match the data quite well, both in amplitude and in timing of features.
Since some data from PAR has been used in HWM formulation, it is im-
portant to look at the agreement between HWM and data for sites nearby
PAR, whose data has not been used in HWM. For this, we look at the data
from UAO, which is approximately 700 km from PAR. Because of the relative
proximity of the two sites, we expect that HWM will be able to reproduce
the various phenomena affecting the winds accurately over this distance, and
the data and HWM output should match quite well.
Figure 4.3 shows the zonal wind for UAO. During local winter, the peak
amplitude of the wind reaches 100 m/s around 20:00 SLT. The wind turns
from eastward to westward at 04:00 SLT. In local summer, the peak ampli-
tude decreases significantly, only reaching ∼ 25 m/s at the beginning of the
night. The wind turns westward at 23:30 LT, about 3.5 hours earlier than it
does in local winter. Across all months, the variability within the month is
fairly large, ranging between 50 and 100 m/s. As was seen in the comparison
with PAR, the winds predicted by HWM at UAO are quite similar to the
data, particularly in local winter. In local summer the initial peak amplitude
is overestimated by approximately 30 m/s; however, the time at which the
wind turns westward and the general trend of the wind after that point are
consistent with the data.
The meridional winds for UAO are shown in Figure 4.4. At the beginning
of the night during local winter, the wind starts out northward (poleward),
with an initial value ranging from 25 to 50 m/s. At approximately 21:00
SLT, the wind turns southward (equatorward) and reaches -60 m/s (60 m/s
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Figure 4.3: Monthly averaged zonal winds at UAO and comparison with
HWM. Error bars represent the variability within the month.
southward) at 01:00 SLT before slowly turning northward once more at the
end of the night. During local summer, when data collection begins, the wind
is already southward. The wind peaks at the same time as in local winter,
but the amplitude reaches -100 m/s (100 m/s southward), 40 m/s greater in
magnitude than during local winter. Despite the differences in amplitude,
the timing of this peak southward value remains the same as in local winter.
The monthly variability for the meridional wind at UAO ranges from 20 to
80 m/s. For all months, the output of HWM matches the data quite well.
There is a slight difference in shape for July and August, where the data
predicts a more gradual fall off the peak southward value, but the data stays
constant and then falls off quickly. Despite this difference, the timing and
amplitude of the peak southward value are close to those predicted by HWM.
Next, we look at the data from SAO. We first focus on the FPI measure-
ments of the zonal wind shown in Figure 4.5. For approximately the first
two-thirds of the night, the wind is eastward with a peak amplitude of ∼60
m/s in local summer (December-February) and ∼125 m/s in local winter
(May-August) occurring four to five hours after sunset. Note that this site
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Figure 4.4: Monthly averaged meridional winds at UAO and comparison
with HWM. Error bars represent the variability within the month.
is in the southern hemisphere so local summer occurs in December through
February and local winter occurs in May through August. The wind gener-
ally turns westward approximately one to two hours before sunrise and can
sometimes reach 50 m/s in the westward direction during local summer. We
also see that there is significant variability within the month, often ranging
between 30 and 100 m/s.
Comparing the measurements with HWM, we see that year round there
is discrepancy between the model prediction and what the data shows. The
model predicts that the peak zonal winds should occur much closer to sunset,
approximately two to three hours after, compared to the four to five hours
shown in the data, creating what looks like a phase shift between model
and data. The peak amplitude predicted by HWM underestimates that of
the data in August and September by approximately 30 m/s, but otherwise
the peak amplitudes match quite well. In certain months, particularly Jan-
uary and February (local summer), there also appears to be an initial local
minimum at the beginning of the night that is not present in HWM.
Looking at the meridional component of the data shown in Figure 4.6,
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Figure 4.5: Monthly averaged zonal winds at SAO and comparison with
HWM. Error bars represent the monthly variability.
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Figure 4.6: Monthly averaged meridional winds at SAO and comparison
with HWM. Error bars represent the variability within the month.
we see that during local summer (December-February), the wind is almost
always northward (equatorward), but during local winter (May-August) the
wind transitions from southward (poleward) to northward and northward to
southward near sunset and sunrise, respectively. The maximum amplitude
seen is 70 m/s, but the timing of this peak changes from 00 SLT in local
summer to 02 SLT in local winter. The variability within the month matches
that seen for the zonal component (30-100 m/s).
The meridional component of the data seems to match the output of HWM
much more closely than the zonal component does. During local winter (May-
August), the peak amplitude is slightly underestimated by approximately
20 m/s and the peak is sharper than that predicted by HWM. The peak
amplitude is slightly overestimated by approximately 20 m/s during local
summer (December-February). In general, the predicted peak occurs at the
same time as the measured peak so there is no apparent phase shift like there
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Figure 4.7: Monthly averaged zonal winds at MOR and comparison with
HWM. Error bars represent the monthly variability.
is for the zonal wind.
The results of the comparison between HWM and SAO data are similar to
those seen at MOR, as discussed in Fisher et al. [2015]. As can be seen in
Figure 4.7, a similar apparent phase shift of approximately 3 hours between
HWM and data can be seen during June and July (local summer). In local
winter (December-February), HWM predicts that the zonal wind will turn
from eastward to westward at 04:00 SLT; however, the data show that the
wind remains eastward the entire night. The meridional winds, shown in
Figure 4.8, match the output of HWM fairly well. During local winter,
HWM overestimates the peak southward (equatorward) wind by 20-40 m/s
and predicts clear changes from northward (poleward) to southward and back
again. The data show that instead, the wind tends to stay closer to 0-20 m/s,
potentially even turning poleward once more when considering the effects of
variability within the month.
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Figure 4.8: Monthly averaged meridional winds at MOR and comparison
with HWM.
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Figure 4.9: Map depicting the distances between various FPI sites and the
closest sites used in HWM formulation.
4.3.1 Discussion of Results
In Section 4.3 we showed a comparison between HWM and the FPI data
collected at the locations shown in Figure 4.9. Data from the first site, PAR,
has been used in the formulation of HWM winds and as expected, the data
and model match quite well. The next site, UAO, is located only 720 km
from PAR. Because of the close proximity to a site where the model has been
constrained by the data, we expect that the model and data should match
quite well. As predicted, the HWM output and the data are quite similar,
other than a few minor differences during local summer. Since the model is
able to correctly represent the winds at these distances, we can conclude that
there is a strong spatial correlation between horizontal winds at midlatitudes,
and we expect that for sites that are close to where the model is constrained
by data it will be able to more accurately estimate the winds. This increased
correlation at shorter distances, discussed here with respect to climatology
(slow monthly changes), is also seen in weather (faster day-to-day changes),
as discussed in Harding et al. [2019].
The next closest site to locations where FPI data is used in HWM is MOR,
which is 6820 km from PAR, and 5260 km from another FPI site in Cariri,
Brazil, which has also been used in HWM. With the increased distance be-
tween where HWM is constrained by data and where we are comparing HWM
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versus data, we see that the winds predicted by HWM are less representative
of the measured winds than they were at UAO, which is much closer to PAR.
This supports our earlier conclusion that sites that are closer to where the
model has been constrained by data will have better estimation of the winds.
It is interesting to note that this same effect was also seen for FPIs located
in China [Jiang et al., 2018], and the data shown also appeared to have a
phase shift similar to that in the MOR and SAO data versus HWM. The
effect of having such a distant model constraint is particularly apparent at
MOR during local summer when we see a similar apparent phase shift, as is
seen in the SAO data all year round.
Given that the data at MOR is not well represented by HWM, we would
also expect that there would be similar discrepancies between SAO data
and the winds predicted by HWM. As shown in Figure 4.5, the increased
distance between SAO and locations where HWM is constrained (6,520 km
from Cariri, Brazil and 13,140 km from PAR) creates even more differences
between model and data, particularly by introducing the apparent phase shift
all year round. Comparison between HWM and the four different sites makes
it clear that there are some phenomena that HWM is not properly represent-
ing due to the sparsity of data in Africa used in the model formulation. The
cause of the phase shift seen in MOR and SAO data and potential ways to
correct for it will be investigated in Chapter 5.
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CHAPTER 5
TIDE FITTING STUDY
In this chapter, we investigate the apparent phase shift present in SAO ther-
mospheric wind data by first extracting and examining the diurnal, semidi-
urnal and terdiurnal tidal components. We then attempt to correct for the
observed difference between the HWM model output and the data by shift-
ing the phase of the terdiurnal tide extracted from HWM and reconstructing
the wind with this shifted version. The same analysis is performed on data
from PAR, UAO and MOR so that we can compare how much this correction
procedure improves the model’s ability to represent the data.
5.1 Introduction
As shown in Section 4.3, there appears to be a phase shift between the zonal
wind data and the output of HWM at SAO; however, this phase shift is not
present in data from PAR. This is not surprising as the model actually used
the PAR data points in its formulation. This phase shift is also present in
the summer months when comparing data and HWM at MOR [Fisher et al.,
2015]. Since this model is often used in place of real wind measurements for
background conditions in certain models or as a boundary condition for other
models (e.g., Hickey et al. [2009] and Harding et al. [2019]), it is important
that the model captures the wind data accurately across the globe. In order
to investigate potential causes of this phase shift, we implement a fitting
procedure to determine the contributions from the diurnal, semidiurnal and
terdiurnal tides to the overall thermospheric wind in the model at a 250 km
altitude. Then by varying the various tidal parameters, we attempt to match
the data. This will be discussed in further detail in Section 5.2.
An important tool that we will use to evaluate our correction for this
phase shift is the Taylor diagram [Taylor, 2001]. The formulation of the
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Taylor diagram first came about as a way to provide a concise statistical
picture of how well two data sets match each other. Oftentimes, looking at
a single parameter to determine how similar different data sets are can lead
to misleading results. As an example, consider the correlation coefficient
R =
1
N
N∑
n=1
(dn − d)(rn − r)
σd σr
(5.1)
where N is the number of points being compared, dn is an element of an
output data set (such as the output of a model), rn is and element of the
reference data set (such as the data that the model is trying to represent),
d is the mean of the data set d, r is the mean of the data set r, σd is the
standard deviation of d and σr is the standard deviation of r. The correlation
coefficient maximizes at 1 when the shapes of the two data are the same, but
they may be offset or scaled by a constant, so looking at correlation alone we
are not able to determine whether the two data sets have the same amplitude
variation.
To account for this, Taylor also uses the root mean square (RMS) differ-
ence, denoted E, in his diagram, which is most commonly used to quantify
how different two data sets are. By using the RMS difference
E =
[
1
N
N∑
n=1
[
(dn − d)− (rn − r)
]2]1/2
(5.2)
together with the correlation coefficient we can obtain statistical information
about how well two data sets correspond, and when further combined with
the variances of each data set we obtain the Taylor diagram. The relationship
between the correlation coefficient R, the RMS difference E and the two
variances σd and σr can be written as
E2 = σ2d + σ
2
r − 2σd σrR (5.3)
Using the law of cosines, we can create a visual representation of the relation-
ship between these parameters, which can be seen on the left side of Figure
5.1.
This relationship is used in the construction of a typical Taylor diagram,
as shown in Figure 5.2. In this diagram, both the x-axis and y-axis represent
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Figure 5.1: Relationship between various elements on Taylor diagram.
After Taylor [2001].
the standard deviation, and the standard deviation of the reference data
set is marked with a star. The angle of a point with respect to the y-axis
represents that particular model output’s correlation with the reference data
set. An ideal model output would be located exactly at the star, indicating
a correlation value of 1 and a standard deviation that exactly matches that
of the reference data. The circles radiating out from the star can be used
as a reference to determine how closely a particular model output matches
the data - the closer radially to the star, the better. We show two different
arbitrary data sets that have two different standard deviations. Because the
reference location (the star) is different for each data set, it can be difficult
to compare the relative performance of each data set.
In order to compare multiple types of data, for example, different param-
eter outputs of the same model, one can use a normalized Taylor diagram,
as shown on the right of Figure 5.2. This diagram normalizes each model
output and its corresponding reference data by the reference data’s standard
deviation σr, so that the location of the star is always at a standard devi-
ation of 1. To keep the geometry the same, this also means that the RMS
difference E and output data standard deviation σd must be normalized so
Eˆ = E/σr and σˆd = σd/σr.
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Figure 5.2: Example of Taylor diagram for arbitrary data set. When not
normalized (left) it can be difficult to compare the match between model
and data for different parameters, but by normalizing each parameter’s
data set (right), the various parameters performance can be compared.
5.2 Tide Fitting
5.2.1 Methodology
For this section, we assume that all variation seen in the horizontal winds is
due to the diurnal (ω1 = 2pi/24), semidiurnal (ω2 = 2pi/12) and terdiurnal
(ω3 = 2pi/8) tides, which can be combined into a forward model as
f = A1sin(ω1t+ γ1) + A2sin(ω2t+ γ2) + A3sin(ω3t+ γ3) +B (5.4)
where t represents time in hours, Ai represents the amplitudes of the re-
spective tidal components, γi represents the phases (in radians) of the tidal
components and B is used to account for a non-zero mean signal. While this
forward model is written in a slightly different form from the tides described
in Section 2.4 , we can obtain the same form by letting γi = sλ− φn,s − pi/2
where s is the zonal wavenumber, λ is the longitude and φn,s is the time (in
hours) of maximum at zero longitude. We invert the forward model using a
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least squares methodology where we try to find
{
Aˆi, γˆi, Bˆ
}i=3
i=1
such that
N∑
n=1
[
yn − f
(
tn; {Ai, γi, B}i=3i=1
)]2
(5.5)
is minimized. Here, yn represents the averaged output of HWM at times δn
1
M
M∑
j=m0
U(τj, δn, θ, φ) (5.6)
where m0 represents the first day of the month, M represents the last day
of the month, τj represents the jth day in the month, δn represents the time
of day, and θ and φ are fixed by the site latitude and longitude. The least
squares analysis is done using SciPy’s scipy.optimize.leastsq [Jones et al.,
2001] function using initial guesses of the mean of the model output for Ai,
0 for γi and 0 for B.
This analysis is performed on 24 hours of uniformly sampled data from
HWM. It is important to note that fitting the amplitudes and phases of
sinusoids is a linear process so the same results should be achievable for
fitting different length of data, say 8 hours, 24 hours, 36 hours, etc. The
verification of this with application to winds produced by HWM is discussed
further in Section 5.2.2.
5.2.2 Challenges Encountered
In order to verify that fitting sinusoids to varying lengths of HWM data is
in fact a linear problem, we chose to use HWM data from SAO and UAO.
For each location, we fit 24 hours of the output of HWM as our baseline
for each parameter result. Then using the output of HWM for two different
lengths of time we attempted to verify that the same results were obtained.
The first test was conducted using only 10 hours of model output. The next
test conducted was using two consecutive 10 hour nights of HWM output.
The results for each test for each site are shown in Table 5.1. The results for
both PAR and UAO are fairly consistent across the three different tests and
only had minor amplitude and phase changes, therefore only the results from
UAO are shown. However, the results for SAO change somewhat significantly,
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Table 5.1: Fit results for varying lengths of HWM data.
Site Name Parameter 24 Hours (Baseline) 10 Hours 2 Nights
SAO A1 72.69 66.16 66.18
A2 14.98 17.86 17.91
A3 27.08 28.17 27.91
γ1 3.41 3.26 3.27
γ2 2.80 3.13 3.11
γ3 5.92 5.97 5.97
B -27.76 -19.89 -18.87
UAO A1 95.32 95.10 95.11
A2 5.87 5.88 5.94
A3 7.29 7.33 7.33
γ1 5.35 5.34 5.34
γ2 3.57 3.58 3.59
γ3 5.59 5.59 5.59
B 5.73 5.29 4.96
particularly for the diurnal tide amplitude (approximately 5 m/s) and the
DC offset (approximately 8 m/s).
To investigate if perhaps there was some feature that was occurring during
the day at SAO that might be preventing us from reproducing the reference
amplitude and phases, we performed the fitting analysis on different sections
of a 48 hour section of data. In Figure 5.3, we can see the results of fitting
to this sliding window. It becomes apparent when viewed in this way that
whenever the data window includes the 00:00 UT boundary the amplitudes
and phases begin to deviate from the reference amplitudes and phases. Upon
closer inspection of the 00:00 UT boundary, it was discovered that a small
discontinuity of perhaps 1-2 m/s exists between the retrieved consecutive 24
hour segments of data. We have contacted those responsible for the mainte-
nance of HWM to investigate the source of this discontinuity.
Given the findings of this investigation, it makes sense that the amplitudes
and phases that did not match the reference amplitudes and phases only
showed up in the analysis performed on SAO HWM data since nighttime at
SAO crosses the 00:00 UT boundary. At both PAR and UAO these differing
amplitudes and phases do not show up since when fitting 10 hours of model
output we never tried to fit across this discontinuity. Looking closer at the
UAO and PAR HWM output revealed that there is also a small jump at the
00:00 UT boundary, and if we try to fit across it then we experience the same
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Figure 5.3: Fitted parameter changes with 8 hour sliding window. The top
plot shows the amplitude changes, the middle plot shows the phase changes
and the bottom plot shows the DC offset changes. The gray shaded region
denotes where the data being used in the fit overlaps the 00 UT boundary.
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Figure 5.4: Results of investigation into various techniques to mitigate the
effect that the gap in HWM has on the fitted parameters. In a the gap is
smoothed, in b the gap is filled with sinusoids, in c the data surrounding
the gap is removed, and in d the value of the gap is added to the second 24
hour segment of data.
fitting issues that we had with the output of HWM at SAO.
We investigated four different techniques to attempt to mitigate the effects
of this discontinuity on our analysis. The first technique implemented was a
smoothing technique that applies a Savitzky-Golay filter over the discontin-
uous region of the HWM output. Visually, this technique made it appear as
if there was no discontinuity in the HWM output; however, as shown in the
amplitude results in Figure 5.4a, the fitting model still has trouble when the
data contains the 00 UT boundary.
The next technique implemented was to attempt to fill the discontinuity
with sinusoids created using the 24-hour fit amplitudes and phases. While
this helped decrease the size of the discontinuity slightly, there were still
slight jumps at the edges where we applied this sinusoid fill, and the results
of these jumps are apparent when looking at the amplitude results in Figure
5.4b.
The third technique we investigated was to simply remove the problematic
portion of HWM and to instead have the fitting algorithm just fit across the
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missing data. This seemed to help mitigate the effects of the discontinuity
in the HWM output quite a bit, as shown in Figure 5.4c, and brought the
maximum difference in diurnal tide amplitude to always be within 5 m/s of
the baseline value.
The fourth technique used to mitigate the effect of the discontinuity was
just to add the value of the discontinuity to the second day of the HWM
data. This technique was also quite effective in reducing the effect of the
discontinuity so that the amplitudes are all within 5 m/s of the baseline
value. These results can be seen in Figure 5.4d. As a final check that the
parameter fluctuations seen are a result of the gap at the 00 UT boundary,
we performed the same fitting procedure on the same day of model output
concatenated with itself and saw that there were no amplitude, phase or DC
offset fluctuations as we crossed the 00 UT boundary.
Once this discontinuity was discovered and we determined that the effects
of this discontinuity can be somewhat mitigated using one of the techniques
previously described, or completely mitigated if there were no discontinuity,
it was concluded that fitting sinusoids is in fact a linear problem, so we
proceeded with the analysis using parameters obtained from just fitting 24
hours. Further investigation is needed into how to perfectly mitigate the
effects of this discontinuity in the future, but a few initial ideas have been
presented here. The presence of this discontinuity is important to be aware
of for future use of HWM, especially for fitting algorithms that wish to fit
across the 00 UT boundary.
5.2.3 Results
In this section, we use the method described in Section 5.2.1 to calculate the
tidal amplitudes and phases of the HWM output at PAR, UAO, SAO and
MOR. This fitting algorithm is applied to 24 hours of HWM zonal winds
centered on local nighttime to ensure that the wind data includes a complete
night for any location. An example of the output of the fitting algorithm can
be seen in Figure 5.5. Here we show the output of the tide fitting during local
summer (July for PAR and MOR in the northern hemisphere and January
for SAO in the southern hemisphere). The HWM output being fit is shown
in black with the total fit overlaid in gray. For all three sites, we see that the
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Figure 5.5: Example of output of tide fitting algorithm. The total fit is
compared with the data and the relative amplitudes and phases of the three
tidal components are displayed. Note that the reconstruction does not
include the DC offset term B so that the components can be shown.
Because of this, B has been subtracted from the HWM data in order to
compare the fit with the data.
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forward model used is able to fit the data almost perfectly. The contributions
from the diurnal (purple), semidiurnal (blue) and terdiurnal (green) compo-
nents are plotted with the corresponding amplitudes and phases displayed
in the upper left-hand corner. In order to show the contributions from the
components and have the sum of the contributions equaled the total output,
we subtract the DC offset value, B, from the fitted output and the data.
Looking at this month of model results, we see that PAR and MOR have
very similar output characteristics. Both have very strong diurnal compo-
nents, with amplitudes of approximately 85 m/s. There is a slight phase
offset that we can calculate by first computing the phase in hours as
γhr = γrad/ωi (5.7)
For the diurnal tide, ω1 =
2pi
24
, so the phase calculated at PAR is 13.29
hours and the phase at MOR is 13.75 hours, making a difference in phase
of 27.5 minutes, which agrees with what is visually seen in Figure 5.5. The
semidiurnal and terdiurnal tides at both sites all have amplitudes around 20
m/s but the relative phases differ between the two sites more than they did
for the diurnal. The slight visual differences between the two total responses
can be attributed to these slight phase differences (27.5 minutes for diurnal,
30.94 minutes for the semidiurnal and 10.7 minutes for terdiurnal).
Comparing these two plots with the tide fitting output for SAO, we see
some similar features but there are greater differences between the fitted
parameters. The diurnal tide is still the dominant component but it is ap-
proximately 15 m/s smaller than it is at PAR and MOR. The semidiurnal
component is about 5 m/s smaller than at PAR and MOR, and the terdi-
urnal component is about 10 m/s larger. This could be one reason, as will
be discussed more in Section 5.3.2, that shifting the terdiurnal tide can help
improve the fit between the HWM results and measurements at SAO. The
phases of the three components at SAO are much more similar to those at
MOR, particularly for the diurnal and terdiurnal tide; however, the phase
of the semidiurnal tide is behind PAR by 58.44 minutes and MOR by 27.5
minutes.
Similar results can be generated for all sites across all months; however, in
order to perform a true longitudinal comparison this tide fitting algorithm
would need to be expanded so that analysis can be performed on both HWM
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and FPI measurements. This would allow us to verify if the differences that
we are seeing in HWM are supported by data or not and the greater physical
implications of these differences could be analyzed further.
5.3 Improving the Agreement between the Horizontal
Wind Model and Data
5.3.1 Methodology
Now that we are able to extract the diurnal, semidiurnal and terdiurnal tides
from HWM, we will present a method used modify these tidal components
to improve the fit between HWM and the FPI measurements. As was shown
in Section 4.3, there is a characteristic phase shift present in the zonal winds
that offsets the peak of HWM to be approximately three hours earlier than
that shown by the data. Because of the fact that the factors influencing the
terdiurnal tide occur much more locally than those influencing the diurnal or
semidiurnal, we can assume that changing characteristics of the terdiurnal
tide will only affect the winds close to the site of interest. Since the amplitude
of the peak zonal wind estimated by HWM matches the data quite well, we
focus on only shifting the phase of the terdiurnal tide to create a better match
between model and data.
For each month, we compare the averaged nightly winds obtained from
FPI measurements, averaged following the method described in Section 4.2,
and binned and averaged 24 hours of winds from HWM, which are averaged
across the corresponding month using the same technique as was used for
the measurements. From the average night of measurements, we calculate
the reference standard deviation σr and the reference correlation Rr. We
then decompose the average 24 hour winds from HWM into the three tidal
components as described in Section 5.2.
The phase of the terdiurnal tide, γ3, is shifted and at each value for terdi-
urnal tide, the corresponding (σd, Rd) are recorded. If we were to plot all of
the different values of (σd, Rd) on a Taylor diagram, we would obtain some-
thing that looks like the left side of Figure 5.6. It is clear that certain shifts
might result in better correlation and others might result in a standard de-
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Figure 5.6: Taylor diagram for various terdiurnal phases (left) and the
reconstructions (right) corresponding to the best Rd (purple), σd (green)
and D(blue).
viation that is closer to that of the data. For example, in the reconstruction
on the right side of Figure 5.6, for the purple point, we can see that HWM
with the corresponding phase and the data match quite well in shape and
amplitude at the peak, but as the peak falls off there is quite a large ampli-
tude difference between model and data, even though the shapes are quite
similar. Alternatively, for the green point the amplitude maximum matches
fairly well and there is less of the amplitude discrepancy as the peak falls
off than there is for the best correlation case, but the peak timing is quite
different and remains almost identical to the original model output.
The metric that we will use to determine how well two curves match is
by attempting to minimize the Taylor diagram distance. We define this
distance as the distance on the Taylor diagram between the star, located at
(σr, Rr = 1.0), and the current output, located at (σd, Rd), or as
D =
√
σ2r + σ
2
d − 2σrσdRd (5.8)
In order to choose what we call the “best” fit that most closely matches the
data, we choose the point with the minimum D. In Figure 5.6, we can see
the reconstruction corresponding to the phase that gives the smallest D, and
we see that it balances the correct peak timing and general shape from the
best correlation case with the fall-off behavior influenced slightly by the best
standard deviation case. For an extreme case, there could be instances where
the best correlation case might result in a model output that is shifted so
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Table 5.2: Change in Taylor diagram distance D (∆D = Dorig −Dshifted)
from shifting terdiurnal tide for each month.
Month (MonthSAO) PAR UAO MOR SAO
JAN (JUL) 2.56 2.01 2.09 12.95
FEB (AUG) 1.37 0.68 4.71 17.40
MAR (SEP) 0.82 1.55 7.58 21.76
APR (OCT) 4.13 0.74 3.65 15.46
MAY (NOV) 0.29 0.20 0.19 23.03
JUN (DEC) 0.05 1.42 1.17 25.59
JUL (JAN) 2.38 0.37 5.67 7.63
AUG (FEB) 7.09 3.96 2.79 1.82
SEP (MAR) 6.14 2.54 2.76 14.09
OCT (APR) 2.31 2.61 3.12 14.19
NOV (MAY) 0.03 0.02 3.35 6.81
DEC (JUN) 0.31 0.01 2.14 6.62
much that there is a large amplitude difference between model and data, so
using D instead of just the correlation R allows us to avoid these types of
reconstructions as the corrected solution.
5.3.2 Results
We run the analysis described in Section 5.3.1 on the same HWM output
that we fit tides to in Section 5.2.3 and use the monthly average of the FPI
measurements, averaged according to Section 4.2, as the data that we are
trying to match.
First, we will look at the results for all sites across all months. In Figure
5.7 we can see Taylor diagrams for each month. The standard deviation of
the FPI data for each site for each month has been normalized so that we
can compare across the sites. Each color represents a different site, with the
diamond representing the original HWM output and the square representing
the output after the terdiurnal tide has been shifted to create the minimum
D. It is important to note that in order to compare the data seasonally from
different sites, we have shifted the SAO data by six months since it is in the
southern hemisphere. The results shown graphically are also tabulated in
Table 5.2.
For both PAR and UAO we see that the before (diamond) and after
(square) markers are very close together, especially during local winter (Novem-
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Figure 5.7: Taylor diagrams showing HWM output improvement for each
month for each site from January (July) through December (June) for
PAR, UAO and MOR (SAO).
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Figure 5.8: Improvement to HWM zonal wind for PAR and UAO in August
and September.
ber through March). Table 5.2 shows that for these months the improvement
in distance is small, with changes ranging from 0.03 to 2.56 for PAR and
0.01 to 2.01 for UAO. During April, July and August we can see that there
is a slight difference between the original HWM output and the HWM out-
put with shifted terdiurnal tide where the phase of the terdiurnal tide that
minimizes D results in an increase in correlation while almost keeping the
standard deviation the same. It is interesting to note that while the starting
points for PAR and UAO are different, if we were to draw a line from original
to modified the direction would be quite similar. This could indicate that
perhaps both of these sites, which are quite close in geographic distance, have
some feature that HWM is predicting that might be better represented with
a modified terdiurnal tide phase.
If we look at the original and modified wind profiles compared with the
data for August (top) and September (bottom), shown in Figure 5.8, we can
see that particularly in August HWM is predicting a small peak that occurs
at 01:00 SLT that is not shown in the data. By shifting the terdiurnal tide we
are able to better match the data visually and improve the Taylor diagram
distance by 7.09 for PAR in August, 6.14 for PAR in September, 3.96 for
UAO in August and 2.54 for UAO in September.
For the MOR data (green), we can see that shifting the terdiurnal tide
usually results in a decreased distance, often by improving the correlation.
The improvement in distance is particularly large for July, where Fisher et al.
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Figure 5.9: Improvement to HWM zonal wind for MOR in February, March
and July.
[2015] found the large apparent phase shift. In July, the distance is improved
by 5.67. We also note that the distance is improved by a fairly significant
amount in both February (improvement of 4.71) and March (improvement
of 7.58).
During early summer (April through June) the distance improvement for
MOR, PAR and UAO are all quite similar, but for February, March and
July the distance at MOR improves more, and for August and September
the distance at PAR and UAO improves more. If we look at the original and
modified wind profiles for these months at MOR, shown in Figure 5.9, we can
see that by simply shifting the terdiurnal tide we were able to better capture
the timing of the nightly wind peak that is shown in the data. In February
and March, shifting the terdiurnal tide allows the initial peak shown in the
data to be better represented with only slight overestimation in February
and with almost the exact same amplitudes for shifted HWM and data in
March. In July we are able to correct the timing of the peak in the data;
however, the amplitude is still underestimated by almost 40 m/s.
From Table 5.2, the improvement to the Taylor diagram distance at SAO
versus all other sites is quite striking, regardless of what month we are observ-
ing. This can also be visually seen in the SAO data (red) in Figure 5.7. The
original output of HWM significantly underestimates the standard deviation
of the FPI data, so all shifts of the terdiurnal tide increase this standard de-
viation to be close to that shown in the data. During January and February
at SAO (plotted on July and August of the northern hemisphere sites) the
improvement of distance ranges from 1.82 to 7.63, but during local winter
(May - September, plotted on November - March of the northern hemisphere
sites) we see much larger distance improvements ranging from 6.62 to 21.76.
65
Figure 5.10: Improvement to HWM zonal wind for SAO for the entire year.
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Figure 5.11: Taylor diagram displaying improvement to D for all sites for all
months. Notice the clear clustering of original and best marker that show
the improvement that shifting the terdiurnal tide brings to the SAO data.
The largest improvement in distance comes in November (improvement of
23.03) and December (improvement of 25.59), and Figure 5.10 makes it clear
that the shapes of the shifted output and the data match much more closely.
For all months, we are able to increase both the standard deviation and the
correlation of the original HWM output.
If we compare the original and modified HWM wind results with the data,
presented in Figure 5.10, we can see that for almost all months the modified
HWM wind represents the data much more closely and the apparent phase
shift between the peak wind in the data and HWM output has been greatly
reduced. Shifting the terdiurnal phase is particularly effective for March-
July, but in August-November the shift with the smallest D results in shifting
the predicted peak winds approximately an hour after the peak wind in the
data. It also causes the peak amplitude to be overestimated, particularly
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in August and September, where it is overestimated by almost 30 m/s. It
is also important to note that for February, shifting the terdiurnal tide was
unsuccessful at correcting the apparent phase shift between data and HWM.
This indicates that there is still something that is not fully being captured
with this simple three-sinusoid model. In the future, adding additional terms
onto this model may be necessary in order to correct the discrepancy that is
still present between model and data.
Putting all these results together, Figure 5.11 illustrates just how much
improvement shifting the terdiurnal tide can bring to HWM and data agree-
ment at SAO. There is a very visible cluster of original SAO HWM outputs
that, after shifting the terdiurnal tide, all move closer to the star through
increased standard deviation and correlation. For all other sites, there is no
clear trend, and changes in D are often very small. This provides a reasonable
argument for adding the SAO data to HWM. Since there is so much variation
that is not currently captured by HWM, it is important that the SAO data
is used to update the model so that we can better model the thermospheric
winds in the African sector.
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CHAPTER 6
CONCLUSION
In this work, we have provided a brief introduction to the upper atmosphere
and thermospheric winds and have given an overview of the mathematical
formulation behind atmospheric tides. We then gave an overview of the
theory behind the creation of an interference pattern using an etalon and
discussed the various components used in the MiniME Fabry-Perot interfer-
ometer system. We discussed the processing methodology used to turn im-
ages of interference patterns into measurements of the thermospheric winds
and temperatures.
Then, we presented the thermospheric wind measurements taken using a
new FPI that was installed in Sutherland, South Africa, beginning in January
2018. The average quiet time data (Kp < 3) for each month for the first year
of measurements was shown and error bars were used to show how much the
data varied over the month. These monthly averages were then compared
to the output of the Horizontal Wind Model (HWM14), an empirical model
that uses data from various sources as constraints and then fits spherical
harmonics as a function of latitude, longitude, altitude and time.
A similar comparison with HWM was done for three other sites - two in
North America (PAR and UAO) and one in Morocco (MOR). At PAR, the
winds estimated by HWM match the averaged data quite well for both the
zonal and meridional directions, with the only difference being that HWM
predicts a slightly larger peak amplitude than is shown in the data for the
zonal winds for November-January. The good agreement between model
and data is expected since data from PAR for 2011-2013 was used in the
formulation of HWM. At UAO, which is located close to PAR geographically,
the findings were quite similar. Both the zonal and meridional measurements
match the output of HWM quite well with only a few minor differences. At
MOR, which is significantly farther from PAR than UAO is, the meridional
agreement was still quite good all year and the zonal wind matches well for
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most months, but during June-August the zonal wind data appears offset
by an apparent phase shift. At SAO, which is far from any location where
HWM is constrained, we see that the data model agreement for the zonal
wind is particularly poor, and an apparent phase shift, similar to what is
seen at MOR, is present almost all year long. These findings support the
conclusion that the farther a site is located from where HWM is constrained,
the greater the discrepancy will be between the data and the estimated winds
from HWM. Because of this, we believe that the SAO data should be included
in the formulation of the next version of HWM.
The cause of this difference between data and model was investigated and
was determined to be the result of a difference in phase shift of the terdiurnal
tide. By fitting the diurnal, semidiurnal and terdiurnal tides to the output of
HWM and shifting the phase of the terdiurnal tide, we were able to improve
the agreement between the model output and the data. The terdiurnal tide
was shifted until the Taylor diagram distance, D, was minimized. For sites
that showed little initial discrepancy between model and data, like PAR and
UAO, shifting this tide provides little improvement in D and the shape of
modified model output remains almost the same. When there is a larger
difference between model and data, like MOR in June-August or SAO all
year round, there is significant improvement in D and visually the data and
modified model output match much more closely.
As a result of this tide fitting procedure, a discontinuity at the 00 UT
boundary in HWM was discovered when viewing consecutive nights of data.
Although this discontinuity was small, perhaps only 1 m/s on average, the
presence of the discontinuity can greatly disrupt fitting algorithms. HWM
users who wish to apply any kind of fitting algorithms should take care to
ensure that the effects of this discontinuity do not affect the results of their
fitting algorithm.
6.1 Future Work
Although the results presented here make a compelling case for a difference
in phase of the terdiurnal tide as the cause of the discrepancies seen between
model and data, to verify that this is the true cause, the data would also
need to be fit with the diurnal, semidiurnal and terdiurnal tides, and the
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relative amplitudes and phases for each tidal component would need to be
compared across data and model. While it is likely that the phase of the
terdiurnal tide is at least a contributor to the difference between model and
data, we suspect that there may be other factors that also contribute to this
difference that simply shifting the terdiurnal tide does not account for. This
is clear from how little improvement is seen when shifting the phase of the
terdiurnal tide in February at SAO. There is still a significant difference in
shape between the data and the modified model, which suggests that there
is most likely something else that causes this difference that needs further
investigation.
In order to ensure that HWM provides reasonable estimates of the winds all
around the world, it is important to diversify the locations to which FPIs are
deployed so that further comparisons between model and data can be made.
When the FPI measurements differ significantly from what HWM predicts,
measurements from this new data source should be added to HWM which
will allow HWM to better represent winds at locations across the globe.
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