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general method for proving rigorous, a przorz bounds on the number of iterations required to achieve convergence of the algorithms.
I. Introduction.
Markov chain Monte Carlo techniques have become very popular in recent years as a way of generating a sample from complicated probability distributions (such as posterior distributions in Ba:yesian inference problems). The idea of such algorithms is to define a Markov chain which has as its stationary distribution, the distribution T ( . ) of interest.
Procedures for defining the Markov chain include the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) , whereby the Markov chain proceeds by "proposing" a new point according to some scheme, and then "accepting" that point with a certain probability, chosen to make the Markov chain reversible with respect to TIT(.); and the Gibbs sampler (Geman and Geman, 1984; Gelfand and Smith, 1990) , whereby the Markov chain proceeds by updating the various coordinates of the point in turn according to the correct condztzonal dzstrzbutzon
as indicated by T(.).
A fundamental issue regarding such techniques is their convergence properties, specifically whether or not the algorithm will converge to the correct distribution, and if so how quickly.
A quantitative convergence result.
We describe here a general method (Rosenthal, 1993, Theorem 12) for proving quantitative bounds on the time to stationarity of a Markov chain. The method requires only that we verify a drift condition and a minorization condition, for the Markov chain of interest. In certain simple cases, the bound appears to be small enough to be of practical U-see Rosenthal (1993 Rosenthal ( , 1994 and references therein. For related results see Meyn and Tweedie (1993) . 
