Abstract. Recognition of planar objects from their images taken from different viewpoints requires affine invariants calculated from the object boundaries. The equivalence between affine transformation and the source mixture model simplifies the recognition problem. The rotation, scaling, skewing, and translation effects of the affine transformation can be undone by using blind source separation (BSS) techniques to go back to a canonical object view. Then, the problem is reduced from a more involved affine invariant search to a simple shape matching task. Point correspondence between two curves initially related by an affine transformation is obtained with further processing.
Introduction
Object recognition is one of the major goals in machine vision. Typically, the images of an object taken from different viewpoints should be registered as belonging to the same object. For this purpose, invariants, which are shape descriptors that remain unchanged even when the viewing point changes are needed. The transformation that the object has gone through in an image compared to another view is approximated with the affine transformation if the object is viewed from a distance that is an order or more greater than the maximum object diameter along the direction of view [1] . Since this assumption always holds for planar objects, recognition problem becomes a search for affine invariants [2] . The affine transformation includes rotation, scaling, skewing and translation, and it is known to preserve parallel lines and equispaced points along a line [3] .
A large number of affine invariants for planar object recognition have been proposed in the literature [1] , [3] - [5] . These are classified as either boundary or region based techniques. Yet another classification for invariants is whether they are local or global. Local invariants, which use higher order derivatives, are susceptible to noise [4] . Global invariants, on the other hand, suffer from the occlusion of the object. The invariants proposed in [3] - [5] are all based on the wavelet transform. These methods produce global invariants, since the whole set of boundary points are used when calculating the wavelet coefficients. The wavelet transform decomposes the object boundary into a number of scales and the invariants use a subset of these scales. Although the wavelet transform based methods are easy to compute, their performance is very much dependent on whether point correspondence between the object boundaries related by an affine transformation exists or not.
In this paper, we show that planar object recognition problem can be simplified by employing blind source separation (BSS) techniques based on methods that use time structure. Here, the separation is achieved by the second order blind identification method in [6] , where a set of covariance matrices are jointly diagonalized. As a result; the rotation, scaling, skewing and translation effects of the affine transformation are eliminated and the affine transformed object is brought to its canonical view. With further processing, point correspondence between the object boundaries extracted from two different images of the same object is obtained. Then, it is possible either to use the wavelet transform based shape descriptors [3] - [5] or any other shape descriptor to match objects, where the shape descriptor does not need to have the affine invariant property. In [7] , Herault and Jutten have developed an adaptive algorithm, which uses non-linear decorrelation concepts, to estimate the unknown independent sources. They have applied this algorithm to a similar image processing problem.
The organization of the paper is as follows. Section II is about the mathematics of the object recognition problem. The BSS techniques using time structure and the equivalence between the source mixture model and the affine transformation are the subjects of Section III. The algorithm for obtaining point correspondence is introduced in Section IV. Some experimental results are given in Section V. Conclusions are made in Section VI.
Object Recognition
A typical recognition task involves the identification of an object from its image taken from an arbitrary viewpoint. The boundaries of the objects in both the reference images in the database and the query image have to be analyzed. The coordinates of the boundaries of the objects in two images, which portray the same object, are related by an affine transformation
(1) can be expressed in vector-matrix notation as
where x andx are the vectors that contain the coordinates of the original and the affine transformed image boundaries, respectively. Here, the nonsingular matrix A represents the scaling, skewing and rotation, and b is the translation in the affine transformation. Thus, affine invariants are calculated from the boundaries, which are expected to be identical whatever the particular value of the matrix A is if the boundaries belong to the images of the same object taken from different viewpoints. The invariants should be distinct for different objects. The degree of match between two invariant functions, I 1 and I 2 is given by their normalized correlation value [3] N −1
where N is the length of the invariant function. The invariants calculated from two curves related by an affine transformation should be identically one if there is perfect point correspondence and no noise. Deviation from this assumption decreases the amount of correlation.
Blind Source Separation Techniques
The mixture model is given by
where While some of those increase the nongaussianity of the sources with respect to the mixtures, some others are based on nonlinear decorrelation to increase the statistical independence of the sources [8] . In the end, the sources are estimated up to a sign and amplitude ambiguity. Moreover, the order of the sources cannot be determined. If the sources are time signals, on the other hand, they carry a lot more structure than when they are random variables [8] . The ordering of the time series data can be exploited in many ways. Methods using time structure have been developed based on covariances. The covariance matrix for lag τ of the zero mean mixture signals is
where (·) T denotes transposition. The whitening of the mixtures is one of the most important pre-processing operations. Specifically, the matrix V is applied to the mixtures so that the resultant signals given by the vector z are white with uncorrelated components having variances equal to unity: z = Vm. Information from the covariance matrices corresponding to lags τ = 0 is needed for source separation. Sources are estimated with the transformations = Bz.
The simplest method using time structure is the Algorithm for Multiple Unknown Signals Extraction (AMUSE) algorithm in [9] , [10] . It uses only one lag, τ . The separating matrix B is estimated by whitening the zero mean data m to obtain z, computing the eigendecomposition forC z τ , and finally taking the eigenvectors as the rows of the separating matrix. A modified covariance matrix is used so that the matrix is symmetric and the eigendecomposition can be done:
T . The covariance matrix of the mixtures isC
T DB, where D is a diagonal matrix and this equality follows due to the uncorrelatedness of the sources. Thus, B is part of the eigendecomposition of the matrixC z τ . The algorithm fails if for the time lag chosen, the eigenvectors of the covariance matrix are not distinct. The AMUSE algorithm has been extended to several time lags by the Second Order Blind Identification (SOBI) algorithm in [6] . For successful demixing of sources, it is enough that only one of the covariance matrices has distinct eigenvectors. The covariance matrices are diagonalized jointly by a matrix U.
The affine transformation (2) and the mixture model (5) are seen to be equivalent if the object centroid given by the means of the x and y coordinates of the boundary is moved to the origin (i.e., so that they have zero mean). The coordinates of an affine transformed object boundary may be visualized as a mixture of the coordinates in some canonical view. Fig. 1 shows an object from the airplane object database in [3] and its affine transformed version, where the affine transformation matrix has a 1 = 1, a 2 = 2, a 3 = 7 and a 4 = −3 in (1). The vector, b, is assumed to be an all-zeros vector for simplicity. The x and y coordinates of the object boundaries are shown in Fig. 2 . The s i 's found by using the SOBI algorithm are demonstrated in Fig. 3 . From the figure, it is seen that the SOBI algorithm has introduced a sign and order ambiguity to the coordinates of the original object. Moreover, the s i 's of the affine transformed object are related to those of the original object by a sign and 
Post Processing
Although applying BSS techniques to the object boundaries brings them to a canonical view, there are still significant problems that need to be addressed. Specifically, these techniques employ linear transformations of the mixtures to arrive at the sources. According to affine invariants, this is yet another affine transformation. Those that suffer from a lack of point correspondence between the object boundaries still exhibit low correlation values.
First of all, the order and sign ambiguities are removed. The aim of SOBI, is to make s 1 uncorrelated with s 2 for all possible time lags. The correlations between the s i 's of the original and transformed object boundaries for all possible shifts of the transformed boundary show the correct order of the transformed s i 's and their signs with respect to the original s i 's. The calculated correlations should be maximized in magnitude when the corresponding s i 's are used. For instance, if there is an order ambiguity, then s 1 (s 2 ) of the original boundary is related to the s 2 (s 1 ) of the transformed boundary. The correlation between original s 1 and affine s 2 is maximized in magnitude when they are exactly aligned (i.e. they have the same starting point). Note that the correlation between original s 2 and affine s 1 should be maximized for the same shift in theory. Hence, the starting points for the boundaries can be made the same. Before the correla- tions are calculated, the boundaries are parameterized with arc length, which means that the boundary samples are at approximately equal distances from each other. At this stage, we go back to the example in the previous section and give the maximizing correlation values in Table 1 . For this particular example, none of the correlations is maximized for the same shift, but they are close enough to be considered as equal. Here, both of the boundaries have a length of 2 10 . The decision as to whether there is a sign or order ambiguity and the proper alignment of the boundaries is done looking at the magnitudes mag((i)×(iv)) and mag((ii)×(iii)) from Table 1 . This tells us that the sign of affine s 2 should be reversed, and the order of the first and second s i 's of the affine transformed boundary should be switched. They should both be shifted in time by 265. For this shift, the correlations (i) and (iv) are 0.0133 and 0.0093, respectively. The algorithm for obtaining point correspondence may be summarized as follows:
1. Extract object boundaries from the images related by an affine transformation and perform SOBI algorithm to obtain s i 's. 2. Parameterize the boundaries with arc length and calculate the correlations (i)-(iv) in Table 1 The importance of the steps above and that the algorithm works is shown via the affine invariant wavelet function in [3] . This invariant uses six wavelet scales.
When the boundary is sampled to a length of 2 7 , seven scales of coefficients are calculated and the finest scale, which is very much affected by noise is avoided. The wavelet in [11] is being used. When the boundaries extracted from images are used as they are, the correlation in (3) between the invariants is 0.5163. The algorithm outlined above increases the correlation value to 0.9703. The final form of the affine transformed object boundary normalized to a length of 2 7 and the invariants are displayed in Fig. 5 . 
Experimental Results
Two experiments have been carried out to test the proposed algorithm. The airplane object database in [3] with 20 objects is used. In the first experiment, uniformly distributed white noise at different signal-to-noise ratio (SNR) values has been added to the boundaries of the affine transformed objects before the normalized correlation in (3) is calculated. SNR is defined as the ratio of the average squared distance of the boundary points from the centroid to the variance of the uniformly distributed noise. Each object in the database is transformed using a 1 = 1, a 2 = 2, a 3 = 7 and a 4 = −3. For each SNR value, fifty realizations of noise are added to the boundary of each affine transformed object and the correlation values for the 1000 realizations are averaged. Fig. 6a shows the result of the experiment. When SNR = 20 dB, it is not possible to distinguish the boundaries belonging to different, but similar objects, since the details are lost. Uniformly distributed noise moves the boundary points, which is an ordered set initially, in random directions. Then, the object boundary is not a collection of ordered points like it should be. Until SNR increases so much that the order of the boundary points is not altered, the algorithm does not have so high correlation values. SOBI algorithm exploits the order of the boundary points to arrive at the canonical object view. In the second experiment, the transformation a 1 = 20(1−γ), a 2 = 10, a 3 = −10 and a 4 = 20(1 + γ) with γ = {0, 0.1, . . . , 0.9} is used to test how the algorithm works under increasing amount of affine distortion. The case γ = 0 corresponds to a similarity transformation, which consists of scaling and rotation. Again, for each transformation 20 airplane objects are used and the normalized correlation value in (3) is averaged. The results are given in Fig. 6b . γ ≥ 0.5 implies a large affine distortion of the object. The algorithm proposed still has very high correlation for these values of γ as it undoes the affine transformation.
Conclusion
In this paper, we have shown that the recognition of planar objects problem can be simplified from an affine invariant search to a simple shape matching task. The rotation, scaling, skewing and translation introduced by the affine transformation can be eliminated by using BSS techniques. Approximate point correspondence between two curves related by an affine transformation is obtained with the algorithm proposed. The proposed algorithm is shown to be successful under practical levels of noise and large affine distortions.
