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Abstract—Randomized controlled trials typically analyze the
effectiveness of treatments with the goal of making treatment
recommendations for patient subgroups. With the advance of
electronic health records, a great variety of data has been
collected in clinical practice, enabling the evaluation of treatments
and treatment policies based on observational data. In this paper,
we focus on learning individualized treatment rules (ITRs) to
derive a treatment policy that is expected to generate a better
outcome for an individual patient. In our framework, we cast
ITRs learning as a contextual bandit problem and minimize the
expected risk of the treatment policy. We conduct experiments
with the proposed framework both in a simulation study and
based on a real-world dataset. In the latter case, we apply our
proposed method to learn the optimal ITRs for the administration
of intravenous (IV) fluids and vasopressors (VP). Based on
various offline evaluation methods, we could show that the policy
derived in our framework demonstrates better performance
compared to both the physicians and other baselines, including a
simple treatment prediction approach. As a long-term goal, our
derived policy might eventually lead to better clinical guidelines
for the administration of IV and VP.
Index Terms—individualized treatment rules, contextual ban-
dit problem, off-policy learning
I. INTRODUCTION
Since the introduction of electronic health records (EHRs),
machine learning has increasingly been used to analyze obser-
vational clinical data with the goal of individualizing patient
care [1]. Compared to traditional rule-based strategies, where
all patients with a specific disease in a particular patient group
receive similar treatments, the goal of modern personalized
medicine is to offer better care to individual patients, taking
into account their heterogeneous characteristics. Personalized
medicine might be especially important for situations where
high-dimensional longitudinal data needs to be analyzed under
time pressure, as in an emergency room (ER) or an intensive
care unit (ICU). Here, treatment decisions might have to be
made without the best medical expert for the case being readily
available.
In personalized medicine, individualized treatment rules
(ITRs) assign a treatment from a range of possible treatments
to an individual patient based on his or her clinical characteris-
tics [2]. Ideally, all patients would have positive outcomes after
receiving the treatments suggested by the optimal ITRs. In
practice, one is interested in the ITRs’ best mean performance.
However, the evaluation of ITRs remains challenging, as it
is unethical or even dangerous to apply newly learned rules
directly to patients. Offline evaluation is the most widely used
approach for such tasks. When learning the optimal ITRs,
it is implicitly assumed that individualization can lead to
better outcomes compared to current guidelines. In clinical
practice, physicians might already perform some form of in-
dividualization by taking into account patient attributes that are
not considered in the guidelines. In predictive modeling, one
attempts to directly copy the physicians’ decision processes
by using machine learning [3], which serves as one of our
baseline methods.
Recently, many researchers have built powerful machine
learning models to predict the physicians’ treatment decisions
with neural networks [4]–[6]. In particular, recurrent neural
networks (and their advanced variants) are the de facto choice
when dealing with sequential EHRs. In this paper, we show
that recurrent neural networks are also suitable for learning the
optimal ITRs within the proposed framework shown in Fig. 1.
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Fig. 1. etIPS for learning the optimal ITRs: Both the predictive model
(left) and the ITRs model (right) generate treatment suggestions based on
available patient information. The predictive model is trained to mimic the
physicians’ decisions as well as possible. If the predictive model is trained
to output probabilistic scores, it essentially estimates propensity scores. The
ITRs are trained by encouraging treatments with a positive outcome as well
as discouraging treatments with a negative outcome.
From a machine learning perspective, the task of learning
optimal ITRs can be formulated as treatment policy opti-
mization based on the observed treatments and their received
outcomes for individual patients. Such formulation is closely
related to the contextual bandit problem, which concerns
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decision making in an environment where feedback is received
only for a chosen action under a specific context. The chal-
lenge lies in the fact that only the feedback of an assigned
action is observed, while the feedback of other actions remains
unknown. Most work on the contextual bandit problem in
machine learning concerns online services like content recom-
mendations, where the context is a user’s profile of interests
in different topics, the action is the recommended item, and
the feedback is the click action for the recommended item [7].
Online systems also record the model’s assigned probability
for each recommended item, which plays an essential role
in learning a better policy. In the setup of clinical trials,
the context can be viewed as the health level and treatment
history of patients, the action refers to the treatment decision,
and the feedback is the outcome observed after that specific
treatment. The probability of assigning a particular treatment
to the patient based on his or her covariates is known as
the propensity score [8]. In randomized clinical trials, the
propensity score is usually predefined for the experiments
(e.g., 50% for binary randomized clinical trials). However,
in observational studies, the propensity score can only be
estimated since it is implicit in the observed medical decisions.
Many previous studies focus on the learning of ITRs with the
predefined propensity scores [2], [9], [10].
Our contribution in this manuscript is threefold:
1) Inspired by previous works in predictive modeling of
treatment decisions and contextual bandit problems, we
present a general framework, etIPS, for learning ITRs
based on sequential EHRs from observational studies by
estimating the underlying true propensity score.
2) With experiments on two simulated sequential classifi-
cation tasks, we empirically verify that the estimated
propensity score can replace the true propensity score for
learning a better policy in contextual bandit problems.
3) We apply the proposed framework to the MIMIC-III
dataset [11] to learn the optimal ITRs for the adminis-
tration of intravenous (IV) fluids and vasopressors (VP).
In various offline evaluations, the ITRs derived from our
proposed method show better performance when com-
pared to the physicians’ decisions and other baselines.
II. RELATED WORK
Predictive modeling with sequential EHRs: Recurrent
neural networks (RNNs) have achieved great success on tasks
such as machine translation in natural language processing
[12]–[16]. In machine translation, sentences are composed of
variable number of words, just as EHRs consist of medical
events of variable length. Esteban et al. have applied the
sequence-to-sequence structure [17] to predict clinical events
of patients suffering from kidney failure [5]. In their work,
the static EHRs are integrated into the network to achieve
better performance. Meanwhile, Choi et al. propose Doctor
AI to predict diagnosis and medication prescriptions simul-
taneously [3]. Furthermore, Choi et al. augment the network
with attention mechanisms to improve both the accuracy and
model interpretability [18]. More recently, Yang et al. have
proposed to apply the many-to-one structure to predict the
therapy decision for breast cancer [6], which only outputs one
prediction for a sequence of events. However, predictive mod-
eling is solely trained to mimic treatment decisions without
taking into account the outcome information.
Learning Individualized Treatment Rules (ITRs): The
learning of ITRs has attracted much attention in medical
research. To get the best average outcome, Qian et al. propose
a two-step method [9]. First, an outcome prediction model
is fitted with the patient information and treatments. Second,
ITRs are derived by selecting the treatment that promises to
lead to the best outcome according to the trained model. This
approach relies heavily on the correctness of the outcome
prediction model. In comparison, Zhao et al. propose the
framework of outcome weighted learning (OWL) to construct
a model that directly optimizes the outcome without learning
an explicit outcome model [10]. In OWL, the learning of
ITRs is formulated as a weighted classification problem and
is solved by support vector machines. More recently, Zhou
et al. have proposed the residual weighted learning (RWL) to
improve the robustness of the ITRs learned by OWL [2]. A
separate regression model is fitted to estimate the baseline to
compute the residual from the outcome. The discussed frame-
works mainly focus on linear models and linear classifiers.
Learning the administration of IV and VP: Komorowski
et al. propose a reinforcement learning agent to learn the
optimal strategies for sepsis management [19]. A k-means
algorithm is used to infer the states of the patients, 25 actions
are defined by discretizing the dosage of IV and VP, and the
mortality is used to define the long-term reward. The optimal
policy is derived by solving a Markov decision process with
policy iteration. However, mortality is a sparse and noisy long-
term reward for both learning and evaluation. In this paper,
we have a similar problem setting, but take advantage of an
immediate reward to learn and evaluate the optimal ITRs.
Batch learning from bandit feedback (BLBF): Bandit
learning is commonly applied in online recommendation sys-
tems, where algorithms are evolving by trial and error with
real-time feedback from users. In medical applications, it is
more common to train algorithms offline, mostly for safety
considerations. Batch learning from bandit feedback is one of
the offline versions of the contextual bandit problem, where the
algorithm is trained with a batch of bandit feedback without
online interactions [20]. Under the BLBF setting, the two-
step method of deriving an optimal decision by maximiz-
ing the best estimated outcome proposed by Qian et al. is
called the Direct Method (DM), whereas the approaches to
optimize weighted outcomes directly proposed by Zhao et
al. are known as Inverse Propensity Score (IPS) methods
[7]. Swaminathan et al. cast BLBF as a counterfactual risk
minimization problem. They propose the Policy Optimizer for
Exponential Models (POEM) to improve the robustness of IPS
methods [21]. Besides, Swaminathan et al. propose to use the
self-normalized estimator for counterfactual learning (Norm-
POEM) to alleviate the propensity score overfitting problem
[22]. Both POEM and Norm-POEM are only applicable to
linear models. More recently, Joachim et al. have proposed
to reformulate the self-normalized estimator to train neural
networks with bandit feedback [23]. However, all the proposed
methods assume that the true propensity score is known.
III. COHORT
In this section, we describe how we define the cohort and
process the data to be used in our proposed framework.
A. Cohort Selection
The Medical Information Mart for Intensive Care database
(MIMIC-III) is a freely accessible database, which contains
data including 53, 423 Intensive Care Unit (ICU) admissions
of adult patients between 2001 and 2012 [11]. In this paper, we
consider a cohort of patients from MIMIC-III v1.4, who fulfill
the Sepsis-3 criteria [24]. We follow the scripts1 provided by
Komorowski et al. [19] to recreate the cohort. In short, the
inclusion criteria select those adult patients who are associated
with a Sequential Organ Failure Assessment (SOFA) score of
2 or more during the time of interest. The SOFA score ranges
from 0 to 24, and a higher value indicates a more severe status
of the patient. Further, patients with extreme unusual records
or death during the data collection period are excluded from
the cohort, as their records would have led to spurious policies.
In total, 20, 944 admissions are included in our dataset.
B. Data Description and Processing
Static and sequential information: There are two classes
of variables that are relevant for modeling the treatment deci-
sions: 1) static information, e.g., age and gender; 2) sequential
information, e.g., time-varying heart rate and respiratory rate.
Similar to Komorowski et al. [19], we extract a set of 47
variables, including information about demographics, vital
signs, and lab values. Three of those variables are about static
information and 44 are about sequential information. More
details about the variables can be found in Appendix A. The
time of interest is defined as 24 hours before the onset of the
sepsis and 48 hours after it. To represent the sequential status
of the patient, we aggregate the data by averaging over four-
hour windows. As a result, at each time-step, each admission
is represented by a multidimensional vector.
Treatments and outcome: We choose to learn the optimal
ITRs for the administration of IV and VP, considering the
suboptimality of their administration reported in the clinical
literature [25]. More specifically, we follow the scripts from
Komorowski et al. and define 25 treatment decisions for
each four-hour time window, where each decision is an IV-
VP pair for discretized dosages. The original dosage is first
converted to zero (i.e., zero dosage) and non-zero classes, and
the non-zero classes are further divided into quartiles. More
statistics of the discretized treatment decisions can be found
in Appendix B.
In the bandit problem, each action immediately receives
feedback information. Therefore, we compute a clinically
guided outcome, denoted by ∆-SOFA (differences between
1https://github.com/matthieukomorowski/AI Clinician
subsequent SOFA scores), as our feedback information to
guide the learning of the ITRs. As concluded by Vincent et al.
[26], the ∆-SOFA offers an objective evaluation of treatment
responses and could be used to reflect patients’ responses
to therapeutic strategies. Furthermore, if a patient has an
unchanged SOFA score in a low range or a decreased SOFA
score in subsequent time windows, he/she is associated with a
lower mortality rate. Similar applications of the ∆-SOFA have
been reported by Raghu et al. [27]. In BLBF, the problem is
cast as a risk minimization problem. Thus, we define the loss
as 0 (positive outcome) if ∆-SOFA is unchanged in a low
SOFA range (0-5) or has decreased. Otherwise, we set the
loss as 1 (negative outcome).
Training and test sample generation: To model the treat-
ment decision, we extract samples from the patients’ medical
history in an expanding window fashion, whenever a treatment
is observed. For predictive modeling, the treatment decision
is viewed as the target variable for training. All sequential
information before the treatment is used as covariates for
prediction. The sequential information at the time-step of the
treatment is not used for learning, as some variables may not
be observed at the time of decision in the ICU. For ITRs
learning, the outcome for the treatment decision is required.
Therefore, we extract the observed ∆-SOFA in the next time-
step and compute the corresponding loss as described in
the previous paragraph. As shown in Fig. 2, each sample
consists of the sequential information, treatment decision, and
the corresponding loss information. In addition, the static
information is also extracted but not shown in the figure for
the sake of simplicity.
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Fig. 2. Illustration of the training and test sample generation from the medical
history of each admission: The left-hand side presents the raw data after
aggregating for every four-hour time window; the right-hand side shows the
generated training and test samples. A sample will be extracted if the following
two conditions are fulfilled: 1) A treatment decision is observed at a certain
time-step. 2) The feedback information is observed in the following time-
step of the treatment. To highlight the relative order between the sequential
information, treatment, and the corresponding loss, we add the superscript
< t > to indicate the time-step index of the treatment during the admission.
From 20, 944 admissions we could extract in total 224, 333
samples (i.e., 10.7 samples per admission on average). The
number of time-steps observed before the treatment varies
from 1 to 18 and is on average 7.2. When generating the
training samples and test samples, the split is based on the
admission level rather than the sample level so that we can
achieve a more objective evaluation. With the split admissions,
the samples are divided for training and testing accordingly.
IV. METHOD
Our proposed framework consists of two consecutive
parts: a predictive model for the propensity score estima-
tion and an ITRs model trained with an objective function
based on the estimated propensity score. After following
the preprocessing steps in Fig. 2, we denote our data as
{(Xseq)i, (xsta)i, ai, δi}mi=1, where Xseq ∈ RT×44 represents
the (multivariate) random variable for the sequential informa-
tion with T observed time-steps and xsta ∈ R3 stands for
the static information. We denote the treatment decision as
a ∈ {1, 2, . . . , 25} =: A and the loss of the observed treatment
as δ ∈ {0, 1}. Scalars are denoted by lowercase letters such as
a, δ; (column) vectors are denoted by bold lowercase letters
such as xsta; matrices are denoted by uppercase letters such
as Xseq; sets are denoted by calligraphic letters such as A.
A. Propensity Score-Based Objective Function for Learning
ITRs
Following the formulation in BLBF, the goal of learning the
optimal ITRs is to find a policy piw that minimizes the risk
r(piw) = EX∼P(X)Ea∼piw(a|X)
[
δ(X, a)
]
= EX∼P(X)Ea∼P(a|X)
[
δ(X, a) · piw(a|X)
P(a|X)
]
(1)
where w denotes the parameters of the policy. The loss δ(X, a)
is an indicator function, which is 1 for negative outcome and
0 for positive outcome. The propensity score is reflected in the
conditional probability P(a|X) for different treatments a ∈ A.
For conciseness, we use X to denote the random variable
for the complete medical history, including the sequential
information Xseq and the static information xsta, though it is
a slight abuse of notation..
Equation (1) is derived by applying importance sampling
to remove the distribution mismatch between the physicians’
policy and the new policy piw . Intuitively, the new policy piw
will have a lower expected risk r(piw) when it has a higher
probability for treatments with positive outcomes and a lower
probability for treatments with negative outcomes.
The Inverse Propensity Score (IPS) estimator
rˆIPS(piw) =
1
m
m∑
i=1
δi
piw(ai|Xi)
P(ai|Xi) (2)
applies Monte Carlo sampling to estimate the expected risk
in (1) by taking the observed data points as samples. The
IPS estimator will be unbiased if P(ai|Xi) describes the
physicians’ policy. Therefore, it is appealing to use the risk
defined by the IPS estimator (IPS risk) as the objective
function to learn the optimal ITRs.
However, there are mainly two reasons why it is not possible
to optimize the policy using the IPS risk directly. First, it has
been shown that the IPS estimator suffers from large variance
if there is a large discrepancy between the new policy and the
physicians’ policy [7], which would be more severe for high-
capacity models like neural networks, as it is in our case.
Second, directly minimizing an IPS estimator that contains
the propensity score is prone to propensity score overfitting
[22]. More specifically, the new policy is dominated by the
physicians’ policy rather than the treatment with low loss.
In our setting, the minimal IPS risk in (2) is 0. The new
policy will simply put zero probability on all the treatment
decisions observed from the physicians. In other words, the
new policy achieves minimal IPS risk by recommending any
treatment that differs from the physicians’ decision. In Sec. V,
this phenomenon will also be empirically verified.
Propensity score overfitting originates from the lack of
equivariance of the IPS estimator (see Appendix D), i.e., the
minimizer of the IPS risk is dependent on the translation of
the loss. Furthermore, the lack of equivariance is due to the
unconstrained treatment matching factor (TMF), defined as
s(piw) :=
1
m
m∑
i=1
piw(ai|Xi)
P(ai|Xi) (3)
which equals to 1 in expectation (see Appendix C), but will be
far from 1 if the propensity score overfitting problem occurs.
As a solution, the self-normalized IPS estimator (SNIPS)
rˆSNIPS(piw) =
1
m
∑m
i=1 δi
piw(ai|Xi)
P(ai|Xi)
s(piw)
(4)
is proposed to replace the IPS estimator for the learning of a
new policy [22]. It is proven to be asymptotically unbiased [28]
and has the property of equivariance (see Appendix E), which
enables the new policy to focus on learning the treatment with
low loss.
Neural networks are typically trained by mini-batch stochas-
tic gradient descent. Unfortunately, the optimization problem,
including the SNIPS estimator, cannot be solved directly by
a mini-batch stochastic gradient descent-based method, since
all samples are required to compute the denominator. A mini-
batch of samples could be used to estimate it, but the result is
proven to be biased [23]. Joachim et al. propose the BanditNet
by reformulating the SNIPS estimator with an additional
constraint [23]. In short, optimizing the SNIPS estimator is
equivalent to optimizing a λ-translated IPS estimator
rˆλIPS(piw) =
1
m
m∑
i=1
(δi − λ)
piwj (ai|Xi)
P(ai|Xi) (5)
where the Lagrange multiplier λ is called the translation (more
details in Appendix F). The optimal translation λ is found
through grid search. As mentioned earlier, a translation of
the loss results in a difference among the minimizers of the
IPS risk: On the one hand, the new policy tends to avoid
the treatments in the physicians’ policy if losses are defined
as non-negative values; on the other hand, it prefers to over-
present the physicians’ policy if losses are defined as non-
positive values. Taking advantage of the lack of equivariance
of the IPS estimator, the reformulation searches the optimal
translation to balance these two tendencies so that the policy
can focus on learning the treatment with low loss.
B. Predictive Modeling of Treatment Decisions
In observational studies, the propensity score is not known
but can be estimated from the collected data. More specifi-
cally, the propensity score can be modeled by any supervised
machine learning models that provide probability estimates for
the various treatment decisions. We propose to apply state-of-
the-art predictive models to produce an estimated propensity
score Pˆ(a = ai|X), which is necessary for the optimization
problem in (5).
Recurrent neural networks (RNNs) provide an extension
of feedforward neural networks to handle sequential inputs.
Formally, given an input sequence (x1,x2, . . . ,xT ), an RNN
calculates the hidden states ht at time-step t iteratively by
joining the current input at t and the previous hidden state at
t− 1 as
ht = g(Wxt + Uht−1) (6)
where g(·) is a non-linear activation function and W and U are
parametric weight matrices. Since each hidden state is again
dependent on its predecessor, the state at t is theoretically
capable of storing all relevant information of the entire history.
Downstream models for classification or regression tasks could
be implemented to consume the hidden state ht as their input.
However, the classical RNN architecture as in (6) often suffers
from the vanishing gradient problem [29], [30] and therefore
could fail to capture the long-term dependencies from the
previous inputs. More advanced variants of RNNs, such as
gated recurrent unit (GRU) [31] or long short-term memory
(LSTM) [30], have been proposed to solve the problem with
gating mechanisms and have achieved great successes in
modeling sequential data with long-term dependencies, such
as texts or sensory data [32].
In the case of predictive modeling of treatment decisions,
the multidimensional vector xt at different time-steps consti-
tutes the sequential input data Xseq. GRU/LSTM is used to
encode Xseq into the hidden states ht. Since we are mainly
interested in modeling treatment decisions, a many-to-one
structure is used [6], i.e., only the representation of the last
hidden state hT is utilized as the input for the treatment
prediction, where T is the number of observed time-steps
before the treatment. Formally, we have
GRU/LSTM : RT×44 → Rh
Xseq 7→ hT
where h is the dimension of the hidden state and will be tuned
as a hyperparameter in the experiments. The static information
is concatenated with the hidden state encoded by GRU/LSTM
so that the static information is included for the modeling of
the treatment decisions [5]. Formally, we have
z = (hT ,xsta).
The resulting vector z ∈ Rh+3 represents the patient’s com-
plete medical history in a latent vector space and facilitates
different subsequent tasks. In our case, a softmax classifier is
built on top of it for the treatment prediction, as illustrated
in Fig. 3. In our framework, we interpret the probability
distribution produced by this model as an estimate of the true
propensity score.
softmax
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Fig. 3. Illustration of the predictive modeling of treatment decisions with static
and sequential information: GRU/LSTM encodes the sequential information
into hidden states. The last hidden state is concatenated with the static
information, resulting in a vector to represent the patient’s complete medical
history. On top of it, a softmax classifier is built to predict the treatment
decisions of physicians.
C. Estimated Translated Inverse Propensity Score
In this section, we elaborate the entire etIPS framework in
Algorithm 1 by inversely joining the modules that have been
introduced in Sec. IV-A and IV-B.
In line 1, we train the predictive model as in Sec. IV-B
to estimate the physicians’ policy. In line 2, we derive the
estimated propensity scores on all patient cases from the
predictive model in line 1. From line 3 to 6, we train our
ITRs model as follows: For the j-th iteration, we select
a particular translation λj ∈ (0, 1) with grid search. The
translation range is defined as (0, 1) because the translation
of 0 makes all losses non-negative and the translation of 1
makes all losses non-positive in our setting, which are the two
extreme cases for the propensity score overfitting problem.
We randomly initialize the trainable parameters wj in the
ITRs model, which has the same network structure as the
predictive model in Fig. 3 but is optimized with an objective
function based on the estimated propensity score. Depending
on the translation λj , we minimize the objective functions
with respect to the trainable parameters wj (line 4). For each
λj , both the minimizer w∗j and its corresponding treatment
matching factor sj (line 5) are saved. In line 7, the final
minimization step outputs the pair (s∗,w∗) that generates the
minimum value for the SNIPS risk in (4).
The differences between the minimization goal in line 4
and the IPS risk in (2) are the estimated propensity score
Pˆ(a = ai|X) and the translation λj . Therefore, we name
the algorithm estimated translated Inverse Propensity Score
(etIPS). Intuitively, the proposed framework enables the new
policy to be trained through encouraging the network to
learn from the physicians’ treatment decisions with a positive
outcome as well as from unsuccessful cases (treatments with
a negative outcome).
Algorithm 1: etIPS
Input: A dataset of the form {Xi, ai, δi}mi=1.
Output: The policy of the optimal ITRs piw∗(a|X).
1 Learn the physicians’ policy Pˆ(a|X) with {Xi, ai}mi=1
using the network structure in Fig. 3.
2 Compute the estimated propensity score
pˆi := Pˆ(a = ai|Xi) for all i.
3 for λj ∈ (0, 1) do
4 w∗j ← arg minwj
{
1
m
∑m
i=1(δi − λj)
piwj (ai|Xi)
pˆi
}
5 sj ← 1m
∑m
i=1
piw∗
j
(ai|Xi)
pˆi
6 end
7 s∗,w∗ ← arg minsj ,w∗j
{
1
sj
1
m
∑m
i=1 δi
piwj (ai|Xi)
pˆi
}
8 return piw∗(a|X)
V. EXPERIMENTS
In this section, we provide details of the experiments con-
ducted on three tasks, of which two are tailored to the BLBF
setting from the MNIST dataset, which is common for the
evaluation of many learning algorithms. As the ground truth
labels in the MNIST dataset are available, the performance is
evaluated with the metric accuracy. It serves as a simulation
study [2], [21], [23]. In contrast, the MIMIC-III dataset only
contains the feedback information of assigned treatments,
and the offline evaluation is therefore employed, which can
estimate the risk of a new policy from data observed from
physicians.
A. Implementation details
The neural network-related models are built with the tensor-
flow package [33]. Hyperparameters are tuned with the hyper-
opt package [34]. Five-fold cross-validation is implemented to
report the variance of the performance.2
B. Simulation studies
In this section, we simulate two controllable modeling tasks
that resemble the true data situation. We aim to verify the fol-
lowing hypotheses empirically: a) Without ground truth labels,
the propensity score-based objective function is applicable to
sequential classification tasks. b) The estimated propensity
score could be used to replace the true propensity score in
the propensity score-based objective function.
2Related scripts see https://github.com/ZhiliangWu/etips.
1) Dataset generation: We define two sequential classi-
fication tasks based on the MNIST dataset. The first task,
zeros counting MNIST, is to predict the number of zeros
given a sequence of randomly sampled digit images. During
sampling, we limit the maximum number of 0’s to be 2 so
that the prediction takes the form of a classification task with
3 classes. The second task, row-by-row MNIST, is to predict
the label of the digit (0 − 9) of the image. Each row of the
image is presented sequentially to the neural network, and the
classification is performed after reading all rows. Like other
supervised learning tasks, the resulting dataset is in the form of
{Xi, a∗i }mi=1, where a∗i is the ground truth label. From that, the
supervised to bandit conversion method [35] is employed to
generate BLBF datasets of the form {Xi, ai, δi, pi}mi=1. If we
view the tasks in a BLBF perspective, the context is a sequence
of images X , the action a is the label prediction of the given
sequence, the loss δ reflects the correctness of the prediction,
and p is the probability of the label prediction. A logging
policy, which is similar to the physicians’ policy in the clinical
setting, is required to generate the label prediction for different
contexts. Also, we need to set a suboptimal accuracy for it, just
like we assume there is still improvement space for physicians.
Similar to the conversion procedure [21], we train a neural
network to output P(a|·) based on 5% of the supervised dataset
{Xi, a∗i }mi=1 and select the one with an accuracy around 66%
as the logging policy. The label prediction ai is sampled from
the output distribution of the logging policy. Meanwhile, the
propensity score pi is also recorded for the sampled action.
Finally, the loss δi is computed based on the ground truth
label a∗i , i.e., the loss is 0 if the label prediction is the ground
truth label and 1 otherwise. More details of these generated
datasets can be found in Appendix G.
2) Baselines: For all approaches except the direct method,
a many-to-one structure with GRU/LSTM is used to deal with
the sequential inputs. The neural network structure in Fig. 3 is
not used because there is only sequential image information
for the defined tasks. For the direct method, loss prediction
is defined as the task for the network, and the action of
label prediction is integrated in a way similar to the static
information as in Fig. 3.
a. Direct method (DM): This method splits the task into
two steps: It first learns the mapping E[δ|X, a] to the
expected loss given the context and action. The label
prediction is then made by selecting the action with the
lowest predicted loss arg mina E[δ|X, a].
b. Random policy (RP): A dummy policy to perform a label
prediction uniformly at random, which serves as a weak
baseline.
c. Inverse Propensity Score (IPS): The network is trained to
minimize the IPS risk as defined in (2).
d. Translated Inverse Propensity Score (tIPS): The network
is trained by minimizing the λ-translated IPS risk as
defined in (5).
e. Estimated Inverse Propensity Score (eIPS): The network
is trained by minimizing the IPS risk as defined in (2)
with the estimated propensity score.
3) Results: Tab. I shows the prediction performance of
different approaches. Both tIPS and etIPS achieve more than
90% accuracy, where etIPS yields the best results. RP has
an accuracy of around 1#actions , which is better than DM and
IPS/eIPS.
TABLE I
ACCURACY OF DIFFERENT APPROACHES ON SEQUENTIAL
CLASSIFICATION TASKS
propensity score zeros counting MNIST row-by-row MNIST
DM -* 0.343± 0.0001 0.098± 0.0022
RP -∗ 0.363± 0.0001 0.103± 0.0001
IPS true 0.301± 0.012 0.020± 0.0061
tIPS true 0.899± 0.0229 0.931± 0.0852
eIPS estimated 0.319± 0.0075 0.016± 0.0098
etIPS estimated 0.923± 0.0122 0.953± 0.0390
*The propensity score is not involved in the algorithm.
4) Discussion: Trained on partial feedback information, an
optimal policy should also be able to perform the label pre-
diction with the lowest risk (i.e., the highest accuracy), which
works in the same way as an optimal classifier. Furthermore,
accuracy serves as a good metric here to evaluate a new policy
because the datasets have a balanced distribution for different
output classes. The accuracy trained with cross-entropy loss
and full label information is around 95% for both tasks. From
the performance of tIPS/etIPS, we see that the (estimated)
propensity score-based objective function can deliver satisfy-
ing performance on the sequential prediction tasks when the
ground truth label is not available. In addition, the performance
of etIPS is a little better than tIPS. As proven [36], the reason is
that the estimated propensity score has the potential to reduce
the variance during the learning procedure. Furthermore, the
performance of IPS/eIPS is worse than the weak baseline
RP. Its poor performance is due to the propensity score
overfitting problem, which can be diagnosed by computing the
treatment matching factor in (3). For example, in the row-by-
row MNIST task, s(piIPS) = 0.0061 while s(pitIPS) = 0.926.
Last but not least, the performance of DM is as poor as RP.
In practice, the performance for modeling E[δ|X, a] is good
with an accuracy of more than 85% (0.843 ± 0.0072 and
0.888±0.0027 respectively). However, for the loss prediction,
the network is trained with only one action under a certain
context. The knowledge of the losses of different actions under
the same context is missing during training. As a result, the
trained network would predict similar loss values for different
actions under the same context, which accounts for the poor
performance on the prediction task.
C. Experiments on the MIMIC-III dataset
1) Evaluation metrics: For the MIMIC-III dataset, the goal
is to learn the optimal ITRs for the administration of IV and
VP. It is worth mentioning that offline evaluation remains a
challenge, and the new policy requires further investigation
with domain experts like physicians [37]. A new policy is
hereby evaluated with three different evaluation methods:
a. Average Treatment Effects under the new policy
(ATENP): This method evaluates the new policy in a
deterministic way, i.e., it only considers the treatment
suggestion with the highest probability. According to the
treatment suggestions of the new policy, the samples in
the test set are divided into two groups: those who follow
the new policy (group one) and those who do not (group
two) [2], [19]. The difference between the average risk
in these two groups shows the average treatment effects
under the new policy. If a new policy is better than the
physicians’ policy, the difference should be below zero.
b. Inverse Propensity Score Estimator (IPS): This method
estimates the risk of the new policy as in (2). As we
discussed earlier, it may suffer from propensity score
overfitting problem and thus be strongly biased.
c. Doubly Robust Estimator (DR): The doubly robust tech-
nique consists of an outcome prediction model and a
propensity score model [7] as
rˆDR(piw) =
1
m
m∑
i=1
[∑
a∈A
piw(a|Xi)δˆ(Xi, a)
+
piw(ai|Xi)
Pˆ(ai|Xi)
(
δi − δˆ(Xi, ai)
)]
where δˆ(X, a) is the loss prediction model and Pˆ(a|X) is
the propensity score model. It protects the mismodeling
of either model by combining them to get the best of
both.
As the problem is formulated as a risk minimization problem,
a lower value of ATENP/IPS/DR is preferred. In Appendix H,
the investigation of the correlation between accuracy and the
risk estimated by these methods is provided to shed some
light on the performance of different evaluation approaches. In
short, ATENP shows a consistent correlation with the accuracy
and is therefore trustworthy when there is a large sample size
in group one. In comparison, the IPS estimator will be strongly
biased when the propensity score overfitting problem occurs.
In such cases, the DR estimator is more reliable by taking
advantage of an outcome prediction model for correction.
2) Baselines: The true propensity score is not available
in observational studies, which prevents the application of
IPS and tIPS. Instead, we implement DM, RP, and eIPS for
evaluation purposes. The network structure for eIPS follows
the one in Fig. 3, and DM is defined as a loss prediction task
with the treatment as an additional input feature. In addition,
the predictive modeling of treatment decisions (cf. Sec. IV-B)
and the most frequent policy are also included as baselines.
The most frequent policy always suggests the most frequent
treatment in the training dataset. In our case, it is the zero
dosage of both IV and VP. Besides the evaluation methods,
the treatment matching factor (TMF, cf. (3)) is computed based
on the estimated propensity score to diagnose the propensity
score overfitting problem.
3) Results: Tab. II shows the performance of the policies
trained by different approaches. Our proposed approach turns
out to have the lowest value in ATENP and DR with a
TABLE II
EVALUATION WITH DIFFERENT RISK ESTIMATORS
ATENP IPS DR TMF
Predictive Modeling −0.019± 0.0021 0.523± 0.0229 0.523± 0.0021 1.034± 0.0391
Direct Method* 0.032± 0.0001 - - -
Most Frequent† −0.023± 0.0001 - - -
Random Policy −0.023± 0.0001 0.125± 0.0001 0.478± 0.0026 0.243± 0.0001
Estimated Inverse Propensity Score −0.025± 0.1009 0.009± 0.0019 0.504± 0.0071 0.018± 0.0029
Estimated Translated Inverse Propensity Score −0.143± 0.0099 0.169± 0.0160 0.471± 0.0060 0.438± 0.0279
*There is no probability of the treatment suggestion given by argmina E[δ|X, a]. The values for IPS/DR/TMF can therefore not be computed.
†A deterministic policy to suggest the most frequent treatment. There is no probability information involved.
high value of TMF (only lower than predictive modeling). In
addition, the eIPS have the lowest value in the IPS evaluation
with the lowest TMF.
4) Discussion: From a methodological perspective, the
baseline approaches DM and eIPS can be viewed as the deep
learning variants of the two-step method proposed by Qian
et al. [9] and outcome weighted learning (OWL) [10], re-
spectively. Similarly, our proposed method can be understood
as a deep learning variant of residual weight learning (RWL)
proposed by Zhou et al. [2]. The difference is that instead of
learning a baseline by a separate regression model, our method
is more efficient by trying different translations λj to find the
optimal baseline. Furthermore, a predicted baseline in RWL
inevitably introduces additional noise in the loss, which can
potentially deteriorate the learning.
For ATENP, a value below zero means that the new policy
is better than the physicians’ policy. In the predictive modeling
setting, the policy tries to mimic the physicians’ policy as well
as possible. The ATENP of it being around zero is therefore
expected as it doesn’t consider the outcome information. In
comparison, the ATENP of etIPS shows a strong negative
value of −0.143. It indicates that the observed treatments,
which are the same as suggested by the new policy, have
a much lower risk than those that are not. Also, the risk in
group one of etIPS is estimated by 1929.8± 111.33 samples,
which is relatively large, compared to 21.8 ± 9.62 for eIPS
and 347± 0.01 for DM.
The lowest IPS risk for the eIPS is strongly biased, which
can be indicated by both the small sample size in group one
(21.8 ± 9.62) for ATENP and its lowest treatment matching
factor (0.018 ± 0.0029). The DR estimator corrects the bias
with an outcome prediction model, resulting in a change from
0.009 to 0.504.
Last but not least, although the TMF value of etIPS is larger
than other baselines except the predictive model, it is still
a bit away from the expected value of 1 (cf. Appendix C).
Two reasons account for it. The first is the suboptimal ac-
curacy of the predictive model, which is 0.571 ± 0.0037 in
the test set. As mentioned earlier, the estimated propensity
score is used to compute TMF. Therefore, it indicates the
alignment between the policies of the predictive model and
other models. As the predictive model cannot perfectly reflect
the physicians’ policy, the TMF value computed based on it
does not necessarily have to be strictly around 1 anymore.
Nevertheless, the TMF computed from the predictive model
is still worth being referenced when the value is extremely
low like for eIPS. The second reason is the average risk in
the dataset being 0.498. In other words, almost half of the
time, the physicians’ treatment does not receive a positive
outcome. The relatively large amount of negative feedback
encourages the algorithm to learn a new policy that is a bit
different from the physicians. Besides, there are 25 treatment
decisions observed with strong skewness in its distribution (cf.
Appendix B). These facts would jointly result in a lower TMF.
VI. CONCLUSION
In this paper, we propose a general framework, etIPS, to
learn optimal ITRs. It consists of a predictive model and an
ITRs model. The former takes advantage of the state-of-the-
art predictive modeling of the treatment decisions while the
latter is based on the latest formulation of BLBF problems. By
casting the ITRs learning as a problem in BLBF, our proposed
approach can discover the optimal policies with sequential
EHRs from observational studies. Intuitively speaking, the new
policy is learned by encouraging the treatments with a positive
outcome and discouraging the treatments with a negative
outcome. The reformulation of the SNIPS estimator ensures
that such a learning objective is correctly integrated into the
objective function of the neural network. The generality of
our proposed framework lies in the flexibility to choose an
arbitrary propensity score model as well as any ITRs model
that would fit the patient features.
With experiments on two simulated BLBF tasks using the
MNIST dataset, we have empirically shown that the estimated
propensity score can replace the true propensity score when the
latter is not known. The result facilitates the usage of data from
observational studies without any recorded propensity score.
Furthermore, in various offline evaluation methods, our learned
policies perform better than the physicians’ policy. A true
performance evaluation, naturally, would require additional
clinical testing.
The proposed framework is compatible with any neural net-
work structures and any data sources, not limiting to recurrent
neural networks and sequential EHRs, as we have presented
in this paper. With more advanced network structures, the
performance of our framework could be further boosted.
As part of future work, we want to study model explainabil-
ity or interpretability. If the treatment suggestion is provided
together with explanations, the physicians would find such
clinical decision support systems more transparent and become
more encouraged to apply it. For example, the explanation can
show which parts of the static or sequential information are
especially important for the final treatment suggestion.
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APPENDIX
A. Feature description
The included features are chosen to best represent the status
of each patient [19]. There could possibly be confounding
effects if we haven’t included some important features in the
model. In the chosen features, most have continuous values
except for gender, readmission, and mechanical ventilation
being binary.
Static information: age, gender, readmission to intensive
care.
Sequential information: weight (kg), Glasgow Coma Scale
(GCS), heart rate(HR), Systolic, Mean and Diastolic Blood
Pressure(SysBP, MeanBP, DiaBP), Respiratory Rate (RR),
SpO2, temperature (celsius), FiO2, Potassium, Sodium, Chlo-
ride, Glucose, Blood Urea Nitrogen (BUN), Creatinie, Mag-
nesium, Calcium, SGOT, SGPT, Total Bilirubin, Hemoglobin,
count of the white blood cells, count of the platelets, Partial
Thromboplastin Time (PTT), Prothorombin Time (PT), Inter-
national Normalized Ratio (INR), Arterial potential Hydrogen,
paO2, paCO2, Arterial Base Excess, Artial lactate, HCO3, me-
chanical ventilation, shock index, PaO2/FiO2 ratio, maximum
dose of vasopressor over 4 hours, intravenous fluids intake over
4 hours, total input, total urine fluid output, urine output over
4 hours, cumulated fluid balance, Sequential Organ Failure
Assessment (SOFA) over 4 hours, Systemic Inflammatory
Response Syndrome (SIRS) over 4 hours.
B. Treatment decisions
Fig. 4 shows the distribution of different treatment options.
The skewness of the distribution is mainly due to the unbal-
anced distribution of the discretized VP.
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Fig. 4. Distribution of treatment decisions and discretized IV/VP
Due to the possible update of the MIMIC-III database, there
are slight differences between the values in Table III compared
to the ones reported by Komorowski et al. [19].
TABLE III
RANGE AND MEDIAN OF IV AND VP
IV fluids (mL/ 4 hours) Vasopressors (mcg/kg/min)
Treatment range median range median
1 0 0 0 0
2 0 - 48 30 0 - 0.08 0.04
3 48 - 150 80 0.08 - 0.2 0.13
4 150 - 500 284 0.2 - 0.45 0.27
5 > 500 874 > 0.45 0.78
C. Treatment matching factor
EX∼P(X)Ea∼P(a|X)
[
piw(a|X)
P(a|X)
]
=
∑
X
P(X)
∑
a
P(a|X)piw(a|X)
P(a|X)
=
∑
X
∑
a
P(X)piw(a|X)
= 1
D. Lack of equvariance of the IPS estimator
min
w
1
m
m∑
i=1
(δi+ c)
piw(ai|Xi)
P(ai|Xi) 6= c+ minw
1
m
m∑
i=1
δi
piw(ai|Xi)
P(ai|Xi)
E. Equvariance of the SNIPS estimator
min
w
1
m
∑m
i=1(δi + c)
piw(ai|Xi)
P(ai|Xi)
1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)
= min
w
( 1
m
∑m
i=1 δi
piw(ai|Xi)
P(ai|Xi)
1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)
+ c · 


1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)



1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)
)
= min
w
1
m
∑m
i=1 δi
piw(ai|Xi)
P(ai|Xi)
1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)
F. Reformulation of the SNIPS risk
The optimization objective of the SNIPS risk
w∗ = arg min
w
1
m
∑m
i=1 δi
piw(ai|Xi)
P(ai|Xi)
1
m
∑m
i=1
piw(ai|Xi)
P(ai|Xi)
could be reformulated as a two-step optimization problem
s∗,w∗ = arg min
sj
{
arg min
wj
1
m
∑m
i=1 δi
piwj (ai|Xi)
P(ai|Xi)
sj
,
s.t.
1
m
m∑
i=1
piwj (ai|Xi)
P(ai|Xi) = sj
}
where sj is fixed to different values and wj represents the
corresponding optimization parameters. In other words, the
minimizer can be found by 1) fixing sj to a particular
value within a grid search, and 2) solving the corresponding
interior constrained optimization problem to find w∗j . The final
minimizer is the pair with the lowest SNIPS risk among all
(sj , w
∗
j ) pairs.
The remaining problem is to solve the interior constrained
optimization problem. It is natural to use the Lagrange mul-
tiplier to remove the constraint of the fixed sj . Formally, the
problem
w∗j = arg min
wj
{
1
m
m∑
i=1
δi
piwj (ai|Xi)
P(ai|Xi) ,
s.t.
1
m
m∑
i=1
piwj (ai|Xi)
P(ai|Xi) = sj
}
is equivalent to
w∗j , λ
∗
j = arg min
wj
max
λj
{
1
m
m∑
i=1
(δi−λj)
piwj (ai|Xi)
P(ai|Xi) +λjsj
}
.
Considering the fact that searching for λ∗j with a fixed sj is
expensive but the inverse is not, reversing the role of λ∗j and sj
makes the problem more tractable, i.e., fix λj first, optimize for
w∗j , and compute the corresponding sj as well as the SNIPS
risk rˆSNIPS(piw∗j ). Formally, the optimization problem is further
reduced to
w∗j = arg min
wj
{
1
m
m∑
i=1
(δi − λj)
piwj (ai|Xi)
P(ai|Xi)
}
.
G. Sequential classification tasks from MNIST
Table IV shows some statistics for the tailored sequential
classification tasks. The output classes in both tasks have a
balanced distribution. Meanwhile, due to the preference of
the logging policy, the label predictions show the skewness
to some extend in Fig. 5.
TABLE IV
BASIC STATISTICS OF THE TAILORED TASKS WITH MNIST
zeros counting MNIST row-by-row MNIST
#samples 10, 000 70, 000
input shape
(#time-steps, #features) (20± 5, 784) (28, 28)
#output classes 3 10
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Fig. 5. Distribution of label prediction of the logging policy
H. Different evaluation methods
As the accuracy is computed with the ground truth label,
it serves as a good reference to understand the performance
of different risk estimators. In Fig. 6 and 7, the blue color
denotes the performance of zeros counting MNIST while red
the row-by-row MNIST.
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Fig. 6. Correlation between the accuracy and ATENP
Although the policy is evaluated in a deterministic way,
ATENP shows a consistent correlation with the accuracy of
different policies. In addition, the sample size in different
groups serves as a good indicator for the propensity score
overfitting problem. For the row-by-row MNIST, there are only
4.6 ± 3.83 samples in group one for the policy learned with
IPS, while the number is 4406.8 ± 373.43 for tIPS, which
corresponds to the low treatment matching factors as discussed
in Sec. V-B3.
In Fig. 7, IPS/eIPS approaches have the smallest estimated
risk, which indicates that the IPS estimator is strongly biased
if the propensity score overfitting problem occurs. Taking
advantage of an additional outcome prediction model, the DR
estimator corrects the risk estimation and is therefore more
reliable.
0.00 0.05 0.10 0.15
Estimated risk of the IPS estimator
0.0
0.2
0.4
0.6
0.8
1.0
A
cc
ur
ac
y
etIPS
tIPS
RP
eIPS
IPS
0.15 0.20 0.25 0.30
Estimated risk of the DR Estimator
0.0
0.2
0.4
0.6
0.8
1.0
A
cc
ur
ac
y
etIPS
tIPS
RP
eIPS
IPS
Fig. 7. Comparison of the risk estimation with IPS/DR estimator
