Theoretical approaches to computing gravitationally self-consistent sea-level changes in consequence of ice growth and ablation are comprised of two parts. The first is a mapping between variations in global sea level and changes in ocean height (required to define the surface load), and the second is a method for computing global sea-level change arising from an arbitrary surface loading. In Mitrovica & Milne (2003) (Paper I) we described a new, generalized mapping between sea-level change and ocean height that takes exact account of the evolution of shorelines associated with both transgression and regression cycles and time-dependent marine-based ice margins. The theory is valid for any earth model. In this paper we extend our previous work in three ways. First, we derive an efficient, iterative numerical algorithm for solving the generalized sea-level equation. Secondly, we consider a special case of the new sea-level theory involving spherically symmetric earth models. Specifically, we combine our iterative numerical formulation with viscoelastic Love number theory to derive an extended pseudo-spectral algorithm for solving the new sea-level equation. This algorithm represents an extension of earlier methods developed for the fixed-shoreline case to precisely incorporate shoreline migration processes. Finally, using this special case, we quantitatively assess errors incurred in previous efforts to extend the traditional (fixed shoreline) sea-level equation of Farrell & Clark (1976) to treat time-dependent shorelines. We find that the approximations adopted by Johnston (1993) and Milne (1998) to treat transgression and regression at shorelines introduce negligible (∼1 per cent) error into predictions of post-glacial relative sea-level histories. In contrast, the errors associated with the Peltier (1994) sea-level equation are an order of magnitude larger, and comparable to the error incurred using the traditional sea-level theory. Furthermore, our numerical tests verify the high accuracy of the Milne (1998) approximation for treating the influence of grounded, marine-based ice.
the glacial cycle they computed ocean height changes (i.e. one component of the surface mass load) from global sea-level changes by simply projecting the latter on to the geometry of the present-day oceans. That is, they assumed no grounded marine-based ice and shorelines fixed in time (or, more physically, shorelines characterized by steep vertical cliffs).
The initial implementation of the FC1976 theory was based on a space-domain calculation of the required convolutions, where ocean and ice geometries were discretized using circular discs (e.g. Peltier & Andrews 1976; Wu & Peltier 1983) . Mitrovica & Peltier (1991) developed both a spectral and an iterative, pseudo-spectral solution to the FC1976 sea-level equation; the latter, which permits extremely high harmonic truncation levels (and thus spatial resolution), has become the standard approach within the GIA community. This pseudo-spectral algorithm performs all calculations in the spectral domain with the exception of the spatial projection required to map global sea-level changes into ocean height changes.
In recent years, renewed interest in the problem of post-glacial sea-level changes has led to improvements in both components of the FC1976 theory.
In the context of spherically symmetric earth models, the Green's function formulation for computing global sea-level changes associated with an ice and ocean load forcing has been augmented to include the impact of a time-dependent rotation vector (e.g. Han & Wahr 1989; Bills & James 1996; Milne & Mitrovica 1996 , 1998a Peltier 1998a; Milne et al. 2001) . In this regard, Milne & Mitrovica (1996) were the first to describe a theory that incorporates both the direct and deformational components of the rotational 'disturbing' potential into a gravitationally self-consistent sea-level theory. More recently, a number of independent groups have developed finite-element numerical algorithms that abandon the assumption of spherical symmetry and permit one to compute the gravitational and solid surface response of spherical earth models characterized by arbitrary 3-D variations in visco-elastic structure (e.g. Wu & van der Wal 2003; Zhong et al. 2003; Latychev et al. 2005) . Spectral finite-element codes are also being developed for this purpose (Martinec 2000) . Moreover, finite-element methods have been used to explore the effects on GIA predictions of non-Newtonian rheology (Giunchi & Spada 2000) .
Recent efforts to extend the second component of the FC1976 theory, the mapping between changes in global sea level and ocean height, to the case of a time-varying shoreline geometry, have been the subject of significant debate within the GIA community (see Mitrovica 2003 for a review of this debate). The two principal mechanisms leading to this evolution are shown, schematically, in Fig. 1 . The left frame of the figure shows the landward migration of the shoreline in a zone of sea-level transgression, and the oceanward migration associated with regression. In this case, the change in ocean height between t j−1 and t j cannot be be expressed as a simple projection of the global sea-level change during this time window on to a static shoreline, as in the FC1976 theory (which shoreline would one choose?). The right frame of the figure shows the change in the shoreline in consequence of the ablation of a grounded, marine-based ice sheet. In this case, the change in the ocean load height within the region vacated by the ice complex (the shaded region on the plot) is not governed by the change in global sea level across the time window, as is presumed in the FC1976 theory, but rather by the total distance between the top (sea surface) and bottom (solid surface) bounding fields of sea level. Johnston (1993) (see also Lambeck & Nakada 1990 ), Peltier (1994) and Milne (1998) derived approximate, and distinct, versions of the governing sea-level equation for the case shown in Fig. 1(a) . Johnston (1993) and Milne (1998) assumed that the change in ocean height between two successive time steps in the solution (i.e. from t j−1 to t j in Fig. 1a ) could be computed by projecting the global sea-level change across the same time interval on to an ocean geometry chosen for some representative time within that interval (in the case of Milne 1998 the choice was t j ). In contrast, Peltier (1994) computed the total ocean height change since the start of the loading (from, say, t 0 to t j ) by projecting the total global sea-level change since equilibrium on to the ocean geometry at the end of the interval.
In regard to the process in Fig. 1(b) , Milne (1998) (see also Milne et al. 1999) coined the term 'water dumping' and he was the first to explicitly outline a method for including it in the sea-level theory. His method incorporated both the direct and deformational effects of the influx of water into the region vacated by the ablating, marine-based ice sheet, and he showed that both local and far-field relative sea-level histories would be impacted by the process. In subsequent work, Peltier (1998b) treated the process using a concept he called 'implicit ice'. He did not include the inundation in a revised sea-level equation, but rather computed, a posteriori, the total volume of water flux into such zones and the impact on eustatic sea-level changes. The ice-thickness equivalent of the water influx was the dominant contributor to the so-called 'implicit' portion of the ice load. In the Peltier (1998b) formulation, it is assumed that the influx has no bearing on predicted relative sea-level histories.
In Mitrovica & Milne (2003) , henceforth Paper I, we derived generalized and exact expressions linking global sea-level changes and ocean height changes. The relevant formulae were provided for changes taken across successive time increments in the sea-level solution and since the onset of loading. The new theory was used to derive analytic expressions for the error incurred in previous attempts to extend the sea-level theory to the case of an evolving shoreline (Figs 1a and b) , and qualitative comparisons were made using a suite of schematic illustrations. The generalized theory makes no assumption in regard to the underlying earth model; however, its numerical implementation requires some means of predicting the response of the earth model to an external loading. In the case of spherically symmetric models, this requirement would involve the first (Green's function) component of the FC1976 theory, suitably extended to include rotational effects (Milne & Mitrovica 1996) . In the case of more complex, 3-D earth models, one might invoke a finite-element formulation for computing the planetary response, although a perturbation theory does exist for treating this case within a normal mode framework (Tromp & Mitrovica 1999 ).
The present paper has two main goals. First, to derive a detailed form of the sea-level theory of Paper I that is suitable for numerical implementation on earth models of arbitrary complexity. Secondly, to apply this algorithm, in the special case of a spherically symmetric earth model, to quantitatively assess errors incurred in previous efforts to treat time-dependent shorelines in the governing sea-level theory. The paper has four parts. First, we very briefly review the main results in Paper I. Secondly, we derive a form of the theory that is amenable to an iterative numerical solution, including details associated with time-stepping, the treatment of grounded marine-based ice, conservation of surface load mass terms, and suitable 'first guesses' required for the various iterations. Thirdly, we consider the special case of spherically symmetric earth models, and present a new, 'extended' form of the pseudo-spectral approach (Mitrovica & Peltier 1991) that is designed for the theory of Paper I. Fourthly, we present results based on the extended pseudo-spectral procedure that assesses the relative accuracy of previous formulations for a suite of sites distinguished by their local shoreline geometry and distance from the major Late Pleistocene ice centres.
In a future companion paper (Part III), we combine the formulation described herein with a finite-element procedure described elsewhere (Latychev et al. 2005 ) to generate relative sea-level histories on earth models characterized by 3-D variations in mantle (including lithosphere) structure.
A GEN E R A L I Z E D T H E O RY F O R P O S T -G L A C I A L S E A -L E V E L C H A N G E
In this section we briefly review the generalized sea-level theory described in Mitrovica & Milne (2003) , which we will henceforth refer to as Paper I. Following Paper I, sea level is defined globally as the difference between the radial position of the geoid, G, and the solid surface, R (Fig. 2) ,
where θ is the colatitude and ψ is the longitude. We furthermore define topography as the inverse of this globally defined sea level,
The ocean depth is the projection of the global sea level (1) on to the ice-free oceans. To be consistent with the terminology used in Paper I, we will refer to the ocean depth as the ocean height, which may be written as
where the ocean function is defined by (Fig. 2 )
Figure 2. Schematic illustrating the bounding surfaces for globally defined sea level. Sea level is positive where G > R and negative where G < R. Conversely, topography is positive where R > G (land) and negative where R < G (oceans). The fields C and β are defined in the text. We use the short form notation R j ≡ R(θ , ψ, t j ), and likewise for the other fields shown.
and the β-field, prescribed from the input ice model, is given by (Fig. 2) β(θ, ψ, t j ) = 1 where there is no grounded ice 0 where there is grounded ice.
GIA-induced perturbations to the geoid and solid surfaces, which we will denote by G and R respectively, lead to variations in sea level. If we let t = t 0 denote the onset of loading, then the geoid at time t j is given by the sum of the equilibrium geoid (prior to loading) and the GIA-induced changes to the geoid since t 0 (and similarly for the solid surface),
It follows from (1) and (6) that
where
It will be convenient when describing our numerical algorithm to split the geoid anomaly, G, into two components,
where G is the spatially varying component, and (t j )/g is a spatially uniform shift in the geoid that we will ultimately constrain by invoking conservation of mass of the surface load. If we also define
then (8) can be written as
It also follows from (2) and (7) that
It will be useful in later derivations to write the initial topography in terms of present-day values. Using (12),
We will also be interested in changes in sea level (and its bounding surfaces) that occur over successive time steps in the sea-level solution, rather than across the total time elapsed since the start of loading. We may write
and
Obtaining expressions for changes in the ocean height, over the time since the start of loading or across successive time increments, is somewhat more involved since this height requires a projection on to the ice-free ocean geometry. In analogy with earlier equations, we can write
Then, using (2), (3) and (7), one can derive the generalized sea-level equation (henceforth GSLE),
Eq. (17) indicates that the change in the ocean height from the start of loading (t = t 0 ) to t = t j equals the change in global sea level projected on to the area of the ocean that is ice free at t = t j minus a correction term involving the initial topography. The latter term is a projection of the initial topography field on to a zone that is non-zero in any location where the ice-free ocean geometry at t = t j differs from the geometry at t 0 (see Paper I). The change in the ocean load between successive time steps in the sea-level solution (rather than since the start of loading) is defined as
Using (17), this can be expressed as
The numerical algorithm described below will be derived on the basis of this second form of the GSLE.
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Eqs (17) and (19) are integral equations since the ocean height change being solved for defines one component of the surface load necessary to compute the RHS of these equations. As in the classic case where the continent margins are fixed (Farrell & Clark 1976; Mitrovica & Peltier 1991) , numerical solution of (17) or (19) generally requires an iteration within each time step to refine the first guess to the ocean height change, δS.
However, the solution to these generalized equations also requires a second iteration loop, since although we know the present-day values T (θ, ψ, t p ) and C(θ, ψ, t p ), we do not know a priori either initial value T (θ, ψ, t 0 ) or C(θ, ψ, t 0 ) (e.g. Peltier 1994 ). Thus, an iteration over the full glaciation-deglaciation cycle is required until convergence of the initial topography field, T (θ, ψ, t 0 ), is achieved. This iteration will be based on the relation (13).
Special cases

No marine ice
In the special case where marine ice does not exist, our expression governing the location of ice-free oceans reduces to
for all times t j . The expression for the ocean height in (3) then reduces to the projection of the sea level on to the oceans, and the change in ocean height (17) simplifies to
while (19) becomes
Fixed continent margins and no marine ice
By removing the time-dependence of the continent margins, we are essentially assuming ocean basins with cliffs at the shorelines, in which case,
The change in ocean height therefore reduces to the classic FC1976 form of the sea-level equation,
Note, in this case the change in the ocean height is given by a simple projection of the change in sea level on to the oceans. Finally, for this same special case,
Approximations to the GSLE
Paper I described, in detail, previous efforts to extend (24) to include effects associated with shorelines that evolve as a consequence of local transgression or regression and/or variations in the geometry of grounded, marine-based ice (Fig. 1 ). Paper I also derived expressions for the error incurred in these previous approaches relative to the exact GSLE theory (17) or (19), and illustrated this error with a series of schematics. In this section we list the main results of this derivation.
No marine ice
Researchers at the Australian National University were the first to implement time-dependent continent margins into the sea-level equation (Lambeck & Nakada 1990; Johnston 1993) . The Johnston (1993) sea-level equation, which we will denote by the superscript J , can be written as
where t * is chosen to be 'representative of the time interval t j−1 < t < t j ' (Johnston 1993, p. 618) . Unless the choice of t * j is defined, the error in the ocean height change associated with this approximation cannot be quantified. The error is a function of the choice of t * j , the size of the time step and the topography in the region of shoreline migration. Peltier (1994) incorporated a time-dependent continent margin into the solution for the change in ocean height since equilibrium by replacing C(θ, ψ) in the fixed margins case (24) with a time-dependent continent function,
Comparing with our equation (21), we may write
The second term on the RHS represents the error associated with the Peltier (1994) approximation. Finally, Milne and colleagues (Milne & Mitrovica 1998b; Milne 1998; Milne et al. 1999 ) used a method similar to that of Johnston (1993) to incorporate a time-dependent continent margin into the solution of the sea-level equation. However, rather than projecting the sea-level change on to an ocean function 'representative of the time interval', Milne and colleagues project the sea-level change on to the ocean function computed for the end of the time increment. That is,
Comparing with (21) above, one can show that
The second term on the RHS represents the error associated with this method. A schematic illustration of the geometry of the error incurred by the approximations (26), (27) and (29), are provided in figs. 5, 6, and 7, respectively, of Paper I.
Marine ice
Milne (1998) and Milne et al. (1999) incorporated the water influx associated with the melting of grounded marine ice during the deglaciation phase of the glacial cycle. Their sea-level equation can be expressed as
Comparing this approximation with (19) yields, after some algebra,
The second term on the RHS represents the error associated with this approximation. Researchers at the Australian National University have also incorporated the effects of marine-based ice into their sea-level solutions (e.g. Lambeck et al. 1998) , although only recently have they provided details of their approach (the interested reader is referred to Lambeck et al. 2003) .
Finally, Peltier (1998b) also considered the presence of evolving marine-based ice sheets. However, as described in the Introduction, he did not alter his governing equation (27) to account for the impact on local sea level of this evolution. Rather, he appears to have performed an a posteriori calculation which considered the integrated effect of the process (e.g. the influx of water into all regions vacated by ablating marine-based ice) on estimates of eustatic sea-level rise.
A NUM E R I C A L A L G O R I T H M F O R S O LV I N G T H E G S L E
In deriving an algorithm for the solution of our GSLE, we will focus on the change in ocean height over successive time steps (19) rather than over the total change from equilibrium (17). This approach is consistent with most numerical implementations of sea-level theory, which are generally designed to solve for the ocean height change following each ice loading increment. We begin by adopting a short-form version of (19),
where we have substituted (11) into (19). For clarity and brevity, we have denoted time t = t j by the subscript j and have dropped the explicit (θ , ψ)-dependence. In this case, we remind the reader that j g is a spatially uniform shift in the geoid, and is therefore the only term in (33) with no (θ, ψ)-dependence.
As described above, (33) is an integral equation because SL j , j and C j are all dependent on the ocean load δS j . Writing this dependency out explicitly for SL j yields
where the dependence of SL j on the ice load increments, δ I m , has also been included.
The iteration process
As described above, a solution to the integral sea-level equation (34) will ultimately require two iteration loops. Before outlining a detailed numerical algorithm for obtaining this solution, it will be useful to specify our basic nomenclature for the iteration loops and our adopted time stepping.
(1) The time steps, which we have denoted by the index j, will extend from j = 0, N . For j = N , time t = t p will be used interchangeably with t N to denote the present-day.
(2) The 'inner' iteration, identified by index i, refers to the loop over a single time step in which the ocean height increment δS i (θ, ψ, t j ) is refined until convergence is achieved. We will refer to a converged value using the index i = ∞, δS i=∞ (θ, ψ, t j ). (3) The 'outer' iteration, identified by index k, refers to the loop over the full glaciation-deglaciation cycle. This loop is repeated until convergence of the initial topography field is achieved, T k=∞ (θ, ψ, t 0 ). (4) Any nth iterate value (whether it refers to the inner or outer iteration listed above) refers to a value that is computed within the nth cycle through the iteration loop. The zeroth iterate, x n=0 , is a first guess to a value that will then be recalculated during the first iteration through the cycle.
(5) During the (ith, kth) iteration at t = t j , a parameter or field will be treated as known if it was computed at an earlier time step, t < t j , or if it was computed during a prior iteration step (see below).
In defining the iteration procedure, the following variables will be superscripted as indicated:
Our numerical solution of (34) is then based on the adoption of the following iteration scheme (in both i and k),
The first term on the RHS of (35) represents the (negative of the) predicted change in the ocean height from the start of the loading to a time t = t j−1 . During the kth iteration through the glacial cycle, this quantity is assumed known from the convergence of the solution at the time step prior to t = t j (hence i = ∞). In the expression for SL i−1,k j , within the second term on the RHS, the ice increments are known a priori from the input ice history. Furthermore, the kth iterate ocean height increments, δS m , for m < j, are known from the convergence of the i-iteration at all previous time steps (hence i = ∞). During the kth iteration, the ocean function, C j , and the initial topography, T 0 , are known from results of the last iteration through the full glacial cycle, hence the superscript k − 1. The equations governing these quantities, in our iteration counter format, are given below. The (spatially invariant) quantity i−1,k j may be obtained by invoking conservation of mass in the total surface (ice plus water) load. In this case, we multiply (35) by the density of water, ρ W , integrate over the entire surface of the earth (denoted by ), and solve for
where ρ I is the density of ice. Furthermore, A j , given by
is the area of the ice-free oceans at time t j , and is based on the ocean function obtained from the previous iteration through the glacial cycle. We now have all the components necessary to update δS
. Specifically, we begin with a first guess, δS
, and then use (36) and then (35) to compute the improved field δS i=1,k j . We then increase the iteration counter by one, and proceed through the i-loop until convergence is achieved, δS i=∞,k j . This process is repeated for the next time step, t j+1 , and we continue in this way until j = N (or equivalently, t = t p ).
By (35), we see that in order to proceed to the k + 1 iteration through the glacial cycle, we will require values for the kth iterate topography fields T k j , from which the kth iterate ocean functions C k j can be calculated. Using (13), the initial topography can be calculated from the known present-day topography T (t p ) and the calculated change in sea level,
The kth-iterate topography fields are generated by substituting (38) into (12),
for j = 1, N . Using (2) and (4), the kth-iterate ocean functions are given by,
Eqs (38)- (40) complete the kth iteration through the full glacial cycle and permit one to move on to the next iterate pass through the full glacial cycle and computation of the change in ocean height, δS i,k+1 j . The entire process is repeated until convergence of the initial topography field is achieved, T k=∞ 0 . Clearly, by (38), this is ultimately governed by the convergence of the sea-level change SL i=∞,k=∞ p . Eqs (35), (36), (37), (38), (40) and (5) provide the basis for a numerical implementation of the GSLE (19). In the next section we introduce a small revision to this system of equations to account for a check on the input ice load.
The iteration process -2: A check for grounded ice
Up to this point, we have assumed that the marine component of the input ice load is grounded. This assumption must be verified because, in practice, marine ice that is not grounded will not alter the ocean height upon melting.
Following Milne (2002) , the marine ice load, defined as that portion of I (θ, ψ, t j ) located where C(θ, ψ, t j ) = 1, will be grounded wherever
We can define a revised ice load, I * (θ , ψ, t j ), composed only of land-based ice and grounded marine ice. That is, the ice load must satisfy the following grounding criteria,
Since I * depends on the topography field, the ice field will need to be updated after each iteration through the glacial cycle. Using the notation introduced in the last section, we write
elsewhere.
Furthermore, the β−field defined by (5) can be specified as
Using (43) and (44), the governing equations (35), (36) and (37) are updated to
Eqs (45)- (47) define an iterative procedure for the final form of our GSLE. This system of equations is completed by the check on grounded ice, (43), which leads to the definition of the β-field (44). Finally, (38) provides the relationship between the computed total sea-level change at the present-day and the initial topography, within the kth iteration, while (39) and (40) provide a simple algorithm for computing the kth iterate ocean function.
Zeroth iterate values
In order to numerically implement eqs (45) 
First guess k = 0
To start the first k-loop, that is, the first pass through the full glacial cycle, we require first guesses T k=0 j , C k=0 j , δ I * k=0 j and β k=0 j . In this case, we simply let the set of N + 1 topography fields be equivalent to the present-day value,
and thus
From (40),
Continuing, (43) and (44) become
We may therefore write the k = 1 version of the sea-level equation (45) as
Furthermore, the k = 1 versions of (46) and (47) are
First guess i = 0
To start each i-loop, that is, to initiate the (inner) iteration loop at a specific time increment, we require a first guess, δS i=0,k j
. In this case, we specify two schemes, depending on the k value.
For the k = 1 case, we have fixed shorelines, but the extent of the oceans may be limited by the presence of grounded marine ice. Traditionally, the i = 0 guess to the sea-level equation is the so-called eustatic rise; that is, the meltwater is assumed to distribute evenly within the available ocean geometry. Thus, in the absence of marine ice, the first guess would be based on the purely eustatic rise depicted in Fig. 3(a) . However, the general (k = 1) case when marine ice is present is better described by Fig. 3(b) , where inundation into a zone of ice ablation between t j−1 and t j also occurs. For this case, we can write
where δh is a uniform change in ocean height (that is, δh has no (θ, ψ)-dependence). The parameter δh j may be constrained by invoking conservation of mass of the surface load (ice plus water) increment. Applying this constraint to (56) ultimately yields,
where, following (55), A k=0 j−1 is the area of the present-day ocean basins that would be free of grounded ice in the presence of the t j−1 model ice load. Substituting (57) into (56), the first guess to be used in the i−loop of (53) is given by
Finally, we must also determine a first guess for δS i=0,k>1 j . For the k > 1 iterations through the glacial cycle, the continent margins are treated as time dependent. We may now simply use the change in ocean height determined in the previous glacial cycle as a first guess. That is, for k > 1, the first guess in the i−loop of (45) is simply
The input δS i=0,k>1 j are not eustatic, and will also account for the sloping continent margins. To summarize, the equations governing our numerical (iterative) solution to the generalized sea-level problem are given by (45)-(47). Solution to the integral equation (45) requires two iteration loops. The 'inner' iteration (denoted by superscript i) occurs within each time step to refine the first guess to the ocean height change. The 'outer' iteration (denoted by superscript k) occurs over the full glacial cycle to refine the initial topography field. Eqs (48), (49), (52), (58) and (59) provide the input required for the first iterations through these loops. In the next section, we turn our attention to the implementation of the above equations in the case of spherically symmetric earth models.
In Appendix A we provide special cases for the above (iterative) equations in situations where there is no marine based ice (22) and, additionally, the continent margins are fixed (25).
SOLV I N G T H E G S L E O N S P H E R I C A L LY S Y M M E T R I C E A RT H M O D E L S
The generalized sea-level equation and numerical algorithm defined by eqs (45)-(47) are valid for any 3-D viscoelastic earth model. In this regard, the equations are solvable once a formalism for computing SL j or, via (10), the spatially varying gravitational potential perturbation and radial displacement, G j and R j respectively, is prescribed for a given set of surface mass load increments. For 3-D earth models, for example, numerical methods are independently being developed by several groups for this purpose.
In this section, we turn to the special case of a spherically symmetric earth model. Under this assumption, predictions of the gravitational potential perturbation and radial displacement have generally been performed using the (spectral) viscoelastic Love number theory of Peltier (1974) . Furthermore, Mitrovica & Peltier (1991) developed a pseudo-spectral numerical algorithm in the case of fixed continent margins with no marine-based ice (our eqs A8 and A9). In the following, we provide an extended form of the pseudo-spectral formulation suitable for the generalized sea-level theory (45)-(47). This derivation will provide a complete description for the numerical solution of (45)- (47) for the case of spherically symmetric models. We begin by reviewing notation we adopt in introducing spectral quantities.
Notation
Any field defined on the surface of a sphere can be decomposed into a series of spherical harmonics,
where and m represent the spherical harmonic degree and order, respectively. We will normalize the spherical harmonic basis functions in the following manner,
where the asterisk denotes complex conjugation.
The spectral formulation used in combination with our iterative equations governing the sea-level solution requires numerous subscripts. To avoid confusion, we introduce a new notation as follows,
The square brackets on the RHS denote a field subject to iterative improvement, with the corresponding iteration indices i and k superscripted outside the square brackets. To deal with the increasing number of subscripts, we now explicitly write out the time dependence of the spherical harmonic coefficients. Note that we have also introduced a shorthand notation for the double summation,
For fields that do not involve iterative refinement, the analogue to (62) will be
An extended pseudo-spectral algorithm
The pseudo-spectral approach to solving the sea-level equation involves calculations in both the spectral and the space domains. Most calculations are performed spectrally, with the exception of the projections of any globally-defined field on to the ocean function; the latter are performed in the space domain. For clarity, we introduce a new function C defined as
which, as described above, has a value of unity over the (grounded) ice-free ocean and zero elsewhere. Using this new function, and the notations described above, we can rewrite the sea-level equation (45) in the spectral form
where Y 00 = 1 according to the normalization scheme (61). We may define the projection
or, alternatively,
The spherical harmonic representation of the projection RO j (θ, ψ) is given by
Similarly, we may define the projection
with a spherical harmonic representation given by
The sea-level equation (66) can then be rewritten as
We can rewrite (72) in terms of the individual spectral components,
To find the spectral equivalent of (46), we begin by applying (60) and (61) to (47) and find that
Similarly, the integral in the first term on the RHS of (46) can be written as
Next, using (68)- (71), we can write
Combining (74)- (77), the spectral form of (46) is given by
We will also require a spectral form for the (i = 0, k = 1) first guess to the ocean load increment, δS i=0,k=1 j
. The harmonic coefficients of (58) are given by
where we have used C k=0 (θ , ψ, t) = C p (θ , ψ) and have defined the projection
with spherical harmonic representation
From (59), the spectral form for the first guess in the k > 1 case is simply given by
In order to determine whether convergence has been achieved for the inner i-iteration, we need to compute
If ξ i,k j < 1 (where 1 is typically taken to be ∼10 −4 ), then
otherwise, we set i = i + 1 and continue in the i-loop. , and according to (11),
To complete the iteration through the glacial cycle, we check for convergence of the initial topography field,
If ζ k 0 < 2 (where we will take 2 ∼ 10 −4 ), then we have convergence and
otherwise, we set k = k + 1 and continue on to a next pass through the full glacial cycle.
A flowchart for the extended pseudo-spectral algorithm
The numerical implementation of the pseudo-spectral algorithm is summarized by the flowchart in Fig. 4 for a spherically symmetric earth model with time-dependent continent margins. The various steps in the flowchart refer to the corresponding equations in the text. The term 'pseudo-spectral' refers to the fact that the projections (65), (68) and (71), required as part of the sea-level equation (45), are not performed in the spectral domain (to do so would be a numerically intensive procedure). Rather, these projections are trivially performed in the space domain at the low numerical cost of synthesizing a small number of spatial fields from their spectral coefficients prior to the projection and then decomposing the product back into the spectral domain.
We have yet to specify the equations governing the computation of the field SL in the case of spherically symmetric earth models. Recall from (10) that SL is the difference between the total perturbation (i.e. since equilibrium) to the geoid position and the radial displacement driven by the surface loading. In the case of spherical symmetry, expressions for SL have been derived using viscoelastic Love number theory (Peltier 1974) for the case of both non-rotating (e.g. Farrell & Clark 1976; Mitrovica & Peltier 1991) and rotating (e.g. Milne & Mitrovica 1998a ) earth models. In Appendix B we provide a brief summary of these derivations using the iterative notation required for the direct implementation of the extended pseudo-spectral algorithm.
RESU LT S
We next present a suite of numerical results based on the implementation of the new generalized sea-level algorithm for spherically symmetric earth models outlined in Section 4. We have two goals in this section: First, to compare sea-level histories computed using the classic sea-level equation of FC1976 with results from the new theory at a geographically distributed set of sites. These sites are chosen to sample regions of both steep and shallow local shoreline geometry and varying proximity to ancient marine-based ice complexes. Secondly, and more importantly, to quantify errors introduced by previous algorithms designed to account for the shoreline migration effects shown in Fig. 1 .
All calculations are based on an earth model characterized by an 80 km thick elastic lithosphere, upper and lower mantle viscosity of 5 × 10 20 and 5 × 10 21 Pa s, respectively, and the elastic and density structure of the seismic model PREM (Dziewonski & Anderson 1981) . We solve the non-rotating form of the extended pseudo-spectral approach (i.e. Section 4.2 coupled with Appendix B1), with a truncation at spherical harmonic degree and order 256. When we discuss solutions based on the classic, FC1976 sea-level equation, we refer to solutions based on eqs A8-A10, completed with those in Appendix B1, and solved using the original pseudo-spectral algorithm (Mitrovica & Peltier 1991 ).
We will consider two different ice histories. The first is constructed by modifying the ICE-3G deglaciation model (Tushingham & Peltier 1991) to include a 90 kyr glaciation phase. This modification is accomplished by reversing the sign of the melting increments in ICE-3G and spacing them backwards in time prior to the last glacial maximum (LGM). Fig. 5 shows the extent of ice cover in the ICE-3G model at LGM (18 kyr BP in this model); it is clear from the figure that the model involves a significant marine-based component at LGM (e.g, Kara, Barents and East Siberian Seas, Hudson Bay, the Antarctic margin, etc.) It will also be instructive to consider a second ice history which involves no marine-based component. We have constructed such a history by setting up a series of parabolic continental ice domes in regions characterized by ICE-3G ice cover (henceforth the 'DISK' model); the mass history of these domes yields a eustatic sea-level change through the glacial cycle that follows the ICE-3G variation. Fig. 6 shows predicted relative sea-level histories at six sites computed using the ICE-3G ice history, the earth model described above, and both the new and classic sea-level theories. The location of these six sites, as well as others discussed in this section, are shown in Fig. 5 . The sites in Fig. 6 sample areas once covered by (Ottawa Island) or close to (Lark Harbour, Bar Harbor) marine-based ice, as well as far-field locations near continental margins (Mar del Plata, Cape York) and mid-ocean islands (Norfolk Island). Discrepancies exist at all sites, although the amplitude is a strong function of geographic location. It is clear, even from this small sample of results, that improvements embodied within the new sea-level theory are significant, although the detailed source of the various discrepancies is still unclear. For example, while the differential results at Ottawa Island are dominated by the water dumping mechanism, the analogous results at Mar del Plata are presumably due to some combination of the local improvement in the treatment of the ocean load and the integrated effect of changes in shoreline geometry elsewhere (due either to marine transgression/regression or water influx into zones vacated by ablating grounded marine ice). In the remainder of this section, we explore this issue by attempting to isolate the signals associated with each of the processes in Fig. 1 .
Effects of sea-level transgression and regression
To isolate the impact of shoreline evolution associated with transgression and regression, we begin by comparing predictions using the new and classic theories based on the DISK ice history (in this case, the no marine ice simplification in eq. 20 holds). The geographic variation Fig. 5 . The predictions adopt an ice history modified from the ICE-3G model, as described in the text. The viscoelastic earth model is also specified in the text. Results for the new theory involve three iterations through the complete glacial cycle (i.e. k = 3); however, these predictions are not significantly altered beyond the second 'outer' iteration. of the discrepancy in the two theories is evident in Fig. 7 , where we plot maps of the difference in predicted relative sea level at LGM (18 kyr BP) and at the end of the deglaciation phase (5 kyr BP). As a companion to this figure, we also plot in Fig. 8 the complete post-LGM relative sea-level variation predicted using the new and classic theories at a set of six sites, three along the Australian coastline (left column), and three along the east coast of South America (see Fig. 5 ). The ordering of the sites in Fig. 8 is such that as one moves from top to bottom panel, the seaward steepness of the shelf increases (see Fig. 9 ).
The amplitude of the differential signal over both Australia and South America is strongly correlated with the local depth of the continental shelf, as has been noted in previous work (Lambeck & Nakada 1990; Milne & Mitrovica 1998b) . The sign of the error in regions close to large shoreline evolution (i.e. shallow shelves) introduced by the FC1976 theory is relatively straightforward to understand. This classic theory assumes a cliff-like shoreline located at the present-day interface between land and continent. As deglaciation proceeds, and global ocean levels rise, this assumption overestimates the local ocean load which leads, in turn, to an overestimate of the local subsidence of the solid It is interesting to note that the sign of the discrepancy reverses for sites such as Moruya and Recife, which are located in the vicinity of a relatively steep shelf (Fig. 8) . The reason for this is connected to the integrated impact of incorporating shelf topography into the sea-level predictions. Since the new sea-level theory accounts for shelf topography seaward of present-day shorelines, a given volume of meltwater will raise global mean sea level more than a calculation which assumes that all shorelines are steep vertical cliffs. Thus, the discrepancy (new minus classic) at any site away from ocean loading effects associated with shoreline evolution, including the open ocean areas in Fig. 7 , will be negative. The left frames in Fig. 7 are characterized by a value of ∼2 m in such zones, indicating that the post-LGM eustatic sea-level rise is underestimated by about 2 per cent in calculations where one simply divides the net meltwater volume by the present-day area of the oceans.
We next turn our attention to an assessment of the error incurred in previous efforts to incorporate transgression/regression at shorelines into the traditional sea-level theory (Fig. 1a) . Analytic expressions defining these previous efforts were summarized in Section 2.2.1.
The approaches described by Johnston (1993) (see also Lambeck & Nakada 1990 ) and by Milne & Mitrovica (1998b) (see also Milne 1998; Milne et al. 1999) , given by eqs (26) and (29), respectively, are based on approximations to the change in the ocean load over individual time increments in the sea-level solution (e.g. from t j−1 to t j ). Specifically, the ocean load increment is approximated as the change in global sea level during the time increment projected on to some representative ocean function. The two approaches differ only in the choice of this ocean function. Johnston (1993) adopted an ocean function consistent with the shoreline position at some intermediate stage within the time increment (eq. 26), while Milne (1998) used the ocean function at the end of the time increment (eq. 29). The error associated with the Johnston (1993) algorithm will be dependent on the precise choice for the 'representative' ocean function but we have found, in numerical tests, that this error is nearly identical in amplitude and geometry to the error incurred using the Milne (1998) approximation, and so we focus on the latter here.
Eq. (30) indicates that, within each time step, the error in the ocean load introduced by the Milne (1998) algorithm is equal to the topography at the beginning of the time step, T (θ , ψ, t j−1 ), within the zone of shoreline evolution from t j−1 to t j (i.e. the geographic region in which C(θ, ψ, t j ) and C(θ , ψ, t j−1 ) differ). Fig. 7 of Paper I provides a schematic illustration of the accumulated error eight steps into a model deglaciation phase. Clearly, the steeper the local shoreline geometry, or the smaller the time increments, the less the error incurred by the Milne (1998) approach. Indeed, we have found that the magnitude of the error decreases significantly when the time steps are halved.
In Fig. 10 we show differences in predictions generated using the new sea-level theory and the Milne (1998) formulation. This figure can be directly compared to Fig. 7 , which showed the analogous error introduced by the FC1976 sea-level formulation. As expected, the discrepancies evident in Fig. 10 are largest in regions with significant shoreline evolution in the post-LGM period. However, the error in these regions is reduced by a factor of ∼10 relative to predictions based on the FC1976 theory. One example is the Arafura Sea between Australia and New Guinea; the post-LGM sea-level rise predicted using the FC1976 theory has a maximum error of ∼15 m, or 15 per cent of the total (order 100 m) sea-level rise, while the Milne (1998) algorithm reduces this error to just 1.5 m or ∼1.5 per cent. Note also that the error in regions with steep shorelines or over the open ocean is close to zero in Fig. 10 , in contrast to results in Fig. 7 , indicating that the Milne (1998) algorithm accurately captures the integrated impact of shoreline topography on eustatic sea-level change.
In Fig. 11 we investigate the accuracy of the Peltier (1994) theory for treating shoreline evolution in the absence of marine-based ice. According to eq. (27), this approach is based on an approximation to the ocean load from the onset of loading, rather than across a single time increment, and the error in the load introduced at some time t j is equal to the topography at t 0 within the zone of shoreline evolution from t 0 to t j (eq. 28). A schematic illustration of this error, for a loading history beginning at LGM, was given in fig. 6 . The first prediction is based on the new sea-level theory while the second is generated using the sea-level theory derived by Milne (1998) (see eqs 29 and 30) (plots show 'new' minus approximate). The calculations adopt the DISK ice history and the viscoelastic earth model specified in the text. The former was constructed to exclude any marine-based component.
suggests a large accumulated error in the ocean load which reaches an amplitude of order 100 m in zones of shoreline migration, irrespective of the size of the time increments. In Paper I we suggested, on the basis of these arguments, that predictions of relative sea-level histories based on the Peltier (1994) approach would, in regions of shoreline evolution, be subject to large errors. This qualitative assertion is supported by the numerical results in Fig. 11 , which indicate that the peak error incurred by the approach defined in eq. (27) is of amplitude comparable to the error associated with the traditional FC1976 sea-level algorithm (compare Figs 11 and 7) . We have found that the magnitude of the error associated with the Peltier (1994) approach does not significantly decrease when the time steps are halved. The schematic provided in Paper I demonstrates that the Peltier (1994) approach will overestimate the ocean load, and thus the load-induced subsidence, in regions of shoreline evolution during deglaciation. Hence, the post-LGM sea-level rise predicted using the approach will be larger than it should be, and this explains the sign of the error evident in Fig. 11 . Peltier & Drummond (2002) have recently described the inclusion of a 'broad-shelf effect' as an improvement to the Peltier (1994) treatment of shoreline migration associated with local transgression and regression. Since no mathematical details are provided in Peltier & Drummond (2002) , we cannot robustly assess the nature of this improvement, though they do appear to recognize that the ocean load generated by the Peltier (1994) approximation does not 'conform to the volume bounded by the local paleotopography' (p. 10-2). Their analysis, which focused on predictions along the east coast of South America, yields a 'broad-shelf' correction consistent with the amplitude of the error evident in Fig. 11 . In any case, it is clear from the results in Fig. 10 that the broad-shelf effect introduced by Peltier & Drummond (2002) is already included in earlier algorithms that treated shoreline migration (e.g. Lambeck & Nakada 1990; Johnston 1993; Milne 1998; Milne & Mitrovica 1998b; Milne et al. 1999) .
In Fig. 12 we revisit RSL predictions at the six sites in Fig. 8 . In particular, the solid lines in Fig. 12 represent the discrepancy between the new and classic predictions in Fig. 8 . For the purpose of comparison the dashed and dotted lines in Fig. 12 are analogous errors incurred when the Milne (1998) and Peltier (1994) algorithms are adopted, respectively, to treat the shoreline migration processes in Fig. 1(a) . The error associated with the Milne (1998) algorithm (and thus also the Nakada & Lambeck 1989; Johnston 1993, approaches) are negligible at each site; in contrast, the error associated with the Peltier (1994) procedure is comparable to the error in the classic FC1976 theory. . The first prediction is based on the new sea-level theory while the second is generated using the sea-level theory derived by Peltier (1994) (see eqs 27 and 28) (plots show 'new' minus approximate). The calculations adopt the DISK ice history and the viscoelastic earth model specified in the text. The former was constructed to exclude any marine-based component. To be consistent with the analysis of Peltier (1994) , we use a form of the DISK ice history which assumes initial isostatic equilibrium at LGM.
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Effects due to changes in marine-based ice
We next consider the issue of local and far-field sea-level changes driven by water inundation into zones of ablating, marine-based ice (as in Fig. 1 ) or water displacement during the growth of such ice complexes. In this case, we return to the ICE-3G ice history and we begin by comparing two predictions. The first is based on the new sea-level theory; specifically, the extended pseudo-spectral formulations in Section 4.2 coupled with Appendix B1. The second involves the same set of equations with the exception that no account is taken for marine-based ice (henceforth the 'standard' solution). In practice, the latter predictions are generated by replacing the field C k (see eq. 65) which appears in the governing equations (e.g. 66) by C k ; that is, we assume that while marine-based ice complexes load the planet, they do not influence the ocean accommodation space for meltwater. This assumption is consistent with earlier sea-level algorithms (e.g. Farrell & Clark 1976; Mitrovica & Peltier 1991; Johnston 1993; Peltier 1994) in which all ice sheets were implicitly treated as land-based. Furthermore, any discrepancies between the two predictions will arise solely from the impact of the process in Fig. 1(b) , since the shoreline migration process in Fig. 1(a) is accurately incorporated into both. Fig. 13 shows the difference in relative sea-level change within eastern North America over the last 9, 7, and 5 kyr, predicted on the basis of the new and standard approaches. The Hudson Bay region was covered by a large marine-based ice complex at LGM that rapidly collapsed ∼10 kyr BP in the ICE-3G model; the same ice history also includes marine-based ice cover on the east coast of Canada between Newfoundland and the mainland at LGM (Fig. 5) . As a companion to these maps, Fig. 14 shows relative sea-level histories at four sites predicted using the new and standard algorithms (solid and dashed lines, respectively).
It is clear that the water inundation process in Fig. 1(b) has a profound impact on predictions of relative sea-level change in the vicinity of ancient marine-based ice complexes (Milne 1998; Milne et al. 1999) . Within Hudson Bay, the error incurred by adopting a sea-level theory which neglects this physics exceeds 100 m for beaches formed just after the collapse of the ice sheet. In this regard, the inundation of water into the region vacated by marine ice will act to retard the post-glacial uplift of the region and hence the post-glacial sea-level rise predicted using the new theory will be smaller than that generated from the standard approach (note the sign of the discrepancy in Fig. 13 and the results Comparing the accuracy of predictions of relative sea-level change at the same six sites considered in Fig. 8 . Each line refers to the discrepancy between a prediction based on the new sea-level theory and predictions generated using the classic theory (solid line), the Milne approximation (dashed line) and the Peltier approximation (dotted line) (plots show 'new' minus approximate). The calculations adopt the DISK ice history and the viscoelastic earth model specified in the text. To be consistent with Peltier (1994) , the dotted line predictions use a form of the DISK ice history which assumes initial isostatic equilibrium at LGM. The first prediction is based on the new sea-level theory while the second is generated using the same theory with the exception that no account is taken of the shoreline migration associated with variations in marine-based ice ('standard' theory; see eq. 65 and text for details). (Plots show 'new' minus standard.) The calculations adopt the modified ICE-3G ice history and the viscoelastic earth model specified in the text.
for the Ottawa Island site in Fig. 14) . A comparison of predictions for Ottawa Island and Lark Harbour in Figs 6 and 14 indicates that the discrepancy we originally noted between the new and classic sea-level theories (where the latter includes no shoreline migration processes of any kind) was due almost entirely to the treatment of marine-based ice. In contrast, the discrepancy at Bar Harbor in Fig. 6 , located near the perimeter of the Laurentian ice complex at LGM, has contributions from both shoreline migration processes illustrated in Fig. 1 . Maps showing the discrepancy in two predictions of relative sea-level change in the vicinity of eastern North America at 9, 7, and 5 kyr BP. The first prediction is based on the new sea-level theory while the second is generated using the sea-level equation derived by Milne (1998) and Milne et al. (1999) (eqs 31 and 32). (Plots show 'new' minus approximate.) The calculations adopt the modified ICE-3G ice history and the viscoelastic earth model specified in the text.
The final site in Fig. 14 , Barbados, is at the far-field of any late Pleistocene ice complex and thus the discrepancy associated with the new and standard sea-level algorithms at this site is a measure of the integrated accommodation space produced by melting ice during the last deglaciation phase, i.e. the net space in 'holes' left by the retreating marine-ice complexes. Since this discrepancy exceeds 10 m, it is clear that the inaccurate treatment of shoreline migration in the vicinity of marine-based ice sheets may introduce significant (order 10 per cent) error in the inference of excess ice volumes based on far field sea-level records (Milne 1998; Peltier 1998b; Milne et al. 1999) .
As discussed in the Introduction, two approaches have been described for incorporating the shoreline migration process in Fig. 1(b) into predictions of post-glacial sea-level change. The first, by Milne (1998) (see also Milne et al. 1999) , who coined the term 'water dumping', was based on a revised version of the classic FC1976 sea-level equation (31) which attempted to incorporate the gravitational and loading effects of the influx. The error in the ocean load introduced by this approach (relative to the exact expressions upon which our new theory is based) is given by the second term on the RHS of eq. (32). A second approach, by Peltier (1998b) , involved no revision to the sea-level theory; rather, he used the theory outlined in Peltier (1994) and performed an a posteriori calculation of the total volume of the holes left behind by ablating marine ice complexes. Peltier (1998b) adopted this volume, which was the dominant contributor to an 'implicit ice field', to improve estimates of eustatic sea-level change associated with each of the major late Pleistocene ice complexes. Since the water inundation is not explicitly treated within the Peltier (1998b) sea-level theory, the gravitational and loading effects on site-specific relative sea-level histories do not appear to be included. It is clear from the results at Ottawa Island and Lark Harbour in Fig. 14 that such effects can be significant.
To complete this section, we assess the accuracy of the Milne (1998) approach to treating marine-based ice. Specifically, Fig. 15 is analogous to Fig. 13 , with the exception that we plot the discrepancy between predictions based on our new sea-level theory and those 
Figure 16.
Comparing the discrepancies between two predictions of relative sea-level change at the same four sites illustrated in Fig. 14 . The first prediction is based on the new sea-level theory while the second is generated using the standard theory (solid line) and the Milne approximation (dashed line) (plots show 'new' minus approximate). The calculations adopt the modified ICE-3G ice history and the viscoelastic earth model specified in the text. generated by adopting eq. (32). This error is geographically localized within the zone of shoreline migration surrounding Hudson Bay. This pattern indicates that the discrepancy arises predominantly from the Milne (1998) treatment of the transgression/regression process in Fig. 1(a) (which we investigated in the last section), rather than from errors associated with the modelling of marine-based ice flux. In any event, this discrepancy is small, and negligible in relation to the error incurred using the standard theory (Fig. 13) . To reinforce this point, Fig. 16 compares errors in the prediction of RSL histories associated with the standard theory (solid line; difference between the solid and dashed lines in Fig. 14) and the water influx algorithm of Milne (1998) . Clearly, the Milne (1998) procedure yields a very accurate approximation to our generalized sea-level theory.
SUMM A RY
At the most basic level, a theory of post-glacial sea-level change requires two inputs. The first is a mapping between variations in global sea level and changes in ocean height (or ocean load). The second is a theoretical or numerical methodology for computing global sea-level variations given an arbitrary surface load. In the classic sea-level theory of FC1976, an assumption of fixed shoreline location is made and the first of these elements is then trivially expressed as a projection of the global sea-level variation on to the present-day ocean function. In Paper I of this series we derived exact expressions for the mapping in the case of shoreline migration due to either of the processes in Fig. 1 . These expressions are valid for any earth model, but they are not in a form amenable to numerical solution.
In Section 3 of this paper we provided an efficient, iterative numerical algorithm for solving the exact, generalized sea-level theory outlined in Paper I. The algorithm requires two nested iterations. The first, 'inner' iteration acts within a single time step in the sea-level solution, and involves the successive improvement of a first guess to the ocean height change within the time increment. This iteration reflects the well known integral nature of the sea-level equation; specifically, though global sea-level variations define ocean load changes, they are also influenced by these changes. The second, 'outer' iteration is performed over the complete loading history, and it involves the successive improvement of an estimate of the initial (prior to onset of loading) topography field. Our detailed description of the numerical algorithm provided a set of reasonable 'first guesses' to all quantities subject to iterative refinement.
The vast majority of GIA analyses have focused (and continue to focus) on spherically symmetric earth models. In Section 4 we provided a special case of our generalized theory that is valid for such models. The algorithm makes use of viscoelastic Love number theory for computing the response to an arbitrary surface load, and it represents an extension of the commonly adopted pseudo-spectral algorithm derived by Mitrovica & Peltier (1991) for the fixed-shoreline case.
We adopted the non-rotating form of this algorithm in Section 5. In particular, we quantitatively assessed the accuracy of previous (approximate) procedures developed to extend the fixed-shoreline theory of FC1976 to treat the processes shown in Fig. 1 . These previous efforts, all implemented on spherically symmetric earth models, have been subject to debate (see Mitrovica 2003 , for a review). Our conclusions within this section support qualitative arguments that appeared in Paper I. Namely, ocean loading effects associated with transgression/regression cycles at shallow shorelines are accurately captured (to order 1 per cent error) by procedures described in Lambeck & Nakada (1990) , Johnston (1993) , Milne (1998) , Milne & Mitrovica (1998a) and Milne et al. (1999) . In contrast, the error incurred by the algorithm of Peltier (1994) is an order of magnitude higher. In this respect, the 'broad-shelf effect' recently introduced by Peltier & Drummond (2002) appears to be a correction to address this larger error term. We also conclude that the Milne (1998) treatment of marine-based ice accurately captures the impact of the water inundation process shown in Fig. 1(b) . In contrast, while the a posteriori 'implicit ice' calculation applied by Peltier (1998b) approximates the impact of the process on estimates of eustatic sea-level change, it does not appear to incorporate the large local loading effects associated with the water inundation.
In the third and final paper in this series we couple our generalized sea-level methodology with a finite-element numerical procedure to compute gravitationally self-consistent post-glacial sea-level change on earth models with 3-D variations in viscoelastic structure. We verify that the conclusions in Section 5, regarding the potential importance of the shoreline migration processes in Fig. 1 , are unaltered by the move to more complex earth models. Hence, our focus in future work will be to analyse the sensitivity of sea-level predictions, at sites in the near-, mid-, and far-field of the Pleistocene ice sheets, to variations in lithospheric thickness and mantle viscosity.
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A P P E N D I X A : A N U M E R I C A L A L G O R I T H M F O R S O LV I N G T H E G S L E : S P E C I A L C A S E S
In Section 3 we developed an iterative numerical algorithm for solving the generalized sea-level equation (19) . In this appendix we provide the analogous iteration equations for the special cases where there are no marine-based ice complexes, and, additionally, where the continent margins remain fixed with time. The sea-level equations governing these two special cases are given by (22) and (25), respectively.
A1 No marine ice
When there is no marine ice, I * (θ , ψ, t j ) = I (θ , ψ, t j ) and C(θ, ψ, t j ) β(θ, ψ, t j ) ⇒ C(θ, ψ, t j ). Rewriting (45) 
is the area of the oceans at time t j . There is no change from the general case in the calculation of the kth iterate topography fields and ocean functions. That is, T 
A1.1 First guess k = 0
If, as in the general case, we let the k = 0 first guess topography field at each time t j be equivalent to the present-day topography, then the ocean functions at each time t j will all be equal to the present-day ocean function. The sea-level iteration algorithm (A1) then reduces to 
is the area of the present-day oceans. Eqs (A4)-(A6) could also have been derived from (53)-(55) in the special case of no marine ice.
A1.2 First guess i = 0
To start each i-loop, we again require a first guess, δS i=0,k j . For the fixed margins case of k = 1, this is the purely eustatic rise illustrated in Fig. 3(a) . As before, we use conservation of mass and find that the eustatic first guess is given by
where now the uniform change in ocean height occurs over the full area of the present-day oceans. Eq. (A7) follows from (58) in the special case of no marine ice. For the k > 1 iterations through the glacial cycle, we use the change in ocean height determined in the previous glacial cycle as first guess, as given by (59).
r k e −s k t P (cos γ )
where a and M e are the radius and mass of the Earth, respectively, and P is the Legendre polynomial at degree . Applying (B7) and (B8) to (B5) yields
If we model the surface load history, L(θ , ψ, t), as a series of N + 1 Heaviside load increments,
The coefficients δ m (t n ) (n = 0, j − 1) are computed using all the ice load increments (up to j − 1) computed over the previous iteration through the full glacial cycle ([δ I * m (t n )] k−1 ) and the ocean load increments (up to j − 1) computed from the converged solutions during the kth iteration through the full glacial cycle ([δS m (t n )] i=∞,k The last of these sets of load coefficients is being iteratively improved within the inner i-loop iteration, and thus the driving potential will be iteratively improved within both the inner and outer iteration loops. That is, as the load is being revised, either within the ith or kth iteration loop, a prediction of the perturbation to the rotation vector and the associated driving potential are also being revised and implemented in (B28).
In deriving (B28), we independently treated contributions to the sea-level change from surface mass loading (B18) and rotation effects and then we added these contributions to derive the RHS of that equation. This procedure was adopted to highlight the distinct physics of these contributions, and for the purpose of clarity; but we could have derived the same equation by introducing both contributions at the outset. In any event, it is important to emphasize that the two contributions are coupled through the LHS of (B28). For example, changes in rotation will perturb predictions of sea-level change, and this perturbation will, in turn, impact load-induced contributions to the sea level, and so on.
