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Abstract
We study the similarity classes of matrices that have properties defined in terms of ranks
and principal submatrices.
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1. Introduction
We consider three related properties of square complex matrices:
EPSP—Having a k × k nonsingular principal submatrix, where k is the rank of
the matrix.
APSP—All the k × k principal submatrices of the matrix are nonsingular, where
k is the rank of the matrix.
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PSRP—The rank of every principal submatrix of the matrix is equal to the rank
of the submatrix of same rows and all columns and to the rank of the matrix of same
columns and all rows.
The plan of the paper is the following: In Section 2 we give formal definitions
and examples. In Section 3 we characterize the matrices with the property that all
the matrices in their similarity/unitary similarity classes have the EPSP/APSP. In
Section 4 we do the same for PSRP and in Section 5 we prove that every matrix is
unitarily similar to a matrix that enjoys all three properties.
2. Definitions and examples
We use the notation of [3]. In particular we denote by A[α, β] the submatrix of
A based on rows indexed by α and columns indexed by β and A[α, α] by A[α]. We
also denote the set {1, . . . , n} by 〈n〉.
Definition 2.1 [2]. An n× n matrix A has property PSRP (principal submatrix rank
property) if for all α ⊆ 〈n〉 = {1, 2, . . . , n}, rankA[α] = rankA[α, 〈n〉] = rank
A[〈n〉, α].
Example 2.2. Positive semidefinite and negative semidefinite matrices have PSRP.
For suppose that A is positive semidefinite and that B is a principal submatrix of
A. Using a permutation similarity, we can assume
A =
(
B C
C∗ D
)
.
Now, if
rank(B C) > rank(B),
choose a vector x with x∗B = 0, x∗C /= 0. Choose a vector y with x∗Cy /= 0.
Then
z := (x∗ y∗)A
(
x
y
)
= 2 Re(x∗Cy)+ y∗Dy.
But now, replacing x by ax, for an appropriate a ∈ C, we can make z < 0, con-
trary to our hypothesis on A. Thus
rank(B C) > rank(B),
Similar arguments work in the other cases.
Definition 2.3. A square matrix of rank k has EPSP (the existence of a principal
submatrix property) if k = 0 or k is not zero and it has a k × k nonsingular principal
submatrix.
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Definition 2.4. A square matrix of rank k has APSP (the all principal submatri-
ces property) if k = 0 or k is not zero and all its k × k principal submatrices are
nonsingular.
Clearly, APSP implies EPSP. Also PSRP implies EPSP, for suppose rank(A) = k
and A[α, β] is a k × k nonsingular (not necessarily principal) submatrix of A. Then
k  rankA[α] = rankA[α, 〈n〉]  rankA[α, β] = k,
so rankA[α] = k.
Nonsingular matrices have APSP.
Example 2.5[
0 1
1 0
]
has APSP but not PSRP.
Example 2.6[
1 0
0 0
]
has PSRP but, not APSP.
Nonsingular triangular matrices have APSP and PSRP so they enjoy all three
properties.
3. Similarity classes for EPSP/APSP
Theorem 3.1. Let A be a complex square matrix. Then the following are equivalent:
(a) All the matrices in the similarity class of A have EPSP.
(b) All the matrices in the unitary similarity class of A have EPSP.
(c) Either A is nonsingular or A is singular and the zero-eigenvalue part of the
Jordan form of A is a zero matrix.
Proof. Clearly (a) implies (b).
(c) implies (a): Suppose A is n× n matrix of rank 0 < k < n and the zero-eigen-
value part of the Jordan form of A is 0. Then the characteristic polynomial of A is
(tk + · · · + a1t + a0)tn−k , with a0 not equal to zero. Thus the sum of the principal
minors of A of order k is not zero, implying that at least one of them is nonzero.
(b) implies (c): Let A be an n× n matrix of rank k that satisfies (b). If k = 0
or k = n, (c) clearly holds. If 0 < k < n, then by Schur’s Theorem, A is unitarily
similar to an upper triangular matrix
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T =
[
T11 T12
0 T22
]
,
where T11 is nonsingular and T22 is nilpotent. We take T to be T22 if T is nilpotent.
If T22 is not equal to zero, then the order of T11 is less than k, so all the princi-
pal minors of T of order k are zero, but A satisfies (b) so T22 = 0, which implies
(c). 
Theorem 3.2. Let A be a complex square matrix. Then the following are equivalent:
(d) All matrices in the similarity class of A have APSP.
(e) All the matrices in the unitary similarity class of A have APSP.
(f) Either A is nonsingular or it is the zero matrix.
Proof. Clearly (d) implies (e) and (f) implies (d).
(e) implies (f): Suppose A is an n× n matrix of rank 0 < k < n. Then A is uni-
tarily similar to an upper triangular matrix
T =
[
T11 T12
0 T22
]
,
where, this time, T11 is nonzero nilpotent and T22 is nonsingular. The first column
of the leading principal k × k submatrix of T is zero, so this principal submatrix is
singular and T does not have APSP. 
4. Similarity classes for PSRP
Theorem 4.1. Let A be a square complex matrix. Then the following are equivalent:
(a) Every element in the unitary similarity class of A has PSRP.
(b) x∗Ax = 0 ⇒ x∗A = 0 and Ax = 0.
Proof. Suppose (b) does not hold and let x1 ∈ Cn with ‖x1‖ = 1, x∗1Ax1 = 0 and
Ax1 /= 0. Let U be a unitary matrix with first column x1. Then
U∗AU =


x∗1
...
x∗n

[Ax1 · · · Axn] .
Since x∗1Ax = 0 while Ax1 /= 0, the (1, 1) entry of U∗AU is 0 while the (j, 1)
entry is not 0 for some j . So U∗AU does not have PSRP. A similar argument works
if x∗Ax = 0 and x∗A /= 0. Hence PSRP implies (b).
Conversely, suppose A does not have PSRP. We may assume
A =
[
A11 A12
A21 A22
]
,
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where A11 is k × k and rank(A11) < rank
([
A11 A12
])
. In this case there exists a
vector y ∈ Ck such that y∗A11 = 0 and y∗A12 /= 0. But then
[
y∗ 0
] [A11 A12
A21 A22
] [
y
0
]
= 0,
while
[
y∗ 0
] [A11 A12
A21 A22
]
/= 0,
So (b) fails.
Since (b) holds forA if and only if it holds for all elements in the unitary similarity
class of A, it follows that (b) implies (a) and this completes the proof. 
We now study condition (b). Let A = H + iK where H and K are Hermitian.
The numbers x∗Hx and x∗Kx are real so x∗Ax = 0 iff x∗Hx = x∗Kx = 0. If A is
Hermitian, K = 0 and condition (b) becomes x∗Hx = 0 ⇒ Hx = 0.
This is equivalent to H being semidefinite, for suppose H has eigenvalues p and
q of different signs, p > 0 and q < 0. Then it follows from the equality
[√−q √p]
[
p 0
0 q
] [√−q√
p
]
= 0
that (b) does not hold.
If A is skew-Hermitian, say A = iK , K Hermitian, then (b) is equivalent to K
being semidefinite. (See the discussion on Example 2.2.)
In the general case, where A = H + iK for Hermitian H and K , a sufficient
condition for (a) is that IS(H) ∩ IS(K) = {0}, where IS(M) is the set of isotropic
vectors for M , that is IS(M) = {x ∈ Cn; x∗Mx = 0}. If A is nonsingular this is also
a necessary condition.
This sufficient condition can be replaced by
Theorem 4.2. Let A = H + iK be a complex n× n matrix, where H and K are
Hermitian. Then the following are equivalent:
(a) IS(H) ∩ IS(K) = {0}.
(b) There exists a complex number c, such that cA+ c¯A∗ is positive definite.
Proof. We begin with a lemma.
Lemma 4.3. Let D and E be real n× n diagonal matrices. Then the following are
equivalent:
(a) The pencil p(D,E) = {aD + bE; a, b ∈ R} contains a positive definite
matrix.
(b) D and E have no common nonzero isotropic vector.
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Proof of lemma. If x is an isotropic vector of D and E then it is an isotropic vector
of all the matrices in p(D,E). Thus (a) implies (b). The equivalence of (a) and (b)
is clear if D and E are linearly dependent so we assume that D and E are linearly
independent and thus that n > 1. Observe that
(i) The claim is not affected if we replace D and E by any two linearly indepen-
dent matrices in the pencil p(D,E).
(ii) The claim is not changed if we replace D and E by M∗DM and M∗EM where
M is a diagonal nonsingular matrix.
We prove that (b) implies (a) by induction on n. Let k be the maximal number
of positive entries in an element of p(D,E) and call a matrix in the pencil with k
positive entries, maximal. We want to show that k = n. First we show that k  n− 1.
Let us define D = diag(d1, . . . , dn), E = diag(e1, . . . , en), D1 = diag(d1, . . . ,
dn−1) and E1 = diag(e1, . . . , en−1). If D1 and E1 have a common nonzero isotropic
vector then so do D and E. Thus by the induction hypothesis (that (b) ⇒ (a) for
matrices of order less than n) there is a linear combination of D1 and E1 that is
positive definite.
Taking the same linear combination of D and E shows that k is at least n− 1.
We now show that k cannot be equal to n− 1. By (i) we can assume that D is a
maximal matrix. If k = n− 1 then by choosing an appropriate matrix M in (ii) we
can assume that D = diag(1, . . . , 1, 0) or D = diag(1, . . . , 1,−1). The first case is
impossible since if en = 0 then (0, . . . , 0, 1) is a common isotropic vector for D and
E. If en > 0 then for a small " > 0,D + "E is positive definite.
Similarly, if en < 0 then for a small " > 0, D − "E is positive definite. Thus we
can assume that D = diag(1, . . . , 1,−1). Replacing E by an appropriate real mul-
tiple of D + "E for a small " > 0, we can assume that E = diag(e1, . . . , en−1,−1),
where ei > 0; i = 1, . . . , n− 1. We complete the proof of the lemma by showing
that this is not possible. If all ei , i = 1, . . . , n− 1, are greater than 1, then for any
1 < α < min ei , i = 1, . . . , n− 1, we have that E − αD is positive definite. If all ei
are smaller than 1, choose max ei < α < 1. In this case, D −
( 1
α
)
E is positive defi-
nite. If some ei = 1, then D and E have a common nonzero isotropic vector. Hence it
remains to consider the case where some ei , are greater than 1 and some are smaller.
Suppose that e1 > 1 > e2. Then x =
(√
1 − e2,√e1 − 1, 0, . . . , 0,√e1 − e2
)T is a
common nonzero isotropic vector for D and E, and this completes the proof of the
lemma. 
We continue with the proof of the theorem. If x∗Ax = 0, then x∗(sA+ s¯A∗)x =
0, so, if sA+ s¯A∗ is positive definite, then x∗Ax = 0 implies that x = 0. Since
A = H + iK where H and K are Hermitian, x∗Ax = 0 if and only if x∗Hx =
x∗Kx = 0. Hence (b) implies (a).
Suppose now that IS(H) ∩ IS(K) = {0}. We will show that there exists a non-
singular matrix P such that P ∗HP and P ∗KP are both diagonal. The result will
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then follow from Lemma 4.3. Observe that {cA+ c¯A∗ | c complex} = {aH + bK |
a, b real}.
Let n > 1 and let H1 and K1 be the leading principal (n− 1)× (n− 1) sub-
matrices of H and K , respectively. The fact that IS(H) ∩ IS(K) = {0} implies that
IS(H1) ∩ IS(K1) = {0}. Thus, using induction on n, we can assume that some real
linear combination of H1 and K1 is positive definite. Since we may clearly replace
{H,K} by any basis for the linear span of H and K over R, we may assume that H1
is positive definite and thus also that K1 is positive definite (since we may replace
K by H + tK for any t > 0). We can also replace H and K by Q∗HQ and Q∗KQ,
respectively, where Q is any nonsingular n× n matrix, without affecting the hypoth-
eses or the conclusion. Since any pair of positive definite matrices may be reduced
under congruence to a pair consisting of the identity matrix and a real diagonal matrix
with positive diagonal entries, we may therefore assume that H1 = In−1 and that
K1 = D is a positive definite diagonal matrix. So
H =
(
In−1 u
u∗ a
)
, K =
(
D v
v∗ b
)
,
where a and b are real numbers and u and v are vectors in Cn−1. Replacing H and
K by M∗HM and M∗KM , where
M =
(
In−1 −u
0 1
)
,
we may assume that
H =
(
In−1 0
0 d
)
, K =
(
D w
w∗ e
)
,
where d and e are real and w ∈ Cn−1.
But now, replacing H and K by U∗HU and U∗KU , where
U = diag( exp(iθ1), . . . , exp(iθn))
for appropriate real numbers θ1, . . . , θn we may assume that to has nonnegative real
entries and thus that both H and K are real symmetric.
But now, if n > 2, we can apply Milnor’s Theorem [1, p. 273] to conclude that
there exists a nonsingular matrix T such that T ∗HT and T ∗KT are both diagonal.
Since
{cA+ c¯A∗ | c complex} = {aH + bK | a, b real},
the result follows from Lemma 4.3.
Finally, suppose that n = 2, and that
H =
(
1 0
0 a
)
, K =
(
c m
m e
)
are real symmetric. If a  0, we can choose a small t /= 0 with H + tK positive
definite, since otherwise a = e = 0 and (0, 1)T is a common isotropic vector for
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H and K , contradicting our hypotheses. Suppose that a < 0. Replacing H and K
by D∗1HD1 and D∗1KD1, respectively, where D1 = diag
(
1, 1√−a
)
, we may assume
that a = −1 and
H =
(
1 0
0 −1
)
.
Replacing H and K by H and ±(K + eH), respectively, we can assume that
K =
(
c m
m 0
)
,
where c and m are real and c is nonnegative. If m = 0, then c > 0 since H and K
have no common nonzero isotropic vector and then K − tH is positive definite for
all small t > 0. Suppose that m is not zero. Performing a congruence if necessary by
diag(1,−1), we may assume that m > 0.
An isotropic vector of unit length for H is of the form
z = ( exp(iθ), exp(iφ))T,
where θ and φ are real. Now, z is also an isotropic vector for K provided that
c + 2m cos(θ − φ) = 0.
Hence, by our hypotheses, c > 2m.
Now, for real numbers p and q, necessary and sufficient conditions for pH + qK
to be positive definite are:
p + qc > 0, −p > 0 and − p(p + qc)− q2m2 > 0.
Since c > 0, taking p = −1, we deduce that pH + qK is positive definite pro-
vided that
q > 1/c and − 1 + qc − q2m2 > 0,
that is:
q > 1/c and − (1 − qm)2 + q(c − 2m) > 0.
But this hold for q = 1/m, since c > 2m.
This completes the proof. 
Remark 4.4. It is worth noting that, for real symmetric 2 × 2 matrices H and K , the
nonexistence of a common nonzero real isotropic vector is not sufficient in general
for some real linear combination of H and K to be positive definite. The example
H =
(
1 0
0 −1
)
, K =
(
0 1
1 0
)
,
is presented in [1]. However, the complex vector (1, i)T is a common isotropic vector
for H and K in this case. Milnor’s Theorem [1, p. 273] shows that this phenomenon
does not occur for n > 2.
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Theorem 4.5. Let A be a square complex matrix. Then the following are equivalent:
(c) Every element in the full similarity class of A has PSRP.
(d) The similarity class contains only one element, i.e., A is scalar.
Proof. If A is scalar then it clearly has PSRP. Every matrix which is not scalar is
similar to a nondiagonal matrix. To see this, let x be a vector such that x and Ax are
linearly independent. Let T be a nonsingular matrix with first two columns x and
Ax. Then T −1AT has its (1, 1) entry equal to 0 and its (2, 12) entry equal to 1. So it
does not have PSRP. 
5. In every unitary similarity class there is a matrix with all three properties
Theorem 5.1. Let A be a complex n× n matrix of rank k. Then A is unitarily sim-
ilar to a matrix C which has all its r × r principal submatrices nonsingular, for all
r  k.
Proof. Here too we start with a lemma.
Lemma 5.2. A is unitarily similar to a matrix B having all its k × k submatrices
(not only the principal) nonsingular.
Proof of lemma. Since A is unitarily similar to a matrix in which the last n− k
rows are equal to zero, we can assume that this is the case with A itself and that
A[{1, . . . , k}; {j1, . . . , jk}] is nonsingular, where 1 < j1 < j2 < · · · < jk  n. Let
1  i1 < i2 < · · · < ik  n be a given list of distinct integers.
Let U0 be a permutation matrix with 1 in positions (j1, i1), . . . , (jk, ik). Write the
corresponding permutation as a product of disjoint cycles, choose a representative
from every even cycle (if such cycles exist) and replace the corresponding entry in
the matrix by −1.
Let U be the resulting matrix. U is orthogonal, U + I is nonsingular and the
submatrix of AU based on the first k rows and on columns i1, . . . , ik is nonsingular.
Let {xij , i < j} be a set of
(
n
2
)
commuting indeterminates and let K be the n× n
skew symmetric matrix with kij = xij for i < j . For every K , V = (I −K)(I +
K)−1 is orthogonal.
We claim that all the square submatrices of V are nonsingular. Indeed, suppose
that V has a singular submatrix. Then so has every orthogonal matrix obtained
by specializing K , but given a submatrix based on rows l1, . . . , lr and columns
m1, . . . , mr , form a permutation matrix W0 that has 1 in positions (l1, m1), . . . ,
(lr , mr).
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Now write the corresponding permutation as a product of disjoint cycles, choose
a representative from every even cycle (if such cycles exist) and replace the corre-
sponding entry in the matrix by −1, obtaining the matrix W . Note that W does not
have −1 as an eigenvalue and that the matrix based on rows l1, . . . , lr and columns
m1, . . . , mr is nonsingular.
Note that W = (I − E)(I + E)−1 where E = (I −W)(I +W)−1 is skew sym-
metric and thus W is a specialization of V , which proves the claim. Now U is also a
specialization of V , and it follows from a similar argument that all k × k submatrices
of the first k rows of AV are nonsingular. Since all k × k submatrices of V are
nonsingular, and V −1 = V T, it now follows that all k × k submatrices of V −1AV
are nonsingular. Lemma 5.2 now follows by appropriately specializing V . 
To complete the proof we need another lemma.
Lemma 5.3. For every n× n matrix A there is a diagonal matrix D with diagonal
entries equal to +1 or −1, such that A+D is nonsingular.
Proof of lemma. The proof is by induction on n. The claim is obvious for n = 1.
Assume that it is true for n× n matrices and let
A =
[
A11 A22
A21 a22
]
,
be of order n+ 1, whereA11 is n× n. By the induction hypothesis there is a diagonal
matrix D1, with diagonal entries 1 or −1, such that A11 +D1 is nonsingular. Let
D = diag(D1, dn+1), where dn+1 ∈ {1,−1}. If det(A+D) = 0 then dn+1 + a22 =
A21(A11 +D1)−1A12 and this cannot hold for both dn+1 = 1 and dn+1 = −1. 
We now complete the proof of the theorem. Let A be an n× n matrix of rank
k and choose a real orthogonal matrix W such that B = W−1AW has all its k × k
submatrices nonsingular. Let S be a principal submatrix of B of order r  k. Let T
be a k × k principal submatrix of B having S as a submatrix. Choose a k × k unitary
matrix U0 such that U−10 T U0 is upper triangular and extend U0 to an n× n unitary
matrix U having U0 as a principal submatrix in the positions corresponding to T , by
augmenting it using appropriate rows and columns of the identity matrix.
Using Lemma 5.3, we can find a unitary diagonal matrix D with UD−1 + I
invertible and replacing U by UD−1 yields a unitary matrix for which the k × k
submatrix of U−1BU in the positions corresponding to T is upper triangular and
nonsingular and therefore has all its principal r × r submatrices nonsingular also for
all r  k. Thus we can assume that U + I is invertible and thus U is a specialization
of the matrix V = (I −K)(I +K)−1, where K is as before. Letting T run through
all principal k × k submatrices of B, it follows that for almost all specializations
V0 of V , V −10 BV0 has all its principal r × r submatrices nonsingular, for all r  k.
Choosing C as one of these specializations completes the proof. 
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Remark 5.4. Applying the proof of Lemma 5.2 to B above, we find that there are
specializations V1 of V such that V −11 BV1 has all (not just its principal) k × k sub-
matrices nonsingular. It follows that in Theorem 5.1,C can be found with all its k × k
submatrices nonsingular, in addition to having all its principal r × r submatrices
nonsingular, for all r  k. Considering nonzero scalar matrices, one sees that one
cannot in general force the nonprincipal submatrices to be nonsingular, for r < k.
Remark 5.5. Even in the case of real matrices, the unitary matrix used to carry out
the similarity in the theorem cannot in general be chosen to be (real) orthogonal. For
example,[
0 1
−1 0
]
is not orthogonally similar to a matrix with nonzero diagonal.
Corollary 5.6. The title of the section is correct.
Proof. The matrix C in the theorem has APSP (and EPSP), since all its k × k prin-
cipal submatrices are nonsingular. It has PSRP, since all its r × r principal submatri-
ces, r  k, are nonsingular. 
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