Abstract. In this paper, we introduce a new three-step iteration process in Banach space and prove convergence results for approximating fixed points for nonexpansive mappings. Also, we show that the newly introduced iteration process converges faster than a number of existing iteration processes.
INTRODUCTION
The study of fixed point theorems and their applications though initiated long ago, still continues to be a highly challenging yet useful area of investigation in Topology and Nonlinear functional analysis. The existing literature on fixed point theory is extensive.
The study of fixed points lies within several domain which include: Topology, Algebraic topology, Nonlinear operators, Differential equations (Ordinary and Partial both) and Functional analysis. Unlike many domains of pure mathematics, the fixed point theory has numerous applications in various fields within as well as beyond the mathematics namely: Approximation theory, Successive approximation, Integral equations, Game theory, Optimal control, Optimization, Economics and several others.
A wide range of problems of applied sciences and engineering are usually formulated as functional equations. Such equations can be written in the form of fixed point equations.
Operator equations representing phenomena occurring in different fields, such as steady state temperature distribution, chemical reactions, neutron transport theory, economic theories and epidemics, often require appropriate and adequate solutions. Thus, the aim of finding solution to these equations is to locate the fixed point and approximate its value. However, once we ensure the existence of a fixed point of some mapping, then it is always desirable to develop such methods which can be efficiently used to approximate that fixed point. Iterative process are one of the fundamental tool that can be used to locate a fixed point. In the last few years, various authors have introduced numerous iterative schemes which have been utilized widely to approximate the fixed points of operators. Banach contraction theorem [3] which is one of the most widely and extensively utilized result use Picard iteration process for locating the fixed point.
Owing to the importance of iteration processes, many new iteration schemes have been obtained in the last few years and the prime focus of researchers is to obtain the iteration schemes which converges at a faster rate than the existing schemes. Some of the well known iteration processes are Mann iteration [8] , Ishikawa iteration [7] , Halpern iteration [6] , Noor iteration [9] , Agarwal et al. iteration [2] , SP iteration [10] , Normal-S iteration [11] and Abbas and Nazir iteration [1] .
Let J be a nonempty closed convex subset of a uniformly convex Banach space G. A mapping S : J → J is said to be nonexpansive if Su − Sv ≤ u − v for all u, v ∈ J.
A point q ∈ J is said to be a fixed point of S if Sq = q. We will use F (S) to denote the set of fixed points of S.
Recently, Thakur et al. [15] introduced the following iteration, where a sequence {w n } is constructed from arbitrary w 1 ∈ J by:
where {δ n } and {ζ n } are in (0, 1). They proved that their process converges faster than Abbas and Nazir iteration [1] .
Motivated and inspired by the research going on in this direction, we introduce a new iteration process for approximating fixed point of a nonexpansive mapping, where the sequence {c n } is generated iteratively by c 1 ∈ J and
for each n ∈ N and {δ n } is a sequence in (0, 1).
The purpose of this paper is to prove the convergence of newly defined iteration process 
PRELIMINARIES
We begin by recalling some known Results and Definitions which will be frequently used through out the text. there is a β > 0 such that for a, b ∈ G with a ≤ 1, b ≤ 1 and a − b > α, we have
Definition 2.2. A Banach space G is said to satisfy the Opial's condition if for any sequence {a n } in G which converges weakly to a ∈ G i.e. a n a implies that lim sup n→∞ a n − a < lim sup n→∞ a n − b for all b ∈ G with b = a.
A mapping S : J → G is demiclosed at a ∈ G if for each sequence {a n } in J and each b ∈ G, a n b and Sa n → a imply that b ∈ J and Sb = a.
The following definitions about the rate of convergenve were given by Berinde [4] . Definition 2.4. Let {y n } and {z n } be two fixed point iteration processes converging to the same fixed point q. If {r n } and {p n } are two sequences of positive numbers converging to zero such that y n − q ≤ r n and z n − q ≤ p n for all n ≥ 1, then we say that {y n } converges faster than {z n } to q if {r n } converges faster then {p n }.
Next, we list two Lemmas which will be useful in our subsequent discussion.
Lemma 2.1. ( [14] ) Let J be a nonempty closed convex subset of a uniformly convex
Banach space G and S a nonexpansive mapping on J. Then, I − S is demiclosed at zero.
Lemma 2.2. ([12]
) Let G be a uniformly convex Banach space and {u n } be any sequence such that 0 < w ≤ u n ≤ v < 1 for some w, v ∈ R and for all n ≥ 1. Let {p n } and {r n } be any two sequences of G such that lim sup
RESULTS
In this section, first we show that our iteration scheme (1. Proof. From (1.2), for any q ∈ F (S),
So,
Now, using (1.1), we obtain
Thus,
Then,
Thus, {c n } converges faster than {w n }.
Lemma 3.1. Let J be a nonempty closed convex subset of a Banach space G and S : J → J be a nonexpansive mapping with F (S) = Φ. Let {c n } be the iterative sequence defined by the iteration process (1.2). Then,
Proof. (i) Let q ∈ F (S). Then, using (1.2) we obtain
Using (3.1) and (3.2), we get
Thus, lim n→∞ c n − q exists for all q ∈ F (S).
(ii) Let lim
From (3.1) and (3.2), we have lim sup
and lim sup n→∞ a n − q ≤ κ. As, Sa n − q ≤ a n − q from (3.4), we obtain lim sup
Consider,
Using Lemma 2.2, from (3.4), (3.5) and (3.6), we get lim n→∞ a n − Sa n = 0.
Now, consider
which on using (3.7) gives
Since, a n − b n ≤ a n − Sa n + Sa n − b n , this together with (3.7) and (3.8) yields that
Now, using (3.8) and (3.9), we have Proof. Let q ∈ F (S). Then, from Lemma 3.1 lim n→∞ c n − q exists. In order to show the weak convergence of the iteration process (1.2) to a fixed point of S, we will prove that {c n } has a unique weak subsequential limit in F (S). For this, let {c nυ } and {c nρ } be two subsequences of {c n } which converges weakly to u and v respectively. By Lemma
3.1, we have lim n→∞
Sc n − c n = 0 and using the Lemma 2.1, we have I − S is demiclosed at zero. So u, v ∈ F (S).
Next, we show the uniqueness. Since u, v ∈ F (S), so lim which is a contradiction, so u = v. Thus, {c n } converges weakly to a fixed point of S.
Next, we establish some strong convergence results for iteration process (1.2). c n − q exists for all q ∈ F (S), which gives c n+1 − q ≤ c n − q for any q ∈ F (S) which yields
Thus, {d(c n , F (S))} forms a decreasing sequence which is bounded below by zero as well, so we get that lim Now, we prove that {c n } is a cauchy sequence in J. Let > 0 be arbitrarily chosen.
Since lim inf n→∞ d(c n , F (S)) = 0, there exists n 0 such that for all n ≥ n 0 , we have
In particular,
so there must exist a θ ∈ F (S) such that
Thus, for m, n ≥ n 0 , we have
which shows that {c n } is a cauchy sequence. Since J is a closed subset of a Banach space G, therefore {c n } must converge in J. Let, lim n→∞ c n = r for some r ∈ J. Now, using lim 
Theorem 3.4. Let J be a nonempty closed convex subset of a uniformly convex Banach space G. Let S : J → J be a nonexpansive mapping such that F (S) = φ and {c n } be the sequence defined by (1.2). If S satisfies condition (A), then {c n } converges strongly to a fixed point of S.
Proof. By Lemma 3.1, lim n→∞ c n − q exists and c n+1 − q ≤ c n − q for all q ∈ F (S).
We get
This shows that the sequence {d(c n , F (S))} is decreasing and bounded below, so lim Since g is a non decreasing function satisfying g(0) = 0 and g(r) > 0 for all r ∈ (0, ∞),
By Theorem 3.3., the sequence {c n } converges strongly to a point of F (S).
NUMERICAL EXAMPLE
In this section, we present an example which shows that our iteration process (1. Table 1 .
Also, the following graph shows that our iteration process (1.2) converges faster to c = 5 which is a fixed point of S.
Agarwal et al. Thus, it is evident from the Table 1 as well as Figure 1 that the newly introduced iteration scheme converges at a much faster rate than a number of the existing iteration processes.
APPLICATION
In this section, we will give some application of newly introduced iteration scheme.
We will show that iterative algorithm (1.2) converges strongly to the solution of the following mixed type Volterra-Fredholm functional nonlinear integral equation which was discussed in [5] :
where
First, we recall the following theorem which will be fruitful in our subsequent discussion. 
(A 3 ) there exist nonnegative constants α, β and γ such that
Now, we prove our main theorem. Proof. We consider the Banach space
Chebyshev's norm. Let {c n } be an iterative sequence generated by our iteration scheme for the operator A : G → G defined by A(c)(t) = F t, c(t),
We will show that c n → p as n → ∞.
From (1.2), (5.1), (5.2) and assumptions (A 1 ) − (A 4 ), we get that 
(h i − g i ) a n − p . (5.4) a n − p = Ac n − p = |A(c n )(t) − A(p)(t)| = F t, c n (t), 
Thus, by induction, we get 
