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THE NUMBER OF QUARTIC D4-FIELDS WITH MONOGENIC
CUBIC RESOLVENT ORDERED BY CONDUCTOR
CINDY (SIN YI) TSANG AND STANLEY YAO XIAO
Abstract. In this paper, we consider maximal and irreducible quartic orders which arise
from integral binary quartic forms, via the construction of Birch and Merriman, and whose
field of fractions is a quartic D4-field. By a theorem of M. Wood, such quartic orders may
be regarded as quartic D4-fields whose ring of integers has a monogenic cubic resolvent.
We shall give the asymptotic number of such objects when ordered by conductor, as well
as estimate the asymptotic number of such objects when ordered by discriminant.
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1. Introduction
It is known, by work of Birch-Merriman [5] and Nakagawa [16], that integral binary forms
of degree d may be used to construct d-ic orders. More specifically, consider
F (x, y) = adx
d + ad−1xd−1y + · · · + a1xyd−1 + a0yd, where ai ∈ Z,
and assume for simplicity that F is irreducible. Let θF be a root of F (x, 1). Then, the d-ic
order associated to F is defined by QF = Z⊕ ζ1Z⊕ · · · ⊕ ζd−1Z, where
ζ1 = adθF , ζ2 = adθ
2
F + ad−1θF , . . . , ad−1 = adθ
d−1
F + · · ·+ ad−1θF .
By [16], it is known that QF is indeed a unital ring, and we have the discriminant equality
∆(F ) = disc(QF ). Also, the isomorphism class of QF corresponds to the GL2(Z)-equivalence
class of F . For d = 3, by work of Delone-Faddeev [11], all cubic orders arise in this way.
For d = 4, however, not all quartic orders arise in this way. Nevertheless, for a long time
this construction was essentially the only one to obtain irreducible orders of high rank over Z.
In his groundbreaking work [2], Bhargava showed that ismorphism classes of pairs
(1.1) (Q,R), where Q is a quartic ring and R is a cubic resolvent of Q,
may be parametrized by GL2(Z)×GL3(Z)-orbits of pairs (U, V ) of integral ternary quadratic
forms. Here, for T ∈ GL2(Z) and S ∈ GL3(Z), say
T =
(
t1 t2
t3 t4
)
and S =

s11 s12 s13s21 s22 s23
s31 s32 s33

 ,
the action is given by
T (U, V ) = (t1U + t2V, t3U + t4V ) and (U, V )S = (US , VS),
where
US(x, y, z) = U(s11x+ s12y + s13z, x21x+ s22y + s23z, s31x+ s32y + s33z).
Also, maximal quartic orders have a unique cubic resolvent by [2, Corollary 5]. Thus, when
restricted to irreducible and maximal quartic orders, this may be regarded as a paramteiza-
tion of quartic fields.
In [19], Wood further showed that integral binary quartic forms
(1.2) F (x, y) = a4x
4 + a3x
3y + a2x
2y2 + a1xy
3 + a4y
4, where ai ∈ Z,
correspond precisely to the pairs
(Q,R), where Q is a quartic ring and R is a monogenic cubic resolvent of Q.
This correspondence is made explicit by sending such an F to the pair (QF , RF ) as in (1.1)
which is associated to (U0, VF ), where
(1.3) U0(x, y, z) = −xy + z2 and VF (x, y, z) = a0x2 + a4y2 + a2z2 + a1xz + a3yz.
In view of these observations, we are prompted to make the following definition.
Definition 1.1. Given a quartic field L, its ring of integers OL is a maximal quartic order
and hence has a unique cubic resolvent RL. We say that L is a quartic field with monogenic
cubic resolvent if RL is monogenic.
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In particular, we have a natural bijection
(1.4)
{
integral and irreducible binary
quartic forms F with QF maximal
}
←→
{
quartic fields L with
monogenic cubic resolvent
}
.
Recall the standard terminology that Gal(F ) denotes the Galois group of the Galois closure
of LF = Q(θF ) over Q, and for any group G, we say that L is a G-field if the Galois group of
its Galois closure over Q is isomorphic to G. The main purpose of this paper is to enumerate
the objects in (1.4) when Gal(F ) ≃ D4, or equivalently, when L is a quartic D4-field. Here
D4 denotes the dihedral group of order eight.
In [1], Altug, Shankar, Varma, and Wilson determined the asymptotic number of quartic
D4-fields L with bounded conductor, which is given by
(1.5) C(L) = disc(L)
disc(KL)
as in [1, Proposition 2.4], where KL is the unique quadratic subfield of L. Indeed, this defini-
tion of conductor applies equally well to quartic orders with a unique quadratic subalgebra.
We shall give the corresponding definition C(F ) for F in Section 3.4; see Proposition 3.13.
Motivated by their work, for X > 0, let N
(r2)
D4
(X) be the number of isomorphism classes of
quartic D4-fields L with monogenic cubic resolvent having exactly 4− 2r2 real embeddings
such that |C(L)| < X. By (1.4), equivalently N (r2)D4 (X) is the number of GL2(Z)-equivalence
classes of integral and irreducible binary quartic forms F with QF maximal and Gal(F ) ≃ D4
such that F (x, 1) has exactly 4 − 2r2 real roots and |C(F )| < X. Our main theorem is the
following refinement of their result:
Theorem 1.2. We have
N
(r2)
D4
(X) =
r(r2)
ζ(2)
√
2Γ(1/4)2
48
√
π
∏
p
(
1− 2p − 1
p3
)
X
3
4 logX +O
(
X
3
4 (logX)
3
4
)
for r(0) = 1, r(1) =
√
2, and r(2) = 1 +
√
2.
Remark 1.3. The quality of the error term in Theorem 1.2 is merely a log-power saving, and
this is mostly an artifact of our proof. Certainly, one can improve the error term by being
more careful with various estimates and by applying a more refined sieve in Section 8.
Remark 1.4. The real number given by the absolutely convergent product
(1.6) P =
∏
p
(
1− 2p− 1
p3
)
is the so-called carefree constant. It arises from counting carefree couples, namely pairs (a, b)
of coprime positive integers with a square-free. In particular, the number of carefree couples
(a, b) with a, b ≤ X is equal to PX2 +O(X logX).
It is curious that, when sorted by the number of real embeddings, the distribution of D4-
fields with monogenic cubic resolvent and that of all D4-fields do not agree. As can be seen
from [1, Theorem 1], the proportions of D4-fields having 4, 2, and 0 real embeddings ordered
by conductor are 1/3, 1/2, and 1/6, respectively. However, the proportions of D4-fields with
monogenic cubic resolvent having 4, 2, and 0 real embeddings are 20.710 . . .%, 29.289 . . .%,
and 1/2, respectively, by Theorem 1.2 above.
It is natural to ask what happens when the quartic fields are ordered by discriminant. If we
count V4-fields instead, where V4 denotes the Klein group, then we have an exact asymptotic
formula. But if we count D4-fields, then we are only able to obtain a lower bound which we
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suspect is the correct order of magnitude as well as an upper bound which is slightly larger.
More precisely, for G ∈ {V4,D4} and for X > 0, let N ′G(X) be the number of isomorphism
classes of quartic G-fields L with monogenic cubic resolvent such that |disc(L)| < X. Again
by (1.4), equivalently N ′G(X) is the number of GL2(Z)-equivalence classes of integral and
irreducible binary quartic forms F with QF maximal and Gal(F ) ≃ G such that |∆(F )| < X.
We then have the following theorems.
Theorem 1.5. We have
N ′V4(X) =
7
8
Γ(1/3)2
Γ(2/3)
∏
p
(
1− 4p− 3
p3
)
X
1
3 +O
(
X
1
3 (logX log logX)−1
)
.
Theorem 1.6. We have
X
1
2 (logX)2 ≪ N ′D4(X)≪ X
1
2
+ 1
log logX logX.
It is of interest to compare the order of magnitude of the asymptotic numbers of D4-fields,
when ordered by discriminant and by conductor, respectively. By [7] and [1], their ratio is
merely logX when we count all D4-fields. However, the ratio is much more dramatic when
we only count D4-fields with monogenic cubic resolvent, by Theorems 1.2 and 1.6 above.
Finally, let us remark on one difference between quartic S4- and D4-fields, where S4 de-
notes the symmetric group on four letters. Ordering by discriminant, the numbers of S4- and
D4-fields have the same order of magnitude, whereas Theorem 1.6 suggests that D4-fields
with monogenic cubic resolvent are much rarer than S4-fields with monogenic cubic resol-
vent. To count the number of such S4-fields by discriminant, one would need to enumerate
GL2(Z)-equivalence classes of integral binary quartic forms by discriminant, a task which
is seemingly beyond reach. Nonetheless, the seminal work of Bhargava and Shankar in [4]
gives a heuristic that the order of magnitude of this number should be X5/6, which is far
bigger than that in Theorem 1.6.
2. Reduction steps to three families of binary quartic forms
In this section, we explain an important reduction step for the proofs Theorems 1.2, 1.5,
and 1.6. In [18], we studied integral and irreducible binary quartic forms F for which Gal(F )
is small, namely, isomorphic to D4, C4, or V4, where C4 denotes the cyclic group of order
four. More specifically, consider the twisted action of GL2(R) on real binary quartic forms,
defined by
(2.1) FT (x, y) =
1
det(T )2
F (t1x+ t2y, t3x+ t4y) for T =
(
t1 t2
t3 t4
)
.
Also, for each real binary quadratic form J having non-zero discriminant, put
VJ (R) = {real binary quartic forms F such that FMJ = F},(2.2)
VJ (Z) = {integral binary quartic forms F such that FMJ = F},
where we define MJ =
(
β 2γ
−2α −β
)
for J (x, y) = αx2 + βxy + γy2. These definitions clearly
remain unchanged if we scale J by an element of R×. In [18, Theorem 1.1], we showed that:
Proposition 2.1. Let F be an integral and irreducible binary quartic form. Then, its Galois
group is small if and only if F ∈ VJ (Z) for some integral binary quadratic form J having
non-zero discriminant. Moreover, in this case, there exists a unique such J up to scaling if
and only if Gal(F ) ≃ D4 or C4.
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Counting GL2(Z)-equivalence classes of irreducible forms F in VJ (Z) for each integral J
of non-zero discriminant is doable; see [18]. However, summing the counts across the families
introduces great difficulties, which is a hurdle observed in [18] and is still unresolved. In this
paper, we are only interested in the F for which QF is maximal, and this hurdle disappears
once we impose this extra condition. As we shall see in Theorem 3.2, we have:
(2.3)
For an integral and primitive binary quadratic form J , if VJ (Z) contains
an irreducible form F such that QF is maximal, then ∆(J ) ∈ {1, 4,−4}.
For D ∈ {1, 4,−4}, up to GL2(Z)-equivalence, there is a unique integral and primitive binary
quadratic form J of discriminant D. In particular, for D = 1, 4,−4, we may take it to be
J (1)(x, y) = xy, J (2)(x, y) = x2 − y2, J (3)(x, y) = x2 + y2,
respectively. Clearly F 7→ FT defines a bijection VJ (Z) −→ VJT (Z) preserving the GL2(Z)-
action. Hence, we only have to consider the three families VJ (i)(Z) for i = 1, 2, 3, which are
relatively simple. In particular, a direct computation shows that VJ (i)(R) consists precisely
of the forms having the shape
(2.4) F (x, y) =


Ax4 +Bx2y2 +Cy4 if i = 1,
Ax4 +Bx3y + (C + 2A)x2y2 +Bxy3 +Ay4 if i = 2,
Ax4 +Bx3y + (C − 2A)x2y2 −Bxy3 +Ay4 if i = 3,
for A,B,C ∈ R. Let us also note that for F ∈ VJ (2)(Z) in the shape of (2.4), we have
(2.5) FT0(x, y) = ((4A − 2B + C)x4 + 2(4A − C)x2y2 + (4A + 2B + C)y4)/4
for the matrix T0 =
(
1 1−1 1
)
, which is invertible in GL2(Zp) for all primes p 6= 2. Hence, the
two families VJ (1)(Z) and VJ (2)(Z) are in fact closely related.
The observation (2.3) also led to a refinement of Bhargava’s criteria in [2, Section 4.2] for
deciding when a quartic ring is maximal. In the generality of [2], it is not feasible to select a
canonical representative (U, V ) of integral ternary quadratic forms for a given isomorphism
class of a pair (Q,R) as in (1.1). Thus, although his criteria enabled the computation of the
p-adic densities of maximal quartic rings in [2, 3, 1], it is not easy to check whether a given
pair (U, V ) corresponds to a maximal quartic ring. But for F ∈ VJ (i)(Z) for i = 1, 2, 3, we
are able to give explicit criteria for QF to be maximal in terms of congruence conditions on
the coefficients of F ; see Theorems 4.1, 4.2, and 4.3.
To summarize, for i = 1, 2, 3, define
V maxJ (i) (Z) = {F ∈ VJ (i)(Z) : QF is maximal}.
By the above discussion, we have thus shown that
N
(r2)
D4
(X) =
3∑
i=1
#
{
[F ] :
irreducible F ∈ V maxJ (i) (Z) with Gal(F ) ≃ D4 such
that F (x, 1) has exactly 4− 2r2 real roots and |C(F )| < X
}
,
N ′D4(X) =
3∑
i=1
#
{
[F ] : irreducible F ∈ V maxJ (i) (Z) with Gal(F ) ≃ D4 and |C(F )| < X
}
,
N ′V4(X) = #
{
[F ] : irreducible F ∈
3⋃
i=1
V maxJ (i) (Z) with Gal(F ) ≃ V4 and |∆(F )| < X
}
,
where [−] denotes GL2(Z)-equivalence class. We shall study the asymptotic behaviors of
these numbers in Sections 6, 7, and 8.
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3. A different description of VJ (Z)
Throughout this section, fix an integral and primitive binary quadratic form
J (x, y) = αx2 + βxy + γy2, where β2 − 4αγ 6= 0 and gcd(α, β, γ) = 1,
having non-zero discriminant. In [18], we counted the GL2(Z)-equivalence classes of elements
in VJ (Z) of bounded height, by observing that
(3.1) Ψ : a4x
4 + a3x
3y + a2x
2y2 + a1xy
3 + a0y
4 7→
{
(a4, a3, a2) if α 6= 0,
(a4, a2, a0) if α = 0,
defines an isomorphism of vector spaces from VJ (R) to R3, and the image of VJ (Z) under
this map is a sublattice ΛJ of Z3; see [18, (3.1) and (3.2)]. The goal of this section is to prove
the following alternative description of VJ (Z); see Definition 3.4 below for the notation and
terminology.
Theorem 3.1. Let F be an integral binary quartic form of non-zero discriminant. Then, we
have F ∈ VJ (Z) if and only if F = h(f, g) for some integral binary quadratic forms h, f, g
such that J(f,g)(x, y) is proportional to J (x, y). In this case, we have
(3.2) (∆(h)∆(J(f,g))/4)2 divides ∆(F )
and the pair (f, g) may be taken to be primitive. Moreover, if F = h(f, g) and F = h′(f ′, g′)
are two such representations of F with (f, g) and (f ′, g′) primitive, then h and h′ are GL2(Z)-
equivalent.
An important application of Theorem 3.1 is the following, which implies (2.3).
Theorem 3.2. Let F ∈ VJ (Z) be an irreducible form such that QF is maximal, and write
F = h(f, g) as given by Theorem 3.1. Then, necessarily
∆(h) is a fundamental discriminant, (f, g) is primitive, and ∆(J(f,g)) = ±4.
In particular, we must have ∆(J ) ∈ {1, 4,−4}.
Remark 3.3. We remark that Theorem 3.1 is analogous to the following result of Wood [20]:
the isomorphism class of a quartic ring Q containing a proper quadratic subalgebra admits a
representative (U, V ) such that U(x, y, z) = u22y
2+u23yz+u33z
2 is in fact a binary quadratic
form. This form U is analogous to the form h in Theorem 3.1, because when F = h(f, g) as
in Theorem 3.1, the pair (U0, VF ) defined as in (1.3) may be GL2(Z)×GL3(Z)-transformed to
a pair (Uh, V
′
F ) with Uh(x, y, z) = h(y, z). Also, it was noted in [1] that for Q to be maximal,
necessarily the coefficient of x2 in V (x, y, z) is ±1; this is analogous to our Theorem 3.2.
In this section, define nβ = 2 if β is odd, and nβ = 1 if β is even.
3.1. Jacobian determinant and primitivity. Analogous to (2.1) we have the so-called
twisted action of GL2(R) on the set of real binary quadratic forms, given by
ϕT (x, y) =
1
det(T )
ϕ(t1x+ t2y, t3x+ t4y) for T =
(
t1 t2
t3 t4
)
.
This is compatible with (2.1), in the sense that (ϕψ)T = ϕTψT for any real binary quadratic
forms ϕ and ψ.
Definition 3.4. Given a real binary quadratic form ϕ, define ϕ2, ϕ1, ϕ0 ∈ R by
(3.3) ϕ(x, y) = ϕ2x
2 + ϕ1xy + ϕ0y
2, and write ∆(ϕ) = ϕ21 − 4ϕ2ϕ0
for its discriminant. Given a pair (f, g) of real binary quadratic forms, define
J(f,g)(x, y) =
1
2
∣∣∣∣∣
∂f
∂x
∂f
∂y
∂g
∂x
∂g
∂y
∣∣∣∣∣ = (f2g1 − f1g2)x2 + 2(f2g0 − f0g2)xy + (f1g0 − f0g1)y2,
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called the Jacobian determinant of (f, g). Also, let the group GL2(R) act on it via
T (f, g) =
1
det(T )
(t1f + t2g, t3f + t4g) for T =
(
t1 t2
t3 t4
)
.
Note that the Jacobian determinant is invariant under this action. In the case that both f
and g are integral, we shall say that (f, g) is primitive if
∆(J(f,g)) 6= 0 and gcd(J(f,g),2,J(f,g),1/2,J(f,g),0) = 1.
These definitions are motivated by Propositions 3.5 and 3.7 below.
First, analogous to (2.2), define
WJ (R) = {real binary quadratic forms ϕ such that ϕMJ = −ϕ},
WJ (Z) = {integral binary quadratic forms ϕ such that ϕMJ = −ϕ}.
Given a real binary quadratic form ϕ, by a direct computation, we have
(3.4) ϕ ∈WJ (R) if and only if 2γϕ2 − βϕ1 + 2αϕ0 = 0.
Considerations of the Jacobian determinant has the following consequence.
Proposition 3.5. Let (f, g) be a pair of non-proportional real binary quadratic forms. Then,
we have that J(f,g)(x, y) is proportional to J (x, y) if and only if f, g ∈WJ (R).
Proof. The fact that f and g are non-proportional implies J(f,g)(x, y) 6= 0. Then, we easily
check using (3.4) that the claim indeed holds. 
Analogous to (3.1), the characterization (3.4) also implies that
(3.5) ϕ2x
2 + ϕ1xy + ϕ0y
2 7→
{
(ϕ2, ϕ1) if α 6= 0,
(ϕ2, ϕ0) if α = 0,
defines an isomorphism of vector spaces from WJ (R) to R2, and the image of WJ (Z) under
this map is a sublattice LJ of Z2.
Lemma 3.6. We have det(LJ ) = nβα if α 6= 0, and det(LJ ) = nββ/2 if α = 0.
Proof. By definition and (3.4), we have
LJ =
{
{(ϕ2, ϕ1) ∈ Z2 : 2γϕ2 − βϕ1 ≡ 0 (mod 2α)} if α 6= 0,
{(ϕ2, ϕ0) ∈ Z2 : 2γϕ2 ≡ 0 (mod β)} if α = 0,
and recall that α, β, γ ∈ Z are pairwise coprime. We easily verify that{
{(α, 0), (0, 1)} if α 6= 0 and β = 0,
{(nββ/2, 0), (0, 1)} if α = 0,
is a Z-basis for LJ , so det(LJ ) is as stated in these two cases. Next, suppose that α, β 6= 0,
and we shall use the fact that
det(LJ ) =
∏
p
det(LJ ,p), where LJ ,p = Zp ⊗Z LJ .
Given a prime p, write α = pka and β = pℓb, where a, b, k, ℓ ∈ Z are such that a, b 6= 0 are
coprime to p and k, ℓ ≥ 0. Then, we have
LJ ,p = {(ϕ2, ϕ1) ∈ Z2p : 2γϕ2 − pℓbϕ1 ≡ 0 (mod pk+ǫp)},
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where ǫp = 0 for p 6= 2 and ǫ2 = 1. It is not hard to verify that

{(1, 2γb−1), (0, pk+ǫp)} if ℓ = 0,
{(pk, 0), (0, 1)} if ℓ ≥ 1 and ℓ ≥ k + ǫp,
{(pℓ−ǫp , 2p−ǫpγb−1), (0, pk−ℓ+ǫp)} if ℓ ≥ 1 and ℓ ≤ k + ǫp,
is a Zp-basis for LJ ,p. Hence, we have det(LJ ,p) = pk for p 6= 2 and det(LJ ,2) = nβ2k. This
shows that det(LJ ) = nβα, as claimed. 
Lemma 3.6 implies the following characterization of primitivity.
Proposition 3.7. Given any non-proportional f, g ∈WJ (Z), the following are equivalent.
(i) The pair (f, g) is primitive.
(ii) The pair (f, g) is a Z-basis for WJ (Z).
(iii) We have J(f,g),2 = ±nβα and J(f,g),1 = ±nββ.
(iv) We have J(f,g)(x, y) = ±nβJ (x, y).
Proof. We know from Proposition 3.5, that J(f,g)(x, y) and J (x, y) are proportional. Since
J (x, y) is primitive, we have J(f,g)(x, y) = ±nJ (x, y) for some n ∈ N. It follows that
gcd(J(f,g),2,J(f,g),1/2,J(f,g),0) = gcd(nα, nβ/2, nγ) = n/nβ,
so (f, g) is primitive precisely when n = nβ. This gives the equivalence between (i) and (iv).
The equivalence between (iv) and (iii) is obvious, and that between (iii) and (ii) follows from
Lemma 3.6. This proves the claim. 
Observe that WJ (Z) and VJ (Z) are free Z-modules of ranks two and three, respectively,
by (3.1) and (3.5). It turns out that any Z-basis (f, g) of WJ (Z) may be lifted to a Z-basis
(f2, fg, g2) of VJ (Z). We shall prove this by comparing determinants; recall that ΛJ is the
image of VJ (Z) under (3.1).
Lemma 3.8. We have det(ΛJ ) = (nβα)3 if α 6= 0, and det(ΛJ ) = (nββ/2)3 if α = 0.
Proof. We already know from [18, Theorem 4.3 (b)] that det(ΛJ ) = (nβα)3 if α 6= 0. Now,
suppose that α = 0. Then, by [18, (3.2)], we know that
ΛJ = {(a4, a2, a0) ∈ Z3 : 4a4 ≡ 0 (mod β) and 2(4γ2a4 − β2a2) ≡ 0 (mod β3)}.
It is not hard to verify that {((nββ/2)2, γ2n2β, 0), (0, nββ/2, 0), (0, 0, 1)} is a Z-basis for ΛJ ,
whence det(ΛJ ) = (nββ/2)3, as claimed. 
Proposition 3.9. Given any f, g ∈WJ (Z), if (f, g) is a Z-basis of WJ (Z), then (f2, fg, g2)
is a Z-basis of VJ (Z).
Proof. It is clear that f2, fg, g2 ∈ VJ (Z), and let Λ(f,g) denote the sublattice of ΛJ spanned
by Ψ(f2),Ψ(fg) and Ψ(g2) over Z, where Ψ is the map (3.1). Notice that (f2, fg, g2) is a
Z-basis of VJ (Z) precisely when det(Λ(f,g)) = det(ΛJ ), and that
det(Λ(f,g)) = det

Ψ(f2)Ψ(fg)
Ψ(g2)

 =
{
(J(f,g),2)3 if α 6= 0,
(J(f,g),1/2)3 if α = 0,
by a direct calculation. Hence, if (f, g) is a Z-basis of WJ (Z), then we deduce from Propo-
sition 3.7 and Lemma 3.8 that det(Λ(f,g)) = det(ΛJ ), whence the claim. 
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3.2. Proof of Theorem 3.1. Let F be an integral binary quartic form of non-zero discrim-
inant. If F ∈ VJ (Z), then for any Z-basis (f, g) of WJ (Z), by Proposition 3.9 there is an
integral binary quadratic form h such that F = h(f, g). Observe that the pair (f, g) is prim-
itive by Proposition 3.7, and J(f,g)(x, y) is proportional to J (x, y) by Proposition 3.5. Con-
versely, if F = h(f, g) for some integral binary quadratic forms h, f, g such that J(f,g)(x, y)
is proportional to J (x, y), then f, g ∈ WJ (Z) by Proposition 3.5, since ∆(F ) 6= 0 implies
that f and g are non-proportional. It then follows that F ∈ VJ (Z), and the claim (3.2) may
be verified by a direct calculation.
Now, suppose that F = h(f, g) = h′(f ′, g′) are two such representations of F , with (f, g)
and (f ′, g′) primitive. Then, by Proposition 3.7 (ii), there exists T ∈ GL2(Z) such that
(f ′, g′) = T (f, g), and hence h(f, g) = hT (f, g).
But (f2, fg, g2) is linearly independent by Proposition 3.9. We must then have h = h′T , so
indeed h and h′ are GL2(Z)-equivalent.
3.3. Proof of Theorem 3.2. Let F ∈ VJ (Z) be irreducible and write F = h(f, g) as given
by Theorem 3.1. Suppose that F has the form (1.2) and let θ = θF be a root of F (x, 1).
Recall that by definition, we have
QF = Z⊕ (a4θ)Z⊕ (a4θ2 + a3θ)Z⊕ (a4θ3 + a3θ2 + a2θ)Z,
which is an order in L = Q(θ) and so is contained in the ring of integers OL of L. Clearly
K = Q(
√
h) is a quadratic subfield of L, and write OK for the ring of integers in K. Then,
we deduce that
(3.6) QF is maximal ⇐⇒ QF = OL =⇒ QF ∩K = OK .
Now, note that F = h(f, g) implies
(3.7)


a4 = h2f
2
2 + h1f2g2 + h0g
2
2 ,
a3 = 2h2f2f1 + h1(f2g1 + f1g2) + 2h0g2g1,
a2 = h2(2f2f0 + f
2
1 ) + h1(f2g0 + f1g1 + f0g2) + h0(2g2g0 + g
2
1),
a1 = 2h2f1f0 + h1(f1g0 + f0g1) + 2h0g1g0,
a0 = h2f
2
0 + h1f0g0 + h0g
2
0 ,
as well as
(3.8) F = h2
(
f − −h1 +
√
∆(h)
2h2
g
)(
f − −h1 −
√
∆(h)
2h2
g
)
.
This enables us to compute θ explicitly and hence a Z-basis of QF ∩K. For brevity, put
k = ∆(h), J ′(f,g),1 = J(f,g),1/2, and d = gcd(J(f,g),J ′(f,g),1,J(f,g),0).
We shall first show that
(3.9) QF ∩K = Z⊕ Zτ, where τ =
∆(J(f,g))
4d
· −h1 +
√
k
2
,
which then allows us to prove Theorem 3.2.
To that end, write Ax2 +Bxy + Cy2 for the first factor in (3.8), where explicitly
(3.10)


A = A1 +A2
√
k
B = B1 +B2
√
k,
C = C1 + C2
√
k,
and


A1 =
2h2f2+h1g2
2h2
and A2 =
−g2
2h2
,
B1 =
2h2f1+h1g1
2h2
and B2 =
−g1
2h2
,
C1 =
2h2f0+h1g0
2h2
and C2 =
−g0
2h2
.
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Without loss of generality, we may then assume that θ = (−B +√B2 − 4AC)/(2A).
Now, consider an element x ∈ QF , say
(3.11) x = c0 + c1(a4θ) + c2(a4θ
2 + a3θ) + c3(a4θ
3 + a3θ
2 + a2θ),
where c0, c1, c2, c3 ∈ Z. We shall write
x− c0 = x1 + x2
√
B2 − 4AC and x2 = 1
2A3
(
y1 + y2
√
k
)
,
where x1, x2 ∈ K and y1, y2 ∈ Q. Explicitly, we have
x1 =
−B
2A
(c1a4 + c2a3 + c3a2) +
B2 − 2AC
2A2
(c2a4 + c3a3) +
B(−B2 + 3AC)
2A3
(c3a4),
x2 =
1
2A
(c1a4 + c2a3 + c3a2)− B
2A2
(c2a4 + c3a3) +
B2 −AC
2A3
(c3a4),
and also
y1 = (A
2
1 + kA
2
2)(c1a4 + c2a3 + c3a2)
− (A1B1 + kA2B2)(c2a4 + c3a3) + (B21 + kB22 −A1C1 − kA2C2)(c3a4),
y2 = (2A1A2)(c1a4 + c2a3 + c3a2)
− (A1B2 +A2B1)(c2a4 + c3a3) + (2B1B2 −A1C2 −A2C1)(c3a4).
The key is the next lemma.
Lemma 3.10. Let x ∈ QF be as in (3.11). Then, we have x ∈ K if and only if
(3.12) c2J(f,g),2 + c3J ′(f,g),1 = 0, −c1J(f,g),2 + c3J(f,g),0 = 0, c1J ′(f,g),1 + c2J(f,g),0 = 0.
Moreover, in this case, we have
x− c0 =


c3
J(f,g),2
(
(s1J ′(f,g),1 − s2J(f,g),2)−
∆(J(f,g))
4
(
−h1 +
√
k
2
))
if J(f,g),2 6= 0,
−c2
J ′(f,g),1
(
(s1J ′(f,g),1 − s2J(f,g),2)−
∆(J(f,g))
4
(
−h1 +
√
k
2
))
if J ′(f,g),1 6= 0,
where s1 = h2f2f0 + h1f0g2 + h0g2g0 and s2 = h2f1f0 + h1f0g1 + h0g1g0. In particular, in
this case, we have x ∈ Z⊕ Zτ .
Proof. Clearly x ∈ K if and only if x2 = 0. In this case, we have
(3.13) x− c0 = x1 +Bx2 = −C
A
(c2a4 + c3a3) +
BC
A2
(c3a4).
Now, plainly x2 = 0 if and only if y1 = y2 = 0. Put

η11 = 2A1A2a4,
η12 = (A
2
1 + kA
2
2)a4,
η21 = 2A1A2a3 − (A1B2 +A2B1)a4,
η22 = (A
2
1 + kA
2
2)a3 − (A1B1 + kA2B2)a4,
η31 = 2A1A2a2 − (A1B2 +A2B1)a3 + (2B1B2 −A1C2 −A2C1)a4,
η32 = (A
2
1 + kA
2
2)a2 − (A1B1 + kA2B2)a3 + (B21 + kB22 −A1C1 − kA2C2)a4,
which are defined so that ci is eliminated in ηi1y1 − ηi2y2 for each i = 1, 2, 3. We compute
in Sage, using (3.7) and (3.10), to obtain the relation
η11 −η12η21 −η22
η31 −η32

[y1
y2
]
=
−a34
2h22

 c2J(f,g),2 + c3J
′
(f,g),1
−c1J(f,g),2 + c3J(f,g),0
−c1J ′(f,g),1 − c2J(f,g),0

 ,
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as well as
−η11η22 + η21η12 = a
3
4
2h22
J(f,g),2 and − η11η32 + η31η12 =
a34
2h22
J ′(f,g),1.
They cannot be both zero because a4 6= 0 and ∆(J(f,g)) 6= 0. Thus, the above matrix (ηij)
has trivial null space, so y1 = y2 = 0 if and only if (3.12) holds, proving the first claim.
Now, suppose that x ∈ K. By rationalizing (3.13), we obtain
x− c0 = (z1 + z2
√
k)/(A21 − kA22)2,
where z1, z2 ∈ Q are given by
z1 = −(A21 − kA22)(A1C1 − kA2C2)(c2a4 + c3a3)
+ ((A21 + kA
2
2)(B1C1 + kB2C2)− 2kA1A2(B1C2 +B2C1))(c3a4),
z2 = −(A21 − kA22)(A1C2 −A2C1)(c2a4 + c3a3)
+ ((A21 + kA
2
2)(B1C2 +B2C1)− 2A1A2(B1C1 + kB2C2))(c3a4).
Using (3.7) and (3.10), we again compute in Sage that A21 − kA22 = a4/h2 and that
(h2/a4)
2z1 = −(c2(2h2f2f0 + h1(f2g0 + f0g2) + 2h0g2g0)(3.14)
+ c3(2h2f1f0 + h1(f1g0 + f0g1) + 2h0g1g0))/2,
(h2/a4)
2z2 = (c2(f2g0 − f0g2) + c3(f1g0 − f0g1))/2.
By (3.12), we know that{
c2 = −c3J ′(f,g),1/J(f,g),2 and c1 = c3J(f,g),0/J(f,g),2 if J(f,g),2 6= 0,
c3 = −c2J(f,g),2/J ′(f,g),1 and c1 = −c2J(f,g),0/J ′(f,g),1 if J ′(f,g),1 6= 0.
By substituting the above into (3.14), we then obtain the desired expression for x− c0. The
above relations also imply that J(f,g),2/d divides c3 if J(f,g),2 6= 0, and that J ′(f,g),1/d divides
c2 if J ′(f,g),1 6= 0. We then see that x ∈ Z⊕ Zτ , as claimed. 
Proof of Theorem 3.2. We shall first prove the claim (3.9). By Lemma 3.10, it remains to
show the inclusion Z⊕ Zτ ⊂ QF ∩K, and it suffices to show that τ ∈ QF ∩K. Put
c0 = (s1J ′(f,g),1 − s2J(f,g),2)/d, c1 = −J(f,g),0/d, c2 = J ′(f,g),1/d, c3 = −J(f,g),2/d,
where s1, s2 ∈ Z are as in Lemma 3.10. Clearly c0, c1, c2, c3 ∈ Z, and they satisfy (3.12). By
Lemma 3.10, the element x ∈ QF defined as in (3.11) then lies in K, and is equal to τ . This
shows that τ ∈ QF , whence (3.9) holds.
Now, suppose that QF is maximal, and hence QF ∩K = OK by (3.6). Write k = m2k′,
where m,k′ ∈ Z and k′ is square-free. Note that m2 6= 1 if k′ 6≡ 1 (mod 4). We have
disc(OK) =
{
4k′ if k′ 6≡ 1 (mod 4),
k′ if k′ ≡ 1 (mod 4), and disc(QF ∩K) =
(
∆(J(f,g))
4d
)2
m2k′,
where the former is well-known and the latter follows from (3.9). The above must be equal
since QF ∩K = OK . We then deduce that{
m2 = 4 and ∆(J(f,g)) = ±4d if k′ 6≡ 1 (mod 4),
m2 = 1 and ∆(J(f,g)) = ±4d if k′ ≡ 1 (mod 4).
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This shows that k is a fundamental discriminant. Also, we have
±1 = ∆(J(f,g))
4d
=
(J ′(f,g),1)2 − J(f,g),2J(f,g),0
d
,
where the last expression is divisible by d. This implies that d = 1, whence ∆(J(f,g)) = ±4
and the pair (f, g) is primitive. By Proposition 3.7, this in turn implies that J(f,g) = ±2 · J
if β is odd, and J(f,g) = ±J if β is even. If follows that ∆(J ) ∈ {1, 4,−4}, as claimed. 
3.4. The conductor polynomial. We shall also need the following definition.
Definition 3.11. Given any F ∈ VJ (Z) of non-zero discriminant, write F = h(f, g) as in
Theorem 3.1 with (f, g) primitive, and define
CJ (F ) = ∆(F )/∆(h),
called the conductor polynomial of F with respect to J . Note that this does not depend on the
choice of h, f, g. For convenience, we shall define CJ (F ) = 0 when F has zero-discriminant.
The above definition is an invariant in the following sense.
Proposition 3.12. For any F ∈ VJ (Z) and T ∈ GL2(Z), we have CJT (FT ) = CJ (F ).
Proof. This follows from the fact that if (f, g) is primitive and J(f,g)(x, y) is proportional to
J (x, y), then (fT , gT ) is also primitive and J(fT ,gT )(x, y) is proportional to JT (x, y). 
Given an integral and irreducible binary quartic form F with Gal(F ) ≃ D4 or C4, Propo-
sition 2.1 implies that F ∈ VJ (Z) for a unique choice of J (x, y) up to scaling. We may then
write C(F ) without the subscript J , and refer to it as the conductor polynomial of F . This
is related to the conductor (1.5) of quatic D4-fields.
Proposition 3.13. For any integral and irreducible binary quartic form F such that QF is
maximal, we have |∆(F )| = |disc(LF )|, as well as |C(F )| = |C(LF )| when Gal(F ) ≃ D4.
Proof. By [16, Proposition 1.1], we know that ∆(F ) = disc(QF ), and so the first claim holds
by (3.6). In the case that Gal(F ) ≃ D4, write F = h(f, g) as in Theorem 3.1, and note that
KL = Q(
√
∆(h)) is the unique quadratic subfield of LF . We then have
|C(F )| = |∆(F )|/|∆(h)| = |disc(LF )|/|disc(KL)| = |C(LF )|,
where ∆(h) = disc(KL) holds by Theorem 3.2. 
Finally, notice that for F ∈ VJ (i)(Z) as in (2.4), we may write F = h(f, g) for a primitive
pair (f, g) and h(x, y) = Ax2 +Bxy + Cy2. It then follows that
CJ (i)(F ) = ∆(F )/(B2 − 4AC)(3.15)
=


16AC(B2 − 4AC) for i = 1,
(4A − 2B + C)(4A+ 2B + C)(B2 − 4AC) for i = 2,
((4A − C)2 + 4B2)(B2 − 4AC) for i = 3,
where the second equality follows from a direct computation.
4. Maximality criteria for the three families
In this section, we shall consider F ∈ VJ (i)(Z) for i = 1, 2, 3, and determine when QF is
a maximal. Notice that QF is maximal if and only if QF is maximal at p, namely Zp⊗ZQF
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is maximal as a quartic ring over Zp for every prime p. Also, recall from (1.3) that when F
has the shape (2.4), the quartic ring QF corresponds to the pair
(U0, VF ), where VF =


Cx2 +Ay2 +Bz2 for i = 1,
Ax2 +Ay2 + (C + 2A)z2 +Bxz +Byz for i = 2,
Ax2 +Ay2 + (C − 2A)z2 −Bxz +Byz for i = 3.
Using the criteria proven in [2, Section 4.2], to be summarized in Proposition 4.6 below, we
shall prove the following criteria for QF to be maximal.
Theorem 4.1. Let F ∈ VJ (1)(Z) be as in (2.4).
(a) The quartic ring QF is maximal at an odd prime p if and only if p does not divide all
of A,B, and C, as well as A,C,B2 − 4AC 6≡ 0 (mod p2).
(b) The quartic ring QF is maximal at 2 if and only if A,B, and C are not all even, as well
as A,C 6≡ 0 (mod 4) and{
A+B + C 6≡ 0 (mod 4) when one of A,B,C is even,
A+B ≡ 0 (mod 4) or B + C ≡ 0 (mod 4) when A,B,C are all odd.
Theorem 4.2. Let F ∈ VJ (2)(Z) be as in (2.4).
(a) The quartic ring QF is maximal at an odd prime p if and only if p does not divide all
of A,B, and C, as well as 4A± 2B + C,B2 − 4AC 6≡ 0 (mod p2).
(b) The quartic ring QF is maximal at 2 if and only if A,B, and C are not all even, as well
as 2B +C 6≡ 0 (mod 4), and A,A−B +C 6≡ 0 (mod 4) when C is odd and B is even.
Theorem 4.3. Let F ∈ VJ (3)(Z) be as in (2.4).
(a) The quartic ring QF is maximal at an odd prime p if and only if p does not divide all
of A,B, and C, as well as B2 − 4AC 6≡ 0 (mod p2) and{
(4A− C)2 + 4B2 6≡ 0 (mod p3) when p divides both 4A− C and B,
(4A− C)2 + 4B2 6≡ 0 (mod p2) when p does not divide both 4A− C and B.
(b) The quartic ring QF is maximal at 2 if and only if A,B, and C are not all even, as well
as C 6≡ 0 (mod 4), and A,A−B + C 6≡ 0 (mod 4) when C is odd and B is even.
Corollary 4.4. For i = 1, 2, 3, let F ∈ VJ (i)(Z) is as in (2.4) such that QF is maximal.
Then, necessarily B2 − 4AC is a fundamental discriminant.
Proof. By Theorems 4.1, 4.2, and 4.3, it suffices to show that (B/2)2 − AC 6≡ 0 (mod 4)
when B is even. This in turn may be verified using Theorems 4.1, 4.2, and 4.3 (b). We note
that when F is irreducible, the theorem already follows from Theorem 3.2. 
4.1. Bhargava’s maximality criteria. We shall need some further definitions.
Definition 4.5. Let (U, V ) be a pair of integral ternary quadratic forms. Let p be a prime
and let Fp denote an algebraic closure of the finite field Fp having p elements.
(1) If U = 0 and V = 0 intersect at four points counted with multiplicities in P2(Fp), then
we say that (U, V ) is non-degenerate at p, and we define the symbol
((U, V ), p) = (f e11 f
e2
2 · · · ),
where the fi’s are the degrees over Fp of the field of definition of the intersection points,
and the ei’s are their corresponding multiplicities.
(2) Otherwise, we say that (U, V ) is degenerate at p.
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Also, we shall make the identification
u11x
2 + u22y
2 + u33z
2 + u12xy + u13xz + u23yz ←→

u11 u122 u132u12
2 u22
u23
2
u13
2
u23
2 u33


for convenience, and write G(Z) = GL2(Z)×GL3(Z) for brevity.
Proposition 4.6. Let (U, V ) be a pair of integral ternary quadratic forms and let Q denote
its associated quartic ring. Let p be a prime.
(a) If (U, V ) is degenerate at p, then Q is not maximal at p.
(b) If ((U, V ), p) = (1211) or (122), then (U, V ) is G(Z)-equivalent to a pair


u11 ∗ ∗∗ ∗ ∗
∗ ∗ ∗

 ,

v11 ∗ ∗v12
2 ∗ ∗
v13
2 ∗ ∗



 with u11, v11, v12, v13 ≡ 0 (mod p),
and Q is maximal at p precisely when v11 6≡ 0 (mod p2).
(c) If ((U, V ), p) = (22), (14), or (1212), then (U, V ) is G(Z)-equivalent to a pair


u11 ∗ ∗u12
2 u22 ∗∗ ∗ ∗

 ,

v11 ∗ ∗v12
2 v22 ∗
v13
2
v23
2 ∗



 with v11, v22, v12, v13, v23 ≡ 0 (mod p).
Denote the pair above by (U ′, V ′), and let
(4.1) S = {intersection points of U ′ = 0 and V ′ = 0 in P2(Fp)}.
Given P ∈ S, let SP ∈ GL3(Z) be any matrix which sends (1, 0, 0) to P , and write
(U ′, V ′)SP =



∗ ∗ ∗∗ ∗ ∗
∗ ∗ ∗

 ,

vP,11 ∗ ∗∗ ∗ ∗
∗ ∗ ∗



 .
(i) If ((U, V ), p) = (22), then S is empty, and Q is maximal at p precisely when the two
vectors (v11/p, v12/p, v22/p) and (u11, u12, u22) are linearly independent over Fp.
(ii) If ((U, V ), p) = (14) or (1212), then S has cardinality one or two, respectively, and Q
is maximal precisely when vP,11 6≡ 0 (mod p2) for all P ∈ S.
Proof. This is proven in [2, Section 4.2]; there are other possibilities for ((U, V ), p), but the
five listed above are the only ones which we need. 
Remark 4.7. Given F ∈ VJ (i)(Z) for i = 1, 2, 3 as in (2.4), note that:
• If p divides all of A,B,C, then QF is not maximal at p by Proposition 4.6 (a).
• If p does not divide ∆(F ), then QF is automatically maximal at p.
Thus, it suffices to consider the primes p which divide ∆(F ) but not all of A,B,C. Further,
define h(y, z) = Ay2+Byz+Cz2, and note that ∆(h) = B2− 4AC divides ∆(F ) by (3.15).
In the case that p divides B2 − 4AC but not 4A, the polynomial h(y, 1) has a unique root
r mod p, where r ∈ Z is defined by 2Ar +B ≡ 0 (mod p).
4.2. Proof of Theorem 4.1. Let F ∈ VJ (1)(Z) be as in (2.4) and let p be a prime. In view
of Remark 4.7 and (3.15), we only need to consider the cases:
A C B2 − 4AC Restriction ((U, V ), p), p 6= 2 ((U, V ), 2)
(1) 0 0 × (1212) (1212)
(2) 0 × 0 (14) (14)
(3) × 0 0 (14) (14)
(4) 0 × × (1211), (122) (1212)
(5) × 0 × (1211), (122) (1212)
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(6) × × 0 (1212), (22) (14)
(7) × × × p = 2 – (22)
The second to fourth columns indicate whether the quantities are zero modulo p.
Proposition 4.8. The quartic ring QF is maximal at p if and only if

A,C 6≡ 0 (mod p2) in case (1),
AC 6≡ 0 (mod p2) in cases (2), (3), (4), (5) for p 6= 2,
AC,A+B + C 6≡ 0 (mod 4) in cases (2), (3), (4), (5) for p = 2,
B2 − 4AC 6≡ 0 (mod p2) in case (6) for p 6= 2,
A+B + C 6≡ 0 (mod 4) in case (6) for p = 2,
A+B ≡ 0 (mod 4) or B + C ≡ 0 (mod 4) in case (7).
Proof. By symmetry, it suffices to prove cases (1), (3), (5), (6), and (7). Observe that
S ∈ GL3(Z) (U ′, V ′) = (U0, VF )S S as in (4.1)
(1)
(
1 0 0
0 1 0
0 0 1
) (( 0 ∗ ∗
−1
2
0 ∗
∗ ∗ ∗
)
,
(
C ∗ ∗
0 A ∗
0 0 ∗
))
(1, 0, 0)
(0, 1, 0)
(3)
(
1 0 0
0 0 1
0 1 0
) ((
0 ∗ ∗
0 1 ∗∗ ∗ ∗
)
,
(
C ∗ ∗
0 B ∗
0 0 ∗
))
(1, 0, 0)
(5)
p 6= 2
(
1 0 0
0 1 0
0 0 1
) ((
0 ∗ ∗∗ ∗ ∗∗ ∗ ∗
)
,
(
C ∗ ∗
0 ∗ ∗
0 ∗ ∗
))
–
(5)
p = 2
(
1 1 0
0 1 0
0 1 1
) (( 0 ∗ ∗
−1
2
0 ∗
∗ ∗ ∗
)
,
(
C ∗ ∗
C A+B+C ∗
0 B ∗
))
(1, 0, 0)
(0, 1, 0)
(6)
p = 2
(
1 1 1
1 1 0
1 0 0
) ((
0 ∗ ∗−1 −1 ∗∗ ∗ ∗
)
,
(
A+B+C ∗ ∗
A+C A+C ∗
C C ∗
))
(1, 0, 0)
(7)
(
0 1 0
1 0 0
1 1 1
) (( 1 ∗ ∗
1
2
1 ∗
∗ ∗ ∗
)
,
(
A+B ∗ ∗
B B+C ∗
B B ∗
))
∅
and (U ′, V ′) is in the shape of Proposition 4.6. The claim for the above cases then follows.
Finally, in case (6) for p 6= 2, let r ∈ Z be as in Remark 4.7. Observe that
T ∈ GL2(Z) S ∈ GL3(Z) (U ′, V ′) = (U0, VF )S
(6)
p 6= 2
(
1 0
−B 1
) ( 0 1 0
0 r 1
1 0 0
) ((
1 ∗ ∗
0 −r ∗∗ ∗ ∗
)
,
(
0 ∗ ∗
0 h(r,1) ∗
0 2Ar+B
2
∗
))
and (U ′, V ′) is in the shape of Proposition 4.6 (c). If ((U, V ), p) = (22), no further action is
needed. If ((U, V ), p) = (1212), then there exist r1, r2 ∈ Z such that
x2 − ry2 ≡ (x− r1y)(x− r2y) (mod p), and S = {(r1, 1, 0), (r2 , 1, 0)}
for S as in (4.1). For k = 1, 2, using the notation in Proposition 4.6 (c), define
S(rk ,1,0) =
(
rk 1 0
1 0 0
0 0 1
)
, and we have v(rk,1,0),11 = h(r, 1).
In both cases, we see that QF is maximal at p precisely when h(r, 1) 6≡ 0 (mod p2), which
in turn is equivalent to ∆(h) 6≡ 0 (mod p2) because p divides ∆(h). 
From Proposition 4.8 and Remark 4.7, we then easily deduce Theorem 4.1.
4.3. Proof of Theorem 4.2. Let F ∈ VJ (2)(Z) be as in (2.4) and let p be a prime. Notice
that for p 6= 2, the form F is GL2(Zp)-equivalent to the form G ∈ VJ (1)(Z) defined in (2.5).
As the proof of [19, Theorem 5.1] shows, the GL2(Zp)-action on F corresponds a change of
basis of Zp ⊗Z QF . This implies that Zp ⊗Z QF and Zp ⊗Z QG are isomorphic as quartic
rings over Zp. We then easily deduce the claim (a) from Theorem 4.1 (a).
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For p = 2, in view of Remark 4.7 and (3.15), we only need to consider the cases:
4A− 2B +C 4A+ 2B + C B2 − 4AC A ((U, V ), 2)
(1) 0 0 × – (1211), (122)
(2) × × 0 0 (1212)
(3) × × 0 × (22)
(4) 0 0 0 × (14)
The second to fourth columns indicate whether the quantities are zero modulo 2.
Proposition 4.9. The quartic ring QF is maximal at 2 if and only if{
2B + C 6≡ 0 (mod 4) in cases (1) and (4),
A,A−B + C 6≡ 0 (mod 4) in cases (2) and (3).
Proof. Observe that
T ∈ GL2(Z) S ∈ GL3(Z) (U ′, V ′) = T (U0, VF )S S as in (4.1)
(1) ( 1 01 1 )
(
1 1 1
1 1 0
1 0 0
) ((
0 ∗ ∗∗ ∗ ∗∗ ∗ ∗
)
,
(
4A+2B+C ∗ ∗
2A+B−1 ∗ ∗
2A+B−1
2
∗ ∗
))
–
(2) ( 1 00 1 )
(
1 0 0
0 1 0
0 0 1
) (( 0 ∗ ∗
−1
2
0 ∗
∗ ∗ ∗
)
,
(
A ∗ ∗
0 A ∗
B
2
B
2
∗
))
(1, 0, 0)
(0, 1, 0)
(3)
(
1 0
−2A 1
) ( 1 0 0−1 1 0
0 −1 1
) (( 1 ∗ ∗
−1
2
1 ∗
∗ ∗ ∗
)
,
(
0 ∗ ∗
0 A−B+C ∗
0 B−2C
2
∗
))
∅
(4) ( 1 00 1 )
(
1 0 1
1 0 0
1 1 0
) ((
0 ∗ ∗
1 1 ∗∗ ∗ ∗
)
,
(
4A+2B+C ∗ ∗
2A+B+C 2A+C ∗
2A+B
2
B
2
∗
))
(1, 0, 0)
and (U ′, V ′) is in the shape of Proposition 4.6, from which the claim follows. 
From Proposition 4.9 and Remark 4.7, we then easily deduce Theorem 4.2.
4.4. Proof of Theorem 4.3. Let F ∈ VJ (3)(Z) be as in (2.4) and let p be a prime. In view
of Remark 4.7 and (3.15), we only need to consider the cases:
(4A− C)2 + 4B2 4A− C 2B B2 − 4AC A Restriction
(1) 0 0 0 × –
(2) 0 × × × – p ≡ 1 (mod 4)
(3) × – – 0 0
(4) × – – 0 ×
(5) 0 × × 0 – p ≡ 1 (mod 4)
(6) 0 0 0 0 × p = 2
The second to fifth columns indicate whether the quantities are zero modulo p.
((U0, VF ), p), p 6= 2 ((U0, VF ), 2) ((U0, VF ), p), p 6= 2 ((U0, VF ), 2)
(1) (1212), (22) (1211), (122) (4) (1212), (22) (22)
(2) (1211), (122) – (5) (14) –
(3) (1212) (1212) (6) – (14)
Proposition 4.10. The quartic ring QF is maximal at p if and only if

(4A −C)2 + 4B2 6≡ 0 (mod p3) in case (1) for p 6= 2,
(4A −C)2 + 4B2 6≡ 0 (mod p2) in cases (2) and (5),
C 6≡ 0 (mod 4) in cases (1) and (6) for p = 2,
B2 − 4AC 6≡ 0 (mod p2) in cases (3) and (4) for p 6= 2,
A,A−B + C 6≡ 0 (mod 4) in case (3) and (4) for p = 2.
Proof. For p ≡ 1 (mod 4), there exists n ∈ Z such that n2 + 1 ≡ 0 (mod p2). Without loss
of generality, we may assume that p divides 4A+ 2nB −C but not 4A− 2nB −C in cases
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(2) and (5). Note also that B2 − 4AC ≡ (4nA−B)2 + 4A(4A+ 2nB − C) (mod p2).
Now, observe that
T ∈ GL2(Z) S ∈ GL2(Z) (U ′, V ′) = T (U0, VF )S S as in (4.1)
(1)
p = 2
( 1 01 1 )
(
1 1 1
1 1 0
1 0 0
) ((
0 ∗ ∗∗ ∗ ∗∗ ∗ ∗
)
,
(
C ∗ ∗
2A−1 ∗ ∗
2A−B−1
2
∗ ∗
))
–
(2)
(5)
(
1 0
2A+nB 1
) ( n 1 0−n 1 1
1 0 0
) ((
n2+1 ∗ ∗
0 −1 ∗∗ ∗ ∗
)
,
( † 0 ∗
0 4A+nB ∗
B(n2+1)
2
4A+nB
2
∗
))
–
(1, 0, 0)
(3) ( 1 00 1 )
(
1 0 0
0 1 0
0 0 1
) (( 0 ∗ ∗
−1
2
0 ∗
∗ ∗ ∗
)
,
(
A ∗ ∗
0 A ∗
−B
2
B
2
∗
))
(1, 0, 0)
(0, 1, 0)
(4)
p = 2
(
1 0
2A 1
) ( 1 0 0
1 1 0
0 −1 1
) (( −1 ∗ ∗
−1
2
1 ∗
∗ ∗ ∗
)
,
(
0 ∗ ∗
0 A−B+C ∗
0 B−2C
2
∗
))
∅
(6) ( 1 00 1 )
(
1 0 1
1 0 0
1 1 0
) ((
0 ∗ ∗
1 1 ∗∗ ∗ ∗
)
,
(
C ∗ ∗
−(2A−C) −2A+C ∗
2A−B
2
−B
2
∗
))
(1, 0, 0)
In cases (2) and (5), the symbol † denotes the expression −(4A + n(n2 + 3)B − C).
and (U ′, V ′) is in the shape of Proposition 4.6. The claim for the above cases then follows.
Next, in case (1) for p 6= 2, let m ∈ Z be such that (4A)m ≡ 1 (mod p2). We have
T ∈ GL2(Z) S ∈ GL2(Z) (U ′, V ′) = T (U0, VF )S
(1)
p 6= 2
(
2A 1
−1+2mA m
) (−1 0 0
1 0 −1
0 1 0
) ((
4A ∗ ∗
B C ∗∗ ∗ ∗
)
,
(
4mA−1 ∗ ∗
mB mC−1 ∗
−4mA+1
2
−mB
2
∗
))
and (U ′, V ′) is in the shape of Proposition 4.6 (c). If p ≡ 3 (mod 4), then ((U, V ), p) = (22),
and QF is maximal at p precisely when mB or mC − 1 6≡ 0 (mod p2). We may rewrite this
as B or 4A−C 6≡ 0 (mod p2), which is equivalent to the stated condition because −1 is not
a square mod p. If p ≡ 1 (mod 4), then ((U, V ), p) = (1212), and S = {(n, 1, 0), (−n, 1, 0)}
for S as in (4.1). In the notation of Proposition 4.6 (c), define
S(±n,1,0) =
(±n 1 0
1 0 0
0 0 1
)
, and we have v(±n,1,0),11 = m(4n2A± 2nB + C)− (n2 + 1).
Hence, the ring QF is maximal at p precisely when 4A ∓ 2nB − C 6≡ 0 (mod p2), which in
turn is equivalent to the stated condition.
Finally, in case (4) for p 6= 2, let r ∈ Z be as in Remark 4.7. We have
T ∈ GL2(Z) S ∈ GL3(Z) (U ′, V ′) = (U0, VF )S
(4)
p 6= 2
(
1 0
2A 1
) ( 1 0 0
1 r 1
0 1 0
) (( −1 ∗ ∗
−r
2
1 ∗
∗ ∗ ∗
)
,
(
0 ∗ ∗
0 h(r,1) ∗
0 2Ar+B
2
∗
))
and (U ′, V ′) is in the shape of Proposition 4.6 (c). Then, as in the proof of case (6) for p 6= 2
in Proposition 4.8, if ((U, V ), p) = (22), no further action is needed. If ((U, V ), p) = (1212),
then there exist r1, r2 ∈ Z such that
x2 + rxy − y2 ≡ (x− r1y)(x− r2y) (mod p), and S = {(r1, 1, 0), (r2, 1, 0)}
for S as in (4.1). For k = 1, 2, using the notation in Proposition 4.6 (c), define
S(rk ,1,0) =
(
rk 1 0
1 0 0
0 0 1
)
, and we have v(rk,1,0),11 = h(r, 1).
In both cases, we see that QF is maximal at p precisely when h(r, 1) 6≡ 0 (mod p2), which
in turn is equivalent to ∆(h) 6≡ 0 (mod p2) because p divides ∆(h). 
From Proposition 4.10 and Remark 4.7, we then easily deduce Theorem 4.3.
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4.5. Density computations. When counting D4-fields with monogenic cubic resolvent, as
we shall see in Proposition 6.2, the forms in VJ (3)(Z) only contribute to an error term. For
any triplet (a, b, c) ∈ Z3, recall (2.4), and write
(a, b, c)1 = ax
4 + bx2y2 + cy4,
(a, b, c)2 = ax
4 + bx3y + (c+ 2a)x2y2 + bxy3 + ay4,
for brevity. Also, recall (2.5), and define
ω : R3 −→ R3; ω(r, s, t) = (4r − 2s + t, 2(4r − t), 4r + 2s + t),
whose inverse map is given by
ι : R3 −→ R3; ι(a, b, c) =
(
a+ b+ c
16
,
−a+ c
4
,
a− b+ c
4
)
.
These two maps respect the discriminant and conductor polynomial, in the sense that
(4.2) ∆((a, b, c)1) = 16
3 ·∆((ι(a, b, c))2) and CJ (1)((a, b, c)1) = 162 · CJ (2)((ι(a, b, c))2).
By Theorems 4.1 and 4.2 (a), for all primes p 6= 2, we also have
(4.3) Q(ι(a,b,c))2 is maximal at p if and only if Q(a,b,c)1 is maximal at p.
Let us make the following definitions.
Definition 4.11. For each a ∈ Z and m ∈ N, define
H1,a(m) = {(b+m2Z, c+m2Z) : Q(a,b,c)1 is not maximal at p for all p | m},
H2,a(m) = {(r +m2Z, s+m2Z) : Q(r,s,a−4r+2s)2 is not maximal at p for all p | m}.
Further, define
H2,a(0) = {(b+ 16Z, c+ 16Z) : ι(a, b, c) ∈ Z3},
H′2,a(m) = {(b+ 16m2Z, c+ 16m2Z) : (b+ 16Z, c+ 16Z) ∈ H2,a(0) and(
a+b+c
16 +m
2Z, −a+c4 +m
2Z
) ∈ H2,a(m)}.
We shall write ρ1,a(m), ρ2,a(m), ρ2,a(0), and ρ
′
2,a(m), respectively, for their cardinalities.
Proposition 4.12. Let a ∈ Z and m ∈ N. Then, we have ρa(0) = 4 and ρ′a(m) = 4ρa(m).
Proof. The claim that ρa(0) = 4 may be easily verified. Next, note that we have a map
νa,m : H′2,a(m) −→ H2,a(0)×H2,a(m) induced by (b, c) 7→ (b, c) ×
(
a+b+c
16 ,
−a+c
4
)
.
Given any pair
(b+ 16Z, c+ 16Z)× (r +m2Z, s+m2Z) ∈ H2,a(0)×H2,a(m),
its preimage under νa,m is the set consisting of all ((b+16kb)+16m
2Z, (c+16kc)+16m
2Z),
where kb, kc ∈ Z are defined mod m2, such that
a+b+c
16 + (kb + kc) ≡ r (mod m2) and −a+c4 + 4kc ≡ s (mod m2).
For m odd, plainly there is a unique solution for (kb, kc) mod m
2, which means that νa,m is
a bijection, so ρ′2,a(m) = ρ2,a(0)ρ2,a(m). For m even, there is a solution if and only if
c ≡ 4s+ a (mod 16), which imposes that b ≡ −(4s+ 2a) (mod 16).
In this case, we have exactly four solutions for (kb, kc) mod m
2. This implies that νa,m is a
four-to-one map and its image has size ρ2,a(m). We then see that the claim holds. 
Proposition 4.13. Let a ∈ Z be square-free. Then, for all primes p 6= 2, we have
ρ1,a(p) = ρ2,a(p) = p(2p − 1), and also ρ1,a(2) = 8, ρ2,a(2) = 4.
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Proof. Note that ρ1,a(p) = ρ2,a(p) by (4.3), and the other claims may be easily verified by a
direct computation using Theorems 4.1 and 4.2. 
When counting V4-fields with monogenic cubic resolvent, by the next lemma, we only need
to consider one single family of integral binary quartic forms parametrized by two variables.
Lemma 4.14. For i = 1, 2, 3, let F ∈ VJ (i)(Z) be such that ∆(F ) is a square and that QF
is maximal. Then, the form F must be of the shape Ax4 +Bx2y2 +Ay4.
Proof. The claim follows directly from Theorems 4.1, 4.2, and 4.3, together with (3.15). 
For any pair (a, b) ∈ Z2, in view of Lemma 4.14, write
(a, b)0 = ax
4 + bx2y2 + ay4
for brevity. Let us also make the following definition.
Definition 4.15. For each m ∈ N, define
H0(m) = {(a+m2Z, b+m2Z) : Q(a,b)0 is not maximal at p for all p | m},
and write ρ0(m) for its cardinality.
Proposition 4.16. For all primes p 6= 2, we have ρ0(p) = p(4p − 3), and also ρ0(2) = 9.
Proof. This may be verified by a direct computation using Theorem 4.1. 
The densities computed in Propositions 4.13 and 4.16 above shall be used in the proofs
of Theorems 1.2, 1.5, and 1.6.
5. Basic properties of the three families
In this section, we shall prove some basic properties concerning VJ (i)(Z) and V
max
J (i) (Z).
As we shall see in Proposition 6.2, when counting D4-fields with monogenic cubic resolvent,
the forms in VJ (3)(Z) only contribute to an error term. Hence, we shall omit the case i = 3
in most of the discussions, even though it may be dealt with using similar arguments.
5.1. Forms with abelian Galois group. Given an integral and irreducible binary quartic
form F with small Galois group, it is well-known that
Gal(F ) ≃ V4 ⇐⇒ ∆(F ) = , and Gal(F ) ≃ C4 or D4 ⇐⇒ ∆(F ) 6= .
In the latter case, the cubic resolvent polynomial of F , defined by
RF (x) = a
3
4X
3 − a24a2X2 + a4(a3a1 − 4a4a0)X − (a23a0 + a4a21 − 4a4a2a0)
when F is as in (1.2), has a unique root rF in Q. Put
Θ1(F ) = (a
2
3 − 4a4(a2 − rFa4))∆(F ) and Θ2(F ) = a4(r2Fa4 − 4a0)∆(F ).
To distinguish between the cases Gal(F ) ≃ C4 and Gal(F ) ≃ D4, we have the criterion
Gal(F ) ≃ C4 ⇐⇒ both Θ1(F ) and Θ2(F ) are squares in Q,
as shown in [8, Corollary 4.3], for example.
Proposition 5.1. For i = 1, 2, 3, an irreducible form F ∈ VJ (i)(Z) has cyclic Galois group
if and only if ∆(F ) is not a square but Ci(F ) is a square in Q.
Proof. We may assume that ∆(F ) is not a square, for otherwise Gal(F ) ≃ V4. Suppose also
that F has the shape (2.4). Then, by a direct computation, we have
rF =
{
B/A for i = 1,
(−1)i2 for i = 2, 3, and {Θ1(F ),Θ2(F )} = {0, (B
2 − 4AC)∆(F )}
in all three cases. The claim now follows immediately from the criterion stated above. 
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Using Theorems 4.1 and 4.2, we may further deduce that:
Lemma 5.2. For i = 1, 2, let F ∈ V maxJ (i) (Z) be a form as in (2.4) such that |∆(F )| is a
square. Then, we have C = ±A for i = 1, and C = −4A or B = 0 for i = 2.
Proof. By (3.15) as well as Theorems 4.1 and 4.2, respectively, we know that{
|AC| =  and A,C are square-free for i = 1,
|(4A − 2B + C)(4A+ 2B + C)| =  and 4A± 2B +C are square-free for i = 2.
It is then clear that the claim holds. 
Lemma 5.3. For i = 1, 2, let F ∈ V maxJ (i) (Z) be a form as in (2.4) such that |CJ (i)(F )| is a
square. Let D = gcd(N1(F ), N2(F )), where
(N1(F ), N2(F )) =
{
(A,C) for i = 1,
(4A+ C, 2B) for i = 2.
Write N1(F ) = Dn1 and N2(F ) = Dn2. Then, there exist s, t ∈ {0, 1} such that
B2 − 4AC =
{
±4sn1n2 for i = 1,
±4s−t(n1 − n2)(n1 + n2) for i = 2.
Proof. For i = 1, observe that n1 and n2 are square-free by Theorem 4.1. For i = 2, similarly
we have that n1 − n2 and n1 + n2 are square-free by Theorem 4.2, and also note that their
greatest common divisor is equal to 2t for t ∈ {0, 1}. By (3.15), we have
(5.1) CJ (i)(F ) =
{
16N1(F )N2(F )(B
2 − 4AC) for i = 1,
(N1(F )−N2(F ))(N1(F ) +N2(F ))(B2 − 4AC) for i = 2.
Since |CJ (i)(F )| is a square, we deduce that there exist m ∈ Z such that |m| is a square and
B2 − 4AC =
{
mn1n2 for i = 1,
m(n1 − n2)(n1 + n2)/4t for i = 2.
In both cases, we then have |m| = 4s for s ∈ {0, 1} by Corollary 4.4, whence the claim. 
5.2. Forms which are reducible. Given any reducible F ∈ VJ (i)(Z) of non-zero discrim-
inant, by [18, Proposition 4.18], either
F = m · ϕϕM
J (i)
for m ∈ Q× and an integral binary quadratic form ϕ,
in which case we say that F is of type 1, or
F = ϕψ for integral binary quadratic forms ϕ,ψ with ϕMJ = −ϕ and ψMJ = −ψ.
in which case we say that F is of type 2.
Proposition 5.4. For i = 1, 2, let F ∈ VJ (i)(Z) be a reducible form of non-zero discrimi-
nant, in the shape (2.4).
(a) If F is of type 1, then there exist a, b, c,m ∈ Z such that m divides A,B,C and{
(A,C,B2 − 4AC) = (ma2,mc2,m2b2(b2 − 4ac)) for i = 1,
(4A± 2B + C,B2 − 4AC) = (m(a± b+ c)2,m2(a− c)2(b2 − 4ac)) for i = 2.
(b) If F is of type 2, then B2 − 4AC is a square.
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Proof. If F is of type 1, then we easily see that
F (x, y) =
{
m(ax2 + bxy + cy2)(ax2 − bxy + cy2) for i = 1,
m(ax2 + bxy + cy2)(cx2 + bxy + ay2) for i = 2,
where m ∈ Q× and a, b, c ∈ Z. Changing a, b, c ∈ Z if necessary, we may take m ∈ Z, and
the claim then follows from a direct calculation. If F is of type 2, then we have
F (x, y) =
{
(ax2 + by2)(cx2 + dy2) for i = 1,
(ax2 + bxy + ay2)(cx2 + dxy + cy2) for i = 2,
where a, b, c, d ∈ Z, and we compute that B2 − 4AC = (ad− bc)2, whence the claim. 
Using Theorems 4.1 and 4.2, we may further deduce that:
Lemma 5.5. For i = 1, 2, let F ∈ V maxJ (i) (Z) be a reducible form as in (2.4). Then, it must
be of type 2, and B2 − 4AC = 1.
Proof. Suppose for contradiction that F is of type 1, and let a, b, c,m ∈ Z be defined as in
Proposition 5.4 (a). From Theorems 4.1 and 4.2, as well as Corollary 4.4, we easily deduce
that m = ±1, and that{
a2 = c2 = b2 = 1 for i = 1,
(a− b+ c)2 = (a+ b+ c)2 = (a− c)2 = 1 for i = 2.
For i = 1, 2, respectively, by solving for a, b, c ∈ Z, we further deduce that
(A,C,B) ∈ {±(1, 1, 1),±(1, 1,−1),±(1, 1, 3),±(1, 1,−3)} and B2 − 4AC = 0.
But then either F is irreducible or F violates the criteria in Theorems 4.1 and 4.2. It follows
that F is of type 2, and B2 − 4AC = 1 by Proposition 5.4 (b) and Corollary 4.4. 
5.3. Forms which are equivalent. In order to take the GL2(Z)-action into account, first
recall Lemma 4.14, and we shall also make the following observation.
Lemma 5.6. For i = 1, 2, let F ∈ VJ (i)(Z) be of non-zero discriminant, and let T ∈ GL2(Z)
be such that FT ∈ VJ (i)(Z). Suppose that either ∆(F ) is a non-square or that QF is maximal.
Then, we must have (J (i))T = ±J (i).
Proof. Note that F is fixed by MJ for both J = J (i), (J (i))T−1 by hypothesis. If ∆(F ) is
a non-square, then by [18, Theorem 1.1 (a)], we have
{M ∈ GL2(Z) : FM = F} = {±I2×2,±MJ (i)}.
If ∆(F ) is a square and QF is maximal, then from [18, Theorem 1.1 (b)], Lemma 4.14, and
(2.4), we deduce that
{M ∈ GL2(Z) : FM = F} = {±I2×2,±MJ (1) ,±MJ (2) ,±MJ (3)}.
Observe that J (1),J (2), and J (3) are pairwise non-GL2(Z)-equivalent. Hence, in both cases,
we see that necessarily (J (i))T−1 = ±J (i), as claimed. 
A straightforward computation shows that for any T ∈ GL2(Z), we have
(5.2) (J (i))T = ±J (i) ⇐⇒ ±T ∈
{(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
1 0
)
,
(
0 1
−1 0
)}
for both i = 1, 2. We then have the following.
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Proposition 5.7. For i = 1, 2, respectively, a form F ∈ VJ (i)(Z) such that |∆(F )| is not a
square is GL2(Z)-equivalent to a unique form in VJ (i)(Z) of the shape{
Ax4 +Bx2y2 + Cy4 with |C| > |A|,
Ax4 +Bx3y + (C + 2A)x2y2 +Bxy3 +Ay4 with |4A+ 2B + C| > |4A− 2B + C|.
Proof. This follows directly from Lemma 5.6, as well as (2.4), (3.15), and (5.2). 
Proposition 5.8. Any two distinct F ∈ VJ (1)(Z)∪VJ (2)(Z)∪ VJ (3)(Z) such that ∆(F ) is a
square and QF is maximal are non-GL2(Z)-equivalent.
Proof. This follows directly from Lemmas 4.14 and 5.6 as well as (5.2). 
5.4. Real splitting types. Given an integral binary quartic form F as in (1.2), define
H(F ) = 8a4a2 − 3a23,
S(F ) = 3a43 − 16a4a23a2 + 16a24a22 + 16a24a3a1 − 64a34a0.
We have the following criterion for determining the number of real roots of F (x, 1) when F
has non-zero discriminant.
Lemma 5.9. Let F be an integral binary quartic form of non-zero discriminant and let r2
be such that F (x, 1) has exactly 4− 2r2 real roots. Then, we have
r2 = 0 if ∆(F ), S(F ),−H(F ) > 0, r2 = 0 if ∆(F ) < 0, and r2 = 2 otherwise.
Proof. See [9, Proposition 7]. 
Proposition 5.10. For i = 1, 2, let F ∈ VJ (i)(Z) be a form of non-zero discriminant in the
shape (2.4), and let r2 be such that F (x, 1) has exactly 4− 2r2 real roots.
(a) For i = 1, we have
r2 =


0 if AC,B2 − 4AC,−AB > 0,
1 if AC < 0,
2 otherwise.
(b) For i = 2, we have
r2 =


0 if (4A− 2B + C)(4A+ 2B + C), B2 − 4AC,−(4A − 2B + C)(4A− C) > 0,
1 if (4A− 2B + C)(4A+ 2B + C) < 0,
2 otherwise.
Proof. For i = 1, we compute that (H(F ), S(F )) = (8AB, 16A2(B2− 4AC)), and the claim
follows from Lemma 5.9 and (3.15). For i = 2, since r2 is invariant under the GL2(R)-action,
the claim follows from (2.5) and part (a). 
6. Error term estimates
To prove Theorems 1.2, 1.5 and 1.6, we shall need to consider the cardinality of the sets:
VJ (i)(Z)(X) = {F ∈ VJ (i)(Z) : 0 < |CJ (i)(F )| < X},
V maxJ (i) (Z)(X) = {F ∈ V maxJ (i) (Z) : 0 < |CJ (i)(F )| < X},
VJ (i)(Z)
′(X) = {F ∈ VJ (i)(Z) : 0 < |∆(F )| < X},
V maxJ (i) (Z)
′(X) = {F ∈ V maxJ (i) (Z) : 0 < |∆(F )| < X},
where i ∈ {1, 2, 3}. We split this process in two parts as follows. First, in this section, we
shall give an upper bound for #VJ (3)(Z)(X) and #VJ (i)(Z)
′(X) with i = 1, 2, 3, as well as
estimates for some subsets which contribute to an error term to the asymptotics. Then, in
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Sections 7 and 8, we shall give a lower bound for #V maxJ (1)(Z)
′(X) and an asymptotic formula
for #V maxJ (i) (Z)(X) with i = 1, 2, respectively.
Given any F ∈ VJ (i)(Z) as in (2.4), let us define
(ui(F ), vi(F ), xi(F )) =


(4A,C,B) for i = 1,
(4A− 2B + C, 4A + 2B + C, 4A− C) for i = 2,
(4A− C, 2B, 4A + C) for i = 3.
Note that this triplet uniquely determines F . Further, put
(6.1) yi(F ) = ui(F )vi(F ) for i = 1, 2, and y3(F ) = u3(F )
2 + v3(F )
2.
We shall prove the following estimates.
Proposition 6.1. We have
(a) #{F ∈ VJ (i)(Z)(X) : |xi(F )| > X1/4(logX)1/4} = O(X3/4(logX)3/4) for i = 1, 2,
(b) #{F ∈ VJ (3)(Z)(X) : |x3(F )| > X3/8} = O(X3/4),
(c) #{F ∈ VJ (i)(Z)′(X) : |yi(F )| < X1/2} = O(X1/2(logX)2) for i = 1, 2,
(d) #{F ∈ VJ (3)(Z)′(X) : |y3(F )| < X1/2} = O(X1/2 logX).
Proposition 6.2. We have
(a) #VJ (3)(Z)(X) = O(X
3/4),
(b) #VJ (i)(Z)
′(X) = O(X1/2+1/ log logX logX) for i = 1, 2, 3.
Proposition 6.3. For i = 1, 2, we have
(a) #{F ∈ V maxJ (i) (Z)(X) : |∆(F )| is a square} = O(X2/3),
(b) #{F ∈ V maxJ (i) (Z)(X) : |CJ (i)(F )| is a square} = O(X1/2(logX)2),
(c) #{F ∈ V maxJ (i) (Z)′(X) : |CJ (i)(F )| is a square} = O(X1/2 logX),
(d) #{F ∈ V maxJ (i) (Z)(X) : F is reducible} = O(X1/2(logX)2).
6.1. Preliminaries. Given any F ∈ VJ (i)(Z), a simple calculation using (3.15) yields
CJ (1)(F ) = ∆(F )/(x1(F )2 − y1(F )) = 4y1(F )(x1(F )2 − y1(F )),
CJ (i)(F ) = (−1)i4∆(F )/(xi(F )2 − yi(F )) = (−1)iyi(F )(xi(F )2 − yi(F ))/4 for i = 2, 3.
In view of (6.1), for any N ∈ N, put d(N) for the number of positive divisors of N and r(N)
for the number of ways to write N as a sum of two squares. We recall the well-known facts
that
(6.2)
∑
1≤N<X
d(N) = X logX + (2γ − 1)X +O(X1/2) and
∑
1≤N<X
r(N) = πX +O(X1/2),
where γ is the Euler-Mascheroni constant. For convenience, further put κi(N) = d(N) for
i = 1, 2 and κ3(N) = r(N). We shall also need the following observations.
Lemma 6.4. Let (x, y) ∈ R2 be given.
(a) For |x| ≥ √2X1/4, the condition |y(x2 − y)| < X is equivalent to
y ∈
(
x2 −√x4 + 4X
2
,
x2 −√x4 − 4X
2
)
⊔
(
x2 +
√
x4 − 4X
2
,
x2 +
√
x4 + 4X
2
)
.
(b) For |x| < √2X1/4, the condition |y(x2 − y)| < X is equivalent to
y ∈
(
x2 −√x4 + 4X
2
,
x2 +
√
x4 + 4X
2
)
.
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(c) For |y| ≥ X1/2, the condition |y(x2 − y)| < X is equivalent to
y > 0 and
√
y2 −X
y
< |x| <
√
y2 +X
y
.
(d) For |y| < X1/2 and y 6= 0, the condition |y(x2 − y)| < X is equivalent to
0 ≤ |x| <
√
y +
X
|y| .
Proof. By a direct computation. 
Lemma 6.5. Let (x, y) ∈ R2 be given.
(a) For |y| ≥ X1/3, the condition |y(x2 − y)2| < X is equivalent to
y > 0 and
√
y − X
1/2
y1/2
< |x| <
√
y +
X1/2
y1/2
.
(b) For |y| < X1/3 and y 6= 0, the condition |y(x2 − y)2| < X is equivalent to
0 ≤ |x| <
√
y +
X1/2
|y|1/2 .
Proof. By a direct computation. 
6.2. Proof of Propositions 6.1 and 6.2. In what follows, let F ∈ VJ (i)(Z) and put
(u, v, x, y) = (ui(F ), vi(F ), xi(F ), yi(F )).
Recall that (u, v, x) determines F , and note that we have
(6.3) |y(x2 − y)| < 4X if |CJ (i)(F )| < X, and |y(x2 − y)2| < 16X if |∆(F )| < X.
Proof of Propositions 6.1 (a) and (b). For brevity, define
T (X) = (logX)1/4 for i = 1, 2 and T (X) = X1/8 for i = 3.
Also, suppose that |x| > X1/4T (X). By Lemma 6.4 (a), when x is fixed, the number y lies
in a union of two intervals of each of length
O
(√
x4 + 4X −
√
x4 − 4X
)
= O
(
X√
x4 + 4X +
√
x4 − 4X
)
= O
(
X
x2
)
.
This is bounded away from zero because x2 = O(X), and also note that y = O(X), by (6.3).
First, for i = 1, 2, assume that |x| ≥ X5/16. Recall (6.1) and let us use the trivial bound
κi(y) = Oǫ(X
ǫ). For i = 1, 2 and i = 3, respectively, by taking ǫ = 1/8 and ǫ = 5/16 say,
we then see that there are at most
O

 ∑
|x|>X5/16
X1+5/16
x2

 = O(X3/4) and O

 ∑
|x|>X1/4+1/8
X1+1/8
x2

 = O(X3/4)
choices for (u, v, x). This proves part (b).
Next, for i = 1, 2, assume that |x| < X5/16. With x fixed, the two intervals, Jx,1 and Jx,2
say, in which y lies in are given in Lemma 6.4 (a). The first interval Jx,1 contains zero, and
so when y ∈ Jx,1, we may apply (6.2) directly. As when y ∈ Jx,2, we shall use the fact that
(6.4)
∑
Y <y<Y+Y θ
d(y) ∼ Y θ log Y
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for θ > 1/2. This follows from Dirichlet’s theorem in the form given in (6.2), and in fact is
valid for θ > 131/416, by work of Huxley [13]. The bound |x| < X5/16 guarantees that Jx,2
is long enough for (6.4) to apply because then
X
x2
> x2θ whenever θ < 3/5.
Note that the endpoints of Jx,1 and Jx,2 are of sizes O(x
2) = O(X). Hence, in both cases
y ∈ Jx,1 and y ∈ Jx,2, we deduce that there are at most
O

 ∑
X1/4T (X)<|x|<X5/16
X
x2
· logX

 = O(X3/4(logX)3/4)
choices for (u, v, x). This proves part (a). 
Proof of Propositions 6.1 (c) and (d). Suppose that F ∈ VJ (i)(Z)′(X) and that |y| < X1/2.
By Lemma 6.5, when y is fixed, the number x lies in an interval of length
O
(√
y +
X1/2
|y|1/2
)
= O
(
X1/4
|y|1/4
)
for |y| < 24/3X1/3, and an interval of length
O


√
y +
X1/2
y1/2
−
√
y − X
1/2
y1/2

 = O
(
X1/2
y
)
for |y| ≥ 24/3X1/3. This is bounded away from zero because |y| < X1/2. Then, from (6.1),
we deduce that there are indeed at most
O

X1/4 ∑
1≤y<24/3X1/3
κi(y)
y1/4

+O

X1/2 ∑
24/3X1/3≤y<X1/2
κi(y)
y


=
{
O(X1/2 logX) +O(X1/2(logX)2) for i = 1, 2,
O(X1/2) +O(X1/2 logX) for i = 3,
choices for (u, v, x), where the equality follows from partial summation and (6.2). 
Proof of Proposition 6.2 (a). Suppose that F ∈ VJ (3)(Z)(X). We may assume further that
|x| ≤ X3/8 by Proposition 6.1 (b). By Lemma 6.4 and (6.2), when x is fixed, the number of
choices for (u, v) is bounded by
O
(√
x4 + 4X −
√
x4 − 4X
)
+O
(√
x2 ±
√
x4 + 4X
)
= O
(
X
x2
)
+O(x)
for |x| ≥ 2X1/4, and similarly by
O
(√
x4 + 4X
)
+O
(√
x2 +
√
x4 + 4X
)
= O(X1/2) +O(X1/4)
for |x| < 2X1/4. Hence, in total, there are at most
O

 ∑
2X1/4≤|x|≤X3/8
(
X
x2
+ x
)
+
∑
0≤|x|<2X1/4
X1/2

 = O(X3/4)
possibilities for (u, v, x), whence the claim. 
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Proof of Proposition 6.2 (b). Suppose that F ∈ VJ (i)(Z)′(X). We may assume further that
|y| ≥ X1/2 by Propositions 6.1 (c) and (d). Note that y > 0 by Lemma 6.4 (a). We shall
use dyadic summation to estimate the number of possibilities for (u, v, x). Write
[X1/2,∞) =
∞⊔
k=0
Ik, where Ik = [2
kX1/2, 2k+1X1/2).
For y ∈ Ik, from Lemma 6.5 (a) and (6.3), we see that
|x2 − y| < 4X
1/4
2k/2
as well as 2k−1X1/2 < x2 < 2k+2X1/2.
We then flip the problem around by first choosing
|x| ∈ Jk, where Jk = (2(k−1)/2X1/4, 2(k+2)/2X1/4),
an interval of length O(2k/2X1/4). Note that k = O(logX) because |y| < 16X. From (6.1),
we now deduce that the number of choices for (u, v, x) is bounded by
O

 ∑
0≤k≪logX
∑
|x|∈Jk
∑
|x2−y|<4X1/4/2k/2
κi(y)

 .
Using the the estimate κi(y) = O(y
1/ log log y), the above in turn is equal to
O

 ∑
0≤k≪logX
2k/2X1/4 ·X1/42−k/2 ·X1/ log logX

 = O (X1/2+1/ log logX logX) ,
and this proves the claim. 
6.3. Proof of Proposition 6.3. For part (a), we shall use the following.
Proposition 6.6. Let ξ be an integral binary cubic form of non-zero discriminant. Then
#{(x, y) ∈ Z2 : 0 < |ξ(x, y)| < X} = AξX2/3 +Oξ(X1/2),
where Aξ denotes the area in R
2 defined by |ξ(x, y)| ≤ 1.
Proof. This is due to Mahler [15]. 
Proof of Proposition 6.3 (a). By Lemma 5.2 and (3.15), we have
#{F ∈ V maxJ (1)(Z)(X) : |∆(F )| = } ≤ #{(A,B) ∈ Z2 : 0 < |16A2(B2 − 4A2)| < X}
+#{(A,B) ∈ Z2 : 0 < |16A2(B2 + 4A2)| < X},
#{F ∈ V maxJ (2)(Z)(X) : |∆(F )| = } ≤ #{(A,B) ∈ Z2 : 0 < |4B2(B2 + 16A2)| < X}
+#{(A,C) ∈ Z2 : 0 < |4AC(4A + C)2| < X}.
Note that 16A(B2 ± 4A2) has non-zero discriminant as a binary cubic form, and that
0 < |16A2(B2 ± 4A2)| < X implies 0 < |16A(B2 ± 4A2)| < X for |A| ≥ 1.
Similarly for the other two expressions, and so the theorem follows from Proposition 6.6. 
Proof of Propositions 6.3 (b) and (c). From (5.1) and Lemma 5.3, we easily see that
#{F ∈ V maxJ (1)(Z)(X) : |CJ (1)(F )| = } ≪ #{(D,n1, n2) ∈ Z3 : 0 < (Dn1n2)2 < X},
#{F ∈ V maxJ (2)(Z)(X) : |CJ (2)(F )| = } ≪ #{(D,n1, n2) ∈ Z3 :
0 < (D(n1 − n2)(n1 + n2))2 < 4X},
and similarly
#{F ∈ V maxJ (1)(Z)′(X) : |CJ (1)(F )| = } ≪ #{(D,n1, n2) ∈ Z3 : 0 < D2|n1n2|3 < X},
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#{F ∈ V maxJ (2)(Z)′(X) : |CJ (2)(F )| = } ≪ #{(D,n1, n2) ∈ Z3 :
0 < D2|(n1 − n2)(n1 + n2)|3 < 16X}.
Hence, the numbers in Proposition 6.3 (b) is bounded by∑
1≤N<2X1/2
O(d3(N)) = O(X
1/2(logX)2),
where d3(N) denotes the number of ways to write N as a product of three positive integers.
Similarly, the number in Proposition 6.3 (c) is bounded by∑
1≤D<X1/2
∑
1≤N<3X1/3/D2/3
O(d(N)) = O(X1/2 logX).
We then see that the claim holds. 
Proof of Proposition 6.3 (d). From Lemma 5.5 and (3.15), we deduce that
#{F ∈ V maxJ (1)(Z)(X) : F is reducible} ≤ 2#{(A,C) ∈ Z2 : 0 < |16AC| < X
and 1 + 4AC = },
#{F ∈ V maxJ (2)(Z)(X) : F is reducible} ≤ 2#{(A,C) ∈ Z2 : 0 < |(4A− C)2 − 4| < X}.
Notice that (1 + 4AC)1/2 ≪ X1/2 for (A,C) ∈ Z2 in the first set, and 4A − C ≪ X1/2 for
(A,C) ∈ Z2 in the second set. Then, the two numbers above on the right are bounded by∑
0<N≪X1/2
N is odd
O
(
d
(
N2 − 1
4
))
and
∑
0<N≪X1/2
O
(
d(N2 − 4)) ,
respectively, and they are in turn bounded by O(X1/2(logX)2) by [14, Theorem 2]. 
7. Counting by discriminant
Recall the notation from Section 4.5.
7.1. Proof of Theorem 1.5. By Lemma 4.14 and Proposition 5.8, we know that
N ′V4(X) = #{(a, b) ∈ Z2 : (a, b)0 is irreducible, Q(a,b)0 is maximal,
and 0 < |4a(b − 2a)(b + 2a)| < X1/2}.
Now, for any (a, b) ∈ Z2, we see from Lemma 5.5 that
(a, b)0 is reducible ⇐⇒ (a, b) ∈ {(0, 1), (0,−1)}.
Also, from Theorem 4.1 (a), it is easy to check that for all primes p 6= 2, we have
Q(a,b)0 is not maximal at p if and only if a(b− 2a)(b+ 2a) ≡ 0 (mod p2).
Let us also recall the following result from [17] which is analogous to Proposition 6.6.
Proposition 7.1. Let ξ be an integral binary cubic form of non-zero discriminant, and put
N ′ξ(X) = #{(x, y) ∈ Z2 : ξ(x, y) is square-free and 0 < |ξ(x, y)| < X}.
Suppose that ξ is completely reducible over Q. Then
N ′ξ(X) = Aξ
∏
p
(
1− ρξ(p)
p4
)
X2/3 +Oξ(X
2/3(logX log logX)−1),
where Aξ denotes the region in R
2 defined by |ξ(x, y)| ≤ 1, and
ρξ(p) = #{(a+ p2Z, b+ p2Z) : ξ(a, b) ≡ 0 (mod p2)}
for each prime p.
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Proof. This is a special case of [17, Theorem 1.2] 
It is well-known that
∆(ξ)1/6Aξ = 3Γ(1/3)
2/Γ(2/3) when ∆(ξ) > 0.
Also, the proof of Proposition 7.1 given in [17] is still valid when the condition that ξ(x, y)
is square-free at p, namely ξ(x, y) 6≡ 0 (mod p2), is replaced by another condition mod p2,
at finitely many primes p. In particular, applying this stronger version of Proposition 7.1 to
ξ0(x, y) = x(x− 2y)(x+ 2y), where ∆(ξ0) = 16,
we then deduce that
N ′V4(X) =
3Γ(1/3)2
22/3Γ(2/3)
∏
p
(
1− ρ0(p)
p4
)(
X1/2
4
)2/3
+O(X1/3(logX log logX)−1).
The theorem then follows from plugging in the values of ρ0(p) in Proposition 4.16.
7.2. Proof of Theorem 1.6. The upper bound follows from Proposition 6.2 (b). To obtain
the lower bound, it is enough to consider the family VJ (1)(Z). By Lemma 5.5 as well as the
estimates in Theorem 1.5 and Proposition 6.3, we see that
N ′D4(4X) ≥ #{(a, b, c) ∈ Z3 : Q(a,b,c)1 is maximal, b2 − 4ac 6= 1,
and 0 < |4ac(b2 − 4ac)2| < X} −O(X1/2 logX),
where 4X is used for convenience. For any (a, b, c) ∈ Z3, by Theorem 4.1 (a), we have
ac and b2 − 4ac are square-free =⇒ Q(a,b,c)1 is maximal at all primes p 6= 2,
and imposing that Q(a,b,c)1 is also maximal at 2 only changes the asymptotic count by some
constant factor. In the case that 4ac > X1/3, by Lemma 6.5 (a), we know that
|4ac(b2 − 4ac)2| < X ⇐⇒ |b| ∈ J4ac,
where we define
Jy =


√
y − X
1/2
y1/2
,
√
y +
X1/2
y1/2

 for y > X1/3.
We then deduce that
N ′D4(4X)≫
∑
X1/3<y<X1/3+δ
y+16=
µ(y)2d(y)
∑
x∈Jy
µ(x2 − y)2 +O(X1/2 logX),
where δ > 0 is to be chosen and µ(−) denotes the Möbius function. It remains to estimate
(7.1)
∑
X1/3<y<X1/3+δ
y+16=
µ(y)2d(y)
∑
x∈Jy
µ(x2 − y)2.
We shall do so using the following result due to Friedlander and Iwaniec.
Proposition 7.2. For y > 0, there exists a constant cy > 0 such that∑
x<X
µ(x2 − y)2 = cyX +O(d(y)(y +X2)1/3 log(2yX)).
Moreover, there exists a constant c0 > 0 such that cy ≥ c0 for all y > 0.
Proof. See [12, Theorem 2.1]; the claim there is stated for x2 + y, but essentially same the
argument yields the above asymptotic formula. 
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Note that X1/2/y1/2 < y when y > X1/3. From Proposition 7.2, we then deduce that
(7.1) =
∑
X1/3<y<X1/3+δ
y+16=
µ(y)2d(y)cy |Jy|+O

 ∑
X1/3<y<X1/3+δ
d(y)2y1/3 logX

 ,
where |Jy| denotes the length of Jy. Since
|Jy| = 2X
1/2
y1/2
(√
y +X1/2/y1/2 +
√
y −X1/2/y1/2
) ≥ X1/2√
2y
when y > X1/3,
we have ∑
X1/3<y<X1/3+δ
y+16=
µ(y)2d(y)cy |Jy| ≫ X1/2
∑
X1/3<y<X1/3+δ
y+16=
µ(y)2d(y)
y
≫ X1/2(logX)2,
where the latter may be obtained using partial summation. Since d(y)2 logX = Oǫ(X
ǫ), by
choosing δ = 1/27 and ǫ = 1/162 say, we see that
O

 ∑
X1/3<y<X1/3+δ
d(y)2y1/3 logX

 = O (X4/3(1/3+δ)+ǫ) = O(X1/2)
is an error term. This completes the proof of the theorem.
8. Counting by conductor
Recall the notation from Sections 4.5 and 6.1. To prove Theorem 1.2, a crucial tool is the
following proposition.
Proposition 8.1 (Davenport’s lemma). Let R be a bounded, semi-algebraic multi-set in Rn
having maximum multiplicity m and that is defined by at most k polynomial inequalities, each
having degree at most ℓ. Then the number of integral lattice points (counted with multiplicity)
contained in the region R is given by
Vol(R) +O(max{Vol(R), 1}),
where Vol(R) denotes the greatest d-dimensional volume among the projections of R onto a
coordinate subspace by equating n− d coordinates to zero, where 1 ≤ d ≤ n− 1 The implied
constant in the second summand depends only on n,m, k, ℓ.
Proof. This is due to Davenport [10]; the above formulation of is due to Bhargava in [3] and
Bhargava-Shankar in [4]. 
By Propositions 6.2 (a) and 6.3, we already know that
(8.1) N
(r2)
D4
(X) = N
(r2)
1 (X) +N
(r2)
2 (X) +O(X
3/4),
where for i = 1, 2, we define
N
(r2)
i (X) = #{[F ] : F ∈ V maxJ (i) (Z)(X) and F (x, 1) has 4− 2r2 real roots}.
In what follows, let T (X) = (logX)1/4. In view of Propositions 5.7 and 6.1, set
W (X) = {(a, b, c) ∈ Z3 : |c| > |a|, 0 < |CJ (1)((a, b, c)1)| < X, |b| ≤ 2(X/4)1/4T (X/4)},
where the factor 2 and the use of X/4 in the last inequality are only for convenience. Also,
in view of Proposition 5.10, define
W (0)(X) = {(a, b, c) ∈W (X) : ac, b2 − 4ac,−ab > 0},(8.2)
W (1)(X) = {(a, b, c) ∈W (X) : ac < 0},
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W (2)(X) =W (X) \W (0)(X) \W (1)(X).
Further, define
W
(r2)
1,max(X) = {(a, b, c) ∈W (r2)(X) : Q(a,b,c)1 is maximal},
W
(r2)
2,max(X) = {(a, b, c) ∈W (r2)(X) : ι(a, b, c) ∈ Z3 and Q(ι(a,b,c))2 is maximal}.
The next lemma shows that it suffices to estimate the sizes of these two set.
Lemma 8.2. We have
N
(r2)
1 (X) = #W
(r2)
1,max(X) +O(X
3/4(logX)3/4),
N
(r2)
2 (X) = #W
(r2)
2,max(256X) +O(X
3/4(logX)3/4).
Proof. It is not hard to check this using (4.2) as well as Propositions 5.7 and 5.10; also the
error term comes from Proposition 6.1 (a). 
For each a ∈ Z, put
W (r2)(X)a = {(b, c) ∈ Z2 : (a, b, c) ∈W (r2)(X)},
W
(r2)
i,max(X)a = {(b, c) ∈ Z2 : (a, b, c) ∈W (r2)i,max(X)}.
First, we make the following observations.
Lemma 8.3. Let a ∈ Z be given. Then, we have:
(a) #W (r2)(X)a = 0 if |a| ≫ X1/4T (X).
(b) #W
(r2)
i,max(X)a = 0 if a is not square-free for i = 1, 2.
(c) #W
(r2)
i,max(X)a = #W
(r2)
i,max(X)−a for i = 1, 2.
Proof. Consider a tuple (a, b, c) ∈W (X), and recall that |b| ≪ X1/4T (X) by definition. We
then deduce from (6.3) and Lemma 6.4 that |4ac| ≪ X1/2T (X)2. Part (a) then follows since
|a| < |c| by definition. Part (b) is a direct consequence of Theorems 4.1 and 4.2. Finally, it is
not hard to check that (b, c) 7→ −(b, c) induces a bijection from W (r2)i,max(X)a to W (r2)i,max(X)−a,
whence part (c) holds. 
From Lemma 8.3, we then deduce that for i = 1, 2, we have
(8.3) #W
(r2)
i,max(X) =
∑
1≤a≪X1/4T (X)
a square-free
2 ·#W (r2)i,max(X)a.
For each a ∈ Z and m ∈ N, define
W
(r2)
1 (X)a,m = {(b, c) ∈W (r2)(X)a : (b+m2Z, c+m2Z) ∈ H1,a(m)},
W
(r2)
2 (X)a,m = {(b, c) ∈W (r2)(X)a : (b+ 16m2Z, c+ 16m2Z) ∈ H′2,a(m)}.
Further define
Ra(X) = {(b, c) ∈ R2 : |c| > |a|, |b2 − 4ac| ≥ 1, |CJ (1)((a, b, c)1)| < X,
|b| ≤ 2(X/4)1/4T (X/4)}.
Note that by Lemma 6.4, we have
(8.4) |b| ≪ 2X1/4T (X) and |4ac| ≪ X1/2T (X)2 for all (b, c) ∈ Ra(X).
Analogous to (8.2), put
R(0)a (X) = {(b, c) ∈ Ra(X) : ac, b2 − 4ac,−ab > 0},
R(1)a (X) = {(b, c) ∈ Ra(X) : ac < 0},
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R(2)a (X) = Ra(X) \ R(0)a (X) \ R(1)a (X).
Then, we have the following.
Proposition 8.4. Let a ∈ Z and m ∈ N. Then, for i = 1, 2, we have
#W
(r2)
i (X)a,m = ρi,a(m)
(
Area(R(r2)a (X))
64i−1m4
+O
(
X1/2T (X)2
am2
))
.
Proof. For i = 1, 2, by definition, we have
W
(r2)
i (X)a,m =
⊔
(b,c)
W
(r2)
i (X)a,m,(b,c),
where (b, c) ranges over H1,a(m) and H′2,a(m), respectively, and
W
(r2)
i (X)a,m,(b,c) = {(b, c) ∈W (r2)(X)a : (b+ 16i−1m2Z, c+ 16i−1m2Z) = (b, c)}.
For each (b, c), with representative (b0, c0) and 0 ≤ b0, c0 ≤ 16i−1m2 − 1, we have
σi(W
(r2)
i (X)a,m,(b,c)) = σi(R(r2)a (X)) ∩ Z2, where σi : (b, c) 7→
(
b− b0
16i−1m2
,
c− c0
16i−1m2
)
.
The size of the latter set may be estimated using Proposition 8.1, and we have
#W
(r2)
i (X)a,m,(b,c) =
Area(R(r2)a (X))
256i−1m4
+O
(
X1/2T (X)2
am2
)
.
The main term is as stated because σi has Jacobian matrix of determinant (256
i−1m4)−1,
and the error term may be deduced from (8.4). Recall that ρ′2,a(m) = 4ρ2,a(m) by Proposi-
tion 4.12. By summing over (b, c), we then see that the claim holds. 
8.1. Area computations. To compute Area(R(r2)a (X)), define
R(X) = {(x, y) ∈ R2 : |y|, |x2 − y| ≥ 1, |y(x2 − y)| < X, |x| ≤ 2X1/4T (X)}.
We shall first compute the areas of the sub-regions
R(0)(X) = {(x, y) ∈ R(X) : y > 0 and x2 − y > 0},
R(1)(X) = {(x, y) ∈ R(X) : y < 0},
R(2)(X) = R(X) \ R(0)(X) \ R(1)(X),
using the facts that
(8.5)
∫ ∞
1
dz√
z4 + 1
=
Γ(1/4)2
8
√
π
and
∫ ∞
1
dz√
z4 − 1 =
√
2Γ(1/4)2
8
√
π
.
They may be verified using complete elliptic integrals of the first kind; see [6] for a detailed
list of values of such integrals.
Lemma 8.5. We have ∫ 1
0
√
z4 + 1dz =
1
3
(√
2 +
Γ(1/4)2
4
√
π
)
,(8.6)
∫ √2T (X)
1
(√
z4 + 1− z2
)
dz =
1
3
( −1√
2 + 1
+
Γ(1/4)2
4
√
π
)
+O(T (X)−1),
∫ √2T (X)
1
(√
z4 + 1−
√
z4 − 1
)
dz =
1
3
(
−
√
2 +
(1 +
√
2)Γ(1/4)2
4
√
π
)
+O(T (X)−1).
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Proof. For any z1, z2 ∈ R, using integration by parts, we deduce that∫ z2
z1
√
z4 ± 1dz = 1
3
([
z
√
z4 ± 1
]z2
z1
± 2
∫ z2
z1
dz√
z4 ± 1
)
,
provided that the integrals are defined. The first integral in (8.6) is then equal to
1
3
(√
2 + 2
∫ 1
0
dz√
z4 + 1
)
=
1
3
(√
2 + 2
∫ ∞
1
dz√
z4 + 1
)
,
by a change of variables z 7→ 1/z. Similarly, the second integral in (8.6) is equal to
1
3
([
z√
z4 + 1 + z2
]√2T (X)
1
+ 2
∫ √2T (X)
1
dz√
z4 + 1
)
=
1
3
( −1√
2 + 1
+ 2
∫ ∞
1
dz√
z4 + 1
)
+O(T (X)−1)
and the third integral in (8.6) is equal to
1
3
([
2z√
z4 + 1 +
√
z4 − 1
]√2T (X)
1
+ 2
∫ √2T (X)
1
(
1√
z4 + 1
+
1√
z4 − 1
)
dz
)
=
1
3
(
−
√
2 + 2
∫ ∞
1
dz√
z4 + 1
+ 2
∫ ∞
1
dz√
z4 − 1
)
+O(T (X)−1).
From here, we easily deduce the claims from (8.5). 
Lemma 8.6. Put s(0) =
√
2 and s(1) = s(2) = 1. Then, we have
Area(R(X)) = (2 + 2
√
2)Γ(1/4)2
3
√
π
X3/4 +O(X3/4T (X)−1),
Area(R(r2)(X)) = s(r2) ·
√
2Γ(1/4)2
3
√
π
X3/4 +O(X3/4T (X)−1).
Proof. Note that the area of the region
{(x, y) ∈ R2 : (|y| ≤ 1 or |x2 − y| ≤ 1) and |x| ≤ 2X1/4T (X)}
is bounded by O(X1/4T (X)), and that R(r2)(X) is symmetric along x = 0 for all r2 = 0, 1, 2.
We then deduce from Lemma 6.4 that
1
2
Area(R(X)) =
∫ √2X1/4
0
∫ x2+√x4+4X
2
x2−
√
x4+4X
2
dydx+
∫ 2X1/4T (X)
√
2X1/4
∫ x2−√x4−4X
2
x2−
√
x4+4X
2
dydx
+
∫ 2X1/4T (X)
√
2X1/4
∫ x2+√x4+4X
2
x2+
√
x4−4X
2
dydx+O(X1/4T (X)).
The sum of the three double integrals above is equal to∫ √2X1/4
0
√
x4 + 4Xdx+
∫ 2X1/4T (X)
√
2X1/4
(√
x4 + 4X −
√
x4 − 4X
)
dx
= 2
√
2X3/4
(∫ 1
0
√
z4 + 1dz +
∫ √2T (X)
1
(√
z2 + 1−
√
z2 − 1
)
dz
)
,
where we have made a change of variables x =
√
2X1/4z. The claim for Area(R(X)) then
follows from Lemma 8.5. Similarly, we deduce from Lemma 6.4 that
1
2
Area(R(1)(X)) =
∫ 2X1/4T (X)
0
∫ 0
x2−
√
x4+4X
2
dydx+O(X1/4T (X)),
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1
2
Area(R(2)(X)) =
∫ 2X1/4T (X)
0
∫ x2+√x4+4X
2
x2
dydx+O(X1/4T (X)).
The two double integrals above are both equal to
1
2
∫ 2X1/4T (X)
0
(√
x4 + 4X − x2
)
dx =
√
2X3/4
∫ √2T (X)
0
(√
z2 + 1− z2
)
dz,
where we have made a change of variables x =
√
2X1/4z. The expressions for Area(R(2)(X))
and Area(R(1)(X)) now follow from Lemma 8.5. Since
Area(R(X)) = Area(R(0)(X)) + Area(R(1)(X)) + Area(R(2)(X)),
the claim for Area(R(0)(X)) follows as well. 
Proposition 8.7. Let a ∈ Z be non-zero. Then, we have
Area(Ra(X)) = O
(
X/a2
)
for |a| ≥ (X/4)1/4/2, and
Area(R(0)a (X)) =
1
8|a| Area(R
(0)(X/4)) +O(X1/2),
Area(R(1)a (X)) =
1
4|a| Area(R
(1)(X/4)) +O(X1/2),
Area(R(2)a (X)) =
1
8|a| Area(R
(0)(X/4)) +
1
4|a| Area(R
(2)(X/4)) +O(X1/2),
for |a| < (X/4)1/4/2.
Proof. Recall (6.3), and observe that we have a well-defined map
Φa : Ra(X) −→ R(X/4); (b, c) 7→ (b, 4ac),
whose image is precisely equal to
Aa(X) = {(x, y) ∈ R2 : |y| > 4a2, |x2 − y| ≥ 1, |y(x2 − y)| < X/4,
and |x| ≤ 2(X/4)1/4T (X/4)},
and whose Jacobian matrix has determinant 4a.
Suppose that |a| ≥ (X/4)1/4/2. Then, for all (x, y) ∈ Aa(X), we have |y| ≥ (X/4)1/2. By
Lemma 6.4 (c), this implies that y > 0 and |x| lies in an interval of length√
y2 + (X/4)
y
−
√
y2 − (X/4)
y
=
X/2
√
y
(√
y2 +X/4 +
√
y2 −X/4
) ≤ X
y3/2
.
Integrating over (4a2,∞) yields Area(Aa(X)) = O(X/a). Since
Area(Ra(X)) = 1
4|a| Area(Aa(X)),
the claim now follows.
Next, suppose that |a| < (X/4)1/4/2. Observe first that for all (x, y) ∈ R(X/4) \Aa(X),
we have |y| < (X/4)1/2. By Lemma 6.4 (d), this means that |x| is bounded by O(X1/2/y1/2).
Integrating over (−4a2, 4a2) then yields
Area(R(X/4) \ Aa(X)) = O(aX1/2).
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Now, by definition, it is clear that
Φa(R(0)a (X)) = Aa(X) ∩R(0)(X/4) ∩ {(x, y) ∈ R2 : ax < 0},
Φa(R(1)a (X)) = Aa(X) ∩R(1)(X/4).
Since R(0)a (X) is symmetric along x = 0 and the condition ax < 0 only imposes that x has
opposite sign as a, for r2 = 0, 1, we then see that
Area(R(r2)a (X)) =
1
4|a|
1
21−r2
Area(Aa(X) ∩R(r2)(X/4))
=
1
4|a|
1
21−r2
Area(R(r2)(X/4)) +O(X1/2),
as desired. Since
Area(Ra(X)) = 1
4|a| Area(R(X/4)) +O(X
1/2),
the claim for r2 = 2 follows as well. 
8.2. Proof of Theorem 1.2. In what follows, let S(X) = δ log(X), where δ > 0 is a small
number to be chosen. The next lemma shows that the tuples (a, b, c) for which Q(a,b,c)1 or
Q(ι(a,b,c))2 is not maximal at a prime p > S(X) are negligible.
Lemma 8.8. Let a ∈ Z be square-free. Then, for i = 1, 2, we have
∑
p>S(X)
#W
(r2)
i (X)a,p =


O
(
X
a2S(X)
+
X3/4T (X)3
a logX
)
if |a| ≥ (X/4)1/4/2,
O
(
X3/4
aS(X)
+
X1/2
S(X)
+
X3/4T (X)3
a logX
)
if |a| < (X/4)1/4/2.
Proof. By Theorem 4.1 (a) and (4.3), if p 6= 2 and W (r2)i (X)a,p contains a point (b, c), then
either c or b2 − 4ac is divisible by p2, whence p≪ X1/4T (X) by (8.4). We then have∑
p>S(X)
#W
(r2)
i (X)a,p =
∑
S(X)<p≪X1/4T (X)
#W
(r2)
i (X)a,p
≤
∑
S(X)<p≪X1/4T (X)
O
(
Area(R(r2)a (X))
p2
+
X1/2T (X)2
a
)
,
where the inequality follows from Propositions 8.4 and 4.13 . Note that
∑
S(X)<p≪X1/4T (X)
O
(
X1/2T (X)2
a
)
= O
(
X1/4T (X)
logX
X1/2T (X)2
a
)
= O
(
X3/4T (X)3
a logX
)
by the upper bound on p and the prime number theorem, and that
∑
S(X)<p≪X1/4T (X)
O
(
Area(R(r2)a (X))
p2
)
= O
(
Area(R(r2)a (X)
S(X)
)
by the lower bound on p. From here, we easily deduce the claim from Proposition 8.7 and
Lemma 8.6. 
For i = 1, 2, a simple integral calculation from Lemma 8.8 yields∑
1≤a≪X1/4T (X)
a square-free
∑
p>S(X)
#W
(r2)
i (X)a,p = O(X
3/4T (X)3).
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For each a ∈ Z, define
W
(r2),∗
1,max (X)a = {(b, c) ∈W (r2)(X) : Q(a,b,c)1 is maximal at p for all p ≤ S(X)},
W
(r2),∗
2,max (X)a = {(b, c) ∈W (r2)(X) : ι(a, b, c) ∈ Z3 and Q(ι(a,b,c))2 is
is maximal at p for all p ≤ S(X)}.
From (8.3), we then deduce that
(8.7) #W
(r2)
i,max(X) =
∑
1≤a≪X1/4T (X)
a square-free
2 ·#W (r2),∗i,max (X)a +O(X3/4T (X)3).
Next, observe that by Proposition 4.13, we have
(8.8)
∏
p
(
1− ρ1,a(p)
p4
)
=
4P
5
and
∏
p
(
1− ρ2,a(p)
p4
)
=
6P
5
when a is square-free, where P is defined as in (1.6).
Proposition 8.9. Let a ∈ Z be square-free. Then, for i = 1, 2, we have
#W
(r2),∗
i,max (X)a =
2(i + 1)P
64i−1 · 5 Area(R
(r2)
a (X)) +O
(
Area(R(r2)a (X))
S(X)
+
X2/3T (X)2
a
)
.
Proof. Let N′ denote the set of natural numbers divisible only by the primes p ≤ S(X). By
the inclusion-exclusion formula, we then have
#W
(r2),∗
i,max (X)a =
∑
m∈N′
µ(m)#W
(r2)
i (X)a,m,
where µ(−) denotes the Möbius function. By Proposition 8.4, this in turn is equal to
1
64i−1
∑
m∈N′
µ(m)ρi,a(m)
m4
Area(R(r2)a (X)) +O
(∑
m∈N′
µ(m)ρi,a(m)
m2
X1/2T (X)2
a
)
.
First, let us consider the error term. By Proposition 4.13 and the multiplicativity of ρi,a,
we have ρi,a(m) = Oǫ(m
2+ǫ) for any ǫ > 0. Also, any square-free m ∈ N′ must divide∏
p≤S(X)
p ≤ e2S(X) = X2δ ,
where the inequality follows from the estimate of the Chebyshev’s function. So then
O
(∑
m∈N′
µ(m)ρi,a(m)
m2
)
= Oǫ
( ∑
m≤X2δ
mǫ
)
= Oǫ(X
2δ(1+ǫ)),
which may be made to be O(X2/3−1/2), by choosing δ = 1/24 and ǫ = 1/2, say. As for the
main term, it is standard to show that∑
m∈N′
µ(m)ρi,a(m)
m4
=
∏
p≤S(X)
(
1− ρi,a(p)
p4
)
=
∏
p
(
1− ρi,a(p)
p4
)
+O(S(X)−1).
Putting everything together and applying (8.8), we see that the claim holds. 
For a ∈ Z square-free with a ≥ (X/4)1/4/2, we have
#W
(r2),∗
i,max (X)a = O
(
X
a2
+
X2/3T (X)2
a
)
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by Propositions 8.7 and 8.9. This implies that∑
X1/4≪a≪X1/4T (X)
W
(r2),∗
i,max (X)a = O(X
3/4).
From (8.7), we then further deduce that
(8.9) #W
(r2)
i,max(X) =
∑
1≤a≪X1/4
a square-free
2 ·#W (r2),∗i,max (X)a +O(X3/4T (X)3).
Now, for any a ∈ Z square-free with 1 ≤ a≪ X1/4, we have
#W
(r2),∗
i,max (X)a =
r(r2)
a
(i+ 1)Γ(1/4)2P
64i−1 · 30√π
(
X
4
)3/4
+O
(
X3/4
a(logX)1/4
+X1/2
)
by Lemma 8.6 as well as Propositions 8.7 and 8.9. Observe also that
∑
1≤a≪X1/4
(
X3/4
a(logX)1/4
+X1/2
)
≪ X3/4(logX)3/4 +X3/4 ≪ X3/4(logX)3/4.
It is also well-known that ∑
1≤a≪X1/4
a square-free
1
a
=
1
4ζ(2)
logX +O(1).
From (8.9), we finally deduce that
#W
(r2)
1,max(X) = 2 ·
(
1
4
)3/4
· r(r2)
4ζ(2)
2Γ(1/4)2P
30
√
π
X3/4 logX +O(X3/4(logX)3/4),
#W
(r2)
2,max(256X) = 2 · (64)3/4 ·
r(r2)
4ζ(2)
3Γ(1/4)2P
64 · 30√π X
3/4 logX +O(X3/4(logX)3/4).
By simplifying and summing the above expressions, the theorem now follows from (8.1) and
Lemma 8.2.
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