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SELF-ADJOINT, GLOBALLY DEFINED HAMILTONIAN
OPERATORS FOR SYSTEMS WITH BOUNDARIES
NUNO COSTA DIAS, ANDREA POSILICANO, AND JOA˜O NUNO PRATA
Abstract. For a general self-adjoint Hamiltonian operatorH0 on
the Hilbert space L2(Rd), we determine the set of all self-adjoint
Hamiltonians H on L2(Rd) that dynamically confine the system to
an open set Ω ⊂ Rd while reproducing the action of H0 on an ap-
propriate operator domain. In the case H0 = −∆+V we construct
these Hamiltonians explicitly showing that they can be written in
the form H = H0 + B, where B is a singular boundary poten-
tial and H is self-adjoint on its maximal domain. An application
to the deformation quantization of one-dimensional systems with
boundaries is also presented.
1. Introduction.
This paper concerns the quantum formulation of systems with bound-
aries. These systems play an important part in several fields of current
research like, for instance, in mathematical physics (e.g. the theory
of self-adjoint extensions of symmetric operators [44, 36, 37, 23, 51, 1,
43, 7, 56, 47, 10, 55, 27, 49, 9, 17]), condensed matter physics (e.g.
the quantum description of particles moving on surfaces with obstacles
or impurities [38, 14]) and in string theory [53, 46] and other mod-
ern approaches to quantum gravity [34, 26] (where the classical theory
displays a non-trivial global structure [34]).
Let us consider a d-dimensional dynamical system confined to an
open set Ω ⊂ Rd. Two main approaches to the canonical quantization
of these systems [27], are:
(A) The kinematical approach, where the confinement is a conse-
quence of the choice of the Hilbert space, assumed to be L2(Ω).
(B) The dynamical approach, where the system is formulated in the
unconfined Hilbert space L2(Rd) and the confinement is a feature of
dynamics i.e. it is a consequence of the choice of the Hamiltonian op-
erator.
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In both cases one is faced with the problem of determining self-
adjoint (s.a.) realizations of the Hamiltonian operator (i.e. to de-
termine a formal s.a. differential expression and a domain such that
H = H∗). Notice that the implementation of the Hamiltonian oper-
ator (as well as other fundamental observables) only as a symmetric
operator (S ⊂ S∗) does not yield a well defined physical observable
(see e.g. [45]). The difference between symmetric and s.a. operators is
an important one but also a subtle one. In the context of the approach
(A) this difference can only be realized from a careful analysis of the
operator domains. On the other hand, in the context of (B), the situa-
tion is more transparent as the symmetric Hamiltonian, its adjoint and
each of its s.a. realizations are naturally defined by different differential
expressions.
A more detailed analysis also shows that, at a fundamental level,
the (more standard) approach (A) reveals unexpected inconsistencies
[27, 10, 34]. These are mainly related to ambiguities in the physical
predictions (when there are several possible self-adjoint realizations of
a single observable), to the absence of self-adjoint (s.a.) formulations
of important observables and to difficulties in translating this approach
to other (non-local) formulations of quantum mechanics, like the de-
formation or the de Broglie-Bohm formulations [18, 39, 21, 57].
These problems are well illustrated by the textbook example of a one-
dimensional single particle with Hamiltonian H = − d
2
dx2
, and confined
to a half-line or to a finite interval [1, 27, 10] (and they are also present,
in alternate forms, in the higher dimensional case). Taking the exam-
ple of the positive half-line case, they can be summarized as follows: i)
There is no s.a. operator acting as −i d
dx
on a dense subspace of L2(R+)
and thus the momentum is not an observable of this system [27, 10].
ii) Since there is no momentum, the Hamiltonian cannot be defined by
H = p
2
2m
. iii) On the other hand, the direct definition H = − d
2
dx2
is also
ambiguous because there is an all one-parameter family of s.a. real-
izations of the differential expression − d
2
dx2
on L2(R+), each of which
determines a particular dynamics and a different set of physical prop-
erties (see [10], section 6). The complete specification of H requires
a particular choice of boundary conditions at x = 0, but it is difficult
to see what is the physics behind a choice of the boundary condition.
iv) Some of the allowed s.a. boundary conditions lead to formulations
displaying some surprising properties, like the existence of negative en-
ergy eigenstates, in spite of the fact that the Hamiltonian is formally a
positive defined operator [10]. v) Finally, the deformation quantization
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(as other non-local formulations of quantum mechanics) of the ”kine-
matical” formulation of the system is problematic [18, 39, 21, 57]. In
section IV we will discuss this last point in detail.
The approach (B), on the other hand, displays the obvious advantage
that the most important observables (like the momentum) are naturally
defined as s.a. operators and further, that there is no ambiguity on
the choice of the s.a. boundary conditions, as they are completely
determined by the particular boundary potential displayed by each
s.a. Hamiltonian. Finally, as we will see in section 4, the approach
(B) is crucial to address the deformation quantization of systems with
boundaries. The main problem in (B) is the explicit construction of
the operators, defined on L2(Rd) but effectively confining the system
to its domain Ω ⊂ Rd. This approach has been scarcely explored
in the literature. Up to our knowledge, one of the few references in
the subject is [27] where the authors propose and study some of the
features of a mechanism for dynamical confinement. Some related work
on the relations between partially and globally defined operators was
presented in [55].
In this paper we shall further study the dynamical confinement point
of view. The problems that will be addressed are closely related to
the topics of singular perturbations of s.a. operators [2, 47], point
interaction Hamiltonians [2, 5, 8] and s.a. extensions of symmetric
restrictions [27, 49]. Our starting point will be a generic unconfined
dynamical system defined on the Hilbert space L2(Rd) and described
by a s.a. Hamiltonian H0.
Given an open set Ω ⊂ Rd and denoting by χΩ its characteristic
function, we consider the orthogonal projection
PΩ : L
2(Rd)→ L2(Rd) , PΩψ = χΩψ ,
so that
L2(Rd) ≃ Ran(PΩ)⊕Ker(PΩ) ≡ L
2(Ω)⊕ L2(Ωc) .
This paper is devoted to solving the two following problems:
Problem 1. Given a s.a. linear operator
H0 : D(H0) ⊆ L
2(Rd)→ L2(Rd) ,
determine the explicit form of all linear operators
H : D(H) ⊆ L2(Rd)→ L2(Rd)
that satisfy the following three properties:
(1) PΩ(D(H)) ⊆ D(H) and [PΩ, H ]ψ = 0 for all ψ ∈ D(H);
(2) H is self-adjoint;
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(3) if ψ ∈ D(H0) is an eigenstate of PΩ then ψ ∈ D(H) and Hψ =
H0ψ.
We will refer to the operators H as the confining Hamiltonians and to
the properties (1) to (3) as the defining properties of H .
From (1) and (2) we find that PΩ commutes with all the spectral
projectors of H and so also with the operator e−itH . Hence, if ψ is
an eigenstate of PΩ (with eigenvalue 0 or 1) it will evolve to e
−itHψ,
which is again an eigenstate of PΩ with the same eigenvalue. In other
words, PΩ is a constant of motion and a wave function confined to Ω
(or to Ωc) will stay so forever. Finally, property (3) imposes that, for
wave functions in D(H0) with support on a subset of Ω (or Ω
c), i.e. for
wave functions that do not ”see” the boundary, the infinitesimal time
evolution determined by H reproduces the original one given by H0.
Problem 2. For H0 = −∆+V determine whether it is possible to write
the corresponding confining Hamiltonians H (solutions of Problem 1)
in the form H = H0+B where B is a singular boundary potential and
H is s.a. on its maximal domain.
The first part of this paper (section 2) is devoted to Problem 1. We shall
characterize the operators that satisfy properties (1) to (3), determine
the properties that the original H0 should satisfy so that the operators
H do exist and derive a method to construct these operators explicitly.
In this context we will also explore the relations between partially and
globally defined operators. The results of this section lead naturally
to the construction of yet another class of s.a. Hamiltonians, which
describe systems composed of separate domains but allow for some sort
of information transfer between these domains. Further investigation
on these operators will be left for a future work [19].
The second part of the paper (section 3) is devoted to Problem 2. We
specialize to Hamiltonians of the form H0 = −∆ + V and introduce a
new kind of singular operators. These will be used to write the Hamil-
tonians H , satisfying the three defining properties, in the desired form:
H = H0 + B, where B is a singular boundary potential which is de-
pendent of the boundary conditions that characterize the domain of H .
This is always possible. Indeed H amounts to a self-adjoint extension
of the symmetric restriction of H0 to the domain D(∆
min
Ω1
)⊕D(∆minΩ2 ),
where ∆minΩk , k = 1, 2, denotes the minimal Laplacian on Ωk with opera-
tor domain given by the set of smooth functions with compact support
contained in Ωk, Ω1 = Ω, Ω2 = (Ω¯)
c. Thus, by the additive representa-
tion of self-adjoint extensions obtained in [48] (also see [49]), H admits
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the additive representation H = −∆ + V + B, where B is a singu-
lar boundary potential which we explicitly determine. Such a singular
boundary potential is defined in terms of the zero’th and first order
trace operators on the boundary or better of their extensions (pro-
vided in [40, 41]) to the maximal domains D(∆maxΩk ) = {ψk ∈ L
2(Ωk) :
∆Ωkψk ∈ L
2(Ωk)}.
As a final result of section 3, we show that the operators H are
s.a. on their maximal domain. Hence, contrary to what is common
in the approach (A), there is no ambiguity regarding the boundary
conditions satisfied by the domain of H . In fact, each H satisfying (1)
to (3) exhibits a particular functional form H = H0 +B (it displays a
particular boundary potential B) and its self-adjointness domain turns
out to be its maximal domain.
Finally, in section 4 we provide a simple example in order to illustrate
the general results of the previous sections. We determine the explicit
form of the boundary potential for a one-dimensional free particle, con-
fined to an interval and subject to Dirichlet boundary conditions. We
also discuss the problems involved in the deformation formulation of
confined systems and use our simple example to show that, in the de-
formation context, a consistent formulation of the (confined) energy
eigenvalue problem can only be obtained using the boundary potential
approach.
Lastly, let us point out that there are some interesting topics related
to the results of this paper that could be studied. These may include:
the global formulation of systems composed by several domains and dis-
playing some kind of information transfer between different domains;
the application of the results of this paper to the deformation quanti-
zation of higher dimension confined systems [4, 35, 18, 39] and to the
noncommutative formulation of manifolds with boundaries [16, 42].
2. Confining Hamiltonians on L2(Rd)
In this section we will study the operators
H : D(H) ⊆ L2(Rd)→ L2(Rd)
associated to a s.a. H0, and satisfying the defining properties (1) to
(3). We will prove that all these operators are of the form H = H1⊕H2
whereH1 andH2 are s.a extensions of the restrictions ofH0 to a suitable
domain.
Given the open set Ω ⊂ Rd, we pose
Ω1 := Ω , Ω2 := (Ω¯1)
c
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and use the decomposition of the orthogonal projection
Pk ≡ PΩk = EkRk , Ek = R
∗
k , k = 1, 2 ,
given by the restriction and extension operators
Rk : L
2(Rd)→ L2(Ωk) , [Rkψ](x) := ψ(x) , x ∈ Ωk ,
Ek : L
2(Ωk)→ L
2(Rd) , [Ekψk](x) :=
{
ψk(x) x ∈ Ωk
0 x ∈ Ωck .
By such operators one has the identification
L2(Ω1)⊕ L
2(Ω2) ≃ L
2(Rd)
given by the unitary map
J : L2(Ω1)⊕ L
2(Ω2)→ L
2(Rd) , J(ψ1 ⊕ ψ2) := E1ψ1 + E2ψ2 ,
with inverse
J−1 : L2(Rd)→ L2(Ω1)⊕ L
2(Ω2) , J
−1ψ := R1ψ ⊕R2ψ .
Given two linear operators
Lk : D(Lk) ⊆ L
2(Ωk)→ L
2(Ωk), k = 1, 2
we pose as usual
L1 ⊕ L2 : D(L1)⊕D(L2) ⊆ L
2(Ω1)⊕ L
2(Ω2)→ L
2(Ω1)⊕ L
2(Ω2) ,
L1 ⊕ L2 ψ1 ⊕ ψ2 := L1ψ1 ⊕ L2ψ2 .
Given any two subspaces Vk ⊆ L
2(Ωk), we define the subspace V1⊕˜V2 ⊆
L2(Rd) by
V1⊕˜V2 := J(V1 ⊕ V2) ,
and then the operator on L2(Rd)
L1⊕˜L2 : D(L1)⊕˜D(L2) ⊆ L
2(Rd)→ L2(Rd) ,
L1⊕˜L2 := J(L1 ⊕ L2)J
−1 .
Then one has the following
Theorem 2.1. A linear operator H : D(H) ⊆ L2(Rd) → L2(Rd)
satisfies the defining property (1) above iff it can be written in the form
H = H1⊕˜H2 : D(H1)⊕˜D(H2) ⊆ L
2(Rd)→ L2(Rd) ,
where
Hk : D(Hk) := Rk(D(H)) ⊆ L
2(Ωk)→ L
2(Ωk) , Hk := RkHEk .
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Proof. By known results on reducing subspaces (see e.g. [7], Chapter
3, Section 6) one has that property (1) holds true iff L2(Ω) reduces H .
Thus
HPk(D(H)) ⊆ Pk(L
2(Rd))
and
Hψ = P1HP1ψ + P2HP2ψ .
Hence
Hψ =E1R1HE1R1ψ + E2R2HE2R2ψ
=J(R1HE1R1ψ +R2HE2R2ψ)
=J(R1HE1 ⊕ R2HE2)J
−1ψ .

Remark 2.2. By the known properties of direct sums of operators,
and since H1 ⊕H2 and H1⊕˜H2 are unitarily equivalent, one has that
H is symmetric iff H1 and H2 are symmetric,
and, in the case both D(H1) and D(H2) are dense,
H∗ = H∗1 ⊕˜H
∗
2 .
Be aware that here and below by symmetric operator we just mean a
linear operator S such that 〈Sφ, ψ〉 = 〈φ, Sψ〉 for all φ, ψ ∈ D(S); the
operator domain D(S) could be not dense.
In particular H is self-adjoint iff H1 and H2 are both self-adjoint.
Thus a Hamiltonian H satisfies the defining properties (1) and (2) iff
it can be written in the form H = H1⊕˜H2 where H1 and H2 are given
in the previous theorem and self-adjoint.
We now investigate the implications of the defining property (3).
Let us consider the operators
Sk : D(Sk) ⊆ L
2(Ωk)→ L
2(Ωk) , Sk := RkH0Ek
D(Sk) := {ψk ∈ L
2(Ωk) : Ekψk ∈ D(H0)} .
For any φk, ψk ∈ D(Sk) one has
〈RkH0Ekφk, ψk〉L2(Ωk) = 〈H0Ekφk, Ekψk〉L2(Rd)
=〈Ekφk, H0Ekψk〉L2(Rd) = 〈φk, RkH0Ekψk〉L2(Ωk)
and so Sk is a symmetric operator. Then is immediate to check that
property (3) is equivalent to
H˜0 ⊆ H ,
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where H˜0 denotes the symmetric operator given by the restriction of
H0 to D(S1)⊕˜D(S2). Thus (1) puts the constraint
(2.1) [PΩ, H˜0] = 0
on H0. By (2.1) and Theorem 2.1 one gets
H˜0 = S1⊕˜S2
and so
Theorem 2.3. Let H0 be a s.a. operator. If [PΩ, H˜0] 6= 0 then there is
no operator H satisfying (1) to (3). If, on the other hand, [PΩ, H˜0] = 0
then H satisfies (1) to (3) if and only if the symmetric operators Sk
admit self-adjoint extensions Hk and H = H1⊕˜H2.
Remark 2.4. Let us suppose that both the domains of the symmetric
operators S1 and S2 are dense. From Remark 2.2 we know that the
adjoint of S1⊕˜S2 is S
∗
1⊕˜S
∗
2 and so the operators H are s.a. restrictions
of S∗1⊕˜S
∗
2 of the kind H1⊕˜H2. An interesting point is the relation
between the s.a. extensions of S1, S2 and the s.a. extensions of S1⊕˜S2.
To characterize the s.a. extensions of S1⊕˜S2 we need the deficiency
subspaces N1,2± of S1 ⊕ S2. Since
N
1,2
± = {ψ1 ⊕ ψ2 ∈ D(S
∗
1)⊕D(S
∗
2) : S
∗
1 ⊕ S
∗
2 (ψ1 ⊕ ψ2) = ±i ψ1 ⊕ ψ2}
=N1± ⊕N
2
±
whereN1± andN
2
± are the deficiency subspaces of S1 and S2 respectively.
If d = 1 then the deficiency subspaces are finite dimensional and the
deficiency indices satisfy
m± = dimN
1,2
± = dimN
1
± + dimN
2
± = m
1
± +m
2
± .
We immediately notice that S1 and S2 may have no s.a. extensions
(because m1− 6= m
1
+ and m
2
− 6= m
2
+) and yet S1 ⊕ S2 may have s.a.
extensions (which will not be of the form H1 ⊕H2). In the case d > 1
the situation is similar. Here the deficiency subspaces N1± and N
2
±
are infinite dimensional and S1 and S2 have non-self-adjoint maximal
extension (see e.g. [9], Theorem 4.7.9) which however could produce
self-adjoint extensions of S1 ⊕ S2.
We already know from Remark 2.2 that if H1 and H2 are s.a. exten-
sions of S1 and S2 then H1⊕H2 is a s.a. extension of S1⊕˜S2. However,
the converse result is not valid, i.e. not all s.a. extensions of S1 ⊕ S2
are of the form H1⊕H2 with H1 and H2 self-adjoint. Indeed according
to von Neumann’s theorem [44, 1], the s.a. extensions of S1⊕˜S2 are
parametrized by the unitary operators U : N1,2+ → N
1,2
− while the ones
of Sk are parametrized by the unitary operators Uk : N
k
+ → N
k
−. Since
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there are lots of unitary operators U : N1+⊕N
2
+ → N
1
−⊕N
2
− which are
not of the form U1 ⊕ U2, there are lots of extensions of S1 ⊕ S2 which
are not of the form H1⊕H2. It follows from Theorem 2.3 that these are
not confining. We shall designate them by transversal, because they
are associated with boundary conditions relating the wave functions of
the two domains.
3. Boundary potentials
Let us now suppose that H0 is given by the Schro¨dinger operator
H0 = −∆ + V . We take V ∈ L
∞(Rd) so that it induces a bounded
multiplication operator and H0 is self-adjoint with domain D(H0) =
H2(Rd). Here H2(Rd), the self-adjointness domain of −∆, denotes the
Sobolev-Hilbert space, with scalar product
〈φ, ϕ〉H2(Rd) := 〈∆φ,∆ϕ〉L2(Rd) + 〈φ, ϕ〉L2(Rd) ,
of square-integrable functions with square integrable distributional Lapla-
cian. Thus H2(Rd) coincides with the maximal domain of definition
of H0. Then we suppose that Ω ⊂ R
d is an open bounded set with a
boundary Γ which is a smooth embedded (d−1)-dimensional manifold.
Remark 3.1. Both our hypotheses on the potential V and the bound-
ary Γ could be weakened. We take here the simplest ones in order to
avoid too many technicalities. Regarding the potential we could re-
quire that it is relatively −∆-bounded with bound < 1, so that, by
the Kato-Rellich theorem, H0 is still self-adjoint with domain H
2(Rd).
Regarding the boundary Γ everything continues to hold (with the same
proofs) with Γ of class C 1,1, i.e. Γ is locally the graph of a C 1 function
with Lipschitz derivatives. With some more work Ω could be supposed
to have no more than a Lipschitz boundary, the minimal requirement in
order to define (almost everywhere on Γ) the normal at the boundary.
As in the previous section we pose
Ω1 := Ω , Ω2 := (Ω¯1)
c
and we denote by Hn(Ωk), k = 1, 2, n a positive integer, the Sobolev-
Hilbert space given by completing the pre-Hilbert space Rk(C
∞
c (R
d))
endowed with the scalar product
〈φ, ϕ〉Hn(Ωk) =
∑
0≤α1+···+αd≤n
〈∂α1x1 . . . ∂
αd
xd
φ, ∂α1x1 . . . ∂
αd
xd
ϕ〉L2(Ωk) .
Analogously Hn0 (Ωk) ( H
n(Ωk) denotes the completion of pre-Hilbert
space C∞c (Ωk) endowed with the same scalar product as Rk(C
∞
c (R
d)).
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Obviously the extension operator
Ek : C
∞
c (Ωk)→ C
∞
c (R
d)
is continuous with respect to the H2-type norms. Since C∞c (Ωk) and
C∞c (R
d) are dense in H20 (Ωk) and H
2(Rd) respectivley,
Ek : H
2
0 (Ωk)→ H
2(Rd)
and
Sk : H
2
0 (Ωk) ⊂ L
2(Ωk)→ L
2(Ωk) , Sk = RkH0Ek = −∆Ωk + Vk
is a well-defined densely defined closed symmetric operator. Here ∆Ωk
denotes the distributional Laplacian on L2(Ωk) and Vk := RkV Ek.
Moreover Sk has self-adjoint extensions and all such extensions can
be explicitly characterized in terms of (eventually non-local) boundary
conditions (see [32, 49, 50, 33] and references therein, the study of
boundary value problems by means of self-adjoint extensions goes back
to [15] and was further developed in [54]; for other recent results see
[6], [52], [12], [28], [29], [13]).
Thus, since H0 = −∆ + V satisfies (2.1), according to Theorem 2.3
any H of the kind H = H1⊕˜H2, where Hk is a self-adjoint extension
of Sk, satisfies properties (1) to (3).
We want now to recast the above operator H in the form
H = −∆+ V +B ,
where B is some singular boundary potential supported on Γ. This is
always possible. Indeed H is a self-adjoint extension of the symmetric
operator S1⊕˜S2 given by restricting the self-adjoint operator H0 to
the dense domain H20 (Ω1)⊕˜H
2
0 (Ω2). By [48] any self-adjoint extension
of a symmetric restriction of H0 admits the additive representation
H = −∆+ V +B, where B is some singular boundary operator. Such
operator B could be obtained by using the general theory developed
in [48], but for the case here considered we prefer to present a more
explicit (although equivalent) construction.
We know that the self-adjoint H is the restriction of S∗1⊕˜S
∗
2 to
D(H1)⊕˜D(H2), where S
∗
k is explicitly given by (see e.g. [32, 49, 50])
S∗k : D(∆
max
Ωk
) ⊆ L2(Ωk)→ L
2(Ωk) , S
∗
kψk := −∆Ωkψk + Vkψk ,
D(∆maxΩk ) := {ψk ∈ L
2(Ωk) : ∆Ωkψk ∈ L
2(Ωk)} .
It is known that D(∆maxΩk ) = H
2(Ωk) if d = 1, otherwise H
2(Ωk) is
strictly contained in D(∆maxΩk ).
From now on we will use the notation D ′(M) for the space of distri-
butions on the set M with corresponding test function space D(M) ≡
C∞c (M); 〈·, ·〉 will denote the D
′(M)-D(M) pairing.
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Let
ψ = χΩ1φ1 + χΩ2φ2 ≡ J(R1φ1 ⊕ R2φ2) , φk ∈ D(R
d) .
Then ψ ∈ D(∆maxΩ1 )⊕˜D(∆
max
Ω2
) and
S∗1⊕˜S
∗
2ψ = −χΩ1∆φ1 − χΩ2∆φ2 + V ψ .
By the distributional Leibniz rule,
∆(χΩkφ) = φ∆χΩk + 2∇χΩk ·∇φ+ χΩk∆φ .
By the Gauss-Green formula one has, for any test function ϕ ∈ D(Rd),
〈∇χΩk , ϕ〉 = −
∫
Ωk
∇ϕ(x) dx = −
∫
Γ
nk(x)ϕ(x) dσΓ(x) ,
where nk denotes the outer (w.r.t. Ωk) normal at Γ and σΓ is the
surface measure of Γ. Given the continuous linear map
ρ : D(Rd)→ D(Γ) , [ρϕ](x) := ϕ(x) , x ∈ Γ ,
we define δΓ ∈ D
′(Rd) by
δΓ : D(R
d)→ C , 〈δΓ, ϕ〉 := 〈1, ρϕ〉 ≡
∫
Γ
ϕ(x) dσΓ(x) ,
and fδΓ ∈ D
′(Rd), f ∈ D ′(Γ), by
fδΓ : D(R
d)→ C , 〈fδΓ, ϕ〉 := 〈f, ρϕ〉 .
Then
∇χΩk = −nk δΓ , ∆χΩk = ∇·∇χΩk = −∇·(nk δΓ) .
and so, for any ψ = χΩ1φ1 + χΩ2φ2, φk ∈ D(R
d), since
n ≡ n1 = −n2 ,
one has
S∗1⊕˜S
∗
2ψ = −∆ψ + V ψ + (∆ψ − χΩ1∆φ1 − χΩ2∆φ2)
=−∆ψ + V ψ − 2(∇(φ1 − φ2))·n δΓ − (φ1 − φ2)∇(n·δΓ) .
Now we introduce
γ0Ωk : H
2(Ωk)→ L
2(Γ) , γ1Ωk : H
2(Ωk)→ L
2(Γ)
defined as the unique continuous linear maps such that, when ψk =
Rkφk, φk ∈ D(R
d),
[γ0Ωkψk](x) = φk(x) , [γ
1
Ωk
ψk](x) = nk(x)·∇φk(x) , x ∈ Γ .
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More precisely these trace operators have range respectively given by
the fractional Sobolev spaces H3/2(Γ) and H1/2(Γ) (see e.g. [41], Chap-
ter 1, Section 8.2). These maps have unique continuous extensions (see
[40], Sections 2 and 3, [41], Chapter 2, Section 6.5)
γˆ0Ωk : D(∆
max
Ωk
)→ D ′(Γ) , γˆ1Ωk : D(∆
max
Ωk
)→ D ′(Γ) .
More precisely these maps have range respectively given by the dual
Sobolev spaces H−1/2(Γ) and H−3/2(Γ). Let us remark that the results
we need here and below from the quoted references [40, 41] were proved
there in the case of a bounded set, an hypothesis which Ωc does not
satisfy; however what really counts is not the boundedness of Ωc but
the compactness of its boundary: one can check that this alternative
hypothesis suffices (see e.g. [33]).
One has
H20 (Ωk) = {ψk ∈ H
2(Ωk) : γ
0
kψk = γ
1
kψk = 0}
and, by elliptic regularity (see [41], Chapter 2, Section 7.3),
H2(Ωk) = {ψk ∈ D(∆
max
Ωk
) : γˆ0Ωkψk ∈ H
3/2(Γ)}(3.1)
={ψk ∈ D(∆
max
Ωk
) : γˆ1Ωkψk − fkγˆ
0
Ωk
ψk ∈ H
1/2(Γ)} ,(3.2)
where fk ∈ C
∞(Γ).
By γˆ0Ωk and γˆ
1
Ωk
we can then define the continuous linear maps
j0Γ : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 )→ D
′(Γ) , j0Γ ψ := γˆ
0
Ω1
ψ1 − γˆ
0
Ω2
ψ2 ,
j1Γ : D(∆
max
Ω1 )⊕˜D(∆
max
Ω2 )→ D
′(Γ) , j1Γ ψ := γˆ
1
Ω1ψ1 + γˆ
1
Ω2ψ2 ,
which measure the jumps of ψ = E1ψ1 + E2ψ2 and of its normal de-
rivative across Γ. Thus, for any ψ = χΩ1φ1 + χΩ2φ2, φk ∈ D(R
d),
since
〈(∇(φ1 − φ2))·n δΓ, ϕ〉 = 〈n·δΓ, ϕ∇(φ1 − φ2)〉
=
∫
Γ
ϕ(x)n(x)·∇(φ1 − φ2)(x) dσΓ(x) = 〈j
1
Γψ δΓ, ϕ〉
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and
〈(φ1 − φ2)∇·(n δΓ), ϕ〉 = 〈∇·(n δΓ), ϕ(φ1 − φ2)〉
=−
∫
Γ
n(x)·∇(ϕ(φ1 − φ2))(x) dσΓ(x)
=−
∫
Γ
(φ1 − φ2)(x)n(x)·∇ϕ(x) dσΓ(x)
−
∫
Γ
n(x)·∇(φ1 − φ2)(x)ϕ(x) dσΓ(x)
=〈∇·(j0Γψ n δΓ), ϕ〉 − 〈j
1
Γψ δΓ, ϕ〉 ,
one has
S∗1⊕˜S
∗
2ψ = −∆ψ + V − j
1
Γψ δΓ −∇·(j
0
Γψ n δΓ) .
Since S∗1⊕˜S
∗
2 is a closed operator and
Dk(R
d) := {ψk = Rkφk , φk ∈ D(R
d)}
is dense, w.r.t. the graph norm, in D(S∗k) ≡ D(∆
max
Ωk
) (see [40], Lemma
2.2, [41], Chapter 2, Section 6.4), the above additive representation
of S∗1⊕˜S
∗
2 extends from D1(R
d)⊕˜D2(R
d) to D(∆maxΩ1 )⊕˜D(∆
max
Ω2
) and so
one has the following
Theorem 3.2.
S∗1⊕˜S
∗
2 : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 ) ⊆ L
2(Rd)→ L2(Rd) ,
S∗1⊕˜S
∗
2ψ = −∆ψ + V ψ − j
1
Γψ δΓ −∇·(j
0
Γψ n δΓ) .
We can now restrict S∗1⊕˜S
∗
2 to D(H1)⊕˜D(H2) thus obtaining a self-
adjoint operator H which satisfies conditions (1) to (3). In particu-
lar we can restrict S∗1⊕˜S
∗
2 to the domains corresponding to the most
common local boundary conditions at the boundary of Ω: Dirichlet,
Neumann and Robin boundary conditions i.e. to
D(∆DΩ1)⊕˜D(∆
D
Ω2
) , D(∆NΩ1)⊕˜D(∆
N
Ω2
) and D(∆RΩ1)⊕˜D(∆
R
Ω2
) ,
where
D(∆DΩk) := {ψk ∈ H
2(Ωk) : γ
0
Ωk
ψk = 0} ,
D(∆NΩk) := {ψk ∈ H
2(Ωk) : γ
1
Ωk
ψk = 0} ,
D(∆RΩk) := {ψk ∈ H
2(Ωk) : γ
1
Ωk
ψk = fkγ
0
Ωk
ψk} ,
fk ∈ C
∞(Γ), fk = f
∗
k . We denote by H
D, HN and HR the correspond-
ing self-adjoint operators.
Now we use the representation of S∗1⊕˜S
∗
2 obtained above to recast
any separating self-adjoint extension
H1⊕˜H2
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in the form
H = −∆+ V +B ,
with H defined on its maximal domain.
Let
Fk : D(∆
max
Ωk
)→ D ′(Γ)
be any map such that
D(Hk) = Ker(Fk) .
Then
Theorem 3.3. H1⊕˜H2 = H, where
H : D(H) ⊆ L2(Rd)→ L2(Rd) , H = −∆+ V +B ,
D(H) = {ψ ∈ D(∆maxΩ1 )⊕˜D(∆
max
Ω2 ) : −∆ψ + V ψ +Bψ ∈ L
2(Rd)} ,
Bψ = Fψ − j1Γψ δΓ −∇·(j
0
Γψ n δΓ)
Fψ := c1(F1ψ1 + F2ψ2)δΓ + c2∇·((F1ψ1 − F2ψ2)nδΓ) , c1c2 6= 0 .
Proof. For any ψ = ψ1⊕˜ψ2 ∈ D(∆
max
Ω1
)⊕˜D(∆maxΩ2 ) one has
−∆ψ + V ψ +Bψ = S∗1⊕˜S
∗
2ψ + Fψ
and so
−∆ψ + V ψ +Bψ ∈ L2(Rd) ⇐⇒ Fψ = 0
⇐⇒ ψk ∈ Ker(Fk) , k = 1, 2 , ⇐⇒ ψ ∈ D(H1⊕˜H2) ,
i.e. D(H) = D(H1⊕˜H2). The proof is then concluded by H ⊆ S
∗
1⊕˜S
∗
2 .

Let us define the boundary singular potential
BD : D(∆maxΩ1 )⊕˜D(∆
max
Ω2 )→ D
′(Rd) , BDψ := (µ0Γψ − j
1
Γψ) δΓ ,
where
µ0Γ : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 )→ D
′(Γ) , µ0Γψ :=
1
2
(
γˆ0Ω1ψ1 + γˆ
0
Ω2
ψ2
)
,
is the mean of the inner and outer limits at Γ of ψ = E1ψ1 + E2ψ2.
Then
Corollary 3.4.
HD : D(HD) ⊆ L2(Rd)→ L2(Rd) , HD = −∆+ V +BD ,
D(HD) = {ψ ∈ D(∆maxΩ1 )⊕˜D(∆
max
Ω2 ) : −∆ψ + V ψ +B
Dψ ∈ L2(Rd)} .
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Proof. By taking Fk = F
D
k ,
FDk : D(∆
max
Ωk
)→ D ′(Γ) , FDk ψk := γˆ
0
Ωk
ψk ,
one has
D(∆DΩk) = Ker(F
D
k )
by elliptic regularity. The proof is then concluded by
1
2
(FD1 ψ1 + F
D
2 ψ2)δΓ +∇·((F
D
1 ψ1 − F
D
2 ψ2)nδΓ)
− j1Γψ δΓ −∇·(j
0
Γψ n δΓ)
=BDψ .

A similar result can be obtained in the case of Neumann boundary
conditions. In this case we define the boundary singular potential
BN : D(∆maxΩ1 )⊕˜D(∆
max
Ω2
)→ D ′(Rd) , BNψ := ∇·((µ1Γψ − j
0
Γψ)nδΓ) ,
where
µ1Γ : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 )→ D
′(Γ) , µ1Γψ :=
1
2
(
γˆ1Ω1ψ1 − γˆ
1
Ω2
ψ2
)
,
is the mean of the inner and outer limits at Γ of the normal derivative
of ψ = E1ψ1 + E2ψ2. Then
Corollary 3.5.
HN : D(HN) ⊆ L2(Rd)→ L2(Rd) , HN = −∆+ V +BN ,
D(HN) = {ψ ∈ D(∆maxΩ1 )⊕˜D(∆
max
Ω2 ) : −∆ψ + V ψ +B
Nψ ∈ L2(Rd)} .
Proof. By taking Fk = F
N
k ,
FNk : D(∆
max
Ωk
)→ D ′(Γ) , FNk ψk := γˆ
1
Ωk
ψk ,
one has
D(∆NΩk) = Ker(F
N
k )
by elliptic regularity. The proof is then concluded by
(FN1 ψ1 + F
N
2 ψ2)δΓ +
1
2
∇·((FN1 ψ1 − F
N
2 ψ2)nδΓ)
− j1Γψ δΓ −∇·(j
0
Γψ n δΓ)
=BNψ .

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The case of Robin boundary conditions is no more than a combina-
tion of the two preceding ones by taking
Fk = F
R
k := F
N
k − fkF
D
k .
So, by defining
BR : D(∆maxΩ1 )⊕˜D(∆
max
Ω2
)→ D ′(Rd) ,
BRψ := ∇·((µ1Γψ − µ
0,f1,f2
Γ ψ − j
0
Γψ)n δΓ)− j
0,f1,f2
Γ ψ δΓ ,
where
µ
0,f1,f2
Γ : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 )→ D
′(Rd) , µ0,f1,f2Γ ψ :=
1
2
(
f1γˆ
0
Ω1
ψ1 − f2γˆ
0
Ω2
ψ2
)
,
j
0,f1,f2
Γ : D(∆
max
Ω1
)⊕˜D(∆maxΩ2 )→ D
′(Γ) , j0,f1,f2Γ ψ := f1γˆ
0
Ω1
ψ1+f2γˆ
0
Ω2
ψ2 ,
one has
Corollary 3.6.
HR : D(HR) ⊂ L2(Rd)→ L2(Rd) , HR = −∆+ V +BR ,
D(HR) = {ψ ∈ D(∆maxΩ1 )⊕˜D(∆
max
Ω2
) : −∆ψ + V ψ +BRψ ∈ L2(Rd)} .
We conclude by discussing the case of a general (non-local) boundary
conditions.
The most general separating self-adjoint extension are of the kind
H1⊕˜H2, with (see [32, 49, 50, 33] and references therein)
Hk : D(Hk) ⊆ L
2(Ωk)→ L
2(Ωk) , Hkψk := −∆Ωkψk + Vkψk ,
D(Hk) ={ψk ∈ D(∆
max
Ωk
) : Σγˆ0Ωkψk ∈ D(Θk) ,
Πk(γˆ
1
Ωk
ψk − P
DN
Ωk
γˆ0Ωkψk) = ΘkΣγˆ
0
Ωk
ψk} ,
where Πk is an orthogonal projector in H
1/2(Γ), Σ is the canonical
unitary isomorphism mapping the space Hs(Γ) onto Hs+1(Γ), Θk is a
self-adjoint operator acting in the Hilbert space given by the the range
of Πk, P
DN
Ωk
: Hs(Γ) → Hs−1(Γ) is the Dirichlet-to-Neumann operator
(relative to Ωk) over Γ. Let us remark that for any ψk ∈ D(∆
max
Ωk
) the
difference γˆ1Ωkψk − P
DN
Ωk
γˆ0Ωkψk is always H
1/2(Γ)-valued.
Note that Dirichlet boundary conditions correspond to Πk = 0 and
Robin boundary conditions correspond to Πk = 1 and Θk = Θ
R
k ,
ΘRk := (−P
DN
Ωk
+Mk)Σ
−1 : H5/2(Γ) ⊂ H1/2(Γ)→ H1/2(Γ) ,
where Mk denotes the multiplication by fk.
For general boundary conditions one is lead to take Fk = Fˆk, where
Fˆkψk := γˆ
0
Ωk
ψk − Σ
−1(Θk + i)
−1Πk(γˆ
1
Ωk
ψk − P
DN
Ωk
γˆ0Ωkψk − iΣγˆ
0
Ωk
ψk) .
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This gives Fˆk = F
D
k when Πk = 0, but produces
Fˆkψk = Σ
−1(ΘRk + i)
−1(fkγˆ
0
Ωk
ψk − γˆ
1
Ωk
ψk) 6= F
R
k
in the case of Robin boundary conditions. This shows that there exist
different confining potentials for the same boundary conditions, some
being more convenient than others.
Remark 3.7. Is it possible to use alternative (i.e. which use differ-
ent extension parameters) representations of D(Hk), as suggested by
boundary triple theory (see e.g. [30] and references therein). This
produces similar results. For example one can write
D(Hk) = {ψk ∈ D(∆
max
Ωk
) : i(1 + Uk)Σγˆ
0
Ωk
ψk
=(1− Uk)(γˆ
1
Ωk
ψk − P
DN
Ωk
γˆ0Ωkψk)} ,
where
Uk : H
1/2(Γ)→ H1/2(Γ)
is unitary. In this case Dirichlet boundary conditions correspond to
the choice Uk = 1 and Robin ones to Uk = (Θ
R
k − i)(Θ
R
k + i)
−1, i.e. Uk
is the Cayley transform of ΘRk .
4. An application: Deformation quantization of
1-dimensional systems with boundaries
Let
H0 : H
2(R) ⊂ L2(R)→ L2(R) , H0 = −∆ =
(
−i
d
dx
)2
be the self-adjoint Hamiltonian for the free particle in one dimension.
Let us pose
Ω1 = Ω := (a, b) , Ω2 = Ω−∪Ω+ , Ω− := (−∞, a) , Ω+ := (b,+∞) .
Our first aim is to determine the explicit form of the operator HD,
associated to H0, describing the system confined to Ω and satisfying
Dirichlet boundary conditions at a and b. Since for any open O ⊆ R
D(∆maxO ) = H
2(O), one has
D(∆maxΩ1 )⊕˜D(∆
max
Ω2
) = H2(Ω−)⊕˜H
2(Ω)⊕˜H2(Ω+) = H
2
a,b(R) ,
where
H2a,b(R) := {ψ ∈ L
2(R) : ψ =
∑
O=Ω−,Ω,Ω+
χO φO , φO ∈ H
2(R)} .
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Moreover, since H1(R) ⊂ Cb(R), the left and right limits exist and are
finite; so for any ψ ∈ H2a,b(R) we can define the mean 〈ψ〉y and the
jump [ψ′]y at y = a, b by
〈ψ〉y :=
1
2
(
lim
x→y−
ψ(x) + lim
x→y+
ψ(x)
)
,
[ψ′]y := lim
x→y+
ψ′(x)− lim
x→y−
ψ′(x) .
Thus, by the results provided in Section 3 applied to this simple 1-
dimensional case,
(−∆maxΩ1 )⊕˜(−∆
max
Ω2 )ψ = (−∆
max
Ω− )⊕˜(−∆
max
Ω )⊕˜(−∆
max
Ω+ )ψ
= −ψ′′ + [ψ′]a δa + [ψ
′]b δb + [ψ]a δ
′
a + [ψ]b δ
′
b ,
and
(−∆DΩ1)⊕˜(−∆
D
Ω2
) = (−∆DΩ−)⊕˜(−∆
D
Ω )⊕˜(−∆
D
Ω+
) = HD ,
where HD has the two equivalent representations
HDψ = −ψ′′ +BD0 ψ , B
D
0 ψ = [ψ
′]a δa + [ψ
′]b δb ,
D(HD) = {ψ ∈ H2a,b(R) ∩ C (R) : ψ(a) = ψ(b) = 0} ,
and
HDψ = −ψ′′ +BDψ , BDψ := (〈ψ〉a + [ψ
′]a) δa + (〈ψ〉b + [ψ
′]b) δb ,
D(HD) = {ψ ∈ H2a,b(R) : H
Dψ ∈ L2(R)} .
Since
σ(−∆DΩ±) = σac(−∆
D
Ω±) = [0,∞) ,
σ(−∆DΩ ) = σdisc(−∆
D
Ω ) = {λ
2
n}
∞
1 , λn =
nπ
b− a
,
one has
σdisc(H
D) = ∅ , σpoint(H
D) = {λ2n}
∞
1 , σac(H
D) = [0,∞) .
The eigenfunction of HD corresponding to the eigenvalue λ2n is
ψn = J(0⊕ φn ⊕ 0) ,
where φn is the eigenfunction of −∆
D
Ω corresponding to λ
2
n, i.e.
(4.1) ψn(x) = χ(a,b)(x) sinλn(x− a) .
Notice that the same eigenfunctions ψn could have been obtained by at
first solving the unconstrained equation H0ψ = λψ, then by imposing
the boundary conditions ψ(a) = ψ(b) = 0 and finally by using the pro-
jection PΩ i.e. by taking the product with χ(a,b). As we will see below
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this equivalence between the two methods for obtaining the eigenfunc-
tions of the constrained systems fails in the deformation quantization
framework. Only the global (i.e. in terms of HD) formulation of the
eigenvalue problem provides the correct results. This is an interesting
example of the important role played by the boundary potentials in
the context of non-local formulations of quantum mechanics (like the
deformation quantization).
Deformation quantization provides an alternative, autonomous for-
mulation of quantum mechanics in terms of phase space objects. The
deformation approach is valid for a large class of systems, including
those defined on (non-flat) sympletic [25] and Poisson [35] manifolds.
In the simplest flat case the theory yields the Weyl-Wigner formula-
tion of quantum mechanics [4]. In this context, the eigenvalue problem
(for a generic observable a) is formulated in terms of the left and right
stargenvalue (or ∗-genvalue) equations
(4.2) a ∗ fWα = f
W
α ∗ a = αf
W
α
where a : R2 → R is a real phase space function (or distribution),
fWα : R
2 → R is the stargenfunction associated to the eigenvalue α and
∗ is the star product. The latter is the fundamental algebraic structure
of the quantum phase space, and is most naturally defined in terms of
the Weyl-Wigner transform W .
Let us denote by L (S (Rn),S ′(Rn)) the space of continuous linear
maps on S (Rn), the space of Schwartz test functions, to S ′(Rn), the
space of tempered distributions. Then
W : L (S (R),S ′(R))→ S ′(R2)
is the continuous linear one-to-one invertible map which associates to
A ∈ L (S (R),S ′(R)) its symbol a ≡W (A) ∈ S ′(R2) defined by
(4.3) ∀φ , ϕ ∈ S (R) , 〈W (A), φ⊗ ϕ〉 = 〈AK , φ⊗ ϕˆ ◦ T 〉 .
Here ϕˆ(y) = ∫+∞−∞ e
−iypϕ(p) dp denotes Fourier transform,
T (x, y) :=
(
x+ y
2
, x− y
)
,
and we used the identification (given by the Schwartz’s kernel theorem)
L (S (R),S ′(R)) ≃ S ′(R)⊗S ′(R) ≃ S ′(R2) which associates to any
A its kernel AK . In the case the kernel AK is in S (R
2) one has (see
e.g. [11, 22, 58])
W (A)(x, p) :=
∫ +∞
−∞
e−ipyAK
(
x+
y
2
, x−
y
2
)
dy .
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The star product of two symbols a, b ∈ S ′(R2) such that AB ∈
L (S (R),S ′(R)), A :=W−1(a), B := W−1(b), is then defined by
(4.4) a ∗ b := W (AB) .
In the case a, b ∈ S (R2) one has the more explicit formula (Moyal
product)
a ∗ b (z) =
(
1
4π
)2 ∫
R2×R2
e−iω(u1,u2)/2 a
(
z +
u1
2
)
b
(
z −
u2
2
)
du1du2 ,
where z ≡ (x, p), uk ≡ (qk, pk), k = 1, 2, and ω denotes the standard
symplectic form ω(u1, u2) := q1p2 − q2p1.
We now come back to the eigenvalue problem (4.2). It was proved
for a large class of Hamiltonians (and particularly for all of the form
H = −∆ + V , where V ∈ C∞(R)) that if ψE is the general solution
of the eigenvalue equation HψE = EψE then the Wigner function
associated to ψE , i.e. the Weyl-Wigner transform of the orthogonal
projector |ψE〉〈ψE |
fWE (x, p) =
1
2π
W (|ψE〉〈ψE|)(x, p) =
1
π
∫ +∞
−∞
e−2ipyψ∗E(x−y)ψE(x+y) dy
is a solution of the ∗-genvalue equations
h ∗ fWE = f
W
E ∗ h = Ef
W
E
for h = W (H) [24, 4, 22, 20, 31]. The converse result, showing that all
energy stargenfunctions for all Hamiltonians of the form H = −∆+V ,
with V ∈ C∞(R), are the Wigner functions of the energy eigenfunc-
tions was developed originally in [3, 24]. A more rigorous and general
derivation can be found in [31].
Unfortunately, this elegant relation does not extend to the case of
systems with boundaries. More precisely, if we address the confined
eigenvalue problem, in the deformation context, by using the stan-
dard approach of solving for the unconstrained system and projecting
the solution into the bulk then we are faced with a surprising prob-
lem. In fact, the Wigner function associated to the confined eigen-
function (which is, by construction, the correct stargenfunction of the
confined system) does not satisfy the stargenvalue equation for the un-
constrained system, not even in the bulk [18, 39, 57, 21].
Let us denote by fWn the Wigner function associated to the state ψn
(see (4.1)) with corresponding eigenvalue λ2n. Since W (−∆) = p
2, we
have by (4.4),
1
2π
W (−∆ |ψn〉〈ψn| ) = p
2 ∗ fWn .
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Since
HDψn = λ
2
nψn ⇐⇒ H
D |ψn〉〈ψn| = λ
2
n |ψn〉〈ψn| ,
and bothHD |ψn〉〈ψn| = −∆ |ψn〉〈ψn|+B
D |ψn〉〈ψn| andB
D |ψn〉〈ψn| ≡
BD0 |ψn〉〈ψn| are in L (S (R),S
′(R)), one has
1
2π
W (HD |ψn〉〈ψn| ) = p
2 ∗ fWn +
1
2π
W (BD0 |ψn〉〈ψn| ) = λ
2
nf
W
n .
Since
(BD0 |ψn〉〈ψn| )K = (ψ
′
n(a+)δa − ψ
′
n(b−)δb)⊗ ψ
∗
n ,
by the definition of Weyl-Wigner transform (4.3) one obtains
1
2π
W (BD0 |ψn〉〈ψn| )(x, p)
=
1
π
(
ψ′n(a+)e
−2ip(a−x)ψ∗n(2x− a)− ψ
′
n(b−)e
−2ip(b−x)ψ∗n(2x− b)
)
.
So, posing bDn :=
1
2π
W (BD |ψn〉〈ψn| ), one has that any ∗-genfunction
fWn must solve the equation
(4.5) p2 ∗ fWn + b
D
n = λ
2
nf
W
n .
This reproduces the result obtained in [18], equation (29).
Since bDn (x, p) 6= 0 for a < x < b, (4.5) shows that, contrarily to
the eigenfunctions ψn, the corresponding ∗-genfunctions f
W
n can not
satisfy the equation p2 ∗ fWn = λ
2
nf
W
n , not even in the bulk. Thus, as
we already remarked, only a global formulation in terms of HD can
provide the correct results.
Now we would like to interpret (4.5) as a ∗-eingenvalue equation.
However it is not possible to write bDn = b
D
0 ∗ f
W
n with b
D
0 = W (B
D
0 )
since BD0 is not a generalized operator from S (R) to S
′(R) (notice
that the restriction to S (R) of BD0 is the zero operator). To address
this problem, we need to revisit the definition of BD0 .
Let us define BD± ∈ L (S (R),S
′(R)) by
BD±ψ := ∓ψ (δ
′
a + δ
′
b) .
Notice that the action of BD± can be extended to the set of all functions
ψ which are continuous and differentiable in a neighborhood of both a
and b; we have
BD±ψ = ±(ψ
′(a) δa + ψ
′(b) δb)∓ (ψ(a) δ
′
a + ψ(b) δ
′
b) .
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Thus for any ψ ∈ D(HD), i.e. for any ψ ∈ H2a,b(R) ∩ C (R) such that
ψ(a) = ψ(b) = 0, one has
BD0 ψ = [ψ
′]a δa + [ψ
′]b δb
=
(
lim
x→a+
ψ′(x)− lim
x→a−
ψ′(x)
)
δa +
(
lim
x→b+
ψ′(x)− lim
x→b−
ψ′(x)
)
δb
= lim
ǫ↓0
(ψ′+ǫ − ψ
′
−ǫ) (δa + δb)
= lim
ǫ↓0
(BD+ψ+ǫ +B
D
−ψ−ǫ) , ψ±ǫ(x) := ψ(x± ǫ) ,
where the limits ǫ ↓ 0 are taken in S ′(R). We now use this formulation
of BD0 to determine the boundary potential term in the ∗-genvalue
equation. Since, by (4.4),
W (BD+ |ψn,+ǫ〉〈ψn,+ǫ| +B
D
− |ψn,−ǫ〉〈ψn,−ǫ| )
=W (BD+ ) ∗W ( |ψn,+ǫ〉〈ψn,+ǫ| ) +W (B
D
− ) ∗W ( |ψn,−ǫ〉〈ψn,−ǫ| )
and
1
2π
lim
ǫ↓0
W (BD+ |ψn,+ǫ〉〈ψn,+ǫ| +B
D
− |ψn,−ǫ〉〈ψn,−ǫ| )(x, p)
=
1
π
lim
ǫ↓0
ψ′n(a+ ǫ)e
−2ip(a−x)ψ∗n(2x− a + ǫ)
−
1
π
lim
ǫ↓0
ψ′n(b− ǫ)e
−2ip(b−x)ψ∗n(2x− b− ǫ)
=bDn (x, p) ,
posing
bD± := W (B
D
± ) = ∓(δ
′
a + δ
′
b) , f
W
n,±ǫ :=
1
2π
W ( |ψn,±ǫ〉〈ψn,±ǫ| ) ,
one obtains the ∗-genvalue equation
p2 ∗ fWn + lim
ǫ↓0
(bD+ ∗ f
W
n,+ǫ) + lim
ǫ↓0
(bD− ∗ f
W
n,−ǫ) = λ
2
nf
W
n .
Hence, the relation between eigenfunctions and stargenfunctions is re-
stored for systems with boundaries, provided the global (i.e. the bound-
ary potential) formulation is used. Equivalent results can be obtained
for the other representation of HD.
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