ABSTRACT
BACKGROUND
Parametric statistical tests are becoming increasingly popular as a method of identifying differentially regulated genes in microarray data sets (Baldi and Long, 2001; Kooperberg et al., 2002; Lonnstedt and Speed, 2002; Tusher et al., 2001) , replacing earlier empirical methods that were often based on the magnitude of expression ratios, in combination with other heuristic filtering rules (Knudsen, 2002) .
Apart from identifying differentially regulated genes, statistical tests have the advantage of calculating a confidence measurement for the observation of a difference between groups (Kerr et al., 2000; Miller et al., 2001; Nadon and Shoemaker, 2002) . Non-parametric tests have been used to provide such p-values (Troyanskaya et al., 2002) , but although they make no assumptions regarding the underlying data distribution, their use can be restricted by their * To whom correspondence should be addressed.
relatively poor power when applied to small-scale, exploratory microarray data sets (Motulsky, 1999) .
A variety of parametric tests have been developed for the identification of differentially regulated genes in microarray data sets, including several variants of Student's t-test (Baldi and Long, 2001; Kooperberg et al., 2002; Lonnstedt and Speed, 2002; Tusher et al., 2001) and ANOVA (Kerr et al., 2000) . Although increasingly sophisticated parametric techniques are being developed, many share the common assumption that the data (comprising the repeated measurement of the same gene across many chips) are drawn from a normal (Gaussian) distribution (Motulsky, 1999) .
For researchers using Affymetrix GeneChip technology, this assumption of normality has been difficult to address, with the majority of extant data sets that are sufficiently large to critically investigate the issue of normality being confounded by underlying biological variability. Inspection of existing Affymetrix data sets suggests that significant deviations from normality can occur. For example, when analysing the wellstudied AML/ALL data set (Golub et al., 1999) one study found both normal and non-normal data, including bi-modal and tri-modal distributions (Grant et al., 2002) . A separate study profiling prostate cancers reported highly skewed distributions, with both positive and negative skew, leading the researchers to take the square root of each expression value in an attempt to control for this (Stamey et al., 2001) .
The limitation of these studies is the difficulty of separating the data distribution resulting from the analytical technology from that associated with biological variability. Indeed, for many of the large-scale cancer studies (e.g. Alon et al., 1999; Golub et al., 1999) , the nature of the underlying biology would make it surprising if significant deviations from normality were not found. Fortunately, such data sets are large in scale (often in excess of 50 chips), and in these cases non-parametric testing would have the power to circumvent the problems raised by data that do not follow a normal distribution.
In contrast, well-designed small-scale exploratory experiments, involving as few as three or four chips in each sample group, usually do not suffer the same problems of genetic, patient and disease heterogeneity. Due to this small sample size and the limitations of non-parametric testing, we must look towards the application of parametric techniques, which offer increased power with smaller data sets. There is, therefore, a requirement to address the nature of data distributions obtained from the underlying microarray technology, and any necessity to transform data prior to the application of parametric tests. Unfortunately, very few GeneChip data sets have sufficient replicates of the same biological sample for such between-sample distributions to be assessed.
In this study we address these issues using a recently released 59-chip 'spike-in' data set. This is based on hybridization of the same human pancreatic cRNA, together with various transcripts spiked-in at known concentrations, onto Affymetrix U95A GeneChips (Affymetrix, 2001) . The original motivation for the production of this data set was to address the experimental response to known transcript concentrations. However, removal of the spiked genes produces a data set comprising 59 replicates from the same sample, large enough to enable exploration of the sample population, and to address whether the data follow a normal distribution and thus allows the valid application of a parametric test.
Analysis of this data set reveals that expression data derived using both commercial and academic analysis algorithms show a tight correlation to normality, with no requirement for data transformation. Although the data obtained from some low-expressed transcripts from one analysis method indicates some distortion to the distribution, probably the result of an ad hoc method to avoid negative expression values in one algorithm, these can probably be avoided. Overall, our data provide strong underpinning support for the application of parametric tests to Affymetrix GeneChip microarray data sets.
METHODS

Data sets, extraction of expression values and gene filtering
The 59-chip data set was downloaded from Affymetrix (www.affymetrix.com) as a series of pre-processed cell intensity (CEL) files, each containing a list of intensity values for each oligonucleotide probe on a GeneChip. Four different algorithms were applied to extract expression values for each gene (comprising a series of 16 probe pair intensities) from the image data. In addition to a quantitative expression value, all of the analysis methods also provide a qualitative measurement indicating if the transcript is detected (Present), not detected (Absent), or marginally detected (Marginal) .
Expression values were extracted using two model-based expression indexes as implemented in the dChip package (Li and Wong, 2001a) using default parameters and normalization. Both the reduced PM-MM (Perfect Match probe/ Mis-Match probe) (Li and Wong, 2001a) and PM-only model (Li and Wong, 2001b) were applied producing two data sets. Additional data sets were generated using two versions (4.0 and 5.0) of Affymetrix Microarray Suite (MAS) software (Affymetrix, Santa Clara, CA), using global normalization and a target intensity (TGT) of 100.
The dChip algorithms are model-based and calculate an expression value using either both the PM and MM probes, or the PM probe values only, dependent on analysis settings. MAS 4.0 calculates using an empirical method summing the PM-MM value and correcting for background. MAS 5.0 utilizes a series of statistical techniques in the conversion of image intensity data across a series of probes into an expression value, and steps are taken to avoid the production of negative numbers.
The expression values and calls for relative gene expression (Absent, Present or Marginal) were exported from each package into delimited text files. Data from the 14 spiked-in genes (37777_at, 684_at, 1597_at, 38734_at, 39058_at, 36311_at, 36889_at, 1024_at, 36202_at, 36085_at, 40322_at, 407_at, 1091_at, 1708_at) and 67 control probe sets (with AFFX prefix) were removed, leaving 12545 probe sets for further analysis.
Explorations
Normality testing using the Shapiro-Wilks (Shapiro and Wilks, 1965) test was undertaken using the R statistical language (Dudoit et al., 2002; Ihaka and Gentleman, 1996) . Futher insight into data normality was obtained by calculating Pearson's correlation coefficient from a normal quantilequantile (Q-Q) plot (Filliben, 1975) implemented using Microsoft Excel (Microsoft, Redmond, WA). Measurements of the skew coefficient (Press et al., 1993) were implemented within Microsoft Excel.
RESULTS
Formal normality tests on non-spiked probe sets
The initial data sets were produced by extracting the expression values from the 59 CEL files using Affymetrix Microarray Suite and two dChip algorithms, followed by removal of the spiked-in genes and control probe sets (see Materials and Methods). The expression matrix outputted from each analysis method comprised columns, relating to each GeneChip, with a row for each probe set. All the subsequent tests for normality refer to the data distribution for each row of data, comprising the 59 expression values for a single gene. This is distinct from analysing intra-chip distributions (Hoyle et al., 2002) , where a data set would be a single column comprising the expression of many different genes.
Formalized statistical testing was undertaken by applying the Shapiro-Wilks test for normality (Shapiro and Wilks, 1965) . This test is designed for small to moderate sample sizes and has good power across a range of non-normal distributions. The number of non-normal genes (scoring a p-value less than 0.05) for each of the four data sets is shown in Table 1 . Many non-normal genes are observed in each data set, with a greater number seen within the MAS 5.0 data set. However, with 59 samples the Shapiro-Wilks test has the power to detect even small deviations from normality and score them as significant. For this reason we thus investigated the magnitude of the deviation from normality.
Normal quantile-quantile plots to assess the degree of deviation from normality
Many parametric tests, such as the t-test, are resistant to moderate deviations from normality, although the degree to which such deviations are tolerated is dependent upon the shape of the distribution and the degree of deviation (Motulsky, 1999) . We hypothesized that many probe sets might have only a modest deviation from normality, one that would not be a major barrier to the application of a t or similar test, and thus we addressed the degree to which the data deviates from normality using normal Q-Q plots. These plots show the ordered data for each probe set plotted against the standard quantiles of the normal distribution. They provide a simple and effective visualization of the data distribution, and any deviation from normality. For a perfect normal distribution a Q-Q plot would show data points in a straight line with a positive gradient. Since the visualization of plots for over 12 000 genes is impractical, we calculated Pearson's correlation coefficient (R p ) for each Q-Q plot, to assess how close the data fit to a straight line, and thus normality (Filliben, 1975) . Any deviation from normality results in a R p value significantly less than unity. Frequency histograms of R p for each of the four data sets are shown in Figure 1 . The majority of probe sets from both dChip models and MAS 4.0 show a strong correlation with normality, with most probe sets scoring over 0.9. Interestingly, the MAS 5.0 data set shows a pronounced tail to the histogram, with a significant number of probe sets with a low R p value (3165 where R p < 0.95). To investigate this further we plotted R p against the mean expression for each probe set (Fig. 2) . As expected, the majority of data from both dChip models and MAS 4.0 group close to unity, with no apparent pattern to the expression levels of probe sets scoring as non-normal. In contrast, the majority of the poorly scoring MAS 5.0 probe sets have a relative expression level of less than 100. As would be expected, the features of the graphs in Figure 2 are almost identical to those obtained by plotting the log of the p-value from the Shapiro-Wilks test against mean expression level (data not shown).
To further stratify the MAS 5.0 R p data we split it into two groups according to the expression calls obtained as part of the original analyses. One group contained the data from probe sets called Absent in all samples, and the other where at least one sample produced a call of Present or Marginal. As shown in Figure 3 , this somewhat arbitrary subdivision is nevertheless effective at separating the data into one group that is largely non-normal (the Absents) and another that is largely normal (the Present/Marginal probe sets). The difference in normality between the groups was scored highly significant using the Mann-Whitney test (p < 2.2 × 10 −16 ).
The vast majority of probe sets in the dChip and MAS 4.0 data sets, and those called Present/Marginal in the MAS 5.0 data set, show a very close correlation to normality (Figs 2  and 3 ). To illustrate this, normal Q-Q plots for a typical reasonably expressed probe set (32208_at) called Present in all four data sets are shown in Figure 4 .
Nature of the data distortion seen for some MAS 5.0 probe sets called Absent
To investigate the nature of the deviation from normality in those MAS 5.0 probe sets with low R p values, Q-Q plots were first inspected. These suggested the presence of a strong positive skew in many cases (data not shown). Figure 5 shows one example, probe set 31929_s_at. This shows a normal distribution in the MAS 4.0 and dChip data sets, but is markedly non-normal in the MAS 5.0 data set, where positive skew is evident.
Extending this we plotted the skew coefficient for each probe set (Press et al., 1993) against the R p value obtained from a Q-Q plot (see Fig. 6 ). As expected, the MAS 4.0 and both dChip data sets have few non-normal probe sets, with an symmetrical spread of skew scores. In contrast, the MAS 5.0 data set contains a large number of non-normal probe sets with a marked positive skew. Indeed, almost all of the low-R p probe sets that are found in the MAS 5.0 data set are characterized by a strong positive skew. One possible explanation for this skew is given in the Discussion.
Approaches to deal with skewed MAS 5.0 probe sets: data transformation and gene filtering
Gene filtering based on excluding all Absent calls would be extremely effective in removing the group of non-normal probe sets, and such an approach is common prior to many analyses. However, there may be occasions when there is a desire to apply a statistical test to a gene called Absent in some samples, and therefore, potentially non-normal. We thus asked whether the skewed MAS 5.0 probe sets could be converted to normality by the application of a standard mathematical transformation, such as a logarithmic or square root transformation, since these can often correct positively skewed data. We applied a wide range of different transformations to the MAS 5.0 data, using the Box-Cox series of power transformations (Box and Cox, 1964) . The Box-Cox formula includes a parameter (λ) which enables the formula to mimic many standard transformations (e.g. λ = −1 is equivalent to the reciprocal of the original data, λ = 0.5 results in a square root transformation). Box-Cox transforms were applied to each probe set of the MAS 5.0 data set, with λ ranging between −3 and 3.
For each probe set we then recorded which of the transformations produced data that was the most normal, as judged by the R p /Q-Q plot method described above. Figure 7a shows a histogram of these optimal transformation values for each probe set. A bimodal distribution is observed (Fig. 7a) with one distribution centred around λ = −0.2 (close to a log transformation) and another near λ = 1 (no transformation). When the data were stratified into Present and Absent groups as before, this biphasic distribution was resolved into two separate monophasic distributions (Fig. 7b) . As expected, probe sets called Present require no transformation, which provides further support for the normality of these probe sets. In contrast, and as expected by the skewness observed in many of the probe sets, the optimal transformation for the Absent group is somewhere between a log and square root.
As microarray data is often analysed on a logarithmic scale, we questioned how the application of a log transformation alters the data distribution and thus, the validity of subsequent analyses in the MAS 5.0 data set (data not shown). Whilst the application of a log transformation does correct much of the departure from normality observed in the group containing probe sets called as Absent, it has the caveat that it also reduces the number of probe sets in the Present group presenting with a high correlation to normality. Although the effect appears relatively modest (not shown), the extent to which it would compromise subsequent analyses is unclear.
DISCUSSION
Statistical testing is becoming more common in the analysis of microarray data sets, but many parametric tests (assuming normality of the data) have been applied without knowledge of the underlying data distribution (Pan, 2002) . In some cases Affymetrix microarray expression data has been transformed with little empirical justification, simply because of a lack of data to address these issues of data distribution. The 59-chip data set used in this study gave us an unprecedented opportunity to address relatively straightforward but key questions regarding the resultant data distribution obtained using Affymetrix microarray technology. Using a combination of formalized statistical testing, graphical visualization of the correlation to the normal distribution, and assessment of distribution features such as skew, we provide strong support for the normality of the data produced by four different algorithms commonly used for extracting expression values, and thus the application of parametric tests that assume normality.
We have demonstrated that for most genes, no transformation of expression data is required. This is an important issue, as some previous studies using data sets produced using Affymetrix MAS 4.0 software chose to transform their data, having identified the presence of positive skew in some probe sets (Gieseg et al., 2002; Stamey et al., 2001) . As our results clearly show, data sets produced using dChip (either the PM or PM-MM model algorithms) and MAS 4.0 show a distribution close to normality that does not strongly violate the assumptions of classic parametric tests such as the t-test. We thus conclude that there is no a priori rationale for the application of a logarithmic (or any other) transformation to the expression values obtained from the analysis of Affymetrix image data prior to the use of parametric tests.
We suspect that the apparently skewed data that was seen in these previous studies reflects not the underlying data distribution, but rather the presence of outlying data points because of biological heterogeneity. A few such extreme values can alter the distribution of a data set away from normality, and logarithmic transformations can indeed provide an ad hoc route to reducing the influence of extreme outlier values (Iglewicz and Hoaglin, 1993) . However, our data would suggest caution should be applied when applying transformations in such cases, because of the potential to distort the bulk underlying distribution. Instead, if outliers are an issue, consideration should be given to detection and accommodation of the outlying data points, using either more robust statistical tests (Lonnstedt and Speed, 2002) or by the use of more robust measures of location and spread such as the median or median absolute deviation (Iglewicz and Hoaglin, 1993) . In contrast, there may be some special situations (e.g. variance stabilization) when data transformation may be justified (Durbin et al., 2002) . Our analysis of data generated using MAS 5.0 revealed an interesting situation. For probe sets identified as expressed by MAS 5.0, the outputted data appears normally distributed, making valid a t-test for a gene that is expressed in both groups. However, a large number of low expressed genes, called as Absent by the package, instead follow a skewed distribution (e.g. Fig. 5 ). This would compromise the use of the t-test without additional data transformation, although in practice it is unlikely that such a test would be applied to a gene that is not expressed in either sample. If necessary, something close to a log transformation (Fig. 7a,b ) may be suitable for such probe sets. However, a generalized application of a log transformation to an entire MAS 5.0 data set is not warranted, as for most genes this would distort the data from the normal distribution.
We can only speculate as to why MAS 5.0 is unique in distorting the data distribution of genes as they decrease in expression value. Using GeneChip technology, each gene is represented by a series of probe pairs containing both a perfect match probe (PM) and a mismatch probe (MM) where the middle base of each 25-mer probe is incorrect. The MM probe is designed to give an indication of the degree of nonspecific hybridization (Lipshutz et al., 1999) . We suspect the problem lies with the method by which each package analyses the probe level data, and specifically how situations where the majority of MM probes score higher than the PM probes in a probe set. A review of the algorithms behind each analysis method (Affymetrix, 2002a,b; Li and Wong, 2001a,b) shows that dChip and MAS 4.0 employ a single algorithm to deal with all data, and if MM values are used this can produce negative expression values.
In contrast, MAS 5.0 uses a different approach to using both PM and MM values in the expression calculation, one that avoids the production of negative values. MAS 5.0 employs a scenario-based approach to expression calculations and in general hypothesizes that MM probes should show lower hybridization signal than the corresponding PM probes. A decision process is used when this PM > MM assumption is broken, and we believe that it is the result of this step to avoid negative values that produces the side-effect of skewed distributions.
When all MM values are less than their PM counterparts, an expression value is calculated using a one-step bi-weight estimate of the log(PM − MM) values for each probe pair. However, when the MM value for a probe pair is greater than the PM value two differing scenarios are applied. If the values of the PM probes are sufficiently large and separable from the background and MM signals, then the MM value is replaced with a value calculated as typical for the probe set. If it is difficult to separate the probe signals from background then the MM signal is substituted with a value slightly less than the PM signal.
Such an abrupt switch between models clearly has the potential to produce apparently distorted data if, in some experiments, a probe set is analysed using one algorithm and in other experiments a different process is applied. The predicted effect would be an overall distribution that would appear to originate from two separate normal distributions. Indeed, visual inspection of the normal Q-Q plots reveals not a smooth skewed distribution, but rather an abrupt change in gradient of the slope, producing two straight lines, each equating to a normal distribution (Fig. 5d) .
This would be consistent with values above the abrupt change in gradient being drawn from one (normal) distribution (having been calculated using one analysis model), with one mean and standard deviation, and the values below this point being drawn a separate normal distribution, with a different mean and standard deviation (due to the differing model and algorithms applied). Alteration of the analysis parameters would allow testing of this hypothesis, but unfortunately this option is not implemented within the current version of the Microarray Suite software package.
Overall our data provide strong support for the application of parametric statistical tests to data from all four analysis algorithms, although some care must be applied to certain probe sets called Absent in MAS 5.0 data sets. For researchers looking specifically at 'on-off' differential gene expression using MAS 5.0 data, the problem of analysing probe sets called Absent in one sample group and Present in the other is an issue. Control of the non-normality observed in the
