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INVERSE PROBLEMS FOR A CONFORMABLE FRACTIONAL
STURM-LIOUVILLE OPERATOR
A. SINAN OZKAN AND I˙BRAHIM ADALAR
Abstract. In this paper, a Sturm-Liouville boundary value problem equiped
with conformable fractional derivates is considered. We give some uniqueness
theorems for the solutions of inverse problems according to the Weyl function,
two given spectra and classical spectral data. We also study on half-inverse
problem and prove a Hochstadt and Lieberman-type theorem.
1. Introduction
Inverse spectral problems consist in recovering the coefficients of an operator
from some given data; for example Weyl function, spectral function, nodal points
and some special sequences which consist of some spectral values. Various in-
verse problems for the classical Sturm-Liouville operator have been studied for
about ninety years (see [2], [7]-[16], [20], [21], [23], [24], [26], [30] and the references
therein). Since these kinds of problems appear in mathematical physics, mechanics,
electronics, geophysics and other branches of natural sciences the literature on this
area is vast.
Fractional derivative which is as old as calculus appears by a question of L’Hospital
to Leibniz in 1695. He asked what does it mean d
nf
dxn if n = 1/2. Later on, many
researchers tried to give a definition of a fractional derivative. Most of them used
an integral form for the fractional derivative (see [25], [29]). However, almost all
of them fail to satisfy some of the basic properties owned by usual derivatives, for
example chain rule, the product rule, mean value theorem and etc. In 2014, the au-
thors Khalil et al. introduced a new simple well-behaved definition of the fractional
derivative called conformable fractional derivative [17]. One year later, Abdeljawad
gave the fractional versions of some important concepts e.g. chain rule, exponential
functions, Gronwall’s inequality, integration by parts, Taylor power series expan-
sions and etc [1]. Also, other basic properties on conformable derivative can be
found in [5]. It seems to satisfy all the requirements of the standard derivative.
Because of its effectiveness and applicability, conformable derivative has received a
lot of attention and has applied quickly to various areas.
In recent years, some new fractional Sturm-Liouville problems have been studied
(see [3], [4], [18], [19], [32]). These problems appear in various branches of natural
sciences (see [6], [22], [27], [31], [33]). Although the inverse Sturm-Liouville prob-
lems with classical derivation are studied extensively, there is only one study about
this subject with conformable fractional derivation. Mortazaasl and Akbarfam gave
a solution of inverse nodal problem for conformable fractional Sturm-Liouville op-
erator in [28].
In the present paper, we consider a conformable fractional Sturm-Liouville bound-
ary value problem and give uniqueness theorems for the solution of inverse problem
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according to the Weyl function, two eigenvalues-sets and the sequences which con-
sist of eigenvalues and norming constants. We also study on half-inverse problem
and prove a Hochstadt and Lieberman-type theorem.
2. Preliminaries
Before presenting our main results, we recall the some important concepts of the
conformable fractional calculus theory.
Definition 1. Let f : [0,∞) → R be a given function. Then, the conformable
fractional derivative of order 0 < α ≤ 1 of f at x > 0 is defined by:
Dαf(x) = lim
h→0
f(x+ hx1−α)− f(x)
h
,
and the fractional derivative at 0 is defined as Dαf(0) = lim
x→0+
Dαf(x).
Definition 2. Let f : [0,∞)→ R be a given function. The conformable fractional
integral of f of order α is defined by:
Iαf(x) =
x∫
0
f(t)dαt =
x∫
0
tα−1f(t)dt,
for all x > 0.
We collect some necessary relations in the following lemma.
Lemma 1. Let f, g be α-differentiable at x, x > 0.
i) Dαx (af + bg) = aD
α
x f + bD
α
xg, ∀a, b ∈ R,
ii) Dαx (x
a) = axa−α, ∀a ∈ R,
iii) Dαx (c) = 0, (c is a constant)
iv) Dαx (fg) = D
α
x (f)g + fD
α
x (g),
v) Dαx (f/g) =
Dα
x
(f)g−fDα
x
(g)
g2 ,
vi) if f is a continuous function, then for all x > 0, we have Dαx Iαf(x) = f(x),
vii) if f is a differentiable function, then we have Dαxf(x) = x
1−αf
′
(x),
Lemma 2. Let f, g : (0,∞)→ R be α-differentiable functions and h(x) = f(g(x)).
Then, h(x) is α-differentiable and for all x 6= 0 and g(x) 6= 0,
(Dαxh)(x) = (D
α
x f)(g(x))(D
α
x g)(x)g
α−1(x),
if x = 0, then (Dαxh)(0) = lim
x→0+
(Dαx f)(g(x))(D
α
x g)(x)g
α−1(x).
For further knowledge about the conformable fractional derivative, the reader is
referred to [1] and [5], [17].
Let us consider the following boundary value problem Lα(q(x), h,H)
ℓy := −DαxDαx y + q(x)y = λy, 0 < x < π(1)
U(y) := Dαxy(0)− hy(0) = 0(2)
V (y) := Dαx y(π) +Hy(π) = 0(3)
where Dαx is the conformable fractional (CF) derivative of order α, 0 < α ≤ 1,
q(t) is real valued continuous function on [0, π], h,H ∈ R and λ is the spectral
parameter.
Let the functions ϕ(x, λ) and ψ(x, λ) be the solutions of (1) under the initial
conditions
(4) ϕ(0, λ) = 1, Dαxϕ(0, λ) = h and ψ(π, λ) = 1, D
α
xψ(π, λ) = −H
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respectively. These solutions are entire according to λ for each fixed x in [0, π] and
they satisfy the following asymptotic formulas [28]:
ϕ(x, λ) = cos(
√
λ
α
xα) +O
(
1√
λ
exp(
|τ |
α
xα)
)
(5)
Dαxϕ(x, λ) = −
√
λ sin(
√
λ
α
xα) +O
(
exp(
|τ |
α
xα)
)
(6)
ψ(x, λ) = cos(
√
λ
α
(πα − xα)) +O
(
1√
λ
exp(
|τ |
α
(πα − xα))
)
(7)
Dαxψ(x, λ) =
√
λ sin(
√
λ
α
(πα − xα)) +O
(
exp(
|τ |
α
(πα − xα))
)
(8)
where τ := Im
√
λ. The function
Wα[ψ(x, λ), ϕ(x, λ)] = ψ(x, λ)D
α
xϕ(x, λ)− ϕ(x, λ)Dαxψ(x, λ)
is called as the fractional Wronskian of ψ and ϕ. It is proven in [28] thatWα does not
depend on x and it can be written asWα[ψ(x, λ), ϕ(x, λ)] = ∆(λ) = V (ϕ) = −U(ψ).
Put Gδ :=
{√
λ :
∣∣∣√λ− αpiα−1 k∣∣∣ ≥ δ, k = 0, 1, 2, . . .} , where δ is a sufficiently small
positive number. The function ∆(λ) satisfies the inequality
(9) |∆(λ)| ≥ Cδ
∣∣∣√λ∣∣∣ exp( |τ |
α
πα),
√
λ ∈ Gδ,
∣∣∣√λ∣∣∣ ≥ ρ∗,
for sufficiently large ρ∗ = ρ∗(δ).
Let {λn}n≥0 be the eigenvalues sets of Lα(q(x), h,H). The numbers λn are real,
simple and satisfy the following asymptotic estimate:
(10)
√
λn =
( α
πα−1
)
n+
ωα
nπ
+
καn
n
, καn ∈ l2α
where ωα = h+H +
1
2
pi∫
0
q(t)dαt [28].
3. Uniqueness Theorems
Together with Lα, we consider a boundary value problem L˜α = L(q˜(x), h˜, H˜) of
the same form but with different coefficients. We assume that if a certain symbol
s denotes an object related to Lα , then s˜ will denote an analogous object related
to L˜α.
3.1. According to the Weyl function. Let S(x, λ) be a solution of (1) that satis-
fies the conditions S(0, λ) = 1, DαxS(0, λ) = 1. It is clear thatWα[ϕ(x, λ), S(x, λ)] =
1 and the function ψ(x, λ) can be represented by
(11)
ψ(x, λ)
∆(λ)
= S(x, λ)−M(λ)ϕ(x, λ)
where M(λ) =
−ψ(0, λ)
∆(λ)
is called as Weyl function.
Theorem 1. If M(λ) = M˜(λ) then q(x) = q˜(x), a.e. in [0, π], h = h˜ and H = H˜.
Proof. Let us consider the functions P1(x, λ) and P2(x, λ) which are defined by the
following formulas
P1(x, λ) = ϕ(x, λ)D
α
x φ˜(x, λ)− φ(x, λ)Dαx ϕ˜(x, λ),(12)
P2(x, λ) = φ(x, λ)ϕ˜(x, λ)− ϕ(x, λ)φ˜(x, λ),(13)
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where φ(x, λ) = ψ(x,λ)∆(λ) . It is easy to see that the functions P1(x, λ) and P2(x, λ) are
meromorphic with respect to λ.Moreover,M(λ) = M˜(λ) and (11) yield that P1 and
P2 are entire in λ. It follows from asymptotic formulas (5)-(9) that P1(x, λ) = O(1)
and P2(x, λ) = O
(
1√
λ
)
. Therefore, we obtain P1(x, λ) = A(x) and P2(x, λ) = 0
by well-known Liouville’s theorem. From (12) and (13) we get
ϕ(x, λ) = A(x)ϕ˜(x, λ) and φ(x, λ) = A(x)φ˜(x, λ).
On the other hand, since
Wα[ϕ(x, λ), φ(x, λ)] =
Wα[ϕ(x, λ), ψ(x, λ)]
∆(λ)
= 1
and similarly Wα[ϕ˜(x, λ), φ˜(x, λ)] = 1, then A
2(x) = 1 for all x ∈ [0, π] . Taking
into account the asymptotic expressions of ϕ(x, λ) and ϕ˜(x, λ), we get A(x) ≡ 1.
Hence ϕ(x, λ) = ϕ˜(x, λ), φ(x, λ) = φ˜(x, λ) and so q(x) = q˜(x), a.e. in [0, π], h = h˜
and H = H˜. 
3.2. According to two given spectra or a spectrum and norming cons-
tants. We consider the boundary value problem Lα,1 with the condition y(0, λ) = 0
instead of (2) in Lα. Let {ξn}n≥0 be the eigenvalues of the problem Lα,1. It is
obvious that ξn are zeros of ∆1(ξ) := ψ(0, ξ).
Theorem 2. If {λn, ξn}n≥0 =
{
λ˜n, ξ˜n
}
n≥0
then q(x) = q˜(x), a.e. in [0, π], h = h˜
and H = H˜.
Proof. According to the Theorem 3.11 in [28], the function ∆(λ) can be represented
as follows
(14) ∆(λ) =
π3α−2
α3
(λ0 − λ)
∞∏
n=0
(
λn − λ
n2
)
.
Therefore, ∆(λ) ≡ ∆˜(λ) (similarly ∆1(ξ) ≡ ∆˜1(ξ)), when λn = λ˜n (ξn = ξ˜n) for all
n. Consequently, M(λ) ≡ M˜(λ) and so the proof is completed by Theorem 1. 
Lemma 3 ([28], Lemma 3.5). Denote αn = ‖ϕ(x, λn)‖22,α =
pi∫
0
ϕ2(x, λn)dαx. Then,
we have βnαn = −∆′(λn), where βn = ϕ(π, λn) =
1
ψ(0, λn)
.
The numbers αn in Lemma 1 are called norming constants.
Theorem 3. If {λn, αn}n≥0 =
{
λ˜n, α˜n
}
n≥0
then q(x) = q˜(x), a.e. in [0, π], h = h˜
and H = H˜.
Proof. Since λn = λ˜n, ∆(λ) ≡ ∆˜(λ). Therefore, it is obtained by using Lemma 3
that βn = β˜n and so ψ(0, λn) = ψ˜(0, λn). Hence the function
G(λ) :=
ψ(0, λ)− ψ˜(0, λ)
∆(λ)
is entire on λ. Moreover, one can obtained from (7) and (9) that G(λ) = O(
1
λ
) for
|λ| → ∞. Thus G(λ) ≡ 0 and ψ(0, λ) ≡ ψ˜(0, λ). Finally, we get M(λ) = M˜(λ) and
so obtain our desired result by Theorem 1. 
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3.3. According to the mixed data. The next theorem is a generalized version
of well-known Hochstadt and Lieberman theorem in the classical Sturm-Liouville
theory.
Theorem 4. If {λn}n≥0 =
{
λ˜n
}
n≥0
, H = H˜ and q(x) = q˜(x) on (π/2, π) then
q(x) = q˜(x), a.e. in [0, π] and h = h˜.
Proof. It is clear that the following equality holds
(15) Dαx [ϕ˜(x, λ)D
α
xϕ(x, λ)− ϕ(x, λ)Dαx ϕ˜(x, λ)] = [q(x)− q˜(x)]ϕ(x, λ)ϕ˜(x, λ)
By integrating (in the conformable fractional integral) both sides of this equality
on [0, π] , we obtain
[ϕ˜(x, λ)Dαxϕ(x, λ)− ϕ(x, λ)Dαx ϕ˜(x, λ)]pi0 =
pi∫
0
[q(t)− q˜(t)]ϕ(t, λ)ϕ˜(t, λ)dαt.
Since q(x) = q˜(x) on (π/2, π) and from (4), it is obvious that
ϕ˜(π, λ)Dαxϕ(π, λ)− ϕ(π, λ)Dαx ϕ˜(π, λ) = h− h˜+
pi/2∫
0
[q(t)− q˜(t)]ϕ(t, λ)ϕ˜(t, λ)dαt
Let
H(λ) := h− h˜+
pi/2∫
0
[q(t)− q˜(t)]ϕ(t, λ)ϕ˜(t, λ)dαt
Since ϕ˜(π, λn)D
α
xϕ(π, λn) − ϕ(π, λn)Dαx ϕ˜(π, λn) = 0, H(λn) = 0 for all n and so
χ(λ) :=
H(λ)
∆(λ)
is entire on λ. On the other hand, from the asymptotic expressions
of ϕ(x, λ) and ϕ˜(x, λ), it can be calculated that |χ(λ)| ≤ C|√λ| for sufficiently large
|λ|. By Liouville’s Theorem, we get χ(λ) = 0 for all λ. Hence H(λ) ≡ 0.
By integrating again both sides of the equality (15) on (0, π/2), we get
(16) ϕ˜(π/2, λ)Dαxϕ(π/2, λ) = ϕ(π/2, λ)D
α
x ϕ˜(π/2, λ)
Put ψ(x, λ) := ϕ(((π/2)
α − xα)1/α , λ). From Lemma 2, it is clear that ψ(x, λ) is
the solution of the following initial value problem
−DαxDαx y + q(((π/2)α − xα)1/α)y = λy, x ∈ (0, π/2)
y(π/2, λ) = 1, Dαx y(π/2, λ) = −h
It follows from (16) that
(17) ψ˜(0, λ)Dαxψ(0, λ) = ψ(0, λ)D
α
x ψ˜(0, λ).
Taking into account Theorem 1, it is concluded that q(x) = q˜(x) on [0, π/2] and
h = h˜. This completes the proof. 
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