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ABSTRACT
We propose to study the infrared behaviour of polymerised (or tethered) random man-
ifolds of dimension D interacting via an exclusion condition with a fixed impurity in d-
dimensional Euclidean space in which the manifold is embedded. In this paper we take
D = 1, but modify the underlying free Gaussian covariance (thereby changing the canonical
scaling dimension of the Gaussian random field) so as to simulate a polymerised manifold
with fractional dimension D : 1 < D < 2. We prove rigorously, via methods of Wilson’s
renormalization group, the convergence to a non Gaussian fixed point for ε > 0, sufficiently
small. Here, ε = 1 − β d
2
, where −β/2 is the canonical scaling dimension of the Gaussian
embedding field. Although ε is small, our analysis is non-perturbative in ε. A similar
model was studied earlier [CM] in the hierarchical approximation.
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“God is in the details”: F. Dyson, Disturbing the Universe
§0: Introduction
Consider the Euclidean action
S(φ) =
1
2
∫
dDx(φ(x),−∆φ(x)) + g
∫
dDxδ(d)(φ(x)) (0.1)0.1
where φ has values in Rd, ( , ) is scalar product in Rd, and the corresponding formal
partition function:
Z =
∫
dµC(φ)e
−g
∫
dDxδ(d)(φ(x)) (0.2)
0.2
µC is a Gaussian measure with covariance C = (−∆)−1.
φ can be considered as the embedding function of a D dimensional tethered or polymerised
manifold (for tethered manifolds see [NPW]) in d-dimensional Euclidean space, and for
g > 0, we have a repulsive interaction with a fixed impurity in the embedding space. It is
easy to see that the coupling constant g has canonical (engineering) dimension
[g] = ε = D − (2−D)d
2
(0.3)
0.3
φ has canonical scaling dimension: [φ] = −(2−D)/2 and the upper critical dimension of
the embedding space is
dc =
2D
2−D (0.4)0.4
Such a model was studied in [DDG1,2] (the model was first considered in [D2]). It was
shown in [DDG1,2] for 1 < D < 2 and ε > 0 sufficiently small, that there exists an ε-
expansion in renormalised perturbation series, and that the infrared behaviour is governed
by a non-Gaussian fixed point. The model with an ultraviolet cutoff was reconsidered
in [CM] in the hierarchical approximation to Wilson’s Renormalization group (henceforth
called RG). It was shown, under the same conditions, that the iteration of the hierar-
chical RG transformations converge to a non-Gaussian fixed point independent of the
ε-expansion.
In the present paper we consider a version of the above model and study the iterations of
the exact RG with an ultraviolet cutoff in a finite but large volume eventually tending to
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infinity. The precise definition of the model and the RG iterations will be found in section
1.1. We shall simulate a fractional dimension D, 1 < D < 2, by choosing D = 1 and
modifying the covariance C to be
C = (−∆)(δ−1)F (−∆) (0.5)
0.5
with 0 < δ < 1/2. Here F is an ultraviolet cutoff function which is positive, and in the
momentum space F (p2) is of fast decrease.
The covariance C is so chosen (see section 1.1) that C(x − y) is smooth and of compact
support. In finite volume, the zero momentum mode p = 0 is automatically taken care
of (for details see later). The delta function interaction is replaced (see [CM]) by its
regularised version in finite volume:
V (φ) =
∫
Λ
dx v(φ(x)) (0.6)
0.6
with
v(φ(x)) =
(
λ
2π
) d
2
e−
λ
2 |φ(x)|
2
(0.7)
0.7
where | · | is the norm in Rd.
It is easy to see that the canonical scaling dimension of the field is
[φ] = −β/2 (0.8)
0.7.1
where
β = 1− 2δ > 0 (0.9)
0.8
since 0 < δ < 1/2 by choice.
The coupling constant g has dimension
[g] = ε = 1− β d
2
(0.10)
0.9
The upper critical dimension is
dc =
2
β
Note that the canonical scaling of the field is such that it simulates a Gaussian random
field with covariance (−∆)−1 in dimension D = 1 + 2δ. We have 1 < D < 2, and for δ
close to 1/2, D is close to 2. The idea of simulating fractional dimensions by changing the
covariance is not new. Even in a rigorous framework, it figures for example in [GK] and
in the recent paper of [BDH3].
14/marzo/2018 [5] 0:2
We shall hold β > 0 and very small and d very large so that ε > 0 is sufficiently small.
Clearly in this configuration the critical embedding dimension dc is very large and d close
to dc from below. Our main result is that the exact RG iteractions converge to a non-
Gaussian fixed point close to the unstable Gaussian fixed point. The precise statement is
to be found in Theorem 7.5 of section 7. We will sketch here the various steps of the proof.
We show that the second order flow of the RG is under control, and it gives an approximate
non trivial fixed point. We then prove that the remainder is also under control and that it
gives a negligible correction to the second order RG flow. Next we prove that there exists
an invariant small neighborhood of the approximate fixed point. The renormalisation
group transformations are contractive in this domain and this permits us to prove that
there exists a true attractive non-trivial fixed point of the exact RG.
Here negligible is something rigorous, i.e. we bound at every scale the remainder to second
order perturbation theory, and we show that a suitable function of the coupling constant
and the fields (i.e. the polymer activity, defined later) evolves under the action of RG
in an analytic way, and it gives a relevant contribution to the flow of the coupling which
is under control in the same sense. The partition function density with respect to the
gaussian measure is competely parametrised by the couple (coupling constant, Polymer
activity) and this couple converges to a non-trivial fixed point.
Note that a direct control of the perturbative series is difficult due to the fact that some
non trivial cancellations occur, and expanding naively in series of g such cancellations are
difficult to exploit.
The formulation of RG iterations in terms of a polymer gas representation, as well as the
method of analysis employed in this paper, have been much influenced by the original
paper of Brydges-Yau [BY], the Lausanne lectures of Brydges [B, Laus.], together with
developments due to Brydges, Dimock and Hurd [BDH1,2,3]. This technique has the
advantage, with respect to the naive perturbative expansion, that the polymer activities
as functions of the coupling are not expanded in series when the expansion is unnecessary.
In this paper, however, there are definite simplifications and differences with respect to
[BY], [BDH1,2,3]. The simplifications stem from the use of “compact covariances”, an
idea suggested to us by David Brydges. This enables us to dispense with cluster or Mayer
expansions. All polymer activities appearing in this paper are based on connected poly-
mers. We can dispense with analyticity norms. As to the differences, they stem from the
special form of the interaction. As a consequence we have that the growth of polymer
activities is measured by a norm which employs a large fields regulator quite specific to
this problem. Relevant terms are also extracted in a special way appropriate to this model.
These matters are explained in detail in the subsequent sections.
Some further remarks are in order. The reader may wonder why we interpolated in the
covariance starting with D=1 instead of D=2. The reason is technical and stems from
the scaling properties of the fields which for D=1 permits us to exploit with advantage
the simple large field regulator that we have devised for the construction of norms in
which convergence is proved. For the case D=2 the large field behaviour is not yet under
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control. This problem deserves more attention. Needless to say, this problem is not seen
in perturbation theory.
Finally, we note that much progress has been made in the study of self-avoiding polymerised
manifolds via perturbative ǫ expansions, see [DDG3,4], [DW1,2,3,4] and for earlier work
[NPW], [KN], [D1], [DHK], [H].
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§1: The model, polymer gas representation and RG tranformations.
1.1. The model
Let ΛN be the closed interval [−LN+12 , L
N+1
2 ] of length L
N+1. The model is described by
the partition function
Z0(ΛN ) =
∫
dµCN z0(ΛN , φ) (1.1)11.1
where
z0(ΛN , φ) = e
−V0(ΛN ,φ) (1.2)
11.1.1
V0(ΛN , φ) = g0V∗(ΛN , φ) = g0
∫
ΛN
dx v∗(φ(x)) = g0
∫
ΛN
dx
(
λ∗
2π
) d
2
e−
λ∗
2 |φ(x)|
2
(1.3)11.3
where each φ ∈ Rd and λ∗ > 0 will be fixed later (see below).
µCN is a gaussian measure with mean 0 and covariance CN . The components φj , 1 ≤ j ≤
d, are independent gaussian random variables, and each component has covariance CN .
dµCN (φ) = ⊗dj=1dµCN (φj).
We now describe the covariance CN .
Let g(x) be a C∞ function of compact support:
g(x) = 0 ∀ |x| ≥ 1
2
(1.4)
11.8.11
Choose for definiteness
g(x) =
{
e
− 1
1−4x2 for |x| ≤ 1/2
0 elsewhere
(1.5)
11.8.2
Define
u(x) = (g ∗ g)(x) (1.6)
11.8.1
Then u(x) is C∞ and of compact support:
u(x) = 0 ∀ |x| ≥ 1 (1.7)
11.8.00
Define
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ΓL(x) =
∫ L
1
dl
l
lβu
(x
l
)
(1.8)
11.8
Note that ΓL(x) is C
∞ and of compact support:
ΓL(x) = 0 ∀ |x| ≥ L (1.9)11.7.3
Finally we define the covariance CN by a truncated multiscale decomposition:
CN (x) =
N∑
j=0
LjβΓL(x/L
j) (1.10)
11.7
with β = 1− 2δ > 0 as in the introduction.
From(1.10) CN is C
∞ and of compact support:
CN (x) = 0 ∀|x| ≥ LN+1 (1.11)11.7.3.1
From (1.8) we have
ΓL(x) =
∫
dp
2π
eipx
∫ L
1
dl lβ uˆ(lp) (1.12)
11.8.4
uˆ is of fast decrease, since u is C∞ with compact support. Moreover, since u = g ∗ g, uˆ =
|gˆ2|, so that ΓˆL(p) ≥ 0. It follows that ΓL(x) defines a positive definite function:
n∑
i,j=1
ΓL(xi − xj)aia¯j ≥ 0 ∀n, x1, . . . , xn ∈ R, a1, . . . , an ∈ C (1.13)11.7.2
From the definition of CN in (1.10), using (1.13) we have
n∑
i,j=1
CN (xi − xj)aia¯j ≥ 0 ∀n, x1, . . . , xn ∈ R, a1, . . . , an ∈ C (1.14)11.7.1
Thus CN (x) also defines a positive definite function. The positive definiteness of CN (x)
together with its smoothness implies that there exists a gaussian measure of mean zero and
covariance CN which we call µCN , realized on a Sobolev space Hs(ΛN ), with s > 1/2 + σ
for any positive integer σ. The Sobolev embedding theorem implies that the sample fields
φ are σ-times differentiable. For our purposes it is enough to fix σ = 2.
There exists another formula for CN , derived from its definition, which is useful because
it makes contact with the cutoff function FN : from (1.8) it follows that
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LjβΓL(x/L
j) =
∫ Lj+1
Lj
dl
l
lβu
(x
l
)
(1.15)
11.8.22
Introducing this in (1.10) we get
CN (x) =
∫ LN+1
1
dl
l
lβu
(x
l
)
(1.16)
11.8.33
which we can rewrite as
CN (x) =
∫
dp
2π
eipx
FN (p
2)
p2(1−δ)
(1.17)
11.8.44
where the UV cutoff function in finite volume FN has now the following form
FN (p
2) =
∫ |p|LN+1
|p|
dl lβ uˆ(l) = p2(1−δ)
∫ LN+1
1
dl lβuˆ(l|p|) (1.18)
11.8.3
By our choice of g , gˆ is an even function, and hence so is uˆ = |gˆ|2 . This justifies the
replacement of p by p2 in the above formula
FN (p
2) is of fast decrease because uˆ is of fast decrease. We also see that in our finite
volume covariance the zero mode at p = 0 is automatically regularized
To complete the definition of the model we specify the constant λ∗ as
λ∗ =
β
u(0)
(1.19)
11.8.66
Note that
γ = ΓL(0) =
u(0)
β
(Lβ − 1) (1.20)
11.8.67
we have
λ∗ =
Lβ − 1
γ
(1.21)
11.8.77
Remark: if we had started with an arbitrary λ in the interaction (1.3), and we had per-
formed a Renormalization Group transformation (defined below), then we would have
obtained in the absence of quantum corrections:
λ′ =
Lβλ
1 + γλ
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Since β > 0, λ∗ is an attractive fixed point. Choosing λ = λ∗ from the beginning is an
updating of the Renormalization Group trajectory which simplifies the subsequent analysis.
From now on, a bound of the form O(1) will mean a bound independent of L.
We have the following bound on the derivatives of ΓL(x):
LEMMA 1.1.1
For 0 ≤ β ≤ 1/4 and all k ≥ 1 we have
sup
x
|∂kΓL(x)| ≤ O(1) (1.22)11.A
∫
R
dx |∂kΓL(x)|2 ≤ O(1) (1.23)11.B
Proof
The proof of (1.22) follows directly from (1.8) and from the fact that
sup
x
|∂ku(x)| ≤ O(1)
One has, taking k derivatives
sup
x
|∂kΓL(x)| ≤ O(1)1− L
β−k
k − β ≤ O(1)
To prove (1.23) we have
∫
R
dx |∂kΓL(x)|2 = 2
∫ L
1
dl1
l1
lβ−k1
∫ l1
1
dl2
l2
lβ−k2
∫ l2
−l2
dx (∂ku)(x/l1)(∂
ku)(x/l2)
Using (1.22) the last integral can be bounded by O(1)l2. Therefore we have
∫
R
dx |∂kΓL(x)|2 ≤ O(1)
∫ L
1
dl1
l1
lβ−k1
∫ l1
1
dl2
l2
lβ−k2 l2
and it is easy to see by direct computation that the integrals are bounded again by O(1).
Q.E.D.
From now on we drop for simplicity the suffix L from Γ.
It is also natural to define the rescaled propagator
RΓ(y) = L−βΓ(yL) (1.24)
11.8.88
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We will also use sometimes the following notation
Γ¯(y) = λ∗L
−βΓ(yL) = λ∗RΓ(y) (1.25)11.8.89
Note that
Γ¯(0) = 1− L−β (1.26)
11.8.99
1.2. Renormalization Group transformation
It is easy to see from (1.10) that
CN (x) = Γ(x) + L
βCN−1(x/L) (1.27)11.9
Define the rescaled field Rφ(x)
Rφ(x) = Lβ/2φ(x/L) (1.28)
11.9.1
From (1.27) and (1.28) we see that we can write
∫
dµCN (φ)z0(ΛN , φ) =
∫
dµCN−1(φ)z1(ΛN−1, φ) (1.29)11.1.01
where
z1(ΛN−1, φ) =
∫
dµΓ(ζ)z0(ΛN , ζ +Rφ) (1.30)11.1.02
This constitutes our Renormalization Group (RG) transformation, which can be iterated.
After n steps (0 ≤ n ≤ N) we get
∫
dµCN (φ)z0(ΛN , φ) =
∫
dµCN−n(φ)zn(ΛN−n, φ) (1.31)11.1.03
where
zn(ΛN−n, φ) =
∫
dµΓL(ζ)zn−1(ΛN−n+1, ζ +Rφ) (1.32)11.1.04
After N steps we get zn(Λ0, φ) and measure µC0(φ). Note that Λ0 is the closed interval
[−L/2, L/2] and C0 = Γ. Then we want to pass to the N → ∞ limit. We would like
to study the convergence of the iteration (1.32). This is awkward because the volume is
changing with the iterations (see (1.31)). We can take N , n, N − n very large. Then the
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RG iterations can be viewed as those of a fixed map. The precise sense of the convergence
of these iterations will be explained later.
1.3. The master formula for fluctuation integrals.
By a simple gaussian integration it is easy to see that, choosing suitably the constants β
and d, the direction defined by the initial interaction (1.3) is relevant under the action of
RG: with our definition of λ∗ we have that∫
dµΓ(ζ)v∗(ζ(x) +Rφ(x)) = L−αv∗(L−β/2Rφ(x))
with α = βd/2 chosen in such a way that α < 1. Changing variables x′ = x/L we get
L−α
∫
dx v∗(L
−β/2Rφ(x)) = Lε
∫
dx v∗(φ(x))
with ε = 1− α > 0.
We will see later that this direction is actually the only relevant one. In order to prove
this it is often useful to define a modified fluctuation integration such that the result of
this integration is already multiplied by a factor L−αv∗(L
−β/2Rφ(x)). This is given by
the following equality
LEMMA 1.3.1 (Master formula)
∫
dµΓ(ζ)v∗(ζ(x) +Rφ(x))F (ζ +Rφ) =
= L−αv∗(L
−β/2Rφ(x))
∫
dµΣx(ζ)F (ζ + L
−βT xRφ) (1.33)
11.13
where
Σx(y − z) = Γ(y − z) − λ∗Γ(x− z)Γ(x− y) (1.34)11.14
T xRφ(y) = LβRφ(y)− λ∗Γ(y − x)Rφ(x)
Note that by trivial algebraic manipulation, and by Lβ − 1 = λ∗Γ(0) we obtain
L−βT xRφ(y) = [Rφ(y)−Rφ(x)] + L−β(1 + λ∗(Γ(0)− Γ(x− y)))Rφ(x) (1.35)11.15
L−βT xRφ(x) = L−βRφ(x) (1.36)
11.16
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The proof of Lemma 1.3 is obtained simply by gaussian integration.
1.4. Polymer expansion, [BY].
The polymerised version of the partition function (1.1) is obtained by expressing the volume
Λ as a union of closed blocks ∆ of size 1; since Λ is one-dimensional, the blocks are actually
closed unit intervals.
We define first of all a polymer X as a union of blocks ∆. A cell may be the interior of a
block, i.e. an open block, or a point of its boundary.
Then we define a commutative product, denoted ◦, on functions of sets containing polymers
and cells, in the following way
(F1 ◦ F2)(X) =
∑
Y,Z:Y ◦∪Z=X
F1(Y )F2(Z) (1.37)1.16.1
where X = Y ◦∪Z iff X = Y ∪ Z and Y ∩ Z = ∅. The ◦ identity I is defined by
I =
{
1 if X = ∅
0 otherwise
(1.38)1.16.2
The Exponential is defined by
Exp(K) = I +K +K ◦K/2! + ... (1.39)
1.16.3
This is the usual series for an exponential except that the product has been replaced
by the ◦ product. The Exponential with the ◦ product satisfies the usual properties of an
exponential.
Moreover we define a space filling function as
=
{
1 if X is a cell
0 otherwise
(1.40)
1.16.4
Finally we denote, for X polymer or cell
V0(X, φ) = g0
∫
X
dDxv∗(φ(x)) (1.41)11.17
With these notations it is clear that, since
Exp( )(X) = 1 (1.42)
11.17.1
one has
Z0(ΛN ) =
∫
dµCN e
−V0(φ,ΛN )Exp( )(ΛN ) (1.43)11.18
In what follows it will be understood that in an expression of the form
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e−V (Λ)Exp( +K)(Λ) (1.44)
11.19
or
Exp( + Kˆ)(Λ) (1.45)
11.20
the functions K, Kˆ, called activities, are supported only on polymers and vanish on cells.
In particular an expression like (1.45) is often called polymer gas, because it can be written
in the form
Exp( + Kˆ)(Λ) =
∞∑
N=0
(1/N !)
∑
X1,...,XN
Kˆ(X1)...Kˆ(XN ) (1.46)11.20.1
where X1, ..., XN are all disjoint polymers in Λ. Since these are closed, they are separated
by a distance of at least one.
We will consider often activities defined on connected polymers. For such activities the
decomposition (1.46) is on connected subsets of X . Such activities will be called connected
activities.
The polymer expansion given above is borrowed from [BY].
Let us conclude this subsection stating two useful lemmas about manipulations on Exp.
The (easy) proofs can be found in [BY] and [B,Laus.].
LEMMA 1.4.1
For any pair of polymer activities A,B
Exp( + A)Exp( +B) = Exp( +A+B + A ∨B) (1.47)11.20.2
where the polymer activity (A ∨B) is defined by
(A ∨B)(X) =
∑
{Xi},{Yj}→X
∏
i
A(Xi)
∏
j
B(Yj) (1.48)11.20.3
with {Xi}, {Yj} → X meaning that the sum is over the families of polymers {Xi}, {Yj}
such that (∪iXi) ∪ (∪jYj) = X , the X ’s are disjoint, the Y ’s are disjoint, but the two
families are overlap connected.
LEMMA 1.4.2
Let us define, for a polymer activity A, the quantity
A+(X) =
∑
N≥1
1
N !
∑
X1...XN→X
N∏
j=1
A(Xj) (1.49)11.20.5
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where X1...XN → X means that X1...XN are distinct, overlap connected and such that
∪iXi = X .
Then we have
∏
X⊂Z
eA(X) = Exp( + (eA − 1)+)(Z) (1.50)
11.20.6
1.5. RG strategy.
A single RG step has for us four parts. We describe them briefly here and we will fill in
the details in later sections [3-5]. We begin with an expression of the form
e−V (φ,Λ)Exp( +K)(φ,Λ) (1.51)
11.21
Here V is of the form (1.41), with g0 replaced by g. Althought K is absent initially, it is
necessarily generated in RG operations.
The structure of the activity K, together with bounds, will be exhibited in later sections.
Suffice to say at this stage that K consists of an exact second order perturbation theory
contribution plus a remainder.
Before we proceed further, let us rewrite (1.51) in the form
e−V (φ,Λ)Exp( +K)(φ,Λ) = Exp( + Kˆ)(φ,Λ) (1.52)
11.22
Kˆ is a functional of K and V , given by a standard formula, given later (see section 3).
Step 1: Reblocking
We reblock (1.52) using the reblocking operator B. The reblocking operator was introduced
in [BY]. So far Λ has been paved with closed 1-blocks. Introduce a compatible paving of
Λ on the next scale by closed L-blocks. Each closed L-block is a union of closed 1-blocks.
For any 1-polymer X , let X¯ be the smallest L-polymer containing X . If Z is a 1-polymer,
LZ denotes a L-polymer. Then
(BKˆ)(LZ) =
∑
N≥1
1
N !
∑
X1...XN disjoint
{X¯j} overlap connected
∪X¯j=LZ
N∏
j=1
Kˆ(Xj) (1.53)11.22.1
We then have
Exp( + Kˆ)(Λ, φ) = ExpL( L + BKˆ)(Λ, φ) (1.54)11.23
where all the operations on the r. h. s. of (1.54) are on scale L.
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We shall now let the RG act on (1.54). The RG action, as outlined before (see (1.30)), con-
sists of a convolution with respect to the measure µΓL (called the fluctuation integration)
followed by rescaling.
Step 2: Fluctuation integration
This is
(µΓ ∗ ExpL( L + BKˆ))(Λ,Rφ)
with Rφ defined by (1.28)
The expansion of ExpL( L+BKˆ) gives a sum over products of L-polymer activities, where
the L-polymers are closed and disjoint. They are thus separated from each other by a
distance greater or equal to L. The fluctuation covariance Γ is of compact support by
construction:
Γ(x− y) = 0 ∀ |x− y| ≥ L
As a consequence
(µΓ ∗ ExpL( L + BKˆ))(Λ,Rφ) = ExpL( L + µΓ ∗ BKˆ)(Λ,Rφ) (1.55)11.24
This leads to a considerable simplification in the RG analysis.
Our next step is
Step 3: Rescaling
We recall here (1.28) the definition of the rescaling operator R acting on the field φ:
Rφ(x) = Lβ/2φ(x/L)
We have already defined also (see (1.24)) the rescaled fluctuation covariance
RΓ(y) = L−βΓ(yL)
For a polymer activity K we define
RK(L−1X, φ) = K(X,Rφ) (1.56)11.24.1
Note that
(µΓ ∗K)(X,Rφ) = (µRΓ ∗ RK)(L−1X, φ) (1.57)11.24.2
as it is easy to see.
Define
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S = RB (1.58)
11.24.3
Then we have from (1.55)
ExpL( L + µΓ ∗ BKˆ)(Λ,Rφ) = Exp( + (SKˆ)♮)(L−1Λ, φ) (1.59)11.25
Here ♮ denotes the convolution operation with respect to µRΓ.
On the r.h.s. of (1.59), L−1Λ stands for Λ shrunk by L−1 and paved by closed 1-blocks.
Our final step is the extraction:
Step 4: Extraction
This consists of picking up relevant parts F from (SKˆ)♮ and exponentiating them, in such
a way that
Exp( + (SKˆ)♮)(L−1Λ, φ) = e−V ′(L−1Λ,φ)Exp( +K ′)(L−1Λ, φ) (1.60)
11.26
We will find that
V ′(F )(X) = g′
∫
X
dx v∗(φ(x)) (1.61)11.26.1
with a new coupling constant g′.
K ′ is a functional of Kˆ and of the relevant part F :
K ′ = E(Kˆ, F ) (1.62)
11.26.2
An explicit formula for the extraction operator E is given in [B,Laus.] and we will put it
to good use. The aim of the RG analysis is to control the discrete flows obtained by a
large number of iterations (V,K)→ (V ′, K ′).
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§2. Polymer activity norms and basic Lemmas.
We want to define in this section the basic properties that we need on the activities K,
and the appropriate norms to control them.
2.1. Decay in X: the large set regulator Γ.
Let K(X) be a connected polymer activity (with possible φ dependence suppressed). The
decay of K in the “size” of X is controlled by a norm of the following type:
‖K‖Γn = sup
∆
∑
X⊃∆
X connected
|K(X)|Γn(X) (2.1)22.1
Where the large set regulators are defined by
Γn(X) = 2
n|X|Γ(X) (2.2)22.2
Γ(X) = L(D+2)|X| (2.3)
22.3
and |X | denotes the number of blocks in X . Because our fluctuation covariance is com-
pactly supported it is sufficient to define the norm of the K only for connected X . This
simplifies the definition of Γ with respect to [BY].
We define a small set as follows: a connected polymer X is a small set if |X | ≤ 2D.
Recall that the L-closure X¯ of a polymer X is defined to be the smallest union of L-blocks
containing X
The main result about Γ that we need in the next sections is the following statement
LEMMA 2.1.1
For each p = 0, 1, 2, ... there is an O(1) constant cp such that for L sufficiently large and
for any polymer X
Γp(L
−1X¯) ≤ cpΓ(X) (2.4)22.4
For any large set X a stronger bound is valid
Γp(L
−1X¯) ≤ cpL−D−1Γ(X) (2.5)22.5
Proof
For X small set one has (using D = 1) |X | ≤ 2, |L−1X¯| ≤ |X |. This proves the (2.4) with
cp = 2
2p
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For large sets we note that, for L ≥ 3, |X | ≥ 3, |L−1X¯| ≤ 2
3
|X |. These relations imply:
Γp(L
−1X¯) = 2p|L
−1X¯|L(D+2)|L
−1X¯| ≤ 2p 23 |X|L 23 (D+2)|X| ≤ 2p 23 |X|L− 13 (D+2)|X|Γ(X) ≤
≤ 2p 23 |X|L− 13 |X|L− 13 (D+1)|X|Γ(X) ≤ 2p 23 |X|L− 13 |X|L−D−1Γ(X) Q.E.D.
2.2. Smoothness in the fields.
Functionals of φ are defined on the Banach space Cr(Λ) of r times continuously differen-
tiable fields with the norm
‖f‖Cr =
r∑
l=0
sup
x
|∂lf(x)| (2.6)
22.6
A derivative of a functional with respect to φ in the direction f is a linear functional
f → DK(X, φ; f) on this Banach space defined by
∂
∂s
K(X, φ+ sf)
∣∣∣∣
s=0
= DK(X, φ; f)
The size of a functional derivative is naturally measured by the norm
‖DK(X, φ)‖ = sup[|DK(X, φ; f)| : f ∈ Cr(X), ‖f‖Cr(X) ≤ 1]
and ‖K(X, φ)‖ = |K(X, φ)|.
In the proof of the main theorem we will need to introduce the norm
‖K(X)‖1 = ‖K(X, φ)‖+ ‖DK(X, φ)‖ (2.7)22.7
We have the obvious property:
LEMMA 2.2.1
For any polymers X1, X2 and for any activities K1, K2
‖K1(X1)K2(X2)‖1 ≤ ‖K1(X1)‖1‖K2(X2)‖1 (2.8)22.8
2.3. Growth in the fields: the large fields regulator G.
The growth of K(X, φ) as a function of φ and derivatives of φ is controlled by a large fields
regulator G(X, φ).
The natural norm defined by G has the form
‖K(X)‖G = sup
φ∈Cr
‖K(X, φ)‖G−1(X, φ) (2.9)
22.9
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The functional G(X, φ) is chosen so as to satisfy the following inequality
G(X ∪ Y, φ) ≥ G(X, φ)G(Y, φ) if X ∩ Y = ∅ (2.10)
22.10
The form of our interaction suggests the use of the following regulator
Gρ,k(X, φ) =
1
|X |
∫
X
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
eκ‖φ‖
2
X,1,σ (2.11)
22.11
with 0 < ρ < 1, k > 0 and
‖φ‖2X,1,σ =
∑
1≤α≤σ
‖∂αφ‖2X (2.12)22.12
where ‖φ‖X is the L2 norm. We take σ large enough so that this norm can be used in
Sobolev inequalities to control ∂φ pointwise.
Let us show that (2.10) is true for this choice.
LEMMA 2.3.1
Gρ,k satisfies (2.10).
Proof
It is enough to show
1
|X ∪ Y |
∫
X∪Y
dxe−(λ∗/2)(1−ρ)|φ(x)|
2 ≥
≥ 1|X |
∫
X
dxe−(λ∗/2)(1−ρ)|φ(x)|
2 1
|Y |
∫
Y
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
Define:
a =
1
|X |
∫
X
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
b =
1
|Y |
∫
Y
dye−(λ∗/2)(1−ρ)|φ(y)|
2
p =
|X ∪ Y |
|X | , q =
|X ∪ Y |
|Y |
Note that
0 ≤ a, b ≤ 1
1
p
+
1
q
= 1
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We have :
1
|X ∪ Y |
∫
X∪Y
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
=
1
p
a+
1
q
b =
=
1
p
(a
1
p )p +
1
q
(b
1
q )q
≥ a 1p b 1q ≥ ab
where to go to the last line we have used 0 ≤ a, b ≤ 1.
Q.E.D.
For the norm (2.9) to be useful, we will need further properties for the regulator G. In
particular to control the fluctuation step we will need that G is stable in the sense of the
following lemma:
LEMMA 2.3.2 (Stability of the large field regulator)
Let 0 < ρ < 1/8 ρ = O(1) and κ > 0 κ = O(1) be both sufficiently small and indepen-
dent of L. Let κ/ρ < 1 and L be sufficiently large.
Then
(µΓ ∗Gρ,κ)(X,Rφ) ≤ G♯ρ,κ(X,Rφ) (2.13)22.12.2
with
G♯ρ,κ(X,Rφ) = O(1)2|X|
L−α
|X |
∫
X
dxe−(λ∗/2)(1−ρ/L
β/2)|L−β/2Rφ(x)|2e4κ‖Rφ‖
2
X,1,σ (2.14)
22.13
The proof of this lemma, which is straightforward but rather long, is presented in Appendix
A.
It is useful to note that from the scaling property of the field φ and the definition of β in
(0.9) we have
‖Rφ‖2X,1,σ ≤ Lβ−1‖φ‖2L−1X,1,σ
and for L sufficiently large
Lβ−14 < 1
since β > 0 but very small.
Note also that
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LD−α = Lε = O(1)
for ε sufficiently small ( depending on L). Using these two facts it is easy to see that
G♯ρ,κ(X,Rφ) ≤ O(1)2|X|L−DG(L−1X, φ)
which is the original form of the regulator up to the contractive factor L−D and a vacuum
energy contribution depending on the size of X.
Finally we remark that the stability of the large fields regulator can be stated analogously
using the master formula: actually in section 5 the following form of the stability of the
regulator will be used for 0 < ρ < 1/32 and κ/ρ < 1 and L sufficiently large
∫
dµΣx¯(ζ)e
(λ∗/2)4ρ|ζ(x¯)+L
−βRφ(x¯)|2e4κ‖ζ+L
−βT x¯Rφ‖2X,1,σ ≤
≤ e(λ∗/2)(4ρ/Lβ/2)L−β|Rφ(x¯)|2e8κ‖Rφ‖2L−1X,1,σ (2.15)
1
This can be derived from (2.13), (2.14) using the master formula in the following way
∫
dµΣx¯(ζ)e
(λ∗/2)4ρ|ζ(x¯)+L
−βRφ(x¯)|2e4κ‖ζ+L
−βT x¯Rφ‖2X,1,σ = [L−αv∗(L
−β/2Rφ(x¯))]−1.
.
∫
dµΓ(ζ)v∗(ζ(x¯) +Rφ(x¯))e(λ∗/2)4ρ|ζ(x¯)+Rφ(x¯)|2e4κ‖ζ+Rφ‖2X,1,σ =
= [L−αv∗(L
−β/2Rφ(x¯))]−1v∗(0)
∫
dµΓ(ζ)e
−(λ∗/2)(1−4ρ)|ζ(x¯)+Rφ(x¯)|
2
e4κ‖ζ+Rφ‖
2
X,1,σ
(2.16)
2
The right hand side of (2.16) is controlled using (2.14):
[L−αv∗(L
−β/2Rφ(x¯))]−1v∗(0)
∫
dµΓ(ζ)e
−(λ∗/2)(1−4ρ)|ζ(x¯)+Rφ(x¯)|
2
e4κ‖ζ+Rφ‖
2
X,1,σ ≤
[L−αv∗(L
−β/2Rφ(x¯))]−1v∗(0)L−αe−(λ∗/2)(1−4ρ/Lβ/2)|L−β/2Rφ(x¯)|2e8κ‖Rφ‖2X,1,σ (2.17)3
and (2.17) implies trivially (2.15).
One particular point which we have to take account of in this work is the fact that due to
our expression of the large field regulator the usual relation (see e.g. BDH) G(X, φ) ≥ 1
is not true in our case. Therefore also the useful relation G(X, φ) ≥ G(Y, φ) if X ⊃ Y is
in general false. This implies that in many cases the reblocking step has to be evaluated
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in some detail. For the contributions due to small sets (see below, section 5) the following
lemma is often used
LEMMA 2.3.3
∑
X s. s.
X¯=LZ
G(L−1X, φ) ≤ O(1)LDG(Z, φ) (2.18)
22.100
Proof
∑
X s. s.
X¯=LZ
G(L−1X, φ) =
∑
X s. s.
X¯=LZ
1
|L−1X |
∫
L−1X
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
e
κ‖φ‖2
L−1X,1,σ (2.19)
22.101
First we observe that since X is a small set, so is Z. We have
∑
X s. s.
X¯=LZ
G(L−1X, φ) ≤ O(1)LD

 ∑
∆
∆¯=LZ
∫
L−1∆
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
+
∑
X:|X|=2,X conn.
X¯=LZ
∫
L−1X
dxe−(λ∗/2)(1−ρ)|φ(x)|
2

 eκ‖φ‖2Z,1,σ ≤
≤ O(1)LD

 ∑
∆
∆¯=LZ
∫
L−1∆
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
+
∑
∆1,∆2 conn.
∆1∪∆2=LZ
[∫
L−1∆1
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
+
∫
L−1∆2
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
] eκ‖φ‖2Z,1,σ ≤
≤ O(1)LD

 ∑
∆
∆⊂LZ
∫
L−1∆
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
+
∑
∆1
∆1⊂LZ
∑
∆2
∆1,∆2 conn.
∫
L−1∆1
dxe−(λ∗/2)(1−ρ)|φ(x)|
2

 eκ‖φ‖2Z,1,σ ≤
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≤ O(1)LD
∫
Z
dxe−(λ∗/2)(1−ρ)|φ(x)|
2
eκ‖φ‖
2
Z,1,σ ≤ O(1)LDG(Z, φ) (2.20)
22.102
In passing to the last line we have used
∑
∆2
∆1,∆2 conn.
1 ≤ 2
and the fact that |Z| ≤ 2.
Q.E.D
2.4. Norms.
Now we have all the ingredients to construct norms on K. We define the norms
‖K(X)‖G,1 = ‖K(X)‖G + ‖DK(X)‖G (2.21)22.14
‖K‖G,1,Γ = ‖‖K(X)‖G,1‖Γ (2.22)22.15
However sometimes it will be useful to define L∞ norms on certain activities in the following
way
‖K(X)‖∞,1 = ‖K(X)‖∞ + ‖DK(X)‖∞ (2.23)22.16
where
‖K(X)‖∞ = sup
φ∈Cr
|K(X, φ)| (2.24)
22.17
2.5. Basic estimates on generic integrated activities.
In this subsection we state some bounds valid for integrated activities with initial norm
small enough. These bounds will be used often in the next sections.
LEMMA 2.5.1
Let K be an activity such that ‖K‖G,1,Γ = O(εq), with q ≥ 1/10, and let us define S≥kK
by restricting the sum on N in (1.53) to N ≥ k. Then we have
S≥kK(Z, φ) =
∑
X
X¯=LZ
(RK¯k)(L−1X, φ) (2.25)22.41
with K¯k defined by
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K¯k(X, φ) =
∑
N≥k
1
N !
∑
X1,...,XN disj.
∪jXj=X
{X¯j} ov conn
N∏
j=1
K(Xj) (2.26)22.41.1
Then one has for any integer p ≥ 0 and ε ≥ 0 sufficiently small
‖ (S≥kK)♮ ‖G,1,Γp ≤ O(1)kL(β/2+kD)‖K‖kG,1,Γ (2.27)22.44
with O(1) depending on p.
Proof
The action of the fluctuation operator is controlled by the stability of the large fields
regulator:
|(µΓ ∗ K¯)(X,Rφ)| ≤ L−DO(1)2|X|G(L−1X, φ)‖K¯(X)‖G (2.28)22.45
then
| (S≥kK)♮ (Z, φ)| ≤
∑
X
X¯=LZ
L−DO(1)2|X|G(L−1X, φ)‖K¯k(X)‖G ≤
≤ L−DO(1)eκ‖φ‖2Z,1,σ |Z| 1|Z|
∫
Z
dxe−(λ∗/2)(1−ρ)|φ(x)|
2 ∑
X
X¯=LZ
2|X|
|L−1X |χL−1X(x)‖K¯k(X)‖G
(2.29)
22.46
where χL−1X(x) is the characteristic function of the set L
−1X . Using the trivial bounds
1
|L−1X |χL−1X(x) ≤ L
D, |Z| ≤ 2|Z|
we have
‖ (S≥kK)♮ (Z)‖G ≤ O(1)2|Z|
∑
X
X¯=LZ
2|X|‖K¯k(X)‖G (2.30)22.47
Performing the same bound on the functional derivative we have
‖ (S≥kK)♮ (Z)‖G,1 ≤ O(1)2|Z|Lβ/2
∑
X
X¯=LZ
2|X|‖K¯k(X)‖G,1 (2.31)22.48
and therefore
‖ (S≥kK)♮ (Z)‖G,1Γp(Z) ≤ O(1)Lβ/2
∑
X
X¯=LZ
‖K¯k(X)‖G,1Γp+2(L−1X¯) (2.32)22.49
Defining (see also [BY])
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‖K¯k‖(1)G,1,Γp+2 = sup
∆
∑
X
L−1X¯∩∆ 6=∅
‖K¯k(X)‖G,1Γp+2(L−1X¯) (2.33)22.49.1
we easily obtain from (2.32)
‖ (S≥kK)♮ ‖G,1,Γp ≤ O(1)Lβ/2‖K¯k‖(1)G,1,Γp+2 (2.34)22.50
Now we use the BY argument (Lemma 7.1 [BY]) and we obtain
‖K¯k‖(1)G,1,Γp+2 ≤
∑
N≥k
O(1)N(‖K‖(1)G,1,Γp+3)N (2.35)22.51
From (2.4) of Lemma 2.1.1
Γp+3(L
−1X¯) ≤ O(1)Γ(X) (2.36)22.51.1
and using again BY we obtain finally
‖K‖(1)G,1,Γp+3 ≤ O(1)LD‖K‖G,1,Γ (2.37)22.52
hence
‖ (S≥kK)♮ ‖G,1,Γp ≤ O(1)Lβ/2
∑
N≥k
O(1)N (LD)N (‖K‖G,1,Γ)N (2.38)22.53
Using the bound ‖K(X)‖G,1,Γ ≤ O(1)εq to control the sum over N we have the lemma
Q.E.D.
Lemma 2.5.1 obviously implies the following
COROLLARY 2.5.2
For the linearized scaling operator S1 the following bound holds
‖ (S1K)♮ ‖G,1,Γp ≤ O(1)L(β/2+D)‖K‖G,1,Γ (2.39)22.54
for any integer p ≥ 1, O(1) depends on p.
We now define the linearized scaling operator restricted to contributions from large sets
by
S(l.s.)1 K(Z, φ) =
∑
X conn. large set
X¯=LZ
(RK)(L−1X, φ) (2.40)
22.55
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We have the following result.
LEMMA 2.5.3
‖
(
S(l.s.)1 K
)♮
‖G,1,Γp ≤ O(1)L−(1−β/2)‖K‖G,1,Γ (2.41)22.56
for any integer p ≥ 0, O(1) depends on p.
Proof
Repeat the proof of lemma 2.5.1 using
Γp+3(L
−1X¯) ≤ O(1)L−D−1Γ(X) for X large set (2.42)
22.51.2
which comes from (2.5) of Lemma 2.1.1 instead of (2.36).
Q.E.D.
Let now F be a polymer activity supported on small sets, such that for every integer p ≥ 0
and for q ≥ 1/10
‖F‖G,1,Γp ≤ O(εq) (2.43)22.57
and
‖F‖∞,1,Γp ≤ O(εq) (2.44)22.58
with O(1) depending on p.
We then have for ε ≥ 0 sufficiently small
LEMMA 2.5.4
‖e−F − 1‖G,1,Γp ≤ O(1)‖F‖G,1,Γp (2.45)22.59
‖e−F − 1− F‖G,1,Γp ≤ O(1)‖F‖G,1,Γp‖F‖∞,1,Γp (2.46)22.60
Remark:
Lemma 2.5.4 remains true if the G-norm is replaced by the L∞ norm, by the same proof.
Proof
‖e−F (X) −
k∑
l=0
1
l!
(−F (X))l‖1 ≤
∑
N≥k+1
1
N !
‖F (X)‖N1 (2.47)22.61
whence:
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‖e−F (X) −
k∑
l=0
1
l!
(−F (X))l‖G,1 ≤
∑
N≥k+1
1
N !
‖F (X)‖G,1‖F (X)‖N−1∞,1 ≤
≤
∑
N≥k+1
1
N !
‖F (X)‖G,1(‖F (X)‖∞,1Γ(X))N−1 (2.48)22.62
Let ∆ ⊂ X be any block in X . Then
‖F (X)‖∞,1Γ(X) ≤
∑
Y ∩∆6=∅
‖F (Y )‖∞,1Γ(Y ) ≤ sup
∆′
∑
Y ∩∆′ 6=∅
‖F (Y )‖∞,1Γ(Y ) = ‖F‖∞,1,Γ
(2.49)
22.63
From (2.48) and (2.49) we get:
‖e−F (X) −
k∑
l=0
1
l!
(−F (X))l‖G,1 ≤
∑
N≥k+1
1
N !
‖F (X)‖G,1‖F‖N−1∞,1,Γ (2.50)22.64
or
‖e−F −
k∑
l=0
1
l!
(−F )l‖G,1,Γ ≤
≤ ‖F‖G,1,Γ‖F‖k∞,1,Γ
∑
N≥k+1
1
N !
‖F‖N−1−k∞,1,Γ (2.51)22.65
Because of the smallness of ‖F‖∞,1,Γ the series is bounded by O(1). Hence
‖e−F −
k∑
l=0
1
l!
(−F )l‖G,1Γ ≤ O(1)‖F‖G,1G‖F‖k∞,1,Γ (2.52)22.66
Setting k = 0, 1 in (2.52) we prove the lemma.
Q.E.D.
LEMMA 2.5.5
For any integers k ≥ 1 and p ≥ 0, and with O(1) dependent on p
‖(e−F − 1)+≥k‖G,1,Γp ≤ O(1)k‖F‖G,1,Γp+3‖F‖k−1∞,1,Γp+3 (2.53)22.67
‖(e−F − 1)+≥k‖∞,1,Γp ≤ O(1)k‖F‖k∞,1,Γp+1 (2.54)22.68
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Proof
(e−F − 1)+≥k(X) =
∑
N≥k
1
N !
∑
X1,..,XN :∪jXj=X
{Xj} overlap conn.
N∏
j=1
(e−F − 1)(Xj) (2.55)22.69
then
‖(e−F − 1)+≥k(X)‖1 ≤
∑
N≥k
1
N !
∑
X1,..,XN :∪jXj=X
{Xj} overlap conn.
N∏
j=1
‖(e−F − 1)(Xj)‖1 ≤
∑
N≥k
1
N !
∑
X1,..,XN :∪jXj=X
{Xj} overlap conn.
G(X1)‖(e−F − 1)(X1)‖G,1
N∏
j=2
‖(e−F − 1)(Xj)‖∞,1 (2.56)22.70
We estimate for X1 ⊂ X
G(X1) ≤
∑
Y⊂X
G(Y ) (2.57)
22.71
and then
G(Y ) =
1
|Y |
∫
Y
dxe−
λ∗
2 (1−ρ)|φ(x)|
2
eκ‖φ‖
2
Y,1,σ ≤
∫
Y
dxe−
λ∗
2 (1−ρ)|φ(x)|
2
eκ‖φ‖
2
X,1,σ ≤
≤ |X | 1|X |
∫
X
dxe−
λ∗
2 (1−ρ)|φ(x)|
2
eκ‖φ‖
2
X,1,σ (2.58)
22.71.1
so that
G(Y ) ≤ 2|X|G(X) (2.59)22.72
also
∑
Y⊂X
1 ≤ 2|X| (2.60)
22.73
Hence from (2.57)-(2.60) we get
G(X1) ≤ 22|X|G(X) ≤ G(X)
N∏
j=1
22|Xj | (2.61)22.74
Putting (2.61) in (2.56) we get
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‖(e−F − 1)+≥k(X)‖G,1 ≤
≤
∑
N≥k
1
N !
∑
X1,..,XN :∪jXj=X
{Xj} overlap conn.
22|X1|‖(e−F − 1)(X1)‖G,1
N∏
j=2
22|Xj |‖(e−F − 1)(Xj)‖∞,1 (2.62)22.75
Since the {Xj} are overlap connected
Γp(X) ≤
N∏
j=1
Γp(Xj)
and hence
‖(e−F − 1)+≥k‖G,1,Γp ≤
∑
N≥k
1
N !
sup
∆
∑
X∩∆6=∅
∑
X1,..,XN :∪jXj=X
{Xj} overlap conn.
‖(e−F − 1)(X1)‖G,1Γp+2(X1)
N∏
j=2
‖(e−F − 1)(Xj)‖∞,1Γp+2(Xj) (2.63)22.76
We now estimate the r.h.s. of (2.63) by the spanning tree argument in the proof of Lemma
5.1 of [BY]. We then get
‖(e−F − 1)+≥k‖G,1,Γp ≤
∑
N≥k
O(1)N‖(e−F − 1)‖G,1,Γp+3‖(e−F − 1)‖N−1∞,1,Γp+3 =
= O(1)k‖(e−F − 1)‖G,1,Γp+3‖(e−F − 1)‖k−1∞,1,Γp+3
∑
N≥k
O(1)N−k‖(e−F − 1)‖N−k∞,1,Γp+3 (2.64)22.77
Now use lemma 2.5.4 and the remark following it
‖(e−F − 1)+≥k‖G,1,Γp ≤ O(1)k‖F‖G,1,Γp+3‖F‖k−1∞,1,Γp+3
∑
N≥k
O(1)N−k‖F‖N−k∞,1,Γp+3 (2.65)22.77.1
By assumption (2.44) the series converges to O(1). Hence:
‖(e−F − 1)+≥k‖G,1,Γp ≤ O(1)k‖F‖G,1,Γp+3‖F‖k−1∞,1,Γp+3 (2.66)22.78
This proves (2.53). The proof of (2.54) is the same, except that we do not need the estimate
(2.61), so that on the r.h.s. of (2.54) we have the norm with Γp+1 instead of Γp+3.
Q.E.D.
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2.6. Lemmas on increments
Let K, K ′ be two polymer activities satisfing the hypothesis of lemma 2.5.1, namely
‖K‖G,1,Γ ≤ O(εq) ‖K ′‖G,1,Γ ≤ O(εq) (2.67)22.79
for some q ≥ 1
10
and ε ≥ 0 sufficiently small.
Define the increments
∆K = K −K ′ ∆(S≥kK) = S≥kK ′ − S≥kK (2.68)22.80
Then we have
LEMMA 2.6.1
For any integer p ≥ 0
‖∆(S≥kK)♮‖G,1,Γp ≤ O(1)kL(β/2+kD)ε(k−1)q‖∆K‖G,1,Γ (2.69)22.81
with O(1) depending on p.
Let now F, F ′ be two polymer activities supported on small sets, such that for every integer
p ≥ 0
‖F‖G,1,Γp ≤ O(εq) ‖F ′‖G,1,Γp ≤ O(εq) (2.70)22.82
and
‖F‖∞,1,Γp ≤ O(εq) ‖F ′‖∞,1,Γp ≤ O(εq) (2.71)22.83
for some q ≥ 110 , and ε ≥ 0 sufficiently small. Define increments as before
We then have
LEMMA 2.6.2
‖∆(e−F − 1)‖G,1,Γp ≤ O(1)‖∆F‖G,1,Γp (2.72)22.84
‖∆(e−F − 1− F )‖G,1,Γp ≤ O(1)εq‖∆F‖G,1,Γp (2.73)22.85
Remark:
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Lemma 2.6.2 remains true if the G-norm is replaced by the L∞ norm, by the same proof.
LEMMA 2.6.3
Given two activities satisfying (2.70), (2.71), for any integers k ≥ 1 and p ≥ 0, and with
O(1) dependent on p
‖∆(e−F − 1)+≥k‖G,1,Γp ≤ O(1)kε(k−1)q‖∆F‖G,1,Γp+3 (2.74)22.86
‖∆(e−F − 1)+≥k‖∞,1,Γp ≤ O(1)kε(k−1)q‖∆F‖∞,1,Γp+1 (2.75)22.87
We shall only prove lemma 2.6.1, the proofs of lemmas 2.6.2, 2.6.3 being similar
Proof of lemma 2.6.1
∆(S≥kK)♮ = (S≥k(K +∆K))♮ − (S≥kK)♮ =
=
∫ 1
0
dt
∂
∂t
(S≥k(K + t∆K))♮ =
∫ 1
0
dt
(
∂
∂t
S≥k(K + t∆K)
)♮
(2.76)22.88
From the proof of lemma 2.5.1 we have that
K −→ S≥k(K)
is an analytic map between the Banach spaces with norms ‖ · ‖G,1,Γ and ‖ · ‖G,1,Γp respec-
tively.
Define
K(t) = K + t∆K (2.77)
22.89
Then S≥k(K(t)) is analytic in t. By the Cauchy integral formula
[
∂
∂t
S≥k(K(t))
]♮
=
1
2πi
∮
γ
dz
[S≥k(K(z))]♮
(z − t)2 (2.78)22.90
where we choose the closed contour γ in C as follows
γ : z − t = Reiθ, 0 ≤ θ ≤ 2π, R = ε
q
‖∆K‖G,1,Γ (2.79)22.91
With this choice of γ, and 0 ≤ t ≤ 1, for z ∈ γ
K(z) = K +
(
t+
εq
‖∆K‖G,1,Γ e
iθ
)
∆K (2.80)
22.92
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Clearly K(z) satisfies the hypothesis of lemma 2.5.1 under the hypothesis (2.68)
‖K(z)‖G,1,Γ ≤ O(εq) (2.81)22.93
Hence from (2.78) we have the Cauchy estimate
∥∥∥∥∥
[
∂
∂t
S≥k(K(t))
]♮∥∥∥∥∥
G,1,Γp
≤ ‖∆K‖G,1,Γε−q sup
z∈γ
∥∥∥[S≥k(K(z))]♮∥∥∥
G,1,Γp
≤
≤ ‖∆K‖G,1,Γε−q sup
z∈γ
‖K(z)‖kG,1,ΓO(1)kLβ/2+kD ≤
≤ O(1)kLβ/2+kDε(k−1)q‖∆K‖G,1,Γ (2.82)22.94
where in the last two lines we used lemma 2.5.1 and (2.81) respectively.
We use the estimate (2.82) in (2.76) to finish the proof.
Q.E.D.
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§3. Estimates for a generic RG step. Remainder estimates.
In this section we present the detailed structure of the initial form of the partition functional
and the form of the activities produced by a RG step.
3.1. Some manipulation on the starting partition functional
The starting partition functional z0(Λ, φ) has the initial expression
z0(Λ, φ) = e
−V0Exp( ) (3.1)
1.1
where the initial activity V0 is
V0(X) = g0V∗(X) = g0
∫
X
dx v∗(φ(x)) = g0
∫
X
dx
(
λ∗
2π
) d
2
e−
λ∗
2 |φ(x)|
2
(3.2)
1.2
with λ∗ =
β
2u(0)
.
However it is convenient to write (3.1) in a form suitable for iteration as
e−V0Exp( +K0) (3.3)1.4
where initially K0 ≡ 0.
We want to show that the structure of (3.3) is reproduced also after the generic step of
RG. We start therefore from an expression of the form
e−V (φ)Exp( +K) (3.4)1.10
where in (3.4) the activity V is V = gV∗, with g = O(ε), and
0 < ε < L−10(D+2) (3.5)
1.5
with L sufficiently large. The bounds
‖V (∆)‖G,1 = O(ε) (3.6)1.6.1
‖V (∆)‖∞,1 = O(ε) (3.7)1.7.1
obviously hold. We assume for the connected activity K the following structure
K = I + r (3.8)1.8
where I is an activity exactly computed in second order perturbation theory, supported
only on small sets and satisfying the following bounds
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‖I‖G,1,Γ6 ≤ ε7/4 (3.9)1.9
‖(S1I)♮‖G,1,Γ ≤ L−β/4ε7/4 (3.10)1.9.1
The structure of I and the above bounds will be given in section 4 devoted to second order
perturbation theory.
r satisfies the following inductive bound
‖r‖G,1,Γ6 ≤ ε5/2+η, 0 < η ≤ 1/20 (3.11)1.10.1
As outlined above (see (1.52)) it is convenient first of all to rewrite the partition functional
e−gV∗Exp( +K) = Exp( + Kˆ) (3.12)1.13
A suitable explicit expression of the connected activity Kˆ is provided by the following
lemma.
LEMMA 3.1.1
Kˆ = P+ +K + P+ ∨K (3.13)
1.13.1
where
P (X) =
{
e−gV∗(∆) − 1 for X = ∆
0 otherwise
(3.14)
1.14
and, following (1.49)
P+(X) =
∑
N≥1
1
N !
∑
∆1...∆N : conn.
∪j∆j=X
N∏
j=1
P (∆j) (3.15)1.15
Proof
e−gV∗ =
∏
∆∈X
((e−gV∗(∆) − 1) + 1) = Exp( + P+)(X) (3.16)1.18
e−gV∗Exp( +K) = Exp( + P+)Exp( +K) (3.17)
1.19
and the proof follows from lemma 1.4.1
Q.E.D.
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3.2. Extraction of the second order activities
It is convenient now to separate out the second order contributions from Kˆ. We write
Kˆ = Qˆ+ rˆ (3.18)1.20
with
Qˆ(X) =


−gV∗(∆) + g
2
2
(V∗(∆))
2 + I(∆) for |X | = 1, X ≡ ∆
g2
2
∑
∆1,∆2
∆1∪∆2=X
V∗(∆1)V∗(∆2) + I(X) for |X | = 2, X connected
0 otherwise
(3.19)
1.21
and
rˆ = Π+ r + P+ ∨K (3.20)
1.22
where Π is given by
Π(X) =


−g3
2
(V∗(∆))
3
∫ 1
0
ds(1− s)2 exp(−sgV∗(∆)) for |X | = 1, X ≡ ∆
1
2
∑
∆1,∆2
∆1∪∆2=X
σ(∆1,∆2) for |X | = 2, X connected
P+≥3(X) otherwise
(3.21)
1.22.1
with
σ(∆1,∆2) = −g3V∗(∆1)(V∗(∆2))2
∫ 1
0
ds(1− s) exp(−sgV∗(∆2)) + (∆1 ⇀↽ ∆2)+
+g4
2∏
j=1
(V∗(∆j))
2
∫ 1
0
ds(1− s) exp(sgV∗(∆j)) (3.22)1.22.2
P+≥3(X) =
∑
N≥3
1
N !
∑
∆1...∆N : conn.
∪j∆j=X
N∏
j=1
P (∆j) (3.23)1.22.3
3.3. Bound on the remainder rˆ
We prove now the following result.
LEMMA 3.3.1
‖rˆ‖G,1,Γ ≤ O(1)ε5/2+η (3.24)1.23
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Proof
In order to prove lemma 3.3.1 let us list some preliminary trivial results: recall first that
for any polymers X1, X2 and for any activity J1, J2
‖J1(X1)J2(X2)‖1 ≤ ‖J1(X1)‖1‖J2(X2)‖1 (3.25)1.23.1
(see section 2)
This implies easily:
‖P (∆)‖1 ≤ O(1)‖V (∆)‖1 (3.26)1.24
(trivial, from (3.25) and expansion of exponential)
‖P (∆)‖∞,1 ≤ O(1)‖V (∆)‖∞,1 ≤ O(1)ε (3.27)1.25
(from (3.26) and (3.7))
‖P (∆)‖G,1 ≤ O(1)‖V (∆)‖G,1 ≤ O(1)ε (3.28)1.26
(from (3.26) and (3.6))
‖Π(X)‖G,1 ≤ O(1)ε3 for |X | ≤ 2 (3.29)1.27
(from (3.25), (3.7) and (3.6))
To give a bound on P+ and on P+≥3 we use lemmas 2.5.4 and 2.5.5 and we obtain
‖P+‖∞,1,Γ ≤ O(1)ε9/10 (3.30)1.31.1
and
‖P+≥3‖G,1,Γ ≤ O(1)ε27/10 (3.31)1.32
Therefore we have, using (3.31) and (3.29) and again the smallness of ε (3.5)
‖Π‖G,1,Γ ≤ O(1)ε27/10 ≤ 1
8
L−1ε5/2+η (3.32)
1.33
Finally we consider P+∨K. By definition of ∨ and using the [BY] spanning tree argument
we obtain
‖P+ ∨K‖G,1,Γ ≤
∑
N,M≥1
(O(1))N+M‖P+‖N∞,1,Γ3‖K‖MG,1,Γ3 (3.33)1.38
Note that from (3.8), (3.9) and (3.11) it follows that
‖K‖G,1,Γ3 ≤ ε7/4 (3.34)1.38.1
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Then from (3.30) and (3.34), and summing the series, we obtain
‖P+ ∨K‖G,1,Γ ≤ O(1)ε9/10+7/4 ≤ ε5/2+η (3.35)1.39
Putting toghether (3.11), (3.35), and (3.32) we obtain (3.24)
Q.E.D.
Finally it is useful to note
LEMMA 3.3.2
‖Kˆ‖G,1,Γ ≤ O(1)ε9/10 (3.36)1.40
‖Kˆ + gV∗‖G,1,Γ ≤ O(1)ε7/4 (3.37)1.40.1
The proof is simply obtained by the definition of Kˆ (3.18), by the estimate (3.6) with the
smallness of ε, by (3.9) and by the lemma 3.3.1 above.
3.4. The action of RG
Reblocking-rescaling
The connected activity Kˆ is given by (3.18), (3.19), (3.20). It is convenient to separate
out the second order term I from Qˆ. So we define Qˆ(0)(X), supported on connected sets
|X | ≤ 2 by:
Qˆ(0)(X) =


−gV∗(∆) + g
2
2 (V∗(∆))
2 for |X | = 1, X ≡ ∆
g2
2
∑
∆1,∆2
∆1∪∆2=X
V∗(∆1)V∗(∆2) for |X | = 2, X connected
0 otherwise
(3.38)
1.41
Now it is easy to see that we can express the reblocked-rescaled activity SKˆ as:
SKˆ = S1Qˆ(0) + g2S2(V∗) + S1I + S1rˆ + r˜ (3.39)1.43
where
r˜ = S≥3Kˆ + S2(Kˆ + gV∗) + S2(gV∗, Kˆ + gV∗) (3.40)1.44
Remarks
1) In (3.39), (3.40) V∗ is supported on single blocks.
2) S1 is the linearized reblocking-rescaling, S2 is the quadratic part of S and S≥3 stands
for S −S1−S2. In the last term of (3.40), the quadratic reblocking sum has for each term
one factor gV∗ and the other Kˆ + gV∗.
14/marzo/2018 [39] 3:5
3) Note that r˜ is formally of O(ε3). We shall estimate it after performing the fluctuation
integration.
Fluctuation integration
We have
µRΓ ∗ Exp( + SKˆ) = Exp( + (SKˆ)♮) (3.41)1.45
Then
(SKˆ)♮ = −gLεV∗ + g
2
2
(RQ˜)♮ + (S1I)♮ + (S1rˆ)♮ + r˜♮ (3.42)1.46
where V∗ above is again supported on single blocks and the connected activity Q˜ is sup-
ported on L polymers LZ such that |Z| ≤ 2 and has the following expression
Q˜(L∆) = (V∗(L∆))
2
Q˜(L∆ ∪ L∆′) = V∗(L∆)V∗(L∆′) + (∆⇀↽ ∆′) (3.43)1.47
The first three terms of (3.42) are contributions up to second order in perturbation theory.
They will be treated in more detail in the next section.
Preliminary extraction
It is convenient to extract the first order term and to rewrite our partition functional in
the following way
Exp( + (SKˆ)♮)(L−1Λ) = e−LεgV∗(L−1Λ)Exp( + K˜)(L−1Λ) (3.44)
1.48
where the activity K˜ is described by the following lemma
LEMMA 3.4.1
K˜ = (SKˆ)♮ + P˜+ + P˜+ ∨ (SKˆ)♮ (3.45)
1.49
where
P˜ =
{
e−L
εgV∗(∆) − 1 for X = ∆
0 otherwise
(3.46)
1.49.1
Proof
By (3.44)
Exp( + K˜) = eLεgV∗Exp( + (SKˆ)♮) (3.47)
1.50
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Then (3.45) follows as in lemma 3.1.1
Q.E.D.
We now isolate out the terms proportional to g and g2 in (3.45). Introduce the notation
P˜+(≤2) (to be distinguished from P˜
+
≤2) to represent the sum of contributions proportional
to g and g2 in P˜+. Clearly
P˜+(≤2)(X) =


LεgV∗(∆) +
1
2L
2εg2(V∗(∆))
2 for |X | = 1, X ≡ ∆
1
2L
2εg2
∑
∆1,∆2
∆1∪∆2=X
V∗(∆1)V∗(∆2) for |X | = 2, X connected
0 otherwise
(3.48)
1.51
Note also
(P˜+ ∨ (SKˆ)♮)(≤2)(X) =


−L2εg2(V∗(∆))2 for |X | = 1, X ≡ ∆
−L2εg2 ∑
∆1,∆2
∆1∪∆2=X
V∗(∆1)V∗(∆2) for |X | = 2, X connected
0 otherwise
(3.49)
1.52
Adding (3.48) and (3.49) we get
(P˜+ + P˜+ ∨ (SKˆ)♮)(≤2) = LεgV∗ − 1
2
L2εg2Q˜ (3.50)
1.53
with V∗ supported on single blocks and Q˜ defined in (3.43). Hence returning to (3.45) we
obtain
K˜ =
g2
2
∫ 1
0
ds
∂
∂s
(RQ˜)s♮ + (S1I)♮ + (S1rˆ)♮ + r˜♮ + r¯ (3.51)1.54
where the new remainder r¯ is
r¯ = (P˜+ − P˜+(≤2)) + (P˜+ ∨ (SKˆ)♮ − (P˜+ ∨ (SKˆ)♮)≤2 (3.52)1.55
Remarks
1) r¯ is formally O(ε3) and toghether with r˜♮ needs no further extraction. Their norms will
be estimated in the following subsection 3.5.
2) K˜ needs further extractions, namely from first and third term in (3.51). The first
extracted term, denoted FQ˜, is the perturbative relevant part of the first term of (3.51).
It will be computed explicitely in the following section 4, and its irrelevant part will be
I. Note that in section 4 it will be also proved that (S1I)♮ needs no extraction, since its
norm, by exact computations, goes down by a contracting factor. The second extracted
term, denoted Frˆ, is the relevant part of (S1rˆ)♮. Althought rˆ is O(ε5/2+η), an extraction
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has to be performed because the linear reblocking for small sets produces a factor LD, and
therefore a contractive factor has to be obtained. This extraction, and the control of the
obtained remainder, will be the subject of section 5.
3.5. Bounds on irrelevant remainders
We prove now the following results.
LEMMA 3.5.1
‖r¯‖G,1,Γp ≤ L−β/2ε5/2+η (3.53)1.56
Proof
The first addend of r¯, namely the term (P˜+ − P˜+(≤2)), has the same form as Π in (3.21)
with V∗ substituted by −LεV∗. Therefore, since Lε = O(1), one can obtain the bound
(P˜+ − P˜+(≤2)) ≤ L−1ε5/2+η (3.54)1.57
along the same lines as for Π. To control the term (P˜+ ∨ (SKˆ)♮ − (P˜+ ∨ (SKˆ)♮)≤2 it is
enough to estimate P˜+≥2 ∨ (SKˆ)♮ and P˜ ∨ (S(Kˆ + gV∗))♮. We have
‖P˜+≥2 ∨ (SKˆ)♮‖G,1,Γp ≤
∑
N,M≥1
(O(1))N+M‖P˜+≥2‖N∞,G,1,Γp+3‖(SKˆ)♮‖MG,1,Γp+3 (3.55)1.58
By lemma 2.5.1 and using the fact that from the condition of the smallness of ε (3.5) and
D = 1 it turns out L ≤ ε−1/30 we have
‖(SKˆ)♮‖MG,1,Γp+3 ≤ O(1)Lβ/2LD‖Kˆ‖MG,1,Γ ≤ L2ε9/10 ≤ ε9/10−2/30 ≤ ε8/10 (3.56)1.59
It is easy to see, as in the proof of (3.31), that
‖P˜+≥2‖NG,1,Γp+3 ≤ ε18/10 (3.57)1.60
This gives
‖P˜+≥2 ∨ (SKˆ)♮‖G,1,Γp ≤ ε26/10 ≤ L−1ε5/2+η (3.58)1.61
We obtain in the same way
‖P˜ ∨ (S(Kˆ + gV∗))♮‖G,1,Γp ≤ O(1)ε9/10ε7/4LD+β/2 ≤ L2ε53/20 ≤ L−1ε5/2+η (3.59)1.62
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From (3.54), (3.58) and (3.59) we obtain the lemma.
Q.E.D.
LEMMA 3.5.2
‖r˜♮‖G,1,Γp ≤ L−β/2ε5/2+η (3.60)1.63
Proof
r˜ is given in (3.40). There are three terms. By lemma 2.5.1 the contribution of the first is
bounded by
‖(S≥3Kˆ)♮‖G,1,Γp ≤ O(1)Lβ/2+3D‖Kˆ‖3G,1,Γ ≤
≤ L
4−β/2
3
ε27/10 ≤ 1
3
ε27/10−4/30L−β/2 ≤ 1
3
L−β/2ε5/2+η (3.61)
1.64
From the second, by lemma 3.3.2, we get
‖(S2(Kˆ + gV∗))♮‖G,1,Γp ≤ O(1)Lβ/2+2D‖Kˆ + gV∗‖2G,1,Γ ≤
≤ L
3−β/2
3
e14/4 ≤ 1
3
L−β/2ε14/4−1/10 ≤ 1
3
L−β/2ε5/2+η (3.62)
1.65
whilst from the third we obtain
‖(S2(gV∗, Kˆ + gV∗))♮‖G,1,Γp ≤ O(1)Lβ/2+2D‖Kˆ + gV∗‖G,1,Γ‖Kˆ‖G,1,Γ ≤
≤ L
3−β/2
3
e7/4e9/10 ≤ 1
3
L−β/2ε53/20−1/10 ≤ 1
3
L−β/2ε5/2+η (3.63)
1.66
summing (3.61), (3.62) and (3.63) we obtain the proof.
Q.E.D.
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§4. RG step to second order. Relevant and irrelevant terms. Estimates.
4.1. The starting second order activity
In this section we consider the contribution to the partition functional up to the second
order
Exp( + Kˆ≤2) ≡ Exp( + Qˆ) (4.1)2.1
As we showed in (3.19) the second order activity Qˆ is given by
Qˆ(X) =


−gV∗(∆) + g
2
2
(V∗(∆))
2 + I(∆) for |X | = 1, X ≡ ∆
g2
2
∑
∆1,∆2
∆1∪∆2=X
V∗(∆1)V∗(∆2) + I(X) for |X | = 2, X connected
0 otherwise
(4.2)
2.2
It is convenient in the following computations to use the obvious representation
V∗(∆) =
(
λ∗
2π
)d/2 ∫
∆
dDx
∫
ddk
(2πλ∗)d/2
e−
|k|2
2λ∗ eik·φ(x) (4.3)
2.2.1
The irrelevant second order activity I(X) = Ik(X) depends actually on the number k of
iterations of RG so far performed. We assume here inductively that I0(X) = 0 and for
k ≥ 1
Ik(X) =
k∑
l=1
g2k−lI¯l(X) (4.4)2.2.2
In the above g = gk and we assume inductively that gj = O(ε) for all 0 ≤ j ≤ k.
We will see in a moment that the action of RG will give us an irrelevant second order
activity of the form Ik+1(X). The activities I¯l(X) are supported on polymer X such that
|X | ≤ 2, and are defined by the following expression:
I¯l(∆) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, Il(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
(4.5)
2.3
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I¯l(∆ ∪∆′) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, Il(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
+(∆⇀↽ ∆′) (4.6)2.4
where k ≡ (k1, k2) and
Il(s, t) =
(
1 −tCl(s)
−tCl(s) 2
[
Cl(s) + (1− t2)D1Γ(x2 − x1)
]
)
(4.7)
2.4.1
with
Cl(s) =
[
(1− sΓ¯(L(l−1)(x2 − x1)))
Lβ(l−1)
+
l−2∑
p=0
Γ¯(0)− Γ¯(Lp(x2 − x1))
Lpβ
]
where the sums over p are void if l = 1, and with
D1Γ¯(x2 − x1) =
∞∑
j=1
Ljβ
[
Γ¯(0)− Γ¯((x2 − x1)/Lj)
]
(4.8)
2.18.22
Note that D1Γ¯(x) ≥ 0 and that the series converges by virtue of the estimate
0 ≤ Ljβ(Γ¯(0)− Γ¯(x/Lj)) ≤ O(1)L−(j−1)(2−β) |x|2
We will compute explicitly in the rest of this section the evolution of these terms under
RG transfomation.
4.2. Reblocking
First we consider the reblocking of Qˆ up to the second order: it is easy to see that
(BQˆ)(≤2)(LZ) =
∑
X
X¯=LZ
Qˆ(X) +
1
2
∑
X1,X2 disj
X¯1,X¯2overlap conn.
X¯1∪X¯2=LZ
Qˆ(X1)Qˆ(X2) =
=
∑
X
X¯=LZ
Qˆ(X) +
1
2
∑
∆1,∆2 disj
∆¯1,∆¯2overlap conn.
∆¯1∪∆¯2=LZ
V (∆1)V (∆2) (4.9)2.5
This gives, in the case |LZ| = 1, i.e. Z ≡ ∆,
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(BQˆ)(≤2)(L∆) = −V (L∆) + V (L∆)
2
2
+
∑
X
X¯=L∆
Ik(X) (4.10)2.6
while, for |Z| = 2, i.e. Z ≡ (∆ ∪∆′),
(BQˆ)(≤2)(L(∆ ∪∆′)) = +V (L∆)V (L∆
′)
2
+ (∆⇀↽ ∆′) + Ik(∆1 ∪∆2) (4.11)2.7
where in (4.11), since D = 1, ∆1 ⊂ L∆ and ∆2 ⊂ L∆′ are uniquely defined by the fact
that they have to be overlap connected, and therefore the relation ∆1∩∆2 = L∆∩L∆′ has
to be fullfilled. No symmetrization is necessary in ∆1,∆2 because Ik(∆1 ∪∆2) is already
symmetrized. Note that, exploiting the compactness of the propagator Γ¯, the reblocking
for the irrelevant activities Ik can be written in the following form
∑
X
X¯=L∆
Ik(X) = BIk(L∆) =
k∑
l=1
g2k−lBI¯l(L∆) (4.12)2.7.1
Ik(∆1 ∪∆2) = BIk(L(∆ ∪∆′)) =
k∑
l=1
g2k−lBI¯l(L(∆ ∪∆′)) (4.13)2.7.2
with
BI¯l(L∆) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
L∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
L∆
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, Il(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
(4.14)
2.7.3
BI¯l(L(∆ ∪∆′))) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
L∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
L∆′
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, Il(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
+ (∆⇀↽ ∆′)
(4.15)
2.7.4
4.3. Rescaling, integration and preliminary extraction
Now we rescale and we integrate the fluctuating field and we obtain immediately (3.42)
up to the second order in g:
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(SQˆ)♮(≤2)(∆) = −gLεV∗ +
g2
2
(RQ˜)♮ + (S1Ik)♮ (4.16)2.8
where the V∗ is supported only on single blocks and Q˜ is defined by
Q˜(L∆) = (V∗(L∆))
2
Q˜(L∆ ∪ L∆′) = V∗(L∆)V∗(L∆′) + (∆⇀↽ ∆′) (4.17)2.9
Following again section 3 we obtain for the contribution up to the second order K˜(2) of
the activity K˜ defined in (3.51) the following expression
K˜(2) =
g2
2
∫ 1
0
ds
∂
∂s
(RQ˜)s♮ + (S1I)♮ ≡ K˜Q˜ + (S1Ik)♮ (4.18)2.10
where, using (1.57) and the representation (4.3) we have
K˜Q˜(∆) = L
2ε g
2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
∫
dµsRΓ(ζ) exp
[
−|k1|
2 + |k2|2
2λ∗
+ i (k1 · (ζ(x1) + φ(x1)) + k2 · (ζ(x2) + φ(x2)))
]
(4.19)
2.11
K˜Q˜(∆ ∪∆′) = L2ε
g2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
∫
dµsRΓ(ζ) exp
[
−|k1|
2 + |k2|2
2λ∗
+ i (k1 · (ζ(x1) + φ(x1)) + k2 · (ζ(x2) + φ(x2)))
]
+
+(∆⇀↽ ∆′) (4.20)2.12
(4.19), (4.20) are obtained writing Q˜ in terms of the representation (4.3) and performing
the change of variables k → L−β/2k, x→ Lx.
The gaussian integral with respect to the measure µRΓ(s) appearing in (4.19), (4.20) is
easily done:
K˜Q˜(∆) = L
2ε g
2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
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exp
[
− 1
2λ∗
(k, σ1k) + i(k1 · φ(x1) + k2 · φ(x2))
]
(4.21)2.13
K˜Q˜(∆ ∪∆′) = L2ε
g2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
exp
[
− 1
2λ∗
(k, σ1k) + i(k1 · φ(x1) + k2 · φ(x2))
]
+ (∆⇀↽ ∆′) (4.22)2.14
where the matrix σ1 is given by
σ1 =
(
1 sΓ¯(x2 − x1)
sΓ¯(x2 − x1) 1
)
(4.23)
2.15.1
In order to extract the relevant part from (4.21), (4.22) it is useful to perform the following
change of variables k1 → k1 − k2, k2 → k2 obtaining
K˜Q˜(∆) = L
2ε g
2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
exp
[
− 1
2λ∗
(k, Tσ1k) + i(k1 · φ(x1) + k2 · (φ(x2)− φ(x1)))
]
(4.24)
2.16.1
K˜Q˜(∆ ∪∆′) = L2ε
g2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
exp
[
− 1
2λ∗
(k, Tσ1k) + i(k1 · φ(x1) + k2 · (φ(x2)− φ(x1)))
]
+ (∆⇀↽ ∆′) (4.25)2.17.1
where the matrix Tσ1 is given by
Tσ1 =
(
1 −(1− sΓ¯(x2 − x1))
−(1− sΓ¯(x2 − x1)) 2(1− sΓ¯(x2 − x1))
)
(4.26)
2.18.1
In order to give the explicit expression of (S1Ik)♮ and to prove the iterative form of Ik
(4.4) it is useful the following lemma
LEMMA 4.3.1
(S1I¯l)♮ = I¯l+1 (4.27)2.16.2
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Proof
Let us write the proof for the single block contribution only. The proof for the couple of
adjacent blocks is identical. Integrating and rescaling (4.14) we obtain
(S1I¯l)♮(∆, φ) = ((B1I¯l)♯)(L∆,Rφ) =
= L2lε
1
2
(
λ∗
2π
)d
∫ 1
0
ds
∂
∂s
∫
L∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
L∆
dDx2
∫
ddk2
(2πλ∗)d/2
.
.
∫ 1
0
dt
∂
∂t
e−
1
2λ∗
(k,Il(s,t)k)ei(k1·L
β/2φ(x1/L)+tk2·L
β/2(φ(x2/L)−φ(x1/L)))e−
1
2 (k,Γ(t)k)
with the matrix Γ(t) given by
Γ(t) =
(
Γ(0) −t(Γ(0)− Γ(x2 − x1))
−t(Γ(0)− Γ(x2 − x1)) 2t2(Γ(0)− Γ(x2 − x1))
)
Adding λ∗
−1Il(s, t) and Γ(t), performing the change of variables and some elementary
manipulations, and k → L−β/2k, x→ Lx we obtain the proof.
Q.E.D.
4.4. Extraction
Now we define the relevant part FQ˜(Z, φ) = LK˜Q˜(Z, φ) in the following way
LK˜Q˜(∆) = L2ε
g2
2
(
λ∗
2π
)d ∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
ds
∂
∂s
exp
[
− 1
2λ∗
(k, R1k) + i(k1 · φ(x1))
]
(4.28)
2.15
LK˜Q˜(∆ ∪∆′, φ) = L2ε
g2
2
(
λ∗
2π
)d ∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
ds
∂
∂s
exp
[
− 1
2λ∗
(k, R1k) + i(k1 · φ(x1))
]
+ (∆⇀↽ ∆′) (4.29)2.16
where the matrix R1 is given by
R1 =
(
1 0
0 2[1− sΓ¯(x2 − x1) +D1Γ¯(x2 − x1)]
)
(4.30)
2.18.2
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It is convenient to perform the gaussian integral in the k’s variables obtaining for (4.28)
and (4.29) the following expression
FQ˜(∆, φ) = L
2ε g
2
2
(
λ∗
2π
)d ∫
∆
dDx1
∫
∆
dDx2
∫ 1
0
ds
∂
∂s
[2(1− sΓ¯(x2 − x1) +D1Γ¯(x2 − x1))]−d/2e−
λ∗
2 |φ(x1)|
2
(4.31)
2.18.3
FQ˜(∆ ∪∆′, φ) = L2ε
g2
2
(
λ∗
2π
)d ∫
∆
dDx1
∫
∆′
dDx2
∫ 1
0
ds
∂
∂s
[2(1− sΓ¯(x2 − x1) +D1Γ¯(x2 − x1))]−d/2e−
λ∗
2 |φ(x1)|
2
+ (∆⇀↽ ∆′) (4.32)2.18.4
Following [BDH2] , we want to write FQ˜(Z, φ) in terms of the sets where the dependence
from the field φ is localized. In other words, we want to write the decomposition
FQ˜(Z, φ) =
∑
∆⊂Z
FQ˜(Z,∆, φ) (4.33)2.17
where in FQ˜(Z,∆, φ) appear only fields defined in ∆. The explicit expression for the
relevant contribution FQ˜(Z,∆, φ) is therefore
FQ˜(Z,∆, φ) =
∫
∆
dx1v∗(φ(x1))fQ˜(Z,∆) (4.34)2.18
where
fQ˜(∆,∆) = L
2ε g
2
2
(
λ∗
4π
)d/2 ∫
∆
dx2
∫ 1
0
ds
∂
∂s
[1− sΓ¯(x2−x1)+D1Γ(x2−x1)]−d/2 (4.35)2.19
fQ˜(∆ ∪∆′,∆) = L2ε
g2
2
(
λ∗
4π
)d/2 ∫
∆′
dx2
∫ 1
0
ds
∂
∂s
[1− sΓ¯(x2 − x1) +D1Γ(x2 − x1)]−d/2
(4.36)
2.20
By definition
V ′FQ˜(∆, φ) = −
∑
Z⊃∆
|Z|≤2, conn
FQ˜(Z,∆, φ) = −
∫
∆
dx1v∗(φ(x1))
∑
Z⊃∆
|Z|≤2
fQ˜(Z,∆) =
= −
∫
∆
dx1v∗(φ(x1))fQ˜(Λ,∆) (4.37)2.21
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where
fQ˜(Λ,∆) = L
2ε g
2
2
(
λ∗
4π
)d/2 ∫
Λ
dx2
∫ 1
0
ds
∂
∂s
[1− sΓ¯(x2 − x1) +D1Γ¯(x2 − x1)]−d/2 (4.38)2.22
and we have used the fact that Γ¯(y) vanishes for |y| ≥ 1. Now we can use the translation
invariance for fQ˜(Λ,∆, φ) and we obtain
V ′FQ˜(∆, φ) = −V∗(∆, φ)L
2ε g
2
2
(
λ∗
2π
)d/2∫
dy
∫ 1
0
ds
∂
∂s
[2(1− sΓ¯(y) +D1Γ(y))]−d/2 (4.39)2.22.1
and therefore
V ′(∆, φ) = LεgV∗(∆, φ) + V
′
FQ˜
(∆, φ) = (Lεg − b1g2)V∗(∆, φ) (4.40)2.23
with
b1 = L
2ε 1
2
(
λ∗
4π
)d/2 ∫
dy
∫ 1
0
ds
∂
∂s
[1− sΓ¯(y) +D1Γ¯(y)]−d/2 (4.41)2.24
In order to give a good estimate of b1 we have to study the behaviour for short distances
of the covariance Γ¯.
4.5. Asymptotic behaviour of the propagator Γ¯
The asymptotic behaviour for small |y| of Γ¯(y) is described by the following lemma
LEMMA 4.5.1
For 1/L ≤ y ≤ 1/2 we have
O(1)yβ ≤ |Γ¯(0)− Γ¯(y)| ≤ O(1)yβ (4.42)
11.10
Proof
Γ¯(0)− Γ¯(y) = −L−βλ∗
∫ L
1
dl
l
lβ
∫ 1
0
dt
yL
l
u′
(
tyL
l
)
= −yβλ∗
∫ 1/y
1/Ly
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)
we have therefore to show that in the region 1/L ≤ y ≤ 1/2
∣∣∣∣∣
∫ 1/y
1/Ly
dl
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)∣∣∣∣∣ = O(1)
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We observe first that
∫ 1/y
1/Ly
dl
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)
=
=
∫ 1
1/Ly
dl
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)
+
∫ 1/y
1
dl
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)
To obtain the upper bound we bound
∣∣∣∣
∫ 1
0
dtu′
(
t
l
)∣∣∣∣ ≤ O(1)l for l ≤ 1
∣∣∣∣
∫ 1
0
dtu′
(
t
l
)∣∣∣∣ ≤ O(1) for l ≥ 1
therefore
∣∣∣∣∣
∫ 1/y
1/Ly
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)∣∣∣∣∣ ≤ O(1)
[∫ 1
1/Ly
dl
l
lβ +
∫ 1/y
1
dl
l
l(β−1)
]
≤ O(1)
The lower bound is obtained simply observing that since u′(x) < 0 for all x > 0 the
integrand has always the same sign, and therefore
∣∣∣∣∣
∫ 1/y
1/Ly
dl
l
l(β−1)
∫ 1
0
dtu′
(
t
l
)∣∣∣∣∣ ≥
∫ 2
1
dl
l
l(β−1)
∣∣∣∣∣
∫ 1
1/2
dtu′
(
t
l
)∣∣∣∣∣ = O(1) Q.E.D.
It will be useful in the following to define the quantity
a˜(L, ε) =
∫ 1
0
dy(1− Γ¯(y) +D1Γ¯(y))−d/2 (4.43)11.11
For such quantity we have
LEMMA 4.5.2
a˜(L, ε) = O(lnL) (4.44)
11.12
Proof
First observe that from (4.8) and the remark following it we have
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0 ≤ D1Γ¯(y) ≤ O(1) |y|2
Write
a˜(L, ε) =
∫ 1/L
0
dy(1− Γ¯(y) +D1Γ¯(y))−d/2 +
∫ 1
1/L
dy(1− Γ¯(y) +D1Γ¯(y))−d/2 ≡
≡ a˜<(L, ε) + a˜>(L, ε)
Now we can estimate a˜<(L, ε) simply observing that 1− Γ¯(y) ≥ L−β and D1Γ¯(y) ≥ 0
a˜<(L, ε) ≤ Lβd/2(1/L) = L−ε ≤ 1
a˜>(L, ε) is estimated using lemma 4.5.1 the dominant contribution coming from the region
1/L ≤ y ≤ 1/2.
Write
a˜>(L, ε) =
∫ 1
1/L
dy(L−β + Γ¯(0)− Γ¯(y) +D1Γ¯(y))−d/2
Then we have
a˜>(L, ε) ≤
∫ 1
1/L
dy(L−β + Γ¯(0)− Γ¯(y))−d/2 ≤
≤
∫ 1
1/L
dy(L−β +O(1)yβ)−d/2
where in the last step we have used Lemma 4.5.1
On the other hand,
a˜>(L, ε) ≥
∫ 1
1/L
dy(L−β + Γ¯(0)− Γ¯(y) +O(1) |y|2)−d/2 ≥
≥
∫ 1
1/L
dy(L−β +O(1)yβ +O(1) |y|2))−d/2 ≥
≥
∫ 1
1/L
dy(L−β +O(1)yβ)−d/2
where in the last step we have used |y|2 ≤ yβ in the region of integration since β is positive
but very small.
Hence for large L,
a˜>(L, ε) = O(1)
∫ 1
1/L
dy
yβd/2
= O(1)
1
ε
(1− L−ε) = O(1)L
ε − 1
ε
L−ε = O(lnL) Q.E.D.
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4.6. Second order coefficient of the relevant part
b1 is controlled by the following lemma.
LEMMA 4.6.1
b1 = O(lnL), b1 > 0
Proof
That b1 > 0 follows from its definition. Note that the function whose s-derivative is to be
taken is is independent of s for y ≥ 1 since in this region Γ¯(y) vanishes. This together with
the evenness of Γ¯(y) implies for ε sufficiently small
b1 = O(1)
∫ 1
0
dy
∫ 1
0
ds
∂
∂s
(1− sΓ¯(y) +D1Γ¯(y))−d/2 =
= O(1)
∫ 1
0
dy(1− Γ¯(y) +D1Γ¯(y))−d/2 −O(1)
∫ 1
0
dy(1 +D1Γ¯(y))
−d/2
Since 0 ≤ D1Γ¯(y) ≤ O(1)y , the second integral is bounded by O(1). The first integral is
estimated by Lemma 4.5.2 and we are done.
Q.E.D.
From lemma 4.6.1 and the definition (4.31), (4.32) it is immediate to show that
LEMMA 4.6.2
‖FQ˜‖G,1,Γp ≤ O(1)ε7/4 ‖FQ˜‖∞,1,Γp ≤ O(1)ε7/4
for any integer p ≥ 1, with O(1) depending on p.
4.7. Second order irrelevant part
From the explicit expression of K˜Q˜ given in (4.24) and (4.25) and of FQ˜ given in (4.31)
and (4.32) we obtain
(K˜Q˜ − FQ˜)(∆) = L2ε
g2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, I1(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
(4.45)
2.25
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(K˜Q˜−FQ˜)(∆∪∆′) = L2ε
g2
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫
∆
dDx1
∫
ddk1
(2πλ∗)d/2
∫
∆′
dDx2
∫
ddk2
(2πλ∗)d/2
∫ 1
0
dt
∂
∂t
exp
[
− 1
2λ∗
(k, I1(s, t)k) + i(k1 · φ(x1) + tk2 · (φ(x2)− φ(x1)))
]
+ (∆⇀↽ ∆′)
(4.46)2.26
Therefore (K˜Q˜ − FQ˜) = g2I¯1, and by lemma 4.3.1 the induction on (4.4) is proved.
The bounds (3.9) and (3.10) are now easy consequences of the following lemma 4.7.1,
lemma 4.3.1 and the smallness of the coupling constants ( stated after (4.4)).
LEMMA 4.7.1
For any positive integer p ≥ 1 and with O(1) p-dependent
‖I¯l‖G,1,Γp ≤ O(1)L3β−lβ/2L2(D+2) (4.47)2.27
‖I¯l‖∞,1,Γp ≤ O(1)L3β−lβ/2L2(D+2) (4.48)2.28
Proof
We perform first of all in (4.5), (4.6) the gaussian integral in the k variables and we obtain
I¯l(∆) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫ 1
0
dt
∂
∂t∫
∆
dDx1
∫
∆
dDx2 exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2 (4.49)
2.29
I¯l(∆ ∪∆′) = L2lε 1
2
(
λ∗
2π
)d ∫ 1
0
ds
∂
∂s
∫ 1
0
dt
∂
∂t∫
∆
dDx1
∫
∆′
dDx2 exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2 + (∆⇀↽ ∆′) (4.50)2.30
where φ = (φ(x1), φ(x2)− φ(x1)).
Then we observe that the derivative with respect to s produces a factor Γ¯(L(l−1)(x2−x1)),
and due to the compact support of the covariance this implies that
∣∣I¯l(X)∣∣ ≤ L2lε 1
2
(
λ∗
2π
)d ∫
∆
dDx1
∫
δl
dDx22 sup
0≤s≤1∣∣∣∣
∫ 1
0
dt
∂
∂t
[
exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2
]∣∣∣∣ (4.51)2.30.1
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where δl ≡ {x2 : |x2 − x1| ≤ L−(l−1)}
Then we consider the derivative
∂
∂t
exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2 (4.52)
2.31
We will denote It =
∂
∂t det Il(s, t) and we compute explicitely the inverse matrix Il(s, t)
−1:
Il(s, t)
−1 =
1
det Il(s, t)
Jl(s, t) (4.53)2.33
with
Jl(s, t) =
(
2
[
Cl(s) + (1− t2)D1Γ¯(x2 − x1)
]
tCl(s)
tCl(s) 1
)
(4.54)
2.34
obtaining for (4.52)
∂
∂t
exp
[
−λ∗
2
(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2 =
=
e−
λ∗
2 (φ,Il(s,t)
−1φ)
(det Il(s, t))d/2+1
[
It
(
λ∗
2
(φ, Jl(s, t)φ)
det Il(s, t)
− (d/2)
)
−
(
λ∗
2
∂
∂t
(φ, Jl(s, t)φ)
)]
(4.55)
2.35
In order to bound (4.55) we compute first of all explicitely
det Il(s, t) = 2
[
Cl(s) + (1− t2)D1Γ¯(x2 − x1)
]− t2(Cl(s))2 (4.56)2.35.1
and we list some preliminary useful bounds:
∣∣∣∣exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]∣∣∣∣ ≤ e− 12λ∗|φ(x1)|2 (4.57)2.36
Proof of (4.57)
From (4.53), (4.54) it is easy to see that
Il(s, t)
−1 = E1 + I˜l(s, t)
−1
where
E1 =
(
1 0
0 0
)
I˜l(s, t)
−1 =
1
det Il(s, t)
(
t2Cl(s)
2 tCl(s)
tCl(s) 1
)
and the proof follows since I˜l(s, t)
−1 is positive definite. In fact the displayed matrix is
manifestly positive definite and from (4.60) below det Il(s, t) ≥ 0.
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Cl(s) ≥


O(1)L−βl for |x2 − x1| < L−l
O(1)|x2 − x1|β for L−l ≤ |x2 − x1| ≤ L−l+1
(4.58)
2.37
Proof of (4.58)
The first summand in the definition (4.8) of Cl(s) can be bounded by
(1− sΓ¯(L(l−1)(x2 − x1)))
Lβ(l−1)
≥
{
O(1)L−βl for |x2 − x1| < L−l
O(1)|x2 − x1|β for L−l ≤ |x2 − x1| ≤ L−l+1
repeating the proof of lemma 4.5.1. The second summand is positive. Thus (4.58) is
proved.
0 ≤ Cl(s) ≤ O(1)L−β(l−1) for |x2 − x1| ≤ L−l+1 (4.59)2.37.1
and O(1) = 1 for l = 1
Proof of (4.59)
We first observe that
0 ≤ (1− sΓ¯(L
(l−1)(x2 − x1)))
Lβ(l−1)
≤ L−β(l−1)
which is trivial
Then we observe, by a simple Taylor expansion
0 ≤ Γ¯(0)− Γ¯(x) ≤ O(1)|x|2L(2−β)
obtaining
0 ≤ Γ¯(0)− Γ¯(L
p(x2 − x1))
Lpβ
≤ O(1)|x2 − x1|2L(2−β)(p+1)
and for |x2 − x1| ≤ L−l+1 we obtain
0 ≤ Γ¯(0)− Γ¯(L
p(x2 − x1))
Lpβ
≤ L−β(l−1)L−(2−β)(l−p−2)
This proves the convergence of the second sum in Cl(s), and the fact that the sum is
dominated by the therm with p = l − 2, giving the proof of (4.59).
det Il(s, t) ≥


O(1)L−βl for |x2 − x1| < L−l
O(1)|x2 − x1|β for L−l ≤ |x2 − x1| ≤ L−l+1
(4.60)2.38
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Proof of (4.60)
We note that
D1Γ¯(x2 − x1) ≥ 0
so that
det Il(s, t) ≥ Cl(s)(2− Cl(s))
Now the proof follows from (4.58) and (4.59).
|It| ≤ O(1)L−2β(l−1) for |x2 − x1| ≤ L−l+1 (4.61)2.40
Proof of (4.61)
Differentiate (4.56), then use (4.59) and
0 ≤ D1Γ(x2 − x1) ≤ O(1)|x2 − x1|2
which follows from (4.58) and the remark following it to obtain the proof.
|(φ, Jl(s, t)φ)|≤O(1)L−β(l−1)e(κ/2)‖φ‖
2
1,σ,Xe
1
2λ∗(ρ/2)|φ(x1)|
2
for |x2 − x1|≤L−l+1 (4.62)2.42
Proof of (4.62)
From the explicit expression of Jl(s, t) (4.54) it is easy to find the following bound
|(φ, Jl(s, t)φ)| ≤ O(1)|φ(x1)|2(Cl(s) +D1Γ¯)+
+O(1)
[|φ(x1)||φ(x2)− φ(x1)|Cl(s) + |φ(x2)− φ(x1)|2]
Then from the mean value theorem and Sobolev embedding we bound
|φ(x2)− φ(x1)| ≤ |x2 − x1|‖φ‖1,σ,X
Finally, since k and ρ are small but O(1), we have
‖φ‖1,σ,X ≤ O(1)e(κ/4)‖φ‖21,σ,X |φ(x1)| ≤ O(1)e 12λ∗(ρ/4)|φ(x1)|2
and we obtain
|(φ, Jl(s, t)φ)| ≤ O(1)((Cl(s) +D1Γ¯) + |x2 − x1|)e(κ/2)‖φ‖21,σ,Xe 12λ∗(ρ/2)|φ(x1)|2
that gives the proof of (4.62) by (4.59) and the estimate on D1Γ¯ given in the proof of
(4.61) .
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∣∣∣∣ ∂∂t(φ, Jl(s, t)φ)
∣∣∣∣ ≤
≤ O(1)L−(β+1)(l−1)e(κ/2)‖φ‖21,σ,Xeλ∗2 (ρ/2)|φ(x1)|2 for 0≤|x2 − x1|≤L−l+1 (4.63)2.43
Proof of (4.63)
We start from the bound
∣∣∣∣ ∂∂t(φ, Jl(s, t)φ)
∣∣∣∣ ≤ O(1)(Cl(s)|φ(x1)||φ(x2)− φ(x1)|+D1Γ¯(x2 − x1)|φ(x1)|2)
then we proceed as in (4.62) and we obtain the proof.
Using the bounds (4.57)-(4.63) it is now an easy task to bound the explicit expression
(4.55). We have, defining gρ,κ(X, φ) by
Gρ,k(X, φ) =
1
|X |
∫
X
dx1gρ,k(x1, X, φ)
the following bound
∣∣∣∣ ∂∂t exp
[
−1
2
λ∗(φ, Il(s, t)
−1φ)
]
(det Il(s, t))
−d/2
∣∣∣∣ ≤
≤


O(1)Lβl(d/2+2)L−3β(l−1)gρ,κ(x1, X, φ) for |x2 − x1| < L−l
O(1)|x2 − x1|−β(d/2+2)L−3β(l−1)gρ,κ(x1, X, φ) for L−l≤|x2−x1|≤L−l+1
(4.64)
2.48
Now we come back to (4.51) and obtain
|I¯l(X)| ≤ O(1)
[∫ L−l
0
dyLβl(d/2+2)L−3β(l−1)Gρ,k(X, φ)+
∫ L−l+1
L−l
dy|y|−β(d/2+2)L−3β(l−1)Gρ,k(X, φ)
]
≤
≤ O(1)
[
Ll(βd/2−1)L−β(l−3) +
∫ L−l+1
L−l
dy|y|−β(d/2)L−β(l−3)
]
Gρ,k(X, φ) (4.65)2.50
Observe that β(d/2) = 1− ε. We obtain for the integral in (4.65) ,for ε sufficiently small,
∫ L−l+1
L−l
dy|y|−β(d/2) = 1
ε
L−lε(Lε − 1) = O(lnL) (4.66)
2.51
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Hence we have
‖I¯l(X)‖G ≤ O(1)L3β−lβ/2 (4.67)2.52
Evaluating the functional derivative DI¯l(X) we obtain the same bound, so that we have
‖I¯l(X)‖G,1 ≤ O(1)L3β−lβ/2 (4.68)2.53
and we obtain finally the lemma by the smallness of the set X .
Q.E.D.
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§5. RG action on the remainder. Relevant and irrelevant terms. Estimates.
This section is devoted to the activity (S1rˆ)♮, which we encountered earlier in (3.51) of
section 3. We need to extract relevant terms from the contributions from small sets. We
define the relevant and irrelevant terms and give suitable bounds. We also control the
remainder contribution to the flow of the effective coupling constant. The contributions
from large sets of course need no subtractions since we easily obtain a contractive bound
for them.
5.1. Linear reblocking, small set contributions
Let X be a small set. We can write
rˆ(X, φ) =
1
|X |
∫
X
dx1rˆ(X, φ) (5.1)5.1
and define
rˆ∗(X, φ(x¯), φ) = e
(λ∗/2)|φ(x¯)|
2
rˆ(X, φ) (5.2)
5.2
where x¯ is the midpoint of the polymer X . We have therefore
rˆ(X, φ) =
1
|X |
∫
X
dx1e
−(λ∗/2)|φ(x¯)|
2
rˆ∗(X, φ(x¯), φ) (5.3)5.3
Now we consider the contribution to the linear reblocking of the activity rˆ restricted to
small sets, denoted by rˆs.s. We have
B1rˆ(s.s.)(LZ, φ) =
∑
X small set
X¯=LZ
1
|X |
∫
X
dx1e
−(λ∗/2)|φ(x¯)|
2
rˆ∗(X, φ(x¯), φ) (5.4)5.4
and after rescaling and convolution integration, using the master formula in Lemma 1.3.1,
(
µΓ¯ ∗ (S1rˆ(s.s.))
)
(Z, φ) =
∑
X small set
X¯=LZ
L−α
1
|X |
∫
X
dx1e
−(λ∗/2)L
−β |Rφ(x¯)|2
(µΣx¯ ∗ rˆ∗) (X,L−βRφ(x¯), L−βT x¯Rφ) (5.5)5.5
we will write (5.5) in compact notation
(
S1rˆ(s.s.)
)♮
(Z, φ) =
∑
X s. s.
X¯=LZ
(Rrˆ)♮(L−1X, φ) =
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=
∑
X s. s.
X¯=LZ
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x¯)|2 rˆ#Σx¯∗ (X,L
−βRφ(x¯), L−βT x¯Rφ) (5.6)
5.6
Then we define the relevant part in the following way
L
(
S(1)rˆ(s.s.)
)♮
(Z, φ) =
∑
X s. s.
X¯=LZ
L(Rrˆ)♮(L−1X, φ) =
=
∑
X s. s.
X¯=LZ
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2
rˆ#Σx¯∗ (X, 0, 0) (5.7)5.7
so that the irrelevant term is
(1− L)
(
S(1)rˆ(s.s.)
)♮
(Z, φ) =
∑
X s. s.
X¯=LZ
(1− L)(Rrˆ)♮(L−1X, φ) (5.8)
5.7.1
with
(1− L)(Rrˆ)♮(L−1X, φ) =
=
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2 [−rˆ#Σx¯∗ (X, 0, 0)+
+e−(λ∗/2)L
−β(|Rφ(x¯)|2−|Rφ(x1)|2)rˆ#Σx¯∗ (X,L
−βRφ(x¯), L−βT x¯Rφ)
]
=
=
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2
∫ 1
0
dt
∂
∂t
[
e−t
2(λ∗/2)L
−β(|Rφ(x¯)|2−|Rφ(x1)|2)rˆ#Σx¯∗ (X, tL
−βRφ(x¯), tL−βT x¯Rφ)
]
(5.9)
5.7.2
Then we perform the derivative with respect to t obtaining
(1−L)(Rrˆ)♮(L−1X, φ) = L
−α
|X |
∫
X
dx1e
−λ∗2 L
−β|Rφ(x1)|
2
∫ 1
0
dt
[
∂
∂t
(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
)
rˆ#Σx¯∗ (X, tL
−βRφ(x¯), tL−βT x¯Rφ)+
+
(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
) ∂
∂t
rˆ#Σx¯∗ (X, tL
−βRφ(x¯), tL−βT x¯Rφ)
]
=
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=
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2
∫ 1
0
dt
[
∂
∂t
(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
)
rˆ#Σx¯∗ (X, tL
−βRφ(x¯), tL−βT x¯Rφ)+
+
(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
)[
(Drˆ#Σx¯∗ )(X, tL
−βRφ(x¯), tL−βT x¯Rφ; (L−βRφ(x¯), 0))+
+(Drˆ#Σx¯∗ )(X, tL
−βRφ(x¯), tL−βT x¯Rφ; (0, L−βT x¯Rφ))]] (5.10)
5.8
where the derivatives with respect to the field φ(x¯) are ordinary partial derivatives, and
we will denote them hereafter with ∂, while variational derivatives with respect to the field
φ have norms computed in C1(X) topology. We denote with D(2)K the first variational
derivative in the direction of φ in the activity K(X, φ(x¯), φ). We can write the following
bound for the activity (1− L)(Rrˆ)♮(L−1X, φ):
∣∣(1− L)(Rrˆ)♮(L−1X, φ)∣∣ ≤ L−α|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2
∫ 1
0
dt
[
L−1/2e(λ∗/2)L
1/2−β||Rφ(x¯)|2−|Rφ(x1)|2| ∣∣(rˆ#Σx¯∗ )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∣∣ +
+
(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
) [
|L−βRφ(x¯)|
∣∣∣(∂rˆ#Σx¯∗R )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∣∣∣+
+
∥∥L−βT x¯Rφ∥∥
C1(X)
∥∥(D(2)rˆ#Σx¯∗ )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∥∥]] (5.11)5.9
vwhere in the second line we used the trivial inequality
|xex| ≤ 1
α
eα|x| ∀α > 2
We can give a suitable estimate of (5.11) by means of the following lemmas
LEMMA 5.1.1
∣∣|Rφ(x¯)|2 − |Rφ(x1)|2∣∣ ≤ O(1)L−(1−β) (‖φ‖2L−1X,1,σ + L−β|Rφ(x1)|2)
Proof ∣∣|Rφ(x¯)|2 − |Rφ(x1)|2∣∣ ≤ ||Rφ(x¯)| − |Rφ(x1)|| ||Rφ(x¯)|+ |Rφ(x1)||
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Using the mean value theorem, a Sobolev inequality and the assumption that X is a small
set
∣∣|Rφ(x¯)|2 − |Rφ(x1)|2∣∣ ≤
(
|x¯− x1|L−(1−β/2) sup
x∈L−1X
∇φ(x)
)(
2|Rφ(x1)|+ 2‖φ‖L−1X,1,σ
)≤
≤ |X |L−(1−β)‖φ‖L−1X,1,σ
(
2L−β/2|Rφ(x1)|+ 2‖φ‖L−1X,1,σ
)
and the lemma easily follows.
LEMMA 5.1.2
∥∥L−βT x¯Rφ∥∥
C1(X)
≤
≤ O(1)L−β/2 1√
1− t2
(
1√
k
+
1√
ρ
)
e(λ∗/2)(ρ/4)(1−t
2)L−β|Rφ(x1)|
2
e
(κ/4)(1−t2)‖φ‖2
L−1X,1,σ
(5.12)
5.10
Proof
Recall that
T x¯Rφ(x) = LβRφ(x) − λ∗Γ(x− x¯)Rφ(x¯)
By trivial algebraic manipulation, and the property Lβ − 1 = λ∗Γ(0) we obtain
L−βT x¯Rφ(x) = [Rφ(x)−Rφ(x¯)] + L−β(1 + λ∗(Γ(0)− Γ(x− x¯)))Rφ(x¯)
then we observe that because of Lemma 5.1.1
|Γ(0)− Γ(x− x¯)| ≤ |x− x¯| sup
x
|∇Γ(x)| ≤ O(1)|X |
|Rφ(x)−Rφ(x¯)| ≤ L−(1−β/2)|x− x¯| sup
x
|∇φ(x/L)| ≤ |X |L−(1−β/2) sup
x∈L−1X
|∇φ(x)|
and we have therefore
sup
x∈X
|L−βT x¯Rφ(x)| ≤ |X |[L−(1−β/2) sup
x∈L−1X
|∇φ(x)|+O(1)L−β|Rφ(x¯)|]
Analogously, for the first derivative
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L−β∇xT x¯Rφ(x) = L−(1−β/2)∇φ(x/L)− λ∗∇Γ(x− x¯)Rφ(x¯)
and therefore
sup
x∈X
|L−β∇xT x¯Rφ(x)| ≤ L−(1−β/2) sup
x∈L−1X
|∇φ(x)|+O(1)L−β|Rφ(x¯)|
Combining the two relations above we obtain
∥∥L−βT x¯Rφ∥∥
C1(X)
≤ |X |[L−(1−β/2) sup
x∈L−1X
|∇φ(x)|+O(1)L−β|Rφ(x¯)|]
Moreover,
|Rφ(x¯)| ≤ |Rφ(x1)|+ |X |[L−(1−β/2) sup
x∈L−1X
|∇φ(x)
Now we exploit the estimates
sup
x∈L−1X
|∇φ(x)| ≤ 1√
1− t2
1√
k
e
(κ/4)(1−t2)‖φ‖2
L−1X,1,σ
and
L−β/2|Rφ(x1)| ≤ O(1) 1√
1− t2
1√
ρ
e(λ∗/2)(ρ/4)(1−t
2)L−β |Rφ(x1)|
2
and X is a small set
The lemma has been proved.
Q.E.D
LEMMA 5.1.3
|L−βRφ(x¯)| ≤ O(1) 1√
ρ
1√
k
L−β/2√
1− t2 e
(λ∗/2)(ρ/4)(1−t
2)L−β |Rφ(x1)|
2
e
(κ/4)(1−t2)‖φ‖2
L−1X,1,σ
(5.13)
5.11
The proof follows the above lines.
ρ, k are chosen sufficiently small but are of O(1) in L.
Then we obtain from (5.11) using the above lemmas,
∣∣(1−L)(Rrˆ)♮(L−1X, φ)∣∣ ≤ O(1)L−β/2L−α|X |
∫
X
dx1e
− λ∗2 L
−β(1− ρ4 )|Rφ(x1)|
2
e
k
4 ‖φ‖
2
L−1X,1,σ
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∫ 1
0
dt
1√
1− t2 e
(λ∗/2)L
−β(1−t2)(ρ/4)|Rφ(x1)|
2
e
(κ/4)(1−t2)‖φ‖2
L−1X,1,σ
[∣∣(rˆ#Σx¯∗ )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∣∣+
+
∣∣∣(∂rˆ#Σx¯∗R )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∣∣∣+
+
∥∥(D(2)rˆ#Σx¯∗ )(X, tL−βRφ(x¯), tL−βT x¯Rφ)∥∥] (5.14)5.11.1
In order to bound the activities in (5.14) in terms of the norms introduced in section 2 we
introduce the following intermediate regulator
G∗ρ(X, φ(x¯), φ) = e
(λ∗/2)(1+ρ)|φ(x¯)|
2
G(X, φ) (5.15)
5.12
where G(X, φ) is defined in (2.11). For G∗ρ(X, φ(x¯), φ) the following lemma holds
LEMMA 5.1.4
Let β be small enough but O(1) independent of L. Let X be a small set. Then
G∗ρ(X, φ(x¯), φ) ≤ e(λ∗/2)4ρ|φ(x¯)|2e2κ‖φ‖2X,1,σ (5.16)5.14
Proof
We plug in the definition of G(X, φ) and observe that
e−(λ∗/2)(1−ρ)|φ(x)|
2
e(λ∗/2)(1+ρ)|φ(x¯)|
2
= e−(λ∗/2)(|φ(x)|
2−|φ(x¯)|2)e(λ∗/2)ρ(|φ(x)|
2+|φ(x¯)|2) ≤
≤ e(λ∗/2)|φ(x)−φ(x¯)||φ(x)+φ(x¯)|e(λ∗/2)ρ(|φ(x)|2+|φ(x¯)|2)
Recall that x and x¯ belong to X a small set. Then by using the Sobolev inequality we have
|φ(x)− φ(x¯)| ≤ 2‖φ‖X,1,σ
|φ(x) + φ(x¯)| ≤ 2|φ(x¯)|+ 2‖φ‖X,1,σ
|φ(x)|2 ≤ 2|φ(x¯)|2 + 4‖φ‖2X,1,σ
Then, using elementary inequalities we get
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G∗ρ(X, φ(x¯), φ) ≤ e(λ∗/2)4ρ|φ(x¯)|2e(κ+λ∗(1/ρ+2+2ρ))‖φ‖2X,1,σ
and lemma 5.1.4 follows choosing β small enough to give λ∗ ≤ k/(1/ρ+ 2 + 2ρ)
Q.E.D.
We will also need :
LEMMA 5.1.5
‖rˆ∗(X)‖G∗ρ ≤ ‖rˆ(X)‖G (5.17)5.15
‖(D(2)rˆ∗)(X)‖G∗ρ ≤ ‖(Drˆ)(X)‖G (5.18)5.15.1
‖(∂rˆ∗)(X)‖G∗ρ ≤
O(1)√
ρ
‖rˆ(X)‖G (5.19)5.16
Proof
It follows immediately from the definition of G∗ρ and of rˆ∗
Q.E.D.
We observe now that the derivatives and the fluctuation integral commute, and denoting
J =


rˆ∗
∂rˆ∗
D(2)rˆ∗
we have
|(J#Σx¯)(X, tL−βRφ(x¯), tL−βT x¯Rφ)| ≤
≤
∫
dµΣx¯(ζ)G∗ρ(X, ζ(x¯) + tL
−βRφ(x¯), ζ + tL−βT x¯Rφ)‖J(X)‖G∗ρ ≤
≤
∫
dµΣx¯(ζ)e
(λ∗/2)4ρ|ζ(x¯)+tL
−βRφ(x¯)|2e4κ‖ζ+tL
−βT x¯Rφ‖2X,1,σ‖J(X)‖G∗ρ (5.20)5.17
In passing to the last line we have used Lemma 5.1.4
Now using the stability of the large fields regulator in the form (2.15) we have
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|(J#Σx¯)(X, tL−βRφ(x¯), tL−βT x¯Rφ)| ≤
≤ e(λ∗/2)(ρ/8)t2L−β|Rφ(x¯)|2e(κ/8)t2‖φ‖2L−1X,1,σ‖J(X)‖G∗ρ (5.21)5.18
Using again lemma 5.1.1 we obtain
|(J#Σx¯)(X, tL−βRφ(x¯), tL−βT x¯Rφ)| ≤
≤ e(λ∗/2)(ρ/4)t2L−β |Rφ(x1)|2e(κ/4)t2‖φ‖2L−1X,1,σ‖J(X)‖G∗ρ (5.22)5.18.1
Finally returning to (5.14) and using (5.22) together with the fact that
∫ 1
0
dt(1− t2)−1/2 =
O(1) we obtain
∣∣(1− L)(Rrˆ)♮(L−1X, φ)∣∣ ≤
≤ O(1)L−β/2L
−α
|X |
∫
X
dx1e
−(λ∗/2)(1−ρ/2)L
−β |Rφ(x1)|
2
e
(κ/2)‖φ‖2
L−1X,1,σ
[‖rˆ∗(X)‖G∗ρ + ‖(∂rˆ∗)(X)‖G∗ρ + ‖(D(2)rˆ∗)(X)‖G∗ρ] (5.23)5.19
and then from (5.17)-(5.19), performing the rescaling, using L−α = O(1)L−D for ε small
enough, and Lemma 5.1.5 we get
∣∣(1−L)(Rrˆ)♮(L−1X, φ)∣∣ ≤ O(1)L−β/2L−DG(L−1X, φ)‖rˆ(X)‖G,1 (5.24)5.20
Now we want to obtain an analogous estimate for the derivative (D(1−L)(Rrˆ)♮)(L−1X, φ)
By definition we have
(D(1− L)(Rrˆ)♮)(L−1X, φ; f) = d
ds
∣∣∣∣
s=0
(1− L)(Rrˆ)♮(L−1X, φ+ sf) =
=
L−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|Rφ(x1)|
2
{
−λ∗
2
f(x1/L)(L
−β/2Rφ)(x1)
∫ 1
0
dt
∂
∂t
[(
e−
λ∗
2 t
2L−β(|Rφ(x¯)|2−|Rφ(x1)|2)
)
rˆ#Σx¯∗ (X, tL
−βRφ(x¯), tL−βT x¯Rφ)
]
+
+λ∗(f(
x¯
L
)φ(
x¯
L
)−f(x1
L
)φ(
x1
L
))e−
λ∗
2 L
−β(|Rφ(x¯)|2−|Rφ(x1)|2)rˆ#Σx¯∗ (X,L
−βRφ(x¯),L−βT x¯Rφ)+
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+e−
λ∗
2 L
−β(|Rφ(x¯)|2−|Rφ(x1)|2) [(D(2)rˆ#Σ∗ )(X,L−βRφ(x¯), L−βT x¯Rφ; (0, L−βT x¯Rφ))+
+L−β(Rf(x¯))(∂rˆ#Σx¯∗ )(X,L−βRφ(x¯), L−βT x¯Rφ; (L−βRφ(x¯), 0))
]}
(5.25)
5.21
We note that
|f( x¯
L
)φ(
x¯
L
)− f(x1
L
)φ(
x1
L
)| ≤ |(f( x¯
L
)− f(x1
L
))φ(
x1
L
)|+ |f( x¯
L
)(φ(
x¯
L
)− φ(x1
L
))| ≤
≤ O(1)
L
‖f‖C1(L−1X)(|φ(x1L )|+ ‖φ‖L−1X,1,σ) (5.26)5.22
and
‖L−βT x1Rf‖C1(X) ≤ O(1)L−β/2‖f‖C1(L−1X)
which is proved as (5.12).
Now we can proceed to the estimate of (5.25) along the same lines as the proof of (5.24).
Recalling the definition of the norm of functional derivatives given in section 2, we obtain
∥∥(D(1−L)(Rrˆ)♮)(L−1X, φ)∥∥ ≤ O(1)L−β/2L−DG(L−1X, φ) [‖rˆ(X)‖G + ‖(Drˆ)(X)‖G]
(5.27)
5.23
The results (5.24) and (5.27) can be written in terms of the norms introduced in section 2
in the following way
∥∥(1− L)(Rrˆ)♮(L−1X, φ)∥∥
1
≤ O(1)L−β/2L−DG(L−1X, φ)‖rˆ(X)‖G,1 (5.28)5.24
Now we go back to (5.8). Using (5.28) we obtain
‖(1− L)
(
S1rˆ(s.s.)
)♮
(Z, φ)‖1 ≤ O(1)L−β/2L−D
∑
X s. s.
X¯=LZ
G(L−1X, φ)‖rˆ(X)‖G,1 (5.29)5.24.1
This implies, exploiting Lemma 2.1.1
‖(1− L)
(
S1rˆ(s.s.)
)♮
(Z, φ)‖1Γp(Z) ≤
≤ O(1)L−β/2L−D
∑
X s. s.
X¯=LZ
G(L−1X, φ)‖rˆ(X)‖G,1Γ(X) ≤
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≤ O(1)L−β/2L−D‖rˆ‖G,1,Γ
∑
X s. s.
X¯=LZ
G(L−1X, φ) (5.30)
5.25
Now we use lemma 2.3.3 to get
‖(1− L)
(
S1rˆ(s.s.)
)♮
(Z, φ)‖1Γp(Z) ≤ O(1)L−β/2‖rˆ‖G,1,ΓG(Z, φ) (5.31)5.29
Observing now that
∑
Z s. s.
Z⊃∆
1 = O(1)
we have proved the following proposition
PROPOSITION 5.1.6
The contribution (1−L) (S1rˆ(s.s.))♮ due to small set activities and linear reblocking satisfies
the following bound for any p ≥ 0,
‖(1− L)
(
S1rˆ(s.s.)
)♮
‖G,1,Γp ≤ O(1)L−β/2‖rˆ‖G,1,Γ (5.32)5.30
5.2. Linear reblocking, large set contributions
Now we consider the contribution
(S1rˆ(l.s.))♮ due to large sets in linear reblocking. After
reblocking and rescaling we obtain for such terms
S1rˆ(l.s.)(Z, φ) =
∑
X large set
X¯=LZ
(RK)(L−1X, φ) (5.33)
5.31
For such contributions we have the following lemma :
LEMMA 5.2.1
‖
(
S1rˆ(l.s.)
)♮
‖G,1,Γ ≤ O(1)L−(1−β/2)‖rˆ‖G,1,Γ (5.34)5.34
Proof
This is nothing but Lemma 2.5.3 of section 2.
5.3. Bound for the relevant part.
We prove some preliminary lemmas on the bounds of the relevant part. The relevant terms
Frˆ(Z, φ) are defined by (see (5.7))
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Frˆ(Z, φ) =
∑
X s. s.
X¯=LZ
L(Rrˆ)♮(L−1X, φ) (5.35)
5.56
Since |X¯| ≤ |X |, Z is a small set.
Then we have
LEMMA 5.3.1 For any integer p ≥ 0
‖Frˆ‖G,1,Γp ≤ O(1)‖rˆ‖G,1,Γ (5.36)5.57
where O(1) depends on p.
Proof
X is a small set. From (5.7) we have
L(Rrˆ)♮(L−1X, φ) = L
−α
|L−1X |
∫
L−1X
dx1e
−(λ∗/2)|φ(x1)|
2
rˆ#Σ
x¯
∗ (X, 0, 0) (5.37)5.58
and it is easy to see, using (5.21) as well as (from Lemma 5.1.5)
‖(rˆ∗)(X)‖G∗ρ ≤ O(1)‖rˆ(X)‖G (5.38)5.59
that the following inequality holds
‖L(Rrˆ)♮(L−1X)‖G ≤ O(1)L−D‖rˆ(X)‖G (5.39)5.60
Analogously, for the functional derivative
‖(DL(Rrˆ)♮)(L−1X)‖G ≤ O(1)L−D‖rˆ(X)‖G (5.40)5.61
and we have therefore
‖L(Rrˆ)♮‖G,1,Γp ≤ O(1)L−D‖rˆ‖G,1,Γ (5.41)5.62
Applying lemma 2.3.3 finishes the proof
Q.E.D
LEMMA 5.3.2
‖Frˆ‖∞,1,Γp ≤ O(1)‖rˆ‖G,1,Γ (5.42)5.63
Proof
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From (5.37) and (5.38) we have
|L(Rrˆ)♮(L−1X, φ)| ≤ O(1)L−D‖rˆ(X)‖G (5.43)5.64
and similarly, for the functional derivative
‖(DL(Rrˆ)♮)(L−1X, φ)‖ ≤ O(1)L−D‖rˆ(X)‖G (5.44)5.65
Applying again lemma 2.3.3 we have the proof.
Q.E.D
We want to write Frˆ(Z, φ) in terms of the sets where the dependence from the field φ is
localized. In other words, we want to write the decomposition
Frˆ(Z, φ) =
∑
∆⊂Z
Frˆ(Z,∆, φ) (5.45)5.66
where in Frˆ(Z,∆, φ) appear only fields defined in ∆.
Frˆ(Z,∆, φ) is given by
Frˆ(Z,∆, φ) =
∑
∆1:∆¯1=L∆
∑
X: s.s.
X¯=LZ
X⊃∆1
L−α
∫
∆1
dx1e
−λ∗2 L
−β|Rφ(x1)|
2
frˆ(X) (5.46)5.68
where
frˆ(X) =
1
|X | rˆ
#Σx¯
∗ (X, 0, 0) (5.47)5.69
From the above expressions it is easy to check that (5.45) is satisfied.
Now, following [BDH 1], we define the contribution to the local effective potential :
V ′Frˆ(∆, φ) = −
∑
Z⊃∆
|Z|≤2, conn
Frˆ(Z,∆, φ) (5.48)5.71
and from (5.46)
∑
Z⊃∆
Frˆ(Z,∆, φ) =
∑
∆1:∆¯1=L∆
∑
Z⊃∆
∑
X: s.s.
X¯=LZ
X⊃∆1
L−α
∫
∆1
dx1e
−λ∗2 L
−β|Rφ(x1)|
2
frˆ(X) (5.49)5.70
It is immediate to see that this can be rewritten as
∑
Z⊃∆
Frˆ(Z,∆, φ) =
∑
∆1:∆¯1=L∆
L−α
∫
∆1
dx1e
− λ∗2 L
−β |Rφ(x1)|
2 ∑
X: s.s.
X⊃∆1
frˆ(X) (5.50)5.70.1
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Now we want to prove the following lemma
LEMMA 5.3.3
V ′Frˆ(∆, φ) = ξrˆV∗(∆, φ) (5.51)5.72
with
|ξrˆ| ≤ O(1)‖rˆ‖G,1,Γ ≤ O(1)ε5/2+η (5.52)5.73
Proof
By translation invariance
∑
X: s.s.
X⊃∆1
frˆ(X) =
∑
X: s.s.
X⊃∆1
1
|X | rˆ
#Σx¯
∗ (X, 0, 0) (5.53)5.74
with x¯ midpoint of X is independent of ∆1, i.e. ∆1 can be taken any unit block and the
sum does not change. Therefore we define
∑
X: s.s.
X⊃∆1
1
|X | rˆ
#Σx¯
∗ (X, 0, 0) = ξrˆL
−ε
and (5.50) can be rewritten
∑
Z⊃∆
Frˆ(Z,∆, φ) = L
−α
∫
L∆
dx1e
− λ∗2 L
−β |Rφ(x1)|
2
ξrˆL
−ε (5.54)
5.75
Performing the rescaling in (5.54) we obtain (5.51).
To prove the bound (5.52) we observe
|ξrˆ| ≤ O(1)
∑
X: s.s.
X⊃∆1
1
|X | |rˆ
#Σx¯
∗ (X, 0, 0)| ≤ O(1)
∑
X: s.s.
X⊃∆1
O(1)‖rˆ(X)‖G (5.55)5.76
where in the last step we used (5.22) followed by Lemma 5.1.5, (5.17).
From (5.55) we have
|ξrˆ| ≤ O(1)(
∑
Z s. s.
Z⊃∆1
1)‖rˆ‖G,1,Γ ≤
≤ O(1)‖rˆ‖G,1,Γ
and by lemma 3.3.1 we obtain the proof.
Q.E.D.
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§6 Extraction estimates.
From lemma 3.1.1, then reblocking-rescaling followed by fluctuation integration, and
then the preliminary extraction provided by lemma 3.4.1, we obtained a single step of RG
in the form
e−gV∗(Λ)Exp( +K)(Λ) −→ e−gLεV∗(L−1Λ)Exp( + K˜)(L−1Λ) (6.1)
6.1
with K˜ given by (3.45). In sections 4-5 respectively we obtained the relevant parts FQ˜
(see (4.28)) and Frˆ (see (5.35)). They are supported on small sets and have the following
local representations:
FQ˜(Z) =
∑
∆⊂Z
FQ˜(Z,∆) (6.2)6.2
Frˆ(Z) =
∑
∆⊂Z
Frˆ(Z,∆) (6.3)6.3
The corresponding local potentials are
V ′
Q˜
(L−1Λ) =
∑
∆⊂L−1Λ
V ′
Q˜
(∆) (6.4)
6.4
V ′
Q˜
(∆) =
∑
Z⊃∆
Z⊂L−1Λ
FQ˜(Z,∆) = −Lεb1g2V∗(∆) (6.5)6.5
with b1 = O(lnL) > 0 (see lemma 4.6.1)
V ′rˆ (L
−1Λ) =
∑
∆⊂L−1Λ
V ′rˆ (∆) (6.6)6.6
V ′rˆ (∆) =
∑
Z⊃∆
Z⊂L−1Λ
Frˆ(Z,∆) = ξrˆV∗(∆) (6.7)6.7
with |ξrˆ| ≤ O(1)ε5/2+η (see lemma 5.3.3). These lemmas are valid under the assumptions
(3.5) and (3.11) on g and on the remainder r.
Define the total contribution to the local effective potential, due to FQ˜ and Frˆ as
V ′F = V
′
Q˜
+ V ′rˆ (6.8)6.8
where the total relevant part is
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F = FQ˜ + Frˆ (6.9)6.9
Then the local effective potential gLεV∗(L
−1Λ) can be replaced by
V ′ = gLεV∗ + V
′
F (6.10)6.10
provided we replace the activity K˜ with a new activity E(K˜). This procedure known as
extraction (adopting the terminology of BDH) is given by the following proposition:
PROPOSITION 6.1 (Extraction)
e−gL
εV∗(L
−1Λ)Exp( + K˜)(L−1Λ) = e−V ′(L−1Λ)Exp( + E(K˜))(L−1Λ) (6.11)
6.11
where
E(K˜) = (K˜ − F ) + (e−F − 1− F ) + (e−F − 1)+≥2 + (e−F − 1)+ ∨ K˜ (6.12)6.12
Before we prove this proposition let us observe:
V ′ = g′V∗ (6.13)6.13
where
g′ = Lεg(1− b1g) + ξrˆ (6.14)6.14
as follows from (6.8) and (6.10).
Proof of proposition 6.1
E(K˜) is determined by
Exp( + E(K˜))(L−1Λ) = eV ′F (L−1Λ)Exp( + K˜)(L−1Λ) (6.15)
6.15
From (6.2), (6.3) and (6.9) we have
F (Z) =
∑
∆⊂Z
F (Z,∆) (6.16)6.16
Observe that
∑
Z⊂L−1Λ
F (Z) =
∑
Z⊂L−1Λ
∑
∆⊂Z
F (Z,∆) =
∑
∆⊂L−1Λ
∑
Z⊃∆
Z⊂L−1Λ
F (Z,∆) =
=
∑
∆⊂L−1Λ
−V ′F (∆) = −V ′F (L−1Λ) (6.17)6.17
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Hence
eV
′
F (L
−1Λ) =
∏
Z⊂L−1Λ
e−F (Z) =
∏
Z⊂L−1Λ
((e−F (Z) − 1) + 1) = Exp( + (e−F − 1)+)(L−1Λ)
(6.18)6.18
Using this, from (6.15)
Exp( + E(K˜)) = Exp( + (e−F − 1)+)Exp( + K˜) (6.19)
6.19
and from lemma 1.4.1
E(K˜) = K˜ + (e−F − 1)+ + (e−F − 1)+ ∨ K˜ =
= (K˜ − F ) + (e−F − 1− F ) + (e−F − 1)+≥2 + (e−F − 1)+ ∨ K˜ (6.20)6.20
Q.E.D.
Note that from the definition of K˜ given in (3.51) and from (5.35)
E(K˜) = Ik+1 + r′ (6.21)6.21
where
r′ = (1− L)
(
S1rˆ(s.s.)
)♮
+
(
S1rˆ(l.s.)
)♮
+ r˜♮ + r¯+
+(e−F − 1− F ) + (e−F − 1)+≥2 + (e−F − 1)+ ∨ K˜ (6.22)6.22
We wish to estimate r′. This is provided by the following proposition.
PROPOSITION 6.2
‖r′‖G,1,Γ6 ≤
1
Lβ/4
ε5/2+η (6.23)6.23
Proof
We recall that we have already proved
‖(1−L)
(
S(1)rˆ(s.s.)
)♮
‖G,1,Γ6 ≤ O(1)L−β/2‖rˆ‖G,1,Γ (6.24)6.24
(see proposition 5.1.6)
‖
(
S1rˆ(l.s.)
)♮
‖G,1,Γ6 ≤ O(1)L−(1−β/2)‖rˆ‖G,1,Γ ≤ O(1)L−β/2‖rˆ‖G,1,Γ (6.25)6.25
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(see lemma 5.2.1)
‖r˜♮‖G,1,Γ6 ≤ L−β/2ε5/2+η (6.26)6.26
(see lemma 3.5.2)
‖r¯‖G,1,Γ6 ≤ L−β/2ε5/2+η (6.27)6.27
(see lemma 3.5.1)
We prove the following lemmas before returning to the proof of proposition 6.2
LEMMA 6.3
‖e−F − 1− F‖G,1,Γ6 ≤ L−β/2ε5/2+η (6.28)6.28
Proof
From lemmas 4.6.2, 5.3.1, 5.3.2 we have
‖F‖G,1,Γp ≤ O(1)ε7/4 ‖F‖∞,1,Γp ≤ O(1)ε7/4 (6.29)6.29
for any integer p ≥ 0, with O(1) depending on p.
From lemma 2.5.4
‖e−F − 1− F‖G,1,Γ6 ≤ O(1)‖F‖G,1,Γ6‖F‖∞,1,Γ6 (6.30)6.30
putting in (6.30) the bounds (6.29) we have
‖e−F − 1− F‖G,1,Γ6 ≤ O(1)ε14/4 (6.31)6.31
and the lemma follows from the smallness of ε.
Q.E.D.
LEMMA 6.4
‖(e−F − 1)+≥2‖G,1,Γ6 ≤ L−β/2ε5/2+η (6.32)6.32
Proof
From lemma 2.5.5, following the same lines of lemma 6.3
Q.E.D.
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LEMMA 6.5
‖(e−F − 1)+ ∨ K˜‖G,1,Γ6 ≤ L−β/2ε5/2+η (6.33)6.33
Proof
‖(e−F − 1)+ ∨ K˜‖G,1,Γ6 ≤
∑
N,M≥1
O(1)N+M‖(e−F − 1)+‖N∞,1,Γ9‖K˜‖MG,1,Γ9 (6.34)6.34
From the expression of K˜ (3.51), corollary 2.5.2, bound (3.9) proved by means of lemma
4.7.1, and lemmas 3.5.1, 3.5.2 we have
‖K˜‖G,1,Γ9 ≤ O(1)ε7/4 (6.35)6.35
From lemma 2.5.5, and (6.29)
‖(e−F − 1)+‖∞,1,Γ9 ≤ O(1)ε7/4 (6.36)6.36
Then
‖(e−F − 1)+ ∨ K˜‖G,1,Γ6 ≤ O(1)ε14/4 (6.37)6.37
and the lemma follows from the smallness of ε.
Q.E.D.
Now we come back to the proof of proposition 6.2.
From (6.24) - (6.27) and lemmas 6.3 - 6.5 we have
‖r′‖G,1,Γ6 ≤ O(1)
1
Lβ/2
ε5/2+η (6.38)
6.38
and proposition 6.2 follows for L large enough.
Q.E.D.
From (6.14) the evolved coupling constant g′ at the end of one RG step is
g′ = Lεg(1− b1g) + ξrˆ
In the absence of the remainder contribution ξrˆ, the approximate flow has the fixed point
g¯
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g¯ = Lεg¯(1− b1g¯) (6.39)6.39
whence
g¯ =
Lε − 1
Lεb1
(6.40)
6.40
From lemma 4.6.1 we have
0 < b1 = O(lnL) (6.41)6.41
From the smallness of ε (3.5) we have
g¯ = O(ε) (6.42)6.42
Assume
|g − g¯| ≤ ε3/2 (6.43)
6.43
Then, since g¯ = O(ε), we have g = O(ε) and the hypotesis at the beginning of section 3 is
satisfied. We have, under the assumption (6.43) above
PROPOSITION 6.6
The evolved coupling constant g′ satisfies
|g′ − g¯| ≤ ε3/2 (6.44)
6.44
so that the closed ball centered at g¯ of radius ε3/2 is stable under RG iteration.
Also,
|g′ − g| ≤ ε1/2ε3/2 (6.45)
6.45
Proof
From (6.14) and an elementary calculation using property (6.39) we have
g′ − g¯ = (g′ − g¯)(1− Lεb1g) + ξrˆ
g is O(ε), b1 is O(lnL), hence for ε sufficiently small
0 < 1− Lεb1g ≤ 1−O(ε)
By assumption (6.43) above and by lemma 5.3.3
|ξrˆ| ≤ ε5/2+η
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we have
|g′ − g¯| ≤ ε3/2(1−O(ε) +O(ε1+η)) ≤ ε3/2
for ε sufficiently small.
The next part of the proposition follows by writing
g′ − g = (g − g¯)(−Lεb1g) + ξrˆ
and estimating as before.
Q.E.D.
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§7 Convergence to a non Gaussian fixed point
The partition functional at the n-th step of the RG can be parametrized by
(gn, In, rn)
in volume LN+1−n. A further RG transformation is a map
(gn, In, rn) −→ (gn+1, In+1, rn+1) (7.1)7.1
where the volume changes to LN+1−(n+1). In order to discuss the convergence of the
sequence of RG transformations we shall consider N, n very large with N ≫ n, so that we
are effectively in “infinite” volume. With this hypothesis, the sequence of transformations
(7.1) are iterations of a fixed mapping.
Let us now recall some results of the preceeding sections.
By hypothesis I0 = r0 = 0 and |g0 − g¯| ≤ ε3/2. By the structure of irrelevant terms in
second order perturbation theory given in section 4, and by results established there, we
can write for any n
In =
n∑
l=1
g2n−lI¯l (7.2)7.2
I¯l = (S1I¯l−1)♮ (7.3)7.3
‖I¯l‖G,1,Γp ≤ O(1)L3β−lβ/2L2(D+2) (7.4)7.4
for all integers p ≥ 1, with O(1) depending on p.
Note that for n ≥ 1:
‖In − In−1‖G,1,Γp ≤ L−nβ/4ε7/4 (7.5)7.5
where we have used the smallness of ε.
By proposition 6.2, 6.6, the closed ball:
B =
{
g, r
∣∣∣ |g − g¯| ≤ ε3/2, ‖r‖G,1,Γ6 ≤ ε5/2+η} (7.6)7.6
is stable under RG iteractions. Moreover from (7.2), (7.4), and using gn = O(ε) for all n,
we get easily
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‖In‖G,1,Γp ≤ O(ε2)L2(D+2)
n∑
l=1
L−(l−1)β/4 ≤ ε7/4 (7.7)
7.7
We thus have
PROPOSITION 7.1
For any n
|gn − g¯| ≤ ε3/2 (7.8)7.8
‖rn‖G,1,Γ6 ≤ ε5/2+η (7.9)7.9
‖In‖G,1,Γ6 ≤ ε7/4 (7.10)7.10
Define, for any sequence {an}, the increments ∆an = an+1 − an, and make the following
inductive hypothesis:
For all j = 1, 2, ..., n,
|∆gj−1| ≤ kj∗ε3/2 (7.11)7.11
‖∆rj−1‖G,1,Γ6 ≤ kj∗ε5/2+η (7.12)7.12
where
k∗ = 1− ε lnL+ 2ε1+η/2 (7.13)7.13
Clearly 0 < k∗ < 1.
Note that the inductive hypothesis is true for j = 1. In fact, for j = 1 (7.11) follows
from proposition 6.6, and (7.12) follows from proposition 6.2 if we use L−β/4 ≤ k∗, for
sufficiently large L. Remember r0 = 0, η > 0 and sufficiently small, say η = 1/20 as in
section 3. Our task will be to prove that (7.11) and (7.12) are true for j = n+ 1. To this
end we first note some preliminary estimates. These are increment version of lemma 3.3.1,
(6.35), and lemmas 3.5.1, 3.5.2. They are summarized in the following lemma:
LEMMA 7.2
For any integer p ≥ 0 and for O(1) depending on p
‖∆rˆn−1‖G,1,Γ ≤ O(1)kn∗ ε5/2+η (7.14)7.14
‖∆K˜n−1‖G,1,Γp ≤ O(1)kn∗ ε7/4 (7.15)7.15
‖∆r¯n−1‖G,1,Γp ≤ O(1)
kn∗
Lβ/2
ε5/2+η (7.16)
7.16
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‖(∆r˜n−1)♮‖G,1,Γp ≤ O(1)
kn∗
Lβ/2
ε5/2+η (7.17)
7.17
The quantities rˆ, K˜, r¯, r˜ are those introduced in section 3.
We omit the proof of lemma 7.2. The proof is straightforward. We have to use proposition
7.1 and the inductive hypothesis. We use lemmas 2.6.1, 2.6.2, 2.6.3. For (7.15) we use
also (7.5) and L−β/4 ≤ k∗. Then follow the lines of the proofs of lemma 3.3.1, (6.35), and
lemmas 3.5.1, 3.5.2.
Now turn to the extracted activities. By definition (see (6.22))
rn+1 = (1− L)
(
S1rˆ(s.s.)n
)♮
+
(
S1rˆ(l.s.)n
)♮
+ r˜♮n + r¯n+
+(e−Fn − 1− Fn) + (e−Fn − 1)+≥2 + (e−Fn − 1)+ ∨ K˜n (7.18)7.18
Hence
∆rn = (1− L)
(
S1∆rˆ(s.s.)n−1
)♮
+
(
S1∆rˆ(l.s.)n−1
)♮
+ (∆r˜n−1)
♮ +∆r¯n−1+
+∆(e−Fn−1 − 1− Fn−1) + ∆(e−Fn−1 − 1)+≥2+
+(∆(e−Fn−1 − 1)+) ∨ K˜n + (e−Fn−1 − 1)+) ∨∆K˜n−1 (7.19)7.19
PROPOSITION 7.3
‖∆rn‖G,1,Γ6 ≤ O(1)kn+1∗ ε5/2+η (7.20)7.20
Proof
We estimate each term on the r. h. s. of (7.19).
By proposition 5.1.6 and linearity
‖(1−L)
(
S1∆rˆ(s.s.)n−1
)♮
‖G,1,Γ6 ≤
O(1)
Lβ/2
‖∆rˆn−1‖G,1,Γ ≤ O(1)
Lβ/2
kn∗ ε
5/2+η (7.21)7.21
where in the last step we have used lemma 7.2.
‖
(
S1∆rˆ(l.s.)n−1
)♮
‖G,1,Γ6 ≤
O(1)
Lβ/2
‖∆rˆn−1‖G,1,Γ ≤ O(1)
Lβ/2
kn∗ ε
5/2+η (7.22)
7.22
by lemmas 2.5.3 and 7.2.
‖(∆r˜n−1)♮‖G,1,Γ6 ≤ O(1)
kn∗
Lβ/2
ε5/2+η (7.23)
7.23
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by lemma 7.2.
‖∆(e−Fn−1 − 1− Fn−1)‖G,1,Γ6 ≤ O(1)
kn∗
Lβ/2
ε5/2+η (7.24)
7.24
Proof of (7.24)
Fn = FQ˜n + Frˆn
Consider first FQ˜n with g = gn = O(ε) by proposition 7.1. From lemma 4.6.2, for j =
n− 1, n and any integer p ≥ 0
‖FQ˜j‖G,1,Γp ≤ O(1)ε7/4 ‖FQ˜j‖∞,1,Γp ≤ O(1)ε7/4
Then, by lemmas 5.3.1, 5.3.2, for j = n− 1, n and any integer p ≥ 0
‖Frˆj‖G,1,Γp ≤ O(1)‖rˆj‖G,1,Γ ≤ O(1)ε5/2+η ‖Frˆj‖∞,1,Γp ≤ O(1)‖rˆj‖G,1,Γ ≤ O(1)ε5/2+η
where in the last step we used lemma 3.3.1
Hence
‖Fj‖G,1,Γp ≤ O(1)ε7/4 ‖Fj‖∞,1,Γp ≤ O(1)ε7/4 (7.25)7.24.1
Hence, by lemma 2.6.2
‖∆(e−Fn−1 − 1− Fn−1)‖G,1,Γ6 ≤ O(1)ε7/4‖∆Fn−1‖G,1,Γ6 (7.26)7.25
By (4.31), (4.32)
‖∆FQ˜n−1‖G,1,Γp ≤ O(lnL)L2(D+2)|g2n − g2n−1| ≤ O(1)kn∗ ε7/4 (7.27)7.26
where we used in the last step the inductive hypothesis. By lemma 5.3.2, linearity, and
lemma 7.2
‖∆Frˆn−1‖G,1,Γp ≤ O(1)‖∆rˆn−1‖G,1,Γ ≤ O(1)kn∗ ε5/2+η (7.28)7.27
From (7.27), (7.28) we obtain
‖∆Fn−1‖G,1,Γ6 ≤ O(1)kn∗ ε7/4 (7.29)7.28
Putting (7.29) in (7.26) and using the smallness of ε we obtain the proof of (7.24)
We have now the estimate
‖∆(e−Fn−1 − 1)+≥2‖G,1,Γ6 ≤
O(1)
Lβ/2
kn∗ ε
5/2+η (7.30)
7.29
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This follows from (7.25), (7.29) and lemma 2.6.3
Next we have the estimate:
‖(∆(e−Fn−1 − 1)+) ∨ K˜n‖G,1,Γ6 ≤ O(1)‖(∆(e−Fn−1 − 1)+)‖∞,1,Γ9‖K˜n‖G,1,Γ9 ≤
≤ O(1)‖∆Fn−1‖∞,1,Γ9‖K˜n‖G,1,Γ9 ≤ O(1)kn∗ ε14/4 ≤
O(1)
Lβ/2
kn∗ ε
5/2+η (7.31)
7.30
where we have used lemma 2.6.3 with k = 1, and then (7.29), (6.35).
Finally, we have:
‖(e−Fn−1 − 1)+ ∨∆K˜n−1‖G,1,Γ6 ≤ O(1)‖(e−Fn−1 − 1)+‖∞,1,Γ9‖∆K˜n−1‖G,1,Γ9 ≤
≤ O(1)kn∗ ε14/4 ≤
O(1)
Lβ/2
kn∗ ε
5/2+η (7.32)
7.31
where we have used (6.36) and lemma 7.2
Adding up the estimates given in (7.21)-(7.24) and (7.30)-(7.32) we obtain
‖∆rn‖G,1,Γ6 ≤
O(1)
Lβ/2
kn∗ ε
5/2+η (7.33)
7.32.1
and from this we obtain the proof for L large enough.
Q.E.D.
PROPOSITION 7.4
|∆gn| ≤ kn+1∗ ε5/2+η (7.34)7.32
Proof
gn+1 = L
εgn(1− b1gn) + ξrˆn
whence
∆gn = ∆gn−1(L
ε − Lεb1(gn + gn−1)) + ∆ξrˆn−1 (7.35)7.33
Using the definition of the approximate fixed point
g¯ =
Lε − 1
Lεb1
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We have
Lε − Lεb1(gn + gn−1) = 2− Lε − Lεb1(gn − g¯)− Lεb1(gn−1 − g¯)
Using the fact that Lε − Lεb1(gn + gn−1) > 0 for ε sufficiently small we have
0 ≤ Lε−Lεb1(gn+gn−1) ≤ 1−ε lnL+Lεb1|gn− g¯|+Lεb1|gn−1− g¯| ≤ 1−ε lnL+2Lεb1ε3/2
(7.36)
7.34
We have also by the inductive hypothesis
|∆gn−1| ≤ kn∗ ε3/2 (7.37)7.35
|∆ξrˆn−1 | ≤ O(1)‖∆rˆn−1‖G,1,Γ ≤ O(1)kn∗ ε5/2+η (7.38)7.36
where we also used linearity and lemma 5.3.3.
Putting (7.36), (7.37) and (7.38) in (7.35) we get
|∆gn| ≤ ε3/2(1− ε lnL+ 2Lεb1ε3/2 +O(1)ε1+η)kn∗ ≤
≤ kn+1∗ ε3/2
which gives the proof of (7.34).
Q.E.D.
Propositions 7.3 and 7.4 imply that the inductive hypothesis (7.11), (7.12) is actually true
for all j ≥ 1. This, together with (7.5) and proposition 7.1 implies:
THEOREM 7.5
Let ε > 0 and sufficiently small. Then the sequence (gn, In, rn) converges, as n −→ ∞ to
the fixed point (g∞, I∞, r∞). Moreover
|g∞ − g¯| ≤ ε3/2
‖r∞‖G,1,Γ6 ≤ ε5/2+η
‖I∞‖G,1,Γ6 ≤ ε7/4
Since g¯ = O(ε), we have g∞ 6= 0 so that the fixed point is non Gaussian.
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Appendix A
In this appendix we will prove lemma 2.3.2 on the stability of the large field regulator.
Proof
Using the master formula given in Lemma 1.3.1, we have
(µΓ ∗Gρ,κ)(X, φ) = L
−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|φ(x1)|
2
∫
dµΣx1 (ζ)e
(ρλ∗/2)|ζ(x1)+L
−βφ(x1)|
2
eκ‖ζ+L
−βTx1φ‖2X,1,σ ≤
≤ L
−α
|X |
∫
X
dx1e
−(λ∗/2)L
−β|φ(x1)|
2
(∫
dµΣx1 (ζ)e
ρλ∗|ζ(x1)+L
−βφ(x1)|
2
)1/2(∫
dµΣx1 (ζ)e
2κ‖ζ+L−βTx1φ‖2X,1,σ
)1/2
(A1.1)A.1
Observing that
σ = Σx1(x1, x1) = γ − λ∗L−βγ2
so that
λ∗σ = 1− 1
Lβ
we easily obtain the bound
∫
dµΣx1 (ζ)e
ρλ∗|ζ(x1)+L
−βφ(x1)|
2 ≤
≤ e2ρλ∗L−2β |φ(x1)|2
∫
dµΣx1 (ζ)e
2ρλ∗|ζ(x1)|
2 ≤
≤ (1− 4ρ)−d/2e2ρλ∗L−2β|φ(x1)|2 (A1.2)
A.2
hence for 0 < ρ < 18 we get from (A1.1)
(µΓ ∗Gρ,κ)(X, φ) ≤ 2d/4L
−α
|X |
∫
X
dx1e
−(λ∗/2)
(
1− 2ρ
Lβ
)
L−β |φ(x1)|
2 ·
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·
(∫
dµΣx1 (ζ)e
2κ‖ζ+L−βTx1φ‖2X,1,σ
)1/2
(A1.3)
A.3
We shall now estimate the last integral in (A1.3). First we observe:
ζ + L−βT x1φ = ζ + φ− λ∗L−βΓ(·, x1)φ(x1)
Then we have
∫
dµΣx1 (ζ)e
2κ‖ζ+L−βTx1φ‖2X,1,σ ≤ e4κλ2∗L−2β‖Γ(·,x1)‖2X,1,σ |φ(x1)|2
∫
dµΣx1 (ζ)e
4κ‖ζ+φ‖2X,1,σ
(A1.4)A.4
We now make the following claim.
Claim A.1
For κ > 0 sufficiently small, independent of L, and any x1 ∈ X∫
dµΣx1 (ζ)e
4κ‖ζ+φ‖2X,1,σ ≤ 2|X|e8κ‖ φ‖2X,1,σ (A1.5)
A.6
Observe also that, from lemma 1.1.1,
‖Γ(·, x1)‖2X,1,σ ≤
∑
1≤α≤σ
∫
X
dx|∂αΓ(x−x1)|2 ≤
∑
1≤α≤σ
∫
R
dx|∂αΓ(x−x1)|2 ≤ O(1) (A1.6)A.7
Using (A1.5) and (A1.6) we get from (A1.4)∫
dµΣx1 (ζ)e
2κ‖ζ+L−βTx1φ‖2X,1,σ ≤ 2|X|eO(1)κλ2∗L−2β|φ(x1)|2e8κ‖φ‖2X,1,σ (A1.7)A.8
and using (A1.7) we get from (A1.3)
(µΓ ∗Gρ,κ)(X, φ) ≤ O(1)L
−α
|X |
∫
X
dx1e
−(λ∗/2)
(
1− 2ρ
Lβ
(1+O(1)κρλ∗)
)
L−β |φ(x1)|
2
2|X|e4κ‖φ‖
2
X,1,σ
(A1.8)
A.9
We have chosen κ > 0, O(1) in L, sufficiently small and 0 < ρ < 1/8. We choose ρ ≥ κ.
Then we get (2.14) for L sufficiently large. So lemma 2.3.2 will have been proved provided
we prove the claim A.1.
Proof of Claim A.1
The proof is along the lines of that of Lemma 3 in [BDH2], the only difference being that
we have the “covariance” Σx1 instead of the covariance Γ.
Recall
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Σx1(x, y) = Γ(x− y)− λ∗L−βΓ(x− x1)Γ(y − x1) (A1.9)A.10
Define for t ∈ [0, 1]
Gt(X, φ) = eUt(X,φ)
where
Ut(X, φ) = t ln 2|X |+ 4κ(1 + t)‖φ‖2X,1,σ (A1.10)A.11
We have to prove
∫ 1
0
ds
∂
∂s
(
µ(1−s)Σx1 ∗ Gs
)
(X, φ) ≥ 0
It is sufficient to prove that the integrand is non-negative.
Thus we have to prove, for s ∈ [0, 1]
∂
∂s
Us − 1
2
∆Σx1Us − 1
2
Σx1
(
∂Us
∂φ
,
∂Us
∂φ
)
≥ 0 (A1.11)
A.12
Here
∆Σx1Us =
∫
X
dx
∫
X
dyΣx1(x, y)
δ
δφ(x)
δ
δφ(y)
Us =
= ∆ΓUs − λ∗L−β
(∫
X
dxΓ(x− x1) δ
δφ(x)
)2
Us (A1.12)A.13
and
Σx1
(
∂Us
∂φ
,
∂Us
∂φ
)
=
∫
X
dx
∫
X
dyΣx1(x, y)
δUs
δφ(x)
δUs
δφ(y)
=
= Γ
(
∂Us
∂φ
,
∂Us
∂φ
)
− λ∗L−β
(∫
X
dxΓ(x− x1) δUs
δφ(x)
)2
(A1.13)
A.14
∂Us
∂s
= ln 2|X |+ 4κ‖φ‖2X,1,σ (A1.14)A.15
We have
∣∣∣∣12∆ΓUs
∣∣∣∣ ≤ O(1)κ|X | (A1.15)A.16
where O(1) is independent of L. The latter follows from the fact that the Sobolev norm
starts with one derivative and lemma 1.1.1.
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(∫
X
dxΓ(x− x1) δ
δφ(x)
)2
Us ≤ 8κ(1 + s)‖Γ(·, x1)‖2X,1,σ ≤ O(1)κ (A1.16)A.17
with O(1) independent of L, by (A1.6). Using (A1.15) and (A1.16), we get from (A1.12)
∣∣∣∣12∆Σx1Us
∣∣∣∣ ≤ O(1)κ|X | (A1.17)A.18
It is easy to see that
∣∣∣∣Γ
(
∂Us
∂φ
,
∂Us
∂φ
)∣∣∣∣ ≤ 32κ2 ∑
1≤α1,α2≤σ
∫
X
dy|∂α1φ(y)| |((∂α1+α2Γ) ∗ ∂α2φ)(y)| ≤
≤ 32κ2
∑
1≤α1,α2≤σ
‖∂α1φ‖L2(X)‖(∂α1+α2Γ) ∗ ∂α2φ‖L2(X) ≤
≤ 32κ2
(
sup
2≤j≤2σ
‖∂jΓ‖L1(R)
) ∑
1≤α≤σ
‖∂αφ‖L2(X)


2
≤
≤ O(1)κ2
(
sup
2≤j≤2σ
‖∂jΓ‖L1(R)
)
‖φ‖2X,1,σ (A1.18)A.18.1
where to pass to the next from the last line we have used Young’s convolution inequality.
Now, using the compact support of the kernel function u
sup
2≤j≤2σ
‖∂jΓ‖L1(R) ≤ sup
2≤j≤2σ
∫ L
1
dl
l
lβ−j
∫ l
−l
dx |(∂ju)(x/l)| ≤
≤ 2 sup
2≤j≤2σ
∫ L
1
dl
l
lβ−j+1‖∂ju‖∞ ≤ O(1) (A1.19)A.18.2
where O(1) is independent on L.
From (A1.18) and (A1.19) we get
∣∣∣∣Γ
(
∂Us
∂φ
,
∂Us
∂φ
)∣∣∣∣ ≤ O(1)κ2‖φ‖2X,1,σ (A1.20)A.19
Next we have
(∫
X
dxΓ(x− x1) δUs
δφ(x)
)2
≤ 32κ2

 ∑
1≤α≤σ
∫
X
dx∂αΓ(x− x1)∂αφ(x)


2
≤
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≤ 32κ2

 ∑
1≤α≤σ
(∫
X
dx(∂αΓ(x− x1))2
)1/2(∫
X
dx|∂αφ(x)|2
)1/2
2
≤
≤ O(1)κ2
(
sup
1≤α≤σ
∫
R
(∂αΓ(x))2
)
‖φ‖2X,1,σ ≤
≤ O(1)κ2‖φ‖2X,1,σ (A1.21)A.20
where O(1) is independent on L and we have used lemma 1.1.1. Using (A1.20) and (A1.21)
we get from (A1.13)
∣∣∣∣Σx1
(
∂Us
∂φ
,
∂Us
∂φ
)∣∣∣∣ ≤ O(1)κ2‖φ‖2X,1,σ (A1.22)A.21
Putting together the estimates (A1.14), (A1.17) and (A1.22) we get
∂
∂s
Us − 1
2
∆Σx1Us − 1
2
Σx1
(
∂Us
∂φ
,
∂Us
∂φ
)
≥
≥ (ln 2−O(1)κ)|X |+ (4κ−O(1)κ2)‖φ‖2X,1,σ ≥ 0 (A1.23)A.22
for κ > 0 small enough and independent of L, since the O(1) are independent of L. This
completes the proof of the claim, and hence of lemma 2.3.2.
Q.E.D.
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