In this paper, we propose a denoising method for color-noise reduction considering human visual characteristics for image noise. Our related work showed that there is an inverse correlation between contrast intensity of object edge signals and visual sensitivity of image noise. Based on the inverse correlation, our new method changes the noise-reduction level pixel-by-pixel in frequency domain using 2-dimensional discrete cosine transform (2D-DCT). We also considered the edge orientation of an object and the similarity between a target pixel and its neighboring pixels in determining the noise-reduction level. The evaluation results through image simulation showed that our proposed method is effective in achieving both high resolution and low noise.
INTRODUCTION
The use of vehicle cameras and surveillance cameras for assisting human visibility has been spreading rapidly. These cameras are required to capture clear images under any lighting environment and provide users with images with high visibility. However, images captured in dark environments include high levels of Gaussian noise, which degrades visibility.
Various denoising methods that involve image processing have been investigated. Bilateral filtering (BLF) [13] , for instance, is an edge-adaptive filtering-based method and is designed to both preserve the object edge signals and reduce the noise signals by adaptively changing the filter coefficient based on distance correlation and signal correlation. However, this method does not maintain the high resolution of images including object details. When object edge signals are smaller than noise signals, the object edge signals become blurred.
Local patch-based methods have been proposed, such as non-local means filtering (NLM) [4] , block matching and 3D filtering (BM3D) [6] , and Stein's unbiased risk estimator and guided piecewise linear estimation (S-PLE) [14] . With these methods, some image patches similar to the image patch including the denoising target pixel are selected from target pixel's neighboring area or from an image database. These patches are then blended with a weighted ratio, which is subject to their similarity. These methods enable to obtain low-noise and high-resolution images preserving the object edge signals of geometric shapes such as houses and automobiles composed of similar image patches. However, these methods do not denoise non-geometric shapes such as human faces, animals, and natural objects.
Frequency-based methods have also been proposed. For instance, the methods of WTMED [2] and WTJBF [1] use wavelet transform, and R-DCT [17] and RR-DCT [7] use discrete cosine transform (DCT). Signal separation in the frequency domain makes it easier to separate noise from the edge signal of an object. Therefore, frequency-based denoising methods are effective for achieving low-noise and high-resolution images. However, these methods still result in blurred images when applied to images with high levels of noise signals such as those captured in dark environments.
A denoising method using human visual characteristics is effective in solving the above problem. In our related study [9] , we experimentally investigated human visual characteristics for Gaussian noise on a grayscale image and confirmed the effectiveness of a new frequency-based denoising method using human visual characteristics for grayscale images. By changing the noise-reduction level pixel-by-pixel based on the human visual characteristics in the frequency domain, it has been possible to improve subjective image quality. Furthermore, human visual characteristics for chroma noise were experimentally investigated [10] . We confirmed the effectiveness of filtering-based denoising methods using human visual characteristics for chroma signals. However, these methods still result in blurred images when applied to color images with high levels of noise signals.
To solve the problem described above, we propose a frequencybased denoising method using human visual characteristics for luminance and chroma signals. By changing the noise-reduction level pixel-by-pixel based on the human visual characteristics in the frequency domain, we can improve subjective image quality. In addition, by combining our method with a local patch-based approach, we can enhance the performance of denoising for geometrically shaped objects. We confirmed the effectiveness of our method through quantitative evaluation and subjective evaluation based on image simulation. The results indicate that our method leads to both lower-noise and higher-resolution images than traditional methods.
The rest of this paper is organized as follows. We explain the human visual characteristics through experimental confirmation in Section 2, the proposed method in Section 3, and evaluation results in Section 4. In Section 5, we conclude the paper.
HUMAN VISUAL CHARACTERISTICS
Human visual processing is controlled by several layers of the visual cortex in the brain [3] [12] , and various studies of human visual characteristics [5] [8] have been conducted. It has been empirically shown that visual processing selectively highlights object signals in the event of a large quantity of informational transmission from the eyes to the brain. According to the principle of visual processing, Gaussian noise is not conspicuous on local image areas including high contrast intensity of object edge signals. For instance, as shown in Figure 1 , even with the same level of noise signals, the visibility of noise varies depending on the contrast of the object edge signals. The noise is conspicuous on low edge-contrast areas. On the other hand, the noise is not conspicuous on high edge-contrast areas. By using the human visual characteristics for denoising, we can reduce conspicuous noise and maintain the contrast of object edge signals.
Our method involves changing the denoising level pixel-by-pixel based upon the contrast of the object edge signals. For instance, our method strengthens the denoising level in local image areas including conspicuous noise. Our method also weakens the denoising level in image areas including the high contrast intensity of object edges. This enables us to improve subjective image quality.
We have previously shown that the use of human visual characteristics for denoising is effective through experimental evaluation [9] [10]. The relational expression, which represents the visibility of luminance noise, was derived through a subjective evaluation test [9] . The visibility of luminance noise is subject to the contrast intensity of object edge signals. The subjective luminance noise visibility Hn is expressed by Equation (1) using actual luminance noise intensity En and edge contrast intensity E (described later in Section 3).
The equation shows the human visual characteristics in which Hn decreases linearly in accordance with E.
In the same way, the relation between visibility of chroma noise and edge contrast intensity was also derived [10] . The subjective chroma noise visibility Hcn is expressed by Equations (2) and (3) using the actual chroma noise intensity Ecn, luminance edge contrast intensity Eys, and chroma edge contrast intensity Ecs.
These equations show the human visual characteristics in which Hcn decreases linearly in accordance with Eys. The Hcn is more affected by Eys than Ecs. For this reason, we use Equation (2) for denoising. Our proposed denoising method leads to low-noise and high-resolution images by changing the denoising level pixel-bypixel based on Equations (1) and (2). Figure 2 is a block diagram of our proposed denoising method. With this method, the noise is reduced by applying an N×N pixel filter using 2-dimensional discrete cosine transform (2D-DCT). The method consists of image signal separation ("step A"), three cascaded DCT filters for the luminance image, and three other cascaded DCT filters for the chroma image. Each filter consists of image-processing steps ("steps B through F" for the 1 st and 2 nd filters, "steps B through H" for the 3 rd filter). A description of each step is follows.
PROPOSED DENOISING METHOD

Image Signal Separation
By Equation (4), an input image is separated into the luminance image Y and chroma images C1, C2. 
2D-Discrete Cosine Transform
Frequency components F(k, l) of the N×N pixels by focusing on the target pixel are calculated using 2D-DCT expressed by Equation (5).
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Figure 2. Block diagram of our method
Here, (x, y) represents the coordinates of a target pixel for noise reduction, f(x, y) represents the signal level of the pixel, k represents the degree of horizontal frequency, and l represents the degree of vertical frequency. The terms φ(m) and φ(n) are basis vectors of 2D-DCT, which are expressed by Equations (6) and (7), respectively.
Thresholding
Thresholding is applied to each frequency component, except F(0, 0), to separate the edge signal and noise, as shown in Equations (8) and (9) . Hereafter, F(0, 0) is referred to as a "direct current (DC) component" and F(k, l) (both k and l are not 0) is referred to as an "alternative current (AC) component".
Here, Th represents a threshold value that is properly set to the signal level of the Gaussian noise. If an AC component exceeds Th and it is highly possible to be an edge signal of an object, it remains as it is. An AC component below Th, which is very likely to be noise, is reduced in this process.
Adaptive Attenuator
The AC components decrease using a noise visibility coefficient α and edge-orientation matrix T(k, l). The decrease is expressed by Equations (10) and (11).
Here, α is calculated for every pixel based on the human visual characteristics. It is computed using the attenuator strength controller. The α increases in areas where the luminance is flat; therefore, noise visibility is high. The AC components are largely suppressed (i.e. strengthening denoising level) in such areas.
The coefficient matrix T(k, l) is also calculated pixel-by-pixel by using the attenuator strength controller, as described later. Each component of T(k, l) corresponds to edge orientation and spatial frequency. Matrix T(k, l) is determined based on the edge signals and orientation at a target pixel. If the horizontal frequency of an edge signal is smaller than its vertical frequency, the horizontal component of T(k, l) is controlled to largely suppress the AC components (i.e. strengthened denoising level). The vertical component of T(k, l) is controlled to maintain the AC components (i.e. weakened denoising level). Considering the edge orientation, this processing step leads to both denoising and edge preservation.
Attenuator Strength Controller
The α and T(k, l) handled using the adaptive attenuator are calculated in accordance with each target pixel. The α is calculated individually for luminance and chroma signals, i.e., α y applicable to luminance signals and α c applicable to chroma signals. The α y and α c are derived using Equations (12) and (13), respectively, based on the human visual characteristics discussed in Section 2. The luminance E in N×N pixels is expressed by Equation (14) .
E En
At the luminance flat area, where there are high noise visibility and low E, the attenuator strength controller increases α to strengthen the denoising level. At the luminance edge area, where there are low noise visibility and high E, the attenuator strength controller decreases α to maintain the contrast intensity of an edge signal. In short, α fluctuates in accordance with the luminance E, which is based on the human visual characteristics.
Matrix T(k, l) is a gain coefficient matrix for each frequency component. To calculate each component of T(k, l) the horizontal edge intensity Eh and vertical edge intensity Ev within N×N pixels are first calculated as follows.
The Eh is a signal composed of a frequency component that mainly includes a horizontal edge component. The Ev is a signal composed of a frequency component that mainly includes a vertical edge component. Matrix T(k, l) is calculated by Equations (18), (19), and (20).
Matrices H(k, l) and V(k, l) are fixed parameters expressed by Equations (19) and (20). Matrix T(k, l) is calculated by blending H and V with the respective ratios of Eh and Ev expressed by Equation (18). In short, for example, when horizontal object edge signals exist within N×N pixels, Eh increases and Ev decreases. In this case, T(k, l) is composed of a higher ratio of H and lower ratio of V. As a result, T(k, l) has filtering characteristics with which it maintains the horizontal frequency components of object edge signals and dampens the frequency components of the vertical edge signals. In short, the denoising level becomes high for frequency components containing only a low contrast intensity of object edge signals since resolution is hardly negatively affected. On the other hand, the denoising level becomes low for frequency components containing a high contrast intensity of object edge signals since noise is not conspicuous.
Similar Luminance Patch Blender
This step is applied to only the 3 rd luminance noise filter and blends a target pixel signal and its neighboring pixel signals in the frequency domain based on their similarity. Figure 3 shows an example in which a denoising target pixel is (x, y). This function blends all the pixels in the M×M pixels search area. Equation (21) is used to calculate the difference between the patched pixel signals of (x, y) and (x-i, y-j) in the frequency domain. The terms △DC(x, y, i, j) and △AC(x, y, i, j) represent gaps of the DC and AC components between the above two patched pixels, respectively. These gaps are expressed by Equations (22) and (23).
Figure 3. Similar luminance patch blender
Equation (24) blends each frequency component by weighted ratios based on the similarity of △(x, y, i, j) calculated above. The terms σ 1 and σ 2 are parameters need to determine in accordance with noise levels. 
Similar chroma patch blender
This step is applied to only the 3 rd chroma noise filter. Equation (24) is applied respectively to a luminance signal Y and chroma signals C1 and C2. The average of these three values is calculated as △(x, y, i, j) by Equation (24) for a chroma signal.
Inverse Discrete Cosine Transform
By the inverse DCT (iDCT) defined in Equation (25), a center pixel value, f'(x y) of N×N, f'(x y), is calculated and designated as an output pixel signal after denoising. 
EXPERIMENTS
We conducted comparative experiments of image quality with several denoising methods on the basis of an image simulation. First, we selected 20 images from the standard image database (SIDBA) [11] and generated test images by adding Gaussian noise with standard deviation σ = 50 to each image. Next, we obtained noise-reduced images for the test images by using traditional methods (NLM [4] , WTJBF [1] , BLF [13] , R-DCT [17] , BM3D [6] , RR-DCT [7] , and S-PLE [14] ) and our proposed method. Table 1 shows the parameters of each method. The parameters of our method were experimentally determined. The others are recommended values described in each of their respective papers.
We conducted a quantitative evaluation of the images when applying each denoising method by using a quantitative index of image quality, i.e., structural similarity (SSIM) [15] . In terms of evaluating subjective image quality, the SSIM index is superior to the PSNR index. Table 2 lists the results of SSIM evaluation. The SSIM represents the value of visual similarity between the original image and noise-reduced image. The higher the SSIM is, the higher the similarity between the original image and noisereduced images. This indicates that a method results in highresolution and low-noise images. Our method achieved the highest SSIM for 12 out of 20 images and close to the highest SSIM for 4 images (Peppers, Tree, House2, and Splash). These 16 images consist of both low edge contrast areas and high contrast areas. With our method, changing the noise-reduction level pixel-bypixel based on edge contrast intensity led both low noise and high resolution for these images. However, three images (Aerial, Couple, Girl) consisted mostly of low edge contrast areas, and one image (Mandrill) consisted mostly of high edge contrast areas. The approach of changing the noise reduction level does not work effectively due to small variation in edge contrast intensity.
We conducted a subjective evaluation test on noise and resolution levels by showing 8 participants the same 20 images as mentioned above to which each method was applied. We asked the participants to score each image from 1 to 5 point, totaling a maximum of 100 points. Figure 4 shows the average points for the 20 images by the 8 participants. The vertical axis is the sum of the average points for each image based on our subjective evaluation results. It shows that, a higher bar indicates better image quality judged by the participants. Our proposed method earned the highest evaluation. Figure 5 shows an example of the image-simulation results. We confirmed that our method could reduce color Gaussian noise on a flat area that included conspicuous noise and maintained the details of the edge signals on the edge areas. This was confirmed by there being no blurring on the surrounding spots of a bird's eye, which is observed with traditional methods' output images. This effect occurs by changing the denoising level pixel-by-pixel based on human visual characteristics and changing the frequency for noise reduction subject to the edge orientation. Our method also enables the reduction of color noise, maintaining the edge of the bird's stomach and beak portions. These areas include similar neighboring pixels, and these effects are observed by a weighted ratio of blending a target pixel and its neighboring pixels based on patched-image similarity. With our method, we confirmed that it is possible to achieve both low noise and high resolution, which are problems with traditional methods.
Finally, as a result of measuring the execution speed of our proposed method with 256 × 256 pixel image samples as input, the average processing time was 12.89 secs when executed five times on a PC with Corei7-5960X, 16-GB RAM and Windows 8.1.
To provide high visibility images to users in real time using our method, it will be necessary to improve its processing speed.
CONCLUSION
We proposed a denoising method for reducing the Gaussian noise of colored images. The features of our method are as follows.
 By using 2D-DCT, our proposed method separates object edge signals and noise signals then reduces color noise by damping the ACs in the frequency domain.

Based on human visual characteristics, our method reduces noise by changing its reduction level pixel-by-pixel in the frequency domain.
Based on the ratio of horizontal edge contrast intensity and vertical edge contrast intensity, our method reduces color noise by changing its reduction level pixel-by-pixel, in accordance with each factor of 2D-DCT.
Finally, our method blends a target pixel and its neighboring pixels in the frequency domain based on the similarity of patched images.
Based on the quantitative evaluation of images by SSIM, our proposed method achieved the highest SSIM for 12 out of 20 images. In addition, our proposed method earned the highest evaluation in the subjective image quality evaluation. We confirmed that our method leads to both low-noise and highresolution images.
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