We propose a new algorithm for block-wise solution of the generalized Sylvesterobserver equation XA − F XE = GC, where the matrices A, E, and C are given, the matrices X, F , and G need to be computed, and the matrix E may be singular. The algorithm is based on an orthogonal decomposition of the triplet (A, E, C) to the observer-Hessenberg-triangular form. It is a natural generalization of the widelyknown observer-Hessenberg algorithm for the Sylvester-observer equation : XA − F X = GC, which arises in state estimation of a standard first-order state-space control system. An application of the proposed algorithm is made to state and velocity estimations of second-order control systems modeling a wide variety of vibrating structures. For dense un-structured data, the proposed algorithm is more efficient than the recently proposed SVD-based algorithm of the authors, it is heavily composed of BLAS-3 (Level 3 Basic Linear Algebra Subprograms) operations, which make the algorithm an ideal candidate for high-performance computing.
Introduction
The Sylvester matrix equation
is well-known in both mathematics and control literature. In this equation, the matrices A, F and G are given and the matrix X needs to be determined. An important variation of the Sylvester equation, called the Sylvester-observer equation:
where the matrices A and C are given and X, F , and G need to be determined, arises in state-estimation of linear systems of the forṁ x(t) = Ax(t) + Bu(t) y = Cx(t)
(see chapter 12 of [?] for details). We will assume here the most practical situation that a part of the states (say r components of the vector x(t)) have been measured and the remaining (n − r) components need to be determined. This is the case of a reduced order observer. The dimension of the matrices in this case, are, respectively, A ∈ R n×n , X ∈ R (n−r)×n , F ∈ R (n−r)×(n−r) , G ∈ R (n−r)×r , C ∈ R r×n . We also assume, without any loss of generality, that C has full rank; that is rank(C) = r. A generalized version of the Sylvester-observer equation, to be called the Generalized Sylvester-observer equation or descriptor Sylvester-observer equation:
where the matrices A, E, and C are given, and X, F , and G need to be determined, naturally arises [?, ?, ?] in state and velocity estimation of systems of the form: In this paper, we propose another conceptually simple algorithm for solving (??). The algorithm is based on the observer-Hessenberg-triangular decomposition of the triple (A, E, C) (which is one of the orthogonal state-space reductions proposed in [?] and implemented in [?] ). Note that it is only natural to develop such an algorithm for this problem because the observer-Hessenberg-triangular form of (A, E, C) immediately generalizes the well-known observer-Hessenberg form of (A, C), which has been an attractive tool for numerically solving major control problems [?] . Thus, this new algorithm is a natural generalization of the widely-known algorithm of Van Dooren [?] for solving (??). The results of numerical experiments on benchmark examples show that the proposed algorithm is more efficient than the SVD algorithm when matrices are non-structured. Bedside the observer-Hessenberg-triangular decomposition, the only other major computational requirement of this new algorithm is solving several low-order algebraic linear systems with multiple right hand sides, which really make the algorithm quite attractive for high-performance computing. Since the reduction to observer-Hessenberg-triangular form is achieved by orthogonal equivalence [?] , the algorithm should have the same numerical effectiveness as of the observer-Hessenberg algorithm for solving (??).
The following Lemma generalizes the classical results in [?] . Lemma ??.1: Assume that the system (??) is observable and C has full rank r. If the matrix triplet (X, F, G), where X ∈ R (n−r)×n , F ∈ R (n−r)×(n−r) , G ∈ R (n−r)×r are computed as a solution of (??), with the additional property that (F, G) is controllable and F ∈ R (n−r)×(n−r) is a stable matrix (i.e, all eigenvalues of F have negative real parts), then
where z(t) is the state variable of the controllable observer system, governed bẏ
Proof of Lemma: Define e(t) = z(t) − XEx(t). Theṅ
Since F is assumed to be a stable matrix, it follows that e(t) → 0 as t → ∞, and the result follows. As a consequence of Lemma ??.1, an estimatex(t) to the state vector x(t) can be computed by solving
as long as the computed matrix X has full rank n − r (will be shown in Section 2) and rank(E) ≥ n − r.
2 A Observer-Hessenberg-triangular Method for Generalized Sylvester-observer Equation Let A, E ∈ R n×n , C ∈ R r×n , be such that the system (??) is observable and C has full rank r. Let the matrices A and E be reduced to block Hessenberg-triangular form via an orthogonal equivalence transformation. That is, orthogonal matrices U ∈ R n×n and V ∈ R n×n are computed such that
where (i) H is a block upper Hessenberg matrix with blocks
. . ≤ n p = r and n 1 + n 2 + . . . + n p = n; (iv) T is an upper triangular matrix; (v) C 1 has full column rank r. An algorithmic description for the block-wise computation of the matrices U and V in (??) can be found in the work of Varga [?] .
Using (??) in (??) , and defining Y = XU , we obtain
The equation (??) is now solved, obtaining Y , F , and G with the additional properties that F is stable and (F, G) is controllable. Finally, the matrix X is recovered from Y as
Development of the Method for Solving (??):
The orthogonal state-space reduction (??) gives
Let F , Y , and G be conformably partitioned as
where either q = p or q = p − 1.
For i = 1, . . . , p, setting the diagonal blocks Y ii ∈ R n i ×n i as arbitrary nonsingular matrices of appropriate orders imply that matrix Y , once constructed, is sure to have full rank.
The blocks F ii of F are chosen to be the quasi-diagonal matrices (having either 2 × 2 Schur bumps, corresponding to a pair of complex conjugate eigenvalues, or real scalars, corresponding to real eigenvalue) that one wants to assign to the observer system. Of course, particular choices can be made to ensure that F remains a stable matrix, as required for the construction of the observer.
Substituting (??) and (??) into (??) and comparing the corresponding blocks on left-and right-hand sides, we obtain a set of equations which is then rearranged and broken down into three sets of linear equations, for finding the unknown blocks of the matrices F , Y and G, as follows:
• For i = 1, 2, . . . , q and j = i, . . . , p − 1
Equation (??) is a linear system which is guaranteed to have solution since its coefficient matrix H j+1,j has a full column rank, for j = 1, 2, . . . , q. Therefore, as long as (??) has n − r observed states, reduction (??) can be used to construct solution matrices (X, F, G) to (??) as we are proposing. Moreover, since matrix Y will have full rank by construction, matrix X defined in (??) will also have full rank. Since it is assumed that rank(E) = n − r, from the strategy [?] of the reduction process(??), it follows that infinite controllable states of (??), if exist, would be represented in the lower parts of the matrices H and T , and therefore it follows that T pp ∈ R r×r is the only diagonal block of T that could be singular. Therefore, the reduction to observable staircase form (??) gives, for i = 2, 3, . . . , q, matrices H i,i−1 and T i−1,i−1 which have full rank. This also implies that, from (??), for i = 2, 3, . . . q, block F i,i−1 has full rank.
The above discussion leads to the following algorithm:
Algorithm ??.1: The Observer-Hessenberg-Triangular Algorithm for the Generalized Sylvester-Observer Equation
Input: Matrices A, E ∈ R n×n , and C ∈ R r×n of the linear system (??) . Output: Block matrices X, F , and G, such that F is stable and XA − F XE = GC. Assumptions: The system (??) is observable, and C has full rank. Also, either s = n or s = n − r.
Step 1: Reduce (A, E, C) to the observer-Hessenberg-triangular form (H, T,C). Let U and V be the orthogonal matrices of this reduction and let n i , i = 1, . . . , p be the dimension of the diagonal blocks of the matrix H.
Step 2: Partition the matrices Y , F , and G in blocks conformably with the block structure of H. Set q = p if s = n; otherwise, set q = p − 1. Let the matrix F be partitioned in blocks according to the partitioning of the top leftmost s × s sub-matrix of matrix H.
Step 3: For i = 1, 2, . . . , q, define diagonal block F ii ∈ R n i ×n i to be a stable matrix with eigenvalues disjoint from those of the pair (A, E).
Step 4: Set Y 11 = I n 1 ×n 1 .
Step 5: For i = 2, 3, . . . , q, set Y ii = I n i ×n i and solve equation (??) for F i,i−1 ∈ R n i ×n i−1 .
Step 6: For i = 1, 2, . . . , q, do Steps 7 and 8.
Step 7: For j = i, i + 1, . . . , p − 1, solve the linear system (??) for Y i,j+1 .
Step 8: Solve the linear system (??) for G i .
Step 9: Form the block matrices Y, F , and G from their computed blocks.
Step 10:
Important remarks on this algorithm:
1. If the above simple choices for non-singular diagonal blocks Y ii , i = 1, 2, . . . , q do not construct a controllable pair (F, G), then other choices can be considered to achieve this goal.
2. Properties related to the observability of system (??), through the orthogonal reduction (??), can possibly reflect on ill-conditioning of sub-diagonal blocks H j+1,j , and therefore affect the performance of this algorithm.
Efficiency by Flop-count:
For simplicity, we will assume that n 1 = n 2 = . . . = n p = r where n = p · r. We will also assume that q ≈ p, since q = p − 1 in this algorithm.
• Step 1, using routine TGO1ID (or TG01AD) of the library SLICOT [?], requires • Step 7 requires
flops;
•
Step 8 requires about
(1) ≈ 3n 2 r flops;
Step 10 requires about n 3 flops to compute X, since Y is upper triangular.
Therefore, the proposed algorithm requires approximately 
The SVD-based Method
We would like to compare the efficiency and accuracy of our proposed ObserverHessenberg-Triangular algorithm with the SVD-based algorithm proposed earlier in [?] . For this purpose, we reproduce the SVD algorithm briefly in the following. Let the matrices F , G and X be partitioned as:
(18) where diagonal blocks F ii ∈ R n i ×n i , i = 1, . . . , q of F , are chosen following the same strategy described in Section ??.
Using (??) in (??) and equating the corresponding blocks on each side gives
For each i = 1, 2, . . . , q, blockF ii is assigned with a prescribed spectrum and Y i is computed to satisfy the generalized Sylvester equation:
Let the Singular Value Decomposition (SVD) be given by
Thus, a solution of (??) can be computed as:
Flop-count of the SVD Algorithm and comparison with Algorithm 2.1: It can be shown that for unstructured dense matrices, the SVD algorithm in [?] requires roughly Requirements on the poles of the observer system: in order to guarantee existence of the solution of (??), a requirement Ω(A, E) Ω(F ) must be set. This means that the spectra of the matrix F (the desired poles of the observer system) must be set away from the generalized eigenvalues of (A, E). Similar requirement does not exist for the proposed method.
A comparison of the CPU Time between the SVD algorithm and Algorithm ??.1
A comparison of the efficiency between the SVD algorithm and Algorithm ??.1 was made using a benchmark example from [?] . and the results are reported in Figure  ? ?. The normalized CPU-time of both the algorithms were compared. This time was calculated by dividing the actual CPU-time by the CPU-time to a call to the the BLAS routine for multiplying two matrices of similar sizes. Benchmarks were done in a SPARC Sun 6 environment under Gnu-Fortran 77, using LAPACK [?] and SLICOT [?] . As is seen from Figure ? ?, Algorithm ??.1 requires less CPU-time than the SVD algorithm.
Estimating the State of a Vibrating System
Algorithm ??.1 can readily be applied to estimate the state and velocity vectors of a second-order control system of the form:
where M, D, K ∈ R n×n , B ∈ R n×m , and C 1 , C 2 ∈ R r×n . It is well-known [?] that vibrating and structural dynamics systems, such as bridges, highways, air and space crafts, among others, can be modeled as above. In general, acceleration vectorq(t) is easy to estimate. However, the velocity and displacement vectorsq(t) and q(t) are not easily measurable, though their knowledge is essential to implement a feedback control law of the form:
Here K 1 , K 2 ∈ R m×n are, respectively, the displacement and velocity feedback matrices. This control law must be executed to meet certain design specifications for the system, such as maintaining the stability, controlling dangerous vibrations like resonance, among others (see [?] ). Note that the matrices K 1 and K 2 can be computed without the knowledge of the state vectors.
The system (??) can be cast into a descriptor system of the form
where x(t) = q(t) q(t) T . This can be done in several ways. One of them that preserves the symmetry when the original second-order system is symmetric can be written as [?] :
In order to estimate the states x(t) of the system (??), the descriptor Sylvesterobserver equation (??) is solved with the matrices E, A, B 0 , and C defined by (??), using Algorithm ??.1. After solving (??) for matrices X, F , and G, approximationŝ q(t) andd(t) of q(t) andq(t) can be found by solving, in the reduced-order case (s = 2n − r), the system:
where z(t) ∈ R s is the state of the observer system given bẏ
satisfying any initial condition z(0) = z 0 . For a related topic on functional observers for singular systems, see [?].
5 Numerical Experiments
State Estimation of a Satellite System
This model is taken from [?] . A communication satellite of mass m orbits around the earth with altitude specified by spherical coordinates r(t), θ(t), and φ(t). The orbit is controlled by three orthogonal thrusts: u r (t) , u θ (t), and u φ (t). The dynamics of this model, given by the Newton's Second Law, is
A stationary solution, corresponding to the desired circular equatorial orbit, is given by
where r 0 , ω 0 , and k are constants such that r 0 ω 2 0 = k/ω 2 0 . Once in orbit, the satellite will remain there if no disturbances happen. However, if it deviates from that orbit, the thrusts are applied to push it back to the right place. Let
denote the deviation from the orbit. If the perturbation is very small, then equations (??) can be linearized, and a control system (??) with three inputs and two outputs can be derived, where
Taking the parameters of this model to be m = 375.5 kg, r 0 = 13400 m, and ω 0 = 0.2618 rad/sec, the corresponding system matrices in the descriptor form (??), in the form given by (??), are The choice of matrices B 0 and C make this system both controllable and observable [?] . It can be shown that the associated quadratic pencil P (λ) = λ 2 M +λD +K has eigenvalues ±0. , ±0.2618i and ±0.2618i. Therefore, this system is not asymptotically stable.
In order to stabilize this system, we apply the state feedback control law (??), with Figure ? ? shows the norm of the impulse responses of the system in the three cases defined above. The initial condition for the observer is z(0) = 0. The plot shows that the control using estimated states is slower than the one using the actual states, but it is clearly successful in bringing the satellite back to the desired orbit. 0.
State Estimation of a System with Singular Stiffness and Damp
Matrices D and K are singular, and system is not asymptotically stable. Furthermore, it can be shown that the associated pencil P (λ) = λ 2 M + λD + K has eigenvalues λ = ±0, λ = ±2.1469i, λ = ±1.3193i (rounded to 4 figures). It is aimed to stabilize this system with
2.4495 0. , K 2 = 0.7071 0. 0. 0.
1.2247 0.
so that the eigenvalues of the closed loop system are λ = −1.5765 ± 2.3476i, λ = −0.5795 ± 1.8520i, −0.0747 ± 1.6342i (rounded to 4 figures). Reduction to (??) through
0.1000 0. Figure ? ? shows the norm of the impulse responses of the system in the three cases defined in the first experiment. The initial condition for the observer is z(0) = 0. The plot shows that the control using estimated states is slower than the one using the actual states, but it is clearly successful. 
Summary and Conclusion
Implementation of a state-feedback control law in a control system requires the knowledge of the states variables. However, in a practical situation, only a part of the states is measurable and others must be estimated. A well-known approach for stateestimation is via solution of a Sylvester-observer equation and a widely-known algorithm for solution of this equation is the Hessenberg-observer algorithm due to Van Dooren. Although several generalizations of this algorithm and also specialized algorithms for large-scale solution and high performance computing of this equation now exist, no block-wise solution for the generalized Sylvester-observer equation (GSOBE), that arises in the state estimation of descriptor control systems, have been proposed until recently. In 2001, a SVD-based algorithm was developed for this problem by Carvalho and Datta. In this paper, a new algorithm, based on the generalized observer-Hessenberg form, due to Varga, is proposed for GSOBE. The algorithm clearly generalizes the Observer-Hessenberg algorithm for the Sylvesterobserver equation and is much more efficient than the SVD algorithm. Some of the distinguished features of this new algorithm are that its implementation and numerical performance rely heavily in Basic Linear Algebra Subroutines (BLAS) Level-3 computations. The last feature makes it very suitable for high-performance computing. There are only a very few high-performance and large-scale algorithms available for control problems and indeed, control theory lags behind other areas of science and engineering in this respect. Thus this new algorithm should be of instant welcome. A natural application of the algorithm is made to state and velocity estimations in second-order models of vibrating structures. Development of an estimation algorithm that works directly with a second-order model without requiring transformation of the model to a state-space form, is currently being investigated.
