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Abstract: Mathematical programming is used as a nonparametric approach 
to supervised classification. However, mathematical programming formula-
tions that minimize the number of misclassifications on the design dataset 
suffer from computational difficulties. We present mathematical program-
ming based heuristics for finding classifiers with a small number of mis-
classifications on the design dataset. The basic idea is to improve an LP-
generated classifier with respect to the number of misclassifications on the 
design dataset. The heuristics are evaluated computationally on both simu-
lated and real world datasets. 
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1 Introduction 
Various attempts to solve supervised classification (SC) problems with math-
ematical programming (MP) techniques in the past gave rise to a rich variety 
of MP problems. [8] gives a good overview until 1990. Most of these MP 
problems are linear programming (LP) problems. Their objective function 
is to optimise some kind of linear distance measure, which sometimes acts 
as a surrogate for design dataset error rate minimization. Contrary to LP 
problems, mixed integer linear programming (MILP) problems can directly 
attack the objective of minimizing the number of misclassifications on the 
design dataset. In the past, several researchers [13, 1, 9, 20] have tried to 
formulate SC problems as MILP problems. While in the 1980's and before, 
the attention of researchers was mainly directed at exploring different LP 
and MILP formulations, in the 1990's the focus point shifted towards find-
ing good solution methods to solve these MILP problems since, in contrast 
to LP problems, they suffer from computational difficulties. The efforts are 
mainly focussed at solving efficiently the two-group SC problem. For example 
[16, 17, 19, 15, 2, 12] have developed solution methods for the two-group SC 
problem, both optimal and heuristic. As far as the optimal solution methods 
are concerned, it is not clear what can be expected with regard to real world 
datasets. However, there are a few very good MP based heuristics [6, 16] 
that can solve real world two-group SC problem instances fast. 
The aim of our work is to develop efficient MP based heuristics for SC prob-
lems with more than two classes. In Section 2, we describe the SC problem, 
present a MILP formulation and discuss some properties of its LP relax-
ation. The optimal solution of the LP relaxation of this MILP formulation 
will be the starting point of our MP based heuristics. The heuristics will be 
described in Section 3. Section 4 gives computational results on both sim-
ulated and real world datasets. The conclusions and suggestions for future 
research are summarized in the conclusions. 
2 Mathematical Programming Formulation 
The SC problem consists of finding a formal rule that classifies patterns with 
unknown class membership into one of a finite number of classes C as accu-
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rately as possible. If C = 2 the problem is called the two-group SC problem. 
Such a formal rule is called a classifier. Patterns are whatever needs to be 
classified. For each pattern the values of P measurements are known. Selec-
tion of measurements that are meaningful for class membership prediction is 
a difficult problem in itself and commonly referred to as feature selection and 
feature extraction [22]. In order to design a classifier, a design dataset consist-
ing of a finite number of patterns N with known class membership is given. 
Denote by Nc the number of patterns that belong to class C E {I, ... , C}. Let 
xnp E IR with n E {I, ... , N} and P E {I, ... , P} be the value of measure-
ment p of pattern nand Cn E {I, ... , C} the class to which pattern n belongs. 
Overviews of the currently available techniques for designing classifiers are 
given in textbooks such as [22]. One way of construction is through the use 
of C functions of the form 
p 
gc : IRP f---t IR : (Xl, ... , xp) f---t gc(XI, ... , xp) = aco + L acpxnp 
p=l 
with aco, acp E IR [3, 10]. The functions are labelled such that function gl 
is associated with class 1, function g2 with class 2 etc. This link suggests 
the following classifier: classify a pattern with measurements Xl, ... , Xp into 
one of the classes c* for which c* = argmaxc{gc(XI,""XP)}' If a classifier 
classifies a pattern into an incorrect class then the pattern is referred to as 
a misclassification. Let E be a small strictly positive constant and M a suffi-
ciently large strictly positive constant. By introducing the N binary variables 
Yn = 1 if pattern n is misclassified and = 0 otherwise, the classifier with the 
minimum number of misclassifications on the design dataset is obtained by 
solving the following MILP problem: 
N 
MILP - ME: min LYn 
acp,Yn 
n=l 
subject to 
p p 
(aCno + L aCnpxnp) - (aco + L acpxnp) + MYn ~ E 
p=l p=l 
n E {I, ... ,N} c E {I, "',Cn -I,cn + 1, ... ,C} 
acp E IR 
Yn E {O,I} 
c E {I, ... , C} p E {O, 1, ... , P} 
n E {I, ... , N} 
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Without loss of generality, one of the functions gc can be set to 0 [10]. Set-
ting the right hand sight to E rather than zero prohibits the trivial solution 
from being optimal, i.e. the solution with a cp = adp for c, dE {I, ... , C} and 
p E {O, 1, ... , P}. It is easy to check that the value of E only affects the opti-
mal solution up to a multiplicative skalar and does not change the objective 
function value of MILP-EM provided M is sufficiently large. The optimal ob-
jective function value of MILP-EM is invariant to any linear transformation 
of the measurements and the optimal solution can be transformed accord-
ingly (see Appendix A). M should be sufficiently large but no value can be 
given which is guaranteed to be large enough as for any value of M it is 
possible to construct an MILP-EM instance for which it is too small and cuts 
away the optimal solution (see Appendix B). Such instances are however 
unlikely to be uncountered in practice. As MILP-EM always has a nonempty 
feasible region, a classifier with the minimum number of misclassifications on 
the design dataset always exists. 
The optimal solution of the LP relaxation of MILP-EM is the starting point 
of the MP based heuristics. The LP relaxation of MILP-EM can be written 
. as 
with a cp E IR. The values of M and E only scale the objective function 
value of the LP relaxation. The optimal solution is the same for all strictly 
positive values M and E. The strictly positive value of E does not prevent 
the trivial solution from being optimal in the LP relaxation. As in [3] suf-
ficient and necessary conditions for the trivial solution to be optimal in the 
LP relaxation can be derived (see Appendix C) and are independent of M 
and E. The optimal objective function value of the MILP-EM LP relaxation 
is also invariant to any linear transformation of the measurements and the 
optimal solution can be transformed accordingly. The feasible region of the 
LP relaxation is always nonempty. The LP relaxation lower bound is weak 
in general. The gap will only be zero when a classifier with zero misclassifi-
cation on the design dataset is possible. 
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3 Mathematical Programming Based Heuris-
tics 
Solving MILP-E to optimality is computationally difficult in general. LINDO 
quickly runs into extremely large computation times or software problems. 
We have tried to write a more efficient branch and bound algorithm using 
different branching and search strategies in the branch and bound tree. Un-
fortunately, there was little consistency in the computational results: which 
strategy works best is highly dependent on the design dataset to be solved 
and, in general, the computational effort needed remains high. The funda-
mental problem with the branch and bound idea is the lack of a good lower 
bound. Similar research for the two-group SC problem points to the same 
conclusion [17]. 
We have developed two sets of heuristics. The common idea behind both 
sets of heuristics is to improve the LP-generated classifier with respect to the 
number of misclassifications on the design dataset. 
3.1 AG Heuristics 
Sometimes it is not difficult to improve an LP-generated classifier with re-
spect to the number of misclassifications on the design dataset. Consider 
the stage 1 classifier in Figure 1(a) obtained by solving the MILP-EM LP 
relaxation. 
. ..... : .. : .. :: .. 
•••• o", ••• -
( a) stage 1 classifier (b) stage 2 classifier ( c) stage 3 classifier 
Figure 1: Improving the MILP-EM LP relaxation classifier 
The stage 1 classifier has three misclassifications on the design dataset (in-
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dicated by hollow objects in Figure l(a)). The full lines indicate the clas-
sification boundary while the dashed lines show the boundaries +E and -E. 
For all patterns n that are correctly classified, add the constraint Yn = 0 to 
the MILP-EM LP relaxation formulation. The addition of these constraints 
ensures that any new optimal MILP-EM LP relaxation solution will keep 
these patterns (indicated by non-hollow objects in l(a)) correctly classified. 
Choose one of the patterns that are incorrectly classified, say pattern n with 
measurements (-1, -1) and add the constraint Yn = 0 to the MILP-EM LP 
relaxation formulation and solve it. Figure l(b) displays the new optimal 
classifier, labelled stage 2 classifier. It has only two misclassifications. Again 
choose one of the patterns that are incorrectly classified, e.g. pattern n with 
measurements (1,1). Add the constraint Yn = 0 and solve the MILP-EM 
LP relaxation formulation which yields the stage 3 classifier shown in Figure 
l(c). The stage 3 classifier is an optimal solution to the MILP-EM instance. 
Iteratively applying this idea leads to a heuristic for improving LP-generated 
classifiers with respect to the number of misclassifications on the design 
dataset. A formalized description of the heuristic is given below. 
denote by X E IRNxP the matrix of measurements of the design datset 
patterns. Let (a~o,a~,y*) with a~ = [a~l ... a~pl and y* = [yi .. .y'Nl with 
C E {I, ... , C} and n E {I, ... , N} represent the optimal solution of the MILP-
EM LP relaxation. 
input: N, C, P, X 
initialize: ubbest = N 
solutionbest = (0,0,0) 
level = 0 
solve MILP-EM LP-relaxation 
step 1: level +-- level + 1 
solutioncurrent = (a~o, a~, y*) 
Flevel = {n I Cn =1= arg maxc{gc(Xnl, ... , xnP)}} 
ubcurrent = IFlevel1 
if ubcurrent < ubbest then 
ubbest +-- ubcurrent 
solutionbest +-- solutioncurrent 
goto step 2 
step 2: if IFlevell = 0, goto step 6, else goto step 3. 
step 3: choose n E F'zevel 
change F'zevel +-- F'zevel \ {n} 
add constraints Yn = 0 for n 1:. Plevel 
add constraint Yn = 0 
solve MILP-EM LP relaxation 
6 
goto step 4 
step 4: if feasible, goto step 1, else goto step 5 
step 5: remove constraint Yn = 0, goto step 2 
step 6: stop 
output: ubbest 
solutionbest 
Only in the initialization, it is possible to obtain the trivial optimal solution. 
This solution sets ubcurrent = N but does not jeopardize the correct func-
tioning of the heuristic. There are several possible strategies for choosing a 
pattern n E Flevel in step 3. These strategies are expected to determine the 
computational efforts of the heuristic and the quality of the upper bound. A 
strategy that is guaranteed to find the MILP-EM optimum cannot be found. 
AG-y 
Select a pattern it = argminn{Ynln E Flevet}. A small Yn value indicates that 
pattern n is close to being classified correctly. Given the correctly classified 
patterns, it should be relatively easy to classify this pattern also correctly. 
AG-stLP 
Calculate for each pattern ft E Flevel the MILP-€M LP optimum Zfi after 
adding the constraints Yn = 0 for n ~ Flevel and Yfi = O. Select a pattern 
it = argminfi{zfilft E Flevel}. The number of elements in Flevel determines 
the number of extra LP problems to be solved and strongly influences the 
computation time. 
AG-stIP 
The same as in AG-stLP but now based on Ubfi values in stead of Zn where 
ubn is the value of the upper bound associated with the optimal MILP-€M 
LP solution. 
AG-stlPs 
Calculate for each pattern ft in F'tevel the set Sfi = {nlYn = O} and the 
upper bound Ubfi in the MILP-€M LP optimum after adding the constraints 
Yn = 0 for n ~ Flevel and Yn = O. Select those patterns ft for which Sfi 
is no subset of any other set Sft with n E F'tevel and n =I ft. Backtracking 
is done only on these patterns ft. As in AG-stlP, we first select a pattern 
it = argminfi{ubfilft E Flevez}. 
Backtracking to the previous level can be allowed for by changing step 6 of 
the AG heuristic. 
step 6: remove all constraints Yn = 0 
level +- level - 1 
if level = 0, then stop, else goto step 2. 
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Even with backtracking, the heuristic is not guaranteed to find the MILP-
EM optimum. Backtracking on all elements of Flevel is to be avoided since 
it might be very time consuming (see Section 4). We choose to backtrack 
only on the k most promising elements of Flevel, if there exist k elements. 
The procedure above corresponds to k = 1. We have implemented k = 2 
and k = 3. A strategy for choosing n E Flevel only makes sense if we do not 
backtrack on all elements of Flevel. 
In the course of the algorithm, we continuously add and remove constraints to 
the MILP-EM LP relaxation. In general, it is more efficient to solve the dual 
of the MILP-EM LP relaxation since it has a better computational structure 
than the primal. Adding or removing primal constraints of the type Yn = 0 
comes down to adding and removing free variables with the dual objective 
function coefficient 0 in the dual. The cost of updating the optimal LP so-
lution in the dual after such addition or removal is relatively small because 
reoptimisation starts from the previous optimal solution which usually gives 
a good starting basis such that only a small number of simplex iterations are 
needed. 
3.2 CH Heuristics 
Chinneck [6] developed polynomial time heuristics for the maximum feasible 
subsystem (MAX FS) problem. The idea of the heuristics is to iteratively 
eliminate constraints from the infeasible LP problem until a feasible LP prob-
lem is obtained. The number of remaining constraints in this feasible LP gives 
an upper bound for the MAX FS problem. The heuristics differ in the way 
they determine which constraint is to be removed. The removal is perma-
nent. Backtracking on the constraint removal is not done which makes the 
procedures relatively fast but heuristic. A formal description of the heuristics 
can be found in [6]. The heuristics can be readily applied to the two-group 
SC problem. The empirical results in [6] indicate that the classifiers have a 
high accuracy on the design dataset and are found fast. 
It is straightforward to extend these heuristics to SC problems with more 
than two classes. Observe that in the two-group SC problem, for each pat-
tern exactly one constraint is in the MILP-EM formulation and that the Yn 
variables in the MILP-EM LP relaxation have the same function as the elas-
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tic variables in the elasticised version of the infeasible LP in the MAX FS 
problem. Iteratively removing constraints from the LP relaxation then comes 
down to iteratively removing patterns. The same idea, iteratively removing 
patterns, can also be used for the SC problem with more than two classes. 
Removing one pattern corresponds to deleting C - 1 constraints. The func-
tion of the Yn variables in the MILP-EM LP relaxation remains unchanged, 
though now each Yn corresponds to C -1 constraints. Each time the MILP-
EM LP relaxation is solved, the corresponding MILP-EM upper bound is 
calculated (see step 1 of description 3.1) and the classifier with the lowest 
upper bound value is saved as the final solution. This upper bound value 
might be smaller than the number of patterns that has to be removed in 
order to have a MILP-EM LP relaxation with perfect separation as nothing 
guarantees that once a pattern is removed, it will always be misclassified. 
Several strategies are possible for deciding on which pattern is to be removed. 
This step of the procedure is expected to determine the speed and the quality 
of the upper bound. Again, one cannot find a strategy that is guaranteed to 
find the MILP-EM optimum. 
CH-y 
Select a pattern it = arg maxn {Yn}. A large Yn value indicates that pattern 
n is far from being classified correctly. In this strategy, patterns that are 
difficult to classify correctly are removed first. 
CH-dp.y 
Select a pattern it = argmaxn{dpnYn} where dPn is the largest dual price of 
the C - 1 constraints associated with pattern n. dpnYn is a good estimator 
for the reduction in the MILP-EM LP objective function when the C - 1 
constraints are left out of the formulation and we choose the pattern n that 
gives the strongest estimated reduction. 
CH-stLP 
Make a set of candidate patterns for removal SR. Calculate for each pattern 
n E SR the MILP-EM LP optimum Zn with that pattern removed. Select 
a pattern it = argminn{zn I n E SR}. This strategy looks for the pattern 
n that gives the steepest descent in the MILP-EM LP optimum value. The 
number of elements in the set SR determines the number of extra LP's to 
be solved and determines the computation time. As in [6], there are several 
strategies to build the set SR. Set S = {n I Yn > a}. We have implemented 
the following choices for SR. 
CH - stLP(2): SR = the elements of S with the 2 largest Yn values 
CH - stLP(3): SR = the elements of S with the 3 largest Yn values 
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CH - stLP(all): SR = S 
CH-stIP 
The same as in CH-stLP but now based on ubn values in stead of Zn where 
ubn is the value of the upper bound associated with the optimal MILP-fM. 
Again, it is computationally more efficient to work on the dual. Removing 
the C - 1 constraints of pattern n in the primal is equivalent to changing the 
right hand side coefficient of these constraints to -M. Hence, in the dual, 
we only have to set the C - 1 objective function coefficients of the variables 
corresponding to these C - 1 constraints to -M. Relatively few simplex 
iterations are required to reoptimise this dual LP since the previous optimal 
solution usually gives a good starting basis. 
4 Computational results 
The heuristics are tested on both simulated and real world datasets. The aim 
of the tests on the simulated design datasets is to compare the performance 
of the heuristics under varying design dataset conditions. The questions of 
interest are: does the heuristic find a good solution? and how fast does it 
find this solution? In [12], the question is raised whether or not there is a 
need to turn to MILP formulations for solving the SC problem. The results 
of previous studies by [1, 12, 20, 16, 4] are mixed. It is still unclear under 
which dataset conditions the MILP classifiers perform better on unseen data 
compared to other approaches for solving SC problems. Our best performing 
heuristics will be selected and ran on real world datasets to compare their 
performance to the performance of existing parametric and nonparametric 
methods. 
4.1 Simulated Design Datasets 
For each triplet (N, P, C) with N E {25, 50, 75, 100,250,500,750, 1000}, P E 
{2, 3, 4, 5, 10} and C E {2, 3, 4, 5}, 10 design datasets were simulated. Pat-
terns in each of the 1600 simulated design dataset are drawn from one of 
C multivariate normal distributions with covariance matrices equal to the 
identity matrix and the C mean vectors randomly drawn from the space 
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{O, 1,2,3,4,5, 6y. This space allows for a sufficient amount of variation in 
the overlap between the different classes in one design dataset. To generate 
a pattern, a random number i from {I, ... , C} is drawn and values Xl, X2, ... , 
Xp are taken from the associated multivariate normal distribution. Having 
done this N times, it is checked if each class is represented, i.e. Nc > ° 
for C E {1, ... , C}. If this is not the case, the N patterns are rejected and 
resampled. Otherwise, the design dataset is accepted. 
The MP based heuristics are implemented in C and make use of the LINDO 
solver. The experiment was run on a PENTIUM III 550 Mhz computer. The 
LP generated classifier is the starting solution for all procedures and took 
on average 0.4 seconds to determine. The 1600 design datasets are divided 
into four groups as their LP relaxation upper bound falls in lO,10], l10,50l, 
l50,100l or l100,1000l. These intervals represent the difficulty of the design 
dataset instances. 667 design datasets are perfectly separable. 
Table 1 gives statistics on the improvement on the LP-generated classifiers 
achieved by the different procedures. tot is the total number of misclassi-
fications of the MP based heuristic solutions on all 1600 simulated design 
datasets expressed as a percentage of the number of misclassifications of the 
LP relaxation solutions. totli, jl gives similar percentages but only for the 
simulated design datasets with an LP relaxation upper bound in li, jl. Be-
tween brackets is the number of times the procedure yielded the lowest upper 
bound out of the total number of instances in this group, which is given be-
tween brackets in the top row. The average CPU time is given in hh:mm:ss 
format. A dash (-) indicates that we interrupted the heuristic because of ex-
tremely large CPU times on some of the design datasets and hence could not 
calculate the corresponding statistic. The best improvement for each group 
of instances is printed in bold. 
All the heuristics are able to improve the LP relaxation starting solution 
considerably for all difficulties of the instances. Surprisingly, search strate-
gies don't matter much. The upper bounds obtained by the more elaborated 
search strategies (AG-stLP, AG-stIP, AG-stLPs, CH-stLP, CH-stIP) are not 
significantly better than the upper bounds obtained by the simpler ones 
(AG-y, CH-y, CH-dp.y) , though they are definitely more time consuming to 
calculate. Based on the number of times each procedure yields the lowest 
upper bound, the CH heuristics outperform the AG heuristics especially if 
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Table 1: Results on Simulated Datasets 
heuristic tot tot]0,10] tot]10, 50] tot]50,100] tot]100,1000] 
(933) (246) (332) (101) (254) 
LP relaxation 100% (40) 100% (40) 100% (0) 100% (0) 100% (0) 
00:00:01 00:00:01 00:00:01 00:00:01 00:00:02 
AG-y(l) 49.1% (454) 41.4% (233) 41.7% (185) 46.0% (17) 50.5% (19) 
00:00:03 00:00:01 00:00:01 00:00:03 00:00:16 
AG-stLP(l) 48.8% (469) 41.1% (234) 41.3% (188) 45.3% (26) 50.2% (21) 
00:01:19 00:00:01 00:00:04 00:00:29 00:06:57 
AG-stIP(l) 51.0% (385) 41.7% (228) 43.5% (143) 48.1% (8) 52.3% (6) 
00:00:25 00:00:01 00:00:02 00:00:09 00:02:34 
AG-stIPs(l) 50.4% (418) 41.7% (227) 42.3% (171) 47.3% (13) 51.8% (7) 
00:00:35 00:00:04 00:00:06 00:00:19 00:03:10 
AG-stIPs(2) 48.8% (546) 40.3% (243) 40.2% (250) 45.1% (29) 50.4% (24) 
00:00:41 00:00:04 00:00:07 00:00:26 00:03:43 
AG-stIPs(3) 48.1% (621) 40.1% (246) 39.5% (282) 44.2% (46) 49.8% (47) 
00:00:53 00:00:04 00:00:10 00:00:42 00:04:53 
AG-stIPs (all) 40.1% (246) 38.8% (321) 
00:00:04 00:09:00 
CH-y 47.0% (642) 41.9% (226) 40.7% (209) 43.7% (55) 48.2% (152) 
00:00:25 00:00:01 00:00:01 00:00:09 00:02:33 
CH-dp.y 47.0% (641) 42.1% (224) 40.8% (209) 43.7% (54) 48.2% (154) 
00:00:25 00:00:01 00:00:01 00:00:09 00:02:31 
CH-stLP(2) 46.5% (697) 40.8% (238) 40.2% (234) 43.6% (61) 47.6% (164) 
00:02:37 00:00:01 00:00:09 00:01:44 00:15:37 
CH-stLP(3) 40.4% (242) 40.0% (242) 43.5% (68) 
00:00:01 00:00:18 00:03:14 
CH-stLP(all) 40.2% (245) 39.8% (256) 
00:00:03 00:07:41 
CH-stIP(2) 46.6% (653) 41.3% (233) 40.5% (217) 43.8% (52) 47.7% (151) 
00:02:40 00:00:01 00:00:08 00:01:40 00:15:54 
CH-stIP(3) 40.7% (239) 40.4% (216) 43.8% (53) 
00:00:01 00:00:18 00:03:46 
CH -stIP (all) 41.2% (234) 43.1% (125) 
00:00:03 00:08:38 
the design dataset gets more difficult to solve. CPU time goes up quickly if 
the design dataset gets more difficult. AG-y(l) is the fastest heuristic. Note 
that almost all the CPU time in the iterations of each heuristic (e.g. for AG-
y(l) 99%) is absorbed by the LP solver, here the simplex solver of LINDO. 
For the AG-y, AG-stLP and AG-stIP heuristics, backtracking does not re-
sult in large improvements in the upper bounds. The upper bound found 
after backtracking cannot be worse but computational results on the easy 
instances in table 2 indicate that on average the upper bound improvement 
is small and obtained at the cost of a large increase in CPU time. Additional 
tests on more difficult instances confirm this conclusion. Therefore, we will 
not consider the heuristics AG-y(2), AG-y(3), AG-y(all) , AG-stLP(2), AG-
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stLP(3), AG-stLP(all) , AG-stIP(2), AG-stIP(3) and AG-stIP(all) further. 
Table 2: Results of Backtracking for Easy Instances 
heuristic tot)O, 10) heuristic tot) 0 , 10] heuristic tot)O, 10) 
AG-y(l) 41.4% AG-stLP(l) 41.1% AG-stIP(l) 41.7% 
00:00:01 00:00:01 00:00:01 
AG-y(2) 40.2% AG-stLP(2) 40.8% AG-stIP(2) 40.4% 
00:00:01 00:00:01 00:00:01 
AG-y(3) 40.2% AG-stLP(3) 40.7% AG-stIP(3) 40.2% 
00:00:02 00:00:09 00:00:01 
AG-y(all) 40.2% AG-stLP(all) 40.6% AG-stIP(all) 40.2% 
00:00:06 00:07:11 00:02:36 
An interesting question is how many times we hit the global optimum with 
each heuristic. 667 design datasets are perfectly separable and LINDO was 
only able to solve 147 of the remaining 933 simulated datasets to optimality. 
The maximal pivot limit was hereby set to 1.000.000, allowing for a substan-
tial amount of CPU time. Table 3 gives the number of times the MILP-EM 
optimum was found by the MP-based heuristic out of the number of times 
LINDO found the MILP-EM optimum. For 58 design datasets the MILP-EM 
optimum was 1, for 25 design datasets it was 2 etc. 
Table 3: Number of Times Each MP Based Heuristic Hits the Global Optimum 
1 2 3 4 5 6 7 8 9 >9 tot 
MILP 58 25 10 15 12 6 6 5 3 7 147 
LP relaxation 27 1 0 0 0 0 0 0 0 0 28 
AG-y (1) 57 23 7 13 8 4 3 5 0 4 120 
AG-stLP (1) 57 22 9 12 8 3 3 5 1 4 124 
AG-stIP (1) 58 21 8 9 8 3 2 2 1 1 113 
AG-stIPs (1) 58 21 8 11 8 5 3 2 1 3 120 
AG-stIPs (2) 58 24 10 14 9 6 4 4 1 6 136 
AG-stIPs (3) 58 24 10 15 10 6 4 5 2 6 140 
AG-stIPs (all) 58 24 10 15 10 6 5 5 2 7 142 
CH-y 56 20 7 13 9 3 3 4 1 6 122 
CH-dp.y 56 20 6 12 9 3 3 4 1 6 120 
CH-stLP (2) 56 23 10 14 10 4 3 5 1 6 132 
CH-stLP (3) 57 23 10 15 11 4 3 4 1 6 134 
CH-stLP (all) 58 23 10 15 11 5 3 4 1 7 137 
CH-stIP (2) 56 21 8 14 9 4 3 5 2 5 127 
CH-stIP (3) 57 22 8 15 10 4 3 5 1 6 131 
CH-stIP (all) 57 22 9 10 8 5 3 1 0 1 116 
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Search strategy does not seem to have a large impact on the ability to hit 
the MILP-EM optimum. On the easy design datasets, all heuristics obtain 
the MILP-EM optimum a large number of times. On the difficult instances, 
the results vary. Again the CH heuristics do slightly better than the AG 
heuristics. It would be interesting to see if this still holds for the difficult 
designs datasets (MILP-EM optimum» 10). 
Which of the above MP-based heuristics is best? Because there are no the-
oretical arguments to answer this question and the improvements of the LP 
generated classifier obtained by all heuristics are very similar, the main crite-
rion to select the set of best heuristics is CPU time. Hence, the AG-stIPs(3) , 
AG-stIPs(all), CH-stLP(all) and CH-stIP(all) heuristics will not be consid-
ered further. All other heuristics will be tested on the real world datasets for 
comparison with other parametric and nonparametric methods. 
4.2 Real World Datasets 
Datasets are available at the UCI repository at http:/kdd.ics.uci.edu. [14] use 
fifteen datasets from the UCI repository to test the performance of thirty-
three procedures for Sc. Their ten-fold cross-validation procedure will be 
followed in order to allow for comparison of their results with ours. Since 
they did not give the subsets obtained by stratified sampling on the UCI 
datasets, we probably did not run our procedures on the exact same subsets. 
Although efforts are made to level the different measures of CPU time (see 
Appendix D), the CPU time comparison should be seen as indicative at best. 
Table 4: Characteristics of Real World Datasets 
dataset N P C (Nl; ... ;Nc) 
bew 638 9 2 ( 444;239) 
hea 270 13 2 (150;120) 
bId 345 6 2 (145;200) 
tae 151 5 3 ( 49;50;52) 
ttt 958 9 2 (626;332) 
ion 350 34 2 (126;224) 
Only the first four datasets are also used by [14]. The last two datasets are 
taken because of their non-linear character and are used in a study by [21]. 
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Table 5: Results on Real World datasets 
bew hea bid tae ttt ion 
LP relaxation 3.1% 14.8% 28.4% 60.8% 33.1% 12.9% 
00:00:01 00:00:01 00:00:03 00:00:01 00:00:08 00:00:03 
AG-y(l) 3.2% 19.6% 32.7% 48.2% 15.8% 12.3% 
00:00:03 00:00:05 00:00:16 00:00:07 00:02:24 00:00:09 
AG-stLP(1) 3.2% 19.6% 32.7% 48.2% 15.8% 12.3% 
00:00:03 00:00:05 00:00:16 00:00:07 00:02:24 00:00:09 
AG-stIP(I) 3.9% 18.1% 32.7% 48.1% 15.8% 14.0% 
00:00:08 00:00:20 00:01:20 00:00:46 00:08:09 00:00:25 
AG-stIPs(1) 3.7% 19.3% 32.1% 52.0% 15.8% 14.3% 
00:00:58 00:00:22 00:01:21 00:00:43 00:09:16 00:00:31 
AG-stIPs(2) 3.8% 20.0% 32.1% 51.3% 15.8% 15.1% 
00:01:16 00:00:40 00:01:46 00:01:05 00:14:40 00:01:17 
CH-y 3.7% 19.6% 31.2% 45.7% 22.8% 13.8% 
00:00:06 00:00:17 00:01:40 00:00:32 00:27:33 00:00:12 
CH-dpy 3.7% 19.6% 32.1% 45.7% 15.8% 13.8% 
00:00:06 00:00:15 00:01:21 00:00:26 00:20:56 00:00:10 
CH-stLP(2) 3.7% 17.8% 30.0% 45.0% 16.5% 14.6% 
00:00:18 00:01:10 00:05:53 00:01:22 02:07:33 00:01:31 
CH-stLP(3) 3.6% 19.6% 31.5% 47.7% 15.8% 14.0% 
00:00:36 00:01:53 00:08:48 00:01:48 04:22:29 00:02:31 
CH-stIP(2) 3.5% 18.5% 33.0% 46.4% 16.3% 14.0% 
00:00:17 00:00:57 00:04:44 00:01:04 02:06:39 00:01:16 
CH-stIP(3) 3.2% 18.1% 33.0% 48.3% 15.8% 14.0% 
00:00:28 00:01:30 00:07:09 00:01:28 03:40:03 00:02:06 
A brief description of each dataset can be found at the UCI repository. The 
six datasets are small to moderate sized. The measurements in each dataset 
were standardized. For larger and more difficult datasets, the LINDO sim-
plex solver suffers from long computation times. The experiment was carried 
out on a PENTIUM III 550 Mhz computer. The cross-validation error rate 
estimates and the calculation times in hh:mm:ss format are given in Table 5. 
The best error rates per dataset are indicated in bold. 
15 
.5 In(CPUtime) 
4.J 
4 
o 
3.J o 
2J 
2 
1.5 
o 
O.l 
• 
0.02 0.D3 0.04 0.05 0.06 0.07 0.08 0.09 
4.5 lnCCPU time) 
3.5 
2.J 
1.5 
1 
O.J 
0.25 
000 
• 
0.3 
(a) bew 
o 
035 
(e) bId 
eJ1crrateestimde 
o 0 
o 8 0 
0.4 0.45 
errorrll.hestim1l.te 
.5 lnCCPUtirnc) 
45 
3J 
3 
2J 
1.5 
1 
OJ 
0.1 
o 0 0 
o 0 
[JOfJ x<xt<X CJ Cl 
o X »ctjO ~ 
.[J tj0 cPO 0 
• 
0.15 02 015 
(b) hea 
In(CPUtime) 
o 0 
3 0 
(d) tae 
Figure 2: Results on Real World Datasets 
03 03l 0.4 
errOrnte ~stimll.tc 
o 
o 
• 
enOrrateestunate 
For the four first datasets, in Figure 2 scatter plots of the natural logarithm 
of the calculation time expressed in seconds versus the cross-validation error 
rate estimate are presented. The results for the statistical procedures (indi-
cated by 0), the results for the decision trees (indicated by D) and those for 
the neural networks (indicated by 6) can be found in [14]. Our procedures 
are indicated by x's. The LP relaxation classifier is indicated by +, the LDA 
classifier by •. 
The results are surpnsmg. Except for the tae dataset, the LP relaxation 
classifier outperforms the MP based heuristics classifiers on unseen patterns 
in terms of error rate. Still, for each of the ten subsets of each dataset, the 
MP based heuristics improved the LP-generated classifier considerably. On 
the tae dataset, all the MP based heuristics outperform the LP relaxation 
classifier in terms of error rate. The LDA classifiers use the same mathemat-
ical structure to separate the classes as our classifiers. It is again surprising 
to see that, in terms of error rates, for the hea and tae dataset the LDA 
classifiers perform better than the MP based heuristics. [20] report similar 
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findings for their experiments: on the design datasets their MILP classifiers 
were significantly better in terms of error rate than both the LP and the LDA 
classifier while on unseen patterns the MILP classifiers performed worse than 
the LP and LDA classifier, except for one data setting. The reason for this 
poor generalized performance is probably overfitting: the logic of the MP 
based heuristics (and of error rate minimizing MILP formulations as such) is 
to adjust to design dataset peculiarities. Of course, if overfitting is so easily 
encountered, the usefulness of MILP formulations for error rate minimization 
in SC problems is put into doubt. 
As to the last two datasets, our results can be compared to those of [21] al-
though they used a slightly different method to estimate the error rate. They 
tested eighteen procedures on several UCI datasets. Unfortunately, they do 
not report calculation times. In Figure 3( a) and 3(b), plots are constructed 
using the symbol 0 for statistical procedures, 0 for LS-SVM methods and /::, 
for the other methods used in [21]. The other procedures are indicated as in 
Figure 2. 
[I] 0 OJ m 0 []llllJ [][] o 
o • 
• 
0% 10% 20% 30% 48% 0% 10% 20% 30% 40% 50% 
error rate est:roate error rate estimate 
(a) ion (b) ttt 
Figure 3: Results on Real World Datasets 
On both datasets, the non-linear classifiers produce the lowest error rate 
estimates. This confirms the non-linear character of the datasets. The per-
formance of our procedures is average. On the ion dataset, both the LP 
relaxation classifier and the LDA classifier perform very similar to the MP 
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based heuristic classifiers. On the ttt dataset however, the MP based heuristic 
classifiers all outperform the LP relaxation classifier and the LDA classifier. 
Hence, also on these non-linear datasets the results are mixed. 
No approach for SC is superior to all other approaches on all dataset set-
tings. If one approach outperforms another approach on a particular dataset 
setting, it is a consequence of its fit to the particular instance, and not of 
the superiority of the approach [7]. Given an approach for SC problems, the 
question remains what characteristics of the design dataset will ensure that 
this approach will do better than other approaches. This essentially empiri-
cal question is for MILP formulations yet to be answered. 
5 Conclusions 
Mathematical programming formulations that minimize the number of mis-
classifications on the design dataset are hard to solve to optimality. The 
mathematical programming based heuristics we have brought forward present 
an alternative to the optimal solution methods. Computational experiments 
show that they are fast and obtain solutions often close to the MILP opti-
mum. However, the classifiers found easily overfit the design dataset. The 
advantage of the mathematical programming approach in the context of su-
pervised classification lies in its the power to model more complex real world 
supervised classification problems. Exploring such possibilities is part of fu-
ture research. 
A Appendix 
Denote by Xc E IR NcxP the matrix of measurements of patterns from class 
c. Let V E IRPxP be a nonsingular matrix and u E IR1xP a vector. e is 
a column vector of ones of appropriate dimension. Denote by MILp tr -EM 
the MILP-EM formulation with measurement vectors X;;- = XcV + eu. The 
optimal solution to MILP-EM is given by (a~o,a~) with a~ = [a~l ... a~pF and 
C E {I, ... , C} with objective function value z*. Then, an optimal solution 
to MILptr_EM is (a~o - uV-la~, V-la~) with C E {I, ... , C} with the same 
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objective function value z*. 
Proof: Assume there exists a solution (a~o,a~) with c E {I, ... , C} to MILPtT_ 
EM with objective function value z* < z*. Given a sufficiently large value of 
M, (a~o - uU-la~, U-la~) is a feasible solution to MILP-EM with objective 
function value z* < z*. This contradicts that (a~o,a~) with c E {1, ... ,C} is 
the optimal solution to MILP-EM. (QED) 
B Appendix 
Take (N, P, C) = (7,1,2). Patterns 1, 2, 3 and 4 belong to class 1 (repre-
sented by 6), patterns 5, 6 and 7 to class 2 (represented by D). The measure-
ments are XlI = 1, X21 = 2, X31 = 3, X41 = 15, XSl = 4, X61 = 5 and X71 = 6 
and are shown in Figure 4. Set E = 1. It is easy to check that for M ::S 
2(X41 - 3.5) + E = 24 the optimal objective function value of MILP-EM is 1. 
Take M arbitrarily large but finite. Set X41 > M2-€ + 3.5. Given the value 
of M and the change made to X41, all solutions with one misclassification 
are cut away now. Nevertheless, it is obvious that there still exist feasible 
solutions with only one misclassification provided the value of M would be 
sufficiently large. Pattern 4 is clearly a heavy outlier. 
o 0 
o 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Figure 4: Example of how to construct an instance for which any finite M is too 
small. 
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C Appendix 
The LP relaxation of MILP-EM has the trivial solution a cp = adp for c, d E 
{I, "" C} and p E {O, 1, .. " P} if and only if there exist values unc E IR+ such 
that 
c=l 
N 
Nc = L unc 
n=l Cn#c 
N N 
L xnp = L uncxnp 
n=l Cn=C n=l Cn#C 
n E {I, .. " N} 
c E {I, .. " C} 
c E {I, .. " C} p E {I, .. " P}, 
Proof: The trivial solution is optimal if and only if its objective function 
value equals the objective function value of a dually feasible solution, Hence, 
the trivial solution is optimal if and only if there exist values for U nc E IR+ 
such that 
NE N C 
M = E(LLunc ) 
n=l c=l 
C 
M(Lunc) ~ 1 
c=l 
N C N 
L L U nc - L U nc = 0 
n=l Cn=C c=l n=l Cn#C 
N C N 
L uncxnp = 0 
n=l cn=c c=l n=l cn#c 
(1) 
n E {I, .. " N} (2) 
CE{l, .. "C} (3) 
CE{l, .. "C} pE{l, .. "P} (4) 
(1) is satisfied if and only if the N dual constraints in (2) are satisfied to 
equality, Using this and setting unc = uncM , the optimality conditions for 
the trivial solution become 
C LUnc = 1 n E {I, .. " N} (5) 
c=l 
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N 
N 
Nc = L Unc 
n=l cn#c 
C E {I, ... , C} 
L xnp= C E {I, ... , C} P E {I, ... , P} 
n=l cn=c n=l Cn#C 
where unc E IR+. (QED) 
D Appendix 
Table 6: SPEC marks found at http://www.spec.org 
machine name SPEC SPEC SPEC 
fp92 intfp92 fp95 
SPARCstation/server 20 Model 61 (60 MHz) 102.8 88.9 
SPARCstation/server 5 (70 MHz) 47.3 57.0 
SPARCstation 20 Model 151 (150 MHz) 4.71 
SPARCstation 5 Model 170 (170 MHz) 3.00 
Intel SE440BX2 Motherboard(550 MHz, Pentium III) 15.1 
(6) 
(7) 
SPEC 
intfp95 
4.02 
3.53 
22.3 
[14J reports CPU times in terms of DEC 3000 Alpha Model 300 (150 Mhz) 
seconds. We suggest the following crude approximation to compare their 
CPU times with ours. All CPU times in [14J are multiplied by 1.4 to obtain 
the equivalent CPU times on a SPARCstation/server 20 Model 61 (60 MHz). 
The factor of 1.4 is used by [14], based on 92 SPEC marks considerations. 
The more modern version of the SPARCstation/server 20 Model 61 (60 MHz) 
is the SPARCstation 20 Model 151 (150 MHz). It differs in CPU speed 
and memory. Assume that a task that takes one second on the 60 MHz 
machine takes 60/150 seconds on a 150 MHz computer. The 95 SPEC marks 
for the SPARCstation 20 Model 151 (150 MHz) and a machine similar to 
ours, the Intel SE440BX2 Motherboard (550 MHz, Pentium III), are given 
in 6. A task that takes one second on the SPARCstation 20 Model 151 
(150 MHz) takes about 4.4 seconds on our machine. This gives the following 
scaling factor: 1.4 * 60/150 * 4.4 = 2.5. The same steps can be repeated 
with the SPARCstation/server 5 (70 MHz) and its more modern counterpart, 
the SPARCstation 5 Model 170 (170 MHz). This gives a scaling factor of 
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0.8 * 70/170 * 5.7 = 1.9, which is of the same order of magnitude. The factor 
we will use is 2. The CPU times reported by [14] will be multiplied by two 
to allow for comparison with our CPU times. 
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