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A time-of-flight (TOF) detection system for a silicon photomultiplier (SiPM) is designed for the purpose of improving on existing technology for applications in positron
emission tomography, with an emphasis on low power and low timing jitter. A reconstruction algorithm is implemented in Matlab to demonstrate the effect of TOF on
the image quality per number of source events, as compared to systems restricted to
line-of-response (LOR) data only. A case study is performed on SiPM functionality,
behavioral modeling, and contemporary front-end amplification designs for a SiPM
detector. A charge sensitive amplifier (CSA) circuit is modified for simultaneous
collection of timing and energy information, implementing a novel hybrid currentdivision scheme by capacitively coupling the SiPM to the CSA so that the SiPM’s
fast leading edge behavior and linear energy-charge correlation is preserved, while
conserving power and minimizing jitter. Simulations provide the proof of concept for
this design, operating at under 600 µW of power, and injecting less than 60 ps of jitter
into the timing output signal. Preliminary testing is conducted using a specialized
integrated circuit with analog input CSA channels to verify operation. An energy
resolution of 11.7 % was achieved for the 511 keV peak of a Na-22 source, and 10.9 %
for the 662 keV peak of a Cs-137 source, using an ON Semiconductor 3mm SiPM and
a LYSO scintillator.
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Chapter 1
Introduction
1.1

Overview

In the fields of gamma detection and medical imaging, the Silicon Photomultiplier
(SiPM) is becoming increasingly documented in literature as a competing detector
source to the conventional Photomultiplier Tube (PMT). The SiPM shows significant
improvement in form factor and power, where PMTs often require significant amounts
of space and supply voltage to operate. A single SiPM sensor, comprised of thousands of single photon avalanche diodes (SPADs), is typically millimeters in length
and width, and can be placed directly on the front-end circuit board, or placed in an
array or ring of sensors as needed. The power dissipated per SiPM front-end channel
can be on the order of milliwatts or less. In time-of-flight positron emission tomography (TOF-PET), the time resolution of these detectors becomes crucial. TOF uses
the time of detection of bidirectional gamma emission produced by positron annihilation to accurately estimate the source position, increasing final image resolution and
clarity.
The goal of this thesis is to study the operation of the SiPM detector and develop
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a novel front-end circuit for measuring the instant in time that a gamma photon
event occurs, or time-pickoff, as well as energy detection, with an emphasis on low
power and low timing jitter. The first chapter will discuss the applications of high
speed gamma detectors using Matlab simulations developed for this project. The
following chapters will discuss the operation and application of the SiPM as a detector,
contemporary circuit designs for time pickoff and energy collection, a novel front-end
design developed during this thesis work with corresponding simulations, the test
boards and measurement procedures for gamma spectra applications, and a discussion
of the results.

1.2

TOF-PET imaging

The impetus for utilizing and improving TOF-PET functionality via low jitter and
power lies in the back-end image reconstruction process. In medical imaging, the
radiative source will emit positrons that annihilate with electrons, resulting in two
directly opposed gamma rays with 511 keV of energy. In standard PET, an array of
detectors around the patient will take the timestamps from these gamma detections,
correlate two events that happened close together in time at energy levels that match
the radiating source, and draw a line of response (LOR) between the two detectors.
With enough lines, the overlap will indicate the source location. The TOF function
allows greater information with the same number of gamma-pair events. With an
increase in time resolution of the detector modules, it becomes possible to represent
the event with a probability distribution along the LOR, with the center being where
the source is most likely to be given the timestamps of the two detections (see Fig.
1.1 for a diagram representation, and Fig. 1.2 for an example TOF measurement in
Matlab). This achieves more information per event by increasing the reconstruction
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weight near the source and attenuating the rest of the LOR, reducing distortion from
overlapping LORs that do not contain a source at the intersection. The result of
utilizing this method is that imaging needs fewer events to achieve a similar image
resolution.

Figure 1.1: TOF operation diagram

Figure 1.2: Matlab simulation comparing single LOR and TOF plots

The time resolution of the detector is determined by the individual resolution
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associated with each of the components. In the case of the SiPM detector, the scintillating crystal, the SiPM, and the amplification circuit will have a response time
and noise resulting in jitter, which represents the timewalk, or time resolution, that
occurs as a result.
Jitter is defined as the noise over slope of the signal, where n is the full width
at half maximum (FWHM) noise, and rslope is the signal slope when the timestamp
trigger is activated (Eq. 1.1).

J=

JT =

n
rslope

p
(JS )2 + (JD )2 + (JC )2

(1.1)

(1.2)

The total jitter is the combination of each noise source, assuming all are independent, which is found from the square root of the sum of squares. In Eq. 1.2, the
components represent jitter from the scintillator JS , the SiPM detector JD , and the
front-end circuit JC .

1.3

TOF Matlab Simulations

The timing and energy data collected from the front-end channels are typically collected and organized using a back-end digital interface. Professional tomography
reconstruction methods combine data-efficient computational methods with tuned algorithms to provide as ideal an output image as possible. Some examples of this are
the modified Chambolle and Pock algorithm [1], filtered backprojection, kernel-based
algorithms [2], and deep neural networks [3].
For the purposes of this thesis, a relatively simple reconstruction algorithm is
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implemented to demonstrate the effect of TOF on the image quality per number of
source events, without using sophisticated processing techniques.

Figure 1.3: Matlab simulation comparing LOR and TOF analyses
In simulations produced using Matlab (see Fig. 1.3), event timestamps are randomly generated from a source array surrounded by 180 sensors. Each pixel in the
source array that is set to 1 within the sample space is defined as a radiation source,
and has an equal chance of triggering a detection event. A determined amount of time
error, 200 ps FWHM is introduced to mimic the time resolution of detection. The
simulated TOF data is then converted into a LOR that corresponds to the pixelated
image space between two sensors that have events within an acceptable amount of
time for the size of the detection space. In this case, the sources are at most 25 cm
further away from one detector than the other, so to cover this spread plus time res-
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olution noise, 1 ns is used as the time maximum threshold to trigger an event. For
a TOF comparison, the LOR gain is modulated by the Gaussian function produced
over the center of the signal source as calculated by the detector timestamps.
The simulated results in Fig. 1.3 are color-coded meshes replicating the reconstructed image using 20,000 events. The normalized output image is derived from
the addition of all the LOR/TOF waveforms captured in the test. Blue indicates
a lower count, while warmer colors mean a higher count. The first and most visible result is the lowered noise floor in the LOR+TOF image as compared to just
the LOR. Because using only lines of response to generate the image produces more
uncertainty per event as to the location of the source, the result of the summation
of the LORs is that there is a larger noise floor due to more LOR overlap, which
obscures weaker signals. The TOF information modulates each LOR with Gaussian
plots, removing excess signal noise as well as potential false sources due to overlapping
lines. For this test image, the root mean squared error (RMSE) was 0.0589, while
the TOF-modulated image had a RMSE of 0.0246, indicating the reduction in excess
noise in the resulting image. Though there are other methods for working around this
kind of injected noise, this extra data could prove crucial in creating detectors that
are more accurate and detailed, especially for low-radiation signals like in medical
imaging applications.

1.4

SiPM Background

The SiPM detector is a parallel array of single-photon avalanche diodes (SPADs) (see
Fig. 1.4). Each SPAD is a p-n junction that absorbs a single incoming photon in
a particular spectrum range, which may transfer enough energy to trigger a pulse
of electrons. When a scintillating crystal such as LaBr3 or LYSO (a Cerium-doped
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Cathode

Fast Output

Anode
Figure 1.4: ON Semiconductor SiPM design
Lutetium crystal) is bonded to the SiPM, the device becomes capable of detecting gamma radiation. Incoming high energy photons release energy in the crystal
in steps by absorption and re-emission, producing output photons of characteristic
wavelength. For example, LYSO crystals produce a spectrum of visible light with a
peak output wavelength around 420nm. SiPM detection efficiency by wavelength can
be adjusted in fabrication to be most suited to the desired scintillator [4], like for blue
light in the case of LYSO.

1.4.1

Avalanching

The SiPM signal pulse behavior stems from a phenomenon known as avalanching.
When an SPAD is reverse-biased to a specific value beyond the diode’s inherent
breakdown voltage, a large electric field is created. For a sufficiently large field (above
105 V/cm) [5], a single carrier injected or generated into the depletion layer has a
chance of triggering a self-sustained avalanche. The carrier is accelerated enough
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that it can create secondary charge pairs via collisions, known as impact ionization
or Geiger discharge. This creates a sudden stream of carriers, which is attenuated
by the series quenching resistor, as the sudden current creates a voltage drop so
that the voltage across the diode is close to the breakdown voltage, which decreases
the electric field and halts the impact ionization effect once the threshold is lost.
The quenching process then dominates the signal structure, as all moving carriers
pass through the circuit according to the time constants of the quenching resistor
and diode capacitances. For a SiPM signal consisting of thousands of superimposed
SPAD signals, the resulting total charge transmitted is proportional to the energy of
the high energy photon that was initially absorbed by the scintillator.

1.4.2

Scintillator Behavior

The scintillator crystal is essential for providing a medium by which to transfer the
original gamma photon into a distinguishable stream of charge. Current SPAD technology has optimal photon-to-electron gain within the visible spectrum, so crystals are
designed to absorb high energy photons and re-emit at specific wavelengths. Higher
energy photons produce larger amounts of exit photons, creating a proportional SiPM
current when combined. Some inefficiencies cause some distortion to the output waveform. Since photons are scattering within the crystal during an event, the exit photons
do not activate individual SPADs simultaneously, but have a predicable amount of
variance, introducing jitter and limiting the rise time of the overall signal pulse, and
thus the timing performance of the circuit. Also, because real world scintillators are
lossy, and don’t preserve the gamma to visible photon ratio perfectly, the energy
resolution is affected. Crystals will also have characteristic background spectrum of
exit photons caused by their own radioactivity, leaving the user to differentiate back-
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ground radiation from source data. Another source of lossiness resides in Compton
scattering. An input photon may not be absorbed by the crystal immediately, but
instead undergo a kinetic interaction with an electron, changing its momentum and
losing energy. Because certain angles of impact are more probable than others, Compton scattering produces recognizable sawtooth-like edges in the energy spectrum at
specific intervals below the input photon energy. These imperfections must be taken
into account when measuring and optimizing gamma ray detection systems.
The effect of the scintillator on time resolution can be significant. The longer the
crystal, the greater the spread due to the above factors, as well as the probabilistic
nature of where in the crystal the gamma ray imparts energy. However, a larger
crystal may be optimal for energy resolution, so that the photon reaction chains are
more likely to contain the proportional energy from the initial gamma photon. If the
gamma-to-emitted-photons ratio is more consistent, the energy resolution increases.
Depending on the application, some optimization can occur between these two data
sets. For TOF data, time resolution may be more vital to the improvement of the
device, so a smaller scintillator may be preferred. When measuring the time resolution due to the crystal, often very fast digitizers are used so that detection jitter
is negligible, and the only sources of jitter are the crystal and SiPM. Often in literature, the combined jitter of the scintillator and sensor is measured as one, with
the assumption that the SiPM will have relatively low jitter. Kim et al. study the
time and energy resolution of LFS and LYSO crystals with Hamamatsu SiPMs and
a 5 GS/s evaluation board [6]. For two detectors on either side of a Na-22 source,
the time resolution of the system using 10mm long LYSO crystals was 243 ps, with a
9.3 % energy resolution. Doroud et al. has a similar setup with 15 mm LYSO cyrstals
and Hamamatsu SiPMs, with a dedicated IC for timestamping, but included a single
photon time resolution measurement of the SiPMs (90 ps), which allows for greater
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accuracy in crystal behavior measurement [7]. The total coincidence time resolution
for the TOF setup was 173 ps. Assuming these are the only jitter sources and are
noncorrelated, the LYSO crystals are responsible for about 148 ps of FWHM jitter,
which is still a considerable amount if the goal is to create a full TOF-PET system
that has centimeters of spatial resolution or less.
Because of their low cost and fast pulse behavior, LYSO scintillator crystals are the
medium used in this thesis. This type exhibits relatively high light output, roughly
29-33 kph/MeV, and an energy resolution ranging from 7.5-9.5 % [8]. The rise times
using this crystal have also been determined to be very fast, under 100 ps [9], with a
single photon decay time of 40 ns.

1.5

SiPM Models

As development and research in SiPMs has progressed, the simulation of SPAD electrical behavior has steadily become more complex. The simplest model, a current
source with a parallel capacitance (Fig. 1.5), replicates the SiPM current via a current source delta pulse with an amplitude that takes into account the entire signal
charge content Qtot based on the operating voltages and capacitances of the device,
as shown in Eq. 1.3 [10].
In this model, the charge content of the pulse is dependent on the SiPM supply
bias voltage Vbias and its breakdown voltage VBR . Characteristic capacitances of
the individual SPADs and internal quenching resistors, as well as collective parasitic
capacitance, are described as CD , CQ , and CG respectively. Fig. 1.5 also distinguishes
between the active and inactive SPADs in a SiPM pulse, which is important for
realistic modeling of the output signal in terms of which parasitics are acting on the
flow of avalanche current. In the example given in the above figure, only one out of
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Vin
RQ

RQ /(N − 1)

CQ

CQ (N − 1)

CG

Qtot δ(t)

CD (N − 1)

CD

Rin

Iin

SiP M
Figure 1.5: Basic current source model of a SiPM
N SPADs is firing, with N − 1 remaining inactive.

Qtot = (CD + CQ )(Vbias − VBR )

(1.3)

The voltage Vin that becomes the input for the front-end circuitry measured across
Rin is defined by Eq. 1.4,

Vin (t) ≈ Rin

QD
(e−t/τS − e−t/τF )
τS − τF

(1.4)

where QD = Qtot CD /(CD + CQ ), and τS and τF are the slow falling and fast rising
time constants of the pulse respectively. The fast rise time is primarily defined by
the small parasitic quenching capacitance CQ and the input resistance Rin (see Eq.
1.5), and the long tail is largely due to the values of the quenching resistor RQ and
the diode capacitance CD (see Eq. 1.6). Notably, these equations also assume one
active SPAD, in parallel with numerous inactive cells.

τF ≈ Rin CHF ≈ Rin (CG + N

CD CQ
)
CD + C Q

(1.5)
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τS ≈ τR + Rin CLF ≈ RQ (CD + CQ ) + Rin (CG + N CD )

(1.6)

The effect the front-end resistance Rin has on the propagated signal is crucial to
designing a time-pickoff circuit that preserves the pulse shape and timing information.
In Eq. 1.4, as Rin is increased, the peak of the voltage pulse Vin increases proportionally to Rin /(1 + Rin ), while increasing both the rise and fall time constants. If
Rin becomes too large, the rise time lengthens, increasing noise jitter and reducing
timing accuracy, and the longer fall time results in longer pulse waveforms that will
increase the chance of overlapping pulse events. The input resistance of the frontend circuit must remain low to preserve the leading edge rise time and shape of the
original signal, while large enough to provide a substantial signal to the front-end.
This creates a range of input resistance values that depend on the SiPM properties
and design tolerances, and is the basis for low-impedance, quick-reacting designs that
often require significant power consumption to satisfy these constraints. Section 1.6
provides a review of some of these design implementations.
This model is suitable as an approximation for the pulse shape, but doesn’t realistically reflect the SPAD’s response to the supply voltage or avalanching behavior.
A real SiPM signal through the diode can be described as an almost immediate flood
of current caused by avalanching that subsides and is then cut off as voltage across
the diode moves to the quenching resistor. This can be more accurately simulated
with a switching mechanism.
The next step is to replace the current source with a voltage source modeling the
diode breakdown voltage, with a series equivalent diode resistance (Fig. 1.6) [5]. A
switch mimics the initiation of a photon event. To increase model accuracy, the switch
should turn off when the SPAD current lowers to an avalanche-limiting threshold,
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cathode
RQ

CQ

quenching

avalanche
RD

CD

VBD

SP AD
anode

Figure 1.6: Diode voltage, resistor, and switch SPAD model
mimicking the quenching cycle (Fig. 1.7), as opposed to a predetermined delta-like
pulse length [11]. The most accurate SiPM model is to generate individual models for
every SPAD in the array, with simulated photon events stochastically generated as if
coming from a scintillator. However, this is very software-intensive, and impractical
for the purposes of this thesis. The less accurate but easier to implement model
has two combined SPAD blocks, one to simulate photon-activated SPADs, and one
to model inactive SPADs. In this case, the corresponding quenching and parasitic
components are a combination of all parallel SPADs as well as an approximation
signal for the whole SiPM avalanching signal made up of non-synchronous photonexitations.
The model used to mimic the ON Semiconductor SiPM for this thesis closely
resembles the structure of Fig. 1.7, coded in Verilog. Current discrimination is used
to model the end of avalanching due to the decreased electric field and the initiation of
the quenching phase. The quenching resistor and subsequent capacitance are moved
to the anode to correctly model the sensor design (Fig. 1.4) [4]. The equivalent
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cathode
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+
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CD

−
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Figure 1.7: Avalanche-linked SPAD model
resistance and capacitance values were adjusted based on the SensL J-series SiPM
datasheet, as well as expected data for the rise and fall times associated with an
attached LYSO crystal [9].

1.6

Front-end Designs

There are numerous ways to implement a front-end amplification circuit to collect
time-pickoff and energy information. A standard option is to create one preamplified
branch, and design specialized secondary amplifiers for each output. A timing circuit
will utilize a fast, low-gain and low-jitter amplifier that detects the arrival of the event
pulse. An energy branch will use an integrating circuit to quantify the charge content
of the pulse, which will be proportional to the energy level of the incident gamma
photon. Both sets of data are then digitally stored for back-end analysis and image
reconstruction using optimized analog-to-digital (ADC) converters.
Depending on the goal of a product developer, the SiPM front-end may be designed
for different specifications. If final image resolution is the top priority, jitter reduction
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may be valued over other parameters for more precise LOR measurements, at the
expense of power usage. Typically this will take the form of powerful differential pair
or current-biased amplifiers. An example of this is the company PETsys, which sells
dedicated TOF-PET ASICs and evaluation technologies. The TOFPET2 chip design
utilizes a modified regulated common-gate transimpedance preamplifier [12]. The
design is optimized to have a time resolution standard deviation below 100 ps, using
a dedicated time to digital converter (TDC) block. A capacitor discharge operation is
used to maximize the time resolution beyond the 200MHz clock frequency controlling
the digital blocks. When using LYSO scintillator crystals with a SiPM, this chip
has been shown by Bugalho et al. [13] to provide 143 ps FWHM of coincidence time
resolution (CRT) for a SensL 30035 SiPM, and 118 ps FWHM CRT for a FBKNUVHD SiPM.
Postamplifers
Preamplifers

VthT

+
−

VthE

+

Digital Control,
TDC and ADC

−

HV

charge integrator
Figure 1.8: PETsys TOFPET2 front-end model

Different preamplifiers will exhibit differing bandwidth and time resolution ranges.
In a study by Wang et al. [14], a common-base, transimpedance, and voltage preamplifier are compared for these qualities. Common-base and voltage amplifier designs
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had consistently larger bandwidth and better time resolution than the transimpedance
circuit. The common-base model had the highest FWHM resolution at 137 ps for a
single detector, followed by 153 ps and 186 ps for the voltage and transimpedance
amplifier circuits. Even though the common-base model may have an edge in this
instance, since numerous technologies utilize MOSFET-only designs, developers often
stick to those circuits, especially for integrated chips.
Many other forms of front-end circuit design exist. Tang et al. created a low
power SiPM readout with 4mW/channel using a current buffer and discriminator
system [15], which achieves a front-end time resolution of 370 ps. Chen et al. developed a front-end ASIC using a wideband common-gate preamplifier and a current
discriminator, with a power consumption of 5mW/channel [16]. The time pickoff
discriminator and energy integrator circuits are detailed in Fig. 1.9. The time pickoff
signal triggers a circuit in the time-to-analog (TAC) block in Fig. 1.10, which utilizes
the charged capacitor and digital logic to account for the time that the pickoff signal
preceded the next clock rise.

Figure 1.9: Analog front end circuit by Chen et al.
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Figure 1.10: TAC circuit by Chen et al.
SiPM TOF-PET Front-End Literature Results
Power/channel CRT (FWHM)
Energy Resolution
(FWHM)
Jarron (2009)
–
390ps
–
Chen (2017)
5mW
334ps
12.6%
Nakazawa (2017)
–
286ps
13.6%
1
Bugalho (2019)
5mW
118ps
10.5%
Study

Table 1.1: Some SiPM TOF Front-End literature parameters

The data in Table 1.1 references literature that tested TOF-PET parameters of
SiPM detector systems using a Na-22 source and a Lutetium-based scintillator (eg.,
LYSO,LSO, or LFS) to measure energy resolution and CRT.
Jarron et al. designed a SiPM front-end using differential current-mode amplification for time pickoff as an option for better noise prevention via common mode
rejection, which was able to produce a CRT of 390 ps [17]. Nakazawa et al. developed
a multiplexer front-end designed for a two-dimensional array of SiPM detectors [18],
in an effort to produce an efficient detector that lacks the long development time and
effort of custom analog chip designs. The resulting 64-channel test had a CRT of
286 ps and an energy resolution of 13.6 %.
1

Bugalho et al., who tested the PETsys TOFPET2 product, did not note the power draw of
the detector; the 5 mW value is stated in the product documentation [12], but not in the research
paper.
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As attention to this growing facet of technology increases, the noise and jitter
associated with the front end circuit are steadily decreasing, improving CRT and
energy resolution. As the power and resolution specifications continue to develop,
the SiPM’s use in more compact and low power medical imaging using radiation
becomes more viable.
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Chapter 2
Circuit Design
The TOF imaging procedure requires a front-end providing simultaneous timestamping and energy determination for each detected event. The designated front-end
system, therefore, must be able to provide this data with both low power and low
noise.

2.1

Charge Sensitive Amplifier

The front-end design chosen for this study utilizes a modified event-driven, low-power,
folded-cascode charge sensitive amplifier (CSA) circuit originally designed by Schemm
et al. for event detection [19] and modified by Murray et al. (Fig. 2.1) [20]. The CSA
operates by utilizing the voltage drop at the input transistor M1 during an event,
characterized by an incoming charge pulse created by a gamma capture. This voltage
drop increases the current through the left branch, which is mirrored through the gain
pair M5 and M6. The right-hand current then splits into the feedback impedance and
M7, replacing charge at the input and applying the amplified signal current through
M7 like a typical CSA. The use of the M3/M4 branch with the small-signal side of
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M5 allows for the circuit to maximize the use of gain between the M5 and M6 pair,
while keeping the CSA out of slewing mode while using low bias currents. M3 and
M4 provide the extra current through M1 necessary for proper operation, balancing
the M1 and M7 currents while keeping a substantial current mirror gain.
VDD
VBias P

M4 M5

VCasc P

M3

VBaseline

VDD

VDD

M2

M6

Cfb
VEnergy

VTiming

VRfb
M9

VIn

M1 VCasc N

VBias N

M7

M8

Figure 2.1: Front-End CSA Design
Energy data from the event pulse is derived from the CSA output, using the
feedback impedance to amplify and integrate the signal, which creates a waveform
whose height is proportional to the energy of the input pulse. The fast timestamping
of the event is pulled from the low-impedance node at the source of M2, which is
impedance-boosted with a simple common-source (CS) amplifier (see Fig. 2.2). This
signal is digitized by a dedicated comparator circuit.
The input voltage dip signal from the SiPM cathode is transmitted to the front-
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end via a capacitively-coupled voltage path. This option prevents the voltage biasing
of the CSA input from acting on the SiPM, which can effect the avalanching behavior
defining the event pulse gain. The input signal is a voltage dip at the input transistor
M1 in Fig. 2.1. In typical SiPM operation, the CSA would be directly connected to
the pulse source (not capacitively coupled). Current would be actively flowing out of
the input branch during an event pulse. The voltage drop would be mirrored across
the current mirror at the top of the design, providing the necessary current through
the feedback circuit.
VDD

VDD
VBias P
VTiming
VIn

VEnergy

M10
VOutT

VDD

M3

VBias P

M7

VDD
M8
VOutC

M2

M4

Vthr

CSA
M11

CS Amp

M1

M5

M6

M9

Comparator
Figure 2.2: Fast Timing Circuit

The typical direct input coupling mode was deemed less than ideal for the purposes
of this study for two main reasons. The SiPM voltage bias would affect the input
biasing of the CSA, preventing proper CSA operation control. It was also desirable
to prevent the CSA input from dipping too low below ground, potentially putting
transistors in unwanted operating states that could damage the circuit. Therefore,
a capacitively-coupled input was implemented, directing the current from the SiPM
through a small testing resistor Rs and read by the CSA in voltage mode through
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a capacitor. The signal charge collected by the CSA becomes much smaller while
remaining linearly proportional to the captured energy due to this charge division
scheme. By utilizing Rs and capacitively coupling the SiPM to the CSA, the CSA
front-end is converted to a voltage-amplified design, avoiding the need to use a high
power current-biased amplifier. The price for removing a high power amplifier is
a reduced pulse charge that is amplified and integrated by the CSA. However, the
timing of the leading edge remains preserved, which is essential for time pickoff.

2.2

Timing Comparator

The comparator is designed to provide a fast digital response to the CSA’s added
timing output node from the CS amplifier (see Fig. 2.2). The amount of noise and
jitter created primarily by the comparator’s thermal noise is, at least in part, inversely
proportional to the current draw. This can be tweaked to the user’s design, but for
TOF applications, the jitter must be maintained below the desired threshold, at the
cost of the comparator’s power consumption.

2.3

Front-End

The front-end design is summarized in Fig. 2.3. A voltage dip is picked off from Rs at
the cathode of the SiPM, and carried via capacitive coupling to the CSA. The timing
output from the CS amplifier within the CSA block triggers the timing comparator.
The TAC logic block defines the coarse clock timestamp as well as an analog signal
proportional to the time offset from the coarse clock, which is digitized by an ADC
channel. The energy signal is read from the CSA output, using time delay (TD) logic
to define the ADC measurement time in the signal. In a system-on-chip realization,

23
a back-end logic block organizes the sampled timestamp events and their respective
energy values for reconstruction.
Rfb
Vop

Cfb
Rs

CSA
TD

SiP M

Energy
Out

D

Timestamp
Out

Cc
Vthr

−

TAC
GN D

D

A

+

Timing
Comparator
Figure 2.3: Analog Front-End

A
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Chapter 3
Simulations
Utilizing the Analog Design Environment ADEXL software from Cadence Design
Systems, the robustness of the design can be modeled and tested. Specifically, noise
and power are the primary constraints, which can be adjusted via the sizes of the
circuit transistors and bias voltages. Variations of the fabrication process also affect
the functionality of the design, so the process corners feature allows the user to
simulate the operation of the circuit at varying deviations from the nominal design
specifications.

3.1

Model Parameters

To simulate SiPM pulses, a Verilog model (see Fig. 3.1) is used to simulate the 5,676
parallel photodiode cells that make up the SiPM, tweaking the equivalent resistor
and capacitor values to match the behavior of the overall SiPM pulse. The avalanche
switch SIth closes at the start of an event, then opens when the current through
RD lowers sufficiently due to the voltage divide as current flows through RQ . This
current limit Ith is set to 60 µA per SPAD. Using a 100 Ω resistor for Rs , the quenching

25
cathode
SIth

RD

CD

+
VBD −
RQ

CQ

anode
Figure 3.1: SiPM Verilog Model
impedance per SPAD is RQ = 200 kΩ and CQ = 50 fF, and the diode impedance
is RD = 900 Ω and CD = 200 fF. The SiPM breakdown voltage is 24.5 V, and the
operating voltage is set to 28 V. The rise time of the pulse is a conservative 1 nF,
and the fall time is approximately 500 ns. The SiPM is separated from the front-end
circuit by coupling capacitors for voltage isolation, a 100 nF capacitor on the SiPM
side, and a 3 nF capacitor on the front-end side, with a 1 MΩ resistor in between
which grounds the connection and prevents the SiPM operating voltage from harming
the front-end circuit. Fig. 3.2 shows the simulated SiPM pulses at the input of the
CSA, varying by energy level, which is controlled by the number of activated SPADs
during an event. To reiterate, this is not a precise model, as the SPADs in simulation
are activated simultaneously and not in a stochastic manner, however the waveform
and behavior approximate the real pulse.
The value of Rs = 100 Ω is chosen as a resistor value large enough to provide a
strong voltage dip for timing detection, while also remaining small enough so as not to
greatly affect the slope of the leading pulse edge. The feedback capacitor and resistor,
Cf b and Rf b , which are voltage-adjustable, are set to maximize the energy resolution
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at the output of the CSA by reducing the amount of noise it produces. By increasing
Cf b to its maximum adjustable value on the CSA chip of 52 pF and reducing the
Rf b transistor’s equivalent resistance to its minimum by setting VRf b = 2.5 V, the
feedback gain of the CSA is decreased. For an increased SiPM supply voltage, the
SiPM’s gain increases proportionally, so the CSA output has a higher signal-to-noise
ratio than if the CSA gain was utilized, improving the energy resolution which is
integrated at the CSA output in proportion to the input waveform. Bias voltages for
the CSA are left as their defaults as produced by Murray et al., keeping the CSA in
the default low-power operating mode.

3.2

Simulation Results

Fig. 3.2 shows the CSA input voltage dip created by the SiPM’s capacitor-coupled
charge-divided signal, over a range of values including the energy peaks for Na-22 at
511 keV and 1275 keV. The corresponding timing and energy output signals of the
analog front-end are shown in Figs. 3.3 and 3.4, respectively. The timing output
can be quantified using a coarse clock and integrator for fine timestamping, and the
energy output logic is tuned to latch and record the peak of the waveform, which is
proportional to the energy of the signal.
Fig. 3.5 compares voltage and current waveforms. The top graph compares the
leading edge dip at the input of the CSA to the output integrating waveform. The
CSA exhibits an inherent delay, with the output voltage dipping before the gain stage
responds over the next 400 ns. As seen in the input current waveform comparison
in the bottom graph, a small amount of charge is quickly pulled from the SiPM’s
avalanche response. By taking the fast voltage response from the low impedance
point as seen previously, the timing circuit can bypass the CSA’s relatively slow
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Figure 3.2: CSA input pulses
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Figure 3.3: Timing output using a common-source amplifier
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Figure 3.4: Integrating CSA output waveforms
response, using a CS amplifier to provide the high impedance timing output while
the CSA output integrates the charge content. Fig. 3.6 produces the same graphs as
Fig. 3.5, but focuses on the first 10 ns of the waveforms, clarifying the leading edge
behavior in simulation.
The timing comparator output (see Fig. 3.7) creates a fast digital signal prior to
the TDC block. A notable feature of this signal is that due to differences in original
pulse height and slope at the comparator output voltage, there is a skew of about 1 ns
over roughly 1 MeV that is proportional to the measured energy of the signal, with
higher energy pulses triggering sooner and low energy pulses triggering later. The
second graph in Fig. 3.7 shows a 100 keV range around the Na-22 annihilation peak
at 511 keV, with a 25 ps spread. This effect can be accounted for in the timestamping
process by relating the energy collected to its characteristic delay, in order to maximize
accuracy.
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Figure 3.5: Comparison of CSA waveforms with a simulated 511keV pulse
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Figure 3.7: Timing comparator output
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Figure 3.8: CSA output process corners
Fig. 3.8 shows examples of the CSA integrating output at different process corners,
resulting in a slower and low power or faster and high power response. Ideally with
this testing system, the circuit can be within operating parameters in as broad of a
deviation spectrum as possible. In this case, the goal is ensuring that timing output
jitter and power consumption are minimal in the largest deviations.
Jitter was determined using the integrated root mean square noise ADEXL function at the pickoff time for the desired voltage node, and the slope at that instant.
Since the noise result is a one-directional calculation resulting in a standard devip
ation value σ, the FWHM noise is determined using F W HM = 2 2ln(2)σ, or
F W HM ≈ 2.355σ. Using Eq. 1.1, the estimated FWHM jitter associated with the
front-end circuit can be derived.
The power and FWHM jitter in Table 3.1 represent the simulated values at four
different corners as well as the nominal setting. The CSA power data includes the
power draw of the added CS amplifier for the fast timing branch. The circuit output
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nominal
261.0 µW

ss corner
232.2 µW

sf corner
260.7 µW

fs corner
259.9 µW

ff corner
311.0 µW

Comparator
power
Total power

129.2 µW

69.1 µW

95.5 µW

172.0 µW

254.1 µW

390.2 µW

301.3 µW

356.2 µW

431.9 µW

565.1 µW

CSA timing
output jitter
Comparator
output jitter

1.16 ps

1.21 ps

1.24 ps

0.925 ps

0.318 ps

22.8 ps

52.5 ps

41.4 ps

15.0 ps

16.9 ps

CSA power

Table 3.1: SiPM front-end corner power and FWHM jitter simulations

jitter at the output of the CSA and the comparator are noted, with the highest amount
of jitter being 52.5 ps FWHM at the comparator output while using 301.3 µW in the
slowest corner test, and the lowest jitter being 15.0 ps FWHM with a 431.9 µW power
draw in the fs corner test. As the transistors become faster and drive more current,
the signal slopes rise, decreasing jitter up to a point. The fastest corner exhibits the
highest power but also slightly more jitter than the fs corner. This may be within the
margin of error, or the result of altering transistor parameters while keeping biases
constant, moving the circuit out of its ideal operating range. Regardless, keeping the
jitter response from the front-end below 60 ps with less than 600 µW of power is a
first step toward developing a low power, lower jitter SiPM detector.

34

Chapter 4
Testing and Results
4.1

SiPM testing

Dedicated PCBs were designed for both the SiPM board and the front-end test board.
The SiPM is powered at 26-29 V using a Keithley 2280S-32-6 DC power supply, and
housed in a light-isolated box (see Figs. 4.1, 4.2, and 4.3). For an energy spectrum
reading, the 1 µCi Na-22 source is placed in close proximity to the LYSO crystal,
which is wrapped in PTFE gas-grade thread tape to limit output loss and block
external light, and fastened to the SiPM surface using a non-curing silicone optical
gel.
Using a front-end PCB with a dedicated mutli-channel energy measurement chip
designed by Murray et al. [20] (see Fig. 4.3), the front end model can be tested
using the chip’s CSA output voltage capture and ADC readout, with a Python user
interface for programming the microcontroller and reading the ADC channel output
in histogram form (see Fig. 4.4). The CSA’s operating parameters are matched to
the values used in simulation, with Cf b = 52 pF and the Rf b transistor gate set to
2.5 V.
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Figure 4.1: SiPM board

Figure 4.2: SiPM board with Na-22 sample

Figure 4.3: Front-end board utilizing dedicated chip
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Figure 4.4: CSA testing setup
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Figure 4.5: LYSO-SiPM spectrum using Ba-133, Na-22, Cs-137, and Co-60
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Figure 4.6: LYSO-SiPM Na22 energy spectrum
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Figure 4.7: Ba-133 and Cs-137 isotopes with higher SiPM gain
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4.2

Results

In order to calibrate the output energy histogram from the ADC, a spectrum is
collected with a SiPM operating voltage of 27 V using a variety of radioactive sources:
Ba-133, Na-22, Cs-137, and Co-60 (see Fig. 4.5). A software program for energy peak
detection and model fitting is then used to derive a calibration fit using the source
peaks. This model is checked with just the Na-22 source to verify that the calibration
is accurate, as seen in Fig. 4.6, where both the primary annihilation peak at 511 keV
and the smaller high energy peak at 1275 keV become clearly visible. Once this is
done, the FWHM energy resolution of the 511 keV peak, which is essential to the
TOF-PET application, is measurable using the same software. The energy resolution
achieved for the 511 keV peak using this method is 11.7 %, or a FWHM of 59.5 keV,
utilizing a SiPM bias voltage of 27 V. The previous chapter accounts for a 100 keV
range of energy-correlated timing shift, so for the purposes of this project, this energy
resolution is within constraints for a low power TOF-PET setup.
A similar result can be seen using Ba-133 and Cs-137 at a higher SiPM operating
voltage of 29 V (see Figs. 4.7, 4.8, and 4.9), where some additional X-rays become
visible from both isotopes. The resulting energy resolution measured for the 662 keV
peak for Cs-137 is 10.9 % for this measurement. Both the Na-22 and Cs-137 energy
resolutions are better than the values from previous TOF-PET studies in literature
as seen in Table 1.1. If this energy resolution is maintained while producing a smaller
CRT value, then this detector design will improve on current technology limitations
while maintaining low power consumption.
The count rate from this setup varies depending on the isotopes being measured,
as well as the distance of the source from the LYSO crystal. Table 4.1 provides the
data for the previous histogram measurements. For the 27 V measurement using
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Isotope Test
27 V
Ba-133, Na-22, Cs-137,
Co-60
Na-22
Na-22, 1 cm
29 V
Ba-133, Cs-137
Cs-137
Ba-133

Count rate
(cps)
1400
630
190
3400
830
3000

Table 4.1: Count rates for histogram measurements

four isotopes, all samples were placed within 1 cm of the source, resulting in a count
rate of 1400 cps. For the single Na-22 isotope, the sample is held roughly 4 mm
from the crystal as seen in Fig. 4.2. From this distance, the count rate is 630 cps.
As a comparison, for the same sample 1 cm away, the count rate becomes 190 cps.
The 29 V Ba-133 and Cs-137 measurement shows a significantly higher count rate of
3400 cps for both isotopes. These samples have high amounts of X-ray counts visible
in their respective measurements, especially Ba-133, with two major peaks at 32 keV
and 81 keV.
Examples of the CSA input and output waveforms are shown in Figs. 4.10 and
4.11. The Lecroy WaveRunner scope used for this measurment isn’t powerful enough
to capture the rise time of the input leading edge, but the output energy peaks are
comparable to simulated tests. The CSA’s delayed response is visible in Fig. 4.11,
where the output dips before the CSA gain stage reacts and amplifies the signal.
The power consumption of the front-end CSA is not readily measureable from this
version of the CSA chip. It has a simulated power draw of 46.125 µW as produced
by Murray et al., and much of the excess power results seen in the previous chapter
are due to the timing CS amplifier and comparator. This relatively low power usage
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Energy peak (keV)
Fit error (keV)

Ba-133
356.02
0.35

Na-22
511.02
-2.47

Cs-137
661.66
3.21

Co-60
1173.24
-2.75

Co-60
1332.5
1.66

Table 4.2: Calibration fit error for the four-isotope measurement

Energy peak (keV)
Fit error (keV)

Na-22
511.02
-0.672

Na-22
1274.53
9.79

Table 4.3: Calibration fit error for Na-22 measurement

by the CSA will be useful for creating a front-end that requires potentially less than
1 mW of power per front-end channel.

4.2.1

Energy Linearity

To calibrate an energy spectrum with the most accuracy, a linear spectrum, or nearly
so, is desirable. However, a higher order model fit will account for any nonlinearities.
A second order calibration function was derived for the multi-source histogram (see
Eq. 4.1), and confirmed with a Na-22 measurement.

XkeV = 6.34 ∗ 10−4 x2 + 3.108x + 88.95

(4.1)

The above equation converts the 1,024 ADC channel bins into equivalent energy
values based on the calibration software for the four-isotope measurement. Most of
the histogram nonlinearity is found at higher frequencies, so a small second order
coefficient is necessary to bring the model fitness error to about 3 keV or less for each
calibrating source peak. In Table 4.2, the calibration fit error for the isotope peaks
measured in Fig. 4.5 is shown, and Table 4.3 represents the error from the lone Na-22
measurement utilizing the same energy calibration.
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Energy peak (keV)
Fit error (keV)
Individual isotope
fit error (keV)

Ba-133
31.63
0
-1.99

Ba-133
81.00
0
-1.35

Ba-133
356.02
0
-1.90

Cs-137
32.88
-0.41

Cs-137
661.66
0
-1.71

Table 4.4: Calibration fit error for Ba-133 and Cs-137 higher-gain measurement

XkeV = 2.01 ∗ 10−6 x3 − 2.29 ∗ 10−3 x2 + 1.526x + 16.7

(4.2)

Eq. 4.2 is the calibration equation for the Ba-133 and Cs-137 isotope histograms
in Figs. 4.7, 4.8 and 4.9.

4.2.2

DNL Calibration

To remove the effects of differential nonlinearity (DNL) created by non-ideal variances
in the ADC voltage conversion, an amplitude modulated pulse from a signal generator
is measured at the input of the CSA to provide a broadband histogram spectrum.
Sharp deviations in this spectrum from DNL can be smoothed out by comparing the
ratio of the raw broadband measurement to its averaged trendline. This ratio can
then be used to calibrate the ADC channel. In Fig. 4.12, the results of this procedure
are visible, reducing the size of DNL peaks within the sample Na-22 data.

4.3

Further work

The next stage of development is construction of dedicated hardware for TOF operation. The chip front-end would include a read-in channel for the time pickoff branch,
and have back-end control logic that takes the data from the detectors and reconstructs an image. One key factor in designing the SiPM detector array or ring is time
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Figure 4.12: Na-22 DNL calibration example
synchronization. In order for the timestamps from each detector to be relevant to all
the other detectors, they must be calibrated or referenced to a common clock. This
can be done by providing a master clock that controls all devices using equidistant
travel paths, or comparing all detectors, utilizing a pulse laser at a specified distance,
to a first one that serves as a base reference. The timestamp discrepancy due to the
asynchronous clocks can then be accounted for at the back-end. With all sensors
coordinated in time, the system can be scaled up to series of multi-pixel SiPM arrays
to provide high resolution imaging at a fraction of the power and physical space of
PMT systems.
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Chapter 5
Conclusion
In this thesis, a low power and low jitter detector front-end is developed for TOFPET imaging. Reconstruction simulations in Matlab provide proof of concept for the
increase of information per event utilizing TOF with fast event detection. A study of
SiPM functionality and modeling create the backbone for front-end circuit design and
simulation. Varying options for front-end amplification and time pickoff are discussed,
and a low power capacitively-coupled CSA circuit is chosen as the energy measurement
medium, with a novel hybrid current-division scheme for capturing SiPM leading
edges, and an embedded CS amplifier picking off a low-impedance node of the CSA
for the time pickoff signal. Circuit simulations are developed for this design, which
predict generation of less than 60 ps of jitter while consuming less than 600 µW of
power. Testing a capacitively-coupled SiPM board with a specialized CSA circuit
results in Na-22 511 keV peaks with an energy resolution of 11.7 %, and Cs-137
662 keV peaks. These results provide the basis for development of a full TOF-PET
detection system with 1 mW of power or lower per channel, with energy and time
resolutions that rival or improve on contemporary designs.
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