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Double Interpolation des Nombres Euleriens 
LI~ONCE LESIEUR ET JEAN=LouIs NICOLAS 
Nous donnons une double interpolation des nombres eul6riens A(k, n) (k et n entiers 
positifs) sous la forme d'une fonction A(x, y) (x et y r6els, x quelconque, y >-1)  dont les 
valeurs pour x et y entiers positifs sont pr6cis6ment les A(k, n). Une deuxi~me fonetion B(x, y) 
est 6galement propos6e sous forme intdgrale. Nous d6montrons I'identit6 de ces deux 
fonctions, ainsi que 1'6galit6 f+_-~A(x, y)dx = F(y + 1). Enfin nous donnons une forme explicite 
de la transform6e de Fourier de la function ((sin t)/t)" pour tout a r6el > 0. 
We propose a double interpolation of the eulerian numbers A(k, n) (k and n integers) as a 
function A(x, y) (x and y real numbers, x arbitrary, y > -1)  taking exactly the values A(k, n) 
when x and y are integers. A second function B(x, y) defined by an integral representation is 
another candidate. We prove that the two functions are equal and that f+_:A(x,y)dx = 
F(y + 1). Finally, an explicit form for the Fourier transform of the function ((sin t)/t)" is given 
for all a real > 0. 
1. INTRODUCTION 
Les nombres eul6rienst 
A(k,n)= ~ (- ly '(n + l ) (k -p )  ", 
p<k P 
p=0,1 ,2  . . . . .  l<~k<~n 
ont fait l'objet de deux travaux ant6rieurs des auteurs [11, 13]. Dans le dernier travail, 
on 6tablit en particulier la reprdsentation int~grale: 
2(n!) f A(k, n) = _+® cos((n + 1 - 2k)t) dt 
J0 
et on en d6duit une interpolation 'horizontale' en remplaqant l'entier k par un nombre 
r6el x, ce qui donne: 
A(x, n ) = 2(n ! ) f+® ( ~-~)'+ Xeos(ut) dt, 
Jo 
u =2x- (n  +1). (1) 
La fonction x ~--~A(x, n) a les  propri6t6s uivantes: 
(i) A(x, n) est 6gal au nombre eul6rien A(k, n) pour x = k = 1, 2 , . . . ,  n; 
(ii) A(x, n) = 0 pour x ~<0 ou x ~n + 1; 
(iii) A(x, n + 1) = (n + 2 - x)A(x - 1, n) + xA(x, n) (r6currence fonctionnelle triangu- 
laire); 
t Pour les propri6t6s g6n6rales combinatoires, alg6briques et g6om6triques, on pourra consulter le livre 
d'analyse combinatoire de Comtet [7; t. 1, p. 63; t. 2, p. 82] et les r6f6rences a Loday [12], Foata et 
Sch0tzenberger [9], Carlitz [5] et Riordan [15]. 
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(iv) A(x, n) =A(n + 1 -x ,  n) (sym6trie par rapport h (n + 1)/2). 
(v) m(x,n)= ~ ( -1)P(  n + 1) (x -p ) " ,  p =0,  1,2 . . . .  (2) 
p<x P 
(expression polynomiale par morceaux ou 'spline function' [13]). 
On se propose ici d'6tudier une interpolation 'verticale' en remplaqant l'entier 
naturel n par un nombre r6el y>- l .  Dans la fonction A: (x ,y )~A(x ,y )  ainsi 
obtenue, les valeurs A(x, y) seront donc les nombres eul6riens A(k, n) lorsque x et y 
sont des entiers k et n positifs. Cette interpolation peut se faire a priori de deux faqons. 
Au Paragraphe 2 nous consid6rons une premiere approche qui r6sulte de la formule (2) 
pour conduire h la fonction F d6fine par: 
F(x,y)= E ( -1 ) t ' (Y+I ] (x -P )  y, p=O,  1,2 . . . . .  (3) 
p <.~ \ /p  
Cette fonction F ne v6rifie pas la propriEt6 de sym6trie: F(x, y) = F(y + 1 - x, y). C'est 
pourquoi nous sym6trisons en prenant pour A(x, y) la formule: 
A(x, y) = ~(F(x, y) + F(y + 1 - x, y)) (4) 
qui, elle, v6rifiera les bonnes propri6tfs exig6es pour l'extension. 
Une deuxi~me approche consiste ~ partir de la formule intfgrale (1) ota l'on 
remplace formellement l'entier n par le nombre r6el y > -1 ,  selon l'expression: 
l(a, u) - 2f(ot_____~) f+~ (sin t] ~ cos(ut) dt (5) 
re Jo \ t / 
avec a = y + 1 > 0, u = 2x - a, c~ et u r6els. Bien entendu, il faut pr6ciser la fonction: 
(sin t/'~ 
f,,: t~--> \--i---/ 
qui est ~ valeurs complexes et dEfinie sur R suivant les valeurs de t par: 
f,(t) = e ir'~ si rre < t < (r + 1)re, r = 0, 1, 2 . . . . .  (6) 
f~(rre) = 0 pour r 1> 1 et prolong6e par parit6 pour t < 0. De plus, pour aboutir ~ des 
fonctions r6elles, nous prenons en d6finitive la partie r6elle: 
B(x, y) = .~tI(ot, u) - 2F(__a) l +~ re Jo .~f,~(t) cos(ut) at 
_2F(a)/~o(cos(rrea)f"+l"~ sint '~ \ 
~ . . . .  T cos(ut) dt). (7) 
Au Paragraphe 4 nous d6montrons que ces deux proc6d6s conduisent au m~me r4sultat 
(Th6orhme 4.3): 
A(x, y) = B(x, y). 
Ce th6or~me st Fun des r6sultats principaux et il ne s'obtient pas imm6diatement. La
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d6monstration 6cessite d'abord l'examen du cas 0< ot < 1, qui est la c16 de la 
question, et ensuite le passage de a fi ,~ + 1, qui est plus facile. En addition, nous 
d6duisons de la valeur de l'int6grale (5), le calcul de la transform6e de Fourier.~, de la 
fonction f~ d6finie par (6) (cf. corollaire du Th6or~me 4.1). Auparavant, il nous aura 
fallu au Paragraphe 3 justifier l'existence de l'int6grale (5) et en donner quelques 
propri6t6s. Au Paragraphe 5 nous d6montrons le th6or~me suivant (Th6or~me 5.1): 
f f fA(x ,  y)dr= F(y  + 1) 
qui est la g6n6ralisation d'une formule de Worpitzky: Y~=~A(k,n)=nl 6tendue 
d'abord ~ A(x,n) sous la forme f+_=A(x,n)dx=fg+tA(x,n)dx=nl (cf. [13]). La 
d6monstration du Th6or~me 5.1 utilise pour le cas a > 1 des 616ments de la th6orie 
classique de la transformation de Fourier que l'on peut trouver par exemple dans le 
livre de Chandrasekharan [6]. Pour atteindre le cas 0<a <1 et terminer la 
d6monstration, on justifie un proc~dd e descente qui permet de passer de o~ + 1 it or. 
Notons qu'une preuve diff6rente du Th6or~me 5 a 6t6 donn6e dans [18, p. 560] (voir 
aussi [3, Proposition 3.1]). 
Enfin au Paragraphe 6, nous d6montrons, comme application des rdsultats 
pr6c6dents, une propri6t6 qui a 6t6 aussi trouv6e r6cemment par Zhang par d.'autres 
m6thodes (cf. [19]) et 6galement par Butzer et Hauss (cf. [4, Th6or~me 9]). La s6rie 
~=1F(k, y) est convergente pour y > -1  e ta  pour somme F(y + 1). 
On pourra trouver des travaux voisins motiv6s soit par les fonctions splines (cL, par 
exemple, [17, pp. 134-139]) soit par les d6riv6es d'ordre fractionnaire (cf. [3], [18] ou 
[2]). Mais le lien avec les nombres eul6riens n'y sont pas mentionn6s. Le but du travail 
r6cent [4] est l'6tude des fonctions E(a, k), soit F(k, a) avec nos notations, lorsque k 
est un entier positif. A la fin de l'article, le rapport avec la d6rivation d'ordre 
fractionnaire est 6tabli et cela donne une autre faqon d'obtenir la partie r6elle de 
J(a, u) dans le Th6or~me 4.1 ci-dessous. Mais il n'est pas dit comment la fonction 
p~(x), avec nos notations F(x, ot - 1), peut servir ~ d6finir A(x, y) lorsque x n'est pas 
entier. 
2. PREMII~RE APPROCHE 
Elle se fait avec la formule (3) de l'introduction. Dans cette formule, il est convenu 
que F(x,y)=O pour x~<0 (mais pas pour x~y +1). On a la propri6t6 suivante 
inspir6e du cas y = n entier: 
On a: 
PROPRII~TI~ 2.1. (r~currence foncfionnelle triangulaire). Pour y > -1 et x rdel, on a 
F(x, y + 1) = (y + 2 - x)F(x - 1, y) + x(F(x, y). (8) 
DEMONSTRATION. Nous utiliserons l'identit6 combinatoire: 
(y+p 1) = (y )  + (p y_ 1)" (9). 
F(x ,y+l )= E ( -1 )P (Y+2) (x -P )  y+', 
p ~O,p <x p 
(y+2-x)F (x - l , y )= E ( -1 )° (Y+I ) (x - I -q )Y (Y  +2-x)  
q~O.q<x--I q 
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et 
xF(x, y) = 
p ~ O,p <x 
, l (y + a),x 
En posant q =p - 1, on a: 
<y+, -x : .x - i . y . :  
p>-- l ,p<x 
Le terme correspondant h p = 0 dans xF(x, y), s'il existe (c'est ~ dire s ix  > 0), est 
x • x y =x y÷l, qui est bien le terme attendu dans F(x, y + 1). Pour les autres termes, on 
a:  
(-X)P(x-p)Y[(Y+ l )x - (Y+ ll)(Y+ 2 -x ) ] .  (10) 
p>- l ,p<x P P - 
Les termes entre crochet valent, par (9): 
x(y + ,y + + ax) : (y ; . ,  
et (10) est bien Egal h F(x, y + 1). [] 
La propriftE de symEtrie: F(x,y)= F(y + 1 -x ,y )  n'a pas lieu, mais on peut y 
remEdier grace ~ la: 
PROPRII2TI~ 2.2 (symEtrisation). La fonction (x,y)~-->F(y+l-x,y) vErifie la 
propriEte de recurrence fonctionnelle triangulaire. 
La verification est immediate. [] 
Finalement: 
PROPRII~TI~ 2.3. La fonction A:(x,y)~-~A(x,y) dEfinie par (3) et (4 )pour  x reel 
quelconque t y reel > -1 rEalise une double interpolation des nombres eulEriens qui 
vdrifie la propriEtE de recurrence fonctionnelle triangulaire et la propriEtE de symEtrie: 
A(x, y) = A(y + 1 - x, y). 
F(x, y) est continue en x lorsque y > 0, et ses points de discontinuitE pour - 1 < y < 0 
sont x - -0 ,  1 ,2 , . . . .  A(x,y) est continue en x lorsque y>0 et ses points de 
discontinuitE pour - 1 < y < 0 sont x = 0, 1, 2 , . . .  et x = ot - 0, ot - 1, a - 2 . . . .  , of  a 
0 < a = 1 + y < 1. Nous donnons ci-apr~s les courbes representatives de F(x,-½) et 
F(x, ½), qui commandent  celles de A(x, ½) et A(x, - ½). On y voit que F(x, y) n'est pas 
nEcessairement positif comme dans le casy  = n entier, pas plus que A(x, y). On verra 
plus tard que F(x, y) et A(x, y) tendent vers 0 quand x ~ +oo lorsque y > 0, et que, si 
-1  < y < 0, on a encore limk~,+® F(k, y)= 0 (cf. §6). 
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F (x,- ½) 1 0 0.20... 0 0.90... 0 0.006._ 
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F (x , ½) 
.<x .+~, lOo l , l , .  2 0 I -o .o .d  2"2''' 2"70"'1 3 x 0 I 13"~'"1 3""''" ' -0.014 0 -0.00... 
F IGURE 1. 
3. PROPRII~TI~S DES INTI~GRALES J(a, u) ET l(a, U) 
Avec la d6finition (6), la transform6e de Fourier de f~ s'6crit: 
i ° f~(u) = (smt)  ei"'dt, 
\ t / 
et compte tenu de la parit6 de f~(t), on a 
~(u)=2£ +~(sintl~c°s(ut) t / 
Par la d6finition (5), on a 
II est utile d'introduire aussi l'int6grale 
fo s in  t _ iut  .a. t~ t t l  
qui seva ~ la base du calcul de l(a, u) par la formule 
1(5, u) =J(a, u) + J(5, -u). 
r(5)L(u ). 
(11) 
(12) 
(13) 
(14) 
(15) 
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THI~OREME 3.1. Les fonctions J(a, u) et l(a, u) sont d~finies et continues en tout 
point (or, u) lorsque a > 1 et u ~ R. J(a, u) est d~finie et continue en tout point (a, u) 
lorsque 0 < ot <-<- 1, et u + a ~ 277 et l(c~, u) est d~finie et continue en tout point ( a, u) 
v~rifiant 0 < ot <<. 1 et u ± a ft 27/. 
DI~MONSTRATION. Pour a > 1, le th6or~me d6coule de la convergence normale des 
int6grales (13) et (14) pour a ~ So > 1 et u r6el. Pour 0 < a ~< 1, nous allons appliquer 
le crit~re de convergence de Cauchy, et la transformation d'Abel.  Posons 
sin t] ~ 
~o = ~o(t, a, u) = e i't 
\ t / 
(16) 
et montrons d'abord que si T et T'  sont des nombres r6els v6rifiant 0 < T <- T', on a 
pour u + a ~ 2Z, 
~odt ~-~ 2 + Isin(x(u + a))/21 " 
D6signons par ['t] = rain,, ~z.,~, n le plafond de t, et posons r = [T/g'] et s = [T'/~]. On 
a r ~ s, puisque T ~ T'. I1 vient ensuite 
If~'~ U"dt (rrr-  T) < Jr 
~o dt <~ Jr t -'g <~ T ~" ~ "-~" (18) 
De meme 
Enfin, on a: 
fr ~p dt 7r ~r ~< T, ~ -< T, ~ . (19) 
avec 
• . .-1 ~-tn + 1). isin t[,. ei..,~ei,, ' 
f~ ~o dt = ~=r .n,~ t~ dt 
a'7'=r .to (t + n~r)" 
ot Jut = Isintl e a,(t)un dt (20) 
n=r  
1 
an(t) = - -  un = e imr(u+'). 
(t + n~)" ' 
Comme an(t) d6croit avec n, on peut appliquer la transformation d 'Abel  qui donne la 
majoration: 
,-1 I 1 1 1 1 
~--r an(t)un <'<- (t + r~) - -'------~ Isin(Tr(u + a)/2)l  ~< T" Isin(x(u + o0/2)1 (21) 
et (17) se d6duit alors de (18), (19), (20) et (21). La formule (17) montre que l'int6grale 
(14) ddfinissant J(a, u) converge uniformEment sur tout compact dont les points 
v6rifient a > 0 et u + a ~ 2Z, et donc que J(o~, u) est continue en aet  u lorsque 
u + a ~ 27/. Enfin, la relation (15) ach~ve la preuve du ThEor~me 3.1. I I  
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THI~ORI~ME 3.2. Pour ot fixd > 0, la fonction J(ot, u) est absolument intdgrable par 
rapport g~ u sur tout intervalle ferm~ borne, et l'on a pour tout U r~el: 
fU U+ I -, J(a, u) du = 2J(aa + 1, U). (22) 
Pour a fix~ > 1, la fonction J(ot + 1, u) est d~rivable par rapport d u pour tout u r~el, et 
l'on a 
d ot 
-~uJ(a + 1, u) = ~ (J(a, u + 1) - J (a,  u - 1)). (23) 
Pour ot fix~, 0 < a <~ 1, la relation (23) reste valable pour tout u v~rifiant u + ot ~t 2Z. 
Dt~MONSTRATION. Lorsque a > 1, on peut appliquer le thEor~me de Fubini, puisque 
pour u~ et u2 reels, u~ ~< u2, on a 
I1 vient alors 
f" '  ( f f  l~ol dt) du <- ff" ( l  + fl= ~)  du < + °°. 
I I 
u)du F(a) (sin t/~ eiU-" - ei"" 
= ---~-- \---~-/ :~ dt 
-2F (a ) f f ( s in t )~"  (~__~)  /l: ta+l sin t e i(ul+u2)tr2 dt. (24) 
En faisant u, = U - 1 et u2 = U + 1, (24) donne (22). Lorsque ot < 1, observons d'abord 
que J(a, u) est absolument intEgrable au voisinage d'un point uo = -a  + 2k. On a en 
effet par (17), en faisant tendre T' vers +0% 
~t ~/(a, u ) [ -  fo r fr=cpdt F(ot) ~pdt + 
1 T,_~ + __~_x ( 1 ) 
1 - a T~ 2 -t sin [~t(u- Uo)/21 
et en choisissant T = l[[u - Uol, on obtient, quand u tends vers Uo, 
u) o(( u -  -  o,,4 (25) 
Lorsque a = 1, un raisonnement similaire donne J(1, u) = O(log(u - Uo)). Lorsque 
a ~< 1, la convergence uniforme de l'intEgrale (14) entraine (24) pour tout intervalle 
[ul, u2] ne rencontrant pas -a  + 22v. Mais le membre de droite de (24) a un sens pour. 
tout ul et u2 reels, et est une fonction continue de ul et u2. Par consequent (24) est 
encore vraie lorsque ul et u2 appartiennent ~ -a  + 27/, et finalement (24) est vraie 
pour tout u~ et u2 reels. Pour a > 0, la fonction de u, J(a, u) est intEgrable au sens de 
Lebesgue sur tout intervalle bornE. La fonction de U: 
w(u) = u) du 
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est donc d6rivable en tout point oh J(a, u) est continue, c'est ~ dire pour tout u r6el 
(sauf lorsque a ~< 1, u e -a  + 27/), et W'(U)=J (a ,  U). (22) s'6crit 
Y(a + 1, U) = 2 (W(U + 1) - W(u - 1)), 
qui par d6rivation donne (23). [] 
THI~ORI~ME 3.3. Les fonctions (a ,u)~*d/ (a ,u)  d~finies par J(ot, u), J (a , -u )  et 
l(a, u) v~rifient la propri#t~ de rdcurrence triangulaire (26) 
a+l -u  a+l+u 
$(a + 1, u) tk(a, u - 1) + $(a, u + 1) (26) 
2 2 
pour tout o~ > O, et tout u r~el (v~rifiant, lorsque a <~ 1, u qt 1 - ot + 27/pour J(,v, u) et 
u ~ 1 + a + 27/pour l(a, u)). 
DI~MONSTRATION. I1 SUffit de d6montrer (26) lorsque qt(a, u )=J (a ,  u): la formule 
(26) pour la fonction (a, u )~, J (a , -u )  s'en d6duira par le changement de u en -u .  
Celle qui concerne la fonction (a, u )~ l (a ,  u) s'obtient alors par (15). D'apr~s la 
d6finition de (sin t) '~, 6gal ?a f,~(t)t", on a (sin t) "+~ = (sin t)" sin t, et pour a > 0, 
(sin t) ~ + 1 est continuement ddrivable avec 
d ,,+1 
(sin t) = (a + 1)(sin t)" cos t. 
En intdgrant (14) par parties, avec 
dt ld (1~,  
t ~+] ot \U /  
il vient 
J (a  + 1, u) -- 
[-(sin t) ~+1 q= f= 
F(a + 1) ,n .a  [ t~ ei,a ]o + F(a  + 1)rca Jo  (a + 1)(sin t ) " t , ,  cost ei"tdt 
F(a + l) f~/s intV' .  
-f - -uTra  Jo ~--t--) Osint)ei"tdt" 
Le crochet [. • "]o est nul; il reste alors, en remplaqant cos t par (e i' + e-i')/2 et i sin t par 
(e it -- e-i')/2: 
a+l  
J (a  + 1, u) =- - -~( J (a ,  u -  1) + J (a ,  u + 1)) +u( J (a ,  u + 1) - J (a ,  u -  1)) 
2 
ce qui prouve (26) pour qJ = J. [] 
4. COMPARAISON DES DEUX APPROCHES 
THI~ORI~ME 4.1. Pour tout a rdel>O, et non entier, pour tout u r~el (tel que 
a + u ¢ 2Z, lorsque 0 < a < 1), J(a, u) d~fini par (14) vdrifie, avec F d~fini par (3): 
= ,F{a  + u - 1) J (~,  u) ~ \ - - -~ ,  ~ .
+i  [c°s(xa) F (a  +u -1 )  
2 
1 (;)( o+u)ol] 
sin(ira) ~'~ (-1)P P p~O.p>(cr+U)i2 2 
(27) 
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COROLLAIRE 4.2. La transform~e de Fourier de la fonction f~, d~finie par (11) et (6), 
est ~gale (par (13) et (15)) d: 
L(u) = u) -u ) )  
et le Th~ordme 4.1 permet d'en donner une forme explicite. 
PREUVE DU THI~OR~ME 4.1. Observons d'abord que la somme de la formule (27) est 
absolument sommable par la formule (28) ci-dessous. Ensuite, le point de d6part est le 
d6veloppement de 
itaf 
(sin t)" = ~ (1 - e-2i') "
z 1 
par la sfrie du bin6me. Mais il faut naturellement pr6ciser ce d6veloppement e tenir 
compte de la d6termination choisie prfc6demment pour (sin t) '~ suivant les valeurs de t. 
C'est l'objet des diff6rents lemmes suivants dans lesquels nous examinons d'abord le 
cas0<a<l .  
Cas 0< a <1. 
LEMME 4.1. Pour tout a rdel fix~, ot >0, la sdrie 
a-az+. . .  + ( -1 ) r ( ; ) z "  + . . .  
converge uniform~ment pour ]zl <<- 1. Lorsque z ~ 1, sa somme est 
S(z)  = (1 - z) a = exp(a log(1 - z)) 
avec log(1 - z) = log I1 - zl + i arg(1 - z), -7r/2 < arg(1 - z) < ~r/2. Lorsque z = 1, sa 
somme est S(z) = O. 
DI~MONSTRATION.  On a pour a non entier 
+ 1) 
et par la formule de Stirling (cI. [1, Chap. VII, §2]) 
r(x) X -----> --I- oo 
il vient 
( -  1)" r(_a)p , p - .  +~. (28) 
Ceci d6montre la convergence normale de la s6rie 
pour Izl<~l. Soit S(z) la 
continue pour Izl~<l et 
somme de cette s6rie. S(z) est analytique pour I z l< l ,  
vaut ( l - z )  '~ pour z r6el - l~<z ~<1. Mais la fonction 
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F (z )=exp(a log(1 -z ) )  est analytique pour 9 t (1 -z )>0 avec la d6termination 
- l r /2<arg(1 -z )<x/2  pour le logarithme et l'on a S(z )=F(z )  pour z r6el 
- l<z<l .  • 
LEMME4.2. Soit r • 7] , t = rTr + r, O ~< r ~< Tr, O < a < l. On a: 
p~--a (-a)P(;)ei '¢'-zp) = ei'~'~2~i~ [sin t[~ 
en prenant i" = e i°trr/2. 
Dt~MONSTRATION. On a 
1 - e -2 i '  = l - e - z i r  = e-i'(e i~ - e -i~) = 2ie-i~ sin r, 
et donc: 
I1 - e-2i'l = 2 Isin tl, arg(1 - -  e -2it) =- - - r  car sinz1>0. 
2 
D'apr~s le Lemme 4.1 il vient, lorsque t ~ 7r7/, 
(_1) p ( ; )  (a  l°g(2 [sin tD +i°~ ( ) )  ei"~ Z e-2pi' = elm exp ; - ' r  
p=O 
= 2" Isin tl" ei~"ae i"r'~. 
Enfin, lorsque t • ~rT/, l'6galit6 ci-dessus a encore lieu, les deux membres valant 0. • 
LEMME4.3. Soit r • N, O < a < l, u • R. On a 
(;) -> I~'+"~ls int l~ei" 'dt=e- i '~r2-~i  -~ ~ ( -1~' J,,~ t--g dt. 
3,,~ t" p =o 
D~MONSTRATXON. On utilise le Lemme 4.2: 
Isintl~ei"'= e-i'~"2-"i -" ~ ( -1~ 
ei t (~+u-2p)  
t ~ t ~ p=0 P 
pour tout t ¢ 0 avec rTr <~ t ~< (r + 1)g. Int6grons maintenant entre rg et (r + 1)~. La 
s6rie des modules est int6grable puisque, par (28), 
(;/ / ~oJ,# 1(-1~1 t -~dt= O £?+')'rt-~'dt 
=O(Y~ _--i-~ f t -d t )  
p=0P Jo / 
1-a 
=o/V ! \p~=o I - ap 1+~] < +oo 
et le Lemme 4.3 s'ensuit par le thdor~me de la convergence domin6e. • 
LEMME 4.4. Soit 0 < a < 1. On a, pour y r~el > O, 
~0 ~ e -  iyt - -~-dt  = e-it 'a)(x-~)y~-XF(1 - ~) = 7r e_i(n,7.)0_~)v~_ 1 
- 
et pour y < 0, l'int~grale ci-dessus prend la valeur con]ugu~e. 
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DI~MONSTRATION. Cette int6grale se trouve (avec u =-y)  dans les tables de 
Oberhettinger (eL [14, p. 199]) comme transformEe de Fourier sur (0, 400) de 1/t". La 
demiEre 6galit6 s'obtient en appliquant la formule des complements: 
r (a ) r (1  - a)  = g/sin(ga). [ ]  
LEMME 4.5. Soit a ~t 27/, 0 < a < 1. La famille d'intdgrales 
V eit(a--2p) 
- -  dt 
30 t`` 
converge uniform~ment pour  p E 7/. 
DEMONSTRATION. La convergence au voisinage de t = 0 est uniforme par rapport ~ p 
quelconque puisque 
13ofl eit(a-2P)t` _`_ dt <~ fo I _dtt`  `
et 0 < a < 1. Soit m = minp~z la - 2pl. La convergence au voisinage de +oo s'obtient en 
int6grant par parties, et en appliquant le crit~re de Cauchy. On pose s = a - 21o; il vient 
pour 1 <~ T ~< T': 
f/ ' e i'(`-2") 1 re 'l  o fr ,  et,, t - - -7 -e ,=_  - - dt L t`` J r  
et 
f/ " eit(a-2P)dt 2 ~f r '  dt <- 3 t`` mT`` m 3r t ` `+1 mT "~" [ ]  
FIN DE LA DI~MONSTRATION DU THI~OR~ME 4.1 LORSQUE 0<0~ < 1. 
Th6or~me 3.1 que, pour u + ot ~ 27/, on a 
J (a,  u) = r(a_____~) ei,,n, fCr+l)'~lsin t[= eiU, dt. 
a" ,=o Jr~ t`` 
I1 r6sulte du 
En exprimant l'int6grale ~ l'aide du Lemme 4.3, on a 
o ) f(r+ I)X eit(``+u-2p) E E (-lr jr dt 
'~" r=O prO p ~ F 
=v 
2-" i - "F (a )  lim E ( - lY ' (a )  fN"ei't``+u-2P) 
:r N-~+= p=0 \P  / 3O t'-" 2 dt. 
Or l'int6grale 6tant uniform6ment convergente n p d'apr~s le Lemme 4.5, et la s6rie 
Y.p (-1~(~,) 6tant absolument convergente par le Lemme 4.1, on en d6duit: 
J (a ,  u) = 2-" i -``F(a) ~ ( - l y '  Jo t- ~ at. 
~" p=0 
Sip > ½(a + u), on obtient au moyen du Lemme 4.4: 
fo +® eit(a +u -2p) U)a -  1 ~ e-(im2)(l -a)  t`` dt = (2p - ot - ( s in (xa) ) r (a )  - " 
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Si p < ½(a + u), on obtient l'int6grale conjugu6e: 
f0 +~ eit(a +u -2p) /~" e(in/2)(1-a) t '~ a t  = (a  + u - 2p) "-1 (sin(~a))F(a) 
On aura donc en ajoutant les deux contributions donn6es par les valeurs 
p=0,1 ,2  . . . .  
ie-i~,, (___~ ),,-1 ( ; )  /(,~,u)= ~ a +u 
p<.~,,+,,~ 2 sin na p ( -1~'  
p>~(~+u) sin~za - - -~]  
ce qui donne la formule (27) lorsqu'on explicite les parties r6elle et imaginaire. 
de 
PASSAGE DU CAS 0 ( tx ( 1 AU CAS o~ ~> 1 DANS LE THI~ORI~ME 4.1. En revenant ~ x et 
y par o~ =y + 1, u = 2x-y -  1 et en.utilisant les fonctions F d6finie par (3), et G 
d6finie par 
G(x, y) = p~O~.p>= ( -1) ' (y  p l )(p - x)Y (29) 
la formule (27) s'6crit 
J(y + 1, 2x - y - 1) = ½F(x, y) 
i (cos(cr(y + 1 y)). (30) 
+2 \ ~ +  ~I  F(x' y) sin(~(y + X)) G(x' 
Cette formule a donc 6t6 d6montr6e pour -1  < y < 0 et pour tout x r6el, x ~ ?7. Par le 
Th6or~me 3.3, nous voyons que le premier membre de (30) v6rifie la relation de 
r6currence triangulaire avec g(x, y) = J(y + 1, 2x -y  + 1): 
g(x, y + 1) = (y + 2 - x)g(x - 1, y) + xg(x, y) (31) 
pour y > -1  et x ~ 7/. Si nous d6montrons que la fonction du second membre v6rifie 
aussi la relation de r6currence triangulaire, nous aurons 6tendu la formule (30) i 
l'intervalle 0<y < 1 et par suite i toute valeur de y > -1  et de a >0. Or il en est ainsi 
de la fonction F(x, y) (Propri6t6 2.1) et aussi de 
cos(Tr(y + 1)) 
+ ]-~ F(x, y) 
puisque cos(zc(y + 1))/sin(~(y + 1)) reste invariant par le changement de y en (y + 1). 
Pour que le second membre de (30) v6rifie la relation de r6currence triangulaire, il
suffit donc en d6finitive que la fonction G(x, y)/sin(rc(y + 1)) la v6rifie, c'est g dire que 
l'on ait: 
-G(x, y + 1) = (y + 2 - x)G(x - 1, y) + xG(x, y). (32) 
Or, la dfmonstration de (32) se fait de la mSme mani~re que celle de la Propri6t6 2.1, 
et cela ach~ve la d6monstration du Th6or~me 4.1, pour a > 1, a non entier, et 
u + a ~t 27]. Lorsque a > 1, a non entier, et u + a e 27], par le Th6or~me 3.1, J (a,  u) 
est continu en u, et on peut voir que le deuxi~me membre de (27) est aussi une 
fonction continue de u. La relation (27) s'obtient donc par prolongement par 
continuit6. 
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GAS c~ ENTIER. On peut calculer, pour lul~ 1, 
l r s in t  l l og  l+u  ' 
~J(1, u) =~ J0 t sin(u/)dt = 1 -u  (33) 
(eL [14, p. 133]). Par le Th6or~me 3.1, J(ot, u) est continu en ot = 1 pour u + 1 ¢ 27/. I1 
est possible de voir que la partie imaginaire du membre de droite de (27) a une limite 
quand ot--. 1 et que cette limite est 
l l og  l+u .  
2~r 1 - u 
Pour ao entier > 1, on peut calculer J('~o, u) par la formule de r6currence (26), ou 
prendre la limite, quand ot --~ Oto de la formule (27). 
THI~OR~ME 4.3. Les deux interpolations r~elles des nombres eul~riens A(x, y) d~fini 
par (4) et B(x, y) d#fini par (7) sont dgales pour tout y > -1  et tout x r~el, ~ l'exception 
lorsque O<y<l  des points (x, y), avec x ~ N] ou a - x E N]. 
DI~MONSTRATION. Ce th6or~me a d'abord 6t6 v&ifi6 num6riquement pour deux 
valeurs prises au hasard de x et y, soit x = 2.07 et y = 8.3. C'est cette v6rification 
num6rique qui nous a conduit h d6finir f~(t) par (6). On a, par (7), (15), (27)'et (4): 
B(x, y) = ~( I (y  + 1, 2x - y - 1)) = ~( J (y  + 1, 2x - y - 1) + J (y  + 1, -2x  + y + 1)) 
= ½(F(x, y) + F (y  + 1 - x)) = A(x, y). 
5. THEOREME DE WORPrI-ZKY GENERALISE 
La premiere formule de Worpitzky s'6crit ~=~ A(k,  n )= n!. Elle est valable pour la 
fonction A(x, n) sous la forme 
fffm V (x ,n )dx= A(x ,n )dx=n!  aO 
En effet, dans [14], il est prouv6 que A(x, n) = n! (A(O, x)) *t '+° o~ (A(0, x)) *t"÷l) est 
la convol6e de A(0, x) (n + 1) lois avec elle mSme, et cela entraine 
f+_f a(n,x)=n,(f_]=A(O,x)dx)"+l=nt. 
Nous allons d6montrer la g6n6ralisation ~ la fonction A(x, y) sous la forme suivante. 
THCOR~ME 5.1. On a 
f_?m(x,y)dx=r(y+l), y>- l .  
D~MONSTRATION. La d6monstration va utiliser des 616ments de la th6orie classi.que 
de la transformation de Fourier que l'on peut trouver par exemple dans le livre de 
Chandrasekharan [6]. Observons d'abord que, par le th6or~me 4.3, (7) et (13), on a: 
A(x~ y)= B(x, y)= ~( -~ j~(u) )  (34) 
avec ot = y + 1 et u = 2x - y - 1. Nous distinguons deux cas. 
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(1) a>l .  Alors f,(t)~ L~(-~, +2)  est ~ variation born6e 
pouvons appliquer le th6or~me 5 de [6, §4, p. 28], 
( l f  ÷u lim+= \2-~z '-u e-i"tf~(u)du)=f,,(t) 
et qui, pour t = 0 donne 
et continue. Nous 
+_fL (u)  du  = 2xfo (o )  = 2x.  (35) 
I1 vient alors, par (34) et (35) 
A(x, y)  dx = ,9t T - y - 1) dx = F (a )  = F (y  + 1), 
ce qui prouve le Th6or~me 5.1 lorsque a > 1. 
REMAROUE. Lorsque a/>2, f,(t) est de classe C 2, ce qui entraine que f,, e 
L , ( -2 ,  +~). On peut alors appliquer la formule d'inversion de Fouridr (cf. [6, p. 21]), 
ce qui donne (35). Lorsque a < 2, nous ne savons pas sif,, e L1( -2 ,  +2). 
(2) 0 <a < 1. De (13) et du Th6or~me 3.3, nous obtenons la formule de r6currence 
eLf.+,(u) a+l -UL(u -1)+° l+ l+u 
2 2 •(u + 1). (36) 
Ensuite, de (13), (15) et (23), nous avons la formule de d6rivation 
d f~+, (u)  = ½(],,(u + 1) -L (u  - 1)). (37) 
Enfin, de (13), (15) et (22), nous avons la formule d'int6gration 
~ U+I  •+,(U) = ½ •(u) du. (38) 
aU- I  
Par un proc6d6 de descente de a + 1 ~t a, nous allons 6tablir que si .~,,+~ est int6grable 
sur R, alors l'int6grale f+_=f,,(u) du est convergente t 
f+_f ,(u)du = ~=f,+,(u)du. (39, 
Ainsi, la formule (35) prouv6e pour a > 1, sera aussi valable pour e > 0, ce qui 
ach~vera la preuve du Th6or~me 5.1. 
De (36) et (37), on d6duit 
ef~ a+l  d 
+l(u) = ~ ff.(u - 1) +L(u  + 1)) + u ~uuJ?,,+,(u). (40) 
En observant que )~.(u) est paire en u pour tout a, on obtient, par (37), 
+U u0~.(u + 1) - ~,(u - 1)) du = [2~.+l(U)]_v = 0. (41) 
En int6grant (40) et en tenant compte de (41), il vient: 
;, ;, f.?. a L+l(u) du = (a + 1) L (u  - 1) du + 2U?,+I(U) - +l(u) du (42) 
U U - 
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et encore 
u +u + 2U - +t (U  f f Z= u- (43) 
Mais, pour (~ >0,  f~+l e Ll(-oo, +oo) et est continument diff6rentiable avec f '+ l  • 
L J -oo,  +oo). On peut donc appliquer le th6oreme 3B de [6, §3, p. 18], qui exprime que 
lim Uf~+,(U) = O. (44) 
g.-.. +z  
On 6crit enfin, avec (38), 
f//o u f/-' r - 1) du = L (u )  du = • (u)  du - 2)~,,+,(U). (45) 
U- I  a -U- I  
La relation (44) implique l imu_+=f~+~(U)= 0, et (43), (44) et (45) d6montrent (39). 
THEOR#ME 5.2. On a, pour y > -1:  
fo+=F(x, y) r (y  1). dx + 
DI~MONSTRATION. La formule (35) a 6t6 dfmontr6e pour tout a > 0. Par (13~, il suit: 
f ; : l (ot ,  u) du = 2F(a),  ot > 0. 
Or, on a, par (15), 
+U +U 1 f+U 
f~u J(a, u) du = f_u J(O¢ -u )  du = ~ a_ u 
d'ob 
l(ot, u) du, 
lim f+uJ(a,  u) du = £(a). 
U~+~ J -u  
Explicitons la partie r6elle, avec (27), en choisissant U > (~: 
f_ ~u i f+u [u + a ) uJ(a,u)du=~J_uF~----f-,(~-I du 
f 
(U+a),'2 
= F(x, (~ - 1) dx 
a0 
f 
(U+~) , '2  
= F(x, (~ - 1)dx 
a--(U+a)12 
(46) 
(47) 
puisque F(x, y) = 0 pour x ~< 0. En posant a = y + 1, (46) et (47) ach~vent la preuve du 
Th6or~me 5.2. 
6. APPLICATION 
NOUS pouvons d~duire du Th~orbme 5.1, la d~monstration du r~sultat ci-dessous, 
r6cemment obtenu par Zhang de faqon ind~pendante (cf. [19]). 
THI~ORI~ME 6.1. Pour tout y rdel > -1,  on a 
F(k, y) = r (y  + 1) 
k=l  
o5 F est d~fini par (3). 
(48) 
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Lorsque y est entier, y = n, la formule classique de Worpitzky DI~MONSTRATION. 
donne F(k, n) = A(k, n), et l'on a 
~ A(k, n) = nl. 
k=l  
Supposons d'abord y > 0. Par (27) et (22), il vient 
F(x,y-1)dx=2,~t J(y, 2x - y) dx 
- I  -1 
f2k -v - I  
=.q~ J2k_v_3J(Y,u) du=2j (y+ l ,2k -y -2 )= lF (k ,y ) .  (49) 
. Y Y 
On dEduit alors de (49): 
F(k, y) = y F(x, y - 1) dx, (50) 
k=l 
et (48) s'ensuit en utilisant le ThEor~me 5.2. 
On peut calculer les sommes partielles de la sErie (48). Posons cm = Y~=~ F(k, y). On 
a 
c, , ,=~ ~ ( -1 )P (Y+I ) (k -p )Y=~tY(  ~ (-1)P(Y + 1))  (51) 
k=l  O~p<<-k-I P 1=1 \O~p~m--t P 
et, par (9), 
c,, =~tY(_ l ) - , - , (  Y )= ~ ( - I~(Y) (m-P)  y. 
,= 1 m t O'~p~m --1 
Lorsque y = nest  entier, on a c, =n! et (51) redonne l'identitE de Tepper (cf. [8, 
p. 47]). 
Supposons maintenant -1  <y  < 0. Nous appliquons le thEor~me suivant d'analyse 
(cf. [10, th. 41, p. 98]): soit deux suites a, et b,, la suite c, = ~,=o apb,_p est appelEe la 
suite rEsultante ou de composition des deux suites a, et bn. Alors: si r, s, a et b sont 
reels tels que r>-1 ,  s >-1  e ta , -an  r, b, ~bn s, on a 
c, ~ ab F(r + 1)F(s + 1) n,+S+l" 
F(r + s + 2) 
Ici nous avons: 
n- -y - -1  
r ( -y )  
a = 1 / r ( -y ) ,  b = 1. 
par (28) et bn = n y (avec bo = 0), donc 
r= -y  - 1 > -1,  s =y  >-1 ,  
Par consequent le thEor~me cite donne: 
c. r ( -y ) r (y  + 1) nO = r(y + 1) 
r ( -y ) rO)  
ce qui ach~ve la preuve du ThEor~me 6.1. • 
Notons que la convergence de la sErie (48) entraine limk__.+~ F(k, y) = 0 et ceci pour 
tout y>- l .  Lorsque - l<y<0,  par (3), la fonction x~F(x ,y )  n'est bornEe sur 
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aucun intervalle de longueur ~>1. Lorsque y > 0, on a limx~+® F(x, y) = 0. Cela d6coule 
du Th6or~me 4.1, et de la propri6t6 limu~±=J(a, u )= 0, qui s'obtient en appliquant le 
th6or~me de Riemann Lebesgue a l'int6grale (14). 
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