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Sum mary
There is an increasing demand for providing speech communications to a person 
away from his wire-line telephone. Since there is growth in the traffic of communications 
systems, development of spectrally efficient transmission systems are necessary. To design 
a spectrally efficient communication system requires minimising the speech transmission 
bit rate using speech compression (or coding) techniques. There has been considerable 
interest in the development of low bit rate, high quality speech coding systems. New de­
velopments in digital speech communication are evolving at a time when major advances 
in electronic device technology promises to make implementation practical. This increased 
capability and decreased cost of digital hardware has prompted an increased interest in 
more complex and sophisticated coding algorithms which offer better coding quality at 
lower bit rates. In order to achieve this improved performance, coding techniques must 
exploit, to a greater degree, information about the mechanisms of speech production and 
speech perception. Applications for speech coding systems include voice mail, low bit 
rate digital communications (Digital Cellular Mobile Radio and Portable Communica­
tions, Mobile Satellite Communications, Personal Communication Systems and VSAT 
Networks) and high security telephony such as military communications. For some of 
these applications, sophisticated algorithms have been developed. Particular classes of 
these including Analysis-by-Synthesis Linear Predictive Coding (AbS-LPC) and Sinu­
soidal Model Based Speech Coding, have been subjects of active world-wide research. 
AbS-LPC such as Code Excited Linear Prediction (CELP) has potential of producing 
near toll quality speech at bit rates in the range of 6 to 9.6 kb/s. To encode speech 
signals below these rates, AbS-LPC schemes are not applicable, due to the large amount 
of quantisation noise. In this thesis, therefore, Sinusoidal Model Based Speech Coding 
(SMB-SC) algorithms are investigated to make very low bit rate speech coding possible. 
The aim of the research is to produce high communication quality speech at 4.8 kb/s 
and below by considering aspects of speech analysis, modelling and quantisation. The 
SMB-SC algorithms operate by exploiting the spectral envelope representation and peri­
odicity of speech signals. All-pole model representation of the speech spectral envelope is 
examined and various all-pole model derivations are presented. Accurate representation 
of periodic speech segments is essential for synthesising high quality digital speech at very 
low bit rates. For this purpose, robust pitch estimation algorithms are investigated that 
play a fundamental role in SMB-SC algorithms. The popularity of SMB-SC algorithms 
lies in the fact that they achieve highly periodic speech at low bit rates and are also 
able to process the aperiodic and transition type of speech signals. The SMB-SC systems 
include Sine Wave Excited Linear Prediction (SWELP), Multi-Band Excitation (MBE) 
and Multi-Band Linear Predictive (MB-LPC) speech coders that are capable of producing 
good quality speech at 4.8 kb/s and below. All of these coders use sophisticated encoding 
and decoding methods which will be detailed in this thesis.
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Chapter 1 
IN T R O D U C T IO N
1.1 Prologue
Speech, communication is the most popular service in telecommunication networks. 
This predominance is due to the need for people to communicate whilst they are away from 
each other. Telephony signals are band-limited between 300 Hz and 3400 Hz. In the past, 
analogue transmission was used for speech communications. For analogue transmission, 
the speech waveform is used to modulate a carrier which is then transmitted through a 
transmission medium such as cable or radio. Although the traditional analogue system 
has served the telephony systems remarkably well considering its technological simplicity, 
it is fundamentally limited by its inability to deliver good quality speech between long 
distance users. Therefore, digital transmission of speech signals has been introduced. In 
this transmission technique, the analogue speech waveform is sampled, quantised and then 
represented as a binary digit stream for transmission.
Transmission of speech in digital form is attractive for several reasons. Foremost is 
the possibility for noise-free regeneration of binary pulses. Hence, in transmission over 
long distances, noise distortions and gain variations do not accumulate, as they do in 
analogue transmission. The quality of the received signal can, in effect, be made essen­
tially independent of distance. Secondly, signals from various services (such as voice, 
telegraph, video, facsimile and other data types) all appear the same to the transmission 
and communication systems, and hence can be conveniently interleaved without special 
consideration. A third advantage is that once the signal is in digital form, encryption 
techniques may be applied to ensure private or secure transmission. This feature is im­
portant in special communication applications such as military communications. This 
is likely to become more important in commercial telephone services as digital systems 
develop. Finally, a factor that promises great value in communication networks is that 
transmission functions and switching functions can be combined easily in digital opera­
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tions. The wide-spread use of digital technology leads to lower system costs, due to the 
mass production of advanced integrated circuits and also offers the opportunity for future 
integration of telephone networks with the emerging Integrated Services Digital Networks 
(ISDN).
Transmitting speech as binary digits also has some unattractive aspects. First, it is 
necessary to provide Analogue-to-Digital and Digital-to-Analogue conversions. With the 
advances in digital integrated circuitry this is becoming of less consequence. A second 
and perhaps more substantial factor is that, without further coding, the digital signal typ­
ically requires a bandwidth an order of magnitude greater than that needed for analogue 
transmission. Bandwidth, however, is becoming less and less expensive, and broad-band 
encoding methods which have low terminal cost may prove more economically attractive 
than digital band-saving methods which do esoteric “source coding” and which require 
large terminal investment. On the other hand, even with the promise of greater band­
width, the demand for transmission facilities always seems to increase exponentially, so 
there is continued impetus to study efficient coding of signals. As the demand for the 
capacity of digital communications increases, the efficient use of communication channel 
bandwidth is one of the important problems in digital communications research. In gen­
eral, one can think of bandwidth compression in digital coding of speech, such as efficient 
source coding.
For a long time after the advent of telephony, digital speech communication rates 
were largely governed by the Nyquist sampling rate. Thus the first generation digital 
speech transmission systems, e.g., Public Switched Telephone Networks (PSTN) used 64 
kb/s Log-PCM based on 8 kHz sampling rate and 8 bits/sample coding (T bits/sample 
coding in the United States of America and Japan to give 56 kb/s transmission). Even 
the 32 kb/s ADPCM system which has served the second generation of PSTN systems 
well over the years has been found to be inadequate in terms of its spectrum efficiency 
when applied to newer bandwidth limited communication systems such as Fixed and 
Mobile Satellite Communications, Digital Mobile Radio and Portable Communication 
Systems and Private Networks. In these communication systems, the bandwidth and 
power available is severely limited, hence speech compression is unavoidable. This has 
led to development of various speech coding techniques operating at rates as low as 1.2 
kb/s whilst achieving reasonable speech quality. One of the most popular speech coding 
algorithms which produces very good speech quality at bit rates of 16 - 6 kb/s, is the Code 
Excited Linear Prediction (CELP) coding. Below 6 kb/s, however, CELP coding suffers 
from severe roughness and speech quality deterioration. Therefore, some other speech 
coding algorithms must be developed that satisfy the requirements of speech transmission 
systems that operate below 6 kb/s. In this thesis, an investigation of a specific branch 
of digital speech compression techniques termed “Sinusoidal Model Based Low Bit Rate 
Speech Coding” will be reported. The sinusoidal model based speech coding is currently
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the most actively researched area of speech coding at lower bit rates (4.8 kb/s and below). 
Our goal is to develop various speech coders that operate in these transmission regions 
but with better quality speech.
1.2 Outline of Thesis
The main focus of this thesis concerns new algorithm development, design and sim­
ulation of various “Sinusoidal Model Based Low Bit Rate Speech Coding? algorithms with 
specific attention being paid to bit rates of 4.8 kb/s and below for applications in terres­
trial, mobile satellite and secure or military communications.
In Chapter 2, a brief review of the many factors that can influence the design of 
a digital speech coding system is given. This is accompanied by a review of general 
speech coding techniques, applications and developed standards for specific applications 
currently available for speech communication systems.
In Chapter 3, since sinusoidal modelling is based on frequency domain speech coding 
techniques, a brief review of frequency domain speech coders is given. Chapter 3 also 
covers the short time spectral analysis, synthesis and the Fourier transform interpretation 
and application to speech coding systems.
In Chapter 4, the tools for low bit rate speech coding are described. Since all speech 
coders developed in this thesis are based on pitch and LPC modelling and in order to 
save repetition in later chapters, the fundamental methodology, assumptions and improve­
ments used in pitch and LPC modelling algorithms are presented. These include speech 
spectral envelope estimation based on maximum likelihood and time domain autocorrela­
tion methods, which exploit the short-time correlation properties of speech signals, pitch 
estimation based on sinusoidal model, spectrum creation and autocorrelation methods 
which exploit the periodicity of speech signals. In order to achieve high compression 
rates, the use of vector quantisation is extensive in low bit rate speech coding, and thus 
a brief formulation of vector quantisation concludes Chapter 4.
In Chapter 5, a new speech coding algorithm called the uSine-Wave Excited Linear 
Prediction” speech model, is described. This starts with sinusoidal representation of 
speech waveforms and robust analysis and estimation of sine wave components. For speech 
synthesis, frame to frame sinusoid matching for interpolation of sine wave components 
from one frame to the next, synthesis of speech signals and speech enhancement using 
time domain pole-zero post-filters are described. For coding purposes, quantisation of 
LPC coefficients using 37 and 26-bit quantisers, predictive phase model for low bit rate 
coding of model parameters are also discussed. Finally, 4.8 and 2.4 kb/s Sine Wave 
Excited Linear Prediction Speech Coding algorithms are developed. In order to show the
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performances of these coders, a series of tests were performed in the laboratory. These 
include DRT and paired comparison (or MOS) tests for speech intelligibility and quality 
measures respectively for various speech coders.
In Chapter 6, the Multi Band Excitation (MBE) Speech Coder is described. After 
briefly describing the MBE speech model, attention is given to analysis of model param­
eters including pitch, voicing and spectral magnitude determination, and MBE speech 
synthesis including voiced and unvoiced speech synthesis algorithms. The specification 
of the INMARSAT Standard-M IMBE Coder for mobile satellite communication systems 
is also given. Finally, in this chapter, subjective evaluation of MBE speech coders are 
presented. This section includes quality versus MBE speech frame size assessments and 
subjective performance measurement of the INMARSAT Standard-M Coder.
The Multi-Band Linear Predictive Coding (MB-LPC) of Speech signals is presented 
in Chapter 7. First, the basic principles of this coder including analysis of speech pro­
duction and MB-LPC excitation model parameters, and MB-LPC speech synthesiser are 
described. The new MB-LPC speech coder is implemented using two different techniques 
including time and frequency domain LPC filters. The LPC interpolation techniques and 
frequency domain post-filter design which improve the subjective speech quality are also 
the subject of this chapter. The coding of speech signals at 2.4 kb/s and 1.2 kb/s are then 
described. For the 2.4 kb/s MB-LPC coder, the straight forward quantisation schemes 
are presented, whereas, in the 1.2 kb/s MB-LPC coder, frame interpolation techniques 
are discussed. Finally, the subjective evaluation of these coders are given.
The final chapter presents the summary of the results of the preceding chapters, 
and some conclusions that can be drawn from the work reported in the rest of the thesis. 
After highlighting the results achieved, the chapter concludes with a brief discussion on 
possible directions of future research to augment and consolidate this work. A general 
observation on future trends in speech coding is also given.
1.3 Original A chievem ents
In summary, the original achievements included in this thesis are as follows:
• A comprehensive review of all the approaches to the problem of low bit rate speech 
coding systems and their limitations.
• The design, formulation and simulation of a new speech coding algorithm called 
“Sine-Wave Excited Linear Prediction” operating at 4.8 and 2.4 kb/s and producing 
very good performance in this region [101][103][102].
C h a p t e r  1 In t r o d u c t io n
1 .3  O r ig in a l  A c h ie v e m e n t s 5
• Improving the performance of pitch detection algorithms by applying a novel ap­
proach for pitch period sub-multiple and multiple checks [107].
• The design, formulation and simulation of another new speech coder called “Multi- 
Band Linear Predictive Coding” that operates at 2.4 and 1.2 kb/s producing high 
quality natural sounding speech output [104] [106].
• Developing a new frequency domain post-filter that reduces the effects of noise in 
the output speech without introducing the well known spectral tilt which is very 
common in the pole-zero post-filter [105].
• Development of spectral amplitude and energy enhancement algorithms applicable 
to Multi-Band LPC speech coder.
• Development frame interpolation techniques for MB-LPC coders to half the trans­
mission bit rate without major degradation in speech quality [106] [105].
Some of the above work has been published in various International Conference 
Proceedings and in some International Journals. A list of these publications is given in 
Appendix D.
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C O M M U N IC A TIO N  SY STEM S
2.1 Introduction
There are several ways of characterising the communication potential of speech. One 
highly quantative approach is in terms of information theory concepts as introduced by 
Shannon [92]. According to information theory, speech can be represented in terms of its 
message content, or information. An alternative way of characterising speech is in terms 
of the signal carrying the message information, i.e., the acoustic waveform. Although 
information theoretic ideas have played a major role in sophisticated communications 
systems, we will see throughout this thesis that it is the speech representation based 
on the waveform, or some parametric model, which has been most useful in practical 
applications.
The advent of pulse-code modulation (PCM) in 1940 triggered a revolution in digi­
tal speech communications. Because of its many advantages, digital technology has been 
adopted for virtually all communication applications. For a long time, digital communi­
cation rates were governed by the conventional Nyquist' sampling rate and dynamic range 
of the signal to be transmitted. Telephone bandwidth speech (300 - 3400 Hz) was thus 
sampled at 8 kHz and transmitted at 64 kb/s (8 bits/sample in Europe) and 56 kb/s (7 
bits/sample in North America and Japan). Although adaptive differential PCM (AD- 
PCM) reduced this rate to 32 kb/s, further rate reductions were limited by the lack of 
technology. Speech at such high rates was thus only carried on trunk Public Switched 
Telephone Network (PSTN) circuits.
Digital encoding of voice-band speech has been a topic of research for over three 
decades, and as a result of this intense activity many approaches have been developed 
for encoding. As these coding techniques matured, standardisation followed with spe­
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cific application targets. Speech coding methods are evaluated in terms of bit rate, cost 
of transmission and storage, complexity and output speech quality. The encoding tech­
niques employed are many and varied, and are largely dependent on specific applications. 
However, in general they fall between two extremes: In a PSTN, good quality is the ul­
timate requirement. Using PCM at 64 kb/s adequately fulfills this requirement. Whilst 
for military use, the requirement is high security and communicability on a single channel 
with speech quality and cost being of secondary importance. Between these two ex­
tremes, there are a wide variety of processing techniques being developed to achieve the 
best performance-cost ratio for any given application.
The trend for digital speech communications, has been from high (>16 kb/s), to 
medium (8 to 16 kb/s) and then down to low (<8 kb/s) bit rate speech coders. The pre­
dominant areas of applications for these classes of coders include present digital telephony 
for high and medium bit rates, cellular digital mobile radio systems for medium bit rate 
and mobile communications (especially Satellite Land Mobile) and military applications 
for low bit rate speech coders. In this chapter, a brief review of speech coding approaches, 
speech communication characteristics, requirements, standards and applications will be 
presented.
2.2 Speech Coding Techniques
Digital speech coding schemes can be broadly classified into three categories, namely, 
waveform coding, voice coders (vocoders) and hybrid coding as listed in Table 2.1.
R educed  B it R a te  Speech C oding  Schem es
Vocoders Hybrid Coders Waveform Coders
LPC-10 Channel
Formant
Phase
MBE
Homomorphic
APC 
RELP 
MP-LPC . 
CELP
SBC
ATC
STC
PCM
DM
APCM
DPCM
ADPCM
Table 2.1: Classification of speech coding approaches.
The concepts in the vocoders and waveform coding methods are very different, whilst 
hybrid techniques are derived from combinations of these two coding systems. The general 
concepts in hybrid coding schemes is to analyse the signal, remove the redundancies 
and efficiently code the non-redundant parts of the signal in a perceptually acceptable 
manner. As the coding capacity is reduced, the approaches for redundancy removal and
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bit allocation need to be ever more sophisticated.
Waveform coders are characterised by their attem pt to preserve the general shape of 
the signal waveform. As such waveform coding is not speech specific in the sense that they 
can work on any input waveform bounded by certain limits in amplitude and bandwidth. 
By preserving the general outline of the signal waveform, these coders generally operate 
on a sample to sample basis, and their performance is effectively measured in terms of 
signal-to-noise ratio (SNR) as quantisation is the major source of distortion in the output 
waveform. The success of waveform coding for speech has been limited to rates above 16 
kb/s, but they are nevertheless very popular and will remain so due to their simplicity 
and ease of implementation.
At the opposite extreme to the waveform coders, vocoders are very speech specific 
in their principles as no attempts are made to preserve the original speech waveform. A 
vocoder consists of an analyser and a synthesiser. The analyser extracts from the original 
speech a set of parameters representing the speech production model, which are then 
transmitted. At the receiver, the speech is synthesised using the parameters to produce an 
often crude and synthetic reconstructed speech signal. Vocoders predominantly operate 
in the regions below 4.8 kb/s. As expected SNR distortion measures are useless for 
vocoders, hence the need for subjective measures such as mean opinion scores (MOS) 
test, Diagnostic Rhyme Test (DRT) and Diagnostic Acceptability Measure (DAM) [52].
Hybrid coding of speech, as the name suggests, combines the principles of both 
vocoders and waveform coders. Using suitable modelling, redundancies in speech are re­
moved leaving a lower energy residual signal to be coded by a waveform coder. Therefore, 
the difference between a pure waveform coder and a hybrid coder is that in the hybrid 
coder, the energy in the signal to be coded is minimised before quantisation, hence, the 
quantisation error which is proportional to the energy in the input signal is reduced. On 
the other hand, the difference between a vocoder and a hybrid coder is that in a hybrid 
coder the excitation signal is transmitted to the decoder, however, in a vocoder a theo­
retical excitation source is used. Therefore, hybrid coders try  to bridge the gap between 
high quality waveform coders and synthetic quality vocoders.
The hybrid coding schemes split into time and frequency domain coders depending 
on the domain in which the speech waveform is processed. In this thesis, we will be con­
centrating on the hybrid coding techniques which can operate either in time or frequency 
domain. In the following we discuss the basic principles of time and frequency domain 
operations of hybrid coding schemes.
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2.2.1 T im e-D om ain Speech Coding
Coding the speech signal in the time domain has the advantage of simplicity, rapid 
processing, and easy physical interpretation. Time domain analysis transforms a speech 
signal into one or more parameter signals, which usually vary much more slowly than the 
original signal. This allows more efficient storage or manipulation of the relevant speech 
parameters than directly handling the original signal.
Time domain coders are dominated by schemes which employ forms of linear predic­
tion (or short time prediction (STP)). The statistical characteristics of speech signals can 
be very accurately modelled by a source-filter model which assumes that speech results 
from exciting a linear-time varying filter with a periodic pulse train (for voiced speech) 
or a random noise source (for unvoiced speech). The basic idea behind linear predictive 
analysis is that a speech sample can be approximated from a linear combination of past 
speech samples. By minimizing the sum of the squared differences (over a finite interval) 
between the actual speech samples and the linearly predicted ones, a unique set of predic­
tor coefficients can be determined. The predictor coefficients are the weighting coefficients 
used in the linear combination.
Another popular technique used in time domain speech coding is long term  predic­
tion (LTP) or pitch prediction. In this case, voiced speech is said to be quasi-periodic in 
nature. For segments that exhibit this periodicity, we can accurately determine the period 
or pitch. W ithin such segments, significant correlations exist between samples separated 
by the period or its multiples. This is however, not the case for unvoiced segments. Called 
long term  or pitch correlations, these correlations can be extracted during speech coding 
by a long term predictor (LTP), just as the short term prediction extracts the short term 
or sample correlations. Performing LTP in cascade with STP results in a second residual 
signal which is even whiter than the first residual from the STP. Speech coders that em­
ploy LTP thus use this technique to reduce the amount of information to be coded in the 
excitation signal.
The main variation in time domain coders lies in their treatment of the excitation 
signal from the time varying filter. In the following only the Code Excited Linear Pre­
diction (CELP) coding scheme, which is very popular in medium and low bit rates, is 
discussed.
CELP coding was the first vector excited LPC scheme that was reported by Schroeder 
and Atal in 1985 [90]. In CELP, Fig. 2.1, the code book for vector quantization is made 
up of 2b  Gaussian noise sequences, each of length, L, (the excitation frame size). Each 
address can thus be transmitted using B  bits. The excitation signal is obtained by exhaus­
tively synthesising each sequence of the code-book through the filters. In this analysis 
by synthesis procedure, the sequence which minimises the perceptually weighted mean
C h a p t e r  2 D ig it a l  S p e e c h  C o m m u n ic a t io n  Sy s t e m s
2 .2  S p e e c h  C o d in g  T e c h n iq u e s 10
squared error between the original speech and synthesised signal is chosen as the opti­
mum excitation. To increase the vector space of the excitation ensemble or code-book, 
a gain term is also computed, quantised and used in the error minimisation. The vector 
quantisation is thus effectively a shape gain quantisation. The transm itted excitation is 
thus embodied in the quantised gain and the address (code) of the optimum excitation 
sequence.
Code-Book
Synthesised
Speech
Pitch LagPitch Filter
LPC
Synthesis
Filter
Figure 2.1: Basic Block diagram of CELP synthesiser
During the last decade, CELP has emerged as one of the most promising LPC 
schemes for rates below 9.6 kb/s. This is supported by the number of applications for 
which CELP type coders have been adopted. The main disadvantage of the CELP al­
gorithm has been the computational complexity resulting from the exhaustive code-book 
search. Work on complexity reduction has been centered on the use of sparse and linear 
(overlapping) code-books and modifications of their respective search procedures. CELP 
produces very good communication quality speech at rates as low as 4.8 kb/s. The trans­
mission of the excitation is also quite robust to channel errors as one random sequence is 
not too different from the other. A 4.8 kb/s CELP coder has been chosen as the US DoD 
Federal standard [16]. In the higher rate regions, the only remaining candidate for the 
new CCITT 16 kb/s standardisation process is also a variant of CELP; low delay CELP 
(LD-CELP) which employs backward prediction with a 50t/l order linear prediction filter. 
The filter coefficients are thus not transmitted. However, the update rate for the excita­
tion is quite high (every 5 samples). The overall delay is only 2 ms which lies within the 
original CCITT specification.
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2.2.2 Frequency-Domain Speech Coding
Many useful techniques in speech coding are found in the frequency domain. The 
vocal tract produces signals that are more consistently and easily analysed spectrally 
than in the time domain. Repeated utterances by one speaker of a sentence often differ 
considerably in the time domain while remaining quite similar in the frequency domain. 
The hearing mechanism appears to pay much more attention to spectral aspects of speech 
(i.e., the amplitude distribution in frequency) than to phase or timing aspects. For these 
reasons, spectral analysis is used primarily to extract relevant parameters from speech sig­
nals for coding and transmission. This class of speech coding techniques will be discussed 
in more detail in the following chapters.
2.3 Speech Coding Requirem ents and A pplications
Perhaps the most basic property of speech waveforms is that they are band-limited. 
The band limitation begins in the speech production process, but an additional contri­
bution is the finite bandwidth of typical speech transmission systems, for example, the 
300 to 3400 Hz bandwidth for telephony. The finite bandwidth of the speech waveform 
means that it can be time sampled at a finite rate (the Nyquist rate, which for a low-pass 
signal is twice the highest frequency: 8 kHz is a conservative sampling frequency used in 
commercial telephony). In this section, a brief survey of speech coding applications and 
their requirements are presented.
2.3.1 D igital Speech Transmission R equirem ents
The complete design of any digital speech communication system requires optimal 
selection (in some sense) of a combination of factors such as speech quality, transmission 
bit rate, complexity and coder cost, delay, robustness, tandeming and transmission of 
non-speech signals, etc. The proper selection depends very much upon the transmission 
environment (e.g., terrestrial wire, optical fiber, or radio). Speech coding algorithms pos­
sess certain requirements which also have to be reconciled with these system constraints. 
These requirements include the following:
2.3.1.1 Speech Quality and Transmission Bit Rates
The bandwidth of a transmission channel limits the number of signals that can be 
carried simultaneously. The lower the bit rate for a speech signal, the more efficient the 
transmission. For any coding scheme, quality normally degrades monotonically (but not
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necessarily linearly) with decreasing bit rate. Fig. 2.2 shows the different bit rates in 
a one dimensional scale, and an approximate designation of the speech quality that can 
be achieved at the different bit rates. Speech quality and bit rate are two factors that
Waveform Coders 
64
j Hybrid Coders | 
16 4.8
Vocoders
-------------------------------->-
Broadcast
(Commentary)
Quality
Communications
QualityToll Quality Synthetic Quality
Bit Rate (kb/s)
Figure 2.2: Spectrum of speech coding transmission rates and associated quality
directly conflict with each other. As the bit rate of the speech coder is reduced, i.e., 
higher signal compression, the quality inevitably suffers to a certain extent. The speech 
research community has given names to different qualities of speech as shown in Fig. 2.2 
[32]: The “broadcast (or commentary) quality refers to wide-bandwidth (typically 0 - 7  
kHz) high quality speech with no perceptible noise; toll quality describes speech as heard 
over the switched telephone network (300 - 3400 Hz range with signal-to-noise ratio of 
more than 30 dB); communications quality speech is highly intelligible but has noticeable 
distortion compared to toll quality; and synthetic quality speech, while greater than 80- 
90% intelligible, has substantial degradation (sounds “machinelike” and often “buzzy” and 
suffers from a lack of speaker identifiability). For systems that connect to the PSTN and 
associated systems, the quality requirements are strict and must conform to constraints 
and guidelines imposed by the relevant regulatory bodies, such as CCITT etc. Such 
systems demand a very high quality of encoding, the usual requirement being toll quality. 
Low bit rate coders are mostly used in mobile and military applications, e.g., the 2.4 kb/s 
LPC-10 [97], the 6.4 kb/s INMARSAT standard-M coder [46] and the envisaged 11.4 kb/s 
GSM half rate coder. For most of these applications, the output speech quality is often 
described as being of ”synthetic” or ”communication” quality. These are all subjective 
quality descriptions based on comparative perception. There is on-going research to find 
meaningful objective quality measures for speech at low data rates [53].
2.3.1.2 Communications Delay
The communication delay is a factor closely related to the speech quality require­
ment. The end-to-end delay in speech communication systems can be divided into:
(i) Speech encoder delay 
(ii) Transmission channel delay
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iiii) Speech decoder delay
The speech coder delay can further be broken into algorithmic and processing com­
ponents. For PSTN-type applications low delay is essential if the major problem of echo is 
to be minimised. For mobile applications and satellite communication systems, echo can­
cellation is already employed as substantial propagation delays already exist. However, in 
the case of the PSTN, extra echo cancellers will need to be employed if coders with long 
delays are introduced. This increases the overall cost of the system. The other problem 
of the coder delay is purely the subjective annoyance factor. Most low rate algorithms 
introduce a substantial coding delay compared with the standard 64 kb/s PCM system. 
For instance, the Pan-European Digital Mobile Radio Systems’ initial upper limit was 65 
ms for a back-to-back configuration whereas for the 16 kb/s CCITT specification [20], it 
was a maximum of 5 ms with an objective of 2 ms.
2.3.1.3 Coder Complexity and Cost
In most speech transmission applications, low cost real-time implementation of the 
speech coder is desirable in order to attract a mass market. For low complexity coding 
algorithms, implementation costs can be minimised by using low cost (simple) compo­
nents or very few high cost (sophisticated) components. To minimise processing delay in 
complex coding algorithms, many fast and costly components have to be used, increasing 
the cost of the system. In order to improve the take up rate of new applications, many 
of the originally complex coding algorithms have been extensively simplified. Recently, 
though, advances in VLSI technology have resulted in faster and cheaper DSP, e.g., AT&T 
WE-DSP32C. The low cost and sophistication of these devices seems to have relegated the 
complexity problem to the background. Another problem related to complexity is power 
consumption. For mobile applications, it is vital to minimise the power requirements of 
the terminals in order to prolong battery life. In implementations low power consuming 
components therefore have to be used, setting an upper limit to the amount of processing 
that can be done.
2.3.1.4 Robustness to Channel Errors
For many applications, the speech source coding rate typically occupies only a frac­
tion of the total channel capacity, the rest being used for forward error correction (FEC) 
and signalling. For mobile connections which suffer from both high random and burst 
errors, a coding schemes’ built-in tolerance to channel errors is vital for an acceptable 
average overall performance, i.e., communication quality. By employing built-in robust­
ness, less FEC can be used, hence higher source coding capacity is available to give better 
quality. This trade-off between quality and robustness is often a very difficult balance to
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obtain and is a requirement that necessitates serious consideration from the beginning of 
the speech coding algorithm design. For other applications employing less severe channels, 
e.g., fibre-optic links, the problems of errors from the channel are reduced and robustness 
can be sacrificed for quality. This is a major difference between the mobile and satellite 
systems and those of the fixed link systems.
2.3.1.5 Tandeming of Coders
Under certain conditions e.g., when a subscriber on one system has to call a sub­
scriber on another system, the communication path may consist of multiple links having 
different bandwidths. If digital speech is sent on such a path, it may be necessary to 
tandem or connect two or more speech coders so that the output of one provides the 
input for another. A typical path may mix digital and analog links, where speech must 
be A/D and D/A converted at several points. For each digital link, a coding algorithm 
suited to the links’ bandwidth must be used. If identical coders are tandemed, most of 
the overall speech quality loss (except for distortion in the A/D conversion) occurs in the 
first stage, and subsequent stages have as input a simplified speech signal in which those 
aspects of the signal that the coder handles poorly, were removed at the first stage. When 
linking different coders in sequence, serious degradation can occur due to a mismatch in 
the speech aspects that the individual coders exploit; i.e., one section of a communication 
network may allow medium band waveform coding at 16 kb/s, while another section is 
limited to narrow band coding at 2.4 kb/s. Because of substantial differences between 
coding methods at different rates, especially between waveform coders and vocoders, the 
output of such a tandem is usually worse than the output of the system with the lower 
bit rate. For example, LPC-10 often produces a “peaky” signal (a large ratio of peak- 
to-peak and average amplitude), which can cause slope overload when input to a DP CM 
coder; similarly, the distortions of waveform coders (quantization noise and slope over­
load) degrade parameter estimation in vocoders. SBC was reported to be superior to 
DPCM systems when tandemed with LPC vocoders, but serious degradation affecting 
intelligibility occurs in both cases [37].
2.3.1.6 Voice Band Data Transmission
Frequently, speech communication channels have to carry signals whose characteris­
tics are significantly different from those of speech signals. These signals include signalling 
(e.g., DTMF) tones and modem tones used for transm itting voice-band data. In most 
instances, the points of entrance to and exit from the system of these signals are the 
same as those for speech, the handset. These signals therefore have to be encoded and 
subsequently decoded by the speech coder. In order to maintain the information in these
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signals, the speech coder should not impose significant distortions on the signals. The 
compressing effect of the speech coder thus has to be transparent to the data communi­
cation equipment. In choosing a speech, coding algorithm for any application, we must 
determine the kinds of non-speech signals that will need to be encoded and decoded and 
whether or not the effect of the speech coder on them will be transparent to the receiver.
2.3.1.7 Secure Speech Communication
As well as requiring speed, accuracy and low cost, there are a number of situations 
where the information being transmitted is confidential and the users may not want any 
third party to understand their message. Their reasons for this may vary. They might, for 
instance, merely want some privacy and prefer no one else to know their business. They 
might, on the other hand, be transmitting very important, confidential information which, 
if discovered by a third party, could be used to their serious disadvantage. Whatever the 
reason, the communications must, in this type of situation, take steps to conceal and 
protect the content of their message. Of course, the amount of protection required will 
vary: If, as in the first example, a little privacy is all that is required, then it may be 
sufficient merely to prevent the casual eavesdropper from understanding the message. On 
the other hand, for important information, it is crucial that even the most determined 
interceptor must not be able to deduce its content. Because of these reasons, users may 
wish to have speech security [1 0 ] in an existing communications system.
2.3.2 Coding A pplications and D eveloped Standards
Telephony is characterised by a unique attribute among the various communication 
services: worldwide and real-time connectivity. Connectivity in commercial telephony 
refers to the capability of both understanding the meaning of conversational speech and 
the reception of other information related to the speakers’ interaction during the commu­
nication, including recognizing the speakers’ identity [27].
To reach the goal of worldwide connectivity for telephony services, the telecommuni­
cation community has developed a complex set of standard rules to be followed worldwide 
by network providers and equipment manufacturers. The standard rules are applied to 
the numerous building blocks of the telecommunication networks: interfaces, signaling, 
protocols, transmission systems, switching systems, network planning, network operation, 
etc.
Telephone networks offering analog user interfaces are today widely used to transmit 
not only voice, but also voiceband data on the analog speech channel implemented by 
circuit switching throughout the network. The digital speech coding techniques used in
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the inexorable evolution towards digital networks should guarantee speech and voiceband 
data quality not only in full digital networks, but also in the less favorable environment 
of mixed digital and analog portions.
A number of network applications requiring bit rates for speech coding have been 
identified in the CCITT. Speech coding design requirements which influence the choice 
of the algorithms for foreseeable network applications are shown in Table 2.2 [27], and 
the achievement of speech coding standards and their applications can be summarised as 
follows:
Applications
Networking Requirements
Robustness One Way 
Coder Delay
No of PCM
Transcoding
Min Speech 
Quality
Land - DMR & 
Portable Phones
up to 1 0 - 2  
random
70 ms 2  Async. 900 MHz 
Analogue
Maritime 
Sat. Systems
up to 1 0 “ 3 60-80 ms 2  Async. Companded FM 
(6 -bit PCM)
DCM Equipment up to 1 0 - 3  
random
40-80 ms 2  Async. 6-7 bit 
PCM
ISDN up to 1 0 “ 4 
random
(-) 4 Sync. 6-7 bit 
PCM
Digital 
Leased Lines
up to 1 0 “ 4 
random
70 ms (-) 7-bit PCM
Voice Store & 
Forward Syst.
up to 1 0 - 4  
random
(-) . (-) 6-7 bit 
PCM
Voice Mess, 
for Rec. Announc.
up to 1 0 - 4  
random
(-) (-) Intelligibility
required
Table 2.2: Application and Networking requirements for speech communications: (-)=Not 
assessed yet; DCM=Digital Circuit Multiplication.
2 .3 .2 . 1  P u b lic  Sw itched  Telephone N etw ork
Public Switched Telephone Networks (PSTN) are regulated by the CCITT which 
is the main international body devoted to standardization of telecommunication services 
[27]. The PSTN system requirements are:
(z) H igh speech quality : The speech quality for coders employed on the PSTN gen­
erally ranges from toll to broadcast quality.
(zz') Low D elay: The transmission delay must be low in order to minimise the effects 
of echo.
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(nz) N etw ork  C osts: Economically, it is desirable for complexity and implementation
costs to be low.
Because of these requirements, the speech coders currently employed on the PSTN 
tend to be very high bit rate waveform coders. The first introduction of digital telephony 
into the PSTN was in 1972 with the CCITT adopting the 64/56 kb/s PCM scheme as a 
world-wide standard [19] [47]. After assessing the benefit provided by the digital systems, 
CCITT then in 1985 adopted a 32 kb/s ADPCM scheme as the follow-on standard [18] [47]. 
Both of these coders produce very high quality speech and are very easy to implement. 
Since these transmission rates are still not efficient for transmission, CCITT has adopted 
another standard at 16 kb/s LD-CELP as third generation algorithm for speech coding 
subsystems of the PSTN [20]. W ith their very wide geographical coverage, PSTNs are 
presently being upgraded into networks which are expected to form the basis of the 
emerging world-wide Integrated Services Digital Network (ISDN). In these all digital 
networks, traffic will include voice, data, video, faximile, Telex, etc., all multiplexed on 
the same physical media.
2.3.2.2 Digital Cellular Mobile Radio and Portable Communications
Modern mobile radio systems such as cellular telephone, being concerned with spec­
tral efficiency, often employ channel reuse to achieve high capacity. Thus, a digital cellular 
mobile radio (DCMR) system must be robust to both fading and co-channel interference 
[74]. Furthermore, an effective system must provide speech communication at a level of 
service that at least equals that of present analog systems as well as providing reliable data 
services. Lastly, the implementation must be of moderate complexity to meet the cost and 
power limitations that are becoming more important as these systems move to wider mar­
ket segments including the increasingly important market for portable services. The basic 
objectives for a large scale digital cellular mobile telephone service may be summarised as: 
(z) Large subscriber capacity, (zz) Efficient use of spectrum, (zzz) National/International 
Compatibility, (iv) Wide-spread availability, (u) Adaptability to traffic density, and (vi) 
Quality as good as the fixed PSTN telephones.
A digital cellular mobile radio system has been under development in Europe during 
the past 6  years under the coordination of the working group GSM (Groupe Speciale 
Mobile). It was decided to adopt the RPE-LTP speech coding algorithm operating at 
22.8 kb/s (with FEC) for the European mobile radio system [76][9]. In order to further 
increase the capacity, GSM is already in the process of choosing an appropriate coder 
which satisfies the conditions at half the full rate (H-GSM, 11.4 kb/s). This system will 
operate by interleaving two speech channels on one full rate channel, effectively doubling 
the number of speech channels on the F-GSM system. Other DCMR systems either under 
study or in the commissioning phase include the North America DCMR which employs
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an 8  kb/s Vector Sum Excited Linear Prediction (VSELP) coder [34] and the Japanese 
DCMR which also employs a similar 7.5 kb/s VSELP coder.
2 .3 .2 .3 M obile S a te llite  C om m unications
Now, it is possible for the traveller on land, in the air, or over the seas to communi­
cate, on the move, with anyone anywhere using mobile satellite services. Mobile satellite 
systems operate in broadcast and other multiple access modes, with the terminals commu­
nicating via one (or more) geo-stationary satellites. The most important characteristics 
of speech coders for these systems is their low bit rate. This helps to maximise bandwidth 
efficiency and minimises the use of the scarce satellite transmission power. Mobile satel­
lite services are, in practice, a group of different services aimed at different markets. All 
are specialised. The individual services that axe usually grouped under the term mobile 
satellite services are as follows [35]:
(i) M aritim e  C om m unications: The International Maritime Satellite Organization 
(INMARSAT) was the first civil satellite operator to offer these services. The orga­
nization is able to offer both voice and Telex services to shipping operators. By the 
nature of maritime activities, the service lends itself to both global coverage and in­
ternational operation. The experience of INMARSAT has been one of steady growth 
in demand since it took over the Comsat owned Marisat spacecraft [95], The organi­
zation has therefore been promoting the development and application of equipment 
and services suitable in terms of weight, transmission capacity and cost of smaller 
vessels. The transmission capacity can be reduced by adopting a speech coder op­
erating at low data rates. Over 11000 INMARSAT-A ship earth stations are now 
in operation, complemented by an increasing number of cost earth stations. The 
INMARSAT-B system, with a target date of 1992-1993 for the implementation of a 
full global service, is intended to facilitate more widespread and cost-effective use of 
maritime satellite telecommunications. For this purpose, INMARSAT-B system em­
ploys a 16 kb/s APC with Reed-Solomon FEC for maritime mobile communications 
[81].
(ii) L and M obile C om m unications: This can be defined as “true” land mobile com­
munications covering one and two way voice and Telex services [95]. For land mobile 
communication systems, the resources are very limited in terms of the very small 
transceiver terminals requiring large satellite power, and the very restricted band­
width currently available. The land mobile satellite systems currently have only 4 
MHz allocated on primary service transmission. For such services to be economical, 
they must employ very narrow bandwidth per channel. The competition is with ana­
logue systems that employ Amplitude Companded Single Side Band (ACSSB) and 
achieve reasonable performance at C /N 0 of around 50 dB-Hz in 5 kHz transmitted
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bandwidth. In order to be competitive and to use modulation schemes that will not 
cause excessive distortion over the difficult land mobile propagation channel, digital 
speech coding at low bit rates is required. In 1990, INMARSAT selected a 6.4 kb/s 
(source and Golay/Hamming channel coded) Multi-Band Excitation (MBE) vocoder 
for a new standard-M [46]. This is to be used in both satellite-based land and mar­
itime mobile communications. Another land-mobile satellite communication system 
resulted from the NASA mobile satellite experiment (MSAT-X) and employs a 4.8 
kb/s vector adaptive predictive coder (VAPC) [33]. This provides mobile commu­
nications for private, commercial and government vehicles in the USA and Canada.
(Hi) A ero n au tica l C om m unications: The major current development in aeronauti­
cal satellite communications is the decision by INMARSAT to enter the field. IN­
MARSAT is taking a cautious approach to the new services. These have followed on 
from current military air-to-air and air-to-ground satellite communications. W ith 
an estimated 1 0 0 0  wide-bodied jets in operation, several million busy executives tra­
verse the world every year. For these executives, accustomed to mobile telephones 
and constant contact with their offices, it is unacceptable to be out of touch for 
the duration of long international flights. Flight crew also have a need for reliable 
voice communications with air traffic control and their operation centres during 
transoceanic and intercontinental flights. In 1989, a trial service was started to 
provide telephony via satellite to an aircraft. The service was called sky-phone ser­
vice and used a 9.6 kb/s MPLPC speech coder [1 1 ] because of the limited satellite 
bandwidth available. The service is now operational, and provides a world-wide 
telephony service between flights over the Pacific, Indian and Atlantic oceans.
2 .3 .2 .4 P erso n a l C om m unica tion  S ystem s
The philosophy of Personal Communication Systems (PCS) is based on the desire to 
have communication terminals, such as hand-sets for people instead of places or locations. 
Each network subscriber will have a private handset which they can use to access various 
services over a fully digital network, without restrictions on mobility and location. It will 
be an equivalent of ISDN for mobile networks in which services are delivered directly to 
users cheaply by radio rather than by wire. The PCS will operate like the present PSTN 
(or possibly the ISDN), except it will combine both fixed and mobile applications in a 
single wireless network. The PCS idea is, however, still an ideal. What exists at present, 
are imperfect realizations of this personal communication ideal. These are [8 ] [99]:
(i) Based on cellular radio systems: Limitations of cellular technology as compared to 
the PCS ideal include the limited capacity and also the personal cost of hand-sets.
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(n) Based on the cordless telephone systems: These have limited facilities, in particular, 
the coverage is not contiguous and in Telepoint mode (at least for now) subscribers 
can not receive calls because the system does not track all users at all times.
Pursuing the PCS dream, the licenced providers are designing systems that will 
provide more sophisticated services than Telepoint cordless telephone. Because speech 
will probably represent the most dominant traffic in these systems, we believe that such 
a network will have to extensively adopt low bit rate speech and channel coders to be 
viable.
2 .3.2.5 V SA T N etw orks
The de-regulation of public telecommunications in the USA in 1984, was followed 
by an explosion in the use of fixed satellite communications for closed business networks. 
This was mainly catalysed by the introduction of cheap, low capacity, light-weight termi­
nals with small antenna dishes, (typically less than 2  m in diameter), known as very small 
aperture terminals (VSAT). The networks usually operate in a star configuration, with the 
terminals linked to a central HUB station. The HUB employs a larger antenna, and pos­
sesses enough processing power for running an access protocol to the satellite transponder, 
switching, and other network house-keeping functions. A rapidly emerging application for 
VSAT systems is in rural communications, where, for economic or geographical reasons, 
the extent of the terrestrial infrastructure is limited [8 ]. Although VSATs were originally 
meant for low rate data communication, they are increasingly being used for speech com­
munication, especially in rural areas or developing countries [26]. Speech coders for all 
these applications have to be of very low rates and cheaply implement able, to minimise 
power consumption.
2 .3 .2 . 6  M ilita ry  C om m unications
Military communication characteristics include:
(i) Security : In order to eliminate eavesdropping on communications, the messages 
frequently have to be encrypted. The degree of security provided by a speech en­
cryption system is related to the amount of intelligibility left over in the encrypted 
signal (residual intelligibility) and the number of keys available for encryption.
(ii) Speech C om m unicability : Communications frequently have to be very precise in 
their meaning. In military speech communications, there is no need to convey speech 
fidelity and the emotions of the speaker. Speech coding algorithms are therefore very 
simple to implement and provide at best, synthetic quality speech.
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(Hi) E asy  S et-u p  and  C lear C om m unications: Communications equipment should 
not be bulky in order to ease deployment. Some equipment has to be used by 
soldiers whilst on the move and so should be light.
An example of a speech coder for military applications is the 2.4 kb/s U.S. Federal 
Standard LPC-10 algorithm [97]. In 1990, the U.S. Department of Defence (DoD) devel­
oped a 4.8 kb/s CELP source and channel coder as the Federal Standard [15] [52] which 
will augment and finally replace the LPC-10 algorithm.
2.4 Concluding Remarks
In this chapter, a brief review of speech coding approaches, requirements, standards 
and speech transmission applications were presented. For speech coding applications, 
specific source and channel coding which match the application requirements, have been 
adopted. Most of these coding schemes are standardised for specific applications. Whilst 
a few of these are operational, some are still in the specification or commissioning stage. 
Although standardization is usually a positive move in most cases, it also presents many 
problems. At present all the mentioned standards are very application specific and they 
have poor inter-operability apart from the usual conversion to 64 kb/s PCM format.
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DIGITAL C O D IN G  OF SPEEC H  
SIGNALS IN  TH E F R E Q U E N C Y  
D O M A IN
3.1 Introduction
The frequency domain representation of speech signals plays a fundamental role in 
digital speech coding. It represents the speech as a superposition of sinusoids or complex 
exponentials. Even more important is the ability to look at a picture of the speech signal 
and determine features that are not obvious from the time domain representation. In 
this approach, the speech signal is represented by dividing the input signal into a number 
of separate frequency components which are then coded [98]. In order to reduce the bit 
rate of waveform coders, as mentioned in chapter 2 , recent efforts have focused on taking 
greater advantage of speech production and speech perception models without making 
the algorithm totally dependent on these models as in vocoders. A general category 
of coder algorithms which have been relatively successful in achieving this goal are the 
frequency domain coders. The frequency domain coding techniques have the advantage 
that the number of bits used to encode each frequency component can be variable, so that 
the encoding accuracy is always placed where it is most needed. In the lower frequency 
components, where pitch and formant structure must be accurately preserved, a large 
number of bits can be used; whereas in upper frequency components, where fricative and 
noise like sounds occur in speech, fewer bits can be used.
In this chapter, we discuss the basic concept of the time-dependent Fourier transform 
and its application to speech coding at low data rates.
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3.2 Short-Time Spectral Analysis
The short-time Fourier transform plays a fundamental role in frequency domain 
speech coding algorithms. The importance of the Fourier transform is its unique repre­
sentation for speech signals in terms of complex exponentials [77]. A time dependent 
Fourier transform representation of speech reflects the time-varying properties of the 
speech waveform [2]. In general, the time dependent Fourier transform can be given 
by:
oo
Sk(w) = ^ 2  w(k — n) s(n) e_jnu' (3.1)
n = —oo
where w{k — n) is a real window function that can be shifted into any particular time 
index, k to choose any desired speech segment. The time dependent Fourier transform 
is clearly a function of two variables: the time index, &, which is discrete, and the fre­
quency variable, w, which is continuous. The time dependent Fourier transform can be 
alternatively represented as,
oo
S k ( u )  =  X / w ( n ) s ( k  — n )  e - i ( k~ n)UJ
n=—co
oo
=  eikw Y ,  v{n)  s{k -  n) (3 .2 )
n=—oo
These equations can be described in two different ways: Firstly, when k is assumed to be 
fixed, then Sk(w) is simply the normal Fourier transform of the sequence w(k — n ) s(n) 
in the range —oo < n < oo. Therefore for fixed k , Sk(w) has the same properties as a
normal Fourier transform [41]. Secondly, if Sk(w) is a function of the time index, k with
fixed cu, then it can be clearly seen that both Eq. (3.1) and Eq. (3.2) are in the form of 
a convolution.
3.2.1 Role of W indows
The window, w(n), determines the portion of the speech signal that is to be processed 
by zeroing out the signal outside the region of interest. There are many possibilities for 
windows (i.e., Barlett, Hanning, Hamming, Blackman, etc), however, the effect of these 
windows on the time dependent Fourier representation can be illustrated by discussing 
the properties of only two representative windows, i.e., the rectangular window,
, , j  1 ; 0 <  n < N - l  . , .
“ (n) =  0  : otherwise (3'3)
and the Hamming window,
w(n) = f  0.54 -  0.46 c o s ( ^ )  ; 0 < n < N - l
‘ n : otherwise
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The rectangular window corresponds to applying equal weight to all the samples in the 
interval (n — N  -f- 1 ) to n. The frequency responses of 30 ms rectangular and Hamming 
windows are shown in Fig. (3.1b) and (3.1c) respectively. It is clear that the Hamming
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Figure 3.1: Window characteristics: (a) Impulse response (b) Rectangular window and 
(c) Hamming window frequency responses
gives much greater attenuation outside the passband than the rectangular window. The 
attenuation of both these windows is essentially independent of the window duration. 
Thus, increasing the length, N  simply decreases the bandwidth. If N  is too small, i.e., 
on the order of a pitch period or less, the short-time energy will fluctuate very rapidly 
depending on exact details of the waveform. If N  is too large, i.e., on the order of several 
pitch periods, the short-time energy will change very slowly and thus will not adequately 
reflect the changing properties of the speech signal. Unfortunate!}' this implies that no
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single value of N  is entirely satisfactory because the duration of a pitch period varies from 
about 16 samples (at 8  kHz sampling frequency) for a high pitch female or a child, up 
to 150 samples for a very low pitch male. W ith these shortcomings in mind, a suitable 
practical choice for N  is of the order 120 - 200 for a 8  kHz sampling rate (i.e., 15-25 ms 
duration). For an ideal window function, w(n), it should be the function whose spectrum 
W{ui) would have the following characteristics [85]:
(z) A high frequency resolution (main lobe must be narrow and sharp)
(zz) A small spurious distortion is caused by a convolution integral outside the main 
lobe (spurious response of W(u;) must be small).
These two requirements are contradictory and can not be satisfied simultaneously. 
Therefore, w(n) should be selected so that these requirements are compatible as much as 
possible.
3.2.2 Fourier Transform Interpretation
The time dependent Fourier transform is a function of the time index, k , and the 
frequency, u.  The time index, k takes on all integer values so as to shift the window 
w(k — n), along the speech sequence, s(n). This can be illustrated as in Fig. (3.2), which 
shows s(n) and w(k — n ) as functions of n for several values of k.
0
■0
Q_
E<
0.0 50.0 100.025.0 75.0
Time (ms)
Figure 3.2: Segmentation of the speech signal into quasi-stationary frames by windowing
As described in the previous section, for a fixed value of time index, k , the time
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dependent Fourier transform, Sk(to) has the same properties as a normal Fourier transform 
has. This results that the input sequence s(n) can be recovered exactly from the time 
varying Fourier transform. In this case, Sk(u>) is simply the normal Fourier transform of 
w(k — n) 5 (72), and,
w(k — n)s(n) = —  [  Sk{w)^n0}duj (3.5)
2i7T
is the inverse Fourier transform. If u»(0) 7  ^ 0, Eq. (3.5) can be evaluated for n = k, which 
results in,
=  ~ihr r (3-6)W { U ) Z t
W ith the simple requirement of io(0 ) 7  ^ 0, the speech signal, s(n) can be fully recovered 
from Sk(u), if Sk(u>) is known for all values of to over one complete period [82].
The time dependent Fourier transform, Sk(u>) has an important feature. This relates 
to the short-time autocorrelation function of a speech signal. If the time dependent Fourier 
transform, Sk(to) is the normal Fourier transform of w(k — n) s(n) for each value of k , 
then it is easily seen that the power spectrum
P*(w) =  |S*(w) | 2 = Sk(u) S*k(w) (3.7)
is the Fourier transform of the short-time autocorrelation function,
00
.Rfc(m) =  ^2  w (k ~  n ) s (n) w(k — m  — n) s(n -f m) (3.8)
n=—00
The short-time Fourier transform, 5fc(o;), can be expressed in a variety of alternative 
forms. The first one can be represented by real and imaginary parts of speech spectrum 
as,
S k{oj) = l?e(w) +  j  im(w) (3.9)
Another representation for Sk(w) is in terms of magnitude and phase as,
St(u)  = IS^taOl (3.10)
The quantities |*Srfc(c<j>)| and 0k(w) can be related to R e(w) and Im(w).
The shape of the window function applied to speech signal prior to spectral analysis, 
has an important effect on the nature of the time-dependent Fourier transform. If Sk(w) 
is assumed to be the normal Fourier transform of the sequence w(k — n) s(n), and if it is
assumed that the normal Fourier transforms of a speech sequence and a window function
formulated as,
00
'5r(a;) =  s (n ) (3.11)
n——oo
and
00
W(w) = J 2  w(n ) e~inw (3.12)
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are existence, then the normal Fourier transform of multiplied sequences, w(k—n) s(n) (for 
fixed k) is the convolution of the individual Fourier transforms of each sequence, w(k — n ) 
and s(n). Since, for fixed k , the Fourier transform of w(k — n) is W ( lo) e-jA:a,,then [2]
sk(u) = r  w(a)e~jk(1s(u -  n)dn
27T J { l= —Tr
= i r  T  W(Q,)e’™S(u; +  (3.13)
27T J Q z=—t:
From these equations, it is clear that the Fourier transform of the sequence s(rc), —oo <  n < 
oo is convolved with the Fourier transform of the shifted window sequence to result the 
time dependent Fourier transform. The window function, w(k — n) is zero for n outside 
a finite interval around k. In this case, as the final result is concerned, it can be eas­
ily assumed that the properties of speech signal, s(n) inside the window persist outside 
the window [82]. For example, if the speech signal within the window is voiced or un­
voiced, it can be assumed that the same voiced or unvoiced properties exist outside the 
window. Therefore, it is meaningful to assumed that the basic properties of the speech 
signal either continue outside the window or which is zero outside the window. Thus the 
time-dependent Fourier transform can be interpreted as a smooth version of the Fourier 
transform of the part of the signal within the window. As a result, the properties of the 
Fourier transform of the window, W ( ffc), become important. It is clear from Eq. (3.13) 
that for faithful reproduction of the properties of S(u>) in Sfc(cj), the function fT(fl) should 
ideally appear as an impulse with respect to S(uj). The effects of using various length of 
windows for speech spectral analysis are shown in Fig. (3.3), (3.4) and (3.5).
In each of these figures (Fig. 3.3, 3.4 and 3.5): (a) illustrates a speech signal multi­
plied with a rectangular window function, (b) shows the magnitude of speech spectrum 
in dB  units, obtained by using a rectangular window, (c) shows the same speech sequence 
as in (a), but multiplied with a Hamming window function, d) indicates the magnitude 
of speech spectrum in dB units, obtained by using a Hamming window. A voiced speech 
signal with a window duration of 2 2 0  samples (27.5 ms for 8  kHz sampling rate) is shown 
in Fig. 3.3. The periodicity of the speech signal-is clearly seen in Fig. 3.3(c) as well as 
3.3(d). In Fig. 3.3(d), the fundamental frequency and its harmonics have narrow peaks or 
lobes with a fixed frequency distance in between two consecutive harmonics in the short 
time Fourier transform. The spectrum shown in Fig. (3.3d) has a strong first formant 
peak at about 500 Hz, second and third formant peaks at about 1700 Hz and 2500 Hz 
respectively. Another formant peak at around 3500 Hz is also clear. In this spectrum, a 
tendency to fall off at higher frequencies is also seen. This is due to the low-pass nature 
of the glottal pulse spectrum.
In the comparison of Fig. 3.3(b) (rectangular window) and 3.3(d) (Hamming win­
dow), it is clear that they have considerable overall similarity in terms of the pitch harmon­
ics, formant structure, and gross spectral shape. The most noticeable difference between
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Figure 3.3: Spectral analysis for voiced speech using a 27.5 ms window, (a) and (c) show 
time waveforms, and (b) and (d) show corresponding spectra.
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show time waveforms, and (b) and (d) show corresponding spectra.
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Figure 3.5: Spectral analysis for voiced speech using a 5 ms window, (a) and (c) show 
time waveforms, and (b) and (d) show corresponding spectra.
these two figures is the increased sharpness of the pitch harmonics in Fig. 3.3(b). This is 
due to greater frequency resolution of the rectangular window relative to that of the Ham­
ming window. Another difference between these two spectra is that, since a rectangular 
window has relatively large side lobes, the distortion produced by these side lobes, results 
in a noisy spectrum. This is because of the side lobes interacting in the space between 
the adjacent harmonics, which sometimes results reinforcing, cancelling, thereby produc­
ing a random variation between harmonics. This effect between adjacent harmonics is 
called as ’’leakage” which is undesirable and tends to offset the benefits of the main lobe 
of the rectangular window. Therefore, such windows are rarely used in speech spectrum 
analysis.
A similar set of comparisons for a 40 sample (5 ms) of voiced speech sequence 
is shown in Fig. 3.5. For such short analysis windows, the speech periodicity is not 
clear neither in the time domain speech signals shown in Fig. 3.5(a) (rectangular) and 
(c) (Hamming), nor in the speech spectra shown in Fig. 3.5(b) (rectangular) and (d) 
(Hamming). The spectra shown in 3.5 have a few broad formant peaks at around 500, 
1500, 2400, and 3400 Hz. In the comparison between the spectra shown in Fig. 3.5 (b) 
and (d), again an increased frequency resolution is obtained with a rectangular window.
The effects of windows on an unvoiced speech sequence with 220 sample length, are
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shown in Fig. 3.4. In this figure, it is clear that a slowly varying trend with a series of 
sharp formant peaks and formant nulls being superimposed, is obvious in the unvoiced 
speech spectra. Due to the random nature of unvoiced speech, the speech spectra also have 
a noisy appearance. From this figure, it is obvious that the Hamming window produces 
a smoother spectrum than for a rectangular window.
The basic relationship between the time duration of the window and the properties 
of the short-time Fourier transform are clearly illustrated in Fig. 3.3, 3.4 and 3.5. As 
a result, frequency resolution of a speech signal varies inversely with the length of the 
window. During spectral analysis, the aim of using a window is to limit the time interval 
to be analysed, so that the properties of the waveform do not change appreciably. For 
example, in Fig 3.3(c), it is clear that the formant frequencies are obviously changing 
across the 27.5 ms interval. In order to show this temporal variation across the frame, a 
shorter analysis interval is required. When windows with duration of 5 ms is placed at the 
beginning and end of the 27.5 ms interval, there would be distinctly difference between 
these two short-time Fourier transforms. Thus, good temporal resolution requires a short 
window while good frequency resolution calls for a long window.
3.3 Application to Speech Coding System s
So far in this chapter, we have discussed the basic theory of time-dependent short- 
time Fourier analysis. However, applications of the most important result of the short-time 
Fourier transform have not yet been considered. That is, the practical implication that the 
speech signal can be recovered exactly from the encoded parameters of time-dependent 
Fourier representation have not been discussed. Studies into complex and potentially 
efficient frequency domain speech coding algorithms have been encouraged over the last 
decade as a result of the following two inter-related factors [1 0 0 ]:
(i) The introduction of new applications for the transmission and storage of digital 
speech (such as mobile satellite communication services and voice store and forward 
systems) where efficient coders are required, and
(ii) The rapid advances in VLSI/DSP technology which have made possible the real-time 
implementation of relatively sophisticated speech coding algorithms.
The speech coding technology to achieve high speech quality is well developed for 
bit rates down to 16 kb/s. Today, the major research activity is focused on bringing the 
rate down to 4.8 kb/s and below without degrading the speech quality. The redundancies 
present in the speech signal, make it possible to encode speech at low bit rates. Moreover, 
our hearing system is not equally sensitive to distortions at different frequencies and has 
a limited dynamic range. Frequency domain speech coding techniques take advantage of
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both speech production and perception to reduce the bit rate.
The basic idea of Frequency Domain Speech Coding is as follows: Firstly it is as­
sumed that we begin with a speech waveform or some other representation of the speech 
signal such as the time-dependent Fourier transform. Then some form of speech produc­
tion model is assumed. This model has a number of parameters which can be adjusted to 
produce different speech sounds. From the model, we can derive a system that minimises 
the error between the original and synthetic speech signals and produces the synthetic 
speech signal. For example, if the speech signal is represented by the time dependent 
Fourier transform, then we would obtain a time-dependent Fourier representation of the 
model. Varying the parameters of the model in a systematic way, we can attempt to 
find a set of parameters that cause the model to match the original speech signal with 
minimum error. This model is shown in Fig. (3.6). When such a match is found, the
S(f)S(n)
Model Parameters
System
Modeling
Short-Time
Fourier
Transform
Spectrum
Reconstruction
Figure 3.6: Systematic representation of frequency domain speech coding
parameters of the model are assumed to be the parameters of the original speech signal.
In this section, some frequency domain waveform and source coding techniques for 
achieving low bit rate speech which are based on the time-dependent short-time Fourier 
analysis are briefly discussed.
3.3.1 Sub-Band Coding
An interesting method of speech coding that also falls into the waveform coding 
domain is sub-band coding [24] [22] [23] [98]. This method does not consider the waveform as 
a single band of frequencies, but splits it into a number of sub-bands by band-pass filtering. 
Each sub-band output is then coded using time domain waveform coding techniques such 
as adaptive delta modulation (ADM) [48], adaptive PCM (APCM) [49], and adaptive
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differential PCM (ADPCM) [13]. There are two advantages obtained by quantizing the 
speech signal in sub-bands:
(i) The quantization noise is localised in the corresponding frequency band, and no 
noise interference takes place from one band to the other.
(zz) The available bits can be distributed between the different sub-bands according to 
perceptual criteria, thus improving the overall speech quality as perceived by listen­
ers, even though there may not be any improvement in the signal to quantization 
noise ratio.
Fig. (3.7) outlines the principles of operation of the sub-band coder. First, the
S(n) To ChannelBPF: 2
BPF: 1
BPF: M
Decimation
Decimation
Decimation
Encoder: 1
Encoder: 2
Encoder: M
(a )
From Channel
S(n)BPF: 2
BPF: M
BPF: 1
Interpolation
Interpolation
Decoder: 2
Decoder: M
InterpolationDecoder: 1
(b)
Figure 3.7: Block diagram of Sub-Band Coder (a) Encoder (b) Decoder
input signal is filtered through a set of M  band-pass filters that cover the portion of 
interest in the spectrum (i.e., 300 - 3400 Hz for telephone speech). Then, each band is 
low-pass-translated and sampled at a rate equal to twice its bandwidth, or, if it is already 
in digital form as assumed here, it is decimated. For instance, if the signal is filtered into 
two equal sub-bands, there will be a 2 : 1  decimation, which is accomplished very simply 
by throwing away every other speech sample.
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Each band is then quantised and coded. However, since the sample to sample 
correlation of the band-pass filtered signals is rather low, it has been proposed to use a 
simple APCM [49]. The coded sub-bands are then multiplexed and transmitted to the 
receiver. At the receiver, the sub-bands are de-multiplexed and decoded. Then, they are 
interpolated (possibly translated back to their original bands), and band-pass filtered. The 
interpolation is performed by replacing the samples thrown away during the decimation 
by zeros. The band-pass filters then sift the appropriate signal. The results are summed 
to give a replica of the original speech signal.
A problem in the implementation of the sub-band coder is that after decimation 
there is danger of having considerable aliasing if the band-pass filters do not have sharp 
enough cut-offs. Esteban and Galand [28] solved this problem by using Quadrature Mirror 
Filters (QMF). The QMF operates in low-pass/high-pass pairs where the high-pass filter is 
a mirror image of the low-pass filter. Hence, only the low-pass filter needs to be specified.
At 16 kb/s, four or five band SBC with octave-band allocations yields speech quality 
comparable to 24 kb/s DPCM and typically uses 2  and 4 bits/sample, respectively, for 
the high and low frequency channels [47]. At 9.6 kb/s four band SBC with bit allocations 
of 1.5-3 bits/sample usually resorts to spectral gaps that are not coded, producing rever­
beration in the output speech. If certain bands are not transmitted due to low energy, 
some aliasing is not cancelled with the mirror filters, and a “whisper” quality results from 
the energy aliased into the spectral gaps. Nonetheless, such SBC yields communications 
quality (toll quality SBC requires about 16 kb/s) and is subjectively equivalent to 19.2 
kb/s ADM. The gain is due to the variable bit assignment and containment of quantiza­
tion noise within each band [2 2 ]. SBC at a low 4.8 kb/s, still yields acceptable speech if 
the third and fourth bands dynamically follow the second and third formants [25]. This 
latter case is considerably more complex since accurate formant tracking is required and 
the speech signal must be dynamically frequency-shifted so that the formants align with 
fixed-frequency band-pass filters.
3.3.2 A daptive Transform Coding
Adaptive Transform Coders (ATC) derive a spectral representation of the short­
term signal and quantise the spectral coefficients using dynamic bit allocation. At the 
decoder, an inverse transformation procedure takes the received coefficients and generates 
the recovered speech signal. The dynamic bit allocation is usually based on an estimate of 
the spectral envelope of the signal and ensures that the signal to noise ratio is maximised. 
The bit allocation can also be adjusted to provide a perceptually optimised spectral 
distribution for the coding distortion present in the recovered signal and thus an improved 
coding performance.
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The simplest form of ATC is that proposed by Zelinsky and Noll [109]. Fig. (3.8) 
shows the block diagram representation of this coder. A block of N  speech samples is
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Figure 3.8: Block diagram of Adaptive Transform Coder (a) Encoder (b) Decoder
first normalised by its estimated standard deviation and then transformed into a set of 
frequency domain coefficients via N  point Discrete Cosine Transform (DCT). A coarse 
description of the cosine basis spectrum is extracted and transmitted to the receiver as 
side information. This coarse spectral estimate is used at both transmitter and receiver 
to calculate the optimum assignment of bits and the quantiser step sizes for coding the 
coefficients. The spectral estimate consists of a small number of samples computed by av­
eraging the DCT spectral magnitudes. These samples are then geometrically interpolated 
to yield the expected spectral levels at all frequencies used for determining the quantiser 
parameters.
ATC offers near toll quality at 16 kb/s but its performance deteriorates rapidly below 
10 kb/s [109]. This is due to the fact that as the bit rate reduces, the number of available 
bits for spectral representation reduces. This results in zero bit allocation for higher
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frequencies, known as the low-pass effect that significantly degrades the speech quality of 
ATC. The vocoder driven ATC overcomes this problem and operates satisfactorily in the 
range 8  to 16 kb/s [110]. The algorithm is based on an all-pole filter model of speech for 
the spectral envelope reproduction and a pitch model to represent the fine structure, that 
is used to steer the ATC through its adaptive bit allocation process.
In order to reduce the bit rate efficiently, hybrid transform coders have evolved 
[54] [55]. These schemes combine ATC, Residual Excited Linear Prediction (RELP) and 
vector quantization techniques to improve the quality of low bit rate transform coders. 
The short and long term  correlations are removed from the input block of speech and 
then the remaining residual signal is frequency transformed.
3.3.3 Channel Vocoder
The channel vocoder, like most vocoders, capitalises on the properties of the human 
hearing mechanism rather than the method of production of the speech signal. In other 
words, it tries to reconstruct a signal that sounds like the original speech, although the 
signal itself may not look like the original. This is the most important philosophical 
difference between vocoder and the waveform coders described in Chapter 2. As a result, 
waveform based objective quality measures, such as the signal to noise ratio, become 
meaningless for measuring the speech quality.
A property of the hearing mechanism often taken advantage of is the relative in­
sensitivity of the ear to short-time phase. For short segments of speech ( 1 0  - 30 ms, 
corresponding to the length of the analysis window used) only the information contained 
in the magnitude of the spectrum needs to be transmitted. At the synthesiser, this would 
include some appropriately selected phase substitutes for the correct one in reconstruct­
ing the signal. This property is used in the channel vocoder, where a bank of band-pass 
filters determines the amplitudes of the vocal tract spectrum in certain frequencies, and 
uses these parameters to represent the speech signal. Fig. (3.9a) and (3.9b) shows the 
encoder and decoder of the channel vocoder respectively. As seen from Fig. (3.9a), the 
speech signal is passed through a bank of band-pass filters covering the portion of the 
spectrum in which we are interested (usually 0 - 4  kHz.). The more filters used, the bet­
ter the accuracy of the representation, but also, the higher the transmission bit rate since 
more information will need to be transmitted to the receiver. Typically, the number of 
channels is 16-19. Another consideration is the bandwidth of the band-pass filters. The 
simplest solution is to select all the filters with the same bandwidth. However, since it 
has been demonstrated that the human ear responds linearly to a logarithmic scale of the 
frequencies, the bandwidths are chosen to increase proportionally with frequency [45].
The output of each filter is rectified and low-pass filtered in order to determine
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Figure 3.9: Block diagram of the Channel Vocoder (a) Encoder (b) Decoder
C h a p t e r  3 D ig it a l  C o d in g  o f  S p e e c h  S ig n a l s  in  T h e  F r e q u e n c y  D o m a in
3 .3  A p p l ic a t io n  t o  S p e e c h  C o d in g  S y s t e m s 3 7
the envelope of the signal in that bandwidth. This envelope is then sampled at a lower 
rate, encoded, multiplexed with the outputs from the other filters, and transmitted to the 
receiver. The sampling is typically done around 50 times per second, corresponding to a 
frame period of 20 ms.  The usual choices for frame length are 10 - 30 ms. At the receiver, 
the inverse process takes place, as shown in Fig. (3.9b), and a replica of the input speech 
is produced.
Experiments have shown [36] that spectral components greater than 30 dB  below 
the maximum signal can be zeroed out without noticeable difference. This suggests coding 
the maximum level on an absolute scale, with the rest of the filter bank outputs being 
relative to this maximum. Another possibility is coding relative to the average signal. 
Yet another popular approach has been to encode the logarithmic difference between a 
channel and the previously coded channel. By previous channel, we mean the adjacent 
channel in frequency and not the same channel of the previous frame.
Channel vocoders typically operate in the range 1 .2  to 9.6 kb/s with roughly 600 
b /s devoted to the pitch and voicing information, the remaining bits being devoted to the 
channel signals [36]. The auditory subjective impression of the channel vocoder is typical 
of a slight reverberant quality such as occurs when speaking through a pipe.
3.3.4 Phase Vocoder
The phase vocoder uses the frequency domain information of the speech signal for 
speech compression [31]. Despite the name vocoder, the system does not separate the 
vocal tract information from the excitation, but it encodes both the magnitude and the 
phase information in the frequency domain. In the phase vocoder [85] [31] [29], the input 
speech is passed through a bank of bandpass filters as in SBC; however, the number 
of channels in phase vocoding is usually greater, about one every 100 Hz. The narrow 
bandwidth represents an attem pt to isolate at most one harmonic in each band. Rather 
than use APCM to code the output of each filter as in SBC, the phase vocoder estimates 
the magnitude and phase of each bandpass signal and codes this information instead, 
much as in the sinusoidal based speech models [6 8 ]. A major difference is that the phase 
derivative (not the phase itself) is coded. Taking a derivative sacrifices timing information 
about the relative phases of the harmonics, which prevents phase vocoded speech from 
precisely replicating the original waveform. Reconstructing the phase of each channel 
at the decoder requires integration, which is relative to an initial value. This value is 
not coded and therefore is unknown to the decoder; thus it is set to a constant, which 
disrupts the relative phases of the harmonics. In compensation for this quality loss, 
derivative coding is more efficient, permitting lower bit rates.
Each phase derivative tracks the frequency of its harmonic rather than phase rela­
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tionships to other harmonics. In the absence of a pitch detector (which the phase vocoder 
omits, for reasons of simplicity and reliability), accurate representation of harmonic fre­
quency is more important than the phase relationship. While such frequency information 
could be obtained from the phase, directly coding the phase to a sufficient accuracy would 
require higher bit rates than the phase vocoder normally uses.
Instead of direct bandpass filtering, a typical phase vocoder channel multiplies the 
speech by sinusoids of radians and low-pass filters (via W(n))  the frequency-shifted 
speech to obtain the real and imaginary parts of the short-time Fourier transform (Fig. 
3.10(a)). Appropriate differentiation and squaring yield the magnitude and phase deriva-
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Figure 3.10: A single channel Phase Vocoder (a) Encoder (b) Decoder
tive of the speech energy in a band of width centered at A* specifies the cutoff 
frequency of the low-pass filter W(n)  and is usually equal to the frequency spacing of the 
channels. If Afc is narrow enough so that the band contains at most one harmonic, the 
magnitude and phase derivative will vary slowly as the vocal tract shape and excitation 
change from frame to frame respectively. This permits a low sampling rate for coding 
the magnitude and phase derivatives in each channel. If, however, fundamental frequency 
falls below A *, the inclusion of two harmonics in some bands considerably disrupts their 
magnitude and phase estimates so that the decimation usually invoked results in aliasing 
distortion within these bands.
Accommodating typical fundamental frequency ranges requires bandwidths of about 
100 Hz, which nominally requires channel sampling rates of 200 sample/s. However, due
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to slow changes in the harmonics (assuming one harmonic/channel), rates of 60 sample/s 
are feasible. A 7.2 kb/s the phase vocoder could assign 1 - 2  bits for each magnitude and 
2-3 bits for each phase derivative, with lower frequency channels getting the extra bit 
in each case [85]. The vocoder receiver transforms each channels’ magnitude and phase 
information back into baseband quadrature amplitude signals, which are then modulated 
to the original uJk frequencies and summed. In the case of unvoiced speech, the phase 
derivative is effectively random, and (even at the slow rate of 60 sample/s) the sum of the 
reconstructed channel signals shows sufficient randomness to be perceived as unvoiced.
A detailed study of techniques for sampling and quantizing the magnitudes and 
phase derivative signals in a phase vocoder have been carried out by Carlson [17]. A 
bit rate of 7.2 kb/s was achieved. Informal tests showed that speech represented in this 
way was judged to be comparable in quality to logarithmic PCM representations at 2 
to 3 times the bit rate [17]. A hybrid waveform vocoder, combining SBC at the more 
perceptually crucial low frequencies with phase vocoding at high frequencies, can yield 
higher quality than simple phase vocoders, at medium bit rates of 10-20 kb/s. If the 
low frequencies (e.g., below 1 kHz) are adequately represented through sub-band coding, 
the upper spectral channels need to be restricted to one harmonic each. Spacing the 
higher channels following auditory critical bandwidths allows a more economical spectral 
representation while matching the ears’ resolution. One suggested implementation [30] 
uses two sub-bands of 250-500 Hz and 500-1000 Hz, plus 10 channels of phase vocoding, 
with |-octave channel spacing between 1000 and 3200 Hz; at 3-4 bits/param eter, high 
quality speech results at rates of 16-20 kb/s.
3.3.5 Formant Vocoder
It has been demonstrated that, perceptually, the most important elements of the 
speech spectrum are the vocal tract resonances, which are also called formants. To de­
scribe accurately each formant, its centre frequency, F{ and its bandwidth, B( are needed. 
The formant can be realised as a second order all-pole filter which has unity gain at zero 
frequency [89]. From the formant information, the speech can be synthesised as shown in 
Fig 3.11. In this example, it is assumed that four formants suffice to synthesise the speech 
signal. The assumption is based on the rule of thumb that there is one formant every 
1000 Hz and on the implicit condition that speech is low-pass filtered at 4 kHz. Actually 
for most practical purposes, just three formants give sufficiently intelligible speech and 
very often the fourth formant is fixed to a certain value to ensure that high frequencies 
have proper spectral balance [89]. Note that formants are meaningful mostly for voiced 
sounds, and that is where they have been mostly used. However, the ideas can also be 
extended to unvoiced areas. For this extension the model of Fig. 3.11 can be used again. 
In this case the unvoiced speech is synthesised by passing scaled random noise through a
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Figure 3.11: Speech production model using a formant synthesiser.
system that consists of a complex pole and a complex zero [89].
The hardest problem in the formant vocoder, which has hindered its popularity 
despite its other advantages, is the determination of the formant values. The two most 
often used methods are cepstral analysis and linear predictive coding (LPC). These analy­
sis methods give an estimate of the short time spectral envelope of the speech signal. Then 
the desired formant frequencies can be identified by picking the peaks of that envelope 
[89].
The formant vocoder is believed to be one of the most efficient ways of encoding 
speech at very low bit rates (below 1 kb/s). Yet, it has met with only limited application 
because of the difficulties of automatically extracting the formants. It still holds con­
siderable promise for effective speech coding since the formants are the most important 
parameters perceptually.
3.3.6 Hom om orphic (Cepstral) Vocoder
Vocoders typically separate excitation and vocal tract shape information. In the 
usual speech model, a rapidly varying excitation waveform excites a slowly varying vocal 
tract filter. Unvoiced excitation uses random noise, whose successive samples are assumed 
to be uncorrelated, while the voiced excitation signal often contains periodic impulses sep­
arated by long stretches of zero samples. In either case, the excitation varies more rapidly 
in time than the impulse response of the vocal tract. This property can be exploited 
via cepstral deconvolution of the speech signal into the excitation, e(rz), and vocal tract 
response, h(n). The cepstrum, h(n) of h(n) was shown to decay much more rapidly than 
h(n) itself. This time behavior difference suggests that vocal tract information can be 
coded using a short duration of the cepstrum, containing sufficient information to recon­
struct the impulse response. The alternative of coding part of one pitch period of speech
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s(n), instead would not suffice because of the slower decay rate of h(n) and the overlap 
of impulse responses.
Using speech as input, the cepstrum c(n) has two additive components, i.e., e(n) +  h(n). 
Due to the rapid decay of h(n), these two components can be separated via time windows. 
Multiplying c(n) by a rectangular window, w(n) of duration less than the shortest pitch 
period (e.g., 3 ms) effectively eliminates the fundamental frequency contribution to theA.
cepstrum while preserving most of h(n). A complementary rectangular window preserving 
the rest of c(n) leaves large samples spaced at the pitch period for voiced speech, allowing 
fundamental frequency estimation.
Coding only the first 2.6 ms of c(n) with 6  bits/sample (plus side information about 
voicing and pitch, as in channel vocoders) has yielded good quality speech in cepstral 
vocoders [78] (Fig. 3.12).
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Figure 3.12: Block diagram of a cepstral analysis-synthesis system
Unvoiced speech may have significant cepstral energy beyond 3 ms, but its elimina­
tion has little perceptual effect on the re-synthesised speech. The main drawback to use 
of cepstral vocoders has been the large amount of computation needed: two DFTs each at 
transmitter and receiver as well as pitch estimator. Additional difficulties in cepstral cod­
ing concern, amongst others: (a) the emphasis of low-level, noisy regions of the spectrum 
due to the logarithm operation and (b) the need for a fundamental frequency adaptive 
window to isolate the excitation part of the cepstrum, whilst avoiding elimination of too 
much spectral information in high fundamental frequency speech. Output speech quality 
can be improved through the use of the complex cepstrum (to preserve phase information)
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[84] or through replacement of the logarithm with a “spectral root” operation [57].
3.3.7 Sinusoidal M odel Based Speech Coding
One approach to the problem of representation of speech signals is the exploitation 
of the fine spectral structure of voiced speech through the use of sinusoidal (harmonic) 
model based methods [3] [4] [6 8 ] [69]. In this approach, voiced speech is modelled as a sum 
of harmonics. These are sinusoids of continuously varying amplitude, whose frequencies 
are, at least approximately, multiples of a fundamental frequency which also varies with 
time. If seen through a short enough window (up to 10-15 ms), these amplitudes and 
frequencies can be considered constant.
Representing speech in terms of sinusoids had been used in earlier frequency domain 
coding methods, such as the phase vocoder [31] and ATC [109]. The phase vocoder also 
represents speech in terms of harmonics, since it is assumed that the filters are narrow 
enough to contain no more than one harmonic. In this method, however, the filter-bank 
is fixed, which causes the harmonics to ’’jump” from filter to filter as the fundamental 
frequency changes. The phase vocoder must transmit information on all the channels, 
regardless of whether they contain a harmonic or not; often, a harmonic will be ’’visible” 
through two adjacent filters. The sinusoidal method can be viewed as a phase vocoder 
whose filter bank is variable, the centre frequencies of the filters always being located at 
the multiples of the fundamental frequency. ATC, on the other hand, represents the signal 
as a sum of constant frequency sinusoids within each speech frame. These are not related 
in any way to the harmonic frequencies and, in fact, are normally more closely spaced than 
harmonics. Each single harmonic is thus represented by a number of frequency samples. 
At lower bit rates, independent quantization errors on these samples can destroy the shape 
of the spectral line, thus producing a strong noise-like distortion.
Another sinusoidal model based speech compression system (Sinusoidal Transform 
Coding) was developed by Almeida and Silva [3] [5] and McAuley and Quatieri [6 8 ] [70]. 
The sine wave parameters, including the phases, are estimated from the high resolution 
short-time Fourier transform by sampling the measured magnitudes and phases at the 
harmonic frequencies. Parameters on successive frames are associated using a highly 
adaptive nearest-neighbour frequency tracker. For a given track, the measured phases and 
frequencies are interpolated using a cubic phase function that is unwrapped by invoking a 
”maximally smooth” criterion. The phase function, which will not in general be equal to 
the interval of the frequency track, is applied to a sine-wave generator that is amplitude 
modulated by the linear interpolation of the amplitudes associated with that phase track
[67]. As a consequence the synthesised waveform is generated directly from the measured 
sine-wave parameters as shown Fig. 3.13(a). To compensate for any errors that might be 
introduced as a result of the harmonic sine-wave representation, a residual waveform is
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also computed and coded along with the sine-wave parameters.
Coding based on sinusoidal representation was first proposed by Almeida and Tri- 
bolet in the early 80’s [4]. Some previous work had been done by Hedelin in a vocoder 
environment [44]. A significant contribution was later given by McAuley and Quatieri
[6 8 ] [72], who extended the basic analysis/synthesis scheme to encompass unvoiced regions 
as well, though coding based on this approach still presents some difficulties. The interest 
of researchers in this field has been steadily growing.
In Sinusoidal Transform Coding, however, it leads to discontinuities at the frame 
boundaries, due to the time varying nature of the parameters. Although, these disconti­
nuities are eliminated by interpolating the sine wave components, this introduces phase 
distortion and hence roughness in the recovered speech. Sine Wave Excited Linear Predic­
tion (SWELP) vocoder is a new analysis/synthesis technique which combines LPC with a 
sine-wave representation of the speech signal, thus eliminating the discontinuity problems 
[101][103][102], The discontinuities are eliminated due to the LPC filter memory that 
acts as an overlap and add method for interpolation. Also since the LPC excitation is 
independent from the formant structure of a spectrum, formant tracking to interpolate 
the formants is not needed during speech synthesis. This is done automatically by the 
LPC filter which does not create such a problem. SWELP uses sinusoidal transform cod­
ing techniques to model the excitation of the LPC-filter. The LPC excitation signal is 
frequently a combined voiced and unvoiced signal. SWELP is thus regarded as a vocoder 
technique with a more generalised excitation model, incorporating both voiced and un­
voiced excitations and any other combination in between. In SWELP, Fig 3.13(b), the 
excitation is modelled as a composition of many sinusoids with varying frequencies, am­
plitudes and phases. For excitation transmission, a sufficient number of these frequency 
components, together with the associated phases and amplitudes has to be transmitted. 
Together, these require a very high coding rate. By exploiting the quasi-periodic nature 
of voiced speech, these sinusoids can be represented as harmonics of a computed funda­
mental. In this case, only a set of amplitudes (samples of the spectrum at multiples of 
the fundamental), their phases, and the frequency of the fundamental component have 
to be transmitted. This can be extended to unvoiced speech frames by simply transm it­
ting more harmonics of an arbitrary fundamental frequency. At the receiver, sinusoids of 
the harmonic frequencies are generated, scaled by their respective amplitudes and then 
summed to provide the excitation.
Coding speech in terms of the harmonics of sinusoids has two main advantages:
(i) Reducing the number of parameters to be encoded, and
(i i) Maintaining the quasi-periodic structure of the signal, which results in much less
"noisy” speech at lower bit rates.
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The STC and SWELP coding systems are efficient coding techniques for voiced 
speech sounds, yielding communication quality in the range 2.4 - 8  kb/s. However, the 
extension of the Sinusoidal model to unvoiced and transition regions is a hard task since 
these sounds are non-periodic and therefore less efficiently represented by the superpo­
sition of sinusoids. This problem is solved in Multi-Band Excitation (MBE) [40] and 
Multi-Band LPC [104] vocoders which encompass unvoiced and transition regions.
In the MBE vocoder, the model parameters consist of the fundamental frequency, 
voicing information, phases and the spectral envelope. The parameters of the model are 
estimated minimizing the distance between the original and synthetic speech spectra. 
Rather than attempting to optimise simultaneously over all the parameters, the error 
distance over the fundamental frequency and spectral envelope is first minimised, based 
on the assumption that the speech frame is voiced. Once these parameters are estimated, 
voicing decisions are made by comparing the spectral error oyer a series of harmonics 
to a prescribed threshold. This can be viewed as an analysis by synthesis system. For 
a given fundamental frequency, the spectral envelope can be represented by a set of 
harmonic coefficients which correspond to the value of the envelope at the harmonics 
of the fundamental frequency. In the decoder, voiced speech is generated as the sum of 
series of sine waves. To preserve inter-frame continuity, the amplitude and frequency of the 
sinusoids are interpolated between frames. Unvoiced speech is synthesised in the spectral 
domain. The spectrum of a windowed noise sequence is generated and weighted by the 
unvoiced harmonic magnitudes. Regions corresponding to voiced harmonics are zeroed 
out. The inverse transform is then calculated and used with the overlap-add procedure 
to generate the unvoiced part of speech. The voiced and unvoiced contributions are then 
added to provide the final synthesised speech (Fig. 3.13(c)).
In the MBE vocoder, however, the number of harmonic magnitudes in the 4 kHz 
bandwidth vary with fundamental frequency requiring variable bit allocation for each 
harmonic magnitude from one frame to another which causes variable speech quality for 
different talkers. Another limitation of the MBE vocoder is that the bit allocation for the 
model parameters depends on the fundamental frequency which appears to lack robustness 
to channel errors without any additional FEC. These limitations can be removed by a 
new algorithm called Multi-Band Linear Predictive Coding (MB-LPC) vocoder which 
exploits the advantages of both CELP and MBE whilst avoiding their short comings to 
produce good quality speech at low data rates (typically 1 .2  - 2.4 kb/s). In the MB-LPC 
speech model, the speech signal is represented using a speech production model in which 
speech is viewed as the result of passing an excitation through a linear time varying 
filter that models the resonant characteristics of the spectral envelope. The excitation 
spectrum is specified by a fundamental frequency, its rms energy and a group of voicing 
decisions for 4 kHz speech bandwidth. The spectral envelope is represented by a 10t/l 
order all-pole LPC filter for efficient quantization [104]. The pitch is calculated using the
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autocorrelation method. During the determination of pitch, forward and backward pitch 
tracking is used to maintain pitch continuity. Using the calculated pitch and the harmonic 
magnitudes of the excitation, a synthetic excitation spectrum is created. The original and 
synthetic excitation spectrums are then compared to estimate the voicing decisions. At 
the decoder, the voiced part of the excitation spectrum is determined using the sinusoidal 
representation model. The harmonic phases are predicted from the previous frames. For 
the unvoiced part of the excitation spectrum, a white random noise spectrum normalised 
to the rms energy, is used for those frequency bands declared as unvoiced. The voiced and 
unvoiced excitation spectra are then added together to form the synthesised excitation 
spectrum. This spectrum is then shaped by the linear time-varying filter to form the final 
synthesised speech spectrum (Fig. 3.13(d)).
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Figure 3.13: Block diagram of sinusoidal based speech coders
Vocoders based on the sinusoidal representation model will be discussed in more 
detail in the following chapters.
3.4 Concluding Rem arks
In this chapter we have presented an analysis of the short-time Fourier transform as 
applied to speech signals and some of the frequency domain speech coding techniques. 
Present applications of these techniques ranging from the relatively simple vocoding 
schemes to the waveform coding schemes, are able to generate speech of reasonably good 
quality at bit rates as low as 2.4 kb/s. SBC and ATC can produce toll quality speech at 
around 9 to 16 kb/s. Although they possess many good attributes, e.g., low delay and 
robustness, they have not found favour when it comes to specific applications in speech. 
For instance, in the Pan European mobile radio system trial, many SBCs were submitted 
as candidates, but eventually a compromise time-domain was the algorithm chosen.
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Sinusoidal model based speech coding which will be discussed in more detail in 
the following chapters, are very effective in the range 2.4 to 8  kb/s. One such example 
is the MBE vocoder which beat many LPC based time-domain coders to become the 
INMARSAT standard-M 6.4 kb/s coder (with FEC) for land mobile satellite communica­
tions. As well as producing communication quality speech, the algorithms are very robust 
to transmission errors. Another example in this range is the MB-LPC vocoder which has 
also been reported to achieve communication quality speech at 2.4 kb/s [104].
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Chapter 4
LOW BIT  R A TE SPEEC H  
C O D IN G  TOOLS
4.1 Introduction
As we have seen in the previous chapters the direct quantization of speech signals, 
e.g., conversion from analogue signal to  8 -bit PCM format, requires an unacceptable 
amount of transmission rate. In order to reduce this rate, it is necessary to view the 
speech signal that we wish to quantise and transm it as “speech” and not just an arbitrary 
electrically transformed signal. By this definition, our objective is to try and represent 
our “speech” signal with as few parameters as possible and yet still maintain the speech 
attributes, e.g., meaning (message) naturalness (speaker characteristics such as sex, age, 
and accent). A quick glance at a typical speech signal will reveal that speech possesses 
some very repetitive components, and it is this redundancy or speech characteristics which 
allow us to reduce the capacity required to transm it speech at lower rates.
The important characteristics of speech are the formant and pitch structures. These 
characteristics can be used in speech coding algorithms to represent speech very accu­
rately (especially voiced speech) that is essentially perceptually indistinguishable from 
the original, offering potential for high quality speech coding systems at low bit rates. 
Instead of transmitting the actual waveform, only these slowly time varying parameters 
such as pitch and speech spectral envelope information are transmitted from which the 
speech is re-synthesised at the receiving end, saving considerable bandwidth. To obtain 
high quality reproduction of speech, accurate and robust methods for estimating these 
parameters must be developed. Vector quantisation is another tool for speech compres­
sion: to reduce the bit rate so as to maximise communication channel capacity or digital 
storage memory requirements while maintaining the necessary fidelity of the speech. In 
this chapter, therefore, the speech spectral envelope, pitch and vector quantisation aspects
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are examined.
4.2 Speech Spectral Envelope Estim ation
Linear Prediction is currently the most popular technique for low bit rate speech 
coding and has become a very important tool in speech analysis. The popularity of Linear 
Predictive Coding (LPC) derives from its compact yet precise representation of the speech 
spectral magnitude as well as its relative simplicity of computation. LPC has been used 
to estimate the frequencies and bandwidths of spectral poles and zeros (e.g., formants), 
but it primarily provides a small set of speech parameters that capture information about 
the configuration of the vocal tract. To minimise analysis complexity, the speech signal is 
usually assumed to come from an all-pole source. The all-pole assumption does not cause 
major difficulties in most applications.
There are various LPC analysis methods for spectral envelope estimation. Itakura 
and Saito [8 8 ] have shown that spectral envelope estimation using LPC techniques has 
a fundamental theoretical basis in maximum likelihood (ML) estimation. Furthermore, 
they have used this technique to develop a spectral matching interpretation based on the 
Itakura-Saito criterion. Their basic mathematical model dealt with speech waveforms 
that were sample functions of an autoregressive random (AR) process. While this is an 
appropriate model for the class of unvoiced speech sounds, this criterion is valid for voiced 
speech sounds as well, since in this case the speech waveforms are periodic.
4.2.1 M axim um  Likelihood Spectral Envelope Estim ation
When a stationary speech signal, s(n) is periodic with period T, its autocorrelation 
function R(m) — £[s(rc)s(rc +  m)] is also periodic with period T. Then autocorrelation, 
R(m)  can be represented by Fourier series as,
T/2
R ( m ) =  J 2  Pkejm“k (4.1)
k = - T / 2
where u k =  2irk/T,  and where,
1 t /2
Pk = T  £  R(m)e -* “ » (4.2)
m=—T/2
specifies the discrete time power spectrum of the periodic speech signal. The spectrum 
estimation problem is to determine {Rk}'k=-T/2 fr°m the original speech waveform s(n).
The solution is obvious when no modelling constraints are imposed on the spectrum. 
However, it is very complicated to represent the discrete spectrum very accurately with
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some functional model. One solution to this problem is to use linear predictive techniques. 
In more general case, the spectrum can be modelled using a set of parameters {ufc}fc=i 
through the rule of computing the model spectrum, Pn(ak). This problem can be solved 
using the statistical information contained in the original speech waveform observed ran­
dom process (in this case original s(n) or equivalently in the speech spectrum {Sk} to 
estimate the spectral parameters {ak}k=i. One approach to obtain these model param­
eters is to use the maximum likelihood (ML) method, which is known to have several 
asymptotic optimality properties [96]. In order to compute the ML model parameters, a 
probabilistic model for the original speech spectrum is necessary. This probabilistic model 
has been shown to match a Gaussian model [51]. Therefore, the speech spectrum variables 
{Sk} will be assumed to have a complex Gaussian distribution with zero mean. Since the 
speech spectrum components have been shown to be uncorrelated [65], the Gaussian as­
sumption implies that they are also independent. In order to model the speech spectral 
envelope accurately with a few parameters, the peaks and corresponding frequencies of 
the speech spectrum are computed and used in the ML spectral matching criterion. To 
obtain the peak amplitudes of the speech spectrum which samples the speech spectrum 
at the average fundamental frequency, a peak-picking algorithm is used [6 8 ]. Therefore, 
the power measurements {IX^I2 } ^ 1 (N  is the number of peaks or harmonics in a 4 kHz 
speech spectrum) and corresponding frequencies uok that are actually used in the ML 
technique, are taken to be those obtained from the peak-picking algorithm. Although 
these peak amplitudes are generally not in harmonics, the ML spectral matching crite­
rion determines a synthetic spectral envelope that fits to the power measurements at the 
peaks of the spectrum. The probability density function (PDF) of the ML criterion can 
therefore be written explicitly [65] as
f d f {x „ u )  .
-  ]C (z2 + log[P n K )])
=  7t N e n-° (4-3)
\Xn12where The ML estimates of {a/J are found by maximising the PDF peak or
minimising the main lobe of PDF width. These are equivalent to minimising the negative 
of the logarithm of the PDF which is called the likelihood function [8 8 ] and is written as
M l = - l o  g[PDF{Xniak)]
= N\og(7r)+ J2  (z 2 +  log[Pn(afc)]) (4.4)
n=0
If the frequency sampling is dense enough (N  is so large), then the summation can be 
replaced by an integral. The resulting equation forms ML spectral envelope estimation 
criterion which is very similar to method of Itakura and Saito for continuous spectra
C h a p t e r  4  Low B i t  R a t e  S p e e c h  C o d in g  T o ols
4 .2  S p e e c h  S p e c t r a l  E n v e l o p e  E s t im a t io n 5 0
[8 8 ]. However, since N  is the number of peak amplitudes in the signal bandwidth, it will 
generally not be large enough to permit this approximation. Proceeding from the Eq. 
4.4, the ideas first proposed by Itakura and Saito [8 8 ] can be used to develop a spectral 
matching interpretation of the ML criterion. First, a lower bound on the likelihood 
function is obtained. For this case, there are N  unknown parameters Pk to be solved. 
The ML spectral envelope estimates are easily shown to be Pk = |AT|2. A differential 
likelihood function for the values of {a^} is defined as
where
E(wn) = lo g ^ 2) =  log |Xn |2 -  log Pn(ak) (4.6)
which measures the dB  error between the power at frequency u n for the original power 
spectrum |Xn | 2 and that estimated by the model spectrum as Pn(a,k). Following Itakura 
and Saito error criterion [8 8 ], it is interesting to compare this result with that obtained 
with the squared dB  error criterion given by
m i " = y ;1 [ E M f
n=0
Error criterion (4.5) and (4.7) are illustrated in Fig. 4.1. E(ujn) in Eq. (4.6) is defined 
as the error power at the harmonics of the fundamental frequency. As shown in Fig. 4.1, 
Eq. (4.7) gives equal weight to the dB  model errors above and below the measured power 
magnitudes, whereas the ML criterion in Eq. (4.5) gives significantly more weight to 
errors that occur when the model spectrum lies below the measured power magnitudes. 
This proves that the ML spectral envelope estimation technique will result in a synthetic 
model spectrum that sits on top of the original spectral magnitudes. The above analysis 
has shown that the nonlinear spectral matching interpretation applies to both aperiodic 
and periodic speech signals which could be modelled in terms of an autoregressive (all­
pole) process [8 8 ] [59] regardless of the assumed spectral model. Furthermore, it is clear 
that in the periodic case, the model spectrum should be fitted to the power measured 
only at the discrete harmonic frequencies.
4.2.1.1 Spectral Estimation via All-Pole Modelling
In the previous section, the ML criterion has been described that can be used to 
estimate the parameters of model spectra in a functional form. There is also particular 
interest in the all-pole model since it corresponds to autoregressive (AR) processes to 
determine the speech spectral envelope. In particular, for speech analysis it has been 
shown that the vocal tract filter is approximately an all-pole linear filter. A recursive
(4.7)
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Figure 4.1: Maximum likelihood spectral matching criterion
technique was developed by Kay [51] that approximates the solution to the ML problem 
for aperiodic AR process. Many of his ideas were used by McAulay [65] to develop a 
similar solution. The all-pole spectrum is related to the AR autocorrelation function by
J V -l
R(n) = £
a sJnoj
=o K H I '
with
A M  = 1 +  E
k=l
(4.8)
(4.9)
where {a£} are the AR parameters for the pth model order. If the duration, A , is large 
enough that the all-pole model spectrum changes slowly in a frequency increment 2tr/iV, 
then relative to the function <r2/|A p(t<;)|2, the complex exponentials are approximate eigen­
vectors of the correlation matrix and that the eigenvalues are approximated by the har­
monic samples of the all-pole spectral model [51]. Therefore, the discrete model spectral 
density can be defined to be the eigenvalues of the AR correlation matrix as,
Pkfak) —
a
(4.10)
In all-pole spectral envelope estimation procedure, Ap(uk) can be represented in terms of 
the reflection coefficients (or AR parameters). This results in the following well-known
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recursions:
Ak(wk) =  Ak-i(wk) +  KkBk-i(u>k) (4-11)
B k(wk) =  +  (4.12)
with A 0(u>k) =  1 and B 0(uJh) = e_JWfc. Combining the likelihood function together with 
Eq. (4.11) and (4.12) shows that the likelihood function depends only on the parameters 
a2 and {K k}pk=1.
4.2.1.2 Recursive Maximum Likelihood (RML) Algorithm
In this algorithm, the Ml  is minimised with respect to a 2 and {K mYm=1. The ML 
gain can be determined directly from dMl/dcr2 =  0, which results in [65],
jL J V -l
The gain optimised likelihood function then becomes
v
Im= 1
Ml — N  log dp — m log(l — K U  +  A log(7re) (4.14)
The optimum values of {KmYm- \  can be obtained by simultaneously solving the equations 
{ d M l/d K m =  0}^=1. It is very complicated to solve these highly non-linear equations. 
From the second term n Eq. 4.14, it is clear that the optimization problem is similar to 
that of standard LPC analysis. Using Eq. 4.11 and 4.12, a lattice filter can be defined for 
any set of the reflection coefficients. The problem now is to find the particular lattice filter 
that minimises the error criterion defined by Eq. 4.14. Makhoul [60] has demonstrated 
lattice filter designs that minimise various combinations of the forward and backward 
prediction errors which in certain cases lead to the globally optimum solution. In all 
cases, the solutions depended on the fact that the errors were recursive with increasing 
lattice stages (i.e., model order). Therefore, McAulay has developed a recursive form 
for the likelihood function which uses lattice filter method features. In this method, the 
vectors Ap(wk) and Bp(uJk) are defined along with the inner product
< V 3 .  > =  7 7  E  \Xk\*Ar(u>k)B;(u>k) (4.15)
A fc=0
By defining the variables
Ctr = Re < AP.BP > (4.16)
a
A. =  T? (4.17)
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it can be shown that the gain factor can be expressed
= K - i i 1 +  2Pp- i k p +  K l)  ~ -  K D  (4-18)
which can be initialised as
= 7 7  E W  (4-19)iV k-0 
i N - 1
a 0 =  \X k\2 cos(Lok) (4.20)
7V k=o
In the lattice filter design method [51] [60], the ML criterion is minimised stage by stage. 
After the values for have been obtained, the error contributed by the pth stage
of the lattice is minimised by solving d M l / d K p =  0. There are in general three roots 
for the solution of these equations: one root can occur at K p > 1 , another at K p < —1 
and the other at \KP\ < 1. However, it is clear from the Eq. 4.16 that the magnitude of 
pp- i  does not exceed unity; hence, there will always be only one root within the interval 
[—1,1]. Using the definition of ap in Eq. 4.16, the estimated reflection coefficients can be 
expressed as
K p = - Re  <  > (4.21)
i
which is similar to the results obtained by Markel and Gray [62] using the orthogonal 
polynomial approach to LPC spectral analysis. Therefore, for the limiting case in which 
N  »  p, the global maximum likelihood optimization problem is solved as a sequence 
of first order local minimization problems generated at each stage of the lattice filter. 
In other words, the recursive maximum likelihood method and the maximum likelihood 
method are identical in this special limiting case [65].
4.2.2 Linear Prediction A nalysis in T im e Dom ain
It is well known that LPC provides an analysis-synthesis system for speech signals 
[62] [59]. The synthesis model consists of an excitation source, U(z) providing input to 
a spectral shaping filter, H(z),  to yield output speech S(z). U(z) and H(z)  are chosen 
following certain constraints so that S(z)  is as close as possible in some sense to the 
original speech S(z).  To simplify the modelling problem, U(z) is chosen to have a flat 
spectral envelope so that most relevant spectral detail is confined to H(z). A flat spectrum 
is a reasonable assumption since the excitation for unvoiced sounds resembles white noise. 
For voiced sounds, the source is viewed as a uniform sample train, periodic in P  samples 
(the pitch period), having a line spectrum with uniform-area harmonics.
To simplify the task of obtaining H(z)  given a speech signal s(n), the speech is 
considered to be stationary during a window or frame of N  samples. This allows the
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H(z)  filter to be modelled with constant coefficients for each frame of speech. H(z)  is 
assumed to have p poles and q zeros in the general pole-zero case, which means that a 
synthetic speech sample s(n) can be modelled by a linear combination of the p previous 
output samples and q -f- 1 previous input samples of an LPC synthesiser as
s (z )  1 +  2 >
H{z) = - M  = G  ' ? -------- (4.22)
U{Z) 1
k= 1
where G is a gain factor and b0 is assumed to be 1 . Most LPC models assume an all-pole 
model where q =  0. Any zeros are ignored, because such zeros contribute very small 
things to the spectral magnitude and add only linear phase since they result from simple 
delays in time. The H(z)  can thus be approximated by an all-pole model as,
H(z)  =  f -   (4-23)
1 -  ]C  a ^z  kk=l
Transforming Eq. (4.23) into the sampled time domain as:
p
s(n) =  Gu(n) +  aks(n — k) (4.24)
k=l
Eq. (4.24) is the well known LPC difference equation which states that the value of the
present output, s(n) may be determined by the sum between the weighted present input,
Gu{n) and the weighted sum of the past output samples. Hence, in LPC analysis the 
problem can be stated as follows: given measurements of the signal, s(n), determine the 
parameters {dfc}|=i- The resulting parameters are then assumed to be the parameters of 
the LPC model transfer function H(z).  The error or residual signal is given by,
v
e(n) =  s(n) — ^  afcs(n — h) (4.25)
k=i
The prediction coefficients are calculated to minimise the mean squared prediction 
error as,
E n = '£ ,e2(n) = J2 s(n) — aks(n — k )
k= 1
(4.26)
En is then minimised by setting {dEn/d a k}k=1 =  0, thereby obtaining the equations,
p
— 0 5(n  — ^) (4 -27)
n k=1 n
If we define,
4>{i ,k)  =  E s(n — i)s(n — k) (4.28)
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then Eq. (4.27) can be written more compactly as,
p
ak<j)(i, k) =  <j)(i, 0) i =  1,2,..., p. (4.29)
k= l
This set of p equations in p unknowns can be solved in an efficient manner for the unknown 
predictor coefficients, {a/fc}jfc=1 that minimised the mean squared prediction error, En for 
the speech segment s(rc). There are different ways of interpreting Eq. (4.28), leading to 
two possible ways of solving it, i.e., the Autocorrelation and Covariance methods. Both 
of these methods are fully explained in [85]. In this thesis, the autocorrelation method is 
used exclusively and so is described next.
4.2.2.1 Autocorrelation M ethod
In order to determine the limits on the sums in Eq. (4.26) - (4.28), it is assumed
that the speech segment is zero outside the interval —N/2  <  n < N / 2 . The limits on the
expression for <^ (e, k) in Eq. (4.28) can be shown as:
N /2 + p - l
<j>(i,k)= ^ 2  s(n — i)s(n — k) i =  l , . . . ,p ;  fc =  0, ...,p  (4.30)
n = -N /2
Eq. (4.30) can be simplified into a short time autocorrelation which can be expressed 
more clearly as,
<j>(i,k) = R(\i — k\) i =  l,  .. . ,p ;  & =  0, ...,p  (4.31)
where
N /2 —k
R{k) =  X / s(n)s(n +  k) (4.32)
n= —N /2
Using this result in Eq. (4.29) gives,
p
Y , a kR ( \ i - k \ )  = R(i) . i =  l , 2 ,...,p
k=i
Similarly, the minimum mean squared prediction error takes the form
(4.33)
En =  R (0) -  akR(k)
k=i
The set of equations given by Eq. (4.33) can be expressed in matrix form as,
(4.34)
' R(  0) i?(l) ••• R(p — 1) ’ ‘ i?(l) 1
R{ 1) R{ 0) ••• R(p — 2)
= m
. R(p -  1) R ( p -  2) • ■ • R(0) Ojp . R(p) .
(4.35)
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the p x p matrix is symmetrical with all the elements along any given diagonal equal. It 
is therefore, a Toeplitz matrix. A solution of the above equation by matrix inversion is a 
computationally expensive endeavour in which rounding-off errors may accumulate. Very 
efficient iterative or recursive procedures have been devised for solving this equation [59]. 
The most widely used, is Durbins’ algorithm which is summarised as follows:
=  -R(O)
h  = /£(*■-»); 1 <  i <  p
i=i
of* =  h
=  ai _1) “  1 <  j < i — 1
E®  =  ( 1  - k f ) E ^
The above equations are solved recursively for i = 1,2, ...,p, arriving at a final solution 
for which, {aj = af^}p-=1.
The LPC all-pole spectrum H(e*u) is limited by the number of poles used, in the 
degree of spectral detail it can model in speech spectrum magnitude, ^(e-7^ )!. For a 
typical 10-pole model, at most five resonances can be represented accurately. The short 
time voiced speech spectrum with rapid frequency variations due to the harmonics as well 
as the slower variations due to the formant structure can not completely be modelled by 
such an H(e3U}). Since deviations of the (smooth) LPC spectrum below the (ragged) speech 
spectrum contribute more to the residual error to be minimised than do differences in the 
opposite direction, H(e3U) tends to follow the spectral valleys between harmonics less 
well than the harmonic peaks. In addition, valleys between formants are less accurately 
modelled than formant regions (Fig. 4.2 (a) and (b)). The spectral envelopes obtained by 
the Autocorrelation and the Recursive Maximum Likelihood method LPC analysis using 
a length of 27.5 ms speech are shown in Fig. 4.2 (a) and (b) for voiced and unvoiced 
speech segments respectively. In this case, it is clear that the RML method produces 
better spectral envelope matching than that obtained by the autocorrelation method. The 
computed normalised errors at harmonic magnitudes for each method described above are 
illustrated in Fig. 4.2 (c) which also proves that the performance produced by the RML 
method is better than the performance produced by autocorrelation method, however, 
the RML method is more computationally complex than the autocorrelation method.
C h a p t e r  4  Low B it  R a t e  S p e e c h  C o d in g  T o ols
4 .2  S p e e c h  S p e c t r a l  E n v e l o p e  E s t im a t io n 5 7
(a )  (b )
—  RML50 —  RML4 5
A uto  COT. A utocor.
5
•8 30  
§
!
2 5
10
0 2 431 4 2 3
F re q u e n c y  (kH z) F req u en cy  (kH z)
0
1
b
I
0 .50
0 .25
RML 
— A u to co r
P  I j i l l
11 / ,'i iAi \\i
2 5  50
N u m b e r  o f  F ra m e s
75 100
Figure 4.2: Speech spectra and their envelopes produced by the Autocorrelation and RML 
methods (a) For voiced speech (b) For unvoiced speech and (c) Normalised error
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4 .2 .2 . 2  O rd er of L P C  M odel
The choice of the order, p for the LPC model is a compromise between spectral 
accuracy, computation time/memory, and transmission bandwidth. In the limit as p —► 
oo, LPC spectral envelope H(e^u) matches the speech spectrum 5f(e,"w) exactly (Fig. 
4.3), but at the cost of increased memory and computation. In general, there should be
80
p —10
60
p = 1 6
p = 2 040
Speech Spectrum20
321 40
Frequency (kHz)
Figure 4.3: Speech spectrum and LPC spectral envelopes for various LPC model orders
a sufficient number of poles to represent all formants in the signal bandwidth plus an 
additional 2-4 poles to approximate possible zeros in the spectrum [79] as well as general 
shaping (e.g., one good standard for 8  kHz sampled speech is 10 poles). The latter effects 
derive primarily from the spectrum of the glottal waveform combined with lip radiation, 
but zeros also arise from nasalised and unvoiced sounds. It is usually unnecessary to add 
more poles to the model for nasals, despite the extra nasal formants in such speech, since 
high frequency formants in nasals have wide bandwidths and so little energy that their 
accurate spectral modelling is less important.
The LPC residual energy divided by the speech energy (normalised error), decreases 
monotonically with predictor order p (Fig. 4.4). For voiced speech, once there are enough 
poles to model the formant structure (i.e., p =  1 0  to 1 2 ), additional poles do little to 
improve the spectral fit, but they significantly add to the computation and to  bit rate. 
Unvoiced speech results in larger normalised error because its excitation signal is not 
impulsive. This difference arises because usual calculation of LPC coefficients ignores the
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Figure 4.4: Normalised linear prediction error as a function of the LPC model order
effect of zeros. In the unvoiced case, the LPC excitation has relatively constant energy 
distributed over the analysis frame; in voiced speech, the LPC excitation has energy 
concentrated at the start of each pitch period allowing the excitation to be ignored for 
the majority of the speech samples. Thus, the LPC model provides a better fit to voiced 
than to unvoiced speech because not considering LPC excitation is valid for more time 
samples in Eq. 4.26 for voiced speech.
4.3 P itch  Estim ation
Pitch (fundamental frequency, lo0 or pitch period, T0) occupies a key position in 
the acoustic speech signal. The prosodic information of an utterance is predominantly 
determined by this parameter. The ear is more sensitive to changes of fundamental 
frequency than to changes of other speech signal parameters by an order of magnitude. 
The quality of vocoded speech is essentially influenced by the quality and faultlessness of 
the pitch measurement. Hence the importance of this parameter necessitates the use of 
good and reliable methods in its measurement.
Accurate and reliable measurement of the pitch period of a speech signal from the 
acoustic pressure waveform alone is often exceedingly difficult for several reasons:
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(i) The glottal excitation waveform is not a perfect train of periodic pulses. Although 
finding the period of a perfectly periodic waveform is straightforward, measuring 
the period of a speech waveform, which varies both in period and in the detailed 
structure of the waveform within a period, can be quite difficult.
(ii) Another difficulty in measuring pitch period is the interaction between the vocal 
track and the glottal excitation. In some instances, the formants of the vocal track 
can alter significantly the structure of the glottal waveform so that the actual pitch 
period is difficult to detect [87]. Such interactions generally are most deleterious to 
pitch detection during rapid movements of the articulators when the formants are 
also changing rapidly.
(Hi) The reliable measurement of pitch is the inherent difficulty in defining the exact 
beginning and end of each pitch period during voiced speech segments.
(iv) Distinguishing between unvoiced speech and low-level voiced speech can be difficult. 
In many cases transitions between unvoiced speech segments and low-level voiced 
speech segments are very subtle and thus are extremely hard to pinpoint.
As a result of these difficulties in pitch measurements, a wide variety of sophisticated 
pitch detection methods have been developed [87]. Basically, a pitch detector is a device 
which makes a voiced/unvoiced decision, and, during periods of voiced speech, provides 
a measurement of the pitch period. However, some pitch detection algorithms just deter­
mine the pitch during voiced segments of speech and rely on some other technique for the 
voiced/unvoiced decisions. Pitch detection algorithms can roughly be divided into the 
following three broad categories:
(z) A group which utilises principally the frequency-domain properties of speech signals
(ii) A group which utilises principally the time-domain properties of speech signals
(Hi) A group which utilises both the frequency and time-domain of speech signals
Our approach to estimate the pitch minimises the error between the original and 
synthetic speech spectrum for each candidate of the fundamental frequency using both 
time and frequency domain techniques. For each candidate of the fundamental frequency 
there is an “optimal” synthetic speech waveform or spectrum and a corresponding error. 
By evaluating this error over a possible set of fundamental frequency candidates the best 
estimate of the pitch and the spectral envelope can be found. These techniques are 
examined in detail in the following sections.
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4.3.1 Frequency Dom ain P itch  D etection
Frequency-domain pitch detectors exploit the fact that periodic signals have a spec­
trum  consisting of a series of impulses (or sinusoids) which are of the fundamental fre­
quency and its harmonics. Thus a simple measurement can be made on the frequency 
spectrum of the signal to estimate the period of the speech signal.
In the frequency domain, the expression for the “optimal” spectral envelope for 
each fundamental frequency candidate is derived and used to evaluate the resulting mean 
squared error. Two techniques which include this approach of pitch estimation axe as 
follows:
4.3.1.1 Sinusoidal Model Based Pitch Estimation
Fig. 4.5 illustrates a simplified block diagram of this algorithm and operates as 
follows: In this algorithm first, speech waveform, s(n) is generated with its sinusoidal
S(w)
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Figure 4.5: Block diagram of a sinusoidal model based pitch estimation technique
components using a peak-picking technique described in [6 8 ] and can be formed as,
L
s(n) =  Y ,  + 9,) (4.37)L
1 = 1
l Lwhere {A/, w/, 0i}i=i represent the amplitudes, frequencies, and phases of the L  measured 
sine waves. The aim is to try to represent this sinusoidal waveform by another for which all 
of the frequencies are harmonic and can be represented efficiently. This can be modelled 
as
s(n,uj0) = J 2  A ( k u ° y {nku,° + M  (4.38)
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where uj0 is the fundamental frequency, LWo is the number of harmonics in the speech 
bandwidth, A(lj) is the speech spectral envelope, and {4>k}k=i represents the phases of 
the harmonics. The aim here is to estimate the fundamental frequency oj0 in a way that 
s(rc,u;0) is as close as possible to s(n) using mean squared error (MSE) criterion as,
1 * Nf2
= E K n ) - s ( n , w 0 ) | 2 (4.39)
iV  1  n= —N /2
This algorithm insures confidently the robustness against additive white Gaussian noise 
[96]. Applying all simplifications that are described in [73], the MSE can then be expressed 
as
E(w0) = Ps -  <r(w0) (4.40)
where
i N/2 L
p* = jr r T  E K«)l2 = E A> (4-41)
iV  “T 1  n= —N /2  1=1
and
Luo A ( L i
^(w„) =  X) M ^ o )  \ ~  kuJo) -  - A ( k u 0) > (4.42)
k = i  I  i = i  z  )
where D(x) =  |smc(a;)|. Since Ps is a known constant, the minimum MSE is obtained by
maximizing ct(uj0) over co0. When uj0 corresponds to sub-multiples of the pitch period, the
first term in Eq. (4.42) remains un-changed, since D(oj\ — kujQ) =  0 at the sub-multiples;
but the second term, because it is an envelope and always non-zero, will increase at the
sub-multiples of the pitch period. As a consequence
cr(— ) < a(u>p) m  = 2, 3, ... (4.43)
m
which shows that the MSE criterion leads to unambiguous pitch estimates where lop is 
assumed to be the correct fundamental frequency. Experiments has showed that the usual 
pitch period doubling problem does not occur with this algorithm.
In the above formulation it was implied that the analysis window was fixed at 
N  1 samples. This would mean that the main lobe of the sinc-function, which measures 
the distance of the measured sine wave frequencies from the harmonic candidates (i.e., 
sinc(ui — lo) ~  (ujj — kuj0)2 for |u?i — kco0 \ small) would be fixed for all pitch candidates. 
This is to the fact that the ear is perceptually tolerant to larger errors in the pitch at 
high fundamental frequencies than at lower ones. Moreover, the sinc-function distance 
measure of the error is meaningful only over each harmonic lobe. The distance function 
D(x)  for the kth harmonic lobe can be computed as
. f0  -  koj0^sm Z7r(-------------)
D(to -  kuj0) =  ----  u  - ^ k u   / or \u -  ku0\ < y  (4.44)
M — - — -)
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and it is assumed to be zero elsewhere. Since the harmonic lobes are determined by 
the pitch-adaptive sinc-function in Eq. (4.44) and, since each lobe spans one harmonic 
interval, ku>0 — ^  < co < (kuj0 +  then harmonic discrimination in pitch estimation 
algorithm is enhanced by allowing only the largest weighted sine wave for each harmonic 
lobe. The MSE criterion then becomes
Lao f 1 A
vi^o) = A(ku0) < max [A\ D(u\ — kw0)\ — -A(kuj0) > (4.45)
k—l  ( cuicd(ku>0) 1 J
Apart from providing greater robustness against additive noise (since the small peaks due 
to noise are ignored), the enhanced MSE criterion insures that speech of low pitch will 
less likely be estimated as of high pitch.
One of the popular pitch estimation algorithm which is currently in use, is based 
on the time domain correlation technique. One problem with this technique is that it is 
inherently ambiguous which requires the use of some type of frame-to-frame pitch tracking. 
Another problem with this technique is that it is as a result of the interaction between the 
pitch and the first formant. If the formant bandwidth is narrow relative to the width of 
a harmonic lobe, the correlation function reflects the formant frequency rather than the 
underlying pitch. Non-linear time-domain processing techniques using various types of 
center-clipping have been developed to eliminate the problem [8 6 ]. The same effect also 
occurs in this technique as the sine wave amplitude near the formant frequency will tend 
to dominate the MSE computation. This effect can be eliminated simply by reducing the 
dynamic range of all of the sine wave amplitudes. This is done by replacing the measured 
sine wave amplitudes by
Ai = f - ^ —Y  0 <  7  <  1. (4.46)
where A max — max{A[}f=1. Since the MSE criterion leads to robustness against additive 
white Gaussian noise [96], it is desirable to keep 7  as close to unity as possible, introducing 
just enough amplitude compression to eliminate the formant interaction problem. Too 
much compression distorts the pitch estimation due to  the more contribution of low level 
peaks in MSE criterion.
A speech spectrum and the measured peaks of this spectrum (linearly interpolated) 
are shown in Fig. 4.6. Using this envelope created by the peaks and the speech spectrum, 
the correlation function is computed through Eq. 4.45 over a pitch range 16 — 120 
samples as shown in Fig. 4.7. It is clear from this figure that the inherent ambiguity of 
the correlation function is apparent. It should be noted that most of the time, the peak at 
the correct pitch is largest, but during steady speech the ambiguous behaviour illustrated 
in the figure commonly occurs. The larger optimum correlation values which determine 
the pitch period, specify the voiced part of speech; whereas smaller optimum correlation 
values specify the unvoiced part of the speech signals.
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Figure 4.6: The spectrum of a 27.5 ms speech sentence and its spectral envelope
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Figure 4.7: Normalised correlation function versus pitch period samples
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4.3.1.2 Pitch Estimation Based on Spectrum Creation
Fig. 4.8 illustrates a simplified block diagram of this algorithm and operates as 
follows: Here, the aim is to choose the optimum fundamental frequency that result in the
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Figure 4.8: Block diagram of a pitch estimation technique based on spectrum creation
minimum mean squared error (MSE) between the original and synthetic speech spectra 
as,
E(u0) = £  G(u,)|SV) -  S V .u ; , ,) !2 (4.47)
ui=0
where is the synthetic speech spectrum and G(uj) is a frequency dependent
A
weighting function. In this formulation, the synthetic speech spectrum S(uj, uj0) is gen­
erated using each candidate fundamental frequency and corresponding harmonic spectral 
magnitudes based on the assumption that speech is purely voiced. The synthetic speech 
spectrum can be computed using the equation,
L
S ( u ,u 0) = A m W{w — m u 0) (4.48)
771=0
where {Am } ^ _ 0 are the complex spectral amplitudes, L is the number of harmonics and 
W(ui) is the frequency response of a window function, w(n). Usually, the frequency 
response of windows such as Hamming window has an effective main lobe whose width is 
less than the actual fundamental frequency. Therefore, aliasing between two neighboring 
harmonics can be ignored. Since W ( uj — mw0) has an impulsive nature, this allows the 
speech spectral envelope to be approximated by a set of L  complex spectral amplitudes, 
{Am}^_0. These amplitudes are calculated by minimising the error corresponding to each 
harmonic lobe. The error within the mth harmonic lobe can be expressed as,
bm
Em{u0) =  G(u) |5(cc;) -  A mW (u  -  m u 0)\2 (4.49)
0J= &m
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Each harmonic lobe has a width of loq (the range of summation) which is centered at mto0 
where 0 <  m  < L. From this information, the upper and lower limits for each harmonic 
lobe can be determined as am =  (m — \ ) ooq and bm = (m  +  |)w 0 respectively. In order to 
obtain the optimum spectral amplitudes, Eq. (4.49) is differentiated with respect to A m. 
The optimum spectral amplitudes are then:
bm
V) G(ui) S(u>) W*(w — rnw0)
A m =    (4.50)
^2  G(lj) \W{uj — mu; 0) | 2
tu=a.m
For each fundamental frequency candidate, tc?0, spectral amplitudes are generated using 
Eq. (4.50) which minimise the error over the width of a particular harmonic lobe. If a 
harmonic of speech spectrum has a periodic energy, there will be energy centered at this 
harmonic of the fundamental with the characteristic window frequency response shape. 
Consequently, if this frequency response weighted by the spectral amplitude, Am, is used 
to reconstruct the m th harmonic of speech spectrum, a good match will be obtained for 
the corresponding harmonic lobe. If a harmonic of speech spectrum has an aperiodic 
energy, there will be no characteristic shape for this harmonic and this is perhaps best 
characterised by a lack of a good match when the window frequency response is used 
as the reconstructed speech spectrum. This can be easily illustrated in Fig. 4.9 using 
the optimum pitch. This procedure is repeated for all harmonics of each fundamental 
frequency candidates and the error contributed for each harmonic is added together to 
form the total error Et (w0) over the entire spectrum for every possible candidate of fun­
damental frequency. The minimum value of Et (w0) corresponds to the best fundamental 
frequency out of a set of fundamental frequency candidates. Experimentally, the error, 
Et {w0) varies slowly with the pitch period as shown in Fig. 4.10. This feature can be used 
to obtain an initial estimate of the pitch period near the global minimum to be obtained 
by computing the error on a coarse grid. In practice, the initial estimate is obtained by 
computing the error, Et (w0) for integer pitch periods. In this initial coarse estimation of 
the pitch period, the high frequency harmonics can not be well matched so the frequency 
weighting function G(uj) is chosen to de-emphasise high frequencies.
4.3.2 T im e Dom ain P itch D etection
The time domain pitch detectors operate directly on the speech waveform to es­
timate the pitch period. For these pitch detectors, the measurements most often made 
are peak and valley measurements, zero-crossing measurements, and autocorrelation mea­
surements. The basic assumption that is made in all these cases is that if a quasi-periodic 
signal has been suitably processed to minimise the effects of the formant structure, then
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Figure 4.9: Original and Reconstructed Spectra for the optimum pitch frequency
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Figure 4.10: Normalised MSE function versus pitch period samples
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simple time-domain measurements provide good estimates of the period. The most pop­
ular algorithm of this type is the autocorrelation based pitch detection presented below.
4.3.2.1 Autocorrelation Pitch Detection
The main advantage of a time domain autocorrelation pitch detection algorithm is 
that it is computationally simple to implement. The time domain approach is approxi­
mately equal to the frequency domain approach for integer pitch periods. In addition, an 
efficient implementation can be found, which gives the time domain algorithm a substan­
tial computational advantage.
The time domain autocorrelation function has been shown in [39] that can be rep­
resented as:
N /2
y ( p )  = p  ®(k p ) (4-51)
k——N /2
where $>(k) (for integer k values) is the autocorrelation function of s(n)w2(n) and can be 
written as,
N/2
$(&) =  ^2  s(n)w2(n)s(n — k)w2(n — k ) (4.52)
n = -N /2
The function <&(k) is evaluated at non-integer values of k by an interpolation function,
$(*) =  ( 1  +  [k\ -  k )$ { [A|) + ( k -  |*J)$(|A ] +  1 ) (4 -53)
where |_k\ is equal to the largest integer less than or equal to k. Thus, maximizing \k(-P) is 
approximately equivalent to maximizing a function of the autocorrelation function of the 
signal multiplied by the square of the analysis window. This technique is similar to the 
autocorrelation method but considers the peaks at multiples of the pitch period instead 
of only the peak at the pitch period. This suggests a computationally efficient method for 
maximizing (P ) over all integer pitch periods by computing the autocorrelation function 
using similar procedure to the Fast Fourier Transform (FFT) and then summing samples 
spaced by the pitch period.
More accurate pitch period can be efficiently obtained by maximizing 'F(P) over 
non-integer pitch periods, P. Higher accuracy is obtained in this method due to the 
contributions of the peaks at multiples of the pitch period in the autocorrelation function. 
The error function Et (P) which is equivalent to that frequency domain pitch estimation 
approach, can be computed using the autocorrelation approach as given in [39]
N /2 N /2
Et ( P ) =  £  [s(n)u>(n) ] 2 -  P  (4.54)
n = -N /2  k = -N /2
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In order to obtain a smooth error function, Et (P) where the optimum pitch period is 
pinpointed easily, the speech signal, s(n) is low-pass filtered as
10
s ( n ) =  £  s0{n -  k)LPF(k)  (4.55)
fc=—10
where s0(n) is the original speech signal and LPF(k)  is a 21st order FIR filter given in 
Appendix A. The frequency response of this filter is shown in Fig. 4.11 which has a
o.o
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Figure 4.11: Frequency response of the 2 1 s* order FIR filter
cut-off frequency of 1574 Hz.
The obtained error function, Et (P) can be used to form an initial estimate for the 
pitch period. One simple approach which could be used to form this initial estimate would 
be to choose the pitch period yielding the minimum value of Et (P )• A better technique 
however, is to combine the information contained in Et (P) with some restrictions on 
pitch continuity, thereby improving the pitch estimate as is described below.
4.3.3 P itch  Enhancem ent
The pitch period computed using the pitch estimation algorithms discussed earlier, 
should be processed in some additional steps before the final pitch period is obtained 
in order for accurate and robust pitch estimation. These additional steps include bias
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removal, pitch tracking, pitch sub-multiple checking, and an increase in the accuracy of 
the pitch estimation techniques which will be addressed as follows:
4.3.3.1 Bias Correction
Griffin [39] has proven that the MSE function in Eq. 4.54 has an expected smaller 
value for longer pitch periods. This effect can be clearly seen in Fig. (4.13). From this 
figure, it is obvious that the probability choosing of longer pitch periods is higher. In 
general, the error for longer pitch periods decreases. This causes the MSE error function, 
E t ( P)  to be biased such that longer pitch periods are favored over shorter pitch periods. 
Griffin has shown that, if speech is modelled as a periodic signal in white noise, then the 
expected value of the MSE error function, E t ( P )  is given by
/  n /2 \
£ [Et {P)] »  <J2 1 -  P Y  w\ n) (4-56)
\  n = -N /2  )
where a is the standard deviation of the white Gaussian noise and where w(n) is nor-
N /2
malised to meet the constraint, Y ,  w2(n) =  1. To determine the accuracy of this bias
n = -N /2
approximation given by Eq. (4.56), the curves of £ [ E t (P)]  and average error (over 3500 
frames) versus pitch period candidates are obtained as shown in Fig. 4.12. As can be 
seen from this figure, the bias approximation is very close to the average error curve.
In order to eliminate this problem (longer pitch periods being consistently chosen 
over shorter pitch periods), Griffin has developed a bias corrected error criterion that is 
energy normalised to have values near zero for purely periodic signal or near one for a 
noisy signal. This error criterion is expressed as [39]
M P )  «  — 2-----------------§rp _ ------------- -- ( 4  57)
£  [s(rc)w(ra)]2 1 - f  £  w i (n)
n = -N /2  \  n = -N /2
As can be seen from the Eq. 4.57, the expression is independent of the noise variance <r2 
(a2 =  1 assumed). Therefore, the estimation of this variance is not necessary. The effect 
of this bias correction is shown in Fig. 4.13. which provides almost equal probability for 
each pitch period candidate to be chosen as pitch period.
4.3.3.2 Pitch Tracking
A pitch tracking algorithm is used to make smooth transitions from one frame to 
another one. This smoothing plays a fundamental role to reduce the gross pitch errors.
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Figure 4.13: The effect of the bias correction for pitch estimation
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One problem with these techniques is that in the smoothing process, the accuracy of 
the pitch period estimate is degraded even for clean speech. There are three pitch track 
conditions to consider:
(i ) The pitch tract starts in the current frame
(ii) The pitch tract terminates in the current frame, and
(Hi) The pitch tract continues through the current frame
As the names of these conditions suggest, the third condition is adequately modelled 
by one of the first two conditions. It is desired to find the best pitch track starting or 
terminating in the current frame. For this purpose, It is looked forward  and backward M  
frames where M  is small enough that insignificant delay is encountered (M=3 typically).
The minimum cumulative error is then chosen from M  frames in the past to the 
current frame and from M  frames in the future to the current frame. The path which 
has the smallest cumulative error, is determined. The determined minimum cumulative 
error corresponds to an initial estimation of the pitch period (or fundamental frequency) 
for the current speech frame. These “backward” and “forward” pitch tracking algorithms 
are described as follows:
1 Backward Pitch Tracking
In the backward pitch tracking algorithm, since pitch continuity with previous 
speech frames is assumed, the pitch period for the current speech frame is computed in 
the range around the initial pitch period of the previous frame (P -i). The error function, 
E t ( P )  is considered at each value of P  which falls in the pitch range,
(1 -  oc)P-i < P  <  (1 +  a)P - 1  (4.58)
where a determines the pitch range search (a =  0.2 typically). The values of E t ( P )  in the 
range given above, are compared and backward pitch, P& is determined as the value of PA__________________________________________
which minimises the E t ( P )  in the defined pitch search range. The backward cumulative 
error, Cb(Pf) is then computed as:
M —l
CiiPi) = Er(Pb) + E Er-AP-i)  (4-59)
t=l
where {P-i, pT_, (P-t)}i= i1 are the initial pitch estimates and corresponding error values 
for the previous M  — l  frames. The backward cumulative error provides a confidence
measure for the backward pitch estimation [46]. This is due to the known initial pitch
periods of the previous speech frames.
2 Forward Pitch Tracking
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Forward tracking procedure considers the pitch continuity between future 
speech frames. Since the pitch has not yet been determined for M  — 1 future frames, 
the forward pitch tracking algorithm should simply select the pitch of these frames. This 
is done in the following manner: First, P  (current frame) is assumed to be fixed. Then 
the {P i are found which jointly minimise in the range,
( l - < x ) P i< P i+i < ( l  + a)Pi ; i =  0,1,..., M  — l. (4.60)
Once the { P * } ^ 1 have been computed, the forward cumulative error function, Cf(P)  is 
computed as in the backward pitch tracking procedure,
M —l
Cf (P) = Et (P) + E  BTi{Pi) (4-61)
t=l
This process is repeated for each candidate of P . The corresponding values of Cf(P)  are 
compared and the forward pitch, P / is chosen in the pitch search range which results in 
the minimum value of Cf(P).
The backward cumulative error Cb(Pb) is then compared against the forward cumu­
lative error. This comparison determines whether the forward pitch estimate or backward 
pitch estimate is selected as the initial pitch estimate, Pq for the current frame.
4.3.3.3 Pitch Sub-Multiple Check
During the estimation of the initial pitch, there could be pitch doubling errors which 
introduce harmonic distortion in the synthesised speech. To reduce the occurrence of pitch 
doubling errors, a new algorithm was developed. The first step in the new algorithm is to 
find the integer sub-multiples of the initial pitch, Pq (i.e., . . . ,  -J-) which are in the
range of the pitch search algorithm. The next step is to calculate the average harmonic 
energy for each candidate of the sub-multiples as,
£ K )  =  ^ - E A( ^ )  i k = 1 ,2 ,3 , . . .  ,n.  (4.62)
where Lk is the number of harmonics in 4 kHz speech bandwidth, A(iuJk) are harmonic 
magnitudes and u)k = pry  ^ is the frequency of the kth sub-multiple of the pitch. The ratio 
between the energy of the smallest sub-multiple and the energy of the 1st sub-multiple, Pq 
is then computed and is compared with an adaptive threshold which varies for each sub­
multiple as shown in Fig: (4.14). If this ratio is bigger than the corresponding threshold, 
then it is selected as the initial pitch estimate. Otherwise the next largest sub-multiple 
is checked against the above procedure and it is selected as the initial pitch estimate if 
it satisfies the condition. This process continues until all sub-multiples have been tested 
against this condition. If none of the sub-multiples of the initial pitch satisfy this condition 
then Pq is selected as the initial pitch estimate.
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Figure 4.14: The adaptive threshold function
4.3.3.4 Increased Accuracy in Pitch Estimation
Once the multiples of the true pitch period have been discarded, the accuracy of the 
new pitch estimate must be increased. As mentioned earlier, the fundamental frequency, 
which is inversely related to the pitch period, must be known very accurately for good 
quality low bit rate coding systems. Since the autocorrelation pitch estimation algorithm 
is essentially restricted to integer pitch periods, it may not provide sufficient accuracy. In 
[39]., Griffin has shown that the frequency domain pitch estimation techniques discussed 
above was capable of achieving the most accurate pitch. For more accurate pitch esti­
mation, the error function is re-evaluated at finer increments in a small band around the 
initial pitch period estimate. The fundamental frequency resulting in the minimal error in 
this stage is taken as the refined accurate pitch estimate. This procedure can be repeated 
on ever finer grids, until the desired accuracy is achieved. The problem lies in obtaining 
the initial estimate. In the initial estimate, the error must be evaluated for a large number 
of fundamental frequency candidates, while in the second stage, the error only needs to 
be evaluated at about 5 to 10 fundamental frequency candidates. Since the final accuracy 
of the estimate is determined by the second stage, a less accurate technique can be used 
to gain the initial estimate without adversely effecting the performance of the system.
The pitch period variation over 128 frames is shown in Fig. (4.15). It is clear from 
the figure that when all pitch enhancement techniques are applied, slow pitch period
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Figure 4.15: Pitch period variation from one frame to another 
variations are obtained from one frame to another.
4.4 Vector Quantisation
The prime objective in speech coding is data compression with minimum loss of 
fidelity. Traditional speech coding techniques have tended to use scalar quantisation 
(SQ) because of their simplicity and good performance when the transmission rate is 
sufficiently high. However, at low bit rates, SQ is not practical as very often there is less 
than 1 bit/sample to manipulate. Therefore, to satisfy both the compression of capacity 
and yet retain a high degree of fidelity, more efficient and sophisticated quantisation 
methods are required. A popular solution in speech coding is the application of vector 
quantisation (VQ) [1] [14] [38] [61]. A prime incentive in using VQ is the result of Shannons’ 
rate distortion theory which states that better performance can always be achieved by 
coding vectors instead of scalars.
VQ is a generalisation of the more familiar SQ, and can be formulated as follows: 
Assume x  =  [aq, £2 , •••»£#] is a N -dimensional vector whose components are
real valued, continuous amplitude random variables. Then in VQ, x  is mapped onto 
another real-valued, discrete amplitude, V-dimensional vector y  = [t/!, 7/2? V/v]- Thus x
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is quantised as y  and y  is the quantised value of x, i.e.,
y  =  Q(x) (4.63)
where Q(.) is the quantisation operator. Typically, y  takes on one of a finite set of 
values from a reproduction alphabet Y or code-book as it is commonly known, with 
Y = [yi,y2, ...,yi] where L is the number of entries in the code-book. The size of the 
code-book is usually in power of two, thus the rate of the vector quantiser is R — log2 L 
bits/vector and r = R / N  bits/sample. It is obvious from r  that fractional bits/sample is 
possible with VQ. From the above formulation of VQ, some obvious but very important 
points are: how is the code-book Y constructed, and how large must N  and L be to 
obtain a required performance.
4.4.1 Code-Book C onstruction or Training
Although Shannons’ theory provided us with the theoretical incentives for using 
VQ, it does not unfortunately provide constructive design techniques for VQ coders. The 
extension of Lloyds’ work on optimal SQ into memory less VQ have resulted in some well 
known and useful algorithms, i.e., Linde-Buzo-Gray (LBG) algorithm [58], but for VQ 
with memory, i.e., feedback VQ such as vector predictive Quantisation (VPQ) and finite 
state VQ, well proven algorithms have yet to emerge.
When designing an L-level code-book the V-dimensional space is partitioned into L 
cells, and each cell Ci is assigned a vector y. if x  is in C{. This is clearly illustrated
in Fig. 4.16.
A quantiser is said to be optimal quantiser if the long-term sample average, or 
expectation in practice, is minimised for each L-levels, i.e.,
1 M —l
E = ~n Y, <*(*»> yi) (4.64)
1V1 t= 0
where d(.) is our yet unspecified distortion measure, and M  is the number of vectors in 
the database.
There are two necessary conditions for optimality:
(i) The quantiser chooses the code-vector yi that results in the minimum distortion
with respect to iq.
(ii) Each code-vector y\  is chosen to minimise the average distortion in cell C,-, thus yi
is the “centroid” of the cell Ci.
From the above two conditions, what appropriate measure for (z) and (ii) can one 
use which is tractable to permit analysis, computationally simple so that it can be evalu­
ated efficiently, and subjectively meaningful so that large or small quantitative distortion
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Figure 4.16: An example of vector quantisation in two dimensional space
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measures correlate with good and bad subjective quality. The solution to this problem
is a major obstacle in many cases. For condition (i), the mean squared error (MSE)
distortion measure given by Eq. 4.65 is very often used
d(x,y) =  Y,(xk ~ y^ f (4-65)
k=i
Although the MSE measure is not subjectively meaningful in many cases, it is very simple 
to compute. A modified version of the MSE can be defined which gives unequal weight­
ing to the elements of x. For LPC schemes, a commonly used distortion measure is the 
Itakura-Saito distortion measure [88] [38]. The computation of the centroid is again depen­
dent on the distortion measure used. Thus for the MSE or weighted MSE, the centroid, 
yi is simply the mean of all the training vectors M{ contained in cell C{, i.e.,
yi =  jr. E  *  (4-66)
1 1 XeCi
Having decided upon a distortion measure, the code-book can then be constructed or 
trained using the algorithms mentioned above [58]. The training sequence should prefer­
ably be very much larger than the final code-book size, and contain a broad class of the 
signal characteristics, i.e., for speech it should contain variations such as sex, age, speech 
content etc.
4.5 Concluding Rem arks
In this chapter, we have presented the most important speech parameters necessary 
to develop very low bit rate coding systems. Firstly, accurate representation of the speech 
spectral envelope was examined using Autocorrelation and recursive maximum Likelihood 
methods. Both of these techniques have shown that the speech spectral envelope can be 
represented accurately using only a 10th order LPC filter. Another important parameter 
for speech processing is the speech fundamental frequency for which few robust estimation 
methods in both frequency and time domains have been examined. Finally, the concept 
of vector quantization which is widely used in speech compression techniques, has been 
discussed.These models for speech analysis will be used later in this thesis to develop 
specific low bit rate speech coding systems.
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Chapter 5
SINE WAVE EX C ITE D  LIN EA R  
PR E D IC T IO N  SPEEC H  C O DING
5.1 Introduction
The speech signals are simply represented using an excitation source to produce the 
glottal excitation (or LPC excitation) and a vocal tract filter (or LPC filter) that models 
the resonant characteristics of the speech spectrum. The glottal excitation is usually 
represented using two states. These states correspond to voiced and unvoiced binary 
representation. In the voiced speech state the excitation is periodic with a period which 
is allowed to be slowly time-varying relative to the analysis frame rate. For the unvoiced 
speech state the glottal excitation is modelled as random noise with a flat spectrum. In 
both cases the power level in the excitation is also considered to be slowly time-varying. 
Whilst this binary model has been used successfully to design narrow band vocoders and 
speech synthesis systems, its limitations are well known. For example, often the excitation 
is mixed having both voiced and unvoiced components simultaneously, and often only 
portions of the spectrum are truly harmonic. Furthermore, the binary model requires 
that each frame of data be classified as either voiced or unvoiced, a decision which is 
particularly difficult to make. When high quality speech coders at the medium bit rates 
(i.e, 8 - 1 6  kb/s), were designed, (i.e, 8 - 1 6  kbits/s), The more generalised excitation 
models have been developed. One algorithm that uses the generalised excitation model is 
multi-pulse LPC [6]. In this method an all-pole vocal tract filter is excited by a sequence 
of impulses with arbitrary amplitudes that occur at arbitrary points in time. The impulse 
amplitudes and positions are chosen to optimise a weighted least squares fit to the speech 
waveform. In addition to providing a better overall synthetic speech quality, this approach 
obviates the need for a voicing decision. The other speech coding algorithms that use the 
generalised excitation model, are based on sinusoidal modelling. A pitch independent 
sinusoidal model has been developed by Hedelin [44]. This algorithm is used to code
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the baseband signal for speech compression. Another sinusoidal model based speech 
compression system has been developed by Almeida and Silva [3]. In this model, the 
approach is to use a pitch estimate to form a harmonic set of sinusoidal components. 
In this system, the residual error introduced by sinusoidal modelling is also coded in 
order to improve the speech quality at the output. Another speech Analysis/Synthesis 
technique based on the sinusoidal representation of speech (Sinusoidal Transform Coding 
=  STC) has been developed by McAulay and Quatieri [68]. In this model, the speech 
waveform is modelled as the sum of harmonic sinusoids. The resulting waveform preserves 
the waveform shape which, essentially, is perceptually indistinguishable from the original 
speech [68]. Furthermore, in the presence of noise, the perceptual characteristics of the 
speech and the noise are maintained [66].
In this chapter, a modified method is developed to generalise the model for the 
glottal excitation. Instead of using impulses as in multi-pulse, the excitation waveform 
is assumed to be composed of sinusoidal components of arbitrary amplitudes, frequencies 
and phases. This system which we call Sine Wave Excited Linear Prediction (SWELP), 
is described in the following section.
5.2 SW ELP Speech Coding System
A new speech coding technique has been developed based on the sinusoidal repre­
sentation of the LPC excitation waveform. This coding technique is characterised by the 
LPC filter coefficients for spectral shaping and, amplitudes, frequencies and phases of the 
components of sinusoids for excitation generation. The parameters for excitation gener­
ation are estimated from the short-time Fourier transform using a simple peak-picking 
algorithm. In voiced speech frames, the frequencies of the sinusoids at the frame bound­
aries are assumed to be multiples of the fundamental frequency. Therefore, an accurate 
estimation of the fundamental frequency is necessary for the success of the sinusoidal 
speech model. Accurate and robust estimation of the fundamental frequency has been 
discussed in detail in Chapter 4. In unvoiced speech frames, it was first thought that 
since the short-time spectrum had no harmonic structure, the frequencies of the sinusoids 
should not be harmonically related, but had to be independently estimated, implying the 
transmission of all the frequencies. The need to independently specify the frequencies of 
all the sinusoids has limited the use of sinusoidal models in low bit rate coding. However, 
it was recently shown that harmonically related frequencies can still be used in unvoiced 
and transition regions without degrading and even improving, the performance of the 
model, provided that the number of sinusoids used in unvoiced frames is high enough
[63].
McAulay and Quatieri [68] has developed a “birth” and “death” procedure for rapid
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changes in speech spectrum to track the underlying spectral components smoothly from 
one frame to the next. For a determined frequency track, a cubic function is used to 
unwrap and interpolate the phase between frames. This phase function is applied to a 
sinusoid generator, which is amplitude scaled and added to the other sinusoids to form 
the reconstructed LPC excitation. To obtain the final speech output, the reconstructed 
LPC excitation is passed through the LPC filter. The simplified block diagram of the 
SWELP speech model is shown in Fig. 5.1.
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Figure 5.1: General block diagram of SWELP speech coder (a) Encoder (b) Decoder
5.2.1 Sinusoidal R epresentation of Speech Waveforms
The speech signals s(n ) are represented using an excitation source to produce the 
LPC excitation r(n) and a LPC filter h(n) that models the resonant characteristics of the 
speech spectrum. This can be simply formulated as:
n
s(n) =  ^  h{n — m )r(m ) (5.1)
m —0
The LPC excitation signal can be represented based on the sinusoidal modelling which 
uses the sum of sinusoids of arbitrary amplitudes, frequencies and phases [6 8 ]. This can
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be formulated as,
{
Lm
Y  A k(n)e^ k^  j  (5-2)
where,
/3k(n) = nuk(n) -f 8k (5.3)
where A k(n) and tok(n) represent the slowly time varying amplitude and frequency and 
Ok represents a fixed phase offset for the kih sinusoidal component. The LPC excitation 
signal represented by Eq. 5.2, is then shaped by the slowly time-varying LPC filter (or 
Vocal Tract filter) which can be formulated as
H{lj) =  G(w)ejaW  (5.4)
Using Eq. (5.2) and (5.4) in (5.1), the speech signal which has been reconstructed by the 
slowly time varying nature of the parameters, can be written as,
s(n) =  R e i M A k(n)G[Mn)]e^(n u ^ n ) + 6k + a M n ) ] ) \  (5 .5 )
=  Re Affc(n)e^*:(n ) )  (5.6)
where
Affc(ra) =  A k(n)G[uk(n)\ (5.7)
tf>k(n) =  nuk(n) + 0k + a[u;k(n)] (5.8)
represent the amplitude and phase of the kth sinusoidal component.
In this section, the speech is assumed to be represented by slowly time-varying 
parameters. In the next section, the estimation of this parameters will be discussed.
5.2.2 Analysis and E stim ation of Sinusoidal Com ponents
In the sinusoidal analysis and/or synthesis procedure, the model parameters are first 
extracted which represent a portion of the LPC excitation waveform. These parameters 
are used to reconstruct an LPC excitation waveform that is as close as possible to the 
original LPC excitation waveform. During the analysis procedure, it is desirable to have 
a robust parameter extraction algorithm which could be applicable for a variety of speech 
signals (e.g., noisy or purely periodic speech signals). Sinusoidal representation of the 
LPC excitation signal is very complicated. Therefore, the solution to this problem will 
be based on some assumptions.
The speech signal is first broken down into frames, each of duration N  +  1 samples. 
During the duration of a frame, it is assumed that the LPC filter and excitation param­
eters are fixed. A frame of speech, s(n) is then LPC analysed to obtain the LPC filter
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coefficients. In the LPC analysis, the inverse process of the speech production model is 
optimally estimated on a certain error criterion. The prediction coefficients ak are com­
puted to minimise the mean squared prediction error (MSPE) using the autocorrelation 
LPC analysis method [59] which has already been described in Chapter 4. The computed
LPC coefficients are then quantised and used to form an inverse filter to derive the LPC
excitation, x (n ), as
p
x(n) == s(n) — ^2  a,ks(n — k) ; n =  0 , 1 ,..., N. (5-9)
k= i
where p is the order of the LPC filter. In the case of fixed LPC filter and excitation 
parameters for each speech frame, Eq. (5.3) can be modified as,
#fe(ra) =  raw? +  (5.10)
where m  indicates the number of frame. The parameters of the model may vary from 
one frame to another. In this case, using modified f t(n ) , the LPC excitation can be 
re-formulated as,
I Jm • m
r(n )ss  (5.11)
k= 1
where 7 ™ =  is the complex amplitude and 0 <  n <  N  is the time samples. In
order to estimate excitation parameters, mean squared error (MSE) criterion is used to 
fit the synthetic LPC excitation waveform r(n) given in Eq. (5.11) to the original LPC 
excitation waveform x(n)  given in Eq. 5.9. The MSE criterion can be expressed as,
= |x(n) -  r(n ) | 2 (5.12)
n=0
Eq. 5.12 is a non-linear equation which is very complicated to solve and estimate the 
excitation parameters. Therefore, in order to eliminate this complication, the input speech 
signal is assumed to be perfectly voiced speech, in which case Eq. (5.11) can be written 
as,
I'm
K ") =  E  l k ^ nkw° ) (5-13)
k=l
where u™ =  2ir/T™ is the fundamental frequency which is related to the pitch period T™ 
and assumed to be fixed during m th frame. McAulay and Quatieri have applied various 
simplifications and assumptions to the MSE criterion in order to reach the final result. In 
this case, the optimum estimate for the amplitude and phase can be written as,
7 ? = * ( * < )  (5 .1 4 )
where X ( oj) is the short time Fourier transform of the input LPC excitation signal, x(n).
The MSE criterion is then minimised by selecting all of the harmonic frequencies in the
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speech bandwidth B , i.e, Lm =  B / lo™. Although this result is equivalent to a Fourier series 
representation of a periodic speech waveform, the Eq. 5.14 results a general procedure 
for the practical case. This is due to the assumption that the LPC excitation power 
spectrum |X(a; ) | 2 is to be a continuous function of frequency lj. For the assumption 
of the speech signal being purely voiced speech, the LPC excitation spectrum will be 
pulse-like in nature, with peaks occurring at all of the harmonics of the fundamental 
frequency. Therefore, the frequencies of the sinusoids correspond to the location of the 
peaks of the LPC excitation spectrum. The estimates of the amplitudes and phases are 
then obtained by evaluating the short time Fourier transform (STFT) at the frequencies 
of the peaks. This interpretation can be applicable to both purely voiced and unvoiced 
speech signals. During steady voicing, neighboring peak amplitudes are separated by the 
fundamental frequency. In this case McAulay and Quatieri has suggested that the desired 
resolution can be achieved most of the time, when the analysis window is at least two pitch 
periods wide. Although the window width could be set on the basis of the pitch of the 
previous frame, it is adequate to adapt it to the average pitch, as this makes the excitation 
analyzer less sensitive to the performance of the pitch estimator. During strongly voiced 
speech frames, the analysis window width is adjusted from one frame to another using the 
average pitch period which is updated for every frame. During frames of unvoiced speech, 
the window is held fixed at the value obtained on the preceding voiced frame. Once 
the window width for a particular frame has been specified, the type of window such as 
Hamming window is computed and applied to the excitation signal in order to form the 
LPC excitation spectrum. Fig. 5.2 (a) and (b) illustrate a typical LPC excitation signal 
and its spectrum (using 256 point FFT) respectively for a frame of voiced speech together 
with the amplitudes and frequencies of the spectral peaks. The estimation procedure has 
been based on the properties of purely voiced speech. The properties of unvoiced speech 
have not been taken into account. In order to apply the sinusoidal model to  unvoiced 
speech, the frequencies corresponding to the LPC excitation spectral peaks should be close 
enough. Fig. 5.3 (a) and (b) illustrate a typical LPC excitation signal and its spectrum 
using 256 point FFT for a frame of unvoiced speech together with the amplitudes and 
frequencies of the spectral peaks.
The analysis of the LPC excitation waveform in terms of the amplitudes, frequencies 
and phases of a set of sinusoids for each speech frame has been presented. The estimated 
model parameters are then quantised, coded and transmitted to the receiver. The received 
information is processed as will be described in the next sections.
5.2.3 Synthesis o f Sinusoidal Com ponents
Since a set of amplitudes, frequencies and phases are estimated for each frame, these 
parameters can be used to estimate synthetic LPC excitation signal for the m th speech
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Figure 5.2: Typical plots for voiced LPC excitation (a) Time domain signal and (b) 
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Figure 5.3: Typical plots for unvoiced LPC excitation (a) Time domain signal and (b) 
Spectrum magnitude
C h a p t e r  5  S in e  W a v e  E x c it e d  L in e a r  P r e d ic t io n  S p e e c h  C o d in g
5 .2  SWELP S p e e c h  C o d in g  S y s t e m 8 6
frame using the equation
J->m ^ ^
r (” ) =  £  A f  cos (nu>f +  (5.15)
k=l
where n =  0 ,1 ,2 , N  and (N  +  1) is the length of the synthesis frame. If this method 
is directly applied on the original speech waveform as in [6 8 ] [70] [6 6 ], due to the time 
varying nature of the parameters described in the previous sections, this straightforward 
approach causes discontinuities at the frame boundaries. These discontinuities seriously 
effect the output speech quality. Therefore, various methods have been found to smoothly 
interpolate the excitation parameters from one frame to those that are obtained on the 
next. The most straightforward approach for performing this interpolation is to overlap 
and add time-weighted speech segments of the sinusoidal components [41]. This was done 
by McAulay and Quatieri [71] using the estimated amplitude, frequency and phase to 
construct sinusoids. These sinusoids are then weighted by a triangular window which 
has a duration equal to twice the length of the synthesis frame, N.  The time weighted 
components corresponding to the lagging edge of the triangular window are added to the 
overlapping leading edge components that were generated during the previous frame. If 
this overlap-add procedure is used at higher frame rates, then this is a desirable system 
to use in the synthesizer. However, there are many other possibilities, such as mid-rate 
speech coding [6 6 ], where lower frame rates are necessary. In these cases, an alternative 
interpolation technique to the overlap-add synthesiser has been developed by McAulay 
and Quatieri [6 8 ]. This technique is based on the frame to frame frequency matching 
procedure in which the sinusoid amplitudes and their phases are interpolated using a 
linear function and a cubic polynomial respectively, across the frame boundaries.
Since the SWELP speech model produces speech based on the sinusoidal represen­
tation of the LPC excitation waveform, and since the LPC filter uses the memory of the 
previous speech samples, this filter acts as an overlap and add method for interpolating 
the speech waveform from one frame to another. Another advantage of using LPC filter is 
that, since the LPC excitation is independent from the formant structure of a spectrum, 
formant tracking to interpolate the formants is not needed during speech synthesis. This 
is done automatically by the LPC filter which does not create such a problem. However, 
in order to further increase the smoothness of the output speech, the model parameters 
of the excitation are interpolated from one frame to another. A method will now be 
described that matches the parameters estimated in the previous and the current frame 
and interpolates the matched components of sinusoids.
5.2.3.1 Interpolation of Sinusoid Components
In speech spectrum, the location of peaks or formants changes as the pitch changes 
from one frame to the another one. During rapidly varying regions of speech, such as
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voiced/unvoiced transitions, there will be rapid changes in both the location and the 
number of peaks. In order to cope with for such rapid movements in the spectral peaks, 
the concept of birth and death of sinusoidal components is introduced by McAulay and 
Quatieri. In a speech spectrum, it is possible for a formant to be born or died or tracked. 
These can be clearly illustrated in Fig. 5.4.
Figure 5.4: Illustration of Formant tracks of speech signals in time
In order to interpolate the excitation parameters from one frame to the next, a pro­
cedure that matches the spectral peaks from frame to another frame has been developed. 
This matching process in the interpolation algorithm for each frequency u™ in m th frame 
to some frequency cd™ * 1 in m  +  1th frame has been described in detail in [6 8 ] and will not 
be discussed in this thesis again.
The effects of the birth-death procedure for frequency locations of peaks in the 
speech spectrum is shown in Fig. 5.5. Fig. 5.6 shows the frequency frequency tracks of 
spectral peaks for a segment of real speech. This illustrates the ability of the matching 
procedure to adapt quickly during rapid variation of speech signals.
Using the frequency-matching algorithm mentioned above, all of the parameters 
computed for an arbitrary frame m  are associated with a corresponding set of parameters 
for frame (m +  1 ). If and (A™+1 ,cj™+1 , 0™+1) illustrate the successive sets
of parameters for the kth frequency track, the amplitude interpolation problem can be
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Figure 5.5: Illustration of frequency tracks using the birth-death frequency tracker
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Figure 5.6: Typical harmonic frequency tracks for real speech
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solved using linear interpolation technique which is formulated as,
n
M k{n) = A ?  + (Aj? + 1  -  A” )— (5.16)
where rc =  0,l,...,./V  — l i s  the time sample for the m th frame
It should be noted that linear interpolation technique can not be applied to the 
frequency and phase components, because the computed phase 9? is obtained modulo 
27r. Hence, phase unwrapping should be performed to ensure that the frequency tracks 
are “maximally smooth” across frame boundaries. Therefore, the phase interpolation 
function can be represented by a cubic polynomial which can be formulated as,
y k(n) = 6 +  'yn +  an 2 +  firC (5.17)
This phase interpolation technique is a function of a discrete time variable n, with n =  0 
corresponding to frame m and n =  N  corresponding to frame m  + 1 . Since the derivative 
of the phase is the frequency, there are most four boundary conditions that should be 
provided by this cubic polynomial. The cubic phase function and its derivative should be 
equal the phases and frequencies which are computed at the frame boundaries. This idea 
was first proposed by Almeida and Silva for use in their harmonic sinusoid synthesiser [3] 
and then developed by McAulay and Quatieri [6 8 ]. Since the instantaneous frequency is 
the derivative of the phase, the phase function can be derivated to obtain the interpolated 
frequencies as,
■ =  7  +  2cm +  3/?n2 (5.18)
Using phase and its derivative functions, four boundary conditions can be obtained. Two 
conditions are found in the mth frame (n = 0 ) as,
8 =  9? 
7 =  <
and other two conditions are obtained in the (m +  l ) th frame (n = N)  as,
V k(N) = 9 ? + u ? N  + a N 2 +/3N3 = 9? +1 + 27rT 
V k{N) = u ?  + 2 a N  + 3 p N 2 =u ; ? +1
(5.19)
(5.20)
(5.21)
(5.22)
Since the m  +  l ih frames’ phase 9? +1 has value in the range 0  to 27r, in order to make 
the interpolation curve maximally smooth, The phase at the end of each frame should 
be augmented by the term 2t tT (T is an integer). In this case, T  is unknown and each 
value of T  can be solved for ot(T) and /?(T) using Eq. 5.21 and 5.22. This problem can 
be formulated in the matrix form as
(5.23)---
---
---
1 » 1 1
-  g m + l - Q r n -  +  2 j r T  '
.  f i ( T )  .
- 2
L N 3 !3H 1 m + 1  m  ~ U k
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Figure 5.7: Typical set of cubic phase interpolation functions
In order to choose the optimum T  for maximally smooth interpolation curve, an additional 
constrain has to be considered. A typical set of cubic phase interpolation functions for 
various T  values is shown Fig. 5.7. The best phase function to choose is the one with 
least variation. This function is defined as maximally smooth frequency track. From Fig. 
5.7, it is clear that the maximally smooth curve is the one with a bold line where T — 3. 
It has been shown [6 8 ] that the best value of T  can be calculated using,
rji* __
2ir (6f  + w ? N  -  9f +I) +  K *+ 1  -  w?)
N_ 
2 J (5.24)
The computed T* is then used in Eq. 5.23 to compute a(T*) and (3(T*). The resulting 
unwrapped phase interpolation function can be written as
q k(n) =  +  w fn  +  a (T > 2 +  p{T *)n: (5.25)
5.2.3.2 Reconstruction of Speech Signals
Using the interpolation procedure described above, the synthetic LPC excitation 
waveform r(n) can be represented by the unwrapped phase function, given in Eq.
5.25 and linearly interpolated amplitudes Mk(n) given in Eq. 5.16 for the kth track. This 
can be formulated as
r(n) =  ^ 2 M k(n)cos[^k(n)]
k= i
(5.26)
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where Lm is the number of sinusoids estimated for the m th frame. The final speech output, 
s(n) is then obtained by passing the recovered LPC excitation through the LPC filter,
p
s(n) =  r(n) +  ^  a,ks(n — k) (5.27)
k=1
The SWELP speech model described above has been used to create a good quality 
speech analysis/synthesis system. Although it is possible to discern the original from the 
synthesised speech, the analysis/synthesis system can produce a natural sounding replica 
with virtually no degradation. However, in order to obtain this good quality speech, 
the distance between analysis frames, A  must be kept sufficiently small. If A  is too 
large, then the frame to frame variation in the speech will be too great for the synthesis 
algorithm to accurately reproduce. As a result, the synthesised speech will be noisy and 
lack the clarity of the original speech. For small values of A, the speech varies gradually 
from frame to frame. This condition is necessary in order for the sinusoid amplitude 
and phase function defined in Eq. 5.16 and 5.25 to accurately interpolate the speech in 
between speech frames. One disadvantage of a small value of A  is that the number of 
model parameters which are estimated per unit time increases in inverse proportion to 
its value. This can complicate the use of the system in such applications as low bit rate 
speech coding. In order to improve the perceptual quality of the synthesised speech at low 
bit rates, an adaptive post-filter is used. The idea of adaptive post-filtering is described 
below.
5.2.4 Speech Enhancem ent
In the speech enhancement procedure, reducing noise components at certain frequen­
cies can only be achieved at the price of increased noise components at other frequencies 
[91][7]. Therefore, due to the higher noise level at low bit rate speech signals (e.g., 4.8 
kb/s and below), it is very difficult to force the noise level below a masking threshold for 
all frequencies. Since speech formants are much more important than formant nulls for 
synthesising good speech quality, the purpose of speech enhancement procedure (or post 
filtering) is to preserve the formant information while keeping the noise level in the for­
mant nulls as low as is practical. In this case, while the noise components in formant nulls 
is reduced by a post filter, the speech components in this region is also attenuated. There­
fore, by attenuating the speech and noise components in formant nulls, the post-filter only 
introduces minimal distortion in the speech signal, whilst achieving a substantial noise 
reduction.
Adaptive post-filtering has been used successfully in enhancing CELP coded speech 
[21]. Similar post-filters can be used to  enhance the output of SWELP speech coders. 
The block diagram of a post-filter used in the SWELP decoder is shown in Fig. 5.8. The
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Figure 5.8: The block diagram of a post-filter used in the SWELP decoder
adaptive post filter is simply performed by a modified all-pole synthesis filter, —r,
1 — Ayzjct)
v
where A(z) = ^  a,kz~k and 0 <  a  <  1 (p is the LPC filter order). Such an all-pole post­
a l
filter reduces the perceived noise level, however, it introduces a low-pass spectral tilt in 
the speech spectrum which results in muffling in the output speech quality. A typical 
LPC spectral envelope and corresponding frequency responses of the all-pole post-filter 
for a  =  0.9, a  =  0.8, a  = 0.5 and a  = 0 are shown in Fig. 5.9. The low-pass spectral 
tilt for nonzero a  is clearly seen in Fig. 5.9. In order to reduce this spectral tilt, zeros
having the same phase angles as the poles but with smaller radii, is added to the all-pole
post-filter. The resulting pole-zero post-filter can be expressed as,
• 0 < » < ‘- <5-28>
Typical values of a  and (3 which give the optimum subjective quality, are 0.8 and 0.5 
respectively. From Fig. 5.9, it has been seen that the response for a  =  0.8 has both 
formant peaks and spectral tilt, while the response for a  =  0.5 has spectral tilt only. 
Thus, with a  = 0.8 and (3 = 0.5 in Eq. 5.28, the spectral tilt can at least partially be 
removed. The resulting frequency response of H(z)  is shown in Fig. 5.10 (for fj, =  0.0).
In informal listening tests, it was clear that pole-zero post-filter reduced the muffling 
effect significantly, however, the filtered speech remained slightly muffled. To further 
reduce the muffling effect, a first order high-pass filter is included which has a transfer 
function of [1 — ^z~x\. The resulting post-filter has the transfer function
P(z) = H(z)[  1 — (jlz~ 1] (5.29)
This high-pass filter provides a high-passed spectral tilt which compensate the low-passed 
tilt introduced by pole-zero post-filter and thus the over all post-filter, P(z)  further re­
duced the muffling effect in speech signals. The frequency response of the resulting post­
filter P(z)  with various fi (high pass filter coefficient) is shown in Fig. 5.10. The optimum
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Figure 5.9: LPC spectral envelope and the corresponding frequency response of the all­
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Figure 5.10: Frequency responses of the post-filter corresponding to the LPC spectral 
envelope shown above
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high pass filter coefficient fi is 0.3 which has been obtained experimentally. In order to 
further improve the subjective speech quality, a first order adaptive high-pass filter can 
be used which better tracks the change in the spectral tilt of H(z).  In subjective listening 
tests, a fixed filter with fj, =  0.3 was found to be quite satisfactory.
In order to eliminate occasional large gain excursion, an automatic gain control 
(AGC) is included at the output of the adaptive post-filter. The AGC is used to scale the 
enhanced speech output to have roughly the same energy as the un-enhanced noisy speech. 
This automatic scale factor is estimated using the energy ratio of the un-enhanced and 
enhanced speech output. Let {5 (72)} be the sequence of either un-enhanced or enhanced 
speech samples; then, the speech energy (enhanced and un-enhanced speech) cr2(n)  is 
estimated by using
cr2 (n) =  ('cr2(n — 1) +  (1 — C)-s2 (rc) , 0 < (  <  I. (5.30)
A typical value of f  is 0.99. The adaptive post-filter described above introduces negligible 
distortion while achieving a notable reduction of perceived noise level.
Using the above analysis and synthesis techniques, SWELP speech coding algorithms 
have been developed for coding the model parameters at varying transmission bit rates. 
These will be described in the following sections of this chapter.
5.3 SW ELP Quantisation and Coding
Among many applications of the SWELP speech model, we considered the problem 
of bit rate reduction for speech transmission and storage. In a number of speech coding 
applications, it is important to reproduce the original clean or noisy speech as closely 
as possible. For example in mobile telephone applications, users would like to be able to 
identify the person on the other end of the phone and are usually annoyed at any artificial 
sounding degradation. These degradations are particularly severe for most vocoders when 
operating in noisy environments such as a moving car. Consequently, for these applica­
tions, we are interested in both the quality and intelligibility of the reproduced speech. In 
other applications, such as a fighter cockpit, the message is of primary importance. For 
these applications, we are interested mainly in the intelligibility of the reproduced speech.
The previous sections have concentrated on the performance of the various building 
blocks of the SWELP coder under un-quantised conditions. In this section, the quan­
tisation aspects of the SWELP coders will be reported. The aim of the quantisation 
procedures is to preserve the coder performance using as few bits as possible. However, 
in order to achieve this aim, many trade-offs are possible, thus the work presented in this 
section is only a fraction of the many possible bit allocation combinations.
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The information to be quantised can be divided into four parts:
(i) LPC filter coefficients
(ii) Harmonic magnitudes or peaks of the LPC excitation spectrum 
(Hi) Harmonic Phases
(iv) Fundamental of the harmonic frequencies
The quantisation accuracy depends on the bit allocation to each parameter or the 
target bit rate for digital transmission. The quality of the coded speech is limited by two 
factors. The first is the accuracy of the speech model, and the other is the distortion 
induced by quantisation of the model parameters. Since quantisation can only degrade 
the systems’ performance, the highest quality which can be achieved, is found in the 
absence of quantisation. As discussed in the previous sections, the un-quantised model 
parameters can be used to synthesise good quality speech. Therefore, given sufficient bits, 
a SWELP speech coder can do equally well. A variety of quantisation techniques exist, 
of which many could be used to quantise the SWELP model parameters. These different 
techniques all offer a unique combination of advantages and disadvantages. The choice 
of which techniques to be used depends on the bit rate at which the system is designed 
to operate and on the relative importance of speech quality versus computation, storage 
and delay. Although, there are a lot of possibilities to develop SWELP coders operating 
between 8  - 2.4 kb/s, we have concentrated on the development of coders which operate 
at 4.8 kb/s and below.
5.3.1 Q uantisation of LPC Coefficients
The linear prediction filter coefficients are the most important parameters in any 
LPC-based coding scheme. Since LPC is widely used in low bit rate speech coding, there 
has been intense research to find efficient coding techniques for transmitting the LPC 
filter parameters. A major requirement for output speech intelligibility is the stability of 
the LPC filter both at the encoder and decoder. The LPC filter coefficients derived in 
Chapter 4 using autocorrelation and maximum likelihood spectral estimation methods, 
exhibit a wide dynamic range. As a result of this, they are very sensitive to quantisation 
noise. For efficient quantisation and filter stability, they are often transformed into one of 
many alternative forms, i.e., Log-Area-Ratio (LAR) coefficients, Inverse sine transformed 
reflection coefficients, Partial correlation (PARCOR) coefficients, etc. One representation 
of LPC parameters that has attracted a lot of interest, recently is the Line Spectrum 
Pairs (LSP) or Frequencies (LSF) [50]. The two forms have equivalent properties and 
are inter-changeable. The LPC-to-LSF and LSF-to-LPC transformations are given in 
Appendix B.
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In recent years, there has been some reported efficient LPC quantisation [108] [93]. In 
particular, the use of Line Spectrum Frequency (LSF) representation of LPC parameters 
have been widely reported. LSF is a further extension of the PARCOR model of LPC, 
and it possess some very desirable properties [56]. The LSFs are more directly related 
to observable speech spectral features such as the formants. Each LSF pair marks the 
bandwidth limits of the relevant speech formant. This is evident in Fig. 5.11 which shows 
typical LPC spectral envelope with the LSF positions superposed as vertical lines. Since
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Figure 5.11: The relationship between LSF coefficients and formants of spectral envelopes
the LPC model stresses the importance of the formants in speech perception, spectral 
reconstruction at the decoder can be made more effective since we deal directly with the 
positions and bandwidths of these formants. The difficulty of transmitting tones can be 
visualised more easily in this case. Since the tone spectrum is only a pulse, (a very sharp 
or narrow formant), the LSF pair which mark its bandwidth will be coincident presenting 
problems during computation and quantisation.
The Probability Density Function (PDF) for 10 LSF coefficients using a frame length 
of 2T.5 ms and a total number of 20000 speech frames, are shown in Fig. 5.12. The PDF 
function defines the characteristics of 10 LSF parameter quantisers. In this section, two 
type memoryless quantisation schemes in the form of 26-bit Split Vector Quantisation 
(SVQ) and 37-bit normal scalar quantisation of LSF parameters will be discussed.
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Figure 5.12: Probability Density Functions (PDF) for each LSF coefficients
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5.3.1.1 37-Bit Non-Uniform Scalar Quantiser
Scalar quantisation is applicable when high quantisation accuracy is required. Scalar 
quantisation has the advantage that it is simple to implement and is more robust than 
the VQ methods under error conditions. The LSF scalar quantisers were obtained via 
the LBG training algorithm or using PDF functions for each LSF coefficients as shown 
in Fig. 5.12 [56]. The optimal bit allocation for 37 bits/update scalar quantisation of 
each LSF parameter is shown in Table 5.1. To show the performance of this 37-bit LSF
LSF 0 1 2 3 4 5 6 7 8 9
Bits 3 4 4 4 4 4 4 4 3 3
Table 5.1: Optimal bit allocation of 37-bit LSF scalar quantiser
quantiser, the Signal to Noise Ratios (SNR) were computed by passing the un-quantised 
LPC residual through the quantised LPC synthesis filter. As the prediction gain values 
are generally accepted as an unreliable means of measuring LPC quantisation schemes, 
another measure was also used. The log spectral distortion (lsd) measure is an alternative 
measure and is widely used in speech coding and recognition. The mean square log spectral 
distortion is defined as:
lsd(n) =  [iO logiol-^H I - 1 0 1 og1 0 |tf(u> ) |] 2 (5.31)
iV k=0
where H(cu) and H(oS) are the original and quantised speech spectral envelopes respec­
tively. The overall distortion can be obtained by summing up a sequence lsd(n) as,
i M
LSD  =  T7 E  lsd(n) (dB2) (5*32)n=l
The objective performance of this 37-bit LSF scalar quantiser is shown in Table 5.2. A
Seg-SNR (dB) LSD  (db2) lsdmaj; (db ) isdm{fi (db )
14.23 0.36 4.86 0.01
Table 5.2: The objective performance of 37-bit LSF scalar quantiser
typical plot of original and quantised LPC spectral envelopes and LSF trajectories for 37 
bits/update are shown in Fig. 5.13 and Fig. 5.14 respectively. A listing of a typical 
37-bit LSF scalar quantiser is shown in Appendix C.
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Figure 5.13: A typical plot of original and 37-bit quantised spectral envelopes
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Figure 5.14: Original and 37-bit quantised LSF trajectories from frame to frame
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5.3.1.2 26-Bit Split Vector and Scalar Quantiser
Vector quantisation over the LSF vector can be directly applied, but for good per­
formance, this is usually not performed. The reasons for this are:
(z) For higher rate VQ, a substantial duration of training speech is required to fill the
VQ code-book content, and
(zz) Complexity increases exponentially.
For these reasons, a split VQ (SVQ) is used. The splitting of the LSF vector into 
a number of smaller vectors requires lower memory storage and more efficient search 
procedures can be formulated. For a 10th order LSF, the strategy employed in the SVQ is 
to divide the vector into sub-vectors of {3,4,3} size. The division allows the quantisation 
of the individual sub-vectors to be varied in accordance with subjective performance. The 
first vector elements (0,1,2) are scalar quantised and the remaining two vectors ({3 ,4 ,5 ,6 } 
and {7,8,9}) are vector quantised. The optimal bit allocation of 26-bit SVQ quantiser is 
shown in Table 5.3. During the search of the side sub-vectors, considerable computational
LSF 0  1 2 {3 ,4 ,5 ,6 } {7,8,9}
Bits 3 4 4 8 7
Table 5.3: Optimal bit allocation of 26-bit LSF SVQ quantiser
savings were gained by searching for the vectors which satisfied the LSF ordering property, 
i.e., for sub-vectors with elements {3,4,5,6}, the condition L S F 2 B  < L S F $, and for 
sub-vectors with elements {7,8,9}, the condition LSF& B  < L S F 7. The threshold 
B  ensures that adjacent elements are at least separated by a margin. This avoids the 
occurrence of possible annoying pops as a result of the sharp formants produced by close 
LSF elements. A typical value of B  is 50 Hz.
The objective performance of this straight SVQ of the LSF parameters is tabulated 
in Table 5.4. When SVQ was applied to low rate coding as will be described in the next
Seg-SNR (dB) L S D  (db2) L>drnax {db ) ^ d m{n {db )
12.81 0.98 9.18 0.06
Table 5.4: The objective performance of 26-bit LSF SVQ quantiser
chapters, its performance degradation was found to be quite acceptable. A typical plot 
of original and quantised LPC spectral envelopes and LSF trajectories for 26 bits/update 
are shown in Fig. 5.15 and Fig. 5.16 respectively.
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Figure 5.15: A typical plot of original and 26-bit quantised spectral envelopes
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Figure 5.16: Original and 26-bit quantised LSF trajectories from frame to frame
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5.3.2 P redictive Phase M odel
In sinusoidal modelling of speech signals, various approaches has been used to predict 
the phases as a function of time [44] [5]. McAulay and Quatieri [67] have used another 
approach in the frequency domain for predicting the phases which will be described as 
follows:
Frequency domain phase prediction method is based on a parametric model to de­
scribe the phase measurements. In this phase prediction algorithm, during steady voicing, 
the LPC excitation waveform will have a sequence of pitch pulses in which a pitch pulse 
occurs when all of the sinusoids add coherently (i.e, are in phase). Using this information, 
the LPC excitation waveform can be represented as
Lm
r(n , n 0) =  £  A k^ n~n^  (5.33)
k= 1
where n 0 is the onset time [67] of the pitch pulse measured with respect to the beginning 
of the analysis frame. From this equation, it is clear that the LPC excitation phases are 
linear function of frequency. The predictive phase model depends on the parameter of n0 
which should be computed in a way that minimises the error between r(n , n0) and r(n) 
given in Eq. 5.11. Therefore, as usual, minimum mean squared error (MSE) criterion is 
used to compute the onset time n0. It can be easily shown that the MSE between r(n) 
given in Eq. 5.11 and r(n ,n 0) given in Eq. 5.33 can be simplified to form an expression
Lm
n°) =  E  A k cos(<fe +  n<>Uk) (5.34)
k~ 1
The onset time n 0 can be then obtained by maximising the Eq. 5.34. X(n0) is function 
of n0 which is highly non-linear, and it is not possible to find a simple solution for the 
optimum value of n0. Therefore, the optimum value of n0 is obtained by evaluating the 
function X(n0) over a range of the largest expected pitch period. Fig. 5.17 shows a typical 
plot of the pitch onset likelihood function for a frame of speech. From this phase prediction 
model, it is clear that during voiced speech, it is possible to estimate the onset time of 
the pitch pulses from the phase measurements used in the sinusoidal representation.
5.3.3 4.8 K b /s  SW ELP Speech Coder
An analysis/synthesis SWELP coding system has been developed based on the sinu­
soidal representation of the LPC excitation waveform [101][103][102]. The un-quantised 
version of SWELP coding system produces synthetic speech that is very close to the orig­
inal speech. Therefore, this offers a potential for a high quality speech coding system. 
The problem is now how to quantise and encode the SWELP model parameters at low
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Figure 5.17: Pitch onset time likelihood function of a block of speech
bit rates (4.8 kbits/s and below) and result in a high quality speech compression system. 
Straight forward quantisation and coding each of the model parameters would result a 
good system, however, the transmission bit rate would be too high and it would not be 
efficient for transmission. Since the SWELP speech model parameters are the LPC co­
efficients, and a set of sinusoidal waveform components of LPC excitation (amplitudes, 
frequencies and phases), and since there can be as many as 80 sinusoids in a 4 kHz speech 
bandwidth for a low pitched (50 Hz) speech sentence, it is not possible to code all of the 
parameters directly at very low bit rates. Therefore, in this section, speech properties will 
be discussed that can be used to reduce the number of parameters to be quantised at low 
bit rates (4.8 kbits/s and below).
The pitch estimation algorithms described in Chapter 4, are used to determine a 
set of sinusoidal harmonics in a way that the sum of these sinusoidal harmonics are 
perceptually as close as to the original LPC excitation waveform. In this case, coding of the 
individual frequency locations in speech spectrum is avoided. The amplitudes and phases 
of the sinusoidal components are then obtained by sampling the LPC excitation spectrum 
at the harmonics of the fundamental frequency. In order for efficient quantisation and 
coding of LPC excitation phases, a predictive model for the phases of sinusoids was 
developed by McAulay and Quatieri [67] as has been described earlier in this chapter.
Using the information presented above, a basic approach was established for a good
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quality 4.8 kb/s SWELP speech coder. Speech signals are sampled at 8  kHz and segmented 
by a 27.5 ms Hamming window. The estimated speech model parameters were coded at
4.8 kb/s using a frame length of 16.25 ms (130 samples). In this case, 78 bits per frame are 
required in order to code the SWELP speech model parameters (harmonic magnitudes and 
phases, fundamental frequency and LPC filter coefficients). The number of bits allocated 
to each of these parameters per frame is tabulated in Table 5.5. The 10 LPC coefficients
Parameters Number of Bits/Frame Bit Rate (kb/s)
Fundamental Frequency 8 0.4923
1 0  LPC Coefficients 37 2.2769
Harmonic Phases 15 0.9231
Harmonic Magnitudes 15 0.9231
Voicing Prob. (Pv) 3 0.1846
Total 78 4.8
Table 5.5: Bit allocation for 4.8 kb/s SWELP speech coding system.
are scalar quantised using 37 bits as was discussed in the previous section and the other 
parameters are quantised and coded as follows:
5.3.3.1 Fundamental Frequency Encoding
The fundamental frequency of each speech frame are determined using one of the 
algorithms that has been described in Chapter 4. Each of these algorithm estimate the 
fundamental frequency with a fixed resolution. Therefore, these algorithms act as a 
quantiser which fix the value of the fundamental frequency to one of 256 levels ( 8  bits) 
with half sample accuracy in pitch period. This quantiser is either logarithmic quantiser 
in frequency scale using the fundamental frequency region of 67 - 500 Hz or uniform 
quantiser in time scale using the pitch period range of 16 - 120 samples. This represents 
the fundamental frequency accurately without introducing any noticeable quantisation 
distortions.
5.3.3.2 Encoding of Spectral Harmonic Magnitudes
In order to code the spectral magnitude information at low bit rates, a perception- 
based strategy was exploited which has been previously developed for channel vocoders 
[45]. The amplitude coding efficiencies are obtained by allowing the channel separation 
to increase logarithmically with frequency. Instead of implementing a set of band pass 
filters to obtain the channel amplitudes as in channel vocoders, the average energy for each
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channel is computed from the harmonic magnitudes that fall in the corresponding channel. 
An 8 -channel design has been developed which allowed linearly-spaced frequencies in the 
baseband and logarithmically-spaced frequencies in the higher frequency region depending 
on the number of harmonics in 4 kHz speech bandwidth or the fundamental frequency. 
These channel energies are then quantised and transmitted to the receiver. At the receiver 
side, the spectral magnitude envelope is constructed by linearly interpolating between the 
channel magnitudes. This envelope is then sampled at the harmonics of fundamental 
frequency to obtain the amplitudes of sinusoids to be used for synthesis.
While this amplitude quantisation algorithm may be a reasonable technique for low 
pitched speakers (< 500 Hz), it is obviously inefficient for high pitched speakers. For 
example, if the pitch is above 500 Hz, then there are at most 8  sinusoids, and these could 
have been coded directly. In this case, a procedure has been found that channel spacing 
is increased with higher pitch frequencies. Around 500 Hz, all harmonic magnitudes are 
coded directly without applying channel separation. If fo is the pitch and there are to 
be M  linearly-spaced channels out of a total of N  channels, then the linear baseband 
ends at frequency Jm  =  Mfo. The spacing of the (N  — M )  remaining channels increase 
logarithmically as,
/n =  (1 +  a )/* -!  M  + 1 < n < N. (5.35)
The expansion factor a  is chosen such that //v is as close to the 4 kHz band edge as is 
possible. This rule is used whenever the pitch is in the range 250H z < fo < 500H z.  If 
the pitch, fo < 2hOHz, then the fixed 250 Hz linear/logarithmic design is used, and if 
fo >  500Hz,  the pitch adaptive linear design is used.
The channel amplitudes {Afc} £ ;1 are real values which must be quantised prior to 
encoding. The set of channel amplitudes has been quantised using a Discrete Cosine 
Transform (DCT) which is discussed in [47] as
1 N
DCT{k) = - ' £ A j cos
1 i=i
*■(* - 1 )0 ' - 1 )
N
(5.36)
The first DCT coefficient D C T(0) (i.e., the D.C. value) is scalar quantised using 5 bits. 
The higher order DCT coefficients are normalised to the first DCT coefficient or D.C. 
value as
v (‘ > - £ ^ 5) 1 £ i £ 'v - ( 5 3 7 )
Fig. 5.18 illustrates the normalised higher order DCT coefficients V(k)  for some sets of 
channel amplitudes. As is seen from the Fig 5.18, there is a lot of correlation between 
normalised higher order DCT coefficients from one frame to another which is suitable for 
vector quantisation.
Therefore, the vector V(k) is vector quantised using a 10-bit code-book. This is 
accomplished by computing the mean square error between the un-quantised vector and
C h a p t e r  5  S in e  W av e  E x c it e d  L in e a r  P r e d ic t io n  S p e e c h  C o d in g
5 .3  SWELP Q u a n t i s a t i o n  a n d  C o d in g 1 0 6
Figure 5.18: Normalised higher order DCT coefficients for some sets of channel amplitudes.
each of the 1024 quantisation vectors in the code-book.
At the decoder side, once the DCT coefficients have been decoded, an inverse DCT 
is computed. This is done as
N
Aj = ^ 2  DCT{k) cos
k- 1
w(k  -  1 ) ( j  -  I)
N
(5.38)
Finally, the reconstructed channel amplitudes are used to obtain the harmonic spectral 
magnitudes as described above. The effect of the quantisation of channel amplitudes is 
shown in Fig. 5.19. The objective performance of the 8 -channel amplitude quantiser is 
obtained using segmental signal-to-noise ratio over 20000 frames as tabulated in Table 
5.6.
Seg-SNR (dB) S N R max jdB) SNRmin (dB)
16.75 34.20 6.60
Table 5.6: The objective performance of 8 -channel amplitude quantiser
Although the pitch adaptive 8 -channel amplitude encoder has been designed for 
operation at 4.8 kb/s, it could operate at any rate from 2.4 kb/s to 8  kb/s simply by
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Figure 5.19: The quantisation effect of the channel amplitudes.
changing the bit allocation for the magnitudes, phases and LPC coefficients. While the 
quality improved at the higher rates it was felt that even better performance would have 
been obtained had the number of channels been increased beyond the 8 -channels of the 
design.
5.3.3.3 Encoding of Harmonic Phases
Phase encoding is a major source of degradation in SWELP coders since there is a 
small number of bits to encode the phase at low bit rates and phase plays a fundamental 
role at least in voiced and transition speech segments. In unvoiced frames, where a high 
number of sinusoids are used to represent the speech signal, there is usually less than 
one bit to encode each phase. Therefore, phase coding must be based on a well defined 
strategy or model. The two driving ideas we have followed in this coder are:
(i) Exploit phase prediction in voiced speech frames
(ii) Maintain irregular phase structure in unvoiced speech frames.
During steady voicing, the glottal excitation can be thought of as a sequence of 
periodic impulses which can be decomposed into a set of harmonic sinusoids th a t add 
coherently at the time of occurrence of each pitch pulse. Based on this idea, a model for
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the glottal excitation can be written as,
L(u>0)
f(n) =  A(fcw0)e3'K" _ " ° ) t o ‘,+£((" '’)1 (5.39)
k=l
where A(cj) is the amplitude envelope, n0 is the pitch onset time, uj0 is the pitch frequency 
and e(w) error compensation components for phases. Fig. 5.20 illustrates the phase errors 
between the original and the predicted phases as,
ep(k) = cos(9k) — cos(—n0kuJo) 5 1 < k <  Lm (5.40)
where 9k are the original phases. During unvoiced and transition region of speech, mean-
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Figure 5.20: The error between the original and predicted phases
ingless pitch estimates are made which can lead to perceptual artifacts when ever the 
pitch estimate is greater than about 150 Hz. This is due to the fact that, in these cases, 
there are too few sinusoids to adequately synthesise a noise-like waveform. This problem 
can be eliminated by defaulting to fundamental frequency to be reduced harmonic by 
harmonic during unvoiced speech whenever the pitch exceeds 100 Hz. In order to do this, 
a voicing dependent cut off frequency, toc is determined as,
u c{Pv) = kPv (5.41)
which is a function of voicing probability Pv and is constrained to be no smaller than 
the base band (800 Hz). In the sinusoidal modelling of speech, the degree of voicing is
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determined using the degree of closest fit between the harmonic model represented in Eq. 
5.39 and the original sinusoidal model represented in 5.11 [73]. The accuracy of this fit 
can be related to the signal-to-noise ratio (SN R )  which can be computed as,
N - 1
I ]  K n )i2
S N R  = jy _ 1 n = 0------- :--------- (5.42)
£  |r ( r a ) - r ( n , 0 | 2
n=0
If the S N R  is large, then the MSE is small and hence, the harmonic fit is very good, which 
shows that the input speech is most likely voiced. For small S N R , on the other hand, 
the MSE is large and hence, the harmonic fit is quite poor, which shows that the input 
speech is more likely to be unvoiced. Therefore, the degree of voicing Pv is a function of 
the S N R  which can be represented as,
1 S N R  > 10 dB
P v = { 1 (S N R  -  4) 4 <  S N R  <  10 dB  (5.43)
0 S N R  < 4  dB
where Pv represents the probability that speech is voiced and the S N R  is expressed in 
dB. Fig. 5.21 illustrates the voicing probability, Pv as a function of the S N R  and for this 
example the S N R  is about 10 dB  showing that the speech is clearly voiced.
Using the voicing dependent cut off frequency toc(Pv), If the actual pitch estimate 
is uj0 then sine wave frequencies used in the reconstruction are
_  /  koj0 kujQ < u c(Pv) ( v
Uk \  k*<jj0 + (k — k*)[(jj0 — Ar(cj)] kw0 >  toc(Pv)
where k* is the largest value of k for which k*u>0 < ujc(Pv), and where A r(u>) is a frequency 
dependent reduction factor in fundamental frequency.
The phase error compensation components, e(ku>0) are coded as
|  u{_ ^  ^  ^  > (5.45)
where U[—7r ,7r] is a uniformly distributed random variable between —7r and ir and Vk(i) 
is a random vector, 1 <  i < CB,  selected from a code-book of C B  code-words. For the 
development of 4.8 kb/s SWELP coder, the linear phase component of the synthetic phase 
which ensures coherence, requires the specification of the onset time n0 of the excitation 
pulse. This onset time is uniformly scalar quantised using 6  bits. The second component 
of the synthetic phase (error compensation component ) depends on a frequency cut off
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Figure 5.21: Voicing probability as a function of signal to noise ratio (S N R )
ijjc which adapts to a voicing probability denoted by Pv and represented using 8  voicing 
possibilities (3 bits). The error compensation components which fall below the cut-off fre­
quency band are vector quantised using a code-book with 1024 entries (10 bits). Therefore, 
code-word selection consists of an exhaustive search to find the code-word yielding the 
least mean squared error (MSE). The MSE between two sinusoids of identical frequency 
and amplitude but differing in phase by an angle A& is A |[ 1 — cos(A^)]. The code-word 
is chosen to minimise,
Lpv
^ ( 0  = (! -  cosiek -  VUOD . (5-46)
fc=i
where Lpv is the number of error compensation components which fall below the cut-off 
frequency. Since phase error compensation components in a given spectrum tend to be 
uncorrelated and uniformly distributed, the code-words are constructed from uniformly 
distributed noise sequences. The performance of the system was found to  be very good 
producing speech which is indistinguishable from the original speech.
Using coded model parameters at 4.8 kb/s, the SWELP speech model produces the 
speech waveform as shown in Fig. 5.22. As can be seen from the Fig. 5.22, the voiced 
part of speech is more accurately processed than unvoiced part of speech segments.
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Figure 5.22: The original and reconstructed waveforms at 4.8 kb/s for (a) Voiced (b) 
Unvoiced speech segments
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5.3.4 2.4 K b /s  SW ELP Speech Coder
Using the information which has been presented above for a 4.8 kb/s SWELP speech 
coder, a basic approach has been developed for a good quality 2.4 kb /s SWELP speech 
coder. As mentioned previously, the parameters of each frame consist of a fundamental 
frequency, LPC filter coefficients, a set of harmonic excitation magnitudes and phase 
information (pitch onset time and voicing probability). The quantisation of each frame is 
done in a manner similar to the previously designed 4.8 kb/s system. However, a series 
of different algorithms are used which are designed around the characteristics of each 
parameter. By incorporating some of the techniques which were discussed in the previous 
section, the 2.4 kb/s SWELP speech coder is able to achieve performance comparable to 
that of the earlier 4.8 kb/s system.
For the design of 2.4 kb/s SWELP speech coder, a 27.5 ms Hamming window has 
been used to segment 4 kHz speech sampled at 8  kHz. The estimated speech model 
parameters are coded at 2.4 kb/s using a frame length of 20 ms (160 samples). This 
allows 48 bits per frame for coding all parameters of the SWELP speech model. The 
number of bits allocated to each of these parameters per frame is tabulated in Table 5.7.
Parameters Number of Bits/Frame Bit Rate (kb/s)
Fundamental Frequency 8 0.4
10 LPC Coefficients 26 1.3
Harmonic Phases 6 0.3
Harmonic Magnitudes 5 0.25
Voicing Prob. (Pv) 3 0.15
Total 48 2.4
Table 5.7: Bit allocation for 2.4 kb/s SWELP speech coder.
The 10 LPC coefficients are split vector and scalar quantised using 26 bits as was 
discussed in the previous sections. The fundamental frequency is quantised using either a 
logarithmic quantiser in the frequency scale or a uniform quantiser in the time scale. In 
order to represent the fundamental frequency accurately, an 8 -bit (256 levels) quantiser 
has been used as in the 4.8 kb/s SWELP speech coder.
The harmonic excitation magnitudes are coded using the same technique employed 
by channel vocoders [45] as discussed earlier. However, since there are not enough bits for 
coding the model parameters at 2.4 kb/s, we used a single channel design. In this case, 
the channel amplitude is computed as:
am = —  (5.47)
k=1
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and the harmonic magnitudes are assumed to be on the same amplitude level, crm. The 
channel amplitude crm is quantised using a 5 bit logarithmic quantiser.
The next parameters to be quantised are the harmonic phases. Firstly, the harmonic
phases are predicted using the concept of onset time which is quantised and coded as has
been discussed in the previous sections. Based on, experiments, it was observed that 
during steady voicing, the predictive phase model was quite accurate resulting in phase 
error compensation components that were essentially zero, while during unvoiced speech, 
the phase predictions were poor resulting in phase error compensation components that 
appeared to be random values within [—7r, 7r]. During transitions and mixed excitations, 
the behavior of the phase error compensation components were some where between these 
two extremes. The error compensation components for the phases are then estimated 
using the cut off frequency determined earlier as
si \   f  0  ku>o ^  ^ c ( F y )  / c  / i q \
U°) { U[~7T, 7r] ku0 > tOc{Pv)
where U[—7r , 7r] is a uniformly distributed random variable between — it and 7r. The 
linear phase component of the synthetic phase which ensures coherence, requires the 
specification of the onset time n0 of the excitation pulse. This onset time is uniform scalar 
quantised using 6  bits. The second component of the synthetic phase (error compensation 
component ) depends on a frequency cut off ujc which adapts to a voicing probability 
denoted by Pv and represented using 8  voicing possibilities (3 bits). In a system, this 
adds noise to voiced speech and makes unvoiced speech be buzzy.
Fig. 5.23 shows a speech waveform produced by the 2.4 kb/s SWELP coder. As 
can be seen from the Fig. 5.22, the voiced part of speech is more accurately processed 
then the unvoiced part of speech segments.
5.4 Subjective Performance Evaluation
Objective distortion measures provide some indication about the speech quality of 
a system. However, for a real assessment of the quality, subjective tests are needed. The 
subjective tests can be divided into two basic categories: the ones testing intelligibility 
and the ones testing quality. The two classes are not disjoint, of course, and good quality 
implies good intelligibility while the converse is not necessarily true.
5.4.1 Speech Intelligibility
The intelligibility tests are based on the ability of listeners to distinguish phonemes 
with common attributes. The most popular and widely used intelligibility test is the
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Figure 5.23: The original and reconstructed waveforms at 2.4 kb/s for (a) Voiced (b) 
Unvoiced speech segments
C h a p t e r  5 S in e  W a v e  E x c it e d  L in e a r  P r e d ic t io n  S p e e c h  C o d in g
5 .4  S u b j e c t iv e  P e r f o r m a n c e  E v a l u a t io n 1 1 5
Diagnostic Rhyme Test (DRT). In this test, one word of each rhyming group of words is 
presented to listeners, and they are asked to pick the word that was spoken. The words 
of each group differ only in one attribute of the first consonant. The score of the DRT, 
Q can be formulated as,
Q =  (5.49)
where R  is the number of right answers W  is the number of wrong answers and T  is the 
total number of listeners involved. Typical values of DRT range between 75 and 95. A 
“good” system would have DRT score of about 90 and above. An informal DRT test was 
conducted in our speech laboratory using 50 test words spoken by one female and male 
speaker at a rate of approximately one every 1.5 seconds. These test words are shown in 
Table 5.8.
Group No Rhyming Test Words
1 Bean Pean Keen Dean Tean
2 Pent Tent Kent Rent Sent
3 Sing Ring King Wing Thing
4 Jest Test Rest West Guest
5 Will Bill Till Pill Kill
6 Sold Told Hold Gold Cold
7 Foil Coil Boil Oil Soil
8 Led Red Bed Fed Wed
9 Book Took Cook Look Hook
1 0 Rave Rake Race Rate Ray
Table 5.8: Test words used in DRT test
The DRT tests were limited to clean speech. The results are presented in Table 
5.9. Each of DRT scores has a performance category [94]. These categories are: between
Speech Coder DRT Score Category
Original Speech 97.0 Excellent
4.8 kb/s DoD CELP 92.7 Good
4.8 kb/s SWELP 92.9 Good
2.4 kb/s SWELP 91.5 Good
Table 5.9: DRT scores for several speech coders
95 and 100 is regarded as “excellent”, 87 - 95 is “good”, 79 - 87 is “/a z r”, 70 - 79 is 
“poor” and below 70 is considered unacceptable or “bad”. The DRT scores reported here 
have been generated under limited conditions and with inexperienced testing subjects. It
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should be noted that listener experience has a significant effect on DRT ratings. Under 
this criteria both 4.8 and 2.4 kb/s SWELP coders produce good quality speech. The 4.8 
kb/s SWELP speech coder was found to be slightly more intelligible than the 4.8 kb/s 
DoD CELP. The DRT score for the Federal Government standard, 2.4 LPC-10 algorithm 
was reported in [1 2 ] to be 90.0%. Although, the comparison of 2.4 kb/s LPC-10 and 
SWELP coders is not fair due to different test conditions, 2.4 kb/s SWELP coder was 
found to be more intelligible than the 2.4 kb/s LPC-10 Government Standard.
5.4.2 Speech Quality
One approach to determine the speech quality quantitatively is to use the Diagnostic 
Acceptability Measure (DAM). In order to apply a DAM test, listener crews are needed. 
Listener crews are to be highly trained and constantly calibrated in order to determine 
any drift in the individual performance. The DAM has subjective scores on 16 separate 
scales encompassing signal, background, and total quality. Some of the class descriptors 
are “fluttering”, “crackling”, “muffling”, “buzzing” and “hissing”. Details of the DAM 
test are available in [83]. The popularity of the DAM stems from its fine-grained para­
metric scoring; its reliability and its consistency. However, DAM entails expenses that the 
designer may not want to incur until he is certain of the performance of his system. The 
simplest test is the paired comparison. Paired comparisons involve two different systems. 
Each sentence is processed by both systems and the pair of sentences are presented to 
the listener in a randomised order. The listener decides if he likes sentence A or sentence 
B better. Another widely used direct method of subjective quality evaluation is the cat­
egory judgement method which produces a mean opinion score (MOS). In this method, 
the listener is asked to rate a system on an absolute scale, usually ranging between 1 and 
5. Typically the meanings of the grades are shown in Table 5.10.
Score Scale Quality Scale Impairment Scale
5 Excellent Imperceptible
4 Good (Just) Perceptible but not Annoying
3 Fair (Perceptible and) Slightly Annoying
2 Poor Annoying (but not Objectionable)
1 Bad Very Annoying (Objectionable)
Table 5.10: The range of MOS test scale
The quality scale ranges from imperceptible degradation for grade 5, to very annoy­
ing and objectional for grade 1 . An evaluation of the 4.8 and 2.4 kb/s SWELP coder 
speech quality has been devised. This involves a side-by-side comparison of the coder to
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an existing reference system. The chosen reference system is the DoD CELP operating at
4.8 kb/s which has been adopted as the U.S. government standard. These tests provide a 
direct perceptual comparison of the SWELP speech coder to the well known and widely 
available coder as well as their MOS test results. The speech signal used as input to the 
SWELP coders is subject to the same analog condition available to the reference coder. 
Three sets of speaker conditions have been evaluated.
• Male speaker with a quiet background
• Female speaker with a quiet background
• Male speaker with a noisy background
The MOS test scores for the original speech sentences presented above are tabulated in 
Table 5.11. These scores are used for judging the performance level of the coded speech
S peaker Clean Male Clean Female Noisy Male
M OS Score 4.7 4.7 3.6
Table 5.11: MOS Scores for various speakers and conditions
as will be given later in this section.
Each sentence presented above is processed using the coding techniques tabulated in 
Table 5.12. Listeners were played each sentence pair twice and asked to pick the segment 
they preferred. Selection criteria was not specified, but listeners were asked to state the 
grounds for their decisions. The results are tabulated in Table 5.12.
Preference results for clean male and female speech varied greatly for individual 
test subjects and demonstrated a number of selection biases. In general, the 4.8 kb/s 
SWELP speech coder was found to sound slightly clearer than the DoD CELP at 4.8 
kb/s. Listeners who preferred the DoD CELP tended to do so because of the metallic 
sound during unvoiced speech present in the SWELP speech coder. Those who selected 
the SWELP at 4.8 kb/s complained that the DoD CELP was more noisy than the SWELP 
speech coder. The distortion of the DoD CELP was occasionally described by listeners as 
“scratchy” or “rough”, and it had a reverberant (or “hollow pipe”) quality. This is the 
only coder that faithfully reproduced all background noises without introducing artifacts. 
The 2.4 kb/s SWELP coder was found to sound clear and very similar to 4.8 kb/s SWELP 
speech coder.
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Clean Male Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.8 kb/s DoD CELP 3.2 35 29
4.8 kb/s SWELP 3.2 36
2 2.4 kb/s SWELP 2.9 15 15
4.8 kb/s SWELP 3.2 70
Clean Female Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.8 kb/s DoD CELP 3.2 34 30
4.8 kb/s SWELP 3.3 36
2 2.4 kb/s SWELP 2.9 17 18
4.8 kb/s SWELP 3.3 65
Noisy Male Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.8 kb/s DoD CELP 3.0 40 2 2
4.8 kb/s SWELP 2.9 38
2 2.4 kb/s SWELP 1 2 17 15
4.8 kb/s SWELP 73 6 8
Table 5.12: Pair comparison and MOS results
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5.5 Concluding Rem arks
In this chapter a detailed account of the design of the SWELP speech coder was 
reported. A new technique for coding the amplitudes of sinusoids has been developed using 
the idea of a pitch-adaptive channel vocoder. Depending on the detailed bit allocation 
rules, operation at rates from 2.4 kb/s to 9.6 kb/s could be obtained. At 4.8 kb/s, since 
there are enough bits to code all SWELP parameters, very intelligible (DRT=92.9) good 
quality, natural sounding speech has been obtained. In order to preserve the naturalness 
at rates below 4.8 kb/s (e.g., at 2.4 kb/s), a synthetic phase model has been used that 
phase-locked all of the sinusoids to the fundamental, added a voicing dependent random 
phase to each sinusoid whose frequency falls above the cut-off frequency. In this case, the 
2.4 kb/s SWELP coder achieved natural sounding speech.
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Chapter 6
M U LTI-BA N D  EXCITATION  
SPEEC H  C O DING
6.1 Introduction
Development of low bit rate with high quality speech coding algorithms is currently 
the most popular research subject. The traditional speech analysis/synthesis systems 
(vocoding), which have been studied extensively and used widely in practice, are based 
on an underlying model of speech. For this type of model, the speech signals are usually 
represented using an excitation source and a speech production model. The excitation 
source generally uses a pitch period and a voiced/unvoiced (v/uv) decision for a speech 
frame to generate an excitation, input to the speech production model. The speech 
production model parameters are typically the spectral envelope or impulse response of 
the vocal tract. Although vocoders of this type are capable of producing intelligible speech 
output, they have not been successful in synthesising high quality speech. In addition, 
these vocoders have provided a performance which degrades rapidly in the presence of 
background noise. There has been a lot of attention to improve these type of vocoders. 
The improvements of these vocoders have been based primarily on better modelling and 
quantisation of the excitation signal after removal of the pitch structure. Although, 
these techniques have improved the speech quality, they have significantly increased the 
computational complexity, which has been very difficult to implement in the real-time on 
low cost architectures.
The SWELP speech coder described in Chapter 5, is an efficient coding technique 
for voiced speech segments, yielding high quality speech in the range 2.4 - 4.8 kb/s. 
However, the extension of the sinusoidal model to unvoiced and transition regions is a 
hard task since these sounds are non-periodic and therefore less efficiently represented by 
the superposition of sinusoids. This problem is solved using the Multi-Band Excitation
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(MBE) speech coder that encompasses unvoiced and transition regions of speech, which 
is described in this chapter. In this model, a different approach is taken toward repre­
senting the excitation signal [39] [40]. The MBE speech coder replaces the typical binary 
voicing classification with a series of such decisions over harmonic intervals. This added 
degree of freedom allows each speech frame to be partially voiced and partially unvoiced. 
In this chapter, after describing the quantisation and coding issues in MBE coder and 
INMARSAT Standard-M Coder, the subjective evaluation of various MBE speech coders 
will be examined.
6.2 M ulti-Band E xcitation Speech Coding System
The simplified block diagram of the MBE speech coder is shown in Fig. 6.1.
Fundamental Frequency
Magnitudes
Input
v/uv Decisions
Hamming
Window
Phases
(®o )
Outputv/uv
Voicing
Decisions
Harmonic
Magnitudes
Band
Separation
Phase
Computation
Discrete
Fourier
Transform
Pitch
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Voiced Speech 
Synthesis
Unvoiced Speech 
Synthesis
(b)
Figure 6.1: The simplified block diagram of MBE (a) Encoder and (b) decoder
In the MBE speech model, the speech signal, s(n) is first windowed by Hamming window 
for spectral analysis purpose. The Fourier transform of a windowed speech segment can 
be modelled using a spectral envelope H(lj) and an excitation spectrum R(oj). The 
spectral envelope can be functionally represented by linear prediction coefficients [62], 
cepstral coefficients [78], or formant frequencies and bandwidths In the MBE vocoder,
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the spectral envelope should be represented accurately enough to eliminate the quality 
degradations. A typical spectral envelope of a speech spectrum is shown in Fig. 6.2 (b).
There is a major difference between the MBE speech coder and previous traditional 
vocoders. In the traditional vocoders, the excitation spectrum is represented by a funda­
mental frequency and a single voiced/unvoiced decision (single excitation model) for 
the entire 4 kHz speech spectrum. In the MBE speech coder, on the other hand, the ex­
citation spectrum is represented by a fundamental frequency u 0 and a series of frequency 
dependent voicing decisions (dual excitation model). In this case, the frequency depen­
dent voicing decisions have been restricted to a binary decision which has two possible 
states (the possibility of voiced and unvoiced states) for the utility of bit rate reduction. 
To further reduce the number of these binary voicing parameters, the spectrum is divided 
into multiple frequency bands and a binary voicing decision is allocated to each band.
The speech spectrum Sw(uj) is synthesised using a fundamental frequency, spectral 
envelope, voicing parameters and phases for voiced harmonics. A speech spectrum is 
reconstructed by combining a periodic spectrum Sv(u) for the frequency bands declared 
voiced with a random noise spectrum Suv(to) for the frequency bands declared unvoiced. 
The periodic spectrum Sv(uj) is generated by centering the Hamming window frequency 
response around each harmonic. The peak of the window frequency response is then 
normalised to the magnitudes of each harmonic. A typical periodic spectrum with zeroed 
unvoiced regions is shown in Fig. 6.2 (e).
The MBE voicing information is used to mix a periodic spectrum with a random 
noise spectrum in a frequency dependent manner. Fig. 6.2 (d) shows a typical voicing 
information for a 4 kHz speech spectrum. The high value in this figure corresponds to 
a voiced decision and the low one corresponds to a unvoiced decision. A typical random 
noise spectrum Suv(w) is illustrated in Fig. 6 . 2  (f). The synthetic speech spectrum derived 
from Sv(uj) and Suv(lj) using the above procedure is shown in Fig. 6 . 2  (c). The spectral 
envelope is represented by one amplitude Ak for each harmonic of the fundamental in 
both voiced and unvoiced regions to reduce the number of parameters.
The MBE speech coder synthesises the noisy regions of the speech spectrum with 1 
bit per decision band for voicing information, where, in harmonic models, more bits are 
needed to code the phase information. In MBE speech model, noisy regions of speech 
signals are reconstructed without the need of phase information. This is a distinct advan­
tage over simple harmonic models in speech coding systems [6 6 ]. In addition, when the 
pitch period becomes small with respect to the window length, the speech spectrum can 
not longer be well approximated with a simple harmonic model. This is due to the lower 
number of harmonic magnitudes, each having wider lobes with respect to the main lobe 
of the window frequency response, within the 4 kHz speech bandwidth.
The parameters that are used in the MBE speech coder, are the spectral envelope,
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Figure 6.2: Illustration of Multi-Band excitation speech coder characteristics
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the fundamental frequency, the voicing information for each band and phase of each voiced 
harmonic. The phases of harmonics in unvoiced frequency bands are not included since 
they are not required. The estimation of these model parameters are described in the 
following sections.
6.3 M ulti-Band E xcitation Analysis
In the MBE speech coder, the model parameters are estimated simultaneously in 
a way that the synthesised spectrum is as close as to the original speech spectrum. This 
approach can be viewed as an “Analysis-By-Synthesis” method [85]. However, estimation 
of all the parameters simultaneously would be very computationally complex. As a re­
sult, the estimation procedure has been divided into various steps. In the first step, the 
fundamental frequency and spectral envelope parameters are estimated so that the errorA
between the original spectrum Sw(u>) and the synthetic spectrum S(oj, ojq) is minimised. 
In the second step, the voicing decisions are estimated. In order to estimate the model 
parameters of the MBE speech coder, the minimum mean squared error (MSE) criterion 
is used which can be expressed as,
N /2
E -  Y  -  S V ^ o ) ! 2 (6.1)
w = -N /2
In this error criterion, since low frequency components is more important than the high 
frequency components, a frequency dependent weighting function may be used to empha­
sise the low frequency components. The estimation of MBE model parameters using this 
procedure is presented in [39] [41] [42].
A block diagram of the MBE analysis algorithm is shown in Fig. 6.3. In the MBE 
speech coder, the 8  kHz sampled speech signal is first passed through a discrete high-pass 
filter to remove the D.C. components of speech signals. The transfer function of this filter 
is given by
* w -r = iS F r  (6-2)
The analysis of MBE model parameters are individually discuss in the following sections.
6.3.1 P itch  Estim ation
In MBE speech coders, high degree pitch accuracy is necessary in order to achieve 
reliable voicing determination. An inaccurate pitch estimate can result a big difference 
between the original and the synthetic speech spectra. This is more pronounce at higher
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Figure 6.3: MBE speech analysis algorithm
frequency harmonics due to accentuated small fundamental pitch errors. The pitch er­
rors affects the performance of voicing determination procedure which introduces voicing 
errors.
There are various algorithms to estimate the pitch period or fundamental frequency. 
Some of these algorithms have been discussed in Chapter 4. During the estimation of 
pitch, usually, the estimation procedure is performed by minimising the error between 
the original and synthetic speech spectrum. For all candidates of fundamental frequency, 
there is only one “optimal” candidate which forms a synthetic spectrum with a minimum 
error. In practice, pitch estimation procedure is accomplished in two stages. In the 
first stage (initial pitch estimate), the error is evaluated on a coarse grid fundamental 
frequency candidates in order to determine a small band of pitch candidates. This band 
and corresponding fundamental frequency is found by minimising the error mentioned 
above. This coarse grid fundamental frequency is then used to determine the small band 
of pitch candidates that will be used in the second stage. The error is then re-evaluated at 
finer increments in this small band around the coarse grid fundamental frequency estimate. 
The refined fundamental frequency is then obtained which results the minimum error in 
the second stage. This procedure can be repeated on ever finer grids, until the desired 
pitch accuracy is achieved. The problem lies in obtaining the coarse grid pitch estimate. 
In the first stage, errors should be computed over a large number of pitch candidates. 
In the second stage, the error only needs to be consider for 8  or 10 pitch candidates.
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The final accuracy of the pitch estimate is determined by the second stage. Therefore, 
a less accurate technique is used to obtain the initial pitch estimate. The technique 
used to obtain the the initial pitch estimate is based on an auto-correlation function as 
described in Chapter 4. In [39], Griffin has proven that the accuracy of this technique 
was insufficient for reliable voicing determination, however it was shown to be sufficient 
for initial pitch estimation. The main advantage of this technique is its computational 
simplicity. Since the frequency domain pitch estimation procedure is more accurate than 
the autocorrelation method, the frequency domain technique is used for pitch refinement.
6.3.2 Voicing D eterm ination
During the determination of the optimum fundamental frequency and speech spec­
tral envelope (harmonic magnitudes), it is assumed that the speech spectrum is purely 
voiced speech. In order to determine the voicing decisions of MBE speech coding algo­
rithm, the speech spectrum is divided into certain number of bands. Each voicing band 
covers certain number of harmonics of the fundamental frequency. For each voicing band, 
a binary decision is performed to decide if the speech spectrum is voiced or unvoiced. 
The energy normalised error, Ek between the original speech spectrum and the synthetic 
speech spectrum, is used to make the voicing decisions for each frequency band. The 
normalised error function Ek for the kth harmonic, can be formulated as,
(fc+!)u/0
1^ ( 0;) -  5 (cd,cd0)|2
=  ----------------------------
(*+§)<*, v '
E IWI2
oj=(k—^)uio
where loq is the refined fundamental frequency, Sw(co) is the original speech spectrum
A
and S(uj, ujo) is the reconstructed speech spectrum in which each harmonic magnitude is 
centered and then weighted by the frequency response of the Hamming window as follows,
5(cd,cdo) =  A(koo0)W(uj — kw0) 1 <  k < L  (6-4)
where L is the number of harmonics within the 4 kHz speech bandwidth, W(w — kuj0) is 
the frequency response of the Hamming window (Fig. 6.4) centered at the kth harmonic of 
fundamental frequency uq and A(kuJo) is the kth harmonic amplitude which is computed 
as
(fc+|)wo
£  Sw(u)W(u; -  kwo)
  ( 6 -5)
E \W(u — &u>0)|2
w=(fc- |)u>o
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Figure 6.4: The frequency response of the Hamming window function
The normalised error for bth voicing decision band, Z\, is computed as,
B
Zb =  ^2 Es(b-i)+i I < b  < K  (6 .6 )
t=i
where B  is the number of harmonics for each decision band and K  is the number of 
decision bands.
Since the analysis is based on the assumption that the speech spectrum is purely 
voiced, the normalised error will be small during voiced bands and large during unvoiced 
bands. Therefore, the normalised error computed for each decision band, can be used to 
make the voicing decisions. This normalised error is compared with a frequency dependent 
adaptive threshold to decide whether the corresponding band is voiced or unvoiced. The 
value of the threshold level is determined in a way that a proper mix of voiced and unvoiced 
energy is obtained. If the value of threshold level is set too high, then there will be a hollow 
and reverberant sound in the output speech quality due to the dominant voiced speech. 
If the value of threshold level is set too low, then there will be a hoarseness in the output 
speech quality due to the dominant unvoiced speech. Therefore, the threshold function 
plays a fundamental role for synthesising high quality noisy speech. One procedure to 
determine the threshold function is to use subjective tests where the ratio of voiced and 
unvoiced energy is perceptually optimum. In [46], an adaptive threshold function, Af>(u;o)
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is defined which is the function of both frequency and time. This is given by, 
A t(u>0) =  (a  +  /?u>o) [1-0 -  7 (b -  l)a>0] M (a0, <javg, amin, <rm„ ) (6.7)
where a  =  0.35, ft = 0.557, 7  =  0.4775 are the factors that give optimum subjective 
quality and
Gavg't ^ m in i & m ax) — ^
r 0.5
( 0^ T ^mtn)(2o'o T ffm ax)
(<*0 T ^mor)(^0 T & m ax) 
1.0
avg < 2 0 0
&avg >  2 0 0  and
&min ft(Jmax
otherwise
(6.8)
is the time adaptive factor from frame to frame that defines the threshold function for 
the voicing decision, given that; fj, — 0.0075, cr0 is the energy of the current speech frame 
(Average Energy) and the parameters cravg, amax and <7mtn roughly correspond to the local 
average energy, the local maximum energy and the local minimum energy respectively. 
These last three parameters are updated each speech frame according to the rules given 
in [46]. To illustrate the relation between these energy levels, they are shown in Fig. 6.5.
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Figure 6.5: The relationship between various energy levels
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The voicing decision for each band is determined by comparing the normalised error 
for each band with the value of the time adaptive threshold function which is computed 
using the above procedure. If the normalised error is less than the value of the time 
adaptive threshold function the corresponding frequency band is declared voiced (uj, =  1 ); 
otherwise this frequency band is declared unvoiced (Vb =  0). In order to illustrate the 
effect of this time adaptive threshold function, typical normalised error and corresponding 
threshold functions are shown in Fig. 6 .6 .
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I  0.4
0.2
0.0
• — •  Error Function 
♦ — ♦ Threshold Function
0.0 2.0 4.0 6.0 8.0
Decision Bands
10.0
Figure 6 .6 : Typical error and threshold functions for one speech frame
6.3.3 Harmonic M agnitude E stim ation
Once the voicing decisions have been determined, the harmonic magnitudes can be 
estimated. During the determination of the pitch period or fundamental frequency, the 
optimum harmonic amplitudes, A(ku0) is also determined based on the assumption that 
the current speech frame is purely voiced. In this case, using the voicing information that 
is determined by the algorithm described above, the harmonic magnitudes which fall in 
the voiced frequency bands are estimated by
M k = \A{ku0)\ (6.9)
In order to determine the spectral envelope for the unvoiced speech, the spectral harmonic 
magnitudes for unvoiced frequency bands are characterised in the corresponding harmonic
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region by the average of the spectral magnitude as
1 '
Mk =
\
(fc+|)u>o
-  £  mW0 /i i \uj—{k—^ )uo (6.10)
where w(n) is the hamming window with which the speech signal is weighted before its 
spectrum is determined.
6.4 M ulti-Band E xcitation Synthesis
The MBE synthesiser divides the speech signals into its voiced and unvoiced com­
ponents as detailed in [39]. These two components are then synthesised in different 
techniques which are independent than each other. The synthetic speech signal is finally 
obtained by combining the synthesised voiced and unvoiced speech components. The 
synthesised voiced and unvoiced speech components are described as follows:
6.4.1 Unvoiced Speech Synthesis
The unvoiced speech component is generated for the unvoiced harmonics. The 
unvoiced synthesis algorithm is shown in Fig. 6.7.
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Figure 6.7: The simplified block diagram of MBE unvoiced speech synthesiser
A large White Gaussian noise sequence is used to synthesise the unvoiced part of speech 
signals. A random noise sequence u(n) can be generated as described in [46]. For each
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speech frame, a random noise sequence u(n) is windowed and then transformed into the 
frequency domain, Uw(u>) using a Fast Fourier Transform (FFT) algorithm. Since the 
voiced regions of speech spectrum is processed by the voiced speech synthesis algorithm, 
the regions of noise spectrum which correspond to voiced harmonics, are automatically 
set to zero. The remaining unvoiced regions are then normalised to the corresponding 
unvoiced harmonic magnitudes to give the unvoiced part of speech spectrum Suv(uj) as,
M k f^w U w (ljJ -  W * ) [ l  -  Vb((x> -  07*)]
Suv(uJ-UJk) =
\
(fc+l)w0
w=(fc- |)o/0
(6.11)
where 7W is a weighting function and V[,(c j )  is the voicing decisions.
When speech is voiced (v& =  1), the corresponding band of the speech spectrum is 
automatically set to zero as shown in Eq. 6.11. Since the phase of unvoiced speech is not 
that important, the phase of unvoiced speech will correspond to the phase of the original 
noise sequence. The inverse Fourier transform of this modified noise spectrum Suv(lo) is 
computed which corresponds to the unvoiced part of speech signal suv(n) for the current 
frame. In order to eliminate the discontinuity at the frame edges, synthesis window size 
should be longer than the speech update size. As a result, the unvoiced speech for each 
frame overlaps that of neighboring speech frames which eliminates the discontinuity at 
the frame boundaries. A weighted overlap-add procedure is therefore used to process the 
unvoiced part of speech signals as,
sm(n) =  M n ) s ^ n ,  - N ) + ^ n -  N)sm(n ,0 ) Q ^ <  ^
ws\n ) +  wi \ n ~  N)
where ws(n) is the synthesis window function and “0” and “-N” correspond to the current 
and previous speech frames respectively. During the estimation of unvoiced part of speech 
signals, the overlapping regions is averaged. As a result, this makes a smooth transition 
from one speech frame to the next. The unvoiced part of the original speech signal (Fig. 
6 . 8  (a)) is shown in Fig. 6 . 8  (c).
6.4.2 Voiced Speech Synthesis
The block diagram of voiced speech synthesis algorithm is shown in Fig. 6.9.
Since voiced speech synthesis algorithm is based on the harmonic modelling of speech 
signals, each harmonic of a speech segment is then represented by an amplitude, frequency 
and phase in which a sinusoidal waveform is produced for the corresponding harmonic. In 
each speech frame, a sinusoidal waveform is produced for each harmonic which has been 
declared voiced. Since these sinusoidal waveforms are generated based on the harmonic 
sampling of a speech spectrum, they are discrete signals which cause discontinuities at
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Figure 6 .8 : The time domain speech waveforms produced by MBE speech analy­
sis/synthesis system
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Figure 6.9: The simplified block diagram of MBE voiced speech synthesiser
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the edges of each speech frame. This is due to the variations of harmonic locations in 
speech spectrum from one frame to another. Another cause of this problem is that the 
voiced portion of the speech is not periodic over several speech frames. Variations in 
the MBE model parameters from one frame to the next, can cause amplitude and phase 
discontinuities which results in a substantial degradation in the output speech quality. 
This problem can be solved by using amplitude and phase interpolation techniques that
makes speech signals to be continuous at the frame boundaries as described in Chapter
5 .  The rules for maintaining the frame boundary continuity of the voiced speech source 
are shown in Eq. 6 . 1 3 ,  6 . 1 4 ,  6 . 1 5 ,  6 . 1 6 ,  and 6 . 1 7  for kth harmonic:
If Vq(k) = 0  and u_jv(k) =  0  then,
y j b ( n )  =  0  ( 6 . 1 3 )
I f vo(k) =  0  and =  1  then,
yk{n) =  ws(n)Mk( - N )  cos[u>0( - N ) n k  +  <j>k(—N)] ( 6 - 1 4 )
If  vo(k) =  1  and v -^ (k )  = 0  then,
yk(n) =  ws(n — N ) M k(0 )  c o s [ c d 0 ( 0 ) ( u  -  N )k  +  ^ ( 0 ) ]  ( 6 . 1 5 )
I f  vo(k) =  v-tf(k) = 1  and p  >  0 . 1  then,
yk(n) = ws(n)Mk( - N )  cos[u0(—N )nk  +  <f>k{—N )]
+ w a( n  — N ) M k ( 0 ) c o s [ w o ( 0 ) ( n  — N ) k  +< />k{0) ]  ( 6 . 1 6 )
If Vo(k) =  v-N(k) =  1  and p  <  0 . 1  then,
yk(n) =  A k(n) cos[0k(n)] ( 6 . 1 7 )
where A k(n) and 0k(n) are the amplitude and phase functions respectively for the kth 
harmonic and p =  | u ? o ( 0 )  — cdo(—7 V ) | / a ; o ( 0 ) .  The total voiced part of speech signal is then 
computed by adding all harmonic sinusoids together as,
L
s v ( n )  =  2  ^ 2  V k ( n )  ( 6 . 1 8 )
k= i
The sinusoidal waveform for each harmonic is controlled by the above rules to pro­
duce a combined voiced signal as shown in Fig. 6 .8 . (d). The description of various states 
and their corresponding synthesis rules are summarised in Table 6 . 1 .  In the last case 
where the amplitude and phase interpolation procedure is used to ensure the continuity 
at the frame boundaries, the amplitude function A k(n) is linearly interpolated between 
the estimated amplitude in the current frame and the estimated amplitude in the previous 
frame for the kth harmonic. This can be formulated as,
A k{n) =  M k( - N )  + [Mk{0 )  -  M k(—N)] ^  ( 6 . 1 9 )
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Voicing Decision
Extra
Condition
DescriptionPrevious
Harmonic
Current
Harmonic
0 0 - Completely unvoiced energy 
(Overlap-add procedure is used)
0 1 Energy transition from unvoiced to voiced 
(Overlap:add procedure is used)
1 0 Energy transition from voiced to unvoiced 
(Overlap-add procedure is used)
1 1 9 >  0 . 1 Completely voiced energy 
(Overlap-add procedure is used)
1 1 p < 0 . 1 Completely voiced energy 
(Amplitude & Phase Interpolation Procedure)
Table 6.1: Various states and their corresponding synthesis rules for each harmonic of 
speech spectrum.
The continuous phase function, 9k(n) from one speech frame to the next, can be expressed 
as a function of frequency track, Uk(n) and an initial phase, <fes, as
Ok(n) =  I  Wk(t)dt  +  <j>k (6.20)
Jo
The phase function in Eq. 6.20 is a quadratic polynomial in time n. Since a quadratic 
polynomial is completely specified by three parameters, in this case, three arbitrary frame 
boundary conditions are satisfied. However, the phase and frequency are specified at the 
end of previous frame (n =  —N)  and at the beginning of current speech frame (n =  0 .) 
that requires a total of four boundary conditions. Since a quadratic phase function is not 
able to meet all four conditions, one boundary condition should be perturbed. This is 
done using Eq. 6.21 through the inclusion of the variable Au^(0) [46] as,
kn 2
0k{n) =  f a { - N )  +  [kuj0( - N )  +  Acjfc(0)] h +  [wo(0) -  u 0( -N )]  —  (6.21)
where
/W t (0) =  -1  ( a M O )  -  ' ] )  (6.22)
and
k N
A « 0 )  =  <t>k(0) -  (j>k{—N) -  [a)o(—JV) +  aio(0)] —  (6.23)
The variable Au?fc(0) is set such that the phase boundary conditions are matched exactly. 
An alternative approach to the construction of the phase function 9k(n) is to use a cubic 
polynomial [6 8 ] which can match the four boundary conditions exactly as described in 
Chapter 5.
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Several tests were conducted to compare the quadratic and cubic phase functions. To 
show how close these functions are, the quadratic and cubic interpolated phase functions 
are shown in Fig. 6.10. Informal listening tests showed that there was no noticeable
c
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Figure 6.10: The interpolated cubic and quadratic phase functions
difference between the two techniques.
The synthetic speech is finally reconstructed by summing the voiced and unvoiced 
components of speech. The reconstructed speech produced by MBE analysis/synthesis 
system is shown in Fig. 6 . 8  (b).
6.5 INM ARSAT Standard-M  Coding System
INMARSAT-M speech coding algorithm is developed for the application of land 
mobile satellite communications. In mobile satellite communication environment, the 
speech coding algorithm should have a high speech quality with a robustness to channel 
errors. There are currently many different speech coding algorithms that operate at 
rates of 8  kb/s and below [52]. The most of the candidate speech coders operating 
in this range are variants of the Code Excited Linear Prediction (CELP) speech coder 
as briefly described in Chapter 2 and presented in [16] [90]. The MBE speech coder 
described in previous sections, uses a different technique than CELP based speech coding 
algorithms. The MBE speech coding algorithm was originally developed at M.I.T. [40] [39]. 
The MBE speech coder was selected for the INMARSAT Standard-M, from 7 initial
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candidate coders, due to its combination of high quality speech output and robustness 
to channel errors. The MBE analysis of each speech frame generates a set of model 
parameters consisting of the fundamental frequency ojq, voicing information {v&}JLx and 
the spectral amplitudes {Mk)k=i as mentioned before. Since INMARSAT Standard-M 
Coder is designed to operate at 6.4 kb/s with a 2 0  ms frame length, 128 bits per frame are 
available for encoding the model parameters. Of these 128 bits, 45 (2.25 kb/s) are reserved 
for error correction [46] and the remaining 83 bits (4.15 kb/s) are divided among of the 
model parameters as shown in Table 6 .2 . The following sections describe the manner in
Parameter No of Bits
Fundamental Frequency 8
Voicing Information K
Harmonic Phases 0
Spectral Amplitudes 75 - K
Table 6.2: Bit allocation for INMARSAT Standard-M system
which these 83 bits are used to quantise, encode and decode, and reconstruct the model 
parameters.
6.5.1 Q uantisation o f th e Fundamental Frequency
The fundamental frequency is quantised by first converting it to its equivalent pitch 
period Pq. The values of pitch period are typically restricted to the range 2 0  <  P0 <  115 
samples. In the 6.4 kb/s MBE system, this parameter is uniformly quantised using 8  bits 
and a step size of 0.5. This corresponds to a pitch accuracy of one half sample.
6.5.2 Encoding o f Voicing Decisions
The K  voicing decisions are binary values. Therefore, they can be encoded using 
a single bit per decision band. The 6.4 kb/s system uses a maximum 12 decision bands 
and the width of each frequency band is equal to 3c^ 0. The width of the highest frequency 
band is adjusted to include frequencies up to around 3.8 kHz.
6.5.3 Phase Prediction
Phase encoding is a major source of degradation in sinusoidal type coders since 
there are not enough bits to encode the phase information at low bit rates. The phase
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information plays a fundamental role at least in voiced and transitional speech frames. To 
solve this problem, phase coding must be based on a well defined strategy or model. This 
can be realised by; (i) exploiting phase prediction in voiced speech and (ii) maintaining 
an irregular phase structure in unvoiced speech frames. During steady voicing, the speech 
signal can be though of as a sequence of periodic impulses which can be decomposed 
into a set of harmonic sinusoids that add coherently at the time of occurrence of each 
pitch pulse [67]. The sine wave phases that should be coherent during voiced speech, are 
predicted using the function [46].
* ( 0 )  5 k < L Luv
(6.24)« 0) =
i>k{ 0) +  -y~Pk 5 OtherwiseJu
where Luv is the number of unvoiced harmonics, L  is the total number of harmonics, pk 
is a noise generator that generates random numbers which are uniformly distributed in 
the range [—7r, 7r] and ^*(0) is computed as
0jb( 0) =  +  [w0( - N )  +  o>o(0)] k y  (6.25)
In this way, all phases corresponding to the voiced harmonics are completely predictable 
at the decoder side based on the previous frames’ fundamental frequency and phase, and 
current frames’ fundamental frequency. This avoids phase coding, thus not a single bit is 
wasted for the transmission of phase information.
6.5.4 Quantisation o f th e  Spectral A m plitudes
The spectral amplitudes are quantised using all the bits left from the other param­
eters. Since there is a lot of correlation between adjacent spectral amplitudes, several 
techniques were developed to consider this correlation using the previous and current 
harmonic magnitudes [46] for efficient quantisation. Although this correlation is high for 
adjacent harmonics within the same frame, it is even more higher for magnitudes which 
occupy the same frequency region in neighboring frames. The simplified block diagram 
of the spectral amplitude quantisation algorithm is shown in Fig. 6.11 [46]..
In order to quantise the current spectral amplitudes, previous and current spectral 
amplitudes are used to compute a set of prediction residuals, {hh}jt=1  which can be 
quantised more efficiently. The prediction residuals, can be formulated as,
R k = log2 M k( 0 ) - M kpred (6.26)
where M kpr6d is the predicted spectral amplitude for kth harmonic and can be computed
as.
-Mfcpred =  ° - 7  [(! +  la k\ -  «fc)log2 M ^ i - N )  +  (ak -  L«fcJ)log2 -^rLafcJ + i( -^ r)] (6<27)
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Figure 6.11: The simplified block diagram of spectral amplitude (a) Encoding and (b) 
Decoding algorithms.
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where otk = The computed prediction residuals are then divided into six blocks
each containing approximately the same number of prediction residuals. A Discrete Cosine 
Transform (DCT) is used to transform each of these blocks. The D.C. coefficients (first 
DCT coefficients) of these 6  blocks are combine to form a 6  element Prediction Residual 
Block Average (PRBA) vector. The mean of this vector is taken away from the values 
of PRBA vector to form an other vector with zero mean. The mean value of PRBA 
vector is quantised using 6 -bit non-uniform scalar quantiser and the resulting zero-mean 
PRBA vector is vector quantised using a 1 0 -bit code-book. The remaining 59 — K  bits are 
allocated to the higher order DCT coefficients based on their long term variances. These 
coefficients are quantised using uniform scalar quantisers. The operation of the decoding 
algorithm is the inverse of the amplitude encoding algorithm operation as shown in Fig. 
6 . 1 1  (b). A typical performance of this quantisation scheme is shown in Fig. 6 .1 2 .
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Figure 6 .1 2 : Typical original and quantised (a) spectral magnitudes and (b) prediction 
residuals
6 .5.4.1 S p ec tra l A m p litu d e  E nh an cem en t
In order to enhance the output speech quality of Improved MBE vocoder, in [46], an 
algorithm was developed to enhance the spectral amplitudes. In this algorithm, a weight­
ing function for spectral amplitudes are generated using the current decoded spectral 
amplitudes. This weighting is a function of the factors cr0 and <Ti that can be computed
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as,
and
k= 1
<Ti — M l cos(kwo) 
k=l
(6.28)
(6.29)
These factors are then used to form the weighting function, Wk corresponding to each 
harmonic of speech spectrum as,
Wk = \[m I
0 .9 6 7 t(<To +  o\  — 2 <7q0 i cos[&o;o])
u q (?o{ o-1 -  a l )
(6.30)
The frequency response of the amplitude enhancement scheme for a frame of speech 
is shown in Fig. 6.13. This weighting function is then used to enhance the spectral 
amplitudes for the current speech frame as,
Mk = {
' 1 .2 M k ; Wk > 1.2 
W kM k ; otherwise
(6.31)
It should be noted that the weighted spectral amplitudes are denoted by M k which is the 
case for the unweighted spectral magnitudes. The weighted and un-weighted amplitudes 
are plotted in Fig. 6.13. From Fig. 6.13, it is clear that the enhancement algorithm 
produces spectral tilt towards the higher frequencies. This attenuates the energy of high 
frequencies which makes the speech quality muffled. Using a first order high-pass filter as 
described in Chapter 5, we have noticed that the subjective speech quality is improved. 
The un-weighted spectral amplitudes are used in decoding the spectral amplitudes of 
future frames in the spectral prediction residual formulation, while the enhanced spectral 
amplitudes axe used in the speech synthesis algorithm. This is shown clearly in Fig. 6.11 
(b).
6.6 Subjective Evaluation o f M BE Speech Coders
In this section, subjective evaluation of MBE speech coding system is presented. An 
informal listening test was conducted in the speech laboratory in order to get a general 
opinion of the MBE speech coding system. A variety of different speech sentences were 
processed by MBE speech coding algorithm. The opinion of the people who attended to 
this listening test, suggested that in general, the MBE speech coding system produced 
good quality speech. The performance results of MBE speech coders and INMARSAT 
Standard-M system that was obtained during the informal subjective tests, are presented 
as follows:
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Figure 6.13: Enhanced and un-enhanced spectral amplitudes and corresponding enhance­
ment frequency response
6.6.1 Quality Versus Speech Frame Size
In general, the performance of MBE speech coders has been found to be reasonably 
good for both clean and noisy speech sentences. Although, it is possible to distinguish the 
original and synthesised speech sentences, the MBE speech coding algorithms produce a 
smooth, natural sounding speech without any significant degradation. The performance 
of the MBE speech coding system depends on the frame size used for speech analysis and 
synthesis. In order to obtain a good quality speech, the analysis and synthesis frame size, 
N  should be small enough. If frame size, N  is too large, then the variation in speech signal 
from one frame to the next will be too much for the MBE speech coding algorithm to 
accurately synthesis the output speech. As a result, the synthesised speech will not have 
the clarity of the original speech. For small frame sizes, speech signal varies slowly from 
one frame to the next and MBE speech coding algorithm copes easily with the variation of 
speech signal between two frames. The output speech quality, in this case, will be better. 
To show the effect of the variation of frame size, informal subjective listening tests were 
conducted. For this experiment, MOS tests were used to judge the quality for various 
frame sizes. For this purpose, 83 bits were used to quantise the MBE model parameters 
for each candidate frame size as in the INMARSAT standard-M system. The informal
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MOS test results versus frame sizes are plotted in Fig. 6.14. As is seen from Fig. 6.14,
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Figure 6.14: The MOS test results of MBE coders with various frame sizes
the subjective quality of speech produced by MBE coders, decreases slowly while frame 
size increases up to 2 0  ms. After this point, the subjective quality continues to decrease, 
but at an increasing rate. In order to clarify the subjective test results, typical waveforms 
corresponding to each frame length used, are plotted in Fig. 6.15. From this figure, it is 
clear that the synthesised speech with smaller frame size is closer to the original speech 
signal than the synthesised speech with longer frame size. One disadvantage of using a 
small frame size for analysis and synthesis procedure, is that the number of parameters 
which are estimated per unit time increases while the frame size decreases, and hence the 
transmission bit rate increases. This is not desired for the applications in which spectral 
efficiency is needed. The informal listening tests also showed that all MBE speech coders 
with various frame sizes produced a reasonable speech quality for the background and 
noisy speech conditions and maintained natural sounding speech.
6.6.2 Speech Intelligibility
For speech intelligibility assessment, the standardised DRT test discussed in Chapter 
5, has been used. The test consisted of a sequence of words, each of which is in one group 
(2) of rhyming choices. The rhyming words differ only in the first consonant, thereby 
eliminating the effects of context information. The rhyming words tha t were used in the 
DRT test are tabulated in Table 5.8 in Chapter 5. An informal DRT test was conducted 
using 50 test words spoken by one female and one male, presented to the subjects at a 
rate of approximately one word every 1.5 seconds. The DRT tests were limited to clean
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Figure 6.15: The waveforms for various frame lengths used in MBE coder
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speech. The results are presented in Table 6.3. These results showed that the MBE
V arious M B E  S peech C oders
Frame Size (ms) Bit Rate (kb/s) DRT Score Category
Original Speech (PCM) 64.0 97.0 Excellent
1 0 8.30 94.8 Good
15 5.53 94.2 Good
2 0 4.15 93.4 Good
25 3.32 92.3 Good
30 2.77 91.1 Good
Table 6.3: DRT scores of MBE speech coders for various frame sizes
speech coders produced very high intelligibility for clean speech, with this intelligibility 
dropping slightly as the speech frame size increases. These scores indicate that even in 
the absence of context information the speech is almost completely intelligible. The DRT 
scores reported here have been generated under limited conditions and with inexperienced 
subjects. It should also be noted that listeners experience has a significant effect on DRT 
ratings.
6.7 Concluding Rem arks
In this chapter, the details of the MBE speech coder have been presented. We have 
discussed the methods used in estimation of the speech model parameters and methods 
for synthesising speech from these parameters. The Improved MBE coder operating at 
4.15 kb/s speech, with additional FEC taking it up to 6.4 kb/s, was one candidate for 
the INMARSAT Mobile Standard trials, together with other CELP-based speech coders. 
Test results for this system showed that the Improved MBE speech coder provides a high 
speech quality and robustness to channel errors. Therefore, this system was selected as the 
speech coding standard for INMARSAT-M and AUSSAT mobile satellite communication 
systems. It is clear that, the Improved MBE speech coder is obviously an alternative 
to CELP-based speech coders. The details of this mobile speech coding standard has 
also been presented. The performance of the MBE speech coders for various frame sizes 
have been evaluated. The results indicated that the MBE model has a definite advantage 
at lower bit rates ( 6  kb/s and below) over CELP type speech coders that were found 
to produce good performance at bit rates of 16 to 6  kb/s. This especially applies to 
background and noisy speech conditions. Due to the Multi-Band voicing determination 
model, the MBE system is extremely robust in the presence of background noise.
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7.1 Introduction
There are various traditional vocoders which are based on a single voicing determina­
tion for the whole of the speech spectrum. These are mainly the LPC [97], Homomorphic 
[78] and Channel [45] vocoders. While some techniques produces better performance than 
the others due to their ability to estimate the model parameters, all of these techniques 
are limited by the validity of their underlying model. Although these models produced 
an intelligible speech at the output, they have not been capable of producing high speech 
quality. In order to reduce this limitation, another algorithm (MBE speech model) has 
been developed to improve the correlation between the model and actual speech. The 
MBE speech model described in Chapter 6 , does not perform a binary v/uv classifi­
cation of the speech sequence. Instead each speech frame is modelled using multiple 
voiced/unvoiced decisions. Since the MBE speech model have a flexibility in the selection 
of speech voicing, this speech model is used to improve the output speech quality. In 
the MBE speech coder, however, the number of harmonic magnitudes in the 4 kHz band­
width vary with fundamental frequency requiring variable bit allocation for each harmonic 
magnitude from one frame to another which causes variable speech quality for different 
talkers. Another limitation of the MBE coder is that the bit allocation for the model 
parameters depends on the fundamental frequency. This imposes a lack of robustness 
to channel errors without any additional FEC. These limitations can be removed by a 
new algorithm called Multi-Band Linear Predictive Coding (MB-LPC) which exploits the 
advantages of both CELP and MBE whilst avoiding their short comings to produce good 
quality speech at low bit rates (typically 1 . 2  - 2.4 kb/s) [104] [106]. In this chapter, the 
MB-LPC speech coder operating at 2.4 kb/s and below will be discussed.
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7.2 M ulti-Band LPC Speech M odel
In the MB-LPC speech model, the speech spectrum S(lo) is represented by using a 
speech production model in which speech is viewed as the result of passing an excitation, 
E(u)  through a linear time-varying filter H(lo; t) that models the resonant characteristics 
of the speech spectral envelope [1 0 2 ] as,
S{lj) = E(w)H(«;;t) (7.1)
The MB-LPC coder can be implemented using two different methods: The first one is the 
Multi-Band Excitation with a frequency domain LPC filter and the second is the Multi- 
Band Excitation with a time domain LPC filter. These methods, illustrated in Fig. 7.1, 
differ only in the way that the LPC inverse and synthesis filters operate. The excitation 
derivation and generation techniques are similar. These methods will be described in 
detail later in this chapter.
In the MB-LPC speech model, the speech production model, H(w] t) is represented 
by 10 LPC coefficients that are quantised in the form of Line Spectral Frequencies (LSF). 
The excitation spectrum E(oj) is specified by the fundamental frequency or pitch, the rms 
value, cr0 (or gain factor, G) and a group of voicing decisions for 4 kHz speech bandwidth. 
The determination of the size of each decision band, B w depends on the estimated value 
of the fundamental frequency which can be computed as
4 kHz
B “ = - D , ^  <™>
where Dn is the maximum number of decision bands used in the 4 kHz speech band. In 
the cases where B u is not an integer, B^  is rounded to a lower integer value and the high 
frequency harmonics that are outside the decision bands, Dn, are set to be unvoiced.
The speech production model parameters (LPC filter coefficients which give the 
spectral shape of the speech) are estimated first to minimise the error between the originalA_____________________________________ _
spectrum 5w(u?) and the synthetic spectrum S(uS) as in Eq. 6.1 in Chapter 6 . The 
synthetic spectrum S(uj) can be presented as in Eq. 7.1. After estimating the speech 
production model parameters, the short term correlation is removed from the original 
speech spectrum to form the LPC excitation spectrum E(lo). The excitation parameters 
of the MB-LPC coder are then estimated based on the closeness of fit between the original 
and synthetic residual spectra using the mean squared error
N/2
«(«*)=  £  |£ ( « ) -.£(«,<*>) |J (7.3)
<jj=—N/2
Since the estimation of the excitation model parameters of the MB-LPC coder depend on 
the periodicity of the spectrum and since the shape of the spectrum is removed to form
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Figure 7.1: Simplified Block Diagram of the MB-LPC coder (a) Encoder (b) Decoder
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a fiat excitation spectrum, estimation of these parameters will be more consistent and 
not ambiguous. The MB-LPC model parameters are estimated in two stages that will be 
addressed in the following sections:
7.2.1 Speech Production  M odel Param eters
Speech production can be viewed as a filtering operation in which a sound source 
excites a vocal tract filter. The source may be either periodic, resulting in voiced speech, 
or noisy and aperiodic, causing unvoiced speech, or combinations of these two. The voicing 
source occurs in the larynx at the base of the vocal tract, where airflow is interrupted 
periodically by the vocal folds [79]. Unvoiced speech is noisy due to the random nature 
of the signal generated at a narrow constriction in the vocal tract for such sounds. For 
both voiced and unvoiced excitation, the vocal tract, acting as a filter, amplifies certain 
sound frequencies while attenuating others.
In voiced speech signals, the harmonics are energy concentrations at multiples of the 
fundamental frequency. A truly periodic signal has a discrete-line spectrum, but since the 
vocal tract rarely remains fixed in time, voiced sounds are instead quasi-periodic (almost 
periodic). Whether or not the speech signal is voiced, its characteristics (e.g., spectral 
amplitudes) are often relatively fixed or quasi-stationary over short periods of time as 
one sound is produced, but the signal varies substantially over intervals greater than the 
duration of a distinct sound.
The speech signal is usually assumed to come from an all-pole filter; i.e., the as­
sumption is that its spectrum has no zeros [62]. The all-pole assumption does not cause 
major difficulties in most applications. One speech production model that uses the all­
pole assumption, is the LPC filter constructed with a certain number of coefficients. This 
model is described below:
7.2.1.1 Analysis of Linear Prediction Coefficients
LPC is one of the more popular forms of spectral estimation as discussed in Chapter 
4. It provides a compact yet precise representation of the spectral shape without being 
computationally intensive. Its advantage in speech coding stems from the fact that the 
LPC coefficients may be effectively quantised at a low bit rate.
The LPC all-pole model has been found to accurately fit the spectral envelope of 
most speech frames, particularly non-nasal voiced sounds. Typical plots of this can be 
seen in Fig. 7.2. For fricatives and nasal sounds, the acoustic tube theory calls for both 
poles and zeros in the transfer function [85] [79]. However, if the polynomial order is 
adequate, all-pole modelling provides an adequate representation of these sounds as well.
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Figure 7.2: Typical spectral envelopes represented by 10th order LPC filter
Given the speech spectrum, the goal of LPC spectral modelling is to fit
S u ((jj) in some optimal manner by an all-pole spectrum R ( u j \ t ) .  The all-pole model can 
be written as,
R(u;t)  =  G H f a t )  =
G G
A(cd; t)
i  +
fc=i
(7.4)
where G is a constant gain factor, p is the number of poles in the spectrum (LPC filter 
order), and A(u>;t) is known as the inverse LPC filter. We can define an error measure 
E r between Sw{uS) and R(lo; t) as follows:
N + p - l
E r =  £  e r ( « )
n = 0
N/2
= E  l&MflAfaoi2
W -- N /2
Nf2 / i n  /  \  I \  2IS/
=  G2 E
w = -N /2  \
I W I
JV/
(7.5)
Since the summation in Eq. 7.5 is positive it follows that minimising E r is equivalent to 
minimising the sum of the ratio of the speech energy spectrum to the magnitude squared 
of the frequency response of the linear system in the model for speech production.
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The parameters {a^} are determined by minimising Er with respect to a/., i.e., 
{dEr/ddk =  0K=1. It can be shown [62][59] that these conditions reduce to
J2  akR\i-k\ =  ~Ri  1 <  i < P (7.6)
k=i
where
N /2
R k =  I^C ^ ) ! 2 cos(^cu) (7.7)
oj- - N / 2
This is a set of p linear equations in p unknowns which may be solved for {a*,}. By 
exploiting the Toeplitz nature of the autocorrelation matrix, several efficient algorithms 
have been developed for the solution of this system as described in Chapter 4. Similarly 
it has been shown [62] that G may be calculated as,
G2 =  flo +  akRk
fc=i
Eq. 7.6 and 7.8 completely specify the parameters of the model spectrum R(u>). For 
a spectrum Su(uj) and desired number of poles, we first calculate the autocorrelation 
coefficients {Rk} as specified in Eq. 7.7 and then determined {a^} and G.
A few observations concerning the spectral matching properties of this procedure 
may be made. First, minimising the summation of the ratio of |5a,(c<;) | 2 to |72(cu)|2 means 
that LPC modelling provides a better fit to spectral peaks than valleys unlike the maxi­
mum likelihood spectral estimation method which uses the Itakura-Saito distortion mea­
sure as described in Chapter 4. Though this property may have some advantages with 
spectral envelope estimation in the presence of pitch information, it creates a serious dif­
ficulty in modelling envelopes possessing a wide dynamic range. A second observation is 
that LPC spectral approximation is equally accurate at all frequencies. Human auditory 
perception has finer frequency resolution at the lower to middle regions of the audible 
spectrum [79]. High resolution in the envelope approximation at the higher frequencies 
can result in preserving irrelevant high frequency details at the expense of the envelope 
approximation for the more important lower to middle range frequencies. Another consid­
eration is the number of poles desired to achieve an accurate representation of the spectral 
envelope. The accuracy of the fit of R{w) to Sw(lj) increases as the order p increases. It 
can be shown that R(cu) —> Su(uj) as p —► oo. However, coding restrictions prevent the 
use of an arbitrarily large value for p. A compromise in the choice of p must be made that 
minimises the total speech degradation due to the combined effects of the LPC modelling 
and the parameter quantisation.
(7.8)
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7.2.2 M B-LPC Excitation M odel Param eters
As mentioned earlier, if the short time correlation is removed from the original speech 
signal s(n) by passing this signal through the inverse LPC filter A(z),  an excitation signal 
is formed. Passing this excitation signal through the LPC filter regenerates the original 
speech signal. From this arrangement, it becomes apparent that if the excitation signal 
could be efficiently coded and transmitted, very good quality reconstructed speech could 
be obtained. Since the LPC spectrum is a close estimate of the spectral envelope of 
speech spectrum, its removal from the speech spectrum is bound to leave an excitation 
signal with a relatively flat spectrum. However, the excitation signal preserves all the 
excitation information (and whatever the LPC model did not manage to pick up) and this 
information is more or less uniform over all frequencies. As a result, the necessary coding 
and transmission efficiency can be achieved by representing this excitation signal with only 
a few useful parameters. The estimation of the excitation model parameters is shown in 
Fig. 7.3. These parameters (fundamental frequency, gain and voicing information) are
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Figure 7.3: Detection of MB-LPC excitation model parameters
estimated by minimising the mean squared error between the original excitation and the 
reconstructed excitation spectra as shown in Eq. 7.3 and described in Chapter 4 and 6 .
In order to obtain the fundamental frequency, a synthetic excitation spectrum is 
reconstructed based on the assumption that the speech is purely voiced. In this case, 
there will be energy centred at the harmonics of the fundamental with the characteristic 
window frequency response shape. The minimum error for entirely periodic excitation for 
the given pitch period is then computed as in Eq. 7.3 and the pitch period is chosen as 
corresponding to the minimum error. The detail description of pitch estimation algorithms 
have already described in Chapter 4.
For voicing determination, a periodic excitation spectrum is created using the op­
timum fundamental frequency as estimated above. This spectrum is then divided into a 
certain number of frequency bands. The voicing decision for each considered frequency
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band is then made by comparing the normalised error over each band to an adaptively 
defined threshold, as in the MBE speech coders that were detailed in Chapter 6 .
One other parameter needed to describe the MB-LPC excitation signal is a gain term 
G given in Eq. T. 8  that conveys the LPC model error energy or the average harmonic 
excitation energy that can be computed as
(7.9)
L  t=i
where L is the number of harmonics in a 4 kHz speech bandwidth, {M(iujo)}f=1 are the 
excitation harmonic magnitudes and Uq = ^  is the fundamental frequency of the current 
speech frame.
7.2.3 M B-LPC Speech Synthesis
The MB-LPC speech model involves synthesising the voiced and unvoiced portions of 
the LPC excitation in the time and frequency domains respectively. The voiced excitation 
is synthesised using the same procedure as in the MBE coder described in Chapter 6 , but 
different harmonic amplitude and phase functions are used. In the MB-LPC speech coder, 
since sinusoidal modelling is based on the LPC excitation signal, the LPC excitation is 
assumed to have a flat spectrum and hence an average peak energy for all harmonics. The 
voiced excitation is then computed as
L
ev{t) =  cos (7.10)
k=0
where cr0(t) is the interpolated average harmonic energy function, L is the number of 
harmonics in the excitation signal and ipk(t) is the frequency and phase function of the 
excitation harmonics. In the MB-LPC speech coder, the excitation phase function is 
needed for the voiced speech synthesis algorithm. The phase function of the speech signal 
is predicted using a similar procedure to that used the case of the MBE speech coder. In 
order to determine this phase function, the phases of the speech spectrum and the phases 
of the frequency response of LPC inverse filter are added together to form the excitation 
phase function as,
4>k(t) =  0k{t) +  a k(t) (7.11)
where 0k(t) and ak(t) are the phase functions of the speech spectrum and the LPC inverse 
filter respectively, correspondingly to the kth frequency track at time t.
The unvoiced excitation signal is generated in a way that is similar to the unvoiced 
speech synthesiser of the MBE coder described in Chapter 6 . The LPC excitation signal is 
finally synthesised as the sum of the synthetic voiced and unvoiced portions of excitation
C h a p t e r  7 M u l t i- B a n d  Li n e a r  P r e d i c t i v e  S p e e c h  C o d in g
7.2 M u lt i - B a n d  LPC S p e e c h  M o d e l 1 5 3
signals. The reconstructed speech is obtained by passing this excitation signal through a 
speech production model (LPC filter).
In order to illustrate the MB-LPC speech model characteristics, various spectra 
produced by this system are plotted in Fig. 7.4. In Fig. 7.4 (a), the spectrum of a typical 
speech frame is shown. This was obtained by windowing the speech signal with a 27.5 ms 
Hamming window and then calculating a 256 point Fourier transform of the windowed 
speech sequence. Fig. 7.4 (b) shows the spectral envelope which is computed using a 
10t/l order LPC filter. One can see that this is a smooth contour containing the general 
shape of the spectrum shown in Fig. 7.4 (a). The excitation spectrum produced by the 
original speech spectrum and inverse of the LPC spectral envelope, is shown in Fig. 7.4 
(c). The pitch period which has been estimated is 43 samples (190 Hz). The periodic 
excitation spectrum corresponding to this pitch period is shown in Fig. 7.4 (f). The 
voicing information is displayed in Fig. 7.4 (e). A high value on this graph corresponds to 
a voiced region for which the periodic spectrum would be used in the excitation spectrum. 
Frequency regions having the lower value in Fig. 7.4 (e) are unvoiced and noise energy, as 
shown in Fig. 7.4 (g), is used in the excitation spectrum. The combination of both periodic 
(voiced) and noisy (unvoiced) excitations produce the synthetic excitation spectrum as 
shown in Fig. 7.4 (h). This synthetic spectrum is then multiplied by the spectral envelope 
to create the synthetic speech spectrum. This product is shown in Fig. 7.4 (d).
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Figure 7.4: Hlustration of Multi-Band LPC speech model characteristics
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7.3 T ypes of M ulti-Band LPC Speech Coders
The MB-LPC speech coders can be implemented using two methods. As mentioned 
in the previous sections, these are Multi-Band Excitation (MBE) with frequency and 
time domain LPC filter methods. Since both methods use LPC modelling of speech, and 
since the speech spectrum usually rolls off towards the high frequencies, having larger 
harmonic magnitudes or formants at lower frequencies, the LPC model will satisfactorily 
approximate the low frequencies, and will do a poor job in high frequencies. To prevent 
this, the speech signal is passed through a pre-emphasis filter that attenuates the lower 
frequency components without effecting the high frequencies. The transfer function of 
this filter is
P(z)  =  1 -  a z ' 1 (7.12)
which emphasises the high frequencies prior to MB-LPC analysis and inverse (de-emphasis 
filtering) is applied at the receiver. Thus, if s(n) is the input signal, the pre-emphasised 
signal So(n)  is
So(rc) =  5 (n ) — a s ( n  — 1) (7*13)
After processing at the synthesiser, the signal is de-emphasised as,
s(n) = s0(n) +  as(n — 1) (7.14)
The block diagram of this complete system is shown in Fig. 7.5. Viewing this another way,
CHANNELS(n) S(n)
MB-LPC
Decoder
MB-LPC
Encoder
Figure 7.5: The Block Diagram of the MB-LPC coder with Pre-emphasis and De-emphasis 
filters
the spectral roll off is caused by the radiation effects of the sound from the mouth, and the 
pre-emphasis filter is used to offset these effects [80]. Typical values of the coefficient a  
are around 0.9. The effect of this pre-emphasis filter applied to LPC analysis is illustrated 
in Fig. 7.6
7.3.1 M BE w ith  Frequency Domain LPC Filter
The parameters of MB-LPC coder include the spectral information parameters and 
excitation information parameters which are common to both methods. This method
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Figure 7.6: The effect of Pre-emphasis filter to speech spectrum and its LPC envelope
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is very similar to the Multi-Band Excitation coder described in Chapter 6 . The only 
difference is the representation of the spectral magnitudes. Here we use the LPC speech 
model to represent the spectral magnitudes, whereas in the MBE coder, the spectral 
magnitudes are quantised directly which is not very efficient for low bit rate speech coding. 
The block diagram of this coding scheme is shown in Fig. 7.7 and operates as follows: 
The sampled speech signal at 8  kHz is passed through a high pass filter to remove the 
DC component of the signal. The resulting signal is then windowed using a Hamming 
window to choose the desired speech segment for analysis. For pitch period estimation, 
the error function tends to vary slowly with the pitch period. This allows an initial 
estimate of the pitch period near the global minimum to be obtained by evaluating the 
error on a coarse grid. In practice, the initial estimate is obtained by evaluating the 
error for integer pitch periods using autocorrelation method as described in Chapter 4. In 
the initial pitch estimation algorithm, high frequency harmonics do not match well, so a 
frequency weighting function (low-pass filter) is used to de-emphasise high frequencies. To 
accurately estimate the voicing decision in the high frequency bands, more accurate pitch 
period estimation is required. More accurate pitch period estimation can be obtained 
by using the best initial pitch estimate. Then the error is minimised locally to this 
estimation by using successively finer evaluation grids. The final pitch period is chosen 
as the pitch period which produces the minimum error in this local minimisation. The 
speech spectrum is then split into certain number of bands and a voicing decision for each 
band is made. Using the pitch and voicing information estimated above, the excitation 
signal can be generated. To find the spectral shape of the speech spectrum, an all-pole 
LPC model is used as will be described below. For this spectral shape, an energy level is 
also computed and transmitted to the receiver to normalise the energy of the synthesised 
speech segment to this level.
At the decoder side (Fig. 7.7 (b)), using the LPC coefficients and energy level 
estimated in the encoder side, the harmonic magnitudes or spectral envelope is computed. 
These amplitudes are then enhanced to improve the subjective speech quality as will be 
described later in this chapter. Using voicing information, the pitch and the enhanced 
amplitudes, the speech is synthesised as shown in Fig. 7.7 (b). The voiced and unvoiced 
parts are then added together to form the final synthesised speech segment. In order to 
further enhance the output speech quality, a frequency domain post-filter is also used as 
will be described in the next sections.
7.3.1.1 Spectral Magnitude Estimation Based on the LPC Model
The number of harmonic magnitudes that must be quantised and transmitted for 
a given speech frame is a function of the estimated pitch period. This figure can vary 
from 9 harmonics in the case of a high-pitched voice to as much as 60 for an extremely
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Figure 7.7: The block diagram of Multi-Band excitation with Frequency Domain LPC 
Filter
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low-pitched speaker. In the 8  kb/s MBE speech coder developed by Griffin [40] [39], well 
over 100 bits are available for representing the spectral envelope. At this rate ADPCM is 
a feasible quantisation technique. The 4.8 kb/s coder created by Hardwick [42] employs 
a variety of transform coding techniques designed to exploit the inter and intra-frame re­
dundancies present in the harmonic magnitudes. Transform coding has proven successful 
at bit rates as low as 2.4 kb/s, but its performance deteriorates at lower bit rates [75]. The 
quantisation scheme required at 2.4 kb/s, must be significantly more efficient than those
applied in higher bit rates. It must also satisfy the restrictions imposed by a real-time
implementation. These include computational complexity and coding delay limitation 
as well as channel error considerations. Vector quantisation (VQ) was considered as a 
possible basis for the spectral envelope quantisation. VQ achieves excellent quantisation 
efficiency by utilizing both the linear and non-linear dependencies within a block of data. 
However, it demands prohibitive computational and storage requirements to achieve the 
desired results. These disadvantages prevented its use in this system. A more advan­
tageous solution involves designing a mathematical model of the spectral envelope. It 
is then possible to represent the harmonic magnitudes with a limited set of parameters. 
LPC modelling appears to be a logical method to employ in this situation. Its benefits 
and limitations are discussed below.
In the previous sections, all discrete points of the speech spectrum Sw(uj) have been 
used for all-pole modelling of the speech signal. However, in the majority of cases at 
low bit rates, only the harmonic samples of the fundamental frequency of the speech 
spectrum Sw(<jS) are used to estimate the speech spectral envelope. The error measure Er 
must therefore be redefined as,
,  G2 A  |g„(fcu>o)|2
*  l  t  m ^ o w
where L is the number of harmonics within the 4 kHz speech bandwidth, and loq is the 
fundamental frequency. Following the same minimisation procedure as in the previous 
case, we again arrive at Eq. 7.7 for obtaining linear prediction coefficients {afc}jj=1  [12]. 
However, the calculation of the autocorrelation coefficients must be redefined for the case 
of harmonics of a fundamental frequency as,
1  L
^  =  7 £ l ^ ( M I 2 cos(fcM  (7.16)
L  (=0
This procedure suffers from a number of limitations. The most obvious is that the modified 
distortion measure Er is a function of only the discrete frequencies luj0. The \R(lo) \2 is 
obtained by minimising the error between |iSh,(cc?) |2 and |i?(o; ) [ 2 at only these frequencies. 
At the other spectral locations R(w) is not predictable.
If the fundamental frequency is high and the ^ ( w )  |2 sparsely sampled, |J7(cu) | 2 
generated by this procedure is generally a poor estimate of the original spectral envelope.
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For an adequate spectral fit, the number of frequency points must be large compared to 
the number of desired poles. This can be a significant problem with high-pitched voices. 
Fig. 7.8 (a) and (b) demonstrate this point. In Fig. 7.8 (a), the dashed curve is the 
original spectral magnitudes that have been sampled at a fundamental frequency of 89 
Hz. The solid curve is the 1 0 -pole LPC spectrum generated from these discrete spectral 
points. In Fig. 7.8 (b), another speech spectral envelope is sampled at the harmonics 
of fundamental of 333 Hz and again the 1 0 -pole LPC spectrum is computed from the 
discrete harmonic samples. In the first case the estimated spectrum is a better fit to the 
original spectral magnitudes. In the second example, the spectrum is under-sampled and 
a poor match is achieved. The types of discrepancies that can occur between the model 
and the original spectrum in this situation include merging or splitting of pole peaks, 
and increasing or decreasing of pole frequencies and bandwidths [62]. Not only has the 
envelope estimation been corrupted, but the values of the estimated and original spectra 
at the sampled frequencies vary significantly.
This is a rather unfortunate result that stems from the correlation matching condi­
tion imposed by the LPC error criterion. LPC modelling equates the first p +  1 autocor­
relation coefficients of the original spectrum and the model all-pole spectrum. The {Rk}  
calculated with Eq. 7.16 are an aliased version of the original autocorrelation coefficients 
and as a result the model will never match the original all-pole envelope. For low-pitched 
speech the aliasing of {Rk} is small and the modelled spectrum is reasonable. With high- 
pitched speech this aliasing is severe and the resulting envelopes provide a poor fit to the 
original.
Other error criteria such as the Itakura-Saito distortion measure described in Chap­
ter 4, has been shown to obtain better estimates than this procedure [65]. However, these 
algorithms require solving a set of non-linear equations that are not guaranteed to globally 
converge. More importantly, these methods do not perform as well as the interpolation 
technique to be discussed shortly.
Computation of the autocorrelation coefficients directly from the discrete harmonic 
magnitudes has proven ineffective in all but the lowest pitched speech frames. Some 
sort of interpolation of the discrete spectral envelope is required to limit the aliasing 
effects described above. One solution is to generate the {Rk} directly from the FFT of 
the original windowed speech segment. This assures that the spectral envelope has been 
sampled finely and the aliasing problem is corrected, but suffers from the pitch structure 
still present in the signal. The LPC must model the product of the spectral envelope 
with the excitation spectrum. In doing so the estimate of the envelope is degraded. This 
procedure fails to take advantage of the deconvolution properties of the Multi-Band LPC 
excitation analysis. It would seem more logical to synthetically interpolate the spectrum 
directly from the estimated harmonic magnitudes themselves. In this way, the pitch 
structure is removed and the LPC model is a direct estimate of the harmonic magnitudes.
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Figure 7.8: The LPC model generated using harmonic frequency points (a) For smaller 
(89 Hz) and (b) For Higher (333 Hz) fundamental frequencies
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Several interpolation methods have been pursued. These range from simple linear 
interpolation to averaged parabolic interpolation in the log spectral domain. The desired 
technique should generate a spectrum with LPC like qualities and still be computationally 
reasonable. Linear interpolation in the log spectral domain appears to be a suitable 
compromise [1 2 ]. The interpolated spectrum Q(w) is computed as,
log \Q(u)\ =  log |Sw(w*)l +  ( ~ — P°S l ^ ( ^ + i ) |  -  log l&XwjOl] (7.17)
\ V k + l  — W k J
for ujk <  uj < where u>k is the frequency of the kth harmonic. Fig. 7.9 (a) and 
(b) demonstrate the results obtained with this algorithm. In Fig. 7.9 (a) and (b), the 
solid lines are the interpolated spectral magnitude envelopes from Fig. 7.8 (a) and (b) 
corresponding to the fundamental frequencies of 89 and 333 Hz respectively. The harmonic 
spectral magnitudes are interpolated via Eq. 7.17 and the result is used to calculate {Rfc} 
required for LPC analysis. The dashed lines are the modified 10-pole LPC estimate. This 
modified estimate does an even worse job of tracking the envelope as a whole than its 
discretely generated counterpart in Fig. 7.8 (b). Fortunately, we are not concerned with 
preserving the shape of the original spectrum, only with calculating an LPC model from 
which the harmonic magnitudes can be extracted. In this respect, the modified estimate 
clearly outperforms the discretely generated model. The modified LPC model accurately 
follows the harmonic magnitudes while missing the other parts of the speech spectrum. 
Note that there has been no attem pt here to reconstruct the original spectral envelope. 
Rather the object has been to find a 1 0 -pole LPC model that minimises the difference 
between the original and estimated spectra over a series of discrete frequency points. 
This technique does not require the original spectrum to be all-pole in nature, and it is 
therefore extendible to modelling general speech spectra.
The accuracy of the curve fit is a reflection of the number of poles used in the LPC 
analysis. Increasing p improves the models’ representation of the harmonic magnitudes. 
An example of this is given in Fig. 7.10. Here 5000 speech frames are used to generate
the harmonic samples of each spectrum and corresponding LPC spectrum with various 
orders. The degree of the spectral fit between the original and model harmonics is given 
by the average spectral distortion measure. Given two spectra Qn(uS) and Rn(u>) (original 
and model envelopes) known at L  frequency points LOk (harmonic frequency points), the 
average spectral distortion lsd(n) between the two can be defined as in Eq. 5.31 in Chapter 
5. The overall distortion is obtained by summing up a sequence of lsd(n) as in Eq. 5.32 
in also Chapter 5. This error measure was chosen for this application because of its ease 
of calculation and its good correspondence with subjective measures. In what follows, 
the average spectral distortion scores will be used as a means of comparing the relative 
quality of synthesised speech. Given a speech sentence and two sjuithesised versions of 
the original speech, the segment with the lower spectral distortion score is, with a few
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Figure 7.9: The LPC model generated using interpolated harmonic magnitudes (a) For 
smaller (89 Hz) and (b) Higher (333 Hz) fundamental frequencies
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Figure 7.10: The spectral distortion measure as a function of LPC model order
exceptions, perceived as the closer match of the two to the original. No attem pt has been 
made here to relate these scores to any established absolute speech quality measures.
Two more steps have been taken to improve the accuracy of this procedure. Each 
stems from the observations made earlier concerning the spectral matching properties of 
LPC analysis. The first limitation dealt with the dynamic range of the original spectrum. 
If the range is too large, the LPC model will tend to favour the larger magnitude harmonics 
in its envelope estimation. To reduce these effects, the original envelope is compressed 
prior to LPC analysis. A typical compression method involves taking the cube root of 
each harmonic [12]. The second improvement attempts to account for the perceptual 
properties of the human auditory system. While the LPC spectral approximation is 
uniformly accurate across frequency, the human ear is more sensitive to low than high 
frequencies. By warping the spectral axis during' the interpolation process, it is possible 
to  devote a larger portion of the total spectrum to the lower frequency regions while 
deemphasizing the less critical higher harmonics [79].
Each of the steps described above has some effect on the overall fit of the LPC 
model to the original harmonic magnitudes. These results are summarised in Table 7.1. 
Five thousand speech frames representative of a variety of male and female voices were 
processed with the MB-LPC analysis algorithm. The harmonic magnitudes of each frame 
were then modelled with a 1 0 f/l order LPC polynomial. The autocorrelation coefficients 
were first calculated directly from the discrete harmonics. Each of the methods described 
above were then added in succession to the estimation procedure. The average spectral
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LPC Analysis Method Spectral Distortion (dB2)
Time Domain Autocorrelation 4.35
Harmonic Magnitudes 4.59
Harmonic Magnitude Interpolation 4.05
Harmonic Magnitude 
Interpolation & Compression 3.51
Harmonic Magnitude Interpolation, 
Compression & Frequency Warping 2.72
Table 7.1: Effects of enhancement methods on the spectral distortion over 5000 frames of 
speech.
distortion statistics for each step in the experiment are displayed in Table 7.1.
As the table indicates, the efforts at improving the LPC model estimate have been 
effective. Listening tests confirm these results. There is a marked audible improvement 
in the quality of the speech segments synthesised with the enhanced LPC estimate over 
those synthesised with the simple LPC estimate based solely on the unmodified discrete 
spectral harmonics. Listening tests also indicate that a 1 0 -pole model is optimum. Speech 
quality improves with polynomial order up to 1 0  poles, beyond this value there is little 
to no audible benefit.
7.3.2 M BE W ith  Tim e Dom ain LPC Filter
The block diagram of this algorithm is shown in Fig. 7.11 and operates as follows: 
After high pass,filtering of the input speech signal, a window is applied to choose a specific 
speech segment. The autocorrelation coefficients of this segment are computed to model 
the speech production mechanism. The LPC excitation spectrum is then obtained as the 
product of the speech spectrum and frequency response of the LPC inverse filter. The 
fundamental frequency of the LPC excitation spectrum is estimated using the method 
based on sinusoids as described in Chapter 4. The estimated pitch is used to obtain the 
voicing information and excitation rms value as discussed in the previous sections. The 
model parameters are then quantised and transmitted to the receiver.
At the receiver, the received bits are decoded and speech model parameters are ob­
tained. Here, separate techniques are used to synthesise the voiced and unvoiced LPC 
excitation from the decoded model parameters. The reconstructed energy is then en­
hanced to improve the subjective speech quality as will be described later in this chapter. 
Voiced speech is generated as the sum of a series of sinusoids. For a frame of speech, a 
distinct oscillator is assigned to each voiced harmonic. To preserve the inter-frame con-
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Figure 7.11: The block diagram of Multi-Band excitation with Time Domain LPC Filter
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tinuity, the amplitude and frequency of the oscillator are interpolated between frames. 
Unvoiced speech is synthesised in the frequency domain. The spectrum of a windowed 
noise sequence is generated and weighted by the unvoiced harmonic magnitudes. Re­
gions corresponding to voiced harmonics are zeroed out. The inverse transform is then 
calculated and used with the overlap-add procedure to generate the unvoiced segment. 
The voiced and unvoiced contributions are then added to produce the synthesised LPC 
excitation signal. This excitation is then passed through the LPC filter to form the final 
recovered speech. During the LPC synthesis process, the LPC coefficients are interpo­
lated from one frame to the next in order to achieve a smooth speech output. In order to 
further enhance the output speech, a frequency domain post-filter is also used as will be 
discussed later in this chapter.
7.3.2.1 LPC Interpolation
The frame by frame update of the LPC analysis controls the degree of accuracy 
with which the LPC filter can model the spectrum of the speech, in addition to the order 
of the LPC analysis used. Thus, during sustained regions of slowly changing spectral 
characteristics, the frame by frame update can cope reasonably well. However, in tran­
sition regions which are believed to be perceptually more important, the frame by frame 
update will fail as transitions fall within the frame. During such instances, the calculated 
set of parameters will only represent an average of the changing shape of the spectral 
characteristics of that speech frame.
In order to model the transitions more accurately, the update rate of the analysis 
needs to be increased such that the frame length is much larger than the number of new 
samples used per frame, i.e., the window is spread across past, current and future samples 
[56]. The disadvantages of this technique are:
(i) Greater algorithmic delay is introduced
(ii) If the shift of the window (i.e., number of iiew samples used per update) is small, 
the coding capacity is increased.
(Hi) If the shift of the window is long, although the coding capacity is decreased, the 
accuracy of the excitation modelling also decreases.
Therefore, a trade-off between accurate spectral modelling, excitation modelling, 
delay and coding efficiency is required.
A popular technique to satisfy the above mentioned trade-off is the use of frame to 
frame LPC interpolation. The idea of LPC frame interpolation is to achieve an improved 
spectrum representation by evaluating intermediate sets of parameters between frames
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such that transitions are introduced more smoothly at the frame edges without the need 
to increase the coding capacity. The interpolation type usually employed is linear inter­
polation rather than non-linear. Since the LPC coefficients are quantised in the form of 
LSFs and since the LPC interpolation process takes place at the decoder side, it is logical 
to linearly interpolate the LSF coefficients across the frame using the previous and current 
frame LSF coefficients. If the time between two speech frames corresponds to N ,  the LSF 
interpolation function is given by
LSFk{n) = Is fm -^k)  +  [lsfm(k) -  (7.18)
where l s fm(k) corresponds to the kth LSF coefficient in the m th frame and 0 <  n < N  is the 
time sample between the current (m )th and previous (m — l ) th frame. The interpolated 
LSFs are then used to check if the LPC filter is stable. If it is stable, these LSFs are 
directly converted to LPC coefficients as shown in Appendix B; if it is unstable, these 
coefficients are corrected to provide a stable filter and the same process is then followed. 
This procedure automatically tracks the formants and valleys from one frame to another 
which makes the output speech more smooth. This effect is shown in Fig. 7.12.
Using an un-quantised MB-LPC scheme, the relative merits of both interpolated 
and non-interpolated LPC configurations were investigated. The improvement due to 
the LPC interpolation was very noticeable. The smoothness of the processed speech was 
found to be considerably enhanced, and speech spoken by faster speakers was notice­
ably improved. However, sample by sample LPC interpolation is very computationally 
expensive. Therefore, the speech frame is broken into 5 or 6  sub-frames requiring 5 or 
6  interpolation points that take place in the centre of each sub-frame. This procedure 
reduces the computation significantly while producing almost the same speech quality.
7.3.3 Frequency Dom ain Post-filter D esign
A post-filter is used to shape the noise and improve the perceptual quality of the 
synthesised speech. In noise shaping, lowering noise components at certain frequencies 
can only be achieved at a price of increased noise components at other frequencies. Since 
speech formants are much more important to perception than the formant nulls, the 
philosophy is to preserve the formant information by keeping the noise in the formant 
regions as low as possible [2 1 ]. In this case, the noise components in the formant nulls 
may exceed a certain threshold, however these noise components can be attenuated by a 
post-filter. In performing such post-filtering, the speech components in formant nulls will 
also be attenuated. By attenuating the components in the formant nulls, the post-filter 
only introduces minimal distortion in the speech signal, but it achieves substantial noise 
reduction.
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Figure 7.12: The effect of LSF interpolation technique
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The first step in the design of the frequency domain post-filter is to weight the 
measured spectral envelope,
=  H(u>)W(u>) (7.19)
in order to remove the spectral tilt and produce an even (flatter) spectrum (Fig. 7.13 (b)). 
Here, H(u)  is the measured spectral envelope (Fig. 7.13 (a)) and W (uj) is the weighting 
function represented as,
W {u) = H & T )  ; ° - 7 £ L  (7'20)
and
H(u)  =  -—  r-r- (7.21)
1 +  E L i
where are the coefficients of a pth order all-pole LPC filter and 7  is the weighting 
coefficient which is typically 0.5 (Fig. 7.13 (a)). The weighted spectral envelope, Ru(to) 
is then normalised to have unity gain, and compressed by a factor of /3 that is typically 
0.2. If Rmax is the maximum value of the weighted spectral envelope, then the post-filter 
is taken to be,
i ° < / ? < ! •  (7.22)
The idea is that at the formant peaks, the normalised weighted spectral envelope will 
have unity gain and will not be altered by the compressor. This will be true even if the 
low frequency formants are significantly higher than those at the high frequency end. In 
the formant nulls, the compressor will produce the fractional values smaller than formant 
peak fractions, so that, overall, a Weiner filter characteristic will result (Fig. 7.13 (b)). 
The estimated post-filter frequency response is then used to weight the original speech 
envelope to give
H(u) = Pf (u)H (u)  (7.23)
This causes the formants to narrow and reduces the depth of the formant nulls thereby 
reducing the effects of the noise (Fig. 7.13 (c)) without introducing the well known 
spectral tilt in the spectrum which is very common in pole-zero post-filters [21]. When 
applied to the MB-LPC coder synthesiser, the resulting system produces much improved 
speech quality.
For the amplitude enhancement algorithm used in the Multi-Band excitation system
A
with frequency domain LPC filtering, the enhanced envelope, H (w) computed in Eq. 7.23 
is sampled at harmonics of the fundamental frequency. These samples are then multi­
plied by the energy level to form the enhanced amplitudes. For the energy enhancement 
algorithm used in Multi-Band excitation with a time domain LPC filter, the frequency re­
sponse of the post-filter P/(w) derived in Eq. 7.22, is also sampled at the harmonics of the 
fundamental frequency. These points are then multiplied by the energy level to form the 
shaped energy across the 4 kHz speech bandwidth. We have noticed that both amplitude 
and energy enhancement algorithms improved the output speech quality significantly.
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7.3.4 Comparison of Two M B -L PC  Coders
Although, the performance of both MB-LPC techniques is quite high, Multi-Band 
excitation with time domain LPC produces better quality speech. Since the Multi-Band 
excitation system with the frequency domain LPC filter applies direct sinusoidal mod­
elling to the original speech, the output speech is represented by sinusoids of harmonics 
(harmonic phases, magnitudes and frequencies). The rest of the frequency components 
are automatically set to zero. In this case, the speech can not be represented fully, thereby 
output speech can not be sharp as it is in the original case. Another disadvantage of this 
system is that the level of distortion produced for each frame is not the same; it varies 
frame to frame which makes the output speech quality variable as well.
These problems are however not present in the Multi-Band excitation with time 
domain LPC filter method. In this method, sinusoidal modelling is applied only to the 
excitation signal. Since the sinusoidal modelling operates only in the voiced part of speech 
signals, and since the LPC model is able to pick up most of the information, especially 
during voiced speech, the distortions present in the other method, are significantly reduced 
in this system. In this system, most of the distortion due to sinusoidal modelling exists 
in the excitation (LPC residual). As this residual is of very low energy and carries very 
little information, especially during voiced speech signals, the effect of this distortion is 
usually insignificant. Therefore, as most of the speech energy is contributed from the LPC 
modelling, this effect is reduced significantly. When the sinusoidal models for excitation 
signal and LPC model are combined to generate speech, the resulting speech quality is 
quite sharp and close to the original speech signal. Another advantage of this scheme is 
that since the LPC model is operated in the time domain, the LPC filter has a memory of 
previous speech samples. Of course, during the prediction of the current speech samples, 
the contribution of the memory response of the LPC filter is quite important. If there is 
any noticeable (disturbing) distortion on a specific section of the excitation signal, this 
memory response plays a fundamental role to spread this distortion across the frame, 
more or less homogeneously. In this case, the speech quality is not disturbing or annoying 
to the listeners. The time domain LPC filter acts also as a kind of interpolation filter, 
smoothing the output speech signal. One other advantage of this system is that, due to the 
LPC interpolation procedure from one frame to the next, the output speech becomes even 
smoother. In informal listening tests, most people preferred the Multi-Band excitation 
system with the time domain LPC filtering.
7.4 M ulti-Band LPC Quantisation and Coding
An MB-LPC coder operates by first estimating its model parameters as described 
in the previous sections. These parameters are then quantised and transm itted to the
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receiver. At the receiver, the quantised parameters are reconstructed, and then used to 
synthesise speech in the manner that has been described in the previous sections of this 
chapter.
The quality of the coded speech is limited by two factors. The first is the accuracy 
of the speech model and the other is the distortion induced by quantisation of the model 
parameters. Since quantisation can only degrade the systems’ performance, the highest 
quality which can be achieved is found in the absence of quantisation. As discussed in 
the previous sections of this chapter, the un-quantised model parameters can be used to 
synthesise high quality speech. Therefore, given sufficient bits, an MB-LPC speech coder 
can do equally well. The information to be quantised can be divided into four parts: 
LPC filter coefficients, excitation energy, fundamental frequency and voicing information. 
A variety of quantisation techniques exist, of which many could be used to quantise 
the MB-LPC coder parameters. These different techniques offer unique combinations of 
advantages and disadvantages. The choice of which technique should be used depends on 
the bit rate at which the system is designed to operate, and on the relative importance of 
speech quality versus computation, storage and delay. The systems which were designed 
as part of this work were required to have high quality at 2.4 kb/s and below, while 
maintaining reasonable computation and storage requirements. These requirements were 
set in such a manner that the resulting systems would be applicable to real-time speech 
communication systems. MB-LPC coders can also operate at higher bit rates, however, 
we focused on the development of lower bit rate (2.4 kb/s and below) speech coders.
7.4.1 2.4 K b /s  M ulti-B and LPC Speech Coder
A 2.4 kb/s MB-LPC coder was designed using a frame length of 20 ms (160 samples). 
Therefore, only 48 bits per frame were available for coding the parameters. The bit 
allocation for each of these parameters per frame is tabulated in Table 7.2.
The 10 LPC coefficients are split scalar/vector quantised in the form of LSF using
Parameters No of Bits/Frame Bit Rate (kb/s)
Pitch 8 0.4
10 LSF Coefficients. 26 1.3
Average Energy 5 0.25
v/uv Decisions 9 0.45
Total 48 2.4
Table 7.2: Bit allocation for 2.4 kb/s MB-LPC speech coder.
26 bits as was discussed in Chapter 5. First 3 LSF parameters are scalar quantised,
C h a p t e r  7  M u l t i- B a n d  L in e a r  P r e d ic t iv e  S p e e c h  C o d in g
7 .4  M u l t i - B a n d  LPC Q u a n t i s a t i o n  a n d  C o d in g  174
using 3,4,4 bits. The following 4 and the last 3 LSF parameters are vector quantised 
using 8  and 7 bit code-words respectively. The fundamental frequency is quantised in the 
range of 57 - 470 Hz using an 8 -bit logarithmic quantiser as in other systems described 
before. This 8 -bit quantiser represents the fundamental frequency accurately without 
introducing any noticeable quantisation distortion. The voicing information does not 
need any quantisation since it is already binary. The voicing decisions take place in 9 
bands requiring 1 bit for each band. The last parameter to be quantised is the average 
excitation energy. In order to quantise this energy, nonuniform quantisation is used to 
minimise the average quantisation error for a given number of quantisation levels [64]. 
An equal number of bits is then used to code each level. However, parameter values with 
low probability are often coded with a large quantisation error. An M  level nonuniform 
quantiser is specified by the end points X{ of each of the M  input ranges and an output 
level yi corresponding to each input range [64]. The distortion function is then defined as
^  rXi+i
D (x > y) = Y ,  f ( x ~  Vi)p{x)dx (7.24)• i Jxi t = l  1
where f ( x)  is some function (usually, f ( x )  =  x 2) and p(x) is the input amplitude prob­
ability density function. The p(x) function for energies over 5000 frames are shown in 
Fig. 7.14. The objective is to choose the X{ and the corresponding yi to minimise this
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Figure 7.14: The Energy PDF function for 5000 speech frames
distortion function, D (x,y).  The ideal quantisation function (namely the quantiser has 
x inputs and x outputs; one output for each input without an}' quantisation error) is
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shown in Fig. 7.15 (a) that is defined using 5000 speech frames. Fig. 7.15 (a) can be 
used to design various energy quantisers for various number of levels. This can be done 
by dividing the x  axis into certain number of regions (number of levels). The y values 
corresponding to the centre of each region are then obtained to form the quantiser levels. 
For example, using this procedure, 5-bit energy quantiser can be design as shown in Fig. 
7.15 (b). The subjective quality of both 5-bit quantised and un-quantised energy cases is 
almost same. In informal subjective tests, people could not notice the differences between 
these two cases.
The main advantage of the 2.4 kb/s MB-LPC quantisation scheme over MBE coders 
is that it is independent of the pitch. A fixed bit allocation is used to represent speech 
model parameters at all times, which makes it possible to have fixed speech quality for 
all talkers. Unlike the MBE coders [46], MB-LPC bit allocation and quantisation are 
not dependent on the fundamental frequency of the current frame which makes it a more 
robust coding scheme even if the fundamental frequency is lost due to channel errors.
7.4.2 1.2 K b /s  M ulti-B and LPC Speech Coder
To code the model parameters of the MB-LPC coder at 1 . 2  kb/s, we decided to use 
30 bits per 25 ms frame length. However, it is very difficult to represent all parameters 
with 30 bits and still maintain good quality. We therefore used the concept of frame 
interpolation to achieve the bit rate of 1.2 kb/s. In this case, for good quality speech, 
the fundamental frequency is transm itted all the time. The other parameters (LPC filter 
coefficients, the energy and voicing decisions) are only transmitted on alternate frames. 
At the decoder the un-transmitted parameters are estimated from the previous and the 
next frame information.
Those parameters to be transm itted are quantised and coded as in the 2.4 kb/s 
version described above. The un-transmitted parameters are reconstructed using adjacent 
transm itted frame information. In order to obtain the best performance, an attem pt is 
made to minimise the error,
E k = ' Z  \Hm(u>) -  Hmh(u> ) |2 (7.25)
cj=0
where Hm(io) is the original spectral envelope of the m th frame that is not transmitted and 
Hmk(u) is the reconstructed spectral envelope which is the Fourier transform of the LPC 
filter impulse response, hmk[lsfm(i)]. The impulse response of the LPC filter hmk[lsfm(i)] 
is a function of the current LSF coefficients. The current LSF coefficients are
reconstructed as
= ls fm-i(i)  +  [lsfm+1(i) -  ; k = 0 , 1 , 2 , . . . ,  M  -  1 . (7.26)
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Figure 7.15: Typical energy quantiser functions (a) Ideal quantisation (b) 5-bit quantiser
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where m  denotes the current frame index and M  is an integer number that is a power of 2. 
Using M  sets of interpolated LSF parameters, M  different spectral envelopes are created 
in relation to the speech frame energy simultaneously. The energy of the current frame 
is predicted using a similar procedure to the interpolation of LSF parameters described 
above. The current frame energy erg1 is reconstructed using
_m   _ m —1 i f  _ m +1 _m—1\ k  (n  c\n \
o o +  l^o -  ) M  I l  U-27)
where erg1 - 1  and agl+ 1  are the transmitted energies for the previous ({m  — and the 
next ({m +  l } th) frames respectively. The M  spectral envelopes with their reconstructed 
energy levels are then compared with the original spectral envelope with its actual energy 
level. The index for the best spectral envelope, kbest =  k, which minimises the error, Ek 
is coded and transmitted to the receiver. The bit allocation to the model parameters for 
an overall bit rate of 1.2 kb/s with 25 ms frame length is tabulated in Table 7.3.
Parameters m — 1th Frame (bits) mth Frame (bits) Bit Rate (kb/s)
Pitch 8 8 0.32
10 LSF Coefficients. 26 - 0.52
Average Energy 5 - 0 . 1 0
v/uv Decisions 9 - 0.18
Index, kbest - 4 0.08
Total 48 1 2 1 . 2
Table 7.3: Bit allocation for 1 . 2  kb/s MB-LPC coder.
The received index, kbest is used to find the contribution of the previous and the next 
speech frame information for the reconstruction of the current frame model parameters 
(the energy, voicing information and LSF parameters). The effect of LSF interpolation 
technique is illustrated in Fig. 7.16, and the spectral distortion between the original and 
the reconstructed speech envelopes are tabulated in Table 7.4. In Table 7.4, the mean
Objective Quality Measure Mean Value
Spectral Distortion (dB2) 4.28
Seg-SNR (dB) 8.48
Table 7.4: Objective quality measure of LSF interpolation over 5000 frames
value of Segmental Signal-to-Noise Ratio (Seg-SNR) is also tabulated. The mean values 
for both spectral distortion and Signal-to-Noise Ratio measures are obtained over 5000 
speech frames. The probability density functions (PDF) for both spectral distortion and
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Figure 7.16: The spectral envelopes for (a)The previous frame (b) The current frame(both 
original and recovered) (c) The next frame.
Signal-to-Noise Ratio (SNR) measures are shown in Fig. 7.17 (a) and (b) respectively. 
As can be seen from these PDF functions, most of the spectral distortions and SNRs 
are concentrated around their mean values which do not introduce significant noticeable 
distortion to the output speech quality.
To show the performance of the energy reconstruction process, the spectral distortion 
and segmental signal-to-noise ratio are also computed and illustrated in Table 7.5. For
Objective Quality Measure Mean Value
Spectral Distortion (dB2) 1.90
Seg-SNR (dB) 21.97
Table 7.5: Objective quality measure of energy interpolation over 5000 frames
a spectral distortion of 1.90 dB2, the distortion introduced in the speech is just about 
noticeable. Therefore, it is recommended that estimating energy in this way without 
transmitting any bits, is sufficient with this spectral distortion. The probability density 
functions for the spectral distortions and SNRs over 5000 frames are shown in Fig. 7.18 
(a) and (b) respectively. For the PDF functions of spectral distortions, since the energies
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and envelopes having higher spectral distortions, occur very occasionally in the speech 
signal (the PDF function values for high spectral distortions are reasonably small), they 
rarely introduce perceptible artifacts into the speech quality.
The voicing information is predicted using a different method to the LSF and Energy 
prediction methods. The voicing information prediction method can be formulated as
vm(i) =
kbest 0
k 1 ( 0  kbest ^ M
(7.28)
where and vm+i(i) is the i band voicing decision of the previous, (m — 1 ) and
next, (m + l ) th speech frames.
For the reconstruction of the voicing information, the percentage of the correct 
predicted voicing decision for each band is calculated over 5000 frames, i.e., 5000 decisions 
for each band. These results are illustrated in Fig. 7.19. From this figure, it is clear
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Figure 7.19: The percentage of correctly reconstructed voicing decisions over 5000 frames
that this voicing prediction algorithm works very well, producing on the average 80% or 
more correct voicing decisions for each decision band. The distortions produced by the 
wrong predicted voicing decisions are subjectively not noticeable. This is due to the high 
probability of correct predicted voicing decisions (low probability of wrong decisions) and 
many combinations of correct and wrong predicted decision bands.
In order to assess the voicing prediction, the original values of LSF coefficients and 
energy are used. In this case, a speech sentence is processed using both the original and
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predicted voicing information, and the output speech signals were subjectively compared. 
In informal listening tests, subjects could not find any differences; indeed they had dif­
ficulty in distinguishing between the two sentences. This result confirms how well the 
voicing prediction method works.
7.5 Subjective Speech Quality A ssessm ent
Informal listening tests were used to compare a number of speech sentences processed 
by the 2.4 kb/s and 1 . 2  MB-LPC coders, and 4.15 kb/s INMARSAT Standard-M Coder. 
For clean speech, the speech sentences coded by the MB-LPC coder did not have the slight 
“buzziness”, present in other conventional vocoders such as LPC - 1 0  and channel vocoders. 
The LPC-10 and channel vocoders declare the entire spectrum voiced or unvoiced and 
replace aperiodic or periodic energy apparent in the original spectrum with harmonics of 
the fundamental frequency. This causes a buzzy sound in the synthesised speech by the 
conventional vocoders which is eliminated by the MB-LPC coder. The MB-LPC coder 
produces fairly good quality speech at 2.4 kb/s and natural sounding speech quality at
1 . 2  kb/s which is very similar to the 2.4 kb/s MB-LPC processed speech.
For noisy speech sentences, the conventional vocoders exhibited severe buzziness and 
a number of voicing errors [97]. The severe buzziness is due to replacing the aperiodic 
energy evident in the original spectrum by harmonics of the fundamental frequency. The 
voicing errors occur due to dominance of the aperiodic energy in all but a few small 
regions of the spectrum. The voicing threshold could not be raised further without a 
large number of the totally unvoiced frames being declared voiced. The noisy speech 
sentences processed by the MB-LPC coder did not have the severe buzziness present in 
the conventional vocoders and did not seem to have a problem with voicing errors since 
much smaller frequency regions are covered by each voicing decision. In this section, the 
intelligibility and quality tests are used to assess the MB-LPC coders.
7.5.1 Speech Intelligibility
For a speech intelligibility measure, the DRT test was employed to compare the 
original speech and 4.15 kb/s INMARSAT Standard-M Coder with the 2.4 kb/s and
1 . 2  kb/s MB-LPC coders. In this test, only one condition was tested: clean male and 
female speech materials. In this test, we are interested in the relative performance of the 
speech coders. The resulting DRT scores are presented in Table 7.6. In these tests, as 
expected, both 2.4 and 1 . 2  kb/s MB-LPC coders produced higher DRT scores than the 2.4 
kb/s LPC- 1 0  vocoder [97]. This demonstrates the electiveness of the extra voicing bands 
in the MB-LPC coder. These high scores indicate that even in the absence of context
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Speech Coder D RT Score Category
Original Speech 97.0 Excellent
4.15 kb/s Standard-M 93.4 Good
2.4 kb/s MB-LPC 92.4 Good
1 . 2  kb/s MB-LPC 91.5 Good
Table 7.6: DRT scores for various speech coders 
information, the speech is almost completely intelligible.
7.5.2 Speech Quality
For speech quality assessment, paired comparison and MOS tests were used. An 
evaluation of the 2.4 and 1.2 kb/s MB-LPC coders has been devised involving a side by 
side comparison of the systems to the 4.15 kb/s INMARSAT Standard-M Coder. The 
speech signals used as input to all the coders are subject to the same analog conditions. 
Three sets of speaker conditions were evaluated. These are: clean male speaker; clean 
female speaker; and noisy male speaker. Each sentence is processed using the coders 
mentioned above. Listeners were played each sentence pair twice and asked to choose the 
segment that they preferred and to give an MOS score for each sentence. The MOS test 
results and paired comparison results are given in Table 7.7.
In the comparison of the INMARSAT Standard-M Coder and the 2.4 kb/s MB-LPC 
coder, the results show that the MB-LPC coded speech sounds very close to the output 
of the INMARSAT Standard-M Coder operating at 4.15 kb/s. Although, the majority 
of people preferred the INMARSAT Standard-M Coder, the fact that most of the people 
were unsure shows how close the two coders were.
In the case of comparison between 2.4 kb/s and 1 . 2  kb/s MB-LPC speech coders, 
although, both speech coders were found to produce good subjective performance, in gen­
eral, the 2.4 kb/s MB-LPC speech coder was found to sound clearer and more natural 
than the 1 . 2  kb/s MB-LPC speech coder which occasionally possessed some noticeable 
artifacts. For noisy speech sentences, both 2.4 kb/s and 1 . 2  kb/s MB-LPC coders did a 
reasonable job of synthesising the background conditions and maintaining natural sound­
ing, good quality speech.
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Clean Male Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.15 kb/s INMARSAT-M 3.3 40 40
2.4 kb/s MB-LPC 3.0 2 0
2 2.4 kb/s MB-LPC 3.0 70 2 0
1 . 2  kb/s MB-LPC 2 . 8 1 0
Clean Female Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.15 kb/s INMARSAT-M 3.4 38 42
2.4 kb/s MB-LPC 3.1 2 0
2 2.4 kb/s MB-LPC 3.1 77 18
1.2 kb/s MB-LPC 2 . 8 5
Noisy Male Speech Sentence
Pair No Speech Coder MOS Preference (%) Not Sure (%)
1 4.15 kb/s INMARSAT-M 3.1 37 45
2.4 kb/s MB-LPC 2.9 18
2 2.4 kb/s MB-LPC 2.9 65 24
1 . 2  kb/s MB-LPC 2 . 6 1 1
Table 7.7: Pair comparison and MOS results
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7.6 Concluding Rem arks
In this chapter, we have presented the Multi-Band LPC speech coder. The model 
was applied to the development of good quality 2.4 and 1.2 kb/s coders. The performance 
of these coders were also evaluated through informal listening tests including MOS and 
DRT. The results indicate that the MB-LPC coders have definite potential at these lower 
bit rates. The new frequency domain post-filter developed in this chapter, significantly 
improved the quality of the synthesised speech.
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Chapter 8
C O N CLU SIO N S
8.1 Pream ble
The subject of this thesis has been the investigation and formulation of a particular 
branch of digital speech coding, termed, “Sinusoidal Model Based Low Bit Rate Speech 
Coding for Communication Systems”. The schemes investigated and formulated have 
been real low bit rate coders for real system applications. The work focused on two major 
issues:
(z) The first and foremost was the quality of sinusoidal model based coding schemes 
at 4.8 kb/s and below with particular emphasis on LPC based sinusoidal models. 
The quality of the coded speech is limited by the underlying model parameters. 
The output speech quality was, therefore, optimised using sophisticated analysis, 
synthesis and enhancement algorithms for each sinusoidal speech model during the 
design procedure.
(zz) Finally, various aspects of quantisation were examined for low bit rate transmis­
sion systems. The distortion induced by quantisation of the model parameters also 
limits the output speech quality. Since quantisation can only degrade the systems’ 
performance, the highest quality which can be achieved was found in the absence of 
quantisation. The quantisation schemes for each specific transmission bit rate was 
therefore optimised in such a way that subjective speech quality produced by both 
quantised and un-quantised versions were more or less similar.
In this concluding chapter, the major results of the thesis are summarised. This is 
followed by a short discussion on possible directions of further research to augment and 
consolidate this work.
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8.2 Concluding Sum m ary
The main body of the thesis can be divided roughly into two parts: The first part 
comprises a theoretical description or derivation of speech coding systems, whilst the 
second part discusses the development and experimental part of the speech coding systems.
In Chapter 2, various types of digital speech transmission systems have been ex­
amined. For each system, the characteristics of the system and the constraints on its 
speech coding subsystem have been highlighted. It has emerged that the predominant 
areas of application for low bit rate speech coding are mobile and secure (or military) 
communication systems. For these applications, specific low bit rate speech coders, with 
qualities that match the system requirements, have been adopted. Whilst a few of these 
systems are operational, some are still in the specification or commissioning stage. The 
ultimate aims of digital mobile communication research are personal communication sys­
tems and the digitisation of the PSTN local loop. We believe that, a precondition to 
the achievement of these aims is the emergence of low bit rate speech coding techniques 
which meet the appropriate capacity, quality, robustness, complexity, and delay require­
ments. Since these features can not easily be added to an algorithm after development, 
we believe that optimum results are obtainable only if they are taken into consideration 
during the design stage. It is evident that the incoherent nature of the standardisations 
currently prevailing within the speech coding field will cause difficulties in the future. 
Although, standardisation is usually a positive move in most cases, it also presents many 
problems. At present all the mentioned standards are very application specific and few 
are inter-operable apart from the usual conversion to 64 kb/s PCM format. Tandeming 
of different coders is therefore, an important aspect of the overall end user appreciation 
of the system, hence inter-operability is vital. The rapid growth in voice communication 
demand will make these incompatibilities even more evident, hence this is an urgent need 
for a common algorithm that can operate at various coding rates.
Chapter 3 presented a brief review of the analysis of the short time Fourier transform 
as applied to the coding of speech signals. A brief survey of frequency domain speech 
coding techniques was also given. Present applications of these techniques which range 
from the relatively simple vocoding to the waveform coding schemes, are able to generate 
speech of reasonably good quality at bit rates as low as 2.4 kb/s. SBC and ATC can 
produce toll quality speech at around 9 to 16 kb/s. Although they possess many good 
attributes, e.g., low delay and robustness, they have not found favour when it comes 
to specific applications. For instance, in the Pan European mobile radio system trial, 
many SBCs were submitted as candidates, but eventually a compromise time-domain 
algorithm was chosen. Sinusoidal speech coding models including Sinusoidal Transform 
Coding (STC), SWELP, MBE and MB-LPC speech coders are very effective in the range 
2.4 to 6  kb/s. For example, an MBE coder beat many LPC based time-domain coders to
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become the INMARSAT standard-M 6.4 kb/s coder (with FEC) for land mobile satellite 
communications. As well as producing communication quality speech, these algorithms 
are very robust to transmission errors. Another new example in this range is the MB-LPC 
coder which also achieved communication quality speech at 2.4 kb/s.
In Chapter 4, we presented the tools applied to low bit rate speech coding, such as ef­
ficient spectral envelope estimation, pitch estimation and vector quantisation techniques. 
Firstly, speech spectral envelope estimation based on Maximum Likelihood and all-pole 
(LPC) autocorrelation methods were examined. As the results suggested, although, the 
Maximum Likelihood method produced better overall performance than the autocorre­
lation model, it is very complex due to having to solve non-linear equations during the 
analysis procedure. Secondly, various pitch estimation techniques including sinusoidal 
model based, spectrum generation and autocorrelation methods, were examined. A new 
algorithm was developed to eliminate the pitch doubling or halving problems experienced 
in these coders and was shown to work even with noisy speech signals. Finally, the con­
cept of vector quantisation which is widely used in speech compression techniques, was 
discussed. These tools are very useful for developing low bit rate speech coding algorithms.
In Chapter 5, Sine-Wave Excited Linear Prediction (SWELP), a technique used 
to extract the amplitudes, frequencies and phases of the component sine waves from the 
short-time Fourier transform of the LPC excitation signal, was described. The algorithm is 
robust in noise since the parameters are obtained by coherently processing the speech over 
the analysis window. In order to account for spurious effects due to side-lobe interaction 
and time-varying voicing and vocal tract events, sine waves are allowed to come and go in 
accordance with a birth-death frequency tracking algorithm. Once contiguous frequencies 
are matched, a smooth cubic phase interpolation function was obtained that is consistent 
with all of the frequency and phase measurements and was maximally smooth. This phase 
function is applied to a sine-wave generator, which is amplitude modulated and added 
to the other sinusoids to give the final excitation output. For reduced bit rate coding, 
a new technique for coding the sine wave amplitudes was developed using the idea of a 
pitch-adaptive channel vocoder. Depending on the detailed bit allocation rules, operation 
at rates from 2.4 kb/s to 9.6 kb/s could be obtained with reasonable speech quality. 
However, we focused on the development of speech coders operating in the range 4.8 kb/s 
and below. At 4.8 kb/s, since there are enough bits to code all the SWELP parameters, 
very intelligible (DRT=92.9) good quality, natural sounding speech was obtained. In 
general the 4.8 kb/s SWELP speech coder was found to sound clearer than the DoD 
CELP operating at 4.8 kb/s. In order to preserve the naturalness at rates below 4.8 kb/s 
(e.g., at 2.4 kb/s), a synthetic phase model was used that phase-locked all of the sine 
waves to the fundamental. This added a voicing dependent random phase to each sine 
wave whose frequency falls above the cut-off frequency. In this case, the 2.4 kb/s SWELP 
coder achieved natural sounding speech (DRT=91.5) which is significantly better than
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the U.S. government standard LPC-10 algorithm.
Chapter 6  presented the Multi-Band Excitation speech coder, including a discussion 
of the methods used in the estimation of the model parameters and techniques for syn­
thesising speech. The MBE speech coder operating at 4.15 kb/s speech with FEC taking 
it up to 6.4 kb/s, was one of the candidates for the INMARSAT Mobile Standard trial 
together with other CELP-based speech coders. Test results for this system confirmed 
that it provides high speech quality and that it is robust to channel impairments [43]. 
Therefore, this system was selected as the voice coding standard for INMARSAT-M and 
AUSSAT mobile satellite communication systems. All the coders that were short-listed 
met the quality requirements. However, the MBE coder emerged as the best coder in 
terms of robustness to background noise and transmission errors. The MBE speech coder 
is clearly a viable alternative to CELP-based speech coders operating at low bit rates for 
mobile communication applications. Originally developed by Griffin and Lim at MIT [40], 
the MBE coder employs a novel speech production/perception model which overcomes all 
of the limitations of other basic vocoders. Furthermore, it also employs very robust tech­
niques for estimating the coder parameters. The subjective performance of MBE speech 
coders for various frame sizes and using INMARSAT Standard-M quantisation scheme in 
all cases, were evaluated in Chapter 6  through informal listening tests. The results indi­
cated that the MBE speech coder with 20 ms frame length has the potential of combining 
the bit rate, delay and speech quality requirements needed.
In Chapter 7, a new MB-LPC coder that could be implemented using two different 
approaches (Multi-Band Excitation with time and frequency domain LPC filters), was 
presented. The focus of Chapter 7 was the coding of the model parameters with a bit rate  
constraint of 2.4 kb/s and 1 . 2  kb/s. Given this restriction, quantisation schemes employed 
in the MBE coders were found to be unsatisfactory at lower bit rates. New coding 
methods based upon LPC and sinusoidal modelling were thus developed. This coding 
technique showed significantly better performance than the traditional 2.4 kb/s LPC-10 
algorithm. An informal listening comparison between MB-LPC speech coders (operating 
at 2.4 and 1 . 2  kb/s) and the U. S. government standard 2.4 kb/s LPC-10 vocoder revealed 
a preference in both high SNR conditions and noisy environments. In comparison with 
the INMARSAT Standard-M Speech Coder, the 2.4 kb/s MB-LPC speech coder was 
found to sound similar or very close to this mobile standard. The performance of this 
system further demonstrated the attractiveness of the MB-LPC coder for very low bit rate 
applications. The ability of the MB-LPC speech coder to accurately reproduce speech in a 
wide range of background environments provides a significant advantage over conventional 
speech modelling methods. The compactness of the MB-LPC model parameters and their 
potential to be efficiently quantised makes this model ideal for low rate systems.
In summary, various speech coding algorithms based on sinusoidal and LPC mod­
elling techniques, developed that cover the bit rate of 6  kb/s and below. These algorithms
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have a potential in this range of producing good and competitive speech quality. Research 
on this subject can be further extended in several ways as will be discussed below to fur­
ther improve the output speech quality.
8.3 Thoughts for Future Work
While significant work has been done in the development of efficient encoding 
schemes, there is still room for improvement. The achievements of the work so far are ca­
pable of further development in several respects. In the following, generalised statements 
are made regarding further expansion of some aspects of the work presented in this thesis. 
Further research will cover improvements of quantisation efficiency and speech modelling 
aspects.
(1 ) The focus of the speech analysis issue has been the all-pole modelling (or LPC 
analysis) that removes the short-term correlations between speech samples. The 
speech spectral envelope is currently fitted to a 10th order LPC polynomial for the 
purpose of applying extremely effective LPC quantisation schemes. The selection 
of the appropriate LPC coefficients deserves a good deal of attention. Improving 
the ability of this polynomial to model the speech spectral envelope at a given LPC 
order should be beneficial. It would enable a reduction in the LPC order and a 
subsequent improvement in LSF quantisation. The result would be higher quality 
synthesised speech. One consideration that has not been explored is matching the 
speech spectral envelope to a pole-zero model. The LPC fit is all-pole in nature 
and, whilst it will model a general spectrum, it requires more parameters to do so 
than a system function consisting of both poles and zeros. Whilst it is not clear if 
the quantisation benefits obtained by reducing the number of poles would be offset 
by inclusion of zeros, it does seem to  be worthy of some attention. Although this 
has been done in CELP type coders, it has not been tried on the sinusoidal model 
based speech coding systems and the author believes that this can improve speech 
quality at low bit rates.
(2 ) A second idea is how to model the voicing information very efficiently. The author 
observed that a step function at a single cut off frequency can be used to model 
voicing information effectively. In this case, harmonics below this cut off frequency 
will be classified as voiced whilst those above will be designated as unvoiced. Em­
ploying distinct coding schemes for each of these frequency regions one may be able 
to exploit the relative sensitivity of the human ear to each class of harmonics. One 
method along these fines will involve modelling the voiced harmonics with a 1 0 t/l 
to 12th order LPC polynomial and fitting the unvoiced harmonics with a 4</l to 6th 
order LPC.
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(3) Quantisation efficiency may also be improved upon by allocating bits over multiple 
speech frames. Rather than allocating a certain number of bits to each frame, 
it may be desirable to allocate more bits to some frames and less to others, whilst 
keeping the total number of bits constant. The non-stationarity in the speech model 
parameters results in some frames being more difficult to quantise than others. 
This problem can be reduced by adapting the bit allocation to correct for these 
non-stationarities. One disadvantage of this approach is that the coding delay will 
increase.
(4) One problem with model based speech coders including MBE and MB-LPC, is that 
even with perfect quantisation, there is some degradation in speech quality, due to 
the modelling and the estimation of the model parameters which result in artifacts 
in the speech quality. These artifacts can be limiting factors in the performance of 
very high bit-rate speech coding systems. Although, the MBE and MB-LPC speech 
coders result in substantially fewer model induced degradations, the modelling and 
estimation process is still noticeable for most speech materials. In particular the 
presence of pitch errors and voicing errors result in more pronounced distortions 
in the output speech quality. One solution to these problems (voicing and pitch 
problems) is to replace the voicing decision with a dual voiced and unvoiced rep­
resentation. The author believes that this will result in an increase in the output 
speech quality. The output speech quality will be even more improved, if each har­
monic of speech spectrum is allowed to have a combination of voiced and unvoiced 
energy. This could easily be done by retaining the voiced speech synthesis, while the 
unvoiced portion of the speech spectrum could be obtained from the error between 
the original spectrum and the synthesised voiced spectrum. Since this idea incor­
porates both a voiced and unvoiced spectrum, there is no longer a need for voicing 
decisions. This information would now be contained by the relative amplitude of the 
voiced and unvoiced spectra. This dual excitation speech model has several advan­
tages in terms of both the quality and the intelligibility of the synthesised speech. 
First, the problem of determining a voicing threshold is removed. This should im­
prove the robustness of the model to widely varying noise and speech conditions. 
The reason for this is that at most frequencies noisy speech contains both voiced 
and unvoiced energy.
(5) In recent years the concept of Analysis-by-Synthesis (AbS) has been applied very 
successfully to improving the performance of LPC based speech coding techniques. 
The AbS idea which was successful in Multi-Pulse and Code Excited LPC, con­
tributed to dramatic improvements in speech quality in the range 16 to 6  kb/s. 
A similar approach can be applied to the Sinusoidal model based speech coding 
techniques on a frame-by-frame basis in an effort to achieve the same kind of gain 
at low bit rates. The form of the general sinusoidal model can attempt to match
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the intrinsic components of sinusoids to time domain characteristics of speech. The 
parameters of the sinusoidal model should be determined by an AbS procedure 
to optimise the quality of the system. The remaining residual error between the 
original speech and sinusoidal modelled speech can then be vector quantised. The 
residual error corresponds to the unvoiced part of the speech signal and therefore, 
voicing determination will not be necessary.
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A ppendix A  
LOW PASS FILTER
A .l F ilter Coefficients
k 0 T 1 =F 2 T 3 T 4 T ^
h(k) 0.394201 0.297354 0.093671 -0.051602 -0.063723 -0.004565
k =F 6 T 7 =F 8 T 9 -F 10
h{k) 0.030659 0.016900 -0.007430 -0.013775 -0.002174
A .2 Block Diagram
Future 10 Sam plesP revious 10  Sam ples Current Sam ple
S(n+10)
h ( l) h(10)h (-l) h(9)
Si f(n) lpf
Figure A.l: Block diagram of 21st order FIR Low Pass Filter
A ppendix B
LPC =* LSF A N D  LSF =* LPC  
T R A N SFO R M A T IO N
B .l  LPC to LSF Transformation
An all-pole digital filter for speech synthesis, H (z ), can be defined as
H{z) =  1 /A p(z) (B.l)
where
A p{z) = l  + ' £ a kz~k (B.2 )
k= l
An equivalent representation of the system can be written as
Ap-i(z) =  Ap(z) +  kpB p-^z) (B.3)
Bp(z) =  z - 1  [-Bp- i(z )  -  kpAp-^z)] (B.4)
Bp(z) = z - ^ A p i z - 1) (B.5)
where k{ is the reflection coefficients, A q ( z )  = 1 and B q ( z )  =  z~x. This system is stable 
for \ki\ < 1 for all i.
To derive the line spectra or Line Spectrum Frequencies (LSF), it is assumed that 
the LPC filter is stable and the order is even. Ap(z) may be decomposed to a set of two 
transfer functions, one having an even symmetry, and the other having an odd symmetry. 
This can be accomplished by taking a difference and sum between Ap(z) and its conjugate 
functions. Hence the transfer function with kp+1 =  ±1 is denoted by Pp+i(z)  and Qp+i(z).
Pp+i(z) =  Ap(z) -  Bp(z) ; fo r  kp+1 = 1 (D iffe ren ce  filte r)  ^
Qp+i{z) = Ap(z) +  Bp(z) ; fo r  kp+1 = - 1  (Sum  filte r)
=* a p(z ) =  \  Ipp+i(z ) +  Qp+i(z )\ (B -7)
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Substituting Eq. B.5 into Eq. B.6 ,
Pp+l(z) = A p(z) -  z - ^ A p i z - 1) (B.8 )
=  1 +  (ax — ap)z~1 +  . . .  +  (ap — cti)z~p — 2_(!>+1)
=  2 - ( p+ 1)
P + ln +««■)
t= 0
where at- is complex in general. Similarly,
p + i
Qp+i(z) =  z~(p+1) H ( z  + bi) (B.9)
t '= 0
As is known that two roots exits ( kp+i =  dhl ), the order of Pp+i(z) and Qp+i(z) can be 
reduced, i.e.
and
Aozp + Alz{-*-V + ... + Ap
<?(*) =  (B-11)
P
where
Ao — 1  
Bo — 1
Afc — ^p+i—fc) +  Ak-i
Bk — “f" fc) Bk—i
where 1 <  k < p. The LSFs are the angular positions of the roots of P'(z) and Q'(z) 
with 0 <  L0{ <  7r (the roots occur in complex conjugate pairs). They have the following 
properties: (i) All roots of P '(z) and Q'(z) he on the unit circle and (u) The roots of 
Q'(z) and P f(z) alternate with each other on the unit circle, i.e., 0 <  u>qto < u?Pto < >^q,i < 
wp, i . . . ,  < 7r .  There are various methods that solve these two polynomials. In this section, 
only the Real Root Method will be described
B.1.1 R eal R oot M ethod
As the coefficients of P '(z ) and Q'(z) are symmetrical the order of Eq. B.10 can be 
reduced to p / 2 .
P \z )  =  A 0zp +  Ap 1 +  . . .  +  A 1z 1 -f- Ao (B.1 2 )
=  zp /2  [Ao( ^ /2  +  z-*12) + A 1(zM2-V  +  2 -(p/2-D) +  . . .  +  a p/2
A p p e n d ix  B L p c  =» L s f  a n d  L s f  => L p c  T r a n s f o r m a t i o n
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Similarly,
Q'(z) = B0zp + B r 1 + ..-  + B l z1 + B0 (B.13)
B0 (zp /2  +  z~p/2) +  B l { z ^ 2- 1'> + z~W 2-V ) + . . .  + b p/2= z*>2
As all roots are on tlie unit circle, Eq. B.12 can be evaluated on the unit circle only. Let 
z — then z 1 +  z _1 =  2 cos(u;), the P \z )  and Q’(z) polynomials are then written
P '(z) =  2ejp“/2 A0 cos(^o)) +  A t cos(F— ■ ‘‘u )  +  . . .  +  ^A p/ 2■ P ~  2
Q'(z) = 2e,p w /2  Bo cos(|u>) +  B 2 cos(y *w) +  . . .  +  ^ A >/2
,p - 2
(B.14)
(B.15)
By making the substitution x = c o s E q .  B.14 can be solved for x. For example, with 
p = 1 0 , the following is obtained:
=  16A0t 5 +  8 A^ 4 +  (4A2 -  2 0 A o) t 3 +  (2A3 -  8 A x)x2 (B.16)
+(5A0 — 3A2 +  A±)x -f- (Ai — A3 +  O.5 A5 )
and similarly for Q'(x). The LSF are then given by:
cos- 1  (a;,-)
L SF (i)  =
2?rT for 1 <  i < p (B.17)
where T  is the sampling period (1/8000 s).
B.2 LSF to  LPC Transformation
There are two methods for the inverse transformation, although neither is as compu­
tationally intensive as the forward transformation. The two methods are in fact equivalent.
B.2.1 D irect Expansion M ethod
In the LPC-to-LSF transformation described above, the aim is to find the roots of 
Eq. B .8  and B.9, i.e. a% and Having found these roots, the LPC coefficients, a t-, can 
be simply found by multiplying out the product terms of Eq. B.8 , i.e.
Pp+1(2) =  2-<”+1> [P '(z)(l -  z)]
= 2- (p+1) [(1 -  z)(z  -  r0)(z -  r j ) . . .  (z -  rp/2)(z -  r*p/2 
— 2-(t>+i) j(i _  z)(2 2 _  2 u0z + t0) . . .  (z2 — 2up/2z +  tp/2)
—  P q +  P l Z  1 +  . . . "f P p Z  P - f  P jP+l
(B.18)
(B.19)
A p p e n d ix  B L p c  => L s f  a n d  L s f  =*> L p c  T r a n s f o r m a t i o n
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where U{ =  — 2  cos w* , ut- =  — 2  cos and
r t- =  U{ +  jv i  and r t* =  Ui — jv i
r% +  r* =  2 iq and r t* x r* =  u] +  u? =  t{ (B.20)
Similarly,
Qp+i(^) =  Qo +  1 +  . . .  +  QpZ p +  Qp+i^ p^+1^  (B.2 1 )
Equating the terms of Eq. B.19 and Eq. B.8 ,
Po =  1
Qo =  1
Pp+1 =  “ I
Qp+i =  1
=  2 ^ *
&p+l—i =  \ { Q i - P i )
where 1 <  i <  p / 2 .
B .2 .2 LPC Synthesis F ilter M ethod
An LPC synthesis can be constructed directly using the LSF coefficients. The filter 
is derived from the following.
H{Z)  =  M z ) ^ [  1 +  {Ap(z) - 1)] (B‘22)
1
1 +  \  [(PP+i(z) — 1) +  {QP+i{z) -  1)]
where
4 . W - 1  =  | [ ( ^ r + i ( * ) - l )  +  W p + i W - l ) ] ’ (B-23)
i  r  p /2  p /2
=  -  < ( 1  — z) J J  ( 1  — 2  cos u>iZ +  z2) — 1 +  ( 1  +  z) ( 1  — 2  cos 9{Z +  z2) — 1
[ t=l i=l
Let m — — 2  cos , V( =  —2 cos 0t-, then
i  ( p /2  P /2  'I
Ap(z) -  1 =  -  |  J J  ( 1  +  m z  +  0 2) -  0  J J  (1 +  m z  +  z2) -  1 > (B.24)
1
P / 2  p / 2+-<n(i + v i z + *2) ~ z n (i+^ +z2)~1
^  * t '= l  i = 1
A p p e n d ix  B L p c  => L s f  a n d  L s f  =» L p c  T r a n s f o r m a t i o n
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z  (  P / 2  P / 2 - 1  i
=  r  U « 1  +  z )  -  n ( !  +  ui z  +  z2) +  J 2  ( “ <+1 +  z) n ( !  +  ui z  +  z2)
Z  (  3=1 i= 1 j = l
2. f  p /2  p / 2 - 1  t+9 uui+z) - n (x+vi z + z*)+ J 2  (u*+i+ z ) n (!+viz+ 2^)
L { i= l 1=1 j= l
The LPC coefficients are simply the impulse response of the filter.
A p p e n d ix  B L p c  =>• L s f  a n d  L s f  =>■ L p c  T r a n s f o r m a t i o n
A ppendix C 
A 37 B IT  LSF Q U A N T ISE R
C .l B it A llocation and Quantiser Levels
The 10 non-uniform scalar quantiser was used for the operation of 4.8 kb/s SWELP 
coding system in Chapter 5. The bit assignment {3,4,4,4,4,4,4,4,3,3} is used, resulting in 
37 bits/vector.
Level
LSF Coefficients
0 1 2 3 4 5 6 7 8 9
0 178 2 1 0 420 752 1041 1438 2005 2286 2775 3150
1 218 235 460 844 1174 1583 2115 2410 2908 3272
2 236 265 500 910 1274 T671 2176 2480 3000 3354
3 267 295 540 968 1340 1740 2 2 2 2 2528 3086 3415
4 293 325 585 1016 1407 1804 2260 2574 3159 3473
5 332 360 640 1064 1466 1855 2297 2613 3234 3531
6 378 400 705 1 1 1 0 1514 1905 2333 2650 3331 3580
7 420 440 775 1155 1559 1947 2365 2689 3453 3676
8 - 480 850 1 2 0 2 1611 1988 2394 2723 - -
9 - 520 950 1249 1658 2034 2427 2758 - -
1 0 - 560 1050 1295 1714 2081 2463 2790 - -
1 1 - 610 1150 1349 1773 2135 2501 2830 - -
1 2 - 670 1250 1409 1834 2193 2551 2879 - -
13 - 740 1350 1498 1906 2267 2625 2957 - -
14 - 810 1450 1616 2008 2369 2728 3049 - -
15 - 880 1550 1808 2166 2476 2851 3197 - -
Table C.l: Independent scalar quantisers for 1 0 th  order LSF vector (37 bits/vector )
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