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INTRODUCTION
The normal distribution is possibly the most important probability distribution function in the field of statistics. Much work has been done to investigate the behavior and properties of the normal distribution since many parametric statistical methods are formulated using the underlying assumption that data collected comes from a normal distribution. The need for determining normality has resulted in many tests being developed over the years to test whether a sample of observations can be modeled by the normal distribution. The assumption of normality is needed for many statistical tests which have implications or relevance to not just the field of statistics but across many disciplines, such as physical science, psychology, engineering, social sciences and many other subject areas.
Many of these tests detect deviations from normality when sample size is very large, and are usually formulated using a distance parameter which measures the deviation of the observed sample from normality. These methods all have some specific drawback ranging from performing poorly when sample size is small to having small power when the data follows a distribution that is similar in shape to the normal distribution. Because of the importance of the normal distribution, there is always a need to improve upon the currently available tests of normality or to develop new tests for testing normality.
The main purpose of the thesis is to first conduct a short review of existing methods for testing normality and then to investigate the use of simulated data combined with observed data to test for normality. The proposed procedure for testing normality will involve incorporating generated data and observed data to perform the test for normality. For conducting inference, the combination of observed and generated data is referred to as 'enriched data'. The investigation is examines a specific characterization of the normal distribution. The characterization developed by Bernstein (1941) The method that is proposed is a new procedure for inference that is made possible because of the power of currently existing statistical packages which make it possible to produce large sets of random variates from a distribution. The proposed method is in contrast to the existing methods of inference which are based on observed data and expected data under the null hypothesis. After the test procedure is developed its power is compared to some of the most popular existing methods of testing for normality and observe whatever drawbacks may exist.
The organization of the thesis is as follows: A review of the literature on tests for normality and characterizations of the normal distribution are presented in Chapters 1 and 2. In Chapters 3 and 4, the test procedure and the main theorem are provided along with the simulation results and discussion.
II. LITERATURE REVIEW
Most parametric analyses assume that an observed data set can be modeled by a given distribution. Much effort has been placed over the years into developing methods for testing how well a set of data points can be modeled by a given distribution. These tests are known as goodness of fit tests, Conover (1999 (1973) . Of all these the Shapiro-Wilk's is most commonly used and is generally regarded as the most robust method of testing normality.
Cramer-Von Mises test
The Cramer-Von Mises test is a goodness of fit test that was developed by Von Mises (1928) and Cramer (1931) . The test statistic examines the distance between the empirical distribution and theoretical cumulative distribution function under the null hypothesis . The statistic is given by:
where, * ( ) is the theoretical distribution function and ( ) is the empirical distribution function.
The test statistic can also be written as:
where, ( ) are ordered values of the sample.
A table of approximate critical values for the statistic under is given in Anderson and Darling (1952) and the bias and power of the test is also discussed by Thompson (1966) . The test has been shown to be more powerful than Kolmogorov-Smirnov for certain types of hypothesized distributions. It is best suited for situations when it is expected that the alternative distribution deviates a little over the entire sample range rather than having large deviations over a small section of the sample. In the latter case the Kolmogorov -Smirnov is more suitable. Stephens (1974) provides a rather comprehensive comparison of various goodness-of-fit tests. In the Cramer-Von Mises test, when * ( ) is assumed to be normal then the test can be used as a test for normality.
Kolmogorov-Smirnov test
The Kolmogorov-Smirnoff is another general goodness-of-fit test which can be adopted to test for normality when the mean and variance are specified. The test statistic uses the largest vertical difference between the hypothesized and empirical distribution. The test statistic is defined as:
where, * ( ) is the hypothesized distribution under and ( ) is the empirical distribution.
When * ( ) is assumed to be a specified normal distribution the test can be used as a test for normality. In this case, if T exceeds the 1 − significant point the null hypothesis of normality (µ, ) is rejected at level of significance. The distribution of T does not depend on the hypothesized distribution when the null distribution is a continuous distribution. Significance points are tabulated for different sample sizes and are given in Conover (1999) with additional details on the computation of the test statistic and some historical perspective on the method.
Anderson Darling
The Anderson-Darling test is a general goodness-of-fit test which tests whether the sample comes from a specified distribution. It tests the hypothesis that a sample has been drawn from a population with a specified continuous distribution function ( ). Let , … , be n sample observations under , and let ( ) ≤ ( ) ≤ ⋯ ≤ ( ) be the n ordered sample observations.
The test statistic is defined as:
The null hypothesis is rejected for large values of the test statistic. The Anderson Darling's test is very efficient in detecting deviation of the true distribution from the hypothesized especially when it differs in the tails. Critical values for are not available for small sample sizes but asymptotic significant points are tabulated for large sample sizes in Anderson and Darling (1952) . When a significant number of ties exist in the sample, the test will frequently reject the null hypothesis, regardless of how well the data fit the distribution. The test can be adopted for testing for normality if ( ) is assumed to be normal.
Shapiro-Wilk's Test
The 
D'Agostino's K-Squared tests
D'Agostino's K-Squared tests use sample kurtosis and skewness to detect departures from normality. The drawback of these tests is that they have power only for the alternative hypothesis that the distribution is skewed and/or kurtic. The tests are derived from the third and fourth standardized moments given by:
The sample estimates of and are, = ( ) and = ( ) (1.10)
where, = ∑ ( − ) respectively. (1.11)
I. Test of skewness :
Here the null is : The data is normal = 0 versus : Non-normality as a result of skewness ≠ 0
Under , the test statistic ( ) is approximately normally distributed for > 8 and is defined:
II. Test of kurtosis :
Here the null is : The data is normal = 3 versus : Non-normality as a result of kurtosis ≠ 3
The test statistic ( ) is defined as:
, (1.20) and, = ( − ( ))/ ( ).
(1.21)
It is also shown that under the test statistic ( ) is approximately normally distributed for n ≥ 20.
III. The omnibus test:
Pearson and D'agostino (1973) developed an omnibus statistic using and which is able to detect deviations from normality as a result of kurtosis or skewness. They derived the test
where, ( ) and ( ) are the normal approximations of skewness and kurtosis defined in (1.8) and (1.9) above. Under , the statistic has approximately a chi-square distribution with 2 degrees of freedom.
Characterizations of Normal distribution
A characterization of a distribution is a property that is unique to that distribution, and thus can be used to develop tests to determine whether a given sample is taken from that distribution. The earliest characterization of the normal distribution was by Gauss (1809). He showed that if the solution to the likelihood equation was the sample mean, for all possible samples and for all values of n, and the score function is continuous, then the underlying distribution must be normal. 
The parameter is a measure of departure from normality and is equal to zero if and only if the data follow a normal distribution. The derivation of kernel density estimates is very tedious and complicated and thus presents a drawback to this method. where, is the sample correlation coefficient ( ; ). The statistic is used to test for normality and can be used for both one sided and two sided tests.
For the test they considered the mean and the third central sample moment ̂ = ∑ ( − ) . Using Fisher's z-transform they obtained a test statistic called defined as:
where, is the sample correlation coefficient between( , ). The statistic is used to test for normality and can be used for both one sided and two sided tests. 
III. BASIS FOR TEST
The focus throughout the paper is to investigate the effect of testing for normality using observed data combined with additional simulated data (enriched data). The combination of generated and observed data will be used to develop a test statistic following the characterization of the normal distribution developed by Bernstein (1941) . The proposed method is a new exploration into the use of simulated data that to the best of my knowledge has not been investigated before. If indeed the results of such explorations using the normal setting yield positive results, these tests could possibly be modified and applied to various other goodness-offit tests.
Main Theorem
Theorem 1: If X and Y are identically and independently distributed random variables and U ≡ X+Y and V ≡ X-Y are independent, then U, V, X and Y are all normally distributed.
The proof of Bernstein's theorem is rather complicated and is omitted here. For a detailed proof please see Bernstein (1941) independence. The power is computed by calculating the percentage of times of 10,000 trials that independence between U = X + Y and V = X -Y is rejected. 
Description of Hoeffding's test:
Hoeffding's Dependence Coefficient D, is a nonparametric measure of association developed by Hoeffding (1948) that detects more general departures from independence. The statistic approximates a weighted sum over observations from a bivariate sample by placing ranks on observations. The D -statistic is defined by the SAS Institute (2010) as: In this chapter we covered and compared the power of some of the most common methods of testing for independence. On the basis of the simulation results the Hoeffding's test was selected as the preferred method of testing independence. In the next chapter we combine the concepts discussed in Chapters 1-3 to present the test for normality using enriched data. First we test when is a simple hypothesis, 'testing for a specified normal distribution' and then the procedure is extended to test for a composite hypothesis when the mean and variance are not specified. The proposed test of normality will be referred to as the 'Enriched Method'.
IV. TEST PROCEDURE
The first test that is investigated is for the simple hypothesis that:
The proposed test is similar to the Kolmogorov-Smirnov (KS) goodness-of-fit test which is widely used to test for a specified normal distribution. We will investigate how the simulated data and observed data can be combined to test for normality. The test procedure which uses linear combinations of the observed sample and the generated data is as follows.
Procedure for computing the test statistic D*:
3.1: Let = ( , … , ) be a random sample from a population with mean and variance .
3.2:
Randomly generate samples = ( , … , ), = 1 , of size n from a ( , ). The table of significance points for D* statistic for α = 0.01, 0.05, 0.10, 0.50, 0.90 and 0.99 are given in table 2 below. These significance points were developed from 10,000 repetitions of the procedure given in 3.1 -3.5 for generated samples from a (0 ,1) distribution and the various percentiles observed to develop the critical values for the various levels of significance. -0.00125 -0.00108 -0.00098 -0.00005 0.00147 0.00237 0.00497 300 -0.00081 -0.00074 -0.00066 -0.00003 0.00098 0.00153 0.00289 400 -0.00061 -0.00055 -0.00050 -0.00002 0.00066 0.00100 0.00206 500 -0.00049 -0.00044 -0.00040 0.00000 0.00059 0.00099 0.00180 1000 -0.00024 -0.00022 -0.00020 0.00001 0.00026 0.00044 0.00079 2000 -0.00012 -0.00011 -0.00009 0.00001 0.00017 0.00029 0.00048 Table 2 It must be highlighted that the percentiles of D* do not depend on the mean or the 
3.3: Compute

Simulation Results
Monte Carlo simulations were done to compare the power of the 'Enriched method'
(EM) with that of the Shapiro -Wilk (SW), Anderson Darling (AD) and Kolmogorov-Smirnov (KS) tests. To obtain the simulated power against a particular distribution at = 5% for each sample size, a total of 10,000 samples were generated and then the different tests applied to each sample using the SAS statistical package. The simulated power was then computed by finding the percentage of 10,000 trials that normality was rejected using each method. 2), T (7) and Uniform (0,1). In contrast the tests are able to detect non-normality for relatively small sample sizes when the distributions are highly skewed. The simulations failed to reveal which of the two methods had a clear cut advantage over the other as none of the methods consistently outperformed the other. It would appear however that the KS test has an advantage against distributions that are highly skewed. 
Testing normality when population mean and variance are unknown
In many scenarios when testing normality, the population mean and variance are unknown to the experimenter and have to be estimated from the sample. In such a scenario, the previous test of normality cannot be used since it assumes that the population mean and variance are known. In this chapter we present a procedure for testing normality when the mean and variance are not specified.
That is given a random sample = ( , … , ) of size n we are testing:
: ℎ .
: ℎ
Indeed this test is more applicable to experimenters wishing to verify that data are normal regardless of mean or variance in order to perform many other parametric statistical tests. The test procedure follows directly from the case of known mean and variance. Significance points of the D* statistic are developed under the null hypothesis of normality similar to the case for known mean and variance except values were generated using the sample mean and sample variance of the observed samples. The table of critical values obtained is tabulated below for various sample sizes. 
2000
-0.00013 -0.00012 -0.00011 -0.000064 -0.00009 0.000043 0.000108 Table 4 Procedure for computing D*: 
Simulation Results
The power of the Enriched method for testing normality when the population mean and variance was compared to the power of the Shapiro -Wilk's and the Anderson -Darling's test for normality. These are the two most popular and possibly most powerful tests for normality when the mean and variance of the population are unknown. The tests were compared for various alternative distributions by running 10,000 repetitions for each sample size and then the estimated power computed for α = 5%. Table 6 summarizes the simulated power for selected alternative distributions for α = 5% level of significance with corresponding graphs in Figure 2 .
From the table and graphs below it is clear that the test EM is on par with other traditional methods of testing for normality. The addition of the generated data to the observed data to develop the test statistic is justified from the results obtained. The EM method had better power than the AD test for some of the distributions investigated. Against a Beta (2, 2) , the EM test had consistently better than the AD test and had better power for smaller sample sizes than the SW test. For a sample size of n =10, the EM method had a power of 12% while the AD and SW test had power of about 7%. The EM had power 80% for a sample size of 200 while the AD test was at 71% and the SW 92%. Figure 2(a) shows a graphical representation of the power of the three methods against the Beta (2, 2) distribution.
Against a Uniform (0, 1) distribution the EM method was uniformly more powerful than the AD test and was just as powerful as the Shapiro in rejecting normality. Figure 2 (b) shows all three methods having adequate power for a sample size of 100 with the EM method having greater power for small sample sizes. Against the T distribution with n = 7 degrees of freedom, both the AD and SW tests have better power at smaller sample size than the EM test. A similar conclusion can be drawn from a Cauchy distribution where both the AD and SW tests have slightly better power than the EM.
Against asymmetric distributions, all of the methods in general require much smaller sample size to reject normality than against symmetric distributions. Against a Weibull (2, 2) distribution the EM test had uniformly better power than the AD test, but both methods still achieved less power than the SW test. Against a Chi-square (4) distribution both the AD and SW test have greater power than the Enriched method for all sample sizes. The same trend is seen against a Lognormal (0, 1) and exponential (λ = 1) distribution. The test is not isolated from other tests of normality in its inability to achieve great power for small sample sizes as all of the methods of testing for normality typically require large sample size before they reach acceptable power against most symmetrical distributions. The inability to achieve good power for small sample size is a major limitation that poses concern to experimenters and is often the criticism of goodness-of-fit tests. In order to effectively test for normality these tests should be used in conjunction with graphical techniques to properly conclude normality or non-normality.
One observed limitation of incorporating simulated data to test for normality when the population mean and variance are known is an increase in the type 1 error. The result is due to the fact that generated data has to be incorporated with the observed data in order to perform the test. The impact is more profound at smaller sample sizes where there is a tendency to have slightly larger deviations in the sample mean and variance from the actual mean and variance of the population from which the sample was generated. Such deviations are in essence a slight breakdown of the theorem being used which assumes that the mean of the observed sample and that of the generated sample are the same.
When the deviation occurs, the test statistic tends to be larger since independence is marginally violated thus increasing the likelihood of rejecting the null hypothesis. Therefore even if the data is generated from a normal population with mean µ and variance the test will sometimes reject normality if the generated data and the observed data have sample means and or sample variance which are far from the hypothesized population mean and variance. This error can be reduced by generating more samples and incorporating them with the observed sample.
Recommendations
The use of simulated data combined with observed data shows great potential. More work can be done to add to the investigations in this paper. In the case of testing normality when the mean and variance are unknown, instead of using the sample estimates of the mean and variance to generate the data one could estimate the parameters by using bootstrapping. This may lead to better generation results as these estimates may potentially be better estimates of the true population mean and variance than the sample mean and sample variance. Also, investigations could be done into the use of another measure to detect departure from independence other than the Hoeffding's -D that was used in this paper. If there is indeed a statistic that would detect more subtle deviations from independence than the Hoeffding's -D then this might serve to improve the power of testing when using the combination of simulated data and observed data.
Conclusion
The use of simulated data combined with observed data was investigated as a means of testing for normality. The investigation was done for two instances. The first instance when the population mean and variance are known and the other when they are unknown. The test was developed based upon the characterization theorem of the normal distribution by Bernstein (1941) and combines observed data and generated data to compute the test statistic D*. The statistic D* is based upon the Hoeffding's D-statistic which tests for independence of linear combinations of the observed and generated data.
Overall it was revealed that the use of Enriched data as a means of testing normality yielded some positive results. The test that was proposed achieved adequate power for many of the distributions investigated and was generally comparable to some of the existing methods of testing for normality. More work needs to be done to refine the method and possibly extend the use of simulated data to develop other goodness-of-fit tests. The test however cannot be carried out without the use of computer software and generally takes a longer time to run than existing methods.
