Abstract-Internet has revolutionized knowledge acquisition. Scientific knowledge in books, journals, and conference proceedings are available in digital libraries online. Current digital library end users are not adequately equipped with the technological know-how on information retrieval. While these systems normally retrieve documents based on keywords, users normally have a more abstract perception what information they require. Semantic gap, which is the disparity between user's request and query results, has been identified as a challenging issue. In this paper, we are interested in scientific document indexing for retrieval. Knowing the structure of such a document is helpful to the retrieval process, as the document is decomposed into different elements and specific indexing methods are applied to the different element types. Also, as the document is viewed as a composition of many elements, query responses may return some of the elements instead of the entire document. Therefore the aim of this paper is to present a novel approach to information retrieval from scientific documents, combining text mining with image mining.
INTRODUCTION
Knowledge acquired through discovery, extraction and reasoning is a basis of all research. The World Wide Web has offered researchers worldwide to share their work, and also to search for relevant information in journals and other documents. Information retrieval is an important aspect of research work, where the information contained in documents is to be cited, validated and argued, notably so when these documents are of scientific literary nature. Increasingly, these scientific documents are found in digital libraries, giving rise to innovative searching algorithms and document formats such as PDF(Portable Document Format) and XML (Extensible Markup Language) [ 9] .
A digital library which is an electronic repository of indexed literature would allow a user to query by using keywords. All the documents that match the keywords would be returned, for the user to select. Current digital library end users are not adequately equipped with the technological know-how on information retrieval. While these systems normally retrieve documents based on keywords, users normally have a more abstract perception what information they require. Semantic gap, which is the disparity between user's request and query results, has been identified as a challenging issue [5] .
A scientific document is more complex than it seems. While it is easy for a reader to distinguish the different sections of the document, semantics of the text and images on the page, this information is not stored together with the document. Most text mining applications use keywords in abstracts as query results. Yet it is known that different sections of the document provide different kinds of information [4] .
Recent efforts in indexing and retrieving of audio, video, graphics and textual data enabled users to access documents with multimedia content [6] . The search engines will use metadata to search for the data, such as using the filename to determine the audio file, or the webpage text where the graphic is contained. Citeseer [8] and Webseer, are such two efforts.
In this paper, the research interest lies in scientific document retrieval such as journals. Knowing the structure of such a document is helpful to the retrieval process, as the document is decomposed into different elements and specific indexing methods are applied to the different element types. Also, as the document is viewed as a composition of many elements, query responses may return some of the elements instead of the entire document. Therefore the aim of this paper is to present a novel approach to information retrieval from scientific documents, combining text mining with image mining.
The paper is structured as follows. Section II reviews earlier related work, while Section III discusses the current methodology used in multimedia retrieval. This is followed by a description of the combination of text and image mining approach (Section IV) and Section V concludes the paper.
II. PRIOR WORK
A review of related work in digital libraries, information retrieval, document formats and multimodal documents is presented here.
A. Digital Libraries
A distributed and / or online, searchable, organized collection of scientific material is called a digital library. The primary purpose of any digital library is to enable searching for electronic content other than a repository for digitized scientific materials. Although public computer networks have long been used to access specialized information services, it has taken the tremendous rise in specialized digital libraries to make literature searching directly available to widespread groups of scientists [12] .
Digital library search results are usually shown as a list of items on a page, while indicators to subsequent pages are given, as results may go into thousands of documents. Users then decide if the information they are looking for is in the list, depending on their query or keywords they have entered.
Unfortunately, digital library search engines' algorithms do not look for information within figures. Only the texts within the document, including the captions of figures are typically indexed for retrieval. Researchers utilizing digital libraries use keyword searching to retrieve scientific documents and are not able to interpret information within these figures [15] . Ideally, search engines should use both textual and figure information to assist the users to find the relevant documents.
B. Information Retrieval
Knowledge or Information Retrieval (IR) by users can either happen by users knowing precisely where the information is located, or by searching for it. Searching may be direct or indirect, depending on whether the users are familiar with what they want or are just browsing for nuggets of information that satisfies their research. When users are unsure of what they are searching for, they might miss useful information or are distracted and lost in the depths of information. This is where the search engines are useful as mediators between users and the information.
Information retrieval systems or search engines are based, largely on models of retrieval algorithms. The estimation of the relevance of the document to a given query is the basis for document rankings.
The modern computer has enabled researchers to perform multi disciplinary research basically by having up-to-date structured information. Effective retrieval systems for electronic text archives have been developed using statistical approach, which similar methods are now being used for Web search engines for multimedia documents [7] . While text documents may be readily indexed by their contents, determining the information content of multimedia documents are considerably more difficult.
A report presented during a workshop held at the Center for Intelligent Information Retrieval, University of Massachusetts Amherst, in September 2002 [1] , has highlighted challenging issues in information retrieval. One of the issues is on contextual retrieval, which is to combine search technologies and knowledge about query and user context into a single framework in order to provide the most "appropriate" answer for a user's information needs. This would address the semantic gap between low-level features and high-level user information needs for a multimedia information retrieval.
C. Scientific Documents
Articles written by experts / scientists in their field are published in journals and other publications. These documents can be in many forms, such as printed or online. Documents, especially scientific literature, contain figures as these are often used to illustrate key ideas and findings. Statistical graphs are used to indicate responses to various parameters, or to compare performance. Engineering designs, flow charts are provided so that users are able to follow the flow and connection between tasks. Digital photography allows for easy inclusion of pictures / images and is often included in scientific documents to show readers what cannot be easily described. As such, it is critical to acknowledge that the understanding of scientific document's text is aided by figures and therefore necessitate efficient indexing and retrieval of such information [14] .
Structuring a document into different elements, allows for specific indexing methods to be applied according to different element types. A document could also be viewed as a set of separate elements, where the response to a query may comprise of one or a set of elements instead of the entire document. Simulation of contextual queries is also possible when a document is structured using XML [3] .
D. Multimodal Documents
A document conveys information using multiple modalities, including text, images, and layout/styles. A journal article usually has figures to illustrate experimental results, and the title and subtitles usually are of a different font size than the body text. Indexing and retrieval using only text is the traditional way of IR. With the development of the Internet and Digital libraries, it becomes increasingly important to develop IR techniques for intelligent indexing and retrieval of multimodal documents. PDF (Portable Volume 5 Document Format) is the de facto standard for many scientific literatures, as it is easy to exchange over the Internet. Pre-processing of the PDF document is necessary when extracting the structure of the document for indexing [2] . This is because a PDF document is created mainly for its layout presentation and not its content structure. The original structure of PDF contents can by analyzed by applying extending methods, in which annotations are added, but require specific applications and plug-ins. Restructuring technique would involve representing the PDF document into an entirely different format from the original such as XML.
III. MULTIMEDIA RETRIEVAL MODELS
A document retrieval system is comprised of three core modules: document processor, data indexing and categorization and a query processor. There are several theoretical models on which multimedia document retrieval systems are based: Vector Space, Probabilistic, and ContentBased Image Retrieval (CBIR).
A. Document Processing
In this step, the document is broken into a recognizable, desired retrieval unit. Therefore, the document retrieval could be in the form of title, abstract, authors, summary, references or even paragraphs, if the indexable unit is determined to be a paragraph.
B. Data Indexing and Categorization
Here, potentially indexable elements in the document are identified. This is a key decision point that dramatically affects the nature and quality of retrieval performance. At this stage, the system requires a set of rules to be executed which control what actions are taken by the algorithm which recognizes 'indexable terms'.
Indexing of documents should be a continuous operation, so that updates are performed continuously, without building or merging a new index. A hash table of words (inverted index) is maintained where an entry contains a compressed version of a word and a pointer to a block. A unique identification number for each document in the collection where the term occurs creates a link to each of these documents. Then, weights for each term as determined by the IR model being implemented are calculated.
To determine whether or not a document is pertinent to a particular retrieval process, information must be examined in context. Natural language computer interfaces allow users to access complex systems intuitively. Information categorization is the process by which documents are classified into different categories. Current technologies use Machine Learning, which uses an inductive process that learns the characteristics of a category from a set of precategorized documents [13] .
C. Query Processing
The questions posed by the users are represented as queries to the system. Opposed to document processing which occur as a background process, queries occur in realtime, as the user waits for the documents requested. Phrase recognition, insertion of logical operators between terms and expanding the query to include variant terms that refer or relate to the same concept is some of the processes carried out in this step.
Once the query representation is produced, the matching of documents to the query is carried out. Each document that contains any of the query terms is retrieved. A list of perceived relevant results is shown to the user, where the query is modified based on user-relevance feedback.
D. Vector Space Model
The Vector Space Model was invented by Salton [11] , and is the most commonly used model in Document Retrieval System today, due to its consistent, proven performance across multiple implementations on many collections. In a vector space model, a document is represented by a vector of terms, and these vectors exist in term space, which is the size of all the unique terms in the collection. Each term represents a dimension in this term space and the similarity between a query and a document is measured by the closeness of the query vector and the document vector. Term Frequency (TF) / Inverse Document Frequency (IDF) is a weighting scheme that determines that the best indexing terms are those that occur with high frequency in a document (TF) relative to their occurrence in other documents in the collection (IDF). Based on this similarity score, the model produces a ranked list of documents in terms of predicted relevance to the query.
E. Probabilistic Model
The Probabilistic Model introduced by Robertson and Sparck Jones [10] is based on the assumption that terms occur independently of each other in the documents. This model assigns the odds of relevance for each term in a document based on that term's frequency in a set of known relevant documents, and is able to rank documents in terms of their probability of relevance.
F. Content Based Image Retrieval (CBIR)
Current CBIR systems generally use primitive features such as color, texture, or logical features such as object and their relationships to represent images. This model has been developed for more than a decade [14] , and its goal is to Volume 5 search a given image collection for a set of relevant images that are similar to one or more query images. Typical CBIR are also built on a vector space model that represents an image as a set of features. The difference between two images is measured through a similarity function between their feature vectors.
IV. COMBINATION APPROACH TO TEXT AND IMAGE

MINING
The combination of text and other media such as image, sound, video, animation into one application and presenting these multiple media in an integrated communicative message has many real-life examples. These include forensics departments wanting to have pictures of criminals, fingerprints, autopsy reports and video surveillances on the crime. A pathologist can compare images of different tumors may also want to hear the beating of the heart to detect anomalies. A musician can compose music, listen to notes and view video recordings.
The problem lies not in the combination of different media in applications, but on the retrieval of information in a way that is both meaningful and easily carried out by the user. One of the main challenges in multimedia information retrieval is a simple but effective way of forming a query.
In this paper, the multimedia-based document retrieval model is proposed, that is used to automate the extraction of textual data and figures from scientific documents, categorize and index the data, and to make use of the information stored in figures alongside text categorization and indexing. For the different types of images, different indexing and retrieval techniques will be used. This is consistent with the semantics-sensitive approach for image retrieval. For text, full-text and metadata indexing is planned.
The proposed model looks at two aspects, retrieval of multimodal data and query results. See Figure 1 . Multimodal documents retrieved will be processed and indexed based on the type of data: Full-Text and Metadata and Image Categorization. A fusion of information retrieval models will be applied to the processed data.
Next, based on the retrieval model used for indexing, the system would reply to a query by the user by presenting a list of documents that are ranked in decreasing order of probability. Relevance feedback is provided by the user for further enhancing the retrieval of documents.
We review a variety of text / image retrieval approaches. From these, we have briefly discussed an emerging approach called the combining approach to multimedia information retrieval. To achieve this, a multimedia retrieval system is proposed, which aims to search multimodal documents for information relevant to users. This system usually starts by asking user to provide a multimodal query, which will then be matched to a collection of indexed digital content in a repository. The query may consist of only text, only images or contain multimodal information such as a combination of text and images. The documents retrieved by the query are determined by a set of algorithms which calculate the probability of relevance. Finally, the system combines these ranking features based on the query description to produce a final ranked list of multimodal documents.
V. CONCLUSION AND FUTURE WORK
Greater demand for efficient and effective means for organizing and indexing data is sought, so that useful information is retrieved when needed. What makes this task even more challenging is the wide variety of forms in which information is stored, text, images, audio, speech, video, etc. Although textual content is the principle means of conveying information, graphs, diagrams, tables, formulas, pictures are commonly used in scientific documents to provide information that cannot be easily explained. In order for computers to understand the semantic contents of text and images, human guidance is necessary.. By incorporating the user's Relevance Feedback (RF) on the retrieval results into the learning and retrieval mechanism, the semantic gap between humans and computers can be gradually bridged.
This paper describes and compares the different approaches to text and image retrieval in the literature, there is still a considerable room for improvement. Indexing and searching for multimedia is a daunting task which requires a combinatory approach to make multimedia data easily accessible as text data is now. 
