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Abstract Insects have a close relationship with
the humanity, in both positive and negative ways.
Mosquito borne diseases kill millions of people and
insect pests consume and destroy around US $40 bil-
lion worth of food each year. In contrast, insects polli-
nate at least two-thirds of all the food consumed in the
world. In order to control populations of disease vec-
tors and agricultural pests, researchers in entomology
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have developed numerous methods including chemi-
cal, biological and mechanical approaches. However,
without the knowledge of the exact location of the
insects, the use of these techniques becomes costly
and inefficient. We are developing a novel sensor as a
tool to control disease vectors and agricultural pests.
This sensor, which is built from inexpensive com-
modity electronics, captures insect flight information
using laser light and classifies the insects according
to their species. The use of machine learning tech-
niques allows the sensor to automatically identify the
species without human intervention. Finally, the sen-
sor can provide real-time estimates of insect species
with virtually no time gap between the insect iden-
tification and the delivery of population estimates.
In this paper, we present our solution to the most
important challenge to make this sensor practical: the
creation of an accurate classification system. We show
that, with the correct combination of feature extrac-
tion and machine learning techniques, we can achieve
an accuracy of almost 90 % in the task of identi-
fying the correct insect species among nine species.
Specifically, we show that we can achieve an accu-
racy of 95 % in the task of correctly recognizing
if a given event was generated by a disease vector
mosquito.
Keywords Classification · Feature extraction ·
Similarity search · Signal processing
S314 J Intell Robot Syst (2015) 80 (Suppl 1):S313–S330
1 Introduction
Humans have always lived alongside insects, and
insects impact our lives in many ways, both positive
and negative. Mosquito borne diseases are a major
problem across much of the world: It is estimated
that dengue, a disease transmitted by mosquitoes of
the genus Aedes, affects between 50 and 100 mil-
lion people every year and is considered endemic in
more than 100 countries [41]. Malaria, transmitted by
mosquitoes of the genus Anopheles, affects around
6 % of the world’s population and it is estimated that
there are over 200 million cases per year and about 7
million lethal cases in the last decade [42]. In agricul-
ture, insect pests consume and destroy around US $40
billion worth of food each year [26].
At the same time, insects pollinate at least two-
thirds of all the food consumed in the world, with
bees alone responsible for pollinating one-third of this
total [4]. Furthermore, many species have been used
as bioindicators of environmental quality, since their
presence/absence, distribution, and density, define the
quality of the ecosystem, especially in relation to
contaminants in the air, soil, and water [14].
In order to control populations of disease vectors
and agricultural pests, researchers in entomology have
developed numerous methods of insect control [38].
Insects populations can be controlled using chemi-
cal methods, such as insecticides; biological methods,
such as the release of male sterile individuals; and
mechanical methods, for instance using insect traps.
However, without the knowledge of the exact location
of the insects, the use of these techniques becomes
costly and inefficient.
Currently, information on the spatio-temporal dis-
tributions of insects is obtained with traps, usually
adhesive, which are collected periodically and ana-
lyzed by experts who manually identify and count
the insects. Although adhesive traps are very inexpen-
sive, the tasks of distribution, collecting and analyzing
these traps are labor intensive and therefore expensive
in terms of human time. Adhesive traps also involve a
large time lag between the moment the trap is installed
in the field and the subsequent analysis by experts.
We are developing a novel sensor as a tool to con-
trol disease vectors and agricultural pests. This sensor
captures insect flight information using laser light and
classifies the insects according to their species. This
sensor has several advantages when compared to the
current techniques for estimating the distribution of
insects. It uses commodity electronics and therefore is
inexpensive. The use of machine learning techniques
allows the sensor to automatically identify the species
without human intervention. Finally, the sensor can
provide real-time estimates of insect species with vir-
tually no delay between the insect identification and
the delivery of population estimates.
In this paper, we focus on the most significant
challenge encountered in developing the sensor: the
creation of an accurate classification system. An insect
crossing the laser results in a brief perturbation in the
signal. Such events last for tenths of a second and have
a very simple structure, consequence of the wings
movements. Nevertheless, we managed to success-
fully extract features containing adequate information
for species identification using speech and audio anal-
ysis techniques.
We show that, with the correct combination of fea-
ture extraction and machine learning techniques, we
can achieve an accuracy of almost 90 % in the task
of identifying the correct insect species among nine
species with data collected by the sensor. More impor-
tantly, we show that we can achieve an accuracy of
95 % in the task of correctly recognizing if a given
event was generated by a disease vector mosquito.
This paper is an extended revision of [32, 33].
We provide a broader experimental evaluation that
includes the classification based on similarity and the
use of feature subset selection to analyze which fea-
ture extraction techniques provide the most relevant
features for classification.
The rest of this paper is organized as follows.
Section 2 discusses related work on automatic identi-
fication of insects. Section 3 describes the sensor used
in this work, as well the data collection procedure.
Section 4 describes the classification of time series by
similarity and by feature extraction. Section 5 presents
the results obtained by these approaches. Finally, we
present our conclusions and directions for future work
in Section 6.
2 Related Work
The idea of performing automatic classification of
insects using acoustic devices dates back to 1945.
Kahn et al. [12] used a microphone, a signal ampli-
fier, a low-pass filter, and a recorder to register and
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study the inaudible sounds produced by disease vec-
tor mosquitoes. They collected the sounds of four
species: Anopheles quadrimaculatus, Aedes aegypti,
Aedes albopictus, and Culex pipiens. It was neces-
sary to establish an environment without external
noise and under controlled conditions of tempera-
ture and humidity to collect the mosquitoes’ sound.
In this study, different sounds that could represent
the insect behaviors were identified. Furthermore, the
study showed that pitch can be used to distinguish
males and females of the same species. This is possi-
ble because the sounds produced by male mosquitoes
have a higher frequency than the sounds produced by
female mosquitoes.
A few years later, Kahn & Offenhauser [13] men-
tioned that the fast evolution of electronic devices
for sound recording would make the study of insect
behavior using the sounds they produce easy, fast
and accurate. However, after more than six decades,
mechanical traps are still the most common technique
for estimating the insect population in a given area.
While Kahn et al. worked with ideal condi-
tions, microphones in non-controlled environments
are highly vulnerable to external interference, such as
the sounds produced by wind, cars, people, and other
animals. Taking into account these difficulties, Moore
et al. [21] proposed the use of an optical sensor based
on the phototransistor previously presented by Unwin
& Ellington [37]. The authors used the optical sen-
sor to record the variation of the light caused by the
passage of insects. Using this device, they performed
an analysis of the wing-beat frequency of two species
of the genus Aedes from both sexes. The automatic
classification of species and sex was subsequently
presented in [19].
Some years later, Moore [20] proposed an insect
data collection system based on the previously pro-
posed optical sensor connected to a computer running
tools to process the obtained signal. Above the sen-
sor, he positioned a transparent plastic jar with flying
insects and above the jar a halogen lamp provided a
light source. The main advantage of this sensor is that
it is not susceptible to external interference. However,
the use of a lamp as a light source may impact the
behavior of insects that typically have activity periods
influenced by daylight, known as circadian rhythms
[35].
More recently, a research group from Universidade
de Sa˜o Paulo, University of California Riverside and
ISCA Technologies proposed a new optical sensor to
automatically identify flying insects [1]. The basic
components of this sensor are a laser light source, an
array of phototransistors, and a circuit board to fil-
ter and record the variation in the laser caused by the
insects that cross the light plane.
Thanks to its coherence properties, a laser can be
kept focused to a tight spot (which can be spread
to a plane with a diffractor) and stay narrow over
long distances. This allows the sensor to cover a large
area without disturbing the surrounding environment.
Machine learning techniques allow the sensor to auto-
matically classify the data collected in real-time and
opens a wide range of applications in vector and pest
control. The next section provides more details about
the sensor.
3 Laser Insect Sensor
The insect sensor under development is an invaluable
tool to assist in the control of disease vectors and
agricultural pests. In the next sections we provide an
overview of the sensor, data collection procedure, and
pre-processing.
3.1 Sensor Design
Figure 1 shows the general design of the sensor. It
consists of a low-powered planar laser source pointed
at an array of phototransistors. When a flying insect
crosses the laser, its wings partially occlude the light,
causing small light variations which are captured by
the phototransistors. An electronic circuit board filters
and amplifies the signal and a digital recorder captures
the output.
The sensor signal is very similar to an audio sig-
nal captured by a microphone, even though the data
are obtained optically. The data captured by the sensor
consist of background noise with occasional events,
resulting from brief moments in which an insect flies
across the laser.
3.2 Collecting and Preprocessing Data
To evaluate and compare classification methods, we
used laboratory data for which ground-truth labels
were available. True class labels for each insect pas-
sage are necessary to assess the classification pro-
cedures. These data were collected in experimental
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Fig. 1 The logical design
of the sensor. A planar laser
light is directed at an array
of phototransistors. When
an insect flies across the
laser, a light variation is
registered by the
phototransistors as a time
series
Phototransistors 
array
Laser
Circuit 
board
Insect detection 
threshold
chambers (“insectaries”) containing between 20 and
40 individuals of a single species, with an indi-
vidual sensor attached to each chamber. Figure 2
shows some examples of insectaries used in our
experiments.
After collecting the data, we preprocessed the
recordings and detected the insect passages in the raw
data. We designed a detector responsible for identi-
fying the events of interest and separating them from
background noise. The general idea of the detector is
to move a sliding window across the raw data and
calculate the spectrum of the signal inside the win-
dow. As most insects have wing-beat frequencies that
range from 100 Hz to 1000 Hz, we used the maximum
magnitude of the signal spectrum in this range as the
detector confidence. All signals with magnitude above
a user-specified threshold are considered an event gen-
erated by an insect. The high signal-to-noise ratio of
the data collected by the sensor allows the user to
specify low values for the threshold without the risk
of false positives. Algorithm 1 shows a pseudo-code
for the detector and Fig. 3 illustrates how the detector
works.
Fig. 2 Examples of
experimental chambers for
data collection
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Fig. 3 Illustration of how the wing-beat detector works [2]
The detector outputs audio fragments which usu-
ally last for a few tenths of a second and have at
least one insect passage. Due to the simplicity of our
electronics, there is some noise mixed with the insect
signals. We filtered most of the noise using a digi-
tal filter based on spectral subtraction, responsible for
the removal of certain frequency ranges of signal [6].
This filter uses the spectrum of a window at the begin-
ning of the signal as noise estimate. Then, a sliding
window runs across the signal and, for each window,
calculates the spectrum of the signal within the win-
dow. Finally, the filter reduces the spectral magnitude
at each frequency by the corresponding noise estimate
and calculates the inverse transform to reconstruct the
signal without noise. Figure 4 shows an example of a
filtered and segmented signal.
4 Computational Approaches for Automatic Insect
Classification
Time series mining has attracted a huge amount of
attention in the past few years. This is mainly due to
the numerous application domains that generate tem-
poral data, such as medicine, economics, and signal
processing. Among all time series data mining tasks,
our particular interest is in classification. In this task,
an unknown time series must be associated to a label
chosen from a finite set of labels.
In this section, we describe two strategies for clas-
sifying time series. We start presenting the basic con-
cepts of time series classification by direct waveform
similarity. Then, we discuss the strategy of classify-
ing time series by feature extraction, focusing on the
classification of audio signals.
4.1 Classification by Similarity
Studies have shown show that the simple nearest
neighbor algorithm, often used in the classification of
time series, can prove difficult to beat [7, 40]. This
approach to time series classification assumes that
similar series, as defined by a distance function calcu-
lated directly on the series values, are more likely to
belong to the same class.
Of course, the success of this approach is wholly
dependent on the choice of a distance measure. Many
distance measures used for time series require a lin-
ear alignment of the series, meaning that the distance
between the time series is represented by a distance
function computed over pairs of observations located
in the same position on the time axis. Table 1 presents
twelve distance measures with such a characteristic,
frequently known as non-elastic measures. A recent
study compared these measures for classification of
time series in different application domains [8].
An important problem with the distances in Table 1
is that many applications require a more flexible
matching between observations, in which an observa-
tion of the time series x at the time tx can be matched
with an observation of the time series y at the time
ty = tx . Dynamic Time Warping (DTW) is a basis
for elastic distances that provide the shortest distance
considering a non-linear alignment of observations
according some constraints. Due to space restrictions,
we recommend [30] for further details about DTW.
Although classification by direct sequence simi-
larity is widely used in time series research, feature
extraction allows the focus to be placed on particular
signal properties, while discounting others, and facili-
tates the use of different machine learning approaches.
For these reasons, this approach is extensively used in
digital signal classification. The next section presents
some concepts and techniques of feature extraction in
time series domains.
4.2 Feature Extraction
The second classification strategy used in this paper
is the use of standard Machine Learning approaches
on a set of features extracted from the signals. This
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Fig. 4 Example of a
segmented and filtered
signal generated by an
Aedes aegypti mosquito
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Table 1 Distance measures to compare time series considering the linear (non-elastic) alignment of observations where x and y are
time series with length n
Euclidean Deuc(x, y) =
n∑
k=1
√
(xk − yk)2
Manhattan Dman(x, y) =
n∑
k=1
|xk − yk |
Cosine Dcos(x, y) = 1 −
∑n
k=1 xkyk√∑n
k=1(xk)2
√∑n
k=1(yk)2
Correlation Dcor (x, y) = 1 − n
∑n
k=1 xiyi−
∑n
k=1 xi
∑n
k=1 yi√
n
∑n
k=1 x2i −(
∑n
k=1 xi )2
√
n
∑n
k=1 y2i −(
∑n
k=1 yi )2
Canberra Dcan(x, y) = ∑nk=1 |xk−yk |xk+yk
Chebyshev Dche(x, y) = maxk |xk − yk |
Jaccard Djac(x, y) =
∑n
k=1(xk−yk)2∑n
k=1 x2k +
∑n
k=1 y2k −
∑n
k=1 xkyk
Topsoe Dtop(x, y) =
n∑
k=1
(
xkln
(
2xk
xk+yk
)
+ ykln
(
2yk
xk+yk
))
Clark Dclk(x, y) =
√
n∑
k=1
( |xk−yk |
xk+yk
)2
Avg L1 L∞ Davg(x, y) =
∑n
k=1 |xk−yk |+maxk |xk−yk |
2
Squared χ2 DSqχ2 (x, y) =
n∑
k=1
(xk−yk)2
xk+yk
Additive Symmetric χ2 Dχ2Ad(x, y) =
n∑
k=1
(xk−yk)2(xk+yk)
xkyk
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strategy is commonly employed in research papers
that perform classification of audio signals. We direct
the interested reader to [5] for a detailed reference on
audio processing. In the remainder of this section, we
describe features that can be extracted from tempo-
ral, spectral and cepstral representations, as well as
features based on linear prediction coefficients.
In the course of this section consider the following
notation:
– A time series is represented by a vector x with
length n;
– Each observation is represented by xi , where 1 ≤
i ≤ n;
– The frequency spectrum of the signal is repre-
sented by a vector Y ;
– The length of vector Y is the number of different
frequencies analyzed, N .
4.2.1 Feature Extraction in Temporal Representations
Features from temporal representations are useful to
better understand the behavior of time series. For
instance, the signal duration is perhaps the simplest
feature that can be extracted from a time series. This
information may be important in many domains of
audio signal analysis. For instance, it can be used to
distinguish violin notes caused by plucking (pizzicato)
versus bowing.
Many temporal features aim to approximate the
primitive features that describe a waveform, such as
amplitude and period. For instance, the amplitude can
be represented by the mean absolute amplitude of the
signal, or the root mean square (RMS), defined by
Eq. 1.
RMS =
√
√
√
√1
n
n∑
i=1
x2i (1)
An alternative way to estimate the amplitude is
obtained by calculating the RMS without the square
root. This feature is known as short-time energy
(STE). Peak excursion is another feature easily
derived from the waveform, defined as the differ-
ence between the maximum and minimum values of
amplitude in the entire signal.
Another frequently-used class of features attempt
to measure the concentration of signal energy in
time, for instance, the temporal centroid (T C), Eq. 2,
defines the temporal ‘center of gravity’ of the signal,
providing an estimation of its energy location in time.
T C =
∑n
i=1 ixi∑n
i=1 xi
(2)
The period (or the wavelength) may be associated to
the zero-crossing rate (ZCR), as defined by Eq. 3. The
zero-crossing rate can also be used to estimate the
level of noise in the signal. Larger ZCR values often
indicate a high level of noise.
ZCR = 1
n − 1
n∑
i=2
|S(xi) − S(xi−1)| (3)
S(xi) =
{
1, if xi ≥ 0
0, other case
ZCR is commonly interpreted as an estimate of signal
complexity. An alternative way to estimate the com-
plexity of the signal is by measuring the variation of
its level with time. Intuitively, the complexity estimate
should have higher values when there are many peaks
and valleys in the signal and lower values when the
signal is more “well behaved”. Equation 4 defines a
complexity estimate measure [3].
CE =
√
√
√
√
n−1∑
i=1
(xi − xi+1)2 (4)
Some descriptive statistics are also frequently used as
features in the temporal representation. Two examples
are variance and standard deviation. Moreover, higher-
order measures such as skewness and kurtosis may be
used to characterize the distribution of waveform val-
ues in the signal. Specifically, skewness is a measure
of symmetry, where values close to zero mean sym-
metric, positive values mean a greater concentration in
the beginning of the signal, and negative values mean
that the energy is more concentrated at the end. Kur-
tosis measures the flatness of amplitude distributions,
relative to the normal distribution. Low kurtosis values
indicate a flat distribution. Both measures are com-
monly used as histogram descriptors, but may be used
as time series features.
4.2.2 Feature Extraction in Spectral Representations
Frequently, certain properties of the signal are made
explicit when the signal is represented in the frequency
domain. For instance, in music applications, the fun-
damental frequency is closely related to the musical
S320 J Intell Robot Syst (2015) 80 (Suppl 1):S313–S330
note emitted. In the classification of flying insects,
either by optical sensors or acoustic recordings, this
characteristic often reflects the wing beat frequency of
the insect.
Beyond the fundamental frequency, the spectrum
of a signal also has harmonic components with (typ-
ically) smaller magnitudes multiples of the funda-
mental frequency. In a purely periodic signal that
can be exactly represented as a sum of sine waves,
this statement is easily verified. In complex signals,
such analysis can experience difficulties. For instance,
small perturbations can cause a slight displacement of
the harmonic components. Therefore, feature extrac-
tion procedures frequently encompass a search to find
the true positions of the harmonic components in the
frequency spectrum.
Figure 5 shows an approach to perform this analy-
sis based in a method proposed by Park [25]. This task,
known as harmonic analysis, searches the peak magni-
tude at frequencies close to the theoretical harmonics.
In other words, the method searches the frequency
with highest magnitude in an area around the multi-
ples of the fundamental frequency. The values found
are of called estimated harmonics.
Harmonic analysis opens several possibilities for
classification features. For instance, Eq. 5 defines the
inharmonicity, which measures the average difference
between the theoretical and the estimated harmonics.
Inharm =
Nharm∑
i=1
|Fi − iF0|
iF0
(5)
where, Fi is the position of the i-th estimated har-
monic and Nharm is the number of analyzed compo-
nents.
The tristimulus is another example of features from
harmonic analysis. They are equivalent to the color
features used by human vision [28]. The basic idea of
tristimulus in human vision is that any color can be
obtained by combining the primary colors. In relation
to human hearing, any sound can be distinguished by
characteristics related to the fundamental frequency
and harmonics. These features are defined by Eqs. 6, 7
and 8, where Hk refers to the magnitude of the k-th
harmonic, being the number 0 related to the funda-
mental frequency.
ts1 = H0∑Nharm
k=0 Hk
(6)
ts2 =
∑3
k=1 Hk − 1
∑Nharm
k=0 Hk
(7)
ts3 =
∑Nharm
k=4 Hk
∑Nharm
k=0 Hk
(8)
Apart from harmonic analysis, exploring the varia-
tion of the spectrum along frequency can also provide
useful information for analyzing audio signals. For
instance, the spectral irregularity [16] (or spectral
smoothness [18]) reveals the variability of neighbor-
ing frequencies in the spectrum. It considers the differ-
ence between the magnitudes of the current, previous,
and next frequencies for each component. Formally,
the spectral irregularity is defined by the Eq. 9.
SI =
N−1∑
i=2
(
fsi(i)
fsi(i − 1) + fsi(i) + fsi(i + 1)
3
)
(9)
where fsi(i) = 20 log10(Yi)
A variation of the Eq. 9 is also used as an estimate
of variability between neighboring frequencies. This
measure, named here as modified spectral irregularity,
is described by Eq. 10.
SImodif =
∑N
i=2(Yi − Yi−1)2
∑N
i=2(Yi)2
(10)
The spectral flux is another measure to estimate the
variability of magnitudes in the frequency spectrum.
It estimates the rate of variation of magnitude val-
ues of frequency components. Equation 11 defines the
spectral flux.
F lux = [
N−1∑
i=1
(|Yi − Yi+1|)q ]1/q (11)
where, q in an integer parameter, commonly set to 2
[39].
Other spectral features can be obtained by equa-
tions similar to those used for extracting features in the
temporal representation. For example, the centroid is
also a commonly used measure in the spectral domain.
This measure represents the geometric center of the
energy concentration of the frequency components.
Intuitively, if there are components with high magni-
tudes at lower frequencies, the centroid should have a
small value. If the energy is not concentrated in low
frequencies, the value of the centroid will be higher.
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Fig. 5 Example of harmonic analysis procedure. In this example, the frequencies relative to the theoretical harmonics are 170 Hz,
255 Hz and 340 Hz, and the frequencies related to the estimated harmonics are 173 Hz, 257 Hz and 348 Hz
Similarly to the centroid, spectral roll-off measure
estimates the concentration of magnitudes in the fre-
quency ranges. This feature determines the frequency
below which the energy spectrum contains some pro-
portion (e.g., 85 %) of its total. Thus, the more energy
is concentrated at low frequencies, the lower the value
of the roll-off.
The shape of spectrum can also be estimated by
measuring its flatness. This measure is defined by
the ratio between geometric and arithmetic means of
the magnitudes of the spectrum. Values close to 0
indicate approximately sinusoidal signals (all energy
concentrated at a single frequency).
Other statistics, including variance, standard devi-
ation, kurtosis and skewness, as well as average mag-
nitude and energy, are also simply adapted to spectral
representations.
4.2.3 Feature Extraction in Cepstral Representations
Cepstral coefficients are the most common features
from the cepstral domain. Such coefficients are fre-
quently represented in an acoustically defined scale
created from a study by Stevens et al. [34]. This study
relates the physical frequencies to the frequencies per-
ceived by the human ear. This scale, called mel, is
the basis for the mel-frequency cepstral coefficients
(MFCC). MFCCs are popular features in various
application domains, particularly speech and speaker
recognition [43] as well as musical instruments classi-
fication [36]. Equation 12 defines the scale conversion
from frequency (f ) to mel (m).
m = 2595log10
(
1 + f
700
)
(12)
In some applications, the assumption that a scale
based on human auditory system is the most appropri-
ate can be inappropriate. Therefore, other scales may
be used. An example is the logarithmic scale. We can
also perform the same operation without using any
scale transformation.
In order to calculate the MFCC, we take the magni-
tudes of the frequency components using the mel scale
and apply the discrete cosine transform (DCT) - i.e.,
using only cosine waves as components, widely used
for data compression - over the logarithm of these val-
ues. The MFCCs are the amplitudes of the cepstrum
generated by this operation.
In addition to cepstrum coefficients, cepstral rep-
resentations can also be used to estimate the funda-
mental frequency [22]. On a linear frequency axis, a
periodic signal will give rise to regularly-spaced har-
monics, and the DCT will reflect this periodicity in
a corresponding bin. Figure 6 shows an example of
the fundamental frequency estimation in the cepstral
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domain. In this case, the period found was 0.001563 s.
Therefore, the frequency is 1/0.001563 = 639.79 Hz.
4.2.4 Linear Prediction Features
Linear prediction (LP) is a technique used in many
speech applications, such as recognition, compression
and modeling [17, 29]. The idea behind linear predic-
tion is to represent a signal as a linear combination of
previously observed values, as in Eq. 13.
xˆk =
p∑
i=1
aixk−i (13)
where k is the time index and p is the order of LP,
i.e., the number of employed LP coefficients. The ai
coefficients are calculated in order to minimize the
prediction error using a covariance or auto-correlation
method. This model turns out to be a good match to
many real-world signals, including speech.
In a data transmission, it is only necessary to send
al coefficients and the prediction error Ek , so that the
amount of data sent can be much less than the original
signal. For this, an analysis filter using a transmission
function, which attempts to suppress frequencies with
high magnitudes, compresses the signal. To receive
this signal, a receive filter uses the inverse function of
the transmission function, amplifying the attenuated
frequencies [5].
Equation 13 can be rewritten in the frequency
domain with a z−transform [23]. In this way, a short
segment of speech is assumed to be generated as the
output of an all-pole filter H(z) = 1/A(z), where
A(z) is the inverse filter such that:
H(z) = 1
A(z)
= 1
1 − ∑pi=1 aiz−i
(14)
The Line Spectral Frequencies (LSF) representation,
introduced by Itakura [11], is an alternative way to
represent LP coefficients. In order to calculate LSF
coefficients, the inverse polynomial filter is decom-
posed into two polynomials P(z) and Q(z):
P(z) = A(z)+ zp+1A(z−1) and Q(z) = A(z)− zp+1A(z−1) (15)
where P(z) is a symmetric polynomial and Q(z) is
an antisymmetric polynomial. The roots of P(z) and
Q(z) determine the LSF coefficients.
LSF is well suited for quantization and interpo-
lation [24]. Therefore LSF can represent the speech
signal, mapping a large signal to a small number of
coefficients, more efficiently than other LP represen-
tations.
5 Experimental Results
In this paper, we used the strategies of classification
by direct similarity and feature extraction to auto-
matically identify insect species. In this section, we
present the results obtained using both approaches.
First, we include a description of the dataset used in
our experiments.
5.1 Dataset Description
Our dataset consists of four species of mosquitoes:
Aedes aegypti, vector of filariasis, dengue fever, yel-
low fever, and West Nile virus; Anopheles gambiae,
vector of malaria; Culex quinquefasciatus, vector of
lymphatic filariasis; and Culex tarsalis, vector of St.
Louis Encephalitis and Western Equine Encephalitis.
Also included are three species of flies: Drosophila
melanogaster; Musca domestica and Psychodidae
diptera, as well as the beetle Cotinis mutabilis and the
bee Apis mellifera.
The dataset has 18,115 instances. This relatively
large number of instances allows us to split the dataset
into training and test partitions. Such a procedure
facilitates the direct comparison among classifiers
and is less computational demanding than resampling
methods. We performed a stratified division with 33 %
of the examples in the training set and the remain-
ing in the test set. The large test sets are important to
reduce variance and to increase the confidence in the
results. Table 2 presents the class distributions in the
dataset.
5.2 Classification by Similarity on Signal
Representations
In this section, we evaluate different distance mea-
sures applied to the spectrum and the cepstrum of the
signals. Since the data represented in the time domain
is high-dimensional, complex, and constituted of weak
features, we do not evaluate this representation in our
similarity experiments.
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Fig. 6 Example of the
spectrum (top) and the
cepstrum (bottom) of a
signal indicating the peak of
highest amplitude in the
cepstrum, representing the
period related to the
fundamental frequency
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Table 3 presents the distance measures used in this
experiment and the classification accuracy rates. We
used DTW with a constraint band [31] fixed at 5
observations. In other words, we restricted the max-
imum distance between two observations matched in
the non-linear alignment. This procedure avoids spu-
rious matches, such as magnitude peaks in distant
frequencies in the spectrum.
In general, we can see in Table 3 that similar-
ity results in the spectrum outperform the cepstral
domain. This is more evident by the fact that the
accuracies presented a high variance in the cepstral
domain. Among the best results, only the DTW mea-
sure has achieved a good result in the cepstrum
when compared with those achieved in the spec-
trum. However, DTW is the most expensive dis-
tance among all the distance measures used in this
work.
Table 2 Dataset class distribution by species
Species # of Instances Distribution (%)
Aedes aegypti 4,756 26.25
Anopheles gambiae 1,411 7.79
Apis mellifera 511 2.82
Cotinis mutabilis 172 0.95
Culex quinquefasciatus 3,137 17.32
Culex tarsalis 5,309 29.31
Drosophila melanogaster 777 4.29
Musca domestica 1,343 7.41
Psychodidae diptera 699 3.86
Total 18,115 100.00 %
5.3 Machine Learning Techniques on Extracted
Features
In this section, we present the results obtained by
different Machine Learning systems trained over fea-
tures extracted from the signal. This approach uses the
temporal, spectral, and cepstral representations of the
signal presented in Section 4.
Throughout this section we use the designations
temporal features and spectral features to refer to
the feature vectors extracted from time and frequency
domains, respectively. Table 4 lists the features that
compose each of these vectors.
Table 3 Result of classification by similarity over the spectrum
and the cepstrum
Distance Accuracy (%)
Measure Spectrum Cepstrum
Euclidean 76.14 78.66
Manhattan 80.09 67.24
Cosine 77.25 76.29
Correlation 76.60 75.34
Canberra 72.28 27.78
Chebyshev 71.20 74.71
Jaccard 77.26 78.73
Topsoe 81.54 73.50
Clark 75.59 26.79
Average L1 L∞ 80.09 67.61
Squared χ2 81.38 73.89
Additive Symmetric χ2 81.01 47.99
DTW (constraint band = 5 observations) 81.04 80.34
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Table 4 List of features that compose temporal and spectral feature vectors
Domain Feature
Temporal
Mean amplitude, Root mean square, Short-time energy, Interval, Temporal centroid,
Zero-crossing rate, Complexity estimate, Variance, Standard deviation, Skewness,
Kurtosis, Duration
Spectral
Fundamental frequency, Inharmonicity, Tristimulus 1, Tristimulus 2, Tristimulus 3,
Flux, Spectral centroid, Spectral irregularity, Modified spectral irregularity, Variance,
Standard deviation, Skewness, Kurtosis, Mean magnitude, Energy, Roll-off, Flatness
Most learning algorithms have parameters that can
significantly influence their performance. Therefore,
in each experiment we performed a search in the
parameter space seeking to maximize classification
accuracy. Since the use of test data is restricted to
the final classifier evaluation, we used 10-fold cross-
validation on the training data to search the parameter
values. For each possible combination of parameter
values, the accuracy of the classifier was measured
in the “internal” cross-validation test sets. We use
the best combination of parameter values for a given
learning algorithm as the final setting, and then use
this combination to learn over the entire training set
and evaluate the resulting classifier on the test set.
In the case of the Support Vector Machine classi-
fier, we used grid search [10] to vary the parameters
of the base algorithm and of the kernel. Given val-
ues of minimum, maximum and step size, we evaluate
the cross-validation accuracy of each combination of
parameters. However, this search is performed with
only a coarse estimate, using 2-fold cross-validation.
The search is then refined in regions with the best
results. Table 5 describes the learning algorithms, as
well as parameter ranges.
Table 6 presents the accuracy results different
classifiers and feature sets. For reasons of readabil-
ity, we omit results obtained by Naı¨ve Bayes and
J48 classifiers, since they achieved the worst results
across all feature sets. Additionally, we only show the
results for SVM RBF since SVM Poly had inferior
results.
The best results were obtained by using MFCC,
with LFC and LSF achieving slightly lower accu-
racy rates. The results obtained with temporal fea-
tures and LPC were substantially lower than the other
feature sets. The best single-classifier performance,
87.33 %, was obtained with the SVM RBF classifier
with MFCC features. This is a respectable accuracy
rate given the similarity among the signals generated
from different classes and the simplicity of the signals
in terms of length and structure.
Table 7 shows the confusion matrix obtained by the
execution of the SVM RBF classifier trained on 40
MFCC values. This matrix indicates that the confu-
sions mainly occur between the most similar species.
For example, a relatively common error is related to
the Aedes aegypti being classified as one of the other
three species of mosquitoes.
The second experiment investigates combining
the output of different classifiers. This experiment
explores the possibility that classifiers trained with
different feature sets can make independent errors,
so that an ensemble of classifiers can exploit this
diversity to improve classification. We explored three
different strategies to combine the results of the base
classifiers. The first and simplest is voting: each clas-
sifier votes for the predicted class and the class with
the highest number of votes gives the final answer. In
case of tie, the class with highest prior probability is
chosen.
The other two strategies use sum and product func-
tions over the output score of each classifier. One
advantage of these strategies in relation to voting is
that they consider the fact that classifiers can assign
similar score values to two different classes when
an object is close to the decision border. Therefore,
the classification of borderline cases can potentially
benefit from such forms of classifier combination.
We evaluated the hypothesis that the combina-
tion of different representations can provide enough
diversity to improve the classification accuracy. We
performed experiments with different combinations of
feature sets using the same induction algorithm.
First, we checked if different frequency scales used
to extract cepstral coefficients can be complemen-
tary. Thus, we created combinations of LFC, LLFC
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Table 5 Learning algorithms with their respective parameter ranges
Algorithm
Parameters range
(initial:step:final)
Decision Tree Pruning factor
(J48 implementation) P = 0.1:0.1:0.5
Gaussian Mixture Number of components
Models (GMM) N = 3:2:21
K-Nearest Number of neighbors
Neighbors (KNN) K = 1:2:25
Naı¨ve Bayes (NB) −
Random Number of trees
Forest (RF) N = 5:2:75
Support Vector Machine – Complexity C / Polynomial Degree
Polynomial kernel (SVM Poly) C = 10i , i = −7 : 1 : 5 / D = 1:1:3
Support Vector Machine – Complexity C / γ
RBF kernel (SVM RBF) C = 10i , i = −7 : 1 : 5 / γ = 10i , i = −4 : 1 : 0
and MFCC. We also used LSF and spectral features
in combination with MFCC, since they are the best
known and most used cepstral features and achieved
some of the best results in our first experiment, and
LFC, which obtained competitive results in compar-
ison to MFCC. In addition, we also evaluated the
combination of all feature sets (LFC, LLFC, MFCC,
LSF and spectral). Table 8 shows the results.
The combination of different feature sets improved
the accuracy in several cases. In total, 31 (64.58 %)
of the analyzed cases showed some improvement. The
combination of all feature sets improves the accuracy
over the base classifiers in all cases.
So far, we have used combinations of the classifiers
outputs, trained by different feature sets. A related
analysis is to build a dataset with all features and
evaluate the performance of classifiers induced over
it. Such dataset consists of 529 features, being 100
LFC, 100 LLFC, 100 MFCC, 100 LSF, 100 LPC, 12
temporal features and 17 spectral features.
Obviously, a dataset with such a large number of
features obtained from a signal with simple structure
is very likely to have redundant or irrelevant features.
Therefore, we performed an additional experiment and
created classifiers based on feature subsets. These sub-
sets were obtained with two well-known feature selec-
tion algorithms, Correlation-based Feature Selection
(CFS) [9] and Relief-F [15]. We have chosen these
two algorithms because they present very different
approaches to the problem. Relief-F is an algorithm
focused in selecting the most relevant features, while
CFS also takes into account the redundancy between
the selected features. Another difference is that CFS
evaluates an entire feature set while Relief-F evalu-
ates the features independently. Although CFS tends
to provide more consistent results in terms of redun-
dancy and relevancy, Relief-F allows the evaluation of
feature subsets of different sizes.
Since Relief-F provides ratings to each individ-
ual feature, we can create subsets of different val-
ues selecting the top k-ranked features. We selected
5 %, 10 %, 20 % and 30 % of total number of fea-
tures (in absolute values 27, 53, 106 and 159 features).
The CFS algorithm automatically selected 74 features.
Table 9 presents the accuracy results for all features as
well as the feature subsets selected by CFS and Relief-
F. We show the results for KNN, SVM with RBF and
Random Forest since these algorithms presented the
best results in previous experiments.
The use of all features improved the performance
for the Random Forest and SVM classifiers and
decreased the performance for KNN. A likely rea-
son for the performance decrease of KNN is that this
algorithm depends on a distance function that tends
to lose its discriminative power in higher dimensions.
Regarding the feature selection algorithm, these meth-
ods seem to consistently improve the classification
accuracy. In the case of CFS, it improved classification
performance in all cases. For Relief-F, the classifica-
tion improved when a reasonable amount of features
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Table 6 Accuracy results per classifier and feature set with the corresponding parameter values
Feature
Algorithm
Selected Parameter Accuracy
Set Configuration (%)
LFC
KNN #c= 75. k = 7 81.71
RF #c= 80. T = 75 83.49
SVM RBF #c= 95. c = 10.γ = 1 86.93
GMM #c= 100. G = 9 83.17
LLFC
KNN #c= 15. k = 7 74.70
RF #c= 20. T = 60 76.30
SVM RBF #c= 70. c = 104.γ = 0.01 79.05
GMM #c= 20. G = 17 74.03
MFCC
KNN #c= 30. k = 5 83.61
RF #c= 35. T = 75 85.39
SVM RBF #c= 40. c = 10.γ = 1 87.33
GMM #c= 45. G = 13 82.42
LPC
KNN #c= 45. k = 21 56.18
RF #c= 65. T = 75 60.90
SVM RBF #c= 45. c = 105.γ = 0.1 66.85
GMM #c= 40. G = 19 54.15
LSF
KNN #c= 95. k = 5 80.23
RF #c= 95. T = 75 84.25
SVM RBF #c= 100. c = 10.γ = 1 84.97
GMM #c= 75. G = 17 75.28
Temporal
KNN k = 11 50.91
RF T = 75 60.13
SVM RBF c = 105.γ = 0.1 60.62
GMM G = 19 42.76
Spectral
KNN k = 5 70.51
RF T = 50 79.38
SVM RBF c = 105.γ = 0.1 76.24
GMM G = 21 63.73
The best result in each feature set is marked in boldface
Table 7 Confusion matrix obtained by SVM RBF with 40 MFCC
Actual class Predicted as
ae ag am cm cq ct dm md pd
Ae. aegypti (ae) 2890 67 0 0 69 125 0 2 0
An. gambiae (ag) 160 731 0 2 4 70 2 0 0
Ap. mellifera (am) 2 0 176 1 3 16 33 74 29
Co. mutabilis (cm) 2 0 9 100 0 0 3 6 1
Cu. quinquefasciatus (cq) 64 10 8 0 1893 78 11 7 5
Cu. tarsalis (ct) 110 51 8 1 91 3199 15 35 0
Dr. melanogaster (dm) 24 13 35 5 8 25 388 20 4
Mu. domestica (md) 0 0 64 1 1 16 8 776 34
Ps. diptera (pd) 0 0 26 0 0 1 8 62 395
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Table 8 Results achieved by the combination of different feature sets with the same learning algorithm
Algorithm
Best Combined Accuracy (%)
Acc. (%) Feature Sets Sum Product Voting
SVM RBF 87.33
LFC, LLFC, MFCC 87.46 87.27 87.91
LFC, LSF, Spectral 86.83 86.44 87.09
MFCC, LSF, Spectral 86.85 86.35 87.14
All feature sets 88.70 88.47 88.44
KNN 83.61
LFC, LLFC, MFCC 85.48 85.57 84.57
LFC, LSF, Spectral 83.94 83.56 82.46
MFCC, LSF, Spectral 84.82 84.45 83.05
All feature sets 86.15 86.00 85.18
GMM 83.17
LFC, LLFC, MFCC 85.50 86.35 84.72
LFC, LSF, Spectral 83.17 84.16 81.49
MFCC, LSF, Spectral 82.86 82.68 81.18
All feature sets 86.20 86.01 85.50
RF 85.39
LFC, LLFC, MFCC 86.69 86.93 84.82
LFC, LSF, Spectral 86.50 86.36 84.76
MFCC, LSF, Spectral 86.99 86.89 85.44
All feature sets 87.83 87.97 86.14
The boldface results represent an accuracy gain over the base classifier
is selected. In this case, 20 % (106) and 30 % (159) of
the total.
Table 10 summarizes this analysis, showing the
number of features selected from each feature extrac-
tion technique. MFCC and LSF have the highest
number of selected coefficients. In particular, MFCC
coefficients are selected in relatively large amounts
in several settings. This seems to indicate that MFCC
provides the most informative features.
5.4 Binary Classification
So far, we have evaluated our classifiers in a mul-
ticlass setting. However, many applications of the
sensor will require a simpler binary-class setting. For
instance, in public health and agriculture, frequently
the main goal is to estimate the density of a disease
vector or pest of interest, such as mosquitoes of genus
Aedes or Anopheles in places that dengue or malaria
are endemic, respectively. All other species are not
of immediate interest and should be classified in a
general negative class.
In this context, we analyzed the performance of
classifiers that consider disease-carrying mosquitoes
as positive class and other species as negative class.
This setting leads to a considerable change in the
classes’ distribution. More specifically, we consider
four scenarios in which each one of the follow-
ing species is considered the positive class: Aedes
aegypti, Anopheles gambiae, Culex quinquefasciatus
Table 9 Classification accuracy with all feature sets and feature selection techniques
Learning Best
CFS Relief-F 5 % Relief-F 10 % Relief-F 20 % Relief-F 30 %
All
Algorithm Feature Set Features
KNN 83.61 86.19 83.07 82.76 83.85 85.23 83.51
RF 85.39 88.37 85.63 86.16 86.86 87.54 86.98
SVM RBF 87.33 88.78 85.88 86.96 87.38 89.55 89.14
The boldface values are relative to those with better performance than the base classifier considering the best feature set for it
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Table 10 Features selected by CFS and Relief-F algorithms
Feature Selection Number of selected features
Algorithm LFC LLFC MFCC LSF LPC Temporal Spectral Total
CFS 18/100 10/100 19/100 16/100 1/100 2/12 8/17 74/529
Relief-F 5 % 2/100 1/100 11/100 11/100 0/100 0/12 2/17 27/529
Relief-F 10 % 4/100 3/100 25/100 18/100 0/100 0/12 3/17 53/529
Relief-F 20 % 13/100 7/100 51/100 27/100 1/100 0/12 7/17 106/529
Relief-F 30 % 27/100 10/100 51/100 38/100 2/100 3/12 9/17 159/529
and Culex tarsalis while the remaining eight classes
are considered negative. When Aedes aegypti is the
positive class, the distribution is 26.25 %/73.75 %,
when Anopheles gambiae is the positive class, the
distribution is 7.79 %/92.21 %, when Culex quin-
quefasciatus is the positive class, the distribution is
17.32 %/82.68 % and, when Culex tarsalis is the
positive class, the distribution is 29.31 %/70.69 %.
Since the class distributions change considerably in
this experiment, we consider the area under the ROC
curve (AUC) as an additional performance measure.
AUC is not sensitive to changes in the operational con-
ditions such as class distribution and misclassification
costs [27].
We used 40 MFCC with a SVM-RBF classifier,
since this configuration achieved the best result for
a combination of classifier and feature extraction
technique. Table 11 shows the accuracy and AUC
for the four mosquito species considered as positive
class.
5.5 Results Analysis
In this section we summarize, compare and make
recommendations based on the experimental results
obtained in this paper. We started with similarity clas-
sifiers on the spectrum and cepstrum. The spectrum
frequently presented better classification performance
with less variance among the different distances than
cepstrum. Therefore, for similarity classification, we
would recommend the use of spectrum for this appli-
cation because of its superior classification perfor-
mance, lower variance, and also because of its slightly
lower computational cost.
Regarding the distances, Manhattan, Clark, Aver-
age, L1 L∞, Squared χ2, Additive Symmetric χ2 and
DTW showed the best results. All but one distance
measures have O(n) time complexity. The exception
is DTW, which is O(n×m), where m is the constraint
band size. We use DTW with a very strict constraint
band that diminishes the runtime differences between
DTW and the other distances. Despite this, we recom-
mend the use of the linear time measures due to their
simplicity and faster running times.
For the feature extracting methods, MFCCs provide
the best and most consistent results. The improvement
of using SVM RBF with 40 MFCCs over the best sim-
ilarity method was approximately 6 percentage points.
The 87.33 % accuracy rate obtained by SVM is a
respectable result that was difficult to beat even for
more complex methods.
All improvements over SVM RBF trained with
MFCCs obtained in other experiments were somewhat
marginal and involved classifiers significantly more
complex and computationally more expensive. The
best ensemble method obtained 88.70 % (a 1.33 %
Table 11 Accuracy and area under ROC curve considering each of the disease vector mosquito species as positive class and the
remaining as negative class
Positive class
Ae. aegypti An. gambiae Cu. quinquefasciatus Cu. tarsalis
Accuracy 95.00 % 96.93 % 96.91 % 94.41 %
AUC 93.20 % 86.10 % 94.20 % 93.00 %
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percentage point improvement) and the combination
of all feature sets provided the best accuracy of
89.14 % (a 1.81 % percentage point improvement).
Although these more sophisticated methods tend to
provide better accuracy rates, they involve consider-
ably more computations to extract multiple feature
sets and/or train and test multiple classifiers.
Given our results, we recommend MFCCs as the
feature set that provides the best trade-off between
classification performance and computational cost.
MFCCs can be used by state-of-the-art machine learn-
ing classifiers to provide accurate classifiers.
6 Conclusion
In this paper we demonstrated the usefulness of sig-
nal processing features and similarity classification
for an important application in public health and agri-
culture. We showed that MFCC features provide a
good compromise between processing power neces-
sary to obtain the features and classification accuracy.
Such a compromise is very important in a scenario of
embedded classification, since the sensor has limited
capacity in terms of processing power and available
memory. We obtained an accuracy of 87.33 % using
a combination of 40 MFCC and SVM RBF, and
89.55 % using a more comprehensible set of features
on a dataset with nine classes. In a binary setting, we
obtained accuracy rates around 95 % and similar AUC
values when four disease vector mosquito species are
considered as a positive class.
We believe that our results support the application
of the sensor in real world applications. There are sev-
eral applications that require real-time estimation of
spatio-temporal distributions of important insects. For
instance, the sensor is a key component to create effec-
tive alarm systems for insect outbreaks. Better knowl-
edge of the insect populations in a given area also
allows the intelligent use of insect control techniques,
such as insecticides. The idea is that such knowl-
edge can be used to support more local application
of the control techniques, reducing cost and increas-
ing effectiveness. Finally, the sensor will be the heart
of the next generation of insect traps that will capture
only specific target species. Such traps will automat-
ically recognize the insects captured and selectively
trap only certain species, reducing the impact of the
control device over the environment.
As future work, we plan to look at the sensor data as
a stream data set, and adapt the techniques that present
the most promising performance in this context. The
sensor data stream has potential concept drifts caused
by variations of environmental conditions, such as
temperature, humidity, etc. Therefore, the classifica-
tion techniques must adaptively learn from the data
stream.
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