Introduction
In a highly insightful and stimulating paper, Helpman, Melitz and Rubinstein (2008), hereinafter HMR, present a theoretical framework to study bilateral trade flows across countries. The model has three appealing features that make it suitable to describe empirical patterns of bilateral trade flows. First, the model can yield asymmetric trade flows between country pairs. Second, it can generate zero trade flows between some countries, as well as zero exports from one country, say j, to a second country i, together with positive exports from country i to country j. Third, it generates a gravity equation for positive trade flows. The model has therefore the potential to explain three prevalent regularities in trade data: The asymmetry in bilateral trade flows between country pairs; the high prevalence of zeroes (in either one or both directions of bilateral trade flows); and the remarkably good fit of the gravity equation.
HMR use their conceptual framework to develop a two-stage estimation procedure that generalizes the empirical gravity equation by taking into account the extensive margin (the decision to export from j to i), and the intensive margin (the volume of exports from j to i, conditional on exporting). The first stage consists of a probit regression that models the probability that country j exports to country i. The second stage is a gravity equation estimated in logarithmic form. This two-stage procedure aims at correcting for two potential problems present in estimations of the gravity equation: The first is a standard selection bias resulting from the need to drop the observations with zero trade when estimating logged gravity models. The second is a bias due to the potential unobserved firm level heterogeneity resulting from an omitted variable that measures the impact of the number of exporting firms (the extensive margin).
Though HMR's model makes a significant step towards a better understanding of the determinants of bilateral trade flows, the proposed two-stage non-linear least squares estimation procedure has some limitations. In this paper, we seek to clarify and make progress on the two following issues.
First, the approach used by HMR to deal with the selectivity bias is only approximately correct and, consequently, the proposed estimator is not generally consistent for the parameters of interest. Although we argue that the approximation proposed by HMR is likely to be reasonably accurate in many applications, we present an alternative procedure to deal with the selectivity bias which, under the assumptions maintained by HMR, leads to a consistent estimator.
Second, HMR obtain their model under very strong distributional assumptions. Although the authors explore the consequences of relaxing some of them, all the results presented in their paper depend critically on the untested assumption that all random components of the model are homoskedastic. We explore the consequences of possible departures from this assumption and provide empirical evidence on its importance. We conclude that, given the available econometric technology, the presence of heteroskedasticity in trade data precludes the estimation of models that purport to separately identify the effects of the covariates in the intensive and extensive margins.
The remainder of the paper is organized as follows. The next section reconsiders the HMR model, focusing particularly on the sample-selection correction and on the distributional assumptions. Section 3 reappraises the empirical study presented in HMR and, finally, Section 4 concludes the paper.
The HMR model
HMR specify a trade equation which can be written as (see equations (6) and (8) in HMR):
where Λ j denotes a fixed effect for exporter j, X i is a fixed effect for importer i, a ij is a measure of the productivity of the firms exporting from j to i, a L is the lower bound for a ij , and k and ε are parameters. Furthermore, the authors assume that
where γ is a parameter, D ij is the distance (and other factors creating trade resistance)
between countries i and j, and u ij ∼ N (0, σ 2 u ). Therefore,
Direct estimation of this equation would require information about a ij and a L , which is typically not available. To overcome this problem, HMR define the latent variable (see equation (10) in HMR)
where κ is a parameter, Υ j denotes a fixed effect for exporter j, Ξ i is a fixed effect for importer i, Ψ ij denotes additional country-pair specific fixed trade costs, and
. Furthermore, HMR assume that u i and v i are uncorrelated. The new variable Z ij is not observed. However, positive trade is observed when Z ij > 1, which leads HMR to propose the following two-step estimation strategy.
Let T ij be a binary indicator defined as
Under the maintained assumptions of normality and homoskedasticity, the unknown parameters can be consistently estimated up to scale using a probit. That is, under these assumptions, it is possible to consistently estimate
where σ u+v denotes the standard deviation of (v ij + u ij ). Using this result, it is possible to rewrite (1) as
where
The second step in the HMR procedure is the estimation of the trade equation for the positive observations of M ij . To do this, the authors take logs of both sides of (2), leading to
where, as usual, lower-case letters represent the log of the quantity corresponding to the same upper case letter.
The selectivity correction
Estimation of (3) has to be performed using only observations with positive values of M ij , which originates a sample-selection issue. However, this is not a standard selectivity problem because the equation of interest has two random components, and one of them enters the equation within a non-linear function.
To account for the fact that E [u ij |M ij > 0] 6 = 0, HMR include in the regression equation the Mills ratio from the first step, which (under normality and homoskedas-
. This is the correct procedure to account for selectivity in an additive error (see, e.g., Heckman, 1979) .
Dealing with the effect of the sample-selection on ς ij is less standard. HMR approach this problem in a way that is akin to the ad-hoc method used by Greene (1994) to address the sample selection problem in count data models. In particular, HMR suggest replacing ς ij with its expectation conditional on M ij > 0, which is again the Mills ratio from the first step. That is, denoting the Mills ratio by
second step of HMR's procedure is the estimation of (see equation (14) in HMR)
where β uη is a parameter. Of course, in practice, z * ij and η ij have to be replaced byẑ * ij andη ij , their estimates obtained from the first-stage probit regression.
It is easy to see that this approach to correct the effect of the sample selection on ς ij is generally inappropriate (see, e.g., Terza, 1998) . Indeed, for any non-linear function f (·), Jensen's inequality implies that replacing ς ij in f (ς ij ) by its expecta-
and, consequently, the proposed estimation method will generally be inconsistent for all the parameters of interest.
Although estimation of (4) should be viewed as being based on an approximation to the conditional expectation of ln
, it is interesting to notice that this approximation is likely to be reasonably accurate in many practical situations.
To see this, notice that
where ω ij is just the deviation of ς ij form its conditional mean
The approximation used by HMR consists in ignoring ω ij , which would be innocuous if the function was linear in this random term because, in that case, ω ij would just be added to the error of the equation. However, it is clear that for a wide range of values of z * ij and reasonable values of δ, (5) is approximately linear in ω ij . Therefore, in practice, the approximation used by HMR is likely to be reasonable, especially because positive values of M ij tend to be associated with large values of z * ij , which are the ones for which the approximation is better.
However accurate, under the assumptions maintained by HMR, this approximation is not needed. Indeed, and for M ij > 0, it is possible to write
Then, using the results in van de Ven and van Praag (1981) on the moments of log-normal random variables under incidental truncation,
where ρ ςν and ρ ςu denote the correlations between ς ij and ν ij and u ij , respectively.
Noting that σ
Naturally, B 0 and σ 2 u are not separately identified.
1
Even if the maintained distributional assumptions are valid, the (multiplicative) errors of the model defined by (6) will have conditional expectation equal to one, but are not independent of the regressors because of the selectivity correction. Therefore, (6) should be estimated as a multiplicative model, for example using a pseudo-maximum likelihood estimator, as suggested by Santos Silva and Tenreyro (2006) . 
Distributional assumptions
The main results in HMR are obtained under the assumption that v ij and u ij are independent, homoskedastic and jointly normal. To check the robustness of the results obtained with their two-stages procedure, HMR also estimate less parametric specifications, but all the results presented by HMR are based on the assumption that v ij and u ij are homoskedastic. Heteroskedasticity is often viewed as a minor problem in that, under very general conditions, it does not affect the consistency of the OLS estimator. However, in the model proposed by HMR the situation is very different.
1 It is interesting to notice that, integrating out T ij , it is possible to obtain
Therefore, the parameters of interest can be estimated using either this expression or (6). Here, as in HMR, we focus on the estimation of the second stage using only the observations with positive trade. Because, as pointed out by Santos Silva and Tenreyro (2006) , heteroskedasticity is pervasive in trade data, it is important to explore the consequences of departures from this assumption.
A first consequence of the presence of heteroskedasticity is that the selectivity corrections used in (4) and (6) are no longer valid. Estimation of linear sample selection models which are robust to non-normality and heteroskedasticity has been studied by Chen and Khan (2003) . 3 However, due to the large number of regressors typically used, implementation of these methods with trade data is far from trivial. In the case of the HMR model, these difficulties are compounded by the fact that ς ij enters the model non-linearly. Therefore, an estimator of the HMR model that is robust to incidental distributional assumptions is not currently available, and may even not be possible to obtain at all.
Another, perhaps more important, consequence of heteroskedasticity in v ij and u ij is that the functional form of (2) directly depends on the homoskedasticity assumption.
Indeed, δ is a function of σ v and σ u and it is clear that if either of the random components of the model is heteroskedastic, δ will be a function of the regressors, which will then enter the model in a much more complex form. This sensitivity to the homoskedasticity assumption, which is independent of the particular estimation method used, has the potential to introduce severe misspecification in both (4) and (6), making consistent estimation of the parameters of interest not generally possible. Of course, one may be tempted to tackle this problem by specifying σ v and σ u as functions of the regressors, but this approach is foiled by the fact that economic theory provides no guidance on the possible heteroskedasticity patterns.
Given the potential impact of heteroskedasticity on the estimation results, it is important to check for its presence and to gauge its potential impact. Since δ is proportional to the standard deviation of the error in the first-stage, the assumption that δ is independent of the regressors can be tested by testing for heteroskedasticity in the probit.
As described in Godfrey (1988) , tests for heteroskedasticity in the probit model can be performed as simple tests for omitted variables of the formẑ * ij w ij , where w ij denotes the set of variables suspected of causing heteroskedasticity. Therefore, by analogy with the popular two-degrees-of-freedom special case of White's test for heteroskedasticity (see Wooldridge, 2002, p. 127) , one can test for heteroskedasticity in the first-stage probit by checking for the joint significance of the additional regressorsẑ * 2 ij andẑ * 3 ij . In the specific case of the probit, this particular heteroskedasticity test, which is analogous to a two-degrees-of-freedom RESET test (Ramsey, 1969) , is also particularly interesting in that it can be interpreted as a normality test (see Newey, 1985) .
Therefore, this simple test provides a direct check for the validity of the main distributional assumptions required for consistent estimation of the model of interest.
Because heteroskedasticity also impacts on the functional form of (4) and (6), it is important to check whether the specification of these models is reasonably adequate.
Although it is certainly possible to develop more specific tests, a simple way to gauge the adequacy of these models is the following.
In the spirit of Cosslett (1991) , HMR partially relax the distributional assumptions used to obtain (4) by estimating models of the form
where α 1 , . . . , α Q are parameters and q 0 = −∞ and q Q = ∞. A similar generalization of (6) is possible, leading to
Although these models are more flexible than their fully parametric counterparts, they still assume that n £ Z * ij exp (ς ij ) ¤ δ − 1 o depends on the regressors only through z * ij ; that is, both (7) and (8) assume that δ is constant. To check for departures from this assumption one can check for the significance of interactions between the indicator variables and functions of the other regressors.
A simple way of doing this is again to perform a RESET-type test for the significance of additional variables constructed as powers of the estimated linear indexes λ j +
Although in this case there is no particularly competing reason to check for the significance of squares and cubes of the estimated indexes, by analogy with what is done for the probit, we will also use two-degrees-offreedom RESET tests to check the validity of (7) and (8).
A reappraisal of the HMR study
In this section we reconsider the study presented in HMR, comparing and contrasting the results obtained with different estimators of their theoretical model for bilateral trade flows and exploring the consequences of possible violations of the homoskedasticity assumption. In order to maintain comparability with the results in HMR, we use exactly the same data and the same set of regressors used in the original study, and do not attempt to improve upon the specification of the factors creating trade resistance.
HMR provide details on the data and its sources.
Baseline results
The baseline results presented by HMR use data on trade flows in 1986, for a subsample of countries for which information on regulation costs of firm entry is available.
These cost variables provide the exclusion restrictions used to help in the identification of the models that allow the regressors to have different effects on the extensive and intensive margins. semi-parametric estimator used by HMR and is defined by (7); GPML corresponds to the estimation of (6), in the multiplicative form, using gamma-pseudo maximum likelihood; 5 and, finally, M-Bins are the results of estimating (8), also in the multiplicative form using gamma-pseudo maximum likelihood.
As noted in Section 2, the NLS estimator proposed by HMR is based on a selectivity correction which is only approximately valid. Therefore, it is interesting to compare its results with those obtained using (6), which are labeled GPML in Table 1 . At least for this particular example, the results in Table 1 suggest that, as argued before, the approximation implicitly used by HMR is reasonably accurate. Indeed, the estimates obtained with NLS and GPML are generally reasonably close. The major difference is, perhaps, that with GPML, FTA has a sizable and significant coefficient, which is not the case with NLS. A second difference is that GPML leads to an estimate of the distance elasticity that is about ten percent smaller that the one obtained with the NLS estimator based on the approximate selectivity correction.
It is important to notice that the results presented here under the label GPML correspond to the estimation of (6) under the assumption that the variance of the errors is quadratic in the mean, which is comparable to the assumption made when estimating models in the logged form, as is the case with NLS and A-Bins. Estimation of GPML using different methods, like the Poisson pseudo-maximum likelihood (which assumes that the variance of the errors is proportional to the mean), leads to substantially different results. 6 Given that both estimators are consistent under the same set of assumptions, this instability is worrisome and may indicate misspecification of the model. This point is pursued next.
As it was pointed out in Section 2, all the estimators based on the HMR model for trade flows assume that both u ij and v ij are homoskedastic. This assumption is quite important in that, if it does not hold, at least δ will be a function of the regressors and therefore all the models considered (and whose results are displayed in Table 1) will 5 The objective function that is minimized in the GPML estimation has the form
, where μ ij denotes the conditional mean specified by the model. 6 These results are not reported here in the interest of brevity, but are available on request. To give some idea of the magnitude and relevance of this misspecification, we note that when the powers of the linear index are added to the specification of A-Bins and M-Bins, the coefficient on log distance changes by a factor of 2. Of course, no particular significance can be attributed to the coefficient on log distance in these auxiliary regressions, but these results illustrate the sensitivity of the results to the particular functional form that is assumed.
Alternative excluded variables
In order to check the robustness of their findings, HMR also present estimation results when the variable Religion provides the exclusion restriction used to help in the identification of the two-stage estimators. This also permits the use of a much larger sample as now it is possible to use the observations for which information on costs are not available. 7 Recall that low p-values mean rejection of the null hypothesis that the models are correctly specified. 8 RESET-type tests can also certainly be performed for the NLS and HMR estimators, although that is non-standard because they are not based on linear indices. In any case, RESET tests for NLS and HMR would be somewhat redundant because their generalizations, A-Bins and M-Bins, are clearly rejected. Table 2 reports the estimation results using the larger sample and using Religion as the excluded variable. The estimators whose results are displayed in Table 2 are the same as in Table 1 .
As for the baseline case, we again find that the results for the NLS and GPML estimators are reasonably close, which supports our conjecture that the approximation used by HMR is reasonably accurate in typical applications. Notwithstanding, we notice again some sizable differences for the effects of log distance and FTA.
More importantly, we again find that all models badly fail the RESET test, which again casts serious doubts on the possibility of obtaining any meaningful insight from the reported results.
Overall, as in HMR, we find that the results with this alternative exclusion restriction and larger sample fully confirm the baseline estimates. Unfortunately, in both cases, the results are not particularly encouraging about the possibility of consistently estimating the parameters in the model for trade flows proposed by HMR.
Concluding remarks
In this note we discuss some econometric aspects of the implementation of the model for bilateral trade flows between countries proposed by Helpman, Melitz and Rubinstein (2008) .
In particular, we argue that while the selectivity correction used by HMR is only approximately valid, the approximation is likely to be reasonably accurate in many empirical studies. The results reported in Section 3 support this conjecture in that the estimates obtained with the two-step method proposed by HMR are generally close to the ones obtained with the appropriate selectivity correction developed in Section 2.
More importantly, he have emphasized that consistent estimation of the parameters in the model proposed by HMR is only possible under the assumption that all random components of the model are homoskedastic. This dependence on the homoskedasticity assumption is the most important drawback of the HMR model, and contrasts with more standard models for trade (e.g., Anderson and van Wincoop, 2003) , which can be made robust to the presence of heteroskedasticity.
Considering its importance, we discuss possible tests to check for departures from this assumption and use them to assess the specification of the models estimated by In conclusion, it seems that the assumptions needed for the estimation of the HMR model for trade flows are too strong to make it practical. In particular, the presence of heteroskedasticity in trade data seems to preclude the estimation of any model that purports to identify the effects of the covariates in the intensive and extensive margins, at least with the current econometric technology.
