Abstract. This paper studies a fast algorithm for finite field arithmetics, by representing a finite field as a residue of a group ring of a finite cyclic group, where the frobenius (q-th power) operation is e‰ciently computable. When the characteristic of the field is greater than 2, our algorithm is often much faster than a standard method (NTL) in computing inverse and power. For example, ours is roughly 23.6 times faster in computing power in F 8191 136 than NTL. The implementation contains a new scheme for computing powers, which is applicable for any group if the q-th power operation is negligibly fast.
Introduction
Let p be a prime number, q a power of p, and F q the finite field of order q. Our aim is a practical fast algorithm for arithmetic operations such as addition, multiplication, power, and inversion in F q d , assuming that we have those for F q .
A most naive method to represent F q d is to use a polynomial basis. Choose a generator a A F q d as a ring over F q , then
for the minimal polynomial j a ðtÞ of a over F q . Thus, addition and multiplication are done in the polynomial ring F q ½t and then the residue modulo j a ðtÞ is taken. The inverse is given by Euclidean algorithm.
There is a more sophisticated method called a normal basis, which is a linear basis of F q d over F q in the form of fa q j j 0 a j a d À 1g. An advantage is that the q-th power operation (often called the frobenius operation)
can be computed by a cyclic shift of the coe‰cients with respect to the normal basis, which enables e‰cient exponentiation and inversion (for such basics on finite field algorithms, refer to [8] ).
Sophisticated algorithms attain low order of computational complexity using a normal basis, see for example [5] . However, when implemented, they are often slower than the naive polynomial basis method, because the sophisticated algorithms are complicated and require (practically too) large d to be advantageous over the naive method.
As evidence, the naive polynomial basis method is adopted in NTL (Number Theory Library), which is one of the fastest libraries at present for algebraic operations including finite field arithmetics. NTL is designed through the actual time comparisons between many sophisticated and naive methods, and adopts the naive methods with deliberate optimizations. It is freely available to the scientific community from http://www.shoup.net/ntl. S. Gao et al. [5] introduced a new method, which has both the simplicity of polynomial basis and the e‰ciency of the frobenius operation in normal basis. The idea is to represent F q d as a subring of a group ring, where arithmetics are more e‰cient. The purpose of this paper is to realize this idea in a software, and compare it with NTL. We introduce a data structure which enables an e‰cient implementation of the frobenius operation. We develop algorithms for power and inversion, using the quick frobenius operation e¤ectively. As a result, our method is much faster than NTL, if the characteristic of the field is greater than 2.
Cyclic group rings
The following is a modified version of [5] , where F q d is constructed as a residue of a group ring. Take a generator a A F q d as a ring over F q , and let m be the multiplicative order of a (hence m is coprime to p). Then we have a surjective ring homomorphism
The left hand side is a group ring over the cyclic group, which we shall call a cyclic group ring, or CGR. (The term cyclotomic ring used in [10] has a di¤erent meaning in number theory.) Using its polynomial basis t i ði ¼ 0; 1; . . . ; m À 1Þ, the q-th power frobenius operation is computed by
where q À1 is taken modulo m. Thus, q-th power operation can be realized by a permutation of the coe‰cients. We represent elements of F q d by any of its inverse images in the cyclic group ring. Addition, multiplication and power operations can be computed in the cyclic group ring. The inverse can be com-puted as a special case of power, using [7] (see Theorem 3.3). To check the equality of two elements in F q d , we do not need to compute the projection Pr. Let cðtÞ :¼ ðt m À 1Þ=j a ðtÞ. Since t m À 1 has no multiple factor, j a and c are coprime. Thus, two elements x; y A F q ½t=ðt m À 1Þ have the same image in F q d if and only if cðtÞðx À yÞ ¼ 0 in F q ½t=ðt m À 1Þ. In the implementations in this paper, we treat only the cases where m ¼ d þ 1 and consequently cðtÞ ¼ t À 1.
To find such a pair ðm; dÞ, the following lemma is useful. . For general q, a similar but a little complicated asymptotic formula is given there. These show that the optimal case d ¼ m À 1 occurs rather often.
Remark 2.3. When F q d 0 requires a large m to be represented using (1), it is often the case that some of its finite extensions F q d can be realized for a much smaller m. Then we may compute 
Software implementation
There are a number of studies on implementation of arithmetics using CGR (cyclic group ring, often called redundant representations), e.g. [4] [5] [2] [6] [10] . They treat mostly only the case of p ¼ q ¼ 2 and hardware implementations, and pay little attention to software implementations.
One purpose of this paper is to give a software implementation of CGR and to compare its speed with NTL. Unexpectedly, it turns out that in the case of p ¼ q ¼ 2, CGR is much slower than NTL, whereas for p ¼ q > 2, CGR is faster.
A problem in a software implementation lies in the frobenius operation. It involves a permutation of coe‰cients, whose time-complexity is Oð1Þ in hardware but is OðmÞ in a naive software implementation. To solve this, we shall introduce a data structure which enables a frobenius operation just by one time multiplication in Z=m.
An element x of a CGR
is realized as an array of elements of F q of length m, with two integer variables named skip s and origin i with values in Z=m. The skip s should be coprime with m.
Assume that the array consists of a½0; a½1; . . . ; a½m À 1, the skip is s, and the origin is i. Then the tuple ða; s; iÞ represents the polynomial
In this representation, multiplication by t is computed as the change of the origin i i À s ðmod mÞ;
and thus multiplication of two arbitrary elements
can be done as usual, by adding a½i þ sj ðmod mÞð f ðtÞ Á t j Þ for j ¼ 0; . . . ; m À 1.
Frobenius operation F q is realized as the change of the skip s s Â q À1 ðmod mÞ:
We may precompute q À1 A Z=m for e‰ciency.
Remark 3.1. 1. We may dispense with the origin, if we do not need to make multiplication by t j fast. 2. Since a frobenius operation is much faster than a multiplication in this representation, from now on, we shall neglect the time consumed in frobenius operations in the evaluation of the time complexity.
Power. Using the q-th power frobenius operation, the following q-ary method [9, P. 464] gives an algorithm for n-th power with log q n times multiplications, with precomputation of a table of size q.
We assume that n is q-adically expanded:
Let y be a variable, set to x c k . Then, for j ¼ k À 1 to 0, we iterate the following:
If we precompute x c for all 0 < c a q À 1, this gives an algorithm with blog q ðn À 1Þc times multiplications. An experiment with q ¼ 8191 shows that keeping such a large table is time-consuming. If we precompute x In this theorem, we neglect the number of frobenius operations, and we need 2 b À 1 times multiplications for the precomputation table.
Proof. The coe‰cient 1 À 2 Àb is the probability that d j 0 0. To compute (3) we use ð1 À 2 Àb Þblog q nc times multiplications, and it is iterated h b times. We iterate y y This order is comparable to the asymptotically optimal method given in [1] . The optimal value of b depends on other parameters. In the following implementations, we selected the optimum value of b through experimentation. Sometimes b ¼ 5 is optimal (see § 4). The consumed time for computing a power using an optimal b (including the time for constructing the precomputation table) is roughly 1=3 of that using b ¼ 1.
Inverse. To compute the inverse, we may use the following method by Itoh and Tsujii [7, Theorem 3] 
We can compute N dÀ1 ðxÞ using 1:5blog 2 ðd À 1Þc times multiplications in average, by reading the 2-adic expansion of d À 1 from the top to the bottom and by using This scheme computes the inverse of x by 1:5blog 2 ðd À 1Þc þ 1 times multiplications in F q d and one time inversion in F q . With a little more care, we obtain the following. Let H w ðnÞ denote the number of 1's in the 2-adic expansion of a positive integer n (i.e. Hamming weight).
Theorem 3.3 [7] . An inversion in F q d using (4) requires blog 2 ðd À 1Þc þ H w ðd À 1Þ À 1 times multiplications in F q d if q ¼ 2, and in addition one time multiplication in F q d and one time inversion in F q if q > 2.
This theorem is applicable not only to CGR but also to any F q d , if time consumed by frobenius operation is negligible.
Comparison of speed
We implemented the above algorithm in C-programming language, and compared its speed with NTL. We implemented only the cases p ¼ q and
In this case, NTL is much faster than ours. Table 1 lists the consumed time (in seconds) for frobenius operation, multiplication, inversion, and power, each iterated for 10000 times, for p ¼ q ¼ 2 and d ¼ 130. CGR means our algorithm.
This superiority of NTL seems to come from the following. A unit object which NTL treats is a polynomial of degree up to 32, represented in a 32-bit word. NTL has a very fast multiplication of two such polynomials (resulting in a 64-bit word), well optimized for pipelined 32-bit machines. While, the unit object for CGR is 1-bit.
We tested a modified version of CGR where all the 32-bits in one word are used, but it is not much faster than the original, since the permutation of the coe‰cients becomes more di‰cult and time-consuming.
We also tested smaller m's, and similar superiority of NTL was observed. These results show that arithmetics in CGR is much faster than NTL for p ¼ q > 2. For example, in the case of F 8191 136 , multiplication is 12 times, inversion is 5 times, power is 23 times faster, respectively.
In NTL, arithmetic operations over F 2 are very fast. Table 4 shows the comparison of the speed of CGR for F 8191 136 and NTL for F 2 1768 (note that 8191 136 ¼ 2 1767:98ÁÁÁ ). Here, for power-computation in CGR, the optimal value b ¼ 7 is selected through experimentation. The precomputation table of size 2 b is constructed in each power-computation. Among 2121.4 seconds for the power-computation, precomputation consumes 792.4 seconds. In this comparison, NTL is faster than CGR by a factor of 3@4.
Although not listed, the consumed time for power-computation when b ¼ 5 is 2187:1 seconds, not much more than 2121:4 seconds for b ¼ 7.
Conclusion
We give an e‰cient software implementation of arithmetic operations in a finite field F q d , using the cyclic group ring over F q . From the viewpoint of the e‰ciency, the method is practical when q generates the multiplicative group ðZ=ðd þ 1ÞÞ Â . In these implementations, the q-th power frobenius operation is very e‰cient. We introduced two algorithms for general F q d , which is practical if the frobenius operation is e‰cient. One is an algorithm for power (Theorem 3.2), and the other is a version of Itoh-Tsujii inversion for q 0 2 (Theorem 3.3).
For q ¼ 2, the naive method adopted in NTL is faster than ours, but for q > 2 ours are faster by a factor of 5 to 23.
These would be useful in a cryptographic system, where we need a variety of e‰cient discrete log problems (not only those based on F 2 d ). 
