A new weighted thresholding concept is presented, which is used for the set-theoretical representation of signals, the producing new signals containing a large number of key features that are in the original signals and the design new morphological filters. Such representation maps many operations of non binary signal and image processing to the union of the simple operations over the binary signals and images. The weighted thresholding is invariant under the morphological transformations, including the basic ones, erosion and dilation. The main idea of using the weighted thresholding is in the choice of the special level of thresholding on which we can concentrate all our attention for the future processing. Together with arithmetical thresholding the so-called Fibonacci levels are chosen because of many interesting properties; one of them is the effective decomposition of the median filter. Experimental results show that the Fibonacci thresholding is much promised and can be used for many applications, including the image enhancement, segmentation, and edge detection.
INTRODUCTION
Thresholding is one of the most popular techniques among all existing segmentation methods due to its simplicity, robustness, and accuracy.
1, 2 The goal of image segmentation is to extract important information from an input image. Recently, many thresholding techniques have been proposed including global thresholding, semi-thresholding, multilevel thresholding, variable thresholding, and (n, k, p)-Gray code thresholding 3 -. 7 Comprehensive reviews of various histogram thresholding techniques are available in. 2, 8 Thresholding techniques are also widely used in other signal and image processing applications, especially in nonlinear filtering 9 -. 12 Some of these are time-consuming algorithms. This operation is widely used in signal and image processing, especially in nonlinear filtering. The cross sections, or threshold sets describing one-and multi-dimensional real-valued functions, signals and images, play very important role in nonlinear filtering and mathematical morphology, as a powerful set-theoretical method of analysis and synthesis various nonlinear operations, filters, and systems of signal and image processing. [13] [14] [15] This notion allows for transferring the basic operations of set algebra, such as Minkowski's addition and subtraction of sets, and the dilation and erosion of sets on the function algebra. The cross-sections are typically are horizontal. A more general concept of g a -cross sections by arbitrary homothetic curves g a that generalizes the traditional horizontal cross sections were proposed in. 16 The most difficult task is to determine the appropriate the method, the number of the thresholds automatically.
In this paper, the traditional horizontal cross sections are considered and a general concept of weighted thresholding is described. The property and applications of the weighted thresholding are described and the decompositions of signals and images, which are based on such thresholding with different types of level sets, are analyzed. We consider one of the most interesting cases when the level set of thresholding are defined by the Fibonacci series 18, 19 -. 23 The weighted thresholding can be described by direct formulas of calculation. The implementation of the gray scale transforms for the weighted thresholding is simple and the look in table method can be used in calculations. The preliminary experimental examples show that the Fibonacci thresholding can be effectively used in the image segmentation (for image enhancement and edge detection) and median filtration. The examples of the Fibonacci thresholding are given and advantages of using such thresholding in comparison with the standard morphological methods of segmentation are described. The preliminary experimental results and applications of the weighted thresholding concept as a new tool for signal and image processing are given.
GENERAL THRESHOLD SUPERPOSITION
The horizontal cross-sections will be considered for semi-continuous functions. Let f(x) be a multi-level nonnegative function with integer values of the interval [0, L], L > 1. Consider a function k(α) ≥ 1 which is monotonic non-decreasing (or, non-increasing) in the set of the non-negative integers α ≥ 1.
The representation f(x) → (f 1 (x),f 2 (x), ...,f L (x)) is called the k-weighted thresholding of f(x), or simply, a weighted thresholding.
When k(α) = 1, the 1-valued signalf α (x) = f α (x), for all x. The function f(x) can be reconstructed by its family of threshold k(α)-valued signals as
The following function can uniquely be assigned to the function f(x) :
where m ≤ L. The operator K : f(x) → K f (x) keeps all straight (smooth) parts in the graph of f, increasing its peaks.
, and the equality is valid in the case when the non-zero values k(α) ≡ 1, i.e., when m = L andf α (x) = f α (x), for all α. It should be noted that, the traditional threshold decomposition of the functions f(x) can be reduced to the k-weighted thresholding, if the signal has the equal binary signals. Such k-weighted thresholding is called canonical representation.
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Example 1. Consider f(x) = {0, 1, 5, 3, 3, 0}; the maximal level of f(x) is 5. The function f(x) can be represented by the following two forms called the direct representation and optimal representation, respectively:
In optimal presentation, the function f(x) is referred to as the 3-level signal f (x) = {0, 1, 3, 2, 2, 0}, and
In this case m = 3, and f(x) equals the k-weighted thresholding of f (x), where k(α) is defined as k(1) = 1, k(2) = 2, and k(3) = 2. This example illustrates the replacement of the 5-level signal by the 3-level signal. The representation f(x) → f (x) is the canonic representation of the function f(x).
It follows directly from equations (2) and (3) that the mapping f(x) → K f (x) is invertible and the inversion has a simple form, even in the case when the mapping is complex. It means, that in many cases one can replace the complicated nonlinear operations by means of the simple summing (in Boolean logic) of the binary signals. The function K f (x) is the sum of the arithmetical series and equals
In this case the nonlinear (quadratic) transform of the signal is obtained, and its simple inversion can be calculated by the weighted thresholding
It means that f(x) value is determined by K f (x) as one satisfying the condition K f (x) = 1 + 2 + ... + f(x).
Fulfilling the k-weighted thresholding and calculating the sum function K f (x), the square f 2 (x) can be calculated by f 2 (x) = 2K f (x) − f(x). We also can calculate the square by using another thresholding. Indeed, let us consider the following arithmetic series of integers, k(α) = 1, 3, 5, 7, 9, . . . , i.e., when
, as shown in the following decomposition:
As an example, Figure 2 shows the signal f(x) in part a, along with the weighted thresholding K f (x) when k(a) = a in b. This gray scale transformation f(x) → K f (x) is shown in Figure 3 and marked as GST-I, together with another transformation, GST-II, that is defined by the arithmetical thresholding with the function k(α) = m + 1 − a when m = 104. In this case we have the following nonlinear transform of the signal:
and its inverse operation The complex quadratic expression of f(x) can be inverted by the k-weighted thresholding as
without any complex operations, such as the square root. Also, in order to calculate the square f 2 (x), one can fulfill the k-weighted thresholding,f α (x) = k(α)f α (x), calculate the sum function K f (x) and then determine owing to (5) the desired function by formula
Consider now the application of the concept of the k-weighted thresholding in the two-dimensional case. We now consider an example, when the function f(x) describes a random discrete signal f(α), where α = 1, ..., m, and the function k(α) is referred to as its density function. Let p a be the nonnegative numbers such that p 1 + p 2 + ... + p m = 1, and the coefficients k(α) = p α , α = 1, ..., m. We denote by F (α) the "distribution" function which is calculated as F (1) = p 1 and F (α) = F (a − 1) + p a , when α > 1. It is not difficult to see that the weighted thresholding is the "distribution" function, i.e.,
Example 3 (k(α) are the probability-type coefficients). We consider the function f(x) = {. . . {0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 We obtain that K f (x) = {. . . , 0, 0, 4, 6, 8, 10, 6, 9, 4, 4, 0, . . .} = 10F (x). Figure 7 shows the signal f(x) in part a, and the signal thresholding K f (x) in b.
In general, to preserve the range of the transform, we consider the coefficients k(α) = mp α , and therefore K f (x) = mF (f(x)). The ordering of all values of p α in descending order is not necessary. Thus we obtain that, in the case when p a is the probability of the event {f(x) = a}, the weighted thresholding represents the wellknown operation of histogram equalization (HE) of the random signal f(x). As an example, Figure 8 shows the tree-and-Lena image in part a, along with the histogram p α and scaled distribution function F (α)/100 in b. The weighted thresholding K f (x) of the image is shown in c. To improve the visibility of detail of the scene behind the tree, the high powers of the distribution function F (α) can be used. As example, the tree image after the weighted thresholding corresponding to the scaled to level 256 function F 3 (α) is shown in part d. Many details of trees on the slope of the mountain as well as the and homes can be seen better when comparing with the images in parts a and c. Figure 9 shows the results of the image processing by the 2nd and 4th powers of the distribution function in parts a and b, respectively.
The weighed thresholding in general can be applied block-wise as well. Such processing allows to see many details of the image in different blocks. As an example, Figure 10 shows the image in part a, along with the images processed by the distribution functions which are calculated in blocks of size 64 × 128 each in b. The similar result when processing the image by blocks of size 8 × 256 each is given in c.
In another example, Figure 11 shows the image in part a, along with the images processed by the distribution comparison, the histogram equalization of the image is given in d.
THRESHOLDING BY PIECEWISE LINEAR FUNCTION
The weighed thresholding can be used with a piecewise linear function, and a few examples of such functions are considered below. First we consider the function which preserves much details in the image with low intensities, and decrease the intensities of pixels with high values of intensities. For example, in the foreground of the tree image all details can be seen clearly, and in the back many details and objects are almost invisible. To improve the visibility of these details in the image, we consider the following exponential function k(α) = α 0 · 2 n , α = 0 : 255, where α 0 = 1 and n = 0, if α ∈ [1, 128], n = 1, if α ∈ [129, 128 + 64], n = 2, if α ∈ [193, 192 + 32] , and so on. Figure 12 shows this stepped function. Figure 13 shows the tree image in part a together with the result of the thresholding when this function k(α) is used in b. When comparing this result with the images of Figure 9 , one can see that the foreground of the tree image became dark, when the powers of the distribution function were used.
In the above function k(α), the step changes exponentially from one interval to another. Consider now the case when the weighed function goes up very slow. 
Steps: 2-in-4
The piecewise integer stepped sequence of numbers G k is defined as the function with steps satisfying the following condition, in any four consecutive G k numbers only two numbers are repeated. For example, such four numbers are {G 10 , G 11 , G 12 , G 13 } = {7, 7, 8, 9}. We call such stepped sequence to be the stairs with 2-in-4 steps. It is assumed that the stepped function will me monotonic and without high steps. Therefore, we consider the condition that |G k+1 − G k | = 0, or 1, for all k > 1.
As an example, Table I 1  1  2  3  3  4  5  5  6  7  7  8  9  10  10  11  12  12  13  14  14  15  16  17  17  18  19  19  20  21  21  22  23  23  24  25  26  26  27  28  28  29  30  30  31  32  32  33  34  35  35  36  37  37  38  39  39  40  41  41  42  43  44  44  45  46  46  47  48  48  49  50  51  51  52  53  53  54  55  55  56  57  57  58  59  60  60  61  62  62  63  64  64  65  66  66  67  68  69  69  70  71  71  72  73  73  74  75  76  76  77  78  78  79  80  80  81  82  82  83  84  85  85  86  87  87  88  89  89  90  91  91  92  93  94  94  95  96  96  97  98  98  99 This 2-in-4 sequence can be calculated in the following way. Let Φ be the golden ratio, i.e., Φ = (1 + √ 5)/2 = 1.618033988749894 · · ·. In general, the sequence of numbers G k which begins with integer number m is defined as
The square brackets [·] denote the operation of rounding towards nearest integer. We consider the case when the sequence of numbers begins with 1. The above 2-in-4 sequence corresponds to this case, i.e., when m = 1.
It should be noted that the sequence of integer numbers A k = [k log 2 (Φ)] + 1, k = 1, 2, 3, ... , is not 2-in-4 sequence. To be convinced of this fact, it is enough to consider the first 32 numbers for this sequence, which are   1, 1, 2, 3, 3, 4, 5, 6, 6, 7, 8, 8, 9, 10, 10, 11, 12, 12, 13, 14, 15, 15, 16, 17, 17, 18, 19, 19, 20, 21, 22, 22 , . . . .
Each of three underlined fours contain different four numbers.
The 2-in-4 sequence can be used in image enhancement as the weighed function, as well as the powers of this function. As example, Figure 14 shows the tree image in part a, along with the graph of the 2-in-4 sequence in b, and image processed by the amplified sequence, λG k image in c. The constant λ = k 0 /G k0 is selected to preserve the range of gray-level of the tree image, i.e., k 0 = max(f n,m ). The scaled sequence is almost diagonal, and image in c does not differ much from the original tree image. The different powers of the 2-in-4 sequence of 
FIBONACCI NUMBERS AND THRESHOLDING
The above 2-in-4 sequence of G k numbers can be calculated by the Fibonacci sequence. Consider the Fibonacci numbers F k that begin with 
The first 24 numbers from Fibonacci sequence is given in Table II The relation between the G k and F k numbers is described by the following formula: The Fibonacci numbers grow very fast and take large numbers when k > 16. The ratios R k = F k /F k−1 , of the Fibonacci numbers, when k = 3 : 10, are given in Table III . In the last column of the table, the golden ratio Φ = 1.618033988749894 · · · is given. The ratio of R k approaches to this golden number, i.e., R k → Φ when k → ∞. 1, 1, 1, 1, 1, 1, 1, 0, ×1 =f 1 (x) 0, 0, 1, 1, 1, 1, 1, 1, 1, 1 The function K f (x) as a finite sum of the Fibonacci numbers can be also calculated by K f (x) = k f(x)+2 −1. And, on the contrary, for each value K f (x), we can calculate the number α such as K f (x)+1 = k(α). Therefore, the value α − 2 is the value of the initial function, f(x) = α − 2. In other words, in the case of the Fibonacci numbers, we have the following inversion of the weighted transform
It is the simplest example among the all considered above. The Fibonacci numbers k(α) grows very fast as α becomes big. We assume thus that Fibonacci thresholding can be used for L-values signals for not big L.
SEGMENTATION BY MORPHOLOGICAL FILTERS
The weighted thresholding can be used for designing new morphological filters in image enhancement, segmentation, and edge detection, together with the traditional thresholding 6 -. 8 For example, the processing of edges of the image, when using the difference between the image, f, and its erosion, (f B), by a set B, can also be performed by using the similar difference between the weighted thresholding, K f , and its erosion (K f B). The weighted thresholding {(k(α), f α (x))} → K f (x) is invariant relative to many morphological operations, which include the erosion and dilation, opening and closing. 13, 14 As an example, Figure 17 shows the cell image in part a, along with the gradient of the image SG(f) = (f ⊕ B) − (f B) in b, which is calculated with the structuring element B being the square 3 × 3. The corresponding weighted thresholded gradient SG(K f ) calculated with the same set B is shown in c. The weighted sequence k(α) is arithmetical, i.e., 1, 2, 3, 4, 5, ... . One can see that this image processed by the weighted thresholding shows better result, when compared with the traditional gradient operation. The weighted thresholding allows to extract contours of the cells, and in addition this operation works as a filter cleaning the image outside the cells.
CONCLUSION
The general concept of weighted thresholding and its particular case, the thresholding with the Fibonacci levels were introduced, which can be used for signal and image set-theoretical representation. The main advantage of such representation is that it gives an opportunity to implement the nonlinear operations by weighted threshold operation and enhance a large number of geometrical features that are presented in the original signals and images, manipulating with weighted coefficients. The weighted thresholding was shown is invariant under the morphological transforms, including the basic ones, erosion and dilation, opening and closing. On the base of the weighted thresholding, we can develop new algorithms for efficient calculation and representation of nonlinear filters (for instance the median type filters), for image enhancement and segmentation. The preliminary study shows that the weighted thresholding is very promised and can be applied in signal and image processing.
