Abstract. We address in this paper the problem of blind separation of underdetermined mixtures of sparse sources. The sources are given a Student t distribution, in a transformed domain, and we propose a bayesian approach using Gibbs sampling. Results are given on synthetic and audio signals.
Introduction
Blind Source Separation (BSS) consists in estimating n signals (the sources) from the sole observation of m mixtures of them (the observations). In this paper we consider linear instantaneous mixtures of time series: at each time index, the observations are a linear combination of the sources at the same time index. Moreover, we are interested in the underdetermined case (m < n). This case is very difficult to handle because contrary to (over)determined mixtures (m ≥ n), estimating the mixing system (a single matrix in the linear instantaneous case) is not sufficient for reconstructing the sources, since for m < n the mixing matrix is not invertible. Then, it appears that separation of underdetermined mixtures requires important prior information on the sources to allow their reconstruction.
In this paper we address the case of sparse sources, meaning that only a few samples are significantly non-zero. The use of sparsity to handle source separation problems has arisen in several papers, see for instance [1, 2] . In these papers, source time series are assumed to have a sparse representation on a given or learnt dictionary, possibly overcomplete. The aim of methods then becomes the estimation of the coefficients of the sources on the dictionary and not the time series in themselves. The time series are then reconstructed from the estimated coefficients.
More specifically, in [3, 4] the coefficients of the representations of the sources in the dictionary are given a discrete mixture a Gaussian distributions with 2 or 3 states (one Gaussian with very small variance, the other(s) with big variance) and a probabilistic framework is presented for the estimation of the mixing matrix and the sources. In particular, in [4] , the authors use EM optimisation and present results with speech signals decomposed on a MDCT orthogonal basis [5] . The use of an orthogonal basis provides equivalence between representations in the time domain and transformed domain, and separation can be simply performed in the transformed domain instead of the time domain. The use of an overcomplete dictionary is very appealing because it allows sparser representations but leads to much more tricky calculations [1] .
Motivated by the successful results of Student t modeling for audio restoration in [6] , we address in this paper separation of Student t distributed sources, which leads to sparse modeling when the degrees of freedom is low. We emphasize that we will work in the transformed domain: the observations and sources we consider have arisen from the decomposition of some corresponding time series on a dictionary, which is restricted at this point to be an orthogonal basis (to satisfy equivalence between time and transformed domains). The method we present is a bayesian approach: a Gibbs sampler is derived to sample from the posterior conditional distribution of the parameters (which include the sources and the mixing matrix).
The paper is organised as follows: section 2 introduces notations and assumptions, in section 3 we derive the posterior distributions of the parameters to be estimated and section 4 presents results on synthetic and audio signals. Conclusions and perspectives are given in section 5.
Model and Assumptions

Model
We consider the following standard linear model, ∀t = 0, . . . , N − 1:
where
T is vector of size m containing the observations,
T is a vector of size n containing the sources,
T is a vector of size m containing noise. Variables without time index t denote whole sequences of samples, e.g,
Assumptions
1) We assume that each source sequence s i is independently and identically distributed (i.i.d), with Student t distribution t(α
α i is the "degrees of freedom", λ i is a scale parameter and K is a normalizing constant. With λ = 1 and α = 1, the Student t distribution is equal to the standard Cauchy distribution, and it tends to the standard Gaussian distribution when α → +∞. Fig. 1 plots Student t densities for several values of α. For small α, the Student t has "fatter tails" than the normal distribution. A nice property of the Student t distribution is the fact that it can be expressed as a Scaled Mixture of Gaussians [7] , such that where N (x|0, v) denotes the normal distribution with mean 0 and variance v and 
with:
v i,t of the Gaussian distribution in Eq. (3) is a very convenient property which will help us deriving posterior distributions of the parameters in the implementation of the Gibbs sampler. The Student t can be interpreted as an infinite sum of Gaussians, which contrasts with the finite sums of Gaussians used in [3, 4] .
In the following, we note
2) We assume that the source sequences are mutually independent, such that
3) We assume that n is a i.i.d Gaussian noise with covariance σ 2 I m , and σ unknown.
We now present a Markov chain Monte Carlo approach to estimate the set of parameter of interest {A, s, σ} together with the set {v, α, λ}.
Derivations for the Gibbs Sampler
We propose to generate samples from the posterior distribution p (A, s, σ, v, α, λ|  x) of whole set of parameters. We use a Gibbs sampler which only requires to derive the expression of the posterior distribution of each parameter conditionally upon the data x and the other parameters, see details for instance in [8] .
Likelihood
With the gaussian noise assumption, the likelihood of one sample of the observations is written:
where N (x|µ, Σ) denotes multivariate Gaussian distribution with mean µ and covariance Σ. With the i.i.d source assumption, the likelihood of the observations is written:
= 1
Expression of p(s|A, σ, v, α, λ)
We have:
With p(s|v) =
1 and with Eq. (7), we have
where 
Expression of p(A|s
By construction, we have:
Of course, the estimation of a is equivalent to the estimation of A, and we have:
Without further information on the mixing matrix, we assume uniform prior and set p(a) ∝ 1. With Eq. (7) and (12) 
with
To fix the well known BSS indeterminacies on gain and permutations, we set in practice the first row of A to ones and only estimate the other rows.
Expression of p(σ|A, s, v, α, λ)
As before we have:
Using Jeffreys prior p(σ) = 1/σ and expression (8) of the likelihood, we have: 
F . It appears that σ|A, s, v, α, λ can be drawn from IG(γ σ , β σ ).
Expression of p(v|A, s, σ, α, λ)
Since the data x does not depend on the parameters {v, α, λ}, their posterior distributions only depend on the prior distributions. The posterior distribution of v is then:
With
with γ vi = (α i + 1)/2 and β vi,t = 2/(s
Expression of p(α|A, s, σ, v, λ)
In practice we choose a uniform prior on α i and set p(α) ∝ 1. As the distribution of α|A, s, σ, v, λ is not straightforward to sample from and since the precise value α i for each source is unlikely to be important, we sample α from a uniform grid of discrete values with probability mass given by Eq. (21). p(λ|A, s, σ, v, α) Finally, the posterior distribution of the scale parameters is given by:
Expression of
With Jeffreys prior p(λ i ) = 1/λ i , it appears that λ i |A, s, σ, v, λ can be drawn from G (γ λi , β λi ), with γ λi = (α i N )/2 and β λi = 2/(α i S i ), and where G(γ, β) is the Gamma distribution, whose density is written G(x|γ, β) Estimated sources were computed as mean estimates of the 2000 last sampled values of s (that is after convergence of all the values of r 2 is obtained). Sources estimates are compared to the original ones by computing the evaluation criteria described in [9] With 30 dB corresponding to hearing threshold, the estimates are very good. Furthermore, one can see from Fig. 2 that mixing parameters converge to the exact values of the mixing matrix. The noise variance σ 2 converge to its true value within only a few samples. Besides, the sampled values of α and λ show high variance, but considering the quality of the sources estimates, their precise values are of little importance. Audio Signals. We have applied our model and method a mixture of three musical signals (s 1 = cello, s 2 = percussions, s 3 = piano) with two observations and ≈ 20dB SNR on each observation. Separation was performed on MDCT coefficients of the original signals (≈ 3s sampled at 8000Hz) with window length equal to 128 samples (16ms). 5000 iterations of the sampler were run, convergence was obtained after ≈ 2000 iterations. Mixing matrix was chosen as in previous section. Audio samples can be listened to at http://www-sigproc.eng.cam.ac. uk/~cf269/ica04/sound_files.html. The obtained performance criteria are:
Results
Synthetic
SDR SIR SNR SAR s1 11.6 16.6 29.2 13.6 s2 1.3 10.8 27.2 2.1 s3 4.1 8.7 28.7 6.5
Conclusion
Good results of section 4 show the relevance of the bayesian approach to handle separation of underdetermined mixtures of sparse sources. The quality of the audio estimates is average due to a high amount of artifacts, but interference rejection is good. However there is room for improvement. Indeed, the method can be extended to overcomplete dictionaries, and other prior distributions of the coefficients of the decomposition of the sources can be used. For example generalised Gaussian distributions family can be used easily as they can be expressed as scaled mixtures of Gaussians too.
Motivated by these promising results, the next step is to study what kind of prior and dictionary can be used with a particular type of signal.
