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Similarly-charged polymers in solution, known as polyelectrolytes, are known to form aggregated structures in
the presence of oppositely charged counterions. Understanding the dependence of the equilibrium phases and
the dynamics of the process of aggregation on parameters such as backbone flexibility and charge density of
such polymers is crucial for insights into various biological processes which involve biological polyelectrolytes
such as protein, DNA etc., Here, we use large-scale coarse-grained molecular dynamics simulations to obtain
the phase diagram of the aggregated structures of flexible charged polymers and characterize the morphology
of the aggregates as well as the aggregation dynamics, in the presence of trivalent counterions. Three different
phases are observed depending on the charge density: no aggregation, a finite bundle phase where multiple
small aggregates coexist with a large aggregate, and a fully phase separated phase. We show that the flexibility
of the polymer backbone causes strong entanglement between charged polymers leading to additional time
scales in the aggregation process. Such slowing down of the aggregation dynamics results in the exponent,
characterizing the power law decay of the number of aggregates with time, to be dependent on the charge
density of the polymers. These results are contrary to those obtained for rigid polyelectrolytes, emphasizing
the role of backbone flexibility.
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I. INTRODUCTION
Polyelectrolytes (PEs) are macromolecules with ion-
izable groups which release counterions when the PEs
are dissolved in solutions, rendering the backbone of
the polymer chain charged. Examples of PEs include
biological polymers such as DNA, RNA, actin, virus
etc.1–3, as well as synthetic polymers such as sulphonated
polystyrene, polyacrylic acid etc.4. PEs have a wide
range of applications such as gene therapy5–8, drug coat-
ing9–12, water purification13–16, color removal17–20, paper
making4,21 etc. The dynamical and structural properties
of the PEs, critical for their applications, are crucially
dependent on the conformational phases that the PEs
may assume depending on a variety of conditions and
parameters of the system. These phases are primarily de-
termined by the competition between the repulsive elec-
trostatic interactions among the like-charged monomers
of the PE chains and the entropy of the free counteri-
ons. Depending on the relative dominance, free coun-
terions may condense onto the polymer backbone22–24,
renormalizing the charge density, and facilitate effective
short-ranged attractive interactions between monomers.
In the dilute limit of a single PE chain in isolation, the
effective attractive interactions can result in extended,
bead-necklace, and collapsed conformations depending
on the charge density of PE chain and temperature of
the system.25–41
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At finite densities of PE chains, the effective attrac-
tive interactions among the PE chains can lead to aggre-
gation, in addition to individual collapsed phases. Un-
derstanding counterion mediated aggregation of charged
polymers is very relevant as the aggregation of biopoly-
mers such as DNA and actin has been implicated to play
an important role in biological functions such as cell scaf-
folding, DNA packaging, cytoskeletal organization42–49.
In addition to biological polymers, recent studies have
show that aggregation of synthetic polymers is crucial in
their ability to function as biomimetic and functional ma-
terials50–53. The primary questions of interest regarding
aggregation of PE chains are: Does aggregation always
lead to complete phase separation or sometimes result in
finite bundles? What is the morphology of the aggregate
phases? Does the aggregation dynamics depend on the
details of the system or is it universal? Are the effec-
tive interactions driving the aggregation of multiple PE
chains similar to those responsible for the collapse of a
single flexible PE chain?
These questions have been addressed in experiments,
in theoretical studies as well as in large-scale simulations
involving rigid rod-like PE chains (RLPE chains). Sev-
eral experiments42,54–63, computer simulations and theo-
retical analyses64–84 have shown that RLPE chains aggre-
gate in the presence of multivalent counterions, though
some controversy exists in the case of monovalent coun-
terions55–59,62,64,65,75,78,79,81,84–92. However, a clear reso-
lution is lacking as to whether the thermodynamic equi-
librium conformation of such self-organization of the PE
chains is a complete phase separated state in which all
PE chains aggregate93–95, or coexistence of multiple fi-
nite aggregates96–101. Computer simulations of a system
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of 61 RLPE chains, with moderate values of charge den-
sity and relatively short simulation time scales, suggest
that finite-sized bundles is the thermodynamic equilib-
rium state73,74,76,77. Large scale simulations also suggest
that the final thermodynamic state could crucially de-
pend on the charge density76,77, volume fraction or salt
content102. The formation of finite bundles has been at-
tributed to kinetic barriers arising because the aggregate
cannot achieve charge neutralization due to the steric
and short-ranged electrostatic interactions101. However,
in our previous studies of RLPE chains91,92, we observed
the formation of a phase separated state as the thermo-
dynamically equilibrium state, over long simulation time
scales, contrary to the previously mentioned studies. The
aggregation dynamics, in the case of RLPE chains, was
studied by looking at the scale free power law evolu-
tion of size of the aggregates (or decrease in number of
aggregates, N(t) ∼ t−θ). From large-scale simulations
and modeling the evolution of the aggregate size distri-
bution through Smoluchowski coagulation equation, we
obtained θ = 2/3, in contrast to the exponent value of
θ = 1, obtained in other studies73,74. This power law
exponent was shown to be independent of charge density
of the polymers, valency of the counterions, density, and
length of the PE chain, and the aggregation of RLPE
chains was shown to be diffusion-limited92.
While the aggregation and self-organization of RLPE
chains are reasonably well understood, much remains
to be explored regarding the aggregation mechanism of
flexible PE (FPE) chains, whose conformational flexi-
bility can introduce additional time scales and barri-
ers in the aggregation dynamics. Biological polymers
such as proteins are essentially FPEs and understanding
the role of aggregation of FPEs is relevant as protein-
protein disordered aggregates are implicated in many
neurodegenerative diseases103,104.Viscoelastic and scat-
tering measurements on a variety of FPE solutions, in-
cluding both biopolymers like Aggrecan and synthetic
copolymers, have revealed that beyond a certain con-
centration of the FPE chains, signature of entanglement
is clearly observed via change in scaling of correlation
lengths105–112. Theoretical studies have also shown that
for flexible unconstrained chains, formation of macro-
scopic aggregates via phase separation is the lowest en-
ergy state113.
The flexibility of FPE chains can introduce additional
kinetic barriers due to the disentanglement and subse-
quent entanglement required for incorporating new FPE
chains into an existing aggregate, altering the aggrega-
tion dynamics as compared to RLPE chains. It is possi-
ble that during the process of disentanglement to include
a new FPE chain, the existing aggregate may fragment
into individual PE chains, further complicating the ag-
gregation dynamics. Another aspect of importance is
to understand the underlying effective attractive inter-
actions that play a dominant role in aggregation of like-
charged FPE chains and whether these interactions are
similar to those in the collapsed phase of a single flexible
PE chain. In recent work114,115 we have shown that the
collapsed regime of a single FPE chain (in either good
or poor solvent conditions) is composed of multiple sub-
regimes. These sub-regimes are characterized by different
scaling exponents in the relation between radius of gyra-
tion and the effective Bjerrum length of the PE chain, es-
pecially when the PE chain is strongly charged. Among
existing theories to explain the counterintuitive collapse
of a charged PE chain28,116–121, we identified counterion
fluctuation theory28 to be the correct theory and mod-
ified it suitably to account for the existence of several
sub-regimes in the collapsed phase of a single PE chain.
It would be interesting to explore whether similar sub-
regimes exist for strongly charged PE chains in their ag-
gregated regime and whether counterion fluctuation the-
ory still holds good for aggregated structures. It can
be envisaged that when the strongly charged PE chains
self-assemble into an aggregated structure, the counteri-
ons are no longer bound to the specific FPE chain but
move freely within the aggregate of multiple PE chains
and this scenario may not be very different from a col-
lapsed regime of a single long collapsed PE chain.
In this paper, we study the equilibrium conforma-
tions and dynamics of aggregates of highly charged
FPE chains, using molecular dynamics (MD) simulations
(model and MD details in Sec. II). In Sec. III A, we dis-
cuss the effects of backbone flexibility of FPE chains on
the equilibrium phases in the presence of trivalent counte-
rions and contrast them with the results for RLPE chains
with rigid backbones. We also characterize the morphol-
ogy of the aggregates in detail in Sec. III B and study
the role of conformation of a single FPE chain in emer-
gence of kinetic barriers that affect the aggregation dy-
namics. In Sec. III C, we characterize the dynamics of
aggregation in the phase separated phase by measuring
the power law exponent describing the decreasing in the
number of aggregates. Finally, in Sec. IV we provide a
detailed discussion of our results.
II. METHODS
We consider a system of N = 100 PE chains, each
one consisting of Nm = 30 monomers of charge +e,
and corresponding number of neutralizing counterions of
charge −Ze, where Z is the valency of the counterion.
In the present study, we only consider trivalent counte-
rions (Z = 3). The PE chains are modeled using a bead
spring model91,92, where the monomers are connected by
harmonic springs with the interaction potential,
Ubond(rij) =
1
2
k(rij − b)2, (1)
where k is the spring constant and b is the equilibrium
bond length. The flexibility of the chain is maintained
by not including a three-body bond bending interaction.
The non-bonded particles interact through 6–12
2
Lennard Jones potential,
ULJ(rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
, (2)
where rij is the distance between particles i and j,  is
the minimum of the potential and σ is the inter-particle
distance at which the potential is zero. The parameters 
and σ are the same for all pairs of particles. The Lennard
Jones potential is smoothly cutoff at a distance rc, which
has been chosen to be σ, so that the interaction between
all the particles is purely repulsive, implicitly mimicking
good solvent conditions.
The electrostatic interaction among all pairs of parti-
cles is given by Coulomb interaction,
Uc(rij) =
qiqj
4pi0rij
, (3)
where qi and qj are the charges of the i
th and the jth
particles, which can take values e or −Ze, and 0 is the
permittivity.
The strength of the charge density along the PE chain
is parameterized by a dimensionless quantity A:
A =
`B
b
, (4)
where `B is the Bjerrum length, the length scale be-
low which electrostatic interactions dominate thermal en-
ergy122, and is defined as
`B =
e2
4pi0kBT
, (5)
where kB is the Boltzmann constant and T is temper-
ature. Larger the value of A, stronger the electrostatic
interactions. In simulations, A may be changed either by
changing the permittivity 0 or changing the value of the
charge e.
The PE chains and the corresponding counterions are
placed in a box of linear size L with periodic bound-
ary conditions. The equations of motion are integrated
in time using the molecular dynamics (MD) simulation
package LAMMPS123,124 using a time step of 0.001 at
temperature T = 1 maintained through a Nose´-Hoover
thermostat125,126. Details of the interaction parameters
are given in Table I. The long-ranged electrostatic in-
teractions are calculated using Particle-Particle/Particle-
Mesh (PPPM) technique127.
We perform two kinds of simulations which differ from
each other in their initial conditions. The first set of
NVT simulations are used to obtain the different phases
that the aggregates may exist in and the complete num-
ber density (ρ)-A phase diagram. The initial conditions
for these sets of simulations were obtained by performing
a NPT (P = 1, T = 1) simulation of a system of ran-
domly dispersed PE chains with A = 3.57 until all the
100 PE chains aggregate into a single aggregate. This
TABLE I. Parameters used in the simulations.
Parameters value
σ 1
b 1.12σ
 1
rc σ
T 1
k 500
single aggregate is then evolved in time for different val-
ues of A and number density ρ for 107 steps to ascertain
the stability and morphology of the resultant aggregates.
These simulations will be referred to as “reverse simula-
tions”. In the second set of NVT simulations, the initial
condition is one where all the PE chains and the counte-
rions are dispersed uniformly thoughout the simulation
box. To ensure that the initial conformations of the PE
chains are well dispersed throughout the simulation box,
we set the charge density of the PE chains to a very small
value (A = 0.22), much less than that of a critical charge
density above which counterions condense onto the PE
chains (Ac ≈ 1) and equilibrate the system. Twenty
random configurations, which are temporally well sep-
arated are chosen for further simulations in which the
value of charge density of the FPE chains, A, is varied.
Here we keep the number density fixed (L = 129 and
ρ = 1.4 × 10−3) and vary A. For each value of A con-
sidered, 20 independent simulations are performed, each
for 107 steps. These simulations will be referred to as
“forward simulations”.
III. RESULTS
A. Equilibrium phases and phase diagram
We first identify the equilibrium phases and phase di-
agram of a system of flexible PE chains, as a function of
PE chain charge density A and number density ρ. This
could be done using forward simulations, starting with
a dispersed set of PE chains and observe the aggregated
structures that evolve with time. However, it would be
difficult to conclusively distinguish between finite bundle
formation and fully phase separated phases due to very
long equilibration time scales. Setting an arbitrarily fixed
equilibration time76,77 can potentially lead to erroneous
conclusions regarding the phase diagram. To avoid this
problem and construct the phase diagram, we study the
stability of a fully phase separated aggregate structure
by performing reverse simulations at various values of A
and ρ.
The snapshots of the system at the end of 107 steps
are shown in Fig. 1 for different values of A and fixed
3
FIG. 1. Reverse simulations: snapshots of the system at the
end of 107 MD steps for different values of charge density A
and at fixed number density ρ = 1.43× 10−3. The monomers
and counterions are colored in blue and red respectively. The
snapshots are not to scale.
number density ρ = 1.43 × 10−3. For a given value of
ρ, we find that the system may exist in three different
phases. These phases correspond to the aggregate being
(a) completely fragmented (no aggregation), (b) partially
fragmented (finite bundles characterized by the presence
of a single large aggregate and multiple small aggregates),
or (c) intact (phase separation).
To show the stability of the three phases, the equili-
bration of the system as well as independence of the final
state on the initial conditions have to be checked. We do
so by monitoring the fraction of aggregates n(t), defined
as the ratio of number of aggregates at any time t to total
number of PE chains in the system (N = 100). Two PE
chains are said to form an aggregate of size two if the dis-
tance between any two monomers belonging two different
PE chains is less than 2σ. The same definition is gener-
alized to an aggregate of size m. The variation of n(t)
with time in shown in Fig. 2. From the figure, three dif-
ferent regions are observed, consistent with Fig. 1. For
A < 1.28, the initial single aggregate of size 100 frag-
ments completely and n(t) increases from 0.01 to nearly
1. For 1.29 < A < 2.73, within the first half of the simu-
lation time, n(t) reaches a steady state value between 0
and 1. From these results, we identify two critical values
of charge density denoted by A1 ≈ 1.29 and A2 ≈ 2.73
above which finite bundles and phase separated phases
appear respectively. We check that in this range of A
(for A = 2.01) values, the steady state values of n(t) are
independent of the initial conditions by doing a forward
simulation in which all the PE chains are uniformly dis-
tributed within the simulation box. The steady state val-
ues from these runs (averaged over 20 initial conditions)
as well as from the reverse simulations tend to the same
value at large times, showing that the system is equili-
brated. For values of A larger than 2.73, the initial single
0 2000 4000 6000 8000 10000
t
0
0.2
0.4
0.6
0.8
1.0
n
(t
)
A = 1.08
A = 1.29
A = 1.75
A = 1.88
A = 2.01
A = 2.73
A = 4.52
A = 2.01 forward
FIG. 2. The variation of the fraction of aggregates, n(t) with
time for different values of the charge density A and fixed
number density ρ = 1.43 × 10−3 in reverse simulations. The
initial condition is one where all PE chains are in one aggre-
gate corresponding to n(0) = N−1 = 0.01, where N is the
total number of PE chains. For intermediate values of A,
n(t) attains a time-independent constant value between .01
and 1, corresponding to the existence of finite-sized bundles.
To show equilibration, n(t) for A = 2.01 in forward simula-
tions, averaged over twenty initial conditions, is also shown.
aggregate remains intact throughout the simulation time
scale suggesting that for these values of A complete phase
separation is the equilibrium phase. We also checked that
the fully phase separated phase (for A = 8.03) is stable
by confirming that two aggregates of size 50 each merge
at large times to form a single aggregate of size 100.
Characterizing the finite bundle phase only in terms
of n(t) is incomplete, as it does not distinguish between
many small-size aggregates coexisting with a large aggre-
gate, or a system consisting of only aggregates of small
size. To understand more about the aggregate size dis-
tribution, we define a parameter φ(m) = mN(m), where
N(m) is the density of aggregates of size m. φ(m) is the
fraction of PE chains contained in aggregates of size m.
The variation of φ(m) with m for different values of A is
shown in Fig. 3. The data is obtained by averaging over
the production run. For A = 1.08, which is in the fully
fragmented phase, it can be seen that the peak of the
distribution is at 1, showing that the system is made of
aggregates of very small size, almost all of them made of
single PE chain. For two values of A = 2.09, 2.73 in the fi-
nite bundle phase, the distribution is inhomogeneous and
consists of two parts: a peak at large values of m and a
decaying distribution for small values of m. This shows
that the finite bundle phase consists of the co-existence
of a single large aggregate and multiple small-size aggre-
gates. On the other hand, for the fully phase separated
phase (A = 8.03), the peak of the distribution is at 100,
as expected for a stable aggregate of size 100. The ag-
gregate size distribution, along with the data for the to-
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FIG. 3. φ(m), the fraction of PE chains in an aggregate of
size m as a function of m for different values of A. The data
is for number density ρ = 1.43× 10−3.
tal number of aggregates n(t) shown in Fig. 2, clearly
demonstrates the existence as well as the nature of the
finite bundle phase, albeit for a range of A values.
The critical values A1 and A2, which characterize the
beginning and end of the finite bundle phase, are ex-
pected to depend on the number density ρ. To construct
the phase diagram in the ρ-A plane, we performed ex-
tensive simulations for many values of ρ and the results
are shown in Fig. 4. The approximate transition points
are identified by measuring n(t) and we label the region
0.95 < n(t) < .02 as the finite bundle phase. From Fig. 4,
within numerical error, the transition from the finite bun-
dle phase to the fully phase separated phase appears to
be independent of the number density for the range of
densities considered in our simulations, and hence is pre-
sumably driven only by electrostatic interactions.
B. Morphology of aggregates
In our previous work on RLPE chains92, it was ob-
served that the morphology of the aggregates depended
on the charge density A of the individual RLPE chains.
For lower values of A, the aggregates were cylindrical
with length same as that of a single RLPE chain. How-
ever, at higher values of A, the aggregates were more
elongated, with the RLPE chains attaching to each other
end-to-end. In this section, we examine the effect of back-
bone flexibility on the morphology of the aggregates of
FPE chains. The aggregates of FPE chains are compact
as may be seen in Fig. 1 and we use the gyration ten-
sor, defined below, and the corresponding eigenvalues to
characterize their shape. The gyration tensor is defined
0.3 0.5 1 2 4 8
A
10−3
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ρ
No
Aggregation
Finite
bundles
Phase
separation
FIG. 4. Phase diagram in the ρ-A plane. There are three
phases: no aggregation, finite-sized bundles and completely
phase separated phase.
as
Gαβ =
1
N
N∑
i=1
riαriβ , (6)
where riα is the α
th component of the position vector
~ri. The three eigenvalues of this tensor, λi, i = 1, 2, 3
with λ1 > λ2 > λ3 measure the square of the aggregate
dimensions along the three principal axes, and can be
used to define parameters that reflect the morphology of
the aggregate. In the case of a compact morphology, the
radius is proportional to m1/3, where m is the size of the
aggregate and hence the eigenvalues are expected to scale
as m2/3. The variation of the largest eigenvalue λ1 with
the size of the aggregate, m, for different values of A is
shown in Fig. 5(a) and for all values of A shown, λ1 is
proportional to m2/3, as expected. The dependence of
λ2 and λ3 on aggregate size m is similar.
We now determine the deviation of the shape of aggre-
gates from a perfect sphere by measuring prolateness, a
measure of the spheroidness of an object. Prolateness, in
terms of the eigenvalues of the gyration tensor defined in
Eq. (6), is given by
S =
3∏
i=1
λi − 〈λ〉
〈λ〉 , (7)
where 〈λ〉 is the average value of λi. For a perfect sphere
S = 0, while for an ellipsoid, S > 0. The dependence of S
on A and size of the aggregate m are shown in Fig. 5(b).
It can be seen that as the size of the aggregate increases,
for all values of A, the shape becomes more spherical and
S approaches 0.
Next, we probe the conformations of individual FPE
chains inside an aggregate in order to understand their
role to act as limiting factors in the path to achieve com-
plete phase separation at high values of A. Towards this
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FIG. 5. (a) The variation of the largest eigenvalue λ1 of the
gyration tensor with aggregate size m for different charge den-
sities A. (b) The variation of the prolateness S with m for
different values of A.
goal, we calculate R1g(m), the average radius of gyration
of a single PE chain in an aggregate of size m relative
to its gyration radius when it is not part of any aggre-
gate, R1g(1), as a function of m as well as A and the
data are shown in Fig. 6(a). The gyration radius of a
FPE chain increases for all values of A, implying that a
single FPE chain is in a more extended state in an aggre-
gate. The relative change is larger for higher values of A.
The implications of such extended states of single FPE
chains in aggregates can be the emergence of strong en-
tanglement of individual chains in the aggregate, which
can potentially slow down the aggregation dynamics at
higher values of A as will be discussed in next section.
To quantify the entanglement of individual FPE chains
in aggregates, we compute the average number of non-
bonded nearest neighbors (within a radius of 2σ) for any
monomer of a FPE chain and ask whether they belong
to the same FPE chain or a different one. In the case of
high entanglement (and more extended conformations),
we expect that any given monomer will see more neigh-
bors belonging to other chains than its own chain. From
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FIG. 6. (a)Scaled radius of gyration of a single FPE chain
belonging to an aggregate of size m, as a function of m for
different A for the forward simulation. The average number of
non-bonded nearest neighbors of a monomer, that belong to
same/different FPE chains for (a) A = 2.49 and (b) A = 8.03.
data shown in Fig. 6(b) and (c), it is clear that at low
values of A, an individual FPE chain is more likely to be
in a more compact conformation, with any monomer see-
ing more neighbors belonging to its own chain and even
as the size of the aggregate increases, the nature of the
nearest neighbors remains the same. However, at high
values of A, there is a crossover regime, as a function of
aggregate size, where any given monomer of an individ-
ual FPE chain begins to see more neighbors from other
chains than from its own polymer chain. This, when cor-
related with the data in Fig. 6(a), shows that at high
values of A, the individual chains are not only in more
extended conformation, but are also entangled with other
chains.
The entanglement of FPE chains in an aggregate sug-
gests that an aggregate of m FPE chains of length Nm
behaves like a single FPE chain of size m×Nm. In ear-
lier work114,115, we showed that the collapsed state of a
single FPE chain consists of multiple sub-regimes. These
power-law sub-regimes are characterized by different scal-
ing relations between Rg and A, depending on the most
dominant volume interaction viral term in the free energy
expression for a collapsed FPE chain with electrostatics
described by counterion fluctuation theory. For aggre-
gates of FPE chain with high values of A it can be envis-
aged that the counterions inside the aggregate may not
have a preference to a particular FPE chain and may be-
have collectively as counterions inside a collapsed phase
of a single long FPE chain. If this is true, we should be
able to observe sub-regimes, similar to that for a single
PE chain, as the value of A is increased. To check this,
we measured Rg/N
1/3 for the largest aggregate at a par-
ticular value of A, from our reverse simulations and are
shown in Fig. 7. For small values of A, Rg decreases as
Rg ∼ A−1/2, while for large values of A, Rg decreases as
Rg ∼ A−1/5, and for even larger values of A, the scaling is
consistent with Rg ∼ A−1/8. These sub-regimes are iden-
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FIG. 7. The scaling of the gyration radius Rg of largest aggre-
gate with charge density A. Each point in the plot is averaged
over 2000 frames. Nl is the size of largest aggregate.
tical to those obtained in simulations of a single PE chain
and as predicted by the counterion fluctuation theory for
the effective attractive interactions between monomers of
the PE chain114,115. This clearly shows that once, two
PE chains aggregate, the aggregate may be treated as a
single PE chain of twice the original length.
C. Dynamics
We now study the pathway to full phase separation
(for high values of A) starting from an initial condition
of completely dispersed PE chains, using forward simu-
lations, as described in Sec. II. Here, we focus on three
aspects of the pathway, which have been also studied
for RLPE chains75–77,91,92,128–131. First, the aggrega-
tion dynamics are characterized by monitoring the evolu-
tion of fraction of aggregates n(t) with time. For RLPE
chains, n(t) decreases as a power law t−θ, showing the
absence of a characteristic size of aggregates. Using ex-
tensive MD simulations91,92, we showed that θ is inde-
pendent of system parameters such as charge density A
of the RLPE chains, valency of counterions etc., and
has a value θ ≈ 0.62, in contrast to θ = 1 obtained
in other studies73,74. Second aspect is whether the ag-
gregation dynamics can be understood by modeling the
system using classical Smoluchowski coagulation equa-
tion, which describes irreversible aggregation of particles
that are transported by some process, such as diffusion
or ballistic motion, and aggregate on contact132,133. By
modeling the RLPE chains as neutral, rotating cylin-
ders that diffuse and aggregate on contact, we obtained92
θ = 2/3, in close agreement with the results from MD
simulations (θ ≈ 0.62), strongly suggesting that even
though the dominant Coulomb interactions in this sys-
FIG. 8. Snapshots of aggregation and fragmentation events
over a time period for an aggregate of size m = 4 for A = 3.57.
tem of charged PE chains are inherently long-ranged in
nature, the effective interactions that drive the aggrega-
tion process are short-ranged in nature. The third aspect
of the aggregation pathway that is of interest is under-
standing the mode of merging of two aggregates. Simu-
lations suggest that, at lower values of A, two merging
RLPE chains approach each other perpendicularly, fol-
lowed by a sliding motion of one of the RLPE chains
onto the other in a manner that has been referred to as
zipper model73,74,76,77,91,92,134. At higher values of A,
the mode of aggregation of two aggregates changes from
a zipper model to a collinear model where the approach-
ing RLPE chains are parallel to each other and join end
to end with larger sliding times, resulting in elongated
structures spanning the simulation box92. However, ir-
respective of the mode of aggregation, it was observed
that the aggregate size increases monotonically and no
fragmentation occurs in the pathway towards a bigger
aggregate structure from constituent smaller aggregates.
In this section, we examine how the flexibility of the FPE
chains affect the three aspects of aggregation dynamics
described above.
In case of FPE chains, unlike the case of RLPE chains,
we observe fragmentation events along the pathway of ag-
gregation formation for intermediate values of A. Snap-
shots of a typical aggregation pathway of formation of
an aggregate with 4 FPE chains are shown in Fig. 8 for
A = 3.57. It clearly shows intermittent fragmentation
events at t = 3464, and 7480, where we identify a frag-
mentation event as one in which a PE chain that was a
long-existing component of an aggregate gets separated.
A fragmentation event is usually preceded by the addi-
tion of a new FPE chain into the aggregate. For example,
in the fragmentation event around t = 3464, it can be no-
ticed that the inclusion of a new FPE chain, labeled 1,
results in the subsequent expulsion of an already exist-
7
10−2 10−1 100 101 102
t/t∗
0.1
0.2
0.3
0.4
0.5
0.7
1
N
(t
)/
N
(0
)
A = 3.57
A = 4.52
A = 6.75
A = 8.03
t−.6
t−.35
FIG. 9. The variation of fraction of aggregates n(t) with
scaled time t/t∗ for different values of A, where t∗ is the time
at which n(t) = .9 × n(0).The straight lines are power laws
and guides to the eye.
ing FPE chain of the aggregate, labeled 2. We, however,
note that the fragmentation events are less frequent as
the charge density of the FPE chains increases, possibly
due to high attractive electrostatic interactions among
the constituent FPE chains in an aggregate, and the
higher entanglement between FPE chains as discussed
in Sec. III B.
The aggregation dynamics is characterized by moni-
toring the temporal evolution of fraction of aggregates,
n(t), which decreases on aggregation and increases with
fragmentation and attains a value of N−1 = 0.01, in the
fully phase segregated phase or remains close to 1 in the
non-aggregated phase. The variation of n(t) with scaled
time t/t∗ is shown in Fig. 9, where t∗ is set to be the time
when n(t) = 0.9n(0). It can be seen that n(t) decreases
with t/t∗ as a power law, albeit with varying values of
the exponent θ which decrease with the charge density of
the FPE chain, in stark contrast to the single exponent
(θ ≈ 0.62) that we obtained in the aggregation dynamics
of RLPE chains. The exponent θ varies from 0.6 to 0.35
for the range of A values considered here.
We now ask whether the aggregation dynamics of the
FPE chains can be modeled by the Smoluchowski equa-
tion, which was successfully applied to the case of aggre-
gation of RLPE chains. The Smoluchowski equation for
irreversible aggregation (for reviews, see132,133) is
dN(m, t)
dt
=
1
2
m−1∑
m1=1
K(m1,m−m1)N(m1)N(m−m1)
−
∞∑
m1=1
K(m,m1)N(m)N(m1), (8)
where N(m, t) is the number of aggregates of size m at
time t, and K(m1,m2) is the rate at which two aggre-
FIG. 10. Snapshots of aggregation showing the opening up of
an existing aggregate to incorporate another PE chain.
gates m1 and m2 collide. The first term in Eq. (8) de-
scribes the aggregation of particles to form an aggregate
of size m, while the second term describes the loss of an
aggregate of size m due to collision with another aggre-
gate. If the collision kernel K(m1,m2) is a homogeneous
function of its arguments with homogeneity exponent λ,
i.e., K(hm1, hm2) = h
λK(m1,m2), then the number of
aggregates N(t) =
∑
mN(m, t), decreases in time as a
power law N(t) ∼ t−θ, where
θ =
1
1− λ, λ < 1. (9)
For diffusing spheres in three dimensions, the coagulation
kernel is known to be (for example, see132,135)
K(m1,m2) ∝ [D(m1) +D(m2)][R(m1) +R(m2)], (10)
where D(m) and R(m) are the diffusion constant and ef-
fective radius of an aggregate of m PE chains. In the
absence of a solvent, the diffusion constant is inversely
proportional to its size: D(m) ∝ m−1. As can be seen
from Fig. 1 and Fig. 5, the shape of aggregates, in the
case of FPE chains, is spherical and hence R(m) ∝ m1/3,
giving λ = −2/3. Substituting this value of λ for spher-
ical aggregates in Eq. (9), we obtain θ = 3/5. This is in
contrast to the value of λ = −1/2 and θ = 2/3 that we
obtained in the case of RLPE chains92, using the kernel
for rotating cylindrical aggregates with R(m) ∝ m1/2.
The result obtained from Smoluchowski theory (θ =
3/5) is close to the numerical value obtained for smaller
values of A (see lower guide line in Fig. 9). However,
the exponent for larger values of A is dependent on A
and is significantly smaller θ = 3/5 (see upper guide line
in Fig. 9) showing a lower aggregation rate with larger
A. This discrepancy could possibly be due to the ex-
istence of kinetic barriers, due to the entanglement of
the extended FPE chains in aggregates, that have to be
crossed when two aggregates merge. In the case of RLPE
chains, the typical aggregate conformation is linear and a
new RLPE chain gets attached to the existing aggregate
without modifying the structure of the previous aggre-
gate. This is not the case for FPE chains, as may be
seen from the snapshots of a typical aggregation event
shown in Fig. 10. In the case of FPE chains, owing to
their inherent highly flexible backbones, the aggregates
have a more entangled structure and incorporation of a
new FPE chain into such an aggregate requires significant
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global conformational changes, as can be seen in Fig. 10.
This process can introduce additional time scales into the
aggregation dynamics, altering the power law exponent
from the result obtained via Smoluchowski theory sug-
gesting that the flexibility of the PE chain backbone can
significantly alter the aggregation dynamics as compared
to RLPE chains. It can also be envisaged that these ad-
ditional time scales become increasingly more significant
at higher values of A, where the strong electrostatic in-
teractions are the dominant forces holding the aggregate
together leading to larger deviations from the classical
Smoluchowski theory.
IV. SUMMARY AND DISCUSSION
In this paper we determined, using extensive MD sim-
ulations, the effects of backbone flexibility of FPE chains
on their aggregation dynamics as well as the equilib-
rium phases in the presence of trivalent counterions,
and contrasted them with the known results for RLPE
chains with rigid backbones. We showed the existence
of three possible phases. At low charge densities, the
FPE chains do not aggregate and remain uniformly dis-
tributed throughout the available volume. At intermedi-
ate charge densities, the system exists in a finite bundle
phase, where a fraction of the FPE chains form an ag-
gregate while the remaining FPE chains are in the form
of multiple small aggregates. At large charge densities,
the equilibrium configuration is one of phase separation
where all the FPE chains come together as a single ag-
gregate. Surprisingly the critical charge density for the
transition from finite bundles to fully phase separated
phase would appear to be independent, within numerical
error, of the number density of the system. We character-
ized the morphology of the aggregates in detail. Due to
the flexibility of the PE chain, the aggregates are com-
pact and their shapes become more spherical with in-
creasing charge density as well as aggregate size. An
individual FPE chain within an aggregate becomes more
extended with increasing aggregate size, and we show
that its non-bonded nearest neighbors are increasingly
from other FPE chains, implying that the FPE chains
within an aggregate are strongly entangled. Finally, we
characterized the dynamics of aggregation in the phase
separated phase by measuring the power law exponent
describing the decreasing in the number of aggregates.
Surprisingly, we find this exponent to vary with charge
density.
The equilibrium phases of aggregates of PE chains has
been a long standing issue, with most of the studies focus-
ing on RLPE chains75–77,130,131. Conflicting results from
both experimental and theoretical studies suggest that
the final equilibrium configuration of an aggregate phase,
in the presence of multivalent counterions, could be ei-
ther a fully phase separated state or coexisting finite ag-
gregates75–77,130,131. Theoretical studies have also shown
that the size of the multivalent counterion, frustration of
the interactions between the rods due to growth of the ag-
gregate, as well as kinetic barriers play a role in determin-
ing whether finite-sized bundles or complete phase sepa-
ration are the equilibrium states128,129. However, by per-
forming large-scale simulations on systems of 100 RLPE
chains, unlike earlier simulations with fewer PE chains
as well as shorter simulation time scales76,77,130,131, we
showed that the equilibrium state is either a fully sepa-
rated state or one of no aggregation, and could find no
evidence of a finite bundle phase92. In contrast, for FPE
chains, we find that for a large regime of charge den-
sity for each value of number density, there exists a finite
bundle phase where large aggregates coexist with multi-
ple small aggregates, emphasizing the crucial role played
by the flexibility of the polymers. In the fully separated
phase, there is always a finite probability of FPE chains
fragmenting and forming smaller aggregates. However,
we expect that this fraction would be thermodynami-
cally negligible. To show this more rigorously, we would
need to systematically simulate larger systems, which is
computationally expensive and is beyond the scope of the
present study.
The aggregation dynamics of the FPE chains is quali-
tatively and quantitatively different from that of RLPE
chains. Qualitatively, we find that in the aggregation
of FPE chains, we observe fragmentation events where
an existing aggregate breaks up into smaller ones. This
occurs particularly for charge densities corresponding to
finite bundles phase. Such fragmentation events were not
observed in the aggregation of RLPE chains92. The ag-
gregation dynamics were quantified through the tempo-
ral variation of the fraction of aggregate n(t) in forward
simulations: n(t) ∼ t−θ. We find that for FPE chains, θ
decreases with increasing charge density and varies from
from 0.6 and 0.35 for the range of charge densities con-
sidered. This is in complete contrast to the charge in-
dependent value of θ ≈ 0.62 obtained for RLPE chains
through MD simulations92. We rationalize the additional
time scales that emerge by carefully monitoring a single
aggregation event in which a new FPE chain merges with
the existing aggregate. To incorporate a new FPE chain
into an aggregate, a global reorganization of the existing
aggregate is required in the form of adopting an ’open’
configuration as the new FPE chain approaches. Once
the FPE chain is assimilated into the existing aggregate,
another global conformational rearrangement occurs be-
fore the new aggregate adopts an almost spherical shape
and ’closed’ conformation. This opening and closing of
the structures can have two possible consequences. If the
effective attractive interactions holding the FPE chains
in the aggregate are not strong enough, fragmentation
events can occur slowing down the aggregation dynam-
ics process. Additionally, at higher charge densities, the
opening of the aggregate structures may be difficult due
to high attractive energetic barriers introducing addi-
tional time scales, issues that do not impact the aggrega-
tion of the RLPE chains. The slowing down of aggrega-
tion dynamics at higher values of A, for FPE chains, can
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also be understood in terms of individual conformations
of FPE chains in aggregates. We showed that as the value
of A increases, the individual FPE chains in aggregates
are more extended, compared to the case of a single FPE
chain, and are also more entangled with other chains re-
sulting in appearance of kinetic barriers in the pathway of
forming bigger aggregates. The stronger entanglement at
larger values of A also explains why fragmentation events
occur only at lower values of A.
Understanding the effective interactions driving both
the collapse of a single PE chain and aggregation of simi-
larly charged PE chains is a long-standing problem of fun-
damental interest. In particular, the emergence of short-
ranged attractive interactions in a system of similarly
charged entities with inherently long-ranged Coulomb in-
teractions is an aspect that is not well-understood. Sev-
eral theories28,116–118 have been proposed to explain the
nature of the effective interactions based on minimization
of free energy of a PE chain. In our earlier work114,115, us-
ing both extensive MD simulations and analytical calcu-
lations, we showed conclusively that the counterion fluc-
tuation theory and its modifications best explains the
observed emergence of multiple regimes in the collapse
phase of a single PE chain. The data Fig. 7 shows the
emergence of similar regimes, characterized by different
scaling exponents in the relation between radius of gy-
ration and the effective Bjerrum length of the PE chain
(Rg ∼ A−α) as predicted by counterion fluctuation the-
ory for a single PE chain collapse. This is further ev-
idence for the counterion fluctuation theory being the
correct description for the effective attractive interactions
in charged PE systems. The results also suggest that at
high values of A, the multiple FPE chains in an aggre-
gate are strongly entangled and behave effectively like a
single long PE chain.
Considering our observation that the aggregates in case
of FPE chains are nearly spherical, we model the aggrega-
tion of FPE chains using Smoluchowski equation, which
for neutral spheres that diffuse and coagulate on contact,
gives θ = 3/5 for aggregation dynamics. In the case of
FPE chains we obtained a charge dependent value of θ
which varied from 0.6 and 0.35. To obtain such a charge
dependent θ, it would be necessary to modify the colli-
sion kernel to include effects beyond geometry, such as
the time scale associated with opening up an aggregate
consisting of entangled FPE chains. Quantifying these
time scales in a systematic manner is a promising area
for future study. We note that modeling the aggregation
dynamics of RLPE chains using Smoluchowski coagula-
tion equation gives θ = 2/3 very close to the numerical
obtained value of 0.62, and indicates the lack of rear-
rangement required to incorporate a new RLPE chain
into an existing aggregate. It may still be possible to
understand the different phases in terms of competition
between aggregation and fragmentation of neutral aggre-
gates. In simple lattice models of aggregation and frag-
mentation, an interesting phase transition occurs when
fragmentation is limited to a finite number of units frag-
menting from an existing aggregate to a neighbor136–141.
As fragmentation rate is decreased, the system under-
goes a non-equilibrium phase transition from a phase
characterized by an exponential distribution of aggregate
sizes (akin to no aggregation) to a phase characterized by
the presence of a condensate containing a finite fraction
of the polymers, and the remaining polymers being in
smaller aggregates distributed as a power law. In the
limit of zero fragmentation, phase separation happens in
the form of a single condensate. The phases seen in this
paper have a one to one mapping with the phases seen in
such an aggregation-fragmentation model. However, the
mapping is at a qualitative level and understanding the
role of charge density in determining the fragmentation
rate in systems like charged polymers is an interesting
open problem.
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