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Abstract: Recently Graham, Kaplan and Rajendran [1] proposed cosmological relax-
ation as a mechanism for generating a hierarchically small Higgs vacuum expectation value.
Inspired by this we collect some thoughts on steps towards a solution to the electroweak
hierarchy problem and apply them to the original model of cosmological relaxation [1].
To do so, we study the dynamics of the model and determine the relation between the
fundamental input parameters and the electroweak vacuum expectation value. Depending
on the input parameters the model exhibits three qualitatively different regimes, two of
which allow for hierarchically small Higgs vacuum expectation values. One leads to stan-
dard electroweak symmetry breaking whereas in the other regime electroweak symmetry is
mainly broken by a Higgs source term. While the latter is not acceptable in a model based
on the QCD axion, in non-QCD models this may lead to new and interesting signatures in
Higgs observables.
ajjaeckel@thphys.uni-heidelberg.de
bmehta@thphys.uni-heidelberg.de
cl.witkowski@thphys.uni-heidelberg.de
ar
X
iv
:1
50
8.
03
32
1v
2 
 [h
ep
-p
h]
  2
7 O
ct 
20
15
Contents
1 Introduction 1
2 Small Steps towards a solution to the Hierarchy Problem 3
3 The Dynamics of Cosmological Relaxation 11
3.1 Model setup 12
3.2 Single-field approximation 13
3.3 Properties with respect to the hierarchy problem 15
3.4 When do we have slow-roll? 23
4 Discussion 24
5 Conclusions 27
A Appendix 28
1 Introduction
Run I of the LHC has seriously challenged the known approaches for solving the hierarchy
problem. Most notably, supersymmetry and extra dimensions have not yet been found.
The scale where they can solve the hierarchy problem has increased significantly and is
challenging our notions of naturalness. While it is still too early to draw a definite con-
clusion (and hopes for discovery at Run II are high), it is nevertheless timely to think of
new approaches to the hierarchy problem. Having a wide range of (new) solutions to this
problem can serve to heighten and widen our perception of what to look for at the LHC
and to also device complementary search strategies.
Indeed, recently an interesting new approach for making progress towards solving the
hierarchy problem has been proposed [1] (for previous work along these lines see [2–4]).
Further improved models based on this idea have also been constructed [5–8]. The hierarchy
problem is widely accepted as a very difficult problem and, consequently, progress might
only be possible in small steps. One strategy thus amounts to solving only certain aspects
of the hierarchy problem, thereby perhaps providing us with a piece of the puzzle that is
the whole problem. This is also the path taken in [1] which attempts to solve the so-called
“technical hierarchy problem”.
In this note we want to examine the model of [1] and discuss its merits as a piece of the
puzzle. To do that we first set out a number of small steps that we think may help solving
the hierarchy problem. We then study the dynamics of the model of [1] and determine its
behavior in different regions of parameter space. Given our findings, we then discuss how
the model of [1] relates to the hierarchy problem.
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Making progress towards solving the hierarchy problem
What can be considered progress towards solving the hierarchy problem? Here we want to
discuss this issue in the context of an effective description valid up to a scale, Λ, that we
want to embed into a more complete and fundamental theory.
The hierarchy problem is closely related to the issue of fine-tuning and is, in essence,
a question about when a number can be “naturally” small and where this small number
originates from. One immediate observation is that we can only meaningfully talk about
“smallness” for dimensionless numbers. In theories like the Standard Model (SM), there are
many parameters from which we can form dimensionless numbers, e.g. ratios of fermion
masses. Some of them, such as the ratio of the electron to the top mass, are indeed
worryingly small and one may desire an explanation.
In the context of the hierarchy problem the question applies to very specific dimen-
sionless numbers. In particular, we do not want to have to use any unexplained small
values for parameters at the fundamental level, i.e. at the UV scale. Absent a solution in
a UV complete theory, we can only apply this requirement to our effective theory. There-
fore, we would like to apply it to all dimensionless coupling constants and ratios between
dimensionful couplings and powers of the scale Λ v = 246 GeV.
Let us begin by giving an overview of the possible paths via which we can make
progress. The first category of progress is the straightforward improvement of the small-
ness/tuning of the numbers themselves. A model can be considered an improvement
over the SM if no or only little tuning of its parameters is necessary at the UV scale. In
particular, one can ask:
1. Does the model require dimensionless quantities at the UV scale Λ that are  1?
2. If yes, is the product of all small dimensionless parameters < v2/Λ2?
Progress is made if the answer to any one of the above questions is negative.
Since we know (or assume) that the theory is not complete, we can ask additional
questions. In particular, we can look at what happens when, in one form or another, we
try to extend the model. We could do this by just considering a higher value of the UV
scale, or by the inclusion of new degrees of freedom. A model is then attractive, from the
point of view of the hierarchy problem, if it exhibits a mild scaling behavior and has nice
embedding features. So, we can ask:
3. If we change Λ to a larger scale Λ′ can we keep v (or any other relevant low energy
parameter) fixed without having to adapt any UV parameters by (large) powers of
Λ′/Λ?
4. If adaptation of the parameters is necessary, is it less than (Λ′/Λ)2?
5. Is there a prescription for extending the model by additional fields with massesM > Λ
without requiring the original parameters to be changed by orders of magnitude?
Further, as extremely small non-vanishing numbers are difficult to explain, one could aim to
replace them by zeros. In general, one can try to improve the structure/parametrization
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of the Lagrangian to facilitate embedding. We therefore would also like to consider
the following options:
6. Can (some of) the small numbers in the model be replaced by zeros, while keeping
low energy parameters of interest (v in the case of the hierarchy problem) intact?
(Note, that we do not require an explanation for these zeros.)
7. Vice versa, can we explain a vanishing or extremely small ( v) Higgs mass param-
eter?
8. Can the desired smallness of the Higgs be achieved by choosing one (or at most only
a few) of the dimensionless input parameters to be small? For example, is the Higgs
vev proportional to a coupling parameter of the theory (whose smallness then gives
the small Higgs vev)?
9. Is the Lagrangian of the theory generic with respect to all (approximate) symme-
tries of the system, i.e. are all terms that are allowed by symmetries present in the
Lagrangian and are they of the same order of magnitude? In case of approximate
symmetries, do all symmetry breaking terms have the same size?
While the above list is not exhaustive, we think it can be used as guidance towards
a solution to the hierarchy problem. In particular, the nine points introduced above can
be used to assess to what extent a model can be considered an improvement over the SM
with respect to the hierarchy problem. For details on this we refer readers to section 2.
Ultimately, we will apply these criteria to the paradigm of ‘Cosmological Relaxation’ [1].
Readers mainly interested in the model of ‘Cosmological Relaxation’ may skip directly to
section 3.
2 Small Steps towards a solution to the Hierarchy Problem
In this section we discuss possible pathways towards solving the hierarchy problem in more
detail. To begin, we make our notion of tuning more precise. Using this understanding of
tuning we then discuss the potential improvements in more detail. Where possible, we also
try to give simple examples.
Fine-tuning
To set the stage for a discussion of the steps listed in the introduction, let us first state
what we consider as fine-tuning (for an interesting discussion and review of naturalness
and fine-tuning see [9]).
Consider the space of the fundamental input parameters, i.e. all parameters that are
consistent with the symmetries and field content of the system. A measure of fine-tuning
is then given by the fraction of parameter space reproducing qualitatively similar physics
to what is observed (see also [10]). If this fraction is very small the model is fine-tuned1
(see Fig. 1).
1This is essentially the notion of wanting an explanation for any small numbers [11, 12].
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Figure 1: Sketch of what appears to be natural versus situations one may consider fine-
tuned.
Let us look at a parameter that is, in some sense, small (or otherwise peculiar) at the
low energy scale,2 e.g. the Higgs vev, which we will use, henceforth, for concreteness, but
our arguments hold more generally, e.g. for the case of the flavour problem. We can now ask
ourselves the following: Which fraction of the fundamental parameter space (at some high
energy scale) leads to a Higgs vev of a size that is observed or smaller?3 We would then
measure the fine tuning in the following way. Let α1, . . . , αn ∈ {−L,L} with L ∼ O(1) be
the space of all fundamental, scaled to be dimensionless, input parameters consistent
with the symmetries and field content of our system. The total volume in parameter space
is then,
Voltotal =
n∏
i=1
∫ L
−L
dαi. (2.1)
Only a volume,
Volv≤v0 =
n∏
i=1
∫ L
−L
dαi θ(v0 − v(αi)) (2.2)
would lead to a vev that is smaller than the physical value v0. The ratio then corresponds
to a measure of the amount of fine-tuning required:
F =
Voltotal
Volv≤v0
. (2.3)
2It is, for example, trivial to generalize to the case where a low energy parameter takes some very large
value. But more generally one could simply require that the low energy parameter should sustain physics
that is qualitatively similar to what we observe.
3With the latter choice, we avoid any tuning that would arise from simply having measured the vev
to a high degree of precision. Nevertheless, in some cases one may also want to impose a restriction on
the lower values, e.g. when the qualitative behavior changes. For example, for a Higgs vev smaller than
the QCD scale, electroweak symmetry would be broken by the condensates that are usually responsible for
chiral symmetry breaking. A mechanism that produces such small Higgs vevs for nearly all of the available
parameter space may also not be satisfactory. An alternative, and perhaps more precise possibility, would
be to take the volume of parameter space for which the measurable observables at low energies lie within
a reasonable factor, say a factor of 2, of the observed values.
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A high degree of fine-tuning can manifest itself in different ways. For example, the
model is highly fine-tuned if one parameter has to take very specific values. Alternatively,
a high level of fine-tuning is also observed if two or more parameters are required to take
somewhat specific values. See also Fig. 1.
Comparing theories with different numbers of free parameters is always rather difficult.
However, the amount of fine-tuning as defined above will typically increase with the number
of parameters. This can be easily understood: Unless additional parameters are free to take
values in their entire range, they will cause the ratio (2.3) to decrease, thereby increasing
the fine-tuning.
This could be dealt with in two ways:
i) This increase in the fine-tuning measure F with the number of paramaters could actu-
ally be taken as a desirable feature. It penalises complicated or ‘baroque’ constructions
with many parameters. One could therefore take F as some form of combined measure
of fine-tuning and ‘baroqueness’, which one would like to minimize (see [13]).
ii) One could also simply multiply by a factor ∼ 1/Ln to account for this (which, of
course, entails a choice of L).
Progress towards solving the hierarchy problem
Equipped with the picture of fine-tuning above, let us now proceed to a discussion of our
previous collection of steps that may help with solving the hierarchy problem.
Ad 1) and 2): It is clear that any viable model that has no small numbers does indeed
solve the hierarchy problem up to a scale, Λ. However, even if the model requires small
parameters, improvement compared to the SM can be achieved if these parameters are less
tuned than the equivalent tuning of v2/Λ2 in the SM. Thus, we would consider it a step
forward if the small parameters do not have to be as small as v2/Λ2.
However, one has to be careful once there is more than one small parameter: if the
product of all small parameters is again of the order of v2/Λ2 or smaller, it remains ques-
tionable whether any progress has been achieved. The level of tuning required, according to
our definition, is then as high or even higher than in the SM (cf. the left hand side of Fig. 1).
Ad 3) and 4): When trying to embed our theory, an obvious question arises: what
happens to the allowed (dimensionless) parameter space when we increase the cutoff scale
as Λ→ Λ′ > Λ (see Fig. 2)? If the allowed parameter space remains constant the amount of
fine-tuning is independent of the cutoff scale. On the other hand, if the allowed parameter
space shrinks, fine-tuning worsens as we try to approach higher energy scales. This is
shown in Fig. 2 and corresponds to the situation of the Higgs in the SM (as long as the
situation remains perturbative; if the anomalous dimension, for some reason, approaches 2
it could remain constant [14]).
To give an example of this, let us consider the SM extended by a right handed neutrino.
In particular, let us require the mass of the right handed Majorana neutrino measured at
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Figure 2: When trying to increase the cutoff scale, fine-tuning may become worse.
the low energy scale k to be equal to that of an electron: MR(k ≈ 0) = me(k ≈ 0). As the
fundamental dimensionless input parameters we have the Yukawa coupling Y (Λ) and the
Majorana mass R(Λ) = MR(Λ)/Λ.
Here we want to study how the input parameters have to be adapted for different UV
scales, Λ. As an example, let us take Λ = v and Λ′ = 100Λ = 100v. To get the correct
electron mass in a theory with cutoff Λ requires Y (Λ = v) ∼ 10−6 and R(Λ = v) ∼ 10−6.
However, if we increase the UV scale to Λ′ (while keeping the vev of the Higgs field v
constant),4 the Yukawa coupling only has to be adapted logarithmically to preserve the
observed low scale mass and we still have Y (Λ′) ∼ 10−6. For the Majorana mass to remain
the same we now need R(Λ
′) ∼ R(Λ)Λ/Λ′ ∼ 10−8. So for the Majorana case significant
adaptation is required. In a situation akin to the electron case, it seems that it is easier to
establish a large hierarchy5.
The difference between the two cases is of course that one of the input parameters has
a non-vanishing mass dimension. In the UV, their RG behaviour with respect to the scale
k is of the form,
∂tx(t) = −dxx(t), t = log(k). (2.4)
We then have for the dimensionless parameters Y (k) and R(k) = MR(k)/k
dY ≈ 0, dR ≈ 1 , (2.5)
i.e. the scaling dimensions in the UV differ. In the above example, and in many perturbative
situations, this simply means that we want to have truly dimensionless input parameters at
4This, of course, also requires tuning, but our example demonstrates that a small Majorana mass would
be an independent tuning which is more severe than say an additional chiral fermion.
5As an elaboration of our example, one could make the argument that for a theory valid up to the Planck
scale Λ ∼ 1018 GeV a TeV scale Majorana neutrino is actually somewhat more tuned than a 0.1 eV Dirac
neutrino with imposed lepton number conservation, since MR/Λ ∼ 103 GeV/(1018 GeV) ∼ 10−15 whereas
Y ∼ mν/v ∼ 10−12.
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the UV scale6. One such example, in the context of the electroweak hierarchy problem, is
technicolor [15–18]. Since there are no fundamental scalars or other dimensionful quantities
(in the UV), all couplings have a scaling dimension of zero.
However, an improvement over the SM is already achieved when the scaling dimension
(e.g. via a significant anomalous dimension in the UV) of the UV input parameters is
reduced. For the Higgs field mass parameter in the SM, the dimensionless UV input
quantity is
H(Λ) ∼ m
2
H
Λ2
. (2.6)
The dimensional running (i.e. neglecting small anomalous dimensions) of H = m
2
H/k
2 is
thus given by
∂tH = −dH H , dH = 2. (2.7)
So in that sense, progress compared to the SM is already made when the necessary input
parameters have scaling dimension less than 2.
In addition, both couplings discussed in the above example are equally natural in the
context of ’t Hooft’s definition [19]. In the first case, a vanishing Yukawa coupling allows
one to do independent right handed chiral rotations for the electron, while in the case
of a vanishing Majorana neutrino mass the corresponding lepton number is conserved.
Thus, while it is technically natural to have both quantities small, a small electron mass is
nevertheless preferable from a tuning point of view.
So far we have only considered situations where the measured quantity of interest in the
IR is essentially the same as the input parameter in the UV. Yet, in many cases it depends
on several of the input parameters of the theory. Let us consider the simple example of a
scalar field with a potential
V (φ) =
1
2
m2φ2 − κφ. (2.8)
In this case, the vev is given by
〈φ〉 = κ
m2
. (2.9)
We want to consider a situation where we have a small fixed 〈φ〉.
Now we have to look at the scaling of both parameters. In absence of any knowledge
regarding the origin of the parameters κ and m2, we have to assume that they scale
according to their na¨ıve dimension. The dimensionless input parameters are,
α1 =
m2
Λ2
, α2 =
κ
Λ3
. (2.10)
For the vev we therefore find7,
〈φ〉 = α2
α1
Λ. (2.11)
6If we go beyond the perturbative regime and consider a potential non-trivial UV fixed point of the
renormalization group it simply means that the parameters with UV scaling dimension 0 seem preferable
from the hierarchy point of view.
7Since there are no interactions, the parameters m2 and κ in the infrared are the same as in the UV.
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Increasing Λ→ Λ′, while keeping 〈φ〉 = v fixed, we need to reduce α2/α1 by a factor Λ/Λ′
and the fine-tuning increases accordingly.
However, the situation can change when we have further information. For example,
imagine we have a mechanism that determines κ from some independent scale M such
that κ = M3. Most important, M is fixed when Λ is increased. In this case it is fairly
straightforward to explain a very small 〈φ〉. One just needs a large enough Λ. Alternatively,
if there is a mechanism that produces a small and cutoff-independent m2 (or if we have
measured m2 to be small) the situation may actually become worse. It is thus important
to know which parameters can be treated as free parameters.
Ad 5: So far we have simply and very na¨ıvely increased the UV scale of the theory. A
perhaps more meaningful change to the theory occurs when we change the field content
by including additional particles, possibly with a mass M > Λ. This is indeed what is
happening when one “integrates in” degrees of freedom to embed the model in a theory
with a higher UV cutoff (or in a UV complete theory).
Adding such additional fields is of interest as, by a suitable choice, one may improve the
fundamental UV behavior of the Higgs. For example, in string theories, higher string modes
actually render the theory finite. Here, however, we are not looking at such a complete
theory but are trying to make progress in the context of an effective theory. Thus, we have
to ask, what would make such an embedding easier and safer from a fine-tuning point of
view?
One possibility is that there is a well defined prescription to add combinations of fields
with mass M > Λ, coupled to the Higgs and other relevant fields (otherwise it is trivial),
such that no (or little) adaptation of the UV input parameters of the model, without the
fields, is needed.
The presence of a symmetry, as required by ’t Hooft, usually gives exactly such a
prescription. A famous example is, of course, supersymmetry [20–23] [24–29]. If we add a
supersymmetric multiplet that does not introduce any additional sources of SUSY breaking
(including spontaneous breaking), then the soft parameters of the Higgs and its vev are
only changed by O(1) factors. This holds, even if the multiplet in question is very heavy.
However, one has to be careful when breaking the symmetry. In the case of SUSY,
only so-called soft-breaking is allowed. This is such that no new sensitivities to the cut-off
or the mass scales of new particles are introduced. In particular, to prevent quadratic
divergences from reappearing, SUSY should only be broken by soft mass terms and soft
couplings of three scalars [30–35] (see also [36]). Note that couplings are more dangerous
and, in general, only a subset of interactions is allowed, if any at all.
This difference can also be seen in the example Eq. (2.8) which features a Z2 symmetry
broken by the source term ∼ κφ. Adding a term ∼ ξφ3 we get a correction to κ, ∆κ ∼
ξΛ2 that is proportional to the cutoff squared, indicating that the coupling ξ does not
correspond to a soft breaking. The same holds if we introduce couplings like φχ2 to a new
field χ.
We hence arrive at another principle which helps in defining progress towards a solution
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of the hierarchy problem: If we consider a theory with a small parameter that is technically
natural (i.e. setting this parameter to zero restores a symmetry), it is preferable for this
symmetry to be broken softly. Otherwise we risk reintroducing problems when embedding
the model in a more complete theory.
Ad 6 and 7: Perhaps it is simpler to explain an exact zero rather than a very small
number. For example, in the Standard Model, we could ask whether we can set the
Higgs mass parameter in the UV to be exactly zero and still obtain a phenomenologically
acceptable Higgs vev. This is the idea behind models based on the Coleman-Weinberg
mechanism [37]. Of course, in the SM this does not work, but can be made viable by
adding an additional hidden sector (see, e.g. [38–46]).
While one can argue that there is no exact symmetry to justify this (scale invariance
is anomalous; but one could still argue for classical scale invariance), it would still corre-
spond to a well defined prescription for the effective model [43, 47, 48]. This is clear in
dimensional regularization because the RG equation for the Higgs mass parameter has a
fixed point where the mass parameter vanishes (this holds similarly for other scalar field
mass parameters). Even in explicitly scale-invariance-breaking regularization schemes, it
corresponds to a selection of a well defined hypersurface in the space of all couplings (see
also [48]). It is at least possible that a selection of such a hypersurface may be easier to
justify in a more complete theory than a very small parameter.
Vice versa to 6), a mechanism that allows one to set problematic parameters to zero,
or close to zero, may help. Indeed it could, for example, be the starting point for a model
based on scale invariance.
Ad 8 and 9: Fine-tuning is fundamentally a problem of parametrization. Since we do
not (yet) know the measure on the parameter space, one could always choose a non-linear
parametrization that blows up the desired region in parameter space and/or shrinks the
undesirable ones. This can be illustrated by the example of QCD. Parametrizing the
nucleon masses in terms of the QCD scale ΛQCD, i.e. we have mnucl ∼ ΛQCD, QCD looks
horribly tuned since ΛQCD/MP ∼ 10−19  1 is required. However, in terms of the QCD
coupling, we have,
ΛQCD ∼MP exp
(
− 8pi
2
b0g2(MP )
)
, (2.12)
and g ∼ 1 gives us the right QCD scale (b0 is the β-function coefficient). No significant tun-
ing is required anymore. Similarly, technicolor achieves such a rescaling for the electroweak
vev8.
Importantly, such a rescaling seems easier to achieve if the quantity for which we have
measured a small value is related in a simple manner to the fundamental input parameters,
8Indeed this rescaling has its root cause in the scaling dimension of g being = 0 in the UV. However, a
vanishing scaling dimension is not always sufficient to address all issues of unnaturally small numbers. For
example, the electron Yukawa coupling does have scaling dimension zero in the UV but we would still like
to understand its value ∼ 10−5.
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Figure 3: Sketch of different ways in which a parameter region can be small. The middle
and right panels show situations which are still “tuned” but one can hope for an easier
embedding.
most notably by being proportional to some power of this input parameter. For example,
in the case of QCD the nucleon mass is proportional to the QCD scale itself.
In contrast, such an embedding seems much more difficult if the relevant region in
parameter space has a complicated, non-trivial shape – potentially even depending on
several input parameters in a non-trivial way. Indeed, this is often considered to be what
makes the hierarchy problem especially hard: The Higgs vev (or the required negative
Higgs field mass parameter) requires a very non-trivial cancellation between a combination
of the different masses and coupling parameters. This is schematically illustrated in Fig. 3.
In contrast, one could imagine that it is easier to find an embedding that corresponds to
the situation indicated in the middle or the right panel of Fig. 3. In the middle panel,
one parameter can be chosen to be exactly zero as suggested by step 6. Alternatively, step
8 suggests the parameter could be small but non-vanishing. Most importantly, it is one
parameter that is small and not a complicated combination of parameters. In both cases,
the allowed parameter region is small (or even vanishing) but it may be easier to find an
embedding.
If the observed small parameter can be related to an approximate symmetry, as in
’t Hooft’s definition, such a simple relation can typically be achieved. For example, the
electron Yukawa breaks the chiral symmetry for the electron and the mass is, therefore,
proportional to it. It does not fully explain the smallness of the electron mass, but one
can now look for a reparametrization of this single small parameter (e.g. by making it
exponential as in models with extra dimensions and brane-type models [49–51]; or models
where the Yukawa coupling is generated via some (stringy-) instanton effect [52, 53]; or
by generating it from the power of some smallish parameter, as in a Froggatt-Nielsen
mechanism [54]).
Having a simple functional dependence of the desired small quantity on the fundamen-
tal input parameters at the UV scale – preferably on one (still small) quantity – is what we
would associate with, what is often termed, “a solution to the technical hierarchy problem”.
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We stress that this is taken to refer to a simple parametrization at the UV scale in some
physically preferred basis and regularization at the high scale. Indeed, if the embedding is
simple in all regularization schemes, it may be even easier to achieve an embedding.
Let us stress the importance of having a fixed parametrization and a fixed regular-
ization. Leaving the choice of parametrization and regularization free, it is indeed always
possible to obtain a parametrization such that the physical Higgs vev in the SM is es-
sentially proportional to some small renormalized input parameter at the UV scale [14].
The reason for this is that a vanishing Higgs field mass parameter corresponds to a second
order phase transition and one can simply define a suitable input parameter that measures
the distance to this phase transition (for details on how this works see Appendix A). This
same parameter also measures the explicit breaking of scale invariance in the SM.9 In this
sense, one could argue that (approximately) ’t Hooft’s naturalness criterion is fulfilled with
respect to scale invariance. The question is then, however, why the parameter is small in a
given physical regularization scheme and parametrization, i.e. in a desired embedding, and
in particular one also still has to explain the smallness of the number itself. One should
keep in mind that the latter always has to be the ultimate goal.
To summarize, progress towards solving the hierarchy problem can be made by con-
structing a model where the Higgs vev has a simple functional dependence on one or few
small parameters in a physically preferred basis. When realizing a simplification of the em-
bedding along these lines, one should, of course, try to avoid introducing additional prob-
lematic choices and tunings. Specifically, one should ensure that the potential is generic
in the sense that all parameters consistent with the symmetry should have the same order
of magnitude. In case of an approximate symmetry, one should similarly require that all
symmetry breaking terms are of the same order.
Finally, let us remark that while a generic potential makes an embedding definitely
easier, it is not absolutely necessary. Non-perturbative effects and, in particular, anomalies,
are known to produce non-generic potentials [55].
Summary
In this section we collected a set of features of effective field theories that can be considered
progress towards solving the hierarchy problem. Ultimately, we want to apply these criteria
to the paradigm proposed by [1]. However, before we do so, we need to understand the
model of [1] in some detail. Thus, by studying the dynamics of the model we will derive
when and how a small Higgs vev can be generated.
3 The Dynamics of Cosmological Relaxation
The nature of the hierarchy problem lies in the relation between the fundamental parame-
ters of a theory and the observable quantities; of particular significance for this discussion
9While scale-invariance is anomalous, we think that anomalous breaking terms can, in many cases, be
separated from non-anomalous ones. For example, it is widely accepted that the axion obtains its potential
from a purely anomalous breaking. Gravity effects aside, no (large) explicit breaking is required just because
the U(1) symmetry is anomalous. In any case, anomalous scale-invariance breaking effects in the SM from
QCD, etc. are small.
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is the electroweak scale. Here we investigate such relations for the model proposed in [1].
3.1 Model setup
To properly define our conventions, let us write down the potential for the Higgs and axion
fields,
V (φ, h) = −1
2
(M2 + gφ)h2 − c1gM2φ+ c2
2
g2φ2 +
λ
4
h4 − κ|h| cos
(
φ
f
)
(3.1)
where h is the Higgs field and is taken to be real, i.e. it represents the vev, and φ is the
axion field.
Note that, in comparison with [1], we have changed a few sign conventions in order to
have the field φ rolling from large negative values towards positive values.
M denotes the UV scale up to which the model should be valid and f is the axion
decay constant. Moreover, we have explicitly written down the Higgs field dependence of
the pre-factor of the axion potential. Following the conventions of [1] we set
Λ4 = κ|h|, (3.2)
with κ being a model-dependent coupling. (In the model where φ is the QCD axion κ is
fixed to be m2pif
2
pi/v.) Importantly, we explicitly included two constants, c1 and c2, to make
the pre-factors in front of generic structures evident. Finally, we also include the stabilizing
quartic coupling for the Higgs field, as assumed in [1].
The important idea of this model can be summarized by the following: Initially, one
assumes that the axion φ starts at a negative field value, φi = −O(2)M2/g. The Higgs
field can take any value, but will quickly settle in its initial minimum at h ≈ 0. Thus,
for simplicity, we can take hi = 0. When Hubble friction becomes subcritical, the axion
will start to evolve and roll towards larger field values. Once it crosses φ = φc = −M2/g
the mass term for the Higgs becomes tachyonic and the Higgs potential takes on its usual
Mexican-hat form. Thus, for φ > φc the field point h = 0 becomes unstable and the
Higgs will fall into its new minimum at the bottom of the potential. This, in turn, has
consequences for the axion evolution: Once h 6= 0 the term ∼ |h| cosφ/f will act as a set
of periodic barriers for the axion. If these barriers are high enough, the axion evolution
will stop. The Higgs will remain in its minimum at the bottom of the Mexican-hat with a
vev, 〈h〉, which can, in principle, be much smaller than the cutoff of the theory M . This
would solve the hierarchy problem in that 〈h〉M is sufficiently small.
In [1] a set of constraints on the model parameters was also specified. The constant g,
the mass parameter for the field φ, should satisfy
g < H , (3.3)
g <
H2
M2
Mpl , (3.4)
for φ to be rolling slowly. One also requires the energy density in the axion sector to be
subdominant to the energy density of the inflation sector, i.e.
H >
M2
Mpl
(3.5)
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Finally, for the evolution of φ to be dominated by classical rolling, rather than quantum
‘jumps’, one has
H <
V ′
H2
⇒ H < (gM2)1/3 . (3.6)
We will ensure that the conditions (3.3) - (3.6) are satisfied in all the numerical examples
studied in the remainder of our discussion. Since we are only interested in the mechanisms
itself and not in the particular numerical values we will, however, not try to reproduce a
realistic Higgs vev.
It will also be useful to introduce the shifted axion field
φ˜ = φ− φc and φc = −M
2
g
. (3.7)
Thus, in terms of φ˜ the potential is given by
V (φ˜, h) = −1
2
gφ˜h2−(c1+c2)gM2φ˜+c2
2
g2φ˜2+
λ
4
h4−κ|h| cos
(
φ˜+ φc
f
)
+(c1+
c2
2
)M4 . (3.8)
3.2 Single-field approximation
The typical mass scale for the axion, or axion-like particle, is going to be very small.
Therefore, the dynamics for the Higgs field will evolve much faster than those of the axion.
We can assume, as a rough approximation, that the Higgs field takes its minimum position
instantaneously and thus, may consider the effective potential, V (φ).
Moreover, we can assume that the cosine-potential only constitutes a small effect. We
can then easily find the minimum for the Higgs,
〈h〉 =
{ √g(φ−φc)√
λ
=
√
gφ˜√
λ
φ ≥ φc, φ˜ > 0
0 φ < φc, φ˜ < 0
. (3.9)
Thus, we obtain the effective potential for the axion field,
V (φ˜) =
{
1
2g
2
(
c2 − 12λ
)
φ˜2 − gM2 (c1 + c2) φ˜− κ
√
gφ˜√
λ
cos
(
φ˜+φc
f
)
+ const. φ˜ > 0 ,
1
2g
2c2φ˜
2 − gM2 (c1 + c2) φ˜+ const. φ˜ < 0 .
(3.10)
Different values of the constants then result in different behaviors of the potential. For
φ˜ < 0:
• With c2 < 0, the potential has an instability as φ˜ → −∞. This is problematic, as
the relaxation mechanism requires the field φ˜ to start at a negative value. Instead
of rolling towards larger field values, the axionic field exhibits a runaway behavior
towards φ˜→ −∞. This is avoided if we take c2 > 0;
• For c1 + c2 < 0 the potential has a minimum at φ˜min < 0. This is again undesirable.
The relaxation mechanism requires φ˜ to roll from a negative initial value to at least
φ˜ = 0. In particular, φ˜ should not be trapped in a minimum, φ˜min < 0. Thus, we
require c1 + c2 > 0.
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Figure 4: Plot of the effective axion potential for c1 = 4.0, c2 = 1.0, M = 0.001Mpl,
g = 0.002M and f = 80M .
Let us also note a couple of features of the polynomial part of the potential (i.e. ignoring
the cos-term) for φ˜ > 0.
• Now, the factor in front of the quadratic term is different. This arises from the
fact that the energy is lowered when the Higgs acquires a non-vanishing vev. For
c2 <
1
2λ ,
10 this leads to an unstable direction as φ˜ → ∞. This is not a fundamental
problem, since it is desirable to end up in a metastable minimum. However, if the
Hubble friction is insufficiently large, i.e. the Hubble constant is too small, the field
can never stabilize;
• In contrast, for c2 > 12λ , the polynomial potential for φ˜ has a global minimum, for
some φ˜ > 0, and there is no danger of runaway behavior.
This observation persists when we include the cosine term in the potential. For c2 >
1
2λ ,
the envelope of the potential is convex in the region φ˜ > 0, while for c2 <
1
2λ it is concave.
This is shown in fig. 4.11
10If c2 is generated by a perturbative quantum correction one would expect this to be the case.
11From the figure one also notices that, for field ranges of order ∼ φc, the quadratic term can never be
fully neglected, since
g2φ2c ∼ gM2φc .
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While the overall envelope of the potential is governed by the polynomial parts, the
oscillatory part is crucial for the detailed dynamics of the fields φ˜ and h – and hence for
the success of the model. In particular, depending on the size of the oscillatory terms the
behavior of the fields will be qualitatively different. We identify three regimes:
1. If κ is sufficiently large compared to the slope generated by the rest of the potential,
the effective potential starts exhibiting a series of pronounced oscillations as soon as
φ˜ = 0 is reached. This is shown in figures 4(a) and (b). We note, however, that this
is to some degree an artifact of the one-field approximation. As we will discuss below
the full two field model exhibits minima even before φ˜ = 0 is reached;
2. With κ small compared to the (negative) slope of the potential, the axion potential
first needs to develop, i.e. the factor
√
gφ˜/λ in front of the cosine has to grow first
before pronounced minima and maxima appear. This can be seen in fig. 4 (c). How-
ever, typically, the oscillatory phase does not last forever: Since the quadratic term
yields a linearly increasing slope, while the axion potential only grows like a square
root of φ˜, the oscillations die down and the potential smoothly increases or decreases;
3. Finally, for some parameter values, the oscillatory contribution is never big enough
to produced explicit maxima and minima. Such an example is shown in fig. 4 (d).
3.3 Properties with respect to the hierarchy problem
Having identified these regimes, we can investigate their properties with respect to the
hierarchy problem. We will use the single-field approximation where suitable, but also
turn to the full two-field dynamics. This will be important, as we will see the two-field
dynamics can depart from the results obtained using the single-field approximation in
phenomenologically interesting situations.
During our initial analysis, we will assume that φ˜ is slowly rolling, i.e. that its velocity
tracks the slope of the potential,
˙˜
φ =
V ′(φ˜)
3H
, (3.11)
and leave the discussion of slow-roll conditions until later. If this situation is (approxi-
mately) fulfilled, the evolution of φ˜ stops as soon as the slope becomes positive.
Regime (1)
In the previous section we found that the effective single field potential for φ˜ exhibits
different qualitative features depending on the parameters of the model. Here we begin by
analyzing regime (1) as described in section 3.2.
Initially, let us remain in the setting of the single-field approximation. Here, the
oscillatory contributions to the axion potential become immediately significant once φ˜ > 0.
In particular, the first oscillation of the axion potential will already create a maximum.
Accordingly, the potential will have a positive slope somewhere in the region,
0 ≤ φ˜ ≤ 2pif, (3.12)
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Figure 5: (a): Numerical result for the evolution of φ˜ according to the full two-field model
(red) and according to the single-field approximation (green, dashed). (b): evolution of h
for the full two-field model. Here we used c1 = 8.0, c2 = 1.0, M = 0.01Mpl, g = 0.0015M ,
H = 0.02M , λ = 0.5, κ = 0.5M3 and f = 15M . The initial conditions are φ˜(0) = −2M2/g,
h(0) = 10−6M and ˙˜φ(0) = h˙(0) = 0. For the two-field case the axion evolution stops before
φ˜ becomes positive, i.e. before the Higgs mass becomes tachyonic.
and the field stops in the corresponding minimum in this field range. The Higgs vev in this
regime is then given by,
〈h〉 =
√
gφ˜
λ
∼
√
gf
λ
, (3.13)
where the last approximation holds unless the position of the minimum is somewhat fine-
tuned. For small enough g  λM2/f , we arrive at a value for the Higgs vev which lies
well below the cutoff M . A small g is absolutely necessary for 〈h〉  M as we typically
have f > M . If this holds, this mechanism appears suitable as a candidate solution to the
hierarchy problem.
However, the above estimate for 〈h〉 was obtained in the single field approximation.
Yet, in this regime this approximation does not faithfully represent the complete dynamics
and we need to turn to the full two-field model. We will find the following difference between
the two approaches. In the single-field approximation the Higgs is assumed to remain at
h = 0 for φ˜ < 0, but this will not be the case in the full two-field model. To be specific,
once the axion starts rolling down its potential, the Higgs will not remain at exactly h = 0.
As the cosine-term in the potential (3.8) is linear in h, it shifts the true minimum of the
potential for h away from h = 0. Thus, while φ˜ is rolling down its potential, the Higgs will
be displaced from h = 0 (see e.g. Fig. 5).
This Higgs displacement is not included in the one-field discussion above and, as we
will see, it leads to departures from the behavior of the single-field model. In particular,
the amplitude of h can become so large that the cosine-barriers for φ˜, which grow like κ|h|,
become large enough to stop the axion. In fact, this can occur in a regime where φ˜ < 0,
see Fig. 5 (a), i.e. in a regime where the Mexican-hat potential for the Higgs has not yet
developed.
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To analyze this situation quantitatively, let us focus on the part of the potential (3.8)
depending on h:
V ⊃ Vh ≡ −1
2
gφ˜h2 +
λ
4
h4 − κ|h| cos
(
φ˜+ φc
f
)
. (3.14)
The Higgs field will track the minimum of this potential which, for both h < 0 and h ≥ 0,
is given by
∂V
∂h
= 0 ⇒ −gφ˜|h|+ λ|h|3 − κ cos
(
φ˜+ φc
f
)
= 0 . (3.15)
Note that for cos
(
φ˜+φc
f
)
< 0 the latter equation does not have a solution in the regime of
interest, i.e. for φ˜ < 0. Nevertheless, one can check that the potential (3.14) is minimized
for h = 0. On the other hand, for cos
(
φ˜+φc
f
)
> 0, there are minima with h 6= 0. In
particular, the maximum displacement occurs when cos
(
φ˜+φc
f
)
= 1. Thus, we conclude
that, for φ˜ < 0, the Higgs field alternates between phases with h = 0 and h 6= 0 as shown
in Fig. 5 (b).
We now wish to quantify when the displacements of h become so large that they stop
the evolution of φ˜: In the course of one period of cos
(
φ˜+φc
f
)
, the Higgs field alternates
between h = 0 and a maximum displacement hmax. Furthermore, during one period, the
contribution of the Higgs potential to the overall energy also changes. In particular, for
h = hmax the potential energy in the Higgs sector is lower than for h = 0. We represent
this by ∆Vh = Vh(hmax)− Vh(0) = Vh(hmax).
In addition, during one period of cos
(
φ˜+φc
f
)
, the contribution of the polynomial part
of the φ˜-potential to the overall energy also changes. In fact, the potential energy is lowered
as φ˜ rolls towards larger field values. For small |φ˜| < M2/g, the polynomial part in (3.8)
is well-approximated by the linear term. Thus, in the course of one period ∆φ˜ ∼ f , the
energy changes by
∆Vpol ∼ −(c1 + c2)gM2f . (3.16)
We now have all the necessary ingredients to determine whether the evolution will cease
before reaching φ˜ = 0. Let’s take a value φ˜0 < 0 where cos
(
φ˜0+φc
f
)
= 1 and h = hmax. If φ˜
continues to evolve, it will eventually reach a value where cos
(
φ˜+φc
f
)
will become negative
again, at which point the Higgs field will return to h = 0. However, returning h to h = 0
comes with an energy cost of |∆Vh|. For this to be possible, the increase in energy has
to be offset by ∆Vpol. As long as |∆Vpol| > |∆Vh|, it is then energetically favorable for φ˜
to continue rolling. For |∆Vpol| < |∆Vh| though, any further evolution of φ˜ is impossible.
Instead, the Higgs field will remain at its minimum, at h = hmax, and the axion will remain
trapped at φ˜ = φ˜0.
Thus, the evolution of φ˜ will stop prematurely when
|∆Vh| ∼ |∆Vpol| ∼ (c1 + c2)gM2f . (3.17)
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All that remains is to find an expression for ∆Vh. To proceed, we distinguish between
two scenarios: the Higgs potential is dominated by its mass term and; the quartic term
dominates.
• Mass term dominates: i.e. −12gφ˜h2  λ4h4:
Setting cos
(
φ˜0+φc
f
)
= 1 in (3.15), allows us to determine hmax. Ignoring the λ-
dependent term, we find
|hmax| = − κ
gφ˜0
. (3.18)
Substituting this into the Higgs-dependent potential (3.14), and ignoring the quartic
term, one obtains
∆Vh ≈ − κ
2
2gφ˜0
+
κ2
gφ˜0
=
κ2
gφ˜0
= −κ
2
|hmax| . (3.19)
Comparing |∆Vh| ∼ |∆Vpol|, results in an estimate for the Higgs vev. Dropping the
absolute value sign and the subscript, we arrive at
〈h〉 ∼ (c1 + c2)gfM
2
κ
.
We can also estimate for which parameter choices we expect to get stuck prematurely.
This, in fact, occurs when
|∆Vh| & |∆Vpol| ⇔ κ
2
g|φ˜0|
& (c1 + c2)gfM2 . (3.20)
While this relation is not particularly illuminating, one can draw one interesting
conclusion from it: that the effect of stopping prematurely is the likeliest outcome
once g is chosen to be sufficiently small.
• Quartic term dominates: i.e. −12gφ˜h2  λ4h4:
We repeat the above analysis but this time ignore the Higgs mass term. Setting
cos
(
φ˜0+φc
f
)
= 1 in (3.15) we now have
|hmax| = κ
1/3
λ1/3
. (3.21)
From (3.14), we then obtain
∆Vh ≈ λ
4
κ4/3
λ4/3
− κκ
1/3
λ1/3
= −3
4
κ4/3
λ1/3
= −3
4
κ|hmax| . (3.22)
Comparing |∆Vh| ∼ |∆Vpol|, we again arrive at the same expression for the Higgs vev
(up to numerical factors which can be ignored):
〈h〉 ∼ (c1 + c2)gfM
2
κ
.
As before, we can also check when one expects to be trapped for φ˜ < 0:
|∆Vh| & |∆Vpol| ⇔ κ
4/3
λ1/3
& (c1 + c2)gfM2 . (3.23)
Again, we expect this regime to occur for sufficiently small g.
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An important finding of the above discussion is that, if the axion evolution ceases for φ˜ < 0,
we expect the Higgs vev to depend on the model parameters as
〈h〉 ∼ (c1 + c2)gfM
2
κ
. (3.24)
Note the difference from our expectation using the single-field approximation (3.13). The
expression (3.24) is identical to that suggested in [1], as can be inferred from their Eq. (7)
with the identification κ = Λ4/v and v = 246 GeV (i.e. v is fixed and is not the dynamically
generated Higgs vev).
However, recall that for 〈φ˜〉 < 0, the potential for the Higgs potential is not of Mexican-
hat form. In fact, it would take the form
Vh ∼ m
2
2
h2 +
λ
4
h4 − κ|h| , (3.25)
with m2 = g|〈φ˜〉|. In this case the source of electroweak symmetry breaking is the linear
term ∼ κ|h| rather than a tachyonic mass term. Thus, the vacuum for the Higgs differs
from the vacuum in the Standard Model, which can have observable consequences. In the
QCD model this vev is obviously too small for realistic phenomenology12. In non-QCD
models it is conceivable that a realistic Higgs vev is attained in this phase. It would be
interesting to deduce any new experimental signatures for such a different vacuum. A
particularly interesting observable would then be the Higgs self-coupling [56–63]. We leave
a proper study of this for future work.
Regime (2)
We now turn to regime (2), as described in section 3.2. In the single-field approximation,
this corresponds to a choice of parameters such that the oscillatory potential does not
immediately lead to a series of prominent maxima and minima once φ˜ crosses zero: the
size of the oscillatory ‘bumps’ has to grow before pronounced maxima and minima appear.
Our goal, as before, is to derive an expression for the final value of the axion φ˜ once it
is trapped. The corresponding Higgs vev then follows from |〈h〉| ∼
√
gφ˜/λ. Obviously, the
axion can only get trapped if we have pronounced minima. Thus, we begin our analysis
by determining the range in φ˜-space where maxima and minima occur. This occurs when
the slope of the oscillatory part of the φ˜-potential (3.10) dominates that of the polynomial
part. If we assume that φ˜ is slowly rolling, it will then be trapped by the first minimum it
encounters.
For the polynomial part, we have, for φ˜ > 0,
V ′polynomial = g
2
(
c2 − 1
2λ
)
φ˜− gM2(c1 + c2) = g2d2φ˜− gM2d1, (3.26)
where
d2 =
(
c2 − 1
2λ
)
, d1 = (c1 + c2). (3.27)
12It is also not clear whether the structure of the oscillating term ∼ κ|h| cos(φ/f) persists for such small
values for h.
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As explained in section 3.2, we require d1 > 0, while d2 can be positive or negative.
The oscillatory part of the potential contains two terms,
V ′osc =
κ
√
g√
λ

√
φ˜
f
sin
(
φ˜+ φc
f
)
− 1
2
√
φ˜
cos
(
φ˜+ φc
f
) . (3.28)
For φ˜ f , we then have,
|V ′osc| ∼
κ
√
g√
λ
√
φ˜
f
. (3.29)
Minima and maxima are present when the slope from the axion potential exceeds that
of the polynomial part, i.e.
|V ′osc| > |V ′polynomial| . (3.30)
We can solve this quadratic equation to determine the range of φ˜ where maxima and
minima occur. Using |〈h〉| =
√
gφ˜/λ we can then also determine the corresponding range
of 〈h〉.
For d2 < 0, we obtain:
−
√
κ2
4|d2|2f2g2λ2 −
M2d1
λ|d2| +
κ
2|d2|fgλ < |〈h〉| <
√
κ2
4|d2|2f2g2λ2 −
M2d1
λ|d2| +
κ
2|d2|fgλ ,
(3.31)
while for d2 > 0 we find:√
κ2
4d22f
2g2λ2
+
M2d1
λd2
− κ
2d2fgλ
< |〈h〉| <
√
κ2
4d22f
2g2λ2
+
M2d1
λd2
+
κ
2d2fgλ
. (3.32)
As long as φ˜ is slowly rolling, it will get trapped by the first minimum it encounters. The
corresponding vev for h will then be given by the lower end of the ranges (3.31) and (3.32).
However, the above formulae are not very illuminating. To extract some meaning let us
distinguish three scenarios:
• Case 1: M2d1λ|d2|  κ
2
4|d2|2f2g2λ2
This situation can occur if, for example, g is sufficiently small. In this case, the lower
threshold for 〈h〉 approaches
〈h〉 ∼ d1 fgM
2
κ
(3.33)
for both d2 > 0 and d2 < 0. This is identical to the result (3.24) we found in regime
(1). For sufficiently small g the Higgs vev can be well below the cutoff M as required
to solve the hierarchy problem.;
• Case 2: M2d1λ|d2| ∼ κ
2
4|d2|2f2g2λ2
For parameter choices leading to this case one finds that
〈h〉 ∼
√
d1
|d2|λM ∼M , (3.34)
for both d2 > 0 and d2 < 0. Clearly, this does not address the hierarchy problem;
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Figure 6: (a): Numerical result for the evolution of φ˜ according to the full two-field model
(red) and according to the single-field approximation (green, dashed). (b): evolution of h
according to the full two-field model (blue) and according to the single-field approximation
(orange, dashed). Here we used c1 = 3.6, c2 = 1.0, M = 0.01Mpl, g = 0.002M , H =
0.036M , λ = 0.6, κ = 0.22M3 and f = 80M . The initial conditions are φ˜(0) = −2M2/g,
h(0) = 10−6M and ˙˜φ(0) = h˙(0) = 0. The single-field approximation matches the full
two-field dynamics very closely.
• Case 3: M2d1λ|d2|  κ
2
4|d2|2f2g2λ2
This situation arises when the oscillatory contribution to the φ˜-potential is always
subleading. This, by definition, corresponds to what we termed regime (3) in section
3.2. We will discuss this case separately.
In summary, for parameter choices leading to case 1 above, the relaxation mechanism
offers a possible solution to the hierarchy problem. We then find the following conditions
on the model parameters:
M2d1
λ|d2| 
κ2
4|d2|2f2g2λ2 (“case 1”) (3.35)
〈h〉 ∼ d1 fgM
2
κ
M (“address hierarchy problem”) . (3.36)
There is one caveat: to be in regime (2) we require φ˜ f . This was explicitly used when
deriving (3.31) and (3.32). If this condition is not met and and instead 〈φ˜〉 ∼ f we are
back to regime (1) and the results from this section are not valid13. Hence, we also need
to ensure that
〈φ˜〉 = λ
g
〈h〉2 = d21λ
f2gM4
κ2
 f (“regime (2)”) . (3.37)
These three conditions can be rewritten as follows. To make the discussion more transpar-
ent, note that generically d1 ∼ d2 ∼ O(1). Furthermore, λ is determined by experiment
13Recall that in regime (1) the relaxation mechanism is prone to trapping φ˜ “prematurely” with Higgs
stabilized in a non-standard vacuum where the Higgs vev is induced by a source term.
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and for the present purpose we can set λ ∼ O(1). Then the three conditions (3.35)–(3.37)
imply (
fg
M2
)2

( κ
M3
)2  fg
M2
, (3.38)
i.e. κ is bounded from above and below. It has to be large enough to obtain a hierarchically
small Higgs vev but small enough to avoid regime (1).
Before moving on to regime (3), let us compare our findings of the single-field approx-
imation with the full two-field dynamics. In figure 6 we display the evolution of φ˜ and
h for both the single-field approximation and the two-field model. The parameter choice
corresponds to Case 2 of the above list, i.e. M
2d1
λ|d2| ∼ κ
2
4|d2|2f2g2λ2 . Overall, we find very good
agreement between the single-field approximation and the full two-field dynamics. For
φ˜ > 0, the Higgs field closely follows its instantaneous minimum h =
√
gφ˜/λ as assumed
in the single-field approximation. The Higgs vev is given by 〈h〉 ≈ 3M , which is consis-
tent with the above analysis. Thus, for the given parameter choice, there is no hierarchy
between 〈h〉 and M .
Regime (3)
In regime (3), as described in section 3.2, the oscillatory contribution to the effective φ˜-
potential is never large enough to produce maxima and minima. Clearly, the relaxation
mechanism will not work and we cannot solve the hierarchy problem. Nevertheless, for
completeness, let us briefly record the results using the single-field approximation.
In regime (3) we can ignore the oscillatory contribution to the potential and focus on
the polynomial part. For d2 > 0, the polynomial φ˜-potential has a minimum at
φ˜ =
d1
d2
M2
g
. (3.39)
The corresponding Higgs vev is given by
〈h〉 ∼
√
d1
d2λ
M ∼M , (3.40)
which does not solve the hierarchy problem.
For d2 < 0, the polynomial φ˜-potential does not have any minima. As the oscillatory
contribution is too small to produce minima the field φ˜, and hence h, do not get stabilized
and diverge.
Summary
A relaxation mechanism employing a two-field potential of the form (3.1) can indeed suc-
cessfully produce a Higgs vev smaller than the cutoff. However, there are pitfalls. For
certain parameter choices the axion can get trapped too early and the Higgs is stabilized
in a non-standard vacuum. For other parameter choices there is no hierarchy between the
Higgs vev and the UV cutoff. Overall, the success of a relaxation mechanism based on
(3.1) in solving the hierarchy problem is highly dependent on the model parameters. It is
less robust against modifications of these parameters than one would initially expect.
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3.4 When do we have slow-roll?
The conclusions above for solving the hierarchy problem hold only for the slow-roll regime.
Here, we briefly look at a sufficient condition for the axion field to be slowly rolling in the
effective potential.
For a potential with a constant slope, k, the velocity, in field space, is,
φ˙ = φ˙∞ + (φ˙(t = 0)− φ˙∞) exp(−3Ht), (3.41)
where
φ˙∞ =
k
3H
(3.42)
is the asymptotic velocity.
We see that the typical relaxation time for the field to return to its asymptotic velocity
is,
trelax ∼ 1
3H
. (3.43)
If we now look at a situation where the slope suddenly changes from k to 0, the field
has travelled a distance,
∆φ ∼ φ˙(t = 0) 1
3H
∼ k
9H2
, (3.44)
until it has reached its new asymptotic velocity of 0.
For our purposes, we say a field is slow-rolling if it gets stuck in the first minimum, or
in one of the first few minima. This happens when the field relaxes to its new velocity in
one oscillation,
∆φ˜ . f. (3.45)
In the vicinity of φ˜ = 0, the polynomial potential for φ˜ is approximately linear with slope
d1gM
2. For slow roll we thus require
d1gM
2
9H2
. f. (3.46)
Note that this condition is different from the slow-roll conditions (3.3) and (3.4) proposed
in [1].
To exemplify the significance of the condition (3.46), let us consider an example. We
choose parameters giving rise to the effective φ˜-potential of figure 7 which exhibits a series
of pronounced maxima and minima once φ˜ > 0. If the axion was slowly rolling one would
expect φ˜ to get trapped by the first or one of the first few minima.
We now choose H such that the slow-roll conditions (3.3) and (3.4) of [1] are satisfied
while (3.46) is not. The resulting time evolution of φ˜ and h is displayed in figure 8. Rather
than getting stuck in one of the first minima, the axion overshoots and only stabilizes at
φ˜ ∼ 40M2/g. Once φ˜ > 0, the Higgs vev tracks its instantaneous minimum 〈h〉 =
√
g˜φ/λ
until the axion stops. The final vev of the Higgs is given by 〈h〉 ∼ 9M , which is well above
the cutoff of the theory.
This example illustrates that the conditions (3.3) and (3.4) of [1] are not sufficient to
ensure that φ˜ will get trapped in one of the first minima. However, as the final value of φ˜
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V/M4
φ˜/M
2
g
Figure 7: Effective φ˜-potential in the single-field approximation for c1 = 8.0, c2 = 1.0,
M = 0.001Mpl, g = 0.0036M , λ = 0.5, κ = 0.5M
3 and f = 20M .
t/H
φ˜/M
2
g
(a)
h/M
t/H
(b)
Figure 8: (a)Numerical result for the evolution of φ˜ according to the full two-field model
(red) and according to the single-field approximation (green, dashed). (b): Evolution of h
according to the full two-field model (blue) and according to the single-field approximation
(orange, dashed). Here we used H = 0.004M and the model parameters of figure 7. The
initial conditions are φ˜(0) = −2M2/g, h(0) = 10−6M and ˙˜φ(0) = h˙(0) = 0.
determines the Higgs vev through 〈h〉 =
√
gφ˜/λ, we do not want φ˜ to be stabilized at too
large a value if we wish to solve the hierarchy problem. To avoid dangerous overshooting
we thus have to ensure that the field φ˜ is sufficiently slowly rolling. This introduces the
additional constraint (3.46) on the model parameters.
4 Discussion
In the introduction we collected a set of principles for an effective field theory to be regarded
as an improvement over the SM with regard to the electroweak hierarchy problem. In the
light of our findings of section 3 we will now discuss to what extent these principles are
realized in the paradigm of “Cosmological Relaxation” introduced in [1].
We found that for certain parameter choices the model of [1] is capable of producing
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a hierarchically small Higgs vev, which depends on the model parameters as
v ≡ 〈h〉 ∼ fgM
2
κ
. (4.1)
Then 〈h〉  M can be achieved by choosing f and g small and/or κ large. However,
the scale f is expected to be f & M and thus cannot be chosen small.14 In addition,
note that κ is bounded (see (3.38)) and taking it too large would stabilize the Higgs in a
non-standard vacuum.15 As a result, a small Higgs vev can only be achieved by taking g
to be sufficiently small. For the following discussion let us define  ≡ g/M as the relevant
dimensionless small parameter.
We now proceed to addressing the nine points raised in the introduction.
Ad 1) and 2)
The mechanism of [1] requires at least one small parameter, , to explain a hierarchically
small Higgs vev. It thus exchanges a tuning of the Higgs mass parameter for the tuning of
. If  has to be tuned less severely than v2/M2, this can be seen as progress compared to
the SM. Let us check whether this is the case. From (4.1) we can write
v2
M2
∼ f
22M4
κ2
. (4.2)
Using (3.38) we also have fg/M2 = f/M  κ2/M6. Combing with the above we then
find
v2
M2
 f
M
⇒  1
f/M
v2
M2
. (4.3)
It follows that the tuning required for the model of [1] is more severe than the equivalent
level of tuning required by the SM. (Recall that f & M .) Thus, when considering the
amount of tuning necessary, the setup of [1] does not correspond to an improvement over
the SM.
Ad 3) and 4)
Let us now consider how the amount of tuning of  has to be adapted when increasing
the UV cutoff as M → M ′ > M . Initially, we take f and κ to be fixed. Then, keeping v
constant while increasing the cutoff we have
v ∼ M
3f
κ
=
′(M ′)3f
κ
⇒ ′ = 
(
M
M ′
)3
. (4.4)
We find that  has to be modified with the third power of the cutoff while in the SM only
a quadratic adjustment is necessary. In this sense the setup of [1] does not improve on the
14For models employing the QCD axion this is necessary because constraints on the QCD axion require
f & 109 GeV and so far no model has been found that allows for M > 109 GeV. More generally one would
like to have f ∼M or at least f &M to avoid having to explain new hierarchies.
15Furthermore, if we take φ to be the QCD axion the parameters f and κ are determined by QCD and
cannot be adjusted.
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SM: if we wish to establish a large hierarchy between v and the cutoff scale M , a more
severe tuning is necessary in the model of [1] than in the SM. This conclusion would have to
be modified if, in addition to , κ and f also need to be adjusted when changing the cutoff.
Then an overall milder scaling behavior than quadratic for the three parameters is possible.
However, as discussed in section 2, a mild tuning of three parameters can nevertheless be
more severe than a stronger tuning of one parameter.
Ad 5)
The model of [1] is an effective theory with a cutoff. As pointed out above the parameters
of the model require re-tuning when this cutoff is raised. Indeed the shift symmetry is
broken in a hard way, as evident in the quadratic cutoff dependence of the linear term.
One possibility to include additional particles in a consistent way could be supersym-
metry (as originally suggested in [1]; for a first attempt in this direction see [6]). One can
hope that the role of the cutoff M can then be played by the SUSY breaking scale. The
combination of the shift symmetry and SUSY then suggests a scheme for adding further
fields: they should respect SUSY (up to its breaking scale M) and they should respect
the shift symmetry up to the required level as well. However, a complete and consistent
implementation is still an open question.
Ad 6) and Ad 7)
An alternative ansatz towards solving the hierarchy problem would be to devise a mech-
anism which enforces v = 0. This is not what the model of [1] is attempting. Instead of
enforcing v = 0, a solution to the hierarchy problem could start with an extremely small
value for v. The model of [1] can indeed produce a vanishingly small value for the Higgs
vev by taking  to be extremely small. But this is by no means easier than producing the
correct vev in the first place. In both cases it is the parameter  that has to be chosen
sufficiently small. There is no independent mechanism that could lead to an extremely
small Higgs vev.
Furthermore, when decreasing  for fixed f and κ we run into a regime where the Higgs
will be trapped in a non-standard vacuum, i.e. regime (1) of section 3.
Ad 8)
Compared to the SM the mechanism of [1] offers one great simplification: the Higgs vev has
a simple dependence on the model parameters. In particular, the Higgs vev is proportional
to the parameter . This indeed holds in all regularization schemes thereby not restricting
the way the physical cutoff is generated.
This is the key advantage of this paradigm over the SM.
Let us comment in a bit more detail on the nature of the required shift symmetry
breaking. Shift symmetries of the type employed in cosmological relaxation are always
spontaneously broken with the field φ as the Goldstone field. If the symmetry was exact
the corresponding Goldstone particle would be massless and would have absolutely no
potential. Since this is not the case, explicit or anomalous breaking is required. The
latter is somewhat more appealing because it lends itself to being a small non-perturbative
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effect. This case of a very weakly violated shift symmetry is parallel to the situation in
the Standard Model with respect to scale invariance. We find it therefore hard to argue
purely based on the existence of a symmetry. That said we think and hope that this, being
a rather different symmetry, will lead to novel and different opportunities for embedding
in a more complete theory that explains the smallness of the required symmetry breaking.
Ad 9)
The model of [1] is self-consistent. Quantum corrections up to the cutoff M will not induce
any additional sizeable couplings which are not already present at tree level. However, one
can argue how generic the Lagrangian Eq. (2) of [1] really is. Depending on how the axionic
shift symmetry is broken, one could also expect operators of the form gφ3 and gMφ2. Both
terms would modify the dynamics significantly. One hence requires a principle why these
terms are vanishingly small or absent.
5 Conclusions
In this paper we discuss the mechanism of ‘Cosmological Relaxation’ [1] in the context of
the electroweak hierarchy problem.
The hierarchy problem is effectively a question of fine-tuning and, consequently, we
studied the severity of tuning in ‘Cosmological Relaxation’ models. In the Standard Model
a hierarchically small weak scale can be generated by tuning the Higgs mass parameter at
the order of v2/Λ2, where Λ is the cutoff of the theory and v = 246 GeV. In relaxation
models this tuning is exchanged for a tuning of a different parameter  = g/Λ, where g
is a scale associated to the complete breaking of an axionic shift symmetry. Our results
are as follows: We find that in the original model of ‘Cosmological Relaxation’ [1] the
parameter  has to be tuned even smaller than v2/Λ2. Furthermore, if we increase the
cutoff as Λ→ Λ′ > Λ, the tuning in the SM gets worse by a factor of (Λ′/Λ)2, while it rises
by a factor (Λ′/Λ)3 in the relaxation model. Overall, we find that the required tuning in
relaxation models can be much more severe than in the SM.
One attractive feature of models of ‘Cosmological Relaxation’ is, that the Higgs vev
v depends on the input parameters in a simple way. In fact, the Higgs vev is a linear
function of the small parameter , i.e. v/Λ ∝ . As  controls the strength of the breaking
of an axionic shift symmetry, demanding a small Higgs vev is now physically equivalent to
demanding a weak breaking of the shift symmetry. An important novelty of the relaxation
model is that this shift symmetry is different from the weakly broken scale invariance of
the Standard Model. A weakly broken shift symmetry is potentially easier to embed into a
more complete theory, e.g. string theory. String theory compactifications typically contain
axion-like particles in their low-energy spectra [64, 65] and also allow for the breaking of
axionic shift symmetries by fluxes and branes [66, 67]. If the axionic shift symmetry can be
broken sufficiently weakly in string theory without tuning, the mechanism of ‘Cosmologi-
cal Relaxation’ would then in turn solve the electroweak hierarchy problem. This is where
more work is needed to establish relaxation as a full solution to the hierarchy problem.
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The possibility of such a weak breaking has been analyzed in the context of axion mon-
odromy inflation in string theory [66, 67] and more recently in [68]. In particular the latter
study indicates that a very weakly broken shift symmetry requires a tuned cancellation
reminiscent of the original problem in the Standard Model.
We also found that for very small values of  = g/Λ electroweak symmetry is broken
via the non-perturbative axion potential ∼ |h| cos(φ/f). This acts like a source term
and therefore a different pattern of electroweak symmetry breaking ensues. For the QCD
axion model this is clearly ruled out. However, for non-QCD models this may lead to an
interesting phenomenology. It would be interesting to study if this can be realized in a
consistent manner and how this would manifest itself in experiments.
There are many questions which we did not attempt to answer. For ‘Cosmological
Relaxation’ to work it has to be embedded in a suitable model of inflation, without intro-
ducing the necessity of further tunings. Finding such a model which is consistent with all
experimental results remains a challenge.
Overall we find that the original model of ‘Cosmological Relaxation’ [1] contains pa-
rameters that need to be tuned to even smaller values than the equivalent in the SM. It
remains to be seen whether this is a feature of that particular model or a property of the
whole paradigm. The paramount question then becomes to find ways of benefitting from
the improved parameterization so that one can explain the required small parameters by
a suitable mechanism.
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A Appendix
In this appendix we want to explain the notion that one can always find a parametrization
in the Standard Model such that the smallness of the Higgs vev is controlled by a small
input parameter. In the following we closely follow the arguments given in [48]. The general
structure of the renormalization group equation for the Higgs mass parameter H = m
2
H/k
2
is schematically given by,
∂tH = (−2 + ηH)H + cgg2 + cλλ. (A.1)
cg, cλ are regularization scheme dependent numbers, and g schematically represents all
gauge and fermion contributions. ηH is the Higgs anomalous dimension which itself is of
the order of g2, λ2 and therefore small in the UV16.
16Since the U(1) gauge coupling and the Higgs self-coupling are marginally irrelevant this is strictly
speaking not quite true in the extreme UV, but this is a different problem and not relevant for our current
discussion.
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In dimensional regularization cg = cλ = 0. For simplicity of our argument let us neglect
the running of all couplings g, λ. We can then easily solve Eq. (A.1),
H(k) =
(
Λ
k
)2−ηH
H(Λ). (A.2)
To get the correct order of magnitude for m2H in the IR at k ∼ v, corresponding to,
H(k ∼ v) = H ∼ 1, (A.3)
one therefore needs to pick
H(Λ) ∼
( v
Λ
)2−ηH  1. (A.4)
which is exactly the fine-tuning issue in the RG language as discussed above in the dis-
cussion of points 3 and 4 around Eq. (2.6). Indeed we can also directly see how a large
anomalous dimension ηH ≈ 2 can ameliorate the problem.
However, dimensional regularization could be accused of neglecting the all important
quadratic divergences. So let us consider the situation cg 6= 0, cλ 6= 0. For constant g, λ
one can the still quite easily re-write Eq. (A.1) as,
∂tˆ = (−2 + ηH)ˆ, (A.5)
with
ˆ = H − ?, ? = cgg
2 + cλλ
2− ηH . (A.6)
This obviously has a solution of the same structure as Eq. (A.2),
ˆ(k) =
(
Λ
k
)2−ηH
ˆ(Λ). (A.7)
We obtain,
m2H(k ∼ v) ∼ ˆ(k ∼ v)v2 + ?v2 ∼ ˆ(k ∼ v)v2. (A.8)
The latter holds, because ?  1 for small couplings g, λ. Hence, we again require
ˆ(k ∼ v) ∼ 1 (A.9)
to get the correct electroweak scale. Thus the fine-tuning is reduced to choosing ˆ(Λ) to be
exceedingly small. In this sense we can always succeed by choosing a particular parameter
to be small17.
One may wonder what happened to the quadratic divergences. Neglecting ηH ≈ 0 and
inserting Eq. (A.7) and using m2H = H(Λ)Λ
2 one finds,
m2H(k ∼ v) ∼ m2H(Λ) + ?(Λ)Λ2 ∼ m2H(Λ) +
cgg
2 + cλλ
2
Λ2, (A.10)
17More generally one can argue for this by defining the theory at a UV fixed point of the renormalization
group. The relevant parameters are then the (small) distances from this fixed point in those direction in
which the fixed point is UV attractive (hence they get smaller and smaller as we go towards the UV). While
the location of the fixed point is not necessarily scheme independent the scaling dimension of the relevant
directions are generally thought to be so.
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which contains exactly the expected quadratic terms in Λ. Choosing ˆ(Λ)  1 in the UV
simply corresponds to choosing an appropriate counterterm for them.
The all important and (remaining) question is then why one should parametrize the
UV theory in terms of ˆ and not in terms of ˆH , the latter not being exceedingly small but
requiring to be tuned to a value very close to ?. In other words why are we close to the
fixed point/phase transition in the first place.
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