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RESUME 
Ce travail de recherche a pour objectif la mise en ceuvre d'un outil de modelisation di-
recte et inverse recursive permettant Fimagerie en temps reel en prospection electrique. II 
s'agit d'une partie d'un systeme de mesure qui permettra d'ausculter la proche surface arm 
de detecter les heterogeneites souterraines. Ce systeme, qui sera embarque sur un vehicule 
en mouvement, devra traiter les donnees de fa9on continue. Le defi consiste a construire 
une image bidimensionnelle des resistivites du sol a partir de mesures de voltage faites a la 
surface a l'aide d'un reseau d'electrodes. 
Pour le probleme direct, un reseau de resistances a ete utilise pour modeliser la struc-
ture electrique du sol. Deux electrodes d'injection permettent de simuler la repartition du 
potentiel a travers le sol et dans le meme temps plusieurs electrodes de reception permettent 
la prise de mesure a differents endroits du reseau de resistances. 
Le probleme inverse qui consiste a trouver les resistivites du sol a partir des mesures 
est resolu en temps reel pour ainsi dire, les resistivites sont obtenues au fur et a mesure que 
les mesures sont prises. Pour repondre a cette exigence, le nitre de Kalman a ete utilise 
pour reduire l'effort de calcul et la memoire d'ordinateur utilisee. L'inversion opere par 
prediction-correction, en utilisant les valeurs de resistivite a l'instant n pour estimer les 
valeurs de resistivite a l'instant n + 1 puis effectuer une correction des valeurs estimees a 
l'etat n + 1 une fois que les mesures de l'instant n + 1 sont obtenues. Ainsi, la taille des 
Vll 
donnees mises a contribution dans l'inversion ne varie pas avec le temps. 
Les resultats obtenus permettent de prouver l'emcacite des methodes et techniques 
utilisees. Des essais sur des donnees synthetiques obtenues par le modele direct puis sur 
des donnees reelles montrent que les heterogeneites dans le sol sont detectees quelles que 
soient leurs natures. Aussi, la valeur maximale du bruit de mesure a partir de laquelle les 
heterogeneites ne sont plus detectables par la technique de reconstruction est d'environ 
25 %; autrement dit un bruit de mesure dont l'ecart-type est quatre fois plus petit que 
l'ecart-type des mesures. Par ailleurs, l'inversion est plus precise en surface qu'en profon-
deur. Plus les heterogeneites sont en profondeur, plus elles sont difficilement detectables. 
Mots cles : tomographic en continu, imagerie electrique, temps reel, filtre de Kalman, 
algorithme recursif, matrice de sensibilite, prospection electrique. 
Vll l 
ABSTRACT 
This research is about the implementation of a recursive inverse and forward modeling 
tool for real time electrical prospection. The tool is part of a measuring system meant to 
test the near surface in order to detect underground heterogeneities. The system, embedded 
in a moving vehicle, will treat data in a continuous way. The challenge is to build a two-
dimensional image of the subsurface resistivities from observations of electrical potential 
taken from the ground surface with a network of electrodes. 
For the forward problem a network of resistors has been used to approximate the elec-
trical structure of the soil. Two injection electrodes help simulating the electric potential 
distribution in the soil while several reception electrodes do measuring at various areas of 
the network of resistors. 
The inverse problem, consisting in finding the subsurface resistivities from the obser-
vations of electrical potential, is solved in real time; resistivities are obtained as measures 
are taken. To fulfill this requirement, a Kalman filter has been used to lessen the computing 
stress as well as the memory footprint. The inversion works by forecast-correction by using 
resistivity values at time n to estimate those at time n + 1. Then, it corrects the estimated 
resistivity values at time n +1 when the measures are available at time n +1. This approach 
keeps constant, through time, the size of the data used in the inversion. 
IX 
The results prove the efficiency of the methods and techniques used. Tests performed 
on synthetic data obtained with the forward model as well as with actual data show that 
the heterogeneities in the soil are detected without regard to their nature. Plus, the tolerable 
level of measuring noise by the reconstruction technique is approximately 25%. Stated 
another way, the standard deviation of the measuring noise level is four times smaller than 
the standard deviation of the measures. 
Furthermore, the inversion is more accurate at shallow depths. Deeper the heterogenei-
ties are, more difficult their detection is. 
X 
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LISTE DES NOTATIONS 
Cette section est dediee a la definition des notations utilisees tout au long de ce me-
moire. Certaines notations tres specifiques ne sont pas mentionnees. Les vecteurs et les 
matrices sont notes en gras. Le produit scalaire entre A et B est note A • B et le produit 
vectoriel est note A x B. 
Lettres grecques majuscules 
r frontiere du domaine Q 
Q domaine spatial etudie 
0 indicateur d'ordre d'une approximation 
Lettres grecques minuscules 
p resistivite electrique ou vecteur de resistivite electrique 
p„ vecteur de resistivite electrique a un instant n donne 
pn(i) resistivite electrique de la cellule / a un instant n donne 
a conductivite electrique 
XV111 
Lettres latines majuscules 
K nombre de colonnes de discretisation laissees a chaque echantillonnage 
M nombre de recepteurs de l'appareil de mesure 
L longueur de la zone d'interet 
N nombre de cellules dans la zone d'interet discretisee 
A matrice de decalage ou de transition 
B matrice d'ajout de fluctuation 
H matrice de sensibilite 
Xi recepteur / 
G„ matrice de gain de Kalman a 1'instant n 
P„ matrice de covariance d'erreur d'estimation du filtre de Kalman 
X vecteur des mesures prises 
Hs matrice de sensibilite statique 
Lettres latines minuscules 
m nombre de lignes de la zone d'interet discretisee 
n designe un instant donne 
x vecteur de mesure 
x„ vecteur de mesure au temps n 
w vecteur de bruit de mesure 
ww vecteur de bruit de mesure au temps n 
u vecteur de fluctuation 










1.1 L'imagerie electrique 
L'imagerie electrique a pour objectif 1'estimation de la distribution spatiale des pro-
prietes electriques associees aux materiaux, a leur etat et a leurs defauts. II existe plusieurs 
types d'imagerie parmi lesquels rimagerie electrique se distingue par sa capacite d'aus-
cultation non-destructive sur des milieux stratiformes (chaussee, sol, infrastructure, etc.). 
La methode d'auscultation utilisee ici consiste a injecter un courant electrique dans l'ob-
jet prospecte au moyen d'une paire d'electrodes. Le champ electrique cree par ce dipole 
d'injection induit une repartition de potentiel a travers la structure etudiee. Des electrodes 
de reception dites passives mesurent les variations de potentiel a differents endroits de 
la structure. Par une procedure d'interpretation, la presence d'heterogeneites est detectee 
grace aux mesures prises. 
La prospection electrique est couramment utilisee en geophysique dans le but de de-
tecter les modifications (variations) dans l'objet prospecte. Les heterogeneites peuvent etre 
associees a des cavites, des variations de la teneur en eau, des fissures, des alterations. Cette 
methode est couramment utilisee car elle est peu couteuse, non invasive, rapide a mettre en 
oeuvre et non-destructive. 
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1.2 Probleme direct et probleme inverse 
En science experimentale, nous cherchons a caracteriser les parametres physiques d'un 
objet en nous basant sur une serie de donnees. L'utilisation des lois physiques permet de 
predire le resultat d'une reponse en fonction d'un modele. Cette operation est appelee/>ra-
bleme direct. V operation contraire, dite probleme inverse, consiste a reconstruire un mo-
dele a partir des reponses mesurees. Par exemple, en tomographie electrique, les mesures 
de voltage prises sur l'objet etudie permettent de deduire la distribution spatiale des resisti-
vites. La difficulte principale en tomographie electrique reside dans le fait que le probleme 
direct est non lineaire, c'est-a-dire la relation entre les voltages mesures et les resistivites 
est non lineaire. Cette non-linearite est due a la repartition du courant electrique qui suit 
les chemins de moindre resistivite et depend done des proprietes de l'objet prospecte. 
Considere comme etant Poperation opposee au probleme direct, le probleme inverse 
est plus difficile a resoudre que le probleme direct. En premier lieu, une serie de donnees 
reelles contient inevitablement des erreurs et ces dernieres affectent l'estimation des pa-
rametres du modele. De plus, le fait qu'un nombre fini de donnees soit disponible pour 
estimer un modele impliquant une infinite de degres de liberte implique que la solution 
du probleme inverse n'est pas unique. Par ailleurs, l'inversion utilise une linearisation du 
probleme direct pour resoudre un probleme non lineaire et mal pose. A cela s'ajoutent 
les erreurs liees a l'echantillonnage. La figure 1.1 schematise la problematique directe et 
inverse. 
1.3 Objectifs de la recherche 
L'auscultation du sol en une ou deux dimensions est utilisee depuis plusieurs decennies 
et apporte generalement des informations tres utiles sur la structure interne de l'objet etu-
die. La methode classique d'auscultation consiste a acquerir les mesures et a les inverser 
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Figure 1.1 - Representation schematique du probleme direct et inverse. 
apres que toute l'acquisition a ete faite. De nouveaux systemes bases sur un reseau d'elec-
trodes capacitives ont vu le jour depuis les annees 1990. Mentionnons les systemes CORIM 
(Iris Instrument, France), OhmMapper (Geometries, USA), MPU (Paris VI, France), CRI 
(BGS, Grande-Bretagne). Ces equipements permettent de mesurer la resistivite electrique 
du sol en continu en excitant le sol a l'aide d'un courant electrique basse frequence (<10 
Khz) et en mesurant la tension developpee suivant un reseau d'electrodes. Le couplage 
avec le sol se fait de maniere capacitive [14, Kuras, 2007]. Ces equipements ont ete deve-
loppes tout particulierement pour l'etude des structures superficielles (chaussees, digues, 
sols, etc.). Pour certaines applications, il peut etre utile d'avoir une imagerie electrique 
du sol a mesure qu'on deplace le systeme, afin de permettre une prise de decision rapide. 
La particularite de la methode utilisee dans le cadre de ce travail reside dans le fait que 
l'inversion se deroule en meme temps que l'acquisition des mesures. En effet, il est prin-
cipalement question d'estimer en temps reel les parametres du modele. Tout d'abord, le 
probleme direct sera resolu en vue d'expliciter le lien entre les mesures et le modele (cal-
cul de la sensibilite). Ensuite, la resolution du probleme inverse par un algorithme recursif 
permettra l'obtention des parametres du modele en temps reel. La structure etudiee sera une 
chaussee que nous allons considerer homogene dans un premier temps, puis stratifiee dans 
4 
un second temps. Par ailleurs, comme le probleme inverse est non lineaire, il est important 
de respecter la geometrie de l'objet etudie de maniere precise et detaillee. Ainsi, la distor-
sion du champ electrique ne sera plus une source d'erreur considerable dans la resolution 
du probleme inverse. Des donnees synthetiques seront utilisees pour tester la fiabilite de 
l'inversion en absence et en presence de bruit de mesure. Finalement, une application sur 
des donnees reelles obtenues avec une configuration de six dipoles de reception permettra 




Ce chapitre est consacre a la presentation du principe de mesure de la resistivite et aux 
equations fondamentales qui regissent la methode de la prospection par courant electrique. 
Quelques modeles de sensibilite des dispositifs electriques de surface seront presentes. 
2.1 Resistivite electrique 
La resistivite electrique, qui se definit comme etant la capacite d'un milieu a s'opposer 
au passage du courant electrique, est le parametre mesure en prospection electrique. La 
resistivite depend de facteurs tels que la mineralogie, la nature du fiuide present dans le sol, 
la saturation, la porosite ou encore la temperature du milieu etudie. La grande variabilite 
de la resistivite d'un materiau a un autre (de 1 Q..m a plusieurs milliers de Q,.m) est un 
atout majeur des methodes electriques de prospection. La figure 2.1 presente la gamme des 
resistivites couramment rencontrees en prospection geophysique tandis que le tableau 2.1 
presente les valeurs de resistivite des materiaux utilises pour la chaussee. 
0.01 0.1 
R*slsflvlt6[Ohm.m] 





Roches eruptive* et 
metamorphiques 
Argiles Sables et gravlers 
] 
Shales Gres et conglomerate 




Figure 2.1 - Gamme des resistivites couramment rencontrees en prospection geophysique. 
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2.2 Equations fondamentales 
Les nouveaux systemes bases sur un reseau d'electrodes capacitives permettent l'aus-
cultation en continu grace a l'utilisation de sources de courant alteraatif a basse frequence. 
On parle de la technique de resistivite capacitive qui est une generalisation des methodes 
d'auscultation dites conventionnelles utilisant le courant continu [14, Kuras, 2007]. Afin 
d'utiliser des methodes de modelisation et d'interpretation conventionnelles utilisant le 
courant continu dans les nouveaux systemes, certaines conditions doivent etre respectees. 
Parmi ces conditions figurent l'utilisation de courant alternatif a basse frequence (pour evi-
ter entre autres l'effet de peau ou effet pelliculaire), le design et la geometrie des senseurs, 
les valeurs de resistivites [15, Kuras et al., 2006]. Si ces conditions sont respectees, le cou-
rant alternatif peut etre approxime par le courant continu. Par exemple, pour des valeurs 
de resistivites superieures a 10 Q.m et pour une distance de separation emetteur-recepteur 
inferieure a 10 metres, la valeur maximale tolerable pour la frequence du courant alternatif 
est 25 kHz [15, Kuras et al., 2006]. La plupart des nouveaux systemes respectent ces condi-
tions, ce qui justifie dans le cadre de ce travail l'utilisation de 1'approximation en courant 
continu. 
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Les methodes electriques permettent la determination de la conductivite electrique a, 
qui se definit selon la hi d'Ohm par la constante de proportionnalite entre le champ elec-
trique E applique en un point du milieu et la densite de courant J. On a ainsi 1'equation 
suivante : 
J = oE. (2.1) 
Le courant electrique / se definit comme le flux du vecteur J a travers une surface S : 
/ = fj-dS. (2.2) 
JS 
Les quatre equations suivantes definissent la formulation de Maxwell pour des champs 
electromagnetiques statiques ou H represente le champ magnetique et B le champ d'in-
duction magetique : 
V x E = 0 (2.3) 
V x H = J (2.4) 
V-J = 0 (2.5) 
V • B = 0. (2.6) 
L'equation (2.3) implique qu'il existe une fonction potentiel V, en vertu du theoreme de 
Stokes, telle que 
E = - VV. (2.7) 
En combinant les equations (2.5 et 2.7) et la hi d'Ohm (equation 2.1) on obtient: 
V - ( o V F ) = 0 . (2.8) 
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Pour un milieu homogene, l'equation (2.8) se simplifie et devient l'equation de Laplace 
qui se definit comme suit: 
V2 V = 0. (2.9) 
L'equation (2.8) est valable dans un milieu en absence de sources de courant. En presence 
d'une source ponctuelle de courant d'intensite / au point rs, on a 
V-J = V- (oVr) = - / 8 ( r - r J ) , (2.10) 
qui est l'equation de Poisson, avec 6 la distribution de Dirac a trois dimensions et r la 
position d'un point quelconque de l'espace. 
2.3 Sensibilite des dispositifs electriques de surface 
En prospection electrique, la sensibilite se definit comme la variation de la reponse 
mesuree (une difference de potentiel) causee par une variation de resistivite locale du mi-
lieu prospecte. Cette sensibilite depend de la configuration geometrique du dispositif de 
mesure utilise et des proprietes electriques du milieu prospecte. La connaissance de la sen-
sibilite permet non seulement de determiner la profondeur d'investigation mais aussi de 
resoudre les problemes direct et inverse. La figure 2.2 montre les lignes de courant entre 
deux electrodes placees a la surface d'un milieu homogene. Le tableau 2.3 montre la den-
site du courant (en pourcentage) selon les lignes de courant de la figure 2.2 (les lignes sont 
numerotees de 1 a 6 en partant de la surface). On voit que la densite de courant est plus 
forte en surface qu'en profondeur. Les schemas de la figure 2.3 et le tableau 2.3 permettent 
de voir qu'environ 50 % du courant circule a une profondeur inferieure a la separation 
des electrodes. Pour augmenter la profondeur de penetration du courant, il faut augmen-
ter l'ecartement des electrodes. Pour un milieu heterogene, le courant suit les chemins de 
moindres resistivites et sa circulation n'est done pas uniforme et predeterminee. 
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Tableau 2.2 - Densite de courant en fonction de la profondeur. 














II existe plusieurs dispositifs de mesure qui different selon leur configuration spatiale et 
le nombre d'electrodes utilisees. Les dispositifs de mesure les plus utilises sont le dispositif 
Wenner, le dispositif Wenner-Schlumberger et le dispositif dipole-dipole. La figure 2.4 
montre le profil de sensibilite de chacun de ces dispositifs ainsi que leurs configurations 
spatiales. Pour chaque dispositif, il est possible d'evaluer analytiquement les sensibilites 
pour un milieu homogene [8, Loke and Barker, 1995]. Pour un milieu non homogene ou 
a geometrie plus complexe, une evaluation numerique des valeurs de sensibilite, ou les 
derivees sont obtenues par differences finies par exemple, peut etre utilisee [7, Spitzer, 
1998]. 
2.4 Acquisition des mesures 
II existe plusieurs techniques d'acquisition des mesures en prospection electrique. A ces 
differentes techniques correspondent differents systemes de mesures, tels que les systemes 
a multi-electrodes statiques (SYSCAL PRO) et les systemes a multi-electrodes mobiles 
par couplage capacitif (OhmMapper). Une mesure represente une difference de potentiel 
entre deux electrodes. Dans notre cas, la technique d'acquisition utilisee consiste a depla-
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Figure 2.4 - Sensibilite des dispositifs electriques de surface. 
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cer un dispositif a ecartement constant (trainee electrique). Une paire d'electrodes, dites 
d'injection, envoient le courant electrique dans le sol, et plusieurs paires d'electrodes pas-
sives, dites de reception, permettent Pacquisition des mesures de tension. Les mesures sont 
particulierement sensibles aux variations de la resistivite dans le sol. Dans notre cas, une 
mesure represente la variation de la difference de potentiel observee entre deux electrodes 
lorsque la distribution de resistivite change. La sensibilite est le rapport de la variation de 
la difference de potentiel a la variation de la resistivite en un point du sol. La difference de 
potentiel mesuree, qui depend de la disposition des electrodes et de la resistivite electrique 
du milieu etudie, est proportionnelle a l'intensite du courant injecte. II est alors possible 
de deduire une repartition spatiale de la resistivite en se basant sur les mesures de poten-
tiel. Pour un milieu homogene et isotrope, la resistivite mesuree correspond a la resistivite 
vraie du materiau, ce qui n'est pas le cas pour les milieux stratifies. Pour un milieu hete-
rogene, nous faisons appel au concept de resistivite apparente. La resistivite apparente est 
la resistivite que devrait avoir un terrain homogene pour donner les memes reponses que 
celles obtenues pour un milieu heterogene. Cette valeur n'a pas de sens physique propre, 
puisqu'elle depend de la geometrie du dispositif de mesure utilise, combinee a la reparti-
tion spatiale des resistivites dans le sous-sol heterogene [17, Nely, 1989]. En pratique, on 
utilise deux electrodes d'emission de courant, A et B, ainsi que deux electrodes de mesure 
du potentiel, M et N, et on mesure la difference de potentiel V entre M et N due a Taction 
conjuguee de A et de B (figure 2.5). La difference de potentiel V est obtenue en resolvant 
l'equation de Laplace (2.9) dans un systeme de coordonnees spheriques en supposant une 
source de courant ponctuelle emettant un courant / au sein d'un espace infini homogene et 
isotrope. La symetrie implique alors que le potentiel V ne depend que de la distance r entre 
le point observe et la source de courant. L'equation de Laplace prend done la forme 
^ f H O . (ZU) 
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La resolution de l'equation (2.11) conduit a l'expression du potentiel engendre par une 
source pontuelle de courant: 
r(r) = Z- (2.12) 
Le facteur p est la resistivite du materiau dans lequel sont situes la source et le recepteur. 
Lorsqu'on effectue les mesures sur le terrain, le courant se propage alors dans un espace 
semi-infini. L'equation (2.12) devient alors : 
V(r) = £r. p.,3) 
Done, a partir de / connu et V observe, on peut deduire la resistivite exacte du milieu ho-
mogene. Lorsque le terrain n'est pas electriquement homogene, les equipotentielles et les 
lignes de courant sont deformees, leur repartition est alteree. V et I sont toujours mesu-
rables. Dans ce cas, le facteur obtenu n'est plus la resistivite exacte p caracteristique des 
formations traversees par le courant, mais plutot la resistivite apparente que Ton definit 
par: 
2TirV(r) 
Pa= j 1 1 - (2.14) 
Dans le cas illustre par la figure 2.5, l'expression du potentiel est donnee par : 
De l'equation 2.15, on obtient l'expression de la resistivite apparente : 
9„=K^, (2.16) 
ou la Constance K est appelee le facteur geometrique de la configuration utilisee et est egale 
a: 
2K 
J S : =
r ^ L _ J _ _ J _ . J_V (
2-17> 
\AM BM AN~t~ BN) 
Par exemple, pour un dispositif de Wenner represente par un quadripole avec une distance 
identique a entre les electrodes, le facteur geometrique est donne par 
K = 2%a. (2.18) 
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Figure 2.5 - Difference de potentiel entre MN pour un quadripole quelconque. A,B : elec-
trodes d'injection de courant. M,N : electrodes de mesure de V. 
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CHAPITRE 3 
RESOLUTION DU PROBLEME 
DIRECT 
3.1 Structure de la chaussee et de l'appareil de mesure 
L'objet principal de notre etude etant les materiaux stratifies, nous prendrons le cas 
d'une chaussee comme cible d'application. Comme le montre la figure 3.1, une chaussee 
urbaine mixte est composee de trois parties : 
- L'asphalte : il s'agit de la partie superieure, c'est la couche faite principalement de 
birume et de granulats; 
- Le beton : une partie intermediate qui rend la chaussee resistante aux charges; 
- La fondation: il s'agit d'un melange de roches et de sable qui facilite les ecoulements 
souterrains et qui sert de support a la dalle. 
Un appareil de mesure typique est compose de trois parties essentielles : 
- Le module d'acquisition : il permet d'effectuer les operations necessaires a l'acqui-
sition des mesures. 
- Les transmetteurs : il s'agit d'electrodes qui injectent un courant electrique dans la 
chaussee. 
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Figure 3.1 - Coupe transversale de la chaussee. 
- Les recepteurs : ils mesurent des voltages induits par le courant. 
Actuellement, il existe plusieurs systemes de mesure. Ceux qui fonctionnent en continu 
utilisent le couplage capacitif, par exemple le OhmMapper de Geometries (figure 3.2), en 
configuration dipole-dipole en ligne ou le CORIM (Continuous Resistivity Imaging; figure 
3.3) et le MPU (Multi-Poles Urbain; figure 3.4) qui utilisent une configuration dipole-
dipole en equatoriale. 
Comme le montre la figure 3.5, l'appareil de mesure simule ici comporte un trans-
metteur et un certain nombre de recepteurs qui sont des dipoles en ligne. Dans notre cas, 
on choisit le nombre de recepteurs a six. L'appareil de mesure a une longueur de quatre 
metres (dans le sens du deplacement), et la distance entre deux electrodes consecutives est 
0.5 metre. La zone d'interet (zone d'investigation) est prise a six metres de long. Elle in-
clut la longueur totale du dispositif, plus une zone tampon de un metre de part et d'autre du 
dispositif. La profondeur d'investigation est de l'ordre de 0.8 metre (20 % de la longueur 
totale) auquel on ajoute un niveau de 0.4 metre pour lequel la sensibilite est encore non-
negligeable. La profondeur d'investigation depend principalement de la separation entre 
les electrodes les plus externes du systeme dipole-dipole et de la sensibilite du dispositif. 
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Figure 3.2 — Presentation physique du OhmMapper. 
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Figure 3.3 - Presentation physique du CORIM. 
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Figure 3.4 - Presentation physique du MPU. 
Source de courant 
je. 
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Figure 3.5 - Specifications de l'appareil de mesure. 
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3.2 Discretisation de la zone d'interet 
Considerons la surface couverte par l'appareil de mesure. Le volume situe en-dessous 
de cette surface constitue la zone d'interet pour laquelle on veut determiner les resistivites. 
La discretisation consiste a diviser la zone d'interet en elements parallelepipediques de 
memes dimensions que nous designons par cellules. II s'agit d'un partitionnement vertical 
et horizontal de la zone d'interet. 
La vitesse du vehicule pouvant varier au cours du temps, il est a noter que la frequence 
d'echantillonnage varie en fonction de la vitesse du vehicule de telle sorte que la distance 
entre deux points de mesure consecutifs par un meme recepteur reste constante et egale a 
AX = 0.5 metre. Cette distance AX est partitionnee en K = 2 colonnes de meme dimension 
^ = 0.25 metre de sorte qu'entre deux echantillonnages consecutifs, le vehicule laisse 
derriere lui K colonnes de la zone d'interet. L'appareil de mesure dispose de M= 6 capteurs 
de mesure (recepteurs). 
La discretisation verticale consiste a diviser la profondeur de la zone d'interet en m 
couches de meme largeur AZ = 0.20 metre pour que la profondeur totale soit m • AZ = 1.2 
metre avec m = 6. 
La zone d'interet est alors divisee en cellules de dimensions AX x AZ. SoitZ = 6 metres 
la longueur horizontale de la zone d'interet. L est choisie de maniere qu'elle soit un mul-
tiple de AX. Une modelisation 2D permet de considerer les cellules comme des elements 
rectangulaires. Le nombre de cellules presentes dans une zone d'interet 2D (surfacique) 
estN= j^-K-m= 144, ce qui correspond au nombre de resistivites a estimer a chaque 
echantillonnage. La figure 3.6 montre la discretisation de la zone d'interet. 
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Source de courant 
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Figure 3.6 - Discretisation de la zone d'interet. 
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3.3 Equations du systeme 
Considerons ce qui se passe entre deux echantillonnages consecutifs. Comme le montre 
la figure 3.7, la nouvelle zone d'interet garde les memes dimensions que l'ancienne et la 
chevauche. Notons Sj, pour / allant de 1 aN+Km , les variations de resistivite telles qu'on 
a au temps n 
Si = Ap„(/) pour i e [1; N] 
et au temps n + 1 
St = Ap„+1 (/ - Km) pour / e [Km + 1; N+Km] 
(3.1) 
(3.2) 
On a les variations de resistivites les plus anciennes (S\, S2,..., SKM) qui sortent de la zone 
d'interet et qui ne sont rien d'autre que les variations de resistivites Ap„(l), Ap„(2), ..., 
Apn(Km) au temps n, et de nouvelles variations de resistivite (SV+i, 5V+2, •••, S^+Km) 
entrent dans la zone d'interet et qui sont les variations de resistivites Ap„+i (N — Km +1) , 
Ap„+i(iV — Km+ 2), ..., Apn+\(N) au temps n+ 1. Comme le deplacement du vehicule 
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provoque un decalage des cellules dans la zone d'interet, alors a un instant n donne, les 
variations de resistivites Ap„+i(l), Ap„+i(2), ..., Apn+\(N — Km) au temps n+ 1 sont 
egales aux variations de resistivites Apn(Km + 1), Apn(Km + 2), ..., Apn(N) au temps n. 
On peut considerer qu'entre deux echantillonnages consecutifs, les variations de resistivite 
en amont qui ne peuvent etre obtenues par decalage seront modelisees avec Apn+1(k) — 
aApn(k)+un(k+Km—N), ou\a\ < 1 Qtun(k+Km—N) designeunefluctuationaleatoire. 
Si \a\ —> 1 alors Ap„+1 (k) et Apn(k) sont fortement correles, et si \a\ —> 0 alors Apw+1 (k) 
et Apn(k) sont faiblement correles. A un instant n donne, on ecrira 
ApM+1=AAp„ + Bu„, (3.3) 
ou A represente une matrice de decalage de dimensions N x N, B une matrice de dimen-
sions N x Km qui permet d'ajouter une fluctuation additive aux variations de resistivite qui 
ne peuvent etre obtenues par decalage, Apw est le vecteur iV x 1 des variations de resistivites 
au temps n, u„ = {un{\),un(2), • • •,un{Km))
T est le vecteur de fluctuations additives cau-
sees par les resistivites entrantes. u„ est modelise par un bruit blanc gaussien de moyenne 
nulle et de matrice de covariance Q„ : u„ ~ iV(0,Q„). La variance de u„ est fonction du 
temps. Chaque nouveau vecteur de fluctuations u„ est non correle avec les precedents : 
£[u«u[] = < 
Qn si n = k , 
(3.4) 
0 si n ^ k . 
Notons egalement que la valeur d'initialisation Apo et les valeurs u* pour i = 1,2,...,/? 
sont mutuellement independantes. La figure 3.8 montre de maniere schematique ce que 
modelise l'equation (3.3). 
Dans le but de construire les matrices A et B, considerons une zone d'interet de taille 
plus petite en vue d'avoir un apercu explicite de ces matrices. La figure 3.9 presente un 
deplacement unitaire de la zone d'interet simplifiee. On peut toujours ecrire 
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Figure 3.7 - Modelisation d'un deplacement unitaire. K = 2 et m = 4. Tx designe le trans-
metteur. Xi designe le recepteur i. 
Sens de deplacement 
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Apn + 1 = AApn + Bun 
Figure 3.8 - Representation schematique d'un deplacement unitaire. 
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Figure 3.9 - Deplacement unitaire simplifie. 
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( \ Ap„(2) 
Ap„(3) 
\ aApn(3)+un J 
I 
\ 
0 1 0 
0 0 1 
0 0 a 
X ^ ( 1 ) ^ ( *\ 
Apw(2) 




V 1 / 
ou la variation de resistivite entrante £4 = Ap„+1 (3) est donnee par Apw+1 (3) = a Apw(3) + 
u„, ou a est un parametre ajustable. On peut done ecrire qu'au temps n, 
Ap„+ 1=AAp„ + Bw„, 
ou 
B 
0 1 0 N 
0 0 1 
0 0 a 
U\ 
0 
v 1 / 
et 
w« = Apw+1(3)-aAp„(3). 
Nous dirons que le processus stochastique Apw, n EN, est stable si Var(Apn(3)) < °° 
quel que soit n > 0. La stabilite du processus depend de la valeur du parametre a. Afin de 
determiner les valeurs de a qui assurent la stabilite du processus, calculons la variance de 
Ap„+1 (3). Tout d'abord, notons que 
2?[Ap„+1(3)] = fl£[ApB(3)]+£[«„], 
= a£[Ap„(3)]. 
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On a done 





ou nous avons utilise la relation E[un Apw(3)] = 0, qui est obtenue du fait que Apn ne 
depend que de {Ap0, UQ, U\ ,..., un-\} et est independant de u„. Posons Zn = var(Apw(3)) et 
var(un) = VQ. On a, Zn+\ =a
2Z„ + VQ. Pour n = 1,2, on a : 
Zi = <32Z0 + Fo, 
Z2 = «
2(a2Z0 + Fo) + F0, 
= (o2)2Zo + F 0 ( l + a
2 ) . 
A un instant n quelconque, on voit que 
Zn = (a
2)nZ0 + V0(l+a
2 + ... + (a2y-1), 
(a2\n— 1 
= (a2yz0 + VoC^—±), aL — 1 
si a ^ 1. Si \a\ > 1, Z„ —>• °o quand « —> °°. Si |a| < 1, Z„ —> VQ J^ quand n —> <*>. 
Si \a\ = 1, on a Z„ = Zo + VQ{H — 1) et done Z„ —> °° quand n —> °°. En conclusion, la 
stabilite du processus est assuree par \a\ < 1 et dans ce cas, Zn —>• Z* quand n -—>• °o ou 
Z* = y-^j ou encore var(Ap„(3)) ~ y ^ quand n —> <». Par ailleurs, |a| —> 1 implique 
que les variations de resistivites Ap„+1 (3) et Apw(3) sont fortement correlees et \a\ —• 0 
implique qu'elles sont faiblement correlees. 
Une generalisation de la zone d'interet simplifiee nous permet d'ecrire 1'equation sui-
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Une mesure au niveau d'un dipole de reception a un instant donne est une variation de 
la difference de potentiel a ses bornes par rapport a une difference de potentiel obtenue 
aux bornes du meme recepteur pour une distribution spatiale de resistivites donnee po = Mp 
ou jUp est la moyenne de la distribution spatiale de resistivites. II existe une relation qui 
lie les mesures x„ au temps n aux variations de resistivites Ap„ au temps n. Cette relation 
decoule de Fequation de Poisson et n'est pas lineaire. La linearisation de cette relation est 
representee avec une matrice de sensibilite H. On a done 
x„ = HAp„ + w„, (3.5) 
ou H est une matrice de sensibilite de dimensions MxN etw„ est un vecteur contenant les 
erreurs de mesure au temps n. Cette matrice depend principalement du nombre d'emetteurs 
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et de recepteurs ainsi que de leur disposition spatiale. Cette matrice depend aussi du temps, 
mais nous la supposons constante dans le cadre de ce travail de recherche. Le vecteur x„ = 
(x„( 1) ,x„(2), • • • ,x„(M))T contient les mesures au temps n, w„ = (w„( 1), w„(2), • • •, w„(M))T 
est un vecteur de bruit blanc gaussien de moyenne nulle et de matrice de covariance Cn au 
temps n (ww ~ N(0, C„)) qui contient les erreurs de mesure sur xn. En general, la variance 
de w„ peut etre fonction du temps, mais dans ce memoire nous la supposons constante. 
Chaque nouveau vecteur de bruit de mesure est suppose non correle avec les precedents : 
\C„ si n = k , 
£[w„w[] = <̂  (3.6) 
I 0 si n 7̂  k. 
En resume, a un intant n donne, on peut ecrire le systeme d'equations suivant qui re-
presente la modelisation mathematique du systeme : 
xw = HAp„ + ww, 
(3.7) 
^Ap„+1=AAp„ + Bu„, 
avec 
- x„ : vecteur de mesures au temps n. 
- Apw : vecteur de variation des resistivites au temps n. 
- w„ : vecteur de bruit de mesure au temps n. 
- u„ : vecteur de fluctuation au temps n. 
- A : matrice de decalage ou de transition. 
- B : matrice d'ajout de fluctuation. 
- H : matrice de sensibilite. 
Nous supposons que Apo, w,- et uy- sont mutuellement independants pour tout (/,_/) et que 
Apo suit une loi normale telle que Apo ~ N(ju\p,c\ ) ou ju^p = is [Ap] et o\ = Var'(Ap). 
Une representation schematique du systeme sous forme de boucle s'illustre comme 
suit a la figure 3.10. Cette figure indique d'une part la relation qui lie les variations de 
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resistivites au temps k+1 aux variations de resistivites et increments au temps k, et d'autre 
part la relation qui lie les variations de resistivites aux mesures au temps k. Les increments 
(fluctuations) u# constituent un bruit d'excitation du systeme. 
1 — 1 ^ A P ' - < 
B * @ 
, Ap. 1 1 
Z-'l * f — * - » H 
A * 1 
I 
w. 
Figure 3.10 - Modelisation schematique du systeme. 
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3.4 Recherche de la matrice de sensibilite avec un reseau 
de resistances 
La matrice de sensibilite globale H est obtenue a partir des matrices de sensibilite de 
chacun des recepteurs XI, X2,..., X6 de l'equipement de mesure choisi. Nous supposerons, 
dans un premier temps, une sous-sol homogene dont la valeur de resistivite est 100 Q.m. 
Dans un second temps, nous supposerons un modele de chaussee stratifie dont les valeurs 
de resistivite de l'asphalte, du beton et de la fondation sont respectivement 1000 Q.m, 300 
Q.m et 50 Q.m. Ces valeurs de resistivite pour l'asphalte, le beton et la fondation ont ete 
choisies car elles se rapprochent des valeurs de resistivite qu'on observe au niveau d'une 
chaussee urbaine. Les valeurs d'epaisseur de l'asphalte, du beton et de la fondation sont 
respectivement 0.1 metre, 0.2 metre et 0.9 metre. Que ce soit pour un milieu homogene 
ou pour un milieu stratifie, les techniques d'estimation de la sensibilite avec un reseau de 
resistances restent les memes. L'intensite du courant utilise au niveau du transmetteur est 
10 mA. 
II existe plusieurs approches au calcul de la sensibilite. Ces approches se distinguent 
les unes des autres dans leurs facons de modeliser les derivees dans l'equation de Poisson. 
Les differences finies et les elements finis sont les methodes les plus utilisees dans la mo-
deration des derivees dans l'equation de Poisson. L'approche de calcul de sensibilite que 
nous utiliserons ici consiste a modeliser la chaussee par un reseau de resistances, comme 
le montre la figure 3.11, et a utiliser la loi des noeuds [4, Real-Paul Bouchard, Guy Olivier] 
pour calculer le potentiel de chaque nceud du reseau. On defmit un nceud principal comme 
etant un nceud commun a au moins trois resistances. Un des noeuds principaux est consi-
dere comme nceud de reference (relie a la masse) et son potentiel est mis a zero. Pour un 
reseau de Q noeuds principaux, la forme matricielle de la loi de noeuds s'ecrit G V = I et 
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est definie par 
+(J I , I -G\,2 
-<J2,1 +<J2,2 -GI,Q V2 
\ ~GQ,I -Gt Q,2 
h 
GQ,Q ) \VQ) \ I Q ) 
ou 
Gjj = somme des conductances reliees au nceud /. 
Gjj = somme des conductances communes aux noeuds /' et j . On conclut que Gjj = 
Ii = somme algebrique des sources de courant reliees au nceud i. La valeur de la 
source de courant est positive si le courant circule de la source vers le nceud; elle est 
negative autrement. 
Dans notre cas (figures 3.11 et 3.12), chaque resistance Rjj est convertie en conductance 
Cjj telle que Ctj = ^ - . Les nceuds concernes par le calcul de potentiel sont les noeuds 
principaux. Selon notre approche et pour une zone d'interet m x L (figure 3.6), le nombre 
de noeuds principaux pour lesquels il faut calculer les potentiels est 
NV=(m-l)(L+l) + (L-l) + (L-2). 
La matrice de conductance G est obtenue par revaluation de chaque element G/j basee 
sur notre modele de reseau. Pour / allant de 1 a NV, on remplit la diagonale superieure de 
G grace a: 
f 
Q,\ + Q+i,i + Q+1,2 + Q-L,2 si k = 0 , 
-Ci+1,1 sik= 1 , 
-Q-L,2 si k = L + 1 , 
0 pour les autres valeurs possibles de k. 
Gij+k = < (3.8) 
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La matrice G etant symetrique, sa diagonale inferieure s'obtient facilement une fois la dia-
gonale superieure remplie. Le vecteur de voltage V est obtenu par V = G~! I. La resolution 
des potentiels aux nceuds du reseau nous donne la mesure de chaque recepteur selon une 
distribution de resistivite donnee. La figure 3.13 montre la repartition de potentiel obtenue 
avec l'outils pdetool de MatLab (figure 3.13(a)) en comparaison avec celle obtenue avec 
le reseau de resistances (figure 3.13(b)). Les repartitions et les valeurs de potentiel dans 
les deux cas sont tres semblables, ce qui demontre que la modelisation par un reseau de 
resistances est a premiere vue une approche consistante. On a ainsi un modele direct a 
partir duquel nous pouvons generer des mesures synthetiques. La figure 3.12 montre une 
ebauche de la modelisation par un reseau de resistances de la zone d'interet du systeme 
de mesure choisi. Avec le modele direct obtenu, plusieurs approches seront utilisees pour 
estimer la matrice de sensibilite. II s'agit de la methode des perturbations, de la methode 
de regression lineaire, de la methode d'extrapolation de Richardson et de la methode des 
moindres carres. 
Figure 3.11 - Reseau de resistances et numerotation. 
Le reseau de resistances utilise suppose que chaque cellule de base de notre discreti-
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Source de courant 
XI X2 X3 X4 X5 X6 
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Figure 3.12 - Reseau de resistances applique a notre discretisation. 
sation est representee par deux resistances : une verticale et une horizontale. La valeur de 
chacune de ces resistances depend de la geometrie ainsi que de la valeur de resistivite de la 
cellule de base. Pour une cellule de base de resistivite p, soient Lx, Lz et e respectivement 
sa dimension horizontale (dans le sens du deplacement), sa dimension verticale (dimen-
sion en profondeur) et son epaisseur. La resistance horizontale Rh de la cellule de base est 
donnee par 
U 
Rh = p eLz 
(3.9) 
et sa resistance verticale Rv est donnee par 
RV = P £LX 
(3.10) 
La modelisation 2D suppose que le courant circule dans un plan et dans un tel cas il est 
preferable de choisir e petit. Dans notre cas, la valeur de e est 0.02 metre. Pour une cellule 
de base carree, les deux resistances ont la meme valeur. A travers une cellule de base, le 
courant circule verticalement et horizontalement. La recherche d'une meilleure precision 
au niveau des voltages aux nceuds et par consequent d'un meilleur estime de la sensibilite 
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ir.gue.ur (metre) 
(a) Repartition de potentiel obtenue avec pdetool de Matlab. 
O . O 
i r iguaur (metre) 
(b) Repartition de potentiel obtenue avec le reseau de resistances. 
Figure 3.13 - Repartition de potentiel avec pdetool et avec le reseau de resistances. Distri-
bution homogene de resistivite de valeur 100 Q,.m. L'intensite du courant est / = 100 mA 
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Cellule de base Cellule raffinee 
Figure 3.14- Reseau de resistances applique a notre discretisation avec raffinement 4x4. 
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nous amene a representer une cellule de base par 16 sous-cellules de meme resistivite 
que la cellule de base, soit 32 resistances. Parmi les 32 resistances, toutes celles qui sont 
horizontales ont la meme valeur, tandis que toutes celles qui sont verticales ont la meme 
valeur. Dans une sous-cellule, les calculs de la resistance horizontale et de la resistance 
verticale utilisent les memes formules que dans le cas d'une cellule de base; seules les 
dimensions horizontale et verticale changent. L'utilisation de sous-cellules implique que 
la circulation du courant a travers une cellule de base n'est pas seulement horizontale et 
verticale, mais bien multi-directionnelle, ce qui se rapproche un peu plus de la realite. La 
figure 3.14 illustre cette nouvelle approche, dite de raffinement, pour le calcul des voltages. 
Une autre approche consiste a utiliser des cellules de taille plus petite (discretisation fine). 
Cette derniere approche augmente le nombre de cellules de base de la discretisation et par 
consequent le nombre de resistivites a estimer dans la resolution du probleme inverse. 
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3.4.1 Methode des perturbations 
La methode des perturbations consiste a faire varier positivement et negativement la 
resistivite d'une cellule a la fois avec un taux de perturbation h et a utiliser une difference 
centree pour calculer la sensibilite de cette cellule par rapport a un dipole de reception 
donne. On a ainsi pour un dipole de reception i donne, et pour une resistivite situee a 
la position vectorielle j , la sensibilite correspondante est donnee par H(z',y) = -^iL ou 
x(z) = A(AV)(i) et Ap(y) = (1 + h)p(J) - (1 - h)p(J) = 2hp(J). L'application de cette 
methode de resolution nous donne la matrice de sensibilite du recepteurX4 a la figure 3.15 
et ce, en utilisant l'approche de raffmement qui remplace une cellule de base par 16 sous-
cellules. La valeur du taux de perturbation choisie ici est h — 0.05. La figure 3.16 presente 
le meme resultat en utilisant des cellules de tailles quatre fois plus petites (discretisation 
fine) et l'approche de raffmement. 
-i -p L i . i . . . ~,^,m„,^-,—L___ a^ „ L- ,—, ~- 1- , , —.t——i.,-^~...I„••.....• • »•...i~ A , ,»,..•:,.,'n„, i„M, »,,„. «,„ t,•,I 
' O 1 -2. 3 4 S S 
longueur (en metre) 
Figure 3.15 - Sensibilite du recepteur X4 par la methode des perturbations (raffmement). 
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S e n s i b i l i t y d e X 4 
fSPw 
l o n g u e u r ( e n m ^ t r e ) 
Figure 3.16 - Sensibilite du recepteur X4 par la methode des perturbations (discretisation 
fine plus raffinement). 
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3.4.2 Methode de regression lineaire 
La methode de regression lineaire est basee sur la linearisation suivante. Soit f(x) une 
fonction derivable en xi. L'estime de la derivee de f(x) en x\ avec une difference centree est 
donneepar: % = / ( x i + / i ) 2 /
( x ' " / ; ) .Par ailleurs, ±£=f(Xl)+h
2^.Enposant^x) = %, 
a = f{x\), x = h2 et b = ^—^p-, on obtient X*) = a+xb qui est un modele de regression 
lineaire ou a est la derivee recherchee. Pour n observations (xi,yi),(x2,y2),---,(xn,yn)> 
on a a = y — bx, b = j 1 ou Sxx = £(x, — x)
2 et 5 ^ = Xj^x, — x). Dans notre cas, -^ 
represente une valeur estimee de la sensibilite avec la methode des perturbations pour un 
taux de perturbation h. 
La methode des perturbations a ete utilisee pour obtenir plusieurs observations. Les 
taux de perturbation utilises sont J? pour n = 1,2, ...,4. L'estime de la sensibilite obtenu, 
par utilisation de la regression lineaire sur ces observations, est plus precis. Le resultat 
obtenu avec cette methode en utilisant l'approche de raffinement, et ce, pour le recepteur 
X4 est montre a la figure 3.17. En utilisant la meme methode de regression lineaire et une 
discretisation plus fine (quatre cellules a la place d'une) combinee avec le raffinement, on 
obtient la figure 3.18. 
Figure 3.17- Sensibilite du recepteur X4 par la methode de regression (raffinement). 
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l ongueur (en me t re ) 
Figure 3.18 - Sensibilite du recepteur X4 par la methode de regression (discretisation fine 
et raffinement). 
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3.4.3 Methode d'extrapolation de Richardson 
La methode d'extrapolation de Richardson est une methode qui permet d'elever l'ordre 
de Perreur d'estimation de la sensibilite. L'ordre de Perreur d'estimation de la sensibilite 
par la methode des perturbations est deux. Utiliser la methode d'extrapolation pour com-
biner deux estimes par perturbation par exemple, permet d'obtenir une estimation de la 
sensibilite dont l'ordre de Perreur d'estimation est trois. Soit S* la valeur d'une sensibilite 
et S son estimee dont l'ordre de Perreur d'estimation est n. On a S = S* + 0((Ap)w). En 
combinant les deux equations suivantes S(Ap) = S* + C(Ap)" + 6((Ap)"+1) et S(^-) = 
S'*+C(^r)" + 0((Ap)"+1), on obtient une nouvelle estimee Sa de S* telle que 
^ ^ ^ ( | ) : , ( A p ) ^ > + e ( ( A p r l ) 
qui est une estimee dont Perreur d'estimation est d'ordre n + 1. L'application de cette 
methode d'extrapolation permet d'obtenir une matrice de sensibilite dont l'ordre de Perreur 
d'estimation est cinq. Les resultats obtenus en utilisant cette methode combinee avec le 
raffinenient d'une part et la discretisation fine combinee avec le raffinement d'autre part 
sont montres aux figures 3.19 et 3.20. 
Sensibility de X.4 x 10° 
Figure 3.19 - Sensibilite du recepteur X4 par la methode d'extrapolation (raffinement). 
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Sens ib i l i t e d e X.A 
t 
^̂ ^ 
| | | j 
l ongueur (en me t re ) 
Figure 3.20 - Sensibilite du recepteur X4 par la methode d'extrapolation (discretisation 
fine et raffinement). 
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3.4.4 Methode des moindres carres 
La methode des moindres carres consiste a generer des heterogeneites dans la chaus-
see et a utiliser les mesures qui en resultent pour estimer la sensibilite. Afin de generer 
les mesures, nous allons utiliser un bruit blanc gaussien pour modeliser les variations de 
resistivite Ap. Soient x^p, la p-ieme mesure du dipole de reception /, h; la sensibilite du 
dipole de reception / et App la variation de resistivite correspondant a la mesure xup. On a 
xhP — ApJ hj. Pour p mesures obtenues par le recepteur /, on a 
/ 
Xi,2 




v *i,P J V
 ApTp) 
On peut done ecrire, 
ou 
et 
X; = M A p h/ 
/ « . , N 
x,: = 
MA p = 
XL2 
\ XUP J 
/ A p [ ^ 
Ap2
7 
V A P J J 
Soit h„ l'estime de h;- par les moindres carres. On a, 
hi = (MlpMA p)-
1MLx i-
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On procede ainsi pour chaque recepteur i. 
La methode de calcul de la sensibilite retenue est la methode d'extrapolation de Ri-
chardson car elle offre un meilleur controle du bruit de mesure lorsqu'on effectue une re-
construction en presence de bruit de mesure. Elle donne egalement une meilleure symetrie 
de la matrice de sensibilite. 
3.4.5 Resultats de sensibilite pour un milieu stratifie 
Nous presenterons ici les resultats de calcul de sensibilite obtenus pour un milieu stra-
tifie. Le milieu est constitue de trois couches superposees qui represented respectivement 
pour une chaussee mixte l'asphalte, le beton et la fondation. Les valeurs de resistivite uti-
lisees sont 1000 Q.m pour l'asphalte, 300 Q.m pour le beton et 50 Q.m pour la fondation. 
Les valeurs d'epaisseur de l'asphalte, du beton et de la fondation sont respectivement 0.1 
metre, 0.2 metre et 0.9 metre. Comme pour les milieux homogenes, plusieurs techniques 
d'estimation de la sensibilite sont utilisees. Cependant, nous ne presenterons que les re-
sultats de sensibilite obtenus avec la methode d'extrapolation de Richardson. La figure 
3.21 montre la sensibilite du recepteur X4 pour une discretisation dont AZ = 0.10 metre et 
AX = 0.25 metre. La figure 3.22 montre la sensibilite du meme recepteur avec AZ = 0.10 
metre et AX = 0.125 metre. 
Figure 3.21 - Sensibilite du recepteur X4 (discretisation fine en profondeur). 
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S e n s i b i l i t y c le >C4 
l o n g u e u r C«ri m A t t e ) 
Figure 3.22 - Sensibilite du recepteur X4 (discretisation fine en profondeur et en longueur). 
S e n s i b i l i t y dee X-4 
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RESOLUTION DU PROBLEME 
INVERSE 
Ce chapitre est consacre a la resolution du probleme inverse, soit la determination des 
resistivites du sous-sol en utilisant les mesures prises au niveau des recepteurs. Deux me-
thodes seront presentees et comparees : la methode recursive de Kalman et la methode 
statique du maximum a posteriori. La methode recursive de Kalman permet de produire 
une image du sous-sol au fur et a mesure que les donnees sont acquises, alors que la me-
thode statique permet d'obtenir l'image des resistivites seulement a la fin de l'acquisition 
lorsque toutes les donnees sont recueillies. 
4.1 Recurrence de Kalman 
Cette section est consacree a la resolution du systeme d'equations (3.7). II s'agit d'un 
systeme sous-determine puisque le nombre de resistivites a estimer est superieur au nombre 
de mesures prises. Nous allons resoudre le modele en utilisant l'estimation recursive du 
filtre de Kalman. 
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4.1.1 Theoremes et hypotheses 
Avant toute chose, il est important de mentionner deux theoremes importants dans l'eta-
blissement de la preuve des equations de recurrence du filtre de Kalman. II s'agit du theo-
reme de l'estimateur « moyenne conditionnelle » et du principe de l'orthogonalite tires du 
livre de Simon Haykin [2]. 
Theoreme 1 (Estimateur moyenne conditionnelle) Si deux processus stochastiques {xk} 
et {yk} sontconjointementgaussiens, alors I'estimeoptimal xk dexksachanty\,yi,...,yk Qui 
minimise Verreur des moindres carres Jk — E[(xk — xk)
2] est l'estimateur moyenne condi-
tionnelle definipar 
xk = E[xk\yhy2,--- ,yic\-
Theoreme 2 (Principe de l'orthogonalite) Soient deux processus stochastiques {xk} et 
{yk} de moyennes nullespour tout k, c 'est-d-dire 
E[xk\=E\yk]=Q. 
Si lesprocessus {xk} et {yk} sont conjointement gaussiens, ou si I 'estimateur optimal xk est 
restreint a etre une combinaison lineaire des observations yk et que lafonction de cout est 
Verreur des moindres carres, alors I'estime optimal xk de xk sachant les observationsy\, 
yir ••> yh est la projection orthogonale de xk sur I'espace engendre par ces observations. 
Plus precisement, 
E[(xk-xk)yi] = 0 , pouri= 1,2,...,A:. 
Preuve : 
Posons, xk = Xf=i aiyi. On cherche les coefficients a, qui minimisent l'erreur quadra-
tique moyenne (MSE) ouMSE est definiepar MSE = E[(xk — xk)
2]. Si l'MSE est minimale, 
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alors V »̂ MSE = 0 , ce qui implique : 
d j 
^-E[(xk-xk)] = 0, poury '= l ,2 , . . . ,£ 
=> E[(xk-xk)— xk] = 0, pour j= 1,2,...,A: 
=*£[(**-**)>>/] = 0, poury = l ,2, . . . ,£. 
51 
4.1.2 Derivation des equations de recurrence 
On considere les equations du systeme (3.7). La tache consiste a utiliser 1'information 
contenue dans le vecteur de mesure x„ pour mettre a jour l'estime des variations de resis-
tivites inconnues Ap„. Soit Apw , l'estime a priori de Ap„ au temps n. Apw est l'estime de 
Ap„ sachant les mesures anterieures xi, X2, • • •, x„_i. L'estime a posteriori Ap„ peut etre 
obtenu par une combinaison lineaire de l'estime a priori Apw et de la nouvelle mesure x„. 
On a done 
Ap„ = F„Ap„ +G„x„, (4.1) 
ou les matrices F„ et G„ sont a determiner. Apw est par consequent une combinaison lineaire 
des mesures x\, \2, • • •, x„ car Ap„ est obtenu par combinaison lineaire des mesures xj, 
X2, • • •, x„_i. Soit le vecteur d'erreur Ap„ defini par 
Ap„ = Ap„-Ap„. (4.2) 
En utilisant le principe de l'orthogonalite vu au theoreme 2, on a 
£[(Ap„-Ap„)xf]=0, pour /= l , 2 , . . . , / i - 1 . (4.3) 
En rempla9ant l'equation (4.1) dans l'equation precedente, on obtient 
E[(Ap„-¥nAp„ -G„xn)xf}=0, pour / = l , 2 , . . . , / i - 1 . (4.4) 
En substiruant l'equation (3.5) dans l'equation precedente, on obtient finalement 
£ [ (Ap„ -F„Ap~-G l l HAp„-G„w„)x f ]=0 , pour / = 1 ,2 , . . . ,n- l. (4.5) 
Par ailleurs, pour / = 1,2, ...,n— 1, on a, en utilisant l'equation (3.5) 
E[YV„Xi] = ^[w„(HAPi. + W i )





= 0, (4.6) 
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car E[w„ w^] — 0 pour / < n par hypothese et E[wn (HAp,)
r] = 0 car Ap,- ne depend 
que de {Ap0,uo,ui, ...,u;_i} et ww est independant de Ap0 et Uj pour tout j . Ainsi apres 
rearrangement de l'equation (4.5) avec ajout et soustraction du terme F„Apw et en utilisant 
le resultat (4.6), on obtient l'equation 
£ [ ( I -G„H-F„)Ap w xf + F „ ( A p w - A ^ J x f ] = 0 , pour i = 1 ,2 , . . . ,«- I, (4.7) 
ou I designe la matrice identite de dimension N x N. Or a partir du principe de l'orthogo-
nalite on peut ecrire 
E[(Apn-A^~)xf}=0, p o u r i = l , 2 , . . . , / i - l , (4.8) 
et done l'equation (4.7) devient 
£ [ ( I - G w H - F „ ) A p „ x f ] = 0 , pouri = l , 2 , . . . , / i - l . (4.9) 
Par consequent, on a 
( I - G „ H - F „ ) £ [ A p w x f ] = 0 , p o u r / = l , 2 , . . . , « - l . (4.10) 
L'equation (4.10) doit etre satisfaite pour toutes les valeurs possibles de E[Apn xf ], ce qui 
implique 
I - G M H - F „ = 0, (4.11) 
d'ou on obtient 
F„ = I - G „ H . (4.12) 
En substituant l'equation (4.12) dans l'equation (4.1), l'estime a posteriori au temps n 
prend la forme 
AP« = AP« + G „ ( x w - H A p J , (4.13) 
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ou la matrice G„ porte le nom de gain de Kalman. 
II est a present question de trouver l'expression de G„. Soit % l'estime de xn sachant 
les mesures precedentes x\,X2,...,x„-\. On a x„ = E[xn\x\,\2,- •• ,x«-i] et done d'apres 
l'equation (3.5) 
x„ = £[HAp„+w„|xi ,x2 , -" ,x„-i] (4.14) 
= HJE[Ap„|xi,x2,---,x„_i]+£:[w„|xi,X2,---,x„_i] 
= HAp7. (4.15) 








car x„ est une combinaison lineaire de X], X2,..., x„-\. On definit Vinnovation par 
x„ = x„-x„. (4.18) 
Cette innovation est une mesure de rinformation apportee par x„. En substiruant l'equation 
(4.15) dans l'equation (4.18), on obtient 
xn = x„-HAp„ 
= HAp„ + w„-HAp„ 
= HAp;+w„, (4.19) 
ou Apw = Apn — Apn . Par la suite, en faisant la difference entre les equations (4.16) et 
(4.17) et en utilisant la definition (4.18), on obtient 
£[(Ap„-Ap^)xJ]=0. (4.20) 
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En utilisant les equations (3.5) et (4.13), le vecteur d'erreur Ap„ — Ap„ peut s'exprimer 
sous la forme 
Ap„-Ap„ = Ap„-Ap„ -G„(H(Ap„-Ap„)+w„) 
= AP« -G„(HAp„ +w„) 
= (I-GBH)Ap;-G„w„. (4.21) 
En substituant les equations (4.19) et (4.21) dans (4.20), on obtient 
E[((l-GnH)^~ -Gnwn)(HAp~ +wn)
T] = 0. (4.22) 
Comme le bruit de mesure w„ est independant de Apw et de Ap„ et que Apw = Apw — Apw , 
alors w„ est independant de Apw . Ainsi l'equation (4.22) devient 
(I - GnH)E[A^~Ap~
T}KT - G„£[w„wJ] = 0. (4.23) 
On definit la matrice de covariance a priori par 
P " = JB[(Ap„-Ap~J(Apw-Ap~J
r] 
= E[Ip~^~T). (4.24) 
En invoquant les definitions de covariance (3.6) et (4.24), l'equation (4.23) peut etre re-
ecrite sous la forme 
( I -G„H)P;H r -G w C„ = 0. (4.25) 
L'equation precedents nous permet d'avoir l'expression du gain de Kalman G„ qu'on re-
cherche : 
G ^ P - H ^ H P - H ^ + C,,)-1. (4.26) 
Pour completer la procedure de l'estimation recursive, on considere revolution de la 
matrice de covariance P„ de l'erreur d'estimation. Le calcul de cette matrice de covariance 
passe par deux etapes de calcul: 
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1. Connaissant la matrice de covariance P„_i, on calcule la matrice de covariance a 
priori P~. 
2. La matrice de covariance a priori P~ au temps n est definie par l'equation (4.24). 
Sachant P~, on calcule la matrice de covariance a posteriori P„, qui, au temps n, est 
definie par: 




En vue de completer la premiere etape du calcul de la matrice de covariance d'erreur, il faut 
d'abord ecrire Pestime a priori de Ap„ en fonction de l'ancien estime a posteriori Ap„_i. 
On a ainsi: 
Ap„ = E[Apn\xux2,...,x„-\] 
= £:[(AAp„_,+Buw_i)|xi,x2,...,x„_i] 
= AJE[Apw_1|xi,X2,...,x„_i]+B£:[u„_i|xi,X2,...,x„_i] 
= Mpn-i- (4-28) 
Utilisons a present les equations (3.3) et (4.28) pour exprimer l'estimation a priori de 
l'erreur: 
Ap„ = Ap„-Ap„ 
= (AApw_ i + Bu„_ i) - (AAp„_ j) 
= A(Ap„_1-Ap„_1)+Bu„_i 
= AAp^j+Bu^- i . (4.29) 
En remplacant l'equation (4.29) dans l'equation (4.24) et en tenant compte du fait que u„ 
et Apw_j sont independants et de la definition 3.4, on obtient: 
P - = A ^ f e . ^ ^ ^ A ^ + B ^ t u ^ i u J . ^ B 7 ' 
= A P „ _ 1 A
r + B Q „ _ 1 B
r (4.30) 
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ce qui decrit la relation entre P~ et P„-\ et termine la premiere etape du calcul de la matrice 
de covariance de Perreur d'estimation. 
Avant de completer la deuxieme etape du calcul de la matrice de covariance, notons 
que l'equation (4.25) permet d'obtenir l'identite suivante : 
G„C„ = ( I - G „ H ) P ; H r . (4.31) 
Pour completer la deuxieme etape du calcul de la matrice de covariance, substituons 1'ex-
pression de ApH — Apw donnee par (4.21) dans (4.27), en tenant compte du fait que le bruit 
de mesure w„ est independant de l'estime a priori de l'erreur Apw , et aussi en utilisant 
l'identite (4.31). On obtient: 
P„ = £[ ( ( I -G„H)Ap: ; -G w w„)( ( I -G„H)A^;-G„w„)
r ] 
= (I-G„H)i< [Ap^Afj/](I- G„H) r + GnE[wnw
T
n]Gl 
= ( I - G „ H ) P ; ( I - G „ H ) r + GwC„Gj 
= ( I - G „ H ) P ; - ( I - G „ H ) P ; H r G ^ + GMC„G^ 
= ( I -G M H)P; . (4.32) 
Avec les equations (4.28), (4.30), (4.26), (4.13) et (4.32) on est maintenant en mesure 
de resumer les etapes de 1'estimation recursive de Kalman. Tout d'abord, mentionnons 
qu'au temps n = 0, aucune mesure n'est disponible et on initialise dans ce cas avec : 
Ap0=£[Apo]=/iAP> (4.33) 
ou //AP represente la valeur moyenne des variations de resistivites. En general, ^p = 0. 
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4.1.3 Estimation recursive de Kalman 
La matrice de sensibilite etant connue, cette section presente le resume de la methode 
d'estimation recursive de Kalman utilisee pour resoudre le probleme inverse. II s'agit de la 
methode utilisee pour trouver les resistivites du modele a partir des voltages mesures a la 
surface. La modelisation du probleme par un systeme d'equations se presente comme suit: 
x„ = HAp„ + w„, 
AP«+l = AAp„ + Buw, 
ou w„ et u„ ont pour matrice de covariance C„ et Q„ respectivement. Au temps n = 0, 
aucune mesure n'est disponible et on initialise Talgorithme comme suit: 
po = £[po]=//P , 
A^o = £[Ap0]=0, 
P0 = E[(Apo-E[Ap0})(Ap0-E[Ap0})
T}=G2ApI. 
Pour n = 1,2,..., l'algorithme d'estimation recursive se deroule comme suit: 
(i) Prediction : 
Ap„ =AAp„_!; 
(ii) Prediction de la matrice de covariance de Verreur d'estimation : 
p - = A P „ _ 1 A
r + B Q w l B
r ; 
(iii) Matrice du gain de Kalman : 
Gw = P„ H (HP„ H +C„) ; 
(iv) Estimation (correction) : 
£pn = £pn + G w ( x „ - H A p J ; 
P« = Po + Ap„; 
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(v) Mise a jour de la matrice de covariance d'erreur d'estimation : 
P„ = ( I - G „ H ) P „ . 
Pour faire converger le gain de Kalman G„ avant de commencer la resolution du pro-
bleme inverse en utilisant les mesures, les parties (ii), (iii) et (v) de l'algorithme ci-dessus 
sont calculees plusieurs fois independamment des mesures. 
4.2 Inversion statique (non recursive) 
L'inversion statique consiste a recueillir toutes les mesures et a utiliser une methode non 
recursive pour estimer les resistivites. La matrice de sensibilite statique est une matrice qui 
permet de relier les mesures prises et les variations de resistivites, une fois toute les mesures 
prises. Cette matrice est creuse et est obtenue en construisant par des decalages de pas K- m 
une matrice semi-diagonale a partir de la matrice de sensibilite d'une zone d'interet. Cette 
approche de calcul de sensibilite se justifie par le fait que plus un recepteur est situe loin 
d'une variation de resistivite, moins sa mesure est affectee par cette variation de resistivite. 
Soient H et Hs respectivement, la matrice de sensibilite de la zone d'interet et la matrice 
de sensibilite statique. La figure 4.1 montre une representation schematique de la matrice 
Hs. 
Soient Xi,X2,...,x„, les mesures prises, respectivement au temps 1,2,...,«. Soit X le vec-
teur de toutes les mesures. On a, 
x= X2 
et 







De'calage de faille Km = 4 
Figure 4.1 - Representation schematique de Hs 
./""" 
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La resolution de l'equation (4.34) par la methode du maximum a posteriori donne : 
Ap = (Hs
rHs + ^I ) -
1 H s
r X, (4.35) 
ou X est un parametre de reglage. La matrice (Hf Hs + X I) est souvent appelee matrice 
normale et sa regularite est assuree par le parametre X qui doit etre non nul. Le parametre 
X designe le rapport de la variance du bruit de mesure sur la variance des variations de 
resistivites et regie une grande partie du compromis entre 1'information a priori sur les va-
riations de resistivites et Finformation apportee par les mesures. Nous avons choisi X petit 
(de l'ordre de 10~4) pour laisser une grande plage de valeurs aux variations de resistivites 
et ne pas trop restreindre le domaine des solutions vraisemblables. Soit po la valeur de la 
resistivite autour de laquelle on obient l'equation (4.34). On a ainsi, 
p = po + Ap. (4.36) 
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CHAPITRE 5 
PRESENTATION DES RESULTATS 
Ce chapitre est consacree a la presentation des resultats obtenus par la resolution du 
probleme inverse. Les donnees utilisees sont d'une part synthetiques et obtenues par mo-
delisation directe, et d'autre part reelles. Les resultats presentes ont ete obtenus pour des 
milieux homogenes ainsi que des milieux stratifies. La methode d'estimation de la sensi-
bilite utilisee est la methode d'extrapolation de Richardson. Pour les methodes d'inversion 
utilisees, le critere devaluation de l'emcacite de la methode est l'erreur relative (ER) defi-
nie par: 
^ = I | P - P " , 
U P II 
ou p est un vecteur de dimension K • m contenant les valeurs exactes des resistivites qui 
sortent de la zone d'interet entre chaque prise de mesures, tandis que p est un vecteur de 
dimension .£• m contenant les valeurs estimees de ces memes resistivites. La norme utilisee 
est la norme euclidienne. 
Dans ce chapitre, certains termes sont utilises et necessitent un eclaircissement. II existe 
deux echelles de discretisation. La premiere est la taille des cellules de base ayant une resis-
tivite homogene. La seconde, appelee ramnement, est la taille des sous-cellules composant 
une cellule de base (voir figure 3.14). Ainsi, nous avons les definitions suivantes : 
- Raffinement : signifie que l'algorithme utilise remplace chaque cellule de base par 
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des sous-cellules de taille plus petite et de meme resistivite sans augmenter la com-
plexity du probleme inverse. 
- Raffinement 2 x 2 : qualifie l'utilisation de quatre sous-cellules de meme resistivite 
pour une cellule de base. 
- Raffinement 4 x 4 : qualifie l'utilisation de 16 sous-cellules de meme resistivite pour 
une cellule de base. 
- Discretisation fine : designe une subdivision des cellules de base en de nouvelles 
cellules de base. Les nouvelles cellules de base peuvent avoir des valeurs differentes 
de resistivite. 
- Discretisation fine 1 x 2 : designe une discretisation plus fine uniquement dans le 
sens de la profondeur avec de nouvelles cellules de base dont la taille est deux fois 
plus petite. 
- Discretisation fine 2 x 2 : designe une discretisation plus fine dans le sens de la 
profondeur et de la longueur. Les nouvelles cellules de base obtenues sont de taille 
quatre fois plus petite que les cellules de base d'origine. 
5.1 Milieu homogene sans bruit de mesure 
Cette section presente les resultats obtenus pour un milieu homogene en absence de 
bruit de mesure. La valeur de la resistivite pour le milieu est 100 Q.m et les defauts ont 
une resistivite de 150 Q.m. II s'agit ici de voir l'effet des differentes methodes d'inversion 
utilisees, l'effet des techniques de raffinement et de discretisation ainsi que l'effet de la pro-
fondeur d'investigation. Les defauts a la surface de type fissure verticale ont une largeur de 
0.25 metre et une extension verticale de 0.4 metre, tandis que les defauts ou deteriorations 
de grande taille ont une largeur de 0.75 metre et une extension verticale de 0.4 metre. Les 
defauts internes (en profondeur) ont les memes dimensions, sauf qu'ils se siruent a une 
profondeur de 0.4 metre. 
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5.1.1 Resultats obtenus avec le filtre de Kalman 
Pour des defauts presents en surface, les figures 5.1, 5.2 et 5.3 montrent respectivement 
les resultats obtenus sans discretisation fine ni raffinement, avec raffinement 4 x 4 mais 
sans discretisation fine, et les resultats obtenus avec discretisation fine 2 x 2 combinee 
avec raffinement 2 x 2 . Les figures 5.4, 5.5 et 5.6 montrent respectivement les resultats du 
meme modele mais avec des heterogeneites presentes en profondeur. 
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Valeurs reelles des resistivites 
18 24 30 36 
position en x (metre) 
42 48 54 60 
0 
CD 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5 . 1 - Inversion recursive sans discretisation fine ni raffinement pour un modele ho-
mogene (100 Q.m) avec fissures verticales (150 Q.m) de 0.4 metre de hauteur a la surface. 
Dans le graphique du bas, la valeur de Piteration est proportionnelle a la position x des 
colonnes de cellules estimees a chaque pas. 
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"ST 0 
Valeurs reelles des resistivites 
... v;r, 
24 30 36 
position en x (metre) 
200 
I ° P " 







6 12 18 24 30 36 
position en x (metre) 
200 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.2 - Inversion recursive combinee avec le raffinement 4x4 sans discretisation fine 
pour un modele homogene (100 Q..m) avec fissures verticales (150 Q.m) de 0.4 metre de 
hauteur a la surface. Dans le graphique du bas, la valeur de l'iteration est proportionnelle a 
la position x des colonnes de cellules estimees a chaque pas. 
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Valeurs reelles des resistivites 
200 
-§- 0.4 i f i ^ 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
18 24 30 36 
position en x (metre) 
42 48 54 60 




Figure 5.3 - Inversion recursive combinee avec la discretisation fine 2x2 et le raffinement 
2x2 pour un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) de 0.4 metre 
de hauteur a la surface. Dans le graphique du bas, la valeur de Piteration est proportionnelle 
a la position x des colonnes de cellules estimees a chaque pas. 
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Valeurs reelles des resistivites 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
position en x (metre) 
Erreur relative moyenne obtenue 









0 20 40 60 80 100 120 
iteration 
Figure 5.4 - Inversion recursive sans la discretisation fine et sans raffinement pour un 
modele homogene (100 Q..m) avec fissures verticales (150 Q..m) a 0.4 metre de profondeur. 
Dans le graphique du bas, la valeur de Piteration est proportionnelle a la position x des 
colonnes de cellules estimees a chaque pas. 
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i200 
200 
Erreur relative moyenne obtenue 
60 
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Figure 5.5 - Inversion recursive avec le raffinement 4x4 pour un modele homogene (100 
Q.m) avec fissures verticales (150 Q.m) a 0.4 metre de profondeur. Dans le graphique du 
bas, la valeur de l'iteration est proportionnelle a la position x des colonnes de cellules 
estimees a chaque pas. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
60 
Valeurs estimees avec la matrice obtenue par extrapolation 
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position en x (metre) 
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60 
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Figure 5.6 - Inversion recursive avec la discretisation fine combinee avec le raffinement 
2x2 pour un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) a 0.4 metre 
de profondeur. Dans le graphique du bas, la valeur de l'iteration est proportionnelle a la 
position x des colonnes de cellules estimees a chaque pas. 
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5.1.2 Resultats obtenus avec l'inversion statique 
L'inversion statique a ete appliquee sur les reponses des modeles de defauts de sur-
face et de defauts internes. Pour des defauts presents en surface, la figure 5.7 presente les 
resultats obtenus avec un raffinement 4 x 4 tandis que la figure 5.8 montre les resultats ob-
tenus par combinaison de la discretisation fine 2 x 2 avec le raffinement 2 x 2 . L'inversion 
statique n'etant pas le sujet principal de ce travail de memoire, les resultats d'inversion 
statique presentes ici n'egalent pas necessairement les resultats qui auraient pu etre obte-
nus avec un logiciel professionnel tel que Res2DInv. En particulier, de meilleurs resultats 
pourraient etre obtenus si le probleme direct etait modelise avec des elements finis au lieu 
d'un reseau de resistances, et si le probleme d'inversion etait resolu sans recourir a la li-
nearisation. 
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Figure 5.7 - Inversion statique avec le raffinement 4x4 pour un modele homogene (100 
Q..m) avec fissures verticales (150 Q.m) de 0.4 metre de hauteur a la surface. Dans le 
graphique du bas, la valeur de l'iteration est proportionnelle a la position x des colonnes 
de cellules estimees a chaque pas. 
72 
Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
54 60 
~g 0 
Valeurs estimees des resistivites par inversion globale 
E 
im^mmmmmmmm. 
24 30 36 
position en x (metre) 
200 




Figure 5.8 - Inversion statique avec la discretisation fine 2x2 combinee avec le raffinement 
2x2 pour un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) de 0.4 metre 
de hauteur a la surface. Dans le graphique du bas, la valeur de 1'iteration est proportionnelle 
a la position x des colonnes de cellules estimees a chaque pas. 
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5.1.3 Interpretation des resultats 
Les resultats obtenus avec le filtre de Kalman en absence de bruit permettent clairement 
d'identifier les defauts presents en surface et en profondeur et ce du point de vue position 
et dimensions des defauts. Les figures 5.1, 5.2 et 5.3 montrent une legere trainee avant 
l'apparition d'un defaut. Cela s'explique par le fait que les resistivites estimees, qui sortent 
apres 1'entree du defaut dans la zone d'interet, ont ete influencees par 1'apparition du defaut 
et n'ont pas pu etre corrigees avant de sortir de cette zone d'interet. En se basant sur l'erreur 
relative moyenne, les meilleurs resultats sont ceux obtenus en utilisant le raffinement 4 x 4 
(figure 5.2) ou en combinant la discretisation fine 2 x 2 avec le raffinement 2 x 2 (figure 
5.3). Dans ces deux cas, l'erreur relative est plus basse et moins distribute. On observe 
un leger phenomene de lissage au niveau du resultat utilisant la discretisation fine 2 x 2 
combinee avec le raffinement 2 x 2 (figure 5.3). Ce lissage est plus visible a cause de la 
petite taille des cellules utilisees. 
L'inversion statique permet aussi de detecter les defauts presents en surface et en pro-
fondeur. Cependant le phenomene de lissage est plus prononce car cette inversion utilise 
toutes les mesures disponibles qui s'influencent mutuellement. En se basant sur l'erreur 
relative moyenne, les resultats obtenus avec l'inversion statique sont meilleurs car leurs 
erreurs relatives moyennes sont plus basses en terme de valeur et moins distributes (figure 
5.7). Par contre, les resultats obtenus avec le filtre de Kalman (figure 5.2) semblent plus 
precis, c'est-a-dire avec un meilleur contraste, que ceux obtenus avec l'inversion statique 
(figure 5.7). 
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5.2 Milieu homogene avec bruit de mesure 
Cette section presente les resultats obtenus pour un milieu homogene en presence de 
bruit de mesure. La valeur de la resistivite pour le milieu est 100 Q.m et les defauts ont 
une resistivite de 150 Q.m. II s'agit ici de voir l'effet de differentes methodes d'inversion 
utilisees, l'effet des techniques de raffinement et de discretisation fine ainsi que l'effet de 
la profondeur d'investigation et du bruit de mesure. Le bruit de mesure utilise est un bruit 
gaussien de moyenne nulle. Ce bruit de mesure est de 10 %, soit un bruit de mesure dont 
l'ecart-type est 10 fois plus petit que l'ecart-type des mesures. Les mesures se comportent 
comme des fluctuations de moyenne nulle. Les defauts a la surface de type fissure ont une 
largeur de 0.25 metre et une extension verticale de 0.4 metre, tandis que les defauts ou 
deteriorations de grande taille ont une largeur de 0.75 metre et une extension verticale de 
0.4 metre. Les defauts internes (en profondeur) ont les memes dimensions, sauf qu'ils se 
situent a une profondeur de 0.4 metre. 
5.2.1 Resultats obtenus avec le filtre de Kalman 
Pour des defauts presents en surface, les figures 5.9, 5.10 et 5.11 montrent respecti-
vement les resultats obtenus sans discretisation fine ni raffinement, avec raffinement 4 x 4 
mais sans discretisation fine et les resultats obtenus avec discretisation fine 2 x 2 combinee 
avec raffinement 2 x 2 . Les figures 5.12, 5.13 et5.14 montrent respectivement les memes 
resultats, mais avec des defauts presents en profondeur. 
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Figure 5.9 - Inversion recursive sans la discretisation fine et sans raffinement avec 10% de 
bruit de mesure pour un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) 
de 0.4 metre de hauteur a la surface. 
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Figure 5.10 - Inversion recursive avec le raffinement 4x4 et 10% de bruit de mesure pour 
un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) de 0.4 metre de hauteur 
a la surface. 
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Figure 5.11 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffi-
nement 2x2 et avec 10% de bruit de mesure pour un modele homogene (100 Q.w) avec 
fissures verticales (150 Q.m) de 0.4 metre de hauteur a la surface. 
78 
Valeurs reelles des resistivites 
200 
100 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.12- Inversion recursive sans la discretisation fine et sans raffinement avec 10% de 
bruit de mesure pour un modele homogene (100 Q.m) avec fissures verticales (150 Q.m) a 
0.4 metre de profondeur. 
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Figure 5.13- Inversion recursive avec le raffinement 4x4 et 10% de bruit de mesure pour un 
modele homogene (100 Q.m) avec fissures verticales (150 Q,.m) a 0.4 metre de profondeur. 
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Figure 5.14 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffi-
nement 2x2 et avec 10% de bruit de mesure pour un modele homogene (100 Q.m) avec 
fissures verticales (150 Q.m) a 0.4 metre de profondeur. 
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5.2.2 Resultats obtenus avec ['inversion statique 
L'inversion statique a permis d'obtenir les resultats suivants. Pour des defauts presents 
en surface, la figure 5.15 presente les resultats obtenus avec un raffinement 4 x 4 , tandis 
que la figure 5.16 montre les resultats obtenus par combinaison de la discretisation fine 
2 x 2 avec le raffinement 2 x 2 . 
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Valeurs estimees des resistivites par inversion globale 
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Figure 5.15 - Inversion statique avec le raffinement 4x4 et 10% de bruit de mesure pour un 
modele homogene (100 Q.m) avec fissures verticales (150 Q.m) de 0.4 metre de hauteur a 
la surface. 
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Figure 5.16- Inversion statique avec la discretisation fine 2x2 combinee avec le raffinement 
2x2 et avec 10% de bruit de mesure pour un modele homogene (100 Q.m) avec fissures 
verticales (150 Q.m) de 0.4 metre de hauteur a la surface. 
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5.2.3 Interpretation des resultats 
En presence d'un bruit de mesure de 10 % les defauts en surface et en profondeur sont 
encore detectables avec la methode du filtre de Kalman, mais avec moins de precision 
du point de vue dimensions des defauts. Du point de vue de l'erreur relative moyenne, 
l'utilisation du raffinement 4 x 4 (figure 5.10) et l'utilisation de la discretisation fine 2 x 2 
combinee avec le raffinement 2 x 2 (figure 5.11) donnent des resultats semblables. Une fois 
encore, le resultat obtenu avec le raffinement 4 x 4 presente un meilleur contraste. 
Par contre, la methode d'inversion statique donne de meilleurs resultats, du point de vue 
de l'erreur relative moyenne, comparativement a la methode du filtre de Kalman. Comme 
le montrent les figures 5.15 et 5.16 l'erreur relative moyenne de l'inversion statique est 
quasi nulle en absence de defauts et moins distribute en presence de defauts ce qui n'est 
pas le cas de l'inversion recursive (figures 5.10 et 5.11) ou meme en absence de defauts 
l'erreur relative moyenne est presente. Ces constats montrent que l'inversion statique a 
un meilleur controle du bruit de mesure, ce qui est du au fait que l'inversion dispose de 
toutes les mesures avant d'effectuer l'inversion. Cependant, l'inversion recursive (figure 
5.10) offre un meilleur contraste (moins de lissage) que l'inversion statique (figure 5.15). 
Des experiences faites avec differents niveaux de bruit de mesure permettent d'affirmer 
que la valeur maximale du bruit de mesure a partir de laquelle les heterogeneites ne sont 
plus detectables par la methode d'inversion recursive est d'environ 25 %. 
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5.3 Milieu stratifie sans bruit de mesure 
Cette section est consacree a la presentation des resultats dans le cas d'un milieu stra-
tifie. Le milieu stratifie utilise est compose de trois couches surperposees qui representent 
respectivement l'asphalte, le beton et la fondation. Les couches presentent des defauts. Les 
valeurs de resistivites utilisees sont 1000 Q..m pour l'asphalte, 300 Q.m pour le beton et 50 
Q.m pour la fondation. Les valeurs d'epaisseur de l'asphalte, du beton et de la fondation 
sont respectivement 0.1 metre, 0.2 metre et 0.9 metre. La resistivite des defauts presents est 
1200 Q.m, ce qui correspond a des fissures remplies d'air. Les defauts a la surface de type 
fissure ont une largeur de 0.25 metre et une extension verticale de 0.3 metre, tandis que les 
defauts ou deteriorations de grande taille ont une largeur de 0.75 metre et une extension 
verticale de 0.3 metre. Les defauts internes de type fissure ont une largeur de 0.25 metre et 
une extension verticale de 0.5 metre, alors que les defauts internes de grande taille ont une 
largeur de 0.75 metre et une extension verticale de 0.5 metre. De plus, les defauts internes 
sont situes a une profondeur de 0.1 metre. 
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5.3.1 Resultats obtenus avec le filtre de Kalman 
Les figures 5.17, 5.18, 5.19 presentent respectivement, pour des defauts presents en 
surface (asphalte et beton), les resultats obtenus avec la discretisation fine 1 x 2, la dis-
cretisation fine 2 x 2 et la discretisation fine 2 x 2 combinee avec le raffinement 2 x 2 . 
Les figures 5.20, 5.21, 5.22 presentent respectivement les memes resultats mais pour des 
defauts presents dans le beton et la fondation. 
Valeurs reelles des resistivites 
18 24 30 36 
position en x (metre) 
42 48 54 60 
Valeurs estimees avec la matrice obtenue par extrapolation 
18 24 30 36 
position en x (metre) 
42 48 54 60 




Figure 5.17 - Inversion recursive avec la discretisation fine 1x2 pour un modele stratifie 
avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur a la surface. 
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Valeurs reelles des resistivites 
a7-
12 18 24 30 36 42 48 54 
position en x (metre) 
60 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.18 - Inversion recursive avec la discretisation fine 2x2 pour un modele stratifie 
avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur a la surface. 
87 
Valeurs reelles des resistivites 
12 18 24 30 36 42 48 
position en x (metre) 
54 60 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
60 




Figure 5.19 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffi-
nement 2x2 pour un modele stratifie avec fissures verticales (1200 Q.m) de 0.3 metre de 
hauteur a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
18 24 30 36 
position en x (metre) 
42 48 54 60 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.20 - Inversion recursive avec la discretisation fine 1x2 pour un modele stratifie 
avec fissures verticales (1200 Q.m) a 0.1 metre de profondeur. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.21 - Inversion recursive avec la discretisation fine 2x2 pour un modele stratifie 
avec fissures verticales (1200 Q..m) a 0.1 metre de profondeur. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec ia matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.22 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffi-
nement 2x2 pour un modele stratifie avec fissures verticales (1200 Q..m) a 0.1 metre de 
profondeur. 
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5.3.2 Resultats obtenus avec l'inversion statique 
En considerant a present une methode d'inversion statique, les figures 5.23, 5.24 et 
5.25 montrent respectivement les resultats obtenus avec la discretisation fine 1 x 2, la dis-
cretisation fine 2 x 2 et la discretisation fine 2 x 2 combinee avec le raffinement 2 x 2 . Les 
matrices de sensibilite utilisees sont celles obtenues pour les milieux stratifies. 
Valeurs reelles des resistivites 
"5T 0 
24 30 36 





Valeurs estimees des resistivites par inversion globale 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.23 - Inversion statique avec la discretisation fine 1x2 pour un modele stratifie avec 
fissures verticales (1200 Q.m) de 0.3 metre de hauteur a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees des resistivites par inversion globale 
18 24 30 36 
position en x (metre) 




Figure 5.24 - Inversion statique avec la discretisation fine 2x2 pour un modele stratifie avec 
fissures verticales (1200 Q.m) de 0.3 metre de hauteur a la surface. 
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Valeurs reelles des resistivites 
12 18 24 30 36 42 48 54 
position en x (metre) 
Valeurs estimees des resistivites par inversion globale 
18 24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.25 - Inversion statique avec la discretisation fine 2x2 combinee avec le raffinement 
2x2 pour un modele stratifie avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur a 
la surface. 
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5.3.3 Interpretation des resultats 
Les resultats obtenus avec le filtre de Kalman pour des defauts presents en surface 
permettent d'affirmer que, pour un milieu stratifie, les defauts de surface (asphalte et beton) 
restent detectables du point de vue localisation et dimensions. L'erreur relative moyenne 
obtenue a une valeur maximale de 0.5. Les defauts en profondeur (beton et fondation) sont 
egalement detectables mais ils sont restitues a la surface (a cause du profil de sensibilite du 
milieu) et semblent egalement moins profonds (figures 5.20, 5.21, 5.22). On note aussi la 
presence d'une legere trainee comme dans le cas des milieux homogenes (figure 5.20). 
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5.4 Milieu stratifie avec bruit de mesure 
Cette section est consacree a la presentation des resultats dans le cas d'un milieu strati-
fie en presence de bruit de mesure. Le milieu stratifie utilise est compose de trois couches 
surperposees qui represented respectivement l'asphalte, le beton et la fondation. Les va-
leurs de resistivites utilisees sont 1000 Q.m pour l'asphalte, 300 Q.m pour le beton et 50 
Q.m pour la fondation. Les valeurs d'epaisseur de l'asphalte, du beton et de la fondation 
sont respectivement 0.1 metre, 0.2 metre et 0.9 metre. La resistivite des defauts presents 
est 1200 Q.m. Le bruit de mesure utilise est un bruit gaussien de moyenne nulle. Ce bruit 
de mesure est 10 %, soit un bruit de mesure dont l'ecart-type est 10 fois plus petit que 
l'ecart-type des mesures. Les defauts a la surface de type fissure ont une largeur de 0.25 
metre et une extension verticale de 0.3 metre tandis que les defauts ou deteriorations de 
grande taille ont une largeur de 0.75 metre et une extension verticale de 0.3 metre. Les 
defauts internes de type fissure ont une largeur de 0.25 metre et une extension verticale de 
0.5 metre alors que les defauts internes de grande taille ont une largeur de 0.75 metre et une 
extension verticale de 0.5 metre. De plus, les defauts internes sont situes a une profondeur 
de 0.1 metre. 
5.4.1 Resultats obtenus avec le filtre de Kalman 
Les figures 5.26, 5.27, 5.28 presentent respectivement, pour des defauts presents en 
surface (asphalte et beton), les resultats obtenus avec la discretisation fine 1 x 2, la dis-
cretisation fine 2 x 2 et la discretisation fine 2 x 2 combinee avec le raffinement 2 x 2 . 
Les figures 5.29, 5.30, 5.31 presentent respectivement les memes resultats, mais pour des 
defauts presents dans le beton et la fondation. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
60 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.26 - Inversion recursive avec la discretisation fine 1x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur 
a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
12 18 24 30 36 
position en x (metre) 
42 48 54 60 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.27 - Inversion recursive avec la discretisation fine 2x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q..m) de 0.3 metre de hauteur 
a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 




Figure 5.28 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffine-
ment 2x2 et avec 10% de bruit de mesure pour un modele stratifie avec fissures verticales 
(1200 Q.m) de 0.3 metre de hauteur a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
42 48 60 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.29 - Inversion recursive avec la discretisation fine 1x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q.m) a 0.1 metre de profon-
deur. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
18 24 30 36 
position en x (metre) 
48 54 60 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.30 - Inversion recursive avec la discretisation fine 2x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q..m) a 0.1 metre de profon-
deur. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.31 - Inversion recursive avec la discretisation fine 2x2 combinee avec le raffine-
ment 2x2 et avec 10% de bruit de mesure pour un modele stratifie avec fissures verticales 
(1200 Q.w) a 0.1 metre de profondeur. 
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5.4.2 Resultats obtenus avec l'inversion statique 
En considerant a present la methode d'inversion statique, les figures 5.32, 5.33 et 5.34 
montrent respectivement les resultats obtenus avec la discretisation fine 1 x 2, la discre-
tisation fine 2 x 2 et la discretisation fine 2 x 2 combinee avec le rarfinement 2 x 2 . Les 
matrices de sensiblite utilisees sont celles obtenues pour les milieux stratifies. 
aT 0 
Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
"S" 0 
Valeurs estimees des resistivites par inversion globale 
18 24 30 36 
position en x (metre) 
42 48 54 60 
1500 
0.5 h 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.32 - Inversion statique avec la discretisation fine 1x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur 
a la surface. 
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Valeurs reelles des resistivites 
18 24 30 36 
position en x (metre) 
Valeurs estimees des resistivites par inversion globale 
24 30 36 
position en x (metre) 




Figure 5.33 - Inversion statique avec la discretisation fine 2x2 et avec 10% de bruit de 
mesure pour un modele stratifie avec fissures verticales (1200 Q.m) de 0.3 metre de hauteur 
a la surface. 
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Valeurs reelles des resistivites 
24 30 36 
position en x (metre) 
Valeurs estimees des resistivites par inversion globale 
24 30 36 
position en x (metre) 
Erreur relative moyenne obtenue 
60 
iteration 
Figure 5.34 - Inversion statique avec la discretisation fine 2x2 combinee avec le raffinement 
2x2 et avec 10% de bruit de mesure pour un modele stratifie avec fissures verticales (1200 
Q.m) de 0.3 metre de hauteur a la surface. 
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5.4.3 Interpretation des resultats 
Un bruit de mesure de 10 % permet de detecter les fissures de grande taille du point 
de vue de leur geometrie de leur position et de leur nature (resistive ou conductrice). Les 
fissures de petite taille ne sont pas detectees. Les inversions recursive et statique donnent 
sensiblement les memes resultats. Des experiences supplementaires montrent que la valeur 
maximale du bruit de mesure a partir de laquelle les heterogeneites ne sont plus detectables 
par la methode d'inversion recursive est d'environ 25 %. 
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5.5 Application a des donnees reelles 
Afin de verifier l'efficacite de la methode d'inversion recursive developpee dans ce 
memoire, des donnees reelles ont ete recueillies sur une distance de 154 metres grace a 
un systeme dipole-dipole en ligne contenant six dipoles de reception et un d'emission. Les 
dipoles utilises sont des dipoles de deux metres. Les mesures de resistivite apparente sont 
reportees sous forme de pseudo-section au haut de la figure 5.35. 
5.5.1 Resultats obtenus avec l'inversion statique 
Les donnees mesurees ont ete modelisees par une methode d'inversion classique (in-
version statique) a l'aide du logiciel ReslDInv. Le modele final est presente au bas de la 
figure 5.35 alors que les reponses calculees de ce modele sont presentees sous forme de 
pseudo-section au milieu de la figure 5.35. On peut apprecier Pajustement des donnees 
observees par celles calculees a partir du modele. 
5.5.2 Resultats obtenus avec l'inversion recursive 
Le dispositif de mesure etant forme de dipoles de deux metres, la discretisation choisie 
consiste a diviser la zone d'interet en cellules carrees de 0.5 metre de cote. La profondeur 
d'investigation est de 3.5 metres. La prise de mesure se fait tous les deux metres. La figure 
5.36 presente les resultats d'inversion obtenus par differentes methodes de calcul de sen-
sibilite. La figure 5.37 montre les resultats de l'inversion apres avoir applique la technique 
de raffinement 4 x 4. La figure 5.38, quant a elle, expose les resultats obtenus en appliquant 
une discretisation fine 2 x 2 (cellule carree de 0.25 metre de cote) avec differentes matrices 
de sensibilite. 
Afin de laisser derriere une colonne de la zone d'interet entre chaque echantillonnage, 




Calculated Apparent Resistivity Pseudosection 







Inuerse Hodel Resistivity Section 
•IIIIDaDIPDI 
21.1 33.1 57.1 06.5 163 276 
Resistivity in nlm.a 
Unit electrode spacing 2.11 >. 
Figure 5.35 - Resultats obtenus avec l'inversion statique sur les donnees reelles a l'aide du 
logiciel ReslDInv. 
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metre. La figure 5.39 montre les resultats obtenus avec une telle discretisation. 
Les figures 5.36, 5.37 et 5.38 presenters des discontinuites (oscillations) dans la de-
tection des heterogeneites tandis que la figure 5.39 n'en presente pas. Cependant, la figure 
5.39 utilisant une discretisation grossiere ne permet pas une bonne detection des dimen-
sions des heterogeneites. 
10 
Valeurs estimees avec la matrice obtenue par perturbation 
40.8 71.6 102.4 
position en x (metre) 
133.2 164.0 
Valeurs estimees avec la matrice obtenue par regression lineaire 
71.6 102.4 
position en x (metre) 
133.2 164.0 
10 
Valeurs estimees avec la matrice obtenue par extrapolation 
40.8 71.6 102.4 
position en x (metre) 
133.2 164.0 
Figure 5.36 - Inversion recursive sur des donnees reelles. Les graphiques de cette figure 
presentent les resultats obtenus avec differentes matrices de sensibilite. 
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position en x (metre) 
I 100 50 
Figure 5.37 - Inversion recursive sur des donnees reelles avec raffinement 4x4. 
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40.8 71.6 102.4 







Valeurs estimees avec la matrice obtenue par regression lineaire 
40.8 71.6 102.4 







Valeurs estimees avec la matrice obtenue par extrapolation 
40.8 71.6 102.4 







Figure 5.38 - Inversion recursive sur des donnees reelles avec la discretisation fine 2x2. 
Les graphiques de cette figure presentent les resultats obtenus avec differentes matrices de 
sensibilite. 
I l l 
Valeurs estimees avec la matrice obtenue par perturbation 
71.6 102.4 
position en x (metre) 
133.2 
Valeurs estimees avec la matrice obtenue par regression lineaire 
71.6 102.4 









Valeurs estimees avec la matrice obtenue par extrapolation 
71.6 102.4 
position en x (metre) 
133.2 164.0 
Figure 5.39 - Inversion recursive sur des donnees reelles utilisant des cellules de base de 2 
metres x 0.5 metre. 
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5.5.3 Resultats obtenus avec des donnees synthetiques 
Afin de rechercher la source des discontinuites observees dans l'inversion recursive 
sur des donnees reelles, une simulation avec des donnees synthetiques obtenues par une 
imitation de la distribution de resistivites du cas reel permet d'obtenir le resultat de la 
figure 5.40. Comme dans le cas reel, les dipoles utilises sont de deux metres et les cellules 
de base sont carrees de 0.5 metre de cote. La profondeur d'investigation est de 3.5 metres 
et la valeur de resistivite utilisee 100 Q.m. Par contre, la prise de mesure se fait a chaque 
0.5 metre. On constate qu'une augmentation de la frequence d'echantillonnage elimine les 
discontinuites (figure 5.40). 
Valeurs reelles des resistivites 
71.6 102.4 
position en x (metre) 
Valeurs estimees avec la matrice obtenue par extrapolation 
40.8 71.6 102.4 
position en x (metre) 
133.2 164.0 




Figure 5.40 - Inversion recursive sur des donnees synthetiques imitant le cas reel. 
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5.5.4 Resultats obtenus en simulant une frequence d'echantillonnage 
plus elevee sur les donnees reelles 
Le dispositif de mesure utilise dans le cas reel effectue une prise de mesure a tous 
les deux metres. Afin de simuler une prise de mesure a chaque 0.5 metre, comme dans la 
cas de la figure 5.40, les mesures prises sont repetees a chaque 0.5 metre jusqu'a ce que 
de nouvelles mesures soient disponibles. Ainsi, la frequence d'echantillonnage est quatre 
fois plus elevee que lorsque les mesures sont prises a chaque deux metres. La figure 5.41 
presente les resultats d'inversion obtenus par differentes methodes de calcul de sensibilite, 
tandis que la figure 5.42 expose les resultats obtenus en appliquant une discretisation fine 
2 x 2 (cellule carree de 0.25 metre de cote) avec differentes matrices de sensibilite. 
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Valeurs estimees avec la matrice obtenue par perturbation 
71.6 102.4 
position en x (metre) 
133.2 164.0 
10 
Valeurs estimees avec la matrice obtenue par regression lineaire 
40.8 71.6 102.4 
position en x (metre) 
133.2 164.0 
Valeurs estimees avec la matrice obtenue par extrapolation 
71.6 102.4 
position en x (metre) 
133.2 164.0 
Figure 5.41 - Inversion recursive sur des donnees reelles avec prise de mesures a chaque 0.5 





Valeurs estimees avec la matrice obtenue par perturbation 
40.8 71.6 102.4 




Valeurs estimees avec la matrice obtenue par regression lineaire 
71.6 102.4 





Valeurs estimees avec la matrice obtenue par extrapolation 
40.8 71.6 102.4 
position en x (metre) 
133.2 164.0 
Figure 5.42 - Inversion recursive sur des donnees reelles avec la discretisation fine 2x2 
et prise de mesures a chaque 0.5 metre. Les trois graphiques presentent les resultats pour 
differentes matrices de sensibilite. 
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5.5.5 Interpretation des resultats 
Une comparaison des resultats obtenus par l'inversion statique et des resultats obtenus 
par P inversion recursive montre que la technique d'inversion recursive detecte bien les he-
terogeneites. Les heterogeneites sont situees a la surface, ont une profondeur de 1.5 metre 
et sont toutes resistives. La premiere se situe entre 15 metres et 42 metres, la deuxieme 
entre 77 metres et 120 metres, la troisieme entre 150 metres et 154 metres. 
Pour un echantillonnage a tous les deux metres, les resultats obtenus par inversion re-
cursive (figures 5.36, 5.37 et 5.38) presentent des discontinuites (en forme de « notes de 
piano ») dans la detection des heterogeneites. En utilisant des cellules de base dont la lon-
gueur dans le sens du deplacement est 2 metres, le dispositif de mesure laisse derriere 
une colonne de discretisation entre chaque echantillonnage. La figure 5.39 presente les re-
sultats d'une telle discretisation; et on constate, dans ce cas, l'absence de discontinuites. 
Le fait de laisser plusieurs colonnes de discretisation entre deux echantillonnages pour-
rait etre la cause des discontinuites. Afin de resoudre ce probleme de discontinuity, nous 
avons effectue des simulations avec des donnees synthetiques issues d'une distribution de 
resistivites semblables au cas reel. Une augmentation de la frequence d'echantillonnage 
(echantillonnage a chaque 0.5 metre) permet l'elimination des discontinuites (figure 5.40). 
La simulation de la prise de mesures a chaque 0.5 metre au niveau des donnees reelles, en 
repetant les mesures prises jusqu'a ce que de nouvelles mesures soient disponibles (fre-
quence d'echantillonnage quatre fois plus elevee), elimine les discontinuites et donne de 
meilleurs resultats (figures 5.41 et 5.42). 
Cependant, l'inversion statique, utilisant une discretisation plus fine que l'inversion re-
cursive, donne des resultats plus precis. Aussi, il est facile de voir que la methode d'inver-
sion recursive qui utilise des cellules de taille plus petite (figure 5.42) donne de meilleurs 
resultats que celle qui utilise des cellules de grande taille (figure 5.41). En somme, la tech-
nique d'inversion recursive utilisant le filtre de Kalman detectent les heterogeneites lors-
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qu'on utilisent des donnees reelles. 
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CHAPITRE 6 
CONCLUSION ET PERSPECTIVES 
Les travaux presentes dans ce memoire ont pour objectifs 1'identification d'un modele 
direct et la mise en oeuvre d'un systeme d'inversion en temps reel permettant l'estimation 
des resistivites d'un milieu homogene, puis d'un milieu stratifie. 
Pour atteindre ces objectifs, il a fallu dans un premier temps definir le modele. La pre-
miere etape dans cette definiton a ete le choix des parametres de discretisation du milieu 
etudie. L'etape la plus importante dans cette definition a ete la recherche de la matrice de 
sensibilite. Plusieurs methodes de calcul de sensibilite ont ete utilisees parmi lesquelles la 
methode de la perturbation, la methode de regression lineaire et la methode d'extrapolation 
de Richardson. Aussi les mesures de voltage sur l'objet etudie en vue de l'estimation de 
la sensibilite ont ete obtenues en utilisant un reseau de resistances pour representer l'ob-
jet etudie. Par ailleurs, pour obtenir une meilleure precision des valeurs de sensibilite, une 
technique dite de raffinement a ete employee. Cette technique consiste, entre autres, a re-
presenter une cellule de base par plusieurs resistances au lieu de deux : cela augmente la 
precision sans changer la taille des cellules de discretisation. 
Une fois le modele direct defini, il a fallu mettre en place une methode d'inversion 
recursive afin d'atteindre l'objectifd'estimation des resistivites en temps reel. La methode 
d'estimation recursive utilisee dans notre cas est celle du filtre de Kalman, qui permet 
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l'estimation en temps reel de la variation des resistivites du sous-sol sans augmenter la 
taille ou la complexite du probleme au fur et a mesure que le temps progresse. 
Les resultats obtenus a travers ce projet de maitrise permettent de prouver l'efncacite 
des methodes et techniques utilisees. Les defauts plus proches des electrodes de mesure 
sont plus facilement detectables. Cependant, certaines ameliorations restent possibles. Par 
exemple, il serait possible de rendre dynamique le calcul de la matrice de sensibilite de 
sorte qu'elle se mette a jour en fonction du temps et des nouvelles resistivites interpre-
ters. Par ailleurs, l'utilisation des differences finies ou elements finis dans l'estimation 
de la sensibilite pourrait etre mise en ceuvre. En ce qui concerne la methode d'inversion, 
l'utilisation de la version etendue du filtre de Kalman pourra etre envisagee. Cette version 
permet une estimation recursive sur un probleme non-lineaire. Le bruit de mesure utilise 
dans notre cas est un bruit gaussien car ce dernier est celui qui represente au mieux les 
bruits des appareils de mesure. Cependant, il serait judicieux d'utiliser une modelisation 
qui tient compte d'autres types de bruit. La configuration utilisee pour l'appareil de mesure 
de notre cas est une configuration dipole-dipole en ligne. Il serait done pertinent de tester 
l'efficacite de modelisation et de la methode d'inversion utilisee en considerant d'autres 
configurations, telles que le dipole-dipole en equatoriale qui est utilisee avec les systemes 
CORIM et MPU. 
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