In a multi-speaker scenario, a hearing aid lacks information on which speaker the user intends to attend, and therefore it often mistakenly treats the latter as noise while enhancing an interfering speaker. Recently, it has been shown that it is possible to decode the attended speaker from brain activity, e.g., recorded by electroencephalography sensors. While numerous of these auditory attention decoding (AAD) algorithms appeared in the literature, their performance is generally evaluated in a non-uniform manner, where trade-offs between the AAD accuracy and the time needed to make an AAD decision are not properly incorporated. We present an interpretable performance metric to evaluate AAD algorithms, based on an adaptive gain control system, steered by AAD decisions. Such a system can be modeled as a Markov chain, from which the minimal expected switch duration (MESD) can be calculated and interpreted as the expected time required to switch the operation of the hearing aid after an attention switch of the user, thereby resolving the trade-off between AAD accuracy and decision time. Furthermore, we show that the MESD calculation provides an automatic and theoretically founded procedure to optimize the step size and decision frequency in an AAD-based adaptive gain control system.
I. INTRODUCTION
Current hearing aids and cochlear implants have major difficulties in reducing background noise in a so-called 'cocktail party' scenario, in which multiple speakers talk simultaneously. It is however known that the human brain is capable of 'filtering' out the attended speaker and ignoring all competing speakers [2] . State-of-the-art noise reduction algorithms are very well able to extract a single speech source and subtract background noise or interfering speakers as well, but a fundamental problem is that the hearing aid should decide which speaker is the attended speaker (i.e., the speaker a user intends S. Geirnaert and A. Bertrand are with KU Leuven, Department of Electrical Engineering (ESAT), STADIUS Center for Dynamical Systems, Signal Processing and Data Analytics, Kasteelpark Arenberg 10, B-3001 Leuven, Belgium (e-mail: simon.geirnaert@esat.kuleuven.be, alexander.bertrand@esat.kuleuven.be).
T. Francart and S. Geirnaert are with KU Leuven, Department of Neurosciences, Research Group ExpORL, Herestraat 49 box 721, B-3000 Leuven, Belgium (e-mail: tom.francart@med.kuleuven.be).
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to attend) and which other speakers should be treated as noise sources. Currently, this is done using unreliable heuristics based on, e.g., speaker intensity or look direction.
Recently, it has been demonstrated that the attended speech signal can be decoded from cortical brain responses and that its dynamical changes are tracked by the brain [3] . More specifically, it is shown that the brain tracks the envelope of the attended speech signal [4] - [6] . These advances have led to a multitude of algorithms that decode attention from the brain using magneto-or electroencephalography (EEG) (e.g., [7] - [12] ). These auditory attention decoding (AAD) algorithms are paramount to design 'neuro-steered' hearing aids. To this end, a first full pipeline was presented in [13] , where AAD was used to perform actual neuro-steered noise reduction and speaker separation. Later, also alternative pipelines were presented based on different source separation algorithms [14] , [15] . Furthermore, the effects of different boundary conditions, such as speaker positions or noisy and reverberant conditions, have already extensively studied as well (e.g., [16] - [18] ).
However, an important question is how these AAD algorithms should be evaluated. Their accuracy, measured as the percentage of decision windows in which the attention was decoded correctly, depends on the length of the decision window, which defines how much EEG data are available to make a decision. Because of the low signal-to-noise ratio (SNR) of the neural response to the speech signals in the EEG, the accuracy increases with the length of the decision window. However, a longer decision window implies that the algorithm also needs more time to, e.g., react on a switch in attention, which results in a trade-off. This trade-off between accuracy and decision window length results in three fundamental issues regarding the evaluation of AAD algorithms:
• The dependence of the accuracy on the decision window length hinders easy statistical comparison, as the different decision window lengths need to be taken into account as an extra factor. This hampers drawing adequate statistical conclusions.
• Algorithm A might perform better than algorithm B for smaller decision window lengths, while algorithm B might perform better than algorithm A for large decision window lengths, leading to contradicting conclusions when benchmarking both algorithms.
• In several scientific reports, only one decision window length with corresponding accuracy is reported. A different choice of the decision window lengths (e.g., across two scientific reports) then obstructs a fair comparison.
The aforementioned problems motivate the need for a singlenumber metric to capture the overall AAD performance, which also takes the trade-off between accuracy and decision time into account by selecting the optimal point on the trade-off curve that is the most relevant in the context of adaptive gain control for neuro-steered hearing aids.
In [8] , the Wolpaw information transfer rate (ITR W ) [ bit s ] is adopted from the brain-computer interfacing (BCI) community to combine the accuracy and the decision window length in a single metric as follows [19] :
with p the accuracy (probability of a correct decision), τ the decision time (here: decision window length) and M the number of classes (here: speakers). Similarly, in [20] , the Nykopp ITR (ITR N ) is used to evaluate AAD algorithms, which assumes an adaptive brain-computer interface setting in which not every time a decision has to be made [20] . The ITR W was originally defined to quantify the performance of BCI systems that are used to re-establish or enhance communication and control for paralyzed individuals with severe motor impairments [19] . It quantifies the number of bits that can be transferred per time unit and matches as such the specific context of communicating through brain waves. However, the ITR W/N has no such clear interpretation in the context of AAD for neuro-steered hearing prostheses and is therefore not per se a relevant criterion to compare AAD algorithms. Instead, we are interested in how fast a hearing aid can switch its operation from one speaker to another, following an intentional attention switch of the user, based on consecutive AAD decisions and taking into account that some decisions may be incorrect. The lack of a interpretable metric in the context of neurosteered hearing prostheses, which combines both decision time and accuracy in a single metric, and which facilitates making unambiguous conclusions on performance and easy comparisons between algorithms, motivates the design of a new metric, which we refer to as the minimal expected switch duration (MESD) 1 . The MESD metric is based on the performance of an adaptive gain control system that is optimized for the AAD algorithm under test. Therefore, the derivation of the MESD metric also leads to an automatic and theoretically founded procedure to optimize the step size and decision frequency in an AAD-based adaptive gain control system, thereby avoiding a tedious manual tuning.
In Section II, we develop this new metric step-by-step, leading to a closed-form expression based on which the metric can be computed. In Section III, we give examples of the MESD metric on real EEG/audio data, as well as a comparison with the ITR W/N metric. Conclusions are drawn in Section IV.
II. EXPECTED SWITCH DURATION
A. An adaptive gain control system Given that AAD algorithms decode the attention of a hearing aid user, hearing aids could benefit from an adaptive gain/volume control system. Given a two-speaker situation, such a system would allow to adaptively over time change the gain of speaker one versus speaker two, tracking the attention of the hearing aid user (see Fig. 1 ). We, however, want to avoid the usage of only two volume settings or gain control 'states', i.e., all-or-nothing amplification of both speakers, as this would cause perceptually unpleasant spurious and sudden switching of speakers (of which many by mistake). Moreover, we want to enable the user to adequately react when the system starts switching towards the wrong speaker due to AAD errors, before the attended speaker becomes unintelligible. As a result, the system should have many states to gradually and adaptively change the relative gain between both speakers.
However, this results in two crucial design parameters which both affect the performance of the system, each leading to a fundamental trade-off, which is illustrated in Fig. 1: 1) How many gain levels should we use? As Fig. 1a illustrates, using fewer gain levels results in a faster gain switch after an attention switch, but also results in a less stable gain process, negatively affecting the comfort of the user. Increasing the number of gains stabilizes the gain process and thus results in a more robust gain control, but increases the gain switch time. 2) How often should we take a step? A short decision window length corresponds to a fast gain control system -as less EEG and audio data need to be buffered before a decision can be made -and thus a fast gain switch ( Fig. 1b ). However, as is indicated in Section I, a shorter decision window length also corresponds to a lower accuracy, resulting in a more unstable gain processvice versa for a longer decision window length. In the following sections, we translate this adaptive gain control system into mathematics using a Markov chain model. This mathematical formulation will allow us to rigorously address these fundamental issues and optimize these two design parameters, as well as provide a way to properly evaluate and rank different AAD algorithms through the novel MESD metric, which is derived from the optimal gain control design for the AAD algorithm under test. This MESD metric is formally defined in Section II-E.
B. Markov chain model
The adaptive gain control system of Section II-A can be straightforwardly translated into a mathematical model using a Markov chain ( Fig. 2) . Table I shows how the parameters of the Markov chain embody several concepts of the adaptive gain control system. The Markov chain contains N states, each corresponding to a relative gain level x ∈ [0, 1] of the attended speaker versus background noise, including the interfering speaker(s). For illustrative purposes throughout the manuscript, but without loss of generality, we will consider the example of a noiseless two-speaker scenario. In this case, x = 1 would correspond to a target relative amplification of the attended speaker versus the unattended speaker, which is typically constrained to still enabling the listener to switch attention to the other speaker. x = 0 then corresponds to the maximal suppression of the 0 60 120 180 max. gain S1 max. gain S2 max. gain S1 max. gain S2 20 levels τ = 2 s p = 74%
(a) 6 levels τ = 2 s p = 74% Fig. 1 : This example illustrates the two fundamental issues regarding an adaptive gain control system with decision window length τ and AAD accuracy p.
In the first minute, speaker one (S1) is the attended speaker, while after 60 s, the attention switches to speaker two (S2). (a) When the number of gain levels decreases, the gain switch is performed faster, but the overall gain process is less stable. (b) Decreasing the decision window length -and correspondingly the accuracy -results in a faster gain switch, but less stable gain process, and vice versa. Adaptive gain control parameter Markov chain parameter gains states x ∈ [0, 1] number of (relative) gain levels number of states N AAD accuracy transition probability p decision window length step time τ attended speaker with a similar constraint, while x = 0.5 implies equal gain for both speakers. These gain levels are assumed to be uniformly distributed over [0, 1], resulting in a one-to-one relation between state i and gain level x:
Given that x = 1 corresponds to the target gain level of the attended speaker, the transition probability p ∈ [0, 1] in the target direction is equal to the probability of a correct AAD decision, i.e., the AAD accuracy. Similarly, q = 1 − p corresponds to the probability of a wrong decision. In what follows, we assume that p > 0.5, i.e., the evaluated AAD algorithm performs at least better than chance level. A correct (step towards x = 1) or incorrect (step towards x = 0) decision always results in a transition to a neighboring state, except in state 1 or state N , where no state transition is made after an incorrect or correct decision, respectively (e.g., in state N , the gain is maximal for the attended speaker, which is the best the system can obtain). The latter is indicated by the self-loops in Fig. 2 , which models the gain clipping in Fig. 1 . Each step takes τ seconds -the decision window length -as τ seconds of EEG and audio data need to be buffered before a new decision can be made. The application of an AAD algorithm on consecutive windows of τ seconds, which results in a gain process such as shown in Fig. 1 , thus corresponds to a random walk process through the Markov chain. Note that the AAD accuracy p directly depends on this decision window length τ , as denoted before. The p(τ )-performance curve relates this AAD accuracy p with the decision window length τ for a particular AAD algorithm (see Fig. 4 for an example).
The two fundamental issues regarding the gain control system as listed in Section II-A, can now be translated into the optimization of the Markov chain parameters: 1) Optimizing the number of gain levels corresponds to the optimization of the number of states N (this will be derived in Section II-C). 2) Determining the time resolution with which gain should be adapted corresponds to determining the step time τ (this will be derived in Section II-D). Note that equivalently, the transition probability p can be optimized. Addressing this second issue corresponds to jointly optimizing the AAD accuracy p and decision window length τ , as they are directly related through the p(τ )-performance curve. The resulting pair (τ opt , p opt ) is called the optimal working point on the p(τ )performance curve. We will answer both of these questions through a mathematical analysis on the corresponding Markov chain in Section II-C and II-D, respectively, which will lead to the MESD metric in Section II-E. However, it should be emphasized that this Markov chain is a simplified model of a real gain control system and, as always, this mathematical tractability comes at the cost of making some simplifying assumptions. Indeed, a Markov chain assumes independence of the consecutive decisions 2 , which may be violated in a practical AAD algorithm, in particular when there is overlap in the data of consecutive windows.
C. Optimizing the number of states N We first optimize the number of states N , where we mainly target a stable gain process, tackling one of the trade-offs in Fig. 1 (left) (a stable gain process versus fast switching). 2 It is noted that the ITR metric uses a similar assumption, as it implicitly assumes independence between consecutive messages (i.e. AAD decisions). The second design constraint forces the lower boundk of this P 0 -confidence interval to be above a predefined level c, assuring stability of the system.
1) Steady-state distribution:
The steady-state distribution of the Markov chain in Fig. 2 is needed in order to analyze the behavior of the modeled adaptive gain control system. This steady-state distribution π(i) = P (x = i−1 N −1 ), i ∈ {1, . . . , N } is defined as the probability to be in state i after an infinite number of random steps (starting from any position), for a fixed transition probability p. Defining r = p q , the steady-state distribution is shown in Appendix A to be equal to:
2) P 0 -confidence interval: Based on the Markov chain model and the steady-state distribution, we determine a desirable operating region of the neuro-steered hearing aid via the P 0 -confidence interval [x, 1] . This is the smallest interval in which the system must operate for at least P 0 percent of the time, despite the presence of AAD errors, while being in a steady-state regime. For example, if P 0 = 0.8, we expect the hearing prosthesis to operate in the operating region x ∈ [x, 1] for at least 80% of the time. This implies that we search for the largestk for which:
This leads to the following lower boundk of the P 0 -confidence interval (the derivation is given in Appendix B):
with · the flooring operation yielding an integer output. The resulting P 0 -confidence interval is thus defined as 3 :
The P 0 -confidence interval is indicated in orange in Fig. 3 .
3) Design constraints: From Fig. 1 , it can be intuitively seen that to minimize the gain switch duration, we have to minimize the number of states N . However, we also know that this conflicts with the stability of the gain process ( Fig. 1 ). To guarantee a certain amount of stability or confidence of the system and comfort to the user, we propose the following design criteria for the Markov chain regarding N :
• The lower bound of the P 0 -confidence intervalx should be larger than a pre-defined 'comfort level' c that defines the target operating region, i.e.,x ≥ c. This comfort level c can be determined from hearing tests, for example, by interpreting it physiologically as the gain level below which it becomes uncomfortable to listen to the attended speaker (see Section III-A, where we will motivate to choose c = 0.65). By controlling N , we can thus ensure that the hearing prosthesis is in P 0 percent of the time above this comfort level c, ergo, stabilizing the gain process. With (4) and (5), the above requirement results in the following inequality:
which should be viewed as a constraint when minimizing N (note thatk also depends on N ). A key message here is that a lower accuracy p requires more states N in order to guarantee (6) .
• N ≥ N min : a minimal number of states is desired to obtain a sufficiently smooth transition in the gain adaptation. In particular, we want to avoid the immediate crossing of the mid-level x = 0.5 (i.e., an immediate change of the loudest speaker) when leaving the P 0confidence interval due to an incorrect AAD decision. In cases where (6) is satisfied for N = 4, the P 0 -confidence interval also often 4 contains state 3, which would result in an immediate crossing of x = 0.5 when leaving the P 0 -confidence interval due to an AAD error. Therefore, we propose to fix N min = 5. In practice, the minimal number of states N can be found by going over the candidate values N = N min + i, with i = 0, 1, 2, . . . , in this specific order (as the gain switch duration increases with N ), until a value N is found that satisfies (6) . As shown in Appendix C, such a value of N can always be found, for any value of c and P 0 , assuming that p > 0.5.
D. Finding the optimal working point (τ opt , p opt ) In Section II-C, we have constrained N such that the gain process has a minimum of stability, such that we can now focus on minimizing the gain switch time. In this section, we rigorously define the expected switch duration (ESD), which quantifies this gain switch time, and use it as a criterion to determine the optimal working point (τ opt , p opt ).
1) Mean hitting time:
A fundamental metric within the Markov chain is the mean hitting time (MHT), which quantifies the expected number of steps s needed to arrive in target state j when starting from a given initial state i. The MHT is defined as:
with i, j ∈ {1, . . . , N }, E{·} denoting the expectation operator and where P (s|i → j) is the probability that target state j is reached for the first time after s random steps, when starting in state i. Note that we are only interested in the MHT for the case where i ≤ j, i.e., when going from left to right in the Markov chain (Fig. 2) . This corresponds to the case where the hearing aid switches from one speaker to the other. In Appendix D, we show that the MHT can be computed as:
2) Expected switch duration: We define a gain switch as the transition to the comfort level c, starting from any initial state i with a corresponding gain level outside the predefined working region [c, 1] . Note that this specific definition of a gain switch implies that we are aiming at quantifying the duration of a stable switch. The perceived gain switch towards the attended speaker by the hearing aid user would typically occur earlier, e.g., when x = 0.5 is reached. The corresponding gain switch time is called the expected switch duration (ESD) [s]. The ESD thus quantifies the time needed to change the operation of the system when the user shifts its attention and when the system is not yet in the desired operating region.
Assuming k c = c(N − 1) + 1 is the first state corresponding to a relative gain x ≥ c, the ESD is formally defined as the expected time (step time τ times expected number of steps s) necessary to go from any state i < k c to target state k c :
with P (s|i → k c , ∀ i < k c ) the probability that target state k c is reached for the first time after s steps, when starting from any state i < k c . Using marginalization in the initial state i, this can be written as:
with P (i|i < k c ) the probability to be in state i, given that i < k c . Bayes' law can be applied to find P (i|i < k c ):
with:
• P (i) = π(N − i + 1), where we reversed the order in the steady-state distribution (2) . Indeed, note that i is the initial state at the moment of the attention switch, i.e., when being in the steady-state regime from right before the switch, where state 1 was the target state (the reverse of Fig. 2 ).
π(N − l + 1).
• P (i < k c |i) = 1 when i < k c and = 0 otherwise. Plugging this into (9) and using the definition of the MHT in (7) and the steady-state distribution in (2), we eventually find:
where h kc (i) is given by (8) . Note that ESD(p(τ ), τ, N ) (10) implicitly depends on N as the state index k c = c(N −1)+1 depends on N . Given the p(τ )-performance curve of an AAD algorithm, constructed by piecewise linear interpolation through the points (τ i , p i ), i ∈ {1, . . . , I} on the p(τ )-performance curve for which the AAD performance is evaluated on real data 5 , the optimal working point (τ opt , p opt ) is defined as the pair for which the ESD(p(τ ), τ, N ) is minimal, given that N obeys the constraints of Section II-C3.
E. The minimal expected switch duration
Optimizing N, τ and p now results in an optimal Markov chain that satisfies the stability constraints and has minimal ESD. The minimal ESD over the p(τ )-performance curve, which gave rise to the optimal working point (τ opt , p opt ), can now be used as a single-number metric, referred to as the minimal expected switch duration (MESD), allowing to compare different AAD algorithms or parameter settings of the latter. This metric is defined as follows:
Definition (Minimal expected switch duration)
The minimal expected switch duration (MESD) is the expected time required to reach a predefined stable working region defined via the comfort level c, after an attention switch of the hearing aid user, in an optimized Markov chain as a model for an adaptive gain control system. Formally, it is the expected time to reach the comfort level c in the fastest Markov chain with at least N min states for whichx ≥ c, i.e., the lower boundx of the P 0 -confidence interval is above c: 1] N ≥ N min (11) where ESD(p(τ ), τ, N ) is defined in (10) andx =k −1 N −1 , withk defined in (4).
The solution of optimization problem (11) is straightforward, given that ESD(p(τ ), τ, N ) is monotonically nondecreasing with N (see proof in Appendix E) for a fixed τ . Therefore, for each τ , choose the minimumN τ such that the two inequality constraints of (11) are obeyed (in Appendix C, it is proven that such anN τ can always be found). As such, N is removed from the optimization problem, resulting in an unconstrained optimization problem:
The MESD is then defined as the minimal ESD over all window lengths τ , at optimal working point (τ opt , p opt ). Algorithm 1 summarizes the computation of the MESD metric.
As an inherent by-product of the optimization problem in (11) , the MESD metric also results in an optimal adaptive gain control system -optimal number of gains N and optimal working point (τ opt , p opt ) -for a neuro-steered hearing aid.
Algorithm 1 Computation of the MESD metric (code available in MESD toolbox) Input: Evaluated points on the p(τ )-performance curve (τ i , p i ), i ∈ {1, . . . , I}, the required number of interpolated samples K of the performance curve p(τ ) and the hyperparameters: confidence interval P 0 , lower bound c and minimum number of states N min . In order to standardize future AAD algorithm evaluations, the suggested default values are K = 1000, P 0 = 0.8, c = 0.65 and N min = 5 (see Section III-A). Output: MESD 1: Construct K samples of the performance curve p(τ ) by piecewise linear interpolating through evaluated points (τ i , p i ), i ∈ {1, . . . , I} 2: for each sampled τ do 
III. EXPERIMENTS
We illustrate the MESD by applying the AAD algorithm in [7] on a dataset used in previous studies [11] , which consists of 72 minutes of recorded EEG and audio data per subject (16 normal hearing subjects), who were instructed to listen to a specific speech stimulus in a competing two-speaker situation, including 24 minutes of repetitions but without intertrial attention switches. More details can be found in [11] . The 64-channel EEG data are bandpass filtered between 1 Hz and 9 Hz and downsampled to 20 Hz. The speech envelopes are computed using a power-law operation with exponent 0.6 after subband filtering [11] and are afterwards similarly bandpass filtered and downsampled. We assume that the clean envelopes of the original speech signals are available. In a practical hearing aid setting, these envelopes need to be extracted from the microphone recordings [13] - [15] .
A linear spatio-temporal decoder, where the temporal dimension of the filter covers from 0 to 250 ms post-stimulus, is trained to decode the attended speech envelope from the EEG data by minimizing the mean-squared-error (MMSE) between the actually attended and predicted speech envelope on a training set. Per-subject decoders are trained and tested in a leave-one-trial-out fashion, using trials of consistent attention with a length of 60 s. Note that we apply the same adaptations to [7] as in [11] , by training one decoder over all training trials and not averaging per-trial decoders. At test time, the trained filter decodes a speech envelope from a decision window of left-out EEG data of length τ (which is a subset of the leftout 60 s trial). The Pearson correlation coefficient is computed between the predicted speech envelope and the envelopes of both signals presented to the subject. The speech stream with the highest correlation is identified as the attended speaker.
To evaluate the algorithm on smaller decision window lengths, the left-out trial is segmented into smaller decision windows on which the corresponding decoder is applied. Reusing the decoders allows for fair comparison of the algo-rithm over different decision window lengths. The percentage correct decisions p, per subject and decision window length τ , are computed as the total number of correct decisions divided by the total number of decisions over all trials.
A. Hyperparameter choice
The MESD depends on three hyperparameters: the confidence level P 0 , the lower bound of the desired operating region c and the minimum number of states N min . When optimizing the design of a gain control system, the values of these hyperparameters can be set in a user-dependent fashion according to the needs and hearing capabilities of individual users (in particular for the desired comfort level c, which is very personal). However, in order to use the MESD as a standardized performance metric for comparing AAD algorithms, we also determined reasonable values for these hyperparameters and propose them as fixed inherent parameters of the MESD performance metric as a standard for future AAD algorithm comparison. We already motivated the choice for N min = 5 in Section II-C2.
In order to find a value for the comfort level c, we need to determine the SNR (between attended and unattended speaker) corresponding to relative gain level x = 1 (SNR max ) and the SNR corresponding to relative gain level x = c (SNR c ). Using that x = 0.5 corresponds to 0 dB, x = c can be found from: c = 10 SNRc/20 − 1 2(10 SNRmax/20 − 1) + 0.5.
We here define SNR max objectively as the speech reception threshold (SRT), corresponding to the 50% speech intelligibility level of the suppressed speaker, which should enable the hearing aid user to understand the suppressed speaker sufficiently, in order to assess whether (s)he wants to switch attention. Correspondingly, we define SNR c as the SNR where there is full speech understanding and where the listening effort saturates, i.e., a higher SNR does not result in a better speech understanding nor less listening effort. In [21] , the authors investigated the correct sentence recognition scores and peak pupil dilation, which quantifies the listening effort, when listening to standard Dutch sentences in the presence of a competing talker masker at SNR's corresponding to daily life conditions. For normal hearing subjects, in their test setup, the average SRT corresponded to −11.2 dB (see Table 1 in [21] ), such that SNR max = 11.2 dB (as SNR max is defined from the perspective of the attended, dominantly amplified speaker), while the correct sentence recognition score and listening effort saturate around 5 dB (see Fig. 1 in [21] ). Plugging both values into (12) results in c = 0.65. We performed an additional subjective listening test on a story stimulus, which confirms that this is also a representative value for connected discourse stimuli (details on this experiment can be found in the supplementary material). Correspondingly, we choose P 0 = 0.8, i.e., we require the system to be in the 'comfortable' operating region for 80% of the time. This confidence level yields a good trade-off between a high confidence level and a small enough MESD. Larger confidence levels result in a steep increase in MESD, yielding very high switch durations that are impractical, due to an overly strict confidence requirement.
A graphical analysis of the influence of the hyperparameters on the MESD metric is given in the supplementary material.
B. Illustrative example: MESD-based performance evaluation
To illustrate why and how the MESD is useful in the evaluation of AAD algorithms, we apply it to an illustrative example in which we compare two variants of the MMSE decoder for AAD as proposed in [7] and [11] , respectively.
1) Description of the two variants:
Given a training set of M data windows, in the first variant of [7] (also adopted in, e.g., [9] ), per-window (corresponding to decision window length τ ) decoders are computed, after which the M decoders are averaged to obtain one final decoder. The second variant of [11] (also adopted in, e.g., [13] , [16] , [17] ), first averages the M per-window autocorrelation matrices (or equivalently: the windows are all concatenated) to train a single decoder across all training windows simultaneously. Similarly to [11] , L 2 -norm regularization is added to the former method, in order to avoid overfitting effects due to the small amount of data per decoder. Note that no regularization is needed in the latter method because more data are used to train the decoder [11] . The decoders are again cross-validated in a leave-one-trial-out manner and the decoding accuracy is registered per regularization constant (between 10 −5 and 10 2 , relative to the mean eigenvalue of the EEG autocorrelation matrix), for every decision window length. Again, the leaveone-trial out is done based on 60 s-trials, in order to keep the amount of training data constant for all decision window lengths. These trials are segmented in smaller windows when the decision window length decreases. Finally, for every window length τ , the maximum decoding accuracy in function of the regularization parameter is kept. Note that both variants thus use overall the same large amount of training data for each decision window length. When using a smaller decision window length, the decoders do not change for averaging autocorrelation matrices (as all data can be concatenated and the cross-validation is always done based on 60 s-trials), while for averaging decoders, more decoders are averaged out, each trained with a smaller amount of data.
2) Subject-averaged comparison: The accuracies are averaged over all 16 subjects, resulting in one performance curve per variant, shown in Fig. 4 (with the standard deviation indicated by the shading). These performance curves can be interpreted in two ways, leading to two different conclusions depending on where we look. When looking at the region where τ > 30 s, one could conclude that both methods perform equally. This is because enough data are still used in the estimation of the per-window decoders in the method of [7] . However, in the region where τ < 30 s, one could conclude that averaging autocorrelation matrices is superior to averaging decoders, although, in total, an equal amount of training data has been used. Here, the loss of information when estimating decoders on small windows is not appropriately compensated by the averaging of a large number of decoders. Based on this analysis, it is not clear what the proper conclusion is, as it is a priori not clear what decision window lengths are more relevant in an AAD-based adaptive gain control system.
Here, the MESD and the corresponding optimal working point can resolve the dilemma mentioned above. Averaging autocorrelation matrices leads to an optimal Markov chain of seven states (optimized as in Section II-C and II-D), achieved at optimal working point (τ opt , p opt ) = (2.54 s, 0.62), where the ESD is minimal. Taking a lower accuracy and decision window length would result in more states (see Section II-C3), which is not compensated by the smaller decision window length, resulting in a larger ESD. The number of states could be further minimized to five by increasing the decision window length, but the small decrease in target state k c from five to four does not compensate enough for the increase in the decision window length. More details can be found in the supplementary material. A different optimal working point is chosen by the MESD metric for the case of averaging decoders, namely (τ opt , p opt ) = (11.28 s, 0.68), meaning that it chooses for a slower, but more accurate decision process. Nevertheless, the MESD focuses in both cases on the smaller decision window lengths, based on a relevant and realistic criterion and thus overcomes potential inconclusiveness. It points at averaging autocorrelation matrices as a better way of computing the MMSE decoder, as it allows users to switch almost three times as fast.
3) Statistical comparison: Instead of analyzing a single performance curve by averaging the performance curves per subject, which has the advantage of resulting in a single, generally optimal Markov chain and an easy-to-interpret overall picture of the performance, one could also first compute the MESD per subject and perform a comparison based on these MESD performances using proper statistical testing procedures. A key aspect is that the MESD is a single-number metric, thereby allowing to straightforwardly perform statistical tests, while inherently taking the accuracy vs. decision window length trade-off into account. A paired, one-sided nonparametric Wilcoxon signed-rank test shows that the averaging of decoders significantly performs worse than the averaging of autocorrelation matrices (W = 0, n = 16, p-value < 0.001). This confirms the conclusion of [11] , but more firmly, as we focused on the impact on a gain control system instead of arbitrarily choosing a decision window length to evaluate the related accuracy.
C. Comparison of ITR W/N and MESD
Similarly to the ITR W/N , the MESD quantifies the combination of the accuracy and decision time (window length) of an algorithm. As advocated before, the MESD uses, by design, a more relevant criterion to optimize the decision window length and accuracy in the context of AAD algorithms for gain control in hearing aids. By taking the maximum ITR W/N (max-ITR) over all decision window lengths, one can define an alternative single-number metric (albeit less interpretable than the MESD). There is, however, a clear quantitative nonlinear relation between both metrics (Fig. 5a ). Both the maximum of the Wolpaw ITR W (1) (blue) and Nykopp ITR N 6 (orange) are shown. Per subject, the performances are evaluated using MMSE decoders with averaging of autocorrelation matrices. Due to the nonlinearity, a significant difference in the max-ITR W/N does not automatically imply a significant difference in MESD (and vice versa).
To highlight the differences between both metrics, we also compare the ESD, using the optimal working point based on maximizing the ITR W (ESD ITRW ), with the MESD (thus minimizing the ESD). Fig. 5b shows the per-subject differences in switch duration between the original MESD and the ESD ITRW (a similar experiment can be conducted for ITR N ). Note that for the majority of the subjects, there is a clear increase in switch duration, which already indicates that the ITR W criterion does not select a working point on the p(τ )performance curve that leads to an optimal working point for an adaptive gain control system, and therefore is not a representative metric to evaluate AAD algorithms in the context of, e.g., neuro-steered hearing aids. Moreover, several 6 The COCOHA MATLAB toolbox [22] has been used to compute ITR N . relative differences between subjects have changed, indicating that both criteria fundamentally differ. A non-parametric Wilcoxon signed-rank test (W = 0, n = 16, p-value < 0.001) confirms that there is significant difference between both switch durations. Optimality in case of ITR W thus has a fundamentally different and less clear interpretation than in case of the MESD, which stems from the fact that ITR W/N focuses on optimizing information transfer as such, which is different from optimizing and stabilizing a gain control system.
In conclusion, it is more relevant to perform (statistical) analysis on a metric that represents a major goal in the context of hearing aids: fast, accurate and stable switching.
IV. CONCLUSION
In this paper, we have developed a new interpretable performance metric to evaluate AAD algorithms for AAD-based gain control: the minimal expected switch duration. This metric quantifies the expected time to perform a gain switch after an attention switch of the user in an AAD-based adaptive gain control system, towards a comfort level (c = 0.65) that can be maintained for at least 80% of the time. It is based on the concept of the mean hitting time in a Markov chain model, which resulted in a closed-form expression because of the specific line-graph structure. The MESD can be computed from the performance curve of an AAD system by minimizing the expected switch duration over this curve, after designing an optimal Markov chain such that it is for P 0 = 80% of the time in an optimal operating region. The derivation of the MESD also results in a design methodology for an optimal AAD-based volume control system, as a by-product. The fact that the MESD provides a single-number AAD performance metric, that combines accuracy and decision window length and that is also interpretable and relevant within the context of neuro-steered hearing prostheses, is paramount in order to uniformize the evaluation of AAD algorithms in this context. Experiments on real EEG and audio data showed that this metric can be used to globally compare AAD systems, both between subjects and between algorithms. Finally, we showed that the MESD is quantitatively related to the ITR W/N , but that it uses a fundamentally different criterion that is more relevant in the context of hearing aids.
As a final remark, note that this metric can be easily extended to other BCI applications. In, for example, 1D cursor control using EEG (e.g., [23] ), it could be used to quantify the expected time needed to move a cursor or object from one end to the other end in a stable fashion.
APPENDIX A
The steady-state distribution can be found from the global balance equations and the normalization condition [24] : where p li corresponds to the transition probability from state l to state i. We can solve the balance equations recursively, starting from π(1):
π(1) = π(1)q + π(2)q ⇔ π(2) = 1 −π(1) = p q π(1), π(2) = π(1)p + π(3)q ⇔ π(3) = ( p q 2 − p q )π(1) = p 2 q 2 π(1), . . . By working out the recursion further on and by defining p q = r, it can be seen that: π(i) = p i−1 q i−1 π(1) = r i−1 π(1), ∀ i ∈ {2, . . . , N }. π(1) can be found from the normalization condition: N l=1 π(l) = π(1) N l=1 r l−1 = r N − 1 r − 1 π(1) = 1 ⇔ π(1) = r − 1 r N − 1 . (3) and using the steady-state distribution in (2), we obtain:
APPENDIX B Starting from
Since we assume that p > 0.5, it holds that r > 1. Hence, both the numerator and denominator are positive. Furthermore, the log-function is a monotonically increasing function, such that it can be applied to both sides without changing the inequality:
r N − rk −1 r N − 1 ≥ P 0 ⇔ r N − r N P 0 + P 0 ≥ rk −1 ⇔ log r N (1 − P 0 ) + P 0 log(r) + 1 ≥k.
Flooring the last expression leads to (4) .
APPENDIX C
In this appendix, we prove that there always exists a solution for N such that (6) is satisfied. Using (4), it can be seen that:
such that the constraint (6) is always satisfied when log r N (1 − P 0 ) log(r) − 1 ≥ c(N − 1).
Solving for N yields:
APPENDIX D
The MHT can be found from the recursive definition in [24] :
When i ≤ j, h j (i) can be found by starting the recursion in (14) 
Eventually, it can be found that:
h j (i) = 1 p + q p 2 + q 2 p 3 + · · · + q i−1 p i + h j (i + 1), ∀ i ≤ j. For i = j − 1, this results in: h j (j − 1) = 1 p + q p 2 + q 2 p 3 + · · · + q j−2 p j−1 , where h j (j) = 0 because of (14) . By propagating the solutions backward, we find:
By computing the sums and simplifying the expressions, the expression in (8) is found.
APPENDIX E
We prove that ESD(p, τ, N ) in (10) is monotonically nondecreasing with N . Starting from (9) and using Bayes law as in the manuscript, the ESD can be written as:
