Inexpensive devices to measure solar UV irradiance are available to monitor atmospheric ozone, for example, total ozone portable spectroradiometers ͑TOPS instruments͒. A procedure to convert these measurements into ozone estimates is examined. For well-characterized filters with 7-nm FWHM bandpasses, the method provides ozone values ͑from 304-and 310-nm channels͒ with less than 0.4% error attributable to inversion of the theoretical model. Analysis of sensitivity to model assumptions and parameters yields estimates of Ϯ3% bias in total ozone results with dependence on total ozone and path length. Unmodeled effects of atmospheric constituents and instrument components can result in additional Ϯ2% errors.
Introduction
Ground-based measurements of UV radiation from Dobson and Brewer spectrophotometers have been used to estimate column ozone for over 60 years. 1 These instruments measure the direct or diffuse UV energy at the Earth's surface at multiple wavelengths with less than 1-nm band-passes. Column ozone ͑O 3 ͒ retrievals use four or more wavelengths to adjust for the effects of aerosols, sulfur dioxide ͑SO 2 ͒, and other wavelength-dependent factors. The use of measurements of the UV spectra from 290 nm to 350 nm ͑in steps of 0.5 nm with a bandpass of 0.9 nm͒ with a double monochromator to estimate O 3 was recently documented. 2 In this paper we examine some of the problems associated with the estimation of ozone from measurements made by inexpensive, wideband, multiplechannel UV spectroradiometers. The slit-averagedparameter models that work well with narrow-band instruments do not model adequately the channel responses of wider-band UV measuring devices. Channel responses are integrals of products of filter transmissivities, solar irradiance, and atmospheric attenuation. We approximate these integrals with independently measured quantities, summed over 1-Å bands. A multinomial model is constructed to fit the log of a ratio of responses from a pair of channels as a function of total column ozone and path length. The model is inverted to give total column ozone as a function of the channel ratios and the path lengths.
Once an instrument is calibrated, a pair of measurements gives an estimate of total column ozone.
Description and Theory
The total ozone portable spectroradiometers ͑TOPS͒ family of instruments have been designed to make measurements of the direct solar irradiance in three channels, each of which responds to the flux in a region of the UV spectrum. 3 These measurements can be used to produce estimates of column ozone. The theory assumes that the measured intensity of filtered direct sunlight I ͓͔ , for some interval about a wavelength , can be approximated by Beer's law:
where the overbar denotes weighted-average values over the interval of contributing wavelengths; ␣ is the ozone absorption coefficient in ͑atm cm͒ Ϫ1 and ␤ is the Rayleigh-scattering coefficient in atm
Ϫ1
; T is the filter transmissivity; F is the solar irradiance at the top of the atmosphere; D is attenuation by particulate scattering, SO 2 , and other absorbers ͑all for an interval about a specific ͒; P 0 is the surface pressure in atm; ⍀ is the column ozone in atm cm ͓Dobson units ͑DU͒ ϫ 10 Ϫ3 ͔; and s is the secant of the solar zenith angle ͑SZA͒. The s values are used to approximate the relative path length through the atmosphere; s ϭ 1 for SZA of 0°. An estimate of F is obtained by the construction of a Langley plot, 3 although this is problematic even with narrow bandpass instruments. 4 If D is a slowly varying function of , then ratios of measurements at two nearby UV wavelengths will be sensitive to changes in total column ozone, pressure, and path length, but insensitive to many other factors.
The simple relation in Eq. ͑1͒ is not accurate sufficiently to model the measured irradiances when a channel responds to an extended range of UV wavelengths, as is the case with the microcomputercontrolled TOPS ͑microTOPS͒ instruments. The relative contributions to a channel from different wavelengths vary with total ozone and path length. A single set of averaged parameters cannot model these variations accurately. A more complex model, which accounts for these changes, must be used. Figure 1 shows the transmissivity T curves for the three filters ͑nominally centered at 298, 304, and 310 nm͒ used in microTOPS instrument #21 ͑MTOPS21͒. The 298-and 304-nm channels include UV-A blocking filters. The two other curves in each plot are discussed below.
A more realistic model of the filtered direct solar irradiance entering each channel is constructed. First, the irradiance in a 1-Å interval centered at each unit angstrom is modeled by
where ␣ , ␤ , T , F , P 0 , ⍀, and s are as defined above for Eq. ͑1͒, and A 1 ͑s͒ and A 2 ͑s͒ give the relative path lengths through the atmosphere for Rayleigh scattering and ozone absorption, respectively. This model uses spherical shells to transform s into better estimates of the relative path lengths. Specifics for these two transformations and the accuracy of the estimates are discussed in Subsection 3.E. ͑The D term has been neglected for this part of the analysis, but is also discussed in Subsection 3.C.͒ Figure 2 shows the O 3 absorption coefficients ␣, the Rayleigh-scattering coefficients ␤, the SO 2 absorption coefficients ␥, and the extraterrestrial solar irradiance F as functions of wavelength in the region of interest. The ␣ values are computed assuming a temperature of 223 K. 5 The ␤ values come from the work of Bates. 6 The ␥ values are taken from Ahmed and Kumar. 7 Their data were measured at room temperature every sixth of a nanometer from 280 to 320 nm. The extraterrestrial solar irradiances were interpolated to unit angstrom values from version 8 of the data measured by the Solar Stellar Irradiance Comparison Experiment on the Upper Atmosphere Research Satellite. The data were obtained with 2-Å resolution and better than 2% relative accuracy over the 290 -320-nm interval. 8 Note that ␣ decreases by an order of magnitude from 295 to 310 nm, and a typical value of ⍀ in Eq. ͑2͒ is 0.300 atm cm ͑300 DU͒.
The filtered extraterrestrial solar irradiance T F as a function of ͓i.e., the product of the first two terms on the right-hand side of Eq. ͑2͔͒ is given by the dashed curves in Fig. 1 . The irradiances i ͑0.3, 1.5, 1͒ ͓i.e., i ͑⍀, s, P 0 ͒ of Eq. ͑2͒ with s ϭ 1.5, ⍀ ϭ 0.3 atm cm ͑300 DU͒, and P 0 ϭ 1 atm͔ are given by the dotted curves in Fig. 1 . Note that the relative contributions for each channel shift to longer wavelengths because ͒ ͑i.e., the modeled irradiances for s ϭ 1.5, ⍀ ϭ 0.3 atm cm, and P 0 ϭ 1 atm͒, and the scale is on the far left. ͑b͒ Filter-related information for the 304-nm channel. The labeling and axes are as described for Fig. 1͑a͒ . ͑c͒ Filterrelated information for the 310-nm channel. Labeling and axes are as in Fig. 1͑a͒. of the decrease in ␣ with wavelength. Significant contributions to the 298-nm channel are present above 304 nm, even though the transmissivity in that region is below 1%. The scale for i relative to F is 1:500 for the 298-nm channel, 1:50 for the 304-nm channel, and 1:10 for the 310-nm channel. The microTOPS instruments use different gains to amplify the signals in the different channels appropriately.
The total irradiance for each channel is given by an integral of i , which we approximate by
where ⌳ ϭ 298-nm, 304-nm, or 310-nm channel; m ⌳ and M ⌳ are lower and upper limits on the contributing wavelengths; and is incremented in steps of 1 Å. The actual counts measured by an individual microTOPS channel are scaled by the photodiode efficiencies and amplifier gains of that channel. In addition there are other atmospheric absorbers and particulate scatterers. If relative channel efficiencies and gains are constant over time, and if effects of particulate scatters and other atmospheric absorbers are relatively wavelength independent, then a ratio of model I ͓⌳͔ values for two channels is proportional to the corresponding ratio of measured microTOPS channel counts. We define the calibration constant ℜ, which converts a model ratio into an observed instrument ratio, by
where N ͓⌳͔ is the count measured by the instrument for the ⌳ channel. Then, given a measured ratio, with pressure and SZA information, one inverts the calibrated model to determine the column ozone. ͑Practical experiences with calibration and inversion of this model are presented in a companion paper in this issue. 9 ͒ The model was used to estimate the ratio R͑⍀, s͒ ϭ I ͓304͔ ͞I ͓310͔ for a grid of s and ⍀ values with P 0 ϭ 1, s ϭ 1.0 to 3.0 in steps of 0.1, and ⍀ ϭ 0.200 to 0.500 in steps of 0.010 atm cm. Simple multinomials in ⍀ and s were fit to the surface, log ͑R͒ versus ͑⍀, s͒. One of the form,
was found to fit log͓R͑⍀, s͔͒ with less than 0.004 absolute error. The percent errors in the estimation of ozone with this nine-term fit, instead of the full model, are shown in Fig. 3͑a͒ . A nice feature of this multinomial form is that it is only quadratic in ⍀ and may be inverted easily to solve for ⍀ given estimates of R͑⍀, s͒ and s. Only one of the roots produces a physically reasonable ozone estimate. The values of C i for MTOPS21 with P 0 ϭ 1 are given in Table 1 , column 2. Other columns of Table 1 and contour plots in Fig. 3 are discussed in Section 3.
Errors and Adjustments
One can find the effects of changes in various parameters and components on the modeled ratio to estimate ͑and correct͒ the errors in the derived ozone. Several such analyses are presented in this section. 
A. Calibration Constant
The instrument to model ratio ℜ can be determined by calibration with a previously calibrated instrument ͑with identical filters͒ or by calibration with ozone estimates from another source. The latter procedure is examined in Ref. 9 . Although this paper does not cover the practical determination of the calibration constant ℜ, the sensitivity of the ozone estimates to errors in this constant is determined easily. The effects of a 1% error in ℜ on the derived ozone values are given in Fig. 3͑b͒ . These values also give the reciprocal of the sensitivity of the instrument pair ratio, that is, the percent ozone changes derived from 1% changes in the measured ratios.
B. Atmospheric Pressure
Day-to-day variations in atmospheric pressure of 1% or 2% are common, and even larger changes may accompany particularly strong weather fronts. These variations produce changes in the measurements and should be accounted for in the model. The effects are not large and can be approximated if one makes linear changes to the C i values. The changes in the C i 's for a 5% change in P 0 from P 0 ϭ 1 atm are found by fitting Eq. ͑5͒ to the model with P 0 ϭ 1.05 atm and are given by the d pi 's in Table 1 , , and the scale is on the near axis on the left. The dotted curve is the SO 2 absorption cross section ␥ , and the dashed curve is the O 3 absorption cross section ␣ , both in atm cm and sharing the scale on the far-left axis. column 3. If pressure data are available, then the model C i 's ͑Table 1, column 2͒ can be adjusted by
where P is the actual pressure. The adjustments to the model ratios for a Ϯ5% range of pressure changes, with Eq. ͑6͒, match the computed changes in R͑⍀, s͒ within 2% of the changes. Figure 3͑c͒ shows the percent error in the derived ozone resulting from an uncorrected 5% error in the pressure ͑real pressure for the measurements 5% larger than used in the model͒ as a function of the real ozone and secant of the SZA values. Notice that this 5% error produces an ozone error of about 0.002 atm cm. If an instrument is to be operated at a high-altitude location, then a new set of C i values should be computed for the nominal pressure of the site.
C. Other Scatterers and Absorbers
One of the factors hidden in the neglected D term is absorption by atmospheric SO 2 . Background levels of SO 2 are usually less than 0.001 atm cm, although urban and industrial areas with polluted boundary layers may have 0.005 atm cm or larger values. 10 Volcanic plumes may produce elevated SO 2 amounts of 0.030 atm cm or more moving over 10 5 km 2 regions and lasting for several days. 11 The model ratios are recomputed, including the attenuation attributable to 0.001 atm cm of SO 2 with the ␥ values of Fig. 1 . An additional term of 0.001 ␥ s is added to the exponent in Eq. ͑2͒. The ␥ values do have a large wavelength dependence.
The errors in the derived ozone if 0.001 atm cm of SO 2 is present and unaccounted for appear in Table 1 , column 4, can be used to make first-order adjustments to the C i 's in column 2 prior to an estimation of the total column ozone. The adjustment for as much as 0.005 atm cm of SO 2 , with the d si data, fit the computed changes in R͑⍀, s͒ within 5% of the changes. Given the uncertainty in the knowledge of the SO 2 cross sections, one expects errors of the order of 0.5 atm cm of O 3 per atm cm of SO 2 even after making these corrections. 12 Aerosols, dust, mists, and other scatterers and absorbers ͑excluding SO 2 ͒ lumped into the D term affect the accuracy of the derived ozone estimates. This attenuation reduces the solar irradiance at the Earth's surface by as much as a factor of 10, even in cloud-free skies. Conservatively high estimates of the wavelength dependence of the optical depth of such components give 1% differences ͑up or down͒ in the optical depth between the 304-nm and 310-nm channels. 13 This effect could be much larger in the presence of a monodisperse aerosol.
The ozone error from such dependence is now a function of the optical depth of these various absorbers and scatterers. Multiplying the right-hand side of Eq. ͑2͒ by a D of the form given in Eq. ͑7͒, we obtain a model that takes such scattering into account. where is the optical depth of the haze at 300 nm, is the wavelength in nanometers, and s is the secant of the SZA. The constants in Eq. ͑7͒ have been selected so that there is a 1% increase in the optical depth per 6-nm change in . The model ratios were computed for ϭ 1 ͑resulting in about one seventh of the unattenuated signal for s ϭ 2͒. The new R͑⍀, s͒ values are very similar to those produced by the multiplication of the old R͑⍀, s͒ values by ͑1 ϩ 0.01 s͒. This is not surprising because the main effect on R͑⍀, s͒ of the wavelength-dependent optical depth, as approximated here, for a fixed s should appear as an interchannel calibration offset of approximately ϫ s%. Thus multiplying the errors presented by Fig.  3͑b͒ by s will provide estimates of the errors from this source. They range from 0.8% to 2.2% ͑0.003 to 0.006 atm cm͒ for the D of Eq. ͑7͒. Although a reduction of a factor of 7 in the individual UV channel signals should be recognized easily with frequent use of a stable instrument, determination of the wavelength dependence of the attenuation to correct the ozone estimates requires external information. Practical problems caused by aerosols for real measurements are observed in Ref. 9 .
The direct sun model of Eq. ͑2͒ assumes that forward-scattering contributions will be very small. To estimate the contribution attributable to diffuse light scattered into the field of view, theoretical simulations of the diffuse light field were performed for a model atmosphere. The theoretical model includes all orders of scattering, a Lambert reflecting surface, molecular anisotropy, polarization, and spherical attenuation of the direct solar beam. 14, 15 In these simulations the aerosol vertical profile was taken from Elterman, 16 and the size distribution was modeled with a constant number density for the 0.005-0.1 -m radii range and a Junge parameter of 3 for the radii between 0.1 and 7.0 m, with a refractive index of 1.55 ϩ i0.0. The aerosol optical depth was set to 0.2 at 298 nm and was allowed to vary at the other wavelengths according to Mie calculations, and the total column ozone was set at 0.325 atm cm. For a surface albedo of 0.1, s ϭ 3 ͑SZA ϭ 71°͒, and 3°field of view, the ratios of diffuse-to-direct flux are 11.8, 1.26, and 1.1% for the 298-nm, 304-nm, and 310-nm channels, respectively. At 0°SZA the ratios decrease for all channels to approximately 0.32%. The weak wavelength dependence of the diffuse flux contributions for the 304-nm and 310-nm channels causes the direct flux model ratios R͑⍀, s͒ to differ from the detailed simulation ratios by less than 0.2% for s Յ 3 and a field of view Յ3°. The 298 -304-nm ratios can differ by 10% or more in the same circumstances.
D. Temperature Dependence of Ozone Cross Sections
In constructing the model, we computed the ␣ values in Eq. ͑2͒ at a temperature of 223 K. This temperature is representative of the average column temperature weighted by the ozone concentration. The actual temperatures vary with height, latitude, and season. Channel 4 temperature data from the Microwave Sounding Unit ͑MSU͒ of the National Oceanic and Atmospheric Administration operational satellites provide a weighted average of the temperatures of the lower stratosphere. 17 Because this region of the atmosphere is also the location of the peak ozone concentrations, changes in the MSU temperatures quantify the temperature variations for ␣ calculations. Monthly average MSU temperatures for 10°ϫ 30°latitude by longitude bins centered on 40°N are almost always between 205 K and 215 K over the 1980 -1990 period ͑and usually between 200 K and 230 K for all 10°ϫ 30°bins from 60°S to 60°N͒.
The model ratios were recomputed with ␣ calculated for a 10 K warmer temperature. The estimated ozone errors attributable to this change are shown in Fig. 3͑e͒ . If more accurate temperature data are available, then the d ti values in Table 1 , column 5, can be used to correct the model C i 's before ozone values are derived. That is,
where T is the ozone-weighted mean column temperature in kelvin. The adjustment for Ϯ10 K about 223 K, with the d ti 's, fit the computed changes in R͑⍀, s͒ within 10% of the changes.
E. Path-Length Estimation
The path-length calculations use the equation of time and other formulas 18 to determine the SZA, and they depend on accurate knowledge of the time and latitude and longitude. A known SZA error is corrected directly. The most common errors are in the times of measurements. A 1-min error in time of measurement or a 15-arcmin error in either latitude or longitude results in at most a 0.75% error at s ϭ 2 and at most a 1.5% error at s ϭ 3. At 45°N, a 15-arcmin error in longitude is equivalent to a 20-km error in east-west location. The sign of the s error switches at local solar noon for time or longitude errors. Small changes in s produce almost identical changes in the relative path-length estimates A 1 ͑s͒ and A 2 ͑s͒. The results of a 1% error in s ͑real s is 1% larger than used to derive ozone͒ are shown in Fig. 3͑f ͒. Errors in time and location transform into errors in s in a complicated manner, but, in general, the errors are smallest at local solar noon. The A 1 ͑s͒ and A 2 ͑s͒ functions in Eq. ͑2͒ are designed to account for the spherical nature of the atmosphere and the vertical distribution of ozone. They use 11 spherical shells defined by the standard Umkehr layers. Each layer is about 5-km thick and contains approximately one half of the atmosphere above its lower boundary. The ozone distribution is given by a standard 0.375-atm cm mid-latitude profile. 19 The atmosphere amounts ͑or ozone amounts͒ within the shells times the effective geometric path at the center of the shells are summed, 20 and the total is divided by the total atmosphere ͑or column ozone͒. For Rayleigh scattering, the effective path lengths are within 1% of s and are very accurate. For ozone absorption, they are within 2.5% of s, for s less than 3, and their accuracy depends on the real ozone distribution.
The ozone profile used here was selected because it provides A 1 ͑s͒ values that are in the middle of those obtained for 22 other standard profiles. 19 These profiles have total ozone amounts from 0.125 to 0.575 atm cm and are representative of ozone distributions from low, mid, and high latitudes. The absolute differences in the shell estimates for the selected ozone profile and this larger set are less than 0.5% up to s ϭ 3.
F. Extraterrestrial Solar Irradiance
Variations in F for this spectral region over the 11-year solar cycle and 27-day solar rotation are small. By using scale factors and Mg II index information, 21 one finds that the changes in F from solar minimum to solar maximum for wavelengths in the 295-nm to 320-nm region range from 0.0% to 0.5%. These variations are not monotone with wavelength and result in even less error than a 0.5% change in the calibration constant ℜ. Relative changes in extraterrestrial insolation due to Earth orbit eccentricity are wavelength independent and cause no errors.
G. Instrument Responses
The instruments have two spectral response properties that lead to errors in the derived ozone. The first is the dependence of the responsivity of the photodiodes on wavelength. This acts like a wavelength-dependent transmissivity and can be included in the T term if known. Only withinchannel variations are important as interchannel differences are included in the calibration constant ℜ. Over the 30-nm ranges of interest, the MicroTOPS photodiodes are thought to have less than 5% variation in their response. If always present and approximately linear in , then most of the errors are countered by a change in ℜ, and the derived ozone errors are less than 0.1%.
The second complication is deviations of the responsivity with instrument-operating temperatures. Differences in this deviation that are a function of wavelength are important. The MicroTOPS instruments use gallium phosphide photodiodes that have up to 0.5%͞6 nm difference in response for 10 K change in instrument temperature at approximately 300 K. This response change is modeled when one multiplies the T by ͓1 Ϫ 0.005 ͑ Ϫ 300͒͞6͔ and recomputes R͑⍀, s͒. The new R͑⍀, s͒ are very similar to those produced when one multiplies the old R͑⍀, s͒ by 1.005. This is not surprising because the main effect of the wavelength-dependent optical depth on R͑⍀, s͒ appears as an interchannel calibration offset. The result of an uncorrected 0.5% increase in the measurements, relative to the calibrated model, on the derived ozone is estimated when one multiplies the data in Fig. 3͑b͒ by one half. The abilities of users to control the temperatures of instruments at time of use vary.
H. Accuracy and Stability of Filter Transmissivity
Accurate knowledge of filter transmissivities, especially in the upper wings, is important for accurate modeling. The T values used here are those for the filters in MTOPS21 as measured by Barr Associates, Inc., Westford, Mass. To test the sensitivity of the models, we altered the T values for the 304-and 310-nm channels in three different ways. The first test involves increasing the T by 0.5% ͑absolute͒ over various 1-nm ranges within 6 nm of the channel center. As expected, the modeled R͑⍀, s͒ values are most sensitive to changes in the upper range of the 304-nm channel. The largest changes in the modeled R͑⍀, s͒ values for 304-nm-channel 0.5% increases are 0% to 2% ͓͑308, 309͔ interval͒ and 0.3% to 3.5% ͓͑309, 310͔ interval͒. For the 310-nm channel, the largest changes are 0% to Ϫ1% ͓͑315, 316͔ interval͒.
The second test involves increasing the T by 10% ͑relative͒ over various 1-nm ranges. The largest changes in the modeled R͑⍀, s͒ values are 1% to 3% for changes in the 304-nm channel and 0% to Ϫ2% in the 310-nm channel. Because the T term is multiplied by the F term, this test also quantifies the errors that are produced by 10% relative errors over 1-nm ranges in the extraterrestrial irradiance estimates.
The third test models a 0.5-Å error in wavelength registration during calibration of the filter bandpasses. When the T data are shifted to the right by 0.5 Å, the new R͑⍀, s͒ values are 5% to 8% higher. In all three cases, the changes in R͑⍀, s͒ values for the tested 304-nm-channel perturbations are monotone increasing as functions of ⍀ and s. If the real filters differed in any of these ways, then the calibration constant ℜ adjusts for at least the minimum change. The final effects on the ozone estimates depend on the percent differences in R͑⍀, s͒ between the time of calibration and the times of measurements. The effects of these differences on the derived ozone are estimated from Fig. 3͑b͒ .
Questions about the stability of filters pose a serious and unresolved issue. Obviously if the filters' bandpasses change over time, then the model coefficients must be recalculated. Changes in filter characteristics would produce a variety of errors in the ozone estimates. These errors can be detected by periodic calibration either through direct measurement of known sources or comparisons against stable ozone monitoring devices. Such monitoring is necessary to guarantee the quality of long-term time series of ozone data from this type of instrument.
The analysis herein also has not addressed two other issues. The first issue concerns the presence of stray light and leakage in the filters. The UV-A blockers on the 304-nm channel and the reduced responsivity of the gallium phosphide photodiodes in the visible and infrared part of the spectrum act as compensating factors for this problem. The second issue concerns the linearity of the instrument responses over the wide range of signals encountered.
We do not have enough information to address these issues, but problems observed with the 298-nm channel in Ref. 9 do raise concerns.
Summary and Conclusions
The goal of this research was to provide a step-bystep method with quantifiable errors to derive ozone estimates from surface UV measurements obtained with inexpensive, wide bandpass filters. Once determined, the C i , d pi , d si , and d ti data of Table 1 , together with the function in Eq. ͑5͒, provide the basis for deriving estimates of the ozone from instrument measurements with a single calibration constant ℜ. Table 2 classifies and summarizes the errors studied for the model presented in this paper. The first column designates the sources of the errors; the second gives physically realistic sizes for the errors; the third gives the sensitivities of the ozone estimates to the errors; the fourth and fifth provide estimates of the average absolute error and bias produced in the ozone estimates, respectively; and the sixth presents some comments on the behavior of the errors.
The main sources of bias in the derived ozone estimates ͑and estimates of the biases͒ are errors in filter or solar data ͑2%͒, uncertainty in the estimation of the calibration constant ℜ ͑1%͒, the presence of S0 2 ͑1%͒, the presence of aerosols and other absorbers and scatterers ͑1%͒, and changes in the atmospheric column temperatures ͑0.5%͒. Most of the other sources of error can be minimized by careful operation of the instruments, corrected with auxiliary information, or they are likely to be random and average out over multiple measurements during a day.
With the analysis outlined here we use only a single pair of measurements to estimate ozone. If other well-behaved UV channel measurements are available, one can retrieve jointly additional quantities, for example, SO 2 or the wavelength dependence of aerosol optical depth, as are obtained with five channels for the Brewer instruments. 22 
