The absorption of sunlight by oceanic constituents significantly contributes to the spectral distribution of the water-leaving radiance. Here it is shown that current parameterizations of absorption coefficients do not apply to the optically complex waters of the Crimea Peninsula. Based on in situ measurements, parameterizations of phytoplankton, nonalgal, and total particulate absorption coefficients are proposed. Their performance is evaluated using a log-log regression combined with a low-pass filter and the nonlinear least-square method. Statistical significance of the estimated parameters is verified using the bootstrap method. The parameterizations are relevant for chlorophyll a concentrations ranging from 0.45 up to 2 mg=m 3 .
Introduction
The absorption of sunlight by particulate and dissolved matters in the ocean significantly contributes to the spectral distribution of the water-leaving radiance. The inverse dependence of the remote sensing reflectance on the total spectral absorption coefficient together with the distinctive characteristics of the oceanic constituents provides the physical basis for ocean color algorithms for determining their concentration from satellite measurements. The inversion of the remote sensing reflectance to retrieve concentrations of materials of interest (i.e., suspended sediments, chlorophyll, organic matter, and suspended organic detritus) requires the development of bio-optical models consisting of establishing relationships between the constituent concentrations and the optical properties of the particles. The absorption coefficient of the hydrosols is partitioned into absorptions due to phytoplankton pigments, colored dissolved organic matter (CDOM), and nonalgal particles (NAPs).
During the past two decades, several field experiments devoted to the study of the spectral signature of phytoplankton absorption coefficients in various aquatic environments have been carried out [1] [2] [3] [4] . In open ocean waters, hereafter referred to as Case I waters [5] , the spectral variation of the phytoplankton absorption coefficient as a function of the chlorophyll a concentration is thoroughly studied in [6, 7] . In coastal waters, hereafter referred to as Case II waters [5] , the bio-optical models were poorly documented over a long period of time. An extensive analysis of light absorption coefficients for a large data set collected in various European coastal waters is provided in [8] . In particular, Babin et al. [8] proposed parameterizations of the NAP and CDOM absorption properties for coastal zones. However, the parameterization of phytoplankton absorption coefficient with respect to chlorophyll concentration has still not been extensively studied in optically complex waters. The goal of the current paper is to study the variability in the spectral absorption coefficients of the particulate and dissolved components in coastal waters whose optical properties significantly depart from those measured by Babin et al. [8] . We especially focus on the relationship between the absorption properties of the phytoplankton and the pigment concentration. The analysis is conducted based on field measurements collected in the Black Sea coastal zone off the Crimea Peninsula, for which the variations of the optical properties of particles are presented and discussed in detail in [9] [10] [11] [12] .
First, a short description of the field experiment and the methods used for measuring the optical properties of the particles is presented. Second, biooptical models for deriving the absorption coefficients of phytoplankton, NAPs, and CDOM are investigated. It is shown that the current parameterizations of spectral absorption coefficients [7, 8] do not fit our data set. Therefore we propose new parameterizations of the absorption coefficients of phytoplankton, NAPs, and CDOM, which could be applicable for coastal waters showing similar optical features as those observed in Black Sea coastal zones. The parameterizations are obtained by applying different statistical methods. The performance of these methods is discussed and a rigorous analysis of the errors is performed. The stability and reliability of the retrieved parameters are verified.
Material and Methods of Measurements
In situ measurements of the optical properties of the particles were carried out during a field experiment that occurred in the Black Sea coastal area in the summer of 2002 [13] . Here we give a brief description of the experiment, and we refer to [9, 10, 14] for more details about the measurement techniques, calibration of devices, and weather conditions. The measurements were performed on an oceanographic platform located 600 m offshore from the southern Crimea coastline. The sample acquisition and processing were performed following the ocean optics protocols recommended for satellite ocean color sensor validation [15] . A total number of 132 seawater samples were collected at fixed depths, namely, 0, 4, 8, 12, 16, and 20 m. Concentrations of chlorophyll a (Chla) and phaeopigment (Phaeo) were determined using the standard fluorometric method [16] . The fluorometer was calibrated using known concentrations of pure chlorophyll a. The samples (300-500 ml) were filtered through 25 mm glass fiber filters (Whatman GF/F). Pigments were extracted in 90% acetone in the dark at 6-8°C for 18 h. The total chlorophyll a concentration (Tchla) is defined as the sum of Chla and Phaeo. It is known that the fluorometric measurements of these parameters may be perturbed by the presence of chlorophyll b in the samples [17] . On the basis of the data obtained near the platform in summer from 1996 to 2003, we have performed a taxonomic analysis of phytoplankton [18, 19] . It was found that nano-and microphytoplankton is represented by different species of Bacillariophyceae, Dinophyceae, and Prymnesiophyceae classes. At the same time, the quantity of Chlorophyceae algae containing chlorophyll b and prochlorophytes containing divinyl chlorophyll b can be assumed to be negligible in the considered Black Sea coastal area.
The particulate absorption was measured using the methods described in [1, 20] . The separation of the particulate absorption into phytoplankton and other components is based on the methanol extraction method [21] . The measurement made before the methanol extraction provides the total particulate absorption coefficient a p ðλÞ, while the depigmented particle absorption coefficient a NAP ðλÞ is obtained after the extraction. The parameter a NAP ðλÞ is consistent with the absorption by the detrital particulate matter and is thus referred to as the NAP absorption coefficient. The phytoplankton absorption coefficient a ph ðλÞ, which represents the absorption by the living particles, is obtained by the difference between a p ðλÞ and a NAP ðλÞ. The spectral absorption of CDOM was measured with the dual beam spectrophotometer (SPECORD-M40, Carl Zeiss) using a 0:1 m long cuvette and deionized water as the reference. The water samples were filtered throughout 0:2 μm-pore-size membrane filters, which were first prerinsed with 50 ml of deionized water. The absorption was corrected for the instrument baseline, and the CDOM absorption coefficient a CDOM ðλÞ was calculated according to a CDOM ðλÞ ¼ ðOD s ðλÞ − OD bs ðλÞÞ · ln 10;
where OD s ðλÞ is the optical density of the filtrate sample, and OD bs ðλÞ is the optical density of a purified water blank. Note that ODðλÞ ¼ DðλÞ=l, where DðλÞ is the spectral absorbance, and l is the cuvette length (0:1 m here).
Results and Discussion

A. Local Absorption Budget
In the open ocean, the phytoplankton makes the major contribution to the absorption at 443 nm. In coastal waters, the absorption balance is much more variable. The relative contribution of phytoplankton, NAPs, and CDOM to the total absorption coefficient for the Black Sea coastal water was studied as a function of wavelength for 4 days, covering the entire experiment ( Fig. 1) . The contribution from the CDOM absorption coefficient to the total absorption coefficient is higher than 50%. Thus the CDOM is the main light-absorbing component at 443 nm. Note that similar results were obtained for the New England [22] and South Atlantic Bight shelf waters [23] . The phytoplankton and NAP contribution is around 24% and 22%, respectively, with rather stable values for phytoplankton. Almost similar ratios were obtained for the Baltic Sea and, to a lesser extent, for the North Sea [8] . Previous studies regarding coastal waters showed that a ph ð443Þ could be either greater than a NAP ð443Þ [22, 24, 25] or lower [23] . Such a difference could be related to geographic peculiarities of the regions. For instance, the increase of NAP contribution to total particulate absorption is usually observed near the estuaries and is often related to the increase of terrigenous particles [23] . As well, episodic events such as storms or hurricanes can lead to an increase of NAP contribution to the particulate absorption by a factor of 3-4 because of the resuspension [22, 26] . The contribution of NAPs to the total particulate absorption at 443 nm could also be changed by a factor of 2-3 during a phytoplankton bloom and during postbloom periods [27] . Consequently, in the coastal waters, the variability in a NAP ð443Þ and the contribution of a NAP ð443Þ to the total particulate absorption show a regional specificity. The analysis of a great number of measurements provided by [6] demonstrated that a nonlinear relationship between the particulate absorption coefficient and the chlorophyll a concentration can be approximated using a power-law function. Further, Bricaud et al. [7] proposed a more relevant parameterization for the phytoplankton absorption coefficient when dealing with Case I water:
The coefficients A ph ðλÞ and E ph ðλÞ can be obtained through the linear fitting between logarithms of the absorption ln a ph ðλÞ and the concentration ln Chl of pigments for each wavelength λ: 
where the notation of parameters with an overbar means ensemble averaging.
The same approach as in the Bricaud et al. study [7] was applied to the Black Sea data. The spectral distribution of the absorption coefficient as a function of Tchla was then determined. The data set used in our study was obtained for a relatively short period of time, and the values of Tchla range from 0.45 up to 2:04 mg=m 3 . This is much less than in [7] , where the chlorophyll concentration varied by a factor of 500. The scatterplot of the phytoplankton absorption coefficients at 440 nm (Fig. 2) shows that the nonlinear effect observed in the data of Bricaud et al. [7] is not pronounced here. However, we have used the power-law fitting, as it is additional "a priori" information obtained and validated earlier by Bricaud et al. on the basis of the large number of measurements. Another reason is that it describes well the behavior of the absorption coefficient for the values of chlorophyll concentration outside the range of our measurements.
It is known that fitting nonlinear functions is less stable than fitting a linear function. This becomes more important in our case since the number of samples is limited (132 samples in total). Therefore special attention should be paid to the assessment of the stability and the statistical significance of the obtained estimates. Such an assessment is carried out in the following subsections.
Statistical Distribution of the Measurements and Estimation of Confidence Intervals
The results of fitting the Black Sea absorption data set together with the similar fitting presented in [7] are shown in Fig. 3 . The numerical values of the fitting parameters are tabulated in Table 1 with a spectral resolution of 10 nm. The complete values can be obtained from the authors upon request. It is observed that the simple least-squares fit with a power-law function induces a spectral distribution of the estimated parameters, which is rather noisy [Figs. 3(a) and 3(b)]. It is necessary to identify the variations showing a statistical significance. The coefficients A ph ðλÞ and E ph ðλÞ, which are derived from the statistical fitting, are considered as random values. To check whether the difference between our fitting and the parameterization proposed by Bricaud et al. [7] is not a result of stochastic fluctuations, the confidence intervals for the coefficients A ph ðλÞ and E ph ðλÞ need to be estimated. Because most of the frequently used efficient estimates and statistical tests are based on the assumptions of Gaussian distribution of the data, it was necessary to check first whether the statistical distribution of ln a ph ðλÞ and ln Tchla is consistent with a normal distribution. Two tests were used for that purpose. The first one is the Jarque-Bera test [28] . This test is based on the hypothesis that samples from the normal distribution have an expected skewness value of 0 and an expected kurtosis value of 3. The second test, the so-called Lilliefors test [29] , uses as the statistics the maximum discrepancy between the empirical distribution function and the cumulative distribution function of the normal distribution with the estimated expectation and variance. So the Lilliefors test is just an adaptation of the Kolmogorov-Smirnov test [30] to the case where the parameters of normal distribution are not specified. Based on these tests, the hypothesis that the variables ln Tchla and ln a ph ðλÞ follow a normal distribution (Fig. 4) can be rejected with a probability of 0.95 for most of the wavelengths. Thus one cannot successfully apply the standard methods for constructing confidence intervals that are commonly based on student's distribution or F distribution (see [31] for a complete description of the standard statistical methods). Fig. 2 . Log-log scatterplot of the phytoplankton absorption coefficients at 440 nm versus Tchla. The linear regression line is presented as a dashed curve, and the log-log regression is plotted using the solid line.
Therefore the so-called "bootstrap method" [32] was used to estimate the confidence intervals for coefficients A ph ðλÞ and E ph ðλÞ.
Parametric techniques calculate a distribution function of the estimated parameter from the distribution function of the population, which is supposed to be known. In contrast, the bootstrap method allows us to estimate confidence intervals without this latter hypothesis. The bootstrap method is based on the generation of several ensembles of samples (so-called bootstrap samples) using the original measurements. Each bootstrap sample is created using a random sampling of the measured data. Every sample is returned to the original data set after selection. Therefore, when constructing a bootstrap sample, a particular data point from the original data set could appear multiple times. Using the various generated bootstrap samples, the procedure allows us to resample the coefficients A ph ðλÞ and E ph ðλÞ as many times as we need for the construction of an empirical cumulative distribution function that enables us to establish the uncertainty of those quantities. The confidence intervals constructed in such a way using 200 bootstrap samples are also shown in Figs. 3(a) and 3(b). The results point out that the difference between the A ph ðλÞ and the E ph ðλÞ coefficients derived from the Black Sea measurements and those derived from [7] cannot be explained by a poor statistic, and thus the observed difference is statistically meaningful.
Figures 3(a) and 3(b) also show that all high spectral perturbations occurring within a resolution of 20 nm remain inside the confidence intervals, and thus these perturbations are statistically not significant. Therefore a low-pass filter was applied to remove the spurious harmonics. This filter is based on the local regression smoothing procedure proposed by Cleveland and Devlin [33] . This procedure employs the weighted second degree polynomial fitting in a moving interval. The weights are evaluated to adapt the moving interval to the irregular wavelength step and to make the solution robust to possible outliers. The Cleveland and Devlin [33] procedure was modified here to better account for the spectral variations of the parameters. The modification that was carried out in the current study consists of setting the spectral variability of the span (the key parameter of the local regression smoothing) , except the modified local regression smoothing was used to remove the spurious high-frequency variability. Thick black lines are used for our fitting, thick gray lines represent the results obtained by Bricaud et al. [7] , and dashed black lines represent 95% confidence intervals.
by employing the confidence intervals smoothed with a running mean. The proposed method preserves well the low-frequency variability of the extracted signal. The final spectral distribution of the coefficients A ph ðλÞ and E ph ðλÞ are shown in Figs. 3(c) and 3(d) together with the confidence intervals. It is observed that the overall spectral shapes of the parameters calculated for the Black Sea waters and for the Case I waters are nearly similar, especially for A ph . The correlation coefficients between our data and the Bricaud et al. study [7] are 0.99 and 0.76 for A ph ðλÞ and E ph ðλÞ, respectively. Therefore, in the particular case where the values of Tchla are close to 1 mg m −3 , the calculation of phytoplankton absorption coefficient based on Eq. (2) is fairly independent of E ph ðλÞ, and thus the spectral shape of absorption by phytoplankton in the Crimea coastal zone is almost identical to the shape found in deepwater regions by Bricaud et al. [7] .
Comparison of Parameterizations
The values of A ph ðλÞ in the spectral range of 412-555 nm are greater than those derived using the parameterization of Bricaud et al. [7] [ Fig. 3(c) ]. Such behavior was already observed in other coastal regions like the Baltic Sea, the Adriatic Sea, and the English Channel [8] . In the present study, the relative concentration of phaeopigments is much lower than in the North Sea (the ratio Phaeo/Tchla is 23.7%) and may not explain the overestimation of the phytoplankton absorption coefficient in the blue when compared with Case I water parameterization. Here the peculiarities of the light absorption by the phytoplankton at short wavelengths in Crimea coastal waters are likely related to a higher ratio of accessory pigments related to chlorophyll a, as it was already observed in the Adriatic Sea [8] . The relatively higher ratio of accessory pigments is supposed to reflect the intracellular content of photoprotective pigments in summer.
In contrast with A ph ðλÞ, the E ph ðλÞ values derived from our fitting are smaller than those derived from the Bricaud et al. [7] study in nearly the entire visible region [ Fig. 3(d) ]. All the exponents of the powerlaw function derived from our measurements are less than unity, which means a decrease of the chlorophyll-a-specific absorption coefficients with increasing Tchla. Such a type of function agrees with results obtained in open ocean waters [6, 7, 24, 25, 34, 35] and more recently in the deep water region of the Black Sea [36] . In contrast with the results reported in [7] , our fitting of E ph ðλÞ reveals a strong minimum around the 580 nm wavelength. Based on the confidence intervals, the minimum observed at 580 nm is statistically significant. The existence of this minimum means that the spectral shape of the phytoplankton absorption in the Crimea coastal zone is significantly different from the shape found in the open ocean waters. Within the range of Tchla measured during the Black Sea experiment, the influence of the coefficient E ph ðλÞ on the parameterization of a ph ðλÞ is moderate. On the basis of Eq. (2), the major impact of the differences observed in E ph ðλÞ values between Case II and Case I waters would be observed at extremely high (typically when The data are provided with a spectral resolution of 10 nm. The complete values can be obtained from the authors upon request. Tchla is more than 10 mg=m 3 ) or low (typically when Tchla is less than 0:1 mg=m 3 ) chlorophyll concentrations. In effect, the coefficient E ph ðλÞ varies from 0.4 to 0.8 within the spectral range around the minimum. The term Chl E ph ðλÞ , which is used in the parameterization [see Eq. (2)], varies by a factor of 2.5 when Tchla ranges from 0.1 to 10 mg=m −3 and only by a factor of 1.3 when Tchla varies within the interval from 0.45 to 2:04 mg=m 3 corresponding to our data set.
Analysis of Errors
Together with the confidence intervals, the error of the parameterization was estimated using the leave-one-out cross validation method [31] . This method simulates the use of the parameterization with unknown data by (i) repeating the fitting procedure on the data subsets and then (ii) estimating the error on the data portions left out of each of these subsets. The mean value of this error can be interpreted as the systematic bias of the absorption parameterization, while the standard deviation characterizes the random error. The spectral variations of these errors (i.e., mean and random errors) are presented in Fig. 5 . At all wavelengths, the random error is significantly higher than the mean error. In the green-red spectral region, the variations of random error are in agreement with the spectral variations of the absorption coefficient. With decreasing wavelength, the situation changes, and both errors increase. High values of the relative error of the absorption coefficient are observed in the UV spectral region, which is especially important at low values of chlorophyll concentrations. At the same time, the broadening of confidence intervals suggests a possible instability in the shortwave area. So it is likely that the constructed parameterization is questionable at wavelengths shorter than 400 nm.
The high values of the root mean square error (RMSE) of the parameterization of a ph ðλÞ suggest that perhaps pigment concentrations may not be the single parameter influencing the light absorption by phytoplankton. Figure 6 (a) shows how a ph ðλÞ changes when Tchla has a fixed value, namely, 0:65 mg=m 3 . Variations of a ph ðλÞ are greater than the RMSE interval estimated for the entire range of concentrations available in our data set. The magnitude of these variations is comparable with the magnitude of variations that would be due to changes in chlorophyll concentration. Since the Fig. 5 . Spectral distribution of the mean and random errors (the random error is defined as the standard deviation of the error) of the absorption parameterization of a ph ðλÞ. Fig. 6 . Variations of the spectral absorption coefficient of phytoplankton for a fixed value of Tchla, namely, 0:65 mg m −3 . In (a), the thick gray curve represents the parameterization of phytoplankton absorption coefficient proposed by Bricaud et al. [7] , and the thick black curve is the parameterization obtained based on our data set. The thin gray curves (five in total) are spectral absorption coefficients measured for different waters at the fixed chlorophyll concentration value of 0:65 mg=m 3 . The correlation coefficients between these five curves are represented in (b).
variations of a ph ðλÞ are significant at all wavelengths, those variations are not attributed to potentially incorrect measurements in the UV range. The strong variations of a ph given a Tchla concentration are probably related to the variability in phytoplankton species throughout the "packaging effect," which consists of variations of pigment absorption properties due to the nonuniform distribution of pigments within the phytoplankton cells [37] . Morel and Bricaud [37] demonstrated that the packaging effect is a major source of variability in the absorption coefficients of phytoplankton species. Figure 6(b) demonstrates that the correlation coefficients between the five plots of spectral values of a ph ðλÞ measured at the same Tchla are high and show a minimum value of 0.86. This means that the absorption spectra do not have significant differences in shape. In other words, one absorption spectrum can be derived from another one using a linear correction. Such a result suggests that a more precise parameterization of phytoplankton absorption spectra specific for coastal areas might be obtained. However, more investigation is required at this point, and this aspect will not be analyzed here. 
Influence of the Fitting Method on a NAP ðλÞ Parameterization
It is commonly believed that the NAP absorption spectra can be parameterized using an exponential fit for different coastal waters [8] . The expression for the spectral absorption coefficient is written as follows:
whereã NAP ðλ r Þ is a known (measured or simulated) value of absorption coefficient at the reference wavelength λ r . The unknown exponential slope parameter S NAP can be found using some optimization method. The same approximation is applied here for the parameterization of a NAP ðλÞ in the Black Sea coastal waters. In general, the exponential law fits well the observed spectra, but the previous investigations [8] showed that the error due to such parameterization varies significantly for different waters. One of the possible reasons given by Babin et al. [8] is the influence of any residual pigment absorption. Thus Babin et al. [8] suggested an exponential fit for the spectral region ranging from 380 to 730 nm, excluding the intervals of 400-480 and 620-710 nm. In this paper, two different techniques of exponential fitting were applied: one is based on the data linearization method (DLM) [38] , and the other is based on the numerical minimization of the functional error (the nonlinear least-square method [NLSM]) [38] .
The mean values of the RMSE are quite different for these methods, namely, 0.0074 and 0:0023 m −1 for DLM and NLSM, respectively. An example showing one of the cases where RMSE has a typical value is presented in Fig. 7(a) . Both methods systematically induce an underestimate of the absorption measurements in the spectral range of 450-550 nm and an overestimate of the data in the range of 680-750 nm. However, in the UV spectral region, the behavior of DLM and NLSM approximations does not show any systematic underestimate or overestimate of the data. This is probably because the measurements showed the highest variability in the UV part of the spectrum. The comparison of the performance of DLM and NLSM is now carried out based on a representative case for which the fitting error of the absorption spectra retrieval is the highest [ Fig. 7(b) ]. For such a case, the mean values of the relative RMSE are 12% and 7% for DLM and NLSM, respectively. Therefore the NLSM appears to be a more accurate technique than the DLM. This can be explained by the fact that the sensitivity of the fitting carried out using the NLSM to the spectral variations of the optical parameters does not depend on the wavelength, while the DLM takes into account the spectral dependency of these parameters due to the linearization approach. As a result, the NLSM is more robust and appropriate for parameterizing absorption coefficients of marine particles.
The values of the RMSE obtained for all the samples are shown in Fig. 8(a) . As expected from the analysis of the sample shown in Fig. 7(b) , it is observed that the RMSE values derived using the parameterization of a NAP ðλÞ obtained with the NLSM are significantly lower than those derived when using the DLM. Furthermore, the variability in the DLM error is high, with a value of 0:0039 m −1 , which is much greater than the value of the standard deviation Fig. 9 . Histograms of the exponential slope parameter S NAP for the parameterization of the NAP absorption coefficient. The fitting is performed in the spectral region from 380 to 730 nm, excluding the intervals 400-480 and 620-710 nm using two different methods: (a) DLM and (b) NLSM. Black curves show the probability density functions of the normal distribution fitted to the corresponding data and scaled to the histograms. obtained Figure 8(b) shows the values of the RMSE when the calibration of the methods is performed at wavelengths ranging from 350 to 700 nm without excluding any spectral intervals. The mean RMSE value is 0:0019 m −1 for NLSM, which is nearly similar to the value obtained for the case when spectral intervals were excluded (i.e., 0:0023 m −1 , Fig. 8(a) ]. On the other hand, the mean RMSE value obtained for the DLM considerably decreased down to 0:0049 m −1 (i.e., decreased by a factor of 1.5) when the entire spectral range is considered relative to the case where spectral intervals are excluded. This is because the additional spectral information provided by the full visible spectrum reduces the number of ambiguities for the fitting and thus leads to more accurate fitting parameters. Based on the results shown in Fig. 8 , it can be concluded that the performances of the NLSM are still satisfactory when considering all wavelengths for fitting the measurements. Such an approach is then weakly sensitive to the influence of any residual pigment absorption as the standard exponential law fits could be [8] . Therefore the NLSM is an efficient method recommended to correctly parameterize the NAP absorption coefficient.
Estimation of the Exponential Slope Parameter
The significance of the difference between the slope parameters of the exponential fit (S NAP ) obtained by the fitting methods considered in this paper was also studied. We constructed the histograms of S NAP and fitted the probability density functions of the normal distribution for each of these two methods [Figs. 9(a) and 9(b)]. The slope parameter of the exponential fit S NAP varies from 0.0099 to 0:0157 nm −1 for the DLM and from 0.0086 to 0:0159 nm −1 for the NLSM, which is in agreement with the results obtained by Babin et al. [8] . We were not able to find any significant correlation between the slope parameter and the absorption coefficient at the reference wavelength 443 nm, as well as some apparent nonlinear relationship (Fig. 10) . Thus the uncertainty in S NAP cannot be reduced using a NAP ð443Þ. Therefore the mean S NAP value was used in the parameterization of NAP absorption. In the latter case, the uncertainty in the parameterization can be defined as two or three times the value of the standard deviation of S NAP , which is equal to 0:001 m −1 for the DLM and 0:0012 m −1 for the NLSM. The difference of mean values of S NAP obtained by the DLM and the NLSM is significant and exceeds the value of the standard deviation. Note also that the difference between mean values of S NAP for the DLM and the NLSM is greater than the range of the average slopes obtained for different waters represented in [8] . The problem of the choice of the exponential fitting method is really important for constructing the parameterization of the NAP absorption coefficient, and thus it is necessary to decide which of the tested methods is most suitable. Based on the results discussed in Subsection 3.C.1 (see Fig. 8 ), the use of the NLSM is clearly more appropriate. The NAP absorption coefficient could be parameterized as
Parameterization of the Total Particulate Spectral Absorption Coefficient
The relationship between the particulate absorption coefficient a p and the total phytoplankton pigment concentration for the Crimea coastal zone was also investigated using the method proposed in [7] (see Subsection 3.B.1). The spectral distribution of coefficients A p ðλÞ and E p ðλÞ was calculated using the [7] , and thin gray lines represent the confidence intervals at 95%.
log-log regression technique [Figs. 11(a) and 11(b) ].
The numerical values of these coefficients are tabulated Table 1 . The confidence intervals (95%) were constructed using the bootstrap method.
The comparison with the fitting of Bricaud et al. [7] clearly shows that the spectral distributions of coefficients A p ðλÞ and E p ðλÞ are not so similar in magnitude (much greater values in our case) and in shape, as it was highlighted for the parameterization of absorption by phytoplankton. The highest difference can be observed in the UV green spectral region, while the parameterizations in the red spectral region are fairly consistent. Obviously the discrepancy between our parameterization and that of Bricaud et al. [7] cannot be explained by instability owing to the small number of samples. The discrepancy is probably due to the high content of NAPs, which is much more important here (around 50%) than in Case I waters. Such a high content of NAPs is expected in coastal areas, owing to rivers inputs. The decrease of the discrepancy with parameterization of Bricaud et al. [7] around 678 nm can be explained by a minor contribution of NAPs to a p in this spectral region.
Variability in the Colored Dissolved Organic Matter Absorption Coefficient
The water samples dedicated to the CDOM measurements were collected at the sea surface within the entire period of data acquisition on 2, 3, 10, and 14 August 2002. The magnitude of the CDOM absorption coefficient at 443 nm a CDOM ð443Þ ranges from 0:081 m −1 (on 3 August 2002) to 0:197 m −1 (on 14 August 2002) and changes by more than a factor of 2 during the field experiment, with a significant increase after the wind-gusting event that occurred a few days after the beginning of the sampling [14] . The mean value of a CDOM ð443Þ (0:13 m −1 ) is close to values measured in the North Sea and remains within the interval of the whole variability of this parameter, namely, 0:01-0:6 m −1 found in various coastal waters around Europe [8] . The a CDOM ð443Þ values obtained in the Black Sea are consistent with the cross-shelf measurements in the South Atlantic Bight (0:02-0:4 m −1 ) [23] but remain lower than the data obtained in the New England shelf waters (0:060-0:081 m −1 ) [22] .
The CDOM absorption spectra a CDOM ðλÞ were fitted in the spectral range of 350-500 nm [8] using an exponential function:
whereã CDOM ðλ r Þ is a known value of the absorption coefficient at the reference wavelength λ r . In this case, the exponential slope parameter can also be estimated by both the DLM and the NLSM. It should be noted that fitting by the DLM was used for CDOM absorption spectra modeling mainly in earlier papers, for instance, in [39] . The comparison of the DLM and the NLSM for the parameterization of absorption by chromophoric dissolved organic matter for Danish coastal waters was provided by Stedmon et al. [40] . It was shown that, in spite of the fact that both estimates using linearized and nonlinear fittings exhibit a high correlation, the nonlinear method allows a much stronger reduction of the mean sum of absolute residuals, and it provides a more precise parameterization of a CDOM ðλÞ. Further, this result was confirmed by Twardowski et al. [41] , and now the NLSM is used for modeling a CDOM ðλÞ by most authors [42] [43] [44] . Since we do not have enough measurements in the considered region to provide an independent comparison of these methods, we chose the NLSM to estimate the spectral slope parameter S CDOM , relying on the previous results. The derived mean value is 0:0179 nm −1 , which is in agreement with the overall estimates obtained by Babin et al. [8] . However, half of the spectral CDOM absorption measurements are not included within the uncertainty intervals constructed by Babin et al. [8] for the parameterization of CDOM absorption. As an example, Fig. 12 shows the measurements of a CDOM ðλÞ performed on 3 August 2002. Nevertheless, the absorption spectra could be correctly fitted using an exponential function. Thus the average slope parameter estimated from our measurements allows us to suggest the following expression for the absorption spectrum for the Crimea coastal zone:
However, since the number of data that were used to derive the parameterization of a CDOM is very limited, it should be highlighted that our conclusion remains preliminary. Additional measurements are required to calculate the uncertainty intervals of the proposed parameterization.
Conclusions
We have studied the absorption properties of phytoplankton and nonalgal and CDOMs for coastal seawaters. Our analysis is based on a data set of biooptical measurements obtained during a field experiment carried out in the Crimea Peninsula (Black Sea, Ukraine). The absorption budget showed that Crimea coastal waters clearly fall into the Case II water type, with a yellow-substance-dominated regime. It was demonstrated that the use of current parameterization methods to estimate the spectral absorption coefficients of marine particles is not relevant under these circumstances. Therefore relevant parameterizations for modeling the particulate and phytoplankton absorption properties were proposed. The parameterizations of the particulate and phytoplankton absorption coefficients obtained using the simple power-law fitting suffered from the spurious noise. We proposed a combination of the simple power-law fitting with the modified local regression method based on a low-pass filter and bootstrapping. The bootstrap method allowed us to estimate confidence intervals for the parameterization coefficients in the case of non-Gaussian distributed samples of the particulate and phytoplankton absorption coefficients. The derived confidence intervals were then used to adjust the local regression filter for efficiently removing the spurious noise with the minimum underestimation of low-frequency variability. The parameterizations are relevant to coastal waters near the Crimea Peninsula and for chlorophyll a concentrations ranging from 0.45 up to 2:04 mg=m 3 . The measurements of NAP and CDOM absorption coefficients were fitted using an exponential function. Two different techniques were tested and compared for estimating the slope parameter: the DLM and the NLSM. The sensitivity of the DLM to the choice of spectral intervals used for its calibration was significant. Thus the use of the DLM led to the instability of the parameterizations and to greater errors. In particular, it was shown that the NLSM is weakly sensitive to the influence of any residual pigment absorption, and thus the NLSM is more appropriate than the standard exponential law fits currently employed in coastal areas [8] to parameterize NAP absorption coefficients. Thus, to obtain S NAP and S CDOM , we chose the NLSM as the fitting method that appeared to be much more accurate and stable to estimate the slope parameters. Our estimate of the mean value of S NAP is 0:0104 AE 0:0024 nm −1 , which is significantly lower than the slopes derived by Babin et al. [8] . On the other hand, the mean value of S CDOM ¼ 0:0179 nm −1 is in good agreement with [8] . The results presented in this study clearly show that the Crimea coastal waters have their own optical particularities. We demonstrated that parameterizations established by other investigators do not fit our data set, and this is not explained by variations due to a small number of measurements. The proposed methods allowed us to increase the accuracy and stability of the parameterizations of the spectral absorption coefficients for Case II water. The results discussed in this paper have important implications for ocean color research. The proposed methods and parameterizations will contribute to significantly improve the modeling of the inherent optical properties and thus the analysis of water-leaving radiances in optically complex waters, which are of great interest for satellite remote sensing applications.
