Abstract. Using a generalization of the Schensted insertion algorithm to rcgraphs, we provide a Littlewood-Richardson rule for multiplying certain Schubert polynomials by Schur polynomials.
Introduction
RC-graphs were originally introduced by Fomin and Kirillov in [4] in connection with Yang-Baxter equation and Schubert calculus. Combinatorial properties of rcgraphs have been later studied by Bergeron and Billey in [1] , where rc-graphs were further applied to Schubert calculus, in particular, the Monk's rule was proved using a generalization of the Schensted insertion algorithm to rc-graphs. In this paper we use this generalized algorithm to provide a Littlewood-Richardson rule for multiplying certain Schubert polynomials by Schur polynomials.
Let us introduce some notation. An rc-graph R will be a collection of tuples {(i, k)|i, k ≤ n}, which satisfy some additional properties (see Section 2 for precise definition). Graphically every rc-graph is given by a table of intersecting and nonintersecting strands, so that it represents a planar history of the permutation w R (this permutation will permute all integers, which are not greater than n, such that there exists N with w(i) = i for every i ≤ N .) Define x R to be the product of x k 's, with one x k for each (i, k) ∈ R. Then we can define a Schubert polynomial of w to be
(The standard definition of Schubert polynomials uses divided differences operators, but it was shown in [5] and [3] that the above formula holds.)
Let µ = (µ 1 , ..., µ n ) be a partition with µ 1 ≥ ... ≥ µ n . In Section 2 we will associate to each µ a permutation w(µ). The Schubert polynomial S µ = S w(µ) is the Schur polynomial of µ. Since Schubert polynomials form a basis for the ring of all polynomials, we can write
where the sum is taken over all permutations u. The coefficients c u w,µ are known to be positive and are called the generalized Littlewood-Richardson coefficients.
Our goal is to provide a rule for computing Littlewood-Richardson coefficients in the case when w satisfies the following property:
(Note that this property will imply that if the permutation w R = w satisfies the above property, then k > 0 for each (i, k) ∈ R). This rule will use the generalization of the Schensted insertion algorithm to the case of rc-graphs given in [1] . We describe this algorithm in detail in Section 3 and denote by R ← k the result of the insertion of a number 1 ≤ k ≤ n into an rc-graph R, and by R ← Y the result of the insertion of a Young tableau Y into an rc-graph R.
The key fact, which makes the generalized Littlewood-Richardson rule possible to prove is the following lemma, which generalizes the row bumping lemma (see [6] ) in the case of the classical Schensted algorithm. We will give precise definitions of the paths of insertions in Section 3.3. Roughly speaking these paths are the parts of rc-graphs, which are changed during the insertion algorithms. Let us emphasize the fact that the following lemma does not hold for the general insertion algorithm, but works only in the special case we consider.
Lemma 3.2. If x ≤ y, then the path of x is weakly to the left of the path of y in R ← xy.
If x > y then the path of x is weakly to the right of the path of y in R ← xy.
This lemma plays a pivotal role in the proof of the following theorem which gives the Littlewood-Richardson rule mentioned above.
Theorem 4.1. Let w be a permutation, which satisfies w(i) > w(i − 1) for each i ≤ 0 and let µ be any partition. Choose any rc-graph U and set w U = u. Then c u w,µ is equal to the number of pairs (R, Y ) of an rc-graph R and a Young tableau Y with w(R) = w and µ(Y ) = µ, such that R ← Y = U . Remark 1.1. It is not difficult to see that the insertion algorithm of [1] does not work in a setting more general than in Theorem 4.1. In particular, the Pieri's formula (see [2] , [10] , [12] ) cannot be proved using this algorithm. But a modified insertion algorithm for rc-graphs, which proves the Pieri's formula is constructed in [7] .
The paper is organized as follows. In Section 2 we recall basic definitions and properties of rc-graphs and Young tableaux. Section 3 describes the insertion algorithm together with the proof of Lemma 3.2. Section 4 outlines the proof of Theorem 4.1. Finally, Section 5 gives the technical details needed to prove Theorem 4.1. nonintersecting strands. Strands intersect for each (i, k) ∈ R and do not intersect otherwise. The examples are provided on Figure 1 , where we have three tables of strands R 1 = {(2, 1), (1, 1), (−1, 2)}, R 2 = {(3, 1), (2, 3), (1, 2)} and R 3 = {(3, 2), (2, 2), (1, 2), (2, 3)}.
R is called an rc-graph if no two strands intersect twice. We can think of each rc-graph as a planar history of a permutation w R , which is defined as follows. If we label each strand by the row where it starts from, then w R (i) is given by the column, where the i th strand ends. Each w R permutes all the integers, which are less than or equal to n. Moreover, there always exists some negative N such that w R (i) = i for i < N .
For example, for the rc-graphs from Figure 1 , the corresponding permutations are given by w R1 (2, 1, 0, −1, −2) = (2, −2, 1, 0, −1) with w R1 (i) = i for i < −2, w R2 (3, 2, 1, 0, −1) = (3, 1, −1, 2, 0) with w R2 (i) = i for every i < −1 and finally w R3 (3, 2, 1, 0, −1) = (3, −1, 1, 2, 0) with w R3 (i) = i for every i < −1.
Let us show that R also provides a reduced expression for w R , in other words we can write w R as a composition of minimal number of simple transpositions (this minimal number is called the length ℓ(w) of a permutation w). Denote by s i the simple transposition, which permutes i and i + 1 (i might be negative). Then to produce the reduced expression for w R , read each row of the rc-graph from right to left, from the top row to the bottom one and multiply out simple transpositions s i+k−n−1 for each (i, k) ∈ R. It is easy to see we get a reduced expression for w R .
Let us recall some properties of rc-graphs, which were proved in [1] :
(We also can go backwards.) These operations are called ladder moves of size ℓ at the place (i, k). Examples of ladder moves of sizes 1 and 2 are shown on Figure 2 • For every permutation w there exist a unique rc-graph R w (which we will call a top rc-graph of w), such that every other rc-graph R with w R = w could be constructed from R w by a sequence of ladder moves, which change (i, k − ℓ) to (i − 1, k) (but not the other way).
• For a top rc-graph R w , if (i, k) ∈ R w and i < n, then (i + 1, k) ∈ R w . In other words, all intersecting strands of R w are concentrated to the left in each row of R w . From now on we will only work with those permutations w for which w(i) > w(i − 1) for each i ≤ 0. Equivalently, every rc-graph R with w R = w can be defined by the following property:
• R has no two nonpositive intersecting strands. In particular, if R satisfies the above property it lies above the 0 th row, that is if (i, k) ∈ R then k ≥ 1. Let us emphasize that starting from this point every rc-graph mentioned in this text has to satisfy the above property. In particular, the property is implicitly assumed in all the statements of theorems and lemmas stated below.
Let us now define Young diagrams and tableaux. A Young diagram will be given by a partition µ = (µ 1 , ..., µ n ), where µ 1 ≥ µ 2 ≥ ... ≥ µ n > 0. Graphically it will be given by µ i boxes in i th row, as shown on Figure 3 , where Young diagrams correspond to partitions (3), (2, 1) and (3, 1, 1) respectively. Given a partition µ, we construct an rc-graph R(µ) as follows. Let
is the top rc-graph of w(µ).) Every such permutation has a unique ascent at 0, that is w(1) < w(0) but w(i) > w(i − 1) if i = 1. In particular every permutation w(µ)
The following lemma shows why we can think about rc-graphs as about generalizations of Young diagrams (similar results were obtained by Winkel in [13] and pointed out in [1] ).
Lemma 2.1. RC-graphs R with w R = w(µ) are in one to one correspondence with Young tableaux Y with µ(Y ) = µ.
Proof. It is easy to see that we can apply only ladder moves of size 1 to any R with w R = w(µ). Start with the top rc-graph R(µ) and the Young diagram, which is given by filling the i th row of the Young diagram with entries i. Associate to each ladder move of size 1 an increase by 1 of the corresponding box in the Young tableaux. This obviously constructs a one to one correspondence between rc-graphs with permutation w(µ) and Young tableaux with partition µ.
Denote by R(Y ) the rc-graph, which is constructed out of the Young tableau Y . As an illustration to the above lemma let us mention that the first Young tableau Y 1 on Figure 4 correspond to the first rc-graph R 1 on Figure 1 . At the same time
Call any finite sequence of numbers 1, ..., n a word. On the set of all words we define Knuth moves (originally they appeared in [8] ). These Knuth moves allow the following changes to a word:
...xzy... ⇔ ...zxy... if x ≤ y < z We say that two words v 1 and v 2 are Knuth equivalent if we can go from one of them to another by applying a sequence of Knuth moves.
The following theorem is the key fact in the Littlewood-Richardson rule for multiplying Schur polynomials and is very useful to us. The proof of it can be found in [6] . Let us now recall the definitions of Schur and Schubert polynomials. Each Young tableaux Y defines a monomial x Y , which is equal to the product of x i 's with one x i for each entry i in the tableaux. Each partition µ defines a Schur polynomial
It is well known that Schur polynomials are symmetric and that they form a basis for the ring of symmetric polynomials in n variables. Similarly, given an rc-graph R we define x R to be the product of x k 's with one x k for each (i, k) ∈ R. Then the Schubert polynomial for the permutation w is given by
(Let us recall again that the standard definition of rc-graphs uses divided differences operators.) Polynomials S w form a basis for the ring of all polynomials in n variables. Since x R(Y ) = x Y , Proposition 2.1 implies that S w(µ) = S µ , in other words we can think of Schubert polynomials as generalizations of Schur polynomials.
Insertion Algorithm
The key tool in the classical Littlewood-Richardson rule for multiplying Schur polynomials is the Schensted insertion algorithm. This algorithm was generalized to the case of rc-graphs in [1] and used to prove Monk's formula. We will use a special case of this generalized algorithm to provide the Littlewood-Richardson rule for multiplying some Schubert polynomials by Schur polynomials. This section defines the algorithm and discusses its basic properties.
Let R be an rc-graph. We would like to provide an algorithm for inserting a number 1 ≤ k ≤ n into R.
Let us call a pair (i, j) an open space, if (i, j) / ∈ R (two strands at position (i, j) do not intersect) and the bottom strand of the intersection is labeled by a nonpositive number, while the top strand is labeled by a positive number. (See Start at the row number k 1 = k and find the smallest i 1 such that the space (i 1 , k 1 ) is open (sometimes we will write (i 1 (k), k 1 (k)) to indicate the dependence on k). Insert (i 1 , k 1 ) into R, in other words make the strands intersect at (i 1 , k 1 ). If a, b are the two labels of the strands going through the place (i 1 , k 1 ) we set a 1 (k) = a and b 1 (k) = b. If we constructed an rc-graph we stop, otherwise, it can be shown that the two stands which now intersect at the place (i 1 , k 1 ) must also intersect at some other place (ℓ 2 , k 2 ) with k 2 > k 1 . We remove (ℓ 2 , k 2 ) from R and find the smallest i 2 > ℓ 2 such that (i 2 , k 2 ) is open. We insert (i 2 , k 2 ) into R, set a 2 (k) and b 2 (k) to be the labels of the strands passing through (i 2 , k 2 ) and continue the process until it stops. For notational convenience set k j+1 (k) = n + 1, if the last intersection we inserted was (i j (k), k j (k)).
It was shown in [1] that the above algorithm stops at some point and produces a new rc-graph, which we denote by R ← k. Note, R ← k and R have the same number of crossings in each row, except for the row k, where R ← k has an additional crossing. Hence
If v is a word, we denote by R ← v the rc-graph we get after inserting one by one the letters of v. If Y is a Young tableau, we say R ← Y = R ← v(Y ). Obviously we have:
The above algorithm is a generalization of the Schensted row insertion algorithm (see [11] or [6] ). To prove this we just have to translate what this algorithm means in the language of Young tableaux, in the case when R = R(Y ) is constructed from some young tableau Y as in Lemma 2.1. We omit the simple technical details of this proof, but recall a very important fact about this algorithm (see [6] Figure 6 contains an example of inserting 1 into an rc-graph. The path of insertion is shown on the resulting rc-graph. Recall that we are considering only those rc-graphs, for which no two nonpositive strands intersect. The following lemma shows that the insertion algorithm preserves this property. Lemma 3.1. If no two nonpositive strands intersect in R, then no two nonpositive strands intersect in R ← k.
Proof. During the insertion algorithm the only possibility for introducing new intersections of nonpositive strands is when a strand s j from ℓ(k) becomes nonpositive.
Let us show by contradiction that s j cannot intersect any nonpositive strand. Assume that s j (labeled by b j ≤ 0) in R ← k is intersected by some nonpositive strand s in row k j < k ′ ≤ k j+1 . Look at the whole strand s ′ in R ← k, which is labeled by a j . s ′ starts above zero, while s starts below zero, at the same time s is to the left of s ′ in the row k ′ , hence these two strands must intersect in R ← k below the row k ′ . The strand s ′ below the row k ′ consists of two parts: one of them is s j , which was labeled by b j in R, and the other one is the rest of the strand below the row k j , which is labeled by a j in both R and R ← k. s cannot intersect s j , since no two nonpositive strands intersect in R. At the same time s cannot intersect the rest of s ′ , since it already intersects the strand labeled by a j in R once at row k ′ , and cannot intersect it for the second time. So we found a contradiction and this lemma is proved.
The lemma immediately leads to the following property • All strands passing between r(k) and ℓ(k) are positive. Indeed, each strand between r(k) and ℓ(k) has to cross at least one strand from r(k) or ℓ(k), but, since r(k) is nonpositive in R and ℓ(k) is nonpositive in R ← k, and no two nonpositive strand can intersect, the above property holds.
Here is a very important lemma, which does not hold if we do not assume that no two nonpositive strands intersect in R (see [1] for a counterexample). If x > y then the path of x is weakly to the right of the path of y in R ← xy.
Remark 3.3. When we say that the path of x is to the left (right) of the path of y, we imply that the right path of x is to the left of the left path of y (respectively, the left path of x is to right of the right path of y). The word weakly stands for the fact that r(x) and ℓ(y) (respectively ℓ(x) and r(y)) might have some common parts.
Proof. For the case x ≤ y the right path r(x) of x in R ← x contains strands which are all greater than zero after the insertion. Thus when we start inserting y into R ← x each row k ≥ x should contain an open space to the right of the right path of x (since the right path of x is positive). Hence the left path of y is going to stay strictly to the right of the right path of x, until at some point it might happen that left path of y is the same as the right path of x. It can occur only when an open space (i, k) = (i j (y), k j (y)) in R ← x contains strands s j (y) and s j (y), such that part of s j (y) is a part of r(x). In other words, s j (y) and s j ′ (x) have a common part. If the insertion algorithm stops at this point there is nothing to prove. Otherwise, there should be a place (i j+1 (y), k j+1 (y)) where strands s j (y) and s j (y) intersect again. We would like to show
This will be enough to prove the first part of the lemma. Indeed if r(x) and ℓ(y) coincide at the row k, they have to separate at the row k j ′ +1 (x) by (2) , so that r(x) moves to the left of ℓ(y). If they coincide again at some higher row, we can repeat the argument and show that they have to separate again.
To prove (2), note s j ′ (x) was nonpositive in R, hence it cannot intersect s j , which was also nonpositive in R. Thus if s j (y) and s j (y) intersect in R, it should happen above the row where s j ′ (x) ends, in other words, above the row of intersection of s j ′ (x) and s j ′ (x), but this row is exactly k j ′ +1 (x). Therefore (2) holds and the first part of the lemma is proved.
In the case x > y, the right path of y gets changed from being a set of nonpositive strands to positive strands. The left path of x in R ← x contains only nonpositive strands, so these two paths cannot intersect (but some parts of them can coincide), since no two nonpositive strands can intersect.
Let's now argue by contradiction that r(y) is weakly to the left of ℓ(x) using the fact that r(y) cannot intersect ℓ(x). Pick the smallest k, such that the right path of y is to the right of the left path of x. This could not happen because of an intersection of r(y) and ℓ(x). Thus in the row k the insertion of x into R we had to remove some (ℓ j (x), k j (x)) = (ℓ j (x), k) from R and add some (i j (k), k) to R, moving ℓ(x) to the left. But only nonpositive strands pass in row k between ℓ j (x) and i j (k) (otherwise, we would get an open space there, which is impossible), hence r(y) cannot pass between ℓ j (x) and i j (x) and it must coincide with ℓ(x) in the row k − 1. Moreover, the strand passing the row k directly to the left of (ℓ j (x), k) is nonpositive in R ← x. At the same time, the strands between right and left paths of y are always positive, so the strand passing the row k directly to the left of (ℓ j (x), k) is positive in R ← x. We found a contradiction, which means that the second part of the lemma is proved.
This Lemma immediately proves that if 0 < x < y ≤ z ≤ n then
Indeed in R ← yx we know that ℓ(y) is weakly to the right of r(x), so r(y) is unchanged when we insert x into R ← y. At the same time when we insert z in R ← y the left path ℓ(z) is weakly to the right of r(y). So, paths of x and z are separated by the path of y and, in particular, do not have any common strands. Hence multiplication of R ← y by x commutes with multiplication by z, which proves (3).
Thus if v 1 and v 2 are two Knuth equivalent words, which can be gotten from one another using only Knuth moves of the first type, we have
Let us talk about how the permutation of R changes after the insertion. Notice that after each step of the algorithm the permutation w R does not change except for the last step. At the end we make two nonintersecting stands labeled by c and d intersect, which means that
where s c,d is the transposition (with c > 0 ≥ d), which interchanges the elements in position c and d, when it acts on a permutation from the right. Moreover,
Conversely, given an rc-graph R ′ with w R ′ = w R s c,d , such that l(w R s c,d ) = l(w R )+1 and c > 0 ≥ d we can traverse the above algorithm backwards starting by finding the unique intersection of strands labeled by c and d, making them nonintersecting and then proceeding in the opposite order. For more details about the inverse of the insertion algorithm see [1] , where Monk's formula was proved using this inverse insertion algorithm.
Littlewood-Richardson rule for multiplication Schubert polynomials by Schur polynomials.
Given a Schur polynomial S µ and a Schubert polynomials S w their product can be uniquely written as a sum of Schubert polynomials:
where the sum is taken over all the permutations u. The coefficients c Remark 4.3. The above lemma is just a special case of the Pieri formula. Since Lemma 3.2 does not hold in general, Pieri formula was conjectured but was not proved in [1] . It was later proved by other methods in [2] , [10] , [12] . In [7] the Pieri formula is proved using a generalization of the insertion algorithm for rc-graphs.
Lemma 4.4. The polynomials S νm generate the ring of symmetric polynomials in n variables. So that each symmetric polynomial S can be written as
where M + and M − are two sets of sequences of positive numbers. 
We postpone the proofs of the above three lemmas until the next Section. Let us just note that Corollary 4.6 follows easily from Lemma 4.5 and Fact (1) .
Let us show how Theorem 4.1 can be proved using the above three lemmas. We define the sets R w and Y µ to be
we would like to show that
This implies that each R u is taken c u w,µ times in the above union, since there is a unique way of writing S w S µ as a sum of Schubert polynomials. Hence (5) will prove the theorem.
Use Lemma 4.4 to write
where the minus stands for the set theoretic difference of the two sets and where
The reason why we can take the set theoretic difference in the above formula is the following. By Lemma 4.2 both first and second sets in (6) could be broken up into unions of Y µ ′ (since any insertion into a Young tableaux produces a Young tableaux). But since S µ cannot be written as a nontrivial linear expression of S µ ′ 's the set theoretical difference above is well defined.
Thus we can conclude:
Using Corollary 4.6 we can immediately see that the set theoretic difference is welldefined in the above formula. On the other hand, this formula and Lemma 4.2 shows that R can be written in the form (5), since by Lemma 4.
This finishes the proof of the Theorem 4.1.
5.
Technical details in the proof of Theorem 4.1.
Proof. (of Lemma 4.
2) The proof of this Lemma will just be a combination of Monk's rule and Lemma 3.2. Let Y = (1 ≤ a 1 ≤ a 2 ≤ ... ≤ a m ≤ n) be a filling of the Young diagram ν m . We can easily see from the insertion algorithm that
Then we can go through the inverse insertion algorithm and delete one by one intersections of strands c i and d i . We will get m numbers a 1 , ..., a m .
Moreover, by Lemma 3.2, a i ≤ a i+1 (otherwise we would not have d i < d i+1 ). Thus we have even proved a slightly better version of the Lemma:
where
Proof. (of Lemma 4.4) This is an immediate corollary of the Jacobi-Trudi identity (see [9] ). We thank Sara Billey for pointing this out to us.
The rest of this Section will be concerned with the proof of Lemma 4.5.
Recall that the first part of Lemma 4.5 followed from Lemma 3.2. So, we just have to prove the second part of it:
R ← xzy = R ← zxy for any R and 0 < x ≤ y < z ≤ n (7)
The path of x in R ← xz is weakly to the left of the path of z. If it is strictly to the left of the path of z (in other words the right path r(x) of x has no common parts with the left path ℓ(z) of z), then clearly R ← xz = R ← zx and (7) holds. An example for this situation would be x = 1, y = 2, z = 3 and R = R 3 (the third rc-graph from Figure 1 ).
Hence we just have to look at the case when right path of x partially coincides with the left path of z. Let's assume that the bottom row where this happens is k. Then by above argument, R ← xzy = R ← zxy for all rows, which are below the row k.
Assume that during the insertion of x into R an intersection (i j (x), k j (x)) was inserted into R, such that k j (x) < k but k j+1 (x) > k. Denote by s 1 and s 2 the two pieces of strands, which connect (i j (x), k j (x)) with (ℓ j+1 (x), k j+1 (x)). Set a = a j (x) > 0 ≥ b = b j (x). So that during the insertion of x into R, the labeling of s 1 changed from a to b, while the labeling of s 2 changed from b to a.
Assume that during the insertion of z into R ← x we insert an intersection of strands at the place (i, k) = (i j ′ (z), k j ′ (z)), so that one of the strands at (i, k) is s 2 . Denote by s ′ 2 the piece of this strand, which connects (i, k) with (ℓ j ′ +1 (z), k j ′ +1 (z)). (s 2 and s ′ 2 have a common piece between the rows k and k j+1 (x).) Take the other strand coming out of (i, k) and denote the piece of this strand, which connects (i, k) with (i j ′ +1 (z), k j ′ +1 (z)), by s 3 . Clearly, a j ′ (z) = a and we set b j ′ (z) = c.
Since the path of y has to sit between the right path of x and the left path of z below row k, the strand s 2 has to become a part of the left path of the insertion of y into R ← xz. Assume it happened at some place (i 1 , k 1 ) = (i j ′′ (y), k j ′′ (y)). We claim that (i, k) = (ℓ j ′′ +1 (y), k j ′′ +1 (y)). In other words, the strands, which pass through (i 1 , k 1 ) in R have to pass through (i, k) in R. Indeed, if this claim does not hold, then the strand labeled by c ≤ 0 has to pass between the left and right paths of y, which is impossible. Denote by s ′ 3 the right path, which connects (i 1 , k 1 ) with (i, k), so that s ′ 3 and s 3 are two pieces of the same strand in R. Hence during the insertion algorithm of y into R ← xz we had to remove intersection (i, k) and find an open space to the left of it, call it (ī, k) = (i j ′′ +1 (y), k j ′′ +1 (y)).
We have two cases: Case 1. (ī, k) is to the left of the strand s 1 . Case 2. (ī, k) is to the right of the strand s 1 . Before going through the proofs for both cases, let us give two examples. Case 1 happens when we take x = y = 2, z = 3 and R = R 3 from Figure 1 . For Case 2 take n = 2 and R = {(2, 2)} then x = y = 1 and z = 2 will produce Case 2.
Proof of Case 1. First of all let us note that (ī, k) is to the left of s 1 if and only if the stand s 1 passes exactly to the left of strand s 2 in the row k, that is there are no other strands between s 1 and s 2 in the row k. Indeed, if we had other strands between them they had to be positive in R (since they lie between right and left paths of x), but then (i − 1, k) would be an open space, so thatī = i − 1, which contradicts the fact that (ī, k) is to the left of the strand s 1 . This argument also proves that (ī, k) is to the right of s 1 if and only ifī = i − 1, which will be used in the proof of the second case.
