The failure detector is one of the fundamental components for maintaining high availability of Vehicular Ad-hoc Networks (VANETs). However, the dynamic nature of VANETs caused by the high mobility of vehicles and communication link failures has a serious impact on the performance of failure detection. Therefore, it is very meaningful to design a suitable failure detector that can deal with the dynamic nature of VANETs well. In this paper, we propose a hierarchical failure detector based on the architecture of VANETs. This failure detector can adapt to the dynamic network conditions and meet the different Quality of Service (QoS) requirements of multiple applications in VANETs. Different from existing failure detectors, we propose a failure detector that employs a detection-result sharing mechanism and groups the nodes according to the architecture of VANETs. We evaluate our proposed failure detector by using NS2 and GT-ITM to simulate the work environment of VANETs. The experimental result shows that our proposed failure detector can improve the detection time by at most 45% and the detection accuracy by at most 25% under similar detection overhead.
I. INTRODUCTION
Vehicular Ad-hoc Networks (VANETs) are dynamic, nonstructured, self-organizing networks with asynchronous and distributed characteristics, and the nodes (vehicles) move at high speeds compared to other mobile ad-hoc networks (MANETs) [1] - [3] . The main purpose of VANETs is to provide a medium for intervehicular communication allowing for intervehicle (V2V) and vehicle to roadside infrastructure (V2R) data exchange, with multiple applications for Intelligent Transportation Systems (ITS). One of the important features is the high mobility of vehicles in VANETs; vehicles can suddenly quit or enter the network, and communication links among vehicles may suffer from signal degradation due to obstacles, changes in vehicle densities, etc. [4] - [6] . For the ITS applications running on VANETs, VANETs must be fault-tolerant to mitigate communication problems among network nodes so that decisions can be made safely and with confidence [7] .
The failure detector plays a key role in a fault-tolerant system [8] . By periodically detecting the status of nodes The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Tedesco . in systems, it can provide information to achieve routing recovery, application deployment, real-time communication, etc. Thus, the high availability of VANETs can be guaranteed. An effective failure detector can provide information regarding suspected nodes in a timely and accurate manner so that correction actions can be performed as soon as possible. At present, there are numerous studies related to failure detectors in distributed systems [9] - [13] . However, these failure detection algorithms assume that the change of system topology is slow and that the network behavior follows some stable probability distribution in terms of message delay and message loss, and thus they are not adequate for the fastchanging configuration of VANETs.
In this paper, we present a hierarchical failure detector (VC-FD) based on the architecture of VANETs. In VC-FD, the vehicles are divided into different groups according to the Roadside Units (RSUs). Vehicles will share their detection messages with other vehicles and RSU in the same group. Meanwhile, RSUs can exchange messages regarding the status of vehicles in their groups to implement global failure detection. VC-FD can adapt well to the high mobility of vehicles and address the detection accuracy impact of communication link failures in VANETs. Experimental results demonstrate that VC-FD has better performance than the existing failure detector in VANETs. The main contributions of this paper are the following.
1. In the hierarchical failure detection, the function relationships are established between detection parameters and Quality of Service (QoS) metrics so that quantitative output of QoS can be realized.
2. By sharing messages among vehicles, communication link failures can be overcome, and detection accuracy is further improved.
3. Because of the existence of grouping, the detection speed between vehicles is obviously improved.
The rest of this paper is organized as follows. In section 2, the related work regarding VANETs and failure detection is introduced. Section 3 introduces the system model and presents the implementation of VC-FD. The simulation results are reported in section 4. Finally, the work is concluded in section 5.
II. RELATED WORK
In this section, the architecture of VANETs is first introduced. Second, several existing hierarchical failure detectors are presented. Finally, the QoS metrics of the failure detector are introduced.
A. ARCHITECTURE OF VANETs
VANETs are considered to be a subgroup of MANETs in which all nodes are vehicles that move at various speeds [14] . The main objective of VANETs is to enable communication among vehicles on the road and between vehicles and RSUs. For this communication to be possible, devices known as On-Board Units (OBUs) and RSUs must be placed on each vehicle and road, respectively. These devices can send or receive data to or from RSUs. Nevertheless, if a vehicle cannot directly send its data to an RSU, it can relay its data to other vehicles until the data reach an RSU using a multihop transmission strategy.
VANET communication can be categorized into intervehicular communication and vehicle to infrastructure communication. Intervehicular communication refers to the type of communication in which vehicles communicate with each other via wireless technology, also referred to as V2V communication, as shown in Fig. 1 . As Fig. 1 illustrates, when a vehicle obtains road condition information, the vehicle immediately begins the information dissemination process using the broadcast communication mode. The vehicles that are near to the vehicle with the information retransmit the message. In this manner, vehicles are notified and can take alternative routes, avoiding a possible traffic congestion problem.
The second mode of communication refers to communication where vehicles and RSUs exchange information. This communication mode is referred to as V2R communication. V2R is the direct wireless exchange of relevant information between vehicles and communication units placed on the sides of roads and avenues. Fig. 1 shows a representation of this type of communication. In this scenario, we observe that, when a vehicle obtains road condition information, the vehicle begins communication with the RSU to notify it of the problem. The RSU notifies the vehicles that are within its coverage area about the identified problem. At the same time, the RSU can begin the inter-roadside communication process to extend the area of coverage. In this manner, vehicles further away are notified and can take alternative routes, avoiding a potential traffic congestion problem.
B. HIERARCHICAL FAILURE DETECTION ALGORITHM
Hierarchical failure detection algorithms can improve the performance of failure detection by sharing the detection messages among different nodes. Usually, hierarchical failure detection algorithms can be applied to systems that have a special topology or may instantiate such a topology by some strategy. Felber et al. [15] proposed a hierarchical failure detection algorithm according to the IP address. In this algorithm, all of the nodes are divided into different LANs. In each LAN, one or several failure detectors can keep track of the states of all local detected nodes and transmit status information to remote monitors in other LANs, thus reducing the number of costly inter-LAN requests. However, this algorithm relies heavily on system topology and therefore does not apply to systems with frequent topology changes. Bertier et al. [16] proposed a true two-tier architecture for the failure detection protocol. In this protocol, the system is composed of local groups and a global group. Each group is a detection space, which means that every group member watches all of the other members of its group. Every local group elects exactly one leader that will participate in the global group. Yang et al. [17] improved Bertier's failure detection protocol by introducing weights. In the new protocol, the detection frequencies of nodes in the same group are different according to the weights of nodes. The weight of a node is determined by its communication capability and the value of its information assets. However, the two-tier failure detection protocol needs to consume more computing resources to implement grouping. Apolonia [18] proposed a multitier failure detection protocol according to the architecture of cloud computing. This protocol enables monitoring to be performed locally without the need for significant additional computing resources. Zhuang et al. [19] summarized the problem of failure detection between neighboring nodes in overlay networks. Failure detection algorithms are divided into different categories according to different types of detection messages (positive messages and negative messages) and whether neighboring nodes participate in detection. Through theoretical analysis and experimental verification, it is found that a failure detection algorithm that shares two types of detection messages and has neighboring nodes that participate in detection can obviously improve the detection accuracy and speed. The above hierarchical failure detection algorithms assume that the change of system topology is slow and that the network behavior follows some stable probability distribution in terms of message delay and message loss, and thus they are not adequate for the fastchanging configuration of VANETs.
Salvador et al. [20] proposed a hierarchical management architecture based on vehicular delay-tolerant networks, which implemented a hierarchical management topology. In this architecture, different groups of nodes are detected by local failure detector with PULL model failure detection strategy. Khatkar et al. [21] proposed a fault tolerant scheme, which the RSUs is responsible for monitoring the faulty vehicles in the network. In the scheme, the PULL model failure detection is used as the basic failure detection strategy. Pirani et al. [22] proposed a failure detection algorithm based on prediction of nodes' speed. In this algorithm, the neighbor nodes can calculate the movement speed of target node, then the target node failure can be determined by the speed. The above approaches are all qualitative solutions to the problem of failure detection, and thus they cannot quantitatively control the output of failure detection.
C. QoS METRICS OF A FAILURE DETECTOR
Many distributed applications have some timing constraint on the behavior of failure detectors. It is not acceptable for a node to be suspected hours after it has crashed or for the failure detector to output several false positives. To solve this problem, Chen et al. [23] proposed a series of metrics to specify the QoS of a failure detector: how fast it detects actual failures and how well it avoids false detections. These metrics can quantitatively represent the detection speed and accuracy. We use T and S to represent whether a node is trusted or suspected. T-transition means that the output of the detector changes from S to T , while S-transition means that the output of the detector changes from T to S. The following three primary metrics are used to describe the QoS of a failure detector.
Detection time (T D ) is the time that elapses from the moment when a node crashes to the time when it starts being suspected, i.e., when the final S-transition occurs.
Mistake rate (λ M ) is the number of mistakes that a failure detector makes per unit time, i.e., it represents how frequently a failure detector makes mistakes.
Considering the impact of detection overhead on the performance of VANETs, we also use detection overhead as an important metric to describe the performance of a failure detector.
Detection overhead (O D ) is the traffic generated to detect a failure node. We can measure the detection overhead of detecting a node by the average number of detection messages generated per unit of time.
III. IMPLEMENTATION OF VC-FD A. SYSTEM MODEL
We consider a partially synchronous system consisting of a finite set of nodes = {p 1 ,p 2 ,. . . ,p n }. Each node behaves correctly until it crashes and is unable to recover. Any two nodes can be connected by an unreliable communication channel. Because most failure detectors are implemented using the UDP protocol, we assume that the communication channel between nodes is a fair-lossy channel [15] , i.e., no message can be copied or modified, no new message can be created, and if a node p continues sending a message m to node q, q will eventually receive m.
We assume the existence of some global time (unbeknownst to nodes), denoted as global stabilized time (GST), and that nodes always make progress; furthermore, at least δ > 0 time units elapse between consecutive steps (the purpose of the latter is to exclude the case where nodes require an infinite number of steps in finite time).
B. PRINCIPLE OF VC-FD
In VANETs, the basic failure detection strategy employs the PULL model [24] , [25] as the implementation of the failure detector. To simplify the description, suppose that the system consists of only two nodes p and q, where q is monitoring p. Node q sends the detection message ''are you alive?'' to node p every η s. After receiving the detection message, node p immediately replies with an acknowledgement message ''I'm alive'' to indicate its status. If node q does not receive k consecutive acknowledgement messages, it determines the status of node p to be failure; otherwise, it determines the status of node p to be correct. This failure detection strategy is the basis for further research on failure detection in VANETs.
According to the architecture of VANETs, we propose a hierarchical failure detector VC-FD, which can obtain the status of target nodes by cooperation with neighboring nodes. For VC-FD, all of the nodes in VANETs can be grouped by RSUs, and a group is composed of an RSU and several vehicular nodes. In every group, the different nodes can detect each other and share failure information of a target node with neighboring nodes and the RSU. For intergroup communication, RSUs as the leader nodes can exchange the failure information of nodes and detect other RSUs. If the RSU fails, the failure information will be broadcast to other RSUs, and the remaining nodes in the same group will be assigned to other groups according to routing distance. Fig. 2 shows the principle of VC-FD. For nodes of the same group, failure of a target node can be learned by monitoring nodes based on their own detection messages or notification messages from other monitoring nodes. For example, the target node A3 is detected by the monitoring nodes A1, A2, and A4 in the same group. If monitoring node A1 does not receive any notification message from the other monitoring nodes (A2, A4), it will broadcast the failure information to the other monitoring nodes (A2, A4) and RSU when it finds the failure node. The monitoring nodes (A2, A4) determine the target node A3 failure after receiving the notification message from monitoring node A1 and then stop the detection process. In this manner, the detection time can be reduced due to detection-initiated asynchrony and notification messages.
For the nodes of different groups, target node failure can be determined by monitoring nodes based on notification messages exchanged by RSUs. For example, monitoring node A1 can obtain the status of target node C3 by querying the RSU of the same group rather than detecting target node C3 directly. In this manner, the influence of changes of system topology can be reduced so that the failure node can be detected in a timely manner.
Monitoring RSUs are able to determine target RSU failure based on their own detection messages or notification messages from other monitoring RSUs. For example, if the RSU fails in the same group as node B1, the RSU of another group will broadcast the failure information to other RSUs when it finds the failure RSU firstly. Then, the nodes B1, B2, B3, and B4 will be assigned to other groups according to routing distance.
C. RELATIONSHIP OF QoS METRICS AND DETECTION PARAMETERS
To quantitatively evaluate the performance of VC-FD, the function relationships are established between detection parameters and Quality of Service (QoS) metrics. The primary QoS metrics and parameters of VC-FD are given in Table 1 .
Detection time as a primary QoS metric is used to evaluate the speed of failure detection. In BFD, target node failure is determined when k consecutive acknowledgement messages are not received. We assume that the failure probability of a node follows a uniform distribution on (0, kη), so the average time it takes BFD to detect that a neighbor has failed is
Based on the BFD, VC-FD also determines that target node failure has occurred when notification messages are received. Thus, we can obtain the detection times of two extreme cases easily, i.e., the longest detection time and shortest detection time. The longest detection time is kη s. This is the case in which the target node fails immediately after an acknowledgement message is sent out, and VC-FD gets no notification messages from the other monitoring nodes in the same group. Without help from other nodes, VC-FD is essentially the same as the basic failure detection strategy. Hence, it can only determine that the target node has failed after it has missed k consecutive acknowledgement messages. Therefore, the longest detection time is kη s. The shortest detection time is almost 0. This is the case when VC-FD receives a notification message from other monitoring nodes in the same group when it is just about to send a detection message to the target node. Thus, the shortest detection time is almost 0. In fact, we are interested in the average time for a notification message from at least one of the d neighbors to arrive at VC-FD. This is because the probability of receiving a notification message from neighboring nodes in the average amount of time is much higher than the probability of receiving a notification message from neighboring nodes in 0 time. According to a well-known order statistic theorem [26] , the probability of VC-FD receiving at least one notification message from d uniformly distributed neighboring nodes on (0,kη) follows the kηβ d distribution, where β d is the beta distribution with parameters 1 and d. The expected value of β d is 1/(d + 1). Thus, the average time for VC-FD to receive at least one notification message from neighboring nodes is kη/(d + 1). Considering the case that no neighboring node is in the group, we assume that the failure probability of a node follows a uniform distribution on (0, η), and the average time it takes VC-FD to detect that a neighbor has failed is
Mistake rate as a primary QoS metric is used to evaluate the accuracy of failure detection. In BFD, it makes a mistake when k consecutive acknowledgement messages are lost. Because BFD employs the PULL model, the messages can be lost during the sending or receiving phases. With that, the mistake rate of BFD is simply
where p l is the message loss probability.
In VC-FD, if no notification message is received, the mistake rate of VC-FD is the same as BFD (the mistake rate is 2p k l ). If at least a notification message from an error detection of d neighboring nodes is received, VC-FD will make a mistake. The probability that all the d neighboring nodes do not make mistake is (1 − 2p k l ) d . Thus the probability that at least a neighboring node makes mistake is 1 − (1 − 2p k l ) d . With that, the mistake rate of VC-FD is simply
In BFD, the monitoring node sends a detection message to the target node and receives an acknowledgement message every η s if the target node is not in a failure state and no messages are lost in the transmission process. That means that a detection message and an acknowledgement message are generated every η s, if the target node does not fail. In fact, the probability of receiving an acknowledgement message by the monitoring node is (1-f p )(1-p l ), where f p is the probability of node failure alone. Thus the number of acknowledge message is (1-f p )(1-p l ) every η s. With that, the detection overhead of BFD is
For VC-FD, its detection overhead will increase due to notification messages if the target node is in a failure state. There are two situations that cause the notification message to increase. The first case is that the target node does fail (the probability is f p ). Thus the monitoring node will send d-1 notification messages to neighboring nodes every η s. The second case is that the target node is not failure, only the k consecutive acknowledgement messages are lost (the probability is (1 − f p )p k l ). Thus the monitoring node will also send d-1 notification messages to neighboring nodes every η s. With that, the detection overhead of VC-FD is
D. IMPLEMENTATATION OF THE VC-FD ALGORITHM
From all of the above, VC-FD algorithm is shown to consist of a basic failure detection algorithm and cooperative mechanism. To simply the description, we select monitoring node q and detected node p as the described object. In the basic failure detection algorithm (shown as Algorithm 1), after the monitoring node sends a detection message every η s, the detected node replies with an acknowledgement message. If the monitoring node does not receive an acknowledgement message from the detected node within η s, it considers the detection message to have been lost. When a detection message loss occurs, at most k-1 detection messages will be sent. Then, monitoring node q will determine the status of node p if it does not receive any acknowledgement message.
In the VC-FD algorithm (shown as Algorithm 2), it determines the detected node failure for monitoring nodes based 1: Node q: / * monitoring node * / 2: for all i > 0 do 3: at time i · η send detection message mq i to node p; 4: if don't receive any acknowledge message after consecutive k detection messages then 5:
add p to suspectlist[]; 6: end if 7: end for 8: Node p: / * detected node * / 9: if receive mq from q then 10: send ma to q; 11: end if on their own detection messages or notification messages from other monitoring nodes. For a monitoring node, it will determine the detected node failure if it receives notification messages from other monitoring nodes. Otherwise, the monitoring node will send a detection message to the detected node every η s. It is also able to determine the detected node failure if it does not receive any acknowledgement message. Then, it sends notification messages to neighboring nodes. For the detected node, it will reply with an acknowledgement message to the monitoring node if it receives a detection message. 
Algorithm 2 VC-FD

IV. SIMULATION RESULTS AND ANALYSIS A. EXPERIMENTAL SETUP
To evaluate and analyze the performance of VC-FD, we design and implement the experiment based on NS2. In this experiment, we use GT-ITM [27] to generate VOLUME 7, 2019 2000-node transit-stub topologies as the underlying network. One stub node is randomly chosen as the source, and other end-hosts are randomly distributed in stub domains. The application-level distance (path latency) between two endhosts is the sum of link latencies on the shortest path between them. Referring to the data available on the Internet, the path latency ranges from 1 to 220 ms, with the average equal to 96 ms. The number of neighboring nodes that each node can have in the VANETs is uniformly distributed within the range d ∈ [2, 30] . Note that d potentially decides the average size of the monitoring groups in the VANETs. Thus, we control the average monitoring group size by varying d. In the experiment, d = 10 if not mentioned otherwise.
In the experiment, the nodes join and leave the system dynamically, which is modeled as a Poisson process with a leaving and joining rate λ = 0.2/s. The experiment is carried out for two hours. We use the Gilbert model, which has often been used to reflect the bursty losses observed over the Internet, to simulate the message loss. The message loss probability is p l = 1% if not mentioned otherwise. This relatively high message loss probability biases against the cooperative approach. In an environment with less message loss, the cooperative approach can perform better than in the following simulation. The sending interval η of detection messages is set to be 0.5 s and 1 s. In this experimental setting, the VC-FD algorithm and basic failure detection algorithm are verified and analyzed based on detection speed, accuracy and overhead. 
B. DETECTION TIME
Detection time as a primary QoS metric is used to evaluate the detection speed, which has an important impact on the performance of the upper application. For example, task completion time, network throughput and streaming frame loss probability can be affected by the detection time. For VC-FD, it is able to improve the detection time by sharing detection results obviously (shown as Fig. 3 ). Fig. 3 shows that both failure detection algorithms (VC-FD and BFD) are compared at different sending intervals (η = 0.5 s and η = 1 s). From Fig. 3 , the improvement of detection time for VC-FD is more obvious than for BFD with the increase of the value of k. When k = 6 and η = 1 s, the improvement of detection time for VC-FD is 45% compared to BFD. This is because a monitoring node can obtain the failure information of a detected node by receiving notification messages from other monitoring nodes. The detection periods of all the monitoring nodes are different, so some monitoring nodes can obtain the failure information of a detected node before their own detection. With that, VC-FD, which employs a detection result sharing mechanism, improves the detection time obviously.
In VC-FD, the number of neighboring nodes is also an important factor for detection time. Figs. 4-5 show the relationship between detection time and the number of neighboring nodes. From the figures, it is shown that the detection time will decrease with the increase of the number of neighboring nodes. However, the curve becomes less steep. This may be because the detection time is affected by nodes joining and leaving dynamically.
C. MISTAKE RATE
Mistake rate is also a primary QoS metric used to evaluate the detection accuracy. Fig. 6 shows a comparison of mistake rate for both VC-FD and BFD. From the figure, the mistake rate will decrease with the increase of the threshold k. This is because the mistakes that are made by the loss of heartbeat can be improved by retransmitting heartbeats. When the threshold is equal, the mistake rate of VC-FD is higher than that of BFD. VC-FD can determine the detected node failure based on itself or other monitoring nodes. This method avoids the effect of communication link failure and reduces the error detection to improve the mistake rate of VC-FD. When the threshold k becomes larger, the mistake rate of VC-FD has an improvement of up to 25% compared to BFD. In addition, when k = 6 and η = 0.5, the average time between error detection is 6667 s in VC-FD. This can meet the requirements of most users or applications.
D. DETECTION OVERHEAD
To evaluate the overhead of various detection approaches, we measure the number of messages sent per second for detection purposes. For BFD, we only need to record the number of detection messages. For the VC-FD, we record not only the number of detection messages but also the number of notification messages. To simply the description, we define the relative overhead to compare VC-FD with BFD. The relative overhead is the ratio of actual overhead between VC-FD and BFD under the same experimental configuration. Fig. 7 depicts the relative overhead of the two failure approaches with different sending intervals η. From the figure, the relative overhead becomes higher with the increase of the threshold k. This is because the number of detection messages increase in every detection period with the increase of the threshold k. When k < 5, the relative overhead of VC-FD is higher than that of BFD. This is because more notification messages are sent by VC-FD, especially when the threshold k is small. When k >= 5, the relative overhead of VC-FD is lower than that of BFD. This is because the accurate notification messages can help to decrease the number of detection messages in VC-FD. Figs. 8-9 depict the relationship between the relative overhead and number of neighboring nodes in VC-FD. From the figures, the relative overhead becomes higher with the increase of the number of neighboring nodes, regardless of whether the sending interval is big or small. This may be because more neighboring nodes consume more detection messages and notification messages. By the way, the threshold k is also an important factor that affects the overhead in VC-FD. The relative overhead becomes higher with the increase of the threshold k.
V. CONCLUSION
Failure detection plays a very important role in VANETs. In this paper, we have introduced a hierarchical failure detector VC-FD based on the architecture of VANETs. By using the RSU to group the vehicles and adopting the detection result sharing mechanism, VC-FD can deal with the high mobility of vehicles to improve the detection accuracy and speed. Meanwhile, we have built the function relationship between detection parameters and QoS metrics so that quantitative output of QoS can be realized.
We have built an experimental platform for performance evaluation of our proposed algorithm using NS2 and GT-ITM. The results of the experiments have shown that our proposed algorithm can significantly outperform the basic failure detection algorithm of VANETs with the threshold k set to (2, 6) and two heartbeat-sending intervals (0.5 s and 1 s). The detection time is improved at most 45%, and the mistake rate is also improved at most 25% with the similar overhead. In future work, we plan to optimize our algorithm to further improve overhead considering other factors, for example, the behavior of vehicles. 
