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We introduce a quasi-probability phase space distribution with two pairs of azimuthal-angular
coordinates. This representation is well adapted to describe quantum systems with discrete sym-
metry. Quantum error correction of states encoded in continuous variables using translationally
invariant states is studied as an example of application. We also propose an experimental scheme
for measuring such new distribution.
I. INTRODUCTION
Quantum information can be encoded in discrete vari-
ables (DV) - in a two-dimensional (or higher) Hilbert
space - or in continuous variables (CV) - in an infinite
dimensional Hilbert space - of physical systems. The CV
can be for instance the two canonical conjugate quadra-
tures of the electromagnetic field [1, 2], phonons or the
continuous degrees of freedom at the single boson level,
such as time-frequency [3] or the transversal ones [4].
Quantum computation involves manipulating states en-
coded in CV or in DV using an universal set of uni-
tary gates. To achieve quantum advantage with either
type of encoding [5], such universal set must possess a
non-Clifford gate, which cannot be efficiently simulated
using classical ressources. Quantum computation using
DV or CV can achieve exponential speedup for specific
tasks, as for integer factoring [6] or quantum simulation
[7, 8]. The possibility of scalability has been demon-
strated by the experimental realization of multimode CV
cluster states [9, 10]. Nevertheless, quantum error cor-
rection (QEC) and fault tolerance require finite dimen-
sional Hilbert spaces. Bosonic codes constitute a solution
for defining QEC using CV encoding: they are a class
of quantum codes where logical qubits are encoded by
defining a protected finite dimensional subspace within
an infinite-dimensional Hilbert space. One example of
such codes is the so-called cat-code, which was the first
one to be introduced [11] and possesses parity symmetry.
The logical zero and one qubits correspond to the two
possible parity eigenstates. Photon losses causes errors
that are equivalent to a bit flip, which can be corrected
with a quantum error correction circuit [12]. An alter-
native solution for QEC is to encode information redun-
dantly, using quantum states with translational symme-
try in a rectangular phase space. This was introduced
by Gottesman, Kitaev and Preskill (GKP) [13]. One can
also use rotational symmetry as introduced in [14, 15].
∗nicolas.fabre@univ-paris-diderot.fr
The GKP states, also called grid states, are CV states
composed of a finite number of position localized states,
which can be represented by peaks in the probability den-
sity distribution. The widths of both the peaks and of
the envelope determining the extent of the superposition
(number of peaks) depend on the number of photons of
the state i.e on the squeezing. Narrow peaks and a wide
envelope mean that the state has a high level of squeez-
ing. Initial squeezing of 20.5 dB in a cluster composed of
GKP states allows to a fault-tolerant measurement based
quantum computation as shown in [16]. These type of
bosonic codes are designed to be robust against errors
which are translational (or rotational) displacement in
phase space. As demonstrated in [17], GKP codes are
also robust to protect against pure-loss channel and over
perform the cat codes for a high number of photons, even
though the cat codes are designed to protect against such
errors. In addition, the deep interest of such states is
motivated from its recent experimental realization in dif-
ferent platforms, such as superconducting cavities [18],
the time-frequency variables at the single photon level in
an integrated photonic circuit [3] and trapped ions [19].
Phase space quasi-probability distributions are a valu-
able tool for understanding and visualizing quantum
states. Stratonovich was the first to use an axiomatic ap-
proach to build a distribution in phase space [20]. Such
distribution, like bosonic codes, are constructed on sym-
metry considerations. Therefore, symmetries can be par-
ticularly adapted to describe each code. For instance,
when the dynamical group is a SU(2) symmetry [21, 22],
the phase space is a 2-sphere whereas for the Heisenberg-
Weyl and the cylindrical group, the phase space is rect-
angular and cylindrical respectively.
Defining two lattices along the position and momen-
tum variables with periodicity l and 2pi/l, we can define
modular variables (MV). MV are a specific class of ob-
servables that are periodic and have been introduced in
[23] to explain non-local properties of quantum states.
They are now used in quantum information protocol to
identify discrete structure in continuous variable states
[24–26]. MV are particularly adapted in situations where
the considered quantum state has a periodic structure.
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2We also note the recent interest of this formalism among
the high energy community for understanding quantum
gravity or metastring theory[27–29].
We propose in this paper to study systems which have
translational symmetry. For such, we define a four di-
mensional phase space and define a quasi-probability dis-
tribution, obeying Stratonovich-Weyl [30] rules, with two
pairs of azimuthal-angular variables. The associated an-
gular variables correspond to the MV. It leads to the
construction of a double cylinder phase space. We then
generalize the results obtained on the rotational Wigner
distribution on a single cylinder phase space, as intro-
duced in [31–34], or for the phase-number Wigner dis-
tribution one [35, 36]. The representation of a quantum
state in a double cylinder phase space is totally equiv-
alent to the rectangular phase space. But it turns out
to be the most adapted one for states exhibiting transla-
tional symmetry. We show in two specific examples that
codes which exhibit the same symmetry as the one un-
derlying the construction of a phase space have a similar
Wigner distribution in its corresponding phase space. In
particular, Schrdinger cat codes which have parity sym-
metry are represented in the rectangular phase space by
two peaks and an oscillation pattern perpendicular to
the peaks. Remarkably GKP states, which have transla-
tional symmetry have exactly the same shape in a double
cylindrical phase space, which we introduce in this paper.
We further propose to study a quantum error correc-
tion protocol relying on the use of a position-momentum
GKP state as ancilla and visualize the correction into
this phase space.
The paper is organized as follows. In Sec. II, we recall
the modular variables formalism and their properties. In
Sec. III, the properties of geometrical modular quanti-
zation are introduced emphasizing the need of a double
cylinder phase space. In Sec. IV, we use this new rep-
resentation to study the GKP states, which are transla-
tionally invariant states in the usual rectangular phase
space. In Sec. V, we represent the GKP, the coherent
and cat state in a double cylinder phase space. We then
recall the principles of quantum error correction in Sec.
VI of GKP and Gaussian state using as ancilla a GKP
state. We give a new figure of merit for the probabil-
ity of having an error in this encoding. Finally in Sec.
VII, we propose an experimental scheme to measure such
distribution.
II. MODULAR VARIABLES FORMALISM
In this section, we describe an alternative representa-
tion of quantum states using modular variables, which
is well adapted for physical systems with translational
symmetry. For such, we will introduce the Zak’s trans-
form, an operation that takes as input a function of one
variable (which belongs to R) and produces as output
a function of two variables (which belong to the torus
S1 × S1∗). The modular basis and its canonically conju-
gate one are defined. In the following, we set ~ = 1 but
it will be reintroduced at the end of the calculation.
A. Modular basis and the Zak’s transform
As shown in [24, 37], the pairs of canonically conjugate
variable xˆ and pˆ, related by the commutation relation
[xˆ, pˆ] = i can be decomposed into :
xˆ = Nˆxx0 + xˆ , pˆ = Nˆpp0 + pˆ, (1)
where Nˆx and Nˆp are operators with integers eigenvalues
nx and np which define a lattice along the x and p-axis,
with period x0 and p0 respectively (see Fig. 1). xˆ and pˆ
are bounded operators which spectra lie on the intervals
1
2 [−x0, x0[, 12 [−p0, p0[ respectively. In order to quantize
the phase space, as we will see, it is not possible to have
operators which are discontinuous as the bounded oper-
ator xˆ and pˆ. Instead, we can choose smooth versions of
these operators, such as their cos, sin or the exponential
versions [38]. The exponential form corresponds to dis-
placement operators defined by Dˆ(x, p) = ei(xˆp−pˆx). It
was shown in [39, 40] that if x0p0 = 2pi, the commutator
of the two displacements operators vanishes:
[Dˆ(2pi, 0), Dˆ(0, 2pi)] = 0, (2)
Hence, the quantum algebra of modular variable differs
from the classical algebra one, since the corresponding
Poisson brackets of Eq. (2) is not zero [27]. In the fol-
lowing, we choose the values x0 = l and p0 =
2pi
l . When
the previous condition (see Eq. (2)) is fulfilled, we can
define the modular basis |x, p〉, which are the common
eigenstates of the displacement operators:
exp
(
ixˆµ
) |x, p〉 = exp(ixµ) |x, p〉 ,
exp
(
ipˆα
) |x, p〉 = exp(ipα) |x, p〉 ,
(3)
for µ ∈ 12 [−pil , pil [ and α ∈ 12 [−l/2, l/2[. The MV basis is
orthogonal since we have: 〈x′, p′|x, p〉 = δl(x−x′)δ 2pi
l
(p−
p′) (where δl is the Dirac comb of period l) and also
satisfy the completeness relation:
∫∫
dxdp |x, p〉 〈x, p| =
I. The integer operators do not commute and verify the
relation:
[Nˆx, Nˆp] =
i
2pi
I− 1
l
[xˆ, Nˆp]− l
2pi
[Nˆx, pˆ], (4)
which is a consequence of the commutation relation
[xˆ, pˆ] = i [24, 41]. From this equation, we conclude that
we cannot build a basis with the integers eigenvalues of
the operators Nˆx, Nˆp. The two other commutators which
appear in Eq. (4) are different from zero and are cal-
culated in Appendix A. They prevent the construction
of a basis built with the common eigenstates of Nˆx, Nˆp.
Nevertheless, if we do not impose that the period of the
3x-lattice and the period of the p-lattice are related as be-
fore (periodic boundary condition), it would be possible
to build such basis.
The Zak’s transform (also called Weyl-Brezin-Zak trans-
∙∙
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p
l
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n x
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FIG. 1: Schematic representation of the position and mo-
mentum lattices, with period x0 = l and p0 = 2pi/l. The
integers nx, np label the cells along the x,p axis and the mod-
ular variables x, p correspond to the position and momentum
values inside one cell.
form [32]) is a mapping from L2(R) → L2(S1 × S1∗)
(where S1∗ is the dual of the circle S1) which permits the
representation of a position or momentum function by a
two-dimensional function [24, 41]. For a position state,
it can be written in the following form:
|x〉 = |x+ml〉 =
∫ pi
l
−pil
dpe−impl |x, p〉 , (5)
and for the inverse of the Zak’s transform,
|x, p〉 =
∑
m∈Z
eimpl |x+ml〉 . (6)
In the p-representation, the Zak’s transform can be writ-
ten as:
|p〉 = |p+ 2pi
l
n〉 = e−ix·p
∫ l/2
−l/2
dxe2ipinx/l |x, p〉 , (7)
The modular basis being orthogonal, we can decompose
a wave function |ψ〉 = ∫ dxψ(x) |x〉 as:
|ψ〉 =
∫ pi
l
−pil
∫ l/2
−l/2
ψ(x, p) |x, p〉dxdp, (8)
ψ(x, p) =
∑
n∈Z
ψ(x+ nl)e−inpl. (9)
ψ(x, p) is called the modular wave function and can be
represented in a torus S1×S1∗. The modular wave func-
tion is quasi-periodic in x and periodic in p:
ψ(x+ l, p) = eilpψ(x, p), (10)
ψ(x, p+
2pi
l
) = ψ(x, p) (11)
The modular wave function is uniquely defined by its re-
striction to the unit square (the unfolded torus). The
quasi-period is reminiscent of the Aharanov-Bohm po-
tential [42].
B. Fourier transform of the modular variable basis
The canonical conjugate basis of the modular basis
is defined by the double Fourier series [43],{(x, p)/x ∈
S1, p ∈ S1∗} → {( 2pil n,ml)/n,m ∈ Z}:
|x, p〉 =
∑
n,m∈Z2
|n,m〉e−i( 2pil nx−mlp). (12)
is called the integer basis or the discrete Zak’s basis.
The inverse relation is the Fourier transform of the two
bounded integrals:
|n,m〉 =
∫ l
2
− l2
∫ pi
l
−pil
dxdpei(
2pin
l x−mlp) |x, p〉 (13)
This basis is also orthogonal since 〈n′,m′|n,m〉 =
δn,n′δm,m′ and satisfy the closure relation∑
n,m∈Z2 |n,m〉 〈n,m| = I. The scalar product of
the two canonically conjugate basis is:
〈n,m|x, p〉 = ei( 2pinl x−mlp), (14)
which means that they are mutually unbiased. We define
the two integers operators Nˆ , Mˆ with discrete spectrum
n,m ∈ Z2:
Nˆ |n,m〉 = n |n,m〉 , Mˆ |n,m〉 = m |n,m〉 , (15)
and they necessarily commute [Nˆ , Mˆ ] = 0. Thus, we
cannot identify these operators to Nˆx, Nˆp. Even though
we can know with an infinite precision the eigenvalues
of the bounded operators, xˆ, pˆ, Nˆ and Mˆ this is not
the case for the integers eigenvalues of Nˆx, Nˆp. They
cannot be known simultaneously as a consequence of
Heisenberg’s inequality [43].
The only nonzero commutator between the four opera-
tors Eq. (3) and Eq. (15) are: [Nˆ , exp
(
ixˆµ
)
] = µ exp
(
ixˆµ
)
and [Mˆ, exp
(
ipˆα
)
] = α exp
(
ipˆα
)
, with similar results in
[34, 44]. Hence (x, n) and (p,m) form a couple of inde-
pendent azimuth-angular variables. We can hence write
the wave function in the integer’s basis:
|ψ〉 =
∑
n,m∈Z2
ψn,m |n,m〉 . (16)
The relations between the modular wave function and
the integer wave function are:
ψn,m =
∫ pi
l
−pil
∫ l/2
−l/2
ψ(x, p)e−i(
2pin
l x−mpl)dxdp, (17)
ψ(x, p) =
∑
n,m∈Z2
ei(
2pin
l x−mpl)ψn,m. (18)
The integer wave function defined by Eq. (17) can be
seen as a bipartite qudit state. ψn,m is non-separable if
it cannot be written under the form ψn,m = fngm. Usual
4tools for understanding and quantifying non-separability
of pure bipartite qudit system, as for instance the
Schmidt decomposition, can be used in this context [45].
The transformation relating the x-representation to
the integer-representation is:
|x〉 = |x+ml〉 =
∑
n,m′∈Z2
sinc
(
(m−m′)pi
~
)
e−in2pix/l
∣∣n,m′〉
(19)
and the inverse relation is:
|n,m〉 =
∫ l/2
−l/2
∑
m′∈Z
ein2pix/lsinc
(
(m−m′)pi
~
)
|x+m′l〉dx,
(20)
where we used the formula
∫ pi/l
−pi/l e
−inlpeimlpdp =
pi~sinc
(
(m−n)pi
~
)
. We can also find the relation from the
p-representation to the integer one in an analogous way.
Thanks to these relations, it becomes more clear why it
is not possible to identify the integer which labels the
position in the Hilbert space x here noted m′ in Eq. (20)
and the integer m which is the eigenvalue of the angular
momentum operator Mˆ .
We can also define two other hybrid basis with two
variables, where one of them is bounded and the other
is an integer, as |x,m〉 or |n, p〉. They constitute an or-
thogonal basis such that 〈x, n|x′, n′〉 = δ(x−x′)δn,n′ and
they are also complete. The two hybrid basis are mutu-
ally unbiased since:
〈x,m|n, p〉 = ei( 2pinl x−mlp). (21)
The wave function can be expressed in the basis |x,m〉,
for instance, as:
|ψ〉 =
∑
m∈Z
∫ l/2
−l/2
dxψ(x,ml) |x,ml〉 , (22)
where the amplitude ψ(x, p) is given by
ψ(x,ml) =
∫ pi/l
−pi/l
ψ(x, p)eimpldp (23)
The other relations between the various wave function
can be deduced straightforwardly in an analogous fash-
ion. The relations between the different choices of basis
are presented in Fig. 2 together with the different com-
mutation relation between the associated operators.
III. QUANTIZATION IN A DOUBLE
CYLINDER PHASE PLANE
In this section, after introducing the displacement and
point operator [46, 47] on a double cylinder phase space,
we build the associated Wigner distribution.
FIG. 2: Relation between the different choices of basis. FS
stands for Fourier series and FS2 for double Fourier series.
A. Displacement operator and phase point
operator on a double cylinder
1. Modular Displacement operator
The modular variables x, p are angle coordinates and
are canonically conjugated to the integers variable n,m
which are the angular momentum variable. We define
the modular displacement operator as:
Dˆ(n, x,m, p) = ei(x
2piNˆ
l +xˆ
2pin
l −plMˆ+pˆml). (24)
Owing to the commutation relations between the differ-
ent operators (see Fig. 2), the pairs (n, x) and (m, p) are
dynamical variables of two independent degrees of free-
dom, as pointed out in [43]. The modular displacement
operator can hence be written as the product of unitary
operators Dˆ(n, x,m, p) = Dˆ(n, x)Dˆ(m, p), with for in-
stance Dˆ(n, x) = ei(x
2piNˆ
l +xˆ
2pin
l ).
The modular displacement operator can be rewritten
in an integral or sum representation. First, in the integer
basis,
Dˆ(n, x,m, p) =
∑
r,s∈Z2
eix(r+n/2)
2pi
l e−ip(s+m/2)l
× |r + n,m+ s〉 〈r, s| . (25)
And then in the modular basis,
Dˆ(n, x)Dˆ(m, p) = e−in
2pi
l x/2eimlpl/2
∫ l/2
−l/2
dx1
∫ pi/l
−pi/l
dp1
× ei 2pil x1ne−ip1l ∣∣x1 + x, p1 + p〉 〈x1, p1| . (26)
The product of two modular displacement operators is
equivalent to a modular displacement operator where the
variables are summed up to a phase factor, also called
cocycle:
Dˆ(n, x,m, p)Dˆ(n′, x′,m′, p′)e−i(xn
′/2−x′n/2e−i(
pm′
2 −p′m/2)
= e±iH(|x−l±x′|) (n+n
′)
2 e∓iH(|p−pil ±p′|) (m+m
′)
2
× Dˆ(n+ n′, x+ x′,m+m′, p+ p′) (27)
5where we used the relation x+ x′ = x + x′ ∓
lH(
∣∣x− l/2± x′∣∣) for x ≷ 0 [48] and H(x) is the Heav-
iside function which is zero for negative values of x and
equals to one if not. The modular displacement operator
forms an orthogonal basis:
Tr(Dˆ†(n′, x′,m′, p′)Dˆ(n, x,m, p)) = δ(x− x′)δ(p− p′)
× δn′,nδm′,m, (28)
where we used the formula
∑
n∈Z2 e
in(x−x′) = δ(x − x′)
and satisfy the completeness relation:∑
n,m∈Z2
∫ l/2
−l/2
dx
∫ pi
l
−pil
dpDˆ(n, x,m, p)Dˆ†(n, x,m, p) = I
(29)
Any operator can be expanded into such complete basis.
In particular the density matrix reads:
ρˆ =
∫ l
2
−l
2
∫ pi
l
−pil
∑
n,m∈Z2
Dˆ(n, x,m, p)χ(n, x,m, p)dxdp,
(30)
where we introduced the modular characteristic function
χ(n, x,m, p) = Tr(ρˆDˆ†(n, x,m, p)).
2. Point operator on a double cylinder phase space
In this section, we introduce the point operator on a
double cylinder phase space from its definition on the
one cylinder phase space. It is defined as the symplectic
Fourier transform of the displacement operator [31, 34,
49],
∆ˆ(n,m, x, p) =
∫ pi
l
−pil
∫ l/2
−l/2
dx′dp′
∑
q,s∈Z2
ei
2piq
l xeispl
× e−i 2pinl x′e−imp′lDˆ(q, x′, s, p′). (31)
An operator which has an expansion into a product of
polynomial of xˆ, pˆ, Nˆ , Mˆ can be written in many ways
depending on the choice of the operators ordering. In Eq.
(31), the Weyl ordering has been considered [44]. The
variables of the point operator label the phase space and
do not correspond to the variables of the integer basis.
The point operator verifies the finite norm condition:∑
n,m∈Z2
∫ pi
l
−pil
∫ l/2
−l/2
dxdp∆ˆ(n,m, x, p) = I (32)
Point and parity operators are related by the equation
∆ˆ(0, 0, 0, 0) = ∆ˆ = Πˆ, (33)
Πˆ being the parity operator defined by Πˆ =
∫
dx |x〉 〈−x|.
Πˆ is a reflection along the x-axis and can also be written
in the modular basis:
Πˆ =
∫ pi
l
−pil
∫ l/2
−l/2
dxdp |x, p〉 〈−x,−p| , (34)
where we used Eq. (5). The parity operator can also
be seen as an inversion about the origin in the modular
plane. In the integer representation, the parity operator
has a similar form, Πˆ =
∑
n,m∈Z2 |n,m〉 〈−n,−m|.
We point out that the point operator ∆ˆ(n,m, x, p) is
also separable in the two pairs of azimuth-angular mo-
mentum variables, owing to the commutation relation
invoked in II B:
∆ˆ(n,m, x, p) = fˆ(n, x)gˆ(m, p) (35)
which can be written, using Eq. (25), in the integer basis
as:
fˆ(n, x)gˆ(m, p) =
∑
n′,r,m′,r′∈Z
∫ l/2
−l/2
∫ pi/l
−pi/l
dx′dp′eix
′ 2pi
l
(r+n′/2)
× e−i(n′x−nx′) 2pil e−ip′l(r′+m′/2)ei(m′p−mp′l)
× ∣∣r + n′, r′ +m′〉 〈r, r′∣∣ . (36)
After integration, we obtain:
fˆ(n, x)gˆ(m, p) =
∑
n′,m′∈Z2
e
2ipi
l
x(n−n′/2)eip(m−m
′/2)l
×
∣∣∣∣n+ n′2 ,m+ n′2
〉〈
n− m
′
2
,m− m
′
2
∣∣∣∣ . (37)
Then, we can express the point operator under the co-
variant form:
∆ˆ(n,m, x, p) = Dˆ(n, x,m, p)∆ˆDˆ†(n, x,m, p). (38)
where ∆ˆ = Πˆ from Eq. (33).
In summary, the phase space described in this section
is the cartesian product of two cylinders (S1×Z)2, since
we have two independent pairs of canonically conjugate
azimuthal-angular variable.
B. Modular Wigner distribution
The expectation value of the point operator [46, 47, 50],
also called the symbol of the density matrix, is the quasi-
probability distribution in a double cylinder phase space
(S1×Z)2 whose variables are noted (n, x) and (m, p). We
called it the Modular Wigner distribution and is defined
as [31, 34]:
Wρˆ(n,m, x, p) = Tr(ρˆ∆ˆ(n,m, x, p)) (39)
Due to the hermiticity of the point operator ∆ˆ(n,m, x, p)
the Modular Wigner distribution is real. After taking the
trace operation, the distribution takes the familiar form
in the modular representation,
Wρˆ(n,m, x, p) =
∫ pi
l
−pil
∫ l/2
−l/2
e2i
2pi
l nx
′
e−2ip
′mldx′dp′
× 〈x− x′, p− p′|ρˆ|x+ x′, p+ p′〉 (40)
6In the integer representation, the Wigner distribution has
the form:
Wρˆ(n,m, x, p) = wρˆ(2n, 2m,x, p)
+
2
pi
∑
n′,m′∈Z
(−1)n−n′
2n′ + 1− 2n
(−1)m−m′
2m′ + 1− 2mwρˆ(2n
′+1, 2m′+1, x, p)
(41)
where,
wρˆ(2n+α, 2m+β, x, p) =
∑
n′,m′∈Z2
e−i(2n
′+α) 2pil xei(2m
′+β)pl
× 〈2n− n′, 2m−m′| ρˆ |2n+ n′ + α, 2m+m′ + β〉 ,
(42)
with α, β = 0, 1. We also note that another definition of
Wigner distribution was proposed in [51] for the number-
phase Wigner distribution. It consists of a phase space
with half integer values. The two cylinder phase space
(x, n) and (p,m) are not coupled if the modular wave
function in Eq. (8) or the integer one in Eq. (17) is sep-
arable.
Summing over all variables of the distribution, we find
the correct normalization of the modular Wigner distri-
bution:∫ pi
l
−pil
∫ l/2
−l/2
dxdp
∑
n,m∈Z2
Wρˆ(n,m, x, p) = 1, (43)
since the density matrix ρˆ is normalized.
The marginals can be found by summing over different
variables. By summing over n and m, we obtain the
following marginal,∑
n,m∈Z2
Wρˆ(n,m, x, p) = 〈x, p| ρˆ |x, p〉 (44)
where we used the series representation of the Dirac dis-
tribution: δ(x) =
∑
k∈Z e
ikx. It corresponds to what we
expect for such probability distribution as it is the diago-
nal matrix element of the density matrix in the modular
basis. The marginal obtained by integrating over the
modular variables is :∫ pi
l
−pil
∫ l/2
−l/2
dxdpWρˆ(n,m, x, p) = 〈n,m| ρˆ |n,m〉 , (45)
and gives also the correct marginal. The integers vari-
ables of the integer wave function ψn,m cannot be inter-
preted as the integers which label the lattices along the x
and p-axis. Thus, the integer variables of the Wigner dis-
tribution do not have a simple physical meaning, which is
a consequence of an additional phase. Nevertheless, the
modular variables on phase space can be related to the
coordinates of the two position and momentum lattices.
We can define two partial traces of the density matrix.
One of them is obtained by summing over the integer n
and by integrating over the position modular variable x:
Fρˆ(m, p) =
∑
n∈Z
∫ l
2
− l2
dxWρˆ(n,m, x, p)
=
∫ pi
l
−pil
∫ l
2
−l
2
dxdp′
〈
x, p− p′
∣∣∣ ρˆ ∣∣∣x, p+ p′〉 e−2ip′ml (46)
The other partial trace is obtained simply by exchanging
the pairs of variables m, p and n, x. In addition, two
crossed marginals can be determined by summing over
m (resp. n) and integrating over p (resp. x):
M1(m,x) = 〈x,m| ρˆ |x,m〉 (47)
M2(n, p) = 〈p, n| ρˆ |p, n〉 , (48)
and they correspond to the correct marginals (see
Eq. (23)). The density matrix can be obtained from the
Modular Wigner distribution as:
ρˆ =
∑
n,m∈Z2
∫ pi
l
−pil
∫ l/2
−l/2
dxdp∆ˆ(n,m, x, p)Wρˆ(n,m, x.p)
(49)
With this last reconstruction property, the introduced
distribution satisfies all the Stratanovich-Weyl postu-
lates [30].
We now explicitly study the case of two independent
cylinder phase space, which corresponds to a separable
bipartite system. For a pure state ρˆ = |ψ〉 〈ψ|, and a sep-
arable wave function ψ(x, p) = f(x)g(p), we can write
formally |ψ〉 = (∫ dxf(x) |x〉)(∫ dpg(p)) |p〉 = |f〉 |g〉.
Therefore, the modular Wigner distribution is also sepa-
rable, and we can write:
Wρˆ(n,m, x, p) = W|f〉(n, x)W|g〉(m, p). (50)
Each distribution is an angle-momentum Wigner distri-
bution and the two cylinders phase space are hence de-
coupled. In that case, the modular Wigner distribution
in the integer representation takes the form:
W|f〉(n, x) =
∫ l/2
−l/2
e2i
2pi
l nx
′〈x− x′| |f〉 〈f | |x+ x′〉dx′
(51)
W|g〉(m, p) =
∫ pi
l
−pil
e−2imp
′l〈p− p′| |g〉 〈g| |p+ p′〉dp′
(52)
We note that the modular Wigner distributionW|g〉(m, p)
has similar properties to the one introduced in Ref. [31].
We also point out that F (m, p), whose expression is given
by Eq. (46), when the state is pure and |ψ〉 = |f〉 |g〉, is
related to W|g〉(m, p) up to a multiplicative factor.
7IV. MODULAR AND INTEGER
REPRESENTATION OF GKP STATE
In this section, we recall a few properties of GKP states
[13, 17], which are translational symmetric bosonic codes
and express them using the modular representation.
A. Ideal GKP states
In order to define the GKP qubit using continuous vari-
ables, we start by defining a lattice along the x-axis with
an interval length l =
√
pi. This corresponds to a lattice
along the p-axis of length 2
√
pi = 2pi/
√
pi as in the case
of modular variables. The
∣∣0〉 logical state of the qubit is
defined as the translationally invariant comb with period
2
√
pi, where each peak is centered in each interval. The∣∣1〉 logical state is defined by the translation of the ∣∣0〉
logical state of a
√
pi length. The GKP states are non-
physical, since they are composed of infinitively squeezed
peaks with an infinite large envelope as represented on
Fig. 3. The two logical states can be written as two lo-
calized states in the modular plane:
∣∣0〉
x
= |x = − l
4
, p = 0〉 =
∑
n∈Z
| − l
4
+ nl〉, (53)
∣∣1〉
x
= |x = l
4
, p = 0〉 =
∑
n∈Z
| l
4
+ nl〉. (54)
It explicits the interest of using the modular basis to
describe these states. The
∣∣0〉 (resp. ∣∣1〉) logical state
is a point centered at ∓l/4 on the left (resp. right)
modular half-plane (see Fig. (1)). We also define the
linear superposition |±〉x = 1√2 (
∣∣0〉
x
± ∣∣1〉
x
) =
∣∣0, 1〉
p
where the last equality stands only if the periodicity of
the GKP states is
√
pi.
In the integer basis, the GKP states are delocalized.
This can be intuitively understood, since the modular
and the integer basis are related by a Fourier series trans-
form and is written as:∣∣0〉
x
=
∑
n,m∈Z2
e−ipin/2 |n,m〉 (55)
∣∣1〉
x
=
∑
n,m∈Z2
eipin/2 |n,m〉 (56)
The fact that the integer wave function does not depend
on m is a consequence of the non-normalizability of the
state. It will be interpreted in the next section.
Alternatively we can define the lattice along the p-
quadrature exchanging the definition of
∣∣0〉
p
by |+〉p.
This remark will be useful for Sec. V A 1.
FIG. 3: Schematic plot of the wave function of the GKP
state in the two orthogonal quadratures. The vertical arrows
represent the Dirac comb. In the x-representation, the
∣∣0〉
x
(in blue) and
∣∣1〉
x
(in red) logical state has a l periodicity
and correspond to the |+〉p and |−〉p logical states in the p-
representation.
B. Construction of physical GKP state
In this section, we describe a physical GKP state
using the formalism developed in [52, 53]. For such, we
will consider noise model in the integer and modular
variables rather than in the position and momentum
quadrature variables, which are equivalent in the limit
described below.
We start by considering small shifts in position
Dˆ(u, 0) = eiupˆ and momentum Dˆ(0, v) = e−ivqˆ quadra-
ture where u ∈ [−√pi/2,√pi/2[ and v ∈ [−√pi,√pi[ ap-
plied to an ideal GKP state. The application of such
small displacements to the state
∣∣0〉
x
can be written in
the modular basis:
e−ivqˆeiupˆ
∣∣0〉
x
= |x = u, p = v〉 (57)
If the displacement goes beyond the modular plane
u, v >
√
pi, additional phase factors appear. In addi-
tion, for small displacements, the displacement operator
Dˆ(u, 0) and Dˆ(0, v) coincide with the modular displace-
ment operator Dˆ(0, x = u) and Dˆ(0, p = v). Hence, the
noise models, using position-momentum variables or the
bounded/integer position and momentum one, are equiv-
alent in the limit of small shifts i.e |u|, |v| < √pi/6 [52].
It will be useful for finding a criteria of the correctability
of GKP state as developed in [52] and in Sec. VI B.
Physical GKP states are constructed by applying the
operator Uˆ , expanded in the modular displacement basis,
to the ideal GKP state
∣∣0˜〉
x
= Uˆ
∣∣0〉
x
defined by:
∣∣0˜〉
x
=
∫ pi
l
−pil
∫ l
2
−l
2
∑
n,m∈Z2
E(x, n, p,m)Dˆ(x, n)Dˆ(p,m)
dxdp
∣∣0〉
x
, (58)
where E(x, n, p,m) is the noise distribution or the Weyl-
operator expansion of Uˆ . This procedure for building
physical GKP states is analog to the one described in
8[53].
After applying the displacement operators to the ideal
GKP state, we get:
Dˆ(x, n)Dˆ(p,m)
∣∣0〉
x
= e−2ipixn/le−ipin/2e−ipml |x− l/4, p〉
(59)
Using the previous equation, the state described by
Eq. (58) can be written as:
∣∣0˜〉
x
=
∫ pi
l
−pi
l
∫ l
2
−l
2
∑
n,m∈Z2
E(x, n, p,m)e−2ipixn/le−ipin/2e−ipml
× |x− l/4, p〉 dxdp. (60)
After performing a change of variable on x, the real GKP
state reads:
∣∣0˜〉
x
=
∫ pi
l
−pil
dp
∫ l
2
−l
2
dxψ(x, p) |x, p〉 , (61)
where the modular wavefunction is ψ(x, p) =∑
n,mE(x, n, p,m)e
−2ipixn/le−ipin/2e−ipml.
Square GKP states, whose envelope and peaks of the
comb are Gaussian functions [13, 17, 52], can be obtained
assuming that the noise distribution E is separable in
the pairs of variables: E(x, n, p,m) = f(x, n)h(p,m).
Then, to obtain such square GKP states, the sums
over n and m must be equal to two Gaussian combs
on each variable, namely
∑
n e
−2ipixn/le−ipin/2f(x, n) ×∑
m e
−ipmlh(p,m) =
∑
nG∆(x − nl)
∑
mGκ(p − ml),
where G denotes the Gaussian function: G∆(x) =
exp(−x2/(2∆2)). For such, we can use the Poisson sum-
mation formula to specify f and g :
∑
n∈Z s(t + nl) =∑
k∈Z s˜(k/l)e
2ipikt/l, where s˜ is the Fourier transform of
s. We obtain:
f(x, n) = e−(n∆/l)
2/2, (62)
h(p,m) = e−(mlκ/2pi)
2/2, (63)
which do not depend explicitly on the modular variables.
Finally, the modular wave function ψ(x, p) of square
GKP states can be written as:
ψ(x, p) = N(l, κ,∆) ·G∆(x− l/4)Gκ(p), (64)
where N(l, κ,∆) = 1/(2.erf(κpil ).(erf(
l
4∆ ) + erf(
3l
4∆ ))
1/2
is a normalization constant and depends on the lat-
tice lenght l. The function erf is the error function
defined by erf(l/2∆) =
∫ l/2
−l/2 e
−x2/2∆2dx. The modular
wave function of the
∣∣1˜〉
x
state can be written as
ψ(x, p) = N(l/σ).G∆(x + l/4)Gκ(p), with the same
normalisation factor.
The real GKP states are represented on Fig. (4)(a)
and (b) in the modular plane (resp. over the real line
x) when l  ∆ and 2pi/l  κ, which are the conditions
assumed here.
The scalar product between the two logical states is:〈
0˜
∣∣1˜〉
x
=
erf(κpil ).e
−(l/4∆)2erf(l/2∆)
erf(3l/4∆) + erf(l/4∆)
(65)
The two states become orthogonal in the limit l  ∆.
The two logical states are represented in Fig. 4 in the
modular plane as well as a function of x. Finally, follow-
ing Ref. [52], the modular wave function for GKP states
can be interpreted as the amplitude of probability of hav-
ing an error of u (resp. v) in the x-quadrature (resp. p)
if |u|, |v| < √pi/6.
FIG. 4: (a) Probability density of the 0 (blue) and 1 (red)
physical GKP state in the modular plane, which are Gaussian
in the variable x and p. (b) Wave function of the GKP state
in the x-representation.
The state described by Eq. (61) can be written in
the integer representation:
∣∣0˜〉 = ∑n,m∈Z2 fngm |n,m〉
with fn =
∫ l/2
−l/2 dxe
−i 2pil nxG∆(x + l/4) and gm =∫ pi/l
−pi/l dpGκ(p)e
impl that are calculated in details in Ap-
pendix C 2. When we consider ideal GKP states (see Eq.
(55)), the envelop of the position comb is infinite and this
is why gm does not depend of m.
As in the ideal case, we can also define the linear su-
perposition of the two physical logical GKP state,
∣∣±˜〉
x
=
N˜(l, κ,∆)√
2
(
∫ pi
l
−pil
dp
∫ l
2
−l
2
dx(G∆(x− l/4)Gκ(p)
±G∆(x+ l/4)Gκ(p)) |x, p〉), (66)
9where the non-trivial normalization N˜(l/σ) =
1/(
∣∣〈0˜∣∣0˜〉+ 〈1˜∣∣1˜〉± 2 〈0˜∣∣1˜〉∣∣1/2) with 〈0˜∣∣0˜〉 = 〈1˜∣∣1˜〉 =
2erf(κpil ) · (erf( l4∆ ) + erf( 3l4∆ )) and
〈
0˜
∣∣1˜〉 is given by
Eq. (65). This formalism could be used for building
hexagonal GKP state [17], and the corresponding
functions f and h could be determined with a numerical
approach.
C. Set of logical of gates
We now introduce the set of Pauli matrices adapted
for this qubit encoding [24]. It corresponds to the dis-
placement operators:
Xˆ = Dˆ( l
2
, 0) =
∫ l/2
−l/2
dx
∫ pi/l
−pi/l
dpe2ipix/lσˆx(x, p) (67)
Zˆ = Dˆ(0, pi/l) =
∫ l/2
−l/2
dx
∫ pi/l
−pi/l
dpe−iplσˆz(x, p) (68)
with the Pauli matrices
σˆx(x, p) = e
−ipl/2 |x, p〉 〈x+ l
2
, p|+ eipl/2|x+ l
2
, p〉 〈x, p|
(69)
σˆy(x, p) = i(e
ipl/2|x+ l
2
, p〉 〈x, p|−e−ipl/2 |x, p〉 〈x+ l
2
, p|)
(70)
σˆz(x, p) = |x, p〉 〈x, p| − |x+ l
2
, p〉〈x+ l
2
, p| (71)
These gates are not hermitian and that Zˆ2 6= I and Xˆ2 6=
I. Operators Xˆ and Zˆ are not elements of the basis of
the SU(2) Lie algebra. In [24], it was shown that we
can introduce modular readout observables Γˆβ , which are
hermitian and constructed by analogy with the logical
Pauli operators. They are defined by:
Γˆβ =
∫ l/2
−l/2
dx
∫ pi/l
−pi/l
dpσˆβ(x, p), (72)
with β = x, y, z and with the modular Pauli matrices
σˆβ(x, p). These operators will be useful for the tomo-
graphic reconstruction of the modular Wigner distribu-
tion in Sec.VII.
V. EXAMPLES OF MODULAR WIGNER
DISTRIBUTION
In this section, we discuss the double cylinder phase
space representation of GKP states and Gaussian states.
A. Modular Wigner distribution of GKP state
1. Ideal GKP state
The modular wave function of the GKP states de-
scribed by Eq. (53) is ψ(x, p) = δ(x±l/4)δ(p) = f(x)g(p)
with l =
√
pi and has a corresponding modular Wigner
distribution W|0,1〉
x
(n,m, x, p) = W|f〉(n, x)W|g〉(m, p):
W|f〉(n, x) = δ(x± l/4), (73)
W|g〉(m, p) = δ(p), (74)
and do not depend on n and m owing to the non-
normalizability of the ideal GKP states as mentioned in
[31]. Indeed, a localized state with an associated mod-
ular variable Dirac distribution is constant in the inte-
ger (canonical conjugate) basis. For a coherent super-
position of the qubit state |±〉x = 1√2 (
∣∣0〉
x
± ∣∣1〉
x
) with
associated modular wave function ψ(x, p) = 1√
2
(δ(x −
l/4) + δ(x + l/4))δ(p), the modular Wigner distribution
W|±〉
x
(n,m, x, p) is given by:
W|f〉(n, x) = δ(x− l/4) + δ(x+ l/4)± 2δ(x)cos(npi~ )
(75)
W|g〉(m, p) = δ(p). (76)
The argument of the cosinus function do not depend on l
since the state is localized in ±l/4 and n is a multiple of
2pi/l. It only depends on pi/~, where pi has the dimension
of an action. The distribution of this state is represented
in Fig. 5. The modular Wigner distributions of the
coherent superposition of GKP states |±〉 have the shape
of ideal even/odd Schrdinger cat states (with an infinite
squeezing along one quadrature), and a periodicity of
the fringes equals to the distance of the two localized
state. The shape of such state in cylinder phase space
can be easily understood since the GKP state |±〉x are
superposition of localized states in the torus.
The presence of oscillations in the cylinder phase
space (n, x) (see Eq. (75)) and not in the one (m, p)
one is not a special feature of this phase space but
rather a matter of definition of the GKP states. Indeed,
exchanging the definition of
∣∣0〉
p
and |+〉p (the two
states being identical), the oscillations from the coherent
superposition would appear on the other cylinder (m, p).
We now study the effect of small shifts on the previous
states |u, v〉 = Dˆ(u, 0))Dˆ(v, 0) |±〉x where l =
√
pi  u, v
corresponds to a displaced ideal cat states in the modular
plane and are not localized at the center of the left and
right modular plane. The associated modular Wigner
distribution W|f,g〉(n,m, x, p) is:
W|f〉(n, x) = δ(x− l
4
− u) + δ(x+ l
4
− u)± 2δ(x)cos(npi
~
)
(77)
W|g〉(m, p) = δ(p+ v). (78)
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These displacements can be induced by noise. They
shift the full Modular Wigner distribution in the two
uncoupled cylinders phase space.
2. Physical GKP states
We now consider physical GKP states which are not
translationally invariant due to the finite envelope in both
modular variables (see Eq. (64) and Fig. 4). Using the
condition l  ∆, it is possible to compute the analyt-
ical expression of the modular Wigner distribution of
the physical GKP state corresponding to the Gaussian
modular wave function Eq. (66). The wave function be-
ing separable in (x, p), the modular Wigner distribution
W|±˜〉(n,m, x, p) is also separable into two parts, the in-
terference part:
W|f〉(n, x) ' e−
(x+l/4)2
2∆2 e−n
2(2pi∆/l)2+e
− (x−l/4)
2
2∆2 e−n
2(2pi∆/l)2
+ 2.e−n
2(2pi∆/l)2e
− x2
∆2 cos(
npi
~
), (79)
and the envelope part:
W|g〉(m, p) = exp(−p2κ2)exp(−m2l2/κ2). (80)
The modular Wigner distribution in the two cylinder
phase space is shown on Fig. 5. The visibility of the
oscillation is one since the state is a pure state but the
purity P = Tr(ρˆ2) of the GKP states could be reduced if
the state crosses a Gaussian channel [17, 52].
The number of oscillations on the cylinder phase space
can be related to the probability of having an error in
the encoding and will be studied in Sec. VI.
B. pi/2 Rotation in the cylinder phase space of the
GKP states
In this section, we study the Modular Wigner function
of the state ψpi/2 obtained after a pi/2 rotation in the two
cylinder phase plane of the ideal GKP state |±〉x. In the
(n, x) cylinder phase space, the modular Wigner distri-
bution of this pi/2 rotated GKP state corresponds to two
peaks along the integer n-axis, and presents an oscillation
pattern along the modular variable direction x. In the
other decoupled cylinder phase space (m, p), the Dirac
point along the p axis is after the pi/2 rotation along
the m axis. This ideal state, noted
∣∣ψpi/2〉, constitutes a
generalization of the OAM (orbital angular momentum)
state described in [31]. This is a consequence of the dou-
ble cylinder aspect considered in this paper. The state is
a coherent superposition in the integers basis and can be
written under the form:∣∣ψpi/2〉 = 1√
2
(|n0,m0〉 ± |−n0,m0〉) (81)
FIG. 5: Modular Wigner distribution of the physical GKP
state for state with l  ∆ which have the aspect of a
Schrdinger cat state in the (x, n) cylinder phase space. The
two parameters are here set to ∆ = 0.1 and l = 1.
where n0 is an even integer, and m0 can be any integer.
Using Eq. (42), the corresponding modular Wigner dis-
tribution W|ψpi/2〉(n,m, x, p) = W|f〉(n, x)W|g〉(m, p) is
W|f〉(n, x) = δn,n0 + δn,−n0 ± δn × cos(
8pix
~l
), (82)
W|g〉(m, p) = δm,m0 . (83)
As in Eq. (75), the Modular Wigner distribution is
flat in the modular variables x and p due to the non-
normalizability of the state described by Eq. (81). Cal-
culating the modular Wigner distribution of the corre-
sponding physical state of
∣∣ψpi/2〉 using a Gaussian wave
function instead of Dirac one could be handled using re-
sults in [54]. We can now ask the question of how to
perform such a pi/2 rotation in the two uncoupled cylin-
ders phase plane of a GKP states. A way to do so is to
apply the sum of two projectors on the state defined by
Eq. (55): 1√
2
(Πˆ(n0,m0) ± Πˆ(−n0,m0)) |+〉x |+〉x, where
Πˆ(±n0,m0) = |±n0,m0〉 〈n0,m0|. The state Πˆ(n0,m0)
has a similar structure of a quantum state of a parti-
cle that passed through a diffraction slit (see (Eq. (19)).
Hence, using the transversal degree of freedom of single
photon, this operation could be physically implemented
with a spatial light modulator (SLM) [55]. An alternative
way would be to use the Fourier series relation between
the modular basis and the integer one as in Eq. (12) and
Eq. (13) and could be also implemented thanks to a SLM.
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C. Modular Wigner distribution of a coherent and
cat state
Gaussian states are by definition states whose Wigner
distribution in rectangular phase space are Gaussians
[56]. They play a fundamental role in CV quantum
information since they can be easily produced experi-
mentally, as coherent states and squeezed states. QC
involving only Gaussian states and Gaussian operations
can be efficiently simulated with a classical computer
[5]. Nevertheless, they constitute a building block for
CV quantum computation, as they are needed for the
elaboration of cubic phase gate [57, 58] or as input of
continuous variable algorithm such as Gaussian Boson
sampling [59, 60]. A pure Gaussian state has always a
positive Wigner distribution according to Hudson’s the-
orem [61], and the negativity of the Wigner distribution
in the rectangular phase plane is frequently associated
to the quantumness of a state. In the cylinder phase
plane, a Gaussian state can have a negative Wigner
distribution. As a matter of fact in such phase space,
the only state which has a positive Wigner distribution
is the eigenvector of both Nˆ and Mˆ , i.e the state |n,m〉,
which can be seen as a direct generalization of the results
on the single cylinder phase space [49].
In this paragraph, we study the modular wave function
of a coherent state and of a cat state (a non-Gaussian
one) and calculate analytically their associated modular
Wigner distribution.
The wave function of a coherent state centered in the
rectangular phase space at position x0 and momentum
p0 can be written under the form:
|ψ〉 =
∫
R
dx√
2piσ2
e−
(x−x0)2
2σ2 eip0(x−x0) |x〉 (84)
where σ is the width of the Gaussian function. In the
modular basis, the corresponding modular wave function
is [62]:
φ(x, p) = Gσ(x)Θ3(
l(p− p0)
2
− i l(x− x0)
2σ2
, Gσ(l)) (85)
where l the length of the lattice and Θ3 is the third elliptic
theta-function:
Θ3(x, y) =
∑
n∈Z
yn
2
e−2inx (86)
This distribution is also called the wrapped Gaussian dis-
tribution. The state is not separable into two functions in
the modular variable x, p: the two cylinder phase space
(n, x) and (m, p) are now coupled. We can study the
state in two limits, choosing the values x0 = p0 = 0. In
the case where l σ, the Gaussian state in the modular
basis can be approximated by:
φ(x, p) ' N(σ, l)Gσ(x)H2pi/l(p) (87)
whereas in the other limit σ = l,
φ(x, p) ' N ′(σ, l)Gσ(p)H2pi/l(x) (88)
where N(σ, l) and N ′(σ, l) are two normalization factors
and H2pi/l(p) is the rectangular function centered at zero
of width 2pi/l. In this approximate form, the modular
wave function is separable φ(x, p) ' f(x)g(p) and is a lo-
calized state in the modular variable x but delocalized in
the other p. It can be understood here as a consequence
of the non-periodicity property of the amplitude wave
function of the state in the x-representation. The asso-
ciated modular Wigner distribution of the state Eq. (87)
is separable W|ψ〉(n,m, x, p) = W|f〉(n, x)W|g〉(m, p) and
can be written as:
W|f〉(n, x) ' e−
x2
2σ2 e−n
2(2piσ/l)2 (89)
W|g〉(m, p) =
sin(2m(−|p|+ pi/l))
2m
. (90)
These functions are represented in Fig. 6.
FIG. 6: Modular Wigner distribution of a coherent state in
the two cylinders phase space.
We now study the modular Wigner distribution of the
sum of two Gaussian state centered at x0 = ±l/4 and
p0 = 0 which corresponds to a Schrdinger cat in rect-
angular phase space. It exhibits an oscillatory pattern
in one cylinder phase space, as the GKP state
∣∣±˜〉
x
(see
Eq. (75)):
W|f〉(n, x) ' e−
(x+l/4)2
2σ2 e−n
2(2piσ/l)2+e−
(x−l/4)2
2σ2 e−n
2(2piσ/l)2
± e−n2(2piσ/l)2e− x
2
σ2 cos(
npi
~
) (91)
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The other cylinder distribution W|g〉(m, p) is given by
Eq. (90) and is different from the one associated to
∣∣±˜〉
x
(see Eq. (80)).
This example illustrates the relevance of representing
the distribution of a quantum state in the two cylinder
phase space.
VI. STUDY OF QUANTUM ERROR
CORRECTION IN THE DOUBLE CYLINDER
PHASE SPACE
In this section, we investigate the quantum error cor-
rection of periodic and non-periodic states using ancilla
GKP states. Our study is based on the scheme presented
by Glancy and Knill in Ref. [52] and is illustrated by the
representation of modular Wigner distribution before and
after the correction on the double cylinder phase space.
A. General formulation of the protocol
The quantum error correction of a density matrix ρˆ,
which can be a noisy GKP or a Gaussian state, using an
ancilla GKP state as resource, is as follows. We start by
coupling ρˆ to a GKP ancilla state
∣∣+˜〉
x
with the entan-
gling operation Cˆz = e
ixˆ1xˆ2 , where xˆ1/2 is the position
operator and 1 and 2 denote each spatial port (see Fig. 7).
Then a homodyne measurement is performed on the p-
quadrature on the spatial port 2. The state after these
steps is:
ρˆ′ =
〈p| Cˆ−1z ρˆCˆz |p〉
Tr(〈p| Cˆz ρˆCˆz |p〉)
, (92)
where p is the value measured by the homodyne detec-
tion. As specified on Fig. 7, an additional displacement
gate Dˆ(0, p) can be applied using the measurement result
p of the homodyne measurement. In the case of an ini-
tial pure state ρˆ = |ψ〉 〈ψ| with |ψ〉 = ∫ dxψ(x) |x〉, the
amplitude of the wave function in the x-representation
ψp(x) after the three steps using Eq. (92) is:
ψp(x) = ψ(x+ p)ψ˜+˜(x), (93)
where ψ˜+˜(x) is the amplitude of the ancilla state in the
p-representation given by a Gaussian comb. This result
is demonstrated in the Appendix C 3. This protocol
can be seen as the application of shifts errors (the
displacement p), which update the distribution of the
noise described by ψ(x + p) of the initial state and
then projecting back the state in the GKP subspace by
multiplying ψ(x+p) by ψ˜+˜(x). Similar results expressed
in terms of Wigner distribution have been obtained in
[63]. Correction of the orthogonal quadrature is also
possible repeating the protocol but using the ancilla
state |+〉p =
∣∣0〉
x
in the spatial port 3 (see Fig. 7) and
performing a homodyne measurement in the orthogonal
quadrature xˆ. In practice, when the initial state is
a GKP state, these two steps have to be repeated to
fully correct the state with different strategies as the
one developed in [64] or with a Bayesian optimization
procedure [65].
FIG. 7: Steane error correction scheme for a general density
matrix ρˆ using as ancilla GKP states. The state ρˆ (upper rail)
and the ancilla GKP state
∣∣+˜〉
x
are entangled by a CˆZ gate
followed by a homodyne detection on the spatial port 2. The
measurement result p is used to perform a displacement oper-
ator denoted by Dˆ(0, p). The procedure is then repeated but
using as ancilla state
∣∣+˜〉
p
in spatial port 3 and a homodyne
detection along the x-quadrature.
In the following, we suppose for simplicity that the
momentum p measured by the homodyne detection is
equal to zero and the initial amplitude probability ψ(x) is
hence projected into ψ0(x) = ψ(x+0)ψ˜+˜(x). Our results
can be generalized for different values of p by knowing
the probability distribution of p.
B. Quantum Error correction of a GKP state using
a GKP state as ancilla
In Fig. 8, we present the modular Wigner distribution
of the state before the error correction (a), (b) (see also
Eq. (79), Eq. (80)) and after error correction Fig. 8(c),
(d).
The two phase spaces of the two separable GKP state
are initially decoupled, and each GKP states have inde-
pendent noises in each variable and consequently each
phase space. The gate Cˆz entangles both qubits and
hence couples the two cylinder phase space of qubits and
transfer shift errors from the ancilla qubit to the data one.
Successive homodyne detection will lead to the squeez-
ing of the x and p and a broadening along the integer
direction n and m.
An important figure of merit is the number of oscilla-
tions with respect to the ratio ∆/l. As the ratio l/∆→ 0
the two GKP logical states overlap and the oscillations
disappears. On the contrary, the number of oscillations
goes to infinity when ∆/l→ 0, i.e when we consider ideal
GKP states which are translationally invariant (see the
previous section and Eq. (75)). The number of oscilla-
tions is evaluated numerically as a function of the ratio
∆/l and is represented on Fig. 9.
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FIG. 8: Illustration of the correction of a noisy data GKP state (a) and (b) representing the modular Wigner distribution.
Projection of a GKP state on a slightly less noisy subspace (c) and (d) after the correction procedure. After the second
homodyne detection, the probability of having an error less than than
√
pi/6 goes from 0.9 to 0.99 as the number of oscillations
goes from 3 to 5, see Fig. 9.
In [52], the authors have developed a figure of merit
which indicates the error tolerance of GKP states which
have undergone a distribution of shift errors of amplitude
|u| = |x|, |v| = |p| < √pi/6. Assuming an initial separable
modular wave function, with ∆ < 0.4, the probability to
have an error less than
√
pi/6 is given by:
P
√
pi/6
no err(∆) =
∫ √pi/6
−√pi/6
dp
∫ √pi/6
−√pi/6
dx|ψ(x, p)|2 (94)
with |ψ(x, p)|2 = G∆(x)Gκ(p). Numerically, for a mean
number of photon n = 22.1, and n = 10.4 it corresponds
to P
√
pi/6
no err(∆ = 0.15) = 0.99 and P
√
pi/6
no err(∆ = 0.21) = 0.9
respectively.
We report these values in Fig. 9. The correction of
physical GKP states permits to approach the ideal GKP
states which have an infinite number of oscillations in one
cylinder phase space (x, n).
C. Correction of non-periodic state using GKP
state as ancilla
We now briefly discuss the case of a coherent state de-
scribed by Eq. (89) and represented in Fig. 10. (a),(b).
The Steane error correction using as an ancilla the
state
∣∣+˜〉
x
results to the projection of the coherent
state ρˆ on the GKP subspace. After the protocol (see
Fig. 10.(c),(d)), the initial coherent state becomes a ran-
dom state on this subspace and can be used as a magic
state to elevate GKP Clifford QC to fault-tolerant uni-
versal QC [63]. The protocol is a magic state distillation
[66, 67]: the gate implemented corresponds to a quan-
tum operation outside the set of Gaussian operations.
The state produced is a non-Gaussian one and by con-
sequence is hard to simulate by classical means. The
non-Gaussian resource comes from the ancilla GKP state
itself and acts as a position-momentum filter.
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FIG. 9: Quality factor (number of oscillations in the cylinder
phase space) with respect to the ratio ∆/l for l =
√
pi. After
one homodyne detection along the p-quadrature for a GKP
state, the number of oscillations of the GKP states increase
(and so as the quality factor). If the GKP ancilla state is an
ideal one, the number of oscillations becomes infinite.
VII. PROPOSAL OF TOMOGRAPHICAL
RECONSTRUCTION OF THE MODULAR
WIGNER DISTRIBUTION
In this section, we propose a theoretical scheme to mea-
sure the modular Wigner distribution using results de-
veloped in [68] for measuring Wigner distribution for the
azimuthal structure of light. The protocol starts with
a separable density matrix µˆ = ρˆ ⊗ |+〉 〈+| where ρˆ is
the state to measure and |+〉 〈+| is an ancilla ideal GKP
state that here will be used as a pointer. The two states
are then entangled by the gate Cˆ(α, β), defined as:
Cˆ(α, β) = ei(αNˆ+βMˆ)⊗Γˆz , (95)
where α ∈ S1 and β ∈ S1∗. The operators Nˆ and Mˆ
are defined by Eq. (15) and is applied on the spatial port
1 (see Fig. 11). Γˆz is the modular readout observable
defined by Eq. (71) and Eq. (72) applied on the spa-
tial port 2. After the entangling gate, if we take as an
example a pure state ρˆ = |ψ〉 〈ψ|, the quantum state
µˆα,β = Cˆ(α, β)µˆCˆ
−1(α, β) = |µ〉α,β 〈µ|α,β becomes a lin-
ear superposition,
|µ〉α,β =
1√
2
(ei(αNˆ+βMˆ) |ψ〉⊗∣∣0〉+e−i(αNˆ+βMˆ) |ψ〉⊗∣∣1〉).
(96)
A post-selection measurement on the modular state 〈x, p|
gives the following reduced density matrix:
µˆ′α,β =
〈x, p| µˆα,β |x, p〉
Tr(〈x, p| µˆα,β |x, p〉 . (97)
In the case of the pure case considered here, the nu-
merator of the previous equation can be written as:
1√
2
(〈x+ α, β + p|ψ〉 ⊗ ∣∣0〉 + 〈x− α, p− β|ψ〉 ⊗ ∣∣1〉). We
point out that the real and imaginary part of the corre-
lation function
C(x, p, α, β) = 〈x+ α, p+ β| ρˆ |x− α, p− β〉 , (98)
can be obtained by measuring the readout modular ob-
servables (Γˆx and Γˆy defined in Eq. (72)) of the ancilla
qubit. Indeed, thanks to Eq. (97), the expectation value
of the modular readout observables are
〈Γˆx〉 = Re(〈x+ α, p+ β| ρˆ |x− α, p− β〉), (99)
〈Γˆy〉 = Im(〈x+ α, p+ β| ρˆ |x− α, p− β〉). (100)
Once Γˆx, Γˆy have been measured for the ancilla qubit we
can reconstruct the correlation function of the quantum
state of interest. A final Fourier transform of the
expectation value of the modular readout observables
permits to obtain the Modular Wigner distribution.
The measurement of the ΓˆUˆ matrices is fully detailed in
[62]. In Fig. 11, we present the full quantum circuit that
allows to measure the modular Wigner distribution. The
measurement of the expectation value of the readout
modular observables using an indirect measurement
strategy is inspired from [69, 70] and could be performed
in various experimental platform, such as spatial degrees
of freedom of single photons [4], mechanical oscillators
and vibrational modes of ions.
We detail now how to perform the post-selection
measurement on the modular basis 〈x, p|, taking as
an example a general pure state |ψ〉 = ∫ dqψ(q) |q〉.
We start by applying two small displacements shifts
Dˆ(x)Dˆ(p) which transform the state as: |ψ〉 → ∫ ψ(q +
x) |q〉 e−ipqdq. A projective measurement which selects
the position q = kl(k ∈ Z), that is equivalent to a
projection onto state
∑
k 〈q = kl|, gives the probability:∣∣∑
k ψ(kl + x)e
−ipkl∣∣2 = P (x, p), which is the absolute
value of the modular wave function ψ(x, p) (see Eq. (8)).
It could be experimentally implemented in the context of
the transversal degrees of freedom of single photons [55].
An experimental proposal to implement the entangling
gate Eq. (95) will be the subject of future work.
To conclude, the mentioned protocol could be alter-
natively performed using the controlled displaced opera-
tor Eˆ′(a, b) = exp(i(axˆ + bpˆ) ⊗ ΓˆZ), followed by a post-
selection on the basis 〈l,m| and then a measurement of
the read-out modular variable. The choice of the most
suitable protocols depends on the type of experimental
devices available.
VIII. CONCLUSION
We introduced a new Wigner distribution well adapted
for translational invariant states, based on the tools de-
veloped in [43, 62]. This Modular Wigner distribution
is represented in a double cylinder phase space and each
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FIG. 10: Illustration of the projection of a coherent state (a), (b) on a corrected GKP subspace (c), (d) in the double cylinder
phase space.
FIG. 11: Tomography of the modular Wigner distribution.
The first step is to entangled the state with a GKP ancilla and
perform a post-selection on the modular state 〈x, p|. An in-
direct measurement is performed using an ancilla GKP qubit∣∣0〉
x
to measure the readout modular observable ΓˆUˆ where
Uˆ = Xˆ, Yˆ .
cylinder could be coupled or not depending on the con-
sidered quantum state and its associated noise model.
Superposition of localized states in the modular plane
have a Schrdinger cat shape in one cylinder phase space.
We have seen that one figure of merit which quantifies
the possibility to correct the GKP states is related to the
number of oscillation in one cylinder phase space. We
hope that this work gives a new framework to implement
other quantum information protocols involving discrete
symmetry, as the period finding problem [71].
Appendix A: Commutators
In this appendix, we introduce the commutators of the
integers operators and the modular ones based on the
calculations from Ref. [41]. They are not zero in the case
where the periodicity of the two lattices defined along the
position and momentum axis are l and 2pi/l:
[xˆ, Nˆp] =
il
2pi
(I− l
∫ pi/l
−pi/l
dp |l/2, p〉 〈l/2, p|), (A1)
[Nˆx, pˆ] =
i
l
(I− 2pi
l
∫ l/2
−l/2
dx |x, pi/l〉 〈x, pi/l|), (A2)
where the second term on the right-hand side of the two
previous equations are a sums of projectors on modu-
lar eigenstates. These relations constitute an additional
proof of the distinction between the integers operators
Nˆx and Nˆp and the angular momentum operators Nˆ and
Mˆ defined by Eq. (15).
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Appendix B: Composition of two modular
displacement operators
In this section, we prove Eq. (27) of the main text.
The product of two displacement operators acting on the
integer state |n1,m1〉 gives:
Dˆ(n, x,m, p)Dˆ(n′, x′,m′, p′) |n1,m1〉 = eix(n1+n
′+n/2)
× e−ip(m1+m′+m/2)eix′(n1+n′/2)e−ip′(m1+m′/2)
× ∣∣n1 + n+ n′,m1 +m+m′〉 (B1)
whereas the composition of displacement operators gives:
Dˆ(n+n′, x+ x′,m+m′, p+ p′ |n1,m1〉 = eix+x′(n1+(n+n
′)/2)
× e−ip+p′(m1+(m+m′)/2) ∣∣n1 + n+ n′,m1 +m+m′〉 . (B2)
Using the relation x+ x′ = x+x′∓lH(∣∣x− l/2± x′∣∣) for
x ≷ 0 with H being the Heaviside function, we recover
Eq. (27) , since exp(−2pin1H(x)) = 1 for any n1 and x.
Appendix C: Error correction
In this appendix, we summarize the derivation of the
analytical probability that a GKP state has shift errors
smaller than a certain threshold using [52]. We also de-
velop the calculation of the amplitude coefficient GKP
state in the integer representation as well as the ampli-
tude wave function in the position representation of the
state after the Steane error correction procedure.
1. Shift errors
Here we recall the calculation of the probability that
physical GKP state has shifts smaller than
√
pi/6 in both
quadrature [52]. If the ideal
∣∣0〉 logical state has errors
shifts u, v in position and momentum quadrature, it can
be written as:
|u, v〉 = e−ivqˆeiupˆ ∣∣0˜〉 . (C1)
This basis actually corresponds to the modular basis de-
scribed by Eq. (5), only when |u| < √pi and |v| < √pi.
From this consideration, we can develop any wave func-
tion into that basis:
|ψ〉 =
∫ √pi
−√pi
∫ √pi/2
−√pi/2
dvduψ(u, v) |u, v〉 , (C2)
where ψ(u, v) corresponds to the modular wave func-
tion Eq. (8). The probability of having an error u, v
is P (u, v) = |〈ψ|u, v〉|2 and the probability of having an
error less than
√
pi/6 is given by:
P
√
pi/6
no err(∆) =
∫ √pi/6
−√pi/6
dp
∫ √pi/6
−√pi/6
dx|ψ(x, p)|2, (C3)
and is evaluated numerically for different average value
of the photon number n ∼ 12∆2 in Sec. VI B, ∆ being the
variance of the Gaussian distribution of both variables u
and v.
2. Physical GKP states in the integer basis
In this section, we calculate the physical GKP state∣∣0˜〉 in the integer basis 〈n,m∣∣0˜〉 = fngm, where
fn =
∫ l/2
−l/2
dxe−
2ipi
l nxe−(x−l/4)
2/(2∆2) (C4)
and
gm =
∫ pi/l
−pi/l
dpe−imlpe−p
2/2κ2 . (C5)
We first calculate Eq. (C4). After performing a change
of variable, we obtain:
fn = e
ipin/2
∫ 3l/4
−l/4
dxe−
2ipi
l nxe−x
2/2∆2 (C6)
= eipin/2e−2(
pin∆
l )
2
∫ 3l/4
−l/4
dxe−(x+2ipin∆
2/l)/2∆2 (C7)
We hence recognize the error function erf(l/2∆) =∫ l/2
−l/2 e
−x2/2∆2dx, with a complex argument. The inte-
ger coefficient of the physical GKP state is
fn =
√
pi
2
eipin/2e−2(
pin∆
l )
2
[erf(
l
4
√
2∆
−
√
2inpi∆
l
)
+ erf(
3l
4
√
2∆
+
√
2inpi∆
l
)]. (C8)
A similar calculation leads to the other coefficient
Eq. (C5):
gm = e
−(mlκ)2/2[erf(
pi√
2κl
−imκl/
√
2)+erf(
pi√
2κl
+imκl/
√
2)].
(C9)
The
∣∣1˜〉 physical GKP state can be expressed in the in-
teger basis using similar calculation.
3. Wave function of the state Eq. (93) after the
error correction protocol
In this section, we demonstrate Eq. (93). We start
from an initial pure state ρˆ = |ψ〉 〈ψ|, with wave func-
tion |ψ〉 = ∫ dxψ(x) |x〉. The state is entangled with the
ancilla physical GKP state
∣∣+˜〉 = ∫ ψ+˜(x2) |x2〉dx2 with
the entangling gate Cˆz = e
iqˆ1qˆ2 . In the position repre-
sentation, the total wave function can be written as:
|ψ〉 =
∫∫
eix1x2ψ(x1)ψ+˜(x2) |x1〉 |x2〉dx1dx2. (C10)
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An homodyne detection along the p-quadrature is per-
formed on the ancilla port, the resulting state after such
detection becomes:
|ψ〉 =
∫∫
eix1x2eix2pψ(x1)ψ+˜(x2) |x1〉dx1dx2. (C11)
After integration over the variable x2, we obtain:
|ψ〉 =
∫
ψ(x1)ψ˜+˜(x1 + p) |x1〉dx1, (C12)
where ψ˜+˜(p) =
∫
eixpψ+˜(x)dx. It proves Eq. (93).
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