Abstract-Random-coding error exponents are derived for the Gaussian code-division multiple-access (CDMA) channel for the maximum-likelihood and optimum successive decoders. Error exponents not only specify the capacity region of the channel, which is known, but also give lower bounds on the rate of exponential decay of the average probability of error as a function of the block length of random codes. A comparison of the two decoders in terms of their error exponents is included.
I. INTRODUCTION
The capacity region of the symbol-synchronous Gaussian code-division multiple-access (CDMA) channel was obtained in [1] by applying the result on the capacity region of general discrete memoryless multiple-access channels in [2] and [3] . The implication is that it is possible to achieve arbitrarily reliable communication for any rate-tuple in the capacity region with multiuser coding and joint maximum-likelihood decoding (MLD). However, multiuser codes with sufficient structure to allow efficient maximum-likelihood decoding are far from being realized. Thus we also consider successive decoders, since these would be much simpler to implement than the MLD, and they allow us to sidestep the problem of finding good multiuser codes. Single-user codes can be chosen independently for each user. In particular, the Optimum Successive Decoder (OSD) for the Gaussian CDMA channel is known to achieve the total capacity (sum-rate) of the channel at any vertex of the capacity region [4] . Hence, as far as total capacity is concerned, there is no loss of optimality in using the OSD over the MLD.
In this correspondence, we analyze random-coding error exponents for the MLD and the OSD since error exponents provide more information than just the capacity region. For any rate-tuple inside the capacity region, they quantify (lower bound) the rate of exponential decay of the error probability of the decoder averaged over randomly chosen codes, thereby giving some indication of the error probability that might reasonably be expected of well-designed, finite-length codes. This allows us to make a finer comparison of the two decoders than does the total capacity measure (in terms of which the two decoders are equivalent) or even the capacity region. In particular, for rate-tuples that are common to the capacity regions of any two decoders, the error exponents would reveal the extent of the suboptimality of the OSD relative to the MLD.
We find that there are important instances in which the error exponents of the OSD and the MLD are equal. In cases where the OSD error exponents are significantly smaller than those of the MLD, we show in the two-user case that significant improvements in the error exponent cannot be achieved by extending successive decoding via rate splitting [5] to the CDMA channel.
The remainder of this correspondence is organized as follows. In Section II, the CDMA channel model is introduced and error exponents for the MLD are derived. Section III contains a derivation of the error exponents of successive decoders for the CDMA channel. Section IV compares the OSD and MLD error exponents, delineating sufficient conditions for equality. Section V contains concluding remarks.
II. ERROR EXPONENTS FOR THE CDMA CHANNEL
Consider a symbol-synchronous CDMA channel. K users transmit one digital symbol every T seconds simultaneously using pulse-amplitude modulation with possibly distinct signature waveforms. The receiver observes the symbol-synchronous superposition of these transmitted waveforms corrupted by additive white Gaussian noise. It projects the received signal onto the M -dimensional signal space spanned by the transmitter pulses of all users by using a parallel bank of M matched filters, matched to a set of basis functions of the signal space. The outputs of these filters are sampled at integer multiples of T . The equivalent discrete-time memoryless Gaussian multiple-access channel is [1] Y n = A A AX n + Z n :
There are K independent users, with X k (n) denoting the symbol transmitted by the kth user at time n and
where the superscript T denotes matrix transpose. The power (energy per symbol) of the kth user is Ef(X k (n)) 2 g P k and we define the K 2K power matrix P P P = diag (P 1 ; P 2 ; 1 1 1 ; P K ). The noise fZ n g is an independent and identically distributed sequence of M 2 1 Gaussian vectors, each with zero mean and a covariance matrix Z Z Z which we assume to be full rank. The dimensions of the channel matrix A A A are thus M 2 K .
We now introduce our notation and provide the background necessary for the derivations of the error exponents that follow.
A. Background to Error Exponents for the CDMA Channel
Let 0 represent the set of users f1; 1 1 1 ; Kg and let I 0. We use the notation A A A I to denote the submatrix of A A A that is formed by retaining only those columns that have indices in I . For diagonal matrices of dimensions K 2 K such as P P P , let P P P I be the principal submatrix of P P P formed by retaining only rows and columns indexed by elements of I .
Each user k chooses a message l k at random from a set of L k equiprobable messages. The users then transmit the codewords (of length N ) corresponding to their messages. Hence, the rate of the kth user, in units of nats per channel use, is r k = (log(L k )=N).
We denote the codeword of the kth user by the overbar notation The MLD chooses the set of K messages whose codewords maximize N n=1 f(Y n jX n ). To obtain bounds on the probability of error, we assume that the users' codewords are chosen independently according to the following probability densities:
with the joint density Q(X 0 ) = K k=1 Q k (X k ). Since the densities in (2) and (3) are both expressible in a product form, we drop the time subscript n. That is, we let X = Xn and Y = Y n. Let XI and Y I denote the subvectors of X and Y obtained by retaining only rows with indices in I, respectively. Also, let QI(XI) = k2I Q k (X k ) denote the joint density of the users in I.
Let P e; I denote the probability of the error event that occurs when l k 6 = l k for all k 2 I andl k = l k for all k 2 I c (I c denotes the complement of I with respect to the set of users 0) after being averaged over the codeword ensembles. The overall average error probability is then P e = I0 P e; I
where, following [6] , we have From (5) we see that for a given density Q, the average probability of error for each type of error will decrease exponentially in the block length N according to the random-coding error exponent which, for a Type I error, is The worst case random-coding error exponent over all error types is thus Er(r1; 11 1; rK; Q) = min I0
Er; I k2I r k ; Q :
This overall error exponent dominates the average probability of error as the block length N goes to infinity. Although in theory there exists some density Q that maximizes (8), we must be content with finding lower bounds on the maximum error exponent by choosing a specific density. For the conventional (i.e., scalar) Gaussian multiple-access channel, there are two standard choices for users' symbol densities that yield useful results. The first choice is to let Q k (X k ) be Gaussian, and the second is to let it be Gaussian conditional on the resulting codeword having an average power very close to the kth user's power [6, Sec. II C]. We will refer to the two resulting error exponents as the Gaussian error exponent and the Gaussian error exponent with shell constraints, respectively. Our results here can be seen as extensions to the CDMA channel of the corresponding results for the conventional Gaussian multiple-access channel obtained in [6] .
B. Gaussian Error Exponents for the MLD
We let the users' symbol densities be Gaussian and denote their joint density by G(X) = (2) 0K=2 jP P P j 01=2 exp(0X T P P P 01 X) (9) where jP P P j denotes the determinant of P P P . Substituting this and the channel density function into (6) we get the following theorem. 
where by G we mean that the Gaussian density has been used. Thus the overall Gaussian error exponent is found by substituting (10) into (7) and (8).
Note that (10) is a generalization of the result for the conventional Gaussian multiple-access channel given in [6, eq. (2.33)]. We do not prove this theorem because the necessary techniques will be incorporated in the forthcoming proof of Theorem 2.
C. Gaussian Error Exponents with Shell Constraints for the MLD
We now derive the error exponents with shell constraints. Choose the density of the kth user to be Gaussian conditional on the resulting codeword having a power very close to P k . That is, let the density of the kth user's codeword be given by
otherwise (11) where is any positive constant and k is chosen such that G shell
is a valid probability density. It is clear that this density cannot be expressed as a product in n because of the function k (X k ). However, as the following development shows, we can find an upper bound that is decomposable as a product.
The expression
is an upper bound on k (1) for any d k 0. Therefore,
where
In (14), we define the expression contained in the square brackets to be
Theorem 2 (Conditional-Gaussian Error Exponent):
For the bounded conditional-Gaussian density in (14) , the error exponent is 
For the input density Q(X), we instead use GS(X) as given by the term contained in the square brackets of (14) . 1 Letting the number of elements in I be K 1 and the number of elements in I c be K 2 so that K1 + K2 = K, we find that GS(X) equals
GS; I(X I ) 1 GS; I (XI )
= exp(01 T 1 I P P P I 1)(2) 0K =2 jP P P I j 01=2 1 exp 0 1 2 X T I (K K K I P P P I ) 01 X I 1 exp(01 T 1I P P P I 1)(2) 0K =2 jP P P I j 01=2 1 exp 0 1 2 X T I (K K K I P P P I ) 01 X I :
To find E 0;I (; G S ) as given in (6), we must calculate
This can be expressed as 
Hence 1 = exp(01
Using this and (18) allows us to write the error exponent E 0;I (; Q)
in (6) Note that the error exponent of Theorem 1 can never be greater than that of Theorem 2 (i.e., consider 1 = 0 in (15) and (16) 
D. A Comparison of the MLD Error Exponents
Consider the two-user symbol-synchronous CDMA model Y = R R RX +Z that arises when the receiver consists of a bank of filters matched to the users' signature waveforms. The two-dimensional correlation matrix R R R has unit diagonal elements with off-diagonal elements denoted as (assumed nonnegative). Z is a zero-mean Gaussian noise vector with covariance (N 0 =2)R R R. Let the received powers of the users, in units of energy per second, be w1 and w2, and assume that each user transmits one symbol every T seconds.
Thus P k = w k T is the energy per symbol of the kth user, and SNR k = P k =(N0=2) is the corresponding per-symbol signal-to-noise ratio. Users transmit at the same rate r (nats per symbol) so that r = r1 = r2. A fundamental quantity is the ratio of the kth user's energy per transmitted information nat divided by N 0
In this section, we consider a "spectral efficiency" normalization of the transmission rate. To this end we let s = rD 01 , where the normalizing constant D is context-dependent. For example, in a direct-sequence CDMA (DS-CDMA) system it is typical to let D equal the spreading gain, i.e., the number of chips allocated to each signature sequence (e.g., [9] ). In this case, s has units of nats per chip. In a CDMA model with continuous-time signature waveforms, D is equal to the minimum time-bandwidth product (BT) min . That is, given that a symbol is transmitted every T seconds, we let B be the minimum total bandwidth required for the symbol-synchronous CDMA model to be valid. (BT) min is known to depend on both the correlation coefficient and the particular bandwidth measure being considered. In the case of strict bandwidth, D is given by the rank of the correlation matrix divided by two [10] (i.e., half the required number of dimensions to represent the modulated signal in signal space [11] ). In this case, the signature waveforms are linear combinations of sinc pulses. Another example is root-mean squared (rms) bandwidth, which is readily applicable to strictly time-limited signature waveforms. For this bandwidth measure, if 1 2 are the eigenvalues of P P P 1=2 R R RP P P 1=2 , then
D = (1=2) (1 + 42)(P1 + P2) 01
and the corresponding signature waveforms are linear combinations of time-limited sinusoids [12] . In any case, subject to the constraint that SNR 1 SNR 2 , the maximum spectral efficiency simultaneously achievable by both users is given by the largest normalized rate s that satisfies [1] 0smin 1 2D log(1+SNR2); 1 4D log(1+SNR 1 +SNR 2 +SNR 1 SNR 2 (10 2 )) : (32)
Example 1 (DS-CDMA):
Suppose that we have a DS-CDMA system with two equal-power users (i.e., SNR1 = SNR2). Theorems 1 and 2 are easily applied to find the MLD Gaussian error exponents with and without shell constraints. Tables I and II summarize the analytical TABLE I  DS-CDMA: 
GAUSSIAN ERROR EXPONENTS FOR THE MLD (TWO EQUAL-POWER, EQUAL-RATE USERS) TABLE II DS-CDMA: GAUSSIAN ERROR EXPONENTS WITH SHELL CONSTRAINTS FOR THE MLD (TWO EQUAL-POWER, EQUAL-RATE USERS)
results for the most interesting cases. When = 1, both users employ the same signature sequence. It suffices for this sequence to be only one chip in length, and so D = 1. The other case is = 0. Here the two signature sequences are orthogonal, and so a sequence length of two chips (i.e., D = 2) is required. From the Welch bound we know that both cases have the same spectral efficiency [9] , call it s 3 , which is the largest value of s such that However, for low rates we expect that the error exponents for = 0 are, in general, larger than the error exponents for = 1; at low rates, there is bandwidth to spare and setting = 0 removes multiuser interference. To see this analytically for the case without shell constraints, compare the entries in the last row of Table I . It is seen that for a given rate, the overall error exponent for identical sequences can never be greater than the error exponent of orthogonal sequences. In fact, the = 0 error exponents are uniformly larger except for rates where E =0 r; 1 (r; G) < E =1 r; 1 (r; G). It can be verified that this inequality is true whenever s is close enough to s 3 , the spectral efficiency of the channel.
For the error exponents with shell constraints, we have the stronger result that the error exponents for orthogonal sequences uniformly outperform those for identical sequences for all rates of interest. Specif- Table II . Finally, it must be noted that the Welch bound does not hold except for equal-rate, equal-power users. Thus for equal-rate users with unequal powers we find that identical-sequence error exponents will outperform orthogonal-sequence error exponents at larger rates.
For optimal performance in the DS-CDMA context, there is no need to consider values of between zero and one, since for any nonzero the required processing gain is the same as for = 0 (i.e., D = 2), but with a performance that is worse than that for = 0. However, in a practical system, say with randomly chosen signature sequences, nonzero correlations must be considered. Furthermore, even if orthogonal sequences are transmitted, after passing through the respective channels, they may not be orthogonal at the receiver. 
Example 2 (RMS Bandwidth):
This example is similar to the previous one, except that bandwidth is defined as rms bandwidth (cf. [12] ). Unlike DS-CDMA, the rms time-bandwidth product is a continuous function of the correlation coefficient. Because of this difference, the spectral efficiency is maximized by some 2 (0; 1), even for the case of equal-rate, equal-power users. For this reason, we expect the error exponents of CDMA under rms bandwidth to behave quite differently than the error exponents of DS-CDMA. Consider the example with shell constraints that is shown in Fig. 2 , where
=10 dB. The maximum achievable spectral efficiency is approximately 2.64 nats/s/Hz, and it is attained for 0:68. Additionally, note that the value of that maximizes the error exponent is a function of the rate. Thus in contrast to DS-CDMA, for optimal performance under rms bandwidth one must consider values of that are neither zero nor unity.
III. ERROR EXPONENTS FOR SUCCESSIVE DECODERS
To avoid true multiuser coding and decoding, we consider in this section the error exponents of certain successive decoders that have been developed in detail elsewhere (see [4] ). A block diagram of such a decoder is shown in Fig. 3 . It is parameterized by feedforward and feedback equalization vectors. The feedforward equalizers are described by the set of M -length vectors fF k g K k=1 , and the feedback equalizers are described by the sets of M -length vectors fB k1 ; B k2 ; 111 ; B kk g K01 k=1 . In decoding the kth user, the interference from the already decoded "past" users (i.e., users 1; 11 1; k 0 1) is mitigated by subtracting from Y a linear combination of the kth user's feedback vectors. The coefficients of the linear combination are the decoded and re-encoded symbols of those past users. Following that, an inner product of the resulting vector and the feedforward vector of the kth user is computed as an input to the kth user's decoder. Thus, the kth user is decoded based on U k = F k
For any set of feedforward vectors and the assumption of perfect feedback of decoded symbols, the feedback vectors can be chosen so that past users are always expurgated. If, in addition, the users' symbol distributions are Gaussian, then the kth user effectively sees the single-user Gaussian channel
The normalization in (33) is such thatZ k is a zero-mean unit-variance Gaussian noise term. k is the effective signal-to-interference ratio (SIR) for the kth user as yielded by the particular successive decoder that is used. The SIR term for the kth user includes both noise interference and the interuser interference caused by "future" users, i.e., users k + 1 through K.
Given the order in which the users are to be decoded, the Optimum Successive Decoder (OSD) is derived in [4] by finding the equalizations vectors that simultaneously maximize the SIR of each user. The same work also shows that the OSD achieves the total sum capacity of the CDMA channel, i.e., K k=1 I(X k ; U k ) = I(X; Y ). In particular, it achieves a vertex of the dominant face of the capacity region where the vertex is determined by the decoding order. For this reason, our focus will be on the OSD.
To deal with the effects of imperfect feedback, consider a "genie aided" decoder. For a given successive decoder, the genie-aided de-coder is the same except that the feedback of decoded symbols is always perfect. Let fl GAD Then we have the somewhat surprising but easy to prove result that
That is, the total probability of error is the same for both decoders [5] [13]. 3 Thus any upper bound on the total probability of error for the genie-aided decoder will also be an upper bound for the successive decoder, even without perfect feedback. Hence, to find the error exponent for the successive decoder, we need only evaluate the minimum error exponent over the K single-user channels yielded by the genie-aided decoder.
If the probability densities of the users' input symbols are given as in Theorem 1, we find that the Gaussian error exponent of the kth user is given by the following equation, which is [6, eq, (2.33)]:
with E r; k (r; G) given by (7) . If the users' densities are instead given as in Theorem 2, we cannot in general use this same theorem to find the error exponents of a successive decoder. This is because the effective noise seen by each user in a successive decoder need not be Gaussian since the interfering users are not Gaussian. However, if the interference of future users is forced to zero with a decorrelating successive decoder (DSD) [15] , [16] , then Theorem 2 can be applied. In this case, the Gaussian error exponent with shell constraints for the kth user is
given by E 0; k (; GS) = ( + 1) log e 1 0 2 d k P k 0 ( + 1)(1 0 d k P k )
with (16) yielding E r; k (r; GS). Finally, for both cases the minimization over I 0 in (8) is replaced by the minimization over k 2 0.
3 The inequality in (35) was derived in a different manner in [14] . 
IV. A COMPARISON OF THE MLD AND OSD ERROR EXPONENTS
To compare the MLD and OSD, we first identify sufficient conditions that ensure that both have the same Gaussian error exponent without shell constraints. Such conditions are of particular interest since there is no performance loss in using the OSD over the MLD. the OSD and the MLD have the same error exponent, regardless of the number of users. As an example of when this condition is met, suppose that min k20 k min k20 SNR k , i.e., the smallest SIR value is at least as large as the weakest user's SNR. Denote the weakest user by the index k 3 , then the error exponents of the OSD and MLD are equal for the set of all rate tuples such that r j r k for all j.
A. Sufficient Conditions for Two Users
For the two-user CDMA channel described in Section II-D, we assume that an OSD decodes the stronger user first and that the users transmit at the same rate (nats per symbol). For the case where SNR 1 SNR 2 , we find using results from [4] that 1 SNR 2 whenever SNR1 SNR2
When this relation is satisfied, the OSD and MLD error exponents coincide. A similar result holds if SNR2 SNR1 and the second user is decoded first. The regions of coincidence are pictured in Fig. 4 for several values of SNR2. This region is maximized to include all values of SNR 1 if = 0 or SNR 2 is decreased toward zero. But even when the region is minimized by increasing SNR 2 toward infinity, for as large as 0:5, the MLD and OSD error exponents are equal whenever SNR 1 is at least 1.25 dB larger than SNR 2 .
Although it is difficult to analytically generalize such results to more than two users, it is important to note that the bandwidth-efficient multiple access (BEMA) signaling scheme can be used to design a CDMA system with equal-rate users such that an OSD provides for each user an effective SIR that is no less than the weakest user's SNR [17] . Consequently, in such systems the OSD and MLD error exponents are equal. Note that RSMA is pictured only where it diverges from the OSD.
B. When the OSD is Suboptimal
Consider next scenarios where the OSD error exponents are less than those of the MLD.
Example 3: Consider a two-user CDMA channel with SNR 2 = 10 dB and several (SNR1; ) combinations. The MLD and OSD error exponents are evaluated for rates (nats per symbol) along a ray extending from the origin to the vertex of the capacity region that corresponds to user 1 being decoded first by the OSD. For each value of , the results of the previous example can be used to calculate the value of SNR 1 required so that this is an equal-rate ray and on which the MLD and OSD error exponents are equal. For smaller values of SNR1, the OSD error exponents begin to degrade relative to the MLD, even though the sum-rate capacity of the two is the same. It is observed in Fig. 5 , however, that the loss is modest even for the relatively large value of = 0:7.
C. Rate-Splitting Multiple-Access (RSMA) to Improve OSD Performance
RSMA allows the OSD to achieve any point on the dominant face of the capacity region by decomposing some users into so-called virtual users. This was shown for the conventional (i.e., scalar) Gaussian multiple-access channel in [5] and the result can be easily extended to the two-user CDMA channel as described in the Appendix. The corresponding error exponents are also specified in the Appendix. In a worst case scenario, where the rate tuple includes points of the capacity region that are unachievable by the OSD, RSMA can be used to achieve those points. Though not included here, several examples have shown that in those situations the RSMA error exponent, while significantly better than the OSD error exponent, can be much smaller than that of the MLD.
V. CONCLUDING REMARKS
Error exponents are derived and compared for the Gaussian CDMA channel for both the maximum-likelihood decoder (MLD) and the optimum successive decoder (OSD). Sufficient conditions under which the MLD and OSD error exponents are equal are identified. In particular, if each user's signal-to-interference ratio achieved by an OSD is at least as large as the weakest user's SNR, and no user's rate in nats per symbol is larger than the weakest user's rate, then the MLD and OSD error exponents are equal. For rate-tuples where the OSD performance is suboptimal with respect to the MLD, rate-splitting multiple access (RSMA) was considered as a means to improve the performance of the OSD. Two-user examples indicate that while there is an improvement, for situations where the OSD error exponents are much smaller than that of the MLD, so are the error exponents for successive decoding with rate splitting. Let A be the set of rate pairs that are achievable by the OSD. It will be a strict subset of C whenever 6 = 0. To achieve those rate pairs in C \ A c , we can implement rate-splitting multiple access (RSMA). We do this by generalizing RSMA for two users from the conventional Gaussian multiple-access channel found in [5] to the CDMA Gaussian multiple-access channel. Decompose the first user into two users, say 1a and 1 b , with signal-to-noise ratios of SNR1 and SNR1 , respectively, where SNR 1 = SNR 1 + SNR 1 . These two virtual users have the same correlation coefficient with respect to user 2, so if they are decoded in the order 1a; 2; and 1 b , the correlation matrix of the virtual channel is R R R virt = 
APPENDIX ERROR EXPONENTS
Denote the capacities of the three users in the virtual channel, i.e., the achievable rates of the users when an OSD is used, by C E r (r 1 ; r 2 ; Q) = maxfE two (r 1 ; r 2 ; Q); E three (r 1 ; r 2 ; Q)g:
