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Abstract
In this paper the existence results of positive solutions are obtained for fourth-order boundary
value problem
u(4) + βu′′ − αu= f (t, u), 0 < t < 1,
u(0)= u(1)= u′′(0)= u′′(1)= 0,
where f : [0,1] × R+ → R+ is continuous, α,β ∈ R and satisfy β < 2π2, α  −β2/4, α/π4 +
β/π2 < 1.
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1. Introduction
The deformations of an elastic beam in equilibrium state, whose two ends are simply
supported, can be described by fourth-order ordinary differential equation boundary value
problem
u(4)(t)= g(t, u(t), u′′(t)), 0 < t < 1,
u(0)= u(1)= u′′(0)= u′′(1)= 0,
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478 Y. Li / J. Math. Anal. Appl. 281 (2003) 477–484where g : [0,1] ×R×R→ R is continuous [3,4]. Owing to its importance in physics, the
existence of solutions to this problem has been studied by many authors, see [1–10]. But
in practice, only its positive solution is significant. In this paper, we discuss the existence
of positive solution for fourth-order boundary value problem (BVP) with two parameters
u(4)(t)+ βu′′(t)− αu(t)= f (t, u(t)), 0 < t < 1, (1)
u(0)= u(1)= u′′(0)= u′′(1)= 0. (2)
We assume the following conditions throughout:
(H1) f : [0,1] × [0,∞)→[0,∞) is continuous.
(H2) α,β ∈ R and β < 2π2, α −β2/4, α/π4 + β/π2 < 1.
Assumption (H2) involves a two-parameter nonresonance condition, see [6,7].
If α = β = 0, the existence of positive solutions of BVP (1)–(2) has been studied by Ma
and Wang [8]. They showed the existence of positive solutions under that f (t, u) is either
superlinear or sublinear on u by employing the fixed point theorem of cone extension or
compression. The purpose of this paper is to extend this result. Our argument is based on
the fixed point index theory in cones.
To be convenient, we introduce the following notations:
f 0 = lim infu→0+ mint∈[0,1]
(
f (t, u)/u
)
, f¯0 = lim sup
u→0+
max
t∈[0,1]
(
f (t, u)/u
)
,
f ∞ = lim infu→+∞ mint∈[0,1]
(
f (t, u)/u
)
, f¯∞ = lim sup
u→+∞
max
t∈[0,1]
(
f (t, u)/u
)
.
The main results of this paper are
Theorem 1.1. Assume (H1) and (H2) hold. Then in each of the following cases:
(i) f¯0 < π4 − βπ2 − α, f ∞ > π4 − βπ2 − α,
(ii) f 0 > π4 − βπ2 − α, f¯∞ < π4 − βπ2 − α,
the BVP (1)–(2) has at least one positive solution.
From Theorem 1.1 we immediately obtain the following
Corollary 1.1. Assume (H1) and (H2) hold. Then in each of the following cases:
(i) f¯0 = 0, f ∞ =+∞ (superlinear case),
(ii) f 0 =+∞, f¯∞ = 0 (sublinear case),
the BVP (1)–(2) has a positive solution.
Obviously, Corollary 1.1 extends the conclusion in [8].
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sponding to BVP (1)–(2), if the strict inequalities in (i) or (ii) of Theorem 1 are weakened
to nonstrict inequalities, the existence of solution of BVP (1)–(2) can not be guaranteed.
Hence π4 − βπ2 − α is optimal.
2. Preliminaries
Let λ1, λ2 be the roots of the polynomial P(λ)= λ2 + βλ− α, namely
λ1, λ2 = −β ±
√
β2 + 4α
2
.
By (H2) it is easy to see that λ1  λ2 >−π2.
Let Gi(t, s) (i = 1,2) be the Green’s function of the linear boundary value problem
−u′′(t)+ λiu(t)= 0, u(0)= u(1)= 0.
Lemma 2.1. Gi(t, s) (i = 1,2) has the following properties:
(i) Gi(t, s) > 0, ∀t, s ∈ (0,1).
(ii) Gi(t, s) CiGi(s, s), ∀t, s ∈ [0,1], where Ci > 0 is a constant.
(iii) G(t, s) δiGi(t, t)Gi(s, s), ∀t, s ∈ [0,1], where δi > 0 is a constant.
Proof. Set ωi =√|λi |. If λi > 0, then Gi(t, s) is explicitly given by
G(t, s)=
{ sinhωi t ·sinhωi(1−s)
ωi sinhωi , 0 t  s  1,
sinhωis·sinhωi(1−t )
ωi sinhωi , 0 s  t  1.
If λi = 0 then Gi(t, s) is expressed by
G(t, s)=
{
t (1− s), 0 t  s  1,
s(1− t), 0 s  t  1.
If −π2 < λi < 0 then Gi(t, s) can be expressed by
G(t, s)=
{ sinωit ·sinωi(1−s)
ωi sinωi , 0 t  s  1,
sinωis·sinωi(1−t )
ωi sinωi , 0 s  t  1.
From the expression of Gi(t, s) we see that Gi(t, s) > 0 for t, s ∈ (0,1), and we can prove
that
sup
0<t,s<1
Gi(t, s)
Gi(s, s)
= Ci <+∞, inf
0<t,s<1
Gi(t, s)
Gi(t, t)Gi(s, s)
= δi > 0,
where Ci = 1 and δi = ωi/ sinhωi if λi > 0; Ci = 1 and δi = 1 if λi = 0; Ci = 1/ sinωi
and δi = ωi sinωi if −π2 < λi < 0. Therefore we conclude that (ii) and (iii) hold. ✷
Let h ∈ C[0,1]. We consider linear boundary value problem (LBVP)
u(4)(t)+ βu′′(t)− αu(t)= h(t), t ∈ [0,1], (3)
480 Y. Li / J. Math. Anal. Appl. 281 (2003) 477–484with the boundary condition (2). Since
u(4)(t)+ βu′′(t)− αu(t)=
(
− d
2
dt2
+ λ1
)(
− d
2
dt2
+ λ2
)
u,
the solution of LBVP (3), (2) can be expressed by
u(t)=
1∫
0
1∫
0
G1(t, τ )G2(τ, s)h(s) ds dτ. (4)
We denote the maximum norm of C[0,1] by ‖u‖. Let C+[0,1] be the cone of all nonneg-
ative functions in C[0,1], and
Mi = max
0s1
Gi(s, s), mi = min
1/4s3/4
Gi(s, s) (i = 1,2),
C0 =
1∫
0
G1(τ, τ )G2(τ, τ ) dτ,
then Mi,mi,C0 > 0.
Lemma 2.2. Let h ∈ C+[0,1], then the solution of LBVP (3), (2) satisfies
u(t) δ1δ2C0
C1C2M1
G1(t, t)‖u‖.
Proof. From (4) and (ii) of Lemma 2.1 it is easy to see that u(t) C1C2M1
∫ 1
0 G2(s, s)×
h(s) ds, and therefore ‖u‖  C1C2M1
∫ 1
0 G2(s, s)h(s) ds. Using (iii) of Lemma 2.1, we
have
u(t) δ1δ2
1∫
0
1∫
0
G1(t, t)G1(τ, τ )G2(τ, τ )G2(s, s)h(s) ds dτ
= δ1δ2C0G1(t, t)
1∫
0
G2(s, s)h(s) ds 
δ1δ2C0
C1C2M1
G1(t, t)‖u‖.
The proof is completed. ✷
We now define a mapping A :C+[0,1]→ C+[0,1] by
Au(t)=
1∫
0
1∫
0
G1(t, τ )G2(τ, s)f
(
s, u(s)
)
ds dτ. (5)
It is clear that A :C+[0,1] → C+[0,1] is completely continuous. By Lemma 2.2, posi-
tive solution of BVP (1)–(2) is equivalent to nontrivial fixed point of A. We will find the
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the sub-cone K of C+[0,1] by
K =
{
u ∈C+[0,1]
∣∣∣ u(t) σ‖u‖, ∀t ∈ [14 , 34
]}
,
where σ = δ1δ2C0m1/(C1C2M1), we have
Lemma 2.3. A(K)⊂K and A :K→K is completely continuous.
Proof. For u ∈ K , let h(t) = f (t, u(t)), then Au(t) is the solution of LBVP (3), (2). By
Lemma 2.2,
Au(t) δ1δ2C0
C1C2M1
G1(t, t)‖Au‖ σ‖Au‖, t ∈
[
1
4
,
3
4
]
,
namely Au ∈K . Therefore A(K)⊂K . The complete continuity of A is obvious. ✷
The proof of Theorem 1.1 is based on the theory of fixed point index in cones [11].
Let E be a Banach space and K ⊂ E be a closed convex cone in E. Assume Ω is a
bounded open subset of E with boundary ∂Ω , and K ∩Ω = ∅. Let A :K ∩ Ω → K be
a completely continuous mapping. If Au = u for every u ∈ K ∩ ∂Ω , then the fixed point
index i(A,K ∩Ω,K) has definition. One important fact is that if i(A,K ∩Ω,K) = 0,
then A has a fixed point in K ∩Ω .
For r > 0, let Kr = {u ∈ K | ‖u‖ < r} and ∂Kr = {u ∈ K | ‖u‖ = r}, which is the
relative boundary of Kr in K . The following two lemmas are needed in our argument.
Lemma 2.4 [11]. Let A :K→K be completely continuous mapping. If µAu = u for every
u ∈ ∂Kr and 0 <µ 1, then i(A,Kr,K)= 1.
Lemma 2.5 [11]. Let A :K → K be completely continuous mapping. Suppose that the
following two conditions are satisfied:
(i) infu∈∂Kr ‖Au‖> 0.
(ii) µAu = u for every u ∈ ∂Kr and µ 1.
Then, i(A,Kr,K)= 0.
3. Proof of Theorem 1.1
We show that the mappingA defined by (5) has a nonzero fixed point in cases (i) and (ii),
respectively. To be convenient, we set
L= π4 − βπ2 − α.
(i) Since f¯0 <L, by the definition of f¯0, we may choose ε ∈ (0,L) and r0 > 0 so that
f (t, u) (L− ε)u, ∀t ∈ [0,1], 0 u r0. (6)
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exist u0 ∈ ∂Kr and 0 < µ0  1 such that µ0Au0 = u0, then by definition of A, u0(t)
satisfies differential equation
u
(4)
0 + βu′′0(t)− αu0(t)= µ0f
(
t, u0(t)
)
, 0 t  1, (7)
and boundary condition (2). Multiplying Eq. (7) by sinπt and integrating on [0,1], then
using integration by parts in the left side, we have
L
1∫
0
u0(t) sinπt dt = µ0
1∫
0
f
(
t, u0(t)
)
sinπt dt  (L− ε)
1∫
0
u0(t) sinπt dt.
By Lemma 2.2,
u0(t)
δ1δ2C0
C1C2M1
G1(t, t)‖u0‖,
and then
∫ 1
0 u0(t) sinπt dt > 0. From above inequality we see that L  L − ε, which is
a contradiction. Hence A satisfies the hypotheses of Lemma 2.4 in Kr . By Lemma 2.4 we
have
i(A,Kr,K)= 1. (8)
On the other hand, since f ∞ >L, there exist ε > 0 and H > 0 such that
f (t, u) (L+ ε)u, ∀t ∈ [0,1], uH. (9)
Set C =max0t1, 0uH |f (t, u)− (L+ ε)u| + 1, then it is clear to see that
f (t, u) (L+ ε)u−C, ∀t ∈ [0,1], u 0. (10)
Choose R > R0 := max{H/σ, r0}. Let u ∈ ∂KR . Since u(s)  σ‖u‖ > H for s ∈
[1/4,3/4], from (9) we see that
f
(
s, u(s)
)
 (L+ ε)u(s) (L+ ε)σ‖u‖, ∀s ∈
[
1
4
,
3
4
]
.
By Lemma 2.1 we have
Au
(
1
2
)
=
1∫
0
1∫
0
G1
(
1
2
, τ
)
G2(τ, s)f
(
s, u(s)
)
ds dτ
 δ1δ2G1
(
1
2
,
1
2
) 1∫
0
1∫
0
G1(τ, τ )G2(τ, τ )G2(s, s)f
(
s, u(s)
)
ds dτ
 δ1δ2C0m1
3/4∫
1/4
G2(s, s)f
(
s, u(s)
)
ds  1
2
δ1δ2C0m1m2(L+ ε)σ‖u‖.
Therefore
‖Au‖Au
(
1
)
 1δ1δ2C0m1m2(L+ ε)σ‖u‖, (11)2 2
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Next we show that if R is large enough, then µAu = u for any u ∈ ∂KR and µ 1. In fact,
if there exist u0 ∈ ∂KR and µ0  1 such that µ0Au0 = u0 then u0(t) satisfies Eq. (7) and
boundary condition (2). Multiplying Eq. (7) by sinπt and integrating, from (10) we have
L
1∫
0
u0(t) sinπt dt =µ0
1∫
0
f
(
t, u0(t)
)
sinπt dt  (L+ ε)
1∫
0
u0(t) sinπt dt − 2C
π
.
Consequently, we obtain that
1∫
0
u0(t) sinπt dt 
2C
πε
. (12)
By Lemma 2.2,
1∫
0
u0(t) sinπt dt 
δ1δ2C0
C1C2M1
1∫
0
G1(t, t) sinπt dt‖u0‖,
from which and (12) we get that
‖u0‖ 2C
πε
C1C2M1
δ1δ2C0
( 1∫
0
G1(t, t) sinπt dt
)−1
:= R. (13)
Let R > max{R,R0}, then for any u ∈ ∂KR and µ 1, µAu = u. Hence hypothesis (ii) of
Lemma 2.5 also holds. By Lemma 2.5,
i(A,KR,K)= 0. (14)
Now by the additivity of fixed point index, (8) and (14) we have
i(A,KR \ Kr,K)= i(A,KR,K)− i(A,Kr,K)=−1.
Therefore A has a fixed point in KR \ Kr , which is the positive solution of BVP (1)–(2).
(ii) Since f 0 >L, there exist ε > 0 and η > 0 such that
f (t, u) (L+ ε)u, ∀t ∈ [0,1], 0 u η. (15)
Let r ∈ (0, η); then for every u ∈ ∂Kr , through the argument used in (11), we have
‖Au‖ 1
2
δ1δ2C0m1m2(L+ ε)σ‖u‖.
Hence infu∈∂Kr ‖Au‖ > 0. Next we show that µAu = u for any u ∈ ∂Kr and µ  1. In
fact, if there exist u0 ∈ ∂Kr and µ0  1 such that µ0Au0 = u0, then u0(t) satisfies Eq. (7)
and boundary condition (2). From (7) and (15) it follows that
L
1∫
u0(t) sinπt dt  (L+ ε)
1∫
u0(t) sinπt dt.0 0
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0 u0(t) sinπt dt > 0, we see that L  L + ε, which is a contradiction. Hence by
Lemma 2.5, we have
i(A,Kr,K)= 0. (16)
Since f¯∞ <L, there exist ε ∈ (0,L) and H > 0 such that
f (t, u) (L− ε)u, ∀t ∈ [0,1], uH.
Set C =max0t1, 0uH |f (t, u)− (L− ε)u| + 1, it is clear that
f (t, u) (L− ε)u+C, ∀t ∈ [0,1], u 0. (17)
If there exist u0 ∈ K and 0 < µ0  1 such that µ0Au0 = u0, then (7) is valid. From (7)
and (17) it follows that
L
1∫
0
u0(t) sinπt dt  (L− ε)
1∫
0
u0(t) sinπt dt + 2C
π
.
By the proof of (13), we see that ‖u0‖  R. Let R > max{R,η}; then µAu = u for any
u ∈ ∂KR and 0 <µ 1. Therefore by Lemma 2.4,
i(A,KR,K} = 1. (18)
From (16) and (18) it follows that
i(A,KR \ Kr,K)= i(A,KR,K)− i(A,Kr,K)= 1.
Therefore A has a fixed point in KR \ Kr , which is the positive solution of BVP (1)–(2).
The proof is completed. ✷
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