Abstract. In electrical impedance tomography, one tries to recover the spatial conductivity distribution inside a body from boundary measurements of current and voltage. In many practically important situations, the object has known background conductivity but it is contaminated by inhomogeneities. The factorization method of Andreas Kirsch provides a tool for locating such inclusions. In earlier work, it has been shown, both theoretically and numerically, that the inhomogeneities can be characterized by the factorization technique if the input current can be controlled and the potential can be measured everywhere on the object boundary. However, in real-world electrode applications, one can only control the net currents through certain surface patches and measure the corresponding potentials on the electrodes. In this work, the factorization method is translated to the framework of the complete electrode model of electrical impedance tomography and its functionality is demonstrated through two-dimensional numerical experiments. Special attention is paid to the efficient implementation of the algorithm in polygonal domains.
Introduction
This work considers the inverse boundary value problem corresponding to electrical impedance tomography (EIT): Determine the conductivity σ(x) > 0 in the elliptic equation ∇ · σ∇u = 0 in Ω when all possible pairs of Neumann and Dirichlet boundary values of the electromagnetic potential u are measured on ∂Ω. This problem was posed by Calderón in 1980 [9] and its unique solvability for conductivities of a wide class was proved in three and higher space dimensions by Sylvester and Uhlmann in 1987 [32] and in two dimensions by Nachman in 1996 [23] . Their regularity assumptions on the conductivity and the boundary ∂Ω have been reduced by several authors since [25, 24, 1, 5, 26] . Recently, considerable progress was made as Astala and Päivärinta proved the unique solvability of the problem in two dimensions under the natural regularity assumption σ ∈ L ∞ (Ω) [2] . The reconstruction methods of EIT can be divided into two categories: iterative and direct algorithms. An iterative method produces a sequence of approximations for the unknown conductivity. The iteration is finished when some beforehand chosen stopping criterion is satisfied. In most cases, the used optimization procedure is based on the output least squares formulation of the inverse problem and on some regularized Newton-type algorithm. The most fundamental of the direct reconstruction algorithms is the one by Siltanen, Mueller, and Isaacson [28] , since it is a numerical implementation of Nachman's constructive uniqueness proof in two dimensions [23] . Other direct methods include the layer stripping algorithm [29, 31] , the factorization method [20, 7, 8] , and the probe method [18] together with its variants. For more details on the reconstruction algorithms, we refer to the review articles [4, 10] and the references therein.
Various practically important imaging problems consider locating embedded inhomogeneities inside objects with known background conductivities. These include detection of cracks and air bubbles in some building material and distinguishing cancerous tissue from healthy. The factorization method, introduced within inverse obstacle scattering by Kirsch [20] and modified to the framework of EIT by Brühl [7] , provides a tool that can be applied to these kinds of situations. When the factorization method is considered within EIT, its functionality is usually based on the assumption that the conductivity jumps on the boundaries of the inclusions. However, in [17] it is shown that the method works also if the examined object is contaminated by weak inhomogeneities in which the mth normal derivative of the conductivity jumps on the boundary whereas the lowest m − 1 normal derivatives and the conductivity itself are continuous.
The goal of this work is to test the factorization method numerically in the framework of the complete electrode model (CEM) [30] . The functionality of the technique within the continuum model (CM), which assumes that the input current can be controlled and the potential can be measured everywhere on the object boundary, was demonstrated by Brühl and Hanke in [8] . This work introduces three major amendments to the numerical studies of [8] : (i) the use of simulated electrode measurements, (ii) an application of the method to the characterization of weak inclusions, and (iii) an efficient implementation of the algorithm to the case where the object of interest is a polygon. The last of these objectives is achieved by using the Schwarz-Christoffel map [12, 11] . The electrode measurements are simulated by the finite element method (FEM) with higher order elements (hp-FEM) that are well suited for EIT [27] .
This text is organized as follows. In Section 2, we introduce the CM and the CEM of EIT and list the corresponding characterization results of the factorization method. Section 3 provides the practical algorithm and Section 4 considers its computational implementation. The simulation of measurement data in the framework of the CEM using the hp-FEM [33] is considered in Section 5. Section 6 presents the numerical experiments and Section 7 lists the concluding remarks.
Theoretical background: models and characterization results
In mathematical analysis of electrical impedance tomography, it is usually assumed that one is able to use any current distribution and measure the corresponding potential everywhere on the boundary. On the other hand, in real world applications, one can only control the net currents fed through a finite number of electrodes and measure the corresponding electrode potentials. In particular, one does not know the exact current penetrating the object boundary. In consequence, algorithms designed for the idealized boundary measurements do not necessarily transform in a straightforward manner to the framework of electrode measurements.
In this section, we will first introduce the factorization method within the CM that corresponds to the idealized boundary conditions. After that, we will describe a way to extend the method to the case of real-life measurements governed by the CEM [30, 14] .
, be an open, bounded and connected region of interest and let σ : Ω → R be the corresponding conductivity. If the current f ∈ L 2 0 (∂Ω), where
is conducted through the the object boundary, the electromagnetic potential inside Ω satisfies the Neumann boundary value problem
where ν is the outer unit normal of ∂Ω. If σ satisfies the estimate
the equations in (1) define the electromagnetic potential u ∈ H 1 (Ω) up to the choice of the ground level of the potential, i.e., up to an additive constant. By choosing the ground level in an obvious way, the Neumann-to-Dirichlet boundary map
is well defined, self-adjoint and compact (cf., e.g., [7] ). Within the continuum model, the inverse problem corresponding to EIT is to determine σ from the knowledge of Λ σ .
In order to describe the factorization method, we will assume that the conductivity inside Ω is of the form
where σ 0 = σ 0 (x) is the known background conductivity satisfying (2), the inclusion D is open and connected subset of Ω with a connected complement and a smooth enough boundary, and κ = κ(x) is the corresponding perturbation of the conductivity. In what follows, we will denote the Neumann-to-Dirichlet boundary map corresponding to (3) by Λ and the map corresponding to the background conductivity by Λ 0 . Let y ∈ Ω andβ ∈ R n , and consider the solution Φ y of the following homogeneous Neumann problem
in Ω,
where δ is the delta functional. With the help of this dipole-like solution and under suitable conditions on the perturbation κ, the inclusion D can be characterized via boundary measurements as follows [17] :
Theorem 2.1. Let κ| D be either positive or negative, smooth enough and such that the conductivity defined by (3) satisfies (2). Furthermore, assume that Notice that the special case m = 0 of the above theorem was proved already in [7] and same kind of characterization results have been considered in [3, 13, 15, 16, 21] , as well.
In other words, Theorem (2.1) states that D can be characterized by comparing the range of the square root of Λ 0 − Λ with the boundary potential of the dipole solution of (4) if the perturbation κ| D is positive (or negative), the conductivity and its first m − 1 normal derivatives are continuous over the inclusion boundary and the mth normal derivative of the conductivity jumps on ∂D. If these conditions are satisfied, we say that the inclusion is positive (or negative) and of the order m ∈ N 0 . Actually, Theorem 2.1 remains
. . , N, are mutually disjoint positive (or negative) inclusions of the same order [17] .
Since σ 0 is assumed to be known a priori, Φ y and Λ 0 can be computed and Λ can be obtained through (idealized) boundary measurements. In consequence, Theorem 2.1 can be used for locating the inclusion D in the framework of the CM. This has already been studied to good effect in [8] for the most important and fundamental case m = 0. In this work, we take a different approach: In Section 2.2, we will translate Theorem 2.1 to the framework of the CEM, and in Section 3, write a reconstruction algorithm compatible with electrode measurements.
2.2.
Complete electrode model. Assume that the boundary of the investigated object Ω is partially covered with electrodes e m ⊂ ∂Ω, 1 ≤ m ≤ M , which are identified by the parts of the surface that they cover and assumed to be ideal conductors. The union of the electrode patches is denoted by Γ = ∪ m e m ⊂ ∂Ω. All electrodes are used for both current injection and voltage measurement, and the current and voltage patterns are denoted by {J m }, {U m } ⊂ R, 1 ≤ m ≤ M , respectively.
In electrode measurements, a thin highly resistive layer is formed at the electrodeobject interface [30] . It is characterized by the contact resistance z : ∂Ω → R that in our framework is assumed to satisfy the estimate
where z 0 and z 1 are real constants. Note that the value of z between the electrodes indicates the fictitious contact impedance, i.e., the contact impedance if an electrode were present. Traditionally, the electrode currents and potentials are handled as vectors in R M [30] . However, in this section, we interpret them as elements of the function space
where χ em is the characteristic function of e m . With this convention, the forward problem corresponding to the complete electrode model, with a suitably chosen ground level of the potential, is as follows [14] : For the electrode current J ∈ T 0 , find (u, U ) ∈ H 1 (Ω) ⊕ T 0 that satisfies weakly
If (2) and (5) are satisfied, equations (7) define the electromagnetic potential u and the electrode potentials U uniquely. A more thorough physical justification of (7) can be found in [30] , where the scaling factor 1/|e m | is not included in the forward model. However, the underlying physical interpretation is almost the same: In [30] the inputs are the net electrode currents, but here we use the average current densities.
Since (a noisy version of) the linear self-adjoint electrode current to electrode potential operator R σ : J → U, T 0 → T 0 , can be obtained via electrode measurements, the inverse problem corresponding to the CEM is to find out as much as possible about σ when R σ is known.
be a sequence of electrode configurations, i.e.,
satisfying the following condition:
The space T M 0 , corresponding to the electrode configuration T M , is defined in accordance with (6) . Denote the electrode current to electrode potential maps corresponding to the conductivity (3) by
, M ∈ N, and the maps corresponding to the background conductivity σ 0 by R
where Φ y is the solution of (4) and {sign(κ)(
is the unique, positive and self-adjoint square root of the positive definite and self-adjoint operator sign(κ)( 
, be the minimizers of the functionals (9) and assume that {α M } ⊂ R + converges to zero but is such that the sequence (∂Ω). Proof. In [14] the claim is proved for inclusions of the order m = 0. The proof is based on an approximation link between the CM and the CEM and the techniques used in [7] , where Theorem 2.1 is presented for m = 0. The generalized claim of Theorem 2.2 follows by using the proof of Theorem 2.1 for a general m ≥ 0 and following the same line of reasoning as in [14] .
Like Theorem 2.1, also Theorem 2.2 generalizes to the case of multiple mutually disjoint positive (or negative) inclusions of the same order.
In real life, one is, naturally, not able to construct a sequence of electrode configurations with the properties given in (8) . However, when conducting measurements with a fixed setting of electrodes that are relatively small and cover a large portion of the object boundary, Theorem 2.2 gives a reason to believe that the electrode currents needed for minimizing functional (9), with a fixed small α > 0, are larger when y ∈ Ω \ D than when y ∈ D. In the following section, we will introduce a numerical algorithm based on this observation.
Reconstruction algorithm
Assume that it is known a priori that the conductivity inside Ω is of the form (3) and that the conditions of Theorem 2.1 are satisfied. Furthermore, suppose that the surface of Ω is partially covered by M electrodes of the same size. Since the number of electrodes is fixed, we will leave out the superscripts connecting operators, functions and function spaces to particular electrode configurations.
To keep the notation simple, we interpret the electrode current to electrode potential operators R, R 0 as mappings from R (9) by the Euclidean ones and speed up the minimization process.
As it was reasoned at the end of the preceding section, the norm of the piecewise constant function minimizing (9), for a small α > 0, is likely to be small when y belongs to D and large when y lies in Ω\D. In consequence, one obtains information on the whereabouts of D by plotting the norm of the minimizer of (9) as a function of y. However, it turns out that better contrast is obtained if the numerical algorithm is formulated in the following way:
satisfies the discrepancy condition
for every y ∈ Ω. The indicator α δ (y) should be large if y ∈ D and small if y ∈ Ω\ D. In principle, condition (11) is satisfied by a unique α δ for any 0 < δ < 1 since [14] and, thus, {sign(κ) [19] ). However, since {sign(κ)(R 0 − R)} 1/2 is very close to singular, δ should not be chosen too small in practical computations. This is verified by the numerical experiments in Section 6. In Algorithm 1, we have decided to work with the normalized potential U y /|U y | because one is ultimately interested in the shape of the electrode voltage pattern induced by the singular solution, not on its magnitude; it is trivial to check that Theorems 2.1 and 2.2 remain valid if Φ y is replaced by Φ y / Φ y L 2 (∂Ω) .
Let us explain why the graph of the indicator function α δ contains information on the location of D. Theorem 2.2 suggests that if (11) is satisfied for a small δ > 0 and y ∈ Ω \ D, the corresponding minimizer J y ∈ R M 0 has a large norm. Since it is well known that the norm of the minimizer of (10) is monotonically decreasing with respect to the regularization parameter, the indicator α δ (y) is likely to be small if y ∈ Ω \ D. Vice versa, if y ∈ D, the minimizer of (10) satisfying (11) is probably smallish in the Euclidean norm, and so α δ (y) is presumably large compared to the case y ∈ Ω \ D. In consequence, the graph of α δ : Ω → R + should be low and flat apart from an elevation over the inclusion D.
Computational implementation of the algorithm
This section considers computational techniques needed in Algorithm 1. First, we will explain how the dipole solution of (4) can be computed efficiently in a polygonal domain by using the Schwarz-Christoffel mapping [12] and the known functional form of the solution to (4) in the unit disk. To conclude this section, we will say a few words about finding α δ that satisfies the discrepancy condition (11).
4.1.
Computation of the dipole potential. Let us assume that the known background conductivity σ 0 is constant, which is the most common situation in practice. In this case, the solution of (4) can be computed with the help of the dipole potentialΦ
which satisfies the first equation of (4) if the dimension dependent constant C n is chosen appropriately. Indeed, the solution of (4) can be given as
where v y is the solution of the boundary value problem
With this technique, one must solve one Neumann problem for each dipole location y ∈ Ω, which can be computationally expensive if Ω is scanned on a dense grid. In two dimensions, the computational burden can be lightened by using conformal maps and the known functional form of the Dirichlet boundary value of the solution to (4) when the region of interest is the unit disk B = {x ∈ R 2 | |x| < 1}, namely [8] , Let η : Ω → B be a bijective analytic function whose derivative does not vanish anywhere on Ω; by the Riemann mapping theorem such a conformal map exists if Ω is simply connected. It follows from the material in [6] that all claims stated above remain valid if the boundary potential Φ y | ∂Ω corresponding to (4) is replaced by the alternative probe function
where the constant c is chosen in such a way that ψ y integrates to zero over ∂Ω.
Computing η for a general domain Ω is by no means trivial. However, if Ω is a polygon, which is often the case in practice due to FEM discretization, η can be given with the help of the Schwarz-Christoffel mapping [12] , which can be computed efficiently with the Schwarz-Christoffel Toolbox for MATLAB [11] . The numerical experiments of Section 6 are conducted in the unit square and the needed probe functions are computed using (12) and [11] .
4.2.
Computation of the indicator function. Let us briefly consider finding the regularization parameter α δ (y) satisfying (11) for a fixed y ∈ Ω. It is well known that the minimizer of the functional (10), with α δ (y) replaced by a generic regularization parameter α > 0, is given by [19] 
where we have used the self-adjointness of R and R 0 [14] . Furthermore, the derivative of the discrepancy function
can be written as [19] e (α) = 2α
where (·, ·) denotes the Euclidean inner product. In particular, the error e(α) is monotonically increasing. Using the above formulae, the indicator α δ (y) can be computed efficiently by combining Newton's method with some simple line search algorithm. If the discrepancy condition (11) cannot be achieved within the working precision, α δ (y) is set to zero. Notice that the number of electrodes is typically quite small, e.g. M = 16 or M = 32, and so computing the inverse matrices needed above is relatively cheap.
hp-FEM simulation of the measurement data
In this work, the measurement operators R and R 0 are simulated through the hpversion of the FEM. In the traditional h-version of the FEM, the polynomial order p of the element shape functions is relatively low and the accuracy is controlled by varying the element size h. In the hp-version, in contrast, both h and p can be varied. The hp-FEM is used since it has better convergence characteristics than the traditional h-FEM [27] . Processes where either the element size is decreased or the polynomial degree is increased are called h-and p-extensions, respectively. Combinations of these processes are called hp-extensions. Details of the hp-FEM can be found e.g. in a book by Szabo and Babuska [33] . (7) is the pair [34] (13)
where ϕ 1 , ϕ 2 , . . . , ϕ N are the shape functions of the finite element space and T I, where I ∈ R M 0 is the applied electrode current pattern. The entries of the symmetric system matrix are given by
where δ i,j is the Kronecker delta. The measurement data needed when forming
, is obtained by solving the above linear system for M − 1 linearly independent current patterns.
Hierarchic shape functions.
In the standard hp-version of the finite element method, the shape functions used in p-extensions are hierarchic. In this context, the term hierarchic means that the set of shape functions of polynomial order p is in the set of shape functions of order p + 1, and the number of shape functions which do not vanish at the vertices and the sides of the elements is minimal. Hierarchic shape functions are constructed by using Legendre polynomials
Due to the orthogonality properties of these polynomials, hierarchic shape functions are well-suited for computer implementation and have very favorable properties from the point of view of numerical stability [33] .
1D shape functions.
In the one-dimensional case, the standard element is the interval [−1, 1]. For this element, the one-dimensional hierarchic shape functions of polynomial order p are
where n = 3, 4, . . . , p + 1 and φ n is defined as φ n (ξ) = n − 1/2 ξ −1 P n−1 (ξ) dt. These are organized into two categories. The first one is formed by the polynomials N 1 and N 2 , that are called the nodal shape functions, the external shape functions, or the vertex modes. The higher order polynomials N 3 , N 4 , . . . , N p+1 form the second category. These vanish at the endpoints of the interval [−1, 1] and they are called the bubble functions, the internal shape functions, or the internal modes. 
These are organized into three categories: vertex modes N n,m , internal modes N (0) n,m , and side modes N (1) n , N (2) n . Internal modes differ from zero only in the internal part of the standard element and side modes vanish on all but one side. The standard triangular element (Fig. 1) is an equilateral triangle with the side length two, with one of its sides lying on the ξ-axis and with one of its vertices located on the positive η-axis. The nodal shape functions on the standard triangle are
The side modes match exactly the side modes of quadrilateral elements along each side. Defining a polynomial ϕ j (ξ), j = 2, 3, . . . , p, so that φ j (ξ) = 1 4 (1 − ξ 2 )ϕ j (ξ), j = 2, 3, . . . , p, the side modes corresponding to the side number one are given by
Other side modes are defined analogously. The first internal mode is N by Legendre polynomials and their products.
Numerical experiments
All computations are performed in two dimensions and the object of interest Ω is the unit square with M = 16 identical electrodes attached to it. The electrodes cover 44 per cent of the object boundary. In all numerical studies, both the background conductivity σ 0 and the contact impedance z are identically one. Before the actual numerical tests can be described, we need to introduce the used inclusion supports and conductivities, comment on the mesh design issues and explain how noisy measurements are produced. 
Family of conductivities.
Assume that D is one of the three inclusion supports introduced above. For x ∈ D, let z x ∈ ∂D be the point that can be written as
We define a family of conductivities through the formula
and γ is a real constant. The first three polynomials of the type (16) are plotted in Figure 2 . It is easy to check that the inclusion D contaminating the conductivity σ m is of the order m, i.e., the conductivity and its first m − 1 normal derivatives are continuous over ∂D and the mth normal derivative of the conductivity jumps everywhere on ∂D. In addition, the inhomogeneity is positive if γ > 0 and negative if γ < 0. Furthermore, the polynomials {p m } have been defined in such a way that the 'conductivity mass' of the inclusion D (σ m − 1)dx does not depend on m.
6.0.3. Mesh design issues. The FEM-meshes for the simulation of the measurement data have been constructed separately for every experiment. However, over all variants of a single experiment the mesh is kept fixed and a separate mesh is used in the generation of the background measurement matrix R 0 , which stays the same in all experiments. In order to minimize any mesh induced numerical artifacts in the solution, the mild singularities at the end points of the electrodes and the effects caused by the discontinuities of the conductivity at the inclusion boundaries have been taken into account using the standard hp-mesh refinement techniques. 
where N (A) denotes the nullspace of A. Since (1, 1, . . . , 1) T is perpendicular to R is denoted by P and given componentwise as
Suppose that instead of R ∈ S M×M 0 , we are forced to work with the noisy version
where ≥ 0 is the noise level and the element N jk of the matrix N ∈ R M×M is picked from the normal distribution of zero mean and standard deviation |R jk |.
Since noiseless electrode measurements result in a measurement matrix that belongs to S M×M 0
, it seems logical to preprocess R n as follows:
i.e., the matrix R n is symmetrized and projected orthogonally to S M×M 0
. If the measurements are noisy, we use the preprocessed operatorR n : R 6.1. Objectives and the plan of action. The main goal of the numerical experiments is to show that Algorithm 1 provides information on the whereabouts of the inhomogeneities inside Ω. In addition, we examine how the performance of the algorithm is affected by
• the order of the inclusion,
• the choice of the discrepancy parameter,
• and the noise level. Furthermore, we test
• localization of multiple inclusions with different characteristics. The above objectives are tackled with five experiments. The first experiment investigates the dependence on the order of the inhomogeneity and the second one studies the choice of the discrepancy parameter. In these experiments, the object Ω contains one kite-shaped inclusion. The effect of noise is examined with one kite-shaped inhomogeneity in the third experiment and with a kite-shaped and a circular inhomogeneity in the fourth one. The fifth experiment considers two symmetrically situated kite-shaped inclusions D 1 and D 2 . The inhomogeneity D 2 has fixed constant conductivity 2, but the properties of D 1 are varied: First, D 1 has constant conductivity 1.5, then, D 1 is of the type (15) with m = 1 and γ = 1, and finally, the conductivity inside D 1 is 0.5. Table 1 gives a detailed description of the five experiments, where we use the inclusion shapes introduced in Section 6.0.1 and the family of conductivities defined by (15) . The columns of Table 1 have the following meanings: The second column lists the inclusion supports inside Ω, the third and the fourth column contain the parameters m and γ in (15) , respectively, the fifth column gives the discrepancy parameter of Algorithm 1, the sixth column indicates the dipole moment needed in (12) , the seventh column lists the used noise levels as defined in Section 6.0.4, and the last column refers to the figure that shows the resulting reconstruction. 6.2.1. Dependence on the order of the inclusion. Figure 3 illustrates the results of the first experiment, where Algorithm 1 is applied to the characterization of a kiteshaped inclusion with varying order, i.e., with m = 0, 1 and 2. The algorithm finds the location of the inhomogeneity independent of m. However, the shape of the reconstruction gets worse and the maximum value of the indicator function rises as m increases. It seems as if the indicator imitates the conductivity distribution inside the inclusion: When m = 0, the indicator is rather flat and covers a large portion of the inclusion, but when m increases, the hump in the graph of the indicator rises and gets more localized. All reconstructed inclusion supports are smaller than the original inhomogeneity, which is in line with the observations in [8] . . When using the largest discrepancy δ = 10 −1 , the shape of the inclusion is blurred but the location of the inclusion is found fairly well. By far the worst reconstruction is the one corresponding to the smallest discrepancy parameter δ = 10 −3 . This result originates from the reasoning behind Theorem 2.2: In [14] , the theorem is proved by using its continuum counterpart Theorem 2.1 and an approximation link between the CEM and the CM. Since we are using only sixteen electrodes that cover less than half of the object boundary, the CEM cannot approximate the CM very well in our framework, and so regularization is needed to overcome this mismatch of the models. Since smaller discrepancy corresponds to weaker regularization, the parameter δ should not be chosen very small even if the measurements are not corrupted with noise. 6.2.3. Effect of noise. The third and the fourth experiment examine how robust Algorithm 1 is with respect to noise. The findings of the third experiment, where Ω contains a kite-shaped inclusion, are presented in Figure 5 , and the reconstructions of the fourth experiment, where Ω is contaminated by a kite-shaped and a circular inhomogeneity, are shown in Figure 6 . In both experiments, the used noise levels are = 0, 2×10 −4 and 2×10 −3 , and the corresponding discrepancy parameter values are δ = 10 −2 , 2×10 −2 and 4×10 −1 , respectively. Although the amount of additive noise appears to be relatively low, one can put it into perspective by keeping in mind the role of and noting that, e.g., in the third test, the mean absolute value of the elements of R 0 − R ∈ R M×M is 7.3×10 −3 whereas the mean absolute value of the elements of R ∈ R M×M is 1.2. As Figures 5 and 6 illustrate, the results corresponding to = 2 × 10 −4 are almost as good as the noiseless ones. When = 2 × 10 −3 , the reconstructions are blurred but contain still some information on the locations of the inclusions although the algorithm loses its capability to distinguish between the two distinct inhomogeneities in the fourth experiment. It seems that the method is somewhat sensitive to noise. Another problem with the implementation of the algorithm is the selection of a discrepancy parameter that matches up with the noise level. Here we chose δ by comparing the reconstructions with the original inclusions, which is, naturally, impossible in real-life applications. (15) with m = 1 and γ = 1, and in the third test, the inclusion D 1 has constant conductivity 0.5. Since the last test involves one positive and one negative inhomogeneity, the operator sign(κ)(R 0 − R) in Algorithm 1 is not well defined and neither R 0 − R nor R − R 0 is positive definite. In consequence, we are forced to replace sign(κ)(R 0 − R) by {(R 0 − R) 2 } 1/2 in the third test. Note that the existing theory on the factorization method does not tell whether the algorithm should work or not in the last two tests. The results of the fifth experiment are illustrated in Figure 7 . The algorithm seems to work fairly well in all three test cases. However, it is surprising that the third test, which considers one positive and one negative inclusions, gives the best reconstruction while the first test corresponds to the worst one. As far as the established theory of the factorization method is concerned, the order should be just the opposite.
Conclusions
In this work, we have studied characterization of embedded inhomogeneities inside physical bodies with known background conductivities via electrode measurements of EIT. An efficient algorithmic implementation of the factorization method [20] has been presented in the framework of the CEM for two-dimensional polygonal domains. Through numerical experiments, the algorithm has been shown to provide information on the shapes and the locations of the inclusions for a wide class of perturbations of the conductivity. The method seems to be quite robust and produce fairly good reconstructions.
There are a few natural ways to continue the studies presented in this work. First of all, a systematic method for taking the measurement noise into account would be in order. Secondly, one should test if the use of the so called series criterion (cf., e.g., [21] ) would result in enhanced reconstructions. These two tasks could probably be tackled with the techniques introduced in [22] . Finally, a fast method for computing the dipole potential (4) in an arbitrary two-or three-dimensional domain would make the algorithm more versatile.
