Deep learning for design and optimization of bioprosthetic heart valves by Nallagonda, Sahiti
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2018
Deep learning for design and optimization of
bioprosthetic heart valves
Sahiti Nallagonda
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Mechanical Engineering Commons
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University Digital
Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Nallagonda, Sahiti, "Deep learning for design and optimization of bioprosthetic heart valves" (2018). Graduate Theses and Dissertations.
17272.
https://lib.dr.iastate.edu/etd/17272
Deep learning for design and optimization of bioprosthetic heart valves
by
Sahiti Nallagonda
A thesis submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
MASTER OF SCIENCE
Major: Mechanical Engineering
Program of Study Committee:
Ming-Chen Hsu, Major Professor
Adarsh Krishnamurthy
Soumik Sarkar
The student author, whose presentation of the scholarship herein was approved by the
program of study committee, is solely responsible for the content of this thesis. The
Graduate College will ensure this thesis is globally accessible and will not permit
alterations after a degree is conferred.
Iowa State University
Ames, Iowa
2018
Copyright c© Sahiti Nallagonda, 2018. All rights reserved.
ii
DEDICATION
I would like to dedicate this research work to my family for their constant support and
encouragement. I would also like to thank my friends and professors for guiding me through
the process of this work.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2. METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Isogeometric analysis using NURBS . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Mathematical formulation of NURBS . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Parametric design of heart valve . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Deep neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Convolutional neural networks . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Auto encoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
CHAPTER 3. DESIGN OF EXPERIMENT . . . . . . . . . . . . . . . . . . . . . . 18
3.1 NURBS-aware convolution for IGA . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Data representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Training algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
CHAPTER 4. RESULTS AND DISCUSSIONS . . . . . . . . . . . . . . . . . . . . 26
CHAPTER 5. CONCLUSIONS AND LIMITATIONS . . . . . . . . . . . . . . . . . 31
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
iv
LIST OF TABLES
Table 1: Initial set of parameters used for generating different heart valve simulations . . . . . 21
Table 2: Final set of parameters used for generating different heart valve simulations . . . . . . 22
Table 3: Geometric parameter combinations used for generating data. Here FEH stands for
free edge height, FEC stands for free edge curvature and BC stands for belly curvature . . . . . 25
Table 4: Illustrative examples of prediction using the DLFEA framework and the predictions
using structural simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Table 5: Generalization capability of DLFEA to predict deformations with different input
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
vLIST OF FIGURES
Figure 1: Traditional design optimization framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Figure 2: Proposed deep learning based approach to the design optimization framework. . . . 4
Figure 3: General framework for diagnostics and design of bioprosthetic heart valves . . . . . . 5
Figure 4: 3D Euclidean model space of NURBS curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Figure 5: Parametric space mapping of NURBS surface . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Figure 6: Parametric design of bioprosthetic heart valves.. . . . . . . . . . . . . . . . . . . . . . . . . . 10
Figure 7: Sample autoencoder layout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Figure 8: Design of experiment: Proposed deep learning finite element analysis network. . . . 19
Figure 9: Snapshot of grasshopper layout of parametric heart valve model setup . . . . . . . . . 20
Figure 10: Detail image of geometric parameter toggles in grasshopper layout . . . . . . . . . . . 21
Figure 11: Correlation coefficient between true and predicted results of coaptation area . . . . 28
vi
ACKNOWLEDGEMENTS
I would like to express my gratitude to Dr. Ming-Chen Hsu for his constant support and
encouragement. His insights and expertise guided me through the research and the writing
of this report.
I would also like to thank my committee members, Dr. Adarsh Krishnamurthy and Dr.
Soumik Sarkar for helping me build an understanding of the research topic through many
discussions.
vii
ABSTRACT
In the traditional industry model, even the slightest design change has to go through
the entire optimization process. Once the parametric geometry is created, an analysis is
run, depending on the various inputs, boundary conditions and the desired output values.
These outputs are studied and optimized against the input values using either traditional
data analytics or by analysis of testing results. Based on the results of this analysis, the
design parameters and inputs are changed as desired and the optimization cycle is repeated.
Such industries need methods to reduce this time by a significant amount. The motivation
of this study is to create an algorithm that learns the structural analysis of a bioprosthetic
heart valve using a convolutional neural network, which on being trained can predict the
results of the analysis given any new geometry without going through the process of sim-
ulation, which is time consuming and may not be feasible without appropriate resources
at all times. This is achieved by exploiting the parametric non-uniform roational B-splines
(NURBS) formulation of the heart valve geometry through isogeometric analysis. The ini-
tial and final deformations of about 18000 simulations are provided as training data to a
deep convolutional neural network. Key parameters of interest such as coaptation area
are predicted and all results are validated against the results obtained from traditional
structural analysis.
1CHAPTER 1. INTRODUCTION
Product design in today’s world requires an out of the box approach. The idea is to
resolve problems practically, innovatively and in the least time possible. Whether the prod-
uct be physical or digital, designers today need to have a human centered approach focused
on end to end of the product life-cycle. The process starts with identifying an opportu-
nity in the market, clearly defining the problem, developing the best, quick and cheapest
solution and finally validating the solution with the end users. Heart disease (including
coronary heart disease, hypertension, and stroke) remains the number one cause of death
in the US. Based on the estimates from the American Heart Association, more than 2.5%
of the United States population is affected by valvular heart diseases [1]. Aortic heart valve
replacement is common for patients suffering from valvular heart valve disease; over 90,000
prosthetic heart valves are implanted in the United States every year [2]. Present prosthetic
heart valves, though hemodynamically effective, are limited by progressive structural dete-
rioration of tissue valve and burden of chronic anticoagulation. Valves are prone to fatigue
failure. It is often seen that patient-specific analysis becomes the bottle neck in diagnostics.
The motivation for this work is to optimize the design cycle as illustrated in Figure 1.
The normal healthy human heart consists of four valves that regulate the flow of blood
into and outside the heart. The aortic and pulmonic valves are known as the semilunar
valves. They control the blood flow out of the ventricles. The tricuspid and mitral valves
are known as the atrioventricular valves. All the valves naturally have a trileaflet design,
except the mitral valve, which has only two leaflets. The aortic valve, considered as the
cardiac centerpiece, is located between the left ventricular outflow tract and the ascending
aorta. Relative to the aorta, the mitral valve is located posterior and to the left. The three
aortic valve cusps lie on corresponding sinuses. The right and left cusps are usually equal in
2Figure 1: Traditional design optimization framework.
size, with the posterior cusp being slightly larger in two thirds of individuals; however, this
has no clinical significance. For this study the leaflets have been considered symmetrical.
Each cusp has twp free edges, both shared with the adjacent cusps. The adjacent
cusps slightly overlap each other at the time of valve closure, serving a role of increased
valve support Each cusp is attached to the wall of the aorta by the outward edges of its
semicircular border. The small spaces between each cusp’s attachment point are called
the aortic valve commissures. The three commissures lie at the apex of the annulus and
are equally spaced around the aortic trunk [3]. The aortic and pulmonary valves facilitate
the pumping of blood into the aorta and pulmonary artery during the systole and prevent
backflow in the ventricles during diastole [4]. Valvular heart disease is characterized by
damage to one of the valves, eventually causing narrowing of the valve due to calcification
of the leaflets or regurgitation through the valve due to insufficient valve closure [5].
The severity of valvular heart disease varies. In mild cases there may be no symptoms,
while in advanced cases, valvular heart disease may lead to congestive heart failure and
other complications. Treatment depends upon the extent of the disease. In most cases, valve
surgery to repair or replace a damaged valve may be necessary. Replacement valves may be
mechanical or made from animal tissue. The type of replacement valve selected depends on
the patient’s age, condition, and the specific valve affected. Bioprosthetic valves (BHVs) are
gaining high popularity as these provide better hemodynamic characteristics compared to
3mechanical valves. These valves are fabricated from chemically treated biological tissues [5].
However, the durability of these valves is limited to 10-15 years as they are prone to fatigue
failure. This problem calls for the development of diagnostic tools, therapeutic devices,
innovative prostheses, and the prediction of surgical outcomes [6]. There is a pressing need
to improve the technology used in this field to assist physicians in making better valve
replacement decisions, preventing premature replacements or surgeries.
Computational analysis is a rapidly growing field today which acts as a vital tool in
diagnosing disease and providing treatment as it can aid a physician in making patient-
specific study and decisions at a lower cost. Patient specific prosthetic heart valve design
and diagnosis using computational methods and models has been extensively studied in
recent years [7, 8, 9, 10, 4, 5].
There are several tools which researchers are using today for reconstructing the aor-
tic heart valve geometry from computed topography (CT) images, to accurately simulate
the entire functioning of the heart, as well as study the affect of multiple fatigue cycles
and life of medical devices. To accurately study the performance of heart valves, the most
important thing is to be able to represent the heart valve geometry accurately.A powerful
tool for standard representation of geometry in mechanical computer aided design (CAD) is
non-uniform rational B-splines (NURBS) [11]. NURBS help to define a complex geometric
object in a parametric form, making design modifications easy and providing greater control
of the geometry to the designer. The ability to represent heart valves as NURBS opens up
the opportunity to use isogeometric analysis (IGA) in the analysis of heart valves, which
is another extremely powerful tool to simulate the physics of the heart valve [12]. IGA
unites engineering analysis and design by eliminating the tedious process of finite element
mesh generation from the design geometry. IGA uses the B-spline basis functions for both,
representing the geometry and for the analysis. Hence, the NURBS valve geometry can
be directly used for both valve design or reconstruction and analysis using IGA [9]. The
complete pipeline for the design and analysis of patient-specific heart valves is shown graph-
ically in Figure 3. While these analysis frameworks have proven to be useful, they often
4Figure 2: Proposed deep learning based approach to the design optimization framework
involve large computational overhead making them less useful for clinicians to directly aid
in patient diagnosis.
This work proposes the use of deep learning to accelerate analysis. Due to similarity of
the structure of data representation, it is possible to create a surrogate model for IGA using a
viable faster alternative to computational analysis. Deep learning today is growing leaps and
bounds. Some of today’s artificial neural networks can train themselves to recognize complex
patterns, which even average human cannot identify that easily. Much to the surprise
of the followers of more traditional approaches of problem solving, artificial intelligence
(AI) based bots have even outperformed experts in many areas. The applications of deep
learning in various areas of sciences and engineering is really driving the strength of the tool
[13]. Particularly, it has seen many application in robotics [14], autonomous driving [15],
design and manufacturing [16, 17], prognostics of combustion instabilities [18], bio-medical
industries [19], agriculture [20, 21], material science [22] and many more.
The success of this can be attributed to the huge amount of data available today and
the modern graphical processing units (GPUs) which allow high-performance computing in
very short time.
A deep learning-based convolutional autoencoder model is proposed for predicting the
analysis output directly from the input heart valve geometry. This work proposes an ap-
proach where the computational analysis would be integrated into the design cycle in such a
way that it is performed only once in the beginning and the data obtained is used in creating
5Figure 3: General framework for diagnostics and design of bioprosthetic heart valves
a network that acts as a surrogate model for analysis. This is illustrated in Figure 2.
This approach accelerates the analysis process and can be used for patient specific
design. As a bench marking parameter, In particular, the coaptation area during closure of
heart valves is predicted . Coaptation area plays a major role in the design and diagnosis
of heart valves and has been the focus of several previous studies [6]. This approach can
be extended to analyze other performance characteristics of heart valves in the future like
effective orifice area. A more robust network can be generated by capturing the simulations
of fluid structure interaction [9].
This dissertation is organized as follows. The first chapter is the introduction followed
by chapter two which describes the various methods and techniques used in this study.
Chapter three describes the design of the experiment along with all the specifics of the
proposed method. Chapter four discusses the results obtained and the various metrics used
to quantify the results. In conclusion, chapter five describes the entire scope and limitations
of this work.
6CHAPTER 2. METHODS
2.1 Isogeometric analysis using NURBS
Isogeometric analysis is an extremely useful tool in analyzing NURBS based geometry
using a finite element formulation. This allows the designer to have more control over the
various design parameters. It is an emerging technology which allows the integration of the
computational geometry approach of both, the finite element analysis and the computer
aided design tools. Thus, improving solution accuracy and reducing the computational
costs by allowing model to be designed, tested and optimized under a single framework.
The backbone of IGA is the use of NURBS. NURBS provide a very accurate parametric
representation of even highly complex and intricate objects. NURBS can be described as
a mathematical formulation of a curve with a basis function convolved over knot vectors.
The deformations are essentially calculated based on the weighted control points of the
nurbs geometry. There is a multi-fold motivation behind choosing the NURBS geometry
for analysis. The structure of the control points solves the challenge of maintaining the
connectivity between the elements of the mesh in the machine learning algorithm which
takes only a raw set of numbers as an input. NURBS configuration also ensures that the
u-v structure of the mesh is retained and a specific connectivity can be ensured to make
physical sense out of the results obtained. As illustrated in Figure 4 the mesh of the heart
valve is mapped onto a surface of 17× 12 dimension. 17 and 12 being the control points in
u and v direction
7Figure 4: 3D Euclidean model space of NURBS curve
Figure 5: Parametric space mapping of NURBS surface
82.2 Mathematical formulation of NURBS
Mathematically, NURBS can be considered as a generalization of B-splines. A B-spline
can be defined by a set of control points pi,∀i = 1, 2, . . . , n degree of polynomial p and a
knot vector U = [u1, u2, . . . , un+p+1]. The knot vector is a set of parametric coordinates
which divide the B-spline into sections. If all knots are equally spaced, the knot vector is
called uniform. The basis functions are defined by the Cox-deBoor recursion formula. [11]
It starts for p = 0 with:
N1,p(u) =

0, if ui ≤ u ≤ ui + 1
1, otherwise
(2.1)
and for degree p ≥ 1,
Ni,p(u) =
u− ui
ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u) (2.2)
NURBS curves are a generalization of B-splines, with an individual weight, wi assigned to
each of the n control points, Pi. The basis functions modify as:
Rpi (u) =
Ni,p(u)wi∑n
j=0Nj , p(u)wj
(2.3)
Using the basis function and the knot vectors defined, one could simply express NURBS
as follows:
C(u) =
n∑
i=0
Ri
pPi,
In case of bi-directional rational basis functions, consider m×n control points, Pi, j and
weights wi.j , a second parametric direction, v; associated knot vector, V ; degree, q; and set
of basis functions, Nj,q(v), the surface can be defined as:
Rp,qi,j (u, v) =
Ni,p(u)Nj,q(v)wi,j∑n
k=0
∑m
l=0Nk,p(u)Nl,q(v)wk,l
S(u, v) =
n∑
i=0
m∑
j=0
Rp,qi,j (u, v)Pi,j
The characteristics of these functions have various advantages which make them suitable
for both surface modeling and IGA. The control points, knot vectors and the degree of the
9polynomial are useful for defining the surface of the geometry. Using the NURBS, one could
achieve wide variety of designs. In this study, we use NURBS based reconstruction of BHV
geometry in order to exploit the NURBS convolution in the learning of analysis.
2.3 Parametric design of heart valve
The aorta is the large blood vessel which carries blood from the heart to the rest of the
body. The aortic valve, one of the four heart valves, lies between the left ventricle and aorta.
The aortic root represents the connection between the aorta and myocardium, it consists
of the sinuses, the aortic valve leaflets, the commisures, and the inter leaflet triangles. The
three leaflets (left coronary leaflet, right coronary leaflet and non-coronary leaflet) form the
aortic valve and provide its main sealing mechanism. The anatomy of the leaflet can be
divided into three parts, first, the free edge which provides sealing by contacting the to the
neighboring valve leaflets to form a seal (the area of contact is the coaptation area). Second,
The ”belly” of the leaflet and third, the bottom parts of leaflet or leaflet attachments. The
aortic valve leaflets for the junction and physical boundary between the left ventricle and
aorta. This tri leaflet design represents the optimal solution for low resistance valve opening.
Using the NURBS surface of patient specific root as a basis, a parametric design of valve
leaflets is developed. Details of parametrization are shown in 6. First, nine “key points”
are picked located on the ends of commisure lines and the bottom of the sinuses. These
define how the leaflets attach to the sinuses, indicated by blue spheres in figure 6.
These key points are derived from the patient specific aortic root and will not change for
different valve designs. The uni variate B-splines are parametrized to define the free edges
and belly curves of the leaflet, shown in red and green respectively in figure. A smooth
B-spline representation of the leaflet is obtained by interpolation of the attachment edges,
free edges and belly curves. Consider one of the three leaflets to understand the parametric
model. In Figure 6, p1, p2, p3 are the key points on the top of commisure line and p4 is
the key point on sinus bottom. Points p1 to p3 define a triangle with pc being its geometric
center. tp is the unit vector pointing from pc to pn (geometric center of p1 and p2), and
the unit normal vector of the triangle p1−3 pointing downwards in np. The free edge is
10
Figure 6: Parametric design of bioprosthetic heart valves.
constructed as a uni variate quadratic B-spline curve determined by 3 control points, p1,
pf and p2. pf is defined as pf = pc + x1tp + x2np. By changing x1 and x2 to control the
location of pf , the curvature (length) and the height of the free edge can be parametrically
changed. We then take pm as the midpoint of the free edge, the point pb, and the key point
p4 to construct a uni variate quadratic B-spline curve (green).
In this model, x1, x2 and x3 can be chosen as design variables to parametrically change
the free edge and belly curve and therefore, parametrically control the valve design. This
procedure is implemented in Rhino/Grashopper to genrate all the variations of leaflet design
and study the key characteristics of valve performance such as effective orifice area (EOA)
and coaptation area(CA) [9]. With the geometry designed for the heart valve, it is possible
to perform isogeometric analysis with the boundary conditions, pressure loading conditions,
thickness of the shell element and analyze the performance of the heart valve.
The key difficulty with such a pipeline is to not be able to iteratively use it for deci-
sion making where surgeons are provided with analysis results rapidly and then let them
interactively make decisions. This further allows thorough optimization for each patient by
providing the surgeon with an optimal design of the heart valve while considering replace-
ment of the heart valves.
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2.4 Deep neural networks
First proposed in 1944 by Warren McCullough and Walter Pitts, neural networks have
been a major area of research as a means of enabling machine learning [23]. In this technique,
a computer learns to perform a specific task after analyzing a large number of similar
examples as a part of its training. Inspired by the human brain, a neural net connects
million of nodes in multiple layers. Data is communicated through these layers to build
a densely interconnected layer of these elements (neurons) working in parallel to solve a
specific problem. There are various architectures of neural networks that can be employed
to achieve specific functions. Layers are comprised of nodes which is where the computation
happens. A node combines input from the data with a set of coefficients, or weights, that
either amplify or dampen that input, thereby assigning significance to inputs for the task
the algorithm is trying to learn. These input-weight products are summed and the sum is
passed through a nodes’ so called activation function, to determine whether and to what
extent that signal progresses further through the network to affect the ultimate outcome,
say, an act of classification. Deep neural networks are obtained by stacking these multiple
layers together. In deep neural networks, each layer of the neurons trains on different sets of
features using the outputs from the previous layer. The deeper we advance into the network,
the higher the complexity of the features that the network can recognize. For example, in
the application of face recognition, the first layer of the network usually learns primitives
such as simple edges and curves. As we move on to the intermediate layers, the hidden layers
begin learning a combination of these primitives, such as the eyes, the mouth, the ears, and
the nose. The deepest layers are capable of combining the parts and begin recognizing faces.
This concept widely known as the feature hierarchy. Therefore, deep networks are suited for
handling a large of amount of very high-dimensional data sets with billions of parameters
that pass through nonlinear functions. Deep learning networks are distinguished from the
single hidden layer neural networks by their depth; that is the number of node layers which
data passes in a multistep process of pattern recognition. Interestingly, these nets are
capable of discovering hidden patterns within unlabeled unstructured data or raw data.
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Hence, deep learning can used to solve problems even regarding raw unlabeled, unclassified
data, discerning similarities and anomalies in data that has no structure or clear relational
database. Deep learning performs automatic feature extraction without human intervention,
unlike most traditional machine learning algorithms. Each node layer in the deep network
learns features automatically by repeatedly trying to reconstruct the input from which it
draws its samples, attempting to minimize the difference between the network’s guesses and
the probability distribution of the input data itself. Restricted Boltzmann machines, for
examples, create so called reconstructions in this manner. In the process, these networks
learn to recognize correlations between certain relevant features and optimal results, they
draw connections between feature signals and what those features represent, whether it be
a full reconstruction, or with labeled data.
A deep learning network trained on labeled data can then be applied to unstructured
data, giving it access to much more input than machine learning nets. This is a recipe
for higher performance: the more data a net can train on, the more accurate it is likely
to be. Bad algorithms trained on lots of data can outperform good algorithms trained on
very little. Deep learning’s ability to process and learn from huge quantities of unlabeled
data give it a distinct advantage over previous algorithms. Architecture description for an
DNNsis described as follows. In deep neural networks, the outputs of one layer become
the input to the another layer. For the first layer, we have: x2 = f((W1)v + b1) where x2
denotes the output of the first layer and the input to the second layer, W is the weight
matrix, v are the input data, and b is the bias. f is known as the activation function, and
modern deep nets prefer using the Rectified Linear Unit (ReLU) as the activation function
over sigmoidal functions (e.g. the logistic sigmoid and tanh) due to the function being
non-saturating and provides good gradients conducive to training [24]. For all subsequent
layers, we can generalize the equation to:
xk+1 = f(Wkxk + bk); k >= 2
Supervised training of DNNs involve weight updates which can be done using stochastic
gradient descent algorithm similar as training Restricted Boltzmann machines.
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2.5 Convolutional neural networks
Deep neural networks have demonstrated success in image recognition. However, they
quickly suffer from the curse of dimensionality if the input data dimensions is large. There
are a few drawbacks to using DNNs in such cases. Firstly, the large number of fully con-
nected layers will result in an excessively huge model when used in conjunction with a
multilayered deep network. Inferencing will take a longer time due to the increased compu-
tational complexity. Secondly, fully connected layers do not take into account the spatial
structure of the image data and do not consider the local correlation of the features in
the context of a two-dimensional image. Consequently, it places equal weighting on pixels
that are close and far apart. Full connectivity clearly wastes valuable computational re-
sources. Furthermore, the large number of parameters will be difficult to train and makes
the network prone to overfitting. Convolutional neural networks (CNN) are fundamentally
different than regular DNNs in terms of architecture. It mitigates the issues posed by DNNs
by exploiting the local 2D correlations in input images, thus making it a very attractive
model for working with image data. Unlike DNNs, neurons within a layer of CNN (called
a receptive field) are only connected to a small region of the previous layer. This ensures
that the learned filters generates the strongest response according to a spatially local in-
put pattern. By stacking multiple layers of filters together, the modeling capacity of the
architecture becomes increasingly non-linear and captures more global features. Hence, at
deeper levels the model can assemble lower-level features to form higher-level features.
In DCNNs, data is represented by multiple feature maps in each hidden layer. Feature
maps are obtained by convolving the input image by using multiple filters in the corre-
sponding hidden layer. In other words, they are obtained by repeatedly applying a function
across sub regions over the entire image, i.e. a convolution operation of the input image
with a filter. To further decrease the dimension of the data, these feature maps typically
undergo non-linear down-sampling with a 2× 2 max-pooling operation. Max-pooling parti-
tions (or super-pixelates) the input image into sets of non-overlapping rectangles and uses
the maximum value for each partition as the output. Because neighboring pixels in an image
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share similar features, these pixels can be discarded to overcome memory constraints and
decrease training time. Furthermore, both spatial and feature abstractness can be increased
by maxpooling, which results in increased position invariance for the filters. To improve
the performance of the architecture, a batch normalization layer is added between the two
neuron layers, which normalizes the activations of the previous layer at each batch, i.e.,
applies a transformation that maintains the mean activation close to 0 and the activation
standard deviation close to one. After max-pooling, multiple dimension-reduced vector rep-
resentations of the input are acquired, and the process is repeated in the next layer to give a
higher-level representation of the data. At the final pooling layer, the resultant outputs are
linked to the fully connected layer, where Rectified Linear Unit (ReLU) activation outputs
from the hidden units are joined to output units to infer a predicted class on the basis of
the highest joint probability given the input data. With this setup, the probability of an
input vector v being a member of the class i can be written as follows:
Pr(Y = i|v,W,b) = softmaxi(Wv + b) = e
Wiv + bi∑
j e
Wjv + bj
(2.4)
where elements of W denote the link weights and elements of b denote the biases. Index
j was used for the classes in order to normalize the posterior distribution. The model
prediction is the class with the highest probability:
ypred = argmaxiPr(Y = i|v,W, b) (2.5)
The model weights W , and biases b, are optimized by the well-known error back propagation
algorithm, wherein true class labels are compared against the model prediction by using
an error metric, which becomes the loss function for the (weights and biases) optimization
process. The loss function, chosen to be minimized for the data set V , is the categorical
cross-entropy function, L, and is given as follows:
L(V, Y ) = − 1
n
n∑
i=1
y(i) ln a(v(i)) + (1−y(i)) ln(1−a(v(i))) (2.6)
Here, V = v(1), ..., v(n)is the set of input examples in the training data set, and Y =
y(1), ..., y(n) is the corresponding set of labels for those input examples. The a(v) represents
the output of the neural network given input v [20].
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The convolutional layer: Convolution is a sliding function (a filter) applied to the 2D
input matrix. The convolutional layer is the most important building block of a CNN and
consists of filters (or kernels) that can be learned. These filters have small receptive fields
to extract local structures and uses shared weights . With a set of different filters, the filters
may specialize in detecting different features the activations of different filters will depend
on the specific type of feature at some spatial location in the input image. As the filters
are convolved over the input, feature maps are generated. Stacking the feature maps along
the depth dimension gives rise to the full output volume of the convolutional layer.
The pooling layer: Pooling is a form of nonlinear down sampling. Common practices
employ the max pooling scheme, where a 2×2 matrix for example is down sampled into a 1×1
value by selecting the element with the highest value in the matrix. Of course, other pooling
functions exist too; one may down sample by averaging the values or even computing the L2-
norm. Pooling is useful because it removes redundancies and helps reducing the dimensions
of the data. The intuition is that once a feature is detected, the exact location of the feature
may not be as important as the approximate location relative to other features. Doing so
also reduces the number of learnable parameters to combat over fitting as well as reducing
computation time. Note that using pooling layers is up to the discretion of the user; it is
a common practice to periodically insert a pooling layer after several convolutional layers.
An additional benefit that pooling offers is the translation invariance of features. However,
most studies are gravitating towards using smaller filters and discarding the pooling layer
in order to prevent an excessively aggressive reduction in dimension.
The fully connected layer: After several reductions in dimensions from convolution and
pooling, the location information of the features become less important. Hence, we can
connect the feature maps generated by the filters to the fully connected layers to increase
modeling capacity. We can think of the feature maps being vectorized as an input to a
single neural net layer. In the context of classification, a softmax function can be applied
on the sigmoid activations of each output neuron to obtain a probability distribution, where
the class with the highest probability is selected as the class prediction. Similarly, one can
choose to minimize the loss function (such as negative log-likelihood) and optimize the
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Figure 7: Sample autoencoder layout
model parameters via gradient descent.
2.6 Auto encoders
So far, we have described the application of neural networks to supervised learning, in
which we have labeled training examples. Now suppose we have only a set of unlabeled
training examples x(1), x(2), x(3). . . where x(i) is a subset of n An auto encoder neural
network is an unsupervised learning algorithm that applies back propagation, setting the
target values to be equal to the inputs, i.e., it uses
y(i) = x(i)
The auto encoder tries to learn a function hw,b(x). In other words, it is trying to learn
an approximation to the identity function, so as to output x′ that is similar to x. The
identity function seems a particularly trivial function to be trying to learn; but by placing
constraints on the network, such as by limiting the number of hidden units, we can discover
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interesting structure about the data.The ideal auto encoder model balances both facets of
the learning. It should be sensitive to the inputs, to be able to come up with an accurate
reconstruction. At the same time it should be insensitive enough to the inputs so that
the model doesn’t simply memorize or over fit the training data. This balance forces the
model to maintain only the variations in the data required to reconstruct the input without
holding onto the redundant features in the input. This most likely involves constructing
a loss function where one term encourages the model to be sensitive to the inputs (e.g.
reconstruction loss) and a second term discourages memorization or over fitting (e.g. added
regularizer) [25].
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CHAPTER 3. DESIGN OF EXPERIMENT
3.1 NURBS-aware convolution for IGA
Machine learning has three main components: (i) data representation, (ii) model archi-
tecture, and (iii) training algorithm. These three components need to work in parallel with
each other for the machine to be able to learn complex phenomenon. The major challenge
in this study has been for the network to learn the physics of contact geometry and the
various boundary conditions. In convolutional neural networks for image recognition, the
spatial localization is embedded into the system using the convolution filters (model) and
the pixels of the image are represented using multiple red-green-blue-alpha channels (data
representation) [26, 27]. For design for manufacturing application, it is not as straight
forward. The CAD models needs to be represented in a voxel-based format to be able to
integrate the CAD model in the network. This integration is necessary to learn the volu-
metric features using 3D convolution filters (model) [16]. However, this does not mean that
a sophisticated model is required to train the machine learning network in such problems;
these can be solved by using very simple more dense neural networks. The challenge in such
a network is more with the data and time requirements for learning rather than the repre-
sentation of data. With the increase in density of network the amount of data required for
the phenomenon increases multifold, hence we increased the range of the variables used. In
addition, for successfully learning the network weights, data augmentation is necessary [28].
Data augmentation was performed with the preface that a geometrical and scale transfor-
mation will not change the results obtained but in turn provide fresh data for the machine
learning network. There are other approaches where the phenomena can be embedded in
the algorithm to enable faster learning (for example, reinforcement learning [29] and gener-
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Figure 8: Design of experiment: Proposed deep learning finite element analysis network.
ative adversarial learning [30]). In this study, these approaches of embedding the physical
valve characteristics in the machine learning model are embedded to learn the deformation
mechanics of heart valves.
Learning deformation biomechanics of BHVs involves learning multiple physical phe-
nomena. First, we need to learn from the input three dimensional Euclidean space geometry
and predict the deformed shape also in three dimensional Euclidean space. Next, DLFEA
should learn the effect of loads and boundary conditions on the deformation. It should also
learn about the interaction between the leaflets during closure (often dealt with by using a
complex contact algorithm in traditional finite element analysis) to predict the coaptation
area. Finally, it should learn the material behavior and the dependence of the deformation
on the thickness of the leaflets used in the simulation.
3.2 Data representation
Learning directly from three dimensional Euclidean space is a fascinating idea that has
been explored extensively. There are traditional approaches of object recognition using a
3D volume occupancy grid [31] or its extensions such as Octrees [32], or multi-resolution
voxels [33] etc. Further, another class of algorithms are established to learn from point
clouds [34, 35, 36]. There are several other approaches where the topology of the data
is modeled as a graph to perform graph convolution operation [37]. However, the above
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Figure 9: Snapshot of grasshopper layout of parametric heart valve model setup
mentioned methods have a high sample complexity or time complexity for learning [33].
Further, there is loss of information while transforming the CAD model to other represen-
tations. Hence, integrating the learning paradigm with CAD model is quintessential. To
this end, we propose a new NURBS-aware convolution operation. The initial set of geo-
metric parameters is shown in Figure 2. Based on the key geometric parameters of the
heart valve as described in the previous section, various combinations of these parameters
are generated. A parametrized model of the heart valve is created in Rhino, using the
garsshopper plugin. An outline of this setup is shown in Figure 9. A more clear outline
of the geometric toggles are shown in Figure 10. The three geometric parameters varied
in study are free edge height, free edge curvature and belly curvature. These have been
explained in detail in the previous section. These parameters have been varied to obtain
64 geometries of various combinations of these factors as illustarted in figure 2. Only the
physiacally viable geometries were selected.
These geometries are essentially made up of three nurbs patches. The control points
of NURBS surfaces provide the 3D surface representation of BHVs. Hence, for extracting
the geometry information from different heart valves, it is sufficient to utilize the control
points directly for the convolution operation. The control points can be represented as a
rectangular matrix representing the tensor-product structure of these valve surface. Since,
these control points are physically significant and are represented in the 3D Euclidean space,
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Figure 10: Detail image of geometric parameter toggles in grasshopper layout
it is useful to visualize them as three different matrices with each of them containing the
position with respect to each dimension. This is equivalent to representing the control points
as a RGBA texture [38] with the control points weights corresponding to the alpha channel.
Using this representation of the leaflet, one could perform the convolution operation directly
using the NURBS surface without any loss of information.
Table 1: Initial set of parameters used for generating different heart valve simulations
Parameter 1 2 3 4 5
Pressure (mm-hg) 80 76 84 – –
Thickness (percent of base thickness 0.0386 cm) 25 50 100 150 200
Curvature of free edge (cm) 0.05 0.25 0.45 – –
Belly curvature (cm) 0.2 0.6 0.9 1.2 1.4
Height of the free edge (cm) -0.1 0.1 0.3 0.5 –
3.3 Model
The heart valve is split into three leaflets and for each leaflet, we use the NURBS
aware convolution operation where the NURBS surface is extracted and represented as
three rectangular matrices (of size m× n× 3 where m and n are the no. of control points
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Table 2: Final set of parameters used for generating different heart valve simulations
Parameter Min. Value Max. Value No. of variations
Pressure (mm-hg) 70 90 20
Thickness(cm) 0.00386 0.0772 21
Curvature of free edge (cm) 0.05 0.45 3
Belly curvature (cm) 0.2 1.2 5
Height of the free edge (cm) -0.1 0.5 4
in both directions of the parametrization). Now, using this data representation one could
convolve further using the traditional convolutional layers to create the encoder block of
the autoencoder [39, 40].
Thus, using an encoder, we represent the high dimensional surfaces to a informative
lower dimension manifold. We now try to fuse the information of features obtained from
the encoder for the three leaflets by flattening the low dimensional output and connecting
all the outputs using a fully connected layer. This is required to learn the interaction
between the three leaflets such as contact or closure of the leaflets. However, this increases
the sample and time complexity of training due to the increase in the number of weight
parameters. However, since we perform this operation in the low dimensional manifold, the
increase in complexity can be effectively handled. Ensuring the correct size of the code layer
of the encoder is necessary, since there is a trade off between complexity and performance.
We vary the size of the code layer until we get the best performance for a set of samples.
Finally, in order to deal with the increase in sample complexity, we use data augmentation.
Apart from the interaction, the deformation biomechanics depends on the thickness of
the heart valve which is also used in the simulations. Uniform pressure is applied on the
heart valve as a boundary condition. After the valve is closed it is in a hydrostatic state
of stress, where the loading is uniform in all directions. Hence, a scalar pressure value is
sufficient to correctly define this boundary condition. However, in order to ensure that the
scalar plays significant role in learning we repeat the scalar pressure value multiple times
to form a vector of size ten (obtained after experimentation). We fuse the information of
thickness (thickness vector) and pressure boundary condition of the heart valve (pressure
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vector) with the fused embedding (fully connected layer obtained earlier) of the leaflet
geometry.
Since the coaptation area is an important functional parameter used to determine the
BHV health, we choose to predict this quantity of interest directly using the network. We
also chose to predict the final deformed shape of the leaflet geometry, which can be used
to obtain any other measures such as leaflet strains and also provide visual feedback of
the deformed shape. The deformed geometry is predicted by using a decoder block which
decodes back from the fully connected layers used for fusing the information from thickness,
pressure and leaflet geometry. The decoder predicts the final deformed control points of
the heart valve, which can be multiplied directly with the weights and knot vectors of the
original geometry to get the deformed shape.
The final requirement for effective learning is to introduce a linear/non-linear activation
for each output. In the case of the coaptation area, a rectified linear unit (ReLU) is the best
fit, since the coaptation area is always non-negative. The ReLU function is represented as
follows:
ReLU(x) = max(x, 0). (3.1)
On the contrary, deformations of the leaflets could be negative at some locations, which
makes ReLU a bad fit to use as an activation function for this output. Hence, linear
activation function is used for the deformations. In the next subsection we outline the details
of training the network and embeding the physical phenomena in the training algorithm.
3.4 Training algorithm
In the previous two subsections, we explained the embedding of the different physical
attributes in the data representation and the machine learning model to enable effective
learning. None of this is required if the sample complexity or time complexity is not of
an issue. However today, although the compute hardware is democratized with the advent
of GPUs, there are still limitations on the amount of data that can be generated in a
viable time frame, specifically when the data is generated from computationally heavy
simulations. Hence, embedding the physical attributes in different possible ways are required
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for effective machine learning methods.. In addition, this helps us leverage some of our
physical understanding of the process, thereby reducing the we have on the model and not
reinvent the wheel where the deep learning model is trying to learn trivial facts which might
not be even necessary.
Another important phenomenon which needs to be embed is the boundary condition
imposed on the geometry. Boundary conditions such as fixity affects the deformation of the
BHV simulations. A fixed node shall have zero deformation and achieving zero predicted de-
formation in any arbitrary precision is numerically difficult. Further, if the back-propagation
algorithm tries to achieve that, the nodes with non-zero deformation is affected by this mak-
ing it difficult to learn. This phenomenon of fixed boundary condition is dealt by modifying
the loss function by weighing the loss with true deformations. Say, the original loss function
used is l, the modified loss function shall be
lbc = 1 + abs(
ytrue
max(ytrue)
)× l
where lbc represents the boundary condition incorporated loss function. In practice, we use
l to be mean squared error:
l =
1
|D| ×
∑
k∈D
(ypredk − ytruek)2
where D is the dataset to learn from and |D| is the no. of data points used for training.
In order to improve the sample complexity, we also propose data augmentation methods
for learning these phenomenon. data augmentations such as scaling and warping are not
performed since the phenomena learnt varies by by scale. The model used for learning are
shift invariant because deformation biomechanics does not depend on the location of the
CAD model the cartesian coordinate system, thus, using arbitrary scalar values, we shift
the CAD models to generate the modified control points to augment the original training
data.
Thus, with the deformation biomechanics embedded in the data representation, model
and in the algorithm we observe that DLFEA methodology is able to learn the deformation
biomechanics.
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Table 3: Geometric parameter combinations used for generating data. Here FEH stands
for free edge height, FEC stands for free edge curvature and BC stands for belly curvature
S.No. FEH FEC BC
1 0.1 0.05 0.5
2 0.3 0.25 0.5
3 0.1 0.05 0.8
4 0.3 0.05 0.8
5 0.1 0.25 0.9
6 0.3 0.25 0.6
7 0.1 0.05 0.2
8 0.3 0.05 0.6
9 0.1 0.05 0.9
10 0.1 0.05 1.2
11 0.1 0.05 1.4
12 0.1 0.25 0.2
13 0.1 0.25 0.6
14 0.1 0.25 1.2
15 0.1 0.25 1.4
16 0.1 0.45 0.2
17 0.1 0.45 0.6
18 0.1 0.45 0.9
19 0.1 0.45 1.2
20 0.1 0.45 1.4
21 0.3 0.25 0.2
22 0.3 0.25 0.9
23 0.3 0.25 1.2
24 0.3 0.25 0.8
25 0.3 0.25 1.4
26 0.3 0.05 0.2
27 0.3 0.05 0.6
28 0.3 0.05 0.9
29 0.3 0.05 1.2
30 0.3 0.05 1.4
31 0.3 0.45 0.2
32 0.3 0.45 0.6
S.No. FEH FEC BC
33 0.3 0.45 0.9
34 0.3 0.45 0.8
35 0.3 0.45 1.2
36 0.3 0.45 1.4
37 -0.1 0.25 0.2
38 -0.1 0.25 0.6
39 -0.1 0.25 0.9
40 -0.1 0.25 0.8
41 -0.1 0.25 1.2
42 -0.1 0.25 1.4
43 -0.1 0.45 0.2
44 -0.1 0.45 0.6
45 -0.1 0.45 0.9
46 -0.1 0.45 0.8
47 -0.1 0.45 1.2
48 -0.1 0.45 1.4
49 0.5 0.25 0.2
50 0.5 0.25 0.9
51 0.5 0.25 0.8
52 0.5 0.25 1.2
53 0.5 0.25 1.4
54 0.5 0.05 0.2
55 0.5 0.05 0.6
56 0.5 0.05 0.9
57 0.5 0.05 1.2
58 0.5 0.05 1.4
59 0.5 0.45 0.2
60 0.5 0.45 0.6
61 0.5 0.45 0.8
62 0.5 0.45 0.9
63 0.5 0.45 1.2
64 0.5 0.45 1.4
26
CHAPTER 4. RESULTS AND DISCUSSIONS
The isogeometric analysis was performed for about 25,200 scenarios of all possible com-
binations of the geometric parameters controlling the heart valve, thickness and the pressure
applied. Even though all combinations do not make physical significance with respect to
a realistic ratio of the various parameters, these cases were run only for generating more
data to make the learning accurate and ensure the network has a good number of discrete
data sets. A converged solution could not be obtained for many cases due to the physical
insignificance of the combination of parameters and other factors in the analysis. A to-
tal of 18,000 scenarios successfully converged, which were used to train the deep learning
network. Additional training was performed on the network using arbitrary data augmen-
tation techniques. The augmentation randomly shifts and rotates the geometry in the 3D
space. This is based on the logic that the deformation mechanics or deformed shape do
not change with the translation or rotation of the original geometry. Using this idea, the
data was augmented almost 20 folds, with random rotations and translations. This gives
the network 20 times more data points to learn from and eventually makes the network
robust. The training was performed with several trials to understand the performance by
changing the hyper parameters of the network. For ensuring that the network generalizes
well and performs well on the real cases, the data was split into training, validation and
testing data. 60% of the total data generated was used for training. This data is used for
constantly updating the weights for gradient back-propagation. 20% of the data was used
for validation of the network and hyper-parameter tuning. This data is specifically used
for validating the training, to provide a sense of generalization and to choose the hyper
parameters such that the generalization capability of the model is very good. Finally, we
have 20% of the data left out of the training to test the model for its true generalization
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capability. Some example cases from the testing data set are shown in table. In this table,
the base configuration of five specific cases are shown, these are followed by the results
obtained from structural simulations and the machine learning predicted results.
The table also shows results of the coaptation area calculated from the structural sim-
ulation and the corresponding machine learning predicted coaptation area. The scale of all
images has been kept constant to be able to make an accurate comparison.A set of some
anecdotal examples with different configurations is presented. This shows few other exam-
ples where the deformations and coaptation area are slightly deviating from the original
simulated results. These cases are randomly picked to illustrate the similarities and differ-
ences between the structural analysis results and deep learning results. The over lapping
of results shows that without any knowledge of the physics, but only the deformation of
control points, the machine is able to predict the correct shape, and considerably accurate
deformations as well. It is observed that the major differences are at the contact region.
The DLFEA network in most of the cases, gives a more conservative output. Further, we
show some additional results where we interpolate the thickness and pressure values given
as input and also interpolate the parametric geometry to obtain completely new shapes to
understand the capability for usage in a generic applications such as optimization of BHV
design or diagnostics etc. These results are shown in Table 5. Coaptation area is one of the
major metric used to comparison of the structural analysis and the deep learning network.
The correlation achieved between both networks is 0.9935. The distribution of the data and
correlation is illustrated in Figure 11.
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Figure 11: Correlation coefficient between true and predicted results of coaptation area
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Table 4: Illustrative examples of prediction using the DLFEA framework and the predictions
using structural simulations.
Reference Configuration Structural Analysis Results Predictions from DLFEA
Coaptation Area: 2.9276 Coaptation Area: 2.9659
Coaptation Area: 0.4505 Coaptation Area: 0.3913
Coaptation Area: 1.6651 Coaptation Area: 1.7441
Coaptation Area: 1.3631 Coaptation Area: 1.4395
Coaptation Area: 0.0275 Coaptation Area: 0.0176
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Table 5: Generalization capability of DLFEA to predict deformations with different input
parameters.
Reference Configuration Structural Analysis Results Predictions from DLFEA
(a) Comparison of results for different Aortic Root Diameter
Coaptation Area 0.0812cm2 0.1026cm2
(b) Comparison of results for different Curvature of the leaflets
Coaptation Area 0.0281cm2 0.0000cm2
(c) Comparison of results for different Thickness of the leaflets
Coaptation Area 1.6600cm2 1.6687cm2
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CHAPTER 5. CONCLUSIONS AND LIMITATIONS
Through this work, an attempt has been made to use convolutional autoencoders for
structural simulation of bioprosthetic heart valves. Through the results, this network acts a
surrogate to the dynamic simulations of heart valve closure. The network is capable of pre-
dicting the deformations and other relevant physical outputs such as coaptation area, with
the root mean squared error between the predicted and simulated results being 0.0559cm2.
Also, the correlation between them is 0.9935. The biggest success of this approach is the
integration of the NURBS control points into the neural network architecture. The struc-
ture of the NURBS control points, essentially allowed the transformation of the geometry of
the heart valve to a matrix of numbers, ensuring efficient learning. This structure ensured
the continuity of the geometry, making it physically significant at the same time it gave the
neural network an easily comprehensible platform. It is also learned that the robustness of
a deep learning network is affected majorly by the amount of data that it is provided with.
Increasing the amount of data provided to the network, can facilitate it to learn some of
the complex phenomenon such as behavior of material at contact interfaces. The perfor-
mance of the model satisfied physical conditions, making it an accurate representation. Key
attributes of static solution have been exploited in this study. The thickness of the valve
has been assumed uniform throughout, observing a hydro static state of stress. The time
step and pressure distribution can be captured accurately using a fluid structure interaction
(FSI) analysis. By capturing only the closure cycle, the other interactions of heart valve
are not considered in this study.
The future work is to dwell deeper into the objective function to improve the learning
performance of the network. This study has only captured a half cycle i.e.closing of the
heart valve, a more conclusive study will be to use data of a complete dynamic simulation of
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the full heart beat using a recurrent neural network. This experiment needs to be validated
with different heart valves, generated from different aortic roots. There is scope to add a
framework to perform surface fitting using convolution operations to eventually complete
this design pipeline. The aim is create a robust framework which can work with considerably
different geometries and give a similar level of accuracy.
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