Abstract. We prove weighted and mixed-norm Sobolev estimates for fully nonlinear elliptic and parabolic equations in the whole space under a relaxed convexity condition with almost VMO dependence on spacetime variables. The corresponding interior and boundary estimates are also obtained.
Introduction
The goal of this paper is to establish weighted and mixed-norm Sobolev estimates for fully nonlinear second-order elliptic and parabolic equations with almost VMO dependence on space-time variables, under a relaxed convexity condition. The interest in results concerning equations in spaces with mixed Sobolev norms arises, for example, when one wants to have better regularity of traces of solutions of parabolic equations for each time slice while treating linear or nonlinear equations.
The usual Sobolev space theories of linear elliptic and parabolic equations with continuous main coefficients has long and rich history reflected in lots of papers and books. In early nineties Chiarenza, Frasca, and Longo, and Bramanti and Cerutti discovered a way which allows main coefficients to be almost in VMO rather than continuous. Their approach was also continued in quite a few papers and books. As the previous theory, this approach is based on the theory of singular integrals or its versions and explicit integral representation of solutions of model equations. The same approach also works for equations with sufficiently regular coefficients in Sobolev spaces with Muckenhoupt A p -weights, as is shown, for instance, in [3] and the references therein. About ten years ago a different approach was suggested based on the Fefferman-Stein theorem in place of the theory of singular integrals. This approach is more flexible and applies to nonlinear equations as well as to linear ones and does not require any explicit representation of solutions in any model case. For instance, it allowed the authors of [5, 6] to generalize the results of the type in [3] to a large extent to a very wide range of equations with almost VMO coefficients and, in addition, also derive mixed norms estimates with A p -weights.
1991 Mathematics Subject Classification. 35K10, 35J15, 60J60. H. Dong was partially supported by the NSF under agreement DMS-1600593. 1 Our goal is to prove similar results for fully nonlinear equations. Let R d be the d-dimensional Euclidean space of points x = (x 1 , . . . , x d ) and S be the set of d × d symmetric matrices. For δ ∈ (0, 1), by S δ we denote the subset of S consisting of matrices whose eigenvalues are between δ and δ −1 . We are interested in elliptic operators in the form
where F = F (u ′′ , x), u ′′ ∈ S, x ∈ R d , is a given function, as well as the corresponding parabolic operators in the form
x).
Here and everywhere below
Under the assumption that F is Lipschitz continuous with respect to u ′′ , F (0, x) = 0, F is almost convex in u ′′ and almost VMO in x for large values of |u ′′ |, we obtain weighted Sobolev estimates in the whole space with Muckenhoupt A p -weights. See Section 3 and Theorem 3.10 for more precise assumptions and the result. By using a powerful extrapolation theorem due to J. L. Rubio de Francia [18] , we then derive mixed-norm Sobolev estimates in the whole space under some additional conditions. See Theorem 3.15. For operators F which are positive homogeneous of degree one with respect to u ′′ , we prove a local mixed-norm estimate. See Theorem 3.23. We also consider fully nonlinear elliptic equations in half spaces, and prove estimates near the boundary with A p -weights on R d + and, as a typical example, weights which are powers of the distance to the boundary. See Sections 4 and 5. The corresponding estimates for parabolic equations in the whole space, half spaces, balls, and half balls are also established in Sections 6 and 7. It is worth noting that one can also consider operators F with lower order terms. However, in order not to overburden this paper, we only consider operators which depends only on D 2 u and x (and also t in the parabolic case).
Our proofs of weighted estimates are based on mean oscillation estimates proved earlier in [12, 15] , the Hardy-Littlewood maximal function theorem, and a local version of the Fefferman-Stein sharp functions theorem with A pweights, which is one of our main results and is stated in Corollary 2.10 below. Such local version of the Fefferman-Stein sharp functions theorem allows us to derive estimates without relying on a partition of unity argument, which is not applicable to general fully nonlinear operators. The key ingredients in the proof of mean oscillation estimates in [12, 15] are the Evans-Krylov theorem and a W 2 ε estimate for equations with measurable coefficients, which is originally due to F.H. Lin [17] . For mixed-norm estimates, we follow the argument in [5] by using a generalized extrapolation theorem, Theorem 8.1, in the spirit of J. L. Rubio de Francia [18] .
The interior (usual) W 2 p estimates for fully nonlinear elliptic equations were derived in [2] , basically, under the convexity assumption on F with respect to u ′′ and almost continuity assumption with respect to x. In [19] global estimates were obtained under the same kind of assumption. These results were obtained by using the theory of viscosity solutions. The same theory applied in [4] to parabolic case yields similar results under similar assumptions as in the elliptic case.
For elliptic Bellman's equations with VMO dependence on the independent variables the interior W 2 p estimates were first obtained in [14] . Later, boundary and similar estimates for parabolic equations, as well as a solvability result, were obtained in [7] . The relaxed convexity and VMO conditions (Assumptions 3.1 and 5.1) in the current paper are adopted from [12] , in which the existence of W 2 p solutions for fully nonlinear elliptic equations in domains was proved. See also [15] for a result for parabolic equations. This paper is a continuation of this line of research in the weighted and mixed-norm settings. For other relevant results in the literature, we refer the reader to [14, 7, 12, 15] and a recent book [16] by the second named author.
The remaining part of the paper is organized as follows. In the next section, we recall some definitions and facts from Chapter 3 of [11] and prove a local version of the Fefferman-Stein sharp function theorem. We consider elliptic equations in the whole space and in balls in Section 3, and in half spaces and in half balls in Sections 4 and 5. In Sections 6 and 7, we prove analogous results for parabolic equations. In the appendix, we state and prove a generalized extrapolation theorem, Theorem 8.1.
Partitions and sharp functions
For reader's convenience, we first recall some definitions and facts from Chapter 3 of [11] . Let (Ω, F, µ) be a complete measure space with a σ-finite measure µ, such that µ(Ω) = ∞.
Let F 0 be the subset of F consisting of all sets A such that µ(A) < ∞. By L we denote a fixed dense subset of
For A ∈ F 0 and functions f summable on A we use the notation
Definition 2.1. Let Z = {n : n = 0, ±1, ±2, . . .} and let (C n , n ∈ Z) be a sequence of partitions of Ω each consisting of countably many disjoint sets C ∈ C n and such that C n ⊂ F 0 for each n. For each x ∈ Ω and n ∈ Z there exists (a unique) C ∈ C n such that x ∈ C. We denote this C by C n (x).
We call the sequence (C n , n ∈ Z) a filtration of partitions if the following conditions are satisfied.
(i) The elements of partitions are "large" for big negative n's and "small" for big positive n's:
(ii) The partitions are nested: for each n and C ∈ C n there is a (unique)
(iii) The following regularity property holds: for any n, C, and C ′ as in (ii) we have
where N 0 is a constant independent of n, C, C ′ .
We set
be a function on Ω with values in {∞, 0, ±1, ±2, . . .}. We call τ a stopping time (relative to the filtration) if, for each n = 0, ±1, ±2, . . ., the set {x : τ (x) = n} is either empty or else is the union of some elements of C n .
(ii) For a function f ∈ L 1,loc (Ω) and n ∈ Z, we denote
If we are also given a stopping time τ , we let
for those x for which τ (x) < ∞ and f |τ (x) = f (x) otherwise.
The simplest example of a stopping time is given by τ (x) ≡ 0. We are going to use the following simple properties of the objects introduced above.
, f ≥ 0, and let τ be a stopping time. Then
(Ω), g ≥ 0, and let λ > 0 be a constant. Then
is a stopping time. Furthermore, we have
Define the maximal function of f by
Notice that Lemma 2.3 implies the following.
Corollary 2.4 (Maximal inequality).
For λ > 0 and nonnegative g ∈ L 1 (Ω), the maximal inequality holds:
Indeed, for τ as in (2.3), we have
where q = p/(p − 1).
The following extends Corollary 2.5 to g ∈ L p (Ω) .
Theorem 2.6. For any p ∈ (1, ∞) and g ∈ L p (Ω),
Let w = w(x) be a nonnegative function on Ω, such that χ(C) < ∞ for any C ∈ C ∞ , where
For β ∈ (0, 1], we say that w is of β-type if
for any measurable A ⊂ C and C ∈ C ∞ , where N w,β is a (finite) constant independent of C and A.
Remark 2.7. In some of our applications Ω will be a linear metric space with filtration of either dyadic standard or parabolic cubes and w will be an A p -weight with respect to the corresponding metric. One knows that in such situations if w ∈ A p and [w] p ≤ K 0 , where K 0 is a constant, then w is of β-type for an appropriate β and N w,β both depending only on K 0 and the metric.
The following is a combination of Theorem 2.5 of [5] and Lemma 5.1 of [14] .
, and let v |n → 0 as n → −∞ on Ω. Assume that |u| ≤ v and for any C ∈ C ∞ there exists a measurable function u C given on C such that |u| ≤ u C ≤ v on C and, for any
Let w be of β-type. Then for any λ > 0 we have
where α = (2N 0 ) −1 and
Proof. Obviously we may assume that u ≥ 0. Fix a λ > 0 and define
We know that τ is a stopping time and if τ (x) < ∞, then
We also know that v |n → v ≥ u (a.e.) as n → ∞ (the Lebesgue differentiation theorem). It follows that (a.e.)
where
and F τ n is the family of disjoint elements of C n such that
Next, for each n ∈ Z and C ∈ C n on the set A n (C), if it is not empty, we have v |n = v C and on A n (C)
We use this and the inequality |a − b| γ ≥ |a| γ − |b| γ and conclude that for x ∈ A n (C),
so that by Chebyshev's inequality
It follows by assumption (2.6) that
for any x ∈ Ω. Since w is of β-type,
Since this holds for any x ∈ C,
Hence,
It only remains to observe that {τ < ∞} = {Mv > αλ}. The lemma is proved.
Corollary 2.9. Under the assumption of Lemma 2.8, for any p > γβ,
where N depends only on N 0 , N w,β , p, β, and γ.
Indeed, by Lemma 2.8 and the Fubini theorem,
To get the desired inequality, it only remains to apply Hölder's inequality.
Corollary 2.10. Take m ∈ Z. Assume that |u| |n → 0 as n → −∞, and let w be of β-type. Then for any p > γβ,
and the constant N depends only on N 0 , N w,β , p, β, and γ.
This obviously follows from Corollary 2.9 with u C = v = |u| since for n ≤ m the left-hand side of (2.6) is less that 2
Elliptic case
In this Section, we study fully nonlinear elliptic equations in weighted and mixed-norm Sobolev spaces. Set
Suppose that we are given a function F (u ′′ , x), u ′′ ∈ S, x ∈ R d . In our results we will impose some of the following assumptions. There exist R 0 ∈ (0, 1] and τ 0 ∈ [0, ∞) such that, if r ∈ (0, R 0 ] and z ∈ R d , then one can find a convex functionF (u ′′ ) =F z,r (u ′′ ) (independent of x) for which (ii) We haveF (0) = 0 and D u ′′F ∈ S δ at all points of differentiability of F ;
(iii) For any u ′′ ∈ S with |u ′′ | = 1, we have
where by |A| we denote the volume of A in R d . 
For functions h on R d , ρ > 0, and
We set Ω = R d and for n ∈ Z we take C n as the collection of x + [0, 2 −n ) d , x ∈ 2 −n Z d . We also set µ to be Lebesgue measure and L to be the set of continuous functions with compact support. Then observe that for a
From Lemma 3.6 of [12] and the proof of Lemma 5.2 (related to estimates in bounded domains) of [12] one can easily obtain the following result. (
We write w ∈
where the constants N depend only on d and p.
where N depends only on d, p, and K 0 .
Proof. First write F [u] = a ij D ij u and take r ≥ ρ and a function ζ ∈ C ∞ 0 (R d ) such that ζ = 1 on B r , ζ = 0 outside B 2r , and
Then by a result of Fang-Hua Lin [17] ,
This proves (3.5).
The fact that ζ = 1 on B r and multiplicative inequalities show that
, where for r ≥ ρ,
and (3.6) follows. Finally, we prove (3.7). We take an integer m such that c2 −m ∈ (ρ/2, ρ]. By Remark 2.7, Corollary 2.10 with γ = 1, (3.3), and the weighted HardyLittlewood maximal function theorem (see more about this in the proof of Theorem 3.10)
To apply Corollary 2.10 formally we need a certain condition on the averages of |Du|. However, we always can use cut-off functions and pass to the limit. By Poincaré's inequality,
This together with (3.8) and (3.6) with p = 1 gives
which, by the weighted Hardy-Littlewood maximal function theorem, is bounded by the right-hand side of (3.7). The lemma is proved. Estimate (3.7) admits the following localization. 9) where N depends only on d, p, and K 0 .
Proof. By scaling and noting that [w(ρ·)]
It follows from (3.7) that for any ε 0 ∈ (0, 1])
Now to get (3.9), it suffices to multiply both sides by (N ε 0 ) k , sum in k = 1, 2, . . ., and take a sufficiently small ε 0 according to ε.
Proof. We may assume that the right-hand side of (3.7) is finite. In this situation plug B 1 (x 0 ) and B 2 (x 0 ) in place of B ρ/2 and B ρ into (3.9) with ε = 1/2 and integrate with respect to x 0 over R d . Then we will see that Du ∈ L p,w (R d ). After that Lemma 3.5 (iii) yields the result. The lemma is proved.
In the future we will use the following.
where N depends only on d, p, and
This lemma is a simple corollary of Lemma 3.6. Indeed, set ρ = R − r in Lemma 3.6 and plug B ρ/2 (x 0 ) and B ρ (x 0 ) into (3.9) in place of B ρ/2 and B ρ , respectively, with x 0 ∈ B r . Then it will only remain to integrate the resulting inequality with respect to x 0 over B r .
Remark 3.9. Below we use a few times the fact that if w is an
where N is a constant depending only on d, δ, K F , K 0 , p, and R 0 .
Proof. It is well known that the appropriately stated Hardy-Littlewood maximal function theorem holds for A p -weights. Therefore, by Remark 2.7, Corollary 2.10, and (3.3) the left-hand side of (3.10) is less than a constant times
where γ ∈ (0, 1) is a constant depending only on d and δ taken from Lemma 3.4. It follows that the left-hand side of (3.10) is less than a constant times
By a reverse Hölder's inequality (also called self-improving property of A p weights, see for instance, Corollary 9.2.6 of [8] ), we can find ξ ∈ (1, ∞) depending only on d, p, and
. This is the first step to specify θ which will be taken from Lemma 3.4 after we find an appropriate µ > 0. To this end, take ν ≥ 2 to be specified later and for m such that 2 −m ∼ R 0 /ν use (3.3) and (3.4) to estimate the first integral in (3.11) . Observe that h ♯ γ,ρ vanishes outside B R+R 0 and therefore we only need to integrate the righthand side of (3.4) over this ball. This gives the last term in (3.10) (after we fix ν).
Then we again use the well-known properties of A p -weights mentioned above and Lemma 3.4 to conclude that the first term in (3.11) is less than ν pd/γ times the last term in (3.10) plus
We choose first large ν and then small µ to absorb the last expression, which is finite, into the left-hand side of (3.10). This shows how to choose µ and now we take θ from Lemma 3.4. After that it only remains to use Lemma 3.5 in order to estimate the second term in (3.11) first taking care of adjusting γ = γ(d, δ) to fit both Lemmas 3.4 and 3.5. The theorem is proved.
Remark 3.11. Scalings show that the only constant N in (3.10) depending on R 0 is the one in front of the integral of |u| p w. This one equals
In particular, under Assumption 3.2
Proof. First observe that the second estimate follows from the first one since
We are going to use the following estimate easily obtained, say, by probabilistic arguments: for any β ≥ 0
Observe that for any h(y) ≥ 0 and α > 0
Furthermore, by using (3.12), Hölder's inequality, and the Aleksandrov estimate, for q = p/d > 1, we get
For d/p − α − 1 < −1 we get the desired result by integrating in r ∈ [1, ∞) and collecting the above estimates. The lemma is proved. Thanks to the properties of A p -weights mentioned in the beginning of the proof of Theorem 3.10, we have the following. Corollary 3.13. Under the assumption of Lemma 3.12 take K 0 ∈ (1, ∞) and let w be an
Here is a generalization for fully nonlinear operators with almost VMO dependence on x considered in Sobolev spaces with A p -weights of the classical Sobolev estimates known for linear operators with continuous coefficients.
Then there exists
and if, in addition, u is bounded and Assumption 3.2 is satisfied then
where the constants N depend only on d, δ, K F , K 0 , p, and R 0 .
Proof. To prove (3.15), thanks to Lemma 3.5 (iii), it suffices to estimate |D 2 u|.
To this end introduce ζ ∈ C ∞ 0 (R d ) such that ζ(0) = 1 and plug u n := uζ n , where ζ n (x) = ζ(x/n), into (3.10) (just in case remember that (3.10) is proved for functions with compact support). Then the result follows by the dominated convergence theorem from the fact that
To prove (3.16) it suffices to use Corollary 3.13. The theorem is proved.
provided that the left-hand side is finite, where Proof. First we assume that u is smooth and has compact support. Then (3.17) follows from Theorems 3.14 and 8.1.
If u is just smooth (and the left-hand side of (3.17) is finite), one can use the same approximation of u as in the proof of (3.15) .
Finally, in the general case introduce u (ε) as the mollified u. By the Minkowski inequality (the norm of a sum is less than the sum of norms) the left-hand side of (3.17) with u (ε) in place of u is less than its original. After that writing (3.17) with u (ε) in place of u, using the Lipschitz continuity of F (u ′′ , x) with respect to u ′′ , noting D 2 u (ε) → D 2 u in the above mixed norm (see, for instance, [1] ), and letting ε ↓ 0, we easily finish the proof. The theorem is proved.
Sometimes in the sequel we consider F 's that are positive homogeneous in u ′′ . In that case we impose the following. There exists R 0 ∈ (0, 1] such that, if r ∈ (0, R 0 ] and z ∈ R d , then one can find a convex functionF (u ′′ ) =F z,r (u ′′ ) (independent of x) positive homogeneous of degree one, for which (ii) We have D u ′′F ∈ S δ at all points of differentiability ofF ; (iii) For any u ′′ ∈ S with |u ′′ | = 1, we have
Remark 3.17. It is worth noting that if F is positive homogeneous of degree one with respect to u ′′ and satisfies Assumption 3.1, then it also satisfies Assumption 3.16. Indeed, letF be the function from Assumption 3.1. Then the function lim sup λ→∞ λ −1F (λu ′′ ) is convex, positive homogeneous of degree one, and satisfies Assumption 3.16 (ii) and (iii).
Sometimes the following result is useful.
Proof. Take a nonnegative ζ ∈ C ∞ 0 (B R ) such that ζ = 1 on B r and |Dζ| ≤ N (R − r) −1 , |D 2 ζ| ≤ N (R − r) −2 . It follows from (3.20) that ζu ∈ W 2 p,w (B R ). Then apply Theorem 3.10 to ζu after observing that due to the homogeneity of F we have
This yields the result.
The following result and Lemma 3.12 easily imply Theorem 3.14 once more, however in Theorem 3.14 we do not assume that F is positive homogeneous. 
By Lemma 3.18 we have
By Lemma 3.8 for ε ∈ (0, 1]
It follows that
We choose ε so that εN 1 ≤ 2 −6p , multiply this inequality by 2 −3kp and sum up with respect to even k from 0 to ∞. Then we cancel like terms (which are finite since D 2 u ∈ L p,w (B R )) and come to (3.22) . After that (3.23) follows from (3.22) and (3.24). The lemma is proved. By substituting B r (x 0 ) and B R (x 0 ) in place of B r and B R , respectively, then taking R = 2r = 1 and integrating with respect to x 0 over R d we obtain the following. [18] . In this connection it is useful to know that, for any K 0 , p ∈ (1, ∞) and In the general case, we may assume that the right-hand side of (3.25) is finite and introduce f = F [u] and f (ε) as the mollified f I B R . By Minkowski's inequality (the norm of a sum is less than the sum of norms) the above mixed norm of f (ε) is less than that of f I B R . Then for small ε > 0 define smooth u ε so that they converge to u uniformly on ∂B R and define u ε as unique
such that, if Assumptions 3.16 (θ) and 3.2 are satisfied, then
in B R with boundary condition u ε = u ε on ∂B R . Such solutions exist and belongs to W 2 q (B R ) thanks to Theorem 2.1 of [12] (provided that an appropriate choice of θ is made).
Owing to the Aleksandrov estimate, u ε → u uniformly on B R as ε ↓ 0. In light of (3.25) the mixed norms of D 2 u ε and Du ε are bounded and since u ε → u, they weakly converge in the space with mixed norm to D 2 u and Du. The norm of the weak limit is less than the limit of norms and this proves (3.25) and the theorem.
Elliptic equations in half spaces. First approach
Here we consider elliptic equations in the half-space
without boundary conditions, and prove estimates near the boundary with A p -weights on R d + . A typical and probably the most interesting example of A p -weights on R d + is the distance to the boundary to some power, i.e., w(x) = x q 1 . It is easy to see that w ∈ A p (R d + ) (that is, w is an A p -weight on R d + ) if and only if q ∈ (−1, p − 1). The way to build our estimates is taken from [13] .
Our underlying Ω is R d + and C n are the cubes from Section 3 only lying in R d + . Naturally, L is the set of continuous functions on R d + with compact support.
For n ∈ Z, R > 0 introduce
In this section we consider a function F (u ′′ , x), u ′′ ∈ S, x ∈ R d , that is positive homogeneous of degree one with respect to u ′′ . Furthermore, for any ε ∈ (0, 1]
3)
Proof. To prove (4.1) we use the fact that there is a nonnegative ζ ∈ C ∞ 0 (R) such that ζ = 1 on [2 −n , 2 −n+1 ], ζ = 0 outside [2 −n−1 , 2 −n+2 ] and 2 −n |ζ ′ |, 2 −2n |ζ ′′ | ≤ N , where N is an absolute constant. Then we apply Theorem 3.14 to uζ and, after observing that, due to the positive homogeneity and the Lipschitz continuity of F , we have
immediately arrive at (4.1). Of course, since we used a result in which w is an A p/d -weight on R d rather than on R d + , we first extend w in an even way across {x 1 = 0} with its norm controlled by K 0 . To prove (4.2) we use the same substitution but into (3.7) and choose ρ p = ε2 −pn . Similarly (4.3) and (4.4) are obtained. The lemma is proved. Proof. Multiply both parts of (4.1) by 2 −qn−pn , sum up over n ≥ 0, and use the fact that 2 −qn−pn ∼ x q+p 1 on S n and T n . Then we get
Theorem 4.2. Let q ∈ R. Under the assumptions of Lemma 4.1 and for θ from that lemma, if Assumption 3.1 (θ) is satisfied, then
Multiplying (4.2) by 2 −qn and summing up yields
By combining these estimates with (4.3) and (4.4) we see that for any ε ∈ (0, 1]
By choosing ε in an obvious way, we arrive at (4.5). The theorem is proved. The next theorem follows from Theorems 4.2 and 8.1. satisfied, then there is a constant N , depending  only on d, δ, q, p 1 , p 2 , and R 0 , such that
The reader understands that similar estimate holds for mixed norms when we integrate with respect to x 1 first.
Remark 4.4. Introduce a Banach space of functions on R d
+ having finite norm defined by
It turns out that the set of u ∈ C ∞ 0 (R d + ) that have (closed) support lying in {x 1 > 0} is everywhere dense in this space, so that estimate (4.8) automatically extends to all functions in this space.
To prove this, first take a smooth function η(r) such that η(r) = 0 for r < −1 and η(r) = 1 for r > 0 introduce η k (x) = η(k −1 ln x 1 ), u k = uη k and by using the dominated convergence theorem prove that, if u < ∞, then u − u k → 0 as k → ∞. After that it only remains to apply usual tools to approximate u k by smooth functions which have (closed) support lying in {x 1 > 0}.
In the next section we show that for some values of q it is possible to eliminate the last term in (4.8).
elliptic equations in half spaces. Second approach
We use the setting and the notation from the beginning of Section 4 and in this section we deal with a function F (u ′′ , x) given for u ′′ ∈ S and x ∈ R d + and satisfying one of the following assumptions before which we introduce 
. From Lemma 4.2 of [12] and the proof of Lemma 5.2 of [12] , we can easily obtain a boundary analog of Lemma 3.4. This together with a boundary analog of Lemma 3.5 allows us to apply Corollary 2.10 and yields the following boundary estimate corresponding to Theorem 3.10 above.
Theorem 5.4. Take K 0 ∈ (1, ∞), p > d, and let w be an
and if in addition u is bounded and F satisfies Assumption 3.2 then
Proof. Lemma 3.5 has a natural half space analog and as in the case of (3.15) it suffices to estimate |D 2 u|. We prove this estimate in the same way as in the case of (3.15) by taking the same function u n but substituting it into (5.1) instead of (3.10).
To prove (5.4), it suffices to apply (3.13) to the odd extension of u and the even extension of w across {x 1 = 0} and use the fact that so extended w is in A p (R d ) with its norm controlled by K 0 . The theorem is proved. 
Remark 5.6. Estimate (5.5) also holds with x 1 in place ofx 1 . In such a situation assume that F (u ′′ , x) is independent of x and is positive homogeneous of degree one with respect to u ′′ . Then scalings: x → cx, immediately leads to
for any q ∈ (−1, p 2 /d−1) and u ∈ C 1,1 (R d + ) with bounded support vanishing on {x 1 = 0}.
As before, by using a localization argument, we obtain the following estimate. 6) where N is a constant depending only on d, δ, K F , K 0 , p, and R 0 .
The proofs of the next two theorems are obtained by closely following the proof of Theorem 3.23 (with the lemmas proceeding it) with one distinction that, since we do not have global solvability in Sobolev spaces for equa- 
where the constants N depend only on r, R, d, δ, p, p 1 , p 2 , q, and R 0 .
(θ) is satisfied and Assumption 3.is satisfied as well, then
where the constants N depend only on r, R, d, δ, p 1 , . . . , p d , and R 0 .
Parabolic case
We concentrate our attention here on
and on functions defined on it.
We consider a function F (u ′′ , t, x), u ′′ ∈ S, (t, x) ∈ R d+1 + , on which we will impose some of the following assumptions. (t, x) , R d+1 + , C r (z), respectively. By using similar natural substitutions, we introduce
Here we set Ω = R d+1 + and for n ∈ Z we take C n as the collection of (1, ∞) .
In what follows in this section by A p -weights we mean weights on R d+1 + relative to the parabolic distance.
The following analog of Lemma 3.4 is an obvious corollary of Lemma 3.3 of [15] . Here is a parabolic analog of Lemma 3.5.
Lemma 6.5. (i) There exists a constant
2) where the constants N depend only on d, δ, and K F .
(ii) For any ρ > 0, p ∈ [1, ∞), and u ∈ W 1,2
Proof. First write F [u] = a ij D ij u and take r ≥ ρ and a function ζ ∈ C ∞ 0 (R d+1 ) such that ζ = 1 on C r , ζ = 0 on ∂ ′ C 2r , and
Then by Lemma 5.5 of [7] -
The rest is identical to the proof of Lemma 3.5. The lemma is proved.
Theorem 6.6. Take R ∈ (0, ∞), K 0 ∈ (1, ∞), p > d + 1 and let w be an 5) where N depends only on d, δ, K F , K 0 , p, and R 0 .
The proof of this theorem is practically the same as that of Theorem 3.10.
To prove a parabolic analog of Theorem 3.14 we need the following analog of Lemma 3.12.
Proof. Let G(s, t, x, y) be a Green's function of L := ∂ t + a ij D ij − 1 in R d+1 + and introduce f = −Lu. Then for G(t, y) := G(0, t, 0, y) we have
We are going to use the following estimate easily obtained, say, by probabilistic arguments: for any α ≥ 0
Observe that for any h(t, y) ≥ 0 and α > 0
Furthermore, by using (6.6), Hölder's inequality, and the parabolic Aleksandrov estimate, for q = p/(d + 1) > 1, we get
we get the desired result by integrating in r ∈ [1, ∞) and collecting the above estimates. The lemma is proved. Now by combining Theorem 6.6 and Lemmas 6.7 and 6.5 we get the following in the same way as Theorem 3.14.
Theorem 6.8. Let τ 0 = 0 and take
Then there exists 8) and if, in addition, u is bounded and Assumption 6.2 is satisfied then
To state an analog of Theorem 3.15 order the set of coordinates (t, x) = (t, x 1 , . . . , x d ) arbitrarily as (x 0 , . . . ,x d ). Then we have the following result. 
provided that the left-hand side is finite, where (6.11) and the constant N depends only on d, δ, p 1 , . . . , p d , and R 0 .
One proves this result in the same way as Theorem 3.15 taking care of defining the mollified functions u(t, x) by averaging the values of u with higher values of t in order not to bother about the fact that u may not be defined for negative t.
Then one derives an obvious analogs of Lemmas 2.8 and 3.19 and, by using Theorem 1.9 of [15] (see also Remark 1.11 there) in place of Theorem 2.1 of [12] , one arrives at an analog of Theorem 3.20. 12) where the constants N depend only on r, R, d, δ, p 0 , . . . , p d , and R 0 .
Parabolic case in a half-space
Here we consider functions on
We concentrate on parabolic equations in R d+1 +,+ with zero Dirichlet boundary condition and prove boundary estimates with A p -weights.
For (t, x) ∈ R d+1 +,+ and r > 0 denote C
. and consider a function F (u ′′ , t, x) given for (t, x) ∈ R d+1 +,+ and u ′′ ∈ S. We use the following assumptions. 
+,+ ). Here the underlying set Ω is taken to be R d+1 +,+ and the C n 's are the parts of the C n 's from the beginning of Section 6 which belong to that Ω.
In what follows by A p -weights we mean weights on R d+1 +,+ relative to the parabolic distance.
From Lemma 4.1 of [15] and the proof of Lemma 3.3 of [15] , we can easily obtain a boundary analog of Lemma 3.4. This together with a boundary analog of Lemma 3.5, by relying on Corollary 2.10, gives the following boundary estimate corresponding to Theorems 3.10 and 6.6.
and u vanishes on {x 1 = 0} and on R d+1
By taking into account what was said before Theorems 5.8 and 5.9 and using the solvability of ∂ t u + F [u] = f in smooth cylinders (see Theorem 1.9 and Remark 1.11 of [15] ), we have the following boundary estimates in mixed-norm spaces.
is satisfied, then (the mixed norms below are taken from (6.11)) To further estimate the lower-order terms on the right-hand sides of the estimates above, we need the following fact.
By using the odd extension of u and the even extension of w across {x 1 = 0} and using the fact that so extended w is in A p (R d+1 + ) with its norm controlled by K 0 , from Lemmas 6.7 we get the following corollary in which
We are now ready to prove the following theorem. Proof. Observe that the following is a parabolic analog of (5.6) for R d +,+ :
The way to obtain it from Theorem 7.3 is described in the proof of Theorem 5.7 and could be easily mimicked in the parabolic setting. By integrating both sides of (7.4) with respect to (t 0 , x 0 ) ∈ R d+1 +,+ we get The one-dimensional example of F [u] = D 2 u and u(t, x) = sinh x shows that (7.5) is wrong without the additional assumption on its left-hand side.
Remark 7.9. The reader understands that one has similar estimates for the integrals with respect to x 1 , x ′ , and t mixed in any other order.
Remark 7.10. In [9] the authors consider linear F with coefficients depending only on time in a measurable way and prove a priori estimates similar to the one in Theorem 7.8, however, for any p 1 = p 2 , p 3 > 1 and q ∈ (−1, 2p 1 − 1) . The latter range is much wider than ours (−1, p 1 /(d + 1) − 1), but our operators are much more general and we have three integrals.
It is worth noting that the range (p 1 − 1, 2p 1 − 1) was used in [10] to build the solvability theory of parabolic equations in Sobolev spaces with weights with the highest order of derivatives being an arbitrary given number: positive, negative, integral or fractional.
Appendix
Here we take Ω = Ω 1 × · · · × Ω d , where Ω j = R or R + , j = 1, . . . , d and let µ to be the Lebesgue measure on Ω. We take integers 0 = l 0 < l 1 < . . . be a subset ofΩ i and C n =Č 1 n × · · · ×Č m n . By A p -weights onΩ i we mean the A p -weights relative to all translates ofČ i n , n ∈ Z, belonging toΩ i , and, naturally, A p -weights on Ω are defined using all translates of C n , n ∈ Z, belonging to Ω. Proof. We follow the proof of Corollary 2.7 in [5] . Recall the extrapolation theorem of J. L. Rubio de Francia [18] which says that for any constant Λ j ∈ (1, ∞), j = 1, . . . , m, there exists a constant Λ j−1 = Λ j−1 (d − j, p j , p j+1 , K 0 Λ j ) ∈ (1, ∞) (we drop its dependence on the k(i)'s) such that, if (a) for two nonnegative functions U j and G j onΩ j+1 it holds that Ωj+1 U p j j w(x j+1 ) dx j+1 ≤ N j Ωj+1 G p j j w(x j+1 ) dx j+1 (8.1) for some N j ∈ (0, ∞) and for every w ∈ A p j (Ω j+1 ) with [w] p j ≤ Λ j−1 , then (b) we have
w(x j+1 ) dx j+1 (8.2) for some N j+1 ∈ (0, ∞), depending only on d, j, K 0 Λ j , p j , p j+1 , and N j , and for every w ∈ A p j+1 (Ω j+1 ) with [w] p j+1 ≤ K 0 Λ j . In this form the theorem is proved in [5] . We define Λ m−1 = 1 and find all Λ j , j = 0, 1, . . . , m − 1. Then assume that m ≥ 2 and define U 0 (x) = u(x),
and similarly we introduce if w j+1 ∈ A p j+1 (Ω j+1 ) and w(x j+2 ) ∈ A p j+1 (Ω j+2 ) with
because then [w(x j+1 )] p j+1 ≤ K 0 Λ j . Remarkably, this implies that (a) holds with j + 1 in place of j. Then (b) also holds with j + 1 in place of j. This justifies the induction and proves the theorem.
