Abstract-Random finite sets (RFS) are recent tools for addressing the multi-object filtering problem. The probability hypothesis density (PHD) Filter is an approximation of the multi-object Bayesian filter, which results from the RFS formulation of the problem and has been used in many applications. In the RFS framework, it is assumed that each target and associated observation follow a hidden Markov chain (HMC) model. HMCs conveniently describe some physical properties of practical interest for practitioners, but they also implicitly imply restrictive independence properties which, in practice, may not be satisfied by data. In this paper, we show that these structural limitations of HMC models can somehow be relaxed by embedding them into the more general class of pairwise Markov chain (PMC) models. We thus focus on the computation of the PHD filter in a PMC framework, and we propose a practical implementation of the PHD filter for a particular class of PMC models.
I. INTRODUCTION
T HE multi-target filtering problem consists in estimating random states of an unknown number of targets from a set of observations which are either due to detected targets or are false alarms measurements. Early solutions include the Joint Probabilistic Data Association (JPDA) filter [1] , [2] and the Multiple Hypothesis Tracking (MHT) filter [3] , [4] , which both include a matching mechanism that aims at optimizing the association between observations and targets. An alternative class of solutions, based on RFS, i.e., of sets of random variables (r.v.) with random cardinal, has also been proposed [5] - [7] . RFS-based solutions no longer try to associate a target to a given observation, and so avoid the intensive computational cost of the association mechanism required in the classical solutions. Among RFS based solutions, the PHD filter propagates the first order moment of the posterior multi-target density (mtd), which is a real and positive function associated to a RFS that generalizes the probability density function (pdf) [7] , [8] . This technique has now become popular and many multi-object filtering problems have been addressed with a PHD approach, see e.g. The authors are with Mines Telecom Institute, Telecom SudParis, CITI Department, 91011 Evry, France, and with CNRS UMR 5157 (e-mail: yohan.petetin@it-sudparis.eu).
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Digital Object Identifier 10.1109/TSP.2013.2271751 [9] , [10] . So from now, we focus on RFS and PHD based solutions. Following these pioneering works, a number of contributions which aim at improving the performances of PHD based solutions have been proposed, mainly in two directions.
On the one hand the PHD filter cannot be computed directly, so some works have focused on implementation issues. Implementations based on numerical approximations, such as the Gaussian Mixture (GM) PHD filter [11] - [13] , or on Sequential Monte-Carlo (SMC) methods [14] - [16] have been proposed and studied theoretically.
On the other hand, other contributions try to relax some of the assumptions underlying the derivation of the PHD filter in order to derive more realistic algorithms. For example, the PHD filter was originally derived under Poisson hypothesis for the predicted-target and clutter processes. Mahler relaxed these hypotheses and derived, at the price of an increasing complexity, the so-called Cardinalized PHD (CPHD) filter, which in addition to propagating the PHD, also propagates the cardinality distribution of the number of targets [17] ; later on, practical implementations of the CPHD filter were further derived [18] . Other improvements of the PHD filter have also been developed, see e.g., [19] .
In this paper, we focus on the computation of the PHD filter when the usual independence assumptions followed by each target are violated. More precisely, most multi-object filters, including the PHD filter, rely on the assumption that the targets and the observations they produce follow the well known HMC model which is also widely used in single object filtering, see e.g., [20] , [21] . In the HMC model, it is assumed that for a given target, the states are a Markov Chain (MC); and that given all the states, the observations are independent and the observation at time only depends on the state at time . These models are of practical interest because it is possible to derive filters of interest (Single-object Bayes filter, Multi-object Bayes Filter, PHD filter). Such filters actually rely on the given transition pdf of the MC, and on the given likelihood pdf of a measurement with a given state which characterizes how the measurements are produced from the states. These pdfs are chosen according to the physical tracking problem at hand, and to the sensors which are used to track the targets. However, the Markovian and independence assumptions which are implicit in HMC modeling may not be satisfied in practice, i.e., the data do not necessarily fit the strong assumptions underlying these models [22] .
Our motivation in this paper is thus to propagate the PHD, while relaxing some of the assumptions which underly the classical HMC modeling. To that end, we resort to PMC models [23] , [24] which are more general than HMC ones. So we first discuss on the statistical properties of PMC as compared to HMC, and next compute a PMC PHD filter adapted to an underlying PMC model. Since any HMC is also a particular PMC, our class of PMC PHD filters encompasses the classical HMC based PHD solutions, which are a particular case. We finally consider several practical aspects of PMC models, and in particular show that it is possible to build PMC models which preserve HMC physical properties of interest.
The rest of this paper is organized as follows. In Section II we first motivate our contribution by recalling the main limitations of HMC models and the advantage of PMC ones, and illustrate them in the classical linear and Gaussian model framework. In Section III we recall the RFS approach and the HMC based PHD filter, and next derive a PMC based PHD filter, as well as a GM implementation for linear and Gaussian PMC. In Section IV we discuss on the practical aspects of PMC models and we validate our solution via simulations. We finally end the paper with a Conclusion.
II. MOTIVATION
Among the assumptions underlying RFS based solutions and, in particular, the PHD filter ( [6] , Ch. 6), it is assumed that each target and the associated observation follow an HMC model (other assumptions will be recalled later since they are not decisive in this section). Here we recall the statistical properties of HMC models and we show their main limitations.
A. HMC Models
Let a state and its associated observation (as far as notations are concerned, we do not differ r.v. and their realizations). Then is an HMC if the joint pdf of can be factorized as follows: (1) where is the transition of state given at time , and is the likelihood pdf of a measurement given state at time . Let denote the Gaussian pdf with mean and covariance matrix taken at point . A classical example of HMC models is the linear and Gaussian model:
where is an matrix, is a matrix, are independent, and and . We assume that and are positive definite for all . The hypotheses on noises and imply that is an HMC where and . Model (2)-(3) can be written under a block matrix form (the usefulness of this reformulation will appear clearer later); plugging (2) in (3), and setting , (2)- (3) read (4) where are independent zero-mean Gaussian noises, independent of , with
Most of single-and multi-target filters have been developed for HMC models (1) , and in particular for linear and Gaussian HMC (2)-(3). These models are popular for both computational and physical modeling reasons, as we now recall.
On the one hand, model (1) leads to the recursive computation of pdfs of interest such as the filtering pdf , used in single target filters, via the Kalman filter or via numerical and stochastic approximations [25] , [21] , [26] .
On the other hand, HMCs enable practitioners to turn a real problem into a probabilistic model. More precisely, pdf describes the dynamical evolution of the state over time, whereas pdf measures the likelihood of observation with state and so characterizes the sensor used to detect the targets.
B. Statistical Limitations of HMC Models
Although HMC models are popular, factorization (1) 
C. PMC Models
We start with the following observation. Let be an HMC. In addition to P.1 and P.2, one can check that satisfies the following property: P.3 couple is an MC, i.e., . Next, a model in which P.3 holds is called a PMC model. So is a PMC if and only if the joint pdf of factorizes as follows: (6) In other words, in a PMC model only the pair is assumed to be an MC. Note that an HMC model is a PMC model in which, in addition, P.1 and P.2 also hold; in this particular case, and transitions reduce to
Particularly interesting, in a PMC, is not necessarily an MC [27] , which is an hypothesis used in most filtering algorithms; and given with , the law of does not necessarily depend on only, but also on and . Note that in a stationary reversible PMC, is an MC if and only if [28] . So more complex scenarios can be considered via PMC models (as we will see e.g., in Section IV), including scenarios where is not Markovian.
As an illustrative example, the classical state-space model (4)- (5) is a particular case of (9) where are independent zero-mean Gaussian noises, independent of , with
The transitions of this PMC model are given by
From a computational point of view PMC models can also be used in practice because as in HMC models, the filtering pdf can be computed recursively via (12) which reduces to the classical Bayesian filter when (7)- (8) are satisfied. Note that in (12) , the new state is no longer introduced via but via , which depends on ; also, the new measurement is injected via pdf which depends on the former measurement , contrary to the HMC Bayesian filter where the new measurement is injected via . Finally, (12) can either be computed exactly ( [29] , (13.56) and (13.57)) [30] (in the linear and Gaussian case) or approximated via Monte Carlo approximations [27] .
III. MULTI-OBJECT FILTERS FOR DYNAMICAL PMC MODELS
In this section we shall develop multi-object filters based on RFS when the targets and the associated observations can be modeled by a PMC model, and we propose a GM implementation for the particular linear and Gaussian case (9)- (10).
A. A Review of the PHD Filter Based on RFS
1) The Classical RFS Approach: RFS are well suited to the multi-object filtering problem, since the number of targets and measurements can indeed be considered as random and time varying. More precisely, the RFS approach considers that at a given time the targets and measurements are two RFS:
where and are random integers. Remember that we do not differ r.v. and their realizations, and so we do not differ RFS and their realizations either. The measurement associated to a given state is still noted , as in Section II; in addition, notation is used when we do not know if is a measurement associated to a given target or is a false alarm measurement, and indeed RFS contains measurements due to detected targets but also to false alarms. If a given target is not detected, then there is no measurement associated to in . In that framework, the multi-target filtering problem consists in computing the mtd of RFS from the past measurements up to time , i.e., from . However, this filter is difficult to compute, above all when the number of targets is large, because it involves the computation of set integrals [8] . We now turn to the PHD filter.
2) The PHD Filter: The so-called PHD (or intensity) of RFS is defined as the first order moment of mtd [7] . This function satisfies the following property: let be a region and let be the number of objects of RFS which belong to region (remember that it is an r.v.); then satisfies (13) In other words, is the spatial density of the expected number of targets. Using PHDs has several advantages. First, enables both to compute the expected number of objects in , and to estimate the states of by looking for local maxima of . Next is a function of , and not of RFS , which becomes of practical interest when we turn to propagation issues. In this context, the approximated multi-object filtering problem consists in propagating PHD of mtd over time . Let us assume that:
A.1 each target evolves and generates observations independently of one another according to an HMC model [6] ; A.2 the clutter process is Poisson and clutter measurements are independent of target-originated measurements; A.3 the predicted-target process, which governs the birth and surviving targets, is Poisson (Poisson hypothesis can be relaxed, which leads to the CPHD filter, where we also propagate the cardinality distribution of RFS [17] , [18] ). Let us introduce or recall some notations:
• (resp. ) is the probability that a target with state at time (resp. ) still exists (resp. is detected) at time ;
• is the PHD of the clutter measurements RFS at time ;
• is the PHD of the birth targets RFS at time ;
• (resp. ) is the transition (resp. likelihood) pdf of the HMC model followed by the targets. For simplicity we consider in this paper that there is no spawning (if there is spawning the extension is immediate). The PHD filter (derived by Mahler [7] ) propagates the a posteriori PHD , and consists of a prediction step followed by an updating step: (14) (15) Although (14) and (15) now involve classical integrals, it is still impossible to compute them exactly, even in the linear and Gaussian case. So many contributions have been proposed [11] , [14] , [16] which aim at deriving relevant implementations of the PHD filter.
B. A PMC Approach
In Section II we raised the statistical interest of PMC models. So from now on we assume that the targets and their associated measurements follow a PMC model and we extend the PHD filter (14)- (15) to these new conditions.
1) General Considerations-Taking Into Account Observations via a 2-Dimensional Joint Intensity:
First, note that for a given pair (target, observation) following a PMC model, the local transition pdf and likelihood pdf still exist but should not simply be used instead of and in (14)- (15) . Doing so would implicitely mean that properties P.1 and P.2 hold which, as we have seen already, is not necessarily true in a PMC model.
Next, directly computing in a PMC seems complicated because is not necessarily Markovian, and the dynamics of each target now depends on its associated observation (see (12) ). However, as we shall see in Section IV it will indeed be easier to propagate a joint intensity , and eventually obtain the PHD of interest as (note that by a slight abuse of notation, denotes either a function of or of , and finally computing is no longer necessary. Of course, similar difficulties occur in the multi-target framework, since at each time instant , each target may be detected (which means that among all observations there exists a realization of r.v. associated to target ) or undetected, and some of the observations may be false alarms. Consequently in the next section, we shall look for propagating a joint (target, observation) PHD filter.
2) A PHD Filter for PMC Models: So we now look for computing the PHD of RFS given a realization of all past measurements , where
By construction, the dynamical evolution of a random couple in , and the connection of a measurement in with some couple in , are described as follows: 1) Since each individual pair (target, observation) follows a PMC model, is Markovian with transition pdf . Observe that includes the dynamical model of the target via , but also the link to the sensor via . For physical reasons, we will assume that a couple survives with a probability which depends only on state ; 2) given couple , we define the likelihood of a measurement in as where is the Dirac delta function which satisfies, for if and 0 otherwise (see e.g., ([8] , p. 693) Indeed, remember that is the r.v. observation associated to the target with state ; so for a given realization , if , one can claim that measurement is not produced by and that (given ) it does not depend on past measurements. For physical reasons, we will assume that a couple is detected with a probability which depends only on state . From the previous statistical considerations, the multi-object Bayes Filter reads (18) (19) where denotes the set integral, and are the multi-object Markov and likelihood densities which can be constructed as in ([8] , 13.43) and ( [8] , 12.140) respectively (see also [14] ), except that the transition of an element of is given by and the likelihood of a measurement with by . We are now ready to derive a PHD filter for PMC models. We first need to adapt assumptions A.1-A.3 (see Section III.A2) to the PMC context. So let A.1-A.3 become A .1-A .3 . A .1 assumes that each given pair (target, observation) is a PMC and evolves independently of any other pair; A .2 coincides with A.2; and A .3 states that the predicted-couple process which governs the birth and surviving targets is Poisson.
From the previous assumptions and the multi-object Bayes Filter (18)- (19) , it follows that PHD can be propagated via a prediction and an update equations:
Finally remember that . Note that this integral w.r.t. variable can reduce to a sum, depending on the nature of : the first term in (21) is associated to non-detected couples , while the second term is associated to detected couples. Remember that if a target is detected, its associated measurement is necessarily in and it is thus not surprising that the expectation of the number of detected couples in region where , is null.
Remark 1: Let us analyze how
propagates in time when the parameters of the PMC PHD filter reduce to those of the HMC one, i.e., when for given functions and and are built as
(this choice is justified by the fact that in an HMC model, the likelihood of a measurement with state is given by ). Writing (24) and applying (20) - (21), we show that is propagated via (14)- (15) , which means that the marginalized PMC PHD filter reduces to the classical HMC PHD one.
C. A GM Implementation of the PMC-PHD Filter for Linear and Gaussian PMC
Linear and Gaussian models are widely used in multi-object filtering [11] , [10] . So in this section, we focus on general linear and Gaussian PMC models (9)- (11) . We assume that the birth intensity is a GM: (25) and that the probabilities of survival and of detection are independent of state . Let us assume that at time , PHD writes as (26) where (27) (28) where belongs to a given set with possible repetitions.
1) Prediction
Step: Plugging (26), (27) and (28) in (20), PHD is a GM:
where (32) (33)
This result is based on Lemma 1 (see Appendix A) applied to for the derivation of and to for that of . Finally, by reordering the terms of GM (29) and setting can be rewritten as (36) where we introduce the following notations:
(37)
2) Update
Step: Plugging (36) in (21) so the form of PHD is the same as that of . Contrary to the classical GM implementation [11] , PHD is no longer a GM but a sum of a GM for components which correspond to mis-detections and of a normal-discrete (ND) mixture (i.e., a GM w.r.t. and a discrete mixture w.r.t. ) for detection terms. However, remains a GM. Remark 2: Remember that if the PMC reduces to an HMC and assumption (23) on holds, then the PMC PHD filter reduces to the classical one. So here, if (48) and for all then the GM-PMC PHD filter reduces to the classical GM PHD one [11] with and . Comparing to the GM HMC PHD filter [11] , the extra computational cost induced by our GM PMC PHD implementation is negligible since it is only due to matrices and which, for example, add some extra terms in (33) . On the other hand, this GM implementation for linear and Gaussian PMC models suffers from the same implementation issues as the GM one for linear and Gaussian HMC ones: due to the update step, the number of components of the mixture grows exponentially. So one should adapt existing solutions to reduce the number of components. The pruning and cutting techniques are well known [11] : we delete components of the mixture, the weights and of which are under a given threshold , and one can limit the number of components of and of by keeping respectively the and components with highest weights. However, due to the nature of , the merging step is slightly modified, as explained in the next section.
3) Merging: A well known technique for reducing the cardinality of the mixture consists in merging components which are close. However here, contrary to the merging step of the GM implementation in the HMC case [11] , one should not merge the components of which are due to mis-detections with those of which are due to detections because their forms are different: is a GM while is an ND mixture. This argument can be illustrated with the following scenario. Assume that and . Then
. So if we assume that and are close enough, they would be merged in the classical GM implementation [11] . The state is estimated by ; however, we are sure that is due to the target described by Gaussian so we should estimate the state with . Remark 3: In the scenario described above, an estimate of the number of targets is , whereas it should be 1, since measurement is inevitably due to the predicted state (there is no false alarm measurement) and the expectation of the predicted number of targets is 1. As is well-known [31] , this problem is due to the Poisson assumption upon which the derivation of the update step of the PHD filter [7] relies, and is corrected by the CPHD filter [17] .
So we actually consider two merging steps: one for and one for . For , we will merge Gaussians and (which are of dimension ) if for a given threshold we have:
Finally, two components and (now of dimension ) of will be merged if and satisfy (49) and . In other words, we only merge Gaussians which share the same observation .
Once the pruning and merging steps have been performed, one can extract states: a Gaussian with weights above a given threshold, typically 0.5, will be considered as a target with state given by the mean of the Gaussian.
IV. APPLICATIONS AND SIMULATIONS
In this section, we describe some statistical models which are of practical interest and which do not fit the HMC framework. The practical interest of some particular PMC models has been pointed out in a recent contribution [22] . In addition, we present another practical interest of PMC models: we show that linear and Gaussian PMC models enable us to keep the physical constraints of a given HMC model while relaxing its independence assumptions. Finally, we compare both the HMC and PMC based PHD filters on simulations.
A. Example 1-Correlated Process and Measurement Noises
In the linear and Gaussian model (2)- (3), we have assumed that process and observation noises were independent. Let us now assume that and are dependent with . Such a correlation may appear during the discretization step of a continuous model [22] . This model is a linear and Gaussian PMC model in which matrix is unchanged when compared to the linear and Gaussian HMC model (4), but the covariance matrix in (5) becomes Indeed, using Lemma 2 in Appendix A, we see that depends on and via its mean , which reads (of course, reduces to if .) So property P.2 is not satisfied, which ensures that this simple model is not an HMC.
B. Example 2-Colored Measurement Noise
Another example ( [32] , Section 8.4) [33] is the case where we relax the mutual independence hypothesis of noises in (3) and assume that is an MC (observation noise is colored), where is a sequence of independent noises, independent of and of . Then, using (2) and ,
becomes
This model is still a linear and Gaussian PMC (9) where (50) (51) Again, depends on , but also on and , via its mean which here reads .
C. A Particular Class of Linear and Gaussian PMC Models
HMC are popular partly because and describe a given physical problem of interest for practitioners. The derivation of linear and Gaussian PMC models which share the same local physical properties as given HMC ones, but in which some independence assumptions would be relaxed, and in particular properties P.1 and P.2, is thus a major stake.
So let us assume that and are given. Our goal in this section is to construct PMC models, such that the transition pdf is independent of the initial conditions at time , and such that for all coincides with , and with ; but remember that in general will not be equal to , and will not be equal to
. We have the following result (the proof is given in Appendix B). 
and where and can be arbitrarily chosen provided is positive definite.
Let us comment this result. Setting and we get model (4)- (5) again, which is not surprising, since the classical linear and Gaussian HMC model described by and is of course one particular element out of this general class of PMC models. Next, if we set then and we are in a situation where P.2 and P.3 are satisfied, but not P.1, i.e., is independent of and given ; if furthermore we set then becomes independent of given , so P.1 is satisfied.
D. Performance Analysis
Let us now study the benefit of a PMC-PHD approach when indeed data no longer follow a classical HMC model. In order to compare the algorithms, we compute at each time step the Optimal Subpattern Assignment (OSPA) metric [34] which takes into account the number of estimated targets and the estimated states, and compare them with the true set of targets. Let and be two finite sets. Here, represents the estimated finite set of targets and represents the true finite set of targets. For and , let ( is the Euclidean norm), be the set of permutations on , and let be the -th component of a given permutation . The OSPA metric is defined by: 
Remember that in these models, the pdfs of given , and of given , respectively coincide with and . So we actually compare a PMC-PHD filter based on model (56)-(61) to an HMC-PHD one based on and , and in this case both algorithms rely on models which locally share the same physical properties.
We consider a scenario of 6 targets: targets 1 and 2 born at , targets 3 and 4 born at , and targets 5 and 6 born at . We track the positions and velocities of targets in Cartesian coordinates, . We generate uniformly a mean of 20 clutter measurements on region , so the clutter intensity is taken as , where is the indicator function of . We also set and . A realization of such a scenario is displayed in Fig. 1 .
For the GM-HMC implementation, the birth intensity is chosen as where correspond to areas where target may appear (e.g., ) and ; for the GM-PMC implementation it is chosen as The pruning and merging thresholds are respectively and meters, we keep at most Gaussians for the GM-HMC implementation, and we set for the GM-PMC one. A Gaussian is considered as a target as soon as its weight is above 0.5. Other values of these parameters do not affect the results.
We set and in (65) and we compute the OSPA distance averaged over 200 runs. Results are displayed in Fig. 2 . We observe that the PMC PHD filter outperforms the HMC one although both algorithms share the same pdfs and . However, the usual independence assumptions are no longer satisfied; the statistical properties of PMC models are not taken into account by the GM-HMC implementation. Because and are different from 0, properties P.1-P.2 are not satisfied. In particular, pdf (66) is approximated in the HMC formulation by , where is given in (64). So the information brought by observation is not taken into account in the HMC implementation, and the incertitude on state , given and , increases. Such an approximation has consequences on the means and covariances of the GM, which will affect the estimates of the states, but also on the weights of the GM, which will affect the extracted number of targets. Indeed, the localization error (first term of r.h.s of (62)) averaged over time, is approximately 3.14 for the GM-PMC implementation, and 5.68 for the GM-HMC one; the cardinality error (second term of r.h.s of (62)) which, averaged over time, is 4.23 for the GM-PMC implementation and 5.12 for the GM-HMC one.
The estimated total mass of the PHD is well estimated for both implementations but that of the HMC one becomes less reliable when time increases, as is shown in Fig. 3 where we have displayed the standard deviation of the estimated total mass of the PHD for the GM-PMC implementation, normalized w.r.t. that of the GM-HMC one.
The computational time is almost the same for both methods (approximately 0.65 second per iteration), which is not surprising since both filters only differ via terms and which are null in the HMC case. So the performances improvement requires a negligible extra computational cost.
We have shown that the HMC-PHD filter is not adapted for such a scenario although both implementations share the same pdfs and . A common trick to get around modeling mismatches in the HMC context is to tune the process noise of the motion model. So for the same scenario, we compute the HMC-PHD filter by replacing in (64) by in (66) and by . The time averaged OSPA distance are now respectively 10.9785 and 10.9092; so the trick does not improve the performances of the HMC-PHD filter. This is because the physical properties of the new HMC model, described by and no longer coincide with the true ones, described by and .
V. CONCLUSION
In this paper we showed that the strong structural properties involved by the classical HMC model assumption in the multi-target filtering problem could indeed be relaxed. We computed a PHD filter adapted to PMC models, which is a class of stochastic models which embeds and generalizes HMC. We proposed a GM implementation of our PMC PHD filter for general linear and Gaussian PMC models, and we validated our results via simulations, in a scenario where we kept the local physical properties of linear and Gaussian HMC models, while relaxing their statistical constraints.
APPENDIX A CONDITIONING AMONG GAUSSIAN VARIABLES
We recall in this section two classical results on Gaussian pdfs (see e.g., [35] ).
Lemma 1: Let (resp. ) be a (resp. ) positive definite matrix (other vectors and matrices are of appropriate dimensions), then Lemma 2: Let (resp. ) be a (resp. ) matrix and a matrix. Let us assume that pdf of is a Gaussian, Then APPENDIX B PROOF OF PROPOSITION 1 We use an induction argument. So let us assume that at time . Then the pdf of couple can be written as Next, according to (9) and (10) . Using Lemma 1 (see Appendix A), is computable in function of and , and condition implies that
Next, using again Lemma 1 we compute the parameters of Gaussian , and from Lemma 2 we compute in function of the parameters of the PMC model. Using the fact that assumption is valid whatever , we get the following conditions on and :
