Abstract. We consider algebras of quantum differential operators, for appropriate bicharacters on a polynomial algebra in one indeterminate and for the coordinate algebra of quantum n-space for n ≥ 3. In the former case a set of generators for the quantum differential operators was identified in work by the first author and T. C. McCune but it was not known whether the algebra is Noetherian. We answer this question affirmatively, setting it in a more general context involving the behaviour Noetherian condition under localization at the powers of a single element. In the latter case we determine the algebra of quantum differential operators as a skew group algebra of the group Z n over a quantized Weyl algebra. It follows from this description that this algebra is a simple right and left Noetherian domain.
Introduction
This paper brings together two approaches to algebras of quantum differential operators. On the one hand there is the formal axiomatic approach of Lunts and Rosenberg [13] where a notion of quantum differential operator is defined and one can then set out to identify the algebra of operators for familiar algebras and analyse their properties. The definition of these quantum differential operators requires the base k-algebra R to be Γ-graded for some abelian group Γ and depends on the choice of a bicharacter β : Γ × Γ → k * . The first author and T. C. McCune have contributed to this theory through their identification of the quantum differential operators for appropriate bicharacters, of the polynomial algebra k[x] in one variable [8] and the coordinate algebra of the quantum plane [9] . A second approach is to study algebras that are either generated by particular operators of an intuitively quantum differential nature or are generalizations of familiar algebras of differential operators. Examples of the latter in the work of the second author are the quantized Weyl algebras [10] , arising from the quantum calculus of Maltsiniotis [14] , and the algebras generated by two or more Eulerian derivatives [11] . Quantized Weyl algebras are iterated skew polynomial algebras over the field k, making many of their properties transparent. Algebras constructed in this approach are often subalgebras of the more formal algebras of quantum differential operators of Lunts and Rosenberg and one can then ask how close the relationship is and whether known properties of the subalgebras can enhance the understanding of the full algebras. The most substantial two projects in the paper are instances of this.
The algebra D of quantum differential operators on the polynomial algebra k [x] , for a particular bicharacter depending on a parameter q, was studied in [8] where a set of generators was identified together with relations satisfied by those generators and some structural properties. The main question left open was whether D is Noetherian and we here we shall answer this positively, under reasonable conditions on the parameter q. The algebra D x of quantum differential operators on the Laurent polynomial algebra k[x ±1 ] is more accessible than D and is obtained from D by localizing at the powers of x which, although x is not normal in D, form a right and left Ore set. In particular, D x is readily seen to be right and left Noetherian. This raises an interesting general problem, namely, given a domain A and an element a ∈ A such that the powers of a form a right and left Ore set and the localization A a is Noetherian, to find conditions on A and a which guarantee that A itself is Noetherian. We make a contribution to this problem by showing that under conditions that, although they appear strong, are satisfied by D and x. This is heavily dependent on the work of Rogalski [17] . In addition to the Noetherian result, we find a basis for D and a complete set of defining relations. The approach here follows that used in [11] in the study of algebras generated by Eulerian derivatives.
Our second project concerns the identification of the algebra of quantum differential operators for the coordinate algebra of quantum nspace for n ≥ 3 and a natural bicharacter. We shall see here that, under reasonable conditions, this algebra is a skew group algebra of the group Z n over a quantized Weyl algebra. The approach here is first to identify quantum differential operators that generate a subalgebra that is isomorphic to such an algebra and then to show that this subalgebra is the full algebra of quantum differential operators. Many structural properties follow from this description. In particular the algebra of quantum differential operators is a simple right and left Noetherian domain.
Other algebras for which we consider quantum differential operators are quantum tori, the coordinate algebra of the quantum plane and the quantum exterior algebra. Operators related to quantum differential operators, such as derivations, skew derivations, and generalized derivations, on the algebras that we consider have been well studied, see [1, 2, 3, 4, 16] and references therein.
The paper is arranged as follows. The preliminaries of quantum differential operators are explained in Section 2. Section 3 is concerned with quantum differential operators on polynomial algebras and Laurent polynomial algebras. This section includes a summary of the results of [8] and our discussion of the Noetherian problem discussed above. In Section 4, we consider quantum differential operators over the coordinate algebras of quantum n-space and quantum tori. We recall the results on the quantum plane from [9] and then study the case of the coordinate algebra of quantum n-space, concentrating on the case n ≥ 3 where there are distinct differences to the cases n = 1, 2. The short Section 5 deals with the quantum experior algebra for which the algebra of quantum differential operators is the entire algebra of linear maps on the quantum exterior algebra.
Let M q,0 = RZ q (M)R. For i ≥ 1, M q,i denotes the R-bimodule generated by the set k -span{m ∈ h(M) | ∃a ∈ Γ such that [m, r] a ∈ M q,i−1 ∀r ∈ R}.
Note, M q,0 ⊂ M q,1 ⊂ · · · and M q−diff = ∪ i≥0 M q,i . When M = grHom k (R, R) we get the filtered algebra of quantum differential operators D q (R) = M q−diff and the R-bimodule of quantum differential operators of order ≤ i is D i q (R) = M q,i . For each r ∈ h(R) let λ r , ρ r ∈ grHom k (R, R) be the left and right multiplication maps, λ r (s) = rs ρ r (s) = sr ∀s ∈ R.
By the definition of quantum differential operators, we have:
• The algebra D 0 q (R) is generated by the set {λ r , ρ s , σ a | r, s ∈ R, a ∈ Γ} where λ r ρ s = ρ s λ r , σ a λ r = λ σa(r) σ a , and σ a ρ r = ρ σa(r) σ a . For any algebra A and a group G acting on A, the skew-group algebra A#G is the left free A-module with basis {g | g ∈ G} along with an associative multiplication defined by (a 1 g 1 )(a 2 g 2 ) = a 1 g 1 (a 2 )g 1 g 2 .
Then D 0 q (R) is a homomorphic image of (R ⊗ Z(R) R o )#Γ where Z(R) denotes the centre of R, R o denotes the opposite algebra of R, and the homomorphism is given by (a ⊗ b o )γ → λ a ρ b σ γ .
• For i ≥ 1, each D i q (R) is the R-bimodule generated by the k-span of the set
Notation 2.1. For n ∈ N and m ∈ k * , the q-number [n] m is defined to
3. Quantum Differential Operators on Polynomial Algebras 3.1. Polynomial algebra in one variable ( [8] ). Let k be a field and let q ∈ k be transcendental over Q. Let R = k[x] be the polynomial algebra in one variable. R is Z-graded, with deg(x) = 1. Define the bicharacter β : Z × Z → k * by β(n, m) = q nm . It is shown in [8] that the algebra of quantum differential operators on R, denoted by D q (R), is a k-algebra generated by the set
the operators are given by:
We now aim to determine a full set of defining relations for these generators and a basis for D := D q (k[x]). To facilitate the handling of monomials in the generators x, ∂, ∂ β and ∂ β −1 , we rewrite ∂ β and ∂ β −1 as ∂ 1 and ∂ −1 respectively. In general formulae involving ∂ a for a = −1, 0, 1, ∂ 0 should be interpreted as ∂.
The generators x, ∂, ∂ 1 and ∂ −1 satisfy the Weyl algebra or quantized Weyl algebra relations
and the relations, inserting x into commutation relations,:
There is also q-commutation between ∂ 1 and ∂ −1 :
We shall show that (3.1), (3.2) and (3.3) form a full set of defining relations for D. In [8] , this was claimed for (3.1), (3.2), (3.3) and an extra relation, (3.9) below, which we can now derive from the others. However the proof given in [8] is invalid.
Let E denote the k-algebra generated by x, ∂, ∂ 1 and ∂ −1 subject to the above relations (3.1), (3.2) and (3.3). Thus there is a surjective k-homomorphism θ : E ։ D. There will be some abuse of notation in using the same notation for elements of D and E. We shall show that θ is an isomorphism. In the following lemma [n] m is defined as in Notation 2.1.
Lemma 3.1. The following relations, where a = −1, 0, 1 and b = −1, 0, 1 hold in both D and E:
Proof. Both (3.4) and (3.5) are obtained from (3.2) using (3.1). The relations (3.6) and (3.7) can be deduced inductively from (3.1). Using (3.3), the relation (3.4), in the case a = 1, b = −1, simplifies to (3.8) . By (3.1) with a = 1 and (3.8) we have (3.9). Using (3.3), the relation (3.5) in the case a = 1, b = −1 simplifies to (3.10).
Remark 3.2. In the initial list of relations, (3.3) can be replaced by (3.9) . To see this, assume that (3.1), (3.2) and (3.9) hold and use (3.9), (3.2) with a = −1 and b = 1, and (3.1), with a = −1, to write
Then pre-multiply by ∂ 1 and apply (3.2), with a = 1 and b = −1, to obtain
. (3.12) Next apply (3.1), with a = −1, and (3.11) to deduce that
Thus, in our claimed full set of defining relations, (3.3) may be replaced by (3.9) .
In D and in E, let σ a := 1 + (q a − 1)x∂ a for a = 1, −1. By (3.1), there are alternative expressions σ a = q −a (1 + (q a − 1)∂ a x). In D, σ 1 and σ −1 act as inverse k-automorphisms of k[x].
Lemma 3.3.
(1) σ 1 and σ −1 are inverses of each other in E as well as in D.
(2) The following relations are satisfied:
Proof.
(1) The relations σ 1 σ −1 = 1 = σ −1 σ 1 can be derived from (3.1), (3.3) and (3.8).
(2) (3.13) is simply (3.8) rewritten in terms of σ −1 and (3.14) is easily checked using (3.2).
Lemma 3.4. For a = 1, −1, the following homogeneous cubic relations hold in D and in E.
Proof. These relations, which are special cases of relations established for D in [11] follow from previously listed relations on comparing the results of simplifying the expression (∂∂ a − q a ∂ a ∂)x(∂∂ a − q a ∂ a ∂) using (3.4) or using (3.5).
Notation 3.5. Here we establish notation for some algebras related to D.
By G, we denote the subalgebra of D generated by ∂, ∂ 1 and ∂ −1 . As the operators ∂, ∂ 1 and ∂ −1 on k[x] each reduce degree in x by one, G is N-graded with ∂, ∂ 1 and ∂ −1 having degree 1. As x increases degree in x by one, D itself is Z-graded. The actions of ∂, ∂ 1 and ∂ −1 on k[x] extend to actions on k[x, x −1 ]. By S, we denote the subalgebra of End k (k[x, x −1 ]) generated by ∂, ∂ 1 , ∂ −1 and x −1 . Thus S is also N-graded and G ֒→ S. By T , we denote the subalgebra of S generated by ∂ 1 , ∂ −1 and
−1 , ∂, σ 1 and σ −1 . Note that, by (3.14), σ 1 ∂ = q −1 ∂σ 1 and that
It follows that D x is a homomorphic image, with X → σ 1 , of the skew Laurent polynomial ring A x [X ±1 ; α], where A is the first Weyl algebra, generated by ∂ and x, A x is its localization at the powers of x and α is the k-automorphism of A x such that αx = qx and α(∂) = q −1 ∂. As A x is simple with group of units {λx i : i ∈ Z, λ ∈ k * }, α is not inner and, by [15 Note that D x is the localization of D at the powers of x which, as a consequence of (3.1), form an Ore set in D. Also D x is the localization of S at the powers of x −1 . For n ≥ 0 and an N-graded algebra H, let H n denote the n-degree component of H.
Definition 3.6. Following [11] , a special monomial in ∂ 1 and ∂ is a monomial of the form ∂
ℓ where j, k, ℓ are non-negative integers. Thus a special monomial is either a standard monomial ∂
, e ≥ 0, or can be obtained from such a monomial by moving one occurrence of ∂ to the left of a power of ∂ 1 . It is shown in [11] that the special monomials in ∂ 1 and ∂ form a basis for the subalgebra of D generated by ∂ and ∂ 1 . The number of special monomials of total degree n in ∂ 1 and ∂ is 1 2 (n 2 + n + 2), and n + 1 of these are standard. Let G denote the set {∂
and ∂ and the non-standard special monomials in ∂ 1 and ∂.
Let D denote the set
and let E be the corresponding set of monomials in E. Thus in addition to the monomials in G, D contains those standard monomials in x, ∂ 1 and ∂ or in x, ∂ −1 and ∂ having a positive power of x.
Lemma 3.7. The following relations hold in both D and E: (3.14) and (3.13), we obtain (3.17). The same method gives the generalization (3.18).
Premultiplying (3.8) by ∂ and applying (3.2) and (3.3),
Postmultiplying (3.10) by ∂ and applying (3.2) and (3.3),
Subtracting (3.21) from (3.22) and applying (3.2), with a = 0, and (3.3) yields (3.19) . In D, the identity (3.20) can be confirmed by calculating the action of each side on x n , for n ≥ 3, but, for E, we need to show that it follows from previously derived relations. We shall not give full details of this calculation but shall describe the steps involved. Observe that, of the six monomials appearing on the left hand side of (3.15) , with a = −1, four contain ∂ −1 ∂ as a submonomial. Using (3.19) to substitute for ∂ −1 ∂ in each of these, the left hand side of (3.15) , with a = −1, becomes a linear combination of monomials from G together with Remark 3.8. The following quadratic relation is observed in [11] :
Using (3.3), this is equivalent to (3.19) .
Proof. (1) Note that (3.19) and (3.20) can be used to express ∂∂ −1 and ∂∂ 1 ∂ −1 as linear combinations of monomials from G. For n ≥ 0, let F n be the subspace of G n spanned by G n ∩ G. We show by induction on n that G n = F n . This is certainly true for n = 0, 1. Let n > 1 and suppose that G n−1 = F n−1 . We need to show that gG n−1 ⊆ F n for all g ∈ {∂ 1 , ∂ −1 , ∂}. By the inductive hypothesis it suffices to show that
. This is clearly true for g = ∂ 1 .
Consider the case where
If j = 0 then, by (3.3),
Finally consider the case where g = ∂. If m is special then ∂m is a linear combination of special monomials by [11, Proposition 2(iii) ].
It remains to show that ∂∂
If j = 0 then, by (3.3) and (3.20),
This completes the proof that G n = F n and that G spans G. n W ) ⊆ J so it suffices to show that xG ⊆ xW + G. Let U be the graded subalgebra generated by ∂ 1 and ∂ and let W ′ be the subspace of U spanned by the standard monomials in ∂ 1 and ∂. Thus W ′ ⊆ W . Using (3.4), with a = 0 and b = 1, it is shown in the proof of [11, Theorem 1] that, for n ≥ 0, xU n+1 ⊆ xW
ℓ be a standard monomial. If k = 0 then m is special and xm ∈ xW + G and, replacing q by q −1 , the same is true if j = 0. So we can assume that j = 0 and k = 0. By (3.3) and (3.8), and writing f = ∂ j−1
Thus xG ⊆ xW + G, from which it follows that xJ ⊆ J + xG ⊆ J and that x n J ⊆ J for all n ≥ 1. If h ∈ {∂, ∂ 1 , ∂ −1 } it suffices to show that hx n W ⊆ J for all n. Using (3.6),
This completes the proof that D = ∞ n≥1 x n W + G and the result follows from (1) . (3) The proof of (2) uses only relations derived from (3.1), (3.2) and (3.3) so it also valid for E.
The next step is to show that the elements of G are linearly independent. We will be working in D rather than E so can exploit the action on k[x] and the fact that D is a domain.
Proof. By calculations in the proof of [11, Theorem 1] , based on (3.4),
Recall from 3.5 that S is the subalgebra of End k (k[x, x −1 ]) generated by ∂, ∂ 1 , ∂ −1 and x −1 and T is the subalgebra of S generated by ∂ 1 , ∂ −1 and x −1 .
Lemma 3.11. Let P be the k-algebra generated by x 1 , x 2 and x 3 subject to the relations
Then c := x 2 3 − qx 1 x 2 and d := x 1 x 2 are normal in P and T ≃ P/cP . There exist a k-automorphism σ of P/P c and a σ-derivation δ of P/cP such that
Proof. It is straightforward to check that c and d are normal in P . Let B be the subalgebra generated by x 1 and x 2 , a quantum plane with parameter q 2 and let C be the localization of B at the powers of x 1 and x 2 , a quantum torus. It is well-known that C is simple, see for example [6, Corollary 1.18]. The algebra P and its localization P X at the powers of x 1 , x 2 and x 3 are, respectively, the skew polynomial ring B[x 3 ; α] and the skew Laurent polynomial ring C[x ±1 3 ; α] where α is the k-automorphism of B, resp. C, such that α(x 1 ) = qx 1 and α(x 2 ) = q −1 x 2 . Let Q = P/cP and Q X = P X /cP X . Every element of Q X has a unique expression of the form ay + b, where a, b ∈ C and y is the image of x 3 in Q X . Let I be a non-zero ideal of Q X and let τ (I) = {f ∈ C : f y+g ∈ I for some g ∈ C}. It is readily checked that τ (I) is a non-zero ideal of C whence τ (I) = C and there exists g ∈ C such that y + g ∈ I.
Also I ∩ C = 0 or I ∩ C = C and, in the latter case I = Q X . Let r = qx 1 x 2 ∈ C. Then I ∋ (y + g)y = r + gy and I ∋ g(y + g) = gy + g 2 . Hence r − g 2 ∈ I ∩ C so either r = g 2 or I = Q X . But it is clear, by a degree argument, that r has no square root in C. Thus I = Q X which is therefore simple. Now let
Then w 1 , w −1 and x −1 generate T while w 1 , w −1 , ∂ and x −1 generate S. The actions of w 1 and w −1 on k[x] are given by
From this it is clear that
Hence there is a surjective k-homomorphism θ :
From their actions on k[x], or from (3.1), (3.14) and (3.16), it is easy to check the following relations between ∂ and the generators of T :
There is a k-automorphism ρ of P such that ρ(
It is a routine matter to verify that there is a left ρ-derivation γ such that γ(x 1 ) = −x 3 x 1 , γ(x 2 ) = −x 3 x 2 and γ(x 3 ) = −x 2 3 and that ρ(c) = c and γ(c) = −2x 3 c ∈ cP . Consequently ρ and γ induce, respectively, a k-automorphism σ of Q and a σ-derivation δ of Q. By (3.24), (3.25) and (3.26) and the universal property of skew polynomial rings [6, Theorem 2.4], there is a k-homomorphism
The element y is clearly normal in the domain Q[z; σ, δ]. Let L be the localization of Q[z; σ, δ] at the powers of y. As y 2 = qx 1 x 2 , x 1 and x 2 are also invertible in L which is generated by z, y, u := y
1 . Here ∂u − u∂ = 1 so ∂ and u generate a copy of the first Weyl algebra A 1 . Also u 1 ∂ = q −1 ∂u 1 and
and τ (u) = qu. Consequently either ker φ = 0 or, as Q[z; σ, δ] is a domain, y ∈ ker φ. But, by the action on
The algebra Q[z; σ, δ]/yQ[z; σ, δ] is generated by (the images of) x 1 , x 2 and z subject to the relations
(1) The number of monomials of degree n in the spanning set G for G is n 2 + n + 1 = 1 2 ((n + 2)(n + 1) + n(n − 1)), the number of standard monomials in ∂ 1 , ∂ −1 and ∂ of degree n being 1 2 (n + 2)(n + 1) and the number of non-standard special monomials in ∂ 1 and ∂ of degree n being 1 2 n(n − 1). The generating function for the sequence {n 2 +n+1} n≥0 is (1+t 2 )/(1−t) −3 . So it suffices to show that dim G n = n 2 + n + 1. Let W denote the k-subspace of G spanned by the standard monomials in ∂ 1 and ∂ and the standard monomials in ∂ −1 and ∂ and let W n = W ∩ G n . Let θ be the composition of the homomorphisms
where P and d are as in Lemma 3.11. Thus θ(
The standard monomials in θ(∂ 1 ) and θ(∂) and the standard monomials in θ(∂ −1 ) and θ(∂) form a basis for P/dP . It follows that the standard monomials in ∂ 1 and ∂ and the standard monomials in ∂ −1 and ∂ are linearly independent. Hence dim k W n = 2n + 1 for all n ≥ 0. It also follows that the restriction of θ to W is injective so, as θ(
We have seen that the sum J 1 + G is direct. Suppose that k > 1 and that the sum
In the proof of Lemma 3.9, we saw that xG ⊆ xW + G, whence
It is readily checked that d n = n 2 + n + 1 is the solution to this difference equation, with initial condition d 0 = 1. Thus dim k G n = n 2 + n + 1 as required, completing the proof as indicated at the start.
(2) We have seen that D = J = ∞ n≥1 x n W + G and that this sum is direct. As x is regular in End k (k [x] ) and W has a basis W consisting of the monomials that are standard in ∂ 1 and ∂ or in ∂ −1 , each summand x n W has basis x n W while G has basis G by (1) . The result follows as the sum is direct. Proof. There is a surjective homomorphism θ : E → D. The elements of D are linearly independent so application of θ to any linear combination of elements of E shows that the same is true for the spanning set E of E from which it follows that θ is an isomorphism.
Remark 3.14. We close this subsection with some comments on the algebra
. It is shown in [8, Theorem 3.1] that this algebra is generated by the set {λ x , λ x −1 , ∂, ∂ 1 , ∂ −1 }. This is the algebra denoted
; α], a skew Laurent polynomial ring over the first Weyl algebra. Furthermore, the relations (3.1)-(3.3) along with the relation λ x λ x −1 = λ x −1 λ x = 1 form a full set of defining relations for these generators. Note that the proof in [8, Theorem 3.1] for the case of k[x, x −1 ] is valid whereas the proof for k[x] is invalid. An alternative set of generators is {λ x , λ x −1 , ∂, σ 1 , σ −1 }.
We thank S. Datt for pointing out the following:
Proof. Use the generators to define Φ :
This Φ gives the required isomorphism. In terms of the alternative set of generators given in Remark 3.14 above, Φ(λ
3.2. The Noetherian property. This section addresses the noetherian property for some of the algebras of quantum differential operators D q (R) previously considered. We begin with two cases where the invertibility of generators of R allows a change of generators that yields D q (R) as a k-algebra that can be constructed from k by a combination of polynomial extensions, skew polynomial extensions and skew Laurent extensions.
3.3. The Noetherian condition and localization. We have seen in the discussion within Notation 3.5 that
) is right and left Noetherian. This is a localization of D q (k[x]) at the powers of a single element, x. In this subsection, we discuss the general situation where A is a domain and 0 = a ∈ A is such that A := {a i : i ≥ 0} is a right and left Ore set and the localization A A is known to be right and left Noetherian. We prove a result sufficient to show that D q (k[x]) is right and left Noetherian provided q is transcendental over Q. Definition 3.16. Let A be a domain, let 0 = a ∈ A and let C be a subring of A such that a ∈ C. We say that a is right (resp. left) C-seminormal in A if a is normal in C, that is aC = Ca, and for all r ∈ A there exists k ∈ N such that ra k ∈ aC (resp. a k r ∈ Ca).
Note that if a is right C-seminormal in A then {a i : i ∈ N} is a right Ore set in A for, given r ∈ A and j ∈ N, there exist c, c ′ ∈ C and k ∈ N such that ra k = ac and ca
If a is both right and left C-seminormal then {a i : i ∈ N} is an Ore set and the right and left localizations coincide by [6, Proposition 9.8].
Lemma 3.17. Let A be a domain, let 0 = a ∈ A and let C be a subring of A such that a ∈ C and a is normal in C. Let D = {d ∈ A : da k ∈ aC for some k ∈ N}. Then D is a subring of A and, if A is also a k-algebra, D is a subalgebra of A. Consequently if A is generated, as a ring or as a k-algebra, by elements of D then a is right C-seminormal in A.
Proof. It suffices to show that D is closed under addition and multiplication. Let b, d ∈ A with ba j = ab ′ and da
Hence
Thus D is closed under multiplication and is a subring of A.
Example 3.18. Let T be a commutative domain with a derivation δ, let A be the Ore extension or skew polynomial ring T [t; δ] and let a ∈ T \0. Let C be the subring of A generated by T and at. Here a is normal in C, with (at)a = a(at + δ(a)). Also t ∈ D, as ta 2 = a(at + 2δ(a)). Thus a is right C-seminormal in A. The fact that {a i : i ∈ N} is a right Ore set in A in this case is well-known and is a special case of [5, 1.4 
, is commutative and x is normal in the subalgebra C generated by T and x, where xτ = (τ − 1)x and xσ = q −1 σx. Also ∂x
) and, by Lemma 3.17, x is right C-seminormal. Similar calculations show that x is left C-seminormal. Thus {x
) and x −1 , the (right and left) localization of
In Theorem 3.21 below we show that, under some extra conditions satisfied in Example 3.19, if the localization of A at the powers of a seminormal element is Noetherian then so is A. This depends on the following ungraded version of a result of Rogalski [17] on N-graded rings. Proof. See [17, Lemmas 5.9 and 5.10]. These lemmas appear in [17] in the context of N-graded rings R and S. Lemma 5.9 is a general result in the graded context and although Lemma 5.10 is explicitly about particular rings R and S the only extra property that is used in the proof is the left Ore property for R. For the non-graded version, view R as N-graded with R = R 0 . In other, more informal, words ignore the references to homogeneity and shift. Proof. We show that A is left Noetherian using Theorem 3.20 with R = A and S = B. Let r,
Suppose that r = 0. Consider the ascending chain
The union of this chain is Br ∩ A. Also
has finite length and is a Noetherian left module. To show that
Br∩A Ar is Noetherian, it will suffice to show that ( * ) terminates. As ∩ i≥1 a i A = 0 there exists j ≥ 0 such that r = a j u ∈ a j A, where u ∈ A\aA. Then Br = Bu and Aa −(j+t) r ∩ A = Aa −t u ∩ A for t ≥ 0 so deleting the first j terms in the chain ( * ) gives the corresponding chain for u. Thus we may assume that r / ∈ aA. Let k ≥ 0 be minimal such that ra k ∈ aC and let c ∈ C be such that ra k = ac. Note that c / ∈ Ca otherwise ra k−1 ∈ aC, contradicting the minimality of k unless k = 0 and r ∈ aC ⊆ aA.
By hypothesis, there exists N ∈ N such that, for all j ≥ N, γ j (c) / ∈ Aa. Let j ≥ N and let s = ta −(j+1) r ∈ Aa −(j+1) r ∩ A, where t ∈ A. Then
whence tγ j (c)a −(j+k) = s ∈ A and tγ j (c) ∈ Aa j+k ⊆ Aa. Let I be the left ideal {x ∈ A : xγ j (c) ∈ Aa}. Thus t ∈ I. As aγ j (c) = γ j−1 (c)a ∈ Aa, we have Aa ⊆ I. However 1 / ∈ I so, by the maximality of Aa, I = Aa. Thus t = ua, for some u ∈ A, and s = ua −j r ∈ Aa −j r ∩ A. It follows that ( * ) terminates and that
Br∩A Ar is Noetherian. Now consider the ascending chain
the union of which is B. Also Aa is Noetherian, it suffices to show that ( * * ) terminates.
Let k, c, N and j be as above, so that γ j (c) / ∈ Aa and γ j (c)a −(k+j) = a −(j+1) r. By the maximality of Aa, there exist u, v ∈ A such that 1 = uγ j (c) + va. Then
Thus ( * * ) terminates and, by Theorem 3.20, B is left Noetherian.
We now adapt methods from [11] to show that x and D = D q (k[x]) satisfy the first of the extra hypotheses required for Theorem 3.21 to be applicable. Proof. We aim to show that D = Dx + k[∂]. We claim that, for j ≥ 1, . By (3.5) with a = 0 and b = 1,
which establishes (3.27) when j = 1. Let j > 1 and suppose that (3.27) holds for j − 1. Multiplying throughout (3.28), on the left, by ∂ j−1 ,
Multiplying throughout (3.28), on the right, by ∂ j−1 , and using (3.7) with a = 0 and n = j − 1,
Simplifying, we see that [j] This is certainly true if ℓ = 1 so suppose it is true for monomials of length ℓ − 1 and let m = gm ′ where m ′ is a monomial of length ℓ − 1 and g ∈ {x, ∂, ∂ 1 , ∂ −1 }. By (3.27) and its analogue for
The same is true if g = ∂ and, as x∂
The 
show that the right module D/xD is also simple and can be identified 
Proof. Here
where α(σ) = qσ and α(τ ) = τ + 1. Also τ + 1 = ∂x ∈ Dx and σ − q −1 = (1 − q −1 )∂ 1 ∈ Dx so Dx ∩ C is the maximal ideal of C generated by x, τ + 1 and σ − q −1 . As c / ∈ xC, the constant term c 0 of c, as a polynomial in x over k[σ ±1 , τ ], is nonzero. ] ) generated by ∂ and ∂ 1 is Noetherian. By (3.14), it follows that the algebra T generated by ∂, ∂ 1 and σ ±1 is also Noetherian, being a homomorphic image of a skew Laurent polynomial ring over a Noetherian ring. By (3.13),
) is generated by T and x. Corollary 3.25 can be deduced directly from this using [15, Theorem 2.10].
3.4.
Generalization to the polynomial algebra in several variables. Let R = k[x 1 , · · · , x n ] which is Z n -graded by deg(x i ) = e i where e i is the standard basis element (0, 0, · · · , 1, 0, · · · 0). Let q 1 , · · · , q n ∈ k be transcendental over Q. Let β : Z n × Z n → k * be such that
Then we know from [8] that D q (R) is generated as an algebra by the set {λ x i , ∂
a−e i where k ∈ {−1, 0, 1}, a = (a 1 , · · · , a n ) ∈ Z n , and
n . The following relations can be seen
It is shown in [8] that the algebra D q (R s,n ) is generated by the set 
Remark 3.27. It would be very interesting to know whether the hypotheses in Theorem 3.21, in particular the simplicity of A/Aa, can be relaxed sufficiently to deal with D q (R) where R is the polynomial algebra k[x 1 , . . . , x n ], n ≥ 2 indeterminates x 1 , . . . , x n and there is a Noetherian localization
n ]), obtained by inverting the powers of the element x 1 . . . x n . This would also cover the above algebras D q (R s,n ) and, potentially, the algebra of quantum differential operators over the coordinate algebra of the quantum plane discussed in the next section.
Quantum coordinate algebras and quantum tori
4.1. The quantum plane ( [9] ). Let q ∈ k be transcendental over Q. Let R = k x, y /(xy = qyx), the coordinate algebra of the quantum plane. Let Γ = Z 2 with standard basis {e 1 , e 2 }. Here we summarise the results from [9] on the quantum differential operators for the bicharacter β : Γ × Γ → k * be given by
The algebra R is graded by Γ, with deg(x) = e 1 and deg(y) = e 2 . Note that λ x = ρ x σ e 2 and λ y = ρ y σ −e 1 . For a = −1, 0, 1, let ∂ β a
x , ∂ β a y ∈ End k (R) be as follows:
Let D x and D y be the subalgebras of D q (R) generated by {λ x , ∂ β a
x | a = −1, 0, 1} and {ρ y , ∂ β a y | a = −1, 0, 1} respectively. As k-algebras, Similarly, when β corresponds to 11 , we have σ x = σ e 2 and σ y = σ e 1 .
Once we see that D 
4.2.
Higher quantum coordinate algebras. Let n be an integer, n ≥ 1 and q ij ∈ k * for 1 ≤ i, j ≤ n. Let denote the coordinate algebra of quantum affine n-space k n . Throughout this section we assume that the elements q ij are algebraically independent over Q. For 1 ≤ s ≤ n, R s,n will denote the localization of R n with respect to the Ore set T = {x
We refer to R s,n as a quantum torus; in particular, R n,n is the quantum n-torus. Note, R s,n is Z n -graded with deg x i = e i , where e i is the standard basis element (0, . . . , 0, 1, 0, . . . , 0) . We have the natural bicharacter β : Z n × Z n → k * given by β(e i , e j ) = q ij . Note that, in the case where each q ij = 1, the natural bicharacter is not the bicharacter used in the previous section when R was a commutative polynomial algebra or torus.
The following result tells us that if we can identify D q (R n ) then we can identify the D q (R s,n ) for each quantum torus. So we will concentrate first on quantum coordinate algebras of k n and then consider quantum tori.
Proof. This is seen by induction on the order of ϕ. For ϕ ∈ D 0 q (R s,n ), ϕ is given by multiplications and grading maps and hence the result is true.
Let i ≥ 1 and 
4.3.
The quantized coordinate algebra on more than two variables. Let R n = k x 1 , · · · , x n /(x i x j = q ij x j x i ) denote the coordinate algebra of quantum n-space. The algebra R n is Z n -graded, and we shall use the natural bicharacter β. 
is generated as an algebra by the set {λ x i , σ e i , σ −e i | 1 ≤ i ≤ n}. That is, D 0 q (R) is a homomorphic image of R#Z n . Suppose i λ r i σ a i = 0, then by degree considerations and using the fact that R is a domain, we may assume that ψ = i α i σ a i = 0. Since the parameters q ij are algebraically independent, applying ψ on the monomials x i y j , we get
is a domain, free over R with basis {σ a | a ∈ Z n }.
Proof. This follows from [Φ,
The next result reveals a significant difference between the case n = 2 and the case n ≥ 3.
(1) Let n = 2 and suppose there exists a ∈ Z n such that φ 1 = σ a , and φ 2 = 0. Then there exists m ∈ Z such that a = e 1 + me 2 . Similarly, if φ 1 = 0, and φ 2 = σ a for some a ∈ Z n then there exists m ∈ Z such that a = me 1 + e 2 . (2) Let n ≥ 3 and suppose there exist a ∈ Z n and 1 ≤ i ≤ n such that φ i = σ a , and φ j = 0 for j = i. Then a = e i . (3) Let n ≥ 3 and let 1 ≤ i ≤ n. There is a right
(1) We have σ a λ x 2 − q 12 λ x 2 σ a = 0. Thus σ a (x 2 ) = q 12 x 2 , β(a, e 2 ) = q 12 , β(a − e 1 , e 2 ) = 1 and a − e 1 = me 2 for some m. The second claim is proved similarly. (2) Choose j 1 , j 2 such that i, j 1 and j 2 are distinct. Since φ j 1 = φ j 2 = 0, we can apply the reasoning in the proof of (1) to conclude that β(a − e i , e j 1 ) = 1 and β(a − e i , e j 2 ) = 1. Thus there are integers m 1 and m 2 such that a = e i + m 1 e j 1 and a = e i + m 2 e j 2 . It follows that m j 1 = m j 2 = 0. (3) Set δ i (x i ) = 1 and δ i (x j ) = 0 if j = i. Then δ i extends to a right σ e i -derivation δ i of R n such that, for j = i, δ(x i x j ) = q ij x j = q ij δ(x j x i ), so that the defining relations of R n are respected and δ i is indeed a right σ e i -derivation of R n . It is a routine matter to verify that [δ i , λ
Definition 4.6. Let n ≥ 3 and let 1 ≤ i ≤ n. We shall retain the notation of Corollary 4.5(3). Thus δ i is the right σ e i -derivation δ i of R n such that δ i (x i ) = 1 and δ i (x j ) = 0 if j = i. In general, for 1 ≤ i ≤ n, .
is generated by the set
q (R), we have r j ≥ −1 for every j. Case 1: Suppose that r j = −1 for some j. Then for i = j, some monomial t i ∈ R, and α a i ∈ k, we have [ϕ,
To avoid too much notation, without loss of generality consider the case
Hence,
Since D 0 a (R) is a domain and the set {σ a } a∈Z n is linearly independent over k, we have α a β(a, e i ) = α a q 1i .
Thus, whenever α a = 0, β(a, e i ) = q 1i . Hence a = e 1 + m a i e i for some m a i ∈ Z, for every i, i = 1. Since n ≥ 3, this implies that a = e
Without loss of generality assume that [ϕ,
has the property [ψ a ,
a =0 ψ a we have two subcases: Hence we can assume that [ϕ,
where q a1 = β(a, e 1 ) and t = x
n . Note, if n 0 e 1 + e 2 = a + e 1 for some a such that α 2 a = 0, then a = (n 0 − 1)e 1 + e 2 and q a1 = q 21 . Thus, we get c 21 q
n 0 e 1 . Note, q 12 q a1 = 1. Thus, we see that n 0 = 1 which contradicts our assumption.
Hence n 0 e 1 + e 2 = a + e 1 with α 2 a = 0. Then, we have c 21 q
, which also implies that n 0 = 1. We therefore move to the next subcase.
Subcase 2: [ϕ,
. This gives rise to the equation
a σ a , thus implying that q a1 = q i1 ; in other words, a = e i +ne 1 for some n ∈ Z dependent on a. In particular, if [ϕ,
has the property that [ψ n , x 2 ] = α 2 n ρ t 2 σ ne 1 +e 2 ; note that [ψ n , x 1 ] = 0. Thus, replacing ϕ by ϕ − α 2 n =0 ψ n we get that [ϕ,
for a ∈ Z n , where δ ij denotes the Kronecker-delta. Note that
Let ∆ be the subalgebra of D q (R) generated by the set {ρ x i , δ i | 1 ≤ i ≤ n}. The relations among these generators are, for 1 ≤ i, j ≤ n,:
3)
Notation 4.8. For a multi-index I = (i 1 , . . . , i n ), where each i j ≥ 0, let x I , δ I and ρ I denote x
respectively. Further, let I = i 1 +. . .+i n and I! = n j=1 i j !. Note that δ I (x I ) = I! and δ I (x J ) = 0 if any j r < i r .
Define the degree of ρ I δ J to be (I − J) ∈ Z n . Define the standard degree of ρ I δ J to be I + J. When appropriate, we use the lexicographical ordering on Z n .
Theorem 4.9. The algebra ∆ is a simple, left and right Noetherian, domain of GK-dimension 2n with basis {ρ I δ J }.
Proof. Let Λ = (λ ij ) be a n × n matrix over k, with non-zero entries, such that λ ji = λ
denote the k-algebra generated by u i and v i , 1 ≤ i ≤ n, subject to the
This is an example of the higher quantized Weyl algebras studied in [12] and it is an iterated skew polynomial ring over k, constructed by adjoining u 1 , v 1 , . . . , u n , v n in turn, using automorphisms and skew derivations. It is therefore right and left Noetherian and has basis {u
It has an obvious filtration, with deg u i = deg v i = 1, for which the associated graded ring gr(A Λ n ) is generated by u i and v i , 1 ≤ i ≤ n subject to the relations
This is the coordinate algebra of a quantum space and has the same growth as the commutative polynomial algebra in 2n indeterminates. The filtration is standard and finite-dimensional in the sense of [15] and it follows from [15, Proposition 8. (1) The group Z n acts on ∆ by γ · ρ x i = β(γ, e i )ρ x i and γ · δ i = β(γ, e i ) −1 δ i so we can form the skew group algebra ∆#Z n . The algebra ∆#Z n can be viewed as an iterated skew Laurent polynomial extension of ∆. (2) There is a homomorphism of algebras [6, Theorem 1.17] . The stated set is clearly a basis and it is easy to see that GKdim(∆#Z n ) = 3n.
Remark 4.12.
(1) The algebra ∆#Z n is generated by the set
Note that λ x i = ρ x i σ e i so ∆#Z n is also generated by the set
The subalgebra S n of D q (R) generated by the set {λ x i , ∂ i | 1 ≤ i ≤ n} is also isomorphic to a quantized Weyl algebra of the form A 
The following formula and lemmas will be needed in the next theorem: for 1 ≤ i ≤ n,
Without loss of generality assume that ϕ is homogeneous. For each tuple (I, J, a) there exists ψ I,J,a ∈ grHom(R, R) such that [ψ I,J,a , x 1 ] = α I,J,a δ J σ a (that is, [ρ I ψ I,J,a , x 1 ] = α I,J,a ρ I δ J σ a ) and [ψ I,J,a , x i ] = 0 ∀i > 1.
We may therefore assume that [ϕ,
By linear independence of ρ x i δ J σ a+e i and δ J−e i σ a+e i , if α = 0 then β(a, e i ) = q 1,i . That is, a − e 1 ∈ Ze i and j i = 0 for every i > 1. Thus a = e 1 and j i = 0 for every i > 1. for some c J ∈ k * . Therefore, by setting q a1 := β(a, e 1 ) we have
Using the fact that λ
q a1 q 12 α I,J,a c J j 1 ρ I δ J−e 1 σ a+e 1 .
(4.6) Let I 0 be the greatest index with respect to lexicographical ordering such that α I 0 ,J,a = 0 for some J, a. Then, the equation (4.6) implies that q a1 = q 21 whenever α I 0 ,J,a = 0; that is, whenever α I 0 ,J,a = 0 we have q − e 2 ∈ Ze 1 . Moreover, we have
Equating the coefficients of ρ I 0 we get
Recall that α I 0 ,J,a = 0 implies that a−e 2 ∈ Ze 1 . Hence, every a ∈ Z n in the left hand side of the above equation (4.7) is such that a − e 2 ∈ Ze 1 . That is, q a1 = q 21 . In other words, the left hand side of equation (4.7) is zero. The right hand side of equation (4.7) is therefore zero. That is, whenever α I 0 ,J,a = 0, we get j 1 = 0.
Proof. Without loss of generality assume that [ϕ, 
Continuing by induction, we prove the corollary.
Proof. Without loss of generality, we may assume that [ϕ, x 1 ] = 0 and [ϕ, x 2 ] = I,J,a α I,J,a ρ I δ J σ a = 0. Following the proof of Lemma 4.14 the multi-index I 0 of the highest order in lexicographical ordering is such that α I 0 ,J,a = 0 implies that j 1 = 0 and a = e 2 + n a e 1 for some n a ∈ Z dependent on a. Thus, there exist α m , α a ∈ k * such that
Suppose degree of ϕ is T = (t 1 , t 2 , . . . , t n ) and
Thus, for any I < I 0 for which α a = 0 in the above sum, we have I = (i 1 , i 2 , . . . , i n ) with i 1 = i 0 1 ≥ 0 (and ∂ 1 is not a factor of any of the corresponding ∂ J ). That is, ρ
is a factor of [ϕ, x i ] for every i ≥ 2. If we prove the lemma for homogeneous ψ with degree (0, t 2 , . . . , t n ) then the general case is a multiple of ρ 
That is, there are scalars c 1 , c 2 ∈ k * such that (q
13 − 1)c 2 ρ P 0 +e 2 δ Q 0 σ e 2 +e 3 +m 0 e 1 + rest . In other words, I 0 + e 3 = P 0 + e 2 which would imply that i Proof. By Theorem 4.11, ∆#Z n is simple, and hence f is injective. It remains to show that f is surjective and that f is a map of filtered algebras.
To show that f is surjective, it suffices to show that if a homogeneous ϕ ∈ grHom(R, R) is such that [ϕ, Let [ϕ,
Note that if a ∈ Ze 1 , then by formula (4.5)
Similarly, by the formula 4.5, for any a / ∈ Ze 1 and ρ x 1 a factor of ρ I ,
Thus, we may replace ϕ by ϕ − ψ for some ψ ∈ f (∆#Z n ) (and use induction on m where [ϕ,
I,J,a α I,J,a ρ I δ J σ a , where α I,J,a = 0 implies that a / ∈ Ze 1 and ρ x 1 is not a factor of ρ I . We claim that this will imply that [ϕ,
Note that ρ x 1 is not a factor in any of the terms which appear in the left hand side. Fix an i > 1. Let [ϕ,
Since ρ x 1 (and hence x 1 ) is not a factor of any term in the left hand side of (4.8), we have q 1i β(b, 1) = 1 for every b whenever α M,N,b = 0. That is, b ∈ e i + Ze 1 . This further implies that b + e 1 ∈ e i + Ze 1 . Since α I,J,a = 0 implies that a / ∈ Ze 1 , again using (4.8) we conclude that x and ∂ y = ∂ β 0 y as described in Section 4.1. As this only involves left multiplications, we shall, for z ∈ {x ±1 , y ±1 }, write z for λ z , and thereby view R as a subalgebra of D q (R) acting by left multiplication.
Let R 1 be the subalgebra generated by x, y, ∂ x and (∂ y σ x ) and let is A Let α be the k-automorphism of R 2 such that α(x) = qx, α(∂ x ) = q −1 ∂ x , α(y) = y and α(∂ y σ x ) = (∂ y σ x ). Clearly α is not inner on R 2 where the units have the form κx i y j , 0 = κ ∈ k, i, j ≥ 0. By [15, Theorem 1.8.5], the skew Laurent polynomial ring R 2 [X ±1 ; α] is simple and it follows, since σ x x = qxσ x , σ x ∂ x = q −1 ∂ x σ x , σ x y = yσ x and σ x (∂ y σ x ) = (∂ y σ x )σ x that the k-algebra extension R 3 of R 2 generated by σ ±1 x is isomorphic to R 2 [X ±1 ; α]. Finally, let γ be the kautomorphism of R 3 such that γ(x) = x, γ(∂ x ) = ∂ x , γ(y) = q −1 y, γ(∂ y σ x ) = q∂ y σ x and γ(σ x ) = σ x . By similar arguments to those above,
; γ] and is simple and right and left Noetherian. We have thus proved the following: 
4.3.5.
The algebra D q (R s,n ), n ≥ 3. By Proposition 4.2, the algebra D q (R s,n ) is the localization of the algebra D q (R) with respect to the Ore set S generated by {x 1 , . . . , x s }. In other words, D q (R r,n ) ∼ = S −1 ∆#Z n . As in Corollary 4.18, we see that D q (R s,n ) is a Noetherian, simple domain of GK-dimension 3n.
The contruction of D q (R s,n ) for 0 ≤ s ≤ n was with respect to the matrix of parameters (q ij ). Notice that the algebra of quantum differential operators correspond to the transpose of the matrix (q ij ) is isomorphic to the algebra (D q (R s,n )) o .
Corollary 4.21. There is an isomorphism Φ : D q (R n,n ) → (D q (R n,n )) o which restricts to isomorphism from D q (R s,n ) to its opposite for every s, 0 ≤ s ≤ n.
Proof. The required map Φ : D q (R n,n ) → (D q (R n,n )) o is given by
The quantum exterior algebra
Here we consider the multiparameter quantum exterior algebra, R, in n variables, ξ 1 , ξ 2 , · · · , ξ n with parameters p ij such that p ji = 1 p ij and p ii = −1. Then R = k ξ 1 , ξ 2 , · · · , ξ n /(ξ 2 i = 0, ξ i ξ j = −p ij ξ j ξ i ) Then R is a finite dimensional k-algebra, graded by Z n where degree of ξ i is e i , the standard basis element, for each i = 1, 2, · · · , n. Set β : Z n × Z n → k * be given by β(e i , e j ) = −p ij . As usual, denote by σ e i ∈ D 0 q (R) the grading automorphism on R defined by σ e i (r) = β(e i , d r )r, where d r denotes the degree of r. 
