Let A1 = K X, Y | [Y, X] = 1 be the (first) Weyl algebra over a field K of characteristic zero. It is known that the set of eigenvalues of the inner derivation ad(Y X) of A1 is Z. Let A1 → A1, X → x, Y → y, be a K-algebra homomorphism, i.e. [y, x] = 1. It is proved that the set of eigenvalues of the inner derivation ad(yx) of the Weyl algebra A1 is Z and the eigenvector algebra of ad(yx) is K x, y (this would be an easy corollary of the Problem/Conjecture of Dixmier of 1968 [still open]: is an algebra endomorphism of A1 an automorphism?).
Introduction
The following notation is fixed throughout the paper: The First Problem/Conjecture of Dixmier, [8] : is an algebra endomorphism of the Weyl algebra A 1 an automorphism?
For a connection of the Conjecture of Dixmier with the Jacobian Conjecture the reader is referred to the papers of Tsuchimoto [11] , Belov-Kanel and Kontsevich [7] , and the author [6] .
The aim of the paper is to prove the following four theorems. Theorem 1.2 If [y, x] = 1 for some elements x and y of the Weyl algebra A 1 then eigenvector algebra D(yx) is equal to the subalgebra K x, y of A 1 . In particular, the set of eigenvalues of the inner derivation ad(yx) of the Weyl algebra A 1 is Z, and, for each i ∈ Z, the vector space of eigenvectors for ad(yx) with eigenvalue i is K[yx]v Dixmier [8] proved that each maximal commutative subalgebra C of the Weyl algebra A 1 coincides with the centralizer C(a) of every non-scalar element a of C. Let V be a vector space. A linear map ϕ : V → V is called a locally nilpotent map if V = n≥1 ker(ϕ n ), i.e. for each element v ∈ V there exists a natural number n such ϕ n v = 0. The linear map ϕ is called a semi-simple linear map if V = λ∈Ev(ϕ) ker(ϕ − λ) where Ev(ϕ) is the set of eigenvalues of the map ϕ in the field K. The next theorem classifies (up to isomorphism) the maximal commutative subalgebras C of the Weyl algebra A 1 that admit either a locally nilpotent derivation or a semi-simple derivation δ (or both). In each case, the derivation δ and its eigenvalues are found. Theorem 1.4 Let C be a maximal commutative subalgebra of the Weyl algebra A 1 and 0 = δ ∈ Der K (C). Then 1. The derivation δ is a locally nilpotent derivation of the algebra C iff there exists an element c ∈ C\ker(δ) such that δ n (c) = 0 for some n ≥ 2 iff C = K[t] for some element t ∈ C and δ = d dt . 2. The derivation δ is a semi-simple derivation of the algebra C iff δ(c) = λc for some 0 = c ∈ C and λ ∈ K * iff C = λ∈Ev(δ) ker(δ − λ), dim K (ker(δ − λ)) = 1 for all λ ∈ Ev(δ), and the additive monoid Ev(δ) of eigenvalues of the derivation δ is a submonoid of the additive monoid Nρ for some ρ ∈ K * such that ZEv(δ) = Zρ. Moreover, one of the following three cases occurs (the cases (ii) and (iii) are not mutually exclusive): iff there exists a nonzero additive submonoid E of (N, +) such that the algebra C is isomorphic to the monoid subalgebra i∈E Kt i of the polynomial algebra K[t] in a variable t, δ = ρt d dt for some ρ ∈ K * and Ev(δ) = ρE.
3. ker(δ) = K.
Remarks. 1. In general, it is not true that in the cases 2(ii),(iii) the algebra C is isomorphic to a polynomial algebra or is a non-singular algebra (see Example 4, Section 2).
2. Theorem 1.1 is a particular case Theorem 1.2, [10] . Here a shorter and different proof is given.
As a corollary two (short) proofs are given to the following theorem of J. A. Guccione, J. J. Guccione and C. Valqui. Theorem 1.5 [9] If [y, x] = 1 for some elements x and y of the Weyl algebra
If the Problem/Conjecture of Dixmier is true then Theorems 1.1, 1.2, 1.3 and 1.5 would be its easy corollaries.
Proof I of Theorem 1.5. The inner derivations ad(x) and ad(y) of the Weyl algebra A 1 commute: 0 = ad(1) = ad([y, x]) = [ad(y), ad(x)]. So, ad(y) is a non-zero derivation of the algebra C(x) = ker(ad(x)) such that ad(y)
2 (x) = [y, [y, x]] = [y, 1] = 0 and x ∈ C(x)\ker(ad(y)) since ad(y)(x) = 1. By Theorem 1.4.(1), C(x) = K[t] for some element t ∈ C(x) such that [y, t] = 1. Then [y, t − x] = 0, and so t − x ∈ K, by Theorem 1.4.(3) or by Theorem 1.6.(2) (since t − x ∈ C(x) ∩ C(y) = K), and so
Proof II of Theorem 1.5. The proof follows from the following two facts: Theorem 1.6
1. (Lemma 2.1, [5] ) Let R be a ring R and δ be a locally nilpotent derivation such that δ(x) = 1 for some element x ∈ R. Then the ring R is the skew polynomial ring ker(δ)[x; ad(x)].
[8]
Let a and b be non-scalar elements of the Weyl algebra A 1 such that ab = ba. Then C(a) C(b) = K.
Since [y, x] = 1 = 0, C(x) C(y) = K (by the second fact) and then, by the first fact where R = C(x) and δ = ad(y) (δ is a locally nilpotent derivation of R by Theorem 1.4 since δ 2 (x) = 0 and δ(x) = 1 = 0):
All the results of Sections 2 and 3 can be seen as intermediates steps in the proofs of Theorems 1.1, 1.2, 1.3 and 1.4. One of the key ideas in the proofs is to show that certain maps are locally nilpotent. The concept of the drop of a linear map and the linear maps of constant drop are an important tool in proving that certain linear maps are locally nilpotent (see Theorem 2.2). It turns out that the drop of a linear map coincides up to a negative rational multiple with the index of the map (Theorem 2.2. (2)). Theorems 1.1 and 1.5 beg to ask the following question (see also Questions 2 and 3 at the end of the paper).
Question 1. Is it true that if ab = ba for some elements a ∈ A
2 Linear maps of constant drop, proof of Theorem 1.1
In this section proofs of Theorems 1.1 and 1.4 are given. Many results of this section are used in the proof of Theorem 1.2 which is given in Section 3.
Let a K-algebra A be a domain (not necessarily commutative). A function v : A\{0} → Z is called a degree function on A, if for all elements a, b ∈ A\{0},
The degree function v on A determines the ascending algebra filtration A = i∈Z A ≤i which is called the v-filtration (A ≤i A ≤j ⊆ A ≤i+j for all i, j ∈ Z) where A ≤i := {a ∈ A | v(a) ≤ i}, i∈Z A ≤i = 0 and the associated graded algebra gr v (A) := i∈Z gr v,i (A) is a domain where
Example 1. The usual degree deg x of a polynomial is a degree function on the polynomial algebra
is a degree function where λ α1,...,αn ∈ K.
Example 2. Let ν be a discrete valuation on the K-algebra A which is a domain, i.e. ν : A\{0} → Z is a function such that for all elements a, b ∈ A\{0}, Then v := −ν is a degree function on A, and vice versa.
are degree functions on A. In particular, we have the Z-graded degree v on the Weyl algebra A 1 (see below). Let C be a subalgebra of the algebra A. Then supp(C) := v(C\{0}) and supp − (C) := −v − (C\{0}) are additive submonoids of (Z, +).
Let C be a K-subalgebra of the algebra A. For a K-linear map δ : C → C, define the map ∆ δ,v , which is called the drop of δ with respect to the degree function v on the algebra A, by the rule
i.e. v(δ(a)) = v(a) + ∆(a) for all elements a ∈ C where −∞ + z = −∞ for all elements z ∈ Z. For all elements a ∈ C and λ ∈ K * , ∆(λa) = ∆(a). For all elements a, b ∈ C such that either
For linear maps δ, δ ′ : C → C and for all elements a ∈ C,
Lemma 2.1 Let A, C, v, δ and ∆ = ∆ δ,v be as above. Suppose that δ is a derivation of the algebra C. Then
2. If, in addition, C is a commutative algebra and char(K) = 0 then ∆(a n ) = ∆(a) for all elements a ∈ C and n ≥ 1.
Definition. The linear map δ : C → C is called a linear map of constant drop if ∆(a) = ∆(b) for all elements a, b ∈ C\ker(δ), and the common value of ∆(a) where a ∈ C\ker(δ) is called the drop of the linear map δ denoted by ∆ = ∆ δ,v .
Let V be a vector space over the field K, a linear map ϕ : V → V is called a Fredholm map/operator if it has finite dimensional kernel and cokernel, and
is called the index of the map ϕ. Let F (V ) be the set of all Fredholm linear maps in V , it is, in fact, a monoid since ind(ϕψ) = ind(ϕ) + ind(ψ) for all ϕ, ψ ∈ F (V ).
The next theorem provides examples of Fredholm linear maps of constant drop and of locally nilpotent maps. 2. ∆(a n ) = ∆(a) for all elements a ∈ C and n ≥ 1.
3. v(c) ≥ 0 for all elements c ∈ C, and v(C ′ ) = 0.
For all
2. The map δ ∈ F (C) is a Fredholm map with index ind(δ) = − ∆ g and dim K (coker(δ)) = ∆ g + 1 where g is the unique positive integer such that Zv(C ′ ) = Zg. Moreover, there exists an explicit natural number γ (see (11) ) and a vector subspace V of C ≤γ such that
3. If ∆(a) < 0 for some element a ∈ C, i.e. ∆ < 0, then ∆ = −g and the map δ is a locally nilpotent map such that there exists a K-basis {e i } i∈N of the algebra C such that, for all i ≥ 0, δ(e i ) = e i−1 and C ≤ig = 
Proof. 1. By condition 3, C ∩ A ≤−1 = 0. Then, by condition 4, C ∩ A ≤0 = K, and so the map v : C\{0} → N, c → v(c), is a non-zero homomorphism of monoids (by condition 3). Let H be its image. The Z-submodule ZH of Z is equal to Zg where g = gcd{i | i ∈ H}. It is a well-known fact (and easy to show) that |gN\H| < ∞.
In more detail, let g = s − t for some elements s, t ∈ H. Let m be the least positive element of H. For each k = 0, 1, . . . , mg
(h k + Nm)| < ∞, and (6) follows since
Claim: there exists an integer l such that ∆(c) ≤ l for all c ∈ C.
To prove this fact choose elements a, b ∈ C such that v(a) = m and v(b) + mZ is a generator for the finite group ZH/Zm = Zg/Zm. Let
and so dim K (C/ j∈N
Ka j b i ) < ∞, and so the algebra C has a K-basis of the type {e 1 , . . . , e t , a j b i | j ∈ N, i = 0, 1, . . . , mg −1 − 1} where the degree function v takes distinct values on the elements of the basis. By (3) and conditions 1 and 2, for all elements c ∈ C ′ ,
Fix an element c ∈ C ′ such that ∆(c) is the largest possible.
. Then, by condition 4, c q = λd p + e for some nonzero scalar λ and an element e ∈ C such that v(e) < v(c q ). Using condition 2 we have the following strict inequalities:
2. We keep the notation of the proof of statement 1. Let
For all natural numbers j ≥ µg
Notice that the number g divides the drop ∆ of the map δ. For each natural number j ≥ µg −1 , there is the short exact sequence of vector spaces
and so, by (9),
Fix a subspace U of C such that C = U im(δ), and so
i.e. the map δ is Fredholm since dim K (ker(δ)) = 1, by condition 5. Let
Then C ≤γ + δ(C ≤jg ) = C ≤jg+∆ for all j ≥ j 0 := µg −1 since δ is the map of constant drop ∆. The ascending chain of vector spaces {W j := C ≤γ ∩ δ(C ≤jg )} j∈N of the finite dimensional vector space C ≤γ stabilizers say at step p and let W = W p . Choose a complementary subspace, say
′ . By conditions 3 and 5, the linear map δ is locally nilpotent with kernel K. Since g|∆ and dim K (ker(δ)) = 1, we must have ∆ = −g and H = Ng; moreover, δ(C ≤jg ) = C ≤(j−1)g for all j ∈ N where C ≤−g := 0. Then we can find a K-basis {e i } i∈N for the algebra C such that δ(e i ) = e i−1 and
. Statement 4 follows also at once from statement 2 and the additivity of the index.
The proof of the theorem is complete.
Let D be a ring with an automorphism σ and a central element a. The generalized Weyl algebra A = D(σ, a) of degree 1 is the ring generated by D and two indeterminates X an Y subject to the defining relations [2] , [3] :
The algebra A = n∈Z A n is a Z-graded algebra where
be a polynomial algebra in a variable H over the field K, σ : H → H − 1 be the K-automorphism of the algebra K[H] and a = H. The first Weyl algebra A 1 = K < X, Y | Y X − XY = 1 > is isomorphic to the generalized Weyl algebra
We identify both these algebras via this isomorphism, that is
The Weyl algebra A 1 admits the following K-algebra automorphism θ and the anti-automorphism
They reverse the Z-grading of the Weyl algebra
Proof of Theorem 1.4. 3. Clearly, K ⊆ ker(δ). Suppose that δ(z) = 0 for some element z ∈ C\K, we seek a contradiction. Recall that
In particular, C is a finitely generated K[z]-module, and so every non-zero element c of C is algebraic over
. We may assume that its degree in t is the least possible, then f Claim: δ is a locally nilpotent derivation of the algebra C. Now, the implication (b) ⇒ (c) follows from the Claim and the well-known fact (which is a particular case of Theorem 1.6. (1)): Suppose that A be a commutative algebra over a field K of characteristic zero, δ ∈ Der K (A) and δ(t) = 1 for some element t ∈ A. Then A is a polynomial algebra ker(δ) [t] in t with coefficients in the kernel ker(δ) of δ. In our situation, ker
Proof of the Claim. Let v be the Z-graded degree on the Weyl algebra A 1 . In view of existence of grading reversing automorphism θ of the Weyl algebra A 1 see (12), it suffices to consider only two cases:
* , and so t = λH + µ for some λ ∈ K * and µ ∈ K. Now, it is obvious that
Claim follows from the following lemma. Lemma 2.3 Suppose that v(t) > 0. Then the conditions of Theorem 2.2 hold for A = A 1 , C, δ, ∆ = ∆ δ,v with ∆(t) = −v(t) < 0, and so δ is a locally nilpotent derivation of C.
Proof. Condition 5 has been already established above. Since δ is a derivation of the commutative algebra C over a field of characteristic zero, conditions 1 and 2 of Theorem 2.2 hold by Lemma 2.1. Notice that if non-zero elements of the Weyl algebra A 1 commute then so do their leading terms with respect to the Z-grading of the Weyl algebra A 1 . The centralizer of all the homogeneous elements of the Weyl algebra A 1 are found in Proposition 3.1, [4] . This description makes conditions 3 and 4 obvious. The proof of Lemma 2.3 is complete. 
Lemma 2.4 Suppose that v(c) > 0. Then the conditions of Theorem 2.2 hold for A = A 1 , C, δ, ∆ = ∆ δ,v with ∆(c) = 0, and so the derivation δ respects the filtration C = i∈N C ≤i where
Proof. Repeat word for word the proof of Lemma 2.3 By Lemma 2.4, C 0 = K and supp(C) ⊆ N. By Lemma 2.4 and the fact that dim K (C ≤i /C ≤i−1 ) ≤ 1 for all i ∈ N, the algebra C is the direct sum C = λ∈Ev(δ) C λ where C λ := n≥1 ker((δ − λ) n ) where Ev(δ) is the set of eigenvalues of the derivation δ ∈ Der K (C) in the field K.
To prove the claim, for each nonzero element c λ ∈ C λ , we introduce the nilpotency degree d λ (c λ ) of c λ by the rule
In more detail, let n = d λ (c λ ) and m = d µ (c µ ). It follows from the equality: for all elements a, b ∈ C,
Recall the Theorem of Amitsur [1] : for any element c ∈ C\K, the algebra C is a finitely generated free K[c]-module. In particular, the Gelfand-Kirillov dimension of the algebra C is 1. Suppose that C λ = ker(δ − λ) for some λ ∈ Ev(δ), we seek a contradiction. By (14), we may assume that λ = 0. Fix nonzero elements, say s, t ∈ C λ , such that s ∈ ker(δ − λ), t ∈ ker(δ − λ) but (δ − λ) 2 (t) = 0. Then the elements s and t are algebraically independent: if λ ij s i t j = 0 for some scalars λ ij ∈ K not all of which are equal to zero then we may assume that, for all i and j, i + j = m = const since s k t l ∈ C (k+l)λ for all k and l; let p := max{j | λ m−j,j = 0}; then, by (15),
a contradiction. Since the elements s and t of the commutative algebra C are algebraically independent its Gelfand-Kirillov is at least 2, a contradiction. The proof of the Claim is complete. Let λ, µ ∈ Ev(δ)\{0}, 0 = c λ ∈ ker(δ − λ) and 0 = c µ ∈ ker(δ − µ). By Lemma 2.4, C 0 = K, ker(δ) = K, and so p := v(c λ ) ≥ 1, q := v(c µ ) ≥ 1, and there exists a scalar ν ∈ K * such that c p µ = νc q λ + · · · where the three dots denote smaller terms (i.e. of smaller Z-graded degree than v(νc q λ ) = pq). Applying the derivation δ to this equality and using Lemma 2.4, we see that pµc p µ = νqλc q λ + · · · . Comparing the leading terms of the two equalities we obtain the equality
Therefore, Ev(δ) = λ v(c λ ) supp(C), by the Claim, and the case (ii) follows. The proof of Theorem 1.4 is complete.
In general, it is not true that in cases 2(ii), (iii) of Theorem 1.4, the algebra C is isomorphic to a polynomial algebra or is a non-singular algebra.
Therefore, the restriction δ of the inner derivation ad(H) to the ad(H)-invariant algebra C yields a semi-simple derivation with the set of eigenvalues {0, 2, 3, . . .}, and the algebra C is not isomorphic to a polynomial algebra. The algebra C is isomorphic to the algebra K[s, t]/(s 2 − t 3 ) of regular functions on the cusp s 2 = t 3 . In particular, the algebra C is a singular one.
For each element a ∈ A 1 , the union N (a) := N (a,
. By the very definition, the algebra N (a) is the largest subalgebra of the Weyl algebra A 1 on which the inner derivation ad(a) acts locally nilpotently. Little is known about these algebras in the case when N (a) = C(a). In particular, it is not known of whether these algebras are finitely generated or Noetherian. Though, a positive answer to Dixmier's Fourth Problem [8] , which is still open, would imply that the algebras N (a) are finitely generated and Noetherian. In case of homogeneous elements of the Weyl algebra A 1 , a positive answer to Dixmier's Fourth Problem was given in [4] . In particular, for all homogeneous elements a of A 1 , the algebra N (a) is a finitely generated and Noetherian. For each element a ∈ A 1 \K, let Ev(a) be the set of eigenvalues in the field K of the inner derivation ad(a) of the Weyl algebra A 1 . Then Ev(a) is an additive submonoid of (K, +) and
is an Ev(a)-graded subalgebra of the Weyl algebra A 1 , i.e.
D(a, λ)D(a, µ) ⊆ D(a, λ + µ) for all λ, µ ∈ Ev(a).
Little is known about the algebras D(a) in general.
The next corollary is a first step in the proof of Theorem 1.2. 
3. ker C(h) (δ) = K.
C(h) ∩
A ′ 1 = K[h].
C(h) = K[h] iff the map δ acts locally nilpotently on C(h).

K[h]
((i−1)!) 2 for all i ≥ 1 where
Proof. The degree function v ρ,η on the Weyl algebra A 1 . The elements {Y i X i | (i, j) ∈ N 2 } is a K-basis of the Weyl algebra A 1 . Any pair (ρ, η) of positive integers determines the degree function v ρ,η on the Weyl algebra A 1 by the rule
Since im(v ρ,η ) ⊆ N, the negative terms of the v ρ,η -filtration are all equal to zero, i.e. A 1 = i∈N A 1,≤i (ρ, η) is a positively filtered algebra where A 1,≤i (ρ, η) := {a ∈ A 1 | v ρ,η (a) ≤ i}, and A 1,≤0 (ρ, η) = K. It follows from the relation [Y, X] = 1 that, for all elements a, b ∈ A 1 ,
and so the associated graded algebra gr vρ,η (A 1 ) is a polynomial algebra in two variables which are the images of the elements X and Y in gr vρ,η (A 1 ). For each non-zero element a = i,j∈N a ij Y i X j where a ij ∈ K, define its Newton polygon NP(a) as the the convex hull of the support supp(a) := {(i, j) ∈ N 2 | a ij = 0} of the element a.
The set of a-generic pairs is a non-empty set (moreover, all but finitely many pairs (ρ, η) are a-generic, eg, pairs such that the lines ρy + ηx = 1 are not parallel to the edges of the Newton polygon of the element a). 
, and q ′ = p ′ a + pa ′ , and so
Till the end of this section, we assume that [y, x] = 1 for some elements x and y of the Weyl algebra A 1 and h := yx. The results below are some of the key steps in the proof of Theorems 1.1 and 1.2.
In more detail, using the fact that that δ y is a derivation of the Weyl algebra A 1 , we obtain the equality
In more detail, using the fact that δ x is a derivation of the Weyl algebra A 1 , we obtain the equality
where ρ and η are positive integers. Then v(d(a n )) = v(a n−1 d(a)) for all elements a ∈ C(h)\K and n ≥ 1.
Proof. Notice that ker C(h) (d) = C(h) ∩ C(y) = K since the elements h and y do not commute. Therefore, if a ∈ C(h)\K then d(a n ) = 0 for all n ≥ 1. Let us prove by induction on n that
where the three dots denote smaller terms, i.e. v(· · · ) < v(na n −1 d(a) ). The claim is trivially true for n = 1. So, let n > 1. By (20),
We can extend the degree function v from the Weyl algebra A 1 to its quotient ring Frac(A 1 ), the, so-called, Weyl skew field of fractions of A 1 , by the rule v(s Proof. In view of existence of the K-algebra isomorphism of the Weyl algebra A The first condition of Theorem 2.2 follows from (18) and (20): for all elements a, b ∈ C(h),
Then, by (20),
The second condition of Theorem 2.2 follows from Lemma 2.8: for all a ∈ C(h)\K and n ≥ 1,
for all a ∈ K and n ≥ 1, ∆(a n ) = −∞ = ∆(a). The third condition of Theorem 2.2 is obvious. Let (i, j) be the only pair satisfying (19) for the element h. Then h = λY i X j + · · · for some λ ∈ K * where the three dots mean smaller terms with respect to the v-filtration on the Weyl algebra A 1 . The element l(h) := λY i X j is called the leading term of the element h with respect to the v-filtration. Since 
Recall that ker C(h) (δ) = K (Proposition 2.7. (3)), ker C(h) (d) = C(h) ∩ C(y) = K since hy = yh, and ker (4) and Theorem 2.9, for all elements c ∈ C(h)\K, v(dd
, and so ∆ dd ′ ,v (c) = 0. On the other hand, for all elements c ∈ C(h)\K, 
If λ = 0 then take u 0 = 1, by Theorem 1.1. If λ = 0 then take any nonzero element, say w λ , of
, and so
This gives the equality K[h] = K[h]p, and so p ∈ K * . This implies the equality
Claim 2: x = µu 1 and y = νu −1 for some µ, ν ∈ K * .
By Claim 1, x = u 1 µ and y = νu −1 for some non-zero polynomials µ, ν
is not a scalar polynomial (as the product of non-scalar elements in the Weyl algebra A 1 is a non-scalar element), the polynomials ν and µ must be non-zero scalars since
For every eigenvalue λ ∈ Ev(h), the vector space D λ is invariant under the linear maps δ y (·)x and δ x (·)y.
Proof. The second equality (i.e. ∆ d,v (a n ) = ∆ d,v (a)) follows at once from the first one. In view of existence of the automorphism of the Weyl algebra A
it suffices to prove the first equality only for δ = δ y (·)x. Let us prove by induction on n that
where the three dots denote smaller terms, i.e. v(· · · ) < v(na n−1 d(a)). The claim is trivially true for n = 1. So, let n > 2. By (20),
Then, by (18),
Each element of the basis {x
Proof. Straightforward.
Proof. This follows at once from Lemma 3.2.
Claim 3: θ = 1, i.e. n = 1.
Suppose that n = 1, we seek a contradiction. Fix a pair (ρ, η) ∈ Z 2 with ρ + η > 0. Let Claim 4: For all n ≥ 1, u n = λ n x n and u −n = λ −n y n for some scalars λ n , λ −n ∈ K * .
In view of existence of the automorphism of the Weyl algebra A Therefore, deg h (γ) = 0 since ρ + η > 0, and so γ ∈ K * . Similarly, applying the linear map d ′ := δ x (·)y to the equality x n = u n α and using (21) we obtain the equality
Notice that deg h (α − σ(α)) < deg h (α), and so 
