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REGULARITY THEORY FOR PARABOLIC EQUATIONS WITH
SINGULAR DEGENERATE COEFFICIENTS
HONGJIE DONG AND TUOC PHAN
Abstract. In this paper, we study parabolic equations in divergence form with
coefficients that are singular degenerate as some Muckenhoupt weight functions
in one spatial variable. Under certain conditions, weighted reverse Ho¨lder’s in-
equalities are established. Lipschitz estimates for weak solutions are proved for
homogeneous equations with singular degenerate coefficients depending only on
one spatial variable. These estimates are then used to establish interior, boundary,
and global weighted estimates of Caldero´n-Zygmund type for weak solutions, as-
suming that the coefficients are partially VMO (vanishing mean oscillations) with
respect to the considered weights. The solvability in weighted Sobolev spaces is
also achieved. Our results are new even for elliptic equations, and non-trivially
extend known results for uniformly elliptic and parabolic equations. The results
are also useful in the study of fractional elliptic and parabolic equations with
measurable coefficients.
1. Introduction and main results
Consider a given weight function µ : R → (0,∞) that could be singular or de-
generate. In this paper,we establish existence, uniqueness, and regularity theory in
weighted Sobolev spaces for solutions of the following class of parabolic equations
with coefficients that are measurable and singular-degenerate in xn-variable
µ(xn)a0(xn)ut − div[µ(xn)(A∇u − F)] + λµ(xn)u = µ(xn) f (1.1)
in (−∞,T)×Rn, where T ∈ (−∞,+∞]. We also study the class of equations (1.1) in
the half space (−∞,T)×Rn+ with the conormal boundary condition:
lim
xn→0+
〈µ(xn)(A∇u − F), en〉 = 0. (1.2)
Here, Rn+ = R
n−1 × R+ with some n ∈ N, en = (0, 0, . . . , 0, 1) ∈ Rn is the unit nth-
coordinate vector, λ ≥ 0, and A is a given measurable bounded and uniformly
elliptic matrix, a0 is a given measurable function, F is a given measurable vector
field, and f is a given measurable function. Throughout the paper, we assume that
there exists Λ > 0 such that
Λ
−1 ≤ a0(xn) ≤ Λ for a.e. xn, and
Λ
−1|ξ|2 ≤ 〈A(t, x)ξ, ξ〉, ‖A‖L∞ ≤ Λ,
(1.3)
for ξ ∈ Rn and for a.e. (t, x).
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2 H. DONG AND T. PHAN
The most interesting and important feature in the class of equations (1.1) is
that µ is assumed to be a Muckenhoupt weight function, whose definition will be
reviewed shortly. As such, the coefficients in (1.1) could be singular or degenerate
in xn-variable. When µ = 1, (1.1) and (1.2) are respectively reduced to the linear
nondegenerate parabolic equation on Rn, and on Rn+ with the conormal boundary
condition.
The singular and degenerate equations (1.1) and (1.2) are of particular interest
due to its geometric and probabilistic applications. We refer to the work [17, 18, 14]
about equations with singular and degenerate coefficients that arise in finance and
biology, where regularity theory in Ho¨lder space was studied. When µ(y) = |y|α
with α ∈ (−1, 1), the equation is related the extension problem of the fractional
heat operator. See, for instance, [2]. In this case, the coefficients can be singular
or degenerate on the boundary of the domain. This type of partial differential
operators are usually referred to Grushin operators (see [22, 23]) and has attracted
many attentions in the last few decades; see [6, 7, 32]. Finally, due to the interest
in problems in calculus of variation, the study of regularity of solutions to elliptic
and parabolic equations with singular degenerate coefficients already appeared in
many classical papers; see [15, 16, 30, 31, 29, 9, 10, 11].
The work mentioned above concerns Ho¨lder and Schauder regularity of weak
solutions of equations with singular degenerate coefficients. In this work, we will
establish the regularity theory in Sobolev spaces for (1.1) and (1.2). In particular,
results suchas theweighted reverseHo¨lder’s inequality andLipschitz estimates are
established. Weighted estimates of the Caldero´n-Zygmund type and solvability
of solutions in weighted Sobolev spaces are proved, assuming the coefficients
are partially VMO (vanishing mean oscillations) with respect to the considered
weights.
Let us now recall some definitions in order to state our main results. A
non-negative locally integrable function µ : R → R+ is said to be in the A2(R)-
Muckenhoupt class of weights if it satisfies the following condition:
[µ]A2(R) := sup
y∈R, r>0
(? y+r
y−r
µ(s) ds
) (? y+r
y−r
1
µ(s)
ds
)
< ∞. (1.4)
For any r > 0 and z0 = (t0, x′0, xn0) = (z
′
0, xn0) ∈ R × Rn, we denote the partial
weighted mean oscillation of the coefficient A in the cyllinder Qr(z0) by
A#r (z0) =
?
Qr(z0)
|A(t, x)− A¯Q′r(z′0)(xn)|µ(dz),
where µ(dz) = µ(xn)dxdt and
A¯Q′r(z′0)(xn) =
?
Q′r(z′0)
A(t, x′, xn) dx′ dt.
Moreover, Q′r(z′0) is the parabolic cylinder in R × Rn−1 centered at z′0 = (t0, x′0) ∈
R ×Rn−1 with radius r, and Qr(z0) is the parabolic cylinder in R ×Rn centered at
z0 = (t0, x′0, xn0) ∈ R ×Rn with radius r. We also denote Q+r (z0) = Q+r (z0) ∩ {xn > 0}.
See Section 2 formoreprecise definitions. Also, throughout thepaper, the following
notation is used?
Q
f (t, x)ω(dz) =
1
ω(Q)
∫
Q
f (t, x)ω(dz), where ω(Q) =
∫
Q
ω(dz)
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for any measurable function f defined on a measurable set Q ⊂ Rn+1 and for any
Borel measure ω on Rn+1.
Our first result is a local interior estimates in weighted Sobolev spaces for weak
solutions of (1.1).
Theorem 1.5. Let q ≥ 2, K0 ≥ 1, and λ ≥ 0 be constants. Then there exists δ =
δ(n,Λ,K0, q) > 0 such that the following statement holds. Let z0 = (z′0, xn0) ∈ Rn+1 and
R0 ∈ (0, 1/4). Assume that A : Q2(z0) → Rn×n such that A#r (z) ≤ δ for any r ∈ (0,R0)
and z ∈ Q3/2(z0). Assume that µ satisfies the following A1 type condition? y+ρ
y−ρ
µ(s) ds ≤ K0µ(y), for a.e. y ∈ (xn0 − 2, xn0 + 2), ∀ ρ ∈ (0, 1).
Suppose that u is aweak solution of (1.1) inQ2(z0), where F ∈ Lq(Q2(z0), µ), f = f1+
√
λ f2,
f1 ∈ Lql′0(Q2(z0), µ), f2 ∈ Lq(Q2(z0), µ), λ ≥ 0, and l′0 = l′0(n,M0) ∈ (0, 1) is defined below
in (3.1). Then,
?
Q1(z0)
(|Du| +
√
λ|u|)qµ(dz) ≤ C

(?
Q2(z0)
|u|2µ(dz)
)q/2
+
?
Q2(z0)
(|F| + | f2|)qµ(dz) +
(?
Q2(z0)
| f1|ql′0µ(dz)
)1/l′
0
 ,
where C > 0 is a constant depending on n, Λ, K0, q, and R0.
We also have the following boundary estimate in weighted Sobolev spaces for
weak solutions of (1.1)-(1.2). Note that the condition on µ is weaker near the
boundary.
Theorem 1.6. Let q ≥ 2, K0 ≥ 1,M0 ≥ 1,R0 ∈ (0, 1/4), and λ ≥ 0 be constants.
Then there exists δ = δ(n,Λ,M0,K0, q) > 0 such that the following holds. Assume that
A : Q+2 → Rn×n such that A#r (z) ≤ δ for any r ∈ (0,R0) and z ∈ Q+3/2. Assume that µ
satisfies (1.4) with [µ]A2 ≤M0 and? y+ρ
y−ρ
µ(s) ds ≤ K0µ(y) for a.e. y ∈ (0, 2) and any ρ ∈ (0, y/2). (1.7)
Suppose that u is a weak solution of (1.1)-(1.2) inQ+2 , where F ∈ Lq(Q+2 , µ), f = f1+
√
λ f2,
f1 ∈ Lql′0 (Q+2 , µ), f2 ∈ Lq(Q+2 , µ), and l′0 = l′0(n,M0) ∈ (0, 1) is defined below in (3.1). Then,?
Q+
1
(|Du|+
√
λ|u|)qµ(dz) ≤ C


?
Q+
2
|u|2µ(dz)

q/2
+
?
Q+
2
(|F| + | f2|)qµ(dz) +

?
Q+
2
| f1|ql′0µ(dz)

1/l′
0
 ,
(1.8)
where C > 0 is a constant depending on n, Λ, M0, K0, q, and R0.
From Theorems 1.5 and 1.6, we derive the following solvability results in
weighted Sobolev spaces for (1.1) and (1.2).
Theorem 1.9. Let K0 ≥ 1, q ≥ 2 and R0 ∈ (0, 1) be constants. Then there exist
δ = δ(n,Λ,K0, q) > 0 and λ0 = λ0(n,Λ,K0, q,R0) > 0 such that the following holds.
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Assume that A#r (z) ≤ δ for any r ∈ (0,R0) and z ∈ (−∞,T) × Rn with some T > 0.
Assume also that µ satisfies the following A1-Muckenhoupt type condition? y+ρ
y−ρ
µ(s)ds ≤ K0µ(y), for a.e. y ∈ R, ∀ ρ ∈ (0, 1).
Suppose that F ∈ Lq((−∞,T) × Rn, µ), f = f1 +
√
λ f2, f1 ∈ Lql′0((−∞,T) × Rn, µ),
f2 ∈ Lq((−∞,T) ×Rn, µ), and l′0 = l′0(n,M0) ∈ (0, 1) is defined below in (3.1). Then, for
λ ≥ λ0, there exists a unique weak solution u of (1.1) in (−∞,T)×Rd, which satisfies∫
(−∞,T)×Rn
(|Du| +
√
λ|u|)q µ(dz)
≤ C

∫
(−∞,T)×Rn
(|F| + | f2|)q µ(dz)+
(∫
(−∞,T)×Rn
| f1|ql′0 µ(dz)
)1/l′
0
 ,
where C > 0 depends only on n, Λ, K0, q, and R0. When q ∈ (1, 2), the result still holds
provided that f1 ≡ 0.
Theorem 1.10. Let K0 ≥ 1, q ≥ 2,R0 ∈ (0, 1), and M0 ≥ 1 be constants. Then there
exist δ = δ(n,Λ,M0,K0, q) > 0 and λ0 = λ0(n,Λ,M0,K0, q,R0) > 0 such that the
following holds. Assume that A : (−∞,T) × Rn+ → Rn×n such that A#r (z) ≤ δ for any
z ∈ (−∞,T) × Rn+ and r ∈ (0,R0). Assume that µ satisfies (1.4) with [µ]A2 ≤ M0 and
(1.7). Suppose F ∈ Lq((−∞,T) × Rn+, µ), f = f1 +
√
λ f2, f1 ∈ Lql′0 ((−∞,T) × Rn+, µ),
f2 ∈ Lq((−∞,T) × Rn+, µ), and l′0 = l′0(n,M0) ∈ (0, 1) is defined below in (3.1). Then,
for λ ≥ λ0, there exists a unique weak solution u of (1.1)-(1.2) in (−∞,T) × Rn+, which
satisfies ∫
(−∞,T)×Rn+
(|Du| +
√
λ|u|)q µ(dz)
≤ C

∫
(−∞,T)×Rn+
(|F| + | f2|)q µ(dz) +
(∫
(−∞,T)×Rn+
| f1|ql′0 µ(dz)
)1/l′
0
 ,
(1.11)
where C > 0 depends only on n, Λ, M0, K0, q, and R0. When q ∈ (1, 2), the result still
holds provided that f1 ≡ 0.
Remark 1.12. From the above two theorems, we also obtain the solvability for the
corresponding initial value problem in (0,T) × Rn (or (0,T) × Rn
+
, respectively),
where T ∈ (0,∞]. Indeed, we can solve the equation with F and f being zero for
t ≤ 0. By using the unique solvability, it is easily seen that u = 0 for t ≤ 0. When T
is finite, we can take λ0 = 0 if we allow C to also depend on T. For example, in the
half space case, for λ ∈ [0, λ0], we consider v = v(t, x) = e−λ0tu(t, x), which satisfies
µ(xn)a0(xn)vt − div[µ(xn)(A∇v − e−λ0tF)] + (λ + λ0)µ(xn)v = µ(xn)e−λ0t f ,
lim
xn→0+
〈µ(xn)(A∇v − e−λ0tF), en〉 = 0
in (0,T)×Rn+. By applying the estimate with λ + λ0 in place of λ, and returning to
u, we get (1.11) the desired estimate with a constant C also depending on T.
Besides Theorems 1.5, 1.6, 1.9, and 1.10, we emphasize that many other fun-
damental results for equations with singular degenerate coefficients are also es-
tablished in this paper such as reverse Ho¨lder’s inequalities (see Section 3) and
Lipschitz regularity estimates (see Section 4). These results are non-trivial and
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completely new even in the elliptic setting. They are also of independent interest
and could be useful for other purposes.
Remark 1.13. The following points regarding our main theorems are worth high-
lighting.
(i) Condition (1.7) holds forµ(y) = yα, y > 0withα ∈ (−1, 1). As a consequence,
Theorem 1.6 and Theorem 1.10 hold true for such µ.
(ii) By localizing the estimates in Theorems 1.9 and 1.10, we can get local
interior and boundary estimates similar to these in Theorem 1.5 and 1.6
with q ∈ (1, 2).
(iii) If µ = 1, Theorems 1.5, 1.6, 1.9, and 1.10 hold with l′
0
=
n+2
n+4 .
We now provide several comments regarding our main theorems. First, even if
µ = 1, it is well known from the work [28] that some type of smallness assumption
on the oscillation of the coefficients is necessary. Observe that in the condition
A#r (z) ≤ δ in our theorems, the oscillation of the coefficients A is only measured in
the (t, x′)-variable with respect to the weight µ. This type of condition is usually
referred to the partially VMOcondition first introduced byKim andKrylov [25] for
the case µ = 1. For example, when A(t, x) = a(xn)A˜(t, x′), it can be easily checked
that if A˜ is uniformly elliptic and in VMO, then no regularity is required for a,
except for a uniformly elliptic condition 0 < γ ≤ a(s) ≤ γ−1 with some γ > 0.
In this perspective, our results extend the results established in [25, 26, 12, 13],
where the case µ = 1 is studied. In this line of research, we also would like to
mention the recent work [8, 27] in which regularity of weak solutions for elliptic
equations were studied. In particular, in [8] the coefficients are assumed to be
singular, degenerate, and VMO in all the variables. In [27], elliptic equations
with coefficients that are singular or degenerate in one-variable direction as in this
current paper is studied. However, compared to the current work, some quite
restrictive additional conditions on µ and structural conditions on the coefficients
A are required in these two papers. For instance, when the principal coefficient
A(x) = |x|α with x ∈ Rn, results in [8] are only valid with |α| sufficiently small.
Our proof is based on the perturbation technique using homogeneous equa-
tions with coefficients that are frozen in the (t, x′)-variables, and apply the reverse
Ho¨lder’s inequalities and Lipschitz estimates mentioned above. We exploit a level
set argument using maximal function free approach introduced in [1] and extend
it to the weighted setting. In this regard, we note that it is possible to extend our
regularity estimate theorems to the estimates in weighted Lorentz spaces. How-
ever, we do not pursue this direction to avoid further technical complexities. Let us
also mention that the proof of the Lipschitz estimates in Section 4 is highly delicate
because the coefficients are singular and degenerate in xn-variable, and they are
only just measurable with no other extra regularity assumptions. To achieve the
desired results, we elaborately explore anduse the analysis of anisotropicweighted
Sobolev inequalities, energy estimates, iteration arguments, and the structure of
the considered equations.
The remaining part of the paper is organized as follows. In Section 2, we present
several results on weighted Sobolev inequalities. The weighted reverse Ho¨lder’s
inequalities for equations with singular degenerate coefficients will be stated and
proved in Section 3. In Section 4, we prove Lipschitz estimates for homogeneous
equations with singular degenerate coefficients that only depend on one spatial
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variable. Section 5 is devoted to the study of interior Sobolev estimates. The proof
of Theorem 1.5 is also given in this section. Similarly, Section 6 contains the proof
of Theorem 1.6 on boundary estimates in weighted Sobolev spaces. In the last
section, Section 7, we prove Theorems 1.9 and 1.10.
2. Weighted Sobolev inequalities
We begin the section with introducing notation used in the paper. For any ρ > 0
and x = (x′, xn) ∈ Rn−1 × R, we denote the cylinder in Rn of radius ρ centered at
x = (x′, xn) ∈ Rn by
Dρ(x) = B
′
ρ(x
′) × (xn − ρ, xn + ρ),
where B′ρ(x′) is the ball in Rn−1 with radius ρ and centered at x′ ∈ Rn−1. For any
z = (t, x) = (z′, xn) ∈ R ×Rn, the parabolic cylinder in R ×Rn of radius ρ centered
at z is denoted by Qρ(z) = (t − ρ2, t] × Dρ(x). We also write Γρ(t) = (t − ρ2, t],
Q′ρ(z
′) = Γρ(t) × B′ρ(x′), and
B′ρ = B
′
ρ(0), Dρ = Dρ(0), Qρ = Qρ(0), Q
′
ρ = Q
′
ρ(0), and Γρ = Γρ(0).
The upper half parabolic cylinders are written as
D+ρ (x) = Dρ(x) ∩ {xn > 0}, Q+ρ (z) = Γρ(t) ×D+ρ (x),
and D+ρ = D
+
ρ (0) and Q
+
ρ = Q
+
ρ (0).
Let us also recall that for each p ∈ [1,∞), a locally integrable function µ : Rn →
R
+ is said to be inAp(R
n) Muckenhoupt class of weights if and only if [µ]Ap(Rn) < ∞,
where
[µ]Ap(Rn) =

sup
ρ>0,x∈Rn

?
Bρ(x)
µ(y) dy


?
Bρ(x)
µ(y)
1
1−p dy

p−1
, if p ∈ (1,∞)
sup
ρ>0,x∈Rn

?
Bρ(x)
µ(y) dy
 ‖ 1µ‖L∞(Bρ(x)), if p = 1.
Observe that if µ ∈ Ap(R), then µ˜ ∈ Ap(Rn) with [µ]Ap(R) = [µ˜]Ap(Rn), where µ˜(x) =
µ(xn) for x = (x′, xn) ∈ Rn. Sometimes, if the context is clear, we neglect the spacial
domain and only write µ ∈ Ap.
For any Borel measure ω on Rn and any measurable set Ω ⊂ Rn, the following
notation is used ?
Ω
f (x)ω(dx) =
1
ω(Ω)
∫
Ω
f (x)ω(dx)
for any ω-measurable function f defined on Ω. For a non-empty domain Ω ⊂ Rn,
and for a given weight µ and with some p ∈ [1,∞), we denote Lp(Ω, µ) to be the
weighted Lebesgue space of all measurable functions f defined on Ω such that
‖ f ‖Lp(Ω,µ) =
(∫
Ω
| f (x)|p µ(dx)
)1/p
< ∞ with µ(dx) = µ(x)dx.
Also,W1,p(Ω, µ) is the weighted Sobolev spaces consisting of all measurable func-
tions f defined onΩ such that f and its weak derivativesDk f are all in L
p(Ω, µ) for
k = 1, 2, . . . , n. For any interval Γ ∈ R, we denote
V1,2(Γ ×Ω, µ) = L2(Γ,W1,2(Ω, µ)) ∩ L∞(Γ, L2(Ω, µ)).
Throughout the paper, let φ0 ∈ C∞0 (D2) be a fixed standard cut-off function
satisfying φ0 ≡ 1 on D1, 0 ≤ φ0 ≤ 1, and |Dφ0| ≤ 2. For any x¯ ∈ Rn and ρ > 0, we
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define ηx¯,ρ(x) = φ0(2(x− x¯)/ρ). For each function u defined in the neighborhood of
the cylinder Dρ(x¯), following the idea in [21], we define the weighted mean of u in
Dρ(x¯) with respect to a given weight µ : Rn → (0,∞) as
u¯x¯,ρ =
?
Dρ(x¯)
u(x)η2x¯,ρ(x)µ(dx), where µ(dx) = µ(x)dx. (2.1)
The following lemma is a consequence of [16, Theorem 1.5].
Lemma2.2 (Weighted Sobolev-Poincare´’s inequality). Let 1 < p < ∞ andµ ∈ Ap(Rn)
with [µ]Ap(Rn) ≤ M0 for some fixed M0 ≥ 1. Then, there exists γ0 = γ0(n,M0) > 0 such
that for any 1 ≤ k ≤ nn−1 + γ0(?
DR
|u(x) − AR|kp µ(dx)
)1/(kp)
≤ C(n,M0, k)R
(?
DR
|Du|p µ(dx)
)1/p
(2.3)
for any u ∈ W1,p(DR, µ) and R ∈ (0,∞), where
AR = u¯0,R, or AR =
?
DR
u(x) dx, or AR =
?
DR
u(x)µ(dx).
Proof. For the last two cases when AR =
>
DR
u(x) dx or AR =
>
DR
u(x)µ(dx), (2.3)
was obtained in [16, Theorem 1.5]. We only treat the case when AR = u¯0,R. Using
Ho¨lder’s inequality,
|u(x) − AR| ≤
(∫
DR
η20,R(x)µ(dx)
)−1 ∫
DR
|u(x) − u(y)|η20,R(y)µ(dy)
≤
(∫
DR
η20,R(x)µ(dx)
)−1/(kp) (∫
DR
|u(x) − u(y)|kpη20,R(y)µ(dy)
)1/(kp)
.
By the doubling property of µ, we have∫
DR
µ(dx) ≤ C
∫
DR/2
µ(dx) ≤ C
∫
DR
η20,R(x)µ(dx).
Thus the left-hand side of (2.3) is bounded by(∫
DR
µ(dx)
)− 1kp (∫
DR
η20,R(x)µ(dx)
)− 1kp (∫
DR
∫
DR
|u(x) − u(y)|kpη20,R(y)µ(dx)µ(dy)
)− 1kp
≤
(∫
DR
µ(dx)
)−2/(kp) (∫
DR
∫
DR
|u(x) − u(y)|kp µ(dx)µ(dy)
)1/(kp)
≤
(∫
DR
µ(dx)
)−1/(kp) (∫
DR
|u(x) − c|kp µ(dx)
)1/(kp)
for any c ∈ R. By taking c =
>
DR
u(x)µ(dx), we complete the proof. 
The following weighted parabolic embedding result will be used in our paper.
Lemma 2.4 (Weighted parabolic embedding). Assume that µ : Rn → (0,∞) such that
µ ∈ A2 with [µ]A2 ≤ M0. Then, there exists a constant C = C(n,M0) and l0 = l0(n,M0) >
1 such that
?
Qρ
|u|2l0 µ(dz)

1/l0
≤ C
sup
t∈Γρ
?
Dρ
|u|2 µ(dx) + ρ2
?
Qρ
|Du|2 µ(dz)

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for any u ∈ V1,2(Qρ, µ), where µ(dz) = µ(x)dz and ρ > 0. Moreover, if µ = 1, then
l0 =
n+2
n .
Proof. Note that if µ = 1, then the inequality is the standard unweighted parabolic
embedding theorem with l0 =
n+2
n > 1. For the general case, let us denote
uˆ = u − u˜Dρ (t), where u˜Dρ (t) =
?
Dρ
u(t, x)µ(dx).
Let κ = 2( nn−1 +γ0) > 2, where γ0 is defined in Lemma 2.2. Also, let l0 = 2(1− 1κ ) > 1.
Using Ho¨lder’s inequality and Lemma 2.2, we obtain
?
Dρ
|uˆ|2l0 µ(dx) ≤

?
Dρ
|uˆ|2 µ(dx)

1− 2κ 
?
Dρ
|uˆ|κ µ(dx)

2
κ
≤ C
sup
t∈Γρ
?
Dρ
|uˆ(t, x)|2 µ(dx)

1− 2κ 
?
Dρ
|Duˆ|2 µ(dx)
ρ2.
Then, by integrating in time, and also using Young’s inequality, we obtain

?
Qρ
|uˆ|2l0 µ(dz)

1
2l0
≤ C

sup
t∈Γρ
?
Dρ
|uˆ(t, x)|2µ(dx)

1/2
+ ρ

?
Qρ
|Duˆ|2 µ(dz)

1/2 .
This estimate together with the triangle inequality imply that

?
Qρ
|u|2l0 µ(dz)

1
2l0
≤

?
Qρ
|uˆ|2l0 µ(dz)

1
2l0
+

?
Qρ
|u˜Dρ (t)|2l0 µ(dz)

1
2l0
≤ C

sup
t∈Γρ
?
Dρ
|uˆ(t, x)|2 µ(dx)

1/2
+ ρ

?
Qρ
|Du|2 µ(dz)

1/2 + sup
t∈Γρ
|u˜Dρ (t)|.
On the other hand, from the Ho¨lder’s inequality, it follows that
sup
t∈Γρ
|u˜Dρ (t)| ≤
sup
t∈Γρ
?
Dρ
|u(t, x)|2µ(dx)

1/2
.
Then, the estimate in the lemma follows from the last two estimates. 
3. Weighted reverseHo¨lder’s inequalities
In this section, we prove self-improving integrability property for the gradients
of weak solutions of parabolic equations with singular-degenerate coefficients as
in (1.1)-(1.2). These types of estimates are usually referred to Meyers-Gehring’s
estimates, which are needed later in our paper. We establish the results for general
A2 weight onR
n orRn+. In this section, the leading coefficientsA are not required to
have small oscillation. Throughout this paper, we denote l′0 =
l0
2l0−1 ∈ (0, 1), where
l0 > 1 is defined in Lemma 2.4, i.e.,
1/l0 + 1/l
′
0 = 2. (3.1)
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3.1. Interior weighted reverse Ho¨lder’s inequality. Throughout this subsection,
we assume that A : Q2 → Rn×n is measurable and uniformly elliptic. Assume
also that µ : Rn → (0,∞) is a weight in A2(Rn), and denote µ(dx) = µ(x)dx and
µ(dz) = µ(x)dz. Assume that F ∈ L2(Q2, µ)) and f ∈ L2l′0 (Q2, µ). We consider the
equation
µ(x)a0(xn)ut − div[µ(x)(A∇u− F)] = µ(x) f in Q2. (3.2)
By weak solution of (3.2) we mean a function u ∈ V1,2(Q2, µ) satisfying
−
∫
Q2
µ(x)a0(xn)uϕt dz +
∫
Q2
µ(x)〈(A∇u− F),∇ϕ〉 dz =
∫
Q2
µ(x) fϕ dz (3.3)
for any ϕ ∈ C∞0 (Q2). It turns out that weak solutions of (3.2) posses some modest
regularity in time variable. To work with test functions involving the solutions,
it is convenient to recall the Steklov averages: for each function g ∈ Qr(z¯), where
z¯ = (t¯, x¯) ∈ Rn+1, we denote
[g]h(t, x) =
{
1
h
∫ t+h
t
g(s, x) ds for t ∈ (t¯ − r2, t¯ − h),
0 for t > t¯ − h.
Then, as in [19, p. 17-18], we can prove that (3.3) is equivalent to∫
D2
µ(x)a0(xn)∂t[u]hφ(x) dx +
∫
D2
µ(x)〈[A∇u]h,∇φ〉 dx
=
∫
D2
µ(x)
[
〈[F]h,∇φ〉 + [ f ]hφ(x)
]
dx, (3.4)
for any φ ∈ W1,2
0
(D2, µ) and for a.e. t ∈ (−4, 4− h).
Lemma 3.5 (Weighted Caccioppoli’s type estimate). Let a0 ≡ 1. There exists a
constant C = C(n,Λ,M0) such that for any z¯ = (t¯, x¯) ∈ Q3/2, ρ ∈ (0, 1/4), and for any
weak solution u of (3.2) with [µ]A2 ≤M0, it holds that
sup
τ∈Γρ(t¯)
ρ−2
?
Dρ(x¯)
uˆ2(τ, x)µ(dx)+
?
Qρ(z¯)
|Duˆ|2 µ(dz)
≤ C
ρ−2
?
Q2ρ(z¯)
uˆ2 µ(dz) +
?
Q2ρ(z¯)
|F|2 µ(dz)+ ρ2

?
Q2ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
 ,
where uˆ = u(t, x) − u¯x¯,2ρ(t) with u¯x¯,2ρ(t) being defined as in (2.1).
Proof. Let σ ∈ C∞0 (t¯ − 4ρ2, t¯ + 4ρ2) be a smooth function satisfying σ = 1 on Γρ(t¯)
and |σ′(t)| ≤ 4ρ−2. By taking φ = uˆ(t, x)η2x¯,2ρ(x)σ(t) as the test function in (3.4),
integrating in t, and taking h→ 0+, we obtain
1
2
∫ τ
t¯−4ρ2
σ(t)
d
dt

∫
D2ρ(x¯)
uˆ2η2x¯,2ρ(x)µ(dx)
 dt +
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
∂tu¯x¯,2ρ(t)σ(t)η
2
x¯,2ρ(t)uˆµ(dz)
= −
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
〈A∇u − F,∇[uˆη2x¯,2ρ(x)]〉σ(t)µ(dz)+
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
f uˆη2x¯,2ρ(x)σ(t)µ(dz)
for a.e. τ ∈ (t¯ − 4ρ2, t¯). Observe that by the definition of uˆ it follows that∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
∂tu¯x¯,2ρ(t)σ(t)η
2
x¯,2ρ(t) uˆ(t, x)µ(dz) = 0.
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Hence,
1
2
∫
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ(τ)µ(dx)+
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
〈A∇uˆ,∇uˆ〉η2x¯,2ρ(x)σ(t)µ(dz)
= −2
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
〈A∇uˆ,∇ηx¯,2ρ(x)〉uˆηx¯,2ρ(x)σ(t)µ(dz)
+
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
〈F, η2x¯,2ρ∇uˆ + 2uˆηx¯,2ρ∇ηx¯,2ρ〉σ(t)µ(dz)
+
1
2
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ
′(t)µ(dz)+
∫ τ
t¯−4ρ2
∫
D2ρ(x¯)
f uˆη2x¯,2ρ(x)σ(t)µ(dz).
From this and (1.3), it follows that
1
8ρ2
sup
τ
?
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ(τ)µ(dx)+ Λ
−1
?
Q2ρ(z¯)
|Duˆ|2η2x¯,2ρ(x)σ(t)µ(dz)
≤ C(Λ)
?
Q2ρ(z¯)
|Duˆ||Dηx¯,2ρ||uˆ|ηx¯,2ρσ(t)µ(dz)
+
?
Q2ρ(z¯)
|F|
[
η2x¯,2ρ|Duˆ| + 2|uˆ|ηx¯,2ρ|Dηx¯,2ρ|
]
σ(t)µ(dz)
+
1
2
?
Q2ρ(z¯)
uˆ2(τ, x)η2x¯,2ρ(x)|σ′(t)|µ(dz)+
?
Q2ρ(z¯)
| f ||uˆ|η2x¯,2ρ(x)σ(t)µ(dz).
(3.6)
Then, by using Ho¨lder’s inequality and Young’s inequality to the first two terms
on the right-hand side of (3.6), we obtain
1
8ρ2
sup
τ
?
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ(τ)µ(dx)+ Λ
−1
?
Q2ρ(z¯)
|D[uˆηx¯,2ρ(x)]|2σ(t)µ(dz)
≤ 1
2Λ
?
Q2ρ(z¯)
|D[uˆηx¯,2ρ(x)]|2σ(t)µ(dz)
+ C(Λ)
ρ−2
?
Q2ρ(z¯)
uˆ2 µ(dz) +
?
Q2ρ(z¯)
|F|2 µ(dz) +
?
Q2ρ(z¯)
| f ||uˆ|η2x¯,2ρ(x)σ(t)µ(dz)
 .
From this, it follows that
1
ρ2
sup
τ
?
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ(τ)µ(dx)+
?
Q2ρ(z¯)
|D[uˆηx¯,2ρ(x)]|2σ(t)µ(dz)
≤ C(Λ)
ρ−2
?
Q2ρ(z¯)
uˆ2 µ(dz) +
?
Q2ρ(z¯)
|F|2 µ(dz) +
?
Q2ρ(z¯)
| f ||uˆ|η2x¯,2ρ(x)σ(t)µ(dz)
 .
(3.7)
We now control the last term on the right-hand side of (3.7). We write v(t, x) =
uˆ(t, x)ηx¯,2ρ(x)σ(t). Note that by (3.1), 1 =
1
2l0
+
1
2l′
0
. Then, by using the Ho¨lder’s
PARABOLIC EQUATIONS WITH SINGULAR DEGENERATE COEFFICIENTS 11
inequality, Young’s inequality, and then Lemma 2.4, we obtain?
Q2ρ(z¯)
| f ||uˆ|η2x¯,2ρ(x)σ(t)µ(dz)
≤

?
Q2ρ(z¯)
∣∣∣∣| f |ηx¯,2ρ(x)
∣∣∣∣2l
′
0
µ(dz)

1/(2l′
0
) 
?
Q2ρ(z¯)
|v|2l0 µ(dz)

1/(2l0)
≤ ǫ
ρ2

?
Q2ρ(z¯)
|v|2l0 µ(dz)

1/l0
+ C(ǫ)ρ2

?
Q2ρ(z¯)
∣∣∣∣| f |ηx¯,2ρ(x)
∣∣∣∣2l
′
0
µ(dz)

1/l′
0
≤ C(n,M0)ǫ
ρ−2 sup
τ
?
D2ρ
|v(τ, x)|2 µ(dx)+
?
Q2ρ
|Dv(t, x)|2µ(dz)

+ C(ǫ)ρ2

?
Q2ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
,
for any ǫ > 0. From this estimate, (3.7) and by choosing ǫ sufficiently small, we
infer that
sup
τ
ρ−2
?
D2ρ(x¯)
uˆ2(τ, x)η2x¯,2ρ(x)σ(τ)µ(dx)+
?
Q2ρ(z¯)
|D[uˆ(t, x)ηx¯,2ρ(x)]|2σ(t)µ(dz)
≤ C
ρ−2
?
Q2ρ(z¯)
uˆ2 µ(dz) +
?
Q2ρ(z¯)
|F|2 µ(dz) + ρ2

?
Q2ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
 .
This estimate and the doubling property of µ implies the desired estimate in the
lemma. The proof of the lemma is then complete. 
Lemma 3.8. Let a0 ≡ 1. Let µ : Rn → R such that µ ∈ A2(Rn) with [µ]A2 ≤ M0
for some fixed M0 > 1. There is κ0 ∈ (1, 2) which depends only on n,M0 such that
the following holds. For any ǫ > 0, there exists C0 = C0(n,Λ,M0, ǫ) such that for any
z¯ = (t¯, x¯) ∈ Q3/2, ρ ∈ (0, 1/8), and for any weak solution u of (3.2), it holds that?
Qρ(z¯)
|Du|2 µ(dz) ≤ ǫ
?
Q4ρ(z¯)
|Du|2 µ(dz)
+ C0


?
Q4ρ(z¯)
|Du|κ0 µ(dz)

2/κ0
+
?
Q4ρ(z¯)
|F|2 µ(dz) + ρ2

?
Q4ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
 .
(3.9)
Proof. Denote
F (ρ) =
?
Qρ(z¯)
|F|2 µ(dz) + ρ2

?
Qρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
.
By the Poincare´ inequality, Lemma 2.2, it follows that
ρ−2
?
Q2ρ(z¯)
|u − u¯x¯,2ρ(t)|2 µ(dz) ≤ C(n,M0)
?
Q2ρ(z¯)
|Du|2 µ(dz).
This estimate and Lemma 3.5 imply that
ρ−2 sup
t∈Γρ(t¯)
?
Dρ(x¯)
|u− u¯x¯,2ρ(t)|2 µ(dx) ≤ C(n,Λ,M0)

?
Q2ρ(z¯)
|Du|2 µ(dz) + F (2ρ)
 . (3.10)
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Then, with the notation that uˆ = u − ux¯,2ρ(t), it follows from Ho¨lder’s inequality
that
ρ−2
?
Q2ρ(z¯)
|uˆ|2 µ(dz)
≤ ρ−2
 sup
t∈Γ2ρ(t¯)

?
D2ρ(x¯)
|uˆ|2 µ(dx)

1/2

?
Γ2ρ(t¯)

?
D2ρ(x0)
|uˆ|2 µ(dx)

1/2
dt

≤ Cρ−1


?
Q4ρ(z¯)
|Du|2 µ(dz)

1/2
+ F (4ρ)1/2


?
Γ2ρ(t¯)

?
D2ρ(x¯)
|uˆ|2 µ(dx)

1/2
dt
 ,
(3.11)
where we have used (3.10) in the last estimate with ρ replaced by 2ρ. We now
control the last factor on the right-hand side of (3.11). Let usdenoteκ = 2
(
n
n−1+γ0
)
>
2, where γ0 is a number depending on n and M0 defined in Lemma 2.2. Then, let
κ0 ∈ (1, 2) such that 1κ + 1κ0 = 1. From this, Ho¨lder’s inequality and the Sobolev-
Poincare´ inequality (see Lemma 2.2), it follows that
ρ−1
?
Γ2ρ(t¯)

?
D2ρ(x¯)
|uˆ|2 µ(dx)

1/2
dt
≤ ρ−1
?
Γ2ρ(t¯)


?
D2ρ(x¯)
|uˆ|κ0 µ(dx)

1
2κ0

?
D2ρ(x¯)
|uˆ|κ µ(dx)

1
2κ
 dt
≤ C(n,M0)
?
Γ2ρ(t0)


?
D2ρ(x¯)
|Du|κ0 µ(dx)

1
2κ0

?
D2ρ(x¯)
|Du|2 µ(dx)

1
4
 dt.
We then useHo¨lder’s inequality for the time integration in the last estimate to infer
that
ρ−1
?
Γ2ρ(t¯)

?
D2ρ(x¯)
|uˆ|2 µ(dx)

1/2
dt
≤ C(n,M0)

?
Q2ρ(z¯)
|Du|κ0 µ(dz)

1
2κ0

?
Q2ρ(z¯)
|Du|2 µ(dz)

1
4
.
The last estimate, together with (3.11) and Young’s inequality, implies that
ρ−2
?
Q2ρ(z¯)
|uˆ|2 µ(dz) ≤ C(n,M0)


?
Q4ρ(z¯)
|Du|2 µ(dz)

1/2
+ F (4ρ)1/2

·

?
Q4ρ(z¯)
|Du|κ0 µ(dz)

1
2κ0

?
Q4ρ(z¯)
|Du|2 µ(dz)

1
4
≤ ǫ
?
Q4ρ(z¯)
|Du|2 µ(dz) + C(n,M0, ǫ)


?
Q4ρ(z¯)
|Du|κ0 µ(dz)

2
κ0
+ F (4ρ)
 .
From this estimate and Lemma 3.5, we get (3.9) and the lemma is proved. 
The following result is the main result of this section.
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Proposition 3.12 (Weighted reverse Ho¨lder’s inequality). For each Λ > 0,M0 ≥ 1,
there exists ǫ0 ∈ (0, 1) depending only on n, Λ, and M0 such that the following statement
holds. If µ ∈ A2(Rn) with [µ]A2 ≤ M0, we assume (1+ n)(1/l′0 − 1) ≤ 1, and if µ ∈ A2(R)
with [µ]A2 ≤ M0, we assume (3 + n)(1/l′0 − 1) ≤ 2. Then for any q ∈ [2, 2 + ǫ0], there
exists C0 = C0(n,Λ,M0, q) such for any weak solution u of (3.2), it holds that?
Qr(z¯)
|Du|q µ(dz)
≤ C0

(?
Q2r(z¯)
|Du|2 µ(dz)
)q/2
+
?
Q2r(z¯)
|F|q µ(dz) + GQ2( f )q
?
Q2r(z¯)
| f |l′0q µ(dz)

(3.13)
for any z¯ ∈ Q3/2 and r ∈ (0, 1/2), where
GQ2( f ) =
(?
Q2
| f |2l′0 µ(dz)
) 1
2l′
0
− 12
. (3.14)
Proof. If µ ∈ A2(Rn) with [µ]A2(Rn) ≤ M0, it follows that
µ(Q2)
µ(Qr(z¯))
=
4µ(D2)
r2µ(Dr(x¯)
≤ C(n,M0)
r2
( |D2|
|Dr(x¯)|
)2
≤ C(n,M0)r−2(n+1).
Similarly, if µ ∈ A2(R) with [µ]A2(R) ≤M0, it also holds that
µ(Q2)
µ(Qr(z¯)
≤ C(M0, n)
rn+1
( |(−2, 2)|
|(x¯ − r, x¯ + r)|
)2
≤ C(M0, n)r−(n+3).
Then, by the condition on l′0, we obtain
r2
(
µ(Q2)
µ(Qr(z¯)
) 1
l′
0
−1
≤ C(M0, n), ∀r ∈ (0, 1/2), ∀ z¯ ∈ Q3/2.
Therefore, for any z¯ ∈ Q3/2 and ρ ∈ (1, 1/8),
ρ2

?
Q4ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
= ρ2

?
Q4ρ(z¯)
| f |2l′0 µ(dz)

1/l′
0
−1 
?
Q4ρ(z¯)
| f |2l′0 µ(dz)

≤ ρ2
(
µ(Q2)
µ(Q4ρ(z0)
) 1
l′
0
−1 (?
Q2
| f |2l′0 µ(dz)
)1/l′
0
−1 
?
Q4ρ(z¯)
| f |2l′0 µ(dz)

≤ C(M0, n)G2Q2( f )

?
Q4ρ(z¯)
| f |2l′0 µ(dz)
 = C(M0, n)
?
Q4ρ(z¯)
| f˜ |2 µ(dz),
where f˜ = GQ2( f )| f |l
′
0 . Then in the special casewhen a0 ≡ 1, from the above estimate
and Lemma 3.8, there is κ0 ∈ (1, 2) such that with ǫ ∈ (0, 1)?
Qρ(z¯)
|Du|2 µ(dz) ≤ ǫ
?
Q4ρ(z¯)
|Du|2 µ(dz)
+ C0(Λ,M0, n, ǫ)


?
Q4ρ(z¯)
|Du|κ0 µ(dz)

2/κ0
+
?
Q4ρ(z¯)
|F|2 µ(dz) +
?
Q4ρ(z¯)
| f˜ |2 µ(dz)

for any ρ ∈ (0, 1/8) and z¯ ∈ Q3/2. Now (3.13) is a consequence of the well-known
Gehring lemma; see, for instance, [20, Ch. V].
For the general case, we can first absorb a0 to µ and replace A, F and f with
A/a0, F/a0 and f/a0, respectively. The proposition is proved. 
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Remark 3.15. In the special case when µ = 1, Proposition 3.12 as well as Proposition
3.17 below still hold with l0 = (n + 2)/n and l′0 = (n + 2)/(n + 4). In this case, we
have
µ(Q2)
µ(Qr(z¯))
≤ C(n)r−(n+2) and (2 + n)(1/l′0 − 1) = 2.
Therefore, the proofs in the subsequent sections also work when µ = 1 and l0 =
(n + 2)/n.
3.2. Weighted reverse Ho¨lder’s inequality on flat boundary. Throughout this
subsection, we assume that A = (Ai j)i, j=1,...,n : Q
+
2 :→ Rn×n is measurable and
uniformly elliptic. Assume also that µ is an A2 weight either on Rn or R. For each
measurable vector field F : Q+2 → Rn and each measurable function f : Q+ρ → R
satisfying |F| ∈ L2(Q+2 , µ), | f | ∈ L2l
′
0(Q+2 , µ), we consider the equation
µ(x)a0(xn)ut − div[µ(x)(A∇u− F)] = µ(x) f
lim
xn→0+
〈µ(x)(A∇u − F), en〉 = 0 in Q
+
2 . (3.16)
By weak solution of (3.16) we mean a function u ∈ V1,2(Q+
2
, µ) satisfying
−
∫
Q+
2
µ(x)a0(xn)uϕt dz +
∫
Q+
2
µ(x)〈(A∇u− F),∇ϕ〉 dz =
∫
Q+
2
µ(x) fϕ dz
for any ϕ ∈ C∞
0
(Q2). The following weighted reverse Ho¨lder’s inequality can be
proved exactly the same way as that of Proposition 3.12.
Proposition 3.17 (Weighted reverse Ho¨lder inequality). For eachΛ > 0 and M0 ≥ 1,
there is ǫ0 ∈ (0, 1) depending only on n,Λ,M0 such that the following statement holds. If
µ ∈ A2(Rn) with [µ]A2(Rn) ≤M0, we assume (1 + n)(1/l′0 − 1) ≤ 1, and if µ ∈ A2(R) with
[µ]A2(R) ≤ M0, we assume (3 + n)(1/l′0 − 1) ≤ 2. Then for any q ∈ [2, 2 + ǫ0], there exists
C0 = C0(n,Λ,M0, q) such for any weak solution u of (3.16), it holds that?
Q+r (z¯)
|Du|q µ(dz)
≤ C0


?
Q+
2r
(z¯)
|Du|2 µ(dz)

q/2
+
?
Q+
2r
(z¯)
|F|q µ(dz) + GQ+
2
( f )q
?
Q+
2r
(z¯)
| f |l′0q µ(dz)

for any ρ ∈ (0, 1/4) and z¯ ∈ Q+
3/2
, where
GQ+
2
( f ) =

?
Q+
2
| f (z)|2l′0 dz

1
2l′
0
− 12
.
4. Lipschitz estimates
In this section we prove several Lipschitz estimates for weak solutions of homo-
geneous parabolic equations with coefficients that are independent of (t, x′), but
singular and degenerate in xn-variable. The results will be used later to prove the
main theorems. The following simple observation will be useful in this section.
Lemma 4.1. Assume that [µ]A2(R) ≤ M0 for some M0 > 1 and (1.7) holds. Then, for any
R ∈ (0,∞) and a.e. r ∈ (0,R], it holds that(∫ r
0
µ(s) ds
) (∫ R
0
µ(s) ds
)
≤ CM0R2µ2(r). (4.2)
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Proof. It follows from (1.4) with y = 0 and r replaced by R that
∫ r
0
µ(s) ds ·
∫ R
0
µ(s) ds ≤M0R2
∫ r
0
µ(s) ds ·
(∫ R
0
µ−1(s) ds
)−1
≤M0R2
∫ r
0
µ(s) ds ·
(∫ r
0
µ−1(s) ds
)−1
≤M0R2
(
1
r
∫ r
0
µ(s) ds
)2
,
wherewe usedHo¨lder’s inequality in the last inequality. By the doubling property
and (1.7), ∫ r
0
µ(s) ds ≤ C
∫ r
r/2
µ(s) ds ≤ C
∫ 3r/2
r/2
µ(s) ds ≤ Crµ(r).
The lemma is proved. 
4.1. Interior Lipschitz estimates. Let zˆ = (tˆ, xˆ) ∈ Rn+1 be fixed, where xˆ = (xˆ′, xˆn) ∈
R × Rn−1. Also, let A¯ : (xˆn − 3, xˆn + 3) → Rn×n be measurable. We assume that
a0 : (xˆn − 3, xˆn + 3)→ R is measurable and satisfies
Λ
−1 ≤ a0(xn) ≤ Λ, xn ∈ (xˆn − 3, xˆn + 3). (4.3)
We investigate the regularity for weak solutions of
µ(xn)a0(xn)ut − div[µ(xn)A¯(xn)∇u] + λµ(xn)u = 0 in Q3(zˆ). (4.4)
We begin with the following weighted energy estimates of Caccioppoli type for
weak solutions of (4.4). The proof of this lemma is similar to that of Lemma 4.16
below, and thus skipped.
Lemma 4.5. Assume that µ : R → R+ is locally integrable. Then, there exists C =
C(n,Λ) > 0 such that for any λ ≥ 0 and for any weak solution u of (4.4), it holds that
sup
τ∈Γ2(tˆ)
∫
D2(xˆ)
u2(τ, x)µ(dx)+
∫
Q2(zˆ)
[
|Du|2 + λ|u|2
]
µ(dz) ≤ C
∫
Q3(zˆ)
u2 µ(dz). (4.6)
Moreover, for any k, j ∈N ∪ {0}, there is C = C(n, k, j,Λ) such that∫
Q2(zˆ)
|∂ j+1t u|2 µ(dz) +
∫
Q2(zˆ)
|DDkx′∂ jtu|2 µ(dz) ≤ C
∫
Q3(zˆ)
[
|Du|2 + λ|u|2
]
µ(dz).
The following interior Lipschitz estimates for weak solutions of (4.4) is the main
result of the subsection.
Proposition 4.7. For each Λ > 0,M0 ≥ 1 and K0 ≥ 1, there exists a constant C =
C(Λ,M0,K0) such that the following statement holds. Suppose that µ ∈ A2(R) with
[µ]A2(R) ≤ M0, and? s0+1
s0−1
µ(s) ds ≤ K0µ(s0) for a .e. s0 ∈ (xˆn − 1, xˆn + 1). (4.8)
Then, for any λ ≥ 0 and for any weak solution u of (4.4), we have
‖u‖L∞(Q1(zˆ)) ≤ C(n,Λ,M0)
(?
Q3(zˆ)
u2 µ(dz)
)1/2
(4.9)
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and
‖ut‖L∞(Q1) + ‖Du‖L∞(Q1(zˆ)) ≤ C(n,Λ,M0,K0)
(?
Q3(zˆ)
[
|Du|2 + λ|u|2
]
µ(dz)
)1/2
.
Proof. The proof is divided into two steps. In the first step, we prove the L∞-
estimates for u, ∂tu and Dx′u. In the second step, we establish the L∞-estimate of
Dnu. Without loss of generality, we assume zˆ = 0.
Step I: Noting that from (4.9), Lemma 4.5, and since Dx′u and ut satisfy the same
equation as u, it follows that
‖Dx′u‖L∞(Q1) ≤ C
(?
Q3
|Dx′u|2 µ(dz)
)1/2
,
‖ut‖L∞(Q1) ≤ C
(?
Q3
[
|Du|2 + λ|u|2
]
µ(dz)
)1/2
.
(4.10)
The proof of (4.9) uses Lemma 4.5 and anisotropic Sobolev inequalities, and is
identical to that of (4.24) below in the proof of Proposition 4.23. We therefore skip
it.
Step II: From (4.10), it remains to show that there is a constant C = C(n,Λ,M0,K0)
such that
‖Dnu‖L∞(Q1) ≤ C
(?
Q3
[
|Du|2 + λ|u|2
]
µ(dz)
)1/2
. (4.11)
To prove (4.11), let us denote
U(t, x) =
n∑
j=1
A¯nj(xn)D ju(t, x). (4.12)
Observe that we have
Dn(µ(xn)U) = µ(xn)
a0(xn)ut + λu −
n−1∑
i=1
n∑
j=1
A¯i j(xn)Di ju
 . (4.13)
Let us fix z0 = (z
′
0, xn0) ∈ Q1. By applying the Sobolev embedding theorem in z′,
for fixed z = (z′, xn) ∈ Q1(z0) = Q′1(z′0) × (−1 + xn0, 1 + xn0) ⊂ Q2, we have
|U(z′, xn)| + |ut(z′, xn)| + |DDx′u(z′, xn)|
≤ C‖U(·, xn)‖Wk/2,k
2
(Q′
1
(z′
0
)) + C‖ut(·, xn)‖Wk/2,k
2
(Q′
1
(z′
0
)) + C‖DDx′u(·, xn)‖Wk/2,k
2
(Q′
1
(z′
0
))
with an even number k ≥ (d + 1)/2. Thus, for any fixed z′ ∈ Q′
1
(z′
0
), by Lemma 4.5
and the fact that Q1(z0) ⊂ Q2, it follows that∫ xn0+1
xn0−1
µ(xn)
(
|U(z′, xn)|2 + |ut(z′, xn)|2 + |DDx′u(z′, xn)|2
)
dxn
≤ C
∫ xn0+1
xn0−1
µ(xn)
(
‖U(·, xn)‖2
Wk/2,k
2
(Q′
1
(z′
0
))
+ ‖ut(·, xn)‖2
Wk/2,k
2
(Q′
1
(z′
0
))
+ ‖DDx′u(·, xn)‖2
Wk/2,k
2
(Q′
1
(z′
0
))
)
dxn
≤ C
∫
Q3
[
|Du|2 + λ|u|2
]
µ(dz). (4.14)
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From (4.6), (4.13), and (4.14), we get∫ xn0+1
xn0−1
µ−1(xn)
(
|Dn(µ(xn)U)|2 + |µ(xn)U|2
)
dxn ≤ C
∫
Q3
[
|Du|2 + λ|u|2
]
µ(dz).
Thanks the doubling property of µ and by Ho¨lder’s inequality, for any fixed z0 =
(z′0, xn0) ∈ Q1,(∫ xn0+1
xn0−1
|Dn(µ(xn)U)|+ |µ(xn)U| dxn
)2
≤
(∫ xn0+1
xn0−1
µ−1(xn)
(
|Dn(µ(xn)U)|2 + |µ(xn)U|2
)
dxn
) (∫ xn0+1
xn0−1
µ(xn) dxn
)
≤ C
(?
Q3
[
|Du|2 + λ|u|2
]
µ(dz)
) (∫ xn0+1
xn0−1
µ(xn) dxn
)2
.
This estimate implies that
|µ(xn0)U(z0)| ≤ C
(?
Q3
[
|Du|2 + λ|u|2
]
µ(dz)
)1/2 ∫ xn0+1
xn0−1
µ(xn) dxn,
for a.e. z0 = (z
′
0, xn0) ∈ Q1, which together with (4.8) give
‖U‖L∞(Q1) ≤ C
(?
Q3
[
|Du|2 + λ|u|2
]
µ(dz)
)1/2
.
From this and (4.10), we conclude (4.11). The proof is therefore complete. 
4.2. Boundary Lipschitz estimates. Let A¯ : (0, 3) → Rn×n be measurable, and
a0 : (0, 3)→ R be measurable and satisfy
Λ
−1 ≤ a0(xn) ≤ Λ.
For λ ≥ 0, we investigate some regularity estimates for weak solutions of
µ(xn)a0(xn)ut − div[µ(xn)A¯(xn)∇u] + λµ(xn)u = 0
lim
xn→0+
〈µ(xn)A¯(xn)∇u, en〉 = 0 in Q
+
3 . (4.15)
We begin our section with the following lemma on weighted energy estimates of
Caccioppoli type for weak solutions of (4.15).
Lemma 4.16. Assume that µ : R+ → R+ is locally integrable. Then, there exists
C = C(Λ, n) > 0 such that for any weak solution u of (4.15), it holds that
sup
τ∈[−4,0]
∫
D+
2
u2(τ, x)µ(dx)+
∫
Q+
2
[
|Du|2 + λ|u|2
]
µ(dz) ≤ C
∫
Q+
3
|u|2 µ(dz). (4.17)
Moreover, for any k, j ∈N ∪ {0}, there is C = C(n, k, j,Λ) such that∫
Q+
2
|∂ j+1t u|2 µ(dz) +
∫
Q+
2
|DDkx′∂ jtu|2 µ(dz) ≤ C
∫
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz). (4.18)
Proof. Let 0 < r < R < 1, and let z0 = (t0, x0) ∈ Q+2 , and η be a smooth function
satisfying η = 1 in Qr(z0), η = 0 outside (t0 − R2, t0 + R2) ×DR(x0), and
|Dη| ≤ C/|R − r|, |ηt| ≤ C/|R − r|2.
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By using the Steklov’s average, we can formally multiply the equation by η2u and
integrate in Q+R(z0) to get the energy inequality
sup
t∈[t0−r2,t0]
∫
D+r (x0)
u2(t, x)µ(dx)+
∫
Q+r (z0)
[
|Du|2 + λ|u|2
]
µ(dz)
≤ C(R − r)−2
∫
Q+
R
(z0)
|u|2 µ(dz),
(4.19)
which implies (4.17). By using the difference quotient method, we can see thatDkx′u
satisfies the same equation with the same boundary condition as u. By induction,
we deduce from (4.19) that for any k ≥ 1,
sup
t∈[t0−r2,t0]
∫
D+r (x0)
|Dkx′u|2 µ(dx) +
∫
Q+r (z0)
[
|DDkx′u|2 + λ|Dkx′u|2
]
µ(dz)
≤ C
∫
Q+
R
(z0)
|Du|2 µ(dz).
(4.20)
Next, we estimate time derivatives of u. Again, by using difference quotient
method and Steklov’s average, we can formally multiply (4.15) by η2ut and inte-
grate in Q+R(z0) to get∫
Q+
R
(z0)
a0(xn)u
2
t η
2 µ(dz)+ λ
∫
Q+
R
(z0)
uutη
2µ(dz)
+
∫
Q+
R
(z0)
A¯i j(xn)D ju(2utηDiη +Diutη
2)µ(dz) = 0.
By Young’s inequality, for any ε ∈ (0, 1), we have∫
Q+
R
(z0)
u2t η
2 µ(dz)
≤ Cε−1(R − r)−2
∫
Q+
R
(z0)
|Du|2 µ(dz) + Cε(R − r)2
∫
Q+
R
(z0)
|Dut|2 µ(dz)
+ λ(R − r)−2
∫
Q+
R
(z0)
u2 µ(dz).
Also, since ut satisfies the same equation with the same boundary condition as u,
by (4.19) with ut in place of u and with a slightly different cutoff function, we have∫
Q+r (z0)
u2t µ(dz) ≤ Cε−1(R − r)−2
∫
Q+
R
(z0)
|Du|2 µ(dz)+ Cε
∫
Q+
R
(z0)
|ut|2 µ(dz)
+ λ(R − r)−2
∫
Q+
R
(z0)
u2 µ(dz).
This and a standard iteration argument give∫
Q+r (z0)
u2t µ(dz) ≤ C(R − r)−2
∫
Q+
R
(z0)
[
|Du|2 + λ|u|2
]
µ(dz). (4.21)
Again, by the difference quotient method, we can see that ∂
j
tu satisfies the same
equation as u. Therefore, by applying (4.20) and (4.21) repeatedly, we obtain for
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any integers j, k ≥ 0,∫
Q+r (z0)
|DDkx′∂ jtu|2 µ(dz) ≤ C
∫
Q+
R
(z0)
[
|Du|2 + λ|u|2
]
µ(dz), (4.22)
where C > 0 depends only on n, j, k, r, and R. For j ≥ 1, we also have∫
Q+r (z0)
|∂ jtu|2 µ(dz) ≤ C
∫
Q+
R
(z0)
[
|Du|2 + λ|u|2
]
µ(dz).
The estimates (4.21), (4.22), and the last estimates imply (4.18). The proof of the
lemma is complete. 
The following boundary Lipschitz estimate is similar to Proposition 4.7.
Proposition 4.23. For each Λ > 0,M0 ≥ 1 and K0 ≥ 1, there exists a constant C =
C(n,Λ,M0,K0) such that the following statement holds true. Suppose that µ ∈ A2
satisfying [µ]A2 ≤ M0 and (1.7). Then, for λ ≥ 0, any weak solution u of (4.15) satisfies
the following estimates
‖u‖L∞(Q+
1
) ≤ C(n,Λ,M0)

?
Q+
3
u2 µ(dz)

1/2
, (4.24)
‖ut‖L∞(Q+
1
) + ‖Du‖L∞(Q+
2
) ≤ C(n,Λ,M0,K0)

?
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz)

1/2
. (4.25)
Proof. The proof is divided into two steps. In the first step, we prove the L∞-
estimates for u, ∂tu and Dx′u. In the second step, we establish the L∞-estimate of
Dxnu.
Step I: In this first step, we prove (4.24). From (4.24), the energy estimates in
Lemma 4.16, and the fact thatDx′u and ut satisfy the same equation as u, it follows
immediately that
‖Dx′u‖L∞(Q+
1
) ≤ C

?
Q+
3
|Dx′u|2 µ(dz)

1/2
,
‖ut‖L∞(Q+
1
) ≤ C

?
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz)

1/2
.
(4.26)
The proof of (4.24) relies on an anisotropic weighted Sobolev inequality. By apply-
ing the standard Sobolev embedding theorem in z′ := (t, x′), for fixed z = (z′, xn) ∈
Q+
1
, we have
|Dnu(z′, xn)| ≤ C‖Dnu(·, xn)‖Wk/2,k
2
(Q′
1
), |u(z′, xn)| ≤ C‖u(·, xn)‖Wk/2,k
2
(Q′
1
)
with an even integer k ≥ (n + 1)/2. Thus, by using (4.17) and (4.18) with slight
modification, for any fixed z′ ∈ Q′
1
,∫ 1
0
µ(xn)
(
|Dnu(z′, xn)|2 + |u(z′, xn)|2
)
dxn
≤ C
∫ 1
0
µ(xn)
(
‖Dnu(·, xn)‖2
Wk/2,k
2
(Q′
1
)
+ ‖u(·, xn)‖2
Wk/2,k
2
(Q′
1
)
)
dxn
≤ C
∫
Q+
3
µ(xn)u
2 dz. (4.27)
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Thanks to (1.4), by Ho¨lder’s inequality and (4.27),
(∫ 1
0
|Dnu(z′, xn)| + |u(z′, xn)| dxn
)2
≤
∫ 1
0
µ(xn)
(
|Dnu(z′, xn)|2 + |u(z′, xn)|2
)
dxn ·
∫ 1
0
µ(xn)
−1 dxn
≤ C
∫
Q+
3
µ(xn)u
2 dz ·

∫
Q+
3
µ(xn) dz

−1
,
which implies (4.24).
Step II: To complete the proof of the proposition, it remains to prove that there
exists a constant C = C(n,Λ,M0,K0) such that
‖Dnu‖L∞(Q+
1
) ≤ C

?
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz)

1/2
. (4.28)
Recall (4.12) and (4.13). Observe that, by the conormal boundary condition,
(µ(xn)U)|xn=0 = 0. Moreover, by applying the Sobolev embedding theorem in
z′, for fixed z = (z′, xn) ∈ Q+1 = Q′1 × (0, 1), we have
|U(z′, xn)| + |ut(z′, xn)| + |DDx′u(z′, xn)|
≤ C‖U(·, xn)‖Wk/2,k
2
(Q′
1
) + C‖ut(·, xn)‖Wk/2,k
2
(Q′
1
) + C‖DDx′u(·, xn)‖Wk/2,k
2
(Q′
1
)
with an even integer k ≥ (d + 1)/2. Thus by Lemma 4.16, for any fixed z′ ∈ Q′
1
,
∫ 1
0
µ(xn)
(
|U(z′, xn)|2 + |ut(z′, xn)|2 + |DDx′u(z′, xn)|2
)
dxn
≤ C
∫ 1
0
µ(xn)
(
‖U(·, xn)‖2
Wk/2,k
2
(Q′
1
)
+ ‖ut(·, xn)‖2
Wk/2,k
2
(Q′
1
)
+ ‖DDx′u(·, xn)‖2
Wk/2,k
2
(Q′
1
)
)
dxn
≤ C
∫
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz). (4.29)
From (4.13), (4.17), and (4.29), and the zero boundary condition, we have
|µ(xn)U(z)| ≤ C
∫ xn
0
µ(s)
(
|ut(z′, s)| + λ|u| + |DDx′u(z′, s)|
)
ds
≤ C
(∫ 1
0
µ(s)
(
|ut(z′, s)| + λ|u| + |DDx′u(z′, s)|
)2
ds
) 1
2
(∫ xn
0
µ(s) ds
) 1
2
≤ C

?
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz)

1
2
(∫ xn
0
µ(s) ds
) 1
2
(µ(Q+3 ))
1/2.
Therefore, using (4.2) we get
|U(z)| ≤ C

?
Q+
3
[
|Du|2 + λ|u|2
]
µ(dz)

1
2
.
From this last estimate, (4.12), and (4.26), we obtain (4.28). The proof is therefore
complete. 
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5. InteriorW1,q-regularity theory and proof of Theorem 1.5
In this section we provide the proof of Theorem 1.5. To this end, we need to
establish several decomposition estimates. As alreadymentioned, our approach is
based on perturbation technique using equations with coefficients independent of
(t, x′). We recall that l0 is a number defined in Lemma 2.4 which depends only on
M0 and n, and l
′
0 is defined in (3.1).
5.1. Interior solution decomposition and their estimates. Let z0 = (t0, x0) ∈ Rn+1
and ρ > 0 be fixed. In this subsection we investigate interior properties for weak
solutions u of the equation
µ(xn)a0(xn)ut − div[µ(xn)(A∇u − F)] = µ(xn) f in Q5ρ(z0). (5.1)
The main result of the section is the following proposition.
Proposition 5.2. Let Λ > 0, K0 ≥ 1, and M0 ≥ 1 be given. Then, there exists κ0 =
κ0(n,Λ,M0) > 0 such that the following statement holds true. Assume that µ ∈ A2(R)
with [µ]A2 ≤M0, and A : Q5ρ(z0)→ Rn×n. Assume also that? y+ρ
y−ρ
µ(s) ds ≤ K0µ(y) for a.e. y ∈ (xn0 − ρ, xn0 + ρ). (5.3)
Suppose that F : Q5ρ(z0) → Rn and f : Q5ρ(z0) → R satisfy |F| ∈ L2(Q5ρ(z0), µ), | f | ∈
L2l
′
0(Q5ρ(z0), µ). Then, for any weak solution u ∈ V1,2(Q5ρ(z0), µ) of (5.1), we can write
u(t, x) = u˜(t, x)+ w(t, x) in Q3ρ(z0),
where u˜ and w are functions in V1,2(Q3ρ(z0), µ) and they satisfy the following estimates
sup
t∈Γ3ρ(t0)
ρ−2
?
D3ρ(x0)
|u˜|2 µ(dx) +
?
Q3ρ(z0)
|Du˜|2 µ(dz) ≤ C(n,Λ,M0)
[?
Q4ρ(z0)
|F|2 µ(dz)
+ ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
+ [A#3ρ(z0)]
κ0
?
Q4ρ(z0)
|Du|2 µ(dz)
]
(5.4)
and
‖Dw‖2L∞(Qρ(z0)) ≤ C(n,Λ,M0,K0)

?
Q4ρ(z0)
|Du|2 µ(dz)
?
Q4ρ(z0)
|F|2 µ(dz) + ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 . (5.5)
The remaining part of the subsection is to prove Proposition 5.2. We divide the
proof into two steps. In the first step, we compare u with the weak solution v of
the corresponding homogeneous equation{
µ(xn)a0(xn)vt − div[µ(xn)A∇v] = 0 in Q4ρ(z0),
v = u on ∂pQ4ρ(z0),
(5.6)
where ∂pQ4ρ(z0) denotes the parabolic boundary of Q4ρ(z0). The result of the first
step is stated in the following lemma.
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Lemma 5.7. Let Λ,M0 be positive numbers. Assume that µ ∈ A2(R) with [µ]A2 ≤ M0,
and A : Q5ρ(z0) → Rn×n. Then, for any F and f such that |F| ∈ L2(Q5ρ(z0), µ) and
| f | ∈ L2l′0(Q5ρ(z0), µ), and for any weak solution u ∈ V1,2(Q5ρ(z0), µ) of (5.1), there exists
a weak solution v ∈ V1,2(Q4ρ(z0), µ) of (5.6) which satisfies
sup
t∈Γ4ρ(t0)
ρ−2
?
D4ρ(x0)
|u − v|2 µ(dx)+
?
Q4ρ(x0)
|D(u − v)|2 µ(dz)
≤ C(n,Λ,M0)

?
Q4ρ(z0)
|F|2 µ(dz) + ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 .
(5.8)
Moreover, there exists ǫ0 > 0 depending only on Λ,M0, and n such that for any κ ∈
[2, 2+ ǫ0],
?
Q3ρ(z0)
|Dv|κ µ(dz)

2
κ
≤ C(n,Λ,M0, κ)

?
Q4ρ(z0)
|Du|2 µ(dx)
+
?
Q4ρ(z0)
|F|2 µ(dz) + ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 .
(5.9)
Proof. Let vˆ be a weak solution of{
µ(xn)a0(xn)vˆt − div[µ(xn)(A∇vˆ − F)] = µ(xn) f in Q4ρ(z0)
vˆ = 0 on ∂pQ4ρ(z0).
(5.10)
The existence of weak solution vˆ of (5.10) can be obtained through the Galerkin
approximation method. Then v := u − vˆ satisfies (5.6). The estimate (5.8) follows
from the standard energy estimates. See the proof of Lemma 3.5. On the other
hand, the existence of ǫ0 and (5.9) follows from Lemma 3.12 applied to v and the
triangle inequality. 
In the next step, we compare the solution v of (5.6) with a solution w of the
following equation in which the coefficients are independent of (t, x′).{
µ(xn)a0(xn)wt − div[µ(xn)A¯Q′
3ρ
(z′
0
)(xn)∇w] = 0 in Q3ρ(z0),
w = v on ∂pQ3ρ(z0).
(5.11)
Lemma 5.12. Let Λ,M0 be positive numbers. Then, there exists κ0 = κ0(n,Λ,M0) > 0
such that the following statement holds. Assume that µ ∈ A2(R) with [µ]A2 ≤ M0,
and A : Q5ρ(z0) → Rn×n. Then, for any F and f such that F ∈ L2(Q5ρ(z0), µ) and
f ∈ L2l′0 (Q5ρ(z0), µ), and for any weak solution u ∈ V1,2(Q5ρ(z0), µ) of (5.1), there exists a
weak solution w ∈ V1,2(Q3ρ(z0), µ) of (5.11) satisfying
sup
t∈Γ3ρ(t0)
ρ−2
?
D3ρ(x0)
|v − w|2 µ(dx)+
∫
Q3ρ(z0)
|D(v − w)|2 µ(dz)
≤ C(Λ,M0, n)[A#3ρ(z0)]κ0

?
Q4ρ(z0)
|Du|2µ(dx) +
?
Q4ρ(z0)
|F|2 µ(dz)
+ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 ,
where v is defined in Lemma 5.7.
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Proof. Let wˆ be a weak solution of{
µ(xn)a0(xn)wˆt − div[µ(xn)A¯Q′
3ρ(z
′
0
)(xn)∇wˆ] = div[µ(xn)G] in Q3ρ(z0),
wˆ = 0 on ∂pQ3ρ(z0),
(5.13)
where
G(t, x) = (A(t, x)− A¯Q′
3ρ
(z′
0
)(xn))∇v(t, x).
Observe that G ∈ L2(Q3ρ(z0), µ). Indeed, let κ ∈ (2, 2 + ǫ0), where ǫ0 is defined in
Lemma 5.7, by the Ho¨lder’s inequality and the ellipticity condition (1.3) for A we
see that?
Q3ρ(z0)
|G|2 µ(dz) =
?
Q3ρ(z0)
|A − A¯Q′
3ρ(z
′
0
)(xn)|2|Dv|2 µ(dz)
≤

?
Q3ρ(z0)
|A − A¯Q′
3ρ
(z0)|
2κ
κ−2 µ(dz)

κ−2
κ

?
Q3ρ(z0)
|Dv|κ µ(dz)

2
κ
≤ C(n,Λ,M0)

?
Q3ρ(z0)
|A − A¯Q′
3ρ(z0)
|µ(dz)

κ−2
κ

?
Q4ρ(z0)
|Du|2 µ(dx)
+
?
Q4ρ(z0)
|F|2 µ(dz) + ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 , (5.14)
where in the last estimate we have used Lemma 5.7. From this estimate, the
existence of the weak solution wˆ of (5.13) can be achieved by the Galerkin approx-
imation method. Then w := v − wˆ satisfies (5.11). Moreover, it follows from the
energy estimates, as in the proof of Lemma 3.5, that
sup
Γ3ρ(t0)
ρ−2
?
D3ρ(x0)
|wˆ|2 µ(dx)+
?
Q3ρ(z0)
|Dwˆ|2 µ(dz) ≤ C(n,Λ)
?
Q3ρ(z0)
|G|2 µ(dz).
From this and (5.14), the lemma follows. 
Proof of Proposition 5.2. Let us denote u˜ = u−w, wherew is defined in Lemma 5.12.
Then, u = u˜ + w. Moreover, from Lemmas 5.7 and 5.12, the triangle inequality,
and the doubling property of µ, the estimate (5.4) follows. Again by the triangle
inequality and noting that A#3ρ(z0) ≤ C(n,Λ), we also obtain
?
Q3ρ(z0)
|Dw|2 µ(dz) ≤ C(Λ,M0, n)

?
Q4ρ(z0)
|Du|2 µ(dz)
+
?
Q4ρ(z0)
|F|2 µ(dz) + ρ2

?
Q4ρ(z0)
| f |2l′0 µ(dz)

1/l′
0
 .
From this, the condition (5.3), and with some suitable scaling argument, (5.5)
follows from Proposition 4.7. The proof is then complete. 
Proof of Theorem 1.5 . Theorem 1.5 follows from Proposition 5.2 and level set esti-
mates. The proof is exactly the same as that of Theorem 1.6 in the next section. We
therefore skip it. 
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6. BoundaryW1,q-regularity theory and proof of Theorem 1.6
This section gives the proof of Theorem 1.6. As in Section 5, we apply the
freezing coefficient technique. We need to establish several results on solution
decompositions near the boundary of the considered domains. Recall that l0 is a
number defined in Lemma 2.4 which depends only on M0, n, and l
′
0
is defined in
(3.1).
6.1. Boundary solution decomposition and their estimates. Let ρ > 0 be fixed
and we study the equation
µ(xn)a0(xn)ut − div[µ(xn)(A∇u − F)] = µ(xn) f
lim
xn→0+
〈µ(xn)(A∇u − F), en〉 = 0 in Q+5ρ. (6.1)
We denote A#3ρ = A
#
3ρ(0). The following proposition is the main result of this
subsection.
Proposition 6.2. Let Λ > 0,K0 ≥ 1,M0 ≥ 1 be given. Then, there exists κ0 =
κ0(n,Λ,M0) > 0 such that the following statement holds true. Assume that µ ∈ A2(R)
with [µ]A2 ≤ M0 and (1.7) holds. Assume also that A : Q+5ρ → Rn×n. Suppose that
|F| : Q+5ρ → Rn and | f | : Q+5ρ → R satisfy F ∈ L2(Q+5ρ, µ) and f ∈ L2l
′
0(Q+5ρ, µ). Then, for
any weak solution u ∈ V1,2(Q+5ρ, µ) of (6.1), we can write
u(t, x) = u˜(t, x)+ w(t, x) in Q+3ρ,
where u˜ and w are functions in V1,2(Q+3ρ, µ) and they satisfy the following estimates
sup
t∈Γ3ρ
ρ−2
?
D+
3ρ
|u˜|2 µ(dx) +
?
Q+
3ρ
|Du˜|2 µ(dz)
≤ C(n,Λ,M0)

?
Q+
4ρ
|F|2 µ(dz) + ρ2

?
Q+
4ρ
| f |2l′0 µ(dz)

1/l′
0
+ [A#3ρ]
κ0
?
Q+
4ρ
|Du|2 µ(dz)
 ,
and
‖Dw‖2L∞(Q+ρ )
≤ C(n,Λ,M0,K0)

?
Q+
4ρ
|Du|2 µ(dz) +
?
Q+
4ρ
|F|2 µ(dz) + ρ2

?
Q+
4ρ
| f |2l′0 µ(dz)

1/l′
0
 .
The rest of the section is to prove Proposition 6.2. Similar to the proof of
Proposition 5.2, we divide the proof into two steps. In the first step, we compare
the solution u with the solution v of the homogeneous equation
µ(xn)a0(xn)vt − div[µ(xn)A∇v] = 0 in Q+4ρ,
lim
xn→0+
〈µ(xn)A∇v, en〉 = 0 in Q+4ρ,
v = u on ∂pQ+4ρ ∩ {xn > 0}.
(6.3)
Here ∂pQ+4ρ denotes the parabolic boundary ofQ
+
4ρ. Also, by weak solution of (6.3),
we mean that v ∈ V1,2(Q4ρ, µ) satisfying v − u = 0 on ∂pQ+4ρ ∩ {xn > 0} in the sense
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of trace, and
−
∫
Q+
4ρ
µ(xn)a0(xn)vϕt dz +
∫
Q+
4ρ
〈µ(xn)A∇v,∇ϕ〉 dz = 0, ∀ ϕ ∈ C∞0 (Q4ρ).
Our result is stated and proved in the following lemma.
Lemma 6.4. Assume that the conditions in Proposition 6.2 hold. Then, for any weak
solution u of (6.1), there exists a weak solution v of (6.3) satisfying
sup
t∈Γ4ρ
ρ−2
?
D+
4ρ
|u − v|2 µ(dx)+
?
Q+
4ρ
|D(u − v)|2 µ(dz)
≤ C(Λ,M0, n)

?
Q+
4ρ
|F|2 µ(dz) + ρ2

?
Q+
4ρ
| f |2l′0 µ(dz)

1/l′
0
 .
Moreover, there exists ǫ0 > 0 depending only on Λ,M0, and n such that for any κ ∈
[2, 2+ ǫ0],
?
Q+
3ρ
|Dv|κ µ(dz)

2
κ
≤ C(Λ,M0, n, κ)

?
Q+
4ρ
|Du|2 µ(dx) +
?
Q+
4ρ
|F|2 µ(dz) + ρ2

?
Q+
4ρ
| f |2l′0 µ(dz)

1/l′
0
 .
Proof. The proof is similar to that of Lemma 5.7 by using Proposition 3.17 instead
of Proposition 3.12. 
In the next step, we compare the solution v of (6.3) with a solution w of the
following equation in which the coefficient A is frozen in the (t, x′)-variables.
µ(xn)a0(xn)wt − div[µ(xn)A¯Q′
3ρ
(xn)∇w] = 0 in Q+3ρ,
lim
xn→0+
〈µ(xn)A¯Q′+
3ρ
(xn)∇w, en〉 = 0 in Q+3ρ,
w = v on ∂pQ+3ρ ∩ {xn > 0}.
(6.5)
Lemma 6.6. Assume that the conditions in Proposition 6.2 hold true. Then, there exist
a constant κ0 > 0 depending only on Λ,M0,K0 and a weak solution w ∈ V1,2(Q3ρ, µ) of
(6.5), which satisfies
sup
t∈Γ3ρ
ρ−2
?
D+
3ρ
|w − v|2 µ(dx)+
∫
Q+
3ρ
|D(w − v)|2 µ(dz)
≤ C(Λ,M0, n)[A#3ρ]κ0

?
Q+
4ρ
|Du|2 µ(dz)+
?
Q+
4ρ
|F|2 µ(dz) + ρ2

?
Q+
4ρ
| f |2l′0 µ(dz)

1/l′
0
 ,
where v is defined in Lemma 6.4.
Proof. The proof is similar to that of Lemma 5.12, and thus omitted. 
From Lemma 6.4 and Lemma 6.6, we are ready to complete the proof of Propo-
sition 6.2.
Proof of Proposition 6.2. Let u˜ = u −w ∈ Q+3ρ, where w is defined in Lemma 6.6. The
estimates in Proposition 6.2 follows fromLemmas 6.4 and 6.6, Proposition 4.23, the
triangle inequality, and the doubling property of µ. 
26 H. DONG AND T. PHAN
6.2. Global boundary solution decomposition and their estimates. Recall that
for each z0 ∈ R×Rn+,Q+ρ (z0) = Qρ(z0)∩ (R×Rn+) andD+ρ (x) = Dρ(x)∩Rn+. We study
the equation

µ(xn)a0(xn)ut − div[µ(xn)(A∇u − F)] = µ(xn) f
lim
xn→0+
〈µ(xn)(A∇u − F), en〉 = 0 in Q+2 . (6.7)
We define
[[A]]BMO(Q+
3/2
,µ) = sup
ρ∈(0,R0)
sup
z0=(z′0,xn0)∈Q+3/2
?
Q+ρ (z0)
|A − A¯Q′ρ(z′0)(xn)|µ(dz).
The following result is a corollary of Propositions 5.2 and 6.2.
Proposition 6.8. Let Λ > 0,K0 > 0,M0 > 1 be given. Then, there exists κ0 =
κ0(n,Λ,M0) > 0 such that the following statement holds true. Assume that µ ∈ A2(R)
with [µ]A2 ≤ M0 and (1.7) holds. Assume also that A : Q+2 → Rn×n. Suppose that
F : Q+2 → Rn and f : Q+2 → R satisfy F ∈ L2(Q+2 , µ) and f ∈ L2l
′
0(Q+2 , µ). Then, for any
z0 = (t0, x0) ∈ Q+3/2, ρ ∈ (0,R0/30), and for a weak solution u ∈ V1,2(Q+2 , µ) of (6.7), we
can write
u(t, x) = u˜(t, x)+ w(t, x) in Q+3ρ(z0),
where u˜ and w are functions in V1,2(Q+
3ρ(z0), µ) and satisfy
sup
t∈Γ3ρ(t0)
ρ−2
?
D+
3ρ
(x0)
|u˜|2 µ(dx)+
?
Q+
3ρ
(z0)
|Du˜|2 µ(dz) ≤ C(Λ,M0, n)
[?
Q+
30ρ
(z0)
|F|2 µ(dz)
+ ρ2

?
Q+
30ρ
(z0)
| f |2l′0 µ(dz)

1/l′
0
+ [[A]]κ0
BMO(Q+
3/2
,µ)
?
Q+
30ρ
(z0)
|Du|2 µ(dz)
]
(6.9)
and
‖Dw‖2L∞(Q+ρ (z0)) ≤ C(Λ,M0,K0, n)
[?
Q+
30ρ
(z0)
|Du|2 µ(dz)
+
?
Q+
30ρ
(z0)
|F|2 µ(dz)+ ρ2

?
Q+
30ρ
(z0)
| f |2l′0 µ(dz)

1/l′
0 ]
. (6.10)
Proof. We fix x0 = (x
′
0, xn0) ∈ D+3/2 and consider the following two cases depending
on xn0.
Case I: xn0 ≥ 5ρ. In this case, Q5ρ(z0) ⊂ Q+2 . Therefore, Proposition 6.8 follows
immediately from Proposition 5.2 and the doubling property of µ.
Case II: xn0 < 5ρ. In this case let us denote xˆ = (x′0, 0) and note that zˆ = (t0, xˆ) ∈
Q5ρ(z0) ∩ {xn = 0}. Observe that Q+5ρ(z0) ⊂ Q+30ρ(zˆ) ⊂ Q+2 . Then, by applying
Proposition 6.2 with ρ replaced by 6ρ and Q+5ρ replaced by Q
+
30ρ(zˆ), we see that
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there exist uˆ and w defined in Q+
18ρ(zˆ) satisfying u = uˆ + w in Q
+
18ρ(zˆ), and
sup
t∈Γ18ρ(t0)
ρ−2
?
D+
18ρ
(xˆ)
|u˜|2 µ(dx)+
?
Q+
18ρ
(zˆ)
|Du˜|2 µ(dz) ≤ C(n,Λ,M0)
[?
Q+
24ρ
(zˆ)
|F|2 µ(dz)
+ ρ2

?
Q+
24ρ
(zˆ)
| f |2l′0 µ(dz)

1/l′
0
+ [[A]]κ0
BMO(Q+
3/2
,µ)
?
Q+
24ρ
(zˆ)
|Du|2 µ(dz)
]
, (6.11)
‖Dw‖L∞(Q+
6ρ
(zˆ)) ≤ C(n,Λ,M0,K0)
[?
Q+
24ρ
(zˆ)
|Du|2 µ(dz)
+
?
Q+
24ρ
(zˆ)
|F|2 µ(dz)+ ρ2

?
Q+
24ρ(zˆ)
| f |2l′0 µ(dz)

1/l′
0 ]
. (6.12)
Since Q+3ρ(z0) ⊂ Q+18ρ(zˆ), we also have u = uˆ + w in Q+3ρ(z0). Moreover, since
Q+3ρ(z0) ⊂ Q+18ρ(zˆ) and Q+24ρ(zˆ) ⊂ Q+30ρ(z0), and the doubling property of µ, we get
(6.9). Observe also that since xn0 < 5ρ, Q+ρ (z0) ⊂ Q+6ρ(zˆ). It then follows from this
fact, the doubling property of µ, and (6.12) that (6.10) holds. The proof is therefore
complete. 
6.3. Boundary level sets estimates. Let Λ > 0,M0 ≥ 1, and K0 ≥ 1 be fixed
constants. Let 2 < η < 2+ǫ0 < q, where ǫ0 = ǫ0(n,Λ,M0) validates bothPropositions
3.12 and 3.17. Let us also denote
F(t, x) = |F(t, x)|+ G( f )| f (t, x)|l′0 in Q+2 , (6.13)
where l′
0
is defined in (3.1), and G( f ) = GQ+
2
( f ) defined in Proposition 3.17. As we
will see, the function G plays an essential role in our proof. Observe also that since
q ≥ 2, by Ho¨lder’s inequality,
G( f )‖| f |l′0‖Lq(Q+
2
,µ) =

?
Q+
2
| f |2l′0 µ(dz)

1−l′
0
2l′
0 ‖ f ‖l
′
0
L
l′
0
q
(Q+
2
,µ)
≤ µ(Q+2 )
1
q− 1ql′
0 ‖ f ‖
L
l′
0
q
(Q+
2
,µ)
. (6.14)
Note that from (3.1), and by choosing l0 sufficiently close to 1, we also obtain
(3 + n)
( 1
l′
0
− 1
)
≤ 2. (6.15)
Let δ > 0 be a constant to be specified later, and let τ0 > 0 be the number defined
by
τ0 =

?
Q+
3/2
|Du|2 µ(dz)

1/2
+
1
δ

?
Q+
3/2
|F|η µ(dz)

1/η
< ∞. (6.16)
For fixed numbers 1 ≤ ρ ≤ 3/2 and τ > 0, we denote the upper-level set of |Du| in
Q+ρ by
Eρ(τ) =
{
Lebesgue point (t, x) ∈ Q+ρ of Du : |Du(t, x)| > τ
}
.
The following proposition estimating the upper-level sets of |Du| is the main result
of this section.
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Proposition 6.17. There exist N0 = N0(n,Λ,M0,K0) > 1, and B0 = B0(n,M0) > 0 such
that the following statement holds. For every ǫ ∈ (0, 1), there exists δ = δ(ǫ,Λ,M0, n) > 0
such that if (6.15) holds and [[A]]BMO(Q+
3/2
,µ) ≤ δ, we have
µ(Eρ¯1(N0τ)) ≤ ǫ
[
µ(Eρ¯2(τ/4))+
1
(δτ)η
∫ ∞
δτ/4
sηµ
(
{(t, x) ∈ Q+2 : |F(t, x)| > s}
)ds
s
]
,
for any weak solution u of (6.7), 1 ≤ ρ¯1 < ρ¯2 ≤ 1 + R0, and τ > B0(ρ¯2 − ρ¯1)− n+32 τ0.
The rest of the section is to prove this proposition. We follow and extend the
approach developed in [1] and used in [3, 4, 5]. For each z¯ ∈ Q+
2
and ρ ∈ (0, 1), we
define
CZρ(z¯) =

?
Q+ρ (z¯)
|Du|2 µ(dz)

1/2
+
1
δ

?
Q+ρ (z¯)
|F|η µ(dz)

1/η
.
Several lemmas are needed to prove Proposition 6.16. Our first lemma is a stopping
time argument lemma.
Lemma 6.18. There exists B0 = B0(n,M0) > 0 such that for each 1 ≤ ρ¯1 < ρ¯2 ≤ 1 + R0,
τ > B0(ρ¯2 − ρ¯1)− n+32 τ0, and for z¯ ∈ Eρ¯1(τ), there is ρz¯ < ρ¯2−ρ¯1200 such that
CZρz¯ (z¯) = τ, and CZρ(z¯) < τ ∀ ρ ∈ (ρz¯, 1/2− R0).
Proof. Observe that for any ρ ∈ (0, 1/2 − R0) and z¯ = (t¯, x¯′, x¯n) ∈ Q+ρ¯1 , we have
Q+ρ (z¯) ⊂ Q+3/2. Moreover, since µ ∈ A2(R), it follows that
µ(Q+
3/2)
µ(Q+ρ (z¯))
≤ C(n,M0)ρ−(n+3). (6.19)
From (6.19) and since η > 2,
CZρ(z¯) ≤ C(n,M0)
ρ−(n+3)/2

?
Q+
3/2
|Du|2 µ(dz)

1/2
+ ρ−(n+3)/η
1
δ

?
Q+
3/2
|F|η µ(dz)

1/η
≤ C(n,M0)ρ−(n+3)/2τ0 ≤ C(n,M0)
(
200
ρ¯2 − ρ¯1
)(n+3)/2
τ0 = B0(ρ¯2 − ρ¯1)− n+32 τ0 < τ
for any
ρ ∈
[ ρ¯2 − ρ¯1
200
,
1
2
− R0
]
and τ > B0(ρ¯2 − ρ¯1)− n+32 τ0.
On the other hand, when z¯ ∈ Eρ¯1(τ), by the Lebesgue differentiation theorem, we
see that if ρ is sufficiently small, then
CZρ(z¯) > τ.
Due to the fact the CZρ(z¯) is continuous in ρ, we can find ρz¯, which is the largest
number in (0,
ρ¯2−ρ¯1
200 ), such that CZρz¯ (z¯) = τ. From this, the conclusion of the lemma
follows. 
Lemma 6.20. For each 1 ≤ ρ¯1 < ρ¯2 ≤ 1 + R0 and τ > B0(ρ¯2 − ρ¯1)− n+32 τ0, there exists a
countable, disjoint family of cylinders {Q+ρi(zi)}i∈I with ρi < (ρ¯2 − ρ¯1)/200 and zi ∈ Q+ρ¯1
such that the following holds
(i) Eρ¯1(τ) ⊂ ∪∞i=1Q+5ρi(zi)
(ii) CZρi (zi) = τ, and CZρ(zi) < τ for any ρ ∈ (ρi, 1/2 − R0).
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Moreover, for each i ∈ I, the following estimate holds
µ(Q+ρi(zi)) ≤ C(n,Λ, η)
[
µ
(
Q+ρi(zi) ∩ Eρ¯2(τ/4)
)
+
1
(τδ)η
∫ ∞
τδ/4
sηµ
(
{(t, x) ∈ Q+ρi(zi) : |F(t, x)| > s}
)ds
s
]
. (6.21)
Proof. The conclusions (i) and (ii) follow directly from Lemma 6.18 and the Vitali
covering lemma. It remains now to prove (6.21). Observe that if
1
δη
?
Q+ρi (zi)
|F(t, x)|η µ(dz) ≥ τ
η
2η
, (6.22)
then
µ(Q+ρi(zi)) ≤
2η
τηδη
∫
Q+ρi (zi)
|F(t, x)|ηµ(dz)
=
η2η
τηδη
∫ ∞
0
sηµ
({
(t, x) ∈ Q+ρi(zi) : |F(t, x)| > s
})ds
s
=
η2η
τηδη
[∫ δτ/4
0
· · · +
∫ ∞
δτ/4
· · ·
]
≤
µ(Q+ρi(zi))
2η
+
η2η
τηδη
∫ ∞
δτ/4
sηµ
({
(t, x) ∈ Q+ρi(zi) : |F(t, x)| > s
})ds
s
.
Hence, (6.21) follows. Otherwise, i.e., (6.22) is false, it follows from the fact that
CZρi (zi) = τ that ?
Q+ρi (zi)
|Du|2 µ(dz) ≥ τ
2
22
,
and therefore
µ(Q+ρi(zi)) ≤
22
τ2
∫
Q+ρi (zi)
|Du|2 µ(dz).
Then, observe that since ρi < (ρ¯2 − ρ¯1)/200,Q+ρi(zi) ⊂ Q+ρ¯2 , and hence
µ(Q+ρi(zi)) ≤
22
τ2
∫
Q+ρi (zi)\Eρ¯2 (τ/4)
|Du|2 µ(dz)+ 2
2
τ2
∫
Q+ρi (zi)∩Eρ¯2 (τ/4)
|Du|2 µ(dz)
≤
µ(Q+ρi(zi))|
4
+
22
τ2
∫
Q+ρi (zi)∩Eρ¯2 (τ/4)
|Du|2 µ(dz).
Therefore,
µ(Q+ρi(zi)) ≤
16
3τ2
∫
Q+ρi (zi)∩Eρ¯2 (τ/4)
|Du|2 µ(dz).
This and Ho¨lder’s inequality yield that
µ(Q+ρi(zi)) ≤
6µ(Q+ρi(zi))
2
η
τ2

?
Q+ρi (zi)
|Du|η µ(dz)

2
η
µ(Q+ρi(zi) ∩ Eρ¯2(τ/4))1−
2
η .
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Hence,
µ(Q+ρi(zi))
1− 2η ≤ 6
τ2

?
Q+ρi (zi)
|Du|η µ(dz)

2
η
µ(Q+ρi(zi) ∩ Eρ¯2(τ/4))1−
2
η . (6.23)
On the other hand, as µ ∈ A2(R) and (6.15) holds, by Lemmas 3.12 and 3.17, and
(6.13),
?
Q+ρi (zi)
|Du|η µ(dz)

1
η
≤ C


?
Q+
2ρi
(zi)
|Du|2 µ(dz)

1/2
+

?
Q+
2ρi
(zi)
|F|η µ(dz)

1
η
+ G( f )

?
Q+
2ρi
(zi)
| f |l′0η µ(dz)

1
η

≤ C


?
Q+
2ρi
(zi)
|Du|2 µ(dz)

1/2
+

?
Q+
2ρi
(zi)
|F|η µ(dz)

1
η
 . (6.24)
Collecting the estimates (6.23) and (6.24), we conclude that
µ(Q+ρi(zi))
1− 2η ≤ C(n,Λ)
τ2
CZ2ρi (zi)
2µ(Q+ρi(zi) ∩ Eρ¯2(τ/4))1−
2
η
≤ C(n,Λ)µ(Q+ρi(zi) ∩ Eρ¯2(τ/4))1−
2
η .
This implies
µ(Q+ρi(zi)) ≤ C(n,Λ)µ(Q+ρi(zi) ∩ Eρ¯2(τ/4)),
and (6.21) follows. The proof is therefore complete. 
Proof of Proposition 6.17. Fix ρ¯1, ρ¯2, and τ as in the statement of Proposition 6.17.
Note that for each i ∈ I, 150ρi ∈ (ρi, 12 − R0). Hence, from (ii) of Lemma 6.20, it
follows that CZ150ρi (zi) < τ. Therefore,
?
Q+
150ρi
(zi)
|Du|2 µ(dz)

1/2
≤ τ,

?
Q+
150ρi
(zi)
|F|η µ(dz)

1/η
≤ δτ.
Since Q+
150ρi
(zi) ⊂ Q+2 , it follows that there is some constant C = C(n,M0) > 1 such
that
150ρi

?
Q+
150ρi
(zi)
| f |2l′0 µ(dz)

1/(2l′
0
)
≤ 150ρi
 µ(Q
+
2 )
µ(Q+
150ρi
(zi))

1
2l′
0
− 1
2

?
Q+
2
| f |2l′0 µ(dz)

1
2l′
0
− 1
2

?
Q+
150ρi
(zi)
| f |2l′0 µ(dz)

1/2
≤ C(n,M0)G( f )

?
Q+
150ρi
(zi)
| f |2l′0 µ(dz)

1/2
,
where we used (6.19) and (6.15) as well as the definition of G. Thus,
?
Q+
150ρi
(zi)
|F|2 µ(dz)

1/2
+ 150ρi

?
Q+
150ρi
(zi)
| f |2l′0 µ(dz)

1/(2l′
0
)
≤ C(n,M0)δτ.
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Therefore, for each i, by applyingProposition 6.8withρ replacedby5ρi ∈ (0,R0/30),
we can find a function uˆi and wi defined on Q
+
15ρi
(zi) such that u = uˆi + wi and
?
Q+
15ρi
(zi)
|Duˆi|2 µ(dz) ≤ C(n,Λ,M0,K0)
[
[[A]]κ0
BMO(Q+
3/2
,µ)
+ δ2
]
τ2
≤ C0(n,Λ,M0,K0)δκ0τ2,
‖Dwi‖L∞(Q+
5ρi
(zi)) ≤ C0(n,Λ,M0,K0)τ.
(6.25)
Now, let N0 = 4C0(n,Λ,M0,K0). Observe that from Lemma 6.20,
µ
(
Eρ¯1(N0τ)
)
≤
∑
i∈I
µ
({
(t, x) ∈ Q+5ρi(zi) : |Du(t, x)| > N0τ
})
.
From this, (6.25), and the Chebyshev inequality, it follows that
µ
(
Eρ¯1(N0τ)
)
≤
∑
i∈I
µ
({
(t, x) ∈ Q+5ρi(zi) : |Duˆi(t, x)| >
N0τ
2
})
+
∑
i∈I
µ
({
(t, x) ∈ Q+5ρi(zi) : |Dwi(t, x)| >
N0τ
2
})
≤
∑
i∈I
µ
({
(t, x) ∈ Q+15ρi(zi) : |Duˆi(t, x)| >
N0τ
2
})
≤
( 2
N0τ
)2 ∑
i∈I
∫
Q+
15ρi
(zi)
|Duˆi|2 µ(dz)
≤ C20δκ0
( 2
N0
)2 ∑
i∈I
µ(Q+15ρi(zi)) ≤ C(n,M0)δκ0
∑
i∈I
µ(Q+ρi(zi)),
where in the last estimate, we used the doubling property of µ. From this, if we
choose δ such that ǫ = C(n,M0)δκ0 , we get the conclusion of the proposition follows
directly from (6.21) and the fact that {Q+ρi(zi)}i∈I is a disjoint family. 
6.4. Proof of Theorem 1.6. For given constant Λ > 0,M0 ≥ 1, and K0 ≥ 1 as in the
statement of Theorem 1.6, let ǫ > 0 be a number to be determined that depends
only on Λ,M0,K0, and n. Let δ = δ(n, ǫ,M0) > 0 be sufficiently small constant
defined in Proposition 6.17. Assume that all the conditions in Theorem 1.6 holds
with this δ, and we will prove the estimate (1.8).
Case I:We assume that λ = 0. For each k ∈N, we define
(Du)k(t, x) = max
{
|Du(t, x)|, k
}
.
Note that at this moment, we do not know yet if |Du| is in Lq(Q+
1
, µ). However, for
each fixed k, as (Du)k is bounded, (Du)k ∈ Lq(Q+2 , µ). For ρ ∈ [1, 2], we denote
Ekρ(τ) =
{
(t, x) ∈ Q+ρ : (Du)k(t, x) > τ
}
.
By considering the cases k < N0τ and k ≥ N0τ, we can conclude from the Proposi-
tion 6.17 that
µ
(
Ekρ¯1(N0τ)
)
≤ ǫ
[
µ
(
Ekρ¯2(τ/4)
)
+
1
(δτ)η
∫ ∞
δτ/4
sηµ
({
(t, x) ∈ Q+2 : |F(t, x)| > s
})ds
s
]
(6.26)
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for any τ > Bˆ0τ0 with Bˆ0 = B0(ρ¯2 − ρ¯2)−(n+3)/2 and 1 ≤ ρ¯1 < ρ¯2 ≤ 1 + R0. Then, note
that
‖(Du)k‖Lq(Q+ρ¯1 ,µ) ≤ C(N0, q)
(∫ ∞
0
τqµ
({
(t, x) ∈ Q+ρ¯1 : (Du)k(t, x) > N0τ
}) dτ
τ
)1/q
≤ C


∫ Bˆ0τ0
0
· · ·

1/q
+
(∫ ∞
Bˆ0τ0
· · ·
)1/q = I1 + I2.
(6.27)
Using (6.16), the first term I1 is easily controlled as follows
I1 ≤ Cµ(Q+2 )1/qB0(ρ¯2 − ρ¯2)−(n+3)/2τ0
≤ C(ρ¯2 − ρ¯1)−(n+3)/2
[
µ(Q+3/2)
1
q− 12 ‖Du‖L2(Q+
3/2
,µ) + δ
−1µ(Q+2 )
1
q− 1η ‖F‖Lη(Q+
2
,µ)
]
≤ C(ρ¯2 − ρ¯1)−(n+3)/2
[
µ(Q+3/2)
1
q− 12 ‖Du‖L2(Q+
3/2
,µ) + δ
−1‖F‖Lq(Q+
2
,µ)
]
.
(6.28)
For the term I2, we use (6.26) to control it as
I2 ≤ Cǫ1/q
(∫ ∞
Bˆ0τ0
τqµ
({
(t, x) ∈ Q+ρ¯2 : (Du)k(t, x) > τ/4
})dτ
τ
)1/q
+ Cǫ1/qδ−η/q
(∫ ∞
Bˆ0τ0
τ(q−η)
{∫ ∞
δs/4
sηµ
(
{(t, x) ∈ Q+2 : F(t, x) > s}
)ds
s
}
dτ
τ
)1/q
≤ Cǫ1/q‖(Du)k‖Lq(Q+ρ¯2 ,µ)
+ Cδ−1
(∫ ∞
Bˆ0τ0
(δτ)q−η
{∫ ∞
δτ/4
sηµ
((
{(t, x) ∈ Q+2 : F(t, x) > s
})ds
s
}
dτ
τ
)1/q
= C
[
ǫ1/q‖(Du)k‖Lq(Qρ¯2 ,µ) + J
]
,
(6.29)
where
J = δ−1
(∫ ∞
Bˆ0τ0
(δτ)q−η
{∫ ∞
δτ/4
sηµ
({
(t, x) ∈ Q+2 : F(t, x) > s
})ds
s
}
dτ
τ
)1/q
.
By Fubini’s theorem, J can be controlled as
J ≤ Cδ−1
[∫ ∞
0
sq−ηsηµ
({
(t, x) ∈ Q+2 : F(t, x) > s
})ds
s
]1/q
= Cδ−1
[∫ ∞
0
sqµ
({
(t, x) ∈ Q+2 : F(t, x) > s
})ds
s
]1/q
= Cδ−1‖F‖Lq(Q+
2
,µ).
This estimate, (6.27), (6.28), and (6.29) imply that
‖(Du)k‖Lq(Q+ρ¯1 ,µ)
≤ C2
[
ǫ1/q‖(Du)k‖Lq(Qρ¯2 ) + (ρ¯2 − ρ¯1)−(n+3)/2
(
µ(Q+3/2)
1
q− 12 ‖Du‖L2(Q+
3/2
,µ) + δ
−1‖F‖Lq(Q+
2
,µ)
)]
,
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for some constant C2 depending only on Λ, M0, K0, n, and q. From this, and by
taking ǫ sufficiently small such that C2ǫ1/q ≤ 1/2, we obtain
‖(Du)k‖Lq(Q+ρ¯1 ,µ)
≤ 1
2
‖(Du)k‖Lq(Qρ¯2 ) + C(ρ¯2 − ρ¯1)−(n+3)/2
(
µ(Q+3/2)
1
q− 12 ‖Du‖L2(Q+
3/2
,µ) + δ
−1‖F‖Lq(Q+
2
,µ)
)
,
for any 1 ≤ ρ¯1 < ρ¯2 ≤ 1 + R0. From this last estimate, the standard Caccioppoli’s
estimate and the doubling property of µ ∈ A2(R), we have
‖(Du)k‖Lq(Q+ρ¯1 ,µ)
≤ 1
2
‖(Du)k‖Lq(Qρ¯2 ) + C(ρ¯2 − ρ¯1)−(n+3)/2
(
µ(Q+2 )
1
q− 12 ‖u‖L2(Q+
2
,µ) + δ
−1‖F‖Lq(Q+
2
,µ)
)
.
Then, by a standard iteration lemma (see [24, Lemma 4.3]), we obtain
‖(Du)k‖Lq(Q+
1
,µ) ≤ C
(
µ(Q+2 )
1
q− 12 ‖u‖L2(Q+
2
,µ) + ‖F‖Lq(Q+2 ,µ)
)
.
Finally, by sending k →∞, we infer that
‖Du‖Lq(Q+
1
,µ) ≤ C
(
µ(Q+2 )
1
q− 12 ‖u‖L2(Q+
2
,µ) + ‖F‖Lq(Q+2 ,µ)
)
.
This estimate and (6.14) imply the desired estimate (1.8) when λ = 0.
Case II:Nowwe consider the case λ > 0. We use an idea which was originally due
to S. Agmon. For (t, x) ∈ Rd+1+ and y ∈ R, define
u˜(t, x, y) = u(t, x) sin(
√
λy + π/4), f˜ = f1 sin(
√
λy + π/4),
Fi(t, x, y) = Fi(t, x) sin(
√
λy + π/4), Fn+1 = f2(t, x) cos(
√
λy + π/4),
and
A˜i j(t, x, y) = Ai j(t, x), i, j = 1, . . . , n,
A˜n+1, j(t, x, y) = A˜ j,n+1(t, x, y) = 0, i = 1, . . . , n, An+1,n+1(t, x, y) = 1.
It is easily seen that A˜ satisfies the same ellipticity condition (1.3) and A˜#r (z, y) ≤ cnδ
for any r ∈ (0,R0) and (z, y) ∈ Q˜+3/2, where cn > 0 is a constant depending only on n.
Moreover, u˜ is a weak solution of
µ(xn)a0(xn)u˜t − div[µ(xn)(A˜(t, x, y)∇u˜− F˜(t, x, y))] = µ(xn) f˜ (t, x, y)
lim
xn→0+
〈µ(xn)(A˜(t, x, y)∇u˜− F˜(t, x, y)), en〉 = 0 in Q˜
+
2
(6.30)
where Q˜+ρ := Q
+
ρ × (−ρ, ρ). By applying Case I to (6.30), we obtain
?
Q˜+
1
|Du˜|q µ(dz) dy ≤ C1

?
Q˜+
2
|u˜|2 µ(dz) dy

q/2
+ C2

?
Q˜+
2
(|F˜|)q µ(dz) dy+

?
Q˜+
2
| f˜ |ql′0 µ(dz) dy

1/l′
0
 .
(6.31)
Note that
Du˜ =
(
Dxu sin(
√
λy + π/4),
√
λu cos(
√
λy + π/4)
)
,
and for any λ ≥ 0,
0 < cd,q ≤
∫ 1
−1
| cos(
√
λy + π/4)|q dy,
∫ 1
−1
| sin(
√
λy + π/4)|q dy ≤ Cd,q < ∞.
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Therefore, from (6.31) and the definitions of f˜ and F˜, we easily conclude (1.8) for
general λ ≥ 0.
7. Proofs of Theorems 1.9 and 1.10
We only give the proof of Theorem 1.10 since the proof of Theorem 1.9 is similar.
From Theorems 1.5 and 1.6, we obtain by using Ho¨lder’s inequality that?
Q1(z0)
(|Du| +
√
λ|u|)q µ(dz) ≤ C1
?
Q2(z0)
|u|q µ(dz)
+ C2

?
Q2(z0)
(|F| + | f2|)q µ(dz) +
(?
Q2(z0)
| f1|ql′0 µ(dz)
)1/l′
0

for any z0 = (0, 0, xn0) ∈ Rn+1+ with xn0 ≥ 3, and?
Q+
1
(|Du| +
√
λ|u|)q µ(dz) ≤ C1
?
Q+
2
|u|q µ(dz)
+ C2

?
Q+
2
(|F| + | f2|)q µ(dz) +

?
Q+
2
| f1|ql′0 µ(dz)

1/l′
0
 .
Now it follows from a scaling, translation, and a partition of the unity that∫
(−∞,T)×Rn+
(|Du| +
√
λ|u|)q µ(dz)
≤ C

∫
(−∞,T)×Rn+
(|F| + | f2| + |u|)q µ(dz) +
(∫
(−∞,T)×Rn+
| f1|ql′0 µ(dz)
)1/l′
0
 .
By taking λ0 sufficiently large to absorb the u term on the right-hand side, we
obtain (1.11). This estimate also gives the uniqueness of weak solutions.
Next, we prove the solvability. In the case when q = 2, we do not require any
regularity condition on A. We use an approximation argument. Let R > 0 and
consider the equation (1.1) in (−∞,T)× B+R with the conormal boundary condition
(1.2) on the flat boundary. It follows from the weighted L2-estimates as in Lemma
3.5 and the Galerkin’s approximation method that there is a weak solution uR with
the estimate uniform with respect to R. To get a solution, it remains to let R → ∞
and take a weak limit of uR.
In the case when q ∈ (2,∞), for k = 1, 2, . . ., let F(k) = Fχ(−k2,min{T,k2})×B+
k
. Then
F(k) ∈ L2((−∞,T)×Rn
+
, µ) ∩ Lq((−∞,T)×Rn
+
, µ), and F(k) → F in Lq((−∞,T)×Rn
+
, µ)
as k → ∞. Similarly, we define { f (k)
1
} ⊂ L2l′0((−∞,T)×Rn+, µ) ∩ Lql
′
0((−∞,T) ×Rn+, µ)
and { f (k)
2
} ⊂ L2((−∞,T)×Rn+, µ) ∩ Lq((−∞,T)×Rn+, µ). Let u(k) be the weak solution
of the equation with F(k), f
(k)
1
, and f
(k)
2
in place of F, f1, and f2, respectively. By the
estimate, we have u(k) ∈ W1,q((−∞,T)×Rn+, µ). Moreover, by the strong convergence
of {F(k)} and { f (k)
2
} in Lq((−∞,T)×Rn+, µ), and { f (k)1 } in Lql
′
0((−∞,T)×Rn+, µ), we infer
that {u(k)} is aCauchy sequence inW1,q((−∞,T)×Rn+, µ). Letu ∈ W1,q((−∞,T)×Rn+, µ)
be its limit. Then it is easily seen that u is a solution to the equation, and satisfies
(1.11). The uniqueness also follows from (1.11).
Finally, we consider the case when q ∈ (1, 2) by using a duality argument.
We first prove the a priori estimate (1.11). Let p = q/(q − 1) ∈ (2,∞). For any
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G, g2 ∈ Lq((−∞,T) × Rn+, µ) and λ ≥ λ0, by the proof above, there is a unique
solution v ∈W1,p(R ×Rn+, µ) to the adjoint problem
−µ(xn)a0(xn)vt − div[µ(xn)(AT∇v −Gχ(−∞,T))] + λµ(xn)v =
√
λµ(xn)g2χ(−∞,T)
lim
xn→0+
〈µ(xn)(AT∇v −Gχ(−∞,T)), en〉 = 0
in R ×Rn+, and it satisfies∫
R×Rn+
(|Dv|+
√
λ|v|)p µ(dz) ≤ C
∫
(−∞,T)×Rn+
(|G| + |g2|)p µ(dz). (7.1)
Moreover, it is easily sen that v = 0 for t ≥ T. By the equations of u and v, we easily
get ∫
(−∞,T)×Rn+
(G · ∇u +
√
λg2u)µ(dz) =
∫
(−∞,T)×Rn+
(F · ∇v +
√
λ f2v)µ(dz).
Thus, by Ho¨lder’s inequality and (7.1), we obtain∣∣∣∣
∫
(−∞,T)×Rn
+
(G · ∇u +
√
λg2u)µ(dz)
∣∣∣∣
≤ ‖F‖Lq((−∞,T)×Rn+,µ)‖Dv‖Lp((−∞,T)×Rn+,µ) +
√
λ‖ f2‖Lq((−∞,T)×Rn+,µ)‖v‖Lp((−∞,T)×Rn+,µ)
≤ C
(
‖F‖Lq((−∞,T)×Rn+,µ) + ‖ f2‖Lq((−∞,T)×Rn+,µ)
)(
‖G‖Lp((−∞,T)×Rn+,µ) + ‖g2‖Lp((−∞,T)×Rn+,µ)
)
.
Since G and g2 are arbitrary, (1.11) follows. The proof of the solvability is more
involved in this case. For i = 1, 2, . . . , d and k = 1, 2, . . ., let
F
(k)
i
= max(−k,min(k, Fi))χ(−k2,min{T,k2})×B+
k
.
Then F(k) ∈ L2((−∞,T) ×Rn+, µ) ∩ Lq((−∞,T) × Rn+, µ), and F(k) → F in Lq((−∞,T) ×
R
n
+, µ) as k → ∞. Similarly, we define { f (k)2 } ⊂ L2((−∞,T) × Rn+, µ) ∩ Lq((−∞,T) ×
R
n
+, µ). Let u
(k) ∈ W1,2((−∞,T)×Rn+, µ) be theweak solution of the equationwith F(k)
and f
(k)
2
in place of F and f2, respectively. We claim that u
(k) ∈ W1,q((−∞,T)×Rn+, µ).
Assuming this claim, by the strong convergence of {F(k)} and { f (k)
2
} in Lq((−∞,T) ×
R
n
+, µ), we infer that {u(k)} is a Cauchy sequence in W1,q((−∞,T) × Rn+, µ). Let
u ∈ W1,q((−∞,T) × Rn+, µ) be its limit. Then it is easily seen that u is a solution to
the equation, and satisfies (1.11).
It remains to prove the claim. Denote Qˆr = (−r2,min(T, r2)) × B+r . Because µ is a
doubling measure, we have for any r > 0,
µ(Qˆ2r) ≤ N0µ(Qˆr), (7.2)
where N0 is independent of r. Since u
(k) ∈ W1,2((−∞,T) × Rn+, µ), by Ho¨lder’s
inequality,
‖u(k)‖Lq(Qˆ2r,µ) + ‖Du(k)‖Lq(Qˆ2r,µ) < ∞. (7.3)
For j ≥ 0, we take a sequence of smooth functions η j such that
η j ≡ 0 in (−22 jk2, 22 jk2) × B2 jk,
η j ≡ 1 outside (−22( j+1)k2, 22( j+1)k2) × B2 j+1k,
and
|Dη j| ≤ C2− j, |(η j)t| ≤ C2−2 j,
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where C also depends on k. By a simple calculation, we infer that u(k)η j ∈
W1,2((−∞,T)×Rn+, µ) satisfies
µ(xn)a0(xn)(u(k)η j)t − div[µ(xn)(A∇(u(k)η j) − F(k, j))] + λµ(xn)u(k)η j = µ(xn) f (k, j)
lim
xn→0+
〈µ(xn)(A∇(u(k)η j) − F(k, j)), en〉 = 0
in (−∞,T)×Rn
+
,where
F(k, j) = u(k)A∇η j, f (k, j) = u(k)(η j)t − (∇η j,A∇u(k)).
Applying the estimate (1.11) with q = 2 to the above equation of u(k)η j, we have
‖D(u(k)η j)‖L2((−∞,T)×Rn
+
,µ) + λ
1/2‖u(k)η j‖L2((−∞,T)×Rn
+
,µ)
≤ C‖F(k, j)‖L2((−∞,T)×Rn
+
,µ) + Cλ
−1/2‖ f (k, j)‖L2((−∞,T)×Rn
+
,µ),
which implies that
‖Du(k)‖L2(Qˆ
2 j+2k
\Qˆ
2 j+1k
,µ) + λ
1/2‖u(k)‖L2(Qˆ
2 j+2k
\Qˆ
2 j+1k
,µ)
≤ C2− j‖u(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk,µ
) + Cλ
−1/22−2 j‖u(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
+ Cλ−1/22− j‖Du(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
≤ C2− j
(
‖Du(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ) + λ
1/2‖u(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
)
,
where C also depends on λ. By iteration, we get that for each j ≥ 1,
‖Du(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ) + λ
1/2‖u(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
≤ C j2− j( j−1)/2
(
‖Du(k)‖L2(Qˆ2k ,µ) + λ1/2‖u(k)‖L2(Qˆ2k ,µ)
)
. (7.4)
Finally, by Ho¨lder’s inequality, (7.2), and (7.4), we have
‖Du(k)‖Lq(Qˆ
2 j+1k
\Qˆ
2 jk
,µ) + λ
1/2‖u(k)‖Lq(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
≤ (µ(Qˆ2 j+1k))1/q−1/2
(
‖Du(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ) + λ
1/2‖u(k)‖L2(Qˆ
2 j+1k
\Qˆ
2 jk
,µ)
)
≤ N j(1/q−1/2)
0
C j2− j( j−1)/2(µ(Qˆ2k))1/q−1/2
(
‖Du(k)‖L2(Qˆ2k ,µ) + λ1/2‖u(k)‖L2(Qˆ2k ,µ)
)
,
which together with (7.3) implies the claim. The theorem is proved.
References
[1] E. Acerbi, G. Mingione, Gradient estimates for a class of parabolic systems, Duke Math. J. 136 (2007),
no. 2, 285-320.
[2] A. Banerjee, N. Garofalo, Monotonicity of generalized frequencies and the strong unique continuation
property for fractional parabolic equations, 36 pp., arXiv: 1709.07243.
[3] P. Baroni, Lorents estimates for degenerate and singular evolutionary systems, J. Differential Equations
255 (2013), no. 9, 2927-2951.
[4] V. Bo¨legein, Global Caldero´n - Zygmund theory for nonlinear parabolic system, Calc. Var. (2014) 51:555
- 596.
[5] T. A. Bui, X. T. Duong, Global Lorentz estimates for nonlinear parabolic equations on nonsmooth domains,
Calc. Var. Partial Differential Equations 56 (2017), no. 2, Paper No. 47, 24 pp.
[6] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Commun. Partial
Differ. Equ. 32 (2007) 1245?260.
[7] C. L. Caffarelli, R. P. Stinga, Fractional elliptic equations, Caccioppoli estimates and regularity, Ann. Inst.
H. Poincare´ Anal. Non Line´aire 33 (2016), no. 3, 767-807.
[8] D. Cao, TMengesha, and T. Phan,WeightedW1,p-estimates for weak solutions of degenerate and singular
elliptic equations, Indiana University Mathematics Journal, 36pp., accepted.
PARABOLIC EQUATIONS WITH SINGULAR DEGENERATE COEFFICIENTS 37
[9] F. Chiarenza, R. Serapioni, A remark on a Harnack inequality for degenerate parabolic equations, Rend.
Sem. Mat. Univ. Padova 73 (1985), 179-190.
[10] F.M.Chiarenza, R. P. Serapioni,AHarnack inequality for degenerate parabolic equations, Comm.Partial
Differential Equations 9 (1984), no. 8, 719-749.
[11] F. M. Chiarenza, R. P. Serapioni, Degenerate parabolic equations and Harnack inequality, Ann. Mat.
Pura Appl. (4) 137 (1984), 139-162.
[12] H. Dong, D. Kim, Parabolic and elliptic systems in divergence form with variably partially BMO coeffi-
cients, SIAM J. Math. Anal. 43 (2011), no. 3, 1075-1098.
[13] H. Dong, D. Kim, Elliptic equations in divergence form with partially BMO coefficients, Arch. Ration.
Mech. Anal. 196 (2010), no. 1, 25-70.
[14] C. L. Epstein and R. Mazzeo, Degenerate Diffusion Operators Arising in Population Biology, Annals of
Mathematics Studies, vol. 185, Princeton University Press, 2013.
[15] E. B. Fabes, C. E. Kenig, D. Jerison, Boundary behavior of solutions to degenerate elliptic equations,
Conference on harmonic analysis in honor of Antoni Zygmund, Vol. I, II (Chicago, Ill., 1981),
577-589.
[16] E. B. Fabes, C. E. Kenig, R. P. Serapioni, The local regularity of solutions of degenerate elliptic equations,
Comm. Partial Differential Equations 7 (1982), no. 1, 77-116.
[17] P. M. N Feehan, C. A. Pop, Degenerate-elliptic operators in mathematical finance and higher-order
regularity for solutions to variational equations, Adv. Differential Equations 20 (2015), no. 3-4, 361-432.
[18] P. M. N Feehan, C. A. Pop, Schauder a priori estimates and regularity of solutions to boundary-degenerate
elliptic linear second-order partial differential equations, J. Differential Equations 256 (2014), no. 3,
895-956.
[19] E. DiBenedetto,Degenerate Parabolic Equations, Universitext. Springer-Verlag, New York, 1993.
[20] M. Giaquinta,Multiple integrals in the calculus of variations and nonlinear elliptic systems, volume 105
of Annals of Mathematics Studies. Princeton University Press, Princeton, NJ, 1983.
[21] M. Giaquinta, M. Struwe, On the partial regularity of weak solutions of nonlinear parabolic systems,
Math. Z. 179 (1982), no. 4, 437-451.
[22] V. V. Grusˇin, A certain class of elliptic pseudodifferential operators that are degenerate on a submanifold,
(Russian) Mat. Sb. (N.S.) 84 (126) 1971 163-195.
[23] V. V. Grusˇin, M. A. Savsan, Smoothness of the solutions of boundary value problems for a certain class of
elliptic equations of arbitrary order that are degenerate on the boundary of the domain, (Russian) Vestnik
Moskov. Univ. Ser. I Mat. Meh. 30 (1975), no. 5, 33-41.
[24] Q. Han and F. H. Lin, Elliptic Partial Differential Equations, Courant Institute of Mathematics Sci-
ences, New York University, New York, 1997.
[25] D. Kim and N.V. Krylov, Elliptic differential equations with coefficients measurable with respect to one
variable and VMO with respect to the others, SIAM J. Math. Anal., 39 (2007), 489-506.
[26] D. Kim, N. V. Krylov, Parabolic equations with measurable coefficients, Potential Anal. 26 (2007), no. 4,
345-361.
[27] T. Mengesha, T. Phan, Weighted W1,p-estimates for weak solutions of degenerate elliptic equations with
coefficients degenerate in one variable, 36 pp., submitted, arXiv: 1612.07371.
[28] N.G. Meyers. An Lp-estimate for the gradient of solutions of second order elliptic divergence equations,
Ann. Sc. Norm. Super. Pisa Cl. Sci. (3) 17 (1963) 189-206.
[29] P. D. Smith, E. W. Stredulinsky, Nonlinear elliptic systems with certain unbounded coefficients, Comm.
Pure Appl. Math. 37 (1984), no. 4, 495-510.
[30] E. Stredulinsky, Weighted inequalities and applications to degenerate elliptic Partial Differential Eequa-
tions, Ph. D. Thesis, Indiana University, 1981.
[31] E. W. Stredulinsky, Higher integrability from reverse Ho¨lder inequalities, Indiana Univ. Math. J. 29,
1980, 407-413.
[32] P. R. Stinga and J. L. Torrea, Regularity theory and extension problem for fractional nonlocal parabolic
equations and the master equation, SIAM J. Math. Anal. 49 (2017), 3893–3924.
(H. Dong) Division of AppliedMathematics, Brown University, 182 George Street, Providence,
RI 02912, United States of America
E-mail address: Hongjie Dong@brown.edu
(T. Phan) Department of Mathematics, University of Tennessee, 227 Ayres Hall, 1403 Circle
Drive, Knoxville, TN 37996-1320
E-mail address: phan@math.utk.edu
