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ON CONVOLUTION PRODUCTS AND AUTOMORPHISMS
IN HOPF C*-ALGEBRAS
DAN Z. KUČEROVSKÝ
Abstract. We obtain two characterizations of the bi-inner Hopf *-auto-
morphisms of a finite-dimensional Hopf C*-algebra, by means of an analysis
of the structure of convolution products in this class of Hopf C*-algebra.
1. Introduction
A Hopf algebra is a bi-algebra with an antipode map. It seems interesting
to classify Hopf C*-algebras by K-theoretical methods similar to those used
in the purely C*-algebraic setting (the Elliott program). The idea here is to
find a functor from some class of Hopf C*-algebras to a classifying category.
In general, such a functor will annihilate some precise class of Hopf algebra
automorphisms, and so it becomes interesting to understand the detailed struc-
ture of Hopf *-automorphisms in various cases. In this paper, we address the
case of bi-inner Hopf *-automorphisms. These are the Hopf *-automorphisms
of a Hopf C*-algebra that are inner as algebra automorphisms, both in the
dual algebra and in the given algebra. We obtain two characterizations of the
group of bi-inner Hopf *-automorphisms for the case of finite-dimensional Hopf
C*-algebras (Theorems . and .). We also develop techniques of indepen-
dent interest, involving positivity-preserving maps, faithful linear functionals,
and other related concepts.
2. Faithful positive linear functionals and bilateral maps
Our basic setting is a C*-algebra that is a compact and discrete Hopf algebra,
thus being finite-dimensional as a C*-algebra. Our notation is based on that of
[], denoting co-products by δ, antipode by κ, and co-unit by ε. The real algebra
of κ-symmetric elements is the algebra of elements that are fixed under the
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antipode composed with the C*-algebraic involution. The co-centre denotes
the set of all co-commutative elements.
We recall that a faithful linear functional f is a linear functional such that
f(ab) = 0 for all b implies that a is zero, and such that f(ab) = 0 for all
a implies that b is zero. Faithful linear functionals are well-understood in
the positive case, but some of their familar properties do not generalize well
beyond the positive case. For example, a faithful positive linear function f
composed with a positive injective linear map ψ is again faithful. However, if
we consider the composition f ◦ ψ of a general faithful linear functional with,
say, an injective *-homomorphism ψ, the composition need not be faithful.
The problem is that although, if the element a is not zero, there does exist
an element b such that f(ψ(a)b) is nonzero, it does not follow that b can be
taken to be in the range of ψ. It thus seems natural to consider the self-adjoint
case, and we show below that the composition of a self-adjoint faithful linear
functional with an injective *-homomorphism is again a self-adjoint faithful
linear functional.
In the finite-dimensional case, faithful linear functionals are exactly those
that can be written as τ(v·) where τ is the tracial Haar state and v is an
invertible element of the algebra. The Jordan decomposition of self-adjoint
linear functionals gives us a lemma that we prove for the reader’s convenience.
Lemma .. A faithful self-adjoint linear functional on a finite-dimensional
C*-algebra A decomposes as f1 − f2 where the fi are positive and orthogonal.
There is a projection P such that f1 is faithful on PA and f2 is faithful on
(1− P )A.
Proof: We are given f = τ(v ·) where v is invertible and self-adjoint. Polar
decomposition gives a symmetry U with v = |v|U. But then let P :=
1 + U
2
,
and let f1 = f(P ·), f2 = −f((1− P ) ·).
Corollary .. Let δ : A −→ B be an injective ∗-homomorphism, and let f
be a faithful self-adjoint linear functional on B. Then f ◦ δ is a faithful linear
functional on A.
Proof: The above lemma provides a decomposition into complemented
right ideals, B = B1 ⊕ B2 and linear functionals fi such that fi is faithful
and positive on Bi. But then Ai := δ
−1(Bi) is a right ideal of A, and fi ◦ δ
is a positive faithful linear functional on Ai. Thus f ◦ δ = f1 ◦ δ − f2 ◦ δ is a
self-adjoint faithful linear functional on A.
We recall that on a Hopf algebra there exists a Fourier transform, defined by
β(a,F(b)) = τ(ab), where β is the pairing, and τ is the Haar state. This lets
us define an operator-valued convolution product by a ⋄ b := F−1(F(a)F(b)).

Lemma .. Let c and y be self-adjoint and invertible elements of a finite-di-
mensional Hopf C*-algebra, A. Then c ⋄ y is self-adjoint and invertible.
Proof: An operator x is invertible if and only if the Fourier transform
F : A −→ Â maps it to a faithful linear functional, τ(x·). We have F(c ⋄
y) = (τ(c·)⊗ τ(y·)) ◦ δ, where τ(c·) and τ(y·) are faithful self-adjoint linear
functionals. Since τ(c·)⊗ τ(y·) is also a faithful self-adjoint linear functional,
we apply Corollary ..
We notice that c ⋄ Id = τ(c)Id, so that if τ(c) = 1, we have a Corollary that
we do not use, but is perhaps worth recording:
Corollary .. If c is self-adjoint, invertible, and τ(c) = 1, then the map
y 7→ y ⋄ c is spectrum-preserving on Hermitian operators.
The next lemma is surely known to experts, but we include the short proof.
Lemma .. Let f : A −→ B be a unital linear bijection of unital C*-algebras
that is also a bijection of positive elements and a bijection of centres. Then
f(az) = f(a)f(z) for all a ∈ A and any central element z ∈ Z(A).
Proof: Since the map f takes positive elements to positive elements,
it therefore takes self-adjoint elements to self-adjoint elements. The Kadis-
on–Schwartz inequality then gives f(b2) ≥ f(b)2 for all self-adjoint elements b
in A. Similar remarks apply to f−1 and therefore the reverse inequality holds
as well. It follows that f(b2) = f(b)2. Setting b = a + z, and expanding,
where the element a is self-adjoint and z is self-adjoint and central, we deduce
that 2f(az) = 2f(a)f(z). We thus have the desired conclusion, at least for
self-adjoint elements a. However, since any element can be written as a linear
combination of two self-adjoint elements, the general case follows.
In the next lemma, the key point is to show a certain map is positive.
Lemma .. If c and c−1 are mapped to invertible self-adjoint operators by the
Fourier transform, and if c commutes with co-central elements, then the action
induced by x 7→ cxc−1 on the dual algebra is a direct sum of *-automorphisms
and *-anti-automorphisms of matrix blocks.
Proof: The action induced by x 7→ cxc−1 on the dual will be denoted αc. Let
a and b be the operators of the dual associated with c and c−1, respectively,
by the Fourier transform. The map αc takes an element y to a ⋄ y ⋄ b. By
Lemma . we have that the map αc takes self-adjoint and invertible elements
to self-adjoint and invertible elements. Since the map x 7→ cxc−1 fixes each
element of the co-centre of the algebra, the map y 7→ a ⋄ y ⋄ b fixes each
element of the centre of the dual algebra. It certainly follows from this that
the map is unital, and then the property (from Lemma .) that an invertible

self-adjoint operator is mapped to an invertible self-adjoint operator implies
that the map αc preserves the spectrum of self-adjoint operators. But the
fact that self-adjoint elements with positive spectrum are positive as operators
implies that y 7→ a ⋄ y ⋄ b is a positive map. Since the same remarks apply
to the inverse map, Lemma . implies that αc(zy) = αc(z)αc(y). We are now
in a position to apply the centre-fixing property of αc. Taking, then, z to be
a central projection, we deduce that αc maps a matrix block to itself. But a
unital linear bijection of matrix algebras having the property of taking positive
elements to positive elements is either an inner *-automorphism or an inner
*-automorphism composed with the ordinary (non-Hermitian) transpose (this
result dates back to [], see also []).
The conclusion of the above technical lemma can be rephrased in terms
of Jordan *-homomorphisms. Recall that a map is a Jordan homomorphism
if it maps a square of an arbitrary element to a square. A direct sum of
*-automorphisms and *-antiautomorphisms of a C*-algebra is equivalent to a
Jordan *-homomorphism. (For matrix algebras, this was shown by Jacobson
and Rickart[, ]. Kadison[, ] extended these results for surjective maps
onto C*-algebras and von Neumann algebras, and showed also that bijective
order isomorphisms are Jordan isomorphisms. Størmer showed[] that Jordan
homomorphisms of C*-algebras into C*-algebras are sums of homomorphisms
and anti-homomorphisms.)
The next lemma follows from [, Théorème . ].
Lemma .. Let A and B be finite-dimensional Hopf C*-algebras with tracial
Haar states. Let α : A −→ B be a *-isomorphism, and let αˆ : B̂ −→ Â be
its action on the dual. We suppose the action αˆ on the dual is a Jordan
*-isomorphism. Then either αˆ is multiplicative, or αˆ is anti-multiplicative.
Proposition .. If a κ-symmetric operator v commutes with co-central ele-
ments of A, and is invertible, then x 7→ vxv−1 is a Hopf algebra automorphism
or co-anti-automorphism.
Proof: Let us first suppose that the Fourier transforms of v and v−1 are
invertible operators. We can apply Lemma . to conclude that the action in-
duced by x 7→ vxv−1 on the dual is a Jordan *-homomorphism, and then apply
Lemma . to conclude that this induced action is in fact either a *-automor-
phism or a *-co-anti-automorphism. The uniqueness of the antipode of a Hopf
algebra then implies that the bi-algebra (co-anti-)automorphism x 7→ vxv−1 is
in fact a Hopf algebra (co-anti-)automorphism.
We now address the case where the Fourier transforms of v and v−1 are not
both invertible operators. From the fact that j, the support of the co-unit

character φ is a central projection in A, we deduce that
(jǫ+ v)−1 = v−1 − ǫj
1
φ(v)(ǫ+ φ(v))
.
This equation tells us that if we replace v by v˜ = v+ǫj, then v˜−1 = f(ǫ)j+v−1
where f is a function that vanishes at ǫ = 0. Since, up to a fixed scalar factor,
the Fourier transform maps j to Id, this allows us to insure that F(v˜) and
F(v˜−1) are both invertible by means of an arbitrarily small perturbation. We
note that the necessary condition φ(v) 6= 0 is guaranteed by the invertibility
of the element v and the fact that φ is a character. We remark that since j is
central, the element v˜ commutes with co-central elements, and evidently v˜ re-
mains invertible. Moreover, j is κ-symmetric, so all the conditions enumerated
in the hypothesis remain valid if we replace v by v˜. Doing this, we obtain that
x 7→ v˜xv˜−1 is a Hopf algebra (co-anti-)automorphism, and by the finite-dimen-
sionality of the ambient algebra(s), we obtain x 7→ vxv−1 as a norm limit of
Hopf algebra (co-anti-)automorphisms. In particular, this rests upon the fact
that in the finite dimensional case, the Fourier transform is continuous.
3. Bi-inner automorphisms: main results
We now proceed to give two characterizations of the bi-inner Hopf *-automor-
phisms of a finite-dimensional Hopf C*-algebra. In the first characterization,
we view the given Hopf algebra and its dual as concrete sub-algebras, S, and Ŝ,
of a (finite-dimensional) copy of B(H). There is in this picture a multiplicative
unitary V ∈ B(H⊗H), which can be taken to belong to Ŝ ⊗ S ⊂ B(H⊗H).
If this is done, then this unitary is essentially unique, see [, Théorèm .],
at least in the finite-dimensional case. We call this the multiplicative unitary
associated with the Hopf C*-subalgebras S and Ŝ. We then have a Theorem:
Theorem .. Let S and Ŝ be concrete Hopf C*-subalgebras associated with a
multiplicative unitary V. Let us suppose that the unitary u gives a Hopf algebra
automorphism of S whose action on the dual Ŝ is inner. There then exists a
unitary û ∈ Ŝ such that û⊗ u commutes with the multiplicative unitary V.
Proof: Let uˆ be the unitary coming from the action on the dual. Since we
have
β(u∗xu, û∗yû) = β(x, y),
if we replace the multiplicative unitary V by (û∗⊗u∗)V (û⊗u), we notice that
S = {(ω⊗Id)V : ω ∈ B(H)∗} and Ŝ = {(Id⊗ρ)V : ρ ∈ B(H)∗} change only up
to an inner automorphism, and thus remain invariant as subalgebras of B(H).
It follows from the definition[] of fixé and cofixé vectors that the elements of
S map a cofixé vector to a multiple of itself, and that the elements of Ŝ map

a fixé vector to a multiple of itself. Thus, the transformation we have made
will not change the fixé and cofixé vectors, and moreover, the multiplicity of
the multiplicative unitary (which we can take to be ) will not be changed. By
Théorèm . in [], there exists only one multiplicative unitary in B(H ⊗H)
with these properties. Thus, we conclude that V = (û∗ ⊗ u∗)V (û ⊗ u), or in
other words, that û⊗ u commutes with the multiplicative unitary V .
Remark .. A converse of Theorem . also holds: if û⊗u ∈ Ŝ⊗S commutes
with the given multiplicative unitary, then u and û determine a dual pair of
inner automorphisms. This is because, taking the linear functionals point of
view, the pairing β(f, g) is given by β(f, g) = (f⊗g)V, for f ∈ Ŝ∗, and g ∈ S∗.
But then û and u satisfy β(f(û · û∗), g(u · u∗)) = β(f, g).
Corollary .. The bi-inner Hopf *-automorphisms of a finite-dimensional
Hopf C*-algebra A are a connected set.
Proof: Given a unitary û ⊗ u as in Theorem ., notice that ûr ⊗ ur,
where r is in (0, 1], is a simple tensor commuting with the given multiplicative
unitary, V. By Remark . we thus obtain a bi-inner Hopf *-automorphism, and
hence a path of bi-inner automorphisms connecting the given automorphism
to the identity.
Lemma .. A *-automorphism of a finite-dimensional real C*-algebra that
is connected to the identity by a path of *-automorphisms is inner.
Proof: Since K-theory is homotopy invariant, the K-theory groups are left
unaltered by a *-automorphism that is connected to the identity. It follows
from the implicit functoriality of Giordano’s classification result that the given
*-automorphism is inner equivalent to the identity *-automorphism (see [,
Corollary .].)
Theorem .. The bi-inner Hopf algebra *-automorphisms of a finite-dimen-
sional Hopf C*-algebra A are precisely the component of the identity of the
set of maps of the form x 7→ vxv∗ where u is a κ-symmetrical unitary that
commutes with the co-commutative sub-algebra of A.
Proof: We note that if we restrict a bi-inner Hopf algebra *-automorphism
to the algebra of κ-symmetrical elements, we obtain a ∗-automorphism of the
algebra of κ-symmetrical elements. The given automorphism is determined
by its restriction, because any element of the algebra can be decomposed as
a+ ib, with a and b belonging to the real algebra of κ-symmetric elements. By
Corollary ., the restricted automorphism is connected to the identity and is
thus inner by Lemma .. Therefore, the bi-inner *-automorphisms are at least
a connected subset of the set of maps of the given form, x 7→ vxv∗, where u is

a κ-symmetrical unitary that necessarily commutes with the co-commutative
sub-algebra of A. But on the other hand, Proposition . shows that maps of
the given form are either Hopf automorphisms or Hopf co-anti-automorphisms.
We note that if the Hopf algebra *-(co-anti-)automorphism x 7→ vxv∗ is con-
nected to the identity by a path of maps having the same properties, then
in fact it must be a Hopf algebra *-automorphism. These facts establish the
theorem.
It is easy to check that the set given by the above theorem is a Lie group. It
would be straighforward and perhaps interesting to obtain further information
on the Lie group, using the description given in the above Theorem.
Remark .. The bi-inner Hopf *-automorphisms of a finite-dimensional
Hopf C*-algebra are a connected Lie group.† †
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