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ABSTRACT
This paper proposes a method for generating speech from filterbank
mel frequency cepstral coefficients (MFCC), which are widely used
in speech applications, such as ASR, but are generally considered
unusable for speech synthesis. First, we predict fundamental fre-
quency and voicing information from MFCCs with an autoregres-
sive recurrent neural net. Second, the spectral envelope informa-
tion contained in MFCCs is converted to all-pole filters, and a pitch-
synchronous excitation model matched to these filters is trained. Fi-
nally, we introduce a generative adversarial network -based noise
model to add a realistic high-frequency stochastic component to the
modeled excitation signal. The results show that high quality speech
reconstruction can be obtained, given only MFCC information at test
time.
Index Terms— MFCC, Pitch prediction, Mel-filterbank inver-
sion, Excitation modeling, Generative adversarial networks
1. INTRODUCTION
Mel freqency cepstral coefficients (MFCCs) [1] are widely used in
speech applications, such as automatic speech recognition (ASR) [2]
and speaker verification (ASV) [3, 4]. Since MFCCs are engineered
for these tasks, their use discards lots of signal details that are con-
sidered irrelevant in the recognition task. The success of MFCCs in
recognition and classification tasks is in part due to this lossy com-
pression, which approximates perceptual properties in hearing [5].
Specifically, MFCCs separate spectral envelope from fine structure,
and use a non-linear frequency resolution based on auditory scales.
Although MFCCs are usually considered sub-optimal for text-
to-speech (TTS), and e.g. mel-generalized cepstrum (MGC) [6] is
used instead to avoid utilizing filterbanks, reconstructing speech sig-
nals from a MFCC representation is sometimes needed. In ASR,
for example, understanding causes behind recognition errors or an-
alyzing effects of transcription errors might benefit from conversion
of MFCCs to speech. Furthermore, state-of-the-art ASR and ASV
systems utilizing MFCCs can give rise to novel transformation tech-
nologies, such as non-parallel voice conversion based on speaker
verification models [7]. Despite being non-ideal for TTS, MFCCs
constitute a state-of-the-art representation of speech information in
most ASR and ASV systems and therefore conversion of this infor-
mation to an audible speech waveform is justified.
While high-order MFCCs have been proposed for speech cod-
ing [8], the mel-filterbank sizes and discrete cosine transform (DCT)
orders typically used in ASR and ASV result in the speech harmonic
structure being smoothed out. In this case, the spectral information
contained in MFCCs can be treated as an envelope. Given only this
envelope, synthesis of speech requires pitch prediction, i.e. funda-
mental frequency (F0) and voicing information must be recovered
from the MFCCs. This problem has been studied in a GMM-HMM
framework [9, 10], where F0 and voicing were successfully pre-
dicted from a GMM joint distribution with MFCCs. As an obvious
extension, modern sequence models, such as recurrent neural net-
works (RNNs), appear as potential tools for the task.
The method to convert MFCCs to speech proposed in [10] was
relatively simplistic: the recovered spectral amplitude was assumed
to be minimum phase and sampled at harmonic frequencies. In the
time domain, this corresponds to exciting a minimum phase enve-
lope filter with an impulse train. This process does not include
any aperiodicity in synthesis of voiced speech, and loses the mixed
phase characteristics in the excitation of natural speech (i.e. the glot-
tal flow). Recently, neural net -based excitation models have been
proposed to generate more realistic excitation waveforms for source-
filter vocoding in statistical parametric speech synthesis (SPSS) [11].
Previous work used various acoustic features (such as F0, vocal tract
and glottal source envelope parameters and harmonic-to-noise ratio),
and trained a neural network to map them into a pitch-locked glottal
excitation waveform. Unfortunately, this type of excitation mod-
els are limited due to the point-wise regression in the time domain,
which results in smoothing and loss of high frequencies. To over-
come this problem, a generative adversarial network (GAN) -based
excitation model has been proposed recently [12]. However, GANs
commonly suffer from training instability and mode collapse, which
we propose to mitigate based on the ideas presented in [13] and [14].
In this paper, synthesis of speech from MFCCs is studied by
presenting three main contributions: first, we show that F0 can be
predicted from MFCCs with high accuracy by modifying a recent
F0 model [15], originally proposed for SPSS. Second, we present an
excitation model that maps MFCCs and F0 to excitation waveforms
obtained by inverse filtering speech using an MFCC-derived enve-
lope. Finally, we introduce an improved residual GAN-based noise
model for generating the high-frequency stochastic component lost
in the least-squares excitation model.
The results show that MFCCs can be used to synthesize speech
with high quality, when no other information is available at test time.
However, we do not advocate the use of MFCCs for envelope model-
ing in a purpose-built TTS system.The paper is structured as follows:
section 2 overviews of the synthesis pipeline, section 2.1 describes
the mapping of MFCCs to F0, section 2.2 details the MFCC to all-
pole envelope conversion. Section 2.3 discusses the excitation pulse
model and section 2.4 introduces a residual GAN noise model. Sec-
tion 3 describes objective measures and listening experiment, and
finally we conclude in section 4.
2. SYNTHESIS SYSTEM
An overview of the synthesis system is shown in Fig. 1. First, F0 is
predicted fromMFCCs as described in section 2.1. Then theMFCCs
and predicted F0 is fed into the excitation pulse model detailed in
section 2.3. The resulting smooth pulse is further fed into the resid-
ual GAN noise model (section 2.4). To create a continuous excitation
signal, the generated pulses are joined pitch-synchronously [16], as
determined by the generated F0. This excitation signal is finally fil-
tered with the envelope reconstructed from the MFCC (section 2.2)
to generate a speech waveform.
MFCC
F0 model
F0
Pulse model
GAN
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Fig. 1. System overview for MFCC-to-waveform synthesis.
2.1. F0 prediction model
The F0 model takes a sequence of MFCCs as input and generates the
corresponding F0 track and voicing information from it. We use a
variant of the recently proposed RNN-based model [15], which uti-
lizes autoregressive output feedback links and hierarchical softmax
for predicting quantized F0 classes from inputs. The F0 range is
quantized linearly to 255 bins, and one additional class is reserved
for unvoiced speech. In contrast to [15], we now use MFCCs in-
stead of linguistic features as inputs, and only have feedback links
at frame tier, as no linguistic tier information is available. Network
parameters are listed in Table 1.
2.2. Envelope reconstruction from MFCC
This paper utilizes the widely used MFCC computation with HTK-
style mel-filterbanks and DCT [17], as implemented in Librosa
[18]. Spectrum-to-MFCC computation is composed of invertible
pointwise operations and linear matrix operations that are pseudo-
invertible in the least-squares sense. This leads to a straightforward
reconstruction process: Let the MFCC sequence C be computed as
C = D log(MS), (1)
where S is a pre-emphasized STFT magnitude spectrogram, M is a
mel-filterbank matrix, andD is a truncated discrete cosine transform
matrix. The reconstruction of the magnitude spectrum is obtained
simply by
Sˆ = M+ exp(D+C), (2)
whereD+ is the pseudoinverse ofD (which coincides with the clas-
sical zero-padding and inverse DCT procedure), andM+ is the pseu-
doinverse of M. Unfortunately, the use of filterbank pseudoinverse
does not guarantee non-negativity of the resulting spectrum, but this
problem is mitigated by flooring the values to zero [19]. It is possible
to instead obtain similar, but always non-negative reconstructions by
using interpolation techniques (see e.g. [7, 10]), but we observe that
the pseudoinverse behaves well in practice and gives envelopes with
a sharper formant structure, compared to the interpolation methods.
An autoregressive all-pole model is fitted to Sˆ in the con-
ventional manner by computing an autocorrelation from the sym-
metrized square magnitude via IDFT, and then solving the resulting
normal equations (see e.g. [20] for details). In this paper, we use
24 mel filters, 20:th order MFCCs, and 30:th order all-pole filters, at
16 kHz sample rate.
2.3. Excitation pulse model
Previously, an excitation model has been proposed for glottal vocod-
ing in SPSS, by using a neural network that maps acoustic features
to glottal excitation pulses [11]. A glottal source signal (differential
volume flow through the vocal folds) is first obtained with glottal
inverse filtering [21], after which excitation pulses are extracted by
centering the excitation at a pitch mark, cosine windowing a two
pitch period segment, and zero-padding the pulse to a fixed length.
Finally before training, each acoustic feature frame is associated
with a pulse at the nearest pitch mark.
A similar framework can be adopted generally in all source-filter
model -based vocoding, where the filter allows inverse filtering the
speech signal. In this paper, we use AR envelopes reconstructed
from MFCCs to approximate the vocal tract filter, and otherwise
treat the resulting excitation signals similarly to [11]. Furthermore,
the model input acoustic features are now only MFCCs, log-F0 and
voicing information. Reaper [22] is used to obtain the pitch marks,
and only voiced frames are used to train the excitation model.
For the model architecture, we use a gated recurrent unit (GRU)
layer at the input, since recurrent nets are powerful for encoding
the acoustic sequence information. This is supported by previous re-
search, where recurrent networks slightly improved excitation model
performance in a TTS application [23]. Furthermore, convolution
layers have been found convenient when working closer to the wave-
form level [12]. As result, we now use a GRU input, followed by
a stack of 1D convolution layers, as listed in Table 1. However,
a fundamental limitation in this kind of waveform modeling arises
from the point-wise least-squares training criterion. The model will
inevitably regress towards a conditional average, given the inputs,
which leads to smoothed waveforms and loss of high frequencies.
This is illustrated in Fig. 2.
2.4. Residual GAN model
Modeling the aperiodic component of voiced speech in the current
synthesis system resembles a previous GAN glottal excitation model
[12], but now the GAN is conditioned on a smooth generated pulse,
and the model is forced to generate only an additive residual com-
ponent. The training procedure combines LS-GAN [24] with GAN-
based similarity metric learning [14]. Furthermore, the residual con-
nections in the generator model are adopted from a GAN postfil-
ter architecture [13]. Generator and discriminator architectures are
shown in Figs. 3 and 4, respectively, with details listed in Table 1.
Generator input channels are a smooth excitation pulse wave-
form xˆ given by the pulse regression DNN, and white Gaussian
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Fig. 2. Excitation pulses shown in the time and frequency domain.
DNN pulse model (blue) fits the overall reference pulse (black)
shape, but high-frequency stochastic components are smoothed out,
whereas GAN (red) is able to generate realistic high-frequency com-
ponents.
N (0, 1)
+
FFT
Fig. 3. Generator architecture. Two input channels contain a smooth
excitation pulse and white noise, and the pulse is fed to every layer
in a residual channel. Additivity at output forces the generator to
learn a residual noise-like model.
noise of the same length. The smooth waveform is further fed into
each layer as an additional residual channel. Explicit additivity of xˆ
and the convolution layers’ output ensures that the output resembles
residual noise. Finally, a FFT magnitude layer allows the training
process to simultaneously see the output in the time and frequency
domains, and the error signals can propagate via both routes.
Discriminator input channels see the signal both in the time and
frequency domain. Strided convolutions are used to gradually reduce
the convolution layer sizes, finally resulting in a single value for clas-
sifying the input sample as real of fake. In addition, the generator is
allowed to peek into discriminator activations at layer L, and use
the implied similarity metric to match a generated data mini-batch
directly with the corresponding real data.
More formally, the discriminator D attempts to output a ”real”
D,G← Ladv
G← Lpeek
Fig. 4. Discriminator architecture. Input channels contain time and
frequency domain views of the signal. Adversarial loss Ladv is used
to train both D and G. Additionally, G is allowed to peek into dis-
criminator and use the loss Lpeek to match real and generated data
activations.
value 1 for samples from real data distribution x ∼ pdata(x), and a
”fake” value 0 for samples x′ ∼ pG(z|xˆ) coming from the generator
G, where xˆ is a smooth output of the previous pulse model, and z
is sampled from a standard Gaussian distribution. Similarly to LS-
GAN, the discriminator loss function to be minimized is
Ladv(D) =
1
2
Ex
[
(D(x)− 1)2
]
+
1
2
Ex′
[
(D(x′))2
]
, (3)
where x′ = G(z|xˆ). Simultaneously, the generator is trained to fool
the discriminator to produce the ”real” value given generator output
Ladv(G) =
1
2
Ex′
[
(D(x′)− 1)2
]
. (4)
To facilitate learning, the generator is allowed to peek into discrimi-
nator activations at layer L and attempt to match its generated output
with target data.
Lpeek(G) =
1
2
Ex,x′
[
(DL(x)−DL(x
′))2
]
. (5)
This resembles the ”learned similarity metric” proposed in [14].
The training procedure alternates between minimizing Ladv(D)
for discriminator, and Ladv(G) + Lpeek(G) for generator. The dis-
criminator is kept fixed while training the generator.
2.4.1. Fourier transform layer
In the GAN network, a non-trainable FFT layer is implemented to
explicitly output the log spectral magnitude of the input, while al-
lowing backpropagation of error gradients through the layer. The
discrete Fourier transform consists of two differentiable linear oper-
ations, given by F = FR + iFI , where FR and FI are the cosine
and sine basis matrices. Magnitude is obtained simply by point-wise
squaring and summing of the real and imaginary part outputs. Ap-
plying logarithm and scaling pointwise is also differentiable. All of
the operations are readily available in Theano, allowing easy inte-
gration to our computational graph.
3. EXPERIMENTS
3.1. Model training
The network parameters used are listed in Table 1. ”Dense” denotes
fully connected feedforward layers, and ”BN” denotes batch nor-
malization. The F0 model was trained with a modified version of
CURRENNT [25], available online1. Excitation models use Keras
[26] with Theano [27] backend (code available online2). One di-
mensional convolution layers are used throughout, and paramaterK
in Conv1D(K) denotes the number of channels in a layer.
The F0 and pulse regression DNN models were trained with the
Adam optimizer [28] using early stopping, and frozen after training.
Unfortunately, there is no established procedure for measuring con-
vergence of GANs. After the first few epochs, the generator starts
to produce visually plausible results, while the sound quality varies
from epoch to epoch. In the end, we trained the GAN models for a
total of 20 epochs, and chose the best model from the last five epochs
by informal listening.
1https://github.com/TonyWangX/
2https://github.com/ljuvela/ResGAN
Table 1. Network parameters.
F0 model, input: MFCC(20)
Dense (256) × 2, tanh
BLSTM (128), tanh
LSTM (128), tanh, feedback link from output
SoftMax(256), 256 class quantization for F0 and voicing
output: F0(1), VUV(1)
Pulse model, input: MFCC(20), LF0(1), VUV(1)
GRU (50), ReLU, BN, context len = 40
Dense (400), ReLU, BN
Conv1D (100) × 4, LReLU, BN, width = 15
Conv1D (1), LReLU, BN, width = 15
output: Pulse(400)
GAN generator, input: Noise(400), Pulse(400)
Conv1D (100+1) × 3, LReLU, BN, width = 15
Conv1D (1), tanh, BN, width = 15
output: Pulse(400), FFT-of-Pulse(400)
GAN discriminator, input: Pulse(400), FFT-of-Pulse(400)
Conv1D (64), LReLU, BN, width=7, stride=3
Conv1D (128), LReLU, BN, width=7, stride=3
Conv1D (256), LReLU, BN, width=7, stride=3, peek output
Conv1D (128), LReLU, BN, width=5, stride=2
Conv1D (1), LReLU, BN, width=3, stride=2
output: Real/Fake classification (1)
3.2. Speech material
We trained two speaker-specific systems using existing SPSS train-
ing data. Both speakers are professional UK English voice talents,
with ”Nick” (male) dataset comprising 2542 utterances, totaling 1.8
hours, and ”Jenny” (female) dataset comprising 4080 utterances, to-
taling approx. 4 hours. A randomly selected set of 100 utterances
was kept for testing for both speakers, and the rest were used for
training. 16 kHz sample rate was used throughout the study.
3.3. F0 objective measures
F0 model performance is measured by root-mean-squared error
(RMSE) of voiced F0, voicing decision error percentage (VUV er-
ror), and correlation coefficient between reference and generated F0
values. Table 2 lists test set objective measures. An example of a
generated F0 contour from ”Jenny” test set is shown in Fig. 5.
Table 2. Objective measures on F0.
RMSE VUV error corr.
Jenny 9.3579 1.26% 0.9939
Nick 4.2332 2.31% 0.9969
0.5 1 1.5
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Fig. 5. Example of reference and generated F0 contours.
3.4. Listening test
Three systems were compared in a DMOS [29] listening test. All
systems use the all-pole envelopes reconstructed from MFCCs, and
F0 and voicing information generated by the F0 model. White noise
was used for unvoiced excitation in all systems. System ”Impulse”
uses a simple impulse train for voiced excitation. System ”DNN”
uses the smooth excitation pulses generated by the DNN excitation
model, and ”GAN” additionally uses the residual GAN noise model.
Natural speech signal was used as the reference and the listen-
ers were asked to rate the degradation of the synthetic test sample
from 1 (very annoying) to 5 (inaudible). The test was conducted on
the CrowdFlower crowd sourcing platform [30], where it was made
available in English speaking countries, and the top four countries
in EF English Proficiency Index ranking [31]. Each test case was
evaluated by 50 listeners on 15 test set utterances. Evaluation scores
are shown in Fig. 6. Mode value is marked with a horizontal line and
the mean value with a triangle. Box and whiskers show 25 and 75
percentile boundaries, respectively. A Mann–Whitney U-test, with
correction for listener and utterance bias [32], found all differences
between systems statistically significant. Audio samples are avail-
able online at http://tts.org.aalto.fi/mfcc synthesis/.
Nick
Impulse DNN GAN
1
2
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4
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Jenny
Impulse DNN GAN
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2
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Fig. 6. DMOS listening test results.
4. CONCLUSION
This paper presented a method for speech reconstruction from
MFCCs. F0 contours can be generated from MFCCs with high ac-
curacy, using an autoregressive RNN operating on quantized F0 val-
ues. The spectral envelope information in MFCCs was recovered
by least-squares inversion of the MFCC computation, and a DNN
excitation model was trained for the MFCC-derived filters. Addi-
tionally, we proposed a residual GAN noise model that can be used
to generate a realistic stochastic signal component without explicit
parametrization of aperiodicity or similar features.
The listening tests show that a reasonable quality speech recon-
struction is obtained already from the MFCC-derived envelope and
impulse train excitation with the generated F0. Further improve-
ments were gained with the proposed DNN exitation model and
GAN noise model, resulting in high quality speech synthesis from
the MFCCs.
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