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Landslides are hazardous natural processes that threaten communities and infrastructure 
every year throughout the United States. Long-runout landslides, which are highly mobile and 
travel long distances from their sources, can be especially hazardous and unpredictable. The 
prediction of long-runout landslides has proved to be challenging because (1) it is unclear exactly 
what factors tend to influence long runout, and (2) the mobility measure most commonly used to 
measure runout (H/L) has limited physical significance. In this study, a new mobility measure, 
L/A1/2, is proposed and its effectiveness is evaluated. In general, this parameter provides a more 
meaningful assessment of landslide mobility than H/L because it describes the elongation of the 
deposit, rather than the overall slope gradient of the runout path. Using the new mobility measure 
L/A1/2, three geomorphological factors (planimetric curvature, sand content, and upslope 
contributing area normalized to landslide area) are identified as variables that influence landslide 
runout. Using these variables as input parameters, a Landslide Runout Score (LRS) system is 
developed and optimized to provide a method of predicting landslide runout behavior. This work 
is conducted in geographic information systems (GIS) using regional-scale landslide inventories 
and spatial data that are publicly available from government sources; therefore, the findings of 
this study are intended to be used with relatively coarse, regional scale data in GIS. The LRS 
system predicts short, medium, and long runout with accuracies of 75, 58, and 72 percent, 
respectively, for a combined accuracy of approximately 65 percent. The results of this work are 
summarized in a worksheet that can be used by geologists and engineers to develop preliminary, 
first-order predictions of landslide runout behavior, which can be incorporated into or used 
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Landslides threaten communities and infrastructure throughout the United States, causing 
over $1 billion in damages and several fatalities each year (U.S. Geological Survey, 2005). 
Landslides can be extremely destructive, depending on the volume and mobility of the displaced 
material. Researchers have made great progress toward understanding the factors contributing to 
landslide susceptibility and recognizing when slope failures tend to occur. Far less work has 
focused on understanding the mobility (i.e. the travel distance and velocity) of landslides 
following the initiation of movement.  
Long-runout landslides are those that travel much farther than expected according to 
basic frictional sliding models (Legros, 2002). Landslide hazard assessments rarely incorporate 
landslide runout or post-failure mobility as components of the overall hazard. Rather, landslide 
hazard assessments tend to be based on landslide susceptibility, or the tendency for landslides to 
occur (Guzzetti et al., 1999) and landslide size (i.e. area or volume). This is problematic because 
smaller landslides with high mobility can have even greater impacts than larger landslides with 
low mobility because they can travel at higher velocities and impact areas farther from their 
sources.  
Furthermore, the ability to understand and predict landslide runout is limited by the way 
runout is quantified. In most published landslide runout studies, runout is quantified by the 
height-to-length ratio, H/L, of the landslide (e.g., Corominas, 1996; Hunter and Fell, 2003; 
Hungr et al., 2005). This ratio describes the overall longitudinal geometry of a landslide from the 
crown of the source area to the distal end of the deposit (Hunter and Fell, 2003), with smaller 
H/L values theoretically corresponding to longer-runout events. A major shortcoming of this 
mobility measure is that it is influenced greatly by the slope of the runout path; for example, on 
uniform slopes, the value of H/L simply equals the slope gradient, regardless of the travel 
distance of the material involved. Figure 1.1 demonstrates this schematically, where landslides A 
and B have the same source volume and geometry, but based on the relative length of the 
deposits, Landslide B is clearly more mobile than Landslide A. In this case, although these 
landslides may present different levels of hazard, the mobility measure H/L is identical for both 




Figure 1.1     Schematic diagram of two theoretical landslides on a uniform (constant gradient) 
slope. Landslides A and B have the same volume and source area geometry, but Landslide B is 
more mobile than Landslide A. 
Researchers have proposed alternative measures that quantify mobility in terms of 
landslide shape, rather than longitudinal geometry. Ratios of length-to-width (L/W) and length-
to-area (L/A) have been proposed as mobility measures that describe the elongation of the 
deposit (e.g. Lockyear, 2018; Taylor et al., 2018). These mobility measures have several 
limitations, which are discussed in Chapter 2. A new mobility measure, the ratio of the length of 
a landslide to the square root of its area (L/A1/2), is proposed in this study as an alternative 
elongation parameter with fewer limitations than H/L, L/W and L/A.  
1.0       Purpose and Scope 
This study seeks to evaluate the effectiveness of a new mobility measure, L/A1/2, which is 
the ratio of the length, L, to the square root of the planimetric area, A, of a landslide deposit. This 
mobility measure is essentially a modified aspect ratio parameter that describes the degree of 
elongation of the deposit based on simple, objective measurements of landslide geometry. 
Additionally, to provide a framework for incorporating landslide runout into regional landslide 
hazard assessments, this research includes the development of a semi-quantitative scoring system 
to evaluate the relative likelihood of a subject slope to generate a long-runout landslide. This 
research is intended to assist geotechnical practitioners in understanding and predicting the 
potential for long-runout landslides at the regional scale.  
Accordingly, the following research questions are proposed:  
(1) How does L/A1/2 perform as a measure of landslide mobility? 
(2) Using L/A1/2 as a mobility measure, what factors tend to influence landslide runout? 
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(3) Can a semiquantitative, rating-based scoring system be used to predict landslide runout 
based on the influencing factors identified in (2)? 
The identification of influencing factors is based on factors shown in the technical 
literature to be potentially related to landslide runout, as summarized in Chapter 2. Regional-
scale (i.e. 1:8,000 to 1:12,000) landslide inventories are used to test whether each relevant factor 
influences landslide runout, using L/A1/2 as a mobility measure. The identified influencing 
factors are used to develop a scoring system to predict whether landslides are likely to have 
short, medium, or long runout. The scoring system is developed to optimize the relationship 
between landslide runout score and the mobility measure L/A1/2.  
This study only considers landslides in engineering soils (Varnes, 1978) that occur by 
sliding or transition from sliding to flowing. Because this work is intended to support regional-
scale landslide hazard assessments, it uses only publicly available regional-scale landslide 
databases that can be viewed and analyzed in GIS. Additionally, the scoring system is intended 
to be used with minimal data obtained from readily available sources. Collectively, this research 
establishes a new framework for identifying and predicting long-runout landslides that can be 
incorporated into future landslide runout studies and regional landslide hazard assessments. The 
selected study areas for this project are regional landslide inventories located in the relatively 
humid, mountainous, western portions of northern California, Oregon, and Washington; the 
results of this study are expected to be applicable in environments that are geographically and 
climatologically similar to these study areas.  
Over the course of this study, the performance of the mobility measure L/A1/2 is 
evaluated and compared to H/L, and conclusions regarding the applicability of this new mobility 
measure are presented. In general, the parameter L/A1/2 is expected to be a useful measure of 
landslide mobility because (1) the parameters L and A are relatively easy to obtain from aerial 
photographs, digital terrain data, or field measurements; (2) its values are normalized to the size 
of the landslide, so mobility can be evaluated independent of landslide volume; and (3) its values 
describe the shape of the deposit (elongation), which relates directly to the mobility of the 







2.1. Landslide Mobility and Long-Runout Landslides 
Landslide hazard severity is often controlled by landslide mobility, which is defined by 
the travel distance and velocity that a landslide reaches after failure (Iverson et al., 2015). 
Because direct measurement of landslide velocity is rare, velocity is usually estimated based on 
scour marks or other evidence of runup at bends in the runout path (Hungr et al., 2005; Hungr, 
2007). Due to the fleeting nature of this type of evidence and the difficulty in acquiring it, many 
landslide mobility studies instead focus on landslide travel distance, or runout. The present study 
is largely based on landslide inventories that do not contain any evidence for landslide velocities, 
and therefore only considers the travel distance (runout) component of mobility.  
The defining characteristic of long-runout landslides is that they travel much farther than 
expected according to basic frictional sliding models (Legros, 2002). In a basic frictional sliding 
model, a landslide is treated as a sliding block, which is expected to come to rest at a distance 
from the source governed by the coefficient of friction between the block and the underlying 
surface (Scheidegger, 1973). For long-runout landslides, there are flow mechanisms at play that 
allow the material to travel farther than expected. Examples of such flow mechanisms commonly 
cited in the literature are: 
▪ Fluidization by persistently high pore water pressure within the sliding material 
(i.e. liquefaction) (Iverson and Denlinger, 2001; Legros, 2002); 
▪ Fluidization by interstitial air trapped and compressed within the sliding mass 
(e.g. Kent, 1966); 
▪ Fluidization by dispersion of particles due to strong acoustic waves generated by 
rapid shearing (i.e. acoustic fluidization) (e.g. Melosh, 1986); 
▪ Lubrication of the landslide’s basal shear surface by pore water pressure at the 
base of the sliding mass (i.e. basal liquefaction) (e.g. Collins and Reid, 2019); and 
▪ Lubrication of the landslide’s basal shear surface by a layer of trapped and 




For cases in which one or more of these mechanisms is at play, the sliding block model 
does not apply (Legros, 2002).  
A recent example of this type of behavior is the 2014 Oso Landslide in the Stillaguamish 
River valley of northwestern Washington State, where a block of Quaternary glacial sediments 
with a volume of approximately 8 x 106 m3 mobilized into an extremely rapid, flow-like 
landslide, which traveled over one kilometer across a broad, low-relief river valley (Iverson et 
al., 2015; Wartman et al., 2016). In this case, the mobility of the sliding material was due to 
liquefaction of the basal shear surface (Collins and Reid, 2019). This landslide inundated nearly 
an entire residential community, killing 43 people.  
Another recent example of this type of behavior is the 2014 West Salt Creek Landslide in 
Mesa County, Colorado, where a mass of Eocene Green River Formation detached from its 
source on the upper slopes of Grand Mesa (a broad plateau capped by basaltic volcanic rocks) 
and mobilized into a rapid debris avalanche with a volume of approximately 29 x 106 m3. This 
mass traveled over 4 km, completely filling the valley of West Salt Creek (White et al., 2015). 
Three people were buried in the debris, and the deposit came within meters of nearby active gas 
production wellheads. The mobility of this landslide was also attributed to basal liquefaction 
(Coe et al., 2016).  
The West Salt Creek landslide was especially hazardous because of its rapid velocity; for 
comparison, the Slumgullion landslide in the San Juan mountains of southwestern Colorado is an 
extremely large (> 200 x 106 m3), very slow-moving earthflow that is morphologically similar to 
the West Salt Creek landslide, which formed on the flanks of a volcanic-capped plateau and 
filled the valley of Slumgullion Creek (Fleming et al., 1999; Coe et al., 2003). The hazard 
associated with the Slumgullion landslide is significantly less severe than that of the West Salt 
Creek landslide because it moves much more slowly. This distinction emphasizes the importance 
of the velocity component of landslide mobility. When carrying out landslide mobility studies, 
every effort should be made to include velocity as a component of mobility; however, when 
working with relatively coarse, regional-scale landslide inventories, this is often impossible. 
2.2. Landslide Mobility Measures 
The following sections describe approaches for quantifying landslide runout that are 
documented in the technical literature.  
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2.2.1. Direct Measurement of Runout Length 
Landslide runout, R, is best described as the length of the depositional zone of a 
landslide, or the length of the deposit beyond its original source zone (Rickenmann, 2005). 
Because the location delineating the transition between the source zone and the depositional zone 
tends to be obscured or destroyed by the landslide itself, the parameter R is generally difficult to 
measure (Stark and Guzzetti, 2009; Taylor et al., 2018). Because of this limitation, the parameter 
R is rarely used.   
As an alternative to the parameter R, the total length of the landslide deposit, L, has been 
considered as a mobility measure (Rickenmann, 1999; Legros, 2002; Guthrie et al., 2010). This 
parameter depends greatly on the size (i.e. volume) of a landslide; L will tend to be relatively 
high for very large landslides and relatively low for very small landslides, regardless of mobility. 
As such, the utility of this parameter is limited. The parameters L and R are shown in Figure 2.1. 
 
Figure 2.1     Schematic diagram showing the parameters H, L, R, and the travel distance angle. 
Modified from Hunter and Fell (2003).  
2.2.2. Height-to-Length Ratio, H/L 
Because of the limitations associated with absolute measures of landslide length, runout 
is often quantified indirectly using relative mobility measures, the most common of which is the 
height-to-length ratio (H/L) of the landslide (Corominas, 1996; Hunter and Fell, 2003; Hungr et 
al., 2005). The inverse tangent of this ratio gives the “travel distance angle” (Hunter and Fell, 
2003), also known as the “angle of reach” (Corominas, 1996), or the “Fahrböschung” (Heim, 
1932). The parameter H/L generally describes the overall longitudinal geometry of a landslide 
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from the crown of the source area to the distal end of the deposit (Hunter and Fell, 2003). 
Smaller values of H/L theoretically correspond to longer runout events. The parameter H/L has 
been described as an estimate of the friction coefficient at the interface between the landslide 
material and the underlying ground (Scheidegger, 1973). Figure 2.1 schematically summarizes 
H/L and the travel distance angle. 
Although H/L is widely accepted, it has several shortcomings. In cases of uniform slopes, 
the value of H/L mimics the gradient of the terrain over which the landslide travels (Roback et 
al., 2018). Additionally, in order for a highly mobile landslide to generate a very low value of 
H/L, there must be an area of low relief for the landslide to pass over so that the change in height 
across the deposit can become very small relative to the horizontal length of the deposit. For a 
highly mobile landslide that does not reach a flat valley bottom, H/L will not identify the 
landslide as having high mobility.  
Many studies have shown good negative correlation between H/L and landslide volume, 
which suggests that large landslides are likely to be more mobile (Scheidegger, 1973; Nicoletti 
and Sorriso-Valvo, 1991; Corominas, 1996; Legros, 2002; Hunter and Fell, 2003; Roback et al., 
2018). However, large landslides are inherently more likely to reach valley bottoms than are 
small landslides, simply because of their areal extent. Accordingly, the ability of the parameter 
H/L to describe landslide mobility independent of the influences of slope gradient is limited 
(Hsü, 1975; Roback et al., 2018). 
2.2.3. Mobility Measures Derived From H/L 
Other researchers have proposed mobility measures derived from H/L that theoretically 
provide more realistic assessments of landslide mobility. Because H/L is based on total vertical 
and horizontal distances from the extreme distal ends of a deposit, some researchers have 
suggested that this parameter overestimates landslide mobility, and that the vertical and 
horizontal displacements of the center of mass of the landslide (i.e. Hcm/Lcm) should be 
considered instead (e.g. Davies, 1982; Legros, 2002). While Hcm/Lcm may provide a more 
physically meaningful measure of mobility in terms of energy transfer, the centers of mass of the 
source and deposit zones are difficult to identify, which means that the use of this parameter is 
often impractical.  
Hsü (1975) proposed a mobility measure called the “excess travel distance”, Le, which is 
the distance traveled by a landslide beyond that of a typical sliding block with a basal coefficient 
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of friction equal to tan(32˚). The sliding block model theoretically represents the expected 
behavior of a typical landslide with normal mobility. Figure 2.2 shows a schematic diagram of 
the mobility measure Le. This parameter scales with landslide size like L and R. To minimize 
size dependence, Nicoletti and Sorriso-Valvo (1991) suggest the normalization of the excess 
travel distance to the total length of the landslide, L, to obtain the “relative excess travel 
distance”, Le/L. Davies and McSaveney (1999) show experimentally that the simple sliding 
block model with a friction coefficient of tan(32˚) is too simplistic and does not provide a good 
approximation of the expected travel distance. Therefore, the utility of these mobility measures is 
questionable. 
 
Figure 2.2     Schematic diagram of “excess travel distance”, Le 
2.2.4. Spreading Parameter, As/Af 
More recently, the ratio of the landslide source area, As, to the full mapped landslide area, 
Af, has been suggested as a mobility measure describing the degree of spreading of the deposit 
(Roback et al., 2018). This parameter seems to capture an important aspect of landslide mobility: 
spreading of material away from its source. The major limitation of this parameter is that the 
source area must be known. For studies of recent landslides with fresh features in which the 
source and deposition zones can be mapped in detail, this parameter would be simple to 
calculate. However, in many cases, especially when working at the scale of a regional landslide 
inventory, landslide features are not mapped in great enough detail to accurately estimate source 
areas separately from deposits. For the purposes of this study, the use of As/Af as a mobility 
measure is considered impractical because source areas are not typically available (Stark and 
Guzzetti, 2009; Taylor et al., 2018). 
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2.2.5. Elongation Parameters 
Other mobility measures have been proposed to quantify the elongation of landslide 
deposits. A landslide that is highly elongated is theoretically highly mobile, as the sliding 
material must travel far from its source to produce an elongated shape. Lockyear (2018) 
evaluated the parameter L/A as a measure of elongation, where L and A are the total length and 
total area of the landslide, respectively. This parameter quantifies how long the landslide is 
relative to its size. For two landslides of the same size (equal areas), the landslide that is more 
elongated with have a higher L/A. Lockyear (2018) noted that L/A has limited predictive 
capability because as the size of a landslide increases, area increases more rapidly than length, so 
L/A values are highly scale dependent. Therefore, Lockyear (2018) suggested the use of the 
mobility measure L/A1/2 as an alternative. Taking the square root of the area normalizes landslide 
length to landslide area while minimizing the size dependence of the parameter. This also 
nondimensionalizes the parameter so that its values can be compared regardless of the units of 
measurement. 
The length-to-width ratio, L/W, of a landslide (i.e. the aspect ratio) has also been used as 
a measure of elongation (e.g. Taylor et al., 2018). Because the width of a landslide is often 
variable along its profile, there are several ways in which width can be measured. Taylor et al. 
(2018) summarize several methods of width measurement that have been used in studies of 
landslide morphology, the most common of which are: (1) the maximum width perpendicular to 
slope direction, (2) the mean width of the landslide across its full extent, and (3) the width of a 
bounding rectangle or ellipse. Because there is some variability in how these measurements can 
be carried out, Taylor et al. (2018) introduce a methodology for estimating length-to-width ratios 
using best-fit ellipses, which minimizes subjectivity and variability in width measurements. 
However, this method requires landslides that are approximately elliptical in shape. In general, 
the challenges associated with the measurement of landslide widths limit the usefulness of the 
parameter L/W for characterizing landslide elongation. L/A1/2 provides a similar measure of 
elongation while minimizing the potential for subjectivity and variability in the measurements; 
L/A1/2 and L/W are very similar when the mean value for W is used. Because of their similarity, 
L/A1/2 does not necessarily provide any benefits over L/W other than the ease and consistency 
with which L/A1/2 can be measured. 
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2.3. Factors that Potentially Influence Landslide Mobility 
The following sections summarize parameters that have been identified in the technical 
literature as potential influences of landslide mobility. The works referenced here mostly use the 
parameter H/L as a measure of mobility. In this study, the influence of these factors and others 
are re-evaluated using the mobility measure L/A1/2 to quantify landslide runout.  
2.3.1. Landslide Size 
It is suggested that large landslides are likely to be more mobile than small landslides 
(e.g. Scheidegger, 1973; Nicoletti and Sorriso-Valvo, 1991; Corominas, 1996; Legros, 2002; 
Hunter and Fell, 2003; Roback et al., 2018). However, this claim is supported by studies that use 
the parameter H/L as a mobility measure. Because larger landslides occupy larger areas, their 
deposits are more likely to extend into low-gradient areas, which tends to reduce overall H/L 
values for large landslides. Therefore, the correlation between volume and H/L may result from 
factors independent of the landslide material itself and it may not directly demonstrate the 
influence of volume on mobility. A correlation between volume and the mobility measure L/A1/2 
would be more compelling evidence that mobility is influenced by volume because L/A1/2 is 
normalized to landslide size. 
In many cases, landslide volume is estimated by multiplying landslide area by an 
estimated depth or average thickness of the slide mass. Therefore, estimated landslide volumes 
are directly proportional to estimated landslide areas, but require the assumption of an average 
thickness. At the regional scale, these assumptions may be based on very little evidence. To 
minimize error and variability in landslide size measurements, landslide area, rather than 
volume, is used to represent landslide size in this study.   
2.3.2. Material Characteristics 
The materials involved in a landslide can greatly influence the behavior of the landslide. 
There are two primary material types that have been shown to influence landslide runout: 
liquefiable sands and sensitive clays.  
Static liquefaction of loose, saturated sands at the landslide slip surface due to excess 
pore pressure can induce a complete loss of shear strength, resulting in rapid acceleration of the 
landslide and subsequent long runout (Hunter and Fell, 2003; Iverson et al., 2015). It is necessary 
to understand the tendency of the material to dilate or contract upon shearing to predict whether 
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static liquefaction and rapid acceleration may occur. Prediction of this behavior is based on the 
density or void ratio of the material in-situ relative to the “critical state” density or void ratio. 
The critical state corresponds to the degree of grain packing at which there is no volume change 
during shearing (Sadrekarimi and Olson, 2011). Materials looser than the critical state will 
contract upon shearing, causing a positive pore pressure response, and increasing the potential 
for static liquefaction. Materials denser than the critical state will dilate upon shearing, causing a 
negative pore pressure response, which will tend to slow or arrest movement. Loose grain 
packing occurs when the original fabric of the material is disturbed, often as the result of 
previous landsliding. Landslide debris tends to be deposited in a looser state than that of the 
virgin hillslope from which the material is derived. Thus, landslides derived from reactivated 
slide deposits are theoretically more likely to exhibit contractive behavior, causing a positive 
pore pressure response and subsequent liquefaction and acceleration (Hunter and Fell, 2003; 
Iverson et al., 2015).  
Similarly, the presence of sensitive clays can contribute to long-runout behavior. 
Sensitive clays are those that have significantly lower shear strength after being remolded. 
Sensitivity is characterized in terms of the ratio of intact shear strength to remolded shear 
strength (Thakur et al., 2017). An intact specimen of a sensitive clay can be relatively stiff and 
brittle, whereas a remolded specimen at the same water content can have very little to zero shear 
strength. Landslides that form in sensitive clays tend to have very long runout due to significant 
reductions in shear strength following initial failure (Thakur et al., 2017).   
At the scale of a regional landslide inventory, it is unlikely that information regarding the 
presence of sensitive clays or loose, potentially liquefiable sands will be readily available. 
However, information regarding the types of surficial materials and representative grain size 
percentages (i.e. percent sand, silt, and clay) obtained from published soil surveys may be useful 
for identifying zones where sensitive clays or liquefiable sands are likely or otherwise correlating 
long-runout landslides to certain material types. In this study, grain size percentages obtained 
from published soil surveys are used to characterize landslides by their dominant material types. 
This study is limited to landslides occurring in engineering soils consisting of “earth” and/or 
“debris”, as defined by Varnes (1978). Landslides occurring in materials composed primarily of 
rock are not considered here, as the mechanisms driving failure and post-failure behavior are 
quite different in rock than in soil.  
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2.3.3. Influence of Water 
Water is an important trigger for all types of landslides (Varnes, 1958), and it also 
appears to be an important factor in landslide mobility, as it can contribute to fluidization of 
granular materials through excess pore water pressures (Legros, 2002; Hunter and Fell, 2003; 
Iverson et al., 2015). However, long-runout landslides do not always consist of highly saturated 
materials; for example, rock and debris avalanches can be extremely mobile but are typically 
relatively dry (e.g. Davies and McSaveney, 1999; White et al., 2015). McKenna et al. (2012) 
suggest that landslides that occur in topographic hollows, as opposed to on open slopes, are more 
likely to mobilize into flows. This is due, at least in part, to the increased availability of water to 
the sliding mass, which allows the material to remain fluidized (McKenna et al., 2012). At the 
regional scale, it is difficult to determine whether material saturation or excess pore pressures 
contribute to observed landslide deposit geometries without performing detailed field 
investigations shortly after the landslides occur. As a proxy for water saturation, it is relatively 
simple to identify drainages in the vicinity of mapped landslide deposits and evaluate whether 
landslides that occur within drainage pathways tend to be more mobile.  
Alternatively, the size of the drainage basin area upstream of a landslide theoretically 
influences the availability of water to the sliding mass. Accordingly, upslope drainage basin area 
may be a useful parameter to consider for understanding landslide mobility. This study evaluates 
planimetric curvature and upslope contributing area as potential influencing factors related to 
water availability. 
2.3.4. Slope Morphology 
The morphology of landslide source zones may influence landslide mobility. Concave 
slopes correspond to “convergent” topography and convex slopes correspond to “divergent” 
topography (Bierman and Montgomery, 2014). Surface water drainage and weathering products 
tend to accumulate in concave (convergent) topography and disperse in convex (divergent) 
topography (Bierman and Montgomery, 2014). Therefore, the curvature of a slope can influence 
soil development, which, in turn, affects the amount material available during a landslide. 
Concave slopes may have deeper soil profiles than convex slopes, which may also influence 
landslide behavior. Similarly, concave slopes accumulate more surface water during precipitation 
events, which may also influence landslide behavior.  
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The morphology of the runout path may also influence landslide mobility. Confinement 
of a landslide mass in a valley or channel may allow the material to entrain more debris or water, 
which increases mobility (Hungr et al., 2005). Additionally, the presence of topographic 
obstacles along the runout path, such as sharp bends or obstructions at the valley bottom may 
decrease the perceived mobility of the landslide due to impeded runout (Corominas, 1996).  
Because landslide source and runout zones can be difficult to distinguish, the average 
planimetric and longitudinal curvature of the entire landslide area can be evaluated to provide a 
general assessment of the overall slope morphology within each landslide area. This simple 
terrain classification is highly efficient and can be completed using readily available elevation 
data. This study considers planimetric curvature as a potential influencing factor representing 
slope morphology.  
The slope of the source and runout zones may also influence landslide mobility. Lockyear 
(2018) noted the correlation between the slope of the terrain and the mobility measure H/L. 
However, because H/L simply represents the overall longitudinal slope gradient of a landslide, 
this correlation may be pre-determined. It is generally unclear if such a relationship exists 
between the slope of the terrain and the mobility measure L/A1/2; therefore, this study evaluates 
the slope of the terrain as a potential influencing factor. In this case, because the total slope of a 
landslide along its runout path depends on the mobility and travel distance of the landslide, the 
estimated source area slope, or initial slope angle, is used. The initial slope angle represents the 
slope of the terrain in the vicinity of the landslide source area (Lockyear, 2018) and reflects the 
potential energy of the sliding mass at failure. 
2.3.5. Landslide Type 
Hungr et al. (2005) summarize the types of landslides that tend to exhibit long runout, 
based on the landslide classification scheme proposed by Varnes (1978). In general, three 
categories of mass movements are identified as having the potential to be extremely rapid, and 
thus highly mobile: 
▪ Flow-like movements of rock and debris, including flows, floods, and avalanches;  
▪ Non-flow-like movements of rock and debris, including slides, falls, and topples; and 
▪ Flow-like slides in liquefiable sands and sensitive clays. 
Most of these events occur by flow-like processes. Categories of highly mobile mass 
movements that do not occur by flow-like processes tend to be relatively small-scale rock falls 
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and topples. In this study, landslide type is not necessarily considered a potential influencing 
factor because these classifications often depend on the mobility of the landslide following 
failure (i.e. landslide type is the response, rather than the predictor). Rather, landslide type is 
used to filter from the dataset landslides that do not fit within the scope of this study. Because 
this study only considers landslides that occur by sliding or transition from sliding to flowing, 
falls and topples are not considered. 
2.3.6. Type and Abundance of Vegetation 
The type and abundance of vegetation on slopes has been shown to influence the 
potential for landslides. For example, Wu et al. (1979) showed that the frequency of landslides 
on deforested slopes was much greater than on forested slopes because of the removal of tree 
root reinforcement. To the author’s knowledge, no studies have been conducted linking tree root 
reinforcement to landslide mobility. However, it has been suggested that vegetative cover can 
obstruct the overland motion of landslides and debris flows, especially in densely forested areas 
(e.g. Hunter and Fell, 2003; Guthrie et al., 2010). 
Relatively old landslides (on the order of hundreds to thousands of years old) may have 
occurred during a time when the dominant vegetation regime was different, especially if the area 
has been logged in the last several decades. Because the datasets used in this study contain pre-
historic landslides that may have occurred under different vegetation regimes (i.e. before 
logging), vegetation type and density is not considered as a part of this study.  
2.3.7. Triggering Mechanisms 
Triggering mechanisms, such as ground shaking due to earthquakes or rapid infiltration 
of rainfall and/or snowmelt, may influence the character of failure and post-failure behavior of 
landslides. Triggering mechanisms are often unknown, especially when working at the scale of 
regional landslide inventories. Accordingly, triggering mechanisms are not considered in this 
research, primarily due to a lack of available data. It is important to note that triggering 
mechanisms probably have a significant influence on mobility (e.g. Zhang et al., 2015), but the 
lack of regional-scale data for triggering mechanisms precludes their use in this study.  
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2.4. Rating Systems in Natural Hazard Assessments 
Rating systems are effective for assessing threats associated with natural hazards. Rating 
systems provide scores that describe the overall hazard, or the relative threat level associated 
with a hazard. A benefit of rating systems is that they are often relatively user-friendly, and many 
different types of information can be included in the development of overall threat scores.  
Rating systems have been widely used for the assessment of geologic hazards. Russell et 
al. (2008) present a modified version of the Colorado Rockfall Hazard Rating System (CRHRS), 
which is used by the Colorado Department of Transportation to assign hazard scores to rock 
slopes along Colorado highways. Scores are assigned based on slope conditions, climatological 
factors, local geological conditions, and vehicular traffic near the subject slope. The hazard 
scores are used for prioritizing mitigation efforts. The CRHRS is recognized as an effective 
method for assessing rockfall hazard, and other state and federal transportation agencies have 
similar rating-based systems for rockfall hazard management. 
Similarly, the U.S. Geological Survey’s system for ranking relative threats of U.S. 
volcanoes (Ewert, 2007) uses a hazard rating system to assess volcanic hazards. This system 
assigns relative threat scores to volcanos in the United States based on the type, activity, and 
explosivity of the volcanos, the recurrence interval of eruptions, and the potential for various 
types of unrest. This system is used as a part of the U.S. Geological Survey’s National Volcanic 
Threat Assessment, which monitors the active volcanoes in the United States to protect people 
and property from volcanic hazards (Ewert et al., 2005, 2018).  
Additionally, Pratt and Santi (2014) developed the Colorado Landslide Hazard Rating 
System (CLHRS) for assessing landslide hazards along Colorado highways. This system assigns 
hazard scores to existing landslides based on factors related to the slope, geology, climate, and 
local traffic. The Ohio Department of Transportation has also developed a landslide hazard rating 
system for Ohio highways (Liang et al., 2006). In general, hazard rating systems for landslides 
have not been as widely accepted as those for rockfall and volcanic hazards. The utility of 
landslide hazard rating systems would be improved if landslide runout was considered as a 
component of the overall landslide hazard. As a part of this study, a rating system is developed to 
characterize the potential for a slope to generate long-runout landslides. The rating system could 
be incorporated into or used alongside existing landslide hazard rating systems so that landslide 






For this project, study areas are selected to generate a database of landslides for use in the 
development of a landslide runout scoring system. Because this work applies to regional-scale 
landslide runout assessments, the selected study areas must be regional-scale landslide 
inventories.  
3.1. Criteria for Selection  
Several regional-scale landslide inventories are required in order to obtain a sufficiently 
large dataset spanning a reasonably large geographical area. The landslide inventories are 
selected to span a relatively large portion of the western United States so that the results of this 
work can be applied within that region. Suitable landslide inventories are identified according to 
the following criteria:  
▪ The landslide inventories must contain shapefiles showing outlines of many individual 
landslide events;  
▪ The landslide inventories must be mapped at a minimum scale of 1:12,000, and 
individual landslide events must be identifiable from landslide complexes; 
▪ The direction of movement of each landslide must be shown or implied; 
▪ The type of movement (i.e. rotational vs. translational; slide vs. flow, etc.) must be 
attributed to the landslide shapefiles or otherwise indicated on the map; 
▪ The type of material within the slide mass (i.e. earth, debris or rock) must be attributed to 
the shapefiles; 
▪ Soil survey data, describing the composition and properties of the surficial deposits, must 
be available for each study area; 
▪ A digital elevation model (DEM) of at least 10-meter resolution must be available for 
each study area; 
▪ A range of landslide sizes (i.e. volumes or areas) must be represented within each study 
area; 
▪ Both short- and long-runout events must be represented, with at least several landslides 
per study area that appear to be significantly elongated. 
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3.2. Selected Study Areas 
Based on the criteria listed above, the following landslide inventories are selected as 
suitable study areas: 
▪ Landsliding along the Highway 50 corridor: Geology and slope stability of the American 
River canyon between Riverton and Strawberry, California (Wagner and Spittler, 1997); 
▪ Landslide hazard and risk study of Eugene-Springfield and Lane County, Oregon 
(Calhoun et al., 2018); and 
▪ Landslides in the Western Columbia Gorge, Skamania County, Washington (Pierson et 
al., 2016). 
3.3. Study Area Descriptions 
The selected landslide inventories each contain several hundred landslide shapefiles and 
generally meet the stated criteria. These study areas collectively represent a significant portion of 
the western parts of northern California, Oregon, and Washington. All three study areas are in 
regions of rolling to mountainous terrain with humid, temperate climates and rainy winter 
seasons.  
3.3.1. American River Canyon, California 
The California dataset consists of a collection of mapped landslides within the American 
River Canyon, along US Highway 50 between the communities of Riverton and Kyburz (Figure 
3.1). This landslide inventory was compiled in 1997 by the California Division of Mines and 
Geology based on field mapping and interpretation of stereographic aerial photographs (Wagner 
and Spittler, 1997). Mapping was performed at a scale of 1:12,000. This landslide inventory was 
created to evaluate landslide hazards to the highway corridor, and the study was motivated by a 
landslide in the canyon in January 1997, which closed the highway for several weeks. At least 50 
of the several hundred mapped landslides in this inventory moved during the winter of 1996-




Figure 3.1     Location map showing the American River Canyon, California study area (from 
Wagner and Spittler, 1997) 
The study area is located in a narrow canyon with steep walls. Bedrock consists of an 
assemblage of Paleozoic ultramafic and metamorphic rocks, Mesozoic granitic rocks, and 
Tertiary volcanic and volcaniclastic rocks (Wagner et al., 1981; Wagner and Spittler, 1997).  
3.3.2. Eugene, Oregon 
The Oregon dataset consists of a regional landslide inventory of the Eugene-Springfield 
metropolitan area and parts of the surrounding unincorporated county land (Figure 3.2). The 
landslide inventory was compiled by the Oregon Department of Geology and Mineral Industries 
based on existing landslide inventories and recent lidar datasets (Calhoun et al., 2018). The 
landslides are mapped at a scale of 1:8,000. The purpose of the inventory was to evaluate 




Figure 3.2     Location map showing the Eugene, Oregon study area (from Calhoun et al., 2018) 
The study area is located at the southern terminus of the Willamette River Valley at the 
junction of the Coast Range and the Cascade Range. The terrain is generally rolling to 
mountainous with gentle to steep slopes. Bedrock consists of Miocene to Eocene volcanic and 
sedimentary rocks overlain by late Pliocene and quaternary sediments (Walker and Duncan, 
1989; Calhoun et al., 2018). The study area contains both prehistoric and historic landslides.   
3.3.3. Columbia River Gorge, Washington 
The Washington dataset consists of a regional landslide inventory of the western 
Columbia River gorge in Skamania County, Washington, on the border with Oregon (Figure 
3.3). The inventory was compiled by the U.S. Geological Survey based on recent lidar datasets 
and high-resolution aerial imagery (Pierson et al., 2016). The landslides are mapped at a scale of 
1:8,000. The purpose of the inventory was to map previously unmapped landslides and evaluate 
the their relative ages to compile a history of landsliding in this part of the Columbia River 




Figure 3.3     Location map showing the Columbia River Gorge, Washington study area (from 
Pierson et al., 2016) 
The study area is located in moderate to steep terrain of the western Cascade mountains 
where the Columbia River cuts through the range. The study area is entirely on the Washington 
side of the Washington-Oregon border. Bedrock consists of Oligocene to Pleistocene volcanic 
and volcaniclastic rocks interbedded locally with clastic sedimentary rocks (Korosec, 1987; 
Phillips, 1987; Pierson et al., 2016). The inventory contains prehistoric and historic landslides; at 
least 12 of the recent landslides were moving at the time of the study or within the two decades 
prior (Pierson et al., 2016). 
3.4. Data Sources 
Data for this study are derived from regional-scale, publicly available, governmental data 
sources, and can be displayed and analyzed using geographic information systems (GIS). The 
factors analyzed as a part of this study are restricted to those that can be calculated from such 
readily available sources. The factors selected for use in this study are as follows: 
▪ Landslide size (area); 
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▪ Planimetric curvature; 
▪ Grain size percentages (clay, silt, fines, and sand); 
▪ Upslope contributing area; 
▪ Initial slope angle; and 
▪ Previous movements.  
These factors are obtained from landslide inventories, elevation datasets, and surficial 
soil datasets. The following sections summarize the sources of data used in this study.  
3.4.1. Landslide Inventories  
The selected landslide inventories (Wagner and Spittler, 1997; Pierson et al., 2016; 
Calhoun et al., 2018) contain several types of data relevant to this project. The inventories 
contain landslide shapefiles (polygons) showing the shape and position of the mapped landslides. 
The shapefiles are attributed with information about the recency of movement (i.e. historic or 
pre-historic), type of movement (i.e. slide, flow, fall, or topple), dominant material types (i.e. 
earth, debris, or rock), and the author’s relative level of confidence that the landslide exists. The 
inventories also show whether previous landsliding has occurred at each landslide location; this 
is either attributed to the shapefile or it can be inferred based on the presence of overlapping 
polygons. Area and length measurements for each landslide can be measured directly from the 
landslide polygons.  
3.4.2. Elevation Data 
Elevation data are sourced from the U.S. Geological Survey National Elevation Dataset 
(NED) 1/3 arc-second digital elevation models (DEMs) (U.S. Geological Survey, 2017). The 
DEMs cover the contiguous United States with roughly 10- by 10-meter resolution. For each 
study area, several DEMs are mosaicked to provide full areal coverage of the landslide inventory 
area. The DEMs are used to calculate changes in height across landslide polygons, as well as 
slope angles, drainage basin areas, and planimetric curvature values for individual landslide 
polygons. They are also used to create hillshade maps for visual interpretation of the terrain.  
3.4.3. Surficial Soil Data 
In this study, the composition of surficial materials corresponds to grain size percentages 
reported by the U.S. Department of Agriculture (USDA) Natural Resources Conservation 
22 
 
Service Soil Survey (U.S. Department of Agriculture, 2019b). The USDA Soil Survey contains 
information about physical properties of surficial soils for most of the contiguous United States. 
Properties and descriptions are generalized to soil survey map units and typically only describe 
the upper several meters of the soil profile. This is a simplification of the surficial geology, 
especially where unconsolidated deposits are deeper than several meters. However, the mapped 
materials in the shallow subsurface suggest the types of surficial materials present at greater 
depths, so the mapped soil units are assumed to be representative of the surficial materials in the 
entire soil profile. Additionally, the USDA soil survey is the only resource that provides surficial 
material descriptions at the regional level throughout the United States at no cost.  
Soil Survey data are obtained for each study area by defining an area of interest (AOI) 
that includes all the landslides to be analyzed. For each study area, the AOI is imported into the 
USDA Web Soil Survey online application, which outputs spatial and tabular soil data within the 
AOI for use in GIS. The Soil Survey descriptions include clay, silt, and sand percentages for soil 
horizons within each map unit, with representative grain size percentages reported for the soil 
profile. For the purpose of this study, these grain size percentages are assumed to be 






METHODS OF DATA COLLECTION AND ANALYSIS 
The following sections describe the methods of data collection and processing 
implemented in this study. All the data used in this study are analyzed in ArcGIS 10.7 (ESRI, 
2019). 
4.1. Filtering Landslide Data 
This study focuses on landslides that occur by sliding or flowing, rather than falling or 
toppling; therefore, polygons identified as “falls” or “topples” are removed from the dataset. This 
study also focuses on landslides that occur in engineering soils consisting of “earth” or “debris” 
as defined by Varnes (1978), so landslides primarily consisting of “rock” (e.g. rock falls, rock 
slides) are removed from the dataset. 
To remove as much random “noise” from the data as possible, landslides with “low” 
confidence, as assigned by the authors of the landslide inventories, are removed from the dataset. 
Additionally, many of the mapped landslides that are very small relative to the scale of the 
inventories are mapped relatively imprecisely; those with surface areas less than approximately 
2000 m2 tend to be mapped as similarly sized and shaped ovals, which are likely inaccurate 
representations of the true landslide geometries. Therefore, these landslides are removed from 
the dataset.  
Because this study depends on reliable measurements of landslide geometries for 
individual landslide events, any landslide polygons whose geometries are obscured or truncated 
by cross cutting of other landslides are also removed from the dataset. Additionally, landslide 
complexes consisting of multiple coalesced landslides are removed from the dataset because they 
do not represent individual events. 
4.2. Calculating Mobility Measures 
Because the parameter L/A1/2 has not yet been used in landslide runout studies, both 
L/A1/2 and H/L values are calculated to compare the effectiveness of L/A1/2 to the widely used 
mobility measure H/L. To calculate these mobility measures, the length, L, height, H, and area, 
A, of each landslide polygon are calculated. Landslide area is measured directly in ArcGIS using 
a simple geometrical calculation. The height of each landslide polygon is measured by 
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calculating the change in elevation across each polygon by based on zonal statistics of elevation 
data within each polygon.  
The length of each landslide is estimated by generating minimum bounding rectangles 
around each landslide polygon. The minimum bounding rectangles record the lengths of the long 
and short axes of each polygon. Given the direction of movement of each landslide, the length of 
the landslide can be approximated by the dimension of the minimum bounding rectangle that 
most closely parallels the direction of movement. With these measurements, the mobility 
measures L/A1/2 and H/L are calculated for each landslide polygon. The accuracy of these 
measurements is discussed in Appendix B. The effectiveness of this approach would be limited 
for cases in which the direction of movement changes significantly along the length of a 
landslide (i.e. there are curves or bends in the landslide path); however, there are no landslides in 
the dataset that are significantly affected by this limitation.   
4.3. Collecting Data for Potential Influencing Factors 
Factors that potentially influence landslide runout behavior identified in Chapter 2 are 
evaluated for each landslide in the filtered dataset using the data sources listed in Chapter 3. 
4.3.1. Planimetric Curvature 
Planimetric curvature represents the degree of concavity or convexity of a slope. 
Negative and positive planimetric curvature values represent concave (convergent) and convex 
(divergent) slopes, respectively. Figure 4.1 schematically illustrates slopes with negative, 
positive, and zero planimetric curvature. A planimetric curvature raster is generated for each 
study area using a curvature function in ArcGIS, which calculates the second derivative of the 
surface based on elevation data (DEMs). The curvature raster shows calculated curvature values 
for each cell in the DEM. The curvature is summarized within each landslide polygon by 
generating zonal statistics for curvature within each polygon. The mean curvature value is taken 




Figure 4.1     Schematic illustrations of positive (+), negative (-), and zero (0) planimetric 
curvature (from ESRI, 2016) 
4.3.2. Grain Size Percentages 
Surficial soil data are imported into ArcGIS from the USDA Web Soil Survey online tool 
(U.S. Department of Agriculture, 2019b). Soil physical properties are accessed in ArcGIS using 
the ArcGIS plugin entitled Soil Data Viewer 6.2 (U.S. Department of Agriculture, 2019a). 
Representative grain size percentages (clay, silt, and sand), are added as layers to the map 
document. The Soil Survey data are mapped in units within which the soil types and properties 
are reportedly similar. The landslide polygons do not necessarily fall within one Soil Survey map 
unit; rather they often overlap two or more map units. To account for landslides overlapping 
multiple map units, a weighted average of representative grain size percentages is calculated for 
each landslide. The representative grain sizes are weighted by the percentage of landslide area 
belonging to each map unit. This method is used to calculate representative clay, silt, and sand 
percentages for each landslide. “Fines” content is calculated as the sum of clay and silt contents.  
4.3.3. Upslope Contributing Area 
Upslope contributing area is defined by the drainage basin area contributing to a landslide 
area. Drainage basin areas are calculated using a watershed calculator in ArcGIS, which takes as 
inputs a flow direction raster (calculated based on the DEM for the study area) and a zone from 
which to calculate a drainage basin area (landslide polygon). If multiple drainage basin areas are 
calculated at once, the drainage basin areas must not overlap or else drainage basin areas will 
terminate wherever they encounter others. As a result, the watershed tool is executed 
individually for every landslide using a “batch mode” functionality. To use the batch mode, 
landslide areas are split into individual shapefiles. Additionally, the landslide shapefiles are 
rasterized because the zone from which the drainage basin area is calculated must be in raster 
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format. The calculated drainage basin areas (upslope contributing areas) are then associated back 
to the original landslide polygons.  
4.3.4. Initial Slope Angle 
The initial slope angle represents the slope angle of the source area. This measure 
provides the best estimate of the slope of the landslide initiation zone at failure. When working 
with relatively coarse, regional-scale data, the source and deposition zones are usually unknown 
(Stark and Guzzetti, 2009; Taylor et al., 2018). Here, the source zone is estimated as the 
landslide area corresponding to the upper 25 percent of the landslide length. This method 
provides a rough approximation of the source zone, but it is a straight-forward, systematic 
approach for approximating the initial slope angle that is sufficient for regional-scale landslide 
inventories. The upper 25 percent of the minimum bounding rectangle, which is used to measure 
the total landslide length, is used to identify the upper 25 percent of the landslide length. The 
minimum bounding rectangle is divided into four equal parts, and the part located at the top of 
the slide is used as a clipping boundary for the landslide polygon. The landslide polygon is 
clipped to this rectangle, and the resulting polygon represents the source zone. The slope of the 
source zone is measured by calculating the length and change in height across the source zone 
and taking the inverse tangent of the ratio of height to length.  
4.3.5. Previous Movements 
The Washington dataset identifies whether each landslide has experienced previous 
movements based on whether each landslide overlaps other older landslides. Pierson et al. (2016) 
use relative age dating and radiocarbon dating to determine the ages of movements. The 
landslides in this dataset are categorized as follows: 
▪ First-generation landslides (no previous movement); 
▪ Landslides that have reactivated from at least some terrain that has failed 
previously; 
▪ Reactivated slides involving one older landslide; and 
▪ Reactivated slides involving two or more older landslides. 
The California and Oregon datasets do not explicitly indicate whether each landslide has 
experienced previous movements, so each landslide is examined individually, and those that 
overlap other landslides of the same relative age or older are generally identified as having 
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experienced previous movements. In some cases, this distinction is unclear, such as for a 
landslide that partially overlaps another landslide of roughly the same age or older. In such a 
case, if the upper 25 percent of the landslide length (the estimated source zone), as determined in 
the calculation of initial slope angles, fully overlaps the other landslide, then it is considered to 
have experienced a previous movement. If the upper 25 percent of the landslide does not fully 
overlap the other landslide, then it is not considered to have experienced a previous movement.  
4.4. Identifying Factors that Influence Runout Behavior 
For each continuous variable, scatter plots are generated showing the mobility measures 
L/A1/2 and H/L as a function of each variable. Least-squares linear regressions are performed to 
identify whether statistically significant linear trends exist. For variables that appear to be 
lognormally distributed, the natural logarithms of the data values are plotted so that the 
relationships can be interpreted in terms of a straight-line equation. Other non-linear trends are 
explored where appropriate. The results of least squares regressions are used to identify whether 
each variable has a statistically significant correlation with each mobility measure. Regression 
analyses are performed in MATLAB using the fitlm function (Mathworks, 2019). 
Least-squares regression analyses in MATLAB generate several key statistics for 
interpreting the relationship between variables. The primary output for evaluating whether a 
statistically significant trend exists between a variable and a mobility measure is a p-value 
associated with the estimated slope of the best fit line. The p-value represents the probability that 
the observed trend (i.e. the slope coefficient) exists due to random variability in the dataset. This 
study assumes the commonly used criterion that p-values less than a significance level of 0.05 
indicate that there is a statistically significant trend in the data. The coefficient of determination 
(R2) is a measure of how much variation in the data is accounted for by linear model.  
Here, the p-values suggest whether there is a significant relationship, and R2 suggests 
whether the model has predictive capability. The variables that have p-values below the 
significance level when plotted against L/A1/2 are considered for use in the development of the 
LRS system.  
4.5. Multivariate Linear Regression Using the Selected Variables 
A multivariate linear regression is performed in MATLAB to evaluate the strength of the 
correlation between the variables selected for the LRS and the mobility measure L/A1/2. The 
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results of the regression indicate whether there is a statistically significant relationship between 
L/A1/2 and the combined model and to evaluate whether each of the selected variables 
contributes significantly to the model. A p-value is calculated for each input parameter, 
indicating the probability that the estimated coefficient associated with each parameter exists 
solely due to random variability in the data. An F-statistic is calculated, testing whether the best-
fit linear model accounts for significantly more of the total variability in the data than a constant 
model (i.e. one with no trend) would. The p-value associated with the F-statistic represents the 
probability than the observed combined model could have occurred due to random variability in 
the data. Here, p-values less than the 0.05 significance level indicate a statistically significant 
relationship. The strength of this multivariate model, as indicated by the R2 and p-values, is 






RESULTS OF DATA COLLECTION AND ANALYSIS 
The following sections briefly summarize the mobility measure and input parameter data 
collected for this study. Mobility measures and input parameters for the full dataset are tabulated 
in Appendix A. 
5.1. Calculating Mobility Measures 
Figures 5.1 and 5.2 show histograms of L/A1/2 and H/L values for the full dataset. The 
calculated values of each mobility measure are approximately normally distributed, although 
with slight right skews. The mean L/A1/2 and H/L values are 1.9 and 0.33, respectively. The 
distribution of H/L values appears to have a logarithmic component, so a histogram of the natural 
logarithm of H/L values is also shown to illustrate the nature of the distribution (Figure 5.3). 
Because the L/A1/2 and H/L values are calculated using approximate length measurements based 
on the lengths of minimum bounding rectangles, there may be some error in these values. The 
magnitude of error in the length measurements is estimated in Appendix B. In general, the 
mobility measures are expected to be measured to with approximately 5 to 7 percent of their true 
values using minimum bounding rectangles. Examples of landslides representative of different 
L/A1/2 and H/L values are presented in Chapter 7. 
 




Figure 5.2     Histogram of H/L values for the full dataset 
 
Figure 5.3     Histogram of the natural logarithm of H/L values for the full dataset 
5.2. Identifying Factors that Influence Runout Behavior 
The variables that potentially influence runout identified in Chapter 2 are compared to the 
mobility measures L/A1/2 and H/L to evaluate whether statistically significant correlations exist. 
Results of least-squares linear regressions between the variables and the mobility measures are 
shown here. Scatter plots for the most statistically significant relationships with L/A1/2 are also 
shown. The correlations shown here are based on a dataset of n = 156 landslides.   
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5.2.1. Landslide Area 
Table 5.1 summarizes the results of least-squares linear regressions for L/A1/2 and H/L as 
a function of landslide area. Because the landslide area values appear to be lognormally 
distributed, the natural logarithm of landslide area is used as the independent variable. It is 
apparent from these results that landslide area correlates significantly better with H/L than with 
L/A1/2. L/A1/2 appears to have no correlation with landslide area.  
Table 5.1     Results of least-squares linear regressions for mobility measures vs. the natural 
logarithm of landslide area 
Parameter L/A1/2  H/L 
Intercept 2.12 0.81 
Coefficient (slope) -0.020 -0.047 
p-value 0.49 1.50E-13 
R2 0.0031 0.307 
5.2.2. Planimetric Curvature 
Table 5.2 summarizes the results of the least-squares regressions for L/A1/2 and H/L vs. 
planimetric curvature. Based on the regression results, L/A1/2 vs. planimetric curvature has a 
statistically significant correlation, although the R2 value is very low. The correlation between 
H/L and planimetric curvature is not statistically significant. Figure 5.4 shows the L/A1/2 values 
as a function of planimetric curvature.  
Table 5.2     Results of least-squares linear regressions for L/A1/2 and H/L  as a function of 
planimetric curvature 
Parameter L/A1/2 H/L 
Intercept 1.87 0.33 
Coefficient (slope) -4.46E-11 -4.06E-12 
p-value 0.005 0.29 





Figure 5.4     Scatter plot showing L/A1/2 vs. planimetric curvature with a least-squares linear fit. 
5.2.3. Grain Size Percentages 
Table 5.3 presents the results of least-squares linear regressions for each mobility 
measure against the various grain size percentages. In general, L/A1/2 correlates negatively with 
fine-grained soil constituents (clay, silt, and fines) and positively with coarse-grained 
constituents (sand). H/L also correlates negatively with fine-grained constituents and positively 
with coarse-grained constituents. The results indicate that all the relationships are statistically 
significant at the 0.05 significance level. However, the correlations involving H/L are stronger, 
with R2 values in the range of 0.28 to 0.35 and p-values less than 1E-10. By comparison, R2 
values for the correlations involving L/A1/2 are less than 0.05, and p-values are between 0.01 and 
0.05.  
Although the R2 values are very low, L/A1/2 correlates best with fines content and sand 
content. The correlation with fines content has an R2 value of 0.041 and a p-value of 0.016. The 
correlation with sand content has an R2 value of 0.038 and a p-value of 0.020. Figure 5.5 shows 










Clay Silt Fines Sand Clay Silt Fines Sand 
Intercept 2.22 2.42 2.35 1.65 0.52 0.67 0.62 0.13 
Coefficient 
(slope) 
-0.011 -0.015 -0.0071 0.0069 -0.0072 -0.011 -0.0049 0.0049 
p-value 0.027 0.022 0.016 0.020 1.33E-11 6.93E-14 1.86E-14 1.26E-14 
R2 0.035 0.037 0.041 0.038 0.28 0.33 0.34 0.35 
 
 
Figure 5.5     Scatter plots of L/A1/2 values as a function of fines content (left) and sand content 
(right) with least-squares linear fits 
The trends shown in Figure 5.5 appear to be influenced by a cluster of values at the lower 
and upper ends of the distributions of fines and sand contents, respectively. Without the 
influence of these clusters, it is unclear whether these linear relationships would have any 
statistical significance. However, there appears to be an increase in L/A1/2 values for fines and 
sand contents at the lower and upper ranges of the distributions, respectively. Figure 5.6 shows 
probability density functions that illustrate how L/A1/2 values tend to be higher at the top end of 
the distribution of sand content values, which suggests that although an explicit linear 




Figure 5.6     Histograms of probability densities for L/A1/2 values sorted by sand contents above 
and below 65 percent. The curves represent normal probability density functions for the 
distributions, which are included to illustrate the differences between the distributions.  
5.2.4. Upslope Contributing Area 
Table 5.4 shows the results of least-squares linear regressions for each mobility measure 
against upslope contributing area (UCA). Because UCA values appear to be approximately 
lognormally distributed, the natural logarithm of UCA is used as the independent variable. There 
appears to be no relationship between L/A1/2 and ln(UCA). However, there is a statistically 
significant relationship between H/L and ln(UCA).  
 Table 5.4     Results of linear regressions for L/A1/2 and H/L against upslope contributing area 
Parameter L/A1/2 H/L 
Intercept 1.69 0.98 
Coefficient (slope) 0.020 -0.054 
p-value 0.53 1.40E-14 
R2 0.0026 0.33 
 
Because UCA scales with landslide size, UCA values are normalized to landslide area 
and the correlations are recalculated. Table 5.5 summarizes the results of least-squares 
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regressions between the mobility measures and normalized upslope contributing area (nUCA). 
According to the regression results, there is a statistically significant correlation between L/A1/2 
and ln(nUCA), and there is no correlation between H/L and ln(nUCA). Figure 5.7 shows L/A1/2 
values as a function of ln(nUCA) values.  
Table 5.5     Results of least-squares linear regressions for mobility measures vs. normalized 
upstream contributing area – ln(nUCA) 
Parameter L/A1/2 H/L  
Intercept 1.77 0.32 
Coefficient (slope) 9.63E-02 8.40E-03 
p-value 0.030 0.44 
R2 0.030 3.97E-03 
 
 
Figure 5.7     Scatter plot of L/A1/2 vs. ln(nUCA) showing a least-squares linear fit 
5.2.5. Initial Slope Angle 
Table 5.6 summarizes the results of least-squares linear regressions for L/A1/2 and H/L 
against initial slope angle. The results show that there is a statistically significant correlation 
between L/A1/2 and initial slope angle. Although this correlation is statistically significant, its R2 
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value is low (0.069). Figure 5.8 illustrates this relationship. There is also a statistically significant 
relationship between H/L and initial slope angle. With an R2 value of 0.30, the correlation with 
initial slope angle is significantly better for H/L than for L/A1/2.  
Table 5.6     Results of linear regressions for L/A1/2 and H/L vs. mean slope angle and initial 
slope angle 
Parameter L/A1/2 H/L 
Intercept 2.29 0.14 
Coefficient (slope) -0.018 8.79E-03 
p-value 9.27E-04 2.68E-13 
R2 0.069 0.30 
 
 
Figure 5.8     Scatter plot of L/A1/2 vs. initial slope angle showing least-squares linear fit 
5.2.6. Previous Movements 
Table 5.7 summarizes the results of two-sample t-tests that evaluate whether groups of 
landslides, sorted by whether they have experienced previous movements, have significantly 
different runouts. Based on the results for this dataset, there does not appear to be a significant 
difference (at the 0.05 significance level) in H/L between landslides that have experienced 
previous movements and those that have not. Unexpectedly, L/A1/2 is significantly higher for 
landslides that have not experienced previous movements.  
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Table 5.7     Results of t-tests against the null hypothesis that the groups of landslides with and 
without previous movements come from populations with the same mean runout. Tests are 











Mean 1.7 2.1 0.32 0.34 
Standard deviation 0.61 0.78 0.14 0.20 
n 65 91 60 91 
Degrees of freedom 154 149 
tcritical ±1.98 ±1.98 
t-score -3.29 -0.5 
p-value 1.20E-03 0.62 
 
5.3. Selecting Variables for Development of the LRS 
Based on the results of the least-squares linear regressions and t-tests described above, 
the variables that tend to distinguish between short and long runout are planimetric curvature, 
grain size percentages (clay, silt, fines, and sand), normalized upslope contributing area (nUCA), 
initial slope angle, and previous movements. 
The results suggest that long runout is more likely to occur on concave slopes than on 
convex slopes. The fact that concave slopes are convergent and tend to collect sediment and 
water (McKenna et al., 2012; Bierman and Montgomery, 2014) supports this interpretation. 
Therefore, planimetric curvature is selected as an input parameter for the LRS. 
The results suggest that all the tested grain size groups (clay, silt, fines, and sand 
contents) tend to distinguish between short and runout, although fines content and sand content 
have the strongest correlations. The negative correlation between L/A1/2 and fines content is 
marginally stronger than the positive correlation between L/A1/2 and sand content, but because 
sand content simply equals 1 – fines content (for materials containing no gravel or coarse rock 
fragments), these relationships are expected to be essentially equivalent. Additionally, the 
influence of sand content on the potential for long runout is well documented in the technical 
literature (e.g. Hunter and Fell, 2003; McKenna, 2011; Iverson et al., 2015). Accordingly, sand 
content is selected to represent grain size percentages as an input parameter in the LRS. 
The results also show a statistically significant positive correlation between normalized 
upslope contributing area (nUCA) and L/A1/2. Because upslope contributing area directly relates 
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to the amount of water delivered to landslide area, the mechanism for this this correlation is 
clear, and is documented in the technical literature (e.g. McKenna, 2011). Therefore, nUCA is 
selected as an input parameter in the LRS.  
There is a statistically significant negative correlation between L/A1/2 and initial slope 
angle. This relationship is counterintuitive because steeper initial slope angles theoretically 
indicate greater potential energy at failure, which would tend to increase runout. A potential 
explanation for the negative correlation between initial slope angle and L/A1/2 is presented in 
Appendix C; this relationship is otherwise unexplained by existing literature. Therefore, initial 
slope angle is excluded from the development of the LRS.  
Based on the results presented in this chapter, landslides that have experienced previous 
movements have shorter runout than those that have not. This is the opposite of the expected 
result based on existing literature. Therefore, previous movements are excluded from the 
development of the LRS because there is insufficient evidence that the observed relationship is 
representative of a broader trend. 
5.4. Multivariate Linear Regression Using the Selected Variables 
Figure 5.9 presents the results of a multivariate regression for L/A1/2 as a function of the 
selected variables (planimetric curvature, sand content, and nUCA). The scatter plot shows the 
observed (true) L/A1/2 values vs. the predicted L/A1/2 values based on the multivariate regression 
model. Tables 5.8 and 5.9 summarize the results of the least-squares linear regression for each 
component of the model and for the whole model, respectively. With an R2 value of 0.08, This 
model has very little predictive capability. However, the model is statistically significant with a 
p-value less than the 0.05 significance level. Although planimetric curvature, sand content, and 
nUCA have statistically significant relationships with L/A1/2 when considered individually, the 
p-values associated with the individual model components suggest that only planimetric 
curvature is statistically significant in the multivariate model, which may indicate that there is 
some collinearity between at least two of the model components. With an R2 value of only 0.08, 
this model accounts for a very small component of the variability in the L/A1/2 measurements, 
and it is not strong enough to be used as a stand-alone predictive model for L/A1/2. The 
development and optimization of a rating system aims to improve the performance of a 




Figure 5.9     Scatter plot of observed L/A1/2 values vs. L/A1/2 values predicted using a 
multivariate least-squares linear regression for planimetric curvature, sand content, and nUCA. 
The least-squares linear fit is shown in red. 
Table 5.8     Results of multivariate linear regression for L/A1/2 vs. planimetric curvature, sand 








Sand content 5.27E-03 0.090 
nUCA -7.59E-04 0.30 
 
Table 5.9     Results of multivariate linear regression for L/A1/2 vs. planimetric curvature, sand 
content, and nUCA (whole model) 
Intercept 1.69 
Coefficient 5.33E-03 
F-statistic vs. constant model 3.97 







DEVELOPMENT AND OPTIMIZATION OF A LANDSLIDE RUNOUT SCORING SYSTEM 
6.1. Methods 
A Landslide Runout Score (LRS) system is developed to classify landslides into 
predicted runout categories “short”, “medium”, and “long” based on three distinguishing factors. 
The development of the LRS system consists of three steps: (1) optimize input parameter 
thresholds for distinguishing between predicted runout categories; (2) optimize the weighting 
factors to be used in the rating system; and (3) evaluate the performance of the rating system.  
6.1.1. Optimizing Input Parameter Thresholds 
Three input parameters are used in the LRS system: planimetric curvature, sand content, 
and normalized upslope contributing area (nUCA). These factors will be used to predict short, 
medium, and long runout, using threshold L/A1/2 values of 1.5 and 2.5 to delineate short-medium 
and medium-long runout, respectively. Chapter 7 discusses the selection of these thresholds. 
To optimize the thresholds, the landslides are first subdivided into groups according to 
the predicted runout category (i.e. short, medium, or long) for each input parameter. Every 
possible combination of predicted runout categories for each input parameter is considered. 
Table 6.1 summarizes this system of subdivision. For each combination of runout categories, the 
probability of obtaining short, medium, and long runout is evaluated based on the proportions of 
landslides with L/A1/2 values falling within the respective short-, medium-, and long-runout 
ranges. For example, if the combination of factors shown by code 010 in Table 6.1 has ten total 
landslides, seven of which are short, two of which are medium, and one of which is long, the 
probabilities of short, medium, and long runout would be 0.70, 0.20, and 0.10, respectively.  
Table 6.1     Combinations of predicted runout categories for input parameters planimetric 
curvature, sand content, and nUCA 
Planimetric curvature Sand content nUCA Combination code 
short short short 000 
short short medium 001 
short short long 002 
short medium short 010 
. . . 
long long long 222 
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These probabilities are used to calculate an entropy metric for each combination of 
predicted runout categories. Here, entropy relates to the level of variability or disorder with 
which each combination discriminates between short, medium, and long runout. High entropy 
suggests that a given combination of predicted runout categories discriminates poorly, whereas 
low entropy suggests that a given combination discriminates effectively. Entropy is given by 
Equation 6.1 (after Boyd, 2019): 𝐻(𝑋) =  −𝛴𝑖=1𝑁 𝑃(𝑥𝑖)𝑙𝑜𝑔𝑁𝑃(𝑥𝑖) 
where H is entropy, N is the number of possible outcomes (of which there are three: short, 
medium, and long), x represents a combination of predicted runout categories (i.e. codes 000, 
001, 002 etc., as shown in Table 6.1), and P(xi) represents the probability of each possible 
outcome (i.e. short, medium, or long runout) for a given combination. The application of entropy 
as a concept in classification problems is introduced by Shannon (1948) and has been applied 
recently in fields of geotechnical and geological engineering (e.g. Zhao and Wang, 2018; Boyd, 
2019).  
The threshold values are varied systematically according to an optimization algorithm in 
MATLAB (Mathworks, 2019) in order to identify the combination of thresholds that minimizes 
total entropy. The metric for total entropy is calculated as the sum of entropy values multiplied 
by the square root of the number of landslides, n, corresponding to each combination of 
predicted runout categories. Multiplying the entropy values by the number of observations 
weights the total entropy metric according to the prevalence of each combination within the 
dataset. This way, combinations with a significant number of landslides are weighted more 
heavily than those with very few. The impact of weighting by the number of observations on the 
overall entropy metric is reduced by taking the square root of the number of observations so that 
the number of observations does not dominate the total metric.  
MATLAB has several built-in optimization algorithms for solving nonlinear 
unconstrained optimization problems; the “Nelder-Mead simplex” algorithm is selected because 
it is the least sensitive to the initial estimates. However, the optimization process is still quite 
sensitive to the initial threshold estimates, so the optimization procedure is performed for 
numerous combinations of initial threshold estimates to assist the optimization procedure in 




per input parameter, per threshold. These values span ranges in which the optimal thresholds can 
reasonably be expected to lie based on their distributions. 
With three tested initial values per threshold, and two thresholds per input parameter, 
there are 729 possible combinations of parameters for which entropy is calculated. Because each 
optimization using the Nelder-Mead simplex algorithm takes several minutes to perform, 
optimizing every combination is an inefficient approach due to the required computation time. 
Because the algorithm is highly sensitive to the initial input parameters, it is likely that the 
calculated entropy values and the corresponding thresholds before and after optimization will be 
similar. Therefore, the 20 combinations of input parameters that yield the lowest entropy before 
optimization are selected and optimized. The combination of optimized thresholds that 
minimizes entropy is selected as the optimal combination moving forward. This method reliably 
identifies the combinations of input parameter thresholds that minimize entropy while also 
minimizing computation time. 
6.1.2. Optimizing Weighting Factors for the LRS 
Once the optimal input parameter thresholds are identified, they are used to develop a 
rating system for calculating Landslide Runout Scores (LRS). The rating system assigns points to 
individual landslides based on predicted runout categories (i.e. short, medium, or long) for each 
input parameter. Input parameters that predict short runout are assigned zero points, and input 
parameters that predict medium and long runout are assigned higher point values. The sum of the 
individual scores that a landslide receives is the LRS, with higher scores corresponding to longer 
runout predictions. Weighting factors for each parameter are optimized to maximize the 
correlation (i.e. R2) between LRS and L/A1/2, using the Nelder-Mead Simplex optimization 
algorithm in MATLAB.  
The intended result of this system is rating values that increase with longer runout 
predictions. Therefore, if the optimization procedure yields any negative weighting factors, the 
input parameter thresholds are re-evaluated to select the combination of optimized thresholds 
producing the next lowest entropy value, because the rating system will not work as intended 
using negative weighting factors.  
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6.1.3. Evaluating LRS Performance  
The predictive capability of the LRS is tested using receiver operating characteristic 
(ROC) curves, which rely on values calculated in a two-dimensional confusion matrix (Figure 
6.1).  
 
Figure 6.1     Two-dimensional confusion matrix (after Fawcett, 2006) 
In this study, the predicted class represents a “positive” and the other classes represent 
“negative” instances. For example, if a combination of input parameters generates an LRS that 
predicts medium runout, then positive instances would be those with predicted and/or observed 
medium runout, and negative instances would be those with predicted and/or observed short or 
long runout. This is known as the one-vs.-all method (e.g. Galar et al., 2011), in which the 
performance of each classifier (i.e. predicted short, medium, or long) is evaluated separately 
against the rest. Table 6.2 summarizes key terminology and performance metrics associated with 
ROC analysis.  
A ROC curve is a plot of true positive rate (TPR) vs. false positive rate (FPR) as the 
classifier threshold is varied through a range of values (Figure 6.2). For a classifier that predicts 
true positives at the same rate as false positives (i.e. the classifications are no better than random 
selections), the ROC curve forms a 45-degree line connecting the origin to the point (1,1). The 
ideal ROC curve, representing a classifier can predict outcomes perfectly, extends from the 
origin to the point (0,1) and then to the point (1,1), indicating that below a certain threshold, 
positive instances are predicted only when they are truly positive, and above that threshold, all 





Table 6.2     Key terminology and performance metrics associated with ROC analysis (after 
Fawcett, 2006) 
Metric Description or equation 
True positive (TP) A positive instance correctly predicted as positive 
True negative (TN) A negative instance correctly predicted as negative 
False positive (FP) A negative instance incorrectly predicted as positive 
False negative (FN) A positive instance incorrectly predicted as negative 
True positive rate (TPR) 
Sensitivity 
1 - FNR  
True negative rate (TNR) 
Specificity 
1 - FPR   
False positive rate (FPR) 
1 - TNR  
 
False negative rate (FNR) 
1 - TPR 
 
 
The farther the curve extends away from the 45-degree line connecting (0,0) and (1,1) 
and toward the point (0,1), the better the classifier is for predicting outcomes correctly. The area 
under the curve (AUC) is used as a metric for overall classifier performance, with greater AUC 
corresponding to better performance. Figure 6.2 shows an example ROC curve for a classifier 
with moderate performance.  
 
Figure 6.2     Example ROC curve for a classifier with moderate performance. Modified from 
Fawcett (2006).  
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To generate a ROC curve for the medium-vs-all case, the thresholds are varied from the 
middle of the range of LRS values outward to the maximum and minimum LRS values. Both the 
short-medium and medium-long thresholds start at a value of (LRSmax – LRSmin)/2, where LRSmax 
and LRSmin are the maximum and minimum values of LRS, respectively, and are varied outward 
until the short-medium threshold reaches a value of LRSmin and the medium-long threshold 
reaches a value of LRSmax. 
Optimal LRS threshold values for delineating the short-medium and medium-long 
transitions are selected by identifying the thresholds that maximize the sum of sensitivity (TPR) 
and specificity (TNR) and/or the model accuracy. These thresholds are selected for use in the 
LRS system. The accuracy of each classifier is calculated, and a total accuracy metric is 
calculated by taking an average of the accuracies for each classifier weighted by the prevalence 
of each classifier within the dataset. 
6.2. Results 
The optimized input parameter thresholds and weighting factors are used to generate the 
LRS system, as described in the following sections. 
6.2.1. Optimization of Input Parameter Thresholds 
Table 6.3 shows the tested threshold values for delineating predicted short, medium, and 
long runout. Three initial estimates are provided for each threshold. The total entropy metric is 
calculated for all possible combinations of these thresholds (729 possible combinations).  
Table 6.3      Initial threshold estimates for optimization of the LRS system. “Upper” and 
“Lower” thresholds delineate the medium-long and short-medium transitions, respectively. Three 
initial estimates are tested for each threshold.  
Planimetric curvature  
([100 m]-1) 
Upper -2e9, -1e9, -5e8 
Lower 0 , 5e8, 1e9 
Sand content 
Upper  45, 50, 55 
Lower 10, 15, 20 
ln(nUCA) 
Upper 1, 1.5, 2 
Lower 0.25, 0.5, 0.75 
 
Figure 6.3 shows the calculated total entropy metric for the 20 combinations of initial 
thresholds that yield the lowest entropy, before and after optimization. The minimum and 
maximum possible entropy values for this dataset are 0 and 33.7, respectively. The right-hand 
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vertical axis represents the total entropy values normalized to the maximum possible entropy 
value, expressed as a percentage. The combination of optimized thresholds that minimizes 
entropy and uses all positive weighting factors is indicated with a black arrow in Figure 6.3 and 
summarized in Table 6.4. This combination is selected as the optimal combination of input 
parameter thresholds for the LRS. Appendix D summarizes the entropy calculations for this 
combination of input parameters and the total entropy calculations for the 20 combinations of 
initial thresholds that minimize entropy. 
 
 Figure 6.3     Total entropy metric before and after optimization corresponding to the 20 
combinations of initial thresholds that minimize entropy. The combination of optimized 
thresholds that minimizes entropy and uses all positive weighting factors is identified with a 
black arrow. 
 Table 6.4     Optimized input parameter thresholds for the LRS system 
Input parameter Thresholds 




Sand content (%) 







6.2.2. Optimization of Weighting Factors for LRS 
Table 6.5 summarizes the initial estimates of weighting factors and the optimized 
weighting factors evaluated based on these initial estimates and the optimized input parameter 
thresholds. Figure 6.4 and Table 6.6 show the results of a least-squares regression for L/A1/2 as a 
function of LRS using the optimized weighting factors.  





Long Medium  Short 
Planimetric curvature  
([100 m]-1) 
Initial 10 10 0 
Optimized 14 7 0 
Sand content (%) 
Initial 10 10 0 
Optimized 10 5 0 
nUCA 
Initial 10 10 0 
Optimized 17 6 0 
 
 
Figure 6.4     L/A1/2 vs. LRS, where LRS values are calculated using optimized thresholds and 
weighting factors. Least-squares linear fit is shown in red.  
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Table 6.6     Results of least-squares linear regression of L/A1/2 vs. LRS, where LRS values are 
calculated using optimized thresholds and weighting factors 
Intercept 1.15 
Coefficient (slope) 0.03 
F-statistic vs. constant model 34.3 
p-value associated with F-test 2.82E-08 
R2 0.183 
 
6.2.3. Evaluating LRS Performance 
Figure 6.5 shows ROC curves for LRS as a classifier for runout. One ROC curve is 
shown for each classifier against the rest (short-vs.-all, medium-vs.-all, and long-vs.-all). Each 
classifier uses L/A1/2 thresholds of 1.5 for short-medium and 2.5 for medium-long.  
 
Figure 6.5     ROC curves showing TPR vs. FPR for LRS as a classifier for L/A1/2. Curves are 
shown for short-vs.-all, medium-vs.-all, and long-vs.-all. 
The classifiers short-vs.-all and long-vs.-all generate ROC curves that deviate 
significantly from the 45-degree line connecting the origin and the point (1,1), which suggests 
that they have nonzero predictive capability. The classifier medium-vs.-all trends along the 45-
degree line, which indicates that it generally performs about as well as a random classifier. 
However, the ROC curve for medium-vs.-all deviates from the 45-degree line non-negligibly 
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toward the center of the curve, which suggests that, although the classifier performs poorly 
overall, there is likely an optimal threshold that provides some predictive capability. 
The overall performance of each classifier is summarized by the area under the ROC 
curve (AUC). Table 6.7 shows AUC values for each classifier. The classifiers short-vs.-all and 
long-vs.-all have AUC values that suggest performance that is notably better than random (i.e. 
greater than 0.50). The classifier medium-vs.-all has an AUC that is effectively no better than 
random.  






The optimal LRS thresholds for delineating the predicted short-medium and medium-
long transitions correspond to the thresholds that maximize the sum of sensitivity (TPR) and 
specificity (TNR) and/or the model accuracy. The model accuracy at these optimal thresholds 
represents the percentage of correct predictions for each classifier. Figures 6.6 and 6.7 show how 
sensitivity + specificity and accuracy change with varying LRS thresholds. For the classifiers 
short-vs.-all and long-vs.-all, the x-axis represents the LRS thresholds. For the classifier 
medium-vs.-all, the x-axis represents the difference between the upper and lower thresholds 
defining the “medium” range. For the long-vs.-all classifier, the accuracy does not reach a local 
maximum within the range of LRS values, so accuracy cannot be used to optimize the threshold 
associated with this classifier. Because all three classifiers reach local maxima for sensitivity + 
specificity within the range of LRS values, this parameter is used to preliminarily optimize the 
thresholds. Table 6.8 summarizes the optimal LRS thresholds for each classifier and the 




Figure 6.6     Sensitivity + specificity values for varying LRS thresholds. The maximum values 
correspond to LRS thresholds of 23 and 24 for long-vs.-all and short-vs.-all, respectively. The x-
axis for medium-vs.-all case represents the difference between the upper and lower thresholds.  
 
Figure 6.7     Model accuracy values for varying LRS thresholds. The x-axis for the medium-vs.-
all case represents the difference between the upper and lower thresholds. 
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Table 6.8     Thresholds and performance metrics for each classifier, optimized to maximize the 
sum of sensitivity and specificity. Ranges of LRS values are inclusive of the thresholds that 















Short-vs.-all 1.34 23 69 
 
Using the optimal thresholds for the long-vs.-all and medium-vs.-all classifiers, the model 
accuracy is generally low. Additionally, these thresholds are nearly equal, which suggests that 
the predictive capability of the model is maximized when there is no medium runout class. 
Because the model accuracy is so low, the model accuracy is recalculated for the short- and long-
vs.-all classifiers using the lower and upper optimized thresholds for the medium-vs.-all 
classifier as the thresholds for short-vs.-all and long-vs.-all classifiers, respectively. Table 6.9 
summarizes the updated accuracy values. When using the optimal thresholds for the medium-vs.-
all classifier to define the thresholds for the entire model, the model accuracy is significantly 
improved.  
Table 6.9     Performance metrics for each classifier using the optimized thresholds for the 
medium-vs.-all classifier.  Ranges of LRS values are inclusive of the thresholds that define their 
lower bounds. 









Short-vs.-all 12 75 
 
Figure 6.8 shows boxplots of L/A1/2 values for each predicted runout class based on the 
LRS, using the thresholds optimized for the medium-runout class. There is significant vertical 
overlap between the distributions of L/A1/2 values across predicted runout categories, but the 




Figure 6.8     Boxplots of L/A1/2 values for each predicted runout class based on the optimized 
LRS thresholds for the medium-runout class. 
A total accuracy metric is calculated based on the weighted averages of accuracy values 
for each classifier weighted by the prevalence of each classifier in the dataset. Here, prevalence 
is calculated as the number of landslides, n, in each class divided by the total number of 
landslides. Table 6.10 summarizes the calculation of the total weighted accuracy metric.  
Table 6.10     Calculation of the total accuracy metric for the LRS system based on the LRS 
thresholds optimized for the medium-vs.-all classifier 






Long-vs.-all 28 0.18 72 13 
Medium-vs.-all 84 0.54 58 31 
Short-vs.-all 44 0.28 75 21 








7.1. Justification for Runout Thresholds 
Threshold L/A1/2 values are used throughout this thesis to delineate the short-medium and 
medium-long runout transitions. These thresholds are based on subjective assessments of runout 
for several landslides with a wide range of L/A1/2 values selected from the California dataset 
(Wagner and Spittler, 1997). The runout behavior of each landslide is described generally in an 
attempt to identify suitable cutoff values between “short”, “medium” and “long” landslides. H/L 
values are included for comparison with the L/A1/2 values. 
Figure 7.1 shows the selected landslides from the California dataset (Wagner and Spittler, 
1997) over a hillshade basemap. The selected landslides are shown without scale because the 
mobility measure L/A1/2 describes landslide shape independent of landslide size. Table 7.1 
summarizes the mobility measures calculated for each landslide. Using H/L as a mobility 
measure, none of the examples shown would be identified as long-runout landslides because the 
steep terrain in which they are situated strongly influences the H/L values.  
Landslides A and B are extremely elongated and clearly represent long-runout landslides. 
These events appear to have been highly mobile flows and have L/A1/2 values greater than 4.0. 
Landslide C is also quite elongated, with an L/A1/2 value of 2.5. Assuming the upper portion of 
the landslide polygon represents the source area, the landslide material appears to have traveled a 
significant distance from its source, mobilizing down-slope and reaching the valley bottom.  
The character of failure of landslides D and E is similar to that of landslide C, with L/A1/2 
values of 2.2 and 2.0, respectively. They are both elongated, and their deposits extend a 
significant distance away from their source areas. They both appear to fill minor drainages and 
reach (or nearly reach) the valley bottom.  
Landslides F and G (L/A1/2 values of 1.8 and 1.7, respectively) are similar to each other 
in that they are roughly ellipsoidal in shape with long axes oriented in the down-slope direction, 
but they do not appear to be significantly elongated. They do not reach the valley bottom, and 
they do not necessarily fill or follow drainages. Landslides H and I (L/A1/2 values of 1.4 and 0.9, 
respectively) clearly do not represent long-runout landslides, as landslide H has very little 




Figure 7.1     Landslides with varying runout from the California dataset. Runout measurements 
for each landslide are shown in Table 7.1. Where more than one landslide is shown, the landslide 
of interest is indicated with a red arrow. Hillshade basemap generated from 1/3 arc-second DEM 









A 6.4 0.32 
B 4.1 0.34 
C 2.5 0.32 
D 2.2 0.37 
E 2.0 0.31 
F 1.8 0.25 
G 1.7 0.38 
H 1.4 0.91 
I 0.9 0.40 
 
Whereas landslides A and B are clearly long and landslides H and I are clearly short, 
landslides C through G represent a transitional range of L/A1/2 values in which researchers may 
have varying opinions about which are long and which are short. An L/A1/2 value of 2.0 is 
selected to represent the middle of this transitional range, and L/A1/2 thresholds of 1.5 and 2.5 are 
selected to delineate the short-medium and medium-long transition, respectively. These 
thresholds are centered around the middle of the transitional range and provide good separation 
between the short- and long-runout ranges. These thresholds are preliminary and are subject to 
re-interpretation as a part of future studies.  
7.2. Performance of L/A1/2 and Comparison with H/L 
The parameters L/A1/2 and H/L are compared to evaluate whether there is a correlation 
between the new mobility measure L/A1/2 and the widely used mobility measure H/L. Figure 7.2 
shows a plot of the mobility measures plotted against each other for the dataset used in this study 
with a least-squares linear fit. As shown in the plot, there is a weak negative correlation between 
L/A1/2 and H/L. This is the expected result because L/A1/2 values increase with longer runout 
whereas H/L values decrease with longer runout. Table 7.2 summarizes the results of the least 





Figure 7.2     Scatter plot of L/A1/2 vs. H/L shown with least-squares linear fit  
Table 7.2     Results of least-squares linear regressions for L/A1/2 vs. H/L 
Intercept 2.15 




Based on the p-value of 0.058, there is a non-negligible correlation between L/A1/2 and 
H/L, but this correlation is not statistically significant at the 0.05 significance level. Based on the 
low R2 value, this correlation has no predictive capability. This poor correlation suggests that the 
mobility measures L/A1/2 and H/L are largely unrelated and describe different landslide mobility 
mechanisms. H/L tends to describe the longitudinal geometry of the runout path, highlighting 
landslides that travel over relatively flat terrain, whereas L/A1/2 describes the planform shape of 
landslides, highlighting those that travel far from their sources or over consistently sloped 
terrain. The coarseness of the regional-scale data collected for this study also probably weakens 
the correlation. Future studies should re-evaluate the correlation between mobility measures with 
higher-resolution data. 
To demonstrate how L/A1/2 performs against H/L for a variety of landslide and slope 
geometries, the mobility measures L/A1/2 and H/L are compared for several idealized landslide 
scenarios. Here, landslide and slope geometries are shown schematically in section and map 
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views and mobility measures are calculated for each case. Because these are idealized scenarios, 
landslides are shown as rectangles, and slopes are shown as planar surfaces. This step is intended 
to help justify the use of L/A1/2 as a measure of landslide mobility in this study.  
Figure 7.3 shows two landslides with the same source area and volume (Scenario 1). 
Table 7.3 summarizes the mobility measures calculated for this scenario. Here, the landslide 
labeled “Case B” runs out farther than the landslide labeled “Case A”. Because the landslides 
form on uniform slopes with the same gradient, the measured H/L for both cases simply matches 
the slope gradient. However, the L/A1/2 value for Case B is greater than that of Case A. This 
scenario demonstrates how L/A1/2 tends to perform better when characterizing landslide runout 
on uniform slopes.   
 
Figure 7.3     Scenario 1: Two landslides form on the same uniform slope. H/L indicates identical 
runout for both landslides, whereas L/A1/2 correctly identifies Case B as having longer runout. 




A 0.4 2.0 
B 0.4 2.5 
 
Figure 7.4 shows another scenario in which identical landslides form on slopes with 
different gradients (Scenario 2). Table 7.4 summarizes the mobility measures calculated for this 
scenario. Here, although the character of movement is the same in both cases, H/L is lower 
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(indicating longer runout) for Case B, whereas L/A1/2 is the same for both cases. This emphasizes 
the dependence of the mobility measure H/L on slope gradient. As shown here, runout can be 
evaluated more consistently between slopes with different gradients using L/A1/2 as a mobility 
measure. 
 
Figure 7.4     Scenario 2: Two landslides form on slopes with different gradients. H/L indicates 
longer runout for Case B, whereas L/A1/2 is the same for both cases. 




A 0.53 2.2 
B 0.36 2.2 
 
Figure 7.5 shows two landslides occurring on a uniform slope with a slope break at its toe 
(Scenario 3). The landslide labeled as “Case B” is significantly larger than the landslide labeled 
“Case A”. The landslide geometry and character of movement is the same in both cases. 
However, because the landslide in Case B is significantly larger, it reaches a break in slope, 
whereas the smaller landslide in Case A does not reach the break in the slope. The landslide in 
Case B, therefore, has a lower H/L value (indicating longer runout) than the landslide in Case B, 
whereas the L/A1/2 values for both cases are the same. The mobility measures for each case are 
summarized in Table 7.5. This scenario emphasizes that the mobility measure H/L can generally 
only identify long-runout landslides when they reach a break in slope or otherwise travel from 
steeper terrain into shallower terrain. Because the mobility measure L/A1/2 measures landslide 
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shape, rather than longitudinal geometry, it depends less heavily on the underlying slope 
gradients.  
 
Figure 7.5     Scenario 3: Two similar landslides forming on a uniform slope with a slope break. 
Only the larger landslide represented by Case B reaches the break in slope, so H/L indicates 
longer runout for Case B. L/A1/2 identifies both cases as having the same runout.  




A 0.47 2.2 
B 0.32 2.2 
 
Figure 7.6 shows a similar scenario (Scenario 4) in which two landslides have the same 
volume and character of movement, but one landslide (Case A) is positioned high on a uniform 
slope, far from a slope break, and the other (Case B) is positioned near the toe of the uniform 
slope, close to a slope break. Here, the H/L value for the landslide positioned close to the slope 
break is lower than that of the landslide positioned far from the slope break, but the L/A1/2 values 
are the same. This also emphasizes that the mobility measure H/L can only identify long-runout 
landslides when they reach a break in slope or otherwise travel from steeper terrain into 




Figure 7.6     Scenario 4: Two similar landslides form on a uniform slope with a slope break. 
Only the lower landslide represented by Case B reaches the break in slope, so H/L indicates 
longer runout for Case B. L/A1/2 identifies both cases as having the same runout.  




A 0.47 2.2 
B 0.32 2.2 
 
Figure 7.7 shows an example of a landslide for which H/L may characterize the observed 
runout better than L/A1/2 (Scenario 5). Here, the landslide reaches a break in slope and runs out a 
significant distance from its source over flat terrain. Because the landslide is relatively wide, the 
calculated L/A1/2 value is only 1.7, which suggests short to medium runout. However, the H/L 
value of 0.25 suggests relatively long runout, and this value would continue to decrease as the 
landslide deposits material farther from the source. Table 7.7 summarizes the mobility measures 
for this landslide. The 2014 Oso landslide is an example of this type of landslide. Here, the 
deposit ran out over a relatively flat river valley, so the H/L value was extremely low at 
approximately 0.1 (Iverson et al., 2015), but because the landslide was relatively wide, the 




Figure 7.7     Scenario 5: A relatively wide landslide runs out a significant distance from its 
source over flat terrain 




L/A1/2 does not necessarily perform better in every possible scenario, but it appears to 
perform well where H/L is less useful, such as in Scenarios 1 through 4 described above. The 
strength of L/A1/2 as a mobility measure is also demonstrated in Section 7.1, where, because the 
landslides occur on the steep slopes of the deeply incised American River canyon, the slope 
gradient strongly influences the H/L values. The H/L values for these landslides are between 0.3 
and 0.4, which does not seem to indicate long runout. Conversely, the calculated L/A1/2 values 
are greater than 2.0 to 2.5, so these landslides are correctly identified as having long runout.  
In general, the performance of a mobility measure is based on how well it quantifies 
mobility, not necessarily by how well it correlates with other geomorphological factors. Many of 
the correlations between mobility measures and input parameters are stronger for H/L than for 
L/A1/2, but this should not be interpreted to mean that H/L is a better measure of mobility. For 
example, sand content correlates significantly better with H/L than with L/A1/2, but this is most 
likely due to the relationship between slope gradient and grain size, where grain size tends to 
decrease downslope (Bierman and Montgomery, 2014).  
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Similarly, landslide area correlates much better with H/L than with L/A1/2, which is 
probably because as landslides increase in size, they are more likely to reach a break in slope or 
otherwise extend into lower gradient terrain, such as by reaching a valley bottom (Scenarios 3 
and 4 above). Many researchers have discussed this relationship (e.g. Scheidegger, 1973; 
Nicoletti and Sorriso-Valvo, 1991; Corominas, 1996; Legros, 2002; Hunter and Fell, 2003; 
Roback et al., 2018), but because larger landslides tend to reach lower gradient terrain, this 
influence has little physical significance. 
In this study, the strength of L/A1/2 as a mobility measure is evaluated independently of 
its ability to correlate with potential influencing factors. L/A1/2 appears to be an effective 
measure of mobility because of the way it quantifies landslide shape rather than slope geometry. 
However, for cases in which landslides travel relatively far over flat terrain, H/L may be a more 
meaningful mobility measure, and in such cases, it may be useful to characterize runout using 
both mobility measures. Future studies may consider developing a scoring system for predicting 
runout using both L/A1/2 and H/L. 
7.3. LRS vs. Multivariate Regression 
The quality and predictive capability of the multivariate regression model (Figure 5.9 and 
Tables 5.8, 5.9) is quite low. By optimizing a rating system, the quality of the predictive model is 
improved. The R2 value for the multivariate linear model is 0.08, whereas the R2 value for the 
optimized model is 0.18. These results justify the use of the optimized model (LRS) over the 
multivariate regression model because, after optimization, the LRS model accounts for more than 
twice as much variability in the L/A1/2 measurements as the multivariate regression model. 
However, because the R2 value is still quite low, the usefulness of this correlation for predicting 
runout is limited. This is discussed further in Section 7.5.  
7.4. LRS vs. Discrete Runout Probabilities 
An intermediate step in optimizing the LRS system is the calculation of discrete runout 
probabilities for combinations of predicted runout categories. These discrete probabilities 
represent the probability of short, medium, or long runout for any given combination of input 
parameters. To justify moving forward with the development of the rating system, the predictive 
capability of the rating system must be better than that of these discrete runout probabilities. To 
compare the predictive capabilities of the two systems, the discrete runout probabilities are 
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classified as predicted runout classes based on their modal outcomes, and the accuracy of the 
predictions is evaluated. If a given combination of predicted runout categories (e.g. 110, 101) has 
short, medium, and long runout probabilities of 0.6, 0.2, and 0.2, respectively, then the modal 
outcome would be “short”, so the predicted class would be “short”. Positive and negative 
instances correspond to the modal and non-modal outcomes, respectively. Only the probabilities 
that are based on at least five landslides are included in this analysis. Table 7.8 shows the modal 
outcomes for each combination of runout categories with n ≥ 5 and the associated performance 
metrics for this system of runout prediction, using a one-vs.-all methodology. The discrete 
probabilities used to generate the predicted classes are tabulated in Appendix D. 
Table 7.8     Combinations of predicted runout categories and the corresponding modal outcomes 
and performance metrics. For all rows, TN = 0, FN = 0, TPR = 1, FPR = 1, and sensitivity + 















nUCA TP FP Accuracy 
0 1 0 Short 4 5 0.44 9 0.07 0.03 
0 1 1 Short 4 8 0.33 12 0.09 0.03 
0 1 2 Short 1 5 0.17 6 0.04 0.01 
0 2 2 Long 1 5 0.17 18 0.13 0.02 
1 1 1 Medium 2 17 0.11 20 0.15 0.02 
1 1 2 Long 5 24 0.17 29 0.21 0.04 
1 2 2 Short 3 8 0.27 11 0.08 0.02 
2 1 2 Long 3 8 0.27 6 0.04 0.01 
2 2 2 Medium 7 17 0.29 24 0.18 0.05 
      Σ 135 1 0.23 
 
Using the modal outcomes as the predicted class, the accuracy values are generally very 
low at less than 50 percent, which suggests that this system has almost no predictive capability. 
This is partially because the classifier is extremely liberal in predicting positives, meaning that 
there are many false positives and zero true negatives. The overall accuracy of the predictive 
model using discrete runout probabilities is 23 percent, which is extremely low. This measure 
applies to the runout categories with at least five observations, which accounts for about 87 
percent of the dataset. By comparison, the accuracy of the LRS for predicting landslide runout is 
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65 percent, which suggests that the development and optimization of a scoring system 
significantly improves the predictive model beyond the capability of the discrete runout 
probabilities. Because these accuracies are calculated in different ways, this is not necessarily a 
direct comparison of the two approaches, but this does demonstrate that the scoring system is, in 
general, a stronger predictive model. 
7.5. Applicability of the LRS to Other Sites 
The LRS system is developed based on landslide inventories in the relatively humid, 
western parts of northern California, Oregon, and Washington. The results of this work generally 
apply to the regions of the western United States represented by these study areas. Future studies 
may expand the applicability of this system to the greater western United States, particularly the 
more arid regions.  
The LRS is developed based on relatively coarse, regional-scale spatial data and landslide 
inventories, so it is best suited to be incorporated into or used alongside regional-scale landslide 
hazard assessments, rather than site-specific landslide runout evaluations. The predictive 
capability of the system, as characterized by the R2 value for the correlation between LRS and 
L/A1/2, is quite low, as only a small portion of the variability in the L/A1/2 can be explained by 
the LRS model. There are likely other geomorphological factors that can help account for more 
of the variability in the data, such as previous movements and critical state soil density (e.g. 
Hunter and Fell, 2003; Iverson et al., 2015) or proximity to surface water (e.g. McKenna, 2011), 
but within the constraints of this regional-scale study, they have yet to be incorporated into the 
LRS system. Additionally, because the correlation shown in Figure 6.4 contains so much 
variability, the use of the LRS to predict discrete L/A1/2 values is not recommended. Rather, it is 
recommended that this system should be used to classify landslides by predicted runout class 
(short, medium or long). In general, any landslide runout predictions made using the results of 
this work should be considered preliminary first-order estimations. Engineering judgement 
should be used when using these predictions to make decisions. 
Using the LRS system, the accuracy of short and long runout predictions is estimated to 
be on the order of 70 to 75 percent based on the accuracies calculated in this study and presented 
in Chapter 6. Because the prediction accuracy of the “medium” category is only 58 percent, the 
overall accuracy of the predictions using this system is estimated to be on the order of 60 to 65 
percent based on the total weighted accuracy calculations. The “medium” runout category in this 
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system is primarily intended to provide separation between the short and long categories, so 
there is generally little confidence in predictions of “medium” runout.  
7.6. Procedure for Calculating LRS and Making Runout Predictions 
Figure 7.8 is a worksheet summarizing the LRS system and steps for evaluating input 
parameters, calculating LRS values, and identifying the predicted runout class. The LRS system 
presented in Figure 7.8 is intended to be used by geologists and engineers for incorporating 
landslide runout predictions into regional landslide hazard assessments. This system only 
estimates the predicted runout class; it does not provide discrete runout estimates. In general, the 
predicted runout classes determined using this system should be considered preliminary, first-
order approximations of expected runout behavior. Because this system requires a landslide area 
as an input, it is expected to be most useful for evaluating whether existing landslides will have 
long runout if they reactivate. If this system is used to predict the runout behavior of a potential 
landslide that does not already exist, then the area must be assumed based on the user’s 
knowledge of the site-specific geologic conditions and slope geometry.  
The input parameter thresholds and LRS thresholds shown in Figure 7.9 are optimized 
based on the datasets selected for this study and are not necessarily universal. Future studies 





Landslide Runout Score   
     
 I. Evaluate input parameters       
  Table i     Input parameter descriptions and data sources 




USGS NED 1/3 arc-
second digital 
elevation model 
Mean planimetric curvature of the terrain 
within a landslide polygon, calculated using 
a curvature tool in GIS 
  
Sand content 
USDA Web Soil 
Survey - soil 
physical properties 
Mean sand content (%) within a landslide 
polygon, calculated based on representative 
sand content for entire soil profile 
  
Upslope contributing 
area normalized to 
landslide area, 
nUCA 
USGS NED 1/3 arc-
second digital 
elevation model 
Drainage basin area of the landslide, 
calculated using a watershed tool in GIS, 
divided by the planimetric area of the 
landslide 
  *To use this system, a landslide area must be known or assumed. 
II. Calculate LRS           
 Table ii     Landslide Runout Score (LRS) calculation table 
 Input parameter Value Score 
 Planimetric curvature (per 100 m) 
≤ -2.00E+09 -2.00E+09 to 0 > 0 
  
 14 points 7 points 0 points 
 Sand content (%) 
≥ 53 10 to 53 < 10 
  
 10 points  5 points  0 points 
 Upslope contributing area 
normalized to landslide area, 
nUCA 
≥ 2.7 1.3 to 2.7 < 1.3 
  
 
17 points 6 points 0 points 
    LRS:     Σ   
III. Identify Predicted Runout Class   
     
 
Table iii     Predicted runout classes, L/A1/2 ranges, and corresponding prediction accuracy 






Predicted L/A1/2 range 
Expected accuracy 
(%)* 
 LRS ≥ 30 Long runout  L/A1/2 ≥ 2.5  70 - 75  
 12 > LRS ≥ 30  Medium runout 1.5 ≤ L/A1/2 ≤ 2.5  55 - 60 
 LRS < 12 Short runout L/A
1/2 ≤ 1.5  70 – 75 
*Accuracy defined by the percentage of correct predictions  
 
Figure 7.8     Worksheet summarizing the Landslide Runout Score (LRS) system including: (I) 
evaluating input parameters; (II) calculating LRS values; and (III) identifying the predicted 







In this study, the effectiveness of the landslide mobility measure L/A1/2 is investigated, 
and this mobility measure is used in the development of the Landslide Runout Score (LRS) 
system. The following conclusions summarize the findings of this study. 
(1) L/A1/2 is generally an effective measure of landslide mobility, especially when 
compared to the mobility measure H/L. L/A1/2 effectively characterizes the 
elongation of landslides, which is good for identifying landslides that mobilize 
into flows and deposit material a significant distance away from their source 
zones. In many cases, the mobility measure H/L is strongly controlled by surface 
slope gradients. L/A1/2 characterizes runout more effectively than H/L for these 
landslides, especially in cases where landslides form on uniform slopes. However, 
for cases in which relatively wide landslides run out over flat terrain and do not 
become significantly elongated (such as the 2014 Oso landslide), H/L tends to be 
a more effective mobility measure than L/A1/2.  
(2) The mobility measure L/A1/2 has statistically significant correlations with 
planimetric curvature, grain size percentages (clay, silt, fines, and sand contents) 
of surficial soils, and normalized upslope contributing area (nUCA). These 
correlations make physical sense, and the mechanisms driving these correlations 
are well documented in the technical literature.  
(3) The development and optimization of a Landslide Runout Score (LRS) system 
using the variables identified in (2) allows for preliminary, first-order estimations 
of landslide runout behavior to be made based on relatively coarse, regional-scale 
data. Short, medium, and long runout can be predicted with a combined accuracy 
of approximately 65 percent. The capability of the LRS system for predicting 
“medium” runout is limited (approximately 58 percent accuracy); however, the 
primary function of the medium runout class is to provide separation between the 
short and long runout classes. Ignoring the influence of the medium runout class, 




(4) The LRS system is best suited for use in or alongside regional landslide hazard 
assessments performed by competent geologists and engineers. It should be used 
for making preliminary estimations of whether landslide runout behavior will be 
short, medium, or long. The system should not necessarily be used for the 
prediction of discrete runout (L/A1/2) values. Engineering judgment should be 
applied when using the LRS to make decisions.  
(5) The LRS system presented in this thesis is developed using limited data derived 
from regional landslide inventories and other relatively low-resolution spatial 
data. This system should be considered preliminary, and future studies should 
consider re-evaluating the input parameters and thresholds presented here using 
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MOBILITY MEASURES AND INPUT PARAMETERS 













no = 0 







CA 37 5117 142 50 1.99 0.35 1 -1.31E+10 10 
CA 43 74043 537 169 1.98 0.31 0 -8.15E+08 18 
CA 70 5071 80 28 1.12 0.35 0 -2.55E+09 10 
CA 73 2022 91 53 2.01 0.59 0 1.08E+09 0 
CA 84 4298 120 30 1.83 0.25 1 -5.33E+09 27 
CA 88 2346 89 35 1.84 0.39 0 -1.68E+10 0 
CA 95 5288 102 93 1.41 0.91 0 -1.07E+09 16 
CA 101 16070 117 46 0.93 0.40 0 4.07E+08 27 
CA 102 2600 77 23 1.52 0.30 1 -3.16E+09 27 
CA 104 3002 116 38 2.12 0.33 0 -5.02E+09 10 
CA 106 3769 196 83 3.20 0.42 0 1.19E+09 10 
CA 117 2554 132 65 2.61 0.49 0 1.41E+09 10 
CA 129 2309 77 41 1.60 0.53 1 -5.34E+09 25 
CA 134 43029 531 197 2.56 0.37 1 -2.04E+09 26 
CA 164 2510 112 57 2.25 0.51 1 1.29E+10 10 
CA 166 5241 181 80 2.50 0.44 0 -1.22E+09 10 
CA 167 3559 155 75 2.60 0.48 0 2.44E+07 10 
CA 168 3476 144 72 2.45 0.50 0 1.34E+09 10 
CA 170 8004 226 107 2.53 0.47 0 -3.35E+09 18 
CA 174 3543 84 47 1.41 0.56 0 1.89E+08 10 
CA 178 4082 189 74 2.96 0.39 0 -3.94E+09 25 
CA 179 12922 114 52 1.01 0.45 0 6.16E+08 10 
CA 180 34701 522 140 2.80 0.27 0 -4.18E+09 10 
CA 184 2070 110 40 2.42 0.37 0 -1.01E+10 10 
CA 195 3404 158 77 2.70 0.49 0 -8.00E+09 25 
CA 204 3889 90 43 1.44 0.48 0 -5.40E+09 10 
CA 212 11826 117 66 1.08 0.56 0 -6.84E+08 10 
CA 213 6701 143 54 1.74 0.38 0 -2.19E+09 10 
CA 224 11023 314 116 2.99 0.37 1 -3.55E+09 10 
CA 226 2685 111 65 2.14 0.58 0 -2.29E+10 10 
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Table A.1a continued 
CA 227 5803 222 74 2.91 0.33 0 -1.41E+10 10 
CA 230 2143 99 48 2.15 0.48 1 -2.19E+09 10 
CA 240 4016 149 60 2.36 0.40 0 -9.42E+09 10 
CA 249 4286 57 14 0.87 0.25 1 7.12E+08 25 
CA 250 9471 194 55 1.99 0.28 1 -6.13E+08 25 
CA 254 18140 136 67 1.01 0.50 1 1.08E+09 25 
CA 269 2385 115 37 2.36 0.32 0 -3.56E+09 10 
CA 287 2124 76 25 1.64 0.33 0 -1.55E+09 10 
CA 308 92013 766 244 2.53 0.32 1 -7.27E+08 10 
CA 372 2003 67 42 1.49 0.63 1 -3.23E+08 10 
CA 379 26452 361 136 2.22 0.38 1 -3.11E+09 10 
CA 413 7180 247 150 2.91 0.61 1 1.10E+09 10 
CA 414 2614 44 51 0.86 1.17 0 -7.84E+08 10 
CA 422 2332 84 47 1.74 0.56 1 -6.50E+08 10 
CA 425 3786 140 60 2.28 0.43 0 -9.78E+09 10 
CA 437 9987 271 62 2.71 0.23 0 1.07E+09 10 
CA 445 18647 606 132 4.44 0.22 1 -1.77E+09 10 
CA 457 5312 238 94 3.26 0.40 0 1.54E+09 10 
CA 458 2644 114 49 2.22 0.43 0 -4.83E+09 10 
CA 474 2039 83 43 1.85 0.52 0 6.24E+08 10 
CA 476 3651 140 45 2.32 0.32 0 -1.59E+10 10 
CA 500 2591 53 38 1.04 0.72 0 3.58E+08 27 
CA 502 3599 99 48 1.64 0.49 0 2.11E+09 27 
CA 508 2879 115 53 2.14 0.46 1 -6.15E+09 27 
CA 513 2266 75 0 1.58 0.00 1 0.00E+00 0 
CA 537 3398 53 57 0.92 1.08 0 5.42E+08 27 
CA 548 2065 78 44 1.72 0.56 0 3.74E+08 27 
CA 570 2942 156 66 2.87 0.43 0 -5.70E+09 13 
CA 571 3070 44 12 0.80 0.27 0 -2.13E+09 13 
CA 581 98394 1280 440 4.08 0.34 0 -2.56E+09 13 
CA 588 35421 1198 380 6.37 0.32 0 -7.46E+09 12 
CA 589 5783 208 86 2.73 0.41 0 4.65E+07 12 
CA 595 5549 128 69 1.71 0.54 0 -2.18E+08 12 
CA 596 27527 523 294 3.15 0.56 0 6.90E+08 12 
CA 600 2156 63 39 1.35 0.62 0 3.73E+09 12 
OR 100 8774 155 29 1.65 0.19 0 1.14E+04 41 
OR 1007 56406 513 74 2.16 0.14 0 -3.21E+03 43 




Table A.1a continued 
OR 1014 10939 206 59 1.97 0.29 0 -4.26E+04 28 
OR 1018 3143 88 28 1.58 0.32 0 -6.80E+04 0 
OR 1064 9647 174 57 1.77 0.33 1 1.19E+04 37 
OR 1067 2295 82 22 1.71 0.26 1 6.02E+03 0 
OR 1075 83300 529 72 1.83 0.14 0 -6.36E+03 41 
OR 1080 25814 163 53 1.01 0.33 1 1.17E+04 41 
OR 1090 6659 87 31 1.07 0.36 1 -1.55E+03 40 
OR 147 189166 861 135 1.98 0.16 0 -6.61E+03 46 
OR 16 7371 197 18 2.30 0.09 0 -2.23E+04 0 
OR 161 8536 88 10 0.95 0.12 0 -6.60E+00 0 
OR 167 36120 487 61 2.56 0.13 1 -9.04E+02 45 
OR 188 58921 723 106 2.98 0.15 0 -2.28E+03 51 
OR 2018 3022 123 21 2.25 0.17 0 -1.00E+05 0 
OR 2019 4070 104 24 1.64 0.23 0 -3.60E+04 57 
OR 2023 18398 330 63 2.44 0.19 0 -1.91E+04 41 
OR 2024 15851 306 51 2.43 0.17 0 -2.39E+04 41 
OR 205 222331 1213 174 2.57 0.14 0 -4.44E+03 41 
OR 210 5214 117 41 1.62 0.35 1 -2.62E+04 0 
OR 241 49302 424 60 1.91 0.14 0 -5.08E+03 47 
OR 255 70133 757 110 2.86 0.14 0 -1.40E+04 47 
OR 267 715196 1614 153 1.91 0.09 0 -4.06E+02 46 
OR 325 69498 592 117 2.25 0.20 0 -9.80E+03 43 
OR 327 96476 696 177 2.24 0.25 0 -1.54E+04 47 
OR 333 268633 661 192 1.28 0.29 0 6.01E+03 38 
OR 339 474407 1322 261 1.92 0.20 0 -3.98E+03 44 
OR 340 162443 946 193 2.35 0.20 0 -1.22E+04 41 
OR 344 14429 82 22 0.69 0.26 0 -3.62E+03 42 
OR 354 215650 1058 138 2.28 0.13 0 -5.43E+03 39 
OR 363 106799 543 0 1.66 0.00 1 0.00E+00 0 
OR 372 683142 1611 0 1.95 0.00 1 0.00E+00 0 
OR 373 398421 955 0 1.51 0.00 1 -5.17E+05 0 
OR 380 43544 244 83 1.17 0.34 1 7.47E+03 26 
OR 401 127724 871 110 2.44 0.13 0 1.71E+03 44 
OR 404 19218 219 58 1.58 0.26 1 -6.14E+03 36 
OR 405 308478 912 200 1.64 0.22 0 -1.06E+03 36 
OR 410 94850 675 111 2.19 0.16 0 -2.20E+03 44 
OR 413 117502 705 187 2.06 0.27 0 -1.24E+04 37 




Table A.1a continued 
OR 494 269533 931 232 1.79 0.25 0 -1.28E+04 37 
OR 522 26142 212 66 1.31 0.31 1 7.37E+03 45 
OR 526 55934 288 34 1.22 0.12 1 8.32E+03 49 
OR 529 222747 785 82 1.66 0.10 1 -2.87E+03 41 
OR 535 8619210 4043 568 1.38 0.14 0 -3.23E+02 44 
OR 536 100008 721 191 2.28 0.27 0 -1.31E+04 35 
OR 550 746540 893 213 1.03 0.24 0 1.44E+02 36 
OR 570 12893 169 53 1.49 0.31 1 1.70E+02 32 
OR 607 144572 662 80 1.74 0.12 0 -9.84E+03 45 
OR 653 205451 842 153 1.86 0.18 0 -9.11E+03 46 
OR 659 232148 1172 170 2.43 0.14 0 -3.21E+03 43 
OR 660 61438 427 67 1.72 0.16 0 -4.46E+03 40 
OR 661 211451 1061 128 2.31 0.12 0 -1.34E+03 46 
OR 702 94479 639 104 2.08 0.16 0 -1.30E+04 37 
OR 815 9990 151 0 1.51 0.00 1 0.00E+00 0 
WA 301 16250500 6941 978 1.72 0.14 1 2.81E+08 27 
WA 302 19908400 6505 875 1.46 0.13 0 1.79E+08 27 
WA 303 7934420 3920 471 1.39 0.12 1 2.25E+08 27 
WA 305 2918850 3340 575 1.95 0.17 1 1.49E+08 27 
WA 306 1556640 2621 431 2.10 0.16 1 -1.68E+09 25 
WA 308 781816 1341 178 1.52 0.13 1 1.79E+08 27 
WA 309 543534 993 201 1.35 0.20 1 -7.95E+06 27 
WA 310 822506 936 556 1.03 0.59 1 1.05E+09 27 
WA 311 473340 1990 503 2.89 0.25 0 -3.36E+08 22 
WA 312 415027 1442 373 2.24 0.26 1 3.11E+08 27 
WA 314 392258 970 362 1.55 0.37 0 2.77E+08 47 
WA 315 290661 671 93 1.24 0.14 1 3.77E+07 26 
WA 316 287146 571 139 1.07 0.24 1 7.35E+07 24 
WA 317 261696 450 69 0.88 0.15 1 2.34E+07 26 
WA 318 250211 707 171 1.41 0.24 1 -9.88E+07 27 
WA 319 246737 1382 145 2.78 0.10 1 -3.11E+08 27 
WA 320 220797 1085 142 2.31 0.13 1 -2.82E+08 27 
WA 323 148831 594 225 1.54 0.38 1 -3.88E+08 27 
WA 324 138782 527 142 1.42 0.27 1 -5.99E+07 24 
WA 325 133015 697 177 1.91 0.25 0 -7.70E+08 18 
WA 326 111445 296 180 0.89 0.61 1 7.16E+07 23 
WA 327 108353 621 227 1.89 0.37 0 1.43E+07 48 
WA 328 85152 293 136 1.00 0.47 1 -1.93E+08 27 
WA 329 83541 235 81 0.81 0.35 1 -2.77E+07 27 
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Table A.1a continued 
WA 330 88428 578 181 1.94 0.31 1 -1.00E+09 48 
WA 335 43408 279 174 1.34 0.62 1 8.52E+08 27 
WA 336 38213 388 69 1.99 0.18 1 -8.21E+08 14 
WA 337 37409 261 77 1.35 0.30 1 3.62E+07 27 
WA 338 30135 0 0 0 0 1 -1.56E+08 27 
WA 339 24984 185 67 1.17 0.37 1 1.01E+07 27 
WA 340 17917 233 71 1.74 0.30 1 -5.60E+08 24 
WA 341 15889 163 46 1.30 0.28 1 -2.15E+08 7 
WA 343 14208 0 0 0 0 1 -2.31E+09 48 
WA 344 11817 186 76 1.72 0.41 1 -6.73E+07 27 
WA 345 9612 141 46 1.43 0.33 1 -2.01E+09 27 
WA 346 9584 163 54 1.66 0.33 1 -1.36E+09 19 
WA 347 5997 110 49 1.43 0.45 1 1.88E+09 27 
 
 
































CA 37 22 32 68 15307 3.0 23.0 20.3 
CA 43 20 38 62 157184 2.1 18.8 18.7 
CA 70 22 32 68 635946 125.4 18.8 19.8 
CA 73 0 0 0 8978 4.4 30.1 19.7 
CA 84 18 45 55 168420 39.2 15.6 10.2 
CA 88 0 0 0 15918 6.8 23.0 19.3 
CA 95 21 36 64 22056 4.2 41.2 28.8 
CA 101 18 45 55 184469 11.5 21.6 31.6 
CA 102 18 45 55 1246136 479.2 19.9 35.6 
CA 104 22 32 68 156162 52.0 23.6 13.7 
CA 106 23 33 67 12396 3.3 24.2 11.2 
CA 117 22 32 68 7843 3.1 27.6 24.3 




Table A.1b continued 
CA 134 25 51 51 122281 2.8 21.8 23.8 
CA 164 22 32 68 117242 46.7 30.1 26.8 
CA 166 22 32 68 20056 3.8 26.0 30.9 
CA 167 23 33 68 15631 4.4 34.6 18.2 
CA 168 23 33 67 24614 7.1 32.8 25.8 
CA 170 29 47 53 24180 3.0 27.5 23.0 
CA 174 22 32 68 20540 5.8 30.4 17.5 
CA 178 36 61 39 17930 4.4 27.4 25.3 
CA 179 22 32 68 109594 8.5 26.2 19.7 
CA 180 22 32 68 355914 10.3 16.4 18.3 
CA 184 22 32 68 12088 5.8 19.6 13.0 
CA 195 36 61 39 15013 4.4 27.5 21.4 
CA 204 22 32 68 9483 2.4 26.1 39.6 
CA 212 22 32 68 33976 2.9 29.7 24.7 
CA 213 22 32 68 19146 2.9 21.2 31.6 
CA 224 22 32 68 53707 4.9 19.4 18.2 
CA 226 22 32 68 104955 39.1 30.8 21.4 
CA 227 22 32 68 232186 40.0 18.7 20.0 
CA 230 22 32 68 53916 25.2 28.9 22.0 
CA 240 22 32 68 83206 20.7 26.2 26.8 
CA 249 40 65 43 0 0.0 14.0 13.9 
CA 250 40 65 43 115757 12.2 16.6 18.2 
CA 254 40 65 43 15281 0.8 20.9 53.4 
CA 269 22 32 68 1093222 458.3 17.1 17.2 
CA 287 22 32 68 1167730 549.7 15.6 21.8 
CA 308 22 32 68 278001 3.0 19.4 18.4 
CA 372 22 32 68 11144 5.6 31.5 36.3 
CA 379 22 32 68 101653 3.8 20.1 18.0 
CA 413 22 32 68 36884 5.1 32.8 29.6 
CA 414 22 32 68 16360 6.3 34.6 26.5 
CA 422 22 32 68 8393 3.6 30.5 25.0 
CA 425 22 32 68 1927495 509.1 24.9 15.5 
CA 437 22 32 68 27192 2.7 12.5 12.5 
CA 445 22 32 68 150160 8.1 11.4 13.2 
CA 457 22 32 68 36356 6.8 22.4 14.9 
CA 458 22 32 68 227420 86.0 25.3 15.0 
CA 474 22 32 68 17681 8.7 30.6 15.3 
CA 476 22 32 68 1674253 458.6 23.2 19.9 
CA 500 18 45 55 839 0.3 33.1 68.1 
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Table A.1b continued 
CA 502 18 45 55 19198 5.3 27.7 26.1 
CA 508 18 45 55 44913 15.6 27.9 17.9 
CA 513 0 0 0 71342 31.5 0.0 11.3 
CA 537 18 45 55 10185 3.0 34.4 32.8 
CA 548 18 45 55 9179 4.4 30.6 21.2 
CA 570 19 32 68 29974 10.2 20.6 21.1 
CA 571 19 32 68 269411 87.8 15.5 18.6 
CA 581 19 32 68 617120 6.3 20.5 29.2 
CA 588 21 32 68 971501 27.4 19.7 26.5 
CA 589 20 32 68 35136 6.1 23.6 24.8 
CA 595 20 32 68 24208 4.4 31.7 29.8 
CA 596 21 32 68 218498 7.9 29.1 33.9 
CA 600 20 32 68 8699 4.0 35.1 23.3 
OR 100 48 89 11 10994 1.3 8.4 11.6 
OR 1007 34 77 23 90955 1.6 9.5 12.7 
OR 1011 0 0 0 31345 7.7 16.4 10.9 
OR 1014 37 65 35 578991 52.9 19.6 22.5 
OR 1018 0 0 0 8103 2.6 17.6 14.5 
OR 1064 53 89 11 13382 1.4 15.9 20.8 
OR 1067 0 0 0 6943 3.0 16.8 16.8 
OR 1075 44 84 16 148162 1.8 8.1 10.3 
OR 1080 46 87 13 154875 6.0 12.0 2.7 
OR 1090 43 82 18 14664 2.2 13.9 51.0 
OR 147 42 88 12 1748690 9.2 10.0 10.6 
OR 16 0 0 0 186256 25.3 6.5 6.7 
OR 161 0 0 0 30893 3.6 6.7 9.7 
OR 167 44 88 12 147485 4.1 7.8 11.2 
OR 188 32 84 16 251569 4.3 7.0 12.3 
OR 2018 0 0 0 19334 6.4 9.8 7.2 
OR 2019 31 88 13 104211 25.6 16.1 22.0 
OR 2023 48 89 11 54356 3.0 11.2 14.8 
OR 2024 48 89 11 61334 3.9 10.5 12.9 
OR 205 46 87 13 408088 1.8 7.0 11.1 
OR 210 0 0 0 103634 19.9 15.6 20.7 
OR 241 45 92 13 273035 5.5 7.9 8.0 
OR 255 38 85 15 228296 3.3 11.6 11.7 
OR 267 46 92 12 1053840 1.5 4.9 10.4 
OR 325 49 92 9 1278200 18.4 13.9 16.3 
OR 327 36 83 17 404125 4.2 13.3 22.0 
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Table A.1b continued 
OR 333 47 85 15 315355 1.2 16.1 31.2 
OR 339 43 86 16 687027 1.4 12.3 18.8 
OR 340 48 89 11 731881 4.5 11.8 9.9 
OR 344 38 80 20 22000 1.5 17.4 17.9 
OR 354 32 71 29 942211 4.4 11.4 11.7 
OR 363 0 0 0 661602 6.2 0.0 12.5 
OR 372 0 0 0 1348740 2.0 0.0 11.6 
OR 373 0 0 0 3034650 7.6 12.3 16.3 
OR 380 37 64 36 105907 2.4 19.9 24.8 
OR 401 35 79 21 408938 3.2 8.0 11.1 
OR 404 36 72 28 248607 12.9 16.7 17.0 
OR 405 36 71 29 640769 2.1 13.3 7.7 
OR 410 34 78 22 395362 4.2 7.3 7.0 
OR 413 35 73 27 707539 6.0 16.4 11.2 
OR 468 45 83 17 2393690 10.0 9.4 11.8 
OR 494 51 88 12 1313500 4.9 15.0 22.5 
OR 522 44 89 11 641116 24.5 14.0 39.2 
OR 526 46 95 5 2245140 40.1 8.1 12.2 
OR 529 49 90 10 566092 2.5 7.2 6.8 
OR 535 44 88 13 10160300 1.2 9.6 19.7 
OR 536 50 85 15 744743 7.4 15.5 24.7 
OR 550 40 76 24 1194950 1.6 13.8 25.8 
OR 570 41 73 27 34305 2.7 19.6 31.6 
OR 607 43 88 12 346401 2.4 8.4 8.5 
OR 653 41 87 13 727121 3.5 9.7 14.4 
OR 659 44 87 13 566632 2.4 8.1 11.5 
OR 660 49 88 12 104938 1.7 7.6 12.3 
OR 661 41 88 12 619962 2.9 7.2 9.7 
OR 702 46 83 17 193854 2.1 9.7 12.8 
OR 815 0 0 0 14150 1.4 0.0 17.0 
WA 301 35 62 38 2267935 0.9 9.4 25.1 
WA 302 35 62 38 307559 0.9 10.2 24.9 
WA 303 35 62 38 9420225 1.2 9.6 14.6 
WA 305 35 62 38 3744285 1.3 9.9 15.3 
WA 306 37 62 38 8967682 5.8 12.4 20.1 
WA 308 35 62 38 899025 1.1 7.4 53.4 
WA 309 35 63 37 986998 1.8 12.8 27.6 
WA 310 36 62 38 875531 1.1 31.6 27.9 
WA 311 38 60 40 933510 2.0 15.0 51.3 
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Table A.1b continued 
WA 312 36 62 38 945507 2.3 13.9 18.4 
WA 314 32 80 20 525731 1.3 17.3 56.2 
WA 315 35 61 39 544265 1.9 7.6 23.6 
WA 316 37 61 39 2267935 7.9 14.1 38.3 
WA 317 36 62 38 524443 2.0 8.6 39.6 
WA 318 35 63 37 500966 2.0 13.6 33.6 
WA 319 36 62 38 1644044 6.7 6.7 21.1 
WA 320 36 62 38 896281 4.1 8.3 7.7 
WA 323 35 63 37 206246 1.4 19.7 21.7 
WA 324 37 61 39 247616 1.8 14.6 14.9 
WA 325 42 60 40 2391574 18.0 13.9 17.4 
WA 326 38 60 40 643892 5.8 22.9 15.7 
WA 327 32 80 20 142304 1.3 17.5 8.5 
WA 328 35 63 37 321696 3.8 18.2 16.1 
WA 329 35 63 37 173000 2.1 13.3 39.4 
WA 330 32 80 20 411316 4.7 20.2 12.0 
WA 335 35 63 37 80268 1.8 31.6 24.2 
WA 336 47 61 39 260911 6.8 9.9 24.3 
WA 337 36 62 38 307559 8.2 16.6 60.6 
WA 338 36 62 38 63884 2.1 8.5 30.8 
WA 339 35 63 37 43566 1.7 19.7 34.0 
WA 340 37 61 39 494393 27.6 17.0 7.7 
WA 341 26 34 66 89033 5.6 15.9 15.4 
WA 343 32 80 20 349579 24.6 26.2 12.4 
WA 344 35 63 37 15479 1.3 19.6 42.6 
WA 345 36 62 38 78024 8.1 16.7 42.6 
WA 346 27 46 54 17306 1.8 20.1 24.7 







ERROR IN LENGTH MEASUREMENTS 
The mobility measures in this study (L/A1/2 and H/L) are calculated using landslide 
length measurements based on the lengths of minimum bounding rectangles (MBR). This 
provides an approximation of landslide length that can be calculated very efficiently using GIS. 
True landslide length is measured directly along the landslide centerline, so there is some error in 
the length measurements associated with the MBR method. To estimate the magnitude of error 
associated with the MBR length measurements, the lengths of 20 landslides randomly selected 
from the California dataset (approximately 31 percent of the California dataset and 13 percent of 
the full dataset) are measured directly, along the approximate centerline, and indirectly, using 
MBR. The percent difference between these measurements is taken to be the percent error. 
Figure B.1 shows an example of a length measurement using the direct measurement and MBR 
methods. Table B.1 summarizes the length measurements and calculated error values for the 20 
randomly selected landslides using these methods. 
 
 
Figure B.1     Landslide length measurements using direct measurement and minimum bounding 
rectangle methods.  
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Table B.1     Landslide lengths measured directly and using minimum bounding rectangles 
(MBR) for the 20 landslides randomly selected from the California dataset. The “Error” column 
represents the percent difference between MBR measurements and direct measurements. The 









37 142.2 142.1 -0.06 
73 91.9 90.6 -1.44 
88 89.7 88.9 -0.86 
95 100.6 102.4 1.78 
106 198.3 196.3 -1.03 
166 184.9 181.2 -2.06 
168 145.1 144.3 -0.57 
174 86.7 84.1 -3.04 
195 159 157.6 -0.89 
224 314.2 314.1 -0.03 
254 144.4 135.8 -6.37 
372 65.3 66.7 2.10 
422 84.8 84.1 -0.85 
437 284.4 271.1 -4.91 
457 242.3 237.7 -1.95 
474 84.6 83.4 -1.38 
502 99 98.7 -0.35 
513 75.4 75.3 -0.19 
570 158.9 155.5 -2.18 
588 1231.5 1198.0 -2.80 
 
Figure B.2 shows a histogram of error values for the 20 randomly selected landslides. 
The error values are approximately normally distributed with a mean of -1.36 percent and a 
standard deviation of 1.96 percent. Assuming the error values are normally distributed, 
approximately 99.7 percent of the error values will fall within approximately three standard 
deviations (between -7.2 and 4.5 percent) of the mean. Therefore, in general, it is anticipated that 
the lengths measured using the MBR method are accurate to within approximately 5 to 7 percent 
of the true lengths, as measured along the landslide centerlines.  
 Most landslides have negative error values because minimum bounding rectangles tend 
to simplify the geometry by ignoring curvature along the longitudinal profile. Positive error 
values occur when minimum bounding rectangles are oriented obliquely to the true direction of 




Figure B.2     Histogram of error values for landslide lengths measured using minimum bounding 







RELATIONSHIP BETWEEN L/A1/2 AND INITIAL SLOPE ANGLE 
As indicated in Chapter 5, there is a statistically significant relationship between L/A1/2 
and initial slope angle, but it is difficult to identify a mechanism that explains this relationship. A 
possible explanation is that because landslide length is measured as a map distance, the length 
measurements are underreported by a factor of 1/cos(α), where α is the overall slope angle from 
crown of the source area to the toe of the deposit. Therefore, as slope angle increases, the 
discrepancy between the measured map distance and the true ground distance increases. This 
discrepancy, which is plotted in Figure C.1, may at least partially explain the relationship 
between L/A1/2 and initial slope angle. Initial slope angle is not used in the development of the 
LRS because this relationship is otherwise unexplained in the existing technical literature. 
 
Figure C.1     Discrepancy in landslide length measurements with varying slope angle when 






DISCRETE RUNOUT PROBABILITIES AND ENTROPY CALCULATIONS 
Table D.1 shows the initial thresholds, optimized thresholds, and total entropy metrics 
before and after optimization for the 20 combinations of input parameter thresholds that yield the 
lowest entropy. Column 1, “Rank before optimization”, corresponds to the x-axis of Figure 6.3. 
Table D.1     Initial thresholds, optimized thresholds, and associated total entropy metrics for the 













metric Upper Lower Upper Lower Upper  Lower 
1 
Initial -2.00E+09 1.00E+09 55 10 1 0.75 24.4 
Optimized -2.04E+09 1.01E+09 54.5 10.1 1.02 0.747 23.7 
2 
Initial -2.00E+09 1.00E+09 55 10 1 0.25 24.4 
Optimized -2.18E+09 9.90E+08 53.7 10.3 1.01 0.241 23.4 
3 
Initial -2.00E+09 1.00E+09 55 10 1 0.5 24.5 
Optimized -2.03E+09 9.78E+08 53.1 10.2 1.04 0.509 23.7 
4 
Initial -2.00E+09 1.00E+09 45 10 1 0.25 24.7 
Optimized -2.14E+09 9.48E+08 45.1 10.3 1.00 0.245 23.5 
5 
Initial -2.00E+09 1.00E+09 50 10 1 0.25 24.7 
Optimized -2.13E+09 9.65E+08 49.9 10.3 0.98 0.248 23.6 
6 
Initial -2.00E+09 1.00E+09 45 10 1 0.5 24.7 
Optimized -2.17E+09 9.36E+08 44.8 10.1 1.01 0.499 23.6 
7 
Initial -2.00E+09 1.00E+09 50 10 1 0.5 24.7 
Optimized -2.19E+09 9.16E+08 47.7 10.5 1.02 0.502 23.6 
8 
Initial -5.00E+08 0.00E+00 45 10 1.5 0.25 24.7 
Optimized -5.02E+08 1.56E-05 45.1 10.0 1.49 0.251 23.9 
9 
Initial -5.00E+08 0.00E+00 50 10 1.5 0.25 24.7 
Optimized -5.08E+08 7.81E-05 52.0 10.2 1.49 0.238 23.7 
10 
Initial -2.00E+09 0.00E+00 55 10 1 0.25 24.7 
Optimized -2.03E+09 7.95E-05 53.2 10.2 1.02 0.250 24.3 
11 
Initial -2.00E+09 5.00E+08 55 10 1 0.75 24.8 
Optimized -2.03E+09 5.08E+08 54.1 10.2 1.01 0.747 24.1 
12 
Initial -2.00E+09 5.00E+08 55 10 1 0.25 24.8 
Optimized -2.17E+09 5.11E+08 51.0 10.2 0.99 0.248 24.0 
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Table D.1 continued 
13 
Initial -2.00E+09 5.00E+08 55 10 1 0.5 25.0 
Optimized -2.03E+09 5.08E+08 52.3 10.2 1.02 0.508 24.3 
14 
Initial -2.00E+09 0.00E+00 45 10 1 0.25 25.0 
Optimized -2.14E+09 1.57E-04 45.8 10.0 0.95 0.245 24.2 
15 
Initial -2.00E+09 0.00E+00 50 10 1 0.25 25.0 
Optimized -2.14E+09 9.19E-05 50.2 10.0 0.95 0.245 24.2 
16 
Initial -1.00E+09 1.00E+09 45 10 1 0.75 25.0 
Optimized -1.03E+09 1.00E+09 45.2 10.0 1.02 0.738 24.9 
17 
Initial -1.00E+09 1.00E+09 50 10 1 0.75 25.0 
Optimized -1.03E+09 1.00E+09 50.2 10.0 1.02 0.738 24.9 
18 
Initial -1.00E+09 1.00E+09 55 10 1 0.75 25.0 
Optimized -1.04E+09 9.62E+08 54.3 10.1 1.04 0.752 24.7 
19 
Initial -1.00E+09 0.00E+00 55 10 1 0.25 25.0 
Optimized -1.03E+09 1.39E-05 54.4 10.0 1.02 0.251 24.8 
20 
Initial -1.00E+09 1.00E+09 55 10 1 0.25 25.1 
Optimized -1.00E+09 1.00E+09 55.2 10.0 1.03 0.251 24.8 
  
Table D.2 summarizes the entropy calculation for the optimized thresholds shown in 
Table 6.4 of Chapter 6. Discrete probabilities for obtaining short, medium, and long runout are 
shown for each combination of predicted runout categories. Additionally, the modal outcome for 















Table D.2     Discrete runout probabilities, entropy values, and modal outcomes for combinations 













nUCA Short Medium Long 
0 0 0 0 0 0 0 0 -- 
0 0 1 0 0 0 0 0 -- 
0 0 2 1 0 0 1 0 -- 
0 1 0 0.56 0.4 0 9 0.63 Short 
0 1 1 0.67 0.3 0 12 0.58 Short 
0 1 2 0.83 0.2 0 6 0.41 Short 
0 2 0 1 0 0 1 0 -- 
0 2 1 0 0 0 0 0 -- 
0 2 2 0.28 0.3 0.44 18 0.98 Long 
1 0 0 0 0 0 0 0 -- 
1 0 1 0 1 0 1 0 -- 
1 0 2 0 1 0 1 0 -- 
1 1 0 1 0 0 1 0 -- 
1 1 1 0.30 0.55 0.10 20 0.84 Medium 
1 1 2 0.03 0.79 0.17 29 0.55 Long 
1 2 0 0 0 0 0 0 -- 
1 2 1 0 1 0 2 0 -- 
1 2 2 0.45 0.27 0.27 11 0.97 Short 
2 0 0 0 0 0 0 0 -- 
2 0 1 0 0 0 0 0 -- 
2 0 2 0 0 0 0 0 -- 
2 1 0 0 0 0 0 0 -- 
2 1 1 0 0 0 0 0 -- 
2 1 2 0.17 0.17 0.50 6 0.86 Long 
2 2 0 0 0 0 0 0 -- 
2 2 1 1 0 0 1 0 -- 
2 2 2 0.08 0.63 0.29 24 0.78 Medium 
 
 
