Abstract. The inertia of intervals and lines of matrices is investigated. For complex n x n matrices A and B it is shown that. under mild nonsingularity conditions. A + IB changes inertia at no more than n 2 real values of I. Conditions are given for the constancy of the inertia of A + IB, where I lies in a real interval. These conditions generalize and organize some known results.
1. Introduction. Bialas [1] , Johnson and Rodman [4] , Villiaho [7] , and Fu and Barmish [2] , [3] have recently studied the inertia of intervals and lines of matrices. We extend these investigations under nonsingularity conditions. While some of our results are not difficult and are related to known results, taken together they show interrelations between various types of conditions, and as such they organize knowledge in this area of inertia theory.
Let A and B be square complex matrices and suppose there is a real t such that the Lyapunov matrix L(A + tB) associated with A + tB is nonsingular. We show that A + tB changes inertia at no more than n 2 values of t. Let T be an interval, i.e., a connected subset of the real numbers. Under the assumption that L(A) is nonsingular, we state our principal condition,
A + tB has constant inertia of type (rr, P, 0) for every tin T, and we compare several other conditions (some obviously equivalent) to (CI).
Some of these conditions involve the real eigenvalues of A -IB and of L(A)-I L(B). Each of the conditions either implies or is implied by (CI)
. but not all are equivalent in general. By adding additional requirements on a single matrix or on the interval, such as stability, the reality of all eigenValues, or a condition we call Property X (which Z-matrices satisfy), some implications in one direction become equivalences. Section 2 of our paper contains notation, definitions. and some well-known results stated for easy reference. Section 3 contains preliminary results on eigenvalues and results on changes of inertia. Our main results on intervals with constant inertia, summarized above, may be found in § 4. In § 5 we give some applications to the convex hull of two matrices. We derive results from [I] - [ 4] and [7] .
Our principal theorems are proved for the case of general complex matrices, and we then apply the results to Hermitian matrices and Z-matrices.
Properties of the Lyapunov operator A -L(A) that are crucial to our results are the following:
If h is an eigenvalue of A, then 2 Re (h) is an eigenvalue of L(A).
(1. 2) If t is the maximal (minimal) eigenvalue of L(A), then there is an eigenValue
Similar results may be proved for any real linear operator, from the space of complex n X n matrices into a space of matrices, which satisfies (1.1) and (1.2). For spaces of real matrices, another operator that satisfies these conditions is found in [1] and [3] . The results in [I] are proved for that operator, whereas in [3] results are proved for all operators satisfying (1.1) and (1.2). The results in [2] are proved for the Lyapunov operator, as in the present paper. Only real matrices are considered in [1]- [3] . In referring to the results of these papers in the sequel, we do not distinguish between the various operators involved. We also observe that the results in [7] deal with real symmetric matrices (where there is no need to employ the Lyapunov operator), but some results in [7] hold under weaker nonsingularity assumptions.
2. Notation and preliminaries. As usual, ~ and C denote the real and complex fields, respectively, and c nn denotes the complex space of all complex matrices. By .Yen we denote the real space of all n X n Hermitian matrices. In this paper, A and B will always be n X n complex matrices that may be considered fixed throughout. The convex hull of A and B is denoted by conv (A, B) . The spectrum of a matrix A is denoted by spec (A) . The spectrum is considered to be a multiset, that is, every eigenvalue is counted as many times as its multiplicity. In this paper "stable," "semistable," and "near-stable" may be interpreted consistently to mean either "positive stable," "positive semistable," and "positive near-stable" or "negative stable," "negative semistable," and " negative near-stable." DEFINITION 1+ tA-IB is singular.
S(A, B; IR) if every matrix C E S(A, B;
T) such that O(C) = 0 has In (C) = (71", II, 0).
If T is an interval of constant inertia for S(A,
B
(a3)
A + tB is singular.
Accordingly, we label the three equivalent conditions in Observation 3.1 (under the assumption that A is nonsingular) as condition (a). If L(A) is nonsingular then, applying Observation 3.1 to L(A) and L(B)
, we obtain the following equivalent conditions:
We now label the four equivalent conditions (lal)-(l14) (under the assumption that L(A) is nonsingular) as condition (la). A third condition we will discuss is (ie)
A + tB has an imaginary eigenValue.
THEOREM 3.2. Let A and B be n X n complex matrices, let t be a nonzero real number, and assume that L(A) is nonsingular. Then we have (a)-(ie)-(la).
Proof First observe that if L(A) is nonsingular then A is nonsingular, so both conditions (a) and (la) are well defined. The implication (a) -(ie) follows from the trivial implication (a3) -(ie). The implication (ie) -(la) follows from (ie) -(114), which follows from Proposition 2.5(ii) . 0 Clearly, the converses of the implications (a) -(ie) and (ie) -(la) do not hold under the stated hypotheses.
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We now add three more conditions that relate to the previous eight.
(ic)
t is an inertia change point for S(A, B; IR ).
(ns)
A + tB is near stable.
(us)
A + tB is not stable. Proof. By standard results in analysis, T is an interval of constant inertia for S(A, B; IR) if and only if T contains no inertia change point for S(A, B; IR) and so the first part of the theorem follows. The second part of the theorem follows from the equivalence of(ie) and (ic) in Theorem 3.3. 0 4. Inertia of intervals. In this section we apply the observations made in the previous section in order to study the relation between global conditions. The global conditions correspond to the negations of the local conditions in the previous section. In these global conditions as well as in the rest of the paper T denotes an interval.
The equivalent conditions (Ad
A -I B has no eigenvalue with negative reciprocal in T.
(A 2 ) 1+ tA-IB is nonsingul¥ for every t in T.
A + tB is nonsingular for every t in T.
will be labeled condition (A).
The equivalence of the following four conditions follows from the equivalence of (la.)-(ll4) :
L(A) + tL(B) is nonsingular for every t in T.

1+ tL(A)-1 L(B) is nonsingular for every tin T. L(A)-I L(B) has no eigenvalue with negative reciprocal in T. L(A + tB) is nonsingular for every t in T.
These conditions will be labeled condition (LA).
We also consider the conditions (IE)
A + tB has no imaginary eigenvalue for any tin T.
(CI)
Tis an interval of constant inertia (11",11,0) for S(A, B; \R). THEOREM 
Let A and B be n X n complex matrices, let T be an interval, and assume that L(A) is nonsingular. Then we have (LA)-(IE)<=>(CI)-(A).
Proof. In view of Theorem 3.3 it is enough to prove the equivalence (IE) <=> (CI). From Theorem 3.3 and the proof of Theorem 3.5 it follows that (IE) implies that S( A, B; T) has constant inertia. By (IE) it follows that the inertia is of type (11", 11, 0). The implication (CI) -(IE) is trivial. 0
By adding additional requirements, some of the implications in Theorem 4.1 become equivalences, as we will show presently. THEOREM 
Let A and B be n X n complex matrices, let T be an interval, assume that L(A) is nonsingular, and assume that A + tB is stable for some tin T. Then we have (LA) <=> (IE) <=>(CI) -(A).
Proof In view of Theorem 4.1 it is enough to prove the implication (CI) -(LA).
Observe that under our additional assumption, (CI) implies that A + tB is stable for every t in T. By the implication (la) -(us) in Theorem 3.3 we now obtain (LA). 0
The following theorem is found in [2] and [3] for real matrices. THEOREM 4.3. Let A and B be n X n complex matrices, and assume that A is positive stable.
(i) If L(A)-I L(B) has no real eigenvalue, then A + tB is stable for every real number t.
( (
ii) If L(A)-I L(B) has real eigenvalues, then let rl and r2 be the greatest and the least real eigenvalues of L(A)-I L(B). Define
t l = {-~'
ii) Observe that L(A)-IL(B) has no real eigenvalue in TI
, has no real eigenvalue with negative reciprocal in (0, t2) or in (tl, 0). By Theorem 4.2 it follows that (tl, 0) and (0, t2) are intervals of constant inertia (11", v, 0) for S(A, B; IR) . Since A is stable, it follows from Theorem 3.3 that zero is not an inertia change point for S(A, B; IR) . Hence, it follows that T = (t I, t2) is an interval of constant inertia (n, 0, 0) that contains the point t = 0. If tl 1= -00, then it follows that -1/ tl is an eigenvalue of L (A )-1 L(B) , and by Theorem 4. 2 [t 1, t2) is not an interval of constant inertia (n, 0, 0) 
Proof. Since A + tB is positive stable for some t in T, and since A + tB has Property X for every t in T, it follows, using continuity arguments (see Lemma 2.
(iv)) that (A3) -(IE). So (A) -(IE), and our claim follows from Theorem 4.2. 0 THEOREM 4.6. Let A and B be n X n complex matrices, let T be an interval, assume that L(A) is nonsingular, and assume that all eigenvalues of A + tB are real for every t in T. Then we have
Proof. The implication (A3) -(CI) follows immediately by continuity (see Lemma 2.6(iii)). So (A) -(CI), and the claim follows from Theorem 4.1. 0 We now consider matrix intervals with the same inertia except for a finite number of points.
First, we restate the implications (ic) -(la) and (a) -(ic) of Theorem 3.3 in a somewhat different form together with a partial converse. PROPOSITION 4.7. Let A and B be n X n complex matrices and assume that L(A) is nonsingular. Let G be the set of inertia change points for S(A, B; Ill), and let t be a nonzero number.
The converses of Proposition 4.7(i) and (ii) do not hold in general. We give a counterexample to the converse of Proposition 4.7(i).
Example 4.8. Consider the matrices B= ( 2 0)
Observe that L(A) is nonsingular, and that A + tB has the inertia (I, Proposition 4.7 does not give necessary and sufficient conditions for a point t to belong to the exceptional set G of inertia change points for S(A, B; ~). However it does lead to a finite algorithm for finding these points. ALGORITHM 4.9. For the sake of simplicity, we assume that L(A) is nonsingular.
Step l. Find the real nonzero eigenvalues of
Step 2. Take the negative reciprocals t I, ••• , tm of the numbers found in Step 1.
The inertia change points for S(A, B; ~) are those ti, i E {I, ... , m}, for which A + tiB has an imaginary eigenvalue.
Necessary and sufficient conditions for a point t to be an inertia change points for S(A, B;~) may be obtained under additional assumptions, as will be demonstrated in the sequel.
First we consider intervals of semistability. (ii) =:> (iii) by Lemma 2.6 (iii), since all matrices in conv (A , B) have all eigenvalues real.
(iii) =:> (ii) is trivial. 0 We end with an example that illustrates Theorem 5.2 and the analogue for the convex hulls of Theorem 4.IO(iii).
