The production control of homogenous transfer lines with machines that are prone to failure is considered in terms of inventory and backlog costs. Because problem complexity grows with line size, a heuristic method based on the profile of the distribution of buffer capacities in moderate size lines is developed in order to enable the optimization of long lines. A method consisting of an analytical formalism, combined discrete/continuous simulation modeling, design of experiments and response surface methodology is used to optimize a set of transfer lines, with one parameter per machine, for up to seven machines. A profile in the parameter distribution which can be modeled using four-parameters is observed. Consequently, the optimization problem is reduced to four parameters, in turn greatly reducing the required optimization effort. An example of a 20-machine line, optimized at 130 runs, versus 5243 090 runs that would be necessary to solve the 20-parameter problem, is presented to illustrate the usefulness of the parameterized profile.
Introduction
The problem of optimally controlling the production rates of manufacturing systems has been widely discussed in the scientific literature. This is particularly true for one-product flow lines. This type of system is of special interest because it is usually used in mass production, and is composed of costly specialized equipment that is dedicated to the production of this single product. The owner of such a system would thus want to reach the profit threshold as rapidly as possible, especially considering that product life-cycle durations are continuously decreasing. It is a complex problem that can be solved only for very simple manufacturing systems. The solution for the two-machine transfer line is presented in this paper in order to define the structure of the control policy, which is necessary for the approach proposed here, for a general transfer line. The solution obtained for the two-machine transfer line points to an extended version of the hedging point policy, which consists in building up a fixed level of inventory whenever possible, and then attempting to maintain this level. Because of the complexity of this problem, it is still not possible to solve it for general cases such as the one we examine in this paper. Heuristic methods have to be developed in order to obtain satisfactory performances from the system. * Corresponding author
We extend the hedging point policy to the transfer line problem, and obtain a class of suboptimal policies similar to the well-known kanban policy. We are then confronted with a one-parameter-per-machine optimization problem consisting in finding the hedging levels, or buffer capacities, of the in-process and finished goods buffers. Although knowing the structure of the policy is of great value for simplifying the problem, the complexity of the problem grows with the length of the transfer line. Since there is no analytical method to find the optimal solution, we need to use a combination of a performance-estimating tool and an optimization technique. Some very fast tools that have been developed to estimate certain performance measures, usually throughput, are decomposition techniques. Dallery et al. (1989) introduced the DDX (for Dallery-David-Xie) algorithm that used a continuous flow of material. Burman (1995) extended the algorithm to consider the case of nonhomogenous lines. Dallery and Le Bihan (1999) extended the algorithm to more general failure and repair distributions with the use of generalized exponential distributions. Schor (1995) and Gershwin and Schor (2000) developed algorithms for two problems: (i) the allocation of a fixed buffer space in order to achieve maximum throughput; and (ii) the minimization of buffer space while attaining a fixed throughput. All the contributions mentioned above used the average throughput of the line as a main performance measure. They assumed a saturated demand i.e., finished goods are never stocked. Bonvik (1996) observed 0740-817X C 2009 "IIE" that most decomposition techniques tend to slightly overestimate the throughput. This might be a problem when estimating backlog in a high-utilization system, where a small overestimation of throughput could lead to a large underestimation of backlog. Such an underestimation of backlog for high-utilization ratios was observed in Bonvik et al. (2000) . This can be problematic in some cases.
Discrete-event simulation is a very effective way of estimating almost any system performance given that the input data is accurate. However, it can be very time-consuming, especially for long lines. We have observed that performing an inventory/backlog cost minimization using design of experiments and a response surface methodology can take weeks for a single experimental design for a six machine line on a 1.8 MHz Pentium R IV processor. This task demands a tremendous effort for a 20-machine line. We have successfully used a combined discrete-event/continuoussimulation model that can be used to reduce the number of events generated during a run and have thus reduced the computational time. However, even using this faster model, the optimization of long lines remains too time-consuming to perform for long lines using one parameter per machine.
In a study of the optimal buffer space allocation in transfer lines under saturated demands, Hillier et al. (1993) observed what they called the storage bowl phenomenon. Using an exhaustive simulation of all possible combinations of buffers, they observed that the buffers in the middle portion of the line should be given more storage than the extremity buffers when allocating a fixed amount of storage among machines. An approximate relation for the distribution of buffer space in balanced transfer lines with variable processing times is given by Hillier (2000) . The proposed relation gives the increase in buffer space for the middle buffers in relation to the end buffers (first and last). This study was conducted on transfer lines of up to six machines. Schor (1995) presented an optimization algorithm for decomposition methods. Results for some homogenous lines composed of ten unreliable machines showed that the decrease in buffer space should be applied to more than just the extremity buffers (three buffers) for longer lines. On a case presented on the MIT website (Gershwin, 1996) , the solution of a 20-machine homogenous line obtained with the algorithm from Gershwin and Goldis (1995) and Schor (1995) showed a transitional portion of approximately four buffers at both ends. The largest step in capacity, however, is always between the extremity and their adjacent buffers. All of these studies have been conducted under the saturated demand assumption, meaning that the system operates at maximum capacity all the time and does not respond to a fixed demand rate. However, the observed recurring profile lets us believe that saturated demand may not be the only context in which a distinct pattern arises in the distribution of buffer space/hedging levels. Based on these observations, we focus our study on the profile of the optimal stock allocation for the inventory/backlog cost-minimization problem. We believe that finding a recurring profile in the results would enable us to propose a parameterized profile that would greatly reduce the number of parameters for reasonable size transfer lines. This reduction of parameters would result in a significant reduction in the number of runs necessary for optimization of long lines, limiting the optimization problem to only a few parameters. The subsequent reduction in complexity would allow the optimization of large systems that would otherwise be too time-consuming to tackle. Profile-based heuristics have been proposed in the past for the kanban allocation problem. The most well known is the inverted bowl profile from Hillier et al. (1993) and Hillier (2000) . However, the inverted bowl profile is applicable only when the objective is to minimize the storage space while attaining a target system throughput or maximize the throughput with a maximum allowable storage space. The actual utilization of this storage space is not considered as an optimization variable and production is not triggered by customer demand. The backlog level is therefore also excluded from the equation. The current problem statement considers the average inventory level, the backlog level and the satisfaction of customer demand from the finished product buffer.
The rest of this paper is organized as follows: the problem statement is presented in Section 2, the experimental approach in Section 3, the simulation model is briefly presented in Section 4. Section 5 presents the design of experiments and response surface methodology, Section 6 gives numerical results and analysis for the m-parameter optimized lines and Section 7 presents the proposed profilebased distribution of buffer space and its validation. Concluding remarks are presented in Section 8.
Problem statement
The studied system is a tandem line composed of m machines separated by in-process buffers (B i : i = 1, . . . , m−1.). The maximum production rate of each machine is u max . Every part goes through every stage of the production and every buffer before reaching the finished goods buffer. The constant rate demand (d) is satisfied through the finished goods buffer (B m ). The raw material supply for machine M 1 is considered infinite and all transportation times are considered null. This system is illustrated in Fig. 1 with machines represented by circles and buffers by triangles.
Demands that are not satisfied directly from the finished goods buffer are backlogged. The backlog cost is a function of the backlog level.
Let u i (t) and x i (t) be the production rate of machine M i and the stock level associated with machine M i . Denoting the state of machine M i by ξ i (t), we can describe the model of the system by a hybrid state with continuous (dynamics of the stocks) and discrete components (states of the machines) as follows. 
Stock dynamics:
We denote the number of parts in the Work In Process (WIP) as x j , j = 1, . . . , m − 1 and the difference between cumulative production and demand as x m . The surplus x m can be positive (finished good inventories) or negative (backlogs). The state constraint is then 0 ≤ x j (t) ≤ B j where B j is the size of WIP j.
m denote the state constraint domain. The state equations can be written as follows:
where x i0 and x m0 are the given initial WIP and surplus.
Machine states: The operational mode of machine M i at time t can be described by the random variable ξ i (t) with a value in B i = {1, 2} where:
The operational mode of the m-machine system can be described by the random vector ξ(t) = (ξ 1 (t), . . . , ξ m (t)) with value in M = B 1 × · · · B m = {1, . . . , 2 m }. The dynamic of machine M i is represented by a continuous-time Markov process characterized by the state transition diagram of Fig. 2 . The transition rate from state ξ i (t) = 1 to ξ i (t) = 0 is λ i . Therefore, the time to failure is exponentially distributed with average 1/λ i = MTTF. The transition rate from state ξ i (t) = 0 to ξ i (t) = 1 is µ i . Therefore, the time to repair is exponentially distributed with average 1/µ i = MTTR.
We can statistically describe the random process ξ i (t), i = 1, . . . , m, by the following state probability change in the interval [t, t + δt]:
The transition rates of the stochastic process ξ(t) can be derived from those of ξ i , i = 1, . . . , m, with ξ(t) ∈ M. The production rate u i (·) is restricted by the capacity constraints given by 0 ≤ u i (·) ≤ u max , i = 1, . . . , m. Hence, the set of admissible controls is given by
for a given proposition (·). The goal of this problem is to find the control policy u(·) = (u 1 (·), . . . , u m (·)) that minimizes the inventory and backlog cost function given by
subject to Equations (1) and (2) and to capacity constraints with the instantaneous cost function g(·) given by
with
The value function of such a problem is defined as follows:
A necessary and sufficient condition characterizing the optimal control policy is described by the set of partial differential equations known as the Hamilton-JacobiBellman (HJB) equations, as in Presman et al. (1995) , by
where
Note that v x is the partial derivative of v compared to x. The optimal control policy (u * 1 , . . . , u * m ) denotes a minimizer over (α)of the right-hand side of Equation (8).
This policy corresponds to the value function described by Equation (7). Then, when the value function is available, an optimal control policy can be obtained as in Equation (8). However, an analytical solution of Equation (8) is almost impossible to obtain. The numerical solution of the HJB Equation (8) is a challenge which was considered insurmountable in the past.
Using the Kushner approach (see Kushner and Dupuis (1992) and Kenné and Boukas (1997) ), a discrete Markovian decision control problem with finite state space and finite action can be characterized by an m-dependent dimension given by
describing the numerical grid for the state variable x j related to the buffer j. Each machine has two states (i.e., p = 2 m states for an m-machine manufacturing system) and its production rate can take three values namely maximal production rate, demand rate and zero for each mode (i.e., 3
m×p states for an m-machine, p-mode manufacturing system). Such a dimension grows significantly with the number of machines. Hence, numerical algorithms such as policy iteration or policy improvement (see Kushner and Dupuis (1992) ) cannot be implemented on today's computers for large transfer lines classified in the control literature as complex systems.
Due to such complexity, Samaratunga et al. (1997) determined a near-optimal control policy of a manufacturing system consisting of two unreliable machines in tandem by using a hierarchical control approach. They compared the performance of their control, denoted as hierarchical control, to optimal control (when possible) and to stochastic extension of Kanban Control (KC) developed in Lou et al. (1994) and Two-Boundary Control (TBC) developed in Van Ryzin et al. (1993) . It turns out that TBC and KC can be shown to be asymptotically optimal under the conditions assumed in Samaratunga et al. (1997) ; see Sethi and Zhou (1996) for details. For a more general transfer line, the structure observed in Samaratunga et al. (1997) could be extended to define the control policy vector (u j , u j+1 ), j = 1, . . . , m − 1, given by the following equation:
with u j (t) being the production rate of machine M j and d j (t) the demand rate at buffer B j at time t. Demand d m (t) is constant at rate, Z j is the local hedging level and d j (t) is the local demand. This type of policy is deemed a good way of obtaining a satisfying suboptimal policy. The objective of the control problem is now to find
which is the vector of decentralized hedging points that minimizes the cost function. In the next section, we describe the proposed approach to solve the problem.
Experimental approach
The complexity of the studied problem prevents any analytical or numerical solution. However, practitioners generally fix the input parameters of the kanban policy in a relatively instinctive way, which can result in a less desirable performance. A promising approach proposed in Gharbi (1999, 2004) and Kenné (2000, 2003) consists in using a combination of analytical modeling to obtain a parameterized control policy structure, simulation, Design of Experiments (DOE) and Response Surface Methodology (RSM) to optimize the control policy in simpler manufacturing systems. We adapt and integrate this approach in our methodology. The following paragraphs describe the different steps to finding a characteristic profile that can be used for policy optimization in long lines. This methodology is illustrated in Fig. 3. 1. The transfer line control problem statement, as in Section 2, is the mathematical formulation of the production control problem through a stochastic optimal control model based on control theory. The objective of the study is specified in the formulation of the optimal flow control problem described herein. That objective is to find the control variables u i , i = 1, . . ., m that minimize the related inventory and backlog costs. 2. The optimality conditions are given by the related HJB equations. However, due to the complexity of those equations, the structure of the control policy is adapted from previous works such as Samaratunga et al. (1997) . 3. The control factors Z i ; i = 1, . . ., m are defined as the parameters of the near-optimal control policy obtained by adopting the structure of the control policy given by Equation (9) as described in Section 2. 4. The combined discrete/continuous transfer line simulation model is developed using the Visual SLAM language (Pritsker and O'Reilly, 1999) with C language subroutines. 5. The experimental design approach defines the domain of the factors to be analyzed, the way in which the factors will vary and the number of replications of the experiments. The results are used to obtain the effects of the factors and their interactions through the Analysis Of Variance (ANOVA). 6. The RSM is used to obtain the approximation of the objective function as a combination of the effects of the It is also verified to ensure that the solution lies within the domain fixed at step 6. It is well known that some choices of kanban levels can result in the inability to meet demand. This would result in an infinitely increasing backlog level. Also, the quadratic approximation of the response surface can only be accurate if the domain is appropriate. Adjustment of the domain is thus necessary in order to address these issues. This might require multiple iterations of steps 5 through 7. The response surface is validated using the appropriate analyses (Montgomery, 2005) . 8. The near-optimal control policy is defined with the validated optimal solution. The cost obtained in this configuration is considered as the minimum. 9. The profile of the parameters for the small lines is observed to find a general recurring profile. The results from multiple lines are analyzed to extrapolate to larger systems.
10. The profile-based distribution is obtained by fitting a parameterized profile well suited to the shape observed at step 9. The control factors are the profile parameters chosen to determine the distribution of all the buffer capacities. 11. The comparison of profile with the m-parameter policy is done by means of a hypothesis test. The test is conducted to determine if there is any statistically significant difference between the two results. The samples that are used for comparison are validation results. 12. The profile is accepted if the hypothesis tests conclude that there is no statistically significant difference between the results from the m-parameter policy and the k-parameter profile-based control policy. We generalize this profile to longer lines.
Simulation model
The performance-estimating tool that was chosen for this study is a combined discrete/continuous simulation model. It is developed using the Visual SLAM language (Pritsker and O'Reilly, 1999) with C language subroutines. The Visual SLAM portion is composed of various networks describing specific tasks (failure and repair events, threshold crossing of inventory variables, etc.). The model is shown in Fig. 4 with the following descriptions of the different blocks.
1. The INITIALIZATION block sets the values of Z i , the demand rate and the machine parameters such as u max MTTF and mean time to repair (MTTR). The maximum and minimum time step specifications for integration of the cumulative variables and allowable errors are also assigned at this step as well as the simulation time T and the time for the warm-up period after which statistics are cleared. 2. The DEMAND RATE is constant and defined in the INITIALIZATION block. It is shown here as an individual block to facilitate comprehension since it is constantly used as an input in the state equations. 3. The CONTROL POLICY is implemented through the use of observation networks that raise a flag whenever one of the thresholds is crossed. The production rates of the machines are then set according to Equation (9). 4. The STARVATION of the machines is implemented with the use of observation networks. Whenever one of the inprocess buffers becomes empty, a flag is raised. Another signal is sent when material becomes available for operation. Starvation is integrated in the state equations by the means of binary variables multiplying the production rates. 5. The FAILURES AND REPAIRS block samples the times to failure and times to repair for the machines from their respective probability distributions. The operational states of the machines are incorporated in the state equations by the means of logical variables multiplying the production rates. 6. The STATE EQUATIONS are equations defined as a C language insert. They describe the inventory and backlog variables using the production rates set by the control policy and the binary variables from the failure and repair and starvation networks. 7. The TIME ADVANCE block uses an algorithm provided by Visual SLAM. It is a combination of discrete-event scheduling (failures and repair), continuous variable threshold crossing events and time step specifications. 8. The UPDATE INVENTORY LEVELS AND CUMU-LATIVE VARIABLES block is used once the time step is chosen. The cumulative variables are integrated using the Runge-Kutta-Fehlberg method as described in Pritsker and O'Reilly (1999) . 9. The UPDATE INCURRED COST block calculates the incurred cost according to the levels of the different variables and the unit costs c + and c − .
The simulation ends when current simulation time t reaches the defined simulation period T. To obtain the average backlog and inventory levels, the cumulative variables are divided by T. One understands that the simulation time T cannot be infinite. Therefore, we ran offline simulations to determine the time necessary for the system to reach its steady state. We found that for our models, this corresponded approximately to 10 000 times MTTF. This duration is therefore used for all the simulations.
DOE and RSM
The experimental design is obtained and analyzed using a commercial software. From experience, we know that the response surfaces need to be at least of second degree and that the interactions between buffer pairs (not necessarily adjacent) often have statistically significant effects. An efficient design to obtain a response surface with these characteristics is the Central Composite type Design (CCD, Box-Wilson). It consists in a two-level factorial design augmented with center and axis points. This type of design is desirable because of its orthogonality, the ability to measure the effects of the factors independently from each other, and rotatability, the ability to estimate the response with equal variance in all directions from the center of the design. The number of runs for such a design with m parameters and n center points is 2 m + 2m + n. For more details, we refer the reader to Montgomery (2005) . From such a design we will extract two responses: one surface estimating the average surplus and another the average backlog. These responses are in the form of Equation (10):
with Y being the estimated response, Z i i = 1, . . . , m, the factors multiplied by their estimated β coefficients. When an acceptable portion of the variance of each response is explained by the models, the backlog function is multiplied by the unit cost ratio c − /c + and both functions are then added together. The resulting function is then minimized using non-linear programming.
In order to reduce the variability in the results from one configuration to another, we use the common random number technique. This technique consists in submitting different configurations to identical scenarios to estimate the response of the system under similar failure and repair events. This allows us to remove a portion of the variability in the response that is attributed to the particular series of events. Once the optimization is performed, we validate the estimated cost by running 30 replications with optimal parameters. We compute the 95% Confidence Interval (CI) using Equation (11):
with S obtained using Equation (12):
with C i , i = 1, . . . , n the results from the replications,C the average cost obtained from these replications, S the sample standard deviation and C * the optimal cost. If the estimated cost obtained with the cost functionC * lies within this CI, we consider that the response surface accurately estimates the actual cost.
As with most optimization techniques, the number of necessary runs grows with the number of input parameters. Because simulation can be quite time-consuming, this is undesirable. In order to eliminate this constraint, we will observe the results from the m-parameter lines to find a recurring profile. We will then use this profile to reduce the number of parameters of the optimization problem.
Numerical examples and results analysis
In this section we present the optimization results for vari- Table 1 shows the ANOVA for the inventory response of the four-machine line with c − /c + = 100. We notice that the R 2 coefficient is almost 100% which means almost all of the observed variance in the results is explained by the model. The inventory level is explained almost entirely by the experimental factors. This very high correlation coefficient is the result of the length of the simulation runs and the blocking technique used. We notice that the F-ratios for the individual factors are very important in comparison with the interactions and the factor squares. This means that the surface is almost a hyper-plane. The inventory level increases almost linearly with the factor levels. The table shows only the sources of variance which were considered significant. The resulting polynomial coefficients are listed in Table 2 .
For the backlog results, the variance of the results increases with the mean value of the backlog. In order to obtain uniformity of the variance and increase the R 2 coefficient, a transformation was used. The transformation that works best in our case is the fractional exponent transformation. For more details on transformations and their selection, we refer the reader to Montgomery (2005) . Table 3 shows the results of the ANOVA for the backlog with a 0.5 exponent transformation. We notice that R 2 = 98.72%, which is still very high. Nevertheless, such a high level of explanation is necessary since the penalty for the average backlog level is much higher than that of the WIP level in the studied cases. The backlog response exhibits more relative variability than the inventory response. This is due to the high variability of the exponential distributions used to model the failure and repair processes. The resulting polynomial coefficients are listed in Table 4 . Figure 5 shows contour plots of the resulting cost function for the four-machine line. We notice that the cost function is not very sensitive to the transfer of a small amount of buffer capacity from one buffer to another. The finished goods stock seems less sensitive to a slight increase or decrease in capacity around the optimum. This is because an increase in its capacity will augment inventory costs but reduce backlog costs, and a decrease in its capacity will have the opposite effect. The resulting changes in costs seem to balance each other out in a range of Z 4 .
The values of Z * i and the estimated resulting cost are shown in Table 5 at line c − /c + = 100 and the distribution of the Z * i along the line are shown in Fig. 6 . The results for Table 6 and Fig. 7 show the results for the five-machine lines, Table 7 and Fig. 8 for the six-machine lines and Table 8 and Fig. 9 for the seven-machine lines. All the obtained cost estimates fit in the 95% CI obtained from the validation runs.
We notice a general profile in the distribution of the hedging levels: while the first and last buffers seem to be more independent, the mid-section of the line seems to vary linearly. We notice that the optimal values of the parameters increase along the line. Experiments have shown that for identical buffer capacities, the buffers furthest down the line build up a lower inventory level. Therefore, as we move down the line, buffers can have a greater capacity while not generating an inventory level as high as would the upstream buffers with identical capacities. An explanation for this lies in the propagation effects of the machine failures. As we know, failure effects propagate to adjacent machines through blocking for the upstream machine and starvation for the downstream machine. Roughly, the machines which are furthest upstream have more chance of being blocked because they can feel the effect of the propagation of failures of more downstream machines. Even if the upstream machines do not become blocked directly, the increased Fig. 6 . Distribution of buffer space for the four-machine lines. buffer levels in front of machines that have become blocked will reduce the time before the failure propagates when another failure occurs. Results from experiments with homogenous transfer lines under saturated demand in Chiang et al. (2001) show that the average blocking probability decreases as we move downstream. Our experiments confirm this and show that the average buffer level also decreases as we move down the line. This phenomenon justifies the choice of a linear profile for the mid portion of the line over a "flat in the center" profile that would be more suited to the storage bowl phenomenon (Hillier et al., 1993) . The storage bowl was observed in the optimal distribution of buffer space in order to obtain a certain line capacity (minimize buffer space to achieve a desired throughput or maximize throughput with a fixed total buffer space). Here, we are concerned with the minimization of inventory and backlog costs. It is then to be expected that the profile that minimizes these costs will be the one that is consequent of buffer space utilization, or the average buffer level, rather than only the buffer capacity.
We have also noticed that the last buffer is more important than the others. This is due to the large penalty imposed on backlog. This penalty justifies an important finished goods buffer to prevent backlogging. This effect decreases as the penalty for backlogging decreases.
We also notice that the first buffer is significantly smaller than the other ones. This can be justified by the fact that the first machine is never starved. Therefore, machine M 1 only needs to build up an inventory to decouple machine M 2 from propagation of its failures, but not starvation. The   Fig. 7 . Distribution of buffer space for the five-machine lines. intermediate buffers have buffer levels that are more similar while they increase slightly as we move downstream. Also, the transfer of a small portion of capacity from one buffer to its neighbor will not have a significant effect on the resulting cost. This profile will be used to distribute the hedging levels along the line while reducing the number of parameters of the optimization problem.
Observed profile and distribution of buffer space
As we have noticed in the preceding section, there is a characteristic profile in the distribution of the hedging levels along the line. This profile, which is represented in Fig. 10 consists of two independent points, Z 1 and Z m , and a relatively linear portion from Z 2 to Z m−1 . Therefore, we propose to optimize only four parameters, buffers Z 1 , Z 2 , Z m−1 and Z m , while linearly interpolating the values between Z 2 and Z m−1 . Although this profile is probably not 100% exact, it will most likely give very desirable results while considerably reducing the computational effort of optimizing parameters individually. For example, the four-parameter CCD with two center points replicated four times gives 130 runs. The same CCD for eight parameters gives 1370 runs and the three-level factorial design 6561 runs. Considering that the computational time for simulations increases with the complexity of the systems (length in our case), we see that this heuristic approach becomes very useful, even necessary for long lines. We recall that any other optimization technique would necessitate a large number of simulation runs. Furthermore, if a flat in the center profile, or even an inverted bowl profile, was to be the best solution for a particular system, the four-parameter profile described here can adapt to these shapes. Tables 9, 10 and 11 show the results obtained with this four-parameter heuristic approach. To facilitate comparison of the results from the m-parameter optimization problems, both are presented in the same tables and are noted "full" and four-parameter profile optimization problems are noted "prof." In all cases, the null hypothesis (H 0 ) could not be rejected (A = accept). We notice that the results are very close in all cases. Furthermore, the profile does not systematically give a higher cost than the m-parameter optimization. The results show that the proposed profile gives an excellent approximation of the optimal distribution.
In addition, more experiments have been conducted varying other line parameters such as MTTF, MTTR, d and u max . The obtained results are reported in Table 12 .
We observe that in all cases, the profile heuristic has given similar results to the full optimization of the system. Although non-exhaustive, these cases confirm that the heuristic holds for systems with different parameters.
Application of the heuristic approach to a 20-machine transfer line
To illustrate the use of this heuristic approach, we now give a 20-machine example with results presented in Table 13 . This case was optimized using the proposed profile-based distribution of buffer space. 2 )/(m − 3), i = 3, . . . , m − 2. The results cannot be compared to the m-parameter optimization because it could not be obtained with the proposed technique and is provided as an example. As a comparison, the number of runs for a 20-parameter CCD with two center points replicated four times is 5243 090 runs and 17 433 922 005 runs for the three-level factorial design compared to 130 runs for the proposed profile-based policy. The computational effort to perform the full optimization would be much too expansive. Exhaustive simulation of all combinations would be simply impossible with today's computers.
Conclusions
Observing the increase in complexity of the production control problem in transfer lines according to the size of the line, we propose a heuristic method to reduce the number of parameters in the optimization problem. We have presented a series of hedging points or kanban optimization results for homogenous transfer lines subject to failures obtained using continuous flow simulation, DOE and RSM. The goal of such a problem is to minimize the average surplus/ backlog cost. We have observed that there is a characteristic profile in the distribution of the hedging points along the line which consists of independent points at the extremities and a linear distribution for internal buffers. Based on this observation, we have proposed a heuristic approach, which allows us to reduce the optimization effort for lines of m ≥ 4 workstations to a four-parameter problem. Such a heuristic approach is highly desirable because it reduces the number of runs necessary to solve the problem and thus the computational effort. A 20-machine case, which would have been virtually impossible to tackle as a 20 variables optimization problem, was solved using this heuristic approach and we provide the results as an illustration of its usefulness.
Further research would enable the extension of the observed profile to systems with different performance measures and machine parameters to the ones used in this paper. 
