Motivated by the growing importance of social media, this paper examines the relationship between new media, old media, and sales, in the context of the music industry. In particular, we study the interplay between blog buzz, radio play and music sales, at both the album and song levels of analysis. We employ the Panel Vector Auto-regression (PVAR) methodology, an extension of vector auto-regression to panel data. We find that radio play is consistently and positively related to future sales at both the song and album levels. Blog buzz, however, is not related to album sales and negatively related to song sales, suggesting that sales displacement due to free online sampling dominates any positive word-of-mouth effects of song buzz on sales. Further, the negative relationship between song buzz and sales is stronger for niche music relative to mainstream music, and for less popular songs within albums. We discuss the implications of these results for both research and practice regarding the role of new media in the music industry. 3 Social Media, Traditional Media, and Music Sales
INTRODUCTION
New media driven by user-generated content is starting to displace traditional media in terms of the way consumers learn about products and services, and even how they consume them. The music industry is a bellwether for this revolution, where social media are increasingly used for sharing information about music albums and songs -and also for the sharing of the music itself.
Traditionally, users discovered music either through radio play, or from their friends, and consumed it through album purchases (see e.g., Peitz and Waelbroeck 2004) . Now, users are increasingly discovering music through social media (such as music blogs and online music services) and consuming digital versions of songs and albums, often made available online by other consumers. These dynamics are not only changing consumer behavior but also impacting the size and shape of music sales (see also Ramaprasad 2008, 2012) . Our objective in this study is to examine the interaction between new media, traditional media and sales, as it applies to the music industry.
The recent disruption of the music industry can be traced back to the arrival of online peer-to-peer technologies such as Napster. The key to the disruption were two key characteristics of music: information goods nature of the product and the fact that it is an experience good. The fact that songs are information goods makes them share-able, free, and able to be distributed unbundled from the album. With the arrival of social media, people have many alternatives for discovering new artists, sharing recommendations and consuming music. Discovery and sharing now often go hand-in-hand, where individuals can not only share their recommendations but can share the actual song and allow others to sample it. Many of these interactions between individuals have been enabled through social media, including individual blogs, sites such as Last.fm, the Hype Machine, Mog and Pandora, and video streaming sites like YouTube.
The decline of sales in the music industry over the last decade has often been attributed to peer-to-peer sharing of music online (Siwek 2007) , with record labels arguing that this has cost the record industry $55 billion in revenue over the last decade (Ehlrich 2011) . In 2010 alone, revenues from global recorded music fell by over 8%, amounting to almost $1.5 billion. The increase in digital sales of 5.3% ($4.6 billion) did not compensate for the decline in physical sales of 14.2% or $10.4 billion (IFPI 2010) . Looking at just the United States shows a similar story -overall shipments of recorded music in the United States fell 11% to $6.9 billion, while growth in digital formats only partially offset a decline of 20% by value in physical formats. Our empirical analysis addresses in part the impact of new media on music sales, both at the album and song level. Specifically, our research questions are: what are the relative impacts of social versus traditional media on music sales? How do these impacts vary at the song-level versus the album-level, and for "mainstream" versus "niche" music?
To address these questions, we have assembled music album and song sales data from Nielsen SoundScan, and obtained radio play data from the same source as well. Our social media variables are constructed from the volume of blog posts about the album or song in question, which we call blog buzz, and it is measured using Google Blog Search. This is consistent with the approach of Stephen and Galak (2012) and Dhar and Chang (2009) who also operationalize online buzz through measures of volume of postings online. Our blog buzz measure capturesamong other things -music blog activity, which is arguably the primary mechanism by which consumers share music and music-related information amongst each other. While "blog buzz" is no doubt a narrower measure than "social media buzz" (which includes music sharing on Facebook, Twitter, MySpace, etc.), we find that blog buzz is highly correlated with other online music activity, such as Last.fm listens and Amazon music sales rank, suggesting that blog buzz is likely a good proxy for overall social media music interaction.
Our empirical analysis is conducted using Panel Vector Autoregression (PVAR) model, which is an extension of traditional VAR for panel data. The advantages of using the PVAR approach, as opposed to traditional multiple regression, are as follows. First, we are able to treat all of the key variables (buzz, radio play, and sales) as jointly endogenous, and assess the nature of bi-directional causality between all pairs of variables. Second, the model allows for lagged effects within and across time series, so we can understand the dynamic relationships between all variables. Finally, we are able to illustrate the effects of a shock in one variable on other variables as a function of time, using impulse response functions.
A summary of our findings is as follows: We find that the relationship between traditional media and sales and social media and sales differ from each other. These relationships are also different at the song level versus the album level. Specifically, we find that traditional media (radio play) has a positive relationship with both song and album sales. Interestingly, the relationship between social media (blog buzz) and album sales is largely insignificant, while the relationship between social media and sales at the song-level is negative. Further, this negative relationship is more significant for niche music as compared to mainstream music and for the less popular songs on an album.
Our explanation for this surprising negative relative relationship between song buzz and song sales centers on the dual nature of social media, as a platform for sharing not just information and opinions about music -but also for sharing the music itself. A spike in blog buzz about a piece of music is typically accompanied by a contemporaneous spike in the supply of free shareable music online. The negative association between song buzz and sales is likely due to the fact that the sales displacement caused by free online sampling dominates any potential incremental sales due to positive word-of-mouth influence of buzz on sales. These results clearly have implications for research and practice, which we discuss in the final section.
The rest of the paper is structured as follows. The next section provides an overview of the relevant prior literature and lays out the theoretical underpinnings of our work. Section 3 develops our PVAR empirical specification. Section 4 describes the data we have assembled for this study and Section 5 discusses our results and robustness checks. Section 6 provides some discussion and concluding remarks.
BACKGROUND AND PRIOR LITERATURE

Related Prior Work
Our analysis draws from and contributes to the literatures dealing with (1) social media and market outcomes, and (2) impact of social media in the music industry. A key issue addressed in the first stream of literature has to do with the influence of consumer opinions (reviews, recommendations) and actions (consumption choices) on product sales. A number of papers have examined the influence of product reviews on sales, such as Godes and Mayzlin (2004) for TV show ratings, Chevalier and Mayzlin (2006) for books, and Liu (2006) , Dellarocas et al. (2007) , Duan et al. (2008) , Chintagunta et al. (2010) , and Moon et al. (2010) for movies.
Typical results in this body of work are as follows: product sales are positively related to the volume and valence (e.g., star rating) of reviews; negative reviews are more influential than positive ones; consumer word of mouth is more important for niche products; featured reviews and reviews posted by reputable reviewers are more impactful (Forman et al. 2008) ; and the actual text of reviews offers incremental explanatory power beyond the average ratings (Ghose and Ipeirotis 2011) . In a different context, Dewan and Hsu (2004) studied the impact of seller ratings (a product of word-of-mouth) on probability of sale and price in online auctions on eBay.
Finally, some studies have looked at the role of observational learning, or learning from the past actions of other consumers, on product sales; e.g., Chen et al. (2010) found that the display of product popularity information on Amazon is associated with increased incremental sales.
More recent research has examined the association between social media activity and market outcomes. For example, Onishi and Manchanda (2012) look at the impact of blogging on product sales of three products in Japan: green tea drinks, movies, and cellular phone subscriptions. They find a clear link between blogging volume and valence on product sales.
They also examine the interaction between new media and traditional media and find that TV advertising has the effect of spurring additional blogging activity, especially in the pre-release period. Rui et al. (2011) examine the relationship between Twitter messages and sales, finding that valence of the tweet, influence level of the tweeter and the intention expressed by the tweeter to watch a specific film, all matter when examining the influence on sales. The study closest to our research questions, Dhar and Chang (2009) , ask whether blog "chatter" is predictive of future album sales. Sales are imputed from Amazon album sales rank and blog chatter is measured by the total number of blog posts about the album using Technorati blog search. The results suggest that blog chatter is predictive of future sales, as is the volume of mainstream reviews, but the number of Myspace friends is not significant. While our study has similar goals to Dhar and Chang (2009) , there are a number of key differences. We have obtained actual music sales data (from Nielsen SoundScan) at both the album and song level.
Further we look at blog buzz, also at both the album and song levels. Our analysis incorporates both new media (blog buzz) and traditional media (radio play) and examines the possibility of bidirectional causality using Granger Causality and Panel Vector Autoregression (PVAR).
Our research also contributes to the literature that has examined the impact of emerging technologies on the music industry. Given the decline in music sales, there is significant research attention given to questions of whether and to what extent new technologies and media are responsible for the sales decline. With respect to peer-to-peer music sharing technologies, Rob and Waldfogel (2006) estimate that each album download displaces purchases by 0.2 albums.
Similarly, Zentner (2006) finds that peer-to-peer usage reduces the probability of buying music by 30%. In a more recent study, Waldfogel (2010) reexamines the issue of sales displacement due to illegal file sharing in the presence of a legal download service: iTunes. The real-world experiment, which used University of Pennsylvania undergraduates as subjects, found that an additional song illegally downloaded reduces paid consumption by between a third and a sixth of a song, which is similar in magnitude to the earlier study. The study by Liebowitz (2004) similarly found that file sharing and mp3 downloads have resulted in sales displacement at the rate of 15% to 20%.
Other research is examining the impact of social media on music sales, of which the Dhar and Chang (2009) study discussed above is one example. In the same vein, Morales-Arroyo and Pandey (2010) and Abel et al. (2010) also examine the value of electronic WOM and online chatter, respectively, in predicting future music album sales. Chellappa and Chen (2009) show that sampling on MySpace has a positive relationship with music purchases. Chen et al. (2011) also look at MySpace data and find that music sales is positively related with bulletins and friend's updates on the artist's profile pages. These effects are amplified by the number of friends that the artist has on MySpace. Dewan and Ramaprasad (2012) shift the focus from sales to a different form of music consumption, which is full-track online sampling -a form of free consumption enabled by ability of users to upload and share digital versions of songs (see also Peitz and Waelbroeck 2006) . Based on data from one of the largest music blog aggregators, and motivated by theories of observational learning, Dewan and Ramaprasad (2012) 
document robust empirical results
showing that music sampling is positively associated with music and blog popularity, and these effects are stronger for niche music as compared to mainstream music -raising some intriguing questions about the potential long-tailing of music sampling and sales as a result of music blogging and online sharing. Dewan and Ramaprasad (2008) is similar in spirit to the present study, but the research design is limited to albums (not songs) and social media alone (not radio play), and the scope of analysis focuses on identifying the nature of causality between buzz and album sales.
Theoretical Background
The objective of this paper, as illustrated in the conceptual framework of Figure 1 , is to understand the interactions between new media (blog buzz), traditional media (radio play) and music sales, at both the album and song levels. We are also interested in understanding how these interactions are moderated by music characteristics such as niche vs. mainstream music, as indicated by the type of record label (major or independent) and artist reputation. Within this broad framework, we are most interested in the effect of buzz on music sales, which is where we start our discussion.
We can posit both a positive and a negative association between social media buzz and music sales. The positive effect of buzz on sales is due to the word-of-mouth (WOM) effect, whereby social interactions and influence between consumers affect consumer decision-making.
The blogging and sharing of a piece of music implicitly conveys a positive opinion about the piece, potentially influencing other consumers to not only sample the music, usually through full-track streaming (Dewan and Ramaprasad 2012) , but to purchase it as well (Dhar and Chang 2009 ). Indeed, a recent music consumer survey (Nielsen 2012) indicates that positive recommendations from a friend and positive feedback from a blog or chat room are among the most likely factors to influence music purchase decisions, which is consistent with King and Balasubramanian's (1994) argument that "other-based preference formation" is particularly important for experience goods. In the aggregate, the higher the buzz about a piece of music, the greater the potential influence on consumers, which should ultimately translate into higher sales of the music that is blogged about.
We turn now to the potential negative effect of buzz on sales, which on the face of it appears quite counter-intuitive. It arises from the information goods nature of music and the dual nature of social media, not only as a disseminator of information about music (i.e. a source of WOM) but as a platform for sharing the music as well. Here, music is typically consumed through the use of full-track streaming, which we have referred to as sampling in prior work (see, e.g., Dewan and Ramaprasad 2012) . In other words, social media such as music blogs can be used by consumers not only to share music consumption choices and opinions, but also to share the actual music itself. Indeed, the typical music blog post includes a discussion of songs, albums or artists along with mp3 links for the streaming of specific songs that the blogger chooses to share. It is not uncommon for an entire blog post to be just a listing of mp3 links for all of the songs from an album. Thus, a spike in buzz about a piece of music increases the volume of information about it, and at the same time, the spike in buzz also results in a jump in the supply of free music that is easily accessible by interested consumers. Indeed, music consumption through full-track streaming is a free substitute for consumption through sales, and this sampling-driven sales displacement leads to the negative effect of buzz on sales. Whether or not this negative effect dominates the aforementioned positive WOM effect is ultimately an empirical question, which we hope to answer through our analysis.
The next question of theoretical interest is how the relationship between buzz and sales is different across different categories of music characteristics. The key characteristics that we focus on are music preference (mainstream or niche) and consumption preference (albums or songs). Table 1 summarizes how these characteristics interact to affect the modes of music discovery (traditional media or social media) and consumption (CD's or digital downloads).
Mainstream music is that music preferred by the mass market, and thus more likely to be publicized and discovered through traditional media, while niche music has an inherently smaller market of consumers who are interested in it. Niche music is almost exclusively discovered through social media, not only through blog posts, but also through videos on YouTube or recommendations through online music sites. This is because niche music does not get the attention of traditional media unless they become wildly popular (see, e.g., Stephen and Galak 2012) . In terms of consumption, albums tend to be consumed in the form of CD's -60% of purchased albums are physical CDs -although digital downloads of entire albums is catching up on account of being viewed as better value than physical CD's (Nielsen 2012). Songs, on the other hand, are almost exclusively consumed via digital downloads (Nielsen 2012).
Thus, given that songs are discovered and consumed online, whereas the majority of this process is offline for albums, and since free sampling is a closer substitute for digital downloads, we expect that the sales displacement effect will be stronger at the song level as compared to the album level. On the other hand, these differences between albums and songs do not affect the impact of positive WOM, and therefore the WOM effects would be comparable for albums and songs. Together, we can predict a positive association between buzz and sales for albums, but the corresponding prediction at the song level is ambiguous, due to the countervailing positive WOM effect and negative free online consumption effect.
The scenario at the song level may become less ambiguous when distinguishing between mainstream versus niche songs. Indeed, as Table 1 shows, the difference between the two types of songs is that whereas the most popular mainstream songs might be discovered via traditional media, niche songs are almost always discovered via social media. Thus, for niche songs music discovery and consumption are both online (usually separated by a single click), but for mainstream songs discovery and consumption are less synchronized and typically occur on different media. Therefore, it is reasonable to conclude that the sales displacement effect of free sampling would be stronger for niche songs as compared to mainstream songs, and we can more confidently predict a negative relationship between buzz and sales for niche songs relative to mainstream songs.
The different effect of social media vs. traditional media on market outcomes is also one that has been recently explored. Trusov et al. (2009) find that the WOM effect lasts longer than the effects of traditional marketing when looking at the impact on sign-ups to a social networking site. Stephen and Galak (2012) find that social media activity does impact sales (loans on Kiva.org), but only through the effect that social media has on traditional media. In the case of music, while the effect of social media on song sales is uncertain, as discussed above, we would expect a positive relationship between traditional media (radio play) and sales, due to the tremendous exposure enjoyed by the select few songs singled out to be played on radio, TV, cable or other traditional media. Accordingly, we expect differences in the impact of traditional and social media on music consumption, which we hope to tease out in our analysis.
Our study is more comprehensive in scope than prior studies in at least three ways. First, we look at the relationship between buzz and sales at both the album and song levels, while allowing for interactions across the levels. This is clearly important given the dramatic shift in music sales from albums to songs. Second, our research design incorporates both new media (social media) and traditional media (radio play), and thereby isolates the effect of social media beyond the effects of mainstream media. Finally, while prior work has been focused solely on the role of social media as a word of mouth platform, our study brings out the dual role of social media as both a disseminator of music information, but also as a mechanism for sharing music in digital form.
We employ the panel vector auto-regression (PVAR) method for our empirical analysis.
The PVAR model is suitable for studying the relationships between a system of interdependent variables, without imposing ad hoc model restrictions; e.g. assuming exogeneity of some of the variables, which other econometric modeling techniques require (Adomavicius et al. 2012) . In other words, this method allows us to treat all the key variables as jointly endogenous, and to explicate dynamic effects, such as the impact of a shock in one variable on other variables over time. While the use of PVAR is fairly nascent, it has recently been employed in the management literature, particularly in Finance and Marketing. In Finance, Love and Zicchino (2006) examine the relationships between a country's financial development and its dynamic investment behavior, and Stanca and Gallegati (1999) study the link between firms' financial decisions and their investment decisions. In Marketing, PVAR has been used to study the persistent effects of marketing investments on sales (Dekimpe and Hanssens 1995) , the differential impact of marketing-induced versus WOM-induced customer acquisition (Villanueva et al. 2008 ) and the effects of WOM versus traditional marketing (Trusov et al. 2009 ). Chen et al. (2011) also use the PVAR approach to examine artists' MySpace broadcasts on music sales as imputed from Amazon Sales Rank. The following section provides a detailed discussion of how we use the PVAR method for the problem at hand.
EMPIRICAL METHODOLOGY
We examine the interactions between social media, traditional media and sales (see Figure 1) , at both the song and album levels. To do this, we first conduct Granger Causality tests to examine the potential endogeneity between pairs of each of our three key variables, first at the song level and then at the album level. Next, we conduct the PVAR analysis, which allows us to understand the dynamic relationships between all variables. In examining the results of the PVAR analysis, Our PVAR model is specified as follows:
where ! , ! and ! denote weekly song sales, weekly song buzz and weekly radio play, in week ( = 1,3, … , ), respectively. J is the order of the model, which may be determined using Akaike's information criterion (AIC). For the analysis at the album level the variables ! and ! are replaced by their album-level counterparts. Thus, in the song-level (album-level, respectively) analysis, song (album, respectively) sales is a function of past song (album, respectively) sales, past song (album, respectively) buzz, past radio play, and an error term. In the PVAR model, the coefficients represent the relationship between the lagged values of each of the variables (song sales, radio play and buzz) and the variable on the left hand side. When looking at the impact on song sales, for example, the coefficient on the first lag of radio play indicates the percentage increase in song sales in the following week corresponding to a one percent increase in radio play in the current week. Details of the variable operationalization are provided in Section 4 below.
We determine the appropriate lag length J using Akaike's Information Criterion (AIC), following the standard approach in the VAR literature (see, e.g., Holtz-Eakin et al. 1988, Love and Zicchino 2006) . Specifically, we calculate AIC for each cross section and take the modal value of the optimal lag length among all cross-sections. We performed two transformations to the main variables. First, we took the natural log of the buzz, sales and radio play variables. In order to remove individual fixed effects that might affect our relationship of interest (such as song or album quality and advertising budgets) we performed the Helmert transformation on the song buzz, album buzz, song sales, and radio play variables (following Arellano and Bover 1995 and Love and Zicchino 2006) . The Helmert transformation involves the forward meandifferencing of the variables; i.e., fixed effects are removed by subtracting the mean of all future observations available for each song-week. This transformation ensures orthogonality between the forward-differenced variables and their lagged values (see Love and Zicchino 2006) . Therefore, to address the issue of simultaneity, the lagged regressors are used as instruments for the forward-differenced variables and the system GMM estimator is used to allow for error correlation across equations.
The PVAR analysis is supplemented with the analysis of impulse response functions (IRFs) to elucidate the dynamics in the relationships of interest. IRFs show the response of one variable to an exogenous shock (i.e., a one standard deviation shock) to another variable in the system, while holding all other shocks at zero. Using IRFs we are able to visualize the dynamics of the pairwise relationships. In other words, we can isolate the reaction of song (album) sales to an orthogonal shock in the song (album) buzz while holding radio play constant; similarly, we can isolate the reaction of song (album) sales to an orthogonal shock in radio play, while holding buzz constant. Together, PVAR and impulse response functions allow us to gain a comprehensive understanding of the relationships between traditional media, social media and sales.
In addition to the full-sample analysis described above, we conducted a set of sub-sample analyses in order to understand the nuances in the set of relationships represented in the conceptual model of Figure 1 . That is, we are interested in understanding whether the relationships we observe are consistent for different types of music -music that is considered more and less niche. To do this, we conduct sub-sample analyses based on record label (major vs. independent) and artist reputation (high and low).
DATA
To conduct the PVAR analysis, we use two panel datasets. The blog buzz data was collected through Google Blog Search, and is measured by the number of blogs that mentioned both the exact artist name along with the exact song name (for song level) or the exact artist name and the exact album name (for album level) in a given week.
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This weekly blog buzz data is matched with corresponding weekly song and album sales from Nielsen SoundScan. This data includes both offline and online sales and is used to create the Billboard music charts. In doing this analysis, we included only songs and albums that have both sales and buzz observations that are different from zero for at least one week during the span of the 24 weeks we are analyzing.
We supplement this data with additional variables including record label (independent vs. major label) and artist reputation; these variables do not vary over time. Artist reputation is a dummy variable, indicating whether the artist was on the Billboard "Top Artists of the Year" in any of the years between 2002 and 2006 or if the artist was on the All-Time Hot 100 Artists. If the artist was on either one of these charts in the years mentioned, the "artist reputation" variable is set to one; otherwise, it is zero. Summary statistics are presented in Tables 2 and 3 , at the song and album levels, respectively. At the song level, we see that the average number of radio spins and the average song sales are higher for songs released by independent labels, though average song buzz is higher for songs and albums that are released by major labels. Radio play and song sales are higher for songs released by artists who have a high artist reputation, while song buzz is higher for songs released by artists who have a lower artist reputation. At the album level, we see that radio play is higher for independently released music, though album sales are lower. Album buzz is marginally higher for independent music. Turning to artist reputation, we see that radio play, album buzz and album sales are all higher for albums released by high reputation artists as compared to albums released by artists who have not established themselves.
RESULTS
At the outset, we tested our data for stationarity: to conduct both Granger Causality and PVAR analysis, the variables must be stationary. We use the Harris-Tzavalis test (Harris and Tzavalis 1999) for panel data. Results of this test are reported in Table 4 and indicate that all of the variables are stationary. Next, we conducted Granger Causality tests. The results for these tests are reported in Tables 5 and 6 and show clear evidence of bi-directional causality in each pair of variables, at both the song level and the album level. This supports our approach of analyzing the variables as a "full dynamic system" (Trusov et al. 2009 ), through PVAR analysis. The results of this analysis are reported below.
Main Results
The main results from our PVAR analysis (Equation 1) are reported in Tables 7 and 8, for the song and album levels, respectively. We first examine the results for the regressions with sales as the dependent variable. Looking at the coefficient estimates on the radio play variables, we see that the results are fairly consistent at the song and album level: radio play has a short-term positive relationship with sales, as shown by the positive and significant coefficient on the first lag (album level) or two (song level) and insignificant coefficients for the subsequent lags.
However, looking at the coefficient estimates on the lagged buzz variables shows different relationships at the song and album levels. At the album level, we see that the coefficient estimates are insignificant across all lags, indicating that buzz at the album level does not have any discernible association with sales, possibly because the positive and negative effects of buzz on sales balance each other out. At the song level, however, we see that the coefficient estimates on all of the lags are negative and significant suggesting that at the song level buzz is negatively related to sales. These contrasting results are interesting and suggest that blog buzz potentially plays different roles in terms of predicting song versus album sales, as we discussed in Section 2.2.
To further quantify the relative predictive power of each of the covariates for explaining the variance of sales, we conduct a variance decomposition analysis, reported in Table 9 . The table shows the decomposition for different number of weeks ahead. What we see is that past sales is obviously the best predictor of future sales. However, the predictive power of buzz increases over time at the song level, so that about 10% of the variance in sales is explained by buzz at Week 6 and almost 20% in Week 10. By comparison, the explanatory power of album buzz is very weak. The predictive power of airplay is limited due to the fact that most songs do not get any air time, and therefore there is very little variation in the airplay variable across songs (i.e., most values are 0). Nonetheless, the predictive value of airplay is higher for albums as compared to songs, and rises to a little over 5% by Week 10.
Now we turn to the analysis of the relationships between sales, airplay, and buzz when buzz is the dependent variable (Tables 7 and 8) , we see fairly consistent results. That is, at the song level, the coefficients on the sales variables are largely negative and significant though at the album level there is no discernible pattern. Together, we see that the song-level results differ from the album-level results and that, contrary to expectations given our knowledge of the positive impact of positive word-of-mouth, buzz may not always drive consumption.
An explanation for the negative association between song buzz and song sales, based on our theoretical discussion of Section 2.2, is that the positive WOM effect of buzz on sales is dominated by the negative sales displacement effect of free sampling. Given this, one might wonder if the sales displacement effect varies across songs in an album, as a function of song popularity. This is a pertinent question since consumers' relative preference for buying versus freely sampling might depend on the popularity of the song. Specifically, consumers might be more willing to buy popular songs, but would rather freely sample (rather than buy) the less popular songs.
To address this question, we characterized song popularity on the basis of Last.fm listens. 2 We put every song in our data set into one of four categories, corresponding to the whether the song was the first, second, third, or lower than third, rank in terms of Last.fm listens across all the songs in the album. Based on this classification we conducted a comparative analysis of three subsamples of songs, as reported in Comparing the results in the three columns of Table 10 , we see that while all of the song buzz variables are negative and significant for the full sample of songs, only two of the coefficients are negative and significant for the Top Three Songs subsample, and none of the coefficients are significant for the Top Song subsample. This is consistent with the notion that, indeed, consumers do have a greater willingness to pay for the more popular songs in the album, to the point where for the most popular song in the album the negative sales displacement effect is weak enough, so as to be counter-balanced by the positive WOM effects. Thus, song popularity does explain some of the variation in the effect of buzz on sales. The following section considers the moderating role of other music characteristics.
Sample Split Analysis
We continue our analysis by exploring how the nature of relationships in Figure 1 vary based on the type of music, (mainstream versus niche) using sample split analyses of record label (independent vs. major) and artist reputation (high vs. low). 3 The results are reported in Tables   11 and 12 . Looking first at the record-label sample split (Table 11) , we find some interesting patterns. The radio play coefficients for both major label and independently released music at the song level are consistent with our main results, in that radio play has a short-term positive relationship with sales. At the album level, we note that this relationship is significant for independently released music, but not for major labels. For songs, both sets of radio play coefficients are significant, though the magnitude of the coefficients for independent-label music is larger than the corresponding coefficients for major-label music. That is, radio play has a stronger effect on sales of independent music, as compared to major label music, at both the song and album levels. However, the sales boost appears to be short term, as the coefficients older than the second lag are insignificant.
There are also interesting differences in the estimates for the buzz variables depending on the record label. For major-label music, the relationship between song buzz and sales is insignificant throughout. For independent music, all of the buzz coefficients are negative and significant. So the sales displacement effect due to a spike in song buzz is long-lived, lasting at least six weeks. At the album-level, the insignificant relationship that we found in the main results persists here.
Looking at the results of the sample split on artist reputation (Table 12) , we see similar results for the relationship between buzz and sales as we did with the sample split on record label. Here, it is clear that the relationship between song buzz and song sales that we saw in the main results at both the song and album-level are driven by music released by artists who have not yet established a high reputation. Again, airplay has a short-term positive effect on sales, but in this sample split we see these results for low reputation artists only; there is no significant relationship between radio play and sales for high reputation artists at either the song level or the album level. Taken together, the record label and artist reputation sample splits provide evidence that it is perhaps less well-known music and artists whose sales are most impacted by the sales displacement effect of free sampling.
Impulse Response Functions
We supplement the regression estimates with the analysis of the corresponding impulse response functions (IRFs). The IRFs allow us to examine the response of one variable to a shock in another variable, and to check whether the impact is or transitory or longer term. Figures 2-5 highlight selective IRFs so we can examine the response of song sales and album sales to a shock in airplay (Figures 2 and 3) and to a shock in buzz (Figures 4 and 5) , respectively. Looking at Figure 2 , we see that the reaction of song sales to a shock in radio play is positive, though the effect attenuates quickly over time. In contrast, the reaction of song sales to a shock in song buzz (Figure 4 ) is initially close to zero and becomes more negative over time. At the album level, we see that there does not seem to be an immediate reaction of album sales to a shock in radio play (Figure 3 ), though after one time period the reaction increases and stays positive over time -it only marginally decreases by the sixth time period. Additionally, we see the insignificant relationship between album buzz and album sales reflected again in the corresponding IRFs ( Figure 5 ) ⎯ the reaction of album sales to a shock in album buzz hovers around 0 for the six periods. Overall, comparing song vs. album level reaction of sales to buzz, it is evident that while album sales have virtually no reaction to a shock in album buzz, song sales have a negative and increasingly negative reaction to a shock in song buzz. Further, the reaction of sales to radio play is positive at both the song level and the album level, peaking quickly and then declining over time.
From the results of the IRFs, we are able to calculate the elasticity of sales with respect to buzz and airplay. These elasticities are presented in Tables 13 (song-level) and Table 14 (albumlevel). We see that overall, the elasticity of song sales with respect to airplay is positive and fairly consistent over time, while the elasticity of song sales with respect to song buzz is negative and increases in magnitude over time. This indicates that as time progresses, song sales become more sensitive to a shift in song buzz. At the album-level we find that the elasticity of album sales with respect to airplay is positive and increases in magnitude over time, while the elasticity of album sales with respect to album buzz is almost zero. Both the results presented in the IRFs and the elasticity results are consistent with the original PVAR regression results reported earlier.
Robustness Checks
Our basic specifications so far did not include the cross effects of album buzz and sales on song sales, and vice versa. 4 These cross effects could be important since blog posts that contain song names also contain album names, and thus influence album sales along with song sales -and vice versa. In other words, variation in the song (album) buzz variable to some extent captures variation in album (song) buzz as well. If these cross effects are significant, then ignoring them might lead to biased results. Accordingly, we expanded our song and album specifications to include album and song variables, respectively. The PVAR estimation results for these expanded specifications are provided Table 15 , where we focus just on song and album sales as the dependent variables. We see that the qualitative nature of our baseline results is unchanged. That is, airplay has a positive association with both album and song sales. Song buzz has a negative association with song sales, while the coefficients on album buzz in the album sales regression have mixed signs. In terms of the cross effects, album buzz appears to have a positive association with song sales, whereas the coefficients on song buzz in the album sales regression are negative and significant. The latter result reflects the fact that free sampling of songs hurts not just song sales, but corresponding album sales as well. The coefficients on album sales in the song sales regression have mixed signs, whereas song sales appear to have a negative association with album sales; i.e., when people buy a song they tend not to buy the corresponding album.
Next, we explore the idea that perhaps there is an "over-hype" effect that may explain the negative effect of song buzz on song sales. In other words, we explore whether the large volume of song buzz, particularly for some of the most buzzed about or "hyped" songs, is overwhelming the smaller volume of song sales, driving the negative relationship between the two. To see if this is the case, we divide the sample based on the ratio of song buzz to song sales, including the songs in the top 99 th percentile mean buzz to sales ratio in the "high hype" group and the others in the "low hype group." These results are reported in Table 16 . It is clear that, even after excluding the most hyped songs, our results are consistent. We do the same exercise with the airplay to song sales ratio and again, find that our results are consistent.
Finally, we conduct a robustness check on the number of lags included in the PVAR specification. The AIC criterion indicated that six or seven lags might be best, although the difference in the AIC magnitudes was small. We decided to include six lags for the sake of parsimony. Table 17 shows the main results when seven lags of all variables are included, and as can be seen the qualitative nature of the results is unchanged.
DISCUSSION AND CONCLUSIONS
Our analysis of the dynamic relationships between social media, traditional media and sales, found interesting differences at the song and album level and within different music sub-samples.
We find that at the song-level, the impact of radio play on sales is positive and declines rapidly over time, and the impact of song buzz is negative and becomes more negative over time. By contrast, at the album level, both radio play and buzz have a moderate and consistent positive relationship with sales. This analysis suggests that the impact of social media, and the buzz therein, is different at the song level and at the album level, and for mainstream versus niche music.
highlights the dual role of social media as a platform for sharing not just information and opinions about music, but for sharing the music itself -which has hitherto not been addressed in prior research. A shock in blog buzz is typically accompanied by a contemporaneous shock in the supply of free, shareable music in the form of streaming mp3 links. Indeed, in a majority of blog posts at the song level, we find that the bloggers provide a mechanism for users to sample the music via streaming. As a result, any potential positive effects of blog buzz on song sales appears to be swamped out by the negative effect of free sampling on sales. Interestingly, we find this net negative result at the song level and not at the album level. This might be due to the fact that with the trend in unbundling of albums, this media sharing happens largely at the song level, not at the album level. In addition, it is also possible that individuals who consume albums are different from those who consume songs in their propensity to sample versus purchase music.
Anecdotal evidence suggests that those who consume albums are most likely to purchase physical albums (Nielsen 2012), while those interested in songs are digital consumers, who are more likely to sample music online.
Our analysis has a number of implications for both research and practice. The evidence of bidirectional causality calls for caution when analyzing buzz and sales data. Unless proper models are used to explicitly allow for two-way causal effects, estimates of the impact of buzz on sales might be biased and therefore misleading. With respect to the impact of buzz on sales, our results highlight the multi-faceted role of social media in the music context. These media are used to share information about music items -but also to share the music itself. Any positive effects of the first type of sharing might be cancelled and reversed by the negative effects of the second type of sharing (i.e., the music itself) on sales. Therefore, a study of the word-of-mouth effects of social media must also account for the use of this media for sharing digital goods.
From a practical standpoint, our findings suggest that buzz marketing campaigns might have different results when targeted at the album versus song level. Further the design of the campaigns must account for the confounding effects of word-of-mouth social influence versus the sharing of music.
It is clear that the results we found here are unlikely if music were not an information good. The digitization of products has made them more accessible to consumers, through both legitimate and illegitimate means. The online music landscape is continually growing, with a large variety of sites available to stream and download music, including sites such as Last.fm and Spotify. As individuals begin to have access to music through such sites, which enable consumption without purchase, the relationship between sampling and sales becomes even more important. Our results demonstrate that creating awareness of such goods, through online venues such as social media, may not have a direct, positive effect on sales; in fact, it may lead people to access the good for free. While this may be concerning for those operating and seeking to make money from digital goods, it is important to note that this ability to consume the good for free (i.e. sample it) may provide incentive for consumers to purchase complementary products. The insights that are generated from our analysis are applicable to other information goods, where sampling and sales are both viable mechanisms for consumption. Thus our overall framework and insights are applicable to software, print and film although the distinction between album and singles may not be relevant in these contexts.
This study does have some limitations. We have data on only one type of social media, i.e., blog posts, and not Facebook, MySpace and other media. Also, we have data on only volume of word-of-mouth, not valence. However, we believe this is not very limiting in the music blog context, due to the fact that almost all music blog posts implicitly represent a positive opinion so that there is no variation in valence here. Another issue with the measurement of buzz is that it just counts album and song mentions, which combines word-of-mouth effects with media sharing effects. Thus, we are only able to observe the net impact of the two factors; it may be interesting for future research to separately measure the two effects, so their individual contributions can be distinguished from one another. Another limitation is that our research design includes just one traditional media, namely radio play. However, Peitz and Waelbroeck (2004) note that radio play is the single most important traditional channel through which users discover music. Overcoming these limitations can provide fruitful directions for further research.
Overall, this study sheds new light on the impact of new versus traditional media on music album and song sales, and the results have implications for the design of both academic studies and buzz marketing campaigns in practice. Table 1 and are logged and forward mean-differences. ** , ** , * denote significance at 1%, 5% and 10%, respectively. Response of album sales to shock
Number of weeks post shock
Response of Album Sales to Album Buzz Table 1 and are logged and forward mean-differenced. ** , ** , * denote significance at 1%, 5% and 10%, respectively. 
