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Abstract
For a graph G, we denote by σ2(G) the minimum degree sum of two non-adjacent vertices
if G is non-complete; otherwise, σ2(G) = +∞. In this paper, we prove the following two
results: (i) If s1, s2 ≥ 2 are integers and G is a non-complete graph with σ2(G) ≥ 2(s1 +
s2 + 1)− 1, then G contains two vertex-disjoint subgraphs H1 and H2 such that each Hi is
a graph of order at least si + 1 with σ2(Hi) ≥ 2si − 1. (ii) If s1, s2 ≥ 2 are integers and
G is a triangle-free graph of order at least 3 with σ2(G) ≥ 2(s1 + s2) − 1, then G contains
two vertex-disjoint subgraphs H1 and H2 such that each Hi is a graph of order at least 2si
with σ2(Hi) ≥ 2si − 1. By using this result, we also give some corollaries concerning degree
conditions for the existence of k vertex-disjoint cycles.
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1 Introduction
In this paper, we consider finite simple graphs, which have neither loops nor multiple edges.
For terminology and notation not defined in this paper, we refer the readers to [4]. Let G be
a graph. We denote by V (G), E(G) and δ(G) the vertex set, the edge set and the minimum
degree of G, respectively. We write |G| for the order of G, that is, |G| = |V (G)|. We denote
by dG(v) the degree of a vertex v in G. If H is a subgraph of G, then dH(v) is the number
of vertices in H that are adjacent to a vertex v of G. The invariant σ2(G) is defined to be
the minimum degree sum of two non-adjacent vertices of G, i.e., σ2(G) = min
{
dG(u) + dG(v) :
u, v ∈ V (G), u 6= v, uv /∈ E(G)
}
if G is non-complete; otherwise, let σ2(G) = +∞. We denote
by g(G) the girth of G, i.e., the length of a shortest cycle of G. In this paper, “disjoint” always
means “vertex-disjoint”. A pair (H1,H2) is called a partition of G if H1 and H2 are two disjoint
induced subgraphs of G such that V (G) = V (H1) ∪ V (H2).
Stiebitz [14] considered the decomposition of graphs under degree constraints and proved
the following result.
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pp. 359–366.
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Theorem A (Stiebitz [14]) Let s1, s2 ≥ 1 be integers, and let G be a graph. If δ(G) ≥
s1 + s2 + 1, then there exists a partition (H1,H2) of G such that δ(Hi) ≥ si for i ∈ {1, 2}.
Kaneko [11] showed that the same holds for triangle-free graphs with minimum degree at
least s1 + s2.
Theorem B (Kaneko [11]) Let s1, s2 ≥ 1 be integers, and let G be a graph. If δ(G) ≥ s1+ s2
and g(G) ≥ 4, then there exists a partition (H1,H2) of G such that δ(Hi) ≥ si for i ∈ {1, 2}.
Diwan further improved Theorem A for graphs with girth at least 5, see [6]. Bazgan, Tuza
and Vanderpooten [1] gave polynomial-time algorithms that find such partitions.
The purpose of this paper is to consider σ2-versions of Theorems A and B. More precisely,
we consider the following problems.
Problem 1 Let s1, s2 ≥ 2 be integers, and let G be a non-complete graph. If σ2(G) ≥ 2(s1 +
s2 +1)− 1, determine whether there exists a partition (H1,H2) of G such that σ2(Hi) ≥ 2si− 1
and |Hi| ≥ si + 1 for i ∈ {1, 2}.
Problem 2 Let s1, s2 ≥ 2 be integers, and let G be a graph of order at least 3. If σ2(G) ≥
2(s1 + s2)− 1 and g(G) ≥ 4, determine whether there exists a partition (H1,H2) of G such that
σ2(Hi) ≥ 2si − 1 and |Hi| ≥ 2si for i ∈ {1, 2}.
In Problem 1 (resp., Problem 2), if we drop the condition “|Hi| ≥ si + 1 (resp., |Hi| ≥ 2si)”
in the conclusion, then it is an easy problem. Because, for each edge xy in a graph G satisfying
the assumption of Problem 1 (resp., the assumption of Problem 2), H1 = G[{x, y}] and H2 =
G − {x, y} satisfy σ2(H1) = ∞ > 2s1 − 1 and σ2(H2) ≥ σ2(G) − 2|{x, y}| ≥ 2s2 − 1. Here,
for a vertex subset X of a graph G, G[X] denotes the subgraph of G induced by X, and let
G−X = G[V (G) \X]. (Similarly, for the case where si = 1 for some i, we can easily solve it.)
If G1 is a balanced complete multipartite graph with r+1 (≥ 4) partite sets of size s (≥ 2),
then σ2(G1) = 2rs = 2
(
(rs − r + 1) + (r − 1) + 1
)
− 2, and we can check that G1 contains
no partitions as in Problem 1 for (s1, s2) = (rs − r + 1, r − 1). Thus, the condition “σ2(G) ≥
2(s1 + s2 + 1) − 1” in Problem 1 is best possible in a sense if it’s true. If G2 is a complete
bipartite graph Ks1+s2−1,s1+s2 , then σ2(G2) = 2(s1+s2)−2, and G2 does not contain partitions
as in Problem 2. Thus, G2 shows that the condition “σ2(G) ≥ 2(s1 + s2) − 1” in Problem 2 is
also best possible if it’s true.
Before giving the main result, we introduce the outline of the proof of Theorems A and B.
The proof consists of the following two steps:
Step 1: To show the existence of two disjoint subgraphs of high minimum degree, i.e., we show
the existence of two disjoint subgraphs H1 and H2 such that δ(Hi) ≥ si for i ∈ {1, 2}.
Step 2: To show the existence of two disjoint subgraphs of high minimum degree that partition
V (G) by using Step 1.
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In particular, in the proof of Theorems A and B, Step 2 follows easily from Step 1. In fact, if G
is a graph with δ(G) ≥ s1 + s2 − 1, and G contains a pair (H1,H2) of disjoint subgraphs with
δ(Hi) ≥ si for i ∈ {1, 2}, then we can easily transform the pair into a partition of G keeping its
minimum degree condition (see [14, Proposition 4]).
Considering the situation for the proof of Theorems A and B, one may approach Problems 1
and 2 by following the same steps as above. However, for the case of σ2-versions, neither Step 1
nor Step 2 is an easy problem because we allow vertices with low degree. In fact, in the proof of
Step 2 for Theorem A ([14, Proposition 4]), the assumption that every vertex has high degree
plays a crucial role. At the moment, we don’t know whether we can extend disjoint subgraphs of
high minimum “degree sum” to a partition or not. However, we can solve Step 1 for Problems 1
and 2. The following are our main results.
Theorem 1 Let s1, s2 ≥ 2 be integers, and let G be a non-complete graph. If σ2(G) ≥ 2(s1+s2+
1)−1, then there exist two disjoint induced subgraphs H1 and H2 of G such that σ2(Hi) ≥ 2si−1
and |Hi| ≥ si + 1 for i ∈ {1, 2}.
Theorem 2 Let s1, s2 ≥ 2 be integers, and let G be a graph of order at least 3. If σ2(G) ≥
2(s1 + s2) − 1 and g(G) ≥ 4, then there exist two disjoint induced subgraphs H1 and H2 of G
such that σ2(Hi) ≥ 2si − 1 and |Hi| ≥ 2si for i ∈ {1, 2}.
The graphs G1 and G2 defined on the previous page also show that the constraints on σ2 in
Theorems 1 and 2 cannot be weakened.
In order to show Theorems 1 and 2, we actually prove slightly stronger results as follows.
Here, for a graph G and an integer s, we define V≤s(G) = {v ∈ V (G) : dG(v) ≤ s}.
Theorem 3 Let s1, s2 ≥ 2 be integers, and let G be a non-complete graph. If σ2(G) ≥ 2(s1 +
s2 +1)− 1, then there exist two disjoint induced subgraphs H1 and H2 of G such that for each i
with i ∈ {1, 2}, the following hold:
(i) dHi(u) ≥ si for u ∈ V (Hi) \ V≤s1+s2(G).
(ii) dHi(u) + dHi(v) ≥ 2si − 1 for u ∈ V (Hi) \ V≤s1+s2(G) and v ∈ V (Hi) ∩ V≤s1+s2(G) with
uv /∈ E(Hi).
(iii) |Hi| ≥ si + 1.
Theorem 4 Let s1, s2 ≥ 2 be integers, and let G be a graph of order at least 3. If σ2(G) ≥
2(s1 + s2) − 1 and g(G) ≥ 4, then there exist two disjoint induced subgraphs H1 and H2 of G
such that for each i with i ∈ {1, 2}, the following hold:
(i) dHi(u) ≥ si for u ∈ V (Hi) \ V≤s1+s2−1(G).
(ii) dHi(u) + dHi(v) ≥ 2si − 1 for u ∈ V (Hi) \ V≤s1+s2−1(G) and v ∈ V (Hi) ∩ V≤s1+s2−1(G)
with uv /∈ E(Hi).
(iii) |Hi| ≥ 2si.
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Note that if G is a graph with σ2(G) ≥ 2(s1 + s2 +1)− 1, then G[V≤s1+s2(G)] is a complete
graph (see also Lemma 1(i) in Subsection 2.1). Therefore, for any two distinct non-adjacent
vertices in such a graph G, at least one of the two vertices belongs to V (G) \ V≤s1+s2(G), i.e,
(i) and (ii) of Theorem 3 imply that σ2(Hi) ≥ 2si − 1. Thus Theorem 1 immediately follows
from Theorem 3. Moreover, since V≤s1+s2(G) = ∅ if and only if δ(G) ≥ s1 + s2 + 1 for a graph
G, Theorem 3 also implies Step 1 for Theorem A. Similarly, Theorem 4 implies Theorem 2
and Step 1 for Theorem B. In the next section, we give some concepts and lemmas to prove
Theorems 3 and 4. We will prove Theorems 3 and 4 in Sections 3 and 4, respectively.
These kinds of results are sometimes useful tools to get degree conditions for packing of
graphs, i.e., the existence of k disjoint subgraphs which belong to some fixed class of graphs.
In the last section (Section 5), we will explain it by taking disjoint cycles for example, and give
some corollaries about it.
We mention similar results. In 1966, Lova´sz [13] proved a dual type of Theorem A with
respect to maximum degree: Every graph with maximum degree at most s1 + s2 + 1 has a
partition (H1,H2) such that the maximum degree of each Hi is at most si. On the other hand,
Thomassen [16, 17] conjectured the connectivity version of Theorem A: Every (s1 + s2 + 1)-
connected graph has a partition (H1,H2) such that each Hi is si-connected, and he showed
that this conjecture is true for s2 ≤ 2 (see [15]). However, this conjecture is still wide open for
other cases, and hence there is a huge gap between “degree” and “connectivity”. Other similar
concepts can be found in [7, 8, 12, 19]. Therefore, this type of problem has been extensively
studied.
2 Preparations for the proofs of Theorems 3 and 4
2.1 Terminology and notation
We first prepare terminology and notation which we use in the rest of this paper, and we also
give some lemmas in this subsection (Lemmas 1 and 2).
A clique of a graph G is a (possibly empty) vertex subset of G that induces a complete
subgraph of G, and we denote by ω(G) the cardinality of the largest clique of G. In this paper,
we often identify a subgraph H of a graph G with its vertex set V (H). For example, we write
G−H instead of G− V (H).
By the definition of σ2(G), we can obtain the following. Since the proof is easy, we omit it.
Lemma 1 Let s ≥ 1 be an integer, and let G be a graph with σ2(G) ≥ 2s− 1. Then,
(i) V≤s−1(G) is a clique (and hence, if g(G) ≥ 4, then |V≤s−1(G)| ≤ 2).
(ii) If G is non-complete, then |G| ≥ s+ 2.
(iii) If G is non-complete and g(G) ≥ 4, then |G| ≥ 2s.
For a partition (G1, G2) of a graph G and integers s1, s2 ≥ 1, we define
f(G1, G2, s1, s2) = |E(G1)|+ |E(G2)|+ s2|G1|+ s1|G2|.
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Then, by the definition of the function f , we can obtain the following. (In order to find disjoint
subgraphs as in Theorems 3 and 4, we will consider some partition which was chosen so that
value f is maximized, see Sections 3 and 4 for more details.)
Lemma 2 Let s1, s2 ≥ 1 be integers, and let (G1, G2) be a partition of a graph G. If u1 is a
vertex of G1 such that dG2(u1)−dG1(u1) ≥ s2−s1+k for some integer k, then f(G
′
1, G
′
2, s1, s2) ≥
f(G1, G2, s1, s2) + k, where G
′
1 = G1 − u1 and G
′
2 = G[V (G2) ∪ {u1}].
Proof. By the definitions of f,G′1 and G
′
2, we get
f(G′1, G
′
2, s1, s2) = |E(G
′
1)|+ |E(G
′
2)|+ s2|G
′
1|+ s1|G
′
2|
=
(
|E(G1)| − dG1(u1)
)
+
(
|E(G2)|+ dG2(u1)
)
+ s2(|G1| − 1) + s1(|G2|+ 1)
= f(G1, G2, s1, s2) +
(
dG2(u1)− dG1(u1)
)
− (s2 − s1).
Hence, if dG2(u1)− dG1(u1) ≥ s2 − s1 + k, then the assertion clearly holds. 
2.2 Feasible graphs and degenerate graphs
In this subsection, we generalize the concepts of feasible graphs and degenerate graphs which
were used in Stiebitz’ argument [14], and we will give some remarks and lemmas about it.
Now, let G be a graph, and let X be a clique of G. For an integer s ≥ 1, an induced subgraph
H of G is said to be (s;X)-feasible in G, if H satisfies the following conditions (F1)–(F3):
(F1) dH(u) > s for u ∈ V (H) \X.
(F2) dH(u) + dH(v) > 2s for u ∈ V (H) \X and v ∈ V (H) ∩X with uv /∈ E(H).
(F3) H is non-complete.
(Note that the conditions (F1) and (F2) imply σ2(H) > 2s because X is a clique.)
For an integer s ≥ 1, an induced subgraph G′ of G is said to be (s;X)-degenerate in G if G′
satisfies the following conditions (D1) and (D2):
(D1) If H is any non-complete induced subgraph of G′, then H is not (s;X)-feasible in G, i.e.,
one of the following holds:
• dH(u) ≤ s for some u ∈ V (H) \X, or
• dH(u) + dH(v) ≤ 2s for some u ∈ V (H) \X and v ∈ V (H) ∩X with uv /∈ E(H).
(D2) G′ is non-complete.
For integers s1, s2 ≥ 1, a partition (G1, G2) of G is called an (s1, s2;X)-degenerate partition of
G if each Gi is (si;X)-degenerate.
Remark 1 Let s ≥ 1 be an integer and X be a clique in a graph G. Then, a non-complete
induced subgraph G′ of G is (s;X)-degenerate if and only if G′ contains no (s;X)-feasible induced
subgraph.
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Lemma 3 Let s ≥ 2 be an integer and X be a clique in a graph G. Suppose that ω(G) ≤ s.
Then, the following hold.
(i) If H is an (s;X)-feasible induced subgraph in G, then H−x is an (s−1;X)-feasible induced
subgraph in G for every vertex x of H.
(ii) If G′ is an (s− 1;X)-degenerate induced subgraph in G, then G[V (G′)∪ {x}] is an (s;X)-
degenerate induced subgraph in G for every vertex x of G−G′.
Proof. (i) Let x ∈ V (H), and let H ′ = H − x. Then by (F1), dH′(u) > s − |{x}| = s − 1
for u ∈ V (H ′) \X. Similarly, by (F2), we also have dH′(u) + dH′(v) > 2s − 2|{x}| = 2(s − 1)
for u ∈ V (H ′) \ X and v ∈ V (H ′) ∩ X with uv /∈ E(H ′). Furthermore, by (F1)–(F3) and
Lemma 1(ii), |H| ≥ s + 2, and hence |H ′| ≥ s + 1. This, together with ω(G) ≤ s, implies that
H ′ is non-complete. Thus (i) is proved.
(ii) To show (ii), let x ∈ V (G−G′), and let G′′ = G[V (G′) ∪ {x}]. Note that by (D2), G′′ is
also non-complete. Suppose that G′′ is not (s;X)-degenerate. Then by Remark 1, G′′ contains
an (s;X)-feasible induced subgraph H. If V (H) ⊆ V (G′), then this contradicts that G′ is
(s−1;X)-degenerate. Thus x ∈ V (H). But then, by Lemma 3(i), H−x is an (s−1;X)-feasible
induced subgraph in G′, a contradiction again. Thus (ii) is proved. 
Lemma 4 Let s1, s2 ≥ 1 be integers and ε ∈ {0, 1}, and let G be a graph with σ2(G) ≥ 2(s1 +
s2 + ε) − 1. Furthermore, let X = V≤s1+s2+ε−1(G) and suppose (G1, G2) is a partition of
G such that G1 is (s1 − 1 + ε;X)-degenerate. Then, there is a vertex u1 of G1 such that
dG2(u1)− dG1(u1) ≥ s2 − s1 + 1.
Proof. We consider two cases.
Case 1. dG1(u) ≤ s1 + ε− 1 for some u ∈ V (G1) \X.
Since u /∈ X, we have dG(u) ≥ s1 + s2 + ε, and hence dG2(u) ≥ s2 + 1. Thus, we get
dG2(u)− dG1(u) ≥ (s2 + 1)− (s1 + ε− 1) = s2 − s1 + 2− ε ≥ s2 − s1 + 1,
so in this case, u is the desired vertex u1.
Case 2. dG1(u) ≥ s1 + ε for every u ∈ V (G1) \X.
Then, since G1 is (s1 − 1 + ε;X)-degenerate, there exist two non-adjacent vertices u ∈
V (G1) \X and v ∈ V (G1) ∩X such that dG1(u) + dG1(v) ≤ 2(s1 − 1 + ε). By the assumption
of Case 2, we have dG1(v) ≤ s1 − 2 + ε, so dG1(v) = s1 − l + ε for some integer l ≥ 2.
Case 2.1. dG2(v) ≥ s2 − l + ε+ 1.
In this case,
dG2(v)− dG1(v) ≥ (s2 − l + ε+ 1)− (s1 − l + ε) = s2 − s1 + 1,
so v is the desired vertex u1.
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Case 2.2. dG2(v) ≤ s2 − l + ε.
Then,
dG(v) = dG1(v) + dG2(v) ≤ s1 + s2 − 2l + 2ε (≤ s1 + s2 − 2).
Note that dG1(u) ≤ s1−2+ l+ε because dG1(u)+dG1(v) ≤ 2(s1−1+ε) and dG1(v) = s1− l+ε,
and hence
dG2(u) ≥ σ2(G)− dG1(u)− dG(v)
≥
(
2(s1 + s2 + ε)− 1
)
− (s1 − 2 + l + ε)− (s1 + s2 − 2l + 2ε)
= s2 + l + 1− ε = (s2 − 2 + l + ε) + 3− 2ε ≥ (s2 − 2 + l + ε) + 1.
This implies that dG2(u)− dG1(u) ≥ s2 − s1 + 1. Thus, u is the desired vertex u1. 
2.3 Lemmas for Theorem 3
In this subsection, we prepare lemmas which will be used in the proof of Theorem 3.
Lemma 5 Let s1, s2 ≥ 2 be integers and G be a non-complete graph with σ2(G) ≥ 2(s1 +
s2 + 1) − 1, and let X = V≤s1+s2(G). If U is a vertex subset of G such that |U | = s2 + α
for some α ≤ 1, then the following hold: (i) dG−U (u) > s1 − α for u ∈ V (G − U) \ X, (ii)
dG−U (u)+dG−U (v) > 2(s1−α) for u ∈ V (G−U)\X and v ∈ V (G−U)∩X with uv /∈ E(G−U),
and (iii) |G− U | ≥ (s1 − α) + 3.
Proof. By the degree condition of G, the definition of X and the assumption that |U | = s2+α,
we can easily check that (i) and (ii) hold. Moreover, since G is non-complete, it follows from
Lemma 1(ii) that |G| ≥ s1+ s2+3, and hence |G−U | ≥ (s1−α)+3. Thus (iii) also holds. 
Lemma 6 Let s1, s2 ≥ 2 be integers and G be a non-complete graph with σ2(G) ≥ 2(s1 + s2 +
1)− 1 and ω(G) ≤ min{s1, s2}, and let X = V≤s1+s2(G). If G
′ is an (s1;X)-degenerate induced
subgraph in G, then G−G′ is non-complete.
Proof. Note that G′ is a proper subgraph of G because G is not (s1;X)-degenerate. Suppose
that G−G′ is complete. Since |G−G′| ≤ ω(G) ≤ s2, we have |G−G
′| = s2+α for some integer
α ≤ 0. Note that (s1 − α) + 3 > s1 ≥ ω(G). By applying Lemma 5 with U = V (G − G
′), it
follows that G′ = G− U is an (s1 − α)-feasible induced subgraph in G, which contradicts that
G′ is (s1;X)-degenerate. 
2.4 Lemmas for Theorem 4
In this subsection, we prepare lemmas which will be used in the proof of Theorem 4.
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Lemma 7 Let s1, s2 ≥ 2 be integers and G be a graph of order at least 3 with σ2(G) ≥ 2(s1 +
s2) − 1 and g(G) ≥ 4, and let X = V≤s1+s2−1(G). If U is a vertex subset of G such that
|U | ≤ 3 and dG[U ](x) ≤ 1 + α for some α ∈ {0, 1} and for all x ∈ V (G) \ U , then G − U is an
(s1 − α;X)-feasible induced subgraph in G.
Proof. By the degree condition of G and the definition of X, dG−U (u) ≥ dG(u) − dG[U ](u) ≥
(s1 + s2) − (1 + α) = (s1 − α) + s2 − 1 > s1 − α for u ∈ V (G − U) \ X. Similarly, we
have dG−U (u) + dG−U (v) ≥ σ2(G) −
(
dG[U ](u) + dG[U ](v)
)
≥
(
2(s1 + s2) − 1
)
− 2(1 + α) =
2(s1−α)+2s2−3 > 2(s1−α) for u ∈ V (G−U)\X and v ∈ V (G−U)∩X with uv /∈ E(G−U).
By Lemma 1(iii), |G| ≥ 2(s1+ s2) > 6, and hence |G−U | ≥ 3. Since g(G) ≥ 4, this implies that
G− U is non-complete. Thus, G− U is (s1 − α;X)-feasible in G. 
Lemma 8 Let s1, s2 ≥ 2 be integers and G be a graph of order at least 3 with σ2(G) ≥ 2(s1 +
s2)−1 and g(G) ≥ 4, and let X = V≤s1+s2−1(G). If G
′ is an (s1;X)-degenerate induced subgraph
in G, then G−G′ is non-complete.
Proof. Note that G′ is a proper subgraph of G because G itself is not (s1;X)-degenerate.
Suppose that G − G′ is complete. Then by Lemma 1(i), |G − G′| ≤ 2. Since g(G) ≥ 4, this
implies that dG−G′(x) ≤ 1 for all x ∈ V (G
′) = V (G) \ V (G − G′). Therefore, by applying
Lemma 7 with U = V (G − G′) and α = 0, it follows that G′ = G − U is an (s1;X)-feasible
induced subgraph, a contradiction. 
Lemma 9 Let s1, s2 ≥ 2 be integers and G be a graph of order at least 3 with σ2(G) ≥ 2(s1 +
s2)−1 and g(G) ≥ 4, and let X = V≤s1+s2−1(G). Furthermore, let (G1, G2) be an (s1, s2−1;X)-
degenerate partition or an (s1 − 1, s2;X)-degenerate partition of G such that f(G1, G2, s1, s2)
is maximum. If G1 is an (s1 − 1;X)-degenerate induced subgraph in G, then G2 is not an
(s2 − 1;X)-degenerate induced subgraph in G.
Proof. Suppose that G1 is an (s1 − 1;X)-degenerate induced subgraph in G. Note that by
the assumption of Lemma 9, G2 is (s2;X)-degenerate. By applying Lemma 4 with ε = 0, we
can take a vertex u1 of G1 such that dG2(u1) − dG1(u1) ≥ s2 − s1 + 1. Then by Lemma 2,
f(G′1, G
′
2, s1, s2) > f(G1, G2, s1, s2), where G
′
1 = G1 − u1 and G
′
2 = G[V (G2)∪ {u1}]. Note that
G′2 is non-complete because G2 is non-complete.
Assume first that G′1 is non-complete. Then, since G1 is (s1 − 1;X)-degenerate, G
′
1 is
clearly (s1 − 1;X)-degenerate. Hence by the choice of (G1, G2), G
′
2 is not (s2;X)-degenerate.
Therefore, by Remark 1, G′2 contains an (s2;X)-feasible induced subgraph H. If u1 /∈ V (H),
then H is a subgraph of G2, which contradicts that G2 is (s2;X)-degenerate. Thus, we have
u1 ∈ V (H). Note that ω(G) ≤ 2 ≤ s2 because g(G) ≥ 4. Hence, by Lemma 3(i), H − u1 is
an induced subgraph of G2 which is (s2 − 1;X)-feasible. Therefore, by Remark 1, G2 is not
(s2 − 1;X)-degenerate.
Assume next that G′1 is complete. By Lemma 1(i), |G
′
1| ≤ 2, and hence we have |G1| ≤ 3.
Since g(G) ≥ 4, this implies that dG1(x) ≤ 2 for all x ∈ V (G2). Therefore, by applying Lemma 7
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with U = V (G1) and α = 1, and by using the symmetry of s1, s2 in Lemma 7, it follows that
G2 = G− U is (s2 − 1;X)-feasible, that is, G2 is not (s2 − 1;X)-degenerate. 
3 Proof of Theorem 3
Let s1, s2 ≥ 2 be integers, and let G be a non-complete graph with σ2(G) ≥ 2(s1 + s2 + 1)− 1.
First assume that ω(G) > min{s1, s2}. By the symmetry of s1 and s2, we may assume that
G contains a clique U of order s2 + 1. Then, by Lemma 5, we can easily see that H1 = G − U
and H2 = G[U ] are desired subgraphs.
Now assume that ω(G) ≤ min{s1, s2}. Let X = V≤s1+s2(G). To finish the proof, it suffices to
find a partition (G∗1, G
∗
2) of G such that
each G∗i contains an (si − 1;X)-feasible induced subgraph.
To find such a partition, we distinguish two cases.
Case 1. G has neither an (s1, s2 − 1;X)-degenerate partition nor an (s1 − 1, s2;X)-degenerate
partition.
Let G1 be an (s1− 1;X)-feasible induced subgraph of smallest possible order in G. Then, it
follows from Lemma 3(i) that G1 does not contain any (s1;X)-feasible induced subgraph, i.e.,
G1 is an (s1;X)-degenerate (by Remark 1). Hence, by the assumption of Case 1, G2 := G−G1
is not (s2 − 1;X)-degenerate. Note that, by Lemma 6, G2 (= G − G1) is non-complete, and
hence it follows from Remark 1 that G2 contains an (s2−1;X)-feasible induced subgraph. Thus,
(G1, G2) is the desired partition (G
∗
1, G
∗
2).
Case 2. G contains an (s1, s2− 1;X)-degenerate partition or an (s1− 1, s2;X)-degenerate par-
tition.
Among all such partitions, let (G1, G2) be one such that f(G1, G2, s1, s2) is as large as
possible (see the definition of f in Subsection 2.1). By symmetry, we may assume that (G1, G2)
is an (s1, s2 − 1;X)-degenerate partition of G. We now apply Lemma 4 with ε = 1. Then, we
can take a vertex u1 of G1 such that dG2(u1)− dG1(u1) ≥ s2 − s1 + 1, and hence by Lemma 2,
f(G′1, G
′
2, s1, s2) > f(G1, G2, s1, s2), where G
′
1 = G1 − u1 and G
′
2 = G[V (G2)∪ {u1}]. Note that
G′2 is non-complete. In the rest of this proof, we show that (G
′
1, G
′
2) is the desired partition
(G∗1, G
∗
2).
Since G′2 = G[V (G2) ∪ {u1}] and G2 is (s2 − 1;X)-degenerate, it follows from Lemma 3(ii)
that G′2 is (s2;X)-degenerate. Then, by Lemma 6 and the symmetry of s1, s2 in Lemma 6,
G′1 (= G − G
′
2) is non-complete. Hence, the choice of (G1, G2) and Remark 1 yield that G
′
1
contains an (s1 − 1;X)-feasible induced subgraph.
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We next show that G′2 contains an (s2−1;X)-feasible induced subgraph. To show it, suppose
that G′2 is (s2 − 1;X)-degenerate. Recall that G
′
1 is non-complete as mentioned in the above.
Then G′1 is clearly (s1;X)-degenerate because G1 is (s1;X)-degenerate. Thus, (G
′
1, G
′
2) is an
(s1, s2− 1;X)-degenerate partition such that f(G
′
1, G
′
2, s1, s2) > f(G1, G2, s1, s2), which contra-
dicts the choice of (G1, G2). Thus, G
′
2 is not (s2−1;X)-degenerate, and hence by Remark 1, G
′
2
contains an (s2 − 1;X)-feasible induced subgraph. Therefore, (G
′
1, G
′
2) is the desired partition
(G∗1, G
∗
2).
This completes the proof of Theorem 3. 
4 Proof of Theorem 4
Let s1, s2 ≥ 2 be integers, and let G be a graph of order at least 3 with σ2(G) ≥ 2(s1+s2+1)−1
and g(G) ≥ 4.
First assume that |V≤s1+s2−2(G)| ≥ 2, say v1, v2 ∈ V≤s1+s2−2(G) with v1 6= v2. Note that
by Lemma 1(i), v1v2 ∈ E(G). Since g(G) ≥ 4, this implies that dG[{v1,v2}](u) ≤ 1 for all
u ∈ V (G) \ {v1, v2}. Let u be an arbitrary vertex of G−{v1, v2}, and then we may assume that
uv1 /∈ E(G). Hence,
dG−{v1,v2}(u) ≥ σ2(G)− dG(v1)− dG[{v1,v2}](u) ≥
(
2(s1 + s2)− 1
)
− (s1 + s2 − 2)− 1 = s1 + s2.
Since u is an arbitrary vertex of G−{v1, v2}, this implies that δ(G−{v1, v2}) ≥ s1+s2. Hence by
Theorem B, there exists a partition (H1,H2) of G− {v1, v2} such that δ(Hi) ≥ si for i ∈ {1, 2}.
This, together with Lemma 1(iii), implies that H1 and H2 are desired induced subgraphs.
Now assume that
|V≤s1+s2−2(G)| ≤ 1. (4.1)
Let X = V≤s1+s2−1(G). To finish the proof of Theorem 4, it suffices to find a partition (G
∗
1, G
∗
2)
of G such that
each G∗i contains an (si − 1;X)-feasible induced subgraph.
To find such a partition, we distinguish two cases.
Case 1. G has neither an (s1, s2 − 1;X)-degenerate partition nor an (s1 − 1, s2;X)-degenerate
partition.
In this case, replacing “Lemma 6” with “Lemma 8” in Case 1 of the proof of Theorem 3, the
same argument can work (note that we can use Lemma 3(i) as s = s1 because ω(G) ≤ 2 ≤ s1).
Thus, we can obtain the desired conclusion.
Case 2. G contains an (s1, s2− 1;X)-degenerate partition or an (s1− 1, s2;X)-degenerate par-
tition.
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Among all such partitions, let (G1, G2) be one such that
(C1) f(G1, G2, s1, s2) is as large as possible.
By symmetry, we may assume that (G1, G2) is an (s1, s2 − 1;X)-degenerate partition of G.
Then, by Lemma 9 and the symmetry of s1, s2 in Lemma 9, G1 is not (s1 − 1;X)-degenerate
(and thus, G1 and G2 are not symmetric). We further choose such a partition so that
(C2) |G1| is as small as possible, subject to (C1).
We divide Case 2 into two parts.
Case 2.1. There exists a vertex x of G1 such that (i) dG2(x)−dG1(x) ≥ s2− s1, and (ii) G1−x
is not (s1 − 1;X)-degenerate if dG2(x)− dG1(x) = s2 − s1.
Let dG2(x)−dG1(x) = s2−s1+k for some integer k ≥ 0. Then, by Lemma 2, f(G
′
1, G
′
2, s1, s2) ≥
f(G1, G2, s1, s2)+k, whereG
′
1 = G1−x and G
′
2 = G[V (G2)∪{x}]. Note that G
′
2 is non-complete.
We show that (G′1, G
′
2) is the desired partition (G
∗
1, G
∗
2).
Since ω(G) ≤ 2 ≤ s2 and G2 is (s2−1;X)-degenerate, it follows from Lemma 3(ii) that G
′
2 is
(s2;X)-degenerate. Then, by Lemma 8 and the symmetry of s1, s2 in Lemma 8, G
′
1 (= G−G
′
2)
is non-complete. Therefore, if k ≥ 1, then by the choice (C1) and Remark 1 yield that G′1
contains an (s1 − 1;X)-feasible induced subgraph; if k = 0, then by the assumption of Case
2.1(ii) and Remark 1 yield that G′1 contains an (s1 − 1;X)-feasible induced subgraph. In either
case, G′1 contains an (s1 − 1;X)-feasible induced subgraph.
We next show that G′2 contains an (s2−1;X)-feasible induced subgraph. To show it, suppose
that G′2 is (s2 − 1;X)-degenerate. Recall that G
′
1 is non-complete as mentioned in the above.
Then, G′1 is clearly (s1;X)-degenerate because G1 is (s1;X)-degenerate. Thus, (G
′
1, G
′
2) is
an (s1, s2 − 1;X)-degenerate partition such that f(G
′
1, G
′
2, s1, s2) ≥ f(G1, G2, s1, s2) + k and
|G′1| < |G1|, which contradicts (C1) or (C2). Thus, G
′
2 is not (s2 − 1;X)-degenerate, and hence
by Remark 1, G′2 contains an (s2 − 1;X)-feasible induced subgraph. Therefore, (G
′
1, G
′
2) is the
desired partition (G∗1, G
∗
2).
Case 2.2. Every vertex x of G1 satisfies that (i) dG2(x)− dG1(x) ≤ s2 − s1, and (ii) G1 − x is
(s1 − 1;X)-degenerate if dG2(x)− dG1(x) = s2 − s1.
We define
Z1 =
{
z ∈ V (G1) \X : dG1(z) = s1 and dG2(z) = s2
}
.
Claim 1 We have Z1 6= ∅.
Proof. On the contrary, suppose that Z1 = ∅.
Subclaim 1.1 dG1(u) > s1 for u ∈ V (G1) \X.
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Proof. If there exists a vertex u of V (G1) \X such that dG1(u) ≤ s1, then by the assumption
of Case 2.2(i) and the definition of X, it is easy to check that dG1(u) = s1 and dG2(u) = s2, and
hence u ∈ Z1, a contradiction. 
Since G1 is (s1;X)-degenerate, it follows from Subclaim 1.1 that there exist two vertices
u1 ∈ V (G1) \X and v1 ∈ V (G1) ∩ X with u1v1 /∈ E(G1) such that dG1(u1) + dG1(v1) ≤ 2s1.
Since dG1(u1) > s1 by Subclaim 1.1, we have dG1(v1) = s1 − l for some integer l ≥ 1.
Subclaim 1.2 dG(v1) ≤ s1 + s2 − 2l − 1 (≤ s1 + s2 − 3).
Proof. By the assumption of Case 2.2(i), we have dG2(v1) ≤ s2 − l. Suppose that dG2(v1) =
s2 − l. Then dG2(v1) − dG1(v1) = (s2 − l) − (s1 − l) = s2 − s1. Hence by the assumption
Case 2.2(ii), G1−v1 is (s1−1;X)-degenerate. Note that by Subclaim 1.1, dG1−v1(u) > s1−1 for
u ∈ V (G1−v1)\X. Therefore, there exist two vertices u
′
1 ∈ V (G1−v1)\X and v
′
1 ∈ V (G1−v1)∩X
with u′1v
′
1 /∈ E(G1−v1) such that dG1−v1(u
′
1)+dG1−v1(v
′
1) ≤ 2(s1−1). Since dG1−v1(u
′
1) > s1−1,
this implies that dG1−v1(v
′
1) ≤ s1 − 2, and hence dG1(v
′
1) ≤ s1 − 1. Combining this with
the assumption of Case 2.2(i), we also get dG2(v
′
1) ≤ s2 − 1. Therefore, v1 and v
′
1 are two
distinct vertices such that dG(v1) = dG1(v1) + dG2(v1) ≤ (s1 − l) + (s2 − l) ≤ s1 + s2 − 2 and
dG(v
′
1) = dG1(v
′
1) + dG2(v
′
1) ≤ (s1 − 1) + (s2 − 1) = s1 + s2 − 2, which contradicts (4.1). Thus
dG2(v1) ≤ s2 − l − 1, and hence dG(v1) = dG1(v1) + dG2(v1) ≤ s1 + s2 − 2l − 1 (≤ s1 + s2 − 3).

By Subclaim 1.2, dG(u1) ≥ σ2(G)−dG(v1) ≥
(
2(s1+s2)−1
)
−(s1+s2−2l−1) = s1+s2+2l. On
the other hand, since dG1(u1)+dG1(v1) ≤ 2s1 and dG1(v1) = s1−l, it follows that dG1(u1) ≤ s1+l.
Therefore, we get
dG2(u1)− dG1(u1) =
(
dG(u1)− dG1(u1)
)
− dG1(u1)
≥
(
s1 + s2 + 2l − (s1 + l)
)
− (s1 + l) = s2 − s1.
By Case 2.2, the equality holds in the above, and G1−u1 is (s1−1;X)-degenerate. In particular,
dG1(u1) = s1 + l.
We now choose such vertices u1 and v1 so that dG1(u1) + dG1(v1) is as small as possible.
Since G1 − u1 is (s1 − 1;X)-degenerate, there exist two vertices u
′
1 ∈ V (G1 − u1) \ X and
v′1 ∈ V (G1 − u1) ∩ X with u
′
1v
′
1 /∈ E(G1 − u1) such that dG1−u1(u
′
1) + dG1−u1(v
′
1) ≤ 2(s1 − 1)
(recall that by Subclaim 1.1, dG1−u1(u) > s1 − 1 for u ∈ V (G1 − u1) \X). Then by the choice
of u1 and v1,
2s1 = (s1 + l) + (s1 − l) = dG1(u1) + dG1(v1)
≤ dG1(u
′
1) + dG1(v
′
1) = dG1−u1(u
′
1) + dG1−u1(v
′
1) + |E(G) ∩ {u1u
′
1, u1v
′
1}|
≤ 2(s1 − 1) + 2 = 2s1.
Thus the equality holds in the above. The equality |E(G) ∩ {u1u
′
1, u1v
′
1}| = 2 implies that
v1 6= v
′
1 because u1v1 /∈ E(G). Since dG1(u1) + dG1(v1) = dG1(u
′
1) + dG1(v
′
1), we can replace u1
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and v1 with u
′
1 and v
′
1, respectively. Therefore, Subclaim 1.2 also holds for the vertex v
′
1, and
hence v1 and v
′
1 are two distinct vertices such that dG(v1) ≤ s1+s2−3 and dG(v
′
1) ≤ s1+s2−3,
which contradicts (4.1).
This completes the proof of Claim 1. 
Claim 2 Suppose that there exists a vertex u2 of G2 such that zu2 ∈ E(G) for all z ∈ Z1. Then,
the following hold.
(i) There exists a vertex v1 of G1 such that dG(v1) ≤ s1 + s2 − 2.
(ii) If dG2(u2) ≤ s2 − 1, then dG1(u2)− dG2(u2) ≥ s1 − s2 + 3.
Proof. (i) Let z ∈ Z1. Then by the definition of Z1 and Case 2.2(ii), G1 − z is (s1 − 1;X)-
degenerate. Suppose first that there exists a vertex u1 of V (G1 − z) \X such that dG1−z(u1) ≤
s1 − 1. Then, dG1(u1) = dG1−z(u1) + |E(G) ∩ {u1z}| ≤ (s1 − 1) + 1 = s1. Combining this with
Case 2.2(i), we also get dG2(u1) ≤ s2, and hence dG(u1) = dG1(u1) + dG2(u1) ≤ s1 + s2. On the
other hand, it follows from the definition of X that dG(u1) ≥ s1 + s2. Therefore, the equality
holds in the above. The equalities dG1(u1) = s1 and dG2(u1) = s2 imply that u1 ∈ Z1. The
equality |E(G)∩{u1z}| = 1 implies that u1z ∈ E(G). But then, from the assumption of Claim 2,
G[{u2, z, u1}] forms a triangle, a contradiction. Thus dG1−z(u) > s1 − 1 for u ∈ V (G1 − z) \X.
Since G1− z is (s1−1;X)-degenerate, this implies that there exist two vertices u1 ∈ V (G1−
z)\X and v1 ∈ V (G1−z)∩X with u1v1 /∈ E(G1−z) such that dG1−z(u1)+dG1−z(v1) ≤ 2(s1−1).
Since dG1−z(u1) > s1 − 1, we have dG1−z(v1) ≤ s1 − 2, and hence dG1(v1) ≤ s1 − 1. Combining
this with Case 2.2(i), we also get dG2(v1) ≤ s2 − 1, and hence dG(v1) ≤ s1 + s2 − 2. Thus (i) is
proved.
(ii) It suffices to show that dG1(u2) ≥ s1+2. To show it, let z ∈ Z1 and v1 be a vertex of G1
such that dG(v1) ≤ s1+ s2− 2 (we can take such a vertex v1 by (i)). By the degree condition of
G, zv1 ∈ E(G). Recall that by the assumption of Claim 2, zu2 ∈ E(G), and hence u2v1 /∈ E(G)
because g(G) ≥ 4. Therefore, if dG1(u2) ≤ s1 + 1, then
σ2(G) ≤ dG(v1) + dG(u2) = dG(v1) +
(
dG2(u2) + dG1(u2)
)
≤ (s1 + s2 − 2) +
(
(s2 − 1) + (s1 + 1)
)
= 2(s1 + s2)− 2,
a contradiction. Thus dG1(u2) ≥ s1 + 2. 
Claim 3 There exist two vertices z1 ∈ Z1 and u2 ∈ V (G2) satisfying one of the following (A)
and (B).
(A) z1u2 /∈ E(G) and dG1(u2)− dG2(u2) ≥ s1 − s2 + 1, or
(B) z1u2 ∈ E(G) and dG1(u2)− dG2(u2) ≥ s1 − s2 + 3.
Proof. We now apply Lemma 4 with ε = 0. By the symmetry s1, s2 in Lemma 4 and the proof,
we actually have the following (see the vertex u of Case 1 and the vertices u and v of Case 2 in
the proof of Lemma 4): G2 satisfies one of (A’) and (B’).
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(A’) There exists a vertex u2 of G2 such that dG1(u2)−dG2(u2) ≥ s1−s2+1 and dG2(u2) ≤ s2−1,
or
(B’) there exist two vertices u2 and v2 of G2 such that dG1(u2) − dG2(u2) ≥ s1 − s2 + 1 and
dG(v2) ≤ s1 + s2 − 2.
We further take z1 ∈ Z1, and choose it so that z1u2 /∈ E(G) if possible. If z1u2 /∈ E(G), then
(A’) and (B’) directly imply (A). Thus we may assume that z1u2 ∈ E(G). Then by the choice
of z1, we have zu2 ∈ E(G) for all z ∈ Z1. It follows from (4.1) and Claim 2(i) that (B’) does
not occur. Thus, (A’) holds. By Claim 2(ii), the inequality dG2(u2) ≤ s2 − 1 implies that
dG1(u2)− dG2(u2) ≥ s1 − s2 + 3. Thus (B) holds. 
Let z1 and u2 be the same as in Claim 3. Consider the graphs
G′1 = G1 − z1, G
′
2 = G[V (G2) ∪ {z1}],
G′′1 = G[V (G
′
1) ∪ {u2}], G
′′
2 = G
′
2 − u2.
Note that (G′1, G
′
2) and (G
′′
1 , G
′′
2) are partitions of G, respectively. Then by Lemma 2, Claim 3
and the definitions of Z1, G
′
1, G
′
2, G
′′
1 and G
′′
2 , we get
f(G′′1 , G
′′
2 , s1, s2) ≥ f(G
′
1, G
′
2, s1, s2) + 1 = f(G1, G2, s1, s2) + 1. (4.2)
Claim 4 Each G′′i is (si;X)-degenerate.
Proof. By Case 2.2(ii) and the definitions of Z1 and G
′
1, it follows that G
′
1 is (s1 − 1;X)-
degenerate, and hence by Lemma 3(ii) and the definition of G′′1 , we see that G
′′
1 is (s1;X)-
degenerate (recall that ω(G) ≤ 2 ≤ s1). Combining this with Lemma 8, we also see that
G′′2 (= G−G
′′
1) is non-complete. Since G2 is (s2− 1;X)-degenerate, it follows from Lemma 3(ii)
and the definition of G′2 that G
′
2 is (s2;X)-degenerate. Hence, G
′′
2 (= G
′
2−u2) is clearly (s2;X)-
degenerate because G′′2 is non-complete. 
By Claim 4 and (4.2), if G′′1 is (s1 − 1;X)-degenerate, or if G
′′
2 is (s2 − 1;X)-degenerate,
then this contradicts (C1). Thus, each G′′i is not (si − 1;X)-degenerate. Since each G
′′
i is non-
complete, this together with Remark 1 implies that each G′′i contains an (si − 1;X)-feasible
induced subgraph. Thus, (G′′1 , G
′′
2) is the desired partition (G
∗
1, G
∗
2).
This completes the proof of Theorem 4. 
5 Applications
5.1 Degree conditions for vertex-disjoint cycles
In Sections 1–4, we have considered the existence of disjoint subgraphs with degree conditions,
and we have shown Theorems 1 and 2, which correspond to Step 1 (the existence of two disjoint
subgraphs of high minimum degree sum) for Problems 1 and 2. These types of results are
sometimes useful tools to get degree conditions for packing of graphs, i.e., the existence of
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k disjoint subgraphs which belong to some fixed class of graphs. In this section, we explain
it by taking disjoint cycles for example. In particular, we will give a sharp σ2 condition for
the existence of k disjoint cycles of lengths 0-mod 3 by using Theorem 2 (see statement (S2),
Proposition 6 and Theorem 7).
In [2], Chen and Saito gave a minimum degree condition for the existence of a cycle of length
0-mod 3. Here, a cycle C is called a cycle of length 0-mod 3 if |C| ≡ 0 (mod 3).
Theorem C (Chen and Saito [2]) Every graph G with δ(G) ≥ 3 contains a cycle of length
0-mod 3.
As a natural generalization of this result, we can consider the following problem.
Problem 3 Is the following statement true for any k ≥ 1?
(S1) Every graph G with δ(G) ≥ 3k contains k disjoint cycles of lengths 0-mod 3.
In statement (S1), the minimum degree condition is best possible if it’s true. Let k and n
be integers with k ≥ 1 and n ≥ 6k− 2, and consider the complete bipartite graph K3k−1,n−3k+1.
The minimum degree of this graph is clearly 3k − 1, and every cycle of length 0-mod 3 in this
graph has order at least 6, and hence it does not contain k disjoint cycles of lengths 0-mod 3.
In addition, considering this example, we can also consider the more general problem as follows.
Problem 4 Is the following statement true for any k ≥ 1?
(S2) Every graph G of order at least 3k with σ2(G) ≥ 6k−1 contains k disjoint cycles of lengths
0-mod 3.
Since σ2(K3k−1,n−3k+1) = 6k − 2, the graph K3k−1,n−3k+1 shows that “σ2(G) ≥ 6k − 1”
cannot be replaced by “σ2(G) ≥ 6k − 2” in statement (S2). Moreover, since σ2(G) ≥ 2δ(G) for
a graph G, it follows that statement (S2) is stronger than statement (S1) (note that |G| ≥ 3k
in statement (S1)).
In order to attack the above problems, one may use induction on k. In particular, for
Problem 3, we already know that statement (S1) is true when k = 1 by Theorem C, that is,
Problem 3 can be solved by showing the inductive step. In the inductive step of this type of
problem, Theorems A, B, 1 and 2 sometimes can work effectively. In fact, we can easily obtain
the following by using Theorems B and 2, respectively.
Proposition 5 If statement (S1) is true for k = 1, then statement (S1) is true for any k ≥ 1.
Proposition 6 If statement (S2) is true for k = 1, then statement (S2) is true for any k ≥ 1.
We only prove Proposition 6 because we can obtain Proposition 5 by the same argument.
Proof of Proposition 6. We show that statement (S2) is true for any k ≥ 1 by induction on k.
By the assumption of Proposition 6, statement (S2) is true when k = 1. Suppose that statement
(S2) is true up to the row k − 1, k ≥ 2, and let us study for k.
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Let G be a graph of order at least 3k with σ2(G) ≥ 6k − 1. We show that G contains k
disjoint cycles of lengths 0-mod 3. If G is complete, then the assertion clearly holds. Thus we
may assume that G is non-complete.
Suppose first that G contains a triangle C. Then every vertex of G not in C has at most 3
neighbors in C, and hence σ2(G−C) ≥ (6k−1)−6 = 6(k−1)−1. Note that |G−C| ≥ 3(k−1).
Since statement (S2) is true for k− 1 by the induction hypothesis, G−C contains k− 1 disjoint
cycles of lengths 0-mod 3. With the cycle C, we get then k disjoint cycles of lengths 0-mod 3 in
G.
Suppose now that g(G) ≥ 4. Then, since σ2(G) ≥ 6k−1 = 2
(
3(k−1)+3
)
−1, it follows from
Theorem 2 that there exist two disjoint subgraphsH1 and H2 of G such that |H1| ≥ 2·3(k−1) >
3(k − 1), σ2(H1) ≥ 2 · 3(k − 1) − 1 = 6(k − 1) − 1, |H2| ≥ 2 · 3 > 3 and σ2(H2) ≥ 2 · 3 − 1 = 5.
Hence by the induction hypothesis, H1 contains k−1 disjoint cycles of lengths 0-mod 3, and H2
contains a cycle of length 0-mod 3. We get then k disjoint cycles of lengths 0-mod 3 in G. 
By Theorem C and Proposition 5, we see that Problem 3 is solved in affirmative. Similarly,
by Proposition 6, it is only necessary to consider the case of k = 1 for Problem 4. In the next
subsection, we completely solve Problem 4 by showing the following.
Theorem 7 Every graph G of order at least 3 with σ2(G) ≥ 5 contains a cycle of length 0-mod 3.
We mention other cases in the rest of this subsection. It is well known that every graph G of
order at least 3k with δ(G) ≥ 2k contains k disjoint cycles, which is a classical result by Corra´di
and Hajnal [3]. By a similar argument as in the proof of Proposition 6, we can easily obtain a
slightly weaker version of this: Every graph G with δ(G) ≥ 3k − 1 contains k disjoint cycles.
Because if G is a graph with δ(G) ≥ 3k − 1, then Theorem A implies that G contains disjoint
subgraphs H1 and H2 such that δ(H1) ≥ 3(k − 1) − 1 and δ(H2) ≥ 2 (see also [14, Corollary
2]). Similarly, Theorem B leads to a triangle-free version of Corra´di and Hajnal’s theorem (note
that the minimum degree condition is best possible even if we assume a triangle-freeness). In
addition, Enomoto [5] and Wang [18] independently gave a σ2-version as follows: Every graph G
of order at least 3k with σ2(G) ≥ 4k−1 contains k disjoint cycles. Theorems 1 and 2 immediately
lead to slightly weaker versions of this result as above.
Recently, Gould, Horn and Magnant [9] proposed the following conjecture, which is a common
generalization of the above Corra´di and Hajnal’s theorem and Hajnal and Szemere´di’s theorem
[10] “every graph G of order exactly (c + 1)k and of minimum degree at least ck contains k
disjoint complete graphs of orders c+1”. Here, for an integer c ≥ 0, a c-chorded cycle is a cycle
with c chords.
Conjecture D (Gould, Horn and Magnant [9]) Let c, k be integers with c ≥ 2 and k ≥ 1.
Every graph G of order at least (c + 1)k with δ(G) ≥ ck contains k disjoint (c+1)(c−2)2 -chorded
cycles.
They showed that this conjecture is true for very large graphs compared to c and k (see [9]
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for more details). However, by using Theorem A and the following result (Theorem E) by Gould
et al. [9], we can easily obtain a slightly weaker version of Conjecture D (see Corollary 8).
Theorem E (Gould, Horn and Magnant [9]) Let c ≥ 2 be an integer. Every graph G with
δ(G) ≥ c contains a (c+1)(c−2)2 -chorded cycle.
Corollary 8 Let c, k be integers with c ≥ 2 and k ≥ 1. Every graph G with δ(G) ≥ (c+1)k− 1
contains k disjoint (c+1)(c−2)2 -chorded cycles.
In the same paper, they also showed that Conjecture D holds when G is triangle-free (see
[9, Theorem 6]). However, we can also obtain it by using Theorems B and E. Moreover, if we
can obtain a σ2-version of Theorem E, then by combining it with Theorem 1, we can also get
the σ2-version of Corollary 8.
5.2 Proof of Theorem 7
In this subsection, we prove Theorem 7. In the proof, we will use the following result of Chen
and Saito which is stronger than Theorem C.
Theorem F (Chen and Saito [2]) Every graph G of order at least 3 with at most one vertex
of degree less than 3, contains a cycle of length 0-mod 3.
For a graph G of order n and an unordered pair {u, v} of distinct vertices of G (adjacent or
not), we define the graph Gu,v of order n− 1, as follows:
• The vertices of Gu,v are the vertices x of G distinct from u and v, and the pair {u, v}.
• The edges of Gu,v are the edges xy of G with x, y /∈ {u, v} and the edges xy with x = {u, v},
y /∈ {u, v} and E(G) ∩ {yu, yv} 6= ∅.
For a graph G and an integer s, we further let Vs(G) = {v ∈ V (G) : dG(v) = s} and V≥s(G) =
{v ∈ V (G) : dG(v) ≥ s}.
Now we are ready to prove Theorem 7.
Proof of Theorem 7. We proceed by induction on n := |G|. Clearly the assertion is true for
n = 3. Suppose that the assertion is true up to the row n − 1, n ≥ 4, and let us study for n.
So G is a graph of order n ≥ 4 with σ2(G) ≥ 5. Clearly, if G contains triangles, we are done.
So, we may suppose that g(G) ≥ 4. Since σ2(G) ≥ 5 and g(G) ≥ 4, it follows from Lemma 1(i)
that V≤2(G) is a clique and |V≤2(G)| ≤ 2. If |V≤2(G)| ≤ 1, by Theorem F, G contains a cycle
of length 0-mod 3. So, we may suppose that |V≤2(G)| = 2, say V≤2(G) = {x, y}. Recall that
xy ∈ E(G). Suppose that one of the vertices of V≤2(G), say y is of degree 1 in G. It is easy
to see that the induced subgraph G1 = G − y of G has exactly one vertex of degree less than
3. Then G1 contains a cycle of length 0-mod 3, and we are done. So V≤2(G) = {x, y} = V2(G),
and since x and y does not have a common neighbor (for otherwise triangles), x has a unique
neighbor u distinct from y and y has a unique neighbor v distinct from x and u. Suppose first
17
that uv ∈ E(G). We put G′ = G − {x, y}. It is easy to see that every vertex of G′u,v distinct
from the vertex {u, v} is of degree at least 3 in G′u,v. Then G
′
u,v contains a cycle C of length
0-mod 3. If {u, v} is not a vertex of C, clearly we are done. Suppose now that {u, v} is a vertex
of C. We put C = (x1, x2, . . . , xr, x1), where x1 = {u, v}. If u or v is a common neighbor of xr
and x2, clearly we are done. If it is not the case, we may suppose that x2 is adjacent to v and
that xr is adjacent to u. Then P = (v, x2, . . . , xr, u) is a path of G such that |P | ≡ 1 (mod 3).
Since x, y /∈ V (P ), C ′ = (x, y, P, x) is a cycle of G of length 0-mod 3.
So, we may suppose that uv /∈ E(G). We distinguish two cases.
Case 1. {u, v} ∩ V≥4(G) 6= ∅.
Without loss of generality, we may suppose that u ∈ V≥4(G). Then it is easy to see that
every vertex of G′ = G− {x, y} distinct from v is of degree at least 3 in G′. By Theorem F, G′
(and therefore G) contains a cycle of length 0-mod 3, and then we are done.
Case 2. {u, v} ∩ V≥4(G) = ∅, i.e., u, v ∈ V3(G).
We put again G′ = G − {x, y}, and we consider the graph G′u,v. Suppose that the vertex
{u, v} of G′u,v has degree at least 3 in G
′
u,v. Since each of the vertices u and v has exactly 2
neighbors in G−{x, y, v, u}, and since {u, v} has degree at least 3 in G′u,v, it follows that u and
v have at most one common neighbor in G′, and then it is easy to see that at most one vertex of
G′u,v is of degree less than 3 in G
′
u,v. By Theorem F, G
′
u,v contains a cycle C of length 0-mod 3,
and then as above we get a cycle of G of length 0-mod 3. So, we may suppose that {u, v} has
degree at most 2 in G′u,v. Then necessarily, u and v have two common neighbors w and z in G
′.
Observe that x, y, v and u have no neighbors in G− {x, y, v, u, w, z} and that wz /∈ E(G).
Suppose that {w, z} ∩ V≥4(G) 6= ∅. Consider then the graph G
′′ = G − {x, y, v}. Then, it
is easy see that σ2(G
′′) ≥ 5, and hence by the induction hypothesis, we are done. So, we may
suppose w, z ∈ V3(G). We consider now two subcases.
Case 2.1. w has a neighbor a inG−{x, y, v, u, w, z} and z has a neighbor b inG−{x, y, v, u, w, z}
distinct from a.
Suppose first that ab ∈ E(G). We consider the graph G1 = G − {x, y, v, u, w, z}. It is easy
to see that σ2(G1) ≥ 5 and then by the induction hypothesis we are done. Suppose now that
ab /∈ E(G). Then the graph G2 = G1 + ab is of minimum degree at least 3. Then G2 contains
a cycle C1 of length 0-mod 3. If C1 does not contain the edge ab of G2, we are done. If C1
contains ab, then by deleting this edge and by adding the vertices w, u and z, we get a cycle of
G of length 0-mod 3, and so we are done.
Case 2.2. The vertices w and z have a common neighbor a in G− {x, y, v, u, w, z}.
It is easy to see that all the vertices of G1 = G − {x, y, v, u, w, z} distinct from a are of
degree at least 3 in G1, and then by Theorem F, we are done. So, the assertion is true for n,
and Theorem 7 is proved. 
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