In this paper, we investigate effective sketching schemes via sparsification for high dimensional multilinear arrays or tensors. More specifically, we propose a novel tensor sparsification algorithm that retains a subset of the entries of a tensor in a judicious way, and prove that it can attain a given level of approximation accuracy in terms of tensor spectral norm with a much smaller sample complexity when compared with existing approaches. In particular, we show that for a kth order d × · · · × d cubic tensor of stable rank r s , the sample size requirement for achieving a relative error ε is, up to a logarithmic factor, of the order r 1/2 s d k/2 /ε when ε is relatively large, and r s d/ε 2 and essentially optimal when ε is sufficiently small. It is especially noteworthy that the sample size requirement for achieving a high accuracy is of an order independent of k.
Introduction
Massive datasets are being generated everyday across diverse fields and can often be formatted into matrices or higher order tensors. For example, in biomedical research, huge data matrices and tensors arise in gene expression analysis (see, e.g., Kluger et al., 2003) , protein-to-protein interaction (see, e.g., Stelzl et al., 2005) , and MRI image analysis (see, e.g., Smith et al., 2004) . They also occur frequently in statistical physics (see, e.g., Orús, 2014; Cichocki et al., 2015) , video processing (see, e.g., Li and Li, 2010; Liu et al., 2013) , and analyzing large graphs and social networks (see, e.g., Clauset et al., 2004; Abadi et al., 2016; Scott, 2017) , to name a few. As the size of these data matrices or tensors grows, it becomes costly and sometimes prohibitively expensive to store, communicate or manipulate them. This naturally brings about the task of "sketching": approximate the original data matrices or tensors with a more manageable amount of sketches.
In the case of data matrices, numerous sketching approaches have been proposed in recent years. See Woodruff et al. (2014) for a recent review. A popular idea behind many of these approaches is sparsification -creating a sparse matrix by zeroing out some entries of the original data matrix. Sparse sketching of a large data matrix not only reduces space complexity but also allows for efficient computations. See, e.g., Frieze et al. (2004) ; Arora et al. (2006) ; Achlioptas and McSherry (2007) ; Drineas and Zouzias (2011) ; Achlioptas et al. (2013) ; Krishnamurthy and Singh (2013) , among others. The main purpose of this article is to investigate to what extent sparsification can be used to effectively sketch higher order tensors. There have been some recent attempts along this direction. In particular, our work is inspired by Nguyen et al. (2015) who showed that for a kth order cubic tensor A ∈ R d×···×d , there is a randomized sparsification scheme that yields another tensorÃ of same dimension but with
such that
Here, nnz(·) stands for the number of nonzero entries of a tensor, sr(A) = A 2 F / A 2 is the so-called stable rank (see, e.g., Achlioptas et al., 2013; Nguyen et al., 2015) of a tensor A, · is the usual tensor spectral norm, andÕ(·) means O(·), up to a certain polynomial of logarithmic factor. Similar results have also been obtained by Bhojanapalli and Sanghavi (2015) in the case when k = 3. On the one hand, the sample size requirement given by (1) is satisfying because it is essentially optimal in the matrix case, that is k = 2. See, e.g., Achlioptas et al. (2013) . On the other hand, the exponential dependence on k suggests a large amount of entries still need to be retained to yield a good approximation. Our goal is to investigate if this aspect could be improved.
In particular, we propose a novel tensor sparsification algorithm that randomly retain entries from A in a judicious way to yield a tensor A SPA such that
Here, to fix ideas, we focus on the case of cubic tensors although our results deal with more general rectangular tensors as well. This sample size requirement significantly improves those earlier ones. Especially if a high accuracy approximation is sought, that is ε ≤ sr(A)·d −k/2+1 , then our sparsification algorithm can achieve relative approximation error ε in terms of tensor spectral norm by retaining as few asÕ p (d · sr(A) · ε −2 ) entries of A, regardless of the order of the tensor. Furthermore, for larger ε, the number of nonzero entries we keep is smaller thanÃ by a factor of sr(A) 1/2 ε −1 .
Similar to many other sparsification algorithms, we treat different entries according to their magnitude: large entries are always kept, and moderate ones are sampled proportion to their square values. The key difference between our approach and the existing ones is in the treatment of small entries. Instead of zeroing them out as, for example, Nguyen et al.
(2015), we sample them in a uniform fashion, which proves to be essential for obtaining good approximation with tighter number of nonzero entries. This modification is motivated by the concentration behavior of randomly sampled tensors recently observed by Zhang (2016, 2017) ; Xia and Yuan (2017) .
To demonstrate the effectiveness of our tensor sketching schemes, we show how they can be used for efficient approximation of the leading singular spaces from higher order singular value decomposition (HOSVD). Let U j ∈ R d×r be the top r left singular vectors of the flattening of A along its jth mode. We show that it is possible to construct an approximation U j obeying
ε carefully chosen entries As before, we note that for high accuracy approximations, the sample complexity is essentially independent of the order of the tensor. Although our primary focus is on higher order tensors, as a byproduct, our results indicate that our sparsification scheme improves the sample complexity of earlier approaches for approximating the singular vectors of highly rectangular matrix.
The rest of the paper is organized as follows. We first discuss the new tensor sparsification algorithm in Section 2 . In Section 3 we consider the application to HOSVD. All proofs are relegated to Section 4.
Tensor Sparsification
Sketches of a tensor A ∈ R d 1 ×...×d k are its approximations. We consider measuring the quality in terms of relative error in terms of tensor spectral norm. Recall that the spectral norm of
We seek an approximation A of A such that
for some ε ∈ (0, 1).
We first consider sketching a tensor by sparsification. The idea is to systematically zero out entries of A and scale the remaining entries to yield a good approximation of A. We focus here on sparsification strategies that are carried out in an entry-by-entry fashion. Our approach can be characterized as keeping large entries, sampling proportionally moderate entries, and sampling uniformly small entries. The key is determining how to classify entries into these categories, and how to sample the moderate entries, so that the number of nonzero entries retained are as small as possible. Details are presented in Algorithm 1.
Algorithm 1 Tensor Sparsification
Input:
, with probability
10:
, with probability We note that our sparsification algorithm is similar to the one proposed earlier by Nguyen et al. (2015) . But the two schemes also have several key differences. The main difference between the two algorithms is their treatment of "small" entries. Nguyen et al. (2015) suggests to zero them out, while ours sample them in a uniform fashion. This is largely motivated by the concentration behavior of randomly sampled tensors observed earlier. In particular, it can be shown that a uniformly sampled tensor concentrates much sharply around its mean if its entries are sufficiently small (see, e.g., Yuan and Zhang, 2016) . Therefore, instead of discarding small entries, we could derive a good estimate of them by sampling uniformly.
Another subtle difference between the two algorithm is in the criteria for "small" entries. Our criterion for "small" entries is that their absolute values are smaller than (
whereas Nguyen et al. (2015) treats only cubic tenors, that is
small entries of their scheme are those smaller than n
We now present the performance bounds for our sparsification algorithm. 
then, with probability at least
In the light of Theorem 1, we can achieve relative error ε in terms of tensor spectral norm with a sparse tensor such that
This significant improves earlier work by Bhojanapalli and Sanghavi (2015) and Nguyen et al. (2015) . It is worth noting that for small ε, or high accuracy approximation, the number of nonzero entries of A SPA is of the order ε −2 d max · sr(A), regardless of k. This, in particular, is known to be optimal in the matrix (k = 2) case (see, e.g., Achlioptas et al., 2013) .
The main technical tool for proving Theorem 1 is the following concentration inequality for random tensors which might be of independent interest.
Then, there exist absolute constants C 1 , C 2 , C 3 > 0 such that for any α > 0, with probability
where
and α 2,∞ (A, P) = max
Here we follow the convention that 0/0 = 0.
HOSVD via Tensor Sketching
To further illustrate the merits of the sketching schemes introduced earlier, we now consider a specific application to HOSVD, a popular technique for analyzing high dimensional tensor data. See, e.g., Kolda and Bader (2009); Sidiropoulos et al. (2017) and references therein.
For a k-th order tensor
Here
the collection of the top r j left singular vectors of
is computable via the standard matrix singular value decomposition on M j whose computation complexity is Davis-Kahan Theorem (Davis and Kahan, 1970) , we get
where σ k (·) denotes the k-th singular value, and
is the r j -th eigengap. In particular, we can consider applying this strategy by taking
The following result characterizes its performance.
respectively. Then there exists a constant C > 0 depending on k only such that for any t > 0,
with probability at least 1 − e −t .
By Theorem 3, in the case when
A critical fact that is neglected by this approach is that we are interested in approximating the left singular vectors of a potentially very "fat" matrix because d −j is generally much larger than d j . As such, this type of approach turns out to be suboptimal for our purpose.
Alternatively, we adopt a new spectral method similar in spirit to a recent proposal from Xia and Yuan (2017) . More specifically, we shall approximate U 
The following theorem provides the performance bound for approximate the singular 
with probability at least
From Theorem 4, if
= O(r j ) and
= O(r j ), then the required sample complexity for sparsification is
It is worth noting that, even though our main focus is on higher order tensors, in the case of matrices (k = 2) this sample complexity compares favorable with other sparsification techniques that have been developed for computing singular vectors. For example, consider computing the top r left singular vectors of a
The approach from Achlioptas and McSherry (2007) needs to samplẽ
entries; the technique of Drineas et al. (2006) requires
entries. These are to be compared with Algorithm 2 which needs
1/2 ε sampled entries, which could be much smaller than the previous two when d 1 ≪ d 2 .
Proofs
We now present the proofs to our main results.
Proof of Theorem 1
Theorem 1 follows immediately from the concentration bound for A SPA − A below. 
Proof of Lemma 1. Given A, we define the disjoint subsets of
Note that Ω 1 , Ω 2 , Ω 3 are non-random subsets for given A. Then, 
By definition of
Then, random tensor B is defined as
, with probability P (i 1 , . . . , i k ) 0, with probability 1 − P (i 1 , . . . , i k ),
where we followed the convention 0/0 = 0. Clearly, B − B has the same distribution as
To apply Theorem 2, we observe that
By Theorem 2, with probability at least 1 − d
Upper bound of A
Clearly,
We now apply Theorem 2 to bound each term on the righthand side. We follow the same strategy as before and define auxiliary tensors B s and B s such that B s Ω 2,s = A Ω 2,s and
= 0. The probability tensor P s is defined as
The random tensor B s is defined as
, with probability P 
n .
By definition of Ω 2,s , we have
Therefore,
By the fact P
By taking a uniform bound for all s = 1, 2, . . . , ⌈log(d 1 . . . d k /n)⌉, we conclude that with
Finalize the proof of Lemma 1. Put the above bounds together, we end up with, for any t > 1,
which holds with probability at least 1
Proof of Theorem 2
We begin with symmetrization (see, e.g., Yuan and Zhang, 2016 ) and obtain for any t > 0,
where ε ∈ R d 1 ×...×d k is a random tensor with i.i.d. Rademacher entries, and
The ⊙ operator stands for entrywse multiplication, that is
By definition, the operator norm ε ⊙ A is given by
We begin with the discretization of ℓ 2 -norm balls. For each j = 1, . . . , k, define
where m j = 2 ⌈log 2 d j ⌉ + 3 . Define the "digitalization" operator D s which zeros out the entries of A whose absolute value is not 2 −s/2 . Then,
where we denote by e i j the canonical basis vectors in
, the aspect ratio µ T is defined by
Define the sampling locations
and the associated sampling operator
We shall now make use of the following version of the Chernoff bound:
Lemma 2. Let X 1 , . . . , X n be independent binary random variables such that P(X j = 1) =
Lemma 2 is fairly standard and we include its proof in the Appendix for completeness.
By Lemma 2, there exists an absolute constant C > 0 such that for all α ≥ 1,
and d max := max 1≤j≤k d j . Denote the above event by E 1 with P(
max . The rest of our analysis is conditioned on event E 1 . Observe that
We conclude with
The entropy number of B ⋆ ν,m⋆ plays an essential role in bounding max 
where L(x, y) = max 1, log(ey/x) .
We write 
Observe that
where ∆ is a binary random tensor and ε is a Rademacher random tensor. Both of them
Moreover,
Recall the definition of α ∞ (A, P) and α 2,∞ (A, P). By Bernstein inequality for sum of bounded random variables, there exist absolute constants C 0 , C 1 , C 2 > 0 such that
for any t > 0. By the union bound and Lemma 3, we get
For large enough constants C 3 , C 4 > 0, by choosing t > 0 such that (A, P) .
By making the above bound uniform over all pairs 0 ≤ q ≤ s ≤ m ⋆ , we obtain P max
.
Upper bound of max Y∈B
For notation simplicity, we write S ⋆ in short for S ⋆ (Y). We apply Bernstein inequality to
Following an identical approach as previously, we show that
By Bernstein inequality and the union bound
for some absolute constants C 0 , C 1 , C 2 > 0. For large enough constants C 3 , C 4 > 0, by
we obtain P max (A, P) .
Finalize the proof of Theorem 2. Combining above bounds, we conclude that if for large enough constants C 3 , C 4 , C 5 > 0 such that
It follows immediately, by adjusting the constant C 3 , that
Proof of Theorem 3
It suffices to prove the upper bound of
Without loss of generality, let j = 1. Recall the notation 
where P ∆(i 1 , . . . , i k ) = 1 = P (i 1 , . . . , i k ). We shall apply the matrix Bernstein inequality to bound the sum of random matrices for M j − M j . Denote the locations of small entries by
moderate entries by
and large entries by
Recall that
Similarly,
By matrix Bernstein inequality (Tropp, 2012) , for any t ≥ 0, with probability at least 1 − e 
Proof of Theorem 4
Theorem 4 is an immediate consequence of the following concentration bound. 
then for any t ≥ 0, the following bound holds with probability at least 1 − e −t :
Proof of Lemma 4. With out loss of generality, we assume j = 1 without loss of generality.
In this case, M
(1)
Upper bound of M
j −M j . By Theorem 3, there exists an event E 1 with P(E 1 ) ≥ 1 − e −t such that on event E 1 ,
Denote by Z 1 2,∞ the maximal column ℓ 2 norm., i.e.,
Clearly, there exists a constant C 1 depending on k only such that
which holds with probability at least 1−e −t . Denote the above event by E 3 . We shall proceed conditional on E 1 ∩ E 2 ∩ E 3 . Write
which is again a sum of random matrices. Clear, for any (
By matrix Bernstein inequality, the following bound holds with probability at least 1 − e −t ,
M
Denote the above event by E 4 . On event E 1 ∩ E 2 ∩ E 3 ∩ E 4 , if 
Denote this event by E 5 . Clearly, an identical bound holds for M
with the same probability. Denote this event by E 6 .
Finalize the proof of Theorem 4. On event E 1 ∩ E 2 ∩ E 3 ∩ E 4 ∩ E 5 ∩ E 6 , if n ≥ 
