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Abstract
In this paper we address a long-standing problem of computing robust regions of attraction for state-constrained perturbed discrete-time
polynomial systems. The robust region of attraction of interest is a set of states such that every possible trajectory initialized in it will
approach an equilibrium state while never violating the specified state constraint, regardless of the actual perturbation. The most important
contribution of this work is to characterize the interior of the maximal robust region of attraction as the strict one sub-level set of the unique
bounded and continuous solution to a Bellman equation. The uniqueness property of the bounded and continuous solution facilitates the
use of existing numerical methods such as classical value iteration methods to solve the Bellman equation for an appropriate number of
state variables in order to obtain an approximation of the maximal robust region of attraction. Furthermore, we propose a semi-definite
programming based method to compute robust regions of attraction such that a robust region of attraction could be obtained by solving
a single semi-definite program, rendering this method simple to implement. Under appropriate assumptions, the existence of solutions
to the constructed semi-definite program is guaranteed and there exists a sequence of solutions such that their strict one sub-level sets
inner-approximate the interior of the maximal robust region of attraction in measure. Finally, these two numerical approaches, i.e. the
value iteration method and the semi-definite programming based method, are evaluated and compared on two illustrative examples.
Key words: Robust Regions of Attraction; State-Constrained Perturbed Discrete-Time Polynomial Systems; Bellman Equations;
Semi-definite Programs
1 Introduction
A fundamental problem in control engineering consists of
determining the robust region of attraction of an equilib-
rium state [36,9], which is a set of states such that every
tarjectory starting from it will move towards this equilib-
rium state while never leaving a specified state-constraint set
irrespective of the actual perturbation. Its applications in-
clude biology systems, e.g., the search of an optimal control
strategy for cancer treatment by analyzing the tumor growth
dynamics [30], and ecology systems, e.g., the study of the
resilience of an ecological system [26], and among others.
State constraints provide challenging questions in any form
of dynamical systems. The treatment of state constraints is
a classical yet still active research topic [7,18,20,27,39]. Vi-
ability theory is an area of mathematics and control theory
that studies the evolution of dynamical systems under state
constraints. It has close ties to the theories of optimal control
and set-valued analysis [2,3], and mainly studies invariance
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kernels for systems with perturbation inputs [18,39], viabil-
ity kernels for systems with control inputs [22,20,27] and
discriminating kernels for systems with competing inputs
(control and perturbation) [29]. The maximal robust region
of attraction of interest in this paper falls within the category
of invariance kernels. One well-known tool for computing
robust regions of attraction in viabilty theory is the classical
Lyapunov function, of which a sub-level set in which the
function decreases along system’s trajectories forms a ro-
bust region of attraction. To date there are a huge amount of
literature on estimating robust regions of attraction for non-
linear dynamical systems based on Lyapunov functions, e.g.,
[41,23,12,13,14,15,16,17] and the references therein. How-
ever, the construction of a Lyapunov function still remains a
challenging problem. With the progress of real algebraic ge-
ometry [5] and positive polynomials [19] in the last decade,
the sum-of-squares decomposition technique [34] allows nu-
merical methods such as semidefinite programming to be
used for finding polynomial Lyapunov functions for state-
constrained polynomial systems [1]. However, when we re-
turn to the problem of estimating robust regions of attraction,
the sum-of-squares decomposition technique often results
in bilinear semi-definite programs, e.g., [10,37,21,1]. The
bilinear semi-definite program falls within the non-convex
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programming framework and is notoriously hard to solve.
Moreover, the existence of solutions to the constructed (bi-
linear) semi-definite program for computing robust regions
of attraction is not guaranteed theoretically. Another highly
attractive means in viability theory is by exploiting the link
to optimal control. When the system is continuous-time, the
link is established through viscosity solutions of Hamilton-
Jacobi type equations, e.g., [3,29,32,7,39]. It extends the
use of Hamilton-Jacobi equations, which are widely used
in optimal control theory (e.g., [4]), to perform reachability
analysis. While computationally intensive, Hamilton-Jacobi
reachability approaches are appealing nowadays due to the
availability of modern numerical tools such as [31,6], which
allow solving associated problems conveniently for appro-
priate numbers of state variables. Recently, Zubov’s equa-
tion [41], which was originally inferred to describe the max-
imal region of attraction for continuous-time dynamical sys-
tems free of state constraints and perturbation inputs, was
extended to perturbed nonlinear systems in [8] and further
to state-constrained perturbed nonlinear systems in [18]. In
contrast to Hamilton-Jacobi type equations, Bellman equa-
tions, which are widely used in discrete-time optimal control
[4], have not been studied extensively for performing reach-
ability analysis in the past. To the best of our knowledge,
there is no previous work on the use of Bellman equations
having unique bounded and continuous solutions to char-
acterize the maximal robust region of attraction for state-
constrained perturbed discrete-time dynamical systems. In
view of the importance of discrete-time systems in real ap-
plications, e.g., the widely known application is the simula-
tion of a continuous-time system by digital computers [40],
we will make contributions in this regard.
In this paper we study the problem of computing robust re-
gions of attraction for state-constrained perturbed discrete-
time systems with an equilibrium state, which is uniformly
locally exponentially stable, within the Bellman equation
framework. Aspired by [18] which extends Zubov’s equa-
tion to the characterization of robust regions of attraction
for state-constrained perturbed continuous-time systems, we
infer a Bellman equation for state-constrained perturbed
discrete-time polynomial systems such that the strict one
sub-level set of its unique bounded and continuous solu-
tion is equal to the interior of the maximal robust region
of attraction. Existing well-developed numerical methods
such as the value iteration method can be employed to solve
this equation for an appropriate number of state variables,
thereby obtaining an approximation of the maximal robust
region of attraction. As the value iteration method generally
requires gridding the state and perturbation spaces, thereby
exhibiting exponential growth in computational complexity
with the number of state and perturbation variables and pre-
venting its application to high dimensional problems. There-
fore, we further propose a semi-definite programming based
method to compute robust regions of attraction such that a
robust region of attraction can be computed by solving a sin-
gle semi-definite programming. The semi-definite program-
ming is constructed from the derived Bellman equation. It
falls within the convex programming framework and can be
applied to systems with moderately high diemsnionality. Fi-
nally, we evaluate these two numerical methods–the value
iteration method and the semi-definite programming based
method–on two examples. The main contributions of this
paper are summarized below:
(1) We for the first time infer a Bellman equation, to
which the strict one sub-level set of the unique
bounded and continuous solution characterizes the
interior of the maximal robust region of attraction for
state-constrained perturbed discrete-time polynomial
systems. To the best of our knowledge, this is the first
possibility to estimate the maximal robust region of
attraction for state-constrained perturbed discrete-time
polynomial systems. Although we restrict ourselves
in this paper to polynomial systems, the derived Bell-
man equation is applicable to more general nonlinear
systems as well.
(2) Based on the Bellman equation we construct a semi-
definite program to compute robust regions of attrac-
tion. Under appropriate assumptions, the existence of
solutions to the semi-definite program is guaranteed
and there exists polynomial solutions such that their
strict one sub-level sets inner-approximate the interior
of the maximal robust region of attraction in measure.
This paper is structured as follows. In Section 2 basic notions
and the problem of interest are introduced. After presenting
our methods for synthesizing robust regions of attraction
in Section 3, we evaluate our methods on two examples in
Section 4. Finally, we conclude this paper in Section 5.
2 Preliminaries
In this section we describe the system of interest and the
concept of robust regions of attraction.
These notions will be used throughout this paper: Rn de-
notes the set of n−dimensional real vectors. R[·] denotes the
ring of polynomials with real coefficients in variables given
by the argument. Rk[·] denotes the vector space of real mul-
tivariate polynomials of total degree ≤ k. ∆◦, ∂∆, ∆ and
∆c denote the interior, boundary, closure and complement
of a set ∆, respectively. The space of continuous functions
on a set X is denoted by C(X). The difference of two sets
A and B is denoted by A \ B. µ(A) denotes the Lebesgue
measure on A ⊂ Rn. N denotes the set of non-negative in-
tegers. ‖x‖ denotes the 2-norm, i.e., ‖x‖ := √∑ni=1 x2i ,
where x = (x1, . . . , xn). B(0, r) denotes a ball of radius
r > 0 and center 0, i.e., B(0, r) := {x | ‖x‖2 ≤ r}. Vec-
tors are denoted by boldface letters.
The state-constrained perturbed discrete-time system of in-
terest in this paper is of the following form
x(j + 1) = f(x(j),d(j)), j ∈ N, (1)
2
where x(·) : N → X , d(·) : N → D, D = {d ∈ Rm |
∧mdi=1[hDi (d) ≤ 0]} is a compact semi-algebraic subset in
Rm with hDi ∈ R[d], f ∈ R[x,d] with f(0,d) = 0 for
d ∈ D, and X = {x ∈ Rn | ∧nXi=1[hXi (x) < 1]} is a
bounded open set with hXi (x) ∈ R[x]. Also, hXi (x) > 0
for x 6= 0 and hXi (0) = 0, i = 1, . . . , nX .
In order to define our problem succinctly, we present the
definition of a perturbation input policy pi.
Definition 1 A perturbation input policy, denoted by pi,
refers to a function pi(j) : N → D. In addition, we denote
the set of all perturbation policies by D.
Given a perturbation input policy pi, a trajectory to system
(1) is presented in Definition 2.
Definition 2 Given a perturbation input policy pi ∈ D, a
trajectory of system (1) initialized in x0 ∈ X is defined as
φpix0(·) : N∩ [0, T ]→ Rn, where φpix0(0) = x0, T ∈ N and
φpix0(j + 1) = f(φ
pi
x0(j), pi(j)),∀j ∈ N ∩ [0, T ],
φpix0(j) ∈ X,∀j ∈ N ∩ [0, T ].
(2)
We assume that 0 is uniformly locally exponentially stable
for system (1).
Assumption 1 The equilibrium state 0 is uniformly locally
exponentially stable for (1), i.e., there exist positive constants
M > 0, r > 0 and 0 < λ < 1 such that
‖φpix0(k)‖ ≤ λkM‖x0‖,∀x0 ∈ B(0, r),∀pi ∈ D,∀k ∈ N,
(3)
where B(0, r) ⊂ X .
Systems with locally exponentially stable equilibria are
widely studied in existing literature, e.g., [16,17]. Since in
many applications, it is not enough to know that a system
will converge to the equilibrium after infinite time, there is
a need to estimate how fast the system approaches 0. The
concept of exponential stability can be used for this pur-
pose [36]. A lemma used to determine whether the origin is
uniformly locally exponentially stable is presented below.
Its proof is given in Appendix.
Lemma 1 The origin is uniformly locally exponentially sta-
ble for system (1) if supd∈D |(λ(A))| < 1, where A =
∂f
∂x |x=0 and λ(A) is the eigenvalue of A that is largest in
absolute value.
Assumption 1 implies the existence of a positive constant 
such that B(0, ) ⊆ X and
φpix0(k) ∈ B(0,
r
2
),∀x0 ∈ B(0, ),∀k ∈ N,∀pi ∈ D. (4)
We define the (maximal) robust region of attraction for sys-
tem (1).
Definition 3 ((Maximal) Robust Region of Attraction)
The maximal robust region of attraction R is the set of
states such that every possible traectory of system (1) start-
ing from it will approach the equilibrium state 0 while
never leaving the state constraint set X , i.e.
R =
{
x0
∣∣∣∣∣ φ
pi
x0(l) ∈ X,∀l ∈ N,∀pi ∈ D,
and lim
l→∞
φpix0(l) = 0,∀pi ∈ D
}
. (5)
Correspondingly, a robust region of attraction is a subset of
the maximal robust region of attraction R.
3 Robust Regions of Attraction Generation
In this section we present our method for computing robust
regions of attraction. Following [18], we first introduce the
maximal robust region of uniform attraction R0, which is
equal to the interior of R0. Then, we characterize R0 as the
strict one sub-level set of the unique bounded and continuous
solution to a generalized Bellman equation, which can be
solved by existing numerical methods such as the value itera-
tion method. Furthermore, a computationally tractable semi-
definite programming method is proposed to synthesize ro-
bust regions of attraction. Moreover, we show that there ex-
ists a sequence of solutions to the semi-definite program such
that their strict one sub-level sets inner-approximate the in-
terior of the maximal robust region of attraction in measure
under appropriate assumptions.
3.1 Robust Regions of Uniform Attraction
In this subsection we introduce the maximal robust region
of uniform attraction, which is equal to the interior of the
maximal robust region of attraction.
Let Dad(x0) = {pi | φpix0(k) ∈ X,∀k ∈ N}. Denote the
first hitting time k′(x0, pi) of B(0, ) as
k′(x0, pi) := inf{k > 0 | φpix0(k) ∈ B(0, )},
where B(0, ) is defined in (4). The maximal robust region
of attraction R can be characterized by k′(x0, pi).
Lemma 2 Under Assumption 1, the maximal robust region
of attraction R is equal to R′, where
R′ =
{
x0
∣∣∣∣ Dad(x0) = D andk′(x0, pi) <∞ for pi ∈ D
}
. (6)
PROOF. Obviously,R′ ⊆ R. Thus, we just proveR ⊆ R′.
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Assume that there exists y0 ∈ R\R′. Obviously, φpiy0(l) ∈
X for l ∈ N and pi ∈ D. Moreover, there exists a perturba-
tion input policy pi′ such that φpi
′
y0(l) /∈ B(0, ) for l ∈ N,
contradicting liml→∞ φpiy0(l) = 0 for pi ∈ D. Therefore,
R ⊆ R′.
Above all, we have R = R′.
Now, we introduce the maximal robust region of uniform
attraction. The maximal robust region of uniform attraction
was first proposed in [18] for state-constrained perturbed
continuous-time systems. Let the Euclidean distance be-
tween a point x ∈ Rn and a set A ⊂ Rn be dist(x, A) :=
infy∈A‖x − y‖, and the set of δ-admissible perturbation
input policies be
Dad,δ(x0) := {pi | dist(φpix0(k), Xc) > δ for k ∈ N},
where δ > 0. It is obvious that Dad,0(x0) = Dad(x0).
The maximal robust region of uniform attraction R0 is then
defined by
R0 :=
{
x0 ∈ Rn
∣∣∣∣∣ there exists δ > 0 s.t. Dad,δ(x0)= D and sup
pi∈D
k′(x0, pi) <∞
}
.
(7)
Lemma 3 presents the openness property of the region R0
and the relation between R0 and R. Its proof is presented
in Appendix.
Lemma 3 Under Assumption 1, then
(1) R0 = R′0, where
R′0 =

x0
∣∣∣∣∣∣∣∣∣∣∣∣∣
there exists δ > 0 s.t. Dad,δ(x0)
= D and there exists
β(k) : N→ [0,∞) satisfying
lim
k→∞
β(k) = 0 s.t.
‖φpix0(k)‖ ≤ β(k) for k ∈ N
and pi ∈ D

.
(8)
(2) R0 is open.
(3) R0 = R◦.
3.2 Bellman Equations
In this section we mainly infer a generalized Bellman equa-
tion, to which the strict one sub-level set of the unique
bounded and continuous solution is equal to the maximal
robust region of uniform attraction R0.
We first introduce a semi-definite positive polynomial cost
g : Rn → R satisfying that g(x) = 0 iff x = 0. For the
sake of simplicity, we denote ln(g(φpix(i)) + 1) and ln(l[1−
hXj (φ
pi
x(i))]) as gi(x, pi) and hj,i(x, pi) respectively, i.e.
gi(x, pi) = ln(g(φ
pi
x(i)) + 1),
and
hj,i(x, pi) = ln(l[1− hXj (φpix(i))]), (9)
where
l[x] =
{
x, if x ≥ 0,
0, otherwise.
(10)
Besides, we define ln 0 := −∞.
For x ∈ Rn, we define the value function V : Rn → R+ ∪
{∞} as
V (x) := sup
pi∈D
sup
k∈N
{ k∑
i=1
gi−1(x, pi)−
min
j∈{1,...,nX}
hj,k(x, pi)
} (11)
and consider the Kruzhkov transformed optimal value func-
tion v : Rn → [0, 1] given by
v(x) := 1− e−V (x) = sup
pi∈D
sup
k∈N
{
1− eV˜ }, (12)
where
V˜ = −
k∑
i=1
gi−1(x, pi) + min
j∈{1,...,nX}
hj,k(x, pi). (13)
Theorem 1 Under Assumption 1, then
(1) R0 = {x | V (x) <∞} = {x | v(x) < 1}.
(2) V (x) is continuous over R0 with limn→∞ V (xn) =
∞ if limn→∞ xn = x /∈ R0 or limn→∞ ‖xn‖ =∞.
(3) v(x) is continuous over Rn.
The proof of Theorem 1 is presented in Appendix. Theo-
rem 1 indicates that the interior of the maximal robust re-
gion of attraction can be obtained by computing either the
value function V (x) in (11) or the value function v(x) in
(12). Below we show that they can be computed by solving
Bellman equations. Firstly, we observe that V (x) and v(x)
satisfy the dynamic programming principle.
Lemma 4 Under Assumption 1, the following assertions are
satisfied:
4
(1) For x ∈ Rn and k ∈ N, we have:
V (x) = sup
pi∈D
max
{ k∑
i=1
gi−1(x, pi) + V (φpix(k)),
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x, pi)− min
j∈{1,...,nX}
hj,i(x, pi)}
}
.
(14)
(2) For x ∈ Rn and k ∈ N, we have:
v(x) = sup
pi∈D
max
{
1− 1− v(φ
pi
x(k))∏k
i=1 e
gi−1(x,pi)
,
sup
i∈[0,k]∩N
{1− e−V }}, (15)
where
V = −
i∑
j1=1
gj1−1(x, pi)+ min
j∈{1,...,nX}
hj,i(x, pi).
(16)
The proof of Lemma 4 is shown in Appendix. Based on
Lemma 4 we can infer that the value functions V (x0) and
v(x0) are solutions to two generalized Bellman equations
(17) and (18), respectively.
Theorem 2 Under Assumption 1, the value function V is
the unique continuous solution to the generalized Bellman
equation
min
{
inf
d∈D
{V − V (f)− ln(g + 1)},
V + min
j∈{1,...,nX}
ln(l[1− hXj ])
}
= 0,∀x ∈ R0,
V (0) = 0.
(17)
The value function v is the unique bounded and continuous
solution to the Bellman equation
min
{
inf
d∈D
{v − v(f)− g · (1− v)},
v − 1 + min
j∈{1,...,nX}
eln(l[1−h
X
j ])
}
= 0,∀x ∈ Rn,
v(0) = 0.
(18)
PROOF. The fact that the value functions V (x) in (11) and
v(x) in (12) are solutions to (17) and (18) respectively can
be verified when k = 1 in (14) and (15).
Here, we just prove the uniqueness of solutions to (18). The
uniqueness of solution to (17) can be guaranteed by the one
to one corresponding relationship between V (x) and v(x).
Assume that v˜ is a bounded and continuous solution to (18)
as well, we need to prove that v = v˜ over x ∈ Rn, where
v < 1 over R0 and v = 1 over Rn \ R0. Assume that
there exists y0 such that v˜(y0) 6= v(y0). First let’s assume
v(y0) > v˜(y0) and v(y0) ≥ 1. Obviously, y0 6= 0 and
consequently g(y0) > 0. Since both v and v˜ satisfy (18),
we have that
inf
d∈D
{v(y0)− v(f(y0,d))− g(y0)(1− v(y0))} = 0.
Since v is continuous over Rn and f is continuous
over Rn × D, there exists d′1 ∈ D such that v(y0) −
v(f(y0,d
′
1)) − g(y0)(1 − v(y0)) = 0. Since v˜(y0) −
v˜(f(y0,d
′
1))− g(y0)(1− v˜(y0)) ≥ 0, we obtain that
v(f(y0,d
′
1))−v˜(f(y0,d′1))
≥ (v(y0)− v˜(y0))(1 + g(y0)). (19)
Let y1 = φpi1y0(1), where pi1(0) = d
′
1, then v(y1) > v˜(y1).
Also, we have v(y0) ≤ v(y1). Moreover, y1 6= 0, g(y1) >
0. We continue the above deduction for y0 to y1 and obtain
that there exists d′2 ∈ D such that
v(f(y1,d
′
2))−v˜(f(y1,d′2))
≥ (v(y1)− v˜(y1))(1 + g(y1)). (20)
Thus, we have
v(f(y1,d
′
2))− v˜(f(y1,d′2)) ≥
(v(y0)− v˜(y0))(1 + g(y1))(1 + g(y0)). (21)
Let y2 = φpi2y1(1), where pi2(0) = d
′
2, then v(y2) > v˜(y2).
Also, v(y1) ≤ v(y2).
Analogously, we deduce that for k ∈ N,
v(f(yk,d
′
k+1))− v˜(f(yk,d′k+1)) ≥
(v(y0)− v˜(y0))(1 + g(yk)) · · · (1 + g(y0)). (22)
Moreover, let yk+1 = φ
pik+1
yk (1), then v(yk) ≤ v(yk+1),
where pik+1(0) = d′k+1. This implies that limk→∞ yk 6= 0
and thus yk ∈ B(0, ) for k ∈ N, where B(0, ) is defined
in (4). Assume that c0 = inf{g(x) | x ∈ Rn \ B(0, )}.
Obviously, c0 > 0. Therefore,
v(f(yk,d
′
k+1))−v˜(f(yk,d′k+1))
≥ (v(y0)− v˜(y0))(1 + c0)k+1,
(23)
implying that limk→∞ v(yk) = ∞, which contradicts the
fact that v is bounded over Rn.
Next, assume v(y0) > v˜(y0) and v(y0) < 1. According to
Theorem 1, every possible trajectory starting from y0 will
eventually approach 0. Also, we have
inf
d∈D
{v(y0,d)− v(f(y0,d))− g(y0)(1− v(y0))} = 0.
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Following the deduction mentioned above, we have
v(yk)− v˜(yk) ≥ v(y0)− v˜(y0),∀k ∈ N.
Since limk→∞ v˜(yk) = 0, limk→∞ v(yk) ≥ v(y0)− v˜(y0)
holds, contradicting limk→∞ v(yk) = 0.
For the case that v˜(y0) > v(y0), we can obtain similar
contradiction by following the proof procedure mentioned
above with v and v˜ reversed.
From Theorem 2 we conclude that the maximal robust region
of uniform attraction R0 can be estimated by addressing
(18). Existing well-developed numerical methods such as the
value iteration method in the framework of reinforcement
learning can be used to address (18).
Theorem 1 Assume that a sequence of functions (vk)k∈N
is generated by the value iteration method in the following
way: for x ∈ Rn and k ∈ N,
vk+1(x) = sup
d∈D
max
{g(x) + vk(f(x,d))
1 + g(x)
,
1− min
j∈{1,...,nX}
eln(l[1−h
X
j (x)])
}
,
(24)
where v0 : Rn → [−1, 1] is a given bounded and continuous
function with v0(0) = 0, then vk(x) approximates v(x)
uniformly over Rn as k tends to infinity, where v(x) is the
unique bounded and continuous solution to (18).
The proof of Theorem 1 is shown in Appendix. The algo-
rithm for implementing the value iteration method (24) is
presented as follows:
(1) Decide on a grid Λ = {x1, . . . ,xN} for the state vari-
able x, and decide on a grid ∆ = {d1, . . . ,dM} for
the perturbation variable d;
(2) Choose an initial guess for the value function v0(x)
and a stopping criterion  > 0, and k := 0;
(3) For each xi ∈ Λ, i = 1, . . . , N , compute
x′i,j = f(xi,dj),∀j = 1, . . . ,M,
then compute an interpolated value function at each
x′i,j : v˜k(x
′
i,j) and compute
vk+1(xi) = max
d∈∆
max{g(xi,j) + v˜k(x
′
i,j)
1 + g(xi,j)
,
1− min
j∈{1,...,nX}
{eln(l[1−hXj (xi,j)])}}.
(4) If maxx∈Λ|vk+1(x)− vk(x)| < , go to the next step,
else k := k + 1 and go back to (3);
(5) Compute the final solution as v(x) ≈ vk+1(x).
The value of v(x) can be calculated on the gird Λ. The above
algorithm can solve equation (18) for an appropriate number
of state and perturbation variables and consequently provides
a practical method for computing an approximation of the
maximal robust region of attraction. However, as the size of
state and perturbation spaces grows, it becomes intractable.
3.3 Semi-definite Programming Implementation
In this subsection we present a method based on semi-
definite programming to compute robust regions of attrac-
tion. The semi-definite program falls within the convex pro-
gramming framework and can be applied to systems with
moderately high dimensionaltiy. Moreover, we prove that
there exist solutions such that their strict one sub-level sets
inner-approximate the interior of the maximal robust region
of attraction in measure under appropriate assumptions.
As a direct consequence of Theorem 2, we have that if a
continuous function u(x) : Rn → R satisfies (18), then
u(x) satisfies for x ∈ Rn and d ∈ D the constraints:
u− u(f)− g · (1− u) ≥ 0, ∀x ∈ Rn,∀d ∈ D,
u− 1 + eln(l[1−hXj ]) ≥ 0, ∀x ∈ Rn,
j = 1, . . . , nX .
(25)
Corollary 1 Assume a continuous function u(x) : Rn → R
is a solution to (25), then u(x) ≥ v(x), where v(x) is the
unique bounded and continuous solution to (18). Conse-
quently, {x ∈ Rn | u(x) < 1} is a robust region of uniform
attraction, i.e. {x ∈ Rn | u(x) < 1} ⊂ R0.
PROOF. Assume that there exists y0 ∈ Rn such that
u(y0) < v(y0), we can obtain a contradiction by follow-
ing the proof of Theorem 2. Therefore, u(x) ≥ v(x) over
x ∈ Rn. Since R0 = {x ∈ Rn | v(x) < 1}, we have that
{x ∈ Rn | u(x) < 1} ⊂ R0.
From Corollary 1 we observe that a robust region of attrac-
tion can be found by solving (25) rather than (18).
3.3.1 Semi-definite Programming Relaxation
In this subsection we construct a semi-definite program to
compute robust regions of attraction based on (25). We ob-
serve that u(x) is required to satisfy (25) over Rn, which
is a strong condition. Regarding this issue, we further con-
sider (25) on the set B(0, R), where B(0, R) is defined in
Assumption 2. In addition, we introduce another set X∞,
which is also defined in Assumption 2.
Assumption 2 (a) X∞ = {x ∈ Rn | h∞(x) < 1} is a
robust region of attraction, where h∞ ∈ R[x]. Besides,
we assume that X∞ ⊂ X and 0 ∈ X◦∞.
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(b) B(0, R) = {x ∈ Rn | h0(x) ≤ R}, where h0(x) =∑n
i=1 x
2
i , R is a positive constant such that Ω(X) ⊂
B(0, R). Ω(X) is the set of states being reachable
from the set X within one step for system (1), i.e.,
Ω(X) = {x | x = f(x0,d),x0 ∈ X,d ∈ D} ∪X .
X∞ satisfies Assumption 2 if h∞ is a (local) Lyapunov
function for system (1), which could be obtained based on
the linearized system of system (1) around the origin 0 ac-
cording to Lemma 1. B(0, R) can be efficiently computed
by solving a semi-definite programming or linear program-
ming problem as in [24,27]. In this paper, we assume that
X∞ and B(0, R) were already acquired.
Based on B(0, R) and X∞ in Assumption 2, we further
relax constraint (25) and restrict the search for a continuous
function u(x) in the compact set B(0, R). We obtain the
following constraints:
u− u(f)− g · (1− u) ≥ 0,∀x ∈ B(0, R) \X∞,∀d ∈ D,
u− 1 ≥ 0,∀x ∈ B(0, R) \X,
u− hXj ≥ 0,∀x ∈ X,
j = 1, . . . , nX .
(26)
Obviously, v(x) in (12) satisfies (26).
When the continuous solution to (26) is restricted to be
a polynomial, based on sum-of-squares decomposition for
multivariate polynomials, (25) could be recast as the follow-
ing sum-of-squares program:
p∗k = infw · l
s.t.
uk − uk(f)− g · (1− uk) = s0 + s1 · (R− h0)+
s2 · (h∞ − 1)−
mD∑
i=1
s3,i · hDi ,
uk − 1 = s4,j + s5,j · (R− h0) + s6,j · (hXj − 1),
uk − hXj = s7,j + s8,j · (R− h0) +
nX∑
l=1
s9,l,j · (1− hXl ),
j = 1, . . . , nX ,
(27)
where w · l = ∫
B(0,R)
uk(x)dx −
∫
X∞
uk(x)dx, l is
the vector of the moments of the Lebesgue measure over
B(0, R) \X∞ indexed in the same basis in which the poly-
nomial uk with coefficients w is expressed. The minimum
is over polynomial uk(x) ∈ Rk[x] and polynomial sum-of-
squares si(x,d), i = 0, . . . , 2, s3,i(x,d), i = 1, . . . ,mD,
si,j(x), s9,l,j(x), i = 4, . . . , 8, j, l = 1, . . . , nX , of appro-
priate degree. Since the constraints that polynomials are
sum-of-squares can be written explicitly as linear matrix
inequalities, and the objective is linear in the coefficients
of the polynomial uk(x), problem (27) is a semi-definite
program, which falls within the convex programming
framework and can be solved via interior-point methods in
polynomial time (e.g., [38]).
Theorem 3 Under Assumption 2, if u(x) ∈ Rk[x] is a so-
lution to (27), then {x ∈ B(0, R) | u(x) < 1} is a robust
region of attraction.
PROOF. According to the third constraint in (27), we obtain
that {x ∈ B(0, R) | u(x) < 1} ⊂ X . Next we will prove
that every possible trajectory initialized in the set {x ∈
B(0, R) | u(x) < 1} will approach the equilibrium state 0
eventually while never leaving the state constraint set X .
Assume that there exists y0 ∈ {x ∈ B(0, R) | u(x) < 1}
and a perturbation input policy pi′ such that φpi
′
y0(l) ∈ X
for l = 0, . . . , l0 and φpi
′
y0(l0 + 1) /∈ X . It is obvious that
φpi
′
y0(l) ∈ X \ X∞ for l = 0, . . . , l0 since X∞ is a robust
region of attraction. Since Ω(X) ⊆ B(0, R), where Ω(X)
is defined in Assumption 2, φpi
′
y0(l0 + 1) ∈ B(0, R) \ X ,
thus we obtain that
u(φpi
′
y0(l0 + 1)) ≥ 1. (28)
However, sinceφpi
′
y0(l) ∈ B(0, R)\X∞ for l = 0, . . . , l0+1
and u(y0) < 1, from the first constraint in (27), we have
u(φpi
′
y0(l0 + 1)) < 1,
which contradicts (28). Thus, every possible trajectory ini-
tialized in {x0 ∈ B(0, R) | u(x0) < 1} never leaves the
set X .
Lastly, we will prove that every possible trajectory initial-
ized in {x ∈ B(0, R) | u(x) < 1} will approach the equi-
librium state 0 eventually. Since every possible trajectory
initialized in the set X∞ will approach the equilibrium state
0 eventually, it is enough to prove that every possible trajec-
tory initialized in the set {x ∈ B(0, R) | u(x) < 1} \X∞
will enter the set X∞ within finite time horizon. Assume
that there exist y0 ∈ {x ∈ B(0, R) | u(x) < 1} and a per-
turbation input policy pi′ such that φpi
′
y0(l) /∈ X∞,∀l ∈ N.
Since φpi
′
y0(l) ∈ X for l ∈ N and u(x) ≥ 0 for x ∈ X (The
fact that u(x) ≥ 0 for x ∈ X can be obtained from the third
constraint in (27).),
u(φpi
′
y0(l)) ≥ 0,∀l ∈ N.
Moreover, u(φpi
′
y0(l)) < 1 holds for l ∈ N. According to
the first constraint in (27), we have u(φpi
′
y0(l))− u(φpi
′
y0(l+
1)) ≥ g(φpi′y0(l)) · (1 − u(φpi
′
y0(l))) for l ∈ N. Therefore,
u(φpi
′
y0(l + 1)) ≤ u(φpi
′
y0(l)) − g(φpi
′
y0(l))(1 − u(φpi
′
y0(l)))
and thus u(φpi
′
y0(l)) ≥ u(φpi
′
y0(l + 1)) for l ∈ N. Since
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g(x) ∈ R[x] is positive over x 6= 0, we obtain that g(x) can
attain a minimum over the compact set X \X∞. Let ′ =
min
x∈X\X∞ g(x), it is obvious that 
′ > 0. Therefore, we
have u(φpi
′
y0(l+ 1)) ≤ u(φpi
′
y0(l))− ′(1−u(y0)) for l ∈ N.
Therefore, u(φpi
′
y0(l + 1)) ≤ u(y0) − (l + 1)′(1 − u(y0))
for l ∈ N. Thus, we obtain that there exists l′0 ∈ N such that
u(φpi
′
y0(l
′
0)) < 0,
contradicting the fact that u(φpi
′
y0(l)) ≥ 0,∀l ∈ N. There-
fore, every possible trajectory initialized in the set {x ∈
B(0, R) | u(x) < 1} \ X∞ will enter the set X∞ within
finite time horizon. consequently, every possible trajectory
initialized in the set {x ∈ B(0, R) | u(x) < 1} will ap-
proach the equilibrium state 0 eventually.
Combining above arguments, we conclude that {x ∈
B(0, R) | u(x) < 1} is a robust region of attraction.
Remark 1 Note that Theorem 3 still holds if 0 is asymp-
totically stable rather than uniformly locally exponentially
stable. The proof of Theorem 3 did not require Assumption 1.
3.3.2 Theoretical Analysis of (27)
In this subsection we show that there exists a sequence of
solutions to (27) such that their strict one sub-level sets
inner-approximate the interior of the maximal robust region
of attraction in measure under appropriate assumptions.
Assumption 3 One of the polynomials defining the set D
is equal to hDi := ‖d‖2 −RD for some constant RD ≥ 0.
Assumption 3 is without loss of generality since the set D
is compact, and therefore redundant constraint of the form
RD − ‖d‖2 ≥ 0 can aways be added to the description of
D for sufficiently large RD, as argued in [20].
Lemma 5 Under Assumptions 1, 2 and 3, there exists a se-
quence (uki(x))
∞
i=0 such that uki(x) converges from above
to v uniformly over B(0, R), where uki(x) ∈ Rki [x] de-
notes the u−component of a solution to (27) and v is the
continuous and bounded solution to (18).
PROOF. Let
Ω(B(0, R)) = {y ∈ Rn |y = φpix0(i), i ∈ [0, 1],
x0 ∈ B(0, R), pi ∈ D}. (29)
Since f ∈ R[x,d], and D and B(0, R) are compact,
Ω(B(0, R)) is bounded and consequently Ω(B(0, R))
is compact. Moreover, B(0, R) ⊂ Ω(B(0, R)). Let
B = B(0, R) \X∞. We infer that for every  > 0, there ex-
ists a continuous function v satisfying (26) and |v−v| ≤ .
Obviously, v = v +  satisfies such requirement since
v − v(f)− g · (1− v) ≥ c0,∀x ∈ B, ∀d ∈ D,
v − 1 ≥ ,∀x ∈ B(0, R) \X∞,
v − hXj ≥ ,∀x ∈ X, j = 1, . . . , nX ,
(30)
where c0 = inf{g(x) | x ∈ B(0, R) \X∞}. Since
Ω(B(0, R)) is compact, according to Stone-Weierstrass
theorem [11], there exists a polynomial uki of a sufficiently
high degree ki such that
0 < uki − v <

2
c0,∀x ∈ Ω(B(0, R)).
Thus, we have
 < uki − v < +

2
c0,∀x ∈ Ω(B(0, R)). (31)
According to the definition of Ω(B(0, R)), i.e. (29), we
have that f(x,d) ∈ Ω(B(0, R)) holds for x ∈ B(0, R) and
d ∈ D. Therefore,
 < uki(f(x,d))− v(f(x,d)) < +

2
c0
holds for x ∈ B(x0, R) and d ∈ D. It is easy to check that
uki satisfies
uki − uki(f)− g · (1− uki) > 0,∀x ∈ B, ∀d ∈ D,
uki − 1 > 0,∀x ∈ B(0, R) \X,
uki − hXj > 0,∀x ∈ X, j = 1, . . . , nX .
(32)
Since  is arbitrary, and according to Putinar’s Positivstel-
lensatz [35], we have that uki(x) converges from above to
v uniformly over B(0, R) with i approaching infinity.
Finally, we conclude that {x ∈ B(0, R) | uki(x) < 1}
converges to the interior of the maximal robust region of
attraction with i approaching infinity.
Theorem 4 Let uki(x) satisfy the condition in Lemma 5.
Then the set Rki = {x ∈ B(0, R) | uki(x) < 1} satisfies
Rki ⊂ R◦ and
lim
i→∞
µ(R◦ \ Rki) = 0.
PROOF. Rki ⊂ R0 = R◦ is an immediate consequence
of Lemma 5 since uki ≥ v over B(0, R) according to (31).
According to Theorem 1 as well as Theorem 3 in [24] and
Lemma 5, we have limi→∞ µ(R◦ \ Rki) = 0.
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4 Illustrative Examples
In this section we evaluate the value iteration method and the
semi-definite programming based method on two illustarive
examples. All computations were performed on an i7-P51s
2.6GHz CPU with 4GB RAM running Windows 10. For
the value iteration method, uniform grids 1002 on the state
space [−0.6, 0.6]2 and 207 on [−0.6, 0.6]7 are respectively
adopted for Examples 1 and 2. The initial value functions v0
for these two examples are set to 0. We use YALMIP [25]
and Mosek [33] to implement (27).
SDP
Ex. k dsi ds3,i dsi,j ds9,l,j TSDP
1
1a) 8 16 16 10 10 32.54
1b) 8 16 16 10 10 29.88
2
2 2 2 2 2 2.39
4 4 4 4 4 1036.12
VI
Ex.  N M TVI
1 10−16 104 50 748.92
Table 1
Parameters of our implementations on Example
1. k, dsi , ds3,i1 , dsi,j , ds9,l,j : degree of polynomials
u, si, s3,i1 , si,j , s9,l,j in (27), respectively, i1 = 1, . . . ,mD ,
i = 0, . . . , 2, i = 4, . . . , 8, j = 1, . . . , nX , l = 1, . . . , nX ;
T ime: computation times (seconds); : the stopping criterion in
the value iteration method; N,M : numbers of elements in Λ and
∆ respectively in the value iteration method; TVI: computation
times (seconds) in solving (18) using the value iteration method.
Example 1 In this example we consider a two-dimensional
system, in which f(x, d) = (0.5x1 + (1.5 + d)x22; 0.5x2),
X = {x | 4x21+4x22 < 1},X∞ = {x | 100x21+100x22 < 1}
and D = {d | d2 − 14 ≤ 0}.
The linearization matrix for this system isA = [0.5 0; 0 0.5].
Its largest eigenvalue in absolute value is strictly smaller
than 1. Therefore, the origin 0 is uniformly locally exponen-
tially stable according to Lemma 1. Assumption 1 is satis-
fied. When g(x) = 0.01(x21 +x
2
2) in (27), the interior of the
maximal robust region of attraction estimated via the value
iteration method is visualized in Fig. 1. Level sets of the es-
timated value function v(x) are presented in Fig. 2.
Next, we evaluate the performance of the semi-definite pro-
gramming based method. The function V∞(x) = 100x21 +
100x22 defining X∞ is a Lyapunov function such that X∞ ⊂
X is a robust region of attraction. This argument can be
justified by first encoding the following constraint
V∞(x)− V∞(f(x,d)) > 0,∀x ∈ X∞ \ {0},∀d ∈ D
in the form of sum-of-squares constraints and then verify-
ing the feasibility of the constructed sum-of-squares con-
straints. Assumption 2(a) is satisfied. Then 1a) we employ
B(0, R) = {x | x21 + x22 ≤ 0.36}, which is a set satisfying
Assumption 2(b). This argument is justified by first encoding
the following constraint
0.36− (0.5x1 + (1.5 + d)x22)2
+
(
0.5x2
)2 ≥ 0,∀x ∈ X,∀d ∈ D
in the form of sum-of-squares constraints and then verify-
ing its feasibility. Moreover, the function d2 − 14 defining D
satisfies Assumption 3. When g(x) = 0.01(x21 +x
2
2) in (27),
Lemma 5 holds, implying that the existence of solutions to
(27) is guaranteed. Via solving (27), a robust region of at-
traction, which is a strict one sub-level set of an approxi-
mating polynomial of degree 8, is illustrated in Fig.1. We
observe from Fig. 1 that the computed robust region of at-
traction when k = 8 can approximate the maximal robust re-
gion of attraction very well by comparing with the maximal
robust region of attraction estimated via the value iteration
method. However, the computation time is only around 120 of
that taken by the value iteration method. 1b) We further in-
vestigate the effect of B(0, R) on computing robust regions
of attraction. We employ B(0, R) = {x | x22 + x22 ≤ 1} to
perform computations, the robust region of attraction com-
puted via solving (27) when k = 8 is illustrated in Fig. 1
as well. The computation time is 29.88 seconds, which is
around 125 of that taken by the value iteration method. Also,
the computed robust region of attraction approximates the
maximal robust region of attraction well. Moreover, the vi-
sualized results in Fig. 1 give us an intuitive grasp that a set
B(0, R) of smaller volume gives rise to less conservative
robust regions of attraction.
As to the effect of different g(x)’s on computed robust regions
of attraction, we conducted experiments using g(x) = x21 +
x22 as well. The computed robust regions of attraction are
almost the same with those when g(x) = 0.01(x21 + x
2
2).
Example 2 In this example we consider a seven-dimensional
system, in which f(x, d) is f(x, d) = (0.4x1+0.8x5; dx1+
0.85x2; 0.1x3 + 0.6x4; 0.4x3 + 0.7x4 + 0.3x6; 0.1x1 +
0.4x5+0.6x6; 0.2x2+0.1x5+0.5x6; 0.1x1+0.3x4+0.6x7),
X = {x |∑7i=1 4x2i < 1} and D = {d | 100d2 ≤ 1}.
As to this system, the unique equilibrium state 0 is uniformly
globally exponentially stable. If there is no requirement that
all trajectories should stay inside the constraint set X , X
is a robust region of attraction. However, X is not a robust
region of attraction of interest in this paper.
Unlike for the low-dimensional Example 1, the value it-
eration method for solving (18) here runs out of memory
and thus does not return an estimate. The semi-definite
programming based method (27), however, is still able
to compute robust regions of attraction. X∞ = {x |∑7
i=1 100x
2
i < 1}, B(0, R) = {x |
∑7
i=1 x
2
i ≤ 0.33}
and g(x) = 0.01
∑7
i=1 x
2
i are used to perform computa-
tions. Plots of computed robust regions of attraction on
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Fig. 1. Estimations of R for Example 1. (Black curve de-
notes the boundary of X . Yellow curve denotes the bound-
ary of the robust region of attraction computed when
B(0, R) = {x | x22 + x22 ≤ 0.36}. Blue curve denotes the
boundary of the robust region of attraction computed when
B(0, R) = {x | x22 + x22 ≤ 1}; Red curve denotes the boundary
of the maximal robust region of attraction computed via the value
iteration method.)
Fig. 2. Level sets of v for Example 1.
plane x1 − x6 with x2 = x3 = x4 = x5 = x7 = 0 are
shown in Fig. 3. In order to shed light on the accuracy
of the computed robust region of attraction, we employ
simulation techniques to synthesize a coarse estimate of
the maximal robust region of attraction on planes x1 − x6
with x2 = x3 = x4 = x5 = x7 = 0. This estimate is also
depicted in Fig. 3.
Although the scale of the semi-definite program (27) grows
fast with the number of state and perturbation variables and
the degree of polynomials in (27), engineering insight to-
gether with temmplate polynomials such as diagonally dom-
inant sum-of-squares (DSOS) and scaled diagonally domi-
nant sum-of-squares (SDSOS) polynomials [28] can further
enhance the computational efficiency and scalability advan-
tages of the semi-definite programming based method (27)
−0.5 0 0.5
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
x1
x 6
x2=x3=x4=x5=x7=0
Fig. 3. Estimations of R for Example 2. Red and green curves
denote the boundaries of robust regions of attraction computed
when k = 4 and k = 2 respectively. Gray region denotes an
estimation of the maximal robust region of attraction.
over the value iteration method.
Finally, it is worth remarking that the semi-definite program-
ming based method (27) is limited to polynomial systems,
while the Bellman equation based method (18) is capable
of dealing with more general nonlinear systems, which are
however not the focus of this paper.
5 Conclusion
In this paper we studied the computation of robust regions
of attraction for state-constrained perturbed polynomial
discrete-time systems. We formulated the interior of the
maximal robust region of attraction as the strict one sub-
level set of the unique bounded and continuous solution to
a Bellman equation. Existing numerical methods such as
value iteration methods were employed to solve this Bell-
man equation for an appropriate number of variables and
thus produced an estimate of the maximal robust region of
attraction. Moreover, based on the derived Bellman equa-
tion a novel semi-definite programming based method was
proposed such that a robust region of attraction could be
computed by solving a single semi-definite program, which
provides better scalability than the value iteration method.
We further show that there exists a sequence of solutions to
the semi-definite program such that their strict one sub-level
sets inner-approximate the interior of the maximal robust
region of attraction in measure. Two illustrative examples
demonstrated the performance of the approaches.
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Appendix
The proof of Lemma 1:
PROOF. Using the mean value theorem, each component
11
of f can be rewritten in the following form
fi(x,d) =
∂fi
∂x
|x=zi x
for some zi on the segment from the origin to x. It is valid
for any x ∈ Rn. We can also write
fi(x,d) =
∂fi
∂x
|x=0 +[∂fi
∂x
|x=zi −
∂fi
∂x
|x=0]x.
Let gi(x,d) = [∂fi∂x |x=zi −∂fi∂x |x=0]x, we have that
|gi(x,d)| ≤ ‖∂fi
∂x
|x=zi −
∂fi
∂x
|x=0 ‖‖x‖.
Moreover, f can be rewritten as f = Ax+g(x), resulting in
the fact that ‖x(k+1)‖ ≤ ‖A‖‖x(k)‖+‖g(x(k),d(k))‖ ≤
supd∈D λ(A)‖x(k)‖+‖g(x(k),d)‖. However, by continu-
ity of ∂fi∂x we have that
lim
‖x‖→0
‖g(x,d)‖
‖x‖ = 0,∀d ∈ D.
Therefore, for every  > 0, there exists r > 0 such that
‖g(x,d)‖ ≤ ‖x‖,∀x ∈ {x | ‖x‖ ≤ r},∀d ∈ D.
Set  = 12 (1− supd∈D λ(A)), we obtain a corresponding r
such that for d ∈ D and x(k) ∈ {x | ‖x‖ ≤ r},
‖x(k + 1)‖ ≤ (1
2
(1 + sup
d∈D
λ(A)))‖x(k)‖.
Also, since 12 (1 + supd∈D λ(A)) < 1, we have x(k + 1) ∈{x | ‖x‖ ≤ r} for d ∈ D. Thus, for x0 ∈ {x | ‖x‖ ≤ r}
and d ∈ D,
‖x(k + 1)‖ ≤ (1
2
(1 + sup
d∈D
λ(A)))k+1‖x(0)‖.
The conclusion is proved.
Below we present proofs of Lemma 3 and Theorem 1. In
these proofs, Ω(x0, k) denote the set of states visited by sys-
tem (1) initialized at x0 within k ≥ 1 steps, i.e. Ω(x0, k) =
{y ∈ Rn | y = φpix0(i),∀i ∈ [0, k] ∩ N,∀pi ∈ D}.
The proof of Lemma 3:
PROOF. 1. Letx0 ∈ R0 andK = suppi∈D k′(x0, pi) <∞.
Then, for k ≥ K we have
‖φpix0(k)‖ ≤ β(r, k) = λkMr,
where r is defined in (3). Hence, for k ≥ K we can choose
β(k) = β(r, k). Since φpix0(k) ∈ X for k ∈ [0,K] and
pi ∈ D, and X is bounded, there exists M ′ ≥ 0 such that
‖φpix0(k)‖ ≤M ′,∀k ∈ [0,K],∀pi ∈ D.
Choosing β(k) = M ′ for k ∈ [0,K] then yields the function
β(k) with the desired properties. Thus,
x0 ∈ R′0,
implying that
R0 ⊆ R′0.
Conversely, let x0 ∈ R′0 andK > 0, pick the corresponding
δ > 0 and β(k) be such that
β(k) < ,∀k ≥ K
(K exists since limk→∞ β(k) = 0), where  is defined in
(4). Then we have
‖φpix0(k)‖ ≤ β(k) < ,∀k ≥ K,∀pi ∈ D,
which implies
φpix0(k) ∈ B(0, ),∀k ≥ K,∀pi ∈ D.
Hence,
k′(x0, pi) ≤ K, ∀pi ∈ D
and thus
sup
pi∈D
k′(x0, pi) ≤ K <∞.
Also, since Dad,δ = D, we have that
x0 ∈ R0,
implying that
R′0 ⊆ R0.
2. Since R0 = R′0, we prove the openness of R′0 instead.
Let x0 ∈ R′0 and consider the corresponding δ > 0 and
β(·) : N → [0,∞). Let K > 0 be such that β(k) < 2 for
k ≥ K. Since f ∈ R[x,d], f(x,d) is Lipschitz continuous
over x ∈ X uniformly over d ∈ D, implying that there
exists B(x0, ) such that for y0 ∈ B(x0, ), pi ∈ D and
k ∈ [0,K],
‖φpix0(k)− φpiy0(k)‖ < min{
δ
2
,

2
}.
This further implies that for y0 ∈ B(x0, ), pi ∈ D and
k ∈ [0,K],
dist(φpiy0(k), X
c) >
δ
2
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holds. Thus,
φpiy0(K) ∈ B(0, ),∀pi ∈ D,
hence
sup
pi∈D
k′(y0, pi) ≤ K.
Together with (4) this implies
Dad,min{ δ2 , r2 }(y0) = D,
hence we conclude that y0 ∈ R′0. Thus, B(x0, ) ⊂ R′0 and
consequently R′0 is open.
3. Since R0 ⊆ R, the inclusion R◦0 ⊆ R◦ is clear and by 2
it implies R0 ⊆ R◦.
Next we just need to prove thatR◦ ⊆ R0, let x0 ∈ R◦\R0.
Since x0 /∈ R0, by 1 either
sup
pi∈D
k′(x0, pi) =∞
or
Dad,δ(x0) 6= D,∀δ > 0
must hold. If the former holds, then we obtain x0 ∈ ∂R
since in every neighborhood of x0 there exist x′0 and a per-
turbation input policy pi such that k′(x′0, pi) = ∞, contra-
dicting x0 ∈ R◦.
Hence assume
K = sup
pi∈D
k′(x0, pi) <∞.
Then we have the conclusion that
Dad,δ(x0) 6= D,∀δ > 0
holds and thus there exists a sequence (pin, kn)n∈N such that
lim
n→∞ dist(φ
pin
x0 (kn), X
c) = 0.
Since (4) and k′(x0, pin) ≤ K, we have that
kn ≤ K,∀n ∈ N.
Also, since f is polynomial over x ∈ Rn and d ∈ D,
xn = φ
pin
x0 (kn) is bounded. The fact that f ∈ R[x,d] is
locally Lipschitz continuous over Rn yields that for every
 > 0 the set
{φpinξ (kn) | ξ ∈ B(x0, )}
contains a ball B(xn, ρ) with ρ > 0 independent of n(since
kn ≤ K, ∀n ∈ N). For sufficiently large n this implies
B(xn, ρ) * X . This means that
pin /∈ Dad,0(zn)
for some zn ∈ B(x0, ) and consequently zn /∈ R. Since
 > 0 is arbitrary, this implies x0 ∈ ∂R, again contradicting
x0 ∈ R◦. Hence, R◦ \ R0 = ∅, implying R◦ ⊂ R0.
The proof of Theorem 1:
PROOF. 1. Firstly, by (12), we obtain immediately the
equality between the two sets {x ∈ Rn | V (x) < ∞} and
{x ∈ Rn | v(x) < 1}. It remains to prove the first identity
that R0 = {x ∈ Rn | V (x) <∞}.
Let x0 ∈ R0. We first prove that
sup
pi∈D
∞∑
i=1
gi−1(x0, pi) <∞.
Let W (x0) = suppi∈D
∑∞
i=1 gi−1(x0, pi). According to As-
sumption 1, there exists K > 0 such that φpix0(k) ∈ B(0, r)
for k ≥ K and pi ∈ D. Also, the closure of the reachable
set Ω(x0,K) is compact. Thus for pi ∈ D,
W (x0) ≤K sup
pi∈D,x∈Ω(x0,K)
ln(g(x) + 1)
+
∞∑
i=K+1
LrMrλ
i−K−1 ≤ C,
(33)
where Lr is the Lipschitz constant of ln(g(x) + 1) over
x ∈ B(0, r). Therefore W (x0) <∞. Next we prove that
− sup
pi∈D,k∈N
min
j∈{1,...,nX}
hj,k(x0, pi) <∞.
Since ‖φpix0(k)‖ ≤ β(k) for pi ∈ D, the reachable set
Ω(x0,∞) is bounded, hence Ω(x0,∞) is compact. More-
over, since D = Dad,δ(x0) for some δ > 0, we have that
Ω(x0,∞) ⊂ X . Also, since each hXj , j = 1, . . . , nX , is
continuous over X , it will attain a (finite) maximum on
Ω(x0,∞) and thus
sup
pi∈D,k∈N
min
j∈{1,...,nX}
hj,k(x0, pi)
will attain a finite minimum over Ω(x0,∞) according to
(9). We prove the claim.
Let x0 /∈ R0. Then either the existence of β(k) or the
existence of δ in the definition of R′0 (R0 = R′0) is not
satisfied. For the first case, there exists a sequence (pij′)j′∈N
such that limj′→∞ k′(x0, pij′) =∞. Then for any j′ ∈ N,
∞∑
i=1
gi−1(x0, pij′) ≥
k′(x0,pij′ )∑
i=1
gi−1(x0, pij′)
≥ ln(c0 + 1)k′(x0, pij′),
(34)
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where c0 is a constant such that infx/∈B(0,r) g(x) ≥ c0(
such c0 exists since g(x) ∈ R[x] and g(x) > 0 for
x 6= 0). It follows that limj′→∞W (x0) = ∞. Therefore,
V (x0) = ∞ since V (x0) ≥ W (x0). In the second case,
the non-existence of δ implies the existence of a sequence
(pij′ , kj′)j′∈N with limj′→∞ dist(φ
pij′
x0 (kj′), X
c) = 0.
Then either there exists l0 ∈ N such that φpil0x0 (kl0) ∈ Xc
or there exists a subsequence (xkj′
l
)l∈N converging to
some x /∈ X (This is due to the fact that the se-
quence (φ
pij′
x0 (kj′))j′∈N lies in the bounded set X .), where
xkj′
l
= φ
pij′
l
x0 (kj′l ). Both cases imply that
lim
l→∞
sup
pi∈D
(− min
j∈{1,...,nX}
hj,kj′
l
(x0, pi)
)
=∞.
Also, since
V (x0) ≥ sup
pi∈D
sup
l∈N
(− min
j∈{1,...,nX}
hj,kj′
l
(x0, pi)),
we obtain V (x0) =∞.
2. Let x0,y0 ∈ R0,
|V (x0)− V (y0)| ≤
|W (x0)−W (y0)|+ |sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(x0, pi)−
sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(y0, pi)|,
(35)
where W (x0) = suppi∈D
∑∞
i=1 gi−1(x0, pi). In the follow-
ing we separately prove the continuity of W (x0) and
sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(x0, pi).
Firstly, we prove thatW is continuous onB(0, rM ). Assume
that x0 ∈ B(0, rM ). Then
∞∑
i=0
| ln(g(φpix0(i)) + 1)| ≤ Lr
∞∑
i=0
‖φpix0(i)‖
≤ LrM
∞∑
i=0
λi‖x0‖ ≤M1‖x0‖,
(36)
where Lr is the Lipschitz constant of ln(g(x) + 1) over
x ∈ B(0, r), r, λ and M are defined in (3).
For arbitrary but fixed  > 0, we can conclude from Assump-
tion 1 that there exists K > 0 such that M1‖φpix0(k)‖ ≤ 3
for k ≥ K and x0 ∈ B(0, rM ). In addition, by Lipschitz
continuity of f there exists δ > 0 such that
‖φpix0(k)− φpiy0(k)‖ ≤

3LrK
for k ∈ [0,K] and y0 ∈ {x ∈ B(0, rM ) | ‖x − x0‖ < δ}.
Then, we have
|W (x0)−W (y0)|
≤ sup
pi∈D
∞∑
i=1
| ln(g(φpix0(i− 1)) + 1)− ln(g(φpiy0(i− 1)) + 1)|
≤ sup
pi∈D
( K∑
i=0
Lr‖φpix0(i)− φpiy0(i)‖+
M1‖φpix0(k)‖k>K +M1‖φpiy0(k)‖k>K
)
≤ 
3
+

3
+

3
≤ .
(37)
Therefore, W (x) is continuous over B(0, rM ).
For x0 ∈ R0, assume L is the Lipschitz constant of
ln(g(x) + 1) over x ∈ X and pi ∈ D. Since R0 is open
and f is Lipschitz continuous, we have that for  satisfying
0 <  < LKδ, there exists an open neighborhood O in R0
of x0 and K > 0 such that
φpiy0(k) ∈ B(0,
r
M
),∀y0 ∈ O,∀pi ∈ D,∀k ≥ K
and
‖φpix0(k)− φpiy0(k)‖ ≤

LK
,∀k ∈ [0,K],
which implies that
‖φpix0(K)− φpiy0(K)‖ ≤

LK
< δ.
Therefore, similar to the deduction in (37), we have
|W (x0)−W (y0)| ≤ 2. (38)
In conclusion, W (x0) is continuous over x ∈ R0.
Next, we prove the continuity of
sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(x0, pi).
First, it is obvious that
| sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(x0, pi)−
sup
pi∈D
sup
k∈N
min
j∈{1,...,nX}
hj,k(y0, pi)|
≤ sup
pi∈D
sup
k∈N
| min
j∈{1,...,nX}
hj,k(x0, pi)−
min
j∈{1,...,nX}
hj,k(y0, pi)|.
(39)
As x0 ∈ R0, limk→∞minj∈{1,...,nX} hj,k(x0, pi) = 0. Ob-
serving that hj,k is Lipschitz continuous over R0 and there
exists β(k) : N → [0,∞), which is independent of x0
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and pi, such that ‖φpix0(k)‖ ≤ β(k) for k ∈ N, pi ∈ D
and x0 ∈ R0, we can find a neighborhood B(x0, δ) and
a function γ(k) : N → [0,∞) with limk→∞ γ(k) = 0
such that |minj∈{1,...,nX} hj,k(y0, pi)| ≤ γ(k) holds for
y0 ∈ B(x0, δ). This implies that the supremum
sup
pi∈D
sup
k∈N
| min
j∈{1,...,nX}
hj,k(x0, pi)− min
j∈{1,...,nX}
hj,k(y0, pi)|
(40)
is attained on a finite interval [0,K] ∩ N. On a compact
time interval, the map x → minj∈{1,...,nX} hj,k(x, pi) is
Lipschitz continuous over x ∈ R0 uniformly over pi ∈ D
since hXj (x) and f(x,d) are Lipschitz continuous over x ∈R0 uniformly over d ∈ D, implying that
lim
y0→x0
sup
pi∈D
sup
k∈N
| min
j∈{1,...,nX}
hj,k(x0, pi)−
min
j∈{1,...,nX}
hj,k(y0, pi)| = 0. (41)
This shows the desired continuity.
For the second assertion, the case when limn→∞ xn = x /∈
R0 can be proved by following the proof when x /∈ R0
in the proof of 1. For the case when limn→∞ ‖xn‖ = ∞,
the assertion follows immediately from the fact that X is
bounded and g(x) ≥ c1 > 0 for x /∈ B(0, r), where
c1 = infx/∈B(0,r) g(x) and B(0, r) is defined as in (4), and
−minj∈{1,...,nX} hj,k(x, pi) =∞ for x ∈ Xc and pi ∈ D.
3. This conclusion follows from 1 and 2 using the formula
v(x) = 1− e−V (x).
The proof of Lemma 4:
PROOF. 1. Let
W (x0, k) = sup
pi∈D
max
{ k∑
i=1
gi−1(x0, pi) + V (φpix0(k)),
sup
i∈[0,k]∩N
{
i∑
j=1
gj−1(x0, pi)− min
j∈{1,...,nX}
hj,i(x0, pi)}
}
.
(42)
We will prove that for ∀ > 0, |W (x0, k)− V (x0)| ≤ .
According to (11), for any 1 > 0, there exists pi ∈ D such
that
V (x0) ≤ 1+
sup
k∈N
{ k∑
i=1
gi−1(x0, pi)− min
j∈{1,...,nX}
hj,k(x0, pi)
}}. (43)
We respectively define pi1 ∈ D and pi2 ∈ D as follows:
pi1(i) = pi(i) for i = 0, . . . , k, and pi2(i) = pi(i + k) for
i ∈ N, and y = φpi1x0(k), then obtain that
W (x0, k) ≥ max
{ k∑
i=1
gi−1(x0, pi) + V (y),
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi)− min
j∈{1,...,nX}
hj,i(x0, pi)}
}
≥ max{ k∑
i=1
gi−1(x0, pi1)+
sup
l∈[k,∞)∩N
{
l−k∑
i′=1
gi′−1(y, pi2)− min
j∈{1,...,nX}
hj,l−k(y, pi2)},
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi1)− min
j∈{1,...,nX}
hj,i(x0, pi1)}
}
≥ max{ sup
l∈[k,∞)∩N
{
l∑
i=1
gi−1(x0, pi)− min
j∈{1,...,nX}
hj,l(x0, pi)},
sup
i∈[0,k]∩N
{
i∑
l=1
gl−1(x0, pi)− min
j∈{1,...,nX}
hj,i(x0, pi)}
}
≥ V (x0)− 1.
(44)
Therefore,
V (x0) ≤W (x0, k) + 1.
According to (42), for any 1 > 0, there exists a perturbation
input policy pi1 ∈ D such that
W (x0, k) ≤ 1 + max
{ k∑
i=1
gi−1(x0, pi1) + V (φpi1x0(k)),
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi1)− min
j∈{1,...,nX}
hj,i(x0, pi1)}
}
.
(45)
Also, by the definition of V , i.e. (11), for any 1, there exists
an input policy pi2 ∈ D such that
V (y) ≤1+
sup
l∈N
{ l∑
i=1
gi−1(y, pi2)− min
j∈{1,...,nX}
hj,l(y, pi2)
}
,
(46)
where y = φpi1x0(k). We define pi:
pi(i) =
{
pi1(i), i ∈ [0, k) ∩ N
pi2(i− k), i ∈ [k,∞) ∩ N
. (47)
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Therefore, we infer that
W (x0, k) ≤ 1 + max
{ k∑
i=1
gi−1(x0, pi1) + V (y),
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi1)− min
j∈{1,...,nX}
hj,i(x0, pi1)}
}
≤ 21 + max
{ k∑
i=1
gi−1(x0, pi1)+
sup
l∈[k,∞)∩N
{
l−k∑
i′=1
gi′−1(y, pi2)− min
j∈{1,...,nX}
hj,l−k(y, pi2),
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi1)− min
j∈{1,...,nX}
hj,i(x0, pi2)}
}
≤ 21+
max
{
sup
i∈[k,∞)∩N
{
i∑
j1=1
gj1−1(x0, pi)− min
j∈{1,...,nX}
hj,i(x0, pi)},
sup
i∈[0,k]∩N
{
i∑
j1=1
gj1−1(x0, pi)− min
j∈{1,...,nX}
hj,i(x0, pi)}
}
≤ V (x0) + 21.
(48)
Therefore, we finally have |W − V | ≤  = 21, implying
that V = W since 1 is arbitrary.
2. (15) can be obtained using the formula v(x0) = 1 −
e−V (x).
The proof of Theorem 1:
PROOF. According to (24), we have
vk+1(x)− vk(x)
≤ sup
d∈D
max
{g(x) + vk(f(x,d))
1 + g(x)
,
1− min
j∈{1,...,nX}
eln(l[1−h
X
j ])
}−
sup
d∈D
max
{g(x) + vk−1(f(x,d))
1 + g(x)
,
1− min
j∈{1,...,nX}
eln(l[1−h
X
j ])
}
≤ sup
d∈D
max{vk(f(x,d))− vk−1(f(x,d))
1 + g(x)
, 0}
≤ sup
d∈D
max{v1(f
k(x,d))− v0(fk(x,d))
(1 + g(x))k
, 0},
(49)
and
vk+1(x)− vk(x)
≥ inf
d∈D
min
{g(x) + vk(f(x,d))
1 + g(x)
,
1− min
j∈{1,...,nX}
eln(l[1−h
X
j ])
}−
inf
d∈D
min
{g(x) + vk−1(f(x,d))
1 + g(x)
,
1− min
j∈{1,...,nX}
eln(l[1−h
X
j ])
}
≥ inf
d∈D
min{vk(f(x,d))− vk−1(f(x,d))
1 + g(x)
, 0}
≥ inf
d∈D
min{v1(f
k(x,d))− v0(fk(x,d))
(1 + g(x))k
, 0},
(50)
where fk(·) = f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
k
(·). Moreover, due to the fact
that −1 ≤ v0 ≤ 1, −1 ≤ g(x)+v0(f(x,d))1+g(x) ≤ 1 and −1 ≤
1 − minj∈{1,...,nX} eln(l[1−h
X
j ]) ≤ 1 over Rn, then −1 ≤
v1 ≤ 1 over Rn as well. Let x ∈ Rn \ B(0, r) and c0 =
infx∈Rn\B(0,r) g(x). It is obvious that c0 > 0. Therefore,
−2
(1 + c0)k
≤ vk+1(x)− vk(x) ≤ 2
(1 + c0)k
.
Consequently, vk(x) converges to a function v′(x) overRn\
B(0, r) uniformly. Let x ∈ B(0, r). Thus,
inf
d∈D
min{v1(fk(x,d))− v0(fk(x,d)), 0} ≤ vk+1(x)
− vk(x) ≤ sup
d∈D
max{v1(fk(x,d))− v0(fk(x,d)), 0}
(51)
Since v0(x) is continuous, v1(x) is continuous as well. In
addition, we obtain v1(0) = 0 since v0(0) = 0. Therefore,
for every  > 0, there exists δ > 0 such that
|v1(x)− v0(x)| < ,∀x ∈ B(0, δ).
According to Assumption 1, there exists K independent of
x such that
φpix(k) < δ, ∀x ∈ B(0, r),∀pi ∈ D,∀k ≥ K.
Therefore, vk(x) converges to the function v′(x) over
B(0, r) uniformly. In the following we just need to prove
that v′(x) = v(x) over x ∈ Rn. This conclusion can be
assured by replacing vk in (49) and (50) with v, resulting in
the fact that vk(x) uniformly approximates v(x) over Rn
as k tends to infinity.
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