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Abstract	
Object recognition is a technology for finding and identifying objects in an image or a 
video sequence. It relates to various fields including computer vision, machine learning, and 
image processing. Unlike other prior object recognition projects, this project mainly focuses on 
providing a visual recognition skill for iCub, a humanoid cognitive robot. A robot platform 
called YARP (Yet Another Robot Platform) works as a middleware to support the 
communication between hardware and software. This project uses supervised learning. Three 
different classes are trained and recognized by the robot: cup, sponge, and orange. For each 
class, 1800 sample images are collected from the cameras of the robot. Specifically, 80% of them 
are used for training and validation, and the remaining 20% are used for testing. The training 
model used for this project is neural network perceptron. Before feeding the features into the 
model, preprocessing steps are implemented on those features; these steps include clipping the 
image to smaller size (160*120 pixels), converting the image to greyscale, and applying a 
threshold. In the training process, randomized weights and constant bias are used as parameters. 
The Sigmoid function, the Relu function and the Softmax function, as well as backward 
propagation are used for training and updating class weights. The training results show that after 
50 epochs the model converges to more than 90% accuracy. The testing results of the project 
show that the overall accuracy for the three classes is around 75% (Results can be improved by 
follow-up modification). We can tell that the perceptron learning works well on this image set. 
Further modification can be done to increase the accuracy and the speed of training, such as 
using the stereo video to eliminate the noise and increasing the complexity of the neural network. 
This project can lead to more research such as feeding language signals to the robot or 
implementing reaching/picking after recognizing so that the robot will perform more like human.  
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1.Introduction	
Nowadays, object recognition is a cutting-edge topic in current AI and machine learning 
fields. Researchers examine and explore many different algorithms on this subject. However, 
there is still an ample space to continue deeper research to improve accuracy. Also, we can apply 
object recognition to other fields. Specifically, this project tries to implement this technology on 
a humanoid cognitive robot iCub [1]. The iCub is a humanoid cognitive robot (Figure 1). It is 1-
meter-high, and 53 different motors help to move its head, hands, arms, waist, and legs. This 
project mainly uses the head of the robot. The head has 6 degrees of freedom and two cameras. It 
has stereo vision as a human. Both cameras can get 640*480 image. 
 
 
Figure	1:	iCub	robot		
YARP stands for Yet Another Robot Platform [2]. Specifically, it is a robot control 
system which supports interaction between different modules including motors and cameras. In 
this project, TCP (Transmission Control Protocol) connection is used to send images collected by 
the robot cameras to software, which will preprocess the data and feed the features into the 
training model. Similarly, the data can also be sent back to the robot to instruct robot 
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manipulation such as reaching. Any type of data can read/write through different connecting 
ports. In this project, raw images are collected as type of Imageof<PixelRgb>, and they are sent 
by Imageport to the computer. Then the system converts them to OpenCV Mat type.   
This application of object recognition on robot can be used to solve problems in life. 
Currently, more and more robots are involved in human life. If robots can perform object 
recognition, they can become more intelligent and efficient. As a result, they can serve people by 
conducting many tasks such as arranging a room. This project trains the robot to recognize three 
different classes – cup, orange, and sponge. The system combines relevant knowledge about 
machine learning, image processing, and computer vision.   
The algorithm used in this projects is neural network perceptron learning. This project 
employs a supervised learning of a nonlinear classifier. 1800 images of each class are acquired 
from the cameras (left and right) of the robots, and I split them into training set and testing set by 
the ratio of 8:2. By feeding thousands of input images to the neural network and training the 
model in several iterations, the classify accuracy converges to over 90%. In the training process, 
the weights for each class are updated according to the back propagation rule. As a result, the 
robot can learn the three objects with a high accuracy.  
After generating and analyzing the results, the overall accuracy of the classification is 
75%. Specifically, compared with orange class and cup class, the classification of sponge class 
has higher accuracy. After that, the K-nearest neighbors method is implemented. The result 
increases to 95%. To explore the deeper research, this project can combine the well-trained 
model and language signals and fine motor control. 
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2.	Literature	Review	
Researchers are working on teaching iCub to recognize objects. Pasquale et al. explored a 
similar project [3]. In that project, they addressed the question how many objects can the iCub 
recognize today. It used YARP as a middleware, which can make the different modules 
including camera, motor, and classifier work and communicate with each other. As shown in 
Figure 2, the pipeline of their project is straightforward. This pipeline mainly has three parts for 
object recognition: (1) getting input, (2) feature extraction, and (3) learning to classify.  
 
 
 
 
 
 
 
 
 
Figure	2:	Pipeline	of	object	recognition	on	iCub	in	the	research	of	Pasquale	et	al.	
 
In the first step, the researchers hold the object in his hands and puts the objects in front 
of the robot. Then the robot gets raw images, and the researchers crop the images to smaller size. 
In the feature extraction step, Pasquale et al. use convolutional neural network (CNN). They 
collected data from several days and trained the CNN model on powerful GPUs. Figure 3 shows 
the architecture of the CNN for ImageNet [4], which is applied in this project. The ImageNet 
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contains eight layers: five of them are convolutional, and three of them are fully-connected. 
Between some layers, max pooling is used. The input of this net is 224*224*3 RGB images, and 
the output of this net is a 1*1000 vector containing representative features of the image. This 
network can get adequate information. However, the computational cost and hardware cost is 
very expensive.  After the computation of CNN, the data can be separated by a linear classifier. 
Therefore, in the classification step, a linear classifier such as the Support Vector Machine 
(SVM) or Recursive Least Squares (RLS) can be used. In fact, in this project, Pasquale et al. 
applied another classifier library named GURLS, which provides better results to their 
experiment.  
 
 
 
 
 
 
Figure	3:	Architecture	of	CNN	used	in	feature	extractor	
 
My project also implements this pipeline of the three parts. The main differences between 
Pasquale’s project and this project are the motivation and the implementations. In their project, 
they want to find how many objects can iCub recognize. However, in this project, the motivation 
is to explore the application of the technology on robot manipulation. In another words, Pasquale 
et al. focus more on the quantity, but this project concentrates more on the extension of the 
research. In the implementation, this project applies knowledge about image processing and 
computer vision to do the preprocessing but not CNN. First of all, the acquired image from robot 
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will have the feature of researcher’s hands, which will largely affect the training process. In this 
project, as shown in Figure 4, a white thread is used to hang the object in front of the robot. As a 
result, the shape of the object is preserved well, which saves the time of training process and 
increases the accuracy. Furthermore, after reducing the images to smaller size, the system 
converts the image to greyscale because the shapes from different angles are the main feature to 
train the model. As the robot collects the images, the tester rotates the object at various 
perspectives so that the robot can get as much information as possible. To eliminate the 
background, a threshold function in OpenCV library is applied to remove the white background 
(only remaining images with object features.) 
 
 
 
 
 
 
Figure	4:	Snapshot	of	hanging	objects	in	data	collecting	
The training process is different since my feature does not distribute linearly. I used 
neural network perceptron learning. This training process takes many epochs to loop through all 
the data. The advantage of this simple model is that it saves a lot of training time and disk space 
of computer. At the same time, since all of my data is only 116 MB on disk, all the features can 
be saved to memory, and the model can be trained on CPU. However, the result cannot be as 
accurate as the CNN.   
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3.	Description	of	Research	Results	
3.1	Data	Collecting	
For each class, hanging objects are used for data collecting. First, the tester places the 
object in front of the robot camera. The two cameras will capture the images from two views. 
Then tester slowly rotates the object about x, y, and z-axis to make sure the cameras can capture 
the full view of the objects. At the same time, tester moves the object forward and backward, so 
the size of captured images will also change. Overall, there are total 1800 RGB images captured 
by two cameras (900 for each) for each class. The system uses the OpenCV function imwrite to 
save the data into files. Data can be accessed easily by imread function. After collecting the 
dataset, the data is split into training and testing sets in the ratio 8:2. In the training set, I the data 
is divided into training and validating sets in the ratio 8:2. 
 
3.2	Feature	Generalization	
After collecting the data from two cameras, the system sends images through YARP to 
the computer. Several image processing steps are used in the feature generalization step. To 
increase the training speed and to reduce the error rate, raw images are cut into a smaller size 
(160*120). Only the center parts of the raw images remain. Also, instead of using three-channel 
RGB images, the system converts the image to greyscale (0 for black; 255 for white). The reason 
is that in this project, the shape will be treated as the most important feature but not color. The 
objects in one class can have different colors. For example, the robot will treat yellow cup and 
blue cup as the same. Also, it is difficult to train a model with three channels.  
The next step is to threshold the image. As shown in Figure 4, there is background which 
can affect the training process. The threshold is a simple build-in function in OpenCV library, 
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which will set a threshold between 0 to 255 (Equation 3.1). If the pixel value is higher than 
thresh value, the pixel value will be set to 255. Otherwise, it will be set to 0. In this project, after 
testing different values, the threshold of 115 will provide the best results. In Figure 5, the object 
can be distinguished from the background. At the same time, the overall shape can be 
maintained.  
   !"# $, & = 255							+,	src x, y > #ℎ45"ℎ0																														7#ℎ548+"5            (3.1) 
 
The last step is to transform the image to vector form, which has the length of 19200.  
 
 
 
 
 
	
Figure	2:	 Image	before	(left)	and	after	the	threshold	(right)	
 
3.3	Principal	Components	Analysis	
In the preprocessing, there is an optional step: Principal Components Analysis. PCA is a 
statistical procedure to extract the most important features from a dataset [5]. It chooses new 
coordinates for the data, which is called “principal components” (components with the largest 
variance). For example, in Figure 6, in the original 2D coordinates, the data has smaller variance 
along the x- and y-axis. Compared with this, after the PCA, the variance is largest along 
principal component 1. By applying this method, the system can reduce the dimension of the 
data from 2D to 1D. Most features are along principal component 1 so that not much information 
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is lost if we drop principal components 2. By doing PCA, the system can extract the most useful 
information as well as reduce the data size, which makes the training process more efficient and 
accurate.  
 
Figure	3:	Original	data	set	and	output	from	PCA	
 
3.4	Perceptron	Learning	
3.4.1	Biological	Neurons	
The core step of this project is the training process. This project uses neural network 
perceptron learning to train the model. The neural network is inspired by human neurons. In 
biology (Figure 7), dendrite gets the input signals to the cell [6]. Then the neuron will process the 
signal. If the voltage exceeds a threshold, the neural will fire. And the information flows through 
axon to other cells by synapses.  
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Figure	4:	Human	neurons	
 
3.4.2	Learning	Overview	
The learning process imitates the neuron. Specifically, it has three stages: weighting the 
signals, summing up with bias, and passing to activation function (Figure 8). Essentially, it is a 
linear regression problem. The model wants to find optimal weights which can minimize the 
offsets between the target value and predicted value. Each time, the user feeds one image into the 
model, and the weights update once. Passing through all the training data counts as one epoch. 
Several epochs are used to train the data. In each iteration, the accuracy will increase, and finally, 
it will converge to around 90%.  
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Figure	5:	Three	stages	of	perceptron	learning	
After preprocessing, the input features are in vector form. At the same time, a weight 
vector of real numbers with the same size of the input data is initialized. The initialization values 
are randomized in the range of [-0.5, 0.5]. Then the user performs the dot product of the data and 
the weights, which is also a linear combination of weighted inputs. Then, a bias is added to the 
result (Equation 3.2). The reason for adding a bias is that it can help to shift the activation 
function from left to right, which may increase the accuracy of the training process. In this 
project, 1.0 is the bias value.   
 net x = 	$<8< + $>8> +⋯+ $@8@ + A    (3.2) 
 
3.4.3	Activation	Function	
The next stage is activation function. The activation function is to classify a data to 
different labels. There are several types of activation functions, such as step function, the 
Sigmoid function, and the ReLU function. In this project, the Sigmoid function (Figure 9) is used 
because the data are not linearly separable. The Sigmoid function (Equation 3.3) is non-linear so 
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that it will produce a non-linear decision boundary for the data [7]. Also, the Sigmoid function 
provides fast convergence rate in the training process. 
 S t = 	 <<CDEF          (3.3) 
 
The logistic curve shows that if the input value approaches to infinity, the function will 
return 1; if the input value approaches to negative infinity, the function will return 0. Otherwise, 
the function will return a value between 0 and 1.  
 
Figure	6:	Logistic	curve	of	the	Sigmoid	function	
 
3.4.4	Multiclass	Perceptron		
Since it is a multiclass perceptron learning, it is important to create three different 
weights for each class. During the training process, one input will produce three weighted values. 
After the three values passing through the activation function, the system normalizes the three 
values between 0 and 1. The function is called the Softmax function (Equation 3.4). It calculates 
the probability distribution of each class, and the total probability adds to 1. The decision rule for 
the classification is the class with the largest probability.  
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σ z I = 	 DJKDJLMLNO       for j = 1, …, K.      (3.4) 
 
3.4.5	Weights	Update	Rule	
The outputs of the Softmax function are estimated class label. Then the system updates 
the weights according to the classification. The update rule involves knowledge about back 
propagation and cross entropy. Cross entropy is a measure of error between computed values and 
desired values in neural network training [8]. The Softmax function gets the probability 
distribution of three classes, named vector o. And vector t is defined for desired values. 
Specifically, o = {o1, o2, o3} for the probability distribution of one input image corresponding to 
three classes. t = {1, 0, 0}, {0, 1, 0}, or {0, 0, 1} for three different classes. Equation 3.5 shows 
the way to calculate cross entropy error. Noticed that in the cross-entropy error, the terms with ti 
= 0 will vanish, which means that only 1s term will affect the cross entropy error. The reason is 
that in the perceptron training, the system only cares about how far the correctly estimated values 
from the true values but not the incorrectly labeled values from the true values. Therefore, the 
system can update the weights to become more accurate. 
 E = 	− ln ST ∗ #T@TVW 	                            (3.5) 
 
After getting the cross entropy error, the next step is to update the weights. In training, 
we want to find optimal weights which can minimize the cross-entropy error. The method is 
backpropagation with gradient descent. Gradient descent is an iterative algorithm which can find 
the local minimum. For each iteration, it takes one step towards the negative of the gradient at 
the current point (Figure 10).  
13	
	
 
 
Figure	7:	3D	plot	of	gradient	descent		
In order to use gradient descent, it is important to calculate the gradient, which is the 
partial derivative of cross-entropy error to weights. Specifically, I derive the results as follows:  
Define z as the net(x) in Equation 3.2, i as the input layer, and k as the output layer. First, we can 
compute the gradient of E respect to output z,  
 
 XYXZ[ = 	− #I \]@^K\_LI           (3.6) 
 
Then, define Ω =	 5_KaIV<  , so  oc = 	 <d 5_K, and  efSI = gI − efΩ .  
 
\]@^K\_L = δci − <d \d\_L       (3.7) 
 
where δci is the Kronecker delta, which means that if j = k, function returns 1. Otherwise, 
function returns 0. 
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By calculating \d	\_L	 = 5_KaIV< δci = 	 5_L, it becomes  
 
\]@^K\_L = 	 δci − <d 5_L = 	 δci − Sj , and  \^K\_L = oc(δci − Sj)    (3.8) 
 
Plug Equation 3.7 to 3.5, the equation is 
 
XYXZ[ = 	− #I(δci − Sj)I = 	 oi #II − #j = Sj − #j   (3.9) 
 
By chain rule, it becomes  
 
XYXmnL = 	 \o\_L \_L\pnL       (3.10) 
 
Then, we need to find \_L\pnL. We know that zi = 	wri$T + Aj from Equation (3.2). Therefore, \_L\pnL = xr          (3.11) 
  
So the result of the gradient is 
 
XYXmnL = 	 \o\_L \_L\pnL = oi − ti xr     (3.12) 
 
And the updating rule is according to the gradient descent, where α is the learning rate. In this 
project, the learning rate is 0.2.  
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 wstm = 8uvw − x XYXmnL         (3.13) 
 
According to this weights updating rule, each time a training sample is fed into the 
perceptron, the weights will update once. 
  
3.5	K-Nearest	Neighbors	(KNN)	
Another algorithm used in this project is K-nearest neighbors [9]. Unlike perceptron 
learning, this method has no training process. This method will check the differences between 
the test image with every image in the training set. Then it will choose the K samples with the 
smallest differences (Figure 11). The majority of the K samples will be the predicted class. In 
this project, when comparing two images, the system scans the two images and counts the 
number of different pixels in the two images. After comparing with all the images in the dataset, 
the system can choose the images with the smallest difference count. In this project, K is 3. 
Therefore, the three least counts and images will be stored to predict the class. 
 
Figure	8:	KNN	algorithm	
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3.6	Result	and	Analysis	
For the first approach, in the testing step, similar to the training process, for each class, 
the system loops through all the testing images and classifies them using the trained model. The 
tester records the accuracy for each group and calculate the overall accuracy. It is important to 
make sure that the testing data is unseen to the model when training because it can make a more 
generalized model. If not, the trained model will only have good performance on this particular 
dataset.   
For the second approach, the system tests all the files in the testing set and find the three 
nearest neighbors for each of them in the training set. Then the tester calculates the accuracy of 
the testing. 
 
3.6.1	Result	
Table 1   Confusion Matrix for Neural Network 
 Cup Sponge Orange 
Cup 429 288 0 
Sponge 0 721 0 
Orange 0 288 433 
  
Table 2   Confusion Matrix for 3NN 
 Cup Sponge Orange 
Cup 688 9 20 
Sponge 21 685 15 
Orange 2 20 699 
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From Table 1, the overall accuracy is 75%. For sponge class, the accuracy is perfect, 
which means that it can be distinguished from cups and oranges. However, for the cup and the 
orange class, there are some small errors. They will be misclassified sometimes.  From Table 2, 
the overall accuracy is 95%. For all the three classes, the accuracy is very high. Therefore, in this 
project, 3NN will have better performance than neural network.  
The possible reason for the result is that for the decision boundary, neural network 
perceptron will always provide a linear boundary for classification. On the other hand, KNN will 
give non-linear boundary. In this project, the three classes cannot be separated linearly. 
Specifically, only the sponge class can be linearly separable from the two other classes. There 
are other drawbacks of this project which may affect the result. For example, in training process, 
there is only positive set. It would be better to have negative examples for training. The way to 
do that is to take other objects as negative examples and use the same rule to perform the training 
step. By doing that, the model can tell the objects belonging to none of the three classes. 
However, the number of negative objects to choose will become a new problem, which can be 
tested in deeper research. 
 
3.6.2	Time	Consuming	
The time for data collecting takes about 10 minutes for each class since it gets the image, 
sends by TCP connection, then displays and stores to disk. The time consuming for training the 
model takes about two minutes for ten iterations of each class. The reason is that in the training 
process, the model needs to take the image from the disk. In this project, in the beginning, the 
system reads each input feature from disk once in every epoch. However, the I/O operation takes 
longer times than training. Therefore, the strategy is changed to make it more efficient. Since the 
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data is 120*160*1800*3, which is about 116MB, the system can read all the data first and then 
store into a list of images. In the training process, it can iterate through the list in memory. By 
doing this, the running time becomes a lot faster. For the testing process, each class has 360 test 
images. Therefore, it takes much shorter time than training process. The time-consuming makes 
sense because the system only gets the data and train the model once. After that, the model does 
not change. On the other hand, for testing, sometimes users only want to take a few samples. If 
this process takes too long, this model is not efficient to use.   
For KNN method, the time consuming is longer. It is because, for each image, the system 
needs to compare the image with all of the training samples, which are more than 4000 images. 
Also, the image size is 160*120. Comparing all the pixels for two images will take a long time. 
Therefore, although the overall accuracy is better for KNN, the time cost is much longer.    
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4.	Conclusion	
This project trains a robot to learn object recognition by combining knowledge of neural 
networks, image processing, and computer vision. Two different methods (neural networking 
learning and K-nearest neighbors) are used to implement the recognition. By preprocessing, the 
input features become as small as possible. At the same time, the key information remains. The 
researcher simplifies the complex problem by putting the objects against a clean background and 
setting the class numbers to three. Overall, the testing results are 75% and 95% for two methods. 
Because the decision boundary for KNN is non-linear, the three classes will be separated better 
than the neural network, which has the linear decision boundary.   
As with any research paper, limitations should be considered. In the training process, 
there are only three classes as positive samples but no negative samples. Although other two 
classes can be the negative samples for the testing one, the model still need more negative 
samples. In this case, other objects will be misclassified as one of the three objects. Therefore, in 
training, there should be more negative samples. In addition, in order to simplify the problem, 
this project chose the white background. There must be more noise in real life, which will affect 
the result.   
Object recognition always has potential for further research. For this project, to train a 
robot like a child as much as possible, researcher can feed languages as the teaching text. Also, 
the robot can reach and pick the assigned objects. The further research is in the fields of natural 
language processing and fine motor control. Furthermore, other models such as CNN can be 
tested to increase the speed and accuracy of the object recognition.   
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