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Abstract
Using the arithmetic–geometric mean inequality, we give bounds for k-subpermanents of nonnegative
n × nmatricesF. In the case k = n, we exhibit an n2-setSwhose arithmetic and geometricmeans constitute
upper and lower bounds for per(F)/n!. We offer sharpened versions of these bounds when F has zero-valued
entries.
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1. Introduction
Let F = [fi,j ] be an n × n matrix. The permanent of F, written per(F), is deﬁned as
per(F) =
∑
π∈Pn
n∏
i=1
fi,π(i), (1)
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where Pn represents the set of all permutations of {1, 2, . . . , n}. Let Qk,n represent the set of
all k-long strictly increasing subsequences of {1, 2, . . . , n}. For a, b ∈ Qk,n, let F[a|b] represent
the k × k submatrix of F whose rows, respectively columns, are indexed by the elements of a,
respectively of b. The k-subpermanent of F is then given by
σk(F) =
∑
a,b∈Qk,n
per(F[a|b]), (2)
noting that σn(F) = per(F).
The permanent and subpermanents of a matrix are known to be intractable for large matrices.
Valiant [11] proved that computing the permanent of a (0, 1)-matrix is a #P-complete problem, a
class of problems for which no efﬁcient algorithms are known. Thus, onemay take two approaches
to the problem of obtaining a permanent or a subpermanent of a large matrix. First, one can ﬁnd
an efﬁcient algorithm which approximates the permanent, an approach notably taken by Jerrum
et al. [4]. Second, one can ﬁnd tractable upper and lower bounds on the permanent or subper-
manent. There are many papers (e.g. see [2,3,6,7,9,10,12]) describing bounds for permanents of
(0, 1)-matrices or nonnegative matrices.
The main contribution of this paper is Theorem 1 in Section 2, which provides a series of
bounds on the subpermanents of nonnegative matrices, using the geometric and arithmetic means
on powers of the elements of a matrix. In their simplest form, the bounds in this paper are
very efﬁcient to calculate, which is particularly useful for bounding the subpermanents of large
matrices. Further, we provide sharpened versions of the bounds for matrices with extreme or
zero-valued elements. The arithmetic–geometric mean inequality was previously used to prove a
different permanental inequality in [1], although the novelty of our approach is to directly apply
the inequality to the terms of the subpermanental sum. After the statement of the main result and
its proof, we give several examples to illustrate the use and accuracy of the bounds.
2. Main result
For any ﬁnite set X of nonnegative real numbers with cardinality |X| < ∞, the unweighted
arithmetic–geometric mean inequality is given by
AM(X) := 1|X|
∑
xi∈X
xi 
⎛
⎝∏
xi∈X
xi
⎞
⎠1/|X| :=GM(X). (3)
Deﬁne a matrix F = [fi,j ] as positive if fi,j > 0 for all i, j , and nonnegative if fi,j  0 for
all i, j . For the remainder of the paper, we will assume that F is either positive or nonnegative.
Recalling the notation F[a|b], the complementary submatrix is denoted by F(a|b). For integers i
and j we abbreviateF({i}|{j}) toF(i|j). Let F˜ = [f˜i,j ] represent the n × n (0, 1)-matrix obtained
from F = [fi,j ] by setting f˜i,j = 1 if fi,j > 0, and f˜i,j = 0 otherwise. The set of pairs (i, j) such
that fi,j > 0 is denoted byN. Finally, set
Sk :={f ki,j |1  i, j  n}, (4)
αk,n :=k!
(
n
k
)2
, (5)
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and
β
(k)
i,j :=
σk−1(˜F(i|j))
kσk(˜F)
. (6)
Given these definitions, the main results of the paper are as follows.
Theorem 1. Let F be an n × n nonnegative matrix and k = 1, 2, . . . , n. Then
αk,nGM(Sk)  σk(˜F)
∏
(i,j)∈N
f
kβ
(k)
i,j
i,j  σk(F)  σk(˜F)
∑
(i,j)∈N
β
(k)
i,j f
k
i,j  αk,nAM(Sk),
(7)
so long as σk(˜F) > 0.
For the case k = n we have the following corollary.
Corollary 1. Let F be an n × n nonnegative matrix. Then
GM(S)  1
n!per(F)  AM(S), (8)
whereS =Sn is the n2-set {f ni,j |1  i, j  n}.
Proof of Theorem 1. Let F = [fi,j ] be an n × n nonnegative matrix. We begin by deﬁning a
multiset, X(k)(F), indexing all the additive terms in σk(F). Notice that |X(k)(F)| = αk,n, and so
σk(F) = αk,nAM(X(k)(F)). (9)
Deﬁne X(k)+(F) by a new multiset of all the terms in X(k)(F), excluding the zero-valued
terms. If F has no zero entry then the two multisets X(k)+(F) and X(k)(F) are identical. Since
|X(k)+(F)| = σk(˜F), it should be clear that
σk(F) = σk(˜F)AM(X(k)+(F)). (10)
Now we are ready to prove our theorem. Let the series of inequalities in (7) be denoted by
A  B  C  D  E. (11)
(i) A  B: If F has no zero entry then σk(˜F) = αk,n, and so β(k)i,j = 1n2 . Thus
αk,nGM(Sk) = αk,n
⎛
⎝ n∏
i=1
n∏
j=1
f ki,j
⎞
⎠1/n
2
= σk(˜F)
∏
(i,j)∈N
f
kβ
(k)
i,j
i,j .
However, if F contains any zero-valued entries, then αk,nGM(Sk) = 0, while σk(˜F) ·∏
(i,j)∈N f
kβ
(k)
i,j
i,j  0. Hence A  B follows.
(ii) B  C: It follows from (10) and the AM–GM inequality that
σk(F) = σk(˜F)AM(X(k)+(F))  σk(˜F)GM(X(k)+(F)).
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Since all the terms with a nonzero fi,j in X(k)+(F) are given by fi,j σk−1(F(i|j)), obviously
fi,j occurs σk−1(˜F(i|j)) times in X(k)+(F). Thus we have
GM(X(k)+(F)) =
⎛
⎝ n∏
i=1
n∏
j=1
f
σk−1 (˜F(i|j))
i,j
⎞
⎠1/σk (˜F) = ∏
(i,j)∈N
f
kβ
(k)
i,j
i,j ,
which proves B  C.
(iii) C  D: Let X ∈ X(k)+(F) and a, b ∈ Qk,n. Then X may be represented by
X =
k∏
j=1
fij ,π(ij )
where ij ∈ a and π(ij ) ∈ b for some permutation π ∈ Pn. Applying the AM–GM inequality to
X, we have
σk(F) =
∑
X∈X(k)+(F)
X =
∑
a,b∈Qk,n
∑
π∈Pn
⎛
⎝ k∏
j=1
fij ,π(ij )
⎞
⎠  1
k
∑
a,b∈Qk,n
∑
π∈P
k∑
j=1
f kij ,π(ij ).
(12)
Since f ki,j occurs σk−1(˜F(i|j)) times in the expansion of the right side of (12), we have
σk(F) 
1
k
∑
(i,j)∈N
σk−1(˜F(i|j))f ki,j = σk(˜F)
∑
(i,j)∈N
β
(k)
i,j f
k
i,j ,
which proves C  D.
(iv) D  E: For all i, j , since
σk(˜F)β(k)i,j =
σk−1(˜F(i|j))
k

(
n − 1
k − 1
)2
(k − 1)!
k
= αk,n
n2
,
the inequality D  E immediately follows. 
The bound σk(F)  αk,nAM(Sk) appeared previously in [2], where it was proved using Mu-
irhead’s theorem [8], rather than using the arithmetic–geometric mean inequality. Since σn(F) =
per(F), setting k = n in (7) results in upper and lower bounds on the permanent, given by
n!GM(Sn)  per(˜F)
∏
(i,j)∈N
f
nβ
(n)
i,j
i,j  per(F)  per(˜F)
∑
(i,j)∈N
β
(n)
i,j f
n
i,j  n!AM(Sn).
(13)
Corollary 1 immediately follows from (13).
From now on, using the notation from (11), we call A  C  E the outside bounds, and
B  C  D the inside bounds. Further, we will abbreviate a lower bound and an upper bound
to LB and UB, respectively. When F is positive, the proof of Theorem 1 shows that A = B and
D = E, so we only need consider the outside bounds; see Section 3.1. In Section 3.2, we show
how to compute the inside bounds efﬁciently, especially when F contains only a few zeros.
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Table 1
Outside LB, outside UB, and exact values for σk(F)
k
1 2 3 4 5 6 7 8
Outside LB 1.58 × 103 9.55 × 105 2.83 × 108 4.36 × 1010 3.44 × 1012 1.27 × 1014 1.80 × 1015 5.54 × 1015
σk(F) 2.08 × 103 1.66 × 106 6.48 × 108 1.32 × 1011 1.38 × 1013 6.77 × 1014 1.26 × 1016 5.17 × 1016
Outside UB 2.08 × 103 2.19 × 106 1.27 × 109 4.10 × 1011 7.05 × 1013 5.85 × 1015 1.89 × 1017 1.35 × 1018
3. Examples and discussion
3.1. Outside bounds for positive matrices
(a) Bounds on σk(F) for n = 8, k = 1, . . . , 8
In Table 1, we give some examples of our bound for the 8 × 8 matrix
F =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
30 49 31 39 35 13 8 47
22 53 5 61 11 9 57 21
1 52 7 33 12 58 54 59
63 16 60 45 3 20 41 51
29 14 40 36 18 27 24 48
37 38 25 32 15 19 50 26
28 62 23 17 43 34 2 46
64 10 42 4 56 55 6 44
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (14)
which was formed by selecting a random permutation of the digits {1, 2, . . . , 64}.
In this example, it is interesting to note that the UB is generally more accurate for small k, and
the LB is generally more accurate for large k.
(b) Bounds on σk(F) for k = 10, n = 40, 80, . . . , 200
Again considering matrices F formed by a random permutation of {1, 2, . . . , n2} for some
matrix dimension n, we set k = 10 and calculate bounds on σ10(F), which are given in Table 2.
The outside bounds are invariant to the permutation, although σk(F) will generally vary. In this
example, it is interesting to note that the difference in order of magnitude between the UB and
LB is similar, regardless of n.
(c) Bounds on per(F)
Formatrices formed by randompermutations of {1, 2, . . . , n2}, we have performed trials which
suggest that our bound is similar in accuracy to, and sometimes better than, the Jurkat–Ryser bound
[5]. However, that bound requires both sorting and optimization to achieve its highest accuracy,
whereas our bound does not.
Table 2
Outside LB and outside UB for σ10(F)
n
40 80 120 160 200
Outside LB 1.34 × 1052 5.19 × 1064 8.54 × 1071 1.03 × 1077 8.72 × 1080
Outside UB 2.62 × 1055 1.03 × 1068 1.70 × 1075 2.06 × 1080 1.74 × 1084
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From [10], for positive real numbers x = {x1, x2, . . . , xn}, we have that
per(F)  n!
nn
inf
x
⎡
⎣
⎛
⎝ n∏
j=1
xj
⎞
⎠
⎛
⎝ n∏
i=1
n∑
j=1
fi,j
xj
⎞
⎠
⎤
⎦ , (15)
which is the best known LB for the permanent. This bound was tested with respect to an n × n
(z, 1)-matrix F with elements of the form
fi,j =
{
1 i + j  n + 1;
z otherwise.
For matrices of this type, the outside LB from (13) reduces to per(F)  n!z(n−1)/2. In [10],
the matrix with n = 36 and z = 1/6 was used, for which per(F) = 1.12 × 1030, while the bound
from (15) gives 9.76 × 1029, and the outside LB gives 8.97 × 1027.
3.2. Inside bounds for matrices with zero entries
(a) Exact values of σk(˜F) and bounds on per(F) for n = 8
To use the inside bounds on a matrix F containing a number h of zero-valued entries, it is
necessary to exactly calculate σk(˜F) and β(k)i,j , which is feasible when h is small. For instance, if
all the zeros happen to fall on different rows and columns, and if k > h, it is straightforward to
show that
σk(˜F) =
h∑
i=0
(−1)i
(
h
i
)
αk−i,n−i . (16)
Consider (14), where we replace the elements valued {1, 2, . . . , h}with zeros for some suitably
small value of h. Results for the inside bounds are given in Table 3, letting k = 8 (i.e., calculating
the permanent of F), and for each h ∈ {0, 1, 2, 3, 4}, where h = 0 corresponds to the original
matrix F in (14). Note that for these values of h, the zeros are all on different rows and columns,
so we can use (16). We see a progressive sharpening of both the UB and LB as h increases.
(b) Alternative UB on σk(F)
If h is large enough so that the above approach is not feasible, one may wish to use a (tractable)
subpermanental bound for (0, 1)-matrices. Let U(·) represent an UB on the subpermanents of
(0, 1)-matrices. For the UB, we have that
σk(F) 
1
k
∑
(i,j)∈N
U(˜F(i|j))f ki,j . (17)
Table 3
Inside LB, inside UB, and exact values for per(F)
h
0 1 2 3 4
Inside LB 5.54 × 1015 7.82 × 1015 9.64 × 1015 1.12 × 1016 1.28 × 1016
per(F) 5.17 × 1016 5.16 × 1016 5.12 × 1016 5.06 × 1016 5.01 × 1016
Inside UB 1.35 × 1018 1.24 × 1018 1.11 × 1018 9.94 × 1017 9.00 × 1017
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For instance, we can re-use the outside UB in place of U(˜F(i|j)). With a slight abuse of
the notation, let AM(˜F(i|j)) represent the arithmetic mean of the elements of F˜(i|j). Then (17)
becomes
σk(F)  αk,n
∑
(i,j)∈N
1
n2
AM(˜F(i|j))f ki,j . (18)
As an example, considerF from (14), with elements from {1, 2, . . . , 25} set to zero. In this case,
per(F) = 1.27 × 1016, the outsideUBgives 1.35 × 1018, and theUB from (18) gives 8.30 × 1017.
Since AM(˜F(i|j))  1, it is clear that the UB from (18) is always less than or equal to the outside
UB, with equality occurring when F is positive.
(c) Inside bounds as sharper bounds
Even with positive matrices, it is possible to use the inside bounds to sharpen the outside
bounds. For instance, we can use the inside bounds to mitigate the effects of a few extreme-valued
elements. Consider thematrix from (14), replacing f8,1 (previously valued 64, the largest element)
with 1 × 104. In this case, using k = 4 as an example, σ4(F) = 2.59 × 1012, while the outside LB
and UB are 5.98 × 1010 and 1.84 × 1019 respectively; much less accurate than for the original
matrix (for which results appear in Table 1). However, letting F̂ represent the matrix where f8,1
is replaced with zero, we can decompose σ4(F) into
σ4(F) = σ4(̂F) + f8,1σ3(F(8|1)). (19)
Using the appropriate bound from Section 2 on each subpermanent on the right side of (19),
we obtain an UB of 5.13 × 1012, and a LB of 1.28 × 1012, with similar accuracy to the bounds
on the original matrix.
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