We give a separation bound for an isolated multiple root x of a square multivariate analytic system f satisfying that the deflation process applied on f and x terminates after only one iteration. When x is only given approximately, we give a numerical criterion for isolating a cluster of zeros of f near x. We also propose a lower bound of the number of roots in the cluster.
Introduction
For an analytic system f : C n → C n , we call a solution x of f is isolated if f (x) = 0 and there is a ball containing x and it is the only solution of f in the ball. The local separation bounds with respect to x is the minimum distance between x and any other roots of f . The local separation bound is important for providing an upper bound on the number of steps that subdivision-based algorithms perform in order to isolate x from other roots of f . It also provides a criterion of the quadratic convergence of Newton's method.
When x is a simple zero of f , i.e. its Jacobian matrix Df (x) is invertible, Shub and Smale [BCSS98, SS96] showed
where y is another zero of f and
(1) with D k f denoting the k-th derivative of f which is a symmetric tensor whose components are partial derivatives of f of order k and the operator norm · suggested in [HS12] .
When x is a simple double root of f , i.e., ker Df (x) = span C {v}, and D 2 f (x)(v, v) / ∈ im Df (x), Dedieu and Shub [DS01] showed that 
In [HJLZ17, Theorem 5], Hao, Jiang, Li and Zhi generalized Dedieu and Shub's results to the case when dim ker Df (x) = 1, i.e., x is a breath-one singular root of f of arbitrary high multiplicity. It is still an open question how to compute the local separation bound when x is an isolated singular zero of f such that dim ker Df (x) > 1.
Our Contributions Given a polynomial system f = {f 1 , . . . , f n }, where f i ∈ C[x 1 , . . . , x n ] for i = 1, . . . , n, we define a simple multiple root x of f such that x is an isolated root of f and the deflation process on x and f terminates only by one iteration. We find a characterization of a simple multiple root which can be applied on an analytic system.
Let f : C n → C n be a square analytic system in n variables. Let dim ker Df (x) = κ, and {v 1 , . . . , v κ } be an orthonormal basis of ker Df (x). We construct an operator
When f is analytic, square and A is invertible, we define the parameter γ κ (f, x) in the following way
, and a universal constant d which is the smallest positive real root of the equation
We describe briefly our main results on isolating simple multiple roots:
• We show that A is invertible with a random choice of orthonormal basis of C n if and only if the number of deflation steps required by Leykin-Verschelde-Zhao method [LVZ06] is one with probability one. Based on this characterization we highlight that the definition of simple multiple roots is also available on square analytic systems.
• Let x be a simple multiple root of the analytic system f : C n → C n . Let y be another zero of f , then
• Given an analytic system f : C n → C n , suppose x is given and v 1 , . . . , v κ be any orthonormal vectors in C n such that rankDf (x)| span C {v1,...,vκ} ⊥ = n − κ and
where
, then f has at least 2 κ zeros (counting multiplicities) in the ball of radius d 4γκ(f,x,v1,...,vκ) 2 with the center at x. This result can be applied in a scenario when x is a simple multiple root of f , but either x or f (or both) is given with limited accuracy.
Related Works
The separation bound has been studied by many authors. In [EMT10] , Emiris, Mourrain and Tsigaridas derived Davenport-Mahler-Mignotte (DMM) separation bounds, which is the minimum distance between any two isolated roots of a polynomial system. It generalized Davenport and Mignotte's results for separating roots of univariate polynomials [Dav88, Mig95] to multivariate polynomial systems. Smale's α-theory [SS96, SS85, SS86, Sma81, Sma86, BCSS98] provided local separation bounds for simple zeros of analytic systems. Dedieu and Shub [DS01] gave explicitly local upper bounds for separating simple double zeros of analytic functions, and a numeric criterion for separating a cluster of two zeros (counting multiplicities). Yakoubsohn [Yak00] extended α-theory to clusters of zeros of univariate polynomials and provided an algorithm to compute clusters [Yak02] . Giusti, Lecerf, Salvy and Yakoubsohn [GLSY05] presented point estimate criteria for locating clusters of zeros of analytic functions in the univariate case. They provided bounds on the diameter of the cluster which contains multiplicity many zeros (counting multiplicities), and proposed an algorithm based on the Schröder's iterations for approximating the cluster and a stopping criterion which guarantees that the algorithm converges to the cluster quadratically. In [GLSY07] , they further generalized their results to locate and approximate clusters of zeros of analytic maps of embedding dimension one via the implicit function theorem and the symbolic deflation technique. More recently, in [GY17] , Giusti and Yakoubsohn proposed a new deflation sequence using the kerneling operator defined by the Schur complement of the Jacobian matrix Df (x) and proved a new γ-theorem for analytic regular systems.
Since arbitrary perturbations of coefficients may transform an isolated singular solution into a cluster of simple roots, it is more difficult to verify that a polynomial system has a multiple root. However, one can always certify that a perturbed system has an isolated multiple zero or certify that the polynomial system has a cluster of µ zeros in a small ball centered at x.
In [KO99] , based on deflated square systems proposed by Yamamoto in [Yam84] , Kanzawa and Oishi presented a numerical method for proving the existence of "imperfect singular solutions" of nonlinear equations with guaranteed accuracy. Rump and Graillat [RG10] described a numeric algorithm for computing verified and narrow error bounds with the property that a perturbed system is certified to have a simple double zero within the computed error bounds. In [LZ13] , Li and Zhi generalized the algorithm in [RG10] to compute guaranteed error bounds such that a perturbed system is proved to have a breadth-one isolated singular zero within the computed error bounds. In their sequential result [LZ14] , they proposed an algorithm for computing verified error bounds such that a perturbed system is guaranteed to possess an isolated singular solution within computed error bounds. However, except for the breath-one case, it is still impossible to verify the existence of an isolated singular solution with a given multiplicity structure.
In [DK03, KD03, KDN00], Kearfott et al. presented completely different and interesting methods based on verifying a nonzero topological degree to verify the existence of singular zeros of nonlinear systems.
Structure of the Paper We remind the concept of the local dual space and a deflation method in §2. Using these notions, in §3, we define simple multiple roots that we shall focus on. An important property of the simple multiple roots will also be given in the same section. In §4, we show some inequalities for deriving the separation bound. After that we state the main results in §5. We close the paper with summary and more problems to explore in §6.
Preliminaries
In this section, we introduce the concepts required to define the multiple roots of our interest. First, we start with the general notion of the local dual space in order to describe the multiplicity structure. Secondly, a deflation method is suggested which plays an important role to define an explicit family of roots that we care about. Note that these are defined and applied over polynomial systems. Therefore, in this section, we restrict arguments to the system consists of polynomials. We extend the setting onto any square analytic system in §3.
Local dual space
Local dual space is a powerful tool to analyze the multiplicity of a zero for a system of equations. Let d
where x ∈ C n and α = [α 1 , . . . , α n ] ∈ N n . Let I f denote the ideal generated by f = {f 1 , . . . , f n }, where
f,x denote the subspace of D f,x with differential functionals of order bounded by k, we define
If x is an isolated zero of f , then 1 ≤ κ ≤ n and ρ < µ < ∞.
Deflation method
A deflation is a class of effective methods to reinstate the quadratic convergence of Newton's iteration in the case of isolated singular zeros of square polynomial system. The basic ideas for a deflation method are to introduce extra equations from original singularities for generating augmented systems with reduced singularities (e.g. multiplicity). In particular, Leykin, Verschelde and Zhao [LVZ06] propose an effective deflation method, which can be described as follows.
Suppose we are given an isolated singular zero x ∈ C n of a polynomial system f :
where Df (x) is the Jacobian matrix of f at x. Let B ∈ C n×(n−κ+1) be a random matrix and b ∈ C n−κ+1 be a random vector, then with probability one (exceptional pairs of B and b belong to a proper algebraic subset of C n×(n−κ+1) × C n−κ+1 ), there exists a unique vector λ = (λ 1 , λ 2 , . . . , λ n−κ+1 ) ⊤ such that (x, λ) is an isolated zero of an augmented system
If (x, λ) remains a singular zero of g, the deflation process is repeated for g and (x, λ). In fact, the extra equations guarantee that B · λ is a random nonzero sample from ker Df (x). In order to explore the property explicitly, we propose an equivalent deflation. Let V = (V 1 , V 2 ) ∈ C n×n , satisfying
and λ 1 = (λ 1 , . . . , λ κ ) ⊤ ∈ C κ be a random vector. Then with probability one (exceptional λ 1 = 0), there exists a unique vector λ 2 = 0 such that (x, 0) is an isolated zero of an augmented system
⊤ . The Jacobian matrix of g at (x, 0) is calculated by
where D 2 f (x) is the n × n × n tensor consisting of all second order derivatives of f at x. If Dg(x, 0) remains singular, the deflation process is repeated for g and (x, 0).
Leykin, Verschelde and Zhao proved that the number of deflation is strictly less than µ [LVZ06, Theorem 3.1]. Dayton and Zeng further proved that it is less than ρ which is a tighter bound [DZ05, Theorem 3]. Li and Zhi proved that the worst case bound is always true when κ = 1 [LZ12, Theorem 3.8]. However, by observing from the testing benchmark list in [DZ05] , the deflation process for many kinds of the systems with a multiple zero terminates by only one step when κ > 1 while the theoretical bound is large. These isolated singular zeros should be of particular interest.
Simple multiple roots
In this section, we examine the properties of the polynomial system f : C n → C n and its isolated multiple root x. We pay attention to the two characteristics which depend on f and x, the first is the breadth κ for f at x and the second is the fact that the deflation algorithm for f at x is terminated by one iteration. We observe that the first part determines the minimum multiplicity of x and the second part provides the concrete definition of the simple multiple roots that we shall use in this paper. After that we extend the scope into the case of analytic systems.
Multiplicity of the roots
Suppose that we have a breadth κ, i.e., dim ker Df (x) = κ. We remind the following proposition from commutative algebra. 
We now apply this proposition to our setting. The next theorem provides a lower bound for the multiplicity of an isolated multiple root for a square polynomial system. Theorem 3.2. Let f := (f 1 , . . . , f n ) : C n → C n be any square polynomial system and x be an isolated multiple root of f with dim ker Df (x) = κ < n. Then, the multiplicity of x is at least 2 κ .
Proof. Suppose that x has the multiplicity less than 2 κ . Without loss of generality, we may assume that x is the origin. First consider a local ring A = C[x 1 , . . . , x n ] m where m = x 1 , . . . , x n . Let f = f 1 , . . . ,f n be an ideal generated by a regular sequence {f 1 , . . . ,f n } ⊂ f 1 , . . . , f n for A. Such a regular sequence exists because x is an isolated root. Since the multiplicity of x is less than 2 κ , we know that mult(A/f ) < 2 κ . Therefore, {f 1 , . . . ,f n } has at least n − κ + 1 linear order elements by Proposition 3.1. When we observe the basis elements of D f,x , there are at most κ − 1 basis elements in D (1) f,x . This is a contradiction because we have dim ker Df (x) = κ. #
Remark.
1. The condition that the system is square is necessary. Consider a polynomial system
Then, f has an isolated multiple root at the origin with κ = 2 and µ = 3 < 2 κ .
2. The multiplicity of an isolated multiple root can be arbitrarily large. For example, a system
has an isolated multiple root at the origin and its multiplicity is 2 + 3n.
The lower bound of the multiplicity will make an important contribution in our main results. When a system is perturbed, a multiple root becomes an cluster of zeros of multiplicity many points. We derive a separation bound for the cluster in §5. When we obtain a ball containing the cluster of zeros, the above theorem suggests a lower bound of the number of roots inside the ball.
Definition of simple multiple roots
In this subsection, we define singular zeros that we shall focus on. For a square polynomial system f : C n → C n , we focus on its isolated multiple zero x satisfying that the deflation process applied on f and x terminates after only one iteration.
In order to deal with this 'one step deflation sufficient' zero x of f in more tangible form, we find a proper characterization for it. Especially, this characterization should present a linear operator which can be used to prove the statements that we desire. We show that such a characterization actually exists.
Theorem 3.3. Let a point x ∈ C n be an isolated multiple zero of a polynomial system f :
Then, the matrix B is of full rank for almost all choices of orthonormal bases {v 1 , . . . , v κ , V 2 } such that im{v 1 , . . . , v κ } = ker Df (x) and im V 2 = im Df (x) if and only if the deflation process terminates by one step for almost all choices of bases span C {v 1 , . . . , v κ } = im V 1 = ker Df (x) and
is of full rank.
Proof. We start with proving the "only if" direction. First, we prove that Dg(x, 0) is of full rank for almost all choices of bases span C {v 1 , . . . , v κ } = ker Df (x) and λ 1 = (λ 1 , . . . , λ κ ) ⊤ ∈ C κ is equivalent to the matrix
is of full rank for almost all choices of bases span C {v 1 , . . . , v κ } = ker Df (x) and
Without loss of generality assume λ 1 = 0, then we prove that A is of full rank for almost all choices of bases span C {v 1 , . . . , v κ } = ker Df (x) and λ 1 = (λ 1 , . . . , λ κ )
T ∈ C κ is equivalent to the matrix
is of full rank for almost all choices of bases span C {v 1 , . . . , v κ } = ker Df (x), where v
. This is true from the following equivalent statements:
Denote the set of n × n unitary matrices by U(n). Note that U(n) is a manifold. Suppose rankB = n with probability one holds on U(n). Assume that for the same V 2 used in B,
is not of full rank, then there exist u ∈ C κ , w ∈ C n−κ (u = 0 or w = 0), such that 
. . , v κ } is also a basis of ker Df (x). Applying the Gram-Schmidt process we may assume that
Note that even after the Gram-Schmidt process the directions of first two vectors
is not of full rank. This is a contradiction. Above statements hold for any permutation of {1, . . . , κ}.
For the "if" direction, we suppose that C is of full rank with probability one for almost all choices of bases span C {v 1 , . . . , v κ } = ker Df (x). Also, assume that the desired claim is not true. That is, there are a set of orthonormal vectors {ṽ 1 , . . . ,ṽ κ ,Ṽ 2 } ∈ U(n) satisfying that span C {ṽ 1 , . . . ,ṽ κ } = ker Df (x) and its nontrivial open neighborhoodŨ ⊂ U(n) such that det B = 0 for all points inŨ . Then, the identity theorem implies that det B = 0 for any point in U(n). Let {v 1 , . . . , v κ } be a basis for ker Df (x) with det C = 0 and W ∈ C κ×κ be an invertible transformation such that
Then, if we express det B in terms of v 1 , . . . , v κ , then it is possible to consider det B as a (homogeneous) polynomial in variables W ij for i, j = 1, . . . , κ of degree 2κ. We show that det B is not a zero polynomial, leading to a contradiction. Note that
+ (other terms).
Since we have det C = 0 and it is a coefficient of W 2 11 W 21 W 22 · · · W κ1 W κκ term, det B is not a zero polynomial. This is a contradiction. Consequently, we get rankB = n for almost all choices of orthonormal bases {v 1 , . . . , v κ , V 2 } such that im{v 1 , . . . , v κ } = ker Df (x) and im V 2 = im Df (x). #
The above characterization directly gives us the definition of simple multiple roots.
Definition 3.4. A point x ∈ C n is a simple multiple root of a polynomial system f :
(C) Let {v 1 , . . . , v κ } be a random orthonormal basis of ker Df (x), then with probability one, the linear operator
is invertible, where Π vi is the Hermitian projection to span C {v i }.
In fact, condition (C) is equivalent to the matrix
is of full rank, where V 2 ∈ C n×(n−κ) satisfying {v 1 , . . . , v κ , V 2 } is an orthonormal basis with im{v 1 , . . . , v κ } = ker Df (x) and im V 2 = im Df (x). The random choice of orthonormal basis makes it easy to select an invertible matrix B. Using Theorem 3.3 we can construct a suitable nonsingular linear operator A to prove the statements in the following sections. The next example shows how to get such A.
Example 3.5. The system
is suggested in [Stu02] , and the deflation process terminates by one step. If we let t be the origin, then the system has a simple multiple root t with κ = 3, ρ = 4 and µ = 11 based on the data in [DZ05] . If we consider 3 ), then they form an orthonormal basis for ker Df (t). Also, we check the matrix We now extend the setting onto analytic systems. As pointed out in [DLZ11, Corollary 3], for any analytic system with an isolated zero, it has the same multiplicity structure as the truncated polynomial system of its Taylor's series up to order depth at the common zero. Therefore, it is straightforward to generalize Theorem 3.2 and Theorem 3.3 to analytic systems with isolated zeros. The following example illustrates the characterization for simple multiple roots of analytic systems.
. This system has a zero t = (0, 0, 0) of κ = 3, ρ = 4 and µ = 11. If we consider v 1 = (1, 0, 0), v 2 = (0, 1, 0) and v 3 = (0, 0, 1), then they form an orthonormal basis for ker Df (t). Also, we check the deflated system
with the vector λ = (1, 1, 0) ⊤ and its Jacobian matrix
is of full rank three, which means that the deflation process terminates by one step. On the other hand, we check the the matrix
Lemmas
In this section, we suggest and prove inequalities that will be used to derive the separation bound. The desired inequalities provide a lower bound of a distance between the given multiple root and another zero of the system, and the bound only depends on the given system and its multiple root.
Since we extend Theorem 3.2 and 3.3 to the case of analytic systems, we deal with a square analytic system from now on. For an analytic system f : C n → C n and its simple multiple root x, we assume that dim ker Df (x) = κ. For a randomly chosen orthonormal basis {v 1 , . . . , v κ , V 2 } with im{v 1 , . . . , v κ } = ker Df (x) and im V 2 = im Df (x), define an operator
where Π vi is a Hermitian projection onto span C {v i }. In the case of simple multiple zeros, we know that the operator A is invertible. Moreover, we introduce the parameter γ κ which depends on f and x that
We use γ κ if f and x are obvious in the context. Finally, we employ a constant d obtained from the smallest positive real root of
The same setting will be used in §5 also. Let a, b ∈ C n be any two vectors. Then, we know that the angle between a and b can be defined by
For a simple multiple root x and an arbitrary point y ∈ C n , we define the direction vector w = y − x between x and y. Using orthonormal vectors {v 1 , . . . , v κ } obtained from Definition 3.4, we can represent w as
From the trigonometric definition of the angle, we define ϕ = d P (w−ŵ, w) and ϕ i = d P (v i , w) for i = 1, . . . , κ. Then, we have ŵ = w sin ϕ, |α i | = w cos ϕ i and w − α i v i = w sin ϕ i for i = 1, . . . , κ.
We now provide a series of lemmas. The main idea is constructing a lower bound of w using the angle ϕ between x and y. In the next section, we consider y as another root of f and it gives us the separation bound. The Taylor expansion will be the trick to derive the lower bound of w . We define a constant angle θ such that sin θ = d γκ . As the first step, we deal with the case when ϕ is big, i.e., ϕ ≥ θ. Lemma 4.1. Assume that γ κ w ≤ 1 2 and ϕ ≥ θ for a fixed y. Then, we have
Proof. Applying the Taylor expansion on f (y) at x gives us that
We observe that
because we have vectors v i which are orthonormal. Therefore, multiplying A −1 on both sides of (5) gives uŝ w on the right hand side. When we solve forŵ, we obtain
We combine the facts that ŵ = w sin ϕ and ϕ ≥ θ, leading to the conclusion that
We use the assumption that γ κ w ≤ 1 2 in order to get the last inequality. #
In the case of ϕ is small (that is, ϕ ≤ θ), we need to define a supplementary operator like the following lemma:
Lemma 4.2. Define an operator
where α i = 0 for all i. Then, A (α1,...,ακ) is nonsingular and
..,βκ) = max 1,
Proof. Without loss of generality, take any vector z ∈ span C {v 1 }. Then, we get A −1 (α1,...,ακ) A (β1,...,βκ) z = β1 α1 z. On the other hand, if we take a vector z ∈ span C {v 1 , . . . , v κ } ⊥ , then it gives us that A −1 (α1,...,ακ) A (β1,...,βκ) z = z. Hence, we get the desired result. # Assume that we have A (α1,...,ακ) such that all α i are nonzero. It is possible because {v 1 , . . . , v κ } is chosen generically. We apply this operator to prove the next inequality which is used to deal with the small angle case.
Lemma 4.3. Assume that γ κ w ≤ 1 2 . Then,
Proof. For brevity, we denote A α . We apply the Taylor expansion of f centered at x. Then, on both sides, we get
Now, we derive the desired inequality. We first remind the facts that A 1 2 = A and
Also, we know that
|αi| by Lemma 4.2. We combine these and subtract all terms in the right hand side of the equation (6) except for w. Then, applying the triangular inequality, we have
The last inequality is obtained from ŵ ≤ w − α i v i for any i and α i v i ≤ w − α j v j whenever i = j.
We note the fact that |α i | = w cos ϕ i , w − α i ϕ i = w sin ϕ i and ŵ = w sin ϕ. Then, we have
from basic trigonometric equalities. Simplifying the inequality based on the above trigonometric expressions, we get
The last term of the inequality attained from the assumption that γ κ w ≤ Lemma 4.4. For w and γ κ satisfying γ κ w ≤ 1 2 , we have
Proof. For the case of ϕ ≥ θ, we get the result from Lemma 4.1. Now, assume that we have ϕ ≤ θ. Without loss of generality, we fix ϕ 2 , . . . , ϕ κ . Then,
is a (univariate) decreasing function for ϕ 1 ∈ [0, 
because we assume ϕ ≤ θ. Therefore, it is enough to show that
Using the definition of θ, we define
which is obtained from (7). We want to show that h(d, γ κ ) ≥ 0 if γ κ ≥ 1. Note that if we consider h as a univariate function of γ κ , then h(γ κ ) is increasing when γ κ ≥ 1 for any d ≤ 
Main results
In this section, we show our main results. We use the settings as suggested in §4. The first theorem provides the separation bound for an exact analytic system and its simple multiple root.
Theorem 5.1. Let x be a simple multiple root of the given square analytic system f : C n → C n . Then, if we let y be another root of f , then
Proof. Define w = y − x. Noting that f (y) = 0, if we have γ κ (f, x) w ≤ 1 2 , then we get
from Lemma 4.4. On the other hand, if γ κ (f, x) w ≥ 1 2 , the claim follows from the facts that d < 1 and
The next theorem describes the behavior of points close to the multiple root. That is, when a point y ∈ C n is contained in some neighborhood of the multiple root, the value of f (y) is strictly greater than 0.
Theorem 5.2. Let x be a simple multiple root of the given square analytic system f :
Proof. Define w = y − x as above. Since we assume that w ≤ d 4γκ(f,x) 2 , we have w ≤ sin θ 4γκ(f,x) . Then, applying Lemma 4.4, we obtain
which proves the claim. # From the proof of the theorem, the γ κ (f, x, v 1 , . . . , v κ ) defined (8) is equal to γ κ (g, x) for g defined in (9). Moreover, there are actually the multiplicity of x for g many zeros inside B(x, d 4γκ(f,x,v1,...,vκ) 2 ). However, we point out that one only knows the lower bound (2 κ ) of the number of zeros inside the ball because in an actual application, we don't know the exact multiplicity of x for g. One may obtain how many zeros are there by observing a combinatorial property of g or some numerical approaches, but we didn't pursue that in the paper.
Remark. In order to implement the results suggested in this section, we need to compute the value of γ κ (f, x) and γ κ (f, x, v 1 , . . . , v κ ) which are defined in (4) and (8). One can observe that the definition of them are similar to γ(f, x) in (1). Therefore, the way to calculate the value of γ(f, x) can be used for γ κ (f, x) and γ κ (f, x, v 1 , . . . , v κ ) also. It is well-known that computing the operator norm of tensors of order larger than two is NP-hard [HL13] . Therefore, we can use · ∞ to compute an upper bound of γ κ (f, x) according to [GLSY07, Lemma B.2] . It is also possible to get an easily computable bound of the operator norm of tensors according to [FL18, Lemma 9 .1]. For polynomial systems, the upper bound of γ(f, x) is suggested in [HS12] . In the case of some special analytic systems, there are also ways to get such upper bounds. In [HL17] , the way to bound γ(f, x) is suggested for the system with solutions of linear ODEs with constant coefficients. Even more, [BLL19] provides the method for the system with D-finite (or univariate holonomic) functions, i.e., the solutions of linear ODEs with univariate polynomial coefficients.
Conclusion and further directions
In this paper we explicitly describe a simple multiple root which is an isolated multiple root of a square analytic system such that the deflation process applied on the system and its root terminates by only one iteration. We provide a separation bound for a simple multiple root. This separation bound can be applied to a perturbed system so that we suggest a concrete description for a region containing a cluster of the multiple zeros of the system if we are only given an approximate singular solution. From a commutative algebraic approach, we propose the lower bound of the number of roots in the cluster. By checking examples from various literature about the multiplicity structure for a root of a system, we know that the simple multiple roots account for a substantial amount of multiple roots, and our lower bound of the multiplicity is also reached in many examples. This supports the effectiveness of our results.
We suggest some open problems. First, in Theorem 5.4, we only provide the lower bound of the number of roots in the cluster. How to characterize the multiplicity of an arbitrary multiple root of a system is an important next step. One may inquire into the multiplicity structure of a multiple root to impose additional conditions on a system classifying the multiplicity of its multiple root. On the other hand, it would be also possible to devise a numerical way, e.g. counting the number of roots inside a certain region. Secondly, we expect to extend γ-theory for these simple multiple roots. Because our results extend the idea of Smale's well-known α-theory, one might be able to define a modified Newton's iteration on these kinds of multiple roots. Then, a quantitative quadratic convergence over simple multiple roots can also be achieved, and it may give a concrete expansion of γ-theory to singular roots.
