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MATHEMATICS 
ON A MINIMAX THEOREM OF K. FAN 
BY 
R. A. HIRSCHFELD 1) 
(Communicated by Prof. H. FREUDENTHAL at the meeting of June 28, 1958) 
I. In his paper [2], K. FAN established a very interesting minimax 
theorem, which, in contrast with the game theoretic results obtained 
before, does not presuppose the structure of vector spaces. Before 
formulating this theorem, we appeal to the following 
Definition. [2], §I. A function K, defined and real-valued on the product 
X X Y of two arbitrary sets X and Y, is said to be CONVEX on Y, if, 
for any two members y1 and y2 of Y, and two non-negative numbers~ and 
a2 with ~+as= I, we can find at least one element y0 E Y, such that the 
inequality 
K(x, y0)<.~K(x, y1)+azK(x, y,_) 
holds true for every x EX. -Similarly, K is called GONG AVE on X, if 
-K is convex on X. 
This definition has the advantage that no linear structures are involved; 
see also [3], § 3. 
2. Using this definition, K. FAN's theorem reads as follows. 
Theorem. [2], Th. 2. Let X be a compact HAUSDORFF space andY an 
arbitrary set (topologized or not). Let the function K be defined and real-
valued on the product space X x Y. Assume that K is convex on Y, concave 
on X, and upper semi-continuous on X for every fixed point of Y. 
Then the game with pay-off K is determined, that is, we. have the equality 
(*) max inf K(x, y) = inf max K(x, y), 
:n.X v•Y v•Y :u;.X 
the members of which not being required to be finite. 
This theorem has been established by K. FAN l.c. by a method.which 
is closely related to that employed by H. KNESER, [ 4 ). It is the purpose 
of the present note, to obtain this result in a completely different fashion, 
based on an argument, due to H. NIKAIDo, [5], that reduces the problem 
to a separation theorem on convex sets in Euclidean n-space. 
The reason to do this is twofold. First, of course, to have a new proof 
of K. FAN's hiteresting minimax theorem, and, second, to show that 
1) We are very much indebted to both Professors H. FREUDENTHAL and 
H. NIKAID6 for their kind comments. 
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H. Nnum8's method, while originally modelled for linear spaces only, 
works equally well in more general circumstances. 
3. Let us first recall that the upper semi-continuity of the function 
K(. , y0 ), where Yo E Y, is characterized by the property, that for every 
finite number c, the set 
{xjK(x, y0)<c} 
is OPEN in X. Moreover, for the family 
{K(.' y)}11cY 
of upper semi-continuous functions, the infinum 
inf K( ·, y) 
nY 
is, whether finite or not, likewise an upper semi-continuous function, 
and, for that reason, it will attain its upper bound in the compact set X. 
For these properties, reference is made to texts on general topology; 
see for instance N. BoURBAKI [1], Chap. IV, § 6, no. 2. 
It follows that the game values 
v1 = max inf K(x, y) 
a:c.X: !ICY -
and 
v2 = inf max K(x, y), 
!lEY zc.X: 
on both sides of (*), will exist as finite or infinite numbers. As usual, 
we have 
v1 .;;;;v2• I!) 
Hence, if v1 = +oo, then also v2 = +oo, and(*) holds true. Consequently, 
we may assume that -oo.;;;;v1 <oo. 
Given an arbitrarily fixed real u > Vv we shall assign to every y in Y 
the set U(y)= U(y; u) of all those x EX, for which 
K(x, y)<u. 
1 ) In fact, if not, there would be some c > 0, for which 
v1 =v.+c. 
Hence, there would be at l61!Bt one x0 e X, satisfying 
or 
whence 
implying that 
a contradiction. 
v2 + !c < inf K(x0, y) < v2 + c, 
IIlEY 
max K(x, y) > v2 + tc 
... .x: 
for ally e Y, 
for ally e Y, 
v2 = inf max K(x, y);;;:,. v2 + }c; 
!ICY a:c.X: 
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As K( ·, y) is upper semi-continuous on X for every y E Y, the set U(y) 
is open in X for all y E Y (possibly empty). 
Now, to every x0 EX, we can find at least one Yo E Y, such that 
In fact, if not, we should have 
for all y E Y, 
or 
inf K(x0 , y) ~ u. 
11£Y 
which, however, would mean that 
v1 =max inf K(x, y) ~ u. 
re£X 11£Y 
Consequently, letting y run over Y, we obtain an open covering 
u'IIEY U(y) of X. Owing to the compactness of X, we can select a finite 
covering 
n 
X= U U(y,) where Yv ... , Yn E Y. 
i-1 
Obviously, for every x EX, there is at least one index j, l <,j <,n, for 
which 
K(x, Yi)<u. 
Let us put 
(i=l,2, ... ,n). 
These functions are defined at every point of X. Hence, we can make 
correspond to every x E X the vector 
f(x) = {ft(x), i2(x), ... , fn(x)} 
in the Euclidean n-space Rn. For every member x EX, this point has 
at least one NEGATIVE coordinate, namely that, corresponding to the 
above determined index j. Therefore, the image f(X) contains no points, 
all whose coordinates are non-negative. 
we next consider a convex, linear combination 
m I bd(xk) where bk > 0, I bk= I, 
k-1 k 
of points f(x1), f(x2), ... , f(xm) in f(X). This represents a vector in En, 
the i-th component of which is 
m m I bkfi(xk) = I bk K(xk, Yi)- u (i= l, ... , n). 
k-1 k=l 
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From the concavity of K on X, we infer the existence of at least one 
x0 EX, such that · 
... 
~ b,. K(x,., y,) ~ K(x0 , y,), 3) 
k=1 
where x0 does not depend on the particular choice of the index i, l.;;;;i.;;;;n. 
Thus, every such convex, linear combination of points of /(X) is <Joordinate-
wise majorated by some element of f(X). Otherwise stated, every member 
of the convex hull C of /(X) possesses at least one NEGATIVE coordinate. 4 ) 
This means that C ha.s empty intersection with the positive cone 
P+={(~, ... , t,.) ER" I t,>O for l.;;;;i.;;;;n} 
in R". Now, as P+ is an OPEN, convex set, there exists, by virtue of 
the separation theorem in R", a closed hyperplane H, not meeting P+, 
that separates C and P+ 6). H passes through the origin, and may there-
fore be written in the form · . · 
If some of the coefficients a, would happen to be negative, H would 
intersect P+; consequently, we may assume that all a/s are non-negative. 
In addition, they may be thought of as being normalized such that 
!f=1a,= 1, on account of the homogeneity of H. 
Our set /(X) is contained in the open negative half space, _produced 
by H, i.e. 
Returning to K, this amounts to 
~ a,K(x, Yi) < u 
i 
for all x EX. 
for all x EX. 
The function K being convex on Y, to the system {a,; y,}~-1 there is 
associated at least one element y0 E Y, satisfying 
K(x, y0 ) ~ ~ a,K(x, Yi) for all x EX, 
i 
8 ) This follows by mathematical induction from the above deffnition. The 
statement holds for m = 2. Suppose that it is true for m-'- l, an.d .. write 
e.,.= b1 + b2 + ... + b,._1, whence 1J!::;lb,.et~.- 1 = 1 I;ID.d (:,.+b.,.= 1. .Then 
m m-1 
I b,.K(z.,.,y)=e,. I b,.e;;;_ 1K(rx:,.,y)+b,.K(x,.,y) 
k=l k=l 
~ e,.K(x', y) +b,.K(x,., y) ~ K(x6 , y). 
4 ) This set a need not be closed. 
5) Instead of a, one could consider, alternatively, the set D = U D(x), where 
mE X 
D(x) = {(It, ... , t,.) E R" I t0 ~ f,(x) for 1 ~ i ~ n}. 
This set D is convex, disjoint from p+ and it contains /(X) as well. 
compare footnote 3)), whence 
K(x, y0)<u 
or 
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for all x EX, 
max K(x, y0 ) < u, 
... x 
and therefore 
v2 = inf max K(x, y) ~ u. 
!lEY a:cX 
This being valid for every u with u>vv we have 
Together with the above inequality 
this yields 
(*) 
completing the proof of the theorem. 
REFERENCES 
1. BoURBAKI, N., Topologie generaJe, Chap. III et IV, Paris, 1942-1951. 
2. FAN, K., Minimax theorems, Proc. Nat. Acad. Sci. 39, 42-47 (1953). 
3. , Existence theorems and extreme solutions for inequalities concerning 
convex functions or linear transformations, Math. Zeitschr. 68, 
205-216 (1957). 
4. KNESER, H., Sur un theoreme fondamental de la theorie des jeux, C.R. Acad. 
Sci. Paris 234, 2418-2420 (1952). 
5. NzKAIDO, H., On a minimax theorem and its applications to functional analysis, 
Journ. Math. Soc. Japan 5, 86-94 (1953). 
Added in proof: 
After this note had been submitted, a very recent paper of M. SION 
(On general minimax theorems, Pacific Journal Math. 8, 171-176 (1958)) 
cam' to our attention, containing, among others, a very elegant proof 
of X. FAN's theorem. His method is based on the classical KNASTER-
KURATOWSKI-MAZURKIEWICz argument. 
