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Abstract.  For  non-terminating  simulations  with 
steady-state  responses  the  following  alternative 
analysis  techniques  are  evaluated:  (i)  replicated 
runs  (ii)  approximately  independent  subruns  or 
batches (iii) renewal or regenerative analysis. Two 
general techniques for reducing nonnormality and 
bias  are  presented:  grouping  (or  batching)  and 
jackknifing. Applications of the various techniques 
are discussed. Besides the estimation of the mean, 
the  estimation of variances  and  quantiles  is  pre- 
sented. 
Keywords: Simulation, inference statistics, queues, 
experiment 
1. Introduction 
In  this paper  we  survey  the  state-of-the-art in 
the statistical analysis of the stochastic output of 
simulation models with steady-state responses.  In 
other words, we exclude terminating systems such 
as queueing systems that close down at the end of 
the day (see Kleijnen (1975, 1984)  for a discussion 
of  terminating  versus  nonterminating,  systems). 
We also exclude the appropriate analysis for many 
different inputs (for which we recommend regres- 
sion analysis and experimental designs). 
Our survey is meant for simulation practitioners 
with  a  basic  knowledge  of  statistics.  We  con- 
centrate on statistical techniques that are of major 
practical relevance and  that have been  developed 
in the last decade. In practice a  statistical analysis 
is  necessary because  such  an  analysis reveals  the 
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limitations of conclusions which are based on run- 
ning a simulation model, i.e., if the run is too short 
the output's accuracy--as measured by a  statisti- 
cal  confidence interval--may  be  very  bad.  (We 
exclude the  statistical problems  arising when  the 
accuracy is  found  to be  too low and  the  analyst 
must determine how much longer to run the simu- 
lation;  runlength  determination  is  discussed  at 
length in Kleijnen (1975, 1984).) 
So  we  concentrate on  the  following problem: 
we perform a  simulation experiment with a  single 
variant of a  random simulation model, i.e., in the 
simulation program we  fix all input data and  all 
mathematical relationships and  we  run  this  pro- 
gram with a  sequence of random numbers which 
results in  a  time series.  From this  time series we 
compute 'the' response or output, e.g., the average 
output or  the 90%  quantile (value exceeded with 
10%  chance).  If  'the'  response  were  computed 
from n  independent observations xiinstead  of a 
time  series--then  classical  statistics  would  yield 
the necessary confidence intervals, e.g. for the true 
population mean ~ we could use the t statistic 
P( Y -  t~/]sx/~/n  < # < ff + t,~/_]sx/v~)  = 1 -  a, 
(1) 
where we use standard statistical notation. In dy- 
namic  simulation,  however,  the  output  forms  a 
time  series.  We  shall  survey relevant  techniques, 
and examine their assumptions. We shall also re- 
port on practical experience with these techniques 
in a simulation context. 
2. Elementary steady-state concepts 
By definition nonterminating simulations show 
no critical event that stops the simulation run. For 
example, we may use simulation to check whether 
an  analytical  steady-state  approximation  to  a 
specific queueing problem is not too crude. Typi- 
cally, in  nonterminating simulations we  seek  the 
response  in  the  steady-state.  Let us  examine the 
steady-state concept in more detail. 
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Consider a  sequence of variables x~, x 2  ..... x r 
(or  a  time  series  x,  with  t =  1  ..... T).  This  se- 
quence is strictly stationary (or in its steady state) if 
the joint distribution function Fx(xl ..... x, ..... xr) 
does not depend on  the time index t. A  constant 
joint distribution means that  the  marginal distri- 
butions  Ft(x,)  are  the  same  for  each  t.  Conse- 
quently all moments are constant over time, imply- 
ing constant means F and variances o 2. Also, the 
covariance between x,  and X,+d  and  the  correla- 
tion p do not vary with the absolute point of time t 
but only with the distance or lag d. The time series 
is r-dependent  if x, and x,, are  dependent only if 
their distance d-t-  t'  is not larger  than a  con- 
stant r. 
Next  we  consider  the  average  of a  stationary 
time series: ~ = Erx,/T.  Obviously its expectation 
is  F.  It  is  easy  to  derive  the  variance  of  the 
average: 
var(E)=--~-  1+2~'~  1-  "Pa  .  (2) 
dffil 
If  the  observations  were  independent  then  we 
would have Pd = 0 for d >/1  and (2)  would reduce 
to  a  familiar  expression:  var(~)--o2/T.  Let  us 
examine the effects of autocorrelation in a  type of 
systems often simulated, namely queueing systems. 
In  queuing  systems  the  autocorrelations  are 
positive,  i.e.,  if customer  i  has  to  wait  relatively 
long then the next customer probably has to wait 
long too: P(wi+ 1 > F Iw, > F) > P(w,+l > #). These 
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Fig. 1. Autocorrelation Oa versus lag d and traffic intensity X, in 
an M/M/1  queuing system. 
average; see (2). More specifically--also see Fig. 1 
--for M/M/1  queuing systems we can show that 
the  (positive)  correlations  decrease  exponentially 
with the lag d; also these autocorrelations increase 
with  the  traffic  intensity  ;k  (usually  the  traffic 
intensity is denoted by p in queueing texts but in 
statistics texts the symbol is used to denote auto- 
correlation).  The  autocorrelation  structure  in 
single-server  systems  with  general  arrival  and 
service  times  is  characterized  in  Woodside  and 
Pagurek (1979).  The autocorrelations of M/M/1 
systems  results  in  an  'inflation  factor',  e.g.,  the 
expression in the square brackets of (2) is as large 
as  360  when  the  traffic intensity h  is  0.90;  that 
factor is still 10 when h  is 0.50.  So the estimated 
standard error of the average is completely wrong 
when the autocorrelations are ignored, as is often 
done by practitioners and by standard output pro- 
cedures  in  many simulation languages!  If we do 
account for autocorrelation, then we may find that 
extremely  many  customers  should  be  simulated. 
For  instance,  in  an  M/M/1  system with  traffic 
load X -- 0.9 we need to simulate 111716 customers 
when we wish to estimate the mean waiting time 
within  one  unit  with  confidence  level  0.95;  see 
Fishman (1978a, p. 521). 
Since  many  statistical  techniques  assume nor- 
mality, we mention the existence of the 'stationary 
r-dependent  central  limit  theorem':  given  an  r- 
dependent  strictly  stationary  sample  x,  (t= 
1  ..... T)  with  mean  E(xt)=#--and  with  the 
technical condition that the third absolute moment 
E(Ix,I 3)  exists--the  sample  mean  2=Ex,/T  is 
asymptotically normally distributed; of course the 
mean  of ~  is  ~  and  its  variance is  given  by  (2) 
substituting Pd = 0 for d > r. Selected references to 
stationary time series are given in Fishman (1978b), 
Janssens (1982),  Law and Kelton (1982),  Mihram 
(1972). 
3.  Replicated runs 
We can  try to analyze nonterminating simula- 
tions  using  the  same  techniques  as  used  for 
terminating simulations, the latter type resulting in 
one independent observation per run; see Kleijnen 
(1975).  So suppose we wish to estimate the mean 
waiting  time  in  the  steady  state:  #= E(w~)  for 
i ---, ~. Then we can start with a ' very long' simu- 
lation run (see below) comprising n customers, and 
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response; Denote that first observation by ~1: 
N 
=  (3) 
1 
To  obtain  the next observation  (~2)  we  start  all 
over  again,  using  a  different  random  number 
stream, so that the next observation on ~  is statis- 
tically  independent  of  the  previous  observation 
(w  1)-  And  so  on.  This  approach  would permit  a 
statistical analysis exactly analogous to the analy- 
sis  for  terminating  systems,  were  it  not  for  the 
following problem.  Since we are interested in  the 
steady-state response the transient (initial, start-up) 
response  creates  complications  (in  a  terminating 
system, a possible transient behavior forms part of 
'the' response per run;  see Kleijnen (1975,1984)). 
Hence  two  options  are  available:  to  retain  the 
transient phase or to eliminate it. 
3.1. Retain the transient phase 
and the estimated variance (v,~r(~)) are positively 
correlated;  see  Kleijnen  (1984).  Hence  the  con- 
gested  initial  state  is  expected  to  result  in  an 
overestimate  of  var(~).  The  latter  overestimate 
may correct the low coverage found in many simu- 
lation experiments; see Section 8. Note that though 
data collection is not started in the empty state, it 
may be convenient to start  the simulation run in 
the idle state and to defer output generation until 
a  congested state is reached. Wilson and  Pritsker 
(1978b)  experimented with several starting condi- 
tions  and  found  that  coverage  is  best  when  the 
mode of the steady-state distribution is selected as 
initial condition. Of course in practice that mode 
is unknown but  the analyst may try an educated 
guess. Anyhow these results suggest that the empty 
state is not the best starting point for data collec- 
tion if runs are replicated. 
3.2. Eliminate the transient phase 
Though  the  initial phase  creates  bias--for  in- 
stance E(wt)</a--this  phase  does contain infor- 
mation.  Hence  it  is  very  well  possible  that  the 
Mean  Squared  Error  (MSE)  is  minimized, if the 
whole time series is used. Indeed for simple queu- 
ing  systems we  can  prove  that  we  minimize the 
MSE when  we  use  the  whole  run  (assuming  the 
system started  in  the empty state  and  the  run  is 
long);  see  Law (1982).  Moreover it  may be  con- 
venient to eliminate worries about the exact length 
of the transient phase (see below) by simply retain- 
ing  the  whole  time  series.  However,  even  if  the 
MSE would be  minimal, the resulting confidence 
interval  may  be  inconsistent  (wrong  confidence 
level 1 -  a). Actually if we make many replicatons 
(say n) of a  relatively short  run (small N  in  (3)), 
then  we  obtain  a  narrow  confidence  interval 
around  the wrong quantity, i.e.  the  actual  type I 
error exceeds the nominal a  value which is called a 
'low coverage' of the confidence interval; also see 
Adlakha  and  Fishman  (1983),  Fishman  (1978b) 
and Law (1982). 
Recently  Adlakha  and  Fishman  (1982)  pro- 
posed  to start data collection not in the idle state 
of a queuing simulation but in a congested state. If 
indeed  a  congested  initial  state  creates  bias,  we 
expect  that  the  mean  waiting  time  estimate 
exceeds the steady-state mean ~.  It can  be  made 
plausible  that  the  average estimate (~ = E~/n) 
Practitioners often throw away the initial part 
of the time series, i.e., the simulation 'warms up' 
before  the  simulation  program  starts  collecting 
observations.  Unfortunately  two  practical  prob- 
lems remain: 
(i)  How  can  be  determine  whether  the  tran- 
sient phase is over? 
(ii)  Throwing away the initial phase of each run 
wastes computer time. 
Sub (i):  Practitioners often construct graphs-- 
and  making graphs is always an excellent idea in 
any statistical experiment--to see whether start-up 
effects 'obviously' have  disappeared.  A  guideline 
may be: "the transient phase is not over as long as 
the individual waiting times w, (i =  1, 2 .... )  keep 
growing". Note that running averages like E~w,/N 
(with N =  1, 2 .... ) lag behind the individual wait- 
ing  times.  Another  simple  heuristic  is:  "throw 
away  the  first  hundred  waiting times".  But  with 
heavily congested systems a hundred is too small; 
remember Fig. 1.  Heuristics up to 1978  are found 
in Kieijnen (1975) and Wilson and Pritsker (1978a). 
Recently several statistical techniques for detecting 
initialization  effects  have  been  proposed;  see 
Kleijnen (1984)  and  Law  (1982).  One  is  due  to 
Schruben  et  al.  (1980);  they  applied  their  tech- 
nique to five different simulation models and found 
that  their  test  is  valid  and  powerful.  We  sum- 
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Sub  (ii):  If we  overestimate the  length  of  the 
transient phase we throw away information on the 
steady-state and  we  increase  the  variance  of  the 
final estimator.  If we do not wish to waste com- 
puter  time, we may be  tempted  to underestimate 
the initial phase, and we bias  the final estimator. 
Fortunately, if the total time path is long we may 
assume that the bias caused by the transient phase 
is  negligible.  Therefore other  approaches  besides 
simple replication have been devised. 
4. 'Independent' subruns of fixed length: batching 
Instead of replicating each long run  (with dif- 
ferent  random  numbers)  we  may make  a  single, 
extremely long run. We may throw away the initial 
part of that single run; see Section 3. The remain- 
ing (much larger) part of the run we divide into a 
number of subruns or batches.  If the total run is 
very long, then the subruns will be long, e.g., if the 
total run (after elimination of the transient phase) 
comprises  100000  customers  then  dividing  that 
run  into  ten  subruns  means  that  each  subrun 
contains 10000  customers. Now consider subruns 
1  and  2:  customer  10000  will  affect  customer 
10001  but  customer  10000  probably  has  little 
effect on customer 11000;  see Fig. 1. More gener- 
ally,  the  last  'few'  customers  of  subrun  i  (i= 
1, 2 .... )  do influence the first  'few' customers in 
the next subrun (i +  1) but they hardly affect most 
customers in the latter subrun. Consequently 'the' 
responses  (the  averages  when  estimating  ~t)  of 
subruns i and i +  1 are practically speaking inde- 
pendent; also see Kleijnen (1975, p. 458). A statis- 
tical refinement implies that we test  the indepen- 
dence of the subrun  responses (see below);  when 
we reject the hypothesis of independence, then we 
increase  the  subrun  length,  etc.  This  statistical 
refinement yields n  subruns, and each subrun  re- 
sults in a  subrun response x i (i =  1  ..... n) (where 
x,  is the subrun average if we want to estimate the 
steady-state mean #;  however, in Appendix  3  we 
shall  see  that  we  may  wish  to  estimate  the p th 
quantile of the steady-state response  and  then x, 
denotes the pth quantile estimated from subrun i). 
We can now apply the techniques for independent 
observations  to  the  (approximately)  independent 
subrun responses x i (i =  1  ..... n); see (1).  We now 
examine some details of the batching approach. 
Practitioners often apply a simplified version of 
the  subrun  procedure,  i.e.,  they intuitively  fix the 
subrun  length  and  they do  not  test  whether  this 
length indeed yields independent subrun responses 
x.  Such  an  approach  is  dangerous  because  ana- 
lytical  results  for  simple  queuing  systems  have 
demonstrated that individual waiting times remain 
autocorrelated  over  surprisingly  long  intervals. 
Consequently, short subruns may result in a  dras- 
tic  underestimation of the  true  variance;  see  the 
comment  on  Fig.  1.  On  the  other  side,  if  the 
subruns  are  unnecessarily long,  then  only a  few 
subrun responses x remain and the resulting confi- 
dence  interval  tends  to  become  longer  and  less 
stable  (briefly,  the  interval's  expected  length  in- 
creases  when  the  number  of  batches  decreases, 
,a/2  and  1/~/-n  increase;  primarily because in (1) -n-i 
the  interval's  standard  error  increases  primarily 
because of the lower n value: var(62) =  2o4/(n  - 
1);  secondary  effects  are  derived  by  Schmeiser 
(1982)). If we would take the number of batches at 
its minimum (n = 2)  then the coverage could still 
be  1-  a;  however  the  interval's  expected  length 
and variability would be  unacceptable.  Schmeiser 
(1982) recommends the use of ten to twenty batches 
(or  replications  if  the  approach  of  Section  3  is 
followed) when computing the confidence interval 
for  the  mean:  10 < n < 20.  However,  before  we 
compute that confidence interval we have to' know' 
that  the subrun  responses x  are independent. To 
test  this  independence  we  certaintly  need  more 
than twenty subruns, as we shall see next. 
The  independence  of random  variables  can  be 
tested in many ways. Simulation practitioners may 
be  familiar with  the  independence  issues,  in  the 
context of pseudorandom-number generation:  To 
test  whether  the  pseudorandom  numbers  r,  (t = 
1, 2  .....  T)  are independent, many tests have been 
devised; see recent textbooks like Fishman (1978b) 
and  Law  and  Kelton  (1982).  However,  in  that 
context extremely many observations are available 
(T~  oo).  With  subruns  the  number  of observa- 
tions  is  much  smaller:  x i  with  i=  1 .....  n.  The 
practitioner may be tempted to estimate the auto- 
correlation between adjacent subrun averages:  p~. 
(Note  that  in  (2)  p  denoted  the  autocorrelation 
among individual responses whereas now p  refers 
to subrun  responses.)  However, the usual estima- 
tor ~5~  is biased and shows a  high standard error. 
Therefore we recommend the Von Neumann sta- 
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q=  ~  (xi-x,+,)2/  (x,-.~) 2.  (4) 
i--I  i~l 
The statistic q concentrates on the first-order auto- 
correlation Pl:  if the variables x  are independent 
(implying  Pl = P2 .....  p, =  0)  then,  whatever 
the distribution of x, we have E(q)-- 2.  However 
if  the  variables  x  show  positive first-order auto- 
correlation,  then E(q)< 2.  When  the  variables x 
are normally and independently distributed (NID) 
then 02 -- 4(n -  2)/{(n -  1). (n +  1)}  and the dis- 
tribution of q is approximately normal for n >  20. 
Consequently we reject the hypothesis of indepen- 
dence  if q  is  smaller  than  2-  ZaOq. There  is  a 
chance fl that we erroneously fail to reject the null 
hypothesis. The fl-error increases as the autocorre- 
lation pl is closer to zero and as the sample size n 
is smaller so that Oq is larger;  based on analytical 
and Monte Carlo results we recommend to test the 
independence of the subrun  responses x  using at 
least a  hundred subruns:  n >/100;  see Kleijnen et 
al. (1982). 
Although  we  recommend the  use of at  least  a 
hundred subruns when testing the independence of 
the  subrun  responses,  we  may compute the  final 
confidence interval for the expected response from 
fewer--and  hence  longer--subruns,  so  that  we 
obtain  extra  protection  against  any  dependence 
not detected in the original (say, hundred) subrun 
responses. So it may be good practice to compute 
confidence intervals from only ten  to twenty sub- 
runs, as proposed by Schmeiser (1982). 
If we  detect dependence, then we  increase the 
subrun length. The corresponding number of sub- 
runs decreases. If the number of subruns becomes 
smaller  than  100  then  we  need  to  continue  the 
original  simulation  run;  else  we  immediately  re- 
turn to the Von Neumann test, etc. The literature 
gives a  number of applications of the subrun  ap- 
proach.  Most  practical  studies  do  not  test  the 
independence of the subrun responses. The oldest 
procedure including steps similar to our proposal, 
was derived by Mechanic and McKay in 1966 and 
was adapted by Fishman (1978a, 1978b). We shall 
return to applications in Section 8. 
5.  Independent cycles: renewal or regenerative ap- 
proach 
Whereas the subrun approach cuts the total run 
into  pieces  such  that  each  piece  has  the  same 
length,  the renewal or regenerative approach cuts 
the total run into pieces such that the length of a 
piece  is  a  random  variable.  Whereas  the  subrun 
approach  results in  responses which  are  approxi- 
mately independent,  the renewal  approach  yields 
perfectly independent responses. 
Consider a simple queuing example, namely the 
M/M/1  system. Assume we started the simulation 
with an empty system. Now and then a  simulated 
customer will  find  the system empty again,  upon 
his arrival. The 'next history', i.e., the time path of 
w, (t =  1, 2 ..... N) once a  customer arrives into an 
empty  system,  is  completely independent  of  the 
past  history.  We  illustrate  this  independence  as 
follows. As  soon as a  customer, say customer 10, 
arrives and  finds the system empty, we erase that 
part of the computer memory containing historical 
data.  Of  course  we  cannot  erase  the  simulation 
program  itself,  i.e.  for  the  M/M/1  system  we 
cannot erase  the  computer instructions  executing 
the following equation, where s i denotes the service 
time of customer i  and ai denotes the interarrival 
time between customers i and i-  1: 
w~=max(wi_l+s,_l-a,,O ),  i=2,3  .....  (5) 
For  the  M/M/1  system  the  historical  data  con- 
sist  of  the  preceding  service  times  s,  and  inter- 
arrival  times a~ (plus  the  resulting waiting  times) 
for  i <  10.  After  we  have  erased  these  historical 
data, we can still compute wl0,  wl~, and so on:  by 
waiting  time 
w  t 
alternative  "past"  history 
/ 
,-'7, 
)  F"  t  )  __I 
r-,  L_,  I-- 
i  i  i 
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assumption  %o--0  (customer  10  arrives  into  an 
empty  system);  using  (5)  we  compute  %1 = 
max(w10 + Slo- a~0, 0), where we sample s~0 from 
an  exponential  distribution  and  a~0  from  another 
exponential  distribution.  Once  we  know  w  H  we 
can  compute  w~2, etc.  We  emphasize  that  we  do 
not need any historical information  when we sam- 
ple the service and interarrival  times, because Pois- 
son  processes  (resulting  in  exponential  distribu- 
tions)  are  memoryless.  Fig.  2  further  illustrates 
that the 'past history' does not matter. This figure 
also illustrates the resulting 'subruns', called cycles, 
epochs, blocks, or tours.  Each cycle starts  as soon 
as a  customer arrives into an  empty system. Note 
when  two  consecutive  customers  find  the  system 
empty  (customers  15  and  16),  then  two  cycles 
result  (cycles 4  and  5).  Each  cycle begins with  a 
busy  period  (a  customer  arrives  into  an  empty 
system  whereupon  the  system  immediately  starts 
serving this  customer) and  the cycle ends with an 
idle  period  (the  next  cycle  starts  because  a  new 
customer  finds  the  system  empty,  i.e.,  the  server 
was idle). In contrast to the batching approach  the 
present  analysis  results  in  perfectly  independent 
cycle responses. The length of the cycles, say L, is 
a  random  variable, e.g., in Fig. 2 we have P(L 5 > 
2) =  P(w18 >  0). 
In  the above M/M/1  example we selected the 
empty  state  as  the  'renewal'  state,  i.e.,  the  state 
starting  a  new  cycle.  Crane  and  Lemoine  (1977) 
give  several  more  examples  of renewal  states  for 
queuing  and  inventory  systems.  In  general,  all 
Markov systems  have  the  renewal  property.  In  a 
Markov  system  the  probability  of  moving  to  a 
specific state during  period t  depends only on the 
state  the  system  was  in  at  the  beginning  of  that 
period (and does not depend on previous periods). 
For  instance,  in  an  M/M/s queuing  system  the 
system  state  is  specified  by  the  number  of 
customers  waiting  at  each  of  the  s  servers.  An)' 
state of a  Markov system may then  be selected as 
the renewal state! A  practical issue is that we wish 
to  select  a  renewal  state  such  that  many  cycles 
result  (see  the  statistical  analysis  later  on).  The 
renewal state may occur to infrequently  that  only 
a  few cycles result.  For  instance,  if  the  queueing 
system  has  heavy  traffic  then  the  empty  state 
occurs  rarely.  And  some  systems  have  so  many 
possible states that  the realization  of one particu- 
lar  state  occurs  rarely.  A  practical  solution  is  to 
define  a  set of states  as  the approximate renewal 
state,  e.g.,  the system is 'nearly empty', say, in all 
servers either zero or one customer is waiting,  We 
may  test  whether  this  approximate  renewal  state 
indeed results in cycle responses which are practi- 
cally speaking independent.  Approximate  renewal 
analysis is discussed in Fishman  (1978b), Gunther 
and Wolff (1980), Sauer (1979). 
The renewal approach  results in perfectly inde- 
pendent  cycle responses (unless we choose an  ap- 
proximate  renewal  state).  We  prefer  independent 
responses  because  independence  simplifies  the 
statistical  analysis.  Nevertheless  the  statistical 
analysis  in  the  renewal  approach  involves  some 
statistical  problems  because  ratio estimation  is 
necessary,  as we show  now.  Consider  the  estima- 
tion of the expected waiting time in the steady-state 
of the M/M/1  queuing system. We use the follow- 
ing symbols: 
=  mean  waiting  time  in  steady-state  (#- 
E(w,) for t ~  ~), 
n  =  (fixed) number of (independent)  cycles, 
L i  =  (random)  length of cycle i, i.e., number of 
customers in cycle i (i =  1 ..... n), 
wij  =  waiting time of customerj in cycle i (j = 
1  ..... Li). 
Consequently  the  total  waiting  time  accumulated 
within cycle i, denoted by y,, is given by 
L, 
yi = Y', wij.  (6) 
j=l 
The  traditional  estimator  of/,t can be rewritten  as 
follows: 
u  w,  "  ~  y 
~= E  -~= ~Y,/ a.,L,=-- 
t=l  i-1  i--1  t 
,7, 
which shows that  the traditional  estimator is iden- 
tical  to  the  cycle  averages  ~  weighted  with  the 
relative  number  of customers  per  cycle LJN.  It 
can  be  proved  that  the  true  mean  /x  equals  the 
following  ratio  of  means:  #=E(y)/E(L).  To 
estimate such a  ratio we have a  variety of estima- 
tors and confidence intervals  available.  One obvi- 
ous point estimator was shown in (7): P/L.  How- 
ever,  we  know  that  E(y/Z,)~E(y)/E(Z)= 
E(y)/E(L),  i.e.,  this  'naive'  estimator  is  biased. 
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becomes almost unbiased. The confidence interval 
for  this  estimator  is  somewhat  complicated  be- 
cause-  although the cycles are independent--(7) 
showed that we do not have a  simple average of 
independent  observations.  It  can  be  proved  (via 
the  Central  Limit  Theorem  applied  to y-ttL) 




6 z = v~r(y)- 2~-crv(y, L) +(~)2. v~r(L)  (9) 
so that the confidence interval becomes tighter if 
-  we accept a higher a  error (smaller z~/2), 
-  6 becomes smaller, i.e., the (estimated) variance 
of y  or  L  becomes  smaller,  or  their  covariance 
becomes higher (an overshoot of y  is compensated 
by an overshoot of L), 
-  n becomes higher (more independent cycles), 
-  L  becomes higher (more customers per cycle). 
The  literature  gives  alternative  point  estimators 
and  confidence  intervals,  but  none  seems  to 
dominate  the  above  procedure  (an  alternative 
estimator uses 'jackknifing'; we shall present jack- 
knifing  in  section  6);  see  Crane  and  Lemoine 
(1977),  Fishman (1978b). 
Note  that  the  sample  size  in  the  renewal  ap- 
proach is defined as the number of cycles, not as 
the number of individual customers. The renewal 
approach also solves the transient state problem (a 
serious problem in all other approaches):  we may 
select any renewal state for the initialization of the 
simulation run;  we need not throw away any ob- 
servation.  A  different  renewal  state  may  yield 
longer cycles; then fewer cycles result for a  given 
total computer time, but each cycle contains more 
information. Hence  the  efficiency of the  renewal 
estimator  does  not  depend  on  the  renewal  state 
selected. However, because of the asymptotic char- 
acter of the confidence interval  in  (8),  we  prefer 
the  renewal  state  that  results  in  many  (possibly 
shorter) cycles. 
We can apply the renewal approach whether we 
estimate  the  mean  or  other  quantities  such  as 
proportions (or percentages), variances and quan- 
tiles; see the literature and Appendices 2 and 3. 
A  number of researchers further developed the 
renewal  approach  during  the  past  decade.  They 
investigated  asymptotic  results  through  analysis, 
and  small-sample  performance  through  simula- 
tion.  They  analyzed  several  types  of  simulation 
models;  see Section 8  for applications.  The chal- 
lenge for practitioners is now to discover the re- 
newal property of their more complicated systems. 
In the mean time research continues, e.g., recently 
Heidelberger and Lewis (1981a) studied the detec- 
tion  and  removal of small-sample bias  and  non- 
normality  of  renewal  estimators.  Nonnormality 
may result  in  positively correlated  estimators  of 
the  mean and  variance,  and  this correlation may 
result  in  incorrect  confidence intervals.  We  now 
present two very general approaches for reducing 
nonnormality and bias respectively, where Heidel- 
berger and Lewis (1981a) used more sophisticated 
regression and graphical techniques. 
6. Nonnormality and bias: general techniques 
We may reduce nonnormality by combining the 
renewal approach  with a  simple kind of hatching 
(this batching is also used in quantile estimation; 
see  Appendix  3).  Suppose  we  have  available  n 
cycles, resulting in the independent pairs y~ and L, 
(i =  1  ..... n).  Let us divide these n  cycles into m 
groups of cycles, each group comprising a = n/m 
cycles.  Per  group  we  compute  a  point  estimator 
using (7): 
(g =  1 ..... m),  (lO) 
where the numerator )7  is the average of group g; 
that group  comprises 'a'  cycles, each cycle yield- 
ing a value y  analogous to (6): 
L~h 
.~=  ~  .}'~h/a  and  ygh =  E  Wgh¢"  (11) 
h=l  ;=l 
The denominator in (10)  is  the  analogue of (11). 
Since the cycles give independently and identically 
distributed (i.i.d.) variables, the group averages ff~ 
of  (10)  are  also  i.i.d.  Hence  we  can  compute  a 
confidence interval from the m group estimates ff~ 
using the familiar t statistic with m -  1 degrees of 
freedom.  Because  the group  averages  ~  are  i.i.d. 
the Central Limit Theorem explains why the over- 
all  average  w = Y.~/m  is  more normally distrib- 
uted than was the original point estimator ~ in (7). 
Besides,  to  the  i.i.d,  group  estimators  ff~ we  can 
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or  rank  test.  One  disadvantage  of  grouping  or 
'batching' cycle responses (or any other estimators 
outside renewal  analysis) is  that  we  estimate the 
variance from fewer independent observations (m 
< n). Another disadvantage (within renewal anal- 
ysis)  is  that  the  small-sample  bias  of  the  point 
estimators ~g (and hence the bias of their average 
w)  exceeds  the  bias  of  the  original  estimator  ~. 
Also  see  Fishman (1978b,  pp.  120-122),  Heidel- 
berger and Lewis (1981a),  Kleijnen (1975, p. 501). 
We can reduce small-sample bias  of the group 
estimators  ~  and  of  the  original  estimator  ~, 
applying the jackknife  technique. Jackknifing was 
proposed by Quenouille in 1949 as a general ' trick' 
for reducing bias;  in 1969 Tukey emphasized that 
this technique may result in a  confidence interval 
even if the individual observations are dependent. 
We present the jackknife because it is quite often 
used  in  renewal  analysis  to  reduce  bias  in  short 
runs;  moreover,  in  other  analyses  the jackknife 
may also be a  useful idea. So suppose we have an 
estimator 0  based  on n  independent observations 
xj  with j--1 ..... n  (x  may be  multivariate).  For 
instance, the estimator in renewal analysis is 0- 
f/if,.  We divide the original sample into N  groups 
of  equal  size  M= n/N  where  N  is  an  integer 
exceeding the value one but possibly as big as n; 
see  (12).  We  form  a  subsample  by  deleting  one 
group from the N  groups, and from the remaining 
(N -  1)M observations on x we compute the same 
estimator,  denoted  by  0,  (i= 1  ..... N).  For  in- 
stance, in renewal analysis we may delete a  single 
cycle i and compute 
0,=  ~.,yJY'~L,  (i=1 ..... N=n).  (12) 
j~i  j:~i 
Then the 'pseudo values' J  of the jackknife estima- 
tor are defined as 
J, = N.0-(N-  1).0  i  (i=1 ..... N).  (13) 
Obviously, if 0 (and hence 0i) were unbiased, then 
J  would be unbiased. The jackknife estimator of 0, 
defining 0, = E~O,/N, is 
N 
J= ~J,/N  = N. 0 -  ( N  -  1). 0~.  (14) 
We  can  show  that  in  many  cases  the jackknife 
estimator  reduces  possible  bias  in  0  from  order 
n-~  to order n-2.  We might treat pseudovalues J 
as  N  i.i.d,  variables,  and  determine  an  approxi- 
mate confidence interval from the t statistic: 
:-o  2 
t = --  with sj  2 =  (15) 
'  U-  1 
To make (15)  hold better,  we may transform the 
variable x  before jackknifing, e.g.,  we  may jack- 
knife log s rather than s itself. Obviously jackknif- 
ing requires additional computing time and space. 
More  details  on  the jackknife  can  be  found  in 
Cressie (1981) and Kleijnen (1975). 
7. Other approaches 
For the analysis of nonterminating simulations 
we discussed in detail:  replicated runs,  'indepen- 
dent'  batches  of  fixed  length,  and  the  renewal 
approach. There are some more approaches. 
We  may  estimate  the  autocorrelation  coeffi- 
cients Pd among the individual observations x,; see 
(2).  For  large  lags  (high  d  values)  only  a  few 
observations are available and the estimators of Pd 
show large standard errors.  Instead of estimating 
Pd we may estimate a transformation of Pal" i.e., we 
may resort to spectral analysis (involving the Four- 
ier transformation of Od). Unfortunately this anal- 
ysis is  mathematically sophisticated so  that  most 
practitioners  hesitate  to  apply  spectral  analysis 
(alternatively, the practitioner may use a  spectral 
analysis package as a black box). See Heidelberger 
and Welch (1981) and Fishman (1978b). 
The  autoregressive  approach  expresses  the  ob- 
servation x,  as  a  moving average.  This  approach 
seems too complicated for most practitioners, and 
it  involves  several  technical  problems.  See  Fish- 
man (1978b). 
Recently Schruben (1982)  proposed a  different 
approach,  based on the Wiener or Brownian Mo- 
tion process;  also  see Appendix  1.  Although this 
process involves a sophisticated theory, Schruben's 
analysis results in quite simple procedures. It seems 
too early to make definitive recommendations con- 
cerning this new technique. 
The  problem  of  how  to  handle  initialization 
effects is present in all approaches, except for the 
renewal  analysis.  We  discuss  the  estimation  of 
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8.  Applications 
In  the  preceding  sections  we  presented  a 
plethora of statistical analysis techniques. Simula- 
tion studies may differ in many respects: 
-  terminating versus nonterminating (steady-state) 
simulations, 
-  different  measures:  mean,  variance,  quantiles, 
proportions, 
-  single versus multiple responses. 
However,  most  publications  on  applications  of 
statistical  techniques  in  simulation,  concern 
steady-state  situations  with  a  single  response, 
namely the mean. 
Many  publications  already  referenced  in  the 
preceding  sections,  contain  empirical  results;  see 
Crane  and  Lemoine  (1977),  Heidelberger  and 
Lewis  (1981a,  1981b),  Heidelberger  and  Welch 
(1981), Sauer (1979). Their simulation models usu- 
ally represent queueing systems, ranging  from the 
simple  M/M/1  system  to  queuing  networks  in- 
spired by the modeling of computer systems. We 
need such empirical  results because the statistical 
theory  underlying  the  various  techniques,  gives 
asymptotical results. 
Extensive  experiments  with  renewal  analysis 
were  also  conducted  by  Lavenberg  and  Sauer 
(1977).  In  almost  all  their  experiments  a  confi- 
dence  interval's  relative  width  of 5%  resulted  in 
valid confidence intervals,  but also "in  many ex- 
periments  larger  relative  widths  were  adequate"; 
note that a relative width larger than 5% results in 
smaller  sample  sizes  so  that  asymptotic  results 
may  not  apply.  Iglehart  and  Shedler  (1982)  ex- 
tended and applied the renewal approach to mod- 
els  of  closed  queuing  networks  with  priorities 
among job classes; these models are used in com- 
puter and communication systems analysis. 
Experiments  with batching were performed  by 
Fishman  (1978a)--but  he  applied  the  Von  Neu- 
mann  test to eight (or more) subruns whereas we 
recommended to take at least a  hundred  subruns 
because of the small power of the Von Neumann 
test. He found that the batching approach worked 
in  M/M/1  queueing  simulations  with  a  traffic 
intensity  h  as  small  as  0.50.  The  higher  h  the 
smaller  the  coverage.  This  lower coverage  is  ex- 
plained by the underestimation of the variance of 
the batch averages caused by neglecting remaining 
autocorrelations among these averages. 
Law and his associates Carson and Kelton per- 
formed a series of experiments with the three main 
techniques discussed in this paper (in terminating 
and  nonterminating  simulations,  applying  both 
fixed-sample and  sequential  sampling plans,  with 
relative  and  absolute  width  of  confidence  inter- 
vals).  All  experiments were restricted  to  the esti- 
mation  of  the  mean.  Their  most  recent  results 
come from simulating the following two processes: 
the M/M/1  model with traffic load ~ = 0.8, and a 
time-sharing  computer system model with known 
analytical solution. From this series of experiments 
no  statistical  technique  emerged  as  valid  in  all 
situations.  For  a  summary  of  their  results  (and 
references)  we  refer  to  Law  (1982)  or  Law  and 
Kelton  (1982,  pp.  279-315).  Other  applications 
are surveyed in Kleijnen (1975,  1984). 
If we determine  confidence intervals  for more 
than a single quantity, then we can use the Bonfer- 
roni inequality: the experimentwise error rate does 
not exceed the sum of the individual error rates a; 
see Miller (1966,  1981)  and  also Kleijnen (1975). 
Many authors are not aware of the issue at stake 
when making multiple inferences, and they simply 
use classical  tests  like  the  t  test  with  classical  a 
values like a = 0.05.  Lavenberg and  Slutz (1975) 
explicitly  used  the  Bonferroni  inequality,  when 
simulating an automated computer-tape library. 
Simulation  applications  of nonpararnetric tests 
are  extremely rare.  Remember that  many studies 
showed low coverage because of the  dependence 
between sample average and variance in non-nor- 
mal distributions (i.e., distributions with a long tail 
to  the  right).  Whether  nonparametric  procedures 
remove this low coverage, deserves more research; 
also see Heidelberger and Lewis (1981b). 
In  summary,  if  the  number  of  'observations' 
(cycles, batches, replications) is 'large enough' then 
valid confidence intervals result;  in small samples 
the interval may miss the true mean with a proba- 
bility exceeding a. Unfortunately analytical results 
for  the  various  statistical  procedures  assume 
asymptotic normality; empirical results are limited 
to a  few relatively simple simulation  models.  Re- 
cent publications discuss criteria for empirical re- 
search in this field; see Law (1982),  Schriber and 
Andrews (1981). 
The 'applications' above concerned experiments 
by researchers on simulation  methodology. There 
is  another  category  of  simulation  users,  namely 
researchers on non-simulation problems (e.g. queu- 
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scientific  attitude  these  researchers  may  be  pre- 
pared to apply statistical techniques in the analysis 
of their simulation data.  For instance, Pinedo and 
Wolff (1982)  indeed  applied  renewal  analysis  in 
their simulation experiments with tandem queues, 
simulations  being  used  to  verify  analytical  ap- 
proximations. However, in simulation experiments 
by real practitioners a  statistical  analysis is com- 
pletely missing  or  it  is  rudimentary,  e.g.,  practi- 
tioners use the batching approach with intuitively 
chosen subrun length. Our experience suggests that 
simulation  practitioners  can  learn  the  statistical 
techniques of this  survey without  too much trou- 
ble. 
9. Summary 
Sometimes simulations are nonterminating and 
the analyst is interested in the steady-state mean. 
We cannot recommend replication of runs because 
each run shows initialization effects. In practice it 
is customary to partition the single, long run into 
subruns  of  fixed  length.  We  recommend  to  test 
whether the subrun responses are indeed indepen- 
dent,  using at least a  hundred  subruns (power of 
Von  Neumann  test).  Renewal  analysis  solves  the 
initialization  problem  completely,  and  gives  per- 
fectly  independent  responses.  For  more  com- 
plicated  nonterminating  simulations  we  may  use 
an  approximate  renewal  state.  Other  approaches 
such as spectral analysis seem too complicated for 
practical use. 
Appendix 1. The Schruben-Singh-Tierney  test for 
initialization bias 
Schruben  et  al.  (1980)  proposed  the  following 
test for bias  in a  time series (if there is 'obvious' 
bias in the beginning part of the output series, we 
can  apply  the  test  to  the  remaining  truncated 
output). 
(i)  We consider the difference d k between the 
average of the  first k  observations,  Wk = Y.~w,/k, 
and the overall average WN = E~wi/N: 
dk=~k--~ N  (k=0,1  ..... N),  (AI.1) 
with d o -0  and  obviously d N =  0.  (This sequence 
of  differences  leads  to  the  so-called  Brownian 
bridge process;  d  is  also related  to the CUSUM- 
tests  in  quality  control;  note  that  the  running 
averages ffk are compared to the final best estimate 
(ii)  Let  02  denote the  asymptotic variance of 
( WN -- #)V  c~,  in other words,  var( WN ) =  O  2/N  for 
large N. We can estimate var(ffN) in several ways, 
e.g.,  we  can  divide  the  N  observations  w  i  into  n 
batches or replicate the whole time series n  times, 
see Sections 3 and 4. The estimator of e 2 is # 2 with 
v degrees of freedom. It is wise to estimate 02 from 
the last half of the  runs  because of initialization 
effects;  in  the  batching  approach  the  degrees  of 
freedom then become (n/2)-  1. 
(iii)  Schruben et al. (1980) derived that a likeli- 
hood ratio test leads to the t statistic: 
=(  45  ]l/2N  k(k) 
t,,  ~N.~2 ]  E  dk'-~"  1-  .  (Al.2) 
kffil 
(iv)  We reject the hypothesis of no initialization 
bias,  if  t  is  significant,  if  the  sign  of  possible 
initialization bias is known then a one-sided test is 
appropriate; otherwise a  two-sided test is in place. 
For  instance,  in  an  M/M/1  queuing  simulation 
started in  the empty state, we expect that/~1  < la2 
<  ---  so that d~. tends to be negative and hence t 
becomes significantly negative. 
Appendix 2. Variance estimation 
Suppose we wish to the estimate the variance 0  2 
in  the following equation where the equality hold 
for large t values (t --* oo): 
var(x,) -f~_00(x -  #,)2 .f,(x)dx 
00  2 
=f'_ 00(x -  #)  .f(x)dx  =- o  2.  (A2.1) 
If  we  replicate  the  simulation  run  n  times,  we 
obtain  an  n  by  T  array with  x,  (i= 1  ..... n  and 
t =  1  ..... T);  see Table 1.  First consider only the 
last  observation of each  run:  x,r.  Then  an  unbi- 
ased estimator of o  2  is 
s 2 = ~, (X,r-- ~r)2/(n -- 1).  (A2.2) 
i=l 
This is the simplest estimator but it has only n -  1 
degrees of freedom. We can generalize (A2.2)  re- 
placing  T  by  t,  which  results  in  the  dependent 
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Table 1 
Replication of time series 
Replication  Time series  Variance 
estimator 
1  Xll  X12  "  "  "  Xlt  •  •  "  XlT  ~12 
2  3¢21  X22  "  "  "  X2t  "  "  "  "~2T  ~2 
;  3~,~  x,2  x,  ...  3~,~  b,  2 
3%~  x.2  -..  3%  ""  x,r  ~ 
Variance 
estimator  s~  s~  --.  s•  .--s2r 
dependence can be illustrated as follows. Suppose 
the first replication yields a relatively high x~( r_ ~), 
then the autocorrelation among the x, implies that 
X~r tends  to  be  high  too.  The  extreme  values of 
X~tr_~  and  X~r  inflate  both  variance  estimators 
sr  2- i and sr  2 so that these estimators show positive 
correlation.) As t becomes smaller (t---1)  initiali- 
zation bias tends to be more serious, and therefore 
we  delete  the  warming-up  period.  The  resulting 
estimators  s~  (t' =  T,  T-  1  .... ;  t' >> 1)  remain 
dependent.  To  obtain  the  standard  error  of  the 
(unbiased)  average  of  these s,  2,  we  can  apply  the 
batching  approach to the time series s 2 (or one of 
the other approaches briefly mentioned in Section 
7). 
Serious  underestimation of a.~  would  result,  if 
we estimated o)  from batches of observations on 
x,:  the autocorrelations among x, mean that there 
is little variation within short subruns. Hence each 
batch j  (j =  1  ..... m)  tends  to  underestimate 02  x" 
However,  taking the deviation of x,  not  from its 
corresponding batch average but from the overall 
average results in the last column of Table 1: 
T 
~,2=E(x.-x)2/(T-1  )  (i=1 .....  n). 
t--1 
(A2.3) 
Note  that  the  estimator  Oi  2  uses  dependent  ob- 
servations x,, whereas the estimator s 2 in the last 
row  of. Table  1  is  a  classical  estimator.  More 
research on variance estimation is necessary; also 
see  Welch  (1983).  But  remember  that  renewal 
analysis permits  straightforward estimation of a  2 
from a single run. 
Note that a  system is called ergodic if the esti- 
mators computed from a  single run are equivalent 
to the estimators computed from replicated runs. 
Consider  the  following  artificial  example  of  a 
non-ergodic system, taken from Mihram (1972, p. 
448): 
x,=  1  for allt, if the toss of a die is l  or 2, 
x,=  0  for allt, if the toss of a die is 3 or 4, 
x, =  -  1  for all t, if the toss of a die is 5 or 6. 
(A2.4) 
Consequently  6~2=0  and  E(6i2)=0  for  all  i, 
whereas E(s~)= 23 for all t. A more realistic exam- 
ple involving an  IBM business game is presented 
in Kleijnen (1980, pp.  157-186).  Many stationary 
processes,  however,  are  ergodic,  e.g.,  renewal 
processes are ergodic. 
Appendix 3. Quantile estimation 
The pth quantile xp of a  steady-state system is 
defined by the following equation, where the last 
equality holds for large t values: 
Xp  p= e( X,<x,)= f j,(x)dx=  f_'j(x)dx. 
(A3.1) 
For regenerative simulations we have three differ- 
ent techniques due to Iglehart (1976),  Seila (1976) 
and  Moore  (1980)  respectively.  We  discuss  only 
Seila's  technique,  since  the  other  two  techniques 
are  quite  complicated  (nevertheless,  Iglehart's 
technique was applied  in  a  computer center case 
study--see Keyzer et al. 1981--and Moore's tech- 
nique  may  show  better  statistical  performance). 
Seila groups  the n  cycles into m  groups  of equal 
size a; also see (10).  Each group yields the 'usual' 
estimator  of  xp  (arrange  N  observations  x)  in 
increasing  order,  i.e.,  obtain  the  order  statistics 
x(j);  the sample quantile is then xtp.N+lr  Hence, 
if L, denotes the length of cycle i (i =  1  ..... n) and 
B  denotes  the  number  of  customers  per  group 
(B  1 = E~_lLi,  B e = E~.1L  i,  etc.),  then per  group 
we compute ~2p = x(B.p+ ~). Because of the renewal 
property, cycles are independent and hence groups 
of  cycles  are  independent.  Hence  the  m  groups 
yield m independent estimators ~2p. The average of 
these m observations results in a point estimator of 
xp;  the confidence interval may use the t  statistic J.P. C  Kleijnen /  Statistical analysis of steady- state simulations  161 
with  m-  1  degrees  of  freedom.  Since  the  above 
estimator  of x? is  only asymptotically unbiased, 
Seila  applies jackknifing  to  reduce  small-sample 
bias.  (He  divides  the  group  into  two  subgroups, 
each comprising a/2 cycles: N =  2 in (12) through 
(15);  we  conjecture  that  taking  N= a  results  in 
better  statistical  results  at  the  expense  of  more 
computer  time.)  Note  that  instead  of  using  the 
parametric t statistic, we may compute a nonpara- 
metric confidence interval; see Conover (1971, pp. 
110-111,215-222). 
Seila  (1976)  applied  his  procedure  to  the 
M/M/1  system with  traffic intensity )~  between 
0.5  and  0.9.  He  found  coverages  slightly larger 
than the nominal 1 -  a value (the price was slightly 
longer  confidence  intervals:  jackknifing  inflated 
the variance). The estimation of quantiles requires 
much larger sample sizes than does the estimation 
of  means;  typically  where  mean  estimation  re- 
quires a hundred cycles quantile estimation takes a 
thousand  cycles.  To  reduce  bias  we  should  take 
large batch sizes (say, at least a hundred cycles per 
batch),  even when jackknifing. We could add  the 
following heuristic to  Seila's procedure:  compute 
the point estimate from the whole run (n  cycles) 
but  compute  the  confidence  interval  from  the 
groups (without jackknifing?); if the point estima- 
tor  lies 'near'  one end  of the confidence interval 
then  simulate  more  cycles.  The  performance  of 
such a heuristic remains to be investigated. 
Seila (1982)  proposes  to use his procedure not 
only with the regenerative approach  but also with 
the  replication  and  batching  approaches.  In  the 
latter  two  approaches  the  initial  part  of the  run 
may be deleted. We add  that a  test  for the inde- 
pendence  of the  batch  quantiles  has  little power 
unless we have a hundred batches (with a regener- 
ative  system such  a  test  is  not  needed  since  the 
cycle  responses  are  known  to  be  independent). 
Seila's grouping approach (besides spectral analy- 
sis)  was  also applied  by  Heidelberger  and  Lewis 
(1981b, pp. 35-36) with acceptable results. 
In  quantile  estimation  we  have  a  storing  and 
sorting problem (the estimation of means and vari- 
ances  requires  only  updating  sums,  namely  F.x, 
and Ex~). With positively autocorrelated observa- 
tions  larger  sample  sizes  are  needed,  and  this 
computer  problem  becomes  even  more  serious. 
For  computer  algorithms  we  refer  to  Sedgewick 
(1978);  for statistical issues see  Heidelberger and 
Lewis (1981b);  also see Kleijnen (1984). 
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