Abstract. We prove a local graphical theorem for 2-dimensional self-shrinkers away from the origin. As applications, we study the asymptotic behavior of noncompact self-shrinkers with finite genus. Also, we show uniform boundedness on the second fundamental form of 2-dimensional noncompact selfshrinkers with bounded mean curvature and uniform locally finite genus.
Introduction
A surface Σ ⊂ R 3 is called a self-shrinker if
Here n is the unit normal to Σ, H = div n is the mean curvature and x is the position vector in R 3 . On one hand, self-shrinkers are critical points of the Gaussian surface area On the other, self-shrinkers are a special class of solutions of mean curvature flow in which a later time slice is a scale-down copy of an earlier one. Combining the monotonicity formula of Huisken [16] with the compactness theorem of Brakke [3] , Ilmanen in [17] showed that the singularities of mean curvature flow of surfaces with bounded area ratio and genus are modeled by properly embedded self-shrinkers.
One of the most important questions in the study of mean curvature flow is on the classification of self-shrinkers. Various examples of self-shrinkers (cf. [7] , [19] and [23] ) indicate that the classification problem in general could be very difficult. However, there has been significant progress in this direction since the 1990s; see [4] , [10] , [8] , [13] , [16] , [20] and [26] . Recently it has been proven in [27, 28] that two self-shrinkers asymptotic along some end of each to the same cone or cylinder in certain sense must identically coincide with each other. It is such a rigidity theorem that motivates us to investigate the geometry of self-shrinkers at infinity.
Indeed it is a conjecture (see page 39 of [18] ) that Conjecture 1.1. Suppose that Σ ⊂ R 3 is a complete noncompact properly embedded self-shrinker with finite genus 1 . Then Σ outside some closed ball decomposes into a finite number of connected components U i such that for each i, either of the following statements holds:
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(1) as λ → ∞, λ −1 U i converges locally smoothly to a cone which is smooth except at the origin 0.
(2) there exists a unit vector v i such that, as λ → ∞, U i − λv i converges locally smoothly to the self-shrinking cylinder with axis parallel to v i .
For self-shrinkers of finite topology, Conjecture 1.1 can be reformulated as a question on the singularities formation of self-shrinking solutions of mean curvature flow at time 0. Namely, for any self-shrinker Σ ⊂ R 3 , Σ t = √ −t Σ for t < 0 moves by mean curvature. It is known by [18] that, as t → 0, Σ t converges in the Hausdorff metric to a cone consisting of points at which the Gaussian densities of {Σ t } t<0 are nonzero. Given v 0 = 0 on the cone, the one-parameter family of surfaces, Σ s = Σ − e s/2 v 0 , is the corresponding normalized mean curvature flow centered at (v 0 , 0). In particular the Gaussian surface area is non-increasing along the flow {Σ s } s∈R . Thus, to address Conjecture 1.1, it suffices to prove: By the stratification theorem of White [29] , given a sequence λ i → ∞, there is a subsequence λ ij → ∞ such that Σ − λ ij v 0 in Conjecture 1.2 converges in the sense of measures to some multiple of a complete properly embedded self-shrinker in R 3 which splits off a line along the direction of v 0 . Furthermore, by the classification [1] for 1-dimensional self-shrinkers (see also [10, Corollary 10 .45]), the limiting selfshrinker must be a plane or a self-shrinking cylinder. Thus one main difficulty to address Conjecture 1.2 is on the smooth convergence which is the goal of this paper. To achieve this, we need to establish a local graphical decomposition theorem for 2-dimensional self-shrinkers.
Let B r (x) ⊂ R 3 be the open ball centered at x with radius r and if the center is the origin, we will omit it. Also, let A be the second fundamental form. Theorem 1.3. Given κ 0 > 0 and δ 0 ∈ (0, 1), there exist constants ǫ 0 , r 0 ∈ (0, 1) and R 0 > 0 such that for x 0 ∈ R 3 \ B R0 and a properly embedded self-shrinker Σ in B 1 (x 0 ) with ∂Σ ⊂ ∂B 1 (x 0 ) and x 0 ∈ Σ, if
|H(x)| < ǫ 0 |x| for all x ∈ Σ, and
then the connected component of Σ ∩ B r0 (x 0 ) containing x 0 is given by the graph of a function on a subset of the tangent plane T x0 Σ with gradient bounded by δ 0 .
The conditions (1.3) and (1.4) arise from the applications we will discuss in the next paragraph. The proof of Theorem 1.3, in part inspired by [8] , relies on a bootstrap machinery and an observation that the radial direction on a self-shrinker can be also thought of as the time direction of the flow and so bears two distinct scaling properties.
We conclude the introduction by a couple of applications of Theorem 1.3. First we consider any noncompact properly embedded self-shrinker with finite genus. Given v 0 ∈ R 3 \ {0}, Huisken's monotonicity formula implies that the self-shrinker asymptotically splits off a line in the L 2 sense (see (3.7)) in neighborhoods of λ i v 0 for some sequence λ i → ∞. (1) for each i,
where each Σ i,j is connected and 
Moreover, in the asymptotically cylindrical case, the statement of Theorem 1.4 can be strengthened as follows. Second, appealing to the local Gauss-Bonnet estimate, we apply Theorem 1.3 to derive a uniform pointwise bound on the second fundamental form for an interesting class of self-shrinkers. Theorem 1.6. Let Σ ⊂ R 3 be a complete noncompact properly embedded selfshrinker. Assume that there exist constants H 0 , g 0 > 0 such that
To some extent, Theorem 1.6 can be thought of as a mean curvature flow analog to [22, Theorem 0.1] in which Munteanu-Wang proved that bounded scalar curvature for 4-dimensional shrinking gradient Ricci solitons implies bounded curvature operator. However, the mean curvature here may change sign and the method employed in our proof is different from [22] .
Proof of Theorem 1.3
The proof of Theorem 1.3 is based on a bootstrap argument to improve the oscillation of the unit normal n to the given self-shrinker Σ. First the mean curvature bound (1.3) will be invoked in two ways. One is to show the same type of bound on the second fundamental form; see Lemma 2.1. The other is to yield directly from the self-shrinker equation (1.1) that the position vector on Σ is almost tangent to Σ. Next we give a brief explanation of the bootstrap machinery. The input is that for some ǫ ∈ (0, 1), given x ∈ Σ, the oscillation of n in the geodesic ball centered at x with radius 1/(ǫ|x|) is bounded by a fixed small constant. We may assume that ǫ 2 |x| > 1 and let ∼ denote some multiple of the constant after it. Then we show in Lemma 2.2 that for ǫ small and |x| large, Σ contains the graph of a C 1 function defined on the rectangle centered at x with side lengths ∼1/(ǫ 2 |x|) in the direction of x and ∼1/(ǫ|x|) in the direction of n(x)× x. Consequently the rate of the change of n along the direction of x is bounded by ∼ǫ 2 |x|; see Lemma 2.3. Thus the total curvature bound (1.4) gives the output that the oscillation of n in the geodesic ball centered at x with radius ∼1/(ǫ 2 |x|) is bounded by the same constant as the input; see Lemma 2.4. Hence this bootstrap machinery eventually leads to Theorem 1.3.
First we adopt a twisted argument of Choi-Schoen [6] to derive a pointwise bound on the second fundamental form of any properly embedded self-shrinker to which the unit normal is almost perpendicular to the position vector.
Lemma 2.1. There exist constants ǫ 1 ∈ (0, 1) and C 1 > 0 such that for 0 < ǫ < ǫ 1 and
Proof. Throughout, let C be a universal constant which may change among lines. Let r be the distance function from x 1 . We define F = (r 1 − r) 2 |A| 2 on Σ. Observe that F vanishes on ∂Σ ⊂ ∂B r1 . Thus F achieves its finite maximum at a point y in Σ. Let C 1 be a constant to be determined and assume that ǫ < min{1/2, 4/C 1 }. We show that F (y) ≥ (C 1 ǫ) 2 /16 leads to a contradiction for C 1 sufficiently large.
and so
Rescaling Σ about y, we defineΣ = σ −1 (Σ − y). Then by our assumptions, 
Note that (2.1) together with |x 1 | > 1 implies that |H| ≤ ǫ and | v, n | ≤ 4ǫ oñ Σ ∩ B 1 . Hence it follows from (2.7) that (2.8) sup
In particular, (2.9)
Consequently Σ in Lemma 2.1 contains the graph of a C 1 function on the square centered at x 1 with length ∼1/(ǫ|x 1 |) and with sides parallel to x 1 and n(x 1 ) × x 1 . Roughly speaking, the next lemma shows that one can patch these graphs along the radial direction to deduce the existence of a larger graphical region.
Let d Σ denote the geodesic distance in Σ. Given v ∈ R 3 \ {0} and real numbers a < b, we define I v (a, b) to be the open interval (a, b) on the straight line through 0 oriented by v. Let D r (x) ⊂ R 2 be the open disk centered at x with radius r.
Lemma 2.2. There exist ǫ 2 , η 0 ∈ (0, 1) and C 2 > 0 such that for 0 < ǫ < ǫ 2 and
then Σ contains the graph of a function u on the rectangle
with u(x 1 ) = 0 and |∇u| ≤ C 2 , where
Proof. Throughout, let ǫ 2 be a sufficiently small constant to be determined. By the gradient estimate of Ecker-Huisken [14, Theorem 2.3] (see also [9] ) and the height estimate [9, Lemma 3] , there is a universal constant C EH > 1 such that, if a mean curvature flow {Σ t } t∈[0,1] can be written as graph(w), where w :
By (2.10), we can choose the unit normal N 1 to the plane spanned by x 1 and v 1 such that (2.13)
Furthermore, it follows from (2.11) that for x ∈ Σ with d Σ (x, x 1 ) < ǫr 1 , (2.14)
with u(x 1 ) = 0 and |∇u| < 1. Here the gradient bound of u can be deduced from
Next we show that u can be extended along the direction of x 1 with control of its gradient such that Σ contains a larger graphical region. Define η ∈ (0, 1) by
Suppose that l is the maximum number such that there exists a functionũ defined on
such that graph(ũ) ⊂ Σ,ũ(x 1 ) = 0 and |∇ũ| ≤ 2C EH . Clearly l exists and 2l 2 > ǫ. Andũ = u on Ω ∩Ω as Σ is embedded. We will show that the smallness of l leads to a contradiction for ǫ 2 sufficiently small. If ǫ 2 < 10 −2 and l < η/12, we can define a functionṽ by
where (2.20)
Here we use the assumption that ǫ|x 1 | > 4 in (2.20) . Since graph(ũ) ⊂ Σ is a self-shrinker, graph(ṽ(·, t)) moves by mean curvature. Let (2.21)
Then the height estimate [9, Lemma 3] gives
Also, observe that |∇ṽ(p, 0)| = |∇ũ(p)| < 1. Thus it follows from the gradient estimate [14, Theorem 2.3] and the definition of C EH that
Hence, combining (2.11), (2.22) and (2.23), there exists an ǫ 2 > 0 small depending only on C EH such that B ǫr1 (y 1 ) ⊂ B r1 (x 1 ) and for x ∈ Σ with d Σ (x, y 1 ) < ǫr 1 ,
Note that (2.25)
Hence, if l < η/24, it follows from (2.24) and (2.25) thatũ can be extended to (2.26)
satisfying that graph(ũ) ⊂ Σ and |∇ũ| ≤ 2C EH . This contradicts the maximality of l. Therefore there is an ǫ 2 > 0 small depending only on C EH such that l ≥ η/24. Similarly one can extend graph(u) along the opposite direction of x 1 to a larger graphical region in Σ. Namely, we defineη ∈ (0, 1) by 2(1+16C 2 EH )η 2 = 1. Suppose thatl is the maximum number such that there exists a functionû on
such that graph(û) ⊂ Σ,û(x 1 ) = 0 and |∇û| ≤ 4C EH . Clearlyl exists and 2l 2 > ǫ. Andû = u on Ω ∩Ω. We will boundl from below by contradiction.
First we derive a L ∞ bound ofû on the ray from 0 to x 1 by invoking that
Here we use the assumption that ǫ|x 1 | > 4 to estimateT . And graph(v(·, t)) moves by mean curvature, as graph(û) ⊂ Σ is a self-shrinker. Observe that
Thus the height estimate [9, Lemma 3] implies that, if
for some C depending only on C EH . Next letŷ 1 =p 1 +û(p 1 )N 1 . By (2.32) and the assumption that ǫ|x 1 | > 4, we get that
for some C ′ depending only on C. Together with (2.10), this further gives that for ǫ 2 sufficiently small, Thus by (2.11), (2.32) and (2.34), there exists an ǫ 2 > 0 depending only on
whereN 1 is the unit normal to the plane spanned by , which we use to extend u along the direction of x 1 , to u ′ . Hence, for ǫ 2 sufficiently small, there exists a functionû ′ , which is an extension of u ′ , defined on
. Finally, by (2.10), (2.34) and the gradient bound ofû ′ , we get that
Hence there exists an ǫ 2 > 0 depending only on C EH and C ′ such that
and invoking that B ǫr1 (ŷ 1 ) ⊂ B r1 (x 1 ) and (2.11) again,û can be extended to (2.41)
with graph(û) ⊂ Σ and |∇û| ≤ 4C EH . This contradicts the maximality ofl and thusl ≥ min{η/12, η/(4C), 10 −2 η} for ǫ 2 sufficiently small. Therefore, choosing ǫ 2 sufficiently small, η 0 = min{η,η, l 2 ,l 2 } and C 2 = 4C EH , the lemma follows immediately from that u =ũ =û on Ω ∩Ω ∩Ω.
Furthermore, in the following lemma, we estimate the rate of change of the unit normal for graphical self-shrinkers. Lemma 2.3. There exists a C 3 > 0 depending only on C 2 such that for ǫ ∈ (0, 1/4) and p ∈ R with pǫ > 4, if Σ is a self-shrinker given by the graph of a function
with u(p, 0) = 0 and |∇u| < C 2 for r = 1/(pǫ 2 ), then on (p − r, p + r) × (−ǫr, ǫr),
where ∂ i denotes taking partial derivative with respect to p i .
Proof. As 0 < ǫ < 1/4 and pǫ > 4, we can define
Since graph(u) = Σ is a self-shrinker, graph(v(·, t)) moves by mean curvature. By our assumptions, we have that
Note that v(p, 0, t 0 ) = u(p, 0) = 0 for some T ′ < t 0 < T and
Thus the height estimate [9, Lemma 3] and the higher regularity [14, Theorem 3.4] imply that for some C depending only on C 2 , (2.49) |v| ≤ Cǫr and |∂ t v| + 2 i,j=1
Observe that given |p 1 − p| < r and |p 2 | < ǫr, there exists t ∈ (T ′ , T ) such that
And by the definition of v and the chain rule of taking derivatives,
(2.52)
Similarly,
(2.54)
Therefore the lemma follows immediately from (2.49).
Finally, combining Lemmas 2.2 and 2.3 with the total curvature bound, we establish the bootstrap machinery which is the key to the proof of Theorem 1.3.
Lemma 2.4. There exists an
|n(x) − n(y)| < δǫ 3 , and
Proof. First we claim that for ǫ 3 sufficiently small, there exists an η ∈ (0, 1) depending only on C 2 such that given y ∈ Σ ∩ B r1/2 (x 1 ) with |n(y) − n(x 1 )| < δǫ 3 , the self-shrinker Σ contains the graph of a function u defined on (2.59)
where v 1 = n(x 1 ) × x 1 , satisfying that u(y) = 0 and (2.60) sup
For y ∈ Σ ∩ B r1/2 (x 1 ), as ǫ < 1 and ǫ 2 |x 1 | > 1, it is easy to see that 2|y| > |x 1 | and B ρ (y) ⊂ B r1 (x 1 ) for ρ = 1/(4ǫ 2 |y|). We choose ǫ 3 < min{1/4, ǫ 2 /2, η 0 /32} so that Lemmas 2.2 and 2.3 are applicable to Σ ∩ B ρ (y). Thus there exist constants η ∈ (0, 1) and C > 0, depending on η 0 , C 2 and C 3 , and a functionũ defined on |n(x) − n(y)| < δǫ 3 8 .
To conclude the proof of the claim, we need to rewrite graph(ũ) as the graph over the plane P 1 through y spanned by
where N is the unit normal to the plane spanned by y and v so that N, n(y) > 0. First we show that the projection of γ onto P 1 stays close to the axis parallel to
as y ∈ B r1/2 (x 1 ) and r 1 < 1, and (2.55) gives
where N 1 is the unit normal to P 1 . Thus, together with (2.62), it follows that (2.67)
for some C ′ depending only on C. Similarly, (2.68)
Next it follows from (2.10), (2.63) and (2.66) that for x ∈ graph(ũ),
Note that graph(ũ) contains the tubular neighborhood of γ in Σ with radiusηδǫ 3 ǫr 1 . Hence, combining (2.67), (2.68) and (2.69), there exists an ǫ 3 > 0 depending only onη and C ′ such that graph(ũ) contains the graph of a function u on (2.70) 1 2η
proving the claim. Now let l > 0 be the maximal number such that there exists a function u ′ on
Then the claim implies that l ≥ ǫ and by (2.55), |∇u ′ | < 1 for ǫ 3 sufficiently small. Via the function u ′ , we identify (p 1 , p 2 ) ∈ Ω with (2.73)
and n(p 1 , p 2 ) = n(x). Let α = ηδǫ 3 r 1 and l
. Thus by the claim and the maximality of l, we may assume that
which further implies that
Hence we get that
(2.76)
Here we use the Cauchy-Schwarz inequality in the penultimate inequality and the total curvature bound (2.57) and |∇u ′ | < 1 in the last one. This implies that l ≥ (δǫ 3 )
2 /(2 6 κ). Therefore, for ǫ 3 sufficiently small, choosing η 1 = min{ηδǫ 3 , ηδ 2 ǫ 3 3 /(2 6 κ)}, the lemma follows from that the geodesic ball in Σ centered at x 1 with radius η 1 r 1 is contained in graph(u ′ ).
Now we present the proof of Theorem 1.3 by applying Lemma 2.4 repeatedly.
Proof of Theorem 1.3. We define δ > 0 by
Since it suffices to prove the theorem for δ 0 small, we may assume that δ < 1. Let η 1 be the constant in Lemma 2.4 for κ = κ 0 and δ be given by (2.77). And let ǫ = 2C 1 ǫ 0 /(δǫ 3 ) and K be the maximum positive integer such that 4 K+1 < ǫ 2 |x 0 |. Finally we set ρ 0 = 1/2 and if K > 1, 
We claim that for 0
To show the claim, we use an induction argument. For k = 0, (2.81) follows from our assumption (1.3) and Lemma 2.1. Inductively, suppose that (2.81) holds true for k − 1. Given x 1 ∈ Σ ∩ B ρ k (x 0 ), as |x| ≤ 2|y| for any x, y ∈ B 1 (x 0 ),
|n(x) − n(y)| < δǫ 3 .
Together with (1.3), it follows from Lemma 2.4 that
Thus (2.81) for k follows immediately from that (2.84)
Thus by the definition of K, we have that 2 −8 < r Therefore, by the definition of δ, it follows that Σ contains the graph of a function u on the disk D r0 (x 0 ) ⊂ T x0 Σ with u(x 0 ) = 0 and |∇u| < δ 0 for r 0 = η 1 r ′ 0 /2 and the theorem follows immediately from that B r0 (x 0 ) ⊂ D r0 (x 0 ) × R.
Applications of Theorem 1.3
There are several interesting consequences of Theorem 1.3 on the geometry and asymptotic behavior of 2-dimensional self-shrinkers; see Theorems 1.4 and 1.6 and Corollary 1.5 in the introduction. This section is devoted to their proofs.
First, using the monotonicity formula and the local Gauss-Bonnet estimate, we can apply Theorem 1.3 to prove Theorem 1.4 on the asymptotic behavior of properly embedded self-shrinkers with finite genus.
Proof of Theorem 1.4. First we show that there is an increasing sequence λ i → ∞ with λ i+1 /λ i → 1 such that Σ− λ i v 0 asymptotically splits off a line in the L 2 sense. To achieve this, we define Σ s by
Then the self-shrinker equation (1.1) gives that for s ≥ 0 and x ∈ Σ s , 
Relabeling s i,j , we get an increasing sequence λ i → ∞ with λ i+1 /λ i → 1 such that
Here we use the self-shrinker equation (1.1) 
To be self-contained, we include Song's proof with minor changes in Appendix B. Now given x 0 ∈ R 3 \ B 2 , we defineΣ = |x 0 |(Σ − x 0 ). Then
Note that by (3.9), |A| ≤ 2C ′ onΣ ∩ B 1 . It follows from [15, Theorem 8.17 ] that (3.11) sup
for some C ′′ depending only on C ′ . Hence (3.7) and (3.11) imply that (3.12) sup
Hence, together with (3.8) and (3.12), Theorem 1.3 implies that for each k > 2, there exist a positive integer i k and 0 < r k < 1 such that, if i ≥ i k , then for all x 0 ∈ Σ∩B k/2 (λ i v 0 ), the connected component of Σ∩B r k (x 0 ) containing x 0 is given by the graph of a function over a subset of T x0 Σ with gradient bounded by 1/k. Therefore, letting R i = k/4 for i k ≤ i < i k+1 , the theorem follows immediately from the Arzela-Ascoli theorem, the L 2 asymptotic splitting estimate (3.7) and the classification In the asymptotically cylindrical case, we use a topological argument to show that Theorem 1.4 holds true for every sequence λ i → ∞. Furthermore, as selfshrinking cylinders are F-unstable, it follows that the multiplicity of the limiting self-shrinking cylinder is equal to one, proving Corollary 1.5.
Proof of Corollary 1.5. Without loss of generality, we assume that v 0 = e = (1, 0, 0) . First Theorem 1.4 implies that there exists an integer N and two sequences R i → ∞ and λ i → ∞ with λ i+1 /λ i → 1 such that for each i,
where each Σ i,j is connected and Σ i,j ∩ Σ i,k = ∅ if j = k. Moreover, for each j, Σ i,j − λ i e converges in the locally C 1 topology to the self-shrinking cylinder C with axis parallel to e. Moreover, we may assume that λ i+1 − λ i → ∞ as i → ∞.
Next we define (3.14)
for r > 0.
Then by the Clearing-out Lemma of Brakke [3] , given R > 2, there exists a X sufficiently large such that the surface
We show that Σ ′ has a finite number of ends. For each i and j, we define 
Thus by the local monotonicity formula [29, Section 10], K ≥ L for all i large. On the other hand, by [10, Lemma 3.20] ,
Thus by the maximum principle, ∂Σ i,0 cannot be contained in {x 1 = λ i+1 − R}. Hence K = L and this further implies that for X sufficiently large,
where for each j, both Σ 
. Then x 1 and x 2 can be joined by an embedded curve γ p in Σ ip . On the other hand, as Σ ′ ∩ {x 1 > λ ip+1 } is connected, points y 1 ∈ γ R ip+1,j1 and y 2 ∈ γ R ip+1,j2 can be joined by another embedded curveγ p in {x 1 > λ ip+1 + R}. Finally x l and y l for l = 1, 2 can be joined by an embedded curve
p ∪γ p is a simple closed curve which does not separate Σ. This immediately implies that Σ has infinite genus, giving a contradiction.
Hence the local regularity theorem [30] implies that for 1 ≤ j ≤ N ′ , as λ → ∞, (Σ ′ j − λe) ∩ B R converges locally smoothly to C ∩ B R of multiplicity one. To conclude the proof, we show that N ′ = 1. For each j, we define a family of surfaces by
Then {Σ ′ j,s } s>0 is a normalized mean curvature flow, i.e., for
Moreover there exists an S sufficiently large such that {Σ ′ j,s } s>S in B R/2 is given by the graph(u j (·, s)) over C and u j (·, s) → 0 in the locally C ∞ topology as s → ∞. Assume that N ′ > 1. Since Σ is embedded, we order u j such that
a ij , b i , c are functions depending on u 1 and u N ′ , and ∂ 1 and ∂ 2 denote taking partial derivative with respect to x 1 and to the spherical coordinate θ on C, respectively. We leave the derivation of (3.26), which is a small perturbation of the linearization of the normalized mean curvature flow on C, to Appendix A. Let φ : R 3 → [0, 1] be a cut-off function such that φ = 1 in B R/4 , φ = 0 outside B R/2 , and |∇φ| < 8/R. For simplicity, we will omit dH 2 in the estimates below. Multiplying (3.26) > 0 for all s > S, which contradicts that v → 0 as s → ∞. Therefore, by the arbitrariness of R, this justifies the multiplicity one as claimed in the corollary.
In the end, invoking Ilmanen's local Gauss-Bonnet estimate again, the boundedness of the second fundamental form of the self-shrinkers in Theorem 1.6 is deduced from first applying Theorem We give details of the derivation of the evolution equation (3.26) for v. Let C be the self-shrinking cylinder with axis parallel to (1, 0, 0). And let (x, θ) be the cylindrical coordinates on C. Suppose that u(x, θ, s) is a function on a subset of C × R. We define the normal graph of u(·, s) over C by
First we calculate the first derivatives of Ψ:
Thus the unit normal n(x, θ, s) is parallel to
And the inverse of the induced metric by Ψ(·, s) is given by (A.6)
Furthermore we compute the second derivatives of Ψ:
If the family graph(u(·, s)) is a normalized mean curvature flow, then
We compute and simplify each term in the above equation. Note that
where the matrix A is given by
(A.13)
Thus a straightforward simplification gives that (A.14)
where P is an at least quadratic polynomial of u and its derivatives up to second order. On the other hand, we have that
Hence the equation for u is given by
where the leading part is the linearization of normalized mean curvature flow on C. Therefore, substituting u by u 1 and u N ′ , their difference gives the equation for v, that is,
where ∇ and ∆ are the gradient and Laplacian on C respectively, Appendix B.
We follow closely the strategy of Song [25] to show the linear growth of the second fundamental form for properly embedded self-shrinkers with finite genus. The rest of this appendix is devoted to proving Theorem B.1. First we show a maximum principle for self-shrinkers, which is a special case of [25, Proposition 6] .
Given a unit vector v 0 , we define
and P(v 0 ) the plane through 0 with normal v 0 . And we denote by S the selfshrinking sphere in R 3 .
Proof. We argue by contraction. Assume that Σ ∩B 2 = ∅. First we define the function h :
where Π is the orthogonal projection onto P(v 0 ). In our convention, h(x) = ∞ if there does not exist y ∈ Σ with Π(y) = Π(x). Thus h > 0 is well-defined by the properness of Σ and our assumption.
Since Σ intersects ∂C(v 0 ) \ P(v 0 ) transversally, it follows from the properness of Σ that h achieves its minimum at some interior point x 0 with h(x 0 ) = y 0 − x 0 , v 0 for some y 0 ∈ Σ and Π(y 0 ) = Π(x 0 ). Thus, in intrinsic neighborhoods of x 0 and y 0 , S and Σ can be written as graphs of functions f − and f + , respectively, over P(v 0 ), and the difference f + − f − has a local minimum h(x 0 ) at Π(x 0 ). However, both f + and f − satisfy the graphical self-shrinker equation and thus by the maximum principle for elliptic equations, the difference f + − f − does not have any positive interior local minimum. This is a contradiction, proving the lemma.
In what follows, we use blow-up techniques and maximum principles to prove Theorem B.1 by contradiction.
Proof of Theorem B.1. It suffices to prove that there exists a C > 0 such that for every x 0 ∈ R 3 \ B 1 , letting r 0 = 1/|x 0 |,
We will argue by contradiction. Namely, if not, by a similar argument as the proof of Lemma 2.1, there exist two sequences x i , y i of points in R 3 with |x i | → ∞ and Hence, combining (B.6), (B.7), (B.8) and (B.10), it follows from the elliptic regularity theory and the Arzela-Ascoli theorem that, passing to a subsequence and relabeling, the connected componentΣ i,0 ofΣ i ∩BR i containing 0 converges locally smoothly to a complete properly embedded nonflat minimal surface M of genus 0 and finite total curvature. Therefore, appealing to the classification theorem [21] , we conclude that M must be a Catenoid which, without loss of generality, rotates around the straight line of direction e = (1, 0, 0).
To conclude the proof, we use maximum principles for self-shrinkers to rule out the Catenoid. LetΣ be a connected component of Σ \ B R such thatΣ has zero genus and, passing to a subsequence and relabeling, the y i are inΣ and y i /|y i | → v for some v ∈ ∂B 1 . And let γ i be the simple closed curve in Σ such that the nearest points projection of the curveγ i = |A(y i )|(γ i − y i ) onto M is the geodesic simple loop which encircles the neck of M. Since Σ is proper, so isΣ and thusΣ ∩ B 2R has a finite number L connected components.
Let us first consider the case that | v, e | = 1. Note that γ i for each i large is a convex curve in a plane normal to e which separatesΣ. And for i large, y i is almost parallel to e andΣ i,0 can be written as the small normal graph over the Catenoid M. Next we deal with the case that | v, e | < 1. By our assumptions, there exist N ′ ,R ′ sufficiently large such that if i > N ′ , there is a half-space H i with outward unit normal y i /|y i | to ∂H i which satisfies that H i ∩γ i = ∅ and H i intersects both connected components of (Σ i,0 ∩ BR′ ) \γ i . Here we use that any Catenoid has two parallel planar ends. Note that if i > N ′ for N ′ sufficiently large, ∂B r ∩ B 1/|yi| (y i ) for |r − |y i || < 1/|y i | are well approximated by planes normal to y i /|y i |. Thus, as Σ has zero genus,Σ \ ( Thus the maximum principle implies that |x| 2 has no local minimum in the interior ofΣ. Hence each connected component ofΣ \ ( L l=1 γ N ′ +l ) must intersect B 2R , from which it follows thatΣ ∩ B 2R has at least L + 1 connected components. This is a contradiction.
