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Introduction
The goal of this thesis is to develop a practical framework for category
theory in Explicit Mathematics. While doing so we explore some candidates
for a category of sets and examine their properties and differences. We
also compare notions of universes coming from Explicit Mathematics and
from category theory. While universes in Explicit Mathematics have a
conceptually very simple description, their definition leads to some problems
when used for category theory. For instance they are not closed under
isomorphisms. In fact they are not even closed under extensional equality
of classes. It turns out to be surprisingly complicated to construct a model
for a categorical universe, respectively to prove that it has the required
properties. But before giving a more in depth outline, we present a historical
overview of foundations in and of category theory and some of Solomon
Feferman’s ideas which play into them.
Since categories were first introduced by Samuel Eilenberg and Saunders
Mac Lane in 1942-1945, there has been lots of work done concerning the
foundations of category theory. There have been different approaches to this.
One is to try to give an explanation for categories themselves. Another is to
use the language of category theory to describe foundations of mathematics.
A third one is the usage of existence axioms for specific categories to use as
a universe in a similar way as ZFC provides a universe of sets.
The goal of this thesis is not to try and give yet another foundational
system, but to see if it is actually possible to reasonably work inside
Explicit Mathematics if the questions one is interested in happen to be
formulated in categorical language. The need for such a framework arose
when trying to formalize a model of a version of cubical type theory in
Explicit Mathematics, specifically the system described in [26]. But the fact
that there was no intention to develop any kind of foundational system does
not mean it was developed in a historical vacuum. Simply by working in
Explicit Mathematics, this thesis inherits a lot of ideas of Solomon Feferman,
who originally designed and described that framework.Feferman had some
strong opinions about category theory and he worked on several systems to
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use as foundations of what he called ’naive’ or ’unrestricted’ category theory
[19]. While Explicit Mathematics in the form used here is not exactly what
he had in mind for category theory, it shares some of the main ideas. The
most important being that operations and collections are supposed to be
the fundamental concepts for any foundation of categories and indeed of all
of mathematics. Since the author of this thesis has no strong opinion on
this particular matter, he feels it is best to let some of the involved tell the
story themselves:1
Feferman wrote in Categorical foundations and foundations of category
theory, [19]
The point is simply that when explaining the general notion of
structure and of particular kinds of structures such as groups,
rings, categories, etc. we implicitly presume as understood the
ideas of operation and collection (p.151)
The logical and psychological priority if not primacy of the
notions of operation and collection is thus evident.
It follows that a theory whose objects are supposed to be highly
structured and which does not explicitly reveal assumptions
about operations and collections cannot claim to constitute a
foundation for mathematics, simply because those assumptions
are unexamined.
So, his reasons for wanting to explain operations and collections were not
mathematically motivated, and certainly not fixated on some particular
system:
There are at present two (more or less) coherent and comprehen-
sive approaches to these, based respectively on the Platonist and
the constructive viewpoints.[. . . ] It is distinctive of [the first]
approach that it is extensional, i.e. collections are considered
independent of any means of definition. Further, operations are
identified with their graphs.
On the other hand, it is distinctive of the constructive point of
view that the basic notions are conceived to be intensional, i.e.
1Any typos and similar mistakes were introduced in the copying process and are entirely
the fault of the author of this thesis.
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operations are supposed to be given by rules and collections are
supposed to be given by defining properties.
[. . . ]
Since neither the realist nor the constructivist point of view
encompasses the other, there cannot be any present claim to
a universal foundation for mathematics, unless one takes the
line of rejecting all that lies outside the favored scheme. Indeed,
multiple foundations in this sense may be necessary (p.152)
In particular he rejected the notion that categorical language could be
used as a foundation in general, because
My claim above is that the general concepts of operation and
collection have logical priority with respect to structural notions
(such as ’group’, ’category’, etc.)
[. . . ]
I realize that workers in category theory are so at home in their
subject that they find it more natural to think in categorical
rather than set-theoretical terms, but I would liken this to not
needing to hear, once one has learned to compose music. (p.153)
Feferman gave a specific example of what he considered ’logical priority’:
My use of ’logical priority’ refers not to relative strength of
formal theories but to the order of definition of concepts, in
cases where certain of these must be defined before others. For
example, the concept of vector space is logically prior to that of
linear transformation (p.152)
Colin McLarty replied to this specific quote in Learning from Questions
on Categorical Foundations [35]
This brings us face to face with mathematical practice. The first
mathematicians to work with linear transformations defined
them as functions on lists of numbers. They did not define
’vector space’ at all, and at most defined a ’vector’ as either a
’directed line segment’ or an ’ordered triple of numbers’. Those
definitions of ’vector’ are still used today by some engineers and
even a few physicists. (p.46)
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But actually, in the same article, McLarty agreed with a lot of Feferman’s
notions even if he reinterpreted some of them for his own purposes.
Obviously I agree with Feferman that foundations of mathemat-
ics should lie in a general theory of operations and collections,
only I say the currently best general theory of those calls them
arrows and objects. It is category theory. And I think there
is no question of whether to seek foundations for structural
mathematics. Of course we should. The theoretical unity and
practical power of modern structural methods make them, to
my ear, actually finer music than proof theory or realism versus
constructivism. The efficacy of Structuralism in practice makes
it a more compelling topic for foundations, to me. But Feferman
asks the right question - the question of whether we ’hear the
music’. It is not a matter of merely technical logic. (p.49)
Even among category theorists not everyone agrees that category theory
is a foundational framework, or that such a thing is even necessary. Steve
Awodey for example wrote in response to Geoffrey Hellman’s [25] in An
answer to Hellman’s question: ’Does category theory provide a framework
for mathematical Structuralism?’ [1] the following:
Thus according to our view, there is neither a once-and-for-all
universe of mathematical objects, not a once-and-for-all system
of all mathematical inferences. Are there, then, various and
changing universes and systems? How are they determined, and
how are they related? Here I would rather say that there are
no such universes or systems; or rather, that the question itself
is still based on a “foundationalist” preconception about the
nature of mathematical statements. (p.4)
He gives an example about the complex numbers:
To understand (describe) a piece of mathematics (say, that in the
complex numbers i5 = i) the foundationalist must “construct”
the terms involved (the complex numbers and their multiplica-
tion operation, and perhaps even the identity relation) and then
prove that the specific entities so constructed do indeed have
the stated property. The structuralist can simply observe that
(i) in any ring, if x2 = −1 then x5 = x, and
4
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(ii) the complex numbers are by definition a ring with an
element i such that i2 = −1, and having a couple of other
distinctive properties. (p.4)
Awodey described category theory as “schematic”, such that the defined
structures apply to many different situations. However, he explicit distin-
guished the interpretation of such structures from the case of formulas with
an implicit universal quantification.
The “schematic” element in mathematical theorems, definitions,
and even proofs is not captured by treating the indeterminate
objects involved as universally quantified variables, as quan-
tification requires a fixed domain over which the range of the
variable is restricted. This schematic character is more akin,
rather, to the phenomenon Russell’s “typical ambiguity” was
intended to capture. (p.7)
In a footnote to this, he added that
In [22], Feferman recognizes the similarity between Russell’s
typical ambiguity and category theory’s relative use of the
concept of “smallness”.
He went on to describe that this didn’t mean that consistency is irrelevant,
rather
The truth of the consequent statement doesn’t depend on some
unknown or unknowable antecedent conditions; rather it applies
only to those cases specified by the antecedent description. In
cases where we are not sure whether the conditions at issue
are ever satisfied, i.e. whether they are consistent, we have no
recourse but to investigate their consequences in order to gain
more information. (p.9)
Finally he had another example of the difference in the interpretation
of schematic structures as top-down descriptions, as opposed to a more
traditional bottom-up piece by piece construction of all the objects involved.
Thus rather than saying, for example, “now suppose this par-
ticular solar system is an atom in some huge piece of matter in
an enormous solar system”, one is instead saying “now suppose
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this particular configuration of bodies occurs not as a solar sys-
tem, but as an atom in some piece of matter in a solar system”.
The former assumption indeed requires additional (outrageous)
existence assumptions, while the latter requires none.
So far, we have left out the case where we take a specific category, rather
than category theory, as our mathematical universe. McLarty commented
in Exploring Categorical Structuralism [34] on a claim by Hellman [25]
So Hellman’s claim that ’category theory . . . lacks substantive
axioms for mathematical existence’ is a misunderstanding
(p.138, Hellman’s italics). Indeed category theory per se is a
general theory applicable to many structures. Each specific cat-
egorical foundation offers various quite strong existence axioms.
(p.42)
In fact categorical foundations such as CCAF (The Category of Categories
as Foundation), have been proposed . McLarty pointed out in [35], that
such foundations are exactly not set-theoretic foundations, in that
When we axiomatize a metacategory of categories by the axioms
CCAF, the categories are not ’anything satisfying the algebraic
axioms of category theory’ -i.e. the Eilenberg-Mac Lane axioms.
They are anything whose existence follows from the CCAF
axioms. They are precisely not sets satisfying the Eilenberg-
Mac Lane axioms. They are categories as described by Lawvere’s
CCAF axioms. (p.52)
This thesis is explicitly not an example of this last described kind of
foundation described by McLarty. In fact we take the, as Awodey calls it,
“foundationalist” approach and describe conditions on classes, respectively
on forumlas, to say what it means for something to be a category. It turns
out that after we have the required definitions it is possible to do proofs in
category theory in a fairly natural style as long a they consist of “diagram
chasing”. On the other hard, we have strong differences between classes,
which are the fundamental tool to describe collections Explicit Mathematics,
and sets in any usual set theory. This complicates the translation of proofs
which involve the “category of sets” and they require a lot more setup to
go through at all.
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The thesis is structured in the following way: Chapter one gives an
overview over our particular axiomatization EM of Explicit Mathematics.
Chapter two introduces fundamental definitions of category theory such as
categories themselves, functors, natural transformations and limits as well
as some further, more specific definitions which are used in the subsequent
chapters such as regular categories and cartesian closure. Chapter three
sets out to give a category which recovers as many properties as possible of
the usual category of sets. As mentioned in the beginning, the universes
of Explicit Mathematics don’t fit the categorical point of view very well.
In chapter 4 we therefore construct an (weaker) instance of a universe of
morphisms introduced in [38] which satisfies categorical closure conditions.
At the same time it still maintains the closure in the sense of Explicit
Mathematics in that any object represented by some element in a universe
u of Explicit Mathematics is also present as a morphism from the terminal
object to this element in the categorical universe. We also give two more
examples of “sets”, i.e. objects of one of the categories constructed in
chapter 3, which describe cardinal numbers and terms of combinatory logic.
Finally, in chapter 5 we prove a version of the Yoneda Lemma and give an
outline for future work.
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1. Explicit Mathematics
The system used throughout this thesis is a variant of a family of similar
systems all going by the name of Explicit Mathematics. The first version
was described by Solomon Feferman in a series of articles [18], [20] and
[21]. The version used here is based on an extension of the usual predicate
calculus called the logic of partial terms LPT due to Beeson [4]. The
axiomatization used is due to [23]. When Feferman first proposed it, his
system was meant as a formalized but usable version of Bishop’s approach
to constructive mathematics as it is described in [6]. Later it turned out to
be a very useful for proof theory but only few people ever used it for it’s
initial purpose. One example is the dissertation [40] and articles [39],[41]
and [42] by Thomas Studer which uses explicit mathematics to give among
other things a semantics for a subset of the programming language Java.
Another example are the articles [44],[45] by Sergei Tupailo which give
realizability interpretations of subsystems of analysis and constructive set
theory into explicit mathematics.
Definition 1.0.1 (Language of EM). Unlike many other presentations
of the systems of explicit mathematics, we will be very liberal with the
inclusion of abbreviations and syntax which does not really belong to the
system, but is built on top of it. The official language of LEM is built-up
from two sorts of variables. The first sort is called individual variables
and the second sort is called class variables. To this we add the following
symbols.
(a) Constants of the first sort
k, s,p,p0,p1, 0, sN ,pN ,dN
(denoting the usual applicative constants)
nat, id, co,un,dom, inv, i,
∑
, l
(denoting class constructors)
(b) Constants of the second sort
9
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N (denoting the natural numbers)
(c) relation symbols of the first sort
= (denoting equality on individual terms)
↓ (denoting definedness for individual terms)
(d) Further symbols
· (denoting a binary function symbol for first sort term applica-
tion)
∈ (denoting a binary relation symbol between individual terms
and classes)
R (denoting a naming/representation relation between individual
terms and classes)
∗ (denoting the element of “the” one-element class.1)
Definition 1.0.2 (Individual terms). Individual terms s, t, r are defined
inductively from individual variables and constants by use of the binary
function symbol · as usual.
Notation 1.0.3. The following notations and abbreviations will serve as
basic building blocks.
(a) 1 :≡ sN0 and k = sN · · · sN0 for natural numbers
(b) Term application on n inputs is defined recursively on n ≥ 0
st1 . . . tn :≡ s(t1, . . . , tn) :≡
{
s n = 0
(s · t1)t2 . . . tn n > 0
(c) General n-tuple building is defined recursively on n ≥ 0
〈s0, . . . , sn−1〉 :≡
{
0 n = 0
ps0〈s1, . . . , sn−1〉 n > 0
1This is added to make the intention of talking about a non-specific one-element class
{∗} clearer. We could have chosen 0 for this and in fact it doesn’t matter which
(defined) term we use. We will overload ∗ in some contexts to mean other things.
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(d) General projections for n-tuples are defined recursively on n ≥ 0
pin(s) :≡
{
p0s n = 0
pin−1(p1s) n > 0
(e) Lambda abstraction of a variable x on a term t is defined recursively
on the build-up of t
λx.t :≡

skk if t is x
kt if t is a constant or
a variable that is different from x
s(λ.t1)(λx.t2) if t is t1t2
The term λx.t does not contain the variable x. In general, lambda
abstraction of a list of variables −→x :≡ x1, . . . , xn over a term t is
defined recursively on n ≥ 0.
λ−→x .t :≡
{
t n = 0
λx1.(λx2 . . . xn).t n > 0
(f) Partial equality
s ' t :≡ (s↓ ∨ t↓)→ (s = t)
s 6= t :≡ (s↓ ∧ t↓ ∧ ¬(s = t))
Note that this means that (s 6= t) is not equivalent to ¬(s = t). This
convention is because of the strictness axioms which we will introduce
below.
(g) Abbreviations for N
(∃x ∈ N)A :≡ ∃x(x ∈ N ∧ A)
(∀x ∈ N)A :≡ ∀x(x ∈ N → A)
t ∈ (N → N) :≡ (∀x ∈ N)(tx ∈ N)
t ∈ (Nk+1 → N) :≡ (∀x ∈ N)(tx ∈ (Nk → N))
11
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(h) Abbreviations for classes
U ⊆ V :≡ ∀x(x ∈ U → x ∈ V )
s ∈˙ t :≡ ∃X(R (t,X) ∧ s ∈ X)
(∃x ∈˙ s)A[x] :≡ ∃x(x ∈˙ s ∧ A[x])
(∀x ∈˙ s)A[x] :≡ ∀x(x ∈˙ s→ A[x])
s
.= t :≡ ∃X(R (s,X) ∧ R (t,X))
s
.⊆ t :≡ ∃X∃Y (R (s,X) ∧ R (t, Y ) ∧ X ⊆ Y )
R (s) :≡ ∃XR (s,X)
Definition 1.0.4. The collection of Formulas A,B of EM is given by
induction
• · t ∈ N, t↓, (s = t)
· (U = V ), t ∈ U, R (t, U)
• · ¬A, A ∧ B, A ∨ B, A→ B
· ∃xA, ∀xA
· ∃XA, ∀XA
Definition 1.0.5. The theory of EM is based on the logic of partial terms
with equality LPT due to Beeson [4].
(a) Propositional Axioms and rules
These comprise of the axioms and rules of inference of some sound
Hilbert calculus for classical (or intuitionistic) propositional logic as
spelled out in any of the standard texts.
(b) Quantification
For A being a formula and t an individual term we have
• (∀xA) ∧ t↓ → A[t/x]
12
• A[t/x] ∧ t↓ → ∃xA[t]
And for A,B being formulas and x not a free variable of A we have
rules
A→ B
A→ ∀xB
B → A
∃xB → A
(c) Equality axioms
For all variables u, u1, . . . , un, v1, . . . , vn of the first sort and
U,U1, . . . , Un, V1, . . . , Vn of the second sort
• u = u
• (u1 = v1 ∧ · · · ∧ un = vn ∧ A[u1, . . . , un])→ A[v1, . . . , vn]
• U = U
• (U1 = V1 ∧ · · · ∧ Un = Vn ∧ A[U1, . . . , Un])→ A[V1, . . . , Vn]
(d) Definedness axioms
For all constants r, all variables u, all terms s, t, t1, . . . , tn, all n-ary
function symbols F and all n-ary relation symbols R
• r↓ ∧ u↓
• F (t1, . . . , tn)↓ → t1↓ ∧ · · · tn↓
• t ∈ N → t↓ ∧ t ∈ U → t↓
• R (t, U)→ t↓
• R(t1, . . . , tn)→ t1↓ ∧ . . . ∧ tn↓
(e) Partial combinatory algebra
• kab = a
• sab↓ ∧ sabc ' (ac)(bc)
(f) Pairing and projection
• p0(pab) = a ∧ p1(pab) = b
(g) Natural numbers
• 0 ∈ N ∧ (a ∈ N → sNa ∈ N)
13
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• a ∈ N → (sNa 6= 0 ∧ pN (sNa) = a)
• (a ∈ N ∧ a 6= 0)→ (pNa ∈ N ∧ sN (pNa) = a)
(h) Definition by numerical cases
• a ∈ N ∧ b ∈ N ∧ a = b→ dNuvab = u
• a ∈ N ∧ b ∈ N ∧ a 6= b→ dNuvab = v
(i) Primitive recursion on N
• f ∈ (N2 → N) ∧ a ∈ N → rNfa ∈ (N → N)
• f ∈ (N2 → N) ∧ a ∈ N ∧ b ∈ N ∧ h = rNfa
→ h0 = a ∧ h(sNb) = fb(hb)
(j) Explicit representation and extensionality
• ∃xR (x, U)
• R (s, U) ∧ R (s, V )→ U = V
• ∀x(x ∈ U ↔ x ∈ V )→ U = V
(k) Class existence axioms
• R (nat) ∧ ∀x(x ∈˙ nat↔ x ∈ N)
• R (id) ∧ ∀x(x ∈˙ id↔ ∃y(x = 〈y, y〉))
• R (s)→ R (co(s)) ∧ ∀x(x ∈˙ co(s)↔ ¬(x ∈˙ s))
• R (s) ∧ R (t)→ R (un(s, t)) ∧ ∀x(x ∈˙ un(s, t)↔ x ∈˙ s ∨ x ∈˙ t)
• R (s) ∧ R (t)→ R (int(s, t)) ∧ ∀x(x ∈˙ int(s, t)↔ x ∈˙ s ∧ x ∈˙ t)
• R (s)→ R (dom(s)) ∧ ∀x(x ∈˙ dom(s)↔ ∃y(〈x, y〉 ∈˙ s))
• R (s)→ R (all(s)) ∧ ∀x(x ∈˙ all(s)↔ ∀y(〈x, y〉 ∈˙ s))
• R (s)→ R (inv(s, f)) ∧ ∀x(x ∈˙ inv(s, f)↔ fx ∈˙ s)
Note that this axiomatization is not minimal when using classical
logic.
(l) L induction on N (L-IN )
For all L formulas A[u] we have
• A[0] ∧ (∀x ∈ N)(A[x]→ A[sNx])→ (∀x ∈ N)(A[x]))
(m) Class induction on N (C-IN )
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• ∀X(0 ∈ X ∧ (∀x ∈ N)(x ∈ X → sNx ∈ X)
→ (∀x ∈ N)(x ∈ X))
With Induction is restricted to (C-IN ), we will call the system REM
while EM is reserved for the case where full L induction on N is
available.
Proposition 1.0.6 (Some Properties about pairing and lambda abstrac-
tion). The following all hold
• Let 0 ≤ k < n be fixed natural numbers and a0, . . . , an−1 variables,
then
– pik(〈a0, . . . , an−1〉) = ak
• For each term t and all variables x :
– (λx.t)↓ ∧ (λx.t)x ' t
– s↓ → (λx.t)s ' t[s/x]
• For each term t and distinct variables x
– ((λx.t)[s/y]x) ' (λx.t[s/y])x.
• There exists a closed term fix such that
– fixf↓ ∧ fixfx ' f(fixf)x.
Proof. The first claim follows by induction, the rest is proved in [23].
Definition 1.0.7 (Join and inductive generation axioms). The following
two axioms will be pointed out when we use them and will not be assumed
by default.
(n) Join axiom
• R (a) ∧ (∀x ∈˙ a)R (fx)→ R (∑(a, f)) ∧
∀x(x ∈˙∑(a, f)↔ x = 〈pi0x, pi1x〉 ∧ pi0x ∈˙ a ∧ pi1x ∈˙ f(pi0x))
(o) Inductive generation
For this let D be an arbitrary formula. We first define the formula
Closed[a, r,D] :≡ (∀x ∈˙ a)(∀y(〈y, x〉 ∈˙ r → D[y])→ D[x]).
Now the IG axioms can be written as
15
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• R (a) ∧ R (b)→ R (i(a, b)) ∧ Closed[a, b, i(a, b)]
• R (a) ∧ R (b) ∧ Closed[a, b,D]→ (∀x ∈ i(a, b))D[x]
Definition 1.0.8 (Universes and the limit axiom [27]). To define universes,
we need some additional notation. Let C[S, a] be the closure condition given
by the disjunction of the following formulas:
(a) a = nat ∨ a = id,
(b) ∃x(a = co(x) ∧ x ∈ S),
(c) ∃x∃y(a = un(x, y) ∧ x ∈ S ∧ y ∈ S),
(d) ∃x∃y(a = int(x, y) ∧ x ∈ S ∧ y ∈ S),
(e) ∃f(a = dom(x) ∧ x ∈ S),
(f) ∃f(a = all(x) ∧ x ∈ S),
(g) ∃f∃x(a = inv(f, x) ∧ x ∈ S),
(h) ∃x∃f(a = ∑(x, f) ∧ x ∈ S ∧ (∀y ∈ x)(fy ∈ S)).
The formula ∀x(C[S, x]→ x ∈ S) describes that S is a class which is closed
under the class constructors mentioned. A universe is then a class which
consists of names only and which satisfies this closure condition.
We write use the following formula to say that a class S is a universe:
U(S) :≡ ∀x(C[S, x]→ x ∈ S) ∧ (∀x ∈ S)R (x)
U(t) :≡ ∃X(R (t,X) ∧ U(S))
The limit axiom is then given by
∀x(R (x)→ U(lx) ∧ x ∈˙ lx).
Definition 1.0.9. We call a formula of EM elementary if it contains no
bound class variables and no instance of the symbol R.
Theorem 1.0.10 (Elementary Comprehension [23]). For every elementary
formula A[u,~v, ~W ] with at most the indicated free variables there exists a
closed term tA such that REM proves:
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(a) R (~z)→ R (tA(~y, ~z))
(b) R
(
~z, ~Z
)
→ ∀x(x ∈˙ tA(~y, ~z)↔ A[x, ~y, ~Z]).
Proof. We prove this by induction on the structure of the elementary
formula A[u,~v, ~W ].
(a)
tA :≡

λ~v.λ~w.inv(id, λu.〈r, s〉) if A[u,~v, ~W ] is r = s,
λ~v.λ~w.inv(id, λu.〈s, s〉) if A[u,~v, ~W ] is s↓,
λ~v.λ~w.inv(nat, λu.s) if A[u,~v, ~W ] is s ∈ N,
λ~v.λ~w.inv(wi, λu.s) if A[u,~v, ~W ] is s = Wi.
(b) If A[u,~v, ~W ] is of the form ¬B[u,~v, ~W ] we set
tA :≡ λ~v.λ~w.co(tB(~v, ~w)).
(c) If A[u,~v, ~W ] is of the form B1[u,~v, ~W ] ∨ B2[u,~v, ~W ] we set
tA :≡ λ~v.λ~w.un(tB1(~v, ~w), tB2(~v, ~w)).
(d) If A[u,~v, ~W ] is of the form B1[u,~v, ~W ] ∧ B2[u,~v, ~W ] we set
tA :≡ λ~v.λ~w.int(tB1(~v, ~w), tB2(~v, ~w)).
(e) If A[u,~v, ~W ] is of the form ∃aB[a, u,~v, ~W ] we set
C[u,~v, ~W ] :≡ B[pi1u, pi0u,~v, ~W ].
By induction hypothesis we get
a) R (~z)→ R (tC(~y, ~z))
b) R
(
~z, ~Z
)
→ ∀x(x ∈˙ tC(~y, ~z)↔ B[pi1x, pi0x, ~y, ~Z]).
This allows us to set
tA :≡ λ~v.λ~w.dom(tC(~v, ~w)).
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To verify this we use the axiom about dom :
x ∈˙ dom(tC(~v, ~w))↔ ∃y(〈x, y〉 ∈˙ tC(~v, ~w))
↔ ∃y(B[pi1〈x, y〉, pi0〈x, y〉, ~v, ~w])
↔ ∃y(B[y, x,~v, ~w])
(f) If A[u,~v, ~W ] is of the form ∀aB[a, u,~v, ~W ] we set
C[u,~v, ~W ] :≡ B[pi1u, pi0u,~v, ~W ].
By induction hypothesis we get
a) R (~z)→ R (tC(~y, ~z))
b) R
(
~z, ~Z
)
→ ∀x(x ∈˙ tC(~y, ~z)↔ B[pi1x, pi0x, ~y, ~Z]).
This allows us to set
tA :≡ λ~v.λ~w.all(tC(~v, ~w)).
To verify this we use the axiom about dom :
x ∈˙ all(tC(~v, ~w))↔ ∀y(〈x, y〉 ∈˙ tC(~v, ~w))
↔ ∀y(B[pi1〈x, y〉, pi0〈x, y〉, ~v, ~w])
↔ ∀y(B[y, x,~v, ~w])
Now that we have our “official” language, we will add some general notes
on abbreviations. Where it is clear from context, we will deviate from the
language described above. Most importantly, we will freely use lower-case
Greek letters for individual terms. If we introduce terms representing binary
functions, we will generally use infix notation. In particular we will write
(f ◦ g) for the application of the term ◦ to f and g, (◦ · f) · g. Similarly, if
we introduce a symbol for a formula with two free variables we will also
sometimes write this infix for example in the case of a =o b which stands
for some formula with free variables u, v which get substituted with a and
b resulting in =o[a/u, b/v].
Unlike most other presentations of Explicit Mathematics we will not use
subscripts like (〈a, b, c〉)2 = c but instead use subscripts generally as part
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of variable names like we would in informal proofs. So r0, r1 may well be
the first two elements of some tuple 〈r0, r1, . . . , t〉 but if so this would be
coincidental. Another example will be terms for an inverse of one kind
or another. Those will be written as f−1{x} for the class of a preimage
(restrictions of inv(s, f)) and (·)−1 for an inverse morphism as used in a
group. Keep in mind that when we desugar this it will just be a term t(·)−1
with the intuition that t(·)−1(a) should represent (a)−1.
Notation 1.0.11. We will sometimes use set-builder for elementary com-
prehension. {u | A[u,~v, ~W ]} will stand for the term tA which elementary
comprehension provides for the formula A[u,~v, ~W ]. We will also write
{k0, . . . , kn} for the term tB where B :≡ u = k0 ∨ · · · ∨ u = kn. Further-
more we will often define a term the following way:
s(~v, ~w) :≡ {u | A[u,~v, ~W ]}.
This is again meant to be a meta-variable for a term tA we get from
elementary comprehension such that∧
R (wi,Wi)→ (x ∈˙ tA(~v, ~w)↔ A[x,~v, ~W ]).
Note that these names are in principle not unique! however, our proof of
elementary comprehension gives a recursive procedure (from the outside)
to generate these names uniquely so for that purpose we can treat tA for
a fixed formula A as a unique name. This means as long as there are no
other undetermined variables in A[u] it makes sense to write
x ∈˙ {u | A[u]}.
Notation 1.0.12. Syntax for definition by numerical cases: Consider the
following function on the natural numbers
f(x) :≡

1 x = 0
2 x = 1
x− 1 x > 1.
This is not valid syntax in explicit mathematics, but it can be approxi-
mated by recursively defining the right-hand side using the constant dN for
definition by numerical cases.
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”
{
k0 x = i0 ” :≡ dNk00xi0
”

k0 x = i0
k1 x = i1
...
kn x = in
” :≡ dNk0


k1 x = i1
...
kn x = in
xi0
we will also allow an optional clause for “otherwise” which translates to
“provably not equal”{
k0 x = i0
k1 otherwise
:≡ dNk0k1xi0
Note that the usage of definition by cases in notation 1.0.3 is from the
outside to define terms by induction, while it is used here as part of the
syntax.
Notation 1.0.13. Having mentioned binary infix operations above we add
some “standard” names of classes
P2[u,A,B] :≡ u = 〈pi0u, pi1u〉 ∧ pi0u ∈ A ∧ pi1u ∈ B
P∞[u,A,B] :≡ (∀x ∈ A)(〈x, ux〉 ∈ B)
F [u,A,B] :≡ (∀x ∈ A)(ux ∈ B)
Z[u] :≡ u = ∗
E[u] :≡ 0 = 1
C[u,A,B] :≡ u ∈ A ∧ u ∈ B
D[u,A] :≡ u = 〈pi0u, pi1u〉 ∧ pi0u = pi1u ∧ pi0u ∈ A
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The terms resulting from elementary comprehension will then be called
a× b :≡ tP2(a, b)∏
(a, f) :≡ tP∞(a,
∑
(a, f))
a
.→ b :≡ tF (a, b)
1 :≡ tZ
∅ :≡ tE
a ∩ b :≡ tC(a, b)
∆(a) :≡ tD(a)
Finally, when writing down classes built from the Join axiom, we will
adopt a type theory-inspired style where it looks nicer:∑
x:a
(px) :≡
∑
x∈˙a
(px) :≡
∑
(a, λx.px)
∏
x:a
(px) :≡
∏
x∈˙a
(px) :≡
∏
(a, λx.px).
As an example consider the class of all operations between any two classes
in a universe u :∑
x:u
∑
y:u
(x .→ y)
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2. Axiomatic Category Theory
2.1. Axiomatic Category Theory
When Explicit Mathematics was first introduced by Feferman, it was de-
signed as a system to be actually used for formalizing mathematics. Here
we are going demonstrate how to formalize (parts of) category theory.
Definition 2.1.1 (Language of Category Theory). The language for cate-
gory theory in our framework doesn’t need any extension in the technical
sense. We simply fix some standard variable names for four formulas and
two terms. Mac Lane gives a formulation in CWM ([33]) which mentions
only morphisms and morphism equality but the language used here has
been chosen for convenience more than for minimalism.
Ob(·)−Objects (formula with one parameter)
Mor(·)−Morphisms (formula with one parameter)
(· =o ·)− equality on objects (formula with two parameters)
(· =m ·)− equality on morphisms (formula with two parameters)
id(·)− identity morphism (term)
(· ◦ ·)− composition of morphisms (term)
We will also fix terms dom(·) and cod(·) for domain and codomain right
now as abbreviations and add another abbreviation called (·) which while
non-standard, is needed for technical reasons. Given a three-tuple f we set:
dom(f) :≡ pi0f cod(f) :≡ pi1f f :≡ pi2f
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Definition 2.1.2 (Weak category). Given a tuple of formulas and terms
(Ob,Mor,=o,=m, id, ◦), we define the abbreviation
(f : a m→ b) :≡Mor(f) ∧ dom(f) =o a ∧ cod(f) =o b.
Such a tuple is a weak category if the following axioms are satisfied.
(C1) Mor(f)→ ∃g0, g1, g2(f = 〈g0, g1, g2〉
∧ Ob(g0) ∧ Ob(g1))
(C2) Ob(x)→ id(x) : x m→ x
(C3) Mor(f) ∧Mor(g) ∧ dom(f) =o cod(g)
→ (f ◦ g)↓ ∧ (f ◦ g) : dom(g) m→ cod(f)
(C4) dom(f) =o cod(g) ∧ dom(g) =o cod(h)
→ f ◦ (g ◦ h) =m (f ◦ g) ◦ h
(C5) dom(f) =o c→ f ◦ id(c) =m f
(C6) cod(f) =o c→ id(c) ◦ f =m f
The above are the axioms of what Mac Lane ([33]) calls a metacategory if
we assume =o and =m to be equality. For the general case we have to add
those axioms explicitly.
(EI1) c =o d→ id(c) =m id(d)
(EI2) f =m g → dom(f) =o dom(g)
(EI3) f =m g → cod(f) =o cod(g)
(CO1) dom(f) =o cod(h) ∧ f =m g → f ◦ h =m g ◦ h
(CO2) dom(h) =o cod(f) ∧ f =m g → h ◦ f =m h ◦ g
(EO1) (x =o y → Ob(x) ∧ Ob(y)) ∧ (Ob(x)→ x =o x)
(EO2) x =o y → y =o x
(EO3) x =o y ∧ y =o z → x =o z
(EM1) (f =m g →Mor(f) ∧Mor(g)) ∧ (Mor(f)→ f =m f)
(EM2) f =m g → g =m f
(EM3) f =m g ∧ g =m h→ f =m h
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If the context is clear, this can also be extended to several morphism-terms
which stands for the conjunction of the above formula for all morphisms.
Similarly, we will sometimes annotate whole equations with an arrow to
specify the domain and codomain:
f =m g : a m→ b.
This will be taken to mean
(f, g : a m→ b) ∧ f =m g.
Similarly, we’re going to write
Ob(x1, . . . , xk) :≡ Ob(x1) ∧ · · · ∧ Ob(xk)
Mor(f1, . . . , fl) :≡Mor(f1 ∧ · · · ∧Mor(fl)
for the conjunctions.
Given a tuple (Ob,Mor,=o,=m, id, ◦) We will use CAT [C] as a shorthand
for the conjunction of the above formulas where we substitute specific
formulas and terms for Ob,Mor etc. The variables C,D, . . . will run over
weak categories and will be used to distinguish between the tuples of
formulas and terms. Given CAT [C] and CAT [D] we will then write ObC ,
MorD etc. when we have to talk about those weak categories.
Remark 2.1.3. The axioms (EO1) and (EM1) require that x =o y →
Ob(x) ∧ Ob(y) and similarly for morphisms. In the examples given below
we will often give equality-predicates which are defined on a much wider
collection of terms e.g. equality a = b on objects even if objects are only
defined Ob(x) :≡ (x = 0). In these cases we will consistently omit any
explicit restriction, but it’s clear that we can always just add Ob(x) ∧ Ob(y)
to a formula to make these axioms true.
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Example 2.1.4 (Weak category of one object and one morphism). The
simplest possible non-empty category can be defined by
Ob(o) :≡ (o = 0)
Mor(f) :≡ (f = 〈0, 0, 0〉)
a =o b :≡ a = b
f =m g :≡ f = g
id(o) :≡ 〈0, 0, 0〉
◦(f, g) :≡ f.
Here we chose the arbitrary term 0 ∈ N as a representation for our only
object, but any t with t↓ would work. Note that if we define all relations to
be > with constant operations we actually get an isomorphic1 category.
Example 2.1.5 (Weak empty category). A weak empty category is given
by
Ob(o) :≡ ⊥
Mor(f) :≡ ⊥
a =o b :≡ ⊥
f =m g :≡ ⊥
id(o) :≡ 〈0, 0, 0〉
◦(f, g) :≡ f.
The terms for the identity morphisms and composition are completely
arbitrary, since the axioms only require them to behave correctly on actual
objects and morphisms.
The definition of a weak category is useful because it can be applied
to a lot of structures. But similar to categories formalized in set theories,
we would like our categories to be small in relation to some universe(s).
We will work with classes we get from elementary comprehension, the
join-axiom and the limit axiom for some universe. Instead of restricting
a weak category to a certain form, we will present the axioms again in a
self-contained manner. Of course it will still hold that any category is a
1For an appropriate notion of isomorphism.
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weak category by letting class membership be the corresponding formula
while keeping the operations the same.
Definition 2.1.6 (Category). A category (which we will occasionally call
non-weak for emphasis) is a six-tuple 〈ob,mor, id, ◦,=o,=m〉 which satisfies
the following properties:
(CL) R (ob) ∧ R (mor) ∧ R (=o) ∧ R (=m)
(MOR) (∀m ∈˙ mor)(∃x, y ∈˙ ob)(m = 〈x, y, pi2m〉)
(CMP1) (∀f, g ∈˙ mor)(cod(g) =o dom(f)
→ (f ◦ g)↓ ∧ (f ◦ g) : dom(g) m→ cod(f))
(CMP2) (∀f, g, h ∈˙ mor)
(cod(g) =o dom(f) ∧ cod(h) =o dom(g)
→ (f ◦ g) ◦ h =m f ◦ (g ◦ h))
(EQO1) (=o⊂˙ ob× ob) ∧ (∀x ∈˙ ob)(x =o x)
(EQO2) (∀x, y ∈˙ ob)(x =o y → y =o x)
(EQO3) (∀x, y, z ∈˙ ob)(x =o y ∧ y =o z → x =o z)
(EQM1) (=m⊂˙ mor ×mor) ∧ (∀f ∈˙ mor)(f =m f)
(EQM2) (∀f, g ∈˙ mor)(f =m g → g =m f)
(EQM3) (∀f, g, h ∈˙ mor)(f =m g ∧ g =m h→ f =m h)
(EQC1) (∀f, g, h ∈˙ mor)(f =m g ∧ cod(h) =o dom(f)
→ (f ◦ h =m g ◦ h))
(EQC2) (∀f, g, h ∈˙ mor)(g =m h ∧ cod(g) =o dom(f)
→ (f ◦ g =m f ◦ h))
(ID1) (∀x ∈˙ ob)(id(x) ∈˙ mor
∧ dom(id(x)) =o x ∧ cod(id(x)) =o x)
(ID2) (∀x ∈ ob)(∀f ∈˙ mor)(dom(f) =o x→ f ◦ id(x) =m f)
(ID3) (∀x ∈ ob)(∀f ∈˙ mor)(cod(f) =o x→ id(x) ◦ f =m f)
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Given a universe u (such that U(u) holds) and a category which additionally
satisfies (UCAT ), we call it a category relative to u.
(UCAT ) (ob ∈˙ u) ∧ (mor ∈˙ u) ∧ (=o∈˙ u) ∧ (=m∈˙ u)
∧ ({ob,mor,=o,=m, cod, dom, id, ◦} ∈˙ u)
Here we have used the abbreviations:
x =o y :≡ 〈x, y〉 ∈˙ =o
f =m g :≡ 〈f, g〉 ∈˙ =m
f ◦ g :≡ ◦(f, g)
f : a m→ b :≡ f ∈˙ mor ∧ dom(f) =o a ∧ cod(f) =o b
Notation 2.1.7. Now that we have classes which describe our category,
we can use them in elementary comprehension. Using this in a read-
able way requires another abbreviation. Suppose we are given a category
〈ob,mor, id, ◦,=o=m〉. If we write down an arbitrary formula which is ele-
mentary except for sub-formulas of the form t ∈˙ ob, t ∈˙ mor, s =o t and
s =m t for any terms s, t. Then we can translate this into an elementary
formula by substituting t ∈ OB for t ∈˙ ob etc. This new formula now has
all free variables from before plus four new class variables. If it were of
the form A[u, ob,mor, id, ◦,=o,=m, ~x, ~W ] then it would now have the form
A′[u, ob,mor, id, ◦,=o,=m, ~x, ~W,OB,MOR,EQO,EQM ] and we can use
elementary comprehension to get the term tA and apply it to the following
arguments:
tA(ob,mor, id, ◦,=o=m, ~x, ~w, ob,mor,=o,=m).
Now writing this out for every formula gets tedious, so consider C standing
for the category given by 〈ob,mor, id, ◦,=o,=m〉. The class of all morphisms
with domain and codomain a is given by:
M [u, a,OBC ,MORC , EQOC ] :≡ u ∈MORC ∧ a ∈ OBC
∧ 〈a, dom(u)〉 ∈ EQOC
∧ 〈a, cod(u)〉 ∈ EQOC
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For which elementary comprehension then gives a term
mM (a, ob,mor,=o).
This gets more readable if we shorten it instead to
M [u, a, C] :≡ u ∈MORC ∧ a ∈ OBC
∧ 〈a, dom(u)〉 ∈ EQOC
∧ 〈a, cod(u)〉 ∈ EQOC
For which elementary comprehension then gives a term
mM (a, C).
What we mean is, that C as an argument in a formula A stands for the
ten-tuple given above, and when used in a term provided by elementary
comprehension it stands for the six tuple of C and the (repeated) class
names of C used as arguments for OB,MOR,EQO,EQM.
A[~v, ~W, C]
tA(~v, ~w, C) :≡ tA(~v, id, ◦, obC ,morC ,=Co ,=Cm, ~w, obC ,morC ,=Co ,=Cm).
As another example take the class of all pairs of a morphism from one of
two categories C and D labeled by the their morphism classes morC and
morD. A completely useless class, but it helps to illustrate the notation:
M [u, C,D] :≡ ∃a, b(u = 〈a, b〉 ∧
(a = morC ∧ b ∈MORC)
∨ (a = morD ∧ b ∈MORD)).
Elementary comprehension then provides a term
tM (C,D).
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If we expand this, we get
M [u,morC ,morD,MORC ,MORD] :≡
∃a, b(u = 〈a, b〉 ∧
(a = morC ∧ b ∈MORC) ∨
(a = morD ∧ b ∈MORD))
tM (morC ,morD,morC ,morD).
This gives
∀x(x ∈˙ tM (C,D)↔∃a(x = 〈morC , a〉 ∧ a ∈˙ morC
∨ x = 〈morD, a〉 ∧ a ∈˙ morD))
Yet another example is the following formula
A[u, ob,O,E] = ∃a, b(u = 〈ob, a, b〉 ∧ a, b ∈ O ∧ 〈a, b〉 ∈ E),
which by elementary comprehension gives us a name tA(ob, ob,=o) of the
(completely useless) class consisting of tuples of equal objects and the name
of the object class. Here we have only used three of the ten variables and it
already becomes unwieldy. So, shortened this would be
A[u, C] = ∃a, b(u = 〈obC , a, b〉 ∧ a, b ∈ OBC ∧ 〈a, b〉 ∈ EQOC).
with resulting abbreviated term tA(C).
In general, the variables C,D, E , . . . will always be used as meta-variables
for categories. When used as subscripts for operations or classes they
only serve to disambiguate between several categories (e.g. in the formula
x ∈˙ obC ↔ 〈x, f〉 ∈˙ obD where obC and obD are the names of object-classes
for two different categories.)
Remark 2.1.8. Note that we did not list the class {f | f : a m→ b} in any of
the definitions above although it’s clearly given by an elementary formula.
The reason for this is that one might make the unfortunate connection to
the set homC(a, b). While such a definition might seem reasonable at first
sight, this is not what we want. First of all it fixes the category of class
names and operations (as defined in section 3.1) as our category of sets
which is not very well-behaved (see section 3.3 and in particular definition
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3.3.8 for a better candidate). Furthermore, homC(a, b) defined in this way
completely ignores equality on morphisms. If we try to prove something
like Yoneda’s lemma for this class (and category) it must fail. The problem
is that any term t for which t ∈˙ homC(a, b) holds represents actually a
quotient [t]=m sinceMor is modded out by morphism-equality. Of course in
most cases there will be many representatives in this class which should not
be distinguished. Note that this is one of the few cases where this problem
actually show up. Strictly speaking we should check well-definedness of
morphisms every time we write one down, but in most cases this is actually
unnecessary as in the case of operations up to extensionality w.r.t. some
equivalence relation. Since
Proposition 2.1.9. As noted before, any category is a weak category.
Proof. Suppose we have some category C. As it turns out we don’t have
much to verify. Where the axioms of a category differ from those of a weak
category they do so only by substitution of the definitions below.
Ob(x) :≡ x ∈˙ obC
Mor(f) :≡ f ∈˙ morC
x =o y :≡ 〈x, y〉 ∈˙ =Co
f =m g :≡ 〈f, g〉 ∈˙ =Cm
id(x) :≡ idC(x)
f ◦ g :≡ f ◦C g.
It is often convenient or even necessary to have categories with properties
somewhere in-between weak categories (definition 2.1.2) and non-weak
categories (definition 2.1.6.) It’s tempting to call categories which have
classes of morphisms for any two objects locally small but this carries a
meaning of cardinality which does not apply here. (Remember that (0 = 0)
is elementary and can be used with elementary comprehension to get the
class containing everything.) Instead we will adopt some non-standard
terminology.
31
2. Axiomatic Category Theory
Definition 2.1.10. (proper) Local weak categories
A weak category C is called local if there is a term lhomclassC which satisfies
(LM) (Ob(c) ∧ Ob(d)→ R (lhomclassC(c, d))
∧ ∀f((Mor(f) ∧ dom(f) = c ∧ cod(f) = d)
↔ f ∈˙ lhomclassC(c, d)).
If there also exists a term eqmC , and C also satisfies (LMEQ) we call it
proper local.
(LMEQ) (Ob(c) ∧ Ob(d)→ R (eqmC(c, d))
∧ ∀f, g(f, g : c m→ d
→ (f =m g ↔ 〈f, g〉 ∈˙ eqmC(c, d)))
Note that if the join axiom is allowed, and there also exist classes for objects
and object-equality, the property of being proper local, implies that the
category is non-weak if the join axiom is allowed. This can be done by
using the classes∑
x,y∈˙ob
lhomclass(x, y),〈f, g〉 | ∃x, y
〈x, y, f, g〉 ∈˙ ∑
x,y∈˙ob
eqmC(x, y)
 .
Definition 2.1.11 (u-proper local category).
A proper local category is called u-proper local if it satisfies
(SU) U(u)
(SCONST ) {lhomclassC , dom, cod, id, ◦} ∈˙ u
(SM) ∀c, d(Ob(c) ∧ Ob(d)→ lhomclassC(c, d) ∈˙ u)
(SUMEQ) ∀c, d(Ob(c) ∧ Ob(d)→ eqmC(c, d) ∈˙ u).
Definition 2.1.12. Opposite category
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The opposite category Cop of some category C is defined as usual.
ObCop :≡ ObC
MorCop(f) :≡ ∃a, b, c(f = 〈a, b, c〉 ∧MorC(〈b, a, c〉))
idCop(x) :≡ idC(x)
f ◦Cop g :≡ 〈cod(g), dom(g), g〉 ◦C 〈cod(f), dom(f), f〉
Definition 2.1.13. A proper local category C is a thin category iff
(THIN ) ∀c, d(ObC(c) ∧ ObC(d)
→ (∃f ∈˙ lhomclassC(c, d))
(∀g ∈˙ lhomclassC(c, d))(f =Cm g)
Definition 2.1.14. Monomorphism
We call a morphism f : b m→ c in category C mono or monic iff
(MONO) ∀a(ObC(a)→
∀g, h(g, h : a m→ b ∧ f ◦C g =m f ◦C h→ g =Cm h))
Notation 2.1.15. Occasionally, we will write monomorphisms f : a m→ b
as f : a m b for emphasis.
Definition 2.1.16. Epimorphism
We call a morphism f : a m→ b in category C epi or epic iff
(EPI ) ∀c(ObC(c)→
∀g, h(g, h : b m→ c ∧ g ◦C f =m h ◦C f → g =Cm h))
Definition 2.1.17. Given a category C, and a morphism MorC(f), we say
that f is an isomorphism iff
(ISO) ∃g(MorC(g) ∧ f ◦C g =Cm idC(dom(g))
∧ g ◦C f =Cm idC(dom(f))
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We add Notation for isomorphic objects:
a ∼= b :≡ ∃f(f : a m→ b ∧ ISO[C, f ])
Definition 2.1.18. A category C is a groupoid iff
(GROUPOID) ∀f(MorC(f)→ ISO[〈C, f〉])
Commutative Diagrams
Definition 2.1.19 (Commutative Diagrams used to specify categories and
classes). When a diagram is used instead as (part of) a specification for a
new class or to create a new (weak) category we will instead implicitly use
the translation to a set of equations. In case that the collections of objects,
morphisms and equality on morphisms in C are classes, these equations will
even be elementary.
The description of the translation of labeled graphs into equations inside
Explicit Mathematics is outside of the scope this thesis, the translation of
such a labeled graph into L-formulas is clearly always possible, and in fact
clearly trivial.
While we will also give a more general definition of (commutative) dia-
grams in the appendix (see definitions A.2.3 and A.2.5) which should be
seen as the official one, we will use this one as our working definition.
Example 2.1.20 (Composition). If the composition of two morphisms has
to be a specific third morphism this is written as
a b
c
f
h g
which is short for the conjunction of
(i) Ob(a, b, c)
(ii) f : a m→ b, g : b m→ c, h : a m→ c
(iii) g ◦ f =m h
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Example 2.1.21 (Commutativ Square). A commutative square (meaning
one composition of two morphisms is the same as some other composition
of two morphisms,) is given by
a b
c d
f
g h
i
which is short for the conjunction of
(i) Ob(a, b, c, d)
(ii) f : a m→ b, g : a m→ c, i : c m→ d h : b m→ d
(iii) h ◦ f =m i ◦ g
Example 2.1.22 (Commutativity). As a special case, we have the usual
commutativity of two maps. For example take f and g to be morphisms
(linear maps) on Qk, k ∈ N represented by diagonal matrices w.r.t. the
standard basis in the category of finite dimensional Q-vector spaces (which
we could define in this setting.) Then we have:
Qk Qk
Qk Qk
f
g g
f
which is short for the conjunction of
(i) Ob(Qk)
(ii) f : Qk m→ Qk, g : Qk m→ Qk
(iii) g ◦ f =m f ◦ g
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Functors and Natural Transformations
Definition 2.1.23 (Functor). Let f be given by a pair 〈fo, fm〉.
We say a term f is a functor between two (weak) categories C and D
(Notation: FunctorC,D[f ] or f : C → D, if no confusion arises) if the
conjunction of the following properties holds:
(F1) ObC(x, y) ∧ x =Co y → fo(x) =Do fo(d)
(F2) MorC(g, h) ∧ g =Cm h→ fm(g) =Dm fm(h)
(F3) MorC(g)→ dom(fm(g)) =Do fo(dom(g))
(F4) MorC(g)→ cod(fm(g)) =Do fo(cod(g))
(F5) ObC(x)→ fm(id(x)) =Dm idD(fo(x))
(F6) dom(g) =Co cod(h)→ fm(g ◦C h) =Dm fm(g) ◦D fm(h)
Definition 2.1.24 (Natural Transformation). Given two functors f : C →
D and g : C → D between fixed (weak) categories, we call a tuple η = 〈f, g, η〉
a natural transformation (Notation: η : f ⇒ g) if (NAT1) and (NAT2) are
satisfied.
(NAT1) ∀x(ObC(x)→ (η(x) : fo(x) m→ go(x)))
(NAT2) ∀h(MorC(h)
→ η(cod(h)) ◦D fm(h) =Dm gm(h) ◦D η(dom(h)))
Remark 2.1.25. The notation η : f ⇒ g is heavily shortened. It should
be taken as the conjunction of the formulas (NAT1), (NAT2) and the
formulas asserting that f and g are functors with the same categories as
(co)domains, which is already a big formula consisting of
∧
i(Fi) and the
(weak) category axioms for C and D.
Definition 2.1.26. Functor Category
A (covariant) functor category from (fixed) (weak) categories C to D is a
(weak) category DC for which the following axioms hold.
36
2.1. Axiomatic Category Theory
(FCT1) Ob(f)↔ FunctorC,D[f ]
(FCT2) Mor(η)↔ ∃f, g(Ob(f, g) ∧ η : f ⇒ g)
(FCT3) Ob(f, g)→ (f =o g
↔ (∀x(ObC(x)→ fo(x) =Do go(x))
∧ ∀h(MorC(h)→ fm(h) =Do gm(h))))
(FCT4) Mor(η, ν)→ (η =m ν
↔ (∀x(ObC(x)→ η(x) =Dm ν(x)))
(FCT5) Mor(η, ν) ∧ cod(η) =o dom(ν)
→ ((ν ◦ η) =m 〈dom(η), cod(ν), λx.νx ◦D ηx〉)
All omitted subscripts in (FCT1)− (FCT5) would be DC . Objects of DC
are called covariant functors.
An object of DCop is called a contravariant functor from C to D. Given a
contravariant functor and a morphism in C we will often use the reversed
axioms of functor categories instead of explicitly reversing domain and
codomain of the morphism.
Functors take commutative diagrams to commutative diagrams:
a b
c
f
g◦f
id(a)
g
p7−→
po(a) po(b)
po(c)
pm(f)
pm(g◦f)
id(po(a))
pm(g)
Natural transformations are characterized by the naturality square
fo(dom(h)) go(dom(h))
fo(cod(h)) go(cod(h)).
η(dom(h))
fm(h) gm(h)
η(cod(h))
Remark 2.1.27. For categories in a set-theoretic context we would have
the usual size-issues of functor categories. (If C is locally small and D is
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small the CD is locally small, if C is large and D is small then CD is large
[33].) But classes in the explicit mathematics sense are not sets and “size”
doesn’t have any real meaning.2 What we can say is, that if either C or D
are not categories in the sense of definition 2.1.6 the functor category will
be weak.
Definition 2.1.28. Cone/Cocone
Given a non-weak category I, a weak category C and a functor f : I → C,
a (co)cone is a pair 〈c, p〉 such that
(CONE1) ObC(c) ∧ (∀i ∈˙ obI)(p(i) : c m→ fo(i))
(CONE2) (∀h ∈˙ morI)(p(cod(h)) =Cm fm(h) ◦ p(dom(h)))
(COCONE1) ObC(c) ∧ (∀i ∈˙ obI)(p(i) : fo(i) m→ c))
(COCONE2) (∀h ∈˙ morI)(p(dom(h)) =Cm p(cod(h)) ◦ fm(h))
Proposition 2.1.29. (co)cones in a non-weak category build a class when
we allow the join axiom.
Proof.
C1[u,O, P ] :≡ ∃c, p(u = 〈c, p〉 ∧ c ∈ O ∧ p ∈ P )
cOp(f) :≡
∏
(obI , λi.lhomclassC(c, fo(i)))
cone1 :≡ tC1(obC , cOp(f))
C2[u, f, C,M,=m] :≡ u ∈ C ∧ (∀h ∈M)
((u)1(cod(h)) =m fm(h) ◦ (u)1(dom(h)))
cone :≡ tC2(f, cone1,morC)
Note that (CO)C2 works only because (· =m ·) is a class.
Definition 2.1.30. Limit/Colimit
Given a non-weak category I, a weak category C and a functor f : I → C.
Writing C[c, p, I, C, f ] for the conjunction of (CONE1) and (CONE2) with
2Remember that ob :≡ {0 = 0}, mor :≡ {〈u, v, 0〉 | u↓ ∧ v↓} with equality and the
obvious composition is a perfectly cromulent “small” (i.e. non-weak) category with
the whole universe as objects.
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the appropriate parameters, a Cone 〈c, p〉 with a term h is called a limit of
f if the following holds
(LIMIT1) C[c, p, I, C, f ]
(LIMIT2) ∀d, q(C[d, q, I, C, f ]→ (h(d, q) : d m→ c))
∧ (∀i ∈˙ obI)(q(i) =m p(i) ◦ h(d, q))
(LIMIT3) ∀d, q(C[d, q, I, C, f ]→ ∀g((g : d m→ c
∧ (∀i ∈˙ obI)(q(i) =m p(i) ◦ g))→ h(d, q) =m g))
Note that g, h(d, q) : d m→ c refer to morphisms in C. The axioms for colimits
are the same except for the reversal of the morphism h(d, q) and the equation
q(i) =m h(d, q) ◦ p(i) in C.
Proposition 2.1.31. (co)limits in a non-weak category build a class when
we allow the join axiom.
Proof. Specifically, the class lim(f) :
cn :≡ cone(f, obC , obI , lhomclassC ,morC ,=m)
l˜im(f) :≡
∑
c:cn
∏
v:cn
∑
h:lhomclassC(pi0v,pi0c)
λh.U [h]× C[h]
where
U [h] :≡
∏
(lhomclassC(pi0v, pi0c), λg.h =m g)
C[h] :≡
∏
(obI , λi.pi1v(i) =m (pi1c)(i) ◦ h)
lim(f) :≡ dom(l˜im(f))
Note that dom refers to the EM axiom in definition 1.0.5(k) not the
operation dom to extract the domain from a morphism. Of course lim(f)
should be called lim(f, obC , · · · ,=m), but this will be omitted when it’s
clear from context.
The version for colimit is again the same except for the reversal of the
unique morphism in U and the equation (pi1v)(i) =m h ◦ (pi1c)(i) in C.
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Example 2.1.32 (Terminal object). Let C be any category. A terminal
object in C is a limit of the empty functor (the functor from the empty
category). This means it’s any pair 〈c, p〉 and term h such that c is an
object and h returns for any pair 〈d, q〉 where d is another object the unique
morphism h〈d, q〉 : d m→ c.
From this description we see that the second component which selects the
morphisms of the cone is completely irrelevant since there are no objects to
construct morphisms into. In other words if 〈c, p〉 is a cone, then this is for
example also true for the pair 〈c, 0〉.
Notation 2.1.33. We will write !d : d m→ c for the morphism h〈d, q〉.
Example 2.1.34 (Product). Let C be any category. A product in C is a
limit for any functor f = 〈fo, fm〉 from the following category into C: Let
Fin(2) be given by the category
ob :≡ {0, 1}
mor :≡ {〈0, 0, 0〉, 〈1, 1, 1〉}
=o :≡ ∆(ob)
=m :≡ ∆(mor)
id(a) :≡ 〈a, a, a〉
f ◦ g :≡ f
In other words, for two objects fo(0), fo(1) ∈˙ obC it is a cone 〈c, p〉 such
that c ∈˙ obC and p(0) : c m→ fo(0), p(0) : c m→ fo(1) and a term h such that
the following diagram is satisfied for arbitrary cones 〈d, q〉 of f :
d
fo(0) c fo(1)
q(0) q(1)
h〈d,q〉
p(0) p(1)
Notation 2.1.35. We will write 〈k, g〉 for the morphism h〈d, qk,g〉 induced
by some k : d m→ fo(0) and g : d m→ fo(1). Additionally, the projections p(0)
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and p(1) from the limit will often be written pr0 and pr1 or even prx,y0 and
prx,y1 if fo(0) =o x and fo(1) =o y. Last but not least, we will sometimes
overload the syntax for ×. So far we have defined it as a specific name of
a class of pairs. If it is understood that we are given objects a, b in an
arbitrary (weak) category, we will instead write a × b for their product.
similarly if we have two morphisms f : a m→ c and g : b m→ d we will write
f×g for the unique morphism f×g : a×b m→ c×d which makes the obvious
diagram commute.
Example 2.1.36 (Pullback). Let C be any category. A pullback in C is a
limit for any functor f = 〈fo, fm〉 from D into C where D is given by
ob :≡ {0, 1, 2}
mor :≡ {〈0, 0, 0〉, 〈1, 1, 0〉, 〈2, 2, 0〉, 〈0, 2, 0〉, 〈1, 2, 0〉}
=o :≡ ∆(ob)
=m :≡ ∆(mor)
id(a) :≡ 〈a, a, 0〉
f ◦ g :≡
{
f dom(g) = cod(g)
g otherwise
In other words, for three objects fo(0), fo(1), fo(2) ∈˙ obC it is a cone 〈c, p〉
such that c ∈˙ obC and p(0) : c m→ fo(0), p(0) : c m→ fo(1) and a term h such
that the following diagram is satisfied for arbitrary cones 〈d, q〉 of f :
d
c fo(1)
fo(0) fo(2)
q(0)
q(1)
q(2)h〈d,q〉
p(0)
p(1)
p(2)
fm(〈1,2,0〉)
fm(〈0,2,0〉)
Note that p(2) and q(2) are normally not explicitly given, since they are
determined by the other morphisms.
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Notation 2.1.37. We will often use the notation f ∗ g for the object-part
for the pullback of some morphisms x z y.f g Sometimes this
will be combined with notation for the projections:
x f ∗ g y.f
∗(g) g∗(f)
Example 2.1.38. Let C be any category. A coequalizer is a colimit of a
functor from a category of the following form:
ob :≡ {0, 1}
mor :≡ {〈0, 0, 0〉, 〈1, 1, 1〉, 〈0, 1, 0〉, 〈0, 1, 1〉}
=o :≡ ∆(ob)
=m :≡ ∆(mor)
id(a) :≡ 〈a, a, a〉
f ◦ g :≡
{
f dom(g) = cod(g)
g otherwise
So it is given as a pair 〈c, p〉 and a term h such that it fits the following
diagram for all other cocones 〈a, q〉. Note the reversal of the arrows when
compared to limits.
fo(0) fo(1)
c
a
p(0)
q(0)
fm(〈0,1,0〉)
fm(〈0,1,1〉)
p(1)
q(1)h〈a,p〉
Normally we’ll omit the morphisms p(0) and q(0) since they are determined
as the compositions.
For the general case of (co)limits of diagrams, see appendix A.2 and in
particular example A.2.2. Proofs that the important categories in this thesis
have pullbacks are given in proposition 3.1.11 for EM, proposition 3.2.7 for
ECB and theorem 3.3.15 for Cex for any C with finite limits.
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2.2. Examples
We have now all of the required ingredients to define categories of objects
with additional structure inside another category. Here we present quivers
and the category of group-objects in C. Note that quivers as defined here
are strongly related to the path categories defined in A.2.1. In general the
category-of-X-objects inside C is a way to take structures which normally
live inside the category of sets and define them in any sufficiently nice
category. This is equivalent to defining categories of structure-preserving
functors from some archetypal model of X into C (see definition 2.1.26). For
a complete treatment of functorial semantics see Lawvere’s thesis [32].
Example 2.2.1 (The category of quivers in C : Quiv(C)). Let C :≡
〈ob,mor,=o,=m, id, ◦〉 be some category. The category of quivers (also
known as directed pseudographs) in C has
• as objects tuples 〈v, e, s, t〉 such that v, e ∈˙ ob and s, t : v m→ e.
• while the morphisms g : 〈v, e, s, t〉 m→ 〈v′, e′, s′, t′〉 are constructed from
pairs 〈g0, g1〉 with g0 : v m→ v′ and g1 : e m→ e′ such that the diagrams
v v′
e e′
g0
s s′
g1
v v′
e e′
g0
t t
′
g1
commute.
Example 2.2.2 (The category of group-objects in C : CG). Let C :≡
〈ob,mor,=o,=m, id, ◦〉 be some category with a terminal object 1 ∈˙ ob
and all finite products. We define the category CG of group-objects and
morphisms in C.
Given terms a, e,⊗, (·)−1, there exist elementary formulas for the following
commutative diagrams where the only other parameters are taken from C.
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a× a× a a× a
a× a a
id(a)×⊗
⊗×id(a) ⊗
⊗
a a× a
a× a a
〈id(a),(·)−1〉◦∆(a)
〈(·)−1,id(a)〉◦∆(a) e◦!a ⊗
⊗
1× a
a× a a
e×id(a) pi1
⊗
a× 1 a× a
a
id(a)×e
pi0
⊗
An object in CG is then a tuple 〈a, e,⊗, (·)−1〉 such that a ∈˙ ob, e : 1 m→ a,
⊗ : a× a m→ a and (·)−1 : a m→ a, which satisfy the conditions given in the
commutative diagrams above.
This is just a reformulation of the usual group-axioms. An (informal! i.e.
wrong3) translation on elements a0, a1, a2,1 ∈˙ a yields:
(a0 ⊗ a1)⊗ a2 = a0 ⊗ (a1 ⊗ a2)
a−10 ⊗ a0 = 1 = a0 ⊗ a−10
1⊗ a0 = a0
a0 ⊗ 1 = a0.
Morphisms f : 〈a, e,⊗, (·)−1〉 m→ 〈b, e′,⊗′, (·)−1′〉 determined by f : a m→ b
in C such that the following diagrams commute in C.
3At best this makes sense as equations in the internal logic of C. Otherwise we have to
assume that objects are some kind a of classes (for which the element relation makes
sense.) and that elements are distinguished by the usual equality. The point of the
category of group-objects of C is exactly that it’s not restricted to such assumptions,
but instead makes sense for any C satisfying the requirements!
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a× a b× b
a b
f×f
⊗ ⊗′
f
a b
a b
f
(·)−1 (·)−1′
f
1 b
a
e′
e
f
Equality on objects is given by equality on the factors
〈a, e,⊗, (·)−1〉 =CGo 〈b, e′,⊗′, (·)−1′〉
↔ a =o b ∧ e =m e′ ∧ ⊗ =m ⊗′ ∧ (·)−1 =m (·)−1′.
Equality on morphisms is taken from C
f =CGm g
↔ 〈pi0dom(f), pi0cod(f), f〉
=m 〈pi0dom(g), pi0cod(g), g〉.
The same goes for composition and identity which again just repack domain
and codomain and apply the terms from C.
Example 2.2.3 (The category of monoid-objects in C : CM ). Consider the
definition of group-objects above. If we forget all mentions of (·)−1 (and
all diagrams in which it occurs) we get the category CM of monoids inside
C.
Proposition 2.2.4. Let C be any category which satisfies the requirements
for the construction of CM (i.e. existence of binary products and terminal
object.) This category still has a terminal object (The terminal object in C)
and all finite products (given by the underlying products in C.)
Then (CM )M the category of monoid-objects in CM is the category of
commutative monoids of C.
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Proof. This is a just the Eckmann-Hilton argument [15]. Because if we have
an object 〈〈a, e,⊗〉, i,⊕〉 we get by assumption that i : 1CM m→ 〈a, e,⊗〉
and ⊕ : 〈a, e,⊗〉 × 〈a, e,⊗〉 m→ 〈a, e,⊗〉 both are monoid-morphisms (i.e.
morphisms in CM .) But this is essentially4 saying that
(x⊕ y)⊗ (u⊕ v) = (x⊗ u)⊕ (y ⊗ v).
From which we can deduce that both multiplications ⊗ and ⊕ and the unit
morphisms e and i are the same. This gets us5
x⊕ y = (x⊗ e)⊕ (y⊗ e) = (e⊗x)⊕ (y⊗ e) = (e⊕ y)⊗ (e⊕x) = y⊕x.
Remark 2.2.5. The Eckmann-Hilton argument [15] as used in proposition
2.2.4 also works for group-objects in the category CG for some category C
to get category of commutative group-objects in C.
2.3. More Definitions
The slice category or over category of a fixed category C with a fixed ObC(x)
are given by all morphisms of C with codomain x and morphisms induced
by commutative triangles over x. In diagrams:
a a b
x x
u
u
h
v
u : a m→ x, v : b m→ x and h : a m→ b are morphisms in C. u and v represent
objects in the slice category and the triangle given by u =m v ◦h represents
a morphism.
4This should again only be read as an idea how to interpret the statement not as an
actual equation in explicit mathematics.
5See footnote 4.
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Definition 2.3.1 (Slice Category). Let C be a weak category. Let x be an
object in C. The slice category C/x is given by
ObC/x(k) :≡MorC(k) ∧ cod(k) =Co x
MorC/x(f) :≡ ∃k, l, s(f = 〈k, l, s〉
∧MorC(k) ∧MorC(l) ∧MorC(s)
∧ cod(k) =Co x ∧ cod(l) =Co x
∧ dom(s) =Co dom(k) ∧ cod(s) =Co dom(l)
∧ k =Cm l ◦C s
k =C/xo l :≡ k =Cm l
f =C/xm g :≡ dom(f) =Cm dom(g)
∧ cod(f) =Cm cod(g)
∧ f =Cm g
idC/x(k) :≡ 〈k, k, idC(dom(k))〉
k ◦C/x l :≡ 〈dom(l), cod(k), k ◦C l〉
Note that all of the above equations become elementary if we are given a
category of the form C = 〈obC ,morC ,=Co ,=Cm, idC , ◦C〉.
Definition 2.3.2 (Product Category). Let C and D be two (weak) cate-
gories. The (weak) product category C×D is defined as pairs of objects and
morphisms of the form 〈〈c0, d1〉, 〈c1, d1〉, 〈f, g〉〉 where the first and second
components are morphisms in C and D.
Ob(x) :≡ ∃a, b(x = 〈a, b〉 ∧ ObC(a) ∧ ObD(b))
Mor(f) :≡ ∃c0, c1, d0, d1, f0, f1(f = 〈〈c0, d1〉, 〈c1, d1〉, 〈f0, f1〉〉
∧MorC(fpi0) ∧MorD(fpi1))
id(x) :≡ 〈x, x, 〈idC(pi0x), idD(pi1x)〉〉
f ◦ g :≡ 〈dom(g), cod(f), 〈(fpi0 ◦C gpi0), (fpi1 ◦D gpi1)〉〉
x =o y :≡ pi0x =Co pi0y ∧ pi1x =Do pi1y
f =m g :≡ fpi0 =Cm gpi0 ∧ fpi1 =Dm gpi1
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where
fpii :≡ 〈piidom(f), piicod(f), pii(f)〉 for i = 0, 1.
Definition 2.3.3 (Finitely complete category). A finitely complete category
(called cartesian category in the elephant [28] and lex category in other
literature) is a category C which has all finite limits. In other words, given
any finite category I (i.e. a category with finite object and morphism
classes) and any functor f : I → C, then f has a limit.
A category is finitely complete if and only if it has one of the following
properties.
• It has a terminal object, all binary products and all equalizers.
• It as a terminal object and all binary pullbacks.
Definition 2.3.4 (Extensive category [11]). A category C is called extensive
if it has well-behaved sums in the following sense.
For each pair of objects x and y in C, the canonical functor
+ : C/x× C/y → C/(x+ y)
is an equivalence of categories.
That is, there exists a functor q in the other direction and two natural
isomorphisms6 to the identity-functors.
(q ◦+) ∼= id(C/x× C/y)
(+ ◦ q) ∼= id(C/(x+ y))
Definition 2.3.5 (Natural numbers object). If we want to do arithmetic
in a category C, we require a natural numbers object, which is defined as
6A natural isomorphism η : f ⇒ g is a natural transformation where the morphism
η(x) : fo(x) m→ go(x) at every object x is iso.
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follows:
(NNO1) TERMINALOBJECT [C,1]
(NNO2) Ob(n) ∧ zero : 1 m→ n ∧ suc : n m→ n
(NNO3) (∀Ob(a))(∀g : 1 m→ a)(∀f : a m→ a)(∃!u : n m→ a)
(g =m u ◦ zero ∧ u ◦ suc =m f ◦ u)
1 n n
n n
zero
g
suc
u u
f
Definition 2.3.6 (Projective Object). An object p in a category C is called
projective, if it has the left-lifting property with respect to all epimorphisms.
That is, for any morphism f : p m→ b and all epimorphisms e : q m→ b, f
factors through e by some morphism p m→ q.
q
p b
e
∃
f
Since the traditional definition of projective objects as given above is not
very useful for our needs, we will now weaken it. From now on, every time
a projective object is mentioned, we will actually mean regular projective
object.
Definition 2.3.7 (Regular Projective Object). An object is called regular
projective if it has the left lifting property with respect to all regular
epimorphisms. (See definition 2.4.1 in the next section for the definition of
regular epis.)
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2.4. Regular Categories
In chapter 3 we will try to build up to a category which mimics the usual
category of sets. Before we do that lets recall some properties many, as
Francis Borceux in [8] calls it, “algebraic-like” categories but also the
category of sets share. The property of being regular is one half of the
definition of Abelian Categories, which is one of the very important classes
in algebra for providing a general version of (long) exact sequence in its
usual sense and a full and faithful embedding of any small Abelian category
into a category ModR of modules over some ring R. additivity (which we’re
not going to define,) being the other part of the definition, is unsuited of
our use case but we can still retain quite a bit of the exactness-properties
even when it is dropped. For us particularly interesting is the existence of
a well-behaved image-factorization of any morphism. In the usual category
of sets, any map can be factored into a surjective map followed by an
injective one which in that category is equivalent to a factorization into an
epi followed by a mono. In general being epi turns out to be a condition
which is too weak. For example it is not generally true that a morphism
which is epic and monic is also an isomorphism which is true for sets. If
we however strengthen that requirement we can get something meaningful.
As far as the factorization property is concerned, what we are after are
strong epis but being regular implies being strong. Let’s recall the relevant
definitions and properties.
Definition 2.4.1 (Regular Epimorphism). A morphism f : y m→ x in a
category C is called regular epimorphism if there exists some object z and a
pair of morphisms p0, p1 : z m→ y such that f is the coequalizer of p0, p1.
Claim 2.4.2. Any Regular epimorphism is epi
Proof. Let f : a m→ b be the coequalizer of u, v : d m→ a. and let k, l : b m→ c
be morphisms with k ◦ f =m l ◦ f. Then k ◦ f ◦ u =m l ◦ f ◦ v and so there
exists a unique q : b m→ c with q ◦ f =m l ◦ f =m k ◦ f. But both k and l
satisfy this requirement for q and so q =m k =m l.
Notation 2.4.3. We will occasionally write f : x m y for regular epimor-
phisms (and only for regular epimorphisms) for emphasis.
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Definition 2.4.4 (Kernel pair). Let f : a m→ b be any morphism. If it
exists, we call the pair of projections p0, p1 from the pullback of f along
itself the kernel pair of f .
Definition 2.4.5 (Regular category).
A category C is called regular if
• It is finitely complete
• The kernel pair
d×c d d
d c
p1
p2 f
f
of any morphism f : d m→ c has a coequalizer
d×c d d coeq(p1, p2)
p1
p2
• the pullback of a regular epimorphism along any morphism is again a
regular epimorphism.
Alternatively, C is called regular, if
• It is finitely complete
• each morphism f : x m→ y can be factored into m ◦ e where m :
im(f) m y is the smallest subobject of y through which f factors. So
that, given any other factorization f =m n ◦ d with n : z m y then
there exists a unique h : im(g) m→ z such that m =m n ◦ h.
• image-factorization is pullback-stable.
These two alternative definitions are equivalent. For a proof of this fact see
the appendix A.2. The first one emphasizes the existence of certain quotients
(given by the coequalizer) while the second one gives a characterization in
terms of the existence of a somewhat well-behaved image for any morphism.
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Note that the definition of “images” via the coequalizer of the kernel-pair
is normally called the regular coimage.7 For well-behaved categories and a
morphism f : a m→ b this is just the projection p : a m→ (aupslopeker(f)) which is
then isomorphic to im(f) via the first isomorphism theorem. The image
on the other hand as it is normally defined is the smallest subobject with
some property through which the morphism factors. Mostly, this will be
the regular image. In the category of sets this gives a factorization of
any map into a (regular) epimorphism (a surjective map) followed by a
(regular) monomorphism (an injective map.) Regular categories have a
weaker version of this. Instead of a factorization a regular epi and a regular
monomorphism, which would be defined as the equalizer of the pushout of
f along itself,8 it just requires the factorization into a regular epi and any
monomorphism. Since this provides us with the smallest subobject through
which the morphism factors, it’s reasonable to call this the image.
We have not yet mentioned the stability under pullback. This makes it
possible to get an internal logic from this category. Substitution in internal
logics of categories is generally interpreted as pullback, so any construction
for the interpretation of a formula needs to be stable under pullback to
make sure variable substitution is well-defined. For regular categories we get
regular logic, which is roughly the ∃-∧-fragment of many-sorted first-order
logic. Below we give a sound and complete calculus for this. For the
comprehensive presentation of regular logic and a proof of soundness and
completeness see [9].
Definition 2.4.6. The language of regular logic is given by induction: Let
~X be a collection of sorts. We write x : X if x is a variable of type X.
1. x is a term if x : X.
2. The constant c is a term of type X if c : X.
3. If t1, . . . , tn are terms of type X1, . . . , Xn and if f : X1, . . . , Xn → Y
is a function symbol, then f(t1, . . . , tn) is a term of type Y.
4. > is a formula.
5. If t1 : X and t2 : X then t1 =X t2 is a formula.
7The regular image of fop : b m→ a in the opposite category.
8This is the definition of a regular epimorphism if we reverse all involved morphisms,
i.e. it’s the definition of its dual.
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6. If ϕ and ψ are formulas, then so are ϕ ∧ ψ and ∃xϕ where x is a
variable of some type.
7. If t1, . . . , tn are terms of type X1, . . . , Xn and if R X1, . . . , Xn is
a relation symbol, then R(t1, . . . , tn) is a formula.
Definition 2.4.7. Entailment relation `F between formulas where F is a
finite set of typed variables. ϕ `F ψ is only defined if both the free variables
of ϕ and ψ are contained in the set F.
1. Structural rules
1.1. p `F p
1.2. p `F q q `F r
p `F r
1.3. p `F q
p `F∪{y} q
1.4. ϕ(y) `F ψ(y)
ϕ(b) `F\{y} ψ(b)
where y : B is a variable, b is a term of type B and b is not free
in ϕ(y) and ψ(y)
2. Logical rules
2.1. p `F >
2.2. if r `F p ∧ q then r `F p and r `F q.
If both r `F p and r `F q then r `F p ∧ q.
2.3. if ∃yϕ(y) `F p then ϕ(y) `F∪{y} p.
conversely if ϕ(y) `F∪{y} p then ∃yϕ(y) `F p.
3. Rules of equality
3.1. > `{x} x =X x
3.2. x =X y `{x,y} y =X x
3.3. x =X y ∧ y =X z `{x,y,z} x =X z
3.4. ~x = ~X ~y `{~x,~y} f(~x) =~Z f(~y)
for each function symbol f : ~X m→ ~Z (where ~x = ~X ~y is the
conjunction of the equations.)
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3.5. ~x = ~X ~y ∧ R(~x) `{~x,~y} R(~y)
for each relation symbol R ~X
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2.5. Monoidal and Cartesian Closed Categories
A monoidal category is a category with some sort of ’tensor product’. One
of the important examples being of course the category of vector spaces
with the usual tensor product which allows us to talk about bilinear maps.
Definition 2.5.1. A monoidal category is a category C equipped with
(a) A functor
⊗ : C × C → C
(b) some object ObC(1T ) called the tensor unit
(c) A natural isomorphism
a : ((·)⊗o (·))⊗o (·)
∼=⇒ (·)⊗o ((·)⊗o (·))
called the associator
(d) a natural isomorphism
γ : (1T ⊗o (·))
∼=⇒ (·)
called a left unitor
(e) and a natural isomorphism
ρ : ((·)⊗o 1T )
∼=⇒ (·)
called a right unitor.
Such that the following diagrams commute. Let ObC(x, y, z, w).
(x⊗ 1T )⊗ y x⊗ (1T ⊗ y)
x⊗ y
ax,1T ,y
ρx⊗mid(y) id(x)⊗mγy
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(w ⊗ x)⊗ (y ⊗ z)
((w ⊗ x)⊗ y)⊗ z w ⊗ (x⊗ (y ⊗ z))
(w ⊗ (x⊗ y))⊗ z w ⊗ ((x⊗ y)⊗ z)
aw,x,y⊗zaw⊗x,y,z
aw,x,y⊗mid(z)
aw,x⊗y,z
id(w)⊗max,y,z
Written as equations, we require
(x⊗ 1T )⊗ y ∼= x⊗ y ∼= x⊗ (1T ⊗ y)
(w ⊗ x)⊗ (y ⊗ z) ∼= ((w ⊗ x)⊗ y)⊗ z
∼= (w ⊗ (x⊗ y))⊗ z
∼= w ⊗ ((x⊗ y)⊗ z)
∼= w × (x⊗ (y ⊗ z))
Note that, in the case of a, the functors involved are more formally written
as
((·)⊗o (·))⊗o (·) : (C × C)× C → C
〈λx.⊗o (〈⊗o(pi0x), pi1x〉),
λf.⊗m (〈⊗m(fpi0), fpi1)〉〉
(·)⊗o ((·)⊗o (·)) : C × (C × C)→ C
〈λx.⊗o (〈pi0x,⊗o(pi1x)〉),
λf.⊗m (〈fpi0 ,⊗m(fpi1))〉〉
where
gpii :≡ 〈piidom(g), piicod(g), pii(g)〉
The other functors are built similarly and in particular the codomain of γ
and ρ are the identity functors on C.
Definition 2.5.2 (Braided monoidal category). A braided monoidal cate-
gory is a monoidal category (C,⊗, a, γ, ρ) with a natural isomorphism
b : ((·0)⊗o (·1))
∼=⇒ ((·1)⊗o (·0))
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called a braiding such that the following two diagrams commute:
(x⊗ y)⊗ z x⊗ (y ⊗ z) (y ⊗ z)⊗ x
(y ⊗ x)⊗ z y ⊗ (x⊗ z) y ⊗ (z ⊗ x)
ax,y,z
bx,y
bx,y⊗z
ay,z,x
ay,x,z id(y)⊗mbx,z
and
x⊗ (y ⊗ z) (x⊗ y)⊗ z z ⊗ (x⊗ y)
x⊗ (z ⊗ y) (x⊗ z)⊗ y (z ⊗ x)⊗ y
a−1x,y,z
id(x)⊗mby,z
bx⊗y,z
a−1z,x,y
a−1x,y,z bx,z⊗mid(y)
Definition 2.5.3 (Symmetric monoidal category). A Symmetric monoidal
category is a braided monoidal category (C,⊗, a, γ, ρ, b) such that the braid-
ing b satisfies
by,x ◦ bx,y =m id(x⊗ y).
Definition 2.5.4 (Symmetric closed monoidal category). A symmetric
monoidal category (C,⊗, a, γ, ρ, b) is closed if for all objects ObC(c) the
functor (·)⊗ c : C → C has a right adjoint (·)c : C → C.
Proposition 2.5.5 (Cartesian monoidal categories). Any category C with
a terminal object and a specified product for all pairs of objects has the
structure of a symmetric monoidal category.
Here specified product means that we can construct it in a uniform way,
which in particular includes a uniform construction (given by a term) of
universal morphisms into all binary products.
Proof. The terminal object is the tensor unit and the natural isomorphisms
can be constructed from the universal morphisms of cartesian products.
a(〈〈x, y〉, z〉) :≡ 〈pix,y0 ◦ pix×y,z0 , 〈pix,y1 ◦ pix×y,z0 , pix×y,z1 〉y,z〉x×(y×x)
γ(x) :≡ pi1,x1
ρ(x) :≡ pix×10
b(〈x, y〉) :≡ 〈pix,y1 , pix,y0 〉y,x
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The construction of the inverse natural transformations (and of course the
verification of this fact) is similar but long and not very enlightening since in
the end it is all based on the essential uniqueness of the categorical product.
So we only note that for any object x we can show 1 × x ∼= x ∼= x × 1
directly from the universal property of products.
Definition 2.5.6 (Cartesian closed category). A Category C is cartesian
closed if it has the structure of a cartesian closed monoidal category.
A more elementary definition which is much simpler to check is the the
following:
Definition 2.5.7 (Cartesian closed category [31]). Let exp, eps, lam be
terms and write
xy :≡ exp(y, x) εx,y :≡ eps(x, y) Λzx,y :≡ lam(z, x, y).
for their applications to any two (resp. three) arguments. We say xy is an
exponential object or just an exponential.
We call a category C with all binary products and a terminal object
cartesian closed, iff the following axioms are satisfied:
(CC1) Ob(x, y)→ xy↓ ∧ Ob(xy)
(CC2) Ob(x, y)→ εx,y↓ ∧ εx,y : xy × y m→ x
(CC3) (Ob(x, y, z) ∧ h : z × y m→ x)→ Λzx,y(h) : z m→ xy
(CC4) (h : z × y m→ x)→ (εx,y ◦ 〈Λzx,y(h) ◦ pr0, pr1〉 =m h)
(CC5) (k : z m→ xy)→ (Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉) =m k)
Here
〈f, g〉 : c m→ x× y
is the unique map into a product and pr0, pr1 are the projections.
Definition 2.5.8 (Locally cartesian closed category). A category C is called
locally cartesian closed (LCC) iff for all objects x, the slice category C/x is
cartesian closed.
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This is equivalent to requiring a right adjoint to all pullback functors f∗(·)
along any f : y m→ x.
Proposition 2.5.9 ([2], proposition 6.6). The assignment b 7→ ba is func-
torial.
Proof. To show this is a functor we have to define how it acts on morphisms.
fao (x) :≡ xa
fam(g) :≡ Λdom(g)
a
a,cod(g) (g ◦ εdom(g),a)
We have to check fam(g ◦ h) =m fam(g) ◦ fam(h)
fam(g ◦ h) =m Λdom(g◦h)
a
a,cod(g◦h) ((g ◦ h) ◦ εdom(g◦h),a)
=m Λdom(g)
a
a,cod(h)((g ◦ h) ◦ εdom(g),a)
Let g : y m→ z and h : x m→ y.
za × a z
ya × a y
xa × a x
εa,z
fam(g)×id(a)
εa,y
g
fam(h)×id(a)
εa,x
h
The above is a commutative diagram and since it’s possible to show that
(u×id(a))◦(v×id(a)) =m (u◦v)×id(a) for any two composable morphisms
u and v this means that we have fam(g ◦ h) =m fam(g) ◦ fam(h). This follows
by uniqueness of transposed morphisms as we have now two different
candidates for the transpose of h◦g ◦εa,x. One being fam(g ◦h) directly from
the definition of the transpose, and fam(g) ◦ fam(h) from the above equality.
The fact that identities are preserved can be seen from
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za × a z
za × a z.
εa,z
fam(id(z))×id(a)
εa,z
id(z)
Since the morphism9 id(za × a) also fits this square on the left side we get
by uniqueness of the transpose that
fam(id(z)) =m id(za) =m id(fao (z)).
Sometimes we may not have a cartesian closed category, but we might still
construct weak dependent products. With the right additional properties
this guarantees the local cartesian closure as described in section 3.3.
Definition 2.5.10 ([46]). For two morphisms f : x m→ j and a : j m→ i
in a finitely complete category C, a weak dependent product of f along a
is an object ξ : z m→ i in Cupslopei together with a morphism ε : a∗ξ m→ f in
Cupslopej such that for any object m : w m→ i in Cupslopei together with a morphism
h : a∗m m→ f in Cupslopej there exists a (not necessarily unique) morphism
g : m m→ ξ in Cupslopei such that h =m ε ◦ a∗g in Cupslopej.
a ∗m w
x a ∗ ξ z
j i
h
a∗m a∗g
m
∃g
f
ε
ξ
a
9We can get id(a)× id(b) =m id(a× b) from the universal property of products.
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The next few sections will build up to the Category of Sets. Clearly it’s
impossible to capture all aspects of the category of sets as we would define
it for example in ZFC+(a countable sequence of Grothendieck universes).
The most obvious failure in capturing Sets is the lack of power classes. We
let
SPow[a, b] :≡ ∀x(x ∈˙ b↔ x ⊂˙ a),
WPow[a, b] :≡ ∀x(x ∈˙ b→ x ∈˙ a) ∧ ∀x(x ∈˙ a→ (∃y ∈˙ b)(x .= y)).
The strong and the weak uniform power class axioms are defined as follows:
(US-Pow) ∀x(R (x)→ SPow[x, pow(x)])
(UW-Pow) ∀x(R (x)→WPow[x, pow(x)]).
It’s well known that (US-Pow) is inconsistent with EM even without the
join axiom, while (UW-Pow) is inconsistent once we add join. In fact EM
with join even proves the negation of the non-uniform versions of these
axioms (i.e. shows that they are inconsistent with join.)
3.1. The Category EC
Probably the most natural (weak) category one can define in Explicit
Mathematics is the category of classes and operations. In fact this category
was one of the initial reasons to build the framework of this thesis. The
definition is simple. The weak version uses all names of classes, the regular
one is relativized to a given universe in Explicit Mathematics.
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Definition 3.1.1 (Weak EC).
Ob(x) :≡ R (x)
Mor(f) :≡ ∃x, y, f ′(f = 〈x, y, f ′〉 ∧ Ob(x) ∧ Ob(y)
∧ (∀z ∈˙ x)(f ′z ∈˙ y))
x =ECo y :≡ x = y
f =ECm g :≡ dom(f) =ECo dom(g) ∧ cod(f) =ECo cod(g)
∧ (∀z ∈˙ dom(f))(fz = gz)
f ◦ g :≡ 〈dom(g), cod(f), λz.f(gz)〉
id(x) :≡ 〈x, x, λx.x〉
This is the minimal definition to make EC work as a weak category. The
only point where we have to take some care is composition of morphisms,
which has to be well-defined.
Definition 3.1.2 (EC). We require the Join axiom. Let u be a universe
in the sense of U(u).
ob :≡ u
mor :≡
∑
x:u
∑
y:u
(x .→ y)
x =ECo y :≡ tEQO(u)
f =ECm g :≡ tEQM (mor, ext(=o))
f ◦ g :≡ 〈dom(g), cod(f), λz.f(gz)〉
id(x) :≡ 〈x, x, λx.x〉
where
EQO[u, U ] :≡ u = 〈pi0u, pi1u〉 ∧ pi0u ∈ U ∧ pi1u ∈ U
EQM [u,E] :≡ ∃f, g(u = 〈f, g〉 ∧ 〈f, g, ∗〉 ∈ E)
EXT [u, f, g,=o, X] :≡ u = ∗ ∧ dom(f) =o dom(g)
∧ cod(f) =o cod(g)
(∀x ∈ X)(fx = gx)
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ext(=o) :≡
∑
f :mor
∑
g:mor
tEXT (f, g,=o, dom(f))
It’s impossible to define equality on morphisms as equality on the rep-
resenting terms. The reason for this is the requirement of associativity
of the composition. In general it’s impossible to prove that for arbitrary
f, g, h ∈˙ mor
((f ◦ g) ◦ h) which is λw.(λz.f(gz))(hw)
is the same as
(f ◦ (g ◦ h)) which is λw.f((λz.g(hz))w).
The relation =ECm is an equivalence and respects morphism composition.
This fact is proved in proposition A.5.1.
Proposition 3.1.3 (Verification of Category-properties).
• id(x) defined as 〈x, x, λx.x〉 satisfies the identity axioms.
• Composition is associative.
Proof. Let Ob(x, y, z), f : y m→ z, g : x m→ y and h : w m→ x.
id(x) ◦ h =m 〈w, x, λz.(λx.x)(hz)〉
=m 〈w, x, λz.(hz)〉
=m 〈w, x, h〉
=m h
=m 〈w, x, λz.(h)((λw.w)z)〉
=m h ◦ id(w).
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For associativity we calculate
(f ◦ g) ◦ h =m 〈dom(h), cod(f ◦ g), λz.((f ◦ g))(hz)〉
=m 〈w, z, λz.((〈x, z, λz.(f)(gz)〉))(hz)〉
=m 〈w, z, λz.(λz.(f)(gz))(hz)〉
=m 〈w, z, λz.f(g(hz))〉
=m 〈w, z, λz.f((λz.g(hz))z)〉
=m 〈dom(g ◦ h), z, λz.f((〈w, y, λz.g(hz)〉)z)〉
=m 〈dom(g ◦ h), z, λz.f((g ◦ h)z)〉
=m 〈dom(g ◦ h), cod(f), λz.(f)((g ◦ h)z)〉
=m f ◦ (g ◦ h)
Remark 3.1.4. The weak category EC is proper local without using Join:
• The class of all morphisms between two objects Ob(x), Ob(y) is given
by elementary comprehension:
A[u, x, y, F ] :≡ ∃f(u = 〈x, y, f〉 ∧ f ∈ F )
h(x, y) :≡ tA(x, y, x .→ y)
• Restricted to some h(x, y), we can write equality on morphisms as:
EXT [u,X,H] :≡ ∃f, g(u = 〈f, g〉 ∧ f, g ∈ H
∧ (∀x ∈ X)(fx = gx)
ext(x, y) :≡ tEXT (x, h(x, y)).
Definition 3.1.5 (injectivity). We call a morphism f : x m→ y injective if
it satisfies
(∀a, b ∈˙ x)((fa = fb)→ (a = b))
Proposition 3.1.6. Injective operations are monomorphisms
Proof. Let g, h : z m→ x be morphisms such that f ◦ g =m f ◦ h. We have to
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show g =m h. For a ∈˙ z we have
(f ◦ g)z = (f ◦ h)z.
So, by definition
(∀a ∈˙ x)((f(gz) = f(hz)).
Since f is injective, we get gz = hz for all z ∈˙ a. This is exactly the
definition of g =m h.
Proposition 3.1.7. Monomorphisms are injective operations
Proof. Let f : x m y be monic. For any a ∈˙ x We can define the global
element-morphism
{a} :≡ 〈1, x, λx.a〉 : 1 m→ x.
(See definition 1.0.5 for the class 1.) Let a, b ∈˙ x such that fa = fb. By
definition of composition we get the following string of equivalences.
(f ◦ {a})(∗) = f({a}(∗)) = fa = fb = f({b}(∗)) = (f ◦ {b})(∗)
But this just means (f ◦ {a}) =m (f ◦ {b}). Because f is mono this implies
that we have {a} =m {b} which can only be true if a = b holds, which is
what we wanted to show.
Proposition 3.1.8. All idempotents in EC split. That is, for all e : x m→ x
with e ◦ e =m e there exist r : x m→ y and s : y m→ x with s ◦ r =m e and
r ◦ s =m id(y).
Proof. This is just the existence of fixed points as classes.
Let
FIX[u, e,X] :≡ u ∈ X ∧ eu = u
fix(e) :≡ tFIX(e, dom(e)).
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The splitting (se ◦ re) : dom(e) m→ fix(e) m→ cod(e) is then given by
re :≡ 〈dom(e), fix(e), e〉
and
se :≡ 〈fix(e), dom(e), λx.x〉.
The morphism re is well-defined, because for all a ∈˙ x we have e(ea) = ea
by assumption and hence ea ∈˙ fix(e) holds as required.
Checking the properties, we get for a ∈˙ x that
(se ◦ re)(a) = se(rea) = (rea) = ea
and so (se ◦ re) =m e. For a ∈˙ fix(e) we have
(re ◦ se)(a) = re(sea) = rea = ea = a
where the last equality is because a ∈˙ fix(e).
Finite limits in EC and Cartesian Closure
In this section we will be using definition 2.5.7 for cartesian closed categories.
Proposition 3.1.9. Any one-element class is a terminal object in EC.
Proof. Let 1 be the class from definition 1.0.13 with u ∈˙ 1 ↔ u = ∗.
For an arbitrary class name z, we have 〈z,1, λz.∗〉 : z m→ 1. For any other
morphism f : z m→ 1 we know that (∀x ∈˙ z)(fx = ∗), therefore we have the
required f =m 〈z,1, λz.∗〉. By the same argument, it’s clear that any other
one-element class1 is isomorphic to 1.
Proposition 3.1.10. We can construct arbitrary binary products.
Proof. Given Ob(s, t), the class named s× t given in definition 1.0.13 is the
required object. Defining for arbitrary Ob(x, y, z, w), f : z m→ x, g : z m→ y,
1A one-element class t here means that we have exactly one explicitly given element in
the class as opposed to a description like (∃x ∈˙ t)(∀z ∈˙ t)(z = x).
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u : x m→ z, v : y m→ w
〈f, g〉 :≡ 〈z, x× y, λz.〈fz, gz〉〉 : z m→ x× y
prx1,x2i :≡ 〈x1 × x2, xi, pii〉
u× v :≡ 〈u ◦ prx,y0 , v ◦ prx,y1 〉
Note that we have overloaded the (· × ·) notation both for objects and
morphisms. We will use this only where the context is clear. To see that the
equations hold up to functional extensionality let w ∈˙ z and h : z m→ x× y
with prx,y0 ◦ h =m f and prx,y0 ◦ h =m g.
(prx,y0 ◦ 〈f, g〉)w = prx,y0 (〈fw, gw〉)
= pi0〈fw, gw〉
= fw
= (prx,y0 ◦ h)w
= prx,y0 (hw).
Similarly
(prx,y1 ◦ 〈f, g〉)w = prx,y1 (hw).
If we can show that 〈prx,y0 , prx,y1 〉 is an isomorphism (and hence monic) we
are done.
To this end let 〈v, w〉 ∈˙ x× y
〈prx,y0 , prx,y1 〉〈v, w〉 = 〈prx,y0 〈v, w〉, prx,y1 〈v, w〉〉
= 〈pi0〈v, w〉, pi1〈v, w〉〉
= 〈v, w〉
So we have id(x× y) =m 〈prx,y0 , prx,y1 〉 which finishes the proof.
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Proposition 3.1.11. EC has pullbacks.
Proof. We define the following elementary formula
PB[u, f, g, F,G,Z] :≡ (∃a ∈ F )(∃b ∈ G)
(u = 〈a, b〉 ∧ fa = gb ∧ fa ∈ Z)
Given f : x m→ z and g : y m→ z then the object-part of their pullback is the
class2
pullb(x, z, y, f, g) :≡ tPB(f, g, x, y, z)
with the obvious projections
f∗ :≡ 〈pullb(x, z, y, f, g), x, pi0〉
g∗ :≡ 〈pullb(x, z, y, f, g), y, pi1〉
We can give the morphism explicitly:
If e is a class and u : e→ x, v : e→ y are morphisms such that f ◦u =m g◦v,
then
〈e, pullb(x, z, y, f, g), λc.〈uc, vc〉〉 : e m→ pullb(x, z, y, f, g).
If the pullback happens to be empty, then there are no elements in x and y
which get mapped to the same value in z. So there can be no c ∈˙ e such
that f(uc) = g(vc) or rewritten (f ◦ u)c = (g ◦ v)c. Therefore, using the
definition of morphisms in EC and the fact that the above is a commuting
square, we can deduce that e is also empty. Note however, that we actually
don’t have to care about this case, since any defined term tracks the
morphism from the initial object. Proposition 3.1.17 then tells us that the
above term is a representation of the required unique morphism. We still
have to show this commutes and is unique. We call the morphism defined
above h : e→ pullb(x, z, y, f, g) and let h′ :≡ 〈e, pullb(x, z, y, f, g), h˜〉 : e→
2Note that we will sometimes refer to this object by the name f ∗ g.
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pullb(x, z, y, f, g) be another such morphism.
f∗ ◦ h = 〈e, x, λc.(f∗)(pi2〈e, pullb(x, z, y, f, g), λc.〈uc, vc〉〉c)〉
=m 〈e, x, λc.(f∗)((λc.〈uc, vc〉)c)〉
=m 〈e, x, λc.(f∗)〈uc, vc〉〉
=m 〈e, x, λc.pi0〈uc, vc〉〉
=m 〈e, x, λc.uc〉
=m 〈e, x, u〉 =m u
The case for g∗ ◦ h =m v is similar.
To check for uniqueness suppose additionally that the equations
f∗ ◦ h′ =m u and g∗ ◦ h′ =m v
hold. Then we have
h′ =m 〈e, pullb(x, z, y, f, g), h˜′〉,
f∗ ◦ h′ =m 〈e, x, λc.pi0(h˜′c)〉 and
g∗ ◦ h′ =m 〈e, y, λc.pi1(h˜′c)〉
From this we get
(∀c ∈˙ e)(∃a ∈˙ x)(∃b ∈˙ y)(h˜c = 〈a, b〉)
(∀c ∈˙ e)(∃a′ ∈˙ x)(∃b′ ∈˙ y)(h˜′c = 〈a′, b′〉)
(∀c ∈˙ e)(pi0(h˜′c) = uc ∧ uc = pi1(h′c)
∧ pi1(h˜′c) = vc ∧ vc = pi1(h′c))
and from this it’s clear that with the above values
〈a, b〉 = 〈a′, b′〉
and therefore
h =m h′.
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Conjecture 3.1.12. EC apparently does not have arbitrary infinite prod-
ucts. In particular, we conjecture that even when the Join-axiom holds,
there exist functors from
• • • • · · ·
which more formally are functors from the category n defined as
n :≡ 〈nat, tD, id(nat), id(tD), λn.〈n, n, ∗〉, λfλg.f〉3
D[u] :≡ u = 〈n, n, ∗〉 ∧ n ∈ N
which do not have a limit. But note that we can not prove that
EM ` (∀Ob(x))(x is not a limit for Functor[f,n,EC]).
But on the other hand it’s impossible to construct a product in the way we
would in set theory.
Given a functor 〈fo, fn〉 from n into EC, in general the only choice for a
limiting cone is via the Pi class constructor. But it’s enough to treat the
case where fo(n) = nat. Then a candidate object for the limiting cone is
just nat .→ nat. Clearly any other cone 〈c, q〉 has a morphism h〈c, q〉 into
given by
h〈d, q〉 :≡ 〈d, nat .→ nat, λd.λn.(q(n))d〉
Since q(n) : d m→ fo(n) holds, we have for any z ∈˙ d that
λn.(q(n))z ∈˙ nat .→ nat.
However there is no possibility to make this morphism unique. See lemma
A.5.2 for a simple counter example. A more tedious calculation shows that
in general
EM 0 λw.((λz.fz)w) = (λz.fz)
since it is false in the term model (see for example [4] VI.6). But for w such
3Here id(s) is the EM class constructor from definition 1.0.5 rather than an identity
morphism.
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that (fw)↓ we have of course
(λy.(λz.fz)y)w = (λz.fz)w = fw
This means there are an infinite number of non-equal morphisms into
nat
.→ nat by prepending lambda abstractions and applications: For z ∈˙ d
we have
(h˜〈d, q〉)z :≡ 〈d,
∏
n:N
fo(n), λd.λn.((λz.(q(z))d)n)〉z
= (λd.λn.((λz.(q(z))d)n))z
= λn.((λz.(q(z))z)n)
and we can not prove that this is equal to
λn.((q(n))z)
= (h〈d, q〉)z
Since in EM it is impossible to form arbitrary indexed classes without the
join axiom this means it is unclear how one would construct an infinite
product at least in cases where no prejoined class is given.
Corollary 3.1.13. The class
∏
n:N 1 is not a terminal object.
Proof. There are two terms λx.λn.∗ and λx.λn.(λp.∗)n which are different
in the term model.
Remark 3.1.14. This is not to say that the infinite product of 1 does not
exist. In fact the product exists and is exactly what it is supposed to be.
Namely 1 with projections p(n) :≡ id(1). Clearly h〈d, q〉 :≡ !d : d m→ 1 has
the required properties.
Theorem 3.1.15. EC is not cartesian closed
Proof. Cartesian closure would imply that there is an isomorphism
homEC(1, natnat) ∼= homEC(1× nat, nat) ∼= homEC(nat, nat)
Let
s :≡ λf.(Λ1nat,nat(〈1× nat, nat, λt.f(pi1t)〉))(∗)
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Then with proposition A.5.3 we have
(∀f, g ∈ (N → N))(s(f) = s(g)↔ (∀x ∈ N)(fx = gx)).
But by lemma A.5.4 such a term can not exist.
Theorem 3.1.16. EC has weak dependent products
Proof. Let f : x m→ j and a : j m→ i be two morphisms in EC. The weak
dependent product (definition 2.5.10) of f along a is given by
pia(f) :≡
∑
i0:i
∏
j:a−1{i}
f−1{j}
Πa(f) :≡ 〈pia(f), i, pi0〉
ε : a ∗Πa(f) m→ j
ε :≡ 〈a ∗Πa(f), j, λp.(pi1(pi1p))(pi0p)〉
Note that we write morphisms in the slice category just as morphisms in
EC to keep the amount of syntax down.
To show ε induces a morphism in Cupslopej we calculate for 〈j0, 〈i0, q〉〉 ∈˙
a ∗Πa(f) :
f(ε〈j0, 〈i0, q〉〉) = f((pi1(pi1〈j0, 〈i0, q〉〉))(pi0〈j0, 〈i0, q〉〉))
= f(q(j0))
= j0
= pi0(〈j0, 〈i0, q〉〉).
The last term is just the projection-morphism to j from the pullback. The
third equality holds because
〈j0, 〈i0, q〉〉 ∈˙ a ∗ pia(f)
↔ a(j0) = (Πa(f))〈i0, q〉 ∧ j0 ∈˙ j ∧ 〈i0, q〉 ∈˙ pia(f)
and hence
q ∈˙
∏
j:a−1{i0}
f−1{j}.
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But a(j0) = i0 means
q(j0) ∈˙ f−1{j0}
↔ f(q(j0)) = j0
as required.
In the second part of the proof we will verify the weak universal property.
Let m : w m→ i be an object in ECupslopei and and h : a∗(m) m→ f a morphism
in ECupslopej. We have to construct morphism g : m m→ Πa(f) in ECupslopei and
its pullback4 a∗g : a∗(m) m→ a∗(Πa(f)) in ECupslopej such that h =m ε ◦ a∗g in
ECupslopej. The big picture is best understood from the following diagram:
〈j0, w0〉 w0
h〈j0, w0〉 〈j0, 〈mw0, λj.h〈j, w0〉〉〉 〈mw0, λj.h〈j, w0〉〉
j0 i
h
a∗g
a∗(m)
m
∃g
f
a∗(Πa(f))
ε
Πa(f)
a
The morphism g is induced by the term λw.〈mw,λj.h〈j, w〉〉. Since the
pullback of a is just the second projection this is clearly again a pullback
(with an obvious unique morphism into it.)
But we still have to verify this is even well-defined.
(a) We need to show that for any w0 ∈˙ w the term 〈mw0, λj.h〈j, w0〉〉 is
an element of pia(f). Clearly mw0 ∈ i so we only have to check that
λj.h〈j, w0〉 ∈
∏
j:a−1{mw0}
f−1{j}.
Let j0 ∈˙ j such that a(j0) = mw0. Then we have 〈j0, w0〉 ∈˙ a ∗m.
By assumption this gets us j0 = f(h〈j0, w0〉) or taking the inverse
h〈j0, w0〉 ∈˙ f−1{j0}. Since we chose j0 ∈˙ a−1{mw0} this shows what
we wanted.
4In EC along the projection Πa(f)∗(a)
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(b) We still have to check g induces a morphism in the slice category.
Πa(f) is just the first projection and hence we have
mw = pi0(〈mw, · · ·〉) = Πa(f)(〈mw, · · ·〉)
assuming the element is indeed in pia(f).
(c) Note that, while we write5 the pullback of g in EC as a∗g, the chosen
pullback is in fact defined as pairs 〈〈j0, gw0〉, w0〉. But this is clearly
isomorphic to pairs 〈j0, w0〉 satisfying the required equalities. The
morphism a∗g is induced by the term λr.〈pi0r, g(pi1r)〉, which does
reduce in the second component before being applied to g and hence
giving an syntactically equal term which we can then project to Πa(f).
This is different from just writing out the lambda term with pi1r in
place of w0, which would not give the required morphism!
(d) Finally, we have to verify, that the composition ε ◦ a∗g is equal to h
in ECupslopej.
Let 〈j0, w0〉 ∈˙ a ∗m. Then we have
(ε ◦ a∗g)〈j0, w0〉
= ε((λr.〈pi0r, g(pi1r)〉)〈j0, w0〉)
= ε〈pi0〈j0, w0〉, g(pi1〈j0, w0〉)〉
= ε〈j0, g(w0)〉
= ε〈j0, 〈mw0, λj.h〈j, w0〉〉〉
= (λp.(pi1(pi1p))(pi0p))〈j0, 〈mw0, λj.h〈j, w0〉〉〉
= (λj.h〈j, w0〉)(j0)
= h〈j0, w0〉
But this is just ε ◦ a∗g =m h as morphisms in EC which of course
means they are also equal as morphisms in the slice category.
With that we are done. In view of theorem 3.1.15 let us note that g is really
not unique. Indeed, the term λw0.〈mw0, λj.(λx.x)(h〈j, w0〉)〉, and in fact
5By abuse of notation, since a not directly involved, but instead its pullback along
Πa(f).
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any composition of λj.h〈j, w0〉 with a finite number of λx.x terms, will give
a morphism which is different in the term model.
Finite Colimits in EC
It is not hard to see that we have no clear way how to define pushouts in
a general way. Weaker properties about the existence of quotients will be
handled in the following sections. So while there is no hope to show that
EC is a finitely cocomplete category, we can at least get some results for
finite coproducts.
Proposition 3.1.17. Up to =m there is exactly one morphism with an
empty class as its domain.
Proof. Let Ob(∅, z), f, g : ∅ → z such that ∅ is a name of empty class for
example given by the elementary formula (1 = 0). Clearly we have
(∀u ∈˙ ∅)(fu = gu).
Construction of any such map concludes the proof:
〈∅, z, (λx.x)〉 : ∅ m→ z.
Corollary 3.1.18. Any empty class is an initial object in EC.
Proposition 3.1.19 (EC has binary coproducts).
Proof. Let Ob(a, b) be two classes. We define a+ b as
COP [u,A,B] :≡ ∃i, x(u = 〈i, x〉 ∧ N(i) ∧ (i < 2)
∧ (i = 0→ x ∈ A) ∧ (i = 1→ x ∈ B))
a+ b :≡ tCOP (s, t).
The coprojections inl : a m→ a+ b, inr : b m→ a+ b are represented by
inl :≡ 〈a, a+ b, λx.〈0, x〉〉
inr :≡ 〈b, a+ b, λx.〈1, x〉〉.
Given any cocone
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a b
c
f g
we need a unique morphism [f, g] : a + b m→ c whose composition with
the coprojections commutes with f and g.
[f, g] :≡ λx.
{
f(pi1x) pi0x = 0
g(pi1x) pi0x = 1.
Let h : a+ b m→ c with h ◦ inl =m f and h ◦ inr =m g and z ∈˙ a+ b. Then
we have two cases z = 〈0, x〉 ∧ x ∈˙ a or z = 〈1, y〉 ∧ y ∈˙ b.
h〈0, x〉 = (h ◦ inl)x
= fx
= ([f, g] ◦ inl)x
= [f, g]〈0, x〉.
The other case is handled similarly.
Taken together, these show that (h =m [f, g]) : a+ b m→ c.
It should be clear that this construction can be generalized to any finite
number. In fact unlike the limit case, we do have a countably infinite
coproduct. Furthermore, the coproducts which turn out to exist, actually
behave rather well. They are disjoint and stable under pullbacks.
Notation 3.1.20. Given any two coproducts a + b and x + y and any
morphisms f : a m→ x and g : b m→ y, we will call the induced morphism
between the coproducts f ⊕ g.
a a+ b b
x x+ y y
inlab
f f⊕g
inrab
g
inlxy inrxy
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On chosen coproducts, f ⊕ g is represented by the term
λz.
{
f(pi1z); pi0z = 0
g(pi1z); pi0z = 1.
Proposition 3.1.21 (Countably infinite coproducts are disjoint.).
Proof. Let
∑
k:N ak be a coproduct, which is at most6 countably infinite,
with coprojections ink : ak m→
∑
k:N ak induced by
λn.〈an,
∑
l:N
al, λx.〈n, x〉〉 ∈˙
∏
k:N
homEC(ak,
∑
l:N
al).
Consider the pullback
ink ∗ inl al
ak
∑
k:N ak
pl
pk inl
ink
By definition we have z ∈˙ (ink ∗ inl) ↔ z = 〈u, v〉 ∧ inku = inlv. But
this means that for some k, l ∈ N, x ∈˙ ak, and y ∈˙ al we get
k = pi0〈k, x〉 = pi0(inku) = pi0(inlv) = pi0〈l, y〉 = l.
For natural numbers k 6= l this implies (ink ∗ inl) ∼= ∅.
Proposition 3.1.22. It holds that
(a) For any morphisms f : a m→ x and g : b m→ y the diagram
a a+ b
x x+ y
inlab
f f⊕g
inlxy
is a pullback and
6For the finite case, exchange all mentions of the natural numbers N in the proof with
the class fin(j) :≡ {u ∈ N | u < j} for some finite j ∈ N.
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(b) for any morphism h : z m→ x+y there exist hx : zx m→ x and hy : zy m→ y
such that
zx zx + zy zy
z
x x+ y y
inlzxzy
hx
t
inrzxzy
hy
h
inlxy inrxy
commutes and t : zx + zy m→ z is an isomorphism.
Proof. Both these claims again rely heavily on the specific form of the
coproduct and the property of N to have decidable equality. But for any
other coproduct, we can compose with the unique isomorphism.
(a) Let p : z m→ a+ b and q : z m→ x be two morphisms such that inlxy ◦
p =m (f ⊕ g) ◦ q. The required morphism e : z m→ a is represented
by the term λz.pi1pz. This is not a priori well-defined, as we just
assume that g maps only into a. But using the definition of f ⊕ g,
which simply applies f or g depending on the number tag of the given
element in the sum,
f ⊕ g(qz) = ((f ⊕ g) ◦ q)z
= (inlxy ◦ p)z
= inlxy(pz)
= 〈0, pz〉
shows not only that qz has been mapped into a but in particular
(assuming the chosen coproduct of a and b) that pi1(qz) =m pz.
To check uniqueness we just have to notice that inlab is injective, hence
a monomorphism. Then we get directly that for any e, e′ : z m→ a with
inlab ◦ e =m p =m inlab ◦ e′ we have e =m e′.
(b) For the second statement, construct zx and zy as the pullback.
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inlxy ∗ h (inlxy ∗ h) + (inrxy ∗ h) inrxy ∗ h
z
x x+ y y
inlzxzy
h∗(inlxy)
t
inrzxzy
h∗(inrxy)
h
inlxy inrxy
The morphism t : (inlxy ∗ h) + (inrxy ∗ h) m→ z is induced by the term
λw.pi1(pi1w).
This is because both pullbacks have the form 〈u, v〉 where u ∈˙ x (resp.
u ∈˙ y) and v ∈˙ z. To show this is an isomorphism, we give a term for
the inverse t−1 :
λw.
{
〈0, 〈pi1(hw), w〉〉; pi0(hw) = 0
〈1, 〈pi1(hw), w〉〉; pi0(hw) = 1
alternatively, the term
λw.〈pi0(hw), 〈pi1(hw), w〉〉.
If we calculate using the second term, we see that
(t ◦ t−1)z = t((λw.〈pi0(hw), 〈pi1(hw), w〉〉)z)
= t(〈pi0(hz), 〈pi1(hz), z〉〉)
= (λw.pi1(pi1w))(〈pi0(hz), 〈pi1(hz), z〉〉)
= pi1(pi1(〈pi0(hz), 〈pi1(hz), z〉〉))
= pi1(〈pi1(hz), z〉)
= z
and for the left case 〈0, 〈x, z〉〉 ∈˙ (inlxy ∗ h) + (inrxy ∗ h)
(t−1 ◦ t)(〈0, 〈x, z〉〉) = (t−1 ◦ t)(〈0, 〈x, z〉〉)
= t−1((λw.pi1(pi1w))(〈0, 〈x, z〉〉))
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= t−1(pi1(pi1(〈0, 〈x, z〉〉)))
= t−1(pi1(〈x, z〉)) = t−1(z)
= 〈pi0(hz), 〈pi1(hz), z〉〉 = 〈0, 〈pi1(hz), z〉〉
= 〈0, 〈x, z〉〉
where the last two equalities come from the assumption inlxyx =
〈0, x〉 = hz. The right case works exactly the same. This shows
that the coproduct of the coprojections along any morphism is still a
coproduct.
Corollary 3.1.23. [30, Proposition 1.1] Assuming a category C with binary
sums, Lack and Vitale give the properties (a) and (b) of proposition 3.1.21
as being equivalent7 to C being extensive in the sense of 2.3.4.
We have not yet considered unions of subobjects. Having an axiom in
EM which says that we have binary unions of any class, one might think
that this would translate into a statement in category theory. That is,
however, not the case. Not in the sense that unions of arbitrary subobjects
would exist. Instead, we can only show existence of unions for two more
restricted cases.
Proposition 3.1.24. Let a : dom(a) m x, and b : dom(b) m x be two
subobjects of x.
(a) The conditions
1. dom(a) ⊂˙ x and dom(b) ⊂˙ x
2. (∀u ∈˙ a)(au = u) and (∀v ∈˙ b)(bv = v)
are sufficient for the existence of a ∪ b m x.
(b) If a and b are disjoint (i.e. a ∗ b ∼= ∅) then a ∪ b m x exists.
Proof. (a) is exactly the case where the EM axioms for elementary com-
prehension state that unions of classes exist: 〈un(a, b), x, λx.x〉 is the union-
subobject.
(b) is just the case where the disjoint union is already the union. a and b
are monic, and the case where we require 〈0, a0〉 = 〈1, b0〉 in a+ b, because
we have aa0 = bb0 in x doesn’t occur by assumption.
7We have not proved that this is still true in our setting.
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3.2. The Category ECB
A set is not an entity which has an ideal existence. A set exists
only when it has been defined. To define a set we prescribe, at
least implicitly, what we (the constructing intelligence) must do
in order to construct an element of the set, and what we must
do to show that two elements of the set are equal. (Bishop, [6])
In the above quote of Bishop, it is stated that we “must do [something]
to show that two elements of a set are equal.” This leaves open some room
for interpretation. If we only have to show something, that is we have to
prove a proposition, then we end up with a notion of (implicit) Bishop sets
as defined in this section. If we, however, assume that we have to construct
something, this leads to the category ECex described in section 3.3, which
we might call explicit Bishop sets since we have to explicitly construct proof
objects to show equalities.
As we have seen in section 3.1, the defined category EC has problems
with products and cartesian closure. To fix this we can augment each class
with an equivalence relation. This fixes the problem of infinite products
and “function spaces” not being quotiented by functional extensionality.
Maybe even more importantly it gives a well-behaved notion of an image
of a morphism. This allows for interpretation of regular logic as internal
logic of the category which is an ∃-∧ fragment of many-sorted first-order
logic [9]. In fact ECB also has well-behaved binary sums. It is extensive in
the sense of [11].
Definition 3.2.1. ECB
Weak ECB is the category defined in the following way.
Ob(x) :≡ R (‖x‖) ∧ R (xE) ∧ EQV(x)
Mor(f) :≡ f ∈˙ (‖x‖ .→ ‖y‖) ∧ f ∈˙ Fun(xE, yE)
x =o y :≡ x = y
f =m g :≡ f, g : x m→ y ∧ Ext[x, y, f, g]
id(x) :≡ 〈x, x, λx.x〉
f ◦ g :≡ 〈dom(g), cod(f), λz.f(gz)〉
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where we have used the following definitions
‖x‖ :≡ pi0x
xE :≡ pi1x
Fun[u,R, S] :≡ (∀〈x, y〉 ∈ R)(〈ux, uy〉 ∈ S)
Ext[x, y, f, g] :≡ (∀a ∈˙ ‖x‖)(fa ∈˙ ‖y‖ ∧ 〈fa, ga〉 ∈˙ yE)
rel(x, r) :≡ {0 | (∀q ∈ R)((q)0 ∈ X ∧ (q)1 ∈ X)}
refl(x, r) :≡ {0 | (∀a ∈ X)(〈a, a〉 ∈ R)}
symm(x, r) :≡ {0 | (∀a, b ∈ X)(〈a, b〉 ∈ R→ 〈b, a〉 ∈ R)}
trans(x, r) :≡
{
0 | (∀a, b, c ∈ X)(〈a, b〉 ∈ R ∧ 〈b, c〉 ∈ R
→ 〈a, c〉 ∈ R)
}
EQV(x) :≡ 0 ∈˙ rel(‖x‖, rE) ∩ refl(‖x‖, rE)
∩ symm(‖x‖, rE) ∩ trans(‖x‖, rE)
Given a, b ∈˙ ‖x‖ and c, d ∈ XR we will from now on write
a ∼x b :≡ 〈a, b〉 ∈˙ xE
c ∼XR d :≡ 〈c, d〉 ∈ XR and
Ext[f, g] :≡ Ext[dom(f), cod(f), f, g].
Less formal, we now have objects of pairs 〈x, r〉 which we will call implicit
Bishop sets,8 where x is a class name and r is a name of an equivalence rela-
tion in the classical sense (i.e. a class of pairs which is reflexive, symmetric
and transitive.)
To define the (non-weak) ECB-category we just restrict Ob(x) to a
universe U(u) instead of allowing arbitrary class names. Then all classes
defined above will be contained in u.
Proposition 3.2.2. Composition is compatible with equality.
Proof. Let f, f ′ : y m→ z and g, g′ : x m→ y with f =m f ′ and g =m g′.
8Throughout this section we will mostly omit the implicit qualifier and just call them
Bishop Sets.
82
3.2. The Category ECB
By definition we have
f ◦ g :≡ 〈x, z, λx.f(gx)〉.
Ext[g, g′]→ (∀w ∈˙ ‖x‖)(gw ∼y g′w)
Because f and f ′ are functions we get
f(gw) ∼z f(g′w) ∧ f ′(gw) ∼z f ′(g′w).
Ext[f, f ′]→ f(gw) ∼z f ′(g′w)
hence
f ◦ g =m f ′ ◦ g′.
Proposition 3.2.3. ECB has a terminal object.
Proof. Any one-element Bishop-set is terminal. Set 1 :≡ 〈{∗}, {〈∗, ∗〉}〉 then
〈x,1, λz.∗〉 exists for all Ob(x) and is the unique morphism up to functional
extensionality.
Note that if we write this as h(x, p) :≡ 〈x, 1, λz.∗〉 : x m→ 1, we get the unique
morphism for any cone over the diagram • id(•) in a uniform way which
is required by the definition of a limit. Since in Explicit Mathematics it
is almost impossible to write down such morphisms in a way which is not
uniform, we will generally omit mentioning this part of the proof.
Definition 3.2.4. Injectivity
We call a morphism f : x m→ y injective if the underlying operation is
injective up to equivalence.
(∀a, b ∈˙ ‖x‖)((fa ∼y fb)→ (a ∼x b))
Proposition 3.2.5. Injective functions are monomorphisms.
Proof. Let f : y m→ z and (∀a, b ∈˙ ‖y‖)((fa ∼z fb) → (a ∼y b)). Given
g, h : x m→ y such that f ◦ g =m f ◦ h, we have to show g =m h.
f ◦ g =m f ◦ h↔ (∀a ∈˙ ‖x‖)((f ◦ g)a ∼z (f ◦ h)a)
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The right-hand side of this formula reduces to
(∀a ∈˙ ‖x‖)(f(ga) ∼z f(ha)).
By injectivity, it follows that ga ∼y ha holds for all a in ‖x‖. This finishes
the proof, since through Ext[g, h] we also have g =m h.
Proposition 3.2.6. Monomorphisms are injective.
Proof. Let f : x m y be monic. For any a ∈˙ ‖x‖ We can define the global
element-morphism
{a} :≡ 〈1, x, λx.a〉 : 1 m→ x
Let a, b ∈˙ ‖x‖ such that fa ∼y fb. By definition of composition we get the
following string of equivalences.
(f ◦ {a})(∗) ∼y f({a}(∗))
∼y fa ∼y fb ∼y f({b}(∗)) ∼y (f ◦ {b})(∗)
But this just means (f ◦ {a}) =m (f ◦ {b}). Because f is mono this implies
that we have {a} =m {b} which can only be true if a ∼x b holds, which is
what we wanted to show.
Proposition 3.2.7. ECB is finitely complete.
Proof. We need to show that we have a terminal object and all binary
pullbacks. A terminal exists as shown in prop. 3.2.3. For the pullback of
f : x m→ a and g : y m→ a we can adapt the usual construction of the category
of sets.
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PB[u, f, g,X, Y, S] :≡ ∃x, y(u = 〈x, y〉 ∧ x ∈ X ∧ y ∈ Y
∧ 〈fx, gy〉 ∈ S)
pullb(f, g) :≡ tPB(f, g, ‖dom(f)‖, ‖dom(g)‖, cod(f)E)
PBEQV [u, f, g,−→X ] :≡ (∃x1, x2 ∈ X)(∃y1, y2 ∈ Y )(
u = 〈〈x1, y1〉, 〈x2, y2〉〉
∧ 〈x1, x2〉 ∈ R ∧ 〈y1, y2〉 ∈ Q
∧ 〈fx1, gy1〉 ∈ S ∧ 〈fx2, gy2〉 ∈ S)
where −→X is short for X,Y,R,Q, S
pullbeqv(f, g) :≡ tPBEQV (f, g, ‖dom(f)‖, ‖dom(g)‖,
dom(f)E, dom(g)E, cod(f)E)
f ∗ g :≡ 〈pullb(f, g), pullbeqv(f, g)〉,
So far this works, because the equivalence relation is basically the restriction
of the relation on products to the carrier.
the actual pullback maps f∗g and g∗f are then just projections.
pr0 :≡ 〈f ∗ g, dom(f), pi0〉
pr1 :≡ 〈f ∗ g, dom(g), pi1〉
To see that those are functions of Bishop-sets, consider 〈x1, y1〉, 〈x2, y2〉 ∈˙
‖f ∗ g‖ which are related. Then by definition, 〈x1, x2〉 ∈˙ dom(f)E and
〈y1, y2〉 ∈˙ dom(g)E, but that is exactly what we need for the projections to
be functions.
Given morphisms x c ym n with f ◦ m =m g ◦ n we can
construct
h : c m→ f ∗ g
h :≡ λx.〈mx, nx〉
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Let u, v ∈˙ ‖c‖ and 〈u, v〉 ∈˙ cE. To show h is a well-defined function, we
need that 〈mu, nu〉 is in ‖f ∗ g‖ and that the results are related. If we can
show that both elements of the pair get mapped to a related result, i.e.
f(mu) ∼cod(f) g(nu)
holds, we are done with the first part. But this can be rewritten as
(f ◦m)u ∼a (g ◦ n)u
which is true by assumption.
For the second part, note that both m and n are morphisms so it follows
that mu ∼x mv and nu ∼y nv. Those were exactly the missing equations
to get
〈mu, nu〉 ∼f∗g 〈mv, nv〉.
Suppose we have another h˜ : c m→ f ∗ g and z ∈˙ c.
pr0 ◦ h˜ =m m↔ Ext[c, x, (pr0 ◦ h˜),m]
↔ (∀z ∈˙ c)((pr0 ◦ h˜)z ∼x mz)
Of course it also holds that
Ext[c, x, (pr0 ◦ h˜), 〈c, x, λx.pr0(h˜x)〉]
and so
(∀z ∈˙ c)((λx.pr0(h˜x))z ∼x mz).
Since the same can be done for the other projection, this means we have
some a ∈˙ x and b ∈˙ y such that h˜z ∼f∗g 〈a, b〉. But with the first equation
it follows, that 〈a, b〉 = 〈mz, nz〉. Hence we are done because with this we
obtain Ext[h˜, h] and so h˜ =m h.
Cartesian Closure
Proposition 3.2.8. ECB is cartesian closed.
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Proof. We can define the internal hom (or exponential) as
HOM [u, FN,FUN ] :≡ u ∈ FN ∧ u ∈ FUN
homCarr(x, y) :≡ tHOM (‖x‖ .→ ‖y‖, Fun(‖x‖, xE, ‖y‖, yE))
EXTF [u, F,X,R] :≡ (∃f, g ∈ F )
(u = 〈f, g〉 ∧ (∀x ∈ X)(〈fx, gx〉 ∈ R)
homeqv(x, y) :≡ tEXTF (homCar(x, y), ‖x‖, yE)
hombset(x, y) :≡ 〈homCarr(x, y), homeqv(x, y)〉
With this we can define
xy :≡ hombset(x, y)
εx,y :≡ 〈xy × y, x, λp.(pr0p)(pr1p)〉
Λzx,y :≡ λh.〈z, xy, λz.λy.h〈z, y〉〉
Let 〈f, w〉 ∼xy×y 〈g, z〉. Then we have Ext[y, x, f, g] and w ∼y z. Checking
well-definedness of εx,y we see that:
(λp.(pr0p)(pr1p))〈f, w〉 = (pr0〈f, w〉)(pr1〈f, w〉)
= fw
∼x fz
∼x gz
= (pr0〈g, z〉)(pr1〈g, z〉)
= (λp.(pr0p)(pr1p))〈g, z〉
The third line is because w ∼y z and because f respects equivalences. The
fourth line is because f and g are equivalent (f ∼xy g.)
Now we have to check Λzx,y(h) : Let u ∼z v and s ∼y t :
(Λzx,y(h))u = (λz.λy.h〈z, y〉)u
= λy.h〈u, y〉
∼xy λy.h〈v, y〉
∼xy (Λzx,y(h))v
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The third equivalence is justified by:
(λy.h〈u, y〉)s = h〈u, s〉
∼x h〈v, t〉
= (λy.h〈v, y〉)t
The second line is because u ∼z v and s ∼y t implies 〈u, s〉 ∼z×y 〈v, t〉 and
h is a function with domain z × y.
Because this calculation still works if we don’t exchange u with v, this
shows both that (λy.h〈u, y〉) is well-defined as element of xy and that the
partially applied functions are indeed related when we substitute related
elements.
Now it remains to check the actual equations. Let 〈u,w〉 ∈˙ z × y
(CC4) (h : z × y m→ x)→ (εx,y ◦ 〈Λzx,y(h) ◦ pr0, pr1〉 =m h)
(CC5) (k : z m→ xy)→ (Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉) =m k)
(εx,y ◦ 〈Λzx,y(h) ◦ pr0, pr1〉)〈u,w〉
∼x (λp.((εx,y)((〈Λzx,y(h) ◦ pr0, pr1〉)p))〈u,w〉
∼x ((εx,y)((〈Λzx,y(h) ◦ pr0, pr1〉)〈u,w〉))
∼x (εx,y)〈(Λzx,y(h) ◦ pr0)〈u,w〉, pr1〈u,w〉〉
∼x (εx,y)〈(Λzx,y(h))(pr0〈u,w〉), w〉
∼x (εx,y)〈(Λzx,y(h))u,w〉
∼x (εx,y)〈(λy.h〈u, y〉), w〉
∼x (λp.(pr0p)(pr1p))〈(λy.h〈u, y〉), w〉
∼x (pr0〈(λy.h〈u, y〉), w〉)(pr1〈(λy.h〈u, y〉), w〉))
∼x ((λy.h〈u, y〉))(w))
∼x h〈u,w〉
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Because we chose arbitrary elements of z × y, we get by definition of Ext
that εx,y ◦ 〈Λzx,y(h) ◦ pr0, pr1〉 =m h.
For the other equation let u ∈˙ z.
(Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉)u
∼xy (Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉)u
∼xy (λy.(εx,y ◦ 〈k ◦ pr0, pr1〉)〈u, y〉)
Because we actually want to check equivalence in x we will no supply an
additional w ∈˙ y.
(λy.(εx,y ◦ 〈k ◦ pr0, pr1〉)〈u, y〉)w
∼x (εx,y ◦ 〈k ◦ pr0, pr1〉)〈u,w〉
∼x (εx,y)((〈k ◦ pr0, pr1〉)〈u,w〉)
∼x (εx,y)(〈(k ◦ pr0)〈u,w〉, pr1〈u,w〉〉)
∼x (εx,y)(〈ku,w〉)
∼x λp.(pr0p)(pr1p)(〈ku,w〉)
∼x (ku)w
So, going back to one argument, we get for arbitrary u ∈˙ z
(Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉)u ∼xy (ku)
from this we finally have the required
Λzx,y(εx,y ◦ 〈k ◦ pr0, pr1〉) =m k.
Proposition 3.2.9. ECB is locally cartesian closed.
Proof. We move this proof to the appendix. Definition A.4.1 gives the
dependent product, and corollary A.4.4 shows that this gives exponential
objects in all slices of ECB.
For completeness’ sake we just state the left-adjoint to pullback. This
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always exists and the verification in Explicit Mathematics is no harder than
it is otherwise.
Definition 3.2.10. For any f : a m→ b, the left-adjoint Σf ` f∗ on slice-
categories is given by composition with f.
Σf : ECBupslopea→ ECBupslopeb
Σf (k) :≡ f ◦ k
Σfm(η) :≡ 〈Σf (dom(η)),Σf (cod(η)), η〉
Corollary 3.2.11. The product f × g in the slices of ECB can then be
written as Σf (f∗g) : f ∗ g m→ cod(f) which is just one of the projections
from the pullback composed with its morphism.
Colimits
Proposition 3.2.12. Any empty class with an empty equivalence relation
is an initial object in ECB.
Proof. The proof of proposition 3.1.17 stating that there is only one mor-
phism with an empty class as its domain, still applies.
Proposition 3.2.13. ECB has image factorizations.
Proof. Let f : x m→ y be any morphism. We now construct
x im(f) y.
IMG[u, g,X] :≡ u ∈ X
IMGEQV [u, g,X, S] :≡ (∃a, b ∈ X)(u = 〈a, b〉 ∧ 〈ga, gb〉 ∈ S)
im(g) :≡ 〈tIMG(g, ‖dom(g)‖),
tIMGEQV (g, ‖dom(g)‖, cod(g)E)〉
g˜ :≡ 〈im(g), cod(g), g〉
ig :≡ 〈dom(g), im(g), λx.x〉
This is not your usual construction from Sets, but it satisfies the usual
properties. Let a, b ∈˙ ‖im(g)‖ with ga ∼x gb. The relation of im(g) is
90
3.2. The Category ECB
defined exactly so that a ∼im(g) b holds. This makes g˜ trivially injective
and by prop. 3.2.5 also monic. Because g is a morphism, this also makes
ig well-defined, since im(g)E then has to extend the relation xE. What we
still have to show is the following: Given another factorization h : x m→ z,
n : z
m y there needs to exist a unique morphism j : im(g) m→ z such that
the diagram
x
im(g) z
y.
ig h
g˜
j
n
commutes. We can do this, by setting j :≡ 〈im(g), z, h〉. To check that this
is a function, let a ∼im(g) b. Then we have ga ∼y gb. This means we also
have n(ha) ∼y n(hb). Prop. 3.2.6 tells us, that n is injective, so it also
holds that (ha) ∼z (hb). This is exactly what is needed to make h also into
a morphism with im(g) as it’s domain. Lastly, note that such a morphism
is always unique because any other f : im(g) m→ z with n ◦ f =m g˜ =m n ◦ j
is equal to j because n is mono.
Proposition 3.2.14. Given any morphism f : x m→ y and its image fac-
torization f =m f˜ ◦ if , the morphism if will be a regular epi.
Proof. Let p0, p1 : if ∗ if m→ im(f) be the projections from the chosen
pullback of if along itself. We have
〈x0, x1〉 ∈˙ ‖if ∗ if‖ ↔ f(ifx0) ∼y f(ifx1)↔ f(x0) ∼y f(x1).
if is then the coequalizer of p0, p1. Let h : x m→ z be another morphism such
that h ◦ p0 =m h ◦ p1 holds. This means that for all 〈x0, x1〉 ∈˙ ‖if ∗ if‖
h(x0) ∼z h(p0〈x0, x1〉)
∼z h(p1〈x0, x1〉)
∼z h(x1).
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This means h can be reused as h :≡ 〈im(f), z, h〉. Note that x0 ∼im(f)
x1 ↔ fx0 ∼y fx1 ↔ 〈x0, x1〉 ∈˙ ‖if ∗ if‖. Hence h is a function. But clearly
h =m h ◦ if and ifx0 ∼x ifx1 ↔ 〈x0, x1〉 ∈˙ ‖if ∗ if‖, so point-wise this is
really just application of h and thus unique.
if ∗ if x im(f)
z
p0
p1
if
h
h
Proposition 3.2.15. Image factorizations are stable under pullback
Proof. Let f : x m→ y be a morphism, f˜ ◦ if : x m→ im(f)
m y its image
factorization and h : z m→ y some other morphism. The pullback of f along
h is given by pr0 : f ∗ h m→ z where f ∗ h is defined as pullback(f, h).
f ∗ h x
im(pr0) f˜ ∗ h im(f)
z y
ipr0
pr0
y if
p˜r0
y
f˜
h
We show that im(pr0) and f˜ ∗ h are isomorphic and in fact extensionally
equal.
• The carriers have the same elements:
Consider an element 〈a,w〉 ∈˙ ‖im(pr0)‖. Since by definition of images
we have ‖im(pr0)‖ = ‖f ∗ h‖, it also holds that 〈a,w〉 ∈˙ ‖f ∗ h‖.
But that means fa ∼y hw. Because f is extensionally equal to f˜
this implies 〈a,w〉 ∈˙ ‖f ∗ h‖. The other direction is similar since
hw ∼y f˜a→ hw ∼y fa.
• The equivalence relations are the same:
Let 〈a,w〉 ∼
im(p˜r0)
〈b, v〉. This is defined as pr0〈a,w〉 ∼z pr0〈b, v〉
which reduces to a ∼z b. But fw ∼y ha ∼y hb ∼y fv which implies
w ∼im(f) v. This means these pairs are related in the pullback f˜ ∗ h.
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The other direction is trivial since 〈a,w〉 ∼f˜∗h 〈b, v〉 immediately gives
us a ∼z b.
This shows that im(pr0) and f˜ ∗h are extensionally equal (so the pullback
of an image of some f is the image of the pullback of f.) The unique image-
map into other factorizations is then just the one we get from im(pr0)
composed with 〈f˜ ∗ h, im(pr0), λx.x〉.
Proposition 3.2.16. Regular epimorphisms of the form ih for some mor-
phism h are preserved under pullback up to isomorphism.
Proof. Let q : c m→ im(h) be an arbitrary morphism and q ∗ ih the chosen
pullback with g the projection to c, i.e. the pullback of ih.
q ∗ ih a
im(g)
c im(h)
g
ig
ih
g˜
q
We have
〈c0, a0〉 ∈˙ ‖q ∗ ih‖ ↔ (qc0 ∼im(g) iha0)
↔ (qc0 ∼im(g) a0)
↔ (h(qc0) ∼cod(h) h(a0)).
and also
〈〈c0, a0〉, 〈c1, a1〉〉 ∈˙ (im(g))E ↔ (c0 ∼c c1).
This gives a possibility to construct a section into im(g).
g˜−1 :≡ 〈c, im(g), λc.〈c, qc〉〉
We need to show that this is a function and that
〈c0, a0〉 ∼im(g) (g˜−1 ◦ g˜)〈c0, a0〉.
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Let c0 ∼c c1. Then qc0 ∼im(h) qc1. That is equivalent to h(qc0) ∼cod(h)
h(qc1). This implies that
〈c0, qc0〉 ∼q∗ih 〈c1, qc1〉.
So g˜−1 maps to the correct class and is trivially a function.
(g˜−1 ◦ g˜)〈c0, a0〉
∼im(g) (λz.((λ.c.〈c, qc〉)(λw.pi0w)z)〈c0, a0〉
∼im(g) ((λc.〈c, qc〉)(λw.pi0w)〈c0, a0〉
∼im(g) ((λc.〈c, qc〉)(pi0〈c0, a0〉)
∼im(g) (λc.〈c, qc〉)c0
∼im(g) 〈c0, qc0〉).
From the definition of (im(g))E we then get 〈c0, qc0〉 ∼im(g) 〈c0, a0〉. The
other direction is trivial as we just add another factor and then project it
away again.
Hence the pullback of any ih is of the form g˜◦ ig were g˜ is an isomorphism.
It is in particular a regular epimorphism (being the coequalizer of the kernel
pair of ig. (see proposition 3.2.14.)
Theorem 3.2.17. All regular epimorphisms are up to isomorphism of the
form ih for some h : x m→ y.
Proof. Let f : x m→ z be some regular epi. We pull back along id(z) and
factor the resulting morphism g. The proof of proposition 3.2.16 tells us
that the monomorphism is in fact an iso.
id(z) ∗ f id(z) ∗ f x
im(g) z z
id
=m
ig
∼=
g f
∼=
g˜
=m
id
Since the pullback on the right is up to isomorphism given by
z x z,
f id(x)
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we see that f is indeed up to isomorphism of the form ig.
Corollary 3.2.18. ECB is a regular category
Proof. We can apply proposition A.3.7. We have arbitrary binary pullbacks,
as seen in propositions 3.2.13 and 3.2.14 we can factor any morphism into
a regular epi followed by a monomorphism and Proposition 3.2.16 and
theorem 3.2.17 are used to show that regular epis are stable under pullbacks
along arbitrary morphisms.
Proposition 3.2.19. ECB has finite coproducts
Proof. We define our chosen coproducts as
COP [u,A,B] :≡ ∃i, x(u = 〈i, x〉 ∧ N(i) ∧ (i < 2)
∧ (i = 0→ x ∈ A) ∧ (i = 1→ x ∈ B))
COPEQV [u,R, S] :≡ ∃i, x(u = 〈〈i, pi0x〉, 〈i, pi1x〉〉 ∧ N(i) ∧ (i < 2)
∧ (i = 0→ x ∈ R) ∧ (i = 1→ x ∈ S)
a+ b :≡ 〈tCOPR(‖a‖, ‖b‖), tCOPREQV (aE, bE)〉
We need two coprojections inl : a m→ a+ b and inr : b m→ a+ b into the sum:
inl :≡ λx.〈0, x〉
inr :≡ λx.〈1, x〉
Clearly these are functions: if x ∼a y then by definition 〈0, x〉 ∼a+b 〈0, y〉
and similarly for related elements in b.
Now we still need the morphism out of the coproduct. Given morphisms
f : a m→ c and g : b m→ c, we define [f, g] : (a+ b) m→ c as
[f, g] :≡ λx.
{
f(pi1x) pi0x = 0
g(pi1x) pi0x = 1
To check this is a function let x ∼a+b y be two related elements. We have
two cases. Either pi0x = 0 = pi0y or pi0x = 1 = pi0y. We consider the first
case. From this we get a representation 〈0, x0〉 = x ∼a+b y = 〈0, y0〉 with
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x0 ∼a y0. This yields [f, g]〈0, x0〉 ∼c fx0 ∼c fy0 ∼c [f, g]〈0, y0〉. The other
case, showing point-wise equality to g, is similar. Combined they prove
uniqueness.
So far we have tried to do without the use of essential existential quantifiers
and disjunctions, since this allows for Feferman’s realization interpretation
[21]. Also, this made it possible to be agnostic as to whether the system is
interpreted intuitionistic or classically. However, for the next definition, we
will forgo these restrictions and work in classical logic.
Proposition 3.2.20. ECB has binary pushouts.
Proof sketch. Let f : a m→ b and g : a m→ c be two functions. We do essen-
tially the usual construction of an equivalence relation generated by some
relation E : E0 = E ∪∆∪{〈v, u〉 | 〈u, v〉 ∈ E0} and then take the transitive
closure: En = {〈u,w〉 | 〈u, v〉, 〈v, w〉 ∈ En−1} with the final relation then
given as R =
∞⋃
En.
First, we define composition of a relation with itself:
C[u,E,R] :≡ (∃v, w ∈ E)(pi1v ∼R pi0w ∧ u = 〈pi0v, pi1w〉)
comp(r, e) :≡ tC(e, rE)
As carrier of the pushout we take
p(f, g) :≡ ‖cod(f) + cod(g)‖.
We define relation on p(f, g) from which we’ll generate the transitive closure:
E0[u, f, g, A,B,C,R] :≡ u ∈ R ∨
(∃a ∈ A)(∃b ∈ B)(∃c ∈ C)
(pi0b = fa ∧ pi0c = ga ∧
(u = 〈〈0, pi1b〉, 〈1, pi1c〉〉) ∨
(u = 〈〈1, pi1c〉, 〈0, pi1b〉〉))
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The equivalence relation is then
e˜(h, f, g, a, b, c) :≡ λn.
{
tE0(f, g, ‖a‖, bE, cE, (b+ c)E) n = 0
comp((b+ c)E, h(f, g, a, b, c)(n− 1)) n 6= 0
EX[u,E] :≡ (∃n ∈ N)(〈n, u〉 ∈ E)
closure(f, g) :≡
∑
n:N
(fix(e˜)(f, g, dom(f), cod(f), cod(g), n))
e(f, g) :≡ tEX(closure(f, g))
The proof that this is an equivalence relation and that it is minimal can be
done the usual way, so we only give the case for symmetry:
SYMM [u,C] :≡ (u ∈ N) ∧ ∀p(〈u, p〉 ∈ C → 〈u, 〈pi1ppi0p〉〉 ∈ C)
symm :≡ tSYMM (closure(f, g))
For u = 0 we have the diagonal and inverse directly built in. Let u > 0,
u ∈˙ symm, and 〈u+ 1, p〉 ∈ closure(f, g). If 〈u, p〉 ∈ closure(f, g) then by
induction we are done. If 〈u, p〉 /∈ closure(f, g) then there are k, l < u+ 1
〈k, v〉, 〈l, w〉 ∈ closure(f, g) such that pi1v ∼(b+c)E pi0w and pi0u ∼ pi0v ∧
pi1u ∼ pi1w. But by induction, we also get the inverses v−1, w−1 of v and w
in the k-th (resp. the l-th) step, which means their composition is added in
step max(k, l) + 1 ≤ u+ 1. If we now have 〈〈i, x〉, 〈j, y〉〉 ∈˙ e(f, g), i.e. there
there exists k ∈ N such that
〈k, 〈〈i, x〉, 〈j, y〉〉〉 ∈˙ closure(f, g).
Class induction now implies that we have k ∈˙ symm and hence also
〈〈j, y〉, 〈i, x〉〉 ∈˙ e(f, g).
The pushout in implicit Bishop sets is now given by
f ? g :≡ 〈p(f, g), e(f, g)〉
q0 :≡ 〈cod(f), f ? g, λx.〈0, x〉〉
q1 :≡ 〈cod(g), f ? g, λx.〈1, x〉〉
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To see these are functions, let b = cod(f), c = cod(g), and x ∼b y. The
equivalence relation on f ?g contains (b+c)E. So in particular 〈0, x〉 ∼ 〈0, y〉,
which is what we needed to show for q0. The case for q1 is the same.
Let u : b m→ d and v : c m→ d be two morphisms such that u ◦ f =m v ◦ g.
There is a unique morphism e : f ? g m→ d making the obvious triangles
commute. k is represented by the term
k(u, v)(x) :≡
{
u(pi1x) pi0x = 0
v(pi1x) pi0x = 1.
This is well-defined: Let 〈i, x〉 ∼f?g 〈j, y〉. We have four cases, two of
which are symmetric:
(i) i = 0 = j or i = 1 = j : Both u and v are functions.
(ii) i = 0, j = 1 : By induction. There is some finite n such that
〈n, 〈〈0, x〉, 〈1, y〉〉〉. If n = 0 then there is some a0 ∈˙ a such that
fa0 ∼ x ∧ ga0 ∼ y which yields
ux ∼ u(fa0) ∼ v(ga0) ∼ vy.
Otherwise, there are j, l < n and w ∼b+c z such that 〈j, 〈〈0, x〉, w〉〉
and 〈l, 〈z, 〈1, y〉〉〉. By induction we have some a0, a1 ∈˙ a with
ux ∼ u(fa0) ∼ k(u, v)w ∼ k(u, v)z ∼ v(ga1) ∼ vy.z
(iii) i = 1, j = 0 : Symmetric to the above.
Proposition 3.2.21. Finite coproducts are disjoint
Proof. Clear: 〈a, b〉 ∈ ‖inl ∗ inr‖ ↔ 〈0, a〉 ∼a+b 〈1, b〉 ↔ ⊥.
Notation 3.2.22. We need some notation to make the following part
more readable. We write the unique morphism between coproducts in the
following way:
98
3.2. The Category ECB
a a+ b b
c c+ d d
inr
f f⊕g
inl
g
inr inl
Direct calculation show, that this morphism can be written as
f⊕g :≡
〈
dom(f) + dom(g), cod(f) + cod(g), λz.
{
〈0, f(pi1z)〉 pi0z = 0
〈1, g(pi1z)〉 pi0z = 1
〉
Definition 3.2.23. Let ObECB(x, y) and let ECB/x × ECB/y be the
product category of the slice categories defined in the obvious way. The
canonical functor into the slice of the sum x + y will be called p. In the
following we will omit the doubled k to get the operation of a morphism in
a slice and just write k.
p :≡ 〈po, pm〉 : (ECB/x×ECB/y)→ ECB/(x+ y)
po(〈f, g〉) :≡ f ⊕ g
pm(〈k, l〉) :≡ 〈po(〈dom(k), dom(l)〉), po(〈cod(k), cod(l)〉),
(k ⊕ l)〉
Proposition 3.2.24. There exists a functor from ECB/(x + y) to the
product ECB/x×ECB/y.
Proof. The following classes are essentially given as the pullback of f along
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inl or inr or written differently f−1{〈i,−〉}.
C[u, i, f, A] :≡ u ∈ A ∧ pi0(fu) = i
CR[u, i, f, R] :≡ u ∈ R ∧ pi0(fpi0u) = i
‖case(f, i)‖ :≡ tC(f, ‖dom(f)‖, i)
case(f, i)E :≡ tCR(f, dom(f)E, i)
[f |0 :≡ case(f, 0)
[f |1 :≡ case(f, 1)
The functor is the given by
q :≡ 〈qo, qm〉 : ECB/(x+ y)→ (ECB/x×ECB/y)
qo(f) :≡ 〈〈[f |0, x, λz.pi1(fz)〉,
〈[f |1, y, λz.pi1(fz)〉〉
qm(h) :≡ 〈qo(dom(h)), qo(cod(h)),
〈〈[dom(h)|0, [cod(h)|0, λz.hz〉,
〈[dom(h)|1, [cod(h)|1, λz.hz〉〉〉
Theorem 3.2.25. p and q are an equivalence of categories with natural
isomorphisms
η :≡ 〈q ◦ p, id(ECB/x×ECB/y),
λz.〈〈
〈[po(z)|0, x, λw.pi1((pi0z ⊕ pi1z)w)〉
〈[po(z)|1, y, λw.pi1((pi0z ⊕ pi1z)w)〉〉,
z,
λw.〈pi1(pi0w), pi1(pi1w)〉〉〉
ξ :≡ 〈p ◦ q, id(ECB/(x+ y)), λh.〈pm(qm(h)), h, λw.〈hw,w〉〉〉
Proof. Let 〈f, g〉 :≡ 〈〈a, x, f〉, 〈b, y, g〉〉 be an object of the product category
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(ECB/x×ECB/y).
po(〈f, g〉) = 〈a+ b, x+ y, λz.
{
〈0, f(pi1z)〉 pi0z = 0
〈1, g(pi1z)〉 pi0z = 1
〉
In a first step we check when x ∈˙ ‖[po(〈f, g〉)|0‖ holds.
x ∈˙ ‖[po(〈f, g〉)|0‖ ↔ x ∈˙ ‖a+ b‖ ∧ pi0(po(〈f, g〉)x) = 0
↔ x ∈˙ ‖a+ b‖ ∧ pi0x = 0 ∧ pi1x ∈˙ a
↔ pi0x = 0 ∧ pi1x ∈˙ a.
So there is an isomorphism [po(〈f, g〉)|0 ∼= a induced by 〈0, x〉 7→ x uniform
in the argument pair. The other case works similarly, and so the pair of
those isomorphisms is an isomorphism in the product category.
qo(po〈f, g〉)
= 〈〈[po(〈f, g〉)|0, x, λz.pi1(po(〈f, g〉)z)〉,
〈[po(〈f, g〉)|1, y, λz.pi1(po(〈f, g〉)z)〉〉
=m 〈〈[po(〈f, g〉)|0, x, λz.pi1(((k ⊕ l))z)〉,
〈[po(〈f, g〉)|1, y, λz.pi1(((k ⊕ l))z)〉〉
from the above calculation of [po(〈f, g〉)|i we know the form of z and can
simplify.
=m 〈〈[po(〈f, g〉)|0, x, λz.pi1(〈0, k(pi1z)〉)〉,
〈[po(〈f, g〉)|1, y, λz.pi1(〈1, l(pi1z)〉〉〉
=m 〈〈[po(〈f, g〉)|0, x, λz.k(pi1z)〉,
〈[po(〈f, g〉)|1, y, λz.l(pi1z)〉〉
We have to check this is natural. Let k : f0 m→ f1, l : g0 m→ g1 be two
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morphisms in ECB/x and ECB/y.
qm(pm〈k, l〉)
= 〈qo(dom(pm〈k, l〉)), qo(cod(pm〈k, l〉)),
〈〈[f0 ⊕ g0|0, [f1 ⊕ g1|0, λz.(pm〈k, l〉)z〉,
〈[f0 ⊕ g0|1, [f1 ⊕ g1|1, λz.(pm〈k, l〉)z〉〉〉
=m 〈qo(f0 ⊕ g0), qo(f1 ⊕ g1),
〈〈[pm(〈dom(k), dom(l)〉)|0, [pm(〈cod(k), cod(l)〉)|0,
λz.(pm〈k, l〉)z〉,
〈[pm(〈dom(k), dom(l)〉)|1, [pm(〈cod(k), cod(l)〉)|1,
λz.(pm〈k, l〉)z〉〉〉
=m 〈qo(f0 ⊕ g0), qo(f1 ⊕ g1),
〈〈[pm(〈f0, g0〉)|0, [pm(〈f1, g1〉)|0, λz.(k ⊕ l)z〉,
〈[pm(〈f0, g0〉)|1, [pm(〈f1, g1〉)|1, λz.(k ⊕ l)z〉〉〉
=m 〈qo(f0 ⊕ g0), qo(f1 ⊕ g1),
〈〈[pm(〈f0, g0〉)|0, [pm(〈f1, g1〉)|0, λz.kz〉,
〈[pm(〈f0, g0〉)|1, [pm(〈f1, g1〉)|1, λz.lz〉〉〉
At this point we should note that f0 =m f1 ◦ k in particular implies, that in
the coproduct k does not “switch sides” and so pm only adds labels to the
morphism staying in the correct [pm(〈f0, g0〉)|i. Essentially (q◦p)m applied to
two morphisms 〈u, v〉, sends pairs 〈〈0, a〉, 〈1, b〉〉 to pairs 〈〈0, ua〉, 〈1, vb〉〉. The
identity functor just applies the morphisms point-wise, so 〈a, b〉 7→ 〈ua, vb〉.
This makes it clear that η : (q ◦ p) ⇒ id(ECB/x × ECB/y) is a natural
isomorphism.
For the natural isomorphism we’re going sketch the proof. Let f :
a m→ x+ y and let h : f m→ g with g : b m→ x+ y. We have
po(qo(f)) =m p0(〈f |0, f |1〉) =m f |0 ⊕ f |1
pm(qm(h)) =m pm(〈h|0,f,g, h|1,f,g〉) =m h|0,f,g ⊕ h|1,f,g
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where the required morphism-restrictions are constructed as
f |0 :≡ 〈[f |0, x, λz.pi1(fz)〉
f |1 :≡ 〈[f |1, y, λz.pi1(fz)〉
h|0,f,g :≡ 〈[f |0, [g|0, λz.pi1(hz)〉
h|0,f,g :≡ 〈[f |1, [g|1, λz.pi1(hz)〉.
Application of a morphism again just gets distributed to the summands
and applied there. So given f : a m→ x+ y, the natural isomorphism sends
a0 ∈˙ a to 〈pi0(fa0), a0〉
Corollary 3.2.26. ECB is extensive.
Proof. By definition this means that canonical functor
(ECB/x×ECB/y)→ ECB/(x+ y)
is an equivalence of categories. This is theorem 3.2.25.
Proposition 3.2.27. Finite coproducts are stable under pullbacks
Proof. This follows from being extensive.
For a direct proof see proposition 3.1.22 for the same statement in EC
which can be adapted.
Additional Properties
Proposition 3.2.28 (ECB has a natural numbers object).
Proof. Unsurprisingly, the natural numbers object is the elementary class
of natural numbers with the discrete equivalence.
DISCRETE[u,X] :≡ (∃x ∈ X)(u = 〈x, x〉)
n :≡ 〈nat, tDISCRETE(nat)〉
zero :≡ 〈1,n, λx.0〉
suc :≡ 〈n,n, λx.sNx〉
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To prove that this is actually a NNO we require class induction. We recall
the definition:
(C-IN) ∀X(0 ∈ X ∧ (∀x ∈ N)(x ∈ X → sNx ∈ X)
→ (∀x ∈ N)(x ∈ X))
Now suppose we are given two morphisms z : 1 m→ a and s : a m→ a we will
construct a morphism u : n m→ a induced by a term r(z, s) which makes the
following diagram commute:
1 n n
a a
zero
z
suc
u u
s
We can define the required recursive function by
r˜(z, s) :≡ λf.λx.
{
z0 x = 0
s(f(x− 1)) x 6= 0
r(z, s) :≡ fix(r˜(z, s))
We have to show this is always defined and gives the required commuting
diagram.
DEF [u, z, s, A] :≡ N(u) ∧ (r(z, s)u) ∈ A
COMM [u, z, s] :≡ N(u) ∧ s(r(z, s)u) = r(z, s)(sucu)
The fact that z =m u◦zero holds is trivial. And so zero(∗) = 0 ∈˙ tDEF (z, s)
shows the base case.
Let N(x) ∧ r(z, s)x ∈˙ a. We can calculate
r(z, s)(x+ 1) ' fix(r˜(z, s))(x+ 1)
' s(fix(r˜(z, s))x)
' s(r(z, s)x)
Because we know that s : a m→ a, the assumption implies r(z, s)(x+ 1) ∈˙ a.
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And so we have (∀x ∈ N)(x ∈˙ tDEF (z, s)→ (x+1) ∈˙ tDEF (z, s)) for which,
(C-IN) yields (∀n ∈ N)((r(z, s)n) ∈˙ a).
For commutativity, consider
s(r(z, s)(0)) = s(z0)
= s((r˜(z, s))(fix(r˜(z, s))0))
= s(fix(r˜(z, s))0)
= fix(r˜(z, s))(1)
= r(z, s)(1)
= r(z, s)(suc0)
This is the base case 0 ∈˙ tCOMM (z, s). Now let
N(x) ∧ s(r(z, s)x) = r(z, s)(sucx).
Since we have already shown that (∀x ∈ N)(r(z, s)x ∈˙ a) holds, we can
calculate
s(r(z, s)(x+ 1)) = s(fix(r˜(z, s))(x+ 1))
= (r˜(z, s)(fix(r˜(z, s))))(x+ 2)
= fix(r˜(z, s))(x+ 2)
= r(z, s)(x+ 2)
= r(z, s)(suc(x+ 1)).
Using (C-IN) again, this shows that
(∀n ∈ N)(s(r(z, s)n) = r(z, s)(suc(n))).
But that is just what we needed to show for s ◦ u = u ◦ suc. Note that the
above equations hold because, n ∼n m↔ n = m.
With this we have shown that
u :≡ 〈n, a, r(z, s)〉
really is a well-defined morphism which commutes for all elements of n.
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Definition 3.2.29 (Sigma Bishop Set).
If we work in EC+ (J) we can define what it means to be a sigma Bishop
set.
Intuitively, we want
∑
(a, f, g) to be defined in a way such that 〈u,w〉 ∈˙∑
(a, f, g) ↔ u ∈˙ ‖a‖ ∧ w ∈˙ ‖fx‖ with equivalence 〈x,w〉 ∼∑(a,f,g)
〈y, v〉 ↔ x ∼a y ∧ (gxy)(w) ∼fb v for a transport isomorphism gxy :
f(x) ∼= f(y).
We use the following formula as a precondition for the construction of
our sigma Bishop Set.
F [a, f, g] :≡ (∀x ∈˙ ‖a‖)(Ob(fx))
∧ (∀x, y ∈˙ ‖a‖)(x ∼a y
→ gxy : fx m→ fy ∧ gxx =m id(fx)
∧ ISO[gxy, gyx])
where ISO[f, g] is the elementary statement, that f and g compose to
identities up to function extensionality. If we would had already defined
what we mean by a universe uECB of Bishop sets, we could instead have said
that f, g is a functor between a and uECB when viewed as categories with
the equivalence relations used as morphisms (where uECB has isomorphisms
of Bishop Sets as equivalence relation). Let Ob(a), f and g be such that
F [a, f, g] holds. The sigma Bishop set
∑
ECB(a, f, g) is then given by
carrier(a, f, g) :≡
∑
(‖a‖, λx.‖fx‖)
TR[u, g, x, y, w, v,R, S] :≡ u = ∗ ∧ x ∼R y ∧ (gxy)w ∼S v
transp(a, f, g, x, y, v, w) :≡ tTR(g, x, y, w, v, aE, (fy)E)
preeqv(a, f, g) :≡
∑
(carrier(a, f, g),
λx.
∑
(carrier(a, f, g),
λy.transp(a, f, g, pi0x, pi0y, pi1x, pi1y)))
EQV [u, P ] :≡ u = 〈〈x,w〉, 〈y, v〉〉
∧ 〈〈x,w〉, 〈y, v〉, ∗〉 ∈ P∑
ECB
(a, f, g) :≡ 〈carrier(a, f, g), tEQV (preeqv(a, f, g))〉
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Note that f is not an arbitrary operation, but actually respects aE in
the sense that x ∼a y → f(x) ∼= f(y). So f maps equivalent elements to
isomorphic Bishop sets (witnessed by g) and hence it is a morphism into
a universe of Bishop Sets with existence of isomorphisms as equivalence
relation.
Any universe u in Explicit Mathematics which is closed under join, will
contain both carrier(a, f, g) and tEQV (preeqv(a, f, g)) if
‖a‖ ∈˙ u ∧ aE ∈˙ u ∧ (∀x ∈˙ ‖a‖)(pi0(fx) ∈˙ u ∧ pi1(fx) ∈˙ u)
Definition 3.2.30 (Pi Bishop Set).
We define the Pi Bishop set in a similar way.
Let Ob(a), f and g be such that F [a, f, g] holds. ΠECB(a, f, g) is given by
c(a, f, g) :≡
∏
(‖a‖, λx.‖fx‖)
TR[u, g, p, q, R, S] :≡ u = ∗ ∧ (∀x ∼R y)((gxy)(px) ∼S (qy))
transp(a, f, g, p, q) :≡ tTR(g, p, q, aE, (fy)E)
preeqv(a, c, f, g) :≡
∏
(c(a, f, g),
λp.
∏
(c(a, f, g),
λq.transp(a, f, g, p, q)))
EQV [u, P ] :≡ u = 〈p, q〉 ∧ 〈p, q, ∗〉 ∈ P
C[u, P ] :≡ 〈u, u, ∗〉 ∈ P
carrier(a, f, g) :≡ tC(preeqv(a, c, f, g))
eqv(a, f, g) :≡ tEQV (preeqv(a, carrier(a, f, g), f, g))∏
ECB
(a, f, g) :≡ 〈carrier(a, f, g), eqv(a, f, g))〉
Any universe u in Explicit Mathematics which is closed under join, will
contain both carrier(a, f, g) and tEQV (preeqv(a, f, g)) if
‖a‖ ∈˙ u ∧ aE ∈˙ u ∧ (∀x ∈˙ ‖a‖)(pi0(fx) ∈˙ u ∧ pi1(fx) ∈˙ u)
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Adding a Choice Principle
For the rest of this section, we’re going to add the following version of the
axiom of choice.
(ACV ) ∀x∃yφ(x, y)→ ∃f∀xφ(x, fx)
This is consistent, which can be shown by a realizability interpretation;
see for example Beeson [4, theorem 4.3].
In particular we can apply this to
∀x∃y((R (x) ∧ ∃z(z ∈˙ x))→ y ∈˙ x)
then we have some term cACV such that for all non-empty classes x we
can prove cACV (x) ∈˙ x.
We are now going to show that in EM + (ACV ) internal equivalence
relations (see definition 3.3.3) in ECB are just equivalence relations in
the sense of ECB. Having a way to uniformly select an element from any
preimage of a monomorphism (which is necessarily unique up to equivalence),
lets us do the usual construction in the category of sets to get a quotient. In
fact we immediately get lots of properties which are suddenly easy to prove.
We can show that all monomorphisms split, which is just a restatement of
the above. This immediately implies that any mono f : a m→ b is regular
(as the equalizer of id(b) and f ◦ r, where r : b m→ a is the retraction.) And
most importantly of course, EM + (ACV ) proves that ECB is an exact
category.
Proposition 3.2.31. An object in ECB can be written as an internal
equivalence relation.
Proof. Let 〈x, r〉 be an object in ECB and 〈γo, γm〉 : EC → ECB the
embedding which sends classes to discrete Bishop sets ∆x. If we send x and
r to γo(x) and γo(r) and pii : r m→ x to γm(pii). ∆r ∆x
γm(pi0)
γm(pi1)
is then an
internal equivalence relation. Intuitively this should be clear, but we can
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directly verify this:
reflrx :≡ 〈∆x,∆r, λx.〈x, x〉〉
symmrx :≡ 〈∆r,∆r, λp.〈pi1p, pi0p〉〉
tranrx :≡ 〈γo(pi1 ∗ pi0),∆r, λz.〈pi0(pi0z), pi1(pi1z)〉〉
The fact that the last one is a function follows directly from
γm(pi1) ∗ γm(pi0) =˙ γo(pi1 ∗ pi0).
Proposition 3.2.32. An internal equivalence relation r x (in
ECB) can be represented by an object x/r and a regular epi irx : x m→ x/r.
Proof. Let r x
p0
p1
with morphisms reflrx, symmrx, and tranrx be an
internal equivalence relation. We define
‖q‖ :≡ ‖x‖
Q[u,X,R] :≡ ∃r, s(u = 〈p0r, p1s〉 ∧ (p0r) ∼X (p1s) ∧ r ∼R s)
qE :≡ tQ(xE, rE)
To show this is an equivalence relation on ‖x‖, suppose we have u, v, w ∈˙
‖x‖ : We have reflrxu ∼r reflrxu. The equation id(x) =m pi ◦ reflrx
then shows reflexivity. Symmetry directly follows from sending the existing
witnesses to their images under symmrx. Similar for transitivity.
The projection into irx into x/r is given by
irx :≡ 〈x, r/x, λx.x〉
To see that this is well-defined, consider u ∼x v. Then, because reflrx is a
function which means it send u and v to equivalent elements, we can reuse
the reflexivity-argument:
(p0 ◦ reflrx)u ∼x u ∼x v ∼x (p1 ◦ reflrx)v
Hence, u ∼x/r v holds, and we are done.
The above construction works already in EM. But while it makes sense
to call this a representation of the equivalence relation from the outside, it’s
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not clear how to prove such a statement from inside the theory without using
some amount choice. If we, however, accept (ACV ) for now; it’s easy to
prove that p0, p1 is the kernel pair of irx and irx is its pushout/coequalizer.
Proposition 3.2.33. For any internal equivalence relation r x
pr0
pr1
,
the function induced by the identity irx : x m→ x/r has pr0, pr1 as its kernel
pair.
Proof. Let u, v : z m→ x be two morphisms such that irx ◦ u =m irx ◦ v :
z m→ x/r. We can construct a function from z to r using (ACV ).
〈u, v〉 :≡ 〈z, r, λz.cACV (〈pr0, pr1〉−1{〈uz, vz〉})〉
Because 〈pr0, pr1〉 : r m→ x× x is monic by assumption, we get uniqueness
for free and are done if we can show that this is indeed a function.
(a) We have to check, that all preimages really contain an element which
we can select.
(irx ◦ u)z ∼x/r (irx ◦ v)z
↔ irx(uz) ∼x/r irx(vz)
↔ ∃w0, w1(uz ∼x pr0w0 ∧ vz ∼x pr1w1 ∧
pr0w0 ∼x pr1w1 ∧ w0 ∼r w1)
In particular this means we get some w0, w1 ∈˙ 〈pr0, pr1〉−1{〈uz, vz〉}
(b) Now let z0 ∼z z1.
〈u, v〉z0 ∼r (λz.cACV (〈pr0, pr1〉−1{〈uz, vz〉}))z0
∼r cACV (〈pr0, pr1〉−1{〈uz0, vz0〉})
∼r cACV (〈pr0, pr1〉−1{〈uz1, vz1〉})
∼r 〈u, v〉z1
Because u and v are functions, and the equivalence relation on prod-
ucts is defined component-wise we have 〈uz0, vz0〉 ∼x×x 〈uz1, vz1〉.
But then we can apply lemma 4.1.8 which says that preimages of
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equivalent values are extensionally equal. Note that cACV (·), even
when restricted to particular Bishop sets, doesn’t in general have to
be a function.9 However, because 〈pr0, pr1〉 is monic, it is injective
by proposition 3.2.6, and hence the preimage is isomorphic to 1.
Corollary 3.2.34. x/r is the pushout of p0, p1.
Proof. Let (f ◦ p0 =m g ◦ p1) : r m→ z. The unique morphism into z is given
by
h :≡ 〈x/r, z, λx.fx〉.
for well-definedness we have to check that h is a function and that g =m
h ◦ irx. (f =m h ◦ irx is obvious.)
(a) Let u ∼x/r v. There exist s ∼m t such that u ∼x p0s ∼x p1t ∼x v.
Therefore, we have fu ∼z f ◦ p0s ∼z f ◦ p0t ∼z fv. Which is what
we had to show.
(b) This makes the diagram commute because
g =m g ◦ (p1 ◦ reflrx)
=m (g ◦ p1) ◦ reflrx
=m (f ◦ p0) ◦ reflrx
=m f
=m h ◦ irx.
To prove uniqueness, consider some other k : x/r m→ z with f =m k ◦
irx =m g. We get for all u ∈˙ ‖x/r‖ that
ku ∼z k(irxu) ∼z fu ∼z hu.
Corollary 3.2.35. x/r is the coequalizer of p0, p1.
Proof. To construct the extension of some f to the coequalizer, we set
g :≡ f in corollary 3.2.34.
9Consider 2/(0 ∼ 1) and the map induced by the identity p : 2 m→ 2/(0 ∼ 1) if
λx.cACV (p−1{x}) is given by the identity it isn’t a function.
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Proposition 3.2.36. Assuming classical logic, all monomorphisms are
regular.
Proof. Let f : a m b be a monomorphism and e0, e1 : b m→ f ? f be the
coprojections into the pushout. Then f is the equalizer of e0, e1. To check the
universal property, let g : w m→ b be an arbitrary morphism with e0 ◦ g =m
e1 ◦g.We can show that g only hits elements in the image of f. Let z ∈˙ ‖w‖.
The above equation yields 〈0, gz〉 ∼f?f 〈1, gz〉. By construction of (f ? f)E
that means there exists some x ∈˙ ‖a‖ with fx ∼b gz.
The morphism h : w m→ a is induced by λw.cACV (f−1{w}). This is a
unique function because f is monic. In particular this guarantees it doesn’t
matter what elements cACV picks from a preimage. If we have u ∼w v, we
will get
hu ∼a cACV (f−1{u}) ∼a cACV (f−1{v}) ∼a hv.
This shows that g =m f ◦ h : w m→ b with unique h as required.
Theorem 3.2.37. In EM+ (ACV ) and classical logic, it is provable that
ECB is a finitely cocomplete pretopos with a natural numbers object.
Proof. A pretopos is by definition an exact and extensive category. Corollary
3.2.35 shows exactness, and corollary 3.2.26 proves extensiveness.
Proposition 3.2.20 which states that (assuming classical logic) arbitrary
binary pushouts exist can be combined with the existence of an initial object
(proposition 3.2.12), and binary coproducts (proposition 3.1.19) to get any
finite colimit. Finally, proposition 3.2.28 provides a natural numbers object.
Remark 3.2.38. The reason we give Beeson’s q-realizability as a reference
instead of, for example Feferman’s [21], is that Feferman chose a procedure
which requires (∃,∨)-free elementary formulas. But while this is fine for
almost all other parts of this thesis, the above construction relies in an
essential way on the existence quantifier.
While it’s not clear how to prove that the above is the only way of showing
exactness, it gives a good idea why the construction in the next section
really is different. In fact we can easily construct arbitrary equivalence
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relations, for which it is not clear how to construct a morphism into them
to show they are a pullback:
Let 2 be the discrete Bishop set with carrier {0, 1}, and let q be the
discrete Bishop set {a, b, c, d}.
Consider the following situation:
2
2× 2 2
2 2/(0 ∼ 1)
i
1−i
〈i,1−i〉
pi1
pi0 i
i
It’s perfectly clear how to construct the unique morphism here, but suppose
we have some injective morphism f : q m→ 2× 2. Of course the two different
functions of the cone don’t matter for the quotient, but they do matter for
the map into 2× 2. Most importantly, we have (refl2×2 ◦ i) 6= 〈i, 1− i〉 6=
(refl2×2 ◦ (1 − i)). That, however, is the only function we can construct
explicitly if we don’t know how q looks. There exist 24 different equivalence
relations q0, q1 : q m→ 2. But even if we know a monomorphism f exists which
commutes with the internal equivalence relations, and we are explicitly given
reflq, symmq, and tranq we still have no way to construct a morphism
into q which makes the diagram commute.
The above is of course not a real counter example. There may be a
possibility to make it into one, by a clever selection of the equivalence
relation such verification of the universal property of pullbacks would yield
some choice principle. Then we would still need a proof that principle
gained from this is wrong in some model. For now this is an avenue for
future research. So, while we can not prove that ECB is not exact in EM,
we can give a construction of a category which is exact without relying on
(ACV ) in the next section.
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3.3. Exact Completion
As mentioned at the beginning of section 3.2, we can interpret Bishop’s
quote on sets such that we either show or construct something to describe
sets. We have described the first version in the previous section, and we
are now turning to explicit Bishop sets. We would like for these to be
“the category of sets” in Explicit Mathematics, however it will turn out
that there are some difficulties since explicit Bishop sets are, in some sense,
too well behaved when used with the rest of our framework. For more
explanation of this see section 5.2. The category ECB while designed to
have quotients, turns out to be not enough. The actual construction we’re
going to use is of course not new at all, in fact is has been well-known for a
long time. The following quote is from 1998 and even then it was not new.
The main point here is then, that the same construction still goes through
in Explicit Mathematics.
Instead of diving into the diagrammatic definition of what a sta-
ble effective quotient is, [. . . ] we shall try first to suggest which
properties of the standard construction of a set of equivalence
classes they single out. Given an equivalence relation ∼ on a set
S , the quotient S/ ∼ is the smallest solution to the problem of
identifying elements s ∼ s′. The property (that one then checks
in proving the factorization theorem for set-functions), namely
that
[x]∼ = [x′]∼ ⇐⇒ x ∼ x′,
can be restated as saying that the kernel equivalence relation
induced by the canonical surjection S → S/ ∼ coincides with
the given equivalence relation ∼ . This makes a quotient of
sets effective. Finally, it is a property of the logic that gives
stability: any renaming of the equivalence classes g : X → S/ ∼
is in bijection with the classes for an equivalence relation on
{(x, s) | g(x) = [s]∼}.
In fact, it is the failure to produce an exact category which
suggests where to search for a category-theoretic explanation of
the construction of categories of PERs. ([5])
The property described above, namely exactness, was introduced by Barr
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in [3]. It can be seen as one-half of the requirements to make a category
abelian. Taken by itself it is still very useful since it implies that we can write
down arbitrary equivalence relations in the internal language of a category
and construct their quotient, while in regular categories only equivalence
relations generated by a morphism are guaranteed to have quotients.
The following theorem stated in the same paper will serve as a short
description of this section:
Theorem 3.3.1 ([5, 12, 10]). If C has finite limits, then Cex is exact and the
assignment of the diagonal relation x 7→ x xid
id
to objects of C defines
a full and faithful functor which preserves finite limits and is universal (in
the 2-categorical sense) among limit preserving functors from C into an
exact category.
Note that we will not prove this in its entirety, only the part which states
that the generated category is exact. In that sense the main result of this
section which is proved completely in Explicit Mathematics is theorem
3.3.23.
Before we recall some the notions which we will need to use, let us point
out similar work done in a different setting by Emmenegger and Palmgren
[17, 16]. Of course properties of exact completions have been studied
extensively by several people. See for example [12, 49, 10, 14, 13, 36].
Convention 3.3.2. For the rest of this section we will always assume
that any arbitrary categories C,D, . . . have all finite limits unless noted
otherwise.
Definition 3.3.3. An equivalence relation in the internal sense (a congru-
ence) in a finitely complete category C, is given by a subobject (∂0, ∂1) :
r
m x× x equipped with the following morphisms:
• internal reflexivity: r : x m→ r which is a section both of ∂0 and of ∂1.
(∂i ◦ r =m id(x))
• internal symmetry: s : r m→ r which interchanges ∂0 and ∂1, namely
∂0 ◦ s =m ∂1 and ∂1 ◦ s =m ∂0;
• internal transitivity: A morphism t : ∂1 ∗ ∂0 m→ r from the pullback of
the second projection along the first;
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∂1 ∗ ∂0 r x
r x
x
pr1
pr0 ∂0
∂1
∂1
∂0
Such that the following equations hold:
∂1 ◦ pr1 =m ∂1 ◦ t
∂0 ◦ pr0 =m ∂0 ◦ t
∂1 ∗ ∂0
r r
x r x
pr1 pr0
t
∂1 ∂0
∂0∂1
In particular, if we have a finitely complete category, every kernel-pair
induces a congruence. This explains why regularity can be seen as a weak
form of exactness. A regular category has at least those quotients of
equivalence relations which were generated by a kernel-pair, while exact
categories have all of them.
Proposition 3.3.4. Let f : a m→ b any morphism in a finitely complete
category and let p0, p1 : f ∗ f m→ a be its kernel-pair. This induces a congru-
ence.
Proof. We need to show that 〈p0, p1〉 is monic, and that we have morphisms
for reflexivity, symmetry and transitivity.
(a) Let h, h′ : c m→ f ∗ f with 〈p0, p1〉 ◦ h =m 〈p0, p1〉 ◦ h′. We have
hi, h
′
i : c
m→ a as compositions of pi ◦ h and pi ◦ h′. By assumption
these give us two equal commuting diagrams with f. Therefore, the
universal property of pullbacks shows that h =m h′.
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(b) Reflexivity: We have a cone over f :
a
a a
id(a) id(a)
Which gives us a morphism reflf such that pi ◦ reflf =m id(a).
(c) Symmetry: We have a cone
f ∗ f
a a
p1 p0
which gives a morphism symmf : f ∗ f m→ f ∗ f with pi ◦ symmf =m
p1−i.
(d) transitivity:
Let the following diagram be the pullback of the projections.
p1 ∗ p0 f ∗ f
f ∗ f a
p′1
p′0 p0
p1
We have a cone
p1 ∗ p0
f ∗ f a
a b
transf
p1◦p′1
p0◦p′0
p1
p0 f
f
To see why this commutes, consider the equations which just use the
two commuting squares of the pullbacks.
f ◦ (p1 ◦ p′1) =m (f ◦ p1) ◦ p′1 =m (f ◦ p0) ◦ p′1
=m f ◦ (p1 ◦ p′0) =m (f ◦ p0) ◦ p′0.
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This gives us a morphism transf : p1 ∗ p0 m→ f ∗ f such that
pi ◦ p′i =m pi ◦ transf
Definition 3.3.5. A pseudo-equivalence relation is a parallel pair of mor-
phisms r x
r0
r1
which is reflexive, symmetric and transitive, but not
necessarily jointly monic. This means, that objects are tuples 〈r0, r1, r, s, t〉
where the morphisms r, s and t do not have to be uniquely determined.
Definition 3.3.6. The objects of Cex are pseudo-equivalence relations
in C. The morphisms between r xr0
r1
and s y
s0
s1
are pairs of
morphisms 〈f, f ′〉 in C such that
r s
x y
f ′
r1r0 s1s0
f
commutes component-wise: f ◦ ri =m si ◦ f ′ for i = 0, 1. Two parallel
morphisms 〈f, f ′〉, 〈g, g′〉 : x m→ y are the same, if we have a morphism
γ : x m→ s such that
r s
x y
r1r0 s1s0
γ
f
g
with f =m s0 ◦ γ and g =m s1 ◦ γ.
We will show below that this is an equivalence relation compatible with
composition.
Definition 3.3.7. We formalize these definitions as follows. Let C be the
category 〈obC ,morC ,=Co ,=Cm, idC , ◦C〉.
OB[u, C] :≡ u = 〈r0, r1, r, s, t〉 ∧ r0, r1, r, s, t ∈˙ morC
∧ dom(r0) =o dom(r1) ∧ cod(r0) =o cod(r1)
∧ r : cod(r0) m→ dom(r0)
∧ r0 ◦C r =Cm idC(cod(r0))
∧ r1 ◦C r =Cm idC(cod(r0))
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∧ s : dom(r0) m→ dom(r0)
∧ r0 ◦C s =Cm r1 ∧ r1 ◦C s =Cm r0
∧ ∃pr0, pr1(
PULLBACK[pullback(r1, r0), r1, pr0, pr1]
∧ t : pullback(r1, r0) m→ dom(r0)
∧ r0 ◦C t =Cm r0 ◦ pr0 ∧ r1 ◦C t =Cm r1 ◦ pr1)
EQO[u, ob, C] :≡ u = 〈a, b〉 ∧ a, b ∈˙ ob
∧ pi0a =Cm pi0b ∧ pi1a =Cm pi1b
∧ pi2a =Cm pi2b ∧ pi3a =Cm pi3b ∧ pi4a =Cm pi4b
MOR[u, ob, C] :≡ u = 〈a, b, 〈f, g〉〉 ∧ a, b ∈˙ ob ∧ f, g ∈˙ morC
∧ dom(f) =Co cod(pi0a) ∧ cod(f) =Co cod(pi0b)
∧ dom(g) =Co dom(pi0a) ∧ cod(g) =Co dom(pi0b)
∧ f ◦C (pi0a) =Cm (pi0b) ◦ g
∧ f ◦C (pi1a) =Cm (pi1b) ◦ g
EQM [u,mor, C] :≡ u = 〈f, g〉 ∧ f, g ∈˙ mor
∧ dom(f) =o dom(g) ∧ cod(f) =m cod(g)
∧ ∃γ(γ ∈˙ morC
∧ dom(γ) =Co cod(pi0(f))
∧ cod(γ) =Co dom(pi0(f))
(pi0cod(f)) ◦C γ =Cm pi0(f)
(pi1cod(f)) ◦C γ =Cm pi0(g))
id(a) :≡ 〈a, a, idC(cod(pi0a)), idC(dom(pi0a))〉
◦(f, g) :≡ 〈dom(g), cod(a), 〈pi0f ◦C pi0f, pi1f ◦C pi1f〉〉
Clearly this definition is rather unwieldy, which is why we will mostly use
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somewhat informal abbreviations:
〈f, f ′〉 : a m→ b :≡ 〈a, b, 〈f, f ′〉〉 : a m→ b
r x
r0
r1
:≡ 〈r0, r1, reflrx, symmrx, transrx〉
for 〈r0, r1, reflrx, symmrx, transrx〉 ∈˙ obCex
with ri =Cm 〈r, x, (ri)〉 ∈˙ morC
We would like to give a direct construction of a homset to use in the
exact completion of EC which is intended as our category of Sets, i.e. the
category of explicit Bishop sets. As already meantioned in the introduction
of this section, we will see that this is not as widely applicable as we
might hope. For example for the category ECex itself (restricted to some
universe), we need particular properties which we could not reconstruct
directly. Furthermore, section 5.2 gives reasons why the whole approach
might not be ideal. Still, it is possible to define such an explicit Bishop set,
even if it will turn out to be not as well-behaved as we would wish.
Definition 3.3.8 (The homset). Let 〈obC ,morC ,=Co ,=Cm, idC , ◦C〉 be any
category and a, b ∈˙ obC .
H[u, a, b, O,M,=Co ] :≡ u ∈M ∧ dom(u) =Co a ∧ cod(u) =Co b
R[u, a, b, O,M,=Co ,=Cm] :≡ ∃f, g(〈f, g〉 = u ∧ f, g ∈M
∧ dom(f) =Co a ∧ cod(f) =Co b ∧ f =Cm g
r(a, b) :≡ tR(a, b, obC ,morC ,=Co ,=Cm)
h(a, b) :≡ tH(a, b, obC ,morC ,=Co )
hab0 :≡ 〈r(a, b), h(a, b), pi0〉
hab1 :≡ 〈r(a, b), h(a, b), pi1〉
reflabrh :≡ 〈h(a, b), r(a, b), λf.〈f, f〉〉
symmabrh :≡ 〈r(a, b), r(a, b), λp.〈pi1p, pi0p〉〉
transabrh :≡ 〈pullback(hab1, hab0), r(a, b),
λp.〈pi0(pi0p), pi(pi1p)〉〉
homC(a, b) :≡ 〈hab0, hab1, reflabrh, symmabrh, transabrh〉
120
3.3. Exact Completion
Since we already have equivalence relations as part of the definition of
a category, we can just reuse them. So for any map f : h(a, b) m→ h(u, v)
between the classes used as homsets, we just have to show that it respects the
equivalence relations. Then we get a lifting to the equivalence relations f×f :
r(a, b) m→ r(u, v) and hence a morphism 〈f, f×f〉 : homC(a, b) m→ homC(u, v)
in ECex.
Example 3.3.9. Let f : a m→ b be a morphism in some category C.
yEC(c)(f) :≡ 〈h(b, c), h(a, c), λh.h ◦ f〉
then we can extend this to
ym(c)(f) :≡ 〈yEC(f), yEC(f)× yEC(f)〉
: homC(b, c) m→ homC(a, c)
We can do this, because g =Cm h implies g ◦ f =Cm h ◦ f.
We will now get back to establishing properties which hold in Cex for
arbitrary finitely complete categories C :
Proposition 3.3.10. Any two parallel morphisms 〈f, u〉, 〈f, w〉 between
two objects r x
r0
r1
and s y
s0
s1
in Cex are equal.
Proof. By definition the equation
si ◦ reflsy =m id(y)
holds, so we can use the witness γ :≡ (reflsy ◦ f) to get si ◦ γ =m f.
Proposition 3.3.11. Equality of morphisms in the exact completion is
symmetric.
Proof. Let
〈f, f ′〉, 〈g, g′〉 : ( r xr0
r1
) m→ ( s yr0
r1
)
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be two morphisms with some γ : x m→ s witnessing 〈f, f ′〉 =m 〈g, g′〉. So
s0 ◦ γ =m f
s1 ◦ γ =m g.
Then
s0 ◦ syms ◦ γ =m s1 ◦ γ =m g
s1 ◦ syms ◦ γ =m s0 ◦ γ =m f
and (syms ◦ γ) is a witness of 〈g, g′〉 =m 〈f, f ′〉
Proposition 3.3.12. Equality of morphisms in the exact completion is
transitive.
Proof. Let 〈f, f ′〉, 〈g, g′〉, 〈h, h′〉 : ( r xr0
r1
) m→ ( s yr0
r1
) be three
morphisms with some γ, δ : x m→ s witnessing 〈f, f ′〉 =m 〈g, g′〉 =m, 〈h, h′〉.
So
s0 ◦ γ =m f s1 ◦ γ =m g
s0 ◦ δ =m g s1 ◦ δ =m h.
Consider the pullback
s ∗ s s
s y
s1
s0 s0
s1
We get a cone
x
s s
γ δ and hence a morphism h : x m→ s ∗ s
with s0 ◦ h =m γ and s1 ◦ h =m δ. But then we can apply transitivity of s
to get.
s0 ◦ transs ◦ h =m s0 ◦ s0 ◦ h =m s0 ◦ γ =m f
s1 ◦ transs ◦ h =m s1 ◦ s1 ◦ h =m s1 ◦ δ =m h.
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This makes (transs ◦ h) : x m→ s into a witness for 〈f, f ′〉 =m 〈h, h′〉.
Proposition 3.3.13. Equality of morphisms in the exact completion is
compatible with composition.
Proof. Let 〈f, f ′〉, 〈g, g′〉 : ( r xr0
r1
) m→ ( s yr0
r1
), 〈k, k′〉, 〈l, l′〉 :
( s y
s0
s1
) m→ ( t zt0
t1
) be four morphisms with some γ : x m→ s,
δ : y m→ t witnessing 〈f, f ′〉 =m 〈g, g′〉 and 〈k, k′〉 =m 〈l, l′〉.
r s t
x y z
r1r0 s1s0 t1t0
γ
f
g
δ
k
l
So we have
s0 ◦ γ =m f s1 ◦ γ =m g
t0 ◦ δ =m k t1 ◦ δ =m l.
and we want to show 〈k, k′〉 ◦ 〈f, f ′〉 =m 〈l, l′〉 ◦ 〈g, g′〉. From compositions
of both sides we calculate
t0 ◦ δ ◦ g =m k ◦ g =m k ◦ s1 ◦ γ =m t1 ◦ k′ ◦ γ
Consider the pullback
t ∗ t s
s y.
t1
t0 t0
t1
With the above equation we get a cone
x
s s
k′◦γ δ◦g which provides
us with a morphism h : x m→ t∗t such that t0◦h =m k′◦γ and t1◦h =m δ◦g.
123
3. Towards a Category of Sets
But that means
t0 ◦ transt ◦ h =m t0 ◦ t0 ◦ h =m t0 ◦ k′ ◦ γ =m k ◦ s0 ◦ γ =m k ◦ f
t1 ◦ transt ◦ h =m t1 ◦ t1 ◦ h =m t1 ◦ δ ◦ g =m l ◦ g
and so transt ◦ h : x m→ t is the witness we were looking for. If we set
δ˜ :≡ δ ◦ symt, the proof for 〈l, l′〉 ◦ 〈f, f ′〉 =m 〈k, k′〉 ◦ 〈g, g′〉 is up to
relabeling exactly the same.
Finite Limits in the Exact Completion
Proposition 3.3.14. Cex has a terminal object.
Proof. Let 1 be the terminal in C and !x : x m→ 1 the unique morphism. Then
1 1
id(1)
id(1)
is terminal in Cex. The reflexivity, symmetry, and transitivity
maps are all trivial and given any object r x
r0
r1
we have the morphism
〈!r, !x〉 :( r x
r0
r1
) m→ ( 1 1
id(1)
id(1)
).
Uniqueness is clear as there can be only one morphism to 1 in C and so
!x is a homotopy between 〈!r, !x〉 and any other morphism between these
objects.
Theorem 3.3.15 ([49]). Cex has all binary pullbacks.
Proof. Let
r s t
x y z
f ′
r1r0 s1s0
g′
t1t0
f
g
be two morphisms.
C has all finite limits so we can consider limits for the following index
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categories.
• • • •
• • • •
• •
• • •
Let p be given by the following limit:
x p z
y s y
f ϕ
p0 p1
g
s0 s1
Let e be the limit of the lower part of the following diagram. (As usual
we omit the operations for the cone and into e.)
e
r p p t
x x z z
δ e0
e1 τ
r0
r1
p0
p1
p0
p1
t0
t1
From this we can construct the required pseudo-equivalence relation
e p
e0
e1
.
Reflexivity is given by the morphism r : p m→ e induced by the cone
p
r p p t
reflrx◦p0
id(p) id(p)
refltz◦p1
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over the diagram defining e. This works, because
ri ◦ reflrx ◦ p0 =m id(x) ◦ p0 =m p0 ◦ id(p)
ti ◦ refltz ◦ p1 =m id(x) ◦ p1 =m p1 ◦ id(p)
and it is reflexivity, since universality implies in particular ei ◦ r =m id(p).
Symmetry is defined in a similar way by the morphism s : e m→ e induced
by the cone
e
r p p t
symmrx◦δ
e1 e0
symmtz◦τ
over the diagram defining e. This works, because
r0 ◦ symmrx ◦ δ =m r1 ◦ δ =m e1 ◦ p0
r1 ◦ symmrx ◦ δ =m r0 ◦ δ =m e0 ◦ p0
and similarly for ti. This means that ei ◦ s =m e1−i as required.
Transitivity requires some more verification. Consider the pullbacks:
r ∗ r r
r x
y
r1
r0 r0
r1
e ∗ e e
e p
y
e1
e0 e0
e1
t ∗ t t
t z
y
t1
t0 t0
t1
We get that r e e ∗ e e rδ e0 e1 δ is a cone over r ∗ r
and hence a morphism δ : e ∗ e m→ r ∗ r with ri ◦ δ =m δ ◦ ei since
r1 ◦ δ ◦ e0 =m p0 ◦ e1 ◦ e0 =m p0 ◦ e0 ◦ e1 =m r0 ◦ δ ◦ e1.
Analogously we have τ : e ∗ e m→ t ∗ t with ti ◦ τ =m τ ◦ ei. From this we can
construct a cone over the diagram defining e :
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e ∗ e
r p p t.
transrx◦δ
e0◦e0 e1◦e1
transtz◦τ
Verification of one case:
r0 ◦ transrx ◦ δ =m r0 ◦ r0 ◦ δ =m r0 ◦ δ ◦ e0 =m p0 ◦ e0 ◦ e0
r1 ◦ transrx ◦ δ =m r1 ◦ r1 ◦ δ =m r1 ◦ δ ◦ e1 =m p0 ◦ e1 ◦ e1.
Now we have a universal morphism t : e ∗ e m→ e with ei ◦ t =m ei ◦ ei.
This shows that e p
e0
e1
is a pseudo-equivalence.
Going back to the main part of the proof and putting everything together,
we have
s t e r s
y z p x y
s1s0 t1t0
g′ δτ
e1e0
f ′
r1r0 s1s0
g p1 p0 f
To show that this commutes, we need a homotopy γ : p m→ s. But the
canonical morphism ϕ is exactly such a witness that
〈g, g′〉 ◦ 〈p1, τ〉 =m 〈f, f ′〉 ◦ 〈p0, δ〉.
To verify the universal property, suppose we have some
r h t
x c z
r1r0
k′
l′
h1h0 t1t0
l
k
with 〈f, f ′〉 ◦ 〈l, l′〉 =m 〈g, g′〉 ◦ 〈k, k′〉. That means there is some γ :
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c
m→ s with s0 ◦ γ =m f ◦ l and s1 ◦ γ =m g ◦ k. That gives us a cone
c
x s z
l
γ
k
over p and hence a morphism u : c m→ p such that p0 ◦ u =m l and
p1 ◦ u =m k. To construct the second part, consider
h
r p p t
l′
u◦h0 u◦h1
k′
This is a cone over e since we have
r0 ◦ l′ =m l ◦ h0 =m p0 ◦ u ◦ h0
r1 ◦ l′ =m l ◦ h1 =m p0 ◦ u ◦ h1
t0 ◦ k′ =m k ◦ h0 =m p1 ◦ u ◦ h0
t1 ◦ k′ =m k ◦ h1 =m p1 ◦ u ◦ h1.
This gives a morphism q : h m→ e in C with u ◦ hi =m ei ◦ q .and so a
morphism 〈u, q〉 in Cex.
h e
c p
h1h0
q
e1e0
u
We need morphisms c m→ r and c m→ t showing equalities 〈p0, δ〉◦〈u, q〉 =m
〈l, l′〉 and 〈p1, τ〉 ◦ 〈u, q〉 =m 〈k, k′〉. But as show above, any two morphisms
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with equal first components are homotopic. But we have
p0 ◦ u =m l
p1 ◦ u =m k
And so reflE ◦ pi ◦ u provides the required homotopies.
Finally, we have to show that 〈p0, δ〉 and 〈p1, τ〉 are a monomorphic pair.
This implies the uniqueness of 〈u, q〉.
Let 〈a, a′〉, 〈b, b′〉 : ( h c ) m→ ( e p ) be two morphisms with
〈p0, δ〉◦〈a, a′〉 =m 〈p0, δ〉◦〈b, b′〉 and 〈p1, τ〉◦〈a, a′〉 =m 〈p1, τ〉◦〈b, b′〉. There
exist homotopies α : c m→ r and β : c m→ t with
r0 ◦ α =m p0 ◦ a r1 ◦ α =m p0 ◦ b
t0 ◦ β =m p1 ◦ a t1 ◦ β =m p1 ◦ b
This is a cone over the diagram of e
h
r p p t
α
a b
β
and so we get  : h m→ e with e0 ◦  =m a and e1 ◦  =m b and so the
constructed morphism is unique. This concludes the proof of existence of
pullbacks.
Theorem 3.3.16. [49] Cex has equalizers.
Proof. Consider two morphisms
〈f, f ′〉, 〈g, g′〉 : ( r xr0
r1
) m→ ( s ys0
s1
). We construct the limit over
the diagram
x s
y y
g
f
s0
s1 as
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q
x s
y y
ϕ
e
g
f
s0
s1
and the limit over
q q
x r x
e e
r0 r1
as
q h q
x r x
e
h0 h1
e′ e
r0 r1
The equalizer is then given by
h r
q x.
e′
h1h0 r1r0
e
The rest of the proof is similar to the case for pullbacks.
Reflexivity is given by the morphism rhq : q m→ h induced by the cone
q
q r q
id(q)
reflrx◦e
id(q)
which has the property hi ◦ rhq =m id(q).
Symmetry is given by the morphism shq : h m→ h induced by the cone
h
q r q
h1
symmrx◦e′
h0
which has the property hi ◦ shq =m h1−i.
Transitivity requires again a bit more work.
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Let
h ∗ h h
h q
y
h1
h0 h0
h1
r ∗ r r
r x
y
r1
r0 r0
r1
be the pullbacks of h0 along h1 and r0 along r1. We have
(r0◦e′)◦h1 =m (e◦h0)◦h1 =m e◦(h0◦h1) =m e◦(h1◦h0) =m (r1◦e′)◦h0
and so get a morphism e′ : h ∗ h m→ r ∗ r with ri ◦ e′ =m e′ ◦ hi.
We can use this to construct a cone over the diagram defining h
h ∗ h
q r q
h0◦h0
transrx◦e′
h1◦h1
This commutes, because we have
e ◦ hi ◦ hi =m ri ◦ e′ ◦ hi =m ri ◦ ri ◦ e′ =m ri ◦ transrx ◦ e′.
Since we get from this some thq : h ∗ h m→ h with hi ◦ thq =m hi ◦ hi, we
have now shown that h q
h0
h1
is a pseudo-equivalence relation.
Returning to the main part of the proof, ϕ : q m→ s provides the witness,
that 〈f, f ′〉 ◦ 〈e, e′〉 =m 〈g, g′〉 ◦ 〈e, e′〉.
Suppose there is any other 〈p, p′〉 : ( t zt0
t1
) m→ ( r xr0
r1
) with
γ : z m→ s witnessing 〈f, f ′〉 ◦ 〈p, p′〉 =m 〈g, g′〉 ◦ 〈p, p′〉.
This directly gives a cone over the diagram defining q:
z
x s
p γ from which we get a morphism k : z m→ q with
e ◦ k =m p and ϕ ◦ k =m γ.
For the second part we have
131
3. Towards a Category of Sets
t
q r q
k◦t0
p′
k◦t1 which is a cone over the diagram defining h. This
means we have k′ : t m→ h such that hi ◦ k′ =m k ◦ ti which is exactly what
we need to get a morphism in Cex
t h
z q.
k′
t1t0 h1h0
k
Finally have to verify that 〈e, e′〉 is mono. Suppose we have 〈p, p′〉, 〈s, s′〉 :
( t z
t0
t1
) m→ ( h qh0
h1
) with δ : z m→ r witnessing
〈e, e′〉 ◦ 〈p, p′〉 =m 〈e, e′〉 ◦ 〈s, s′〉.
As such we have e ◦ p =m r0 ◦ δ and e ◦ s =m r1 ◦ δ.
Hence
z
q r q
p
δ
s
is a cone over the diagram defining h and we get a morphism τ : z m→ h
with h0◦τ =m p and h1◦τ =m s which means exactly 〈p, p′〉 =m 〈q, q′〉.
Regularity and Exactness
Lemma 3.3.17. Reminder: If a morphism is the coequalizer of some
kernel-pair, then it’s the coequalizer of its kernel-pair if it exists. In other
words, if a category has binary pullbacks, then regular epimorphisms are the
coequalizers of their kernel-pairs.
Proof. Let p0, p1 : x ∗ x m→ x be the kernel-pair of g : x m→ z and f : x m→ y
be the coequalizer of p0, p1.
Since g ◦ p0 =m g ◦ p1 the universal property of coequalizers provides
us with some h : y m→ z such that h ◦ f =m g. This means the following
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augmented diagram of the kernel-pair of g commutes.
x ∗ x x
y
x z
y
p1
p0 g
f
h
g
f
Hence, if we are given some morphisms e0, e1 : e m→ x such that f ◦ e0 =m
f ◦e1 we also have h◦f ◦e0 =m h◦f ◦e1 and so there is a unique morphism
q : e m→ x ∗ x such that pi ◦ q =m ei. But that is what is required for x ∗ x
to be a pullback of f along itself. That means 〈p0, p1〉 is also kernel-pair of
f. Here we need the existence of pullbacks to be able to write
x˜ ∗ x x
x y
y
h1
h0 f
f
for the kernel-pair of f which is then of course isomorphic to x ∗ x.
Lemma 3.3.18 ([49]). Every morphism in Cex can be factored into a regular
epimorphism and monomorphism.
Proof. Let 〈f, f ′〉 : ( r xr0
r1
) m→ ( s ys0
s1
) be some morphism in
Cex. We construct the limit i in C :
x i x
y s y
f
i0
ϕ
i1
f
s0 s1
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Since 〈f, f ′〉 is a morphism in Cex,
r
x s x
r0
f ′
r1 is a cone on this
diagram. This means we have some t : r m→ i with i0 ◦ t =m r0 and
i1 ◦ t =m r1. The required factorization of 〈f, f ′〉 is then given by
r i s
x x y
r1r0
t
i1i0
ϕ
s1s0
id(x) f
We can show Reflexivity of i x
i0
i1
as in previous proofs, by ob-
serving that
x
x s x
id(x)
reflsy◦f
id(x)
is a cone which provides us with an arrow r : x m→ i such that i0 ◦ r =m
id(x) =m i1 ◦ r.
Symmetry works the same way:
i
x s x
i1
symmsy◦ϕ
i0
Transitivity: Let
i ∗ i i
i x
y
i1
i0 i0
i1
s ∗ s s
s y
y
s1
s0 s0
s1
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As in the case of equalizers,
i ∗ i
s s
ϕ◦i0 ϕ◦i1
is a cone over the diagram defining s ∗ s :
s1 ◦ ϕ ◦ i0 =m f ◦ i1 ◦ i0 =m f ◦ i0 ◦ i1 =m s0 ◦ ϕ ◦ i1.
From this we have a morphism ϕ : i ∗ i m→ s ∗ s with sj ◦ϕ =m ϕ ◦ ij and so
we can construct a cone
i ∗ i
x s x
i0◦i0
transsy◦ϕ
i1◦i1
f ◦ ij ◦ ij =m sj ◦ ϕ ◦ ij =m sj ◦ sj ◦ ϕ =m sj ◦ transsy ◦ ϕ.
This finishes the verification of transitivity, since we get some t : i ∗ i m→ i
with ij ◦ t =m ij ◦ ij .
To see that 〈f, ϕ〉 is mono, suppose we have two morphisms
〈u, u′〉, 〈v, v′〉 : ( t z ) m→ ( i x )
with 〈f, ϕ〉 ◦ 〈u, u′〉 =m 〈f, ϕ〉 ◦ 〈v, v′〉 witnessed by γ : z m→ s. We get again
a cone over the diagram defining i. (The property of being a homotopy:
f ◦ u =m s0 ◦ γ and f ◦ v =m s1 ◦ γ.)
z
x s x
u
γ
v
This provides us with yet another morphism δ : z m→ i with i0 ◦ δ =m u
and i1 ◦ δ =m v. But this just means 〈u, u′〉 =m 〈v, v′〉.
It remains to show that the morphism on the left-hand side is regular
epic which we prove in Lemma 3.3.20.
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Corollary 3.3.19. The usual universal property of images is satisfied.
Proof. Let 〈f, f〉 be any morphism and 〈m,m′〉 ◦ 〈e, e′〉 =m 〈f, f ′〉 some
other epi-mono factorization. Additionally, let 〈i0, δ〉, 〈i1, τ〉 be the kernel-
pair of 〈id(x), t〉. Clearly we have
〈m,m′〉 ◦ 〈e, e′〉 ◦ 〈i0, δ〉 =m 〈m,m′〉 ◦ 〈e, e′〉 ◦ 〈i1, τ〉.
〈m,m′〉 being mono implies that 〈e, e′〉 ◦ 〈i0, δ〉 =m 〈e, e′〉 ◦ 〈i1, τ〉. Then, by
the universal property of coequalizers, there is a morphism 〈g, g′〉 such that
〈e, e′〉 =m 〈g, g′〉 ◦ 〈id(x), t〉.
The following two Lemmas 3.3.20 and3.3.21 say that morphisms of the
form 〈id(x), g〉 are regular epi and stable under pullback, and Theorem
3.3.22 tells us, that in fact all regular epimorphisms are of this form up to
isomorphism.
Lemma 3.3.20. Morphisms in Cex of the form 〈id(x), q〉 for some object
x ∈˙ C are regular epi.
Proof. Using the construction in the proof of Theorem 3.3.15, the kernel
pair of
r i
x x
r1r0
q
i1i0
id(x)
is given by
e r
i x.
δ
τ
r1r0
i0
i1
To see this, remember that the pullback of a morphism k : a m→ b along
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id(b) : b m→ b remains unchanged. In particular the object-part of the
pullback is a. Here, we calculate a more general limit given by (p; p0, ϕ, p1),
but as it turns out, (p; p0, ϕ, p1) is still just (i; i0, id(i), i1) because we
essentially pull back twice along id(x) and then once more combining the
projections.
To verify the universal property of coequalizers, Consider some morphism
r t
x z
r1r0
w′
t1t0
w
with 〈w,w′〉 ◦ 〈i0, δ〉 =m 〈w,w′〉 ◦ 〈i1, τ〉 witnessed by γ : i m→ t, we immedi-
ately get a morphism in Cex
i t
x z
i1i0
γ
t1t0
w
which commutes because γ is required to satisfy tj ◦ γ =m w ◦ ij for
j = 0, 1. Clearly, we have 〈w, γ〉 ◦ 〈id(x), q〉 =m 〈w,w′〉 since the lower part
of the morphisms are equal in C and Proposition 3.3.10 tells us that the
composition of w with refltz provides a homotopy.
Furthermore, 〈w, γ〉 is unique with this property. This follows since
〈id(x), q〉 is epi (the homotopy of the composition works as is) and hence
any two morphisms which both compose to 〈w,w′〉 are equal.
Lemma 3.3.21. Regular epimorphisms of the form 〈id(x), f ′〉 in Cex are
pullback-stable.
Proof. Let 〈g, g′〉 : ( t zt0
t1
) m→ ( r xr0
r1
) be any morphism in Cex
with the codomain ( r x
r0
r1
) =o cod(〈id(x), f ′〉). Using the descrip-
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tion of pullbacks from Theorem 3.3.15, the resulting morphism of pulling
〈id(x), f ′〉 back along 〈g, g′〉 looks like
e t
p z
e1e0
τ
t1t0
p1
where
p z
r x
y
p1
ϕ g
r1
is a pullback in C.
We now construct the regular epi-mono factorization of 〈p1, τ〉.
e i t
p p z
e1e0
q
i1i0
δ
t1t0
id(p) p1
where i in
p i p
z t z
p1
i0
δ
i1
p1
t0 t1
is a limit.
If we can show that 〈p1, δ〉 is an isomorphism, this implies that up to iso
the pullback of a morphism of the form 〈id(x), f ′〉 remains in that form
which means it is still a regular epimorphism.
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We construct a left-inverse to 〈p1, δ〉. We can use refltz : z m→ t to
construct a cone over the diagram defining p. The resulting universal arrow
l satisfies ϕ◦ l =m g′ ◦ refltz and p1 ◦ l =m id(z). (indeed r1 ◦g′ ◦ refltz =m
g ◦ t1 ◦ refltz =m g ◦ id(z).)
z
t p z
r x
id(z)
refltz
l
g′
y p1
ϕ g
r1
From this we get cone over the diagram defining i.
t
p t p
l◦t0
id(t)
l◦t1
This works because we have
p1 ◦ l ◦ t0 =m id(z) ◦ t0 =m t0 ◦ id(t)
p1 ◦ l ◦ t1 =m id(z) ◦ t1 =m t1 ◦ id(t)
So there exists a universal morphism l′ : t m→ i such that i0 ◦ l′ =m l ◦ t0,
i1 ◦ l′ =m l ◦ t1 and δ ◦ l′ =m id(t). In other words, we have a morphism
t i
z p
t1t0
l′
i1i0
l
Since we have
p1 ◦ l =m id(z),
we get with Prop. 3.3.10 that 〈p1, δ′〉 ◦ 〈l, l′〉 =m id( t z ). In the
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other direction we have that
〈p1, δ〉 ◦ id( i p ) =m 〈p1, δ〉
=m id( t z ) ◦ 〈p1, δ〉
=m (〈p1, δ′〉 ◦ 〈l, l′〉) ◦ 〈p1, δ〉
=m 〈p1, δ〉 ◦ (〈l, l′〉 ◦ 〈p1, δ〉)
And since 〈p1, δ〉 is mono, this implies id( i p ) =m 〈l, l′〉 ◦ 〈p1, δ〉
which shows that 〈p1, δ〉 and 〈l, l′〉 are inverses and iso. But with this we are
done, since we have shown, that the pullback 〈p1, τ〉 is up to isomorphism
the same as the regular epi 〈id(p), q〉 obtained from its regular epi-mono
factorization.
Theorem 3.3.22. All regular epimorphisms are up to isomorphism of the
form 〈id(x), f ′〉 for some object x in Cex.
Proof. This follows directly from the proof of Lemma 3.3.21. Given a
regular epimorphism 〈f, f ′〉 : ( t zt0
t1
) m→ ( r xr0
r1
), we pull back
along id( r x
r0
r1
) and factor the resulting morphism 〈g, g′〉. As seen in
that proof, we have an isomorphism between cod(〈g, g′〉) and the image of
〈g, g′〉 which we can write as some dom(〈id(p), h′〉). But because we pulled
back along the identity-morphism, we get by composition that 〈id(p), h′〉 is
isomorphic to 〈f, f ′〉.
(e p) (e p) (t z)
(i p) (r x) (r x)
e0
e1
=m e0
e1
t0
t1
i0
i1
∼= r0
r1
=m r0
r1
〈f,f ′〉〈g,g′〉〈id(p),h′〉
y
Theorem 3.3.23. [49] Cex is exact. That is, Cex is regular and every equiv-
alence relation in Cex is the kernel-pair of some morphism. (An equivalence
relation which has a kernel-pair is also called effective.)
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Proof. Given lemma 3.3.18 we still have to verify the last step, which is to
show that an equivalence relation in Cex (not it C!) has a coequalizer and it
is the kernel pair of this coequalizer.
Let
r s
x y.
r1r0
h′0
h′0
s1s0
h0
h1
be an equivalence relation. To construct its coequalizer consider the follow-
ing limit v in C.
s v s
y x y
s1
p0
ν
p1
s1
h0 h1
We call vi :≡ s0 ◦ pi but postpone the proof that v y
v0
v1
is indeed a
pseudo-equivalence relation. For now we need to show that there is indeed
a morphism q : s m→ v such that
s v
y y
q
s1s0 v1v0
id(y)
is an arrow in Cex. Reflexivity of 〈〈h0, h′0〉, 〈h1, h′1〉〉 means, there is a mor-
phism 〈r, r′〉 such that there exist γ0, γ1 : y m→ s with
s0 ◦ γ0 =m h0 ◦ r s1 ◦ γ0 =m id(y)
s0 ◦ γ1 =m h1 ◦ r s1 ◦ γ1 =m id(y)
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witnessing 〈h0, h′0〉 ◦ 〈r, r′〉 =m 〈id(s), id(y)〉 =m 〈h1, h′1〉 ◦ 〈r, r′〉.
Consider the pullback
s ∗ s s
s y
s1
s0 s0
s1
Because we have
s1 ◦ γ1 ◦ s0 =m id(s) ◦ s0
we get a morphism c : s m→ s ∗ s with s0 ◦ c =m γ1 ◦ s0 and s1 ◦ c =m id(s).
From that we can construct a cone over the diagram defining v.
s
s x s
symmsy◦γ0◦s0
r◦s0
symmsy◦transsy◦c
s1 ◦ symmsy ◦ γ0 ◦ s0 =m s0 ◦ γ0 ◦ s0 =m h0 ◦ r ◦ s0
h1 ◦ r ◦ s0 =m s0 ◦ γ1 ◦ s0 =m s0 ◦ s0 ◦ c
=m s0 ◦ transys ◦ c
=m s1 ◦ symmsy ◦ transsy ◦ c
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The universal morphism q : s m→ v is what we were looking for since
v0 ◦ q =m s0 ◦ p0 ◦ q
=m s0 ◦ symmys ◦ γ0 ◦ s0
=m s1 ◦ γ0 ◦ s0
=m id(y) ◦ s0
v1 ◦ q =m s0 ◦ p1 ◦ q
=m s0 ◦ symmsy ◦ transsy ◦ c
=m s1 ◦ transsy ◦ c
=m s1 ◦ s1 ◦ c
=m s1 ◦ id(s)
=m id(y) ◦ s1
Coming back to the verification that v y
v0
v1
is a pseudo-equivalence
relation, we check Reflexivity:
vi ◦ q ◦ reflys =m id(y) ◦ si ◦ reflys =m id(y) ◦ id(y) =m id(y)
So r : y m→ v can just be defined as q ◦ reflys.
Symmetry is harder to check. Symmetry of 〈〈h0, h′0〉, 〈h1, h′1〉〉 means
we have a (non-commuting) diagram
r r s
x x y
r1r0
r′h
r1r0
h′0
h′1
s1s0ϕ0,ϕ1
rh
h0
h1
with ϕi : x m→ s the homotopies witnessing
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〈hi, h′i〉 ◦ 〈rh, rh〉 =m 〈h1−i, h′1−i〉, such that
s0 ◦ ϕ0 =m h0 ◦ rh s1 ◦ ϕ0 =m h1
s0 ◦ ϕ1 =m h1 ◦ rh s1 ◦ ϕ1 =m h0.
We have
s0 ◦ symmsy ◦ ϕ1 ◦ ν =m s1 ◦ ϕ1 ◦ ν =m h0 ◦ ν =m s1 ◦ p0
hence there is some α0 : v m→ s ∗ s such that s0 ◦ α0 =m p0 and s1 ◦ α0 =m
symmsy ◦ ϕ1 ◦ ν. Similarly
s0 ◦ symmsy ◦ ϕ0 ◦ ν =m s1 ◦ ϕ0 ◦ ν =m h1 ◦ ν =m s1 ◦ p1
hence there is some α1 : v m→ s ∗ s such that s0 ◦ α1 =m p1 and s1 ◦ α1 =m
symmsy ◦ ϕ0 ◦ ν. Which gives a cone over the diagram defining v in the
following way:
v
s x s
transsy◦α1
rh◦ν
transsy◦α0
s1 ◦ transsy ◦ α1 =m s1 ◦ s1 ◦ α1 =m s1 ◦ symmsy ◦ ϕ0 ◦ ν
=m s0 ◦ ϕ0 ◦ ν =m h0 ◦ rh ◦ ν
s1 ◦ transsy ◦ α0 =m s1 ◦ s1 ◦ α0 =m s1 ◦ symmsy ◦ ϕ1 ◦ ν
=m s0 ◦ ϕ1 ◦ ν =m h1 ◦ rh ◦ ν
with
s0 ◦ transsy ◦ αi =m s0 ◦ s0 ◦ αi =m s0 ◦ pi.
So svy : v m→ v satisfies p0◦svy =m transsy ◦α1 and p1◦svy =m transsy ◦α0
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which means that
vi ◦ svy =m s0 ◦ pi ◦ svy =m s0 ◦ transsy ◦ α1−i
=m s0 ◦ s0 ◦ α1−i =m s0 ◦ p1−i =m v1−i.
And hence svy : v m→ v is the required morphism showing Symmetry.
For Transitivity of v y we again have to look at transitivity of
〈〈h0, h′0〉, 〈h1, h′1〉〉.
Suppose e p
e0
e1
is the pullback of 〈h0, h′0〉 along 〈h1, h′1〉, then there
is a morphism 〈th, t′h〉 : ( e p
e0
e1
) m→ ( r xr0
r1
) in Cex with ψ0, ψ1 :
p
m→ s witnessing the equalities
〈h0, h′0〉 ◦ 〈th, t′h〉 =m 〈h0, h′0〉 ◦ 〈h1, h′1〉
〈h1, h′1〉 ◦ 〈th, t′h〉 =m 〈h1, h′1〉 ◦ 〈h0, h′0〉.
that is
s0 ◦ ψ0 =m h0 ◦ th s1 ◦ ψ0 =m h0 ◦ h1
s0 ◦ ψ1 =m h1 ◦ th s1 ◦ ψ1 =m h1 ◦ h0.
Where, by construction of pullbacks,
x p x
y s y
h0
h0
ζ
h1
h1
s0 s1
is a limit in C.
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Consider the pullback in C
v ∗ v v
v s
u1
u0
v1
v0
We’re looking for a morphism tvs : v∗v m→ v in C such that vi◦tvs =m vi◦ui.
We have the chain of equalities
s1 ◦symmys ◦p0 ◦u1 =m s0 ◦p0 ◦u1 =m v0 ◦u1 =m v1 ◦u0 =m s0 ◦p1 ◦u0
and hence get a morphism a : v ∗ v m→ s ∗ s such that
s0 ◦ a =m symmys ◦ p0 ◦ u1 s1 ◦ a =m p1 ◦ u0.
We can construct a cone over the diagram defining p
v ∗ v
s x s
ν◦u1
transys◦a
ν◦u0
because we have equations
h0 ◦ ν ◦ u1 =m s1 ◦ p0 ◦ u1 =m s0 ◦ symmsy ◦ p0 ◦ u1
=m s0 ◦ s0 ◦ a =m s0 ◦ transys ◦ a
h1 ◦ ν ◦ u0 =m s1 ◦ p1 ◦ u0 =m s1 ◦ s1 ◦ a
=m s1 ◦ transys ◦ a.
That means, we have a morphism β : v ∗ v m→ p such that
h0 ◦ β =m ν ◦ u1 h1 ◦ β =m ν ◦ u0.
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Continuing our calculation, we get
s0 ◦ symmys ◦ ψ0 ◦ β =m s1 ◦ ψ0 ◦ β
=m h0 ◦ h1 ◦ β
=m h0 ◦ ν ◦ u0
=m s1 ◦ p0 ◦ u0
which implies that there is a morphism b : v ∗ v m→ s ∗ s such that
s0 ◦ b =m p0 ◦ u0 s1 ◦ b =m symmsy ◦ ψ0 ◦ β.
This represents the left-hand side of a cone over v. For the right-hand side
we get
s0 ◦ symmys ◦ ψ1 ◦ β =m s1 ◦ ψ1 ◦ β
=m h1 ◦ h0 ◦ β
=m h1 ◦ ν ◦ u1
=m s1 ◦ p1 ◦ u1
which implies that there is a morphism d : v ∗ v m→ s ∗ s such that
s0 ◦ d =m p1 ◦ u1 s1 ◦ d =m symmsy ◦ ψ1 ◦ β.
Putting this together there exists an arrow tvs : v ∗ v m→ v
v ∗ v
s x s
transsy◦b
th◦β
transsy◦d
Which can be seen by calculating
s1 ◦ transys ◦ b =m s1 ◦ s1 ◦ b =m s1 ◦ symmys ◦ ψ0 ◦ β
=m s0 ◦ ψ0 ◦ β =m h0 ◦ th ◦ β
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s1 ◦ transys ◦ d =m s1 ◦ s1 ◦ d =m s1 ◦ symmys ◦ ψ1 ◦ β
=m s0 ◦ ψ1 ◦ β =m h1 ◦ th ◦ β.
This means, we have equalities
p0 ◦ tvs =m transys ◦ b p1 ◦ tvs =m transys ◦ d.
From this it’s not immediately clear, that we indeed have a morphism for
transitivity, so we’re going to check this
v0 ◦ tvs =m s0 ◦ p0 ◦ tvs =m s0 ◦ transys ◦ b
=m s0 ◦ s0 ◦ b
=m s0 ◦ p0 ◦ u0 =m v0 ◦ u0
v1 ◦ tvs =m s0 ◦ p1 ◦ tvs =m s0 ◦ transys ◦ d
=m s0 ◦ s0 ◦ d
=m s0 ◦ p1 ◦ u1 =m v1 ◦ u1.
This finishes the proof that v y
v0
v1
is a pseudo-equivalence relation.
If we can show that 〈h0, h′0〉, 〈h1, h′1〉 is the kernel-pair of 〈id(y), q〉 we
are done. This follows from Lemma 3.3.20 which says that 〈id(y), q〉 is
regular epi and Lemma 3.3.17 which then implies that it is the coequalizer
of 〈h0, h′0〉, 〈h1, h′1〉.
To that end, we need a witness  : x m→ v which verifies, that
〈id(y), q〉 ◦ 〈h0, h′0〉 =m 〈id(y), q〉 ◦ 〈h1, h′1〉.
Because we have
s1 ◦ reflsy ◦ h0 =m h0
s1 ◦ reflsy ◦ h1 =m h1
we get a cone
x
s x s
reflys◦h0
id(x)
reflys◦h1
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which gives as a result  : x m→ v with vi◦ =m s0◦pi◦ =m s0◦reflys◦hi =m
hi as required.
To show this is indeed a pullback we have to check the universal property.
Given any two morphisms in Cex
s t r
y z y
s1s0 t1t0
z′0 z
′
1
s1s0
z0 z1
such that χ : z m→ v (v0 ◦ χ =m z0 and v1 ◦ χ =m z1) is a homotopy for
the equality 〈id(y), q〉 ◦ 〈z0, z′0〉 =m 〈id(y), q〉 ◦ 〈z1, z′1〉, we have to provide
a unique morphism into r x .
Because we assumed 〈〈h0, h′0〉, 〈h1, h′1〉〉 to be an equivalence relation (not
just a pseudo-equivalence relation) it suffices to find any
t r
z x
t1t0
z′
r1r0
z
which satisfies 〈hi, h′i〉 ◦ 〈z, z′〉 =m 〈zi, z′i〉.
This suffices since 〈〈h0, h′0〉, 〈h1, h′1〉〉 is jointly monic thus making a mor-
phism with these properties unique.
For now we just assume there will be such a z′ and set
z :≡ ν ◦ χ.
To show that 〈h0, h′0〉◦〈z, z′〉 =m 〈z0, z′0〉 we use p0 ◦χ : z m→ s and calculate
s0 ◦ p0 ◦ χ =m v0 ◦ χ =m z0
s1 ◦ p0 ◦ χ =m h0 ◦ ν ◦ χ =m h0 ◦ z
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To show that 〈h1, h′1〉◦〈z, z′〉 =m 〈z1, z′1〉 we use p1 ◦χ : z m→ s and calculate
s0 ◦ p1 ◦ χ =m v1 ◦ χ =m z1
s1 ◦ p1 ◦ χ =m h1 ◦ ν ◦ χ =m h1 ◦ z.
Now we actually have to show existence of such a morphism 〈z, z′〉 (resp.
of a morphism z′ satisfying the required equations.) We still need some
intermediate morphisms before we can define z′. For that observe that
s1◦symmys◦p0◦χ◦t0 =m s0◦p0◦χ◦t0 =m v0◦χ◦t0 =m z0◦t0 =m s0◦z′0
This provides us with some a : t m→ s ∗ s such that s1 ◦ a =m z′0 and
s0 ◦ a =m symmys ◦ p0 ◦ χ ◦ t0. That means
s1◦transsy◦a =m s1◦s1◦a =m s1◦z′0 =m z0◦t1 =m v0◦χ◦t1 =m s0◦p0◦χ◦t1
which gives another morphism b : t m→ s ∗ s with
s0 ◦ b =m transsy ◦ a s1 ◦ b =m p0 ◦ χ ◦ t1.
But now we can construct two morphisms in Cex with homotopy transsy ◦b :
t r s
t x y
id(t)id(t)
reflrx◦ν◦χ◦t0
reflrx◦ν◦χ◦t1
r1r0
h′0
s1s0
ν◦χ◦t0
ν◦χ◦t1 h0
s0 ◦ transsy ◦ b =m s0 ◦ s0 ◦ b
=m s0 ◦ transsy ◦ a
=m s0 ◦ s0 ◦ a
=m s0 ◦ symmys ◦ p0 ◦ χ ◦ t0
=m s1 ◦ p0 ◦ χ ◦ t0
=m h0 ◦ ν ◦ χ ◦ t0
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s1 ◦ transsy ◦ b =m s1 ◦ s1 ◦ b
=m s1 ◦ p0 ◦ χ ◦ t1
=m h0 ◦ ν ◦ χ ◦ t1.
The same way we get morphisms composed with 〈h1, h′1〉.
But 〈〈h0, h′0〉, 〈h1, h′1〉〉 is jointly monic which implies that
〈ν ◦ χ ◦ t0, reflys ◦ ν ◦ χ ◦ t0〉 and
〈ν ◦ χ ◦ t1, reflys ◦ ν ◦ χ ◦ t1〉
are the same morphism in Cex and so there exists a homotopy z′ : t m→ r
such that r0 ◦ z′ =m ν ◦ χ ◦ t0 =m z ◦ t0 and r1 ◦ z′ =m ν ◦ χ ◦ t1 =m z ◦ t1.
This concludes the proof.
Proposition 3.3.24. The functor 〈γo, γm〉 : C → Cex which assigns the
diagonal relation is full and faithful.
Proof.
γo :≡ λa.〈id(a), id(a), id(a), id(a), pr0〉
γm :≡ λf.〈γo(dom(f)), γo(cod(f), λx.fx, λp.fp〉
where pr0 is one of the projections from the pullback of id(a) along itself
in C. Let f, g : a m→ b be two morphisms in C with γm(f) =m γm(g) and
δ : a m→ b the homotopy with id(b) ◦ δ =m f and id(b) ◦ δ =m g. But clearly
this means that we have in C it holds that f =m δ =m g. which means
〈γo, γm〉 is faithful.
To check that 〈γo, γm〉 is full consider an arbitrary 〈f, f ′〉 : γo(a) m→ γo(b).
By definition we have that
f ◦ id(a) =m id(b) ◦ f ′
which reduces to f =m f ′. But this is the image of γm(f).
Proposition 3.3.25. Every object of Cex is a colimit of objects in the image
of 〈γo, γm〉 in a uniform way.
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Proof. Consider an arbitrary object r x
r0
r1
. Mapping the objects and
morphisms appearing in this with 〈γo, γm〉, we get
r x
r x
id(r)id(r)
r0
r1
id(x)id(x)
r0
r1
We can deduce, that 〈id(x), reflrx〉 : γo(x) m→ ( r x
r0
r1
) is the coequal-
izer of this pair of morphisms.
If 〈g, g′〉 : γo(x) m→ ( t z
t0
t1
) is another morphism, such that 〈g, g′〉 ◦
γm(r0) =m 〈g, g′〉 ◦ γm(r1), then there exists a homotopy δ : r m→ t with
t0 ◦ δ =m g ◦ r0 t1 ◦ δ =m g ◦ r1.
But then we immediately get a commuting diagram
γo(r) γo(x) (r x)
(t z)
γm(r0)
γm(r1)
〈id(x),reflrx〉
〈g,g′〉
r0
r1
〈g,δ〉
t0
t1
Since we already know that morphisms of the form 〈id(x), q〉 are regular-
epic (Thm. 3.3.22) and hence in particular epic, we get uniqueness of 〈g, δ〉.
This is exactly a coequalizer diagram taken from the image of 〈γo, γm〉 with
colimit r x
r0
r1
.
In fact, given any morphism 〈f, f ′〉 : ( r xr0
r1
) m→ ( s ys0
s1
) the
following is a commuting diagram with 〈f, f ′〉 being the unique morphism
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from the coequalizer.
γo(r) γo(x) (r x)
γo(s) γo(y) (s y)
γm(r0)
γm(r1)
γm(f ′)
〈id(x),reflrx〉
γm(f)
r0
r1
γm(s0)
γm(s1)
〈id(y),reflsy〉 s0
s1
〈f,f ′〉
This is the case because f ′ : r m→ s is a homotopy between 〈id(y), reflys〉 ◦
γm(f) ◦ γm(r0) and 〈id(y), reflys〉 ◦ γm(f) ◦ γm(r1) and since 〈f, f ′〉 fits the
coequalizer diagram, we are done.
s
r x y y
s1s0
f ′
r0
r1
f id(y)
In fact, Carboni and Vitale [14] gave a characterization of categories with
all finite weak limits as projectives of their exact completion.
Theorem 3.3.26 ([14], Theorem 16). Exact categories with enough projec-
tives are the exact completions of the weakly lex categories of their projectives
(more generally, of any of their projective covers) and, conversely, each
weakly lex category in which idempotents split appears as the full subcategory
of the projectives of an exact category with enough projectives, names of its
exact completions.
This theorem, which we shall not prove inside explicit math, means we
don’t have to worry about whether EC (or more precisely its image under
〈γo, γm〉) is the full subcategory of projectives or not. This follows from
the facts that EC has all finite limits (propositions 3.1.9, 3.1.10 and 3.1.11)
and that all idempotents split (proposition 3.1.8.)
Carboni also stated the following result about coproducts:
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Proposition 3.3.27 ([10]). If C is a finitely complete category and has
disjoint, pullback stable coproducts, then Cex also has finite coproducts and
〈γo, γm〉 preserves them.
Proof. We will only give a sketch. To show that 〈γo, γm〉 preserves binary
sums, only the verification of the universal property needs some work, the
rest is trivial. For the first part, suppose Cex has binary coproducts and
r x
r0
r1
, s y
s0
s1
are two objects. Let lr : rl m→ r+s, ls : rs m→ r+s,
and lx : rx m→ x+y, ly : ry m→ x+y be the coproducts in C. Then, if 〈γo, γm〉
preserves coproduct, we get by an interchange argument, that the coproduct
has to be isomorphic to r + s x+ y
r0⊕s0
r1⊕s1
.
γo(r) γo(r + s) γo(s)
γo(x) γo(x+ y) γo(y)
r ⇒ x (r ⇒ x) + (s⇒ y) s⇒ y
γm(lr)
γm(r1)γm(r0) γm(r1⊕s1)γm(r0⊕s0)
γm(rs)
γm(s1)γm(s0)
γm(lx)
γm(x1)γm(x0) e
γm(ry)
γm(y1)γm(y0)
l r
The required reflexivity, symmetry, and transitivity morphisms can be
constructed from the summands (e.g. refl :≡ reflrx ⊕ reflsy.)
Lemma 3.3.28 ([12]). Let C be a finitely complete category and D an exact
category. Let 〈go, gm〉 : C → D be a functor which preserves finite limits.
Then we can extend 〈go, gm〉 to a functor 〈gˆo, gˆm〉 : Cex → D which is exact.
Proof Idea. For our purposes we don’t care too much whether Cex is in fact
a completion. Since the main point of this lemma is to establish that fact,
we won’t actually prove this completely (but the conjecture is that the proof
of Carboni and Magno, and their observation that the described extension
preserves monomorphisms, goes through in Explicit Mathematics.)
We write coeqD(f, g) for the coequalizing morphism of f and g in D and
coeqD(f, g, h) for the unique morphism which extends h to the coequalizer.
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That is
dom(coeqD(f, g, h)) =Do cod(coeqD(f, g))) and
coeqD(f, g, h) ◦ coeqD(f, g) =m h.
gˆo(〈r0, r1, r, s, t〉) :≡ coeqD(gm(r0), gm(r1))
gˆm(〈f, f ′〉) :≡ coeqD(gm(r0)
, gm(r1)
, coeqD(gm(s0), gm(s1)) ◦ gm(f))
where 〈f, f ′〉 is an abbreviation for the four-tuple
〈f, f ′〉 : ( r xr0
r1
) m→ ( s ys0
s1
).
What we get of objects, is a diagram like the one in the proof of prop.
3.3.25 when mapped to D. If
r x
r x
r0
r1
id(r)id(r) id(x)id(x)
r0
r1
is γo(r) γo(x)
γm(r0)
γm(r1)
then it has a coequalizer in Cex (proposition
3.3.25), since this is a commuting diagram, we can map it with 〈go, gm〉
to another commuting diagram. And since D is exact we can consider the
image of 〈gm(r0), gm(r1)〉 , i.e. the monic part of its factorization, which
is an equivalence relation in D. But then it does have a coequalizer for
this relation which is the also the coequalizer of gm(r0) and gm(r1). Hence
〈gˆo, gˆm〉 is a well defined.
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Exponentials in ECex
From now on we will be working in ECex. As described in theorem 3.1.16
we know how to construct weak dependent products. We’re now going show
for the case of cartesian closure, how they transfer into an exponential in
ECex. The weak exponential is of course constructed as usual by what is
normally written as ΠA(A∗B) for BA. That is, Π!a(!∗apib) where !a : a
m→ 1
and pib : a×b m→ a. Remember that the reason this is only a weak exponential,
is that we have many operations for one morphism. As in ECB we can fix
this by giving an equivalence relation and taking the quotient.
R[u, i, ε, J,W ] :≡ u = 〈〈i, q0〉, 〈i, q1〉〉 ∧ 〈i, q0〉 ∈W ∧ 〈i, q1〉 ∈W
∧ (∀j ∈ J)(ε〈j, 〈i, q0〉〉 = ε〈j, 〈i, q1〉〉)
r(a, f) :≡
∑
i:cod(a)
tR(i, εa,f , dom(a),Πa(f))
Clearly this is an equivalence relation r(a, f)  Πa(f) × Πa(f) in EC.
Transferring this to ECex we take the coequalizer
γo(r(!a, !∗apib))) γo(Π!a(!∗apib)) ab
pi1
pi2
coeq
This gets rid of the multiple operations per morphism and shows that
Proposition 3.3.29.
All projective objects in ECex have an exponential.
For the general case of exponentials of arbitrary objects in ECex we follow
[16] (see also [13])
Proposition 3.3.30. Any two objects a, b in ECex have an exponential ab.
Proof sketch. Let γo(ar)⇒ γo(ac) a and γo(br)⇒ γo(bc) b be exact.
We first construct an exponential of b by a projective object. For any
x ∈˙ obEC let e be the coequalizer
bxr ⇒ bxc  e.
Projections are just the given ones of b precomposed with the projection from
bxr . The evaluation map is given by the universal property of coequalizers.
More specifically, it is the map ε(x,b) :≡ 〈ε(x,bc)), ε(x,br))〉 :
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γo(bxr )× γo(x) γo(bxc )× γo(x) e× γo(x)
br bc b
γm(ε(x,br)) γm(ε(x,bc)) ε(x,b)
We write bx :≡ e for the exponential of b by any projective object x.
To get ba for an arbitrary object a in ECex, we define the equalizer
ba bac bare
the parallel maps of which are induced by the morphisms in EC given as
bai :≡ Λ(ε(ac,bc) ◦ (id(bacc )× ai)) : bacc m→ barc
which are the transpose of bacc × ar bacc × ac bc
id(bacc )×ai ε(ac,bc)
(resp. bacr × ar bacr × ac br).
id(bacr )×ai ε(ac,br) Note that Λ as an op-
eration as defined in ECB (proposition 3.2.8) and interpreted as morphism
in EC doesn’t give a unique morphism, but extended to the coequalizer
in ECex this works out again since the above exponentials are essentially
exponentials of the discrete implicit Bishop sets embedded into ECex.
ba × γo(ar) ba × γo(ac) ba × a
bar × γo(ar) bac × γo(ar) bac × γo(ac) b
e×id(γo(ar))(b
ai◦e)×id(γo(ar)) ε(a,b)
ε(ar,b)
(∗)
ε(ac,b)
The above construction works, because the projectives in ECex (that is
EC) are closed under products.
Given another object d and some f : d × a m→ b we need a morphism
g : d m→ ba such that ε(a,b) ◦ (g × id(a)) =m f.
Because bac is an exponential we have a unique Λ(f) : d m→ bac constructed
by applying Λ to the component-morphisms 〈f0, f1〉 of f between projective
objects in ECex. (given by the following diagram and a similar one for
157
3. Towards a Category of Sets
γo(bacr )), and then taking the coequalizer extension to d
m→ bac .
γo(bacr )× γo(ac) γo(br)
γo(dr)× γo(ac)
ε(ac,br)
Λ(f1)×id(ac)
f1
We have the following commutative diagram whereu: uc m→ u represents
the morphism into the object u as a coequalizer of projective objects.
d× γo(ar) bac × γo(ar) bar × γo(ar)
d× γo(ac) bac × γo(ac)
d× a b
Λ(f)×id(γo(ar))
id(d)×γm(a1)id(d)×γm(a0)
id(dac )×γm(a1)id(dac )×γm(a0)
ε(ar,b)
Λ(f)×id(γo(ac))
id(d)×a ε(ac,b)
f
The lower left trapezoid commutes by definition of Λ(f) and exponentials.
The trapezoid on the right is just a reshaped version of (∗) in the diagram
defining ε(a,b).
Because ba is an equalizer and because the above commute, we get a
unique morphism g : d m→ ba.
ba × γo(ar) bar × γo(ar) bar × γo(ar)
d× γo(ar).
e
Λ(f)×γm(id(ar))
g×γm(id(ar))
This works because bar is an exponential and f ◦ (id(d)× (a ◦ γm(ai))) is
the (unique) transpose of both morphisms in the first row of the big square
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above. Finally, this means the diagram below commutes.
d× γo(ac) d× a
d× a bac × γo(ac) ba × γo(ac)
b ba × a
id(d)×a
id(d)×a
Λ(f)×id(γo(ac)) g×id(γo(ac))
g×id(a)
f
ε(ac,b)
e×id(γo(ac))
id(ba)×a
ε(a,b)
id(d)×a is an epimorphism. Hence the required equation for exponentials
holds:
ε(a,b) ◦ (g × id(a)) =m f.
g is unique because Λ(f) is unique and because e is monic.
We have seen three different candidate-categories for sets, for which we
were able to prove progressively more properties of the usual category of
sets. Others have constructed similar categories, in particular [17]. Here we
have some notable differences. Emmenegger and Palmgren work in MLTT10
and note the following:
this construction has been extensively studied and has a robust
theory [. . . ], at least when C has finite limits, whereas its be-
haviour is less understood when C is only assumed to have weak
finite limits. The relevance of the latter case comes from the
fact that setoids in Martin-Löf type theory arise as the exact
completion of the category of closed types, which does have
finite products but only weak equalizers (what we will call a
quasi-cartesian category), meaning that a universal arrow exists
but not necessarily uniquely.
Our construction of Bishop sets is similar, but because of how the system
is set up, we get honest equalizers, essentially by the usual set construction
{x ∈˙ dom(f)|fx = gx}. Emmenegger and Palmgren on the other hand
would be able to prove Uniqueness of Identity Proofs (UIP) from equalizers.
10Martin-Löf Type Theory
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For convenience we replicate their argument: The (weak) equalizer of some
f, g : X → Y in MLTT is given by the type ∑
a:X
(fa = ga) together with the
first projection. Since equalizers are preserved by the embedding into Bishop
sets, if it was an honest equalizer it would imply that, setting X to 1, that
there would exist a mere equivalence relation11(· ∼Y ·) : Y → Y → Type
on Y. Putting this together with a map in
∏
a,b:1(fa ∼Y fb) (stating
that f ∼ f ,) would then yield a term in ∏a,b:1(fa ∼Y fb) → fa =Y fb.
Emmenegger and Palmgren then use theorem 7.2.2 of the HoTT book [43]
to prove (UIP) for the type X.
This construction actually yields some insight into why ECB and ECex
really should be different categories. If we restrict equivalence relations
to subsets of mere equivalence relations i.e. a class of pairs r ⊆˙ x × x as
opposed to some arbitrary equivalence relation r x, we really seem
to lose some essential information.
A hint that this is the case is given in subsection 3.2. To show that every
internal equivalence relation pr0, pr1 : 〈r, p〉 → 〈s, x〉 has a quotient, i.e. its
projections are also projections of the pullback of some f : 〈s, x〉 m→ 〈t, q〉,
we either need to somehow construct a reason why this would be the case,
or we need a way to have something select such a reason for us. In the
case of implicit Bishop sets that amounts to a way to uniformly select
elements from preimages. This is exactly the term cACV we added through
an additional axiom there.
Having shown that explicit Bishop sets are indeed exact (theorem 3.3.23)
using a proof which does not need choice or classical logic At this point
we would like to start proving the usual theorems about the category of
sets. However, as described in section 5.2, just using ECex is not enough
to get a practical replacement for the category of sets. It turns out that
our definition of a category itself is not sufficiently well-behaved for usage
with explicit Bishop sets. Since morphism-equality is given as a mere
proposition we often seem to lack the ability construct new morphisms from
old ones as soon as we start working in ECex. This shows up in particular
for morphisms in small versions of ECex in itself. We require witnesses to
conclude that two given morphisms are the same, but in general we have
no way to construct them.
11This is HoTT-speak for equivalence relations R on X such that for all x, y : X we have
that R(x, y) is an element of the type of propositions Prop.
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This suggests that the correct framework would be to force categories
to have such witnesses by construction. The way to do this is to work in
categories enriched in ECex. The additional structure should provide the
necessary ingredients to prove the usual results like the Yoneda Lemma for
ECex−enriched Categories where ECex is viewed as enriched over itself.
For this thesis however, we have instead opted to prove the Yoneda Lemma
for implicit Bishop sets (section 4.1). This shows that Explicit Mathematics
can in principle work even for such “set-theoretical” results. Although the
formulation in this setting is not as nice, or rather not as “powerful”,12 as
it would be when done in enriched categories. One interpretation of the
Yoneda Lemma, namely that certain collections of natural transformations
are part of a universe, would however still not hold if we used enriched
categories. As long as our universes come from Explicit Mathematics
(definition 1.0.8) we would still have to problem that these are not closed
under isomorphisms. For this reason we now describe a construction of
a universe for implicit Bishop sets which satisfies this and other category
theoretically desirable requirements. The main downside of this is, that the
element-of relation with respect to the universe is not the usual ∈˙ . This
can’t be avoided, since it is inconsistent with closure under isomorphisms.
12In a non-technical sense
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4. Applications of ECB and
ECex
We will now describe some constructions and applications of ECB and
ECex. The first one is a universe in a category as described in [38]. Unlike
universes constructed the usual way in Explicit Mathematics, this construc-
tion is closed under isomorphisms, which makes it much better behaved
when working with categories. The other construction is an explicit Bishop
set of Cardinal numbers (i.e. an object in ECex) with elements which allow
(some1) cardinal arithmetic.
4.1. Universes
Definition 4.1.1 (Predicative Universe in a category [38]).
Let C be a locally cartesian closed category, el be some morphism in C and
S [x] be a formula. We call S a universe in C if the following axioms hold.
1Only those cardinal numbers can be shown to exist which are constructible within the
setting of elementary comprehension and the join axiom.
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(U1) Mor(a) ∧Mor(f) ∧ S [a]→ (PB[a, f, pr0, pr1]→ S [pr0])
• •
• •
g
y
h S [h]⇒ S [g]
(U2) Mor(a) ∧MONO[a]→ S [a]
(U3) f : b m→ c ∧ g : a m→ b ∧ S [f ] ∧ S [g]→ S [Σfg]
(U4) f : a m→ i ∧ g : b m→ a ∧ S [f ] ∧ S [g]→ S [Πfg]
(U5) Mor(a) ∧ S [a]
→ ∃f, pr1(f : cod(a) m→ cod(el) ∧ PB[f, el, a, pr1])
• e
• u
a
y
el
∃f
Where PB[f, g, pr0, pr1] means that pr0, pr1 build a limiting cone over the
diagram built from f and g. Σf , and Πf are the left-, and right-adjoints
of the pullback functor f∗ : C/c → C/b of the morphism f : b m→ c when
presented as morphisms in C i.e. Σf (g) =m f ◦ g : dom(g) m→ c.
Theorem 4.1.2 (Universes in EC are not classes).
EC is the category of names (allowing the (J) axiom) and operations up to
functional extensionality. If we add a universe S to EC we can show, that
S is not a class (i.e. it is not an elementary formula).
Proof. Suppose S is a class and there is some morphism S [x m→ 1]. By (U2)
we also have S [y
m x] for any monic arrow. By (U3) it follows that
S
[
Σ
x
m→ 1
(y
m x)
]
also holds. From the universal property of terminal
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objects we know that Σ
x
m→ 1
(y
m x) =m y m→ 1. Suppose R (x,X) . This
means, that for all z such that R (z,X) we also have this z in the universe.
(The identity operation λx.x is a morphism between x and z.) But then we
can build
u = {dom(x) | x ∈ S}
Clearly U only contains names so we can mimic the proof of Lemma 6 in
[27] to construct the class of all names of x in the following way:
v :≡
∑
(u, λx.x)
R[u, y,X, V ] :≡ ∀z(〈y, z〉 ∈ V ↔ z ∈ X)
Then, because of S [y m→ 1], we have
R (y,X)↔ 0 ∈˙ tR(y, x, v)
N [u,X, V ] :≡ R[u, u,X, V ]
and so for R (x,X)
u ∈˙ tN (x, v)↔ R (u,X) .
But this is a contradiction and so the class S can not exist.
We will instead do something different, which is more in the spirit of
explicit mathematics but still represents a similar idea to the above universe.
We construct a collection of morphisms with small preimages.
We make the following definitions
Definition 4.1.3 (Explicit Mathematics Universe of Bishop sets).
Given some universe uˆ with U(uˆ) in explicit mathematics, we construct a
universe of implicit Bishop sets.
UNIV [u, U ] :≡ ∃a, v(u = 〈a, v〉 ∧ a ∈ U ∧ v ∈ U
∧ ECB(〈a, v〉))
u :≡ tUNIV (uˆ).
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Definition 4.1.4 (Preimages).
We explicitly construct a Bishop set for Preimages.
INV [u, f, z, A,R] :≡ u ∈ A ∧ fu ∼R z
inv(f, z) :≡ tINV (f, z, ‖dom(f)‖, cod(f)E)
INV EQV [u, I,R] :≡ u ∈ R ∧ pi0u ∈ I ∧ pi1u ∈ I
Given a morphism f and z ∈˙ ‖cod(f)‖ this lets us define
f−1{z} :≡ 〈inv(f, z), tINV EQV (inv(f, z), dom(f)E)〉.
A symmetrical definition of iso for two morphisms is given by
EXT [f, g,X,R] :≡ (∀x ∈ X)(fx ∼Y R gx)
ISO[u, f, g, a, b,−→A ] :≡ EXT [f ◦ g, id(b), B,BR]
∧ EXT [g ◦ f, id(a), A,AR]
iso(f, g) :≡ ∗ ∈˙ tISO(f, g, dom(f), dom(g),
‖dom(f)‖, ‖dom(g)‖, cod(f)E, cod(g)E))
−→
A :≡ A,B,RA,RB
Definition 4.1.5 (Categorical Universe of Bishop sets).
Now we say a morphism is part of the categorical universe (CU) relative to
u if the following formula is true.
CU[f, u] :≡ ∃h, h−1∃g(∀x ∈˙ cod(f))(g[x] ∈˙ u
∧ (∀y ∈˙ cod(f))(x ∼cod(f) y → ∀z(z ∈˙ g[x]↔ z ∈˙ g[y]))
(h[x] : f−1{x} m→ g[x] ∧ (∀y ∈˙ cod(f))
(x ∼cod(f) y → (∀z ∈˙ f−1{x})((h[x])z ∼g[x] (h[y])z)))
∧ h−1[x] : g[x] m→ f−1{x} ∧ (∀y ∈˙ cod(f))
(x ∼cod(f) y →
(∀z ∈˙ g[x])((h−1[x])z ∼(f−1{x}) (h−1[y])z)))
∧ iso(h[x], h−1[x]))
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Here we have written the application gx, hx and h−1x as g[x], h[x] and
h−1[x] to make the following proofs more readable.
We recall some properties about preimages which we will need in to prove
the closure theorem.
Proposition 4.1.6 (Preimages are pullbacks).
Let f : a m→ b and z ∈˙ ‖b‖.(
1 f−1{z} apr0 pr1
)
is a limiting cone over the diagram(
1 b az
f
)
. Meaning f−1{z} is the pullback along the constant
function which picks out z ∈˙ b.
Proof. This can easily be seen by constructing the isomorphism which sends
x to the pair of x with the unique point (up to equivalence relation) in 1.
x 7→ 〈x, ∗〉 : f−1{z} m→ z ∗ f
for the element-morphism from 1 which picks out z from b.
Proposition 4.1.7. Isomorphisms over a common base are fiberwise iso.
That is, given a commutative diagram
a b
x x
∼=
f
p q
=
there are induced isomorphisms mz : q−1{z} m→ p−1{z}.
Proof. For arbitrary z ∈˙ ‖x‖ we get an isomorphism p−1{z} ∼= q−1{z} by
universality. Let jp and jq be the projections out of the preimage.
q−1{z} p−1{z} a b
1 x x
!
jq
m
y
!
jp
y
∼=
f
p q
z =
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Consider 1 q−1{z} a!
f◦jq
. This gets us a commuting square
with 1 b az p because q =m id(x) ◦ p ◦ f. Hence there exists by
universality a unique morphism
m : q−1{z} m→ p−1{z}.
Since everything is symmetric, this works also the other way around with
some n. Composing them, we have some map m ◦ n : p−1{z} m→ p−1{z}.
Again by universality, this has to be equal to id(p−1{z}).
Of course the above proposition is just a reformulation of the fact, that
all limiting cones over some diagram are isomorphic.
Lemma 4.1.8 (Preimages are invariant under substitution).
Let f : a m→ b and z, w ∈˙ ‖b‖ with z ∼b w.
Then f−1{z} and f−1{w} are extensionally equal.
Proof. By expanding definitions:
x ∈˙ ‖f−1{z}‖ ↔ x ∈˙ ‖a‖ ∧ fx ∼b z
↔ x ∈˙ ‖a‖ ∧ fx ∼b w
x ∈˙ ‖f−1{w}‖
The second line is because ∼b is an equivalence relation and the assumption
z ∼b w.
Using this for the equivalence relation ∼f−1{z}, we can show
x ∼f−1{z} y ↔ x ∈˙ ‖f−1{z}‖ ∧ y ∈˙ ‖f−1{z}‖ ∧ x ∼a y
↔ x ∈˙ ‖f−1{w}‖ ∧ y ∈˙ ‖f−1{w}‖ ∧ x ∼a y
x ∼f−1{w} y.
This is of course symmetric in z and w.
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Lemma 4.1.9 (Closure under chosen pullback).
If we have that u is a universe of ECB, f, g morphisms in ECB with
common codomain and CU[f, u]. Then the projection pr0 from the chosen
pullback g ∗ f belongs to CU[·, u] :
pr0 : g ∗ f m→ dom(g) ∧ CU[pr0, u]
Proof. For the first part suppose we have pr0 : g ∗ f m→ dom(g) the pro-
jection from the chosen pullback. We need to show that there are h, h−1
and s such that for any y ∈˙ ‖dom(g)‖ we have h[y] : pr−10 {y} m→ s[y], h[y] :
sy m→ pr−10 {y} and iso(h[y], h−1[y]) such that g is maps equivalent val-
ues to extensionally equal classes and h, h−1 don’t shuﬄe these classes
between equivalent values. From the assumption CU[f, u] we get terms
hf , h
−1
f , and sf such that (∀y ∈ ‖cod(f)‖)(hf [y] : f−1{y} m→ sf [y] ∧ h−1f [y] :
sf [y] m→ f−1{y} ∧ iso(hf [y], h−1f [y]). Furthermore for x ∼cod(f) y we have
z ∈˙ sf [x] ↔ z ∈˙ sf [y] and for z ∈˙ f−1{x} it holds that hf [x]z ∼(sf [x])
hf [y]z. So if we can construct an isomorphism
i[y] : pr−10 {y} m→ f−1{gy} : i−1[y]
in a uniform way (such that (z ∈˙ pr−10 {y}) → (i[x]z ∼(f−1{gy}) i[y]z) for
any other x ∈˙ ‖dom(g)‖ with x ∼dom(g) y) then we are done because we
can then just compose with hf .
s[y] :≡ sf [gy]
h[y] :≡ hf [gy] ◦ i[y] : pr−10 {y} m→ sf [gy]
h−1[y] :≡ i−1[y] ◦ h−1f [gy].
To see this, suppose that x ∼dom(g) y and z ∈˙ pr−10 {x} :
(h[x])z = (hf [gx] ◦ i[x])z
∼s[x] hf [gx]((i[x])z)
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∼s[x] hf [gy]((i[x])z) by assumption about hf [·]
∼s[x] hf [gy]((i[y])z) by assumption about i[·]
∼s[x] (h[y])z.
The fact that g maps equivalent values to extensionally equal classes follows
because this is true for sf and because g is a function.
(i) Note, that
u ∈˙ ‖pr−10 {y}‖ ↔ u ∈˙ ‖g ∗ f‖ ∧ (pr0)u ∼dom(g) y
↔ u = 〈y0, z0〉 ∧ y0 ∈˙ dom(g) ∧ z0 ∈˙ dom(f)
∧ gy0 ∼cod(g) fz0 ∧ (pr0)u ∼dom(g) y
↔ u = 〈y0, z0〉 ∧ y0 ∈˙ dom(g) ∧ z0 ∈˙ dom(f)
∧ gy0 ∼cod(g) fz0 ∧ y0 ∼dom(g) y.
We define the following morphisms:
i[y] :≡ 〈pr−10 {y}, f−1{gy}, λx.pi1x〉
i−1[y] :≡ 〈f−1{gy}, pr−10 {y}, λx.〈y, x〉〉
To see that these are well-defined, just expand f−1{gy} in a similar
way as above.
Because we have 〈y0, z0〉 ∈˙ ‖pr−10 {y}‖ and so gy ∼cod(g) gy0 ∼cod(g)
fz0 we also get z0 ∈˙ ‖f−1{gy}‖. Because both pullback and inverse
image classes inherit the equivalence relation from dom(f) we are
done for i[y].
For the other direction, we only need that 〈y, z0〉 ∈˙ ‖pr−10 {y}‖ for any
z0 ∈˙ ‖f−1{gy}‖. So for x0 ∼f−1{gy} x1
〈y, x0〉 ∼g∗f 〈y, x1〉
holds.
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(ii) We now show that
i[y] ◦ i−1[y] : f−1{gy} m→ f−1{gy} =m id(f−1{gy})
i−1[y] ◦ i[y] : pr−10 {y} m→ pr−10 {y} =m id(pr−10 {y}).
Let 〈y0, w0〉 ∼pr−10 {y} 〈y1, w1〉 ∈˙ pr
−1
0 {y}. We calculate
(i−1[y] ◦ i[y])〈y0, w0〉 = 〈y, pi1〈y0, w0〉〉 = 〈y, w0〉,
but because y0 is in the preimage of y, we have y0 ∼dom(g) y by
definition. As elements of the pullback this means 〈y0, w0〉 ∼pr−10 {y}〈y, w0〉.
For w0 ∼f−1{gy} w1 we get
(i[y] ◦ i−1[y])w0 = pi1〈y, w0〉 = w0
and so we have 〈f−1{gy}, i[y], i−1[y], 0〉 ∈˙ iso(pr0, y, u).
Theorem 4.1.10 (Closure under arbitrary Pullbacks).
Let u be a universe of ECB and f a morphism with CU[f, u]. For arbitrary
other morphisms g between implicit Bishop sets with cod(f) =o cod(g) the
pullback of f along g belongs to the universe, meaning that CU[g∗f, u] holds.
Proof. We have to show, that for any projection from a limit g∗f, and any
z ∈˙ ‖dom(g)‖ we have an isomorphic copy of (g∗f)(−1){z} in u.
This can be shown by applying proposition 4.1.7 (to the isomorphism of
the two pullbacks) and Lemma 4.1.9 to get uniform isomorphisms(∗) with
(∀z ∈˙ dom(g))(c[z] : (g∗f)(−1){z} ∼= pr(−1)0 {z}) ∧ CU[pr0, u]
where pr0 : g ∗ f m→ dom(g) is the projection from the chosen pullback.
Note that we have to show something for the above (∗). A priori it’s
not clear that we can construct such an iso uniformly in z and not just
uniform in the cones which we can always do. We know from the proof
of prop. 4.1.7 that the required isomorphism (g∗f)(−1){z} ∼= pr(−1)0 {z} for
any z ∈˙ ‖dom(g)‖ is just given by the mapping from arbitrary cones into
the preimages. But these we know how to construct (it’s just application of
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the respective projection.) Hence we can actually write down a term which
constructs these morphisms uniformly in z.
To check the requirement for h(g∗f) which is given as h(g∗f)[y](z) :≡
hpr0 [y] ◦ c[y], suppose we have x ∼dom(g) y and z ∈˙ (g∗f)(−1){y}
(h(g∗f)[y])z ∼gpr0 [y] (hpr0 [y] ◦ c[y])z
∼gpr0 [y] (hpr0 [y])((c[y])z)
∼gpr0 [y] (hpr0 [x])((c[y])z) assumption about hpr0 [·]
∼gpr0 [y] (hpr0 [x])((c[x])z) see below
∼gpr0 [y] (h(g∗f)[x])z.
The proof of lemma 4.1.7 shows, that c[y] is just the restriction of the
isomorphism it is applied to and since we know that
〈g∗f, g ∗ f, λx.〈(g∗f)x, (f∗g)x〉〉
is the isomorphism into the chosen pullback, we are done since
(c[x]) ≡ (〈g∗f−1{x}, pr(−1)0 {x}, λz.〈(g∗f)z, (f∗g)z〉〉)
= λz.〈(g∗f)z, (f∗g)z〉
= (〈g∗f−1{y}, pr(−1)0 {y}, λz.〈(g∗f)z, (f∗g)z〉〉)
≡ (c[y])
Proposition 4.1.11 (CU contains all identity morphisms).
Proof. Let a be an object. id(a) is given explicitly as 〈a, a, λx.x〉. For all
z ∈˙ ‖a‖ we have all z0 with z0 ∼a z in the preimage. So (id(a))(−1){z} ∼= 1
by the morphisms x 7→ ∗ and ∗ 7→ z. But a class isomorphic to 1 is always
in u (just take any class c in the (Explicit Mathematics) universe and i ∈˙ c
then 〈tA(i, c), tA(i, c) × tA(i, c)〉 for A[u, i, C] = (u ∈ C ∧ u = i) is an
element in u.
Proposition 4.1.12 (CU contains all isomorphisms). Let f : a m→ b be a
morphism and g : b m→ a its inverse such that ISO[f, g] holds. Then CU[f, u]
and CU[g, u].
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Proof. Let g1 ∈˙ u with some w ∈˙ ‖g1‖. We define
gf [x] :≡ g1
hf [x] :≡ 〈f−1{x}, g1, λz.w〉
h−1f [x] :≡ 〈g1, f−1{x}, λz.gz〉
gg[y] :≡ g1
hg[y] :≡ 〈g−1{y}, g1, λz.w〉
h−1g [y] :≡ 〈g1, g−1{y}, λz.fz〉
Clearly all preimages of an iso are up to iso just the terminal Bishop set:
Given x ∈˙ a ∧ fx ∼b b0 we have fx ∼b f(gb0) and so by composition
g(fx) ∼a g(f(gb0)) which by definition of isomorphisms means x ∼a gb0.
Since all Bishop sets gf [x] and gg[y] are the same (w.r.t to =) we are
done.
Proposition 4.1.13 (CU is closed under composition).
Let v : a m→ b and u : b m→ c with CU[v, t] and CU[u, t] Then the composition
(u ◦ v) is also in the universe.
Proof. By assumption there exist hv, h−1v , gv and hu, h−1u , gu. We have to
construct their composed versions. Since composition is basically taking
the family of preimages of v indexed by the preimages of u. Because we
do have a pre-joined set of all gv[x]’s we need the join axiom and more
specifically a sigma Bishop set (definition 3.2.29) to construct this:
The proof has five steps.
(a) Verifying that gu◦v[x] satisfies the properties of a sigma Bishop set.
F [a, f, g] :≡ (∀x ∈˙ ‖a‖)(Ob(fx))
∧ (∀x, y ∈˙ ‖a‖)(x ∼a y
→ gxy : fx m→ fy ∧ ISO[gxy, gyx])
(b) Showing that ∀z(z ∈˙ gu◦v[x]↔ z ∈˙ gu◦v[y]) for z ∈˙ cod(u).
(c) Constructing functions hu◦v and h−1u◦v.
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(d) Showing that hu◦v[x]z ∼gu◦v[x] h−1u◦v[y]z for x ∼cod(u) y.
(e) Checking that they are iso.
gu◦v[x] :≡
∑
ECB
(gu[x], λy.gv[(h−1u x)y], q(x))
where q(x) :≡ λyz.hv[(h−1u [x])z]
◦ preimg((h−1u [x])z, (h−1u [x])y)
◦ h−1v [(h−1u [x])y]
preimg(x, y) :≡ 〈v−1{x}, v−1{y}, λx.x〉
preimg(x, y) is a valid isomorphism if x ∼cod(v) y holds (Lemma 4.1.8).
(a) We have to verify this is well-defined. q(x) is constructed by composi-
tion of morphisms, so we don’t have to verify it is a function. The
fact that domain and codomain match the required objects can be
directly read off the supplied arguments to hv, h−1v .
We do, however, have to check given m ∼gu[x] n, we have an isomor-
phism q(x)mn : gv[(h−1u x)m] m→ gv[(h−1u x)n]. Indeed, the morphism
for q(x) falls out of the proof that
gv[(h−1u [x])m] ∼= gv[(h−1u [x])n].
gv[(h−1u [x])m] ∼=(1) v−1{(h−1u [x])m}
∼=(2) v−1{(h−1u [x])n}
∼=(3) gv[(h−1u [x])n]
For (1) and (3) we have h−1v [(h−1u [x])m] and hv[(h−1u [x])n] as the
required isomorphisms. The iso for (2) is because h−1u [x] is a morphism
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and hence
(m ∼gu[x] n)→ ((h−1u [x])m ∼u−1{x} (h−1u [x])n).
But elements of u−1{x} are also elements of b. This means that Lemma
4.1.8 applies to v and the above mapped elements with
preimg(·, ·) being the representation of this lemma. It remains to
check that q(x)zz is the identity for any z ∈˙ ‖gu[x]‖.
q(x)zz =m hv[(h−1u [x])z]
◦ preimg((h−1u [x])z, (h−1u [x])z)
◦ h−1v [(h−1u [x])z]
=m 〈gv[(h−1u [x])z],
gv[(h−1u [x])z],
λk.(h−1v [(h−1u [x])z])((hv[(h−1u [x])z])k)〉
=m 〈gv[(h−1u [x])z], gv[(h−1u [x])z], λk.k〉
=m id(gv[(h−1u [x])z])
The second to last step follows from hv[e] ◦ h−1v [e] =m id(gv[e]) for
any e ∈˙ ‖cod(v)‖. Note that we have in fact shown a much stronger
property. Since hv respects equivalence and h−1u [x] is a function, any
q(x)zw with z ∼gu[x] w is in fact the identity and we could have
defined q(x)zw :≡ id(gv[(h−1u [x])z]).
This proves that q(x) has the required properties of
F [gu[x], λy.gv[(h−1u [x])y], q(x)].
(b) Let x ∼cod(u) y. By assumption we have ∀z(z ∈˙ gu[x] ↔ z ∈˙ gu[y])
and, because h−1u [x] is a function, also for w ∈˙ gu[x] that ∀z(z ∈˙
gv[(h−1u [x])w] ↔ z ∈˙ gv[(h−1u [y])w]). Putting this together, we have
〈w, z〉 ∈˙ gu◦v[x]↔ 〈z, w〉 ∈˙ gu◦v[y] as required.
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(c) For h and h−1 we can then set
hu◦v[x] : (u ◦ v)−1 m→
∑
ECB
(gu[x], λy.gv[(h−1u [x])y], q(x))
(hu◦v[x])(z) :≡ 〈w, (hv[(h−1u [x])(w)])z〉
where w :≡ (hu[x])(vz)
(h−1u◦v[x])(〈y, z〉) :≡ (h−1v [(h−1u [x])y])z.
To check hu◦v[x], we first calculate the class of the first component
w :
z ∈˙ ‖(u ◦ v)−1{x}‖
⇒ vz ∈˙ ‖u−1{x}‖
⇒ (hu[x])(vz) ∈˙ ‖gu[x]‖.
For the second component of hu◦v(x) we have
vz ∼b (h−1u [x])((hu[x])(vz))
= (h−1u [x])(w)
and so with Lemma 4.1.8
z ∈˙ ‖v−1{vz}‖ ↔ z ∈˙ ‖v−1{(h−1u [x])(w)}‖
which is exactly what is required to apply
hv[(h−1u [x])(w)] : v−1{(h−1u [x])(w)} m→ gv((h−1u [x])(w)).
This is a function since given z ∼(u◦v)−1{x} q implies that w(z) ∼gu[x]
w(q) and similarly for the second component which is again built up
from morphisms and the above three equations provide the argument
if we use that vz ∼b vq.
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To check h−1u◦v, suppose we are given 〈y, z〉 ∈˙ gu◦v[x] :
z ∈˙ ‖gv[(h−1u [x])y]‖
⇒ (h−1v [(h−1u [x])y])z ∈˙ v−1{(h−1u [x])y}.
Because we know that (h−1u [x])y ∈˙ ‖u−1{x}‖ we get
∀a ∈˙ ‖v−1{(h−1u [x])y}‖ ⇒ a ∈˙ ‖(u ◦ v)−1{x}‖
so h−1u◦v[x] maps elements to the correct class.
(d) Let x ∼cod(u) y and k ∈˙ u−1{x}. We have (hu[x])k ∼gu[x] (hu[y])k. In
particular this means that for z ∈˙ (u ◦ v)−1{x} we get
(hu[x])(vz) ∼gu[x] (hu[y])(vz)
which means the first factor w :≡ (hu[x])(vz) behaves as required.
But then we also have
(h−1u [x])(w[x]) ∼u−1{x} (h−1u [y])(w[x]) ∼u−1{x} (h−1u [y])(w[y]).
That gets us
(hv[(h−1u [x])(w[x])])z
∼
gv [(h−1u [x])(w[x])]
(hv[(h−1u [y])(w[y])])z.
We’re not quite done, since we need for z ∈˙ (u ◦ v)−1{x} that
(hu◦v[x])z ∼gu◦v [x] (hu◦v[y])z
which is
w[x] ∼gu[x] w[y]
∧ q(x)(w[x])(w[y])((hv[(h−1u [x])(w[x])])z)
∼
gv[(h−1u [y])(w[y])]
(hv[(h−1u [y])(w[y])])z.
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But if we calculate this it turns out that this reduces to the equivalence
we have just shown above:
Let p :≡ gv[(h−1u [y])(w[y])] and r :≡ (hv[(h−1u [x])(w[x])])z
(q(x)(w[x])(w[y]))r
∼p (hv[(h−1u [x])(w[y])])((h−1v [(h−1u [x])(w[x])])(r))
∼p (hv[(h−1u [x])(w[y])])((h−1v [(h−1u [x])(w[y])])(r))
∼p r)
and as we have seen above, r is equivalent to (hv[(h−1u [y])(w[y])])z.
(e) Lastly, we have to check, that the compositions are equal to the
identity on both sides. For this let
p :≡ (h−1u [x])((hu[x])(vz)).
Direct calculation shows then
(h−1u◦v[x] ◦ hu◦v[x])(z)
∼gu◦v [x] (h−1v [(h−1u [x])(pi0((hu◦v[x])(z)))])
(pi1((hu◦v[x])(z)))
∼gu◦v [x] (h−1v [(h−1u [x])((hu[x])(vz))])(pi1((hu◦v[x])(z)))
∼gu◦v [x] (h−1v [p])(pi1((hu◦v[x])(z)))
∼gu◦v [x] (h−1v [p])((hv[(h−1u [x])((hu[x])(vz))])z)
∼gu◦v [x] (h−1v [p])((hv[p])z)
∼gu◦v [x] z.
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The other direction needs some more annotations. Let
〈y, z〉 ∈˙
∑
ECB
(gu[x], λy.gv[(h−1u [x])y], q(x)) and define
t :≡ (h−1u [x])y
s :≡ (hu[x])(v((h−1v [t])z)).
Then we have (h−1u◦v[x])(〈y, z〉) in (u ◦ v)−1{x}
and hence also v((h−1v [t])(z)) = v((h−1u◦v[x])(〈y, z〉)) in u−1{x}.
Let x ∈˙ cod(u) and z ∈˙ gu◦v[x].
hu◦v[x] ◦ h−1u◦v[x](z)
∼gu◦v[x] (hu◦v[x])((h−1u◦v[x])(z))
∼gu◦v[x] 〈(hu[x])(v((hu◦v[x])z)),
(hv[(h−1u [x])((hu[x])(v((h−1u◦v)〈y, z〉)))])
(h−1u◦v[x])〈y, z〉〉
(hu◦v(x) ◦ h−1u◦v(x))(〈y, z〉)
∼gu◦v[x] 〈(hu[x])(v((h−1v [(h−1u [x])y])z)),
(hv[(h−1u [x])((hu[x])(v(h−1v [(h−1u [x])y])z))])
(h−1v [(h−1u [x])y])z〉
∼gu◦v[x] 〈s, (hv[(h−1u [x])(s)])((h−1v [(h−1u [x])y])z)〉
∼gu◦v[x] 〈y, (hv[(h−1u [x])y])((h−1v [(h−1u [x])y])z)〉
∼gu◦v[x] 〈y, (hv[t])((h−1v [t])z)〉
∼gu◦v[x] 〈y, z〉
For the third equation from below, note that
(h−1v [t])z = h−1v [(h−1u [x])y]z ∈˙ v−1{(h−1u [x])y}
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and hence we know what value this takes when it’s mapped by v :
v((h−1v [(h−1u [x])y])z) ∼b (h−1u [x])y.
So, using that y ∈˙ gu[x] implies (h−1u )y ∈˙ u−1{x} ⊂˙ b we get the
needed
(hu[x])(v((h−1v [(h−1u [x])y])z))
∼u−1{x} (hu[x])((h−1u [x])y)
∼u−1{x} y
which was all we had to show.
Proposition 4.1.14 (CU is closed under Πf ). Let CU[f : y m→ x] and
CU[p : dom(p) m→ y], then we also have CU[pr : Πf (p) m→ x].
Proof. The explicit construction of Πf without the join-axiom is given in
definition A.4.1. Just like in the case for the left-adjoint to the pullback
functor (proposition 4.1.13) the construction of an element isomorphic to
(Πf (p))−1{y} in the universe can’t be replicated as we don’t get a pre-joined
class of all gp[y] which could be used to replace dom(p). We will instead
use the Pi Bishop set given in definition 3.2.30 which is contained in the
universe if the parameters are.
Since the proof of proposition 4.1.13 already showed that the definition of
q(x) via the isomorphisms reduces to identity, we will now use this directly.
gΠf (p)[y] :≡
∏
ECB
(gf [y], λx.gp[(h−1f [y])x], q(y))
q(y) :≡ λxz.〈gp[(h−1f [y])x], gp[(h−1f [y])z], λx.x〉
hΠf (p)[y] : pr−1{y} m→
∏
ECB
(gf [y], λx.gp[(h−1f [y])x], q(y))
hΠf (p)[y](k) :≡ λz.(hp[(h−1f [y])z])((pi1k)((h−1f [y])(z)))
h−1Πf (p)[y](k) :≡ 〈y, λz.(h
−1
p [(h−1f [y])((hf [y])z)])(k((hf [y])(z)))〉
We divide the proof into the the following steps:
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(a) gΠf (p) respects equivalences.
(b) hΠf (p) is well-defined.
(c) h−1Πf (p) is well-defined.
(d) hΠf (p) respects equivalences.
(e) h−1Πf (p) respects equivalences.
(f) hΠf (p)−1 [y] ◦ hΠf (p)[y] =m id(Πf (p))
(g) hΠf (p)[y] ◦ h−1Πf (p)[y] =m id(pr−1{y})
(a) Let x ∼cod(f) y. As in the proof of proposition 4.1.13 we have ∀z(z ∈˙
‖gf [x]‖ ↔ z ∈˙ ‖gf [y]‖) and for any z ∈˙ ‖gf [x]‖ it holds that
∀w(w ∈˙ ‖gp[(h−1f [x])z]‖ ↔ w ∈˙ ‖gp[(h−1f [y])z]‖).
Now let s ∈˙ ‖gΠf (p)‖. By definition we get for all z ∈˙ ‖gf [y]‖ that
sz ∈˙ ‖gp[(h−1f [y])z]‖ but then s is also an element of ‖gΠf (p)[y]‖.
(b) Reminder: With abbreviation X for X,XR, Y, Y R,A,AR the mor-
phism pr is given as the first projection from the class defined by
PI[u, f, p,X] :≡ ∃y0, q0(u = 〈y0, q0〉 ∧ y0 ∈ Y ∧
(∀x ∈ X)(fx ∼Y R y0
→ (q0x↓ ∧ q0x ∈ A ∧ p(q0x) ∼XR x))
(∀x0, x1 ∈ X)((fx ∼Y R y0 ∧ x0 ∼XR x1)
→ (qx0 ∼AR qx1)))
pi(f, p) :≡ tPI(f, p, ‖dom(f)‖, dom(f)E,
‖cod(f)‖, cod(f)E, ‖dom(p)‖, dom(p)E).
As a diagram hΠf (p) sends an element 〈y0, q0〉 of pr−1{y} (where
y0 ∼cod(f) y holds) to the following composition
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z gf [y] gp[(h−1f [y])z] hp[(h
−1
f [y])z](. . .)
f−1{y} p−1{(h−1f [y])z}
(h−1f [y])z q0((h
−1
f [y])z)
h−1
f
[y]
q0
hp[(h−1f [y])z]
Note that, although we have written q0 : f−1{y} m→ p−1{(h−1f [y])z},
this is of course a dependent function and p−1{·} varies with the
element q0 is applied to. Let 〈y1, q1〉 ∼pr−1{y} 〈y0, q0〉 be an equivalent
pair. This implies in particular that z ∈˙ f−1{y1} implies q0z ∼dom(p)
q1z and hence q0((h−1f [y])z) ∼dom(p) q1((h−1f [y])z). Because the other
two transformations involved are morphisms by assumption, we know
that for all w ∈˙ gf [y0], we have
hΠf (p)[y]〈y0, q0〉w ∼gp[(h−1[y])w] hΠf (p)[y]〈y1, q1〉w.
But this is the required equation to show that the terms given from two
different elements of the dependent product are mapped to equivalent
elements of gΠf (p)[y], assuming the transport morphism q is just the
identity, which is the case here.
(c) For the other direction, suppose we have k ∈˙ gΠf (p)[y]. We have
to check, that this is mapped to a pair 〈y0, q0〉 ∈˙ ‖pr−1{y}‖ ⊂˙
‖Πf (p)‖. In particular, that means (∀x ∈˙ f−1{y0})(q0x ∈˙ dom(p) ∧
p(q0x) ∼f−1{y0} x). For any z ∈˙ ‖f−1{y}‖ we have to show that
we get a partial section of p above y. The following starts from the
definition of k and applies the appropriate h−1p . Then we use the fact
that hf is an isomorphism and preimages are extensionally equal for
equivalent elements by proposition 4.1.8.
k(hf [y]z) ∈˙ gp[h−1f [y](hf [y]z)]
h−1p [h−1f [y](hf [y]z)](k(hf [y]z)) ∈˙ p−1{h−1f [y](hf [y]z)}
h−1p [h−1f [y](hf [y]z)](k(hf [y]z)) ∈˙ p−1{z}
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But this shows that the term on the left as an operation of z, composes
with p to the identity. It remains to make sure that for w ∼f−1{y} z
this gets mapped to an equivalent value, but by definition of Pi Bishop
sets we have for
hf [y]z ∼gf [y] hf [y]w
that k respects this equivalence:
k(hf [y]z) ∼
gp[h−1f [y](hf [y]w)]
k(hf [y]w).
For the first component of h−1Πf (p), we directly get the correct term y
supplied as an argument.
(d) Let x ∼cod(f) y. It can be already be seen from the diagram above
that these maps respect identity. hΠf (p) is made up of compositions
from the argument and h−1f and hp which respect equivalence by
assumption. We have to check the following: (We write h for hΠf (p).)
For 〈y0, k0〉 :≡ k ∈˙ pr−1{x} (so y0 ∼cod(f) x.) and any z ∼f−1{x} w it
holds that h[x](k)(z) and h[y](k)(w) are equivalent.
h[x](k)(z)
= (λz.(hp[(h−1f [x])z])((pi1k)((h
−1
f [x])(z))))z
∼
gp[(h−1f [x])z]
(hp[(h−1f [x])z])((pi1k)((h
−1
f [x])(z)))
∼
gp[(h−1f [x])z]
(hp[(h−1f [y])z])((pi1k)((h
−1
f [x])(z)))
∼
gp[(h−1f [x])z]
(hp[(h−1f [y])w])((pi1k)((h
−1
f [x])(z)))
∼
gp[(h−1f [x])z]
(hp[(h−1f [y])w])((pi1k)((h
−1
f [y])(z)))
∼
gp[(h−1f [x])z]
(hp[(h−1f [y])w])((pi1k)((h
−1
f [y])(w)))
∼
gp[(h−1f [x])z]
h[y](k)(w)
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Remember that we actually have to check equivalence in the Pi Bishop
set which means in this case
(q[y](z)(w))(h[x](k)(z)) ∼
gp[(h−1f [y])w])
h[y](k)(w)
but q is the identity, so we can ignore that part.
(e) For h−1 we only consider the second component, and just mention
that it works for the same reason as for the other direction. Let
x ∼cod(f) y and k ∈˙ gΠf (p)[x] and z ∼gf [y] w.
(pi0h−1[x](k))(z)
∼
gp[(h−1f [x])z
(h−1p [(h−1f [x])((hf [x])z)])(k((hf [x])(z)))
∼
gp[(h−1f [y])z
(h−1p [(h−1f [y])((hf [y])z)])(k((hf [y])(z)))
∼
gp[(h−1f [y])w
(h−1p [(h−1f [y])((hf [y])w)])(k((hf [y])(w)))
∼
gp[(h−1f [y])w
(pi0h−1[y](k))(w)
The second equivalence is because hf and the family of classes gp
respect equivalences. The third one holds because both hf [x] and k
are assumed to be functions.
(f) Finally, we have to check that h and h−1 really are inverses. Let
p˜ :≡ 〈y0, p〉 ∈˙ pr−1{x} :
(h−1[x] ◦ h[x])(p˜)
∼pr−1{x} 〈x, λz.(h−1p [(h−1f [y])((hf [y])z)])(
(λz.(hp[(h−1f [x])z])((pi1〈y0, p〉)((h−1f [x])(z))))
((hf [y])(z)))〉
∼pr−1{x} 〈x, λz.(h−1p [(h−1f [y])((hf [y])z)])(
((hp[(h−1f [x])((hf [y])(z))])(
p((h−1f [x])(((hf [y])(z)))))))〉
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∼pr−1{x} 〈x, λz.(h−1p [z])(
((hp[z])(p((h−1f [x])(((hf [y])(z)))))))〉
∼pr−1{x} 〈x, λz.(h−1p [z])(
((hp[z])(p((h−1f [x])((hf [x])(z))))))〉
∼pr−1{x} 〈x, λz.(h−1p [z])((hp[z])(p(z)))〉
∼pr−1{x} 〈x, λz.p(z)〉
(g) For the other direction suppose we are given k ∈˙ gΠf (p)[y].
(h[y] ◦ h−1[y])k
∼gΠf (p)[y] λz.hp[(h
−1
f [y])z]((pi1
(〈y, λz.(h−1p [(h−1f [y])((hf [y])z)])(
k((hf [y])(z)))〉))((h−1f [y])z))
∼gΠf (p)[y] λz.hp[(h
−1
f [y])z]((λz.(h
−1
p [(h−1f [y])((hf [y])z)])(
k((hf [y])(z))))((h−1f [y])z))
∼gΠf (p)[y] λz.hp[(h
−1
f [y])z]
((h−1p [(h−1f [y])((hf [y])((h
−1
f [y])z))])(
k((hf [y])(h−1f [y])z)))
∼gΠf (p)[y] λz.hp[(h
−1
f [y])z]((h
−1
p [(h−1f [y])z])(kz))
∼gΠf (p)[y] λz.(kz)
∼gΠf (p)[y] k
Basically all of the above boils down to reducing compositions of
isomorphisms to identity enabled the fact that hf [·] and hp[·] respect
equivalent elements.
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Proposition 4.1.15. Given two universes u ∈˙ u1 in the sense of U(u) ∧
U(u1) there are Bishop sets and a morphism in the following way:
• u :≡ 〈uECB, ext(uECB)〉 is a Bishop set of Bishop sets up to ex-
tensional equality w.r.t. class membership in the category ECB(u1)
where
BEXT [u,X,R, Y, S] :≡ u = 0 ∧ ∀z(z ∈ X ↔ z ∈ Y
∧ z ∈˙ R↔ Z ∈˙ S)
e˜xt(uECB) :≡
∑
x:uECB
∑
y:uECB
tBEXT (‖x‖, xE, ‖y‖, yE)
EXT [u,E] :≡ 〈pi0u, pi1u, 0〉 ∈ E
ext(uECB) :≡ tEXT (e˜xt(uECB)).
•
∑
ECB(u, λx.x, λx.λy.〈x, y, λz.z〉) is a Sigma Bishop set.
• The first projection from tuples pi0 induces a morphism
el :
∑
ECB
(u, λx.x, λx.λy.〈x, y, λz.z〉) m→ u.
We will write x E= y for x ∼u y and Σ for the domain of el.
Proof. For the first part just note that x E= y ↔ ∀z(z ∈˙ ‖x‖ ↔ z ∈˙ ‖y‖) ∧
∀u, v(〈u, v〉 ∈˙ xE ↔ 〈u, v〉 ∈˙ yE) is clearly an equivalence relation.
For the second part we have to check the requirements for Sigma Bishop
sets. We need F [u, λx.x, λx.λy.〈x, y, λz.z〉]. All elements of a universe are
Bishop sets which are just mapped by identity. So we only have to check the
second operation. 〈x, y, λz.z〉 is always a morphism by extensionality: For
x
E= y we have the same equivalence relation in the domain and codomain,
so λz.z is a function and isomorphic. In fact if x = y holds then it is exactly
id(x).
The last part is similarly easy: 〈x,w〉 ∼Σ 〈y, v〉 implies in particular
x
E= y so el is a function.
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Proposition 4.1.16. Let u :≡ 〈u, ext(u)〉 and let f : a m→ b be any mor-
phism such that CU[f, u]. Then f is a pullback of the morphism el : Σ m→ u
given in proposition 4.1.15 along some g : b m→ u.
Proof. Let hf [x] : f−1{x} m→ gf [x] be the isomorphism which exists because
CU[f, u].
We will show that that following diagram describes a pullback.
a Σ
b u
f
q
el
g
where
q :≡ 〈a,Σ, λx.〈gf [fx], hf [fx](x)〉〉
g :≡ 〈b, u, λx.gf [x]〉.
We have to show the following
(a) g is a function,
(b) q is a function,
(c) For any k : c m→ a, l : c m→ Σ with g ◦ k =m el ◦ l there exists r : c m→ a
with f ◦ r =m k and q ◦ r =m l.
(d) This r is unique.
(a) Let x ∼b y. CU[f, u] requires that z ∈˙ gf [x] ↔ z ∈˙ gf [y]. In fact
gf [x]
E= gf [y] has to hold since we require that
(∀z ∈˙ g[x])((hf [x])z ∼gf [x] (hf [y])z)
is “well-typed” and true. Because we chose ext(u) as equivalence for
u this is a function.
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(b) Let x ∼a y we have to show qx ∼Σ qy. The equivalence relation in Σ
amounts to the conjunction of component-wise equivalences:
〈m,w〉 ∼Σ 〈n, v〉 ↔ m E= n ∧ w ∼n v.
But the argument from the previous claim still applies. gf [·] and hf [·]
respect equivalence and hence
qx = 〈gf [fx], (hf [fx])(x)〉 ∼Σ 〈gf [fy], hf [fy](y)〉 = qy.
(c) Let k : c m→ a and l : c m→ Σ be morphisms such that g ◦ k =m el ◦ l.
We define r : c m→ a as
r :≡ 〈c, a, λc.(h−1f [kc])(pi1(lc))〉.
We have to check this is well-defined. Let us remember the following
signature
h−1f [kc] : gf [kc]
m→ f−1{kc}.
By assumption we have g ◦ k =m el ◦ l and so in particular g[kc] E=
pi0(lc). This implies that pi1(lc) ∈˙ ‖g[kc]‖. Since ‖f−1{kc}‖ ⊂˙ a this
is an operation which is defined on the whole domain.
Now let c0 ∼c c1 be two equivalent elements. As in the previ-
ous claims we have gf [kc0]
E= gf [kc1] and (h−1f [kc0])(pi1(lc0)) ∼a
(h−1f [kc1])(pi1(lc0)). Since h−1[kc0] and l are functions, and since the
equivalence of Σ as stated above is define basically component-wise
we also get
(h−1f [kc0])(pi1(lc0)) ∼a (h−1f [kc1])(pi1(lc1)).
Note that the a in the equivalence holds because (f−1{b0})E ⊂˙ a for
all b0 ∈˙ ‖b‖.
With this we have shown that r is a function. It remains to show
uniqueness.
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(d) Let r0, r1 : c m→ a be morphisms with f ◦ ri =m k and q ◦ ri =m l for
i = 0, 1.
For arbitrary x ∈˙ c we have to show r0x ∼a r1x.
Consider q(rix).
q(rix) = 〈gf [f(rix)], (hf [f(rix)])(rix)〉
We have f(r0x) ∼b kx ∼b f(r0c1) from f ◦ ri =m k. The other
equation yields q(r0x) ∼Σ lx ∼Σ q(r1x). From this we can look at
q(rix) component-wise:
gf [f(r0x)]
E= gf [kx]
E= gf [f(r1x)]
and
(hf [kx])(r0x) ∼gf [kx] (hf [f(r0x)])(r0x)
∼gf [kx] pi1(q(r0x))
∼gf [kx] pi1(lx)
∼gf [kx] pi1(q(r1x))
∼gf [kx] (hf [f(r1x)])(r1x)
∼gf [kx] (hf [kx])(r1x)
This works of again only because the equivalence relation of Σ is
defined component-wise. So q ◦ ri =m l tells us in particular that,
applied to any elements of the domain, the second components of
the result in Σ are equivalent. But now we are done. hf [kx] is an
isomorphism, hence we can apply h−1f [kx] which yields
r0x ∼a r1x
which just means that r0 =m r1.
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Definition 4.1.17 (Weak predicative universe in a category).
Let C be a locally cartesian closed category, el be some morphism in C and
S [x] be a formula. We call S a weak universe in C if the following axioms
hold.
• (U1), (U3), (U4), (U5) from definition 4.1.1.
• (U2W ) ∀f, g(Mor(f, g) ∧ dom(f) =o cod(g)
∧ cod(f) =o dom(g) ∧ ISO[f, g]→ S [f ] ∧ S [g]
The closure under identity morphisms and isomorphisms.
Theorem 4.1.18. CU satisfies the closure conditions of the weak universe
defined in definition 4.1.17.
Proof. This is just a direct consequence of the propositions proved above.
• (U1) Closure under pullbacks is theorem 4.1.10.
• (U2W ) Closure under isomorphisms is proposition 4.1.12.
• (U3) Closure under Sigma is proposition 4.1.13.
• (U4) Closure under Pi is proposition 4.1.14.
• (U5) Existence of a universal morphism is proposition 4.1.16.
Theorem 4.1.19. All Bishop sets b ∈˙ u are contained in CU[·, u] via the
morphism !b : b m→ 1.
Proof. We define
g[∗] :≡ b
h[∗] :≡ 〈(!b)−1{∗}, g[∗], λx.x〉
h−1[∗] :≡ 〈g[∗], (!b)−1{∗}, λx.x〉
h, h−1 are well-defined, because (!b)−1{∗} is always extensionally equal to
b. Furthermore h is clearly an isomorphism, and g maps all elements of 1
into u. But that is exactly what we have to show for CU[!b, u].
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4.2. Cardinal Numbers
Notation 4.2.1. We will now adopt similar notation as for ECB. If
x :≡ a ba0
a1
is an object in Cex, we will write ‖x‖ for b and xE for a.
For 〈w, reflx ◦ w〉, 〈z, reflx ◦ z〉 : 1 m→ x and some γ : 1C m→ xE which
witnesses 〈w, reflx ◦ w〉 =Cexm 〈z, reflx ◦ z〉 we write
w ∼x z
or
γ : w ∼x z
if we need to remember the proof object.
Specialized to ECex this just means that γ selects some r ∈˙ xE such that
a0(r) = w(∗) and a1(r) = z(∗).
Example 4.2.2 (Cardinal numbers). Let u0 ∈˙ u1 be two universes and
EC(u0) the category EC restricted to Ob(x)↔ x ∈˙ u0.
I[u, C] :≡ u = 〈x, f, g, y〉 ∧ x, y ∈ Ob
∧ f : x m→ y ∧ g : y m→ x ∧ ISO[f, g]
i0 :≡ 〈i(EC(u0)), u0, pi0〉
i1 :≡ 〈i(EC(u0)), u0, pi3〉
rκ :≡ 〈u0, i(EC(u0)), λx.〈x, id(x), id(x), x〉〉
Symmetry sκ and transitivity tκ are tracked by terms which perform the
following shuﬄing.
〈x, f, g, y〉 7→ 〈y, g, f, x〉
〈〈x, f, g, y〉, 〈y, h, k, z〉〉 7→ 〈x, h ◦ f, g ◦ k, z〉
We call the object κ :≡ i(EC(u0)) u0
i0
i1
in EC(u1)ex the cardinals.
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Cardinal addition is given by the coproduct:
c˜(〈x, y〉) :≡ x+ y
c :≡ 〈u0 × u0, u0, c˜〉
r˜(〈〈a, f, g, b〉, 〈c, h, k, d〉〉) :≡ 〈a+ c, f ⊕ h, g ⊕ k, b+ d〉
r :≡ 〈i(EC(u0))× i(EC(u0)), i(EC(u0)), r˜〉
+κ :≡ 〈κ× κ, κ, 〈c, r〉〉
Cardinal multiplication is constructed by the product.
p˜(〈x, y〉) :≡ x× y
p :≡ 〈u0 × u0, u0, p˜〉
r˜(〈〈a, f, g, b〉, 〈c, h, k, d〉〉) :≡ 〈a+ c, 〈f, h〉 , 〈g, k〉 , b+ d〉
r :≡ 〈i(EC(u0))× i(EC(u0)), i(EC(u0)), r˜〉
·κ :≡ 〈κ× κ, κ, 〈p, r〉〉
Finite cardinals are given by finite classes, represented by
[k] :≡ {n | n ∈ N ∧ n < k}.
Proposition 4.2.3 (Properties of cardinal addition). Let ξ, η, ζ ∈˙ ‖κ‖.
(a) ξ +κ [0] ∼κ ξ
(b) ([1] +κ [1]) ∼κ [2]
(c) ξ +κ η ∼κ η +κ ξ
(d) (ξ +κ η) +κ ζ ∼κ ξ +κ (η +κ ζ)
Proof. Zero is the additive neutral element. 〈ξ, [0]〉 is mapped to ξ + [0].
But [0] has no elements, so we can proof that
h :≡ 〈ξ, ξ + [0], λx.〈0, x〉〉
h−1 :≡ 〈ξ + [0], ξ, λx.pi1x〉
are inverses since there are no elements 〈1, z〉 ∈˙ ξ + [0] as this would imply
z ∈˙ ∅. And so 〈ξ, h, h−1, ξ + [0]〉 is a witness for ξ ∼κ (ξ +κ [0]).
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For ([1] +κ [1]) ∼κ [2] we can write down the isomorphism
f :≡ 〈[1] + [1], [2], λx.pi0x〉
f−1 :≡ 〈[2], [1] + [1], λx.〈x, 0〉〉
which shows ([1] +κ [1]) ∼κ [2].
Commutativity is easy to see since ξ +κ η is mapped to ξ + η which is of
course isomorphic to η + ξ through the morphism inr ⊕ inl.
For associativity we note just note that we can use definition by numerical
cases to map〈0, 〈0, x〉〉〈0, 〈1, y〉〉
〈1, z〉
↔
 〈0, x〉〈1, 〈0, y〉〉
〈1, 〈1, z〉〉.

Proposition 4.2.4 (Properties of cardinal multiplication). Let ξ, η, ζ ∈˙
‖κ‖.
(a) ξ ·κ [0] ∼κ [0]
(b) (ξ ·κ [1]) ∼κ ξ
(c) ξ ·κ η ∼κ η ·κ ξ
(d) (ξ ·κ η) ·κ ζ ∼κ ξ ·κ (η ·κ ζ)
Proof. ξ× [0] contains pairs 〈x, y〉 with x ∈˙ ξ ∧ y ∈˙ [0]. Since y ∈˙ [0] implies
y ∈ N ∧ y < 0 no such pairs can exist.
ξ × [1] is build from pairs 〈x, 0〉 which we can clearly map to x and back.
The two other claims follow from the existence of the obvious universal
maps into products which provide isomorphisms.
Remark 4.2.5. The construction above, while being a partition of the
universe, doesn’t behave exactly how we would expect from a definition of
cardinals in a strong enough, classical system.
We can for example for any two element class {a, b} construct a surjection
into it from [2], however constructing an inverse may or may not be possible.
If we consider the Church Booleans {tt, ff} where tt :≡ λxy.x and ff :≡ λxy.y
we can construct an inverse with λx.x01 which sends tt to 0 and ff to 1. In
193
4. Applications of ECB and ECex
general it’s however not possible to give such a map even when we know
there exist exactly two elements in a class. The main reason for this is
that the operation for definition by cases is restricted to natural number
arguments. This would again be different, if we were to allow (ACV ) as in
subsection 3.2.
4.3. Combinatory Logic
As a second example we will give an explicit Bishop set of terms modulo
variable renaming of combinatory logic. For this we’re going to simplify our
notation of operations to allow operations which are essentially specified
like Haskell-terms; i.e. several lines per operation with pattern-matching on
all terms. We will also not give full details, since such notation is valid as
long as we restrict ourselves to natural numbers, which is what we’re going
to do by using A.1.1 and a coding for terms.
Definition 4.3.1. We call the elements of the class below pre-terms of our
combinatory logic.
A0[u] :≡ u = 〈|1, 0|〉 ∨ u = 〈|2, 0|〉 ∨ (u = 〈|3, l|〉 ∧ l ∈ N)
An[u,An−1] :≡ u = 〈|4, a, b|〉 ∧ a, b ∈ An−1
g(f, x) :≡
{
tA0 x = 0
tAn(f(x− 1)) x 6= 0
a :≡ (fixg)
We have terms s, k, variables xk and applications (a b). We provide a
translation (·)∗ into pre-terms:
k∗ :≡ 〈|1, 0|〉
s∗ :≡ 〈|2, 0|〉
x∗l :≡ 〈|3, l|〉
(ab)∗ :≡ 〈|4, a∗, b∗|〉
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Definition 4.3.2. Substitutions are given by
S0[u] :≡ u = 〈|1, 0|〉
Sn[u, Sn−1] :≡ u = 〈|2, 〈|k, l|〉, s|〉 ∧ k, l ∈ N ∧ s ∈ Sn−1
subst :≡ defined similar to the class a for pre-terms
We give again a translation:
ε∗ :≡ 〈|0, 1|〉
[k 7→ l]s∗ :≡ 〈|2, 〈|k, l|〉, s|〉
We have a concatenation ++ operation defined on Substitutions:
ε∗++ ε∗ :≡ ε∗
[u 7→ v]w∗++ ε∗ :≡ [u 7→ v]w∗
ε∗++[u 7→ v]w∗ :≡ [u 7→ v]w∗
[u 7→ v]w∗++[l 7→ m]n∗ :≡ [u 7→ v](w∗++[l 7→ m]n∗),
the obvious substitution-reversal (·)−1 and there are operations to apply a
substitution to a pre-term and to check of this substitution is valid for a
given term.
θ(x∗l , ε∗) :≡ x∗l
θ(x∗l , [l 7→ m]p∗) :≡ θ(x∗m, p)
θ(x∗k, [l 7→ m]p∗) :≡ θ(x∗k, p) k 6= l
θ(k∗, p) :≡ k∗
θ(s∗, p) :≡ s∗
θ((ab)∗, [l 7→ m]p∗) :≡ (θ(a∗, [l 7→ m]p∗)θ(b∗, [l 7→ m]p∗))∗
By validity, we mean
valid(t∗, s) :≡
{
1 lh(fv(t)) = lh(fv(θ(t, s)))
0 otherwise
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where
fv(t∗) :≡ list of all unique variables in t.
Clearly, such a term exists. (See the Data.List module [24] of the Haskell
programming language standard library for explicit function-definitions for
manipulating lists.) Note that this is just a restriction to stop identifications
like
(xy)∗ ∼ (zz)∗.
In other words we make sure substitutions are always injective, since
otherwise symmetry would fail as the example clearly shows.
Example 4.3.3. Terms are given by the explicit Bishop Set defined as
follows.
R[u, P, S] :≡ u = 〈|x, s, y|〉 ∧ x, y ∈ P ∧ s ∈ S
∧ valid(x, s) = 1 ∧ θ(x, s) = y
r :≡ tR(a, s)
r0 :≡ 〈r, a, piN0 〉
r1 :≡ 〈r, a, piN2 〉
reflra :≡ 〈a, r, λx.〈|x, ε∗, x|〉〉
symmra :≡ 〈r, r, λ〈|x, s, y|〉.〈|y, (s)−1, x|〉〉
tranra :≡ 〈r1 ∗ r0, r, λ〈|〈|x, s, y|〉, 〈|y, t, z|〉|〉.〈|x, s++ t, z|〉〉
We call τ :≡ r ar0
r1
the explicit Bishop set of terms. Note that tranra
is only well-defined, because concatenation of valid substitutions is always
valid for a given term.
We have a small-step evaluation morphism (small-step operational se-
mantics, see [37].)
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e(((ka)b)∗) :≡ a∗
e((((sa)b)c)∗) :≡ ((ac)(bc))∗
e((ab)∗) :≡
{
〈|4, a∗, e(b∗)|〉 e(a∗) = a∗
〈|4, e(a∗), b∗|〉 otherwise
e(x∗l ) :≡ x∗l
e(k∗) :≡ k∗
e(s∗) :≡ s∗
The full morphism is then
ev′τ :≡ 〈r, r, λp.〈|e(piN0 p), piN1 p, e(piN2 p)|〉〉
evτ :≡ 〈a, a, e〉
〈|evτ , ev′τ |〉 : τ m→ τ
Well-definedness can be proved by case-analysis: Only if two pre-terms in a
contain an application of s or k of the correct form does something change,
but both of those evaluation-steps only ever delete variables from a term (in
case of k) or copy variables which already existed in case of s. But since no
new variables are ever created by evaluation, any substitution remains valid.
This only works because we don’t require a substitution to be minimal in
any sense. This shows in particular, that τ is a pseudo-equivalence relation
but not an equivalence relation.
Definition 4.3.4 (Quotient up to finite evaluation steps). We define an
n-step evaluation:
en(0) :≡ λx.x
en(l) :≡ λt.en(l − 1)(e(t))
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Let
Q[u,A] :≡ u = 〈|t, l, v|〉 ∧ t, v ∈ A ∧ l ∈ N ∧ (en(l)t = en(l)v)
S[u,Q,R] :≡ u = 〈|〈|t0, l, v0|〉, s0, s1, 〈|t1,m, v1|〉|〉
∧ 〈|t0, s0, t1|〉, 〈|v0, s1, v1|〉 ∈ R ∧ (piN0 u), (piN3 u) ∈ Q
q :≡ tQ(a)
s :≡ tS(q, r)
s0 :≡ 〈s, q, piN0 〉
s1 :≡ 〈s, q, piN3 〉
reflsq :≡ 〈q, s, λx.〈|x, ε∗, ε∗, x|〉〉
symmsq :≡ 〈s, s, λ〈|〈|t0, l, v0|〉, s0, s1, 〈|t1,m, v1|〉|〉.
〈|〈|t1,m, v1|〉, (s0)−1, (s1)−1, 〈|t0, l, v0|〉|〉〉
transq :≡ 〈s ∗ s, s,
λ〈〈|〈|t0, l, v0|〉, s0, s1, 〈|t1,m, v1|〉|〉,
〈|〈|t1,m, v1|〉, s2, s3, 〈|t2, n, v2|〉|〉〉.
〈|〈|t0, l, v0|〉, s0 ++ s2, s1 ++ s3, 〈|t2, n, v2|〉|〉〉
Finally, we get 〈q0, q1〉 : im( s q
s0
si
) m τ × τ with induced equivalence
relation morphisms; i.e. the eval-relation on q.
Since all equivalence relations in ECex have a coequalizer, we can get
the explicit Bishop set im( s q
s0
si
) m τ × τ m e of renaming-invariant
terms modulo finite applications of s and k terms.
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Future Directions
5.1. Yoneda Embedding in ECB
We now set out to prove the Yoneda Lemma with ECB as a stand-in for
the Category of Sets.
We’re going rename some things which were already defined to make this
section more readable and define some new things.
Let u0 ∈˙ u1 be universes in the sense of U(u0),U(u1). uECB a universe
of implicit Bishop Sets constructed from u0 and let C bet an arbitrary
u0-proper local category.
Definition 5.1.1 (Locally small category). If a category C is u0−proper
local (That is, it has for any two objects c, d classes lhomclass(c, d) contain-
ing all morphisms from c to d and ecm(c, d) of the restricted equivalence
relation on those morphisms in u0, then the hom-implicit Bishop set is
given by the following two classes:
‖homC(c, d)‖ :≡ lhomclass(c, d)
homC(c, d)E :≡ ecm(c, d)
We call a (non-weak!) u0−proper local category from now on locally
small.
Notation 5.1.2. We’re going to use the following notation during this
section. ECBu for the non-weak version of ECB restricted to uECB and
[Cop,ECBu] :≡ ECBC
op
u ,
[Cop,ECBu](a, b) :≡ homECBCopu (a, b).
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Definition 5.1.3 (hom-functor). Let C be a locally small category and
c ∈˙ obC .
C(·, c)o :≡ λd.C(d, c)
C(·, c)m :≡ λf.〈C(dom(f), c), C(cod(f), c), λg.g ◦ fop〉
where
fop :≡ 〈cod(f), dom(f), f〉.
We’re going to write C(·, c) for the functor
〈C(·, c)o, C(·, c)m〉 : Cop → ECBu.
Definition 5.1.4 (Yoneda embedding). Let C be locally small. Using the
contravariant hom-functor (C(·, c) ∈˙ [Cop,ECBu]) for any c ∈˙ obC , we can
construct a functor y : C → [Cop,ECBu].
y(c) :≡ C(·, c)
ym(f) :≡ 〈y(dom(f)), y(cod(f)),
λx.〈C(·, dom(f))o(x), C(·, cod(f))o(x), λg.f ◦ g〉〉.
The fact that this is an embedding is the content of the Yoneda Lemma
below.
Lemma 5.1.5. Let C be a locally small category, c ∈˙ C and 〈fo, fm〉 :≡ f :
Cop → ECBu a functor. Then there is a natural isomorphism
[Cop,ECBu](y(c), f) ∼= fo(c).
More formally, Let the following define two functors z and w :
〈zo, zm〉 : Cop × [Cop,ECBu]→ ECB
zo(c, f) :≡ [Cop,ECBu](y(c), f)
zm(g, ϑ) :≡ 〈zo(dom(g), dom(ϑ)), zo(cod(g), cod(ϑ)),
λη.ϑ ◦ η ◦ y(gop)〉
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〈wo, wm〉 : Cop × [Cop,ECBu]→ ECB
wo(c, f) :≡ fo(c)
wm(g, ϑ) :≡ 〈dom(ϑ)o(dom(g)), cod(ϑ)o(cod(g)),
λw.ϑ(cod(g))(dom(ϑ)m(g)w)〉.
There exists a natural isomorphism ϕ : z ∼= w : ψ.
Proof.
Note that zm and wm could be more readably written as
zm(k : c m→ d, ϑ : f ⇒ g) :≡ λη.ϑ ◦ η ◦ y(kop) : zo(c, f) m→ zo(d, g)
wm(k : c m→ d, ϑ : f ⇒ g) :≡ λw.ϑ(d)(fm(k)w) : fo(c) m→ go(d).
and that 〈zo, zm〉 is just the composition of the functors
Cop × [Cop,ECBu]
[Cop,ECBu]op × [Cop,ECBu] ECB.
yop×id z
[Cop,ECBu](·,·)
The required natural transformations ϕ and ψ are then given by
ϕ(c, f) :≡ 〈zo(c, f), wo(c, f), λη.η(c)(id(c))〉
ψ(c, f) :≡ 〈wo(c, f), zo(c, f), λa.〈y(c), f,
λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉〉
To see that these are inverses let c ∈˙ C, f : Cop → ECBu, and η : y(c)⇒ f.
We need to check the following two equations:
(ϕ(c, f) ◦ ψ(c, f))a ∼fo(c) a
(ψ(c, f) ◦ ϕ(c, f))η ∼zo(c,f) η
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(ϕ(c, f) ◦ ψ(c, f))a
∼fo(c) (〈zo(c, f), wo(c, f), λη.η(c)(id(c))〉)
((λa.〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)a)
∼fo(c) (λη.η(c)(id(c)))(〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)
∼fo(c) (〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)(c)(id(c))
∼fo(c) λd.〈C(d, c), fo(d), λh.fm(hop)a〉(c)(id(c))
∼fo(c) 〈C(c, c), fo(c), λh.fm(hop)a〉(id(c))
∼fo(c) (λh.fm(hop)a)(id(c))
∼fo(c) fm((id(c))op)a
∼fo(c) id(fo(c))a
∼fo(c) a
(ψ(c, f) ◦ ϕ(c, f))η
∼zo(c,f) (λa.〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)
(〈zo(c, f), wo(c, f), λη.η(c)(id(c))〉η)
∼zo(c,f) (λa.〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)
((λη.η(c)(id(c)))η)
∼zo(c,f) (λa.〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)a〉〉)(η(c)(id(c)))
∼zo(c,f) 〈y(c), f, λd.〈C(d, c), fo(d), λh.fm(hop)(η(c)(id(c)))〉〉
∼zo(c,f) 〈y(c), f, λd.〈C(d, c), fo(d), λh.η(d)(C(·, c)m(hop)(id(c))〉〉
∼zo(c,f) 〈y(c), f, λd.〈C(d, c), fo(d), λh.η(d)(id(c) ◦ ((hop)op))〉〉
∼zo(c,f) 〈y(c), f, λd.〈C(d, c), fo(d), λh.η(d)(h)〉〉
∼zo(c,f) η
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The fourth equivalence from below in direction (ψ(c, f) ◦ ϕ(c, f)) is an
application of the naturality of η : y(c)⇒ f :
C(c, c) fo(c)
C(d, c) fo(d)
C(·,c)m(h)
η(c)
fm(h)
η(d)
We still need to show that ϕ and ψ are actually functional and natural.
Let a ∼fo(c) b and d ∈˙ obC .
(ψ(c, f)a)d =ECBm 〈C(d, c), fo(d), λh.fm(hop)a〉
But fm(hop) is a function for any h ∈˙ homC , and so fm(hop)(a) ∼fo(d)
fm(hop)(b) holds, which lifts to
=ECBm 〈C(d, c), fo(d), λh.fm(hop)b〉
=ECBm (ψ(c, f)b)d.
Since this is again just pointwise equivalence as a natural transformation,
this proves the claim (ψ(c, f)a) ∼zo(c,f) (ψ(c, f)b).
For the reverse, let ζ ∼[Cop,ECBu](y(c),f) ξ.
ϕ(c, f)ζ ∼fo(c) (λη.η(c)(id(c)))ζ
∼fo(c) ζ(c)(id(c))
∼fo(c) ξ(c)(id(c))
∼fo(c) ϕ(c, f)ξ
The third equivalence follows from the assumption that equivalent natu-
ral transformations are pointwise equal: ζ(c) =m ξ(c) which yields two
pointwise equivalent functions.
Finally, we have to check naturality. for h : c m→ d in Cop, ϑ : f ⇒ g in
[Cop,ECBu](f, g) and a, c, d ∈˙ obCop
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zo(c, f) = [Cop,ECBu](y(c), f) wo(c, f) = fo(c)
zo(d, g) = [Cop,ECBu](y(d), g) = go(d)
ϕ(c,f)
zm(h,ϑ)
ψ(c,f)
wm(h,ϑ)
ϕ(d,g)
ψ(d,g)
η : y(c)⇒ f η(c)(id(c)) : fo(c)
ϑ ◦ η ◦ ym(hop) : y(d)⇒ g
ϑ(d)(fm(h)(η(c)(id(c))))
∼go(d)
(ϑ ◦ η ◦ y(c)m(hop))(d)(id(d))
η 7→η(c)(id(c))
η 7→ϑ◦η◦ym(hop)
w 7→ϑ(d)(fm(h)(w))
The equivalence on the lower right stems from the following derivation
(ϑ ◦ η ◦ ym(hop))(d)(id(d))
∼go(d) (ϑ(d) ◦ (η ◦ ym(hop))(d))(id(d))
∼go(d) (ϑ ◦ η(d) ◦ ym(hop)(d))(id(d))
∼go(d) (ϑ ◦ η(d)◦
(λx.〈C(·, dom(hop))o(x), C(·, cod(hop))o(x), λg.hop ◦ g〉)(d))
(id(d))
∼go(d) (ϑ ◦ η(d)◦
〈C(·, dom(hop))o(d), C(·, cod(hop))o(d), λg.hop ◦ g〉)(id(d))
∼go(d) (ϑ ◦ η(d)◦
〈C(d, dom(hop)), C(d, cod(hop)), λg.hop ◦ g〉)(id(d))
∼go(d) (ϑ ◦ η(d)◦
〈C(d, d), C(d, c), λg.hop ◦ g〉)(id(d))
∼go(d) ϑ ◦ η(d)(hop)
∼go(d) ϑ(d)(η(d)(hop))
∼go(d) ϑ(d)(η(d)(id(c) ◦ hop))
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∼go(d) ϑ(d)(η(d) ◦ C(·, c)o(h))(id(c))
∼go(d) ϑ(d)(fm(h) ◦ η(c))(id(c))
∼go(d) ϑ(d)(fm(h)(η(c)(id(c))))
Th sixth equivalence holds because we have hop : d m→ c in C, and the
third equivalence from below follows from η : y(c) ⇒ f, that is, from
η : C(·, c)⇒ f.
Remark 5.1.6. The Yoneda Lemma as stated above is in some sense strictly
weaker than the usual one. In fact, normally we would use it to prove
that a set of natural transformations is small, i.e. part of the universe.
Here, this not the case! [Cop,ECBu](y(c), f) can’t possibly be contained
in u, since that name was used to define the class. So here we have an
important difference about universes in Explicit Mathematics compared
to theories like ZFC. An isomorphism to an element of a universe does
not imply inclusion in said universe. This is one of the reasons to consider
different notions of universes like the one given in section 4.1 which is closed
under isomorphisms (see proposition 4.1.12.)
Corollary 5.1.7 (Yoneda Embedding). For any locally small categories C,
the functor
y : C → [Cop,ECBu]
is an embedding. More formally, for any two objects c, d in C we have an
isomorphism C(c, d) m→ [Cop,ECBu](y(c), y(d)) of implicit Bishop Sets.
Proof. Let c, d ∈˙ obC and h ∈˙ C(c, d). We can calculate
h =m h ◦ id(c) =m ym(h)(c)(id(c)) =m ϕ(c, C(·, d))(ym(h)).
Hence, by the Yoneda Lemma we get an isomorphism
i(c, d) : C(c, d) m→ [Cop,ECBu](y(c), y(d))
i(c, d) :≡ ψ(c, y(d))(c) = ψ(c, C(·, d))(c).
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Corollary 5.1.8 (Covariant Yoneda Embedding). Similarly we can show
that for any locally small categories C, the functor
k : C → [C,ECBu]
which uses the functor C(c, ·) and its induced natural transformation, is an
embedding.
Corollary 5.1.9. Let C be a locally small category. C(·, x) ∼= C(·, y) implies
x ∼= y.
Proof. Reminder: Full and faithful functors reflect isomorphisms: Suppose
ff a,b(〈fo, fm〉) : C(a, b)
∼=→ D(fo(a), fo(b))
is the isomorphism with inverse ff−1a,b(〈fo, fm〉) such that
ff−1a,b(〈fo, fm〉)(fm(h)) =m h.
Then for h : fo(a) ∼= fo(b) : h−1 we get
id(a) =m ff−1a,b(〈fo, fm〉)(idfo(a))
=m ff−1a,b(〈fo, fm〉)(h−1 ◦ h)
=m ff−1a,b(〈fo, fm〉)
(fm(ff−1a,b(〈fo, fm〉)(h)) ◦ fm(ff−1a,b(〈fo, fm〉)(h−1)))
=m ff−1a,b(〈fo, fm〉)
quad(fm(ff−1a,b(〈fo, fm〉)(h) ◦ ff−1a,b(〈fo, fm〉)(h−1)))
=m ff−1a,b(〈fo, fm〉)(h) ◦ ff−1a,b(〈fo, fm〉)(h−1)
For the other direction the proof is similar. This shows that
ff−1a,b(〈fo, fm〉)(h) : a ∼= b.
Applying this to the Yoneda Embedding y, we get from every
η(a) : C(a, x) ∼= C(a, y)
natural in a, an isomorphism x ∼= y in C.
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Corollary 5.1.10. Let C be a locally small category. C(x, ·) ∼= C(y, ·)
implies x ∼= y.
Proposition 5.1.11. Let I and C be proper local categories and q : I → C
a functor such that the limit lim←−i
q exists in C. This implies that we have an
isomorphism C(c, lim←−iq)
∼= lim←−iC(c, qo(i)) natural in c.
Proof. Let the limit be given as 〈h, 〈lim←−iq, η〉〉. A cone is essentially just
a natural transformation from the constant functor ∆(x)o(y) :≡ x to q;
η : ∆(x) ⇒ q. A limit then just comes with an additional operation that
sends any other natural transformation to the unique, commuting morphism
from x into the limit.
lim←−i
q qo(i)
lim←−i
q qo(j)
η(i)
qm(f)
η(j)
But then we get a new natural transformation η˜ : C(c, lim←−iq)⇒ C(·, lim←−iq)
given by η˜(i) :≡ λh.η(i) ◦ h. For any other cone 〈x, s〉 we have
C(c, lim←−iq) C(c, qo(i))
x C(c, qo(i))
η˜(i)
h˜
s(i)
The morphism h˜ is induced by the term λx0.h〈(λj.s(j)x0), x〉. This is well-
defined, because for any x0 ∼x x1 ∈˙ x we have that s(i)x0 =m s(i)x1 :
c m→ qo(i) is a function of ECB and h then selects the unique morphism
making the pointwise diagram commute, hence h˜ will be unique. But this
shows that C(c, lim←−iq) is the limit of q ◦ C(c, ·), and so we are done.
Corollary 5.1.12. This finally allows us to conveniently prove some stan-
dard results we have omitted so far. Let C, D be two locally small cate-
gories and f : C → D a g : D → C a pair of adjoint functors. If I is
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a finite category, and q : I → D is a functor with lim←−iq its limit, then
go(lim←−i
q) ∼= lim←−i(g ◦ q). Short: RAPL (Right Adjoints Preserve Limits)
Proof. Proposition 5.1.11 states, that we have a natural isomorphism
D(c, lim←−iq)
∼= lim←−iD(c, qo(i)).
Using the definition of adjoint functors, we then get
C(a, go(lim←−iq))
∼= D(fo(a), lim←−iq)
∼= lim←−iD(fo(a), qo(i))
∼= lim←−iC(a, go(qo(i)))
∼= C(a, lim←−igo(qo(i)))
But these are all natural isomorphisms, and so corollary 5.1.10 yields
go(lim←−i
q) ∼= lim←−i(g ◦ q).
5.2. Enriched Categories
As it turns out, there is a mismatch between the definitions of categories
and functors, which essentially live in ECB, and our candidate for the
category sets ECex, for which we would like to prove the standard theorems
like the Yoneda Lemma. Since ECex is so much better behaved than the
other categories, it actually turns out that things can’t be proved, because
we don’t have enough structure in our other definitions.
As an example, consider the case of the proof of the Yoneda Lemma
(see lemma 5.1.5 for the version in ECB.) Given a functor f : C → ECex,
It seems impossible to directly write down the natural transformation
ψ : fo(c)⇒ hom(ECex)Cop (y(c), f) in ECex : That is, we need to construct
a natural transformation homC(·, c) ⇒ f. For a fixed element a in fo(c)
This is normally just defined as h 7→ fm(h)(a).
Because of how =Cm is defined, homC(d, c) has just an equivalence relation
in the sense of pairs even in the exact completion. But that would mean
that for arbitrary morphisms h =mC h′ we have to explicitly compute a
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proof-object r(h, h′) in the relation of fo(d) from essentially nothing. In
particular if C was ECex then fm(h) =m fm(h′) means there exists some
γ : ‖(fo(c))‖ m→ (fo(d))E. A map from the carrier to the pseudo-equivalence
relation to show that fm(h) and fm(h′) are the same. This is the map
which would (point-wise) provide the second component of a morphism
homC(d, c) m→ fo(d) in ECex. In other words, we would need a global term
ψ′ such that ψ′(h, h′) =ECm γh,h′ which we could then compose with the
constant map for a.
We could add an ad-hoc definition to fix this:
Definition 5.2.1. For a locally small category C, a functor f : Cop → ECex
is called an effective functor if f = 〈〈fo, fm〉, γ〉 such that the following
three conditions hold.
(EF1) FunctorCop,ECex [〈fo, fm〉]
(EF2) γ ∈˙
∏
(d,c:obC)
∏
(〈h,h′〉:homC(d,c)E)
homC(‖fo(c)‖, (fo(d))E)
(EF3) (∀c, d ∈˙ obC)(∀h =Cm h′ : d m→ c)(
(rfo(d)0 ◦ γ(d, c)(〈h, h′〉) =Cm pi0(fm(hop))
∧ rfo(d)1 ◦ γ(d, c)(〈h, h′〉) =Cm pi0(fm(h′op))))
But this would only address half of the problem. In fact, it’s not even clear
how to prove that homC(·, c) satisfies this. The above described problem
is of course still there, because if we want to prove the Yoneda Lemma we
need to show at the very least that the hom-functor is effective. But that
was essentially the problem we had at the beginning.
Fortunately, there exists already a big, and very robust theory on how
to handle this problem. We can introduce categories, functors and natural
transformations enriched in ECex; i.e. categories which already start out
with hom-objects in the enriching category instead of (in our case) plain
classes/formulas of EM. So the main difference of some ECex-enriched
category C to the categories as defined before, is that homC(c, d) is should
now be an explicit Bishop set and composition is now required to be a
morphism in ECex instead of just an operation. Since ECex can be viewed
as being enriched over itself, this should yield a proof of the Yoneda Lemma
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as described, for example, by Kelly [29]. In the rest of this section, we give
only the required definitions for enriched categories, functors and natural
transformations. This shows, that explicit mathematics is, in principle,
perfectly capable to reason about enriched categories. Investigation about
the practicality and the limits of this framework in EM is left to future
research.
Definition 5.2.2. Let 〈V,⊗, a, γ, ρ, b〉 be a symmetric monoidal category.
We call A a V-category or a category enriched in V if the following is given.
(a) A = 〈obA, homA, ◦, id〉
(b) obA a class of objects.
(c) For all a, b ∈˙ obA an object homA(a, b) ∈˙ obV .
(d) For all a, b, c ∈˙ obA a morphism in V
◦a,b,c : homA(b, c)⊗ homA(a, b) m→ homA(a, c)
(e) For all a ∈˙ obA a morphism in V
idA(a) : 1V m→ homA(a, a)
(f) The following commuting diagrams unitality and associativity for all
a, b, c, d ∈˙ obA where A(a, b) :≡ homA(a, b) :
A(c, d)⊗ (A(b, c)⊗A(a, b)) A(c, d)⊗A(a, c)
A(a, d)
(A(c, d)⊗A(b, c))⊗A(a, b) A(b, d)⊗A(a, b)
idV⊗m◦
a
◦
◦⊗midV
◦
A(a, b)⊗A(b, b) A(a, b) A(a, a)⊗A(a, b)
A(a, b)⊗ 1V 1V ⊗A(a, b)
◦ ◦
idV⊗midA(b)
ρ
idA(a)⊗midV
γ
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Remark 5.2.3. We don’t need to give morphism equality directly. Since
every morphism f : a m→ b in A is represented by some f˜ : 1V m→ AA(a, b),
we get f =Am g as f˜ =Vm g˜.
Definition 5.2.4. Let A,B be two V-categories. We call f = 〈fo, fm〉 a
V-functor from A to B if it satisfies the following properties.
(EF1) (∀a ∈˙ obA)(fo(a) ∈˙ obB)
(EF2) (∀a, b ∈˙ obA)(fm(a, b) : A(a, b) m→ B(fo(a), fo(b)))
(EF3) (∀a ∈˙ obA)(fm(a, a) ◦V idA(a) =Vm idB(fo(a))
(EF4) (∀a, b, c ∈˙ obA)(fm(a, c) ◦V
(◦Aa,b,c)
=Vm
(
◦Bfo(a),fo(b),fo(c)
)
◦V fm(b, c)⊗m fm(a, b))
The last axiom (EF4) is the equivalent of the usual composition axiom
fm(h ◦ g) =m fm(h) ◦ fm(g) which is better written as a diagram:
A(b, c)⊗A(a, b) A(a, c)
B(fo(b), fo(c))⊗ B(fo(a), fo(b)) B(fo(a), fo(c))
◦A
fm(b,c)⊗mfm(a,b) fm(a,c)
◦B
Definition 5.2.5 (Enriched natural transformation). For V-functors t, s :
A → B, a V-natural transformation α : t ⇒ s is an obA indexed family
α(a) : 1V m→ B(to(a), so(a)) satisfying the V-naturality condition
A(a, b)
1V ⊗A(a, b) A(a, b)⊗ 1V
B(to(b), so(b))⊗ B(to(a), to(b)) B(so(a), so(b))⊗ B(to(a), so(a))
B(to(a), so(b))
γ−1
ρ−1
α(b)⊗mt(a,b) s(a,b)⊗mα(a)
◦Bto(a),to(b),so(b)
◦Bto(a),so(a),so(b)
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Vertical composition1 β · α : t⇒ r of α : t⇒ s and β : s⇒ r is defined
as
(β · α)(a) :≡ ◦Bto(a),so(a),ro(a) ◦V β(a)⊗m α(a) ◦V ρ−11V
where ρ−11V : 1V ∼= 1V ⊗ 1V . In diagram-form:
1V
1V ⊗ 1V
B(so(a), ro(a))⊗ B(to(a), so(a))
B(to(a), ro(a))
ρ−11V
β(a)⊗mα(a)
◦B
1Vertical with respect to the usual naturality square
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A.1. Lists of Natural Numbers
Definition A.1.1. Let (n0, n1) 7→ 〈|n0, n1|〉 : N2 → N denote any of the
usual primitive recursive injective pairing functions on the natural numbers.
This can be represented by a term t〈||〉 in BON and we will write 〈|n0, n1|〉
for the term resulting from the application t〈||〉n0n1.
To encode finite lists of natural numbers by terms 〈|n0, 〈|n1, . . . , nk|〉|〉
which we will abbreviate as 〈|n0, n1, . . . , nk|〉. We add the usual primitive
recursive functions for projection (m, k) 7→ piNkm, length of a list (m) 7→
lh(m) and concatenation (m,n) 7→ m ∗ n.
We demand the following standard properties from our lists:
• 〈|n1, · · · , nk|〉 = 0 if and only if k = 0
• If n 6= 0 holds, then there is exactly one k 6= 0 and natural numbers
n0, . . . , nk such that n = 〈|n0, . . . , nk|〉 holds,
• (piNi n) < n for all i < lh(n),
• lh(〈|n1, · · · , nk|〉) = k,
• piNi 〈|n1, . . . , nk|〉 = ni for 0 ≤ i ≤ k,
• 〈|n1, . . . , nk|〉 ∗ 〈|m0, . . . ,ml|〉 = 〈|n1, . . . , nk,m1, . . . ,ml|〉.
Furthermore, we will add the abbreviation last(m) to access the last element
of a list given by (m) 7→ piNlh(m).
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A.2. Path Categories
Categories which are freely generated from a finite diagram may seem
entirely trivial and in fact their construction is standard. But note that a
finite diagram does not imply that the free category generated from it is
also finite. Consider the diagram with only one object and one non-identity
arrow • f In the category freely generated from these data, it should
not hold that f ◦f ◦ · · · ◦f = f is true for any number of compositions. This
implies an infinite number of morphisms even for this simple case. If fact,
the only time this is not required is if the diagram is a DAG; a directed
acyclic graph. The free category generated from a finite graph (also called
path category1) is defined in the following manner.
Definition A.2.1. Let v, e ⊂˙ nat be finite subsets of the natural numbers
describing vertices and edges and s, t : e .→ v two operations which give
source and target of any edge. The free category on g = 〈v, e, s, t〉 is given
by v as objects and paths in g as morphisms.
ob :≡ v
mor :≡ {〈piN0 p, last(p), p〉 | p ∈˙ m̂or}
where
mor0 :≡ {〈|m,m|〉 | m ∈˙ v}
M2[u, s, t, V, P ] :≡ ∃p(p ∈ P ∧ u = 〈|tf, f, sf |〉 ∧ f ∈ V ∧ lh(p) = 2)
M3[u, s, t, V, P ] :≡ ∃p(p ∈ P ∧ u = 〈|tf, f, x|〉
∧ f ∈ V ∧ p = 〈|sf, x|〉 ∧ lh(p) > 2)
mori(f, n) :≡ tM2(s, t, v, f(n− 1)) ∪ tM3(s, t, v, f(n− 1))
m(f, n) :≡
{
mor0 n = 0
mori(f, n) n 6= 0
m̂or :≡
{
p | ∃n ∈ N ∧ 〈n, p〉 ∈˙
∑
(nat, λn.(fix(m))n)
}
1The name Path Category is also used by van den Berg and Moerdijk [47, 48]. That
notion, short for category with path objects, which is a strengthening of a category
of fibrant objects from homotopy theory is unrelated to the free category generated
from a graph.
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Composition is essentially given by concatenation of paths and identity
id(k) :≡ 〈k, k, 〈|k, k|〉〉. This may seem a bit redundant, but the additional
tupling is just an artifact from the fixed form of morphisms in our categories
which is not a very good match for the usual presentation of path categories.
Example A.2.2. Most of the important shapes of diagrams used are
diagrams of free categories. This includes in particular the diagrams for
(i) initial/terminal objects
The empty Diagram,
(ii) products/coproducts
• • ,
(iii) equalizers/coequalizers
• • ,
(iv) pullbacks/pushouts
• • • and
• • • ,
(v) sequential limits/sequential colimits.
• • · · · • •
Definition A.2.3 (Diagrams in a weak category C). Let J be a category
with finite object and morphism classes. A diagram in C is just a functor
f : J → C. Given an actual diagram in the sense of a graphic consisting of
points and arrows, we take it as a graph and construct the free category
(see definition A.2.1.) This is then taken as the domain of a functor into
C.
Remark A.2.4. Diagrams in the sense of definition A.2.3 are not commuting.
For commuting diagrams defined in this style, see definition A.2.5.
Definition A.2.5 (Commutative Diagram in C).
Given an index category I, A possible definition of a commutative diagram is
a functor I ⇒ C which factors through a thin category (that is a category, for
which for all objects a and b it holds that (f : a m→ b ∧ g : a m→ b)→ f =m g.)
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Here we will define a commutative diagram in the following sense. Given
any directed graph g :≡ 〈v, e, s, t〉 the commutative diagram specified by g
is a functor from CD(g) to C where CD(g) is the free category on g with a
new equality on morphisms which collapses all parallel morphisms which
are longer than one arrow. The reason for the special case is that there is
basically never a case where we want to draw a diagram containing a loop
of one edge, which should collapse to identity. This means it’s the quotient
category given by the equivalence relation
f =CD(g)m g :≡ (lh(f) ≤ 2→ f =m g) ∧
(lh(f) > 2→ piN0 f = piN0 g
∧ last(f) = last(g))
A.3. Equivalence of Definitions of a Regular
Category
Definition A.3.1 (Strong Epimorphism). An epimorphism f : a m→ b is
called a strong epimorphism when, for every commutative square z ◦ u =m
v ◦ f
a b
x y
f
u vw
z
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with z : x m→ y a monomorphism, there exists a (unique) morphism w : b m→ x
such that w ◦ f =m u, z ◦ w =m v. Formally
(STRONG) EPI[f ] ∧
(∀Ob(x, y))(∀u : dom(f) m→ x)(∀v : cod(f) m→ y)
(∀z : x m→ y)
(MONO[z]→ (∃w : cod(f) m→ x)(
w ◦ f =m u ∧ z ◦ w =m v
∧ (∀q : cod(f) m→ x))(
q ◦ f =m u ∧ z ◦ q =m v → q =m w))
The uniqueness condition is redundant since by assumption, w is an epi-
morphism and z is a monomorphism.
Proposition A.3.2. Any morphism f : a m→ b which is a strong epi and
monic, is an isomorphism.
Proof. This follows directly from the following commutative diagram.
a b
a b
f
id(a) id(b)
∃g
f
Proposition A.3.3 ([7]). If f ◦ g is a strong epi, then f is a strong epi.
Proof. Let i and j be any two morphism and u a mono such that u◦i =m j◦f
and consider
a b c
d e
g
i◦g
f
i j
h
u
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Because f ◦ g is strong there is a unique h : c m→ d such that u ◦ h =m j
and h ◦ (f ◦ g) =m i ◦ g. Clearly this is also a factorization for f and unique
because u is a mono.
Proposition A.3.4 (Regular epis are strong).
Proof. Let f be the coequalizer of p, q and z : x m→ y a mono with v ◦ f =m
z ◦ u.
t y x
b c
p
q
f
u v
w
z
We have f ◦ p =m f ◦ q and hence
z ◦ u ◦ p =m v ◦ f ◦ p =m v ◦ f ◦ q =m z ◦ u ◦ q.
Because z is mono, we get u ◦ p =m u ◦ q and so, by the universal property
of coequalizers, there exists some unique w : x m→ b with w ◦ f =m u. From
z ◦ w ◦ f =m z ◦ u =m v ◦ f we get z ◦ w =m v because f is an epi.
Proposition A.3.5. Let f : a m→ b be a morphism in a category where the
pullback f ∗ f exists. The kernel-pair of f is given by identical projections
u, u for some u : f ∗ f m→ a iff f is mono.
Proof. Let h, l : k m→ a such that
f ◦ h =m f ◦ l
then we have the following diagram:
k
f ∗ f a
a b
l
h
q
u
u f
f
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Hence we get
h =m u ◦ q =m l.
The other direction is even more trivial: Let f be monic. For the kernel-pair
u, v it holds that f ◦ u =m f ◦ v which implies u =m v.
Proposition A.3.6 ([7] (2.5.7)). If a coequalizer has a kernel pair, it is
the coequalizer of this kernel pair.
Proof. Let f be a regular epimorphism coequalizing p, q which has a kernel
pair u, v and let g be a morphism such that g ◦ u =m g ◦ v. p, q are by
assumption a cone over the kernel pair so there is a unique h : a m→ z with
u ◦ h =m p and v ◦ h =m q. But then
g ◦ u =m g ◦ v → g ◦ p =m g ◦ u ◦ h =m g ◦ v ◦ h =m g ◦ q.
a
z y x
s
pq
h
u
v
f
g
t
The universal property of coequalizers yields then a unique t : x m→ s.
Proposition A.3.7 ([8] (2.2.1)). If a category C satisfies the following
conditions, it is regular (In the sense of the first definition.)
(a) It is finitely complete
(b) every morphism f can be factored as f =m m ◦ e with m a monomor-
phism and e a regular epimorphism;
(c) the pullback of a regular epimorphism along any morphism is a regular
epimorphism.
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Proof. Consider a morphism f with a kernel pair u, v and a factorization
f =m m ◦ e. m is mono so u, v is also the kernel pair of e (m ◦ e ◦ u =m
m ◦ e ◦ v → e ◦ u =m e ◦ v.) e is a regular epimorphism so using proposition
A.3.6 it is the coequalizer of u and v.
Proposition A.3.8. If f : a m→ b is a morphism in a regular category (in
the sense of the first definition), u, v : f ∗ f m→ a is the kernel-pair of f, then
we get a factorization of f into a regular epi followed by a monomorphism.
Proof. Let coeq(u, v) : a m→ i be the coequalizer of u and v. The universal
property of coequalizers provides a unique m : i m→ b such that f =m
m ◦ coeq(u, v). We have to show that m is monic. Let s, t : m ∗m m→ i be
the kernel-pair of m. We have the following coequalizer diagram:
f ∗ f a b
i
m ∗m
u
v
h
f
coeq(u,v) m
s
t
Here h : f ∗ f m→ m ∗m is the morphism provided by
f ∗ f
m ∗m i
i m
co(u,v)◦u
co(u,v)◦v
h
s
t m
m
But because this is the unique morphism with this property, we know that
proposition A.3.11 applies if we use f ∗f as (m◦coeq(u, v))∗(m◦coeq(u, v)).
This shows that h is epi.
From the second diagram we get
t ◦ h =m co(u, v) ◦ v s ◦ h =m co(u, v) ◦ u
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and by definition of coequalizers we have
co(u, v) ◦ v =m co(u, v) ◦ u
hence, we get
t ◦ h =m s ◦ h
which implies that the kernel-pair s, t is equal and with proposition A.3.5
this finishes the proof.
Proposition A.3.9. If a morphism f : a m→ b is factored into m ◦ e where
m is the smallest subobject of b through which f factors and if m′ ◦ e′ is
a factorization of e with m′ mono, then m′ is an isomorphism and so e
factors only trivially.
Proof. Consider the diagram
a
im(f) c
b
e′
e
f
m
q
m′
m◦m′
Because the factorization e =m m′ ◦ e′ can also be seen as a factorization
of f by composing with m, we get a unique morphism q : im(f) m→ c. But
now we can calculate
m ◦ id(im(f)) =m m =m m ◦m′ ◦ q
Because m is mono, we get
id(im(f)) =m m′ ◦ q.
Using this equation, we have
m′ ◦ id(c) =m m′ =m id(im(f)) ◦m′ =m (m′ ◦ q) ◦m′
221
A. Appendix
Because m′ is also mono, we get
id(c) =m q ◦m′.
Hence, m′ is an isomorphism and so e factors only trivially.
Proposition A.3.10. If the morphism f : a m→ b in some finitely complete
category C only factors trivially (f =m e ◦m with m mono implies that m
is iso) then it is epi.
Proof. Let u, v : b m→ c be any morphisms such that u ◦ f =m v ◦ f. Since
equalizers exist we can consider
a b c
eq(u, v)
f u
v
e
All equalizers are mono, so this is a factorization of f and hence by proposi-
tion A.3.9 e is iso (and in particular epi.) But then we get from u◦e =m v◦e
that u =m v as required.
Proposition A.3.11 ([8]). Let f : a m→ b be a regular epi in a regular
category using the first definition and let g : b m→ c be an arbitrary morphism.
Then a morphism h : (g ◦ f) ∗ (g ◦ f) m→ g ∗ g exists and is epi.
Proof. Take the following pullbacks
d ∗ e b ∗ f a
f ∗ a g ∗ g b
a b c
j
i
h
e f
d
c
b
a g
f g
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Because all small squares are pullbacks, the big one is as well and we know
that d∗ e ∼= (g ◦f)∗ (g ◦f). The morphism h is then given by2 d◦ i =m e◦ j.
As composition of two epis this is epi.
Proposition A.3.12 ([28]). If the morphism f : a m→ b in some finitely
complete category C only factors trivially (f =m e ◦m with m mono implies
that m is iso) then it is strong.
Proof. We know that f is epi from proposition A.3.10. Let g : b m→ c,
h : b m→ d be any morphisms and n : c m→ d be a mono such that
a b
c d
f
g h
n
commutes. Then we can construct the pullback h∗(n) of h along n and get a
unique morphism p : a m→ n ∗ h such that the following diagram commutes.
a b
n ∗ h
c d
f
g
p
h
h∗(n)
n∗(h)
n
Note that h∗(n) is mono because monos are always preserved under pullback.
But then we have a factorization of f and we get to apply proposition
A.3.9 and get some p : b m→ n ∗ h which is an inverse to h∗(n). If we write
k :≡ n∗(h) ◦ p : b m→ c then k is the required unique morphism to show that
f is strong.
h ◦ f =m n ◦ k ◦ f =m n ◦ n∗(h) ◦ p.
2Technically it should be composed with the isomorphism for d ∗ e ∼= (g ◦ f) ∗ (g ◦ f).
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Because n is mono we get from the second and the last term that
k ◦ f =m n∗(h) ◦ p =m g.
The other triangle follows from being a pullback. Because n is mono k is
automatically unique.
Proposition A.3.13 ([8]). Let C be a finitely complete category such that
every morphism can be factored into a strong epi and a mono and the
pullback of a strong epi along any morphism is a strong epi. Then an epi is
strong if and only if it is regular.
Proof. Let f : a m→ b be strong and u, v be the kernel-pair of f and let
g : a m→ c be any morphism such that g ◦ u =m g ◦ v. We need to show that
there is a unique morphism w : b m→ c such that g =m w ◦ f. Consider
a
c c× b b
g
h
f
p0 p1
We factor h into p ◦ i where p is a strong epi and i is mono. We will show
that p1 ◦ i is an iso and that w is given by p0 ◦ i ◦ (p1 ◦ i)−1.
Consider the diagram below where all squares are pullbacks.
t ∗ q s ∗ p a
p ∗ r p1 ◦ i ∗ p1 ◦ i im
a im b
n
m
u
v
y
q p
f
t
x
s
r p1◦i
p
f
p1◦i
Because strong epis are pullback stable, and big squares built from pullbacks
are pullbacks, we get that t ∗ q ∼= f ∗ f and in fact that the morphisms
u, v, t, q, n,m are3 strong epi. Furthermore with proposition A.3.3 we also
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get that p1 ◦ i and x and y are strong and by pullback r and s which is all
morphisms in the diagram. By Commutativity, we have
p1 ◦ i ◦ r ◦ t ◦m =m p1 ◦ i ◦ s ◦ t ◦m
and we can calculate
p0 ◦ i ◦ r ◦ t ◦m =m p0 ◦ i ◦ p ◦ x ◦m
=m p0 ◦ h ◦ x ◦m
=m p0 ◦ h ◦ u
=m g ◦ u
=m g ◦ v
=m p0 ◦ h ◦ v
=m p0 ◦ h ◦ y ◦ n
=m p0 ◦ i ◦ p ◦ y ◦ n
=m p0 ◦ i ◦ s ◦ q ◦ n
=m p0 ◦ i ◦ s ◦ t ◦m.
This gets us a cone over the product c× b.
t ∗ q
c c× b b
p0◦i◦r◦t◦m p1◦i◦r◦t◦mi◦s◦t◦m
p0 p1
And so i◦r◦ t◦m =m i◦s◦ t◦m. Since i is mono we get r◦ t◦m =m s◦ t◦m
and because t and m are epi, we have s =m r. By proposition A.3.5 this
means that p1 ◦ i is mono. But we already know it’s also a strong epi and
hence with proposition A.3.2 it is an iso and we write (p1 ◦ i)−1 for the
3More correctly, u, v should be written as u′, v′ since they are precomposed with the iso
(say o : f ∗ f ∼= t ∗ q) to t ∗ q such that u =m u′ ◦ o. Of course they are still strong epi.
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inverse. Now we set w :≡ p0 ◦ i ◦ (p1 ◦ i)−1 and calculate
w ◦ f =m p0 ◦ i ◦ (p1 ◦ i)−1 ◦ f
=m p0 ◦ i ◦ (p1 ◦ i)−1 ◦ p1 ◦ i ◦ p
=m p0 ◦ i ◦ p
=m p0 ◦ h
=m g
which is unique since f is an epi. With this we have shown that f is the
coequalizer of u and v which means that f is regular.
Corollary A.3.14. If a Category is regular using the second definition, it
is regular using the first one.
Proof. Propositions A.3.9 and A.3.12 tell us that the factorization of any
morphism into the smallest subobject is a factorization into a strong epi-
morphism followed by a monomorphism. Proposition A.3.13 says that
pullback-stable strong epi-mono factorizations imply that epis are strong iff
they are regular. Finally, we can apply proposition A.3.7 to show this gives
a regular category.
Proposition A.3.15. If a Category is regular using the first definition, it
is regular using the second one.
Proof. Using the alternative characterization of regular categories from
proposition A.3.7 and proposition A.3.4 to relate regular epis to strong one,
we need to construct a pullback-stable regular epi-mono factorization.
(a) Let f : a m→ b be any morphism. We factor it into the coequalizer of
the kernel-pair u, v which we call coeq(u, v) : f ∗ f m→ i and the mor-
phism m : i m→ b resulting from the universal property of coequalizers.
By proposition A.3.8 m is mono and in fact the smallest subobject
through which f factors. The required morphism into other epi-mono
factorizations is provided by the coequalizer.
(b) We still have to check for stability:
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We know that pullbacks along any morphism (if they exist) are
functorial, so we can pullback just m and coeq(u, v) and get something
isomorphic to the pullback of f. In fact this is a factorization of the
pullback of f. Monomorphisms are always stable under pullback and
the stability of epimorphisms follows from regularity in the sense of
the first definition. The regular epi has a kernel-pair which is the same
as the pullback of f and so provides morphisms into other epi-mono
factorizations.
A.4. A Direct Construction of ΠECBf (p)
The fact that it is possible to construct the right adjoint to the pullback-
functor on slice categories of ECB of any morphism f : x m→ y,
ECBupslopex :
f∗

Πf
: ECBupslopey
without having to use the join axiom, might be somewhat surprising at first
sight. But it’s a direct consequence of how elementary comprehension and
the definedness relation interact. Of course the elements of Πf end up as
the usual partial section from some preimage-class of f into the domain of
any argument-morphism to Πf (·). The reason we don’t need to explicitly
mention the preimage-classes dependent on an element in the codomain
when we want to make sure s ∈˙ ‖Πf (p)‖, is that we can just ask for s to
be defined on any relevant preimage and sending these elements to dom(p)
(which is not dependent on preimage on any x0 ∈˙ ‖f−1{y0}‖) in a way
which is the identity when composed with p.
Of course, all this does, is directly mimicking the usual construction in
the category of sets. Namely
Πf (p) :≡
∑
x0:x
∏
y0:f−1{x0}
p−1{y0}.
What we have to account for is functional extensionality of operations on
elements of f−1{x0}, and filtering of operations which are not functions.
A more involved application of this construction for categorical universes
in Explicit Mathematics including a proof that it is isomorphic to the
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construction given below at each fixed x0, is given in section 4.1 proposition
4.1.14.
Definition A.4.1. We define Πf (The right adjoint to the pullback functor
associated to f) explicitly without relying on the join axiom. For readability
we will abbreviate X,XR, Y, Y R,A,AR as X.
PI[u, f, p,X] :≡ ∃y0, q(u = 〈y0, q〉 ∧ y0 ∈ Y ∧
(∀x ∈ X)(fx ∼Y R y0
→ (qx↓ ∧ qx ∈ A ∧ p(qx) ∼XR x))
(∀x0, x1 ∈ X)((fx ∼Y R y0 ∧ x0 ∼XR x1)
→ (qx0 ∼AR qx1)))
pi(f, p) :≡ tPI(f, p, ‖dom(f)‖, dom(f)E,
‖cod(f)‖, cod(f)E, ‖dom(p)‖, dom(p)E)
PIE[u, f, p,X, PI] :≡ ∃y0, y1, q0, q1(u = 〈〈y0, q0〉, 〈y1, q1〉〉
∧ 〈y0, q0〉 ∈ PI ∧ 〈y1, q1〉 ∈ PI
∧ y0 ∼Y R y1
∧ (∀x ∈ X)(fx ∼Y R y0 → q0x ∼AR q1x)
pie(f, p) :≡ tPIE(f, p, ‖dom(f)‖, dom(f)E,
‖cod(f)‖, cod(f)E,
‖dom(p)‖, dom(p)E, pi(f, p))
ΠECBf (p) :≡ 〈pi(f, p), pie(f, p)〉
The morphism (sometimes also named ΠECBf (p)) to make this an object
in the slice category over cod(f) is just the regular projection to the first
component.
pr : ΠECBf (p)
m→ cod(f).
Proposition A.4.2. The construction given in definition A.4.1 satisfies
the required universal property.
Proof. For f : a m→ b and l : l m→ a We have to show there is the following
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natural isomorphism between homsets4.
Let the following be two functors:
〈zo, zm〉 : ((ECBuupslopeb)op)× (ECBuupslopea)→ ECB
zo(k, l) :≡ (ECBuupslopeb)(k,Πf (l))
zm(η, ξ) :≡ 〈zo(dom(η), dom(ξ)), zo(cod(η), cod(ξ)),
λh.(Πf )o(ξ) ◦ h ◦ ηop〉
〈wo, wm〉 : (ECBuupslopeb)op ×ECBuupslopea→ ECB
wo(k, l) :≡ (ECBuupslopea)(f∗(k), l)
wm(η, ξ) :≡ 〈wo(dom(η), dom(ξ)), wo(cod(η), cod(ξ)),
λg.ξ ◦ g ◦ (f∗)m(ηop)〉
A bit more readable this would be:
zm(η : k m→ w, ξ : l m→ v) :≡ λh.(Πf )m(ξ) ◦ h ◦ ηop
: zo(k, l) m→ zo(w, v)
wm(η : k m→ w, ξ : l m→ v) :≡ λg.ξ ◦ g ◦ (f∗)m(ηop)
: wo(k, l) m→ wo(w, v)
To state the natural transformations ϕ and ψ we first introduce an
abbreviation for better readability.
Notation A.4.3. We write f for f, which we need to access the underlying
operation of f if f is a morphism in the slice category.
ϕ and ψ are then given by
ϕ(k, l) :≡ 〈zo(k, l), wo(k, l), λe.〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉〉
ψ(k, l) :≡ 〈wo(k, l), zo(k, l), λh.〈k,Πf (l), λk0.〈kk0, λx. h〈x, k0〉〉〉〉.
4This is in the slice category ECBupslopea. In particular, we have objects f∗w : f ∗ w m→ a.
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to see that this makes sense we calculate ϕ(w, p) ◦ ψ(w, p)(h) and the reverse
〈f ∗ w, p, λz.(pi1
(〈w,ΠECBf (p), λw0.〈ww0, λx0. h〈x0, w0〉〉〉(pi1z))(pi0z)〉
:≡ 〈f ∗ w, p, λz.(pi1
(〈w,ΠECBf (p), λw0.〈ww0, λx0. h〈x0, w0〉〉〉(pi1z))(pi0z)〉
=m 〈f ∗ w, p, λz.(pi1(〈w(pi1z), λx0. h〈x0, (pi1z)〉〉)(pi0z)〉
=m 〈f ∗ w, p, λz.(λx0. h〈x0, (pi1z)〉)(pi0z)〉
=m 〈f ∗ w, p, λz. h〈(pi0z), (pi1z)〉〉
=m 〈f ∗ w, p, λz. h z〉
=m h
And the other direction
ψ(w, p) ◦ ϕ(w, p)(h)
:≡ 〈w,ΠECBf (p), λw0.〈ww0,
λx0.〈f ∗ w, p, λz.(pi1(h(pi1z))(pi0z)〉〈x0, w0〉〉〉
:≡ 〈w,ΠECBf (p), λw0.〈ww0,
λx0.〈f ∗ w, p, λz.(pi1(h(pi1z))(pi0z)〉〈x0, w0〉〉〉
=m 〈w,ΠECBf (p), λw0.〈ww0, λx0.λz.(pi1(h(pi1z))(pi0z)〈x0, w0〉〉〉
=m 〈w,ΠECBf (p), λw0.〈ww0, λx0.(λz.(pi1(h(pi1z))(pi0z))〈x0, w0〉〉〉
=m 〈w,ΠECBf (p), λw0.〈ww0, λx0.(pi1(h(pi1〈x0, w0〉))(pi0〈x0, w0〉))〉〉
=m 〈w,ΠECBf (p), λw0.〈ww0, λx0.(pi1(hw0)x0)〉〉
=m 〈w,ΠECBf (p), λw0.〈ww0, pi1(hw0)〉〉
=m 〈w,ΠECBf (p), λw0.〈pi0(hw0), pi1(hw0)〉〉 (∗)
=m 〈w,ΠECBf (p), λw0.(hw0)〉
=m h
The step (∗) needs some explanation but, as we will see, just follows from
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the well-definedness of the isomorphism.
First consider ϕ(w, p)(h).We have h : f∗w m→ p and so h〈a0, w0〉 ∈˙ dom(p)
for 〈a0, w0〉 in the pullback of f and w. Additionally this gives us a0 ∼a
pi0〈a0, w0〉 ∼a (f∗w)〈a0, w0〉 ∼a p(h〈a0, w0〉). From this we can see that
λa0. h〈a0, w0〉 (the second component of ψ(w, p)(h)) induces a morphism
f−1{ww0} m→ dom(p) by
〈a0, w0〉 ∈˙ dom(f∗w)↔ fa0 ∼a ww0
↔ a0 ∈˙ f−1{ww0}
given a0 ∈˙ a and w0 ∈˙ w. But this means that 〈ww0, λa0. h〈a0, w0〉〉 really
is an element of ΠECBf (p). The fact, that this is a function follows because
we can substitute in preimages (lemma 4.1.8) and because h is already a
function.
For the other direction consider w0 ∈˙ w. We have hw0 ∼ΠECB
f
(p) 〈b0, q〉
and q : f−1{b0} m→ dom(p) ∧ (∀a0 ∈˙ f−1{b0})(p(qa0) ∼a a0). Because h is
a morphism, we also have b0 ∼b ww0. So given a pair 〈a0, w0〉 from the
pullback, we have
pi0(hw0) ∼b (pr ◦ h)(w0) ∼b w(w0)
and so
〈a0, w0〉 ∈˙ dom(f∗w)
↔ fa0 ∼b w(w0)
↔ fa0 ∼b pi0(hw0)
↔ a0 ∈˙ f−1{pi0(hw0)}
Hence, (pi1(hw0)a0) is defined and gives an element in dom(p) as required.
That this is a function follows again because pi1(hw0)a0 is actually just
the composition of functions. (We can argue that pi1 induces the second
projection on ΠECBf (p), which is of course not really well-typed when
231
A. Appendix
considered in a system like MLTT. ΠECBf (p) is basically∑
b0:b
(PartialSectionOn(f−1{b0}, p))
the dependent sum of partial sections s of p.
dom(p)
f−1{b0} dom(f)
ps
Finally, the step (∗) follows from the equation above stating that
w(w0) ∼b pi0(hw0).
The last step is showing naturality. We will write ECB(a, b) for the
implicit Bishop Set homECB(a, b) and its induced hom-functors.
naturality:
zo(k, l) = (ECBuupslopeb)(k,Πf (l)) wo(k, l) = (ECBuupslopea)(f∗(k), l)
zo(w, v) = (ECBuupslopeb)(w,Πf (v)) = (ECBuupslopea)(f∗(w), v)
ϕ(k,l)
zm(η,ξ)
ψ(k,l)
wm(η,ξ)
ϕ(w,v)
ψ(w,v)
For f : a m→ b we have:
ΠECBf m(ξ) :≡ 〈ΠECBf (l),ΠECBf (v), λk.〈pi0k, λz. ξ((pi1k)z)〉〉.
〈(f∗)o, (f∗)m〉 : ECBupslopeb→ ECBupslopea
(f∗)o(q) :≡ f∗q : f ∗ q m→ a
(f∗)m(ζ : q m→ v) :≡ 〈f∗q, f∗v, f∗[ξ]〉.
where f∗[ζ] is the unique morphism in ECB from the cone given by f∗q
and ζ ◦ q∗f over the pullback f ∗ v.
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f ∗ q q
f ∗ v v
a b
f∗q
q∗f
f∗[ζ] ζ
v∗f
f∗v v
f
q
We have the following, commuting diagram, where g ∈˙ wo(k, l) and
e ∈˙ zo(k, l) are morphisms in the slice-categories and k indicates dom(k).
f ∗ w w
f ∗ k k
a l Πf (l)
v
b b Πf (v)
w∗f
f∗[ηop]
f∗w
w
ηop
zm(η,ξ)(e)
gf
∗k
k∗f
k
e
f
ξ
l
Πf (l)
Πfm(ξ)
v
Πf (v)
This means in particular that, when considered as morphisms in ECBu,
we have
zm(η, ξ)(e) ◦ w∗f =m Πfm(ξ) ◦ e ◦ ηop ◦ w∗f
=m Πfm(ξ) ◦ e ◦ k∗f ◦ f∗[ηop]
Note that all pullback-morphisms are represented by simple projections pii.
That means, if we translate this to check naturality, we get
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Let e : k m→ Πf (l) :
wm(η, ξ) ◦ ϕ(k, l)e
∼ wm(η, ξ)(〈zo(k, l), wo(k, l), λe.〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉〉e)
∼ wm(η, ξ)(〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉)
∼ (λg.ξ ◦ g ◦ (f∗)m(ηop))(〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉)
∼ ξ ◦ (〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉) ◦ (f∗)m(ηop)
∼ ξ ◦ (〈f∗k, l, λz.(pi1(e(pi1z)))(pi0z)〉) ◦ (f∗[ηop] : f∗w m→ f∗k)
∼ 〈f∗k, v, λz. ξ((pi1(e ◦ k∗f(z)))(f∗k z))〉 ◦ (f∗[ηop] : f∗w m→ f∗k)
∼ 〈f∗k, v, λz.((pi1(Πfm(ξ) ◦ e ◦ k∗f(z)))(f∗k z))〉 ◦ f∗[ηop]
∼ 〈f∗w, v, λz.((pi1(Πfm(ξ) ◦ e ◦ k∗f ◦ f∗[ηop](z)))(f∗k ◦ f∗[ηop] z))〉
∼ 〈f∗w, v, λz.((pi1(Πfm(ξ) ◦ e ◦ k∗f ◦ f∗[ηop](z)))(f∗wz))〉
∼ 〈f∗w, v, λz.(pi1((Πf )m(ξ) ◦ e ◦ ηop ◦ w∗f(z)))(f∗wz)〉
∼ 〈f∗w, v, λz.(pi1(((Πf )m(ξ) ◦ e ◦ ηop)(pi1z)))(pi0z)〉
∼ 〈zo(w, v), wo(w, v), λe.〈f∗w, v, λz.(pi1(e(pi1z)))(pi0z)〉〉
((Πf )m(ξ) ◦ e ◦ ηop)
∼ ϕ(w, v)((λh.(Πf )m(ξ) ◦ h ◦ ηop)e)
∼ ϕ(w, v)((Πf )m(ξ) ◦ e ◦ ηop)
ϕ(w, v) ◦ zm(η, ξ)e
Note that, strictly speaking we have used the dashed overline not quite
correctly. At some point we should have switched to the slice category over
b and consider the objects as compositions with f. But like this it is more
readable.
Corollary A.4.4. Dependent products yield exponentials in any slice.
Proof. The product object h× d in ECBuupslopecod(h) is given by
h ◦ (h∗d) =m Σh(h∗d) : h ∗ d m→ cod(h).
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h× d m→ f
Σh(h∗d) m→ f
h∗d m→ h∗f
d
m→ Πh(h∗f)
for Σh as in definition 3.2.10. And so we have fh ∼= Πh(h∗f).
Since we have restricted ourselves above to locally small versions of ECB,
we can now apply corollary 5.1.9 of the Yoneda Lemma, to do the usual
proof that exponential objects are preserved by pullback which implies that
the Beck-Chevalley condition holds.
Proposition A.4.5. The pullback-functor (f∗) : ECBuupslopeb → ECBuupslopea
induced by f : a m→ b preserves exponential objects and hence the ccc struc-
ture.
Proof. Let g : c m→ b and any l : l m→ c and k : k m→ b. We show f∗ ◦ Πg ∼=
Πf∗g ◦ (g∗f)∗.
k m→ f∗(Πg(l)) over b
Σfk m→ Πg(l) over a
g∗(Σfk) m→ l over c
g∗(f ◦ k) m→ l over c
g∗f ◦ ((f∗g)∗k) m→ l over c
Σg∗f (f∗g)∗k) m→ l over c
(f∗g)∗k m→ (g∗f)∗l over a
k m→ Πf∗g((g∗f)∗l) over b
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By corollary 5.1.9, we get f∗(Πg(l)) ∼= Πf∗g((g∗f)∗l). If we now have
u : u m→ b and v : v m→ b, we can apply this to exponentials:
f∗(uv) =m f∗(Πv(v∗u)) ∼= Πf∗v((v∗f)∗(v∗u))
∼= Πf∗v(f∗[v∗u]) ∼= Πf∗v((f∗v)∗(f∗u)) =m (f∗v)(f
∗u)
Both the isomorphisms g∗(f ◦ k) ∼= g∗f ◦ ((f∗g)k) and (v∗f)∗(v∗u) ∼=
f∗[v∗u] ∼= (f∗v)∗(f∗u) follow directly from pullback pasting-lemmas (in the
second case from the pullback cube.) The fact that pullback also preserves
products and the terminal object, and hence the whole ccc-structure, follows
from RAPL (corollary 5.1.12)
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A.5. Proofs for EC
Proposition A.5.1. Let f, f ′ : b m→ c and g, g′ : a m→ b be morphisms
in EC. The relation =ECm defined as pointwise equality is an equivalence
relation and the composition ◦EC is compatible with it.
Proof. Reflexivity, symmetry and transitivity of =ECm is defined as point-
wise equality which gets its properties from the axioms in definition 1.0.5
of the theory EM. As an example we consider transitivity let A[u, v, w] :≡
(u = v ∧ v = w → u = w). A particular instance of the equality axioms
then gives u = u ∧ u = v ∧ v = w ∧ A[u, u, v] → A[u, v, w]. The other
properties are similar.
For composition suppose
g =ECm g′,
f =ECm f ′.
Before checking that f ◦ g =ECm f ′ ◦ g′ holds, note that η-conversion is part
of =ECm :
f =ECm 〈b, c, λx.fx〉 (η)
this is because
(λx.fx)z ' (s(λx.f)(λx.x))z
' (s(kf)(skk))z
' (s(kf)(skk))z
' ((kf)z)((skk)z)
' f((skk)z)
' f((kz)(kz))
' fz
and for all elements of the domain of f we have (fz)↓ .
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Then for all w ∈˙ a we have
(λz.f(gz))w = f(gw)
= f ′(gw)
= f ′(g′w)
= (λz.f ′(g′z))w
where for the first equality we have (gw)↓ ∧ (gw) ∈˙ b and (η), for the
second and third we use f =ECm f ′ and g =ECm g′, and last one is again by
(η) because everything is defined.
And so get
f ◦ g =m 〈a, c, λz.f(gz)〉
=m 〈a, c, λz.f ′(g′z)〉
=m f ′ ◦ g′.
Lemma A.5.2. There are two operations on N which are extensionally
equal but for which it is impossible to prove equality on terms.
Proof. Let f :≡ λx.0 and g :≡ λx.(λy.y)0.
For all natural numbers n we have fn = 0 = gn. But if we expand the
definition of lambda terms we get
f = λx.0 = k0
g = λx.((λy.y)0) = s(λx.(λy.y))(λx.0)
= s(k(skk))(k0)
Note how both s and k only have two (resp. one) arguments supplied at
all occurrences. the term model these terms do not reduce any further and
hence are not the same which implies that
EM 0 f = g.
Proposition A.5.3. For all ObEC(a) and f, g : 1 m→ a equality is charac-
terized by
f =ECm g ↔ f(∗) = g(∗)
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Proof. By expansion of the definition of =ECm and x ∈˙ 1↔ x = ∗.
Lemma A.5.4. Non-provability of the existence of a term c such that
(∀f, g ∈ (N → N))(c(f) = c(g)↔ (∀x ∈ N)(fx = gx)).
Proof sketch. Let f 6=0 :≡ λx.dN10(fx)0 be an operator. For any operation
f which is total on the natural numbers, this means for fx = 0 that
f 6=0x = dN10(fx)0 = dN1000 = 1 and for fx 6= 0 that f 6=0x = 0. This
provides a zero-searching predicate
Z[f ] :≡ c(f 6=0) 6= c(λx.0).
But that means we have for total f, that Z[f ]↔ ¬(∀x ∈ N)(fx 6= 0) from
which we can conclude
f ∈ (N → N)→ (Z[f ]↔ (∃n ∈ N)(fx = 0))
As there is clearly no Turing machine which can check arbitrary total
recursive functions for the existence of zeros and rejecting all those which
have none, this shows that such an operation c can not exist in Kleene’s
first model and hence it’s impossible to prove in EM.
239

Bibliography
[1] Awodey, S. An answer to hellman’s question: ‘does category theory provide
a framework for mathematical structuralism?’. Philosophia Mathematica 12,
1 (02 2004), 54–64.
[2] Awodey, S. Category Theory, vol. 49 of Oxford Logic Guides. Claredon Press,
2006.
[3] Barr, M., Grillet, P., and Van Osdol, D. Exact Categories and Categories
of Sheaves. No. no. 236 in Lecture Notes in Mathematics. Springer-Verlag,
1971.
[4] Beeson, M. J. Foundations of Constructive Mathematics: Metamathematical
studies. Springer Verlag, Berlin, Heidelberg, New York, 1985.
[5] Birkedal, L., Carboni, A., Rosolini, G., and Scott, D. S. Type theory via
exact categories. In Proceedings. Thirteenth Annual IEEE Symposium on
Logic in Computer Science (Cat. No.98CB36226) (Jun 1998), pp. 188–198.
[6] Bishop, E., and Bridges, D. Constructive Analysis. Grundlehren der mathe-
matischen Wissenschaften. Springer Berlin Heidelberg, 1985.
[7] Borceux, F. Handbook of Categorical Algebra: Volume 1, Basic Category
Theory. Cambridge Textbooks in Linguis. Cambridge University Press, 1994.
[8] Borceux, F. Handbook of Categorical Algebra: Volume 2, Categories and
Structures. Cambridge Studies in Philosophy. Cambridge University Press,
1994.
[9] Butz, C. Regular categories and regular logic. Tech. Rep. LS-98-2, Oct. 1998.
[10] Carboni, A. Some free constructions in realizability and proof theory. Journal
of Pure and Applied Algebra 103, 2 (1995), 117 – 148.
[11] Carboni, A., Lack, S., and Walters, R. Introduction to extensive and
distributive categories. Journal of Pure and Applied Algebra 84, 2 (1993),
145 – 158.
[12] Carboni, A., and Magno, R. C. The free exact category on a left exact one.
Journal of the Australian Mathematical Society. Series A. Pure Mathematics
and Statistics 33, 3 (1982), 295–301.
241
Bibliography
[13] Carboni, A., and Rosolini, G. Locally cartesian closed exact completions.
Journal of Pure and Applied Algebra 154, 1 (2000), 103 – 116. Category
Theory and its Applications.
[14] Carboni, A., and Vitale, E. Regular and exact completions. Journal of Pure
and Applied Algebra 125, 1 (1998), 79 – 116.
[15] Eckmann, B., and Hilton, P. J. Group-like structures in general categories i
multiplications and comultiplications. Mathematische Annalen 145, 3 (Jun
1962), 227–255.
[16] Emmenegger, J. On the local cartesian closure of exact completions. Preprint,
arXiv:1804.08585.
[17] Emmenegger, J., and Palmgren, E. Exact completion and constructive
theories of sets. Preprint, arXiv:1710.10685.
[18] Feferman, S. A language and axioms for explicit mathematics. In Algebra
and logic (Fourteenth Summer Res. Inst., Austral. Math. Soc., Monash Univ.,
Clayton, 1974, 1975), vol. 450 of Lecture Notes in Mathematics, Springer,
Berlin, pp. 87–139.
[19] Feferman, S. Categorical foundations and foundations of category theory. In
Logic, Foundations of Mathematics, and Computability Theory, R. E. Butts
and J. Hintikka, Eds. Springer, 1977, pp. 149–169.
[20] Feferman, S. Recursion theory and set theory: a marriage of convenience.
In Generalized recursion theory, II (Oslo, 1977, 1978), vol. 94 of Studies
in Logic and the Foundations of Mathematics, North-Holland, Amsterdam,
pp. 55–98.
[21] Feferman, S. Constructive theories of functions and classes. In Logic
colloquium ’78 (Mons, 1979), vol. 97 of Studies in Logic and the Foundations
of Mathematics, North-Holland, Amsterdam-New York, pp. 159–224.
[22] Feferman, S. Typical ambiguity : Trying to have your cake and eat it too.
[23] Feferman, S., Jäger, G., and Strahm, T. Foundations of Explicit Mathematics.
Book in preparation.
[24] Haskell Documentation. Data.List Module. https://web.archive.org/
web/20190217133440/https://hackage.haskell.org/package/base-4.12.
0.0/docs/Data-List.html, 2019.
[25] Hellman, G. Does category theory provide a framework for mathematical
structuralism? Philosophia Mathematica 11, 2 (2003), 129–157.
[26] Huber, S. A model of type theory in cubical sets - licentiate thesis, 2015.
[27] Jäger, G., Kahle, R., and Studer, T. Universes in explicit mathematics.
Annals of Pure and Applied Logic 109 (2001), 141–162.
242
Bibliography
[28] Johnstone, P. T. Sketches of an elephant: a Topos theory compendium.
Oxford logic guides. Oxford Univ. Press, New York, NY, 2002.
[29] Kelly, M. Basic Concepts of Enriched Category Theory. Lecture note series
/ London mathematical society. Cambridge University Press, 1982.
[30] Lack, S., and Vitale, E. When do completion processes give rise to extensive
categories? Journal of Pure and Applied Algebra 159, 2 (2001), 203 – 230.
[31] Lambek, J., and Scott, P. Introduction to Higher Order Categorical Logic.
No. 7 in Cambridge Studies in Advanced Mathematics. Cambridge University
Press, 1986.
[32] Lawvere, F. W. Functorial Semantics of Algebraic Theories. PhD thesis,
Columbia University, 1963.
[33] Mac Lane, S. Categories for the Working Mathematician. Graduate Texts in
Mathematics. Springer Verlag, Berlin, Heidelberg, New York, 1978.
[34] Mclarty, C. Exploring categorical structuralism. Philosophia Mathematica
12, 1 (2004), 37–53.
[35] McLarty, C. Learning from questions on categorical foundations. Philosophia
Mathematica 13, 1 (2005), 44–60.
[36] Menni, M. Exact completions and toposes. PhD thesis, 2000.
[37] Plotkin, G. D. The origins of structural operational semantics. The Jour-
nal of Logic and Algebraic Programming 60-61 (2004), 3 – 15. Structural
Operational Semantics.
[38] Streicher, T. Universes in toposes. In From Sets and Types to Topology and
Analysis: Towards Practicable Foundations for Constructive Mathematics
(2005), L. Crosilla and P. Schuster, Eds., Clarendon Press.
[39] Studer, T. Constructive foundations for featherweight java. In Proceedings
of the International Seminar on Proof Theory in Computer Science (2001),
R. Kahle, P. Schroeder-Heister, and R. Stärk, Eds., vol. 2183 of Lecture
Notes in Computer Science, Springer, pp. 202–238.
[40] Studer, T. Object-Oriented Programming in Explicit Mathematics: To-
wards the Mathematics of Objects. PhD thesis, Institut für Informatik und
angewandte Mathematik, 2001.
[41] Studer, T. A semantics for λ{}str: a calculus with overloading and late-binding.
Journal of Logic and Computation 11 (2001), 527–544.
[42] Studer, T. Explicit mathematics: power types and overloading. Ann. Pure
Appl. Logic 134, 2-3 (2005), 284–302.
243
Bibliography
[43] The Univalent Foundations Program. Homotopy Type Theory: Univa-
lent Foundations of Mathematics. https://homotopytypetheory.org/book,
Institute for Advanced Study, 2013.
[44] Tupailo, S. Realization of analysis into explicit mathematics. The Journal
of Symbolic Logic 66 (2001), 1848–1864.
[45] Tupailo, S. Realization of constructive set theory into explicit mathematics:
a lower bound for impredicative mahlo universe. Annals of Pure and Applied
Logic 120 (2003), 165–196.
[46] van den Berg, B. Predicative topos theory and models for constructive set
theory. PhD thesis, Utrecht University, 2006.
[47] van den Berg, B. Path categories and propositional identity types. ACM
Trans. Comput. Logic 19, 2 (June 2018), 15:1–15:32.
[48] van den Berg, B., and Moerdijk, I. Exact completion of path categories and
algebraic set theory: Part i: Exact completion of path categories. Journal of
Pure and Applied Algebra 222, 10 (2018), 3137 – 3181.
[49] Vitale, E. M. Left covering functors. PhD thesis, Univerite catholique de
Louvain, 1994.
244
Index
Axiom Of Choice 108
Beck-Chevalley Condition 235
Bishop 81
Bishop Set 81
Explicit, 81, 163, 194
Implicit, 81, 82, 165, 199
Cardinal Number 163, 191
Category 27
ECB, 81
EC, 62
Cartesian see Category,
Finitely Complete 48
Cartesian Closed, 58, 71,
86
Empty, 26
Enriched, 161, 209
Extensive, 48, 80, 103
Finitely Cocomplete, 112
Finitely Complete, 48
Functor, 36
Lex see Category, Finitely
Complete 48
Local Weak
Proper, 32
u-Proper, 32
Local Weak, 32
Locally Cartesian
Closed, 58, 89, 163,
190
Locally Small, 199
Monoidal see Monoidal,
Category 55
Opposite, 32
Product, 47
Regular see Regular
Category 51
Slice, 47
Thin, 33
Weak, 24
Classical Logic 112
Cocone 38
Coequalizer 42, 111, 132, 152
Colimit 38, 151
Combinatory Logic 194
Commuting Diagram 34
Comprehension see Elementary
Comprehension
Cone 38
Congruence see Equivalence
Relation, Internal
Coproduct 75, 95
Disjoint, 77, 98, 153
Infinite, 77
Stable, 78, 153
245
Index
Dependent Product 89, 180
Weak, 60, 72, 156
Diagonal 115, 151
Embedding 200
Epimorphism 33
Equalizer 129
Equivalence Relation 81, 96
Internal, 108, 115, 160
Pseudo-, 118
Exact Category 112, 116, 140
Exact Completion 115, 159
Explicit Mathematics
EM 9
Class Existence Axioms 14
Definedness Axioms 13
Elementary
Comprehension 16
Equality Axioms 13
Induction Axioms 14
Inductive Generation 15
Join 15, 163
Limit see Universes
Natural Numbers 13
Pairing 13
Partial Combinatory
Algebra 13
Propositional Axioms 12
Universes 16
Exponential 58, 87, 89, 156, 234
Extensional Equality 168
Factorization 90, 133
Finitely Complete 84
Functional Extensionality 238
Functor 36
Group Object 43
Groupoid 34
Haskell 194
Hom-Functor 199
Idempotent 65
Image 90, 133, 135
Stable, 92, 137
Induction 14, 104
Initial Object 75, 90
Injective Morphism 64, 83
Internal Hom see Exponential
Isomorphism 33, 163, 172
Kernel Pair 51, 116, 132
Lambda abstraction 12
Left-adjoint 89, 164
Limit 38, 207
MLTT 159
Monoid Object 45
Monoidal
Braided, 56
Cartesian Closed see Cat-
egory, Cartesian Closed
58
Cartesian, 57
Category, 55
Symmetric Closed, 57
Symmetric, 57, 210
Monomorphism 33
Natural Isomorphism 200
Natural Numbers Object 48,
103, 112
Natural transformation 36, 201
Partial equality 12
246
Index
Pi Bishop Set 107, 184
Power Class 61
Pre-Term 194
Preimage 165
Pretopos 112
Product 40, 66
Projective Object 49
Pullback 41, 68, 84, 124, 164,
169, 171
Pushout 96, 111
Quiver 43
Realizability 108, 112
Reflexivity 115, 118
Regular
Category 51, 95, 116
Epimorphism 50, 91, 93,
133, 136, 140
Logic 52
Projective Object 49, 153,
157
Right-adjoint 164, 207
Sigma Bishop Set 105, 173, 186
Subobject 80
Substitution 195
Symmetry 115, 118
Term 196
Term Model 238
Terminal Object 39, 66, 83, 84,
124
Transitivity 115, 118
Tuple building 12
Union 80
Universe 163, 166, 186, 190, 199
Yoneda Lemma 199, 208
Zero-Search 239
247

Symbols
Category Theory
Ob(a) 23
Ob(a1, . . . , ak) 25
C 25
C/a 47
C × D 47
Cop 33
f ? g 98
Mor(f) 23
Mor(f1, . . . , fl) 25
〈f, g〉 40
[f, g] 76
CU[f, u] 166
f 23
f 229
η : f ⇒ g 36
S [f ] 163
a ∼= b 33
a =o b 23
a ∈˙ ob 28
a× b 57
a+ b 75
ab 58
cod(f) 23
dom(f) 23
f =m g : a
m→ b 25
f =m g 23
f : C → D 36
f : a m→ b 24
f : x m y 33
f : x m y 50
f ∗ g 42
f ◦ g 23
f ∈˙ mor 28
f × g 40
f ⊕ g 76
fm 36
fo 36
id(a) 23
inl 75
inr 75
Exact Completion
‖a‖ 191
Cex 118
aE 191
γ : w ∼a z 191
〈f, f ′〉 : a m→ b 120
homC(a, b) 121
r ⇒ x 120
r0, r1 120
reflrx 120
symmrx 120
transrx 120
w ∼a z 191
Explicit Mathematics
∆(a) 21
249
Symbols
∗ ∈˙ 1 21
∅ 21
a
.→ b 21
λx.t 12
U(x) 16
lx 16
〈s0, · · · , sn−1〉 12
pii 12∑
(a, f) 15∑
x:a
(px) 21∏
x:a
(px) 21∏
(a, f) 21
i(a, b) 16
a ∩ b 21
a× b 21
cACV 108
Implicit Bishop Sets
‖a‖ 82
C(·, c) 200
aE 82
w ∼R z 82
w ∼a z 82
y(a) 200
250
Erklärung
gemäss Art. 28 Abs. 2 RSL 05
Name/Vorname: Jaun Lukas
Matrikelnummer: 03-288-172
Studiengang: Informatik
Bachelor  Master  Dissertation 
Titel der Arbeit: Category Theory
in Explicit Mathematics
Leiter der Arbeit: Prof. Dr. Gerhard Jäger
Ich erkläre hiermit, dass ich diese Arbeit selbständig verfasst und keine
anderen als die angegebenen Quellen benutzt habe. Alle Stellen, die wörtlich
oder sinngemäss aus Quellen entnommen wurden, habe ich als solche ge-
kennzeichnet. Mir ist bekannt, dass andernfalls der Senat gemäss Artikel
36 Absatz 1 Buchstabe r des Gesetzes vom 5. September 1996 über die
Universität zum Entzug des auf Grund dieser Arbeit verliehenen Titels
berechtigt ist.
....................................
Ort/Datum
....................................
Unterschrift

Lebenslauf
2015–2019 Doktorand bei Prof. Dr. Gerhard Jäger an der Univer-
sität Bern, Institut für Informatik, Forschungsgruppe
Logic and Theory Group
2012–2014 Masterstudium Mathematik an der Universität Bern
2007–2012 Bachelorstudium Mathematik an der Universität Bern
2003-2006 Ingenieurstudium FH in Informatik an der Berner Fach-
hochschule BFH
2000-2003 Lehre als Mediamatiker mit Berufsmatur
1999-2000 Zehntes Schuljahr WBK
1990-1999 Grundschule Stettlen
1983 Geboren in Bern

