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Abstract
Centrosymmetric Toeplitz-plus-Hankel matrices are investigated on the basis of their “split-
ting property”, which is their similarity to the direct sum of two special Toeplitz-plus-Hankel
matrices. These matrices can be considered as Hankel matrices (moment matrices) in bases
of Chebyshev polynomials and are called Chebyshev–Hankel matrices. Chebyshev–Hankel
matrices have similar properties like Hankel matrices. This concerns inversion formulas and
fast algorithms. A superfast algorithm for solving Chebyshev–Hankel and centrosymmetric
Toeplitz-plus-Hankel systems is presented that is based on real trigonometric transforms. The
main tool of investigation is the interpretation of Chebyshev–Hankel matrices as matrices of
restricted multiplication operators with respect to Chebyshev bases. © 2001 Elsevier Science
Inc. All rights reserved.
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1. Introduction
In this paper we consider real Toeplitz-plus-Hankel matricesA=[ti−j+hi+j ]n−1i,j=0
that are centrosymmetric, i.e., which have the property JnAJn = A, where Jn de-
notes the n× n counteridentity
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Jn =

0 1...
1 0



 n .
In particular, symmetric Toeplitz matrices are centrosymmetric Toeplitz-plus-Hankel
matrices.
A vector x ∈ Rn is called symmetric if Jnx = x and skewsymmetric if Jnx = −x.
The symmetric and skewsymmetric vectors form invariant subspaces of a centro-
symmetric matrix. Therefore, a centrosymmetric matrix is similar to 2 × 2 block
diagonal matrix, where the 2 diagonal blocks correspond to the restriction of the
matrix (actually the corresponding linear operators) to the subspaces of symmetric
and skewsymmetric vectors. We shall refer to this fact as the splitting property of
centro-symmetric matrices.
The splitting property, despite not always formulated in this form, was observed
and applied in several fields. Its first application was most likely the reduction of the
moment problem on the unit circle, i.e. the trigonometric moment problem, with real
data to a moment problem on the interval [−1, 1] (see [1]). Then it was used in [3]
for an efficient root location test and by engineers in signal processing and seismol-
ogy (see [6]). Concerning solution of positive definite Toeplitz systems the splitting
property was first exploited by Delsarte/Genin [7,8]. These authors constructed the
so-called split Levinson and Schur algorithms which require only about half of the
computational amount of the classical Levinson and Schur algorithms.
Differing from the approach of Delsarte/Genin, we investigate the matrices ob-
tained after splitting in more detail. At the first glance they are less structured than
the original matrix. But it turns out that they actually have structure properties sim-
ilar to Hankel matrices. Since they are related to Chebyshev polynomials, they will
be called Chebyshev–Hankel matrices or briefly CH-matrices. We distinguish four
kinds of CH-matrices related to four kinds of Chebyshev polynomials.
It is well known that the inverse of a Hankel matrix is a Bezoutian. In Section
4 it will be shown that the inverse of a CH-matrix is some Chebyshev polynomial
analogue of a Bezoutian. This fact can be utilized for multiplication of the inverse
of an m×m CH-matrix by a vector with the help of six trigonometric transforms of
length m, in particular this means with O(m logm) complexity. As a consequence,
the same complexity estimation holds also for inverses of centrosymmetric Toeplitz-
plus-Hankel matrices. Note that in [15] it is shown, also using the splitting property
but some different arguments, that matrix-vector multiplication by the inverse of a
general Toeplitz-plus-Hankel can also be carried out with six transforms only.
In Section 5, we present O(m2) complexity algorithms for LU-factorization of an
m×m strongly nonsingular CH-matrix and its inverse. These algorithms can also be
used to compute the quantities occurring in the inversion formulas for CH-matrices.
They lead to algorithms for centrosymmetric Toeplitz-plus-Hankel systems. For the
case of a symmetric Toeplitz matrix, a comparison with the split Levinson and Schur
algorithms in [7,8] reveals that one step of our algorithms is, in principle, equivalent
G. Heinig / Linear Algebra and its Applications 327 (2001) 181–196 183
to two steps of algorithms of Delsarte/Genin, but the complexity is essentially the
same.
In Section 6, we show that to the algorithm described in Section 5 a divide-
and-conquer strategy can be applied which leads to an algorithm for computing
the quantities in the inversion formula with complexity O(m log2 m). Together with
fast matrix–vector multiplication for inverse CH-matrices, this leads to an algorithm
with this complexity for solving CH-systems. Since a centrosymmetric Toeplitz-
plus-Hankel systems is equivalent to two CH-systems of half the size, this will
also provide a new superfast algorithm for centrosymmetric Toeplitz-plus-Hankel
systems, in particular symmetric Toeplitz systems. Note that in the pure Toeplitz
case it is sufficient to solve one of the two CH-systems. The solution of the other one
can be obtained from it in O(n) operations. This will be explained in the forthcoming
paper [16].
For Toeplitz systems O(m log2 m) complexity algorithms were presented in [2,4,5,
9,13,19,21] and other papers. All these algorithms are based on the Fast Fourier
Transform. Differently, our algorithm is based on real trigonometric transforms.
Since the complexity for trigonometric transforms is essentially less than that one
for complex FFT, even less than real FFT (see [20]), our algorithm should be, if the
implementation details are worked out properly, faster than previous ones.
The algorithms in Sections 5 and 6 can be applied only if the matrix is strongly
non-singular and even in this case they can be rather unstable. A way out of this
situation is to use an equivalent interpolation formulation of CH-equations, which
allow the application of pivoting. This is described in Section 7. The interpolation
interpretation also provides more freedom in the choice of the size of the problem, so
that one can achieve a size which is a power of 2, which is convenient for fast trigo-
nometric transforms. Note that a different interpolation interpretation for symmetric
Toeplitz systems was presented in [11].
CH-matrices R have a displacement structure (see [14,17]). More precisely, tridi-
agonal matrices U and V can be found 1 such that the matrix RU − VR has rank 2.
Matrices with this property were studied in [12] and inversion algorithms were ob-
tained. We do not follow this approach because it gives less insight into the structure,
though it is more general.
2. Symmetric-skewsymmetric splitting
Proposition 2.1. A centrosymmetric Toeplitz-plus-Hankel matrix A admits a repre-
sentation A = T + JnS, where T and S are symmetric Toeplitz matrices.
Proof. Suppose that A = [aij ]n−1i,j=0, where aij = ti−j + hi+j . If A is centrosym-
metric, then an−1−i,n−1−j = aij for all i, j = 0, . . . , n− 1. That means
1 U and V are given in (3.4) and (3.5).
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tj−i + h2n−2−i−j = ti−j + hi+j .
Choosing i = 0 we obtain tj + h2n−2−j = t−j + hj and choosing j = 0 we ob-
tain t−i + h2n−2−i = t−i + hi . Comparing these relations we obtain t−i = ti and
h2n−2−i = hi . We set si = hn−1−i . Then s−i = si . Hence S = [si−j ] is symmetric
and A = T + JnS. 
A consequence of this proposition is the fact that a centrosymmetric Toeplitz-
plus-Hankel matrix is also symmetric.
A vector u ∈ Rn is called symmetric if Jnu = u and skewsymmetric if Jnu = −u.
The subspaces of symmetric and skewsymmetric vectors are invariant under a cen-
trosymmetric matrix. Therefore, centrosymmetric matrices are similar to the direct
sum of two matrices of about half the size. The similarity is realized by the unitary
matrices
Q2m+1 = 1√
2

−Jm 0 Im0 √2 0
Jm 0 Im

 , Q2m = 1√
2
[−Jm Im
Jm Im
]
.
Proposition 2.2. The centrosymmetric Toeplitz-plus-Hankel matrix A = T + JnS
admits a representation
A = QTn
[
R− 0
0 R+
]
Qn, (2.1)
where
1. Case n = 2m+ 1.
Dm+1 = diag

 1√
2
, 1, . . . , 1︸ ︷︷ ︸
m




R+=Dm+1[ ti−j + si−j + ti+j + si+j ]mi,j=0Dm+1,
R−=[ ti−j − si−j − ti+j+2 + si+j+2 ]m−1i,j=0.
2. Case n = 2m.
R± = [ti−j ± si−j ± ti+j+1 + si+j+1]m−1i,j=0,
The proof is a straightforward calculation.
In that way the consideration of the n× n centrosymmetric Toeplitz-plus-Hankel
matrix R is reduced to the consideration of two Toeplitz-plus-Hankel matrices with
a special structure and size [(n+ 1)/2] and [n/2]. Here [·] denote the integer part.
Next we investigate the structure of the matrices R± and show that they are related
to polynomial multiplication operators.
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3. Polynomial interpretation
In the following we use Chebyshev polynomials of first and second kind
Tk(t) = cos kθ, Uk(t) = sin(k + 1)θ
sin θ
(t = cos θ, k ∈ Z),
and of third and fourth kind (see [18])
Vk(t) = cos(k + 1/2)θ
cos θ/2
, Wk(t) = sin(k + 1/2)θ
sin θ/2
.
They possess the following symmetry properties:
T−k = Tk, U−k−1 = −Uk−1, V−k = Vk−1, W−k = −Wk−1.
Note also that
Vk = Uk − Uk−1, Wk = Uk + Uk−1.
All polynomialsZk = Tk,Uk, Vk,Wk satisfy the difference equationZk+1 − 2tZk +
Zk−1 = 0 with different initial conditions which are:
T0 = 1, T1 = t, U−1 = 0,
U0 = 1, V−1 = V0 = 1, W−1 = −W0 = −1.
We need the following relations for products that are well-known for first and second
kind polynomials and can easily be verified for third and fourth kind polynomials:
2TiTk = Ti+k + Ti−k = Ti+k + Tk−i ,
2TiUk = Ui+k + Uk−i = Ui+k − Ui−k−2,
2TiVk = Vi+k + Vk−i = Vi+k + Vi−k−1, (3.1)
2TiWk = Wi+k +Wk−i = Wi+k −Wi−k−1.
Let Rm[t] denote the space of all real polynomials in t with degree m− 1. We
consider the operator of multiplication by a polynomial f (t) of degree n− 1
Mm(f )x(t) = f (t)x(t) (3.2)
mapping Rm[t] to Rm+n−1[t]. Let the polynomial f (t) be given in its first kind
Chebyshev expansion
f (t) = a0 + 2
n−1∑
k=1
akTk(t). (3.3)
We evaluate the matrices of the operatorMm(f ) with respect to different Cheby-
shev bases. To unify the presentation we introduce the notations
e1k(t) = Tk(t), e2k(t) = Uk(t), e3k(t) = Vk(t), e4k(t) = Wk(t),
for all k with the exception that we define
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e10(t) =
1√
2
.
Proposition 3.1. For ν = 1, 2, 3, 4, the matrix Mνm(f ) of the operatorMm(f ) with
respect to the basis {eνk (t)} is given by
M1m(f ) = Dm+n−1 [a|i−j | + ai+j ]Dm,
M2m(f ) = [a|i−j | − ai+j+2],
M3m(f ) = [a|i−j | + ai+j+1],
M4m(f ) = [a|i−j | − ai+j+1],
for i = 0, . . . ,m+ n− 2, j = 0, . . . ,m− 1, where we set ai = 0 for i  n, and
Dm is defined as in Proposition 2.2.
Proof. In view of (3.1), we have for j /= 0
Mm(f )e
1
j (t)=a0Tj +
n−1∑
k=1
ak(Tj+k + Tj−k)
=
j+n−1∑
i=j
ai−j Ti +
n−1−j∑
i=1
ai+j Ti +
j−1∑
i=1
aj−iTi + aj
=
j+n−1∑
i=1
(a|i−j | + ai+j )e1i (t)+
√
2 aj e10(t).
Furthermore,
Mm(f )e
1
0(t) = a0e10(t)+
√
2
n−1∑
i=1
aie
1
i (t).
From these two relations the first assertion follows. The others are proved in the same
way. 
We introduce m×m matrices Rνm(f ) (ν = 1, 2, 3, 4) by
Rνm(f ) = [Im0 ] Mνm(f ).
The matrix Rνm(f ) will be called m×m CH-matrix of the νth kind with the symbol
f (t).
As an example, let us mention the four kinds of CH-matrices with symbol f (t) =
2t , which is important for the algorithms in Section 5:
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R1m(2t) =


0
√
2√
2 0 1
1 0
.
.
.
.
.
.
.
.
. 1
1 0 1
1 0


,
(3.4)
R2m(2t) =


0 1
1 0 1
1 0
.
.
.
.
.
.
.
.
. 1
1 0 1
1 0


,
R3m(2t) =


1 1
1 0 1
1 0
.
.
.
.
.
.
.
.
. 1
1 0 1
1 0


,
(3.5)
R4m(2t) =


−1 1
1 0 1
1 0
.
.
.
.
.
.
.
.
. 1
1 0 1
1 0


.
Let Pνm denote the projection defined by
Pνm
∑
k
xke
ν
k (t) =
m−1∑
k=0
xke
ν
k (t). (3.6)
Then Rνm(f ) is the matrix of the operator
Rνm(f )x(t) = Pνmf (t)x(t)
with respect to the basis {eνk (t)}m−1k=0 .
Combining Propositions 2.1, 2.2 and 3.1 we obtain the following.
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Theorem 3.1. Let A = T + JnS, T = [ti−j ]n−1i,j=0, S = [si−j ]n−1i,j=0 be a centrosym-
metric Toeplitz-plus-Hankel matrix, a±k = tk ± sk, and
f±(t) = a±0 + 2
n−1∑
k=1
a±k Tk(t).
Then the matrices R± appearing in Proposition 2.2 are CH-matrices given by
R+ = R1m+1(f+), R− = R2m(f−)
if n = 2m+ 1, and
R+ = R3m(f+), R− = R4m(f−)
if n = 2m.
4. Inversion formulas for CH-matrices and CH-Bezoutians
We show in this section that the inverses of CH-matrices have a similar struc-
ture like the inverses of Hankel matrices. They are Bezoutians with the respect to
Chebyshev bases.
For ν = 1, 2, 3, 4, let #ν(t) denote the column vector [eνi (t)]m−1i=0 . If x ∈ Rm, then
we set xν(t) = #ν(t)Tx. If A is any m×m matrix, then we denote by Aν(t, s) the
polynomial in two variables
Aν(t, s) = #ν(t)TA#ν(s).
Clearly, for any ν, the matrix A is completely defined by the polynomial Aν(t, s).
The polynomials Aν(t, s) are Chebyshev versions of the generating function of a
matrix which is defined as follows. We set #(t) = (ti )m−1i=0 . The generating function
of an m×m matrix A is, by definition, the bivariate polynomial
A(t, s) = #(t)TA#(s).
We introduce m×m matrices Eν whose ith column eνi is the coefficient vectors
of the Chebyshev polynomial eνi (t), i.e., e
ν
i (t) = #(t)Teνi . Then we have #v(t)T =
#(t)TEν .
Definition. Let u, v ∈ Rm+1. The m×m matrix B = Bezν(u, v) with
Bν(t, s) = u
ν(t)vν(s)− vν(t)uν(s)
t − s
will be called CH-Bezoutian of the νth kind (or briefly CH-Bezoutian) of u and v.
CH-Bezoutians are related to classical Bezoutians which are defined as follows.
If u, v ∈ Rm+1, then the m×m matrix B = Bez (u, v) with
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B(t, s) = u(t)v(s) − v(t)u(s)
t − s
is called (Hankel) Bezoutian of u and v.
According to the definition, we have
#ν(t)TBezν(u, v)#ν(s) = #(t)TBez(uν, vν)#(s).
Thus
EνBezν(u, v)(Eν)T = Bez (uν, vν).
We consider a non-singular CH-matrix R = Rνm(f ) (ν ∈ {1, 2, 3, 4}), and besides
this matrix the (m− 1)× (m+ 1) matrix R˜ obtained from Rνm+1(f ) after cancel-
ling the last two rows. This matrix has full rank and therefore a two-dimensional
kernel. Any basis of this kernel is called fundamental system. We select a “canonical”
fundamental system in the following way. Suppose that u′ and v′ are the solution of
Ru′ = −h, Rv′ = e,
where e denotes the last unit vector in Rm and h the last column of Rνm+1(f ) cancel-
ing the last component. Then the vectors
u =
[
u′
1
]
, v =
[
v′
0
]
,
form a basis of the kernel of R˜. We call {u, v} or {uν(t), vν(t)} the canonical funda-
mental system of R.
Theorem 4.1. Let R be a non-singular CH-matrix of the νth kind and let {u, v} be
the canonical fundamental system of R. Then
R−1 = 1
2
Bezν(u, v). (4.1)
Proof. We fix a real number c and consider the polynomial
lc(t) =
m−1∑
i=0
eνi (c)e
ν
i (t).
Then the coefficient of eνi (t) in the expansion of 2(t − c)lc(t) is equal to eνi−1(c)−
2ceνi (c)+ eνi+1(c) for i = 1, . . . ,m− 2 and for i = 1, ν /= 1, which is 0. The first
part of the expansion will be, for ν /= 1,
eν0(c)e
ν
−1(t)+ (eν1(c)− 2ceν0(c))eν0(t)+ · · ·
Since e2−1 = 0, the coefficient of e20(t) will be 0, and in view of e3−1 = e30 = 1 and
e4−1 = −e40 = −1 the same is true for ν = 3 and ν = 4. A simple calculation shows
that, for ν = 1, the coefficients of e10(t) and e11(t) in the expansion are 0. Summing
up, we obtained that for all ν = 1, 2, 3, 4 the coefficients of eνi (t) in the expansion
of the polynomial 2(t − c)lc(t) in the basis {eνi (t)} vanish for i = 0, . . . ,m− 2.
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Let, for fixed c, xc(t) be the polynomial given by xc(t) = #ν(c)TR−1#ν(t). Then,
by definition, we havePνmf (t)xc(t) = (#ν(c))ν(t). We consider the polynomialuc(t)
= 2(t − c)xc(t). Then Pνm−1f (t)uc(t) = Pνm−12(t − c)(#ν(c))ν(t) which vanishes,
as it was shown above. That means the coefficient vector belongs to the two-dimen-
sional kernel of R˜, which is spanned by u and v. Therefore,
2(t − c)xc(t) = α(c)uν(t)− β(c)vν(t)
for some functions α(c) and β(c). Since the left-hand side is a polynomial in c the
right-hand side is polynomial in c, too. Changing the roles of c and t and taking
into account that Rνm is symmetric we obtain that α(c) = avν(c) and β(c) = auν(c)
for some constant a. Applying Bezν(u, v) to the last unit vector, we obtain that a is
actually equal to 1. This proves the theorem. 
Clearly, the identity matrix Im is a CH-matrices that is equal to its inverses. The
canonical fundamental system is equal to {eνm−1(t), eνm(t)}. From this we obtain the
following well-known Christoffel–Darboux formulas:
Iνm(t, s) =
m−1∑
k=0
eνk (t)e
ν
k (s) =
eνm(t)e
ν
m−1(s)− eνm−1(t)eνm(s)
2(t − s) .
Let us mention one more example. The matrix Jm is a CH-matrix of second, third
and fourth kind. The corresponding canonical fundamental systems are {U0, Um},
{V0, Vm − Vm−1}, and {W0,Wm +Wm−1}, respectively. Jm is not a CH-matrix of
first kind, but the modified matrix Jmdiag (
√
2, 1, . . . ,
√
2) is. Its canonical fun-
damental system is { 12T0, Tm − Tm−2}. From this, several summation formulas for
Chebyshev polynomials can be derived.
The importance of Theorem 4.1 for practical calculation consists in the fact that
CH-Bezoutians can be represented with the help of trigonometric transforms. Let us
explain this briefly. For more information we refer to [15]2 (see also [10]).
The trigonometric transforms we have in mind are defined as follows:
• DST-1 and DCT-1
S1 =
[
sin
(i + 1)(j + 1)π
m
]m−2
i,j=0
, C1 =
[
cos
ijπ
m
]m
i,j=0
.
• DST-2 and DCT-2
S2 =
[
sin
(i + 1)(2j + 1)π
2m
]m−1
i,j=0
, C2 =
[
cos
i(2j + 1)π
2m
]m−1
i,j=0
.
• DST-3 and DST-3
S3 =ST2 , C3 = CT2 .
2 A more detailed version of this paper is in preparation.
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• DST-4 and DCT-4
S4 =
[
sin
(2i + 1)(2j + 1)π
4m
]m−1
i,j=0
,
C4 =
[
cos
(2i + 1)(2j + 1)π
4m
]m−1
i,j=0
.
For all these transforms O(m logm) complexity algorithms do exist (see, for example
[20]).
Obviously, the columns of the matrices of the trigonometric transforms are, up
to some multiplicative constants, equal to the the values of the vectors eνk (t) at the
Chebyshev nodes
σj = cos jπ
m
, ρj = cos (2j + 1)π2m .
That means, if Bezν(u, v) is multiplied from the right and the left by appropriate
trigonometric transforms one obtains a matrix of the form[
αiβj − γiδj
ρi − σj
]
= D1D2 +D3D4,
where D1,D2,D3,D4 are diagonal matrices and
 =
[
1
ρi − σj
]
.
The matrix , in its turn, can be represented with the help of trigonometric trans-
forms. In fact,
 = −−11 S4C3−12 ,
where
1 = diag
[
sin
(2j + 1)π
4m
]m−1
j=0
, 2 = diag
[
cos
jπ
2m
]m−1
j=0
(see [15]). In that way a vector can be multiplied by a CH-Bezoutians with the help
of six transforms of length m plus O(m) operations. For preprocessing the data, as-
suming that u and v are given, four transforms of length m are required.
5. Algorithms for LU-factorization
In this and the next sections, we consider only strongly non-singular CH-matri-
ces R = Rνm(f ) = [rij ]m−1i,j=0. That means we assume that the principal subsections
[rij ]k−1i,j=0 are non-singular for k = 1, . . . ,m. This covers, in particular, the case when
R is positive definite.
192 G. Heinig / Linear Algebra and its Applications 327 (2001) 181–196
We present fast algorithms for the construction of the LU-factorization of R and
its inverse. More precisely, we construct an upper triangular matrix U = [uij ]m−1i,j=0
and a lower triangular matrix L = [lij ]m−1i,j=0 satisfying
RU = L and uii = 1 (i = 0, . . . ,m− 1). (5.1)
In polynomial language this can be written in the form
f (t)uk(t) = lk(t), (5.2)
where
uk(t) =
k∑
i=0
uike
ν
i (t), lk(t) =
m+n−2∑
i=k
like
ν
i (t).
Theorem 5.1. The columns of U and L in (5.1) can be computed via the recursion
uk+1(t) = (2t − βk)uk(t)− αkuk−1(t),
lk+1(t) = (2t − βk)lk(t)− αklk−1(t),
where k = 1, . . . ,m− 2,
αk = lkk
lk−1,k−1
, βk = lk−1,k−1lk+1,k − lkklk,k−1
lkklk−1,k−1
with the exception that for ν = 1
α1 =
√
2l11
l00
, β1 = l21 − α1l10
l11
.
This theorem can be proved by straightforward verification.
The first columns are given by
u0(t) = eν0(t), l0(t) = f (t)eν0(t) =
n+m−2∑
i=0
li0e
ν
i (t)
for ν = 1, 2, 3, 4, and the second columns by
u1(t) = (2t − βν0 )u0(t), l1(t) = (2t − βν0 )l0(t)
if ν /= 1 and by
u1(t) = 1√
2
(2t − βν0 )u0(t), l1(t) =
1√
2
(2t − βν0 )l0(t)
if ν = 1, where
β10 =
√
2 l10
l00
, β20 =
l10
l00
, β30 =
l10 + l00
l00
, β40 =
l10 − l00
l00
.
The recursions can easily be translated into vector language with the help of the
matrix representations (3.4) and (3.5).
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Note that the canonical fundamental system of R producing the inverse matrix
R−1 is given by
u(t) = um(t), v(t) = 1
lm−1,m−1
um−1(t),
where um(t) is also obtained by the recursion of Theorem 5.1.
The algorithm emerging from the theorem is a hybrid Levinson–Schur type algo-
rithm. It is in particular convenient for parallel computation and has O(m) complex-
ity if m processors are available.
It is possible to calculate only the columns of the upper factor U, and the quantities
lij for 0  j − i  1 as some inner products of rows of R and the uk . This leads to
a Levinson type algorithm. It is also possible to calculate only the lower factor L,
which results in a pure Schur type algorithm. In this case the solution of a system
Rx = b will be obtained by backward substitution.
Due to the splitting property discussed in Section 2, the algorithms for the factor-
ization of R can be used for the solution of systems with a centrosymmetric coeffi-
cient matrix Ax = b. It is obvious that the Toeplitz-plus-Hankel matrix A is strongly
non-singular if and only the two CH-matrices obtained after splitting are strongly
non-singular.
6. Superfast algorithm
It is well known that two polynomials in Chebyshev expansion can be multi-
plied with the help of two trigonometric transforms and the complexity of trigono-
metric transforms is O(m logm). Due to this fact, it is efficient to apply a divide-
and-conquer strategy to the algorithm emerging from Theorem 5.1. This leads to a
O(m log2 m) complexity algorithm to compute the canonical fundamental system of
a CH-matrix. Recall from Section 4 that with the help of a given fundamental system
a system of equations Rx = b can be solved with O(m logm) complexity.
We introduce 2 × 2 matrix polynomials
Uk(t) =
[
uk(t) uk−1(t)
lk(t) lk−1(t)
]
, k(t) =
[
2t − βk 1
−αk 0
]
Then the relation in Theorem 5.1 can be written in the form
Uk+1(t) = Uk(t)k(t). (6.1)
We define, for j > k
kj (t) = k(t)k+1(t) · · ·j−1(t).
Then, for j > i > k,
kj (t) = ki(t)ij (t), Uj (t) = Uk(t)kj (t). (6.2)
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In order to achieve complexity O(m log2 m) it is important to carry out the cal-
culations not with the complete polynomials lk(t) but only with the relevant part of
them. We define
l
j
k (t) =
j∑
i=k
like
ν
i (t).
Obviously, k,k+1(t) can be computed from lkk−1(t) and l
k+1
k , k,k+2(t) can be
computed from lk+2k−1(t) and l
k+3
k (t), and, in general, kj (t) from l
2j−k−2
k−1 (t) and
l
2j−k−1
k (t). Furthermore, the following is true for k < i < j :[
l
2j−i−1
i (t) l
2j−i−2
i−1 (t)
]
=
[
Pν2j−i hi−1(t) P
ν
2j−i−1 hi(t)
]
,
where[
hi(t) hi−1(t)
] = [ljk (t) ljk−1(t)
]
ki (t). (6.3)
Here Pνi is defined as in (3.6).
This leads to the following recursive procedure.
Input: [l2j−k−2k−1 (t) l2j−k−1k (t)], Output:kj (t)
1. If j = k + 1, then apply Theorem 5.1.
2. Otherwise choose i with k < i < j and carry out the following steps:
(a) Apply the procedure for [l2i−k−2k−1 (t) l2i−k−1k (t)]. The output is ki(t).
(b) Compute [l2j−i−2i−1 (t) l2j−i−1i (t)] by (6.3).
(c) Apply the procedure for [l2j−i−2i−1 (t) l2j−i−1i (t)]. The output is ij (t).
(d) Computekj (t) = ki(t)ij (t) using fast trigonometric transforms.
It is convenient to choose i close to the average of j and k. Proceeding in this way
the problem to computekj (t) is reduced to two subproblems of about half the size
plus O((j − k) log(j − k)) operations for polynomial multiplication. This ends up
with complexity O((j − k) log2(j − k)). In particular, Um(t) can be computed with
O(m log2 m) operations.
7. Interpolation interpretation
The algorithms presented in Sections 5 and 6 work only for strongly non-singular
matrices. From the algebraic point of view, this could be overcome by generalizing
the concept of a fundamental system to singular CH-matrices and to transfer the ap-
proach of [13] from Hankel to CH-matrices. However, from numerical point of view
this approach is unsatisfactory due to the instability of the corresponding algorithms.
Another drawback concerning the superfast algorithm described in Section 6 is that
it works efficiently only if the order m is a power of 2.
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We show now that interpolation interpretation is the way to overcome both draw-
backs. Let us demonstrate this for the vector u = (uk)mk=0 (um = 1) of the funda-
mental system of a CH-matrix of νth kind with symbol f (t) (see Section 4). In
polynomial language this means
Pνmf (t)u(t) = 0, (7.1)
where u(t) =∑mk=0 ukeνk (t).
In order to simplify the forthcoming presentations we generalize the definition
(3.6) defining Pνij by
Pνij
∑
k
xke
ν
k (t) =
j−1∑
k=i
xke
ν
k (t),
and denote the range of Pνij by P
ν
ij . Eq. (7.1) can be written in the form
f (t)u(t) = l(t) (7.2)
with l(t) ∈ Pνm,m+n. We now fix an integer N > m+ (n/2), preferably a power of
2. Then l(t) in (7.2) can be represented (uniquely) in the form
l(t) = TN(t)z(t)− w(t),
where w(t) ∈ Pνm,m+n−N and z(t) ∈ Pν0m. In fact, if N > m+ n− 1, then we can
choose z(t) = 0 and there is nothing to show. Suppose now that N  m+ n− 1 and
l(t) =
m+n−1∑
k=m
lke
ν
k (t).
Then TN(t)z(t) ∈ Pνm,m+n and w(t) = TN(t)z(t)− l(t) ∈ Pν0N . We conclude that
w(t) ∈ PνmN .
We replace the left-hand side of (7.2) by this expression and evaluate both sides
at the roots τk of TN(t), which are τk = cos(((2k + 1)π)/2N) (k = 0, . . . , N − 1).
Now the following can be verified.
Proposition 7.1. Eq. (7.1) is equivalent to the existence of a polynomial w(t) ∈
PνmN such that (u(t), w(t)) satisfies the homogeneous interpolation conditions
f (τk)u(τk)+w(τk) = 0 (k = 0, . . . , N − 1). (7.3)
The interpolation problem (7.3) can be solved by standard algorithms for rational
interpolation. It can also be speeded up to a superfast algorithm, as it is shown for
the Hankel case in [21]. The advantage of the interpolation setting is that reordering
the numbers τk will not destroy the structure of the problem, so that pivoting can be
applied, which stabilizes the corresponding algorithm. Furthermore, N can be chosen
as a power of 2, so that efficient algorithm for fast trigonometric transform can be
applied. The details will be worked out elsewhere.
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