Abstract Domain-specific modeling languages (DSMLs) are the essence of MDE. A DSML describes the concepts of a particular domain in a metamodel, as well as their relationships. Using a DSML, it is possible to describe a wide range of different models that often share a common base and vary on some parts. On the one hand, some current approaches tend to distinguish the variability language from the DSMLs themselves, implying greater learning curve for DSMLs stakeholders and a significant overhead in product line engineering. On the other hand, approaches integrating variability in DSMLs lack generality and tool support. We argue that aspect-oriented modeling techniques enabling flexible metamodel composition and results obtained by the software product line community to manage and resolve variability form the pillars for a solution for integrating variability into DSMLs. In this article, we consider variability as an independent and generic aspect to be woven into the DSML. In particular, we detail how variability is woven and how to perform product line derivation. We validate our approach through the weaving of variability into two different metamodels: Ecore-widely used for DSML definition-and SmartAdapters, our aspect model weaver. These results emphasize how new abilities of the language can be provided by this means.
Introduction
In an always more competitive environment, the ability for a company to rapidly propose new products or variations of existing products is the key to meet user requirements. However, offering a wide range of different products is risky: products should be designed, validated, implemented rapidly, at a low cost. The software product line (SPL) [36] community provides techniques and tools to engineer families of related products. The main idea behind SPL is to capture the commonalities of the different products as well as the specificities (variability) of each particular product.
In this paper, we are interested in the modeling of families of products. More precisely, we aim to provide the accurate expressiveness for modeling them. Indeed, designing a family of domain or application models requires using variability concepts. The stakeholder should be able to (1) describe this variability and then (2) derive the right final product, without increasing the complexity of the software development. For example, we need to specify that one functionality of an application is optional or that there are several variants for the same functionality, but only one may be chosen among them. Designers should be able to model variability in a finegrained way, e.g. only deal with constructs for optionality if no more is required. Later in the development process, we need to select one of the variants or options in order to refine the application specification. However, adequate variability is rarely present "as is" in DSMLs. In fact, designers primarily focus on business concepts in a single-application development perspective and then consider reuse while evolving incrementally the domain metamodel. Adopting SPL engineering in such a progressive way is popular in the industry due to economic and organizational reasons [40] . Therefore, we need to handle situations where variability is not present from the onset.
To deal with such a context, there are two main ways to integrate domain metamodel and variability [21] . The first one consists in "amalgamating" the domain language with variability constructs, e.g. variability stereotypes for UML [52] . The second way is to maintain domain and variability models separated, relating them via dedicated mapping techniques [53] . We argue that augmenting the domain metamodel with variability constructs requires less effort than maintaining multiple models; it also eases conformance checking defined for the domain metamodel only. Yet, as noted by Haugen et al. [21] , manually adding concepts to a metamodel is demanding in terms of skills and time. While profiles may ease such an extension within current modeling tools, they do not provide full control on the way variability interacts with domain concepts. Furthermore, current approaches are usually ad hoc extensions reinventing general variability operators fully defined by the SPL community [41] .
In this paper, we describe a systematic approach to incorporate variability within a domain metamodel, fulfilling requirements and solving the issues mentioned above. Our approach is illustrated in Fig. 1 . From a given metamodel, we enable variability through the help of a metamodel composition engine, SmartAdapters, exploiting aspect-oriented modeling (AOM) [18] techniques. Indeed, variability is provided in the form of an aspect (Sect. 3) and made generic by building on the experience of describing, automating and analyzing variability acquired by the SPL community. Recognizing that adding variability has an impact on the complexity and associated tool support of a domain metamodel, our composition approach (Sect. 4) is both flexible and minimally intrusive. We achieve flexibility by allowing designers to weave the needed variability constructs only where it is needed. This woven variability is realized as an "optional extension" of the metamodel; in other words, it is still possible to describe models without variability with the extended metamodel, thus improving compatibility between models with and without variability easing the support by model editors (Sect. 7). After composition, we obtain a variability-enabled metamodel which is able to describe families of application models. We also offer a model derivation engine allowing the designer to capture choices and automate the derivation process via model transformations. At the end of the derivation, we obtain a model conforming to the original metamodel. We demonstrate our approach by introducing variability: (1) into EMF, which is the de-facto standard integrated within Eclipse to define domain metamodels (similar to class diagrams) and (2) into SmartAdapters itself. However, our approach is generic and can be applied to any metamodel conforming to Ecore/EMOF, which includes the UML. This paper is organized as follows. Section 2 gives the necessary background to understand variability modeling, including feature modeling, which is a key formalism for describing variability. We also introduce aspect-orientation, at the heart of our model composition technique. Section 3 discusses the two main ways of introducing variability at the language (metamodel) level and describes a meta-level pattern for amalgamated variability. In Sect. 4 , we present our model weaver SmartAdapters and give an overview of the variability aspect associated to the variability pattern presented in Sect. 3.2. In Sect. 5, we then apply the variability aspect to the SmartAdapters metamodel. Section 6 details how we leverage SPL techniques to derive models with respect to variability woven at the metamodel level. Section 7 examines the issue of model typing and especially compatibility of models and associated tools. Section 8 outlines some relevant research in the field and Sect. 9 wraps up with conclusions and discusses some interesting future perspectives.
Background
In this section, we introduce the core concepts used as a basis for our approach. First, we describe variability modeling techniques and existing approaches to introduce variability in the domain-specific languages. We subsequently present AOM.
Variability modeling and management

Variability and software product lines
We mentioned in Sect. 1 that our goal is to follow the SPL paradigm-"a set of software intensive systems, that share a common, managed set of features satisfying the specific needs of a particular market segment or mission and that are developed from a common set of core assets in a prescribed way" [8] -to effectively address differences required by each product while reusing common parts to increase productivity. Hence, the key to success in any SPLE approach is the sensible management of commonalities and differences or variability management [31] . One of the most practical techniques is feature modeling [26] which aims at representing the common and variable features 1 of a product family. Feature modeling can be used to document and analyze variability during any phase of the SPL development life cycle. Hence, every stakeholder can manipulate features "as is", independently of the kind of variability and the level of abstraction. Moreover, feature models (FMs) encourage the definition of a standard vocabulary for a domain language; they are ideal abstractions that customers, experts and developers can easily understand. FMs hierarchically structure domain concepts into multiple levels of increasing detail 1 According to [2] a feature is "an increment in product functionality". thus proposing a taxonomy. When decomposing a feature into sub-features, the sub-features may be optional, mandatory or may form alternative, Or, or And groups as defined by the Boolean operators. Feature models are represented as graphs which have a tree-like structure as shown in Fig. 2 . In this diagram, a blank lollipop denotes an optional feature while a simple line indicates a mandatory feature. There is an alternative group (signaled by an arc) between 2DImage and 3DImage. FMs describe the variability and the commonality of features and represent a set of valid configurations. A valid configuration is obtained by selecting features while respecting the parent-child and an intuitive decomposition semantics.
During the last 20 years, feature diagrams were equipped with formal semantics [10, 42] , automated analysis [3] and comprehensive tool support [37] . Feature models have to be considered for integration with the concrete syntax of current attempts to standardize a common variability modeling language at the Object Management Group. 2 Feature modeling is therefore a first-class technique to represent and manage variability in SPLs.
A generic feature metamodel
The growing interest of the community on feature diagrams has led to a plethora of notations ( [10, 19, 27] to name a few). Indeed, feature models can be considered as a product line of notations sharing commonalities and exposing syntactical and semantical differences which were not always explicitly motivated. In such a context, it is not obvious for modelers to choose a specific notation on objective grounds. Furthermore, similar tool support performing analysis and derivation has to be developed for each notation. Fortunately, Schobbens et al. [41, 42] performed a formal analysis of the existing feature notations with the aim of mathematically assessing their expressivity. To do so, they developed a pivot abstract syntax called free feature diagrams (FFDs) able to map any feature modeling construct found in existing notations to a unique and non-ambiguous concept. In addition to serve as a tool to evaluate the expressiveness of variability modeling languages, the universal nature of FFDs make them suitable for various direct and indirect applications. Direct applications include variability reasoning [20] and the definition of metrics to assess product-line testing coverage [35] .
Another (indirect) benefit of this formalization effort is that we can easily derive an Ecore-based metamodel from FFDs' abstract syntax alleviating the problems highlighted above. Such a metamodel has been proposed by some of the authors of this article in [34] . This metamodel is depicted in Fig. 3 . FeatureElement is an abstract metaclass the role of which is to provide a common supertype for model elements in order to ease their manipulation during translation (see Sect.6). FeatureDiagram is the root class of the metamodel. This class has an attribute graphTypeTree corresponding to the possibility to consider the feature diagram only as a tree or more generally as a graph (which is the case when there are constraints between features). It also contains a list of features (class Feature) of the diagram. Amongst these features, the root feature (upper-most feature in the hierarchy) has a special role and is identified by the reference root from FeatureDiagram to Feature.
Variability is described in terms of Boolean operators describing the kind of variability relationships applied to elements. In the metamodel, these operators are subtypes of the abstract class Operator. And operator holds true iff all the elements to which it applies are chosen (mandatory elements). Xor denotes an alternative (only one element have to be chosen) and Or at least one. Opt denotes the optionality of presence. Finally, Vp(i,j) [42] will return true iff at least i and at most j elements are chosen. This operator can embed the semantics of all other operators [41] and could hence be the unique operator provided. However, "classic" operators are more practical and well-known; they are therefore left for usability matters. Additionally, it is possible to define constraints between features. These constraints are of two types: requires which implies that the required element has also to be selected if the requiring element is selected, and mutex which excludes that both referred elements are present in the same configuration of the feature diagram. Constraints, such as Require constraint or a Mutex are represented via specific edges (instances of ConstraintEdge) and are directly owned by the feature diagram.
Since its definition, this metamodel has been used in the context of model-driven product derivation by using composition techniques [34] . In particular, tool support for wellformedness rules (enabling to check a given configuration of the feature diagram) was developed in Kermeta [32] . This metamodel was also used in the context of automated product line test selection using combinatorial interaction testing techniques [35] . The first step consists in converting feature models instances of this metamodel into Alloy specifications [23] . Then, test selection strategies make use of these specifications to extract relevant test cases fulfilling the targeted combinatorial interaction technique and the constraints of the feature model. Finally, the metamodel was again used to give back the tester test suites in the terms of his input feature diagram and to compute some relevant metrics.
In the following, this metamodel will serve as a basis for providing a metamodeling pattern dedicated to the introduction of variability into domain metamodels (Sect. 3). The derivation of feature diagram from a domain model with variability will also be based on this metamodel (Sect. 6).
Modeling variability at the model level
A family of products represents the concepts of the product domain and its variability. Independently of the location of variability definition (See Sect. 3), the modeling of the domain variability may be twofold: positive or negative [50] : -Positive variability: the product domain only contains the core elements of the domain, i.e. the concepts which are common to all products of the family. Then, all the concepts specific to a product are added accordingly to the product specification. -Negative variability: on the contrary the domain of the product is fully described and contains every element that may be considered in the definition of any product of the family. Then, deriving a given product means to remove all the elements that may belong to other products configuration, but not from this product, from the domain model.
Almost all approaches can be classified as negative [22] or positive [25, 48, 51] even if this dichotomy is too strong. For example, the VML* approach [53] proposes a combination of positive and negative variability depending on the model granularity.
In the following, we will retain the negative approach to provide derivation of products from a domain model with variability. The proposed derivation will rely on a feature model which is directly generated from such domain model (Sect. 6).
Aspect-oriented modeling
In software engineering, separation of concerns refers to the ability to identify those parts of software artifacts that are relevant to a particular concept, goal, task or purpose. Concerns are the primary motivation for organizing and decomposing software into smaller, more manageable and comprehensible parts. Aspect-oriented software development (AOSD) [16] has been proposed as a solution to cope with concerns that are difficult to capture with other development approaches, such as object-oriented development. Aspect-oriented modeling (AOM) 3 raises the idea of separation of concerns to the level of software models. This approach applies aspect-orientation concepts to compose models that represent different concerns (business, security, persistence, etc.) into various base models. Over the last years, many AOM techniques have been proposed for both static and behavioral models [24, 29, 30, 33, 39] . All these techniques provide a notion of model-based aspect and a model-weaving process. Figure 4 shows the principle of aspect-oriented modeling.
Model-based aspects are typically made of pointcuts and advices, where pointcuts define where to affect the base model and the corresponding advices define what to do in the places identified by the pointcuts. In the simplest form, pointcuts and advices are expressed by model fragments based on the concrete syntax of the base model, but other sophisticated forms, such as predicates over model exist to select relevant model elements. The model-weaving process takes as input a base model and one or more aspects and produces a result model where elements that are expressed by advices are combined with elements from the base model each time pointcuts matches.
In the following, we will manage variability by applying the principles of AOM at the metalevel. This implies the following. First, base models will be metamodels defined with class modeling constructs. Second, aspect will be based on pointcuts and advices defined in terms of metalevel elements like meta-classes and meta-associations. Finally, the weaving process will produce a metamodel extended with meta-elements from aspect advices. In Sect. 4, we will describe how to apply these metalevel AOM concepts to weave variability constructs into metamodels using our SmartAdapter approach.
Introducing variability into languages
In this section, we present existing approaches for introducing variability into languages. Then, we give a general solution to describe models containing variability.
Amalgamated versus separated approaches
As noted by Haugen et al. [21] , there are two categories of techniques to introduce variability into languages (represented as metamodels); amalgamated and separated.
The amalgamated approach proposes to augment the domain metamodel with variability concepts. This approach allows constructing domain models with mandatory and variable elements. Refer [52] for existing work illustrating the amalgamated approach. In this work, the UML2 metamodel is extended with a profile to specify variability (optionality and variants) of elements in class diagrams and sequence diagrams by means of stereotypes.
The separated approach keeps the domain metamodel and the variability metamodel distinct and relates them via referencing. In other words, variability is put aside of the domain models. An illustration of this second approach can be found in [22] . This work is supported by FeatureMapper, a generic tool that can directly be used with any EMF-based model [44] and GMF, or EMFText-based [46] editors. It directly relates features and model elements and derives product models by removing all the model elements associated with nonselected features. Another example of the separated approach is VML* [53] , which proposes a family of textual languages dedicated to the modeling of relationships between elements belonging to the variability model and their supporting elements pertaining to asset models. Each member of this family can be tuned to support various kinds of variability and asset models. Moreover, reuse within VML* family is favored and tool support is able to generate part of the associated tools related to a new member.
As an example of amalgamated and separated approaches distinction, we may model the following in EMF : (1) some classes, operations, or attributes are optional, and (2) some model elements are part of the same variant and (3) alternatives and constraints may exist among variants. In this case, the amalgamated approach will attach this information into the Ecore metamodel while the separate approach will put the information in a feature diagram or in a DSL [21] . Table 1 summarizes advantages and drawbacks of both approaches. The interest of adopting an amalgamated approach is that the product line can directly be designed in terms of domain concepts: model elements subject to variability are clearly identified. Furthermore, conformance checking is facilitated since both variability elements and assets are expressed regarding the same metamodel. However, this approach makes the domain metamodel more complex, obscuring its specific concepts. Another drawback of this approach is that it modifies the metamodel so that it is no longer fully independent of variability concepts. Finally, the competence needed to include variability concepts into the domain metamodel can be quite high. As indicated by the table, two advantages of the separated approach are on the one hand to support a clear separation of the variability and the domain concepts and on the other hand, to keep the domain metamodel unchanged. Another advantage is to enable more than one variability model for a same domain model. In terms of drawbacks, the separated approach requires extra-effort both for specifying the mapping between domain and feature models and managing their co-evolution in a consistent way.
Our approach is to focus on an amalgamated approach while addressing its drawbacks through aspect-oriented In the following paragraphs, we describe a reusable variability pattern that can be systematically woven into any domain metamodel MM. The newly updated metamodel MM' allows designer to create a reference model which contains all the elements used for all variants of the software product line. During product derivation, the elements that are not required according to a selection of features are removed (see Sect. 6) following a negative variability approach. Figure 5 shows our pattern for introducing amalgamated variability in a metamodel. The solution provided by this pattern is a customization of the previous feature metamodel tailored to describe variability amongst domain concepts expressed by metaclasses. It borrows concepts of operator and constraint from the feature metamodel, but instead of attaching operators to the hierarchy of features, the solution attaches them to the hierarchy of elements contained in a model. This stems from the choice of an amalgamated approach and our will to weave variability exactly where it is needed. In Fig. 5 , PointOfVariability is an abstract metaclass enabling model elements to hold variability. It factorizes features shared by concepts for the representation of their variability and supports the expression of variability constraints. PointOfVariability must be specialized by a concrete metaclass each time a domain concept needs variability for one of its parts. In our solution, this specialization must establish the connection between the variability definition, the targeted concept and the selected part. A specialization of PointOfVariability by the VariabilityOfElement metaclass is illustrated in Fig. 5 . Here, this metaclass is aggregated by VariableConcept which designates the domain concept that need variable parts. The aggregation link between VariableConcept and VariabilityOfElement has a multiplicity that brings flexibility in choosing parts of a concept that may be variable: it may range from none to all the parts. VariabilityOfElement is also linked to ConceptElement which designates the domain concept that forms a variable part of the aggregating concept.
A metamodeling pattern for amalgamated variability
Pattern overview
Constraints between variable elements are defined by the VariabilityConstraint metaclass. Our solution proposes two kinds of constraints. There exists other kinds of constraints [34, 41, 42] , but as they are mostly informal (expressed in natural language) we decided to let the designer include them. VariabilityConstraint is also aggregated by the ConstraintContainer metaclass which designates a domain concept owning constraints and playing the role of FeatureDiagram in this respect. In general, this role will be played by a variable concept or a concept that includes variable concepts.
Introducing pattern within a domain metamodel
The pattern above is a basis for the introduction of variability in any domain metamodel. Starting from a domain metamodel MM, we propose to construct on demand a new domain metamodel MM' that integrates variability concepts from Fig. 5 and the domain-specific concepts of MM. For the new metamodel MM', the construction principle consists in introducing a new subclass of PointOfVariability for each couple of concepts belonging to MM needing variability support. Figure 6 shows how this principle can be applied for an excerpt of the Ecore metamodel. In that example, the solution is applied two times. The first application introduces a specialization of PointOfVariability called EOperationVariabilityForEParameter and a set of related operator classes. These classes enable variability between an operation and its parameters. The last application introduces a specialization of PointOfVariability called EClassVariabilityForEOperation and a set of related operator classes. These classes enable variability between a class and its operations: a designer can capture the fact that a method m1 in a class A is optional and two methods m2 and m3 are alternatives as illustrated in Fig. 7 . This figure shows an instantiation of the extended Ecore metamodel pictured by an UML object diagram which represents a class with its operations. Some association roles have been represented to highlight relationship between model elements of the variability pattern and their woven counterpart in EMF. It is important to precise that existing associations between concepts in MM are not removed in the constructed MM'. This maintains the possibility to specify elements that are not a variable part of the model. In Fig. 7 , the A class has a m4 method which is not a variable part. Section 7 will further 
Homogeneous/heterogeneous operators
Our solution allows the distinction between homogeneous and heterogenous operators (see Fig. 5 ).
Homogeneous operators are associated to Variability OfElement and apply only on instances of the same metaclass (e.g. alternatives between attributes of a class). For example, in Fig. 7 the instance EClassEOperationXor can only bind EClassVariabilityForEOperation instances.
Heterogeneous operators are associated to PointOfVariability and apply to elements of different types. The "choice" semantics (identical to the description of operators introduced above) are the same for homogenous and heterogeneous operators. However, we distinguish the hierarchy of operators associated to homogeneousOperator and heterogenousOperator for flexibility reasons. Indeed, we want to allow the domain expert to constrain the kind of elements that can be chosen in the model, if necessary by using homogeneous operators. To motivate the need for heterogeneous operators, let us consider the introduction of variability in Ecore. Let us assume that we are modeling a family of geophysics applications where the earth's gravity value g is required. In some basic cases, we can consider this value as a constant, therefore modeling it as an attribute (EAttribute) within a class is straightforward. In more complex cases (this value varies regarding location and altitude), g has to be carefully computed and it makes sense to provide it as a parameter (EParameter) of an operation, amongst the other parameters this operation may have. Furthermore, we require that the two ways of modeling g are mutually exclusive in order to avoid confusion during behavior implementation. Consequently, we need to create a GenXOR relationship between EAttribute instances and EParameter instances. The main problem for heterogeneous operator is to define which element contains the PointOfVariability instances. In our case, the PointOfVariability instances (EClassVariabilityForEAttribute and EOperationVariabilityForEParameter in Fig. 8 ) are contained by the targeted model element container (A). The model container contains directly the heterogeneous operator (GenXOR in Fig. 8 ). As explained in Sect. 3.2.2, existing associations between concepts in MM are not removed in the constructed MM'. This allows for non-variable elements in the model. In Fig. 8 , the m4 operation is mandatory.
Using SMARTADAPTERS to weave variability
In the previous section, we presented a metamodeling pattern that provides a generic solution for extending a metamodel with variability. To ease the inclusion of variability into a wide range of metamodels or several parts of one metamodel, we adopt an aspect-oriented modeling approach. The main idea is to describe a variability aspect based on the previous pattern and weave this aspect into any metamodel. The use of an AOM approach provides several benefits: first, it enables decoupling the description of variability from any particular metamodel making it reusable; it also enables integration of variability in a semi-automatic way; last, it keeps the design of metamodel and variability separate, making their evolution easier to manage. In the following, we briefly describe our SmartAdapters AOM approach [30] including a presentation of its metamodel, where we will weave variability (Sect. 5). Then we describe the variability aspect and apply this aspect for introducing variability into Ecore. 
Fig. 9 The SmartAdapters metamodel
SmartAdapters is a generic AOM approach. It relies on four key concepts: aspect model, advice model, pointcut model and adaptations. An aspect model consists of (1) an advice model that encapsulates a given concern, and (2) an abstract adapter that describes where (pointcut model) and how (adaptations) the aspect model will be woven into other base models.
The metamodel describing the concepts of SmartAdapters is shown in Fig. 9 . This metamodel is not tied to a specific domain metamodel and can be customized to weave aspects into different kinds of model (provided that aspect and base model rely on the same domain metamodel). Here, since we are interested to weave aspects into any metamodel, we focus on the customization of SmartAdapters for MOF/Ecore metamodels.
The pointcut model (PointcutModel) is an abstract interface between the aspect model (AspectModel) and any base models (Model). It is a model fragment that identifies the hooks required on the base model. It contains roles (PointcutModelElement) that may be substituted, at binding time, by base model elements and structural constraints that every binding (a set of elements substituting the roles) should respect.
An abstract adapter (AbstractAdapter) is the composition protocol of an aspect model: it guides and controls the composition of the aspect, independently from any base model. It contains adaptations (AbstractAdaptation) which are composition operations describing how to weave the aspect model into the target model. In a composition protocol, the designer can refer to any role from the pointcut model or model element from the advice model, within the adaptations of the protocol.
The set of adaptations provides support for integrating advice models into any base model, by: (1) introducing model elements, e.g. a class into a package, (2) modifying a model element, e.g. updating a method signature and (3) merging model elements, e.g. two classes into a single one.
To actually weave an aspect model, an architect must design a concrete adapter (ConcreteAdapter). It specifies bindings (join points) between the pointcut model and a given base model. Each binding (Binding) associates a pointcut model element (TargetModelElement) to a matching base model element. Bindings could be specified by hand or automatically identified by a join point detection engine [38] . All the bindings contextualize the adaptations defined in the abstract adapter with concrete elements. Additionally, during the binding stage, the architect can specify some other concrete adaptations (ConcreteAdaptation) to consider some properties specific to the base model. Figure 10 shows the variability aspect. Basically, the advice model of the aspect is inspired from the metamodeling variability pattern presented in Sect. 3. The pointcut model contains roles to specify that three classes and one relationship must be present in a base model to apply the aspect. ConstraintContainerRole identifies the class in a metamodel where constraints for controlling variability must be attached. VariableConceptRole, ConceptElementRole and elements relationship identify a couple of linked classes in a metamodel where variability must be introduced. In Fig. 8 , the VariableConceptRole is played by EClass A while an example of ConceptElementRole is the g parameter.
The basic principle of the composition protocol is to: (1) keep the relationship between the two classes (VariableConceptRole and ConceptElementrole) of the base model (to allow defining mandatory element) and update the lower bound of the ownership cardinality (to allow defining variable element), and (2) create a new relationship between these two classes, controlled by a variability manager, allowing the definition of variable elements.
More precisely the composition protocol mainly contains adaptations for introducing model elements (insert). Any new element (e.g. class VariabilityOfElement) is created with all its referenced elements. When an element already exists in the base model (for example when the aspect is applied two times on the same model) it is not added a second time.
Another important remark deals with the use of renaming (modify name). One relationship (fromVariableConcept) and two classes (variabilityOfElement and VariabilityOperator) are renamed. Main advantages in present situation is that n applications of the aspect in the same base model will create n samples of the same relationship or metaclass.
When the cardinality of the relationship between the classes acting as VariableconceptRole and ConceptElementRole is of the form [1, . . . , x] where x may be any number or "*", then it is necessary to make it weaker in order to enable ownership of ConceptElementRole by VariabilityOfElement. This is the reason why we introduce one adaptation to change Fig. 11 The Variability Aspect applied to Ecore the lower bound cardinality of the association-end conceptRoles to "0".
Finally, we may choose the desired variability operators for each application of the aspect. We simply select the descendant classes of VariabilityOperator after its renaming (the renamed class is accessible with the alias CVOFE). The choice is made accordingly to the base model (at composition time), so that the adaptation is abstract and will be defined in a concrete adapter (ConcreteAdapter). We may choose the same approach for the different types of constraints. This would be particularly interesting if we propose a larger set of constraint types.
In order to keep the number of elements reasonable in the woven metamodel, we do not make the distinction between heterogeneous situations and homogeneous ones for weaving constraints. In variability modeling, constraints are typically defined independently of the element kinds there are relating and often crosscut several levels for decomposition (e.g. in Fig. 2 , Thumbnail functionality depends on a lower functionality able to process 2D images). For these reasons, we decided not to refine the constraint typing hierarchy any further. Currently, there are only two types of constraints, require and mutex. These constraints, defined in the advice model and updated via the composition protocol, are attached to the pointcut model via ConstraintContainerRole. Generally, the metaclass of the base model bound to ConstraintContainerRole is a quite "high-level" container (such as the root package of the Ecore metamodel) to ensure that constraints can relate all the necessary model elements.
In our composition protocol, we also merge each of the three elements mentioned in the pointcut model with one element of the advice model. This way, base model elements bound to pointcut model elements now include their respective functionalities, e.g. the class(es) bound to VariableConceptRole will include the derive method and the association-end variabilityOfElement). Figure 11 shows the concrete adapter to apply the variability aspect to EMF and introduce the ability for an Ecore package to support variability for the Ecore classes. For legibility reasons, we did not detail the full binding which is as follows: elements from the pointcut model (resp. VariableConceptRole, ConceptElementRole, elements and ConstraintContainerRole) are bound to elements of the Ecore metamodel (resp. EPackage, EClassifier, eClassifiers and EPackage). As a result of these bindings, EPackageVariableForEClass and EPackageVariabilityOperatorForEClass classes are introduced with their dependent classes and relationships and EPackage is extended with a new relationship to EPackageVariabilityForEClass (see left part of the figure) . Finally, the concrete adapter also contains redefined adaptations (introduceDescendants1 and introducedDescendants2) to select the subset of operators that are appropriate for classes variability.
Introducing variability into SMARTADPATERS
In [30] , we pointed out that aspect reusability is limited in AOM approaches because an aspect model must match exactly the structure of base models and is always woven according to the same rules. To address this issue, we proposed to extend AOM approaches with matching variability and composition variability. This variability was introduced in an ad hoc way. Support for these two dimensions of variability in our SmartAdapters approach has been achieved by extending the notion of adapter in the following way:
-Optional pointcut elements and adaptations: in order to specify that some adaptations may be executed or not, and that some elements from the pointcut model are not mandatory, i.e. they may be present or not in the base model where we want to weave the aspect. -Variants of adaptations: in order to specify that there exist several possible ways to compose the aspect. All the variants are exclusive, i.e. we can only choose exactly one variant per alternative. -Constraints between targets and/or adaptations in order to specify that some variants are dependent or in mutual exclusion. With these constraints, we can ensure the consistency of the composition protocol, after derivation.
Using these mechanisms, a designer can build an aspect model that is adaptable to different contexts. Figure 12 illustrates an aspect model exploiting such facilities to integrate the well-known observer pattern into a base model. The pointcut model declares an option to deal with the presence or not of the association between classes playing SubjectTargetClass and ObserverTargetClass. The composition protocol includes two variants to integrate the classes and association of the pattern into a base model, either by merging or by inheritance. Finally, in order to ensure the consistency of the composition protocol, we define a constraint to state that the optional observersTargetAssociation association must not be bounded to a base association if the optional insertAssociation is selected in each variant.
Variability mechanisms presented above can be added to SmartAdapters approach by applying the previous variability aspect to its metamodel, using SmartAdapters itself. Figures 13 and 14 show the definition of two concrete adapters to achieve this operation. They specialize and complete the abstract adapter of the variability aspect described in Sect. 4 Fig. 12 Example of an aspect model with variability AbstractAdapter is extended with the derive method and one aggregation relationship to hold AAVariabilityForAdaptation elements. -the insertion of abstract classes required for describing constraints and operators as well as their relationships. -the insertion of classes for the set of concrete operator (Xor, And, Optional) selected by the introduceDescendants1 and introduceDescendants2 adaptations. These classes are respectively inserted as subclasses of AAVariabilityOperatorForAAdaptation and HeteregeneousOperator.
The second concrete adapter (SmartAdapter2) handles the optionality of pointcut elements. It applies the variability aspect to metaclasses of the metamodel representing the target model and its content, by binding VariableConceptRole to PointcutModel, ConceptElementRole to PointModelElement and elements to targetElts. According to these bindings, the PointcutModel class is extended with the content of the VariableConceptRole and with a new relationship to PMVariabilityForPMElement that defines the variability for PointcutModelElement. The operator that can be used for this variability is defined by PMVariabilityOperatorForPMElement which is inserted as superclass of Optional. Note that classes for describing constraints and operators are only inserted once, even when the aspect is woven in several places.
Towards software product line
The previous sections explained how we can flexibly add variability concepts to a domain metamodel, like Ecore or SmartAdapters, to facilitate the design of models containing variability. Once these models have been built, the next step is to select the desired variants for a particular application and construct the corresponding model.
In this section, we describe how we derive products (models with no variability, conforming to the former metamodel) from a product line model (model with variability, conforming to the extended metamodel, where the variability aspect has been woven). The proposed derivation relies on model transformation techniques to generate a feature model from a model with variability.
Feature diagram generation
As we mentioned in Sect. 2, a significant amount of techniques and tools exists for feature diagrams. In order to take advantage of them, we offer to compute a feature diagram from a model with variability as shown in Sect. 3. Our aim is to generate a "SPL-friendly" view easing choices on the models. To do so, we use Kermeta [15, 32] which is a metamodeling environment dedicated to Ecore models manipulation. Kermeta takes the form of an object-oriented imperative textual language in which models are first class artifacts. Kermeta provides a lightweight aspect-oriented mechanism similar to mixins [4] to weave imperative code to domain metamodels in order to provide a behavior (simulation, transformation into other metamodels, static checking, etc.) for them. We exploit this facility to improve modularity and facilitate model traversal. In fact, each metaclass of the domain metamodel (source of the generation) "knows" how to map itself into metaclass(es) of the feature diagram (target metamodel). This "knowledge" is provided by the executable kermeta code attached to each metaclass of the source metamodel. In the following we illustrate the model transformation specifically for the Ecore metamodel. However, we designed the transformation according to a modular structure so that it is easy to adapt or reuse it for other domain metamodels (we discuss in Sect. 9 the possibility to generate this transformation while weaving the variability aspect). Table 2 shows an excerpt of the mapping between the metaclasses of the Ecore metamodel with variability and the metaclasses of the feature metamodel. Main elements (package, class and operation) are transformed into features. Homogeneous and heterogeneous operators are mapped according to their "choice" semantics (Or,Xor, etc.) while ignoring their homogeneous/heterogeneous nature. Indeed, such a nature concerns the assets and the way they are composed, not user choices and their verification, main role of the generated feature diagram here. Finally, instances of PointOfVariability such as EClassV ariabilit y For E Operation have no direct mapping to feature diagram elements. However, they are used to retrieve the element owning this point of variability which will correspond to a parentchild relationship in the feature diagram. Logically, the transformation is organized into the following kermeta modules: -An interface that defines the signature of the two visiting operations associated with the two passes of the transformation. The first pass deals with the creation of model elements while the second correctly sets the relationships between them, Listing 1 First pass of the feature diagram generation -A "main" class that basically deals with model loading and creation; it orchestrates the two successive passes on the model, -"Aspectized" classes that concretely realize the mapping between the metamodels Listing 1 shows the aspect declaration and first pass for the transformation of an EOperation to a Feature. This simple method creates a new feature (fl) of the same name as the EOperation instances and add it to the set of features of the feature diagram.
Finally as mentioned above, the second pass of the transformation (toFDPass2) is responsible of setting the correct relationships between model elements. For instance if the operation is mandatory (m4 in the example presented in Sect. 3) we simply look for its containing class to obtain the parent feature (lines 3-10). For all the other variability cases, the first thing is to obtain the operator defining the variability for this operation (line 12). Then we can set whether the element is selected by default (which is false for optional cases) and look for the parent by navigating through the containment relationships. Note that since each "aspectized" kermeta class owns a reference to the transformed element, it is possible to access to the target element directly. This is what the end of line 20 illustrates by accessing to the parent feature (fl) through the containing EClass. Figure 15 shows the feature diagram resulting from the application of the procedure on the EMF model shown Fig. 7 . Once the feature diagram is built, we can perform product derivation [9, 34, 52] . The first step in this phase consists in selecting the relevant features. This step mainly relies on the expertise of the modeler. However, the SPL community provided some methodological support to ease this steps by allowing domain engineers to capture and reason about decisions [1, 13, 14] . Decision models can take the form of tables [1] relating the presence of assets with a specific question to be answered or model-driven [13, 14] , where questions can be hierarchically organized and analyzed [12] . Though our EMF-based infrastructure facilitates integration of decision modeling approaches, providing such support is out of the scope of our approach. In fact, we want to allow domain engineers to use any kind of complementary decision approach satisfying their needs. Once a set of features has been selected from the feature diagram, the last step consists in actually deriving the product model. For all the selected features, we call the derive operation associated to the model element (e.g. an instance of EPackage in Ecore metamodel or an instance of AbstractAdapter in SmartAdapters). This operation is implemented in Kermeta in a generic way, directly in the domain metamodel. It sets the former references with the model elements contained by the point of variability, which is removed. In a second pass, once all the points of variability have been derived, we remove all the remaining points of variability, corresponding to non-selected features. Finally, we can save the product model using the former domain metamodel.
Model derivation
This derivation operator is built on top of the modeldevelopment kit (MDK) for feature modeling [34] . We reuse some parts of the feature diagram metamodel, some parts of its graphical editor and we have extended the static checker. The derivation process has been designed from scratch. Listing 3 exemplifies this algorithm in the case of operations. In addition to the PointOfVariability instance, derive takes a list of features (children of the feature corresponding to the EClass to be derived). For each selected feature (lines 6-7), we add the operation referenced through EClassVariabilityForEOperation having the same name as the considered feature to the EClass as part of its standard operations (lines [8] [9] [10] . Once all the selected operations have been processed, we can remove the point of variability which is not necessary anymore. Orphaned operations (corresponding to non-selected features) will be removed during a "cleanup" processing realized later.
Model typing for resulting models
Changing a domain metamodel by introducing new elements generally create problems with the existing tool support. In this section, we propose an analysis of models produced by our approach regarding tool support. Our aim is to establish the relationships between the produced models and tools that may handle them and to give a precise view of flexibility and reuse for tools. We rely on model typing to achieve this analysis.
Model typing corresponds to a simple extension to objectoriented typing in a model-oriented context [43] . A model typing is a strategy for typing models as collections of interconnected objects while preserving type conformance, used as a criterion of substitutability.
The notion of model type conformance (or substitutability) has been adapted and extended to model types based on Bruces notion of type groups and type group matching [5] . The matching relation, denoted by < #, between two metamodels defines a function of the set of classes they contain according to the following definition: According to this definition, we can verify that the woven metamodel (WMM) match the initial metamodel (IMM). 4 Indeed, we observe the following:
-all classes of WMM are preserved in IMM.
-all superclass relationships of IMM are preserved in WMM -All references between classes of IMM and their multiplicities are preserved or relaxed 5 in WMM This result is important since it ensures the reusability of transformations and tools (like editors or verifiers) compliant with IMM for models with variability (conforming to WMM). For instance, it will be possible to use IMM-based graphic model editors to design WMM models and just add the variability later using an editor compliant with WMM. Note, however, that these tools will only be able to handle parts which are not related to variability, i.e. those defined by IMM.
From the discussion above, we may ask if models without variability (conformant to IMM) can be manipulated with tools compliant with WMM. In general, this is not the case since models that conform to a MM metamodel does not conform to a MM metamodel which is a subtype. Indeed, classes, properties and references which are specific to MM and are expected by compliant tools will be missing from such models. However, we are in a special case here since WMM only extends IMM with optional elements, i.e. the addition to the original metaclasses are relationships to points of variability metaclasses with 0, . . . , N multiplicity. This Fig. 16 Conformance relationships of produced models and their compatibility relationships with associated tools optionality implies that a model without variability (conforming to IMM) can be interpreted as a model with variability (conforming to WMM) that does not contain any point of variability yet. This property can be exploited to enable the import of existing models conforming to IMM into tools customized for WMM models. Supporting this feature does not require a transformation, but a downcast of elements from original metaclasses to their extended version included in WMM. 6 Finally, there is the question of typing for product models derived from feature diagram. As explained previously, all points of variability are removed from such models according to selected and non-selected features. This operation may give a derived model which is conforming to WMM metamodel as explained above, but it also become possible to produce a derived model which is only conforming to the former domain metamodel (IMM). In any case, the derived product model will be usable with existing tools handling IMM models. Figure 16 summarizes our discussion.
Related work and discussion
In Sect. 3 we discussed approaches to deal with the description of variability. Most approaches are centered either on the variability description aside the domain models or on the contrary are centered on description of variability inside domain models. Another way to address the issue is to use more than one formalisms and/or to use separate metamodels or models. In this section we give an overview of the existing approaches according to this classification.
Variability-model centered. Feature modeling is very well adapted to the description of variability. However, the hierarchical approach does not provide the expressiveness that is needed and that may be provided by OO modeling approaches. Various approaches extend the expressiveness of feature models in order to loosen the hierarchical constraints and to handle graphs of features or attributes [10, 11] .
Domain-model centered. Several approaches [1, 7, 17, 52 ] work at the meta-level and extend an existing formalism in order to include variability concepts. In these works, the UML metamodel is extended to include features for modeling variability in multiple diagrams like Class or Sequence diagram. The capabilities introduced in those diagrams are very similar to the ones we automatically introduce by aspect weaving. However, our approach is not limited to class or sequence diagrams and can be applied to any metamodel.
Mapping domain and variability models. Our approach maps the domain metamodel and the variability metamodel by weaving variability concepts into the domain metamodel. In addition, the transformation process ensures the mapping between the domain and the variability metamodel. This is the reason why some approaches like [34] use both UML and FMs for modeling a domain. Moreover and unlike our approach, the formalism used to describe the domain model already contains the expressiveness for the description of variability.
Following this classification it is particularly interesting to look at AOM approaches. However, we do not address here the composition of models in general, but the different approaches to introduce variability into metamodels and models.
In [22, 47] , the authors propose an approach to map a feature model with Ecore-based languages (languages produced by UML2, EMF or EMF-text). The mapping relies on a logic expression that may involve several feature nodes and address one or several entities in the Ecore-based language. The visualization of the mapping allows making the distinction between the entities linked with a particular logic expression. The granularity is sufficient to address any subentities participating to the model description.
In the context of the AMPLE project [45], Zschaler et al. [53] propose a framework for the definition of DSLs dedicated to product-lines implementation. The structure and the behavior of the product line rely on EMF-like metamodels (called target metamodels), whereas the variability is specified thanks to a FM metamodel. The derivation is ensured by transformations of the target model, thanks to actions corresponding to atomic changes that may be needed according to the variability. These actions basically consist in adding or removing elements of a model. The implementation of these actions is described by aspect and the derivation process is driven by the configuration of the feature models. A logic expression allows to associate the actions to the feature nodes. Depending on models granularity a negative or positive variability is used.
In [9] , the authors also propose to map a FM that describes the variability with a UML2-like metamodel (called modeltemplate), which corresponds to the SPL. The main difference with other approaches presented above is that the mapping is made through annotations which are associated to the SPL. These annotations represent presence conditions that depend on the FM configuration. Depending on the configuration, associated model elements are removed or not from the derived product.
Variability : metamodels versus models. The software product line community recently investigated the use of variability techniques to assist the engineering of DSMLs. In [21] , the authors propose a metamodel for describing variability, which is independent from the models needing variability. In this respect, the approach is similar to ours, but there are several differences. First, they do not compose the two metamodels as we do; on the contrary the metamodel only describes possible substitutions. Second, those substitutions are not defined according to the metamodel, but to the models and these are the instances which are modified. They promote the idea that variability should not be defined at the metamodel level, but at the model level.
In [50] Voelter presents an approach that addresses variability implementation, management and tracing by integrating model-driven and aspect-oriented software development. Features are separated in models and composed by aspect-oriented composition techniques at the model level. This approach significantly differs from our approach: the variability is described at the model level with feature models, which are transformed in AspectJ source code. They use AOSD as a technique to compose variants, we use AOM to integrate the variability mechanisms in a domain metamodel.
Aspect-oriented modeling techniques have been largely investigated at the model level, but their applications at the meta-modeling level are not yet common. To our knowledge, two works only have applied aspect-oriented modeling techniques for integrating meta-level concerns into a metamodel. None have explored variability as a meta-level aspect.
In [32] , Muller et al. apply these techniques to integrate executability into the MOF meta-metamodel. This is done by attaching several behavioral structures (imperative control structure, late binding and function object) to the structural constructs of the MOF (class and operation) using weaving techniques. This work is based on merge-based AOM which provides little support for aspect reusability. Unlike our variability aspect, executability is not expressed as a reusable aspect that can be weaved on several metamodels. We think a pointcut-based AOM approach like ours is more powerful for describing and weaving meta-level aspects and open the way to their reusability.
Another work exploring aspect-oriented design of metamodels is [6] . In this work, metamodels are designed using two mechanisms, suitable for aspect-oriented metamodeling : package extension and package template. These mechanisms are used to form a metamodel by combining existing metamodel fragments as well as predefined templates that capture patterns or aspect of modeling language. This approach has been applied to support an aspect-oriented design of UML2 metamodel subset and to capture crosscutting pattern of modeling language definition, such as generalization and namespace features. Package template enables reusing aspects at the meta-level. However, this mechanism is less flexible and more limited than our AOM approach since it does not enable selection of parts that must be woven, specification of rules for the weaving and insertion of parts in multiple places. As shown in this study, such features may be required to integrate a complex meta-level concern like variability.
Conclusion and future work
Building families of models related to the same domain is a key issue. It is widely addressed by the SPL community, which proposes tools and formalisms to describe the commonalities and the specificities of each model of the family (i.e. the variability of the family). Variability is a concern orthogonal to any domain metamodel. In this paper, we proposed an approach to automatically compose this concern with any domain metamodel. The effort for a designer who wants to introduce variability into its models is thus drastically reduced. We use the SmartAdapters approach, which allows (1) minimizing the information to be given at composition time and, (2) guiding and controlling the reuse of the variability aspect into various contexts.
A first contribution of this paper is the specification of variability as an aspect. We apply this aspect in two different contexts: EMF and SmartAdapters itself. A second contribution is the demonstration that AOM approaches could benefit from the SPL concepts without extending their underlying mechanisms. Indeed, it is possible to use the weaving techniques already present in the AOM approaches to weave variability in an aspect-oriented modeling language. We use a version of SmartAdapters without variability (Fig. 10) to weave the variability aspect into the SmartAdapters metamodel. We obtain the same expressiveness that the SmartAdapters version with manually introduced variability [30] .
This validation of the approach for enhancing domain metamodels (DSMLs) with variability is a first step towards a better modularity in the metamodels. In the short term, we aim to reuse this approach in order to introduce other features into DSML (e.g. model checking, editing facilities, refactoring, etc.); this will make it more attractive although not more cumbersome, especially when these facilities are not needed.
Another perspective is the automatic extension or transformation of existing modeling tools, that rely on the former version (before weaving) of a metamodel. The weaving of variability (or any other meta-aspects) into a metamodel augments this metamodel with additional concepts and relationships that existing tools cannot directly leverage. However, most modeling tools are developed using an MDE approach. For example, a graphical editor based on graphical modeling framework (GMF) is specified by four models and all the codes are generated from these models. It would be possible to describe a multi-view aspect model [28] that also modifies the models describing the modeling tools, in addition to describing its impact on the domain metamodel. This way, it would be possible to simply re-generate these tools and leverage additional concepts.
Finally, we have demonstrated how it was possible to support variability resolution in models using software product line derivation techniques to provide modelers easy selection, validation and realization of their choice. This product line support is based on feature modeling support which is generic, and on a set of domain-specific transformations that map variability-woven models into feature models. As for other forms of tool support mentioned above, a possible area of improvement is to investigate the possibility to automatically generate and weave these transformations (derive operation and feature model generation) for any domain metamodel. A possible approach would be to define a generic transformation in Kermeta from the variability aspect presented in Sect. 3 to the feature metamodel presented in Sect. 6. Then we can define a composition protocol rewriting these transformations (seen as an aspect model) into the domain metamodel. In fact we can take advantage of the fact that Kermeta transformations are also models (Kermeta language is described in terms of Ecore metamodels) to define higher-order transformations [49] .
