Abstract
Introduction
Let M be a complete Riemannian manifold of dimension d M . By ∇ we denote the Riemannian gradient, and by − we denote the (positive) Laplace-Beltrami operator on M. It is well known that is self-adjoint on L 2 (M) and has on each L p (M), 1 ≤ p < ∞, a realization p ( 2 = ) which generates a strongly continuous semigroup. Let m ∈ L ∞ (M) be a real-valued function. By well-known perturbation arguments, the operator p − m, with domain D( p ), is well defined and generates a strongly continuous semigroup. In addition, − m is self-adjoint on L 2 (M). Let s(− + m) := inf σ (− + m) be the spectral bound of the Schrödinger operator − + m. In this paper we investigate the following two questions. 
Concerning Question 2, it is known from a fundamental work of P. Hess and T. Kato [HK] that the existence of a solution to the eigenvalue problem gives information on bifurcation of solutions to some nonlinear problems, where (EVP) is obtained by linearization. Hess and Kato studied the eigenvalue problem on smooth domains of
Both questions have been studied in the Euclidean case, and one of the aims of the present paper is to find the most general possible class of Riemannian manifolds on which similar results as in the Euclidean case are still valid.
First, consider Question 1. We would like to know what quantities control the spectral bound s(− + m) and how these quantities depend on both m and M. We show that Poincaré inequalities play an important role in the study of spectral bounds of Schrödinger operators. More precisely, we make the following assumptions on M.
The manifold M satisfies the L 2 -Poincaré inequalities (PI 2 (R)) (for some R > 0), that is,
for all u ∈ C ∞ (B(x 0 , r )) and all 0 ≤ r ≤ R. Here u B(x 0 ,r ) is the average of u on the ball B(x 0 , r ) (see Section 2). We also assume that the following local doubling property holds:
|B(x, 2r )| ≤ C(R)|B(x, r )|, ∀x ∈ M, ∀r ∈ [0, R], (D(R))
where |B(x, r )| denotes the Riemannian volume of the ball B(x, r ) and C(R) is a constant that might depend on R.
The following is a type of results we show in connection to Question 1.
THEOREM
Assume that the complete manifold M satisfies (PI 2 (R)) and (D(R)) for some R > 0. We also study the necessity of the mean condition (IC(R)) in this result. Under some assumption on the manifold, we show that for nonnegative potentials, the property s(− + m) > 0 implies that m satisfies (IC(R)) for some R > 0. Our assumption on the manifold holds if, for example, it has nonnegative Ricci curvature (see Section 2.3). We do not know, however, whether the previous result holds without assuming Poincaré inequalities (PI 2 (R)).
If m is a nonnegative bounded potential that satisfies the mean condition
Let us mention that our assumptions (PI 2 (R)) and (D(R)) are satisfied for a wide class of manifolds. For example, manifolds with Ricci curvature bounded from below satisfy (PI 2 (R)) and (D(R)) for all R > 0. The validity of (D(R)) in this situation follows from J. Cheeger, M. Gromov, and M. Taylor [CGT] , and (PI 2 (R)) follows from P. Buser [Bu] and L. Saloff-Coste [Sa2] .
In the Euclidean case where M = R d (endowed with the flat metric), it is shown by W. Arendt and C. Batty [AB1] that for bounded nonnegative potentials m, s(− + m) > 0 is equivalent to the condition inf p∈R d B( p,R) m(x) d x > 0 for some R > 0. Our condition (IC(R)) coincides with this condition since |B( p, R)| is independent of p in this particular case. Note also that some related results with different conditions on m are given in G. Metafune and D. Pallara [MePa] in the Euclidean case and in P. Li and S.-T. Yau [LY, Cors. 1.1 and 1.2] in the case of Riemannian manifolds with Ricci curvature bounded from below. The results in [LY] give estimates for s(− + m) in terms of inf m(x) and are different from ours. In particular, it is assumed there that m and |∇m| satisfy precise growth conditions.
Our proof is completely different from the one given in [AB1] . The proof given in this reference consists of estimating the L ∞ -norm of e −t (− +m) 1 which gives the growth of the semigroup e −t (− +m) in L ∞ (R d ) and then uses the fact that this growth is the same as in L 2 (R d ), a result that was shown by B. Simon [Si] (see also R. Hempel and J. Voigt [HV] for a more general result). In the more general setting of the present paper, one cannot apply this strategy because it may happen that the spectral bound of [Stu] and the references there). The key idea in our proof is the following. We show that if the manifold satisfies (PI 2 (R)) and the potential m satisfies (IC(R)), then the operator − + m, subject to the Neumann boundary conditions on balls B(y, R), has a spectral bound that is uniformly bounded from below (with respect to y ∈ M). This uniform lower bound, together with a finite covering property of the manifold, provides a lower bound for s(− + m).
Concerning Question 2, there are several works on this question in the Euclidean case M = R d and smooth domains of R d . Hess and Kato [HK] studied the case of the Laplacian with Dirichlet boundary conditions on a smooth bounded domain of R d and considered the eigenvalue problem on the space of continuous functions. K. Brown, C. Cosner, and J. Fleckinger [BCF] , Brown, D. Daners and J. López-Gómez [BDL] , and Daners [Da] (see also the references in these papers) considered the eigenvalue problem in R d when d ≥ 3 and showed that if the potential has fast decay at infinity, then for each
It is shown in [BCF] that for a class of potentials, the eigenvalue problem has no solution. More recent results in R 2 can be found in G.
Rozenblum and M. Solomyak [RoS] . Note that more general conditions on m which imply the existence of a solution (λ, u) with bounded and continuous u are given in [Da] , but the eigenfunction u is not in L p (R d ), in general. In [AB2] , Arendt and Batty studied the eigenvalue problem on L 2 (R d ). They showed the existence of a solution (λ, u) to (EVP 2 ), provided that the positive part m + of m satisfies s(− + m + ) > 0. This is the condition that we investigate in Question 1. We extend all of these results to a more general situation of Riemannian manifolds. We show the existence and uniqueness of a solution to (EVP 2 ) if the manifold satisfies (PI 2 (R)) and (D(R)) and if m has large positive part and nontrivial negative part. We show that the existence result of [BCF] and [BDL] holds for all manifolds that satisfy a Sobolev inequality
and potentials 
We also show a nonexistence result if the manifold is recurrent (see Section 3.4). Finally, we give a complete treatment of the elliptic eigenvalue problem when the manifold M is compact (see Section 4). We want to emphasize that most of our results remain valid, with the same proofs, for more general elliptic operators in divergence form. We have chosen to present them in the case of the Laplacian for the sake of simplicity. B( p, r ) denotes the open ball of center p and radius r . Its Riemannian volume is denoted by |B( p, r )| = B( p,r ) d x. The semigroups generated by and − m are written e t and e −t (− +m) . These semigroups are initially defined on L 2 (M) but extend to all L p (M), 1 ≤ p < ∞. We write, if necessary to be specified, the corresponding generators on L p as p and
Notation. As mentioned above,
we denote the space of C ∞ -functions with compact support in M, and H 1 (G) := W 1,2 (G) is the classical L 2 -Sobolev space on a domain G of M. For a given function f acting on M, the notation f ≡ 0 means that f is a nontrivial function.
Poincaré inequalities, the mean condition, and the spectral bound
Let M be a complete Riemannian manifold. Our main assumption on M is the following L 2 -Poincaré inequalities on balls. Let R > 0. We assume that there exists a constant C(R) depending only on R such that for all r ∈ (0, R], all x 0 ∈ M, and all u ∈ C ∞ (B(x 0 , r )),
Here u B(x 0 ,r ) denotes the average of u on the ball B(x 0 , r ), that is,
We also need the following local doubling property. There exist a radius R > 0 and a positive constant C(R) such that
Poincaré inequalities on Riemannian manifolds have attracted the attention of several authors in recent years. It is now well established that Poincaré inequalities and a local doubling property are equivalent to Harnack inequalities (see Saloff-Coste [Sa1] , [Sa2] and A. Grigor'yan [Gr2] ). Moreover, (PI 2 (R)) and (D(R)) imply a family of Sobolev-Poincaré inequalities (see Saloff-Coste [Sa1] , [Sa2] , P. Hajłasz and P. Koskela [HaKo] , P. Maheux and Saloff-Coste [MS] , and the references therein). Note also that D. Jerison [Je] has shown that weak Poincaré inequalities (the integral in the right-hand side of (PI 2 (R)) is taken over the ball B(x 0 , 2r )) and the doubling condition (D(R)) imply (PI 2 (R)).
In this section we show how to apply Poincaré inequalities to estimate (from below) the spectral bound of a given Schrödinger operator − + m.
Let − be the positive Laplace-Beltrami operator on the manifold M, and con-
We consider on M the Schrödinger operator − + λm, where λ ∈ R is a coupling constant. This operator is well defined on the domain D( ). We search for conditions on the potential m which imply that the spectral bound s(− + λm) := inf σ (− + λm) satisfies s(− + λm) > 0 for λ > 0 close to zero.
As mentioned in the introduction, we show that if the manifold satisfies (PI 2 (R)) and (D(R)), and if m is a bounded nonnegative potential, then the mean condition
implies the property s(− + m) > 0. The converse holds under some additional assumptions on the manifold (see Section 2.3). We also study the case where the potential m changes sign on M and show that if m + satisfies (IC(R)) and if m − is small at infinity, then s(− + λm) > 0 for all small λ > 0 (see Section 2.2).
Schrödinger operators with nonnegative potentials
We first consider the case where m = m + . We have the following theorem.
THEOREM 1
Suppose that m is a bounded nonnegative potential that satisfies (IC(R)) for some radius R > 0. Assume that the manifold M satisfies (PI 2 (R)) and (D(R)).
) and (D(R)) for any fixed R > R 0 . This follows from the fact that (PI 2 (R 0 )) and (D(R 0 )) are equivalent to parabolic Harnack inequalities (see [Sa1] , [Sa2] , [Gr2] ). We could then assume in Theorem 1 that M satisfies (PI 2 (R 0 )) and (D(R 0 )) and that m satisfies (IC(R)) for some R 0 > 0 and R > 0.
In order to prove Theorem 1, we need some auxiliary results. We first recall the following well-known fact. 
Proof
The proof is classical, but we give details for the reader's convenience. First, note that if (D(R)) is satisfied for a fixed R > 0, then (D(R )) holds for any given larger R . In order to prove this, it is enough to prove that (D(R)) implies (D(2R)). That is, we need to prove that
Fix r ∈ [0, R] and x ∈ M. Consider the set
Using the relation of inclusion, one finds a maximal element (x i ) of N . We have 
This implies that {y 0 , (x i )} ∈ N and contradicts the fact that (x i ) is a maximal element of N . This proves the desired inclusion. Note that by compactness of closed balls we can choose (x i ) to be finite.
Using (D(R)), we can write
The balls B(x i , r/2) are disjoint, and hence
We have then shown that
Iterating this, one obtains
Now we prove the assertions of the proposition. Consider the set
Using again the relation of inclusion, we obtain a maximal element (x i ) i∈I of M . It is clear that B(x i , r/2) are disjoint and M = ∪ i∈I B(x i , r ). We show that we can choose (x i ) to be a sequence. Let k ∈ N, and fix x ∈ M. Since the closed ball B(x, k) is compact, there exist
This and the equality M = ∪ ∞ k=1 B(x, k) show that we can choose (x i ) to be a sequence. Now, let I r (x) = {i ∈ N, x ∈ B(x i , r )}. We want to show that the number of elements of I r (x) can be estimated uniformly in x. Fix i ∈ I r (x). One has
Moreover, one has
The first inequality is a consequence of (D(2R)) (which follows from (D(R)) as shown above), and the second one follows from the inclusion B(x, 2r ) ⊂ B(x i , 3r ). Now we have
|B(x, 2r )|, which gives the desired conclusion.
In Lemma 3 we prove an estimate for the spectral bound of the Schrödinger operator on balls. Lemma 3 is the core idea in the proof of Theorem 1. Consider a ball B(y, R), and denote by y the Laplacian with Neumann boundary conditions on B(y, R), that is, the operator associated with the minimal closure of the form
We now let s y (λ) := s(− y + λm) be the spectral bound of the operator − y + λm acting on L 2 (B(y, R)). We have the following lemma.
Then there exist two constants δ > 0, > 0 such that for all y ∈ M and all λ ∈ (0, ) we have s y (λ) ≥ δλ.
Let us simplify notation and write B y = B(y, R). Note that under (PI 2 (R)) and (D(R)), the Neumann Laplacian y has compact resolvent (see Maheux and SaloffCoste [MS, Secs. 5 and 6] ). This is equivalent to saying that the embedding
From the equality D(− y + λm) = D(− ) and (2.1), it follows that − y + λm has compact resolvent too. Now, let u λ,y ∈ L 2 (B y ) be a nonnegative eigenvector of the operator − y + λm, which is associated with the eigenvalue s y (λ). (Note that the existence of a nonnegative eigenvector associated with the first eigenvalue s y (λ) follows from the positivity preserving of the semigroup e −t (− y +λm) ; this is a classical fact.) We can normalize u λ,y such that
Here and in the rest of this proof, u λ,y p denotes the norm of u λ,y in L p (B y ).
We know that for all λ ≥ 0 and all y,
Taking the scalar product with the constant function 1 yields
We see from this equality that we have to estimate B y mu λ,y . In order to do this, we apply the Poincaré inequality (PI 2 (R)) to u λ,y . (Note that by (2.2), the average of u λ,y on B y is 1.) We have
We have shown that
Now, take the scalar product with u λ,y in (2.3) to obtain
In particular, we have
Using this inequality and the fact that s y (λ) ≤ λ m ∞ (which follows immediately from (2.4)), we obtain
We insert this in (2.6) and see that if 4λC(R)R 2 m ∞ < 1, then
Now this inequality and (2.5) imply that
Using (IC(R)), we can write that for some constant δ > 0,
We obtain from the last two inequalities that there exist two constants δ , ε > 0 independent of y (but depending on R) such that
We now apply (2.4) to finish the proof of the lemma.
Proof of Theorem 1
and satisfy the condition (IC(R)). By Proposition 2, the manifold M has a finite covering by balls
Let us denote by k the Laplacian with Neumann boundary conditions on the ball B k . It follows from Lemma 3 that there exist two constants , δ > 0 such that
This implies that for λ ∈ (0, ) and all u ∈ D(M),
Now taking the sum over k and using (2.7), we obtain that for all u ∈ D(M) and all λ ∈ (0, ),
This inequality extends to all u ∈ H 1 (M) because of the density of D(M) in H 1 (M) (see [Au, Th. 2.6] or [Dav, Th. 5.2.3] ). An application of the min-max principle gives the conclusion of Theorem 1.
As mentioned in the introduction, the Poincaré-type inequalities (PI 2 (R)) and doubling condition (D(R)) are satisfied for all R > 0 if the manifold has Ricci curvature bounded from below (see [Bu] , [Sa2] , [CGT] ). One can then apply Theorem 1 in this situation in order to study the positivity of the spectral bound s(− + m) for bounded nonnegative potentials m. We also mentioned above that Theorem 1 was shown in [AB1] in the particular case where M = R d (endowed with the flat metric).
Potentials with positive and negative parts
In view of Lemma 3 it seems likely that when the potential m satisfies (IC(R)) but changes sign on M, then one can show that s(− + λm) > 0 for all λ > 0 small enough. We could, however, show this only under some additional assumption on the negative part of m. Let us recall that a function f , defined on a noncompact manifold M, vanishes at infinity if
Assume that the manifold M has infinite volume and satisfies (PI 2 (R)) and
If m satisfies one of the next two conditions, then there exists > 0 such that
where N is a constant satisfying (2.7). (ii)
The positive part m + satisfies (IC(R)), and m − vanishes at infinity.
Proof
Assume that (i) is satisfied. By Lemma 3, there exist ε 0 > 0 and δ > 0 such that
Now applying Proposition 2, we can write, as in the proof of Theorem 1, that for all
for all λ ∈ (0, ε 0 ). We now assume that (ii) is satisfied. Since the result is trivially true when s(− ) > 0, we can assume that
. It follows from the equality
We first show that the second term in the right-hand side is greater than zero for 0 < λ close to zero. Indeed, since V R 0 ≤ ε, then
This implies that
Note that the function λ → s(− + λm + ) is concave (as the infimum of affine functions). This property and the fact that
We now choose ε > 0 such that 2ε < (d/dλ)s(− + λm + ) |λ=0 + , and we obtain that
This implies that there exists η > 0 such that
Let us now show that s( 
(2.13)
Let n be large enough, and let G ⊂ M be a bounded domain with smooth boundary such that
Since m + satisfies (IC(R)), there exists δ > 0 such that
Using (2.13), we see that for n large enough,
Let us now denote by G the Laplacian with Neumann boundary conditions on G, and let
From this we see that the proof is finished if we show that s G (λ) ≥ 0 for all λ > 0 small enough. Since G is bounded and has smooth boundary, then the embedding [Au, p. 55] ). This implies, in particular, that G has compact resolvent. Using this, it is not difficult to show that
(see the end of the proof of Theorem 17 or [Ka, p. 405] ). We conclude from (2.14) that (d/dλ)s G (0 + ) > 0, which gives the desired conclusion. 
The assumption on m implies that there exist α > 0 and r > 0 such that
. r ) . Since m 0 vanishes at infinity, Theorem 4 implies that s(− + λ(α − m 0 )) > 0 for all λ ∈ (0, ). Now the inequality m ≥ α − m 0 implies the corollary.
Necessity of the mean condition
Now we turn to the converse of Theorem 1. A natural question is to ask whether (IC(R)) is a necessary condition for m in order to have s(− + m) > 0.
Of course, for general manifolds this question has a negative answer. The reason is that there are noncompact manifolds for which s(− ) > 0. (This is the case for the hyperbolic space; see [Dav, Sec. 5.7 ]; see also [Stu] and the McKean result in [Str] .) Note also that the previous inequality holds when the manifold is compact with boundary and when − is subject to the Dirichlet boundary conditions. We show that condition (IC(R)) is necessary in Theorem 1 if the volume of balls satisfies the condition
Note that this condition implies, in particular, that the volume grows uniformly subexponentially, and hence, by [Br] or [Dav, Th. 5.2 .10], the spectral bound satisfies s(− ) = 0. This condition also implies that the spectrum of − in L p (M) is independent of p ∈ [1, ∞) (see [Sh] , [Stu] ). We do not, however, use these results, but our proof is similar to that of [Dav, Th. 5.2.10] . 
Proof
For a given p ∈ M and r ≥ 1, let us define
Clearly, φ p,r ∈ H 1 (M), and its L 2 -norm satisfies
Let us put
We have the following estimates:
Now, let ε > 0. By (2.15), there exists r 0 ≥ 1 such that for all p ∈ M,
If m does not satisfy (IC(R)) for any R, then there exists p 0 ∈ M such that 
This implies that v(n) ≥ e wn v(1) with w = log(1 + λ). By assumption, v(·) grows subexponentially; hence λ = 0.
We finish this section by showing that in the case of compact manifolds, a stronger result holds. Assume that 0 ≤ m ∈ L 1 loc (M). The operator − + m is understood as the operator associated with the minimal closure of the symmetric form
We have the following proposition. Since m is nonnegative, we have the following pointwise inequality:
On the other hand, e t u 2 ≤ e −t·s(− ) u 2 , and we then conclude that e t u = e −t·s(− ) u.
Using this and (2.20), we obtain m · u = 0. It is known that e t is irreducible, that is, that e t f (x) > 0 for a.e. x ∈ M for all f ∈ L 2 (M), f ≥ 0, f ≡ 0 (see [Dav, Th. 5.2 .1]). Thus, the equality e t u = e −t·s(− ) u implies that u(x) > 0 for a.e. x ∈ M. We then conclude from m · u = 0 that m = 0.
Principal eigenvalues
Let M be a complete Riemannian manifold. By the well-known Beurling-Deny criteria, the semigroup e t acts on L p (M) for all p ∈ [1, ∞). We denote by D( p ) the domain of the corresponding generator on L p (M). Now, let m = m + − m − be a bounded potential acting on M. We consider on L p (M) the following elliptic eigenvalue problem:
, and u p = 1.
When there exists a couple (λ, u) with λ ≥ 0 and u satisfying (EVP p ), we say that λ is a principal eigenvalue and that u is a corresponding principal eigenvector (or a principal eigenfunction). Note that if u ∈ L p (M) is a nonnegative and nontrivial solution of u = λmu, then u > 0 a.e. on M. This follows from the fact that e −t (− +λm) u = u and the irreducibility of the semigroup e −t (− +λm) . The irreducibility of the Schrödinger semigroup e −t (− +λm) can be shown by using the irreducibility of e t and the pointwise inequality
which is valid for all 0 ≤ f ∈ L 2 (M) and all t ≥ 0.
Stability of the essential spectrum
Before showing the existence of a principal eigenvector in L 2 , we need some preparation. In Propositions 9 and 10, we give some conditions on a given potential m such that the operators − + m and − have the same essential spectrum.
In the first result we need the following diagonal upper bound on the heat kernel p t (x, y) of − :
Here w and C are some constants. Note that this estimate holds under various geometrical assumptions on the manifold (see, e.g., [Dav] , [Gr2] , [LY] , [Sa2] , [VSC] , and the references therein). For example, it is known that if the Ricci curvature of the manifold is bounded from below, then the above estimate is satisfied.
satisfies (3.2). If for all t
> 0, m/v t ∈ L 2 ∩ L ∞ L ∞ (the closure in L ∞ (M) of L 2 ∩ L ∞ ),
then the operator me t is compact on L 2 (M). Moreover, the operators − + m and − have the same essential spectra (as operators acting on L 2 (M)).
Proof First, note that by the semigroup property and (3.2), we have
Now, assume that m/v t ∈ L 2 (M). The kernel of the operator me t is given by m(x) p t (x, y). Using (3.2 ), we have
This implies that me t is a Hilbert-Schmidt operator. Hence it is, in particular, compact.
implies that me t is a uniform limit of compact operators and hence that it is compact.
In order to show the second statement, it is sufficient, by using the well-known Weyl's theorem (cf. [Sc, Th. 4.7] ), to show that for some λ > 0, the operator (λ −
. This difference of the resolvents can be written as −(λ − + m) −1 m(λ − ) −1 . Then it suffices to show that for some λ > 0, the operator m(λ − ) −1 is compact. In order to do this, we write the Laplace transform
But for all t > 0 we know that me t is a compact operator on L 2 (M), and it is easy to show that the operator in the right-hand side is the limit in norm of 1/ε ε e −λt me t dt as ε → 0. This gives the compactness of the desired operator.
In the particular case where the potential m vanishes at infinity, no condition on the heat kernel is needed. More precisely, we have the following proposition. 
Proof
As in the previous proof, it is enough to show that the operator m(λ− ) −1 is compact on L 2 (M). Let u n be a sequence of elements in L 2 (M) which converges weakly to zero. Let v n := (λ − ) −1 u n and ε > 0. Since m vanishes at infinity, then there exists a bounded open set G with smooth boundary such that |m(x)| < ε for x / ∈ G. Hence we have
The L 2 -norm of v n is bounded, and v n converges weakly to zero in H 1 (G). From the fact that G has smooth boundary, it follows that the embedding of
is compact (see [Au, p. 55] ). This implies that G |v n | 2 converges to zero as n → ∞.
We then obtain that lim sup
This is true for all ε > 0; hence we obtain the desired conclusion.
There are more general results on stability of essential spectrum for Schrödinger operators on the Euclidean space (see [ReSi] , [Vo] , [MePa] , and the references therein). A result that describes relative compact perturbations of the Laplcian in L 1 (R d ) is given in [Vo] . It seems likely that one can show a similar result for more general manifolds. We do not pursue this investigation here. The two results given in this section are sufficient for purposes on principal eigenvalues. Note also that results on essential spectrum of Schrödinger-type operators are given in [Wa] . The so-called super-Poincaré inequalities are introduced there, and it is shown that such inequalities characterize the bottom of the essential spectrum.
Large potentials: Existence of an L 2 -principal eigenfunction
We study in this section the eigenvalue problem in L 2 (M). It is expected that a positive L 2 -eigenfunction exists only at the bottom of the spectrum (see Proposition 11). Thus, when looking for a principal eigenvalue, we should first search for a positive λ 1 that satisfies s(− + λ 1 m) = 0. The remaining work is to show that zero is an eigenvalue of the operator − + λ 1 m in L 2 (M). We show that if the positive part m + of m is large (in the sense that it satisfies the condition (IC(R))) and if the manifold satisfies Poincaré inequalities, then (EVP 2 ) has a solution and this solution is unique. This result was shown in [AB2] in the particular case where M = R d (endowed with the flat metric).
As above, we assume that M is a complete manifold.
PROPOSITION 11
Assume that the eigenvalue problem (EVP 2 ) has a solution (λ 1 , u) such that u is bounded and continuous on M. Then s(− + λ 1 m) = 0.
Proof Let (λ 1 , u) be as in the proposition, and let v ∈ D(M). Write v = u · ψ. It is easy to see that
This, together with (3.3) and the fact that u = λ 1 mu, implies that
This inequality extends to all
The argument of using formula (3.3) in the previous proof was mentioned to the author by Gilles Carron.
THEOREM 12
Suppose that M has infinite volume and satisfies (PI 2 (R)) and
m − ≡ 0 and vanishes at infinity.
Then there exists a unique principal eigenvalue with an eigenfunction u ∈ L 2 (M). That is, there exists a unique λ ≥ 0 such that (EVP 2 ) has a solution and this solution is unique. If s(− ) > 0, then the same conclusion holds without assuming (i).
Proof (a) By Theorem 4, there exists ε > 0 such that
This implies that s(λ) → −∞ as λ → +∞.
On the other hand, the function λ → s(λ) is a concave function. It follows from these properties and (3.4) that there exists a unique λ 1 > 0 such that s(λ 1 ) = 0. (c) We show that λ 1 is a principal eigenvalue. It follows from the second resolvent equation that
and that for all λ > 0 and f ∈ L 2 (M), f ≥ 0, we have
Proposition 10 asserts that m − (λ − ) −1 is a compact operator. The last inequality then implies that the operator m − (λ − + λ 1 m + ) −1 is compact too. In particular, the operators − + λ 1 m + − λ 1 m − and − + λ 1 m + have the same essential spectrum. Since s(− + λ 1 m + ) > 0 and s(− + λ 1 m) = 0, it follows that zero is an eigenvalue of the operator − + λ 1 m as an operator acting on L 2 (M). Then there exists a nontrivial u ∈ L 2 (M) such that u = λ 1 mu. This is equivalent to e −t (− +λ 1 m) u = u for all t ≥ 0. From the positivity preserving of the semigroup e −t (− +λ 1 m) , it follows that |u| ≤ e −t (− +λ 1 m) |u|.
Now the self-adjointness of e −t (− +λ 1 m) and the fact that s(− + λ 1 m) = 0 imply that e
This inequality, together with the previous one, implies that e −t (− +λ 1 m) |u| = |u|.
Finally, the fact that |u(x)| > 0 on M follows from the irreducibility of the Schrödinger semigroup e −t (− +λ 1 m) , as explained in the beginning of this section. Note also that the irreducibility of e −t (− +λ 1 m) implies the uniqueness of positive normalized eigenfunction (see, e.g., [Dav, Prop. 1.4.3] ).
(d) We show the uniqueness of the principal eigenvalue. Because of step (b), we only have to show that if λ ≥ 0 and if (λ, v) is a solution to (EVP 2 ), then s(λ) = 0. For such λ, we have s(λ) ≤ 0. Assume that s(λ) < 0. As explained in (c), Proposition 10 implies that σ ess (− + λm) = σ ess (− + λm + ). Hence s(λ) is an eigenvalue of − + λm. There exists a corresponding strictly positive eigenvector φ ∈ L 2 (M). We have
which is not possible because both v and φ are strictly positive. This finishes the proof of the theorem.
Note that if the semigroup e t is bounded from L 2 (M) into L ∞ (M), then we obtain a principal eigenvector in L p (M) for all [2, ∞) and hence a solution to (EVP p ). This follows from the fact that e −t ( +λm) is also bounded from L 2 (M) into L ∞ (M) (remember the pointwise inequality e −t (− +λm) f ≤ e λt m ∞ e t f, f ≥ 0) and the fact that the principal eigenfunction u satisfies u = e −t (− +λm) u.
Small potentials: Existence of an L p -principal eigenfunction
We gave in Section 3.2 a condition on the potential which guarantees the existence of a principal eigenvector u ∈ L 2 (M). In this section we study the case of "small" potentials. (The positive part m + does not satisfy (IC(R)).) We obtain a principal eigenvector in L p (M) for some values of p.
Before stating our result, let us mention that it was shown in [BCF] and [BDL] for some constants α > 1 and C > 0, there exists a principal eigenvalue with an eigenvector which belongs to
We extend this result by showing that if the manifold M satisfies a Sobolev inequality and m ∈ L d/2 , then there exists a principal eigenvector u ∈ L 2d/(d−2) (M).
Here we say that M satisfies a Sobolev inequality if there exists a constant d > 2 such that
where C is a positive constant. It is well known that (3.6) is equivalent to the following estimate on the heat kernel p t (x, y) of − :
(see [Dav] , [VSC] ). The Sobolev inequality plays a fundamental role in our next result.
THEOREM 13
Suppose that M satisfies the Sobolev inequality (3.6) with some d
Proof
In this proof we follow similar ideas as in [BCF] and [BDL] . In these papers the potential m is assumed to satisfy (3.5) in order to apply Hardy's inequality. Here we show that under the Sobolev inequality (3.6), the condition m ∈ L d/2 suffices to apply the strategy of proof given in these papers.
(
where χ B(x k ,1) denotes the characteristic function of the ball B(x k , 1). It is easy to see
. Now, put φ := |m|+ f . Hence φ satisfies the same properties as f , namely, 0
, and define on H the symmetric form
The form a is closable. In order to prove this, we have to show that
(see [Ka, Th. 1.17, Chap. 6] ).
On the other hand, the sequence ∇u k is a Cauchy sequence in
. This implies that the sequence ∇u k |B is a Cauchy sequence in L 2 (B, d x). It follows from this and (3.9) that the sequence u k (restricted to B) is a Cauchy sequence in H 1 (B). Using (3.9) again, we conclude that v = 0 on B.
Since B is an arbitrary ball, this implies that v = 0. This means that a(u k , u k ) → 0 as k → ∞, and the claim is then shown. Denote again by a, with domain V , the closure of the previous form. By definition we have
We need the following properties of V :
for all u ∈ V . Here C and C are positive constants. The first inequality in (3.11) follows from the Sobolev inequality (3.6). The second one follows easily by applying Hölder's inequality since φ ∈ L d/2 (M, d x) .
We now show (3.10). Let (B, d x) . This, together with the fact that ∇u k |B is also a Cauchy sequence in L 2 (B, d x) , implies that u k |B is convergent in H 1 (B). We then obtain that u |B ∈ H 1 (B) and hence obtain (3.10).
The space V is complete with respect to the norm
As a consequence of (3.11), the norm · V is equivalent to √ a(·, ·). Because of this, we can change our notation and write
The form b is well defined and is continuous. Indeed, by Cauchy-Schwarz inequality,
, and by Hölder's inequality (or (3.11)),
We conclude from this and (3.11) that
Hence b is a bounded symmetric and continuous form on V . It follows that there exists a bounded operator T acting on V such that
14)
where (u, v) V := a(u, v) is the scalar product of V . (Here we use (3.12).) (c) We show that T is a compact operator on V . Let (u k ) be a bounded sequence in V . Fix G, an open bounded smooth domain of M. As in the proof of (3.10), the sequence (u k |G ) is a bounded sequence in the Sobolev space H 1 (G). The embedding
is compact (see [Au] ). Hence after extracting a subsequence we can assume that u k |G is convergent in L 2 (G, d x) . In particular, this sequence is a Cauchy sequence in
By the Sobolev inequality (3.6) and the fact that the sequence u k is bounded in V , we obtain that for some constant C,
But the term in the right-hand side vanishes as G increases to M. We have then shown that u k is a Cauchy sequence in L 2 (M, |m| d x). In order to finish the proof of the compactness of T , we write
It follows from (3.11) that the term M |m||T (u k −u j )| 2 can be estimated by the norm in V of T (u k − u j ) which is then bounded in k and j. The previous inequality and the fact that u k is a Cauchy sequence in L 2 (M, |m| d x) imply that (T u k ) is a Cauchy sequence in V . This proves that T is a compact operator on V .
(d) The largest eigenvalue of T is given by
and since by assumption m − ≡ 0, it follows that µ > 0. It is well known that |u| ∈ H 1 (M) for all u ∈ H 1 (M) and ∇|u| = |∇u|. Using this and the definition of V , it is not hard to see that |u| ∈ V for all u ∈ V and a(|u|, |u|) = a (u, u) . Now, let u ∈ V be a nontrivial eigenvector of T associated with the eigenvalue µ. The above equality a(|u|, |u|) = a(u, u) implies that
This implies that |u| is also an eigenvector of T with eigenvalue µ.
(e) We finish the proof of the theorem by showing that v := |u| is a principal eigenvector with a principal eigenvalue λ 1 := 1/µ. First, note that by (
In particular, (3.15) holds for all ψ ∈ D(M). Denote, as previously, by q the realization of in L q (M, d x) . For 1 < q < ∞, the space D(M) is a core of − q (see [Str, Th. 3.5 and its proof] ). This means that
, and let q be its conjugate number. Fix u ∈ D(− q + λ 1 m) = D(− q ), and let u n be as in (3.16). We have from (3.15),
Since this is true for all u ∈ D(− q + λ 1 m), we obtain
It follows from this that for all t ≥ 0, e −t (− p +λ 1 m) v = v, and again by irreducibility of the semigroup e −t (− p +λ 1 m) we obtain v > 0 on M. Thus we have shown that λ 1 is a principal eigenvalue with a principal eigenvector v ∈ L 2d/(d−2) (M, d x) . Finally, as mentioned above, the Sobolev inequality (3.6) implies that the semi- d x) , and this property holds also for the semigroup e −t (
Remarks
(1) One can give a different proof to the previous result by showing that the selfadjoint operator
The compactness of this operator is shown in [Car] . I owe this observation to Gilles Carron.
(2) Continuity of the principal eigenfunction. Assume that (λ 1 , u) is a solution of (EVP p ) for some p ∈ [1, ∞). If the semigroup e t satisfies e t 1 = 1 and u
, u is bounded and continuous on M).
Indeed, the assumption e t 1 = 1 implies that e t L ∞ (M) ⊂ C b (M) (see [Dav, Cor. 5.2.7] ). Now [OSSV, Th. 4 
The continuity of u follows from this and the fact that u = e −t (− +λ 1 m) u and u ∈ L ∞ (M).
(3) Principal eigenfunctions in L ∞ (M). The problem (EVP ∞ ), in which ∞ denotes the adjoint operator of 1 , is very different from the case of a finite p. In fact, if e t 1 = 1, then for a large class of potentials m = m + − m − , every λ ≥ 0 is a principal eigenvalue with eigenvector in L ∞ (M). This follows in a more general situation from [MO, Ths. 3.3. and 4.1] .
Recurrent manifolds: Nonexistence of L p -principal eigenfunctions
In this section we say that the manifold M (or the semigroup e t ) is recurrent if
(3.18) Note that by irreducibility of the semigroup e t , if (3.18) holds for some f , then it holds for all f ∈ L 1 (M)+ L ∞ (M), f ≥ 0, f ≡ 0 (see, e.g., [FOT] ). As an example, it is well known that the Gaussian semigroup e t acting on L 2 (R n ) is recurrent if n ≤ 2. In Riemannian manifolds there are known conditions (in terms of the growth of the volume) which imply the recurrence property (see [Gr1] ).
Our aim here is to show that if the manifold is recurrent, then for a large class of potentials m, there exists no principal eigenvector in any L p -space for p < ∞.
We first prove the following result.
PROPOSITION 14
Assume that the manifold is recurrent, and let m
Proof
The proof of the first assertion is taken from [Ou] .
First, the recurrence property implies that there exists a sequence u n ∈ H 1 (M) such that 0 ≤ u n ≤ 1 (a.e.) and
and
(see [FOT] ). Assume that for some λ > 0, s(− + λm) = 0. Hence the quadratic form
is nonnegative. The Cauchy-Schwarz inequality implies that
The property of u n and the condition M m(x) d x ≤ 0 imply that a(u n , u n ) → 0. Hence a(u n , φ) → 0 for all φ ∈ H 1 (M). Using again the property of the sequence u n , we obtain M mφ d x = 0. Since φ is arbitrary, this gives m ≡ 0, which is a contradiction. In order to prove the last assertion, let us note that the recurrence property implies the conservation property e t 1 = 1 (see [FOT] ). If there exits a principal eigenfunction u ∈ L 2 ∩ L ∞ , then u ∈ C b (M) (see the remark at the end of Section 3.3) and we conclude, using Proposition 11, that s(− + λ 1 m) = 0 for some λ 1 > 0. The first assertion shows that this cannot hold. This corollary is a simple application of Proposition 14 since if (λ 1 , u) is a solution of (EVP p ), then e −t ( +λ 1 m) u is a principal eigenvector that belongs to L 2 (M)∩L ∞ (M).
If we make some more assumptions on m, then we can show that there is no principal eigenvector in L p (M) for p ∈ [2, ∞). More precisely, we assume that for some λ > 0,
Conditions that imply this property are given in Section 2.1. In particular, (3.
and the Sobolev inequality (3.6) is satisfied. It is easy to see by interpolation that the difference of the resolvents in (3.19) is a compact operator in L p (M) for 1 < p < ∞. This result was shown in [BCF] in the Euclidean case where M = R n with n ≤ 2, under the condition M m(x) d x < 0. Our method is different and can be applied to more general operators than − .
Assume that for some p ∈ [2, ∞), there exists (λ 1 , u) a solution to (EVP p ). Hence u ∈ D(− p ) and − u + λ 1 mu = 0. Let q denote the conjugate number of p. By Proposition 14, we have s(− + λ 1 m) < 0. This implies that s(− q + λ 1 m) < 0. Indeed, if s(− q + λ 1 m) ≥ 0, then for all ε > 0 there exists a constant C ε such that
The same estimate holds for the adjoint operator, and by the Riesz-Thorin interpolation theorem, this estimate holds on L 2 . This means that s(− + λ 1 m) ≥ 0, which is not the case. Now assumption (3.19) implies that the operators − q + λ 1 m and − q have the same essential spectra (see [Sc, Th. 4.7] ). Since s(− q ) ≥ 0, it follows that s(− q + λ 1 m) is not in the essential spectrum σ ess (− q + λ 1 m) of the operator − q + λ 1 m. We claim that s(− q + λ 1 m) is an eigenvalue of − q + λ 1 m and has a positive eigenvector. In order to show this claim, let µ n ∈ (−∞, s(− q + λ 1 m)) which converges to s(− q + λ 1 m), and let φ ∈ L q (M) such that (µ n + q − λ 1 m) −1 φ q → ∞ as n → ∞. |φ|.
This implies (3.20) with |φ| in place of φ. Now a simple calculation shows that the sequence f n := (−µ n − q + λ 1 m) −1 |φ| / (−µ n − q + λ 1 m) −1 |φ| q satisfies (s(− q + λ 1 m) − (− q + λ 1 m)) f n → 0 as n → ∞. But the sequence f n has a convergent subsequence, otherwise s(− q + λ 1 m) ∈ σ ess (− q + λ 1 m) (see [Sc, Th. 4.4] ). If f denotes the limit of this subsequence, then f q = 1 and f > 0 (a.e.) on M and (− q + λ 1 m) f = s(− q + λ 1 m) f . This shows the claim.
We can now finish the proof of the proposition. Let u and f be as above. We have
But both f and u are positive on M and s(− q + λ 1 m) < 0. Hence the last equality cannot hold. This shows the proposition.
Principal eigenvalues on compact manifolds
We assume in this section that the manifold M is compact. If the manifold M has boundary, then is subject to Dirichlet or Neumann boundary conditions. In the first case s(− ) > 0, and in the second one s(− ) = 0. Let m ∈ L ∞ (M) be a nontrivial potential. We study the existence of a solution (λ 1 , u) of the eigenvalue problem (EVP 2 ). Note that if (λ 1 , u) is a solution of (EVP 2 ), then (λ 1 , e −t (− +λ 1 m) u) is a solution to (EVP p ). The reason for that is the fact that for compact manifolds, the Sobolev inequality (3.6) holds and this implies that the semigroup e t is bounded from L 2 (M) into L ∞ (M) (see [Dav] , [VSC] ). The same holds for e −t (− +λ 1 m) because m ∈ L ∞ (M). In particular, the eigenfunction u is in L 2 (M) ∩ L ∞ (M). For the same reason and because of the fact that M has finite volume, if (EVP p ) has a solution for some p ∈ [1, ∞), then (EVP 2 ) has a solution too. We then obtain that a principal eigenfunction u of (EVP p ) for some p ∈ [1, ∞) satisfies u ∈ L 1 (M) ∩ L ∞ (M). Because of this, we only have to study principal eigenvalues with corresponding eigenvector in L 2 (M). Note that in the case where s(− ) = 0, zero is a principal eigenvalue with a corresponding principal eigenvector a constant function. We show that in this case it is sometimes possible to find another principal eigenvalue λ 1 > 0.
The following result describes all that can happen in the case of compact manifolds. ≡ 0, then there exists a unique λ 1 > 0 such that s(λ 1 ) = 0. As we have seen previously, this implies that λ 1 is a principal eigenvalue.
